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Abstract
Laser-based metal processing including welding and three dimensional printing, involves localized melting of solid or granular raw material, surface tension-driven melt flow and significant evaporation of melt due to the applied very high energy densities. The present work proposes a weakly compressible smoothed particle hydrodynamics formulation for thermo-capillary phase change problems involving solid, liquid and gaseous phases with special focus on selective laser melting, an emerging metal additive manufacturing technique. Evaporation-induced recoil pressure, temperature-dependent surface tension and wetting forces are considered as mechanical interface fluxes, while a Gaussian laser beam heat source and evaporation-induced heat losses are considered as thermal interface fluxes. A novel interface stabilization scheme is proposed, which is shown to allow for a stable and smooth liquid-gas interface by effectively damping spurious interface flows as typically occurring in continuum surface force approaches. Moreover, discretization strategies for the tangential projection of the temperature gradient, as required for the discrete Marangoni forces, are critically reviewed. The proposed formulation is deemed especially suitable for modeling of the melt pool dynamics in metal additive manufacturing because the full range of relevant interface forces is considered and the explicit resolution of the atmospheric gas phase enables a consistent description of pore formation by gas inclusion. The accuracy and robustness of the individual model and method building blocks is verified by means of several selected examples in the context of the selective laser melting process.
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1. Introduction
The present work proposes a novel smoothed particle hydrodynamics (SPH) formulation for general thermo-capillary phase change problems involving solid, liquid and gaseous phases. A special focus lies on the mesoscale melt pool modeling in metal powder bed fusion additive manufacturing (PBFAM) processes, e.g. selective laser melting (SLM) or electron beam melting (EBM), requiring some additional model constituents that are specific for this application. Since the governing physics are similar, also the melt pool dynamics in laser beam welding (LBW) or electron beam welding (EBW) processes lie in the scope of application of the proposed model.
Basically, two main modeling approaches for surface tension effects can be distinguished in the context of SPH: formulations considering the microscale origin of surface tension in form of discrete, phase-dependent inter-particle potentials \cite{7, 8, 9} as well as macroscale surface tension models relying on the continuum surface force (CSF) method proposed by Brackbill and Kothe \cite{10} and widely used also in combination with other spatial discretization schemes such as finite differences, finite volumes or finite elements. The CSF approaches can be further subdivided into formulations that directly discretize the surface tension stress tensor and subsequently determine its divergence as contribution to the discrete momentum equation \cite{11, 12} and formulations that rely on the divergence of the continuous surface tension stress tensor resulting in the well-known curvature-proportional surface tension forces in interface normal direction and tangential interface forces proportional to surface tension gradients. The present work will focus on the second category for which the first SPH discretization has been proposed by Morris \cite{13}. Subsequently, this formulation has been extended by density-weighted color field gradients \cite{14} as well as different interface reconstruction and smoothing techniques \cite{15, 16, 17, 18}. There are only very few approaches to incorporate wetting effects into this type of SPH formulation as e.g. proposed by Breinlinger et al. \cite{19} or by Das and Das \cite{20}. One of the first SPH formulations for thermo-capillary flow, i.e. surface tension effects coupled with a thermal field, has been proposed by Tong and Browne \cite{21} and extented by Hopp-Hirschler et al. \cite{22}. Recently, also several SPH formulations for thermo-capillary phase change problems in the context of PBFAM melt pool modeling have been proposed \cite{23, 24, 25, 26, 27, 28, 29}. To the best of the authors' knowledge non of the aforementioned thermo-capillary SPH formulations has incorporated wetting effects so far, which are expected, however, to play an important role on the length scales relevant for metal PBFAM.

In metal PBFAM, a focused laser beam, typically within an inert gas atmosphere, melts pre-defined contours into thin layers of pre-applied metal powder to create the cross-section of a final solid part in a repeated layer-wise buildup procedure. Under typical processing conditions the peak temperatures on the melt pool surface exceed the boiling temperature of the liquid metal. The density jump and accompanied recoil pressure in the phase transition from liquid metal to metal vapor results in a considerable distortion and highly dynamic topology changes of the liquid-gas interface at the melt pool surface giving rise to defects such as spatter, i.e. ejection of melt drops, or pores, i.e. gas bubble inclusions \cite{30}. Pioneering modeling approaches in this field are e.g. given by the thermo-hydrodynamics finite element model proposed by Khairallah et al. \cite{31, 32, 33}, who considered temperature-dependent surface tension and evaporation-induced recoil pressure forces, based on a phenomenological recoil pressure model \cite{34}, as primary driving forces of the process. Comparable models based on finite difference, finite volume, finite element, Lattice Boltzmann or meshfree discretizations are e.g. given by \cite{2, 23, 24, 25, 26, 27, 28, 29, 35, 36, 37, 38, 24, 39, 40, 41, 42, 43, 44}. A more refined model has been proposed by \cite{35, 40, 47}, where the gas / vapor phase is explicitly resolved. Typically, the aforementioned models do not account for wetting effects at the triple line solid-liquid-gas. On the contrary, the works \cite{35, 49, 50} specifically focus on the interplay between wetting effects and different power particle configurations, without considering however evaporation-induced recoil pressure.

The present work proposes a weakly compressible SPH formulation for thermo-capillary phase change problems involving solid, liquid and gaseous phases. Specifically, evaporation-induced recoil pressure, temperature-dependent surface tension and wetting forces are considered as liquid-gas interface fluxes in the Navier Stokes equation. In the thermal problem, a Gaussian laser beam heat source as well as evaporation-induced heat losses are considered as liquid-gas interface fluxes, while convection boundary conditions are obsolete due to the explicit modeling of the atmospheric gas phase. All mechanical and thermal interface fluxes are modeled in a diffuse sense in analogy to the CSF approach. The following original contributions of the present work can be identified: The first SPH formulation for thermo-capillary problems is proposed that also considers wetting effects. A novel interface stabilization scheme based on viscous interface forces is proposed, which is shown to allow for a stable and smooth liquid-gas interface by effectively damping spurious interface flows well-known for the CSF approach. Moreover, different SPH discretizations for the tangential projection of the temperature gradient, as required for the discrete Marangoni forces, are reviewed. Based on a thorough analysis it is shown that standard two-sided gradient approximations are sufficient for this purpose as long as zero-order consistency is satisfied, e.g. by anti-symmetric gradient construction. In the context of metal AM melt pool modeling, the present approach is - to the best of the authors’ knowledge - the first model that i) considers the full range of relevant interface forces consisting of evaporation-induced...
recoil pressure, temperature-dependent surface tension and wetting forces, and ii) resolves the atmospheric
gas phase and, thus, can consistently account for defects such as gas inclusions.

The remainder of this work is organized as follows: Section 2 presents the governing equations, i.e.
continuity equation, momentum equation, energy equation and equation of state, in space-continuous form.
Discretization in space, based on SPH, and in time, based on an explicit velocity-Verlet scheme, is presented
in Sections 3 and 4. In Section 5 different SPH approximations for the tangential temperature gradient are
thoroughly analyzed and compared. Finally, in Section 6 the accuracy of the individual model and method
components is verified by means of selected benchmark examples with analytical/numerical reference solutions.
Eventually, the suitability of the proposed melt pool model for typical metal AM application scenarios
is verified by means of point and line melting examples with and without resolved powder particles. Here, a
special focus lies on the robustness of the computational model, i.e. the ability to represent challenging and
practically relevant scenarios of dynamically changing interface topologies (e.g. generation of melt spatter
or gas inclusions) without inducing spurious interface flows or instabilities of the discretization scheme.

2. Governing Equations

Throughout this work two-phase flow problems of a liquid phase $\Omega^l$ and a gas phase $\Omega^g$ are considered
that interact with a solid phase $\Omega^s$ and allow for reversible phase transition between liquid and solid phase.
The overall problem domain splits according to $\Omega = \Omega^l \cup \Omega^g \cup \Omega^s$ and the two-phase fluid domain is given
by $\Omega^f = \Omega^l \cup \Omega^g$. In the context of metal AM melt pool modeling the solid, liquid and gas phase correspond
to the solid metal, the molten metal and the atmospheric gas in the build chamber of an AM device.

2.1. Fluid phases

The liquid and gas phase are governed by the weakly compressible, instationary and anisothermal Navier-
Stokes equations in the domain $\Omega^f = \Omega^l \cup \Omega^g$. The problem shall be described by the continuity equation

$$\frac{d\rho}{dt} = -\rho \nabla \cdot \mathbf{u} \quad \text{in } \Omega^f,$$

the Navier-Stokes momentum equation

$$\frac{d\mathbf{u}}{dt} = \frac{1}{\rho} \left( -\nabla p + \mathbf{f}_v + \tilde{\mathbf{f}}_s + \tilde{\mathbf{f}}_w + \tilde{\mathbf{f}}_v \right) + \mathbf{g} \quad \text{in } \Omega^f,$$

as well as the energy equation:

$$c_p \frac{dT}{dt} = \frac{1}{\rho} \left( -\nabla \cdot \mathbf{q} + \tilde{\mathbf{s}}_v + \tilde{\mathbf{s}}_g \right) \quad \text{in } \Omega.$$

Following a weakly compressible approach, density $\rho$ and pressure $p$ are linked via the equation of state

$$p(\rho) = c^2(\rho - \rho_0) = p_0 \left( \frac{\rho}{\rho_0} - 1 \right) \quad \text{in } \Omega^f,$$

which closes the system of equations for the six unknowns velocity $\mathbf{u}$ (three components), density $\rho$, pressure $p$
and temperature $T$. The individual contributions to these equations will be discussed in the following.

2.1.1. Momentum equation

In equation (2), contributions from viscous forces $\mathbf{f}_v$, surface tension forces $\tilde{\mathbf{f}}_s$, wetting forces $\tilde{\mathbf{f}}_w$ and
evaporation-induced recoil pressure forces $\tilde{\mathbf{f}}_v$, each per unit volume, as well as body forces $\mathbf{g}$ per unit mass,
can be identified. For incompressible Newtonian fluids the viscous forces read

$$\mathbf{f}_v = \eta \nabla^2 \mathbf{u},$$

(5)
with dynamic viscosity $\eta$. Following the continuum surface force (CSF) approach by Brackbill and Kothe we consider surface tension and wetting effects in the momentum equation as volumetric forces distributed across an interfacial volume of finite width instead of additional boundary conditions at the liquid-gas interface area and the triple line solid-liquid-gas. In the following, these interface forces are marked by a tilde symbol and by a superscript indicating the relevant interface, e.g. $\tilde{f}^{lg}$ for forces on the 2D liquid-gas interface or $\tilde{f}^{slg}$ for forces on the 1D solid-liquid-gas interface (triple line). Specifically, the distributed surface tension forces consist of the following two contributions in interface normal and tangential direction

$$
\tilde{f}_n^{lg} = -\alpha n^l \delta^l + (1 - n^l \otimes n^l) \nabla \alpha \delta^l,
$$

where the surface tension coefficient $\alpha$, the interface curvature $\kappa := \nabla \cdot n^l$, the liquid-gas interface normal $n^l := \nabla \delta^l / \| \nabla \delta^l \|$, the phase-specific color field $\tilde{c}^l$ between the liquid and gas phase, to be defined in Section 3.4.1 as well as the surface delta function $\delta^l := \| \nabla \delta^l \|$ between liquid and gas phase. The surface delta function is employed to distribute interface surface forces across interface domains of finite thickness. It is non-zero only on these interface domains and its integral over the interface thickness direction is normalized to one (see also Section 3.4.1). Throughout this work a purely temperature-dependent surface tension coefficient, i.e. $\nabla \alpha = \alpha'(T) \nabla T$ with $\alpha'(T) = d\alpha(T)/dT$, is considered. Specifically, a linear temperature-dependence of the surface tension is considered in the examples in Section 6 according to

$$
\alpha(T) = \alpha_0 - \alpha_0(T - T_{ao}),
$$

where $\alpha_0$ is the surface tension at reference temperature $T_{ao}$. Moreover, the wetting forces are given by

$$
\tilde{f}^{slg} = \alpha (\cos \theta - \cos \theta_0) t^sf \delta^l \delta^sf,
$$

with the equilibrium wetting angle $\theta_0$ and the current wetting angle $\theta$ defined via $\cos \theta := n^l \cdot n^{sf}$. Here, the solid-fluid interface normal vector between the domains $\Omega^s$ and $\Omega^f$ is defined as $n^{sf} := \nabla c^{sf} / \| \nabla c^{sf} \|$ on the basis of a phase-specific color field $c^{sf}$ between the solid and fluid phase to be defined in Section 3.4.1. Similar to the liquid-gas interface, also the surface delta function of the solid-fluid interface follows the relation $\delta^{sf} := \| \nabla c^{sf} \|$. Moreover, the tangent vector $t^{sf}$ is defined as the projection of the liquid-gas interface normal vector $n^l$ onto the solid-fluid interface surface, defined by its normal vector $n^{sf}$:

$$
t^{sf} = \frac{n^l - (n^l \cdot n^{sf}) n^{sf}}{||n^l - (n^l \cdot n^{sf}) n^{sf}||}.
$$

Besides these standard capillary force contributions, the high peak temperatures at the melt pool surface at typical metal AM process conditions give rise to considerable evaporation effects. As common in the modeling of these processes, a phenomenological model for the evaporation-induced recoil pressure forces acting on the melt pool surface according to the work by Anisimov is employed:

$$
\tilde{f}_w^{lg} = -p_v(T) n^l \delta^l \quad \text{with} \quad p_v(T) = C_P \exp \left(-C_T \left(\frac{1}{T} - \frac{1}{T_v}\right)\right),
$$

where the constants $C_P = 0.54 p_a$ and $C_T = \bar{h}_v/R$ contain the atmospheric pressure $p_a$, the molar latent heat of evaporation $\bar{h}_v$ and the molar gas constant $R$. Moreover, $T_v$ is the boiling temperature.

**Remark 1.** The working principle of the employed phenomenological evaporation model relies on local peak temperatures in the melt pool that exceed the boiling temperature of the liquid metal. In scenarios with very high laser powers the resulting peak temperatures might lead to negative surface tension coefficients if (7) is applied without further correction. Thereto, in this work a regularized version of (7) is applied which keeps the surface tension coefficient $\alpha(T)$ constant if it has already decreased to 10% of its reference value $\alpha_0$ and the temperature is further increasing.
2.1.2. Energy equation

The energy equation \[^{(3)}\] contains the mass-specific heat capacity \(c_p\), the heat flux \(q := -k \nabla T\) according to Fourier’s law with thermal conductivity \(k\) as well as heat fluxes stemming from the laser beam heat source \(s_l^{lg}\) and from evaporation-induced heat losses \(s_v^{lg}\), each per unit volume. The former is given by

\[
s_l^{lg} = \chi_l < -\mathbf{n}^{lg} \cdot \mathbf{e}_l > s_l^{lg}(\mathbf{x}) \delta^{lg} \quad \text{with} \quad s_l^{lg}(\mathbf{x}) = s_{l0}^{lg} \exp \left[ -2 \left( \frac{||\mathbf{x} - \mathbf{x}_0||}{rw} \right)^2 \right],
\]

where the Macauley bracket \(< ... >\) returns the value of its argument if the argument is positive and zero otherwise. The irradiance \(s_l^{lg}(\mathbf{x})\) describes the incident laser power per unit area at position \(\mathbf{x}\) as a function of the laser beam center position \(\mathbf{x}_0\) and has the form of a Gauss distribution, from which \(s_{l0}^{lg}\) is the peak value and \(rw = 2\sigma\) represents two times the standard deviation \(\sigma\). The corresponding diameter \(d_w = 2rw\) is a frequently used measure for the effective laser beam diameter. In addition, \(e_l\) is the unit vector representing the laser beam direction and \(\chi_l\) the laser energy absorptivity. Eventually, following the same phenomenological model as for the recoil pressure \[^{(10)}\], the evaporation-induced heat loss reads

\[
s_v^{lg} = s_v^{lg} \delta^{lg} \quad \text{with} \quad s_v^{lg} = -\dot{m}_v^{lg} [h_v + h(T)], \quad \dot{m}_v^{lg} = 0.82 c_s p_v(T) \sqrt{\frac{CM}{T}}, \quad h(T) = \int_{T_{h,0}}^{T} c_p \, d\bar{T},
\]

where the enthalpy rate per unit area \(s_v^{lg}\) results from the vapor mass flow per unit area \(\dot{m}_v^{lg}\) at the melt pool surface and the sum of the specific enthalpy \(h(T)\) and the latent heat of evaporation \(h_v\), both per unit mass. Moreover, \(T_{h,0}\) is a reference temperature of the specific enthalpy and the constant \(C_M = M/(2\pi R)\) contains the molar mass \(M\) and the molar gas constant \(R\). Finally, \(p_v(T)\) is the recoil pressure defined in \[^{(10)}\] and \(c_s\) the so-called sticking constant which takes on a value close to one, i.e. \(c_s \approx 1\) for metals \[^{32,26}\].

Remark 2. According to equation \[^{(11)}\] the laser beam heat source is applied at the liquid-gas interface, which is characterized by \(\delta^{lg} \neq 0\). In the proposed model, the laser heat source also acts on solid surfaces, i.e. at solid-gas interfaces characterized by \(\delta^{sg} \neq 0\). Here, the surface delta function \(\delta^{sg}\) of the solid-gas interface is defined in analogy to the surface delta function \(\delta^{lg}\) of the liquid-gas interface.

2.1.3. Equation of state

In the equation of state \[^{(4)}\] the reference density \(\rho_0\), which equals the initial density throughout this work, the reference pressure \(p_0 = \rho_0 c^2\) and the artificial speed of sound \(c\) can be indentified. Note that the commonly applied weakly compressible approach only represents deviations from the reference pressure, i.e., \(p(\rho_0) = 0\), and not the total pressure. In order to limit density fluctuations to an acceptable level, while still avoiding too severe time step restrictions, Morris et al. \[^{51}\] discussed strategies on how to determine an appropriate value of the artificial speed of sound.

2.2. Solid phase

Since the focus of this work lies on melt pool thermo-hydrodynamics, the assumption of a rigid and immobile solid phase (substrate and powder grains in the context of PBFAM processes), which is typical for mesoscale PBFAM models, is made. Thus, only the energy equation \[^{(3)}\] is solved for the solid phase.

2.3. Phase transition

As presented in Section \[^{(3)}\] the spatial discretization will be based on smoothed particle hydrodynamics (SPH). Due the Lagrangian nature of this scheme, each (material) particle directly carries its phase information. Based on this information, the corresponding field equations with phase-specific parameter values are evaluated for each particle. Material particles undergo the phase transition solid ↔ liquid when passing the melt temperature \(T_m\). Since the vapor phase is not modeled explicitly, the phase transition liquid ↔ vapor is only considered implicitly in terms of evaporation-induced recoil pressure forces \[^{(10)}\] and heat losses \[^{(12)}\].
While the latent heat of evaporation is already contained \cite{12}, the latent heat of melting could be considered in a straightforward manner as well by employing e.g. an apparent capacity scheme relying on an increased heat capacity $c_p$ within a finite temperature interval \cite{52}. However, for simplicity temperature-independent parameter values are considered in the present work (except for the surface tension coefficient).

2.4. Initial and boundary conditions

In general, the system of partial differential equations \eqref{9}-\eqref{11} is subject to the following initial conditions

\begin{equation}
\rho = \rho_0, \quad \mathbf{u} = \mathbf{u}_0, \quad T = T_0 \quad \text{in} \quad \Omega \quad \text{at} \quad t = 0. \tag{13}
\end{equation}

Throughout this work, only systems that are initially in static equilibrium, i.e. $\mathbf{u}_0 = \mathbf{0}$, are considered. In addition, Dirichlet and Neumann boundary conditions are required on the domain boundary $\Gamma = \partial \Omega$:

\begin{equation}
\mathbf{u} = \hat{\mathbf{u}} \quad \text{on} \quad \Gamma_D, \quad \mathbf{t} = \hat{\mathbf{t}} \quad \text{on} \quad \Gamma_N, \quad T = \hat{T} \quad \text{on} \quad \Gamma_D^\mathbf{T}, \quad \mathbf{q} = \hat{\mathbf{q}} \quad \text{on} \quad \Gamma_N^\mathbf{T}, \tag{14}
\end{equation}

with boundary velocity $\mathbf{u}$, boundary traction $\mathbf{t}$, boundary temperature $T$ and boundary heat flux $\mathbf{q}$ on the Dirichlet and Neumann boundaries $\Gamma = \Gamma_D^u \cup \Gamma_N^u$ and $\Gamma_D^\mathbf{T} \cap \Gamma_N^\mathbf{T} = \emptyset$ as well as $\Gamma = \Gamma_D^\mathbf{T} \cup \Gamma_N^\mathbf{T}$ and $\Gamma_D^\mathbf{T} \cap \Gamma_N^\mathbf{T} = \emptyset$.

3. Spatial discretization via smoothed particle hydrodynamics

3.1. Approximation of field quantities via smoothing kernel

The fundamental concept of SPH is based on the approximation of a field quantity $f$ via a smoothing operation and on the discretization of the domain $\Omega$ with discretization points following the fluid motion and therefore being denoted as particles. Introducing a smoothing kernel $W(r,h)$ (see e.g. \cite{53, 54}) leads to the following sequence of approximations of an arbitrary field quantity $f$:

\begin{equation}
f(r) \approx \int_\Omega f(r')W(|r - r'|, h) \, dr' \approx \sum_j V_j f(\mathbf{r}_j) W(|r - \mathbf{r}_j|, h), \tag{15}
\end{equation}

committing a smoothing error in the first and an integration error in the second approximation step \cite{55}. The smoothing kernel $W(r,h)$ is a monotonically decreasing, smooth function that depends on the distance $r$ from the kernel center and a smoothing length $h$. The smoothing length $h$ together with a scaling factor $\kappa$ define the support radius of the smoothing kernel $r_c = \kappa h$. The Dirac delta function property $\lim_{h \to 0} W(r,h) = \delta(r)$ ensures an exact representation of a field quantity $f$ in the limit $h \to 0$. Compact support, i.e., $W(r,h) = 0$ for $r > r_c$, as well as positivity, i.e., $W(r,h) \geq 0$ for $r \leq r_c$, are typical properties of standard smoothing kernels $W(r,h)$. In addition, the normalization property requires that $\int_\Omega W(|r - r'|, h) \, dr' = 1$. In the second approximation step, the domain integral is replaced by a summation over discrete volumes $V_j$ located at the positions of the material discretization points (particles) $j$. A straightforward approximation for the gradient of quantity $f$ follows directly by differentiation of \eqref{15}:

\begin{equation}
\nabla f(r) \approx \int_\Omega f(r') \nabla W(|r - r'|, h) \, dr' \approx \sum_j V_j f(\mathbf{r}_j) \nabla W(|r - \mathbf{r}_j|, h). \tag{16}
\end{equation}

Note that this (simple) gradient approximation shows some particular disadvantages, hence, more advanced approximations for gradients are given in the literature \cite{54} and will also be applied in the following. Applying these gradient approximations reduces the partial differential equations \eqref{1} and \eqref{3} to ordinary differential equations that are solved, i.e., evaluated and integrated in time, for all particles $i$ in the domain $\Omega$ (cf. Sections 3.4-4). As a result, all fluid quantities are evaluated at and associated with particle positions, meaning each particle carries its corresponding fluid quantities.

Remark 3. In the following, a quantity $f$ evaluated for particle $i$ at position $\mathbf{r}_i$ is written as $f_i = f(\mathbf{r}_i)$.

In addition, the short notation $W_{ij} = W(r_{ij}, h)$ denotes the smoothing kernel $W$ evaluated for particle $i$ at position $\mathbf{r}_i$ with neighboring particle $j$ at position $\mathbf{r}_j$, where $r_{ij} = |\mathbf{r}_{ij}| = |\mathbf{r}_i - \mathbf{r}_j|$ is the absolute distance between particles $i$ and $j$. Similarly, the derivative of the smoothing kernel $W$ with respect to the absolute distance $r_{ij}$ is denoted by $\partial W/\partial r_{ij}$.

$\partial W/\partial r_{ij}$.
Remark 4. In this work, a quintic spline smoothing kernel $W(r, h)$ is considered as defined in [51] with smoothing length $h$ and compact support with support radius $r_c = \kappa h$ and scaling factor $\kappa = 3$.

3.2. Initial particle spacing

Within this contribution, the domain $\Omega$ is initially filled with particles located on a regular grid with particle spacing $\Delta x$, thus in $d$ dimensional space each particle initially occupies an effective volume of $(\Delta x)^d$. The mass of a particle $i$ is then set using the reference density according to $m_i = \rho_0(\Delta x)^d$ and remains constant throughout the simulation. In general, the initial particle spacing $\Delta x$ can be freely chosen, however, within this work the initial particle spacing $\Delta x$ is set equal to the smoothing length $h = r_c/\kappa$.

3.3. Density summation

The density of a particle $i$ is determined via summation of the respective smoothing kernel contributions of all neighboring particles $j$ within the support radius $r$:

$$\rho_i = m_i \sum_j W_{ij}.$$  (17)

This approach is typically denoted as density summation and results in an exact conservation of mass in the fluid domain, which can be shown in a straight-forward manner considering the commonly applied normalization of the smoothing kernel to unity. It shall be noted that the density field may alternatively be obtained via SPH discretization and time integration of the continuity equation (1), cf. Liu and Liu [53].

3.4. Momentum equation

Following the standard SPH discretization procedure the discrete version of (2) can be formulated as

$$a_i = \frac{1}{m_i} \left[ F_{p,i} + F_{v,i} + F_{s,i} + F_{w,i} + F_{d,i} \right] + b_i,$$  (18)

where $a_i = \frac{d u_i}{dt}$ represents the total acceleration of particle $i$ whereas the pressure force $F_{p,i}$, viscous force $F_{v,i}$, surface tension force $F_{s,i}$, wetting force $F_{w,i}$ as well as vapor-induced recoil pressure force $F_{d,i}$ acting on particle $i$ result from summation of all particle-to-particle interaction contributions with neighboring particles $j$. Optionally, additional viscous dissipation forces $F_{d,i}$ are applied at the interfaces solid-liquid and liquid-gas, which will motivated and further detailed in Section 3.4.5. The pressure and viscous forces in the momentum equation (18) are discretized following a formulation proposed by Adami et al. [56, 57]:

$$F_{p,i} + F_{v,i} = \sum_j \left( V_i^2 + V_j^2 \right) \left[ -\hat{p}_{ij} \frac{\partial W}{\partial r_{ij}} e_{ij} + \hat{\eta}_{ij} \frac{u_{ij}}{r_{ij}} \frac{\partial W}{\partial r_{ij}} \right],$$  (19)

with volume $V_i = m_i/\rho_i$ of particle $i$, unit vector $e_{ij} = r_i - r_j | r_i - r_j | = r_{ij}/r_{ij}$, relative velocity $u_{ij} = u_i - u_j$ as well as inter-particle averaged pressure and dynamic viscosity:

$$\hat{p}_{ij} = \frac{\rho_j p_i + \rho_i p_j}{\rho_i + \rho_j}, \quad \hat{\eta}_{ij} = \frac{2\eta_i \eta_j}{\eta_i + \eta_j}.$$  (20)

Also the transport velocity formulation proposed in [57], which utilizes a constant background pressure $p_b$ to suppress the problem of tensile instability, is employed in the present work. For the sake of brieftly, the definition of the modified advection velocity and the additional terms in the momentum equation stemming from the aforementioned transport velocity contribution are not further delineated and the reader is kindly referred to the original publication [57]. The accuracy and stability of this formulation has readily been demonstrated on the basis of well-known benchmark tests in the context of computational fluid dynamics [57] and fluid-structure interaction [58]. The remaining force contributions will be discussed in the following.
3.4.1. Discretization of phase interfaces

The interface forces to be defined in the following rely on a representation of the different phase domains and interfaces via a color field function. Here, we define the color field according to

$$c_i^c = \begin{cases} 
1, & \text{if particles } i \text{ and } j \text{ belong to different phases} \\
0, & \text{else} 
\end{cases}$$

as well as the density-weighted color field gradient according to

$$\nabla c_i = \frac{1}{V_i} \sum_j (V_i^2 + V_j^2) \tilde{e}_{ij} \frac{\partial W}{\partial r_{ij}} e_{ij} \quad \text{with} \quad \tilde{e}_{ij} = \frac{\rho_j}{\rho_i + \rho_j} c_i^c + \frac{\rho_i}{\rho_i + \rho_j} c_j^c$$

following the approach proposed by Adami et al. [14]. Note that $c_i^c \equiv 0$ according to [21]. Based on the definition of the color field gradient the interface normal and the surface delta function of particle $i$ read

$$n_i = \frac{\nabla c_i}{||\nabla c_i||} \quad \text{and} \quad \delta_i = ||\nabla e_i||.$$  

Note that this procedure leads to an outward-pointing interface normal vector with respect to the phase of particle $i$. Moreover, it has to be emphasized that these metrics are exclusively used to define the interface between two phases. Consequently, in the calculations according to [21]-[23] only two different phases are distinguished (and not three independent phases which might occur at the triple line solid-liquid-gas). Specifically, the liquid-gas interface (superscript "$lg"$) is defined by only considering particles of the liquid and the gas phase (i.e. no contribution of solid particles). The solid-gas interface (superscript "$sg"$) is defined by only considering particles of the solid and the gas phase. The solid-fluid interface (superscript "$sf"$) is defined by considering all particles but only distinguishing between either particles of the solid phase or the (combined) fluid phase (sum of particles from the liquid and gas phase).

**Remark 5.** In case of high density ratios between two phases the definition of $\delta_i$ according to [22]-[23] ensures that the majority of a flux contribution (i.e. of mechanical interface forces or thermal heat fluxes) distributed over the interface via $\delta_i$ acts on the side of the interface associated with the heavier phase. Thus, in the melt pool examples in Section 6.3 where typical density ratios $\rho_i/\rho_g > 100$ between melt and gas phase are considered, more than 99% of a flux term is carried by the melt phase. Therefore, for simplicity only the contributions to the melt phase are considered for the mechanical and thermal flux terms in (6), (8), (10), (11) and (12). This approximation seems reasonable when considering typical parameter uncertainties and accuracy requirements in AM melt pool modeling. However, it is emphasized that this procedure is by no means an inherent limitation of the proposed methodology and can easily be changed.

3.4.2. Surface tension forces

In the following, the surface tension forces are split into two contributions $F_{s,i} = F_{sc,i} + F_{sm,i}$, with $F_{sc,i}$ representing the curvature-proportional surface tension normal forces and $F_{sm,i}$ representing the tangential Marangoni forces due to surface tension gradients. The first contribution is given by

$$F_{sc,i} = -V_i \alpha_i \kappa_i n^g_i \delta^g_i.$$  

As proposed by Morris [13], the curvature $\kappa_i$ is discretized according to

$$\kappa_i = (\nabla \cdot n^g)_i = \sum_j N_i N_j V_i n^g_i \frac{\partial W}{\partial r_{ij}} \alpha_{ij} \quad \text{with} \quad N_k = \begin{cases} 
1, & \text{if} ||\nabla e_k|| > \epsilon \\
0, & \text{else} 
\end{cases}$$

with $n^g_{ij} = n^g_i - n^g_j$. Here, $\epsilon \ll 1$ is a user-defined tolerance applied to avoid contributions from particles far away from the interface with erroneous normal vectors [13]. The discrete Marangoni forces read

$$F_{sm,i} = V_i \left( I - n^g_i \otimes n^g_i \right) (\nabla T), \quad \alpha_i \delta^g_i$$

\[ \nabla T, \right]
where the operator \( \nabla_T \) represents the projection of the nabla operator into the interface tangential plane. Liquid-gas interfaces typically go along with considerably jumps in the mechanical and thermal constitutive parameters. It will be demonstrated in Section 5 that a proper discretization of the temperature gradient \( \nabla T \) is of upmost importance to represent the temperature field, and its inherent kink across the interface, with sufficient accuracy. Thereto, three different SPH gradient approximations typically applied in the literature (see also [21] [23] in the context of tangential (Marangoni) surface tension forces) shall be considered in the following. The first variant is given by the standard SPH gradient approximation according to [16]:

\[
(\nabla T)_i \approx \sum_j V_j T_j \frac{\partial W}{\partial r_{ij}} e_{ij}.
\] (27)

The second variant is given by a symmetric gradient approximation as typically applied to gradients (e.g. of the pressure field) in the momentum equation to guarantee for conservation of momentum [56, 57]:

\[
(\nabla T)_i \approx \frac{1}{V_i} \sum_j (V_i^2 + V_j^2) \frac{T_i + T_j}{2} \frac{\partial W}{\partial r_{ij}} e_{ij}.
\] (28)

The third variant is given by an anti-symmetric gradient approximation as typically applied to velocity gradients in the continuity equation to guarantee for zero-order consistency [54]:

\[
(\nabla T)_i \approx \sum_j V_j (T_j - T_i) \frac{\partial W}{\partial r_{ij}} e_{ij}.
\] (29)

In Section 5 it will be demonstrated that only the third variant (29) leads to reasonable approximations and small discretization errors for the tangential projection of the temperature gradient. Consequently, this variant is applied in all the remaining examples in Section 6. Moreover, it will be derived why this formulation results in a good approximation quality for the tangential projection of the temperature gradient - as required in (26) - even though it is not suitable to represent the total temperature gradient.

3.4.3. Wetting forces

As indicated by Breinlinger et al. [19], a direct SPH discretization of (8) is typically not preferable due to the erroneous representation of the liquid-gas interface normal vector \( \mathbf{n}^l \) close to the triple line solid-liquid-gas, which can be traced back to a lack of liquid and gas particle support in this region. Therefore, we follow an alternative strategy proposed in [19] prescribing this normal vector in the triple line region on the basis of the equilibrium wetting angle \( \theta_0 \) according to:

\[
\mathbf{n}^{l,i} = t^{l,i} \sin \theta_0 - \mathbf{n}_i^{s,f} \cos \theta_0,
\] (30)

where \( \mathbf{n}_i^{s,f} \) is the normal vector of the solid-fluid interface according to (21)-(23) and \( t_i^{l,i} \) is given by (9) evaluated for particle \( i \). In order to prescribe the value \( \mathbf{n}^{l,i} \) for the liquid-gas interface normal vector \( \mathbf{n}_i^l \) in the triple point region and to have a smooth transition from the interface region (with prescribed normal) to the interior domain (with solution-dependent normal), the following correction scheme is employed:

\[
\mathbf{n}^{l,i} = \frac{f_{n,i} \left( \mathbf{n}^{s,i} \right)}{||f_{n,i} \mathbf{n}^{s,i}||} + (1 - f_{n,i}) \mathbf{n}^{l,i} \\
\text{with } f_{n,i} = \begin{cases} 
0, & \text{if } d_{w,i} < 0 \\
\frac{d_{w,i}}{d_{\text{max}}}, & \text{if } 0 \leq d_{w,i} \leq d_{\text{max}} \\
1, & \text{if } d_{w,i} > d_{\text{max}}.
\end{cases}
\] (31)

In the present work, \( d_{\text{max}} = h \) has been chosen as the kernel smoothing length (which differs from [19], where the kernel support radius has been chosen) and the distance function \( d_{w,i} \) is defined as the distance of fluid particle \( i \) from the closest wall particle \( j \) minus the initial particle spacing \( h \) according to \( d_{w,i} = \min((r_i - r_j) \cdot \mathbf{n}_i^{s,f}) - h \). From (31) it becomes clear that for particles closer to the wall than \( h \) the interface normal is prescribed as \( \mathbf{n}_i^{l,i} \), while for particles with wall distance larger than \( 2h \) the conventional (solution-dependent) calculation of the interface normal via the color field gradient is applied.
3.4.4. Recoil pressure forces

The discrete version of the evaporation-induced recoil pressure forces occurring in \( (32) \) is given by

\[
F_{v,i} = -V_i \rho_{v,i} n_i^g \ddot{g}^l, 
\]

where \( \rho_{v,i} \) is the recoil pressure according to \( (10) \) evaluated for particle \( i \).

3.4.5. Viscous interface forces

Monaghan and Gingold [59] proposed a stabilization term, denoted as artificial viscosity, as additional contribution to the momentum equation to reduce spurious flow oscillations in the numerical solution. In this work we propose to employ this stabilization term selectively only at the solid-liquid and liquid-gas interface to avoid oscillations originating from the phase transition solid-liquid and from the high liquid-gas interface forces typical for metal AM melt pool hydrodynamics. Moreover, it will be shown that the resulting interface viscosity contributions can also be motivated from a physical point of view. In its general form the discrete version of these dissipative interface forces is given by

\[
F_{d,i} = - \zeta_i \sum_j m_j \bar{h}_{ij} \bar{c}_{ij} u_{ij} \cdot r_{ij} \frac{\partial W}{\partial r_{ij}},
\]

with the inter-particle averaged particle spacing \( \bar{h}_{ij} = (h_i + h_j)/2 \), speed of sound \( \bar{c}_{ij} = (c_i + c_j)/2 \) and density \( \bar{\rho}_{ij} = (\rho_i + \rho_j)/2 \) as well as relative velocity \( u_{ij} = u_i - u_j \) and distance \( r_{ij} = ||r_i - r_j|| \). The constant \( \epsilon \ll 1 \) is introduced to ensure a non-zero denominator. The viscosity factor is split into two contributions \( \zeta_i = \zeta_i^{sl} + \zeta_i^{lg} \). The first one, acting on (the liquid side of) the liquid-gas interface is given by:

\[
\zeta_i^{lg} = \zeta_0 \delta_i^l.
\]

Spurious interface flows are a well-known problem of continuum surface force (CSF) formulations [19] [10]. Due to the high magnitude of surface tension and recoil pressure forces this undesirable effect is in particular critical for metal AM melt pool problems. As demonstrated in Section 6.2, the introduction of an additional viscous term acting exactly (and only) at the origin of these spurious interface flows, i.e. selectively at the liquid-gas interface, enables to effectively reduce this numerical artifact without introducing additional dissipation of physically relevant flow characteristics in the interior fluid domain. Since these spurious interface flows are known to decrease with increasing discretization resolution \( [10] \), we recommend to scale the viscosity factor \( \zeta_i^{lg} \) with the smoothing length \( h_i \). With this strategy the maximal viscous forces acting on interface particles is discretization-independent (as the maximal magnitude of \( \delta_i^l \) scales with \( 1/h_i \)), while the overall influence of the viscous interface forces on the global system behavior decreases (as the interface thickness decreases with \( h_i \)). Similar to slope limiting techniques \( [60] \), the numerical scheme could be further refined by applying this interface stabilization term only at locations with extremely high (or fast changing) velocity gradients or in case of metal AM melt pool simulations only at locations with very high temperatures (and thus very high recoil pressure forces). The viscosity factor on the solid-liquid interface is defined as:

\[
\zeta_i^{sl} = \zeta_0 F_{\epsilon \cdot T_i} \quad \text{with} \quad F_{\epsilon \cdot T_i}(T_i) = \begin{cases} 0, & \text{if } T_i > T_{\text{max}} \\ \frac{T_i - T_{\text{max}}}{T_{\text{m}} - T_{\text{max}}}, & \text{if } T_{\text{max}} \geq T_i \geq T_{\text{m}} \\ 1, & \text{if } T_i < T_{\text{m}}, \end{cases}
\]

where \( T_{\text{m}} \) is the melt temperature and \( T_{\text{max}} \) a temperature chosen slightly above the melt temperature. Thus, the viscous force \( (33) \) only acts on particles with temperatures close to the melting point and thus effectively damps potential instabilities arising from the jump of material parameters and state variables of a particle when undergoing the phase change solid-liquid. Due to the no-slip condition already applied to the fluid velocity field at this interface, the influence of this additional viscous force on the global system behavior is small as long as \( T_{\text{max}} \) is chosen sufficiently close to \( T_{\text{m}} \). As demonstrated in \( [61] \), the action of the viscous force \( (33) \) can be associated with an equivalent physical viscous force with effective kinematic viscosity \( \nu_i = 0.5 \zeta_i h_i \bar{c}_{ij}/(d + 2) \), where \( d = 2, 3 \) is the spatial dimension. Thus, besides their stabilizing effect,
the contributions (34) and (35) can also be interpreted from a physical point of view. For example, (34) can be thought of as part of a non-conservative surface tension formulation with interface viscosity [62]. In particular, (35) can be interpreted as a physical model for the gradual phase transition of alloys between solidus and liquidus temperature such that the viscosity decreases with increasing temperature during melting.

3.5. Energy equation

The discrete version of the energy equation (3) has the following general form:

\[
\frac{dT_i}{dt} = \frac{1}{c_{p,i} \rho_i} \left[ - (\nabla \cdot \mathbf{q})_i + \dot{s}^{lg}_{v,i} + \dot{s}^{lg}_{l,i} \right]
\] (36)

For the discretization of the conductive term, we follow a formulation proposed by Cleary and Monaghan [63], which is especially suited for problems involving a jump of the thermal conductivity \( k \) across an interface:

\[
(\nabla \cdot \mathbf{q})_i = \sum_j \frac{m_j k_j}{\rho_j + k_j r_{ij}} (T_j - T_i) \frac{\partial W}{\partial r_{ij}}
\] (37)

The discrete versions of the laser beam source term \( \dot{s}^{lg}_{l,i} \) and the evaporation-induced heat loss term \( \dot{s}^{lg}_{v,i} \) result directly from evaluating (11) and (12) for the discrete particle \( i \).

3.6. Equation of state

The discrete version of the equation of state results from evaluating (4) for the discrete particle \( i \).

3.7. Boundary conditions

**Rigid wall boundary conditions.** Following the approach of Adami et al. [56] rigid wall boundary conditions are modeled using fixed boundary particles with quantities extrapolated from the fluid field based on a local force balance. The same approach is used to model the mechanical interaction between fluid particles and the solid phase. For more details the interested reader is referred to the aforementioned literature.

**Periodic boundary conditions.** Imposing a periodic boundary condition in a specific spatial direction allows for particle interaction evaluation across the lower and upper domain border. Moreover, particles leaving the domain on one side are re-injecting on the opposite side.

4. Time integration scheme

The momentum equation (18) is integrated in time applying an explicit velocity-Verlet time integration scheme in kick-drift-kick form, also denoted as leapfrog scheme, as proposed by Monaghan [54]. In the absence of dissipative effects the velocity-Verlet scheme is of second order accuracy and reversible in time [54]. In a first kick-step the particle accelerations \( a^n_i = (du_i/dt)^n \) determined in the previous time step \( n \) are used to compute intermediate particle velocities at \( n + 1/2 \)

\[
u_{i}^{n+1/2} = u_{i}^{n} + \frac{\Delta t}{2} a_{i}^{n},
\] (38)

where \( \Delta t \) is the time step size, before the particle positions at \( n + 1 \) are updated in a drift-step

\[
r_{i}^{n+1} = r_{i}^{n} + \Delta t u_{i}^{n+1/2}.
\] (39)

With the particle positions \( r_{i}^{n+1} \) the densities \( \rho_{i}^{n+1} \) are determined on the basis of (17). Based on the temperatures \( T_{i}^{n} \) as well as the updated particle positions \( r_{i}^{n+1} \) and densities \( \rho_{i}^{n+1} \) the temperature rate \( (dT_i/dt)^{n+1} \) is calculated on the basis of (36) and the temperature is updated according to:

\[
T_{i}^{n+1} = T_{i}^{n} + \Delta t \left( \frac{dT_{i}}{dt} \right)^{n+1}.
\] (40)
Using the updated particle temperatures $T_i^{n+1}$, positions $r_i^{n+1}$ and densities $\rho_i^{n+1}$ as well as the intermediate velocities $u_i^{n+1/2}$ the accelerations $a_i^{n+1}$ are calculated from (18). In a final kick-step the particle velocities at time step $n + 1$ are determined via

$$u_i^{n+1} = u_i^{n+1/2} + \frac{\Delta t}{2} a_i^{n+1}. \quad (41)$$

To maintain stability of the time integration scheme the time step size $\Delta t$ is restricted by the Courant-Friedrichs-Lewy (CFL) condition, the viscous condition, the body force condition, the surface tension condition and the conductivity-condition refer to [14, 51, 57, 64] for more details,

$$\Delta t \leq \min \left\{ 0.25 \frac{h}{c + |u_{\text{max}}|}, \ 0.125 \frac{h^2}{\nu}, \ 0.25 \sqrt{\frac{h}{|b_{\text{max}}|}}, \ 0.25 \sqrt{\frac{\rho h^3}{2\pi \alpha}}, \ 0.125 \frac{\rho c_p h^2}{k} \right\}, \quad (42)$$

with kinematic viscosity $\nu = \eta/\rho$, maximum fluid velocity $u_{\text{max}}$ and maximum body force $b_{\text{max}}$.

5. Comparison of different temperature gradient approximations

In this section, the approximation quality of the different temperature gradient discretizations (27)-(29) will be investigated. For this purpose the temperature field in the liquid and gas phase of a liquid drop resting on a solid substrate and surrounded by a gas atmosphere will be considered at a representative time step (see Figure 1(a)). A detailed description of the problem setup is given in Section 6.3.1, where the full thermo-hydrodynamic interaction within this problem is studied. In Figure 1(b), the total color field $\hat{c}_i := \sum_j V_j W_{ij}$, which considers contributions from all possible types (i.e. gas, liquid and solid phase) of neighbor particles $j$, is displayed for the considered droplet example. The fact that the color field is close to one throughout the entire domain suggests that all particles have full support and, thus, two-sided gradient approximations such as (27)-(29) might be applicable in general. It is typically argued that one-sided SPH gradient approximations such as the corrective smoothed particle method (CSPM) by Chen et al. [65] or the Corrected SPH (CSPH) scheme by Bonet and Lok [66], which allow for exact representation of first-order gradients even in boundary or interface regions with incomplete particle support, are required to accurately capture a kink in the temperature field resulting from the jump in the thermal conductivity $k$ at fluid-gas interfaces [21]. Therefore, the first-order consistent schemes CSPM as well as CSPH will be considered as reference solutions in this section and compared to the temperature gradient discretizations according to (27) (variant Standard), (28) (variant Symmetric) and (29) (variant Asymmetric). In Figure 2, the temperature gradients associated with the temperature field 1(a) are displayed for the variants CSPM, Standard, Symmetric and Asymmetric and compared to the variant CSPH (shaded). As expected, there is no visual difference of the two one-sided gradient approximations (variants CSPM and CSPH in Figure 2(a)). Indeed, the results of these two formulations are identical up to machine precision. However, the non-smooth temperature field across the interface leads to deviations for the other three variants in this region (Figures 2(b)-2(d)).
While these visible deviations vanish in the interior of the drop for the variant *Asymmetric*, the variants *Standard* and *Symmetric* show large deviations also in this domain, which seems to contradict first intuition. However, this observation can be explained by the fact that the asymmetric formulation exactly filters out constant temperature contributions (exactly vanishing gradient for constant fields), while large constant temperature contributions lead to considerable discretization errors for the variants *Standard* and *Symmetric* due to the lack of zero-order consistency, i.e. \( \int_{\Omega} \nabla W(|\mathbf{r} - \mathbf{r}'|, h) \, d\mathbf{r}' = 0 \) but \( \sum_j V_j \frac{\partial W}{\partial \mathbf{r}_j} \mathbf{e}_j \neq 0 \). The avoidance of large constant contributions is also the reason why the reference pressure is typically set to zero in SPH formulations where the pressure gradient is approximated by the momentum-conserving variant *Symmetric* [51]. When considering the tangential projection of the temperature gradient \( \nabla_T T \) as defined in (26) and displayed in Figure 3, the observations made above for the variants *CSPH*, *CSPM*, *Standard*, and *Symmetric* can be confirmed. Specifically the latter two variants are not suitable to represent the tangential temperature gradient. In contrast, the variant *Asymmetric* represents the tangential temperature gradient very well without visual difference to the variants *CSPH* and *CSPM* - except for a small deviation at the triple point, which can be expected due to the non-smooth interface line in this region. Therefore, the variant *Asymmetric* according to (29) will be employed - and favored over the computationally more involved *CSPH* and *CSPM* schemes - in all the remaining numerical examples in this work. In the remainder of this section, a brief analytical explanation will be given on why the two-sided gradient approximation (29) is capable of correctly representing the tangential gradient projection of a temperature field with a kink at the interface. Let’s assume a particle \( i \) close to the liquid-gas interface with closest / orthogonal projection point \( c \) onto this interface. Furthermore, a coordinate system with axes \( \mathbf{t}_1 \) and \( \mathbf{t}_2 \) tangential to the interface and axis \( \mathbf{n} \) normal to the interface is defined in point \( c \). The position of a material particle expressed in this system shall be denoted as \( \tilde{\mathbf{x}} \), and a quantity evaluated at position \( c \) shall be marked by a subscript \( (\ldots)_c \). Moreover, subscripts \( (\ldots)_n \) and \( (\ldots)_t \) represent projections of vectors in interface normal and tangential direction. The first-order Taylor series expansion of the temperature field in the neighborhood of point \( c \) is given as:

\[
T(\tilde{\mathbf{x}}) \approx T_c + \nabla T_c \cdot \tilde{\mathbf{x}} = T_c + \nabla_T T_c \cdot \tilde{\mathbf{x}} + \nabla_n T_c \cdot \tilde{\mathbf{x}}_n \quad \text{with} \quad \nabla_n T_c = \begin{cases} \nabla_n T_c^+ & \text{if } \tilde{\mathbf{x}}_n \cdot \mathbf{n} > 0 \\ \nabla_n T_c^- & \text{else.} \end{cases}
\]
Figure 3: Laser heating of liquid drop: different approximations for tangential temperature gradient. Displayed is half of the droplet. The tangential gradient is visualized by bright (investigated solution) and shaded (reference solution) red arrows.

Note that (43) accounts for a jump of the temperature gradient in normal direction as typical for liquid-gas interfaces. According to (16) the projection of the temperature gradient in the tangential directions $t_k$ reads:

$$t_k \cdot \nabla T(r_i) \approx t_k \cdot \int_{\Omega} \left[ T_{c} + \nabla_i T_{c} \cdot \tilde{x}_i + \nabla_n T_{c} \cdot \tilde{x}_n \right] \nabla W \, d\tilde{x} \quad \text{for} \quad k = 1, 2. \quad (44)$$

In the following, only the third of the three summands will be considered. For simplicity, the integral is reformulated in spherical coordinates $(r, \alpha, \beta)$ using $\tilde{x} = r e$ with $e = \sin \beta \cos \alpha t_1 + \sin \beta \sin \alpha t_2 + \cos \beta n$:

$$t_k \cdot \int_{\Omega} \nabla_n T_{c} \cdot \tilde{x}_n \nabla W \, d\tilde{x}$$

$$= \nabla_n T_{c} \cdot \int_{r=0}^{r_c} \int_{\beta=0}^{\pi} \int_{\alpha=0}^{2\pi} r \cos \beta n \frac{\partial W}{\partial r} e \cdot t_k \frac{r^2 \sin \beta \, d\alpha \, d\beta \, dr}{d\tilde{x}}$$

$$= \nabla_n T_{c} \cdot \int_{r=0}^{r_c} r^3 \frac{\partial W}{\partial r} \int_{\beta=0}^{\pi} \cos \beta \sin^2 \beta \frac{\left[ \cos \alpha t_1 \cdot t_k + \sin \alpha t_2 \cdot t_k \right] \, d\alpha \, d\beta \, dr}{d\tilde{x}} = 0. \quad (45)$$

From the second to the third line in (45) use have been made of the spherical symmetry of the kernel $W$, i.e. $\partial W/\partial r$ is independent of $\alpha$ and $\beta$. It is emphasized that only for spherically symmetric kernels the tangential projection of the SPH discretization of a gradient contains only information of the tangential component of the space-continuous gradient, i.e. it is independent of the evolution of the underlying field in normal direction and the third summand in (44) vanishes. Thus, it can be concluded that standard (two-sided) gradient discretization approaches can be applied since the gradient jump in normal direction does not enter the SPH formulation for the tangential gradient discretization. While this derivation has been made for
the standard temperature gradient approximation (27), the results are equally valid for the symmetric (28) and asymmetric (29) gradient approximation since the main difference is a constant temperature value \( T_i \) added to or subtracted from the standard gradient approximation.

6. Numerical examples

6.1. Liquid droplet in surrounding fluid

To verify the proposed formulation for temperature-dependent surface tension, cf. Section 3.4.2, the migration of a liquid droplet as proposed by Ma and Bothe [67] is considered. While a finite volume scheme is employed in [67], the same problem has been studied by Tong and Browne [21] using an incompressible SPH formulation. The problem consists of a circular droplet (radius \( a = 1.44 \)) of fluid 1 (density \( \rho_1 = 0.25 \), dynamic viscosity \( \mu_1 = 1.2 \times 10^3 \), thermal conductivity \( k_1 = 1.2 \times 10^3 \), heat capacity \( c_{p1} = 2.0 \times 10^3 \) and \( T_a = 290 \)). All properties are given in the units mm, mg, s, and \( K \). On the left and right side of the quadratic domain periodic boundary conditions are applied. At the top and bottom of the quadratic domain no-slip boundary conditions for the fluid field as well as prescribed temperatures \( \hat{T}_1 \) (bottom) and \( \hat{T}_2 \) (top) are applied via three layers of boundary particles according to [56]. The 2D domain is discretized by a total of 4096 particles (812 particles for fluid 1, 3284 particle for fluid 2) resulting in an initial particle spacing of \( \Delta x = 0.09 \). Initially, the particles are at rest, i.e. \( u_1^0 = u_2^0 = 0 \). Like in the original works, the surface tension acts with its full magnitude during the entire simulation time, i.e. no initial ramp function is used. Moreover, the initial temperature profile \( T_0 \) is chosen as linear interpolation between \( \hat{T}_1 \) and \( \hat{T}_2 \) leading to an initial gradient of \( \|\nabla T_0\| = (\hat{T}_2 - \hat{T}_1)/(4a) \).

6.1.1. Static equilibrium of droplet

As a first test case the pressure jump across the interface of the bubble in a static equilibrium configuration shall be investigated. Thereto the temperatures at the bottom and top wall are prescribed to \( T_1 = T_2 = 290 \). The weakly compressible approach is realized with bulk moduli \( K_1 = 78.125 \times 10^3 \) and \( K_2 = 156.25 \times 10^3 \) (artificial speed of sound \( c_1^2 = c_2^2 \approx 562.5 \)). The time step size has been chosen to \( \Delta t = 4.0 \times 10^{-5} \). The analytical solution for this problem setup is a constant temperature field at \( T = 290 \) with the circular droplet of radius \( a \) resting at the center of the quadratic domain. While the Marangoni forces vanish for this test case, due to the constant surface tension contribution of \( \alpha = \alpha_0 = 1.0 \cdot 10^4 \) a pressure jump of \( \Delta p = \frac{\alpha_0 a}{\pi} \approx 6944 \) is expected at the interface of the circular droplet. In Figure 4(a) the pressure jump

![Figure 4(a)](image)

(a) Static equilibrium: pressure jump \( \Delta p := p - p_\infty \) over distance \( r \) from droplet center for sections horizontal (black) and diagonal (blue) through the droplet.

![Figure 4(b)](image)

(b) Thermo-capillary migration: dimensionless centroid velocity \( U/U_r \) over dimensionless time \( t/t_r \) for present formulation (solid) and reference solution (+ marks, [21]).

\[ \Delta p := p - p_\infty, \] with \( p_\infty \) representing the pressure in fluid 2 at sufficient distance from the droplet interface,
is displayed over the distance $r$ from the droplet center for a horizontal (black) as well as a diagonal (45 degrees) section (blue) through the droplet center. Besides slight oscillations at the inner and outer fringe of the interface region, the numerical results show very good agreement with the analytical prediction of the maximal pressure jump at the droplet center given by $\Delta p \approx 6944$.  

6.1.2. Thermo-capillary migration of droplet

As a second test case the thermo-capillary migration of the droplet will be considered. Thereto the temperatures at the bottom and top wall are prescribed to $\hat{T}_1 = 290$ and $\hat{T}_2 = T_1 + 4a|\nabla T| = 291.152$ such that the stationary initial temperature field is characterized by a constant gradient $||\nabla T_0|| = 0.2$. For the simulation of this problem the bulk moduli $K^1 = 5.0 \cdot 10^6$ and $K^2 = 1.0 \cdot 10^7$ (artificial speed of sound $c^1 = c^2 \approx 4472.1$) as well as a time step size of $\Delta t = 4.0 \cdot 10^{-5}$ have been chosen. In this test case, temperature-dependent surface tension in combination with the prescribed temperature gradient results in shear stresses (second term in (6)) and consequently a shear flow (Marangoni convection) at the droplet interface (see Figure 5). On the one hand, this shear flow induces an upwards migration of the droplet. On the other hand, the shear flow induced in the surrounding fluid 2 redistributes the initially linear temperature profile. In terms of dimensionless numbers the considered choice of parameters leads to a Reynolds number of $Re = \rho a U_r t_r = 0.72$, a Marangoni number of $Ma = \frac{\sigma c a U_r}{\lambda} = 0.72$ and a capillary number of $Ca = \frac{a U_r}{\sigma_0} = 0.0576$, where the characteristic velocity $U_r = \frac{\sigma_0}{\rho} |\nabla T| a = 24$ has been employed. In Figure 5 the dimensionless velocity $U/U_r$, with $U$ calculated via numerical differentiation of the droplet centroid position with respect to time, is plotted over the dimensionless time $t/t_r$ with $t_r = \frac{a}{U_r} = 0.06$. The resulting velocity evolution shows good agreement with the reference solution [67]. The slight fluctuations in the steady state regime can be traced back to the employed weakly compressible formulation, while the reference solution in [67] has been calculated on the basis of an incompressible formulation.

6.2. Oscillation of liquid droplet surrounded by gas atmosphere

This example aims to investigate the influences of the viscous interface force introduced in Section 3.4.5 as well as of approximated material properties of the gas phase on the solution accuracy of surface tension-dominated problems with parameter values as typical for metal AM. For this purpose the well-known example of surface tension-driven oscillations of a liquid droplet in gas atmosphere is considered [7, 13, 12, 14].
droplet is initially resting at the center of a quadratic gas domain with side length 400\(\mu\)m and has an elliptic initial shape (larger semiaxis \(a = 3/2R\), smaller semiaxis \(b = 2/3R\), where \(R = 100\mu\)m is the droplet radius in the static equilibrium configuration; see Figure 6(a)). The reference pressure of the weakly compressible model is set to \(p_0 = 1.0 \cdot 10^7\) Nm\(^{-2}\) and the background pressure of the transport velocity formulation to \(p_b = 5p_0\) for both phases. Moreover, a time step size of \(\Delta t = 10^{-6}\) ms and an initial particle spacing of \(\Delta x = 5/3\) \(\mu\)m is applied. Again, the temperature field is kept constant such that Marangoni forces vanish. The material properties of the liquid phase inside the droplet are identical to the ones used for the subsequent melt pool simulations and are given in Table I. Moreover, different material properties of the gas phase will be investigated in the following. As reference parameter set the gas phase is modeled such that the density and dynamic viscosity are by a factor of 1000 smaller as compared to the values of the liquid phase. Driven by the surface tension forces the droplet executes oscillations with period \(T\). Figure 6 illustrates the droplet shapes resulting from the reference parameter set at times \(t = 0\), \(t = T/2\) and \(t = T\). For the case of small amplitude oscillations there is an analytical solution for the resulting oscillation period \([68]\) given by \(T_a = 2\pi \sqrt{R \rho_0^l/(6a)}\), where \(\rho_0^l\) the initial density of the liquid phase. For the given set of parameters the analytical solution for the oscillation period takes on a value of \(T_a = 0.165\) ms. For the numerical solution based on the reference parameter set as illustrated in Figure 6 an oscillation period of \(T_{ref} = 0.179\) ms can be determined. The deviation can be explained by the fact that in the present problem setup, which is considered more representative for melt pool hydrodynamics, large amplitude oscillations occur and the damping of the oscillation amplitude resulting from the viscosity of the liquid metal is not negligible in this scenario. Specifically, after one oscillation (i.e. at \(t = T\)) the initial droplet length \(l(t = 0) = 300\mu\)m has already decreased to \(l(t = T) = 280\mu\)m. To increase the computational efficiency (in terms of larger critical time step sizes) and robustness of the numerical formulation the density and dynamic viscosity of the gas phase shall be increased. This procedure is considered reasonable since the focus of this work lies on the thermo-hydrodynamics in the melt phase while an exact representation of detailed flow patterns in the gas phase is not of primary interest. When decreasing the density ratio between liquid and gas phase to 100 and the dynamic viscosity ratio to 10 the droplet length after one oscillation is \(l(t = T) = 274\mu\)m, representing a relative error of \(\approx 2\%\) with respect to the reference parameter set (density and dynamic viscosity ratio of 1000). Since an error of \(\approx 2\%\) seems reasonable for the intended melt pool simulations, this parameter set \((\rho_0^l/\rho_0^g = 100, \eta^l/\eta^g = 10)\) is taken as default value for the subsequent melt pool simulations. Finally, the influence of the viscous interface forces (Section 3.4.5), which should stabilize the numerical scheme without significantly changing the physical system behavior, will be investigated. For the discretization resolutions and recoil pressure magnitudes considered in the subsequent numerical examples values of the viscosity constant in the range of \(\zeta_{lg}^0 \sim 10^{-4}\) turned out to effectively stabilize the scheme. Considering the default parameter set \((\rho_0^l/\rho_0^g = 100, \eta^l/\eta^g = 10)\) and adding additional viscous interface forces with \(\zeta_{lg}^0 = 2.5 \cdot 10^{-4}\)
and $\zeta^{0}_0 = 1.0 \cdot 10^{-4}$ results in relative errors of $\approx 6\%$ and $\approx 2\%$ in the droplet length $l(T)$ with respect to the solution resulting from the default parameter set ($\rho^0_0/\rho^0_0 = 100$, $\eta^0/\eta^0 = 10$) with $\zeta^{0}_0 = 0$. Again, this accuracy is considered reasonable for the intended melt pool simulations.

6.3. Representative test cases for metal additive manufacturing applications

The remaining test cases are designed to verify the proposed formulation with respect to specific effects, conditions and material properties as typical for metal additive manufacturing processes. As representative material properties values close to the parameters for stainless steel at the melting point ($T_m = 1700K$) according to [31] and [32] are considered. Table 1 represents the corresponding material parameters considered for the liquid metal phase, i.e. for the melt phase. While the solid phase is modeled as rigid and immobile in this work, the thermal problem in the solid phase is solved in the same manner as for the liquid metal phase employing the same thermal material parameters. Note that the enthalpy reference temperature $T_{h,0}$ has been chosen such that the specific enthalpy at the melting point yields $h(T = T_m) = 1 \cdot 10^6 J kg^{-1}$ according to [12]. In order to increase the effect of recoil pressure and to make the numerical examples more challenging with respect to the robustness of the proposed formulation, the constants $C_P$ and $C_T$ of the recoil pressure model as well as the laser powers employed in Sections 6.3.3 and 6.3.4 have been adapted compared to typical values for SLM processes. Thus, the following examples are intended to demonstrate the robustness of the proposed SPH formulation and its general suitability for challenging application scenarios in metal AM, but not to represent the system behavior of a specific AM experiment with given process and material parameters. In our continued research work additional modeling aspects such as temperature-dependent material parameters or laser beam absorption via ray tracing, capturing e.g. multiple reflection and shading effects, will be incorporated. While these aspects are crucial to resemble detailed characteristics of experimental measurements, they are expected to not significantly influence the general accuracy and robustness of the numerical formulation, which is in the focus of the present study. For reasons of numerical efficiency, the gas phase is approximated by an reduced density and dynamic viscosity ratio of $\rho^0_0/\rho^0_0 = 100$ and $\eta^0/\eta^0 = 10$ as analyzed in the last section. As thermal properties $c_p = 10 J kg^{-1} K^{-1}$, $k = 0.026 W m^{-1} K^{-1}$ and $\chi_l = 0$ are chosen for the gas phase. Unless stated otherwise, the following standard discretization and regularization strategy is applied: The reference pressure of the weakly compressible model is set to $p_0 = 1.0 \cdot 10^5 Nm^{-2}$.

| Symbol | Property | Value | Units |
|--------|----------|-------|-------|
| $\rho_0$ | Initial / reference density | 7430 | $kg m^{-3}$ |
| $\eta$ | Dynamic viscosity | $6 \cdot 10^{-3}$ | $kg m^{-1} s^{-1}$ |
| $\alpha_0$ | Surface tension at reference temperature | 1.8 | $N m^{-1}$ |
| $T_{\alpha}$ | Reference temperature for surface tension | 1700 | $K$ |
| $\alpha'_0$ | Surface tension gradient coefficient | $1.0 \cdot 10^{-3}$ | $N m^{-1} K^{-1}$ |
| $\theta_0$ | Wetting angle | 60 | degrees |
| $T_0$ | Initial temperature | 500 | $K$ |
| $T$ | Temperature at Dirichlet boundaries | 500 | $K$ |
| $T_m$ | Melting temperature | 1700 | $K$ |
| $T_v$ | Evaporation / boiling temperature | 3000 | $K$ |
| $c_p$ | Heat capacity | 965 | $J kg^{-1} K^{-1}$ |
| $k$ | Thermal conductivity | 35.95 | $W m^{-1} K^{-1}$ |
| $\chi_l$ | Laser absorptivity | 0.5 | — |
| $C_P$ | Pressure constant of recoil pressure model | 20 | $N m^{-2}$ |
| $C_T$ | Temperature constant of recoil pressure model | $1 \cdot 10^5$ | $K$ |
| $h_v$ | Latent heat of evaporation | $6 \cdot 10^6$ | $J kg^{-1}$ |
| $T_{h,0}$ | Reference temperature for specific enthalpy | 663.731 | $K$ |
| $C_M$ | Constant for vapor mass flow | $1 \cdot 10^{-4}$ | $K s^2 m^{-2}$ |

Table 1: Representative material parameters for stainless steel taken for the liquid metal phase.
and the background pressure of the transport velocity formulation to \( p_b = 5p_0 \) for both phases. Moreover, a standard time step size of \( \Delta t = 10^{-6} ms \) and an initial particle spacing of \( \Delta x = 5/3 \mu m \) is typically applied. Finally, the considered computational domains are surrounded by three layers of boundary particles with prescribed temperature \( T \) as well as free-slip boundary conditions for the fluid field.

### 6.3.1 Laser heating of melt drop on solid substrate

In this example, the effects already considered in Section [2.3.1] shall be extended by wetting forces and a laser beam heat source. Thereto, a rectangular domain with dimensions \( x \in [-100; 100], y \in [-40; 40] \) (all length dimensions given in \( \mu m \)) is considered. The sub-domain \( x \in [-50; 50], y \in [-40; -10] \) is initially covered with liquid melt, representing a droplet of initially rectangular shape, the remaining domain with gas. The overall domain is surrounded by three layers of boundary particles. In this example, the initial as well as the wall temperature (Dirichlet boundary conditions) have been chosen to \( T_0 = T = 1700 K \). Note that this choice for the temperature initial and boundary conditions ensures that the melt drop remains liquid at all times and no phase change problem has to be considered in this example. The surface tension coefficient \( \alpha_0 \) is linearly increased from zero to \( 1.88 \text{ Nm}^{-1} \) in the time interval \( t \in [0; 0.05] \) (all time units in \( ms \)) and then kept constant throughout the rest of the simulation. Moreover, a static wetting angle of \( \theta_0 = 60^\circ \) is considered. In the time interval \( t \in [0; 0.3] \), the laser heat source is set to zero such that the system can reach a static equilibrium configuration under the action of surface tension and wetting forces (see Figure 7(a)). In order to enable a fast transition into the equilibrium state, the dynamic viscosity of the melt phase is increased by a factor of ten compared to its standard value (only) in this first time interval \( t \in [0; 0.3] \). In the remaining simulation time \( t \in [0.3; 0.6] \), the surface tension, the dynamic viscosity as well as all the other material parameters are kept constant at their standard values according to Table [1].

Additionally, the laser beam heat source is (instantaneously) switched on at \( t = 0.3 \). The laser beam points into negative \( y \)-direction and its center is located at \( x = 0 \). The irradiance is set to \( \frac{Q_0}{\rho_0} \approx 5.94 \cdot 10^{-3} \text{ W} \mu m^{-2} \) and the characteristic radius of the laser beam is \( r_w = 40 \mu m \). The reference pressure of the weakly compressible model is set to \( p_0 = 1.0 \cdot 10^7 \text{ Nm}^{-2} \) for the melt and \( p_0 = 1.0 \cdot 10^6 \text{ Nm}^{-2} \) for the gas phase. The background pressure of the transport velocity formulation is set to \( p_b = p_0 \) for both phases. Moreover, a time step size of \( \Delta t = 5.0 \cdot 10^{-7} ms \) and an initial particle spacing of \( \Delta x = 5/12 \mu m \) is applied.

The analytical solution for the shape of the melt domain at the equilibrium state \( t = 0.3 ms \) is given by a circular segment as illustrated in Figure 7(a) in grey color. The numerical solution to this problem is characterized by a highly regular particle distribution and interface normal vector field, which represent the analytical solution with high accuracy (see also Figure 7(a)). Figures 7(b)-7(d) represent the steady state solutions resulting from the laser heating at \( t \approx 0.6 ms \) for different choices of the surface tension gradient coefficient \( \alpha_0 \) according to (7). For simplicity, the ratio \( \alpha_0/\rho_0 \) has been prescribed in the simulations, where the four different variants \( \alpha_0/\rho_0 = \{0.0, 2.0 \cdot 10^{-8}, 5.0 \cdot 10^{-8}, 10.0 \cdot 10^{-8}\} \) (corresponding to \( \alpha_0 = \{0.0, 1.486 \cdot 10^{-4}, 3.715 \cdot 10^{-4}, 7.43 \cdot 10^{-4}\} \) in \( [N m^{-1} K^{-1}] \)) have been analyzed. It can be observed that an increasing surface tension gradient coefficient (from Figure 7(b) to 7(d)) leads to increased Marangoni convection characterized by higher velocity magnitudes and flatter droplet shapes. The combination of very flat droplet shapes and the static wetting angle constraint at the triple points even induces local regions with concave interface curvature for the highest surface tension gradient coefficient \( \alpha_0 \) under consideration (Figure 7(d)). Besides the flatter droplet shape a higher Marangoni convection also results in a more homogeneous temperature distributions with lower peak temperature values. Both effects, i.e. flat droplets with homogeneous temperature distribution, can be considered as beneficial for typical additive manufacturing processes since problems related to non-smooth surface patterns (e.g. the balling effect due to surface tension-driven Plateau-Rayleigh instabilities [69]) and overheating (e.g. excessive evaporation and keyhole instabilities [70]) are expected to be less pronounced.

### 6.3.2 2D laser melting with wetting and Marangoni forces

In a next step, the system considered in the last example is extended by the phase change problem. Thereto, the problem setup will be changed such that a solid domain exists instead of a melt phase domain. Specifically, a rectangular domain with dimensions \( x \in [-100; 100], y \in [-60; 60] \) (all length
Figure 7: Laser heating of melt drop: Melt drop shape, temperature and velocity field for static contact angle $\theta_0 = 60^\circ$ and different Marangoni convection strengths ($\alpha'_0/\rho_0$ in $[Nm^{-1}K^{-1}/(kgm^{-3})]$). Temperature range (left) from 1700K (blue) to 2800K (red). Velocity range (right) from 0.0m/s (blue) to 4.2m/s (red). Gas and boundary phase not displayed.
Figure 8: 2D laser melting with wetting and Marangoni forces: Different Marangoni convection strengths ($\alpha' / \rho_0$ in $10^{-8} (N m^{-1} K^{-1})/(kg m^{-3})$) and time steps. Static wetting angle $\theta_0 = 75^\circ$. Temperature range from 1700K (blue) to 3500K (red). Solid phase in black. Gas and boundary particles not displayed.

dimensions given in $\mu m$) is considered. The lower half of the domain, i.e. $x \in [-100; 100]$, $y \in [-60; 0]$ is initially covered with a solid phase, the remaining domain with gas. The overall domain is surrounded by three layers of boundary particles. The initial as well as the wall temperature (Dirichlet boundary conditions) have been chosen to $T_0 = \hat{T} = 500K$. In the time interval $t \in [0; 0.5]$ (all time units given in

Figure 9: 2D laser melting with wetting and Marangoni forces: Different static wetting angles and time steps. Surface tension gradient coefficient $\alpha'' / \rho_0 = 5.0 \cdot 10^{-8} (N m^{-1} K^{-1})/(kg m^{-3})$. Temperature range (left) from 1700K (blue) to 3500K (red). Solid phase in black. Gas and boundary particles not displayed.
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(a) Low Marangoni convection strength: surface tension gradient coefficient $\alpha'_0/\rho_0 = 2.0$.

(b) Medium Marangoni convection strength: surface tension gradient coefficient $\alpha'_0/\rho_0 = 5.0$.

(c) High Marangoni convection strength: surface tension gradient coefficient $\alpha'_0/\rho_0 = 10.0$.

Figure 10: 2D laser melting with wetting and Marangoni forces: Time step $t = 0.5\text{ms}$. Static wetting angle $\theta_0 = 75^\circ$. Different Marangoni convection strengths ($\alpha'_0/\rho_0$ in $[10^{-8}(N\text{m}^{-1}\text{K}^{-1})/(kg\text{m}^{-3})]$). Temperature range from 1700K (blue) to 3500K (right). Velocity range (right) from 0.0m/s to 0.8m/s. Solid phase in black. Gas and boundary particles not displayed.
ms), a laser heat source \( (s_{L0}^{\text{th}} \approx 7.43 \cdot 10^9 \text{W m}^{-2}, \text{i.e. } s_{L0}^{\text{th}}/p_0 = 1.0 \cdot 10^9 \text{W kg}^{-1}) \), located at \( x_0 = 0 \), pointing in negative \( y \) - direction, is acting onto the surface of the melt and solid material. In the time interval \( t \in [0.5; 1.0] \) the laser beam is switched off to study the subsequent solidification problem. Since melting is relevant in this test case, an additional viscous force contribution at the solid-liquid interface according to (35) with the dimensionless viscosity parameter \( \zeta \equiv 0 \) as well as \( T_{\text{max}} = 3500 \text{K} \) applied. Note that for this specific example an unusually high value of \( T_{\text{max}} \) has been chosen to increase the overall viscosity within a large portion of the melt pool, which in turn yields a laminar flow and a smooth velocity profile. This parameter setting has proven beneficial to analyze and isolate the influence of the static wetting angle and of the surface tension gradient coefficient on the resulting flow patterns. All remaining material parameters are chosen according to Table 1. The reference pressure of the weakly compressible model is set to \( p_0 = 1.0 \cdot 10^5 \text{Nm}^{-2} \) for the melt and to \( p_0 = 1.0 \cdot 10^6 \text{Nm}^{-2} \) for the gas phase. The background pressure of the transport velocity formulation is set to \( p_0 = p_0 \) for both phases. Moreover, a time step size of \( \Delta t = 2.5 \cdot 10^{-6} \text{ms} \) and an initial particle spacing of \( \Delta x = 5/6 \text{nm} \) is applied. In Figure 8, the melting and solidification process is displayed at different time instances and for different values of the surface tension gradient coefficient \( \alpha_0^l \) dictating the strength of the Marangoni convection. As already observed in the last example, the Marangoni convection fosters material transport from the melt pool center (high temperatures) to the edge of the melt pool (lower temperatures) leading to a depression at the melt pool center. Moreover, Marangoni convection (from first to fourth row of Figure 8) is an effective means of heat transfer and reduces temperature gradients with increasing surface tension gradient coefficient \( \alpha_0^l \). During the solidification process (third and fourth column of Figure 5) the triple point solid-liquid-gas moves with the solidification front towards the center of the melt pool. The wetting forces, tending to enforce the static wetting angle at the current triple point position, induce an upward warping of the liquid-gas interface while the triple point moves towards the melt pool center. As expected, the resulting peak at the center of the solidified melt pool is less pronounced for the higher values of \( \alpha_0^l \), since the initial depression of the liquid melt pool due to the Marangoni convection (partly) compensates this warping effect.

Similarly, in Figure 9 the melting and solidification process is displayed at different time instances and for different values of the static wetting angle \( \theta_0 \). When comparing the different rows in the first and second column of Figure 9 only minor differences can be observed in the resulting melt pool shapes. This observation can be explained by the fact that in all considered cases the triple point lies on (or is very close to) a sharp edge of the solid domain for which no unique normal vector \( \mathbf{n}^s \) can be defined. On the other hand, during the solidification of the melt pool the same warping effect of the liquid-gas interface as in Figure 8 can be observed. As expected the dimension of the resulting peak at the center of the solidified melt pool increases with increasing values of the static wetting angle \( \theta_0 \).

Eventually, in Figure 10 also the resulting velocity profiles at \( t = 0.5 \text{ms} \) are illustrated for the three different values of the surface tension gradient coefficient \( \alpha_0^l \) as considered above. The resulting velocity profiles are similar to the ones already observed in Section 6.3.1 with increasing velocity magnitudes for increasing values of the surface tension gradient coefficient \( \alpha_0^l \). While the accuracy of the wetting as well as normal and tangential surface tension force contributions has already been verified individually in Sections 6.1 and 6.2 (and Figure 7(a) of the last section), the remaining examples in this and the last section mainly demonstrate the robustness of the numerical scheme when all these interface forces occur simultaneously. Specifically, the example of this section considers melting and solidification, i.e. a dynamic change of the size/shape of the liquid domain, as additional complexity. While the observed influence of wetting and Marangoni effects on the melt pool shape and dynamics is plausible (see discussion above), a comparison with experimentally observed behavior will be considered in our ongoing research work as additional means of validation.

6.3.3. 2D laser melting with recoil pressure

The effects studied in Section 6.3.2 will now be extended by evaporation-induced recoil pressure forces according to (10). In order to study deep keyhole dynamics in the range of high recoil pressure magnitudes, a larger domain with dimensions \( x \in [-200; 200], y \in [-200; 200] \) (length dimensions given in \( \mu \text{m} \) ) is considered. The lower region with \( x \in [-200; 200], y \in [-200; 40] \) is initially covered with a solid phase, the remaining domain with gas. The overall domain is surrounded by three layers of boundary particles. The initial as well as the wall temperature (Dirichlet boundary conditions) have been chosen to \( T_0 = T = 500 \text{K} \).
A laser heat source \( (s_{lg}^0 \approx 16.0 \text{W} \mu\text{m}^{-2}; r_w = 30 \mu\text{m}; \text{located at } x_0 = 0; \text{pointing in negative } y-\text{direction}) \) is acting onto the surface of the melt and solid material. Again, an additional viscous force contribution at the solid-liquid interface according to (35) with the dimensionless viscosity parameter \( \zeta_{0} = 5 \) as well as \( T_{\text{max}} = 2000K \) is applied. Moreover, to reduce numerical instabilities at the liquid-gas interface due to the high recoil pressure forces acting in this example, at this interface an additional viscous force according to (34) with \( \zeta_{lg}^0 = 2.5 \cdot 10^{-4} \) is applied. To isolate the effect of surface tension-recoil pressure interaction, no wetting and Marangoni forces are considered. All remaining material parameters are chosen according to Table 1. The reference pressure of the weakly compressible model is set to \( p_0 = 1.0 \cdot 10^7 \text{Nm}^{-2} \) for the melt and gas phase. The background pressure of the transport velocity formulation is set to \( p_b = 5p_0 \) for both phases. Moreover, a time step size of \( \Delta t = 1.0 \cdot 10^{-6} \text{ms} \) and an initial particle spacing of \( \Delta x = 5/3 \mu\text{m} \) is applied. The problem setup described by these parameters is denoted as \textit{variant 1} in the following. In order to study the influence of the evaporative mass loss (12) a second variant (\textit{variant 2}) of this problem is considered where this term is neglected (while the recoil pressure is still considered). In order to end up with comparable thermal characteristics the laser irradiance has been decreased to a value of \( s_{lg}^0 \approx 0.08 \text{W} \mu\text{m}^{-2} \) for \textit{variant 2}, which turned out to result in comparable peak temperatures in the melt pool center. Due to the higher interface dynamics in \textit{variant 2} the viscosity factor in (34) is increased to \( \zeta_{lg}^0 = 1.0 \cdot 10^{-3} \). Moreover, for \textit{variant 2} a smaller domain with dimensions \( x \in [-200; 200], y \in [-150; 150] \) is considered. To study the influence of the viscous interface force, simulations with and without this additional stabilization term shall be compared. In Figure 11 the resulting melt pool shape at \( t = 0.072 \text{ms} \) is displayed for these two cases and problem \textit{variant 1}. Without interface stabilization term (Figure 11(c)) the spurious interface flows lead to a non-smooth, strongly distorted interface topology fostering nonphysical interface dynamics and eventually instability of the numerical scheme. In contrast, the additional interface stabilization term (Figure 11(b)) results in a smooth and physically reasonable interface topology by damping out the spurious interface flows and thus effectively stabilizing the numerical scheme. The high recoil pressure forces form a deep depression at the center of the melt pool, typically denoted as keyhole. Note that the configuration displayed in Figure 11(b) is no stationary configuration of the melt pool but rather characterized by high-frequency fluctuations of the liquid-gas interface especially at the bottom of the keyhole. Qualitatively, Figure 11(b) shows good agreement with representative experimental results (see Figure 11(a), taken from [71]; note that the specific process parameters from experiment and simulation don’t match.) In Figure 12 the melt pool shape resulting from simulations with and without additional stabilization term is displayed for problem \textit{variant 2} at \( t = 0.0255 \text{ms} \). The neglect of evaporative heat losses in problem \textit{variant 2} leads to stronger recoil pressure dynamics and, consequently, the spurious interface flows are even...
more pronounced. The result is a strongly distorted interface topology and velocity field as illustrated in Figures 12(b) and 12(d). Again, the additional interface stabilization term results in a smooth and physically reasonable interface topology and velocity field as shown in Figures 12(a) and 12(c). Eventually, the melt pool thermo-hydrodynamics resulting from the two considered problem variants shall be studied for longer physical time spans. Figure 13 displays the system behavior of variant 1. Accordingly, the interaction of surface tension and recoil pressure forces leads to oscillations of the liquid-gas interface with maximal amplitudes slightly above the bottom of the keyhole. Once, the amplitudes of these oscillations are large enough such that the opposite keyhole walls gets into touch a liquid bridge forms, which effectively encloses the gas material at the keyhole base - a gas inclusion is formed. Note that this example mainly aims at demonstrating the robustness of the proposed formulation in representing the highly dynamic surface tension-recoil pressure interaction and eventually the formation of a gas bubble. Of course, the employed phenomenological recoil pressure model does not explicitly resolve the high-velocity vapor jet that would arise from the keyhole base in the real physical system. The latter might considerably influence the described creation mechanism of a liquid bridge eventually resulting in a gas inclusion. Moreover, the present formulation does not apply any form of ray tracing for the laser heat source. Specifically, once the gas bubble has formed, the present model applies a heat source term not only on the upper interface of the arising liquid bridge but also at the bottom interface of the gas inclusion (which is visible in Figure 13(d) through the high peak temperatures at these locations). While an elimination of this deficiency (e.g. via

Figure 12: 2D laser melting with recoil pressure according to variant 2 at time $t = 0.0255 \text{ms}$: Visualization of spurious interface currents and stabilization via viscous interface forces. Temperature range from 1700$K$ (blue) to 3500$K$ (red). Velocity range from 0$\text{ms}^{-1}$ (blue) to 10$\text{ms}^{-1}$ (red). Display of solid phase in black and gas phase in light blue. Note that only a subdomain with $x \in [-100; 100]$, $y \in [-100; 100]$ is displayed.
Figure 13: 2D laser melting with recoil pressure according to variant 1: creation mechanism of a gas inclusion at different time steps. Temperature range from 1700K (blue) to 3500K (red). Display of solid phase in black and gas phase in light blue.

Figure 14: 2D laser melting with recoil pressure according to variant 2: process of melt drop ejection at different time steps. Temperature range from 1700K (blue) to 3500K (red). Display of solid phase in black and gas phase in light blue.

ray tracing) can be considered as rather straightforward process, the present formulation is still deemed suitable to demonstrate the robustness and general working principle of the proposed model and to study the problem-specific physical phenomena except for the subsequent motion of the closed gas bubble. Figure 13 displays the melt pool dynamics resulting from problem variant 2. The high recoil pressure magnitudes in this variant result in periodic flow patterns consisting of recoil pressure-driven high-velocity waves from the center to the edges of the melt pool and surface tension-driven back flow from the edges to the center. The continued energy input by the laser beam heat sources results in increasing amplitudes of these flow oscillations until eventually melt droplets are ejected at the melt pool edges (Figures 13(c) and 13(d)). This example demonstrates that also the highly dynamic evolution of the interface topology during melt drop ejection can be captured by the proposed formulation in a robust manner.

6.3.4. 3D laser melting problem with explicitly resolved powder particle geometry

In this last example, the problem considered in the last section shall be extended to 3D as well as more complex and realistic geometries by resolving individual particles of the metal powder in PBFAM as illustrated in Figure 15(a). The problem domain is confined by \( x \in [-100; 100], y \in [-100; 100], z \in [-50; 50] \) (length dimensions given in \( \mu \text{m} \)). The lower half with \( x \in [-100; 100], y \in [-100; 100], z \in [-50; 0] \), is initially covered with a solid phase, the remaining domain with gas. In addition, (spatially fixed) powder particles with diameters between 160\( \mu \text{m} \) and 320\( \mu \text{m} \) are randomly placed on top of the solid substrate. The overall domain is surrounded by three layers of boundary particles. The initial as well as the wall temperature (Dirichlet boundary conditions) have been chosen to \( T_0 = \hat{T} = 500 \text{K} \). A laser heat source \( (s_{lg} \approx 1.5 \text{W} \mu \text{m}^{-2}; r_w = 60 \mu \text{m}; \) located at \( x_0 = 0; \) pointing in negative \( z \)-direction) is acting onto the surface of the melt and solid material. The material parameters are chosen according to Table 1. The reference pressure of the weakly compressible model is set to \( p_0 = 1.0 \cdot 10^7 \text{N} \mu \text{m}^{-2} \) for the melt and gas phase. The background pressure of the transport velocity formulation is set to \( p_b = 5p_0 \) for both phases. Moreover, a time step size of \( \Delta t = 1.0 \cdot 10^{-6} \text{ms} \) and an initial particle spacing of \( \Delta x = 5/3 \mu \text{m} \) is applied.
Figure 15: 3D point melting problem with explicitly resolved powder particle geometry: resulting melt pool shape and final topology of solidified surface (post-processed) as well as temperature field in the range from 300 K (blue) to 3700 K (red).
The laser beam is switched on only for the time interval \( t \in [0; 0.5] \) and the cooling / solidification process is considered in the remaining time interval \( t \in [0.5; 1] \). Thus, in total the discrete problem consists of one million time steps and approximately one million SPH particles. Figure 15 illustrates the melting and solidification process at different time steps. Surface tension forces dominate volumetric forces such as gravity at the considered length scales and smoothen out the original particle contours almost immediately after melting (see Figures 15(b) and 15(c)). The peak temperatures at the melt pool center exceed the boiling temperature of the liquid metal with ongoing exposure time. The resulting recoil pressure forces foster an increasingly deep depression at the melt pool center as illustrated in Figures 15(c) and 15(d). For the chosen set of parameters the time scales governing the surface tension forces dominate the time scales of (conductive) heat transfer. Thus, once the laser is switched off, the surface tension forces close the melt pool depression before the liquid metal solidifies again resulting in a smooth and rather plain surface topology at the former melt pool center (see Figure 15(f)).

![Figure 16](image)

Figure 16: 3D line melting problem with explicitly resolved powder particle geometry: resulting melt pool shape and final topology of solidified surface (post-processed) as well as temperature field in the range from 300\(K\) (blue) to 3700\(K\) (red).

Eventually, the example is extended to line scanning by increasing the total length of the domain by a factor of four in \( x \)-direction, increasing the laser energy density by a factor of two and moving the laser with a constant velocity of \( v_x = 1m/s \) in \( x \)-direction. The results are displayed in Figure 16. All in all, both variants of this example, i.e. point and line scanning, demonstrate the robustness and general suitability of the proposed SPH formulation for 3D thermo-capillary phase change problems with geometrically complex features as occurring in PBFAM.
7. Conclusion and Outlook

In the present work, a weakly compressible SPH formulation for thermo-capillary phase change problems involving solid, liquid and gaseous phases has been proposed with special focus on laser melting processes such as metal additive manufacturing. Evaporation-induced recoil pressure, temperature-dependent surface tension and wetting forces have been considered as mechanical interface fluxes, while a Gaussian laser beam heat source and evaporation-induced heat losses have been considered as thermal interface fluxes. Specifically, a novel interface stabilization scheme based on viscous interface forces has been proposed, which was shown to effectively damp spurious interface flows well-known for continuum surface force approaches. It was demonstrated that only by this means recoil pressure-dominated problems, which typically arise in metal AM processes in the range of high laser powers, can be represented in a stable and physically accurate manner. Moreover, different SPH discretizations for the tangential projection of the temperature gradient, as required for the discrete Marangoni forces, have been reviewed. It was demonstrated analytically and numerically that standard two-sided gradient approximations are sufficient for this purpose as long as zero-order consistency is satisfied, e.g. by anti-symmetric gradient construction.

In the context of metal AM melt pool modeling, the proposed formulation has been employed to study the influence of wetting forces and Marangoni convection of different strength on the resulting melt pool dynamics and shape as well as on the topology of the final solidified metal surface. Moreover, the robustness of the proposed scheme has been demonstrated by representing highly dynamic recoil-pressure-induced fluctuations and significant topology changes of the liquid-gas interface, e.g. during the ejection of liquid droplets from the melt pool or the inclusion of gas bubbles into the melt pool. Finally, the robustness, efficiency and general suitability of the proposed SPH formulation for 3D thermo-capillary phase change problems with geometrically complex features has been indicated by means of a 3D laser melting problem with explicit resolution of individual metal powder particles.
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