Residual Network based Aggregation Model for Skin Lesion Classification
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Abstract. We recognize that the skin lesion diagnosis is an essential and challenging sub-task in Image classification, in which the Fisher vector (FV) encoding algorithm and deep convolutional neural network (DCNN) are two of the most successful techniques. Since the joint use of FV and DCNN has demonstrated proven success, the joint techniques could have discriminatory power on skin lesion diagnosis as well. To this hypothesis, we propose the aggregation algorithm for skin lesion diagnosis that utilize the residual network to extract the local features and the Fisher vector method to aggregate the local features to image-level representation. We applied our algorithm on the International Skin Imaging Collaboration 2018 (ISIC2018) challenge and only focus on the third task, i.e., the disease classification.

1 Introduction

In recent years, deep learning techniques have been widely acknowledged as the most powerful tool for image classification, since various DCNNs, such as VggNet \cite{1,2} and ResNet \cite{3}, have won the ImageNet Challenge in recent years. However, it also has been widely criticized that DCNNs may suffer from over-fitting when the training dataset is not large enough \cite{4}. Although a pre-trained DCNN model can transfer the image representation ability learned from large-scale datasets, such as ImageNet, to the generic visual recognition tasks \cite{5–11}, the rigid architectures of DCNNs limit the ability in dealing with images where objects have large variation in shape, size and clutter.

To overcome this drawback, the feature maps learned by a pre-trained DCNN are viewed as local descriptors and aggregated to a high-level image representation by using the FV encoding method \cite{12,13}. Combining with FV has become the most competitive strategy to boost the performance of DCNN in image classification tasks \cite{14–17}.

In this paper, we introduce the DCNN-FV approach for skin lesion diagnosis. We use the pre-trained Residual Network, e.g. ResNet50, ResNet101 to extract multi-scale features for each image and aggregate them to image-level representation for classification. We applied our algorithm on the dataset published by the International Skin Imaging Collaboration 2018 (ISIC2018) and only focus on
the third task, i.e., the disease classification. We trained and test our algorithm on the training data and validation data, and report the results achieved by the submission website.

2 Theory of Aggregation Model

Regarding image classification, each image consists of class-relevant foreground and class-irrelevant background, where only the foreground is related to the classification task and has the discriminatory power. Let the local descriptors extracted in foreground and background of an image follow the distribution $q$ and $r$, respectively. Thus, the distribution of all local descriptors in this image is

$$p(x) = wq(x) + (1 - w)r(x),$$

where $w$ is the proportion of $x$ being extracted from the class-relevant foreground. The generation process can be written as

$$G^X_\lambda = \mathbb{E}_{x \sim q} \log u_\lambda(x_t) = \nabla_\lambda \int_x q(x) \log u_\lambda(x) dx.$$  \hfill (2)

Since $u_\lambda$ is estimated according to the maximum likelihood principle (MLP) without differentiating the class-relevant descriptors and class-irrelevant descriptors in each image, there exists a bias $\epsilon_\lambda$ between the real distribution $u_\lambda$ and the estimated distribution $\hat{u}_\lambda$ as

$$\hat{u} = \alpha u_\lambda + (1 - \alpha)\epsilon_\lambda,$$

where $\alpha$ is the proportion. Therefore, the estimated gradient has the insufficient form as

$$\hat{G}^X_\lambda = \nabla_\lambda \int_x p(x) \log \hat{u}_\lambda(x) dx.$$  \hfill (4)

On the other hand, when applying (1) to (2), we have

$$\hat{G}^X_\lambda = w \nabla_\lambda \int_x q(x) \log \hat{u}_\lambda(x) dx + (1 - w) \nabla_\lambda \int_x r(x) \log \hat{u}_\lambda(x) dx.$$  \hfill (5)

To eliminate the impact of $r(x)$ to the class specialty of $G^X_\lambda$, we need

$$(1 - w) \nabla_\lambda \int_x r(x) \log \hat{u}_\lambda(x) dx = 0,$$  \hfill (6)

where $r$ and $w$ are fixed when the image contents are constant. Once a suitable $u_\lambda$ is found that satisfies (6), we can simplify the generative model $FV$ given in (5) as follows

$$G^X_\lambda = w \nabla_\lambda \int_x q(x) \log u_\lambda(x) dx.$$  \hfill (7)

This means that the generative model focuses on the class-relevant foreground. However, if we have no intuition to apply the bounding boxes or do segmentation, we can hypothesize (6) is satisfied and let $G^X_\lambda = \hat{G}^X_\lambda$. 
3 Experiments

3.1 Materials

Our data was extracted from the ISIC 2018: Skin Lesion Analysis Towards Melanoma Detection grand challenge datasets \[18, 19\]. This dataset consists of 11720 images in seven skin lesion categories. The distribution is very imbalanced and most of the samples are Melanoma. A split is provided that 10015, 173 and 1512 images for training, validation and testing. While doing the experiments, we only know the labels of training images and can acquire the scores of validation.

3.2 Implementation

Our algorithm consists of two stages. In the first stage, we fine tuned the ResNet-50 15 epochs for local feature extraction. We first randomly cropped images with factors from 0.25 to 1.00 for data augmentation, and resized them to 224×224. The learning rate is 1e-3 for the first 10 epochs and 1e-4 for the next 5 epochs. In the second stage, we rescaled images with factors $2^s$, $s = -3, -2.5, \cdots, 1$. Then, these images were inputted to, which was pre-trained on ImageNet dataset and fine-tuned on the training data. We use the outputs of the layer ‘res5c_branch2a’ of ResNet-50/101/152 \[3\] as local descriptors whose dimension is 512. On each experimental trail, we trained a codebook of 64 Gaussian components with descriptors sampled from no more than 1000 images and Encoded the local descriptors of each image to a Fisher vector. The classification accuracy was measured by the balanced accuracy over classes (BAC).

3.3 Results

We reported the results of three algorithm, i.e., 1) extract feature via Fisher Vector with pre-trained ResNet without fine-tuning, 2) fine-tune pre-trained ResNet, 3) extract feature via Fisher Vector with fine-tuned ResNet. We mainly contained three backbone, i.e., the ResNet-50/101/152. All trails are trained on the public training images and test scores on the validation are listed on Table 1. The results show that the aggregation model with fine-tuned ResNet reach the best performance.
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| Method     | FV+SVM | fine tuning | ftFV+SVM |
|------------|--------|-------------|----------|
| ResNet-50  | 0.785  | 0.824       | 0.904    |
| ResNet-101 | 0.749  | 0.877       | 0.884    |
| ResNet-152 | 0.781  | 0.822       | 0.850    |
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