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We study, by means of extensive direct numerical simulations, the turbulent flow produced by a two-dimensional cellular forcing in a cubic box with periodic boundary conditions. In spite of the strong anisotropy of the forcing, we find that turbulence recovers almost complete isotropy at small scales. Nonetheless, the signature of the forcing remains in the mean flow (averaged over time and over the homogeneous direction) and this allows to introduce a friction factor, whose dependence on the Reynolds number is investigated. We further find that the flow is characterized by large temporal fluctuations of the total energy, as a consequence of the exchange between the forced mean flow at large scales and turbulent fluctuations at small scales. Such temporal fluctuations produce a correction to the energy spectrum that can be explained by a simple dimensional argument.
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I. INTRODUCTION

Theoretical and numerical studies of turbulent flows can be divided into two broad categories. The first class of studies, mainly motivated by experiments and practical applications, considers turbulence as generated by the interaction of the flow with a solid object. The most studied example is the case of turbulence produced at the boundaries of a container, as in channel and pipe flows or in Taylor-Couette flow [1, 2]. The second category focuses mainly on intrinsic, bulk properties of turbulence far from boundaries, which may be expected to give universal statistics independently of the way the flow is generated. These studies are usually based on the simplest possible geometry in the absence of boundaries, the so-called homogeneous-isotropic turbulence in periodic domains.

Between these two widely studied flows, there is space for another group of inhomogeneous and anisotropic flows in the absence of boundaries. In this case homogeneity and isotropy are broken not by physical boundaries, but by the body force that sustains the flow. An important class in this group is that of forces able to produce a stationary laminar flow, balanced by the viscous term, which is a solution of the Navier-Stokes equation. The most studied examples in this class are the Kolmogorov flow [3, 4], the Taylor-Green vortex [5, 6] and the Arnold-Beltrami-Childress flow [7].

In this work we consider another important instance in this class, the cellular flow produced by a two-dimensional, two-component periodic forcing that does not depend on the third (vertical) dimension. At low Reynolds ($\text{Re}$) number, the laminar flow consists of a regular array of counter-rotating vortices. At high $\text{Re}$ values, the laminar solution is unstable and the flow produced by the cellular forcing becomes turbulent. We investigate the statistical properties of the velocity field, focusing on the recovery of isotropy at small scales and on the relevance of velocity fluctuations in the direction normal to the plane of the forcing. In addition, we characterize the properties of the mean flow. The presence of a well defined mean velocity field, which essentially inherits its spatial structure from the forcing, then allows us to define a friction factor based on the vorticity budget, equivalent to the friction factor based on the momentum budget in the case of the Kolmogorov flow [4]. As in wall-bounded flows, the friction factor quantifies the (inverse) efficiency of the work done by the external force to sustain the mean flow. Finally, we discuss the impact of the temporal behavior of the turbulent dynamics on the flow statistics. In particular, we find strong fluctuations of the mean-flow intensity, which correspond to an alternation of phases in which the flow displays dominant two-dimensional (2D) and three-dimensional (3D) structures [8]. The latter temporal fluctuations induce a correction to the kinetic energy spectrum, whose form can be explained by a dimensional argument.

Besides its theoretical interest, which is due to the simple structure of the mean flow, the cellular flow also represents a useful idealized model for geophysical applications [9, 10]. For instance, the present configuration may have some relevance for ocean turbulence, where large (mesoscale) coherent eddies, characterized by essentially horizontal motions, populate the flow together with smaller (submesoscale) turbulent features displaying much more important vertical velocities. In spite of the idealized nature of the cellular flow in comparison with realistic oceanographic conditions, its settings may allow to gain insight into the basic mechanisms controlling the effect of turbulence on the transport of inert or chemical and biological tracers in ocean flows.

This article is organized as follows. In Sec. II we introduce the model and the simulation settings. Section III discusses the results about the statistical properties of turbulence in this flow. There, we also separately consider the main features of the mean vorticity field (Sec. III A) and the role of temporal fluctuations (Sec. III B). Finally, discussions and conclusions are presented in Sec. IV.

II. MODEL AND NUMERICAL SIMULATIONS

We consider the 3D Navier-Stokes (NS) equation for an incompressible velocity field $u(x, t)$, written for the vorticity field $\omega = \nabla \times u$ as

$$\partial_t \omega + u \cdot \nabla \omega = \omega \cdot \nabla u + \nu \Delta \omega + \nabla \times f_u$$

where $\nu$ is the kinematic viscosity and $f_u = (-F \sin(Ky), F \sin(Kx), 0)$ is the 2D, two-components body force. The NS equation admits in this case the laminar steady solution for the velocity $u_0 = (-U_0 \sin(Ky), U_0 \sin(Kx), 0)$ and vorticity $\omega_0 = (0, 0, U_0 K [ \cos(Kx) + \cos(Ky) ] )$ with $U_0 = F/(\nu K^2)$. This solution is called cellular flow, because it has the form of a regular array of vortices with alternating circulation sign. By rotating the reference frame of an angle $\theta = \pi/4$ around the z axis, i.e. with the coordinate transformation $x' = (y + x)/\sqrt{2}$, $y' = (y - x)/\sqrt{2}$, $z' = z$, and by rescaling the wavenumber as $K' = K \sqrt{2}/2$, the cellular flow can be written in the equivalent form $\omega_0(x', y', z') = (0, 0, 2\sqrt{2} U_0 K' [ \cos(K'x') \cos(K'y') ] )$, which corresponds to the 2D stationary Taylor-Green vortex [5]. The laminar solution of the cellular flow is linearly stable when $\text{Re} = U_0/(\nu K) \leq \text{Re}_c = 2\sqrt{2}$ [11]. For $\text{Re} > \text{Re}_c$ the basic flow develops large scale perturbations which, increasing the Reynolds number, become chaotic [12] and eventually, for $\text{Re} \gg \text{Re}_c$, the flow becomes 3D and turbulent.
In the following we consider the situation $Re \gg Re_c$, for which no analytic approach is available and we therefore exploit direct high-resolution numerical simulations of the NS equations. To this aim, we use a fully-dealiased, pseudo-spectral code that integrates Eq. (1) on a periodic cubic domain of side $L = 2\pi$ at resolution $N^3$. We fixed the forcing wavenumber to $K = 1$ and we the viscosity to $\nu = 10^{-5}$, so that the only control parameter is the forcing amplitude $F$. For each value of $F$, we perform a bootstrap simulation to reach a statistically stationary state, followed by very long simulations (over $25 - 100$ eddy-turnover-times, depending on $F$) during which average quantities are computed. Table I reports the main parameters of the simulations.

| $F$  | $E$  | $u_x$ | $u_z$ | $U$  | $Re$ | $\varepsilon$ | $\eta$ | $\tau_\eta$ | $T$  |
|------|------|-------|-------|------|------|---------------|--------|------------|------|
| 0.005 | 0.032 | 0.16  | 0.11  | 0.08 | 80   | $8.3 \times 10^{-4}$ | $3.3 \times 10^{-2}$ | 1.1 | 39    |
| 0.01  | 0.071 | 0.24  | 0.15  | 0.12 | 124  | $2.5 \times 10^{-3}$ | $2.5 \times 10^{-2}$ | 0.64 | 28    |
| 0.02  | 0.16  | 0.36  | 0.22  | 0.19 | 188  | $7.5 \times 10^{-3}$ | $1.9 \times 10^{-2}$ | 0.37 | 21    |
| 0.04  | 0.29  | 0.46  | 0.31  | 0.25 | 252  | $2.0 \times 10^{-2}$ | $1.5 \times 10^{-2}$ | 0.22 | 15    |
| 0.08  | 0.51  | 0.69  | 0.44  | 0.34 | 343  | $5.5 \times 10^{-2}$ | $1.2 \times 10^{-2}$ | 0.13 | 10    |
| 0.16  | 1.24  | 1.01  | 0.65  | 0.51 | 508  | $8.8 \times 10^{-3}$ | $0.077$ | 7.5  |       |
| 0.32  | 2.36  | 1.39  | 0.90  | 0.69 | 692  | $6.9 \times 10^{-3}$ | $0.047$ | 5.2  |       |

Table I. Parameters of the simulations: $F$ is the forcing amplitude, $E$ the mean kinetic energy, $u_x$ and $u_z$ the rms value of the $x$ and $z$ velocity components, respectively, $U$ the amplitude of mode $(k_x, k_y) = (0, 1)$ of $\overline{uu}_y(x, y)$ (see text), $Re = U/\langle Knu \rangle$ the Reynolds number, $\varepsilon = \nu \langle \nabla^2 u \rangle^2$ the mean energy dissipation, $\eta = (\nu^3/\varepsilon)^{1/4}$ the Kolmogorov scale, $\tau_\eta = (\nu/\varepsilon)^{1/2}$ the Kolmogorov timescale, and $T = \langle E/\varepsilon \rangle$ the integral timescale. The forcing wavenumber $K = 1$ and the viscosity $\nu = 10^{-5}$ are fixed for all simulations. The spatial resolution is $N = 256$ for runs up to $F = 0.04$, and $N = 512$ for larger $F$. For all simulations $k_{max} \eta \geq 1$.

Figure 1 shows two examples of the $z$ component of the vorticity field for the run at $F = 0.04$ at two different instants of time, corresponding to a maximum (left) and a minimum (right) of the global kinetic energy (see Fig. 2). It is evident that the flow is fully turbulent with positive and negative vorticity structures, which appear elongated mostly along the homogeneous direction $z$, in particular for the high energy case (left panel in Fig. 1), where a large scale vortex at the center of the computational box is observable.
III. STATISTICS OF THE TURBULENT FLOW

Figure 2 (left panel) shows the time evolution of the mean kinetic energy $E = \frac{1}{2} \langle |u|^2 \rangle$, where $\langle \cdots \rangle = 1/L^3 \int \cdots d^3x$ is the average over the whole domain, for a set of simulations in statistically stationary conditions. We observe large fluctuations in the instantaneous value of the energy, with characteristic time proportional to the integral timescale $T = E/\varepsilon$ of the flow. Because of these oscillations, very long simulations are required in order to reach the convergence of the statistical quantities.

The time-averaged values of the energy $E$ and of the energy dissipation rate $\varepsilon = \nu \langle (\nabla u)^2 \rangle$ increase with the forcing amplitude $F$, as shown in Figure 2 (right panel). Scaling predictions for $E$ and $\varepsilon$ can be derived by simple dimensional arguments. Recalling that in stationary conditions the dissipation rate is equal to the energy injection rate of the deterministic forcing $\varepsilon = \langle F \cdot u \rangle \simeq F E^{1/2}$ and it is also equal to the energy flux of the turbulent cascade, which can be written on dimensional ground as $\varepsilon \simeq E^{3/2} k$, we obtain the scaling predictions $E \propto F$ and $\varepsilon \propto F^{3/2}$. Both these scaling laws are observed in our simulations (see Fig. 2, right panel).

![Figure 2](image-url)

**FIG. 2.** Left panel: Kinetic energy $E(t)$ as a function of time for simulations with $F = 0.01$ (red dot-dashed line), $F = 0.02$ (blue dotted line), $F = 0.04$ (green dashed line) and $F = 0.08$ (purple continuous line). Right panel: Time-averaged kinetic energy (red line, plus symbols) and energy dissipation rate (blue line, cross symbols) as a function of the forcing amplitude $F$. The dashed (dotted) line has slope 1 (3/2). The energy dissipation rate has been rescaled by a factor 10 for clarity.

At large scales, the turbulent cellular flow is anisotropic, as a consequence of the forcing, which acts on the horizontal components of the velocity only. This is shown by the ratio of the vertical to the horizontal root-mean-square (rms) velocity $u_x$ and $u_z$, which is close to 0.65 for all the values of the forcing amplitude $F$ (see Fig. 3). Nonetheless, the ratio of the vertical to the horizontal rms vorticity $\omega_z/\omega_x$ (which is dominated by small-scale contributions) remains close to unity, revealing that isotropy is recovered at small scales. The statistical isotropy of the flow in the $(x, y)$ plane is shown by the ratios $u_y/u_x$ and $\omega_y/\omega_x$ which are close to unity for all the values of $F$.

The recovery of isotropy at small scales is confirmed by the instantaneous one-dimensional (1D) energy spectra of the $x$ and $z$ components of the velocity field, which are shown in Fig. 4. The 1D energy spectra are computed by taking the Fourier transform of the velocity field at a given time in a single spatial direction, and then averaged in the other two directions. The spectra of the $y$ component of the velocity (not shown) are indistinguishable from that of the $x$ component (exchanging $k_x$ with $k_y$).

At large scale, the 1D spectrum of horizontal velocity $E_x(k_y)$ reveals the presence of strong, anisotropic flow at $k_y = 1$, which is absent in the vertical component $E_z(k_y)$. Such energy peak is observed in the transverse horizontal mode, i.e. $k_y = 1$ for $E_x$ and $k_x = 1$ for $E_y$. This reflects the vortical structure of the large-scale flow. Nonetheless, the flow recovers almost complete isotropy at small scales (i.e., at wavenumbers $k \gtrsim 10$) with values of the ratios $E_z(k_x)/E_x(k_x)$, $E_z(k_y)/E_x(k_y)$ and $E_z(k_x)/E_x(k_x)$ close to 1 (Figure 4, right inset).

At intermediate scales, the turbulent cascade develops a Kolmogorov spectrum $E(k) = C \varepsilon^{2/3} k^{-5/3}$ for both the components $E_x$ and $E_z$. From the Kármán relation [13] between the second-order transverse and longitudinal structure functions, which holds under the hypotheses of statistical homogeneity and isotropy, it is possible to derive a prediction for the 1D spectra in the transverse and longitudinal modes $E_{x,z}(k) = \frac{E_x(k) + k \cdot E_z(k)}{1 + k^2}$. Our results show that the transverse spectra $E_y(k_x)$ and $E_z(k_x)$ are in good agreement with the prediction $E_{y,z}(k_x) = C \varepsilon^{2/3} k^{-5/3}$. 


FIG. 3. Ratio of the rms values of velocity and vorticity components as a function of the forcing amplitude $F$.

\[ E_x((k_x) - k_x \partial_{k_x} E_x(k_x)) / 2 \] at high wavenumbers (see inset of Figure 4, left panel). This is a further confirmation of the recovery of isotropy at small scales.

FIG. 4. One-dimensional energy spectrum for the $x$ (left panel) and $z$ (right panel) components of the velocity field as a function of the wavenumbers $k_x$ (red squares), $k_y$ (blue circles), $k_z$ (green triangles), for the run with $F = 0.32$. The dashed line represents the Kolmogorov scaling $E(k) \sim \varepsilon^{2/3} k^{-5/3}$. Inset, left: ratios $E_y(k_x)/[E_x(k_x)/2 - k_x \partial_{k_x} E_x(k_x)/2]$ (blue circles) and $E_z(k_x)/[E_x(k_x)/2 - k_x \partial_{k_x} E_x(k_x)/2]$ (green triangles). Inset, right: ratios $E_z(k_x)/E_x(k_x)$ (red squares), $E_z(k_y)/E_x(k_y)$ (blue circles) and $E_z(k_z)/E_x(k_z)$ (green triangles).

A. Mean vorticity field

In spite of the complexity of the vorticity field shown in Fig. 1, it is remarkable that it is possible to recover the structure of the inhomogeneous forcing by computing the average of the fields over the homogeneous direction $z$, which we denote as $\langle \ldots \rangle = \frac{1}{L} \int_0^L \langle \ldots \rangle dz$. Figure 5 shows that the vertically averaged vorticity field $\bar{\omega_z}(x, y)$ displays a clear signature of the forcing. We also observe the presence of strong temporal fluctuations in the instantaneous fields $\omega_z$ computed at different times. The fluctuations of $\bar{\omega_z}$ are correlated with those of the energy, observed in Figure 2. Maxima of the energy occur when the flow displays a strong 2D vortical structure, while weak 2D structures correspond to the minima of energy. The quasi-periodic alternation of these phases had been already noted.
in a previous numerical study [8], and is a consequence of the cellular forcing, which accumulates energy in the 2D large-scale flow, until the latter is discharged through the turbulent cascade, which is an intrinsically 3D process.

When the vorticity field is averaged also over time it becomes almost monochromatic, with a spatial structure equal to that of the laminar solution, i.e. \( \overline{\omega}(x, y) \approx U K (\cos(Kx) + \cos(Ky)) \) (see Fig. 5). This remarkable feature is observed also in other turbulent flows forced by monochromatic forcing, such as the Kolmogorov flow [4]. The 2D spectral analysis of \( \overline{\omega}(x, y) \), reported in Figure 6, shows that the amplitude of the first subleading modes \((k_x, k_y) = (1, 2)\) and \((k_x, k_y) = (2, 1)\) is about 15% of that of the leading modes \((k_x, k_y) = (0, 1)\) and \((k_x, k_y) = (1, 0)\). The modes with \( k > 3 \) are essentially negligible.

![Fig. 5. Snapshots of the vertical vorticity \( \overline{\omega}(x, y) \) averaged over the homogeneous \( z \) direction, from the run at \( F = 0.04 \). Black (white) corresponds to maximally negative (positive) vorticity. Left (center): time \( t = 200 \) (\( t = 240 \)) corresponding to a maximum (minimum) of the kinetic energy. Right: temporal average.](image)

![Fig. 6. Two-dimensional spectrum of the vertical vorticity \( \overline{\omega}(x, y) \) averaged over the homogeneous \( z \) direction and time, for the run at \( F = 0.16 \). The range of wavenumbers is limited to \( 0 \leq k_i \leq 8 \). Colors are log-scaled.](image)

We now consider the vorticity budget. In statistically stationary conditions, by taking the vertical average of the \( z \)-component of Eq. (1), one obtains

\[
\partial_x u_x \omega_z + \partial_y u_y \omega_z - \partial_x \omega_x u_z - \partial_y \omega_y u_z - \nu (\partial^2_x + \partial^2_y) \omega_z = K F (\cos(Kx) + \cos(Ky))
\]

(2)

and similar equations for the other two components (without the forcing term which has the \( z \) component only).

In the laminar regime, the first two terms on the right-hand side of the equation (advection terms) sum to zero, the vortex stretching terms vanish identically, and Eq. (2) reduces to the balance between the forcing and the viscous term, which gives the relation for the amplitudes \( F = \nu K^2 U_0 \). In analogy with [4], we define the friction factor
\( f \equiv F/(KU^2) \), which represents the inverse of the efficiency of the work done by the forcing to produce the coherent vortical motion. At \( Re < Re_c \), the friction factor follows the viscous scaling \( f = \nu K/U_0 = 1/Re \).

In the turbulent regime (\( Re \gg Re_c \)) the contribution of the dissipative term in Eq. (2) becomes negligible and the forcing is balanced by the quadratic terms. These terms have a complex structure, given by the superposition of several modes beyond the basic mode of the forcing. This is an important difference with respect to the case of the Kolmogorov parallel flow where the Reynolds stress has a simple monochromatic profile [4]. Nonetheless, given that the cellular forcing is monochromatic, it is interesting to consider the contributions of the leading Fourier components, associated with the wavenumbers \((k_x, k_y) = (0, 1)\) and \((k_x, k_y) = (1, 0)\) where the forcing acts, of the different terms to the vorticity budget. The inset of Fig. 7 shows the relative contribution to the vorticity budget of the quadratic terms in Eq. (2). These correspond to the sum of the amplitudes of the modes \((k_x, k_y) = (0, 1)\) and \((k_x, k_y) = (1, 0)\) from either the advection terms \(u_i \omega_j\) or the vortex-stretching ones \(\omega_i u^*_j\) (with \(i = x, y\)), normalized by the amplitude of the forcing \(F\). Independently of \(F\), we find that the main contribution (about 80\%) to the vorticity budget, Eq. (2), comes from the advection term \(u \cdot \nabla \omega\), while the vortex stretching term \(\omega \cdot \nabla u\) only accounts for the remaining 20\%.

The friction factor is shown in the main plot of Fig. 7 as a function of the Reynolds number. The error bars are here estimated from the temporal fluctuations of the amplitude \(U\) of the modes \((k_x, k_y) = (0, 1)\) and \((k_x, k_y) = (1, 0)\) of the velocity field. These fluctuations correspond to the alternation of configurations with strong and weak mean flow (see Fig. 5). Although the statistical uncertainty on the values of \(f\) is quite large (in particular for the simulation with \(F = 0.005\)), we observe that at high \(Re\) the friction factor fluctuates around an almost constant value \(f \approx 0.65 \pm 0.05\). This is in agreement with the dimensional scaling \(U \sim E^{1/2} \sim F\), which is suggested by the results of Fig. 2. We note that the asymptotic value \(f \approx 0.65\) is much larger than that of the Kolmogorov flow, where \(f \approx 0.12\), meaning that the turbulent cellular flow has a larger bulk resistance.

![Fig. 7. Friction factor \(f = F/(KU^2)\) as a function of the Reynolds number \(Re = \nu K/U\). Errors are estimated from the fluctuations of the amplitude of the average velocity profile. Inset: relative contribution of the quadratic terms to the momentum budget of Eq. (2), normalized by the forcing amplitude. The red upper line corresponds to the contribution from the advection term \(u_i \omega_j\), the blue lower one to that from the vortex stretching terms \(\omega_i u^*_j\).](image)

### B. Temporal fluctuations

Although the turbulent flow is statistically stationary, it displays strong fluctuations in time, which are evident by comparing the fields \(\omega(x, y)\) at different times (Fig. 5), as well as by looking at the instantaneous values of the kinetic energy (Fig. 2). Together with the kinetic energy, also the energy dissipation rate \(\varepsilon\) is affected by important fluctuations. This is shown in Fig. 8, which reports a subset of the full time series of \(E(t)\) and \(\varepsilon(t)\) for the simulation at \(F = 0.08\). As expected, the evolution of \(\varepsilon(t)\) is correlated to that of \(E(t)\), with a time delay corresponding to the time for a fluctuation produced at large scale by the forcing to reach the smallest scale where it is dissipated by viscosity. We measure this time lag from the maximum of the correlation function between energy and dissipation, defined as \(C(\tau) = \int E(t)\varepsilon(t + \tau)dt\) (defined for \(\tau > 0\) since \(\varepsilon(t)\) is retarded with respect to \(E(t)\)). The inset of Fig. 8
shows that the delay time $\tau$ computed in our simulations scales as the integral time scale $T = E/\varepsilon \simeq F^{-1/2}$. The presence of quasi-periodic oscillations of $E(t)$ and $\varepsilon(t)$, with a $\pi/2$ phase delay had been previously reported [8].

![Kinetic energy $E$ (red continuous line) and energy dissipation $\varepsilon$ (blue dashed line) as a function of time for the simulation with $F = 0.08$. For clarity, $\varepsilon$ has been rescaled by a factor 10. Inset: correlation time between energy and dissipation (defined from the maximum of the correlation function, see text) as a function of $F$. The dashed line represents the dimensional scaling $F^{-1/2}$.

The strong fluctuations of the global quantities (such as $E$ and $\varepsilon$) observed in the turbulent cellular flow have an effect also on the energy spectra. Theoretical studies of unsteady turbulence performed with two-scale direct-interaction approximation method [14] and with multiple-scale perturbation method [15] predicted that the temporal variation of the energy dissipation rate $\varepsilon(t)$ produces a correction to the Kolmogorov energy spectrum of the form

$$E(k) = E_0(k) + E_1(k),$$

where $E_0(k) = C\varepsilon^{2/3}k^{-5/3}$ is the Kolmogorov spectrum and $E_1(k)$ is the spectral correction given by

$$E_1(k) = C_1\varepsilon^{-2/3}\dot{\varepsilon}k^{-7/3},$$

where $\dot{\varepsilon} = d\varepsilon/dt$ and $C_1$ is a constant.

This result can be explained by simple heuristic arguments, based on the multiple-scale method [15]. The time evolution of the energy spectrum is given by [13]

$$\partial_t E(k,t) = P(k,t) - T(k,t) - D(k,t),$$

where $P(k,t)$ is the production spectrum due to the external force, $T(k,t)$ is the energy transfer and $D(k,t) = 2\nu k^2 E(k,t)$ is the viscous dissipation spectrum. A dimensional estimate for the energy transfer gives $T(k,t) \sim E(k,t)/\tau_k$, where $\tau_k = \int_0^k q^2 E(q,t) dq \sim 1/k$ is the characteristic distortion time of the eddies of size $1/k$. The hypothesis of a steady state with constant energy flux $F(k) = \int_0^k T(q,t) dq = \varepsilon$ in the inertial range, equal to the energy dissipation rate, leads to the dimensional relation $F(k) \sim kT(k,t) = kE(k,t)[k^{3/2}E(k,t)]^{1/2} \sim \varepsilon$, which gives the Kolmogorov spectrum $E(k) = C\varepsilon^{2/3}k^{-5/3}$.

Now, let us assume that the energy dissipation rate $\varepsilon$ varies slowly in time, with a characteristic time of order $1/\varepsilon$ (with $\varepsilon$ arbitrarily small). Following the multiple-scale approach, we introduce the slow time variable $t' = \varepsilon t$, such that the time derivative becomes $\partial_t = \varepsilon \partial_{t'}$, and we expand the energy spectrum as $E(k,t') = E_0(k,t') + \varepsilon E_1(k,t')$ where the zeroth-order approximation $E_0(k,t') = C\varepsilon(t')^{2/3}k^{-5/3}$ is the Kolmogorov solution, and $E_1(k,t')$ is the first order correction. Inserting this expansion in Eq. (4) and assuming that in the inertial range the energy dissipation and production can be neglected, we get at first order in $\varepsilon$ the equation:

$$\partial_{t'} E_0(k,t') = E_1(k,t') \left[ \int_0^k q^2 E_0(q,t') dq \right]^{1/2} + \frac{1}{2} E_0(k,t') \left[ \int_0^k q^2 E_1(q,t') dq \right] \left[ \int_0^k q^2 E_0(q,t') dq \right]^{-1/2}.$$

FIG. 8.
Using the explicit expression of $E_0$ and assuming a power-law form for the correction $E_1(k) \sim k^3$, we obtain the dimensional relation $\varepsilon^{-1/3} \dot{\varepsilon} k^{-5/3} \sim E_1 k^{1/3} k^{2/3}$, which leads to the prediction $E_1(k) \sim \varepsilon^{-2/3} \dot{\varepsilon} k^{-7/3}$ for the first-order spectral correction. We note that this dimensional argument is independent of the specific choice of the closure for the energy transfer in terms of the energy spectrum. The same prediction can be obtained by using different closures [15–18]. We also note that, for the sake of simplicity, here we assumed statistical isotropy and homogeneity of the flow. A refined theory which accounts for the presence of spatial inhomogeneities has been recently proposed [19, 20].

Note that the sign of the correction $E_1(k)$ depends on the time derivative of $\varepsilon$. This has a simple physical interpretation. As we see in Fig. 8, the maxima of the energy occur at times for which $\dot{\varepsilon} > 0$. Indeed, from the energy balance we have that $\dot{\varepsilon} \simeq -\dot{E}$ (neglecting the time variation of the energy input), and thus when $\dot{\varepsilon} > 0$ the forcing accumulates energy in the large-scale modes, producing a steepening of the energy spectrum which is in agreement with a positive sign of the correction $E_1$. Vice versa, the decrease of the energy dissipation rate ($\dot{\varepsilon} < 0$) occurs immediately after strong dissipation events, during which a large amount of energy is removed from the large scales and it is transferred to the viscous scales. In this phase, the negative sign of the correction $E_1$ results in a flatter energy spectrum.

This observation suggests an efficient method [21] to extract the subleading term $E_1(k,t)$ in our numerical simulations. Computing the conditional spectra $E^+(k) = E_0(k) + |E_1(k)|$ averaged during the time intervals in which $\dot{\varepsilon} > 0$ and $E^-(k) = E_0(k) - |E_1(k)|$ when $\dot{\varepsilon} < 0$, the correction can be easily obtained as $|E_1(k)| = \frac{1}{2} [E^+(k) - E^-(k)]$. The result is shown in Fig. 9, which displays a clear $k^{-7/3}$ scaling.

\section*{IV. CONCLUSIONS}

We presented a series of direct numerical simulations of a turbulent, inhomogeneous flow, sustained by a two-dimensional, two-component force with a monochromatic, cellular (vortex-like) spatial structure. Notwithstanding the large-scale anisotropy imposed by the forcing, in the statistically steady regime at high $Re$, the velocity field is found to display almost complete isotropy at small scales, which was assessed by analyzing 1D energy spectra.

Our results show, however, that the turbulent flow keeps memory of the spatial structure of the forcing, which is recovered by averaging the vorticity field along the vertical homogeneous direction and/or over time. As a consequence, the mean flow has basically the same form of the laminar solution, except for a reduced amplitude. This property allows us to define a friction factor, in analogy with the case of wall-bounded flows, which quantifies the intensity of the force that is necessary to sustain a mean flow with given kinetic energy. Our results show that the friction factor approaches a constant value at large $Re$, consistently with dimensional predictions.

Besides the time-averaged statistical properties, we find that the turbulent cellular flow displays strong temporal fluctuations. Its dynamics are characterized by an alternation of phases in which the 2D forcing accumulates kinetic energy in the large-scale flow, followed by phases in which the energy is rapidly transferred toward the small dissipative scales by the 3D turbulent cascade process. In the “energy charging” phase, the flow displays a marked 2D structure,
which is the hallmark of the forcing. Conversely, the 2D mean flow is weaker in the “discharging” phases, which are characterized by intense energy dissipation rates. The temporal fluctuations of the dissipation rates affect also the spectral properties, causing the appearance of a correction to the Kolmogorov energy spectrum, with subleading spectral exponent $-7/3$, in agreement with theoretical predictions [14, 15].

We conclude by noting that the turbulent cellular flow can offer an ideal configuration to study the spreading of tracer or inertial particles in an inhomogenous turbulent flow for, e.g., applications to pollutant dispersion and plastics sedimentation [22], one of the big challenges in environmental fluid dynamics [23], avoiding ad-hoc small-scale parametrizations. It can be also instructive for other Lagrangian advection studies, which are often considered to assess the effect of unresolved velocity components, but rely on kinematic or essentially laminar flows [10]. Similarly, it may reveal interesting for fundamental studies about the role of turbulence on plankton dynamics, particularly in relation to nutrient upwelling [24, 25] and to the different assumptions of the biological modeling. Along a similar line of reasoning, it can be noted that cellular-flow patterns (with vortical motions on the vertical) also appear in Langmuir circulation [26, 27], a distinctive feature of the ocean mixed-layer dynamics with important implications on marine ecology. Starting from the basic fluid-dynamical equations, a reduced, kinematic model of such motions was obtained [26, 28, 29], which essentially coincides with the laminar solution of the flow considered here. Therefore, the present setup may also allow to explore how the survival conditions of phytoplankton are affected by the simultaneous presence of large-scale advection and small-scale turbulent motions in (Langmuir) convective flows [30–32].
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