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Abstract

We further develop the description of redshift space distortions within the Effective Field Theory of Large Scale Structures. First, we generalize the counterterms to include the effect of baryonic physics and primordial non-Gaussianity. Second, we evaluate the IR-resummation of the dark matter power spectrum in redshift space. This requires us to identify a controlled approximation that makes the numerical evaluation straightforward and efficient. Third, we compare the predictions of the theory at one loop with the power spectrum from numerical simulations up to $\ell = 6$. We find that the IR-resummation allows us to correctly reproduce the BAO peak. The $k$-reach, or equivalently the precision for a given $k$, depends on additional counterterms that need to be matched to simulations. Since the non-linear scale for the velocity is expected to be longer than the one for the overdensity, we consider a minimal and a non-minimal set of counterterms. The quality of our numerical data makes it hard to firmly establish the performance of the theory at high wavenumbers. Within this limitation, we find that the theory at redshift $z = 0.56$ and up to $\ell = 2$ matches the data to percent level approximately up to $k \sim 0.13 h\text{Mpc}^{-1}$ or $k \sim 0.18 h\text{Mpc}^{-1}$, depending on the number of counterterms used, with potentially large improvement over former analytical techniques.
1 Introduction and Summary

The Effective Field Theory of Large Scale Structures (EFTofLSS) \cite{1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24} provides the analytical framework that allows us to compute the distribution of dark matter and galaxies at large distances as a perturbative expansion in powers of the overdensity. If successful, this technique has the potential of revolutionizing the way we analyze and extract cosmological information from Large Scale Structure (LSS) data. So far, the EFTofLSS has been compared to simulation data for the case of the dark matter density power spectrum \cite{2, 4, 9, 22, 23} and bispectrum \cite{10, 11}, the dark matter momentum power spectrum \cite{9, 23}, the dark matter displacement field \cite{11}, the dark-matter vorticity slope \cite{4, 25}, the baryon power spectrum \cite{4}, and the halo power spectrum and bispectra (including all cross correlations with the dark matter field) \cite{13, 17}. The results have been very encouraging, showing that the EFTofLSS has a percent level agreement with the numerical data to a much greater wavenumber that formerly available analytic techniques.

The idea behind the EFTofLSS is that perturbative calculations in LSS are sensitive to short wavelength modes that are not under perturbative control. This induces some ‘mistakes’ in the calculation that need to, and indeed can, be corrected by the insertion of suitable counterterms. This phenomenon happens in several contexts in the EFTofLSS, most notably when describing correlation functions of dark matter in real space, where the counterterms take the form of an effective stress tensor \cite{2}, for galaxies, where they take the form of bias coefficients \cite{12}, and in redshift space distortions, where they take the form of counterterms for operators involving a product of velocity fields \cite{13}.

In this paper we provide several developments on the EFTofLSS when applied to dark matter in redshift space, after reviewing the findings of \cite{13} in Sec. 2. In the first part of the paper, in Sec. 3, following the former treatment of non-Gaussian initial conditions in the EFTofLSS \cite{17, 19, 26}, we describe the general dependence of the redshift space counterterms in the presence of initial non-Gaussianities, extending on the way also the treatment for dark matter and biased tracers. Similarly, following \cite{14}, we generalize the counterterms in redshift space to include the effect of baryons and baryonic physics. In both cases, this amounts to allowing counterterms that depend on fields that would not be allowed in the single species case with Gaussian initial conditions, such as the relative velocity between two species or the gravitational potential.

In a second part, in Sec. 4, we perform the IR-resummation of the power spectrum for the various multipoles. This is not quite a trivial task. Though the basic expressions to perform the resummation had been already provided in \cite{13}, their actual numerical implementation would have been very demanding. Instead, we realize that we can perform a controlled expansion that leads us to expressions where all the integrals can be evaluated in terms of simple analytical formulas. This leads to an expression that is very simple looking. If one is interested in computing the first $\ell$-multipoles of the power spectrum in redshift space at a given $k$, the computational cost is dominated by computing one single FFT for each couple $\{\ell', \ell''\}$ with $0 \leq \ell' \leq \ell$, $0 \leq \ell'' \leq \ell$. Our expansion is controlled in the sense that we Taylor expand the exponential of a quantity and evaluated it for the value of the quantity of order one: since the exponential is an analytic function, the Taylor series converges for all values of the quantity. In our case it implies the important fact that the accuracy of the method can be made arbitrary high by going to higher order in this parameter. In practice we find a very low order is enough. The same trick can be applied also to the IR-resummation of the
power spectrum in real space.\footnote{See also \cite{21} for a different approximation of the expressions in \cite{9} for the IR-resummation in real space.} Though in that case all the integrals apart for the FFT could be done analytically already with the former methods, the expressions we obtain are much simpler and lead to a much faster evaluation time. We perform the IR-resummation at one-loop order both in real space (to check how well our perturbative scheme works), and in redshift space for the multipoles up to $\ell = 6$. The IR-resummation in redshift space works very well: as expected, the residual oscillations in the power spectrum that are present if one does not perform the IR-resummation, are completely eliminated. In particular this implies that the Baryon Acoustic Oscillations (BAO) peak is reproduced to a great accuracy.

In a third part of the paper, in Sec. 5, we move to compare the predictions of the EFTofLSS in redshift space at one-loop against data from numerical simulations. We are using the large volume high-resolution BigMultiDark simulation in the Planck $\Lambda$CDM cosmology at $z = 0$ and $z = 0.56$, see \cite{27} for details.\footnote{We look at $z = 0$ because it is when non-linearities are largest, and hence when, for a given $k$, the EFT is most important. Additionally, we look at $z = 0.56$ because this redshift is more relevant for upcoming surveys, for example BOSS and eBOSS \cite{29}.} As explained in \cite{13} (see also some earlier partially-related work, as for example \cite{28}), the one-loop perturbative calculation is sensitive to short distance physics through some terms in the equations of motion (operators). To correct for the mistake associated to assuming that their contribution can be evaluated in perturbation theory, some parameters need to be included in the analytical prediction and need to be measured by matching to the numerical data (renormalization). After reviewing the results of \cite{13}, and after taking the opportunity to describe some subtleties involving the renormalization of operators involving powers of the velocity at higher order in Sec. 2, we describe how the one-loop prediction depends on four parameters at each redshift: the speed of sounds and its time-derivative, and two additional counterterms that appear directly in redshift space. These parameters can be measured by matching the theory to in principle six power spectra that are predicted at one-loop order: the real space power spectrum and the ones in redshift space up to $\ell = 8$. In practice, the higher multipoles become small and very noisy, making their utility quite limited, so, in practice in this paper we consider only multipoles up to $\ell = 6$. In our universe, if we approximate the power spectrum in the $k$-range of interest with a scale free one (an approximation that is just order one correct \cite{16}), the time-derivative of the speed of sound can be predicted in terms of the speed of sound, reducing the number of free parameters by one. In this approximation, we find that the EFTofLSS in redshift space matches numerical data up to $\ell = 2$ to percent level at $z = 0.56$ up to $k \approx 0.13 \text{hMpc}^{-1}$. When freeing up the time-derivative of the speed of sounds, in Appendix D, we find that the $k$-reach is not increased relevantly. Even though this prediction matches the data sufficiently well, it does so at the cost of choosing unusually large numerical values of the counterterms. This suggests that the non-linear scale associated to redshift space distortions is longer than for the dark matter in real space. Since the difference between the real space calculation and the redshift space one lies on the renormalization of operators involving the velocity field, this in turn suggests that, at a given redshift, the velocity field becomes non-linear at longer wavelengths than the overdensity field. This is intuitively understandable (see for example \cite{31}): since dark matter moves very slowly in the universe, once the velocity field is non-linear on a given scale, it takes about an Hubble time to move matter around so that the overdensity ceases to be correctly predicted. This fact justifies us
to include additional, higher derivative counterterms to the one-loop prediction in redshift space. We explore this in Sec. 6, where, with the inclusion of three additional counterterms, we find that the theory matches numerical data up to $\ell = 2$ at $z = 0.56$ up to $k \approx 0.18\ Mpc^{-1}$.

These results appear to be a remarkable improvement with respect to former analytical techniques (for example SPT at $z = 0.56$ fails at $k \approx 0.05\ Mpc^{-1}$). Unfortunately, the numerical data that are at our disposal in this work, corresponding to a single realization, appear to be quite noisy and potentially affected by relatively sizable systematic errors, especially at high multipoles. Even though we have actively tried to obtain additional numerical data to better check our findings, the data from the BigMultiDark ($2.5\ Gpc/h)^3$ simulation box with 3840$^3$ particles are the only ones (and therefore the best) we were able to gather. Because of this, performing a percent level matching between theory and data is challenging, and therefore the improvement in the $k$-reach that we find, as well as the numerical values of the counterterms, should be taken with caution. In fact, because this study is the first to apply the IR resummation in redshift space and compare with data, we are more interested in confirming that the EFT formalism is working consistently than in determining the precise values of the parameters. We leave a better determination of the $k$-reach and of the parameters to future work.

Overall, the results of the comparison of the EFTofLSS with data in redshift space are extremely encouraging. It would be interesting to perform higher-order calculations and to compute higher $N$-point functions to better determine the $k$-reach and the accuracy of the theory. Additionally, it would be valuable to compare with different numerical data, potentially from much larger volume, to explore the size and the effect of the numerical systematics. Finally, it would be worthwhile to compare to other approaches that incorporate non-linear effects in redshift space (see for example [30]).

2 Review of Redshift Space Distortions in the EFTofLSS

We start with a review of the main results of [13] (see also references therein, as for example [28], for some earlier related work). We will work in the “distant observer” approximation for simplicity, and we will neglect all general relativistic and evolution effects. This paper is concerned with the treatment of non-linearities in clustering which are strong on scales much smaller than Hubble, where

---

3 Indeed, it would be worthwhile to have additional simulations, including different box sizes, to better establish our results. However, our paper is not just about comparison to simulations, but mainly about the first implementation of the EFT formalism and IR resummation in redshift space and so we leave this to future work.

4 This is reasonable because EFT corrections scale proportional to $k^2/k_{NL}^2$ (where $k_{NL}$ is the non-linear scale, described below) while full-sky effects, which are related to the curvature of the sphere being observed, scale proportional to $1/(\chi^2k^2)$, where $\chi$ is the comoving distance to the measurement. Furthermore, we can add two additional points. Here we are just comparing to simulations, which do not present us with data as measured on the sphere, but they measure them exactly with the same approximations that we use (flat-sky/distant-observer/plane-parallel). Second, the theory can be improved at high wavenumber without needing to worry about long scale effects (the fact that this is possible is explained by the fact that BOSS data are analyzed in the same approximations as here, and their analysis is limited at short distances by non-linearities, and other effects, and not by the flat-sky approximation).
general relativistic corrections, though easily includable, are negligible. The relation between the real space coordinates \( \bar{x} \) and the redshift space coordinates \( \bar{x}_r \), with line of sight direction \( \hat{z} \), is given by (see for example [32])
\[
\bar{x}_r = \bar{x} + \frac{\hat{z} \cdot \bar{v}}{aH} \hat{z}.
\]

Mass conservation implies that \( \rho_r(\bar{x}_r) d^3 \bar{x}_r = \rho(\bar{x}) d^3 \bar{x} \), which in Fourier space turns into
\[
\delta_r(\vec{k}) = \delta(\vec{k}) + \int d^3x \, e^{-i\vec{k} \cdot \bar{x}} \left( \exp \left[ -i \frac{k_z}{aH} v_z(\bar{x}) \right] - 1 \right) (1 + \delta(\bar{x})).
\]

In this paper, we will do our computations to one loop, so we can Taylor expand the exponential to cubic order in the fields to obtain
\[
\delta_r(\vec{k}) \simeq \delta(\vec{k}) - i \frac{k_z}{aH} v_z(\vec{k}) + \frac{i^2}{2} \left( \frac{k_z}{aH} \right)^2 [v_z^2]_k - \frac{i^3}{3!} \left( \frac{k_z}{aH} \right)^3 [v_z^2]_k^3
\]
\[
- i \frac{k_z}{aH} [v_z \delta]_k + \frac{i^2}{2} \left( \frac{k_z}{aH} \right)^2 [v_z^2 \delta]_k.
\]

We have introduced the notation \([f]_k = \int d^3x \, e^{-i\vec{k} \cdot \bar{x}} f(x)\). As discussed in [4, 13], the velocity field needs to be renormalized because it is really the ratio of two fields, \( v_i(\bar{x}, t) \equiv \pi^i(\bar{x}, t)/\rho(\bar{x}, t) \). We do not have control over distances shorter than the non-linear scale, so we cannot take the ratio of two fields at the same point in a controlled way. It is useful to rewrite the linear piece in terms of the scalar and vector parts of the momentum field, \( \pi^s \) and \( \pi^v \), defined by (\( \bar{\rho} \) is the background energy density)
\[
\pi^i = \bar{\rho} a \frac{\partial^i}{\partial^2} \pi^s + \epsilon^{ijk} \partial_j (\bar{\rho} a \frac{\partial^k}{\partial^2} \pi^v)
\]
where \( \partial_i \pi^v = 0 \). This is because \( \pi^i \) is renormalized directly by \( \tau^{ij} \) in the Euler equation of the EFTofLSS, so that, through the continuity equation \( \pi^s = -\dot{\delta} \), \( \delta \) is renormalized by the same counterterms as \( \pi^s \). The vector part starts at third order in perturbation theory, and cannot contract with any first order scalar because they behave differently under parity. Thus, for a one-loop calculation, we do not need any additional counterterms for \( \partial_z \pi_z = \bar{\rho} \partial_z [(1 + \delta)v_z] \), and we can use the continuity equation to write Eq. (2.3) as
\[
\delta_r(\vec{k}) \simeq \delta(\vec{k}) + \frac{k^2}{k^2} \frac{\dot{\delta}(\vec{k})}{H} - \epsilon^{ijk} k_z k_i \frac{\pi^v_{V,j}}{H} + \frac{i^2}{2} \left( \frac{k_z}{aH} \right)^2 [v_z^2]_k
\]
\[
- \frac{i^3}{3!} \left( \frac{k_z}{aH} \right)^3 [v_z^3]_k + \frac{i^2}{2} \left( \frac{k_z}{aH} \right)^2 [v_z^2 \delta]_k.
\]

Now we must renormalize the composite operators. In real space, the equivalence principle implies that the counterterms in the effective stress tensor can only be a function of \( \partial_i \partial_j \phi \propto \dot{\delta} \) and \( \partial_i v_{ij} \), and of their spatial derivatives, evaluated on the past trajectory of the fluid element.\(^5\) The latter

\(^5\)Another covariant object is the momentum equation of motion, \( \dot{v}^i + Hv^i + v^j \partial_j v^i - \partial^i \phi = \rho^{-1} \partial_i \tau^{ij} \). But this obviously vanishes on the equations of motions, so it does not contribute to perturbation theory. Of course if one uses the velocity in the counterterm, one should allow for terms to renormalize it. We thank K. Shutz, M. Solon, J. Walsh, and K. Zurek for discussions partially related to this point.
In the same way, for cubic terms, we must use, schematically, operators relevant for this paper, then, are considering higher order counterterms, one must consider the structure above. The renormalized linear in the fields. These come from the Galilean-scalar parts because we will only work to one loop in this paper, we will only be adding counterterms that are.

Because we will only work to one loop in this paper, we will only be adding counterterms that are linear in the fields. These come from the Galilean-scalar parts $O_i$, $O_{ij}^j$, and $O_{ijk}^k$. However, when considering higher order counterterms, one must consider the structure above. The renormalized operators relevant for this paper, then, are

$$[v^i]_R = v^i + O^i_v$$

Similarly, to renormalize the contact operators in Eq. (2.5), we can use any operators with the same transformation properties under diffeomorphisms as the bare non-linear term in question, although they should still be evaluated at $\vec{x}_R$ and integrated along the past history; however, we can expand the operators in the $\vec{x}_R$ argument to produce a series of higher order operators which are all evaluated at $\vec{x}$. Below, we will assume that this has already been done.

To figure out the general form of the counterterms, first consider the renormalization of the velocity operator

$$[v^i]_R = v^i + O^i_v$$

where $O^i_v$ are the counterterms used. For $[v^i]_R$ to transform the same way as $v^i$ under a Galilean boost $v^i \rightarrow v^i + \chi^i$, we need $O^i_v \rightarrow O^i_v$, i.e. a scalar under Galilean transformations. Now, we want $[v^iv^j]_R$ to transform the same way as $v^iv^j \rightarrow v^iv^j + \chi^iv^j + v^j\chi^i + \chi^i\chi^j$. In order to do this, we must use

$$[v^iv^j]_R = v^iv^j + v^iO^j_v + O^i_vv^j + O^{ij}_{v^2}$$

where $O^{ij}_{v^2}$ are new scalar counterterms. Thus, we have $[v^iv^j]_R \rightarrow [v^iv^j]_R + \chi^i[v^j]_R + [v^i]_R\chi^j + \chi^i\chi^j$. In the same way, for cubic terms, we must use, schematically,

$$[v^3]_R = v^3 + 3v^2O_v + 3vO_{v^2} + O_{v^3}$$

Because we will only work to one loop in this paper, we will only be adding counterterms that are linear in the fields. These come from the Galilean-scalar parts $O_i$, $O_{ij}^j$, and $O_{ijk}^k$. However, when considering higher order counterterms, one must consider the structure above. The renormalized operators relevant for this paper, then, are

$$[v^2_{z\bar{z}}]_R = \hat{z}^i\hat{z}^j\left\{v_{ivj}\hat{r} + \left(\frac{aH}{k_{\text{NL}}}\right)^2 \left[c_{13} \delta_{ij} \delta_D^{(3)}(\vec{k}) + \left(c_{12} + c_{13} \frac{k^i_kj^j}{k^2}\right) \delta(\vec{k})\right]\right\}$$

$$= [v^2_{z\bar{z}}]_R + \left(\frac{aH}{k_{\text{NL}}}\right)^2 \left[c_{13} \delta_{ij} \delta_D^{(3)}(\vec{k}) + \left(c_{12} + c_{13} \mu^2\right) \delta(\vec{k})\right]$$

$$[v^3_{z\bar{z}}]_R = \hat{z}^i\hat{z}^j\hat{z}^l\left\{v_{ivjv_l}\hat{r} + \left(\frac{aH}{k_{\text{NL}}}\right)^2 c_{21} \left(\delta_{ij}v^1 + \delta_{il}v^j + \delta_{jl}v^i\right)\right\}$$

$$= [v^3_{z\bar{z}}]_R + 3 \left(\frac{aH}{k_{\text{NL}}}\right)^2 c_{21} v^z(\vec{k})$$

$$[v^2_{\bar{z}z}]_R = \hat{z}^i\hat{z}^j\left\{v_{ivj}\hat{r} + \left(\frac{aH}{k_{\text{NL}}}\right)^2 \left[c_{31} \delta_{ij} \delta_D^{(3)}(\vec{k}) + \left(c_{32} + c_{33} \frac{k^i_kj^j}{k^2}\right) \delta(\vec{k})\right]\right\}$$

$$= [v^2_{\bar{z}z}]_R + \left(\frac{aH}{k_{\text{NL}}}\right)^2 \left[c_{31} \delta_{ij} \delta_D^{(3)}(\vec{k}) + \left(c_{32} + c_{33} \mu^2\right) \delta(\vec{k})\right]$$
where $\mu = \hat{k} \cdot \hat{z}$, and $\delta_D^{(3)}(\vec{k})$ is the Dirac delta function. In general, the non-linear scale in redshift space, $k_{NL}$, may be different from the one in real space, $k_{NL}$. This is because velocities become non-linear before overdensities. We will discuss this further in Section 6. We will also discuss how these expressions are altered in the presence of baryons and primordial non-Gaussianities in Section 3. This analysis was recently done in the study of biased tracers in [17], and subsequently extended, for the case of non-Gaussianities, in [19, 26].

The operators in Eqs. (2.10)-(2.12) should be used in Eq. (2.5) instead of their non-renormalized counterparts, giving

$$
\delta_r(\vec{k}) \simeq \delta(\vec{k}) + \mu^2 \frac{\delta(\vec{k})}{H} - e^{\pi i j} \mu^2 \pi^j \left( [v_2^2]_k + (aH^{-1})^2 [c_{11} \delta_D^{(3)}(\vec{k}) + (c_{12} + c_{13} \mu^2) \delta(\vec{k})] + \frac{i^2}{2} \left( \frac{\mu k}{aH} \right)^2 \left( [v_2^2]_k + (aH^{-1})^2 [c_{21} v_z(\vec{k})] \right) - \frac{i^3}{3!} \left( \frac{\mu k}{aH} \right)^3 \left( [v_2^3]_k + (aH^{-1})^2 [c_{31} \delta_D^{(3)}(\vec{k}) + (c_{32} + c_{33} \mu^2) \delta(\vec{k})] \right) \right). \tag{2.13}
$$

The $c_{11}$ and $c_{31}$ terms renormalize vacuum expectation values, so we can ignore them for the rest of this paper. We will consider stochastic counterterms, which scale as $(k/k_{NL})^4$, in Section 6. We can use $v_z(\vec{k}) = -ik_z \theta(\vec{k})/k^2$ because vorticity only appears at a higher order in perturbation theory [2, 4], and obtain

$$
\delta_r(\vec{k}) \simeq \delta(\vec{k}) + \mu^2 \frac{\delta(\vec{k})}{H} - e^{\pi i j} \mu^2 \pi^j \left( [v_2^2]_k + (aH^{-1})^2 \left( [v_2^2]_k + [v_2^2]_k \right) + \frac{i^2}{2} \left( \frac{\mu k}{aH} \right)^2 \left( [(c_{12} + c_{32}) \mu^2 + (c_{13} + c_{33}) \mu^4] \delta(\vec{k}) - \mu^4 c_{21} \frac{\theta(\vec{k})}{aH} \right) \right). \tag{2.14}
$$

Now, letting $f = \partial \log D / \partial \log a$, $2\pi c_1^2 = c_{12} + c_{32}$, and $2\pi c_2^2 = c_{13} + c_{33} + f c_{21}$, and using $\theta_1(\vec{k}, a) = -f a H \delta_1(\vec{k}, a)$, the power spectrum is

$$
P_{r,1\text{-loop}}^r(k, \mu, a) = D^2 P_{11}^r(k, \mu) + D^4 P_{1\text{-loop, SPT}}^r(k, \mu)
- (2\pi) D^2 \left[ 2 c_2^2 + \mu^2 \left( 4 c_2^2 f + 2 \frac{d c_2^2}{d \log a} \right) + 2 \mu^4 \left( c_2^2 f^2 + \frac{d c_2^2}{d \log a} f \right) \right.
+ \left. \left( 1 + f \mu^2 \right) \left( c_1^2 + c_2^2 \right) \right] \left( \frac{k}{k_{NL}} \right)^2 P_{11}(k), \tag{2.15}
$$

In the EFTofLSS, the time dependence of the counterterm is unknown. However, if the power spectrum was a no-scale power with slope $n$, the additional scaling symmetry would force $c_2^2$ to have a time dependence $\propto D^{4/(3+n)}$. In this paper, we use this approximation with $n = -1.5$ [16], to relate $dc_2^2/d\log a$ to $c_2^2$. Given that this approximation is not particular good in our universe, we include a generic time dependence for $c_2$ in Appendix D, finding no particularly different results. For explicit expressions for $P_{11}^r$ and $P_{1\text{-loop, SPT}}^r$, see [32], and for the IR safe versions of the loop integrals, see [13].
3 Baryons and Primordial non-Gaussianities

While the previous section has set us up to compare to non-linear data, before we do that, we would like to pause and make a theoretical development. Similar to the discussion in [17] in the context of biased tracers, we can straightforwardly account for the effects of baryons and primordial non-Gaussianities when constructing the renormalized operators in Eqs. (2.10)-(2.12). The results derived in Section 2 depend on three basic assumptions: a single fluid component, general relativity, and Gaussian initial conditions for the fluid. The assumption of a single fluid meant that the counterterms only depended on dark-matter fields, and the equivalence principle of general relativity was invoked when we said that the counterterms of the effective stress tensor can only depend on $\partial_i \partial_j \phi$, $\partial_i v_j$, and $\vec{x}_\Omega(t)$. This meant that terms such as $\phi$, $\partial^i \phi$, and $v^i$ were not allowed as counterterms in the effective stress tensor simply because long distance physics cannot affect small scales through these kinds of operators. The assumption of Gaussian initial conditions was necessary to conclude that long modes affect short scales only through evolution effects, and not through initial correlations.

In this Section, we will extend the analysis in Section 2 to include the presence of baryons and primordial non-Gaussianities by providing the relevant equations. We will not compare these ideas to simulation data (because they are not available to us), and we will not include the effects of deviations from general relativity; we leave these analyses to later study.

3.1 Baryons

The inclusion of baryonic effects in the EFT of LSS was performed in [14] where the authors showed that the complex star formation physics happening at short distances can be described, at large distances, by an effective stress tensor and an effective force in the Euler equations for the fluid-like dark-matter and baryonic fields. The effective force term, which is not present in the case of a single fluid, allows for the possibility of momentum transfer between the two species. Another new feature is that, along with the already allowable counterterms $\partial^2 \phi \propto w_b \delta_b + w_c \delta_c$, $\partial^i v^j_c$, and $\partial^i v^j_b$ (where $c$ stands for dark matter, $b$ stands for baryon, $w_\sigma = \Omega_\sigma / (\Omega_c + \Omega_b)$, $\sigma = b, c$), the relative velocity $v_b - v_c$ is not forbidden by the equivalence principle in the effective stress tensor and effective force, and so the velocity fields can appear without derivative suppression. To see why this is the case, consider going to the frame where $\partial \phi = 0$, and let the dark matter and baryon velocities be $v_c$ and $v_b$ respectively in this frame. Then, we can boost to the center of mass frame, so that in this frame, we have

$$
\begin{align*}
  v_{c,CM} &= v_c - (w_c v_c + w_b v_b) = w_b (v_c - v_b) \\
  v_{b,CM} &= v_b - (w_c v_c + w_b v_b) = w_c (v_b - v_c)
\end{align*}
$$

which are both proportional to the relative velocity, and so the counterterms should be able to depend on these fields. Additionally, notice that for dark-matter correlation functions, the perturbative effects of baryons is expected to be controlled by powers of $w_b \approx .16$ order by order in the expansion.

In redshift space distortions, the above discussion has two effects. First, the real space part of the power spectrum is modified through the effective stress tensor as in [14]. Second, the renormalized composite operators Eqs. (2.10)-(2.12) will contain extra terms. Since the number of dark-matter and baryon particles is separately conserved, the expression for the overdensity of each species in
redshift space, $\delta_{\sigma,r}$, $(\sigma = b, c)$, is the same as Eq. (2.3) with all of the bare operators on the right hand side of the same species:

\[
\delta_{\sigma,r}(\vec{k}) \simeq \delta_{\sigma}(\vec{k}) - i \frac{k_z}{aH} v_{\sigma,z}(\vec{k}) + \frac{i^2}{2} \left( \frac{k_z}{aH} \right)^2 [v_{\sigma,z}^2]_{\vec{k}} - \frac{i^3}{3!} \left( \frac{k_z}{aH} \right)^3 [v_{\sigma,z}^3]_{\vec{k}}
- i \frac{k_z}{aH} [v_{\sigma,z} \delta_{\sigma}]_{\vec{k}} + \frac{i^2}{2} \left( \frac{k_z}{aH} \right)^2 [v_{\sigma,z}^2 \delta_{\sigma}]_{\vec{k}}.
\] (3.2)

Now, any place where there was a dark-matter field in the renormalization Eqs. (2.10)-(2.12), there can be either a dark-matter or baryon field. For example, the the new form of the renormalized composite operators for the dark matter fields are

\[
[v_{c,z}^2]_{R,\vec{k}} = [v_{c,z}^2]_{\vec{k}} + w_b c_{11}^c [v_{c,z} v_{b,z}]_{\vec{k}} + w_b^2 c_{12}^c [v_{b,z}^2]_{\vec{k}}
+ \left( \frac{aH}{k_{NL}^2} \right)^2 \left[ (c_{13}^c + c_{14}^c \mu^2) \delta_c(\vec{k}) + w_b (c_{15}^c + c_{16}^c \mu^2) \delta_b(\vec{k}) \right]
\] (3.3)

\[
[v_{c,z}^3]_{R,\vec{k}} = [v_{c,z}^3]_{\vec{k}} + c_{21}^c w_b [v_{c,z} v_{b,z}]_{\vec{k}} + c_{22}^c w_b^2 [v_{c,z} v_{b,z}^2]_{\vec{k}} + c_{23}^c w_b^3 [v_{b,z}^3]_{\vec{k}}
+ 3 \left( \frac{aH}{k_{NL}^2} \right)^2 \left[ c_{24}^c v_{c,z}(\vec{k}) + w_b c_{25}^c [v_{b,z}^2]_{\vec{k}} \right]
\] (3.4)

\[
[v_{c,z}^2 \delta_c]_{R,\vec{k}} = [v_{c,z}^2 \delta_c]_{\vec{k}} + c_{31}^c w_b [v_{c,z}^2 \delta_b]_{\vec{k}} + c_{32}^c w_b [v_{c,z} v_{b,z} \delta_c]_{\vec{k}} + c_{33}^c w_b^2 [v_{c,z}^2 \delta_c]_{\vec{k}} + c_{34}^c w_b^3 [v_{b,z}^2 \delta_b]_{\vec{k}}
+ \left( \frac{aH}{k_{NL}^2} \right)^2 \left[ (c_{35}^c + c_{36}^c \mu^2) \delta_c(\vec{k}) + w_b (c_{37}^c + c_{38}^c \mu^2) \delta_b(\vec{k}) \right].
\] (3.5)

The factors of $w_b$ have been chosen above so that there is a sensible expression in the $w_b \to 0$ limit.

The equations for the baryon operators can be obtained by swapping the $c$ and $b$ labels.

### 3.2 Primordial non-Gaussianities

 Everywhere else in this paper, we have assumed that the initial conditions coming from the primordial curvature perturbation were Gaussian, so that all modes were uncorrelated when they entered the horizon. When this is the case, and since gravitational evolution follows from local interactions, all of the correlation functions must have a $k$ dependence which is consistent with this. Thus, the $k$ dependence of the counter terms was restricted, for example by not including any $\partial^2 / \partial^2$ type terms. However, when the initial conditions are non-Gaussian, modes of different sizes are correlated when they enter the horizon, and so a different kind of $k$ dependence is allowed by this type of non-locality. Effects of this type have been discussed in the context of the EFTofLSS in [17, 19, 26].

The EFT of large scale structures relies on a hierarchy of scales $k_L / k_S \ll 1$, where $k_S \sim k_{NL}$ is the non-linear scale of structure formation. This hierarchy allows the effects of short scales on large scales to be described by an expansion in $k_L / k_S$. Of particular interest when integrating out the short scales, then, is how non-Gaussianities in the short modes will affect the long modes. Thus, this operation is sensitive to the squeezed limit $k_L / k_S \ll 1$ of various correlation functions of the non-Gaussian field. In order to discover new possible counterterms, we need to know how averaging over short modes in the background of long modes can effect the long modes. Because of the non-Gaussian initial conditions, the short wavelength modes depend on the long modes, even before non-linear gravitational evolution is taken into account. We can therefore write them in the
following form (see for example [17, 19, 26]):
\[ \zeta_{NG}(\bar{x}) \simeq \zeta_s^s(\bar{x}) + f_{\text{NL}} \int_{\vec{k}} \int_{\vec{p}} W(\vec{k}, \vec{p}) \zeta_s^s(\vec{p}) \zeta_s^l(\vec{k}) e^{i\bar{x} \cdot (\vec{k} + \vec{p})} \]  \hspace{1cm} (3.6)

where \( \zeta \) is the curvature perturbation, which is constant outside of the horizon.\(^6\) The subscript \( g \) means that the field has Gaussian statistics, and the superscripts \( s \) and \( l \) denote fields with support only at short or only at long wavelengths, respectively. The function \( W(\vec{k}, \vec{p}) \) can only depend on \( k \), \( p \), and \( \vec{k} \cdot \vec{p} \) due to statistical isotropy and homogeneity. For the purposes of this discussion, we will focus on the case where the largest effect of the non-Gaussianity is on the three-point function. In this case, in the squeezed limit \( k/p \ll 1 \), the kernel \( W \) can be expanded like
\[ W(\vec{k}, \vec{p}) = \sum_{\ell,i} w_{\ell,i} \left( \frac{k}{p} \right)^{\Delta_{\ell,i}} \mathcal{P}_\ell(\vec{k} \cdot \vec{p}) \]  \hspace{1cm} (3.7)

where \( w_{\ell,i} \) and \( \Delta_{\ell,i} \) are constants, \( \mathcal{P}_\ell \) are the Legendre polynomials, and we will use the \( i = 0 \) index to denote the smallest \( \Delta_{\ell,i} \) for any given \( \ell \), i.e. to denote the dominant scaling for \( k/p \ll 1 \). The powers \( \Delta_{\ell,i} \) depend on the particular inflationary model: \( \Delta_{0,0} = 0 \) for local type non-Gaussianity; \( \Delta_{0,0} = 2 \) for equilateral [35] and orthogonal type [36]; \( 0 \leq \Delta_{0,0} \leq 3/2 \) for models of quasi-single field inflation [37, 38]; and \( 0 \leq \Delta_{0,0} \leq 2 \) in strongly coupled conformal theories [39]. Fields with non-zero spin \( \ell > 0 \) during inflation can give rise to angular dependence in the squeezed limit such that \( w_{\ell>0,i} \neq 0 \) [40]. Notice that, contrary to what formerly stated in the literature in the context of the dark matter stress tensor and biases, also odd multipoles of \( \ell \) are expected to contribute.\(^7\)

\(^6\)The proof that \( \zeta \) is constant at the quantum level can be found in [33, 34].

\(^7\) Odd values of \( \ell \) can contribute not only in redshift space, but also in the bias and dark matter stress-tensor expansions. To see this, consider the expression for the number density of collapsed objects \( n_h(\bar{x}, t) \), which is a function of the correlation functions of the short modes evaluated on the past path [12]
\[ n_h(\bar{x}, t) = \int_0^t dt' K(t, t') f_h \left( \langle \delta_h^2 \rangle_{(1)}(\bar{x}_h(t, t'), t'), \langle \delta_h \partial_\vec{x} \delta_h^l \rangle_{(1)}(\bar{x}_h(t, t'), t'), \langle \delta_h^2 \delta_h^l \rangle_{(1)}(\bar{x}_h(t, t'), t'), \ldots \right) \]  \hspace{1cm} (3.8)

where the brackets \( \langle \rangle_{(1)} \) mean that we average over the short modes in the background of the long modes. Then, in order for an odd multipole of \( W(\vec{k}, \vec{q}) \) to contribute in an expression like \( \langle \delta_h^l(\bar{x}) \rangle_{(1)} \), it needs to be multiplied by some other function which is odd under \( \vec{k} \rightarrow -\vec{k} \) and \( \vec{p} \rightarrow -\vec{p} \), otherwise it would integrate to zero. For an effect linear in \( f_{\text{NL}} \), this means that it must mix with a short scale gravitational non-linearity, for instance with the \( F_2 \) and \( F_3 \) kernels used in perturbation theory. Generally, the odd parts of \( W \) can multiply odd parts in \( F_2 \) or \( F_3 \) and contribute to the bias expansion.

The odd multipoles of \( W \) cannot be extracted from the primordial bispectrum because it only depends on the even part in the squeezed limit \( k/k_1 \ll 1 \)
\[ B(k_1, k_2, k) \rightarrow 2 f_{\text{NL}} \left( W(\vec{k}_1, \vec{k}) + W(-\vec{k}_1, \vec{k}) \right) P(k_1)P(k) \]  \hspace{1cm} (3.9)

However, the odd multipoles do contribute to the four-point function, as for example from this expression where we include the \( f_{\text{NL}} \) contribution twice:
\[ \langle \zeta^s(\vec{k}_1) \zeta^s(\vec{k}_2) \zeta^l(\vec{q}_1) \zeta^l(\vec{q}_2) \rangle \supset f_{\text{NL}}^2 W(\vec{k}_1 + \vec{q}_1, -\vec{q}_1)W(\vec{k}_2 + \vec{q}_2, -\vec{q}_2)P(k_1)P(q_1)P(q_2) \]  \hspace{1cm} (3.10)

Therefore, in order to extract the odd pieces of \( W \) from a model of inflation, one can compute the four-point function that arises from the insertion of two three-point vertices, matching in this way the \( f_{\text{NL}}^2 \) part in (3.10) from Eq. (3.6). For example these odd spin pieces can arise from the exchange of a spinning particle during inflation [40].
To find the new types of counterterms allowed in redshift space, we plug Eq. (3.7) into the last term of Eq. (3.6) and write the Legendre polynomials like

$$P_{\ell}(x) = \sum_{\ell=0}^{\ell} \rho_{\ell,\ell} x^\ell$$

(3.11)

to get

$$\int_{\tilde{k}} \int_{\tilde{p}} W(\tilde{k}, \tilde{p}) \zeta_g^s(\tilde{p}) \zeta_g^l(\tilde{k}) e^{i\tilde{p} \cdot (\tilde{k} + \tilde{p})}$$

(3.12)

$$= \sum_{\ell,j} \int_{\tilde{k}} \int_{\tilde{p}} w_{\ell,j} \left( \frac{k}{p} \right)^{\Delta_{\ell,j}} P_{\ell}(\tilde{k} \cdot \tilde{p}) \zeta_g^s(\tilde{p}) \zeta_g^l(\tilde{k}) e^{i\tilde{p} \cdot (\tilde{k} + \tilde{p})}$$

$$= \sum_{\ell,j} \int_{\tilde{k}} \int_{\tilde{p}} w_{\ell,j} \left( \frac{k}{p} \right)^{\Delta_{\ell,j}} \sum_{\ell=0}^{\ell} \rho_{\ell,\ell} (\tilde{k} \cdot \tilde{p})^\ell \zeta_g^s(\tilde{p}) \zeta_g^l(\tilde{k}) e^{i\tilde{p} \cdot (\tilde{k} + \tilde{p})}$$

$$= \sum_{\ell,j} w_{\ell,j} \int_{\tilde{k}} \left( \frac{k}{k_{NL}} \right)^{\Delta_{\ell,j}} e^{i\tilde{p} \cdot \tilde{k}} \zeta_g^l(\tilde{k}) \left[ \sum_{\ell=0}^{\ell} \rho_{\ell,\ell} \hat{k}^{i_1} \ldots \hat{k}^{i_{\ell}} \right] \int_{\tilde{p}} \tilde{p}^{i_1} \ldots \tilde{p}^{i_{\ell}} \left( \frac{k_{NL}}{p} \right)^{\Delta_{\ell,j}} \zeta_g^s(\tilde{p}) e^{i\tilde{p} \cdot \tilde{p}}$$

where the sum over repeated $i_1, \ldots, i_n$ is implied throughout the rest of this section. Then, by multiplying by $1 = \delta^{ij} \tilde{p}^i \tilde{p}^j$ the appropriate number of times, we can write

$$\left[ \sum_{\ell=0}^{\ell} \rho_{\ell,\ell} \hat{k}^{i_1} \ldots \hat{k}^{i_{\ell}} \right] \tilde{p}^{i_1} \ldots \tilde{p}^{i_{\ell}} = \left[ \sum_{\ell=0}^{\ell} \rho_{\ell,\ell} \hat{k}^{i_1} \ldots \hat{k}^{i_{\ell}} \delta^{i_{\ell+1}i_{\ell+2}} \ldots \delta^{i_{j-1}i_{j}} \right] \tilde{p}^{i_1} \ldots \tilde{p}^{i_{\ell}}$$

(3.13)

for any unit vector $\hat{p}$ (so that the right hand side has an $\ell$-number of $\tilde{p}$'s), and finally define the the symmetric projection operator\(^8\)

$$\sigma(\hat{k})^{i_1 \ldots i_{\ell}} = \sum_{\ell=0}^{\ell} \rho_{\ell,\ell} \hat{k}^{i_1} \ldots \hat{k}^{i_{\ell}} \delta^{i_{\ell+1}i_{\ell+2}} \ldots \delta^{i_{j-1}i_{j}}$$

(3.15)

Thus, we have been led to write the Legendre polynomials as

$$P_{\ell}(\hat{k} \cdot \hat{p}) = \sigma(\hat{k})^{i_1 \ldots i_{\ell}} \tilde{p}^{i_1} \ldots \tilde{p}^{i_{\ell}}$$

(3.16)

The projection operators are easy to write down using the Legendre polynomial coefficients $\rho_{\ell,\ell}$. For example, with two of the Legendre polynomials being $P_{2}(\mu) = (3\mu^2 - 1)/2$, and $P_{4}(\mu) = (35\mu^4 - 30\mu^2 + 3)/8$, the two corresponding projection operators are

$$\sigma(\hat{k})^{ij} = \frac{1}{2} (3\hat{k}^i \hat{k}^j - \delta^{ij})$$

(3.17)

$$\sigma(\hat{k})^{ijkl} = \frac{1}{8} \left( 35 \hat{k}^i \hat{k}^j \hat{k}^k \hat{k}^l - 30 \frac{1}{6} (\hat{k}^i \hat{k}^j \delta^{kl} + 5 \text{ perms.}) + 3 \frac{1}{3} (\delta^{ij} \delta^{kl} + 2 \text{ perms.}) \right)$$

(3.18)

\(^8\)Here, we use the standard notation

$$V^{(i_1 \ldots i_N)} = \frac{1}{N!} \sum_{\text{all perms. of } i_1, \ldots, i_N} V^{i_1 \ldots i_N}$$

(3.14)
This definition of $\sigma(\hat{k})_{\ell}^{i_1 \cdots i_\ell}$ ensures that the operators are symmetric under the exchange of any of the indices, and the trace over any two indices is zero. It also satisfies $\sigma(\hat{k})_{\ell}^{i_1 \cdots i_\ell} \delta_{\ell}^{i_1 \cdots i_\ell} = 0$. With these definitions, we can go back to Eq. (3.12) and write

$$\int_{K} \int_{\bar{p}} W(\hat{k}, \bar{p}) \zeta_g^s(\bar{p}) \zeta_g^l(\hat{k}) e^{i\hat{k} \cdot \bar{p}}$$

$$= \sum_{\ell,j} w_{\ell,j} \int_{K} e^{i\hat{k} \cdot \bar{p}} \left( \frac{k}{k_{NL}} \right)^{\Delta_{\ell,j}} \zeta_g^l(\hat{k}) \sigma(\hat{k})_{\ell}^{i_1 \cdots i_\ell} \int_{\bar{p}} \bar{p}^{i_1} \cdots \bar{p}^{i_\ell} e^{i\hat{k} \cdot \bar{p}} \left( \frac{k_{NL}}{p} \right)^{\Delta_{\ell,j}} \zeta_g^s(\bar{p})$$

$$= \sum_{\ell,j} w_{\ell,j} \psi(\hat{x})_{\ell,j}^{i_1 \cdots i_\ell} \cdot \alpha(\bar{x})_{\ell,j}^{i_1 \cdots i_\ell} \tag{3.19}$$

where

$$\psi(\hat{x})_{\ell,j}^{i_1 \cdots i_\ell} = \int_{K} e^{i\hat{k} \cdot \bar{p}} \left( \frac{k}{k_{NL}} \right)^{\Delta_{\ell,j}} \zeta_g^l(\hat{k}) \sigma(\hat{k})_{\ell}^{i_1 \cdots i_\ell} \tag{3.20}$$

$$\alpha(\bar{p})_{\ell,j}^{i_1 \cdots i_\ell} = \int_{\bar{p}} e^{i\hat{k} \cdot \bar{p}} \left( \frac{k_{NL}}{p} \right)^{\Delta_{\ell,j}} \zeta_g^s(\bar{p}) \bar{p}^{i_1} \cdots \bar{p}^{i_\ell} \tag{3.21}$$

and their Fourier transforms are

$$\psi(\hat{k})_{\ell,j}^{i_1 \cdots i_\ell} = \left( \frac{k}{k_{NL}} \right)^{\Delta_{\ell,j}} \zeta_g^l(\hat{k}) \sigma(\hat{k})_{\ell}^{i_1 \cdots i_\ell} \tag{3.22}$$

$$\alpha(\bar{p})_{\ell,j}^{i_1 \cdots i_\ell} = \left( \frac{k_{NL}}{p} \right)^{\Delta_{\ell,j}} \zeta_g^s(\bar{p}) \bar{p}^{i_1} \cdots \bar{p}^{i_\ell} \tag{3.23}$$

Notice that $\alpha$ contains all of the short modes, and $\psi$ contains the long modes. The final expression, in real space, is

$$\zeta_{NG}(\hat{x}) \simeq \zeta_g^s(\hat{x}) + f_{NL} \sum_{\ell,j} w_{\ell,j} \psi(\hat{x})_{\ell,j}^{i_1 \cdots i_\ell} \alpha(\bar{x})_{\ell,j}^{i_1 \cdots i_\ell} \tag{3.24}$$

which in Fourier space turns into

$$\zeta_{NG}(\hat{k}) \simeq \zeta_g^s(\hat{k}) + f_{NL} \sum_{\ell,j} w_{\ell,j} \int_{\tilde{k}_L \ll \hat{k}_S} \psi(\tilde{k}_L)_{\ell,j}^{i_1 \cdots i_\ell} \alpha(\tilde{k}_S - \hat{k}_L)_{\ell,j}^{i_1 \cdots i_\ell} \tag{3.25}$$

When the mode of interest re-enters the horizon, even before it undergoes non-linear gravitational evolution, it will already have non-Gaussian statistics

$$\delta_{NG}^{(0)}(\hat{k}_S, t_{in}) \simeq \delta_g(\hat{k}_S, t_{in}) + f_{NL} \sum_{\ell,j} w_{\ell,j} \int_{\tilde{k}_L \ll \hat{k}_S} \hat{\phi}(\tilde{k}_L)_{\ell,j}^{i_1 \cdots i_\ell} \hat{\delta}_g(\tilde{k}_S - \hat{k}_L, t_{in})_{\ell,j}^{i_1 \cdots i_\ell} \tag{3.26}$$

where

$$\hat{\phi}(\tilde{k}_L, t_{in})_{\ell,j}^{i_1 \cdots i_\ell} = \sum_i \frac{5}{2} \frac{H_0^2 \Omega_m}{D(a_{in}) k_L^2 T(k_L, t_{in})} \left( \frac{k_L}{k_{NL}} \right)^{\Delta_{\ell,j}} \sigma(k_L)_{\ell}^{i_1 \cdots i_\ell} \delta_g(\tilde{k}_L, t_{in}) \tag{3.27}$$

and

$$\hat{\delta}_g(\tilde{k}_S, t_{in})_{\ell,j}^{i_1 \cdots i_\ell} = \frac{5}{2} \frac{k_S^2}{H_0^2} \Omega_m D(a_{in}) T(k_S, t_{in}) \alpha(\tilde{k}_S)_{\ell,j}^{i_1 \cdots i_\ell} \tag{3.28}$$

Here, $T(k, t_{in})$ is the transfer function which linearly evolves modes from horizon re-entry until the time $t_{in}$, and $\delta_{NG}^{(0)}$ should now be used as the initial condition for the overdensity field. Thus, when
we average over short modes to define the effective field theory, correlation functions will depend on \( \bar{\phi}(\vec{x})^{i_1 \cdots i_\ell} \). In particular, we should include this field, potentially contracted with other fields to form operators with the desired transformation properties, in the counterterms for the dark matter stress tensor and in the bias terms, as in [17, 19, 26] (and, as we point out, with the inclusion of odd multipoles). In particular, these fields a as evaluated at the initial time \( t_{in} \) and at the position corresponding to the fluid element at time \( t' \) of the past trajectory, \( \bar{\phi}(\vec{x}_{in}(t', t_{in}), t_{in})^{i_1 \cdots i_\ell} \), while the operators induced by the non-linear evolution appear as evaluated on all times of the past trajectory of the fluid element, \( \delta(\vec{x}_{in}(t', t_{in}), t') \). In redshift space, the linear counterterms at lowest order in derivatives enter in the same form (but with different possible coupling constants \( c_i^\ell \)) for \([v_z^2]_{R, k}\) and \([v_z^2]_{R, k}\):

\[
[v_z^2]_{R, k} = \sum_n c_i^\ell \bar{\phi}(\vec{k})^i_{2,n} \]

At higher derivative or higher field powers, terms like \( k^i \delta^{jk} \bar{\phi}(\vec{k})^{i}_{0,n} \) and \( v^i \delta^{jk} \bar{\phi}(\vec{k})^{i}_{0,n} \) would contribute. No multipoles higher than \( \ell = 3 \) can contribute at this order because contracting with \( k^i \) or \( \partial^i \delta \) makes it higher order, and contracting its own indices gives zero because all of the operators are traceless. Notice that, contrary to non-Gaussianities in dark matter and bias power spectra [19, 26], the \( \ell = 2 \) multipole has a distinct signature linear with \( \delta \) in redshift space. The reason that this does not happen in the other cases is the following. In the stress tensor for dark matter, the linear terms that we can write are

\[
\langle \tau^{ij} \rangle \supset c_i^\ell \bar{\phi}(\vec{k})^{i}_{0,n} + c_2^\ell \bar{\phi}(\vec{k})^i_{2,n} \]

but what actually enters the Euler equation is \( k_i k_j \langle \tau^{ij} \rangle \), and because

\[
k_i k_j \bar{\phi}(\vec{k})^i_{2,n} = \frac{2}{3} k^2 \left( \frac{k}{k_{NL}} \right)^{\Delta_2,n - \Delta_0,n} \bar{\phi}(\vec{k})^i_{0,n} \]

this term is a higher derivative of the monopole. Thus, the two terms in Eq. (3.31) combine to give

\[
k_i k_j \langle \tau^{ij} \rangle \supset k^2 \left( c_i^\ell + \frac{2}{3} c_2^\ell \left( \frac{k}{k_{NL}} \right)^{\Delta_2,n - \Delta_0,n} \right) \bar{\phi}(\vec{k})^i_{0,n} \]

which, under most circumstances, would be difficult to differentiate from a pure scaling. Similarly, odd multipoles usually appear multiplied by the derivative of another operator, in the form for example given by \( \bar{\phi}(\vec{x}_{in}(t', t_{in}), t_{in})^{i_1}_{i,j} \delta(\vec{x}_{in}(t', t_{in}), t')/k_{NL} \).
4 IR-resummed Power Spectrum in Redshift Space

The beginning of this section will closely follow previous work [13, 9, 12], although we have a slightly different presentation tailored for the subsequent discussion. We start in the Lagrangian picture, where the overdensity in real space is given by

\[ 1 + \delta(\vec{x}, t) = \int d^3q \delta^{(3)}(\vec{x} - \vec{\Psi}(\vec{q}, t)) = \int d^3q \int \frac{d^3k}{(2\pi)^3} e^{i \vec{k} \cdot (\vec{x} - \vec{s}(\vec{q}, t))}, \] (4.1)

and the displacement field \( \vec{s} \) is defined through the Lagrangian coordinate \( \vec{\Psi} \) by \( \vec{\Psi}(\vec{q}, t) = \vec{q} + \vec{s}(\vec{q}, t) \).

In redshift space, using \( \vec{v} = a \vec{\Psi} \), Eq. (2.1) implies that \( \vec{\Psi} = \vec{\Psi}/H \), so the above formula generalizes to

\[ 1 + \delta_r(\vec{x}_r, t) = \int d^3q \int d^2k \frac{d\parallel}{(2\pi)^2} \int d^2q \frac{d\parallel}{(2\pi)^2} e^{i \vec{k} \cdot (\vec{x}_r - \vec{q}_r - \vec{s}_r(\vec{q}, t))} e^{i \parallel \cdot (\vec{x}_r - \vec{q}_r - \vec{s}_r(\vec{q}, t))} e^{i \parallel \cdot (\vec{q}_r - \vec{\Psi} + \frac{\dot{\vec{s}}_r(\vec{q}, t)}{H})}. \] (4.2)

We will use the notation \( V_z \) and \( V_\parallel \) interchangeably to mean \( \vec{V} \cdot \hat{z} \). Fourier transforming gives, for \( \vec{k} \neq \vec{0}, \)

\[ \delta_r(\vec{k}_\perp, k_\parallel, t) = \int d^3q e^{-i \vec{k}_\perp \cdot (\vec{q}_r + \vec{s}_r(\vec{q}, t))} e^{-i k_\parallel \cdot (\vec{q}_r + \vec{s}_r(\vec{q}, t) + \frac{\dot{s}_r(\vec{q}, t)}{H})}. \] (4.3)

To compute the power spectrum, we take the expectation value \( \langle \delta_r(\vec{k}_\perp, k_\parallel, t)\delta_r(\vec{k}_\perp', k_\parallel', t') \rangle \) and perform the integral with respect to the average Lagrangian coordinates. Translation invariance in \( q \)-space ensures an overall factor of \( \delta^{(2)}(\vec{k}_\perp + \vec{k}_\parallel')\delta^{(1)}(k_\parallel + k_\parallel') \) after this integration. All of this allows us to write the power spectrum as

\[ P^r(k_\perp, k_\parallel, t) = \int d^3q e^{-i \vec{k} \cdot \vec{q}} \left( e^{-i \vec{k}_\perp \cdot (\vec{s}_r(\vec{q}, t) - \vec{s}_r(\vec{0}, t))} e^{-i k_\parallel \cdot (\vec{s}_r(\vec{q}, t) - \vec{s}_r(\vec{0}, t) + \frac{\dot{s}_r(\vec{q}, t)}{H})} \right). \] (4.4)

By using the cumulant theorem, we can write

\[ P^r(k_\perp, k_\parallel, t) = \int d^3q e^{-i \vec{k} \cdot \vec{q}} K_r(\vec{k}, \vec{q}; t), \] (4.5)

with

\[ K_r(\vec{k}, \vec{q}; t) = \exp \left[ \sum_{N=0}^{\infty} \frac{1}{N!} \left( -i \vec{k}_\perp \cdot (\vec{s}_r(\vec{q}, t) - \vec{s}_r(\vec{0}, t)) - i k_\parallel \cdot (\vec{s}_r(\vec{q}, t) - \vec{s}_r(\vec{0}, t) + \frac{\dot{s}_r(\vec{q}, t)}{H}) \right)^N \right]. \] (4.6)

We are interested in resumming only the linear part of the displacement, so that we can define

\[ K_{r,0}(\vec{k}, \vec{q}; t) = \exp \left[ -\frac{1}{2} \left( \vec{k}_\perp \cdot (\vec{s}_r(\vec{q}, t) - \vec{s}_r(\vec{0}, t)) + k_\parallel \cdot (\vec{s}_r(\vec{q}, t) - \vec{s}_r(\vec{0}, t) + \frac{\dot{s}_r(\vec{q}, t)}{H}) \right)^2 \right]. \] (4.7)
where the subscript 1 indicates the linear solution.\footnote{This construction can be generalized to resumming non-linear displacement. See \cite{9} for details.} To simplify this expression further, we use the fact that \( \dot{s}_1 = H f \dot{s}_1 \), with \( f = \partial \log D / \partial \log a \) and \( D \) the growth factor.\footnote{This is true only to the extent that the time dependence can be approximated by replacing factors of \( a \) in the EdS solution with factors of the growth factor \( D \). This has been checked to be accurate to percent level. Any mistake made due to this is parametrized by \( \epsilon_{s<} \), which is smaller than unity and will be recovered order by order in perturbation theory \cite{9}.} We can write

\[
K_{r,0}(\vec{k}, \vec{q}; t) = \exp \left[ -\frac{1}{2} \left( \left< \vec{k} \cdot \left( \tilde{s}(\vec{q}, t) - \tilde{s}(0, t) \right) \right> \right)^2 \right], \tag{4.8}
\]

with

\[
\vec{\tilde{k}} \equiv \vec{k} + f k (\hat{\vec{z}} \cdot \hat{\vec{z}}) \hat{\vec{z}} . \tag{4.9}
\]

Thus, \( K_{r,0} \) is the same function of \( \vec{\tilde{k}} \) that \( K_0 \) (from \cite{9}) is of \( \vec{k} \):

\[
K_{r,0} \left( \vec{k}, \vec{q}; t \right) = K_0 \left( \vec{\tilde{k}}(\vec{k}), \vec{q}; t \right) . \tag{4.10}
\]

We now proceed by defining

\[
F_{||N-j} \left( \vec{\tilde{k}}(\vec{k}), \vec{q}; t \right) = K_0 \left( \vec{\tilde{k}}(\vec{k}), \vec{q}; t \right) \cdot K_0^{-1} \left( \vec{\tilde{k}}(\vec{k}), \vec{q}; t \right) \biggr|_{N-j} , \tag{4.11}
\]

where the notation \( g||_i \) means to expand the quantity \( g \) \textit{up to} order \( i \) in all of \( \epsilon_{s<}, \epsilon_{s>}, \) and \( \epsilon_{\delta<} \). Doing this to Eq. (4.5) would give the standard Eulerian perturbative expansion.

For the rest of our manipulations, it will be convenient to consider the power spectrum as a function of \( k \) and \( \hat{\vec{k}} \cdot \hat{\vec{z}} \equiv \mu_k \) instead of \( k || \) and \( k \bot \). Often we will use the notation \( \mu_V \equiv \hat{\vec{V}} \cdot \hat{\vec{z}} \) to define the cosine of the angle between a given vector \( \vec{V} \) and the \( z \)-axis. Using the notation \( g||_i \) to mean that we expand the quantity \( g \) \textit{up to} order \( i \) in \( \epsilon_{\delta<} \) and \( \epsilon_{s>} \), but keep \( \epsilon_{s<} \) to all orders (i.e. resum \( \epsilon_{s<} \)), we can finally write the resummed power spectrum as

\[
P^r (k, \hat{\vec{k}} \cdot \hat{\vec{z}}; t) \biggr|_N = \int d^3 q' e^{-i \vec{k} \cdot \vec{q}'} \sum_{j=0}^N \left[ F_{||N-j} \left( \vec{\tilde{k}}(\vec{k}), \vec{q}'; t \right) \right] \cdot \left[ K_r(\vec{k}, \vec{q}'; t) \right]_j . \tag{4.12}
\]

The function \( K_r(\vec{k}, \vec{q}'; t) \) is related to the \( j \)th order piece of the Eulerian power spectrum by

\[
P^r (k, \hat{\vec{k}} \cdot \hat{\vec{z}}; t)_j = \int d^3 q e^{-i \vec{k} \cdot \vec{q}} K_r(\vec{k}, \vec{q}; t)_j . \tag{4.13}
\]

Next we evaluate Eq. (4.8) following Appendix A of \cite{9} to get

\[
K_0(\vec{\tilde{k}}, \vec{q}; t) = \exp \left\{ -\frac{1}{2} \left( X_1(q; t) \delta_{ij} + Y_1(q; t) \hat{\vec{q}} \cdot \hat{\vec{q}} \right) \hat{\vec{k}} \cdot \hat{\vec{k}} \right\} = \exp \left\{ -\frac{k^2}{2} \left[ X_1(q; t) \left( 1 + 2 f \mu_k^2 + f^2 \mu_k^2 \right) \right. \right. \\
\left. \left. + Y_1(q; t) \left( (\hat{\vec{k}} \cdot \hat{\vec{q}})^2 + 2 f \mu_k \mu_q \hat{\vec{k}} \cdot \hat{\vec{q}} + f^2 \mu_k^2 \mu_q^2 \right) \right] \right\} , \tag{4.14}
\]
where
\[
X_1(q; t) = \frac{1}{2\pi^2} \int_0^{+\infty} dk \exp \left[ -\frac{k^2}{\Lambda_{\text{IR}}^2} \right] P_{11}(k; t) \left[ \frac{2}{3} - \frac{2 j_1(kq)}{kq} \right]
\]
\[
Y_1(q; t) = \frac{1}{2\pi^2} \int_0^{+\infty} dk \exp \left[ -\frac{k^2}{\Lambda_{\text{IR}}^2} \right] P_{11}(k; t) \left[ -2j_0(kq) + 6 \frac{j_1(kq)}{kq} \right]
\]
(4.15)

and \(j_0\) and \(j_1\) are the zeroth and first spherical Bessel functions respectively. Here, \(\Lambda_{\text{IR}}\) is the IR scale up to which we resum the linear IR modes. This cutoff and the choice in Eq. (4.7) to keep the linear modes non-perturbative both serve to define a new expansion parameter \(\tilde{\epsilon}_{s<}\), such that \(\tilde{\epsilon}_{s<} \ll 1 \lesssim \epsilon_{s<}\), in terms of which the perturbative expansion of the IR displacements is now done. Taking \(\Lambda_{\text{IR}}\) too high would mean that we include some uncontrolled UV modes, but this mistake would be at the next order in \(\epsilon_{s<}\) and would be recovered order by order in the loop expansion. In practice, we use \(\Lambda_{\text{IR}} = 0.066\ h\text{Mpc}^{-1}\). Now, we proceed in a way similar to the real space calculation

\[
P_{\ell}(k, \hat{k} \cdot \hat{z}; t) |_{N} = \left( \int \frac{d^3\tilde{k}}{(2\pi)^3} \right) \int d^3q \ e^{-i\tilde{k} \cdot \tilde{q}} \sum_{j=0}^{N} \left[ F_{||N-j}(\tilde{k}, \tilde{q}; t) \cdot K^r(\tilde{k}, \tilde{q}; t) \right]_{j}
\]
\[
= \left( \int \frac{d^3\tilde{k}}{2\pi} \right) \int d^3q \ e^{-i\tilde{k} \cdot \tilde{q}} \sum_{j=0}^{N} \left[ F_{||N-j}(\tilde{k}, \tilde{q}; t) \cdot K^r(\tilde{k}, \tilde{q}; t) \right]_{j}
\]
\[
= \left( \int \frac{d^3\tilde{k}}{(2\pi)^3} \right) \int d^3q \ e^{-i\tilde{k} \cdot \tilde{q}} \sum_{j=0}^{N} \left[ F_{||N-j}(\tilde{k}, \tilde{q}; t) \cdot K^r(\tilde{k}, \tilde{q}; t) \right]_{j}
\]
(4.16)

where we use the notation \(\int_{\tilde{k}} \equiv \int \frac{d^3\tilde{k}}{(2\pi)^3}\). The trick in this passage is replacing \(F_{||N-j}(\tilde{k}, \tilde{q}; t) \rightarrow F_{||N-j}(\tilde{k}, \tilde{q}; t)\) between the third and fourth lines, which amounts to making a mistake proportional to the gradients of the displacements, which is higher order in \(\epsilon_{s<}\) than we take into account at order \(N\).

Now we will expand the above expression in multipoles using the Legendre decomposition in Eq. (A.1) to get (dropping the \(t\) dependence to remove clutter)

\[
P^\ell_{\nu}(k) |_{N} = \sum_{j=0}^{N} \sum_{\ell'} d\nu \int \frac{dk'}{2\pi^2} M_{||N-j}(k, k')_{\ell\ell'} P^\ell_{\nu}(k')_{j}
\]
(4.17)

\[
M_{||N-j}(k, k')_{\ell\ell'} = \int dq \ j_{\nu}(k'q) Q_{||N-j}(k, q)_{\ell\ell'}
\]
(4.18)

\[
Q_{||N-j}(k, q)_{\ell\ell'} = i^\nu q^2 \frac{2\ell + 1}{2} \int_{-1}^{1} d\mu_k \int d^2\tilde{q} e^{-i\tilde{k} \cdot \tilde{q}} F_{||N-j}(\tilde{k}, \tilde{q}) \mathcal{P}_\ell(\mu_k) \mathcal{P}_{\nu}(\mu_q)
\]
(4.19)

where \(j_{\ell}(x)\) is the spherical Bessel function of type \(\ell\). For the one-loop calculation that interests us here, \(\ell\) and \(\ell'\) take on the values 0, 2, 4, 6, and 8. The computational strategy appears to be to first
compute the $Q$ functions, and then use a spherical Bessel transform to evaluate the $M$ functions. Compared to the real space resummation, there are three extra angular integrals to perform here for each $M_{\ell'}$, and we must compute five values of $\ell'$ for each $\ell$. This makes a brute force numerical strategy challenging, so we will simplify the calculation below.

### 4.1 Evaluation of $Q$

The main trick that we use is to expand $F_{||N-j}$ in powers of $k^2Y_1(q)$. This is justified because $k^2Y_1(q)$ times the angular factors is small over most of the angular integration.\(^{11}\) Once we do this, all of the integrals in Eq. (4.19) can be done analytically and the numerical evaluation is much quicker. To proceed, we write

$$K_0(\vec{k}, \vec{q}) = e^{-\frac{k^2}{2}(X_1(q)+\alpha Y_1(q))} e^{-\frac{k^2}{2}X_1(q)\mu_k^2 f(2+f)} \times$$

$$\exp \left\{ -\frac{k^2}{2}Y_1(q) \left( (\vec{k} \cdot \vec{q})^2 - \alpha + 2f\mu_k\mu_q \vec{k} \cdot \vec{q} + f^2\mu_k^2\mu_q^2 \right) \right\} . \tag{4.20}$$

The first two factors above will be treated analytically, so it will be convenient to separately define the second line of (4.20) as

$$\tilde{K}_0(\vec{k}, \vec{q}) = \exp \left\{ -\frac{k^2}{2}Y_1(q) \left( (\vec{k} \cdot \vec{q})^2 - \alpha + 2f\mu_k\mu_q \vec{k} \cdot \vec{q} + f^2\mu_k^2\mu_q^2 \right) \right\} , \tag{4.21}$$

and expand $\tilde{K}_0(\vec{k}, \vec{q}) \cdot K_0^{-1}(\vec{k}, \vec{q}) \bigg|_{N-j}$ to the desired order $n_Y$ in $k^2Y_1$. It turns out that first order is sufficient for our purposes, but the method is general, and expanding to higher orders does not cost much extra computational time. In Appendix B, we run some convergence checks on this approximation. We also introduced a number $\alpha$, which can be chosen to make the value of the angular terms multiplying $Y_1$ smaller so that the expansion converges more quickly. In practice, we choose $\alpha = 1/3$, which is the average of $(\vec{k} \cdot \vec{q})^2$ over the angular integrals in $Q$. After expanding in $k^2Y_1$, it is clear that the general integral that we have to evaluate is

$$L_{\ell\ell'}^{abc}(k, q) \equiv \frac{i^\ell}{4\pi} \int_{-1}^{1} d\mu_k \int d^2\vec{q} \mathcal{P}_\ell(\mu_k) \mathcal{P}_{\ell'}(\mu_q) e^{-i\vec{k} \cdot \vec{q}} e^{-\frac{k^2}{2}X_1(q)\mu_k^2 f(2+f)} \mu_k^a \mu_q^b \tilde{K}_0(\vec{k}, \vec{q}) \tag{4.22}$$

for various powers of $a, b, c$, and where the prefactor has been chosen with foresight. Then, to write Eq. (4.19) in terms of Eq. (4.22), first extract the coefficients of the angles by expanding

$$\tilde{K}_0(\vec{k}, \vec{q}) \cdot K_0^{-1}(\vec{k}, \vec{q}) \bigg|_{N-j} = \left[ \kappa^{(ny)}_{||N-j}(k, q) \right]_{abc} \mu_k^a \mu_q^b \tilde{K}_0(\vec{k}, \vec{q}) \tag{4.23}$$

where $[\kappa^{(ny)}_{||N-j}(k, q)]_{abc}$ is expanded up to order $n_Y$ in $k^2Y_1$,\(^{12}\) and a summation over $a, b, c$ is implied.

In terms of these expressions, the final answer is, up to order $n_Y$ in $k^2Y_1$,

$$Q_{||N-j}(k, q)_{\ell\ell'} = 2\pi q^2(2\ell + 1) e^{-\frac{k^2}{2}X_1(q)\alpha Y_1(q)} \left[ \kappa^{(ny)}_{||N-j}(k, q) \right]_{abc} L_{\ell\ell'}^{abc}(k, q) . \tag{4.24}$$

\(^{11}\)We are helped by the fact that, even for order 1 arguments, the exponential quickly becomes numerically close to its expansion. For example, the difference between $e^x$ and its expansion to order $x^3$ at $x = 1$ is 2%. This is due to the infinite radius of convergence of $e^x$. For us, at the scales of interest $k \approx 0.2 \, h^{-1}\text{Mpc}^{-1}$ and $q \approx b_{\text{BAO}} \approx 105 \, h^{-1}\text{Mpc}$, and taking an average value of $\mu^2 = 1/3$ for the angular factors, $k^2Y_1(q)\mu^2/2 = 1.37$.

\(^{12}\)While the factor $[\kappa^{(ny)}_{||N-j}(k, q)]_{abc}$ contains only up to order $n_Y$ in $Y$, we will eventually multiply it by the order $j$ Eulerian power spectrum, which contains terms at order $j$ in $Y$. Thus, in particular, if we are
Now we turn to the evaluation of \( I_{\ell'\ell}^{abc} \). First, write
\[
\mu_q^b \mathcal{P}_{\ell'}(\mu_q) = \sum_{j=-b}^{b} n_j^b(\ell') \mathcal{P}_{\ell'+j}(\mu_q)
\] (4.25)
where
\[
n_j^b(\ell') = \begin{cases} 
\frac{2(\ell'+j)+1}{2} \int_{-1}^{1} d\mu \mu_j^b(\ell') \mathcal{P}_{\ell'+j}(\mu) & \text{for } \ell' + j \geq 0 \\
0 & \text{for } \ell' + j < 0
\end{cases}
\]
(4.26)
This kind of expansion should be familiar from the angular momentum algebra. Next, using the Legendre decomposition of a plane wave from Eq. (A.6), notice that
\[
(\hat{k} \cdot \hat{q}) e^{-i\hat{k} \cdot \hat{q}} = i^c \frac{\partial^c}{\partial x^c} e^{-i\hat{k} \cdot \hat{q}} \bigg|_{x=q} = i^c \sum_{\ell} (-i)^\ell (2\ell + 1) j_{\ell}^{(c)}(kq) \mathcal{P}_\ell(\hat{k} \cdot \hat{q})
\] (4.27)
where \( j_{\ell}^{(c)}(kq) = \frac{\partial^c}{\partial x^c} j_{\ell}(x) \bigg|_{x=q} \). After plugging (4.25) and (4.27) into Eq. (4.22), we can do the integral over \( d^2\hat{q} \) using Eq. (A.8) to get
\[
I_{\ell'\ell}^{abc}(k, q) = i^c \sum_{j=-b}^{b} (-i)^j n_j^b(\ell') j_{\ell'+j}^{(c)}(kq) I_{\ell'\ell}^{0}(k, q)
\] (4.28)
where
\[
I_{\ell'\ell}^{0}(k, q) = \int_{-1}^{1} d\mu_k \mathcal{P}_{\ell}(\mu_k) \mathcal{P}_{\ell'}(\mu_k) \mu_k^a e^{-\frac{k^2}{2} X_1(q)} \mu_k^a e^{(2+f)}.
\] (4.29)
The last integral can be done for general \( a \) in terms of Erfi functions. However, since we are interested in doing this computation quickly numerically, and since the argument of the exponential is small on the scales of interest, we can Taylor expand the exponential to a small order, and it will converge. Thus, we actually use
\[
I_{\ell'\ell}^{0}(k, q) \approx e^{-\frac{k^2}{2} X_1(q)} e^{(2+f)} \int_{-1}^{1} d\mu_k \mathcal{P}_{\ell}(\mu_k) \mathcal{P}_{\ell'}(\mu_k) \mu_k^a e^{-\frac{k^2}{2} X_1(q)} (\mu_k^a - \beta) e^{(2+f)}
\] (4.30)
where we first expand \( \lambda \) to the desired order \( n_X \), set \( \lambda = 1 \), do the integral over the polynomials in \( \mu_k \), and choose \( \beta = 1/3 \) to make the expansion converge more quickly. In practice, we use \( n_X = 3 \) and \( n_Y = 1 \). In this way, we have Mathematica precompute \( I_{\ell'\ell}^{abc}(k, q) \) for each \( a, b, c, \ell, \ell' \) analytically in \( k \) and \( q \), and so the resulting expressions can be used for any cosmology (i.e. for any \( X_1 \) and \( Y_1 \)). Then, we evaluate \( Q_{\ell' || n-j}(k, q) \) in Eq. (4.24) at discrete \( k \) and \( q \) points to do the spherical resumming the \( N \) loop power spectrum, our resummation expression contains terms up to order \( n_Y + N \) in \( Y \). Our resummation scheme ensures that, if one chooses \( n_Y < N \), the terms with \( Y \) at the order between \( n_Y \) and \( N \) are simply the terms from Eulerian perturbation theory. Note also that \( n_Y = N \) is not a trivial resummation (as one might expect since we are getting correct the terms up to \( Y^N \), which indeed are just the Eulerian terms). This is because our expansion also captures correctly terms up to \( Y^n Y_0^N \), which indeed are not captured by the order \( N \) Eulerian expansion. Even more generally, our expansion scheme converges because we are approximating the \( M_{\ell' || n-j} \) matrices with a fixed order truncation of their convergent analytic expansion (as they depend analytically on \( Y \)). Of course, this is a good procedure once the cancellation of the relevant terms among the different \( M_{\ell' || n-j} \) matrices is ensured, as in this case.
Bessel transform. Once we have the expressions analytically in terms of $k$ and $q$, the evaluation at discrete points is very quick. Roughly speaking, it is about 600 times faster to compute all of the $(k, q)$ points (about 33,000 points after the numerical improvement we discuss next) in $Q_{\ell \ell'}^{(N)}(k, q)$ for a given $(\ell, \ell')$ by our Eq. (4.24) than by the full expression Eq. (4.19). Of course, we first have to compute the various terms in Eq. (4.28), the longest of which is Eq. (4.29), but this is negligible because it only needs to be done once for each pair $(\ell, \ell')$.

### 4.2 A Numerical Improvement

In order to stabilize the $q \to \infty$ behavior of $Q_{\ell \ell'}^{(N)}(k, q)$ in the spherical Bessel transform in Eq. (4.18), consider the limit $X_1(q) \to X_1(\infty) \equiv X_1^\infty$ and $Y_1(q) \to Y_1(\infty) \equiv Y_1^\infty = 0$. Since $Y_1^\infty = 0$, the components of $\kappa_{\ell \ell'}^{(N)}(k, q)$ with $b \neq 0$ and $c \neq 0$ are all zero. This leads us to consider

$$Q_{\ell \ell'}^{(N)}(k, q) = 2\pi q^2 (2\ell + 1)e^{-\frac{q^2}{2}} X_1^\infty \left[\kappa_{\ell \ell'}^{(N)}(k, \infty)\right]_{00} j_\ell(q) I_{\ell \ell'}(k, \infty).$$

Then, what we actually compute is (adding and subtracting Eq. (4.17) but with $Q^\infty$ instead of $Q$)

$$P_{\ell}^r(k)_{N} = \sum_{j=0}^{N} \sum_{\ell'} \left( \int \frac{dk' k'^2}{2\pi^2} \Delta M_{\ell \ell'}^{(N)}(k, k') P_{\ell}^r(k')_{j} + \frac{2\ell + 1}{2} e^{-\frac{q^2}{2}} X_1^\infty \left[\kappa_{\ell \ell'}^{(N)}(k, \infty)\right]_{00} j_\ell(q) I_{\ell \ell'}(k, \infty) P_{\ell}^r(k)_{j} \right)$$

where

$$\Delta M_{\ell \ell'}^{(N)}(k, k') = \int dq \ j_\ell(q) \Delta Q_{\ell \ell'}^{(N)}(k, q)$$

$$\Delta Q_{\ell \ell'}^{(N)}(k, q) = Q_{\ell \ell'}^{(N)}(k, q) - Q_{\ell \ell'}^{\infty}(k, q).$$

Analytically, this is equivalent to Eq. (4.17), but the integral in Eq. (4.33) is better behaved than the one in Eq. (4.18). This means that we need to evaluate $\Delta Q_{\ell \ell'}^{(N)}(k, q)$ at fewer $q$ points to achieve the desired precision in the spherical Bessel transform.

### 5 Comparison to Numerical Simulations

In this section, we compare our results to the large BigMultiDark $N$-body numerical simulation at $z = 0.56$ with a volume of $(2.5 \text{Gpc}/h)^3$ and $3840^3$ particles (see [27] for details), which uses the Planck AC1DM cosmology: $\{\Omega_m, \Omega_b, \Omega_k, H_0, \sigma_8, n_s\} = \{0.307, 0.048, 0.677, 0.96\}$. Results at $z = 0$ are presented in Appendix C. First, we compare to the dark-matter power spectrum, to determine the value of $c_s^2$. To do the resummation in real space, we used a method similar to the one described above. In Appendix B, we run some tests on the new method of IR-resummation for the real space, dark-matter power spectrum. Also, we will ignore some of the subtleties of overfitting described in [22] (which describes in detail and performs a rigorous fitting procedure for the dark matter power spectrum) for simplicity in this paper; in reality, a more involved analysis is necessary to do an accurate fit. In this vein, we simply identify some values of the parameters such that the EFT curve is compatible with the data; in this paper, we are most interested in developing the correct formalism.
and checking its consistency in redshift space rather than performing an accurate fit. That said, as a very rough estimate of the error, we noticed that if one shifts $c_2^2$ by about 5%, $c_1^2$ by about 15%, or $\bar{c}_2^2$ by about 50%, the theory fails at a much lower value of $k$ than if one uses the values that we use in the plots.

Figure 1: Here, we compare the EFT prediction with with $c_2^2 = 0.31 \left( k_{NL} / h \text{Mpc}^{-1} \right)^2$ to the BigMultiDark dark-matter power spectrum [27] at $z = 0.56$. The dark blue curve is the one-loop IR-resummed EFT prediction, the red dot-dashed curve is the non-resummed EFT prediction, the gray dot-dashed curve is one-loop SPT, and the green region is the error on the data, where we have included a 1% systematic error. We have also plotted the cosmic variance separately as a dashed grey curve to show that this largely explains the fluctuations in the data.

In Figure 1 we compare with the dark-matter power spectrum in real space at $z = 0.56$, and in Figure 2 and Figure 3, we compare with the redshift space multipoles. In Figure 2 and Figure 3, we use the values

\begin{align}
  c_2^2(0.56) &= 0.31 \left( k_{NL} / h \text{Mpc}^{-1} \right)^2 \\
  \bar{c}_1^2(0.56) &= -3.47 \left( k_{NL}^r / h \text{Mpc}^{-1} \right)^2 \\
  \bar{c}_2^2(0.56) &= 0.81 \left( k_{NL}^r / h \text{Mpc}^{-1} \right)^2.
\end{align}

With these parameters, the theory fits the data until $k \approx 0.13 h \text{Mpc}^{-1}$, where the one-loop SPT calculation fails around $k \approx 0.05 h \text{Mpc}^{-1}$. Notice that $\bar{c}_2^2$, the coupling associated with the redshift space counterterms, is much larger than the dark matter coupling $c_2^2$. This suggests that the nonlinear scale associated with the redshift space counter terms is actually significantly smaller than the one for dark matter: $k_{NL}^r \approx k_{NL}/3$. This is discussed in more detail in Section 6. We do not show the $\ell = 8$ multipole because it is very small with large errors.

Figure 3 can also be used to have a sense of the systematic error in the numerical data that we use, as it is expectable than nature provides a relatively smooth curve. We see that a percent level comparison of theory and data is made difficult by this situations.\textsuperscript{13}

\textsuperscript{13}To have a better sense of the numerical systematic error, we have asked several people in that community for additional numerical data. Unfortunately these are the only (and therefore the best) data we were able to find. If the interested reader is able to provide us with more accurate data, we will be happy to include a comparison with them in this paper.
Figure 2: Here, we present the results in redshift space at $z = 0.56$ for $\ell = 0, 2, 4, 6$, with $c_1^2 = -3.47 (k_{NL} / h\text{Mpc}^{-1})^2$ and $c_2^2 = 0.81 (k_{NL} / h\text{Mpc}^{-1})^2$. The dark blue curve is the one-loop IR-resummed EFT prediction, the dot-dashed red curve is the non-resummed EFT prediction, the gray dot-dashed curve is one-loop SPT, and the green region is the error in the data, where we have included a 2% systematic error. The plots fit until about $k \approx 0.13 h\text{Mpc}^{-1}$. In the last plot, the non-linear data is very noisy, so we do not present the ratio of power spectra. However, it is still clear that the prediction is within the errors. We have also plotted the cosmic variance separately as a dashed grey curve to show that this largely explains the fluctuations in the data. Note that for $\ell = 4$ and $\ell = 6$ the error is completely dominated by the cosmic variance.

In Figure 4 we also include the result of the IR-resummation up to $k = 0.5 h\text{Mpc}^{-1}$ to show the success of the method described in this paper. The resummation should capture all of the BAO oscillations, even those which are outside of the UV reach of the theory, without changing the reach of the theory. This idea has been discussed in many previous works [41, 3, 42]. Because the IR-resummation only effects IR modes, the equivalence principle demands that the UV properties of the theory cannot be affected [3]. Thus, in the UV, the resummed and non-resummed curves should be the same apart from the approximation that we made in Eq. (4.16) that is higher order in $\epsilon_\delta$. Indeed, this is the case for all of the multipoles. In Figure 4, we have chosen the values of the speed of sound parameters to emphasize the result, not to correspond to the physical theory.
Figure 3: Here, we present the results in redshift space at $z = 0.56$ for $\ell = 0, 2, 4, 6$, with $c_1^2 = -3.47 \left( k_{\text{NL}}^r / h\text{Mpc}^{-1} \right)^2$ and $c_2^2 = 0.81 \left( k_{\text{NL}}^r / h\text{Mpc}^{-1} \right)^2$, the same as in Figure 2, but we plot $k^2 P_\ell(k)$. The dark blue curve is the one-loop IR-resummed EFT prediction, the dot-dashed red curve is the non-resummed EFT prediction, the gray dot-dashed curve is one-loop SPT, the thin black line is the data, and the green region is the error in the data, where we have included a 2% systematic error, which, for the higher multipoles, is probably an underestimate (see text for additional comments). The plots fit until about $k \approx 0.13 \text{hMpc}^{-1}$.

6 Small $k_{\text{NL}}^r$ Limit

As mentioned earlier, it is reasonable to expect that $k_{\text{NL}}^r < k_{\text{NL}}$ because velocities become non-linear before over-densities. This is also suggested by the data, since $c_1^2$ is much larger than $c_2^2$. If this is the case, we are justified in adding extra counter terms, such as $(k/k_{\text{NL}}^r)^4 P_{11}$ or potentially even the stochastic terms proportional to $(k/k_{\text{NL}}^r)^4$ (as we will see below), which can be larger than the dark matter two-loop contributions. To estimate when this is valid, we can approximate the behavior of $P_{11}$ by [4]

$$P_{11}(k) = (2\pi)^3 \left\{ \begin{array}{ll} \frac{1}{k_{\text{NL}}} \left( \frac{k}{k_{\text{NL}}} \right)^n & \text{for } k < k_{\text{tr}} \\ \frac{1}{k_{\text{NL}}} \left( \frac{k}{k_{\text{NL}}} \right)^{\tilde{n}} & \text{for } k > k_{\text{tr}} \end{array} \right.$$

with $\tilde{k}_{\text{NL}} = 3.96 \text{hMpc}^{-1}$, $k_{\text{NL}} = 1.25 \text{hMpc}^{-1}$, $\tilde{n} = -2.11$, $n = -1.54$, and $k_{\text{tr}} = 0.21 \text{hMpc}^{-1}$. Then, consider the leading two-loop piece

$$\left( \frac{k}{k_{\text{NL}}^r} \right)^2 P_{11\text{-loop}} \sim \left( \frac{k}{k_{\text{NL}}^r} \right)^2 \left( \frac{k}{k_{\text{NL}}} \right)^{3+n} P_{11}$$
Figure 4: Here, we present the resummation results in redshift space at $z = 0.56$ for the real-space power spectrum and $\ell = 0, 2, 4$. The dark blue curve is the one-loop IR-resummed EFT prediction and the dot-dashed red curve is the non-resummed EFT prediction. The values of the speed of sound parameters have been chosen so that the curves only change by about 10% up to $k = 0.5\, h\, \text{Mpc}^{-1}$ in order to emphasize the result of the resummation. As expected, the resummation does not change the UV part of the theory; it just captures the BAO oscillations.

where $n \approx -1.5$ is the slope of the linear power spectrum. Then the new counter terms $(k/k_{NL})^{4}P_{11}$ dominate if

$$
\left(\frac{k}{k_{NL}}\right)^{4} \gtrsim \left(\frac{k}{k_{NL}}\right)^{2} \left(\frac{k}{k_{NL}}\right)^{3+n}.
$$

(6.3)

We want these terms to dominate for $k \approx 0.2\, h\, \text{Mpc}^{-1}$, which means we need

$$
(0.2\, h\, \text{Mpc}^{-1})^{0.5}(k_{NL})^{1.5} > (k_{NL})^{2}
$$

(6.4)

which for $k_{NL} \approx 1.25\, h\, \text{Mpc}^{-1}$, means we need $k_{NL}^{5} \approx 0.79\, h\, \text{Mpc}^{-1}$, which seems reasonable given the parameters that we found earlier. The stochastic terms will be important when

$$
\frac{1}{k_{NL}^{3}} \left(\frac{k}{k_{NL}}\right)^{4} \gtrsim \left(\frac{k}{k_{NL}}\right)^{2} \left(\frac{k}{k_{NL}}\right)^{3+n} P_{11}
\sim \left(\frac{k}{k_{NL}}\right)^{2} \left(\frac{k}{k_{NL}}\right)^{3+n} \frac{(2\pi)^{3}}{k_{NL}^{3}} \left(\frac{k}{k_{NL}}\right)^{n}
$$

(6.5)

which means $k_{NL}^{5} \approx 0.2\, h\, \text{Mpc}^{-1}$. This is a much smaller scale than the one above, so we anticipate that the stochastic terms will not contribute significantly. However, for the sake of this analysis,
we assume that $k_{NL}^r$ is small enough to warrant the inclusion of the stochastic term. In this case, in addition to the stochastic pieces, the new counter terms that we should look for are the higher derivative terms linear in the fields. These are

$$[v^2_\mu]_{R,k} \supset \bar{z}^i \bar{z}^j \left( \frac{aH}{k_{NL}} \right)^2 \left\{ c_{st,1} \Delta^{ij}_{st,1}(\bar{k}) + \left( \frac{k}{k_{NL}} \right)^2 \left( c_1 \delta_{ij} + c_2 \frac{k_i k_j}{k^2} \right) \delta(\bar{k}) \right\} \quad (6.6)$$

$$[v^3_\mu]_{R,k} \supset \bar{z}^i \bar{z}^j \bar{z}^l \left( \frac{aH}{k_{NL}} \right)^3 \left\{ c_{st,2} \Delta^{ij}_{st,2}(\bar{k}) + c_3 \left( \frac{k^r_{NL}}{aH} \frac{k_i k_j}{k_{NL}^2} v_l(\bar{k}) + 2 \text{ perms.} \right) + 3ic_1 \frac{k_i k_j k_l}{k_{NL}^3} \delta(\bar{k}) \right\} + ic_5 \left( \frac{k_i}{k_{NL}} \delta_{ij} + 2 \text{ perms.} \right) \delta(\bar{k})$$

$$[v^3_\mu \delta]_{R,k} \supset \bar{z}^i \bar{z}^j \left( \frac{aH}{k_{NL}^3} \right)^2 \left\{ c_{st,3} \Delta^{ij}_{st,3}(\bar{k}) + c_6 \frac{k_i k_j}{k_{NL}^2} \delta(\bar{k}) \right\} + ic_7 \left( \frac{aH}{k_{NL}^3} \frac{k^2(v_i(\bar{k}) + k_j v_j(\bar{k}))}{k_{NL}^3} \right) \right\}.$$

We allow the stochastic fields to have any tensor structure that is compatible with the transformation properties of $\bar{v}^i$. At leading order in derivatives, we have

$$\langle \Delta^{ij}_{st,a}(\bar{k}) \Delta^{kl}_{st,b}(\bar{k}) \rangle = \left( \frac{2\pi}{k_{NL}^3} \right)^3 \delta_D(\bar{k} + \bar{k}') \left( \delta^{ij} \delta^{kl} C^{(1)}_{ab} + \left( \delta^{ik} \delta^{jl} + \delta^{jk} \delta^{il} \right) C^{(2)}_{ab} \right), \quad (6.7)$$

and

$$\langle \Delta^{ij}_{st,a}(\bar{k}) \Delta^{km}_{st,b}(\bar{k}) \rangle = \left( \frac{2\pi}{k_{NL}^3} \right)^3 \delta_D(\bar{k} + \bar{k}') \left( \delta^{ij} \delta^{kl} \frac{k^m}{k_{NL}^3} + 2 \text{ perms.} \right) C^{(4)}_{ab}$$

$$+ \left( \delta^{ik} \delta^{jl} + \delta^{jk} \delta^{il} \right) \frac{k^m}{k_{NL}^3} + 2 \text{ perms.} \right) C^{(5)}_{ab} + \left( \frac{k^i}{k_{NL}^3} \delta^{ik} \delta^{jm} + 2 \text{ perms.} \right) C^{(6)}_{ab}, \quad (6.8)$$

where $C^{(i)}_{ab}$ are order-one numbers. These stochastic terms have no correlations with the matter fields, but they may have correlations with the dark-matter stochastic fields.

Evaluating these on the linear solutions and combining degenerate terms gives a contribution to $\delta_\nu(\bar{k})$ at the next lowest order in $k/k_{NL}^r$ of

$$\delta_\nu(\bar{k}) \supset -\frac{1}{2} \left( \frac{k}{k_{NL}^r} \right)^4 \left( \bar{c}^2_1 \mu^2 + \bar{c}^2_2 \mu^4 + \bar{c}^2_3 \mu^6 \right) \delta_1(\bar{k}) - c_{st} \mu^2 \left( \frac{k}{k_{NL}^r} \right)^2 \Delta_{st}(\bar{k}) \quad (6.9)$$

where we have absorbed factors of $f$ into the time dependent coefficients. Notice that in the stochastic terms, higher powers in $\mu$ are accompanied by higher powers in $k$, so we have only included the lowest order here, and $c_{st} \Delta_{st} = \frac{1}{2} (c_{st,1} \Delta^{ij}_{st,1}(\bar{k}) + c_{st,2} \Delta^{ij}_{st,2}(\bar{k})) \bar{z}_i \bar{z}_j$. This leads to a contribution to the power spectrum of the form

$$P_{k^4, c.t.}^r = -\left( \frac{2\pi}{k_{NL}^r} \right)^2 \left( \frac{2\pi}{4} \right)^2 \left( \frac{k}{k_{NL}^r} \right)^4 \frac{P_r^{11}(k)}{k_{NL}^r}$$

$$+ \frac{(2\pi)^2}{4} \left( \frac{k}{k_{NL}^r} \right)^2 \left( \frac{k}{k_{NL}^r} \right)^4 \left( \frac{k}{k_{NL}^r} \right)^4 (\frac{2\pi}{k_{NL}^r} \right)^2, \quad (6.10)$$
where the first term on the second line comes from squaring the piece already present in Eq. (2.14). We have redefined $c_{st}$ to absorb the parameters $C_{ab}^{(i)}$, and we have redefined all of the $c^2$ constants by $c^2 \rightarrow (2\pi)^2 c^2$. Indeed, the leading stochastic piece in the power spectrum is proportional to $(k/k_{NL}^r)^4$.

In Figure 5, we take $k_{NL}^r = k_{NL}/2.5$ as an example, and present the results at $z = 0.56$. The parameters that we use in Figure 5 are

\[
\begin{align*}
\bar{c}_1^2 &= -0.54 (k_{NL}/h\text{Mpc}^{-1})^2 = -3.4 (k_{NL}/h\text{Mpc}^{-1})^2 \\
\bar{c}_2^2 &= 0.076 (k_{NL}/h\text{Mpc}^{-1})^2 = 0.48 (k_{NL}/h\text{Mpc}^{-1})^2 \\
\bar{c}_3^2 &= 0.13 (k_{NL}/h\text{Mpc}^{-1})^4 = 5.1 (k_{NL}/h\text{Mpc}^{-1})^4 \\
\bar{c}_5^2 &= -0.035 (k_{NL}/h\text{Mpc}^{-1})^4 = 1.4 (k_{NL}/h\text{Mpc}^{-1})^4 \\
\bar{c}_3^2 &= 0.026 (k_{NL}/h\text{Mpc}^{-1})^4 = 1.0 (k_{NL}/h\text{Mpc}^{-1})^4
\end{align*}
\]

which are more comparable to the dark-matter speed of sound $c_s^2 = 0.31 (k_{NL}/h\text{Mpc}^{-1})^2$ after we assumed that $k_{NL}^r = k_{NL}/2.5$. With these parameters, the theory fits until $k \approx 0.18 h\text{Mpc}^{-1}$. The parameters that we use in Figure 5, including the stochastic term, are

\[
\begin{align*}
\bar{c}_1^2 &= -0.54 (k_{NL}/h\text{Mpc}^{-1})^2 = -3.4 (k_{NL}/h\text{Mpc}^{-1})^2 \\
\bar{c}_2^2 &= 0.072 (k_{NL}/h\text{Mpc}^{-1})^2 = 0.45 (k_{NL}/h\text{Mpc}^{-1})^2 \\
\bar{c}_3^2 &= 0.14 (k_{NL}/h\text{Mpc}^{-1})^4 = 5.5 (k_{NL}/h\text{Mpc}^{-1})^4 \\
\bar{c}_5^2 &= -0.041 (k_{NL}/h\text{Mpc}^{-1})^4 = 1.6 (k_{NL}/h\text{Mpc}^{-1})^4 \\
\bar{c}_3^2 &= 0.053 (k_{NL}/h\text{Mpc}^{-1})^4 = 2.1 (k_{NL}/h\text{Mpc}^{-1})^4 \\
c_{st}^2 &= 5.0 (k_{NL}/h\text{Mpc}^{-1})^4 = 195 (k_{NL}/h\text{Mpc}^{-1})^4
\end{align*}
\]

In order for the stochastic term to have an effect, we needed $c_{st}^2 = 5.0 (k_{NL}/h\text{Mpc}^{-1})^4$, which is much larger than the other coefficients. Even with the large parameter, the fit is not significantly improved. Thus, unless there is a reason for the coefficient to be this large, the stochastic piece can be neglected at this order.
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Figure 5: Here, we show two possible improvements in the small \( k_{NL}^r \) limit at \( z = 0.56 \). The dark blue curve is the one-loop IR-resummed EFT prediction with \( \tilde{c}_2^1 = -0.56 \left( \frac{k_{NL}}{h \text{Mpc}^{-1}} \right)^2 \) and \( \tilde{c}_2^2 = 0.13 \left( \frac{k_{NL}}{h \text{Mpc}^{-1}} \right)^2 \), the same as in Figure 2 but we have set \( k_{NL}^r = k_{NL}/2.5 \). The dashed green curve includes the \( \left( \frac{k}{k_{NL}^r} \right)^4 P_{11} \) counter terms with no stochastic piece and the remaining parameters given by Eq. (6.11). The dashed red curve includes the stochastic piece and has parameters \( \tilde{c}_2^1 = -0.54 \left( \frac{k_{NL}}{h \text{Mpc}^{-1}} \right)^2 \), \( \tilde{c}_2^2 = 0.072 \left( \frac{k_{NL}}{h \text{Mpc}^{-1}} \right)^2 \) and the remaining parameters given by Eq. (6.12). Thus, including these higher order terms can extend the fits until \( k \approx 0.18 \, h \text{Mpc}^{-1} \) without the stochastic term, and to \( k \approx 0.2 \, h \text{Mpc}^{-1} \) with the stochastic term. The dot-dashed red curve, the gray dot-dashed curve, and the green region are the same as in Figure 2.

Appendices

A Conventions and Legendre Polynomial Identities

In this paper, we use the standard conventions for the power spectrum in redshift space with line of sight \( \hat{z} \)

\[
P^r(k, \hat{k} \cdot \hat{z}) = \sum_{\ell} \mathcal{P}_\ell(\hat{k} \cdot \hat{z}) P^r_\ell(k) \tag{A.1}
\]

\[
P^r_\ell(k) = \frac{2\ell + 1}{2} \int_{-1}^{1} d\mu \mathcal{P}_\ell(\mu) P^r(k, \mu) \tag{A.2}
\]

\[
\xi^r(q, \hat{q} \cdot \hat{z}) = \int \frac{d^3\hat{k}}{(2\pi)^3} e^{i\hat{k} \cdot \hat{q}} P^r(k, \hat{k} \cdot \hat{z}) = \sum_{\ell} \mathcal{P}_\ell(\hat{q} \cdot \hat{z}) \xi^r_\ell(q) \tag{A.3}
\]

\[
\xi^r_\ell(q) = i^\ell \int dk \frac{k^2}{2\pi^2} P^r_\ell(k) j_{\ell}(kq) \tag{A.4}
\]

\[
P^r_\ell(k) = 4\pi(-i)^\ell \int dq q^2 \xi^r_\ell(q) j_{\ell}(kq) , \tag{A.5}
\]
where \( P^r \) is the power spectrum in redshift space, \( \xi^r \) is the correlation function in redshift space, and \( \mathcal{P}_l \) is the \( \ell \)th Legendre polynomial. The first few Legendre polynomials are \( \mathcal{P}_0(\mu) = 1, \mathcal{P}_1(\mu) = \mu, \) and \( \mathcal{P}_2(\mu) = (3\mu^2 - 1)/2. \) A few useful identities are

\[
\sum_{\ell} i^{\ell}(2\ell + 1) j_\ell(kq) \mathcal{P}_\ell(k \cdot \hat{q}) = e^{ikq(k \cdot \hat{q})} \tag{A.6}
\]

\[
\int_0^\infty dr \ r^2 j_\ell(kr) j_\ell(k'r) = \frac{\pi}{2k^2} \delta(k - k') \tag{A.7}
\]

\[
\int d^2 \hat{q} \mathcal{P}_\ell(k \cdot \hat{q}) \mathcal{P}_\ell(\hat{q} \cdot \hat{z}) = \frac{4\pi}{2\ell + 1} \delta_{\ell\ell'} \mathcal{P}_\ell(k \cdot \hat{z}) \tag{A.8}
\]

where \( j_\ell \) is the spherical Bessel function of type \( \ell \).

## B IR-resummation in Real Space

In this Appendix, we run some consistency checks on the new method of IR-resummation for the real space dark-matter power spectrum. In terms of the notation used in this paper, this is given by

\[
P(k) \bigg|_N = \sum_{j=0}^N \left( \int \frac{dk \ k^2}{2\pi^2} \Delta M_{||N-j}(k; k')_{00} P(k')_j \right. \\
+ \frac{1}{2} e^{-\frac{k^2}{2} X_1^\infty} \left[ \kappa^{(ny)}_{||N-j}(k, \infty) \right]_{a00} I^2_{00}(k, \infty) P(k)_j \bigg) \bigg|_{f=0} \tag{B.1}
\]

In the real-space case, \( \tilde{K}_0(k, \tilde{q}) \cdot \tilde{K}_0^{-1}(\tilde{k}, \tilde{q}) \bigg|_{N-j} \) does not depend on \( \mu_k \) or \( \mu_q \), so \( \left[ \kappa^{(ny)}_{||N-j}(k, q) \right]_{abc} \) is zero unless \( a = 0 \) and \( b = 0 \). Furthermore,

\[
\left[ \kappa^{(ny)}_{||N-j}(k, \infty) \right]_{000} \bigg|_{f=0} = e^{\frac{k^2}{2} X_1^\infty} \bigg|_{N-j} \tag{B.2}
\]

is just the expansion of \( e^{\frac{k^2}{2} X_1^\infty} \) to order \( N - j \). This leads to

\[
P(k) \bigg|_N = \sum_{j=0}^N \left( \int \frac{dk \ k^2}{2\pi^2} \Delta M_{||N-j}(k; k')_{00} P(k')_j + e^{-\frac{k^2}{2} X_1^\infty} \left[ \kappa^{(ny)}_{||N-j}(k, \infty) \right]_{000} P(k)_j \right) \bigg|_{f=0} \tag{B.3}
\]

where

\[
\Delta M_{||N-j}(k, k')_{00} = 4\pi \int dq \ q^2 j_0(kq') \left( e^{-\frac{k^2}{2} (X_1(q) + \alpha Y_1(q))} \sum_c e^{\frac{k^2}{2} X_1(q)} \left[ \kappa^{(ny)}_{||N-j}(k, q) \right]_{00c} \\
- e^{-\frac{k^2}{2} X_1^\infty} \left[ \kappa^{(ny)}_{||N-j}(k, \infty) \right]_{000} J_0(kq) \right) \bigg|_{f=0} \tag{B.4}
\]

Thus, after the expansion in terms of \( k^2 Y_1 \), the resummation has been simplified by performing the integral over \( d^2 \hat{q} \) in terms of simple analytical functions. The accuracy of this approach depends
only on \( n_Y \), and can be made arbitrarily accurate by expanding to higher orders. Before the integral over \( dq \), we only need to perform the fast analytic manipulations of computing \( j_{0}^{(c)} \) and extracting the coefficients \( \kappa_{nY-j}(k,q) \). In Figure 6, we show the result for \( n_Y = 1, 2, 3 \), and see that the result changes only slightly from \( n_Y = 1 \) to \( n_Y = 2 \), and changes by an imperceptible amount from \( n_Y = 2 \) to \( n_Y = 3 \).

![Figure 6](image)

Figure 6: This plot shows the convergence of our approximation scheme in the \( k^2Y_1 \) expansion, and compares it to the method of resummation in [9, 16]. The thin solid blue curve is the method presented in this paper at one loop with \( n_Y = 1 \) (it is barely distinguishable from the thick dashed blue curve), the thick dashed blue curve is the method in this paper with \( n_Y = 2 \) and \( n_Y = 3 \) (they are indistinguishable on this plot), the thick green dashed curve is the method from [9, 16], and the dot-dashed red curve is the non-resummed, one-loop EFT power spectrum. The value of \( c_s^2 \) has been chosen to emphasize the resummation, not to correspond to the physical theory.

In Figure 6, we also plot the result of the method of resummation in [9, 16], where we see that the two are essentially identical except for an offset at high \( k \). This offset is due to the fact that, at one loop, both of the resummation techniques are only accurate to order \( \epsilon_\delta \), and can differ by an amount \( \epsilon_3 \). The difference is recovered order by order in the loop expansion.

### C Results at \( z = 0 \)

In Figure 7 we present our fit to the BigMultiDark dark-matter power spectrum [27] at \( z = 0 \), and in Figure 8 we show our results in redshift space. We find that the theory fits until about \( k \approx 0.12 \) hMpc\(^{-1} \) if we only include the quadratic counter terms, and it fits until about \( k \approx 0.15 \) hMpc\(^{-1} \) if we include the \((k/k_{NL})^4\) counter terms. We also find that the stochastic terms have a very small effect on the final result, even if the coefficient is large. In Figure 8, we show the prediction with
only quadratic counter terms, using the values

\[ c_s^2 = 0.20 \left( \frac{k_{NL}}{h \text{Mpc}^{-1}} \right)^2 \]  
\[ c_1^2 = 0.33 \left( \frac{k_{NL}}{h \text{Mpc}^{-1}} \right)^2 = 2.1 \left( \frac{k_{NL}}{h \text{Mpc}^{-1}} \right)^2 \]  
\[ c_2^2 = 0.080 \left( \frac{k_{NL}}{h \text{Mpc}^{-1}} \right)^2 = 0.50 \left( \frac{k_{NL}}{h \text{Mpc}^{-1}} \right)^2 \]

where we have assumed \( k_{NL}^r = k_{NL}/2.5 \) as in Section 6. When including the leading \( (k/k_{NL}^r)^4 P_{11} \) counter terms, in Figure 8 we use

\[ c_1^2 = 0.30 \left( \frac{k_{NL}}{h \text{Mpc}^{-1}} \right)^2 \]  
\[ c_2^2 = 0.074 \left( \frac{k_{NL}}{h \text{Mpc}^{-1}} \right)^2 = 0.46 \left( \frac{k_{NL}}{h \text{Mpc}^{-1}} \right)^2 \]  
\[ c_1^2 = 0.21 \left( \frac{k_{NL}}{h \text{Mpc}^{-1}} \right)^4 = 8.2 \left( \frac{k_{NL}}{h \text{Mpc}^{-1}} \right)^4 \]  
\[ c_2^2 = -0.0023 \left( \frac{k_{NL}}{h \text{Mpc}^{-1}} \right)^4 = 0.090 \left( \frac{k_{NL}}{h \text{Mpc}^{-1}} \right)^4 \]  
\[ c_3^2 = -0.026 \left( \frac{k_{NL}}{h \text{Mpc}^{-1}} \right)^4 = 1.0 \left( \frac{k_{NL}}{h \text{Mpc}^{-1}} \right)^4 \].

As at \( z = 0.56 \), we find that in order for the stochastic piece to have any effect, we need \( c_{st}^2 = 4.00 \left( \frac{k_{NL}}{h \text{Mpc}^{-1}} \right)^4 \) (with the other coupling constants roughly the same, see Figure 7), which is much larger than the coupling constants above. Even when the coefficient is this large, the effect is small, so we conclude that the stochastic piece does not improve our fits at this order. For completeness, in this case the coefficients are given by

\[ c_1^2 = 0.30 \left( \frac{k_{NL}}{h \text{Mpc}^{-1}} \right)^2 \]  
\[ c_2^2 = 0.063 \left( \frac{k_{NL}}{h \text{Mpc}^{-1}} \right)^2 = 0.39 \left( \frac{k_{NL}}{h \text{Mpc}^{-1}} \right)^2 \]  
\[ c_1^2 = 0.23 \left( \frac{k_{NL}}{h \text{Mpc}^{-1}} \right)^4 = 9.0 \left( \frac{k_{NL}}{h \text{Mpc}^{-1}} \right)^4 \]  
\[ c_2^2 = 0.0068 \left( \frac{k_{NL}}{h \text{Mpc}^{-1}} \right)^4 = 0.27 \left( \frac{k_{NL}}{h \text{Mpc}^{-1}} \right)^4 \]  
\[ c_3^2 = -0.018 \left( \frac{k_{NL}}{h \text{Mpc}^{-1}} \right)^4 = 0.70 \left( \frac{k_{NL}}{h \text{Mpc}^{-1}} \right)^4 \]  
\[ c_{st}^2 = 4.00 \left( \frac{k_{NL}}{h \text{Mpc}^{-1}} \right)^4 = 156 \left( \frac{k_{NL}}{h \text{Mpc}^{-1}} \right)^4 \].

## D Freeing the Time Dependence

In redshift space, the time dependence of \( c_s^2 \) is important, even at a single redshift, because \( c_s^2 \) enters in Eq. (2.15). In a scaling universe with slope \( n \), the time dependence of \( c_s^2 \) is determined by the scaling symmetry to be \( c_s^2(t) \propto D^{1/(3+n)} \). However, in the real universe, this time dependence is only approximate. Thus, we don’t know exactly how \( c_s^2 \) is related to \( c_s^2 \) in Eq. (2.15). In general it should be included as an additional parameter of the effective field theory. To parametrize the time dependence we make the replacement

\[ \frac{dc_s^2}{d \log a} \rightarrow \frac{dc_s^2}{d \log a} (1 + \gamma) \]  

and expect \( \gamma \lesssim \mathcal{O}(1) \) because of the approximate scaling symmetry. We find that including this does not significantly change any of the fits. Figures 9 and 10 show the results at \( z = 0 \) and \( z = 0.56 \) respectively.
Figure 7: Here, we compare the EFT prediction with $c_s^2 = 0.20 \left( \frac{k_{NL}}{h \text{Mpc}^{-1}} \right)^2$ to the BigMultiDark dark-matter power spectrum [27] at $z = 0$. The dark blue curve is the one-loop IR-resummed EFT prediction, the red dot-dashed curve is the non-resummed EFT prediction, the gray dot-dashed curve is one-loop SPT, and the green region is the error on the data, where we have included a 1% systematic error.
Figure 8: Here, we summarize our results at $z = 0$. The dark blue curve is the one-loop IR-resummed EFT prediction with $c_2^1 = 0.33 \left( k_{NL} / h \text{Mpc}^{-1} \right)^2$ and $c_2^2 = 0.080 \left( k_{NL} / h \text{Mpc}^{-1} \right)^2$. The dashed green curve includes the $\left( k / k_{NL} \right)^4 P_{11}$ counter terms with no stochastic piece and parameters $c_1^2 = 0.30 \left( k_{NL} / h \text{Mpc}^{-1} \right)^2$, $c_2^2 = 0.074 \left( k_{NL} / h \text{Mpc}^{-1} \right)^2$, and the rest of the parameters given by Eq. (C.2). The dashed red curve includes the stochastic piece and has parameters $c_1^2 = 0.30 \left( k_{NL} / h \text{Mpc}^{-1} \right)^2$, $c_2^2 = 0.063 \left( k_{NL} / h \text{Mpc}^{-1} \right)^2$, and the rest of the parameters given by Eq. (C.3). Including only $k^2$ counter terms, the EFT fits until about $k \approx 0.12 h \text{Mpc}^{-1}$. Including the $k^4$ terms can extend the fits until $k \approx 0.15 h \text{Mpc}^{-1}$ without the stochastic term; the stochastic term makes only a small difference. The dot-dashed red curve, the gray dot-dashed curve, and the green region are the same as in Figure 2.
Figure 9: We present the results of freeing the time dependence of $c_s^2$ at $z = 0$. The thick blue curve is best fit for $z = 0$ from Figure 8: $c_s^2 = 0.20 (k_{NL}/ h \text{Mpc}^{-1})^2$, $c_1^2 = 2.1 (k_{NL}/ h \text{Mpc}^{-1})^2$, $c_2^2 = 0.50 (k_{NL}/ h \text{Mpc}^{-1})^2$. The dashed blue curve is the new fit with $c_s^2 = 0.20 (k_{NL}/ h \text{Mpc}^{-1})^2$, $c_1^2 = 2.4 (k_{NL}/ h \text{Mpc}^{-1})^2$, $c_2^2 = 0.13 (k_{NL}/ h \text{Mpc}^{-1})^2$, and $\gamma = 0.5$. 

![Graphs showing the results of freeing the time dependence of $c_s^2$ at $z = 0$. The thick blue curve is best fit for $z = 0$ from Figure 8: $c_s^2 = 0.20 (k_{NL}/ h \text{Mpc}^{-1})^2$, $c_1^2 = 2.1 (k_{NL}/ h \text{Mpc}^{-1})^2$, $c_2^2 = 0.50 (k_{NL}/ h \text{Mpc}^{-1})^2$. The dashed blue curve is the new fit with $c_s^2 = 0.20 (k_{NL}/ h \text{Mpc}^{-1})^2$, $c_1^2 = 2.4 (k_{NL}/ h \text{Mpc}^{-1})^2$, $c_2^2 = 0.13 (k_{NL}/ h \text{Mpc}^{-1})^2$, and $\gamma = 0.5$.](image-url)
Figure 10: We present the results of freeing the time dependence of $c_s^2$ at $z = 0.56$. The thick blue curve is best fit for $z = 0.56$ from Figure 2: $c_s^2 = 0.31 \left( \frac{k_{NL}}{h\text{Mpc}^{-1}} \right)^2$, $c_1^2 = -3.5 \left( \frac{k_{NL}}{h\text{Mpc}^{-1}} \right)^2$, and $c_2^2 = 0.81 \left( \frac{k_{NL}}{h\text{Mpc}^{-1}} \right)^2$. The dashed blue curve is the new fit with $c_s^2 = 0.31 \left( \frac{k_{NL}}{h\text{Mpc}^{-1}} \right)^2$, $c_1^2 = -3.9 \left( \frac{k_{NL}}{h\text{Mpc}^{-1}} \right)^2$, $c_2^2 = 0.76 \left( \frac{k_{NL}}{h\text{Mpc}^{-1}} \right)^2$, and $\gamma = 0.09$. 

\[
\begin{align*}
\bar{c}^2_1 & = -3.9 \left( \frac{k_{NL}}{h\text{Mpc}^{-1}} \right)^2 \\
\bar{c}^2_2 & = 0.76 \left( \frac{k_{NL}}{h\text{Mpc}^{-1}} \right)^2, \quad \text{and} \quad \gamma = 0.09.
\end{align*}
\]
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