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ABSTRACT
With the huge growth in e-commerce domain, product recommendations have become an increasing field of interest amongst e-commerce companies. One of the more difficult tasks in product recommendations is size and fit predictions. There are a lot of size related returns and refunds in e-fashion domain which causes inconvenience to the customers as well as costs the company. Thus having a good size and fit recommendation system, which can predict the correct sizes for the customers will not only reduce size related returns and refunds but also improve customer experience. Early works in this field used traditional machine learning approaches to estimate customer and product sizes from purchase history. These methods suffered from cold start problem due to huge sparsity in the customer-product data. More recently, people have used deep learning to address this problem by embedding customer and product features. But none of them incorporates valuable customer feedback present on product pages along with the customer and product features. We propose a novel approach which can use information from customer reviews along with customer and product features for size and fit predictions. We demonstrate the effectiveness of our approach compared to using just product and customer features on 4 datasets. Our method shows an improvement of 1.37% - 4.31% in F1 (macro) score over the baseline across the 4 different datasets.
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1 INTRODUCTION
Online fashion market is expected to grow at 11.4% per year [21]. Returns, where size issue is a considerable piece of the pie, are the bane for the fashion e-commerce companies. Up to 40% of online fashion products are returned [3]. In store purchases, consumers prefer to see, touch, and try-on apparel before purchasing. They lack similar engaging experience in online shopping.

In online shopping, consumers rely on symbolic sizes (e.g. ‘S’, ‘M’, ‘L’) to make their purchase decisions. Though symbolic sizes are mentioned in products, they vary between brands. Sometimes there is size variation within a brand [20]. Consumers also use size guides. Size guides provide a mapping from the standard sizes to corresponding physical sizes, in cm or inches. There are multiple symbolic sizing schemes (e.g. ‘US’, ‘UK’, ‘EU’) in a size guide. These size guides are usually at a brand level and do not capture finer fit details of a product. They are cumbersome to enact and require measuring instruments at their disposal. Further, due to vanity sizing, consuming symbolic sizes can be tricky. Thus, sizes mentioned on the products are no longer enough to make a purchase.

Customers when buying a product look for the products with the right fit. They usually return the product if it does not fit. It is important that e-commerce platforms provide accurate recommendation tips to customers. This helps the customers in three ways. Firstly it helps in reducing the customers’ returns. Secondly, it eases customers in finding their right fit enriching their shopping experience online and hence might boost conversions. Thirdly it helps in building customer loyalty. Hence we need a good size and fit recommendation system which can help customers in choosing the right fit.

There have been various solutions proposed for size and fit recommendation. Most of the earlier solutions used traditional approaches to embed customer product transactions to determine the right size for the customers. These approaches suffer from the cold start problem because the customer-product transaction data is sparse. Recently deep learning approaches [3, 4, 20] which use customer and product features along with transaction data have been proposed which tries to mitigate this problem. None of the current approaches use the customer reviews present on the product page. These reviews often contain information that can help in predicting size/fit of new customers. When customers return a product they might give some information in the review which indicates the size/fit of the product. Though [1] uses reviews to do fit prediction, they only classify each review as small fit or large. Such a model alone cannot help in recommending size for a new customer. Hence we propose a Deep Learning based approach that uses customer reviews along with product and customer information to predict the right fit.

Our contributions are:

• We propose a novel approach of leveraging size and fit information in customer reviews present on E-Commerce platforms for size and fit predictions.
• We demonstrate how user reviews given by customer on product pages of E-Commerce platforms can be embedded using state-of-the-art pre-trained language models (such as BERT [2]) and used along with product and customer features for improving size and fit prediction models. To our
Then, they employ metric learning techniques to address the class imbalance issues. The rest of the paper is organized as follows. Section 2 describes the related work. Section 3 describes the problem formulation for size and fit recommendation system. Section 4 describes our experiments and datasets used. Experimental results are reported in Section 5 and finally we conclude in section 6.

2 RELATED WORK

In literature, of late there has been a lot of focus on the size and fit problem [18, 19]. Abdulla et al. [17] embed both users and products using skip-gram based Word2Vec model [15] and employ GBM classifier [5] to predict the fit. A latent factor model was proposed by Sembium et al. [18], which was later follow-up by a Bayesian formulation [19] to predict the size of a product (small, fit, large). In [19] Bayesian logistic regression with ordinal categories was used. They proposed an efficient algorithm for posterior inference based on mean-field variational inference and Polya-Gamma augmentation. Guigourès et al. employed a hierarchical Bayesian model [6] for personalized size recommendation. Misra et.al. [16] learn the fit semantics by modeling it as an ordinal regression problem. Then, they employ metric learning techniques to address the class imbalance issues.

Recently, deep learning approaches have been used to solve the size recommendation problem with encouraging results [3, 12, 20]. Deep Learning approaches unlike the traditional approaches are able to scale well with large amounts of data. SFNET [20] provides recommendations at the user cross product level using a deep learning based content collaborative approach. The approach can learn from cross-correlations that exist across fashion categories. They use both purchase and returns data as well as customer and article features for personalized size and fit prediction. Dogani et al. [3] addressed the sparsity problem by learning latent representation at a brand level using neural collaborative filtering [8]. Then, fine-tuning the product representation by transfer learning from brand representation. Lasserre et al. [12] use a deep learning based meta learning approach. Their approach is based on the premise that, given the purchase history of a customer \( i \), products \( x_i \) and their corresponding size estimates \( y_{ij} \) share a strong linear relationship. Baier et al. [1] derive product fit feedback from customer reviews using natural language processing techniques which is then used to infer the right fit.

A few approaches explore the use of product images or 3D scan of products to predict the right fit for a customer. SizeNet [10] uses product images to infer whether the product will have fit issues for a customer. ViBE uses a computer vision approach to develop a body-aware embedding that captures garment’s affinity with different body shapes [9]. The approach learns the embedding from images of models of various shapes and sizes wearing the product, displayed on catalog. [4] proposes PreSize – a size prediction framework that utilizes Transformers to capture the relationship between various item attributes (e.g., brand, category, etc.) and its purchased size by encoding items and user’s purchase history.

In industrial applications, customers are looped in for size recommendation. These applications ask targeted questions to acquire biometric measurements, e.g. height, weight, age, waist of the customer. They also ask queries related to previous purchases, e.g. “Which brand and size of shoe do you find most comfortable?”. These data points are further used to predict for cold start customers. However, the downside is that it may add friction in the consumer path.

In this work, we focus on using customer reviews, purchases and returns data of the customers, product information in predicting the right fit for a customer. Customer reviews might contain crucial size and fit information which might help in predicting the right fit to a customer over using product and customer information alone. To extract the information from customer reviews we have embedded the reviews using a pre-trained language model [2]. A more detailed description of the model is discussed in Section 3.

3 SIZE AND FIT RECOMMENDATION

We model the size and fit problem as a classification problem where given a product and a customer we want to predict if the product will ‘fit’ the customer, or it will be ‘small’ or ‘large’ for the customer. The following subsections explain the problem formulation and the model architecture.

3.1 Problem Formulation

Given a customer \( C \), a product \( P \), and a set of reviews for the product \( R \), we want to predict if the product will be small, fit or large for the customer. Both product and customer are defined by their respective features \( P = \{p_i\} \) and \( C = \{c_i\} \) where each feature can be either continuous or categorical. \( R = \{r_i\} \) consists of the reviews left by customers on the product page. We define the output space as \( F = \{\text{small, fit, large}\} \). We want to learn the probability distribution of \( F \) given \( C, P, \) and \( R \) i.e. \( p_\theta(f | C, P, R) \) where \( \theta \) denotes the model parameters.
### 3.2 Neural Network architecture

The network architecture consists of 3 input pathways for customer, product and review inputs which are then followed by a combined pathway that outputs the final prediction. Each pathway consists of a series of residual blocks [7].

Firstly for the product input features, the numerical features like size are normalized and the categorical features like brand, fabric etc are converted to vectors using embedding layers. These are then concatenated together \( h_p \) and passed through a residual block (product input pathway) to generate product embedding \( e_p \). The same is done for the customer features to generate customer embedding \( e_c \). For the reviews, each review is encoded using a pre-trained language model (more details in section 3.3). The embeddings are then averaged and passed through another residual block \[7\] similar to the ones used for customer and product input pathways.

\[
\begin{align*}
  h_{ci} &= \begin{cases} 
    \text{NormalizationLayer}(c_i) & \text{if } c_i \text{ is numerical} \vspace{3mm} \\
    \text{EmbeddingLayer}(c_i) & \text{if } c_i \text{ is categorical}
  \end{cases} \\
  h_c &= \bigoplus_i h_{ci} \tag{8} \\
  e_c &= \text{Customer Input Pathway}(h_c) \tag{9}
\end{align*}
\]

The embedding from the pathways are combined as \( [e_c, e_p, e_r] \) and passed through the combined pathway. The combined pathway again consists of a series of residual blocks which is followed by a softmax layer.

\[
\begin{align*}
  e &= e_c \odot e_p \odot e_r \tag{10} \\
  o &= \text{Combined Pathway}(e) \tag{11} \\
  p_\theta(f|C, P, R) &= \text{softmax}(o) \quad f \in F \tag{12} \\
  y &= \underset{f \in F}{\text{argmax}} \, p_\theta(f|C, P, R) \tag{13}
\end{align*}
\]

The number of output labels is related to the reason codes provided by the customer. Customers return products when there are size and fit issues. They select the following reason codes: ‘Size smaller’ or ‘Size larger’. Based on this premise our size recommendations are of the form ‘buy one size small’ or ‘buy one size large’. When the product is true to size no recommendation is shared with the customer. In total there are three classes we wish to determine; small, large and fit corresponding to ‘buy one size large’, ‘buy one size small’ and true to size, respectively.

### 3.3 Review Embeddings

We embed reviews using a pre-trained language model before passing on to review input pathway. We use BERT [2] as the pre-trained language model here (we have experimented with different language models and found that BERT [2] gives the best results). We pre-train BERT [2] in a variety of ways and report numbers on each pre-trained model. We train some of the BERT [2] model on review fit classification task where each review is labeled {small, fit, large} which helps the model learn about the fit information present in the review text that can help in subsequent size and fit prediction task. More details is given in section 4.2. Each product may have zero, one or many reviews. Since we want a single review feature for each product, therefore in case of many reviews we aggregate the review embedding vectors of all the reviews for a given product to get a single vector. To do this we average over all the embedding vectors. In case of zero reviews we use a default vector of all zeros.

### 4 EXPERIMENTS

We demonstrate that size and fit prediction models can leverage information present in customer reviews to improve their performance by comparing our approach with SFINet [20] which uses only customer and product features on 4 different datasets (each a separate category) - Women Jacket, Women Kurta and Kurti, Mens Jean and Mens Polo Tshirt.
### 4.1 Dataset

We have collected product details, purchase and returns data, and customer reviews for the following categories: Women Jacket, Women Kurta and Kurti, Mens Jean and Mens Polo Tshirt. We label each purchase with small or large based on if the customer has returned the product stating small size or large size as the reason respectively. If the customer has not returned the product, then we label it as fit. Table 1 shows the data statistics of all the categories we have trained on. We have split each dataset in 80:10:10 train validation and test split. We also create a reviews dataset for each category which is used to train the BERT model [2] for embedding the customer reviews. Here each review is labeled as small, fit or large based on the criteria mentioned above. We also use a public dataset - Modcloth [16], for training the BERT model [2] to show the effectiveness of transfer learning when labeled reviews dataset is not available.

### 4.2 Models

We have trained the language model in the following ways:

- **BERT-Modcloth**: We have trained a BERT model [2] on the fit classification task with the Modcloth reviews dataset.
- **BERT-FC**: We have trained a BERT model [2] on the fit classification task with the reviews of the given dataset.
- **FKBERT**: We have trained a ROBERTa model [13] on various text e-commerce data such as product description, reviews, question-answers, etc. on the masked language modeling task.
- **FKBERT-FC**: We have fine-tuned the FKBERT model on the fit classification task with reviews of the given dataset.

We also report numbers on **Only Reviews** which uses the predictions by the bert model directly and determines the class of the product using majority voting of the review predictions. For the baseline we compare against SFNet model [20] which uses just customer and product features for prediction.

### 4.3 Hyperparameters, Training and Evaluation

We have used the same hyperparameters for all the datasets. Details of the hyperparameters are given in Table 2.

We have first trained the BERT [2] model on the reviews dataset. We have used AdamW [14] optimizer with a learning rate set to 2e-5 for training the BERT model.

For training the rest of the model, we have used Adam [11] optimizer with learning rate 1e-2. Since the dataset is highly skewed towards the fit class, hence we have re-sampled the fit class instances such that the number of fit instances in the training data is equal to the number of small + large instances. This prevents the model from over-fitting to the fit class. The model is trained for a maximum of 100 epochs and the epoch with the best validation F1 is chosen. For evaluation, we report the F1-macro scores.

### 5 RESULTS

We perform a set of experiments on the 4 different datasets mentioned in section 4.1. Our baseline model is the SFNET [20] model which does not use customer reviews. We report the improvement of F1 (Macro) score over the baseline (SFNet [20]) on the 4 models discussed in 4.2 in table 3. Results show that there is a significant improvement when reviews are used with other features. Even without labeled reviews data, we get 0.43% - 1.94% improvement on the baseline model using transfer learning from public datasets. Also, we observe that pre-training with e-commerce textual data also improves performance as can be seen from FKBERT and FKBERT-FC numbers. The biggest improvement is shown when the language model is first pre-trained on generic e-commerce data and then fine-tuned on the fit classification task. FKBERT-FC shows 1.37% - 4.31% improvement in macro F1 over the baseline. We also observe that reviews by themselves cannot be used alone for fit prediction as shown by the low numbers of the Only Reviews model.

### 6 CONCLUSION AND FUTURE WORK

Size and Fit recommendation is an important problem in e-commerce because it helps customers in choosing the right fit and thereby reduces size and fit related returns. Most of the earlier works embedded user and product information to predict the right fit. In this paper, we propose a deep learning based approach to predict the fit based on customer reviews along with customer and product information. Through extensive experimentation on different datasets curated from data of one of the largest e-commerce platforms, we show the effectiveness of our approach.

We plan to extend this work by including other customer feedback like customer uploaded images and customer QnA to predict the right fit. Customers sometimes ask questions related to size and fit which get answered by other customers who have already bought the product. Also using customer uploaded images along with product information might help the model to learn the interactions between user and product to predict the right fit.
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