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The stomach is usually considered as a hollow muscular sac, which initiates the second segment of digestion. It is the most sophisticated endocrine structure having unique biochemistry, physiology, microbiology, and immunology. The pivotal aim of the present study is to propose the nonlinear mathematical model of the nervous stomach system based on three compartments namely, tension (T), food (F), and medicine (M). The detailed description of each compartment is provided along with the mathematical form and different rates/factors, such as sleep factor, food rate, tension rate, medicine term, and death rate. The solution of the designed model is presented numerically by using the well-known differential transformation technique. The behavior of the obtained solution has been captured with respect to time as well as presentations of the numerical simulations.

1. Introduction

The importance of every organ in the human body has its individual value, and without having any organ or having a weak organ, the human body feels troubles. In human body, every organ is linked to other organs, e.g., eye has a connection with the nose and the nose is connected with the ear. The stomach is one of the most significant organ in the human body that has connection with many organs. The stomach’s role is maintaining the health of every living being, and it magnetizes the attention of the research community [1]. The earliest Greeks observed the gastric contents with the bitter nature. In the sixteenth century, both van Helmont [2] and Paracelsus [3] believed that an acid is present in the stomach, and it is essential for digestion. Consequent observations by Spallanzani [4] and De Reaumur [5] recommended the ‘solvent’ properties of digestive juice on the tissue of animals. Prout [6] did not publish his work related to the gastric acid secretion nature until 1823. Beaumont [7] provided the first interpretations on his patient with gastric fistula, and that was published by Alexis St Martin three years later in the second decade of the eighteenth century. These observations based on meticulous were discussed for about a hundred years, and the core of his investigations was gastric ingestion in a human body with the stress effects.

At the beginning of the twentieth century, the control of gastric secretion was discovered by ablation of the coeliac axis and vagotomy as therapeutic interferences. This highlighted the complex nature of the gastric secretion’s control, and it led to a quick increase in interest and the work of Laidlaw and Dale on histamine [8], which led to the serious discovery by Papielski on the effects of histamine on gastric secretion [9]. Bayliss and Starling presented the secretin [10]
and Edkins dissertation on gastrin [11]. These discoveries helped us to understand the gastric disease leading to dramatic advances in the pharmacological organization of peptic ulcer disease with the finding of the H2-receptor antagonists by Sir James Black in the seventh decade of the nineteenth century [12]. Marshall and Warren discussed the acid-related disease in the twentieth century until the groundbreaking discovery of Helicobacter pylori in 1983 [13]. The stomach was reflected microbiologically sterile, although Jaworski [14] has presented many observations of several bacterial populations in gastric juice.

The present study aims to illustrate the mathematical form of the nervous stomach model and the performance of the numerical solutions by considering all the parameters of the designed model via the differential transformation (DT) method. The considered novel technique is proposed by Zhou [15], called as a differential transformation method, with the help of the Taylor series expansion in the 8th decade of the nineteenth century. The designed nervous stomach model is obtained by considering the three compartments namely, tension (T), food (F), and medicine (M). Furthermore, for more convince, this model is named as TFM. Three different cases based on the designed model have been taken, and the numerical results are drawn using the DT method. The obtained results show the efficiency of the proposed scheme.

Some salient geographies of the designed TFM model are given as follows:

(i) The nervous stomach model is presented effectively by using the three compartments namely tension (T), food (F), and medicine (M)

(ii) The detailed descriptions of all the compartments of the TFM model are provided along with different factors and rates

(iii) The nonlinear system of ordinary differential equations is obtained by using the three above-mentioned compartments

(iv) The numerical solutions of the designed TFM model are performed by using the DT numerical scheme

The rest of the paper is organized as follows. Section 2 describes the structure of the designed model. Section 3 presents the procedure of the DT scheme and essential results. Section 4 shows the detailed results and discussion of the TFM model. Conclusions along with future research directions are presented in the last section of the paper.

2. Structure of the TFM Model

The mathematical form of the nervous stomach model will be presented along with the three compartments namely tension (T), food (F), and medicine (M). The details of each compartment are presented as follows:

(i) \( T(t) \): the indications caused by mental health are always present in the mind. There are various physical symptoms; one of them that may target anybody and cause anxiousness and stress is a nervous stomach. The effect of a nervous stomach is extremely inconvenient for the human body and may forbid them from completing the projects due to stress. It is one of the main reasons to disturb the stomach at time \( t \).

(ii) \( F(t) \): the oily, spicy, and crispy food are the main factors to disturb the stomach. Especially, anybody who does not frequently consume spicy foods and has no patience may cause havoc on the digestive system. The presence of some compounds in spicy food such as capsaicin is not broken down in digestion and can annoy the lining of the intestines or stomach. This is the main cause to disturb the stomach at time \( t \).

(iii) \( M(t) \): the overuse of medicine is also an important factor to disturb the stomach. Most medicines are used to recover different disease that can also disturb the stomach. These medicines strictly upset the stomach, and through this way, the stomach feels irregularity and gets affected badly.

The mathematical form of the TFM model is presented in the nonlinear system of ordinary differential equations, which is achieved by using the three above compartments namely, tension, food, and medicine at time \( t \), and it is defined as

\[
\begin{align*}
\frac{dT(t)}{dt} &= -\alpha F(t)T(t) - \beta, \quad T(0) = I_1, \\
\frac{dF(t)}{dt} &= \delta T(t) + \gamma M(t)F(t), \quad F(0) = I_2, \\
\frac{dM(t)}{dt} &= -\delta T(t) + \beta F(t)M(t) - d, \quad M(0) = I_3,
\end{align*}
\]

where \( \alpha \) represents the quantity of food, and negative sign indicates the lesser quantity of food. \( \beta \) shows the sleep factor, \( \delta \) is used for the tension rate, \( \gamma \) indicates the recovery term, and \( d \) shows the death rate. Moreover, \( I_1, I_2, \text{ and } I_3 \) are the initial conditions for all compartments of the TFM model. For the verification of the designed model, three different cases are considered based on the designed TFM model and solved by using a well-known DT method. The historical DT method is famous to solve the singular, nonlinear, and fractional differential models [16–23].

3. Differential Transformation Scheme

Taking one-dimensional arbitrary function \( u(x) \) in Taylor’s series about a point \( x = x_0 \), we have
\[ W(k) = \frac{1}{k!} \left[ \frac{d^k w(x)}{dx^k} \right]_{x=0}. \] (2)

The original function is \( w(x) \) in the above equation (2), whereas the transformed function is \( W(k) \), which is also known as T-function. The differential transform of the inverse of \( W(k) \) is provided as follows:

\[ w(x) = \sum_{k=0}^{\infty} Y(k)(x - x_0)^k \equiv D^{-1}W(k). \] (3)

Using equations (2) and (3) and taking \( x_0 = 0 \), the obtained form is written as follows:

\[ w(x) = \sum_{k=0}^{\infty} \frac{x^k}{k!} \left[ \frac{d^k w(x)}{dx^k} \right]_{x=0}. \] (4)

Equation (4) gives the concepts of differential transform derived from the expansion of the Taylor series, and this scheme is not applied for symbolical evaluation of the derivatives. Moreover, comparative derivatives are found by using an iterative procedure. In the present study, the lower case letter is used to show the original function, and upper case letter is used to represent the transformed function. From the definition of the above two equations, one can easily prove that the transformed functions have the basic mathematics values provided in Table 1.

In real applications, \( w(x) \) is obtained by a finite series, and equation (3) can be described as follows:

\[ w(x) = \sum_{k=0}^{m} x^k W(k). \] (5)

Equation (5) shows that \( w(x) = \sum_{k=m+1}^{\infty} x^k W(k) \) is very small and can be neglected. In fact, it denotes the error. Hence, in the present study, \( m \) is used for the convergence of natural frequency.

**Theorem 1.** If \( w(x) = a(x)b(x) \), then \( W(k) = A(k) \otimes B(k) = \sum_{l=0}^{k} A(l)B(k-l) \) (here \( \otimes \) denotes the convolution):

\[ w(x) = \sum_{k=0}^{\infty} A(k)(x-x_0)^k \times \sum_{k=0}^{\infty} B(k)(x-x_0)^k \]

\[ = \left( A(0) + A(1)(x-x_0) + A(2)(x-x_0)^2 + \ldots \right) \]

\[ \times \left( B(0) + B(1)(x-x_0) + B(2)(x-x_0)^2 + \ldots \right) \]

\[ = A(0)B(0) + (A(0)B(1) + A(1)B(0))(x-x_0) \]

\[ + (A(0)B(2) + A(1)B(1) + A(2)B(0))(x-x_0)^2 + \ldots \]

\[ = \sum_{k=0}^{\infty} \sum_{l=0}^{k} A(l)B(k-l)(x-x_0)^k. \] (6)

By using equation (3), we can write

\[ W(k) = \sum_{l=0}^{k} A(l)B(k-l). \] (7)

**Theorem 2.** If \( w(x) = x^m \), then \( W(k) = \delta(k-m) = \begin{cases} 1, & k = m, \\ 0, & k \neq m, \end{cases} \) where \( \delta(k) = \begin{cases} 1, & k = 0, \\ 0, & k \neq 0. \end{cases} \)

**Proof.** By using equation (2), we have

\[ W(k) = \frac{1}{k!} \frac{\partial}{\partial x^k} \mid_{x=0} \left( x^m \right) = \begin{cases} \frac{1}{k!} \frac{\partial}{\partial x^k} \mid_{x=0} \left( x^m \right) = k! = 1, & k = m, \\ \frac{1}{k!} \frac{\partial}{\partial x^k} \mid_{x=0} \left( x^m \right) = 0, & k \neq m. \end{cases} \] (8)

**Theorem 3.** If \( w(t) = u_1(t)u_2(t)u_3(t) \ldots u_{n-1}(t)u_n(t) \), then

\[ W(k) = \sum_{l_1=0}^{k} \sum_{l_2=0}^{l_1} \ldots \sum_{l_{n-1}=0}^{l_{n-2}} \sum_{l_{n}=0}^{l_{n-1}} U_1(l_1)U_2(l_2-l_1) \ldots U_{n-1}(l_{n-1}-l_{n-2})U_n(k-l_{n-1}). \]

**Proof.** By using equation (2), we have
Table 1: The essential operations of the unique and transformed functions of the DT method.

| Unique function | Transformed function |
|------------------|----------------------|
| \( w(x) = a(x) \pm b(x) \) | \( W(k) = A(k) \pm B(k) \) |
| \( w(x) = ca(x) \) | \( W(k) = cA(k) \) |
| \( w(x) = (\frac{d^n a(x)}{dx^n}) \) | \( W(k) = (k + 1) + (k + 2) \cdot A(k) \) |
| \( w(x) = a(cx) \) | \( W(k) = cA(k)^k \) |
| \( w(x) = a(x/c) \) | \( W(k) = A(k)/c^k \) |
| \( w(x) = (\frac{d^n}{dx^n})a(cx) \) | \( W(k) = (k + 1) + (k + 2) \cdot c^{k+m} \cdot A(k) + m \) |
| \( w(x) = e^{x+c} \) | \( W(k) = e^{c/k} \) |

\[ W(0) = \frac{1}{0!}[u_1(t)u_2(t)\cdots u_{n-1}(t)u_n(t)]_{t=t_0} \]
\[ = U_1(0)U_2(0)\cdots U_{n-1}(0)U_n(0), \]
\[ W(1) = \frac{1}{1!}\frac{\partial}{\partial t}[u_1(t)u_2(t)\cdots u_{n-1}(t)u_n(t)]_{t=t_0} \]
\[ = [u_1'(t)u_2(t)\cdots u_{n-1}(t)u_n(t) + u_1(t)u_2'(t)\cdots u_{n-1}(t)u_n(t) + \cdots + u_1(t)u_2(t)\cdots u_{n-1}'(t)u_n(t) + u_1(t)u_2(t)\cdots u_{n-1}(t)u_n'(t)]_{t=t_0} \]
\[ = U_1(1)U_2(0)\cdots U_{n-1}(0)U_n(0) + U_1(0)U_2(1)\cdots U_{n-1}(0)U_n(0) + \cdots + U_1(0)U_2(0)\cdots U_{n-1}(1)U_n(0) \]
\[ + U_1(0)U_2(0)\cdots U_{n-1}(0)U_n(1), \]
\[ W(2) = U_1(1)U_2(1)U_3(0)\cdots U_{n-2}(0)U_{n-1}(0)U_n(0) + U_1(0)U_2(1)U_3(1)\cdots U_{n-2}(0)U_{n-1}(0)U_n(0) + \cdots + U_1(0)U_2(0)U_3(0)\cdots U_{n-2}(1)U_{n-1}(1)U_n(0) + U_1(0)U_2(0)U_3(0)\cdots U_{n-2}(0)U_{n-1}(1)U_n(1). \]

We have

\[ W(k) = \sum_{l_{n-1}=0}^{k} \sum_{l_{n-2}=0}^{l_{n-1}} \cdots \sum_{l_1=0}^{l_2} \sum_{l_2=0}^{l_3} U_1(l_1)U_2(l_2-l_1) \cdots U_{n-1}(l_{n-1}-l_{n-2})U_n(k-l_{n-1}). \]

Theorem 4. If \( w(t) = \sin(\omega t + \alpha) \), then \( W(h) = (\frac{\omega h}{h!})\sin ((h\pi/2) + \alpha) \).

Proof. By using equation (2), we have

\[ k = 1: W(1) = \frac{1}{1!} \frac{\partial \sin(\omega t + \alpha)}{\partial t}|_{t=0} = \frac{1}{1!} \omega \cos(\omega t + \alpha)|_{t=0} = \frac{1}{1!} \omega \sin(\frac{\pi}{2} + \alpha), \]
\[ k = 2: W(2) = \frac{1}{2!} \frac{\partial^2 \sin(\omega t + \alpha)}{\partial t^2}|_{t=0} = \frac{1}{2!} \omega^2 \cos \left( \frac{\pi}{2} + (\alpha + \omega t) \right)|_{t=0} = \frac{1}{2!} \omega^2 \sin \left( \frac{\pi}{2} + \left( \alpha + \frac{\pi}{2} \right) + \omega t \right)|_{t=0} \]
\[ = \frac{1}{2!} \omega^2 \sin \left( \frac{2\pi}{2} + \alpha + \omega t \right)|_{t=0} = \frac{1}{2!} \omega^2 \sin \left( \frac{2\pi}{2} + \alpha \right) + \cdots, \]
\[ k = h: W(h) = \frac{1}{h!} \frac{\partial^h \sin(\omega t + \alpha)}{\partial t^h}|_{t=0} = \frac{\omega^h}{h!} \sin \left( \frac{h\pi}{2} + \alpha + \omega t \right)|_{t=0} = \frac{\omega^h}{h!} \sin \left( \frac{h\pi}{2} + \alpha \right). \]

We have

\[ W(h) = \frac{\omega^h}{h!} \sin \left( \frac{h\pi}{2} + \alpha \right). \]

4. Results and Discussion

In this section, three different cases will be discussed by taking different values of the sleep factor, food rate, tension rate, medicine term, and death rate. These cases numerically
Table 2: Numerical investigations of the $T(t)$, $F(t)$, and $M(t)$ for Case 1 of the TFM model.

| $t$ | $T(t)$ | $F(t)$ | $M(t)$ |
|-----|--------|--------|--------|
| 0   | 0.9999 | 0.0001 | 0      |
| 0.4 | 0.6273 | 0.6781 | 0.1596 |
| 0.8 | -0.1129| 0.8714 | 0.1195 |
| 1.2 | -0.7646| 0.4757 | 0.0268 |
| 1.6 | -0.9144| -0.2436| 0.0525 |
| 2   | -0.3103| -0.7233| -0.0307|
| 2.4 | 1.5135 | 0.0244 | -0.6060|
| 2.8 | 6.5565 | 4.5174 | -2.6570|
| 3.2 | 21.06  | 20.23  | -8.88  |
| 3.6 | 60.16  | 4.7145 | -25.77 |
| 4   | 154.9  | 194.15 | -67.31 |
| 4.4 | 362.4  | 502 .  | -160.99|
| 4.8 | 778.45 | 119.23 | -356.89|
| 5.2 | 1554.7 | 2619.56| -741.40|
| 5.6 | 2919.07| 5402.54| -1456.36|
| 6   | 5199.07| 10544  | -2725.58|
| 6.4 | 8850.05| 19620  | -4890.42|
| 6.8 | 14485.3| 35024.04| -8456.69|
| 7.2 | 22909.1| 60288.6| -14155.1|
| 7.6 | 35150.96| 100501 | -23018.7|
| 8   | 52500.24| 162828 | -36478.7|
| 8.4 | 76539.23| 257180 | -56485 |
| 8.8 | 109172.9| 397018 | -85652.1|
| 9.2 | 152653.1| 600357 | -127437 |
| 9.6 | 209593.8| 890972 | -186354 |
| 10  | 282975.4| 129984 | -0.15969|

Table 3: Numerical investigations of the obtained results $T(t)$, $F(t)$, and $M(t)$ for Case 2 of the TFM model.

| $t$ | $T(t)$ | $F(t)$ | $M(t)$ |
|-----|--------|--------|--------|
| 0   | 0.9999 | 0.0001 | 0      |
| 0.4 | 0.9971 | 0.3814 | -0.16480|
| 0.8 | 1.1451 | 0.7638 | -0.35228|
| 1.2 | 1.4558 | 1.2040 | -0.58365|
| 1.6 | 1.9643 | 1.7643 | -0.88481|
| 2   | 2.7332 | 2.5217 | -1.28985|
| 2.4 | 3.8597 | 3.5791 | -1.84568|
| 2.8 | 5.4868 | 5.0803 | -2.61842|
| 3.2 | 7.8182 | 7.2319 | -3.70235|
| 3.6 | 11.1371| 10.3342| -5.23279|
| 4   | 15.8281| 14.8287| -7.40436|
| 4.4 | 22.4012| 21.3651| -10.4966 |
| 4.8 | 31.5164| 30.8991| -14.9098 |
| 5.2 | 44.0051| 44.8295| -21.2138 |
| 5.6 | 60.8851| 65.1876| -30.2136 |
| 6   | 83.3624| 94.8947| -43.0369 |
| 6.4 | 112.814| 138.106 | -61.2485 |
| 6.8 | 150.746| 200.663 | -86.9977 |
| 7.2 | 198.705| 290.679 | -123.207 |
| 7.6 | 258.144| 419.281 | -173.809 |
| 8   | 330.223| 601.560 | -244.041 |
| 8.4 | 415.518| 857.740 | -340.814 |
| 8.8 | 513.633| 1214.63 | -473.152 |
| 9.2 | 622.681| 1707.40 | -652.739 |
| 9.6 | 738.609| 2381.74 | -894.564 |
| 10  | 854.345| 3296.39 | -1217.70 |
solve by using the DT method. The values are taken between 0 and 10 with the step size of 0.4. These cases based on the above system of equations are written as follows:

**Case 1.** Taking the values of \( \alpha = 0.1, \beta = 0.2, \delta = 0.3, \gamma = 0.4, d = 0.5, I_1 = 0.9999, I_2 = 0.0001, \), and \( I_3 = 0 \), model (1) takes the form as

\[
\begin{align*}
\frac{dT(t)}{dt} &= -0.1F(t) - 0.2, & T(0) &= 0.9999, \\
\frac{dF(t)}{dt} &= 0.3T(t) + 0.4M(t), & F(0) &= 0.0001, \\
\frac{dM(t)}{dt} &= -0.3T(t) + 0.2M(t) - 0.5, & M(0) &= 0.
\end{align*}
\]

Case 3

| \( t \) | \( T(t) \) | \( F(t) \) | \( M(t) \) |
|---|---|---|---|
| 0 | 0.9999 | 0.0001 | 0 |
| 0.4 | 0.91790 | 0.08917 | -0.32811 |
| 0.8 | 0.83361 | 0.11440 | -0.67315 |
| 1.2 | 0.74964 | 0.07287 | -1.03638 |
| 1.6 | 0.66871 | -0.03826 | -1.41954 |
| 2 | 0.59367 | -0.22183 | -1.82483 |
| 2.4 | 0.52746 | -0.48070 | -2.25501 |
| 2.8 | 0.47317 | -0.81787 | -2.71345 |
| 3.2 | 0.43398 | -1.23656 | -3.20419 |
| 3.6 | 0.41323 | -1.74029 | -3.73200 |
| 4 | 0.41439 | -2.33302 | -4.30250 |
| 4.4 | 0.44111 | -3.01924 | -4.92219 |
| 4.8 | 0.49724 | -3.80409 | -5.59860 |
| 5.2 | 0.58682 | -4.69357 | -6.34036 |
| 5.6 | 0.71418 | -5.69461 | -7.15737 |
| 6 | 0.88394 | -6.81533 | -8.06087 |
| 6.4 | 1.10104 | -8.06514 | -9.06365 |
| 6.8 | 1.37086 | -9.45503 | -10.1801 |
| 7.2 | 1.69921 | -10.9977 | -11.4268 |
| 7.6 | 2.09246 | -12.7080 | -12.8221 |
| 8 | 2.55758 | -14.6031 | -14.3867 |
| 8.4 | 3.10226 | -16.7024 | -16.1442 |
| 8.8 | 3.73500 | -19.0287 | -18.1207 |
| 9.2 | 4.46520 | -21.6077 | -20.3460 |
| 9.6 | 5.30331 | -24.4691 | -22.8529 |
| 10 | 6.26098 | -27.6464 | -25.6788 |

Figure 1: Nature of the \( T(t), F(t), \) and \( M(t) \) for Case 1 of the TFM model.

**Case 2.** Taking the values of \( \alpha = -1, \beta = 0.2, \delta = 1, \gamma = 0.4, \) \( d = 0.1, I_1 = 0.9999, I_2 = 0.0001, \) and \( I_3 = 0 \), model (1) becomes

\[
\begin{align*}
\frac{dT(t)}{dt} &= F(t) - 0.2, & T(0) &= 0.9999, \\
\frac{dF(t)}{dt} &= T(t) + 0.4M(t), & F(0) &= 0.0001, \\
\frac{dM(t)}{dt} &= -0.3T(t) + 0.2M(t) - 0.1, & M(0) &= 0.
\end{align*}
\]
The DT method is applied to solve the above equation (15). By using the definitions of one-dimensional differential transformation and the corresponding transformation of equation (15), the obtained system becomes

\[
\begin{align*}
(k + 1)T(k + 1) &= F(k) - 0.2\delta(k), & T(0) &= 0.9999, \\
(k + 1)F(k + 1) &= T(k) + 0.4M(k), & F(0) &= 0.0001, \\
(k + 1)M(k + 1) &= -0.3T(k) + 0.2M(k) - 0.1\delta(k), & M(0) &= 0.
\end{align*}
\]

(16)

Case 3. Taking the values of \(\alpha = 2\), \(\beta = 0.2\), \(\delta = 2\), \(\gamma = 0.4\), \(d = 0.01\), \(I_1 = 0.9999\), \(I_2 = 0.0001\) and \(I_3 = 0\), model (1) becomes

\[
\begin{align*}
\frac{dT(t)}{dt} &= -2F(t) - 0.2, & T(0) &= 0.9999, \\
\frac{dF(t)}{dt} &= 2T(t) + 0.4M(t), & F(0) &= 0.0001, \\
\frac{dM(t)}{dt} &= -0.3T(t) + 0.2M(t) - 0.01, & M(0) &= 0.
\end{align*}
\]

(17)

The DTM is applied to solve the above model. By using the definitions of one-dimensional differential transformation and the corresponding transformation of equation (17), the obtained system becomes

\[
\begin{align*}
(k + 1)T(k + 1) &= -2F(k) - 0.2\delta(k), & T(0) &= 0.9999, \\
(k + 1)F(k + 1) &= 2T(k) + 0.4M(k), & F(0) &= 0.0001, \\
(k + 1)M(k + 1) &= -0.3T(k) + 0.2M(k) - 0.01\delta(k), & M(0) &= 0.
\end{align*}
\]

(18)

Tables 2–4 show the different values of the \(T(t), F(t)\), and \(M(t)\) in the interval \([0, 10]\) with the step size of 0.4. The fixed initial values have been taken for all three cases. The
numerical experimentations have been achieved by using the DT method. The details of each compartment for all the cases are provided in Tables 2–4. In Table 3, it is seen that by increasing the time, increment is seen in factors $T(t)$ and $F(t)$, while decrement is noticed in the values of $M(t)$.

5. Conclusion

In the present study, a novel mathematical form of the nervous stomach model is introduced, which is based on three compartments namely tension, food, and medicine. The detail of each compartment is discussed and provided. The mathematical form of the TFM model is obtained in the form of three nonlinear differential equations, and numerical solutions have been tabulated and plotted in Tables 2–4 and Figures 1–3 by using a well-known differential transform scheme. The differential transformation scheme is recommended for all forms of differential equations due to the rapidity of its convergence and fewer computations. The considered method offers fast converging serial solutions, and furthermore, the accuracy of this solution can be improved by taking more terms in the solution. The differential transformation method is highly effective and produces approximate results of the model that have been investigated in this paper.

In the future, the novel nonlinear stomach model can be solved by using well-known artificial neural networks [24–33], and the differential transformation scheme can be applied by using fluid dynamics problems [34–36].
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