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Abstract—In this paper, we will show that the quantization in layer’s input is more important than parameters’ quantization for loss function. And the algorithm which is based on the layer’s input quantization error is better than hessian-based mixed precision layout algorithm.

1. Introduction

The storage, inference and training of neural networks are highly demanding in terms of both computational resources and time. This is due to the large parameter size of neural networks, which necessitates a large memory footprint and a high number of floating-point operations per second (FLOPS). Thus, it is necessary to develop a compression method for machine learning models. Model quantization, which is based on the strong model computational noise robustness, is one of the most important means of compressing machine learning models. Computational noise robustness is the index to estimate how effective your algorithm is when noise is introduced during the computing process. The sources of noise are mainly the truncation error and the error in data type conversion in normal cases.

In model quantization, the high-precision data type initially used for a model’s parameters is replaced with a lower-precision data type. For example, it is common to replace FP32 with FP16 in this context, and PyTorch and TensorFlow each include a set of quantization methods that use integers to map to floats. Different quantization methods share the same theoretical basis: using approximate data instead of the original data in the storage and inference processes. A lower-precision data type is less demanding in terms of memory and computational resources, and computations using lower-precision data take less time. In quantization, the source of noise is the precision loss in different quantization level conversion and data type conversion.

The major problem with the model quantization approach is that a naive quantization scheme will likely cause the loss function to increase. It is difficult to replace massive-scale model parameters with ultralow-precision data without significant accuracy loss. In practice, it is impossible to use the same quantization level, i.e., introducing the same level noise for all parameters, for all model parameters while ensuring sufficient performance.

A means of addressing this problem is to use mixed-precision quantization, in which higher-precision data are used for more “sensitive” model parameters and lower-precision data are used for “nonsensitive” parameters. In this case, higher-precision data means original data adds small value noise and lower-precision means original data adds large value noise.

However, the search space for a mixed-precision layout scheme is large. Current algorithms for finding the best mixed-precision layout scheme face the following problems: 1. Most of these algorithms are based on empirical experience and “fine-tuning” skill. Some of them avoid neural network and dataset analysis and use only hardware characteristics as the basis for model quantization [1], [2]. It is not possible to specify a clear bound to determine under which conditions these algorithms perform better. 2. Some algorithms use Hessian information. Most of them are analysable. However, the computational resource requirements and time cost to obtain Hessian information are also large. 3. Some of these algorithms are beneficial for storage, but to support sufficient inference performance, the quantized model must be saved using high-precision data types in memory.

In this paper, we present a basic analysis of neural networks computational noise robustness. We will show that the model quantization problems for the storage and inference processes require different problem definitions. Moreover, focusing on layerwise post-training static model quantization, we show that in the inference process, the conversion loss due to the different quantization levels at the inputs to different layers plays a dominant role in final accuracy loss. Based on our analysis, we propose three algorithms for addressing different quantization cases.

Our results of analysis are as follows.

1. We define and distinguish between the mathematical descriptions of model quantization for inference and storage.
2. We show that the main factor determining the accuracy loss in the quantization inference process is the influence of different quantization levels conversion in different layers’ input.
3. Based on our analysis, we propose a set of layerwise post-training static mixed-precision layout methods in different cases. And we design experiments to support the theoretical analysis and experimental results show our algorithms are superior to the state-of-the-art (SOTA) analysable-precision layout algorithm HAWQ-v2.
2. Related Work

2.1. Model Compression and Model Quantization

To reduce the parameter size and computational complexity of machine learning models, model compression methods have undergone great development. Model compression methods include pruning methods, knowledge distillation, weight sharing and quantization methods.

Pruning methods \([3], [4], [5]\) reduce the nonzero parts of a neural network. These methods are useful for a neural network with large fully connected layers \([6]\). Knowledge distillation \([7]\) distils information from a pretrained model. These methods train a neural network to transform a large model into a smaller model. Weight sharing \([8]\) modifies close parameter values into the same value via clustering methods.

In addition to the above methods, quantization methods \([6], [9], [10], [11]\) represent another quantization approach. A common problem definition for quantization is as follows \([12]\).

**Problem 1.** The objective of quantization is to solve the following optimization problem:

\[
\min_{q \in Q} \| q(w) - w \|^2
\]

where \(q\) is the quantization scheme, \(q(w)\) is the quantized model with quantization \(q\), and \(w\) represents the weights, i.e., parameters, in the neural network.

Quantization methods replace original data with lower-bit representations. Quantization methods can be divided into post-training quantization and quantization-aware training. Recent studies have given post-training quantization methods an analyserable basis that mainly relies on the Hessian matrix. Thus, this paper considers post-training quantization methods. Quantization produces a model with a small memory cost and a high arithmetic intensity without changing the structure of the original neural network. However, quantization methods face the problem that lower precision can lead to significant accuracy degradation.

2.2. Mixed-Precision Layout

Most quantization methods are designed for mixed-precision quantization \([6], [11], [13], [14], [15], [16]\). In a mixed-precision layout scheme, some layers are stored at higher precision, while others are kept at a lower precision. However, a challenge that must be faced in this approach is how to find the correct mixed-precision settings for the different layers. A brute-force approach is not feasible since the search space is exponentially large in the number of layers.

2.3. Layerwise Post-training Quantization

From the perspective of the precision layout, post-training quantization methods can be mainly divided into channelwise \([17], [18]\), groupwise \([13]\) and layerwise \([6]\) methods.

To achieve better accuracy, channelwise quantization and groupwise quantization are widely used. However, these approaches are unfriendly to hardware. In implementations such as cuDNN, different channels are usually combined into a large matrix, and most operations, such as convolution, are transformed into matrix multiplications. When different channels use different data types or precision layouts, such a large matrix must be divided into several pieces, making it impossible to make full use of high-performance Basic Linear Algebra Subprograms (BLAS).

Layerwise mixed-precision layout schemes are more friendly to hardware. Parameters of the same precision are organized together, making full of a program’s temporal and spatial locality. In particular, parameters in different layers can be easily addressed by different Internet of Things (IoT) devices, which is beneficial for handling high-volume inference tasks in a pipelined manner.

3. Background Analysis

3.1. Model Computation, Noise Generation and Quantization

Compressed models for use in the inference process are computed using different methods depending on the hardware, programming methods and deep learning framework. All of these methods introduce noise in the computing process.

One reason for this noise problem is that although it is common practice to store and compute model parameters directly using different data types, only data of the same precision can support precise computations in a computer framework. Therefore, before performing computations on nonuniform data, a computer will convert them into the same data type. Usually, in a standard computing environment, a lower-precision data type will be converted into a higher-precision data type; this ensures that the results are correct but requires more computational resources and time. For example, when computing the sum of an integer (int) number and a double-precision (double) number, the C/C++ language will convert the int number into a double number and then compute the sum of two double numbers, which takes more time. However, to accelerate the computing speed, some works on artificial intelligence (AI) computations propose converting higher-precision data types into lower-precision data types based on the premise that AI models are not sensitive to compression noise.

In addition to converting data directly, using a lower-precision data type to linearly map to a higher-precision data type is another important quantization method that is widely used in deep learning frameworks such as PyTorch and TensorFlow. We use the following example to illustrate this method, which is presented in \([11]\). Suppose that there are two data objects \(input_1\) and \(input_2\) to be subjected to a computing operation, such as multiplication. After the
quantization process, we have \( Q_1 = \text{int}(\frac{\text{input}_1}{\text{scale}_1}) \) and \( Q_2 = \text{int}(\frac{\text{input}_2}{\text{scale}_2}) \), and we can write
\[
Q_{\text{output}} = \text{int}(\frac{\text{input}_1 \times \text{input}_2}{\text{scale}_{\text{output}}}) \approx \text{int}(Q_1 Q_2 \frac{\text{scale}_1 \times \text{scale}_2}{\text{scale}_{\text{output}}})
\]

\( \text{scale}_{\text{output}}, \text{scale}_1 \) and \( \text{scale}_2 \) are precalculated scale factors that depend on the distributions of \( \text{input}_1, \text{input}_2 \) and the output; \( Q_i \) is stored as a lower-precision data type, such as an integer. All \( \text{scale} \) terms can be precalculated and established ahead of time. Then, throughout the whole inference process, only computations on the \( Q_i \) values are needed, which are fast. In this method, the noise is introduced in the \( \text{int}(\cdot) \) process. This basic idea gives rise to several variants, such as (non)uniform quantization and (non)symmetrical quantization.

3.2. Computational Noise Robustness and Neural Networks

In this paper, we mainly use the mathematical properties of extreme points for the analysis of quantization methods. This approach is universal to all cases, not only neural networks. However, there is a myth in the community that it is the neural network properties that guarantee the success of quantization methods \([1], [9], [15]\). To show that instead of the neural network properties, only the properties of extreme points contribute to determining the capability of quantization, i.e., robustness to noise, we must first define the concept of a neural network.

The traditional definition of a neural network \([19]\) as a simulation of the human brain is ambiguous; it is not a rigorous mathematical concept and cannot offer any analysable information. The traditional descriptions of neural networks \([19]\) tend to focus on the inner products of the network weights and inputs, the activation functions and directed acyclic graphs. However, with the development of deep learning, although the majority of neural networks still consist of weighted connections and activation layers, many neural networks no longer obey these rules, such as the network architectures for position embedding and layer norm operations in Transformers. Moreover, current deep learning frameworks, such as PyTorch and TensorFlow, offer application programming interfaces (APIs) to implement any function in a layer. Therefore, we propose that the concept of a neural network follows the engineering concept described by definition \([1]\) rather than a rigorous mathematical definition; in other words, a neural network is an implementation method for a function.

**Definition 1.** A function is a neural network if it is implemented in composite function form.

Definition \([1]\) means that a neural network, without training, can be any function. Although with definition \([1]\) a neural network is no longer a mathematical concept, this idea is widely used in practice \([20]\). We can see from definition \([1]\) that the requirement that a neural network be in composite function form is the only mathematical property of a neural network that can be used for analysis. However, it cannot be guaranteed that composite functions are not sensitive to parameters’ minor variations and input noise.

3.3. The Shortcomings of Problem \([1]\)

Although problem \([1]\) gives researchers a target to aim for when performing quantization, the current problem definition has two shortcomings: 1. The search space of all possible mixed-precision layout schemes is a discrete space that is exponentially large in the number of layers. There is no effective method to solve the corresponding search problem. 2. There is a gap between the problem target and the final task target. As we can see, no terms related to the final task target, such as the loss function or accuracy, appear in the current problem definition. Thus, we need to rebuild the problem description for quantization applications.

However, we find that the targets of the quantization problem vary in different cases. In general, the demand for quantized neural networks arises due to limitations of storage and computation. Thus, we borrow the essential idea of extreme points of the neural network parameters from Eq. \([1]\) and modify the problem definition to address the above two concerns in next chapters.

From the perspective of training, a neural network is the output of an optimization problem whose objective function is
\[
\min_w f(w) = \mathbb{E}_{\text{sample}} \ell(w, \text{sample}) = \frac{1}{m} \sum_{(x_i, y_i) \in \mathcal{D}} \ell(w, x_i, y_i)
\]

where \(w\) represents the model parameters, \(\mathcal{D}\) is the dataset, \(m\) is the size of the dataset, \(\ell(\cdot)\) is the loss function and \((x_i, y_i)\) represents a sample in the dataset and its label.

As we can see, the well-trained model means that the parameter \(w\) is the extreme point of a function. In the following sections, we will further discuss the above definition in the cases of storage and inference and all models, i.e., \(w\), are well-trained models in next chapters.

4. Analysis of Computational Noise Robustness and Quantization for Storage

In the case of quantization for storage, although the quantized model is stored using lower-precision data types, the quantized model is computed at high precision without recovery into the original model value. The following example illustrates this case.

**Example 1.** The original parameters of the model are \((2.1, 4.9)\), with (double, double) data types. After quantization, the model parameters are \((2, 5)\), which can be stored as (int, int) data. However, when the parameters are used in the computing process, the parameters should be \((2.0, 5.0)\), with (double, double) data types.

The above case cannot reduce the computational resource costs in the inference and training processes. However, this application can reduce the hard disk cost. In
particular, with the development of large AI models, storage is a tightly constrained resource.

The corresponding problem can be defined as follows:

\[ \hat{f}(w) = f(w + \delta) \]

where \( \hat{f} \) is the quantized model and \( \delta \) is the noise that is introduced in the quantization process.

Quantization methods for storage solve the following problem:

\[ \min_{\delta \in \Delta} \hat{f}(w) - f(w) = f(w + \delta) - f(w) = \frac{\partial f}{\partial w} \delta + \frac{1}{2} \delta^T \frac{\partial^2 f}{\partial w^2} \delta \]

where \( \Delta \) is the space of all \( \delta \) that satisfy the hardware requirements and the mixed-precision layout requirements.

A well-trained model corresponds to an extreme point of the loss function. Therefore, \( \frac{\partial f}{\partial w} = 0 \), and

\[ \min_{\delta \in \Delta} \hat{f}(w) - f(w) = \frac{1}{2} \delta^T \frac{\partial^2 f}{\partial w^2} \delta \]

The above descriptions are also presented in the works [6], [11], [13], [21]. Accordingly, all these works focus on minimizing \( \delta^T \frac{\partial^2 f}{\partial w^2} \delta \) in a discontinuous space. When the Hessian matrix of \( f \) is a block diagonal matrix, HAWQ and HAWQ-v2 are analysable algorithms that can solve this problem.

5. Analysis of Computational Noise Robustness and Quantization for Inference

5.1. Analysis

Quantization methods for inference are complex. In addition to the noise that is added to the parameters directly, noise is also introduced between different layers in the inference process, as shown in figure 1, because different quantization levels or data types of different precisions are used in different layers.
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Figure 1. The quantization of models for use in the inference process and the quantization of models for storage are different problems. In storage compression applications, only the parameters are influenced by quantization noise. However, when quantized models are used in the inference process, the outputs of different layers suffer from noise due to the conversion between the different quantization levels of different layers in layerwise quantized models.

Therefore, to provide a clear analysis, we need to divide \( \ell(\cdot) \) into subsets of layers based on the fundamental composite function of the neural network. We illustrate the sequential process of neural network analysis, which can also be extended to other cases.

For a sequential \((n - 1)\)-layer neural network, \( \ell(\cdot) \) can be described in the following form:

\[ \ell(w, x, y_i) = h_1(h_2(h_3(h_4(\cdots h_n(w_{n+1}, w_n)\cdots, w_1), w_3), w_2), w_1) \]

where \( h_1 \) is the loss function, such as the cross-entropy function; \( h_i, i \in \{2, \ldots, n\} \), is the \((n - i + 1)\)th layer in the neural network; \( w = (w^T_n, w^{T-1}_n, \cdots, w^T_1)^T, w_i \) is the parameter in \( h_i(\cdot) \); and for a unified format, \( w_1 \) is the label \( y \) and \( h_{n+1} \) is the sample \( x \).

After quantization, the quantized loss \( \bar{\ell}(\cdot) \) in the inference process is as follows.

\[ \bar{\ell}(w, x, y_i) = h_1(h_2(\cdots h_n(w_{n+1} + \epsilon_n, w_n + \delta_n) + \epsilon_{n-1}, \cdots, w_2 + \delta_2) + \epsilon_1, w_1 + \delta_1) \]

where \( \delta_i, i \in \{1, \ldots, n\} \), and \( \epsilon_i, i \in \{1, \ldots, n\} \), are the minor errors that are introduced in model parameter quantization and in data type conversion in the mixed-precision layout scheme, respectively.

Thus, we obtain the following expression based on the basic total differential calculation.

\[ \ell(w, x, y_i) - \ell(w, x, y_i) = \sum_{i=1}^{n} \left( \prod_{j=1}^{i} \frac{\partial h_j}{\partial h_{j+1}} \right) \left( \prod_{j=1}^{i-1} \frac{\partial h_j}{\partial h_{j+1}} \right) \frac{\partial h_i}{\partial w_i} (h_{j+1}, w_i) \delta_i \]

\[ = \sum_{i=1}^{n} \frac{\partial \ell}{\partial h_{i+1}} \delta_i + \frac{\partial \ell}{\partial w_i} \delta_i \]

We know that for a well-trained model, the expectation of \( \ell(\cdot)'s \) gradient is zero, i.e., for the \( \frac{\partial \ell}{\partial w} \) components, \( \frac{\partial \ell}{\partial w} = 0 \). Therefore, considering the real computational environment, we have the following problem definition for the problem of quantization for inference.

\[ \min_{\delta \in \mathcal{E}} \hat{f}(w) - f(w) = \frac{1}{m} \sum_{(x_j, y_j) \in \mathcal{D}} \sum_{i=1}^{n} \frac{\partial \ell}{\partial h_{i+1}} \delta_i = \frac{1}{m} \sum_{i=1}^{n} \sum_{(x_j, y_j) \in \mathcal{D}} \frac{\partial \ell}{\partial h_{i+1}} \delta_i \]

where \( \hat{f}(w) = \frac{1}{m} \sum \ell(\cdot) \). For different quantization conditions, such as using different data types directly or using a lower-precision data type to linearly map to a higher-precision data type as discussed in section 3.1 \( E \) will be slightly different.

As we can see, the problem of quantization for inference is totally different from the problem of quantization for storage. However, current works do not distinguish between the above problems [6], [11], [13], [21]; consequently, these works must add a “fine-tuning” process, and they still fail in some cases. Moreover, this is the main reason why channelwise quantization methods are successful: in a channel that uses the same data type at all times, the precision loss of the corresponding layer input is usually zero.
5.2. Application in Post-Training Layerwise Mixed-Precision Quantization

In practice, one of the issues in model quantization is how to assign different layers to a set of computing devices of fixed but different precision levels. With the continuing development of hardware, various computing devices have emerged that are good at computing on different data types. For example, a typical heterogeneous supercomputing system may consist of some combination of central processing units (CPUs) and higher-end GPUs. CPUs are good at FP64 computing, whereas GPUs can perform computations on the FP32 and FP16 data types quickly. Some custom computing devices, such as tensor processing units (TPUs), may also be designed for certain data types. Given a set of different computing devices, how to assign different layers to these devices is a difficult problem because the layout scheme space is exponentially large in both the number of layers and the number of computing devices.

This issue can be described by a simplified problem in which the different quantization levels for different layers in the whole neural network are fixed in type and quantity, and the objective is to find the mixed-precision layout scheme that minimizes the loss function. We provide the following example to explain this.

**Example 2**. (problem and solution example) We wish to store and compute a five-layer neural network using a set of fixed, mixed precision levels: FP64+1, FP32+2 and FP16+2. We need to determine how to arrange the different layers using the corresponding precision levels so as to minimize the loss given by the loss function.

A possible solution for this example is: The first layer uses FP16 quantization; the second layer uses FP32; The third layer uses FP16 quantization; the fourth layer uses FP64; The fifth layer uses FP32 quantization.

For different quantization implementations, the constraint conditions of \( \epsilon_i \in E \) are different. For typical cases when a quantization process is used in the PyTorch or TensorFlow framework, the maximum of \( \epsilon_i \) is equal to the maximum error associated with the quantization level, i.e., the scale factor in chapter 3.1. In this case, the problem is described as follows.

**Problem 2**: Find the mixed-precision layout scheme that satisfies

\[
\min_{\epsilon \in E} \tilde{f}(w) - f(w) = \frac{1}{m} \sum_{i=1}^{n} \sum_{(x_j,y_j) \in \mathcal{D}} \frac{\partial \ell}{\partial h_{i+1}} \epsilon_i
\]

where \( E \) is a space composed of arrangements of fixed precision types and quantities.

Problem 2 is solvable because we can obtain an upper bound by using the vector norm.

\[
\tilde{f}(w) - f(w) = \frac{1}{m} \sum_{i=1}^{n} \sum_{(x_j,y_j) \in \mathcal{D}} \frac{\partial \ell}{\partial h_{i+1}} \epsilon_i
\]

\[
\leq \frac{1}{m} \sum_{i=1}^{n} \left\| \sum_{(x_j,y_j) \in \mathcal{D}} \frac{\partial \ell}{\partial h_{i+1}} \epsilon_i \right\|
\]

By Rearrangement Inequality, we can draw the following conclusion: to obtain a lower upper bound, \( \| \epsilon_i \| \) should be smaller, i.e., a higher-precision data type or quantization level should be used, when \( \| \sum_{(x_j,y_j) \in \mathcal{D}} \frac{\partial \ell}{\partial h_{i+1}} \| \) is larger. This conclusion leads to algorithm 1.

**Input**: Neural network \( M \), different quantization levels \( [q_1, q_2, ..., q_n] \)

**Output**: Quantized neural network \( \tilde{M} \)

Arrange \( [q_1, q_2, ..., q_n] \) in descending order \( [q_1, q_2, ..., q_n] \) based on the maximum error \( q_i \) introduced;

Compute \( \sum_{(x_j,y_j) \in \mathcal{D}} \frac{\partial \ell}{\partial h_{i+1}} \) for the \( i \)th layer;

Arrange \( [\text{layer}_1, \text{layer}_2, ..., \text{layer}_n] \) in ascending order \( [\text{layer}_{j_1}, \text{layer}_{j_2}, ..., \text{layer}_{j_n}] \) based on the value of \( \sum_{(x_j,y_j) \in \mathcal{D}} \frac{\partial \ell}{\partial h_{i+1}} \);

Quantize the \( j_k \)th layer of the model and the output of the \( j_k \) layer with \( q_{j_k} \) precision;

Combine the quantized layers into \( \tilde{M} \);

**return** \( \tilde{M} \)

**Algorithm 1**: Gradient-based Mixed-Precision Inference Layout Scheme

However, when the quantization method directly uses different data types to store and compute the model, the constraint condition concerns the fact that when a lower-precision data type is converted into a higher-precision data type, the conversion incurs no loss of precision. Therefore, the problem definition is given as follows in this case.

**Problem 3**: Find the mixed-precision layout scheme that satisfies

\[
\min_{\epsilon \in E} \tilde{f}(w) - f(w) = \frac{1}{m} \sum_{i=1}^{n} \sum_{(x_j,y_j) \in \mathcal{D}} \frac{\partial \ell}{\partial h_{i+1}} \epsilon_i
\]

\[
= \frac{1}{m} \sum_{i=1}^{n} \sum_{(x_j,y_j) \in \mathcal{D}} \frac{\partial \ell}{\partial h_{i+1}} \epsilon_i
\]

s.t. \( \epsilon_i = \begin{cases} 
\epsilon_i & \text{if } i \text{th layer is less accurate than } (i - 1) \text{th layer} \\
0 & \text{if } i \text{th layer is more accurate than } (i - 1) \text{th layer}
\end{cases} \)

where \( E \) is a space composed of arrangements of fixed precision types and quantities.

The above problem is difficult to solve. However, as an algorithm for solving a similar problem (Problem 2), algorithm 1 can still yield a suboptimal result. Besides algorithm 1, the description of problem 3 implies a trivial but
important algorithm, i.e., algorithm 2. Algorithm 2 ensures that \( \epsilon_i = 0 \) at all times by ensuring that the precision used in the layout is monotonically increasing.

**Input:** Neural network \( M \), different quantization levels \([q_1, q_2, ..., q_n]\) where it is lossless when low precision quantization levels converge to high precision quantization level.

**Output:** Quantized neural network \( M \)

Arrange \([q_1, q_2, ..., q_n]\) in descending order \([q_1, q_2, ..., q_n]\) based on the maximum error \( q_i \) introduced;

Quantize the \( j \)th layer of the model and the output of the \((j - 1)\)th layer with \( q_j \) precision;

Combine the quantized layers into \( M \); return \( M \);

**Algorithm 2:** Trivial Mixed-Precision Inference Layout Scheme

Algorithm 2 is trivial, but it is important because in many cases, such as a fully connected neural network, the number of parameters per layer decreases closer to the output. In these cases, it is natural that algorithm 2 will solve problem 3.

We present example 3 to explain this algorithm.

**Example 3.** We wish to store and compute a three-layer fully connected neural network using a layout with fixed, mixed precision levels of FP64+1, FP32+1 and FP16+1. The best layout scheme that costs the least memory and supports the fastest inference is the scheme in which FP16 is used for storage and computation of the input data and in the first layer, FP32 is used for storage and computation of the output from the first layer and in the second layer, and FP64 is used for storage and computation of the output from the second layer and in the last layer.

In practice, this layout method is found by numerous experiments and used in many applications [22], but they cannot explain why this layout is reasonable.

**5.3. Combination of Inference and Storage**

The problem definitions for inference and storage conflict; however, the tasks of inference and storage are compatible because they occur in different phases. It is possible to load a model quantized for storage into a full-precision model and then quantize this model for inference.

The above approach faces the problem that the noise introduced in the storage quantization process will change the extreme point properties because the parameters’ gradient may be large: Some neural networks, the maximum eigenvalue of the Hessian matrix is large, and the minor change of parameters may lead to the significant change of parameters’ gradient. So the analysis from Eq. 3 to Eq. 4 fails.

To deal with above problem, we need to modify algorithm 1 into algorithm 3 from Eq. 3. As seen from Eq. 3 quantization for inference does not require a model that is well trained. Therefore, we can treat the model quantized for storage as an unconverted model to take \( \|
\sum_{(x,y) \in D} \frac{\partial \ell}{\partial w_i} \| \) into account where the \( w_i \) is the parameters in quantized model in storage, and assign the quantization level to parameters based on \( \|
\sum_{(x,y) \in D} \frac{\partial \ell}{\partial w_i} \| \).

**6. Experiment**

**6.1. Experimental Setting**

In this section, we match the theoretical analysis to real neural network applications. We compare algorithm 1 and HAWQ-v2 [13], which is a SOTA quantization layout scheme algorithm and has a clear analysis process that can guarantee its performance and scope of application. HAWQ-v2 also is used in HAWQ-v3 [11] as the mixed precision layout scheme algorithm. Because ResNets do not fit the case in which the number of neural network parameters decreases in layers closer to the output and they share the same analysis, we do not consider algorithm 2 in this...
section. To show that the precision loss in the quantization processes for different layers is the main factor affecting the loss function, we do consider algorithm 3 for comparison. Algorithm 3 also presents the effect of combining inference and storage quantization.

In these experiments, we use the CIFAR-10 dataset and ResNets. Considering the memory cost and time cost for computing the Hessian and its trace, we use ResNet-8 and ResNet-14.

To avoid discussing the effect of different quantization skills, like (non)uniform quantization, (non)symmetrical quantization, we use a stronger and more general experiments method: adding random noise, $\sigma$, to the corresponding parts of the models with different level. This experiments method also directly matches our analysis in paper. In these experiments, we use four levels of noise to add to the inputs to the different layers and the layer parameters, as described below.

$\sigma_1$ is a random number in the range $[-1 \times 10^{-3}, 1 \times 10^{-3}]$. We choose $-1 \times 10^{-3}$ as our maximum noise because in practice, the minimal positive number for FP16 is between $6.10410^{-5} - 5$ which is the precision loss, and we enlarge it into $1 \times 10^{-3}$. FP16 is the most common data type chosen for the storage and computation of quantized models. $\sigma_4$ is a random number in the range $[-1 \times 10^{-10}, 1 \times 10^{-10}]$. We choose $-1 \times 10^{-10}$ as our minimum noise because in our preliminary tests, when the precision loss was below $1 \times 10^{-10}$, the change in the loss function for ResNet on CIFAR-10 was below $1 \times 10^{-5}$, which is not significant. To consider various levels of precision loss, we also choose $\sigma_2 \in [-1 \times 10^{-8}, 1 \times 10^{-5}]$ and $\sigma_3 \in [-1 \times 10^{-7}, 1 \times 10^{-7}]$ as intermediate cases between $\sigma_1$ and $\sigma_4$.

In the experiments with HAWQ-v2 and algorithm 1 for each model, we divide their layers into four subsets based on HAWQ-v2 and algorithm 1 and we add one kind of noise to the parameters and input for each subset. To match our analysis, we do not distinguish the weights or activation functions in these experiments because we believe that all kinds of layers play the same role in our method. In the HAWQ-v2 experiments, we set the quantization levels based on the mathematical expectation of the traces of the Hessian matrices of the different layers’ parameters. In the experiments with algorithm 1 we set the quantization levels based on the expectation of the norms of the layers’ input gradients.

For the experiments with algorithm 3 we also divide the layers into four subsets, and we add $\sigma_1$ to all layers’ parameters to simulate the recovered quantized model. The choice of quantization for the parameters and the layer inputs depends on the sum of the input gradient and the parameter gradient. When adding noise, for the parameter layer to which $\sigma_1$ should be added, 0 is added instead because in practice, the recovery and requantization of a quantized model at the same quantization level is a lossless process.

In all experiments, we choose 256 samples from the dataset and calculate the corresponding values used in the layout arrangement.

6.2. Experimental Results and Analyses

In the ResNet-8 experiments, the value of the loss function at full precision is 0.3896, the value of the loss function using HAWQ-v2 is 0.42678, the value of the loss function using algorithm 1 is 0.3971, and the value of the loss function using algorithm 3 is 0.3980. In the ResNet-14 experiments, the value of the loss function at full precision is 0.3161, the value of the loss function using HAWQ-v2 is 0.3284, the value of the loss function using algorithm 1 is 0.3179, and the value of the loss function using algorithm 3 is 0.3210.

The above experimental results show that the precision loss in the inputs to the different layers exerts more influence on the final loss function than the precision loss in the model parameters: 1. Algorithm 1 is better than HAWQ-v2 in terms of the loss function, computational resource consumption and time cost. 2. In the experiments with algorithm 3, although the parameter gradients are nonzero, they are still small. The layout scheme is the same as that in the experiments with algorithm 1. Compared with the algorithms 1 experiments, the only difference in the algorithm 3 experiments is that the noise in the parameters is larger.

7. Conclusion

In this paper, we divide the model quantization problem into the problems of quantization for inference and quantization for storage. In the inference quantization problem, we show that the precision loss in the inputs to different layers plays a dominant role, both theoretically and in experiments. Based on this property, we design three algorithms that are superior to HAWQ-v2 in terms of performance and resource consumption.
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