Optimizing a Digital Twin for Fault Diagnosis in Grid Connected Inverters – A Bayesian Approach
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Abstract—In this paper, a hyperparameter tuning based Bayesian optimization of digital twins is carried out to diagnose various faults in grid connected inverters. As fault detection and diagnosis require very high precision, we channelize our efforts towards an online optimization of the digital twins, which, in turn, allows a flexible implementation with limited amount of data. As a result, the proposed framework not only becomes a practical solution for model versioning and deployment of digital twins design with limited data, but also allows integration of deep learning tools to improve the hyperparameter tuning capabilities. For classification performance assessment, we consider different fault cases in virtual synchronous generator (VSG) controlled grid-forming converters and demonstrate the efficacy of our approach. Our research outcomes reveal the increased accuracy and fidelity levels achieved by our digital twin design, overcoming the shortcomings of traditional hyperparameter tuning methods.
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I. INTRODUCTION

The concept of cyber-physical system comprising physical, data and decision layers has become an important research topic across different domains [1]. An essential aspect of such systems is the quantification of attributes that enable data-driven approaches for improved operation. In particular, automated anomaly detection and diagnostics are data-driven tasks that would benefit from novel statistical methods.

In this paper, our focus is on fault diagnosis in grid connected inverters. Although many efforts have been carried out on virtual synchronous generators (VSGs) to expedite stability under different grid conditions, their operation under faults or large signal disturbances still remains a challenge [2]. Anomaly detection strategies are thus required to enhance security and reliability, and enable a widespread penetration of converters in the grid [3]. Most of the anomaly detection methods in the literature rely on classic strategies such as switching pattern and voltage observers [4], [5] or frequency analysis [6]. Despite the effectiveness of these approaches, they are quite application dependent, focused mainly on the modulation techniques. To this end, digital twins have recently gained popularity as an emerging digital technology for monitoring long-term and short-term anomalies [7], [8].

Digital twins, as a concept associated with cyber-physical integration, constitute virtual representations of physical assets used for condition monitoring, fault detection, predictive diagnostics, improved maintenance regiments and reduced downtime. Their prototypical hallmark lies on the ability to harness tools from artificial intelligence, machine learning and advanced analytics in order to ingest and transform enormous quantities of production data into actionable insights. Although digital twin adoption is capable of revolutionizing the operation of physical components, numerous challenges exist, mainly related to their scalable and resilient design, high-fidelity modularity, and synchronization between digital and physical counterparts. In addition, the efficiency of digital twins is largely administered by the quantity as well as quality of data [9].

To address such challenges in the context of power electronic systems, we apply online optimization on a digital twin of a VSG controlled grid-forming converter using a Bayesian optimization framework. Since the proper configuration of hyperparameters (e.g., regularization weights, learning rates) in machine learning algorithms is crucial for successful generalization, we employ a computationally efficient methodology, which tunes the hyperparameters with formal guarantees that the uncertainty can be reduced over time. To demonstrate the proposed optimization framework, we use the following dynamic model of the VSG controlled grid-forming converters [10], as illustrated in Fig. 1

\[
\dot{x} = Ax + Bu
\] (1)

where, \(x = [v_g, i_o, \omega, v_{dc}, P, Q]\), \(u = [P_{ref}, Q_{ref}]\) for the anomalies: (i) line-to-line faults, (ii) sensor faults, (iii) single-phase voltage sag and (iv) three-phase faults. Hence, we treat.
the fault diagnosis problem as a multi-class classification task. Our model-based approach defines a prior belief over the possible objective functions, and then sequentially refines the model as data are observed (i.e., function evaluations) via Bayesian posterior updating. We demonstrate the efficiency of our framework considering different fault cases with limited amount of training data to explore hyperparameter combinations. Performance evaluation reveals that our method is able to exploit regions of the hyperparameter space that are already known to be promising, avoiding redundant and costly function evaluations that may otherwise render hyperparameter tuning a cumbersome and time-consuming process.

II. PROBLEM STATEMENT

Installation of devices such as active power filter (APF) or developing new control strategies of grid-connected inverters with the capability of mitigation of disturbances is the case of attention for the research community, and industries. However, the APF has a limited amount of power storage to mitigate long-lasting power fluctuations and voltage dips in medium and high voltage levels. Furthermore, they are additional devices and add cost to electric power systems. The main drawback with grid-forming inverters is that in the case of sharp changes in the amount of load or faults that has a high \( \frac{dv}{dt} \), \( \frac{df}{dt} \), the threshold defined for the changes of voltage/frequency in the power generation control and their protection system leads to unnecessary load shedding and the tripping of generation [11]. Lately, grid forming inverters are getting more popular to overcome aforementioned drawbacks [12], [13]. However, its response to short circuit and other contingencies still remain in question, which can easily lead to loss of synchroniztion.

To detect these anomalies and direct them to equipped countermeasures for power electronic systems, many solutions have been devised in the literature. In [14], a data-driven mechanism is used to characterize between different physical anomalies in power electronic systems. However, in distribution systems, although information exchange through cyber layer facilitates the operation of power electronics, it also exposes the system to cyber-attacks [15]. In this regard, many anomaly detection solutions have been proposed in [16], [17]. As cyber-attacks can be augmented using a smart policy and can be replicated very close to that of grid faults, a physics-informed spline learning strategy is also proposed in [18] to provide anomalous detection with minimal data. Another categorical approach could be to clone a digital twin of the system to determine anomalous behavior. However, digital twin can be ill governed based on perturbed data, which requires optimization. Hence, in this paper, we propose an optimization framework using Bayesian framework to tune the digital twin based on critical hyperparameters.

III. PROPOSED OPTIMIZATION FRAMEWORK OF DIGITAL TWIN

Our goal is to design a surrogate single-input single-output (SISO) model [19] of the considered power electronic system, by broadening its domain knowledge using steady-state features as well as fault instances. To this end, we consider a relatively small dataset of 100011 set-points to expedite the learning capabilities of digital twin using the proposed optimization framework. We then split the dataset into training, validation and testing parts with an 8 : 1 : 1 ratio, following the machine learning performance evaluation practices. In testing, we combine validation and testing datasets, since both of them were not used for training of the models. The solution for the grid-forming converter use case is then adjusted to implement an experiment tracking, model versioning and deployment block as part of the pre-existing solution, illustrated in Fig. 2.
A. Model selection

We follow a structured approach to design a solution from out-of-the-box open-source components, and combine them to obtain the best possible evaluation outcomes. Our focus is on the availability of the state-of-the-art methods, with a potential to use the solution in the production environment, by leveraging scheduling, parallelism, early-stopping and model deployment of components, i.e., provide production-ready solution based on most recent machine learning research and development. In particular, we narrow down the search for the best suitable model for the digital twin into four categories:

- **AutoML baseline model**: We use automatic machine learning (AutoML) implementation by H2O [21] as a baseline for our adjusted and fine-tuned models.
- **Traditional baseline models**: We use traditional machine learning methods to supplement complex ensemble methods from AutoML.
- **Gradient boosting machines (GBM) models**: GBMs are one of the most popular methods used to solve a variety of tasks in Kaggle competitions [22]. In this work, we focus on LightGBM due to its performance and easy-to-use application programming interface (API) to implement custom objective and loss functions [23].
- **Deep learning models**: We use state-of-the-art machine learning models, including Tabtransformer [24] and TabNet [25].

In both LightGBM and deep learning models, we leverage a custom implementation of focal loss function for the case of multi-class classification of imbalanced tabular datasets [26]. To orchestrate our experiments, we use a Ray Tune cluster including the Bayesian parameter search algorithm for optimization of algorithm hyperparameters and the asynchronous successive halving algorithm (ASHA) scheduler to accommodate early stopping of the bad performing trials. Experiment tracking, model versioning and deployment are performed using the Weights and Biases platform under academic license [27].

B. Model parameter optimization

Our optimization framework introduces a reconfigurable and generally applicable approach that we make publicly available on the FIREMAN project GitHub repository [28]. In general, the machine learning pipeline preprocesses the dataset and incrementally drops features, i.e., measurements, to improve model performance. This iterative process is illustrated in Fig. 3a.

More specifically:
1) Parameters of the model are tuned using RayTune [29];
2) Performance metrics (e.g., precision, recall, F1-score) of the best trained model are stored;
3) Features are sorted according to their importance (i.e., inherent attribute of GBMs) or SHAP values [30], and the feature with the worst achieved performance is dropped from the dataset.

The iterative process of tuning and feature dropping is repeated until the model performance is not improving anymore.

We consider this as an adjusted notion of early stopping, a well known regularization technique, for parameter and model tuning. Instead of stopping model training when the performance is not further improved, we incrementally drop features and retrain/re-tune the model until performance gains become saturated.

We also perform parameter tuning of the deep learning models under consideration. The task is inherently more complex than tuning traditional machine learning models. Deep learning models include not only numerical parameters, e.g., batch size and learning rate, but also choice of activation, objective and optimization functions and design of the layers, to name a few. To address such complexity, we follow a define-by-run approach used by authors of Optuna [31] to adjust model parameters during the training. In particular, a step-wise method implemented in LightGBM tuner is followed, where independent sampling of the parameters is performed, i.e., sampling parameter search space for each parameter with fixed values of other parameters. This approach can thus be summarized in three steps:

1) Define value search space for every parameter;
2) Define order of the parameters;
3) Iterate over the parameters and search for best performing values.

In the case of deep networks, the value search space can be a set of optimization functions and their parameter values, e.g., stochastic gradient descent (SGD) and ADAM optimizers and their learning rates, number and size of the hidden layers or training batch size. Each step is referenced as a group of parameter values. Fig. 3b shows the process of step-wise tuning of hidden layers, scheduler, optimizer and batch size,
TABLE I: Class encoding.

| Class # | Description          |
|---------|----------------------|
| 0       | Normal behavior      |
| 1       | Line-to-line fault   |
| 2       | Three-phase sensor fault |
| 3       | Single-phase sag     |
| 4       | Three-phase grid fault |

for a multilayer perceptron network. In each step, a model parameter is tuned, setting fixed values for the other parameters. After each step, the tuned parameter is saved and used in the next step. It is noted that the resulting parameter value set depends on the tuning order and may not correspond to the best parameter combination. However, to our knowledge, it is currently the best alternative to exhaustive parameter grid search.

C. Output explanation

Fig. 4 illustrates a per fault algorithm prediction explanation for the best performing model, LightGBM. Decision plots show how each feature (i.e., measurement) contributes to each type of fault and normal behavior prediction, and a final prediction probability for each class. Class number to fault type encoding is summarized in Table I. It can be observed that our approach poses elevated merit in complex multi-dimensional scenarios, where it is not clear which is the root cause of the true or false fault prediction of the algorithm.

IV. RESULTS AND DISCUSSION

For performance assessment, the system in Fig. 1 is evaluated under two instances of disturbances; in the first case, only a single-class fault is introduced, while in the second case, two consecutive faults are introduced at t=1 sec, as illustrated in Fig. 5. In a limited data setting, system behavior might compromise the digital twin operation, as their dynamic response is highly similar. To address this issue, we first evaluate the baseline methods, i.e., the best H2O AutoML method with the lowest mean per class error in the default AutoML leaderboard, and the traditional model. Next, we perform hyperparameter fine-tuning on LightGBM and deep learning multilayer perceptron models. The parallel coordinate plots in Fig. 6 illustrate the effect of each parameter on the model fine-tuning, while the effect of model parameters on focal loss function and accuracy of the LightGBM model are depicted in Figs. 6b and 6c, respectively.

The classification outcomes of LightGBM model with the best parameter combination are summarized in Table II. Standard classification metrics (i.e., accuracy, precision, recall, F1-score) are evaluated for combined validation and test dataset predictions from the model with the best performance on the training dataset. Higher precision values indicate low false positive rates, while higher recall values indicate low false negative rates. A higher F1-score indicates better detection performance. We conclude that for the given dataset and task, the model with the highest accuracy is fine-tuned LightGBM with custom multi-class focal loss function.

V. CONCLUSIONS AND FUTURE WORK

This paper proposes a framework to optimize the operation of digital twins employed for fault diagnosis of grid connected inverters by extending the search space using online data via a Bayesian approach. In summary, we can not only enhance the accuracy of digital twin (designed using limited data) over time, but can also formalize high confidence over its decisions. From an implementation perspective, this approach is more practical, as it is difficult to render different classes of fault data for selective decisions.

In the path forward, we plan to use TinyML solutions to deploy our optimization framework in an experimental testbed,
and document its ability to operate as an edge digital twin for power electronics. We also plan to extend our mechanism for online stability assessment to simplify the efforts required in computational modeling and analysis. The applicability of the proposed methodology in a horizontal federated learning setup will be also explored, aiming to address use cases of training shared prediction model for multiple power electrical circuits. This approach can be directly applied using proposed approaches for GBMs and deep learning models using federated averaging algorithm.
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