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1. Introduction

Impedance spectroscopy is an alternating current technique that can be used to probe materials or devices at length scales ranging from the atomic to macroscopic dimensions. Since its first application to solid state materials (Bauerle 1969), it has been used to characterize the electrical response of ionic electrolytes, ferroelectrics, intrinsic conducting polymers, ceramic and polymer matrix composites and biomaterials to name a few (Gerhardt 2005). The technique is based on probing the sample using an ac signal over a wide range of frequencies and studying the polarization phenomena associated with the electrical response. It is ideally suited for studying specimens where there is good electrical contrast at interfaces, either because of different constituent materials or because of space charge formation or dissipation. Impedance spectroscopy has recently been applied to nickel-base superalloys (Zou, Makram et al. 2002; Kelekanjeri and Gerhardt 2006). These metallic alloys contain heterogeneities ranging in size from nanometers to micrometers and the measured impedance response shows interesting dependencies. As a first approximation, for the computations presented in this chapter, the heterogeneous material medium is regarded as a continuum with a uniform conductivity on a macro scale. This treatment is justified because the size of the microstructural heterogeneities is extremely small in relation to the measurement contact area. The problem dealt with here pertains to the specific case wherein circular electrodes are placed on opposite sides of a cylindrical specimen.

There are a few cases in the literature, where closed-form solutions in the frequency domain are available for problems similar to the current one. For example, Ney (Costache and Ney 1988; Ney 1991) derived a closed-form solution for the electric field distribution in a solid non-perfectly conducting flat ground plane as a result of electromagnetic interference. The derivation accounted for constriction effect as a result of confinement of current lines near the contact points and skin-effect due to finite conductivity of the ground plane. Bowler (Bowler 2004) presented closed-form analytical expressions for the electric field distribution in a conducting half-space region due to alternating current injected at the surface. The analytical formulation was conducted in terms of a single, transverse magnetic potential in cylindrical coordinates and the solution was obtained by the use of the Hankel transform. In another publication, Bowler presented closed-form analytical expressions for the electric...
field inside and outside a metal plate due to alternating current injected at the surface (Bowler 2004). Current was injected and extracted via two separate wires, which were oriented normal to the surface of the plate. The problem was treated in two separate cylindrical co-ordinate systems where each wire was considered as the symmetry axis for the respective system (Bowler 2004).

The derivation presented here addresses the specific problem of obtaining the electric field distribution inside a cylindrical metallic specimen due to current injection and extraction via oppositely placed electrode contacts (Kelek anjeri and Gerhardt 2007). Therefore, the problem while similar to the literature references cited above, corresponds to a distinctly different situation. This chapter also contains a description of the analytical treatment needed for computing the complex impedance response under the same conditions. All formulations are supported by independent finite-element (FE) validation using FEMLAB 3.1 (now COMSOL Multiphysics).

2. Problem description

A two-probe impedance measurement relies on the application of an ac signal across a specimen placed in between the source and the sink electrodes. The problem dealt with here considers the case where the electrodes are placed on the circular faces of the specimen and share the same axis of symmetry (see Fig. 1(a)). The measurement in essence can be treated as current injection into the specimen at the source electrode and current extraction at the sink electrode. In the actual measurement; however, the current is measured upon the application of a voltage.

An analytical formulation of this problem is developed by using Maxwell’s equations for conductors (Hallen 1962; Cottingham and Greenwood 1991) and closed form analytical expressions for the resultant electric field distribution are derived in terms of Bessel series (www.mathworld.com; Gray and Mathews 1952; Abramowitz and Stegun 1964; Kreyszig 1994; Weber and Arfken 2004). The electric field distributions are then converted to the relevant impedance parameters. Additionally, finite element solutions for the electric field distributions and the impedance parameters are also presented in order to validate the derived analytical solutions. The Electromagnetics Module of FEMLAB package (COMSOL AB 2004) is used to layout the finite element model. The finite element problem is formulated as a time-harmonic quasistatic application in the Meridional Currents/Potentials mode in terms of magnetic and electric potentials. The electric fields are ultimately obtained in terms of derivatives of magnetic and electric potentials. The solution obtained for the fields is subsequently used in computing an impedance spectrum of the specimen for the prescribed measurement configuration.

More specifically, the problem can be treated as the injection of an alternating current \( I(\omega) \exp(-j\omega t) \) of angular frequency \( \omega \) into a cylindrical metallic disk specimen, via a source electrode and extraction by means of a sink electrode (Kelek anjeri and Gerhardt 2007). The electrodes are modeled as perfect infinitesimally thick contacts of radius \( r_c \) contacting the specimen of radius \( r_o \) \((r_o \gg r_c)\) and thickness \( t_o \) \((t_o < r_o)\) as shown in Fig. 1(a). The contact electrodes and the specimen are both axi-symmetric. The injected current at the source electrode, is assumed to be along the z direction. Due to a discrepancy between the size of the electrode contact and the specimen radius, there will be radial spreading of current flow lines within the specimen as shown in Fig. 1(b). This phenomenon, referred to as striction...
effect or constriction (Costache and Ney 1988; Ney 1991), is where convergence or divergence of current flow lines occurs. A second effect is that of current flow confined to the surface of a conductor at high frequencies, an effect generally known as the skin-effect (Casimir and Ubbink 1967; Giacoletto 1996). As a consequence of the above two electrodynamic effects, there will be electric fields along both axial ($z$) and radial ($r$) directions ($E_z$ and $E_r$) within the specimen, but, there will be no electric field in the tangential ($\phi$) direction. The modeling measurement configuration ($r$-$z$ plane), illustrating the skin and the constriction effects, is shown in Fig. 1(b). Since symmetry also exists about the $z$ axis, the modeling space can further be condensed to one half of the $r$-$z$ plane from $r = 0$ to $r = r_o$.
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Figure 1. (a) Schematic illustrating the measurement geometry comprising of the specimen with coaxially placed electrodes (shown in gray shade) in a cylindrical co-ordinate system. The illustration in (b) shows the current flow contour incorporating both skin and constriction effects inside the specimen ($r$-$z$ cross-section). The extent of radial spreading is enhanced with increasing frequency.

**3. Analytical approach**

**3.1 Formulation and generic solution**

The analytical solution for the electric field distribution (of angular frequency $\omega$) inside the specimen (of uniform conductivity-$\sigma$ and magnetic permeability-$\mu$) is obtained by solving the following second order partial differential equation (PDE) (Ney 1991; Giacoletto 1996):

$$
\nabla^2 E = \mu \omega \left( \frac{\partial E}{\partial t} \right) = j \omega \mu \sigma E
$$

(1)

Two independent partial differential equations in $E_z$ and $E_r$ may be written upon expanding the vector Laplacian (www.mathworld.com) using cylindrical co-ordinates as follows:

$$
\frac{\partial^2 E_r}{\partial r^2} + \frac{1}{r} \frac{\partial E_r}{\partial r} - \frac{E_r}{r^2} = j \omega \mu E_r
$$

(2)
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\[
\frac{\partial^2 E_z}{\partial r^2} + \frac{\partial^2 E_z}{\partial z^2} + \frac{1}{r} \frac{\partial E_z}{\partial r} = j \omega \mu E_z \tag{3}
\]

The general solutions for \( E_r(r, z) \) and \( E_z(r, z) \) for above PDE’s may be expressed as follows:

\[
E_r(r, z) = \left( C'_5 e^{-\xi_2 z} + C'_6 e^{\xi_2 z} \right) J_1(\lambda_1 r) \tag{4}
\]

\[
E_z(r, z) = \left( C'_7 e^{-\xi_2 z} + C'_8 e^{\xi_2 z} \right) J_0(\lambda_2 r) \tag{5}
\]

where \( C'_l \) (\( l = 5, 6, 7 \) and \( 8 \)) are the modified coefficients resulting from grouping the radial and axial solutions together.

### 3.2 Boundary conditions

The electric field distribution within the specimen is determined completely upon knowledge of the constants in the electric field expressions in equations (4) and (5). Examining the boundary conditions governing the two-probe impedance measurement problem is necessary to obtain the constants (Kelekanjeri and Gerhardt 2007):

a. Source and sink conditions:

\[
(E_z)_{z=0, t_o} = \frac{I_o}{\pi r_c^2 \sigma} \quad (0 \leq r \leq r_c) \tag{6}
\]

\[
= 0 \quad (r_c < r \leq r_o)
\]

\[
\left( \frac{\partial E_z}{\partial r} \right)_{z=0, t_o} = -\frac{I_o}{\pi r_c^2 \sigma} \delta(r_c - r) \tag{7}
\]

b. Limiting normal current on curved boundary:

\[
(E_r)_{r=r_o} = 0 \ , \ \forall z \tag{8}
\]

c. Conservation of current \((I_o)\) via Ampere’s law (Hallen 1962; Cottingham and Greenwood 1991):

\[
\oint_{r_o} H_\phi(r) \, r_o \, d\phi = I_o \tag{9}
\]

where \( H_\phi \) is the magnetic field in the azimuthal \((\phi)\) direction, expressed in terms of the electric field components \((E_r\) and \(E_z\)) as follows: (Hallen 1962; Cottingham and Greenwood 1991; Kelekanjeri and Gerhardt 2007):

\[
H_\phi(r, z) = \frac{1}{j \omega \mu} \left( \frac{\partial E_z}{\partial r} - \frac{\partial E_r}{\partial z} \right) \tag{10}
\]
3.3 Determination of unique solution for electric field distribution

Applying the limiting current boundary condition imposed on $E_r(r,z)$, listed in equation (8), we obtain $J_1(\lambda_i r)|_{r=r_o} = 0$ for a non-trivial solution. This equation has infinite roots (Kreyszig 1994; Weber and Arfken 2004), given by $\lambda_i = \frac{\beta_i}{r_o}$ ($i = 1, 2, 3$), where $\beta_i$ is a root of $J_1(x)$. Therefore, using the principle of superposition, $E_r(r,z)$ may be rewritten as:

$$E_r(r,z) = \sum_m \left( C_m e^{-\xi_m r} + C_m' e^{\xi_m r} \right) \frac{J_1(\lambda_m r)}{\lambda_m}$$

(11)

Next, the total current condition given by Ampere's law in equation (9) yields:

$$2\pi r_o H_\varphi(r,z)|_{r=r_o} = I_o$$

(12)

Substituting for $H_\varphi(r,z)$ from equation (10), we have:

$$\left( \frac{\partial E_z}{\partial r} \right)_{(r_o,z)} = \frac{j\omega \mu}{2\pi r_o} I_o$$

(13)

Since, the right hand side (RHS) term in the above equation is a constant, $E_z(r,z)$ must contain at least one term that is just a function of $r$ and independent of $z$. Therefore, the expression for $E_z(r,z)$ may be modified as:

$$E_z(r,z) = f(r) + \left( C_m' e^{-\xi_m r} + C_m e^{\xi_m r} \right) \frac{J_1(\lambda_m r)}{\lambda_m}$$

(14)

Substituting this new expression for $E_z(r,z)$ in equation (13), it is seen that only $f(r)$ contributes to total current and therefore $\left( \frac{\partial f(r)}{\partial r} \right) = 0$. A non-trivial solution to this condition (see Appendix) is given by $\lambda_{2m} = \frac{\beta_1 m}{r_o}$ ($m = 1, 2, 3$), where $\beta_1$ is a root of $J_1(x)$. Thus the set of $\lambda_i$’s and $\xi_i$’s in the electric field expressions for $E_r(r,z)$ and $E_z(r,z)$ are determined as $\lambda_{1m} = \lambda_{2m} = \frac{\beta_1 m}{r_o}$ and $\xi_{1m}^2 = \xi_{2m}^2 = \gamma^2 + \lambda_{1m}^2$. Applying the principle of superposition, the expression for $E_z(r,z)$ becomes:

$$E_z(r,z) = f(r) + \sum_m \left( C_m e^{-\xi_m r} + C_m' e^{\xi_m r} \right) J_0(\lambda_1 m r)$$

(15)

3.3.1 Problem symmetry

The pre-exponential coefficients - $C_i$’s that are left to be determined for a unique solution of the electric fields- $E_r(r,z)$ and $E_z(r,z)$ may be reduced in number by exploiting the symmetry of the problem. As mentioned previously, the problem geometry is both rotationally symmetric and axi-symmetric (about $z$ axis). In addition, there is symmetry...
about \( z = \left( \frac{t_o}{2} \right) \) because the source and sink electrodes are placed on opposite circular faces of the specimen and centered about the \( z \) axis. A schematic illustrating the symmetric current flow contour incorporating constriction and skin effects is shown in Fig. 1(b). It is evident from the illustration that \( E_z(r,z) \) is symmetric about \( z = \left( \frac{t_o}{2} \right) \), whereas, \( E_r(r,z) \) is anti-symmetric. Thus, we can write the following conditions:

\[
E_r(r,z) = -E_r(r,t_o - z) \tag{16}
\]

\[
E_z(r,z) = E_z(r,t_o - z) \tag{17}
\]

Using these conditions, the electric field expressions \( E_r(r,z) \) and \( E_z(r,z) \) may be modified by eliminating the constants- \( C^\prime_{6m} \) and \( C^\prime_{8m} \) as follows:

\[
E_r(r,z) = \sum_m C^\prime_{5m} \left( e^{-\xi_1 m^2 z} - e^{-\xi_1 m^2 (t_o - z)} \right) J_1(\lambda_{1m} r) \tag{18}
\]

\[
E_z(r,z) = f(r) + \sum_m C^\prime_{7m} \left( e^{-\xi_1 m^2 z} + e^{-\xi_1 m^2 (t_o - z)} \right) J_0(\lambda_{1m} r) \tag{19}
\]

### 3.3.2 Validation of 1-D skin-effect solution for \( f(r) \)

Consider the case of alternating current \( (I_o, \exp(-j\omega t)) \) flow through an infinitely long thin cylindrical wire along the \( z \) direction. In this case, the electric field distribution is governed only by skin-effect, which is given as (Giacolletto 1996):

\[
E_z(r) = a J_0(\kappa r) \tag{20}
\]

where \( a = \frac{\kappa I_o}{2 \pi \sigma_o \int_1^{\infty} (\kappa r_o) } \) and \( \kappa^2 = -j\omega \mu a = -\gamma^2 \).

Let us assume this solution for \( f(r) \) in the expression for \( E_z(r,z) \) in equation (19). This assumption will be justified in the following by testing for the total current condition listed in equation (13). By virtue of this assumption, the expression for \( E_z(r,z) \) now becomes:

\[
E_z(r,z) = a J_0(\kappa r) + \sum_m C^\prime_{7m} \left( e^{-\xi_1 m^2 z} + e^{-\xi_1 m^2 (t_o - z)} \right) J_0(\lambda_{1m} r) \tag{21}
\]

Substituting this expression for \( E_z(r,z) \) in equation (13) (see Appendix for derivative of \( J_0(x) \)),

\[
\left( \frac{\partial E_z}{\partial r} \right)_{(r_o,z)} = -\kappa d J_0(\kappa r_o) + \sum_m \left( e^{\xi_1 m^2 z} + e^{\xi_1 m^2 (t_o - z)} \right) \left( -\lambda_{1m} J_1(\lambda_{1m} r_o) \right) = -\frac{\kappa^2 I_o}{2 \pi \sigma_o} + \frac{j\omega \mu I_o}{2 \pi \sigma_o} \tag{22}
\]

The summation term vanishes as \( J_1(\lambda_{1m} r_o) = J_1(\beta_{1m}) = 0 \). The result is identical to the RHS of equation (13). Therefore, the starting assumption for \( f(r) \) is justified and the modified solution for \( E_z(r,z) \) given in equation (21) stands correct. The first term in the expression
for $E_z(r,z)$ accounts for the skin-effect and the summation signifies the contribution from current constriction at the contacts.

The pre-exponential coefficient $C'_7m$ may be determined by evaluating the integral

$$\int_{\partial D} \frac{\partial E_z}{\partial r} \mid_{r=0} J_1(\lambda_1 r) r dr$$

using the source condition (equation (7)) and alternately using the expression for $E_z(r,z)$ in equation (21). The final answer is listed below:

$$C'_7m = \frac{\left\{ J_0 J_1 (\lambda_1 r_o) \right\}}{4\pi r_o} \left[ \frac{\kappa r_o}{\kappa^2 - \lambda_1^2} \left\{ J_2 (\kappa r_o) J_1 (\lambda_1 r_o) - \lambda_1 J_1 (\kappa r_o) J_2 (\lambda_1 r_o) \right\} \right]$$

$$\left\{ \frac{\lambda_1^2 r_o^2}{2} \left( J_2 (\beta_1 r_o) \right)^2 \left[ 1 + e^{-\xi_1 r_o} \right] \right\}$$

(23)

The second coefficient $C'_5m$ appearing in the expression for $E_r(r,z)$ may be determined by making use of Faraday’s law (Cottingham and Greenwood 1991) as follows:

$$\nabla \times \mathbf{H} = \sigma \mathbf{E} = \left( \frac{\partial H_\varphi}{\partial z} \right) \hat{r} + \left( \frac{\partial H_\varphi}{\partial r} \right) \hat{z} = \sigma E_r \hat{r} + \sigma E_z \hat{z}$$

(24)

By substituting for $H_\varphi$ from equation (10) and then comparing the $r$ component on both sides of the equation, we have:

$$\left( \frac{\partial^2 E_z}{\partial z \partial r} - \frac{\partial^2 E_r}{\partial z^2} \right) = -j \omega \mu \sigma E_r$$

(25)

The coefficient $C'_5m$ may be solved for by substituting the expressions for $E_r(r,z)$ and $E_z(r,z)$ in the above equation. The final answer is given as follows:

$$C'_5m = \frac{C'_7m \lambda_1 \mu \sigma}{\varepsilon_1 m}$$

(26)

This completes the determination of the electric field distribution (described by equations (18) and (21)) inside a cylindrical disk shaped conductor for a two-probe impedance measurement.

### 3.3.3 Semi-infinite solution

Consider the case when the cylinder is infinitely long in the thickness ($z$) direction. The electric field distribution in this case can be obtained as a corollary to the derivation presented thus far. All the boundary conditions listed earlier are equally valid here. Therefore, the approach for obtaining the final solution is similar to the one presented for the disk problem. However, the only major difference between the solutions is that, terms involving $e^{+\xi_1 z}$ are excluded from $z$-solutions for the present case. This essentially means
that the probability of a wave rebounding from the opposite boundary is negligible, which
is a good approximation for large values of \( t_o \).

The expressions for the axial and radial electric fields can then be written as follows
(Kelekanjeri and Gerhardt 2007):

\[
E_r(r, z) = \sum_m C_m' e^{-s_m r} J_1(\lambda_m r) \tag{27}
\]

\[
E_z(r, z) = aJ_0(\kappa r) + \sum_m C_m' e^{-s_m r} J_0(\lambda_m r) \tag{28}
\]

The coefficients \( C_m' \) and \( C_m'' \) may be solved for in a similar manner as shown for the disk
solution. The above expressions are only valid from \( z = 0 \) to \( \frac{t_o}{2} \); the solution for the other
half of the cylinder is readily obtained by using the symmetry conditions listed in equations
(16) and (17). Therefore, this problem will hereafter be referred to as the ‘semi-infinite’ case.

4. Finite element approach

The closed-form analytical expressions for the electric field distribution presented in the
previous section were validated independently using a finite element solution obtained
using the Electromagnetics Module of FEMLAB package (COMSOL AB\textsuperscript{a} 2004). Modeling
was conducted in the Meridional Currents/Potentials mode, which ensured rotational
symmetry as well as symmetry about the \( z \) axis. The latter enforces that the radial current
density and the gradient in the axial current density are both zero on the \( z \) axis, i.e.

\[ J_r \big|_{r=0} = 0 \quad \text{and} \quad \frac{\partial E_z}{\partial r} \bigg|_{r=0} = 0 \quad \text{(COMSOL AB\textsuperscript{a} 2004).} \]

The finite element model was formulated

as a time-harmonic quasistatic problem in terms of magnetic (\( \overrightarrow{A} \)) and electric (\( V \)) potentials.
The modeling geometry consists of one-half of \( r-z \) cross-section of the specimen (boundary 1
shows axial symmetry), which has been divided into sub-domains I and II as shown in Fig.
2. Boundaries-2 and 3 correspond to the source and sink electrode contacts respectively,
where a constant current density is specified. The electric and magnetic fields are forced to
be continuous across the vertical boundary (boundary-4) at \( r = r_c \). Electric and magnetic
insulation is specified at boundaries-5, 6 and 7. A Direct UMFPACK linear stationary solver
(COMSOL AB\textsuperscript{b} 2004) was used for obtaining the solution of the dependent variables, viz. the
vector magnetic potential (\( \overrightarrow{A} \)) and the electric potential (\( V \)), for the following PDE
(COMSOL AB\textsuperscript{a} 2004):

\[
\left( j\omega \sigma - \omega^2 \varepsilon_o \varepsilon_r \right) \overrightarrow{A} + \overrightarrow{\nabla} \times \left( \frac{\overrightarrow{\nabla} \times \overrightarrow{A}}{\mu_o \mu_r} \right) - \sigma \overrightarrow{\nabla} (\overrightarrow{\nabla} \times \overrightarrow{A}) + \left( \sigma + j\omega \varepsilon_o \varepsilon_r \right) \nabla V = -\vec{J}^e \tag{29}
\]

In the above equation, \( \varepsilon_o \) and \( \varepsilon_r \) refer to the absolute and relative permittivity and \( \mu_o \) and
\( \mu_r \) refer to the absolute and relative magnetic permeability respectively. Subsequently, the
electric and magnetic fields are obtained as:
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\[ \mathbf{E} = -\nabla V - \frac{\partial \mathbf{A}}{\partial t} \]  and  \[ \mathbf{B} = \nabla \times \mathbf{A} \]  (30)

Figure 2. Illustration of the problem geometry (r-z cross-section) detailing the various sub-domains and boundaries as modeled in FEMLAB. Sub-domains I and II are parts of the complete specimen and are differentiated in order to indicate the electrode contacts on boundaries (z=0 and z=t_o) of sub-domain I. Sub-domain boundaries are numbered using Arabic numerals.

5. Simulation results and discussion

In the first part of this section, a comparison between the electric field profiles (E_z and E_r) obtained via analytical and finite element simulations is presented. The two electrodynamic effects pertinent here, viz. the constriction and skin effects are discussed in detail based on the electric field profiles. Subsequently, the effects of varying one or more geometric parameters on the electric field profiles are studied systematically. Finally, the concept of a limiting thickness t_o,lim is discussed, which is useful in ascertaining the applicability of the disk and semi-infinite analytical solutions for a given geometric configuration.

5.1 Electric field profiles

The following set of material properties and geometric parameters is used for computing the electric field profiles: \( \sigma = 8.34 \times 10^5 \) S/m, \( \mu_r = 1.004 \), \( r_o = 5\text{mm} \), \( r_c = 0.5\text{mm} \) and \( t_o = 2\text{mm} \). An amplitude of \( I_o = 50\text{mA} \) is assumed for the alternating current. A total of 53288 elements and 3126 boundary elements corresponding to a simulation space of 5x2sq.mm were used for finite element simulations. Figure 3 shows a comparison between the analytical and FEMLAB solutions as cross-section plots of the axial (E_z) and radial (E_r) electric field profiles at \( z = \frac{t_o}{6} \) and a frequency of 1 MHz (Kelekanjeri et al. and Gerhardt 2006). It is clear from these plots that the analytical and FEMLAB solutions are in excellent agreement with
each other. Figure 4 shows surface plots of the axial field (\(E_z\)) at frequencies of 0.1 MHz ((a) & (c)) and 1 MHz, ((b) & (d)) obtained from the FEMLAB solution. The scale has been adjusted to emphasize the constriction behavior in 4(a) & 4(b) and the skin-effect behavior in 4(c) & 4(d). The symmetry of the field distribution about \(z = \frac{t_o}{2}\) is clear from all the surface plots. It is seen from Figs. 4(a) and 4(b) that the field is concentrated near the electrode contacts, which is due to the constriction effect. The constriction effect in essence signifies the extent of radial spreading of the current. That this is the case, may be seen from Fig. 3(b), where the radial field \(E_r(r, z)\) is a maximum at \(r = r_c\), where the contacts terminate. Further away from the electrode contacts, the field decays rapidly along both \(z\) and \(r\) directions, as seen from the surface plots. The decay in \(E_z\) along the radial direction from \(r = 0\) to \(r = r_o\), may also be seen in the cross-section plot in Fig. 3(a), as the initial drop-off. This is due to progressive attenuation of the signal as it propagates within the medium. Increasing the frequency has the effect of enhancing the rate of field decay in the constriction region, as seen from the surface plots 4(a) and 4(b). The surface plots in Figs. 4(c) and 4(d) emphasize the skin-effect behavior at large values of \(r\) by using an altered scale. The surface plot in Fig. 4(d) clearly demonstrates that after the constriction drop-off, the field starts to rise near the end regions of the disk. This late rise in the field, as \(r\) approaches \(r_o\), is also seen in the plot of \(E_z\) vs. \(r\) in Fig. 3(a). This behavior is due to the skin-effect, which forces the current to propagate closer to the surface, resulting in higher fields near the surface (Casimir and Ubbink 1967; Giacoletto 1996). The extent of rise is greater, the higher the frequency, as shown by the surface plots 4(c) and 4(d) at frequencies of 0.1 and 1MHz respectively. Thus at high frequencies, both the constriction and skin effects in combination determine the overall field distribution, whereas, constriction is the only dominant effect at low frequencies.

Figure 3. Plots of \(E_z(r, z)_{z=t_o/6}\) and \(E_r(r, z)_{z=t_o/6}\) versus \(r\) at 1 MHz, showing the good match between the analytical and FEMLAB solutions. The profiles correspond to the following measurement geometry: \(r_o=5\text{mm}, r_c=0.5\text{mm}\) and \(t_o=2\text{mm}\).
5.2 Geometric effects on electrodynamic phenomena

Simulation studies on the effect of different geometrical parameters on the two important electrodynamic phenomena pertinent to this problem viz. the skin-effect and constriction are presented next. For these studies, the material parameters ($\sigma, \mu$) and the total injected current ($I_0$) are left unchanged from earlier values. Simulations for studying the skin-effect behavior (at large $r$) were conducted by a systematic variation of $r_o$ and $t_o$ at three different values of the electrode contact radius $r_c$. The field on the boundary, viz. $E_z(r, z)\bigg|_{(r_o, t_o/2)}$, was chosen as the representative parameter for studying the skin-effect behavior. This is because, the constriction effect is minimal at the center of the disk ($z = t_o/2$), whereas, the skin-effect is a maximum on the boundary ($r = r_o$). Therefore, the field parameter $E_z(r, z)\bigg|_{(r_o, t_o/2)}$ will hereafter be referred to as the skin-effect field.

Figure 5 (a) shows the skin-effect field at 1MHz plotted versus $t_o$ by systematically varying $r_o$ keeping $r_c$ constant and vice-versa. It is evident from the plots that the skin-effect field is...
primarily influenced by \( r_o \) (Kelekanjeri and Gerhardt 2006) and remains invariant with changes in the electrode contact radius \( r_c \). Next, the skin-effect field goes through a maximum (at \( t_o = t_{o,\text{cri}} \)) before ultimately reaching a steady value. These inferences may be understood by examining the expression for the skin-effect field, which is given as:

\[
E_z(r_o, \frac{t_o}{2}) = aJ_o(kr_o) + \sum_m 2C'_m e^{-\frac{\xi_{tw}t_o}{2}} J_0(\lambda_{1m}r_o)
\]

(32)

Figure 5. Plots of the skin-effect field vs. the specimen thickness \( t_o \) upon a systematic variation of (a) specimen radius \( r_o \) and electrode contact radius \( r_c \) at a frequency of 1 MHz and (b) frequency of the current by fixing \( r_c = 0.1\text{mm} \) and \( r_o = 2\text{mm} \)

In general, both terms in this expression are complex quantities. The first term actually describes the skin-effect, which for the most part is dependent on \( a \). Therefore, the magnitude of this term scales inversely with \( r_o \), which is evident from the expression for \( a \) given earlier (see section 3.3.2). The magnitude of the second term that arises due to the constriction effect is mostly influenced by \( t_o \). The contribution from the constriction term is significant only for small values of \( t_o \). Therefore, the magnitude of the skin effect field is governed by both terms at small values of \( t_o \). The maximum occurs when the phase difference between the two complex phasors is minimal. At large \( t_o \), the contribution from the summation term becomes increasingly less significant, which is the reason for the asymptotic behavior. Physically, this implies that as the specimen thickness increases progressively, the constriction effect decays progressively to a point where it is no longer significant and the situation becomes identical to 1D skin-effect (Kelekanjeri and Gerhardt 2006).

From the plot in Fig. 5(a), it is also noted that the value of \( t_{o,\text{cri}} \) (corresponding to the maximum field) remains almost invariant for all combinations of \( r_o \) and \( r_c \) investigated. However, the position of the maximum (\( t_{o,\text{cri}} \)) was found to shift to larger values of \( t_o \).
upon decreasing the frequency, with a simultaneous drop in the skin-effect field as shown in Fig. 5(b) (Kelekanjeri and Gerhardt 2006). The scaling of the field with frequency is because the parameter $\omega$ is proportional to the square-root of the angular frequency. Additionally the contribution from the second term also scales with frequency and therefore the maximum is displaced further along the $t_o$ axis upon lowering the frequency. A good analogy to this situation is that of 1D skin-effect, where the field spreads more into the conductor from the surface as the frequency decreases. In essence, frequency behaves like a kinetic parameter in controlling the dispersion of the electric field (Kelekanjeri and Gerhardt 2006).

Next, the results from simulations on constriction behavior are discussed. The magnitude of the field parameter $E_z(r,z)\bigg|_{(r_o \frac{t_o}{\lambda})}$ was chosen as the representative parameter for studying the constriction behavior (Kelekanjeri and Gerhardt 2007). The constriction effect from the previous discussion is clearly the largest at $r=r_c$, while the choice of the $z$ co-ordinate was arbitrary. This field parameter will be referred to as the constriction field, hereon. It is intuitive that $r_c$ should have a major impact on the constriction field, as it is in turn dependent on the impressed field, which is dictated by $r_c$. Therefore, the effect of systematically varying $r_o$ and $t_o$ on the constriction field was investigated at a fixed value of $r_c=0.1\text{mm}$. Figure 6(a) shows the constriction field computed at 1MHz, plotted as a function of $t_o$ for three different values of $r_o$. It is clear from the plot that for a given $r_o$, a monotonic decrease in the constriction field is noted before ultimately reaching an asymptote. Additionally, the asymptote is noted to occur at a higher value of $t_o$ as $r_o$ increased. This may be understood by looking at the following expression for the constriction field $E_z(r,z)\bigg|_{(r_o \frac{t_o}{\lambda})}$:

$$E_z(r_c, t_o) = aJ_0(\kappa r_c) + \sum_m C_m \left( e^{\frac{5\xi m r_o}{6}} + e^{-\frac{5\xi m r_o}{6}} \right) J_0(\lambda_m r_c)$$

(33)

The contribution from the summation term decays exponentially with increasing $t_o$. Therefore, at small values of $t_o$, the magnitude of the constriction field is entirely determined by the summation term and is independent of $r_o$. For large values of $t_o$, the summation term becomes negligible and therefore the constriction field is only dependent on $r_o$, which explains the eventual asymptotic behavior in terms of $t_o$. In the intermediate regime, contributions from both terms are comparable and the extent of this regime is dependent on the parameter $\alpha$, which scales inversely with $r_o$. Therefore, a specimen with a larger radius has an extended intermediate regime and also a smaller asymptotic constriction field, directly attributable to the contribution from the first term. The physical significance of this is that the constriction behavior equilibrates at a much smaller thickness in a specimen of smaller radius as compared to a larger one. The reason is because the field
spreads out over a larger distance in a specimen of larger radius and consequently equilibrates at a lower asymptote (Kelekanjeri and Gerhardt 2007). Figure 6(b) shows the constriction behavior upon varying the frequency at fixed values of $r_o = 5\text{mm}$ and $r_c = 0.1\text{mm}$. The general trend of $E_z(r,z) \bigg|_{\left(\frac{r_c}{\delta}\right)}$ vs. $t_o$ described in the previous paragraph is also valid at all the three different frequencies investigated here. The most important effect noted upon varying the frequency is that the saturation field decreased drastically with increasing frequency, as is evident from Fig. 6(b). Additionally, the onset of saturation occurred at progressively smaller values of $t_o$ with increasing frequency. Both these effects pertinent to the constriction region again bear testimony to the fact that frequency behaves like a kinetic parameter in determining the equilibrium field distribution, similar to that seen in Fig. 5(b) for the skin-effect field.

Figure 6. Plots showing the constriction field $E_z(r,z) \bigg|_{\left(\frac{r_c}{\delta}\right)}$ versus $t_o$ with systematic variation in (a) specimen radius-$r_o$ at a frequency of $1\text{MHz}$ and (b) frequency at $r_o = 5\text{mm}$. The electrode contact radius $r_c$ is fixed at $0.1\text{mm}$ for these simulations.

5.3 Limiting Thickness Analysis

The concept of a limiting thickness $t_{o,\text{lim}}$, is proposed so as to investigate the applicability of the disk and semi-infinite closed-form analytical solutions to a given geometric configuration. The limiting thickness is defined as the smallest disk thickness for which a limiting field profile $E_{z,\text{lim}} \bigg|_{z = \frac{t_{o,\text{lim}}}{2}}$, is reached at the center of the disk (Kelekanjeri and Gerhardt 2007). This means that a disk with thickness larger than $t_{o,\text{lim}}$, (say $t_l > t_{o,\text{lim}}$) will yield the same profile $E_{z,\text{lim}} \bigg|_{z = \frac{t_{o,\text{lim}}}{2}}$, for all values of $z$ between $\left(\frac{t_{o,\text{lim}}}{2}\right)$ and $\left(\frac{t_l}{2}\right)$. It is
intuitive that both the limiting thickness and the limiting field profile should be frequency dependent, because the constriction effect varies with frequency as explained previously.

An optimization routine was developed for determining $t_{o,lim}$ and $E_{z,lim}|_{z=\frac{t_{o,lim}}{2}}$, which is described in the following. The electric field at the center of the specimen $E_z(r,z)|_{(0,\frac{t_{o}}{2})}$ (for any arbitrary $t_{o}$), hereafter referred to as the center field, was chosen as the optimization parameter. This is because the electric field at $\left(0,\frac{t_{o}}{2}\right)$ was observed to be the last to equilibrate in the electric field profile at the center of the disk. The center field is given by the following expression (Kelekanjeri and Gerhardt 2007):

$$E_z(0,\frac{t_{o}}{2}) = a + \sum_{m}^{+\infty} 2C' \gamma m e^{-\frac{\xi_{lim} t_{o}}{2}}$$  \hspace{1cm} (34)

The routine begins by initializing upper and lower bounds for $t_{o}$, such that $t_{o,upper} >> t_{o,lower}$. The center fields corresponding to thickness values of $t_{o,lower}$, $t_{o,upper}$ and $t_{o,middle} = \left(\frac{t_{o,lower} + t_{o,upper}}{2}\right)$ were then determined as $E_{z,lower}$, $E_{z,upper}$ and $E_{z,middle}$ respectively. Next, the correct thickness interval ([t_{o,lower}, t_{o,middle}] or [t_{o,middle}, t_{o,upper})] for determination of $t_{o,lim}$ was identified by examining the relative differences between the corresponding center fields i.e. $|E_{z,upper} - E_{z,middle}|$ and $|E_{z,middle} - E_{z,lower}|$. The interval corresponding to the smallest difference in the fields was the obvious choice. The upper and lower bounds were updated after choosing the new interval. This procedure was repeated until convergence was achieved simultaneously in both the center field and the thickness, which uniquely determined the limiting thickness $t_{o,lim}$ and the associated limiting field profile $E_{z,lim}|_{z=\frac{t_{o,lim}}{2}}$, for a given geometric configuration and a frequency. The results of computations of the limiting thickness $t_{o,lim}$ and the limiting center field $E_{z,lim}|_{(0,\frac{t_{o,lim}}{2})}$ are listed in Table 1 for multiple frequencies. These calculations were performed for the same set of material parameters and for values of $r_c$ and $r_o$ of 0.5mm and 5mm respectively. It is clear from the table that the limiting thickness as well as the limiting center field, increase progressively to an asymptotic quantity with decreasing frequency.

The limiting thickness parameter thus determined was then used as a reference for comparing the disk and the semi-infinite analytical solutions with the FEMLAB solution. The FEMLAB solution proved to be indispensable in verifying the computation of $t_{o,lim}$. 
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Figure 7 shows the limiting electric field profile \( E_{z,\text{lim}} \mid z=\frac{t_o}{2} \) at 1 MHz) computed from the disk and the semi-infinite analytical solutions and also the FEMLAB solution for the following cases: \( t_o < t_{o,\text{lim}}, \ t_o = t_{o,\text{lim}} \) and \( t_o > t_{o,\text{lim}} \). The cross-section at the center of the disk \((z=\frac{t_o}{2}\) was chosen because, the discrepancies if present, were always a maximum here. In the case where \( t_o < t_{o,\text{lim}}, \) a clear mismatch is noted between the profiles yielded by the disk and the semi-infinite analytical solutions. As \( t_o \) increased, the mismatch decreased progressively and the solutions yielded a perfect match at \( t_{o,\text{lim}} \) and the match remained intact for \( t_o > t_{o,\text{lim}} \).

| Frequency (Hz) | \( t_{o,\text{lim}} \) (mm) | \( E_{z,\text{lim}} \mid z=\frac{t_o}{2} \) (V/m) |
|----------------|---------------------------|-----------------------------------|
| \( 10^6 \)     | 15.4                      | 5.08 \times 10^6                  |
| \( 5 \times 10^5 \) | 16.9                      | 4.36 \times 10^5                  |
| \( 2 \times 10^5 \) | 19.8                      | 2.36 \times 10^4                  |
| \( 10^5 \)     | 22.8                      | 4.70 \times 10^4                  |
| \( 5 \times 10^4 \) | 22.8                      | 6.53 \times 10^4                  |
| \( 2 \times 10^4 \) | 22.8                      | 7.44 \times 10^4                  |
| \( 10^4 \)     | 22.8                      | 7.60 \times 10^4                  |
| \( 10^3 \)     | 22.8                      | 7.65 \times 10^4                  |
| \( 5 \times 10^2 \) | 22.8                      | 7.65 \times 10^4                  |

Table 1. Limiting thicknesses and limiting center fields at several frequencies via optimization of the disk solution for chosen values of \( r_o = 5 \text{mm} \) and \( r_c = 0.5 \text{mm} \)

The total number of elements used in the FEMLAB models for the cases- \( t_o < t_{o,\text{lim}}, \ t_o = t_{o,\text{lim}} \) and \( t_o > t_{o,\text{lim}} \) were 20824, 67880 and 72017 respectively. The maximum mesh size \( (\Delta_{\text{max}}) \) on the vertical boundaries of the geometry (spanning a length of \( t_o \) ) was adjusted so as to improve the match with the analytical solution(s). A constant value of \( \Delta_{\text{max}} \) could not be used for all three cases because of memory handling constraints associated with the solver. A nearly identical profile to that of the analytical disk solution was obtained using the FEMLAB solution for \( t_o < t_{o,\text{lim}} \). In cases where \( t_o \geq t_{o,\text{lim}} \), the FEMLAB solution deviated marginally from the two analytical solutions, which showed a perfect match. The match could be better provided the memory constraints of the solver upon lowering \( \Delta_{\text{max}} \) could be met. However, for practical purposes, the analytical disk solution and the FEMLAB
solution are in agreement with each other for all values of $t_0$, while the semi-infinite analytical solution is clearly a rough approximation for $t_0 << t_{0,\text{lim}}$.

Figure 7. Plots showing the axial field at 1MHz as a function of $r$ to show the relative match between the semi-infinite, disk analytical solutions and the FEMLAB solution for the following cases – (a) $t_0 << t_{0,\text{lim}}$, (b) $t_0 \approx t_{0,\text{lim}}$ and (c) $t_0 \geq t_{0,\text{lim}}$

6. Computation of Specimen Impedance

In this section, a procedure for computing the complex impedance of the specimen in the shape of a cylindrical disk is described based on the expressions for the electric field distribution that were presented in section 3. As before, computation of impedance from the analytical model was validated using the FEMLAB model at a number of frequencies. The
following material properties and geometric parameters were used for computing the specimen impedance: \( \sigma = 8.34 \times 10^5 \text{ S/m}, \mu_r = 1.004, r_o = 6.35\text{mm}, r_c = 0.5\text{mm} \) and \( t_o = 2\text{mm} \).

The complex impedance \( Z \) of a specimen for an alternating current flow situation consists of real \( (Z') \) and imaginary \( (Z'') \) components, viz. a resistance \( (R) \) and a reactance \( (X) \).

\[
Z = Z' + jZ'' = R + jX
\]  

(35)

In the case of a metallic specimen, the reactance is primarily due to the contribution from the internal inductance \( (L_i) \) of the specimen. While the resistance is related directly to energy loss due to ohmic heating, the inductance describes the ability of a conductor to store magnetic energy (Hallen 1962). The expression for the complex impedance by incorporating the inductance is written as follows:

\[
Z = R + j\omega L_i
\]  

(36)

The computation of \( R \) and \( L_i \) of a metallic cylindrical disk specimen using the analytical electric field expressions was conducted via energy methods (Kelekanjeri 2007). The resistance and the inductance are obtained by calculating the Joule heat-loss and the total internal magnetic energy respectively, the expressions for which, are listed as follows (Hallen 1962):

\[
R = \frac{1}{I_{rms}^2} \int \bar{E} \cdot \bar{E}_c dV \quad \text{and} \quad L_i = \frac{1}{I_{rms}^2} \int \bar{B} \cdot \bar{H}_c dV = \frac{1}{I_{rms}^2} \int \mu \bar{H} \cdot \bar{H}_c dV
\]  

(37)  

(38)

In the above expressions \( \bar{E} \) and \( \bar{H} \) are the total complex electric and magnetic fields respectively, while the subscript \( c \) denotes the complex conjugate. The total magnetization-\( \bar{B} \) is related to the magnetic field \( \bar{H} \) by the magnetic permeability \( \mu \). The root mean square value of the current of amplitude \( I_o \) is given by \( I_{rms} = \frac{I_o}{\sqrt{2}} \). The total electric field \( \bar{E} \) and the magnetic field \( \bar{H} \) are given in terms of the electric field components \( E_r \) and \( E_z \) as follows:

\[
\bar{E} = E_r \hat{r} + E_z \hat{z} \quad \text{and} \quad \bar{H} = \frac{1}{j\omega \mu} \left( \frac{\partial E_z}{\partial r} - \frac{\partial E_r}{\partial z} \right)
\]  

(39)  

(40)

The analytical expressions for \( E_r \) and \( E_z \) are given in section 3. The reader is referred to the Appendix for further details on evaluation of the volume integrals.

In the case of the FEMLAB model, the overall Joule heat loss and the magnetic energy are obtained by integration of the time average resistive heating per unit volume \( (Q_{avr}) \) and the
magnetic energy density \((W_{mag})\) over the specimen volume respectively. The expressions for the time average quantities, viz. the Joule heat loss per unit volume and the magnetic energy density are given as follows (COMSOL AB 2004):

\[
Q_{av} = \frac{1}{2} \text{Re}(\mathbf{J} \cdot \mathbf{E})
\]

and

\[
W_{mag} = \frac{1}{4} \text{Re}(\mathbf{H} \cdot \mathbf{B})
\]

The resistance \(R\) and the inductance \(L_i\) are subsequently obtained by dividing out the time average quantities by \(I_{rms}^2\).

Figure 8. Plots of the frequency dependent resistance (a) and inductance (b) computed from both analytical (open symbols) and finite element models (solid line)

Plots of \(R\) and \(L_i\) as a function of the frequency are shown in Figs. 8(a) and 8(b) respectively. The perfect match between the quantities computed via the closed-form analytical solution and the finite element FEMLAB solution is evident from both plots. The resistance behavior as a function of frequency may be understood by examining the cross-section plots of \(E_z(r,z)\) and \(E_r(r,z)\) in Fig. 3 and the surface plots of \(E_z(r,z)\) in Fig. 4. It is clear from Fig. 3(a) that the axial field \(E_z(r,z)\) drops quickly to zero past the constriction region and reappears at larger values of \(r\) (near the surface). The rise in \(E_z(r,z)\) near the surface (see Fig. 3(a)) is non-existent for frequencies below 10kHz. The radial field \(E_r(r,z)\) (see Fig. 3(b)) on the other hand remains finite beyond the constriction region and is extended to large values of \(r\) with increase in the frequency. The extent of rise in \(E_z(r,z)\) near the surface and the radial spreading in terms of \(E_r(r,z)\) past the constriction region are both enhanced with increase in frequency. The variation in the field profiles for frequencies below 10kHz is negligible. This redistribution in the axial and radial fields with frequency has the effect of decreasing the Joule loss contribution from \(E_z(r,z)\) and increasing that from \(E_r(r,z)\).
(Kelekanjeri 2007). The overall Joule heat loss however, increases drastically with frequency (10kHz and above) as the predominant effect is that of \( E_r(r, z) \). Consequently, the resistance \( R \) remains relatively constant for frequencies up to 10kHz and increases progressively upon further increase in the frequency.

![Figure 9. Plots of the magnetic field \( H_\varphi(r, z) \) vs. \( r \) with varying (a) \( z \) cross-section from the surface to the center of the specimen at a frequency of 1MHz and (b) frequency at \( z = \frac{t_o}{6} \). The geometry was fixed at \( r_o = 6.35 \)mm, \( r_c = 0.5 \)mm and \( t_o = 2 \)mm]

The inductance behavior as a function of the frequency is dependent on the distribution of the magnetic field inside the specimen (Hallen 1962). Figure 9(a) shows plots of the magnetic field \( H_\varphi \) versus \( r \) at different \( z \) cross-sections starting from the boundary at \( (z = 0) \) to the center of the disk \( (z = \frac{t_o}{2}) \). It is evident from the plots that \( H_\varphi \) is a maximum at \( r = r_c \), (where the constriction effect is maximum) and reaches a constant value on the curved boundary \( (r = r_o) \). Additionally, the weakening of the magnetic field \( H_\varphi \) may be noted near the constriction region as \( z \) increases from 0 to \( \frac{t_o}{2} \). This gradual weakening of the magnetic field is aggravated with increasing frequency, as may be seen from Fig. 9(b), which shows plots of \( H_\varphi \bigg|_{z = \frac{t_o}{6}} \) at frequencies ranging from 10 kHz to 5 MHz. The lesser penetration of the magnetic field results in a lower overall magnetic energy for the specimen and consequently a lower internal inductance with a rise in the frequency (Hallen 1962). The reactance \( X \) on the other hand is a product of the internal inductance and the angular frequency (see equation (36)) and therefore increases with increasing frequency (Hallen 1962).
Computation of the Complex Impedance of a Cylindrical Conductor in an Ideal Two-Probe Configuration

Figure 10. Plots of the complex impedance magnitude-(a) and the phase angle-(b) versus frequency showing a comparison between the analytical (open symbols) and finite element models (solid line).

Figure 11. Plot of the complex impedance magnitude-(a) and phase angle-(b) vs. frequency from an actual two-probe impedance measurement of a superalloy specimen of dimensions $r_o=6.35\text{mm}$, $t_o=2\text{mm}$ and conductivity $\sigma=8.34 \times 10^5 \text{S/m}$. The electrode contact radius $r_c$ was 0.5mm.

The magnitude of the overall impedance ($|Z| = \sqrt{R^2 + X^2}$) and the phase angle ($\psi = \tan^{-1}\frac{X}{R}$) are shown as a function of the frequency in Fig. 10(a) and 10(b), for the closed-form analytical and the finite-element solutions respectively. The excellent match between the two solutions is again obvious. It is seen that the phase angle increases dramatically in the frequency range from 10kHz to 1MHz followed by a near saturation type behavior. The impedance only increases slightly from 10kHz to 100kHz, followed by a steep rise. It is interesting to note that both the resistance and reactance increase nearly at the same rate at
the highest frequencies, indicated by the saturation in $\psi \sim 45^\circ$. The latter observation is analogous to 1-D skin-effect situation, where both components of the complex impedance increase as square root of the angular frequency at high frequencies (Gosselin, et al., 1982). It should be mentioned that the specimen impedance computed here is a function of the electrode contact radius ($r_c$). This is because the electric and magnetic field distribution inside the specimen is governed by the constriction effect, which in turn is affected by variations in $r_c$. There is however another important factor which affects the measured two-probe impedance response viz., the contact resistance between the electrode and the specimen. The present model does not account for the contact resistance effect on the overall impedance and therefore, caters to an ideal situation only.

The measured two-probe impedance and the corresponding phase angle response from a specimen with dimensions and electrical conductivity similar to that used for impedance calculations are shown in Fig. 11. It is clear that the measured impedance (Fig. 11(a)) is orders of magnitude off from the computed impedance (Fig. 10(a)); however the overall increasing trend in impedance with frequency is almost identical in shape. The measured phase angle (Fig. 11(b)) also shows a similar trend as the computed one; however, the actual magnitude of the frequency dependent phase angle is different from the computed response. The reasons for the discrepancies between the measured and computed responses are discussed below. As mentioned previously, the electrode-specimen contact resistance is one factor responsible for the rather high value of the measured impedance and is prevalent at all frequencies. Secondly, the flow of alternating current generates a time-varying magnetic field, as a consequence of Faraday’s law. This magnetic field is responsible for an induced voltage besides that from the specimen, if any loops are present in the circuitry (Kelekanjeri 2007). While the contact resistance offsets the specimen impedance (at all frequencies), the induced voltage from the magnetic field primarily affects the reactance at high frequencies (10 kHz and beyond). The reactance increases nearly exponentially for frequencies above 100 kHz, owing to induced voltage from the circuitry and consequently obscures the measurement of actual impedance associated with the specimen. This is also the reason for the relatively higher values of the measured phase angle at the highest frequencies. The fluctuations in impedance noted up to 1MHz could be due to inadequate compensation of residual impedance arising from the circuitry. The problems mentioned heretofore for two-probe impedance measurements of a conducting specimen are not major concerns in the case of semiconducting or dielectric specimens due to the inherently large impedance of the specimen itself.

7. Future Work

The applicability of the present model of an ideal two-probe impedance measurement, treated as a current injection/extraction problem, is demonstrated for a fairly good conductor, in this case a nickel-base superalloy. However, the scope of this model may be extended to good semiconductors and polymer-conducting filler composites with fairly high conductivities, keeping in mind the assumptions made in the model. The validity will be ensured only when the conduction current density is still dominant over the displacement current density by orders of magnitude. As the next step, the model could be extended to address impedance measurements of more insulating materials by accounting for the displacement current term. In this case, the inherent dependence of conductivity and dielectric constant on the frequency will add more complexity into the model. This could also play a role in the case of the
conductor-filled polymer specimens, mentioned above. Another important problem in today’s nanoscale research is the quantitative determination of localized electrical properties of a microstructure using scanning probe microscopy (SPM) based electrical techniques. Nanoimpedance microscopy is an SPM-based AC technique in which, a local probe tip serves as a replacement to one of the bulk electrodes for measuring the local impedance of the region of interest (Kalinin and Gruverman 2007). In this case, however, the measured response is dominated by the region that is directly underneath the probe tip, the size of which, is determined directly by the tip-radius. In addition, the contact force applied by the tip, determined by the force constant of the tip, also affects the measured response. This type of localized measurement could also be treated as a current injection/extraction problem similar to the current one. However, the spatial variations in conductivity, the surrounding medium, the relative size of the feature vs. tip-radius, the nature of the contact between the tip and the sample are all important factors that should be included in the model.

8. Summary

Closed-form analytical expressions for the electric field distribution inside a cylindrical disk conductor are presented for the problem of a two-probe impedance measurement, treated as a current injection/extraction problem. The specimen was treated as a homogeneous material medium with uniform electrical and magnetic properties. A finite element solution obtained using a commercially available finite element package, FEMLAB 3.1, was used for independent validation of the closed-form expressions. Analytical expressions for the case of an infinitely long cylinder are also given as a corollary to the disk problem.

The expressions for the axial and radial electric fields consist of terms that account for both the skin effect and the constriction effect. The skin effect term becomes important at high frequencies (10^4 Hz to 10^6 Hz) near the end regions of the disk (large \( r \)), while the constriction term is dominant in regions near the electrode contacts (small \( r \)) at all frequencies.

The effects of varying the measurement geometry viz. the electrode contact radius \( r_c \), the disk radius \( r_o \), and the disk thickness \( t_o \), were investigated systematically. The skin effect behavior at high frequencies was found to be dependent only on the specimen dimensions (\( r_o \) and \( t_o \)) and was independent of the electrode contact radius \( r_c \) (\( r_c \ll r_o \)). The skin effect field reached a maximum in \( t_o \), before eventually reaching an asymptote with increasing \( t_o \). The dominant effect on the constriction was that of \( r_c \). In addition, the specimen geometry also impacted the constriction behavior; the dependency on \( r_o \) was only ruled out for small values of \( t_o \).

The concept of a limiting thickness and a limiting field profile was proposed in order to assess the range of applicability of the disk and semi-infinite analytical solutions for a given specimen geometry. Simulations indicated that the disk analytical solution and the FEMLAB solution matched with each other for all values of \( t_o \). The semi-infinite analytical solution also matched well with the other solutions when \( t_o \geq t_{o,lim} \). However, when \( t_o \ll t_{o,lim} \), the semi-infinite solution was only a rough approximation to the actual solution yielded by the disk solution. The real and imaginary parts of the complex impedance for an ideal two-probe impedance measurement were computed using the closed-form analytical and finite-element solutions via energy-based methods. The frequency dependent specimen resistance was found to be a
constant up to ~100kHz and increased monotonically with further rise in the frequency. The internal inductance on the other hand showed a monotonic decrease after 100kHz. These effects were explained as due to the increase in the overall Joule heat-loss and a decrease in the magnetic energy storage with rise in the frequency. The measured impedance response differed by orders of magnitude from the computed impedance due to factors such as the specimen-electrode contact resistance and the induced voltage from the measurement circuitry.
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10. Appendix
I. Sifting property of the delta function
\[ \int f(x)\delta(x_0 - x)dx = f(x_0) \]

II. Derivative of Bessel functions
\[ [x^{-\nu}J_{\nu}(x)] = -x^{-\nu}J_{\nu+1}(x) \]

III. Orthogonality property of Bessel functions
For a given \( \nu \), the Bessel functions \( J_\nu(\lambda_1 x) \), \( J_\nu(\lambda_2 x) \), \( J_\nu(\lambda_3 x) \),... with \( \lambda_{mv} = \frac{\beta_{mv}}{R} \) (\( m = 1,2,3... \)) form an orthogonal basis in the interval \( 0 \leq x \leq R \) with respect to the weight function \( p(x) = x \). This property is expressed as:
\[ \int_0^R xJ_{\nu}(\lambda_{mv}x)J_{\nu}(\lambda_{nv}x)dx = 0 \quad (m \neq n) \]
\[ = \frac{R^2}{2}J_{\nu+1}^{2}(\lambda_{mv}R) \quad (m = n) \]

IV. Indefinite integral of product of Bessel functions
\[ \int \left\{ (k^2 - l^2)t - \left( \frac{u^2 - v^2}{t} \right) \right\} J_{\nu}(kt)J_{\mu}(lt)dt \]
\[ = z[k] J_{\nu+1}(lz) - [l] J_{\mu+1}(lz) - (\mu - \nu)J_{\mu}(kz)J_{\nu}(lz) \]

V. Complex identities
If \( u \) and \( v \) are any two complex numbers, then the following identities hold true for operations on their complex conjugates \( \bar{u} \) and \( \bar{v} \).

a. \( (u \pm v) = \bar{u} \pm \bar{v} \)
b. \((uv) = \overline{uv}\)

c. \(f_{\mu}(u) = f_{\mu}(\overline{u})\), where \(f_{\mu}(x)\) is a Bessel function in \(x\) of order \(\mu\).
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