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Abstract—In this paper, we consider the optimal coordination of automated vehicles at intersections under fixed crossing orders. We formulate the problem using direct optimal control and exploit the structure to construct a semi-distributed primal-dual interior-point algorithm to solve it by parallelizing most of the computations. Differently from standard distributed optimization algorithms, where the optimization problem is split, in our approach we split the linear algebra steps, such that the algorithm takes the same steps as a fully centralized one, while still performing computations in a distributed fashion. We analyze the communication requirements of the algorithm, and propose an approximation scheme which can significantly reduce the data exchange. We demonstrate the effectiveness of the algorithm in hard but realistic scenarios, which show that the approximation leads to reductions in communicated data of almost 99% of the exact formulation, at the expense of less than 1% suboptimality.
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I. INTRODUCTION

The last decade has seen a rapid development of Automated Vehicles (AV) technologies, including dedicated control, perception and communication strategies. Several standards have been adopted for vehicle-to-vehicle communication, and the use of next generation cellular communication in automotive applications is under investigation. Consequently, the interest in applications where the AV share information and cooperate is increasing, and it is commonly held that Cooperative Automated Vehicles (CAV) will have positive effects on traffic.

One such case is the coordination of CAVs at intersections. The idea is to let the CAVs jointly decide how to cross the intersection safely and efficiently, rather than relying on traffic-lights, road signs and traffic rules.

The literature on algorithms for coordination of CAV at intersections was surveyed in [1], [2], and even though most work is recent, the number of publications is growing rapidly. While a substantial part of the literature relies completely on heuristics to handle the difficult combinatorial nature of the problem, which stems from the need to determine the order in which the vehicles cross the intersection. In a number of contributions the problem is solved in two stages where 1) the crossing order is found through a heuristic, typically variations of “first-come-first-served” [7], [9], [15], [16] or through a simplified mixed-integer optimization [14], [17], [18], and 2) the control commands are found using OC-tools [10], [12], [14], [17], [18]. In this paper we propose an algorithm intended for such applications which deals with the problem of finding the optimal control commands for a fixed crossing order by relying on direct methods for OC, which transcribe the problem into a Nonlinear programming Problem (NLP).

The fixed-order crossing problem can be solved by several approaches alternative to the one we propose in this paper, including hierarchical (e.g., bi-level) optimization, Mathematical Programming with Equilibrium Constraints (MPEC), mixed-integer NLPs (MINLP), etc. The main difficulty related to approaches based on MPEC or MINLP is the difficulty in solving these problems, which can be significantly higher than the one related to solving a Nonlinear Programming Problems (NLP). Additionally, approaches based on MPEC and MINLP are difficult to solve in a distributed fashion. Concerning hierarchical optimization, our approach can be seen as a hierarchical optimization problem in which, rather than solving the lower-level problems to full convergence, a single iterate is performed. This generally reduces the amount of computations, but can result in a slight increase in the amount of iterations taken in the upper-level problem, compared to, e.g., bi-level approaches.

In [19], we introduced a Sequential Quadratic Programming (SQP) algorithm based on a primal decomposition of the fixed-order coordination problem, where most computations are distributed and performed on-board the vehicles in parallel. We considered the receding horizon application of the SQP algorithm in [20], where we also presented experimental results which demonstrated that the proposed formulation is robust with respect to packet losses, state estimation errors and unmodeled dynamics. We extended the algorithm to handle nonlinear dynamics and economic objective functions in [21] and to handle scenarios with turning vehicles in [22]. In [17], we proposed an OC-based heuristic for crossing order selection, and compared the performance of our approach to standard traffic-lights and other algorithms in [18]. Robust-
ness, recursive feasibility and optimality of the coordination algorithm considered in this paper have been discussed in \cite{18}, \cite{20}, while here we focus on distributing the computations and reducing the amount of required communication. The algorithm in \cite{19} did not account for rear-end collisions between vehicles on the same lane, and required the solution of a non-smooth Nonlinear Program (NLP). In this paper, we solve the fixed-order coordination problem by relying on Primal-Dual Interior-Point (PDIP) algorithms. Our main contribution is to make it possible to compute in a distributed manner the same steps that a centralized solver would take. As in \cite{19}, \cite{20}, this approach is partly centralized, and relies on central units for some computations. In particular, the algorithm uses one intersection-wide central unit and one central unit for each lane, with communication flows as illustrated in Figure 1. We stress that these central units need not be physically separated from the vehicles, but a subset of the vehicles could be selected to also perform the computations of these central units.

**Main Contributions:** By building on ideas similar to \cite{23}, \cite{24}, we propose a way to distribute computations of PDIP schemes for nonconvex NLPs tailored to the intersection problem and our approach can be implemented in any existing PDIP solver. Furthermore, we analyze the communication requirements and propose an approach to reduce them while incurring an essentially negligible loss of optimality.

**Outline:** The remainder of the Paper is organized as follows. In Section II we model and state the intersection problem using an optimal control formalism. In Section III we review PDIP methods and outline how the computations can be parallelized. In Section IV we show in detail how the Karush-Kuhn-Tucker (KKT) system can be solved by splitting computations at the vehicle, lane and intersection level. In Section V we show how to select the step-size in a distributed fashion. In Section VI we state a practical algorithm and provide a numerical example. In Section VII we analyze the communication requirements and propose an approximate representation of the Rear-End Collision Avoidance (RECA) constraints, which significantly reduces the amount of data to be communicated. The paper is concluded in Section VIII.

**II. OPTIMAL COORDINATION AT INTERSECTIONS**

We consider intersection scenarios as shown in Figure 2 where \(N\) vehicles approach an intersection with \(L\) lanes, and make the following assumptions:

**Assumption 1.** There are no non-cooperative entities.

**Assumption 2.** The vehicles do not change lanes.

Both assumptions are standard in the literature (see e.g. \cite{3}–\cite{5}, \cite{9}). Assumption 1 is introduced for the sake of simplicity and excludes the presence of, e.g., human-driven vehicles, pedestrians or bicycles. It is worth stressing that the proposed framework can be extended to accommodate non-cooperative agents without major changes in the proposed algorithm: by modeling non-cooperative agents as uncertain systems, one can introduce additional constraints in the problem, e.g., following the approach of \cite{25}–\cite{28}. Assumption 2 is also introduced for simplicity and could be relaxed. While vehicles in general are entering and leaving the crossing area, in the following we focus on solving the problem at a given time and, for the sake of simplicity, we drop the dependence of some variables in time, e.g., the set of vehicles in each lane.

**Motion Models:** We describe the vehicle dynamics in continuous time as

\[
\dot{x}_i(t) = f_i(x_i(t), u_i(t)), \quad 0 \geq c_i(x_i(t), u_i(t)),
\]

where \(i\) is the vehicle index, \(x_i(t) \in \mathbb{R}^{m_i}\) and \(u_i(t) \in \mathbb{R}^{m_i}\) are the vehicle state and control and we assume that \(f_i\) is Lipschitz continuous in its first argument, such that (1) has a unique solution. Without loss of generality, we split the vehicle state as \(x_i(t) = (p_i(t), v_i(t), \tilde{x}_i(t))\), where \(p_i(t)\) is the position of the vehicle’s geometrical center on the path describing the lane it is on, \(v_i(t)\) is the velocity along the path and \(\tilde{x}_i(t)\) collects (if any) all remaining states, e.g., acceleration and/or internal states of the powertrain. Vector \(c_i\) lumps together all constraints, including, e.g., actuator limitations, lane keeping conditions, etc. Both \(f_i\) and \(c_i\) are assumed to be twice differentiable.

**Side Collision Avoidance (SICA):** Side collisions can only occur between vehicles on different lanes, when these are inside a crossing area, i.e., where the lanes intersect. We denote these areas Conflict Zones (CZ), and note that more than one pair \((i, j)\) can have potential collisions at a particular CZ. Collision avoidance consequently amounts to
I introduce auxiliary variables for the time of entry and ensuring that vehicles on different lanes occupy each CZ in a mutually exclusive fashion. In order to enforce this constraint, we introduce auxiliary variables for the time of entry and departure of each CZ, implicitly defined through

\[ p_i(t_{in_{i,r}}) = p_i^{in}, \quad p_i(t_{out_{i,r}}) = p_i^{out}, \quad \forall r \in \mathcal{I}_i^C, \]

where \( \mathcal{I}_i^C \) collects the indices of the CZ crossed by vehicle \( i \), and \( p_i^{in} \) and \( p_i^{out} \) are the positions along the path at which vehicle \( i \) enters and leaves CZ \( r \), defined as shown in Figure 3.

SICA is then enforced as

\[ t_{in_{i,r}}^{out_{i,r}} \leq t_{i,r}^{in}, \quad (i, j, r) \in \mathcal{I}^C, \]

where \( \mathcal{I}^C \) collects all triples \((i,j,r)\) of vehicles \( i,j \) and CZ \( r \) where side collisions can occur, and implicitly encodes the crossing order, since by vehicle \( i \) crosses CZ \( r \) before vehicle \( j \).

**Rear-End Collision Avoidance (RECA):** Due to Assumption 2, rear-end collisions can only occur between two adjacent vehicles on the same lane. We state the necessary condition for RECA as

\[ p_i(t) + \delta_t \leq p_{i+1}(t), \quad i, i + 1 \in \mathcal{I}_i'. \]

where \( p_i, p_{i+1} \) are the first components of the corresponding state vectors \( x_i, x_{i+1} \) and \( \delta_t > 0 \) accounts for the vehicle length and introduces a safety distance between the two vehicles and \( \mathcal{I}_i' \) denotes the set of all vehicles on lane \( l \), which we assume to be ordered, such that vehicle \( i + 1 \) precedes vehicle \( i \).

**Discretization:** We employ a direct formulation of the optimal coordination problem, using a piecewise constant parameterization of the inputs \( u_i(t) = u_{i,k}, \ t \in [t_k, t_{k+1}], \ k = 1, \ldots, K - 1, \) where \( K \) is the prediction horizon and \( t_k = k\Delta t \). We consider a multiple-shooting discretization of the dynamics (1a), enforcing

\[ x_{i,0} = \hat{x}_{i,0}, \]

\[ x_{i,k+1} = F_i(x_{i,k}, u_{i,k}, \Delta t), \quad k = 0, \ldots, K - 1, \]

where \( \hat{x}_{i,0} \) is the initial state of vehicle \( i \), and \( F_i(x_{i,k}, u_{i,k}, \Delta t) \) denotes the solution to (1a) at time \( t = t_k + \Delta t \), with initial condition \( x_i(t_k) = x_{i,k} \) and control \( u_{i,k} \). The state and control trajectories \( x_i(t) \) and \( u_i(t) \) are thereby described by \( x_i \) and \( u_i \), which we collect in vector \( w_i = (x_{i,0}, u_{i,0}, \ldots, u_{i,K-1}, x_{i,K}) \). Note that the state values at time \( t \neq t_k \) can be obtained from the same numerical routines used to evaluate (5). We denote the position \( p_i(t) \) at time \( t \) as the function

\[ p_i(w_i, t) = F_i(p_i(w_i, t), t - t_k), \quad k = \lfloor t / \Delta t \rfloor, \]

where \( F_i \) denotes the position component of \( F_i \), and we introduce \( p_i(w_i, t) \) for ease of notation, even though this function only depends on \( x_{i,k}, u_{i,k} \). Consequently, all times \( t_{in_{i,r}}, t_{out_{i,r}} \) are continuous functions of \( w_i \) implicitly defined as

\[ p_i(w_i, t_{in_{i,r}}) = p_i^{in}, \quad \forall r \in \mathcal{I}_i^C, \]

\[ p_i(w_i, t_{out_{i,r}}) = p_i^{out}, \quad \forall r \in \mathcal{I}_i^C. \]

Finally, as customary in direct multiple shooting, we relax constraints (15) and the RECA constraints (4) by enforcing them only at times \( t_k \):

\[ c_i(x_{i,k}, u_{i,k}) \leq 0, \quad k = 0, \ldots, K, \]

\[ h^r(p_i, p_{i+1}) \leq 0, \quad i, i + 1 \in \mathcal{I}_i', \]

where \( h^r(p_i, p_j) := (p_i, p_j) = (p_{i,k} + \delta_t - p_{i,k+1}, \ k \in \{0, \ldots, K\}) \).

**Optimal Control Formulation:** We define the set of all lanes \( \mathcal{I}_L^C = \{1, \ldots, L\} \); the set of all vehicles \( \mathcal{I}_v^C = \{1, \ldots, N\} = \bigcup \mathcal{I}_v^L \); and denote as \((i)\) the lane of vehicle \( i \). Variables \( w_i \) collect the state and control trajectory; these are the only variables present when formulating an Optimal Control Problem (OCP) for a single vehicle. Since we formulate the SICA using additional time variables, we further define the in-out times \( t_{i,r} = (t_{in_{i,r}}, t_{out_{i,r}}) \), relative to vehicle \( i \) and CZ \( r \). Then, for each vehicle we define the vector of all in-out times \( T_i = (T_{i,1}, \ldots, T_{i,|\mathcal{I}_i^C|}) \in \mathbb{R}^{n_T}, \) which contains the in-out times for all CZ crossed by vehicle \( i \). We lump all these variables together to obtain the primal variables associated with vehicle \( i \) as \( y_i = (w_i, T_i) \) and denote all primal variables as \( y = (y_1, \ldots, y_N) \). The optimal intersection coordination problem is then given by the NLP

\[ \min_y \sum_{i=1}^{N} J_i(w_i) \]

\[ s.t. \quad g_i(w_i, T_i) = 0, \quad i \in \mathcal{I}_v^C, \quad |\lambda_i| \]

\[ h_i^C(w_i) \leq 0, \quad i \in \mathcal{I}_v^C, \quad |\mu_i| \]

\[ h_i^L(p_i) \leq 0, \quad l \in \mathcal{I}_i^L, \quad |\mu_i| \]

\[ h_i^C(T) \leq 0, \quad |\mu_i| \]

where \( g_i(w_i, T_i) \) collects constraints (5) and (7) for vehicle \( i \); \( h_i^C(y_i) \leq 0 \) collects path constraints (8) for vehicle \( i \); \( h_i^L \leq 0 \) collects SICA constraints (3); and \( h_i^L(p_i) \) collects RECA constraints (9), where we define \( p_i = (p_i, i \in \mathcal{I}_i') \). At the right of each constraint, we wrote the corresponding Lagrange multiplier.
The objective function takes the form

\[
J(y) = \sum_{i=1}^{N} J_i(u_i) = \sum_{i=1}^{N} V_i^f(x_{i,N}) + \sum_{k=0}^{K-1} \ell_i(x_{i,k}, u_{i,k}),
\]

with twice differentiable terminal cost \( V_i^f \) and stage cost \( \ell_i \). The functions appearing in the cost are intentionally left undefined, since our approach can handle any cost function, the definition of which is problem dependent. Examples of possible cost functions include tracking costs, as in Section IV-C, and costs related to fuel consumption, as in, e.g., \([21]\). We assume that all functions are twice differentiable, such that derivative-based optimization algorithms can be applied. Note that this is a mild assumption in the case of CAVs.

**Remark 1.** We present Problem (10) without turning vehicles for simplicity, but the same formalism can be deployed also in that case, as shown in \([22]\). Additionally, both \((3)\) and \((4)\) can also be defined with state-dependent safety margins. Such details are omitted for the sake of simplicity.

**Remark 2.** In order to solve the nonconvex NLP using derivative-based approaches, we assume that all functions in (10) are continuously differentiable. Twice continuous differentiability is usually assumed for simplicity but is not strictly necessary.

### III. PRIMAL-DUAL INTERIOR POINT METHOD

In this paper, we focus on PDIP algorithms, which solve NLPs by relying on a smooth approximation of the KKT conditions. By driving the smoothing (barrier) parameter to zero, a sequence of primal-dual approximations is obtained which converges to a local minimum of the NLP under mild conditions \([29]\). Since our contribution consists in proposing a way of distributing the computations of each PDIP iteration, we briefly recall next how PDIP methods solve an NLP.

Collecting \((10b)\) in \(g(y)\) and \((10c)-(10e)\) in \(h(y)\), the PDIP KKT conditions of Problem (10) are

\[
\begin{align*}
\nabla_y \mathcal{L} &= 0, \tag{12a} \\
g(y) &= 0, \tag{12b} \\
h(y) + s &= 0, \tag{12c} \\
D(s)\mu - I\tau &= 0, \tag{12d} \\
\mu &\geq 0, \tag{12e} \\
s &\geq 0, \tag{12f}
\end{align*}
\]

where, \(s\) is a slack variable associated with \(h\), \(D(s)\) is a diagonal matrix built from \(s\), \(\tau \in \mathbb{R}_+\) is the barrier parameter, and \(\nabla_y \mathcal{L}\) is the gradient of the Lagrangian function

\[
\mathcal{L}(y, \lambda, \mu, s) = J(y) + \lambda^T g(y) + \mu^T (h(y) + s),
\]

where \(\lambda\) and \(\mu\) are the Lagrange multipliers associated with constraints \(g\) and \(h\) respectively. Collecting primal-dual variables in \(z = (y, \lambda, \mu, s)\), we write \((12a)-(12d)\) as \(r_\tau(z) = 0\).

Starting from an initial guess \(z^{[0]}\) strictly satisfying \((12c), (12f)\), the sequence of primal-dual solution candidates is generated through the iteration

\[
z^{[\xi+1]} = z^{[\xi]} + \alpha^{[\xi]} \Delta z^{[\xi]},
\]

where \(\xi\) is the iteration index, \(\alpha^{[\xi]}\) the step size and \(\Delta z^{[\xi]}\) the search direction, obtained as the solution of the KKT-system

\[
M \left(z^{[\xi]}\right) \Delta z^{[\xi]} = -r_\tau(z^{[\xi]}). \tag{15}
\]

The KKT matrix \(M(z)\) is constructed from \(\nabla_z r_\tau\), evaluated at \(z^{[\xi]}\). Typically one replaces the Lagrangian Hessian \(\nabla^2_{yy} \mathcal{L}\) with an approximation \(B\) to ensure that the reduced Hessian is positive-definite \([29]\). The step size \(\alpha^{[\xi]}\) is selected such that the updated solution candidate \(z^{[\xi+1]}\) strictly satisfies \((12c), (12f)\) and provides sufficient decrease for a suitably selected merit function \(\phi(z)\). Finally, as the algorithm converges, an update strategy \(\varphi\), enforcing \(\tau^{[\xi]} \rightarrow 0\) is used to update the barrier parameter as

\[
\tau^{[\xi+1]} = \varphi \left(\tau^{[\xi]}, z^{[\xi]}\right). \tag{16}
\]

If the PDIP algorithm is applied in a fully centralized setting, the linear system \((15)\) is solved using a standard linear algebra routine. The information needed to assemble \(M(z^{[\xi]})\) and \(r_\tau(z^{[\xi]})\) must thus be made available centrally before the solution is found. The focus of this paper is on the solution of \((15)\) in a distributed fashion, by exploiting the structure of Problem (10) to perform most computations independently for each vehicle and for each lane. Additionally, also the evaluation of the merit function can be split, allowing also the step size \(\alpha^{[\xi]}\) to be selected in a distributed fashion. In the following sections, we detail how computations are distributed and how the information is exchanged between the vehicles, lane centers and intersection center.

### IV. SOLVING THE PDIP-SYSTEM

In this section, we construct \(r_\tau(z^{[\xi]})\) and \(M(z^{[\xi]})\) for Problem (10) in a way which makes it possible to perform the iterates of PDIP solvers in a distributed way which is tailored to the optimal coordination of CAVs at intersections. Since the dimension of each slack variable \(s\) is intrinsically related to a specific multiplier \(\mu\), we label and index \(s\) in the same way as \(\mu\). For the sake of simplicity we omit in the following the iteration index \(\xi\) and dependence on \(\tau\).

**A. KKT Residual \(r_\tau\)**

We arrange the KKT residual as \(r = (r^v, r^L, r^C)\) and partition the optimization variable as \(z = (z^v, z^L, z^C)\), where \(v, L, C\) refer to the vehicles, the lane centers and a central node. Though all components of the vector depend on each other, one can intuitively think of \(r^v\) as the KKT conditions relative to all vehicles; \(r^L\) as the KKT conditions relative to the lanes, enforcing RECA; and \(r^C\) as the KKT conditions of the central node, enforcing SICA and defining the schedule.
We define \( z^v = (z^v_1, \ldots, z^v_N) \), with \( z^v_i := (y_i, \lambda_i, \mu^P_i, \mu^C_i) \), and write \( r^v = (r^v_1, \ldots, r^v_N) \), with
\[
   r^v_i := \left( \nabla z^v_i \mathcal{L}, \mu^P_i + D (s^P_i)^{-1} \mathbf{1} \right).
\]
If all vehicles were on separate lanes and there were no intersection, then all \( r^v_i \) could be solved independently and \((r^L, r^C)\) would have dimension 0. The coupling between vehicles is due to multipliers \( \mu^L, \mu^C \), which appear inside \( \nabla \mathcal{L} \). Note that \( \nabla \mathcal{L} = \left( \nabla z^v_1 \mathcal{L}, \ldots, \nabla z^v_N \mathcal{L} \right) \) with
\[
   \nabla z^v_i \mathcal{L} = \nabla w_i J_i + \nabla w_i g_i \lambda + \nabla w_i h_i \mu^P_i + \nabla w_i h_i \mu^L_i + \nabla w_i h_i \mu^C_i, \tag{17a}
\]
\[
   \nabla z^v_i \mathcal{L} = \nabla T_i g_i \lambda_i + \nabla T_i h_i \mu^C_i, \tag{17b}
\]
where \( \nabla w_i h_i \) and \( \nabla T_i h_i \) are sparse matrices composed of 1 and 0.

We define \( z^L := (z^L_1, \ldots, z^L_L) \), with \( z^L_i := (\mu^L_i, s^L_i) \), and \( r^L := (r^L_1, \ldots, r^L_L) \) with
\[
   r^L_i := \left( h_i (p_i^L) + s^L_i, \mu^L_i + D (s^L_i)^{-1} \mathbf{1} \right), \tag{18}
\]
Essentially, \( r^L_i \) imposes the RECA constraint on lane \( i \).

Finally, we define \( z^C := (\mu^C, s^C) \), and
\[
   r^C := \left( h_i (T_i) + s^C, \mu^C_i + D (s^C)^{-1} \mathbf{1} \right), \tag{19}
\]
imposing the SICA constraints.

### B. KKT Matrix \( M \)

The KKT matrix is displayed schematically in Figure 4 and an example is displayed in Figure 4, it reads as
\[
   M = \begin{bmatrix} M^v & M^{vL} & M^{vC} \\ M^{vL} & M^L & M^{vL} \\ M^{vC} & M^{L} & M^C \end{bmatrix}, \tag{20}
\]
where all 0 entries are left empty for the sake of readability.

The top left block is \( M^v := \text{blockdiag}(M^v_1, \ldots, M^v_N) \), with
\[
   M^v_i = \begin{bmatrix} B_i & \nabla y_i g_i & \nabla y_i h_i \\ \nabla w_i g_i & \nabla h_i & I \\ I & D(s_i)^{-1} D(\mu_i) \end{bmatrix},
\]
where \( B_i, \nabla y_i g_i \) and \( \nabla y_i h_i \) are highly sparse with the structure typical of NLPs arising in direct OC. Consequently, each block \( M^v_i \) can be factorized independently from the others and efficient solvers tailored to direct OC can be used [30, 31].

The block below \( M^v \) is
\[
   M^{vL} := \nabla v^r r^v = (\nabla v^r_1 r^v_1, \ldots, \nabla v^r_L r^v_L) = (M^{vL}_1, \ldots, M^{vL}_L),
\]
which is block sparse, since
\[
   M^{vL} = [M^{vL}_1, \ldots, M^{vL}_N], \quad \text{with } M^{vL}_i = 0 \text{ if } i \notin \mathcal{I}_v.
\]
The fact that most entries are 0 is best understood by noting that \( M^{vL} \) encodes RECA constraints [9]. Therefore, each row has only two nonzero elements equal to \( \pm 1 \), corresponding to position variables from 2 vehicles on that lane, see also Equation (18). We will exploit this fact when analyzing the communication requirements, see Table IV. Finally, \( M^{vL} := \)

\[
\nabla v^r r^v = M^{vL} r^v. \tag{21}
\]

### C. Solving the KKT-system

We show next how the computations involved in solving the KKT system
\[
   \begin{bmatrix} M^v & M^{vL} & M^{vC} \\ M^{vL} & M^L & M^{vL} \\ M^{vC} & M^L & M^C \end{bmatrix} \begin{bmatrix} \Delta z^v \\ \Delta z^L \\ \Delta z^C \end{bmatrix} = \begin{bmatrix} r^v \\ r^L \\ r^C \end{bmatrix}, \tag{21}
\]
can be split between the vehicle, lane and intersection levels of the problem. Note that this computation is common to all PDIP solvers, such that our approach can in principle be implemented in any existing solver.

**Proposition 1.** The KKT system (21) can be solved as the following sequence of equations
\[
   \begin{bmatrix} M^C - M^{LC} \mathcal{M}^{L}^{-1} M^{CL} \end{bmatrix} \Delta z^C = -r^C + M^{LC} \mathcal{M}^{-1} r^L, \tag{22a}
\]
\[
   M^L_i \Delta z^L = -r^L_i - M^{LC} \Delta z^C, \quad \forall j \in \mathcal{I}^L, \tag{22b}
\]
\[
   M^v_i \Delta z^v = -r^v_i - [M^{vL}_i, M^c_i] \begin{bmatrix} \Delta z^L \\ \Delta z^C \end{bmatrix}, \quad \forall i \in \mathcal{I}^v. \tag{22c}
\]
where we define
\[
\begin{align*}
\bar{M}^L_t &:= \text{blockdiag}(\bar{M}_1^L, \ldots, \bar{M}_n^L), \\
\bar{M}^L &:= \bar{M}^L_t - \sum_{i \in \mathcal{T}} M_{i,t}^{LV} (M_i^r)^{-1} M_{i,t}^{LCL}, \\
\bar{M}^{LC}_t &:= \left[\bar{M}^{LC}_1, \ldots, \bar{M}^{LC}_n\right], \\
\bar{M}^{LC} &:= -\sum_{i \in \mathcal{T}} M_{i,t}^{LVC} (M_i^r)^{-1} M_{i,t}^{LC},
\end{align*}
\] (23a)

and
\[
\begin{align*}
\bar{M}^{LC} (\bar{M}^L)^{-1} \bar{M}^{CL} &:= \sum_{i=1}^{L} \bar{M}^{LC}_i (\bar{M}^L_i)^{-1} \bar{M}^{CL}_i, \\
\bar{M}^{LC} (\bar{M}^L)^{-1} \bar{r}^L &:= \sum_{i=1}^{L} \bar{M}^{LC} (\bar{M}^L_i)^{-1} \bar{r}^L_i.
\end{align*}
\] (23b)

Proof. We proceed by first solving the KKT system with respect to \(\Delta z^\nu\), which yields
\[
M^\nu \Delta z^\nu = -\bar{r}^\nu - \left[\bar{M}^{VL} M^{VC}\right] \begin{bmatrix} \Delta z^L \\
\Delta z^C \end{bmatrix}.
\]

Since \(M^\nu\) is block-diagonal, we further split this equation per vehicle to obtain (22c). Since these equations require knowledge of \(\Delta z^L\), \(\Delta z^C\), we will have to be solved last.

We now use (22c) to replace
\[
\Delta z^\nu = -M_i^{-1} \bar{r}^\nu - (M_i^r)^{-1} \bar{M}_i^{LCL} M_i^{-1} [M_i^{LCL} M_i^r] \begin{bmatrix} \Delta z^L \\
\Delta z^C \end{bmatrix}
\] (24)
in the remaining equations. The first term in the right hand side of (24) yields (23c)–(23e). The second term in the right hand side of (24) yields (23a)–(23f). In equations (23b) and (23e) the sum is restricted to \(i \in \mathcal{T}\) since \(\Delta z^L_{i,t} = 0\) for all \(i \notin \mathcal{T}\).

We can now write (21) as
\[
\begin{bmatrix} \bar{M}^L \\
\bar{M}^{CL} \\
\bar{M}^{C} \end{bmatrix} \begin{bmatrix} \Delta z^L \\
\Delta z^C \end{bmatrix} = -\begin{bmatrix} \bar{r}^L \\
\bar{r}^C \end{bmatrix}.
\] (25)

We can then obtain (22b) by eliminating \(\Delta z^L\) to obtain
\[
\bar{M}^L \Delta z^L = -\bar{r}^L - \bar{M}^{CL} \Delta z^C.
\]

Since by (23a) \(\bar{M}^L\) is block diagonal, we can solve this equation separately for each lane, therefore obtaining (22b).

Finally, Equation (22a) is obtained by replacing
\[
\Delta z^L = -\bar{M}_i^{-1} \bar{r}_i - \bar{M}_i^{LCL} \Delta z^C
\]
in the second row of (25). Note that also in (23b)–(23e) we exploit the block-diagonal structure of \(\bar{M}^L\).

Proposition 1 states that (21) can be solved hierarchically, by first solving the intersection level, then the lane level and finally the vehicle level. We will discuss next where all computations are performed, since parts of the matrices and vectors are formed locally and assembled later. This is necessary both for communication and computational efficiency.

Each vehicle \(i\) needs to factorize matrix \(M^r_i\), which has the structure typical of direct OC. This factorization can be done efficiently using, e.g., [30, 31]. Therefore, computing
\[
\mathcal{D}_{\nu,i} := \left( M_{i,t}^{L}\nu (M_i^r)^{-1} M_{i,t}^{L}\nu, M_{i,t}^{L}\nu (M_i^r)^{-1} \bar{r}_i^\nu, \right)
\] (26)
\[
\mathcal{D}_{\nu,C} := \left( M_{i}^{CV} (M_i^r)^{-1} M_{i}^{CV}, M_{i}^{CV} (M_i^r)^{-1} \bar{r}_i^\nu, \right)
\] (27)
can be done cheaply and efficiently. Each vehicle can then communicate \(\mathcal{D}_{\nu,C}\) to the central node and \(\mathcal{D}_{\nu,i}, l(i)\) the lane center \(l(i)\). Note that for \(l \neq l(i)\), \(\mathcal{D}_{\nu,i}, l\) is structurally zero. Afterwards, each lane center can compute
\[
\mathcal{D}_{L,\nu} := \left( M_{i}^{LC} (M_i^r)^{-1} M_{i}^{CL}, M_{i}^{LC} (M_i^r)^{-1} \bar{r}_i^\nu, \right)
\] (28)

Note that also these computations are relatively cheap, since the factorization of \(M_t^L\) is needed in any case. Additionally,
\[
\bar{M}_t^L = \begin{bmatrix} S_l^L & I \\
D(s_i)^{-1}D(\mu_i) & 0 \end{bmatrix}
\]
where all blocks are diagonal except \(S_l^L\), which are dense.

Once this information has been sent, the intersection center can start to solve the linear system by solving (22a). At this point, the intersection center needs to broadcast \(\Delta z^C\) to the lanes and vehicles. However, the sparsity of \(\bar{M}_i^{LCL}\) entails that only the components of \(\Delta z^C\) relative to SICA constraints involving vehicles in lane \(l\) are required, since all other components of \(\Delta z^C\) are multiplied by \(0\): we denote these variables by \(\Delta z^C_{\nu}\), which consist of \(n_{\nu}\) floats, where we define \(n_{\nu} := \sum_{i \in \mathcal{T}} n_{\nu i}\). The main can be stated about vehicle \(i\), which only needs the components of \(\Delta z^C\) relative to SICA constraints involving vehicle \(i\): we denote these variables as \(\Delta z^C_{\nu,i}\), which consist of \(n_{\nu i}\) floats.

Once each lane center receives \(\Delta z^C_{\nu}\), it can solve (22b). Afterwards, each lane center needs to broadcast \(\Delta z^C_{\nu,i}\) to all vehicles on lane \(l\). Similarly to the previous case, only the components of \(\Delta z^C_{\nu}\) relative to the RECA of vehicle \(i\) are required: we denote these variables as \(\Delta z^C_{\nu,i}\). Since each vehicle has a rear and a front RECA at all times, this amounts to \(2(K+1)\) floats. Once this information is available to the vehicles, they can solve (22c).

Algorithm 1 summarizes the procedure outlined above. Note the high degree of parallelizability: Lines 2 and 6 are separable between the vehicles, and Lines 3 and 5 are separable between the lanes. Additionally, the factors of matrices \(M_i^r\), \(\forall i \in \mathcal{T}\) and \(M_i^L, \forall l \in \mathcal{T}\) are computed on Lines 2 and 3 are reused on Lines 6 and 5, respectively.

D. Distributed Computation of the Step Size

In this section, we discuss the selection of the step size \(\alpha\) through a backtracking line search on a merit function where most computations can be separated between, and computed in parallel within, the problem levels.
Algorithm 1 Distributed solution of KKT system.

1: procedure SearchDirection(z, τ)
2: ∀i: Compute $\mathcal{D}_{v_i,C,v_i,L_i(i)}$ and pass to $C$, $L_i(i)$
3: \forall l: Compute $\mathcal{D}_{L_i,C}$ and pass to $C$
4: C: Solve (22a), pass $\Delta l^{(i)}_L$, $\Delta l^{(i)}_C$ to all $L_i$, $v_i$
5: \forall l: Solve (22b), pass $\Delta l^{(i)}_L$ to all $v_i$, $i \in I_i$
6: \forall i: Solve (22c)
7: end procedure

To ensure that $s^{[k+1]} > 0$, $\mu^{[k+1]} > 0$, we employ the commonly used fraction from the boundary rule, i.e., we select $\alpha \leq \alpha^{\max}$ satisfying:

$$s + \alpha^{\max}\Delta s \geq \kappa s, \quad \mu + \alpha^{\max}\Delta \mu \geq \kappa s,$$

(29)

where $\kappa > 0$ is a parameter [29]. Due to the problem structure, (29) can be evaluated separately for each vehicle, giving $\alpha_{v_i}^{\max}$, $\forall i \in \mathcal{I}_v$, for the RECA constraints on a lane, giving $\alpha_{l_i}^{\max}$, $\forall l \in \mathcal{I}_l$ and for the SICA constraints $\alpha_C^{\max}$. The maximum allowed step size for the search direction $\Delta z$ is thereby

$$\alpha^{\max} = \min (\alpha_{v_i}^{\max}, \ldots, \alpha_{v_{\max}}^{\max}), \alpha_{l_i}^{\max}, \ldots, \alpha_{l_{\max}}^{\max}, \alpha_C^{\max}).$$

(30)

Additionally, for nonconvex NLPs one must ensure that $\alpha \leq \alpha^{\max}$ yields an improvement in the solution, typically by a backtracking line search on a suitable merit function [29]. In the following we consider the $i$th merit function

$$\phi(y, s) = \sum_{i=1}^N \phi^i_v(y_i, s^i_v) + \sum_{l=1}^L \phi^l_T(p, s^l_T) + \phi^C(T, s^C),$$

(31)

where

$$\phi^i_v(y_i, s^i_v) = J_i(w_i) + \nu \|g_i(w_i, T_i)\|_1 + \|h^i_p(w_i) + s^i_p\|_1 - \tau \mathbf{1}^\top \log (s^i_p),$$

$$\phi^l_T(p, s^l_T) = \nu\|h^l_T(p^l_T) + s^l_T\|_1 - \tau \mathbf{1}^\top \log (s^l_T),$$

$$\phi^C(T, s^C) = \nu\|h^C(T) + s^C\|_1 - \tau \mathbf{1}^\top \log (s^C),$$

with $\nu \geq \|\lambda, \mu\|_{\infty}$ and the logarithm taken elementwise.

We use the Armijo condition to accept a step $\alpha$ when

$$\phi(y + \alpha \Delta y, s + \alpha \Delta s) \leq \phi(y, s) + \alpha \gamma D\phi(y, s)[\Delta y, \Delta s],$$

(32)

where $\gamma \in [0, 0.5]$ is a parameter, and $D\phi(y, s)[\Delta y, \Delta s]$ is the directional derivative of $\phi$ multiplied by step $[\Delta y, \Delta s]$ [29].

Evaluation of $\phi$, $D\phi$ can be separated between the vehicles, lanes and intersection. We define $\Phi(\alpha) := \phi(y + \alpha \Delta y, s + \alpha \Delta s)$ ($\Phi^i_v$, $\phi^l_T$, $\Phi^C$ are defined equivalently) and summarize the procedure in Algorithm 2

E. Hessian Regularization

In order to ensure that $(\Delta y, \Delta s)$ is a descent direction for the merit function, i.e., that the step converges towards the solution, one must use a Lagrangian Hessian (approximation) whose reduced Hessian is positive-definite [29]. If one uses the exact Hessian, a regularization of the Lagrangian Hessian is necessary every time this condition is violated. The regularization procedure can be nontrivial, unless some simplification is introduced.

Algorithm 2 Distributed selection of step-size $\alpha$, first level.

1: procedure StepSizeSelection($z, \Delta z, \tau$)
2: \forall i: Compute and pass $\alpha_{v_i}^{max}$, $\Phi^i_v(0)$, $\Phi^l_T(0)$, $\Delta T_i$ to $C$. Pass $\Delta p_i$ to $l(i)$.
3: \forall l: Compute and pass $\alpha_{l_i}^{max}$, $\Phi^l_T(0)$ to $C$
4: C: Compute $\alpha_C^{max}$ and $\alpha_{\max}$ with (30), set $\alpha = \alpha^{max}$
5: C: Compute $\Phi^C(0)$, $\Phi^C(0)$; assemble $\Phi(0)$, $\Phi(0)$
6: loop
7: C: Pass $\alpha$ to all $v_i, L_i$
8: \forall i: Compute and pass $\Phi^i_v(\alpha)$ to $C$
9: \forall l: Compute and pass $\Phi^l_T(\alpha)$ to $C$
10: C: Compute $\Phi^C(\alpha)$, assemble $\Phi(\alpha)$ with (31)
11: if $\Phi(\alpha) < \Phi(0) + \alpha \gamma D\Phi(0)$ then
12: \quad return $\alpha$ and accept-notice to all $v_i, L_i$
13: else
14: \quad $\alpha \leftarrow \beta \alpha$
15: \quad end if
16: \quad end loop
17: end procedure

Algorithm 3 A Basic Distributed Primal-Dual Interior Point algorithm for the fixed order intersection problem.

1: procedure FixedOrderPDIP($\tau(0)$)
2: \quad $C$: Initialize $z^C$ and send $\mu^C$ to all $v_i$ and $L_i$
3: \forall l: Initialize $z^l_T$ and send $\mu^l_T$ to $v_i$, $i \in I_l$
4: \forall i: Initialize $z^i_v$ and send $\mu^v_i$ to $C$, $\mu^v_i$ to $L_i$
5: loop
6: \quad C: Send $\tau$ to all $v_i, L_i$.
7: \forall i: Compute $M^i_{\tau}$, $r^i_{\tau}$, if needed regularize Hessian
8: \quad $\Delta z \leftarrow$ SearchDirection($z, \tau$)
9: \quad $\alpha \leftarrow$ StepSizeSelection($z, \Delta z, \tau$)
10: \quad C: Update $z^C \leftarrow z^C + \alpha \Delta z^C$
11: \quad \forall l: Update $z^l_T \leftarrow z^l_T + \Delta z^l_T$
12: \quad \forall i: Update $z^i_v \leftarrow z^i_v + \Delta z^i_v$
13: if Terminate($\tau, \tau$) then
14: \quad return Solution found
15: else
16: \quad $\tau \leftarrow$ UpdateBarrierParameter($\tau$)
17: \quad end if
18: \quad end loop
19: end procedure

In this paper, we propose a simplification which allows us to perform the regularization in a fully decentralized fashion, based on the following observation. Assume first that no RECA nor SICA constraints are imposed: then every vehicle is independent and can regularize its Lagrangian Hessian independently. If RECA and SICA constraints are then introduced, some of the directions which were free in the search space are now constrained. Consequently, if the reduced Hessian without RECA and SICA constraints is positive definite, it must remain positive definite also after their introduction.

Note that, if $J$ is of least-squares type, the popular Gauss-Newton Hessian approximation can be employed, which is positive-(semi)definite by construction.
A distributed PDIP algorithm relying on Algorithms 1 and 2 is summarized in Algorithm 3. Note that this algorithm gives exactly the same iterates and has the same convergence properties as a fully centralized PDIP algorithm.

1) Termination Criterion: The algorithm is terminated on line 13 when
\[ \| r_{(k)} \| _{\infty} < \varepsilon \quad \text{and} \quad \tau^{(k)} < \varepsilon, \] (33)
for some tolerance \( \varepsilon \). While termination must be decided centrally, we can exploit the fact that
\[ \| r \| _{\infty} = \max (\| r^v \| _{\infty}, \| r^E \| _{\infty}, \| r^C \| _{\infty}), \] \[ \| r^v \| _{\infty} = \max (\| r^v_1 \| _{\infty}, \ldots, \| r^v_n \| _{\infty}), \] \[ \| r^E \| _{\infty} = \max (\| r^E_1 \| _{\infty}, \ldots, \| r^E_n \| _{\infty}), \]
\[ \| r^C \| _{\infty} = \max (\| r^C_1 \| _{\infty}, \ldots, \| r^C_n \| _{\infty}). \]

2) Barrier Parameter Update: While any update scheme can be used at line 16, in this paper we use the simple Fiacco-McCormick rule [29]: \( \tau^{(k+1)} \leftarrow \eta \tau^{(k)} \), with \( \eta \in ]0,1[ \), when \( \| r_{(k)} \| _{(k+1)} \| _{\infty} < \tau^{(k)} \).

G. Example

As an example, we consider a scenario with three vehicles on each lane. Because we solve the problem to full convergence, the solution is independent of the used algorithm. Consequently, we do not investigate here the robustness of our approach with respect to packet losses, state estimation errors and unmodeled dynamics which we discussed in [20], where we have also shown that linear dynamics can be sufficient to perform trajectory tracking, though nonlinear dynamics have been used in [21] to optimize fuel consumption. While the difficulty of any OCP depends on many aspects, including the initial guess and nonlinearity of the dynamical model, a discussion on which model is best is beyond the scope of this paper. Assuming that all vehicles are electric, their motion can be described by
\[ \dot{p}_i(t) = v_i(t), \] \[ \dot{v}_i(t) = \frac{1}{m_i} (c^E E_i(t) - F^B_i - c^d v_i(t)^2 + c^\omega), \] \[ E_i(t) \leq \min (E_i^{\max}, p_i^{\max}/\omega_i(t)) \] \[ 0 \leq \omega_i(t) \leq \omega_i^{\max}, \]
where \( E_i(t) \) is the motor torque, \( F^B_i(t) \) the friction brake force, \( \omega_i(t) = c^\omega v_i(t) \) the motor speed and \( x_i(t) = (p_i(t), v_i(t)), u_i(t) = (E_i(t), F^B_i(t)) \). The parameters \( c^E, c^\omega, c^d, \omega_i^{\max}, E_i^{\max}, P_i^{\max} \) are selected as in [21]. We use \( K = 100 \) and an explicit Runge-Kutta integrator of order 4 with \( \Delta t = 0.2 \). The objective function is
\[ J_{11}(y_{11}) = Q_i^{v}(v_i, K - \nu)\nu^2 + \sum_{k=0}^{K} Q_i^e(v_{i,k} - \nu)^2 + (u_{i,k} - u_{i}^{\nu})^\top R_i(u_{i,k} - u_{i}^{\nu}), \] (35)
where \( \nu \) is the reference speed, and \( u_{i}^{\nu} \) is an input which maintains the reference speed \( \nu \). The cost weights are
\( Q_i = 1/(v_i)^2, R_i = \text{diag}((1/E_i^{\max})^2, 1/F_i^{\max})^2 \), with \( Q_i^e \)
the cost-to-go associated with the Linear- Quadratic Regulator (LQR) computed with \( Q_i, R_i \) and the linearization of \( f_i \) around \( v_i \).

The vehicles’ initial states are selected randomly between 80 m and 120 m before the intersection, with \( v_{i,0} = v_i^0 = 70 \text{ km/h} \). The initial solution candidate \( w_i^{[0]}, T_i^{[0]} \) has all vehicles driving at \( v^0 \) at all times \( k = 0, \ldots, K \), and Lagrange multipliers and slacks \( \lambda^{[0]} = 0, \mu^{[0]} = s^{[0]} = 1 \), with \( \tau^{[0]} = 1 \).

The evolution over the iterates of \( \| r^e(z) \| _{\infty} \) and \( \tau^{[k]} \) is shown in Figure 5a and the step size is shown in Figure 5b.

As an illustration of the algorithm’s progression in the primal variables, Figure 5c shows the velocity profile of one of the 12 vehicles, at each iterate. We observe that the final 15 iterates all are similar enough to the solution to be considered identical in a practical context.

For illustration, the sparsity-pattern of \( M \) is given in Figure 6. The size of \( M \) is 25832 × 25832, where \( M^v \) is 24176 × 24176, \( M^f \) is 404 × 404 and \( M^C \) is 40 × 40. Besides evaluating the involved functions and their derivatives, the main computational effort is therefore the factorization of the vehicle blocks \( M_i^v \), each roughly sized 2010 × 2010, where the variation in size depends on the fact that the vector of times \( T_i \) is different for each vehicle \( i \). Note that the factors for all \( M_i^v \) can be computed in parallel between the vehicles (Line 2 in Algorithm 1), and \( M_i^f \) can be factorized in parallel between the lanes (Line 3), therefore greatly reducing the computation time through parallelization.

However, the computational time does not necessarily dominate the time it takes to perform one iterate. In [20] the time required to communicate between the vehicles, lane-centers and intersection-center was observed to be orders of magnitude larger. While that was partially implementation-dependent, there are some intrinsic limitations (e.g., packet losses, communication being serial or only partially parallel) which suggest that communication would be the bottleneck in a practical context. In the next section, we analyze the communication requirements, and discuss some modifications to the scheme which decrease both the number of transmissions and the amount of data communicated.

V. COMMUNICATION REQUIREMENTS

In this section, we discuss the communication requirements of Algorithm 3. We first analyze the data flow between the vehicle, lane centers and intersection center in Section V-A and discuss how the data exchange required by the proposed algorithm can be reduced in Sections V-B and V-D.

A. Analysis of Communication Requirements

Most data is exchanged during the solution of the KKT-system in Algorithm 1 and the selection of the step-size in Algorithm 2. Descriptions of the data involved as well as the number of floats communicated are summarized in Table 1.

Most often \( K \gg n_T \), whereby most communication occurs during Line 2 of Algorithm 1 when the vehicle sends \( D_i, s_{1(i)} \). Besides the communication between the lane-centers and the intersection-center and an initial round of communication
Maximum step size satisfying the positivity constraints \( \delta \) and selected step size.

Fig. 5: Data from a 12-Vehicle Example. In (a) the increases in \( ||r(z)|| \) follow decreases in \( \tau \). In (c) the initial guess is displayed in red, the optimal solution in thick green, and the intermediate iterates in intermediate hues.

B. Reduction of Data exchange per iterate

Most of the communication is due to the dependence on \( K^2 \) in the number of communicated floats on Line 2 of Algorithm 1 and corresponds to the enforcement of RECA. Unfortunately, reducing the horizon length \( K \) to contain this issue would result in a significant performance loss. As an alternative to tackle this problem, we propose to replace all RECA constraints with the approximation

\[
\rho_{i,k}(\theta_i) + \delta_i/2 \leq \rho_{i+1,k}(\theta_i), \quad k = 1, \ldots, K \quad (37a)
\]

\[
\rho_{i,k}(\theta_i) + \delta_i/2 \leq \rho_{i+1,k}, \quad k = 1, \ldots, K, \quad (37b)
\]

where \( \rho_{i,k}(\theta_i) \) is a function of \( k \), and coupling parameters \( \theta_i \in \mathbb{R}^q \), introduced as additional decision variables in the fixed order problem. Equation (37) enforces RECA constraints indirectly, by requiring that function \( \rho_{i,k}(\theta_i) \) be between \( \rho_{i,k} \) and \( \rho_{i+1,k} \) at all \( k \). In this case, the amount of data to be exchanged scales with \( q^2 \) rather than on \( K^2 \), therefore allowing one to significantly reduce the amount of data to be exchanged. The parameterized RECA coupling can be included in the distributed scheme in two different ways, as we detail next.

The “Primal” Approach: The first alternative is to handle the coupling parameters \( \theta_i \) at the lane-centers, and constraints (37a), (37b) on-board the vehicles, i.e., the problem to be solved becomes

\[
\min \sum_{i=1}^{N} J_i(w_i)
\]

s.t. \( g_i(w_i, T_i) = 0, \quad i \in \mathcal{I}^v \), \( \lambda_i \),

\[
h_{PR}^i(w_i, \theta_{i-1}, \theta_i) \leq 0, \quad i \in \mathcal{I}^v \), \( \mu_{PR}^i \),

\[
h_{C}^i(T) \leq 0, \quad \mu_{C}^i,
\]

with

\[
h_{PR}^i(w_i, \theta_{i-1}, \theta_i) = \begin{bmatrix} c_i(x_{i,k}, u_{i,k}) \\ p_{i,k} + \delta_i/2 - \rho_{i,k}(\theta_i) \\ \rho_{i-1,k}(\theta_{i-1}) + \delta_i/2 - \rho_{i,k}(\theta_i) \end{bmatrix}.
\]

During 33 iterations, at least 1.94 s would be spent communicating to construct \( \Delta z \), which would be too high in a practical setting. Next, we discuss how the data exchange can be reduced.

Communication in the Example: In the example \( K = 100 \), whereby each vehicle sends more than 50000 floats per iterate (more than 320000 bits) to their respective lane-center. Even if all vehicles communicate in parallel, the physical transmission will take at least 58.7 ms using the 802.11p protocol, i.e., the current standard for vehicular communications. The time per bit is computed assuming double precision and using [33]

\[
50 + 8 \text{ceil}(\left( n_{\text{data bits}} + 22 \right)/48) \text{ ms.} \quad (36)
\]

where the initial guess is sent to the vehicles (lines 243), the communication required for the remaining parts (i.e., the indication of a new iteration, the current barrier parameter value, termination of line-search or algorithm completion) consists of single floats and logicals. As illustrated in Figure 6, these can be sent together with the search direction and step size results.
The vehicle variables $z_i^\gamma$ now include additional multipliers and the corresponding slack variables, as $\mu_{i,k}^{PR} = (\mu_{i,k}^{PR}, \mu_{i,k}^{RF}, \mu_{i,k}^{L})$.

The lane-center variables become $z_i^L = (\theta_1, \ldots, \theta_{N_i}^L)$, and

$$r_i^L = \nabla_{\theta_i} \mathcal{L} = (\nabla_{\theta_i} \rho_i \mu_{i+1}^{R} - \nabla_{\theta_i} \rho_i \mu_{i+1}^{R}, \ i \in \mathcal{I}_i^L),$$

where $\rho_i = (\rho_{i,0}, \ldots, \rho_{i,K})$, and $\mu_i^{R} = (\mu_i^{R}, \ldots, \mu_i^{R,K+1})$.

Then, the corresponding KKT matrix components become

$$M_{i,i}^L = M_{i,i}^{Lr} + M_{i,i}^{Lf},$$

$$M_{i,i}^{Lr} = \sum_{i \in \mathcal{I}_i^L} \langle \nabla^2 \theta_{i} \rho_i \mu_{i+1}^{R} \rangle, \quad M_{i,i}^{Lf} = -\sum_{i \in \mathcal{I}_i^L} \langle \nabla^2 \theta_{i} \rho_i \mu_{i+1}^{R} \rangle,$$

$$M_{i,i}^{L} = \nabla \theta_i \rho_i \mu_{i+1}^{R} - \nabla \theta_i \rho_i \mu_{i+1}^{R}, \ i \in \mathcal{I}_i^L.$$

In this case, if $M^L \neq 0$, one might need to introduce additional Hessian regularization at the lane center level (c.f. the discussion in Section IV-E). This operation can be done by each lane center independently of the other lane centers and the single vehicles.

The size of the information assembled by each vehicle and
sent to the lane center and central node is

\[
\begin{align*}
M_{i,i}^{\text{LV}} (M_i^{\nu})^{-1} M_{i,i}^{\text{L}} = & \quad \text{size: } q \times q \text{ twice,} \\
M_{i,i}^{\text{LV}} (M_i^{\nu})^{-1} r_i^{\nu} = & \quad \text{size: } 2q, \\
M_{i,i}^{\text{LV}} (M_i^{\nu})^{-1} r_i^{C} = & \quad \text{size: } 2q \times n_{T_i}, \\
\nabla_{\theta_{i-1}, \mu_{i-1}} h_i^{\text{R}, \text{r}} = & \quad \nabla_{\theta_{i-1}, \mu_{i-1}} h_i^{\text{R}, \text{r}}, \quad \text{size: } 2q.
\end{align*}
\]

This amounts to \(q^2 + (5 + 2n_{T_i})q + 2\) floats on Line 2 of Algorithm 1. Moreover, the information sent from the lane center to each vehicle becomes \(\Delta \theta_{i-1}, \Delta \theta_{i-1} (2q)\) floats. Note that, while \(M_{i,i}^{\text{LV}}\) is available at the lane center and not in each vehicle, that matrix only has two nonzero entries equal to plus or minus one and remains constant throughout the iterates, such that it can cheaply be sent to each vehicle at the beginning of each NLP solution. The same applies to \(M_i^{\nu, C}\), which is originally in the central node.

The “Dual” Approach: Alternatively, one can introduce as optimization variables one copy of \(\theta_{i-1}\), \(\theta_i\) for each vehicle as \(\theta_{i-1}\) and \(\theta_i\). It is then also required to introduce the additional coupling constraint \(\theta_{i-1} - \theta_{i+1,i} = 0\). The optimization problem then reads as

\[
\begin{align*}
\min_{\theta} \quad & \sum_{i=1}^{N} J_i(w_i) \\
\text{s.t.} \quad & g_i(w_i, T_i) = 0, \quad i \in I^v, \quad |\lambda_i|, \\
& h_i^{\text{PR}}(w_i, \theta_{i-1,i}, \theta_{i,i}) \leq 0, \quad i \in I^v, \quad |\mu_{i,i}^{\text{PR}}, \lambda_{i,i}, \mu_{i,i}^{\text{C}}, \lambda_{i,i}^{\text{C}}|, \\
& \theta_{i-1} - \theta_{i+1,i} = 0, \quad i \in I^v, \quad l \in I^l, \quad |\lambda_{i,l}|, \mu_{i,l}^{\text{C}}, \lambda_{i,l}^{\text{C}}|.
\end{align*}
\]

where \(\mu_{i,k}^{\text{L}} = (\mu_{i,k}^{\text{P}}, \mu_{i,k}^{\text{L}}, \mu_{i,k}^{\text{R}})\) and

\[
\begin{align*}
h_i^{\text{PR}}(w_i, \theta_{i-1,i}, \theta_{i,i}) := & \left[ c_i(x_{i,k}, u_{i,k}) \right] \\
& \quad \left[ p_{i,k} + \delta_i^1/2 - \rho_i(k, \theta_{i,i}) \right] \left[ \rho_i(k, \theta_{i-1,i}) + \delta_{i-1,i}/2 - \rho_{i-1,i} \right].
\end{align*}
\]

In this approach, \((\theta_{i-1,i}, \theta_{i,i}, \mu_{i,i}^{\text{PR}}, \mu_{i,i}^{\text{R}}, s_{i,i}, s_{i,i})\) are included in the vehicle variables \(z_i\). In the lane centers, we have \(z_i^v = (\lambda_{i,v}^v, i \in I^v)\) and \(z_i^l = (\theta_{i,i} - \theta_{i+1,i}, i \in I^v, l \in I^l)\).

In the Dual approach, all primal variables are at the vehicle level, and block-wise Hessian regularization needs to be done at the vehicle level only (c.f. the discussion in Section V-E).

The information sent from vehicle \(i\) on Line 5 of Algorithm 1 is then

\[
\begin{align*}
\frac{\partial z_i^v}{\partial \theta_{i,v}} & = (M_i^{\nu})^{-1} \frac{\partial z_i^v}{\partial \theta_{i,v}}, \quad \text{size } q \times q, \\
\frac{\partial z_i^v}{\partial \theta_{i,v}} & = (M_i^{\nu})^{-1} r_i^{v}, \quad \text{size } q, \\
\frac{\partial z_i^v}{\partial \theta_{i,v}} & = (M_i^{\nu})^{-1} \frac{\partial z_i}{\partial T_i}, \quad \text{size } q \times n_{T_i}, \\
\theta_i & = \theta_i, \quad \text{size } q,
\end{align*}
\]

i.e., the same data-amount as the Primal approach, since the information needs to be sent for both \(\theta_{i-1,i}, \theta_{i,i}\). Note that in this case the same considerations made for \(M_{i,i}^{\nu, \nu}\) and \(M_{i,i}^{\nu, C}\) in the Primal approach apply to \(\frac{\partial z_i^v}{\partial \theta_{i,v}}\) and \(\frac{\partial z_i^v}{\partial \theta_{i,v}}\). Moreover, we have

\[
\nabla_{w_i, \lambda_i} L = \nabla_{w_i, J_i} + \nabla_{w_i, \theta_i \lambda_i} + \nabla_{w_i, h_i^{\text{PR}}} h_i^{\text{PR}} + \nabla_{w_i, \theta_i \lambda_i} - \nabla_{w_i, \theta_i \lambda_i},
\]

\[
\nabla_{T_i} L = \nabla_{T_i, \lambda_i} + \nabla_{T_i, h_i^{\text{C}}} h_i^{\text{C}}.
\]

Consequently, the lane-center-to-vehicle communication on Line 5 of Algorithm 1 consists of \(\Delta \lambda_{i-1}, \Delta \lambda_{i}, \mu_{i,i}\), i.e., \(2q\) floats.

Since both approaches have the same communication footprint, they are equally valid alternatives.

C. Example

By selecting \(\theta_i\) such that \(q\) is small, significant reductions in the amount of data communicated are achieved at the cost of some sub-optimality. To evaluate the trade-off between reduction of communication and cost increase, we consider the case shown in Figure 9 where \(\rho_{i,k}(\theta_i)\) is the piecewise linear function

\[
\rho_{i,k}(\theta_i) = \begin{cases} \theta_i^{(1)} + \frac{\theta_i^{(2)} - \theta_i^{(1)}}{[K/3]} k, & k \in [0, [K/3]], \\ \theta_i^{(2)} + \frac{\theta_i^{(3)} - \theta_i^{(2)}}{[K/3]} (k - [K/3]), & k \in ([K/3] + 1, 2[K/3]], \\ \theta_i^{(3)} + \frac{\theta_i^{(4)} - \theta_i^{(3)}}{[K/3]} (k - 2[K/3]), & k \in [2[K/3] + 1, K + 1], \end{cases}
\]

where the superscript on \(\theta_i\) indicates the vector element and \(q = 4\). When \(n_{T_i} = 4\), no more than 60 floats are sent from a vehicle to the lane center on Line 5 of Algorithm 1 which, according to [36], will take at least 0.7 ms, i.e., a reduction of almost 99% in communication time.

To assess the sub-optimality induced, we evaluated 500 scenarios with 4 vehicles per lane (16 in total), using the models and objective functions of Section V-C. The vehicles were initialized at randomly drawn distances in the interval [50, 150] m from the intersection, and the crossing order was computed with the heuristic of [17]. As Figure 10 demonstrates, the sub-optimality induced by the parameterized
The difference with respect to the optimal solution is small for all vehicles. This is below the quantization error of many actuators, such that the difference might not be noticed in practice. Finally, more “flexible” parameterizations of $\rho_{i,k}$ could be used to reduce sub-optimality, e.g., by including additional linear segments or by using higher-order polynomials.

**D. Reduction of the number of communication rounds**

We ought to stress that we intentionally selected a simple implementation of a primal-dual interior-point algorithm when deriving Algorithm [3]. This choice has been done both for simplicity of exposition and in order to focus on the main contributions of this paper. Note, however, that more refined update rules for the barrier parameter $\tau$ and Predictor-Corrector strategies [29] could be employed to improve convergence.

A simple way to reduce the number of iterations consists in solving the problem to a rough accuracy. As remarked in the discussion on Figure 5c, practically acceptable solutions can be obtained for $\tau$ larger than relevant tolerances on $\|r(z)\|$, since this entails accurately satisfying the constraints while accepting some degree of suboptimality. In Figure 12 we display the results from the scenario considered in Section IV-C, where $\tau$ is prevented from being smaller than $\tau_{\text{min}}$, for $\tau_{\text{min}}$ between 1 and $10^{-6}$, with $\varepsilon = 10^{-6}$ for all cases. The sub-optimality induced and the number iterations required to reach $\|r(z)\| \leq \varepsilon$ is shown in Figure 12. Note for instance that 23 iterations are required for $\tau_{\text{min}} = 10^{-2}$, compared to 33 in case of $\tau_{\text{min}} = 10^{-6}$, at the expense of less than 1% sub-optimality. The optimal velocity profiles for one vehicle for the different values of $\tau_{\text{min}}$ is shown in Figure 13 (c.f. Figure 5c). The difference with respect to the optimal solution is small enough to be practically irrelevant for all but the highest value of $\tau_{\text{min}}$.

**VI. CONCLUSIONS**

In this paper we presented tailored linear algebra for Primal-Dual Interior-Point algorithms to be deployed for the optimal coordination of automated vehicles at intersections under a fixed crossing order. The algorithm inherits the strong convergence guarantees of centralized PDIP solvers and makes it possible to efficiently include rear-end collision avoidance constraints. We showed that the problem is structured so that the KKT-system can be solved in a hierarchical way, where most operations are parallelized and solved separately for all vehicles and for all lanes. Additionally, the step size selection through backtracking on a merit function can be distributed under the same pattern. To reduce the data exchange, we proposed a parameterized and slightly conservative reformulation of the rear-end collision avoidance constraints, and demonstrated its effectiveness in simulations.

We are currently investigating formulations of the coordination problem that allows removal of the restrictive assumption of full CAV penetration. We also aim at extending our approach to scenarios with several connected intersections. Finally, future work will consider testing the algorithm in challenging experimental scenarios.
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