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Abstract: Information-centric networking (ICN) has been developed as a potential candidate for future networks. In this model, users are provided with content rather than communication channels between the different hosts. The ICN network has several problems such as scalability issues and bandwidth consumption. However, software-defined networking (SDN) has been proposed to improve the networking architectures. The goal of our paper is to propose a new approach to named-data networking (NDN) based on the paradigm of SDN. Our work introduces various research studies carried out in the SDN and ICN contexts. We first present the SDN architecture. Then, we focus on work that combines ICN and SDN architectures. Finally, we show the effects of using the SDN architecture on the named-data network (NDN). Our experimental results show that the use of the SDN architecture has a positive effect on NDN network performance.
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1. Introduction
1.1. Research Background and Motivation

The Internet is a global data network used steadily over the past 30 years [1]. The emergence of the first services such as electronic messaging (e-mail) and the Web largely contributed to this network’s success in the late 1990s and the increase in its number of users. More recently, new content distribution services have appeared; beyond textual content such as the Web or e-mail, users could, in fact, access multimedia content such as audio or video files, first by downloading them and then via video-streaming systems. If in the 2000s, many users downloaded audio files (in MP3 format), notably via the appearance of P2P platforms such as Napster, and video files via new P2P systems such as eDonkey or BitTorrent, new video-distribution platforms then emerged such as YouTube, Dailymotion and Netflix. These allowed users to watch streaming videos, that is, by watching the video as it was downloaded rather than downloading the entire file first.

Today, video streams represent the bulk of total Internet traffic; OEM Cisco announces that by 2021, 82% of traffic will be dedicated to video [1]. The uses of the Internet today have evolved considerably over the years, while the architecture itself has changed little. The infrastructure has improved with the deployment of optical fibers, which have made it possible to increase speeds, going from a few kb/s to several Gb/s [1], and wireless networks (WiFi) and mobile networks (3G, 4G, 5G) have appeared, providing access to the Internet from any location [2]. However, the Internet architecture has not evolved to meet these new features and is still based on the TCP/IP protocol stack.

Even though improvements have been proposed, such as group communications (multicast), peer-to-peer networks (P2P) [3] and content distribution networks (CDNs) [4], the TCP/IP architecture was not designed to allow the distribution of content on a huge scale and to a huge number of users [5].
As users are mainly interested in content and not in its location, new content-oriented architectures have been proposed for the Internet of the future [5,6]. These architectures, generically called information-centric networks (ICN) [5], focus on the data themselves, not the network hosts; the data are named, but the hosts are not. Therefore, the routing of messages is no longer performed according to the host address, as is the case with the IP architecture, but according to the name of the data. These new architectures are designed to allow the distribution of content on a large scale while adding new enhancements in the network, such as anycast communications, making it possible to direct requests to one or more sources owning the content. They also allow network entities (routers) to store data in their memories to retransmit them during future requests. Thus, the content becomes closer to the users, lightening the load on the network, reducing the delays for the users, and improving their quality of experience.

In conjunction with work on content-oriented networks, software networks or software-based networks (SDNs) have been defined to provide consistency in network management. Software networks make it possible to decouple the data plane (data transmission) from the control plane (routing) of the system through the use of a programmable entity called a controller. The routing decisions are externalized in the controller, thus resulting in a good routing, flow or packet. This flexibility seemed to us to be quite suitable for providing a new routing plan for content-oriented architectures.

1.2. Contributions of the Work

Software-defined networking (SDN) [7–9] is considered important since it helps the continued development of network architectures. This networking model’s key features are its isolation of control planes and users and its logically unified control plane [7]. In addition, the devices specify the rules and actions that a possibly-remote controller must take. Software-defined networking’s key function is to abstract the network, generating a networking software age marked by a broad capacity to advance and innovate.

The goal of this paper is to propose a new approach to named-data networking (NDN) based on the paradigm of SDN [10,11]. This strategy ensures excellent coordination between the routing plane and the forwarding plane. We plan to use SDN technology to enhance NDN scalability, bandwidth usage, latency and cache hit rates by using cooperation between NDN and SDN. Our solution is offered as a clean-slate approach. This solution is based on two packages (interest and data messages) for exchanging information between the nodes and the controller. It eliminates the need to rely on the TCP/IP infrastructure.

In this paper, we present studies carried out in the SDN and ICN contexts. We also show the effects of using SDN architecture in the named-data network (NDN) [6,12]. The simulations’ results demonstrated the positive influence of using SDN on the NDN network. This integration increased the percentage of cache hits and reduced the use of bandwidth. These advantages improved the efficiency of the NDN network.

1.3. Structure of the Paper

The paper’s remainder is structured as follows: An outline of the ICN method is provided in Section 2. The SDN paradigm is outlined in Section 3. The research work that incorporates ICN and SDN is detailed in Section 4. In Section 5, we describe our architecture. The simulation tests and outcomes are presented in Section 6. Finally, the paper is finalized in Section 7, presenting potential work.

2. Information-Centric Networking

New architectural criteria, such as support for the delivery of scalable content, mobility, confidentiality, trust, etc., have emerged with the enormous growth of the Internet and the introduction of new technologies to meet emerging needs. The Internet, however, has never been configured to satisfy such demands. A vicious circle of features began to appear, such as mobile IP, to help it grow. Many of these fixes also expanded the architecture of the Internet’s complexity. Moreover, the Internet can still not sufficiently solve many existing
and emerging applications in their current form. This raised the question of whether “fix
the fixes” would proceed or whether a new architectural solution to the Internet will be
required [1]. A research culture has been established in this context. This group addressed
the Internet’s core criteria and priorities in the future to come up with new architectures
and new paradigms to solve existing issues after recognizing the shortcomings of the
Internet in its current state.

Information-centric networking (ICN) [1] has appeared in this sense as a promising
contender for the future of Internet architecture. Driven by the growing use of the Internet
for the sharing of information rather than for peer contact between end hosts, ICN strives
to better represent current and future needs than existing issues. ICN encourages the
implementation of caching and multicast in the network by naming information at the
network layer, enabling the reliable and fast distribution of information to customers. In
the ICN network, however, research efforts are more important than the dissemination
of knowledge. Such initiatives use expertise to overcome a range of new restrictions in the
existing architecture.

ICN [12] represents a promising proposal for future research studies. This approach
influences the interaction models, multiparty communication, and in-network caching. The
objective of proposing ICN is to introduce a new network infrastructure service that can
satisfy modern needs, especially mobility and content distribution, and that may be adaptable
to disruptions and failures. Actually, the ICN has been widely studied by much research
work in terms of ICN approaches to addressing several key functionalities such as naming,
name resolution, routing, forwarding, security, caching [13] and mobility [12,14]. Various and
different propositions are given to deal with these functionalities (Figure 1). We present the
most popular architectures: DONA [14], NDN [15], Netinf [14] and PSIRP [16].

![Figure 1. The main information-centric networking (ICN) solutions.](image)

Below, we identify the key features that serve as a basis for presenting and comparing
the various ICN initiatives in the rest of the document.

- **Nommage**: One of the key features of each ICN architecture plan is the structure of
  the name assigned to the information (or service). Information-relative names are
  independent of their positions within all ICN architectures. On the other hand, the
  titles may range from flat to hierarchical, depending on the approach, which may or
  may not be readable by the recipient.
• Name resolution and data routing: The resolution of the name involves associating an information name with a service or source that can supply it, while data routing involves constructing a route from the provider to the requesting host to transfer information. Whether these two functions are coupled or decoupled is the crucial issue. The request for information is forwarded to the information provider in the coupled method, returning the information to the requesting host after the reverse direction on which the request was returned. The name-resolution feature of the decoupled method does not define or limit the path that the data takes from the supplier to the subscriber.

• Caching: We understand that caching [17] is both on the path and off the path. The network exploits the information stored along the path taken by a name-resolution request in on-path caching, while the network exploits the cached information in off-path caching. This is just hidden outside of this path.

Since the ICN paradigm arose, many research groups have come up with their own ICN solutions. In the next section, we present a few that appear to be relatively advanced and mature.

2.1. ICN Architectures

2.1.1. DONA

The data-oriented (and beyond) network architecture (DONA) [14], the first ICN architecture described in 2007, is shown in Figure 2. The data supplier, known as the Principal, has a public–private key pair in this approach, which is used to generate data names [14]. The content names have the form of P:L, in which L represents the mark given to the content, and P denotes the cryptographic hash of the public key of the publisher. Lookups are carried out by the local RH of a given customer; if the content is found, it is delivered to the requester. When no reference is observed, the query is transmitted to the tree till a source is found. Thus, a source creates an out-of-band delivery (over IP). From the aforementioned ideas, we notice that, in the DONA early-binding approach, the mappings between the identifier and locator are stored by the providers. Obviously, these mappings should be solved before deliveries.

![Diagram of DONA](image-url)

**Figure 2.** Data-oriented (and beyond) network architecture (DONA).
2.1.2. NDN

In named-data networking (NDN) [15], nodes handle three tables: a content store (CS), forwarding information base (FIB) and pending interest table (PIT). The NDN network architecture is presented in Figure 3.

Content Store (CS)

| Prefix name | Data     |
|-------------|----------|
| ndn.pdf     | .....    |
| film.mp4    | ....     |
| ........    | ........  |

Pending Interest Table (PIT)

| Prefix name | Face |
|-------------|------|
| SDN.pdf     | 1    |
| music.mp4   | 2    |
| ........    | ..... |

Forwarding Information Base (FIB)

| Prefix name | Face list |
|-------------|-----------|
| SDN.pdf     | 1,2,8     |
| music.mp4   | 4,2       |
| ........    | ........  |

Figure 3. Normal data networking (NDN) node model.

Content naming relies on hierarchical names ciphered by segment information (or packet), the data digest, the publisher, the version number, and the content identifier. Indeed, NDN relies on two packet types: interest and data packets. When looking for content, an interest packet is sent within the network. The node, receiving this request, checks if an entry exists in its pending interest table (PIT). Then, it records the interface from which the request was received. Later on, the request is forwarded according to the information found in the forwarding information table (FIB). Therefore, if available, the response of the source consists of sending a data packet following the reverse path back to the requester using “breadcrumbs” left in a pending interest table on each router. Each node in the path removes the request from the PIT and may cache data according to its caching policy. Unlike DONA, during the routing process, NDN follows the late-binding method. In this approach, a content request to a specific location is barely resolved. Thus, there is no direct mapping between the identifier and locator dealt with before the request.

2.1.3. PSIRP

In the publish–subscribe paradigm [18] architecture, based on the publish/subscribe concept, we can distinguish three steps: rendezvous, managing the network topology and forwarding. The content is published to the network by the providers. The rendezvous system aims at finding a matching of a request. Then, according to the network topology, a route is created between the publisher and the subscriber.

2.1.4. NetInf

This network of information (NetInf) [14] architecture proposes decoupling name resolution (NR) from routing or coupling them as offered in NDN. Indeed, two objects are used in NetInf: (i) a data object representing a digital object, and (ii) an information object showing the real object. Similar to DONA, NetInf content names have the P:L form, in
which L denotes the label given to the content, and P stands for the publisher public key cryptographic hash.

2.2. ICN Problem

The major ICN [12] weakness consists of the fact that the number of name objects and that of content data objects are expected to be orders of magnitude higher than the number of the network nodes. Thus, carrying out name-based routing in each node in the path between nodes can be cost-demanding, which leads to bandwidth and delay increases. We suggest applying the SDN approach [8] to minimize the shortcomings posed by this problem. The SDN architecture can overcome some crucial ICN issues such as scalability and bandwidth consumption. It allows the data plane (forwarding plane) to be decoupled from the control plane (such as the routing decisions, intelligent control of network resources, and configuration of network traffic management policies) in the network. For this objective, a programmable entity (the SDN controller) should manage the switches and routers. These nodes become forwarding devices. This flexibility seemed to us to be suitable for improving NDN network performance.

3. Software-Defined Networking

Today, data communication networks are generally made up of hosts or user devices interlinked with the network infrastructure. The latter, shared by all the hosts, uses switching elements such as switches, communication links and routers in order to transfer data between the different hosts. Indeed, switches as well as routers are considered “closed” systems, having vendor-specific control and limited interfaces. Thus, it is somewhat hard for the current network infrastructure to be improved. That is to say, the major problem faced by the current network is that using new versions of existing protocols, such as IPv6, is very difficult [8].

SDN [8,19,20] is a promising and very flexible new network architecture that goes beyond the limitations of existing IP networks’ transmission mechanisms. This is because SDN networks establish a clear separation between the control plane and the data plane, where the two planes are physically separated. The forwarding devices (switch and router) have only the data plane, and the control plane is moved to a centralized entity (the controller). In SDN, forwarding devices (or switches) are considered virtual devices that only follow the redirection policies defined by an external programmable entity: the controller, which implements the control plane (Figure 4). Thus, it is no longer necessary to have multiple black-box network devices with specific network functions such as switches, routers, firewalls, etc. In SDN networks, any necessary changes in redirect policies are programmed only once in the controller, and the controller propagates the redirect rules to all SDN devices [8].

An SDN network is made up of four basic components: (i) a controller that implements the control plane; (ii) forwarding devices (switches) that own the data plane; (iii) a southbound interface, e.g., OpenFlow [9], which represents the communication channel between the controller and the routing devices; and (iv) a northbound interface, which allows the controller to communicate with the application’s network, defined by the user. SDN is a four-pillar network architecture:

- The planes of control and data are decoupled. The network devices are excluded from the control functionality, which makes it easy to switch objects.
- Transition decisions are based on the flow, not the destination. A flow is generally defined by a set of field values that function as a filter criterion and a set of acts (instructions). A flow is a series of frames between a source and a destination in the sense of SDN/OpenFlow. All the frames in a flow receive similar transfer equipment service policies. The abstraction of flow unites the actions of numerous items of network equipment, including routers, switches, firewalls and middleboxes. Flow programming provides unparalleled precision, restricted only by the capability of the applied flow tables.
The control logic is passed on to the external party, the SDN controller, or the operating system of the network (NOS). The NOS is a software interface that draws on core server technologies and offers critical mechanisms and abstractions to logically promote forwarding system programming based on an abstract and centralized view of the network. Hence, its function is close to that of a traditional operating system.

Via software programs running on the NOS, which communicate with the underlying data plane computers, the network is programmable. This is a basic function of SDN, perceived to be its key attribute.

Figure 4. The software-defined networking (SDN) architecture decouples control logic from data logic.

3.1. Current Internet-Architecture Issues

The concept of Internet “ossification” [8] refers to the close coupling established between the control planes and that of data. In such an environment, using novel network functionalities or applications is absolutely important because their implementation in the infrastructure must be directly performed. Besides, because of the nonexistence of a common control interface for the different devices of the network, other straightforward tasks, such as policy enforcement and configuration, may be hardly achieved. Therefore, many workarounds such as the use of “middleboxes” (network address translators, firewalls, intrusion detection systems, etc.) were introduced and used to overcome the network-ossification effect.

The main objective of deploying software-defined networking (SDN) [8] is to make innovation easier and afford the network data path simple programmatic control. As shown in Figure 4, isolating the forwarding hardware from the so-called control logic leads to simpler, straightforward network management and visualization, and the easier use of novel applications, protocols and applications, as well as different middleboxes’ consolidation into software control.
3.2. Current SDN Architectures

In this section, we present two commonly used SDN architectures, called ForCES flow [21] and OpenFlow [22]. Both of them are based on the principle of differentiating the data and control planes. They assimilate the exchange of data between various planes. Nevertheless, technically speaking, these architectures are considerably different if we consider the protocol interface, design and forwarding model.

3.2.1. ForCES

The ForCES (forwarding and control element separation) IETF workgroup [21] is added. It reviews the internal design of the network interface with the control factor separated from the forwarding one. The network unit, however, remains a single entity. In addition, the driving usage case was represented within a single network system by the work group to connect third-party access with novel forwarding hardware. Both the control and data planes, such as the same room or box, would also be in close proximity. The control plane, however, is entirely separated into OpenFlow-like SDN structures from the network computer. In particular, two logic entities called the forwarding entity (FE) and control element (CE) are used for ForCES. All use the ForCES protocol to communicate.

Controlling and signaling functions are the responsibility of the CE. To tell FEs how to treat packets, the ForCES protocol is applied. This protocol is based on a slave–master model in which the masters are represented by CEs, while the slaves are denoted by FEs. The key building block of the powers architecture is the LFB (logical feature block). This block represents a well-determined functional block overseen by CEs through the ForCES protocol on the FEs. It enables the CEs to control FEs’ setup and the latter to process packets. Indeed, the previously mentioned architecture was standardized in 2003 when the working group released several papers. The protocol for coordination between the control and forwarding components within a network component and a modeling language describing the logical functions within a forwarding component are among these papers [21].

3.2.2. OpenFlow

Similar to powers, this method standardizes the sharing of data between the two listed planes in accordance with the SDN concept, consisting of the distinction of data forwarding and control planes. The forwarding unit, also called the OpenFlow [22] switch, includes one or more flow tables and an abstract layer that uses the OpenFlow protocol to ensure safe communication with the controller, as seen in the configuration shown in Figure 5.

There are flow entries in the first component of the forwarding device (flow tables). Flow tables describe the manner in which packets of the same flow are stored and then passed. Flow entries are usually made up of the following: (1) Match fields, also referred to as matching rules, which are added to match the packets sent. They include metadata, packet headers and entry port data. (2) Counters used to capture information on individual flows, such as the flow length, number of packets sent and byte number. (3) A group of acts or orders that should be followed in a match. They show how they need to work with the corresponding packets. Packet header fields are drawn and then compared to the matching field sections of the flow table entries. The switch follows the accurate instructions or behavior collection relevant to the matched flow entry when a matching area is encountered. In addition, if no match is made by the look-up procedure of the flow chart, the switch takes action according to the directions determined by the table-miss flow entry. Each flow table must have a table-miss entry to accommodate table misses. The above determines the range of acts to be taken if no match, such as lowering a packet, is found for an incoming packet. The matching phase is continued on the next flow table or the packet is forwarded via the OpenFlow [22] channel to the controller from version 1.1. We note that OpenFlow manages pipeline processing as well as several tables. In addition, in the case of hybrid switches, nonmatching packets are exchanged using standard IP-forwarding schemes. In particular, the controller and switch communicate using the OpenFlow protocol, which specifies the collection of messages transmitted via a
protected channel from and to these entities. Flow entries in the flow tables of switches can be omitted, added or modified by applying the OpenFlow process, which can be achieved either proactively or reactively.

Figure 5. Communication between the controller and the switch via OpenFlow protocol.

4. Related Work

Much research work has tried to study the potential of combining SDN and ICN [23–25]. However, the majority of this work has applied SDN technology in NDN architectures. The principal approaches combining SDN and ICN are described below:

4.1. CroS-NDN

The CroS-NDN [23] approach isolates the control plane from the data plane. It reinforces the former on a dedicated node (controller). This consolidation enables the network nodes to store and request network data without being spread in the whole network. A controller-based routing strategy for NDN nodes dynamically stores network information on a controller. These nodes also reactively request novel routes for the controller according to the interests of the consumer to locally unknown name prefixes.

To minimize the overhead routing signaling, CroS-NDN limits the network interest flooding. Indeed, the different nodes of the network flood it merely to search for the controller. Then, the latter finds the flooding happening exactly upon the nodes for the controller’s interest’s timeout. The major functions of each CroS-NDN node are to control its one-hop neighbors and store all the variations in the controller. These nodes create the name prefixes of the locally produced content. However, a controller gathers the network data and obtains knowledge about the typology of the network as well as about the prefixes of the content names in order to form a node identifier map.

End-to-end CroS-NDN implementation considers only one controller route request. Indeed, the node of route requesting provides information about its identifier as well as the desired content name within the interest route to controller. On this route, the controller first determines the requesting notes. Then, it locates that of the content producer. After that, it calculates the node identifiers’ sequence path between the consumer and the producer and responds to the route request. Upon receiving the answer, the requesting node forms a specific interest that implements novel entries on each node via the network in the route towards the content producer. It is worth noting that the calculations of paths are based on node identifiers, while the content-request-interest forwarding depends on the content names. Clearly, content-mobility and topology variations can result in invalid FIB entries implemented on nodes. In fact, CroS-NDN utilizes data plane feedback to get
rid of these invalid FIB entries. Besides, non-answered data plane interests lead to the expiration of PIT entries after interest lifetime timeouts.

4.2. NDNFlow

NDNFlow [24] is an open-source software implementation of a forwarding architecture focused on named-data networking within OpenFlow-controlled software-defined networks (SDNs). As it is not feasible both to use application-specific IP broadcasting and to expand the OpenFlow [22] protocol to handle application-specific forwarding schemes in order to distinguish between IP and ICN traffic, NDNFlow has proposed a second application-specific layer to OpenFlow. Instead of the old OpenFlow communication channel and method, the latter generates a controller model and a separate communication channel.

Obviously, in this application, all path computations and communications, concerning the ICN, are dealt with independently of the common IP and Ethernet plane. In the OpenFlow approach’s standardization, to have SDN functionality not being affected by limitations and changes, we must isolate the ICN layer from the regular OpenFlow layer.

4.3. SRSC

SRSC denotes the SDN-based routing scheme for CCN (SRSC) [25]. To establish a communication channel among the controller and nodes, this scheme utilizes both data messages and content-centric networking (CCN) [15] interest. Therefore, by applying this scheme in the case that no entry is allocated to the node in its FIB, the node transmits the interest to the controller. Thus, the latter must represent the whole network’s general knowledge (paths, nodes, content stored in caches and topology). It can respond with a piggy-backed forwarding rule put into the data message, sent by the controller towards the node through the reverse path. Therefore, by using the SRSC, no network flooding will happen in order to obtain the content. Besides, the controller informs the nodes about routing the interest message towards the closest requested content. Its workload changes according to the network size and the node number. Therefore, a large-scale network must be divided into many domains managed by a controller.

We compare, in Table 1, the characteristics of CroS-NDN, NDNFlow and SRSC.

Table 1. Summary of characteristics of the SDN-based approach for ICN.

|                      | CroS-NDN [23] | NDNFlow [24] | SRSC [25] |
|----------------------|---------------|---------------|------------|
| Clean-slate design   | Yes, based only on NDN protocol | No, based on IP protocol | Yes, based only on CCN protocol |
| ICN protocol         | NDN-based     | NDN-based     | CCN-based  |
| SDN protocol         | SDN-based     | OpenFlow-based | SDN-based  |
| Routing schema       | controller-based | IP-based     | Controller-based |
| Security             | Signature-based | Signature-based | firewall-based |

5. Named-Data Networking Based on SDN

Named-data networking based on SDN (NDN-SDN) implies that the network is split into many regions, consisting of NDN nodes and SDN controllers (Figure 6). An SDN controller and multiple NDN nodes are allocated to any region. The controller uses the OpenFlow [22] protocol to connect with NDN nodes.

We apply the bootstrapping stage and routing step to strengthen the NDN–SDN:

- Bootstrapping step: During this step, the controller identifies and associates the nodes with their identity. The nodes therefore know the interface on which their requests are relayed to their handler. Indeed, bootstrapping helps the controller to explore and provide a global view of the network’s topology.
- Routing: The routing stage consists of filling in the nodes’ FIB to allow them to relay messages of interest to the nearest source. Therefore, where a node does not know the
interface to which to send a message of interest, the controller is interrogated. This exchange is carried out using NDN interest/data messages via the contact channel (Figure 6).

Figure 6. NDN–SDN architecture.

5.1. Structure of an NDN–SDN Switch
In our proposal, the NDN–SDN switch contains the following structure (Figure 7):
- The content store (CS): A cache installed in the NDN Switch.
- The pending interest table (PIT): The PIT table stores the currently-being processed requests.
- Management information base (MIB): The MIB includes the neighborhood information (node, switch and controller).

5.2. Structure of an NDN–SDN Controller
In our proposal, the NDN–SDN controller contains the following structure (Figure 7):
- The content store (CS): A cache installed in the NDN–SDN controller.
- The management information base (MIB): The MIB table contains information about all the nodes connected to the controller.
- The data information base (DIB): The DIB includes all the prefixes of all the nodes connected to the controller.
- The forwarding information base (FIB): The FIB contains the routing information for the data.
5.3. NDN–SDN Topology Management

Initially, the switches do not know where the controller is located, and as a result, the switches flood all the interfaces with link layer discover protocol (LLDP) packets with the controller’s name to discover the port to the controller. When a router receives a controller’s response, it adds the port for communicating with the controller to its management information base (MIB).

Subsequently, all the nodes send a link layer discovery protocol (LLDP) packet to inform the directly connected neighbors of their presence (Figure 8). The nodes send periodic LLDP packets with their identifier ID on all the interfaces. Each node that receives an LLDP packet responds with an LLDP packet. Each switch constructs the local topology table MIB, which contains all the directly connected neighbor nodes, using these messages. After this step, the switch sends the MIB table to the zone controller.
Upon receipt of the MIB tables from the switch, the controller constructs its MIB table. This table contains all the information of all the nodes that are related to the controller. It presents the virtual topology of the network. After this phase, the controller can install the routes and the forwarding rules on the switches because it knows all the routes to any switch on the network.

Unlike the traditional NDN network architecture, which does not have a topological control mechanism, our proposal allows the controller to have a global view of the topology, to control the network better in real time using regular packet exchanges.

### 5.4. NDN–SDN Data Management

When a node publishes new unregistered named data, it sends an “AddPrefix” packet to indicate the intent to register the prefix (Figure 9). When the switch receives this packet, the switch sends it to the controller. When the controller receives this prefix name, it constructs the data information base (DIB) table, representing the virtual topology of the data distribution in the network.

![Figure 9. NDN–SDN data management.](image)

### 5.5. NDN–SDN Forwarding Management

Based on the information available in both the DIB and MIB tables, the NDN–SDN controller constructs the forwarding information base (FIB). This table represents all the data available in this network zone and the path to follow to retrieve it. If a switch wants to retrieve a data packet, it sends an interest message to the zone controller; the controller looks for the prefix in the FIB table; if the interest exists, the controller returns a data packet that contains the path to retrieve these data.

### 5.6. NDN–SDN: Detecting Failures

We use the link layer discovery protocol (LLDP) to detect failures in the network topology. The NDN–SDN switch sends LLDP packets to adjacent switches. Suppose the switch does not receive an LLDP from the adjacent switch for a fixed period. In that case, NDN–SDN continues to send LLDP packets to detect this link’s recovery, but at a relatively long interval, to avoid a high message overload during a long outage duration. If there is no response, the switch determines that a link failure has occurred. The switch informs the controller. The controller then updates the FIB table.
6. Experimentation and Results

In this section, we discuss some experiments in order to demonstrate the advantages of using ICN’s SDN architecture. NS-3 [26] and ndnSIM were used to run our experiments [26].

There were four examples we introduced. We added the NDN architecture to the first one. Indeed, each node has a 100-element content store (CS) capability and uses the caching technique LRU [27]. We used a flooding-based routing technique. The name of this case is NDN-Flooding. However, we changed the forwarding strategies in the second case, called “NDN-Best-Route”, with the best-route strategies [28]. We substituted the routing strategies with the NCC strategies in the third example, “NDN-Ncc” [28]. The implementation of the last “named-data networking based on SDN” (NDN–SDN) scenario seeks to improve the architecture of the NDN using that of the SDN. For each 100 nodes, we placed one SDN controller, responsible for data routing. The correspondence between the nodes and the controller is carried out by the protocol OpenFlow [22]. Each node has a capacity of 100 components in the content store (CS) and follows the LRU caching strategy.

Table 2 presents the simulation parameters.

| Parameter            | Value                        |
|----------------------|------------------------------|
| Router percentage    | 5%                           |
| Number of nodes      | 150, 300, 400, 600, 1000     |
| Cache strategy       | LRU                          |
| Forwarding strategy  | Flooding, NCC, best-route    |
| Topology             | Hierarchical                 |
| Number of consumers  | 30%                          |
| Number of producers  | 10%                          |
| Distance between nodes | 200 m                     |
| SDN protocol         | OpenFlow                     |
| Time of simulation   | 120 s                        |

We evaluate the NDN–SDN network’s performance in all scenarios using traditional metrics such as the bandwidth consumption, average latency and cache-hit ratio.

- Bandwidth consumption: this is the cost of the communication generated by each switch on the network per second. The average value of all the content switches was taken into account.
- Average latency time: this is the time taken for complete content (that is to say, a file) to be downloaded. The average value of all the content routers was taken into account.
- Cache-hit ratio: this is the proportion of interest requests served by the content store (CS) of switches or SDN controllers. The average value of all the switches was taken into account in our work.

6.1. NDN–SDN Approach and Bandwidth

The number of packets per second, relative to the number of nodes, is shown in Figure 10. We note that, with the number of nodes, the number of packets increased. A distinction between the two NDN–SDN and NDN-Flooding situations is also noted. The use of NDN–SDN actually minimized the number of packets on the network. For instance, we detected a reduction of 19% in bandwidth usage with 400 nodes. The clear separation of the control plane from the data plane in our solution helped to minimize the bandwidth usage compared to that with NDN without SDN.
6.2. NDN–SDN Approach and Delay

Figure 11 demonstrates how the SDN approach affects the output of NDN networks, especially the delay between sending interest and receiving results. For example, using the NDN architecture with SDN (NDN–SDN) and 400 nodes reduces the delay time by 27 percent compared to NDN without SDN (NDN-Flooding). This improvement is achieved due to the SDN controllers having a global view of all the data on the network. This global view minimizes the latency and increases the cache-hit rate.
6.3. SDN Approach and Cache Hits

Figure 12 above illustrates how the SDN technique affects the network output of cache hits. For example, with 300 nodes, the use of the SDN (NDN–SDN) NDN architecture increases the percentage of cache hits by 29 percent compared to NDN without SDN (NDN-Flooding).

![Cache Hits](image)

Figure 12. Cache hits.

6.4. NDN–SDN Approach and Memory Overhead

Figure 13 shows how the NDN network efficiency, particularly the overhead usage of memory, is affected by the SDN strategy. For example, with 1000 nodes, the use of the SDN (NDN–SDN) NDN architecture reduces the memory overhead by 9% compared to NDN without SDN (NDN-Flooding). In our solution, the clear separation between the control plane and the data plane minimizes the memory usage of the switches.

![Overhead Memory by node](image)

Figure 13. Memory overhead.
6.5. Discussion of Results

All the simulation results clearly show the positive effect of applying the SDN architecture on NDN networks. This exploitation permits increasing the cache-hit percentage and minimizing the use of bandwidth, delay and memory consumption. NDN–SDN also improves network caches’ performance (cache hits), reducing the number of messages and minimizing the bandwidth requirements on the network, which is quite beneficial for the NDN architecture. Indeed, we chose to evaluate NDN–SDN with the NDN default cache strategy (LRU). Our improvement with NDN–SDN greatly reduces the required network resources such as the bandwidth, the delay and the consumption memory.

We note that NDN–SDN provides a 19% reduction in bandwidth usage compared to the NDN-Best-route strategy. This enhancement is explained by the separation between the data plane and the control plane, which minimizes the number of packets in the NDN network. Moreover, the NDN–SDN method reduces by 9% the consumption of switch memories compared to NDN-Flooding. This advantage is due to the separation of the control plane and the data plane, which allows minimizing the memory space use of the NDN–SDN switches. Furthermore, the NDN–SDN approach has the lowest latency time compared to NDN-Best-Route and NDN-Flooding approaches. The decrease in latency is explained by the use of our strategy, which minimizes the number of accesses to the FIB, PIT and CS tables.

In this proposal, we used the basic NDN routing and forwarding protocol. However, in [29], we used the NDNS protocol. The NDN–SDN method is more adaptive to the real Internet architecture because it preserves the properties of NDN. In fact, in the NDNS network, each switch has a set of FlowFib tables. The size of these tables is very large. Each switch must consult the three tables FlowFib, CS and PIT to find data, which considerably increases the latency time. In our NDN–SDN approach, the switch sends the packet of interest directly to the controller, which has a global view of the distribution of the data in the network. Then, the controller sends the shortest path to this “interest” for the switch, which requested these “data”. Therefore, we can consider NDN–SDN to be an improvement of NDNS.

We compare, in Table 3, the characteristics of NDN–SDN, NDNS and NDN.

Table 3. A brief comparison between NDN-SDN, NDNS and NDN.

|                                    | NDN-SDN | NDNS [29] | NDN [28] |
|------------------------------------|---------|-----------|----------|
| Latency                            | Very fast | Fast      | Very slow          |
| SDN-based                          | Yes     | Yes       | No        |
| CPU switch consumption             | Low     | High      | Very high       |
| Bandwidth consumption              | Low     | Low       | Very high       |
| Detect failures                    | Yes     | No        | No        |

7. Conclusions

The evolution of Internet use from machine-to-machine communication to data-centered communication has urged us to shift the IP to the ICN network communication model. This advancement is causing many problems. Indeed, to enhance the networking architectures, software-defined networking (SDN) was proposed. In this paper, we analyzed the SDN strategy’s effect on the ICN network. Our implementation demonstrates that the use of the SDN approach ameliorates the NDN network’s performance. Indeed, it minimizes the latency and the use of bandwidth. The NDN–SDN enhancements result from the separation between the control plane and the data plane, reducing bandwidth consumption. Indeed, the SDN controller realizes an overall view of content distribution that allows latency reduction and a cache-hit-rate increase.

This paper has introduced SDN functionalities implemented in the NDN architecture to facilitate interactions between nodes, switches and controllers. Our study results show
that we can use SDN to improve NDN, which allows it to be deployed in a real network. As future work, we will suggest an NDN architecture focused on the use of SDN to enhance the ICN network’s performance.
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