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A universal quantum computer can be made to mimic the dynamics of any physical system, a feat possible on classical machines only with significant approximations or mean-field methods. Use of the Trotter formula is central to this endeavour: by repeatedly simulating a series of component evolutions, in principle it allows for the quantum computer to be efficiently driven arbitrarily close to an ideal time evolution described by a piecewise-local Hamiltonian. Here we show that the ability to reduce the simulation error (which we quantify in a variety of ways, including with the diamond norm) at will (theoretically achieved by increasing the number of control gates per unit time) is lost when finite imperfections in the control of the quantum computer are introduced. The imperfections thus set a bound in the accuracy of the simulation and on the maximum simulation time. We provide analytical results and numerical data exploring these limits and suggestions on how to achieve them in the laboratory. Our investigations indicate the optimum number of Trotter steps to employ.

I. INTRODUCTION

The purpose of a simulation is to learn something about a system of interest, or simuland, through the control and study of an entirely separate system: the simulator. The motivation for simulations arises because of the high controllability and efficiency of purpose built simulating machines: in modern times these are almost exclusively digital computers. Exploiting, as they do, GHz processor clock rates and memory registers boasting GB or TB or storage capacities, digital computers can be made to simulate a huge variety of physical systems such as weather, nuclear reactions, genetic mutations, and so on. Parameters are modified at will, so that different scenarios can be explored with any desired precision. The limits of such simulations, arising from the number of transistors in an integrated circuit, have been extended twofold approximately biennially since the 1970s, a trend known as Moore’s law [1]. When the simuland is such that a fully quantum mechanical model is necessary to describe it, however, even continued improvement under Moore’s law will not permit simulations on a digital computer for systems above a certain size. The memory requirement scales exponentially in the particle number. This problem can be overcome by moving to quantum simulation.

Examples of simulands exhibiting the quantum scaling problem include atomic or molecular systems (the subject of quantum chemistry simulations [2]) and condensed matter systems described by (for example) the Hubbard [3], Ising [4] or Heisenberg model [5]. A quantum simulator, on the other hand, is typically constructed with two-level systems known as ‘qubits’. Such quantum-information-carrying elements may be realised with trapped ions [4], superconducting circuits [3, 6], or other candidate systems [7]. One can efficiently represent the quantum state of the simuland by storing an image of it in the memory of the quantum simulator. To simulate dynamics, one assumes access only to a discrete set of control operations: for example single qubit ‘rotations’ along with an entangling gate such as a controlled-NOT [8]. Such a collection of control operations is known to enable universal quantum computation [9, 10] – digital quantum simulators are therefore thought of as quantum computers [12]. Analogue quantum simulators are a rather different proposition: they skirt the issue of controllable dynamics by directly engineering a fixed global Hamiltonian. The disadvantages are limited programmability and lack of error correction – see e.g. [13].

Quantum simulation is composed of preparation, evolution and readout stages. The aim of this paper is to quantify the accuracy of the evolution stage of digital quantum simulation given imperfect control. Analyses concerning state preparation and data extraction can be found elsewhere [14, 15].

The problem of noise in quantum computers has, in one sense, been solved by the error-correction threshold theorems [16–19]. An error correction threshold is a critical value of a measure of the accuracy of quantum control. Once it has been surpassed, error correction techniques work to decrease the overall net error. These theorems show that, when experimental operations become clean enough, encoding logical qubits in a larger number of redundant physical qubits allows the error in the overall computation to be suppressed at will [20]. But as interest in simulators grows [21], and small scale (say 64 qubit) devices begin to appear, the noise problem remains until many-thousand-qubit devices can be engineered so that full fault tolerance is possible. Even after fault tolerance is available, the question of how the overall computation depends on the logical (i.e. error-corrected) error rate is of fundamental importance.

*glc@physics.org
II. SIMULATION ALGORITHM

Even when a universal gate set is available, one does not generally know how to combine the gates efficiently to achieve a particular evolution of the quantum computer. Lloyd’s algorithm [22] is a general but approximate solution to this problem, when the desired evolution is known to be generated by a local Hamiltonian:

\[ H = \sum_{j=1}^{k} H_j, \]

where each of the \( k \) component Hamiltonians \( H_j \) has dimension less than some maximum (call this \( g \)). The true evolution is then approximated through a truncation of the Trotter [23] formula:

\[ U = \exp[iHt] = \left( \prod_{j=1}^{k} \exp[iH_j t/n] \right)^n + \ldots \]

where we set \( h = 1 \), and take \( H \) to be time independent (although this can be straightforwardly relaxed).

The advantage of Lloyd’s approach is that the number of operations required is reduced from being exponential in the particle number to being bounded by a number proportional to \( t^2k^2g^2/\epsilon \), where \( t \) is the simulation time, \( g \) is the maximum dimension of the local Hamiltonians, and \( \epsilon \) is the desired error [24]. The total number \( k \) of component Hamiltonians has a better-than-polynomial (rather than exponential) dependence on the particle number, making Lloyd’s method ‘efficient’.

It is clear that for any finite value of \( n \) (the ‘Trotter number’), the higher order terms in the above equation will be non-zero. Their neglect then necessarily leads to an error in the simulation - the simulator is not driven to the desired final state but to one that is nearby. As we shall see, ‘nearby’ can be given a concrete mathematical and operational definition.

Higher Trotter numbers result in trajectories of the simulator that result in a final state that is closer to the ideal. Increasing \( n \) will generally increase the computational complexity – more control operations. More time may not be required, however, because the gates are correspondingly shorter: although it is not clear if this carries over to the error corrected case. Others have considered the dependence of the number of gates and simulation time on the desired error [25], but here our only concern is the overall accuracy of the simulation. Higher order approximants are available [26] [27], or other techniques that exploit sparsity [28]. The common attributes of these approaches are that they reduce the number of operations to polynomial in the particle number, and that their accuracy is controlled (improved) by increasing the number of applied operations. The number of Trotter steps necessary for quantum chemistry simulation was considered by [29] and the number of gates estimated in [30].

Throughout this paper we take \( V_j = \exp[iH_j t/n] \) as primitive operations applied to the simulator, although ultimately these primitives should be understood as being composed from gates drawn from the particular universal set that is available.

III. TIME-ENERGY FREEDOM

Because of the \( H \to aH, t \to t/a \) symmetry of the Schrödinger equation \( i\hbar \partial_t |\psi\rangle = -H |\psi\rangle \), when simulating closed-system dynamics one benefits from the freedom to define

\[ H_{\text{simulator}} = aH_{\text{simuland}} \]

\[ t_{\text{simulator}} = \frac{1}{a} t_{\text{simuland}}, \]

which will preserve the correspondence between the time evolutions of the simulator and simuland. The simulation time, therefore, may be chosen to be any duration as long as the appropriate global scaling of the energy of the control fields is also performed. Even classical simulators are rarely operated at a speed commensurate with their respective simulands – weather patterns of several weeks are simulated in a matter of hours, and supercomputers spend months calculating chemical reaction dynamics over timescales many orders of magnitude smaller. In fact, because each unitary \( \exp[iH_j t/n] \) is decomposed into the natural elementary gate set of the simulator, one generally expects a non unit effective value for \( a \). Clearly this freedom enables the computation to be sped up (or slowed down) by a constant factor [31], but more importantly we imagine that such freedom may prove very useful for reducing noise in implementations of quantum simulation, depending on the particular noise which dominates – see below. It is worth noting that assuming this freedom is more than is necessary for universal quantum computation – nevertheless in many quantum computers we expect there to be at least a limited ability to perform the primitive operations at different physical speeds.

IV. NOISE TYPES

The error in approximating the true evolution with the first term on the RHS of (2) is known to decay at worst as \( \propto n^{-1} \) [32], and as Lloyd put it ‘\( n \) can always be picked sufficiently large to ensure the simulator tracks the correct time evolution to within any desired nonzero accuracy’ [22]. The perfect control of any system (quantum or classical) is only ever an idealisation however. Precious little is known about the real-world situation – although the Trotter formula has recently shown to be stable under the right conditions [33]. Ref. [34] is a study of the influence of noise on certain quantum simulations, calculating the average fidelity of the final state of the computer with the ideal. Here we derive analytical results for arbitrary
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description of the transformation of a density matrix ρ describing the quantum state of the simulator:

\[ E_{\text{faultyTrotter}}(\rho) = \bigotimes_{i=1}^{n} \bigotimes_{j=1}^{k} E_{ij} \circ V_j(\rho) \]

\[ = \bigotimes_{i=1}^{n} (\ldots \circ E_{i2} \circ V_2 \circ E_{i1} \circ V_1) (\rho) \]

\[ = \bigotimes_{i=1}^{n} E_{iTss}^{(\rho)} \] (4)

The ◦ symbol is used here to denote the concatenation of quantum channels: here we have a triple concatenation (first due to faulty evolutions Eij following the clean ones; second due to applying each of the k local Hamiltonians in turn, and third by repeating this process n times). The interleaved operations Eij are unwanted evolutions; they carry an index i to emphasise that they may vary over the course of the experiment, and there may also be a dependence on \{H_j\}, t and n. In the course of our derivations it is useful to consider the map over a single Trotter iteration (faulty Trotter single step) EiTss.

It will be convenient to consider the supermatrix representation of these maps: this is defined by T\(\vec{\rho}\) = \(\vec{E}(\rho)\), where \(\vec{\rho}\) is the vectorized (column-stacked) density matrix and T\(\vec{E}\) is a supermatrix of dimension \(d^2\). This representation makes the semigroup structure of quantum maps apparent. The concatenation of channels is merely matrix multiplication:

\[ T^{\text{faultyTrotter}} = \prod_{i=1}^{n} T_{E_{ij}} T_{V_j} \]

\[ = \prod_{i=1}^{n} (\ldots T_{E_{i2}} T_{V_2} T_{E_{i1}} T_{V_1}) \]

\[ = \prod_{i=1}^{n} T_{i}^{\text{Tss}}. \] (5)

We write the perfect implementation of the Trotter technique as V with unitary matrix \(V = (\sqrt{V})^n\) and supermatrix \(T_{V} = (\sqrt{T_{V}})^n\) – essentially by removing all the faulty maps from the faulty Trotter channel.

We write the supermatrix representation of the ideal map \(U\) as \(U = U \otimes U^*\), and break up this unitary evolution as

\[ U(\rho) = \bigotimes^n \sqrt{U}(\rho) \] (6)

with the notation justified by the supermatrix describing each ideal Trotter step \(U = (\sqrt{U})^n\).

### V. Statistical Distance Measures for Quantum Channels

Hauke et al. pose the question – can we trust quantum simulators? Rather than give a binary answer, one can instead ask the question ‘to what extent can we trust quantum simulators’? We aim to provide an answer to the above question in the form of a discrimination probability. To measure the faithfulness of quantum operations, one can appeal to generalisations of either classical fidelity or classical statistical distance between probability distributions. We prefer the latter here: the trace distance between quantum states (density matrices) has an operational meaning because it determines the success probability for the state discrimination problem. One is provided with either \(\rho_A\) or \(\rho_B\) with equal probability and is asked to guess which after a single measurement. The probability of success is

\[ p_{\text{distinguish}} = \frac{1}{2} + \frac{1}{4} ||\rho_A - \rho_B||. \] (7)

Here

\[ ||\rho_A - \rho_B|| = \text{Tr} |A - B| \]

\[ = \text{Tr} \sqrt{(\rho_A - \rho_B)(\rho_A - \rho_B)^\dagger}. \] (8)

The norm of the difference between the operators is a metric, giving the quantum statistical distance between the operators. This definition implies that the discrimination is informed by measurement results arising from the optimum choice of POVM, or generalised measurement procedure. In fact

\[ ||\rho_A - \rho_B|| = 2 \max_E \text{Tr}(E(\rho_A - \rho_B)). \] (9)

where E is a positive operator (or POVM element). A similar maximisation over states in turn induces a distance on quantum channels, defined as

\[ ||E_A - E_B||_{\diamond,1} = \max_{\rho \in \mathcal{S}} \max_{\rho \in S} \| (E_A \otimes I)(\rho) - (E_B \otimes I)(\rho) \|. \] (10)

The associated task is to submit an optimal initial state \(\rho\) to undergo evolution under \(E_A\) or \(E_B\) (chosen at random), and to perform the state discrimination task (above) on the output state. For full generality the enlarged search space \(\mathcal{S}\) (having dimensions \(d^2\)) is needed to allow for the possibility of entanglement with an ancilla (of dimension no larger than that defined by the channels themselves) assisting in the channel discrimination task. When the full search space \(\mathcal{S}\) is available, \(\| \cdot \|_0\) is the diamond norm; otherwise, when the maximization is over states which factorize into system, ancilla states, the norm is the un-stabilized induced trace-norm \(\| \cdot \|_1\) (and the ancilla plays no role). A further restriction considered by Lloyd [22] would be to define the set of states of ‘interest’ \(\mathcal{S}_{\text{int}}\); but this has the drawback of requiring detailed knowledge of the particular simulation at hand.
and makes additional assumptions on the set of initial states of interest: see Figure 1.

These metrics then give the bias away from a half in the probability of discriminating between the real and ideal simulations, given a single optimal initial state preparation (for the diamond norm over a larger space), a single channel use and a single sample from an optimally chosen measurement basis (again for the diamond norm on a larger space):

\[
P_{\text{distinguish}} \leq \frac{1}{2} + \frac{1}{4} \| E_A - E_B \|_{\diamond, 1}.
\]

They are therefore worst-case metrics. Yet another norm to consider is the J-norm \( \| \cdot \|_J \): this provides a bound on the average trace distance over a uniformly measured state space [38]. The J-distance between two quantum maps is merely the trace distance of the associated states in the Jamiolkowski isomorphism [39]:

\[
\| E_A - E_B \|_J = \| J(E_A) - J(E_B) \|,
\]

where \( J(E) \propto \sum_{ij} E(|i\rangle\langle j|) \otimes |i\rangle\langle j| \) with the constant of proportionality such that \( J(E) \) has unit trace. The J-distance is related to the average probability of discriminating the real and ideal simulations, given an optimal measurement:

\[
P_{\text{distinguish}} \leq \frac{1}{2} + \frac{1}{4} \| E_A - E_B \|_J.
\]

For a comprehensive survey of available metrics, see Ref. [38, 40].

There are a number of senses in which these metrics are pessimistic measures. Firstly, the maximisation over POVMs: in reality, the measurements are likely to be restricted to those revealing macroscopic observables, e.g. the ground state energy of the system, the Shannon entropy, effective temperature, net magnetisation and so on. Consider that these measurement choices might be completely impervious to certain types of error, but yet the errors are ruthlessly sought out and exposed under the trace-norm or diamond-norm distances. Secondly, a final state that is distinguishable from the ideal with high probability is not necessarily very inaccurate: in a very large simulator, a bit-flip error on a single qubit can be enough to realise the worst-case \( P_{\text{distinguish}} = 1 \), but yet the extracted data may be extremely precise, perhaps providing scalars differing from the ideal in only the 7th or 8th significant digit (for example). Thirdly, for the worst-case metrics, an optimal input state (possibly entangled with an ancilla) may not arise in a quantum simulator: readout methods such as the phase estimation algorithm [41], for example, do not employ such entangled states. Currently, the full set of preparations and measurements at the disposal of a quantum computer are not made use of: in the future procedures including readout using an ancilla may turn out to be more powerful at extracting information from quantum simulators. The game of simulation is not necessarily an adversarial one – nevertheless the worst-case metrics are usually regarded as the most elegant and fair measures to employ.

All metrics satisfy some important properties which we will make use of: the triangle inequality \( \| E_A - E_C \| \leq \| E_A - E_B \| + \| E_B - E_C \| \) and convexity \( \| \sum_i p_i E_i \| \leq \sum_i p_i \| E_i \| \). Another important property satisfied by all metrics considered in this paper is chaining: \( \| E_{A_1} \circ E_{A_2} - E_{B_1} \circ E_{B_2} \| \leq \| E_{A_1} - E_{B_1} \| + \| E_{A_2} - E_{B_2} \| \). The diamond norm and J distance are special in that they are stable: they satisfy \( \| I \otimes E \|_{o, J} = \| E \|_{o, J} \).

The convexity property is an important one, and is enough to ensure that the maximum statistical distance is achieved on a pure state [38]. Further, although often understood as the inability to increase distinguishability through averaging (i.e. as a handicap in information processing tasks such as parameter estimation [42]), here it implies that the performance of a faulty quantum computation may be improved by repeating the computation and averaging the results. As we shall see below, this can lead to quite significant improvements, because the fluctuations may be suppressed.

VI. THE COMPLETELY NOISY BENCHMARK

A related fact concerns appropriate worst-case benchmarks. Whilst the ideal evolution \( U \) is unitary and will take a pure state to a pure state, a completely noisy channel \( E^{o^{-1/d}}(\rho) = 1/d \) destroys the purity of any state (having dimension \( d \)). One can prove [43] that under the unstabilised trace norm one has

\[
\| E^{o^{-1/d}} - U \|_1 = 2 - \frac{2}{d}
\]

whereas the diamond norm [44] and J-distance (which we concentrate on for the remainder of this article) one has

\[
\| E^{o^{-1/d}} - U \|_{o, J} = 2 - \frac{2}{d^2}.
\]

These values represent benchmarks – the distinguishability between the output of the ideal simulation and complete noise. Any simulation giving a higher distance...
that this will be worse than a completely random output! In the examples studied in this paper, one observes the metrics saturating to these quantities, suggesting that the ‘steady state’ \((n \to \infty)\) map is the completely noisy map. Note that both norms converge to the algebraic maximum of 2 as \(d \to \infty\).

VII. RESULTS

We are now in a position to calculate the accuracy of a realistic quantum simulator. To that end, we apply the norms introduced above to calculate the statistical distance from the ideal map to the faulty Trotter map. To see why we expect an optimum Trotter number to emerge in realistic universal quantum simulators, consider first a simple application of the triangle inequality:

\[
\left| \left| \mathbf{U} - \mathcal{E}_{\text{fauxTrotter}} \right| \right| \leq \frac{\mathcal{C}}{n^{s-1}} + \mathcal{D}n \tag{17}
\]

Next, assume the first term is bounded by a quantity \(\propto n^{-s}\) for some \(s \geq 2\); this is captures the first order Trotter formula that we study here \((s = 2)\), as well as higher order expansions \([28]\). Now assume the second term is a constant \(w.r.t\) \(n\). This immediately leads, via the chaining property, to

\[
\left| \left| \mathbf{U} - \mathcal{E}_{\text{fauxTrotter}} \right| \right| \leq \frac{\mathcal{C}}{n^{s-1}} + \mathcal{D}n \tag{17}
\]

\[
\sqrt{\mathbf{U}} - \mathcal{T}^{\text{Tss}}_t = \sum_{j > l} (\mathbb{I} \otimes [H^*_l, H^*_j] + [H_j, H_l] \otimes \mathbb{I}) \frac{t^2}{2n^2} + \sum_j (\mathbb{I} \otimes H^*_j + H_j \otimes \mathbb{I}) \Delta_{ij} + \sum_{k < m} (\mathbb{I} \otimes H^*_k H^*_m + H_k H_m \otimes \mathbb{I}) \left[ \frac{t}{n} \Delta_{ik} + \frac{t}{n} \Delta_{im} + \Delta_{im} \Delta_{ik} \right] + \frac{1}{2} \sum_k (\mathbb{I} \otimes H^*_k + H_k \otimes \mathbb{I}) \left[ 2 \frac{t}{n} \Delta_{ik} + \Delta_{ik}^2 \right] \tag{19}
\]

Note that the terms linear in \(\Delta\) work to introduce ‘coherent’ or reversible errors that may be averaged away because of our assumptions \(\Delta_{ij} = 0\) and \(\Delta_{ik} \Delta_{im} = \delta_{km} \sigma^2\), hence

\[
\sqrt{\mathbf{U}} - \mathcal{T}^{\text{Tss}}_t = \sum_{i > l} (\mathbb{I} \otimes [H^*_l, H^*_i] + [H_i, H_l] \otimes \mathbb{I}) \frac{t^2}{2n^2} + \frac{1}{2} \sum_k (\mathbb{I} \otimes H^*_k + H_k \otimes \mathbb{I}) \sigma^2 + \sum_k (H_k \otimes H^*_k) \sigma^2 + \ldots \tag{20}
\]

leaving the ‘incoherent’ or irreversible errors (quadratic in \(\Delta\)) remaining. Clearly averaging can help reduce fluctuations introduced by the noise. Figure \([2]\) shows (through numerical simulations) how averaging can reduce the simulation error for this noise model, as measured by the diamond norm distance. Taking the norm of \([20]\) gives the statistical distance, and employing the triangle inequality gives

\[
D^{\text{MTC}}_n \lesssim \mathcal{A} \frac{t^2}{2n^2} + \mathcal{B} \sigma^2. \tag{21}
\]
FIG. 2. Diamond norm distance versus Trotter number. Note how averaging reduces the statistical distance: each circle represents a single monte-carlo simulated random unitary evolution of the simulator. The lines represent the averaged map. Note how the position of the averaged map is far below the average position of the dots (mean position not explicitly marked). The performance of the averaged map is better than the average performance of the maps of which it is composed. The various colours correspond to different noise characteristics of the mistimed Hamiltonian noise model. The Hamiltonian is $H = \sigma_x + \sigma_y$.

By the chaining property we reach

$$D_{\text{MTC}} \leq \mathcal{A} \frac{t^2}{2n} + \mathcal{B}n\sigma^2$$

(22)

with

$$\mathcal{A} = \left| \sum_{i<l} \left( I \otimes [H_i, H_l]^* + [H_i, H_l] \otimes I \right) \right|$$  

$$\mathcal{B} = \left| \frac{1}{2} \sum_i \left( I \otimes H_i^2 + H_i^2 \otimes I - 2H_i \otimes H_i^* \right) \right|.$$  

(23)

Note that we leave the choice of norm free here: $? \in \{\circ, 1, J, \ldots\}$. We only made use of the triangle inequality and the chaining property. As we will show, if $\mathcal{A} : \mathcal{B}$ happens to be invariant under choice of norm the optimum Trotter number is also an invariant, since it only depends on this ratio.

Taking $n \in \mathbb{N}$ for the moment, simple analysis yields

i) the optimum Trotter number

$$n^*_{\text{MTC}} = \sqrt{\mathcal{A}(2\mathcal{B})^{-1}}t\sigma^{-1},$$

(24)

ii) the statistical distance at this optimum

$$D_{\text{MTC}}(n^*) = \sqrt{2\mathcal{A}\mathcal{B}}t\sigma$$

(25)

and iii) the maximum simulation time after which the DND is above the accepted level $D_{\text{max}}$, given by

$$t_{\text{max}} = D_{\text{max}}/(\sigma\sqrt{2\mathcal{A}\mathcal{B}}).$$

(26)

The meaning of equations (24),(25) and (26) is inherited from the choice of norm in the definition of $\mathcal{A}$ and $\mathcal{B}$.

Of course in reality $n^* \in \mathbb{Z}$: the true optimum must be a whole number of Trotter steps, and so $n^*$ should be rounded in the direction of the sign of $[n^*][n^*] = \mathcal{A}t^2/(2\mathcal{B}\sigma^2)$. See [45] for more details.

Although our formulae apply generally, as a case study we study the Ising Hamiltonian

$$H_1 = \sum_j \sigma_j^z$$

(27)

$$H_2 = \sum_{(i,j)} \sigma_i^z\sigma_j^z$$

(28)

with $\sigma_i^z$ and $\sigma_j^z$ the Pauli matrices acting on qubit $i$ of $N$, with identity matrices implied on other qubits. The notation $\sum_{(i,j)}$ denotes a sum over nearest neighbours. Note that $[H_1, H_2] \neq 0$. As shown in Figure 3 our approximate analytical upper bound (22) is a good fit for exact numerics in the correct parameter regime (for example we chose $t = 0.1$ and $N = 2$).

We note three regimes where the fit is worse: i) when $||H_1t/n|| \approx 1$ (the perturbative expansion breaks down), ii) in the tradeoff region near the optimum Trotter number $n^*$ (here the chaining inequality is loose) and iii) when the distance measure approaches its maximum (the errors are saturating, and the chaining inequality between consecutive Trotter steps is loose). Despite the looseness of the fit in these areas, the location of $n^*$ is well captured, and $D(n^*)$ seems accurate to within a constant factor (of order 2).

A number of comments are in order. According to (25), the best performance one can hope to achieve is proportional to the characteristic of the noise – this means that in order to improve the performance by a factor of $f$, the standard deviation of the noise must be reduced by $f$. Aside from combatting the gate noise via averaging, one can apply the time-energy freedom [3], noting that

$$a \neq 1 \Rightarrow D_{\text{MTC}} \approx \mathcal{A} \frac{t^2}{2n} + \mathcal{B}n(a\sigma)^2.$$  

(29)

Clearly one can now take $a < 1$, i.e. retard the simulator to decrease the absolute error at each Trotter step. This has the same effect as reducing $\sigma$ – the first term is unaffected.

B. Trotter step induced depolarisation

Next we study a different noise model. Depolarising noise is commonly used to phenomenologically model noise because it makes analytic results tractable. To gain an idea of how each operation might introduce generic noise into the simulator, we assume that after a single Trotter step the combined effect of imperfections in the
formally. The faulty map is then

\[ \mathcal{E}_{\text{faultyTrotter}}(\rho) = \bigcirc I \mathcal{E}_{\text{DEPOL}} \circ (\ldots \mathcal{V}_2 \circ \mathcal{V}_1)(\rho) \]  

(30)

\[ = \bigcirc I \mathcal{E}_{\text{DEPOL}}(p) \]  

(31)

with

\[ \mathcal{E}_{\text{DEPOL}}(\rho) = (1 - p)\rho + \frac{p}{d} I. \]  

(32)

Here \( I \) is the \( d \times d \) identity matrix. Note there is no dependence on any variable other than \( p \), which captures the severity of the noise. Now

\[ \mathcal{E}_{\text{fTss}} - \sqrt{\mathcal{U}} = (1 - p) \sqrt{\mathcal{V}} \]  

\[ + p \mathcal{E}^{\sigma -1/d} - \sqrt{\mathcal{U}} \]  

\[ = (1 - p) \left[ \sqrt{\mathcal{V}} - \sqrt{\mathcal{U}} \right] \]  

\[ + p \mathcal{E}^{\sigma -1/d} - \sqrt{\mathcal{U}} \]  

(33)

and we can use convexity to reach

\[ \left\| \mathcal{E}_{\text{fTss}} - \sqrt{\mathcal{U}} \right\| \leq (1 - p) \left\| \sqrt{\mathcal{V}} - \sqrt{\mathcal{U}} \right\| \]  

(34)

Now the first term follows trivially from the above calculation and equals \( (1 - p) D_{\text{MTC}}^{\text{ss}}_{\mathcal{I} = 0} \). The second term is also known (see above). This means that (again employing the chaining inequality over the \( n \) iterations of the single step channel, and assuming \( \|H_i\| t/n \ll 1 \) )

\[ D_{\text{DEPOL}} \lesssim (1 - p)^{\mathcal{A}} \frac{t^2}{2n} + np \left( 2 - \frac{2}{d^2} \right) \]  

(35)

which we can simplify, in the case of \( d \gg 1 \) to

\[ D_{\text{DEPOL}} \lesssim (1 - p)^{\mathcal{A}} \frac{t^2}{2n} + 2pn. \]  

(36)

Qualitatively this is very similar to the MTC model. One cannot however leverage the freedom in the time-energy correspondence to effectively reduce \( p \), the characteristic of the noise, because (36) is invariant under that transformation. One has

\[ t_{\text{DEPOL}}^* = t \sqrt{\frac{(1 - p)^{\mathcal{A}}}{2p(2 - \frac{2}{d^2})}} \]  

(37)

or in the case of \( d \gg 1 \)

\[ n_{\text{DEPOL}}^* = t \sqrt{\frac{(1 - p)^{\mathcal{A}}}{4p}}. \]  

(38)

Note that, as with above, one should round \( n^* \) to the nearest integer in the direction of the sign of \( [n^*] [n^*] - (1 - p)^{\mathcal{A}} t^2/4p \). One has

\[ D_{\text{DEPOL}}(n^*) = 2t \sqrt{\mathcal{A} p (1 - p)}. \]  

(39)

See Figure 4 for comparison with numerical results.
C. Decoherence

To model the overall noise of a simulator under perfect control, we depolarise the simulator in a manner that is independent of the number of operations. This means the number of Trotter steps does not affect the total noise characteristics. A very similar argument to the above gives

$$\mathcal{E}_{\text{faulty Trotter}} - \mathcal{U} = (1 - p(t)) |\mathcal{V} - \mathcal{U}| + p(t) [\mathcal{E}^{p \to 1/d} - \mathcal{U}]$$

(40)

and now $p(t)$ increases over time. Typically $1 - p(t)$ represents exponential decay of population and coherence with time [42]. The first term follows trivially and is equal to $(1 - p)D_{\text{MTC}}|_{\sigma = 0}$. We have

$$D_{\text{DECOH}} \leq (1 - p(t)) \frac{A t^2}{2n} + p(t) \left(2 - \frac{2}{d^2}\right)$$

(41)

Once more employing the time energy freedom [3], we find

$$D_{\text{DECOH}} \leq \left(1 - \frac{t}{a}\right) \frac{A t^2}{2n} + \frac{t}{a} \left(2 - \frac{2}{d^2}\right);$$

(42)

note that accelerating the simulator $a > 1$ will improve performance if $p(t)$ is monotonically increasing. Note here there is no optimum Trotter number, because the noise is not worsened by increasing the number of operations.

VIII. DISCUSSION

By modelling some simple imperfections in the control of a Trotterized universal quantum simulator, we have shown how the accuracy of the quantum channel that is applied depends on various parameters. These parameters include those outside of direct experimental control, such as the severity of environmental decoherence or the spread in control timing; and also controllable quantities such as the Trotter number and the simulator/simuland time ratio. We suggested ways in which these quantities can be optimised over in order to improve the accuracy of the simulation, which we quantified by calculating the statistical distance to the ideal map. The optimisation implies only that the uncontrollable quantities be estimated from control experiments, and that $\mathcal{A}$ and $\mathcal{B}$ be calculated only once (possibly numerically). We discussed the choice of a number of norms for this purpose, including the worst-case induced-trace norm and stabilised (diamond) norm, as well as the average-case J-distance.

In particular we found there to be an finite optimum Trotter number to employ, setting a maximum performance and a maximum simulation time. By way of a general argument, we have shown these features to be generic to faulty simulators operated with a Trotterized (or similar) algorithm. Future work will investigate the multiparameter optimisation when all noise types are present, the use of alternative Trotter-type approximants, and the performance of simulators when the set of interesting states and applied measurements is chosen from a restricted set.
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