ALGORITHMIC TECHNIQUES FOR FINDING RESISTANCE DISTANCES ON STRUCTURED GRAPHS
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Abstract. In this paper we give a survey of methods used to calculate values of resistance distance (also known as effective resistance) in graphs. Resistance distance has played a prominent role not only in circuit theory and chemistry, but also in combinatorial matrix theory and spectral graph theory. Moreover, resistance distance has applications ranging from quantifying biological structures, distributed control systems, network analysis, and power grid systems. In this paper we discuss both exact techniques and approximate techniques and for each method discussed we provide an illustrative example of the technique. We also present some open questions and conjectures.

1. Introduction

The resistance distance (occasionally referred to as the effective resistance) of a graph is a measure that quantifies its structural properties. Resistance distance has its origin in electrical circuit theory and its first known application to graph structure occurred in the analysis of chemical structure [22]. Resistance distance in graphs has played a prominent role not only in circuit theory and chemistry [18, 22, 30], but also in combinatorial matrix theory [4, 36] and spectral graph theory [2, 11, 13, 29].

A few specific examples of the use of resistance distance are:

• Spielman and Srivastava [29] have used resistance distance between nodes of graphs to develop an algorithm to rapidly sparsify a given graph while maintaining spectral properties.
• Ghosh, Boyd, and Saberi [21] considered the problem of minimizing the total resistance distance by allocating edge weights on a given graph. This problem has applications to Markov chains and continuous-time averaging networks.
• Resistance distance gives sharp upper and lower bounds for Kemeny’s constant [26], an important constant in the theory of random walks.
• Effective resistance is used in the field of distributed control and estimation. In particular, one problem in this field is the estimation of several variables in the presence of noisy data. This is of particular interest in the design and operation of sensor arrays [6].
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• Both the Wiener index and the Balaban index can be determined from the resistance distances in the graph \( G \). The Wiener index is a topological index of a molecule; the Balaban index \( J(G) \) is defined by

\[
J(G) = \frac{m}{m - n + 2} \sum_{e \in E(G)} \frac{1}{\sqrt{w(u) \cdot w(v)}},
\]

where \( n = |V| \) and \( m = |E| \) and \( w(u) \) denotes the sum of distances from \( u \) to all the other vertices of \( G \).

• Resistance distance has been used extensively in topological analysis of different chemical compounds and structures. A very short list of sample papers include [11, 22, 24, 27, 35, 37, 38].

The goal of this paper is to survey common methods of determining the resistance distance in graphs and to provide examples of these methods (for additional reading see in [33] and [36]).

The structure of the paper is as follows. In Section 2 we give a formal definition of resistance distance, and describe circuit transformations that can be applied to electric circuits that are useful in determining resistance distance between vertices of a graph. In Section 3 we introduce mathematical techniques used to determine resistance distances in graphs, that do not require the use of circuits. For each of the techniques which give an exact answer, we provide a representative example. We conclude this section by briefly reviewing numerical techniques that give reasonable estimates for resistance distance and are useful in the case of very large graphs. We conclude with a collection of open conjectures and questions.

2. Resistance Distance and Circuit Transformations

With its origin in circuit theory, it is not surprising that the formal definition of resistance distance is stated in the language of this discipline.

**Definition 2.1.** Given a graph \( G \) we assume that the graph \( G \) represents an electrical circuit with resistances on each edge. The resistance on a weighted edge is the reciprocal of its edge weight. Given any two nodes \( i \) and \( j \) assume that one unit of current flows into node \( i \) and one unit of current flows out of node \( j \). The potential difference \( v_i - v_j \) between nodes \( i \) and \( j \) needed to maintain this current is the resistance distance between \( i \) and \( j \). By Ohm’s law, the resistance, \( r_{G}(i, j) \) is

\[
r_{G}(i, j) = \frac{v_i - v_j}{1} = v_i - v_j.
\]

We note that unless otherwise stated we will assume that each edge has weight one (corresponding to a resistance of one Ohm).

2.1. Electric Circuit Transformations. One method for determining the effective resistance in a graph is to turn to the techniques of circuit analysis. These techniques include the well-known series and parallel rules and the \( \Delta-Y \) and \( Y-\Delta \) transformations.

**Definition 2.2** (Series Transformation). Let \( N_1, N_2, \) and \( N_3 \) be nodes in a graph where \( N_2 \) is adjacent to only \( N_1 \) and \( N_3 \). Moreover, let \( R_A \) equal the resistance between \( N_1 \) and \( N_2 \) and \( R_B \) equal the resistance between node \( N_2 \) and \( N_3 \). Under a series transformation on the graph, \( N_2 \) is deleted and the resistance between \( N_1 \) and \( N_3 \) is set equal to \( R_C = R_A + R_B \).
Definition 2.3 (Parallel Transformation). Let $N_1$ and $N_2$ be nodes in a multi-edged graph where $e_1$ and $e_2$ are two edges between $N_1$ and $N_2$ with resistances $R_A$ and $R_B$, respectively. Under a parallel transformation on the graph, the edges $e_1$ and $e_2$ are deleted and a new edge is added between $N_1$ and $N_2$ with edge resistance $R_C = \left( \frac{1}{R_A} + \frac{1}{R_B} \right)^{-1}$.

Next, we recall $\Delta$–$Y$ and $Y$–$\Delta$ transformations, which are mathematical techniques to convert between resistors in a triangle ($\Delta$) formation and an equivalent system of three resistors in a “$Y$” format as illustrated in Figure 1. We formalize these transformations below.

Definition 2.4 ($\Delta$–$Y$ transformation). Let $N_1, N_2, N_3$ be nodes and $R_A, R_B$ and $R_C$ be given resistances as shown in Figure 1. The transformed circuit in the “$Y$” format as shown in Figure 1 has the following resistances:

\[
R_1 = \frac{R_BR_C}{R_A + R_B + R_C}
\]
\[
R_2 = \frac{R_AR_C}{R_A + R_B + R_C}
\]
\[
R_3 = \frac{R_AR_B}{R_A + R_B + R_C}
\]

Definition 2.5 ($Y$–$\Delta$ transformation). Let $N_1, N_2, N_3$ be nodes and $R_1, R_2$ and $R_3$ be given resistances as shown in Figure 1. The transformed circuit in the “$\Delta$” format as shown in Figure 1 has the following resistances:

\[
R_A = \frac{R_1R_2 + R_2R_3 + R_1R_3}{R_1}
\]
\[
R_B = \frac{R_1R_2 + R_2R_3 + R_1R_3}{R_2}
\]
\[
R_C = \frac{R_1R_2 + R_2R_3 + R_1R_3}{R_3}
\]

Proposition 2.6. Series, parallel, $\Delta$–$Y$, and $Y$–$\Delta$ transformations yield equivalent electric circuits.

Proof. See [30] for a proof of this result.

In addition to the network transformations just described, the cut-vertex theorem can also be used to calculate resistance distances.
Theorem 2.7 (Cut Vertex). Let \( G \) be a connected graph with weights \( w(i, j) \) for every edge of \( G \) and suppose \( v \) is a cut-vertex of \( G \). Let \( C \) be a component of \( G - v \) and let \( H \) be the induced subgraph on \( V(C) \cup \{v\} \). Then for each pair of vertices \( i, j \) of \( H \),

\[
 r_G(i, j) = r_H(i, j).
\]

Example 1. An interesting example of using equivalent network transformations and was provided by Cinkir [15]. He used some clever recurrence relations and knowledge of the existence of equivalent network transformations to find formulae for the effective resistance between any pair of nodes in a ladder graph \( L_n \) with \( 2n \) vertices, for arbitrary \( n \) shown in Figure 2 (A).

Here, we reproduce some of his results using a strategy involving explicit network transformations. We do this to demonstrate how these transformations can be used on families of structured graphs.

We begin by performing a series transformation on \( L_n \) (deleting node 2) to obtain the equivalent network, shown in the right panel of Figure 2, and consider the following algorithmic process.

Algorithm 2.8. Let \( G \) be a graph of the form shown in (A) of Figure 3, where edge resistances are assumed to be equal to one unless labeled otherwise.

(1) Perform a \( \Delta-Y \) transformation on the (leftmost) triangle.

(2) Perform series transformations to eliminate nodes \( 2i - 1 \) and \( 2i \).

The obtained graph with its non-unit edge resistances is shown in (B) of Figure 3. Note that this process exchanges a triangle for a new “tail” edge with resistance \( t_i \) as in Figure 3. It is straightforward to check that

\[
 a_i = \frac{2a_{i-1} + b_{i-1} + 1}{a_{i-1} + b_{i-1} + 1}, \quad b_i = \frac{a_{i-1} + 2b_{i-1} + 1}{a_{i-1} + b_{i-1} + 1}, \quad t_i = \frac{a_{i-1}b_{i-1}}{a_{i-1} + b_{i-1} + 1}
\]

Starting from the graph in (B) of Figure 2, we have initial values \( a_0 = 1, b_0 = 2 \). After the first iteration of Algorithm 2.8, we have \( a_1 = \frac{3}{2}, b_1 = \frac{5}{2}, \) and \( t_1 = \frac{1}{2} \). The edge resistances \( a_i, b_i, t_i \) after the first 5 iterations of this algorithm are shown in Table 1. The numerator \( x_i \) of the \( a_i \) is sequence A061278 in OEIS [28], which satisfies the recurrence relation

\[
 x_i = 4x_{i-1} - x_{i-2} + 1,
\]

and which can be determined to be

\[
 x_i = \frac{1}{12}((3 - \sqrt{3})(2 - \sqrt{3})^{i+1} + (3 + \sqrt{3})(2 + \sqrt{3})^{i+1} - 6).
\]

Note that the numerator of \( b_i \) is simply \( x_i + 1 \) and that the denominator at step \( i \) is equal to \( x_i - x_{i-1} \).

After \( n - 1 \) steps we have transformed \( L_n \) into the equivalent network in Figure 3 (A). We perform one final \( \Delta-Y \) transformation to obtain the network in Figure 3 (B). From this graph we can now use Theorem 2.7 and the symmetry of the original graph to determine that
\[ r(1, 2n - 1) = r(2, 2n) = \frac{n}{2} + \frac{a_{n-1}}{a_{n-1} + b_{n-1} + 1} \]
\[ r(1, 2n) = r(2, 2n - 1) = \frac{n}{2} + \frac{b_{n-1}}{a_{n-1} + b_{n-1} + 1} \]
\[ r(1, 2) = r(2n - 1, 2n) = \frac{a_{n-1} + b_{n-1}}{a_{n-1} + b_{n-1} + 1} \]

Resistances between other pairs of vertices in \( L_n \) can be obtained in a similar fashion.

| \( i \) | \( a_i \) | \( b_i \) | \( t_i \) |
|---|---|---|---|
| 1 | 5/4 | 6/4 | 1/2 |
| 2 | 20/15 | 21/15 | 1/2 |
| 3 | 76/56 | 77/56 | 1/2 |
| 4 | 285/209 | 286/209 | 1/2 |
| 5 | 1065 / 780 | 1066/780 | 1/2 |

Table 1. The values of the resistances in the tails and triangle edges for the first five iterations of Algorithm 2.8 for the ladder graph.
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Figure 2. Demonstration of a series transformation on a ladder graph. The graph in the left panel is the original ladder graph, and the graph in the right panel is the graph after performing a series transformation to remove node 2. We note that the edge \((1, 4)\) in the right graph has resistance equal to the resistance of the sum of the resistances of edges \((1, 2)\) and \((2, 4)\) in the left graph.

Network transformation algorithms, such as the the one above, have been used to determine resistance distances for other structured families of graphs, and likely can be used on many more. We will define here one such family, and present some related open questions in Section 4.

**Definition 2.9.** A K-tree is defined inductively as follows

1. The complete graph on \( K + 1 \) vertices is a K-tree.
2. If \( G \) is a K-tree, the graph obtained by inserting a vertex adjacent to a clique of \( K \) vertices of \( G \) is a K-tree.

For a 2-tree, an alternative and more compact definition is: \( G \) is a 2-tree on \( n \) vertices if \( G \) is chordal, has \( 2n - 3 \) edges, and \( K_4 \) is not a subgraph of \( G \).
Figure 3. Panel (A) shows the graph prior to a $\Delta$–$Y$ transformation, Panel (B) shows the graph after the $\Delta$–$Y$ transformation, but prior to the series transformations, and Panel (C) shows the graph after the series transformation. We note that the graph in the last panel is in the correct configuration to repeat Algorithm 2.8. The values of the tails ($t_i$) and edges ($a_i$ and $b_i$) are given for the first 5 transformations in Table 1.

Figure 4. The final step of the series/$\Delta$–$Y$ transformations in the ladder graph.

Definition 2.10. A linear $K$-tree (or $K$-path) is a $K$-tree in which exactly two vertices have degree $K$. A straight linear $K$-tree is a linear $K$-tree whose adjacency matrix ($a_{ij}$) is banded with bandwidth equal to $k$, i.e., $a_{ij} = 0$ if $|i - j| > k$.

Figure 5. $S_n$, the straight linear 2-tree on $n$ vertices

In [7], Barrett and the authors of this paper used network transformations to determine the resistance distance in a straight linear 2-tree with $n$ vertices:
Theorem 2.11. [7, Th. 20] Let $S_n$ be the straight linear 2-tree on $n$ vertices labeled as in Figure 2. Then for any two vertices $u$ and $v$ of $S_n$ with $u < v$,

$$r_{S_n}(u, v) = \frac{\sum_{i=1}^{v-u} (F_i F_{i+2u-2} - F_{i-1} F_{i+2u-3}) F_{2n-2i-2u+1}}{F_{2n-2}}$$

where $F_p$ is the $p$th Fibonacci number.

3. Mathematical Techniques for Determining the Resistance Distance

In this section we detail several different mathematical techniques for determining the resistance distance between two vertices in a graph. These range from combinatorial techniques to purely computational techniques. We begin with techniques that are combinatorial in nature and those that rely on special structures or symmetries existing in the graph. We then cover more numerical techniques concluding with purely programmatic techniques that give an approximate value for resistance distances in a short amount of time and are most appropriate to use for very large, mostly unstructured graphs. For each of these techniques (except the approximate techniques) we provide an illustrative example.

3.1. Spanning Two Forests. Our first mathematical technique for determining resistance distance between nodes in a graph relies on the relationship between the number of spanning 2-forests separating two vertices $u$ and $v$ and the resistance distance. Before stating this relationship we formally define a spanning 2-forest separating vertices $u$ and $v$ in a graph $G$.

Definition 3.1. Recall that a spanning tree $T$ of a graph $G$ is a subgraph of $G$ that is a tree, such that $V(T) = V(G)$. A spanning 2-forest is a pair of disjoint trees (called components) which are subgraphs of $G$, such that $V(T_1) \cup V(T_2) = V(G)$. Given any two vertices $u$ and $v$ of $G$ a spanning 2-forest separating $u$ and $v$ is a spanning 2-forest $F$ where $u$ and $v$ are in distinct tree components. The number of such forests is denoted by $F_G(u, v)$.

The following theorem [2, Th. 4 and (5)] gives the relationship between the resistance distance between $u$ and $v$ and the number of spanning 2-forests separating $u$ and $v$.

Theorem 3.2. Given a graph $G$, the resistance distance between vertices $u$ and $v$ is given by

$$r_G(u, v) = \frac{F_G(u, v)}{T(G)} = \frac{\det L_G(u, v)}{\det L_G(w)},$$

where $w$ is any vertex of $G$.

Example 2. We now return to the example of the ladder graph $L_n$ on $2n$ vertices, with vertices labeled as in Figure 2(A). We note that any spanning tree on $L_{n-1}$ can be expanded to a spanning tree of $L_n$ by any of the following 2-edge sets

$$\{(2n-3, 2n-1), (2n-2, 2n)\}, \{(2n-3, 2n-1), (2n-1, 2n)\}, \{(2n-2, 2n), (2n-1, 2n)\}.$$  

The only additional spanning trees of $L_n$ are those which contain the edges $(2n-3, 2n-1), (2n-1, 2n)$ and $(2n-2, 2n)$. These trees, when restricted to the vertices of $L_{n-1}$ are exactly the spanning 2-forests that separate vertices $2n-3$ and $2n-2$. So, altogether there are $3T_{L_{n-1}} + F_{L_{n-1}}(2n-3, 2n-2)$ spanning trees of $L_n$. A similar argument demonstrates that the number of spanning 2-forests
of $L_n$ that separate vertices $2n - 1$ and $2n$ is $2T(L_{n-1}) + F_{L_{n-1}}(2n - 3, 2n - 2)$. Thus,
\[
\begin{bmatrix}
T_n \\
V_n
\end{bmatrix} =
\begin{bmatrix}
3T_{n-1} + V_{n-1} \\
2T_{n-1} + V_{n-1}
\end{bmatrix} =
\begin{bmatrix}
3 & 1 \\
2 & 1
\end{bmatrix}
\begin{bmatrix}
T_{n-1} \\
V_{n-1}
\end{bmatrix},
\]
where $T_n = T(L_n)$, $V_n = F_{L_n}(2n - 1, 2n)$, and $T_1 = V_1 = 1$. We note that this system has eigenvalues $2 \pm \sqrt{3}$ with corresponding eigenvectors $[\pm 1 \ 2\sqrt{3} \pm 1]^T$. Since
\[
\begin{bmatrix}
1 \\
1
\end{bmatrix} = \frac{2 + \sqrt{3}}{2\sqrt{3}} \begin{bmatrix} 1 \\
\sqrt{3} - 1
\end{bmatrix} + \frac{2 - \sqrt{3}}{2\sqrt{3}} \begin{bmatrix} -1 \\
\sqrt{3} + 1
\end{bmatrix}
\]
we have
\[
\begin{bmatrix}
T_n \\
V_n
\end{bmatrix} = \frac{2 + \sqrt{3}}{2\sqrt{3}} \cdot (2 + \sqrt{3})^{n-1} \begin{bmatrix} 1 \\
\sqrt{3} - 1
\end{bmatrix} + \frac{2 - \sqrt{3}}{2\sqrt{3}} \cdot (2 - \sqrt{3})^{n-1} \begin{bmatrix} -1 \\
\sqrt{3} + 1
\end{bmatrix}
\]
Thus,
\[
T(L_n) = \frac{(2 + \sqrt{3})^n}{2\sqrt{3}} - \frac{(2 - \sqrt{3})^n}{2\sqrt{3}}
\]
and
\[
F_{L_n}(2n - 1, 2n) = F_{L_n}(1, 2) = \frac{(2 + \sqrt{3})^n(\sqrt{3} - 1) + (2 - \sqrt{3})^n(\sqrt{3} + 1)}{(2 + \sqrt{3})^n - (2 - \sqrt{3})^n}
\]
Theorem 3.2 then yields
\[
r_{L_n}(1, 2) = r_{L_n}(2n - 1, 2n) = \frac{(2 + \sqrt{3})^n(\sqrt{3} - 1) + (2 - \sqrt{3})^n(\sqrt{3} + 1)}{(2 + \sqrt{3})^n - (2 - \sqrt{3})^n}
\]
In [3] Bapat used Theorem 3.2 to find formulae for resistances between any pair of nodes in a fan graph $F_n$ on $n + 1$ vertices (the graph formed when each vertex in a path on $n$ vertices is connected to a “hub” vertex $n + 1$). In fact, $r_{F_n}(i, n + 1)$ was calculated by evaluating determinants of submatrices of $L(G)$, and the combinatorial method of counting separating $2$-forests and spanning trees was used to find the resistances between any “non-central” nodes:

**Proposition 3.3.** [3] Let $n \geq 1$ be a positive integer. Then for $i, j = 1, \ldots, n$,
\[
r_{F_n}(i, i + 1) = \frac{F_{2(n-i)+1} + F_{2i-1}}{F_{2n}} \quad \text{and} \quad r_{F_n}(i, j) = \frac{F_{2(n-j)+1}(F_{2j-1} - F_{2i-1}) + F_{2i-1}(F_{2(n-i)+1} - F_{2(n-j)+1})}{F_{2n}},
\]
where $F_i$ is the $i$th Fibonacci number.

From Theorem 3.2 one can also determine resistance distance using the idea of $2$-separations. Here we review this notion, as explained in [9].

**Definition 3.4.** A $2$-separation of a graph $G$ is a pair of subgraphs $G_1, G_2$ such that
\begin{itemize}
  \item $V(G) = V(G_1) \cup V(G_2),$
  \item $|V(G_1) \cap V(G_2)| = 2,$
  \item $E(G) = E(G_1) \cup E(G_2),$ and
  \item $E(G_1) \cap E(G_2) = \emptyset.$
\end{itemize}
The pair of vertices, $V(G_1) \cap V(G_2)$, is called a $2$-separator of $G$. 

Definition 3.5. If $G$ is a graph with a 2-separator $\{i,j\}$, and a corresponding 2-separation $G_1,G_2$, then the 2-switch on $G$ determined by $\{i,j\}$ is the operation that identifies the copy of $i$ in $G_1$ with the copy of $j$ in $G_2$ and the copy of $j$ in $G_1$ with the copy of $i$ in $G_2$ (see Figure 6).

\[ \begin{array}{c}
\text{i} \rightarrow \text{i} \rightarrow \text{i} \rightarrow \text{i} \\
\text{j} \rightarrow \text{j} \rightarrow \text{j} \rightarrow \text{j}
\end{array} \]

Figure 6. 2-switch

Definition 3.6. If $i,j$ are vertices of $G$, then $G/ij$ is the graph obtained from $G$ by identifying vertices $i$ and $j$ into a vertex we denote by $ij$. In the identification, any edge $\{u,i\}$ or $\{u,j\}$ with $u \neq i,j$ is replaced by an edge $\{u,ij\}$. (So if $i$ and $j$ have a common neighbor $v$, then there is a double edge from $v$ to $ij$ in the new graph.) Any edge $\{u,v\}$ with neither $u$ nor $v$ equal to $i$ or $j$ remains. If $\{i,j\}$ is an edge it disappears.

The following two theorems from from [9] are especially useful and were instrumental in showing the results in [8].

Theorem 3.7. Let $G$ be a graph with a 2-separator $\{i,j\}$ and $G'$ the graph obtained by performing the 2-switch determined by $i$ and $j$. Then

$$T(G) = T(G').$$

Moreover, if $u$ and $v$ are both in $G_1$, or if $u$ and $v$ are both in $G_2$ and neither is equal to $i$ or $j$, then

$$F_G(u,v) = F_{G'}(u,v) \quad \text{and} \quad r_G(u,v) = r_{G'}(u,v).$$

If $u$ and $v$ are both in $G_2$ and exactly one of them (say, $u$) is equal to $i$ or $j$, we have

$$F_G(u,v) = F_{G'}(j,v), \quad F_G(j,v) = F_{G'}(i,v), \quad r_G(u,v) = r_{G'}(j,v), \quad \text{and} \quad r_G(j,v) = r_{G'}(i,v).$$

Theorem 3.8. Let $G$ be a graph with a 2-separation, with $i,j$ the two vertices separating the graph, and $G_1,G_2$ the two graphs of the separation. Let $u \in V(G_1)$ and $v \in V(G_2)$. Then

$$F_G(u,v) = F_{G_1/ij}(u,ij)T(G_2) + F_{G_2/ij}(v,ij)T(G_1) + F_{G_1}(u,i)F_{G_2}(v,j) + F_{G_1}(u,j)F_{G_2}(v,i) - 2F_{G_1}(u,\{i,j\})F_{G_2}(v,\{i,j\}),$$

where, $F_H(a,\{b,c\})$ is the number of spanning 2-forests separating the vertex $a$ from the pair of vertices $b$ and $c$ in graph $H$.

Example 3. Again, we return to the example of the ladder graph $L_n$ on $2n$ vertices. We will compute $F_{L_n}(1,2n)$ and $F_{L_n}(1,2n-1)$ using Theorem 3.8.
Definition 3.9. We define the graph \( G_n \) with \( V(G_n) = V(S_n) \) and \( E(G_n) = (E(S_n) \cup \{k-1, k+2\}) \setminus \{(k, k+2)\} \) to be the bent linear 2-tree with bend at vertex \( k \). See Figure 7.

In essence, performing a bend operation at vertex \( k \) results in vertex \( k-1 \) having degree 5, vertex \( k \) having degree 3 and all other vertices having the same degrees as before.

The following result is the main result from [8].

Theorem 3.10. [8 Th. 3.1] Given a bent linear 2-tree with \( n \) vertices, and \( p = p_1 + p_2 + p_3 \) single bends located at nodes \( k_1, k_2, \ldots, k_p \) and \( k_1 < k_2 < \cdots < k_{p-1} < k_p \) the number of spanning 2-forests separating nodes \( u \) and \( v \) where \( k_{p_1} < u \leq k_{p_1+1} \) and
and \( k_{p_1+p_2} < v \leq k_{p_1+p_2+1} \) is given by

\[
\mathcal{F}_G(u, v) = \mathcal{F}_{S_n}(u, v) - \sum_{j=p_1+1}^{p_1+p_2} \left[ F_{k_j-3} F_{k_j} + 2 \sum_{i=p_1+1}^{j-1} \left[ (-1)^{k_j-k_i+j-i} F_{k_{p_1+i}} F_{k_{p_1+i+3}} + 2(-1)^{i+j+u+k_j} F^2_{u-1} \right] \right] + \left[ F_{n-k_j+2} F_{n-k_j-1} + 2(-1)^{v-k_j} F^2_{n-v} \right],
\]

and the resistance distance between nodes \( u \) and \( v \) is given by

\[
r_G(u, v) = r_{S_n}(u, v) - \sum_{j=p_1+1}^{p_1+p_2} \left[ F_{k_j-3} F_{k_j} + 2 \sum_{i=p_1+1}^{j-1} \left[ (-1)^{k_j-k_i+j-i} F_{k_i} F_{k_{i-3}} + 2(-1)^{i+j+u+k_j} F^2_{u-1} \right] \right] + \left[ F_{n-k_j+2} F_{n-k_j-1} + 2(-1)^{v-k_j} F^2_{n-v} \right] / F_{2n-2}.
\]

In [19] the method of spanning 2-forests and 2-switches was used to determine resistance distance in a generalized flower graph.

**Definition 3.11.** Let \( G \) be a graph, \( x \), \( y \) be two distinct vertices of \( G \), and \( n \geq 3 \). A generalized flower of \( G \), written \( F_n(G, x, y) \), is the graph obtained by taking \( n \) vertex disjoint copies \( G_1, G_2, \ldots, G_n \) of the base graph, and associating \( x_{i-1} \), the marked vertex \( x \) in \( G_{i-1} \), with \( y_i \) for \( 1 < i < n \) and \( x_1 \) with \( y_n \). A complete flower graph is a flower graph where \( G = K_m \) for some \( m \geq 3 \), and is denoted by \( F_n(K_m) \). See Figure 8.

In particular, the following nice result for resistance distance in a complete flower graph can be determined using 2-separators.

**Theorem 3.12 ([19]).** Let \( G \) be a complete flower \( F_n(K_m) \) and \( u \) and \( v \) be vertices in \( G \). Let \( I \) be the set of associated vertices connecting each copy of \( K_m \), then

\[
r_{F_n(K_m)}(u, v) = \frac{2d(n-d)}{mn} \quad \text{if both } u, v \in I
\]

\[
r_{F_iK_m}(u, v) = \frac{2d}{m} - \frac{(2d-1)^2}{2mn} \quad \text{if one of } u, v \in I
\]

\[
r_{F_iK_m}(u, v) = \frac{2d}{m} - \frac{(2d-1)^2}{mn} \quad \text{if neither of } u, v \in I
\]
Figure 8. Two examples of flower graphs. On the left is a generic generalized flower graph with six copies of graph $G$. On the right is a complete flower graph, $F_5(K_4)$ created on 5 copies of $K_4$.

Where $d$ is the number of flower petals separating $u$ and $v$ including the petals containing $u$ and $v$.

The proof of this theorem, and others in the paper, including a more complicated result for the generalized flower graph, is shown by creating a 2-separation using vertices in $I$ such that $u$ and $v$ are in the same component, which contains $d$ petals. This component is then further 2-separated using each of the petals, and a version of Theorem 3.7 is used to obtain the result. For complete details see [19].

3.2. Recursion Techniques. In 2013 Yang and Klein [30] provided a technique for determining the resistance distance in a new graph from the resistance distance in a known graph via the changing of an edge weight on a single edge (including changing the weight from zero to non-zero and vice versa). Their main result is as follows:

**Theorem 3.13.** Let $\Omega$ and $\Omega'$ be resistance distance functions for edge-weighted connected graphs $G$ and $G'$ which are the same, except for the weights $w$ and $w'$ on an edge $e$ with end vertices $i$ and $j$. Then for any $p, q \in V(G) = V(G')$,

$$
\Omega'(p, q) = \Omega(p, q) - \frac{\delta(\Omega(p, i) + \Omega(q, j) - \Omega(p, j) - \Omega(q, i))^2}{4[1 + \delta \Omega(i, j)]},
$$

where $\delta = w' - w$.

This technique works especially well in the case that graph $H$ can be built (or subtracted from) graph $G$ in a limited number of edge weight changes. An example of this is the derivation of the formula for the fan graph $F_n$ (defined in Subsection 3.1) from the wheel graph $W_n$. In this case the change from a fan graph to a wheel graph involves changing the weight of a single edge. For full details of this example, and several similar examples we refer the reader to [30]. An obvious advantage of this approach is that a universal formula holds for all pairs of vertices in the graph.

When a large number of edge weights must be changed, or in other words a large number of edges must be added or subtracted, multiple resistance values must be tracked through each recursive step. We illustrate this need to track a large number of values by returning to the ladder graph in Example 1.

**Example 4.** We begin with a path graph $G$ with the vertices ordered as $1, 3, 5, \ldots, 2n-1, 2n, 2n-2, \ldots, 2$. The resistance distance between two vertices in this path
where \( 2 \leq r \) one must calculate \( n \) to have unit weight. Hence \( L \) denotes the graph one must calculate which does not change the resistance distances in the graph (we note that this \( G \) total (5 4).

determine the resistance distance on the graph with the weight of the new edge \( k \); these have been determined and we create \( G \) in the new graph we need the values of \( r \) when changing the weight of the edge (1, 2). To illustrate the challenges associated with technique, suppose that we are determining the blue values the second, and the green values the third step.

\[
\begin{pmatrix}
0 & r_{12} & r_{13} & r_{14} & r_{15} & r_{16} & \ldots & r_{1n} \\
r_{21} & 0 & r_{23} & r_{24} & r_{25} & r_{26} & \ldots & r_{2n} \\
r_{31} & r_{32} & 0 & r_{34} & r_{35} & r_{36} & \ldots & r_{3n} \\
r_{41} & r_{42} & r_{43} & 0 & r_{45} & r_{46} & \ldots & r_{4n} \\
r_{51} & r_{52} & r_{53} & r_{54} & 0 & r_{56} & \ldots & r_{5n} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
r_{n-1,1} & r_{n-1,2} & r_{n-1,3} & r_{n-1,4} & r_{n-1,5} & r_{n-1,6} & \ldots & r_{n-1,n} \\
r_{n1} & r_{n2} & r_{n3} & r_{n4} & r_{n5} & r_{n6} & \ldots & 0
\end{pmatrix}
\]

**Figure 9.** The values of \( r_G \) that must be calculated in order to determine \( r_L(1, 2n) \). The red values are needed in the first step, the blue values the second, and the green values the third step.

The graph is given by

\[
r_G(p, q) = \begin{cases} 
\frac{|p - q|}{2} & \text{if } p + q \text{ is even} \\
2n - \left\lfloor \frac{p + q}{2} \right\rfloor & \text{if } p + q \text{ is odd}
\end{cases}
\]

We first modify \( G \) by adding an edge of weight zero between vertices 1 and 2 which does not change the resistance distances in the graph (we note that this corresponds to adding an edge with infinite resistance). The graph cycle graph \( G' \) is then created by changing the weight of the edge between vertices 1 and 2 to have unit weight. Hence

\[
r_{G'}(p, q) = r_G(p, q) - \frac{[r_G(p, 1) + r_G(q, 2) - r_G(p, 2) - r_G(q, 1)]^2}{4[1 + r_G(1, 2)]}.
\]

We then proceed to build the ladder graph by first adding an edge of weight zero between vertices \( k \) and \( k + 1 \) and then using the recursion formula to determine the resistance distance on the graph with the weight of the new edge equal to one. This technique is illustrated in Figure 10.

To illustrate the challenges associated with technique, suppose that we are interested only in the resistance distance between vertex 1 and vertex 2 in the final ladder, and we wish to use this technique to determine this resistance. When changing the weight of the edge (1, 2) from 0 to 1 to determine \( r_{G'}(1, 2n) \) in the new graph we need the values of \( r_G(1, 2), r_G(1, 2n), \) and \( r_G(2, 2n) \). Once these have been determined and we create \( G'' \) by adding an edge (3, 4) and changing the edge weight from 0 to 1 we need the values \( r_{G''}(1, 2n), r_{G''}(1, 3), r_{G''}(1, 4), r_{G''}(3, 2n), r_{G''}(4, 2n), \) and \( r_{G''}(1, 2n) \). These values must be determined from the original graph \( G \). In fact to determine the resistance \( r_L(1, 2n) \), where \( L \) denotes the graph one must calculate \( r_G(1, j) \) where \( 2 \leq j \leq 2n \), \( r_G(j, 2n) \) where \( 2 \leq j \leq 2n - 1 \), and \( r(j, j + 1) \) where \( j \) is odd and \( 3 \leq j \leq 2n - 3 \), or in short \( 5n - 5 \) values. By a similar argument, in the next graph (i.e., the cycle) one must calculate \( r_{G'}(1, j) \) where \( 3 \leq j \leq 2n \), \( r_G(j, 2n) \) where \( 3 \leq j \leq 2n - 1 \), and \( r(j, j + 1) \) where \( j \) is odd and \( 3 \leq j \leq 2n - 3 \), or in short \( 5n - 7 \) values. In total \((5n^2 + 5n)/2 \) resistance values must be computed to compute \( r_L(1, 2n) \).
Figure 10. An illustration of the recursive technique to determine resistance distances in the ladder graph. We begin with a path with $2n$ vertices labeled as in panel (A) and add one edge (with weight zero between nodes 1 and 2 as illustrated in panel (B)). We then change the weight of added edge from weight zero to weight one and use Theorem 3.13 to determine the resulting resistance distances. We continue in this manner adding edges and then changing weights until $n - 1$ edges are added. An intermediate step (after $k$ edges are added) is shown in panel (C).

3.3. Local Rules. Another technique used for the determination of resistance distance is the use of local sum rules. These local rules were developed based off the work of Klein [24] who developed a set of resistance distance sum rules. These rules work well when the graph has symmetries or is distance regular, as the inherent symmetries in the graph must be used in order to efficiently solve the resulting system of equations. More precisely, the local sum rule is as follows:

**Theorem 3.14** ([14]). Let $G$ be a connected graph with unit edge resistance. The relations

\[ \text{deg}(u)r_G(u, v) + \sum_{z \in N(u)} r_G(u, z) - r_G(v, z) = 2; \quad \forall u, v \in V, \]

**determine all** $r_G(i, j)$.

This result has been extended to graphs with arbitrary edge resistances [12].

**Example 5.** We return to the familiar example of the ladder graph, and consider the graph with 6 vertices, labeled as shown in Figure [11]. Due to symmetries in
this graph, we observe that there are 6 unique resistance distances:

\[ r(A, B) = r(B, C) = r(D, E) = r(E, F) \]
\[ r(A, F) = r(C, D) \]
\[ r(A, C) = r(D, F) \]
\[ r(A, D) = r(C, F) \]
\[ r(A, E) = r(B, D) = r(B, F) = r(C, E) \]
\[ r(B, E). \]

Applying Equation 7 we find

\[ 2r(A, B) + r(A, F) - r(B, B) + r(A, F) - r(B, F) = 2, \]

which simplifies to

\[ 3r(A, B) + r(A, F) - r(A, E) = 2 \]

proceeding in a similar manner for \( r(A, C), r(A, D), r(A, E), r(A, F) \) and \( r(B, E) \), yields the following linear equation

\[
\begin{bmatrix}
3 & 0 & 0 & -1 & 1 & 0 \\
0 & 2 & -1 & 0 & 1 & 0 \\
1 & -1 & 2 & -1 & 1 & 0 \\
0 & 0 & 0 & 2 & -1 & 1 \\
1 & 0 & 0 & -1 & 3 & 0 \\
2 & 0 & 0 & -2 & 0 & 4
\end{bmatrix}
\begin{bmatrix}
r(A, B) \\
r(A, C) \\
r(A, D) \\
r(A, E) \\
r(A, F) \\
r(B, E)
\end{bmatrix} =
\begin{bmatrix}
2 \\
2 \\
2 \\
2 \\
2 \\
2
\end{bmatrix}.
\]

Solving we find \( r(A, B) = 11/15, r(A, C) = 20/15, r(A, D) = 21/15, r(A, E) = 14/15, r(A, F) = 11/15, \) and \( r(B, E) = 9/15 \) as expected. We note that for this example, the number of unknowns is equal to the number of vertices, hence solving the system, and solving for the pseudoinverse of the combinatorial Laplacian is approximately equivalent. For the ladder with \( 2n \) nodes the number of “unique” resistances is \( (n^2 - n)/2 \).

For an arbitrary graph, with no easily discernible symmetries, the number of unique resistances is on the order of \( n^2 \). As \( n \) increases this technique rapidly surpasses the use of the combinatorial Laplacian in complexity. This technique is useful in the case of highly symmetric graphs, such as regular polyhedra [14].

3.4. The combinatorial Laplacian. A different technique that works for graphs whose combinatorial Laplacian have specific, nice structures utilizes the generalized inverse of this matrix. More specifically, given a graph \( G \) with combinatorial
Laplacian $L(G)$ the effective resistance between nodes $i$ and $j$ is given by

$$r_C(i, j) = (e_i - e_j)^T X (e_i - e_j),$$

where $X$ is any generalized inverse of $L(G)$. Usually $X$ is taken to be $L^\dagger$, the Moore-Penrose inverse of $L(G)$, so we have

$$r_C(i, j) = (e_i - e_j)^T L^\dagger (e_i - e_j).$$

Instead of the Moore-Penrose inverse we can consider the generalized inverse (suggested by Bapat [3])

$$H = \begin{bmatrix} L(n|n)^{-1} & 0 \\ 0 & 0 \end{bmatrix},$$

where $L(n|n)$ is the Laplacian matrix with the $n$th row and $n$th column removed. We observe that for the cycle graph, the path graph, and the fan graph removing the last row and the column yields a tridiagonal matrix. Fortunately, for graphs that are tridiagonal, a closed, recursive formula exists for the entries in the inverse matrix. In particular suppose we consider the symmetric tridiagonal matrix

$$T = \begin{bmatrix} a_1 & b_1 & \cdot & \cdot & \cdot \\ b_1 & a_2 & b_2 & \cdot & \cdot \\ \cdot & \cdot & \cdot & \cdot & \cdot \\ \cdot & \cdot & \cdot & b_{n-1} & b_n \end{bmatrix}$$

then

$$T_{ij}^{-1} = \begin{cases} (-1)^{j-i}b_1 \cdots b_{j-1} \phi_{i-1} \phi_{j+1}/\theta_n & \text{if } i \neq j \\ \theta_{i-1} \phi_{j+1}/\theta_n & \text{if } i = j. \end{cases}$$

Here $\theta_i$ satisfies the recurrence relation $\theta_i = a_i \theta_{i-1} - b_{i-1}^2 \theta_{i-2}$ for $i = 2, 3, \ldots, n$ with $\theta_0 = 1$ and $\theta_1 = a_1$, whereas $\phi_i$ satisfies the relation $\phi_i = a_i \phi_{i+1} - b_i^2 \phi_{i+2}$ for $i = n-1, n-2, \ldots, 1$ with $\phi_{n+1} = 1$ and $\phi_n = a_n$. These equations allow us to immediately write the following equation for the resistance distance between nodes $i$ and $j$

$$r_{ij} = \frac{\theta_{i-1} \phi_{j+1} + \theta_{j-1} \phi_{i+1} - 2(-1)^{j-i}b_1 \cdots b_{j-1} \theta_{i-1} \phi_{j+1}}{\theta_n}.$$  

The use of such a recursive formula, along with the equations for generalized Fibonacci numbers allowed Bapat and Gupta to give an explicit formula for the resistance distance between any two vertices in a wheel or fan graph [3]. Here the wheel graph $W_n$ is defined as the graph on $n+1$ vertices, formed by taking an $n$ cycle and connecting each vertex $1, \ldots, n$ in the cycle to a “hub”, vertex $n+1$.

**Proposition 3.15** ([3]). Let $W_n$ be the wheel graph with unit edge resistances on $n+1$ vertices for $n \geq 3$ with vertex ordering as described above. Then, for $i, j = 1, \ldots, n$

$$r_{W_n}(i, j+1) = \frac{F_{2n}^2}{F_{4n} - 2F_{2n}}, \quad \text{and} \quad r_{W_n}(i, j) = \frac{F_{2n}^2}{F_{4n} - 2F_{2n}} \left( 2 - \frac{F_{4k}}{F_{2k}} \right) + F_{2k},$$

where $k$ is the distance between $i$ and $j$ in $C_n$, and $F_k$ is the $k$th Fibonacci number.

**Example 6.** We consider the slightly more complex case of the straight linear 2-tree and demonstrate how this technique can be used to find the resistance
distance between node \( n-1 \) and node \( n \). This corresponds to finding the determinant of two different matrices and dividing one by the other. The numerator corresponds to the determinant of the \((n-2) \times (n-2)\) matrix created by removing the final two rows and columns from the Laplacian. The denominator is the determinant of the \((n-1) \times (n-1)\) matrix created by removing the final row and column from the determinant. We note that the value of the denominator is the number of spanning trees of the straight linear 2–tree and is known to be \( F_{2n-2} \), so we omit this calculation.

Thus we wish to find the determinant of \( M_n \) which in the \((n-2) \times (n-2)\) pentadiagonal matrix with entries

\[
(M_n)_{ij} = \begin{cases} 
2 & \text{if } i = j = 1 \\
3 & \text{if } i = j = 2 \\
4 & \text{if } i = j \text{ and } 3 \leq i \leq n-2 \\
-1 & \text{if } |i - j| = 1 \text{ or } |i - j| = 2.
\end{cases}
\]

We will use Sweet’s formula \cite{31}

\[
d_n = \left( a_n - \frac{c_{n-2}}{b_{n-2}} \right) d_{n-1} - \left( b_{n-1} - \frac{a_{n-1}c_{n-2}}{b_{n-2}} \right) d_{n-2} - (\beta_{n-2} a_{n-1} - c_{n-2}) d_{n-3} \\
+ \beta_{n-3} \left( \beta_{n-2} - \frac{a_{n-2}c_{n-2}}{b_{n-2}} \right) d_{n-4} + \frac{\beta_{n-3} \beta_{n-4} c_{n-2}}{b_{n-2}} d_{n-5},
\]

here \( d_n \) is the determinant of \( M_n \), \( d_{n-1} \) is the determinant of \( M_n(n-2|n-2) \), \( d_{n-2} \) is the determinant of \( M_n \) with the last two rows and columns removed. Moreover \( a_i = (M_n)_{ii} \), \( b_i = (M_n)_{i,i+1}(M_n)_{i+1,i} \), \( \beta_i = (M_n)_{i,i+2}(M_n)_{i+2,i} \) and \( c_i = (M_n)_{i,i+1}(M_n)_{i+1,i+2}(M_n)_{i+2,i} \). If the sub and superdiagonals of the matrix in question are all equal to \(-1\) as in our case Sweet’s formula simplifies to:

\[
d_n = (a_n + 1)d_{n-1} - (1 + a_{n-1})(d_{n-2} + d_{n-3}) + (1 + a_{n-2})d_{n-4} - d_{n-5}.
\]

**Lemma 3.16.** The determinant of \( M_n \) is equal to \( F_{2n-3} \).

We proceed by induction. For \( n = 5, 6, 7, 8, 9 \), straightforward numerical calculations show the determinants of \( M_5, M_6, M_7, M_8, \) and \( M_9 \) to be 13, 34, 89, 233, and 610 respectively, thus showing the necessary base cases. We now assume that \( \det(M_n) = F_{2n-3} \) and will show, using the simplified version of Sweet’s formula that \( \det(M_{n+1}) = F_{2n-1} \).

\[
\det(M_{n+1}) = (4 + 1) \det(M_n) - (4 + 1)(\det(M_{n-1}) + \det(M_{n-2})) \\
+ (4 + 1) \det(M_{n-3}) - \det(M_{n-4}) \\
= 5F_{2n-3} - 5(F_{2n-5} + F_{2n-7}) + 5F_{2n-9} - F_{2n-11} \\
= 5F_{2n-3} - 5(F_{2n-5} + F_{2n-7}) + 2F_{2n-9} + F_{2n-7} \\
= 5F_{2n-3} - 5F_{2n-5} - 2F_{2n-6} \\
= 5F_{2n-3} - 5F_{2n-5} - 2F_{2n-6} \\
= 3F_{2n-3} - F_{2n-5} \\
= F_{2n-1}
\]
From this Lemma, and the knowledge that the number of spanning trees in a straight linear 2–tree with \( n \) vertices is equal to \( F_{2n-2} \), we can conclude that the \( r(n-1, n) = F_{2n-3}/F_{2n-2} \) which is consistent with the results in Theorem 2.11.

**Example 7.** In the case of the straight linear 2–tree and the ladder graphs the resulting \( L(n|n) \) is a non-singular pentadiagonal matrix. If the pentadiagonal matrix is Toeplitz a recursive formula for the entries in the inverse matrix is known [34], but no such general formula exists for an arbitrary pentadiagonal matrix, only numerical methods that allow for fast computation [39].

If instead we consider the simpler problem of determining the resistance distance between the extremal vertices (i.e., \( r(1, 2n) \) in the case of the ladder graph), the problem reduces to determining the entry \( H(1, 1) \) (because \( H(1, 2n) = H(2n, 1) = H(2n, 2n) = 0 \)). Thus only a single entry in the matrix needs to be determined, and that entry is just the determinant of \( L \) with the first row and column, and the last row and column removed, divided by the number of spanning trees (which is known).

Unfortunately, even though a seven-term recursive formula exists to calculate the determinant of a pentadiagonal matrix [31], this formula requires all the entries on the sub and super diagonals to be non-zero, which is not the case for the ladder graph. This formula does offer an alternative way, however, of calculating the resistance distance \( r(1, n) \) in the straight linear 2–tree, similar to the prior example.

### 3.5. As a solution to an optimization problem.

In addition to combinatorial and matrix based techniques, resistance distance can be framed as an optimization problem. This is unsurprising as electrical circuits can be modeled as springs and finding the resistance distance in essence is equivalent to finding the steady state solution of a spring network. The following theorem formalizes the resistance distance between two vertices as a problem of finding the minimum.

**Theorem 3.17.**

\[
\frac{1}{r(u, v)} = \min_{x \in \mathbb{R}^n, x_u - x_v = 1} \sum_{ij \in E(G)} (x_i - x_j)^2.
\]

**Example 8.** We consider the ladder graph with six vertices labeled as in Figure 11 and consider the resistance distance between nodes \( A \) and \( F \). Using Theorem 3.17 we know

\[
\frac{1}{r(A, F)} = \min_{x \in \mathbb{R}^n, x_A - x_F = 1} \sum_{ij \in E(G)} (x_i - x_j)^2
\]

\[
= \min((x_A - x_B)^2 + (x_A - x_F)^2 + (x_B - x_C)^2 + (x_B - x_E)^2
\]

\[
+ (x_C - x_D)^2 + (x_D - x_E)^2 + (x_E - x_F)^2
\]

\[
= \min((x_F + 1 - x_B)^2 + 1 + (x_B - x_C)^2 + (x_B - x_E)^2
\]

\[
+ (x_C - x_D)^2 + (x_D - x_E)^2 + (x_E - x_F)^2
\]
The minimum occurs when the gradient is equal to zero, or in other words when
\[
\begin{bmatrix}
3 & -1 & 0 & -1 \\
-1 & 2 & -1 & 0 \\
0 & -1 & 2 & -1 \\
-1 & 0 & -1 & 3 \\
-1 & 0 & 0 & -1 \\
2 & 2 & 2 & 1
\end{bmatrix}
\begin{bmatrix}
x_B \\
x_C \\
x_D \\
x_E \\
x_F
\end{bmatrix}
= \begin{bmatrix}
1 \\
0 \\
0 \\
0 \\
1
\end{bmatrix}.
\]

A moment’s consideration will reveal that this is not a linearly independent system of equations, thus there is no unique solution. However, algebra yields
\[
x_A = x_F + 1, \quad x_B = x_F + \frac{7}{11}, \quad x_C = x_F + \frac{6}{11}, \quad x_D = x_F + \frac{5}{11}, \quad \text{and} \quad x_E = x_F + \frac{4}{11}.
\]
Thus, setting \(x_F = 0\) gives values for \(x_A, x_B, x_C, x_D\) and \(x_E\). Checking,
\[
r(A, F) = (1 - \frac{7}{11})^2 + 1 + (\frac{7}{11} - \frac{6}{11})^2 + (\frac{7}{11} - \frac{5}{11})^2 + (\frac{6}{11} - \frac{5}{11})^2 + (\frac{5}{11} - \frac{4}{11})^2 + (\frac{4}{11})^2
\]
\[
= \left(\frac{15}{11}\right)^{-1} = \frac{11}{15},
\]
as expected.

3.6. Simplices and distances. A less well-known method for determining resistance distances in a graph lies in the construction of certain simplices. Recall that a geometric simplex is a generalization of a triangle to a higher or lower dimension, and a simplex in dimension \(n\) is defined by \(n + 1\) linearly independent points. We represent this in matrix form as \(S\) which is \(n \times (n + 1)\). To determine resistance distance we will be interested in hyperacute simplices, that is to say those simplices whose dihedral angles are non-obtuse. As a first step to the relationship between resistance distance and simplicies we state the following result from Fiedler [20]

**Theorem 3.18.** There is a bijection between

1. Laplacian matrices of \(n\) dimensions,
2. hyperacute simplices on \(n\) vertices.

With the knowledge that such a bijection exists, it should not be surprising, given the relationship between the pseudoinverse of the combinatorial Laplacian and the resistance distance that a similar relationship exists between these simplices and the resistance distance. Before stating that relationship, we first give the necessary details involved in constructing this bijection. The Laplacian should be dependent on the relative locations of the vertices of the simplex, but should not be dependent on the location of the simplex in space, or rotations of the simplex. For this reason we introduce a centered simplex \(\bar{S} = S(I - uu^T/n)\), where \(u\) is a vector of ones, which is an identical simplex, except that the centroid of the translated simplex is located at the origin. With this translation, the corresponding Laplacian is the Moore-Penrose pseudoinverse of the Gram matrix of the translated simplex, i.e.,
\[
L = ((I - uu^T/n)S^T S(I - uu^T/n))^T = (\bar{S}^T \bar{S})^T
\]
for any representative simplex \(S\). Given a Laplacian, with spectral decomposition \(L = \sum_{k=1}^{n} \mu_k z_k z_k^T\), we can construct the corresponding simplex as an equivalence class of the simplex with vertices
\[
(s_i)_k = (z_k)_i \sqrt{1/\mu_k}.
\]

With this bijection formally stated, recall Equation[5] which relates the resistance distance to entries in \(L^T\). More specifically we observe
\[
r(i, j) = (e_i - e_j)^T L^T (e_i - e_j) = (e_i - e_j)^T \bar{S}^T \bar{S}(e_i - e_j) = ||\bar{S}(e_i - e_j)||_2^2.
\]
or in other words the resistance distance between two points in a network is equal to the square of the (Euclidean) distance between the points in the centered Simplex. This result can be summarized in the following theorem known as, Fiedler’s identity, which gives the relationship between between a simplex, and the associated resistance distance matrix $\Omega$.

**Theorem 3.19.** [17] For a weighted graph $G$ with Laplacian matrix $L$ and simplex $S$ with resistance distance matrix $\Omega$, the following identity holds

$$
-\frac{1}{2} \begin{bmatrix} 0 & u^T \\ u & \Omega \end{bmatrix} = \begin{bmatrix} 4R^2 & -2r^T \\ -2r & L \end{bmatrix}^{-1}
$$

where $u$ is a vector of ones, $r = \frac{1}{2}L\zeta + u/n$ with $\zeta = \text{diag}(L^\dagger)$ determines the circumcenter of $S$ as $Sr$, and with $R = \sqrt{\frac{1}{2}\zeta(r + u/n)}$ the circumradius of $S$.

**Example 9.** We consider the ladder graph with six vertices labeled as in Figure 11. Upon calculating the spectral decomposition of the associated Laplacian and using Equation 9 we construct the 5-dimensional simplex with vertices located at

$$
\begin{align*}
s_A &= [-1/2, -1/\sqrt{12}, -1/6, 1/\sqrt{12}, 1/\sqrt{60}] \\
s_B &= [0, -1/\sqrt{12}, -1/6, -1/\sqrt{12}, -1/\sqrt{15}] \\
s_C &= [1/2, -1/\sqrt{12}, 1/3, 0, 1/\sqrt{60}] \\
s_D &= [1/2, 1/\sqrt{12}, -1/6, 1/\sqrt{12}, -1/\sqrt{60}] \\
s_E &= [0, 1/\sqrt{12}, -1/6, -1/\sqrt{12}, 1/\sqrt{15}] \\
s_F &= [-1/2, 1/\sqrt{12}, 1/3, 0, -1/\sqrt{60}].
\end{align*}
$$

As a check we calculate

$$
\begin{align*}
r(A, B) &= ||s_A - s_B||_2^2 \\
&= ||[-1/2, 0, 0, 2/\sqrt{12}, 3/\sqrt{60}]||_2^2 \\
&= 1/4 + 1/3 + 3/20 = 11/15,
\end{align*}
$$

as expected.

### 3.7. Numerical techniques for estimating the resistance distance.

In some applications of resistance distance, the actual numerical value of the resistance distance is less important than knowing the approximate magnitude of the resistance distance or the ordering of resistance distance between nodes. In this subsection we briefly review two numerical techniques for estimating resistance distance in a (typically) very large graph. Although these techniques do not return exact answers, the answers they return are often sufficient for applications.

#### 3.7.1. Numerically estimating the group inverse.

In [25] the authors use spectral embedding to create estimates for resistance distance. More specifically, given the spectral decomposition of the Laplacian matrix $L = \sum_{k=1}^{n-1} \mu_k z_k z_k^T$, the spectral decomposition of the Moore-Penrose pseudo inverse is given by $L^\dagger = \sum_{k=1}^{n-1} \frac{1}{\mu_k} z_k z_k^T$. Hence the resistance distance between nodes $i$ and $j$ is given by

$$
r(i, j) = \sum_{k=1}^{n-1} \frac{(z_{ki} - z_{kj})^2}{\lambda_k}.
$$
This suggests that a reasonable estimate of the resistance distance can be obtained by considering the $t$ smallest eigenvalues and eigenvectors associated with them, in essence

$$r(i, j) \approx \sum_{k=1}^{t} \frac{(z_{ki} - z_{kj})^2}{\lambda_k}.$$  

Moreover, the $t$ eigenvalues and eigenvectors are approximated using iterative methods from numerical linear algebra (e.g., Arnoldi method). Pachev and Webb found that using this technique to approximate resistance distance for the problem of link prediction gave comparable accuracy to exact techniques for large networks but in a fraction of the time required for exact techniques.

3.8. Random Projections. In [29] Spielman and Srivastava developed an algorithm for computing an approximate resistance distance in $O(\log n)$ time using random projections. Key to their technique is the knowledge that resistance distance is just the distance between vectors in higher dimensional space. They then use a random linear projection they project these vectors into a lower dimensional space in a numerically efficient manner. They take advantage of the Johnson-Lindenstrauss, which states that with high probability these types of random projections preserve distances. Working in this lower dimensional space, they then use a previously developed solver (STSo1ve) to quickly compute the distances.

3.9. Additional techniques. In addition to the algorithms and techniques discussed in this survey a wide variety of techniques have also been developed and studied to determine resistance distances. For completeness we include the following list:

- The commute time and escape probability of random walks [18].
- Eigenvalues and eigenvectors of the Laplacian matrix [23] and the normalized Laplacian matrix [13].
- Minors of the Laplacian matrix [5].

4. Conjectures and open questions

We recall the Definition 2.9 of a $K$-path as a $K$-tree with exactly two vertices of degree $K$. It seems natural to use the methods demonstrated in Section 2.1 to find resistances between nodes in linear $K$-trees for $K \geq 3$, especially in the straight
case. However, it is much more complicated to find an algorithm to “eliminate a $K_n$” using equivalent network transformations when $n \geq 3$.

![Figure 13](image)

**Figure 13.** The graph in the left panel is a star circuit with $N = 4$ resistors (edges). The graph in the right panel is a mesh circuit with $N = 6$ resistors.

The first question that may arise is: do there exist transformations analogous to $\Delta$–$Y$ and $Y$–$\Delta$ transformations, for tetrahedra and stars? The answer is partially affirmative: the star-mesh transformation is defined as

$$\frac{1}{R_{uv}} = R_u R_v \left( \sum \frac{1}{R} \right)$$

where $R_{uv}$ is the resistance on the new edge $uv$ and $R_u$ is the resistance between node $u$ and the center node. This transformation replaces the $N$ resistors (edges) of the star with $\frac{1}{2}N(N - 1)$ resistors (edges) in a mesh, and for $N > 3$ the number of resistors increases. See Figure 13. Although the star-mesh transformation always exists, because of the decrease in the number of resistors, the mesh–star transformation is only guaranteed to exist for $N \leq 3$ and it is only unique for $N = 3$. With the addition of certain conditions on the resistances on the edges of the mesh, one can guarantee the existence and uniqueness of a mesh–star transformation. In particular, considering the specialized case of $N = 4$ shown in Figure 13 the requirement for such a transformation to exist is that $AD = CE = BF$. Given a 3-tree with unit edge resistances, the above condition holds for any tetrahedron in the network. However, after performing one mesh–star transformation, it no longer holds for subsequent transformations. Thus, the mesh–star and star–mesh transformations do not produce a straightforward method for finding resistance distances in a $K$-path.

An alternative idea is an algorithm that collapses the graph by taking a sequence of $\Delta$–$Y$ and $Y$–$\Delta$ transformations. We give an algorithm to do just this in the case of a straight linear 3-tree.

**Algorithm 4.1.** Given a straight linear 3-tree $G$ with $n$ nodes labeled as suggested in Figure 14. We can perform equivalent network transformations in such a way as to reduce the number of tetrahedra separating the nodes of degree 3 in the following way:

1. Perform a $\Delta$–$Y$ transformation on the cycle involving nodes 1, 2, and 3.

This creates a new node, labelled $\star$ in Figure 14.
(2) Perform a Y–Δ transformation on the star with center at node 2. This eliminates node 2.
(3) Perform a Δ–Y transformation on the cycle involving nodes 1, ⋆, and 4. This creates a new node, labelled ⋆ in Figure 14.
(4) Perform a Y–Δ transformation on the star with center at node ⋆. This eliminates node ⋆.

We now have one fewer tetrahedra separating node 1 from node n. Note that the node set is not stable under this algorithm, as we have eliminated node 2 and introduced a new node ⋆.

Although Algorithm 4.1 can be used to find resistance distances between any pair of vertices on the straight linear 3-trees with n vertices for any n, we do not know of any general formulae for these resistances.

We next consider another family of graphs with considerable structure and symmetry.

**Definition 4.2.** The triangular grid graph $T_n$ with n rows and $\frac{(n+1)(n+2)}{2}$ vertices is defined recursively as follows:

- $T_1 = K_3$, the complete graph on 3 vertices.
$E(T_{n+1})$ is formed by adding to $E(T_n)$ the edges

\[
\left(\frac{n(n+1)}{2} + k, \frac{(n+1)(n+2)}{2} + k\right),
\left(\frac{n(n+1)}{2} + k, \frac{(n+1)(n+2)}{2} + k + 1\right), \quad \text{and}
\left(\frac{n(n+1)}{2} + k, \frac{(n+1)(n+2)}{2} + k\right),
\]

for $k = 1, \ldots, n+1$.

The graph $T_4$ with 4 rows on 15 vertices is shown in Figure 15.

![Figure 15. A triangular grid with 4 rows.](image)

Note that this graph does not have bounded tree-width as the number of vertices goes to infinity.

Again, it seems natural to attempt to use equivalent network transformations simply or collapse this graph, in order to determine resistance distances (or, equivalently, the number of spanning two forests). Here we present an algorithm along these lines:

**Algorithm 4.3.** Given a triangular grid graph $T_n$ on $n$ rows, we can perform equivalent network transformations in such a way as to reduce the number of rows separating the extremal nodes in the following way:

1. Perform a $\Delta$-$Y$ transformation on each ‘upright’ triangle, that is, each triangle with two vertices along the bottom edge and one vertex at the top. The transformed graph after this step is shown in Panel (A) of Figure 16. The resistance on dashed edges is equal to $1/3$.

2. Perform series transformations on all exterior edges (except those incident to the three pendant vertices). The transformed graph after this step is shown in Panel (B) of Figure 16. The resistance on the dotted edges is $2/3$.

3. Perform $Y$-$\Delta$ transformations on all interior “upright” ‘$Y$’s. The transformed graph after this step is shown in Panel (C) of Figure 16. The resistance on each solid edge is equal to one.

Note that the transformed graph is simpler than the original, in that there are now fewer rows. However, the new graph is more complicated in the sense that the edge resistances are not the same for all edges. The algorithm does provide a
method whereby one can recover resistance distances in triangular grid graphs of arbitrary size, but it does not suggest a general closed formulae for these resistances. This inspires the following open questions:

**Question 4.4.** In what cases can an algorithm using equivalent network transformations (found in Section 2.1) together with Theorem 2.7 be used to produce resistance distance between some or all pairs of nodes in the original network?

As mentioned above, it is possible compute the maximal effective resistance between the extremal nodes in both straight linear 3-trees and triangular grid graphs for small $n$, but no closed formula is known in general in either case. However, empirical evidence has allowed us to make the following conjectures:

**Conjecture 4.5.** Let $G$ be the straight linear K-tree, $k \geq 1$, with $n$ vertices and $H$ be the straight linear K-tree with $n + 1$ vertices. Then
\[
\lim_{n \to \infty} r_H(1, n + 1) - r_G(1, n) = \frac{6}{k(k + 1)(2k + 1)}.
\]

**Conjecture 4.6.** Let $G$ be the block tower graph $C_4 \Box P_n$ (that is the Cartesian product of the 4-cycle and the path of length $n$) with $4n$ vertices and $H$ be the block tower graph $C_4 \Box P_{n+1}$ with $4n + 4$ vertices. Then
\[
\lim_{n \to \infty} r_H(1, 4n + 3) - r_G(1, 4n + 1) = \frac{1}{4}.
\]

**Conjecture 4.7.** Let $G$ be the $n \times n$ grid graph $P_n \Box P_n$ with $n^2$ vertices and $H$ be the $(n + 1) \times (n + 1)$ grid graph $P_{n+1} \Box P_{n+1}$ with $(n + 1)^2$ vertices. Then
\[
\lim_{n \to \infty} \exp(r_H(a, b)) - \exp(r_G(a, b)) = C > 0.
\]
Moreover $\lim_{n \to \infty} r_n(a, b) = \infty$.

**Conjecture 4.8.** Let $T_n$ be the triangular grid graph shown in Figure 12 with $n$ rows and $m = n^2$ cells. Moreover let $a$ and $b$ be distinct vertices with degree 2 and let $r_n(a, b)$ be the resistance distance between $a$ and $b$ in $T_n$. Then
\[
\lim_{n \to \infty} \exp(r_{n+1}(a, b)) - \exp(r_n(a, b)) = C > 0.
\]
Moreover $\lim_{n \to \infty} r_n(a, b) = \infty$. 

**Figure 16.** Panel (A) shows the graph after Step 1 in Algorithm 4.3, Panel (B) after Step 2, and Panel (C) after Step 3. Dashed edges have resistance $\frac{1}{3}$, dotted edges $\frac{2}{3}$ and solid edges 1.
It is relatively easy to give a lower bound on the resistance between nodes $a$ and $b$ in the triangular grid graph. Suppose each horizontal edge is shunted, that is to say we add a wire with zero resistance parallel to each horizontal edge in the triangular grid graph. Adding such an edge decreases the resistance between $a$ and $b$. This has the effect of removing all the horizontal edges and merging all nodes along each row. The resulting circuit is a path starting at node $a = 1$ and ending at node $b = n$, where the number of paths between nodes $i$ and $j$ is $2i$. Applying the parallel and series rule, the resulting resistance between nodes $a$ and $b$ is

$$\frac{1}{2} \left( 1 + \frac{1}{2} + \frac{1}{3} + \cdots + \frac{1}{n} \right).$$

Thus we have a partial sum of harmonic series and it is easy to see as $n$ goes to infinity the sum goes to infinity. (Thanks to H.Tracy Hall for this argument.)

Recall from Theorems 2.7 and 3.7, that if $G$ can be separated by one or two vertices, then the resistance distances and number of separating spanning 2-forests can be recovered from those in the two component graphs of the separation. It is natural then to ask if similar results can be stated for separations of larger size.

**Question 4.9.** Suppose that $G$ is a graph with subgraphs $G_1$ and $G_2$ such that

- $V(G) = V(G_1) \cup V(G_2)$,
- $|V(G_1) \cap V(G_2)| = n$ for $n \geq 3$,
- $E(G) = E(G_1) \cup E(G_2)$, and
- $E(G_1) \cap E(G_2) = \emptyset$.

What can be said about how resistance distances in $G$ are related to resistance distances in $G_1$ and $G_2$?

It is worth noting that the inspiration for Theorem 3.7 came from the study of 2-separators for determining the maximum co-rank of a graph [32]. To our knowledge, this question has not been answered for determining the maximum co-rank of a graph with 3-separators.
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