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Abstract—Hamilton-Jacobi (HJ) reachability analysis is an important formal verification method for guaranteeing performance and safety properties of dynamical control systems. Its advantages include compatibility with general nonlinear system dynamics, formal treatment of bounded disturbances, and the ability to deal with state and input constraints. However, it involves solving a PDE, whose computational and memory complexity scales exponentially with respect to the number of state variables, limiting its direct use to small-scale systems. We propose DeepReach, a method that leverages new developments in sinusoidal networks to develop a neural PDE solver for high-dimensional reachability problems. The computational requirements of DeepReach do not scale directly with the state dimension, but rather with the complexity of the underlying reachable tube. DeepReach achieves comparable results to the state-of-the-art reachability methods, does not require any explicit supervision for the PDE solution, can easily handle external disturbances, adversarial inputs, and system constraints, and also provides a safety controller for the system. We demonstrate DeepReach on a 9D multi-vehicle collision problem, and a 10D narrow passage problem, motivated by autonomous driving applications.

I. INTRODUCTION

As autonomous systems are integrated in our day-to-day lives, ensuring provable safety guarantees and controllers for these systems is vital. Hamilton-Jacobi (HJ) reachability analysis is a verification method for autonomous systems that computes both the safe configurations and the corresponding safe controller for the system. In reachability analysis, one computes the Backward Reachable Tube (BRT) of a dynamical system. This is the set of states such that the trajectories that start from this set will eventually reach some given target set despite the worst case disturbance (or an exogenous, adversarial input more generally). As an example, for an aerial vehicle, the disturbance could be wind or another adversarial aircraft flying nearby, and the target set could be the destination of the vehicle. The BRT provides both the set of states from which the aerial vehicle can safely reach its destination and a robust controller for the vehicle. Conversely, if the target set consists of those states that are known to be unsafe, the BRT represent the states from which the system will end up in the target set for some disturbance, despite the best possible control efforts. Thus, the BRT contains states which are potentially unsafe and should therefore be avoided. The converse of BRT in this case provides the set of safe states for the system and the corresponding safety controller. If the system additionally needs to satisfy state dependent constraints at all times, then it is called a Backward Reach-Avoid Tube (BRAT) instead of BRT.

Traditionally, BRT computations in HJ reachability are formulated as a zero-sum dynamic game between the control and the disturbance whose value function can be used to synthesize the BRT and the safety controller. This involves solving a Hamilton-Jacobi (HJ) partial differential equation (PDE) on a grid representing a discretization of the state space. Unfortunately, this process becomes computationally intensive for large systems, resulting in an exponential scaling of memory and computational complexity with respect to system dimensionality; this is often referred to as the “curse of dimensionality.” Several methods have been proposed to overcome this challenge by trading off between the class of dynamics they can handle, the approximation quality of the BRT, and the required computation. Additionally, very few of these approaches can handle adversarial inputs; yet, considering adversarial inputs (e.g., actions of other agents or the model and the environment uncertainty) and state constraints is critical in analysis and synthesis of safe controllers.

In this work, we propose DeepReach, a deep learning-based approach to approximately solve high-dimensional reachability problems. What sets DeepReach apart is its ability to compute BRTs (and BRATs) as well as the corresponding safety controller for general nonlinear dynamical systems in the presence of disturbances and state and input constraints. DeepReach is rooted in HJ reachability analysis; however, instead of solving the value function PDE over a grid, DeepReach draws inspiration from the recent progress in solving PDEs using deep learning, and represents the value function as a deep neural network (DNN) to learn a parameterized approximation of the value function. Thus, the computation and memory requirements for obtaining the value function do not scale with the grid resolution, but rather the complexity of the value function.

To overcome the challenges of obtaining the supervision data for learning the value function in high-dimensional systems, we use a self-supervision method for training the DNN. The key insight behind our method is that if we use a function approximator whose gradients are well behaved, then the PDE itself can be used to self-supervise the learning of the value function. However, the widely popular ReLU-based architectures, while promising, lack the capacity to effectively represent the gradients of a target signal. This is partly due to the fact that ReLU networks are piecewise linear, their first derivative is piecewise constant, and therefore struggle when encoding a value function with fine details. To overcome this...
challenge, we use periodic, sinusoidal activation functions, that have recently shown a lot of promise in representing not only the underlying signal well, but also its derivatives [1]. This has two advantages: first, it enables a self-supervision method for computing the value function, allowing us to scale the proposed approach to general dynamical systems. Second, the safety controller depends on the gradients of the value function and has traditionally been hard to compute using approximate methods. With DeepReach, we can also compute the optimal safety control which is important in a variety of applications. We demonstrate the capabilities of DeepReach in computing BRTs and the safety controller for a variety of high-dimensional reachability problems that arise in multi-vehicle collision mitigation and autonomous driving applications.

II. RELATED WORK

Reachability analysis for dynamical systems. Methods that compute BRTs accurately up to numerical precision include level set methods [2,6]. Level set methods are rooted in HJ reachability and compute BRTs by solving the value function PDE on a grid representing a discretization of the state space [7]. These methods can deal with nonlinear dynamics, disturbances, and state constraints; however, their exponentially scaling computational complexity limits their direct use to upto 5D systems [6]. Recently, there have been attempts to scale these methods to 7D systems by using a very coarse discretization; however, the computed value function quickly accumulates numerical errors [8].

Several approximate methods overcome these challenges by making tradeoffs in the class of dynamics they can consider: whether they can handle control, disturbances, and/or constraints; and whether they compute an exact or an approximate BRT. For example, the methods presented in [9–15] have had success in analyzing high-dimensional affine systems using sets of pre-specified shapes, such as polytopes, hyperplanes, ellipsoids, and zonotopes. However, these methods often rely on linearization for nonlinear dynamics [16] which might lead to an overly conservative BRT, especially in the presence of disturbances and constraints. Other methods rely on specific dynamics, including that use sum-of-squares optimization [17,18] and parallelotopes [19] for computing BRTs for polynomial dynamics [20]; leverage monotonicity of dynamics [21]; use decoupled or reduced order dynamics to decompose the BRT computation [22,24]; leverage the Hopf-Lax formula to compute BRTs for convex dynamics [23]; or deal with affine dynamics [26,27]. Control Lyapunov (and Barrier) functions are also used to design safety controller [28,29]; however, finding feasible Lyapunov functions can be challenging, especially in the presence of control or disturbance bounds.

Sampling and learning-based methods have also been explored for computing reachable tubes [30], such as the methods that use scenario optimization for computing BRTs [31,33] or leverage adversarial sampling to compute a high-confidence convex hull of BRTs [34]. Other methods use Support Vector Machines [35] and DNNs [36–40] to approximate the value function and BRTs. These methods can leverage data to compute approximate BRTs for nonlinear systems; however, they often struggle in the presence of adversarial disturbances and state constraints. Other methods require explicit supervision for learning which is hard to generate for general high-dimensional systems. In contrast, DeepReach does not rely on explicit supervision, and can compute BRTs for nonlinear dynamics in the presence of disturbances. DeepReach can also be interpreted as an approximate dynamic programming method [41] where a DNN is used to learn the basis features for the value function.

Neural PDE solvers. DNNs have long been investigated in the context of solving differential equations [42]. Early work on this topic involved simple neural network models, consisting of MLPs or radial basis function networks with few hidden layers and hyperbolic tangent or sigmoid nonlinearities [43,45]. Modern approaches to these techniques leverage recent advances in deep learning to solve more sophisticated equations with higher dimensionality and more constraints [46,50]. However, as demonstrated recently, the commonly used MLPs with smooth, non-periodic activation functions fail to accurately model derivatives even with dense supervision [1]. Moreover, the authors demonstrate that periodic activation functions can overcome this challenge. Our work builds upon this insight to solve high-dimensional PDEs that arise in the reachability problems, without requiring any explicit supervision for the value function.

III. PROBLEM SETUP

Consider an autonomous agent in an environment in the presence of external disturbance. We model the agent as a dynamical system with state $x \in \mathbb{R}^n$, control $u$, and disturbance $d$. The state evolves according to the dynamics:

$$\dot{x} = f(x, u, d), \quad u \in \mathcal{U}, \; d \in \mathcal{D}. \quad (1)$$

The disturbance might be an actual exogenous input or represent the model and environment uncertainty that we want to safeguard against. Let $\xi_{x,t}^{u,d}(\tau)$ denote the state achieved at time $\tau$ by starting at initial state $x$ and initial time $t$, and applying input functions $u(\cdot)$ and $d(\cdot)$ over $[t, \tau]$.

The environment contains a target set $\mathcal{L}$ that is important to the agent: it can be either a set of goal states, or a set of unsafe states. In this work, we are interested in computing the Backward Reachable Tube (BRT) and the Backward Reach-Avoid Tube (BRAT) of $\mathcal{L}$.

Backward Reachable Tube (BRT). BRT is the set of initial states for which the agent acting optimally and under worst-case disturbances, will eventually reach the target set $\mathcal{L}$ within the time horizon $[t, T]$:

$$\mathcal{V}(t) = \{ x : \forall u(\cdot), \exists d(\cdot), \exists \tau \in [t, T], \xi_{x,t}^{u,d}(\tau) \in \mathcal{L} \} \quad (2)$$

We assume that the control and disturbance inputs are drawn from compact sets ($\mathcal{U}, \mathcal{D}$) and the flow field $f : \mathbb{R}^n \times \mathcal{U} \times \mathcal{D} \rightarrow \mathbb{R}^n$ satisfies the standard assumptions of existence and uniqueness of the state trajectories $\xi(t; x, t, u(\cdot), d(\cdot))$ (or $\xi_{x,t}^{u,d}(\tau)$ for compactness) [51].
If the target set consists of those states that are known to be unsafe, then the BRT contains states which are potentially unsafe and should therefore be avoided. For goal states, BRT can be similarly defined with the roles of control and disturbance switched.

**Backward Reach-Avoid Tube (BRAT).** When the target set represents the goal states, BRAT is the set of initial states of the agent from which it can eventually reach the target set, despite the worst-case disturbance and while avoiding some unsafe set of states \( \mathcal{G} \) at all times. Robot trajectory planning problems fall under this category, where \( \mathcal{L} \) is the goal configuration of the robot and \( \mathcal{G} \) represent potential obstacles in the environment (more generally, the set of states where system constraints are violated). Mathematically,

\[
\mathcal{V}(t) = \{ x : \forall d(\cdot), \exists u(\cdot), \forall s \in [t, T], \xi_{x,t}^{u,d}(s) \notin \mathcal{G}, \exists \tau \in [t, T], \xi_{x,t}^{u,d}(\tau) \in \mathcal{L} \}. \tag{3}
\]

When no constraints are present in the system, the set in (3) reduces to a BRT.

**Running example (Air3D).** We now introduce a collision avoidance problem between two identical vehicles that we will use to illustrate the key ideas. The (relative) dynamics between the two vehicles (called evader and pursuer) are:

\[
\begin{align*}
\dot{x}_1 &= -v_e + v_p \cos x_3 + \omega_e x_2 \\
\dot{x}_2 &= v_p \sin x_3 - \omega_e x_1 \\
\dot{x}_3 &= \omega_p - \omega_e,
\end{align*}
\]

where \( x_1, x_2 \) represent the relative position between the vehicles and \( x_3 \) represents the relative heading. \( v_e \) and \( v_p \) are the linear velocities of the evader and pursuer respectively. These velocities are constant and equal. \( \omega_e \) and \( \omega_p \) are the angular velocities of the vehicles, and are the input and disturbance in the system respectively. Both \( \omega_e \) and \( \omega_p \) are bounded to the interval \([\bar{\omega}, \tilde{\omega}]\). We are interested in computing the BRT of the target set

\[
\mathcal{L} = \{ x : ||(x_1, x_2)|| \leq \beta \}. \tag{5}
\]

Intuitively, the target set represents the set of all relative states where the evader and the pursuer are in close proximity (i.e., the collision set). The BRT is the set of states from which the pursuer can drive the system trajectory into the collision set, despite the best efforts of the evader to avoid a collision.

Even though only three-dimensional, this problem is a popular benchmark in the reachability literature because it features one of the very few nonlinear dynamical systems for which the BRT can be computed (almost) analytically, against which the proposed solution can be compared. Moreover, the BRT is known to be nonconvex with a surface that is non-differentiable in places. Moreover, very few reachability algorithms can tackle both a control and an adversarial input. We will present higher dimensional examples in Sec. VI.

### IV. Background: Hamilton-Jacobi Reachability

One way to compute BRT/BRAT is through Hamilton-Jacobi (HJ) reachability. In HJ reachability, the computation of BRT (or BRAT) is formulated as a zero-sum game between the control and the disturbance. This zero-sum game is a robost optimal control problem which can be solved using the principle of dynamic programming. The BRT can then be recovered from the obtained solution.

First, a target function \( l(x) \) is defined whose sub-zero level set is the target set \( \mathcal{L} \), i.e., \( \mathcal{L} = \{ x : l(x) \leq 0 \} \). Typically, \( l(x) \) is defined as a signed distance function to \( \mathcal{L} \). The BRT seeks to find all states that could enter \( \mathcal{L} \) at any point in the time horizon, and therefore become unsafe. This is computed by finding the minimum distance to \( \mathcal{L} \) over time:

\[
J(x, t, u(\cdot), d(\cdot)) = \min_{\tau \in [t, T]} l(\xi_{x,t}^{u,d}(\tau)). \tag{6}
\]

Our goal is to capture this minimum distance for *optimal trajectories* of the system. Thus, we compute the optimal control that maximizes this distance (and drives the system away from the unsafe target set) and the worst-case disturbance signal that minimizes the distance. The value function corresponding to this robust optimal control problem is:

\[
V(x, t) = \inf_{d(\cdot)} \sup_{u(\cdot)} \left\{ J \left( x, t, u(\cdot), d(\cdot) \right) \right\}. \tag{7}
\]

The value function in (7) can be computed using dynamic programming, which results in the following final value Hamilton-Jacobi-Isaacs Variational Inequality (HJI VI):

\[
\min \left\{ D_t V(x, t) + H(x, t), l(x) - V(x, t) \right\} = 0,
\]

\[
V(x, T) = l(x).
\]

\( D_t \) and \( \nabla \) represent the time and spatial gradients of the value function. \( H \) is the Hamiltonian, which optimizes over the inner product between the spatial gradients of the value function and the flow field of the dynamics to compute the optimal control and disturbance inputs:

\[
H(x, t) = \max_u \min_d (\nabla V(x, t), f(x, u, d)). \tag{9}
\]

Intuitively, \( \nabla V \) can be thought of as a continuous time analogue of Bellman equation in continuous time and in the presence of disturbances. The term \( l(x) - V(x, t) \) in (8) restricts the system trajectories to enter and then leave the target set, effectively enforcing that all trajectories that achieve negative distance at any time will continue to have negative distance for the rest of the time horizon. Once the value function is obtained, the BRT is given as the sub-zero level set of the value function

\[
\mathcal{V}(t) = \{ x : V(x, t) \leq 0 \}. \tag{10}
\]

The corresponding optimal safety control can be derived as

\[
u^*(x, t) = \arg \max_u \min_d (\nabla V(x, t), f(x, u, d)). \tag{11}
\]

In fact, the system can apply any control while still maintaining safety, as long as starts outside the BRT and applies the safety control in (11) at the BRT boundary. The optimal
adversarial disturbance can be similarly obtained as \( \textbf{[1]} \). One can similarly derive a HJI VI for BRAT

\[
\text{max} \left\{ \min \left\{ D_t V(x, t) + H(x, t), l(x) - V(x, t) \right\} \right\},
\]

\[ g(x) - V(x, t) \bigg\} = 0,
\]

\[ V(x, T) = \max \left\{ l(x), g(x) \right\}, \]

where \( \mathcal{G} \) is defined as the super-zero level set of \( g(x) \), i.e., \( \mathcal{G} = \{ x \mid g(x) > 0 \} \). The outermost max in \( \text{(12)} \) ensures that the system trajectories that enter \( \mathcal{G} \) are marked unsafe over the entire horizon. For more details on the derivation of HJI VI and its variations, please refer to \( \textbf{[6]} \).

Typically, solving HJI VI involves computing value function over a grid representing a discretization of state space and time, resulting in an exponential scaling complexity both in computation and memory, limiting its direct use to fairly low-dimensional systems. In this work, we will employ machine learning to combat this challenge.

**Running example (Air3D).** \( l(x) \) for the running example is \( l(x) := \| (x_1, x_2) \| - \beta \). The Hamiltonian can be computed analytically in this case and it can be shown that:

\[
H(x, t) = p_1(-v_c + v_p \cos x_3) + p_2(v_p \sin x_3)
- \bar{\omega} ||p_1 x_2 - p_2 x_1 - p_3|| + \bar{\omega} p_3,
\]

where \( p_1, p_2, \) and \( p_3 \) are the spatial derivatives of the value function with respect to \( x_1, x_2, \) and \( x_3 \) respectively.

**Remark 1:** In general, the computation of the Hamiltonian in \( \text{(9)} \) requires solving an optimization problem; however, most mechanical systems are control and disturbance affine. For such systems, the Hamiltonian can be computed analytically in terms of value function gradients (e.g., see \( \text{(13)} \)).

**V. DEEPPRELACH: REACHABILITY USING DEEP LEARNING**

We propose a deep learning-based approach to solving high-dimensional reachability problems, which we refer to as DeepReach. DeepReach leverages a deep neural network (DNN) to represent the value function in \( \text{(8)} \). The input to the DNN is a state vector \( x \) and a time point \( t \), and its output is the corresponding value \( V_\theta(x, t) \), where \( \theta \) represent the parameters of the DNN. The key benefit of representing the value function through a DNN is that DNNs are agnostic to grid resolution, and the memory required generally scales with signal complexity, independent of spatial resolution. However, learning the parameters \( \theta \) can be challenging in general, and might require supervision for \( V(x, t) \) which itself is hard to generate for high-dimensional systems in the first place. To overcome this challenge, we propose a self-supervision method to learn the value function implicitly, using HJI VI in \( \text{(8)} \) as the source of supervision. Given an input \( (x_i, t_i) \), the loss function \( h(x_i, t_i; \theta) \) for training the DNN is given as:

\[
\begin{align*}
\lambda h_1(x_i, t_i; \theta) = h_1(x_i, t_i; \theta) + \lambda h_2(x_i, t_i; \theta),
\lambda h_2(x_i, t_i; \theta) = \| V_\theta(x_i, t_i) - l(x_i) \| \mathbb{1}(t_i = T),
\lambda l(x_i, t_i; \theta) = \| D_t V_\theta(x_i, t_i) + H(x_i, t_i),
\end{align*}
\]

Intuitively, \( h_2 \) incentivizes the DNN to learn a value function that is *consistent* with the HJI VI without explicitly requiring the supervision for the value function. \( h_1 \) uses the ground truth value function (available only at the terminal time) to additionally force the DNN to learn the correct value function at the terminal time, thus avoiding learning any degenerate value functions (such as constant value functions which will also satisfy the HJI VI). \( \lambda \) trades-off the relative importance of the two loss functions. Together, the two loss functions encourage the DNN to learn a value function that satisfies the HJI VI as well as the boundary condition. The loss function for BRAT can be defined analogously to \( \text{(14)} \) by using the HJI VI in \( \text{(12)} \).

The loss function in \( \text{(14)} \) depends on the time and spatial gradients of the value function; thus, the DNN should not only represent the value function well but also its gradients. The gradients of the value function are also required at the inference time to obtain the optimal safe controller (see Eqn. \( \text{(9)} \)). As we demonstrate further in Sec. \( \text{VI} \) widely popular, ReLU-based DNNs struggle to accurately represent the gradients of the value function, leading to a poor approximation of the value function. Our key insight is to use a sinusoidal activation function, that has recently shown a lot of promise in representing not only the target signal but also its derivatives \( \text{[1]} \), along with the loss function in \( \text{(14)} \) to learn a high quality approximation of the value function, without explicitly solving the HJI PDE.

**Training Procedure.** To facilitate the value function learning using sinusoidal networks, we first pre-train the DNN to learn the correct value function at the terminal time. \( \lambda \) is set to zero during this training phase. We then perform curriculum learning over the time interval – slowly decrease the value of \( t \) linearly as training progresses, starting from \( T \). This allows the terminal condition to slowly propagate to the earlier time points. At each training iteration, we sample \( N \) states from the state space uniformly randomly and optimize the DNN parameters to minimize the loss function \( h \), until a desired number of training iterations are completed.

**VI. CASE STUDIES**

**A. Running example: Air3D**

We now apply DeepReach to the two vehicle collision avoidance example discussed in Sec. \( \text{III} \). We will first evaluate if DeepReach can approximate the value function and BRT well. We will additionally compare the learning performance for different activation functions. We start with some implementation details.

**Data.** The dataset is composed of randomly sampled 3D state coordinates, with \( N = 65k \). During training, we scale all states to \([-1, 1]\) and time to \([0, 1]\), which we find improves convergence. The rest of the dynamics parameters are chosen as: \( T = 1s, \beta = 0.25s, \omega = 0.25m/s, \bar{\omega} = 3rad/s \).

**Architecture.** For all experiments, DeepReach (and baselines) uses a 3 layer DNN, with a hidden layer size of 512. We use sine non-linearity in DeepReach. We discuss the effect of non-linearity later in this section.
Hyperparameters. We set $\lambda$ in (14) to make each component of the loss approximately equal at the beginning of training. We pre-train the network for 10K iterations and then perform curriculum training for 100k iterations. We use the Adam optimizer with a learning rate of $10^{-4}$.

Runtime. Training required approximately 16 hours to fit the value function using PyTorch with a single GPU worker.

DeepReach approximates the BRT with a high accuracy, achieving a small MSE of $1.9 \times 10^{-4}$ with respect to the analytical solution (computed using [52]). However, the analytical solution only provides the boundary of the BRT; to analyze the quality of the learned value function, we also solve the HJI VI using a state-of-the-art PDE solver, Level Set Toolbox (LST) [7]. LST computes the value function over a discrete grid of size $101 \times 101 \times 101$. A slice of the corresponding value functions for $x_3 = \pi/2$ is shown in Fig. 1 (left and middle). DeepReach is able to recover a value function that closely mimics the LST value function and achieves a MSE of $1.01 \times 10^{-4}$.

We also demonstrate the corresponding BRTs in Fig. 1 (right), overlaid on top of each other. Even though there is a small error in the boundary of BRT obtained using DeepReach, the two boundaries mimic each other closely. We also compute the BRT volume error -- the percentage volume of unsafe states that are marked safe (i.e., the set of states that should be in the BRT but are not, and vice-versa) -- as this percentage directly affects the quality of the safety controller. The BRT volume error for DeepReach is $0.43\%$, indicating the high quality of the obtained BRT.

Effect of Activation Function. To analyze the importance of using a periodic activation function in DeepReach, we replaced the sine activation function with ReLU, tanh, and sigmoid functions. For each activation function, we initialized the learning process with 5 different seeds. The corresponding MSE (with respect to the analytical solution) as well as the BRT volume error is reported in Fig. 2. While DeepReach closely matches the analytical solution, the other architectures fail to find the correct solution, with a MSE that is an order of magnitude higher than DeepReach.

B. Two-Vehicle Collision Avoidance Example

The two vehicle collision avoidance example in Sec. VI-A is solved in the relative coordinates between the pursuer and the evader; however, the same game can be posed in the joint state space of the two vehicles, leading to a 6D reachability problem. This 6D reachability problem is intractable to solve directly through a principled PDE solver and thus cannot be directly compared with DeepReach. However, we can learn the 6D value function using DeepReach and project the learned value function back to relative coordinates to compare the quality of the obtained solution. The dynamics of the evader and the pursuer are given as:

$$
\dot{x}_1 = v_p \cos x_3, \quad \dot{x}_2 = v_p \sin x_3, \quad \dot{x}_3 = \omega_p,
\dot{x}_4 = v_e \cos x_6, \quad \dot{x}_5 = v_e \sin x_6, \quad \dot{x}_6 = \omega_e.
$$

The control of the overall system is $\omega_e$ and the disturbance is $\omega_p$. The target set is given by:

$$
\mathcal{L} = \{ x : \| (x_1, x_2) - (x_4, x_5) \| \leq \beta \}.
$$

The implementation details are same as in Sec. VI-A. We pre-train the network for 10k iterations, followed by 100k iterations of curriculum training, requiring approximately 17 hours to fit the value function using DeepReach. We project the obtained value function to relative coordinates and compare it with the analytical solution. Even though the underlying system has twice as much dimensions now, the performance is on par with the learned solution for the 3D system (MSE of $2.1 \times 10^{-4}$). It is interesting to note that in addition to maintaining the accuracy of the learned solution, the training time as well as memory requirements for approximating the value function do not increase much from the 3D system to the 6D system for DeepReach. This indicates that unlike typical HJI VI solvers the proposed approach is agnostic to spatial resolution, and rather the complexity scales with the signal complexity (which is same for the 3D and the 6D system in this case).

C. Three-Vehicle Collision Avoidance Example

We now extend DeepReach to a three-vehicle collision avoidance problem, consisting of two evaders ($e_1$ and $e_2$) and one pursuer ($p$). The dynamics of the evaders and the pursuer are given as in (15), leading to a 9D system in the joint state space of the evaders and the pursuer. The pursuer here represents the adversarial agent that tries to steer evaders to
collide either with the pursuer or with each other; evaders on the other hand try to avoid the collision. The target set is given as:

\[ L = \{ x : \| (x_1, x_2) - (x_4, x_5) \| \leq \beta \lor \| (x_1, x_2) - (x_7, x_8) \| \leq \beta \lor \| (x_4, x_5) - (x_7, x_8) \| \leq \beta \}, \]

where \((x_1, x_2, x_3), (x_4, x_5, x_6),\) and \((x_7, x_8, x_9)\) represent the states of \(e_1, e_2,\) and \(p\) respectively. The target set can be compactly represented as:

\[ L = \{ x : d(e_1, e_2, p) \leq \beta \}, \]

where \(d(e_1, e_2, p)\) is the minimum pairwise distance between the three vehicles. The BRT corresponding to the above target set thus represent the set of unsafe states for the evaders.

The implicit target function \(l(x)\) is given by

\[
l(x) = \min \{ \| (x_1, x_2) - (x_4, x_5) \|, \| (x_1, x_2) - (x_7, x_8) \|, \| (x_4, x_5) - (x_7, x_8) \| - \beta \},
\]

(17)

To avoid the computational challenges associated with the high-dimensional system, the BRT is typically obtained by computing pairwise BRTs between all possible vehicle pairs, each of which is a lower dimensional reachability problem and can be solved in relative coordinates for instance (Sec. VI-A). The union of the pairwise BRTs is then used as an approximation for the BRT of the overall system [53]; however, this process often leads to an overly optimistic approximation of the unsafe states as this method fails to capture the three way interactions between the vehicles. In particular, an escape (safe) strategy for an evader in a pairwise pursuit-evasion game may no longer be safe in the presence of an additional evader, as it might lead to a collision with the other evader. Thus, the set of unsafe states (i.e., the BRT) is typically larger than the union of the pairwise BRTs. With DeepReach we can solve the full 9D pursuit-evasion game and can capture these three way interaction states, which has remained a challenge until now.
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Given the higher dimensional system, we pretrain the network for 60k iterations, followed by training for 100k iterations, requiring a total of 20 hours to train the network. Though, we note that the results to follow are very similar for 30k pretraining iterations. The training hyperparameters are same as Sec. VI-A In Fig. 3(left) we illustrate a slice of the obtained BRT (the shaded region) for a particular position and orientation of the two evaders (the blue and black aircrafts), and a given heading of the pursuer (the direction of the orange aircraft). The green region is the union of the pairwise BRTs, and the pink region is the set of additional states of the pursuer that are unsafe because of the three way interaction between the vehicles.

In Fig. 3 (middle and right), we illustrate the vehicle trajectories when the pursuer starts at the purple and the grey marked positions respectively and when both the evaders and the pursuer use the optimal controller (transparency is higher for the earlier time steps). In the inlets, we show the minimum across all pairwise distances between the vehicles when the full 9D value function is used (solid gray line) and when the pairwise value function is used (dashed gray line). The collision threshold \(\beta\) is shown in the dashed red line. When the pursuer starts inside the pink region, it is able to force the evaders to collide with each other, as indicated by the distance between the vehicles dropping below \(\beta\) (middle inlet). We show one such collision time in the trajectory plot above – the shaded blue region represent the set of states around the blue vehicle that are considered to be in collision with the blue vehicle, and the black vehicle is in that region. On the other hand, if we simulate the trajectories of the two evaders using the pairwise BRT, no collision occurs between the vehicles (the dashed grey line is above the dashed red line at all times), indicating that these states are unsafe due to the three way interaction between the vehicles. In contrast, when the pursuer starts just outside the pink region, the evaders has a strategy to avoid the collision despite the best efforts of the pursuer (Fig. 3 right). This is also evident by the minimum distance between the vehicles being just above the dashed red line at all times. Overall, DeepReach is able to accurately capture the interactions between the vehicles to compute the set of joint unsafe states.

D. Narrow Passage Problem in Autonomous Driving

We now illustrate how DeepReach can also be used to compute BRATs. Our problem (depicted in Fig. 4) is motivated by autonomous driving application, where the white car \((Q_1)\) encounters a stranded vehicle \((Q_8,\) the purple vehicle\) in its lane. The vehicle thus needs to change its lane (the yellow boundary) to nudge around the stranded car; however, it needs to coordinate this process with the on coming vehicle in the other lane \((Q_2,\) the orange car\) in order to avoid a collision with the oncoming traffic or the stranded vehicle. We use DeepReach to compute BRAT – the set of all joint states of the white and the orange car from which they can reach their respective targets \((T_1\) and \(T_2\) respectively) while avoiding a collision with each other or the stranded vehicle, and without wandering offroad (the grass region). More importantly, we are also interested in computing the corresponding safe controllers.
The dynamics of the vehicle $i$, $Q_i$, are given as:

\[
\begin{align*}
\dot{x}_{1i} &= x_{4i} \cos(x_{3i}), \\
\dot{x}_{2i} &= x_{4i} \sin(x_{3i}), \\
\dot{x}_{3i} &= x_{4i} \tan(x_{5i})/L, \\
\dot{x}_{4i} &= a_i, \\
\dot{x}_{5i} &= \psi_i,
\end{align*}
\]

(18)

where $(x_1, x_2)$ represent the position of the vehicle, $x_3$ is its heading, $x_4$ is its velocity, and $x_5$ is its steering angle. $L$ is the length of the vehicle. The control inputs of the vehicle are its acceleration and steering rate, i.e., $\mathbf{u}_i = [a_i, \psi_i]$, both of which are bounded within the range $[\underline{a}, \bar{a}]$ and $[\underline{\psi}, \bar{\psi}]$ respectively. The target function is given as

\[
l(x) = \max\{d(Q_1, T_1), d(Q_2, T_2)\},
\]

(19)

where $d(Q_i, T_i)$ represent the signed distance between $Q_i$ and $T_i$. The obstacle function $g(x)$ is given by

\[
g(x) = -\min\{d(Q_1, Q_2, Q_3), d(Q_1, C), d(Q_2, C)\},
\]

(20)

where $C$ represent the road curb boundaries and $d(Q_1, Q_2, Q_3)$ is the minimum pairwise distance between the three vehicles.

We compute the 10D BRAT using DeepReach. We pre-train the network for 60k iterations followed by curriculum training over 100k iterations, taking a total of 25 hours to learn the value function. The rest of the network hyperparameters are same as Sec. VI.A.

We apply the corresponding safety controller for a variety of scenarios in Fig. 4. The nominal trajectories of the two vehicles are shown in the left panel. Following the nominal trajectories without invoking any safety controller leads to a collision between the two vehicles. In the middle panel, we show the vehicle trajectories in the presence of safety controller - whenever the joint state of the system reaches on the boundary of BRAT, we override the nominal controller with the safety controller. The nominal trajectories are shown in solid white and orange lines respectively. In the presence of the safety controller, $Q_2$ swerves towards the road curb to create more room for $Q_1$ to pass; at the same time, $Q_1$ takes a tighter turn around the stranded vehicle so as to increase the vertical clearance between $Q_1$ and $Q_2$ and avoid a collision. Once the two vehicles pass each other, they converge back to their nominal trajectories and reach their respective targets. This cooperative, collision-avoidance behavior emerge automatically from the safety controller to avoid the collision.

One of the advantages of reachability is that we don’t need to recompute the value function and the safety controller from scratch for every new scenario. Since the HJ reachability is based on dynamic programming, it simultaneously provides the safety controller for all possible joint states of the two vehicles. For example, in the right panel, we demonstrate how the same value function can be used to compute the safety controller for a different scenario. Here, $Q_1$ commits to follow the same trajectory as in the middle panel and does not use the safety controller. Moreover, $Q_2$’s nominal trajectory is now closer to the centerline (the orange solid line). Consequently, the safety controller automatically ensures that $Q_2$ swerves very aggressively towards the road boundary (compared to its trajectory in the middle panel, shown in the dashed orange line) in order to avoid a collision with $Q_1$.

VII. DISCUSSION AND FUTURE WORK

We propose DeepReach, a method that builds upon recent advances in neural PDE solvers to compute various definitions of reachable tubes as well as a safety controller for dynamical systems. Unlike traditional approaches, DeepReach does not compute BRTs by solving a PDE explicitly, but rather implicitly by using the PDE as a source of supervision, making it more scalable to higher dimensional systems. Even though not exponentially scaling, computing BRTs using DeepReach is still primarily suitable for offline computations. Moreover, the learning module will inevitably make prediction error, making it challenging to provide any theoretical safety guarantees. In future, it will be interesting to use DeepReach with online methods that rely on offline, high-dimensional reachability computations to efficiently obtain BRTs in real-time [54], or the methods that “warm-start” the BRT computation from a coarse solution to efficiently refine the value function to provide safety guarantees [55].

Second, even though we don’t expect DeepReach to overcome the curse of dimensionality in general, as it is fundamental limitation to any dynamic programming-based method. However, the success of DeepReach on 9D and 10D
systems indicates that there might exist a low-dimensional structure to the value function for many common robotic systems that we will exploit further in future for other robotic systems to combat computational complexity associated with BRTs.
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