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Abstract. This writeup is a compilation of the contributions as presented in the ‘Workshop on Dynamics of QCD Matter’ held from 15th to 17th August 2019 in NISER Bhubaneswar, India. The aim of this workshop was to enhance the direct exchange of scientific information among the younger members of the Relativistic Heavy Ion community in India, both from the experiments and theory. The focus of the discussions was on the fundamental understanding of strongly-interacting matter at extreme conditions, as formed in ultra-relativistic nucleus-nucleus collisions, as well as on emergent QCD phenomena in high-multiplicity proton-proton and proton-nucleus collisions.
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1. Recent Selected Results from ALICE on Particle Production

Lokesh Kumar

We present a selection of recent results on light-flavored particle production from ALICE experiment. The results are presented on the charge particle multiplicity, average transverse momentum, kinetic freeze-out parameters, enhancement of strangeness production, suppression of resonance yields in central nucleus-nucleus collisions, and first experimental observation of spin-orbit coupling in high-energy heavy-ion collisions, latest estimation of hypertriton lifetime from ALICE. Comparison of these results among several collision systems such as pp, p-Pb, Pb-Pb, and Xe-Xe at various center-of-mass energies is presented.

1.1. Introduction

The ALICE experiment at the Large Hadron Collider has collected a large amount of data for various systems and energies. In view of the large data sample collected in small systems, it is possible to study the multiplicity dependence of various observables. Many interesting observations have come out of ALICE by comparing results from of small systems pp and p-Pb with large systems Pb-Pb and Xe-Xe. We present a selection of recent results, mostly on light-flavored particle production.

1.2. Collectivity

Figure 1 shows the new results on charged particle pseudorapidity density for various centrality classes over a broad range of $\eta$ in Xe-Xe collisions at $\sqrt{s_{NN}} = 5.44$ TeV [1]. The data are presented for 12 centrality classes. At midrapidity the $\langle dN_{ch}/d\eta \rangle$ is about 1302 ± 17 for Xe-Xe at $\sqrt{s_{NN}} = 5.44$ TeV. The charged particle multiplicity has been measured for small systems as well as Pb-Pb collisions and it is observed that energy dependence behavior of midrapidity $\langle dN_{ch}/d\eta \rangle/(0.5\langle N_{part} \rangle)$ is different for small systems and large systems. The

![Figure 1: Charged particle pseudorapidity density for various centrality classes over a broad range of $\eta$ in Xe-Xe collisions at $\sqrt{s_{NN}} = 5.44$ TeV [1].](image-url)
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$\langle dN_{ch}/d\eta \rangle/(0.5\langle N_{part} \rangle)$ does not scale with number of participant nucleons $\langle N_{part} \rangle$, however, it scales approximately with number of wounded constituent quarks $\langle N_{q-part} \rangle$ calculated using quark-Glauber parameterization [2].

Figure 2: Average transverse momentum $\langle p_T \rangle$ of identified hadrons as a function of $\langle dN_{ch}/d\eta \rangle_{|\eta|<0.5}$ in different collision systems pp, p-Pb, Xe-Xe, and Pb-Pb at various center of mass energies [3].

Figure 3: The extracted kinetic freeze-out parameters using blast-wave model for various collision systems and energies [4, 5].

Figure 2 shows the average transverse momentum $\langle p_T \rangle$ of identified hadrons plotted as a function of $\langle dN_{ch}/d\eta \rangle_{|\eta|<0.5}$ in different collision systems pp, p-Pb, Xe-Xe, and Pb-Pb at various center of mass energies [3]. In general, the $\langle p_T \rangle$ increases with increasing multiplicity for all systems and energies. It is observed that for central A-A collisions, the $\langle p_T \rangle$ increases with mass of hadrons. This is referred to as the mass ordering and is consistent with hydrodynamical behavior. As can be seen, the proton and $\phi(1020)$ meson having similar masses have same $\langle p_T \rangle$ values in central A-A collisions. However, in peripheral A-A, p-Pb, and pp collisions, the mass ordering seems to be violated for $\phi(1020)$ mesons where it
is observed that its $\langle p_T \rangle$ even exceeds those of protons and $\Lambda$. It is also observed that the increase in $\langle p_T \rangle$ with $\langle dN_{ch}/d\eta \rangle_{|\eta|<0.5}$ is faster in light systems than in heavy-ions.

Figure 3 shows the extracted kinetic freeze-out parameters using blast-wave model for various collision systems and energies [4,5]. Blast-wave model is a hydrodynamical based model which assumes that the system is expanding radially with common radial flow velocity and undergoing common freeze-out. Simultaneous blast wave fits are performed on the transverse momentum spectra of pions, kaons, and protons. The fit parameters, kinetic freeze-out temperature $T_{kin}$ and average transverse flow velocity $\langle \beta T \rangle$ are plotted in Fig. 3 for various multiplicity classes. The multiplicity increases from left to right in the shown figure. It is observed that for heavy-ions A-A collisions the $T_{kin}$ decreases with multiplicity while $\langle \beta T \rangle$ increases. There is no clear energy dependence of the freeze-out parameters. For small systems pp and p-Pb, the $T_{kin}$ remains constant while $\langle \beta T \rangle$ increases rapidly with multiplicity. At similar multiplicity values, the $\langle \beta T \rangle$ is larger for small systems.

1.3. Strangeness Production

Figure 4: Ratios of various particle yields to pion yield as a function of $\langle dN_{ch}/d\eta \rangle_{|\eta|<0.5}$ for small systems pp and p-Pb, and for large systems A-A at various center-of-mass energies [6-8].

Figure 4 shows the ratios of various particle yields to pion yield as a function of $\langle dN_{ch}/d\eta \rangle_{|\eta|<0.5}$ for small systems pp and p-Pb, and for large systems A-A at various center-of-mass energies [6-8]. The ratios evolve smoothly as a function of multiplicity. There is no energy dependence neither the system-size dependence observed. This suggests that the particle production is driven by the charged particle multiplicity. It is observed that the ratios that involve strange particles increase with increasing multiplicity and saturate for heavy-ions. Thus, there is an enhancement in strange particle yields as a function of multiplicity. Strangeness enhancement has been predicted as a signature of QGP in heavy-
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However, for small systems, we also observe the enhancement in strange particle yields. It is observed that the particle with more strangeness content exhibits larger enhancement. It is further noted that φ(1020) also exhibits strangeness enhancement though its a “hidden strangeness” state and has total strangeness zero. It is observed that all particles with open strangeness undergo canonical suppression in small systems but φ(1020) does not [10]. The investigations based on model calculations are ongoing to understand this observation. Recent studies with φ(1020) meson using statistical thermal model in small systems and various ratios involving φ(1020) suggest that the “effective strangeness” of φ(1020) meson is 1-2 units [3,11].

1.4. Resonance Production

Figure 5: Ratios of particle yields involving short and long-lived resonance particles as a function of \( \langle dN_{ch}/d\eta \rangle^{1/3} \) for various systems and energies [3]. Results are compared with EPOS model [12].

Figure 5 shows the ratios of particle yields involving short and long-lived resonance particles as a function of \( \langle dN_{ch}/d\eta \rangle^{1/3} \) for various systems and energies [3]. Results are compared with EPOS model [12]. The resonance particles are reconstructed through their hadronic decay channel. The yields of resonances are affected by the medium through re-scattering and re-generation processes. In re-scattering, the resonance particles that decay in the hadronic phase are not reconstructed due the re-scattering of their decay daughters in the hadronic phase. There may be also re-generation of resonance particles due to the pseudo-elastic scattering. At the kinetic freeze-out stage, the resonance yields depend on various factors that include chemical freeze-out temperature, lifetime of hadronic phase, resonance particle lifetime, and scattering cross-section of decay products. In Fig. 5 it is observed that yields of short lived resonances such as \( \rho(770)^0 \), \( K^*(892)^0 \), and \( \Lambda(1520) \) decrease as a function of multiplicity. The lifetimes of these particles are 1.3 fm/c, 4.2 fm/c, and 12.6 fm/c, respectively, hence the decrease in their yields as a function of multiplicity is consistent with
the fact that the yields might have been reduced due to re-scattering in the hadronic phase. The \( \phi(1020) \) yield remains constant as a function of multiplicity. Since its lifetime is about 46.2 \( \text{fm}/c \), this suggests that the \( \phi(1020) \) meson decays after the hadronic phase and is not affected by re-scattering or re-generation processes. It is also observed that all these ratios, too, do not depend on the system-size and energy but only depend on the multiplicity. The EPOS model with UrQMD to describe the hadronic scattering effects describe the centrality dependence of ratios in heavy-ions, while turning-off the UrQMD results in poorer description.

1.5. Spin Alignment

![Figure 6: The \( \rho_{00} \) values as a function of \( p_T \) for \( K^{*0} \) in pp collisions at \( \sqrt{s} = 13 \text{ TeV} \) and Pb-Pb collisions \( \sqrt{s_{NN}} = 2.76 \text{ and } 5.02 \text{ TeV} \), and \( K_S^0 \) in Pb-Pb collisions at \( \sqrt{s_{NN}} = 2.76 \text{ TeV} \) at mid-rapidity corresponding to the production plane.](ALICE Preliminary)

In high-energy heavy-ion collisions with non-zero impact parameter, a large angular momentum (\( \sim 10^5 \hbar \)) and magnetic field (\( 10^{14} \text{ T} \)) is expected to be created [13,14]. The deconfined state of quarks and gluons, called the Quark Gluon Plasma (QGP) is also created in high-energy heavy-ion collisions. In the large angular momentum the spin-orbit coupling of quantum chromodynamics (QCD) could lead to polarization of quarks and hence net-polarization of spin 1 vector mesons along the direction of the angular momentum [15,16]. The spin alignment is studied through the angular distribution of decay daughters of the vector mesons with respect to the quantization axis. The quantization axis is perpendicular to the production plane of the vector meson, defined by the momentum of the momentum of the vector meson and the beam direction, or normal to the reaction plane of the system, defined by impact parameter and the beam direction. The angular distribution is given by [17]

\[
\frac{dN}{d\cos\theta^*} \propto \left[ 1 - \rho_{00} + \cos^2\theta^*(3\rho_{00} - 1) \right],
\]
where the $\rho_{00}$ is the zeroth element of the $3 \times 3$ spin-density matrix \cite{16}. It is the probability of finding a vector meson in the spin state of zero out of the possible spin states of $-1, 0,$ and $1$. If there is no polarization, all spin states are expected to be equally probable leading to $\rho_{00} = 1/3$. Thus, any deviation of $\rho_{00}$ value from the $1/3$ would lead to non-uniform angular distribution preferring a spin state. Figure 6 shows the $\rho_{00}$ values as a function of $p_T$ for $K^{*0}$ in pp collisions at $\sqrt{s} = 13$ TeV and Pb-Pb collisions $\sqrt{s_{NN}} = 2.76$ and 5.02 TeV, and $K_S^0$ in Pb-Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV at mid-rapidity corresponding to the production plane. It is observed that $\rho_{00} < 1/3$ for $K^{*0}$ in Pb-Pb collisions at both energies. As expected, the $\rho_{00} = 1/3$ for $K^{*0}$ (and $\phi$ meson) in pp collisions and for spin 0 state $K_S^0$. The results are consistent between event and production planes. The results suggest the first experimental observation of the spin-orbital interaction in heavy-ion collisions.

![Figure 7: Comparison of new hypertriton lifetime measurement results from ALICE at $\sqrt{s_{NN}} = 5.02$ TeV with previously published results.](image)

There have been a lot of efforts in estimating the lifetime of hypertriton $^3\Lambda H$ which is a bound state of proton, neutron and $\Lambda$ and is a lightest hypernucleus. Very small $\Lambda$ binding energy has led to the hypothesis that $^3\Lambda H$ is lower than free $\Lambda$. Figure 7 shows the comparison of new hypertriton lifetime measurement results from ALICE at $\sqrt{s_{NN}} = 5.02$ TeV with previously published results. The new results from ALICE are obtained from the full statistics data of Pb-Pb 5.02 TeV and the $^3\Lambda H$ are reconstructed through the two-body decay $^3\Lambda H \rightarrow ^3He + \pi$. The new ALICE results are consistent with both free $\Lambda$ and world average.

1.6. Summary

In summary, we have presented a selected recent results on particle production from ALICE. The latest results on charged particle multiplicity confirm the violation of scaling of number of participant nucleons. The $\langle p_T \rangle$ of identified hadrons increases with multiplicity for both small and large systems. Mass ordering is observed for heavy-ions but seems to be broken for small systems. The kinetic freeze-out parameters are extracted for small and large
systems. The extracted $\langle \beta_T \rangle$ increases with increasing multiplicity for all systems. At similar multiplicity values, the $\langle \beta_T \rangle$ is larger for small systems. The strangeness enhancement as a function of multiplicity is also observed for the first time in small systems. The short-lived resonance particles yield decreases with increasing multiplicity suggesting re-scattering effect in hadronic phase. The results on spin alignment studies suggest the first experimental observation of spin-orbit coupling in heavy-ion collisions. The latest hypertriton lifetime measurement from ALICE is consistent with free $\Lambda$ and the world average.
2. Study of neutral pion mass in presence of a magnetic field in the linear sigma model coupled to quarks

Aritra Das and Najmul Haque

In the framework of linear sigma model coupled to quark, we calculate the neutral pion mass in the presence of an external arbitrary magnetic field at zero temperature. A non-monotonic behavior of pion mass as a function of magnetic field is found. Existing weak-field result has also been reproduced.

2.1. Introduction

In heavy-ion collisions experiments, a very strong anisotropic magnetic field ($\sim 10^{19}$ Gauss) is generated in peripheral collisions perpendicular to the reaction plane due to the relative motion of the colliding ions [13]. In the interior of dense astrophysical objects like compact stars, magnetars [19] and also in the early universe, magnetic field is also involved. The effects of such magnetic fields on fundamental particles cannot be neglected and the detailed study of the effects on the elementary particles is essential at fundamental levels.

The linear sigma model (LSM) is one of the simplest model in pre-QCD era. It was originally proposed by Gell-Mann and Lévy to study phenomena such as pion-nucleon interaction. The addition of light quarks to the LSM Lagrangian density has given more flexibility to the existing model and it is called linear sigma model coupled to quark (LSMq).

In this proceeding contribution, we discuss the $\pi^0$-mass in the presence of an arbitrary magnetic field using LSMq.

2.2. Linear sigma model coupled to quarks

The Lagrangian of the model is written as

$$L = \underbrace{\frac{1}{2} (\partial_\mu \sigma)^2 + \frac{1}{2} (\partial_\mu \pi)^2 + \frac{a^2}{2} (\sigma^2 + \pi^2) - \frac{\lambda}{4} (\sigma^2 + \pi^2)^2}_{\text{LSM part}} + i \bar{\psi} \gamma^\mu \partial_\mu \psi - g \bar{\psi} (\sigma + i \gamma_5 \tau \cdot \pi) \psi$$

(2)

The charged and neutral pion fields are usually defined as

$$\pi^\pm = \frac{1}{\sqrt{2}} (\pi - i \pi^2), \quad \pi^0 = \pi^3.$$  \hspace{1cm} (3)

$\sigma$ is the sigma meson of LSM, and $\psi$ is the $u, d$ quark doublet as

$$\psi = \begin{pmatrix} u \\ d \end{pmatrix}.$$  \hspace{1cm} (4)

$\tau = (\tau^1, \tau^2, \tau^3)$ represents the Pauli spin matrices; $a^2$ is the mass parameter of the theory and we take $a^2 < 0$ in symmetry unbroken state. Finally, $\lambda$ is the coupling within $\sigma-\sigma, \pi-\pi, \sigma-\pi$; $g$ represents the coupling between degrees of freedom (DOFs) of LSM with that of quarks.
When $a^2 > 0$, the symmetry is broken. After symmetry breaking, the Lagrangian takes the form

$$
\mathcal{L} = \bar{\psi}(i\gamma^\mu \partial_\mu - M_f)\psi + \frac{1}{2}(\partial_\mu \sigma)^2 + \frac{1}{2}(\partial_\mu \pi)^2 - \frac{1}{2}M_\sigma^2 \sigma^2 - \frac{1}{2}M_\pi^2 \pi^2
- g\bar{\psi}(\sigma + ig5\tau \cdot \pi)\psi - V(\sigma, \pi) - V_{\text{tree}}(v),
$$

with

$$
V(\sigma, \pi) = \lambda v(\sigma^2 + \pi^2) + \frac{\lambda}{4}(\sigma^2 + \pi^2)^2,
$$

$$
V_{\text{tree}}(v) = -\frac{1}{2}a^2 v^2 + \frac{1}{4}\lambda v^4.
$$

In unbroken state, the masses of quarks, sigma and three pions are given by

$$
M_f = g v,
$$

$$
M_\sigma^2 = 3\lambda v^2 - a^2,
$$

$$
M_\pi^2 = \lambda v^2 - a^2.
$$

To incorporate non-vanishing pion mass we add a term $\mathcal{L}_{ESB} = \frac{1}{2}m_\pi^2 v(\sigma + v)$ to the Lagrangian density that is obtained after symmetry breaking and as a result the masses are modified to

$$
M_f(v'_0) = g \left(\frac{a^2 + m_\pi^2}{\lambda}\right)^{1/2},
$$

$$
M_\sigma^2(v'_0) = 2a^2 + 3m_\pi^2,
$$

$$
M_\pi^2(v'_0) = m_\pi^2.
$$

2.3. Background magnetic field

We consider a homogeneous, time-independent background magnetic field in $z$-direction as $B = B \hat{z}$ and the corresponding four-potential is $A^\mu = \frac{B}{2}(0, -y, x, 0)$. The four-derivative $\partial_\mu$ is replaced by covariant four-derivative $D_\mu = \partial_\mu + iQ \mathcal{A}_\mu$ for the charged DOFs (quarks and charged pions). Here $Q = q_f$ for quark of flavor $f$ and $Q = e$ for $\pi^\pm$, respectively.

2.4. One-loop pion self-energy

The neutral pion self-energy has the following four contributions:

$$
\Pi(B, P) = \Pi_{f\bar{f}}(B, P) + \Pi_{\pi^\pm}(B) + \Pi_{\pi^0} + \Pi_\sigma.
$$

The one-loop diagram for quark-antiquark contribution $\Pi_{f\bar{f}}(B, P)$ is depicted in Fig. 8, whereas that for charged pion contribution $\Pi_{\pi^\pm}(B)$ is depicted in Fig. 9. Note that for the last two terms [$\Pi_{\pi^0}$ and $\Pi_\sigma$], there are no magnetic corrections as the particles in the loop are chargeless.

2.4.1. Pion to quark-antiquark loop

The expression for the pion self-energy with a quark loop in presence of magnetic field reads

$$
\Pi_{f\bar{f}}(B, P) = i \sum_f g^2 \int \frac{d^4K}{(2\pi)^4} \text{Tr}[\gamma_5 S_f^\beta(K)\gamma_5 S_f^\beta(K - P)],
$$

(11)
where $S^B_f(K)$ is the quark propagator given as

$$iS^B_f(K) = \int_0^\infty ds \exp\left[ is \left( K_\parallel^2 + K_\perp^2 \frac{\tan(|q_f B|s)}{|q_f B|} - M_f^2 + i\epsilon \right) \right]$$

$$\times \left[ (K_\parallel + M_f) \left( 1 + \text{sgn}(q_f B) \tan(|q_f B|s) \gamma^1 \gamma^2 \right) + K_\perp \sec^2(|q_f B|s) \right].$$

(12)

Now, to carry out the loop-momentum integration over $K$, we switch from Minkowski to Euclidean space-time by replacement $k_0 \rightarrow ik_0$ and also with the additional substitution $(s \rightarrow -is, \ t \rightarrow -it)$ as in Ref. [20]. The subscript $E$ represents the momentum components in Euclidean spacetime. Thus, after integration over the four-momentum, the expression for $\Pi_f \bar{f}$ can be written in terms of two proper-time integrations as

$$\Pi_{f \bar{f}}(B, P) = \sum_f \frac{g^2}{4\pi^2} \int_0^\infty ds dt \frac{|q_f B|}{(s + t)} \exp\left[ -M_f^2(s+t) + (p_E^\parallel)^2 \frac{st}{s+t} + (p_E^\parallel)^2 \frac{\sinh(|q_f B|(s+t)) \sinh(|q_f B|t)}{\sinh(|q_f B|(s+t))} \right]$$

$$\times \left[ 1 + M_f^2(s+t) - (p_E^\parallel)^2 \frac{st}{s+t} \right]$$

$$\times \left[ 1 - \frac{(p_E^\perp)^2 \sinh(|q_f B|(s+t)) \sinh(|q_f B|(s+t))}{|q_f B| \sinh(|q_f B|(s+t))} \right].$$

(13)

Figure 8: Feynman diagram for the $\pi^0$ self-energy containing quark-antiquark loop

Figure 9: Feynman diagram for one loop charged pion contribution to the $\pi^0$ self-energy

2.4.2. Charged pion loop  The tadpole diagram, shown in Fig. 9, reads

$$\Pi_{\pi \pm}(B) = \frac{\lambda}{4} \int \frac{d^4K}{(2\pi)^4} iD_B(K).$$

(14)
Charged pion propagator $D_B(K)$ in presence of magnetic field is given by

$$iD_B(K) = \int_0^\infty ds \frac{d}{\cos(|eB|s)} e^{(K^2_1 + K^2_2 \tan(|eB|s) - m^2)}_s. \tag{15}$$

After momentum integration, we are left with the expression of $\Pi_{\pi^\pm}(B)$ given as

$$\Pi_{\pi^\pm}(B) = \lambda \frac{|eB|}{4 \pi^2} \int_0^\infty ds \frac{e^{-sm^2}}{\sinh(|eB|s)}. \tag{16}$$

### 2.5. Pion Mass

We need to solve the equation

$$p_0^2 - |p|^2 - m^2_{\pi} - \text{Re}[I(B,P)] = 0 \tag{17}$$

in the limit $p \to 0$ and $p_0 = M_{\pi}(B)$ to obtain modified pion mass $M_{\pi}(B)$. The self-energy of $\pi^0$ has four contributions out of which $I_{\Pi_f}(B,P)$ and $I_{\pi^\pm}(B)$ will contribute to magnetic field correction as mentioned in Eq. (10). The total self-energy $I(B,p_0,p = 0)$ can be written as

$$I(B,p_0) = \sum_f \frac{g^2}{4 \pi^2} \int_0^\infty ds dt \frac{|q_fB|}{(s+t)} e^{-(s+t)M^2_{\pi} - \frac{t}{s+t}(p^2_E)} \times \left[ \frac{1 + M_f^2(s+t) - \frac{st}{s+t}(p^2_E)}{(s+t)\tanh(|q_fB|(s+t))} - \frac{|q_fB|}{\sinh^2(|q_fB|(s+t))} - \frac{M_f^2(s+t) - \frac{st}{s+t}(p^2_E)}{|q_fB|(s+t)^2} \right] + \lambda \frac{1}{4 \pi^2} \int_0^\infty ds \frac{e^{-sm^2}}{s} \left[ \frac{|eB|}{\sinh(|eB|s)} - \frac{1}{s} \right]. \tag{18}$$

We can make a variable change from $(s,t)$ to $(u,v)$ \([20,21]\) in Eq. (18) as

$$s = \frac{1}{2} u(1 - v), \quad t = \frac{1}{2} u(1 + v). \tag{19}$$

This leads Eq. (17) to

$$M^2_{\pi}(B) = (v'_0)^2 \lambda - a^2 - \sum_f \frac{g^2}{4 \pi^2} \int_0^1 dv \int_0^1 du \frac{|q_fB|}{2} e^{-u|f| - \frac{u}{2}(1 - v^2)M^2_{\pi}(B)} \times \left[ \frac{1 + uM_f^2 + \frac{1}{4}u(1 - v^2)M^2_{\pi}(B)}{u \tanh(|q_fB|u)} - \frac{|q_fB|}{\sinh^2(|q_fB|u)} \right] - \frac{M_f^2 + \frac{1}{4}(1 - v^2)M^2_{\pi}(B)}{u} - \lambda \frac{1}{4 \pi^2} \int_0^\infty du \frac{e^{-um^2}}{u} \left[ \frac{|eB|}{\sinh(|eB|u)} - \frac{1}{u} \right]. \tag{20}$$

Equation (20) for the magnetic-field dependent neutral pion mass is incomplete; one also needs to incorporate the one-loop magnetic-field correction to the boson self-coupling $\lambda$, the fermion coupling $g$ and the minimum of the potential $v'_0$. 

---

*Recent progresses in the ‘Dynamics of QCD Matter’*
Now, the effective fermion mass becomes
\[ M_{f,\text{eff}} = g_{\text{eff}} v_0^B, \]  
where \( g_{\text{eff}} \) represents magnetic field dependent one-loop effective fermion vertex whereas \( v_0^B \) is the the magnetic-field-dependent minimum of the potential after symmetry breaking.

Using Eq. (21) and replacing \( g_{\text{eff}} \) with the other effective quantities, Eq. (20) becomes
\[
M_{\pi}(B) = (v_0^B)^2 \frac{\lambda_{\text{eff}}}{2} - \sum_f \int_{-1}^{1} du \int_{0}^{\infty} dv \frac{|q_f B| M_{f,\text{eff}}^2}{2 e^{-u|M_{f,\text{eff}}^2 - \frac{1}{4}(1-v^2)M_{\pi}^2(B)|}} \times \left( 1 + u M_f^2 + \frac{1}{4} u (1-v^2) M_{\pi}^2(B) \right) \frac{1}{u \tanh(|q_f B|u)} - \frac{|q_f B|}{\sinh^2(|q_f B|u)} - \frac{M_{f,\text{eff}}^2 + \frac{1}{4} (1-v^2) M_{\pi}^2(B)}{u} \right) - \lambda_{\text{eff}} \int_{0}^{\infty} du e^{-um_{\pi}^2} \left( \frac{|eB|}{\sinh(|eB|u)} - \frac{1}{u} \right). \]  

The expression of effective self-coupling (\( \lambda_{\text{eff}} \)) can be obtained from the following vertex diagrams.

![Figure 10: One-loop corrections to the self-coupling \( \lambda \). The dashed line denotes \( \pi^0 \), double line denotes \( \pi^\pm \), dashed-dotted line denotes \( \sigma \)-meson.](image)

The effective self-coupling \( \lambda_{\text{eff}} \) to one-loop order is obtained from Fig. 10 as
\[
\lambda_{\text{eff}} = \lambda + \frac{3 \lambda^2}{8 \pi^2} \int_{-1}^{1} dv \int_{0}^{\infty} du e^{-u|m_{\pi}^2 + \frac{1}{4}(1-v^2)p_{\pi}^0|^2} \times \left( \frac{|eB|}{2 \sinh(|eB|u)} - \frac{1}{2u} \right). \]  

The other effective magnetic-field-dependent quantities, namely, \( v_0^B \) and \( M_{f,\text{eff}} \) can be found in appendices of Ref. [22].

Solving Eq. (22) numerically, we get \( \pi^0 \) mass as shown in Fig. 11 in which a non-monotonic behavior with magnetic field is observed [22]. It decreases with increasing magnetic field at weak magnetic field [23] but in large values of magnetic field it starts to increase.

2.6. Conclusion and outlook

In conclusion, we have studied effect of external magnetic field to the mass of the neutral pion mass under the framework of LSMq. The calculation is performed taking into account one-loop self-coupling of pions \( \lambda_{\text{eff}} \), one-loop effective fermion mass \( M_{f,\text{eff}} \) and one-loop effective
minimum of the potential \( V_B \). When the strength of magnetic field is increased, we get a non-monotonic behavior. Our result also qualitatively agrees with LQCD studies as in Ref. [24] up to a moderate strength of the magnetic field. Looking to the future the present calculation can be extended to the case of astrophysical objects where the baryon density and also the magnetic field are very high. Nevertheless, using LSMq model, we can qualitatively capture essential features that is obtained by much more involving and rigorous studies.

Figure 11: Figure shows magnetic field dependence of neutral pion mass for a fixed \( m_\sigma = 0.45 \) GeV with \( m_\pi = 0.125, 0.140, 0.160, 0.180 \) GeV (left panel) and for a fixed \( m_\pi = 0.14 \) GeV with \( m_\pi = 0.40, 0.45, 0.50, 0.55 \) GeV (right panel).
3. Color dipole distribution at small transverse momentum

Mariyah Siddiqah, Nahid Vasim, Khatiza Banu, Raktim Abir, Trambak Bhattacharyya

We derive analytical results for unintegrated color dipole gluon distribution function at small transverse momentum in the form of a series of Bells polynomials. Interestingly, when resumming the series in leading log accuracy, the results showing up striking similarity with the Sudakov form factor with role play of coupling is being done by a constant that stems from the saddle point condition along the saturation line.

3.1. Introduction

Parton distribution function (PDF) encodes the nonperturbative structure of hadrons by providing information about the probability distribution of partons with longitudinal momentum fraction $x$ at some resolution scale $Q^2$ inside the hadron or nucleus. PDFs are the source of attraction for numerous dedicated experimental and theoretical efforts. PDFs are universal as they can be extracted from one experiment and used in some other scattering process at some other resolution scale. They play a central role in QCD predictions.

In order to know transverse momentum distribution of quarks and gluons inside the hadron/nucleus it is necessary to consider some other distribution function. In this context Transverse momentum dependent (TMDs) parton distributions or unintegrated parton distribution (UPDFs) functions are objects of interest. They not only provide the information about the longitudinal momentum distributions but also gives the information about the transverse momentum distributions of partons within the hadron/nucleus. Thus providing a more detailed information on the internal structure of protons [25].

TMDs have recently attracted a huge amount of interest and are fully investigated at the current and future facilities including JLAB 12 GeV upgrade, RHIC and planned electron-ion collider (EIC). Recently unpolarised quark TMD from global data analysis has been extracted from the TMD factorised formulas derived from the semi-inclusive deep inelastic scattering and Drell-Yan and Z-boson production in proton-proton (pp) collisions.

The deep inelastic scattering experiments at HERA also provide intense indications that there exists a novel, yet unexplored, saturation regime in high energy limit of QCD which corresponds the small values of Bjorken-$x$. In this regime the gluon cascade occupy all the phase space available to them to such an extent that the fusion of newly emitted gluons starts, leading to the gluon saturation. A dynamical scale gets generated due to this QCD self regulation mechanism known as saturation scale $Q_s$ [26]. At this scale the gluon splitting balances gluon recombination.

In last few years lot of efforts have been done in connecting TMDs and small-$x$ saturation physics. Like PDFs, TMDs are also non-perturbative quantities and can be extracted from experiment using the same factorization approach but they are not universal as their operator definitions are process dependent. This process dependence of UPDFs is related to different choices of gauge links. The future and past gauge links correspond to final and initial state
Recent progresses in the ‘Dynamics of QCD Matter’

interactions, respectively. Depending on these gauge links there are various UPDFs, but only two of them are universal and all other more complicated UPDFs can be seen as the convolution of these two gluon distribution functions \[27\]. The two different UPDFs are: Weizsäcker-Williams (WW) gluon distribution and dipole gluon (DP) distribution function \[27,30\].

3.2. Gluon distributions

Weizsäcker-Williams gluon distribution can be directly probed in the quark-anti-quark jet correlation in deep inelastic scattering while the dipole gluon distribution can be probed in the direct photon-jet correlation in pA collisions. In the light-cone gauge with the proper boundary conditions the gauge links in the definition of WW gluon distribution disappears completely, indicating that WW gluon distribution can be interpreted as the genuine gluon density. While as on the other hand, the dipole gluon distribution does not have any such interpretation as the gauge link dependence always remains in its definition, thus it is defined as the the Fourier transform of the color dipoles.

The operator definition of Weizsäcker-Williams gluon distribution is,

\[
xG^{WW}(x, k_\perp) = 2 \int \frac{d\xi^- d^2\xi_\perp}{(2\pi)^3 P^+} e^{i x\cdot P + i k_\perp \cdot \xi_\perp} \langle P | Tr [ F^{+i}(\xi^- , \xi_\perp) U^{[+i]^\dagger} F^{+i}(0,0) U^{[+i]} ] | P \rangle,
\]

whereas the operator definition of color dipole gluon distribution in the fundamental representation is,

\[
xG^{DP}(x, k_\perp) = 2 \int \frac{d\xi^- d^2\xi_\perp}{(2\pi)^3 P^+} e^{i x\cdot P + i k_\perp \cdot \xi_\perp} \langle P | Tr [ F^{+i}(\xi^- , \xi_\perp) U^{[-i]^\dagger} F^{+i}(0,0) U^{[+i]} ] | P \rangle.
\]

In both the definitions \(F^{\mu\nu}\) is gluon field strength tensor \(F^{\mu\nu}_a\) and the gauge links involved are,

\[
\mathcal{U}^{[+]} = U^n \left[ 0^-, 0_\perp; \infty^-, 0_\perp \right] U^f \left[ \infty^-, 0_\perp; \infty^-, \infty_\perp \right]
\]

\[
U^n \left[ \infty^-, \infty_\perp; 0^-, 0_\perp \right] U^f \left[ \infty^-, \infty_\perp; \infty^-, \infty_\perp \right],
\]

\[
\mathcal{U}^{[-]} = U^n \left[ 0^-, 0_\perp; -\infty^-, 0_\perp \right] U^f \left[ -\infty^-, 0_\perp; -\infty^-, \infty_\perp \right]
\]

\[
U^n \left[ -\infty^-, \infty_\perp; -\infty^-, \infty_\perp \right] U^f \left[ -\infty^-, \infty_\perp; \infty^-, \infty_\perp \right],
\]

where the longitudinal \((U^n)\) and transverse \((U^f)\) gauge links are defined as,

\[
U^n \left[ a^-, x_\perp; b^-, x_\perp \right] = \mathcal{P} \exp \left[ ig \int_{a^-}^{b^-} dx^- A^+(0, x^- , x_\perp) \right],
\]

\[
U^f \left[ x^-, a_\perp; x^-, b_\perp \right] = \mathcal{P} \exp \left[ ig \int_{a_\perp}^{b_\perp} dx_\perp A_+(0, x^- , x_\perp) \right].
\]
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Figure 12: The unintegrated dipole gluon distribution $xG^{DP}(r_\perp, Y)$ plotted as function of $\xi = k_\perp / Q_s(Y)$ for nucleus of typical radius $\sim 7$ fm at $\alpha_s \sim 0.1$. The tail of the green curve, has been tweaked by scaling down to match at $\xi = 1$, about to follow power law fall.

Both these gluon distributions in the McLerran-Venugopalan model for a larger nucleus shows a dramatic behaviour as a function of $k_\perp$. For the larger values of $k_\perp$, both the WW gluon distribution and DP gluon distribution is proportional to $Q_s^2 / k_\perp^2$ while at smaller values of $k_\perp$ WW gluon distribution is proportional to $\ln Q_s^2 / k_\perp^2$ and DP gluon distribution is proportional to $k_\perp^2$.

3.3. Results and discussions

Recently we have derived the analytical results of color dipole distribution function at small transverse momentum in series of Bells polynomial [31]. We consider the Levin-Tuchin (LT) solution [32, 33] of the leading order Balitsky Kovchegov equation in the black disc limit. Interestingly, when resuming the series in leading log accuracy, the results showing up striking similarity with the Sudakov form factor with role play of coupling is being done by a constant ($\tau = 0.2$) that stems from the saddle point condition along the saturation line. The key result of our study, unintegrated dipole gluon distribution at small transverse momentum, is as follows,

$$xG^{DP}(x, k_\perp) \approx -\frac{S_\perp N_c \tau}{\pi^3 \alpha_s} \ln \left( \frac{k_\perp^2}{4Q_s^2} \right) \exp \left[ -\tau \ln^2 \left( \frac{k_\perp^2}{4Q_s^2} \right) \right]$$

The result (as shown in Fig. [12]) indicates that at small transverse momentum, $xG^{DP}(x, k_\perp)$is not actually proportional to $k_\perp^2$ as previously anticipated, rather it is proportional to $\ln(k_\perp^2/4Q_s^2)$ times the double log soft factor.
4. Viscous coefficients and thermal conductivity of a $\pi KN$ gas mixture in the medium

Pallavi Kalikotay, Nilanjan Chaudhuri, Snigdha Ghosh, Utsab Gangopadhyaya, Sourav Sarkar

The temperature and density dependence of the relaxation times, thermal conductivity, shear viscosity and bulk viscosity for a hot and dense gas consisting of pions, kaons and nucleons have been evaluated in the kinetic theory approach. The in-medium cross-sections for $\pi\pi$, $\pi K$ and $\pi N$ scatterings were obtained by using complete propagators for the exchanged $\rho$, $\sigma$, $K^*$ and $A$ excitations derived using thermal field theoretic techniques. Significant deviations have been observed when compared with corresponding calculations using vacuum cross-sections usually employed in the literature. The value of the specific shear viscosity $\eta/s$ is found to agree well with available estimates.

4.1. Introduction

The effects of dissipation on the dynamical evolution of matter produced in relativistic heavy ion collisions have been a much discussed topic in recent times. Dissipative phenomena are generally studied by considering small deviations from equilibrium at the microscopic level. Transport coefficients such as shear and bulk viscosity and thermal conductivity are estimated considering the transport of momenta and heat among the constituents. Collisions among constituents are responsible for the transport of momenta, heat etc. within the system and so the scattering cross-section is the principal dynamical input in transport equations where it appears in the collision integral. It is thus necessary that the relaxation time which quantifies the time scale of approach to equilibrium should be evaluated using in-medium scattering cross-sections in order to obtain a more realistic estimate of the transport coefficients. We have considered a hadron gas mixture consisting of Pions- the most abundant hadron gas produced in HIC, Kaons- the next abundant species and Nucleons - for introducing finite baryon density.

Using the kinetic theory approach the expressions for thermal conductivity $\lambda$, shear viscosity $\eta$ and bulk viscosity $\zeta$ is found to be

$$\lambda = \frac{1}{3T^2} \sum_{k=1}^{N} \int \frac{d^3 p_k}{(2\pi)^3} \frac{g_k \tau_k}{E_k^2} p_k^2 (p_k^\nu u_\nu - h_k) f_k^{(0)}(1 \pm f_k^{(0)}),$$

$$\eta = \frac{1}{15T} \sum_{k=1}^{N} \int \frac{d^3 p_k}{(2\pi)^3} \frac{g_k \tau_k}{E_{p_k}^2} |\vec{p}_{k}|^4 f_k^{(0)}(1 \pm f_k^{(0)}),$$

$$\zeta = \frac{1}{T} \sum_{k=1}^{N} \int \frac{d^3 p_k}{(2\pi)^3} \frac{g_k \tau_k}{E_{p_k}^2} Q_k^2 f_k^{(0)}(1 \pm f_k^{(0)}).$$

We will now start to discuss the results of our work. Fig.13 shows the elastic scattering cross sections for $\pi\pi \rightarrow \pi\pi$, $\pi N \rightarrow \pi N$ and $\pi K \rightarrow \pi K$. The thermal medium has the effect of suppressing the cross section at the resonance energy, which shows to be about 50 – 70% at $T = 160$ MeV.
Figure 13: The (a) $\pi\pi \rightarrow \pi\pi$, (b) $\pi N \rightarrow \pi N$ and (c) $\pi K \rightarrow \pi K$ elastic scattering cross section as a function of centre of mass energy compared among experiment, vacuum and medium corresponds to $T = 160$ MeV and $\mu_N = 200$ MeV. Experimental data have been taken from Ref. [34].

We have calculated all the results for three different set of values of pion, nucleon and kaon chemical potential, the choice of these sets have been tabulated below.

| Chemical potential | $\mu_{\pi}$ | $\mu_k$ | $\mu_N$ |
|--------------------|-------------|---------|---------|
| Set 1              | 0           | 0       | 0       |
| Set 2              | 50          | 100     | 200     |
| Set 3              | 100         | 200     | 500     |

Figure 14: Momentum averaged relaxation time of pions, nucleons and kaons in a pion-nucleon-kaon hadronic gas as function of temperature for (a) Set 1, (b) Set 2 and (c) Set 3 of chemical potentials of individual components and as function of baryonic density at $T = 160$ MeV for (d) $\mu_{\pi} = 0$, $\mu_K = 0$ (e) $\mu_{\pi} = 50$ MeV, $\mu_K = 100$ MeV (f) $\mu_{\pi} = 100$ MeV, $\mu_K = 200$ MeV

Fig. 14 shows the average relaxation times of $\pi$, $K$ and $N$ in $\pi KN$ system as a function of temperature and baryon chemical potential. With the increase in temperature number density of the system increases. As relaxation time is inversely related to number density
of the system hence relaxation time decreases with increase in temperature. Also with the increase of temperature cross section (in-medium cross section) gets supressed as shown in Fig.(13) hence the magnitude of relaxation time increases when baryonic density increases the number of particle available for collision increases hence the system relaxes faster. This explains the decreasing relaxation time with increase in baryonic chemical potential.

4.2. Thermal conductivity

Figure 15: $\lambda/T^2$ as a function of temperature for different set of chemical potential of individual components. (a) Set 1, (b) Set 2 and (c) Set 3.

Plot of $\lambda/T^2$ as a function of temperature is shown for different sets of chemical potential in Fig.(15). The figure shows a decrease in its magnitude with the increase of temperature. The decrease in relaxation time with increase of temperature causes $\lambda/T^2$ to decrease with temperature. The medium effects increases the magnitude of $\lambda/T^2$. The increasing chemical potential causes $\lambda/T^2$ to decrease which is because of the increase in relaxation time brought down by the increase in density of nucleons and kaons.

Figure 16: Shear viscosity($\eta$) and Specific shear viscosity($\eta/s$) vs Temperature (T) for a pion-kaon-nucleon hadronic gas for different set of chemical potential of individual components with and without including medium effects.
Variation of $\eta$ and $\eta/s$ with temperature is shown in Fig. (16). Plots (a), (b) and (c) shows increase in $\eta$ with increase in temperature which is due to the increase in density. $\eta/s$ decreases with increase in temperature due to the increase in entropy density with increase in temperature. Entropy density increases with increase in chemical potential thus decreasing $\eta/s$. Here $\eta/s$ respects the KSS bound. Due to the medium effects both $\eta$ and $\eta/s$ increases in magnitude.

Figure 17: Bulk viscosity($\zeta$) and its entropy ratio ($\zeta/s$) vs temperature ($T$) for different set of chemical potentials with and without including medium effects.

Fig. (17) shows plot of $\zeta$ and $\zeta/s$ with temperature. The trend in the plots can be explained in similar lines done for $\eta$ and $\eta/s$. The medium effects are visible here as well.

Figure 18: Shear viscosity to entropy density ration ($\eta/s$) as a function of temperature and nucleon chemical potential at $\mu_\pi = \mu_K = 0$ with (a) vacuum and (b) in-medium cross sections. Bulk viscosity to entropy density ratio ($\zeta/s$) as a function of temperature and nucleon chemical potential at $\mu_\pi = \mu_K = 0$ with (c) vacuum and (d) in-medium cross sections.

Variation of $\eta/s$ and $\zeta/s$ with temperature and baryon chemical potential has been studied using both vacuum and in-medium cross sections for $\mu_\pi = 0$ and $\mu_K = 0$ in Fig. (18). It is seen from the figure that $\eta/s$ decreases with increasing $\mu_N$ whereas $\zeta/s$ increases with increase in $\mu_N$. 
Figure 19: The result obtained in this paper compared to various data of the specific shear viscosity $\eta/s$ as a function of temperature available in the literature. A line of KSS bound has been drawn as a reference.

Fig. (19) shows the comparison of $\eta/s$ from our work with other datas in literature. From the figure we see that our results are well within the range. We also found that $\eta/s$ calculated for $\mu_\pi = 0$, $\mu_K = 0$ and $\mu_N = 0$ shows a good agreement with the data obtained by [35].

4.3. Summary and Discussions

In this work we have considered a hot and dense hadronic gas mixture consisting of pions, kaons and nucleons which are the most important components of the system produced during the later stages of heavy ion collisions. We have endeavored to present a systematic study of the relaxation times, viscous coefficients and thermal conductivity for a system consisting only of pions, a system of pions and kaons and finally for a pion-kaon-nucleon system using the Boltzmann transport equation which has been linearised using the Enskog expansion. The key ingredient is the use of in-medium cross-sections which were obtained using one-loop corrected thermal propagators in the matrix elements for $\pi\pi$, $\pi K$ and $\pi N$ scattering. The suppression of the in-medium cross-sections at finite temperature and density were reflected in the enhancement of relaxation times. This in turn results in a significant modification of the temperature dependence of the viscous coefficients. In particular, the value of $\eta/s$ in the medium was found to be in good agreement with those found in the literature. These results may have significant effects on the evolution of the hot/dense hadronic matter produced in the later stages of heavy ion collisions.
5. Higgs propagation in Quark Gluon Plasma

Sarthak Satapathy, Sabyasachi Ghosh, Santosh K. Das, Ralf Rapp, Nihar R. Sahoo

We are studying the properties of Higgs boson in the quark gluon plasma (QGP). From the Higgs-quark interaction Lagrangian density, we calculate the Higgs decays into quark and anti-quark, which shows a dominant on-shell contribution in the bottom-quark channel. A large thermal suppression of the in-medium correction to the Higgs width is found in a straightforward thermal-field theory calculation. Alternatively, an operator product expansion has been adopted in a recent calculation In the present project we aim at building a unified picture, including both decay and scattering diagrams, thereby also being able to include the impact of non-equilibrium effects. In the future, these interactions will be implemented into transport simulations to estimate the nuclear suppression factor of Higgs in QGP as formed in high-energy collisions of heavy nuclei.

5.1. Introduction

In the standard model, the Higgs boson, whose mass is measured at around 125 GeV [36], has a very small decay width of about 4 MeV. With respect to typical typical tie scales in Quantum Chromodynamics (QCD) $\sim 1$ fm/c, the mean life-time of the Higgs (50 fm/c) is quite large, whereas the lifetime of the quark gluon plasma (QGP) created in ultrarelativistic heavy-ion collisions is about 10 fm/c. This leads to a rather intriguing hierarchy of time scales for the interaction of the Higgs in the medium formed in heavy-ion collision. Indeed, it has been conjectured as a possibly relevant topic in the discussion of the Future Circular Collider (FCC), where these interactions might have non-negligible consequences. Inspired by recent work on Higgs boson suppression in the QGP [37] and on its thermal width [38], we are interested in finite-temperature calculation of the Higgs boson spectral function and its phenomenological connections.

In the following section (5.2), we will first carry out a quantum field-theoretical calculation of Higgs boson decay width through quark anti-quark channels and confirm that a straightforward application gives almost no width enhancement relative to the vacuum. We will then discuss an alternative calculation of the thermal width correction calculation through the operator product expansion (OPE) methodology as well as a study of thermal scattering and suppression of Higgs in QGP, following the lines of Ref. [38]. In Sec. (5.3) we give a brief summary an indicate a future strategy of our ongoing work.

5.2. Framework and Discussion

The particles in the standard model acquire mass through the Higgs mechanism. The carriers of the weak interactions are the $W^\pm$ and $Z^0$ bosons, which is a $SU(2)$ gauge theory, and the electromagnetic interactions is carried by the photon($\gamma$), which is a $U(1)$ gauge theory. Electromagnetic and weak interactions are unified within a $SU(2)_L \times U(1)_Y$ symmetry to form the Electroweak theory. In addition to this, the standard model contains the strong interactions
mediated by gluons which are based on a $SU(3)$ gauge theory, QCD. Thus the complete gauge group of the standard model is $SU(3) \times SU(2) \times U(1)$.

Spontaneous symmetry breaking is the essence governing Higgs mechanism which is triggered by a mexican-hat potential for a complex scalar field theory as shown in Fig. 20. The Electroweak Lagrangian is constructed to allow for the Higgs mechanism giving rise to interaction terms fermions and bosons with a Higgs field.

Here we are interested in Higgs boson’s coupling to particles in the QCD sector. The interaction Lagrangian term for Higgs decaying to quark and anti-quark is given by

$$L_{Hq\bar{q}} = -\frac{m_q H \psi_q \bar{\psi}_q}{v},$$  

(28)

where $v = 246$ GeV is the vacuum expectation value of the Higgs field and $m_q$ is the bare mass of the various quarks. To calculate Higgs decay width in vacuum, we evaluate the quark-anti-quark loop diagram of Higgs boson, given by

$$\Pi(q) = \int \frac{d^4q}{(2\pi)^4} L(k,q)D_kD_{k-q},$$  

(29)

where

$$L(k,q) = \left(\frac{-im_q}{v}\right)^2 Tr[(k + m)(k - \phi + m)]$$

$$= -\frac{4m_q^2}{v^2} \left[k^2 - \frac{q^2}{2} + m^2\right]$$  

(30)

and $D_k, D_{k-q}$ are the scalar terms of the fermionic propagator given by

$$D_{k,k-q} = \frac{1}{(k,k-q)^2 - m_q^2}.$$  

(31)

The decay width $\Gamma_H$ can be obtained from imaginary part of the vacuum self-energy,

$$\Gamma(q) = \frac{Im\Pi(q)}{q} = N_c \frac{m_q^2 q}{8\pi v^2} \left[1 - \frac{4m_q^2}{q^2}\right]^{3/2},$$  

(32)

where $q$ is the 4-momentum of Higgs boson and $N_c$ is color degeneracy factor.
The off-mass shell distributions of the Higgs boson decay widths $\Gamma_{b\bar{b}}$ and $\Gamma_{c\bar{c}}$ for charm- and bottom-quark decay channels are shown in Fig. (21), where their unitarity cut thresholds of $2m_c$ and $2m_b$ can be seen very distinctly. The dotted vertical line indicates the pole mass of the Higgs, which marks the on-shell values of $\Gamma_{b\bar{b}}$ and $\Gamma_{c\bar{c}}$, where former is the dominant contribution with a value of approximately 4 MeV. The light-quark channels are rather suppressed, by factors of $\frac{m_u^2}{m_b^2}$; the quark masses are the bare ones, with $m_{u,d} \approx 5$ MeV, much smaller than heavy quark masses $m_{c,b}$ (recall that, while the phase space is ultrelativistic in all cases, the respective coupling constants are proportional to the masses).

The thermal corrections to the decay of Higgs boson are given by the expression of the finite-temperatures self-energies,

$$\text{Im}(\Pi_T) = \frac{m_q^2 q^2}{8 \pi v^2 |q|^2} \left[ 1 - \frac{4m_q^2}{q^2} \left( \frac{1}{\beta} \ln \left[ \frac{e^{\beta(\omega^+ - \mu)} - 1}{e^{\beta(\omega^- - \mu)} - 1} \right] + \frac{1}{\beta} \ln \left[ \frac{e^{\beta(\omega^- + \mu)} + 1}{e^{\beta(\omega^+ + \mu)} + 1} \right] \right) \right]$$

where $\omega_{k}^\pm = \frac{1}{2}[q_0 \pm |\vec{q}|]$. These corrections are very small compared to the vacuum decay width because of the $v^2$ term figures in the denominator and the large $M_H$ value figures in the logarithmic term in Eq. (33) and thus is contributes rather little.

A non-trivial evaluation of the decay of Higgs to quarks and gluons in a hot QCD medium has recently been recently in Ref. [38] using an alternative technique – the operator product expansion(OPE). Pioneering work in Ref. [39] has utilized the use OPE technique [40, 41] to study the asymptotic behavior of different spectral functions and stress-energy tensors at finite temperature in the high-energy time-like region, $\omega >> T$, and their thermal corrections in Euclidean Yang-Mills theory. The Euclidean current-current correlator relates the spectral function with the Euclidean Green’s function. Thermal corrections to the decay rate depend on thermal corrections to the spectral function [39, 42, 43]. Reference [38] makes use of the technique of Ref. [39] for obtaining a pertinent result for the Higgs boson. The Euclidean OPE coefficients are calculated by taking the Euclidean current-current correlator given by

$$G_E(q) = \int d^4x e^{-iqx}\left\langle J(x)J(0) \right\rangle,$$  \hspace{1cm} (34)
The dispersion relation which relates Euclidean green’s function to the spectral function is \[ G_E(q_E) = P(q_E) + \int_{-\infty}^{+\infty} \frac{d\omega}{(2\pi)(\omega - iq_E)} \rho_J(\omega), \] (35)
whose bulk channel is useful for calculating decay widths, as has been done for the problem at hand in Ref. [38]. The asymptotic expansion of \( \rho_J(K) \) for large time-like \( K \) has then been obtained from matching term-by-term to the OPE of \( G_E(q_E) \) for large space-like \( q_E \).

Leading thermal corrections to spectral functions in QCD are proportional to \( T^4 \), which is a standard result in perturbative QCD. To apply OPE one has to then distinguish the kinematic regions based on the validity of the OPE technique. A detailed analysis of OPE applied to the Higgs in the QGP has been carried out in Ref. [38], and the thermal correction to the decay width of Higgs to quark and anti-quark pairs (in particular bottom) has been obtained as
\[
\delta \Gamma_{H \to b\bar{b}} = -\Gamma_{\text{vac}} H \to b\bar{b} \alpha_s \frac{T^4}{m_H^4} \frac{128\pi^3}{135},
\]
(36)
where \( \Gamma_{\text{vac}} H \to b\bar{b} \approx N_c \frac{m_H^2}{8\pi v^2} \) is the on-shell vacuum decay width of Higgs the boson to bottom quarks by ignoring the multiplicative factor of \( \left(1 - \frac{m_b^2}{m_H^2}\right)^{3/2} \). For all partial decay widths into \( q\bar{q} \) pairs the thermal is a \( \mathcal{O}(\alpha_s T^4 m_H^4) \) correction to the vacuum decay width.

In another recent work [37] on the interactions of Higgs in quark-gluon matter, the scattering amplitude is employed for estimating the Higgs adsorption in QGP. Here, the cross-sections for Higgs-parton scattering has been analyzed and reproduced by a power-law fit of the form
\[
\sigma_{Hgg}(\sqrt{s}) = K A(\mu_b)(\sqrt{s} - m_H/[\text{GeV}])^{-n},
\]
(37)
with an amplitude \( A = 2\mu_b \) and \( n = 3 \). They have taken a \( K = 3 \) factor to map higher order corrections in Higgs-parton scattering. This has been obtained through \( N^3 LO/LO \) ratio of the \( gg \to H + X \) production cross-section, featuring the same diagrams. They have made use of thermal mass prescriptions for partons in medium giving finite Higgs-parton scattering ratio of the order of \( \mu_b \). By using this in-medium cross-section, they obtain a non-negligible suppression of Higgs in QGP. However, when also including virtual corrections, they find a large cancellation which results in an essentially negligible final result compatible with that of Ref. [38].

5.3. Summary and Future Plan

In the present article we have first given a brief survey of the Higgs boson connection to the quark-gluon plasma. Starting with the spontaneous symmetry breaking mechanism of the standard-model Mexican-hat potential within the QCD sector, our interest has been focused on the Higgs coupling to quarks as described by the interaction Lagrangian density. After illustrating the off-shell mass distribution function of Higgs boson going to quark and anti-quark decay channels in vacuum, we have addressed its thermal-field theoretical correction,
which turns out to be very small. This is in line with previous works by Ghiglieri and Wiedemann adopting an operator product expansion methodology, and by d’Enterria and Loizides using a fitted cross section including virtual corrections. Based on these existing investigations, we have attempted a unified description, which includes both decay and scattering both diagrams, as a work in progress. Realizing the suppressed thermal correction, we also plan to develop a non-equilibrium spectral function of Higgs from QGP via an intermediate non-equilibrium mechanism of diffusing heavy quarks, whose number in heavy-ion collisions is usually much larger then the equilibrium value. The rough sketch would be to obtain non-equilibrium Higgs properties from non-equilibrium heavy quarks in an equilibrium light-quark and gluon bath. After developing the spectral form, our next step is to implement it into a transport approach for revisiting the nuclear suppression factor of the Higgs in heavy-ion collisions.
6. Anisotropic pressure of deconfined Hot QCD matter in presence of strong magnetic field within one loop approximation

Ritesh Ghosh, Bithika Karmakar, Aritra Bandyopadhyay, Najmul Haque, Munshi G. Mustafa

We constructed general structure of fermion self-energy in strong magnetic field and obtained dispersion relation by calculating one loop fermion self-energy. We obtained analytic expression for anisotropic pressure and magnetization of a strongly magnetized hot QCD matter created in heavy-ion collisions considering the general structure of the two point functions of both quarks and gluons (within one-loop approximation) using hard thermal loop approximation for the heat bath. The obtained anisotropic pressure may be useful for a magnetohydrodynamics description of a hot and dense deconfined QCD matter produced in heavy-ion collisions.

6.1. Introduction

A new hot and dense state of quarks and gluons is created in relativistic heavy ion collisions (HIC) in RHIC at BNL and LHC at CERN in recent times. This new state known as QGP can be explained by non-abelian gauge theory of QCD which is the theory of strong interaction of quarks and gluons. This theory explains a phase transition from confined state in low energy to deconfined state of quarks and gluons (QGP) in high energy. It is believed that such QGP state was created in early universe after few microseconds of big bang and exists in core of neutron star where matter density is much higher than normal matter density. Upcoming experiments are to be performed in FAIR at GSI and NICA at Dubna to explore more. In recent years study of non-central collisions says that high magnetic field can be generated in direction perpendicular to reaction plane due to the spectator particles [44]. Strength of magnetic field decreases very fast from \( (30-10) \frac{m_{\pi}^2}{\pi^2} \) to \( (1-2) \frac{m_{\pi}^2}{\pi^2} \) in about \( (4-5) \text{ fm/c} \) [45]. So one can work in two different regions: one is strong magnetic field limit \( (q_f B > T^2) \) and other is weak magnetic field limit \( (q_f B < T^2) \).

As EoS has phenomenological importance for studying hot and dense QCD matter we computed the EoS within the strong limit. We work in lowest Landau levels (LLL) with scale hierarchy \( (q_f B > T^2 > m_f^2) \) as in strong field limit magnetic field pushes the higher Landau levels (HLL) to infinity compared to LLL [46].

6.2. Quarks in strong magnetic field

6.2.1. General structure

Presence of heat bath breaks the Lorentz (boost) invariance, whereas the presence of magnetic field breaks the rotational invariance of the system. So one needs to construct a manifestly covariant structure of the self-energy. We have external fermion momentum \( p^\mu \). We have worked in rest frame of heat bath \( u^\mu = (1,0,0,0) \). As we are considering non-central HIC, we are taking background magnetic field in z-direction \( n_\mu = \frac{1}{2\pi^2} \epsilon_{\mu\nu\rho\lambda} u^\nu F^\rho\lambda = (0,0,0,1) \), where \( F^{\mu\nu} \) is the electromagnetic field tensor.

The fermion self-energy is a 4×4 matrix as well as Lorentz scalar. General structure should be made of basis matrices \( \{I, \gamma_\mu, \gamma_5, \gamma_\mu \gamma_5, \sigma_{\mu\nu}\} \). As we are working in strong magnetic
field limit \(q_f B \gg T^2\), we confine ourselves in LLL where transverse component of fermion momentum \(P_\perp = 0\). General structure of fermion self-energy in LLL can be written as \(^{47}\)

\[
\Sigma(p_0, p_3) = a\Phi + b\Phi + c\gamma_5\Phi + d\gamma_5\Phi,
\]

where

\[
a = \frac{1}{4} \text{Tr}[\Sigma\Phi], \quad b = -\frac{1}{4} \text{Tr}[\Sigma\Phi],
\]

\[
c = \frac{1}{4} \text{Tr}[\gamma_5\Sigma\Phi] \quad \text{and} \quad d = -\frac{1}{4} \text{Tr}[\gamma_5\Sigma\Phi].
\]

6.2.2. One loop quark self energy in strong field

One-loop quark self-energy in Feynman gauge can be written from Fig. 22 as

\[
\Sigma(P) = -i g^2 C_F \int \frac{d^4K}{(2\pi)^4} \gamma_\mu S(K)\gamma^\mu \Delta(K-P),
\]

where the unmodified gluonic propagator is given as

\[
\Delta(K-P) = \frac{1}{(K-P)_+^2 - (K-P)_\perp^2},
\]

and modified fermion propagator in LLL is given by

\[
iS(K) = ie^{-k_\perp^2/q_fB} \frac{K_\perp + m_f}{K_\perp^2 - m_f^2} (1 - i\gamma_1\gamma_2).
\]

Figure 22: Self-energy diagram for a quark in a strong magnetic field approximation. The double line indicates the modified quark propagator in presence of strong magnetic field.

Here we used \((K-P)_+^2 = (k_0 - p_0)^2 - (k_3 - p_3)^2\) and \((K-P)_\perp^2 = (k_1 - p_1)^2 + (k_2 - p_2)^2\).

6.2.3. Effective propagator and dispersion relation

In LLL, the effective fermion propagator can be written as

\[
S_{\text{eff}}(P_n) = \frac{1}{P_n + \Sigma}.
\]

Using chiral projectors effective propagator can also be written as,

\[
S_{\text{eff}}(P_n) = \mathcal{P}_R \frac{R}{R^2} \mathcal{P}_L + \mathcal{P}_L \frac{L^2}{L^2} \mathcal{P}_R.
\]
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where $P_R = \frac{1}{2}(1 + \gamma_5)$ and $P_L = \frac{1}{2}(1 - \gamma_5)$. We have,

\begin{align}
L^2 &= (p_0 + (a + c))^2 - (p_3 - (b + d))^2, \\
R^2 &= (p_0 + (a - c))^2 - (p_3 - (b - d))^2.
\end{align}

(44)

(45)

We find the expression of form factors from one loop fermion self-energy and then obtain dispersion curves by solving $R^2 = 0$ and $L^2 = 0$ from Eq. (43). There are four modes, two comes from $L^2 = 0$ and two from $R^2 = 0$. In LLL only two modes are allowed [48]: one $L$-mode with energy $\omega_L$ of a positively charged fermion having spin up and another one from $R$-mode with energy $\omega_R$ of a negatively charged fermion having spin down. These two modes are plotted in Fig. 23. At high $p_z$ both the mode of dispersion resembles free dispersion mode. We also note that the reflection symmetry is broken in presence of magnetic field [48].

![Figure 23: Dispersion relation of fermion in presence of strong magnetic field](image)

6.3. Gluon and quark free-energy in a strongly magnetized hot medium

General structure of gauge boson two-point function in strong magnetic field and one loop dispersion relation is obtained in paper [49]. We have calculated hard and soft contribution (considering soft gluon momentum $P \sim gT$) of gluon free energy upto $O(g^4)$ in hard thermal loop approximation. We also calculate quark free-energy upto $O(g^4)$. Analytic expressions of quark and gluon free-energy can be found in [47].

6.4. Anisotropic pressure in strong magnetic field

So total one loop free energy of deconfined QCD matter can be written as

\[ F = F_q + F_g^{\text{hard}} + F_g^{\text{soft}} + F_0 + \Delta E_T^0 + \Delta E_T^B, \]

(46)

where $F_q$, $F_g^{\text{hard}}$, $F_g^{\text{soft}}$ are respectively quark free-energy and hard and soft contribution of gluon self energy. From one-loop calculation, different kind of divergences arises of $O(\frac{1}{\epsilon})$
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and these are renormalized by adding the last three counterterms in the $\overline{MS}$ renormalization scheme. In presence of strong magnetic field space becomes anisotropic and we get different pressures \[50\] for direction parallel and perpendicular to magnetic field. Longitudinal and transverse pressures are defined as

$$P_z = -F, \quad P_\perp = -F - eB \cdot M = P_z - eB \cdot M,$$

(47)

where the magnetization per unit volume $M = -\frac{\partial (F)}{\partial (eB)}$.

6.5. Results and conclusions

From Fig. 24 we can see that one-loop pressure increases with the increase in temperature and field strength, respectively. However, the one-loop interacting pressure is higher than that of ideal \[47\] one in both panels. From Fig. 25 we can see that the one loop transverse pressure increases with temperature showing similar nature as longitudinal pressure (left panel of Fig. 24) but lower in magnitude. Dashed lines represent transverse ideal pressure which is independent of magnetic field. For a given high value of the magnetic field, the pressure starts with a lower value than that of ideal gas particularly at low $T$ and then a crossing takes place.

This can also be understood from the right panel where the transverse pressure is displayed as a function of magnetic field for two different temperatures. Here also the dashed lines represent the ideal transverse pressure which is independent of magnetic field. The transverse pressure for interacting case is given in Eq. [47] as $P_\perp = P_z - eB \cdot M$. Now for a given temperature its variation is very slow (or almost remain unaltered) with lower value of the

![Figure 24: Variation of one-loop longitudinal pressure as a function of temperature for different value of magnetic field (left panel) and as a function of magnetic field at different temperature (right panel) for number of quark flavor $N_f = 3$ and the central value of the renormalization scale, $\Lambda = 2\pi T$. Dashed curves represent ideal longitudinal pressure.](image-url)
magnetic field because there is a competition between $P_z$ and $eBM$. Due to increase of the magnetization $M$ with magnetic field the transverse pressure, $P_\perp$ tends to decrease, falls below ideal gas value and may even go to negative values for low $T$ at large value of magnetic field. This is an indication that the system may shrink in the transverse direction.

Finally we can conclude that due to the presence of strong background magnetic field one gets different pressures in direction parallel and perpendicular to magnetic field. Both the pressures are calculated analytically by calculating the magnetization of the system. This anisotropic pressure can be useful for magnetohydrodynamics description of hot deconfined QCD. We have calculated one loop HTL perturbation theory upto $O(g^4)$; $O(g^2)$ and $O(g^4)$ are incomplete and this result can be improved by higher order loop calculation.
7. **On the microscopic estimated values of transport coefficients for quark and hadronic matter**

Sabyasachi Ghosh, Subhasis Samanta, Kinkar Saha, Snigdha Ghosh, Fernando E. Serna, Mahfuzur Rahaman, Aman Abhishek, Guru Prasad Kadam, Pracheta Singha, Sudipa Upadhyaya, Soumitra Maity, Sumana Bhattacharyya, Arghya Mukherjee, Payal Mohanty, Bhaswar Chatterjee

From a long list of microscopic calculations of transport coefficients of quark and hadronic matter, few selective references are chosen and their estimated values are tabulated. Through this catalogue-type draft on microscopic calculations of transport coefficients, we have pointed out a particular investigation series, which has identified three possible sources - (1) resonance type interaction, (2) finite size effect and (3) effect of magnetic field, which might be responsible for (nearly) perfect fluid nature of RHIC/LHC matter.

7.1. **Introduction**

In 2002, researchers at Duke university discovered a super-cold lithium fluid having very small viscosity to entropy density ratio \( \eta/s < 0.5 \), close to its quantum lower bound, \( \frac{1}{4\pi} \). Whereas, three years latter, Relativistic Heavy Ion Collider (RHIC) experiment at BNL created a super-hot Quark Gluon Plasma (QGP) with smallest \( \eta/s \), almost equal to the lower bound. This nearly perfect fluid nature of many body system at two extreme conditions (super-cold and super-hot) has attracted the attention of large band of theoretical communities from condense matter physics to nuclear physics to string theory [51]. RHIC data indicated a strongly interacting sQGP medium instead of a weakly interacting gas, which is naturally expected from high temperature Quantum Chromo Dynamics (QCD) [52], owing to the asymptotic freedom of QCD. To understand the dynamical origin of low \( \eta/s \) of RHIC matter, several microscopic calculations, based on effective QCD models [53–61] as well as hadronic models [62–73], have been done in recent time. Present draft is intended to review briefly on the estimated values of \( \eta/s \) and other transport coefficients, obtained from different microscopic calculations. Based on investigation series, given in Refs. [55,58,61,63–66,68,69], three possible sources - (1) resonance type interaction, (2) finite size effect and (3) effect of magnetic field are identified for getting low \( \eta/s \) in RHIC/LHC matter. Addressing a brief framework of transport coefficient in next section, Sec. (7.3) has gone through the discussion on their estimated values, which are listed in tables and pointed out three possible sources for getting low \( \eta/s \). Lastly, a brief summary is made in Sec. (7.4).

7.2. **Brief framework of transport coefficient**

Let us start with a brief framework of transport coefficients like shear viscosity \( (\eta) \), bulk viscosity \( (\zeta) \) and electrical conductivity \( (\sigma) \). The macroscopic definition of ideal part of energy-momentum tensor,

\[
T_0^{\mu\nu} = -g^{\mu\nu}P + (\epsilon + P)u^\mu u^\nu,
\]
which can be connected to its microscopic (kinetic theory) definition,

$$T^{\mu\nu}_0 = \int \frac{d^3 p}{(2\pi)^3} \frac{p^\mu p^\nu}{E} f,$$

where pressure $P$, energy density $\epsilon$, four velocity $u^\mu$ are macroscopic/fluid quantities but energy $E = \sqrt{\vec{p}^2 + m^2}$, thermal distribution function $f$ are microscopic/particle quantities. For boson/fermion, $f$ will be Bose-Einstein and Fermi-Dirac distribution function at temperature $T = 1/\beta$. Now if the medium is slightly deviated from equilibrium distribution function $f$ to $f + \delta f$, then deviation $\delta f$ will build a dissipative part of energy-momentum tensor $T^{\mu\nu}_D$, whose microscopic expressions,

$$T^{\mu\nu}_D = \int \frac{d^3 p}{(2\pi)^3} \frac{p^\mu p^\nu}{E} \delta f,$$

again can be connected with its macroscopic expression,

$$T^{\mu\nu}_D = \eta U^{\mu\nu}_\eta - \xi \Delta^{\mu\nu} \partial_\rho u^\rho,$$

where

$$U^{\mu\nu}_\eta = \left( D^\mu u^\nu + D^\nu u^\mu + \frac{2}{3} \Delta^{\mu\nu} \partial_\rho u^\rho \right),$$

$$\Delta^{\mu\nu} = g^{\mu\nu} - u^\mu u^\nu, \quad D^\mu = \partial^\mu - u^\mu \partial_\sigma.$$

Similar to $T^{\mu\nu}_D$, dissipative part of electric current density $J^{\mu}_D$ will also have connection from macroscopic (Ohm’s law) to microscopic expressions

$$\sigma^{\mu\nu} E_\nu = J^{\mu}_D = e \int \frac{d^3 p}{(2\pi)^3} \frac{p^\mu}{E} \delta f.$$

Now, through relaxation time approximate (RTA) of Boltzmann equation, the $\delta f$ can be expressed in terms of $U^{\mu\nu}_\eta$, $\partial_\rho u^\rho$ and $E^\mu$ as

$$\delta f = \beta f (1 \pm f) \frac{\tau_c}{E} p_\mu p_\nu U^{\mu\nu}_\eta + \left[ \frac{1}{3} - c_s^2 \right] \beta^2$$

$$- c_s^2 \frac{\partial}{\partial \beta^2} \left( \beta^2 m^2 \right) \left[ \frac{1}{3} - c_s^2 \right] \beta^2 - c_s^2 \frac{\partial}{\partial \beta^2} \left( \beta^2 m^2 \right) \left[ \frac{1}{3} - c_s^2 \right] \beta^2$$

Implementing Eq. (54) in Eqs. (50), (51), (53) we get the final expressions of $\eta$, $\zeta$ and $\sigma$ for boson/fermion [57]:

$$\begin{pmatrix} \eta \\ \zeta \\ \sigma \end{pmatrix} = \beta \int \frac{d^3 p}{(2\pi)^3} \tau_c f (1 \pm f) \begin{pmatrix} \frac{1}{15} \left( \frac{\beta^2}{E} \right)^2 \\ \frac{1}{3} \left( \frac{\beta^2}{E} \right)^2 \\ \frac{1}{3} \left( \frac{\beta^2}{E} \right)^2 \end{pmatrix}.$$

The degeneracy factor of medium constituents has to be multiplied in above equation and different species has to be summed with appropriate care. It will depends on our dealing system (like quark matter or pionic matter etc.) or model (effective quark or hadronic model or hadron resonance gas model etc.).
7.3. Results and Discussion

7.3.1. shear viscosity of quark and hadronic matter

In earlier section, we came to know the mathematical anatomy of transport coefficients expressions, which can grossly be identified as

\[ \text{Transport coefficient} = (\text{thermodynamical phase space}) \times (\text{Relaxation Time}) \tag{56} \]

if we take momentum independent relaxation time or momentum averaged relaxation time. The thermodynamical phase-space part of \( \eta \) for massless boson or fermion is \( \frac{4\pi^2}{90} T^4 \) or \( \frac{7\pi^2}{180} T^4 \) like thermodynamical quantity - entropy density \( s = \frac{4\pi^2}{90} T^3 \) (boson) or \( \frac{7\pi^2}{180} T^3 \) (fermion). Hence, the dimensionless quantity \( \eta/s \) will be found as \( \frac{\tau_c T^3}{\tau_c} \), which is monotonically increasing function of \( T \), if we consider a \( T \)-independent \( \tau_c \). Now, depending upon our dealing bosonic/fermionic system, different microscopic calculation can get different \( \tau_c(T) \), which will ultimately provide the temperature profile of \( \eta/s \).

Arnold et al. [52] have well summarized \( \eta/s \) calculations, based on the perturbative approach of finite temperature QCD with re-summed version, popularly known as hard thermal loop (HTL). By using the leading order results of HTL calculation [52] for quark matter and chiral perturbation theory (ChPT) for hadronic matter [34], Ref. [74, 75] has interestingly shown a possibility of valley type profile of \( \eta/s(T) \) like helium, nitrogen, and water. However, their order of magnitude (\( 10^{-4} - 20^{-4} \)) are quite far from the expectation of experimental side [76], interpreted through macroscopic hydrodynamical simulation [77].

Table 1: Order of magnitude of \( \eta/s \) from different model calculations (first column) with references at temperature range below (second column) and above (third column) transition temperature \( T_c \).

| Framework | Reference | \( T \leq T_c \) | \( T \geq T_c \) |
|-----------|-----------|----------------|----------------|
| HTL       | [52]      | -              | 1.8            |
| LQCD      | [78]      | -              | 0.1            |
| NJL [53]  | 1-0.3     | 0.3-0.08       |
| NJL [54]  | 1-0.5     | 0.5-0.55       |
| NJL [55]  | -         | 0.5-0.12       |
| NJL [56]  | 2-0.25    | 0.25-0.5       |
| LSM [57]  | 0.87-0.55 | 0.55-0.62      |
| PQM [58]  | 5-0.5     | 0.3-0.08       |
| URQMD     | [79]      | 1              | -              |
| SMASH     | [80]      | 1              | -              |
| Unitarization [62] | 0.8-0.3 | -              |
| HFT [63-66] | 0.4-0.1 | -              |
| HFT [67]  | 0.8-0.25  | -              |
| HRG [68, 69] | 0.13-0.28 | -              |
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Extracted values of $\eta/s$ by different hydro-groups are well sketched in Fig. (4) of Ref. [81], from where a rough order of magnitude, $\eta/s = \frac{1}{4\pi} - \frac{5}{4\pi}$, is expected for RHIC or LHC matter. Different alternatively models in quark sector like Nambu-Jona-Lasinio (NJL) [53-56], linear sigma model (LSM) [57], polyakov-loop quark meson (PQM) [58] model have estimated $\eta/s$ of quark matter, while $\eta/s$ of hadronic matter is estimated through different tools of hadronic phase like URQMD [79], SMASH [80] codes, Unitarization methodology [62], hadronic field theory (HFT) [63-67], hadron resonance gas (HRG) model [68,69] etc. Their estimated values of $\eta/s$ of hadronic and quark phases, located below and above transition temperature $T_c$, are listed in Table 1, which carry few selective works, whose results are quite close to KSS bound. The present draft will zoom in the message of Refs. [55,58,61,63-66,68,69], indicating about three possible sources for which $\eta/s$ of RHIC or LHC matter is appeared to be very low (near to KSS bound). They are discussed below.

(1). Resonance type interaction:

Among the references, listed in Table 1, Refs. [55,58,63-66] have gone through an effective quark-resonance [55, 58] and hadron-resonance [63–66] type interaction, which might be considered as one of the reason for low $\eta/s$ of quark and hadronic matter. In 1994, it was Quack and Klevansky [82], who proposed about the quark propagation with quark-meson loop correction in NJL model, which was implemented by Refs. [55,59,83] for viscosity calculations. Through this quark-pion and quark-sigma loop calculations, quark relaxation time ($\tau_c$) is estimated from the imaginary part of quark self-energy ($\Pi$) by using the connection $\tau_c \sim 1/Im\Pi$. Along with the NJL model [55,59,83], PQM model [58] (through similar quark-meson loop calculations) also found very small $\tau_c$ and $\eta/s$, close to KSS bound but applicable for a narrow temperature domain near transition temperature. Alternative way to calculate quark relaxation time by using same quark-meson Lagrangian density [82] has been adopted by Refs. [53,54,56]. Similar to effective quark-resonance interaction, where $\pi$, $\sigma$ are appeared as resonances of quark matter, effective hadron-resonance interaction has been considered in Refs. [63-67], where $\sigma$, $\rho$, $K^*$, $\phi$ mesons, $N^*$, $\Delta$, $\Delta^*$ baryons are appeared as resonances of $\pi$, $K$ and $N$ medium. Ref. [63-66] has obtained pion relaxation time from $\pi\sigma$, $\pi\rho$ loops; kaon relaxation time from $KK^*$, $K\phi$ loops and nucleon relaxation time from $\pi N^*$, $\pi\Delta$, $\pi\Delta^*$ loops. On the other hand Ref. [67] has estimated those relaxation times via resonance-scattering type diagram. Unlike to standard ChPT calculation, both HFT calculations [63-67] found very small $\eta/s$. Hence, the resonance type interaction in quark and hadronic matter might be one of the responsible factor for getting low $\eta/s$ in RHIC or LHC matter.

(2). Finite size effect:

Another possible source is finite size effect of medium [68,69]. Owing to quantum effect of finite system size, thermodynamical phase space of Eq. (56) can be reduced because lower limit of integration in Eq. (55) can be transformed from 0 to $\vec{p}_{min} = \pi/R$, where $R$ is system size. On the other hand, relaxation time of hadrons can also face finite size effect by considering only those relaxation scales, which are lower than the system size. Ref [68,69] has shown elaborately how finite size of hadronic matter in HRG model can make impact on reducing the values of $\eta/s$. Finite size effect of $\eta/s$ in effective QCD model is also studied in Ref. [84], which needs an extended investigation for finite size $\tau_c$ calculations, after which
we can get a complete conclusive picture.

(3). Effect of magnetic field:
Another possibility for getting low $\eta/s$ is hinted from strong magnetic field, which might be produced in the non-central heavy-ion collisions. Ref. [61] have calculated shear viscosity of quark matter in presence of magnetic field, where $\eta/s$ can be abruptly reduced because of lower effective relaxation time, build by particle relaxation time and synchrotron frequency. However, further investigations are necessary before getting the bold conclusion - magnetic field can be one of the source for getting lower $\eta/s$ in RHIC/LHC matter.

Table 2: Same as Table (1) for $\zeta/s$.

| Framework | Reference | $T \leq T_c$ | $T \geq T_c$ |
|-----------|-----------|--------------|--------------|
| LQCD [85] | -         | 1-0          |
| HTL [86]  | -         | 0.002-0.001  |
| NJL [53]  | 0.9-0.02  | 0.02-0.002   |
| NJL [54]  | 1.7-0.13  | 0.13-0.005   |
| NJL [55]  | -         | 0.1-0.01     |
| NJL [56]  | 0.61-0.11 | 0.11-0.004   |
| LSM [57]  | 0.61-0.11 | 0.11-0.004   |
| Unitarization [62] | 0.04-0.027 | - |
| HRG [70]  | 0.02-0.003 | - |
| HRG [71]  | 0.15-0.025 | - |
| HRG [72]  | 0.1-0.03  | - |

Table 3: Same as Table (1) for $\sigma/T$.

| m_{\sigma} | $r_{\sigma}^0$ |
|------------|----------------|
| LQCD [87]  | - | 0.33 |
| LQCD [88]  | 0.002 | 0.005-0.015 |
| NJL [53]   | 0.02-0.015 | 0.015-0.1 |
| PHSD [60]  | 0.1-0.02  | 0.02-0.2  |
| PQM [58]   | 0.03-0.02 | 0.01 |
| Unitarization [62] | 0.013-0.010 | - |
| HFT [73]   | 0.004-0.001 | - |

7.3.2. Bulk viscosity and electrical conductivity of quark and hadronic matter  
Similar to shear viscosity, other transport coefficients like bulk viscosity $\zeta$ and electrical conductivity $\sigma$ are also rigorously investigated in recent times. List of references with their estimated values of $\zeta/s$ and $\sigma/T$ are tabulated in Tables (2) and (3). Using same microscopic tools, which are able to estimate a very low $\eta/s$, one can found the order of other transport coefficients,
which are necessary to know for complete dissipative hydrodynamical description. Based on
the tabulated values, order of magnitude of transport coefficients of RHIC/LHC matter can be
summarized by number: $\eta/s \approx 10^0 - 10^{-1}$, $\zeta/s \approx 10^0 - 10^{-2}$, $\sigma/T \approx 10^{-1} - 10^{-3}$.

7.4. Summary

To synchronize with the expectation from experimental side with macroscopic hydrodynamical
simulation, a long list of microscopic calculations are noticed in recent times. Present
draft has covered few selective microscopic model calculations, which got a very low visc-
osity to entropy density ratio of quark/hadronic matter, close to KSS bound. By providing
a tabulated format of estimated values for transport coefficients, present draft has attempt to
make a catalogue on microscopic calculations of transport coefficients. Based on investigation
series, given in Refs. [55, 58, 61, 63–66, 68, 69], we have concluded that three possible sources
- (1) resonance type interaction, (2) finite size effect and (3) effect of magnetic field, might be
responsible for (nearly) perfect fluid nature of RHIC/LHC matter.
8. Chiral transition in a chirally imbalanced plasma in the presence of magnetic field: a Wigner function approach

Arpan Das, Deepak Kumar, Hiranmaya Mishra

We discuss here the chiral transition and the associated chiral susceptibility for a chirally imbalanced plasma in the presence of a magnetic field ($B$) using the Wigner function approach within the framework of the Nambu-Jona-Lasinio model (NJL). As a regularization prescription, we use a medium separation regularization scheme (MSS) in the presence of magnetic field and chiral chemical potential ($\mu_5$) to estimate the chiral condensate and chiral susceptibility. We found that chiral transition temperature increases with the magnetic field, while the transition temperature decreases with $\mu_5$. For a strong magnetic field, we find that the chiral transition temperature as well as susceptibility for up and down type quarks can be non-degenerate.

8.1. Introduction

Relativistic heavy-ion collision experiments e.g. at RHIC and LHC, strongly indicate the formation of deconfined quark-gluon plasma (QGP) phase of quantum chromodynamics (QCD) in the initial stages of heavy ion collision experiments as well as confined hadron phase in the subsequent evolution of QGP. Two very important characteristic features of QCD are color confinement and spontaneous breaking of chiral symmetry. At vanishing temperature and/or density ground state of QCD does not have chirally symmetry. The QCD vacuum undergoes a transition from a chiral symmetry broken phase to a chiral symmetric phase, with an increase in temperature and/or baryon density. Quark-antiquark scalar condensate is the order parameter of the chiral transition.

The study of fluctuations of conserved charges, e.g. net electric charge, baryon number, strangeness, etc., play an important role to explore the QCD phase diagram [89]. In this investigation, we study chiral transition and the associated chiral susceptibility using the Wigner function approach. Wigner function is the quantum mechanical analog of the classical distribution function. It encodes quantum corrections in the transport equation [90–92]. The covariant Wigner function method for spin-1/2 fermions has been explored to study chiral magnetic effect (CME), dynamical generation of magnetic moment etc. [93–96]. Chiral susceptibility which is the measure of the response of the chiral condensate to the variation of the current quark mass, has been investigated earlier using lattice QCD (LQCD) simulations [97], Nambu-Jona-Lasinio (NJL) model [98,99] etc.

A nonvanishing magnetic field of the order of several $m_T^2$ is expected to be generated in noncentral relativistic heavy-ion collision experiments at RHIC and LHC [14,100]. This apart non-trivial topological field configurations of gluons and Adler-Bell-Jackiw (ABJ) anomaly can give rise to an asymmetry between the number of left and right chiral quarks, i.e. finite chiral chemical potential ($\mu_5$) [101]. In this work, we investigate the chiral transition and chiral susceptibility in the presence of magnetic field and chiral chemical potential ($\mu_5$) in quantum kinetic theory framework using Nambu Jona Lasinio (NJL) model [102].
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important to mention that in Ref. [103] it was observed that the chiral transition temperature decreases with $\mu_5$. With a smooth cutoff for the three momentum it was observed that with increasing $\mu_5$ the chiral transition becomes a first-order transition [103,105]. Nonlocal NJL model analyzed in Ref. [106] shows that the chiral transition temperature increases with $\mu_5$ and the chiral transition is second order. However in Ref. [107] it has been observed that chiral transition temperature decreases with $\mu_5$ with a smooth cutoff and shows a first-order transition at large $\mu_5$. On the other hand NJL model with “medium separation scheme” (MSS) regularization, as investigated in Ref. [108] shows that the chiral transition temperature increases with $\mu_5$ which is in accordance with some LQCD results [109,110]. In this work we use a medium separation scheme in the presence of magnetic field and $\mu_5$ [108,111,112]. We find that chiral transition temperature decreases with $\mu_5$ as in Refs. [103,107].

We organize the paper in the following manner. In Sec.(8.2) we introduce the Winger function in the presence of magnetic field as well as $\mu_5$ and calculate the chiral condensate and chiral susceptibility for two flavor NJL model. In Sec.(8.3) we present the results and discussions. Finally, in Sec.(8.4) we conclude our results with an outlook to it.

8.2. Chiral condensate and chiral susceptibility in NJL model for non vanishing magnetic field and chiral chemical potential

Using the solutions of the Dirac equation in magnetic field and finite $\mu_5$ the Wigner function has been explicitly written down in Ref. [96]. Gauge invariant Wigner function in the presence of magnetic field as given in Ref. [96] is,

$$ W_{\alpha\beta}(X, p) = \int \frac{d^4X'}{(2\pi)^4} e^{-ip\cdot X'' - iqByx'} \left( \bar{\psi}_\beta \left( X + \frac{X'}{2} \right) \otimes \psi_\alpha \left( X - \frac{X'}{2} \right) \right), \quad (57) $$

where a specific gauge choice of the external magnetic field is $A^\mu(X) = (0, -By, 0, 0)$. $q$ is the electric charge of the particle. One can express the scalar condensate in terms of the Wigner function as [113],

$$ \langle \bar{\psi}\psi \rangle = \int d^4p F(X, p), \quad \text{where,} \quad F(X, p) = \text{Tr} \, W(X, p). \quad (58) $$

For a system in global equilibrium with uniform temperature and chemical potential, as considered in this investigation, Wigner function is independent of space time. Once the Wigner function is known it is straightforward to calculate the scalar condensate using Eq.(58). For two flavour NJL model with $u$ and $d$ quarks for non vanishing magnetic field and chiral chemical potential as given by the following Lagrangian [102,114],

$$ L = \bar{\psi}(iD - m + \mu_5\gamma^0\gamma^5)\psi + G_1 \sum_{a=0}^{3} \left[ (\bar{\psi} \tau^a \psi)^2 + (\bar{\psi} i\gamma_5 \tau^a \psi)^2 \right] + G_2 \left[ (\bar{\psi} \bar{\psi})^2 - (\bar{\psi} \bar{\tau} \psi)^2 - (\bar{\psi} i\gamma_5 \bar{\tau} \psi)^2 + (\bar{\psi} i\gamma_5 \bar{\tau} \psi)^2 \right], \quad (59) $$
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where \( \psi \) is the \( U(2) \) quark doublet \( \psi = (\psi_u, \psi_d)^T \), the chiral condensate can be shown to be

\[
\langle \bar{\psi} \gamma_\mu \gamma_5 \psi \rangle_{B \neq 0} = \sum_{j=u,d} \langle \bar{\psi}_j \gamma_\mu \psi_j \rangle_{B \neq 0} \]

[115], where

\[
\langle \bar{\psi}_j \gamma_\mu \gamma_5 \psi_j \rangle_{B \neq 0} = \frac{-N_c q_f |B|}{(2\pi)^2} \int dp_z \frac{M_f}{E_{p_z,f}^{(0)}} \left[ 1 - f_{FD}(E_{p_z,f}^{(0)} - \mu) - f_{FD}(E_{p_z,f}^{(0)} + \mu) \right]
+ \sum_{n=1}^{\infty} \sum_s \int dp_z \frac{M_f}{E_{p_z,s,f}^{(n)}} \left[ 1 - f_{FD}(E_{p_z,s,f}^{(n)} - \mu) - f_{FD}(E_{p_z,s,f}^{(n)} + \mu) \right]
= \langle \bar{\psi}_j \gamma_\mu \gamma_5 \psi_j \rangle_{\text{vac},B \neq 0} + \langle \bar{\psi}_j \gamma_\mu \gamma_5 \psi_j \rangle_{\text{med},B \neq 0}.
\]

Here \( N_c \) is the number of colors, \( \mu \) is the quark chemical potential, \( n \) denotes the Landau levels, \( s = \pm \) denotes the spin states and \( f_{FD} \) is the Fermi-Dirac distribution function. The single particle energy of flavour \( f \) can be expressed as, \( E_{p_z,f}^{(0)} = \sqrt{M_f^2 + (p_z - \mu)^2} \) for \( n = 0 \), \( E_{p_z,s,f}^{(n)} = \sqrt{M_f^2 + (\sqrt{p_z^2 + 2n q_f |B - s \mu|})^2} \) for \( n > 0 \). The second term in Eq. (59) is the four Fermi interaction. \( \tau^a, a = 0,..3 \) are the \( U(2) \) generators in the flavour space. Third term is the t-Hooft interaction terms which introduces flavour mixing. In the mean field approximation, the constituent quark masses for \( u \) and \( d \) quarks in terms of the chiral condensates can be given as, \( M_u = m_u - 4G_1 \langle \bar{\psi}_u \gamma_\mu \psi_u \rangle - 4G_2 \langle \bar{\psi}_d \gamma_\mu \psi_d \rangle \), \( M_d = m_d - 4G_1 \langle \bar{\psi}_d \gamma_\mu \psi_d \rangle - 4G_2 \langle \bar{\psi}_u \gamma_\mu \psi_u \rangle \), respectively. \( \langle \bar{\psi}_j \gamma_\mu \gamma_5 \psi_j \rangle_{\text{vac},B \neq 0} \) which is the zero temperature and zero quark chemical potential (\( \mu \)) part, contains divergent integral which has been regularized using medium Separation Scheme (MSS) outlined in Ref. [115,116].

The chiral susceptibility measures the response of the chiral condensate to the infinitesimal change of the current quark mass. Chiral susceptibility in two flavour NJL model can be defined as, \( \chi_c = \frac{\partial \langle \bar{\psi} \gamma_\mu \gamma_5 \psi \rangle}{\partial m} = \frac{\partial \langle \bar{\psi}_u \gamma_\mu \psi_u \rangle}{\partial m} + \frac{\partial \langle \bar{\psi}_d \gamma_\mu \psi_d \rangle}{\partial m} \). To estimate chiral susceptibility we have to estimate \( \frac{\partial \langle \bar{\psi}_j \gamma_\mu \gamma_5 \psi_j \rangle}{\partial M_f} \). Similar to chiral condensate, \( \frac{\partial \langle \bar{\psi}_j \gamma_\mu \gamma_5 \psi_j \rangle}{\partial M_f} \) also has divergent integrals which can be regularized using the medium separation regularization scheme [115].

8.3. Results

NJL model as described by Eq. (59) has the following parameters, two couplings \( G_1, G_2 \), the three momentum cutoff \( \Lambda \) and the current quark masses \( m_u \) and \( m_d \). To study the effects of flavour mixing, the couplings \( G_1 \) and \( G_2 \) are parametrized as \( G_2 = \alpha g, G_1 = (1 - \alpha)g \) [102,114]. The extent of flavour mixing is controlled by \( \alpha \) and it can be argued to have a value \( 0 \leq \alpha \leq 0.5 \) [117]. For phenomenological reason we take the parameters \( m_u = m_d = 6 \text{ MeV} \), \( \Lambda = 590 \text{MeV} \) and \( g = 2.435/\Lambda^2 \) [102]. Next we show some of the important results of our study (for details see Ref. [115]).

In Fig. (26) we show the variation of \( M_u \) and \( M_d \) and the chiral susceptibility (\( \chi_c \)), with temperature for \( \mu_5 = 0 \) and with different values of magnetic field for \( \alpha = 0.5 \). Even in the presence of magnetic field \( M_u = M_d \) for \( \alpha = 0.5 \). From the left and the right plot in Fig. (26) it is clear that constituent quark mass and chiral transition temperature increases with increasing magnetic field.
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Figure 26: Left plot: Variation of $M_u$ and $M_d$, with temperature for $\mu_5 = 0$, but with different values of magnetic field for $\alpha = 0.5$. Right plot: Variation of $\chi_c$ with temperature ($T$) for $\mu_5 = 0$, but with different values of magnetic field for $\alpha = 0.5$ [115].

Figure 27: Left plot: Variation of $M_u$ and $M_d$, with temperature for $\mu_5 = 0$, but with different values of magnetic field for $\alpha = 0.0$. Right plot: Variation of $\chi_c$ with temperature ($T$) for $\mu_5 = 0$, but with different values of magnetic field for $\alpha = 0.0$ [115].

In Fig. (27) we show the variation of $M_u$ and $M_d$ and the associated total chiral susceptibility ($\chi_c$), with temperature for $\mu_5 = 0$ and with different values of magnetic field for $\alpha = 0.0$. For $\alpha = 0.0$ there is no flavour mixing. From the left plot it is clear that at finite magnetic field $M_u \neq M_d$. For non vanishing magnetic field $u$ and $d$ quark condensates are different and for $\alpha = 0.0$, $M_u$ is independent of $\langle \bar{\psi}_u \psi_d \rangle$. Similarly $M_d$ does not depend on
\[ \langle \bar{\psi}_u \psi_u \rangle \text{ for } \alpha = 0.0. \] From the right plot in Fig. (27), it is clear that chiral transition temperature increases with increasing magnetic field. However, unlike the case when \( \alpha = 0.5 \), in this case susceptibility plot shows two distinct peaks for relatively large magnetic fields. These two peaks are associated with \( u \) and \( d \) quarks. In general for \( \alpha \neq 0.5 \) chiral transition temperature associated with \( u \) and \( d \) type quarks are non-degenerate.

Figure 28: Left plot: Variation of quark mass \( M_u = M_d \), with temperature for finite \( B \) and \( \mu_5 \). Right Plot: Variation of \( \chi_c \) with temperature for finite \( B \) and \( \mu_5 \) [115].

Finally in Fig. (28) we show the variation of \( M_u \) and \( M_d \) and the associated susceptibilities (\( \chi_c \)) with temperature for non-vanishing magnetic field and chiral chemical potential for \( \alpha = 0.5 \). From Fig. (28) it is clear that with \( \mu_5 \) quark mass as well as transition temperature decreases.

8.4. conclusion

In this investigation we have studied chiral transition and the associated chiral susceptibility for non-vanishing magnetic field and \( \mu_5 \) using Wigner function approach within the framework of two-flavour NJL model. We used a medium separation regularization scheme to regulate divergent integral. With increasing \( \mu_5 \) constituent quark masses and the chiral transition temperature decreases. On the other hand with increasing magnetic field quark masses and chiral transition temperature increases. Further in the absence of maximal flavour mixing, i.e. \( \alpha \neq 0.5 \), \( u \) quark mass is larger than \( d \) quark mass for non-vanishing magnetic field. Also chiral susceptibility shows two distinct peaks for high magnetic field associated with \( u \) and \( d \) quarks for \( \alpha \neq 0.5 \).
9. Electrical conductivity and Hall conductivity of hot and dense hadron gas in a magnetic field

Arpan Das, Hiranmaya Mishra, Ranjita K. Mohapatra

We estimate the electrical conductivity and the Hall conductivity of hot and dense hadron gas using the relaxation time approximation of the Boltzmann transport equation in the presence of electromagnetic field. We have investigated the temperature and the baryon chemical potential dependence of these transport coefficients. We find that the electrical conductivity decreases in the presence of magnetic field. The Hall conductivity on the other hand shows a non monotonic behavior with respect to the dependence on magnetic field. We argue that for a pair plasma (particle-anti particle plasma) where $\mu_B = 0$, Hall conductivity vanishes. Only for non vanishing baryon chemical potential Hall conductivity has non zero value. We also estimate the electrical conductivity and the Hall conductivity as a function of the center of mass energy along the freeze out curve.

9.1. Introduction

Transport coefficients of strongly interacting matter created in the relativistic heavy ion collision experiments are of great importance for a comprehensive understanding of the hot and dense QCD (quantum chromodynamics) medium produced in these experiments. In the dissipative relativistic hydrodynamical model of the hot and dense medium, transport coefficients, e.g. shear and bulk viscosity etc plays an important role. In fact, it has been shown that a small shear viscosity to entropy ratio ($\eta/s$) is necessary to explain the flow data. The bulk viscosity $\zeta$, also plays a significant role in the dissipative hydrodynamics describing the QGP evolution. The bulk viscosity encodes the conformal measure ($\epsilon - 3P)/T^4$ of the system and lattice QCD simulations shows a non monotonic behaviour of both $\eta/s$ and $\zeta/s$ near the critical temperature $T_c$.

In case of non central heavy ion collisions, due to the collision geometry, a large magnetic field is also expected to be produced. The magnitude of the produced magnetic field at the initial stages in these collisions are expected to be rather large, at least of the order of several $m_T^2$. Since the strength of the magnetic field is of hadronic scale, the effect of the magnetic field on the QCD medium can be significant.

In the present work, we investigate the electrical and the Hall conductivity of the hot and dense hadron gas produced in the subsequent evolution of QGP.

9.2. Boltzmann equation in relaxation time approximation

The relativistic Boltzmann transport equation (RBTE) of a charged particle of single species in the presence of external electromagnetic field can be written as,

$$p^\mu \partial_\mu f(x,p) + e F^{\mu\nu} p_\nu \frac{\partial f(x,p)}{\partial p^\mu} = C[f],$$  \tag{61}
$C[f]$ is the collision integral. In the relaxation time approximation (RTA) the collision integral can be written as,

$$C[f] \approx -\frac{p^\mu u_\mu}{\tau} (f - f_0) \equiv -\frac{p^\mu u_\mu}{\tau} \delta f,$$

(62)

Electric current is given by,

$$j^i = e \int \frac{d^3 p}{(2\pi)^3} v^i \delta f = \sigma^{el} \delta E_j = \sigma^{H} e^{ij} E_j,$$

(63)

where $\epsilon_{ij}$ is the anti symmetric $2 \times 2$ unity tensor, with $\epsilon_{12} = -\epsilon_{21} = 1$. Then the electrical and the Hall conductivity can be identified as,

$$\sigma^{el} = \sum_i e_i^2 \tau_i \int \frac{d^3 p}{(2\pi)^3} \frac{p^2}{\epsilon_i^2} \frac{1}{1 + (\omega_c \tau_i)^2} f_0,$$

(64)

$$\sigma^{H} = \sum_i e_i^2 \tau_i \int \frac{d^3 p}{(2\pi)^3} \frac{p^2}{\epsilon_i^2} \frac{\omega_c \tau_i}{1 + (\omega_c \tau_i)^2} f_0,$$

(65)

9.3. Results and discussions

We have considered an uniform radius of $r_h = 0.5$ fm for all the mesons and baryons we have estimated the electrical conductivity and the Hall conductivity using Eq. (65) and Eq. (65).

![Figure 29: Left plot: Variation of normalized electrical conductivity ($\sigma^{el}/T$) with temperature ($T$) for different values of magnetic field ($B$) at zero baryon chemical potential, Right Plot: Variation of $\sigma^{el}/T$ with temperature $T$ for different values of baryon chemical potential $\mu_B$ at zero magnetic field.](image-url)
It is clear from Fig. 29 left plot, $\sigma_{el}/T$ decreases monotonically with temperature at $B = 0$. This can be associated with the increase of randomness of the system with larger collision rate leading to smaller relaxation time. We point out here that the dominant contribution to the electrical conductivity arises from the charged pions due to the small mass of the pions as compared to that of other hadrons. Thus the monotonic decrease of $\sigma_{el}/T$ is due to the decrease of relaxation time of pions with increasing temperature.

For non vanishing magnetic field, the behaviour of $\sigma_{el}/T$ is very different as compared to $B = 0$ counterpart. Firstly, it is observed that with increase in magnetic field strength the electrical conductivity decreases. This decrease in electrical conductivity with the magnetic field can be understood physically. At zero magnetic field, the electric current is along the direction of the electric field. However, at finite magnetic field, charges also diffuse transverse to both electric and magnetic field, due to the Lorentz force, giving rise to a reduced current along the direction of electric field. This is also reflected in the expression for electrical conductivity as in Eq. (65).

It is clear from Fig. (29) (right plot) that with increasing chemical potential ($\mu_B$) electrical conductivity decreases. For the range of $\mu_B$ considered here the contribution to the electrical conductivity from the charged hadrons is dominated by the charged pions similar to the case with vanishing chemical potential. At finite chemical potential the pion relaxation time decreases with $\mu_B$ due to scattering with the baryons, mostly from the nucleons. One would have naively expected the nucleon contribution to the electrical conductivity to increase with $\mu_B$, which will lead to an increase in the total electrical conductivity due to the $\mu_B$ dependent distribution function in the expression of electrical conductivity. However this increase of the baryonic contribution to the electrical conductivity is not enough to compensate the decreasing contribution arising from pions, at least for the chemical potential considered in the present investigation. This leads to a decrease of the total electrical conductivity with increase in baryon chemical potential at vanishing magnetic field.

Next we discuss the variation $\sigma_{el}/T$ with temperature ($T$) in presence of magnetic field and for different values of baryon chemical potential ($\mu_B$). This is shown in Fig. (30). Unlike the vanishing magnetic field case, it is seen that $\sigma_{el}/T$ increases with baryon chemical potential. This behaviour can be understood as follows. At finite magnetic field the contributions of the mesons to the electrical conductivity further decreases due to larger cyclotron frequency as compared to baryons, apart from the decrease in the relaxation time with increase in $\mu_B$.

Next, we discuss Hall conductivity in hadronic gas within HRG model. In Fig. (31) (left plot), we show the variation of Hall conductivity with temperature ($T$) for different values of the magnetic field at finite baryon chemical potential $\mu_B = 100$ MeV. Let us note that due to the opposite gyration of the particles and the antiparticles in a magnetic field, the mesonic contribution to the Hall conductivity gets exactly cancelled out. Hence, it is only the baryons which contribute to the Hall conductivity at finite baryon chemical potential. It may be observed in Fig. (31) that for the small temperature the Hall conductivity decrease with increase in magnetic field, while for larger temperature the Hall conductivity increase with magnetic field. At low temperature since the relaxation time is smaller then
Figure 30: Variation of normalized electrical conductivity $\sigma_{el}/T$ with temperature for different values of baryon chemical potential $\mu_B$ at $B = 0.05\, \text{GeV}^2$.

The Hall conductivity the integrand $\sim \frac{1}{\omega_c \tau}$ ($\omega_c = \frac{eB}{\epsilon}$), which explains the suppression of Hall conductivity with increasing magnetic field. On the other hand at large temperature with smaller relaxation time the integrand $\sim \omega_c \tau$ which explains the increase in the Hall conductivity with increasing magnetic field. In Fig. (31) (right plot) we plotted the variation of the normalized Hall conductivity $\sigma_H/T$ with temperature for different values of baryon.

Figure 31: Left plot: Variation of normalized Hall conductivity $\sigma_H/T$ with temperature for various values of magnetic field at $\mu_B = 100\, \text{MeV}$, Right Plot: Variation of normalized Hall conductivity $\sigma_H/T$ with temperature for various values of baryon chemical potential at $B = 0.05\, \text{GeV}^2$.
chemical potential at \( B = 0.05 \) GeV\(^2\). As may be noted from this figure for smaller chemical potential the Hall conductivity is smaller. This is due to the fact that for finite Hall conductivity the imbalance between the number of particles and antiparticles is required. With increase in baryon chemical potential, the number density of particles are significantly larger than that of antiparticles leading to a non vanishing Hall current. Again the non monotonic behavior of normalized Hall conductivity with temperature for a specific value of the magnetic field is similar to Fig. (31)(left plot)

In Fig. (32) we have considered values of the magnetic field ranging from \( B = 0.001 \) GeV\(^2\) to \( B = 0.04 \) GeV\(^2\) for different center of mass energy. Let us note that for RHIC the center of mass energy 200 GeV and the estimated maximum magnetic field is of the order of \( B = 0.04 \) GeV\(^2\). For this value of the magnetic field and the collision energy, we get that the value of normalized Hall conductivity \( \sigma^H / T \) for RHIC is of the order of \( 10^{-5} \) and the value of normalized electrical conductivity is of the order of \( 10^{-3} \). On the other hand for relatively low energy collisions, e.g., FAIR, the collision energy \( E_{lab} 10AGeV \) and the estimated maximum value of the magnetic field is of the order of \( B = 0.001 \) GeV\(^2\). For this value of the magnetic field and the collision energy relevant for FAIR, the value of normalized Hall conductivity is of the order of \( 10^{-4} \) and the normalized electrical conductivity is of the order of \( 10^{-2} \).

![Figure 32](image)

**Figure 32**: Left plot: Variation of normalized electrical conductivity \( \sigma^{\text{el}} / T \) with center of mass energy for difference values of magnetic fields, Right Plot: Variation of normalized Hall conductivity \( \sigma^H / T \) with center of mass energy (\( \sqrt{s} \)) for different values of magnetic field. With increasing magnetic field \( \sigma^{\text{el}} / T \) decreases and \( \sigma^H / T \) increases.

### 9.4. Summary and conclusions

In this investigation, we have estimated the electrical \( (\sigma^{\text{el}}) \) and the Hall conductivity \( (\sigma^H) \) of the hot and dense hadron gas in the presence of an external magnetic field. We have not considered the Landau quantization of the charged particles as well as magnetic field dependent dispersion relation due to relatively smaller magnetic field.
10. Effect of Dynamical Chiral Symmetry Breaking on the Electrical Resistivity of Magnetized Quark Matter

Jayanta Dey, Sabyasachi Ghosh, Aritra Bandyopadhyay, Ricardo L. S. Farias, Gastão Krein

We studied the effects of dynamical chiral symmetry breaking (DCSB) on the resistivity of quark matter in presence of magnetic field. For massless quarks, we obtained the expected dissipation-less transverse Hall resistivity along with a longitudinal Drude’s resistivity; while the former is independent of magnetic field, the latter is proportional to the magnetic field. At low temperatures and large magnetic fields, quarks become massive due to DCSB. We found that DCSB leads to a non-trivial temperature and field dependence for both longitudinal and transverse resistivity components.

10.1. Introduction

Strong magnetic fields are expected to be produced in relativistic heavy-ion collision (HIC) experiments [14, 118]. Different physical properties of the quark matter created in these experiments can be affected by the magnetic field. In the present communication we present results on the effect of dynamical chiral symmetry breaking (DCSB) on the resistivity of magnetized quark matter. We first revisit the standard resistivity expression derived by connecting the macroscopic Ohm’s law and the microscopic Drude’s approach. This leads to the well known inverse relation between electrical resistivity and electrical conductivity. In the presence of a magnetic field, along with the normal, longitudinal resistivity, there appears a Hall resistivity, transverse to the magnetic field. We study the temperature and magnetic field dependences of these resistivity components. We considered the case of massless quarks and massive quarks, with the masses being temperature and magnetic field dependent. The masses are generated through the mechanism of DCSB. We use the Nambu–Jona-Lasinio model to obtain the quark masses.

10.2. Formalism

10.2.1. Resistivity without magnetic field

Let us assume an electric field applied along the x-axis, \( \vec{E} = \hat{x}E_x \); then, a current density \( \vec{J} = \hat{x}J_x \) along the same direction is generated. The potential \( V = \int E_x dx \) and current \( I = \int J_x dydz \) follow the macroscopic Ohm’s law, \( V = RI \), where \( R \) is the resistance of the medium. The vector form of Ohm’s law can be written as

\[
E_x \hat{x} = \rho_{xx} J_x \hat{x} \quad \text{or} \quad \sigma_{xx} E_x \hat{x} = J_x \hat{x},
\]

where the resistivity, \( \rho_{xx} = 1/\sigma_{xx} \) (\( \sigma_{xx} \) is conductivity), is a more appropriate dissipative quantity than \( R \). By this definition, the dimensions of \( \rho \) and \( R \) are related by \([\rho] = [R] \times \text{Area}/\text{Length}\). A microscopic derivation of the resistivity can be obtained by using Drude’s assumption that an external electric field \( E_x \) accelerates a charge particle from rest to a finite momentum \( mv_x \) within a relaxation time \( \tau_e \). Therefore, a given quark with flavor \( f \) and electric charge \( e_f \) and mass \( m_f \) experiences the force:

\[
e_f E_x = \frac{m_f v_x}{\tau_e},
\]
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and hence the current density can be expressed as

\[ J_x = e_f n_f v_x = e_f n_f \left( \frac{e_f \tau_c E_x}{m_f} \right) = \left( \frac{e_f^2 n_f \tau_c}{m_f} \right) E_x, \]  

(68)

where \( n_f \) is the electric charge number density in the medium. Comparing Eqs. (66) and (68), one can get Drude’s expression of conductivity or resistivity

\[ \sigma_{xx} = \frac{1}{\rho_{xx}} = \sigma_{NR}^D = \frac{e_f^2 n_f \tau_c}{m_f}. \]  

(69)

The NR in \( \sigma_{NR}^D \) denotes the nonrelativistic nature of this expression; it can in principle be applied to quark matter with massive constituent quarks, where different flavor charges (e.g. \( e_u = +\frac{2}{3}e, e_d = -\frac{1}{3}e \)) with their spin, color and particle-anti-particle degeneracy factors have to be taken into account.

A relativistic expression can be obtained using the energy-momentum relation \( E = \sqrt{p^2 + m^2} \) and Boltzmann’s equation for the quark distribution in medium:

\[ \frac{\partial f}{\partial t} + \nabla \cdot \frac{\partial f}{\partial x} + e_f E_x \frac{\partial f}{\partial p_x} = (\frac{\partial f}{\partial t})_{\text{coll}}. \]  

(70)

Writing \( f = f_0 + \delta f \), where \( f_0 \) is the equilibrium distribution \( f_0 = 1/(e^{BE} + 1) \) and \( \delta f \) the deviation of \( f \) from \( f_0 \) within a time scale \( \tau_c \), and using the relaxation-time approximation, in which \( (\partial f/\partial t)_{\text{coll}} = -\delta f/\tau_c \), Eq. (70) is solved by

\[ e_f E_x \frac{p_x}{E} \beta f_0 (1 - f_0) = \frac{\delta f}{\tau_c}. \]  

(71)

This leads to

\[ J_x = e_f \int \frac{d^3 p}{(2\pi)^3} \frac{p_x}{E} \delta f = \left[ e_f^2 \int \frac{d^3 p}{(2\pi)^3} \left( \frac{p_x}{E} \right)^2 \tau_c \beta f_0 (1 - f_0) \right] E_x, \]  

(72)

and so

\[ \sigma_{xx} = \sigma_{xx}^R = 1/\rho_{xx} = e_f^2 \int \frac{d^3 p}{(2\pi)^3} \left( \frac{p_x}{E} \right)^2 \tau_c \beta f_0 (1 - f_0) \]

\[ = \frac{e_f^2}{3} \int \frac{d^3 p}{(2\pi)^3} \left( \frac{p_x}{E} \right)^2 \tau_c \beta f_0 (1 - f_0). \]  

(73)

10.2.2. Resistivity in the presence of a magnetic field  In presence of a magnetic field along the z-axis, \( \vec{B} = \hat{z}B \), the charge particle is subjected to a Lorentz force which in turn generates a current density perpendicular to \( \vec{B} \); the components \( J_x \) and \( J_y \) can be expressed in matrix form as [119]

\[ \begin{pmatrix} J_x \\ J_y \end{pmatrix} = \begin{pmatrix} \sigma_{xx} & \sigma_{xy} \\ \sigma_{yx} & \sigma_{yy} \end{pmatrix} \begin{pmatrix} E_x \\ 0 \end{pmatrix}, \]

\[ \begin{pmatrix} \rho_{xx} & \rho_{xy} \\ \rho_{yx} & \rho_{yy} \end{pmatrix} \begin{pmatrix} J_x \\ J_y \end{pmatrix} = \begin{pmatrix} E_x \\ 0 \end{pmatrix}, \]  

(74)
where

\[ \sigma_{xx} = \sigma_{yy} = \sigma_D \frac{1}{1 + (\tau_c/\tau_B)^2} \]

\[ \sigma_{yx} = -\sigma_{xy} = \sigma_D \frac{\tau_c/\tau_B}{1 + (\tau_c/\tau_B)^2} \]

\[ \rho_{xx} = \rho_{yy} = \frac{1}{\sigma_D} \]

\[ \rho_{xy} = -\rho_{yx} = \frac{\tau_c}{\tau_B\sigma_D} , \]

(75)

where \( \tau_B \) is another times scale along with collisional relaxation time \( \tau_c \), with \( \tau_B = m_f/(eB) \) in a non-relativistic treatment or \( \tau_B = E_{av}/(eB) \) in a relativistic treatment, where \( E_{av} \) is the average value

\[ E_{av} = \frac{\int d^3p/E f_0}{\int d^3p f_0} . \]

(76)

In addition, in Eq. (75) we consider the Drude conductivities \( \sigma_D = \sigma_D^{NR/R} \) for the non-relativistic or relativistic treatments.

10.2.3. NJL model in presence of magnetic field

Magnetized quark matter is described within a quasi-particle model within the Nambu-Jona-Lasinio (NJL) model framework. In the NJL model, the constituent quark mass \( M = M(T,B) \), which is a function of the temperature \( T \) and magnetic field \( B \), is obtained by solving the gap equation:

\[ M = m - 2G \sum_{f=u,d} \langle \bar{\psi}_f \psi_f \rangle , \]

(77)

where \( \langle \bar{\psi}_f \psi_f \rangle \) is the quark condensate, given by:

\[ \langle \bar{\psi}_f \psi_f \rangle = \langle \bar{\psi}_f \psi_f \rangle^{vac} + \langle \bar{\psi}_f \psi_f \rangle^{B} + \langle \bar{\psi}_f \psi_f \rangle^{T,B} . \]

(78)

The expressions for the different contributions can be found in Ref. [120].

10.3. Numerical results and discussion

Resistivity without magnetic field for massless fluid follows the simple analytic expression

\[ \rho_{xx} = \frac{36}{e^2\tau_c T^2} , \]

(79)

which remains the same in the presence of magnetic field. However, the Hall resistivity resistivity becomes a function of the magnetic field, namely:

\[ \rho_{xy} = \left( \frac{36}{e^2\tau_c T^2} \right) \left( \frac{\tau_c}{\tau_B} \right) = \left( \frac{36}{e^2 T^2} \right) \left( \frac{eB}{E_{av}} \right) . \]

(80)

While \( \rho_{xy} \propto B \), \( \rho_{xx} \) is independent of \( B \). The average energy, given in Eq. (76), will be

\[ E_{av} = \frac{7\zeta(4)}{2\zeta(3)}T \propto T . \]

Hence \( \rho_{xx} \propto \frac{1}{\tau_c T^2} \) and \( \rho_{xy} \propto \frac{1}{T^3} \), which indicates the dissipation-free nature of Hall resistivity.
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Figure 33: Temperature dependence of normalized values of \( \rho_{xx}, \rho_{xy} \) for massless case and in NJL model.

Fig. (33) displays \( u \)-quark \( \rho_{xx} \) and \( \rho_{xy} \) resistivity components (multiplied by \( \tau_c T^2 \)) as a function of \( T \), for \( eB = 0.2 \text{ GeV}^2 \). For massless quarks (blue-solid and dashed-green curves), while the \( xy \) component follows a \( 1/T \) dependence, the \( xx \) component is independent of \( T \). For quarks with a mass \( M(T,eB = 0.2 \text{ GeV}^2) \) obtained from the NJL model (blue-dotted and red-dash-dotted curves), \( \rho_{xx} \) and \( \rho_{xy} \) have a similar \( T \)-dependence. For \( T \) large, they approach the massless limits, as expected. However, at low temperatures, when there is substantial dynamical chiral symmetry breaking, the resistivity components are enhanced.

Fig. (34) displays the magnetic field dependence of \( \rho_{xx} \) and \( \rho_{xy} \) for \( T = 0.17 \text{ GeV} \), again for \( u \) quarks only. For massless quarks (black-dashed and red-dotted lines), while \( \rho_{xx} \) is \( B \)-independent, \( \rho_{xy} \propto B \). This is well understandable from the massless relations, given in Eqs. (79) and (80). Now when we use \( T \) and \( B \) dependent constituent quark mass, both \( \rho_{xx} \) and \( \rho_{xy} \) increase with \( B \). The deviations from the massless cases become more prominent at

Figure 34: Magnetic field dependence of normalized values of \( \rho_{xx}, \rho_{xy} \) for massless case and in NJL model.
large values of \( B \).

Figs. (33) and (34) reveal the expected behavior of the normal (\( \rho_{xx} \)) and Hall (\( \rho_{xy} \)) resistivity components at low \( -B \) and high \( -T \) values. Whereas, the effect of a finite quark condensate, signaling dynamical chiral symmetry breaking, is clearly noticeable.

10.4. Summary

In summary, we have studied the resistivity of quark matter in the presence of a magnetic field along the \( z \)-direction. We obtained the normal Drude’s resistivity along the \( x \)-axis, \( \rho_{xx} \), and also the Hall resistivity, \( \rho_{xy} \), transverse to a magnetic field. We considered massless quarks and \( T \)- and \( B \)-dependent massive quarks, with the masses obtained with NJL model. We have shown that the results both components of the resistivity are drastically different in the massless and massive cases, particularly at low temperature and high magnetic field, for which dynamical chiral symmetry breaking is realized.
11. Non-conformal solution of viscous landau hydrodynamics

Deeptak Biswas, Kishan Deka, Amaresh Jaiswal, Sutanu Roy

We have solved viscous landau hydrodynamics for a non-conformal fluid with a constant speed of sound in the $1+1$ dimension. The analytic solution has been obtained considering relativistic Navier-Stokes form of the dissipative hydrodynamic equation. The non-conformal Landau flow has a better agreement with the experimental data than the conformal Landau flow solution with a fitted value of the speed of sound ($c_s^2$).

11.1. Introduction

The phase structure of strongly interacting matter can be studied from the medium created in the collision of two highly relativistic nuclei [121–123]. The created medium expands very fast due to the high-pressure gradient. This space-time evolution can be addressed using relativistic dissipative hydrodynamic simulations [77, 81, 124–130]. In 1953, Landau first studied this hydrodynamical evolution for an ideal conformal fluid [131] which gave rise to a gaussian rapidity distribution of produced particles which has better agreement [132–137] with $p_T$ integrated yield over whole rapidity range. In Landau’s model, a fast longitudinal expansion is followed by a slower expansion in the transverse plane. Freezeout happens when the transverse displacement becomes larger than the initial transverse dimension. The final rapidity distribution of particles is therefore given by the rapidity distribution at the freeze-out time [132–148]. Here we solve viscous landau hydrodynamics for a non-conformal equation of state in the Navier-stroke limit and employ the obtained solution to fit rapidity spectrum of observed pions in $\sqrt{s_{NN}} = 200, 17.3, 12.3, 8.76, 7.62, 6.27, 4.29, 3.83, 3.28$ and $2.63$ GeV collision energies. We find that the Landau flow with a non-conformal equation of state leads to a better agreement with the experimental data compared to the conformal Landau flow solution for a fitted value of $c_s^2$. The value of the squared speed of sound shows a monotonic decrease with decreasing collision energies.

11.2. Viscous Landau flow

The energy-momentum tensor of a relativistic fluid in the Navier-Stokes limit is, [149]

$$T^{\mu\nu} = \epsilon u^\mu u^\nu - (P - \xi \theta) \Delta^{\mu\nu} + 2\eta \sigma^{\mu\nu},$$

(81)

where $\epsilon$ is the local energy density, $P$ is the thermodynamic pressure, $u^\mu$ is the fluid four-velocity and, $\eta$ and $\xi$ are the coefficients of shear and bulk viscosity, respectively. Here, $\Delta^{\mu\nu} \equiv g^{\mu\nu} - u^\mu u^\nu$, $\theta \equiv \partial_\mu u^\mu$ and $\nabla^\mu \equiv \Delta^{\mu\nu} \partial_\nu$. The metric convention is $g^{\mu\nu} = diag(1, -1, -1, -1)$. Using these definitions, the shear tensor can be written as $\sigma^{\mu\nu} = \frac{1}{2} (\nabla^\mu u^\nu + \nabla^\nu u^\mu) - \frac{1}{3} \Delta^{\mu\nu} \nabla_\alpha u^\alpha$. Here we have used the non-conformal equation of state, $P = c_s^2 \epsilon$, where the speed of sound $c_s$ will be assumed to be constant for simplicity.
Following Ref. [131], the hydrodynamic equation for longitudinal expansion along z-direction can be written, $\partial_\mu T^{\mu \nu} = 0$, leads to [131][137]

$$\frac{\partial T^{00}}{\partial t} + \frac{\partial T^{03}}{\partial z} = 0, \quad \frac{\partial T^{03}}{\partial t} + \frac{\partial T^{33}}{\partial z} = 0,$$

(82)

here, $(t, x, y, z) \equiv (x^0, x^1, x^2, x^3)$. The non-zero velocity fields can be written in terms of longitudinal fluid rapidity, $y$ as $u^0 = \cosh y$ and $u^3 = \sinh y$. Changing our set of co-ordinates following Ref. [137] from $(t, z)$ to light-cone variables, $t_+ \equiv t \pm \mathcal{z}$ Eq.(82) become,

$$\frac{\partial}{\partial t_+} [c_+ e - \xi \nabla u] e^{2y} + \frac{\partial}{\partial t_-} [c_- e + \xi \nabla u] = 0,$$

(83)

$$\frac{\partial}{\partial t_+} [c_- e + \xi \nabla u] + \frac{\partial}{\partial t_-} [c_+ e - \xi \nabla u] e^{-2y} = 0,$$

(84)

where $c_+ \equiv 1 \pm c_s^2$ and $\nabla u \equiv \partial u^0 / \partial t + \partial u^3 / \partial z = e^y \partial y / \partial t_+ - e^{-y} \partial y / \partial t_-$. $\xi$ is defined to simplify notations and $\xi \equiv \xi + 4\eta/3$.

For a non-boost-invariant flow, the fluid rapidity $y$ can be related to space-time rapidity as, [131]

$$e^{2y} = f \epsilon^{2\eta} = f \frac{t_+}{t_-},$$

(85)

where $f$ is a slowly varying function of $t_+$ and $t_-$. Ref. [131][137]. Again we redefine our co-ordinate system in terms of, $y_\pm \equiv \ln(t_\pm / w)$. First we solve for the ideal case with this velocity profile, i.e putting $\xi = 0$ in Eq.(83)[84]. The evolution of energy density in case of ideal hydrodynamics is

$$\epsilon_{id} = \epsilon_0 \exp \left[-\frac{c_s^2}{4c_s^2} (y_+ + y_-) - \frac{c_+ c_-}{2c_s^2} \sqrt{y_+ y_-} \right].$$

(86)

Changing evolution variables to $y_\pm$, we see that Eq. (83) + Eq. (84) leads to,

$$f \frac{\partial \epsilon}{\partial y_+} + \frac{\partial \epsilon}{\partial y_-} + \frac{1 + f}{2} \left[ c_+ e - \xi \frac{\epsilon}{\Delta} e^{-(y_+ + y_-)/2} \right] = 0.$$

(87)

Here we have assumed that the form of $f$ does not vary from that one obtains following Landau’s prescription in the ideal case i.e $f = \sqrt{y_+ / y_-}$. The evolution equations should have an even parity i.e invariant under $y_+ \leftrightarrow y_-$. interchange due to symmetry of the colliding system which is there in Eq. (87). Therefore the other combination Eq. (83) – Eq. (84) has been neglected. Hence the solution of Eq. (87) should lead to the evolution of energy density for viscous Landau flow in symmetric nucleus-nucleus collisions.

We assume the ratio $\xi / s$ to be a constant where $s$ is the entropy density. While this is a valid assumption in conformal case, it is not be strictly true for a non-conformal system. Therefore, for the case of constant $\xi / s$, one can write $\xi = \alpha \epsilon^{1/(1+c_s^2)} = \alpha \epsilon^{1/c_s}$, where $\alpha$ is a constant. Substituting in Eq. (87) and rearranging, we get

$$f \frac{\partial \epsilon}{\partial y_+} + \frac{\partial \epsilon}{\partial y_-} = \frac{1 + f}{2} \left[ \alpha \epsilon^{1/c_s} e^{-\xi (y_+ + y_-)/2} - c_+ \epsilon \right].$$

(88)
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Using method of characteristics, we get,

\[
\frac{dy_+}{f} = \frac{dy_-}{1} = \frac{2\,d\epsilon}{(1 + f)\left[\frac{1}{2}\epsilon^\gamma e^{-\frac{1}{2}(y_+ + y_-)} - c_+\epsilon\right]}.
\]  

(89)

The above equations can be solved analytically to obtain the final form of \(\epsilon\) [150],

\[
\epsilon = \left[g(\alpha)\epsilon_{id}^{c_+^2/c_+} - \frac{c_+^2\alpha}{c_+c_-A} e^{-(y_+ + y_-)/2} \right]^{\frac{2}{c_+^2}}.
\]  

(90)

where \(g(\alpha)\) is an arbitrary function of \(\alpha\) such that \(g(0) = 1\). It is easy to see that the above form of energy density indeed satisfy Eq. (87).

11.3. Rapidity Distribution

In Landau’s model a fast longitudinal expansion is followed by a slower expansion with constant acceleration in the transverse direction [131, 137]. In this picture, the transverse expansion does not get any correction from viscosity so as the freeze-out time. Following Landau’s freeze-out criteria [131, 137] and considering the transverse expansion using the non-conformal equation of state the constant time freeze out time is given by,

\[
t_{FO} = a \sqrt{\frac{1 + c_+^2}{c_+^2}} \cosh y.
\]  

(91)

At the freeze-out hypersurface, \(y\) takes the form \(y_\pm = y_0^\pm + y\), where \(y_0^\pm \equiv \frac{1}{2} \ln[c_+/(4c_+^2)] + y_b\) and \(y_b \equiv \ln(\sqrt{s_{NN}/m_p})\) is the beam rapidity and \(m_p\) is mass of the proton [137]. One can neglect the term proportional to \(\alpha\) in Eq. (90) at freeze-out in the first approximation because this term is exponentially suppressed by large rapidity value at freeze-out.

The ratio of entropy density to number density, \(s/n\), is a conserved quantity in ideal evolution. As entropy density does not get any direct correction from dissipative term in the relativistic Navier-Stokes equation, i.e., \(s \sim \frac{1}{c_+^2}\), \(s/n\) is approximately conserved for viscous evolution. Neglecting the viscous correction to energy density the final expression for rapidity distribution turns out to be proportional to entropy density which is given by,

\[
\frac{dN}{dy} \sim \exp\left(c_- \frac{c_+^2}{2c_+^2} \sqrt{y_b^2 - y^2}\right).
\]  

(92)

By setting \(c_+^2 = 1/3\) the ideal rapidity spectrum for conformal system can be recovered [131, 137]. We note that \(g(\alpha)\) contributes as an overall multiplicative factor and can be absorbed in the volume factor for calculation of the spectra. Therefore \(g(\alpha)\) does not appear as an additional fitting parameter.

11.4. Results and discussion

In Fig. [35] we show rapidity spectrum of pions fitted using Eq. (92) for \(\sqrt{s_{NN}} = 200, 12.3\) and 3.83 GeV. The fitting is performed by keeping the overall normalization and \(c_+^2\) as free
Figure 35: Rapidity spectrum of pions fitted using Eq. (92) (solid curves) for three representative collision energies: $\sqrt{s_{NN}} = 200, 12.3$ and $3.83$ GeV. Also shown are the fit result using conformal solution of Landau hydrodynamics [137] (dashed curves) and the experimental results (with errorbars). Experimental data are from Refs. [133, 151–153].

parameters in a minimization routine. We see that a better fit is obtained using the non-conformal solutions for these collision energies. We have also fitted the rapidity spectrum of pions for $\sqrt{s_{NN}} = 17.3, 8.76, 7.62, 6.27, 4.29, 3.28$ and $2.63$ GeV and found that there is an overall better fit with solutions from non-conformal equation of state.

Figure 36: Squared speed of sound, extracted by fitting the pion rapidity spectra using the rapidity distribution obtained using non-conformal solution given in Eq. (92). The error bars corresponds to those obtained from chi-square fit on the fit parameters.

We note that in Fig. 35 the conformal case is above the non-conformal one for small $y$ and below that at large $y$ for $\sqrt{s_{NN}} = 200$ GeV. However as one moves to smaller energies an opposite trend is observed. This is due to the fact that an unconstrained fit at $\sqrt{s_{NN}} = 200$ GeV leads to $c_s^2 > 1/3$ which is not reasonable. At such high energy, boost-invariance is a good symmetry and therefore Landau model with broken boost invariance is unable to reproduce the data with reasonable parameter values. In such cases, one should perform a constrained
fit such that $c_s^2 \leq 1/3$ for all fitting range.

In Fig. 36, we show a plot of squared speed of sound, extracted by fitting the pion rapidity spectra using Eq. (92), over various collision energies (red solid line). We see that at $\sqrt{s_{NN}} = 200$ GeV, the fitted value of $c_s^2$ is slightly larger than $1/3$ which has also been observed in Refs. [154, 155]. On the other hand, with lower collision energies, we find a monotonic decrease in the extracted value of $c_s^2$. For lower collision energies, rapidity spectra will provide a testing ground for determination of the correct value of $c_s^2$ and hence the equation of state.

For high-energy heavy ion collisions, such as those at RHIC and LHC, one expects the boost-invariance to be a good symmetry for evolution. This is the reason why Bjorken’s boost invariant symmetry is extensively applied to model relativistic heavy ion collisions. However, as one goes to lower collisions energies, Bjorken symmetry is broken and one has to consider evolution which is dependent on space-time rapidity. Landau model provides an analytical framework to study the dynamics at low collision energies. Here, we have derived the evolution of the fireball with broken conformal symmetry as well as in presence of viscosity. Using the present analytical solution, one can directly extract the value of $c_s^2$ of QCD medium formed in heavy-ion collisions by analyzing the rapidity spectrum of produced particles. We claim that the rapidity spectra will be important for determination of the correct equation of state.
12. Viscous corrections to the Coalescence model for hadron production in relativistic heavy-ion collisions

Sumana Bhattacharyya, Amaresh Jaiswal

We incorporate viscous corrections to the coalescence model for hadron production from a dissipative quark-gluon plasma. We use this viscous coalescence model to fit the spectra and elliptic flow of hadrons for 2.76 TeV Pb-Pb collisions at LHC.

12.1. Introduction

Recombination models, along with fragmentation processes, have been used quite successfully to describe hadronization in heavy ion collisions. Coalescence model in heavy ion collision is mainly based on an instantaneous projection of thermalised quark states, those are close to each other both in space and in momentum space, onto hadron states [156]. This model characterize numerous salient features of hadronization in heavy-ion collisions, including baryon enhancement [157] and the robust scaling of the elliptic flow with the number of valence quarks [158]. It has been argued that the flow anisotropy originates in the partonic phase and it obeys a simple valence quark scaling for low transverse momentum, that naturally arises from a recombination model [159,160]. However, it is assumed in this model that densely populated phase space distribution of partons do not change with hadronization, there are no dynamical thermal gluons in the medium and QCD plays a background part. Under these assumptions, temperature merely plays any part than scale the momentum. Quark numbers do not change with temperature. Here we modify the coalescence model to incorporate viscous corrections in the distribution function. We subsequently use this viscous coalescence model for hadron production from a dissipative quark-gluon plasma and to fit the spectra and elliptic flow of hadrons for 2.76 TeV Pb-Pb collisions at LHC.

12.2. Formalism

In order to consider a boost invariant framework, it is easier to work in the Milne co-ordinate system where,

\[ \tau = \sqrt{t^2 - z^2}, \quad \eta_s = \tanh^{-1}(z/t), \quad r = \sqrt{x^2 + y^2}, \quad \varphi = \text{atan2}(y, x). \]  

(93)

The metric tensor for this co-ordinate system is \( g_{\mu\nu} = \text{diag}(1, -\tau^2, -1, -r^2) \). Boost invariance and rotational invariance implies \( u^\tau = u^{\eta_s} = 0 \). In this model, we further assumes that the particle freeze-out happens at a proper time \( \tau_f \) having a constant temperature \( T_f \) and uniform matter distribution, in the transverse plane. In summary, the hydrodynamic fields are parametrized as

\[ T = T_f, \quad u^\tau = \gamma_T \beta_T, \quad u^\eta_s = u^{\eta_s} = 0, \quad u^r = \gamma_T. \]  

(94)
where $R$ is the transverse radius of the fireball at freeze-out, $\gamma_T = 1/\sqrt{1-\beta_T^2}$ is the Lorentz factor in the transverse direction and $\beta_T$ is the transverse expansion velocity. For central collisions, a power-law relation for transverse velocity flow profile leads to

$$\beta_T = \beta_0 \left( \frac{r}{R} \right)^m,$$

(95)

where $\beta_0$ is the maximum transverse velocity. For non-central collisions, the transverse fluid velocity profile can be parametrized as

$$\beta_T = \beta_0 \left( \frac{r}{R} \right)^m \left[ 1 + 2 \sum_{n=1}^{\infty} \beta_n \cos(n(\varphi - \psi_n)) \right],$$

(96)

where $\beta_n$ are the strength of flow anisotropies in the transverse direction and $\psi_n$ are the angles between the $x$ axis and the major axis of the participant distribution. However, in the present calculation we can only consider elliptic flow and treat $\beta_2$ as a parameter.

12.3. Viscous correction

The distribution function with viscous correction is written as $f = f_0 + \delta f$. The equilibrium distribution function is given by

$$f_0 = \frac{1}{\exp(u_\mu p^\mu/T) + a},$$

(97)

where $a = +1$ for baryons and $a = -1$ mesons.

Approximating the shear stress tensor with its first-order relativistic Navier-Stokes expression, $\pi_{\alpha\beta} = 2\eta \langle u_\alpha u_\beta \rangle$, the expression for the Grad’s 14-moment approximation reduces to [161,162]

$$\delta f_G^{(1)} = \frac{f_0 f_0}{T^3} \left( \frac{\eta}{s} \right)^p \rho^p b_{(\alpha u_\beta)} \nabla_{(\alpha u_\beta)},$$

(98)

whereas that due to the Chapman-Enskog method leads to [163,164]

$$\delta f_{CE}^{(1)} = \frac{5 f_0 f_0}{T^2 (u \cdot p)} \left( \frac{\eta}{s} \right)^p \rho^p b_{(\alpha u_\beta)} \nabla_{(\alpha u_\beta)}.$$  

(99)

Here $\eta$ is the coefficient of shear viscosity, $s = (\epsilon + P)/T$ is the entropy density and the angular brackets denote traceless symmetric projection orthogonal to the fluid four-velocity.

For a particle at the space-time point $(\tau, \eta_s, r, \varphi)$ with the four momentum $p^\mu = (m_T \cosh y, p_T \cos \varphi_p, p_T \sin \varphi_p, m_T \sinh y)$, we get

$$p_\tau = m_T \cosh(y - \eta_s), \quad p_{\eta_s} = -\tau m_T \sinh(y - \eta_s),$$

$$p_r = -p_T \cos(\varphi_p - \varphi), \quad p_\varphi = -r p_T \sin(\varphi_p - \varphi).$$

(100)

(101)

Next step is to obtain $\nabla_{(\alpha u_\beta)}$. We work in Milne co-ordinate system with the metric tensor $g_{\mu\nu} = \text{diag}(1, -\tau^2, -1, -r^2)$. Therefore, the inverse metric tensor is $g^{\mu\nu} = \text{diag}(1, -1/\tau^2, -1, -1/r^2)$, its determinant $g$ is $\sqrt{-g} = \tau r$ and the non-vanishing Christoffel
Recent progresses in the ‘Dynamics of QCD Matter’

symbols are $\Gamma^r_{\eta \eta} = \tau$, $\Gamma^u_{\eta \eta} = 1/\tau$, $\Gamma^\varphi_{\eta \varphi} = -r$, and $\Gamma^{\varphi \varphi}_{\eta \eta} = 1/r$. Using the parametrization of the fluid velocity given in Eqs. (96), we get

$$\Delta^\varphi = 0, \quad \Delta^\varphi = -\frac{1}{r^2}, \quad \Delta^r = -1 - (u^r)^2,$$

where $\Delta^{\mu \nu} \equiv g^{\mu \nu} - u^\mu u^\nu$ is the projection operator orthogonal to the fluid four-velocity. For the derivatives of the velocity, we get

$$\partial_r u^r = \frac{m u^r (u^r)^2}{r}, \quad \partial_\varphi u^r = -2 (u^r)^3 \beta_0 \left( \frac{r}{R} \right)^m \sum_{n=1}^{\infty} n \beta_n \sin[n(\varphi - \psi_n)].$$

To fix the time derivatives of the fluid velocity, we assume that if the particles are freezing-out, they are free streaming, which means that $Du^\mu = 0$. Here $D \equiv u^\mu d_\mu$ is the co-moving derivative and $d_\mu$ is the covariant derivative. With this prescription, we have

$$\partial_\tau u^\varphi = 0, \quad \partial_\tau u^r = -\beta_T \partial_\tau u^r = -m \frac{(u^r)^2 (u^\varphi)^2}{ru^r}, \quad \partial_\tau u^r = \beta_T \partial_\tau u^r = -m \frac{(u^r)^3}{r}$$

where $\beta_T = u^r/u^r$ is the radial velocity in the transverse plane. The expansion scalar is

$$\frac{1}{\sqrt{-g}} \partial_\mu (\sqrt{-g} u^\mu) = \frac{u^r}{\tau} + \frac{u^r}{r} + \partial_\varphi u^\varphi + \partial_\varphi u^r + \partial_\tau u^r = \frac{u^r}{\tau} + (m + 1) \frac{u^r}{r}.$$}

Assuming boost invariance, the spatial components of the viscous tensor are given by

$$r \nabla^{(\varphi u^\varphi)} = -\frac{r}{2} \partial_r u^\varphi - \frac{1}{2r} \partial_\varphi u^r - \frac{r}{2} u^\varphi Du^\varphi - \frac{r}{2u^\varphi} Du^r - \frac{r}{3} r \Delta^\varphi \frac{1}{\sqrt{-g}} \partial_\mu (\sqrt{-g} u^\mu)$$

$$= (u^r)^3 \beta_0 \left( \frac{r}{R} \right)^m \sum_{n=1}^{\infty} n \beta_n \sin[n(\varphi - \psi_n)],$$

$$r^2 \nabla^{(\varphi u^\varphi)} = -\partial_\varphi u^\varphi - \frac{u^r}{r} - r^2 \partial_\varphi u^r - \frac{1}{3} r \Delta^\varphi \frac{1}{\sqrt{-g}} \partial_\mu (\sqrt{-g} u^\mu) = \frac{1}{3} \left[ \frac{u^r}{\tau} + (m - 2) \frac{u^r}{r} \right],$$

$$\nabla^{(\tau u^r)} = \partial_\varphi u^r - u^r Du^r - \frac{1}{3} r \Delta^r \frac{1}{\sqrt{-g}} \partial_\mu (\sqrt{-g} u^\mu) = \frac{(u^r)^2}{3} \left[ \frac{u^r}{\tau} + (1 - 2m) \frac{u^r}{r} \right],$$

where we have used the fact that $(u^r)^2 = 1 + (u^r)^2$. Therefore,

$$\tau^2 \nabla^{(\eta u^\eta)} = -\frac{u^r}{\tau} + \frac{1}{3} \sqrt{-g} \partial_\mu (\sqrt{-g} u^\mu) = \frac{1}{3} \left[ (m + 1) \frac{u^r}{r} - 2 \frac{u^r}{\tau} \right],$$

$$\nabla^{(\tau u^\eta)} = \nabla^{(\varphi u^\eta)} = 0.$$}

To obtain the temporal components of the viscous stress energy tensor, we use the Landau frame condition, $\nabla^{(\alpha u^\beta)} u_\beta = 0.$

$$\nabla^{(\tau u^\tau)} u^\tau + \nabla^{(\tau u^\varphi)} u_\varphi = 0 \Rightarrow \nabla^{(\tau u^\tau)} = \beta_T \nabla^{(\tau u^\tau)},$$

$$\nabla^{(\eta u^\tau)} u^\tau + \nabla^{(\eta u^\varphi)} u_\tau = 0 \Rightarrow \nabla^{(\tau u^\tau)} = 0,$$

$$\nabla^{(\tau u^r)} u^\tau + \nabla^{(\tau u^\varphi)} u_\varphi = 0 \Rightarrow \nabla^{(\tau u^\varphi)} = \beta_T \nabla^{(\tau u^\varphi)}.$$
Therefore, from Eqs. (111) and (113), we see that

\[
\nabla \langle \tau u^\tau \rangle = \beta_T \nabla \langle \tau u^\tau \rangle = \beta_T^2 \nabla \langle \tau u^\tau \rangle = \frac{(u^\tau)^2}{3} \left[ \frac{u^\tau}{\tau} + (1 - 2m) \frac{u^r}{r} \right].
\]

(115)

Next, in order to verify our algebra, we confirm that the viscous stress tensor is traceless, i.e.,

\[
g_{\mu \nu} \nabla \langle \mu u^\nu \rangle = 0.\]

Using Eqs. (107), (108), (109) and (115)

\[
g_{\mu \nu} \nabla \langle \mu u^\nu \rangle = \nabla \langle \tau u^\tau \rangle - \tau^2 \nabla \langle \eta_s u^{\eta_s} \rangle - \nabla \langle \tau u^\tau \rangle - \tau^2 \nabla \langle \varphi u^\varphi \rangle = 0.
\]

(116)

The components of viscous tensor are collected below for quick reference,

\[
\nabla \langle \tau u^\tau \rangle = \frac{(u^\tau)^2}{3} \left[ \frac{u^\tau}{\tau} + (1 - 2m) \frac{u^r}{r} \right],
\]

\[
\nabla \langle \eta_s u^{\eta_s} \rangle = \frac{1}{3\tau^2} \left[ (m + 1) \frac{u^r}{r} - 2 \frac{u^\tau}{\tau} \right],
\]

\[
\nabla \langle \tau u^r \rangle = \frac{(u^\tau)^2}{3} \left[ \frac{u^\tau}{\tau} + (1 - 2m) \frac{u^r}{r} \right],
\]

\[
\nabla \langle \varphi u^\varphi \rangle = \frac{1}{3\tau^2} \left[ \frac{u^\tau}{\tau} + (m - 2) \frac{u^r}{r} \right],
\]

\[
\nabla \langle \tau u^\varphi \rangle = \beta_T \nabla \langle \tau u^\varphi \rangle,
\]

\[
\nabla \langle \tau u^\varphi \rangle = (u^\tau)^2 \frac{B_0}{R^2} \left( \frac{r}{R} \right)^m \sum_{n=1}^{\infty} \langle n \varphi - \psi_n \rangle \sin \varphi,
\]

\[
\nabla \langle \tau u^\varphi \rangle = \beta_T \nabla \langle \tau u^\varphi \rangle.
\]

In the above equations, \( \tau \) is the freeze-out time which we will now denote as \( \tau_f \).

12.4. Results and discussions

The parameters that needs to be fit are: \( T_f, \beta_0, m, \tau_f, R, \beta_n \) and \( \eta/s \). Out of these, \( T_f, \beta_0 \) and \( m \) are sensitive to the slope of the transverse momentum spectra. The magnitude of the spectra is sensitive to \( \tau_f \) and \( R \). However, since we are considering viscous corrections, \( \tau_f \) might also effect the anisotropic flow \( v_n \). The key parameters that are actually needed to fit \( v_n \) are \( \beta_n \) and \( \eta/s \).

The freeze-out hyper-surface is \( d\Sigma_\mu = (\tau d\eta_s r dr d\varphi, 0, 0, 0) \), and therefore the integration measure is given by

\[
p^\mu d\Sigma_\mu = m_T \cosh(y - \eta_s) \tau d\eta_s r dr d\varphi.
\]

Momentum distribution of number density is given by,

\[
\frac{d^2 N}{d^2 p_T dy} = \frac{1}{(2\pi)^3} \int_0^R r dr \int_0^{2\pi} d\varphi \int_{-\infty}^{\infty} \tau d\eta_s m_T \cosh(y - \eta_s)(f_0 + \delta f). \]

(117)

For Coalescence Model distribution functions are modified as, \( f(u, E, \vec{p}) \rightarrow \)

\[
\begin{cases}
  f \left(u, E, \frac{\vec{p}}{\tau} \right) f \left(u, E, \frac{\vec{p}}{2} \right) \text{ meson,} \\
  f \left(u, E, \frac{\vec{p}}{\tau} \right) f \left(u, E, \frac{\vec{p}}{2} \right) f \left(u, E, \frac{\vec{p}}{3} \right) \text{ baryon.}
\end{cases}
\]


The anisotropy flow is given by,

\[
v_n(p_T) = \frac{\int_{-\pi}^{\pi} d\varphi_p \cos[n(\varphi_p - \psi_n)] \frac{dN}{dy p_T dp_T d\varphi_p}}{\int_{-\pi}^{\pi} dN \frac{dN}{dy p_T dp_T d\varphi_p}},
\]

where \(\psi_n\) is the event plane angle. To calculate elliptic flow parameter \(v_2(p_T)\), we use (117) in the above equation and perform the integral numerically.

![Graph showing elliptic flow \(v_2\) as a function of transverse momentum \(p_T\) of pions at LHC for 20-30% centrality.](image)

Figure 37: Elliptic flow \(v_2\) as a function of the transverse momentum \(p_T\) of pions at LHC for 20-30% centrality.

Figure 37 shows our results obtained for elliptic flow as a function of transverse momentum at LHC for 20-30% centrality class. We see that a reasonable agreement is obtained by including viscous correction to in the coalescence model. The fit parameters, we get from this analysis, are in reasonable agreement with literature [129, 165].
13. Shear viscosity and Chemical Equilibration in QGP

V. Sreekanth

By using various temperature dependent $\eta/s$ prescriptions, we study the chemical equilibration of the hot quark gluon matter created in the early stages of heavy-ion collisions using causal second order viscous hydrodynamics. Chemical equilibration is studied by introducing fugacity parameters in parton distribution functions. Solving the rate equations, energy and viscous evolution equations within scale invariant Björken hydrodynamics, we show that the equilibration gets delayed because of slower cooling rate of the fireball in presence of viscosity. Furthermore, we studied shear induced cavitation - negative pressure scenarios during expansion, in presence of chemical non-equilibrium. It has been observed that, cavitation sets in early times for the shear viscosity prescriptions used, invalidating the hydrodynamical modelling.

13.1. Introduction

Properties of the quark-gluon plasma (QGP) formed in the early stages of relativistic heavy-ion collisions is under intense investigation. Hydrodynamical models explaining the expansion of the strongly coupled QGP has been met with great success. Several non-equilibrium effects are studied in this context [166]. Particularly of our interest is that of chemical equilibration of the QGP produced. It is a matter of investigation whether the QGP produced achieves thermal, mechanical and chemical equilibration. Assuming thermal and mechanical equilibration, we study chemical equilibration of the fireball. In doing so we follow Ref. [167], where the non-equilibrium measure is prescribed through the introduction of fugacities in the particle distribution functions. Essentially, one studies the evolution of quark (anti-quark) and gluon fugacities ($\lambda_i$) by means of relativistic fluid dynamical equations coupled to the rate equations; once the initial time, temperature and species number densities are provided.

Shear viscosity of QGP formed in RHIC created huge interest in the scientific community due to its extreme small value (to be precise $\eta/s \sim 1/4\pi$). In order to understand the equilibration dynamics of viscous quark-gluon matter, one need to use the causal dissipative hydrodynamics instead of familiar first order Navier-Stoke's equations to avoid acausal issues [162–164,168–170]. The study of evolution of chemically equilibrating QGP with constant shear viscosity within causal second order viscous hydrodynamics has shown distinct properties with possible bearings on signals [171]. While considering higher energy collisions, temperature dependent shear viscosity prescriptions are considered, owing to the fact that in general physical systems show strong temperature dependence for $\eta/s$. On the other hand, certain temperature dependent shear viscosity prescriptions, results in negative pressure scenarios known as cavitation in the early stages of the fluid dynamical evolution itself [172]. Cavitation in such situations is problematic and even questions the validity of hydrodynamical modeling used and is known to affect the signals [173–175]. We attempt
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to study these temperature dependent shear viscosity induced cavitation scenarios under chemical non-equilibrium for an expanding quark-gluon matter.

13.2. Model

We denote the single-particle distribution function of parton gas with momentum isotropy as [167]:

\[ f_i \simeq \lambda_i (e^{\beta \cdot p} \pm 1)^{-1}, \] (119)

where \( \beta \cdot p = \beta^\mu P_\mu = T^{-1} u^\mu P_\mu \), with \( u^\mu \) being the four-velocity in the comoving frame. Note that the fugacities lie between the values zero and one, with latter denoting complete chemical equilibration. Using the above definition of distribution functions, number \( (n) \) and energy \( (\varepsilon) \) densities and pressure \( (P) \) of the system with quarks \( (q) \), anti-quarks \( (\bar{q}) \) and gluons \( (g) \) can be calculated as [167]

\[ n = (a_1 \lambda_g + b_1[\lambda_q + \lambda_{\bar{q}}]) T^3, \]
\[ \varepsilon = 3P = (a_2 \lambda_g + b_2[\lambda_q + \lambda_{\bar{q}}]) T^4, \] (120)

where \( a_1 = \frac{16\zeta(3)}{\pi^2}, b_1 = \frac{9\zeta(3)N_f}{2\pi^2}, a_2 = \frac{8\pi^2}{15}, b_2 = \frac{7\pi^2 N_f}{40} \) with \( N_f \) being the number of dynamical quark flavors. Note that for the baryonless QGP under consideration we have \( \lambda_q = \lambda_{\bar{q}} \).

There are several formulations of second-order hydrodynamics and it is an active field of ongoing research [81]. In this causal theory, shear stress \( \pi^{\mu\nu} \) dynamically evolves with a characteristic relaxation time \( \tau_\pi \). We use the equation for shear evolution and relaxation time \( \tau_\pi = \frac{3}{4T} \) from Ref. [176]. For a longitudinal boost invariant Björken flow, the energy equation and shear pressure \( \Phi = \pi^{00} - \pi^{zz} \) evolution becomes [167,171]

\[ \frac{\dot{T}}{T} + \frac{1}{3\tau} + \frac{1}{4} \frac{a_2 \dot{\lambda}_g + 2b_2 \dot{\lambda}_q}{a_2 \lambda_g + 2b_2 \lambda_q} = \frac{\Phi}{4\tau (a_2 \lambda_g + 2b_2 \lambda_q) T^4} \]
\[ \dot{\Phi} + \frac{\Phi}{\tau_\pi} = \frac{8}{27\tau}(a_2 \lambda_g + 2b_2 \lambda_q) T^4. \] (121, 122)

In all the equations, proper time derivative is denoted by the dot. There are several temperature dependent shear viscosity prescriptions available [172] and we use the one used in Ref. [176]: \( (\eta/s)_1 = 0.2 + 0.3 \frac{T-T_{chem}}{T_{chem}} \) (with \( T_{chem} = 0.165 \) GeV) which is known to result in cavitation, in the equilibrium case within one dimensional Bjorken flow, at early times itself [172].

Under chemical non-equilibrium, above set of equations have to be solved together with the parton density evolution equations prescribed through master equations. By considering the relevant reactions, \( gg \leftrightarrow ggg \) and \( gg \leftrightarrow q\bar{q} \), in the context of baryonless QGP, rate equations for the fugacities can be written in Björken flow as [167,171]

\[ \frac{\dot{\lambda}_g}{\lambda_g} + \frac{3}{T} + \frac{1}{\tau} = R_{gg\rightarrow ggg}(1 - \lambda_g) - 2R_{g\rightarrow q} \left( 1 - \frac{\lambda_q}{\lambda_g} \right) \] (123)
\[ \frac{\dot{\lambda}_q}{\lambda_q} + \frac{3}{T} + \frac{1}{\tau} = R_{g\rightarrow q} \frac{a_1}{b_1}(\frac{\lambda_g}{\lambda_q} - \frac{\lambda_q}{\lambda_g}). \] (124)
Here the rates are given as $R_{gg \rightarrow ggg} = 2.1\alpha_s^2 T (2\lambda_g - \lambda_g^2)^{1/2}$ and $R_{g \rightarrow q} = 0.24 N_f \alpha_s^2 \lambda_g T \ln(5.5/\lambda_g)$, with $\alpha_s$ being the strong coupling constant [167].

Now Eqs. (121)-(124) describe the longitudinally expanding chemically equilibrating viscous hot QGP [171] and it can be solved numerically once all the initial conditions are given. While evolving the hydrodynamical code one need to make sure that the effective pressures- which has contributions from viscosities remain positive. This effective pressure of the expanding fireball in the longitudinal direction is given by [172]

$$P_z = P - \Phi,$$

which denotes the deviation from equilibrium pressure due to dissipative effects. The cavitation condition is then given as $P_z = 0$, which in our case readily translates to

$$\left[ a_2 \lambda_g(\tau) + 2b_2 \lambda_q(\tau) \right] T(\tau)^4 - 3\Phi(\tau) = 0.$$
Figure 40: Cavitation scenarios for various initial conditions. Darkest region denotes the existence of $P_z = 0$.

### 13.3. Results and discussions

With the initial conditions relevant for LHC energies, we evolve the system, while monitoring the effective longitudinal pressure. The initial values taken are $\lambda_g^0 = 0.08$, $\lambda_q^0 = 0.02$, $T_0 = 0.570$ GeV and $\tau_0 = 0.7$ fm/c [167]. We evolve the system till its temperature drops to $T_c = 0.180$ GeV. Also we set minimum value of shear stress at the beginning: $\Phi(\tau_0) = 0$.

First we plot the evolution of quark and gluon fugacities in the case of temperature dependent $\eta/s$ in Figure [38]. It is observed that the equilibration process is delayed in the presence of viscosity. Now we plot the longitudinal pressure in Figure [39]. It can be seen that in the early times itself system reaches cavitation triggered by the peak in shear stress value. It need to be noted that such initial temperature and time had resulted in cavitations in chemically equilibrated case too [172]. Finally, we look into possible combinations of initial times and temperatures for which, under the considered chemical non-equilibrium scenario, cavitations occur. It is clear from Figure [40] that in order to avoid negative effective pressure scenarios one need to go for large initial time and relatively low initial temperatures. This might not be compatible with the usual early times and high temperatures associated with the chemical equilibration studies. It must also be noted that the occurrence of cavitation in early times will force us to look for alternate ways to understand the evolution of the system and freezeout. On the other hand, the successful statistical hadronization models predict a chemical freezeout in the vicinity of $T_c$, thus such an early time cavitation observed here, perhaps, point towards non-applicability of such high valued viscosity prescriptions used in the literature.
13.4. Summary and conclusions

In conclusion, we have studied the effect of temperature dependent $\eta/s$ in the chemical equilibration of hot baryonless QGP produced in high energy heavy-ion collisions. It has observed that equilibration gets delayed because of slower cooling rate of the fireball in presence of viscosity. Further, it was seen that cavitations set in rather early time itself making the hydrodynamical evolution model into trouble. It is interesting to note that cavitation scenarios are not getting washed away with the introduction of chemical non-equilibration in the problem. One can also think of giving a bound to shear viscosity by assuming that the cavitations do not occur. This work is in progress and will be reported elsewhere [177].
14. First Order Dissipative Hydrodynamics from an Effective Covariant Kinetic Theory

Samapan Bhadury, Manu Kurian, Vinod Chandra, Amaresh Jaiswal

Relativistic Dissipative Hydrodynamics has been used successfully as a tool to describe the space-time evolution of hot QCD matter created in high energy heavy ion collisions. We will describe how the hot QCD medium can be modeled using a quasiparticle picture that is consistent with the equation of state of the system, estimated from Lattice QCD. In this model, we investigate evolution equation for the shear stress tensor, the bulk viscous pressure and the charge current under first order dissipative relativistic hydrodynamic. This shows some modification in the behavior of the transport coefficients.

14.1. Introduction

Collision of two heavy nuclei with ultra-relativistic velocities at RHIC and LHC, produces a hot QCD medium commonly known as Quark-Gluon-Plasma(QGP). The relativistic dissipative hydrodynamics serves as an efficient theoretical approach to describe the space-time evolution of the created QGP. In this contribution, we study the first order dissipative evolution equation of the QGP for a non-zero baryon chemical potential and quark mass following a recently proposed effective covariant kinetic theory [178]. We utilize the effective fugacity quasiparticle model (EQPM) [179] to encode the effects of hot QCD equation of state (EoS) in terms of temperature dependent fugacity parameter. By employing the iterative Chapman-Enskog like expansion, we solve the relativistic transport equation in presence of an EQPM mean field term under the relaxation time approximation (RTA) [180]. We study the ratios of the dissipative quantities with mean field correction at finite baryon chemical potential.

14.2. Effective covariant kinetic theory

Under the RTA, the relativistic Boltzmann equation, which describes the change of momentum distribution function of each particle species $k$ is given by [178],

$$\hat{p}_k^\mu \partial_\mu f_k(x, \hat{p}_k) + F_k^\mu (u \cdot \hat{p}_k) \delta_\mu f_k = -(u \cdot \hat{p}_k) \frac{\delta f_k}{\tau_R}, \quad (127)$$

where, $\tau_R$ is the thermal relaxation time and $u_\mu$ is the fluid velocity. The mean field force term, $F_k^\mu = -\partial_\nu (\delta \omega_k u^\nu u^\mu)$ can be realized from the conservation laws [178]. The covariant form of EQPM distribution function for quarks, antiquarks and gluons at non-zero baryon chemical potential $\mu_q$ can be written as,

$$f_q^0 = \frac{z_q \exp[\beta (u \cdot p_q - \mu_q)]}{1 + z_q \exp[\beta (u \cdot p_q - \mu_q)]}, \quad (128)$$

$$f_q^0 = \frac{z_q \exp[\beta (u \cdot p_q + \mu_q)]}{1 + z_q \exp[\beta (u \cdot p_q + \mu_q)]}, \quad (129)$$

$$f_g^0 = \frac{z_g \exp[\beta u \cdot p_g]}{1 - z_g \exp[\beta u \cdot p_g]}, \quad (130)$$
where $z_q$ and $z_g$ are the temperature dependent effective fugacity parameter for quarks and gluons, respectively. It is to be noted, that the fugacity parameters $z_k$ that encode the thermal medium effects are same for quarks and antiquarks, i.e. $z_q = z_g$, in the present context. The dispersion relation relates the dressed (quasiparticle) four-momenta $\tilde{p}^\mu_k$ and the bare particle four-momenta $p^\mu_k$ as,

$$\tilde{p}^\mu_k = p^\mu_k + \delta \omega_k u^\mu, \quad \delta \omega_k = T^2 \partial_T \ln(z_k), \quad (131)$$

which implies, zeroth component of the four-momenta is given by $\tilde{p}^0_k = \omega_k = E_k + \delta \omega_k$.

We assume the system to be near local equilibrium i.e. $f_k = f_k^0 + \delta f_k$ and solve the relativistic Boltzmann equation, employing an iterative Chapman-Enskog like expansion, where $\delta f_k/f_k^0 \ll 1$ and $\delta f_k$ have the forms,

$$\delta f_q = \tau_R \left[ \tilde{p}_q^\gamma \partial_\gamma \beta + \frac{\tilde{p}_q^\gamma}{u^\gamma} \left( \beta \tilde{p}_q^\phi \partial_\gamma u^\phi - \partial_\gamma \alpha \right) - \beta \theta \delta \omega_q \right] f_q \tilde{f}_q, \quad (132)
$$

$$\delta f_\gamma = \tau_R \left[ \tilde{p}_\gamma q^\beta \partial_\beta + \frac{\tilde{p}_\gamma q^\beta}{u^\beta} \left( \beta \tilde{p}_\gamma g^\phi \partial_\beta u^\phi + \partial_\beta \alpha \right) - \beta \theta \delta \omega_\gamma \right] f_\gamma \tilde{f}_\gamma, \quad (133)
$$

$$\delta f_g = \tau_R \left[ \tilde{p}_g^\gamma \partial_\gamma \beta + \frac{\tilde{p}_g^\gamma}{u^\gamma} \left( \beta \tilde{p}_g^\phi \partial_\gamma u^\phi - \partial_\gamma \alpha \right) - \beta \theta \delta \omega_g \right] f_g \tilde{f}_g, \quad (134)$$

where, $\theta = \partial_\mu u^\mu$ is the expansion scalar and $\alpha = \beta \mu_q$. The thermal relaxation time $\tau_R$ is assumed to be independent of particle four-momenta.

### 14.3. Dissipative evolution equation

![Figure 41: Evolution of ($\beta_\Pi/\beta_\pi$) with temperature and comparison with results in [78, 85, 181].](image)

Shear stress tensor is defined in terms of the non-equilibrium part of the distribution function $\delta f_k$ within EQPM as,

$$\Pi^{\mu\nu} = \sum_k g_k A^{\mu\nu}_{\alpha\beta} \int d\tilde{P}_k \tilde{p}_k^\alpha \tilde{p}_k^\beta \delta f_k + \sum_k g_k \delta \omega_k A^{\mu\nu}_{\alpha\beta} \int d\tilde{P}_k \tilde{p}_k^\alpha \tilde{p}_k^\beta \frac{1}{E_k} \delta f_k, \quad (135)$$

where $g_k$ is the degeneracy factor and $d\tilde{P}_k \equiv \frac{d^3|\tilde{p}_k|}{(2\pi)^3 \omega_k}$ is the momentum integral factor. We use the two index projection operator $A^{\mu\nu}_{\alpha\beta} \equiv g^{\mu\nu} - u^\mu u^\nu$ and a four-index tensor $A^{\mu\nu}_{\alpha\beta} \equiv \frac{1}{2}(A^{\mu\nu}_{\alpha\beta} A^{\kappa\lambda}_{\gamma\delta} +$
Figure 42: (Left panel) Temperature dependence of the mean field contribution to the particle diffusion for different quark chemical potential. (Right panel) The effect of mean field contributions to the coefficients of bulk viscous pressure, shear tensor at \( \mu = 0.1 \) GeV with and without quark mass correction.

\[
\Delta^\mu_\beta \Delta^\nu_\alpha - \frac{1}{3} \Delta^\mu_\nu \Delta_{\alpha \beta},
\]

which is a traceless symmetric projection operator orthogonal to the fluid velocity. The bulk viscous pressure \( \Pi \) and the particle diffusion current \( n^\mu \) can be defined respectively as,

\[
\Pi = -\frac{1}{3} \sum_k g_k \Delta_{\alpha \beta} \int d\tilde{P}_k \tilde{p}_k^\alpha \tilde{p}_k^\beta \delta f_k - \frac{1}{3} \sum_k g_k \delta \omega_k \Delta_{\alpha \beta} \int d\tilde{P}_k \tilde{p}_k^\alpha \tilde{p}_k^\beta \frac{1}{E_k} \delta f_k,
\]

\[
n^\mu = g_q \delta^\mu_\alpha \int d\tilde{P}_q \tilde{p}_q^\alpha (\delta f_q - \delta f_\bar{q}) - \delta \omega_q g_q \delta^\mu_\alpha \int d\tilde{P}_q \tilde{p}_q^\alpha \frac{1}{E_q} (\delta f_q - \delta f_\bar{q}).
\]

We replace \( \delta f_k \) from Eqs. (132)-(134) and keep terms up to first order in gradients to obtain the Naiver-Stokes like equation as follows,

\[
\pi^{\mu \nu} = 2 \tau_R \beta_\pi \sigma^{\mu \nu}, \quad \Pi = -\tau_R \beta_{\Pi} \theta, \quad n^\mu = \tau_R \beta_n \nabla^\mu \alpha,
\]

with \( \sigma^{\mu \nu} \equiv \Delta^{(\mu}_a \nu^{\beta)} u^\beta \). The dissipative coefficients \( \beta_\pi, \beta_{\Pi} \) and \( \beta_n \) are expressed in terms of thermodynamic integrals for massive and massless case in the Ref. [182].

14.4. Results and Discussions

The temperature dependence of the ratio of the coefficient of the bulk viscous tensor to that of the shear tensor \( \beta_{\Pi}/\beta_\pi \) at \( \mu_q = 0.1 \) GeV is shown in Fig. 41. Under RTA, the ratio becomes \( \beta_{\Pi}/\beta_\pi = \zeta/\eta \), where \( \zeta \) and \( \eta \) are the bulk and shear viscosities of medium. The ratio deceases with the increasing temperature. There are substantial affects due to quark mass correction and mean field corrections in the low temperature regime close to the transition temperature. In Fig. 42 (left panel), the mean field effects to the first order coefficient of particle diffusion is shown for different quark chemical potential \( \mu_q \). In the low temperature regimes, the effects of quark mass and chemical potential are visible whereas in the higher temperature regimes the mean field contributions are almost independent on \( m_q \) and \( \mu_q \). This may be attributed to the fact that in low temperature regime, when the temperature is of the same order of magnitude.
as quark mass and chemical potential, the effect of slight changes in these quantities become noticeable. On the other hand, at high temperature, there is a separation of scale the the effect due to changes in quark mass and chemical potential are not significant. The mean field correction to the transport parameters with binary, elastic collisions at $m_q = 0$ and $\mu_q = 0$ is described in Ref [178] In Fig. 42 (Right panel), the contributions to first order coefficients of the shear tensor and bulk viscous pressure due to mean field at quark chemical potential $\mu_q = 0.1$ GeV are depicted. Since the mean field corrections at high temperature regimes are negligible, the ratio asymptotically tends to unity. At this juncture, we note that the first order viscous hydrodynamics theory has issues with causality due to parabolic nature of the evolution equations. Deriving second-order causal hydrodynamic theory, within the present EQPM framework, is left for future work.
15. Hydrodynamics with spin and its application to heavy-ion collisions

Avdhesh Kumar

We briefly discuss, recently introduced equilibrium Wigner functions for spin 1/2 particles that are used in the semiclassical kinetic equations. In the case of local thermodynamic equilibrium, we outline a procedure to formulate hydrodynamic framework for particles with spin 1/2 based on the semiclassical expansion of Wigner functions. For the case of a boost-invariant and transversely homogeneous expansion of the fireball produced in the heavy-ion collision we show that this formulation can be used to determine the space-time evolution of the spin polarization and physical observables related to the spin polarization.

15.1. Introduction

In the non-central heavy-ion collisions, nuclei colliding at ultra-relativistic energies carry a very large orbital angular momentum. After the collision a significant portion of this orbital angular momentum can be retained in the interaction region which can be further transformed from the initial purely orbital form into the spin part. The latter can be reflected in the spin polarization of the emitted particles. Indeed, recently global spin polarization of Λ and ¯Λ hyperons emitted from the fireball created in the non-central heavy ion collisions has been measured by the STAR collaboration [183,184]. This result can be successfully explained by relativistic hydrodynamics (ideal or viscous) [185].

Hydrodynamic models that are used to describe the global spin polarization of Λ and ¯Λ-hyperons make use of the fact that spin polarization effects are governed by thermal vorticity \( \sigma_{\mu\nu} \) which is defined by the expression \( \sigma_{\mu\nu} = -\frac{1}{2}(\partial_{\mu}\beta_{\nu} - \partial_{\nu}\beta_{\mu}) \), where \( \beta_{\mu} \) is the ratio of the fluid flow vector \( U_{\mu} \) and the local temperature \( T \), i.e. \( \beta_{\mu} = U_{\mu}/T \) [185–187]. There remains, however, a puzzle known as sign problem i.e. the oscillations of the longitudinal polarization of Λ as a function of the azimuthal angle observed by the STAR experiment has an opposite sign with respect to the results obtained using hydrodynamic calculations [188].

On general thermodynamic grounds the spin polarization effects are expected to be governed by the tensor \( \omega_{\mu\nu} \) namely spin polarization tensor [189] which can be independent of the thermal vorticity \( \sigma_{\mu\nu} \). This suggests a new hydrodynamic approach (known as hydrodynamics with spin), which allow the spin polarization tensor to be treated as an independent dynamical variable. Initial steps in this direction have been made in Refs. [189–191], see also follow-up Refs. [192,193] and other related work [93]. In this contribution, we briefly report on our recent works [194–196] where we discuss Wigner function approach to formulate hydrodynamics with spin, for the case of the de Groot, van Leeuwen, and van Weert (GLW) [92] formalism to study the space-time evolution of spin polarization and related physical observables for the boost invariant Bjorken flow.
15.2. Equilibrium Wigner functions

Our starting point are the relativistic distribution functions \( f_{r_s}^\pm(x,p) \) for particles (+) and antiparticles (−) with spin 1/2 at local thermodynamical equilibrium as introduced in Ref. [197]

\[
f_{r_s}^+(x,p) = \frac{1}{2m} \bar{u}_r(p) X^+ u_s(p), \quad f_{r_s}^-(x,p) = -\frac{1}{2m} \bar{v}_r(p) X^- v_s(p)
\]

where \( m \) is the (anti-)particle mass, \( r \) and \( s \) are the spin indices running from 1 to 2 and \( u_r(p) \), and \( v_r(p) \) are Dirac bispinors. The objects \( X^\pm \) are the four-by-four matrices defined by the formula

\[
X^\pm = \exp \left[ \pm \xi(x) - \beta_\mu(x) p^\mu + \frac{1}{2} \omega_{\mu\nu} \Sigma^{\mu\nu} \right]
\]

where \( \xi = \frac{\mu}{T} \), with \( \mu \) and \( T \) being the chemical potential and temperature. The quantity \( \omega_{\mu\nu} \) is spin polarization tensor while \( \Sigma^{\mu\nu} = (i/4)[\gamma^\mu, \gamma^\nu] \) is known as the Dirac spin operator.

By assuming that the spin polarization tensor \( \omega_{\mu\nu} \) satisfies the conditions, \( \omega_{\mu\nu} \omega^{\mu\nu} \geq 0 \) and \( \omega_{\mu\nu} \tilde{\omega}^{\mu\nu} = 0 \) [191], where \( \tilde{\omega}^{\mu\nu} = \frac{1}{2} \epsilon_{\mu\nu\alpha\beta} \omega^{\alpha\beta} \) is the dual spin polarization tensor, we can introduce a new quantity \( \zeta = \frac{1}{2} \sqrt{1/2 \omega_{\mu\nu} \omega^{\mu\nu}} \) which can be interpreted as the ratio of spin chemical potential \( \Omega \) and temperature \( T \) [190].

The equilibrium Wigner functions can be constructed by taking the above expressions for \( f_{r_s}^+(x,p) \) and \( f_{r_s}^-(x,p) \) as an input [92]

\[
\mathcal{W}_{eq}^+(x,k) = \frac{1}{2} \sum_{r,s=1}^2 \int dP \delta^{(4)}(k-p) \bar{u}_r(p) u_s(p) f_{r_s}^+(x,p),
\]

\[
\mathcal{W}_{eq}^-(x,k) = -\frac{1}{2} \sum_{r,s=1}^2 \int dP \delta^{(4)}(k+p) \bar{v}_r(p) v_s(p) f_{r_s}^-(x,p),
\]

where \( dP = \frac{d^3p}{(2\pi)^3 E_p} \) is the Lorentz invariant measure with \( E_p = \sqrt{m^2 + p^2} \) being the on-mass-shell particle energy. Four momentum \( k^\mu = (k^0, k) \) in the Wigner functions is not necessarily on the mass shell.

Being 4×4 matrices that satisfy the relation \( \mathcal{W}_{eq}^\pm(x,k) = \gamma_0 \mathcal{W}_{eq}^\pm(x,k)^\dagger \gamma_0 \), equilibrium Wigner functions can always be expressed as combinations of the 16 independent generators of the Clifford algebra [90, 198]

\[
\mathcal{W}_{eq}^\pm(x,k) = \frac{1}{4} \left[ \mathcal{F}_{eq}^\pm(x,k) + i \gamma_5 \mathcal{D}_{eq}^\pm(x,k) + \gamma^\mu \mathcal{V}_{eq,\mu}^\pm(x,k) + \gamma_5 \gamma^\mu \mathcal{A}_{eq,\mu}^\pm(x,k) + \Sigma^{\mu\nu} \mathcal{S}_{eq,\mu\nu}^\pm(x,k) \right].
\]

(139)

Note that the coefficient functions appearing in the above decomposition can be obtained by contracting \( \mathcal{W}_{eq}^\pm(x,k) \) with appropriate gamma matrices and then taking the trace [194]. The total Wigner function is the sum of the particle and antiparticle contributions \( \mathcal{W}_{eq}^\pm(x,k) = \mathcal{W}_{eq}^+(x,k) + \mathcal{W}_{eq}^-(x,k) \).
15.3. Semi-classical equation and formulation of hydrodynamics with spin

A similar decomposition to Eq. (139) can be done for any arbitrary Wigner function $W(x,k)$. In absence of any mean fields $W(x,k)$ satisfies the following equation [198]

$$ \left( \gamma_\mu K^\mu - m \right) W(x,k) = C[W(x,k)]; \quad K^\mu = k^\mu + \frac{i\hbar}{2} \partial^\mu, $$

(140)

where $C[W(x,k)]$ is the collision term. In global or local equilibrium the collision term vanishes. In this situation, solution of above equation can be written in the form of a series in $\hbar$,

$$ X = X^{(0)} + \hbar X^{(1)} + \hbar^2 X^{(2)} + \cdots; \quad X \in \{ F, P, V_\mu, A_\mu, S_{\mu\nu} \} $$

Keeping the zeroth and first order terms in $\hbar$ expansion the following equations for the coefficient functions $F^{(0)}(x,k)$ and $A_\mu^{(0)}(x,k)$ can be obtained,

$$ k^\mu \partial_\mu F^{(0)}(x,k) = 0, \quad k^\mu \partial_\mu A^{(0)}_\mu(x,k) = 0, \quad k_\nu A^{(0)}_\nu(x,k) = 0. $$

We note here that only two functions $F^{(0)}$ and $A^{(0)}_\mu$ are basic independent ones; others can be easily expressed by using these two. It can also shown easily that the algebraic structure the zeroth-order equations obtained from the semi-classical expansion of the Wigner function is consistent with the equilibrium coefficient functions. Therefore, we can replace $X^{(0)}$ by $X_{eq}$. In this way we can get the following Boltzmann-like kinetic equations for the equilibrium coefficient functions

$$ k^\mu \partial_\mu F_{eq}(x,k) = 0, \quad k^\mu \partial_\mu A^{eq}_\mu(x,k) = 0, \quad k_\nu A^{eq}_\nu(x,k) = 0. $$

These equations represent the case of global equilibrium and are exactly fulfilled if $\partial_\mu \beta^\nu - \partial_\nu \beta^\mu = 0, \quad \xi = const.$ and spin polarization tensor $\omega_{\mu\nu} = const..$ The equation for $\beta_\mu$ field is known as the Killing equation its solution can be written as $\beta_\mu = h_\mu^0 + \sigma_{\mu\nu} x^\nu$ with thermal vorticity $\sigma_{\mu\nu}$ being constant. Thus we see that both spin polarization tensor $\omega_{\mu\nu}$ and thermal vorticity $\sigma_{\mu\nu}$ are constant but no conclusion can be drawn whether two are equal in global equilibrium.

In the local equilibrium only certain moments of above kinetic equations can be set equal to zero; this point has been discussed in great detail in Ref. [194]. It was shown in Ref. [194] that the following equations for the conservation laws for charge and energy-momentum and spin tensor can be obtained

$$ \partial_\mu N^\mu(x) = 0, \quad \partial_\mu T_{GLW}^{\mu\nu}(x) = 0, \quad \partial_\lambda S_{GLW}^{\lambda\mu\nu}(x) = 0. $$

(141)

Exact expressions for charge current $N^\mu(x)$, energy-momentum $T_{GLW}^{\mu\nu}$, and spin tensor $S_{GLW}^{\lambda\mu\nu}$ are given in Ref. [194]. As this formulation does not allow for arbitrary large values of the polarization tensor, we restrict ourself to the leading-order expressions in the $\omega_{\mu\nu}$ [195]. In this case the expressions for charge current $N^\mu(x)$ and energy-momentum tensor $T_{GLW}^{\mu\nu}(x)$ are given by

$$ N^\alpha = n U^\alpha, \quad T_{GLW}^{\alpha\beta}(x) = (\epsilon + P) U^\alpha U^\beta - P g^{\alpha\beta}. $$

(142)

In Eq. (142), $n$ is the number density which is given by the expression,

$$ n = 4 \sinh(\xi) n_{(0)}(T), $$

(143)
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where the factor \(4 \sinh(\xi) = 2(e^\xi - e^{-\xi})\) accounts for spin degeneracy and presence of both particles and antiparticles and \(n_{(0)}(T) = \langle p \cdot U \rangle_0\) is the number density of spinless and neutral massive Boltzmann particles, with \(\langle \cdots \rangle_0\) denoting a thermal average as defined in Ref. [196].

In Eq. (142), \(\varepsilon\) and \(P\) are the energy density and pressure which are given by following expressions

\[
\varepsilon = 4 \cosh(\xi)\varepsilon_{(0)}(T), \quad P = 4 \cosh(\xi)P_{(0)}(T),
\]

(144)
similar to \(n_{(0)}(T)\), the auxiliary quantities \(\varepsilon_{(0)}(T)\) and \(P_{(0)}(T)\) are expressed as \(\varepsilon_{(0)}(T) = \langle (p \cdot U)^2 \rangle_0\) and \(P_{(0)}(T) = -(1/3)\langle (p \cdot p - (p \cdot U)^2) \rangle_0\).

In the leading order in \(\omega_{\mu\nu}\) the expression for the spin tensor \(S_{\mu\nu}^{\alpha\beta\gamma}\) is given by

\[
S_{\mu\nu}^{\alpha\beta\gamma} = \cosh(\xi)\left(n_{(0)}(T)U^\alpha \omega_{\mu\nu}^\beta + S_{\mu\nu}^{\alpha\beta\gamma}_{AGLW}\right),
\]

(145)
In the above expression, the auxiliary tensor \(S_{\mu\nu}^{\alpha\beta\gamma}_{AGLW}\) is defined as [191]

\[
S_{\mu\nu}^{\alpha\beta\gamma}_{AGLW} = \mathcal{A}_{(0)} U^\alpha U^\beta U^{[\gamma \omega \nu]} + B_{(0)} \left(U^{[\beta \delta \gamma]} U_\omega + U^{[\beta \omega \alpha]} U_\gamma + U^{[\gamma \delta \alpha]} U_\omega\right),
\]

(146)
where

\[
B_{(0)} = -\frac{2}{\hat{m}^2} \frac{\varepsilon_{(0)}(T) + P_{(0)}(T)}{T}, \quad \mathcal{A}_{(0)} = -3B_{(0)} + 2n_{(0)}(T).
\]

15.4. Application of hydrodynamics with spin to heavy ion collisions

We consider the case of transversely homogeneous and boost-invariant expansion of the fireball produced in the heavy ion collisions. Such a case can be described by the following four boost invariant basis

\[
\begin{align*}
U^\alpha & = \frac{1}{\tau}(t, 0, 0, z) = (\cosh(\eta), 0, 0, \sinh(\eta)), \\
X^\alpha & = (0, 1, 0, 0), \\
Y^\alpha & = (0, 0, 1, 0), \\
Z^\alpha & = \frac{1}{\tau}(z, 0, 0, t) = (\sinh(\eta), 0, 0, \cosh(\eta))
\end{align*}
\]

(147)
where \(\tau = \sqrt{t^2 - z^2}\) is the longitudinal proper time, while \(\eta = \ln((t + z)/(t - z))/2\) is the space-time rapidity. The four-vector \(U^\alpha\) is normalized to unity and a time like vector while four-vectors \(X^\alpha\), \(Y^\alpha\) and \(Z^\alpha\) are space-like and orthogonal to \(U^\alpha\) as well as to each other.

Using the basis (147), the following representation of the spin polarization tensor \(\omega_{\mu\nu}\) can be introduced, (for details, see Refs. [196]),

\[
\omega_{\mu\nu} = C_{kZ}(Z_{\mu}U_{\nu} - Z_{\nu}U_{\mu}) + C_{kX}(X_{\mu}U_{\nu} - X_{\nu}U_{\mu})
+ C_{kY}(Y_{\mu}U_{\nu} - Y_{\nu}U_{\mu})
+ \varepsilon_{\mu\nu\rho\delta}U^\alpha(C_{\omega Z}Z^\beta + C_{\omega X}X^\beta + C_{\omega Y}Y^\beta).
\]

(148)
Here we note that due to boost invariant notion the scalar coefficients \(C^\prime\)s are functions of the proper time \(\tau\) only. Knowing the boost boost-invariant decomposition of \(\omega_{\mu\nu}\) a boost-invariant
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expression for the spin tensor $S^{\alpha\beta\gamma}_{GLW}$ can also be obtained and finally the boost invariant form of conservation laws (given in Eq. (141)) can respectively be written as follows,

$$\frac{\dot{n}}{n} + \frac{n}{\tau} = 0,$$

$$\hat{\dot{e}} + \frac{(\varepsilon + P)}{\tau} = 0.$$  

(149)  

(150)

$$\begin{bmatrix} \mathcal{L}(\ll) & 0 & 0 & 0 & 0 \\ 0 & \mathcal{L}(\ll) & 0 & 0 & 0 \\ 0 & 0 & \mathcal{L}(\ll) & 0 & 0 \\ 0 & 0 & 0 & \mathcal{P}(\ll) & 0 \\ 0 & 0 & 0 & 0 & \mathcal{P}(\ll) \end{bmatrix} \begin{bmatrix} C_{\kappa X} \\ C_{\kappa Y} \\ C_{\kappa Z} \\ C_{\omega X} \\ C_{\omega Y} \end{bmatrix} = \begin{bmatrix} Q_1(\tau) \\ Q_1(\tau) \\ Q_2(\tau) \\ R_1(\tau) \\ R_2(\tau) \end{bmatrix} \begin{bmatrix} C_{\kappa X} \\ C_{\kappa Y} \\ C_{\kappa Z} \\ C_{\omega X} \\ C_{\omega Y} \end{bmatrix},$$

(151)

where $\mathcal{L}(\tau) = \mathcal{A}_1 - \frac{1}{2}\mathcal{A}_2 - \mathcal{A}_3$, $\mathcal{P}(\tau) = \mathcal{A}_1$, $Q_1(\tau) = -\left[\mathcal{L} + \frac{1}{\tau}\left(\mathcal{L} + \frac{1}{2}\mathcal{A}_3\right)\right]$, $Q_2(\tau) = -\left(\mathcal{L} + \frac{3}{\tau}\right)$, $R_1(\tau) = -\left[\mathcal{P} + \frac{1}{\tau}\left(\mathcal{P} - \frac{1}{2}\mathcal{A}_3\right)\right]$, and $R_2(\tau) = -\left(\mathcal{P} + \frac{3}{\tau}\right)$ with $\mathcal{A}_1$, $\mathcal{A}_2$ and $\mathcal{A}_3$ given by, $\mathcal{A}_1 = C\left(n(0) - B(0)\right)$, $\mathcal{A}_2 = C\left(A(0) - 3B(0)\right)$, and $\mathcal{A}_3 = C\mathcal{B}(0)$.

One can see that all the $C$ coefficients evolve independently. Moreover, due to the rotational invariance in the transverse plane coefficients $C_{\kappa X}$ and $C_{\kappa Y}$ (also $C_{\omega X}$ and $C_{\omega Y}$) obey the same differential equations. The system of Equations (149), (150) and (151) can be easily solved numerically. We first solve Eqs. (149) and (150) to find the proper-time dependence of the temperature $T$ and chemical potential $\mu$. Once the functions $T(\tau)$ and $\mu(\tau)$ are known, we can easily determine the functions $\mathcal{L}$, $\mathcal{P}$, $\mathcal{Q}$ and $\mathcal{R}$ in the (151) and finally the proper-time dependence of $C$ coefficients.

In order to study situations similar to experiments, we consider matter with the initial baryon chemical potential $\mu_0 = 800$ MeV and the initial temperature $T_0 = 155$ MeV. We take particle mass to be equal to the mass of $\Lambda$-hyperon, $m = 1116$ MeV and continue the hydrodynamic evolution from $\tau_0 = 1$ fm, till the final time $\tau_f = 10$ fm. In this scenario the proper-time dependence of the coefficients $C_{\kappa X}$, $C_{\kappa Z}$, $C_{\omega X}$ and $C_{\omega Z}$ is shown in Fig. 43 for the same initial values (0.1) of all the $C$ coefficients. We have omitted $C_{\kappa Y}$ and $C_{\omega Y}$ because they fulfill the same equations as $C_{\kappa X}$ and $C_{\omega X}$). It can be seen that the coefficient $C_{\kappa Z}$ has the strongest time dependence as it increases by about 0.1 within 1 fm.

15.5. Physical observable

In this section we demonstrate how hydrodynamics with spin can be used to obtain the information about the spin polarization of particles at freeze-out. The spin polarization of particles can be determined by the average Pauli–Lubański vector $\langle \pi_{\mu}(p) \rangle$ in the rest frame of the particles. The average Pauli–Lubański vector $\langle \pi_{\mu}(p) \rangle$ of particles with momentum $p$ emitted from a given the freeze-out hypersurface is obtained by the expression

$$\langle \pi_{\mu} \rangle = \frac{E_p \frac{dP_{\mu}(p)}{dp}}{E_p \frac{dN(p)}{dp}}.$$  

(152)
Figure 43: Proper-time evolution of the coefficients $C_{\kappa X}, C_{\kappa Z}, C_{\omega X}$ and $C_{\omega Z}$.

where,

$$E_p \frac{d\Pi_\mu(p)}{dp} = -\frac{\cosh(\xi)}{(2\pi)^3} \int \Delta \Sigma A p^\lambda e^{-p^\beta p^\lambda} \tilde{\omega} \mu \beta \rho \beta.$$  \hspace{1cm} (153)  

$$E_p \frac{dN(p)}{dp} = \frac{4 \cosh(\xi)}{(2\pi)^3} \int \Delta \Sigma A p^\lambda e^{-p^\beta p}.$$  \hspace{1cm} (154)  

In the above expressions $\Delta \Sigma_A$ is the element of freeze-out hypersurface and $p^\lambda$ is the particle four momentum. The above integrations can be carried out very easily by parametrizing $p^\lambda$ in terms of transverse mass $m_T$ and rapidity $y_p$ as; $p^\lambda = \left(m_T \cosh(y_p), p_x, p_y, m_T \sinh(y_p) \right)$ and assuming that freeze-out takes place at a constant value of the proper time ($\Delta \Sigma_A = U_\lambda dx dy d\tau d\eta$). To compare the final result with experimental data we have to boost the average Pauli-Lubański vector to the rest frame of the particles. Note that since most of the experimental measurements of the spin polarization are done at midrapidity, therefore we can consider particles with $y_p = 0$. Moreover, since the mass of the $\Lambda$ is much larger then the values of temperature considered by us, we may take $m_T >> 1$. In this case the spin polarization obtained in the particle rest frame can be cast to much simpler formula as follows

$$\langle \pi^\ast \rangle = -\frac{1}{4m} \left[ E_p C_\omega - p \times C_\kappa - \frac{p \cdot C_\omega}{E_p + m} p \right],$$  \hspace{1cm} (155)  

where, $p = (p_x, p_y, 0)$. From the above formula one can see that for particles with small transverse momenta the polarization is directly determined by the coefficients $C_\omega$ whose value can be obtained using hydrodynamic equations as discussed above.

15.6. Summary and conclusions

In this contribution, using the relativistic distribution functions for particles and antiparticles with spin 1/2 at local thermodynamical equilibrium as introduced in Ref. [197] we have constructed the equilibrium Wigner functions. Using the kinetic equation for Wigner function and its semiclassical expansion we have formulated hydrodynamics with spin. For the transversely homogeneous and boost invariant expansion of heavy ion collision fireball we have shown that hydrodynamics with spin can be used to determine the space-time evolution of the spin polarization tensor and finally spin polarization of the particles.
16. Solutions and attractors of causal dissipative hydrodynamics for Bjorken flow

Sunil Jaiswal, Chandrodoy Chattopadhyay, Amaresh Jaiswal, Subrata Pal, Ulrich Heinz

Causal higher-order theories of relativistic viscous hydrodynamics in the limit of one-dimensional boost-invariant expansion is considered. Evolution equations for the inverse Reynolds number as a function of Knudsen number is obtained for three different choices of time dependence of the shear relaxation rate. It is shown that solutions of these equations exhibit attractor behavior. These dynamical attractors are characterized and uniquely determined by studying the analytical solutions at both small and large Knudsen numbers.

16.1. Introduction

Relativistic viscous hydrodynamics has been very successful in explaining a wide range of collective phenomena observed in heavy-ion collisions. Based on the paradigm that hydrodynamics requires local thermodynamic equilibrium to be applicable [199], this successful hydrodynamic description led to the belief that these collisions create a nearly thermalized medium close to local thermal equilibrium [200]. However, the advent of numerical dissipative relativistic fluid dynamics provides evidence of large deviations from local thermal equilibrium. This “unreasonable effectiveness” of hydrodynamics has generated much recent interest in the very foundations of fluid dynamics, culminating in the formulation of a new “far-from-local-equilibrium fluid dynamics” paradigm [166, 201].

The simplest relativistic dissipative theory, relativistic Navier-Stokes (NS) theory, imposes instantaneous constitutive relations between the dissipative flows and their generating forces. This approach was found to be plagued by acausality and intrinsic instability [202]. The phenomenological second-order theory developed by Müller, Israel and Stewart (MIS) [203, 204] cures these problems by introducing a relaxation type equation for the dissipative flows and thus turning them into independent dynamical fields. As discussed in [166], even the minimal causal Maxwell-Cattaneo theory [205] resolves the causality issue, but introduces new “non-hydrodynamic modes” that were absent in NS theory. These non-hydrodynamic modes are now known to play an important role in the approach to the regime of applicability of hydrodynamics, also known as the “hydrodynamization” process [199]. In the present study, we will focus on yet another feature that appears in causal theories of relativistic dissipative hydrodynamics, “the hydrodynamic attractor” [206].

16.2. Attractor in “minimal causal theory”

The energy-momentum tensor for a conformal system in the Landau frame has the form

\[ T^{\mu\nu} = \epsilon u^\mu u^\nu - P \Delta^{\mu\nu} + \pi^{\mu\nu}, \]

(156)

where \( \epsilon \) and \( P \) are the local energy density and pressure. Conformal symmetry implies an equation of state (EoS) \( \epsilon = 3P \) and zero bulk viscous pressure, \( \Pi = 0 \). We define \( \Delta^{\mu\nu} \equiv \ldots \)
$g^{\mu\nu} - u^\mu u^\nu$ which serves as a projection operator to the space orthogonal to $u^\mu$. Notations used: the metric convention used here is $g^{\mu\nu} = \text{diag}(+ - - -)$. We use $\sigma_{\mu\nu} \equiv \frac{1}{2}(\nabla_\mu u_\nu + \nabla_\nu u_\mu) - \frac{1}{3}\theta \delta_{\mu\nu}$ for the velocity shear tensor, $\nabla^\alpha \equiv \partial^\alpha D_\mu$ for space-like derivative, $D_\mu$ for the covariant derivative and $\theta \equiv D_\mu u^\mu$ for the expansion scalar.

The shear stress tensor, $\pi^{\mu\nu}$, is traceless and orthogonal to $u^\mu$. The simplest form of $\pi^{\mu\nu}$ is the Navier-Stokes form, which is first order in velocity gradients, $\pi^{\mu\nu}_{\text{NS}} = 2\eta \sigma^{\mu\nu}$ where $\eta$ is the shear viscosity coefficient. However, relativistic Navier-Stokes theory imposes instantaneous constitutive relations between the dissipative flows and their generating forces which results to superluminal signal propagation. The simplest way to restore causality is by introducing a dynamic relaxation-type equation for $\pi^{\mu\nu}$. This prescription, also known as the “Maxwell-Cattaneo theory”, requires that the dissipative forces relax to their Navier-Stokes values in some finite relaxation time, $\tau$.

$$\tau \pi^{(\mu\nu)} + \pi^{\mu\nu} = 2\eta \sigma^{\mu\nu}, \quad (157)$$

where $\tau$ is the shear relaxation time. We will now demonstrate the hydrodynamic attractor which appears in this minimal causal theory for Bjorken flow. We use the notation $\dot{A} \equiv u^\mu D_\mu A$ for the co-moving time derivative. Angular brackets around pairs of Lorentz indices indicate projection of the tensor onto its traceless and locally spatial part, e.g., $\dot{\pi}^{(\mu\nu)} \equiv A^{\mu\nu}_{\alpha\beta} \dot{\pi}^{\alpha\beta}$, where $A^{\mu\nu}_{\alpha\beta} \equiv \frac{1}{2}(A^{\mu\nu}_{\alpha\beta} + A^{\mu\nu}_{\beta\alpha} - \frac{1}{2} A^{\mu\nu} A_{\alpha\beta})$.

**Bjorken Flow**— We will now simplify evolution equations for $\epsilon$ and $u^\mu$ obtained from energy-momentum conservation, $D_\mu T^{\mu\nu} = 0$, and Eq. (157) for Bjorken flow [7]. For transversally homogeneous and longitudinally boost-invariant systems expressed in Milne coordinates $x^\mu = (\tau, x, y, \eta_s)$ [with $\tau = \sqrt{r^2 - z^2}$ and $\eta_s = \tanh^{-1}(z/t)$], the shear tensor is diagonal and space-like leaving only one independent component which we take to be the $\eta_s$ component: $\pi^{xx} = \pi^{yy} = -\tau^2 \pi^{(\eta_s \eta_s)} / 2 \equiv \pi / 2$.

**Maxwell-Cattaneo Theory**— Energy conservation and shear evolution equations for Maxwell-Cattaneo (157) reduce to a set of coupled ordinary differential equations (ODEs) in $\tau$:

$$\frac{d\epsilon}{d\tau} = -\frac{1}{\tau} \left( \frac{4}{3} \epsilon - \pi \right), \quad \frac{d\pi}{d\tau} = -\frac{\pi}{\tau \tau} + \frac{4\beta \pi}{3 \tau}. \quad (158)$$

Since $\beta \equiv \eta / \tau = 4\epsilon / 15$, Eqs. (158) are mutually coupled. The equation for shear stress can be decoupled by rewriting it in terms of dimensionless quantities, normalized shear stress (inverse Reynolds number) $\tilde{\pi} = \pi / (\epsilon + P) = \pi / (4P)$, and rescaled time variable $\tilde{\tau} \equiv \tau / \tau \tau$ (which is the inverse Knudsen number for Bjorken flow). Maxwell-Cattaneo evolution Eqs. (158) takes the form:

$$\frac{d\tilde{\bar{\tau}}}{d\tilde{\tau}} = \left( \frac{\tilde{\bar{\tau}} + 2}{3} \right) \tilde{\tau}, \quad (159)$$

$$\left( \frac{\tilde{\bar{\tau}} + 2}{3} \right) \frac{d\tilde{\pi}}{d\tilde{\tau}} = -\tilde{\bar{\tau}} + \frac{1}{\tilde{\bar{\tau}}} \left( \frac{4}{15} + \frac{4}{3} \tilde{\bar{\tau}} - \frac{4}{3} \tilde{\bar{\tau}} \right). \quad (160)$$
Here we also used that for a conformal system $\epsilon \propto T^4$ and $T \tau_\pi = 5\bar{\eta} = \text{const.}$ where $\bar{\eta} \equiv \eta/s$ is the specific shear viscosity. Equation (160) is a first-order nonlinear ODE for the inverse Reynolds number that is completely decoupled from the evolution of the energy density.

![Figure 44: Gray dashed lines are numerical solutions of Eq. (160) for different initial conditions and solid black line represents the numerically determined attractor. Navier-Stokes is represented by dash-dotted green line.](image)

We obtain the numerical attractor for Maxwell-Cattaneo from Eq. (157) following the prescription outlined in Ref. [206]. Figure 44 shows the evolution of pressure anisotropy, which is related to normalized shear through the equation

$$\frac{\rho_L}{\rho_T} = \frac{p - \pi}{\rho + 2\pi} = \frac{1-4\bar{\eta}}{1+2\bar{\eta}},$$

for various initial conditions. One sees that numerical solutions for a broad range of initial conditions join the attractor at $\bar{\tau} \sim 2$, but that start to agree with the NS solution only for $\bar{\tau} \gtrsim 20$.

### 16.3. Higher-order theories

We will now look at higher order hydrodynamic theories. For minimal causal conformally symmetric systems, one more term must be added in the evolution of shear stress to the Maxwell-Cattaneo theory:

$$\tau_\pi \dot{\pi}^{(\mu\nu)} + \pi^{\mu\nu} = 2\eta\pi^{\mu\nu} - \frac{4}{3} \tau_\pi \pi^{\mu\nu} \theta. \quad (161)$$

This equation is a close variant [207] of the one first derived by Müller, Israel and Stewart [203, 204], and we will therefore refer to it as the “MIS” theory.

A systematic derivation of second-order (“transient”) relativistic fluid dynamics from kinetic theory was performed in [208]. For conformal systems and an RTA collision term, the result obtained in the 14-moment approximation differs from Eq. (161) by two additional terms:

$$\dot{\pi}^{(\mu\nu)} + \frac{\pi^{\mu\nu}}{\tau_\pi} = 2\beta_\pi \pi^{\mu\nu} + 2\pi_\gamma^{(\mu} \omega^{\nu)\gamma} - \frac{10}{7} \pi_\gamma^{(\mu} \omega^{\nu)\gamma} - \frac{4}{3} \pi^{\mu\nu} \theta. \quad (162)$$

Here $\omega^{\mu\nu} \equiv \frac{1}{2}(\nabla^\mu u^\nu - \nabla^\nu u^\mu)$ is the vorticity tensor. This “DNMR” theory [208] can also be derived from a Chapman-Enskog like iterative solution of the RTA Boltzmann equation [163].

Carrying the Chapman-Enskog expansion to one additional order, a third-order evolution equation for the shear stress was derived for the same system in [164] which we will refer as the “third-order” theory.
|       | $\beta_\pi$ | $a$ | $\lambda$ | $\chi$ | $\gamma$ |
|-------|-------------|-----|-----------|--------|---------|
| MIS   | $4P/5$      | $4/15$ | $0$       | $0$    | $4/3$   |
| DNMR  | $4P/5$      | $4/15$ | $10/21$   | $0$    | $4/3$   |
| Third-order | $4P/5$ | $4/15$ | $10/21$   | $72/245$ | $412/147$ |

Table 4: Coefficients for the causal viscous hydrodynamic evolution of the shear stress in Bjorken flow for the three theories studied in this work.

For Bjorken flow, the energy density and shear evolution equations for the above mentioned three theories can be brought into the following generic form:

$$\frac{d\epsilon}{d\tau} = -\frac{1}{\tau} \left( \frac{4}{3} \epsilon - \pi \right),$$  \hspace{1cm} (163)

$$\frac{d\pi}{d\tau} = -\frac{\pi}{\tau} + \frac{1}{\tau} \left[ \frac{4}{3} \beta_\pi - \left( \lambda + \frac{4}{3} \right) \pi \right].$$  \hspace{1cm} (164)

The coefficients $\beta_\pi$, $a$, $\lambda$, $\chi$, and $\gamma$ appearing in Eq. (164) above and in Eq. (165) below are tabulated in Table 4 for these three theories.

The shear evolution equation can be decoupled from the energy density evolution equation following similar procedure as mentioned in section 16.2:

$$\left( \frac{\bar{\pi} + 2}{3} \right) \frac{d\bar{\pi}}{d\bar{\tau}} = -\bar{\pi} + \frac{1}{\bar{\tau}} \left( a - \lambda \bar{\pi} - \gamma \bar{\pi}^2 \right),$$  \hspace{1cm} (165)

which has the same form as Eq. (160). Note that Eqs. (160) and (165) has the form of an Abel differential equation of the second kind for which, to the best of our knowledge, an analytical solution does not exist. The three hydrodynamic theories can be selected by choosing for $\lambda$ and $\gamma$ the appropriate combinations of constants given in Table 4.

16.4. Analytical solutions

We will now derive analytical solutions for the evolution of $\bar{\pi}$ for Bjorken flow, at the expense of not being able to ensure the conformal relation $T \tau_\pi = \text{const.}$ consistently with the evolution of the energy density. Instead, we find three separate classes of analytical solutions, corresponding to three different approximations of $\tau_\pi$ as a function of time.

Starting from Eqs. (163), (164), we decouple them as before by rewriting them in terms of the inverse Reynolds number $\bar{\pi}$ but without rescaling the proper time:

$$\frac{1}{\epsilon^{4/3}} \frac{d(\epsilon^{4/3})}{d\tau} = \frac{4}{3} \frac{\bar{\pi}}{\bar{\tau}},$$  \hspace{1cm} (166)

$$\frac{d\bar{\pi}}{d\tau} = -\frac{\bar{\pi}}{\tau_\pi} + \frac{1}{\tau} \left( a - \lambda \bar{\pi} - \gamma \bar{\pi}^2 \right).$$  \hspace{1cm} (167)

In the following, we find analytical solutions of Eq. (167), using different approximations for the form of shear relaxation time $\tau_\pi$ [209].
1. Constant relaxation time— In this approximation \[210\], the scaling of \(\tau_\pi\) with temperature was ignored by simply setting it constant. This constitutes a rather drastic violation of conformal symmetry by introducing, in addition to the inverse temperature \(1/T\), a second, independent length scale \(\tau_\pi\). In the following two approximations, we will successively improve on this.

Introducing again the rescaled time \(\bar{\tau} = \tau/\tau_\pi\), for constant \(\tau_\pi\) Eq. (167) turns directly into

\[
\frac{d\bar{\tau}}{d\bar{\tau}} = -\bar{\pi} + \frac{1}{\bar{\tau}} \left( a - \lambda \bar{\pi} - \gamma \bar{\pi}^2 \right)
\]  

(168)

which is similar to Eq. (165) but without the nonlinearity on the left-hand side (l.h.s). As will be discussed in Section 16.5, this difference has important consequences for the attractor solutions and Lyapunov exponents.

2. Relaxation time from ideal hydrodynamics— A better approximation to Eq. (165) can be obtained by setting \(T\tau_\pi = \text{const.}\) by approximating the time-dependence of \(T\) at late times with the ideal fluid law

\[
T_{id}(\tau) = T_0 \left( \frac{\tau_0}{\tau} \right)^{1/3}.
\]  

(169)

where \(T_0\) is the temperature at initial time \(\tau_0\). For \(T\tau_\pi = 5\bar{\eta}\) this yields \(\tau_\pi(\tau) = b\tau^{1/3}\), with \(b = \frac{5\bar{\eta}}{T_0^{1/3}}\). Using this to define the scaled time variable \(\bar{\tau} \equiv \tau/\tau_\pi\), Eq. (167) turns into

\[
\frac{2}{3} \frac{d\bar{\tau}}{d\bar{\tau}} = -\bar{\pi} + \frac{1}{\bar{\tau}} \left( a - \lambda \bar{\pi} - \gamma \bar{\pi}^2 \right),
\]  

(170)

independent of \(b\). This equation again misses the nonlinear term on the l.h.s. of Eq. (165) and has the same structure as Eq. (168).

3. Relaxation time from Navier-Stokes evolution— We can further improve our approximation by accounting for first-order gradient effects in the evolution of the temperature, by replacing the ideal fluid law (169) by the Navier-Stokes result \[168, 207\]

\[
T_{NS} = T_0 \left( \frac{\tau_0}{\tau} \right)^{1/3} \left[ 1 + \frac{2\bar{\eta}}{3\tau_0 T_0} \left( 1 - \left( \frac{\tau_0}{\tau} \right)^2 \right) \right].
\]  

(171)

Substituting this into \(T\tau_\pi = 5\bar{\eta}\) we find

\[
\tau_\pi = \frac{\tau^{1/3}}{d - \frac{2}{15} \tau^{-2/3}}, \quad d = \left( \frac{T_0 \tau_0}{5\bar{\eta}} + \frac{2}{15} \right) \tau_0^{-2/3}.
\]  

(172)

Using this relation, Eq. (167) in terms of scaled time variable \(\bar{\tau} \equiv \tau/\tau_\pi\):

\[
\left( \frac{a/\bar{\tau} + 2}{3} \right) \frac{d\bar{\tau}}{d\bar{\tau}} = -\bar{\pi} + \frac{1}{\bar{\tau}} \left( a - \lambda \bar{\pi} - \gamma \bar{\pi}^2 \right),
\]  

(173)

independent of the constant \(d\). This shares with Eq. (170) the same factor \(2/3\) on the l.h.s..
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| $T(\bar{\tau})$ | $w$ | $\Lambda$ | $k$ | $m$ |
|-----------------|-----|-----------|-----|-----|
| Const.          | $\bar{\tau}$ | $-1$ | $-\frac{1}{2}(\lambda+1)$ | $\frac{1}{2}\sqrt{4\gamma+\lambda^2}$ |
| Ideal           | $\frac{3}{2}\bar{\tau}$ | $-\frac{3}{2}$ | $-\frac{3\lambda+2}{4}$ | $\frac{3}{4}\sqrt{4\gamma+\lambda^2}$ |
| NS             | $\frac{3}{2}(\bar{\tau}+\frac{\alpha}{2})$ | $-\frac{3}{2}$ | $-\frac{6\lambda+4}{8\alpha}$ | $\frac{3}{8}\sqrt{16\gamma+\alpha^2-4\alpha\lambda+4\lambda^2}$ |

Table 5: Arguments and parameters of Eq. (174) for the analytic approximations studied.

Equations (168), (170) and (173) are first-order nonlinear ODE of Riccati type whose solutions can be given in the generic form [209]

$$\bar{\pi}(w) = \frac{(k+m+\frac{1}{2})M_{k+1,m}(w) - \alpha W_{k+1,m}(w)}{\gamma|\Lambda|\left[ M_{k,m}(w) + \alpha W_{k,m}(w) \right]}.$$  \hspace{1cm} (174)

The arguments and parameters appearing in the above equations are given in Table 5. Here $\epsilon_0$ is the initial energy density at time $\bar{\tau}_0$, and the constant $\alpha$ encodes the initial normalized shear stress $\bar{\pi}_0$. Note that $\alpha$ can only take values for which the energy density is positive-definite for $\bar{\tau} > 0$.

16.5. Analytical attractors and Lyapunov exponent

In this section, we determine the hydrodynamic attractors and obtain the Lyapunov exponent ($\Lambda$) from the analytic solutions. We introduce the following procedure for identifying the hydrodynamic attractor [209][211]: In terms of the parameter $\alpha$ encoding the initial condition for $\bar{\pi}$, we search for the value $\alpha_0$ at which the quantity

$$\psi(\alpha_0) \equiv \lim_{\bar{\tau} \to \bar{\tau}_0} \left. \frac{\partial \bar{\pi}}{\partial \alpha} \right|_{\alpha = \alpha_0}$$  \hspace{1cm} (175)

diverges at the scaled time $\bar{\tau}_0$ where the two fixed points of the evolution trajectories are located. Using this prescription, we obtain the attractor solutions from Eq. (174) by setting the initial condition parameter $\alpha = 0$:

$$\bar{\pi}_{\text{attr}}(w) = \frac{k+m+\frac{1}{2}}{\gamma|\Lambda|} \frac{M_{k+1,m}(w)}{M_{k,m}(w)}.$$  \hspace{1cm} (176)

The attractors are shown in Fig. 45 for the three different hydrodynamic theories discussed in this paper (MIS (a), DNMR (b), and third-order (c)) and compared with the corresponding exact numerical attractors (obtained from Eq. (165) following the prescription outlined in Ref. [206]) as well as with the attractor for the exact analytical solution of the RTA Boltzmann equation [212].

To obtain the Lyapunov exponents ($\Lambda$) from the approximate analytic solutions, we use the formula [209]

$$\Lambda = \lim_{\bar{\tau} \to \infty} \frac{\partial}{\partial \bar{\tau}} \left[ \ln \left( \frac{\partial \bar{\pi}}{\partial \alpha} \right) \right].$$  \hspace{1cm} (177)
We find that the constant temperature approximation corresponds to a Lyapunov exponent of $\Lambda = -1$. This obviously differs from $\Lambda = -\frac{3}{2}$ \cite{209,213} for the conformally invariant theories described by Eq. (165); the difference is a direct consequence of the breaking of conformal symmetry by setting $\tau_\pi$ constant instead of $\propto 1/T$. However, we recover the same Lyapunov exponent $\Lambda = -\frac{3}{2}$ as for the conformally invariant theories from the approximate solutions obtained when temperature dependence is approximated from ideal and Navier-Stokes evolution.

While the ODE describing the evolution of the inverse Reynolds number for Bjorken flow can be solved numerically, the analytic approximations studied here are surprisingly accurate, and they yield valuable insights into the details of initial state memory loss \cite{209,214} and the approach to attractor dynamics in Bjorken flow.

Figure 45: Approximate analytical attractors for different theories compared with their exact numerical attractors (solid green lines) and the exact analytical attractor for the RTA Boltzmann equation (black dots).
17. Non-perturbative dynamics of QCD and its phase structure: An overview

Deependra Singh Rawat, H. C. Chandola, Dinesh Yadav, H. C. Pandey

Keeping in view the dominance of non-perturbative phenomena in low energy regime of QCD, an infrared effective dual QCD based on topologically viable homogeneous fibre bundle approach, has been analysed for exploring the dynamics of quark confinement in its dynamically broken phase which has been shown to lead an unique multi-flux tube configuration and a typical glueball spectrum. The dynamics of confinement-deconfinement phase transition has been discussed by computing the critical parameters of phase transition and their possible implications to QGP formation and QCD phase structure has also been discussed. The intimate connection of chromoelectric field with the color confining features has been discussed to establish the validity of present dual QCD model in the infrared sector of QCD.

17.1. Introduction

QCD is the leading theoretical formulation of the strong interactions\(^{[215]}^{[216]}\) which turns out to lead the outstanding description of the dynamics of quarks and gluons inside the hadrons. The phenomena associated with the high energy regimes of QCD where quarks and gluons are weakly interacting on account of asymptotic freedom\(^{[215]}\) are rather well described by employing the perturbative mathematical techniques. However, its low energy limit where color isocharges becomes strongly coupled is still lacks of precise understanding due to the appearance of several non-pertervative peculiarities like confinement, chirally asymmetric behavior and dielectric nature of QCD vacuum, the hadron mass spectrum etc. In particular, the color confinement which is typically characterized by the absence of the asymptotic states of colored particles is one of the outstanding conjecture that direly needed a fundamental explanation using first principle in the domain of hadron physics. To sort out the puzzling confining structure of QCD vacuum, the first proposal was made by Nambu\(^{[217]}\) and others, which asserts that the magnetic condensation could provide the confinement of color electric flux carried by the quarks through the dual Meissner effect. The physical realization of the magnetic condensation of QCD vacuum or introduction of QCD monopoles in the theory requires an analytical field theoretical investigation that may essentially incorporates the topological properties of the associated gauge group. In this direction, ’t Hooft’s\(^{[218]}\) proposal of Abelian dominance made a remarkable significance where fixing the gauge degrees of freedom reduces the QCD to the Abelian theory with the appearance of color magnetic monopoles as a topological excitations of the theory. The effective interaction of these colored monopoles brings the QCD vacuum in the state of color superconductivity and develops the confining features in the theory. Despite of its ordered mathematical description, the Abelian projection technique suffers from the serious problem of gauge dependency to project out the Abelian dominance which is in the violation of the fact that all the natural process must be gauge invariant. Keeping in view the gauge independent confining structure of QCD vacuum we have recently\(^{[219]}^{[222]}\) analyzed a dual version of color gauge theory.
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by imposing an additional magnetic isometry as an effective theory of the nonperturbative QCD. In such a dual formulation, the flux tube solution may be interpreted as the excitation corresponding to the topological degrees of freedom and develops two characteristic mass scales (vector and scalar mass mode).

In the present study, we further focus on to discuss the gauge invariant color confining structure of dual QCD vacuum and its implications in the study of QCD phase transition under the extreme conditions of temperature and density.

17.2. Color confinement in dual QCD

The magnetic symmetry [223–225] defined as an additional isometry of the internal fiber space is introduced with the non-Abelian formulation of a gauge theory in the (4 + n) multidimensional unified space. For an arbitrary gauge group (G), the associated magnetic symmetry structure is introduced by Killing vector fields (\( \hat{m} \)). The Killing condition along the magnetic vector may be imposed by insisting that the gauge potential (\( W_\mu \)) must satisfy the gauge covariant magnetic symmetry condition [223,224] that keeps intact the gauge symmetry and for G \( \equiv SU(2) \) is given by,

\[
D_\mu \hat{m} = (\partial_\mu + g W_\mu \times) \hat{m} = 0 \quad \text{(where } \hat{m} \text{ belongs to the adjoint representation of gauge group)}
\]

leading to the decomposition of the gauge potential (\( W_\mu \)) in the following form,

\[
W_\mu = A_\mu \hat{m} - g^{-1}(\hat{m} \times \partial_\mu \hat{m})
\]  

where \( \hat{m} W_\mu \equiv A_\mu \) is the color electric potential unrestricted by magnetic symmetry and is Abelian in nature. The second term retains the topological characteristics resulting from the imposition of magnetic symmetry. The isolated singularities of the multiplet \( \hat{m} \) may then be viewed to define the homotopy of the mapping \( \Pi_2(S^2) \) on \( \hat{m} : S^2_R \rightarrow S^2 = SU(2)/U(1) \) which ensures the appearance of chromomagnetic monopoles in the theory. It clearly shows that the imposition of magnetic symmetry on the gauge potential brings the topological structure into the dynamics explicitly. The duality between color isocharges and topological charges becomes more evident when the gauge fields and the associated gauge potential Eq.178 are expressed in terms of magnetic gauge (or Dirac gauge) obtained by rotating \( \hat{m} \) to a prefixed space-time independent direction in isospace using a gauge transformation (U) as

\[
\hat{m} \rightarrow \hat{\xi}_3 = (0, 0, 1)^T \text{ which leads to the field decomposition as,}\n\]

\[
G_{\mu\nu} = W_{\nu,\mu} - W_{\mu,\nu} + g W_\mu \times W_\nu \equiv (F_{\mu\nu} + B_{\mu\nu}) \hat{m} \text{ with } F_{\mu\nu} = A_{\nu,\mu} - A_{\mu,\nu} \text{ and } B_{\mu\nu} = B_{\nu,\mu} - B_{\mu,\nu} = g^{-1}\hat{m} \times (\partial_\mu \hat{m} \times \partial_\nu \hat{m}).
\]

The dynamics of the resulting dual QCD vacuum and its implications on color confinement, then follows from the SU(2) Lagrangian with a quark doublet source \( \psi(x) \), as given by

\[
\mathcal{L} = -\frac{1}{4} G_{\mu\nu}^2 + \bar{\psi}(x)i\gamma^\mu D_\mu \psi(x) - m_0 \bar{\psi}(x)\psi(x).
\]

However, in order to avoid the problems of the singular behavior of the potential associated with monopoles and its point-like source we use the electric gauge in which the magnetic potential becomes regular dual magnetic potential \( B_{\mu}^{(d)} \) and coupled with its point-like magnetic source represented by a complex scalar field \( \phi(x) \). Taking these consideration into the account, the modified form of the dual QCD Lagrangian (Eq.179) in quenched
approximation is given below,

\[ \mathcal{L}^{(d)}_m = -\frac{1}{4} B_{\mu\nu}^2 + \left[ \partial_\mu + i\frac{4\pi}{g} B_{\mu}^{(d)} \right] \phi |^2 - 3\lambda \alpha_s^{-2} (\phi^* \phi - \phi_0^2)^2. \] (180)

The quadratic effective renormalized potential is appropriate for inducing the dynamical breaking of magnetic symmetry that forces the magnetic condensation in dual Meissner effect with the QCD vacuum in a state of magnetic supercondutor which, with the formation of flux tubes confine the color isocharges.

The nature of magnetically condensed vacuum and the associated flux tube structure may be analysed using the field equations resulting from the Lagrangian (Eq. 180) into the following form,

\[ 2^{\mu} D_\mu \phi + 6\lambda \alpha_s^{-2} (\phi^* \phi - \phi_0^2) \phi = 0 \]
\[ \partial^\nu B_{\mu\nu} - \frac{4\pi}{g} (\phi^* \partial_\mu \phi) - 8\pi \alpha_s^{-1} B_{\mu}^{(d)} \phi^* \phi = 0. \] (181)

with \( D_\mu = \partial_\mu + i4\pi g^{-1} B_{\mu}^{(d)} \). The close agreement of these field equations with the Neilsen and Olesen \[226\] interpretation of vortex-like solutions indicates the flux-tube-like configurations inside the QCD vacuum. It leads to the possibility of the existence of the monopole pairs inside the superconducting vacuum in the form of thin flux tubes that may be responsible for the confinement of any colored fluxes. Under cylindrical symmetry \((\rho, \varphi, z)\) and the field ansatz \( B_{\varphi}^{(d)}(x) = B(\rho), \ B_{\rho}^{(d)} = B_{z}^{(d)} = 0 \) and \( \phi(x) = \exp(i\varphi) \chi(\rho) \) \((n = 0, \pm 1, \pm 2, \ldots)\), the field equations given by Eq. [181] are transformed to the following form,

\[ \frac{1}{\rho} \frac{d}{d\rho} \left( \rho \frac{d\chi}{d\rho} \right) - \left[ \left( \frac{n}{\rho} + (4\pi \alpha_s^{-1})^2 B(\rho) \right)^2 - 6\lambda \alpha_s^{-2} (\chi^2 - \phi_0^2) \right] \chi(\rho) = 0, \]
\[ \frac{d}{d\rho} \left[ \rho^{-1} \frac{d}{d\rho} (\rho B(\rho)) \right] + 8\pi g^{-1} \left( \frac{n}{\rho} - 4\pi g^{-1} B(\rho) \right) \chi^2(\rho) = 0. \] (182)

Further, with these considerations, the form of the color electric field in the z-direction is given by,

\[ E_m(\rho) = -\frac{1}{\rho} \frac{d}{d\rho} (\rho B(\rho)) \] (183)

The equations [182] are desired field equations that governs the dynamics of dual QCD vacuum and coincides exactly with those of the ordinary single vortex solution in cylindrical framework. The highly non-linear coupled structure of these differential equations doesn’t allow us to go through their exact solutions. Hence, their asymptotic solution using the boundary conditions \( \phi \rightarrow \phi_0 \) as \( \rho \rightarrow \infty \) leading to the appropriate asymptotic solution for the dual gauge potential that ensures the formation of color flux tubes, is given by,

\[ B(\rho) = -ng(4\pi \rho)^{-1} [1 + F(\rho)] \text{ and } F(\rho)^{\rho \rightarrow \infty} C \rho^\frac{1}{2} \exp(-m_B \rho), \] (184)

where \( C \) is a constant and \( m_B(= 4\pi g^{-1} \sqrt{\phi_0}) \) is the glueball mass. In dual QCD scenario, the dynamical breaking of magnetic symmetry sets two characteristic mass scales. The vector mass mode \( m_B \) determines the magnitude of dual Meissner effect whereas the scalar mass
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mode $m_\phi$ tells the rate of magnetic condensation. The ratio of these two mass scales reflects the nature of dual QCD vacuum in terms of dual Ginzberg-Landau parameter \[219–221\] which in the relatively weak coupling limit (for $\alpha_s = 0.12$ and 0.24) exhibit the type-II superconducting behavior ($k_{QCD}^d > 1$) with multi-flux tube configurations. Thus, the gauge invariant field decomposition formulation (based on magnetic symmetry) by utilizing its topological structure gives a viable explanation of the mysterious confining behavior of QCD at the fundamental level.

17.3. Quark-hadron phase transition in dual QCD

The color confining features of QCD vacuum as a result of the formation of color flux tubes can be visualized more effectively by evaluating the energy per unit length of the flux tube structure in cylindrical system \[222\] as,

$$k = 2\pi \int_0^\infty \rho \, d\rho \left[ \frac{n^2 g^2 \rho^{-2}}{32\pi^2} F'^2 + \frac{n^2}{\rho^2} F^2(\rho) + \chi'^2 + \frac{48\pi^2}{g^4} (\chi^2(\rho) - \phi_0^2)^2 \right]. \quad (185)$$

It, in turn, plays an important role in the phase structure of QCD vacuum, if we take the multi-flux tube system on a $S^2$-sphere with periodically distributed flux tubes and introduce a new variables $R$ on $S^2$ and express it as, $\rho = R \sin \theta$. As a result, a number of flux tubes considered inside a hadronic sphere of radius $R$ pass through the two poles of the hadronic sphere. Under such prescription, the flux tube solution governed by Eq.(184) corresponds to the case of large $R$ limit ($R \to \infty$) such that $R \gg \rho$ and $\theta \to 0$. With these considerations, the finite energy expression given by above Eq.(185) may be re-expressed as,

$$k = \varepsilon_C + \varepsilon_D + \varepsilon_0 \quad \text{with} \quad \varepsilon_C = k_C R^2, \quad \varepsilon_D = k_D R^{-2}, \quad \varepsilon_0 = k_0 \quad (186)$$

where the functions $k_C$, $k_D$ and $k_0$ are given by,

$$k_C = \frac{96\pi^3}{g^4} \int_0^{\pi} [\chi^2(\theta) - \phi_0^2]^2 \sin \theta \, d\theta, \quad (187)$$

$$k_D = \frac{n^2 g^2}{16\pi^2} \int_0^{\pi} \frac{1}{\sin \theta} \left( \frac{\partial F}{\partial \theta} \right)^2 \, d\theta, \quad (188)$$

$$k_0 = 2\pi \int_0^{\pi} \left[ \frac{n^2 F^2(\theta) \chi^2(\theta)}{\sin \theta} + \sin \theta \left( \frac{\partial \chi}{\partial \theta} \right)^2 \right] \, d\theta. \quad (189)$$

The energy expression (Eq.(186)) provides an straightforward description of the behavior of QCD vacuum at different energy scales. At large distance scale, the first term ($\varepsilon_C$) in equation (186) dominates which increases at increasing hadronic distances and gets minimized when the monopole field acquire its vacuum expectation value ($\phi_0$) which incidentally acts as an order parameter and will dynamically break the magnetic symmetry of the system. The resulting magnetic condensation then forces the color electric field to transform in to the form of the thin flux tubes extending from $\theta = 0$ to $\theta = \pi$ and the QCD vacuum is ultimately pushed
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To the confining phase. For the computation of associated critical parameters, we proceed by evaluating the functions associated with the expression (Eq.186) in the following way [222],

\[ k_C = \frac{6\pi}{\alpha_s^2} \int_0^\pi \left[ \chi^2(\theta) - \phi_0^2 \right] \sin \theta \, d\theta \Rightarrow k_C = \frac{3m_B^4}{16\pi}, \]  

(190)

which shows the direct dependency of confining energy on the vector glueball mass of the magnetically condensed vacuum. On the other hand, the dominating component of energy expression in short distance limit (\(\varepsilon_D\)), may also be evaluated in the following form:

\[ k_D = \pi R^4 \int_0^\pi E_m^2(\theta) \sin \theta \, d\theta \quad \text{where} \quad E_m(\theta) = \frac{ng}{4\pi R^2 \sin \theta} \frac{\partial F}{\partial \theta}. \]  

(191)

Using Eq.(184) and Eq.(188) alongwith the flux quantization condition given by

\[ \int \rho \, E_m(\rho) d\rho = \frac{ng}{4\pi} \]  

(192)

then leads to,

\[ k_D = \frac{n^2 g^2}{8\pi} = \frac{1}{2} n^2 \alpha_s. \]  

(193)

For the confinement-deconfinement phase transition, we have \(\frac{\varepsilon_D}{\varepsilon_C} = 1\) and \(R = R_c\) which leads to the critical radius and density of phase transition in the following form,

\[ R_c = \left( \frac{2}{3} n^2 g^2 \right)^{-\frac{1}{4}} m_B^{-1} \text{ and } d_c = \frac{1}{2\pi R_c^2} = \left( \frac{8}{3\pi^2 n^2 g^2} \right)^{-\frac{1}{2}} m_B^2. \]  

(194)

The Eq.(194) exhibit that the critical radius and critical density of phase transition are clearly expressible in terms of free parameters of the QCD vacuum. In view of the running nature of QCD coupling constant, we can estimate these critical factors associated with the QCD vacuum in its infrared sector using the numerical estimations of glueball masses [223,224]. For instance, for the optimal value of \((\alpha_s)\) as \(\alpha_s \equiv 0.12\) with the glueball masses \(m_B = 2.102\,\text{GeV}\) and \(m_\phi = 4.205\,\text{GeV}\), equations (17), lead to \(R_c = 0.094\,\text{fm} \quad \text{and} \quad d_c = 18.003\,\text{fm}^{-2}..\)

The deconfinement phase transition in the dual QCD vacuum therefore expected to appears around the above-mentioned critical values for a typical coupling of \(\alpha_s = 0.12\) in the near infrared region of QCD. In this case, for \(R_c \equiv 0.094\,\text{fm}\), the corresponding flux tube number density acquire its critical value of 18.003 \(\text{fm}^{-2}\) and the first part of the energy expression (Eq.186) dominates which demonstrates the confinement of color isocharges in the low energy-momentum scale of QCD vacuum. However, below \(R_c = 0.094\,\text{fm}\), the quarks and gluons appear as free states and the system shifted towards electrically dominated deconfined phase and mathematically govern by the second part of the expression (Eq.186). Consequently there is the possibility of sharp increase in the flux tube number density tube system, the flux tube annihilation may takes place which then leads to the generation of dynamical quarks and gluons. The gluon self-interactions are then expected to play a major role in the thermalization of QCD system and create an intermediatery state of quark-gluon plasma (QGP). As a result
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of such flux tube melting in the high momentum transfer sector of QCD vacuum, the system is expected to evolve with an intermediatory QGP phase.

Furthermore, the general form of color-electric field may be evaluated by using equation (Eq.183) for the case of multi-flux tube system on the $S^2$-sphere, is obtained as,

$$E_m(\theta) = \tilde{E}_m(\theta) \exp(-Rm_B \sin \theta),$$

(195)

where, $\tilde{E}_m(\theta) = \frac{nC\alpha_s^{1/2}}{4\pi^{1/2}R^{3/2} \sin \frac{3}{2} \theta} (1 - 2Rm_B \sin \theta)$. The profile of such color electric field as a function of the polar angle $\theta$ for different values of radius ($R$) at $\alpha_s = 0.12$ in the infrared sector of QCD has been presented by a $(2-d)$ graphics given by Fig. (46). It clearly shows that, in the infrared sector of QCD, for a large sphere enclosing the flux tubes, the color electric flux gets localized or spread around the poles ($\theta = 0$ and $\pi$) while its gets uniformly distributed for the small sphere case and acquires a constant value at the critical radius $R_c$ as given by Eq.(194).

17.4. Summary and conclusions

In the present paper, we have studied the color confining structure of dual QCD vacuum in the SU(2) pure gauge theory at zero temperature. In the present scenario for the non perturbative regime of QCD the flux tube configuration in dual QCD vacuum has been analyzed by breaking the magnetic symmetry of the system in a dynamical way. Its implication, in turn, are extended to discuss the dynamics of quark-hadron phase transition by computing the associated critical parameters of phase transition at zero temperature. Further, the study of chromoelectric field profiles at different length scale on $S^2$-sphere, has been shown to lead that at large distance scale, the color electric flux is localized towards the pole ($\theta = o, \pi$) where QCD monopole gets condensed while at small distance scale its uniform distribution takes place and at $R = R_c$ the whole flux is shifted at the central region where QCD monopole density vanishes. Such variation of color electric field with the length scale also indicates the possibility of the formation of QGP before acquiring the fully deconfined state in the high energy regime. It may, therefore, be concluded that below the $R_c$, the topological configurations appearing within the QCD vacuum and their condensation at large distance
scales that produce confining features in the system. The chromoelectric field profiles in the thermal environment \[222\] indicates the decreasing amplitude of the field as the temperature is increased towards and above the deconfinement temperature and shows good agreement with Monte Carlo simulation studies \[227\].

The present gauge independent dual QCD formulation with its essential validity in the non perturbative regime of QCD supported by recent lattice QCD studies \[225\] \[227\], may be useful to investigate the dynamical problem like plasma oscillation and stability of flux tube configuration in a viable dual QCD formulation.
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