Observational evidence that massive cluster galaxies were forming stars at \( z \sim 2.5 \) and did not grow in mass at later times
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ABSTRACT

Using Spitzer 3.6 micron data we derived the luminosity function and the mass function of galaxies in five \( z > 1.4 \) clusters selected to have a firm intracluster medium detection. The five clusters differ in richness (ISCS J1438.1+3414 and XMMXCS J2215.9-1738 are twice as rich as ISCS J1432.4+3250, IDCS J1426.5+3508, and JKCS 041) and morphological appearance. At the median redshift \( z \approx 1.5 \), from the 150 member galaxies of the five clusters, we derived a characteristic magnitude of \( 16.92 \pm 0.13 \) in the [3.6] band and a characteristic mass of \( \log M^* = 11.30 \pm 0.05 M_\odot \). We find that the characteristic luminosity and mass does not evolve between \( z \approx 1 \) and \( 1.4 < z < 1.8 \), directly ruling out ongoing mass assembly between these epochs because massive galaxies are already present up to \( z = 1.8 \). Lower-redshift build–up epochs have already been ruled out by previous works, leaving only \( z > 1.8 \) as a possible epoch for the mass build up. However, the observed values of \( m^* \) at very high redshift are too bright for galaxies without any star formation immediately preceding the observed redshift and therefore imply a star formation episode not earlier than \( z = 2.5 \). For the first time, mass/luminosity functions are able to robustly distinguish tiny differences between formation redshifts and to set upper limits to the epoch of the last star-formation episode.
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1. Introduction

The galaxy mass-assembly history can be reconstructed via the infrared luminosity function (LF), which is sensitive to the growth of the stellar mass of galaxies as a function of time. The available data, almost entirely at \( z < 1.2 \), are usually interpreted as evidence that that most of the bright galaxies must have also been largely assembled by this redshift (De Propris et al. 1999, 2007; Andreon 2006; Muzzin et al. 2008; Andreon et al. 2009). Andreon (2006) was the first work to sample the high redshift range well (six clusters above \( z = 0.99 \)), and it excluded several mass growth models, in particular a twofold increase in mass over an 8 Gyr period. While consistent with a scenario where galaxies in clusters are fully assembled at high redshift, later works (e.g. De Propris et al. 2007; Muzzin et al. 2008; Strazzullo et al. 2010) are unable to give a more stringent constraint, mainly because a large redshift baseline and precise \( m^* \) are needed to distinguish scenarios, whereas very few clusters at high redshift were known, and almost none was present in the studied samples.

At variance with these works, Mancone et al. (2010) studied candidate clusters, i.e. cluster detections, and claim to have finally reached the epoch of galaxy mass assembly. This epoch is at \( z \approx 1.3 \), because \( m^* \) is much fainter at \( z \gtrsim 1.3 \) than it should be for galaxies if there is no mass growth. We are, according to these authors, seeing the rapid mass assembly of cluster galaxies at \( z \approx 1.3 \). However, this result is in tension with the \( K \)-band LF of the \( z = 1.39 \) cluster 1WGA J2235.3-2557 (Strazzullo et al. 2010), with the existence of a developed and tight red sequence as high as \( z = 1.8 \) (Andreon & Huertas-Company 2011; Andreon 2011a, b), and with a very early quenching of the cluster populations (Raichoor & Andreon 2012b). All this evidence implies a peacefully evolution for cluster galaxies up to \( z = 1.8 \).

Since a number of “bona fide” clusters at high redshift have been discovered in the past very few years and for many of them deep Spitzer observations are available, we decided to measure the galaxy mass function of \( z > 1.4 \) clusters.

Throughout this paper, we assume \( \Omega_M = 0.3, \Omega_\Lambda = 0.7, \) and \( h_0 = 70 \) km s\(^{-1}\) Mpc\(^{-1}\). Magnitudes are quoted in their native system (Vega for I and [3.6] bands, AB for the \( z' \) band). Unless otherwise stated, results of the statistical computations are quoted in the form \( x \pm y \), where \( x \) is the posterior mean and \( y \) the posterior standard deviation.

2. The sample and the data

2.1. Sample

In this work we studied the luminosity and mass function of galaxies in \( z > 1.4 \) clusters with a firm detection of the intracluster medium (ICM). We adopted this choice not to run the risk of including in the cluster sample other high redshift structures that have been named “cluster”, but whose nature is uncertain, or just different (e.g. a proto-cluster). Since we are interested in a clean sample of secure clusters, we applied a severe screening to the list of objects generically called cluster in literature, see Sect. 3.3 for discussion, only keeping those with a firm Chandra detection of the ICM spatially coincident with a galaxy overdensity. The latter is an unambiguous detection of deep potential wells. By our choice, our cluster sample is incomplete. However, our sample would also be incomplete if every structure called cluster were included, because what is available today at very high redshift is a collection of objects, not a complete sample.
The adoption of this criterium leads to five \( z > 1.4 \) clusters, listed in Table 1, out of the many "cluster" detections in the literature. Our list of \( z > 1.4 \) clusters does not include the \( z \sim 1.5 \) cluster by Tozzi et al. (2013) because the available Spitzer data sample only part of the cluster and are contaminated by an angularly nearby rich \( z = 1 \) cluster\(^1\). Our list does not include the \( z = 1.62 \) structure claimed by Tanaka et al. (2013) to have an ICN effect because our re-analysis of the deep Chandra data available does not confirm their ICN effect after flagging 4 arcsec aperture regions centered on point sources.

The redshift range of bona fide \( z > 1.4 \) clusters goes from \( z = 1.41 \) to \( z = 1.8 \), as detailed in Table 1. All clusters but one have a redshift known with two-digit (at least) precision. Instead, JKCS 041 has a \( \pm 0.1 \) redshift uncertainty, which is the least source of uncertainty in this work because \( m^* \) has a negligible change with redshift (i.e. a negligible \( \partial m^*/\partial z \)) at high redshift. In passing, we note that the presence of a two-digit (spectroscopic) redshift does not necessarily indicate a more precise redshift, as shown by the Gobat et al. (2011) group, whose initial spectroscopic redshift has been lowered by \( \partial z = 0.08 \) (Gobat 2012\(^2\)), or by MS 1241.5+1710, whose initial spectroscopic redshift has been increased by \( \partial z = 0.237 \) (Henry 2000).

All the five clusters have Spitzer observations. Table 1 lists the object ID (Col. 1), the cluster redshift (Col. 2), and the Spitzer exposure time per pixel (Col. 3).

### 2.2. The data and analysis

The basic data used in our analysis are the standard pipeline pBCD (post Basic Calibrated Data) products delivered by the Spitzer Science Center (SSC). These data include flat-field corrections, dark subtraction, linearity, and flux calibrations. Additional steps included pointing refinement, distortion corrections, dark subtraction, linearity, and flux calibrations. Cosmic rays were rejected during mosaicking. Additional steps included pointing refinement, distortion corrections, dark subtraction, linearity, and flux calibrations. Cosmic rays were rejected during mosaicking.

The pBCD products do not merge correction, and mosaicking. Cosmic rays were rejected during mosaicking. Cosmic rays were rejected during mosaicking. Cosmic rays were rejected during mosaicking.

**Table 1. Cluster sample.**

| ID           | \( z \)  | \( t_{exp} \) |
|--------------|----------|-------------|
| JKCS 041     | 1.8      | 1200        |
| IDCS J1426.5+3508 | 1.75    | 420         |
| ISCS J1432.4+3250 | 1.49    | 1000        |
| XMMXCS J2215.9-1738 | 1.45   | 1500        |
| ISCS J1438.1+3414 | 1.41    | 1000        |

We conservatively kept a high posterior threshold \((class_{\text{star}} = 0.95)\), rejecting "sure star" only \((class_{\text{star}} > 0.95)\) in order not to reject galaxies (by unduly putting them in the star class), leaving some residual stellar contamination in the sample. This contamination is later dealt with statistically, with background and foreground galaxies on the cluster line-of-sight. The use of a high posterior threshold is very different from using a concentration index to select galaxies because the latter at low signal-to-noise or for low-resolution observations is susceptible to (mis)classifying galaxies as stars. Objects brighter than 12.5 mag are often saturated and therefore removed from the sample. No cluster galaxy is that bright.

As pointed out by Ashby et al. (2009), images are already moderately crowded with a 420 s exposure, and this makes the catalog completeness much brighter than the limiting depth (see also Mauduit et al. 2012). Because crowding is greater in cluster regions, incompleteness is more severe in these lines-of-sight. For example, a circle of 1 arcmin radius centered on IDCS J1426.5+3508 is 50% overdense compared to the average line-of-sight. The overdensity is higher for richer clusters. Completeness at \([3.6] = 19.5 \) mag is 50% in the general field around IDCS J1426.5+3508 (in agreement with Ashby et al. 2009), but a few percentage points in the cluster (overdense) direction. If neglected, the differential (crowding) correction biases the LF parameters (makes the cluster LF flatter than actually is, and, via the parameter covariance, biases the characteristic magnitude, too). Furthermore, very low values of completeness do not allow reliable LFs to be derived, even when crowding is accounted for by following, for example, Andreon (2001). To avoid the danger associated with an important (cluster-, radial- and magnitude-dependent) crowding correction, we adopted quite bright magnitude limits, corresponding to 90% completeness in average lines-of-sights and we ignored fainter galaxies, as, e.g., in De Propris et al. (2007). The 90% completeness is estimated by comparing galaxy counts in non-cluster lines-of-sight to crowding-corrected galaxy counts taken from Barnby et al. (2008). We checked with the Ashby et al. (2009) data that this procedure returns a completeness vs magnitude estimate that is very close to the one derived by Ashby et al. (2009) from the recovery rate of simulated point sources added in the images. Our threshold magnitudes are very conservative; for example, Mancone et al. (2010, 2012) used 50% completeness magnitude in control field directions, which are about 2 mag fainter than those we would have chosen.

To compute the LF, we adopted a Bayesian approach, as done for other clusters (e.g. Andreon 2002, 2006, 2008, 2010; Andreon et al. 2006, 2008; Meyers et al. 2012). We accounted for the background (galaxies in the cluster line-of-sight), estimated in adjacent lines-of-sight. We adopted a Schechter (1976) LF for cluster galaxies and a third-order power law for the background distribution. The likelihood expression were taken from Andreon et al. (2005), which is an extension of the Sandage et al. (1979) likelihood expression for the case where a background is present. We adopted uniform priors for all parameters, except for the faint end slope \( \alpha \), taken to be equal to \(-1\) for comparison with lower redshift LF determinations. In particular, we took a uniform prior on \( m^* \) between 12.5 mag and our adopted (quite bright, indeed) limiting mag. The Bayesian approach allowed us to easily propagate all uncertainties and their covariance into the LF parameters and derived quantities. As a visual check, we also computed the LF by binning galaxies in magnitude bins (e.g. Zwicky 1957; Oemler 1974, and many papers since then). These LFs are plotted in Figs. 1 to 5 as points with errors. Our fit

\(^1\) We note that Tozzi et al. (2013) report having Spitzer [3.6] images with exposure time 10 times shorter than the data available in the Spitzer archive. Our discovery of the contamination mentioned below uses 970 s long exposure, reduced and analyzed like all the other Spitzer data of this work. The contamination has been discovered during the LF analysis.

\(^2\) http://www.sciops.esa.int/SYS/CONF2011/images/cluster2012Presentations/rgobat_2012_esac.pdf
instead used unbinned galaxy counts. For all clusters we adopted an aperture with a 1 arcmin radius (about 500 kpc).

To limit the contamination by galaxies in the cluster foreground, we removed (with one exception discussed in next section) from the sample all galaxies that are too blue to be at the cluster redshift, as in Andreon et al. (2004) and other works (e.g. Mancone et al. 2012). We anticipated that this choice has no impact on the results. For rich clusters, we also computed the LF of galaxies of all colors to check our assumption. To estimate the bluest acceptable color a cluster galaxy may plausibly have, we computed the optical $- [3.6]$ color (in the various adopted photometric indexes) of an exponentially increasing star formation history (SFH) model, adopting the SFH of the template named Sc in Grasil. In this way most of the stars at the cluster redshift are newborn. We adopted a formation redshift $z = 3$ (i.e. the template has very young stellar populations, less than 0.8 to 2.3 Gyr old) and a Salpeter initial mass function with $\alpha = 2.3$ Gyr old) and a Salpeter initial mass function with $\alpha = 2.3$.

To limit the contamination by galaxies in the cluster foreground, we removed (with one exception discussed in next section) from the sample all galaxies that are too blue to be at the cluster redshift, as in Andreon et al. (2004) and other works (e.g. Mancone et al. 2012). We anticipated that this choice has no impact on the results. For rich clusters, we also computed the LF of galaxies of all colors to check our assumption. To estimate the bluest acceptable color a cluster galaxy may plausibly have, we computed the optical $- [3.6]$ color (in the various adopted photometric indexes) of an exponentially increasing star formation history (SFH) model, adopting the SFH of the template named Sc in Grasil. In this way most of the stars at the cluster redshift are newborn. We adopted a formation redshift $z = 3$ (i.e. the template has very young stellar populations, less than 0.8 to 2.3 Gyr old) and a Salpeter initial mass function with $\alpha = 2.3$.

3. Results
3.1. Results for individual clusters
3.1.1. JKCS 041 ($z \sim 1.8$)

JKCS 041 (Arendon et al. 2009) stands out quite clearly as remarkable galaxy overdensity in the left-hand panel of Fig. 1. It is the most distant cluster of our sample and also one of the most studied ones thanks to the deep data at various wavelengths. It has been studied in the context of the SZ scaling relations (Culverhouse et al. 2010), and it has been used to measure the evolution of the $Lx-T$ scaling relation (Andreon et al. 2011). JKCS 041 color-magnitude relation has been measured in Andreon & Huertas-Company (2011), whereas the age spread of galaxies on the red sequence is studied in Andreon (2011b). The relation between star formation and environment is determined in Raichoor & Andreon (2012a) and the evolution of the quenching rate with redshift (previously known as Butcher-Oemler effect) in Raichoor & Andreon (2012b).

Because of the presence of a group in the cluster southeastern outskirts (Arendon & Huertas-Company 2011), in our analysis we exclude all the southeastern quadrant of JKCS 041. The red-sequence population also shows up clearly in the $z/z - [3.6]$ band (see the central panel of Fig. 1 and compare with the other clusters). The color distribution seems to indicate the presence of a blue population at $z/z - [3.6] = 5$ mag, so redder than the blue spectrophotometric template (vertical arrow), already pointed out using other filters in Raichoor & Andreon (2012a). There is no 3 A similar contamination is also present for other high redshift clusters, which were not retained in our final sample studied here, such as the $z = 1.393$ 1WGA J2235.3-2557 (Mullis et al. 2005) and the $z \sim 1.5$ CXO J1415.2+3610 (Tozzi et al. 2013) clusters.
evidence of an excess of galaxies bluer than the blue template (i.e. left of the vertical arrow in the central panel of Fig. 1).

The LF of those 18 ± 5 galaxies brighter than 18.3 mag in the three quadrants is shown in the top right-hand panel of Fig. 1. The characteristic magnitude is 17.0 ± 0.5 mag (see the bottom right-hand panel for the probability distribution of it). The cluster has a richness of 19 ± 6 galaxies, after accounting for the unused southeastern quadrant.

The LF of red-sequence (i.e. 6.5 < z' − [3.6] < 7.5 mag) galaxies has an identical characteristic magnitude, 16.9 ± 0.6 mag, as expected because most JKCS 041 galaxies are on the red sequence.

### 3.1.2. IDCS J1426.5+3508 (z = 1.75)

As also shown in the left-hand panel of Fig. 2, IDCS J1426.5+3508 has a dense core of galaxies, whose clean detection obliged us to remove the image filtering when detecting its galaxies using Sextractor. The cluster has been detected, as JKCS 041 was, as a galaxy overdensity (Stanford et al. 2011). Shallow Chandra data (Stanford et al. 2011) allow the detection of the ICM, but not its characterization. The cluster red sequence is studied in Snyder et al. (2012) and also shows up at I − [3.6] ~ 6 mag (see the central panel of Fig. 3). Similar to JKCS 041 and unlike IDCS J1426.5+3508, there is no evidence of a galaxy population bluer than the blue spectrophotometric template (see the central panel).

The LF of the 21 ± 6 galaxies brighter than 18.15 mag is shown in the top right–hand panel. We find a characteristic magnitude of 17.4 ± 0.4 mag, but we notice that the error amplitude depends on the adopted prior (bottom–right panel), as for IDCS J1426.5+3508.

ISCS J1432.4+3250 has comparable richnesses (17 ± 5) to the two clusters at higher redshift.

### 3.1.3. ISCS J1432.4+3250 (z = 1.49)

ISCS J1432.4+3250 (left-hand panel of Fig. 3) has, similar to the previous two clusters, been detected as a galaxy overdensity (Brodwin et al. 2011). In terms of spatial distribution, it does not have a compact core of galaxies as IDCS J1426.5+3508 has. Shallow Chandra data, presented in Brodwin et al. (2011), allow the detection of the ICM, but not its characterization. The cluster red sequence is studied in Snyder et al. (2012) and also shows up at I − [3.6] ~ 6 mag (see the central panel of Fig. 3). Similar to JKCS 041 and unlike IDCS J1426.5+3508, there is no evidence of a galaxy population bluer than the blue spectrophotometric template (see the central panel).

### 3.1.4. XMMXCS J2215.9-1738 (z = 1.45)

XMMXCS J2215.9-1738 (left panel of Fig. 4) is the most distant X-ray selected cluster (Stanford et al. 2006). The cluster, initially discovered with XMM-Newton, has been re-observed with Chandra (Hilton et al. 2010), and the original XMM detection was found to be heavily contaminated by point sources (already suspected in XMM discovery data by Stanford et al. 2006). Although X-ray selected, hence likely overbright for its mass and temperature (Andreon et al. 2011), the cluster turns out to be underluminous for its temperature assuming a self-similar evolution (Hilton et al. 2010; Andreon et al. 2011). Its color-magnitude relation is studied in Hilton et al. (2009) and Meyers et al. (2012).

The cluster’s red sequence shows up at z' − [3.6] ~ 6.5 mag (see the central panel of Fig. 4). Unlike IDCS J1426.5+3508, there is no evidence of a galaxy population bluer than the blue
spectrophotometric template (see the central panel). The LF of the 49 ± 8 galaxies brighter than 18.5 mag is shown in the top right-hand panel. We find a characteristic magnitude of 16.6 ± 0.3 mag (see the bottom right-hand panel for the probability distribution of it). ISCS J1432.4+3250 is richer than the other clusters at higher redshift (36 ± 6 vs. 15 to 20 galaxies).

Richnesses and characteristic magnitude of the LF derived removing the color selection are indistinguishable from those just derived (see Table 2) because of the large dominance of red galaxies.

This cluster, at the spectroscopic redshift z = 1.45, has a red sequence 0.5 mag bluer than JKCS 041, independently confirming that JKCS 041 has z > 1.45 and that therefore JKCS 041 has to be kept in the sample of z > 1.4 clusters4. We emphasize that this color comparison uses homogeneous photometry that is uniformly reduced (z’ band by Bielby et al. 2010, this work for [3.6] band).

4 After the paper acceptance, JKCS 041 has been spectroscopic confirmed to be at high redshift by mean of HST spectroscopy.

3.1.5. ISCS J1438.1+3414 (z = 1.41)

ISCS J1438.1+3414 (left-hand panel of Fig. 5) has been detected as a galaxy overdensity (Stanford et al. 2005). Deep Chandra data (Andreon et al. 2011) allowed characterizing the ICM and measuring the evolution of the $L_X - T$ scaling relation (Andreon et al. 2011). Its red sequence has been studied in Meyers et al. (2012). The cluster red sequence stands out (see the central panel of Fig. 5), although it seems quite broad. However, to accurately measure the width of the red sequence, a more tailored measurement of color is needed. Unlike IDCS J1426.5+3508, there is no evidence of a galaxy population bluer than the blue template (see the central panel).

The LF of the 47 ± 8 galaxies brighter than 18.15 mag is shown in the top right-hand panel. We find a characteristic magnitude of 16.8 ± 0.3 mag. The cluster is quite rich, 42 ± 7 galaxies brighter than 18 mag, as rich as XMMXCS J2215.9-1738, and much richer than the clusters at higher redshift. Richnesses and characteristic magnitude of the LF derived by removing the color selection are indistinguishable from those derived above (see Table 2) because of the strong dominance of red galaxies.
Fig. 5. Same as Fig. 1, but for the cluster ISCS J1438.1+3414.

Table 2. Results.

| ID            | \(m^*\) | \(n_{<18.0}\) | Ref mag | \(n_{<\text{ref mag}}\) | Notes                              |
|---------------|---------|---------------|---------|--------------------------|-----------------------------------|
| JKCS 041      | 17.0 ± 0.5 | 19 ± 6       | 18.30   | 18 ± 5                   | \(z' - [3.6] > 4.3\) mag          |
| IDCJ1426.5+3508 | 17.3 ± 0.4 | 15 ± 6       | 18.00   | 15 ± 6                   | galaxies of all colors            |
| ISCS J1432.4+3250 | 17.4 ± 0.4 | 17 ± 5       | 18.15   | 21 ± 6                   | \(I - [3.6] > 3.8\) mag           |
| XMXXCJ J2215.9-1738 | 16.6 ± 0.3 | 37 ± 6       | 18.50   | 52 ± 8                   | \(z' - [3.6] > 3.8\) mag           |
| ISCS J1438.1+3414 | 16.8 ± 0.3 | 42 ± 7       | 18.15   | 47 ± 8                   | \(I - [3.6] > 3.8\) mag           |
| Other fits    |         |               |         |                          |                                   |
| JKCS 041      | 16.9 ± 0.6 | 13 ± 4       | 18.30   | 12 ± 4                   | 6.5 < \(z' - [3.6] < 7.5\) mag    |
| XMXXCJ J2215.9-1738 | 16.5 ± 0.3 | 38 ± 6       | 18.50   | 52 ± 8                   | galaxies of all colors            |
| ISCS J1438.1+3414 | 16.8 ± 0.3 | 43 ± 8       | 18.15   | 47 ± 9                   | galaxies of all colors            |

Notes. Richnesses in Col. (5) of JKCS 041 refers to measurement in three quarters of the cluster area, see text.

3.2. Collective analysis

Figure 6 shows the derived \(m^*\) values of the five \(z > 1.4\) clusters, as well as previous determinations from the literature in the [3.6] band (Andreon 2006; Muzzin et al. 2008; Mancone et al. 2010, 2012; Stalder et al. 2013), corrected in the case of Muzzin et al. (2008) for the different faint end slope adopted. Andreon (2006), Muzzin et al. (2008), and Mancone et al. (2010) fitted, as we also do, an LF with a fixed slope. The plotted errors are heterogeneous and not easily comparable because they do not include the same terms in the error budget. In particular, the Mancone et al. (2010) results are based on a few spectroscopically confirmed clusters and many putative cluster detections, including false ones, as mentioned by the authors. At \(z < 1.2\), Muzzin et al. (2008) is consistent with the more precise determination of Andreon (2006), whereas Mancone et al. (2010) \(m^*\) values display a slower change with redshift than the other data. The difference is statistically significant if one assumes that the Mancone et al. (2010) errors are correctly estimated.

The five \(z > 1.4\) clusters studied in this paper (black open dots) have \(m^*\) values that are consistent among themselves. We therefore combined the data of the five clusters by multiplying their likelihoods after tying the characteristic magnitude parameters. We find \(m^* = 16.92 ± 0.13\) at \(z = 1.5\), the median redshift of the six clusters (solid dot), based on the 150 member galaxies of the combined sample. This value is is 0.8 mag brighter than the values measured by Mancone et al. (2010) in the same redshift range. The difference is statistically significance if one assumes that the Mancone et al. (2010) errors are correctly estimated. As detailed in the technical appendix, we identify the likely reason for the disagreement, Mancone et al. (2010) did not adopted the
likelihood expression appropriate for the data used, and we also exclude the possibility that the difference is due to an intrinsic variance of $M^*$.

We emphasize that in this combined fit, the precise redshift of the five clusters is irrelevant, provided they have $z > 1.4$. Therefore, the lack of a spectroscopic redshift for JKCS 041 (or any other cluster) is not detrimental for the collective $m^*$ determination (or for individual $m^*$, as it is self-evident). We also emphasize that the highest redshift cluster, JKCS 041, only contributes 10% of the total number of galaxies, and that an indistinguishable result would therefore be found by dropping it from the sample.

Figure 7 plots the galaxy mass function of the combined five clusters. Mass is defined as the integral of the star formation rate, and it is derived from the [3.6] luminosity assuming a single stellar population (SSP) formed at $t_\star = 2.5$, modeled by the 2007 version of the Bruzual & Charlot (2003) spectrophotometric population synthesis code with solar metallicity and a Chabrier (2003) initial mass function. Based on the 150 member galaxies of the combined sample, the mass function is determined with a 40% error in the $10.5 < \log M < 12 \, M_\odot$ range. The characteristic mass is $\log M^* = 11.30 \pm 0.05 \, M_\odot$, where the error does not account for the systematic errors coming from the conversion from luminosity to mass (e.g. about the stellar initial mass function shape).

Figure 8 summarizes the observational data by keeping $m^*$ determinations limited to confirmed clusters (Muzzin et al. 2008 and Mancone et al. 2010 studied a mix of real clusters and cluster detections) and setting the Mancone et al. (2012) and Stalder et al. (2013) determinations aside because these works use galaxy counts in a magnitude regime where a crowding correction is, at best, compellling, but ignored (see also the technical appendix). The characteristic luminosity $m^*$ has the same value at $1.4 < z < 1.8$ as at $z \sim 1$. This is the main result of this work, which still holds true when keeping all $z < 1.3$ data (see Fig. 6).

Figure 8 also plots the luminosity evolution expected for several mass-growth histories. The very steep luminosity evolution drawn in the figure (dotted curve) is a Grasil model in which the mass doubled in the last 8 Gyr, first explained and then ruled out in Andreon (2006). Mass-evolving models are rejected by the data, because a mass growth makes galaxies brighter (because more massive) at lower redshift, and thus these models do not fit the data. For example, exponentially declining $\tau$ models are rejected by the data for all $\tau$ tau values higher than 0.5 Gyr, the precise value depending however on the adopted $z_\star$. Models involving mergers do not fit the data because the latter makes descending galaxies more massive and therefore brighter, i.e. moves $m^*$ to brighter values going to lower redshift, while the points at “low” ($z \sim 1$) redshift are too faint for the $1.4 < z < 1.8$ point(s).

Therefore, from now on we only consider models with no ongoing (in the last 11 Gyr) mass growth. The solid line shows the luminosity evolution of an SSP, modeled as previous SSP but formed at $z_\star = 5$. The dashed line close to this SSP is a Grasil non-evolving mass model (named E both in the Grasil package and in Andreon 2006). This model is a bit more physical than Bruzual & Charlot (2003) because, for example, a metallicity evolution is allowed during the 1 Gyr star formation episode started at $z = 5$ (all other Grasil parameters are kept to the default value). These models are rejected too by the data, being too faint at very high redshift (or too bright at lower redshift if models are normalized at $1.4 < z < 1.8$). To have an overall flat evolution at $z \gg 1$ and the observed trend at $z \lesssim 1$, one needs to boost the light at $1.4 < z < 1.8$ without increasing the cluster mass, otherwise the descending galaxies would be too massive (bright) for the low ($z \lesssim 1$) redshift data points. This can be achieved by considering an SSP with a formation redshift very close to the highest observed redshift, $z_\star = 2.5$, a mere 0.9 Gyr age difference from the age of the two most distant clusters in the sample. To boost the light observed at $1.4 < z < 1.8$, and thus emitted at early ages (1 to 2 Gyr), it is necessary to use the 2007 version of the Bruzual & Charlot (2003) models or Maraston (2005) and to keep a low $z_\star$. In fact, the 2003 release of Bruzual & Charlot (2003) gives galaxies that are too faint (for the data) galaxies in the critical 1 to 2 Gyr age because of the different treatment of the thermally-pulsing asymptotic giant branch (TP-AGB). Larger $z_\star$ does not boost the light enough to reproduce the data: the $z_\star = 5$ case is depicted in the figure and does not fit the data. Similarly, a $z_\star = 3$ SSP does not fit the data.

To summarize, models with mergers or recent star formation (in the past 11 Gyr) are rejected because they are too luminous at mid-to-high $z$ (or, equivalently, too faint at very high redshift). Populations that are too old (SSPs with $z_\star = 5$) are rejected because too faint at very high $z$. The similarity of $m^*$ at $1.4 < z < 1.8$ and $z \sim 1$ implies an assembly time earlier than $z = 1.8$ and, at the same time, a star formation episode that is not much earlier than $z_\star = 2.5$ in order to boost the luminosity of the galaxies observed between 0.9 to 2.0 Gyr after it (our $1.4 < z < 1.8$ galaxies).
Past works dealing with luminosity/mass functions usually give a lower limit on the formation redshift or on the last star-formation episode. The large redshift baseline and the robustly measured \( m^* \) values of this work are able to distinguish SSPs with \( z_\star = 2.5 \) or \( z_\star = 5 \) (in Fig. 8 these SSPs are hardly distinguishable below \( z \sim 1.2 \) and widely different at higher redshift), and are also able to indicate that the upper limit of the latest star formation episode did not precede the redshift of the two most distant clusters in the sample by a long time, only about 0.9 Gyr.

We emphasize that exponentially declining models with small \( \tau \) (e.g. 0.1 Gyr) show a luminosity evolution very similar to SSP models, and thus are an equally acceptable fit to the data. Similarly, models with twice the solar metallicity are hardly distinguishable in Fig. 8 from solar metallicity models, so are also acceptable. However, adopting them does not change our conclusion. Finally, we note that the impact of TP-AGB stars on galaxy spectral energy distributions is still under discussion (Zibetti et al. 2011): the lower their contribution to the overall emission in the rest-frame near-infrared band is, the harder it is to fit our data.

3.3. Cluster choice

To be included in this work, a \( z > 1.4 \) structure should have a firm, Chandra, ICM detection that is spatially coincident with a galaxy overdensity. This may seem overly restrictive, and in fact at an early stage of this work we considered other possible criteria, but we found them unsuitable.

Initially, we accepted \( z > 1.4 \) spectroscopic confirmed clusters. However, relying on the common “spectroscopic confirmation” to name a cluster is dangerous at high redshift: the presence of a spectroscopically confirmed cluster-sized galaxy overdensity is not a guarantee of the presence of a cluster. It is enough to think about the zoo of structures with different names (proto-clusters, redshift spikes), often with several concurrent redshifts in areas of a few Mpc\(^2\). The usual spectroscopic criteria have been shown to have low reliability by Gal et al. (2008) using a real spectroscopic survey. This is exemplified by the spectroscopic confirmation of the Gobat et al. (2011) \( z = 2.07 \) group: recent spectroscopic data (Gobat et al. 2012)\(^5\) show that none of their original 11 spectroscopic members used to spectroscopically confirm the group belong to the group, all being more than 8000 km s\(^{-1}\) away from the group. Given the danger of the “spectroscopic confirmation”, we choose to require a firm ICM detection.

Later, we considered a suitable definition of cluster to be every galaxy overdensity with a spatially coincident X-ray detection, either from Chandra or XMM. However, a weak XMM detection, typical of most clusters in the XMM Deep Cluster Survey (Fassbender 2011) and of other searches, such as Henry et al. (2010), is an ambiguous cluster detection: it may be ICM emission or an AGN misclassified as extended source because of the low XMM resolution and the low signal-to-noise. This is the case of the Papovich et al. (2010) structure, initially named cluster, and renamed proto-cluster in Papovich et al. (2012). It was detected as a 4\( \sigma \) XMM source (as many Fassbender 2011 “clusters”). Later pointed Chandra follow-up observations revealed a bright point source and no extended emission (Pierre et al. 2012) using observations planned to measure the ICM temperature to better than 30% out to \( r_{500} \) (M. Pierre Chandra proposal abstract). Similarly, the Gobat et al. (2011) group with a 3.5\( \sigma \) XMM detection after point source subtraction is undetected in deep Chandra observations (Gobat et al. 2011).

Therefore, to avoid the risk of computing the LF of an environment mis-identified as a cluster, i.e. of comparing “apples” (at high redshift) to “oranges” at low redshift (Andreon & Ettori 1999), we asked for a firm, Chandra, ICM detection that is spatially coincident with a galaxy overdensity. The superb Chandra angular resolution allows X-ray point sources (1" wide) to be easily recognized from extended (20" wide) ICM emission, even in the low signal-to-noise regime, unlike XMM.

4. Summary

We analyzed deep Spitzer data of the five \( z > 1.4 \) clusters with a firm detection of the ICM spatially coincident with a galaxy overdensity. This definition of cluster gets rid of the many sorts of cluster-sized structures known at high redshift (such as proto-cluster), which may differ from clusters and allows us to be certain we are comparing “apples to apples” (Andreon & Ettori 1999). The analyzed data are deep (about 1000 s), but to avoid a cluster-radial-magnitude-dependent, unreliable crowding correction, we only consider bright galaxies (brighter than 18.0–18.5 mag), about 2 mag brighter than other authors would choose for data with the same exposure time. The five clusters differ in richness (ISCS J1438.1+3414 and XMMXCS J2215.9-1738 are twice richer than ISCS J1432.4+3250, IDCS J1426.5+3508 and JKCS 041) and morphological appearance. By adopting the correct expression of the likelihood for the data in hand we derived the LF in the [3.6] band and the characteristic magnitude \( m^* \), the latter by marginalizing over the remaining parameters except \( \alpha \).

Since the five \( m^* \) values are found to be consistent with each other, we compared the data in the unique statistically acceptable way, by multiplying the likelihood of each individual determination. We found a characteristic luminosity of \( m^* = 16.92 \pm 0.13 \) at \( z = 1.5 \), the median redshift of the six clusters. Assuming a luminosity-to-mass conversion fixed by an SSP with \( z_\star = 2.5 \), we found a characteristic mass \( M^* = 11.30 \pm 0.05 \) at \( z = 1.5 \) and a mass function determined with about 40% error in the 10.5 < \( \log M < 12 \ M_\odot \) range from the 150 member galaxies of the combined sample.

We found that the characteristic luminosity and mass does not evolve between \( z \sim 1 \) and 1.4 < \( z < 1.8 \), directly ruling out ongoing mass assembly between these epochs because massive galaxies are already present at \( z = 1.8 \). Lower redshift build-up epochs were already ruled out by previous works, leaving only \( z > 1.8 \) as a possible epoch for the mass build-up. Populations that are too old (SSPs with \( z_\star = 5 \) are rejected because they are too faint at very high \( z \). The observed values of \( m^* \) at very high redshift are, however, too bright for galaxies without any star formation shortly preceding the observed redshift. The similarity of \( m^* \) at 1.4 < \( z < 1.8 \) and \( z \sim 1 \) implies a star formation episode no earlier than \( z_\star = 2.5 \) in order to boost the luminosity of the galaxies observed at 1.4 < \( z < 1.8 \) without increasing their mass. For the first time, mass/luminosity functions are able to robustly distinguish tiny differences between formation redshifts (\( z_\star = 2.5 \) from \( z_\star = 3 \)) and to set upper limits to the last star formation episode. This did not precede the redshift of the two most distant clusters in the sample by a long time, only about 0.9 Gyr. In short, 1.4 < \( z < 1.8 \) is the post star-forming age of massive cluster galaxies, we found that massive cluster galaxies were still forming stars at \( z \sim 2.5 \) and that they did not grow in mass at later times.

\(^5\) http://www.sciops.esa.int/SYS/CONFP2011/images/cluster2012Presentations/rrobat_2012_esac.pdf
Appendix A: Technical addendum about the LF determination

Methods for deriving the luminosity function date back to Zwicky (1957) at least, with newer methods usually more properly addressing the complicate features of the astronomical data not considered by previous methods (see Johnston 2011 for a detailed list of references and Andreon 2011a for a listing of many of the awkward features of the astronomical data). For challenging estimations such as those of high redshift clusters, these “complications” include the use of the correct likelihood expression for the handled data and, in the case of deep data, the (radial- magnitude- cluster-dependent) crowding corrections or the adoption of a bright limiting magnitude. If the objects used to build the LF include putative clusters (i.e. spurious or false cluster detections) or objects of a different nature from clusters (e.g. filaments), this uncertainty should be folded into the likelihood expression. The same is true if clusters have a photometric redshift, unless m∗ is constant in the redshift uncertainty range. If galaxies are selected with photometric redshift or their photometric redshift is used in the LF determination, uncertainties (both statistics and systematics) should be folded into the likelihood expression, too. Both effects introduce a bias on m∗ if neglected, and this can be easily appreciated by remembering that contamination and photometric redshift errors work as a convolution filter making the LF broader, thus biasing m∗ even in the simplest case (symmetric errors). Complicated bias patterns are introduced when asymmetry is important. If galaxies without optical counterparts are excluded from the LF computation, the likelihood expression should be modified to correct for the bias induced by the forced optical detection requirement.

Mancone et al. (2010, 2012) faced most of these issues but did not adopt the likelihood appropriate for the data used. This is the reason, in our opinion, for the (formally statistically) different m∗ change with redshift at z < 1.2 between Mancone et al. (2010) and the other works, as well as for the (formally statistically) different m∗ values between Mancone et al. (2010) and this work at z ~ 1.5. Before interpreting them as genuine differences, due for example to two populations of clusters with widely different m∗ values, with Mancone et al. (2010) primarily sampling one population and this work the other, one should first make certain that all determinations are robustly derived and refer to clusters as we usually intend them (the author consider sheets, filaments, proto-clusters, and false cluster detections as fairly different from clusters), and second, three of the five clusters studied in this work are likely also in the Mancone et al. (2010) sample (using shallower data, however).

For completeness, we also explored whether the difference between our m∗ values and those in Mancone et al. (2010) at z ~ 1.5 may be due to an intrinsic variance of M∗ values. By performing a Monte Carlo simulation, we computed the probability that if M∗ has an intrinsic scatter, five out of five of the clusters studied in this work are all within 0.6 mag, and the m∗ of the combined cluster is 0.85 mag brighter (or more) than the Mancone et al. (2010) value. To this aim, as prior probability distribution for the intrinsic (i.e. accounting for measurement errors) scatter at z ~ 1.5 we adopted the posterior probability distribution computed for the 17 clusters at 0.29 < z < 1.06 in Andreon et al. (2004), whose LFs have been fitted by holding α fixed, as we and Mancone et al. (2010) both do. This distribution may be approximated by a normal distribution centered on 0.02 mag, with sigma 0.22 mag and truncated at zero. The distribution is quite broad, meaning that we allow the possibility in our simulations that the intrinsic scatter may be very large. In fact, 5% of our simulations have an intrinsic M∗ scatter larger than 0.4 mag. Note that in simulations we adopted the actual probability distribution, not the Normal approximation mentioned above. Then, we generated 60 000 simulated data sets, each one composed of five clusters, with m∗ values having the same errors as our observed values and having Mancone et al. (2010) mean m∗ (and intrinsic scatter as detailed above). Finally, we counted how many times we observe mean m∗ offsets in the simulated data larger than those in the real data (0.85 mag) and individual m∗ values all within 0.6 mag (the observed maximal difference between the individual m∗ measured by us). We found no case in 60 000 simulations, i.e. the probability of observing a larger disagreement because of the intrinsic variance of M∗ is a negligible 2 × 10−5.

To allow a possible evolution of the intrinsic scatter between the redshift where it is measured, 0.3 < z < 1.1, and the redshift where we need to know its value, z ~ 1.5, we performed other simulations assuming that at higher redshift the intrinsic scatter is twice higher (if we reduce the scatter at higher redshift, it becomes even more implausible to observe the observed m∗ offset). Also in this case, we found no case matching the observations out of our 60 000 simulations. In short, it is very unlikely that the intrinsic scatter on M∗ is the source of the disagreement between z ~ 1.5 determinations in these two works.

We emphasize that our search for a physical reason that explains differences in the mean m∗ assumes that measurements and errors (i.e. the likelihood) are (is) correct whereas those in one of the compared works is not. Therefore, our search, performed at the request of the referee, should not be interpreted as indication that we believe the observed differences of the mean m∗ is genuine.
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