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Abstract

Visually evaluating the goodness of generated Multivariate Time Series (MTS) are difficult to implement, especially in the case that the generative model is Generative Adversarial Networks (GANs). We present a general framework named Gaussian GANs to visually evaluate GANs using itself under the MTS generation task. Firstly, we attempt to find the transformation function in the multivariate Kolmogorov–Smirnov (MKS) test by explicitly reconstructing the architecture of GANs. Secondly, we conduct the normality test of transformed MST where the Gaussian GANs serves as the transformation function in the MKS test. In order to simplify the normality test, an efficient visualization is proposed using the \( \chi^2 \) distribution. In the experiment, we use the UniMiB dataset and provide empirical evidence showing that the normality test using Gaussian GANs and \( \chi^2 \) visualization is effective and credible.

1 Introduction

In the generative models, GANs has achieved great success in image, audio, and text generation tasks [14] [16] [7]. One of the significant reasons is that the goodness of the generated samples can be judged by human intuition, such as visual, auditory, and reading skills. Obstacles, however, arise under the task of time series generation, especially that of Multivariate Time Series (MTS), because it is impracticable for human beings to judge the goodness of generated MTS. In other words, our intuition fails to help us directly evaluate the quality of generated samples under the MTS generation task.

Driven by the obstacle, a question arises: is there an indirect visualization way to make it easier for people to perceive the goodness of generated MTS. An obstacle to answering this question was the notorious problem of how to effectively reduce the dimension of MTS [17] [13]. Principle Component Analysis (PCA) is, in most papers, used to reduce the dimension of MTS into two dimensions before plotting the 2D visualization [24] [15]. Otherwise, down-streaming tasks, such as MTS classification tasks, are used to verify whether the generated data is good or not [24] [15].

In this paper, we address the visualization problem by introducing a transformation function using GANs instead of following the dimension reduction or down-streaming task verification. Inspired by the uniform transformation theory [19] and Kolmogorov–Smirnov test [13] under the multivariate case, we construct a transformation function that is able to transform target distribution into standard multivariate Gaussian distribution using GANs. (We call this GANs as Gaussian GANs). With the transformation function, various normality tests can be used to evaluate the goodness of generated samples. Formally, denoting \( G_n() \) as the generator and \( D_n() \) as the discriminator of the Gaussian GANs, we let MTS, denoted as \( X \), be the input to the generator, and Gaussian noise, denoted as \( Z \) as its output, that is \( Z = G_n(X) \). Then, we use \( D_n() \) to distinguish whether the \( Z \) is standard multivariate Gaussian noise or not.
We present two experiments on a real dataset, the UniMiB [11], to show the effectiveness of our visualization methods. Our results show that the generated MTS are visually acceptable under both normality test using Gaussian distribution and PCA visualization if two datasets come from the same distribution. If two datasets, however, come from different distributions, the generated MTS are visually terrible from the normality test using Gaussian distribution but acceptable from PCA visualization. The Gaussian GANs can be constructed based on most GANs’ architecture, and we expect that it is applicable to other MTS evaluation problems.

2 Related Work

Similarity in MTS In time-series data mining, similarity measures can be classified into four categories, shape-based, edit-based, feature-based, and model-based distances [8]. The shape-based distance compares the whole shape of time series sequences and aims to measure the similarity from points to points, such as the Euclidean distance, Dynamic Time Warping (DTW) [2] and Spatial Assembling Distance [3]. The edit-based distances compare the minimum number of operations needed to transform one series into another one. The proper algorithm is the core to the edit-based distances, such as Longest Common SubSequence algorithm [6], Constraint Continuous Editing Distance [4]. If used in measuring similarity between groups, the shape-based distance and the edit-based distance would be computationally expensive, even more than $O(n^3)$. The feature-based similarity uses constructed statistical features to measure the similarity, such as a likelihood ratio for DFT coefficients [12], a combination of periodogram and autocorrelation functions [22], and copula-based similarity measures [20]. There is plenty of mathematics behind the feature-based similarity compared to the first two methods, but it is a more efficient measure way. Model-based distance methods usually have an assumption that the time series can be well captured by the proposed model, and then estimate the parameters in the model and lastly calculate the distance, such as ARMA model [23]. The disadvantage is the difficulty of verifying the assumptions. Note that the similarity measures can be extended to measure groups although they are formulated in two single time series sequences.

Uniform Transformation The uniform transformation theory provides that there exists a transformation function $F()$ which can transform any distribution into uniform distribution at interval $[0, 1]$ [19]. With the transformation function, the Kolmogorov–Smirnov test was used to test the divergence of two distributions [13]. The $F()$ is the Cumulative Density Function (CDF) of random variables to be transformed. Under the univariate case, any random variable with continuous CDF $F()$ can be transformed into a uniform random variate on the interval $[0, 1]$. In higher dimensions, however, it would be computationally expensive or even impossible to estimate the continuous CDF because the probability integral transformation is a much richer tool that is also far less understood [9].

In our work, we model a transformation function $f()$ with regards to Probability Density Function (PDF) instead of CDF $F()$ and thus skip the high dimension’s integration. Meanwhile, we replace the targeted uniformed distribution at interval $[0, 1]$ with standard multivariate Gaussian distribution to make the output of $f()$ more statistically reasonable.
3 Background

3.1 Generative Adversarial Networks

Two parts contained in the GANs: Generator (G) and Discriminator (D), and they play the following two-player minimax game with value function $V(G, D)$ [10]:

$$
\min_G \max_D V(D, G) = \mathbb{E}_{x \sim p_{\text{data}}(x)}[\log D(x)] + \mathbb{E}_{z \sim p_{N}(z)}[\log(1 - D(G(z)))]
$$

, where $z \sim p_{N}(z)$ means the $z$ is sampled from the Normal distribution, $x \sim p_{\text{data}}(x)$ means the $x$ is sampled from the real dataset, $G(z)$ is the mapping from Gaussian noise to generated data, and $D(x)$ or $D(G(z))$ is to tell whether the input data is fake (generated) or real. The Equation [1] can be reformulated into two circular steps:

$$
\arg \max_{\theta_D} \mathbb{E}_{x \sim p_{\text{data}}(x)}[\log D_{\theta_D}(x)] + \mathbb{E}_{z \sim p_{N}(z)}[\log(1 - D_{\theta_D}(G(z)))]
$$

$$
\arg \min_{\theta_G} \mathbb{E}_{z \sim p_{N}(z)}[\log(1 - D_{\theta_D}(G(z)))]
$$

3.2 Problem Description

Given a dataset $X_{\text{real}} = \{x_i, i = 1, 2, \ldots, n\}$, generative models attempt to find a fake distribution $p_{\text{fake}}(x)$ to approximate the real distribution $p_{\text{real}}(x)$. Specifically, GANs trains a generator $G$, $G(z) \sim p_{\text{fake}}(x)$, to reduce the divergence between distribution $p_{\text{real}}(x)$ and $p_{\text{fake}}(x)$ by minimax games. The generated samples set $X_{\text{fake}}$ are obtained from the $G(z)$. The paper’s aim is to find a metrics $M(X_{\text{fake}}, X_{\text{real}})$ to visually and numerically and evaluate the quality of generated samples.

4 Gaussian GANs

4.1 Gaussian Transformation using GANs

Let us consider a GANs task, mapping the real data into Gaussian noise. The input for generator and discriminator is MTS is True/False, that is, to train a GANs which transforms the distribution of MTS into standard multivariate Gaussian distribution. The task could be represented by the following assumption,

**Assumption 1.** There exists a Gaussian GANs, $G_n()$, which is able to map the real data (high dimensions) to Gaussian noise (low dimensions),

$$
z = G_n(x), \quad z \sim N(0, I), \quad x \sim f_{\text{real}}(x)
$$

, where $x$ is data sampled from the real dataset $X_{\text{real}}$, and $z$ is sampled from the standard multivariate Normal distribution. Moreover, the dimension of $X$ is more than that of $Z$.

With the Gaussian generator, the real data in the high dimensions could be transformed into the low dimension Gaussian noise. In other words, the transformed real data could be regarded to be sampled from the standard normal distribution, $G_n(x) \sim N(0, I)$. If the distribution of fake data (or generated data) is similar to that of real data enough, the transformed fake data should follow the normal distribution, that is, $G_n(G(z)) \sim N(0, I)$. With a convincing Gaussian generator, $G_n()$, we could construct the new dataset as follows to evaluate the quality of the generated data,

**Theorem 1.** Given a well-trained generator $G_n$, that is $G_n(X_{\text{real}}) \sim N(0, I)$, the dataset $U = \{u_k|k = 1, 2, \ldots, n\}$ is sampled from the $\chi^2(c * s)$ distribution,

$$
u_k = \sum_{i=1}^{c} \sum_{j=1}^{s} y_{\text{fake},ijk}, \quad k = 1, 2, \ldots, n,
$$

, where $n$ is the number of fake samples, $c$ means the dimensions of time series, $s$ represents the length of time series, $y_{\text{fake},k} = G_n(x_{\text{fake},k})$, $x_{\text{fake},ijk}$ is the value of the $x_{\text{fake},k}$ at its location of $(i, j)$. 


Note: Theorem.1 provides a sufficient condition but is not necessary. Moreover, the Theorem.1 also applies to \( U \) computed from \( X_{\text{real}} \), because of the hypothesis that both \( X_{\text{real}} \) and \( X_{\text{fake}} \) come from the same distribution.

The method of evaluating the quality of generated time series is summarized as follows:

1. Train a well-performed Gaussian GANs;
2. Evaluate the quality of generated MTS with our proposed metrics and visualization.

The section 4.2 provides how to train the Gaussian GANs; the section 4.3 4.4 are the proposed metric and visualization method.

### 4.2 General Architecture

![GaussianGANs architecture](image)

Figure 2: GaussianGANs architecture. The (a) is a standard architecture for GANs, the input to the generator is Gaussian noise and the output is generated MTS; the input to the discriminator is the real and fake MTS and the output is a scalar (real or fake). The (b) is the general framework for Gaussian GANs, where there are only 2 modifications compared to the standard architecture.

There is no specific architecture for Gaussian GANs but it has a general architecture in which different models have their own different architectures. That is because the Gaussian GANs can be used in most scenarios of MTS generation tasks when the following two points are satisfied: (1) the generative model is GANs and (2) the generator and discriminator use the same blocks in their own architecture. In figure 2, the (a) contains a standard architecture for GANs, the input to the generator is Gaussian noise and the output is generated MTS; the input to the discriminator is the real and fake MTS and the output is a scalar (real or fake). The (b) is the general framework to Gaussian GANs, where there are only 2 modifications compared to the standard architecture.

- The generator of the Gaussian GANs uses the discriminator of the standard GANs, but changes the output from a scalar to the dimension of Gaussian noise at the last layer;
- The discriminator of the Gaussian GANs uses the generator of the standard GANs, but changes the output from the dimension of MTS to the dimension of Gaussian noise at the last layer;

### 4.3 Normality Metrics - Sufficient and Necessary

As Assumption 1 indicates, the fake data (or real data) transformed by Gaussian GANs, \( G_n(X_{\text{fake}}) \), follows the standard multivariate normal distribution if the \( G_n() \) has been well trained. Considering
the properties of standard multivariate normal distribution, it would be simple and efficient to use heatmap for correlation matrix and univariate normality test to examine the quality of generated data. Because in the multivariate normal distribution, the independence among features (random variables) would be equivalent to that of the correlation between any two features is equal to 0. Moreover, with the independence among features, the multivariate normality test (difficult and computationally expensive) could be replaced by a univariate normality test (simple and computationally efficient).

**Correlation heatmap.** Let $Y = G_n(X_{fake})$, (or $Y = G_n(X_{real})$). The correlation matrix, $R = \{r_{ij}\}_{p \times p}$, for transformed data could be estimated by following estimation method,

$$r_{ij} = \frac{y_i^T \times y_j}{||y_i|| \times ||y_j||}, i, j = 1, 2, ..., p,$$

where the $\times$ means the dot product for two vectors, and the $||y_i||$ is the L1 norm for vector $y_i$. If the a well trained GANs satisfies the Assumption 1, the values off the diagonal should be close to 0 and the values alone the diagonal should be close to 1.

**Normality test.** Shapiro-Wilk test [21] and D’Agostino’s K-squared test [1] are used to identify whether the transformed data follows the normal distribution. The Shapiro-Wilk test statistics is,

$$W = \left( \sum_{i=1}^{n} a_i x^{(i)} \right)^2 \sum_{i=1}^{n} (x_i - \bar{x})^2$$

$$a_1, ..., a_n = \frac{m^T V^{-1}}{C}$$

$$C = ||V^{-1}m|| = (m^T V^{-1} V^{-1}m)^\frac{1}{2},$$

where $W$ is the Shapiro-Wilk test statistics, $x^{(i)}$ is order statistics, which is different than the $x_i$. $\bar{x} = \frac{1}{n} \sum_{i=1}^{n} x_i$, $a$ is weighted coefficient determined by both standard normal distribution and the dataset. $m = (m_1, m_2, ..., m_n)^T = (E x_1^{(1)}, E x_2^{(2)}, ..., E x_n^{(n)}) = E(x')$, where $x_1^{(i)}$ is the identically and independently distributed random variables which follow the standard normal distribution. $V$ is covariance matrix of those normal order statistics [21]. D’Agostino’s K-squared statistics proposed the revised skewness and kurtosis to make the original skewness and kurtosis converge as fast as possible. The details of the statistics are contained in the [1] [5]

Note: the ideal quality of a generated dataset should have a small p-value and correlation matrix as close as to the identity matrix.

### 4.4 Visualization - Sufficient

Let’s consider the hypothesis in the Assumption 1 that the Gaussian GANs and the generative model is well trained, then the transformed dataset (generated or real dataset) would be samples from $\chi^2(c \times s)$ distribution according to the Theorem. 1. Thus, both of the $u_{real} = (u_{real,1}, ..., u_{real,n})$ and $u_{fake} = (u_{fake,1}, ..., u_{fake,n})$ could visualized through QQ plot, which is used to identify whether the hypothesis is true or not. But $\chi^2$ Visualization is not a necessary condition as normality metrics in Section 4.3 to test the quality of the generated data. The simplicity and efficiency, however, is the advantage of $\chi^2$ Visualization.

### 5 Experiments

#### 5.1 Transformer GaussianGANs

To illustrate how our method works, the transformer-based time series GANs (ttsGANs) [15] is used because of its better results under PCA visualizations. In addition, the model is trained on the 1 GV100 32G with 4 hours. There are merely 2 modifications for the corresponding Gaussian GANs based on the ttsGANs. In the figure 3, the ttsGANs is light blue shadowed, and its corresponding Gaussian GANs is light green shadowed. The 2 modifications are shadowed with dark blue and dark
green separately: the architecture switch between generator and discriminator and their output layer, specifically,

- The generator in Gaussian GANs uses the discriminator architecture in the ttsGANs; and the discriminator in Gaussian GANs uses the generator architecture in the ttsGANs;

- The output layers of generator in Gaussian GANs and ttsGANs are both Conv2D channels reduction; and the output layers of generator in Gaussian GANs and ttsGANs are both classification head.

5.2 Datasets

We adopt the same datasets used in the ttsGANs paper [15], the UniMiB dataset [11], where two categories are selected: Jumping and Running because the effect of ttsGAN is different under the two categories. Thus, it can be observed how the normality metrics and $\chi^2$ visualization would change while results change from good to bad. The sample size for the two classes in the training dataset is 600 and 1572 respectively, that in testing dataset is 167 and 416 respectively. Both of the classes have 150 timestamps and 3 channels. Additionally, all of the recordings are channel-wisely normalized to a mean of 0 and a variance of 1.

5.3 Results

Training Gaussian GANs In order to select the best Gaussian GANs during the training epochs, a comprehensive metric is designed:
\[ S = S_1 + S_2 + S_3, \quad (9) \]

\[ S_1 = \frac{1}{n \times c} \sum_{j=1}^{c} \left| \sum_{i=1}^{n} x_{ij} \right| + \frac{1}{c} \sum_{j=1}^{c} \left( \frac{1}{n} \sum_{i=1}^{n} (x_{ij} - \bar{x}_i)^2 - 1 \right)^{\frac{1}{2}} \quad (10) \]

\[ S_2 = \frac{1}{c \times c \text{sum}(|r - I|)} \quad (11) \]

\[ S_3 = \frac{1}{n} \sum_{i=1}^{n} S_{3i} \quad (12) \]

\[ S_{3i} = \begin{cases} 1, & p_{i1} > 0.9 \text{ and } p_{i2} > 0.9, \\ 0, & \text{otherwise}, \end{cases} \quad (13) \]

where \( c \) is the number of dimensions of the multivariate normal distribution; and \( n \) is the number of samples. \( S \) is constructed by three features of the dataset: \( S_1 \) moment distance, \( S_2 \) correlation matrix distance, and \( S_3 \) normality distance. In detail, \( S_1 \) is composed of the mean and variance of the dataset; in the \( S_2 \), the \text{sum} means the sum of all points in the matrix, which represents the distance of two matrices; \( S_3 \) is determined by the p-values of two normality test, which represents the percentage of how many dimensions that do not follow a normal distribution.

For the Running dataset, the training process of Gaussian GANs at epochs 0, 400 and 630 is shown in figure 4. At epoch 0, it is seen that the generated MTS cannot cover the region of the real dataset under PCA visualization, although the correlation matrix is close to the identity matrix with a small value of \( S_3 \) and the QQ plot is almost a straight line. It is because the output of the neural network is close to white noise when the whole network has not been trained, under which circumstance any type of dataset could be transformed into a normal distribution. That is not what we expected because Gaussian GANs is aimed to transform the dataset from a certain distribution into samples from the standard multivariate normal distribution. (, which is discussed in Section 6).

In the following training epochs, we could see at epoch 400 that the correlation matrix is not close to the identity matrix, but \( S_3 = 0.125 \) represents that 87.5\% dimensions follows normal distribution, which indicates the generated data are not sampled from the real distribution. PCA visualization and QQ plot, however, indicates a completely different conclusion based on that the generated MTS and the real MTS overlap under most of area and QQ plot is transitioning to a straight line. It is because normality test using Gaussian GANs is able to retain more information than PCA and QQ plot in theory. According to the comprehensive metric \( S \), the best Gaussian GANs is in bold in the figure 4 (g,h,i) with the value of 4.034. Moreover, it is clear that Gaussian GANs well pass the normality test, QQ plot and PCA visualization. Therefore, we argue that Gaussian GANs successfully transform the Jumping dataset from its distribution into white noise from the standard multivariate normal distribution.

### Evaluating quality of generated MTS

With the best Gaussian GANs, the training process could be monitored, that is to say, the quality of the generative MTS could be visualized at every training process epoch.

Firstly, it is necessary to verify that the Gaussian GANs really works by feeding the test dataset into the Gaussian GANs, and the results is shown in figure 5 and it indicates that the testing dataset and training dataset comes from the same distribution. From the perspective of normality test, the heatmap is close to identity matrix and \( S_3 = 0.06 \) close to 0, and thus the assumption\( I \) is satisfied. The line is nearly straight, which satisfies Theorem\( I \). Moreover, the testing and training dataset almost overlaps in their regions.

Secondly, ttsGANs is trained to generate MTS and then use Gaussian GANs to evaluate the quality of the generated MTS. The results of the Running dataset is shown in figure 6 from which PCA visualization and QQ plot point to a good quality of the generated dataset. The normality test using Gaussian GANs, however, leads to the opposite side (correlation matrix is not close to identity matrix), because the normality test can capture more information between two groups, which experimentally signifies that normality test using Gaussian GANs is more robust than \( \chi^2 \) and PCA visualization.
Figure 4: Running dataset for Gaussian GANs. At epoch 0, the generated MTS cannot cover
the region of the real dataset under PCA visualization, in spite of a good normality test and \( \chi^2 \)
visualization. Because the output of neural network is close to white noise when the whole network
has not been trained. In the following training epochs, the correlation matrix is transitioning to
the identity matrix with a small \( S_3 \) values, moreover, the QQ plot is almost a straight line, and the
generated MTS and the real MTS overlap under PCA visualization. In addition, the best Gaussian
GANs is in bold with \( S = 4.034 \)

Figure 5: Verification for Gaussian GANs by feeding the test dataset.
6 Limitations

The normality test using Gaussian GANs is an effective tool to verify whether the generated data and real data come from the same distribution. However, there are some points that need to be address in future work:

- Why does the normality test using Gaussian GANs fails at the initial training stage and how to fix it. From the perspective of experiments, the output of the generator in the Gaussian GANs is nearly white noise at the initial training epoch, thus making the normality test for the multivariate normal distribution fail.

- Is there an effective and simple method which is necessary and sufficient condition for assumption $[1]$ to test the normality. Normality test using Gaussian in the Assumption $[1]$ is compound, where both correlation matrix and $S_3$ should be measured simultaneously. The QQ plot, on the other hand, is not a necessary condition for assumption $[1]$.

- If there is not such a GANs architecture when generating new data, such as the VAE, flow-based generative model, or statistical models, is it possible to establish an architecture to evaluate the quality of generated data.

7 Conclusion

We theoretically and experimentally discussed the effectiveness of our proposed evaluation methods, the normality test using Gaussian GANs, which captures more information than PCA does. Importantly, the Gaussian GANs is the general framework that can be easily constructed from most types of GANs under the MTS task. Moreover, in order to simplify the normality test using Gaussian GANs, the QQ-plot in theorem $[1]$ is attempted as a tentative exploration.
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A Appendix - Gaussian GANs over Jumping dataset

Figure 7: Jumping dataset for Gaussian GANs.

At epoch 0, the generated MTS cannot cover the region of the real dataset under PCA visualization, although the generated data passed the normality test and $\chi^2$ visualization under Gaussian GANs. At epoch 560, the generated data is poor because of the normality test (large $S_3$ values), $\chi^2$ visualization (tail shift), and PCA visualization (not totally overlap). At epoch 930, the best Gaussian GANs is identified in bold with $S = 3.868$, with normality test (correlation matrix close to identity matrix and a small $S_3$ values), QQ plot (almost a straight line), PCA visualization (totally overlap).
B Appendix - Evaluation over Jumping Dataset

In the figure 9 (Jumping dataset), it is seen that the normality test and QQ plot using Gaussian GANs almost reaches the ideal state but fails under PCA visualization at the epoch = 0. We argue that the mismatch between assumption and PCA visualization is caused by the slight robustness of Gaussian GANs to white noise (discussed in Section 6). At epoch 280 and 1580, the QQ plot cannot reach a straight diagonal line and heatmap cannot be as close as to the identity matrix when the generated MTS fails to cover the region of the real MTS under PCA visualization. Moreover, in the figure 8(a), the $S_3$ have large values, which means that nearly half of the dimensions of the transformed MTS do not come from the Gaussian distribution. In other words, the normality test and QQ plot would not manifest a good results if two dataset cannot overlap under the PCA visualization.