Inference of a Multi-Domain Machine Learning Model to Predict Mortality in Hospital Stays for Patients with Cancer upon Febrile Neutropenia Onset
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Abstract

Background: Febrile neutropenia (FN) has been associated with high mortality, especially among adults with cancer. Understanding the patient- and provider-level heterogeneity in FN hospital admissions has potential to inform personal-
ized interventions focused on increasing survival of individuals with FN.

Objective: In this study we leverage machine learning techniques to disentangling the complex interactions among multi-domain risk factors in a population with FN. Our goal is to evaluate the capability of machine learning model for FN mortality prediction using high-dimensional admission data, evaluate the predictive power of variables from different domains, as well as identifying important predictors.

Methods: Data from the Healthcare Cost and Utilization Project (HCUP)‘s National Inpatient Sample and Nationwide Inpatient Sample (NIS) were used to build machine-learning-based models of mortality for adult cancer patients who were diagnosed with FN during a hospital admission. In particular, the importance of risk factors from different domains (including demographic, clinical, and hospital-associated information) was studied. A set of more interpretable (decision tree, logistic regression) as well as more black-box (random forest, gradient boosting, neural networks) models were analyzed and compared via multiple cross-validation.

Results: Our results demonstrate black-box models achieved areas under the receiver operating characteristic (AUROC) above 92% in predicting death using predictors from all domains and outperformed interpretable ones. In contrast, ridge logistic regression and linear support vector machine with recursive feature elimination also reached 91% AUROC. When looking at single domains, clinical diagnoses alone achieved an AUROC of 89%, followed by procedures (80%), and number of diagnoses (76%).

Conclusions: A linear prediction score of FN mortality among adults with cancer, based on admission information is effective in classifying high risk patients. A number of the risk variables (e.g. sepsis, kidney failure, etc.) could be actioned upon preemptively; therefore, further studies looking at the patients’ prior medical history are warranted.
1. Introduction

Febrile neutropenia (FN) is a life-threatening condition affecting more than sixty thousand people [1] in the US each year in which individuals develop a high fever with a concomitantly very low count of neutrophil granulocytes (white blood cells). FN appears as a complication of chemotherapy due to myelosuppression, which may lead to dose density reduction of chemotherapy and reduce cancer cure rates [2]. FN has been associated with high mortality, morbidity, and healthcare cost [3]. Several scores have been developed with traditional inferential methods to identify low-risk patients for FN but have yielded varying prediction performances [4–7]. However, few work regarding FN mortality prediction has been done with machine learning methods despite its widely use in medical field [8]. A limitation of statistical techniques using it that many require proprietary data. Moreover, previous scoring systems (e.g., MACCS) only used a limited number of patient-level factors and no interactions [4]. Therefore, we tried machine learning algorithms and employed variables across different domains to build prediction models, as well as analyzing the reasons behind FN deaths. According to previous works, patient-level variables associated with FN mortality include age, number of comorbidities, length of stay in intensive care unit, lung disease, hepatic disease, pulmonary embolism, renal disease, cerebrovascular infections, sepsis/bacteremia, cancer type, severity of neutropenia, vitals instability, severity of dehydration, creatinine level, platelet count, protein level, respiratory rate, pulmonary infiltration, C-reactive protein, and estimated glomerular filtration rate [9–17].

Publicly available electronic health record data can provide valuable and reproducible insight [18]. Public sources have been used previously with success for large-scale machine learning modelling [19]. The Healthcare Cost and Utilization Project (HCUP) databases used in this study collate hos-
hospital administrative data nationwide in the United States since 1988 \[20\]. To date, HCUP includes the largest collection of longitudinal hospital care data in the US, covering 48 states. A number of studies related to FN have been conducted within HCUP \[21, 23\]. In this paper, we aim at developing a machine-learning-based prediction model of mortality for cancer patients who are admitted to the hospital and developed FN. Differently from prior studies, our work investigates the contribution of different information domains (clinical, demographic, hospital-related), both independently and together, under a rigorous complexity-based model selection framework \[24\]. The code is available at https://github.com/GalaxyDream/FN_Mortality.

2. Materials and Methods

This study is compliant to the NIS checklist \[25, 26\].

2.1. Data source, study population, and outcome

For our analysis, we used HCUP’s National Inpatient Sample \[27\] and Nationwide Inpatient Sample data \[28\] between January 2007 and September 2015. These data sets use a single ontology system, International Classification of Diseases-Ninth revision (ICD-9) and their in-house developed medical ontology—the Clinical Classifications Software (CCS) \[29\]. Our target population was adults with neoplasia presenting with or developing FN during a single hospital stay. Patients with a diagnosis of cancer, defined by CCS codes 11-45 and their corresponding ICD-9 codes (listed in Appendix A), were included. Patients younger than 18 years of age or missing age information were excluded. Patients with FN were identified by the following ICD-9 codes: 780.6 for fever and 112.5, 284.1, 288.0 for neutropenia \[18, 22, 23\]. We included ICD-9 codes 288.01 (congenital neutropenia) and 288.02 (cyclic neutropenia) since our aim is to analyze cancer patients with FN regardless of underlying etiology. We added binary variables as predictors to keep track of congenital neutropenia and cyclic neutropenia. The outcome variable was death. All visits with missing information on the mortality status of the patient were removed. We also excluded the
fourth quarter of 2015, since it was undergoing an update during the time of our analyses.

2.2. Study covariates and data domains

All variables included in all 2007-2015 NIS databases were considered, then filtered and divided into domains. The three variable domains were: 1) demographic, including age, gender, race, payer (e.g. self-pay, private insurance, etc.), and median household income for patient’s ZIP code; 2) clinical which includes diagnoses, clinical procedures, Charlson’s Comorbidity Index, number of diagnosis/procedures, and number of chronic conditions; and 3) hospital-related information, such as admission time, admission type (urgent or elective), hospital bed size, hospital region, hospital ownership (e.g. government, private, etc.), indicator of emergency department, and hospital location/teaching status. All nominal/categorical variables were recoded as binary. Since some statistical learning models require that inputs are on a homogeneous scale, we standardized all numerical variables. Missing or invalid values for continuous or ordinal variables were replaced by the mean value, while that of categorical ones were imputed by the most common value.

2.3. Statistical analyses and model selection framework

We performed descriptive statistics based on the deceased/alive status and estimated time trends of FN mortality rates over FN discharges, FN rate over cancer diagnoses, and cancer rate over all discharges. All hospitalizations included in the analysis were weighted with discharge weights provided by NIS. We performed univariate tests among the variables and outcome correcting p-values with Bonferroni’s method.

This study used the following statistical learning models: logistic regression with either LASSO or ridge regularization; decision tree (shallow with and without the help of neural network, whose depth is no more than 5; and deep, whose depth is tuned between 6 and 20); support vector machine (SVM) recursive feature elimination (RFE) with linear kernel; random
forest [41]; gradient boosting tree [42]; naïve Bayes [43]; and multi-layer feed-forwards neural network [44]. Model parameters (regularization penalty, tree pruning, number of features selected on a random tree, number of trees in a forest, hidden-layer size, dropout rate, and learning rate of neural network) were tuned by three-fold cross-validation and grid-search. Since the shallow decision tree (DT) has a good interpretability but bad predictive power, we employed mimic learning to improve its performance on prediction. We used multilayer neural network as the teacher model, taking the predicted logits as data labels and feeding them to shallow DT [45].

In addition, we tested several ontology systems: ICD-9, CCS, major diagnosis categories (MDC), diagnosis-related group (DRG), and their clinical/procedure sub-variations using a random forest model. Then, we performed the domain selection using the best-performing model on all the variables together. Due to the large number of input variables in some ontology systems (more than 6,000 variables for the clinical diagnoses domain using ICD-9), we only included variables with high Gini importance score [46].

The loss function used for model/domain selection was the area under the receiver operating characteristic (AUROC); we also calculated sensitivity, specificity, and optimal calibration point using Youden’s J index [47]. Model validation was executed through multiple cross-validation (MCV), specifically 10 runs of 10-fold cross validation. Finally, variable importance was evaluated by bootstrapped average decrease in impurity from gradient boosting and by means of odds ratios from logistic regression. We also drew the optimized shallow DT.

The R language for statistical computing [48], Python [49], Tensorflow [50], and Scikit-Learn [51] were used to write scripts and perform all analyses.

3. Results

A total of 66,702,602 discharges (unweighted) were included in HCUP NIS between January 2007 and September 2015. Of these, 138,932 discharges met the inclusion criteria (adults with cancer and FN with known mortality status...
Figure 1: (a) Yearly cancer rates over all NIS admissions (adult population), (b) FN diagnosis rate over total adult cancer diagnoses, and (c) mortality rate of adults with cancer and FN. Of these discharges, there were 6,509 (4.68%) deaths. **Figure 1** shows the yearly prevalence of adult cancer discharges (A), FN rate among those with cancer (B), and FN mortality rate (C) in the study population, weighted by the NIS discharge sampling. All prevalence rates showed an increasing trend across years; the strongest was cancer diagnoses at about 0.3% increase/year (P<0.01).

**Table 1** shows the demographic characteristics of the study sample and information related to the hospitals and charges. Patients who died were older (median age 66), male, had a higher Charlson’s Comorbidity Index, had a higher number of diagnoses, procedures, and chronic conditions, while people with private insurance coverage were more prevalent in the survivors’...
Table 1: Demographic characteristics of the study sample

| Characteristic                              | All admissions | Alive | Deceased | P-value * |
|---------------------------------------------|----------------|-------|----------|-----------|
| Total N (%)                                 | 138,932 (100%) | 132,423 (95.2%) | 6,509 (4.8%) | <0.0001   |
| Age median [IQR]                            | 61 [50 - 70]   | 61 [49 - 70] | 66 [56 - 75] | <0.0001   |
| Gender N (%)                                |                |        |          |           |
| Female                                      | 68,635 (49.4%) | 66,659 (49.7%) | 3,634 (44.2%) | <0.0001   |
| Missing, invalid, or inconsistent           | 4 (0.0%)       | 4 (0.0%) | 0 (0.0%) | -         |
| Race/ethnicity N (%)                        |                |        |          |           |
| White                                       | 91,735 (65.8%) | 87,481 (66.1%) | 4,254 (65.4%) | 1.0000    |
| Black                                       | 12,014 (8.6%)  | 11,374 (8.6%) | 640 (9.8%) | 1.0000    |
| Hispanic                                    | 12,184 (8.8%)  | 11,590 (8.8%) | 594 (9.1%) | 1.0000    |
| Native American                             | 4,068 (2.9%)   | 3,845 (2.9%) | 223 (3.4%) | 1.0000    |
| Other                                       | 503 (0.4%)     | 472 (0.4%) | 31 (0.5%) | 1.0000    |
| Missing, invalid, or inconsistent           | 14,591 (10.5%) | 14,026 (10.6%) | 565 (8.5%) | 1.0000    |
| Charlson’s comorbidity index median [IQR]    | 2 [2 - 5]      | 2 [2 - 5] | 3 [2 - 7] | <0.0001   |
| Missing, invalid, or inconsistent           | 0 (0%)         | 0 (0%) | 0 (0%) | -         |
| Number of diagnoses median [IQR]            | 13 [9 - 17]    | 13 [9 - 16] | 15 [13 - 18] | <0.0001   |
| Missing, invalid, or inconsistent           | 3 [4 - 7]      | 0 [0 - 2] | 7 [7 - 8] | <0.0001   |
| Number of admissions leading to death       | 68,635 (49.4%) | 66,659 (49.7%) | 3,634 (44.2%) | <0.0001   |
| Missing, invalid, or inconsistent           | 4 (0.0%)       | 4 (0.0%) | 0 (0.0%) | -         |
| Number of chronic conditions median [IQR]    | 57,305 (41.3%) | 53,857 (40.7%) | 3,498 (53.7%) | <0.0001   |
| Missing, invalid, or inconsistent           | 0 (0%)         | 0 (0%) | 0 (0%) | -         |
| Insurance type N (%)                        |                |        |          |           |
| Medicare                                    | 16,080 (11.6%) | 15,395 (11.6%) | 685 (10.5%) | 1.0000    |
| Private                                     | 57,505 (41.7%) | 54,037 (41.2%) | 3,468 (54.5%) | <0.0001   |
| Self-pay                                    | 2,519 (1.8%)   | 2,777 (2.1%) | 142 (2.1%) | 1.0000    |
| No charge                                   | 380 (0.3%)     | 360 (0.3%) | 14 (0.3%) | 1.0000    |
| Other                                       | 3,932 (2.8%)   | 3,763 (2.8%) | 169 (2.4%) | 1.0000    |
| Missing, invalid, or inconsistent           | 291 (0.2%)     | 279 (0.2%) | 13 (0.2%) | 1.0000    |
| Median household income per ZIP code N (%)  |                |        |          |           |
| 25th quartile ($1 - $41,999)                | 31,266 (22.5%) | 29,687 (22.4%) | 1,539 (23.6%) | 1.0000    |
| 50th quartile ($42,000 - $51,999)          | 33,285 (24.0%) | 31,762 (24.0%) | 1,523 (23.4%) | 1.0000    |
| 75th quartile ($52,000 - $67,999)          | 34,977 (25.2%) | 33,325 (25.2%) | 1,672 (25.0%) | 1.0000    |
| No charge                                   | 380 (0.3%)     | 360 (0.3%) | 14 (0.3%) | 1.0000    |
| Other                                       | 3,932 (2.8%)   | 3,763 (2.8%) | 169 (2.4%) | 1.0000    |
| Missing, invalid, or inconsistent           | 291 (0.2%)     | 279 (0.2%) | 13 (0.2%) | 1.0000    |
| Hospital region N (%)                       |                |        |          |           |
| Northeast                                   | 25,445 (18.3%) | 24,275 (18.3%) | 1,170 (18.3%) | 1.0000    |
| Midwest                                     | 33,364 (24.0%) | 31,964 (24.1%) | 1,400 (22.7%) | 1.0000    |
| South                                       | 53,200 (38.3%) | 50,754 (38.3%) | 2,446 (38.2%) | 1.0000    |
| West                                        | 26,863 (19.3%) | 25,490 (19.2%) | 1,373 (21.1%) | 1.0000    |
| Missing, invalid, or inconsistent           | 0 (0%)         | 0 (0%) | 0 (0%) | -         |
| Total Cost [median (IQR)]                   | 310,200 (20-92,902.5) | 217,263 (12-730.4) | 83,975 (53-1,003.4) | <0.0001   |

* Bonferroni-adjusted

We did not find relevant differences in hospital rurality, race, or macrogeographic region. Higher discharge costs were more frequent in admissions leading to death.

For prediction model inference, we first selected the best clinical ontology using random forest to compare ICD-9, CCS, MDC, DRG, and all patients.
Table 2: Model selection on the full feature set (10x10-fold cross validation) with standard errors (SE)

| Model                                      | AUROC average ± SE | Sensitivity average ± SE | Specificity average ± SE | Cutoff average ± SE | P-value |
|--------------------------------------------|---------------------|--------------------------|--------------------------|---------------------|---------|
| Gradient Boosting Tree                     | 0.92 ± 0.00         | 0.82 ± 0.01              | 0.86 ± 0.00              | 0.23 ± 0.01         | Ref     |
| Random Forest                              | 0.92 ± 0.00         | 0.82 ± 0.01              | 0.86 ± 0.00              | 0.22 ± 0.01         | 0.0009  |
| Deep Neural Network                        | 0.85 ± 0.00         | 0.82 ± 0.01              | 0.85 ± 0.01              | 0.22 ± 0.01         | 0.0013  |
| Linear SVM-RFE                             | 0.84 ± 0.01         | 0.82 ± 0.01              | 0.85 ± 0.01              | 0.22 ± 0.01         | 0.0075  |
| Logistic Regression (ridge)                | 0.81 ± 0.01         | 0.81 ± 0.01              | 0.85 ± 0.01              | 0.22 ± 0.01         | 0.0001  |
| Logistic Regression (lars)                 | 0.80 ± 0.01         | 0.80 ± 0.01              | 0.84 ± 0.01              | 0.20 ± 0.01         | <0.0001 |
| Deep Decision Tree                         | 0.87 ± 0.00         | 0.76 ± 0.01              | 0.88 ± 0.01              | 0.24 ± 0.01         | <0.0001 |
| Shallow Decision Tree with Mimic Learning | 0.85 ± 0.00         | 0.66 ± 0.00              | 0.89 ± 0.01              | 0.21 ± 0.01         | <0.0001 |
| Shallow Decision Tree                      | 0.85 ± 0.00         | 0.67 ± 0.00              | 0.83 ± 0.00              | 0.32 ± 0.01         | <0.0001 |
| One-Rule                                   | 0.74 ± 0.02         | 0.56 ± 0.07              | 0.81 ± 0.01              | 0.36 ± 0.08         | <0.0001 |

- Calculated via Youden’s Index.
- Bengio’s corrected t-test between the best model and others.
- Respiratory failure/insufficiency/arrest was selected for 9 times while total number of diagnoses was selected once by one-rule model.

Table 3: Comparison of prediction performance achieved by each single domain and all domains together, using gradient boosting (best model) and 10x10-fold CV

| Domain(s)                      | No. of variables | AUROC average ± SE | Sensitivity average ± SE | Specificity average ± SE | Cutoff average ± SE | P-value |
|-------------------------------|------------------|---------------------|--------------------------|--------------------------|---------------------|---------|
| All                           | 85               | 0.92 ± 0.00         | 0.82 ± 0.01              | 0.86 ± 0.00              | 0.23 ± 0.01         | Ref     |
| Clinical diagnoses (CCS)      | 10/251           | 0.89 ± 0.00         | 0.78 ± 0.00              | 0.86 ± 0.01              | 0.22 ± 0.01         | <0.0001 |
| Clinical procedures (CCS)     | 20/216           | 0.80 ± 0.00         | 0.60 ± 0.00              | 0.90 ± 0.00              | 0.23 ± 0.01         | <0.0001 |
| Total number of diagnoses     | 1                | 0.76 ± 0.00         | 0.77 ± 0.02              | 0.82 ± 0.02              | 0.20 ± 0.01         | <0.0001 |
| Total number of procedures    | 1                | 0.71 ± 0.00         | 0.71 ± 0.02              | 0.81 ± 0.01              | 0.20 ± 0.01         | <0.0001 |
| Number of chronic condition   | 1                | 0.61 ± 0.00         | 0.64 ± 0.02              | 0.74 ± 0.02              | 0.20 ± 0.01         | <0.0001 |
| Charlson’s Comorbidity index  | 1                | 0.60 ± 0.00         | 0.64 ± 0.02              | 0.74 ± 0.02              | 0.20 ± 0.01         | <0.0001 |
| Hospital information          | 1                | 0.55 ± 0.00         | 0.64 ± 0.03              | 0.85 ± 0.03              | 0.86 ± 0.04         | <0.0001 |
| Admission information         | 1                | 0.54 ± 0.00         | 0.61 ± 0.02              | 0.61 ± 0.03              | 0.86 ± 0.04         | <0.0001 |

- Calculated via Youden’s Index.
- Bengio’s corrected t-test between the best model and others.
- Number of features was shrunk from 251 to 10 by random forests (grid search result shows using the top 10 important variables lead to the best AUROC).
- Number of features was shrunk from 216 to 20 by random forests (grid search result shows using the top 20 important variables lead to the best AUROC).

Refined DRG (APRDRG) (Table S in Appendix B). For clinical diagnoses, the CCS yielded the best AUROC of 88%, followed by APRDRG and ICD-9 (AUROC 86% and 85%), which were statistically significantly worse than CCS (p<0.01). For clinical procedures, CCS also had the best performance (78% AUROC), and ICD-9 had a similar performance (77%), both of which outperformed procedure class significantly (p<0.01).

Once the best ontology was determined, we selected the best machine learning model using the integrated domain sets. Table 2 reports AUROC, sensitivity, and specificity distributions obtained from the MCV. Gradient boosting tree led to the highest AUROC of 92%, with a sensitivity of 82% and specificity of 86%. Random forest, deep neural network (optimized to 6 hidden layers), linear
SVM-RFE, and ridge logistic regression also achieved high AUROCs (>90%) comparable to that of gradient boosting tree and were significantly better than other methods (p<0.01). Besides AUROC, random forest, gradient boosting tree, neural network, and linear SVM-RFE had similarly high sensitivity of 82%, while the shallow DT and one-rule model achieved the highest specificity of 93%.

The best-performing gradient boosting tree model was then used to evaluate the predictive ability of each domain. Table 3 shows AUROC, sensitivity, specificity, and the optimized cutoff for each domain. Clinical diagnoses yielded the best AUROC of 89%. Clinical procedures, number of diagnoses and number of procedures resulted in AUROC between 70-80%, followed by demographics (62%), number of chronic conditions (61%), Charlson's Comorbidity Index (60%) [43], hospital information (55%), and admission information (both 54%). Clinical diagnoses had the highest sensitivity of 78%, while clinical procedures showed the best specificity of 90%, outperforming the combination of all domains. However, when all these domains were combined, the AUROC and sensitivity were higher than any of the individual domains. ROC curves of main model comparison and domain comparison results are shown in Figure 2.
Figure 3: Evaluation of variable importance (top-15) via Gradient Boosting Tree (measured as average decrease in accuracy by variable permutation) over 10 bootstrap runs.

Table 4: Odds ratios (OR) from the ridge logistic regression (coefficient threshold: 0.1)

| Variable                                      | Crude OR [95% CI] | Crude P-value | Adjusted OR [95% CI] | Adjusted P-value |
|-----------------------------------------------|-------------------|---------------|-----------------------|------------------|
| Cardiac arrest and ventricular fibrillation   | 11.09 [9.46, 13.04] | <0.001        | 14.84 [11.31, 19.47] | <0.001           |
| Conversion of cardiac rhythm                  | 10.68 [9.54, 11.97] | <0.001        | 10.68 [9.54, 11.97] | <0.001           |
| Respiratory failure; insufficiency; arrest (adult) | 4.11 [3.99, 4.23]  | <0.001        | 4.11 [3.99, 4.23]  | <0.001           |
| Acute and unspecified renal failure           | 4.49 [4.32, 4.67]  | <0.001        | 4.49 [4.32, 4.67]  | <0.001           |
| Septicemia (except in labor)                  | 4.10 [3.93, 4.29]  | <0.001        | 4.10 [3.93, 4.29]  | <0.001           |
| Other injuries and conditions due to external causes | 4.04 [3.86, 4.24]  | <0.001        | 4.04 [3.86, 4.24]  | <0.001           |
| Pneumonia (except that caused by tuberculosis or sexually transmitted disease) | 4.10 [3.93, 4.29]  | <0.001        | 4.10 [3.93, 4.29]  | <0.001           |
| Number of diagnoses & low (1-9)               | 4.50 [4.31, 4.70]  | <0.001        | 4.50 [4.31, 4.70]  | <0.001           |
| Number of diagnoses & high (20 or more)       | 4.50 [4.31, 4.70]  | <0.001        | 4.50 [4.31, 4.70]  | <0.001           |
| Age (per 10 years older)                      | 1.29 [1.27, 1.31]  | <0.001        | 1.29 [1.27, 1.31]  | <0.001           |
| Number of procedures                          | 1.23 [1.21, 1.25]  | <0.001        | 1.23 [1.21, 1.25]  | <0.001           |

We then performed single-variable importance analysis. Respiratory failure was chosen by one-rule model as the most informative variable 9 times while the number of diagnoses was selected once. For multivariable analysis, we summarized importance according to the gradient boosting tree and ridge logistic regression in Figure 3 and Table 4. In detail, age, respiratory intubation and mechanical ventilation, respiratory failure, cardiac arrest and ventricular fibrillation, shock, other aftercare (e.g. follow-up exam after treatment for malignant
neoplasm), acute and unspecified renal failure, septicemia, conversion of cardiac rhythm, and number of diagnoses/procedures were identified by both models as important variables associated with FN mortality. Finally, to summarize the importance of single variables in different population sub-strata, we show the optimized shallow DT in **Figure 4**: respiratory failure, number of diagnoses, other aftercare, shock, renal failure, and ventricular fibrillation, bone marrow transplant receipt, and respiratory intubation and mechanical ventilation were selected as split-decision rules that stratified the study population into different subgroups with different mortality rates.

### 4. Discussion

In this study, we used nine years of electronic medical records from a large national sample with machine learning to develop interpretable models for predicting FN mortality. The dataset used in our study, HCUP’s NIS, represents 95% of the US population, making it the largest publicly available all-payer inpatient healthcare database. The large sample size of the NIS is accompanied by fine-grained, structured recording of clinical diagnostic and procedure codes.
for all visits. The strengths of our study are not only the large sample/variable size, but also in the evaluation of predictors’ importance across different domains. Results show that many machine learning models are capable for exploiting high-dimensional hospital admission data on FN mortality prediction, and clinical diagnoses is the domain with the highest predictive power.

In our study population, we found that the mortality rate ranged from 3.36% in 2007 to 5.28% in 2014 with an increasing trend. Abbasi et al. also used the NIS to study the incidence of FN and death rates, not restricted to adults or to those diagnosed with cancer. They found that the mortality rate is rather stable from 2007 to 2012 and ranges from 1.06% to 1.28%. Adult FN patients with cancer may have a higher mortality rate, despite the usage of granulocyte colony stimulating factor (G-CSF) which is used as a prophylaxis for chemotherapy-induced FN.

Although patients with Medicare had higher rates of mortality, this is most likely related to the age group of this payer population (65 and over). The household income in the area of residence and hospital-related variables were not significantly different between the deceased and alive patient populations.

For the development of a prediction model for mortality, we compared a number of linear and non-linear machine learning approaches, both complex black-boxes and more interpretable ones. One previous work, by Hui et al., also used machine learning to predict adverse health outcomes (development of severe complication or death) of FN patients, but only a single method was analysed (a shallow artificial neural network) and the sample size was relatively small (n=227).

In our all-domains analysis, although the best performing method was gradient boosting tree (a nonlinear ensemble), we found that a linear score derived via linear SVM-RFE was not significantly inferior at 0.01 alpha level. Furthermore, we found that the usage of mimic learning (of a neural network) can help improve performance of simple, interpretable methods like decision trees (that in many cases do not provide satisfactory performance and therefore cannot be used in clinical practice). Similar work has been done by Che et al.
We believe that mimic learning should be considered in the development of risk prediction models because it can reduce model complexity and increase interpretability, easing the understanding of mechanics behind the biological or disease processes and minimizing the hurdles of being used in clinical practice.

Domain-specific analysis indicated that clinical diagnoses have the highest discriminative ability for predicting FN death, followed by clinical procedures (which also showed the highest specificity), number of diagnoses/procedures, demographics, number of chronic conditions, CCI, and hospital-admission information. The total number of clinical diagnoses yielded the second-best sensitivity of 0.77, which is only 0.01 inferior to the best one and an AUROC of 0.76; of note, the Charlson’s comorbidity index was not as good as the raw number of diagnoses. The number of diagnoses is positively related to the physician’s workload, and in our analyses, it was identified as an important variable by most of the linear (including one-rule) and non-linear models; also, the optimized decision tree showed that patients with the number of diagnoses no more than 12 and without acute respiratory failure have a probability of death near zero.

Our inter-domain variable analysis validates the findings of previous studies: old age, sepsis, respiratory failure, heart disease, renal disease, pneumonia, liver disease, and higher Charlson’s comorbidity index were associated with the death of FN patients. We also found that external injuries, total number of discharges in a hospital, and aftercare were associated with death. Furthermore, cyclic and congenital neutropenia were not selected as important factors, which might indicate that the etiology of neutropenia has little relationship with the probability of death.

One of the limitations of our work is that we used discharge-level data, which might lead to multiple observations (admissions) per patient: even though we corrected the yearly mortality estimates, this may affect the odds ratio as well as the cross-validation estimates. The unavailability of patient identifiers does not permit us to test mixed models. Moreover, our data is historical, from
which the FN mortality rate might not reflect current value due to the increasing availability and use of G-CSF. Also, our data is an administrative database, which may lead to an under-estimation of clinical events frequency, since some FN events may have occurred but were not in the patient’s billing. Another limitation is the lack of laboratory test data and of clinical notes. Indeed, a number of risk factors based on laboratory testing were identified by previous works [11, 12, 15]. Furthermore, we could not comparatively evaluate the predictive power of some baseline scoring systems like MASCC that are based on physician’s notes [10]. From modeling point of view, mimic learning did not improve the specificity of the shallow decision tree when using Youden’s Index to select the cut-off. Thus, mimic learning seems not add much to the student model, and further analysis regarding how to maximize the performance of interpretable machine learning models is warranted.

5. Conclusions

Hospital admission information contains a high information signal that can be exploited for classifying high risk patients of FN mortality among adults with cancer. The usage of interpretable models can further help to identify and act pre-emptively on a number of prior and current risk variables such as sepsis, liver disease, and kidney failure; therefore, further studies looking at the patient prior medical history are warranted.
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Appendix A. ICD-9-CM codes for cancer discharges identification
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Appendix B. Diagnose/Procedure Coding System Comparison
Table S: Diagnose/procedure coding system selection using random forest with Area Under ROC (standard error) and P-values

| Domain          | Variable Name | Reduced Dimension/Original Dimension | AUROC ± SE | P-value  |
|-----------------|---------------|--------------------------------------|------------|----------|
| Diagnoses       | CCS           | 20/251                               | 0.884 ± 0.000 | Ref.     |
|                 | APRDRG        | 80/1092                              | 0.861 ± 0.000 | <0.001   |
|                 | ICD-9-CM      | 10/6272                              | 0.853 ± 0.001 | <0.001   |
|                 | DRG           | 160/642                              | 0.805 ± 0.000 | <0.001   |
|                 | MDC           | 10/6272                              | 0.853 ± 0.001 | <0.001   |
| Procedures      | CCS           | 20/251                               | 0.778 ± 0.002 | Ref.     |
|                 | ICD-9-PCS     | 10/1697                              | 0.772 ± 0.001 | 0.134    |
|                 | Procedure Class | 4/4                             | 0.657 ± 0.000 | <0.001   |

a Grid search with 3-fold cross validation among using top [10, 20, 40, 80, 160, 320, 640, 1000, 1500, 2000, â€¦, 6000] variables
b Bengio’s corrected t-test between the best model and others
c CCS: Clinical Classifications Software;d APRDRG: Expanded basic DRG structure by adding four subclasses for disease severity and four subclasses for risk of mortality;e DRG: Diagnostic-Related Groups;f MDC: Major Diagnosis Categories;g Procedure Class: Categorize all procedure ICD-9 codes into four groups, which are "minor diagnostic", "minor therapeutic", "major diagnostic", "major therapeutic"