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Abstract—Content-Based Image Retrieval (CIR) aims to search for a target image by concurrently comprehending the composition of an example image and a complementary text, which potentially impacts a wide variety of real-world applications, such as internet search and fashion retrieval. In this scenario, the input image serves as an intuitive context and background for the search, while the corresponding language expressly requests new traits on how specific characteristics of the query image should be modified in order to get the intended target image. This task is challenging since it necessitates learning and understanding the composite image-text representation by incorporating cross-granular semantic updates. In this paper, we tackle this task by a novel Bottom-up crOss-modal Semantic compoSitioN (BOSS) with Hybrid Counterfactual Training framework, which sheds new light on the CIR task by studying it from two previously overlooked perspectives: implicitly bottom-up composition of visiolinguistic representation and explicitly fine-grained correspondence of query-target construction. On the one hand, we leverage the implicit interaction and composition of cross-modal embeddings from the bottom local characteristics to the top global semantics, preserving and transforming the visual representation conditioned on language semantics in several continuous steps for effective target image search. On the other hand, we devise a hybrid counterfactual training strategy that can reduce the model’s ambiguity for similar queries. This strategy resorts to the fine-grained correspondence construction of composed query and target image by providing extra explicit context-preserving and content-independent supervised signals. To verify the effectiveness of the proposed method, we conducted extensive experimental studies to show that our architecture BOSS outperforms existing techniques by achieving SOTA performance on two benchmark datasets.

I. INTRODUCTION

Along with the proliferation of visual data on the Internet, image search has become a critical component of a broad variety of downstream tasks that involves user experiences, such as product search [1]-[3], fashion retrieval [4], [5] and geolocalization [6], [7]. Among many visual content search tasks, the most prevalent paradigm is taking an image or text as a query to search for a target image, commonly known as instance-level image retrieval and cross-modal retrieval.

However, retrieving images solely based on a single unimodal query (e.g., text or image) might not be able to satisfy the fine-grained query intentions of users. In other words, sophisticated information retrieval systems should enable users to express their intentions precisely from multiple facets, e.g., allowing users’ interactive queries.

To alleviate the aforementioned restriction, a variety of approaches that refine the image retrieval process by incorporating users’ interactive signals have been explored [3], [8]-[10]. Most of these methods formulate the retrieval refinement through text feedback about spatial layouts [10] or relative attributes [3], [8], [9]. Most recently, TIRG [11] introduced a novel task, namely Content-Based Image Retrieval (CIR): as shown in Figure 1 a query text serves as an explicit request from the user, telling the retrieval system about what should change and what should be preserved in reference image to search the desired target image. Such a multi-modal query setting provides a natural and flexible way for users to convey the detailed and precise specifications or modifications that they have in mind.

Broadly, most contemporary approaches [11]-[14], [14]-[16] for CIR prefer to learn a composed representation of the image-text query pair and then measure the similarities of the global representation with potential candidate images’ features to search for the intended image. Despite intuitive, two indispensable characteristics for an ideal CIR model have been neglected by existing techniques: (1) Complementary feature utilization. To obtain the composed representation of the multi-modal query, existing approaches mainly resort to cross-modality interaction and fusion operation on the global semantics (e.g., top layer features from encoder) [11], [13].

Fig. 1. An example of content-based image retrieval and how our work facilitates this task. Green, blue, orange, and green-blue mixed dots represent the local-level, global-level, target image, and composition representation, respectively.
and local characteristics (e.g., bottom layer features from encoder) [12] or a simple separate/concatenate feature learning scheme [14], [16], [17] of reference image and query text from their corresponding encoders (e.g., CNN or transformer). However, such a composing manner fails to capture the inherent relationships between informative characteristics from bottom layers and abstract-level semantics from top layers which with respect to the deep understanding perspectives: (a) detailed local characteristics of the image region with the descriptive phrase (“white polka dots”) but without global semantic understanding of query. (b) abstract global semantics (e.g., “black and white dress”) learned from increasing abstraction in a hierarchical order of encoders but lacks the concrete attributes rooted in different local positions. As a matter of fact, the two-level features act as the correlating and complementary understanding of multi-modal query, e.g., the local characteristics can be regarded as the implicitly prior knowledge to guide the global semantic generation that learn the fine-grained image transformation and preservation. That is to say, simply considering the aforementioned feature utilization without appropriately modeling the global-local composition of the may lead to degenerate solutions. (2) Linguistic snippet sensitivity. One intrinsic challenge in CIR is to learn the transformation and preservation of reference image given the concretely requests among query text. To achieve this goal, a common learning way is that constructing the query-target correspondence for the desired image search, i.e., forcing the composed representation and target image embedding closer. However, such correspondence learning scheme suffers from the model’s insensitivity of fine-grained linguistic variations in the query text. For example in Figure 1, only replacing word “black” → “blue” and “white” → “yellow” in query text, if the meanings of two queries are different, a robust CIR model should perceive the discrepancy and make different predictions. Unfortunately, prior works based on simple query-target correspondence learning may be ambiguous or confused to identifying which image is the optimal matching target when input the attribute/object changing queries with similar semantic structure. In fact, there are numerous contextually similar queries with different target image in CIR task, which may lead to coarse-grained and unsatisfactory search results. Summing up, these limitations push us to rethink the solution for the CIR.

Based on these insights, we propose a novel framework for content-based image retrieval (CIR) task that called Bottom-up Cross-modal Semantic composition (BOSS) with hybrid metric learning, which resolves the above issues in two major steps: (1) Implicitly bottom-up semantic composition. The key idea of this step is that, by leveraging the complementary global-local representation from different encoder’s layers, the bottom-up synergistic composition of and visiolinguistic representation can be achieved, which is crucial for the accurate CIR. Specifically, we first introduce a hierarchical representing strategy to enable the designed transformer based modification and absorbing blocks to capture multi-granular semantics across different levels (from local characteristics of the bottom layer to global semantics of the top layers). The visual contents preserving and transforming according to the given text are implicitly decomposed into three hierarchies (i.e., local characteristic composition, global-local absorbing composition and global semantic composition). As shown in Figure 1, each step can be regarded as implicitly prior guidance to lead the subsequent composition inference with knowledge absorption. (2) Explicitly fine-grained correspondence learning. We devise a hybrid counterfactual training (HCT) strategy that aims to encourage the CIR model to construct the fine-grained query-target correspondence for robust image retrieval. The HCST serves as a plug-and-play component to improve the CIR models’ query-sensitive abilities that consists of three different types of counterfactual samples (CSs) for a given query in Figure 1. ICS, TCS and CCS are correspond to image-independent, text-independent and context-preserving CSs. Such hybrid samples enable an explicitly bidirectional correspondence learning mechanism, is helpful to establish the accurately one-to-one matching of composite query and desired image, reducing the model’s prediction uncertainty for similar queries. Moreover, we incorporate an novel adaptive triplet loss, optimal transport-based domain alignment loss and reconstruct loss into the CIR learning, which can further incentive the accurate alignment of compositional query and target image. To summarise, our contribution is three-fold:

- We tackle the challenging task of Content-Based Image Retrieval by learning the bottom-up cross-modal semantic composition via cascaded inference at the hierarchical level. This composition can capture the implicit visual modification and preservation by encapsulating the useful visiolinguistic information for effective image retrieval.
- A novel perspective is presented that enables the fine-grained image search by constructing the accurate query-target correspondence with a hybrid metric learning mechanism.
- The consistent superiority of the proposed BOSS is demonstrated on the two benchmark datasets that outperforms the existing SOTA methods.

II. RELATED WORK

**Image Retrieval.** In recent years, the development of deep learning brings prosperity to the field of computer vision [18]–[26]. Among them, Image Retrieval has drawn significant attention in this community. Purely visual queries have been widely studied and are typically referred to as instance-level image retrieval (IIR) [27]. With the rapid development of deep learning, IIR in the computer vision field [28]–[32] has been actively studied. The prevailing IIR techniques often leverage global image representation [28], [29], [31], facilitating query-target image matching, or extract local descriptors [30], [33], [34] for a costly yet robust matching. However, there still has been an intention gap between accurate user’s intention and single image query for a long time. Therefore, cross-modal retrieval (CMR) is proposed to allow the users to express the search intention and search the desired image with the text or other modality queries. A broadly applied method is to map different modalities to a joint embedding space, and then use supervision information to guide the alignment of these modalities’ embedding [5], [35]–[39]. However, the
text is very abstract and sparse that is also unsatisfactory in conveying users’ intention, making the application scenarios not extensive.

**Interactive Image Retrieval.** Human-computer interactive methods prefer to use natural language in contemporary search engines. Thus, the Interactive Image Retrieval (IIR) is developed, a number of efforts (e.g., [3], [8]–[10]) have investigated effective ways to marry images with text representations. The text feedback can be provided in various ways, including absolute attributes (e.g., “blue”) [3], [40], relative attributes (e.g., “more blue”) [3], [8]–[9], spatial layouts [10], and sketch [41], [42]. Most recently, Content-Based Image Retrieval (CIR) [11] is proposed. Following the setting that the input query is specified in the form of an image with a modification text (describes desired modifications to the reference image), many researchers devoted to capturing the joint expression of vision-language [11]–[14], [16], [16], [43]. Despite promising results, the above methods fail to model the interaction between local characteristics and global semantics, and suffer from the insensitive problem of similar contrastive querying. These constraints inspire us to develop the BOSS framework from two perspectives, i.e., implicitly bottom-up cross-modal semantic composition, and explicitly fine-grained correspondence enhancement.

**Compositional Representation Learning.** Many multimedia tasks, such as visual question answer (VQA) [44]–[46] and image captioning (IC) [47]–[51], is to learn a jointly compositional representation for image and text. These method often adopt CNN [52] and RNN [53] to encode the image and text, fusing the two embedding as a joint representation. With the development of transformers, the latest works leverage these advanced encoders to learn the latent multimodal representations [54]–[57], mining richer semantic information. Notably, the modification text in the CIR fully expresses the editorial intent of the image. In other tasks, the image contents that do not conform to the text may be considered as background noise, while in our work these image contents may be the important preserved parts for reflecting the accurate users’ intention. Our method implicitly exploits the bottom-up compositional learning by hierarchical cross-modal semantic Composition at three levels, modifying selectively the relevant image features and ensuring the preservation of the unaltered features.

**III. Methodology**

This section describes the proposed Bottom-up crOss-modal Semantic compoSition with Hybrid Metric Learning framework (BOSS) for content-based image retrieval (CIR). We will shed light on each module as well as the training strategy.

**A. Overview**

Before presenting our method, we first formulate the problem with some basic notions and terminologies. Given a reference image \( I_R \) with the query text \( T_Q \), the goal of CIR is to identify the corresponding target image \( I_T \). This goal can be fulfilled by training a CIR model \( \mathcal{M} \) to learn the matching pair \((I_R, T_Q), I_T\). Here, \( \mathcal{M} \) parameterized by \( \Theta \) is trained to learn a image-text composite representation that is uniquely aligned with the visual representation of the target ground-truth image:

\[
\mathcal{M}((I_R, T_Q), I_T; \Theta) = \max_{\Theta} \kappa(\phi(I_R, T_Q), \psi(I_T))
\]

where \( \kappa(\cdot, \cdot) \) denote the similarity kernel, \( \phi(\cdot) \) and \( \psi(\cdot) \) are the composition encoder and the image encoder respectively.
Figure 2 illustrates the overview of our BOSS framework that contains two modules and one learning strategy: (a) Multimodal Representing Module for vision and language representation learning (in Sec. III-B); (b) Bottom-up Semantic Composition that absorbs local characteristic composition into global semantic composition learns at varying depths (in Sec. III-C); (c) Hybrid Counterfactual Training presents the training strategy with multiple objectives for fine-grained image retrieval (in Sec. III-D). Besides, the pseudocode of the proposed BOSS framework for the CIR task is also provided in the appendix (Algorithm 1). We will further elaborate on our method for the CIR task as an example for clarity.

B. Multimodal Representing Module

This module aims to learn the representation of reference image $I_R$, target image $I_T$, and query text $T_Q$ at different levels for the subsequent bottom-up semantic composition.

1) Multi-granular Visual Representation: We employ the Vision Transformer [58] to derive a discriminative representation of the visual content of an image. Recent studies [59], [60] indicate that transformer encodes visual concepts with increasing abstraction, generally, becoming finer as we progress over levels. For the anterior layers, their outputs contain the basic syntactic information, which can be regarded as the local characteristic representation (LCR). Thus, given the $I_R$ and $I_T \in \mathbb{R}^{H \times W \times C}$, we slice them into patches $\in \mathbb{R}^{K \times (P^2 \times C)}$, where $K$ is the number of patches, $(H, W)$ is the input image resolution, $(P, P)$ is the resolution of each patch, and $C$ is the number of channels. Their LCR are extracted from the first layer of transformer with nonlinear projection, which denoted as $F_R^l \in \mathbb{R}^{N \times d}$ and $F_T^l \in \mathbb{R}^{N \times d}$, respectively.

As the transformer inherently learns semantic concepts from the top orders, we extract the features of $I_R$ and $I_T$ from the posterior layer that can describe the more complex semantic meanings. Moreover, to further improve the representation quality, a learned linear projection maps the extracted features to the global semantic representation (GSR), $F_R^g \in \mathbb{R}^{N \times d}$ and $F_T^g \in \mathbb{R}^{N \times d}$, respectively.

2) Global-local Text Embedding: The query text $T_Q$ is tokenized into a sequence of $M$ subword tokens by WordPiece [61] as in BERT [62]. We then prepend the special tokens [CLS] and [END] to the sequence of textual subword tokens. Similar to the image representation, we divide the query text into two-level: local word embedding $LWE$ and global sentence embedding $GSE$. For $LWE$, we assume the outputs of the first layer of BERT which sum each word embedding, which can be calculated as the $F_Q^l \in \mathbb{R}^{M \times d}$.

Correspondingly, the contextual tokens have interacted with self-attention in multi-steps. The last layer of the BERT can represent the global-level meaning of the given $T_Q$. Thus we concatenate these tokens with transformation to form the $GSE$ $F_Q^g \in \mathbb{R}^{M \times d}$.

C. Bottom-up Semantic Composition

To learn the compositional representation that distinguishes what should change and what should be preserved in $I_R$ according to $T_Q$. We carefully design the Bottom-up Cross-modal Semantic Composition (BCSC) module, which can model the visiolinguistic representation at three-level cascaded inference. Before elaborating detailed process, we first introduce two composition methods:

- **Cross-modal Representation Modification (CRM Block).** Given an embedding $R_R \in \mathbb{R}^{N_k \times d}$ of Reference Modality $R$ and a $R_Q \in \mathbb{R}^{N_k \times d}$ of Query Modality $Q$, this block seeks to learn the compositional embedding conditioned on reference representation and query representation, obtained by selectively suppressing and highlighting the $R_R$ from query modality, is effective for the CIR learning.

- **Representation Absorbing Composition (RAC Block).** The intuition of this module is to “absorb” the meaningful information from the local characteristic space instead of the simple “feature fusion”, it can create an informative composition to robust the followup query-target matching. For instance, the local- and global-level representation, denoted as $R_L \in \mathbb{R}^{N_k \times d_e}$ and $R_C \in \mathbb{R}^{N_k \times d_e}$, RAC is expected to absorb the meaningful and discriminative information from $R_L$, which served as prior guidance to $R_C$ for compositional representation generation.

In this paper, the CRM and RAC blocks follow the recent advance in vision-language modeling technique, i.e., transformer, to learn the visiolinguistic representation. However, recent quantitative analyses [63] indicate the pure vision transformers are lacking convolutional inductive biases (e.g., translation equivariance [64]), which may lead the insensitive spatial locality in cross-modal modeling. To address this issue, we devise a novel pyramid pooling self-attention ($PSA$) and pyramid pooling cross-attention ($PCA$) mechanisms that redefine the multi-head self-attention ($MSA$) [65] to fully use the spatial locality of the visual semantics. Given two representations $R_A \in \mathbb{R}^{N_k \times d}$ and $R_B \in \mathbb{R}^{N_k \times d}$ of modality $A$ and $B$, $PSA$ and $PCA$ are defined as below:

\[
PSA_A(R_A) = \text{softmax} \left( \frac{Q_A K_A^\top}{\sqrt{d_k}} \right) V_A
\]

\[
= \text{softmax} \left( W_A^\top (R_A + \sum_{i=2}^{N_p} \text{Avg}_i(R_A)) R_K^\top W_K^A \right)
\]

\[
W_V^A R_A \rightarrow A_{psa} W_V^A R_A \rightarrow R_A,
\]

\[
PCA_{B \rightarrow A}(R_B, R_A) = \text{softmax} \left( \frac{Q_B K_A^\top}{\sqrt{d_k}} \right) V_A
\]

\[
= \text{softmax} \left( W_Q^B R_B (R_A + \sum_{i=2}^{N_p} \text{Avg}_i(R_A))^\top W_K^B \right)
\]

\[
W_V^B R_A \rightarrow A_{pca} W_V^B R_A \rightarrow R_B,
\]

where $\{W_Q^A, W_K^A, W_V^A, W_B^A, W_K^B, W_V^B\} \in \mathbb{R}^{d_k \times d_k}$ are trainable weight matrices multiplied to $R_A$, $R_A$ is visual representation (e.g., embeddings of reference image $I_R$ or target image $I_T$), $R_i$ denoted as the textual representation (e.g., embedding of query text $T_Q$). $A_{psa} \in \mathbb{R}^{N_k \times N_k}$ and $A_{pca} \in \mathbb{R}^{N_k \times N_k}$ are the attention matrices for computing
the weighted average of $\hat{R}_A$ and $\hat{R}_{BA}$. $Avg_i$ makes average pooling for the $i \times i$ area centered with each patch of the given image. For edge patches, we only average the adjacent patches with the valid values, and ignore the padding patches. Such novel blocks explicitly highlight the local correlation of the regions among one image, to effectively enhance the visually spatial sensitivity.

With the two novel transform-based blocks, the CRM and RAC blocks carefully designed as follows:

1) CRM Block: Figure 3 illustrated this block that consists of one self-attention layer, one bi-directional cross-attention layer and one soft-attention layer. To self-discover the latent region-to-region relationships essential for learning the transformation, we feed them into the self-attention layer with layer normalization and residual connection:

$$
\hat{R}_M = \begin{cases} 
\mathcal{L}_n(R_R\oplus\mathcal{P}SA_M(R_M)), & \text{if } f(R_M) = \mathcal{V} \\
\mathcal{L}_n(Q_R\oplus\mathcal{M}SA_M(R_M)), & \text{others}
\end{cases} \quad (4)
$$

where $\mathcal{L}_n$ and $\oplus$ are layer normalization and residual connection, $f(\cdot)$ is the function that judging the input representation is visual modality ($V$). Thus, the self attended representation of reference and query modality $R_R$ and $Q_R$ are obtained after the self-attention query.

Whilst self-attention captures the non-local correlations for feature transformation, the cross-modal correlations are still remains understudied, thus we introduce the pyramid pooling cross-attention $CSA.R_R$ and $CSA.Q_R$ can be obtained after the bidirectional cross-co-attention with layer normalization and residual connection.

$$
\hat{R}_R = \mathcal{L}_n(\hat{R}_R\oplus CS\mathcal{A}_Q \rightarrow R(Q_R, R_R)) \\
\hat{R}_Q = \mathcal{L}_n(\hat{R}_Q\oplus CS\mathcal{A}_R \rightarrow Q(\hat{R}_R, Q_R)) \quad (5)
$$

Next, to discover the latent relationships essentially of learned $\hat{R}_Q$ and $\hat{R}_R$ for image transformation and preservation, we devote the soft-attention for $\hat{R}_R$ guided by $\hat{R}_Q$. The final cross-modal composition is given by:

$$
\hat{R}_{CC} = f_w(\mathcal{L}_n(\hat{R}_R\oplus \mathcal{S}O\mathcal{A}_Q \rightarrow R(Q_R, \hat{R}_R))) \quad (6)
$$

where $\hat{R}_{CC} \in \mathbb{R}^{N_l \times d_k}$. $\mathcal{S}O\mathcal{A}_Q \rightarrow R(\cdot)$ is the soft attention mechanism.

2) Representation Absorbing Composition: The block includes one self-attention layer and one residual-attention layer, are built as a hierarchical order. The intuition of this module is that we want to “absorb” the meaningful information from the local characteristic space instead of the simple “feature fusion”, it can create an informative composition for follow-up CIR learning. For instance, the local- and global-level representation, denoted as $R_L \in \mathbb{R}^{N_l \times d_k}$ and $R_G \in \mathbb{R}^{N_c \times d_k}$, the process of absorbing composition as follows:

$$
\hat{R}_M = \begin{cases} 
\mathcal{L}_n(R_M\oplus\mathcal{P}SA_M(R_M)), & \text{if } f(R_M) = \mathcal{V} \\
\mathcal{L}_n(R_M\oplus\mathcal{M}SA_M(R_M)), & \text{others}
\end{cases} \quad (7)
$$

After the self-attention modeling, the intermediate embeddings are generated by $\hat{R}_L$ and $\hat{R}_G$. In this setting, we assume that the global semantic representation has higher weight, and $\hat{R}_L$ can be regarded as the “prior guidance” for composition generation. Thus, we leverage the residual-attention mechanism that queries the meaningful information from $\hat{R}_L$ guided by $\hat{R}_G$ as below:

$$
\mathcal{R}e\mathcal{A}_G \rightarrow L(\hat{R}_G, R_L) = T_l[\mathcal{C}SA\rightarrow G(R_G, R_L), \hat{R}_G] \rightarrow \hat{R}_G \quad (8)
$$

where $[\cdot,\cdot]$ is the concatenate operation, $T_l$ is the non-linear transformation. In this formula, the attentive representation through cross-co-attention is absorbed by the non-linear projection as $\hat{R}_G$.

Lastly, the fused embedding $\hat{R}_G$ performs the residual connection and layer normalization, then input to the feedforward layer to produce the final absorbing composition:

$$
\hat{R}_{AC} = f_w(\mathcal{L}_n(\hat{R}_G\oplus\hat{R}_G)) \quad (9)
$$

where $\hat{R}_{AC} \in \mathbb{R}^{N_c \times d_k}$. This composition representation absorbs useful knowledge from local characteristics, which can enhance the query-target matching accuracy.

3) Hierarchical Composition Inference: To gradually digest the information flows from vision and language domains, we propose the bottom-up composition that learn the visiolinguistic representation at continuous three major sub-parts:
• **Local Characteristic Composition.** There are transformation and preservation in lots of paired image-text cases have local characteristic correlations in CIR. To handle the “how to change” in the reference image, we utilize the Cross-modal Representation Modification (CRM) block to learn the local characteristic composition \( C_{R+Q}^l \) on the basis of local-level \( F_{R}^l \) and \( F_{Q}^l \) at the first step.

• **Global-local Absorbing Composition.** This step is expected to absorb the meaningful and discriminative information from \( C_{R+Q}^l \), which served as prior guidance from the local characteristic level to robust the follow-up composition-target matching. Therefore, the latent embedding of global-local absorbing composition \( C_{L → G}^l \) is reasoned by the Representation Absorbing Composition (RAC) module.

• **Global Semantic Composition.** Eventually, in order to model the final composition \( C_{L → G}^l \) from vision and language domains, the output of this stream is updated by aggregating the essential semantics from the intermediate representation \( C_{L → G}^l \) and query text global semantic latent vector \( F_{Q}^q \).

\[
\begin{align*}
& C_{CM}_{L → G}^l F_{R}^l, F_{Q}^l → RAC_{L → G}^l (C_{R+Q}^l, F_{R}^l) \quad \text{(1st Composition)} \\
& \rightarrow C_{CM}_{L → G}^h (C_{R+Q}^l, F_{Q}^q) → C_{L → G}^l
\end{align*}
\]

where \( C_{L → G}^l ∈ \mathbb{R}^{N×d} \). In summary, the final composite embedding \( C_{que}^l \) reasoned from such bottom-up composition at hierarchical levels, is effective in capturing the implicit visual modification and preservation in reference image depending on the text modifier.

**Target Representation Fusion.** We also employ the CCM to fuse the local characteristic \( F_{T}^l \) and global semantic \( F_{T}^q \) of target image:

\[
C_{tar} = RAC_{L → G}^l (F_{T}^l, F_{T}^q)
\]

where \( C_{tar} ∈ \mathbb{R}^{N×d} \). Such design broadcasts the local information from \( F_{T}^l \) required to the latent embedding \( F_{T}^q \) that characterize the jointly target composite representation \( C_{tar} \).

**D. Hybrid Counterfactual Training**

In CIR task, a common adopted learning way, deep metric learning (DML) that aims to construct the query-target correspondence for the desired image search, i.e., forcing the reference image embedding and target image embedding closer, while pulling apart the representations of mismatched query-image pairs. However, such naïve one-to-one paired learning scheme cannot guarantee the target representation is far away from the negative composed query, especially the contextually similar queries with linguistic variations, which may hurt the model’s sensitivity for negative composition. To address this problem, we introduce a plug-and-play component called Hybrid Counterfactual Training (HCT) strategy to model the fine-grained query-target correspondence based on three different types of counterfactual samples:

• **Image-independent and Text-independent Counterfactual Sample (ICS and TCS).** On the one hand, to enhance the model’s sensitivity for the irrelevant visual and textual samples, first, we aim to seek the ICS and TCS. To enhance the model’s sensitivity for the irrelevant visual query. Specifically, give the reference image \( I_R \) with corresponding query text \( Q \), we leverage BERT as a pretrained bidirectional language model to find the least relevant texts \( \{T_{N_q}^{K_a}\} \) and its corresponding images \( \{I_{N_i}^{K_r}\} \) according to semantic similarity. Thus, those texts and images combine the original reference image and query text to construct the ICS \( \{(I_{N_i}^{K_r}), (T_{N_q}^{K_a})\} \) and TCS \( \{(I_{N_i}^{K_r}), (T_{q}^{K_q})\} \).

• **Context-preserving Counterfactual Sample (PCS).** On the other hand, the CIR model lacks the fine-grained query-target correspondence due to it is especially insensitive for the semantically similar queries, i.e., the context-preserving samples (attribute-related negative query text). To relieve this issue, we extract these queries as negative samples to improve the sensitivity. However, it is difficult to search the context-preserving queries due to it requires semantic understanding of each word in a reference text. In our approach, such negative sample extracting consists of two steps: First, we generated the preliminary candidates by masking the attribute words (e.g., adjective and noun) of query text \( T_Q \) according to the property provided by NLUK [60] and replace them with random words (same word property) to obtain \( K_1 \) samples. Second, we pass the original \( T_Q \) into BERT to compute semantic similarity, and finally, choose the top \( K_2 \) texts with the reference image as the context-preserving queries:

\[
\{(I_{N_i}^{K_2}), (T_{N_i}^{K_1})\} = T_{K_2} (P_s(\{(I_{N_i}^{K_1})|BERT(T_Q)\})
\]

where \( \{(I_{N_i}^{K_2}), (T_{N_i}^{K_1})\} \) are selected context-preserving negative samples, \( P_s \) measures the probabilities predicted by BERT, \( T_{K_2} \) indicate that the selected number at second stage.

1) **Bidirectional Triplet Loss:** As mentioned earlier, our goal is to construct the fine-grained query-target correspondence of input query and target image based on these contrastively negative samples that extracted at two degrees. Thus, we introduce the bidirectional triplet loss as our primary objective to ensure the semantic matching of composition and the target representation with high similarity. The hybrid loss \( L_{hyb} \) and triplet loss \( L_{tri} \) are defined as follows:

\[
\begin{align*}
L_{tri}(X, Y, m) &= \max(0, \|X^+ − Y\|_2 − \|X^- − Y\|_2 + m) \\
L_{bid}(C_{que}, C_{tar}, m, m_a) &= \lambda_q L_{tri}(C_{que}, C_{tar}, m) + \lambda_t L_{tri}(C_{tar}, C_{que}, m_a)
\end{align*}
\]

where \( X^+ \) and \( X^- \) denotes the positive and negative samples, \( \lambda_q \) and \( \lambda_t \) are the weight hyper-parameters \( ||·||_2 \) is the L2 distance.

\[
m_a = \frac{1 − a^{s_{qt}}}{1 − a}
\]

where \( s_{qt} \) indicates the semantic similarity of \( C_{que}, C_{tar} \), \( a \) is hyperparameter to control the adaptive margin \( m_a \). If \( s_{qt} \)
TABLE I
QUANTITATIVE RESULTS OF CONTENT-BASED IMAGE RETRIEVAL ON FASHIONIQ DATASET. SUPERScript ™ DENOTES THE METHOD VARIANT WITH DIFFERENT BACKBONE. AVG: AVERAGED RC@10/50 COMPUTED OVER THREE CATEGORIES. OVERALL 1st AND 2nd BEST IN RED/BLUE.

| Methods   | BERT | Dress | Toppee | Shirt | AVG | Total AVG |
|-----------|------|-------|--------|-------|-----|-----------|
| FILM [69] | 14.23| 33.34 | 17.30  | 37.68 | 15.04| 34.09     |
| TRIG [43]| 14.87| 34.66 | 19.08  | 39.62 | 18.26| 37.89     |
| Relationship [70] | 15.44| 38.08 | 21.10  | 44.77 | 18.33| 38.63     |
| VAL [14] | 21.47| 43.83 | 26.71  | 51.81 | 21.03| 42.75     |
| RTIC [43]| 28.21| 51.41 | 28.00  | 55.58 | 21.30| 44.80     |
| ARTEMIS† [72] | 24.84| 23.63 | 20.40  | 49.00 | 47.39| 43.22     |
| ARTEMIS† [72] | 27.16| 52.40 | 29.20  | 54.83 | 21.78| 43.64     |
| SAC [16] | 26.13| 52.10 | 31.16  | 59.05 | 26.20| 50.93     |

| CompositionAE [43] | ✓ | 14.03| 35.1 | 15.8 | 39.26| 13.88| 34.59| 41.89|
| SAC† [16]  | ✓ | 26.52| 51.01 | 32.70 | 61.23| 28.02| 51.86| 41.89|
| BOSS (ours) | ✓ | 29.05| 54.41 | 34.73 | 60.08| 31.04| 53.78| 41.93|

is close to 0, $m_a$ will be assigned a large value and a small value otherwise. Thus, the adaptive margin for counterfactual training can be achieved.

2) Reconstruct Loss: This loss constrains visual and linguistic projections of $C_{que}$, denoted by $R_{img}$ and $R_{text}$, to align with latent embeddings $C_{tar}$ and $F_T$, respectively. This objective by reconstruction regularizes and reinforces the balanced utilization of both text and image in composed embedding $C_{que}$.

$$L_{r} = \lambda_{img}|| R_{img} - C_{tar} ||_2 + \lambda_{text}|| R_{text} - F_T ||_2$$  \hspace{1cm} (15)

where $\lambda_{img}$ and $\lambda_{text}$ are pre-defined hyperparameters.

3) Domain Alignment Loss: To further learn the fine-grained semantic correspondence of the composition domain and target image domain, we propose to use optimal transport (OT) [67] for aligning representation distributions of different domains to bridge their gap. The training process with OT consists of two steps. First, the OT calculates the cost matrix $C_m$ between the feature distributions of the composition domain and target domain. Second, OT plan assigns each feature to the features from the other modality with different weights, which can be viewed as a prediction for correspondence relationship. In detail, the Wasserstein Distance [68] (WD) is employed to align the composition domain to the target domain, the WD $W(X,Y)$ and alignment loss can be defined as:

$$W_d(C, T) = \inf_{\gamma \in \mathcal{H}(C,T)} \mathbb{E}_{(c, t) \sim \gamma} \langle c, t \rangle, C_m(c, t) > F$$

$$L_{ali} = \lambda_a W_d(C, T)$$  \hspace{1cm} (16)

where $\langle \cdot, \cdot \rangle > F$ is the Frobenius dot product, C and T are all the embeddings for the composition domain and target image domain.

IV. EXPERIMENTS

We benchmark BOSS for CIR on three datasets to verify its effectiveness, and then discuss BOSS’s property with controlled studies.

A. Dataset and Setting

Datasets. FashionIQ [73] is composed of 46.6k training images and around 15.5k images for both the validation and test sets, covering three categories: Dresses, Top&tees and Shirts. The dataset is characterized by medium support text descriptions with an average length of 10.69 words per sample. Fashion200k [8] is a large-scale fashion dataset crawled from multiple online shopping websites, which consists of 200k images of five different fashion categories, namely: pants, skirts, dresses, tops and jackets. We incorporate our BOSS and use the training split of around 172k images for training and the testset of 33k test queries for evaluation. Shoes [74] is a dataset originally crawled from like.com. This dataset includes 14,658 images of footwear tagged with relative captions for dialog-based interactive retrieval.Following [75], we use 10,000 training samples for training and 4,658 test samples for evaluation.

Comparison of Methods. We compare the results of BOSS with a wide range of baselines including early works and recent State of the Art models on this task: File [69], TRIG [11], Relationship [70], VAL [14], RTIC [43], CompositionAE [43], SAC [16] and ARTEMIS [72]. More details of baselines are explained in the appendix.

Implementation & Evaluation Details. We employ the pretrained Vision Transformer [58] and BERT [62] as the backbone for the initial image and text feature extractor. Feature
dimension $d$ in our experiments is project to 768. We measure the retrieval performance with common metrics in information retrieval, including Recall at K (RC@K and K=1, 10, 50). RC@K is the percentage of test queries that at least one relevant item is found among the top-K retrieved results. The initial learning rate is set to $2\times10^{-5}$ and the network is optimized by AdamW [75] optimizer. The 10% proportion of warm up and cosine decay are used for scheduling the learning rate. Besides, we use an identical set of hyperparameters ($B=32$, $M E=100$, $\lambda_0=1$, $\lambda_t=0.4$, $\lambda_{img}=0.1$, $\lambda_{text}=1$ and $\lambda_u=0.01$) [1].

B. Experimental Results

We now compare BOSS to SOTA approaches on each benchmark dataset and then discuss the experimental results.

**Quantitative Results.** Table I, II and III summarize the quantitative results of our framework and baselines on FashionIQ, Fashion 200K and Shoes dataset. From these tables, we have the following findings: (1) In general, BOSS achieves the best performance on almost all the metrics to SOTA on FashionIQ and Fashion200K dataset. In particular, BOSS outperforms other baselines in terms of RC@10 and RC@50 by a large margin (FashionIQ: $2.53\% \sim 16.09\%$ and $1.39\% \sim 21.05\%$; Fashion200K: $6.8\% \sim 20.1\%$ and $6.8\% \sim 17.6\%$) for CIR task. These results demonstrate the superiority and generalizability of our proposed model. (2) It is worth noting that the performance growth of RC@10 results goes beyond the RC@50 when compared with baselines on all the datasets. This phenomenon is reasonable as the Hybrid Counterfactual Training (HCT) improves the model search sensitivity for fine-grained composition and target image matching. Therefore, BOSS can reflect its superiority in selecting the accurate image with fewer candidate recommendations. Similar results appear in the Shoes dataset, we achieve the highest score on RC@1 metric. The results once again prove that our model can build the fine-grained query-target correspondence that accurately locates the desired image. We conduct an in-depth analysis of HML in section IV-C. (3) From table II, we observe that BOSS has not outperformed SOTA but achieves comparable results on the Shoes dataset. According to further analysis, the possible reason is that the data scale of Shoes dataset (14,658) is relatively smaller compared with other datasets. As commonly known, transformers lack some of the inductive biases inherent to CNNs, such as translation equivariance and locality, and therefore do not generalize well when trained on insufficient amounts of data. The training data of Shoes may not be sufficient to train a complex transformer-based deep model. On the contrary, while the Fashion200K dataset (200k images) is about 14 times larger than the Shoes dataset, our method far surpasses the existing methods on all metrics, which shows the BOSS’s effectiveness on larger datasets.

**Qualitative Results.** Figure IV presents the quantitative observations on three datasets. We observe that the BOSS is able to concurrently incorporate multiple semantic transformations in visual representations from text descriptions when retrieving images. On the one hand, the first case indicates that our method can search the target image by learning the transformation, i.e., changing certain attributes conditioned on query text (e.g., “white” → “more colorful darker”, “wide strap” → “thin strap”). On the other hand, BOSS can capture the preservation of the semantics in the reference image and retrieve the corresponding target images based on these concepts (e.g., “short dress”, “has strap”). As a summary, our approach can jointly comprehend global appearance and local details within the composed query, aggregate the learned transformation and preservation to search the intended image correctly.

### TABLE III

**Quantitative Comparison on Shoes Dataset.**

| Methods                  | RC@1 | RC@10 | RC@50 | AVG  |
|--------------------------|------|-------|-------|------|
| FILM [69]                | 10.19| 38.39 | 68.30 | 38.96|
| TRIG [11]                | 12.60| 45.45 | 69.39 | 42.48|
| Relationship [70]        | 12.31| 45.10 | 71.45 | 42.95|
| VAL [14]                 | 16.98| 49.83 | 73.91 | 46.91|
| ARTEMIS [72]             | 17.60| 51.05 | 76.85 | 48.50|
| SAC [16]                 | 18.11| 52.41 | 75.42 | 48.64|
| ARTEMIS† [72]            | 18.72| 53.11 | 79.31 | 50.38|
| Composition [43]         | 4.37 | 19.36 | 47.58 | 23.77|
| SAC† [16]                | 18.50| 51.73 | 77.28 | 49.17|
| BOSS (ours)              | 18.70| 52.34 | 76.86 | 49.30|

### TABLE IV

**Ablation Study on FashionIQ Dataset that showcase the impact of individual loss function.**

| Loss Functions | AVG  | Total AVG |
|----------------|------|-----------|
| $L_{hyp}$      |      |           |
| $L_{res}$      |      |           |
| $L_{ali}$      |      |           |
| RC@10          | 26.46| 38.35     |
| RC@50          | 29.76| 42.61     |
| SAC†           | 30.29| 42.36     |
| SAC†           | 28.18| 40.50     |
| BOSS (ours)    | 31.61| 43.85     |

1 $B$ and $M E$ refers to the batch size and max training epoch.
Effect of Composition at Multi-level. To build insights on the superiority of our bottom-up semantic composition module, we perform an in-depth analysis of search recall improvement on three datasets that benefit from the multi-level representation learning. Figure 6 summarizes the BOSS’s performance using different level compositions. Evidently, taking coverage of compositional representation over both the local- and global-levels obtain the best retrieval performance. Either removing each of them will result in a performance decay, which proves the further effectiveness of our composition module. Moreover, this table also suggests that using global semantic composition can produce a comparable result, while taking utilization of simple local characteristic composition is insufficient to produce a satisfactory CIR performance.

Benefits from Sensitivity Improvement. We systematically present the explicit benefits from the hybrid counterfactual training (HCT) and conduct an exploratory analysis. Figure 5 visualizes a qualitative example, while the deep metric learning (DML) model searches the target image at RC@50 level, HML-based BOSS can retrieve it accurately at RC@10 level. We observe that the composed query (blue dot) and target representation (orange dot) is more closer in HCT semantic space than DML. After checking the dataset, we found that there are many composed queries has similar contexts but with different target images in FashionIQ. Under such circumstance, the DML model may be confused which image is the optimal matching target. In contrast, the complete BOSS not only can guarantee the target representation is closer to the composite input query, but also force the target to pull away from the negative composition in the semantic space, i.e., similar queries. The bidirectionally optimized learning strategy is able to set up the fine-grained composition-target correspondence for accurate retrieval.

Broadly, most contemporary approaches for CIR prefer to learn a composed representation of the image-text query pair and then measure the similarities of the global representation with potential candidate images’ features to search for the intended image. Despite intuitive, several critical factors for CIR have been neglected by existing techniques: (1) Detailed local characteristics utilization.

V. Conclusion

We introduced BOSS, a novel approach to tackle the challenging task of content-based image retrieval, which resolves the task into two major steps: an expressive visiolinguistic representation is derived from Bottom-up Semantic Composition, which electively preserves and transforms multi-level composition conditioned on text semantics; we develop a hybrid counterfactual training mechanism that is effective to construct the fine-grained composition-target correspondence by providing explicit supervised signals. We validate the efficacy of BOSS on three datasets. We hope our BOSS can provide a complement for existing literature of multi-modal retrieval task and benefit further study of vision and language.

REFERENCES

[1] Y. Jing and S. Baluja, “Pagerank for product image search,” in Proceedings of the 17th international conference on World Wide Web, 2008, pp. 307–316.
[2] Y. Guo, Z. Cheng, L. Nie, Y. Wang, J. Ma, and M. Kankanhalli, “Attentive long short-term preference modeling for personalized product search,” ACM Transactions on Information Systems (TOIS), vol. 37, no. 2, pp. 1–27, 2019.
[3] Z. Liu, P. Luo, S. Qiu, X. Wang, and X. Tang, “Deepfashion: Powering robust clothes recognition and retrieval with rich annotations,” in Proceedings of the IEEE conference on computer vision and pattern recognition, 2016, pp. 1096–1104.
[4] Y.-L. Lin, S. Tran, and L. S. Davis, “Fashion outfit complementary item retrieval,” in Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, 2020, pp. 3311–3319.
[5] Z. Kuang, Y. Gao, G. Li, P. Luo, Y. Chen, L. Lin, and W. Zhang, “Fashion retrieval via graph reasoning networks on a similarity pyramid,” in Proceedings of the IEEE/CVF International Conference on Computer Vision, 2019, pp. 3066–3075.
W. Zhang, X. E. Wang, S. Tang, H. Shi, H. Shi, J. Xiao, Y. Zhuang, and W. Y. Wang, “Relational graph learning for grounded video description generation,” in Proceedings of the 28th ACM International Conference on Multimedia, 2020, pp. 3807–3828.

W. Zhang, H. Shi, S. Tang, J. Xiao, Q. Yu, and Y. Zhuang, “Consensus graph representation learning for better grounded captioning,” in Proc, vol. 35, 2021.

M. Cornia, M. Stefanini, L. Baraldi, and R. Cucchiara, “Meshed-memory transformer for image captioning,” in Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, 2020, pp. 10 578–10 587.

W. Zhang, S. Tang, J. Su, J. Xiao, and Y. Zhuang, “Tell and guess: cooperative learning for natural image caption generation with hierarchical refined attention,” Multimedia Tools and Applications, vol. 80, no. 11, pp. 16 267–16 282, 2021.

J. Gu, Z. Wang, J. Kuen, L. Ma, A. Shahroudy, B. Shuai, T. Liu, X. Wang, G. Wang, J. Cai et al., “Recent advances in convolutional neural networks,” Pattern Recognition, vol. 77, pp. 354–377, 2018.

M. Sundermeyer, R. Schlüter, and H. Ney, “Lstm neural networks for language modeling,” in Thirteenth annual conference of the international speech communication association, 2012.

C. Sur, “Self-segregating and coordinated-segregating transformer for focused deep multi-modal network for visual question answering,” arXiv preprint arXiv:2006.14264, 2020.

H. Zhong, J. Chen, C. Shen, H. Zhang, J. Huang, and X.-S. Hua, “Self-adaptive neural module transformer for visual question answering,” IEEE Transactions on Multimedia, vol. 23, pp. 1264–1273, 2020.

J. Yu, J. Li, Z. Yu, and Q. Huang, “Multimodal transformer with multi-view visual representation for image captioning,” IEEE transactions on circuits and systems for video technology, vol. 30, no. 12, pp. 4467–4480, 2019.

W. Liu, S. Chen, L. Guo, X. Zhu, and J. Liu, “Cptr: Full transformer network for image captioning,” arXiv preprint arXiv:2101.10804, 2021.

A. Dosovitskiy, L. Beyer, A. Kolesnikov, D. Weissenborn, X. Zhai, T. Unterthiner, M. Dehghani, M. Minderer, G. Heigold, S. Gelly et al., “An image is worth 16x16 words: Transformers for image recognition at scale,” arXiv preprint arXiv:2010.11929, 2020.

I. Tenney, D. Das, and E. Pavlick, “Bert rediscovers the classical nlp pipeline,” arXiv preprint arXiv:1905.05950, 2019.

J. Vig, “A multiscale visualization of attention in the transformer model,” arXiv preprint arXiv:1906.05714, 2019.

Y. Wu, M. Schuster, Z. Chen, Q. V. Le, M. Norouzi, W. Macherey, M. Krikun, Y. Cao, Q. Gao, K. Macherey et al., “Google’s neural machine translation system: Bridging the gap between human and machine translation,” arXiv preprint arXiv:1609.08144, 2016.

J. Devlin, M.-W. Chang, K. Lee, and K. Toutanova, “Bert: Pre-training of deep bidirectional transformers for language understanding,” arXiv preprint arXiv:1810.04805, 2018.

Y. Xu, Q. Zhang, J. Zhang, and D. Tao, “Vitae: Vision transformer advanced by exploring intrinsic inductive bias,” Advances in Neural Information Processing Systems, vol. 34, pp. 28 522–28 535, 2021.

D. E. Worrall, S. J. Garbin, D. Turmukhambetov, and G. J. Brostow, “Harmonic networks: Deep translation and rotation equivariance,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2017, pp. 5028–5037.

A. Vaswani, N. Shazeer, N. Parmar, J. Uszkoreit, L. Jones, A. N. Gomez, L. Kaiser, and I. Polosukhin, “Attention is all you need,” Advances in neural information processing systems, vol. 30, 2017.

E. Loper and S. Bird, “Nltk: The natural language toolkit,” arXiv preprint cs/0205028, 2002.

G. Peyré, M. Cuturi et al., “Computational optimal transport: With applications to data science,” Foundations and Trends® in Machine Learning, vol. 11, no. 5-6, pp. 355–607, 2019.

J. Shen, Y. Qu, W. Zhang, and Y. Yu, “Wasserstein distance guided representation learning for domain adaptation,” in Thirty-Second AAAI Conference on Artificial Intelligence, 2018.

E. Perez, F. Strub, H. De Vries, V. Dumoulin, and A. Courville, “Film: Visual reasoning with a general conditioning layer,” in Proceedings of the AAAI Conference on Artificial Intelligence, vol. 32, no. 1, 2018.

M. Shin, Y. Cho, B. Ko, and G. Gu, “Rtic: Residual learning for text and image composition using graph convolutional network,” arXiv preprint arXiv:2104.03015, 2021.