A QUALITY ESTIMATION OF SYNTHESIZED SPEECH TRANSMITTED OVER IP NETWORKS

A design of the parametric models estimating a quality of synthesized speech transmitted through IP networks is presented in this paper. A Genetic Programming and Random Neural Network as machine learning techniques were deployed to design the models. A set of the quality-affecting parameters was used as an input to the designed parametric estimation models in order to estimate a quality of synthesized speech transmitted over IP networks (VoIP environment). The performance results obtained for the designed parametric estimation models have validated both genetic programming and random neural network as powerful techniques, delivering good accuracy and generalization ability; this makes them perspective candidates for quality estimation of this type of speech in the corresponding environment. The developed parametric models can be helpful for network operators and service providers in a planning phase or early-development stage of telecommunication services based on synthesized speech.
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1. Introduction

A speech quality assessment process is useful for network operators and service providers to evaluate the quality of voice services offered by current telecommunication networks. The speech quality assessment can be performed either from the subjective or objective point of view. The traditional way how to assess speech quality is called subjective testing. In principle, subjective testing is based on a large enough group of human subjects, who listen to given samples and assign an opinion score on a scale ranging from 1 “bad quality” to 5 “excellent quality” (i.e. MOS (Mean Opinion Scale) scale). This approach is impractical in real conditions, because of the number of subjects, that have to participate in a test, time-consumption, high costs, etc.

In contrast to subjective testing, the objective testing employs a computer program or mathematical model to approximate an average user behavior associated with a perception of speech quality. There are two kinds of objective testing. Firstly, the intrusive models (e.g. ITU-T PESQ) are characterized by comparing two types of signals. They evaluate the quality of a degraded (output) speech signal by comparing it with a corresponding reference (input) speech signal. These methods are very accurate but not suitable for monitoring real-time traffic in telecommunication networks. Secondly, non-intrusive models can be classified into two groups, namely signal-based and parametric. Signal-based non-intrusive models are based (as the name implies) on a speech signal and do not use the reference speech sample in comparison to the intrusive models. A hidden reference speech sample is created internally and compared to degraded signal deploying similar approaches as used in the intrusive models. On the other hand, parametric non-intrusive models are based on estimating the quality of speech transmission using input parameters characterizing this transmission from a quality point of view [1] and [2].

Parametric models based on machine learning techniques, such as a neural network or genetic programming, are considered as a novel approach of speech quality estimation. This approach has become popular because of its high correlation with a human perception and relatively easy implementation. Moreover, it is able to offer a real-time and continuous evaluation of the speech quality in comparison with the intrusive and non-intrusive signal-based methods.

In recent years, the interest in a synthesized speech (speech generated by computer) has grown extremely. Up to now, synthesized speech has reached a quality level which allows it to become a part of modern daily life [3]. Furthermore, voice-based telecommunication services are on decline. In order to make some of voice-based services more economically effective, informational services involving call center operators have been replaced by services based on the synthesized speech. Although,
the services based on this kind of speech are broadly used, there is no parametric model designed for estimating a speech quality of these services. Such a model could be helpful for network operators and service providers implementing them in a planning phase or early-development stage of telecommunication services based on synthesized speech.

In this article, novel parametric non-intrusive models estimating the quality of synthesized speech transmitted through IP networks are addressed. These models make use of two different biologically inspired machine learning techniques, namely Genetic Programming (GP) and Random Neural Network (RNN). The decision to deploy these two approaches in this study was mostly motivated by very promising results obtained by GP and RNN for very similar tasks as here, see for instance [4 and 5]. It should be noted here that GP employs an evolutionary process inspired by Darwinian evolution to automatically derive mathematical model (function) from initial parameters; it requires only minimal assumptions about a structure of solution and it provides promising results in terms of accuracy and computational efficiency [4]. On the other hand, RNN consists of neurons, which interact with each other by exchanging excitatory and inhibitory signals in a network, similar to a biological neural network. Each state of neuron is characterized by a neuron potential as a non-negative integer value, which yields to a more detailed state representation. The positive potential means that neuron is in an excited state, sending excitatory and inhibitory signals at random intervals to other neurons or outside of the network. It was found in [5] that a well trained RNN model is able to give reasonable results even for parameter values outside the range defined in training phase, i.e. it provides a good extrapolating ability. In other words and contrary to ANN models, RNN has also good ability to generalize for new inputs. More detailed information about GP and RNN can be found in [6 - 9].

The rest of the paper is organized as follows: In Sections 2 and 3, the experimental setup and results (a performance of the designed parametric models for predicting the speech quality of synthesized speech impaired by packet loss and coding) are presented and discussed respectively. Finally, Section 4 concludes the paper and suggests a future work.

2. Experimental setting

The GP and RNN are approaches, which employ supervised learning, i.e. they require values of inputs together with values of their relevant outputs in a training process. In general, their main task is to learn the numerical or logical relationship between input and actual output parameters during the training process. Due to a fact that the aim of this article is to design parametric model estimating a quality of synthesized speech in a VoIP environment, following parameters were considered as input parameters:

- a quality-affecting parameters representing an impact of IP networks, i.e. parameters characterizing packet loss process: unconditional loss probability (ulp) and conditional loss probability (clp))
- other quality-affecting parameters, like speech codec type and a type of synthesized speech signal.

The input parameters defined above were used together with their corresponding MOS values expressing the speech quality ranging from 1 “bad quality” to 5 “excellent quality” (actual output parameter). GP and RNN were fed with the above mentioned parameters in order to provide the MOS values as a function of parameters typical for IP networks. Fig. 1 shows a diagram of the designed parametric estimation model.

![Fig. 1 A diagram of the designed parametric estimation model](image_url)

A. Database creation

4320 speech samples representing different conditions affecting the speech quality were recorded and assessed for the purpose of this research. At the beginning, the speech samples with a length of 12 seconds were synthesized by two state-of-the-art Slovak synthesizers, namely Diphone synthesizer (Kempelen 1.6 [10]) and Unit-selection synthesizer (Kempelen 2.1 [10]). Subsequently, these synthesized speech samples were coded by three different encoding schemes, namely ITU-T G.729AB [11], ITU-T G.711 [12] and iLBC [13]. After a transmission of the particular speech signals through the IP network, where we simulated different packet loss situations, their speech quality scores were predicted by ITU-T P.862 PESQ (Perceptual Evaluation of Speech Quality) [14]. The decision to use PESQ model (an objective model designed for predicting a quality of naturally-produced speech) as a predictor of speech quality was based on the experiments carried out in [15 - 17], which have proven that PESQ is able to provide accurate predictions of the quality of synthesized speech impaired by the impairments used in this study. For example, the correlation coefficient reported in [15] was above 0.9.

Regarding the packet loss situations, we have concentrated on parameters, which precisely capture all aspects of a packet loss process, namely conditional loss probability (as an indicator of packet loss burstiness, denoted as clp) and unconditional loss probability (as an indicator of packet loss burstiness, denoted as ulp).
probability (as an indicator of packet loss rate, denoted as ulp). In fact, we simulated different values of clp: 0% (theoretically) - Bernoulli loss model (modeling independent losses), 70% and 80% - Gilbert loss model (modeling dependent losses) and of ulp: 0%, 1.5%, 3%, 5%, 10% and 15%. By using these 4320 synthesized speech samples, 108 average speech quality scores (6 ulp x 3 clp x 2 types of synthesized speech signals x 3 types of codec) called configurations were formed.

B. Design of parametric models

The 108 average configurations served to create two databases needed for the purpose of designing parametric models. The first one (denoted as D1) had a knowledge of an overall range of the configurations during a training process, whereas the second one (denoted as D2) did not cover any boundary condition during a training process.

In order to acquire a relation between input and output, 90 configurations (from overall number of 108 configurations) were employed during a training process. In order to verify a performance of the designed parametric estimation models, remaining 18 configurations (common ratio of 80:20) were used during a testing process.

i. Training process of GP-based parametric model

GP Lab (Matlab toolbox for a genetic programming developed by Sara Silva [18]) was used for a computational purpose in this research. Some of the GP Lab parameters and their values used in the simulations are listed in Table 1. Regarding other parameters, we used default values defined in the GP Lab.

The initial population size consisted of 1000 individuals with an initial maximum depth of each tree equals to 6. Ramped half-and-half method was chosen to generate initial population, because it generates trees with a wide variety of sizes and shapes in a ratio of 50:50; which means 50% of identical trees (with the same initial maximum tree depth for all branches) and 50% of different trees (with the different tree depth for all branches considering initial maximum tree depth). Selection of parents needed for a recombination was performed according to a lexicographic parsimony pressure tournament, which prefers shorter individuals to longer ones when their fitness is identical. This strategy helps to reduce a production of complicated individuals and consequently a code growth. A standard tree crossover and mutation were used with probabilities adjusted to equal value. The reproduction rate was set to 0.1. It means that each selected parent has 10% chance of being copied to a next generation without modifications in a tree structure [19]. The maximum tree depth in the case of a creation of offspring by genetic operators was set to 32. New populations were composed of newly-generated offspring only, i.e. replace survival. A function set was defined according to the following studies [4, 16 and 20]. Due to a stochastic nature of the genetic programming, it is required to execute several runs of GP to obtain statistically stable and reliable results. For that reason, 5 independent runs for each database were performed. It would be noted that each run spanned 30 generations with 1000 individuals.

| GP Parameters | Defined values |
|---------------|----------------|
| Initial population size | 1000 individuals |
| Initial tree depth | 6 |
| Initialization of population | Ramped half-and-half method |
| Selection | Lexicographic parsimony pressure tournament |
| Genetic operators | crossover; mutation; reproduction |
| Operator probabilities | 0.5, 0.5, 0.1 |
| Survival | Replace |
| Function set | plus, minus, times, divide, sqrt, power, log, log10, log2, sin, cos |
| Terminal set | X1, X2, X3, X4 - inputs |
| Fitness | the sum of the absolute values of the differences between obtained and actual outputs |

ii. Training process of RNN-based parametric model

RNNSIM v.2 developed by Abdelbaki [21] was used to implement RNN in MATLAB. We applied two different RNN feed-forward architectures (without circuit in the layers, i.e. signal cannot return back to neuron which has already visited) in a design process of the estimation model. Figure 2 depicts RNN architectures used in our research, namely 3-layer architecture with one hidden layer and 9 neurons on that layer and 4-layer architecture with 5 and 4 hidden neurons situated in two hidden layers respectively. The decision to use these architectures with the corresponding configurations (e.g. number of hidden layers and nodes per hidden layer) was based on other experiment run by the authors and published in [22], where the selected architectures and their particular configurations have achieved the best performance from all investigated conditions. Gradient descent method was used as a learning algorithm because of its simplicity and strong generalization capability even for small training data sets. Due to a stochastic nature of the random neural network, five simulations were conducted for each network architecture and training database in order to obtain statistically stable and reliable results.
Chosen best-of-run individuals

| Database | D1    | D2    |
|----------|-------|-------|
| R [%]    | 94.37 | 98.22 |
| RMSE     | 0.1106| 0.1037|
| RMSE *   | 0.0517| 0.0560|

C. Design of parametric model - testing process

As already mentioned above, the randomly chosen 18 testing configurations (naturally not used in a training process) were used to verify a performance of the designed parametric estimation models during a testing process. The MOS values provided by these models (ranging from 1 “bad quality” to 5 “excellent quality”) were compared with the actual MOS values predicted by the PESQ model. On the basis of this comparison, the performance of the designed parametric estimation models was quantified in terms of the Pearson correlation coefficient R, the respective root mean square error RMSE and epsilon-insensitive root mean square error RMSE* as defined in [23].

3. Experimental results

A. Experimental results for GP-based parametric model

As already stated above, five simulations (runs) were conducted for each database. Each simulation spanned 30 generations with 1000 individuals. The estimated MOS values provided by the designed parametric model within a testing phase were compared with the MOS values predicted by PESQ. The best results selected from all realized simulations according to the root mean square error and epsilon-insensitive root mean square error are presented in Table 2. A comparison of actual (predicted by PESQ model) and MOS values estimated by the designed parametric model based on GP approach for both used databases (D1 and D2) is depicted in Figs. 3 and 4, respectively.

The performance results presented in Table 2 obtained for the designed parametric model confirmed very good accuracy provided by GP approach, which is proven by very high values of Pearson correlation coefficient (94% and higher) and very low values of root mean square error (0.104MOS) and epsilon-insensitive root mean square error (0.052MOS). Surprisingly, the performance results are comparable with the results obtained in our previous study [24], where we trained the designed GP-based parametric models separately for each of the three speech codecs (ITU-T G.729AB, ITU-T G.711 and iLBC) involved in this study using smaller training databases (30 configurations). On the basis of this fact, we can conclude that a bigger training database did not help to improve an accuracy of the parametric model based on the GP approach.

B. Experimental results for RNN-based parametric model

Similar to the GP approach, five simulations were conducted for two network architectures of RNN and two experimental databases. The estimated MOS values provided by the designed parametric model were compared with the MOS values predicted by PESQ. The best results selected from all realized simulations according to the root mean square error and epsilon-insensitive root mean square error are presented in Table 2. A comparison of the actual (predicted by PESQ model) and MOS values estimated by the designed parametric model based on RNN for both databases (D1 and D2) are depicted in Figs. 5 and 6, respectively.

The performance results presented in Table 2 obtained for the designed parametric model confirmed very good accuracy provided by GP approach, which is proven by very high values of Pearson correlation coefficient (94% and higher) and very low values of root mean square error (0.104MOS) and epsilon-insensitive root mean square error (0.052MOS). Surprisingly, the performance results are comparable with the results obtained in our previous study [24], where we trained the designed GP-based parametric models separately for each of the three speech codecs (ITU-T G.729AB, ITU-T G.711 and iLBC) involved in this study using smaller training databases (30 configurations). On the basis of this fact, we can conclude that a bigger training database did not help to improve an accuracy of the parametric model based on the GP approach.

The performance results presented in Table 2 also confirmed very high estimation accuracy. Comparing the individual network architectures, 3-layer RNN with 9 hidden neurons seems to provide more accurate results than a 4-layer RNN. This fact is confirmed by lower values of root mean square error and epsilon-insensitive root mean square error. As expected, a higher number of the configurations in a training database provides more accurate estimations in comparison with the estimations obtained in [25] for the RNN-based parametric model designed for speech codec G.729AB (using smaller training database (30
the RNN are well-defined even beyond the specified interval. In fact, the designed parametric models are able to provide good results even outside the area defined in the training process.

4. Conclusion

In this article, we presented the novel parametric models for a non-intrusive estimation of the speech quality based on biologically inspired machine learning techniques, like a Genetic Programming (GP) and Random Neural Network (RNN). It is worth reiterating that the designed parametric models estimate the quality of synthesized speech transmitted over IP networks (VoIP environment). Therefore, the quality-affecting parameters characterizing packet loss process, speech codec type and a type of synthesized speech signal were considered as an input to the designed parametric estimation models. Outputs of the designed parametric models represent estimated MOS values (ranging from 1 “bad quality” to 5 “excellent quality”). When comparing the performance results obtained for the designed parametric models with the predictions provided by PESQ model, we can conclude that the designed parametric models represent promising candidates for estimating the quality of synthesized speech transmitted over IP networks. Furthermore, the designed parametric models are computationally very efficient and useful for real-time speech quality estimation. The developed parametric models can be helpful for network operators and service providers in a planning phase or early-development stage of telecommunication services based on synthesized speech.

In addition to a relatively very high accuracy of both designed parametric quality estimation models based on the machine learning techniques, the performance results even confirmed their good generalization ability for new inputs not included in a training process. Comparing both databases (D1 and D2) for both approaches (GP and RNN), the latter one provides (in some cases) a bit more accurate results (except for RMSE* values). It is necessary to note that the D1 database had a knowledge of an overall range of the configurations during the training process, whereas the D2 database did not cover any boundary condition during the training process. This can be explained by a fact that a discovered function by the GP approach and curve characterizing relationship between the perceived quality of the synthesized speech and quality-affecting parameters learned by the RNN are well-defined even beyond the specified interval. In fact, the designed parametric models are able to provide good results even outside the area defined in the training process.

Future work will focus on an optimization of the complexity of the function defined by GP approach, as the function has been found very complex.
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Fig. 5 The actual and estimated MOS values obtained for D1 database and 3-layer RNN architecture (4_9_1)

Fig. 6 The actual and estimated MOS values obtained for D2 database and 3-layer RNN architecture (4_9_1)
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