Crystallization and glass transition in supercooled binary Lennard-Jones liquids
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The classic Kob-Andersen (KA) binary Lennard-Jones mixtures which are designed to prevent crystallization has been extensively studied in simulation of slow dynamics. Although crystallization can occur if a liquid system is cooled slowly, so far the KA model has not been crystallized. Here we report using molecular simulation the observation of crystal growth in the supercooled KA liquids. The onset of crystallization is observed occurring at temperature $T_c = 0.55$, which is higher than the glass transition temperature of $T_g = 0.40$. We further examine the statistical distribution of single particle displacements in crystallization and close to glass transition. The displacement distribution for crystallization exhibits a power-law decay, whereas the distribution for glassy relaxation reflects a Gaussian center, terminated with an exponential tail (namely dynamic heterogeneity). Finally, we predict in order to crystalize KA liquids the cooling rate is approximately equal to $10^{-22}$, which is about 15 odder lower than the typical MD cooling rate.

Glasses are typically prepared by quick cooling from their liquid states. The liquid viscosity rapidly increases by many orders of magnitude when approaching glass transition, and significantly slows down the atom motion. The atoms rearrange so slow that they do not have sufficient time to sample many configurations within a short time window. Therefore the quickly quenched configuration appears as disordered, but behaves mechanically like solids. The classic KA mixture [1, 2] that emerged as model to probe glass transition has recently been extensively used to study slow dynamics in supercooled liquid and mechanical properties of glasses [3–11]. The parameters in the Lennard-Jones potential were adjusted, making the model less prone to crystallization. At a sufficiently low cooling rate, one may expect the mixtures could still form crystalline structures. There has been a number of studies by different groups, aimed to understand crystallization of KA model [12–14]. However, crystallization of this mixture are reported only when changing their composition or inter-species interaction length. To the best of the authors’ knowledge, the crystallization behavior of the original KA model remains unknown.

To this end, we performed molecular dynamics (MD) simulations of glass transition and crystal growth in the supercooled KA liquids. The system contains 1,000 particles with the same unit mass; 80% of the particles are of type A, 20% are type B. The particles interacts through the binary Lennard-Jones potential and the parameters can be found in this original paper [1]. The atomic interaction is truncated at a cutoff distance of $r_{\alpha\beta} = 2.5\sigma_{\alpha\beta}$, where $\alpha, \beta$ equal to A or B. Periodic boundary conditions are applied in all three directions and the particle density is fixed at $\rho = 1.2$. Here, we use two quenching protocols to simulate glass transition and crystal growth. For the simulation of glass transition, we follow the quenching protocol as in [3]. The system is initially equilibrated at high temperature $T = 2.0$ and then further quenched to a low temperature of 0.1 at a given cooling rate. The inherent structure energy $E_{\text{IS}}$ is computed by performing energy minimization of configurations quenched at each temperature. Atomistic modeling of crystallization for supercooled liquids is a challenge due to the time-scale limitation of the MD method. It’s known that the rate of
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**FIG. 1.** (Color online) The averaged inherent structure energy per particle $E_{\text{IS}}$ as a function temperature $T$. (a) Ordinary MD quenching at cooling rates of $1 \times 10^{-1}$ and $1 \times 10^{-6}$. Each data points represent an average of 50 inherent structures. (b) Comparison between ordinary quench and seeded quench. The significant energy drop at $T = 0.55$ indicates phase transition from liquid to crystal.
FIG. 2. (Color online) (a) Time evolution of potential energy during seeded quenching at temperatures (a) $T = 0.6$ and (b) $T = 0.55$. The process of crystallization is observed at $T = 0.55$.

crystallization for a liquid depends on crystal nucleation rate and growth rate. Crystal nucleation process usually takes much longer time as comparing with growth [15]. To facilitate the crystallization modeling, a small crystal “seed” is manually created and embedded in the liquid configuration during quenching. This proposed protocol is named as “seeded” quenching which enables the investigation of crystal growth in supercooled liquids.

Fig. 1 shows the temperature dependent inherent structure energy obtained using the above two quenching protocols, ordinary quenching and seeded quenching. The ordinary cooling is performed with two cooling rates of $1 \times 10^{-3}$ and $1 \times 10^{-6}$. At the high temperature ($T > 1.0$) and low temperature ($T < 0.3$) regions, the inherent structure energies do not change much with temperature. Between $T = 1.0$ and $T = 0.3 - 0.4$, those energies decrease dramatically. The glass configuration prepared at slower rate has a lower potential energy, which suggests slow cooling enables the system to access deep energy basins, and the deeply trapped glasses are comparatively stable. The glass transition temperature is estimated to be about 0.40 based on the shape of the energy curve. These results and observations in normal cooling simulations are in consistent with previous studies [3]. Fig. 1(b) presents the comparison the energy plots between ordinary quenching and seeded quenching. As one can see from it, the energy curve of seeded quenching basically follows the same trend as the normal quenching at temperature $T > 0.55$, that indicates liquid phase of the system and that the embedded seed has been dissolved due to high thermal energy. Interestingly, as decrease temperature $T = 0.55$, we observe a significant energy drop, implying a phase transition from liquid state to crystal state. This crystallization transition is further confirmed by examining the atomic structure as shown in Fig. 2(b).

This crystal configuration has a potential energy of -8.56 at the density of 1.2 that is significantly lower than the reported ultrastable glass in previous study [10].

Fig. 2 presents time evolution of system potential energy during seeded quenching at temperatures of $T = 0.6$ and $T = 0.5$. We briefly describe the seeded quenching method: a small FCC crystal containing 40 A atoms is implanted into the supercooled liquids. We relax the system for $t = 500$ with the seed pinned, and then set free

FIG. 3. (Color online) Probability distributions of particle displacements in crystallization and close to glass transition. (a) Crystallization exhibits a power-law distribution with exponent -0.9 at $T = 0.55$. (b) the relaxation of supercooled liquids at $T = 0.4$ shows Gaussian center with an exponential decaying.
FIG. 4. (Color online) (a) Cooling rate dependence of inherent structure energy and predicted crystallization cooling rate of $1 \times 10^{-22}$. The inset highlights MD results of a linear decrease of inherent energy with cooling rate. Following this trend, we predict the crystallization cooling rate is approximately $10^{-22}$, which is well beyond the capability of traditional MD simulation. We show in Fig. 4(b) a schematic plot of a potential energy landscape, illustrating how the quenched configurations depend on cooling history. As decrease cooling rate, one would expect the glasses become much more stable, though the energy is still higher than the magnitude of its crystal state. Deep into the energy well, the landscape is rough and includes high energy barriers separating the neighboring local energy minima. We consider these deeply trapped glass states relatively stable. As the cooling rate continues to decrease, the system gets enough time to sample many energy basins, and crystallization occurs at a rapid speed when flowing into the global energy minimum.

In summary, a seeded quenching protocol is introduced to simulate crystallization of supercooled liquids. We found in this work the supercooled KA mixtures are able to crystallize at temperature of 0.55. The statistical distribution of single particle displacement during the process of crystallization exhibits power-law decay, implying the self-organized criticality behavior. The distribution of displacement in glassy relaxation approaching to glass transition shows the coexistence of slow motion and fast travel particles, indicating the dynamical heterogeneity in glassy slow dynamics. We found the inherent energy of prepared glasses linearly decreases with cooling rate. Using simple energy extrapolation, we estimate the cooling rate to suffice crystallization of KA mixture to be $10^{-22}$.

The coexistence of the slow and fast particles reflects the dynamical heterogeneity in glassy material relaxation [16,17]. In contrary to glass relaxation, crystallization presents a nearly power-law distribution in particle displacement. We suggest that the crystallization process can be viewed as a critical phenomenon [18–20].

Finally, the cooling rate required for crystallization is estimated by a simple extrapolation. As seen in the inset of Fig. 4 (a), the inherent energy of prepared glass linearly decreases with cooling rate. Following this trend, we predict the crystallization cooling rate is approximately $10^{-22}$, which is well beyond the capability of traditional MD simulation. We show in Fig. 4(b) a schematic plot of a potential energy landscape, illustrating how the quenched configurations depend on cooling history. As decrease cooling rate, one would expect the glasses become much more stable, though the energy is still higher than the magnitude of its crystal state. Deep into the energy well, the landscape is rough and includes high energy barriers separating the neighboring local energy minima. We consider these deeply trapped glass states relatively stable. As the cooling rate continues to decrease, the system gets enough time to sample many energy basins, and crystallization occurs at a rapid speed when flowing into the global energy minimum.

In summary, a seeded quenching protocol is introduced to simulate crystallization of supercooled liquids. We found in this work the supercooled KA mixtures are able to crystallize at temperature of 0.55. The statistical distribution of single particle displacement during the process of crystallization exhibits power-law decay, implying the self-organized criticality behavior. The distribution of displacement in glassy relaxation approaching to glass transition shows the coexistence of slow motion and fast travel particles, indicating the dynamical heterogeneity in glassy slow dynamics. We found the inherent energy of prepared glasses linearly decreases with cooling rate. Using simple energy extrapolation, we estimate the cooling rate to suffice crystallization of KA mixture to be $10^{-22}$.

To characterize relaxation dynamics near glass transition and in crystallization, we have investigated the distribution of single particle displacements, shown in Fig. 3. The relaxation of glassy materials close to glass transition temperature exhibits a Gaussian core, which corresponds to localized slow particle motion, and an exponential tail responding to the high mobility parties.
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In summary, a seeded quenching protocol is introduced to simulate crystallization of supercooled liquids. We found in this work the supercooled KA mixtures are able to crystallize at temperature of 0.55. The statistical distribution of single particle displacement during the process of crystallization exhibits power-law decay, implying the self-organized criticality behavior. The distribution of displacement in glassy relaxation approaching to glass transition shows the coexistence of slow motion and fast travel particles, indicating the dynamical heterogeneity in glassy slow dynamics. We found the inherent energy of prepared glasses linearly decreases with cooling rate. Using simple energy extrapolation, we estimate the cooling rate to suffice crystallization of KA mixture to be $10^{-22}$.

To characterize relaxation dynamics near glass transition and in crystallization, we have investigated the distribution of single particle displacements, shown in Fig. 3. The relaxation of glassy materials close to glass transition temperature exhibits a Gaussian core, which corresponds to localized slow particle motion, and an exponential tail responding to the high mobility parties.
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