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Abstract. The spatial spreading dynamics is considered for a class of convolution differential equation resulting from physical and biological problems. It is shown that this kind of equation with monostable structure admits a spreading speed, even when the nonlinear reaction terms without monotonicity. The upward convergence of spreading speed is also established under appropriate conditions.

1. Introduction. In the past years, there have been wide studies on the spatial-temporal dynamics of nonlinear integral equations and integro-differential equations modeling physical and biological phenomena. Such type of equations take into account the long-range interaction and describe the interaction via a dispersal kernel, which specifies the probability that an individual moves from one location to another in a certain time interval as function. For example, Ermentrout and Mcleod [10] considered the wave propagation dynamics for neutral network model

$$u(t, x) = \int_{-\infty}^{t} h(t-s) \int_{-\infty}^{\infty} k(x-y)g(u(s, y))dyds$$

and its differential form

$$u_t(t, x) = -u(t, x) + \int_{\mathbb{R}} k(x-y)g(u(t, y))dy,$$

which was derived by differentiating (1) with $h(t) = e^{-t}$ ($t > 0$). Similar problems were considered by Bates, Fife, Ren and Wang [3] for the phase transition model

$$u_t(t, x) = -f(u(t, x)) - u(t, x) + \int_{\mathbb{R}} k(x-y)u(t, y)dy,$$
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and by De Masi, Gobron and Presutti [20] for the Ising model
\[ u_t(t, x) = -u(t, x) + \tanh \left\{ \beta \int_{\mathbb{R}} k(x - y)u(t, y)dy + h \right\} . \]  
(4)

Chen, Ermentrout and Mcleod [5] considered the wave propagation dynamics for a more general class of integro-differential equation
\[ u_t(t, x) = r(u) + p(u)\Gamma \left( \int_{\mathbb{R}} k(x - y)g(u(t, y))dy \right) , \]  
(5)
which includes Eqs. (2)-(4) as special cases. More works on the wave propagation dynamics of integral equations and integro-differential equations can be found in [4, 6, 17, 7, 8, 24, 23, 12, 16, 22, 18, 14, 21, 25, 15, 27, 13, 31, 29] and references therein.

Another important issue in the study of spatial-temporal dynamics of integral equations and integro-differential equations is the asymptotic speed of spread (spreading speed in short). This concept was introduced by Aronson and Weinberger [1, 2] in the study of nonlinear diffusion problems in genetics, combustion and nerve propagation. Roughly speaking, a number \( c^* > 0 \) is called the spreading speed if for any \( c_1, c_2 \) with \( 0 < c_1 < c^* < c_2 \), the solution tends to zero uniformly in the region \( |x| \geq c_2 t \), while it is bounded away from zero uniformly in the region \( |x| \leq c_1 t \) for \( t \) sufficiently large. Biologically, this concept states that if one leaves the origin of the population at a speed exceeding \( c^* \), one will outrun the population, whereas, if moving at a speed less than \( c^* \), the population will overtake the observer. Diekmann [6] and Thieme [23], independently, extended the concept of asymptotic speed of spread to an integral equation of the form (1). In particular, when the recruitment function \( g(\cdot) \) is non-monotone, Thieme [24] developed an idea which is based on the representation of \( g(\cdot) \) as the diagonalization of a monotone function of two variables to show that (1) admits a spreading speed. That is quite remarkable in the study of spreading speed of non-monotone integral equations since the comparison principle is not available in this case.

Recently, Thieme and Zhao [25] extended the idea developed in [24] to a large class of non-monotone nonlinear integral equation for the existence of spreading speed. Fang and Zhao [11] further completed the results of [25] by considering more general cases. In particular, the authors in [11] showed the fact that the spreading speed coincides with the minimal wave speed of traveling waves. And under some appropriate conditions, they proved the upward convergence of the spreading speed, i.e., the solution converges to a unique positive equilibrium uniformly in the region \( |x| \leq c_1 t \) when \( c_1 < c^* \) and \( t \) tends to infinite. It should be pointed out that the recent work from Ding and Liang [9] established an abstract framework of the existence of spreading speeds for a general recursion operator with spatial periodicity, which can be applied to certain types of non-monotone evolution equations. We also point out that there have been some works on the the existence of spreading speeds for some non-monotone integro-differential equations (see, e.g. [16, 22, 30, 28, 19]).

Inspired by the above aforementioned works on the study of spatial spreading dynamics, in this paper, we explore the spatial spreading of integro-differential equation (5) in the general non-monotone case, i.e. \( \Gamma(\cdot) \) and \( g(\cdot) \) are unimodal functions (cf. [24, 33, 26] or Definition 3.1). We should mention that the theory in [9] is still applicable to establish the existence of spreading speed for (5) by verifying the abstract and universal assumptions in [9]. Here we would like to comment on some
differences. In [9], they paid attention to what kind of diffusion mechanism guaranteeing the existence of spreading speeds for a generalized convolution operator. However, our work aims to extend the results for integro-differential equation with monotone nonlinearity to non-monotone nonlinearity and compare the conclusions for these two situations. This setting enables us to reach some more concrete results. For example, we prove that the upward convergence of spreading speed by using fluctuation method. These results together with the wave propagation results established in our recent work [32] also lead to the conclusion that the spreading speed of (5) coincides with the minimal wave speed of traveling waves in the general case.

The rest of this paper is organized as follows. In Section 2, we present some existing results on the spreading speed of (5) with monotone nonlinearity. In Section 3, we apply the squeezing technique and the comparison principle to establish the existence of spreading speed for (5) without monotonicity. Then we proved the upward convergence of spreading speed by the fluctuation method. Some examples are presented in the last section to illustrate the application of the theoretical results.

2. Preliminaries. In this section, we present the relevant definition and some preliminary results.

Definition 2.1. A number \( c^* > 0 \) is called the asymptotic speed of spread (spreading speed for short) for a solution \( u \) of (5) if there exists some \( c > 0 \) such that
\[
\lim_{t \to \infty, |x| \geq ct} u(t, x) = 0 \quad \text{for any } c > c^*, \quad \text{and} \quad \lim_{t \to \infty, |x| \leq ct} u(t, x) \geq \epsilon \quad \text{for any } \epsilon \in (0, c^*).
\]

According to the above definition, one may call \( c^* \) as the spreading speed of (5) if all the solutions of (5) with some prescribed initial functions share with the same \( c^* \) and \( \epsilon \).

Let \( X \) be the set of all bounded and uniformly continuous functions from \( \mathbb{R} \) to \( \mathbb{R} \) with supremum norm \( | \cdot |_X \). For any \( \vartheta > 0 \), denote
\[
X_{\vartheta} := \{ \psi \in X : 0 \leq \psi(x) \leq \vartheta \quad \text{for any } x \in \mathbb{R} \}.
\]

Next, we state some known results on the spreading speeds related to (5). For simplicity of statements, we first give some basic assumptions as follows.

(H) \( k(\cdot) \) is a nonnegative even function with unit integral on \( \mathbb{R} \), \( r(\cdot), p(\cdot), g(\cdot), \Gamma(\cdot) \) are locally Lipschitz continuous on \( \mathbb{R}_+ \), and have the following properties:

(i) there exists \( \lambda_* \in (0, \infty] \) such that \( \int_{\mathbb{R}} k(y)e^{-\lambda y}dy < +\infty \) for \( \lambda \in (0, \lambda_*] \), and \( \int_{\mathbb{R}} k(y)e^{-\lambda y}dy \to +\infty \) as \( \lambda \to \lambda_*^+ \).

(ii) \( p(0) > 0, p(u) \leq p(0) \) for \( u \geq 0, p(u) = 0 \) has at most one root.

(iii) \( r(\cdot) \) is \( C^1 \) smooth in some neighborhood of 0 with \( r(0) = 0, r(u) \leq r'(0)u \) for \( u > 0 \).

(iv) \( \Gamma(\cdot) \) is \( C^1 \) smooth in some neighborhood of 0 with \( \Gamma(0) = 0, 0 < \Gamma(u) \leq \Gamma'(0)u \) for \( u > 0 \).

(v) \( g(\cdot) \) is \( C^1 \) smooth in some neighborhood of 0 with \( g(0) = 0, 0 < g(u) \leq g'(0)u \) for \( u > 0 \).

(vi) There exists exactly one positive constant \( \omega \) such that \( \Gamma(g(\omega)) = -r(\omega)/p(\omega) \), \( \Gamma(g(u)) > -r(u)/p(u) \) for \( u \in (0, \omega) \), \( -r(u)/p(u) \) is strictly increasing with \( -r(u)/p(u) \to \infty \) as \( u \to \theta \), where \( \theta \) is the root of \( p(u) = 0 \) if it exists, otherwise it is plus infinity.

From the above assumptions, it is easily seen that (5) admits two steady states \( u \equiv 0 \) and \( u \equiv w \) and \( r'(0) + p(0)\Gamma'(0)g'(0) > 0 \).

Substituting \( u(t, x) = e^{\lambda(x+ct)} \) into the linearized equation corresponding to (5) around the trivial steady state \( u = 0 \), we obtain the following characteristic equation

\[
c\lambda = r'(0) + p(0)\Gamma'(0)g'(0) \int_{\mathbb{R}} k(y)e^{-\lambda y}dy.
\]

Define

\[
c^* = \inf_{\lambda > 0} \frac{1}{\lambda} \left[ r'(0) + p(0)\Gamma'(0)g'(0) \int_{\mathbb{R}} k(y)e^{-\lambda y}dy \right].
\]

The following result is helpful for the computation of the \( c^* \) (cf. [31, Lemma 2.1]).

**Lemma 2.2.** Assume that (H) holds. Then,

(i) there exists a unique \( \lambda^* > 0 \) such that \( \Phi(\lambda^*, c^*) = 0 \), and for \( c > c^* \), \( \Phi(\lambda, c) = 0 \) has a smallest positive real root \( \lambda_1 = \lambda_1(c) \), and \( \Phi(\lambda_1 + \gamma, c) < 0 \) for some \( \gamma > 0 \);

(ii) \( c^* \) and \( \lambda^* \) are uniquely determined by \( \Phi(\lambda, c) = 0 \), \( \frac{\partial}{\partial \lambda} \Phi(\lambda, c) = 0 \), where

\[
\Phi(\lambda, c) = r'(0) - c\lambda + p(0)\Gamma'(0)g'(0) \int_{\mathbb{R}} k(y)e^{-\lambda y}dy.
\]

When \( g(\cdot) \) is monotone increasing on \([0, w]\) and in the meantime \( \Gamma(\cdot) \) is monotone increasing on \([0, g(w)]\), the following results can be deduced from [22, 30].

**Proposition 1.** Assume that (H) holds, \( g(\cdot) \) is monotone increasing on \([0, \omega]\) and \( \Gamma(\cdot) \) is monotone increasing on \([0, g(\omega)]\). Then, the following conclusions are valid:

(i) If \( u_0 \in X_\omega \) is compact supported, then the solution of (5) satisfies

\[
\lim_{t \to \infty, |x| \geq ct} u(t, x; u_0) = 0 \quad \text{for any} \quad c > c^*.
\]

(ii) If \( u_0 \in X_\omega \) with \( u_0 \not\equiv 0 \), then the solution of (5) satisfies

\[
\lim_{t \to \infty, |x| \leq ct} u(t, x; u_0) = \omega \quad \text{for any} \quad 0 < c < c^*.
\]

Next, we shall extend Proposition 1 to a more general case that both the reaction functions \( g(\cdot) \) and \( \Gamma(\cdot) \) do not have the monotonicity prescribed in Proposition 1.

3. **Main results.** For a given \( b \geq \omega \), let \( L_r, L_p \) be the Lipschitz constants of \( r(\cdot) \) and \( p(\cdot) \) on \([0, b]\), respectively, and let

\[
m = \max_{u \in [0, b]} g(u), \quad \alpha = \max_{v \in [0, m]} \Gamma(v), \quad \beta = L_r + \alpha L_p.
\]

For convenience, denote

\[
k_g(u)(t, x) = \int_{\mathbb{R}} k(x-y)g(u(t, y))dy.
\]

It then follows that Eq. (5) can be rewritten as

\[
u_t(t, x) + \beta u(t, x) - H(u)(t, x) = 0, \tag{8}
\]

where

\[
H(u)(t, x) = \beta u + r(u) + p(u)\Gamma(k_g(u)(t, x)).
\]

It is convenient to write (8) into the following equivalent integral form

\[
u(t, x) = u(0, x)e^{-\beta t} + \int_0^t e^{-\beta(t-z)}H(u)(z, x)dz, \quad t \geq 0, x \in \mathbb{R}. \tag{9}
\]

By the integral form (9), the existence and uniqueness of solutions of (5) can be obtained by standard arguments (cf.[30]).
Definition 3.1. A function $g : \mathbb{R}_+ \to \mathbb{R}_+$ is called unimodal on $[0, b]$ if there is some $\tilde{a} \in (0, b)$ such that $g$ is increasing on $[0, \tilde{a}]$ and decreasing on $[\tilde{a}, \infty)$. The number $\tilde{a}$ is called a mode of $g$.

Now, we state and prove the following main result, which shows that the $c^*$ defined in (6) is also the spreading speed of (5) even when $g(\cdot)$ and $\Gamma(\cdot)$ are unimodal functions. Moreover, the upward convergence as stated in Proposition 1 (ii) is also holds under the additional assumption

\begin{align*}
\text{(K)} \quad & \text{For } v, u \text{ satisfying } 0 < v \leq \omega \leq u \leq \theta, \Gamma(g(u)) = -r(u)/p(u) \text{ and } \Gamma(g(\omega)) \geq -r(u)/p(u), \text{ it follows that } v = u, \text{ where } \theta \text{ is the point such that } -r(\theta)/p(\theta) = m, \quad m = \max_{v \in [0, \max_{u > 0} g(u)]} \Gamma(v).
\end{align*}

Theorem 3.2. Assume that (H) holds, $g(\cdot)$ is unimodal on $[0, \omega]$, and either $\Gamma(\cdot)$ is a monotone or unimodal function. Then, the following conclusions are valid:

(i) If $u_0 \in X_\omega$ is compact supported, then the solution of (5) satisfies

\begin{equation}
\lim_{t \to \infty, \ |x| \geq ct} u(t, x; u_0) = 0 \quad \text{for } c > c^*.
\end{equation}

(ii) If $u_0 \in X_\omega$ with $u_0 \neq 0$, then there exists some $\epsilon > 0$ such that the solution of (5) satisfies

\begin{equation}
\lim \inf_{t \to \infty, \ |x| \leq ct} u(t, x; u_0) \geq \epsilon \quad \text{for } 0 < c < c^*.
\end{equation}

If, in addition, (K) holds, then

\begin{equation}
\lim_{t \to \infty, \ |x| \leq ct} u(t, x; u_0) = \omega.
\end{equation}

Proof. Since $g$ is unimodal on $[0, \omega]$, we may assume that $a \in (0, \omega)$ is the mode of $g$. We consider the following two cases:

Case I. $\Gamma$ is monotone on $[0, g(a)]$. Since $\Gamma(g(a)) \geq \Gamma(g(\omega)) = -r(\omega)/p(\omega)$, $-r(0)/p(0) = 0$ and $-r(u)/p(u) \to \infty$ as $u \to \theta$, there exists a $\omega^0 \in (\omega, \theta)$ such that $-r(\omega^0)/p(\omega^0) = \Gamma(g(a))$. Let $\tilde{u} \in (0, a)$ be the smallest number such that $g(\tilde{u}) = \min_{u \in [a, \omega^0]} g(u) = g(\omega^0)$. Similarly, there exists $\omega_0 \leq \omega$ such that $-r(\omega_0)/p(\omega_0) = \Gamma(g(\tilde{u}))$. Define

$$g^+(u) = \begin{cases} g(u), & u \in [0, a], \\ g(a), & u \in [a, \omega^0], \end{cases} \quad g^-(u) = \begin{cases} g(u), & u \in [0, \tilde{u}], \\ g(\tilde{u}), & u \in [\tilde{u}, \omega^0]. \end{cases}$$

Then, both $g^+(u)$ and $g^-(u)$ are nondecreasing on $[0, \omega^0]$, and

$$g^-(u) \leq g(u) \leq g^+(u) \quad \text{for } u \in [0, \omega^0].$$

Furthermore,

$$\Gamma(g^+(\omega^0)) = \Gamma(g(a)) = -r(\omega^0)/p(\omega^0), \quad \Gamma(g^+(0)) = \Gamma(g(0)) = 0.$$ \text{Note that}

$$\Gamma(g^+(u)) \geq \Gamma(g(u)) > -r(u)/p(u) \quad \text{for } u \in (0, \omega),$$

and

$$\Gamma(g^+(u)) = \Gamma(g(a)) = -r(\omega^0)/p(\omega^0) > -r(u)/p(u) \quad \text{for } u \in [\omega, \omega^0].$$
Thus, \( \Gamma \left( g^+(u) \right) > -r(u)/p(u) \) for \( u \in (0, \omega^0) \).
Moreover, \( \Gamma \left( g^-(\omega^0) \right) = \Gamma \left( g(\bar{u}) \right) = -r(\omega^0)/p(\omega^0) \) and \( \Gamma \left( g^-(0) \right) = \Gamma \left( g(0) \right) = 0 \).

Note that
\[
\Gamma \left( g^{-}(u) \right) = \Gamma \left( g(u) \right) > -r(u)/p(u) \quad \text{for} \quad u \in (0, \bar{u}].
\]
Thus,
\[
\Gamma \left( g^{-}(u) \right) > -r(u)/p(u) \quad \text{for} \quad u \in (0, \omega^0).
\]

By the above definitions of \( g^- \) and \( g^+ \), it is easily seen that
\[
\Gamma \left( g^{-}(u) \right) \leq \Gamma \left( g(u) \right) \leq \Gamma \left( g^+(u) \right) \quad \text{for} \quad u \in [0, \omega^0].
\]

Consider the following two convolution equations
\[
u_t(t, x) = r(u) + p(u)\Gamma \left(k \ast g^+(u)(t, x)\right), \quad (13)\]
and
\[
u_t(t, x) = r(u) + p(u)\Gamma \left(k \ast g^-(u)(t, x)\right). \quad (14)\]

For a given \( u_0 \in \mathbb{R}_\omega \) with compact support, let \( u(t, x) = u(t, x; u_0) \) and \( u^+(t, x) = u(t, x; u_0) \) be the solutions of (5) and (13), respectively. Observe that the solution of (5) is the subsolution of (13). By the comparison principle (cf. [30]), it follows that
\[
0 \leq u(t, x) \leq u^+(t, x) \quad \text{for} \quad t \geq 0, x \in \mathbb{R}.
\]

Since \( \lim_{t \to \infty, |x| \leq ct} u^+(t, x) = 0 \) for \( c > c^* \) by Proposition 1, we then have
\[
\lim_{t \to \infty, |x| \leq ct} u(t, x) = 0 \quad \text{for} \quad c > c^*.
\]

For a given \( u_0 \in \mathbb{R}_\omega \setminus \{0\} \), define \( u^-_0(x) = \min\{u_0(x), \omega^0\}, \) \( x \in \mathbb{R} \). Clearly, \( u^-_0 \in \mathbb{R}_\omega \) and \( u^-_0 \neq 0 \).

Let \( u(t, x; u_0) \), \( u^+(t, x; u_0) \) and \( u^-(t, x) = u(t, x; u^-_0) \) be the solutions of (5), (13) and (14), respectively. By the comparison principle, we obtain
\[
0 \leq u^-(t, x) \leq u(t, x) \leq u^+(t, x) \quad \text{for} \quad t \geq 0, x \in \mathbb{R}.
\]

Note by Proposition 1, we have
\[
\lim_{t \to \infty, |x| \leq ct} u^-(t, x) = \omega^0 \quad \text{and} \quad \lim_{t \to \infty, |x| \leq ct} u^+(t, x) = \omega_0 \quad \text{for} \quad 0 < c < c^*.
\]

It then follows that
\[
\omega_0 \leq \liminf_{t \to \infty, |x| \leq ct} u(t, x) \leq \limsup_{t \to \infty, |x| \leq ct} u(t, x) \leq \omega^0 \quad \text{for} \quad 0 < c < c^*.
\]

**Case II.** \( \Gamma \) is unimodal on \([0, g(a)]\). Since \( \Gamma \) is unimodal on \([0, g(a)]\), we may assume that \( u_0 \in (0, a) \) is the point such that \( g(u_0) \) is the mode of \( \Gamma \). Then, \( \Gamma(v) \) is increasing on \([0, g(u_0)]\). Note that \( \min_{v \in [g(u_0), g(a)]} \Gamma(v) = \Gamma(g(a)) \). There exists \( \hat{u} \in (0, u_0) \) such that
\[
g(\hat{u}) \leq g(u_0) \quad \text{and} \quad \Gamma(g(\hat{u})) = \min_{v \in [g(u_0), g(a)]} \Gamma(v).
\]

Define
\[
\Gamma^+(v) = \begin{cases} \Gamma(v), & v \in [0, g(u_0)], \\
\Gamma(g(u_0)), & v \in [g(u_0), g(a)] \end{cases}, \quad \Gamma^-(v) = \begin{cases} \Gamma(v), & v \in [0, g(\hat{u})], \\
\min_{s \in [v, g(a)]} \Gamma(s), & v \in [g(\hat{u}), g(a)]. \end{cases}
\]
Then, both \( \Gamma^+(v) \) and \( \Gamma^-(v) \) are nondecreasing on \([0, g(a)]\), and
\[
\Gamma^-(v) \leq \Gamma(v) \leq \Gamma^+(v) \quad \text{for} \quad u \in [0, g(a)].
\]
Since \(-r(0)/p(0) = 0\) and \(-r(u)/p(u) \to \infty\) as \(u \to \theta\), there exists \(\omega_2 \in (0, \theta)\) such that \(-r(\omega_2)/p(\omega_2) = \Gamma(g(u_0))\). Since \(-r(u)/p(u)\) is increasing on \((0, \theta)\) and
\[
-r(\omega_2)/p(\omega_2) = \Gamma(g(u_0)) \geq \Gamma(g(\omega)) = -r(\omega)/p(\omega),
\]
it follows that \(\omega_2 \geq \omega\).
Choose \(u_1 \in (0, a)\) such that \(g(u_1) \leq \min\{g(\hat{u}), g(\omega_2)\}\). Since \(-r(0)/p(0) = 0\) and \(-r(u)/p(u) \to \infty\) as \(u \to \theta\), there exists \(\omega_1 \in (0, \theta)\) such that \(-r(\omega_1)/p(\omega_1) = \Gamma(g(u_1))\). Since \(\Gamma(g(u_1)) > -r(u_1)/p(u_1)\), \(-r(u)/p(u)\) is increasing on \((0, \theta)\) and
\[
-r(\omega_1)/p(\omega_1) = \Gamma(g(u_1)) \leq \Gamma(g(\omega)) = -r(\omega)/p(\omega),
\]
it follows that \(u_1 < \omega_1 \leq \omega\).
Define
\[
g^+(u) = \begin{cases} g(u), & u \in [0, u_1], \\ \max_{s \in [u_1, u]} g(s), & u \in [u_1, \omega_2], \end{cases} \quad g^-(u) = \begin{cases} g(u), & u \in [0, u_1], \\ g(u_1), & u \in [u_1, \omega_2]. \end{cases}
\]
Then, both \(g^+(u)\) and \(g^-(u)\) are nondecreasing on \([0, \omega_2]\), and
\[
g^-(u) \leq g(u) \leq g^+(u) \quad \text{for} \quad u \in [0, \omega_2].
\]
Furthermore, \(\Gamma^+(g^+(0)) = \Gamma(g(0)) = 0\), and
\[
\Gamma^+(g^+(\omega_2)) = \Gamma^+(g(a)) = \Gamma(g(u_0)) = -r(\omega_2)/p(\omega_2).
\]
Note that
\[
\Gamma^+(g^+(u)) \geq \Gamma(g(u)) > -r(u)/p(u) \quad \text{for} \quad u \in (0, w),
\]
and
\[
\Gamma^+(g^+(u)) = \Gamma^+(g(a)) = \Gamma(g(u_0)) > -r(u)/p(u) \quad \text{for} \quad u \in [w, \omega_2).
\]
Thus,
\[
\Gamma^+(g^+(u)) > -r(u)/p(u) \quad \text{for} \quad u \in (0, \omega_2).
\]
It is easily seen that \(\Gamma^-(g^-(0)) = \Gamma(g(0)) = 0\), and
\[
\Gamma^-(g^-(\omega_1)) = \Gamma(g(u_1)) = -r(\omega_1)/p(\omega_1).
\]
Observe that
\[
\Gamma^-(g^-(u)) = \Gamma^-(g(u)) = \Gamma(g(u)) > -r(u)/p(u) \quad \text{for} \quad u \in (0, u_1].
\]
Moreover, since \(g^-(u) = g(u_1)\) for \(u \in (u_1, \omega_1)\), it follows that
\[
\Gamma^- (g^-(u)) = \Gamma^- (g(u_1)) = -r(\omega_1)/p(\omega_1) > -r(u)/p(u), \quad u \in (u_1, \omega_1).
\]
Thus,
\[
\Gamma^- (g^-(u)) > -r(u)/p(u) \quad \text{for} \quad u \in (0, \omega_1).
\]
In view of the definitions of \(g^-, g^+, \Gamma^-\) and \(\Gamma^+\), it is easy to see that
\[
\Gamma^-(g^-(u)) \leq \Gamma(g^-(u)) \leq \Gamma^+(g(u)) \leq \Gamma^+(g^+(u)) \quad \text{for} \quad u \in [0, \omega_2).
\]
Consider the following two convolution equations
\[
u_t(t,x) = r(u) + p(u)\Gamma^+(k \ast g^+(u)(t,x))
\]
and
\[
u_t(t,x) = r(u) + p(u)\Gamma^-(k \ast g^-(u)(t,x)).
\]
By similar arguments to those in the case I, we would obtain that
\[
\lim_{t \to \infty, |x| \geq ct} u(t, x) = 0 \quad \text{for} \quad c > c^*,
\]
and
\[
\omega_1 \leq \liminf_{t \to \infty, |x| \leq ct} u(t, x) \leq \limsup_{t \to \infty, |x| \leq ct} u(t, x) \leq \omega_2 \quad \text{for} \quad 0 < c < c^*.
\]

We next further to prove the upward convergence (7) holds if the condition (K) is satisfied. Since the proof is similar for the above two cases, we only prove the conclusion for the Case II. Our proof is mainly based on the fluctuation method (cf. [24, 25]). For any \((v, u) \in \mathbb{R}_+^2\), define two continuous functions as follows
\[
f(v, u) = \begin{cases} \min_{s \in [v, u]} \Gamma(s), & \text{if } v \leq u, \\ \max_{s \in [v, u]} \Gamma(s), & \text{if } u \leq v, \end{cases}
\]
\[
h(v, u) = \begin{cases} \min_{s \in [v, u]} g(s), & \text{if } v \leq u, \\ \max_{s \in [v, u]} g(s), & \text{if } u \leq v. \end{cases}
\]
It is easy to see that \(f\) and \(h\) are nondecreasing with respect to the first variable \(v\), and nonincreasing with respect to the second variable \(u\). Furthermore, \(f(u, v) = \Gamma(u)\) and \(h(u, u) = g(u)\). Then by (9), we have
\[
u(t, x) = u(0, x)e^{-\beta t} + \int_0^t e^{\beta (t-z)} \left[ \beta u(t-z, x) + r(u(t-z, x)) + p(u(t-z, x)) + \Gamma(k*g(u)(t-z, x)) \right] dz
\]
\[
= u(0, x)e^{-\beta t} + \int_0^t e^{\beta (t-z)} \left[ \beta u(t-z, x) + r(u(t-z, x)) + p(u(t-z, x)) \times f(k*h(u(t-z, x), u(t-z, x)), k*h(u(t-z, x), u(t-z, x))) \right] dz.
\]

For any \(a \in (0, c^*)\), define
\[
w_*(a) = \liminf_{t \to \infty, |x| \leq at} u(t, x), \quad w^*(a) = \limsup_{t \to \infty, |x| \leq at} u(t, x).
\]
Let \(c \in (0, c^*)\) be given, and fix a number \(\gamma \in (c, c^*)\). Define
\[
v_*(c, \gamma) = \inf_{c < a < \gamma} w_*(a), \quad v^*(c, \gamma) = \sup_{c < a < \gamma} w^*(a).
\]
It then follows that
\[
v_*(c, \gamma) \leq w_*(a) \leq w^*(a) \leq v^*(c, \gamma), \quad \forall a \in [c, \gamma].
\]
Since \(a \in (0, c^*)\), it follows from (15) that
\[
0 < \omega_1 \leq w_*(a) \leq w^*(a) \leq \omega_2 \quad \forall a \in (0, c^*).
\]
Hence,
\[
0 < \omega_1 \leq v_*(c, \gamma) \leq v^*(c, \gamma) \leq \omega_2.
\]
For any \(a \in (c, \gamma)\), choose two sequences \(\{t_j\} \subset [0, \infty)\) and \(\{x_j\} \subset \mathbb{R}\) such that \(|x_j| \leq at_j, t_j \to \infty\) as \(j \to \infty\), and \(\lim_{j \to \infty} w(t_j, x_j) = w_*(a)\). For any given \(\sigma \in \mathbb{R}_+\) and \(\eta \in \mathbb{R}\), we have
\[
w_*(\gamma) \leq \liminf_{j \to \infty} u(t_j - \sigma, x_j - \eta) \leq \limsup_{j \to \infty} u(t_j - \sigma, x_j - \eta) \leq w^*(\gamma).
\]
By Fatou’s lemma, it follows from (16) that
\[ w_*(a) \geq \int_0^\infty e^{-\beta z} \liminf_{t \to \infty} \left[ \beta u(t-z,x) + r(u(t-z,x)) + p(u(t-z,x)) \right] \times f(k \ast h(u(t-z,x),u(t-z,x)),k \ast h(u(t-z,x),u(t-z,x))) \] \[ dz. \]
Note that \( l(u) = \beta u + r(u) + \exp(u) \) is nondecreasing in \( u \in [0,\omega_2] \). Then by the monotonicity of \( f, \ h \), it follows that
\[ w_*(a) \geq \int_0^\infty e^{-\beta z} \left[ \beta v_*(gamma) + r(v_*(gamma)) + p(v_*(gamma)) f(h(v_*(gamma),v_*(gamma)),h(v_*(gamma),v_*(gamma))) \right] \] \[ \geq \int_0^\infty e^{-\beta z} \left[ \beta v_*(c,\gamma) + r(v_*(c,\gamma)) + p(v_*(c,\gamma)) \times \right. \] \[ \left. f(h(v_*(c,\gamma),v_*(c,\gamma)),h(v_*(c,\gamma),v_*(c,\gamma))) \right] \] \[ = v_*(c,\gamma) + \frac{1}{\beta} [r(v_*(c,\gamma)) + p(v_*(c,\gamma)) f(h(v_*(c,\gamma),v_*(c,\gamma)),h(v_*(c,\gamma),v_*(c,\gamma))]. \]
Thus, we have
\[ v_*(c,\gamma) \geq v_*(c,\gamma) \] \[ + \frac{1}{\beta} [r(v_*(c,\gamma)) + p(v_*(c,\gamma)) f(h(v_*(c,\gamma),v_*(c,\gamma)),h(v_*(c,\gamma),v_*(c,\gamma))], \]
and then
\[ r(v_*(c,\gamma)) + p(v_*(c,\gamma)) f(h(v_*(c,\gamma),v_*(c,\gamma)),h(v_*(c,\gamma),v_*(c,\gamma))) \leq 0. \] (17)
Similarly, we have
\[ r(v^*(c,\gamma)) + p(v^*(c,\gamma)) f(h(v^*(c,\gamma),v_*(c,\gamma)),h(v^*(c,\gamma),v_*(c,\gamma))) \geq 0. \] (18)
According to the definition of \( h \), there exists \( v, u \in [v_*(c,\gamma), v^*(c,\gamma)] \subset [\omega_1, \omega_2] \) such that
\[ h(v_*(c,\gamma),v^*(c,\gamma)) = g(u), \quad h(v^*(c,\gamma),v_*(c,\gamma)) = g(v). \]
It then follows from (17) and (18) that
\[ r(v_*(c,\gamma)) + p(v_*(c,\gamma)) f(g(u),g(v)) \leq 0, \]
\[ r(v^*(c,\gamma)) + p(v^*(c,\gamma)) f(g(v),g(u)) \geq 0. \]
By the definition of \( f \), there exists \( v_0, u_0 \) lying between \( v \) and \( u \) such that
\[ f(g(u),g(v)) = \Gamma(g(u_0)), \quad f(g(v),g(u)) = \Gamma(g(v_0)). \]
Thus,
\[ r(v_*(c,\gamma)) + p(v_*(c,\gamma)) \Gamma(g(u_0)) \leq 0, \quad r(v^*(c,\gamma)) + p(v^*(c,\gamma)) \Gamma(g(v_0)) \geq 0. \] (19)
Since \(-r(u)/p(u)\) is strictly increasing on \([0,\omega_2]\), it follows that
\[ \Gamma(g(u_0)) \leq -r(v_*(c,\gamma))/p(v_*(c,\gamma)) \leq -r(u_0)/p(u_0) \]
and
\[ \Gamma(g(v_0)) \geq -r(v^*(c,\gamma)) + p(v^*(c,\gamma)) \geq -r(v_0)/p(v_0), \]
which imply that \( v_0 \leq \omega \leq u_0 \) according to assumption (vi) in (H). Note also from (19) that
\[ \Gamma(g(u_0)) \leq -r(v_0)/p(v_0), \quad \Gamma(g(v_0)) \geq -r(u_0)/p(u_0). \]
By property (K), it follows that \( v_0 = u_0 \). Hence, \( v_0 = u_0 = \omega \). It then follows from (19) that
\[
\Gamma (g(\omega)) = -r(v_*(c, \gamma)) / p(v_*(c, \gamma)) \leq -r(v^*(c, \gamma)) / p(v^*(c, \gamma)) \leq \Gamma (g(\omega)).
\]
Thus, \( v_*(c, \gamma) = v^*(c, \gamma) = \omega \). It then follows that
\[
\omega = v_*(c, \gamma) \leq w_*(c) \leq v^*(c, \gamma) = \omega,
\]
which implies that
\[
\lim_{t \to \infty, |x| \leq ct} u(t, x) = \omega \quad \text{for} \quad c \in (0, c^*).
\]
This completes the proof. \( \square \)

**Theorem 3.3.** Assume that (H) holds, \( g(\cdot) \) is a monotone function, and either \( \Gamma(\cdot) \) is a monotone or unimodal function. Then, the following conclusions are valid:

(i) If \( u_0 \in \mathcal{X}_\omega \) is compact supported, then the solution of (5) satisfies
\[
\lim_{t \to \infty, |x| \geq ct} u(t, x; u_0) = 0 \quad \text{for} \quad c > c^*.
\]
(ii) If \( u_0 \in \mathcal{X}_\omega \) with \( u_0 \not\equiv 0 \), then there exists some \( \epsilon > 0 \) such that the solution of (5) satisfies
\[
\liminf_{t \to \infty, |x| \leq ct} u(t, x; u_0) \geq \epsilon \quad \text{for} \quad 0 < c < c^*.
\]

If, in addition, (K) holds, then
\[
\lim_{t \to \infty, |x| \leq ct} u(t, x; u_0) = \omega.
\]

**Proof.** We divide the proof into two cases.

**Case I.** \( \Gamma \) is monotone on \([0, g(\omega)]\). In this case, the existence of spreading speed has been showed by Proposition 1.

**Case II.** \( \Gamma \) is unimodal on \([0, g(\omega)]\). Since \( \Gamma \) is unimodal on \([0, g(\omega)]\), there exists \( \bar{u} \in (0, \omega) \) such that \( g(\bar{u}) \) is the mode of \( \Gamma \), i.e., \( \Gamma(g(\bar{u})) = \max_{u \geq 0} \Gamma(u) \). By \( \Gamma(g(\bar{u})) = \Gamma(g(\omega)) = -r(\omega)/p(\omega) \) and the monotonicity of \( -r(u)/p(u) \), it follows that there exists \( \omega^* \geq \omega \) such that
\[
\Gamma(g(\bar{u})) = -r(\omega^*)/p(\omega^*).
\]
Define
\[
\Gamma^+(v) = \begin{cases} 
\Gamma(v), & v \in [0, g(\bar{u})], \\
\Gamma(g(\bar{u})), & v \in [g(\bar{u}), g(\omega^*)].
\end{cases}
\]
Then, \( 0 < \Gamma^+(v) \leq \Gamma(g(\bar{u})) \), \( \Gamma^+(v) \leq \Gamma'(0)v \) for \( v > 0 \). Furthermore,
\[
\Gamma^+(g(\omega^*)) = \Gamma(g(\bar{u})) = -r(\omega^*)/p(\omega^*).
\]
Note that
\[
\Gamma^+(g(u)) = \Gamma(g(u)) > -r(u)/p(u) \quad \text{for} \quad u \in (0, \bar{u}],
\]
and
\[
\Gamma^+(g(u)) = \Gamma(g(\bar{u})) = -r(\omega^*)/p(\omega^*) > -r(u)/p(u) \quad \text{for} \quad u \in (\bar{u}, \omega^*).
\]
It follows that
\[
\Gamma^+(g(u)) > -r(u)/p(u) \quad \text{for} \quad u \in (0, \omega^*).
\]
Let \( \hat{u} \in (0, \bar{u}) \) be the smallest number such that \( \Gamma(g(\hat{u})) = \min_{v \in [g(\bar{u}), g(\omega^*)]} \Gamma(v) \). By \( \Gamma(g(\hat{u})) \leq \Gamma(g(\omega)) = -r(\omega)/p(\omega) \) and the monotonicity of \(-r(u)/p(u)\), it follows that there exists \( \omega_* \leq \omega \) such that 
\[
\Gamma(g(\hat{u})) = -r(\omega_*)/p(\omega_*).
\]
Since \( \Gamma(g(\omega_*)) \geq -r(\omega_*)/p(\omega_*), \) it follows that \( \hat{u} \leq \omega_* \leq \omega \). Define
\[
\Gamma^-(v) = \begin{cases} 
\Gamma(v), & v \in [0, g(\hat{u})], \\
\Gamma(g(\hat{u})), & v \in [g(\bar{u}), g(\omega^*)].
\end{cases}
\]
Clearly, \( 0 < \Gamma^-(v) \leq \Gamma(g(\hat{u})), \Gamma^-(v) \leq \Gamma^+(0)v \) for \( v > 0 \), and
\[
\Gamma^-(g(\omega_*)) = \Gamma(g(\hat{u})) = -r(\omega_*)/p(\omega_*).
\]
Note that
\[
\Gamma^-(g(u)) = \Gamma(g(u)) > -r(u)/p(u) \quad \text{for} \quad u \in (0, \hat{u}],
\]
and
\[
\Gamma^-(g(u)) = \Gamma(g(\hat{u})) = -r(\omega_*)/p(\omega_*) > -r(u)/p(u) \quad \text{for} \quad u \in (\hat{u}, \omega_*).
\]
It follows that 
\[
\Gamma^-(g(u)) > -r(u)/p(u) \quad \text{for} \quad u \in (0, \omega_*).
\]
By the above definitions of \( \Gamma^- \) and \( \Gamma^+ \), it is easily seen that 
\[
\Gamma^- (g(u)) \leq \Gamma^+(g(u)) \leq \Gamma^+(0) \quad \text{for} \quad u \in [0, \omega^*].
\]
Consider the following two convolution equations 
\[
u_t(t, x) = r(u) + p(u)\Gamma^+(k * g(u))(t, x)
\]
and 
\[
u_t(t, x) = r(u) + p(u)\Gamma^- (k * g(u))(t, x).
\]
By arguments similar to those in the Theorem 3.2, we would obtain the conclusions. This completes the proof.

4. Applications. According to the general setting for the nonlinearity of (5). The results established in Section 3 can be applied to a variety of integro-differential equations. Here, we only present three examples to illustrate the application of the theoretical results.

Example 4.1. Consider the convolution equation
\[
u_t(t, x) = -du(t, x) + \frac{\alpha k * u}{1 + \beta (k * u)^m}, \quad (23)
\]
where \( \beta, m > 0, \alpha > d > 0, \) and 
\[
k * u = \int_{\mathbb{R}} k(y)u(t - r, x - y)dy.
\]
It is easy to see that (23) admits two equilibria \( 0 \) and \( \omega := (\frac{\alpha - d}{\alpha \beta})^{\frac{1}{m}} > 0 \). By direct computation, it follows that 
\[
\Gamma(v) = \frac{\alpha v}{1 + \beta v^m}
\]
is strictly monotone on \( \mathbb{R}_+ \) when \( 0 < m \leq 1 \), and is non-monotone with unimodality at \( v_0 = (\frac{1}{\beta(m-1)})^{\frac{1}{m}} \) when \( m > 1 \). Moreover, \( \Gamma(v) \) is strictly monotone on \([0, \omega]\) when 
\( m \in (1, \frac{\alpha}{\alpha - d}] \).
Next, we verify the property (K). It is easy to see that \( \max_{v \in \mathbb{R}^+} \frac{\alpha v}{1 + \beta v} = \frac{\alpha(m-1)}{m} \left( \frac{1}{\beta(m-1)} \right)^{\frac{1}{m}} \) when \( m > 1 \). Let \( \vartheta = \frac{\alpha(m-1)(1 - \beta)}{\beta(m-1)} \). For any \( v, u \) satisfying \( 0 < v \leq \omega \leq u \leq \vartheta \), \( \Gamma(u) \leq dv \) and \( \Gamma(v) \geq du \), we have
\[
\vartheta \Gamma(v) \geq u \Gamma(u).
\]

Note that function \( s \Gamma(s) = \frac{\alpha s^2}{1 + \beta s^m} \) is strictly increasing for \( s \in [0, +\infty) \) when \( m \in (0, 2] \), and is strictly increasing for \( s \in [0, \left( \frac{2}{\beta(m-2)} \right)^{\frac{1}{m}}] \) when \( m > 2 \). Thus, it follows that \( u = v \) when \( m \in (0, 2] \), or when \( m > 2 \) and \( \vartheta \leq \left( \frac{2}{\beta(m-2)} \right)^{\frac{1}{m}} \), namely, \( \vartheta \leq \frac{m-2}{m-1} \left( \frac{2(m-1)}{m-2} \right)^{\frac{1}{m}} \).

Let \( c^* \) be defined as in (6) with \( r(u) = -du, \ g(u) = u, \ p(u) = 1 \) and \( \Gamma(v) = \frac{\alpha v}{1 + \beta v} \). Applying Theorem 3.3, we have the following conclusions.

**Theorem 4.1.** Assume that \( k \) satisfies the assumptions in (H). Then the \( c^* \) is the spreading speed of (23) in the sense that (20) and (21) in Theorem 3.3 hold for (23). Moreover, the equality (22) in Theorem 3.3 is valid when \( m \in (0, \max\{2, \frac{\alpha}{\alpha - \beta}\}) \), or \( m > \max\{2, \frac{\alpha}{\alpha - \beta}\} \) and \( \frac{2}{\alpha} \leq \frac{m-2}{m-1} \left( \frac{2(m-1)}{m-2} \right)^{\frac{1}{m}} \).

**Example 4.2.** Consider the following specific case of (2)
\[
u(t, x) = -u(t, x) + \int_{\mathbb{R}} k(x - y)g(u(t, y))dy, \tag{24}
\]
where \( g(u) = \alpha e^{-\beta u}, \ \alpha > 1, \ \beta > 0 \).

It is easy to see that (24) admits exactly two constant steady states 0 and \( \omega = \frac{\ln \alpha}{\beta} > 0 \) provided that \( \alpha > 1 \). Note that
\[
g'(u) = \alpha e^{-\beta u}(1 - \beta u),
\]
It follows that \( g(u) \) is monotone on \([0, \frac{\ln \alpha}{\beta}]\) if \( \alpha \leq e \) and is unimodal on \([0, \frac{\ln \alpha}{\beta}]\) if \( \alpha > e \).

We further to verify the property (K). It holds for \( \alpha \in (e, e^2] \). For any \( u, v \) satisfying \( 0 < v \leq \omega \leq u \leq \frac{\alpha}{\beta e}, g(u) \leq v \) and \( g(v) \geq u \), since \( g(v) \) is decreasing on \([\omega, +\infty)\), we have \( v \geq g(u) \geq g(g(v)) \), and then
\[
g(g(v))/v \leq 1 = g(g(\omega))/\omega. \tag{25}
\]
Let \( f(u) = g(g(u))/u = e^{-\beta(u + \alpha u e^{-\beta c})} \). Direct calculation shows that for \( \alpha \in (e, e^2] \), the function \( f(u) \) is strictly decreasing. Thus it follows from (25) that \( v = \omega \). On the other hand, since \( \omega \leq u \leq g(v) = g(\omega) = \omega \), it follows that \( u = \omega \). Thus, we have \( u = v \).

Let \( c^* \) be defined as in (6) with \( r(u) = -u, \ g(u) = \alpha e^{-\beta u}, \ p(u) = 1 \) and \( \Gamma(v) = v \). Applying Theorem 3.2, we have the following conclusions.

**Theorem 4.2.** Assume that \( k \) satisfies the assumptions in (H). Then the \( c^* \) is the spreading speed of (24) in the sense that (10) and (11) in Theorem 3.2 hold for (24). Moreover, the equality (12) in Theorem 3.2 holds for \( \alpha \in (1, e^2] \).

**Example 4.3.** Consider the integro-differential equation
\[
u_u(t, x) = -du(t, x) + F \left( \int_{\mathbb{R}} k(x - y)u(t, y)dy \right), \tag{26}
\]
where \( d > 0 \), and \( F(v) = av(1 - v) \). Clearly, the saptially homogeneous equation of (26) is the logistic type equation.
Assume that $d < a < 4d$ so that (26) admits two equilibria $0$ and $ω := 1 - \frac{d}{a} > 0$, $F'(0) > d$ and $F([0, 1]) \subset [0, d]$ (restricted in the interval $[0, 1]$ such that $F(v)$ is nonnegative). Since $F'(v) = a(1 - 2v)$, which implies that $F(v)$ is increasing for $0 < v < \frac{1}{2}$ and is decreasing for $v < \frac{1}{2}$. Consequently, $F(v)$ is monotone on $[0, ω]$ if $d < a \leq 2d$, while it is unimodal on $[0, ω]$ if $2d < a < 4d$. Moreover, if $a \in (2d, 3d]$, then it can be easily verified the property (K) holds by arguments similar to those in Example 4.2.

Let $c^*$ be defined as in (6) with $r(u) = -du$, $g(u) = u$, $p(u) = 1$ and $Γ(v) = F(v)$. Applying Theorem 3.3, we have the following conclusions.

**Theorem 4.3.** Assume that $k$ satisfies the assumptions in (H) and $d < a < 4d$. Then the $c^*$ is the spreading speed of (26), i.e., (20) and (21) in Theorem 3.3 hold for (26). Moreover, the equality (22) in Theorem 3.3 holds when $d < a \leq 3d$.

**Acknowledgments.** We would like to thank the anonymous referee for his or her helpful comments to the earlier version of our paper.

**REFERENCES**

[1] D. G. Aronson and H. F. Weinberger, Nonlinear diffusion in population genetics, combustion, and nerve pulse propagation, in Partial Differential Equations and Related Topics, Lecture Notes in Mathematics, 446, Springer, Berlin, 1975, 5–49.

[2] D. G. Aronson and H. F. Weinberger, Multidimensional nonlinear diffusion arising in population dynamics, Adv. in Math., 30 (1978), 33–76.

[3] P. W. Bates, P. C. Fife, X. Ren and X. Wang, Traveling waves in a convolution model for phase transition, Arch. Rational Mech. Anal., 138 (1997), 105–136.

[4] X. F. Chen, Existence, uniqueness, and asymptotic stability of traveling waves in nonlocal evolution equations, Adv. Differential Equations, 2 (1997), 125–160.

[5] Z. X. Chen, B. Ermentrout and B. Mcleod, Traveling fronts for a class of non-local convolution differential equations, Appl. Anal., 64 (1997), 235–253.

[6] O. Diekmann, Run for your life. A note on the asymptotic speed of propagation of an epidemic, J. Differential Equations, 33 (1979), 58–73.

[7] O. Diekmann, Thresholds and travelling waves for the geographical spread of an infection, J. Math. Biol., 6 (1978), 109–130.

[8] O. Diekmann and H. G. Kaper, On the bounded solutions of a nonlinear convolution equation, Nonlinear Anal., 2 (1978), 721–737.

[9] W. Ding and X. Liang, Principal eigenvalues of generalized convolution operators on the circle and spreading speeds of noncompact evolution systems in periodic media, SIAM J. Math. Anal., 47 (2015), 855–896.

[10] B. Ermentrout and J. McLeod, Existence and uniqueness of travelling waves for a neural network, Proc. Roy. Soc. Edinburgh Sect. A, 123 (1993), 461–478.

[11] J. Fang and X.-Q. Zhao, Existence and uniqueness of traveling waves for non-monotone integral equations with applications, J. Differential Equations, 248 (2010), 2199–2226.

[12] J. Fang and X.-Q. Zhao, Monotone wavefronts of the nonlocal Fisher-KPP equation, Nonlinearity, 24 (2011), 3043–3054.

[13] C. Gomez, H. Prado and S. Trofimchuk, Separation dichotomy and wavefronts for a nonlinear convolution equation, J. Math. Anal. Appl., 420 (2014), 1–19.

[14] S. Hsu and X.-Q. Zhao, Spreading speeds and traveling waves for nonmonotone integrodifference equations, SIAM J. Math. Anal., 40 (2008), 776–789.

[15] V. Hutson, S. Martinez, K. Mischaikow and G. T. Vickers, The evolution of dispersal, J. Math. Biol., 47 (2003), 483–517.

[16] Y. Jin and X.-Q. Zhao, Spatial dynamics of a periodic population model with dispersal, Nonlinearity, 22 (2009), 1167–1189.

[17] B. T. Li, M. A. Lewis and H. F. Weinberger, Existence of traveling waves for integral recursions with nonmonotone growth functions, J. Math. Biol., 58 (2009), 323–338.

[18] X. Liang and X.-Q. Zhao, Asymptotic speeds of spread and traveling waves for monotone semiflows with application, Comm. Pure Appl. Math., 60 (2007), 1–40.
[19] G. Lin, W. T. Li and S. G. Ruan, Spreading speeds and traveling waves in competitive recursion systems, *J. Math. Biol.*, **62** (2011), 165–201.

[20] A. De Masi, T. Gobron and E. Presutti, Travelling fronts in a non-local evolution equation, *Arch. Rational Mech. Anal.*, **132** (1995), 143–205.

[21] J. Medlock and M. Kot, Spreading disease: Integro-differential equations old and new, *Math. Biosci.*, **184** (2003), 201–222.

[22] K. Schumacher, Travelling-front solutions for integro-differential equations. II, in *Biological Growth and Spread*, Lecture Notes in Biomath., 38, Springer, Berlin-New York, 1980, 290–309.

[23] H. R. Thieme, Asymptotic estimates of the solutions of nonlinear integral equations and asymptotic speeds for the spread of populations, *J. Reine Angew. Math.*, **306** (1979), 94–121.

[24] H. R. Thieme, Density-dependent regulation of spatially distributed populations and their asymptotic speed of spread, *J. Math. Biol.*, **8** (1979), 173–187.

[25] H. R. Thieme and X.-Q. Zhao, Asymptotic speeds of spread and traveling waves for integral equations and delayed reaction-diffusion models, *J. Differential Equations*, **195** (2003), 430–470.

[26] H. F. Weinberger, K. Kawasaki and N. Shigesada, Spreading speeds of spatially periodic integro-difference models for populations with nonmonotone recruitment functions, *J. Math. Biol.*, **57** (2008), 387–411.

[27] S. L. Wu, W. T. Li and S. Y. Liu, Oscillatory waves in reaction-diffusion equations with nonlocal delay and crossing-monostability, *Nonlinear Anal. Real World Appl.*, **10** (2009), 3141–3151.

[28] C. Wu, D. Xiao and X.-Q. Zhao, Asymptotic pattern of a migratory and nonmonotone population model, *Discrete Contin. Dyn. Syst. Ser. B*, **19** (2014), 1171-1195.

[29] C. Wu, Y. Wang and X. Zou, Spatial-temporal dynamics of a Lotka-Volterra competition model with nonlocal dispersal under shifting environment, *J. Differential Equations*, **267** (2019), 4890–4921.

[30] Z. Xu, Asymptotic speeds of spread for a nonlocal diffusion equation, *J. Dynam. Differential Equations*, **30** (2018), 473–499.

[31] Z. Xu and D. Xiao, Regular traveling waves for a nonlocal diffusion equation, *J. Differential Equations*, **258** (2015), 191–223.

[32] Z. Xu and C. Wu, Monostable waves in a class of non-local convolution differential equation, *J. Math. Anal. Appl.*, **462** (2018), 1205–1224.

[33] T. Yi, Y. Chen and J. Wu, Unimodal dynamical systems: Comparison principles, spreading speeds and travelling waves, *J. Differential Equations*, **254** (2013), 3538–3572.

Received January 2019; revised November 2019.

*E-mail address: xuzhqmaths@126.com*

*E-mail address: chufenwu@126.com*