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Abstract. The personal photos captured and submitted by users on social networks can provide several interesting insights about the user’s location, which is a key indicator of their daily activities. This information is invaluable for security organisations, especially for security monitoring and tracking criminal activities. Hence, we propose in this paper a novel approach for location prediction based on the image analysis of the photos posted on social media. Our approach combines two main methods to perform the image analysis: place and face recognition. The first method is used to determine the location area in the analysed image. The second is used to identify people in the analysed image, by locating a face in the image and comparing it with a dataset of images that have been collected from different social platforms. The effectiveness of the proposed approach is demonstrated through performance analysis and experimental results.
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I. Introduction

The large number of personal photos shared on social media platforms presents a new opportunity to develop location prediction systems [27]. In this context, Instagram is a popular social network for sharing real-time photos with over 95 million photos uploaded each day [17]. These photos commonly contain sensitive information about the user, like places they usually go to, whether or not they are on vacation, and who are their friends and family members [28, 27]. Thus, hundreds of millions of shared photos can provide several interesting insights on the locations of people [9]. This can lead to different use cases of such information, as it is a key indicator of their daily activities. Image analysis to predict and identify locations on social media could produce effective real-time monitoring systems that can be relevant to law enforcement authorities and others involved with public security to fight criminality and terrorism [13].

It may also keep track of malicious actions and threats such as the paedophile hunter activities grooming and planned criminal activities; where a person’s current location could be coupled with geocoded crime statistics to predict when and where crimes will occur [13]. In this context, a recent report of the Guardian stated that complaints to police about alleged crimes linked to the use of Facebook and Twitter have increased by 780% in four years. While, in 2018, there were more than 4,908 crime reports in the UK, which involved the two sites [2]. Moreover, in the case of an emergency, incident or crisis, local authorities can achieve situational awareness in a short space of time because of the speed of social media in providing visual snapshots of the incidents that took place [9].

Motivated by the above use-cases and others, a wide array of approaches has been developed to extract the location information of users on social media [8, 23]. A small number of researchers have previously exploited images submitted on those platforms to extract such information e.g. [28], by focusing on non-visual features of social media images such as geotags, descriptions, and other metadata [28, 9]. Most of these approaches have limitations regarding coverage because a large number of the submitted photos may contain poor annotation, or no annotation at all [28], which affects their accuracy and raises questions about their effectiveness in real-world scenarios. In this paper, we aim to address these issues, by proposing a novel approach for predicting a user’s locations through submitted photos on online social media. Our approach combines two main image analysis processes: place location and face recognition. The place location process is used to find the location area in the analysed image, by comparing it with a data set of known location images. While the face recognition technology is used to detect people in the analysed image by locating their face in the image and comparing it with a dataset of images that have been collected from different social platforms. The combination of those two techniques has the benefit of providing high accuracy and potentially complete coverage needed for security monitoring.

The rest of the paper is organized as follows. Section II presents the related works on the topic of identifying a user’s location through social media. Section III provides a detailed explanation of the proposed approach. The experimental results and discussions are presented in Section IV. Finally, Section V reviews the content of the paper, presents the conclusions, and outlines the potential future work.
II. Related work

The prediction of a user’s geographical location through social media has attracted intensive attention in recent years. In this context, a variety of information sources have been exploited for predicting locations. Some researchers have exploited a user’s relationships on social networks to predict their location, such as works in [19, 10, 21]. These approaches are built upon the finding that friends in social media will be very likely to live in the same location. Therefore, the location of a given user can be predicted based on their relationship with other users. Most of these social graph-based approaches investigated inductive machine learning methods for making the predictions. Thus, the accuracy of the proposed approach highly depends on the samples used to train the classifier.

Another kind of approach used the content associated with a user’s posts to estimate their locations [8, 12, 6, 5, 23]. These approaches generally predict a user’s locations by examining words from their profile and generated posts. For example, authors in [8] used a user’s tweets to extract words that are highly related to a specific geographic region and used these words to calculate the probability that this user lives at a specific location. The user profile is also applied in several content-based approaches to establish the location of users, particularly in Twitter [19, 3, 15], where user profile is often combined with other information from message metadata such as MML (latitude and longitude geotags) [15], or other services such as Google Maps use geocoding to generate coordinates from a place name [3]. Most of these approaches face several key challenges, such as the uncertainty and heterogeneity of the generated content, which can affect the accuracy of the estimator. Study in [32] affirmed that content-based approaches have moderate coverage and low accuracy because of the lack of relationship between the user’s true physical location and the mentioned one in the posts, as many users provide invalid place names. For example, on Twitter, from 46% to 77% of users provide fake location information [15].

Although a limited number of studies have focused on shared images through social media to predict a user’s location, some investigative effort has been made to exploit the non-visual features of social media images such as geotags, descriptions, and other attributes to determine locations. For instance, work in [28] investigated the fusibility of geotagged photos of Flickr to examine the spatiotemporal human activities, which can be used for further location analysis. This work highlighted the potential of Volunteered Geographic Information (VGI) to examine human activities in space and time. In other recent work [9], authors introduced an image classification model to detect geotagged photos that are further analysed to determine if a fire event did occur at a particular time and place.

To evaluate the proposed approach, the authors used a dataset of 114,098 Flickr photos, where 20.3% of the collected photos were geotagged and 2.5% contained GPS data in the EXIF (Exchangeable image file) header. The authors reported an average accuracy of 132 km in identifying the location of fires. However, those approaches have low coverage as only 2.5% of flicker photos have EXIF header information [27]. Furthermore, data is often noisy, and photos may contain poor annotation, or no annotation at all, which affect the accuracy of these approaches. In order to overcome the drawbacks of non-visual features-based approaches, some researchers have exploited the visual features of images to extract the location information. For example, work in [7] proposed visual features that assess the images at a low level. In this work, the authors performed image analysis of photos posted on Twitter by extracting SIFT (Scale-Invariant Feature Transform) descriptors [18] from the images. Then, the SIFT descriptors were clustered to form visual words. Authors reported an average F1-score of 70.5% of image classification using text, image, and social context features. The main problem of this work is the lack of geotagged images. In prior work [14], authors proposed a data-driven scene matching approach to predict the location of social geotagged images at the global scale, they first retrieve visually similar photos and form clusters using geo-clustering. The geo-centroid of the cluster containing the most photos used for location prediction.

III. Proposed approach

The main idea of this study is to present a visual-content-based approach that predicts a user’s location from photos on social media. Our methodology comprises of two main image analysis steps. Firstly, we apply a place recognition technique on the input image to find the location area where the image was taken. This process is done by matching the input image with a data set of known-location images. In the second step, a face recognition technique is used to detect people in the input image, by locating their face in the image and comparing it with a dataset of images that have been collected from different social platforms. By combining the results of the two steps, the system outputs the location where the image is taken with the
name of the person or persons shown in the image. More details are given in the following sections.

A. Place location
The location recognition step compares the input image with images of well-known locations to detect the area where the image was taken. As illustrated in Fig. 1, the place recognition process is performed by using the low and high frequency components, which are extracted from the input image. The low-frequency component provides details that describe the basic information of the input image, while the high-frequency component is very useful to find descriptive and invariant features for image matching. Firstly, the high-frequency component is compared with a dataset that contains samples of known locations images (see Fig. 1). If the features matching in the first step is successful, the low-frequency component is then used to compare the basic information of the input image with the samples in the dataset. In this step, the comparison is done by using an image hashing algorithm, which is a fast method to compare the differences between the images.

B. Face recognition
The face recognition process is used to identify if a person is in the input image, where his or her face is located, and who this person is. It has as input, the image to be analysed, and as output, the identity of the person that appears in this image. The procedure is separated into two main steps: face detection and face recognition.

**Face detection:** in this step, a Haar classifier [31] is used to determine the existence of human faces in the input image and their locations. This classifier uses a set of Haar features [31] to capture important characteristics of human faces in the input image, and removes all the unwanted objects (e.g., building, tree, etc.). Several research works have proven the effectiveness of Haar features in building accurate classifiers with a limited number of images in training the data set [31]. The expected outputs of this step are detected faces in the input image, which will be used for further processing.

**Face recognition:** the goal of this step is to automatically determine the identities of the faces in the input images. Thus, a faces dataset is required, where for each person, several images are taken, and their features are extracted and stored in the dataset. In our approach, the facial images were collected from different social platforms. Then, features are extracted from each input facial image and compared with those of each face class stored in the database. For the comparison, the Fisherface method [29] is used when the facial images have large variations in illumination and facial expression. Otherwise, the Local Binary Patterns Histograms (LBPH) [1] algorithm is more suitable. Fig. 2 gives an overview of the face recognition flowchart.

**Fig. 1:** Overview of the place location process.

**Fig. 2:** Face recognition flowchart.

IV. Experiments and Discussion
In this section we describe the experiments and results obtained from the methods shown in section III. First, we describe the experimental set-up and results for each step. Then we compare the performance of the proposed method with baseline methods.

A. Location recognition experiment results
In these experiments, we used the OpenCV (Open-
Source Computer Vision) library [20], where the three descriptors; SIFT, Speeded Up Robust Features (SURF) [4], and Oriented FAST and Rotated BRIEF (ORB) [24] were used for feature detection and collection. The hashing algorithms dhvash [11] and pHash [22] were used to compare the differences between images; grayscale-images and colour images. For the training and testing, we used a dataset of 400 well-known location photos collected from social platforms: Facebook, Wechat and Tecent, with 200 similar images and 200 different images.

**High-frequency component:** Fig 3. shows comparison results for the SIFT, SURF and ORB techniques. The results illustrate the robustness and accuracy of the SURF algorithm for feature detection. While the ORB algorithm is more suitable to solve the rotation problem of image (Fig. 4). ORB provides faster image matching than the SURF, but it is less accurate.

**Low-frequency component:** For the low-frequency component experiments, four tests were carried out to determine the accuracy of the dhvash and pHash algorithms. Tests were performed between similar images and different images, by using a dataset consisting of 200 similar images and 200 different images. For each test, we identified the weight hash values for the similar images test and the different images test, the threshold, and the accuracy. Two tests were performed with grayscale images and the two others with colour-images. In the grayscale image tests, the hash value is computed after converting the image to the grayscale format. In the colour image tests, the hash values were calculated for each RGB colour separately. After calculated the hash value for Blue is appended to Green and finally both to Red.

As shown in the Table 1, the dhvash algorithm achieved the highest accuracy with colour images (64.4%) for a threshold of 34. Whereas the pHash algorithm reached an accuracy of 64% for the grayscale-images test with a threshold of 23, which is higher than the dhvash one with approximately 7 percentage points. Similarly, it achieved the highest accuracy for the colour images test (68%) for the same threshold (23). From the results, we concluded that the pHash algorithm has higher accuracy than the dhvash for grayscale-images and colour images. Also, the hashing algorithms pHash and dhvash provide higher accuracy with colour images than grayscale images.

**Table 1.** Tests results for Dhash and PHash algorithm

| Tests          | Weight value | Threshold | Accuracy  |
|----------------|--------------|-----------|-----------|
| dhash (grayscale) | 30.35        | 40.37     | 34        | 59.6%     |
| dhash (colour)   | 32.67        | 40.66     | 36        | 64.4%     |
| pHash (grayscale) | 18.43        | 27.81     | 23        | 64.0%     |
| pHash (colour)   | 19.83        | 23.00     | 23        | 68.0%     |

Fig. 3. Comparison of the SIFT, SURF and ORB algorithms.

Fig. 4. Results for rotation.

Fig. 5. Results for illumination.
Table 2 shows the min, max and average times spend on data analysis for each test. The results reveal that for the two algorithms, the data analysis take more time for colour images than the grayscale images. Also, the pHash is a time-consuming algorithm (maximum time cost is 1.25s) compared to the dhash (maximum time cost is 0.6s). In summary, pHash algorithm has higher accuracy, but lower speed. While the dhash algorithm is fast but less accurate. In fact, pHash has the highest accuracy in all hash algorithms. However, it is time-consuming because of the complex calculations. Also, the two hashing algorithms provide higher accuracy with colour images but they need more computing time because the hash value calculation time is tripled.

### Table 2. Speed tests results for dhash and PHash algorithm

| Tests                      | Mean  | Maximum | Minimum |
|----------------------------|-------|---------|---------|
| Dhash (grayscale)          | 0.10s | 0.50s   | 0.10s   |
| Dhash (colour)             | 0.10s | 0.60s   | 0.10s   |
| PHash (grayscale)          | 0.30s | 0.80s   | 0.15s   |
| PHash (colour)             | 0.50s | 1.25s   | 0.20s   |

**B. Face recognition Experiments results**

In the face recognition experiments, we used a Haar classifier to identify and collect front faces from the input image with rectangles (see Fig. 5). To recognize the collected front faces, we used the Fisherface, LBPH and Eigenface [30] algorithms. In these initial experiments, only 20 faces were used for testing and training. Fig.6 shows the images of three persons used for the training step.

**Fig. 6.** Cai, Shi, and Yuan images used for the training and testing steps.

Table 3 shows the results for the face recognition using the three algorithms Fisherface, Eigenface and LBPH. From the results we can see that the Fisherface has the highest accuracy in face recognition, while the Eigenface algorithm is the faster. Fisherface is one of the popular algorithms used in face recognition and is widely believed to be superior to Eigenface. Thus, it is more suitable for our approach. However, the LBPH algorithm is more suitable in case of upright images.

**Table 3. Eigenface, Fisherface and LBPH results**

| Parameters | Eigenface | Fisherface | LBPH |
|------------|-----------|------------|------|
| Accuracy   | 40%       | 53.3%      | 79%  |
| Speed      | Fast      | Normal     | Normal |
| Colour-element | Yes    | Yes        | Yes   |
| Illumination | No     | No         | Less than 10 |
| Rotation   | Less than 10 | No     | Yes   |

**C. Comparison**

It is not easy to conduct a fair comparison among various image and location recognition approaches due to the differences between the datasets and algorithms used. Thus, our comparison will be based on some significant features including accuracy, speed, image type, rotation, and illumination. Table 4 overviews a general comparison between our approach and other approaches. Firstly, the hashing method is compared with other representative’s approaches (see Table 4). Then, the proposed face recognition method is compared with previous works in the field (see Table 4). As can be seen from Table 4, the hashing method in our approach has the highest accuracy with a suitable threshold for colour images. Compared to the grayscale approaches, it increased by 5% and 4% for dhash and pHash algorithms respectively, which prove the effectiveness of computing the hash values from primary colours; red, blue and green. However, the results for the face recognition step need further investigation due to the limitation of training data.

**I. Conclusions**

This paper proposed a novel approach for location prediction based on image analysis of the photos posted on social media. This approach exploited the visual features of images to extract the location information, by using the place and face recognition techniques. From our initial experimental results, the method seems promising and being able to predict the people locations, with potentially complete coverage required for security monitoring.

Future work would improve the accuracy of the face recognition process by using more samples for training and testing. Also, we intend to use other machine learning approaches such as to enhance the accuracy of this approach.
Table 4. Comparison with other methods

| Hashing method, comparison with other methods | Accuracy | Speed | Image type | Rotation | Illumination |
|---------------------------------------------|----------|-------|------------|----------|--------------|
| Zauner et al [34]                            | 49.6%    | 9.69s | Grayscale  | Yes      | Not mentioned|
| Yang et al [33]                              | 60%      | 9.07s | Grayscale  | Less than 30 | Yes             |
| Jie et al [16]                               | 50%      | 0.5s  | Grayscale  | Less than 5  | Yes             |
| Our approach                                 | 66%      | 0.5s  | Colour     | Yes      | Yes            |
| Face recognition method, comparison with other methods |         |       |            |          |               |
| Nikolao et al [25]                           | 40%      | 0.5s  | Grayscale  | No       | Yes            |
| Magali et al [26]                            | 79%      | 2s    | Grayscale  | No       | No             |
| Our approach                                 | 53.3%    | 1s    | Colour     | No       | Yes            |
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