Probability distribution of the order parameter in the directed percolation universality class
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I. INTRODUCTION

Theoretical treatment of nonequilibrium dynamic systems has been given a great deal of attention during the last decades. However, even the simplest models have not yet reached the same level of understanding as their equilibrium counterparts. Excellent resources on this subject can be found in Refs. [1–3] and references therein.

One of the most important models in nonequilibrium physics is directed percolation (DP), that is widely considered as an analogue of the Ising model for nonequilibrium phase transitions. DP has been used to simulate a large variety of problems, including flow of a liquid through a porous medium, electric current in a diluted diode network, and reaction-diffusion processes. Another interesting model is the so-called contact process (CP), which was first introduced by Harris[4] as a nonequilibrium toy model to study epidemic spreading. In the standard CP, each site of a lattice can be active, representing an infected individual, or inactive, corresponding to a healthy person. The system evolves in such a way that only one site is updated at a time. In a d-dimensional hyper-cubic lattice, the annihilation rate \( \mu \) means that an active (occupied) site becomes inactive (vacant) at rate \( \mu \), independent of its neighbors. A vacant site turns to occupied at a creation rate proportional to the fraction of occupied neighbors, \( n/2d \), where \( n \) is the number of occupied nearest neighbors. Thus, an inactive site surrounded only by inactive neighbors remains inactive. Once all sites are vacant, the system becomes trapped in that state, which is known as frozen or absorbing state. It is well known that the CP undergoes a second order phase transition from an active to a frozen (absorbing) phase at some critical \( \mu_c \). For annihilation rates \( \mu > \mu_c \), the only quasi-stationary state is the absorbing one, while for sufficiently small \( \mu \) a finite fraction of sites remains active. In spite of its simplicity, no exact results for \( \mu_c \) are known, even for one-dimensional lattices. Mean field approximation, Monte Carlo simulations, and series expansion are the most used techniques[5–8]. The best estimate for the critical point in one dimension is \( \mu_c = 0.303228(2) \).

A generalized version of the CP is obtained by considering different creation rates. For instance, in one dimension, let us call \( \zeta \) the creation rate at a given site with exactly one occupied neighbor. The creation rate with two occupied neighbors is set to 1, while annihilation occurs at rate \( \mu \). Standard CP corresponds to \( \zeta = 0.5 \), while \( \zeta = 1.0 \) is known as the A-model[9]. This family of processes was proposed by Durrett and Griffeath[10] and has received some attention later on[8]. Analogous to the usual CP, this generalized contact process (GCP) also shows a continuous phase transition from the active state to the absorbing state for infinite systems. A different generalization of the contact process, although not discussed in the present study, considers more than one absorbing state[12] and is also a subject of current interest[13, 14].

Another irreversible model that describes a nonequilibrium phase transition from an active to an absorbing state is the probabilistic Domany-Kinzel cellular automaton (DKCA)[15]. It is represented in a one-dimensional lattice containing \( N \) sites that can be either empty or occupied. The state of each site \( i \) at time \( t+1 \) depends only upon the state of the two nearest neighbors \( i-1 \) and \( i+1 \) at time \( t \). In contrast to the GCP, in the DKCA all sites are updated simultaneously. Denoting the occupation variable by \( \sigma_i \), one can define the conditional probabilities \( P[\sigma_i | \sigma_{i+1}(t), \sigma_{i-1}(t), \sigma_i(t) = 1(0)] \) if the site \( i \) is occupied (empty) at time \( t \). Besides the active/absorbing transition, this model exhibits a damage spreading transition in the active phase, from a chaotic to a non-chaotic region[16, 17].

Regarding universality classes, it is believed that most models having absorbing state transitions belong to the directed percolation universality class since some essential features like short-range interactions and transla-
tional invariance are fulfilled\textsuperscript{18, 20}. Thus, the absorbing transitions in the GCP and the DKCA models are in the DP universality class\textsuperscript{21}. From an experimentalist point of view, this class was recently observed in turbulent liquid crystals\textsuperscript{22, 23}.

In what concerns physical thermodynamic quantities, the order parameter distribution function has been proven to be an important tool for studying a large variety of subjects, as magnetic systems\textsuperscript{24, 25}, the liquid-gas critical point\textsuperscript{26}, the critical point in the unified theory of weak and electromagnetic interactions\textsuperscript{27}, and the critical point in quantum chromodynamics\textsuperscript{28}. To the best of our knowledge, even with all those applications, the method of the order parameter analysis did not receive much attention in nonequilibrium physics. In the present work, we explore the probability distribution of the order parameter of the GCP and the DKCA in order to analyze the DP universality class. Results show that the method is indeed quite reliable to study nonequilibrium phase transitions, and we hope that it could be generalized and applied to other dynamic models.

\section{Approach}

For the specific cases of the GCP and the DKCA, the order parameter can be chosen as the density of active sites, namely $\rho = \frac{1}{N} \sum_{i=1}^{N} \sigma_{i}$, where $N$ is the total number of sites and the occupation variable $\sigma_{i}$ is equal to 1 (0) if site $i$ is active (inactive). In the infinite-size limit, $\rho$ vanishes in the absorbing phase. In finite-size systems, the density $\rho$ is a fluctuating quantity, characterized by the probability distribution $P(\rho)$. Analogous to the usual finite-size scaling assumptions\textsuperscript{32}, one then expects that, for a large finite system of linear dimension $L$ at the critical point, $P(\rho)$ takes the form

$$P(\rho) = bP^{\ast}(\bar{\rho}),$$

where $b = b_{0}L^{\beta/\nu_{\perp}}$, $\beta$ and $\nu_{\perp}$ are the critical exponents of the density of active sites and the correlation length, respectively, $\bar{\rho} = b\rho$, $b_{0}$ is a non-universal constant, and $P^{\ast}(\bar{\rho})$ is a universal scaling function. For the DP universality class, one has $\beta = 0.276486(8)$ and $\nu_{\perp} = 1.096854(4)$\textsuperscript{33}. Scaling functions, such as that given by Eq. (1), are characteristic of the corresponding universality class. Systems belonging to the same universality class share the same $P^{\ast}$ scaling function and thus, from the precise knowledge of $P^{\ast}(\bar{\rho})$, one can characterize critical points and also identify universality classes.

The most efficient way to compute the probability distribution $P(\rho)$ is probably through Monte Carlo simulations. In equilibrium systems, $P(\rho)$ corresponds to the fraction of the total number of realizations in which the order parameter reaches the specific value $\rho$. In absorbing state systems, obtaining that distribution is a more complicated issue, since the active stationary distribution only appears in the infinite-size limit. For finite lattices, as the system always becomes trapped in the absorbing state, one can only evaluate the quasistationary (QS) distribution\textsuperscript{31}.

Let us briefly review the definition of the QS distribution. By denoting $n$ as the number of active sites ($n = 0$ corresponds to the absorbing state) and $P_{n}(t)$ as the probability of having exactly $n$ occupied sites at time $t$, the survival probability can be obtained by $p_{t}(t) = \sum_{n=1}^{N} P_{n}(t) = 1 - P_{n}(t)$. As $t \to \infty$, it is expected that $P_{n}$, normalized by the survival probability $p_{t}(t)$, remains time-independent\textsuperscript{31}. A procedure to compute the QS distribution is to restrict averages over the surviving realizations only, i.e., after performing a large sample of independent realizations, the average value of some physical quantity at time $t$ is taken over the realizations that did not reach the absorbing state at that time. At long times, as the number of surviving samples decays, this mechanism suffers from large fluctuations.

A more effective way to compute the QS distribution was proposed by Tomé and de Oliveira\textsuperscript{34}. It consists in creating a particle in the finite system whenever the absorbing state is going to be reached. This procedure is equivalent to forbid the last particle to be annihilated and thus the density of active sites $\rho$ is always non-zero. In the thermodynamic limit this perturbation was found to be irrelevant, as shown in Ref.\textsuperscript{31}. The same authors have also proposed a conserved contact process in which $\rho$ is constant and the absorbing state is eliminated\textsuperscript{35}. The model can be seen as the CP version in an ensemble of fixed particle number and its properties, in the thermodynamic limit, are identical to those of the ordinary CP. The equivalence between both ensembles was shown by Hilhorst and van Wijland\textsuperscript{36}.

Another powerful method to obtain QS distributions was proposed by de Oliveira and Dickman\textsuperscript{37}. It consists in storing a list with $M$ non-absorbing configurations that the system has visited previously (typically $M \sim 10^{3} - 10^{4}$). The list is updated with probability $p_{t}$ (usually $p_{t} \sim 10^{-3} - 10^{-2}$), which means that a configuration from the list is replaced by the current configuration with probability $p_{t}$. During the simulation, if an absorbing configuration is imminent, it is replaced by another one, randomly chosen from the list. This procedure is used in the present work, with $M = 2000$ and $p_{t} = 10^{-3}$ in most cases.

Regarding the simulation details, we have simulated the generalized contact process (GCP) in one-dimensional lattices with periodic boundary conditions and sizes $L$ varying from 80 to 640, and up to 3200 in a few cases. Different starting configurations were tested, with an initial density of active sites $p_{i}$ varying from 0.2 to 1, and the QS distribution was found to be independent of $p_{i}$, within the error bars. For each lattice size, simulations of $10 - 1000$ samples with $10^{6} - 10^{7}$ Monte Carlo steps per sample were performed. Transition rates are schematically represented in Table\textsuperscript{1}. According to those transition rates, the time evolution can be described as following\textsuperscript{38}. 

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
Transition & Rate & Comment \\
\hline
\end{tabular}
\caption{Transition rates for the GCP model.}
\end{table}
Consider the function $P_{\mu}$ for a different rate $\mu$ obtained for a larger lattice (say for instance as shown in Fig. 1a). The same distribution shall be obtained for the GCP for $\zeta = 0.5$. Naturally, $P_{\mu}$ is in the range $0.295 < \mu < 0.305$.

Table I. Transition rates in the GCP. Open (filled) circles indicate vacant (occupied) sites.

| From | To | Rate |
|------|----|------|
| o o o | o o | 0 |
| o o | o o | $\zeta$ |
| o o | o o | 1 |
| o | o | $\mu$ |

The one-dimensional DKCA was simulated on lattices with up to 3200 sites and averages were done over $10^3$ samples with $10^6$ Monte Carlo steps per sample. The transition probabilities $P[\sigma_i(t+1) = \sigma_{i-1}(t), \sigma_{i+1}(t)]$ were $P[1,0,0] = 0$, $P[0,1,1] = P[1,1,0] = p_1$, and $P[1,1,1] = p_2$. Naturally, $P[0|\sigma_i(t) = 1 - P[1|\sigma_{i-1}, \sigma_{i+1}]$. As already mentioned, in the DKCA all sites are updated simultaneously.

III. RESULTS

Following the mechanism proposed by Martins and Plascak [27], we analyzed the function $P^*(\bar{\rho})$ to get an estimate of the critical point. As depicted in Fig. 1, one can see that, as the lattice size increases, the peak of the function moves to the right for $\mu = 0.295$, and it goes to the left for $\mu = 0.305$. From a different point of view, let us consider the function $P^*(\bar{\rho})$ for $L = 400$ and $\mu_1 = 0.295$ as shown in Fig. 1. The same distribution shall be obtained for a larger lattice (say for instance $L = 800$) at a different rate $\mu_2$ in such a way that $\mu_2 > \mu_1$. On the other hand, if we consider as reference the distribution for $L = 400$ and $\mu_1 = 0.305$, we will have the same distribution for a larger lattice at $\mu_2 < \mu_1$. This suggests that the critical $\mu_c$ is in the range $0.295 < \mu_c < 0.305$.

The same behavior was observed for all other values of $\zeta$ as well as for the DKCA. Figure 2 shows the normalized probability distribution function of the DKCA for $p_2 = 0$ and two values of $p_1$.

![Figure 1](image1.png)

**FIG. 1.** Probability distribution of the order parameter in the GCP for $\zeta = 0.5$. (a) $\mu = 0.295$ ($\mu < \mu_c$) and (b) $\mu = 0.305$ ($\mu > \mu_c$). Error bars were omitted for better visualization and are typically around 0.3%.

![Figure 2](image2.png)

**FIG. 2.** Probability distribution of the order parameter in the DKCA for $p_2 = 0$. (a) $p_1 = 0.809$ and (b) $p_1 = 0.810$. Error bars were omitted for better visualization and are typically around 0.3%.

In order to obtain a better estimate of the critical rate $\mu_c$ for the infinite lattice, one can proceed as follows [27]. By using a reference distribution function for a given $L$, $\zeta$, and $\mu$, one can vary $\mu$ for a different lattice size until a distribution that collapses into the reference one is obtained. For instance, Figure 3 shows the normalized probability distribution for...
L = 640 at ζ = 0.3 and μ = 0.19080(3), considered as reference. For L = 320, the same distribution is obtained at μ = 0.19070(5). For L = 160, the corresponding value of μ is 0.19050(5), while for L = 80 one has μ = 0.19020(10). All these four distributions are depicted in Fig. 3. Each one of those values of μ gives an estimate for the pseudo-critical μL for that lattice size. Since one expects that the difference |μL − μc| scales as L−1/ν⊥, where ν⊥ is the correlation length critical exponent, a finite-size scaling analysis can be performed to estimate the critical values of the infinite system. In Fig. 3, one has a plot of μL vs. L−1/ν⊥ with ν⊥ = 1.096854(4) (Ref. 23). Each row in Table III contains the values of μL that lead to the same distribution function for each ζ as well as the extrapolated value of μc, obtained from the finite-size scaling technique. If another distribution is used as reference, a different set of μL is obtained (as shown in Table III), providing another estimate for μc. A similar analysis for the DKCA with p2 = 0 is also depicted in Fig. 3, with the corresponding data represented in Tab. IV. A finite-size scaling analysis leads to a critical value p1,c = 0.80932(1), which has even higher precision than previous works (p1,c = 0.811(1) from 23, and p1,c = 0.8095(3) from 40).

Fig. 3. Graphs obtained from the data presented in Tabs. III and IV. Error bars were omitted for better visualization. (a) Normalized probability distribution function for the GCP with ζ = 0.3. The plot is, in fact, a superposition of four curves. (b) Corresponding finite-size scaling analyses for the GCP. (c) Normalized probability distribution function for the DKCA with p2 = 0. The plot is, in fact, a superposition of five curves. (d) Corresponding finite-size scaling analyses for the DKCA.

An often used technique to study the criticality of the DP universality class consists in evaluating the moment ratio m = (p2)/√p2 24. This quantity is analogous to the reduced fourth cumulant 24 and reaches a universal value at the critical point. Thus, the curves for m(μ, L) cross near μc for different L. Figure 4 illustrates m(μ, L) for different values of ζ. To compare the results obtained by using the probability distribution function to those coming from the crossings of the moment ratio, Table V shows the critical μc achieved by both methods. The results that come from the probability distribution are the mean value of the extrapolated μc depicted in Tables II and III for the generalized contact process and in Table IV for the Domany-Kinzel cellular automaton.

### IV. CONCLUSIONS

In focusing on the study of the probability distribution of the order parameter in systems that do not obey the detailed balance, this work considered two different models in the directed percolation universality class. The generalized contact process and the Domany-Kinzel cellular automaton were investigated. The criticality of both models was obtained by using the probability distribution of the order parameter itself and the results showed that this approach is also powerful to study nonequilibrium phase transitions, regarding their universal and nonuniversal aspects. In general, the critical values obtained
TABLE IV. Results for the DKCA with $p_2 = 0$. Each row shows the values of $p_{1,L}$ at which the normalized probability distribution is the same. These data were used to plot Fig. 3d and give the estimate of the critical $p_{1,c}$ in the last column.

| $L$   | 3200   | 1600   | 800    | 400    | 200    | $L \to \infty$ |
|-------|--------|--------|--------|--------|--------|----------------|
| $p_{1,L}$ | 0.80940(1) | 0.80946(3) | 0.80956(4) | 0.80975(5) | 0.8102(1) | 0.80932(1) |
| $p_{1,L}$ | 0.80930(1) | 0.80925(3) | 0.80920(4) | 0.80910(6) | 0.80892(10) | 0.80932(1) |

TABLE V. Comparison between the critical values from two different methods.

| $\zeta$ | $\mu_c$ from cumulant crossings | $\mu_c$ from probability distributions |
|---------|---------------------------------|--------------------------------------|
| 0.01    | 0.00865(3)                      | 0.00863(3)                           |
| 0.02    | 0.01648(6)                      | 0.01642(2)                           |
| 0.05    | 0.03810(6)                      | 0.03807(4)                           |
| 0.1     | 0.0713(1)                       | 0.07118(8)                           |
| 0.2     | 0.1326(1)                       | 0.13256(8)                           |
| 0.3     | 0.1999(1)                       | 0.19992(4)                           |
| 0.4     | 0.2476(1)                       | 0.2475(1)                            |
| 0.5     | 0.3032(1)                       | 0.3032(1)                            |
| 0.6     | 0.3582(2)                       | 0.3579(2)                            |
| 1.0     | 0.5742(3)                       | 0.5740(1)                            |
| 2.0     | 1.1038(5)                       | 1.10345(15)                          |
| DKCA    | 0.8093(1)                       | 0.80932(1)                           |

from the present method have higher precision than the values from the crossings of the moment ratio. In addition, this work has provided an accurate estimate for the critical point in the Domany-Kinzel cellular automaton with $p_2 = 0$. To the best of our knowledge, the present approach, using just the probability distribution of the order parameter as expressed in Eq. (1), was applied to nonequilibrium systems for the first time. We believe that these results will spread the treatment of other dynamic systems within the present approach. Applications to damage spreading transitions, that are supposed to be in the same universality class, are now in progress.

FIG. 4. Moment ratio $m$ (as defined in text) as a function of the annihilation rate $\mu$. Error bars when not shown are smaller than the symbols.
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