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Abstract

Disruption risks may halt or adversely affect supply chain operations and can lead to deviations in its objectives. One of the most important objectives of the supply chain which can be adversely affected by disruptions, is environmental objective. Therefore, considering supply chain resilience and environmental aspects simultaneously is of great importance. In this paper, the problem of designing a green and resilient mixed open and closed-loop supply chain network under operational and disruption risks has been studied. A bi-objective mixed integer linear programming model is proposed to formulate the problem. Some resilience strategies are applied to deal with disruption risks and enhance supply chain resilience. In order to overcome the complexity of the problem and solve the problems with medium and large sizes, a new meta-heuristic algorithm called multi-objective hybrid Ant-colony optimization and teaching and learning based optimization (ACO-TLBO) has been proposed and compared with two hybrid metaheuristics and the augmented ε-constraint method through various test problems. The outcomes showed that the ACO-TLBO algorithm is very efficient in obtaining high-quality Pareto solutions and is the best method among the proposed methods. Also, in order to show the applicability of the problem and validate the model and solution methods, a real case study in the tire industry has been presented and analyzed. The results of analyses demonstrate the high effectiveness of resilience strategies and the necessity of joint consideration of resilience and greenness in the supply chain design.
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Introduction

Today’s organizations seek to exploit the advantages of right supply chain (SC) management in order to maintain their position in the market, create competitive advantages, decrease costs, and generally speaking, manage their supply chain efficiently. The design of the supply chain network plays a crucial role in the supply chain management since it determines the physical structure of the supply chain and makes decisions on issues such as choosing location, number, and capacity of facilities, selecting suppliers, and the like (Govindan et al., 2017). Climate change poses one of the greatest threats to human life (Meng et al., 2020). Global population growth has led to an increase in energy consumption due to the necessity of responding to growing demands (Ramezanian et al., 2019) and consequently has accelerated climate change and global warming. This, along with issues such as limitations and increasing consumption of non-renewable natural resources, environmental pollution, adoption of relevant laws in many countries, and other concerns, have attracted the attention of researchers and decision-makers to the issue of reverse logistics (Soleimani et al., 2017). Supply chain network structures can be divided into three groups: forward supply chains, reverse supply chains, and supply chains that include both forward and reverse flows. The latter can also be divided into three categories of open-loop, closed-loop, and mixed open and closed-loop (Van Engeland et al., 2020). In mixed supply chains, some of recyclable materials and products remain and are used within the supply chain, while the rest leave the supply chain and enter other supply chains for similar or different purposes (Salema et al., 2007). Reverse logistics can improve the environmental aspect of sustainability because they are very effective in reducing energy consumption, material consumption, and environmental pollution. Supply chains are exposed to different risks that can be categorized as operational risks and disruptions. Operational risks are rooted in the inherent uncertainty of supply chains, which include uncertainties in supply, demand, delivery times, shipping times, and costs. Disruptions may occur in parts of the supply chain due to natural disasters (such as floods and earthquakes), intentional or unintentional human actions (such as strikes, wars, and terrorist attacks), or
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technical factors (such as equipment and information system failures) (Sabouhi et al., 2018). These disruptions have a major impact on the supply chain and adversely affect the objectives and the performance of the supply chain (Torabi et al., 2016). New supply chains are more likely to face disruptions because they have greater lengths and are more complex (Namdar et al., 2018). The Covid-19 pandemic is currently a worldwide disruption, which is one of the biggest disruptions in recent decades and has had many negative effects on supply chains around the world. The performance and responsiveness of SCs have been degraded, because of delivery delays, lack of raw materials, and disturbance in logistics systems caused by the pandemic (Karmaker et al., 2021). This disruption has increasingly challenged supply chain resilience (Ivanov and Dolgui, 2020), which is the ability of the supply chain to cope with, adapt to, and restore to pre-disruption or a new desired state to respond to demand and maintain proper performance (Hosseini et al., 2019). Supply chain resilience is highly dependent on its design, and companies with better supply chain designs are often more resilient to disruptions (Klibi et al., 2010).

In general, sustainability and resilience should be considered together to assure the survival of the system by exploiting the synergy of these two concepts. On the other hand, supply chain must be resilient in order to maintain its proper sustainability performance, including in the environmental dimension (Zare Mehrjerdi, and Shafiee, 2021). In this paper, an integrated green and resilient mixed open and closed-loop supply chain network design (SCND) and redesign problem is studied, and a novel bi-objective mathematical model is developed with the objectives of maximizing the total profit of SC and minimizing the SC negative environmental impacts. In order to enhance the resilience of the network against disruptions, some resilience strategies are applied. Three hybrid metaheuristics are proposed to handle the computational complexity of the problem. Also, a real case study and various test problems are provided to verify the mathematical model and solution methods and show the applicability of the studied problem and analyze it.

The other sections of the paper are as follows. In the “Literature review” section, the literature on green SCND, resilient SCND and green-resilient SCND are reviewed. The “Problem definition and mathematical modeling” section presents the problem definition and the proposed mathematical model. The solution methods are described in the “Solution methods” section. The case study, test problems and the computational results and analyses are provided in the section of “Computational results and analyses”. Finally, the conclusions and directions for future research are given in the section of “Conclusion”.

**Literature review**

In this section, the literature related to the problem studied in this paper is briefly reviewed. The literature review is presented in 4 subsections. The first three subsections present the literature review on green SCND, green-resilient SCND and integrated green and resilient SCND. The last subsection provides the research gaps and expresses the contributions of our paper.

**Green supply chain network design**

Given that the literature on green SCND is vast, here, the papers are that more relevant to our paper are reviewed. For this purpose, in this subsection, we concentrate on papers that have studied green supply chain design with considering reverse logistics.

Zohal and Soleimani (2016) studied a green closed loop SCND problem in gold industry. They developed a multi-objective mixed integer linear programming model for the problem. The objective functions were minimizing cost, maximizing income and minimizing CO₂ emissions. Nurjanni et al. (2017) presented a bi-objective mathematical model for green closed-loop SCND problem. The considered objectives were optimization of costs and environmental impacts. Mohtashami et al. (2020) used queuing system in green closed-loop supply chain design problem to minimize negative environmental impacts and energy consumption. There are other similar works in this literature such as the papers of Sadeghi Rad and Nahavandi (2018) and Mardan et al. (2019).

The mentioned papers did not consider uncertainty in their problem. Some researchers studied closed-loop green SCND under uncertainty. Soleimani et al. (2017) proposed a tri-objective mathematical model for green SCND under demands and social impacts uncertainties. The objective functions were maximizing profit, maximizing satisfied demands and minimizing lost work days. Ghomi-Avili et al., (2018) studied competitive green closed-loop SCND in the presence of disruptions for suppliers. The authors developed a bi-objective mathematical model whose objectives were maximizing supply chain profit and minimizing CO₂ emissions. Zarrat Dakhely Parast et al. (2021) studied a green supply chain design problem with forward and reverse flows. They considered location, routing and inventory decisions in their problem. Other research papers on green closed-loop SCND under uncertainty can be found in the works of Zhen et al. (2019) and Boronoos et al. (2021).
Resilient supply chain network design

Resilient supply chain network design is a growing research field. Especially in recent months, due to the outbreak of Covid-19 pandemic disease, its importance has become more and more realized.

The vast majority of studies in the field of resilient SCND have used resilience strategies to deal with disruptions. Multiple sourcing as the most well-known strategy has been sued by Peng et al. (2011), Hasani and Khosrojerdi (2016), Rezapour et al. (2017), Sabouhi et al. (2018), Bottani et al. (2019), Sabouhi et al. (2020) and Gholami-Zanjani et al. (2021a). This strategy allows a downstream facility to be served by two or more upstream facilities. When one or more upstream facilities cannot satisfy the demands of downstream facilities partially or completely, other upstream facilities can be replaced and avoid interruptions in operations and more damages. In facility fortification strategy, facilities are fortified against disruptions based on some fortification levels. With increasing the level of fortification, the resistance of facility increases, and of course, with increasing the level of fortification, related costs increase (Fattahi et al., 2017). The works of Azad et al. (2013), Jabbarzadeh et al. (2016), Fattahi et al. (2017), Gholami-Zanjani et al. (2021a) have utilized facility fortification as a resilience strategy. Using backup facilities is another resilience strategy used in some papers such as Salehi Sadghiani et al. (2015), Jabbarzadeh et al. (2016), Sabouhi et al. (2020) and Gholami-Zanjani et al. (2021a). Using this strategy will cause similar backup facilities to be replaced if one or more facilities fail, and activities will continue as possible. Capacity expansion strategy allows adding extra capacity to a facility when its capacity is decreased due to a disruption. Sabouhi et al. (2020) and Sabouhi-Zanjani et al. (2021a) have applied this strategy in their studies. Lateral transshipment strategy allows transshipping products and materials between facilities in a same echelon. With using this strategy products can be transferred to disrupted facilities when needed. This strategy is used in the papers of Jabbarzadeh et al. (2018b) and sabouhi et al. (2020). Keeping inventory is another main resilience strategy that helps prevent shortages in materials and products when disruption occurs. Hasani and Khosrojerdi (2016) and Sabouhi et al. (2018) are examples of research that have applied this strategy. There are other strategies such as alternative bill of material adaption (Hasani and Khosrojerdi, 2016) and dual channel distribution (Sabouhi et al., 2020) which can be useful according to the structure of the problem.

In terms of the network structure, most of the research considered the traditional design of the forward supply chain. Among the supply chain network design studies, Jabbarzadeh et al. (2018b) studied resilient closed-loop SCND under disruption risks. They presented a stochastic robust optimization model to formulate the problem. Vali-Siar and Roghanian (2020) investigated the problem of mixed open and closed-loop SCND under operational and disruption risks. They developed a new mathematical model with the objective of maximizing SC profit. Multiple sourcing, facility fortification, capacity expansion, dual-channel distribution and price adjustment were used as resilience strategies. Recently, Zare Mehrjerdi and Shafiee (2021) worked on sustainable and resilient closed-loop SCND and applied multiple sourcing and information sharing strategies to increase the SC resilience.

Some researchers considered other concepts besides resilience in their SCND problem. Fattahi et al. (2017) and Sabouhi et al. (2020) studied resilient and responsive SCND problem. Rezapour et al. (2017) and Ghavamifar et al. (2018) raised the issue of competition in resilient SCND problem under disruptions. The problem of resilient SCND with considering environmental issues or so-called green and resilient SCND is another important topic that is investigated in the next subsection.

Green and resilient supply chain network design

Due to the importance of considering environmental issues and the effects of disruptions on supply chain objects such as environmental objectives, considering resilience and environmental issues simultaneously is very important. The topic of green and resilient SCND seems to be a growing field of research, and there are still some issues to be studied more, especially the SCs with reverse logistics. Fahiminia et al. (2018) used an environmental performance scoring approach and a robustness measure to consider environmental issues and resilience in the SCND problem. They presented a single-objective mathematical model. Mohammed et al. (2019) studied green and resilient SCND problem. They developed a tri-objective mathematical model with the objectives of minimization of total cost, minimization of CO\textsubscript{2} and maximization of SC resilience. Some researchers utilized resilience strategies to mitigate disruptions. Hasani et al. (2021) used facility fortification, facility dispersion, semi-finished goods production, and multiple sourcing strategies for designing resilient and green SCND problem. Recently, Gholami-Zanjani et al. (2021b) used multiple sourcing and backup suppliers for designing green and resilient meat SCND.

The above-mentioned studies did not consider reverse logistics. Yavari and Zaker (2019) proposed a bi-objective MILP model for resilient and green closed-loop SCND Problem in the dairy industry. They applied interdependent two-layer structure for considering disruption in the electric power network supplying the power of the SC. The objective functions of their model were minimizing SC costs and carbon emissions. There is another category of research papers that studies sustainability and resilience in their problem. The papers of Jabbarzadeh et al. (2018a),
Zare Mehrjerdi and Shafiee (2021), Sazvar et al. (2021), Sabouhi et al. (2021), Shabbir et al. (2021) and Fazli-Khalaf et al. (2021) studied sustainable and resilient SCND problem.

**Research Gaps**

In Table 1, the related papers are summarized and their main characteristics are specified. According to the table, it can be seen that the issue of resilient mixed SCND has not been studied in the articles except for the previous work of the authors. Secondly, the problem of SCND with joint consideration of resilience and environmental issues in networks with reverse logistics has been only addressed in one paper whose network structure is closed-loop. Also, the simultaneous consideration of resilience, greenness and responsiveness has not been studied in previous studies. Moreover, only two papers have studied responsive resilient SCND and more research should be done in this field. As can be seen from Table 1, the problem of resilient supply chain network redesign has been discussed in only one paper, and there is a research gap in this area as well. Overall, to the best of our knowledge, no work has been done on integrated green, resilient and responsive mixed SCND. Based on these descriptions the main contributions of this paper are as follows:

- Presenting a novel mathematical model for the problem of mixed open and closed-loop supply chain network design
- Considering resilience, greenness and responsiveness simultaneously in the considered problem
- Considering the probable occurrence of disruptions for all facilities of supply chain network as well as vehicles, and applying several resilience strategies, such as using backup vehicles for dealing with disruptions
- Paying attention to both supply chain design and redesign concepts
- Proposing a novel hybrid metaheuristic to deal with problem complexity and comparing it with two other hybrid metaheuristic
- Analyzing the problem and solution methods via a real case study in the tire industry and various test problems
| Research | Problem approach | SC characteristics | Network structure | Reverse logistics operations | Decisions | Uncertainty approach | Solution method |
|----------|------------------|--------------------|-------------------|--------------------------|-----------|---------------------|-----------------|
|          | Design | Redesign | Gr | Rs | Rp | Oth | F | OL/CL | Mixed | Col | Rec | Rem | LA | SS | Fi | CF | Pr | VS | Oth |                |                |
| Peng et al. (2011) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | SP | MHeu, CS |
| Azad et al. (2013) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | -- | BD, CS |
| Salehi Sadghiani et al. (2015) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | -- | CS |
| Hasani and Khosrojerdi (2016) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | RO | MHeu |
| Jabbarzadeh et al. (2016) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | RO | LR, CS |
| Zohal and Soleimani (2016) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | -- | MHeu, CS |
| Nurjanni et al. (2017) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | -- | WM, Oth |
| Fattahi et al. (2017) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | SP | CS |
| Soleimani et al. (2017) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | SP | MHeu, CS |
| Rezapour et al. (2017) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | SP | CS |
| Ghavamifar et al. (2018) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | SP | BD, Oth |
| Ghomi-Avili et al. (2018) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | PP | CS, Oth |
| Sabouhi et al. (2018) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | SP | CS |
| Sabouhi et al. (2018) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | SP | CS, Oth |
| Sabouhi et al. (2018) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | -- | CS |
| Sabouhi et al. (2020) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | SP | BD, CS, Oth |
| Vafi-Sia and Roghanian (2020) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | SP, RO | LR, CS |
| Boronoos et al. (2021) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | PP | CS, Oth |
| Gholami-Zanjani et al. (2021a) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | SP | BD, CS |
| Gholami-Zanjani et al. (2021b) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | SP | Oth, CS |
| Zare Mehrjardi and Shafee (2021) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | SP | EC, CS |
| Hasani et al. (2021) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | SP, RO | MHeu |
| Sabouhi et al. (2021) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | SP, RO | BD |
| Sazvar et al. (2021) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | SP | MHeu |
| Fazli-Khalaf et al. (2021) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | SP | CS |
| Zarrat Dakhely Parsa et al. (2021) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | SP | CS |
| Shabir et al. (2021) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | SP | MHeu |

**SC characteristics:** Green (G), Resilient (Rs), Responsiven (Rn), Other (Oth)  
**Network Structure:** Forward (F), Open-loop (OL), Closed-loop (CL)  
**Reverse logistics operations:** Collection (Col), Recycling (Rec), Remanufacturing (Rm)  
**Decisions:** Location allocation (LA), Supplier selection (SS), Flows of products /martials (Fi), Capacity of facilities (CF), Pricing (Pr), Vehicle selection (VS)  
**Uncertainty approach:** Stochastic programming (SP), Robust optimization (RO), Fuzzy programming (FP), Fuzzy robust optimization (FRO)  
**Solution method:** Heuristic (Heu), Metaheuristic (MHeu), Benders decomposition (BD), Goal programming (GP), Commercial optimization software (CS), Epsilon-constraint (EC), Weighted sum method (WM), Lagrangian relaxation (LR)
192 **Problem definition and mathematical modeling**

In this section the addressed problem is described and the developed mathematical model is presented.

196 **Problem definition**

In this paper a multi-echelon, and multi-period and multi-product supply chain network design/redesign problem is studied. The network structure is mixed open and closed-loop. The supply chain network consists of suppliers, production centers, distribution centers (DCs), customers, collection/inspection centers, recycling centers and remanufacturing centers. Production centers produce products using raw materials supplied by suppliers. These products can be transferred to distribution centers and from those centers to customer zones or sent directly from production centers to customer zones (two-channel distribution). The end-of-life (EOL) products are collected by collection centers and after inspection, a portion of returned products are transferred to recycling centers and a portion to remanufacturing centers. Also, a percentage of products that cannot be used for recycling or remanufacturing are transferred to disposal centers. In remanufacturing centers, products are converted into usable products of the same type as before, which have a relatively lower price and quality compared to main new products. These products are also sent to distribution centers and distribution centers send them to customer zones. In recycling centers, raw materials are extracted from recycled products and also recycled products used in other supply chains are produced. Extracted raw materials are sent to production centers to be utilized in producing new products and recycled products to other supply chains. There are different types of vehicles for transshipping products and materials. The establishment of facilities and different operations of supply chain have different costs and environmental impacts. It is assumed that there are various technologies for production centers, remanufacturing centers and recycling centers, each of which has a specific cost and environmental impact. According to these explanations and the definition of the mixed supply chain in the introduction, the structure of the supply chain network studied in this paper is mixed open and closed-loop. Figure 1 schematically illustrates the supply chain under study.

![Fig. 1 The graphical representation of studied supply chain network](image)

It is assumed that supply chain facilities and vehicles are exposed to disruptions. When disruption occurs for facilities, their capacity would be loosed partially or completely. Some resilient strategies are applied to cope with disruption risks and increase the resilience of the supply chain, including multiple sourcing, facility fortification,
capacity expansion, dual-channel distribution (mentioned in the previous paragraph), dynamic pricing, lateral transshipment, and considering backup vehicles supplied by third-party logistics companies. Dynamic pricing can be utilized as a risk mitigation strategy. In dynamic pricing, different prices can be determined in each period for each product and each customer zone (Yavari et al., 2020). Given that the vehicles are exposed to disruptions, backup vehicles provided by third-party logistics companies are intended to help compensate for the lost capacity of the vehicles of the supply chain in the event of a disruption. Other strategies were explained in the last section. As mentioned in the introduction, disruptions can adversely affect the SC responsiveness. Hence, responsiveness should be considered in the SCND problem. In order to consider responsiveness, it can be included in the objective function or controlled by imposing constraints (Sabouhi et al., 2020). In this article, the second approach is used. In addition to the disruption risks, it is assumed that there is operational uncertainty in the production cost of main products and the cost of purchasing raw materials. All the mentioned uncertainties, whether of the disruption type or of the operational type, are scenario-based and are handled with the stochastic programming approach. The model decides on the establishment/closure of the facility, the flows between the facilities and the prices of the products. We have assumed that the demands are price dependent, and there is a linear relationship between price and demand. The prices of products are discretized in order to avoid non-linearity. The modeling of the price-demand relationship is done similarly to the paper of Fattahi et al. (2018). For more details, interested readers are referred to the mentioned paper.

Mathematical model

In order to formulate the problem, a bi-objective mixed-integer linear programming model has been developed. The first objective is to maximize the total profit of the supply chain and the second one seeks to minimize the negative environmental impacts of the supply chain, including the greenhouse gas emissions and other destructive impacts originating from the establishment of facilities and other activities. At first, sets, parameters and variables are presented, and then the mathematical model is explained.

**Sets**

- Set of suppliers, indexed by $i$  
- Set of existing and potential production centers, indexed by $p$. The set of existing production centers is denoted by $P_0$, and the set of potential locations for production centers is denoted by $P^n$. $P = P^n \cup P_0$ and $P^n \cap P_0 = \emptyset$  
- Set of existing and potential DCs, indexed by $j$ and $j'$. The set of existing DCs is denoted by $J^0$, and the set of new potential locations for DCs is denoted by $J^n$. $P = J^n \cup J^0$ and $J^n \cap J^0 = \emptyset$  
- Set of customers, indexed by $c$  
- Set of potential locations for collection/inspection centers, indexed by $k$  
- Set of potential locations for recycling centers, indexed by $h$  
- Set of potential locations for remanufacturing centers, indexed by $r$  
- Set of supply chains, indexed by $g$  
- Set of vehicle types related to SC and third-party logistics company, indexed by $v$. The set of SC vehicle types is denoted by $V^0$, and the set of third-party logistics vehicle types is denoted by $V^{TPL}$. $V = V^0 \cup V^{TPL}$.
- Set of fortification levels, indexed by $a$  
- Set of production technologies, indexed by $u_1$  
- Set of recycling technologies, indexed by $u_2$  
- Set of remanufacturing technologies, indexed by $u_3$  
- Set of product types, indexed by $e$  
- Set of capacity levels for DCs and collection/inspection centers indexed by $o$  
- Set of price levels, indexed by $l$  
- Set of time periods, indexed by $t$  
- Set of scenarios, indexed by $s$

**Parameters**

- $f_{s_i}$ Fixed cost of selecting supplier $i$  
- $f_{p_{pu_1a}}$ Fixed cost of opening production center $p$ with production technology $u_1$ and fortification level $a$  
- $f_{d_j}$ Fixed cost of opening distribution center $j$  
- $f_{c_k}$ Fixed cost of opening collection/inspection center $k$
\[f_{hu2a}\] Fixed cost of opening recycling center \(h\) with recycling technology \(u_2\) and fortification level \(a\)

\[f_{ru3a}\] Fixed cost of opening remanufacturing center \(r\) with remanufacturing technology \(u_3\) and fortification level \(a\)

\[f_{clj}\] Fixed cost of closing distribution center \(j\)

\[f_{cdaj}\] Fixed cost of developing capacity level \(o\) for distribution center \(j\)

\[f_{ccok}\] Fixed cost of developing capacity level \(o\) for collection/inspection center \(k\)

\[tc_{e}\] Unit transportation cost of raw and recycled materials using vehicle type \(v\) per unit distance

\[tc_{pe}\] Unit transportation cost of product type \(e\) using vehicle type \(v\) per unit distance

\[\psi\] Maximum number of existing distribution centers that can be closed

\[da_{ip}\] The distance between supplier \(i\) and production center \(p\)

\[db_{pj}\] The distance between production center \(p\) and distribution center \(j\)

\[dc_{pc}\] The distance between production center \(p\) and customer \(c\)

\[dd_{jp}\] The distance between distribution centers \(j\) and \(j'\) \((j \neq j')\)

\[de_{jc}\] The distance between distribution center \(j\) and customer \(c\)

\[df_{ck}\] The distance between customer \(c\) and collection/inspection center \(k\)

\[dg_{kr}\] The distance between collection/inspection center \(k\) and remanufacturing center \(r\)

\[dh_{kh}\] The distance between collection/inspection center \(k\) and recycling center \(h\)

\[di_{jr}\] The distance between remanufacturing center \(r\) and distribution center \(j\)

\[dj_{hp}\] The distance between recycling center \(h\) and production center \(p\)

\[dk_{hg}\] The distance between recycling center \(h\) and production centers of supply chain \(g\)

\[mc_{epeu1s}\] Cost of producing one unit product type \(e\) in production center \(p\) with technology \(u_1\) under scenario \(s\)

\[ce_{peus}\] Cost per unit of adding extra production capacity for product type \(e\) in production center \(p\) with technology \(u_1\) under scenario \(s\)

\[cd_{j}\] Cost of distributing one unit of product in distribution center \(j\)

\[cc_{k}\] Cost of collecting and inspecting one unit of product in collection/inspection center \(k\)

\[r_{e}\] Cost of remanufacturing one unit of product type \(e\) in remanufacturing center \(r\) with technology \(u_2\)

\[rm_{erus}\] Cost of remanufacturing one unit of product type \(e\) in remanufacturing center \(r\) with technology \(u_3\)

\[dp\] Cost of disposing of one unit of product in disposal center

\[cr_{ig}\] Cost of purchasing one unit of raw material from supplier \(i\) under scenario \(s\)

\[ud_{ec}\] Cost of not meeting one unit of demand related to product type \(e\) for customer \(c\)

\[udm_{ec}\] Cost of not meeting one unit of demand related to remanufactured product type \(e\) for customer \(c\)

\[udr_{g}\] Cost of not meeting one unit of demand related to recycled products for supply chain \(g\)

\[eo_{paus}\] Environmental impact of establishing production center \(p\) with fortification level \(a\) and manufacturing technology \(u_1\)

\[eo_{j}\] Environmental impact of establishing distribution center \(j\)

\[eo_{k}\] Environmental impact of establishing collection/inspection center \(k\)

\[eo_{haus}\] Environmental impact of establishing recycling center \(h\) with fortification level \(a\) and manufacturing technology \(u_2\)

\[eo_{rau3}\] Environmental impact of establishing remanufacturing center \(r\) with fortification level \(a\) and manufacturing technology \(u_3\)

\[ep_{epus}\] Environmental impact of producing a unit of product type \(e\) in production center \(p\) by using manufacturing technology \(u_1\)

\[ed_{j}\] Environmental impact of handling a unit of product in distribution center \(j\)

\[ec_{k}\] Environmental impact of handling a unit of product in collection/inspection center \(k\)

\[es_{e}\] Environmental impact of disposing a unit of product type \(e\) or releasing in environment

\[el_{hu2}\] Environmental impact of processing a unit of product in recycling center \(h\) by using manufacturing technology \(u_2\)

\[em_{erus}\] Environmental impact of processing a unit of product type \(e\) in remanufacturing center \(r\) by using manufacturing technology \(u_3\)

\[etr_{e}\] Environmental impact of transporting a unit of raw material using vehicle type \(v\) per unit distance
Environmental impact of transporting a unit of product using vehicle type $v$ per unit distance

The percentage of wasted raw material for producing one unit of product type $e$

Demand of customer $c$ related to price level $l$ for product type $e$ in period $t$, under scenario $s$

Demand of customer $c$ related to price level $l$ for remanufactured product type $e$ in period $t$, under scenario $s$

Demand of supply chain $g$ related to price level $l$ for recycled products in period $t$, under scenario $s$

Offered price level $l$ for product type $e$ for selling to customer $c$

Offered price level $l$ for remanufactured product type $e$ for selling to customer $c$

Offered price level $l$ for recycled materials for selling to SC $g$

Amount of determined value for SC responsiveness level related to the demand of customer $c$

Amount of determined value for SC responsiveness level related to the demand of SC $g$

Production capacity of production center $p$

Maximum addable capacity related to production center $p$

Distribution Capacity of production center $p$

Capacity of distribution center $j$

Capacity level $o$ for distribution center $j$

Capacity of collection/inspection $k$

Capacity level $o$ for collection/inspection $k$

Capacity of recycling center $h$

Capacity of remanufacturing center $r$

Capacity of vehicle type $v$

Total number of vehicle type $v$ ($v \in V^0$) for transporting raw materials from supplier $i$ in time period $t$

Total number of vehicle type $v$ ($v \in V^0$) for transporting products from production center $p$ in in time period $t$

Total number of vehicle type $v$ ($v \in V^0$) for transporting products from distribution center $j$ in in time period $t$

Total number of vehicle type $v$ ($v \in V^0$) for transporting products from customer $c$ in in time period $t$

Total number of vehicle type $v$ ($v \in V^0$) for transporting products from collection/inspection $k$ in in time period $t$

Total number of vehicle type $v$ ($v \in V^0$) for transporting products from recycling center $h$ in in time period $t$

Total number of vehicle type $v$ ($v \in V^0$) for transporting products from remanufacturing center $r$ in in time period $t$

Total number of vehicle type $v$ ($v \in V^{tp}$) for transporting products in supply chain supplied from third-party logistics company in period $t$

Percentage of returned product type $e$ from customer $c$

Percentage of returned product type $e$ sent from collection/inspection centers to remanufacturing centers

Percentage of returned product type $e$ sent from collection/inspection centers to recycling centers

Available (non-disrupted) fraction of production capacity of production center $p$ with fortification level $a$ in period $t$ under scenario $s$

Available (non-disrupted) fraction of distribution capacity of production center $p$ with fortification level $a$ in period $t$ under scenario $s$

Available (non-disrupted) fraction of capacity of supplier $i$ in period $t$ under scenario $s$

Available (non-disrupted) fraction of capacity of distribution center $j$ in period $t$ under scenario $s$

Available (non-disrupted) fraction of capacity of collection/inspection center $k$ in period $t$ under scenario $s$

Available (non-disrupted) fraction of capacity of remanufacturing center $r$ with fortification level $a$ in period $t$ under scenario $s$
Variables

\( \varphi_{1 \text{vits}} \)
Available (non-disrupted) fraction of total number of vehicle type \( v \) \((v \in V)\) for transporting raw materials from supplier \( i \) in period \( t \) under scenario \( s \)

\( \varphi_{2 \text{vpts}} \)
Available (non-disrupted) fraction of total number of vehicle type \( v \) \((v \in V)\) for transporting products from production center \( p \) in period \( t \) under scenario \( s \)

\( \varphi_{3 \text{ejets}} \)
Available (non-disrupted) fraction of total number of vehicle type \( v \) \((v \in V)\) for transporting products from distribution center \( j \) in period \( t \) under scenario \( s \)

\( \varphi_{4 \text{vcts}} \)
Available (non-disrupted) fraction of total number of vehicle type \( v \) \((v \in V)\) for transporting products from customer \( c \) in period \( t \) under scenario \( s \)

\( \varphi_{5 \text{vts}} \)
Available (non-disrupted) fraction of total number of vehicle type \( v \) \((v \in V)\) for transporting products from collection/inspection \( k \) in period \( t \) under scenario \( s \)

\( \varphi_{6 \text{vhts}} \)
Available (non-disrupted) fraction of total number of vehicle type \( v \) \((v \in V)\) for transporting products from recycling center \( h \) in period \( t \) under scenario \( s \)

\( \varphi_{7 \text{vrts}} \)
Available (non-disrupted) fraction of total number of vehicle type \( v \) \((v \in V)\) for transporting products from remanufacturing center \( r \) in period \( t \) under scenario \( s \)

\( \pi_s \)
Probability of scenario \( s \) occurrence

Quantity of raw material shipped from supplier \( i \) to production center \( p \) using vehicle \( v \) in period \( t \) under scenario \( s \)

Quantity of product type \( e \) produced at production center \( p \) in period \( t \) with technology \( w \) under scenario \( s \)

Quantity of added capacity to production center \( p \) for producing product type \( e \) with technology \( u_{1} \) in period \( t \) under scenario \( s \)

Quantity of product type \( e \) shipped from production center \( p \) to distribution center \( j \) using vehicle \( v \) in period \( t \) under scenario \( s \)

Quantity of product type \( e \) shipped from production center \( p \) to customer \( c \) using vehicle \( v \) in period \( t \) under scenario \( s \)

Quantity of product type \( e \) shipped from distribution center \( j \) to distribution center \( j' \) using vehicle \( v \) in period \( t \) under scenario \( s \)

Quantity of product type \( e \) shipped from distribution center \( j \) to customer \( c \) using vehicle \( v \) in period \( t \) under scenario \( s \)

Quantity of remanufactured product type \( e \) shipped from distribution center \( j \) to customer \( c \) using vehicle \( v \) in period \( t \) under scenario \( s \)

Quantity of product type \( e \) shipped from customer \( c \) to collection/inspection center \( k \) using vehicle \( v \) in period \( t \) under scenario \( s \)

Quantity of product type \( e \) shipped from collection/inspection center \( k \) to remanufacturing center \( r \) using vehicle \( v \) in period \( t \) under scenario \( s \)

Quantity of product type \( e \) shipped from collection/inspection center \( k \) to recycling center \( h \) using vehicle \( v \) in period \( t \) under scenario \( s \)

Quantity of remanufactured product type \( e \) remanufactured with technology \( u_{3} \) shipped from remanufacturing center \( r \) to distribution center \( j \) using vehicle \( v \) in period \( t \) under scenario \( s \)

Quantity of recycled materials recycled with technology \( u_{2} \) shipped from recycling center \( h \) to production center \( p \) using vehicle \( v \) in period \( t \) under scenario \( s \)

Quantity of recycled materials produced with recycling technology \( u_{2} \) shipped from recycling center \( h \) to supply chain \( g \) using vehicle \( v \) in period \( t \) under scenario \( s \)

Quantity of unmet demand of customer \( c \) for product type \( e \) with price level \( l \) in period \( t \) under scenario \( s \)

Quantity of unmet demand of customer \( c \) for remanufactured product type \( e \) \( l \) in period \( t \) under scenario \( s \)

Quantity of unmet demand of supply chain \( g \) for recycled materials in period \( t \) under scenario \( s \)

A binary variable; 1 if supplier \( i \) is selected, 0 otherwise

A binary variable; 1 if production center \( p \) with fortification level \( a \) and technology \( u_{3} \) is established, 0 otherwise

A binary variable; 1 if distribution center \( j \) is established, 0 otherwise

A binary variable; 1 if collection/inspection center \( k \) is established, 0 otherwise

A binary variable; 1 if recycling center \( h \) with fortification level \( a \) and technology \( u_{2} \) is established, 0 otherwise

A binary variable; 1 if remanufacturing center \( r \) with fortification level \( a \) and technology \( u_{3} \)
\( x_{\text{cd}_{ij}} \)

A binary variable; 1 if capacity level \( o \) is developed for DC \( j \), 0 otherwise.

\( x_{\text{cc}_{ek}} \)

A binary variable; 1 if capacity level \( o \) is developed for collection/inspection center \( j \), 0 otherwise.

\( v_{\text{lects}} \)

A binary variable; 1 if price level \( l \) is selected for product \( e \) for selling to customer \( c \) in period \( t \) under scenario \( s \)

\( v'_{\text{lects}} \)

A binary variable; 1 if price level \( l \) is selected for remanufactured product \( e \) for selling to customer \( c \) in period \( t \) under scenario \( s \)

\( v''_{\text{lgts}} \)

A binary variable; 1 if price level \( l \) is selected for recycled materials for selling to SC \( G \) in period \( t \) under scenario \( s \)

\[
\text{Max } Z_{E}\text{c} = Z_{E}^{R}-(Z_{E}^{I} + Z_{E}^{F} + Z_{E}^{V})
\] (1)

\[
Z_{E}^{R} = \sum_{s}^{S} \sum_{l}^{L} \sum_{t}^{T} \sum_{e}^{E} \sum_{c}^{C} \left( v_{\text{lects}} m_{\text{lects}} r_{l e c} + v'_{\text{lects}} d_{r_{l e c}} - \omega_{c e l t s} p_{r_{l e c}} - \omega'_{c e l t s} p_{r_{l e c}} \right)
+ \sum_{g}^{G} \left( v''_{\text{lgts}} d_{r_{c l e t s}} p_{r_{c l e t s}} - \omega''_{g l t s} p_{r_{c l e t s}} \right)
\] (1-1)

\[
Z_{E}^{I} = \sum_{p}^{P} \sum_{a}^{A} \sum_{t}^{T} \sum_{e}^{E} \sum_{c}^{C} f_{p u a x p a u} + \sum_{j}^{J} f_{s_{i}} s_{i} + \sum_{j}^{J} f_{d_{j} y_{j}} + \sum_{j}^{J} f_{d_{j} (y'_{j})}
+ \sum_{k}^{K} f_{k z_{k}} + \sum_{h}^{H} \sum_{u}^{U} \sum_{a}^{A} f_{r_{h u a} r_{h a u}} + \sum_{h}^{H} \sum_{u}^{U} \sum_{a}^{A} f_{r_{u a} r_{r a u}}
\] (1-2)

\[
Z_{E}^{F} = \sum_{s}^{S} \sum_{l}^{L} \sum_{t}^{T} \sum_{e}^{E} \sum_{c}^{C} \sum_{v}^{V} \sum_{p}^{P} \sum_{r}^{R} t_{c r_{ip} r_{ip}}
+ \sum_{p}^{P} \sum_{j}^{J} \sum_{v}^{V} \sum_{t}^{T} t_{c p_{j} e v} d_{p j}
+ \sum_{j}^{J} \sum_{c}^{C} \sum_{e}^{E} \sum_{v}^{V} \sum_{t}^{T} t_{c p_{e} d_{p c}}
+ \sum_{j}^{J} \sum_{r}^{R} \sum_{e}^{E} \sum_{v}^{V} \sum_{t}^{T} t_{c p_{e} l_{r j}}
+ \sum_{j}^{J} \sum_{c}^{C} \sum_{e}^{E} \sum_{v}^{V} \sum_{t}^{T} t_{c p_{e}} (q_{o e j c v} + q_{r e j c v})
+ \sum_{c}^{C} \sum_{k}^{K} \sum_{e}^{E} \sum_{v}^{V} \sum_{t}^{T} t_{c p_{e} q_{n c k}}
+ \sum_{k}^{K} \sum_{r}^{R} \sum_{e}^{E} \sum_{v}^{V} \sum_{t}^{T} t_{c p_{r} d_{k r}}
+ \sum_{k}^{K} \sum_{h}^{H} \sum_{e}^{E} \sum_{v}^{V} \sum_{t}^{T} t_{c p_{r} d_{k h}}
\] (1-3)

\[
Z_{E}^{V} = \sum_{s}^{S} \sum_{l}^{L} \sum_{t}^{T} \sum_{e}^{E} \sum_{c}^{C} \sum_{v}^{V} \sum_{t}^{T} t_{c r_{ip} r_{ip}}
+ \sum_{p}^{P} \sum_{e}^{E} \sum_{u}^{U} \sum_{t}^{T} m_{c p u s} m_{a p u t}
+ \sum_{j}^{J} \sum_{c}^{C} \sum_{e}^{E} \sum_{v}^{V} \sum_{t}^{T} c_{e p u s} a_{p e u} + \sum_{j}^{J} \sum_{c}^{C} \sum_{e}^{E} \sum_{v}^{V} \sum_{t}^{T} c_{d_{j} (q_{o e j c v} + q_{r e j c v})}
+ \sum_{c}^{C} \sum_{k}^{K} \sum_{e}^{E} \sum_{v}^{V} \sum_{t}^{T} c_{c k} q_{e k v}
\] (1-4)
\[
Z_\text{En} = Z^f_2 + Z^v_2 + Z^t_2
\]

\[
Z^f_2 = \sum \sum \sum \sum r_{chuj} (\sum f_{u2hpvts} + \sum f'_{u2hpvts})
+ \sum \sum \sum \sum r_{eruj} qm_{u3erjvts}
+ dp \sum \sum \sum \sum (\sum qn_{eckvts} - \sum qf_{ekrvts} - \sum qb_{ekhvts})
+ \sum \sum \sum \sum ud_{ec} \omega_{cets}
+ \sum \sum \sum \sum udm_{ec} \omega'_{cets} + \sum \sum \sum \sum udr'_{g} \omega''_{glts})
\]

\[
Z^v_2 = \sum \pi_s (\sum \sum \sum \sum e_{p\text{pu}1}(ma_{p\text{pu}1ts} + ac_{p\text{pu}1ts})
+ \sum \sum \sum \sum ed_j(qo_{e\text{jvcts}} + qo_{\text{e}\text{jvcts}}) + \sum \sum \sum \sum \sum ec_{c}qn_{e\text{kvts}}
+ \sum \sum \sum \sum \sum el_{hu2}(f_{u2hpvpts} + f'_{u2hpvpts})
+ \sum \sum \sum \sum \sum em_{eruj}qm_{u3erjvts}
+ \sum \sum \sum \sum \sum es_{c}(\sum qn_{e\text{kvts}} - \sum qf_{ekrvts} - \sum qb_{ekhvts})
\]

\[
Z^t_2 = \sum \pi_s (\sum \sum \sum \sum et_{r_{ipvts}}da_{ip}
+ \sum \sum \sum \sum et_{pvq_{jpvjvts}}db_{pj}
+ \sum \sum \sum \sum et_{pvq_{d\text{pvts}}}dc_{pj}
+ \sum \sum \sum \sum et_{pvq_{e\text{jvpts}}}dd_{jj'}
+ \sum \sum \sum \sum \sum et_{v}(qo_{e\text{jvcts}} + qo_{\text{e}\text{jvcts}})de_{jc}
+ \sum \sum \sum \sum et_{pv}qn_{e\text{kvts}}df_{ck}
+ \sum \sum \sum \sum et_{pvqf_{ekrjvts}}dg_{kr}
+ \sum \sum \sum \sum et_{pvqb_{ekhvts}}dh_{kh}
+ \sum \sum \sum \sum \sum et_{pvqm_{u3erjvts}}di_{rj}
+ \sum \sum \sum \sum \sum et_{r_{f_{u2hpvpts}}}dj_{hp}
\]
The first objective function (1) seeks to maximize supply chain profits. Supply chain profit is the sum of supply chain revenues minus supply chain costs. Supply chain revenue is calculated in Equation (1-1) and includes revenues from sales of major products, remanufactured products, and recycled products. Supply chain costs are shown in three sections. Fixed costs are calculated by Equation (1-2) and include the establishment/closure costs of facilities and supplier selection. Equation (1-3) presents variable costs include the cost of producing products, purchasing raw materials, remanufacturing, disposal, recycling and costs of unmet demands. Transportation costs are also presented in Equation (1-4).

The second objective function minimizes the negative environmental impacts of the supply chain. The environmental impacts of establishing facilities are presented in Equation (2-1). Equation (2-2) calculates the environmental impacts of producing products, remanufacturing, recycling, and disposing of used products or releasing them into the environment. The environmental impacts of transportation are also considered in Equation (2-3).

\[
\sum_{a} \sum_{u_1} x_{pau_1} \leq 1 \quad \forall p \in p^n \quad (3)
\]

\[
\sum_{a} \sum_{u_1} x_{pau_1} = 1 \quad \forall p \in p^0 \quad (4)
\]

\[
\sum_{a} \sum_{u_2} r_{hau_2} \leq 1 \quad \forall h \quad (5)
\]

\[
\sum_{a} \sum_{u_3} r_{rau_3} \leq 1 \quad \forall r \quad (6)
\]

Constraints (3), (5) and (6) state that at most one fortification level and one technology should be selected for production centers, recycling centers and remanufacturing centers, respectively that are to be established. Constraint (4) is related to existing production centers that should be remained open.

\[
y_j^j = 1 - y_j \quad \forall j \in j^0 \quad (7)
\]

\[
\sum_{j \in j^0} y_j^j \leq \psi \quad (8)
\]

Constraint (7) computes the variable \(y_j^j\) which is used in the first objective function. Constraint (8) limits the number of distribution centers that are to be closed.

\[
\sum_i \sum_v q_{ipvts} + \sum_h \sum_{u_2} \sum_v f_{u_2hpts} = \sum_e \left(1 - rm_e\right) (ma_{epu1ts} + ac_{peu1ts}) \quad \forall p,t,s \quad (9)
\]

Constraint (9) states that the raw materials required for manufacturing products are supplied by suppliers and recycling centers.

\[
\sum_{u_1} (ma_{epu1ts} + ac_{peu1ts}) - \sum_c \sum_v q_{dpcvts} = \sum_j \sum_v q_{ljjjets} + l_{epts} \quad \forall p,e,t,s \quad (10)
\]

\[
\sum_p \sum_v q_{epjts} + \sum_{j \neq j'} \sum_v q_{ljj'jets} = \sum_j \sum_v q_{ljjjets} + \sum_c \sum_v q_{ojetcts} \quad \forall j,e,t,s \quad (11)
\]

\[
\sum_j \sum_v q_{ojetcts} + \sum_p \sum_v q_{dpcvts} + \sum_t \omega_{clts} = \sum_l d_{mclts} s_{l} \quad \forall e,c,t,s \quad (12)
\]

Constraints (10)-(12) guarantees balance of forward flows of the supply chain network. The mechanism of transportation of products was described in the previous paragraphs of this section.

\[
\sum_l u_{lcts} = 1 \quad \forall c,e,t,s \quad (13)
\]

\[
\sum_l u'_{lcts} = 1 \quad \forall c,e,t,s \quad (14)
\]
\[ \sum_{i} V''_{i} = 1 \quad \forall g, t, s \quad (15) \]

Constraints (13)-(15) ensure that for each product under each scenario and in each period only one price level should be selected.

\[ \omega_{cetls} \leq d m_{cetls} \quad \forall c, e, l, t, s \quad (16) \]

\[ \omega'_{cetls} \leq d r_{cetls} \quad \forall c, e, l, t, s \quad (17) \]

\[ \omega''_{gltls} \leq d r_{gltls} \quad \forall g, l, t, s \quad (18) \]

Constraints (16)-(18) guarantee that the amount of unmet demand should be less than or equal to the demand corresponding to the selected price level.

\[ \sum \sum q_{ncy}_{eckvts} \leq a_{ce} \sum \sum q_{o_{ejcvt}} + \sum \sum q_{d_{ecpvt}} \quad \forall e, c, t, s \quad (19) \]

\[ \sum \sum q_{f_{ekvts}} \leq \beta_{e} \sum \sum q_{ncy}_{eckvts} \quad \forall e, k, t, s \quad (20) \]

\[ \sum \sum q_{b_{ekvts}} \leq \gamma_{e} \sum \sum q_{ncy}_{eckvts} \quad \forall e, k, t, s \quad (21) \]

\[ \sum \sum \sum q_{m_{uemj}} = \sum \sum q_{f_{ekvts}} \quad \forall e, r, t, s \quad (22) \]

\[ \sum \sum \sum q_{or_{ejcvt}} = \sum \sum \sum q_{m_{uemj}} \quad \forall e, j, t, s \quad (23) \]

\[ \sum \sum \sum f_{u_{hpvts}} + \sum \sum \sum f'_{u_{hpvts}} = \delta \sum \sum \sum q_{b_{ekvts}} \quad \forall h, t, s \quad (24) \]

\[ \sum \sum \sum q_{or_{ejcvt}} + \sum \sum \omega'_{cetls} = \sum \sum \omega'_{cetls} \quad \forall c, e, t, s \quad (25) \]

\[ \sum \sum \sum q_{f'}_{u_{hpvts}} + \sum \sum \omega''_{gltls} = \sum \sum \omega''_{gltls} \quad \forall g, t, s \quad (26) \]

Constraints (19-26) ensures the balance of reverse flows of the supply chain based on the descriptions stated before.

\[ \sum p \sum q_{ripvts} \leq \eta_{its} \sum t \sum s \quad (27) \]

\[ \sum e \sum a \sum \sum q_{d_{ecpvt}} \leq \beta_{a} \sum \sum \sum \sum q_{ncy}_{eckvts} \quad \forall p, t, u_1, s \quad (28) \]

\[ \sum e \sum c \sum \sum q_{d_{ecpvt}} \leq \beta_{c} \sum \sum \sum q_{d_{ecpvt}} \quad \forall p, t, u_1, s \quad (29) \]

\[ \sum e \sum a \sum \sum \sum q_{d_{ecpvt}} \leq \beta_{a} \sum \sum \sum q_{d_{ecpvt}} \quad \forall p, t, u_1, s \quad (30) \]

\[ \sum e \sum \sum \sum q_{o_{ejcvt}} \leq \kappa_{its} (\sum t \sum s) \quad (31) \]

\[ \sum e \sum \sum \sum q_{o_{ejcvt}} \leq \mu_{its} (\sum t \sum s) \quad (32) \]

\[ \sum e \sum \sum \sum q_{o_{ejcvt}} \leq \lambda_{e} \sum \sum \sum q_{o_{ejcvt}} \quad \forall p, t, u_1, s \quad (33) \]

\[ \sum e \sum \sum \sum q_{o_{ejcvt}} \leq \mu_{e} \sum \sum \sum q_{o_{ejcvt}} \quad \forall k, t, s \quad (34) \]

\[ \sum e \sum \sum \sum q_{o_{ejcvt}} \leq \lambda_{e} \sum \sum \sum q_{o_{ejcvt}} \quad \forall p, t, u_1, s \quad (35) \]

\[ \sum e \sum \sum \sum q_{o_{ejcvt}} \leq \mu_{e} \sum \sum \sum q_{o_{ejcvt}} \quad \forall k, t, s \quad (36) \]
Constraints (27-36) assure that the maximum capacity limit of facilities is not violated. The effects of disruptions are considered in these constraints. Constraints (32) and (33) state that at most one capacity level can be selected for developing capacity of each distribution center and each collection center respectively. 

\[
\sum_{p} q_{ipvts} \leq \varphi_{1pvts}c_{pv}n_{v}v_{it} \quad \forall i, v \in v^{0}, t, s
\] (37)

\[
\sum_{e} \sum_{j} q_{ejvts} + \sum_{e} q_{d_{epcvts}} \leq \varphi_{2pvts}c_{pv}n_{v}v_{p}v_{ts} \quad \forall p, v \in v^{0}, t, s
\] (38)

\[
\sum_{e} \sum_{j} q_{ejvts} + \sum_{e} (q_{o_{ejvts}} + q_{or_{ejvts}}) \leq \varphi_{3pvts}c_{pv}n_{v}v_{ij} \quad \forall j, v \in v^{0}, t, s
\] (39)

\[
\sum_{e} q_{n_{ecvts}} \leq \varphi_{4pvts}c_{pv}n_{v}v_{o}v_{ct} \quad \forall c, v \in v^{0}, t, s
\] (40)

\[
\sum_{e} \sum_{r} q_{f_{ekvts}} + \sum_{e} q_{f_{ekvts}} \leq \varphi_{5pvts}c_{pv}n_{v}v_{e} \quad \forall r, v \in v^{0}, t, s
\] (41)

\[
\sum_{u_{2}} \sum_{e} \sum_{j} q_{u_{2}hpvts} + \sum_{u_{2}} \sum_{g} f_{u_{2}hpvts} \leq \varphi_{6pvts}c_{pv}n_{v}v_{o}v_{g} \quad \forall h, v \in v^{0}, t, s
\] (43)

\[
\sum_{i} \sum_{e} \sum_{j} q_{ipvts} + \sum_{i} \sum_{p} \sum_{f} q_{jepvts} + \sum_{i} \sum_{p} \sum_{c} q_{d_{epcvts}}
\]
\[
+ \sum_{e} \sum_{j} \sum_{c} q_{ejvts} \sum_{e} \sum_{j} \sum_{c} (q_{o_{ejvts}} + q_{or_{ejvts}})
\]
\[
+ \sum_{e} q_{n_{ecvts}} \sum_{e} \sum_{r} q_{f_{ekvts}}
\]
\[
+ \sum_{e} \sum_{r} \sum_{h} q_{f_{ekvts}} \sum_{e} \sum_{r} \sum_{h} \sum_{g} q_{m_{u_{2}ervts}}
\] (44)

Constraints (37) to (44) indicate the limitation on the capacity of supply chain vehicles. The capacity limit related to third-party logistics company is assured by constraint (46).

\[
\sum_{i} \sum_{e} \sum_{j} q_{o_{ejvts}} + \sum_{e} \sum_{p} \sum_{f} q_{d_{epcvts}} \geq \tau_{c} \quad \forall c, t, s
\] (45)

\[
\sum_{e} \sum_{l} \sum_{l} q_{o_{lervts}} \geq \tau_{l} \quad \forall e, t, s
\] (46)

\[
\sum_{h} \sum_{a_{un}} \sum_{d_{un}} f'_{u_{2}hpvts} \geq \bar{t}_{g} \quad \forall g, t, s
\] (47)

Constraints (45-47) impose limitation on minimum amount of responsiveness of supply chain in the terms of the fraction of satisfied demands.

\[
q_{ipvts}, m_{1a_{u_{1}a_{1}}}, a_{c_{p_{u_{1}a_{1}}}}, c_{v_{e_{p_{u_{1}a_{1}}}}}, q_{j_{epvts}}, q_{d_{epcvts}}, q_{l_{ejvts}}, q_{o_{ejvts}}, q_{or_{ejvts}}, q_{n_{ecvts}}, q_{f_{ekvts}}, q_{h_{ekvts}}, q_{m_{u_{2}ervts}}, f_{u_{2}hpvts},
\]
\[
f'_{u_{2}hpvts}, c_{v_{e_{lervts}}}, c_{v_{lervts}}, c_{v_{s_{lervts}}}, v'_{e_{lervts}}, v'_{lervts} \in [0, 1]
\] (48)

Constraint (48) determines the types of variables.

Solution methods

Supply chain network design problem is NP-hard (Govindan et al., 2016). On the other hand, the problem of closed-loop supply chain network design are often more complex than forward supply chain design problem and is NP-hard (Soleimani and Govindan, 2015). Furthermore, the problem presented in this paper has a more complex structure than the closed-loop supply chain network design problem. Therefore, exact optimization methods are not applicable for solving medium and large-sized problems.

In this paper, three hybrid metaheuristics are proposed to cope with problem complexity and find high-quality solutions, including improved hybrid genetic and particle swarm optimization algorithm (hybrid GA-PSO),
improved hybrid genetic and simulated annealing (hybrid GA-SA) a novel hybrid algorithm titled hybrid ant colony optimization and teaching and learning-based optimization algorithm (hybrid ACO-TLBO). The augmented ε-constraint method proposed by Mavrotas (2009) is also applied to verify these algorithms.

**Encoding and Decoding**

There are different methods for representing and encoding the solutions, among which two main approaches can be mentioned, including the matrix representation approach (Michalewicz et al., 1991) and the priority-based representation approach (Gen et al., 2006). In this paper, our representation method is similar to priority-based representation. An example is provided to illustrate how solutions are represented. It is assumed that the number of suppliers, production centers, distribution centers, customer zones, collection centers, recycling centers, remanufacturing centers and other supply chains are 2, 2, 2, 3, 2, 2, 2 and 2, respectively. The number of time periods is three. Also, there are four types of vehicles \( V^0 = \{1, 2, 3\} \) and \( V^{t+1} = \{4\} \). The chromosome includes two sub-chromosomes. The first sub-chromosome determines the sequence of transportation between different facilities and specifies the vehicles for transshipping materials and products. As shown in Figure 2, the first sub-chromosomes is divided into eight segments based on the flows represented in Figure 1. Values entered in this sector are random numbers between (0, 1). These values are then sorted for each sub-segment in ascending order to make the priority-based matrix. The sector related to vehicles is filled by random numbers in the interval [1, |\( V^r|\]).

**Fig. 2.** The graphical illustration of proposed chromosome

| Segment | Segment 2 | Segment 3 | Segment 4 | Segment 5 | Segment 6 | Segment 7 | Segment 8 |
|---------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| 1       | 4         | 3         | 5         | 6         | 7         | 8         |           |
| 2       | 5         | 2         | 7         | 4         | 1         | 3         |           |
| 3       | 4         | 6         | 2         | 8         |           |           |           |

In order to better explain the solution representation, segment 2 of the first sub-chromosome is explained in more detail. Figure 3 shows the priority based chromosome of this segment in period 1. The second segment just like other segments, consists of two sub-segments. This segment is related to the transshipment of products from production centers \( p \) to distribution centers \( j \) and customers \( c \). The first and second columns of sub-segment 2 are related to distribution centers the third to fifth columns are related to customer areas. The last column of this segment shows the selected type of vehicle for transporting product flows. As can be seen, the random values of chromosome are sorted independently for each sub-segment and the order of allocation is determined accordingly. For example, if production center 2 is established (according to the segment 1), products are initially shipped from this center to customer 1, otherwise production center 2 is selected. Of course, it should be noted that constraints (7), (8), (10), (29), (31) and (33) should be considered in the described procedure. The values of variables related to product flows from production centers to distribution centers and customers and the binary variable corresponding to the establishment of distribution centers is determined based on this segment. In order to be
concise, a pseudo-code is presented in Figure 4 which shows the general decoding procedure. For all segments, such a procedure should be implemented with differences in details and considering the related constraints.

The second sub-chromosome consists of three sectors. The first sector determines the price level of the main products and the second and third sectors determine the price level of the remanufactured and recycled products, respectively. The cells of each sector are filled with random numbers in interval $[1, |L|]$.

![Fig. 4 Pseudo-code of decoding procedure](image)

Fig. 3 The graphical illustration of priority based chromosome of segment 2 in period 1

Multi-objective hybrid ACO-TLBO

Ant colony optimization was introduced by Dorigo (1992) and then further developed by Dorigo et al. (1996), Dorigo et al. (1999) and Dorigo and Stützle (2004). The ACO algorithm is inspired by the behavior of ants in nature for searching food. The ant searches for food around its colony, and when it finds food, picks it up and
carries it to the nest. When it returns, it secretes a substance called pheromone which will be remained on the 
return way to help other ants in finding food. The amount of pheromone secreted depends on the quality and 
amount of food found (Socha and Dorigo, 2008). This method has been used as a combinatorial optimization tool 
in many studies, such as the supply chain design field, among which the works of Moncayo-Martínez and Zhang 
(2011) and Bottani et al. (2019) can be mentioned. Since the introduction of ACO, many attempts have been made 
to apply this algorithm in the continuous domain, but overall, these efforts were not successful, and the developed 
algorithms were only the inspirations of the ACO algorithm. Finally, Socha and Dorigo (2008) extended the ACO 
metahuristic algorithm for continuous domains without any main changes used in the major concept of the ACO 
algorithm. The ACO metahuristic for continuous domain (denoted by ACOK) is useful for solving mixed discrete-
continuous problems (Socha and Dorigo 2008) like the problem studied in this paper. In the following, we explain 
this algorithm based on the mentioned paper.

The first phase is Ant-Based Solution Construction. For implementing this algorithm at first \( n_{\text{pop}} \) (archive size) 
random solutions \( (s_\ell, \ell \in \{1, \ldots, n_{\text{pop}}\}) \) are generated by ants, and then evaluated and sorted based on their 
objective function values (from best to worst). The solutions and their related objective function values are stored 
in solution archive. Then, for each solution, a weight coefficient is computed which its related formula is 
expressed in the following.

To generate new solutions in the main loop of the algorithm, in contrast to the discrete ACO, a continuous 
probability distribution function (PDF) is used, which is made based on the solutions stored in the archive. At 
first, an ant should select one of the solutions (take a sample) from solution archive. This selection is done based 
on the probability of choosing solutions. For sampling and constructing new solutions, Socha and Dorigo (2008) 
suggested Gaussian function as a PDF. The PDF related to each dimension \( i \) of the problem corresponding to 
solution \( l \) is denoted by \( g^i_l \). The Gaussian kernel as a weighted sum of one-dimensional Gaussian functions \( g^i_l \) can 
be defined as follows:

\[
G^i(x) = \sum_{l=1}^{n_{\text{pop}}} p_l g^i_l(x) = p_l \frac{1}{\sigma^i_l \sqrt{2\pi}} e^{-\frac{(x-s^i_l)^2}{2\sigma^i_l^2}}
\]

(49)

Where \( p_l \) is probability of selecting solution \( l \) and is computed as follows:

\[
p_l = \frac{w_l}{\sum_{m=1}^{n_{\text{pop}}} w_m}
\]

(50)

\( w_l \) is the weight of solution \( l \) and can be calculated by equation below:

\[
w_l = \frac{1}{q n_{\text{pop}} \sqrt{2\pi}} e^{-\frac{(l-1)^2}{2q^2 n_{\text{pop}}^2}}
\]

(51)

Based on the above descriptions, the solution \( s_\ell \) has rank \( l \). \( q \) is one of the parameters of the algorithm. With 
decreasing \( q \), the preference of choosing the solution with better ranks increases. Equation (51) states that a higher 
value of a solution weight leads to higher probability of sampling around it. Sampling of the selected Gaussian 
function can be carried out utilizing a random number generator capable of generating random numbers according 
to a parameterized normal distribution (Socha and Dorigo, 2008).

The value of standard deviation \( \sigma^i_l \) is calculated using the average distance of solution \( s^i_\ell \) from other solutions of 
the archive.

\[
\sigma^i_l = \zeta \sum_{m=1}^{n_{\text{pop}}} \frac{|s^i_\ell - s^i_m|}{n_{\text{pop}} - 1}
\]

(52)

\( \zeta \) is a positive parameter and has a similar effect compared to pheromone evaporation rate of ACO algorithm.

The second phase of the ACOR algorithm is Pheromone Update. In this algorithm, the solution archive contains 
the pheromone information (Socha and Dorigo, 2008; Liao et al., 2013). Pheromone update is implemented by 
generating new solutions and adding them to the solution archive. After generating new solutions, they are merged 
in the archive, and the solutions should be sorted again. Note that during the implementation of the algorithm, the 
size of the archive should not be changed, and additional solutions with worse quality than other solutions must 
be removed. With increasing the quality of solutions stored in archive the guidance of ants in the search space 
will be done better. This process is iteratively done until the stopping criterion is met.

TLBO algorithm was introduced by Rao et al. (2011). It has been used in many studies in science and engineering 
and has proved its good performance for solving optimization problems (Rajesh, 2020). TLBO consists of two 
parts, including the teacher phase and the learner phase. TLBO is a population-based algorithm, so at first, \( n_{\text{pop}} \)}
solutions are randomly generated. The mission of the teacher phase is learning from a teacher. Let \( sol_{i, it} \) denote
the solution generated in iteration \( it \) related to solution \( i \) and \( Mn_{it} \) represent the mean of solutions of population
in iteration \( it \). The teacher in iteration \( it \) is the best solution obtained until that iteration and is denoted by \( T_{it} \). The
new solution \( sol_{i, it}^{new} \) can be obtained as follows:
\[
\text{sol}_{i, it}^{new} = \text{sol}_{i, it} + r(T_{it} - TF \cdot Mn_{it})
\]  (53)
Where \( r \) is a random number in the range \([0, 1]\) and \( TF \) can be either 1 or 2 and is selected randomly. If the new
solution is better than the old solution considering the fitness value, it will replace the old solution.
In the learner phase, the quality of learners (solutions) can be increased via interaction between themselves. In
this phase in each iteration, for each solution \( i \) a solution \( j \) \((i \neq j)\) is selected randomly. Then they should be
compared based on their fitness values and the solution \( i \) will be changed accordingly based on what is presented
as follows:
\[
\begin{align*}
\text{If }sol_{i, it} \text{ is better than }sol_{j, it} \\
\text{sol}_{i, it}^{new} &= \text{sol}_{i, it} + r(\text{sol}_{i, it} - \text{sol}_{j, it}) \\
\text{else} \\
\text{sol}_{i, it}^{new} &= \text{sol}_{i, it} - r(\text{sol}_{i, it} - \text{sol}_{j, it})
\end{align*}
\]  (54)
The new solution will replace the previous one if it has a better fitness value.
To the best of the authors’ knowledge, the hybridization of ACO and TLBO algorithm has not been studied
before. To develop the structure of the hybrid algorithm, it should be noted that the problem studied in this paper
is multi-objective, and an appropriate approach should be considered in designing the structure of the algorithm
for handling this issue. Figure 5 represents the pseudo-code of the hybrid ACO-TLBO algorithm. At first, the
solution archive is randomly populated, and solution weights and probability of selections are computed. Given
that the problem is bi-objective, the non-dominated sorting algorithm (presented by Deb et al. 2002) is applied
before the starting of the main loop. In the main loop of the algorithm, initially, the ACO steps are implemented
and then the non-dominated sorting algorithm is applied. The first front obtained by this algorithm is selected as
teachers and teaching operations are done. After that, the learning phase is fulfilled. Finally, after merging new
solutions and the main population, non-dominated sorting is applied again. The best Pareto found solutions are
reported after reaching the stopping criterion.
In the multi-objective hybrid ACO-TLBO, the natural behavior of ants for searching food as well as the property of teaching and learning is observed in this algorithm. In fact, it can be said that ants searching for food in a space, help to improve the solutions by updating the pheromone (here by using the solution archive) utilize some teachers and learning interactions to further improve the solutions.

Multi-objective hybrid improved GA-PSO

Genetic algorithm was introduced by Holland (1975), and PSO was developed by Kennedy and Eberhart (1995). These two algorithms are well-known metaheuristics that have shown good performance in optimization problems of different fields. The hybridization of GA and PSO has been used in many research papers and has demonstrated very good results (Soleimani and Govindan, 2015). In this paper, we have proposed the multi-objective hybrid improved GA-PSO as another solution method. The non-dominated sorting approach presented by Deb et al. (2002) is utilized in the proposed hybrid algorithm to cope with multi-objectivity. The pseudo-code of the algorithm is presented in Figure 6.

In this algorithm, at first \( \eta_{\text{pop}} \) number of solutions are randomly generated. In the next step, at first, GA operations are implemented. In implementing GA, two steps are added to the traditional framework. The first one is saving \( n_e \) number of best solutions (elites) after implementing crossover. These solutions can replace dominated solutions generated by mutation operator to improve the quality of population and increase the speed of obtaining high-quality Pareto set. The second step is the local search imbedded in the mutation operator. In this mutation, two columns of chromosome are randomly selected and are swapped pairwise, and the best displacement is selected.
and the solution is generated based on it. Three types of crossovers are used, including single-point, double point and uniform. After executing GA operators, the PSO operators are run and the process is iterated until the stopping criterions is reached.

Fig. 6 Pseudo-code of multi-objective hybrid improved GA-PSO

Multi-objective hybrid improved GA-SA

Simulated annealing was introduced by Kirkpatrick (1983) in order to handle large-sized combinatorial optimization problems. In the proposed hybrid improve GA-SA, The GA operators are initially executed and then the SA commands are run. Three mutation operators are applied in SA including swap, insertion and reversion. The pseudo-code of hybrid improved GA-SA algorithm is shown in Figure 7. In the presented pseudo-code $\Delta f_o = f_o(x^{\text{new}}) - f_o(x^{\text{old}})$ were $x$ is the solution and $o$ denotes the objective function.
In this section, at first, the ranges and values of the parameters of the problem are presented, and then the parameters of the proposed metaheuristic algorithms are tuned using the Taguchi method. The parameters setting of the model is done based on a real case study. After the parameter setting of the model and solution methods, the problem is solved via solution methods, and computational results and analyses are reported.

The mathematical model is coded in Gams optimization software version 24.1.3, and the metaheuristics are coded in MATLAB version 2015a. The problems are run on a computer with 16 GB of RAM and an Intel (R) Core (TM) i73720QM, 2.6 GHz CPU, running on Windows 10 (64-bit).

Case study and test problems
In this paper, a tire supply chain in Iran is presented as a real case study to show the applicability of the mathematical model and solution methods. The tire industry is a developing industry with recyclable products, where according to a forecast, the global market of this sector will register an annual growth of 3.8% until 2025 (Research and Markets, 2018). Every year, millions of scrap tires are disposed around the world, bringing lots of
environmental and health damages. The used tires can be remanufactured (retreaded) and sold in target markets at lower prices. Moreover, different materials can be recycled from scrap tires including steel, rubber powder, fiber and tire granulate which can be used for different applications. For example, tire granulate can be utilized in upper asphalt layer of roads. Also, the recycled materials like tire rubber can be applied for its original purpose which is producing new tires (Subulan et al., 2015). Figure 8 depicts the component of a tire. Figure 9 presents the materials and products obtained by recycling tires.

Fig. 8 The structure of a tire (source: www.carbiketech.com/tyre)

- a Scarp tires (Lawson, 2018)
- b tire chips (source: www.iran-lastic.ir)
- c Tire fiber (source: www.cdrecycler.com)
- d rubber powder (source: www.iran-lastic.ir)
In order to evaluate the performance of the proposed solution methods and compare them, twelve test problems are randomly generated based on the data of the case study. The dimensions of the test problems and the case study is presented in Table 2. Scenarios shows different situations caused by disruptions. The intensity of disruptions are randomly generated using uniform distribution and the intervals presented in Table 3. In all problems, the number of members of theses sets are same: The number of capacity levels of distribution centers and collection centers, 4, the number of price levels, 5 and the number of fortification levels and technology types for all related facilities, 3.

The SC considered for the case study currently consists of one factory, two distribution centers and four suppliers. The company is investigating the development and redesign of its supply chain to combat potential disruptions and increase network resilience. Also, in order to pay attention to environmental issues and create a green supply chain, the company seeks to develop reverse logistics and finally utilize a mixed supply chain network.

Table 2 Size of the case study and test problems

| Problem No. | | | | | | | | | |
|-------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Case study  | 4               | 2               | 4               | 4               | 7               | 2               | 2               | 2               | 6               |
| 1           | 2               | 1               | 2               | 2               | 3               | 2               | 1               | 1               | 2               |
| 2           | 3               | 2               | 3               | 4               | 3               | 2               | 2               | 2               | 2               |
| 3           | 4               | 3               | 4               | 5               | 5               | 4               | 2               | 3               | 3               |
| 4           | 5               | 4               | 6               | 6               | 7               | 10              | 4               | 4               | 4               |
| 5           | 9               | 7               | 8               | 10              | 15              | 12              | 10              | 8               | 9               |
| 6           | 11              | 8               | 13              | 18              | 18              | 14              | 12              | 10              | 11              |
| 7           | 12              | 9               | 9               | 16              | 21              | 15              | 13              | 12              | 13              |
| 8           | 14              | 12              | 10              | 18              | 26              | 17              | 15              | 14              | 15              |
| 9           | 20              | 14              | 11              | 24              | 34              | 22              | 19              | 18              | 20              |
| 10          | 22              | 16              | 11              | 27              | 40              | 24              | 21              | 19              | 22              |
| 11          | 24              | 18              | 12              | 29              | 46              | 25              | 23              | 21              | 25              |
| 12          | 28              | 20              | 12              | 30              | 50              | 27              | 24              | 22              | 27              |

The ranges and values of parameters are given in Table 3. The unit of parameters related to prices and costs is Toman and are expressed in million Tomans. The unit of the parameters related to materials and products (demand and capacity) is Ton.

Table 3 Ranges of the model parameters

| Parameter | Range/ Value | Parameter | Range/ Value |
|-----------|--------------|-----------|--------------|
| \( f_{si} \) | [6, 12] | \( \delta \) | [0.4, 0.6] |
| \( f_{p_{s}, a} \) | [40000, 200000] | \( d_{m_{c}} \) | [300, 800] |
| \( f_{d_{j}, f_{c_{k}}} \) | [150, 500] | \( d_{r_{c}} \) | [100, 300] |
| \( f_{l_{h_{u_{2}}, a}}, f_{t_{h_{u_{3}}}} \) | [1000, 4000] | \( d_{e_{r}} \) | [50, 200] |
| \( f_{c_{l_{j}}} \) | [100, 300] | \( c_{p_{i}} \) | [15000, 25000] |
| \( f_{c_{o}, f_{c_{d_{o}}}, c_{d_{o}}} \) | [0.5, 1] | \( c_{p_{p}} \) | [50000, 10000] |
| \( t_{c_{r_{u}}, t_{c_{p_{e}}}} \) | [0.004, 0.008] | \( c_{p_{p}} \) | [200, 1000] |
| distance parameters | [100, 2000] (km) | \( c_{p_{d_{j}}, c_{p_{c_{k}}}} \) | [12500, 25000] |
| \( m_{c_{p_{u_{u_{z}}, c_{c_{p_{u_{z}}}}}}} \) | [30, 40] | \( c_{e_{p_{u_{u_{z}}, c_{c_{p_{u_{z}}}}}}} \) | [10000, 5000] |
| \( c_{e_{p_{u_{u_{z}}, c_{c_{p_{u_{z}}}}}}} \) | [40, 50] | \( c_{h_{p}} \) | [5000, 10000] |
| \( c_{h_{p_{e}}, c_{c_{k_{i}}, c_{d_{j}}}} \) | [3, 6] | \( c_{p_{r}} \) | [3000, 15000] |
| \( c_{e_{p_{r}_{u_{u_{z}}}, c_{c_{p_{r_{u_{u_{z}}}}}}}} \) | [0.3, 0.6] | \( c_{h_{p}} \) | [40000, 10000] |
| \( r_{m_{e_{r_{u_{z}}}}} \) | [5, 10] | \( c_{p_{r}} \) | [2000, 10000] |
Performance metrics

Given that problem under study is multi-objective, it is not possible to assess the performance of the solution methods using a simple criterion; therefore, in this paper, some performance metrics are applied in order to measure and compare the performance of the presented multi-objective algorithms. These metrics have been used in many papers of the literature.

- Number of pareto solutions (NPS): This criterion shows the number of obtained Pareto undefeated points. Achieving more Pareto solutions increases the quality and power of decision-making.
- Computational time (CPU time): This metric gives the time spent for obtaining non-dominated solutions by an algorithm. It is clear that lower CPU times are more desirable.
- Quality metric (QM): In order to calculate this metric, at first the non-dominated solutions obtained by all algorithms are stored in an archive, and then by comparing these solutions, the dominated ones are removed so that the archive contains only the dominated solutions. Finally, the ratio of the number of non-dominated solutions belonging to an algorithm to the total number of non-dominated solutions gives the quality metric for that algorithm. The higher this criterion, the higher the quality of the algorithm.
- Mean ideal distance (MID): This metric evaluates the distance of obtained Pareto solutions from ideal point. Here, the ideal point denotes the situation that the first objective is at its maximum value ($f_1^{\text{best}}$) and the second objective is at its minimum value ($f_2^{\text{best}}$). The ideal point can be considered equal to the maximum value of the first objective function and the minimum value of the second objective function in all algorithms. This metric can be calculated by equation (55). In this equation, $f_{1,\text{total}}^{\text{max}}$ and $f_{1,\text{total}}^{\text{min}}$ represent the highest and lowest values of the objective functions among all obtained non-dominated solutions, respectively. $n$ denotes the number of Pareto solutions. The lower values of this criterion indicate the higher quality of the algorithm (Karimi et al., 2010).

\[
MID = \frac{1}{n} \sum_{i=1}^{n} \frac{\sqrt{\left(f_{1i}^{\text{best}} - f_{1,\text{total}}^{\text{max}}\right)^2 + \left(f_{2i}^{\text{best}} - f_{2,\text{total}}^{\text{min}}\right)^2}}{n}
\]  

(55)

- Spacing metric (SPM): This metric indicates that how evenly the non-dominated solutions are distributed along the obtained Pareto frontier and can be calculated as follows (Tan et al., 2006):

\[
SPM = \frac{1}{n} \sum_{i=1}^{n} (d_i - \bar{d})^2
\]

(56)

In the above equation, $d_i$ is the Euclidean distance between solution $i$ and its nearest neighbor in the Pareto frontier. $\bar{d} = \sum_{i=1}^{n} d_i / n$. Where $n$ is the number of pareto solutions. Smaller values of SPM are desirable.
- Diversification metric (DM): As the name of this metric implies, it measures the diversity of non-dominated solutions found by an algorithm. Higher values of DM indicate better performance of algorithm (Maghsoudlou et al., 2016). This metric can be computed by equation (57).

\[
DM = \sqrt{(\max f_{1i} - \min f_{1i})^2 + (\max f_{2i} - \min f_{2i})^2}
\]

(57)
Tuning the parameters of algorithms

In order to achieve the best performance of metaheuristics, in this section, the parameters of the metaheuristic algorithms are tuned using the Taguchi method. This method is utilized in order to avoid plenty number of experiments of full factorial experimental design. In this method, factors are classified into two categories: controllable and noise. The desired value is represented by signal and the undesirable value is denoted by noise. In the Taguchi method, the concept of signal to noise ratio (S/N), which represents the variation of response value, is used. Taguchi method attempts to reduce the effect of noise factors (Kumar, 2017). There are three types of responses, including “smaller is better”, “nominal is best” and “larger is better” (Roy, 2010). In this article the “smaller is better” is applied for tuning the parameters of algorithms.

\[
S/N = \frac{1}{n} \sum_{i=1}^{n} y^2
\]

In the above equation, \( y \) represents the response value and \( n \) denotes the number of orthogonal arrays. In order to tune the parameter of algorithms, at first, the level of parameters belonging to algorithms are determined. The levels of parameters are presented in Table 4. In this table, \( \Psi = |I| + |P| + |J| + |C| + |K| + |R| + |H| + |G| \).

The determined values are selected based on vast experiments and the related papers of the literature. In the next step, a Taguchi design is created using Minitab software and finally the Taguchi design is analyzed to choose the best levels of parameters.

Using Taguchi method, the \( L^{27} \) orthogonal arrays are proposed for tuning the parameters of algorithms. The S/N diagrams are depicted in Figures 10-12. The test problem number 4 was selected for doing the experiments. The bold values in Table 4 show the proper levels selected.

![Fig. 10 Signal to noise ratio diagram for multi-objective hybrid ACO-TLBO](image)
**Table 4 Parameter of proposed algorithms and their levels**

| Algorithms | Parameters | Level 1 | Level 2 | Level 3 |
|------------|------------|---------|---------|---------|
| ACO-TLBO   | \( n_{\text{pop}} \) | 50      | 100     | **150** |
|            | \( n_{\text{sample}} \) | 10      | 15      | 20      |
|            | \( q \)     | 0.50    | **1.00**| 1.50    |
|            | \( \zeta \)  | 0.50    | **1.00**| 1.50    |
|            | Max-iteration| 4 * \( \Psi \) | 6 * \( \Psi \) | **8 * \( \Psi \)** |
| GA-PSO     | \( n_{\text{pop}} \) | 50      | 100     | **150** |
|            | \( p_c \)   | 0.70    | **0.80**| 0.90    |
|            | \( p_m \)   | 0.05    | **0.10**| 0.15    |
|            | \( c_1 \)   | 1.50    | **1.75**| 2       |
|            | \( c_2 \)   | 1.50    | **1.75**| 2       |

**Fig. 11** Signal to noise ratio diagram for multi-objective hybrid improved GA-PSO

**Fig. 12** Signal to noise ratio diagram for multi-objective hybrid improved GA-SA
Results and discussion

In this section, the test problems and the case study are solved using proposed solution methods. Since the model is bi-objective, performance measures should be utilized to analyze and compare the performance of algorithms. The results are reported in Table 5, and also illustrated in Figures 13-18. In order to validate the algorithms, augmented ε-constraint method is used, which based on the results it is not able to solve medium and large-sized problems. 20 grid points was considered for the augmented ε-constraint (interested readers are referred to Mavrotas, 2009 for studying the details of augmented ε-constraint method). The considered time limit for all solution methods is 60000 seconds (NA means no answer could be found in the predetermined time limit). The spent CPU time for solving small-sized problems indicate the NP-hardness of the problem.

| Problem no. | Mean (\(M_d\)) | M_d' | M_d'' |
|-------------|-----------------|------|-------|
| Case study  | 27.08           | 27.08| 0.74  |

Table 5 Evaluation of proposed solution methods based on NPC and MID metrics

| Problem no. | Aug. ε-constraint | NPS | MID | CPU time |
|-------------|-------------------|-----|-----|----------|
| Case study  | 0.49              | 0.12| 0.51| 814850.02|
| 1           | 0.37              | 0.39| 0.34| 756.17   |
| 2           | 0.46              | 0.42| 0.45| 520.13   |
| 3           | 0.41              | 0.48| 0.45| 710.45   |
| 4           | 0.40              | 0.35| 0.37| 891.19   |
| Case study  | 0.49              | 0.69| 0.40| 1382.36  |
| 1           | 0.37              | 0.39| 0.34| 756.17   |
| 2           | 0.46              | 0.42| 0.45| 520.13   |
| 3           | 0.41              | 0.48| 0.45| 710.45   |
| 4           | 0.40              | 0.35| 0.37| 891.19   |

| Problem no. | Aug. ε-constraint | SPM | CPU time |
|-------------|-------------------|-----|----------|
| Case study  | 0.49              | 0.69| 0.40| 1382.36  |
| 1           | 0.37              | 0.39| 0.34| 756.17   |
| 2           | 0.46              | 0.42| 0.45| 520.13   |
| 3           | 0.41              | 0.48| 0.45| 710.45   |
| 4           | 0.40              | 0.35| 0.37| 891.19   |
In order to determine the best algorithm, filtering/displaced ideal solution (DIS) method is applied (Pasandideh et al., 2015). For implementing this method, at first the values of $M_i$, which is the average of problems per each performance metric, are computed for each algorithm. Then, the ideal solution ($M_i^*$) is determined which is the best value of $M_i$ among algorithms in each metric. After that, the values of $M_i$ should be normalized ($M_i^N = \frac{M_i - M_i^*}{N}$, $N$: number of problems). Finally the direct distance for each solution method is computed by equation (59). The best method has the smallest value of direct distance. These values are presented in Table 6. According the obtained values, ACO-TLBO is selected as the best solution method, for it has the smallest value of direct distance. The Pareto fronts of the three algorithms for the case study problem is given in Figure 19. Figure 20 represents the location of existing and potential facilities and also the selected locations of the SC network related to the case study.

$$\text{Direct distance} = \sum_i |M_i^N|$$

(59)
### Table 6 Values of $M_i^N$ and direct distance

| Metrics | Algorithms       |
|---------|------------------|
|         | GA-PSO | ACO-TLBO | GA-SA |
| NPS     | 0.000   | -0.162   | -0.068 |
| MID     | 0.134   | 0.000    | 0.179  |
| QM      | -0.259  | 0.000    | -0.542 |
| DM      | -0.036  | 0.000    | -0.096 |
| SPM     | 0.142   | 0.000    | 0.042  |
| CPU     | 0.059   | 0.142    | 0.000  |
| Direct distance | 0.630 | 0.304 | 0.927 |

**Fig.19** Pareto fronts obtained by solution methods for the problem of case study
As mentioned before, in this paper it is assumed that SC network is under disruption risks, and some resilience strategies are applied to increase the SC resilience and cope with disruptions. In the following, the effects of resilience strategies on SC objectives are investigated. The problem related to the case study is chosen for doing the analyses. Figure 21 represent the impacts of resilience strategies on objective functions. Eight conditions are considered as follows:

- Condition 1: no resilience strategy is applied except multiple sourcing.
- Condition 2: multiple sourcing and facility fortification strategies are applied.
- Condition 3: multiple sourcing and capacity expansion strategies are applied.
- Condition 4: multiple sourcing and dual-channel distribution strategies are applied.
- Condition 5: multiple sourcing and dynamic pricing strategies are applied.
- Condition 6: multiple sourcing and lateral transshipment strategies are applied.
- Condition 7: multiple sourcing and using backup vehicles strategies are applied.
- Condition 8: All resilience strategies are applied.
As can be observed from obtained Pareto fronts, resilience strategies have substantial effect on objectives. On the first objective function, and on average, facility fortification by 46%, dynamic pricing by 39%, capacity expansion by 27%, using backup vehicles by 24%, lateral transshipment by 23% and dual-channel distribution by 17% improves the SC profit in comparison with the non-resilient condition (Condition 8). Moreover utilizing all strategies enhance the SC profit by 82% on average. On the second objective function, facility fortification by 21%, dynamic pricing by 9%, dual-channel distribution by 6%, capacity expansion by 5%, using backup vehicles by 4%, lateral transshipment by 1% and finally using all strategies simultaneously decreases the SC negative environmental impacts by 28%. Figure 22 depicts the objective functions under the considered conditions. In Figure 22(a) the first objective function is optimized without considering the second one, and in Figure 22(b) this work is done for the second objective function. The outputs confirm the effectiveness of resilience strategies.

The values of the recycled materials and released/disposed EOL products are represented in Figure 23. As can be seen in resilient mode (condition 8), the amount of recycled materials is higher and accordingly less raw materials are consumed than in non-resilient condition (condition 1). Also, in non-resilient mode, more EOL products remain in the environment. Thus, the protection of natural resources in the non-resilient mode is much less and the environmental pollution in this state is much more. All in all, it is concluded that resilience is necessary for a supply chain to be green.
At the end of this section, a sensitivity analysis is done on responsiveness rate. Figures 24 and 25 show the values objective functions based on the different values of responsiveness rate (for main, remanufactured and recycled products). In each figure, the related objective function is optimized without considering the other objective.

**Fig. 23** Recycled materials, and released EOL products in resilient and non-resilient modes

**Fig. 24** Changes in the first objective function values for different SC responsiveness rates
The outputs meet our expectations and are logical. Given that the first objective function is profit maximization, in responsiveness rates between 0.3 to 0.7, since the supply chain is able to meet customer demand up to about 70% (Note the constraints of responsiveness), the amount of objective function is constant in this range. With increasing responsiveness rate, the supply chain is not able to meet demand, and shortage costs increases and consequently, supply chain profitability is reduced. Regarding the second objective function, which is to minimize the negative environmental effects, it can be said that the problem seeks to reduce production and other activities in order to reduce the objective function, but the constraints on responsiveness rate prevent the objective function to reach near zero values. Furthermore, as the responsiveness rate increases, the amounts of production, transportation, and other activities increase, and consequently the second objective function deteriorates.

Managerial insights

The case study for the problem studied in this paper is in the tire industry. However, the presented model is general and can be used in other industries with slight changes. Managers and engineers of the tire industry and other industries can get insight from the problem under study to identify disruption and operational risks of their supply chain and use the presented stochastic model and resilience strategies to deal with them. They should note that when disruption occurs for SC facilities, the company has problems in the production of products and delivering them to customers. Subsequently, Due to the company’s inability to meet customers’ demands, shortage costs increase and sales revenues decrease, and the company may suffer losses. On the other hand, having weakness in resilience of the supply chain network, the negative environmental effects increase. The first reason is that as the capacity of the supply chain decreases, more new facilities must be established to respond to demands. Also, with the reduction of facility capacity and the opening of new facilities, the amount of transportation will increase. On the other hand, with the occurrence of disruptions, the reverse logistics activities are reduced or stopped, and consequently more EOL products are released in environment or disposed, and more raw materials are consumed to produce the products, so the the negative environmental effects increase. Resilience strategies can help in mitigation of these negative impacts.

The proposed model will help the relevant managers and engineers in selecting suppliers, choosing the location of facilities, determining the flow of materials and products between facilities and pricing products. Managers can use the Pareto fronts provided by the solution methods to select a point to achieve their desired conditions in the economic and environmental dimensions based on the policies and guidelines of their company. This study can be utilized as a guide by companies to withstand disruptions and maintain their economic and environmental objectives and be responsive.
Conclusion

Today, various disruptions threaten the survival and efficiency of supply chains. Environmental and economic objectives of supply chains that are important to stakeholders can be degraded by disruptions. Therefore, paying attention to supply chain resilience against disruptions is very important to protect the objectives. In this paper, the issue of green and resilient supply chain network design was investigated. The structure of the studied supply chain network was mixed open and closed-loop, and operational and disruption risks were taken into account. Resilience strategies were applied to mitigate the disruption risks, and the uncertainty of the problem was handled via scenario-based two-stage stochastic programming approach. Due to the high complexity of the problem, a new hybrid metaheuristic called ACO-TLBO was developed. Two other hybrid metaheuristics including hybrid improved GA-PSO and hybrid improved GA-SA were proposed to solve the problem and compare the solution methods. Also, augmented ε-constraint method was applied to verify the algorithms. The parameters of the metaheuristics were tuned by Taguchi method and then the proposed metaheuristics were compared using various test problems. Based on the comparisons and the results of the ‘filtering/displaced ideal solution’ method, ACO-TLBO algorithm was identified as the best one. A real case study in the tire industry was presented for further analyses and to show the applicability and validity of the model and solution methods. The results of analyses showed that the introduced resilience strategies are very effective and can significantly improve the economic and environmental objective functions compared to the non-resilient mode. The analyses on resilience strategies were based on 8 conditions. The results showed that applying all proposed resilience strategies can increase SC profit by 82% and decrease the negative environmental impacts by 28%. Overall, the outputs also proved that considering resilience alongside environmental aspects is essential. The sensitivity analysis on responsiveness rate demonstrated the correct performance of the model and the importance of this parameter. The mathematical model, the solution methods and the obtained results can be useful for managers and related engineers.

There are some directions and suggestions for future research that can be followed for extending the field of resilient SCND. Considering other objectives for the studied problem like the social sustainability objective and solving tri-objective optimization problem can be a good suggestion for future research. Another opportunity for future studies is developing exact solution methods or other metaheuristics for solving the developed model. Finally, considering other types of uncertainties like deep and epistemic types can be an interesting suggestion for researchers interested in optimizing SC networks under uncertainty.
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