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ABSTRACT This paper focuses on the problem that the current path planning algorithm is not mature enough to achieve the expected goal in a complex dynamic environment. In light of the ant colony optimization (ACO) with good robustness and strong search ability, and the rolling window method (RWM) with better planning effect in local path planning problems, we propose a fusion algorithm named RACO that can quickly and safely reach the designated target area in a complex dynamic environment. This paper first improves the ant colony optimization, which greatly improves the convergence performance of the algorithm and shortens the global path length. On this basis, we propose a second-level safety distance determination rule to deal with the special problem of the research object encountering obstacles with unknown motion rules, in order to perfect the obstacle avoidance function of the fusion algorithm in complex environments. Finally, we carry out simulation experiments through MATLAB, and at the same time conduct three-dimensional simulation of algorithm functions again on the GAZEBO platform. It is verified that the algorithm proposed in this paper has good performance advantages in path planning and dynamic obstacle avoidance.

INDEX TERMS Motion planning, path planning, ant colony optimization, rolling window approach method, mobile robot.

I. INTRODUCTION
With the development and progress of the discipline, the application areas of the path planning problem have gradually expanded, becoming a key part of technological innovation and upgrading. Among them, robot obstacle avoidance search, satellite real-time navigation, unmanned aerial vehicle air environment reconnaissance, factory workshop scheduling and other issues have higher and higher requirements for the accuracy of path planning results. The algorithm research of this type of problem has also attracted the attention of scholars. According to the degree of grasp of environmental information, path planning can be divided into global path planning based on a priori complete information and local path planning based on sensor information. Global path planning algorithms can be roughly divided into traditional algorithms, graphics derived algorithms, intelligent bionics algorithms, neural network algorithms and fusion algorithms. An improved C-Space graph derivation algorithm was proposed based on deformed configuration space by Chen (2010). The concept of configuration space was introduced into the algorithm to bring the problem into a high-dimensional space to solve. The fusion algorithm combining ant colony algorithm and neural network (Jin & Guo, 2010) improved the convergence speed and avoided the algorithm from falling into the local optimum. An improved BP neural network algorithm (Zhang et al., 2017) reduced the imbalance of the data set, and improved the classification accuracy of small data sets significantly. By combining the fuzzy logic system with the sliding film control algorithm, Ge et al. (2018) proposed an adaptive fuzzy sliding film trajectory tracking control algorithm, which reduced input chattering and enhanced the trajectory tracking control accuracy effectively. In order to solve the problem of convergence and local optimal solution of traditional planning methods in complex environment, Han et al. (2018) improved the planning ability of the algorithm by combining repulsive potential field with particle swarm optimization.
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Local path planning algorithms mainly include artificial potential field method and rolling window method. The path of the traditional artificial potential field method was optimized by Qu et al. (2018) to avoid the oscillation problem. Xi et al. (2020) solved the problem of local sub-target selection in dynamic window method through heuristic function. In recent years, neural network and fuzzy control theory have been widely used in local path planning. With the continuous development of path planning technology, a single algorithm can no longer meet the needs of practical problems. Therefore, the fusion algorithm of path planning has a good prospect and is very necessary in solving dynamic and complex environmental problems.

The contributions of RACO proposed in the paper to the path planning problem are as follows. 1) During the algorithm iteration process, the pheromone concentration is dynamically adjusted to obtain the global optimal solution faster and avoid the algorithm from falling into the local optimal solution. 2) The improved algorithm performs secondary planning on the obtained path to minimize the path length. 3) In the face of various obstacles in complex environments, RACO can adopt corresponding obstacle avoidance strategies, and reduce energy consumption and enhance efficiency.

This paper is structured as follows. Section 2 describes the basic principles of ant colony optimization and rolling window method. Section 3 first explains the improvement of the ant colony optimization, then presents various obstacle avoidance strategies in complex environments, and finally combines the ant colony optimization and the rolling window method. In section 4 we conduct simulation experiments on the improved ant colony optimization and fusion algorithm while analyzing the experimental results. Section 5 gives the conclusion of this paper.

II. ALGORITHM INTRODUCTION

A. ACO

The ant colony optimization is an efficient heuristic algorithm. The operation process of the algorithm adopts a distributed computing method. Multiple individuals perform parallel computing at the same time, which greatly improves the computing power and operating efficiency of the algorithm [13].

The ant colony optimization is a random heuristic search algorithm that mimics the foraging behavior of ants, leaving behind chemicals called pheromones along their path. (Song, 2013) When choosing the next direction, the ants are judged by the concentration of pheromones in the path, and the higher the concentration, the more likely the path is to be chosen. With the continuous search of individual ants, the pheromone concentration on the superior path becomes higher and higher, and finally the ant colony gets an optimal path.

The ant chooses the direction of movement mainly based on the pheromone concentration on the path. In the $t$ iteration, the probability of the ant $K$ moving from node $i$ to node $j$ is shown in formula (1).

$$p^k_{ij}(t) = \begin{cases} \left[\tau_{ij}(t)^{\alpha} \prod_{s \in \text{allowed}} \eta_{is}(t)^{\beta}\right]^{1/\sum_{s \in \text{allowed}} \tau_{is}(t)^{\alpha} \prod_{s \in \text{allowed}} \eta_{is}(t)^{\beta}} & j \in \text{allowed} \\ 0 & \text{otherwise} \end{cases}$$

where $\alpha$ is the pheromone heuristic factor, the larger the value, the smaller the randomness of the algorithm in the search process. $\beta$ is the expected heuristic factor. If the value of this parameter is too large, the algorithm will fall into the local optimum easily. $\tau_{ij}$ is the pheromone concentration of nodes $i$ to $j$; $\text{allowed}$ represents the set of all advancing nodes found; $\eta_{ij}$ is heuristic information; $d_{ij}$ is the Euclidean distance from node $i$ to $j$. The relationship between $\eta_{ij}$ and $d_{ij}$ can be defined as formula (2).

$$\eta_{ij} = 1 / d_{ij}$$

After all the ants complete one iteration, the pheromone on the path is volatilized, and the pheromone concentration on the path $i$ to $j$ at time $t+1$ is configured as formula (3).

$$\tau_{ij}(t+1) = (1 - \rho) \tau_{ij}(t) + \Delta \tau_{ij}(t, t+1)$$

In the above formula, the increase in pheromone concentration from $t$ to $t+1$ is shown in (4).

$$\Delta \tau_{ij}(t, t+1) = \begin{cases} \frac{Q}{L} & \text{The path that Ant K passes through this iteration} \\ 0 & \text{Other} \end{cases}$$

where $\rho$ is the volatilization coefficient of the pheromone, and the value range is between 0 and 1. $\Delta \tau$ represents the pheromone increment produced by the ant through the process; $Q$ is the initial pheromone intensity; $L$ denotes the ant through the current iteration the total path length.

B. RWM

The core idea of the rolling window method draws on the relevant principles of predictive control, and is mostly used for local path planning of mobile robots. (Liang & Song, 2010) It can calculate the maximum collision-free speed required for the robot to reach the target. The green line in Figure 1 represents the sampling trajectory of the search space.

The rolling window method can be implemented in three steps: (1) Scene prediction: The mobile robot predicts the motion trajectory of dynamic obstacle by obtaining information within the sensing range, and determines whether a collision will occur based on its own motion law. (2) Rolling window optimization: According to the prediction results and environmental information, the corresponding strategy is adopted to find the local sub-target points and the mobile robot move accordingly. The detection range is continuously updated with the movement of the robot, entering a new detection cycle. (3) Feedback initialization: Each rolling plan
provides the latest data for the next local path selection, and initializes the obstacles in the sensing range in view of the known information [22].

In the constantly refreshing window, the local sub-target point can be regarded as the mapping of the end point of the planned path in the window. At time \( t \), the current window is denoted as \( W(t) \), the boundary is \( \partial W(t) \), and the local sub-target point \( P_{Gi} \) generation rule can be defined as:

\[
P_{Gi} = \begin{cases} 
G & G \in W(t) \\
\min f(P_1) \text{ s.t. } P_1 \in \partial W(t) & G \notin W(t)
\end{cases}
\] (5)

If the global end point \( G \) is in the current window, the local sub-target point is \( G \). Otherwise, the window boundary point \( P_1 \) that minimizes \( f(P_1) \) is selected as the sub-target point. The heuristic function \( f(P_1) \) is described as formula (6).

\[
f(P_1) = g(P_1) + h(P_1)
\] (6)

In the formula, \( g(P_1) \) is the cost of the robot traveling from the current position \( P \) to \( P_1 \), and \( h(P_1) \) is the cost of traveling from \( P_1 \) to the end point \( G \). The calculation of \( f(P_1) \) draws on the heuristic function calculation method of \( A^* \) algorithm. When there is no obstacle in the detection window, \( P_{Gi} \) is the intersection of the line connecting the current position of the mobile robot and the global end point \( G \) at the window boundary as shown in Figure 2. At this time, the local sub-goal point meets the requirement of advancing toward the global end point on the shortest path without obstacles.

When an obstacle is detected in the detection window, the selection of \( P_{Gi} \) is shown in Figure 3, and \( P_1 \) is a local sub-target point. We can see that the local sub-target point selected at this time can meet the requirements of moving toward the global end point while the mobile robot safely avoids obstacle.

FIGURE 1. Sample trajectory of search space.

FIGURE 2. When there is no obstacle in the window, the local sub-target point is determined by calculation to be the intersection of the mobile robot and the global end point \( G \) at the boundary of the window.

FIGURE 3. When there is an obstacle in the window, the local sub-target point position can be obtained by calculation, which ensures that the mobile robot can safely avoid the obstacle and move toward the global end point \( G \).

III. ALGORITHM IMPROVEMENT
A. IMPROVED ANT COLONY OPTIMIZATION

Although ant colony optimization has many advantages in solving path planning problems, it also has some problems such as easy to fall into deadlock and local optimal solutions. To solve these problems and improve the convergence speed of the algorithm as well as optimize the path length, in this section, the initializing part of the ant colony optimization, the state transition probability formula and the pheromone updating mechanism are optimized. Meanwhile, quadratic programming is carried out on the excellent path obtained by the improved algorithm to finally obtain the optimal path solution.

The initialization process of ant colony optimization is improved in two aspects. First of all, compared to the uniform distribution of pheromone concentrations on the map in the traditional ant colony optimization, we adopt the strategy of increasing the initial pheromone concentration by selecting the global favorable area for the starting point and the target point to improve the convergence speed of the algorithm. On the other hand, for ants in the process of searching for paths, if they encounter a disconnected path and no path is feasible, the algorithm is prone to stagnation. This paper introduces a fallback strategy. When the ant falls into the trap and cannot move forward, it returns to the previous node. If it has not escaped the “trap”, it continues to return to the previous node until it exits. Then according to the state transition probability formula combined with the roulette method, the next node is reselected to avoid falling into the local optimum and reduce the number of ant deaths.

The state transition probability formula determines the path selection during the operation of the algorithm. The values of the pheromone heuristic factor \( \alpha \) and the expected heuristic factor \( \beta \) both have an important impact on the randomness of the path search. If the value of \( \alpha \) is too large or too small, the algorithm may fall into the local optimum. The larger the value of \( \beta \) is, the ants tend to choose the local shortest path closer to the target point at a certain point, which is not conducive to searching for the global optimal solution. In summary, we make the following improvements. In the initial stage of the iteration, \( \alpha \) and \( \beta \) are set to the minimum, thereby increasing the global search ability in the initial stage of the algorithm and raising the efficiency of finding the
When we adjust the volatilization coefficient dynamically, the same, the parameter $\rho$ the path length resulting from three consecutive iterations is

\[ \alpha = \begin{cases} \alpha_{\text{max}} - (\alpha_{\text{max}} - \alpha_{\text{min}}) & n \geq N \\ \alpha_{\text{min}} & \end{cases} \quad (7) \]

\[ \beta = \begin{cases} \beta_{\text{max}} - (\beta_{\text{max}} - \beta_{\text{min}}) & N \geq n \\ \beta_{\text{min}} & \end{cases} \quad (8) \]

Among them, $\alpha_{\text{min}}$ and $\beta_{\text{min}}$ are the initial values of $\alpha$ and $\beta$, respectively. $\alpha_{\text{max}}$ and $\beta_{\text{max}}$ are the maximum values, and $N$ is the current iteration number.

The traditional ant colony optimization uniformly updates the pheromone concentration in the environment after each iteration, and cannot make personalized adjustments to the high-quality path. At the same time, the algorithm has the risk of falling into a local optimum. For the purpose of avoiding the above problems, in this section, the pheromone update mechanism is improved, and the volatilization coefficient is dynamically adjusted to avoid falling into the local optimum, which further promotes the efficiency of the algorithm in finding the optimal solution.

The improved pheromone update mechanism is as follows. After each iteration, only the pheromone of the path that the ant has reached the target point is updated, and the path that has not reached the target point is discarded, thereby avoiding blind update of the global pheromone. The pheromone concentration update is shown in formula (9). After selecting a high-quality path from many paths, the pheromone concentration on the path is updated in a guiding way to increase the pheromone concentration on the optimal path, which is represented as (10).

\[ \tau_{ij}(t + 1) = (1 - \rho) \tau_{ij}(t) + \rho \Delta \tau_{ij}(t, t + 1) \quad (9) \]

\[ \Delta \tau_{ij}(t, t + 1) = \begin{cases} \frac{Q}{L} & \text{The path that Ant K passes through this iteration} \\ 0 & \text{Other} \end{cases} \quad (11) \]

where $\rho$ is the pheromone volatilization coefficient; $\Delta \tau$ represents the pheromone increment generated by the ant in this iteration through the path; $\lambda$ is the pheromone amplification coefficient, and $Q$ is the pheromone intensity. For the purpose of avoiding the algorithm from falling into the local area during operation optimally, this paper makes adaptive adjustments to the pheromone volatilization coefficient $\rho$. When the path length resulting from three consecutive iterations is the same, the parameter $\rho$ is dynamically adjusted, as shown in formula (12).

\[ \rho(t + 1) = \begin{cases} \theta \cdot \rho(t) & \theta \cdot \rho(t) \geq \rho_{\text{min}} \\ \rho_{\text{min}} & \text{Other} \end{cases} \quad (12) \]

In the formula, $\theta$ is the pheromone attenuation coefficient. When we adjust the volatilization coefficient dynamically, the algorithm continues to iterate. If the path length obtained is less than the historical optimal solution, it means that the algorithm has fallen into a local optimal. In order to continue searching for the global optimal path, it is necessary to update the pheromone concentration on the map again according to formula (9) (10), and repeat the search process until the optimal path requirement is met or the maximum number of iterations is reached.

At present, the path obtained by the algorithm is the result of the ideal map model established by the grid method. Energy loss and time cost are not taken into account. Therefore, the paper proposes a secondary planning strategy for the path. After the algorithm completes the path planning, we will find all the node information in the path, and make every three consecutive nodes form a closed triangle. Then, we judge whether the end point of the adjacent infeasible area is within the triangle. If the end point is not in the triangle, the intermediate node can be deleted to optimize the path again, and complete one more iteration according to the above rules, we will obtain the shortest safe path, as shown in Figure 4.

The flow chart of the improved ant colony optimization is shown in Figure 5.

**B. LOCAL PATHING PLANNING**

This paper chooses the rolling window method to solve the local path planning problem, and expands the rolling window perception range into a circular area. In the simulation environment, a particle is selected to simulate the mobile robot to execute the obstacle avoidance strategy. Combining the problem characteristics of dynamic path planning, we fully analyze the situation of particles and dynamic obstacles encountered in the environment. At the same time, for the problem of dynamic obstacle avoidance with unknown motion rules, The paper proposes a second-level safety distance determination rule, which improves the algorithm’s obstacle avoidance function in complex environments.

For dynamic obstacles with known motion rules, the following four coping strategies are proposed according to the trajectories of the particle and the dynamic obstacle in a rolling window period. (1) If the particle and the dynamic obstacle do not intersect in the motion trajectory within a cycle perceived by the dynamic window, no collision will occur, and obstacle avoidance strategy is not required. The particle can move toward the end according to the known
FIGURE 5. After the algorithm is initialized, we get the sub-optimal solution of the path through preliminary improvement of the algorithm and the sub-optimal solution is secondarily planned to output the optimal path.

(2) If the motion trajectories predicted by the particle and the dynamic obstacle in one cycle have an intersection point at the same time and they are moving sideways. The particle and the dynamic obstacle will collide sideways, and the obstacle avoidance strategy is executed at this time. The particle decelerates and brakes, and restarts after the dynamic obstacle passes the virtual collision point and meets the safety distance. The obstacle avoidance effect is shown in Figure 6.

(3) If the motion trajectories predicted by the particle and the dynamic obstacle in one cycle have an intersection point at the same time and they are moving in opposite directions. The particle and the dynamic obstacle will collide frontally, and the obstacle avoidance strategy is executed at this time. The predicted virtual collision point is regarded as a static obstacle to avoid, and then according to the improved global path planning algorithm, the local path of the particle from the current position to the next sub-target point is planned. The obstacle avoidance effect is shown in Figure 7.

(4) In one cycle, if the particle predicts that there is a dynamic obstacle moving in the same direction with a higher speed behind it and will collide with the particle at some point in the future, it is necessary to implement an obstacle avoidance strategy. The strategy is the same as that in case (3), and the obstacle avoidance effect is shown in Figure 8.

When a dynamic obstacle is detected to change in speed direction or size during two consecutive environmental refreshing processes, it is regarded as a dynamic obstacle with unknown motion law. For the purpose of avoiding collision with such obstacles, this paper proposes a two-level safety distance determination rule, and adopts obstacle avoidance strategies according to this rule. The rule divides the distance between the moving particle and the dynamic obstacle into two categories: controllable safety distance and emergency safety distance. Reasonable values for the two types
of distances can shorten the global path length to the greatest extent and reduce energy consumption. The regional division is shown in Figure 9.

When the moving particle is determined to encounter a dynamic obstacle with unknown motion law, the velocity decreases to $1/2$ of the initial velocity.

$$v(t+1) = \frac{v}{2}$$ (13)

Determine whether the distance between the moving particle and the dynamic obstacle after the next environmental information refresh time $t$ meets the requirement of controllable safety distance or is outside the sensing range. If the requirements are met, the particle point continues to move for $t$ time along the planned path. If moving obstacle will enter the emergency safety distance, the circular region with a dynamic obstacle as the center and an emergency safety distance length as the diameter is assumed to be a static obstacle, and the local path of the particle from the current position to the next sub-target point is planned and moved along the new local path. At this time, the velocity of the moving particle is restored to the initial velocity.

In the process of particle moving along the new planned path, it is judged whether the distance between them meets the emergency safety distance requirement after a certain refresh time. If the requirement is met, the particle continues to move along the new path. Otherwise, stop advancing immediately and return along the passed path until the distance between the two is greater than the emergency safety distance again. After the obstacle gradually moves away, the particle continues to move towards the target point. During the movement, according to the above strategy, always ensure that the distance between the two is greater than the emergency safety distance. The flow diagram of the rolling window method is shown in Figure 10.

C. FUSION ALGORITHM

In section A, the global optimal path is obtained by improving the traditional ant colony optimization, but this algorithm cannot effectively avoid dynamic obstacles in complex environments. Section B describes that the rolling window method realizes local path planning by making corresponding dynamic obstacle avoidance strategies for real-time acquisition of environmental information, but the algorithm lacks global prior information, and the planned path often cannot meet the optimal standard. Therefore, this paper combines the two algorithms and proposes a fusion algorithm based on the improved ant colony algorithm-rolling window method (RACO), which enables mobile robots to achieve autonomous obstacle avoidance in a dynamic environment in view of obtaining global information. The specific steps can be divided into the following three parts.

1. First, the improved ant colony optimization is used to obtain the global optimal path in the known map environment, and the coordinates of each turning point in the path are recorded. (2) Next, we take each coordinate point as the sub-target point in the local path planning, and use the rolling window method to make the moving particle reach these target points in sequence. If the particle encounters a dynamic obstacle during the movement, the obstacle avoidance strategy is activated. (3) The moving particle passes through each sub-target point in turn and then reaches the target area and stops. The fusion algorithm finally realizes the path planning function in the complex environment. The flow chart of fusion algorithm is shown in Figure 11.

IV. SIMULATION EXPERIMENT ANALYSIS

The simulation experiment is divided into three parts to verify the path planning function of the fusion algorithm proposed in this paper in complex environment and its application value in solving practical problems. First of all, the fusion algorithm is used in the MATLAB environment for global path planning experiments, and the experimental data of the improved ant colony optimization in this paper is compared with other similar algorithms. Then, dynamic obstacles with different motion laws are introduced into the global optimal path. According to the environmental changes in the map, the algorithm executes the corresponding dynamic obstacle avoidance strategies according to the types of obstacles until reaching the end point.
avoidance strategy. Finally, using the GAZEBO platform to create a three-dimensional space scene, we select the Turtlebot robot in the platform to perform a three-dimensional simulation of the fusion algorithm to simulate and solve the actual problems in production and transportation.

A. IMPROVED ANT COLONY OPTIMIZATION SIMULATION EXPERIMENT

In the MATLAB simulation experiment, we use the grid method to establish a two-dimensional static map model. The map is composed of 20*20 grids, each of which has a length and width of 1. The black parts represent static obstacles, the white parts represent feasible areas, and the particle can move arbitrarily within the white range. We set the starting point of the moving particle at the upper left corner of the grid map, the end point at the lower right corner, and the obstacle positions are randomly set. In this section, we compare the improved ant colony optimization proposed in this paper with the classic ant colony algorithm and the other three improved ant colony optimization by predecessors [20], [22], [23] in the same Simulation experiment in map model. Each group of experiments four times, we will compare the number of iterations required for different algorithms to obtain the global optimal path and the shortest path length, and analyze the experimental data.

In the following experiment, we ensure that the basic parameter settings of different algorithms are the same, the number of ants is 50, and the maximum number of iterations is 100. The values of special parameters in other algorithms follow the authors’ recommendations in the corresponding article. The parameter values of the improved algorithm in this paper are obtained after repeated experiments, as shown in Table 1.

Compare the results from the global path. The red solid line in every map model represents the global path finally obtained by the improved algorithm. We compare the four paths obtained by the improved algorithm with the paths obtained by other algorithms on the corresponding map. It can be seen that the path results given by different algorithms are relatively safe and effective. From the analysis of the data in Table 2, the global path obtained by the improved algorithm in this paper is better than the results of other algorithms in terms of route length, shortening by two units on average, and the path length obtained after many experiments is the same basically.

Compare the convergence performance of the algorithm. In the case of the same map model, the number of iterations required by the improved algorithm in this paper is significantly less than that of the previous three groups of comparison algorithms. In the first three groups of experiments, the algorithm in this paper only took 1/3 of the time of the control group to complete the path search task. In the fourth set of comparative experiments, the iteration times of the two algorithms are almost the same, and the time used is the same basically. In summary, we conclude that the improved ant colony optimization in this paper converges faster in global

---

**TABLE 1. The parameter values of the improved ant colony optimization proposed in this paper.**

| Parameter                  | Value |
|----------------------------|-------|
| Ant number                 | 50    |
| The maximum number of iterations | 100   |
| Initial pheromone concentration | 1   |
| $\alpha_{max} \beta_{min}$ | 1.4   |
| $\alpha_{min} \beta_{max}$ | 4.9   |
| Number of iterations $n$  | 5     |
| $\lambda$                 | 1.2   |
| $\rho$                    | 0.3   |
| $\theta$                  | 0.85  |
| $\rho_{max}$              | 0.2   |

**TABLE 2. Number of iterations/minimum path length in four sets of comparative experiments.**

| Test case | RACO ACO | RACO ACO1 | RACO ACO2 | RACO ACO3 |
|-----------|----------|-----------|-----------|-----------|
| Test 1    | 13/27.73 | 40/28.55  | 19/30.21  | 53/32.20  | 13/35.64  | 29/38.10  | 14/29.59  | 11/30.10  |
| Test 2    | 14/27.73 | 42/28.55  | 19/30.21  | 53/32.20  | 15/35.64  | 29/38.10  | 13/29.59  | 11/30.10  |
| Test 3    | 15/27.73 | 42/28.55  | 19/30.21  | 53/32.20  | 15/35.74  | 29/38.10  | 12/29.76  | 11/30.10  |
| Test 4    | 16/27.73 | 43/28.55  | 20/30.21  | 53/32.20  | 17/35.74  | 29/38.10  | 13/29.76  | 11/30.10  |
| Average   | 15/27.73 | 42/28.55  | 19/30.42  | 53/32.20  | 15/36.56  | 29/38.10  | 13/29.68  | 11/30.10  |
path planning, the output path results are high-quality and the distance is short, and the algorithm has good robustness.

### B. DYNAMIC OBSTACLE AVOIDANCE SIMULATION EXPERIMENT

In this section, we use the map model of the first group of comparison experiments in 4.1, and we conduct simulation experiments on various obstacle avoidance functions of the rolling window method based on the known global optimal path. We set three kinds of dynamic obstacles in different areas of the map, which may cause side collisions, frontal collisions and random collisions with the moving particle. In the first two experiments, the obstacle movement law is known. In the third experiment, we set the movement route for the obstacle and simulate the random movement obstacle. Meanwhile, the influence of obstacle size is ignored in the experiment. The parameters of the moving particle and dynamic obstacle are shown in Table 3, and the path planning results are shown in Figure 13.

In the simulation experiment one, the dynamic obstacle moves in a straight line from left to right at a constant speed, and then stays still after a period of movement. When the dynamic obstacle enters the sensing range of the moving particle, the algorithm determines that the two will collide sideways at a certain position on the map. At this time, the moving particle decelerates and stops. After the dynamic obstacle passes the virtual collision point, the particle starts moving again and follows the known global path to the end of the map.

In the simulation experiment two, the dynamic obstacle moves in a straight line at a uniform speed in the direction shown by the arrow in the figure, and it will collide with the particle head-on during the movement. When the moving particle senses that the speed of the dynamic obstacle is opposite to itself and gradually approaches, the particle decelerates and stops. At the same time, the algorithm will take the virtual collision point as the center of the circle, and the controllable safety distance length is the diameter of the imaginary static obstacle. Then the algorithm plans the local path of the particle from the current position to the next sub-target point. The particle continues to move along the new local path to the global end point.

In the third simulation experiment, in order to verify the obstacle avoidance function of the algorithm when encountering obstacles with unknown motion rules and achieve the expected results of the experiment. We set up the motion trajectory for the obstacle and specify the speed range. The speed of the obstacle can be adjusted arbitrarily in this range. After repeated experiments, the following renderings are selected for analysis. When the moving particle finds the dynamic obstacle, it moves at a slower speed along the original path until the distance between the two is about to be less than the emergency safety distance. At this time, the algorithm regards the current position of the dynamic obstacle as the center of the circle and the emergency safety distance length as the diameter as the static obstacle. The algorithm plans the local path of the particle from the current position to the next sub-target point and restores the initial velocity. When the particle moves along the local path, the dynamic obstacle returns and approaches again. The particle retreats along the planned path according to the algorithm function until the distance between the two is greater than the controllable safety distance. After the obstacle is far away, the particle moves along the local path toward the end point and finally arrives.

Based on the above experimental analysis, we conclude that under the condition that the global optimal path is known, the rolling window method combined with the obstacle avoidance strategy proposed in this paper can realize the path planning function in the complex environment, which verifies the effectiveness of the algorithm in this paper.

### C. GAZEBO PLATFORM SIMULATION EXPERIMENT

In the process of factory production of products, assembly line is a basic production mode. However, how to efficiently and accurately distribute raw materials to the stations on the
assembly line is an important issue. In this section, we use the GAZEBO platform to create three-dimensional scenes for simulation experiments, combined with the fusion algorithm proposed in this paper, to solve the transportation scheduling problem.

GAZEBO is a powerful open source physical simulation environment. It can simulate the three-dimensional physical world, with functions such as changing the quality and color of objects, providing light sources, and generating sensor feedback. In the experiment of this section, we used the module that comes with the software to create a simple factory workshop production environment on the GAZEBO platform, as shown in the figure below. We allow the robot to smoothly reach a specified location in the environment according to the function of the fusion algorithm, thereby simulating the information transmission and logistics transportation functions within the factory floor.

We select Turtlebot robot as the research object and program it. Then, configure the robot through Move_base to solve the problems of action planning, kinematics analysis, collision detection and perception in the environment. During this experiment, we will no longer use the particle as the research object, so we must consider the size of the robot in the virtual environment. The two safety distance lengths and perception ranges stipulated by the dynamic window law in the preceding content should also be redefined according to actual conditions.

The realization of the algorithm function is mainly divided into the following parts: The virtual sensor configured by the Turtlebot robot collects environmental information and publishes the sensor information to the ROS node communication network through the GAZEBO interface. The robot system subscribes to the sensor data in the network and plans the local motion trajectory. The control node outputs the robot speed control command according to the trajectory. The speed control command is transmitted to the simulation platform through the GAZEBO interface, and finally the robot realizes the movement and obstacle avoidance in the simulation environment. In the experimental link of the GAZEBO platform, we always set the velocity of the Turtlebot robot to 1 and the velocity of dynamic obstacle to 0.5, which is the same as in the MATLAB simulation experiment.

In order to further verify the obstacle avoidance function of the algorithm, we introduced the Kuka robot as a dynamic obstacle in the environment. Figure 16 shows that the Turtlebot robot encounters the Kuka robot moving from the side while passing through the intersection. The sensor senses that a moving obstacle is approaching and judges that a side collision is about to occur. At this time, the algorithmic obstacle avoidance function is activated. Through the information
interaction between the sensor and ROS, the speed control command is transmitted to the simulation platform and finally transmitted to the Turtlebot, and the robot is controlled to decelerate and stop in place immediately. After the Kuka robot passes the intersection and the distance from the Turtlebot meets the requirements, the speed control command again controls the Turtlebot to start, and the robot continues to move toward the target point.

For the purpose of verifying the effect of the fusion algorithm in dealing with the frontal collision problem in the simulation platform, we adjusted the Kuka robot to the vicinity of the intersection again to move it towards the upcoming Turtlebot robot. Figure 17 shows the obstacle avoidance process of Turtlebot avoiding the Kuka robot according to the speed control command. When the sensor senses a frontal collision with an obstacle, the robot system immediately takes obstacle avoidance measures based on the fusion algorithm, assumes the virtual collision point in the environment as a static obstacle, and re-plans the global path from the current position to the target area. Then, Turtlebot changes the speed direction according to the latest speed control instructions and moves along the new global path, thus avoiding collisions with obstacles.

The above experimental results show that the fusion algorithm proposed in this paper can quickly obtain the global optimal path in a three-dimensional map environment and guide the robot to safely reach the target area. While the algorithm realizes the established functions, it also provides valuable experience for solving logistics and transportation problems.

V. CONCLUSION

This paper proposes a fusion algorithm (RACO) that combines improved ant colony optimization and rolling window method to solve path planning problems in complex environments. By optimizing the parameters, improving the algorithm structure, and fully considering various problems that may arise, we have improved the universality and application value of the algorithm. The improved ant colony optimization in this paper is compared with the classic ant colony optimization and three other improved algorithms in simulation experiments. Experimental results show that our improved algorithm has obvious advantages in terms of convergence speed and path planning results. In the dynamic simulation experiment, the fusion algorithm can guide the research object to avoid all kinds of dynamic obstacles to reach the target point, which verifies the obstacle avoidance performance of the algorithm in the complex environment.

In this paper, a simple factory workshop environment is created using the GAZEBO platform. The Turtlebot robot is used as the research object and combined with the fusion algorithm to solve the logistics transportation problem in this environment. In the simulation experiment, Turtlebot realized the obstacle avoidance function in the three-dimensional map environment, and finally reached the designated target area. This further verifies the effectiveness of the fusion algorithm in the three-dimensional map environment and the ability to solve practical problems.

In future studies, we will further optimize the improved ant colony optimization to ensure that the results of each run are consistent and enhance the convergence performance of the algorithm. In terms of obstacle avoidance, we will consider more unexpected situations that may occur in the environment and broaden the scope of application of the fusion algorithm.
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