THE MASTER EQUATION IN A BOUNDED DOMAIN UNDER INVARIANCE CONDITIONS FOR THE STATE SPACE

ANTONIOS ZITRIDIS

ABSTRACT. In this paper, we study the well-posedness (existence and uniqueness) of the Master Equation of Mean Field Games under invariance-type conditions, otherwise known as viability conditions for the controlled dynamics. The interior regularity of the solutions of the associated Mean Field Game system and its linearized version, which plays a crucial role in the proof of the existence, is obtained by the global regularity of the corresponding solutions in the Neumann boundary conditions case. Finally, we prove that the solution of the related Nash system converges to the solution of the Master Equation.
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1. Introduction

The Mean Field Game (MFG for short) theory was introduced by J.-M. Lasry and P.-L Lions [10, 11, 12], and in a particular case by Huang, Caines and Malhame [13], in order to describe Nash equilibria in differential games with infinitely many (small and undistinguishable) players, called “infinitesimal” players. Its name comes from the analogy with the mean field models in mathematical physics, which analyzes the behaviour of many identical particles.

The macroscopic description used in MFG theory leads to the study of coupled systems of PDEs, consisting of a backward Hamilton-Jacobi-Bellman equation satisfied by the single agent’s value function $u$ and a forward Kolmogorov-Fokker-Planck equation satisfied by the distribution law $m$ of the population. The simplest form of this system in a bounded domain $\Omega \subset \mathbb{R}^d$ reads

$$
(MFG): \begin{cases}
-\partial_t u - \text{tr}(a(x)D^2 u) + H(x, Du) = F(x, m), \text{ in } (0, T) \times \Omega, \\
\partial_t m - \sum_{i,j} \partial_{x_i}^2(a_{ij}(x)m) - \text{div}(mH_p(x, Du)) = 0, \text{ in } (0, T) \times \Omega, \\
m(0) = m_0, \quad u(T, x) = G(x, m(T)),
\end{cases}
$$

with appropriate boundary conditions to achieve well-posedness, where $m_0$ is the initial state of the population, $H(x, p)$ is the Hamiltonian of the system, $F$ and $G$ are the running cost and the final cost and $a = \sigma \sigma^T$ is uniformly elliptic, where $\sigma$ is the diffusion matrix of the stochastic dynamics of the “infinitesimal” player:

$$
(SDE): \quad dX_t = -H_p(x, Du)dt + \sqrt{2}\sigma(X_t)dB_t, \quad X_0 = x \in \Omega.
$$

Although the MFG system has been widely studied since its introduction, it has become increasingly clear that it is not sufficient to take into account the entire complexity of games with infinitely many players. This led Lasry and Lions [8] to introduce the so-called “Master Equation” (ME for short), which directly describes the limit of the Nash equilibrium for the differential game with $N$ players as $N \to +\infty$. In particular, if $(u, m)$ is the unique (under certain assumptions) solution to the MFG system with initial condition $m(t_0) = m_0$, then we define the function

$$
U: [0, T] \times \Omega \times P(\Omega) \to \mathbb{R} \text{ by } U(t_0, x, m_0) := u(t_0, x), \quad (1.1)
$$

where $P(\Omega)$ is the set of Borel probability measures on $\Omega$. A formal computation yields the ME, which is the equation satisfied by $U$:

$$
(ME): \begin{cases}
\partial_t U(t, x, m) = -\text{tr}(a(x)D^2 U(t, x, m)) + H(x, D_x U(t, x, m)) \\
- \int_{\Omega} \text{tr}(a(y)D_y D_m U(t, x, m, y)) dm(y) \\
+ \int_{\Omega} D_m U(t, x, m, y) \cdot H_p(y, D_x U(t, y, m)) dm(y) - F(x, m), \\
\text{ in } [t_0, T] \times \Omega \times P(\Omega),
\end{cases}
$$

$$
U(T, x, m) = G(x, m) \quad \text{in } \Omega \times P(\Omega).
$$
Of course, one needs to assume the appropriate boundary conditions to achieve well-posedness.

So far, most of the literature related to the ME considers the case where the state variable $x$ belongs to the flat torus (i.e. $\Omega = \mathbb{T}^d$) ([5]) or in $\mathbb{R}^d$. Recently, Ricciardi [2] and Di Persio, Garbelli, Ricciardi [9] studied the problem in an arbitrary bounded domain $\Omega$ with Neumann conditions and Dirichlet conditions, respectively. A common characteristic of these two cases is that the stochastic trajectories of the “infinitesimal” players, described by SDE, do not exit the domain $\Omega$ but may reach the boundary.

Another significant case when the dynamical state remains inside the domain, but, this time, does not reach the boundary, is if one considers a state constraint condition. An example of such a condition was studied in [17] by Sardarli, where the value function $u$ blows up near the boundary. In this paper, we will assume the invariance condition used in [1] by Porretta and Ricciardi:

$$\text{tr}(a(x)D^2d(x)) - H_p(x,p) \cdot Dd(x) \geq \frac{a(x)Dd(x) \cdot Dd(x)}{d(x)} - Cd(x) \quad (1.2)$$

for some constant $C > 0$, for all $p \in \mathbb{R}^d$ and for all $x$ in a neighbourhood of the boundary $\partial \Omega$. It is proved in Proposition 2.5 of [1] that this is a condition in which the drift-diffusion terms are such that, almost surely, the stochastic trajectory of the “infinitesimal” player (SDE) does not hit the boundary and, hence, stays inside the domain$^2$. Furthermore, in Theorem 5.1 ([1]), it is proved that (MFG) has a unique solution if (1.2) holds near the boundary.

The first aim of this paper is to analyze the well-posedness of the ME when (1.2) holds near the boundary. In particular, we will show that, under specific assumptions, the solution of (MFG) obtained in [1] is regular (Proposition 4.2) and that $U$ is the unique classical solution of the ME.

Returning to the $N$-player differential game, where we assume that every player controls his/her own state and interacts only through their cost function, it is known that at a Nash equilibrium the value functions of the players, $v^N_i$, $1 \leq i \leq N$ satisfy the Nash system

$$\begin{cases}
-\partial_t v^N_i(t) - \sum_j \text{tr}(a(x_j)D^2x_{j}v^N_i(t,x)) + H(x_i,Dx_i v^N_i(t,x)) \\
+ \sum_{j \neq i} H_p(x_j,Dx_j v^N_j(t,x)) \cdot Dx_j v^N_j(t,x) = F(x_i,m^N_{x,i}), \quad \text{in } [0,T] \times \Omega^N,
\end{cases}$$

where

$$m^N_{x,i} = \frac{1}{N-1} \sum_{j \neq i} \delta_{x_j}$$

$^1$The trajectories reflect, if we have Neumann conditions, and stay on the boundary, if we have Dirichlet conditions.

$^2$In the control community, sometimes this property is referred to as the viability of the state space.
is the empirical distribution of the players $j \neq i$ and where the functions $v^N_i$, $i = 1, 2, ..., N$ satisfy an appropriate boundary condition (Dirichlet or Neumann) or there is a state constraint condition. In this game, the set of “optimal trajectories” solves a system of $N$ coupled stochastic differential equations:

$$
\begin{cases}
    dY^i_t = -H_p(Y^i_t, Dv^N_i(t, Y^i_t))dt + \sqrt{2}\sigma(Y^i_t)dB^i_t, & t \in [0, T], \\
    Y^i_0 = Z_i,
\end{cases}
$$

where $Z = (Z_i)$ are i.i.d of fixed law.

The structure of the $N$-player game when $N \gg 1$ is very complex and in that case it is natural to study the asymptotic behaviour of (1.3) as $N \to +\infty$. This question has been addressed on the flat torus (i.e $\Omega = \mathbb{T}^d$) by P. Cardaliaguet, F. Delarue, J.-M Lasry, P.-L Lions in [5], and, more recently, on arbitrary bounded domains under Neumann conditions (by Ricciardi in [16]) and Dirichlet conditions (by Di Persio, Garbelli and Ricciardi in [9]).

The second aim of this paper is to study the asymptotic behaviour of the differential game on arbitrary bounded domain $\Omega$; assuming that (1.2) holds near the boundary. The main result, as in [5], [16] and [9], says that the $(v^N_i)_{i \in \{1,2,...,N\}}$ “converge” to the solution of the ME as $N \to +\infty$. This result, conjectured by Lasry and Lions [12], connects the Nash system, in which the players observe each other, with the limit system, in which the players observe just the distribution of the population. A way to express the convergence is given in Theorem 7.4. In particular, if

$$u^N_i(t, x) := U(t, x, m^N_x),$$

then $|u^N_i - v^N_i| \to 0$ in some suitable norm. Finally, one can describe the convergence in terms of the trajectories. Namely, the solution of (1.4) is “close” to the solution of

$$
\begin{cases}
    dX^i_t = -H_p(X^i_t, Du^N_i(t, X^i_t))dt + \sqrt{2}\sigma(X^i_t)dB^i_t, & t \in [0, T], \\
    X^i_0 = Z_i,
\end{cases}
$$

The proofs of both convergence results rely heavily on methods from [5], [9] and [16].

**Main results.** Our main results summarize as follows

**Theorem 1.1.** Suppose Hypotheses 2.3 are satisfied. Then, the function $U$ from (1.1) is a classical solution of the ME.

**Theorem 1.2.** Suppose Hypotheses 2.3 are satisfied. Then, $U$ is the unique classical solution of the ME.

**Theorem 1.3.** Assume Hypotheses 2.3. Let

$$m^N_x = \frac{1}{N} \sum_{i=1}^N \delta_{x_i}$$
and
\[
w_i^N(t, x_i; m) := \int_{\Omega_{N-1}} v_i^N(t, x) \prod_{j \neq i} m_0(dx_j).
\]

Then,
\[
\sup_{t \in [0,T], i \in \{1,2,\ldots,N\}} |v_i^N(t, x) - U(t, x, m_i^N)| \leq \frac{C}{N}
\]
and
\[
||w_i^N(t, \cdot, m) - U(t, \cdot, m)||_{L^1(m)} \leq C \omega_N,
\]
where
\[
\omega_N = \begin{cases} CN^{-\frac{1}{d}}, & \text{if } d \geq 3, \\ CN^{-\frac{1}{2} \log N}, & \text{if } d = 2, \\ CN^{-\frac{1}{2}}, & \text{if } d = 1. \end{cases}
\]

**Theorem 1.4.** Assume Hypotheses 2.3 and, furthermore, that \( \sigma \) is Lipschitz. Then, for any \( 1 \leq i \leq N \), we have
\[
\sup_{t \in [0,N]} \mathbb{E}[|X_i^t - Y_i^t|^2] \leq \frac{C}{N^2}.
\]

**Summary of the main ideas.** The paper follows the main ideas of [2], [5] and [9], but appropriate adjustments need to be made because of (1.2). To deal with the nature of (1.2), we use the main ideas presented in [1].

For \( U \), defined in (1.1), to be a classical solution of the ME, some regularity and some bounds need to be proved. Some initial regularity can be obtained by studying (MFG) under (1.2). Indeed, if \( m_0 \in L^1(\Omega) \), as proved in [1], the solution to (MFG) can be obtained as the limit of the classical solutions to
\[
\begin{aligned}
&\begin{cases}
-\partial_t u^\varepsilon - \text{tr}(a(x)D^2u^\varepsilon) + H(x, Du^\varepsilon) = F(x, m^\varepsilon), & \text{in } (0, T) \times \Omega_\varepsilon, \\
\partial_t m^\varepsilon - \text{div}(a(x)Dm^\varepsilon) - \text{div}(m^\varepsilon H_p(x, Du^\varepsilon) + \tilde{b}(x)) = 0, & \text{in } (0, T) \times \Omega_\varepsilon, \\
m^\varepsilon(0) = m_0, & u^\varepsilon(T, x) = G(x, m^\varepsilon(T)) - \mathcal{N}_\varepsilon(a(\cdot)D_xG(\cdot, m^\varepsilon(T))), \\
(a(x)Du^\varepsilon) \cdot \nu(x)|_{\partial \Omega_\varepsilon} = 0, & \left(a(x)Dm^\varepsilon + m^\varepsilon H_p(x, Du^\varepsilon) + \tilde{b}(x)\right) \cdot \nu(x)|_{\partial \Omega_\varepsilon} = 0,
\end{cases}
\end{aligned}
\]

where \( \mathcal{N}_\varepsilon \) is an operator that ensures the Neumann compatibility conditions and where \( \varepsilon \to 0^+ \), given by results from [2]. Thus, under specific assumptions, \( U \) inherits the interior regularity of \( u^\varepsilon \). The result can be extended for \( m_0 \in \mathcal{P}(\Omega) \) by a density argument.

However, the main issue is to prove the \( C^1 \) character of \( U \) with respect to the measure variable. The most important tool of the proof is the analysis of the linearized system.

\[
(L) \quad \begin{cases}
-\partial_t v - \text{tr}(a(x)D^2v) + H_p(x, Du) \cdot Dv = \frac{dF}{dm}(x, m(t))(\mu(t)), & \text{in } (t_0, T) \times \Omega, \\
\partial_t \mu - \text{div}(a(x)D\mu) - \text{div}(\mu H_p(x, Du) + \tilde{b}(x)) - \text{div}(m H_{pp}(x, Du) Dv) = 0, & \text{in } (t_0, T) \times \Omega, \\
v(T, x) = \frac{dG}{dm}(x, m(T))(\mu(T)) & \text{in } \Omega, \quad \mu(t_0) = \mu_0 \in C^{-(1+\alpha)}(\Omega).
\end{cases}
\]
Using the same idea as in (MFG), when $m_0 \in L^1(\Omega)$, we can approximate a solution of the linearized system in $\Omega$ under (1.2) with solutions of the linearized system in $\Omega_\varepsilon$ with Neumann conditions (existence is established in [2]). The convergence will come from estimate (5.20) in [2]. Then, we can generalize the result for $m_0 \in \mathcal{P}(\Omega)$ with a density argument. The regularity will follow from the estimates for the linearized system.

Using the regularity of $U$, we can show that $U$ satisfies the ME and, by an argument similar to the one in [5], that it is the unique function with that property.

Finally, we establish the well-posedness of (1.3) under (1.2) and we use similar ideas as in [5], [9] and [16] to prove the convergence results.

**Organization of the paper.** The paper is organized as follows:

Section 2 contains our notation and assumptions we will need to prove the results. Section 3 contains useful preliminary results that will appear throughout the paper. In section 4, using our assumptions, we strengthen the results from [1] and obtain some regularity for $U$. In section 5, we solve the linearized system provided that (1.2) holds near the boundary, which provides us with further regularity for $U$. In section 6, we prove that the ME has a unique classical solution. In section 7, we establish the well-posedness of (1.3) under (1.2) near the boundary and we prove the convergence results.

## 2. Notation and Hypotheses

### 2.1. The domain.

We assume throughout the paper that $\Omega$ is a bounded open subset of $\mathbb{R}^d$, with boundary of class $C^{3+\alpha}$ ([7, 14]), that is, $\partial \Omega$ is locally a graph of a $C^{3+\alpha}$-function. We recall that the oriented distance from $\partial \Omega$, denoted by $d_\Omega$, is the function defined by

$$d_\Omega(x) = \begin{cases} d(x, \partial \Omega), & \text{if } x \in \Omega, \\ -d(x, \partial \Omega), & \text{if } x \notin \Omega. \end{cases}$$

We write $d$ instead of $d_\Omega$ when there is no possible confusion. We will, also, be working in subdomains

$$\Omega_\varepsilon := \{ x \in \Omega : d(x) > \varepsilon \}, \quad \text{for } \varepsilon > 0$$

For convenience, when $\varepsilon = 0$, we write $\Omega_0 = \Omega$. Due to the regularity of the boundary of $\Omega$, there exists $\varepsilon_0 > 0$ such that for every $\varepsilon \in (0, \varepsilon_0)$ we have $d \in C^{3+\alpha}(\Omega \setminus \Omega_\varepsilon)$ and for all $x \in \Omega \setminus \Omega_\varepsilon$, there exists a unique point $\bar{x} \in \partial \Omega$ such that $d(x) = |x - \bar{x}|$, where $|\cdot|$ is the Euclidean norm. Moreover, on $\Omega \setminus \Omega_\varepsilon$,

$$Dd(x) = Dd(\bar{x}) = -\nu(\bar{x}),$$

where $\nu(\bar{x})$ is the exterior unit normal vector of $\partial \Omega$ at $\bar{x}$.

Finally, a classical regularizing argument allows us to consider a non-negative $C^{3+\alpha}(\overline{\Omega})$-function, called again $d_\Omega$, which coincides with the oriented distance near the boundary.
2.2. Notation. Throughout the paper, $T > 0$ will be a fixed time and $Q_T := [0, T] \times \Omega$. Also, $Q_T^c$ stands for $[0, T] \times \Omega^c$.

2.2.1. Spaces and Norms. For $n \geq 0$ and $\alpha \in (0, 1)$ we denote with $C^{n+\alpha}(\Omega)$ or simply $C^{n+\alpha}$, when there is no confusion regarding the domain, the space of functions $\varphi \in C^n(\Omega)$ such that for each $l \in \mathbb{N}^r$, with $1 \leq r \leq n$, the derivative $D^l \varphi$ is Hölder continuous with constant $\alpha$. The norm on this space is given by

$$||\varphi||_{n+\alpha} := \sum_{|l| \leq n} ||D^l \varphi||_\infty + \sup_{|l|=n, x \neq y} \frac{|D^l \varphi(x) - D^l \varphi(y)|}{|x - y|^\alpha}.$$ 

We also denote by $C^{n+\alpha}_c(\Omega)$ the closure of the subspace of compactly supported functions in $C^{n+\alpha}(\Omega)$, by $C^{-(n+\alpha)}$ and $C^{-(n+\alpha)}_c$ the corresponding duals and by $\langle \cdot, \cdot \rangle_{1+\alpha}$ the corresponding duality bracket. Finally, given a function $a(\cdot)$, which we will define later (Hypothesis (1)), we consider the space $C^{n+\alpha, N}(\Omega)$ i.e the space of functions $\varphi \in C^{n+\alpha}(\Omega)$ such that $a(x)D_x \varphi \cdot \nu(x)|_{\partial \Omega} = 0$.

We also define several parabolic spaces:

We write $\varphi \in C^{\frac{n+\alpha}{2}, \alpha}[0, T] \times \Omega$, if $\varphi$ is continuous in both variables, together with all the derivatives $D^l_t D^s_x \varphi$, where $2r + s \leq n$. Moreover, we introduce the norm

$$||\varphi||_{\frac{n+\alpha}{2},\alpha} := \sum_{2r+s \leq n} ||D^l_t D^s_x \varphi||_\infty + \sup_{2r+s=n} \sup_{t \in [0, T]} ||D^l_t D^s_x \varphi(t, \cdot)||_\alpha + \sum_{0<n+\alpha-2r-s<2} \sup_x ||D^l_t D^s_x \varphi(\cdot, x)||_{n+\alpha-2r-s, \alpha}.$$

We define the space of space-time continuous functions which satisfy a Hölder condition in $x$ to be $C^{0,\alpha}(0, T] \times \Omega)$ with the norm

$$||\varphi||_{0,\alpha} = \sup_{t \in [0, T]} ||\varphi(t, \cdot)||_\alpha.$$ 

An analogous definition can be given for the space $C^{\alpha,0}$.

The space $C^{1,2+\alpha}$ consists of functions which are differentiable in time and twice differentiable in space, with all derivatives in $C^{0,\alpha}(Q_T)$. The norm for this space is

$$||\varphi||_{1,2+\alpha} := ||\varphi||_\infty + ||\partial_t \varphi||_{0,\alpha} + ||D^1 \varphi||_\infty + ||D^2_x \varphi||_{0,\alpha}.$$ 

Finally, $W^{-k,p}$ is the dual of the Sobolev space $W^{k,p}$.

2.2.2. Generalized Wasserstein Space and Derivative. Let $\mathcal{P}^{sub}(\Omega)$ be the space of all Borel subprobability measures, that is the space of all Borel non-negative measures in $\Omega$ with total mass at most 1, and $\mathcal{P}(\Omega)$ be the space of probability measures.

**Definition 2.1.** Let $m_1, m_2 \in \mathcal{P}^{sub}(\Omega)$ be two Borel sub-probability measures in $\Omega$. We call the generalized 1-Wasserstein distance $d_1(m_1, m_2)$ between $m_1$ and $m_2$ to be

$$d_1(m_1, m_2) := \sup_{\text{Lip}(\varphi) \leq 1} \int_\Omega \varphi(x) d(m_1 - m_2)(x).$$
Remark 2.2. In $\mathcal{P}_{\text{sub}}(\Omega_\varepsilon)$ we will denote the generalized Wasserstein distance by $d^*_1$.

Definition 2.3. (i) Let $V : \mathcal{P}_{\text{sub}}(\Omega) \to \mathbb{R}$. We say that $V$ is of class $C^1$ if there exists a continuous map $K : \mathcal{P}_{\text{sub}}(\Omega) \times \Omega \to \mathbb{R}$ such that, for all $m_1, m_2 \in \mathcal{P}_{\text{sub}}(\Omega)$ we have
\[ \lim_{s \to 0} \frac{V(m_1 + s(m_2 - m_1)) - V(m_1)}{s} = \int_\Omega K(m_1, x)(m_2(dx) - m_1(dx)). \]
Moreover, we write $K(m, x) = \delta V/\delta m(m, x)$ for all $(m, x) \in \mathcal{P}_{\text{sub}}(\Omega) \times \Omega$.

(ii) If $\delta V/\delta m(m, \cdot) \in C^1$, then the intrinsic derivative $D_m V : \mathcal{P}_{\text{sub}}(\Omega) \times \Omega \to \mathbb{R}^d$ is defined as
\[ D_m V(m, x) := D_x \delta V/\delta m(m, x). \]

Remark 2.4. If instead of $\mathcal{P}_{\text{sub}}(\Omega)$, we were working on $\mathcal{P}(\Omega)$, then $K$ is defined the same way (e.g [5]) but up to a constant. We usually choose the constant such that $\int_\Omega K(m, x) dx = 0$.

2.3. Hypotheses. We assume the following

(1) (Uniform ellipticity) $a, \sigma : \Omega \to M_d(\mathbb{R})$, such that $a = \sigma \sigma^T$, $\|a(\cdot)\|_{1+\alpha} < \infty$ and there exist $\theta > \lambda > 0$ such that $\forall p \in \mathbb{R}^d$
\[ \theta \|p\|^2 \geq a(x)p \cdot p \geq \lambda \|p\|^2 ; \]

(2) $H : \Omega \times \mathbb{R}^d \to \mathbb{R}$ is smooth, Lipschitz continuous, $H(\cdot, 0) \in L^\infty(\Omega)$ and there exists $C_H > 0$ such that
\[ C_H^{-1} \frac{I_{d \times d}}{1 + |p|} \leq H_{pp}(x, p) \leq C_H I_{d \times d} ; \]

(3) $F : \Omega \times \mathcal{P}_{\text{sub}}(\Omega) \to \mathbb{R}$ is smooth and monotone, i.e,
\[ \int_\Omega (F(x, m) - F(x, m'))d(m - m')(x) \geq 0. \]
In addition, for some $0 < \alpha < 1$ and $C_F > 0$, it satisfies
\[ \sup_{m' \in \mathcal{P}_{\text{sub}}(\Omega)} \left( \|F(\cdot, m)\|_\alpha + \left\| \frac{\delta F(\cdot, m, \cdot)}{\delta m} \right\|_{\alpha, 2+\alpha} \right) + \text{Lip}_\alpha \left( \frac{\delta F}{\delta m} \right) \leq C_F, \]
with
\[ \text{Lip}_\alpha \left( \frac{\delta F}{\delta m} \right) := \sup_{m_1 \neq m_2} \left( d_1(m_1, m_2)^{-1} \left\| \frac{\delta F(\cdot, m_1, \cdot)}{\delta m}(\cdot, m_1, \cdot) - \frac{\delta F(\cdot, m_2, \cdot)}{\delta m}(\cdot, m_2, \cdot) \right\|_{\alpha, 1+\alpha} \right) ; \]

(4) $G : \Omega \times \mathcal{P}_{\text{sub}}(\Omega) \to \mathbb{R}$ is smooth and monotone, i.e,
\[ \int_\Omega (G(x, m) - G(x, m'))d(m - m')(x) \geq 0. \]
In addition, for some $0 < \alpha < 1$ and $C_G > 0$,
\[
\sup_{m \in \mathcal{P}^{sub}(\Omega)} \left( \| G(\cdot, m) \|_{2+\alpha} + \left\| \frac{\delta G}{\delta m}(\cdot, m, \cdot) \right\|_{2+\alpha, 2+\alpha} \right) + \text{Lip}_{1+\alpha} \left( \frac{\delta G}{\delta m} \right) \leq C_G.
\]
with
\[
\text{Lip}_{1+\alpha} \left( \frac{\delta G}{\delta m} \right) := \sup_{m_1 \neq m_2} \left\{ d_1(m_1, m_2)^{-1} \left\| \frac{\delta G}{\delta m}(\cdot, m_1, \cdot) - \frac{\delta G}{\delta m}(\cdot, m_2, \cdot) \right\|_{2+\alpha, 2+\alpha} \right\}
\]

(5) The following conditions are assumed for $F, G$:
\[
a(x)D_x G(x, m) \cdot \nu(x)|_{\partial \Omega} = 0, \text{ for all } m \in \mathcal{P}^{sub}(\Omega) \text{ and } x \in \partial \Omega.
\]

For every $\varepsilon > 0$, there exists a functions $\frac{\delta F^\varepsilon}{\delta m}, \frac{\delta G^\varepsilon}{\delta m} : \Omega \times \mathcal{P}^{sub}(\Omega) \times \Omega \to \mathbb{R}$ such that for all $(x, m) \in \Omega \times \mathcal{P}^{sub}(\Omega)$:
\[
spt \left( \frac{\delta F^\varepsilon}{\delta m}(x, m, \cdot) \right) \subset \Omega_{\varepsilon}, \text{ spt} \left( \frac{\delta G^\varepsilon}{\delta m}(\cdot, m, \cdot) \right) \subset \Omega_{\varepsilon} \times \Omega_{\varepsilon},
\]
\[
\lim_{\varepsilon \to 0^+} \sup_{m \in \mathcal{P}^{sub}(\Omega)} \left\| \frac{\delta G^\varepsilon}{\delta m}(\cdot, m, \cdot) - \frac{\delta G}{\delta m}(\cdot, m, \cdot) \right\|_{C^{2+\alpha}(\Omega) \times C^{2+\alpha}(\Omega)} = 0 \text{ and }
\]
\[
\lim_{\varepsilon \to 0^+} \sup_{m \in \mathcal{P}^{sub}(\Omega)} \left\| \frac{\delta F^\varepsilon}{\delta m}(\cdot, m, \cdot) - \frac{\delta F}{\delta m}(\cdot, m, \cdot) \right\|_{C^{\alpha}(\Omega) \times C^{1+\alpha}(\Omega)} = 0.
\]

Furthermore,
\[
\text{Lip}_\alpha \left( \frac{\delta F^\varepsilon}{\delta m} \right) \leq C_F, \text{ Llip}_{1+\alpha} \left( \frac{\delta G^\varepsilon}{\delta m} \right) \leq C_G,
\]
\[
\int_{\Omega_{\varepsilon}} \int_{\Omega_{\varepsilon}} \frac{\delta F^\varepsilon}{\delta m}(x, m, y) \mu(x) \mu(y) \ dxdy \geq 0 \text{ and }
\]
\[
\int_{\Omega_{\varepsilon}} \int_{\Omega_{\varepsilon}} \frac{\delta G^\varepsilon}{\delta m}(x, m, y) \mu(x) \mu(y) \ dxdy \geq 0,
\]
for any signed measure $\mu$ and $m \in \mathcal{P}^{sub}(\Omega)$.

(6) Finally, we assume the invariance condition in terms of the diffusion matrix and the Hamiltonian $H(x, p)$. Namely, we assume that there exists a $\delta_0 > 0$ and a $C > 0$ such that the following inequality holds:
\[
\text{tr}(a(x)D^2d(x)) - H_p(x, p) \cdot Dd(x) \geq \frac{a(x)Dd(x) \cdot Dd(x)}{d(x)} - Cd(x) \quad (2.1)
\]
for all $p \in \mathbb{R}^d$ and a.e. $x \in \Omega \setminus \Omega_{\delta_0}$.

**Remark 2.5. (i)** Assumptions (1), (2), (3) and (4) are standard in the literature and are used to prove the existence and the uniqueness of a solution to the MFG system and the linearized system as well as some useful estimates.
(ii) Assumption (5) provides us with compatibility conditions which allow us to get the regularity of the solutions to (MFG) and construct the solution of the linearized system. Its usefulness will be apparent in Proposition 5.5, where we prove the existence of a solution to the linearized system.

(iii) Assumption (6) implies that the stochastic trajectories stay inside the domain $\Omega$ almost surely and allows us to “integrate by parts” in some specific instances that will be examined later. For more information about this condition, we refer to [1].

3. Preliminary results

3.1. Estimates. In this section, we will state two estimates from [2] that will be useful in the proofs later.

Lemma 3.1. Suppose $a$ satisfies Hypothesis (1) and $b, f \in L^\infty(Q_T)$. Furthermore, let $\psi \in C^{1+\alpha, N}$ with $0 \leq \alpha < 1$. Then, the unique solution $z$ of the problem

\[
\begin{align*}
-\partial_t z - tr(a(x)D^2z) + b(t, x) \cdot Dz &= f(t, x), \text{ in } (0, T) \times \Omega, \\
z(T) &= \psi, \text{ in } \Omega, \\
aDz \cdot \nu|_{\partial\Omega} &= 0, \text{ on } \partial\Omega,
\end{align*}
\]

satisfies

\[
||z||_{1+\alpha, 1+\alpha} \leq C(||f||_{\infty} + ||\psi||_{1+\alpha}).
\]

Proof. This is Lemma 3.1 from [2].

Lemma 3.2. Suppose $a$ and $b$ are bounded continuous functions and $\psi \in W^{1, \infty}(\Omega)$. Then, the unique solution $z$ of the problem

\[
\begin{align*}
-\partial_t z - tr(a(x)D^2z) + b(t, x) \cdot Dz &= f(t, x), \text{ in } (0, T) \times \Omega, \\
z(T, x) &= \psi(x), \text{ in } \Omega, \\
aDz \cdot \nu|_{\partial\Omega} &= 0, \text{ on } \partial\Omega,
\end{align*}
\]

satisfies a Hölder condition in $t$ and a Lipschitz condition in $x$, namely, there exists $C > 0$ such that

\[
|z(t, x) - z(s, x)| \leq C||\psi||_{W^{1, \infty}}|t - s|^{1/2}, \quad |z(t, x) - z(t, y)| \leq C||\psi||_{W^{1, \infty}}|x - y|.
\]

Proof. This is Lemma 3.2 from [2].
3.2. Properties of the domain and the subdomains. Since the boundary \( \partial \Omega \) of the domain we are working on has \( C^{3+\alpha} \)-regularity, the boundaries \( \partial \Omega_\varepsilon, \varepsilon \in (0, \frac{\varepsilon_0}{3}] \), of the subdomains inherit some regularity as well. This property is summarized in the following Proposition.

**Proposition 3.3.** For all \( \varepsilon \in [0, \frac{\varepsilon_0}{3}] \) the following statements are true:

(i) There exists an \( M > 0 \), independent of \( \varepsilon \), with the following property: for every \( x \in \partial \Omega_\varepsilon \), there exists an \( r_x > 0 \) such that \( \partial \Omega_\varepsilon \cap B(x, r_x) \) is the graph a function \( \varphi_\varepsilon \in C^{2+\alpha} \) with

\[
||\varphi_\varepsilon||_{2+\alpha} \leq M.
\]

In particular, \( \partial \Omega_\varepsilon \) is of class \( C^{2+\alpha} \).

(ii) \( \Omega \) and \( \Omega_\varepsilon \) both satisfy the interior ball condition with a radius that can be chosen to be independent of \( \varepsilon \).

Proof. We note that for \( \varepsilon = 0 \), the second result is well known (e.g \([7]\)), while the first result follows from the compactness of \( \partial \Omega \). So, there exists \( M_0 > 0 \), such that for all \( x \in \partial \Omega \), there exists an \( r_x > 0 \) such that \( \partial \Omega \cap B(x, r_x) \) is the graph a function \( \varphi \in C^{3+\alpha} \) with

\[
||\varphi||_{3+\alpha} \leq M_0.
\]

In particular, \( ||\varphi||_{2+\alpha} \leq M_0 \).

We will start by proving the first assertion. Let \( x \in \partial \Omega_\varepsilon \). Since \( \varepsilon \in (0, \frac{\varepsilon_0}{3}] \), there exists a unique \( \bar{x} \in \partial \Omega \) such that \( d(x) = |x - \bar{x}| \). By the \( C^{3+\alpha} \)-regularity of \( \partial \Omega \), there exists an \( \varepsilon > 0 \) and a function \( \varphi \in C^{3+\alpha} \) such that \( \partial \Omega \cap B(\bar{x}, \varepsilon) = \{(x_1, \ldots, x_d) \in B(\bar{x}, \varepsilon) \cap \partial \Omega : x_d = \varphi(x_1, \ldots, x_{d-1})\} \). So, \( \partial \Omega \cap B(\bar{x}, \varepsilon) \) is the zero set of

\[
g(x_1, \ldots, x_d) = x_d - \varphi(x_1, \ldots, x_{d-1}),
\]

where \( g \in C^{3+\alpha} \) with \( ||\varphi||_{3+\alpha} \leq M_0 \).

Also, note that, there exists an \( r' > 0 \) such that \( B(x, r') \subseteq \Omega \setminus \Omega_\varepsilon \) and for every \( y \in B(x, r) \cap \partial \Omega_\varepsilon \) we have that \( y = \varepsilon \nu(y) \in B(\bar{x}, \varepsilon) \cap \partial \Omega \). So, we can define the function

\[
g_\varepsilon : B(x, r') \to \mathbb{R} \text{ with } g_\varepsilon(y) := g(y - \varepsilon \nu(y)).
\]

It is easy to see that \( B(x, r') \cap \partial \Omega_\varepsilon \) is contained in the zero set of \( g_\varepsilon \). In addition, \( ||g_\varepsilon||_{2+\alpha} \) can be bounded in terms of \( ||g||_{2+\alpha} \) and \( ||\nu||_{2+\alpha} \). Since, \( ||g||_{2+\alpha} \) can be bounded in terms of \( M_0 \), independently of \( \varepsilon \), we deduce that \( ||g_\varepsilon||_{2+\alpha} \leq M \), where \( M \) depends only \( M_0 \), \( ||\nu||_{2+\alpha} \) and the domain \( \Omega \). Finally, by a simple inverse function theorem argument, we can deduce that \( B(x, r') \cap \partial \Omega_\varepsilon \), as the zero set of \( g_\varepsilon \), can be expressed as a graph.

To prove the second statement, let \( \varepsilon \in (0, \frac{\varepsilon_0}{3}] \) and \( x \in \partial \Omega_\varepsilon \). We need to find an \( r \) such that the ball \( B(x + r \nu(x), r) \) stays inside \( \Omega_\varepsilon \). Again, since \( \varepsilon \in (0, \frac{\varepsilon_0}{3}] \), there exists a unique \( \bar{x} \in \partial \Omega \) such that \( d(x) = |x - \bar{x}| = \varepsilon \). Without loss of generality, we may assume that \( \bar{x} = 0 \), thus \( x = \varepsilon \nu(0) \) and \( x + r \nu(x) = (\varepsilon + r)\nu(0) \). We claim that if \( r = \frac{\varepsilon_0}{3} \), then

\[
B\left((\varepsilon + \frac{\varepsilon_0}{3})\nu(0), \frac{\varepsilon_0}{3}\right) \subseteq \Omega_\varepsilon \text{ and } B\left((\varepsilon + \frac{\varepsilon_0}{3})\nu(0), \frac{\varepsilon_0}{3}\right) \cap \partial \Omega_\varepsilon = \{x\} = \{\varepsilon \nu(0)\},
\]

which is exactly what we wanted to show.
Indeed, let \( y_0 \in \partial \Omega_\varepsilon \). There exists a unique \( y \in \partial \Omega \) such that \( d_\Omega(y_0) = |y - y_0| = \varepsilon \).

Then, since \( \varepsilon + \varepsilon_0^\alpha < \varepsilon_0 \),

\[
|y_0 - (\varepsilon + \varepsilon_0^\alpha)\nu(0)| \geq |y - (\varepsilon + \varepsilon_0^\alpha)\nu(0)| - |y_0 - y| \\
\geq \varepsilon + \frac{\varepsilon_0^\alpha}{3} - \varepsilon = \frac{\varepsilon_0^\alpha}{3},
\]

with equality if and only if \( y_0 = x = \varepsilon \nu(0) \). Thus, \( B\left((\varepsilon + \frac{\varepsilon_0^\alpha}{3})\nu(0), \frac{\varepsilon_0^\alpha}{3}\right) \) intersects \( \partial \Omega_\varepsilon \) only at \( x = \varepsilon \nu(0) \). Finally, it is easy to see that \( B\left((\varepsilon + \frac{\varepsilon_0^\alpha}{3})\nu(0), \frac{\varepsilon_0^\alpha}{3}\right) \subset \Omega_\varepsilon \setminus \Omega_{\varepsilon_0} \subset \Omega_\varepsilon \).

The result follows. \( \square \)

In [2], Ricciardi solves the ME in a bounded domain with Neumann conditions by using Lemmata 3.1, 3.2 and some parabolic estimates from [4] and [6]. Throughout this note we will be using these parabolic estimates for the domains \( \Omega_\varepsilon, 0 < \varepsilon < \frac{\varepsilon_0^\alpha}{3} \). Going carefully through their proof, which relies heavily on propositions from [4] and [6], we deduce that the constants in them depend on the domain \( \Omega \) in a way that they can be chosen to be independent of \( \varepsilon \), due to Proposition 3.3. More specifically, we have the following:

**Remark 3.4.** The constants in the estimates from [2] depend on

- The dimension.
- The coefficients of the equations.
- The radius in the uniform interior ball condition.
- \( M \) from Proposition 3.3.
- \( \alpha \)

and the constants are bounded by a polynomial function of the maximum of these quantities. By Proposition 3.3 and our assumptions, all the above can be bounded independently of \( \varepsilon \), so the constants in the estimates we will be using from [2] are uniformly bounded.

### 3.3. Extension Theorems

In order to be able to use the estimates from [2], the terminal data of the parabolic problems should satisfy the Neumann compatibility conditions. To achieve that, we are going to make use of Theorem 0.3.2 from [6]. We, hence, state the following result.

**Proposition 3.5.** Suppose that a domain \( \Omega \subseteq \mathbb{R}^n \) has a boundary of class \( C^{2+\alpha} \). Then, for any function \( f \in C^{1+\alpha}(\partial \Omega) \), there exists a function \( Nf \in C^{2+\alpha}(\bar{\Omega}) \) such that

\[
\frac{\partial}{\partial (a\nu)} Nf = f
\]

i.e, \( aD_x Nf \cdot \nu|_{\partial \Omega} = f \) on \( \partial \Omega \). Furthermore, there exists a constant \( C \) such that

\[
||Nf||_{2+\alpha} \leq C||f||_{1+\alpha}.
\]
Remark 3.6. (i) In the subdomains $\Omega_\varepsilon$, we will denote the operator given by Proposition 3.5 by $N_\varepsilon$.

(ii) For any $\varepsilon \in [0, \frac{\varepsilon_0}{3})$, by the construction of the operator $N_\varepsilon$, $C$ will be independent of $\varepsilon$ as well.

3.4. Wasserstein distance. Suppose that $m_1, m_2 \in \mathcal{P}(\Omega)$. Later in the paper, we are going to need to compare $d_1(m_1, m_2)$ and $d_1^\varepsilon(m_1, m_2)$ (Remark 2.2). A useful estimate is given by the following Proposition

Proposition 3.7. Let $m_1, m_2 \in \mathcal{P}(\Omega)$ and $\varepsilon \in (0, \frac{\varepsilon_0}{3})$. Then, there exists a constant $C > 0$ that depends on $\Omega$ such that

$$d_1^\varepsilon(m_1, m_2) \leq d_1(m_1, m_2) + C(m_1 + m_2)(\Omega \setminus \Omega_\varepsilon).$$

In particular,

$$\limsup_{\varepsilon \to 0} d_1^\varepsilon(m_1, m_2) \leq d_1(m_1, m_2).$$

Proof. Let $\varphi : \Omega_\varepsilon \to \mathbb{R}$ be a Lipschitz continuous function with $\text{Lip}(\varphi) \leq 1$ and $x_0 \in \Omega_\varepsilon$. By adding a constant, we may assume that $\varphi(x_0) = 0$.

By the Kirszbraun theorem ([15]) we can extend $\varphi$ to a function $\tilde{\varphi} : \Omega \to \mathbb{R}$ with $\text{Lip}(\tilde{\varphi}) = \text{Lip}(\varphi) \leq 1$. So,

$$\left| \int_{\Omega \setminus \Omega_\varepsilon} \tilde{\varphi}(m_1 - m_2) \right| \leq \int_{\Omega \setminus \Omega_\varepsilon} |x - x_0|(m_1 + m_2) dx \leq \text{diam}(\Omega) \cdot (m_1 + m_2)(\Omega \setminus \Omega_\varepsilon).$$

Using this estimate we get

$$\int_{\Omega_\varepsilon} \varphi(m_1 - m_2) = \int_{\Omega} \tilde{\varphi}(m_1 - m_2) - \int_{\Omega \setminus \Omega_\varepsilon} \tilde{\varphi}(m_1 - m_2) \leq d_1(m_1, m_2) + \text{diam}(\Omega) \cdot (m_1 + m_2)(\Omega \setminus \Omega_\varepsilon).$$

Taking supremum over $\varphi$ we get

$$d_1^\varepsilon(m_1, m_2) \leq d_1(m_1, m_2) + \text{diam}(\Omega) \cdot (m_1 + m_2)(\Omega \setminus \Omega_\varepsilon),$$

which is what we wanted to prove. \hfill \square

4. The Mean Field Game System

In [1], Porretta and Ricciardi prove the existence and the uniqueness of a solution to the mean field game system (MFG for short):

$$(\text{MFG}) : \begin{cases}
-\partial_t u - \text{tr}(a(x)D^2 u) + H(x, Du) = F(x, m(t)), \text{ in } (0, T) \times \Omega, \\
\partial_t m - \text{div}(a(x)Dm) - \text{div} \left( m[H_p(x, Du) + \tilde{b}(x)] \right) = 0, \text{ in } (0, T) \times \Omega, \\
u(T, x) = G(x, m(T)), \quad m(t_0) = m_0,
\end{cases}$$
provided that (2.1) holds and \( m_0 \in L^1(\Omega), m_0 \geq 0 \). Here, we wrote the second equation in divergence form and

\[
\tilde{b}_i(x) = \sum_{j=1}^d \frac{\partial a_{ij}(x)}{\partial x_j}, \quad i = 1, \ldots, d,
\]

so that \( \text{tr}(a(x)D^2u) = \text{div}(a(x)Du) - \tilde{b}(x) \cdot Du \) and \( \sum_{i,j} \partial_{ij}(a_{ij}(x)m) = \text{div}(a(x)Dm) + \text{div}(\tilde{b}(x)m) \).

In addition, again when \( m_0 \in L^1(\Omega), m_0 \geq 0 \), after an easy modification in the last step of their proof of Proposition 4.3 ([1]), we deduce the existence and the uniqueness of a weak solution to the Fokker-Planck equation:

\[
\begin{aligned}
\partial_t m - \sum_{i,j} \partial_{ij}(a_{ij}(x)m) - \text{div}(\alpha m) &= 0, \quad \text{in } [t_0, T] \times \Omega, \\
\\
m(t_0) &= m_0,
\end{aligned}
\]

(4.1)

where \( \alpha : Q_T \rightarrow \mathbb{R}^d \) is bounded function satisfying

\[
\text{tr}(a(x)D^2d(x)) - \alpha(x, t) \cdot Dd(x) \geq \frac{a(x)Dd(x) \cdot Dd(x)}{d(x)} - Cd(x)
\]

for all \( x \in \Omega \setminus \Omega_{\delta_0} \) and \( t \in [0, T] \), in the sense of the following definition.

**Definition 4.1.** We say that \( m \in C([0, T]; \mathcal{P}(\Omega)) \) is a weak solution to (4.1) if for every \( t \in [0, T] \) and each \( \varphi \in C([0, T]; L^1(\Omega)) \cap L^\infty([0, t] \times \Omega) \) such that \( \varphi \) satisfies

\[
\begin{aligned}
-\partial_t \varphi - \text{tr}(a(x)D^2\varphi) + \alpha \cdot D\varphi &\in L^\infty([0, t] \times \Omega), \\
\varphi(t) &= \psi \in L^\infty(\Omega),
\end{aligned}
\]

in the sense of distributions, the weak formulation holds:

\[
\int_0^t \int_{\Omega} m(-\partial_t \varphi - \text{tr}(a(x)D^2\varphi) + \alpha \cdot D\varphi) \, dx \, ds = \int_\Omega m_0 \varphi(0) \, dx - \int_\Omega m(t) \psi \, dx.
\]

In this section, we will generalize these results for initial measures \( m_0 \in \mathcal{P}(\Omega) \) and, using our assumptions on \( F, G \) and \( H \), we will establish some extra regularity properties for the solutions. The existence of a solution to the (MFG) system and its regularity properties, when \( m_0 \in L^1(\Omega) \), are summarized in the following proposition:

**Proposition 4.2.** Suppose that Hypotheses 2.3 are satisfied and \( m_0 \in L^1(\Omega) \cap \mathcal{P}(\Omega) \). There exists a solution \((u, m) \in C^{1+\frac{\alpha}{2},2+\alpha}(Q_T) \times C([0, T]; L^1(\Omega)) \) of (MFG), where \( u \) satisfies the first equation in the classical sense, while \( m \) satisfies the second equation in the sense of Definition 4.1.

**Proof.** We first assume that \( m_0 \in L^1(\Omega) \). Let \((u^\varepsilon, m^\varepsilon) \) be a solution of the problem:
\[
\begin{aligned}
&\begin{cases}
-\partial_t u^\varepsilon - \text{tr}(a(x)D^2 u^\varepsilon) + H(x, Du^\varepsilon) = F(x, m^\varepsilon), \text{ in } (0, T) \times \Omega \varepsilon, \\
\partial_t m^\varepsilon - \text{div}(a(x)Dm^\varepsilon) = 0, \text{ in } (0, T) \times \Omega \varepsilon, \\
m^\varepsilon(0) = m_0, \quad u^\varepsilon(T, x) = G(x, m^\varepsilon(T)) - N_\varepsilon(a(\cdot)D_x G(\cdot, m^\varepsilon(T))(x), \\
\int_\Omega (a(x)Du^\varepsilon \cdot \nu(x))|_{\partial \Omega \varepsilon} = 0.
\end{cases}
\end{aligned}
\]

(4.2)

given by Proposition 3.3 of [2]. We notice that the terminal function \(G(x, m^\varepsilon(T)) - N_\varepsilon(a(\cdot)D_x G(\cdot, m^\varepsilon(T)))\) satisfies the compatibility condition on the boundary of \(\Omega \varepsilon\), so, by Proposition 3.3 of [2], we also have the bound

\[
\|u^\varepsilon\|_{1 + \frac{\alpha}{2}, 2+\alpha} \leq C(\|F\|_{\frac{\alpha}{2}, \alpha} \|G\|_{2+\alpha} + \|N_\varepsilon(a(\cdot)D_x G(\cdot, m^\varepsilon(T)))\|_{2+\alpha}),
\]

\[
\leq C(\|F\|_{\frac{\alpha}{2}, \alpha} \|G\|_{2+\alpha} + \|a(\cdot)D_x G(\cdot, m^\varepsilon(T))\cdot \nu|_{\partial \Omega \varepsilon}\|_{1+\alpha}), \quad \text{in } \Omega \varepsilon,
\]

where \(C\) comes from Theorem IV.5.3 of [4] and Proposition 3.5, hence it is independent of \(\varepsilon\) (Proposition 3.3 and Remark 3.6). Also, note that

\[
\|a(\cdot)D_x G(\cdot, m^\varepsilon(T))\cdot \nu|_{\partial \Omega \varepsilon}\|_{1+\alpha} \to \|a(\cdot)D_x G(\cdot, m(T))\cdot \nu|_{\partial \Omega}\|_{1+\alpha} = 0 \text{ as } \varepsilon \to 0,
\]

so \(u^\varepsilon(T, \cdot) \to G(m(T), \cdot)\) and \(a(\cdot)D_x G(\cdot, m^\varepsilon(T))\cdot \nu|_{\partial \Omega \varepsilon}\|_{1+\alpha}\) is uniformly bounded. Thus, \(\|u^\varepsilon\|_{1 + \frac{\alpha}{2}, 2+\alpha}\) is uniformly bounded and, by Arzela-Ascoli, we have

\(u^\varepsilon \to u\), locally uniformly in \(C^{1,2}(Q_T)\), up to subsequence, and \(u \in C^{1+\frac{\alpha}{2}, 2+\alpha}(Q_T)\) with \(\|u\|_{1 + \frac{\alpha}{2}, 2+\alpha} \leq C\). In addition, by Theorem 5.2 in [1], we know, in addition, that as \(\varepsilon \to 0\)

\[
(u^\varepsilon, m^\varepsilon) \to (u, m) \quad \text{in } C(0, T; W^{1,2}_{\text{loc}}(\Omega)) \times C([0, T]; L^1(\Omega))
\]

with \(m\) satisfying the second equation of (MFG) in the sense of Definition 4.1. Passing to the limit, as in Theorem 5.2 of [1], we deduce that \(u\) is a classical solution to the first equation of the (MFG) system with the claimed regularity, while \(m\) is a solution to the second equation in the sense of Definition 4.1. \(\square\)

**Proposition 4.3.** Suppose that Hypotheses 2.3 are satisfied. Let \((u_1, m_1)\) and \((u_2, m_2)\) be two solutions of (MFG) with initial conditions \(m_{01}, m_{02} \in L^1(\Omega) \cap P(\Omega)\). Then there exists a constant \(C > 0\) such that

\[
\|m_1 - m_2\|_{L^p(Q_T)} \leq C d_1(m_{01}, m_{02})
\]

**Proof.** Note that \(m_{01}, m_{02} \in L^1(\Omega) \subset C^{-(1+\alpha)}(\Omega)\). Consider \((u_1^\varepsilon, m_1^\varepsilon)\) and \((u_2^\varepsilon, m_2^\varepsilon)\) the solutions to (4.2) with initial conditions \(m_{01}, m_{02}\), respectively. Then, by Corollary 5.6 of [2], we have

\[
\|m_1^\varepsilon - m_2^\varepsilon\|_{L^p(Q_T)} \leq C d_1^\varepsilon(m_{01}, m_{02})
\]

(4.3) and

\[
\|m_1^\varepsilon\|_{L^p} \leq C\|m_{01}\|_{C^{-(1+\alpha)}(\Omega_\varepsilon)} \leq C\|m_{01}\|_{L^1(\Omega_\varepsilon)} \leq C \quad \text{for } i \in \{1, 2\}.
\]

(4.4)
It follows from (4.4) that there exist \( \tilde{m}_1, \tilde{m}_2 \in L^p(Q_T) \) such that

\[
m_i^\varepsilon \rightharpoonup \tilde{m}_i \quad \text{for} \quad i \in \{1, 2\},
\]

weakly in \( L^p \), up to subsequences. We claim that \( \tilde{m}_1 = m_1 \) and \( \tilde{m}_2 = m_2 \). Indeed, let \( \varphi := \text{sign}(m_1 - \tilde{m}_1) \in L^\infty(Q_T) \). Then, from the different types of convergences we have

\[
\int_0^T \int_{\Omega} m_i^\varepsilon \varphi dx dt \to \int_0^T \int_{\Omega} m_1 \varphi dx dt
\]

and

\[
\int_0^T \int_{\Omega} m_i^\varepsilon \varphi dx dt \to \int_0^T \int_{\Omega} \tilde{m}_1 \varphi dx dt.
\]

Thus,

\[
\int_0^T \int_{\Omega} m_1 \varphi dx dt = \int_0^T \int_{\Omega} \tilde{m}_1 \varphi dx dt,
\]

which, due to the choice of \( \varphi \), implies

\[
\int_0^T \int_{\Omega} |m_1 - \tilde{m}_1| dx dt = 0 \Rightarrow \tilde{m}_1 = m_1
\]

and, similarly, \( \tilde{m}_2 = m_2 \).

We pass to the limit in (4.3) and, because of Proposition 3.7 and the weak lower semicontinuity of the \( L^p \)-norm, it follows that

\[
||m_1 - m_2||_{L^p(Q_T)} \leq Cd_1(m_{01}, m_{02}),
\]

which is what we wanted to prove. \( \Box \)

**Theorem 4.4.** Assume Hypotheses 2.3 and \( m_0 \in \mathcal{P}(\Omega) \). Then, there exists a solution \( (u, m) \in C^{1+\frac{2\alpha}{2+\alpha}} \times C([0, T]; \mathcal{P}(\Omega)) \) of (MFG), where \( u \) satisfies the first equation in the classical sense, while \( m \) satisfies the second equation in the sense of Definition 4.1. Furthermore, if \( m_0 \in C^{2+\alpha}(\Omega) \) with compact support, then \( m \in C^{1+\frac{2\alpha}{2+\alpha}} \).

**Proof. Step 1:** Note that, by density, there exists a sequence \( (m_{0,n})_{n \in \mathbb{N}} \in L^1(\Omega) \) such that \( m_{0,n} \to m_0 \) in \( \mathcal{P}(\Omega) \) and let \( (u_n, m_n) \) be the unique solution of

\[
\begin{cases}
-\partial_t u_n - \text{tr}(a(x)D^2 u_n) + H(x, Du_n) = F(x, m_n(t)), & \text{in } (0, T) \times \Omega, \\
\partial_t m_n - \text{div}(a(x)Dm_n) - \text{div} \left( m_n(H_p(x, Du_n) + \tilde{b}(x)) \right) = 0, & \text{in } (0, T) \times \Omega \\
u_n(T, x) = G(x, m_n(T)), & m(t_0) = m_{0,n},
\end{cases}
\]

given by Theorem 5.1 of [1]. We will show that the pair \( (u_n, m_n) \) converges to \( (u, m) \), which will be a solution of (MFG).

By Proposition 4.2, we have that there exists a constant \( C > 0 \) such that

\[
||u_n||_{C^{1+\frac{2\alpha}{2+\alpha}}} \leq C \quad \text{for all } n \in \mathbb{N}.
\]

Thus, by Arzela-Ascoli, there exists a subsequence (still denoted by \( (u_n)_{n \in \mathbb{N}} \)) such that \( u_n \to u \) uniformly in \( C^{1,2} \) and \( u \in C^{1+\frac{2\alpha}{2+\alpha}}(Q_T) \).

There is no natural text for the next page.
Thus, there exists $\varphi^s_\varepsilon$ such that
\[
H \varphi^s_\varepsilon = 0, \quad \text{in} \ (0, s) \times \Omega, \\
\varphi^s_\varepsilon(s) = \psi, \quad \text{in} \ \Omega, \\
a(x)D\varphi^s_\varepsilon \cdot \nu(x)|_{\partial\Omega_\varepsilon} = 0,
\]
such that $\varphi^s_\varepsilon \to \varphi^s_n$ in $C([0, s]; L^p(\Omega))$ as $\varepsilon \to 0$, where $\varphi^s_n$ is a weak solution to the equation
\[
\begin{aligned}
-\partial_t \varphi^s_n - \text{tr}(a(x)D^2 \varphi^s_n) + H_p(x, Du_n) \cdot D\varphi^s_n &= 0, \quad \text{in} \ (0, s) \times \Omega, \\
\varphi^s_n(s) &= \psi, \quad \text{in} \ \Omega.
\end{aligned}
\]
However, by Lemma 3.2, we have
\[
|\varphi^s_\varepsilon(t, x) - \varphi^s_n(w, y)| \leq C||\psi||_{W^{1,\infty}}(|t - w|^{1/2} + |x - y|),
\]
where $C$ is independent of $\varepsilon$ due to Proposition 3.3. Thus, by Arzela-Ascoli, $\varphi^s_\varepsilon \to \varphi^s_n$ uniformly as $\varepsilon \to 0$ and
\[
\sup_{t \in [0, s]} ||\varphi^s_n(t, \cdot)||_{W^{1,\infty}} \leq C||\psi||_{W^{1,\infty}} \leq C. \tag{4.5}
\]
Set $\varphi^s_{n,k} := \varphi^s_n - \varphi^s_k$. This function satisfies
\[
\begin{aligned}
-\partial_t \varphi^s_{n,k} - \text{tr}(a(x)D^2 \varphi^s_{n,k}) + H_p(x, Du_n) \cdot \varphi^s_{n,k} &= (H_p(x, Du_k) - H_p(x, Du_n)) \cdot D\varphi_k, \\
\varphi^s_{n,k}(s) &= 0, \quad \text{in} \ \Omega.
\end{aligned}
\]
By Proposition 3.4 of [1], once again, we know that $\varphi^s_{n,k}$ can be obtained as a limit of $\varphi^s_{e,\varepsilon}$ solving the same equation in $\Omega_\varepsilon$ with Neumann conditions. Therefore, by Lemma 3.1, we get that there exists a constant $C > 0$, such that
\[
\sup_{t \in [0, s]} ||\varphi^s_{n,k}(t, \cdot)||_{1+\alpha} \leq C||(H_p(x, Du_k) - H_p(x, Du_n)) \cdot D\varphi_k||_{\infty} \leq C||Du_k - Du_n||_{\infty}, \tag{4.6}
\]
where in the last step we used (4.5) and the Lipschitz continuity of $H_p$.

Now, by Definition 4.1, we have
\[
\int_\Omega \psi(x)m_n(s)dx = \int_\Omega \varphi^s_n(s, x)m_n(s)dx = \int_\Omega \varphi^s_n(0, x)m_{0,n}dx.
\]
Thus,
\[
\int_\Omega \psi(x)(m_n(s) - m_k(s))dx = \int_\Omega \varphi^s_n(0, x)m_{0,n}dx - \int_\Omega \varphi^s_k(0, x)m_{0,k}dx \\
= \int_\Omega \varphi^s_n(0, x)(m_{0,n} - m_{0,k})dx + \int_\Omega (\varphi^s_n(0, x) - \varphi^s_k(0, x))m_{0,k}dx \\
\leq C d_1(m_{0,n}, m_{0,k}) + ||\varphi^s_{n,k}||_{\infty} \\
\leq C (d_1(m_{0,n}, m_{0,k}) + ||Du_k - Du_n||_{\infty}).
\]
In consequence, taking supremum over \( \psi \in W^{1,\infty} \) and \( s \), we deduce
\[
\sup_{s \in [0,T]} d_1(m_n(s),m_k(s)) \leq C(d_1(m_{0,n},m_{0,k}) + ||Du_k - Du_n||_\infty).
\]
Since \((Du_n)_{n \in \mathbb{N}}\) and \((m_{0,n})_{n \in \mathbb{N}}\) are Cauchy, we deduce that \((m_n)_{n \in \mathbb{N}}\) is Cauchy in \(C([0,T]; \mathcal{P}(\Omega))\). In addition, it follows from Proposition 4.3 that
\[
||m_n - m_k||_{L^p(Q_T)} \leq C d_1(m_{0,n},m_{0,k}).
\]
Therefore, \((m_n)_{n \in \mathbb{N}}\) is also Cauchy in \(L^p(Q_T)\). Thus, there exists an \( m \in C([0,T]; \mathcal{P}(\Omega)) \cap L^p(Q_T) \) such that \( m_n \rightarrow m \) in \( C([0,T]; \mathcal{P}(\Omega)) \cap L^p(Q_T) \).

Finally, since
\[
(u_n,m_n) \rightarrow (u,m) \text{ in } C^{1,2} \times (C([0,T]; \mathcal{P}(\Omega)) \cap L^p(Q_T)),
\]
we deduce that \((u,m)\) solves the \(\text{(MFG)}\) system in the sense described.

**Step 2.** Finally, we show the last claim. We assume \( m_0 \in C^{2+\alpha}(\Omega) \) with compact support and \( \varepsilon \) is such that \( \text{spt}(m_0) \subset \Omega_\varepsilon \). We know from Proposition 3.3 of [2] that \( m^\varepsilon \) satisfies
\[
\begin{aligned}
\partial_t m^\varepsilon - tr(a(x)D^2m^\varepsilon) - m^\varepsilon \text{div} \left( H_p(x,Du^\varepsilon) + \tilde{b}(x) \right) - Dm^\varepsilon \cdot \left( 2\tilde{b}(x) + H_p(x,Du^\varepsilon) \right) &= 0, \\
m^\varepsilon(0) &= m_0, \\
\left( a(x)Dm^\varepsilon + m^\varepsilon(\tilde{b}(x) + H_p(x,Du^\varepsilon)) \right) \cdot \nu(x)|_{\partial \Omega_\varepsilon} &= 0.
\end{aligned}
\]
Note that \( u^\varepsilon \in C^{1+\frac{\alpha}{2}+\alpha} \) and \( m_0 \) satisfies the Neumann compatibility conditions. Therefore, by Schauder theory (Theorem IV. 5.3 of [4]) and the uniform bounds established for \( u^\varepsilon \) in Proposition 4.2, we get that there exists a constant \( C \), independent of \( \varepsilon \), such that
\[
||m^\varepsilon||_{1+\frac{\alpha}{2}+\alpha} \leq C, \text{ in } \Omega_\varepsilon.
\]
By Arzela-Ascoli, \( m^\varepsilon \rightarrow m \) locally uniformly in \( C^{1,2} \) as \( \varepsilon \rightarrow 0 \) and
\[
||m||_{1+\frac{\alpha}{2}+\alpha} \leq C.
\]
The proof is complete. \( \square \)

Moreover, \(\text{(MFG)}\) also satisfies some stability properties. However, before we state and prove the result we are going to need two lemmata.

**Lemma 4.5.** Suppose that \( m_{01},m_{02} \in \mathcal{P}(\Omega) \) and let \((u_1,m_1)\) and \((u_2,m_2)\) be two solutions of the \(\text{(MFG)}\) system with \( m_1(t_0) = m_{01} \) and \( m_2(t_0) = m_{02} \). Then,
\[
\begin{aligned}
&\int_{t_0}^{T} \int_{\Omega} \left( H(x,Du_2) - H(x,Du_1) - H_p(x,Du_1) \cdot (Du_2 - Du_1) \right) m_1(t) dx dt \\
&\quad + \int_{t_0}^{T} \int_{\Omega} \left( H(x,Du_1) - H(x,Du_2) - H_p(x,Du_2) \cdot (Du_1 - Du_2) \right) m_2(t) dx dt
\end{aligned}
\]
\[ \leq \int_{\Omega} (u_1(t_0, x) - u_2(t_0, x))(m_{01} - m_{02})dx. \]

**Proof.** The proof is standard ([12]), so we provide a sketch. Let \( w := u_1 - u_2 \). Note that for \( i \in \{1, 2\} \) we have
\[
\begin{cases}
-\partial_t w - \text{tr}(a(x)D^2w) + Dw \cdot H_p(x, Du_i) \in L^\infty([t_0, T] \times \Omega), \\
w(T, \cdot) = G(\cdot, m_1(T)) - G(\cdot, m_2(T)) \in L^\infty(\Omega),
\end{cases}
\]
so by Definition 4.1 we have in the sense of distributions, the weak formulation holds:
\[
\int_{\Omega} m_i(-\partial_t w - \text{tr}(a(x)D^2w))\,dx = \int_{\Omega} m_{0i}w(t_0, x)dx - \int_{\Omega} m_i(T)w(T, x)dx.
\]
Using the first equation of \((\text{MFG})\) this rewrites as
\[
\int_{t_0}^{T} \int_{\Omega} m_i(H(x, Du_2) - H(x, Du_1) + F(x, m_1) - F(x, m_2) + Dw \cdot H_p(x, Du_i))\,dxds = \\
\int_{\Omega} m_{0i}w(t_0, x)dx - \int_{\Omega} m_i(T)w(T, x)dx.
\]
The result follows by subtracting the two equations and using the monotonicity of \( F \) and \( G \). \(\Box\)

**Lemma 4.6.** Suppose Hypotheses 2.3 are satisfied and that \( m_{01}, m_{02} \in \mathcal{P}(\Omega) \) and let \((u_1, m_1)\) and \((u_2, m_2)\) be two solutions of the \((\text{MFG})\) system with \( m_1(t_0) = m_{01} \) and \( m_2(t_0) = m_{02} \). Then, there exists a constant \( \tilde{C} > 0 \), independent of \( m_{01}, m_{02} \) and \( t_0 \), such that
\[
\sup_{t \in [t_0, T]} ||(u_1 - u_2)(t, \cdot)||_{2+\alpha} \leq \tilde{C} \sup_{t \in [t_0, T]} d_1(m_1(t), m_2(t)) \text{ and }
\]
\[
\sup_{t \in [t_0, T]} d_1(m_1(t), m_2(t)) \leq \tilde{C}d_1(m_{01}, m_{02}).
\]
In particular,
\[
\sup_{t \in [0, T]} \sup_{m_1 \neq m_2} \left[ d_1(m_1, m_2)^{-1}||U(t, \cdot, m_1) - U(t, \cdot, m_2)||_{2+\alpha}\right] \leq C
\]
and the solution to \((\text{MFG})\) is unique.
Proof. We set
\[ \bar{u} := u_1 - u_2 , \]
\[ V(t, x) = \int_0^1 \frac{H_p(x, sDu_1 + (1-s)Du_2)}{0} ds , \]
\[ f(t, x) = \int_0^1 \frac{\delta F(x, sm_1(t) + (1-s)m_2(t), y)(m_1(t) - m_2(t))dyds}{0} \]
and the hypotheses
\[ g(x) = \int_0^1 \frac{\delta G(x, sm_1(T) + (1-s)m_2(T), y)(m_1(T) - m_2(T))dyds}{0}. \]

Then, by Theorem 3.8 of [1], \( \bar{u} \) is the unique solution of the equation
\[ \begin{cases}
-\partial_t \bar{u} - \text{tr}(a(x)D^2\bar{u}) + V(t, x) \cdot D\bar{u} = f(t, x), \text{ in } (t_0, T) \times \Omega, \\
\bar{u}(T, x) = g(x), \text{ in } \Omega, 
\end{cases} \tag{4.7} \]
where near the boundary we assume (2.1). Also, let \( \bar{u}^\varepsilon \) be the solution of the equation
\[ \begin{cases}
-\partial_t \bar{u}^\varepsilon - \text{tr}(a(x)D^2\bar{u}^\varepsilon) + V(t, x) \cdot D\bar{u}^\varepsilon = f(t, x), \text{ in } (t_0, T) \times \Omega_\varepsilon, \\
\bar{u}^\varepsilon(T, x) = g(x) - N_\varepsilon(a(\cdot))D_x g(\cdot), \text{ in } \Omega_\varepsilon, \\
(a(x)D\bar{u}^\varepsilon \cdot \nu(x)|_{\partial\Omega_\varepsilon} = 0. 
\end{cases} \]

Using the hypotheses on \( H_p, F, G \) and the regularity of \( \bar{u} = u_1 - u_2 \), we can observe that \( V \) is bounded in \( C^{2+\alpha, \alpha} \), \( ||f||_{0, \alpha} \) is bounded by \( C \sup_{t \in [t_0, T]} d_1(m_1(t), m_2(t)) \) and that \( ||g||_{2+\alpha} \) and \( ||N_\varepsilon(a(\cdot))D_x g(\cdot)||_{2+\alpha} \) are bounded by \( C \sup_{t \in [t_0, T]} d_1(m_1(t), m_2(t)) \). Thus, by Theorem 5.1.21 of [6], we deduce that
\[ ||\bar{u}^\varepsilon||_{1, 2+\alpha} \leq \tilde{C} \sup_{t \in [t_0, T]} d_1(m_1(t), m_2(t)), \text{ in } \Omega_\varepsilon, \tag{4.8} \]
where \( \tilde{C} \) does not depend on \( \varepsilon \) due to Remark 3.4. By Arzela-Ascoli, we have that \( \bar{u}^\varepsilon \) converges, up to subsequence, in \( C([t_0, T]; C^2(K)) \) for every compact subset \( K \) of \( \Omega \), to a solution of (4.7) as \( \varepsilon \to 0 \). In consequence, by uniqueness,
\[ \bar{u}^\varepsilon \to \bar{u} \text{ in } C^2(K) \]
and, passing to the limit in (4.8),
\[ \sup_{t \in [t_0, T]} ||\bar{u}(t, \cdot)||_{2+\alpha} \leq \tilde{C} \sup_{t \in [t_0, T]} d_1(m_1(t), m_2(t)), \text{ in } \Omega, \]
which is the first estimate.

To prove the second estimate we argue as follows. By Lemma 4.5 and the hypotheses on \( H \), we have
\[ \int_{t_0}^T \int_{\Omega} |Du_1 - Du_2|^2(m_1(t) + m_2(t))dxdt \leq C \int_{\Omega} (u_1(t_0, x) - u_2(t_0, x))(m_{01} - m_{02})dx. \]

However, by the uniform gradient bound of \( u_1, u_2 \) proved in Proposition 4.2 and Theorem 4.4, the right-hand side is bounded by \( C||u_1 - u_2||_{2+\alpha} d_1(m_{01}, m_{02}) \). Hence
\[
\int_{t_0}^{T} \int_{\Omega} |Du_1 - Du_2|^2(m_1(t) + m_2(t)) dx dt \leq C\|u_1 - u_2\|_{2+\alpha} d_1(m_{01}, m_{02}). \tag{4.9}
\]

Now, pick \( s \in (t_0, T] \) and let \( \varphi \) be a function satisfying
\[
\begin{cases}
-\partial_t \varphi - \text{tr}(a(x)D^2 \varphi) + H_p(x, Du_1) \cdot D\varphi = 0, & \text{in } (t_0, s) \times \Omega, \\
\varphi(s) = \psi, & \text{in } \Omega,
\end{cases}
\]
where near the boundary we assume (2.1) and where \( \psi \in W^{1,\infty}(\Omega) \). Note that, due to Proposition 3.4 of [1] and Lemma 3.2, \( \varphi \) is Lipschitz, because \( \varphi \) can be obtained as the limit of a uniformly Lipschitz family of functions. Thus, \( \varphi \) can be used as a test function for both \( m_1 \) and \( m_2 \).

By subtracting the weak formulation of \( m_1, m_2 \) we discover
\[
\int_{\Omega} \varphi(s, x) (m_1(s) - m_2(s)) dx + \int_{t_0}^{s} \int_{\Omega} (H_p(x, Du_1) - H_p(x, Du_2)) \cdot D\varphi m_2(t) dx dt \\
+ \int_{t_0}^{s} \int_{\Omega} (-\partial_t \varphi - \text{tr}(a(x)D^2 \varphi) + H_p(x, Du_1) \cdot D\varphi) (m_1(t) - m_2(t)) dx dt = \\
\int_{\Omega} \varphi(t_0, x) (m_{01} - m_{02}) dx.
\]

Using the Lipschitz continuity of \( H_p \) with respect to \( p \), we get
\[
\int_{\Omega} \psi(x) (m_1(s) - m_2(s)) dx \leq C \int_{t_0}^{s} \int_{\Omega} |Du_1 - Du_2| m_2(t) dx dt + Cd_1(m_{01}, m_{02}).
\]

Now, by Cauchy-Schwarz, we get
\[
\int_{\Omega} \psi(x) (m_1(s) - m_2(s)) dx \leq C \left( \int_{t_0}^{s} \int_{\Omega} |Du_1 - Du_2|^2 m_2(t) dx dt \right)^{1/2} + Cd_1(m_{01}, m_{02}) \\
\overset{(4.9)}{\leq} C \left( \sup_{t \in [t_0,T]} \|u_1(t, \cdot) - u_2(t, \cdot)\|_{2+\alpha} \right)^{1/2} d_1(m_{01}, m_{02})^{1/2} + d_1(m_{01}, m_{02}).
\]

Considering the supremum over all \( \psi \in W^{1,\infty} \), we derive
\[
\sup_{t \in [t_0,T]} d_1(m_1(t), m_2(t)) \leq C \left( \sup_{t \in [t_0,T]} \|u_1(t, \cdot) - u_2(t, \cdot)\|_{2+\alpha} \right)^{1/2} d_1(m_{01}, m_{02})^{1/2} + d_1(m_{01}, m_{02}).
\]

Applying the first estimate, we deduce that
\[
\sup_{t \in [t_0,T]} d_1(m_1(t), m_2(t)) \leq C \left( \sup_{t \in [t_0,T]} d_1(m_1(t), m_2(t)) \right)^{1/2} d_1(m_{01}, m_{02})^{1/2} + d_1(m_{01}, m_{02}).
\]

Now, by the Arithmetic-Geometric mean inequality, we can easily get
\[
\sup_{t \in [t_0,T]} d_1(m_1(t), m_2(t)) \leq Cd_1(m_{01}, m_{02}),
\]
which is the second estimate. \[\square\]
Corollary 4.7. (Stability of Solutions)
Fix \( t_0 \in [0, T] \) and let \((m_{0,n})_{n \in \mathbb{N}} \in \mathcal{P}(\Omega) \) such that \( d_1(m_{0,n}, m_0) \to 0 \). Then, there is a convergence of the corresponding solutions to \((\text{MFG})\)
\[
(u_n, m_n) \to (u, m) \text{ in } C([t_0, T]; C^{2+\alpha}(\Omega) \times C([t_0, T]; \mathcal{P}(\Omega)).
\]

Proof. The result follows from Lemma 4.6. Indeed, we have
\[
\sup_{t \in [0, T]} \| u_n(t, \cdot) - u(t, \cdot) \|_{2+\alpha} \leq C d_1(m_{0,n}, m_0) \to 0
\]
and, similarly,
\[
\sup_{t \in [0, T]} d_1(m_n(t), m(t)) \leq C d_1(m_{0,n}, m_0) \to 0.
\]

\[ \square \]

5. The Linearized System

Before verifying that \( U \), defined in (1.1), is a solution to the \( \text{ME} \), it is essential to establish some further regularity properties for the solution of \((\text{MFG})\). In particular, we need to establish the differentiability with respect to the measure variable. This can be done by studying the linearized system. In what follows we use the notation
\[
\frac{\delta F}{\delta m}(x, m(t))(\mu(t)) = \left\langle \frac{\delta F}{\delta m}(x, m(t), \cdot), \mu(t) \right\rangle_{1+\alpha}.
\]

5.1. Solution to the system. Let \( t_0 \in [0, T] \), \( m_0 \in \mathcal{P}(\Omega) \) and \((u, m)\) be the solution of \((\text{MFG})\) associated with \((t_0, m_0)\). We consider the linearized version of \((\text{MFG})\)
\[
(L) : \begin{cases}
-\partial_t v - \text{tr}(a(x)D^2v) + H_p(x, Du) \cdot Dv = \frac{\delta F}{\delta m}(x, m(t))(\mu(t)), & \text{in } (t_0, T) \times \Omega, \\
\partial_t \mu - \text{div}(a(x)D\mu) - \text{div} \left( \mu(H_p(x, Du) + \bar{b}(x)) \right) - \text{div}(mH_{pp}(x, Du)Dv) = 0, & \text{in } (t_0, T) \times \Omega, \\
v(T, x) = \frac{\delta G}{\delta m}(x, m(T))(\mu(T)) & \text{in } \Omega, \quad \mu(t_0) = \mu_0 \in C^{-(1+\alpha)}(\Omega),
\end{cases}
\]
where near the boundary we assume (2.1). For generality, and for reasons that will be apparent later, we will study the more general linearized system:
\[
(L) : \begin{cases}
-\partial_t v - \text{tr}(a(x)D^2v) + H_p(x, Du) \cdot Dv = \frac{\delta F}{\delta m}(x, m(t))(\mu(t)) + h(t, x), & \text{in } (t_0, T) \times \Omega, \\
\partial_t \mu - \text{div}(a(x)D\mu) - \text{div} \left( \mu(H_p(x, Du) + \bar{b}(x)) \right) - \text{div}(mH_{pp}(x, Du)Dv + c) = 0, & \text{in } (t_0, T) \times \Omega, \\
v(T, x) = \frac{\delta G}{\delta m}(x, m(T))(\mu(T)) + v_T(x) & \text{in } \Omega, \quad \mu(t_0) = \mu_0 \in C^{-(1+\alpha)}(\Omega),
\end{cases}
\]
where near the boundary we assume (2.1) and where
\[
v_T \in C^{2+\alpha}_c, \quad h \in C^{\alpha,0}(\Omega), \quad c \in L^1([t_0, T] \times \Omega).
\]
Before presenting the proof (Theorem 5.8), we need to explain what it means for \((v, \mu)\) to be a solution of \(\mathcal{L}\) or (5.1) and to analyze the Fokker-Planck equation. Let \(p = \frac{d+2}{d+1+\alpha}\).

**Definition 5.1.** Let \(t_0 \in [0, T]\), \(f \in L^1(W^{-1,\infty})\), \(\mu_0 \in C^{-\alpha} \cap \mathcal{C}([t_0, T]; C^{-(1+\alpha)}(\Omega))\) and \(b \in (\mathcal{C}(Q_T))^d\) satisfying
\[
\text{div}(a(x)Dd(x)) - b(t, x) \cdot Dd(x) \geq \frac{a(x)Dd(x) \cdot Dd(x)}{d(x)} - Cd(x),
\]
for some constant \(C\), for all \(t \in [t_0, T], x \in \Omega \setminus \Omega_0\).

We say that a function \(\mu \in C \left([t_0, T]; C^{-(1+\alpha)}(\Omega)\right) \cap L^p([t_0, T] \times \Omega)\) is a weak solution of the problem
\[
\begin{aligned}
\partial_t \mu - \text{div}(a(x)D\mu) - \text{div}(\mu b) &= f, \quad \text{in } (t_0, T) \times \Omega, \\
\mu(t_0) &= \mu_0,
\end{aligned}
\tag{5.2}
\]
if for all \(\psi \in C^{0,\alpha}(Q_T)\), \(\xi \in C^{1+\alpha}_c(\Omega)\) and \(\varphi\) solution of the problem
\[
\begin{aligned}
-\partial_t \varphi - \text{div}(aD\varphi) + b \cdot D\varphi &= \psi, \quad \text{in } (t_0, t) \times \Omega, \\
\varphi(t) &= \xi, \quad \text{in } \Omega,
\end{aligned}
\]
the following equality holds
\[
\langle \mu(t), \xi \rangle + \int_{t_0}^{t} \int_{\Omega} \mu(s, x)\psi(s, x)dxd = \langle \mu_0, \varphi(0, \cdot) \rangle + \int_{t_0}^{t} \langle f(s), \varphi(s, \cdot) \rangle ds,
\]
where \(\langle \cdot, \cdot \rangle\) denotes the duality between \(C_c^{-(1+\alpha)}\) and \(C^{1+\alpha}_c\) in the first case, \(C^{-\alpha}\) and \(C^{1+\alpha}\) in the second case and \(W^{-1,\infty}\) and \(W^{1,\infty}\) in the third case.

**Definition 5.2.** We say that \((v, \mu) \in C([t_0, T]; C^{2+\alpha}) \times \left(C([t_0, T]; C^{-(1+\alpha)}(\Omega)) \cap L^1([t_0, T] \times \Omega)\right)\) is a solution to (5.1) if
\[
\begin{itemize}
  \item \(v\) satisfies the first equation in the sense of distributions.
  \item \(\mu\) satisfies the second equation in the sense of Definition 5.1.
\end{itemize}
\]

Using the same idea as in [1], we can approximate a solution of (5.1) with solutions of the linearized system
\[
\begin{aligned}
-\partial_t v^\varepsilon - \text{tr}(a(x)D^2v^\varepsilon) + H_p(x, Du^\varepsilon) \cdot Dv^\varepsilon &= \frac{F^\varepsilon}{\delta}(x, m^\varepsilon(t))(\mu^\varepsilon(t)) + h(t, x), \quad \text{in } (t_0, T) \times \Omega, \\
\partial_t \mu^\varepsilon - \text{div}(a(x)D\mu^\varepsilon) - \text{div} \left( \mu^\varepsilon(H_p(x, Du^\varepsilon) + b(x)) \right) - \text{div} \left( m^\varepsilon H_{pp}(x, Du^\varepsilon)Dv^\varepsilon + c \right) &= 0, \\
\text{in } (t_0, T) \times \Omega, \\
v^\varepsilon(T, x) &= \frac{\delta C^\varepsilon}{\delta m}(x, m^\varepsilon(T))(\mu^\varepsilon(T)) + v_T(x) - g(x) \quad \text{in } \Omega, \\
\mu^\varepsilon(t_0) &= \mu_0, \\
a(x)Du^\varepsilon \cdot \nu(x)\big|_{\partial \Omega_\varepsilon} &= 0, \\
(a(x)D\mu^\varepsilon + \mu^\varepsilon(H_p(x, Du^\varepsilon) + b(x))) \big|_{\partial \Omega_\varepsilon} &= 0,
\end{aligned}
\tag{5.3}
where \( \frac{\delta F^\varepsilon}{\partial m}(x, m^\varepsilon(t), \cdot) \in C^{1+\alpha}_c(\Omega) \), \( \frac{\delta G^\varepsilon}{\partial m}(\cdot, m^\varepsilon(t), \cdot) \in C^{2+\alpha}_c(\Omega) \times C^{2+\alpha}_c(\Omega), \varepsilon \in [0, \varepsilon_0/3] \) are given by Hypothesis (5) and

\[
g_\varepsilon(x) := N_\varepsilon(a(\cdot)D_x v_T(\cdot))(x).
\]

Note that in (5.3) we are viewing \( \mu_0 \) as the restriction \( \mu_0|_{C^{1+\alpha}(\Omega)} \). It follows from Theorem IV.4.1 of [4] that there exists a constant \( C \) independent of \( \varepsilon \), due to Proposition 3.3, such that \( \|\mu_0\|_{C^{-(1+\alpha)}(\Omega)} \leq C \|\mu_0\|_{C^{-(1+\alpha)}(\Omega)} \), so in the estimates below we will be using \( \|\mu_0\|_{C^{-(1+\alpha)}(\Omega)} \) directly.

In [2], it is proved that, under our assumptions for \( a, F^\varepsilon, G^\varepsilon \) and \( H \) (Hypotheses 1,2,3,4,5), (5.3) has a unique solution -in the sense of Definition 5.2, even if in Definition 5.1 we had \( \xi \in C^{1+\alpha}_c \) - \( (\nu^\varepsilon, \mu^\varepsilon) \in C^{1,2+\alpha}(t_0, T \times \Omega_\varepsilon) \times (C(t_0, T]; C^{-(1+\alpha)}(\Omega_\varepsilon)) \cap L^1((t_0, T] \times \Omega^\varepsilon) \), satisfying the estimate

\[
\|\nu^\varepsilon\|_{C^{1,2+\alpha}(t_0, T \times \Omega_\varepsilon)} + \sup_{t \in [t_0, T]} \|\mu^\varepsilon(t)\|_{C^{-(1+\alpha)}(\Omega_\varepsilon)} + \|\mu^\varepsilon\|_{L^p([t_0, T] \times \Omega_\varepsilon)} \leq CM,
\]

for some \( p > 1 \) and some constant \( C > 0 \) which, as we mentioned in Remark 3.4, is independent of \( \varepsilon \), where

\[
M = \|v_T\|_{2+\alpha} + \|\mu_0\|_{-(1+\alpha)} + \|h\|_{0,\alpha} + \|c\|_{L^1}.
\]

Since \( C^{1+\alpha}_c(\Omega_\varepsilon) \) is a subspace of \( C^{1,2+\alpha}(\Omega_\varepsilon) \), the estimate implies that

\[
\|\nu^\varepsilon\|_{1,2+\alpha} + \sup_{t \in [t_0, T]} \|\mu^\varepsilon(t)\|_{C^{-(1+\alpha)}(\Omega_\varepsilon)} + \|\mu^\varepsilon\|_{L^p([t_0, T] \times \Omega_\varepsilon)} \leq CM \text{ in } \Omega_\varepsilon.
\]

Now, we extend \( \mu^\varepsilon \) to be 0 in \( \Omega \setminus \Omega_\varepsilon \) and we denote by \( \tilde{\mu}_\varepsilon \) the extension. Then, the previous estimate gives

\[
\|\nu^\varepsilon\|_{1,2+\alpha} + \|\tilde{\mu}_\varepsilon\|_{L^p([t_0, T] \times \Omega)} + \sup_{t \in [t_0, T]} \|\mu^\varepsilon(t)\|_{C^{-(1+\alpha)}(\Omega_\varepsilon)} \leq CM \text{ in } \Omega_\varepsilon. \tag{5.4}
\]

Note that, \( C^{-(1+\alpha)}(\Omega_\varepsilon) \) is a subspace of \( C^{-(1+\alpha)}(\Omega) \), therefore Hahn-Banach implies that there is an extension \( \mu^\varepsilon(t) \in C^{-(1+\alpha)}(\Omega_\varepsilon) \) of \( \tilde{\mu}_\varepsilon(t) \in C^{-(1+\alpha)}(\Omega_\varepsilon) \) such that we still have

\[
\|\tilde{\mu}_\varepsilon(t)\|_{C^{-(1+\alpha)}(\Omega)} \leq CM \text{ for all } t \in [t_0, T].
\]

**Proposition 5.3.** Suppose that Hypotheses 2.3 are satisfied and \( m_0 \in L^1(\Omega) \cap \mathcal{P}(\Omega) \). There exists a \( \mu \in C([t_0, T]; C^{-(1+\alpha)}_c(\Omega)) \cap L^p([t_0, T] \times \Omega) \) such that

\[
\tilde{\mu}_\varepsilon(t) \rightharpoonup \mu(t) \text{ weak-}\ast \text{ in } C^{-(1+\alpha)}_c(\Omega) \text{ for all } t \in [t_0, T] \text{ and} \times \Omega) \text{ such that} \]

\[
\tilde{\mu}_\varepsilon(t) \rightharpoonup \mu(t) \text{ weakly in } L^p([t_0, T] \times \Omega).
\]

**Proof.** Since for any \( t \in [t_0, T] \) we have

\[
\|\tilde{\mu}_\varepsilon(t)\|_{C^{-(1+\alpha)}_c(\Omega)} \leq CM,
\]
Thus, combining the last two estimates (5.4) and (5.5), Lemma 3.1 and the Lipschitz continuity of $H_p$, as we did in Theorem 4.4, we get

$$\sup_{t \in [t_0, t_1]} ||\psi^{s_1}(t, \cdot) - \psi^{s_2}(t, \cdot)||_{1+\alpha} \leq C||\varphi||_{1+\alpha}|s_2 - s_1|^{\alpha/2}. $$

Moreover, in view of (5.6), we have

$$\sup_{t \in [t_0, t_1]} ||\tilde{\psi}^{s_2}(t, \cdot) - \psi^{s_2}(t, \cdot)||_{1+\alpha} \leq C||\varphi||_{1+\alpha}|s_2 - s_1|^{\alpha/2}. $$

Thus, combining the last two estimates (5.8)

$$\sup_{t \in [t_0, t_1]} ||\psi^{s_1}(t, \cdot) - \psi^{s_2}(t, \cdot)||_{1+\alpha} \leq C||\varphi||_{1+\alpha}|s_2 - s_1|^{\alpha/2}. $$

Now, we use $\psi^{s_1}, \psi^{s_2}$ as test functions in the second equation of (5.3) and we discover

$$\langle \mu^{\varepsilon}(s_1), \varphi \rangle = \langle \mu_0, \psi^{s_1}(0) \rangle + \int_{t_0}^{s_1} \langle f^{\varepsilon}(t), \psi^{s_1}(t) \rangle dt$$

and

$$\langle \mu^{\varepsilon}(s_2), \varphi \rangle = \langle \mu_0, \psi^{s_2}(0) \rangle + \int_{t_0}^{s_2} \langle f^{\varepsilon}(t), \psi^{s_2}(t) \rangle dt.$$
Subtracting these two equalities we discover
\[
\langle \mu^\varepsilon(s) - \mu^\varepsilon(s), \varphi \rangle = \langle \mu_0, \psi^s(t_0) - \psi^{s_0}(t_0) \rangle + \int_{t_0}^{s_1} \langle \hat{f}^\varepsilon(t), \psi^{s_2}(t) - \psi^{s_1}(t) \rangle dt + \int_{s_1}^{s_2} \langle \hat{f}^\varepsilon(t), \psi^{s_2}(t) \rangle dt.
\]
Now, (5.6), (5.8) and the fact that \( f^\varepsilon \) is uniformly bounded in \( W^{-1,\infty}(\Omega_\varepsilon) \) give
\[
\langle \mu^\varepsilon(s) - \mu^\varepsilon(s), \varphi \rangle \leq C ||\varphi||_{1+\alpha} (||\mu_0||_{-(1+\alpha)}|s_2 - s_1|^\alpha/2 + \sup_{t\in[t_0,T]} ||f^\varepsilon(t)||_{W^{-1,\infty}}|s_2 - s_1|^\alpha/2 + \int_{s_1}^{s_2} ||f^\varepsilon(t)||_{W^{-1,\infty}} dt)
\]
\[
\leq ||\varphi||_{1+\alpha} (||\mu_0||_{-(1+\alpha)}|s_2 - s_1|^\alpha/2 + M_0|s_2 - s_1|^\alpha/2 + M_0|s_2 - s_1|).
\]
Finally, we let \( \varepsilon \to 0 \) and we deduce
\[
\langle \bar{\mu}(s) - \bar{\mu}(s), \varphi \rangle \leq C ||\varphi||_{1+\alpha} (||\mu_0||_{-(1+\alpha)}|s_2 - s_1|^\alpha/2 + M_0|s_2 - s_1|^\alpha/2 + M_0|s_2 - s_1|),
\]
for all \( \varphi \in C_c^{1+\alpha}(\Omega) \). Hence,
\[
||\bar{\mu}(s) - \bar{\mu}(s)||_{C_c^{-(1+\alpha)}(\Omega)} \leq C ||\varphi||_{1+\alpha} (||\mu_0||_{-(1+\alpha)}|s_2 - s_1|^\alpha/2 + M_0|s_2 - s_1|^\alpha/2 + M_0|s_2 - s_1|)
\]
and continuity follows.

However, estimate (5.4), along with the reflexivity of \( L^p \), also implies that there exists a \( \bar{\mu} \in L^p \) such that \( \bar{\mu}^\varepsilon \rightharpoonup \bar{\mu} \in L^p \) weakly in \( L^p \). We will show that \( \bar{\mu} \) is equal to \( \bar{\mu} \) and, as a consequence, we can call \( \mu \) the common limit.

Indeed, let \( \varphi \in C^{1+\alpha}([0,T]) \) with compact support. Then, for any \( \varepsilon \) small enough such that \( \text{spt}(\varphi) \subseteq [t_0, T] \times \Omega_\varepsilon \), we have
\[
\int_{t_0}^{T} \langle \bar{\mu}^\varepsilon(t), \varphi(t) \rangle dt = \int_{t_0}^{T} \int_{\Omega} \bar{\mu}^\varepsilon(t) \varphi(x, t) dxdt
\]
Letting \( \varepsilon \to 0 \) yields
\[
\int_{t_0}^{T} \langle \bar{\mu}(t), \varphi(t) \rangle dt = \int_{t_0}^{T} \int_{\Omega} \bar{\mu}(t, x) \varphi(x, t) dxdt.
\]
Thus, \( \bar{\mu} \) can be considered an element of \( L^p(Q_T) \) with \( \bar{\mu} = \bar{\mu} \). The proof is complete.

\[\square\]

**Remark 5.4.** (i) Another consequence of (5.4) is that \( ||v^\varepsilon||_{C^{1,2+\alpha}(\Omega_\varepsilon)} \) is uniformly bounded, thereupon there exists \( v \in C([t_0, T]; C^2(\Omega)) \) such that \( v^\varepsilon(t, \cdot) \rightharpoonup v(t, \cdot) \) locally uniformly, up to a subsequence. We, hence, constructed a pair \( (v, \mu) \in C([t_0, T]; C^2(\Omega)) \times (C([t_0, T]; C_c^{-(1+\alpha)}(\Omega)) \cap L^p(Q_T)).\)
(ii) By (5.4), again, \( v^\varepsilon(t, x) \) is Lipschitz with respect to \( t \) with the Lipschitz constant being independent of \( \varepsilon \). It follows that \( v \) is also Lipschitz with a Lipschitz constant depending only on \( \Omega \) and \( ||\mu_0||_{(1+\alpha)} \).

**Proposition 5.5.** Suppose that Hypotheses 2.3 are satisfied and \( m_0 \in L^1(\Omega) \cap \mathcal{P}(\Omega) \). Then, the pair \((v, \mu)\), as constructed in Proposition 5.3 and Remark 5.4 is a solution to (5.1).

**Proof.** Without loss of generality we assume that \( t_0 = 0 \).

**Step 1:** We will first check that the boundary conditions are satisfied. It suffices to show that

\[
\frac{\delta G^\varepsilon}{\delta m}(x, m^\varepsilon(T))(\mu^\varepsilon(T)) + v_T(x) - g_\varepsilon(x) \to \frac{\delta G}{\delta m}(x, m(T))(\mu(T)) + v_T(x) \quad \text{as} \quad \varepsilon \to 0 ;
\]

almost everywhere.

We have

\[
\left| \left| \frac{\delta G^\varepsilon}{\delta m}(x, m^\varepsilon(T), \cdot) - \frac{\delta G}{\delta m}(x, m(T), \cdot) \right| \right|_{C^{1+\alpha}(\Omega)} \leq \\
\left( \left| \left| \frac{\delta G^\varepsilon}{\delta m}(x, m^\varepsilon(T), \cdot) - \frac{\delta G^\varepsilon}{\delta m}(x, m^\varepsilon(T), \cdot) \right| \right|_{C^{1+\alpha}(\Omega)} + \left| \left| \frac{\delta G}{\delta m}(x, m^\varepsilon(T), \cdot) - \frac{\delta G}{\delta m}(x, m(T), \cdot) \right| \right|_{C^{1+\alpha}(\Omega)} \right) .
\]

Since, \( m^\varepsilon(T) \to m(T) \) in \( L^1(\Omega) \) (Proposition 4.3 of [1]), we have

\[
\lim_{\varepsilon \to 0^+} \left| \left| \frac{\delta G^\varepsilon}{\delta m}(x, m^\varepsilon(T), \cdot) - \frac{\delta G}{\delta m}(x, m(T), \cdot) \right| \right|_{C^{1+\alpha}(\Omega)} = 0.
\]

In addition, again due to the properties of \( G \),

\[
\limsup_{\varepsilon \to 0^+} \left| \left| \frac{\delta G^\varepsilon}{\delta m}(x, m^\varepsilon(T), \cdot) - \frac{\delta G}{\delta m}(x, m(T), \cdot) \right| \right|_{C^{1+\alpha}(\Omega)} \leq \\
\lim_{\varepsilon \to 0^+} \sup_{m \in \mathcal{P}^{1+\alpha}(\Omega)} \left| \left| \frac{\delta G^\varepsilon}{\delta m}(x, m, \cdot) - \frac{\delta G}{\delta m}(x, m, \cdot) \right| \right|_{C^{1+\alpha}(\Omega)} = 0.
\]

Thus,

\[
\lim_{\varepsilon \to 0^+} \left| \left| \frac{\delta G^\varepsilon}{\delta m}(x, m^\varepsilon(T), \cdot) - \frac{\delta G}{\delta m}(x, m(T), \cdot) \right| \right|_{C^{1+\alpha}(\Omega)} = 0
\]

and hence,

\[
\frac{\delta G^\varepsilon}{\delta m}(x, m^\varepsilon(T), \cdot) \to \frac{\delta G}{\delta m}(x, m(T), \cdot) \quad \text{in} \quad C^{1+\alpha} \quad \text{as} \quad \varepsilon \to 0 .
\]

In consequence, combining this with the weak-\( \ast \) convergence of \( \mu^\varepsilon \) to \( \mu \), we get

\[
\frac{\delta G^\varepsilon}{\delta m}(x, m^\varepsilon(T), \cdot)(\mu^\varepsilon(T)) \to \frac{\delta G}{\delta m}(x, m(T), \cdot)(\mu(T)).
\]

Finally, in view of the properties of \( \mathcal{N}_\varepsilon \), we discover

\[
||g_\varepsilon||_{2+\alpha} \leq C ||a(\cdot)D_xv_T(\cdot)||_{C^{1+\alpha}(\partial\Omega)},
\]
where the constant \( C \) does not depend on \( \varepsilon \). Letting \( \varepsilon \to 0 \) we get, by the properties of \( G \) and \( v_T \), that the right-hand side converges to

\[
C ||a(\cdot)D_z v_T(\cdot)||_{C^{1+\alpha}(\partial\Omega)} = 0,
\]

so \( g_\varepsilon \to 0 \). The result follows.

**Step 2:** We will prove that the pair \((v, \mu)\) satisfies the two equations of the system separately. Let \( \varphi \in C^\infty_c((0, T] \times \Omega) \). For \( \varepsilon \) close to 0, such that the support of \( \varphi \) is contained in \((0, T] \times \Omega_\varepsilon \), \( \varphi \) is an admissible test function for (5.3). Integrating the first equation against \( \varphi \) and integrating by parts, we get

\[
\int_0^T \int_{\Omega_\varepsilon} v^\varepsilon (\partial_t \varphi) \, dx \, dt - \int_0^T \int_{\Omega_\varepsilon} \text{tr}(a(x)D^2 v^\varepsilon) \varphi \, dx \, dt + \int_0^T \int_{\Omega_\varepsilon} H_p(x, Dv^\varepsilon) \cdot Dv^\varepsilon \varphi \, dx \, dt =
\]

\[
\int_0^T \int_{\Omega_\varepsilon} h(t, x) \varphi(t, x) \, dx \, dt + \int_{\Omega_\varepsilon} \int_0^T \int_{\Omega_\varepsilon} \frac{\delta F^\varepsilon}{\delta m}(x, m^\varepsilon(t), y) \varphi(x, t) \mu^\varepsilon(t, y) \, dy \, dt \, dx
\]

\[
+ \int_{\Omega_\varepsilon} \int_0^T \int_{\Omega_\varepsilon} \left( \frac{\delta G^\varepsilon}{\delta m}(x, m^\varepsilon(t), y) \mu^\varepsilon(y, t) + v_T(x) - g_\varepsilon(x) \right) \varphi \, dy \, dt \, dx.
\]

(5.9)

It is clear that, due to the convergence of the \( v^\varepsilon \) to \( v \) and of \( u^\varepsilon \) to \( u \), as \( \varepsilon \to 0 \), that the left-hand side of (5.9), by the dominated convergence theorem, converges to

\[
\int_0^T \int_{\Omega} v(\partial_t \varphi) \, dx \, dt - \int_0^T \int_{\Omega} \text{tr}(a(x)D^2 v) \varphi \, dx \, dt + \int_0^T \int_{\Omega} H_p(x, Du) \cdot (Dv) \varphi \, dx \, dt.
\]

On the other hand, the functions

\[
h^\varepsilon(x) := \int_0^T \int_{\Omega_\varepsilon} \frac{\delta F^\varepsilon}{\delta m}(x, m^\varepsilon(t), y) \varphi(x, t) \mu^\varepsilon(t, y) \, dy \, dt
\]

are uniformly bounded, because of the \( L^p \)-bound for \( \mu^\varepsilon \) and the properties of \( F \). Since \( m^\varepsilon \to m \) in \( C([0, T]; L^1(\Omega)) \) (Proposition 4.3 of [1]) and \( \mu^\varepsilon \rightharpoonup \mu \) weakly in \( L^p \), we also get that

\[
h^\varepsilon(x) \to \int_0^T \int_{\Omega} \frac{\delta F}{\delta m}(x, m(t), y) \varphi(x, t) \mu(t, y) \, dy \, dt \ a.e.
\]

Finally, by our arguments in Step 1 and the dominated convergence theorem, as \( \varepsilon \to 0 \)

\[
\int_{\Omega_\varepsilon} \int_0^T \int_{\Omega_\varepsilon} \left( \frac{\delta G^\varepsilon}{\delta m}(x, m^\varepsilon(t), y) \mu^\varepsilon(y, t) + v_T(x) - g_\varepsilon(x) \right) \varphi \, dy \, dt \, dx \to
\]

\[
\int_{\Omega} \int_0^T \int_{\Omega} \left( \frac{\delta G}{\delta m}(x, m(t), y) \mu(y, t) + v_T(x) \right) \varphi \, dy \, dt \, dx.
\]
Thus, again by the dominated convergence theorem, we deduce that the right-hand side of (5.9) converges to
\[
\int_0^T \int_\Omega h(t,x)\varphi(t,x) \, dx \, dt + \int_0^T \int_\Omega \int_0^T \frac{\delta F}{\delta m}(x,m(t),y)\varphi(x,t)\mu(t,y) \, dy \, dt \, dx
\]
\[
+ \int_0^T \int_\Omega \int_0^T \left( \frac{\delta G}{\delta m}(x,m(t),y)\mu(y,t) + v_T(x) \right) \varphi \, dy \, dt \, dx.
\]
We conclude that \((v,\mu)\) solves the first equation of the linearized system.

To prove that the second equation is satisfied, let \(t \in (0,T)\), \(f(s,x) \in C^{0,\alpha}(Q_T)\) and \(\varphi\) be such that
\[
\begin{cases}
-\partial_s \varphi - \text{tr}(a(x)D^2\varphi) + H_p(x,Du) \cdot D\varphi = f(s,x), \text{ in } (0,t) \times \Omega, \\
\varphi(t) = \xi, \text{ in } \Omega,
\end{cases}
\]
(5.10)
where \(\xi \in C^{1+\alpha}(\Omega)\). By definition, we know that there exists a sequence \(\xi^\varepsilon \in C^{1+\alpha}(\Omega)\) such that \(\xi^\varepsilon \to \xi\) as \(\varepsilon \to 0\) in \(C^{1+\alpha}\) with \(\text{spt}(\xi^\varepsilon) \subset \Omega_\varepsilon\).

Also, let \(\varphi^\varepsilon\) be the solution of
\[
\begin{cases}
-\partial_t \varphi^\varepsilon - \text{tr}(a(x)D^2\varphi^\varepsilon) + H_p(x,Du^\varepsilon) \cdot D\varphi^\varepsilon = -\partial_t \varphi - \text{tr}(a(x)D^2\varphi) + H_p(x,Du) \cdot D\varphi, \\
\varphi^\varepsilon(t) = \xi^\varepsilon, \text{ in } \Omega_\varepsilon, \\
a(x)D\varphi \cdot \nu(x)|_{\partial \Omega_\varepsilon} = 0.
\end{cases}
\]
Testing the second equation of (5.3) with \(\varphi^\varepsilon\) yields
\[
\int_0^t \int_{\Omega_\varepsilon} \mu^\varepsilon(-\partial_s \varphi - \text{tr}(a(x)D^2\varphi) + H_p(x,Du) \cdot D\varphi) \, dx \, ds - \langle \mu_0, \varphi^\varepsilon(0) \rangle =
\]
\[
- \int_0^t \int_{\Omega_\varepsilon} c \cdot D\varphi^\varepsilon \, dx \, ds - \int_0^t \int_{\Omega_\varepsilon} m^\varepsilon H_{pp}(x,Du^\varepsilon)Dv^\varepsilon \cdot D\varphi^\varepsilon \, dx \, ds - \langle \mu^\varepsilon(t), \xi^\varepsilon \rangle.
\]
(5.11)
Note that, since \(H_p(x,Du^\varepsilon) \in C^{\frac{1+\alpha}{2},1+\alpha}\), Lemma 3.1 implies
\[
||\varphi^\varepsilon||_{\frac{1+\alpha}{2},1+\alpha} \leq C(||\xi^\varepsilon||_{1+\alpha} + ||f||_\infty), \text{ in } (0,t) \times \Omega_\varepsilon,
\]
where \(C\) is independent of \(\varepsilon\). In addition, since \(\varphi^\varepsilon\) is Hölder continuous, looking at the equation satisfied by \(\tilde{\varphi}^\varepsilon(s,x) = (t-s)\varphi^\varepsilon(s,x)\), Theorem 5.1.21 of [6] implies that \(||\varphi^\varepsilon(s,\cdot)||_{C^{2+\alpha}(\Omega_\varepsilon)}\) is uniformly bounded; independently of \(\varepsilon\), for any \(s \in [0,t)\). So, by Arzela-Ascoli, since \(\varphi^\varepsilon \to \varphi\) in \(C(0,T;L^p(\Omega))\) (Proposition 3.4 of [1]), we get
\[
\varphi^\varepsilon(s,\cdot) \to \varphi(s,\cdot) \text{ locally uniformly in } C^{0,1} \text{ for } s \in [0,t],
\]
\[
\varphi^\varepsilon(s,\cdot) \to \varphi(s,\cdot) \text{ locally uniformly in } C^2, \text{ for any } s \in [0,t)
\]
\[
||\varphi||_{\frac{1+\alpha}{2},1+\alpha} \leq C(||\xi||_{1+\alpha} + ||f||_\infty) \text{ and } ||\varphi(s,\cdot)||_{2+\alpha} \leq \frac{C}{t-s}.
\]
(5.12)
In addition, we know that $Du^\varepsilon(s, \cdot), Dv^\varepsilon(s, \cdot)$ are uniformly bounded and converge to $Du, Dv$ a.e., respectively, hence we deduce that

$$H_{pp}(x, Du^\varepsilon)Dv^\varepsilon \cdot D\varphi^\varepsilon \to H_{pp}(x, Du)Dv \cdot D\varphi$$

in $L^p$.

Combining this with the fact that $m^\varepsilon \rightharpoonup m$ weakly in $L^p$ (by Proposition 4.3), we get

$$- \int_0^t \int_{\Omega_\varepsilon} m^\varepsilon H_{pp}(x, Du^\varepsilon)Dv^\varepsilon \cdot D\varphi^\varepsilon \, dx \, ds \to - \int_0^t \int_{\Omega} m H_{pp}(x, Du)Dv \cdot D\varphi \, dx \, ds .$$

Finally, by the weak-(⋆) convergence,

$$\langle \mu^\varepsilon(t), \xi^\varepsilon \rangle \to \langle \mu(t), \xi \rangle .$$

Passing to the limit in (5.11), having the above observations in mind, we deduce

$$\int_0^t \int_{\Omega} \mu(-\partial_t \varphi - \text{tr}(a(x)D^2 \varphi) + H_p(x, Du) \cdot D\varphi) \, dx \, ds - \langle \mu_0, \varphi(0) \rangle =$$

$$- \int_0^t \int_{\Omega} c \cdot D\varphi \, dx \, ds - \int_0^t \int_{\Omega} m H_{pp}(x, Du)Dv \cdot D\varphi \, dx \, ds - \langle \mu(t), \xi \rangle .$$

Thus, by definition, $(v, \mu)$ satisfies the second equation of (5.1).

\[\square\]

**Proposition 5.6.** Let $m_0 \in L^1(\Omega) \cap \mathcal{P}(\Omega)$. Then, $(v, \mu)$, constructed in Proposition 5.3 and Remark 5.4, satisfies the estimate

$$\sup_{t \in [t_0, T]} \|v(t, \cdot)\|_{2+\alpha} + \|\mu\|_{L^p} + \sup_{t \in [t_0, T]} \|\mu(t)\|_{C^{-1+\alpha}(\Omega)} \leq CM,$$

where $C$ is the constant from (5.4) and where

$$M = \|v_T\|_{2+\alpha} + \|\mu_0\|_{-1+\alpha} + \|h\|_{0,\alpha} + \|c\|_{L^1}.$$

**Proof.** The estimate for the second and the third term follows from (5.4) and the lower semicontinuity of the norms with respect to the weak/weak-⋆ convergence. Thus, it suffices to prove the estimate for the first term. Indeed, note that by (5.4)

$$\|v^\varepsilon\|_{1,2+\alpha} \leq CM \text{ in } \Omega_\varepsilon ,$$

where the constant $C$ does not depend on $\varepsilon$. In consequence, for every $K$ compact subset of $\Omega$, by the convergence of $v^\varepsilon$ to $v$ we established earlier, we get

$$\|v(t, \cdot)\|_{C^{2+\alpha}(K)} \leq CM .$$

Hence,

$$\sup_{t \in [t_0, T]} \|v(t, \cdot)\|_{2+\alpha} \leq CM ,$$

which is what we wanted. \[\square\]

We are, now, ready to present the proof of the existence of a solution to (5.1), when $m_0 \in \mathcal{P}(\Omega)$. Before we state the Theorem, we would need the following proposition about the Fokker-Planck equation, which will be needed for the proof of the uniqueness.
Proposition 5.7. Given the assumptions in Definition 5.1, there exists a unique solution to the Fokker-Planck equation (5.2). This solution satisfies
\[ \sup_{t \in [t_0, T]} \|\mu(t)\|_{C^{-1+\alpha}(\Omega)} + \|\mu\|_{L^p} \leq C \left( \|\mu_0\|_{-(1+\alpha)} + \|f\|_{L^1(W^{-1,\infty})} \right). \]

Proof. Existence: Let \( \mu^\varepsilon \) be the solution to the problem
\[
\begin{align*}
\partial_t \mu^\varepsilon - \text{div}(a(x)D\mu^\varepsilon) - \text{div}(\mu^\varepsilon b) &= f, \quad \text{in } (t_0, T) \times \Omega, \\
\mu^\varepsilon(t_0) &= \mu_0|_{C^{1+\alpha}(\Omega)}, \\
(a(x)D\mu^\varepsilon + \mu^\varepsilon b) \cdot \nu(x)|_{\partial\Omega} &= 0.
\end{align*}
\]
By Proposition 5.3 of [2], we know that \( \mu^\varepsilon \) satisfies the estimate.
\[ \sup_{t \in [t_0, T]} \|\mu^\varepsilon(t)\|_{C^{-1+\alpha}(\Omega)} + \|\mu^\varepsilon\|_{L^p} \leq C \left( \|\mu_0\|_{-(1+\alpha)} + \|f\|_{L^1(W^{-1,\infty})} \right). \]
The existence of a solution to (5.2) follows by an argument similar as in Proposition 5.3 and Step 2 of Proposition 5.5.

Uniqueness: Follows directly from the estimate.

Estimate: The estimate follows from an argument similar to the one in Proposition 5.3 of [2]. Indeed, in the definition, choosing \( \psi = 0 \) we get
\[ \langle \mu(t), \xi \rangle = \langle \mu_0, \varphi(0, \cdot) \rangle + \int_0^t \langle f(s), \varphi(s, \cdot) \rangle ds, \]
hence, taking supremum over \( \xi \),
\[ \|\mu(t)\|_{C^{-1+\alpha}(\Omega)} \leq C \left( \|\mu_0\|_{-(1+\alpha)} + \int_0^t \|f(s)\|_{W^{1,\infty}} ds \right). \]
The first part of the estimate follows. For the second part we choose \( \xi = 0 \). Then,
\[ \int_0^T \int_\Omega \mu \psi \, dx \, ds = \langle \mu_0, \varphi(0, \cdot) \rangle + \int_0^T \langle f(s), \psi(s, \cdot) \rangle ds. \]
In consequence, as in Proposition 5.3 of [2], invoking Theorem IV. 9.1, we get \( \|\varphi\|_{W^{1,\alpha}} \leq C \|\psi\|_{L^p} \) and hence
\[ \int_0^T \int_\Omega \mu \psi \, dx \, ds \leq C \|\psi\|_{L^p} \left( \|\mu_0\|_{-(1+\alpha)} + \int_0^t \|f(s)\|_{W^{1,\infty}} ds \right). \]
Thus, since \( C^{\alpha,\alpha} \) is dense in \( L^p \), the \( L^p \) estimate follows. \( \square \)

Theorem 5.8. Assume Hypotheses 2.3. Then, there exists a unique solution \((v, \mu) \in C([t_0, T]; C^{2+\alpha}(\Omega)) \times (C([t_0, T]; C^{-1+\alpha}(\Omega)) \cap L^p([t_0, T] \times \Omega)) \) of (5.1) in the sense of Definition 5.2. Furthermore, \( v \) is Lipschitz with respect to the \( t \) variable and \((v, \mu) \) satisfies the estimate
\[ \sup_{t \in [t_0, T]} \|v(t, \cdot)\|_{2+\alpha} + \|\mu\|_{L^p} + \sup_{t \in [t_0, T]} \|\mu(t)\|_{C^{-1+\alpha}(\Omega)} \leq CM, \quad (5.13) \]
where \( C \) is the constant from (5.4) and where
\[
M = ||v_T||_{2+\alpha} + ||\mu_0||_{-(1+\alpha)} + ||h||_{0,\alpha} + ||c||_{L^1}.
\]

Proof. Without loss of generality we assume that \( t_0 = 0 \).

Existence: By density, there exists a sequence \((m_{0,n})_{n \in \mathbb{N}} \in L^1(\Omega)\) such that \( d_1(m_{0,n}, m_0) \to 0 \). For every \( n \in \mathbb{N} \), we consider \((u_n, m_n)\) the solution of (MFG) associated with \((0, m_{0,n})\) given by Theorem 5.1 of [1] and \((v_n, \mu_n)\) the solution of (5.1), that corresponds to \((u_n, m_n)\), given by Proposition 5.5. By Remark 5.4 (ii), we know that \((v_n)_{n \in \mathbb{N}}\) is uniformly Lipschitz with respect to the \( t \) variable. Also, note that Proposition 5.6 implies
\[
\sup_{t \in [0,T]} ||v_n(t, \cdot)||_{2+\alpha} + ||\mu_n||_{L^p} + \sup_{t \in [0,T]} ||\mu_n(t)||_{C_c^-(1+\alpha)(\Omega)} \leq CM.
\]
As a result, arguing as in Proposition 5.3, there exist \( v \in C([0,T];C^2(\Omega)) \) and \( \mu \in C([0,T];C_c^-(1+\alpha)(\Omega)) \cap L^p(Q_T) \) such that
\[
v_n(t, \cdot) \to v(t, \cdot) \text{ uniformly in } C^2(\Omega),
\]
\[
\mu_n \rightharpoonup \mu \text{ weakly in } L^p 
\]
and
\[
\mu_n(t) \to \mu(t) \text{ weak-\* in } C_c^-(1+\alpha)(\Omega), \text{ for any } t \in [0,T],
\]
up to a subsequence. It, also, follows that \( v \) is also Lipschitz with respect to the \( t \) variable. We will show that \((v, \mu)\) satisfies the two equations and the boundary conditions of (5.1) separately.

The boundary conditions follow easily from the properties of \( G \) (Hypothesis 4), because, as we proved in Theorem 4.4, \( m_n \to m \) in \( C([0,T]; \mathcal{P}(\Omega)) \).

Let \( \varphi \in C_c^\infty((0,T] \times \Omega) \). Then, we have
\[
\int_0^T \int_\Omega v_n(\partial_t \varphi) \, dxdt - \int_0^T \int_\Omega \text{tr}(a(x)D^2v_n) \varphi \, dxdt + \int_0^T \int_\Omega H_p(x,Du_n) \cdot Dv_n \varphi \, dxdt = \int_0^T \int_\Omega h(t,x) \varphi(t,x) \, dxdt + \int_\Omega \int_0^T \int_\Omega \frac{\delta F}{\delta m}(x,m_n(t),y) \varphi(x,t) \mu_n(t,y) \, dydtdx.
\]
Passing to the limit in (5.14), since \( m_n \to m \) in \( L^p \) (Proposition 4.3) and \( u_n(t, \cdot) \to u(t, \cdot) \) in \( C^2 \) (Theorem 4.4), we get
\[
\int_0^T \int_\Omega v(\partial_t \varphi) \, dxdt - \int_0^T \int_\Omega \text{tr}(a(x)D^2v) \varphi \, dxdt + \int_0^T \int_\Omega H_p(x,Du) \cdot Dv \varphi \, dxdt = \int_0^T \int_\Omega h(t,x) \varphi(t,x) \, dxdt + \int_\Omega \int_0^T \int_\Omega \frac{\delta F}{\delta m}(x,m(t),y) \varphi(x,t) \mu(t,y) \, dydtdx,
\]
hence we conclude that \((v, \mu)\) satisfies the first equation of (5.1).
To prove that the second equation is satisfied, let $\varphi$ be a solution to (5.10) and $\varphi_n$ be a solution to
\[
\begin{cases}
-\partial_t \varphi_n - \text{tr}(a(x)D^2\varphi_n) + H_p(x, Du_n) \cdot D\varphi_n = -\partial_t \varphi - \text{tr}(a(x)D^2\varphi) + H_p(x, Du) \cdot D\varphi, \\
\varphi_n(t) = \xi, \quad \text{in } \Omega.
\end{cases}
\]

Notice that, (5.12) and Arzela-Ascoli give $\varphi_n(0, \cdot) \to \varphi(0, \cdot)$ in $C^{1+\alpha}$ and $\varphi_n \to \varphi$ in $C^{0,1}$, up to a subsequence. By Proposition 5.5, $(v_n, \mu_n)$ satisfies
\[
\int_0^t \int_{\Omega} \mu_n(-\partial_t \varphi - \text{tr}(a(x)D^2\varphi) + H_p(x, Du) \cdot D\varphi) \, dx \, ds - \langle \mu_0, \varphi_n(0) \rangle =
- \int_0^t \int_{\Omega} c \cdot D\varphi_n \, dx \, ds - \int_0^t \int_{\Omega} m_n H_{pp}(x, Du_n) Dv_n \cdot D\varphi_n \, dx \, ds - \langle \mu_n(t), \xi \rangle. \tag{5.15}
\]

After passing to the limit and having all the convergences in mind, it follows that
\[
\int_0^t \int_{\Omega} \mu(-\partial_t \varphi - \text{tr}(a(x)D^2\varphi) + H_p(x, Du) \cdot D\varphi) \, dx \, ds - \langle \mu_0, \varphi(0) \rangle =
- \int_0^t \int_{\Omega} c \cdot D\varphi \, dx \, ds - \int_0^t \int_{\Omega} m H_{pp}(x, Du) Dv \cdot D\varphi \, dx \, ds - \langle \mu(t), \xi \rangle.
\]

Thus, $(v, \mu)$ satisfies the second equation of (5.1).

**Uniqueness:** Uniqueness follows by observing that if $(v_1, \mu_1)$ and $(v_2, \mu_2)$ are two solutions of (5.1), then $(v_1 - v_2, \mu_1 - \mu_2)$ satisfies (5.1) for $h = c = \mu_0 = v_T = 0$. Hence, (5.13) implies that $\mu_1 = \mu_2$ and $v_1 = v_2$.

**Estimate:** The proof of the estimate is an adaptation of the proof of the estimate in Proposition 5.8 of [2], so we provide a sketch.

We know that $v$ can be uniquely obtained as the limit of solutions to the problems
\[
\begin{cases}
-\partial_t v^\varepsilon - \text{tr}(a(x)D^2v^\varepsilon) + H_p(x, Du) \cdot Dv^\varepsilon = \frac{\delta F}{\delta m}(x, m(t))(\mu(t)) + h(t, x), \quad \text{in } (0, T) \times \Omega_\varepsilon, \\
v^\varepsilon(T, x) = \frac{\delta G}{\delta m}(x, m(T))(\mu(T)) + v_T(x) - g_\varepsilon(x), \quad \text{in } \Omega_\varepsilon, \\
a(x)Dv^\varepsilon \cdot \nu(x)|_{\partial \Omega^\varepsilon} = 0,
\end{cases}
\]
as $\varepsilon \to 0$ (Proposition 3.4 of [1]). Using Theorem 5.1.21 from [6], we find
\[
\|v^\varepsilon\|_{1,2+\alpha} \leq C \left( \|v_T - g_\varepsilon\|_{2+\alpha} + \sup_{t \in [0,T]} \|\mu(t)\|_{C_c^{-2(2+\alpha)}} + \|h\|_{0,\alpha} \right)
\leq C \left( M + \sup_{t \in [0,T]} \|\mu(t)\|_{C_c^{-1(1+\alpha)}} \right),
\]
so $v$ satisfies
\[
\sup_{t \in [0,T]} \|v(t, \cdot)\|_{2+\alpha} \leq C \left( M + \sup_{t \in [0,T]} \|\mu(t)\|_{C_c^{-1(1+\alpha)}} \right).
\]
In addition, by writing Definition 5.1 for 
\( \psi = \frac{\delta F}{\delta m}(x, m(t))(\mu(t)) + h(t, x) \in C^{0,\alpha} \), \( \xi = \frac{\delta G}{\delta m}(x, m(T))(\mu(T)) + v_T(x) \in C^{1+\alpha}_c \) and using the monotonicity of \( F, G \), we get
\[
\int_0^T \int_\Omega m(H_{pp}(x, Du)Dv, Du) \, dx \, dt \leq M \left( \sup_{t \in [0,T]} ||\mu(t)||_{C^{-1+\alpha}(\Omega)} + ||\mu||_{L^p} + \sup_{t \in [0,T]} ||v(t, \cdot)||_{2+\alpha} \right).
\]
Furthermore, as in Proposition 5.8 of [2],
\[
||mH_{pp}(x, Du)Dv||_{L^1} \leq M^{1/2} \left( \sup_{t \in [0,T]} ||\mu(t)||_{C^{-1+\alpha}(\Omega)}^{1/2} + ||\mu||_{L^p}^{1/2} + \sup_{t \in [0,T]} ||v(t, \cdot)||_{2+\alpha}^{1/2} \right).
\]
Combining these with the estimate from Proposition 5.7 and the Arithmetic-Geometric mean inequality, (5.13) follows.

5.2. Derivative with respect to the measure. For \( y \in \Omega \), we define
\[
K(t_0, x, m_0, y) := v(t_0, x; \delta_y),
\]
where \( v(t_0, x; \delta_y) \) comes from the solution of \( (L) \) with \( \mu_0 = \delta_y \).

Before we proceed with discovering the properties of \( K \), we start with a useful lemma.

**Lemma 5.9. (Stability of solutions)**
Assume Hypotheses 2.3. Let \( (\mu_{0,n})_{n \in \mathbb{N}} \) be a sequence in \( C^{-(1+\alpha)}(\Omega) \) and \( \mu_0 \in C^{-(1+\alpha)}(\Omega) \) such that \( \mu_{0,n} \to \mu_0 \). Consider \( v_0, v \) to be the functions we get from the solution of \( (L) \) starting at \( \mu_{0,n} \) and \( \mu_0 \), respectively. Then,
\[
v_n(t_0, \cdot) \to v(t_0, \cdot) \text{ in } C^{2+\alpha},
\]
for any \( t_0 \in [0, T] \).

**Proof.** By (5.13) and the linearity, we deduce
\[
\sup_{t \in [0,T]} ||v_n(t, \cdot) - v(t, \cdot)||_{2+\alpha} \leq C||\mu_{0,n} - \mu_0||_{-(1+\alpha)}
\]
(5.17)
The result follows. \( \square \)

Now we are ready to prove the properties of \( K \).

**Proposition 5.10.** Assume Hypotheses 2.3. Then, the function \( K : [0, T] \times \Omega \times \mathcal{P}(\Omega) \times \Omega \) satisfies
\[
v(t_0, x) = \langle \mu_0, K(t_0, x, m_0, \cdot) \rangle_{1+\alpha}
\]
(5.18)
for all \( (t_0, x, \mu_0) \in [0, T] \times \Omega \times C^{-(1+\alpha)} \). Moreover, \( K(t_0, \cdot, m_0, \cdot) \in C^{2+\alpha,1+\alpha} \) with
\[
\sup_{(t, m) \in [0,T] \times \mathcal{P}(\Omega)} ||K(t, \cdot, m, \cdot)||_{2+\alpha,1+\alpha} \leq C.
\]
Proof. The fact that $K$ is $C^{2+\alpha}$ with respect to $x$ follows from (5.16). So, we only need to prove the $C^{1+\alpha}$ character of $K$ with respect to $y$. By linearity and the uniqueness of the solution of (L), we have

$$
\frac{K(t_0, x, m_0, y + he_j) - K(t_0, x, m_0, y)}{h} = v(t_0, x; \Delta_{h,j}\delta_y),
$$

where $\Delta_{h,j}\delta_y = \frac{1}{h}(\delta_y + he_j - \delta_y)$. Sending $h \to 0$ and using (5.17), we deduce that

$$
\frac{\partial K}{\partial y_j}(t_0, x, m_0, y) = v(t_0, x; -\partial_y \delta_j),
$$

which is $C^{2+\alpha}$ with respect to $x$ and, due to (5.17), and $\alpha$–Hölder continuous with respect to $y$. The estimate follows from Proposition 5.6, (5.17) and the fact that $\partial_y \delta_j$ is bounded in $C^{-(1+\alpha)}$ for all $j$.

Finally, note that, (5.16) implies that the representation formula (5.18) holds when $\mu_0 = \delta_y$ for some $y \in \Omega$. From the density of the subspace generated by the Dirac delta functions, in the weak-$\star$ topology, it follows that we can extend (5.16) to (5.18). The proof is complete. \hfill \Box

**Proposition 5.11.** Suppose that Hypotheses 2.3 are satisfied. Then, $U$ is differentiable with respect to the measure variable and, more specifically,

$$
K(t_0, x, m_0, y) = \frac{\delta U}{\delta m}(t_0, x, m_0, y)
$$

for all $(t_0, x, m_0, y) \in [0, T] \times \Omega \times \mathcal{P}(\Omega) \times \Omega$.

Proof. Consider $m_{01}, m_{02} \in \mathcal{P}(\Omega)$ and let $(u_1, m_1)$ and $(u_2, m_2)$ be the solutions of (MFG) associated with the starting initial conditions $(0, m_{01})$ and $(0, m_{02})$, respectively. Let also $(v, \mu)$ be the solution of (L) related to $(u_2, m_2)$ with initial condition $(0, m_{01} - m_{02})$. Then, $(u_1 - u_2 - v, m_1 - m_2 - \mu)$ solves a system of the same form as (5.1) and hence (5.13) and the same calculations as in Theorem 5.10 in [2] yield

$$
\sup_{t \in [0, T]} \|u_1(t, \cdot) - u_2(t, \cdot) - v(t, \cdot)\|_{2+\alpha} \leq C\mathbf{d}_1(m_{01}, m_{02})^2 \text{ in } \Omega.
$$

In particular, we can write

$$
\|u_1(t_0, \cdot) - u_2(t_0, \cdot) - v(t_0, \cdot)\|_{2+\alpha} \leq C\mathbf{d}_1(m_{01}, m_{02})^2
$$

Now, by Proposition 5.10 we deduce

$$
\left\| U(t_0, \cdot, m_{01}) - U(t_0, \cdot, m_{02}) - \int_\Omega K(t_0, \cdot, m_{02}, y)(m_{01} - m_{02})dy \right\|_{2+\alpha} \leq C\mathbf{d}_1(m_{01}, m_{02})^2.
$$

(5.19)
Let \( m, \tilde{m} \in \mathcal{P}(\Omega) \). For \( s \in [0, 1] \), choose \( m_{02} = m \) and \( m_{01} = (1 - s)m + s\tilde{m} \). Then, (5.19) gives
\[
\left| \left| U(t_0, \cdot, (1 - s)m + s\tilde{m}) - U(t_0, \cdot, m) - s \int_\Omega K(t_0, \cdot, m, y)(\tilde{m} - m)dy \right| \right|_{2+\alpha} \leq C d_1((1 - s)m + s\tilde{m}, m)^2
\]
or
\[
\left| \left| \frac{U(t_0, \cdot, (1 - s)m + s\tilde{m}) - U(t_0, \cdot, m)}{s} - \int_\Omega K(t_0, \cdot, m, y)(\tilde{m} - m)dy \right| \right|_{2+\alpha} \leq s C d_1(\tilde{m}, m)^2.
\]
By letting \( s \to 0 \), we deduce
\[
\left| \int_\Omega \frac{\delta U}{\delta m}(t_0, \cdot, m, y)(\tilde{m} - m)dy - \int_\Omega K(t_0, \cdot, m, y)(\tilde{m} - m)dy \right|_{2+\alpha} = 0.
\]
Thus,
\[
\frac{\delta U}{\delta m}(t_0, \cdot, m, \cdot) = K(t_0, \cdot, m, \cdot) \text{ in } \Omega \times \Omega
\]
The result follows.

Combining Propositions 5.10 and 5.11, we deduce that \( \frac{\delta U}{\delta m}(t_0, x, m_0, y) \) is differentiable with respect to \( y \) and hence \( D_m U(t_0, x, m_0, y) \) is defined. However, it is also true that \( K = \frac{\delta U}{\delta m} \) has a second derivative with respect to \( y \). We will prove this result in Proposition 5.13, but before we state it, we are going to need the following lemma.

**Lemma 5.12.** Suppose that Hypotheses 2.3 are satisfied and \( \mu_0 \in C^{-(1+\alpha)}(\Omega) \). Let \((v, \mu)\) be the solution to (L). Then, there exists a constant \( C \), independent of \( \mu_0 \), such that
\[
\sup_{t \in [0, T]} ||v(t, \cdot)||_{2+\alpha} \leq C ||\mu_0||_{-(2+\alpha)}
\]

**Proof.** Let \( t \in [0, T] \).

**Step 1:** We will start with the case where \( m_0 \in L^1(\Omega) \cap \mathcal{P}(\Omega) \). Note that by Proposition 5.11 of [2], we have
\[
||v^\varepsilon||_{1,2+\alpha} \leq C ||\mu_0||_{-(2+\alpha)}, \text{ in } \Omega_\varepsilon,
\]
where the constant \( C \) does not depend on \( \varepsilon \) and where \( v^\varepsilon \) comes from the solution of (5.3). In particular, by the convergence of \( v^\varepsilon \) to \( v \), this implies that for every \( K \) compact subset of \( \Omega \)
\[
||v(t, \cdot)||_{C^{2+\alpha}(K)} \leq C ||\mu_0||_{-(2+\alpha)}.
\]
Hence,
\[
\sup_{t \in [0, T]} ||v(t, \cdot)||_{2+\alpha} \leq C ||\mu_0||_{-(2+\alpha)},
\]
which is what we wanted.
Step 2: Consider \( m_0 \in \mathcal{P}(\Omega) \). Then, by density, there exists a sequence \((m_{0,n})_{n \in \mathbb{N}} \in L^1(\Omega)\) such that \( \mathbf{d}_1(m_{0,n}, m_0) \to 0 \). Now, the result in Step 1 implies
\[
\sup_{t \in [0,T]} ||v_n(t, \cdot)||_{2+\alpha} \leq C||\mu_0||_{-(2+\alpha)},
\]
where \( v_n \) comes from the solution to (5.1) related to \((0, m_{0,n})\) and \( \mu_0 \). The result follows from the convergence of \( v_n \) to \( v \) established in Theorem 5.8. \( \square \)

**Proposition 5.13.** Assume Hypotheses 2.3. Then, the function \( \frac{\delta U}{\delta m} \) is twice differentiable with respect to \( y \), together with its first and second derivatives with respect to \( x \). Moreover, the following estimate holds:
\[
\left\| \frac{\delta U}{\delta m}(t, \cdot, m, \cdot) \right\|_{2+\alpha,2+\alpha} \leq C,
\]
for some constant \( C > 0 \).

**Proof.** The proof goes along the lines of Corollary 5.12 of [2]. Let \( K \) be a compact subset of \( \Omega \) with nonempty interior. By Proposition 5.10, we already know that
\[
\partial_y \frac{\delta U}{\delta m}(t_0, x, m_0, y) = v(t_0, x; -\partial_y \delta_y).
\]
We consider the ratio
\[
R^h_{i,j}(x, y) = \frac{v(t_0, x; -\partial_y \delta_y + he_j) - v(t_0, x; -\partial_y \delta_y)}{h}.
\]
We will show that it is Cauchy with respect to \( h \) and hence it converges. Indeed, let \( h, k > 0 \) and \( 0 \leq |l| \leq 2 \). By uniqueness of a solution and the linearity of \( \mathbf{L} \), we have
\[
D^l_x R^h_{i,j}(x, y) - D^l_x R^k_{i,j}(x, y) = D^l_x v(t_0, x; \Delta^l_x(-\partial_y \delta_y)) - \Delta^l_x(-\partial_y \delta_y), \tag{5.20}
\]
where \( \Delta^l_x(-\partial_y \delta_y) = -\delta^{\alpha}_x(\partial_y \delta_y + he_j - \partial_y \delta_y). \) Now, let \( x \in K \). It follows from Lemma 5.12 and the mean value theorem that
\[
|D^l_x R^h_{i,j}(x, y) - D^l_x R^k_{i,j}(x, y)| \leq C|\Delta^l_x(-\partial_y \delta_y)|_{(2+\alpha)}
\]
\[
= C \sup_{||\varphi||_{2+\alpha} \leq 1} \left( \frac{\partial_y \varphi(y + he_j) - \partial_y \varphi(y)}{h} - \frac{\partial_y \varphi(y + ke_j) - \partial_y \varphi(y)}{k} \right)
\]
\[
= C \sup_{||\varphi||_{2+\alpha} \leq 1} \left( \frac{\partial_{y,y}^2 \varphi(y,ke_j) - \partial_{y,y}^2 \varphi(y,he_j)}{k} \right)
\]
\[
\leq C \sup_{||\varphi||_{2+\alpha} \leq 1} |y\varphi, h - y\varphi, k| \alpha
\]
\[
\leq C(|h| \alpha + |k| \alpha),
\]
hence the ratio is Cauchy. We deduce that \( \partial_y \frac{\delta U}{\delta m}(t_0, x, m_0, y) \) is differentiable with respect to \( y \), as claimed.

To prove the estimate we argue as follows. Combining (5.20) and Lemma 5.12 we discover
\[
||R^h_{i,j}(x, y) - R^k_{i,j}(x, y)||_{2+\alpha} \leq C||\Delta^l_x(-\partial_y \delta_y) - \Delta^l_x(-\partial_y \delta_y')||_{-(2+\alpha)}. \tag{5.21}
\]
Now, we know that
\[ \Delta_h^i(-\partial_y, \delta_y) - \Delta_h^j(-\partial_y, \delta_y) \to \partial_y \partial_y, \delta_y - \partial_y \partial_y, \delta_y' \quad \text{in } C^{-(2+\alpha)} \]
and \( D_{x,y}^l R^h_{i,j}(x,y) \to \partial_{y,y}^l D_{x,y}^l \frac{\delta U}{\delta m}(t_0, x, m, y) \) for all \( |l| \leq 2 \), as \( h \to 0 \), thus
\[
\left\| \partial_{y,y}^l \frac{\delta U}{\delta m}(t_0, \cdot, m, y) \right\|_{2+\alpha} \leq C\|\partial_y \partial_y, \delta_y - \partial_y \partial_y, \delta_y'\|_{-(2+\alpha)} \leq C|y-y'|^\alpha.
\]
The proof is complete. \( \square \)

5.3. Further estimates. We end this section by providing two extra regularity results that are used in the proof of the convergence problem (section 7). In particular, we will prove that \( \frac{\delta U}{\delta m} \) is Lipschitz with respect to the measure, as well as a more general estimate, which is similar to (5.19).

**Theorem 5.14.** Suppose Hypotheses 2.3 are satisfied. Then, \( \frac{\delta U}{\delta m} \) is Lipschitz continuous with respect to the measure variable. More specifically, the following estimate holds
\[
\sup_{t \in [0,T]} \sup_{m_1 \neq m_2} d_1(m_1, m_2)^{-1} \left\| \frac{\delta U}{\delta m}(t, \cdot, m_1, \cdot) - \frac{\delta U}{\delta m}(t, \cdot, m_2, \cdot) \right\|_{2+\alpha, 1+\alpha} \leq C.
\]

**Proof.** Let \( (u_1, m_1) \) and \( (u_2, m_2) \) be the solutions to (MFG) starting at \((t_0, m_0)\), respectively. Also, we consider \( \mu_0 \in C^{-(1+\alpha)} \) and, for \( i \in \{1, 2\} \), let \( v_i, \mu_i \) be the solution to (L) associated with \( (u_i, m_i) \) starting at \( \mu_0 \). Then, \( (v, \mu) := (v_1 - v_2, \mu_1 - \mu_2) \) is the solution to (5.1) with
\[
\mu_0 = 0,
\]
\[
h(t,x) = h_1(t,x) + h_2(t,x),
\]
\[
h_1(t,x) = \frac{\delta F}{\delta m}(x,m_1(t)) (\mu_2(t)) - \frac{\delta F}{\delta m}(x,m_2(t)) (\mu_2(t)),
\]
\[
h_2(t,x) = (H_p(x,Du_1) - H_p(x,Du_2)) \cdot v_2(t,x),
\]
\[
c(t,x) = \mu_2(t) (H_p(x,Du_1) - H_p(x,Du_2)) + [(m_1 H_{pp}(x,Du_1) - m_2 H_{pp}(x,Du_2))](t,x),
\]
\[
v_T(x) = \frac{\delta G}{\delta m}(x,m_1(T)) (\mu_2(T)) - \frac{\delta G}{\delta m}(x,m_2(T)) (\mu_2(T)),
\]
so by Theorem 5.8
\[
\sup_{t \in [0,T]} \|v(t, \cdot)\|_{2+\alpha} \leq C(\|v_T\|_{2+\alpha} + \|h\|_0 + \|c\|_{L^1}),
\]
where \( C \) is the constant from (5.4). Now, using our Hypotheses on \( F, G, H \) and Lemma 4.6, we can estimate the terms on the right-hand side as in Theorem 3.3 in [16] to get
\[
\sup_{t \in [0,T]} \|v(t, \cdot)\|_{2+\alpha} \leq C d_1(m_0, m_0) \|\mu_0\|_{-(1+\alpha)}.
\]
Since
\[
v(t_0,x) = \int_{\Omega} \left( \frac{\delta U}{\delta m}(t_0,x,m_0,y) - \frac{\delta U}{\delta m}(t_0,x,m_0,y) \right) \mu_0(dy),
\]
the result follows from Proposition 5.10. □

**Lemma 5.15.** If \( m \in \mathcal{P}(\Omega) \) and \( \varphi \in L^2(m, \mathbb{R}^d) \) is a bounded vector field such that \( \text{Im}(id + \varphi) \subseteq \Omega \), then:

\[
\| U(t, \cdot, (id + \varphi)\#m) - U(t, \cdot, m) - \int_\Omega D_m U(t, \cdot, m, y) \cdot \varphi(y) dm(y) \|_{1+\alpha} \leq C\|\varphi\|_{L^2(m)}^2.
\]

**Proof.** By Theorem 5.14, the proof is an adaptation of Propositions A.2.1 and A.2.2 of [5]. □

### 6. SOLVABILITY OF THE MASTER EQUATION

The results from the previous sections indicate that \( U \) from (1.1) has the regularity to be the unique solution to the Master Equation.

**Definition 6.1.** Let \( 0 < \alpha < 1 \). A map \( U \in C^{1+\frac{\alpha}{2}, 2+\alpha}(\mathbb{R} \times \Omega \times \mathcal{P}(\Omega)) \) is a classical solution of the ME if:

(i) \( \frac{\partial U}{\partial m}(t, x, m, y) \) is Lipschitz continuous in all the arguments and \( \frac{\partial U}{\partial m}(t, \cdot, m, \cdot) \in C^{2+\alpha, 2+\alpha}(\Omega \times \Omega) \) for every \( (t, m) \in [0, T] \times \mathcal{P}(\Omega) \).

(ii) \( U \) satisfies \( \text{ME} \) in the classical sense.

Before we verify that \( U \) is classical solution to the \( \text{ME} \), we will prove a lemma, which will be useful in the calculations.

**Lemma 6.2.** (Integration by parts) Let \( t_0 \in [0, T) \), \( h \in (0, T-t_0) \), \( m_0 \in L^1(\Omega) \) and \( m \) be a solution to (4.1), where (2.1) is assumed near the boundary. Then, for any \( \varphi \in C([0, T]; L^1(\Omega)) \cap L^\infty([0, T] \times \Omega) \) such that

\[
\begin{cases}
-\partial_t \varphi - tr(a(x)D^2 \varphi) + \alpha \cdot D \varphi \in L^\infty(Q_T), \\
\varphi(T) = \psi \in L^\infty(\Omega)
\end{cases}
\]

in the sense of distributions, the following formula holds:

\[
\int_{t_0}^{t_0+h} \int_\Omega m(-\partial_t \varphi - tr(a(x)D^2 \varphi) + \alpha \cdot D \varphi) \, dx \, dt = \int_\Omega m_0 \varphi(0) \, dx - \int_\Omega m(t_0+h) \varphi(t_0+h) \, dx.
\]

(6.1)

Furthermore, if we assume that \( m \in C^{1+\frac{\alpha}{2}, 2+\alpha} \) and \( \varphi \) is Lipschitz continuous with respect to \( t \), then

\[
\int_\Omega m_0 \left(-tr(a(x)D^2 \varphi(t_0)) + \alpha \cdot D \varphi(t_0)\right) \, dx = \int_\Omega \partial_t m(t_0) \varphi(t_0) \, dx.
\]

(6.2)
Proof. By Definition 4.1, we may write the equalities
\[ \int_{t_0}^{t_0+h} \int_{\Omega} m(-\partial_t \varphi - \text{tr}(a(x)D^2\varphi) + \alpha \cdot D\varphi) \, dx \, dt = \int_{\Omega} m_0 \varphi(t_0) \, dx - \int_{t_0}^{t_0+h} \int_{\Omega} m(T)\psi \, dx \]
and
\[ \int_{t_0}^{t_0+h} \int_{\Omega} m(-\partial_t \varphi - \text{tr}(a(x)D^2\varphi) + \alpha \cdot D\varphi) \, dx \, dt = \int_{\Omega} m(t_0+h)\varphi(t_0+h) \, dx - \int_{t_0}^{t_0+h} \int_{\Omega} m(T)\psi \, dx . \]
(6.1) follows after subtracting them.

Now, suppose that \( m \) is a classical solution of (4.1). Integrating by parts with respect to \( t \) and using (6.1), we discover
\[ \int_{t_0}^{t_0+h} \int_{\Omega} (\partial_t m) \varphi \, dx \, dt = \int_{t_0}^{t_0+h} \int_{\Omega} m(-\text{tr}(a(y)D^2\varphi) + \alpha \cdot D\varphi) \, dy \, dt . \]
Dividing by \( h \) and letting \( h \to 0^+ \), yields (6.2).

Now, we are ready to prove Theorem 1.1.

Proof. The fact that \( U(T, x, m) = G(x, m) \) follows from the definition of \( U \). Let \( m_0 \in P(\Omega) \cap L^1(\Omega) \) smooth with compact support and \( t_0 \in [0, T] \). We have
\[ \frac{U(t_0 + h, x, m_0) - U(t_0, x, m_0)}{h} - \frac{U(t_0 + h, x, m(t_0 + h)) - U(t_0, x, m_0)}{h} \]
\[ \Rightarrow \quad \partial_m u(t_0, x) . \]

For the second term, we know
\[ \lim_{h \to 0} \frac{U(t_0 + h, m(t_0 + h)) - U(t_0, m_0)}{h} = \partial_t u(t_0, x) . \]

On the other hand, letting \( m_{s,h} = (1-s)m_0 + sm(t_0 + h) \),
\[ U(t_0 + h, x, m(t_0 + h)) - U(t_0 + h, x, m_0) \]
\[ = \int_{t_0}^{t_0+h} \int_{\Omega} \frac{\delta U}{\delta m}(t_0 + h, x, m_{s,h}, y)(m(t_0 + h) - m_0) \, dy \, ds \]
\[ = \int_{t_0}^{t_0+h} \int_{t_0}^{t_0+h} \frac{\delta U}{\delta m}(t_0 + h, x, m_{s,h}, y) \partial_m m(t_0) \, dy \, ds . \]

Thus, since \( \lim_{h \to 0} \frac{\delta U}{\delta m}(t_0 + h, x, m_{s,h}, y) = \frac{\delta U}{\delta m}(t_0, x, m_0, y) \) uniformly, we have
\[ \lim_{h \to 0} \frac{U(t_0 + h, x, m(t_0 + h)) - U(t_0 + h, x, m_0)}{h} \]
\[ = \int_{\Omega} \frac{\delta U}{\delta m}(t_0, x, m_0, y) \partial_t m(t_0) \, dy . \]

However, since
\[ -\partial_t v - \text{tr}(a(x)D^2v) + H_p(x, Du) \cdot Dv \in L^\infty(Q_T) , \]
m \in C^{1+\frac{\alpha}{2},2+\alpha}$ (from Theorem 4.4) and $v$ is Lipschitz with respect to $t$ (from Remark 5.4), by virtue of Lemma 6.2, we can write

$$\int_{\Omega} m_0(-\text{div}(a(y)Dv(t_0,x;y)) + (H_p(x,Du(t_0,y) + \tilde{b}(y)) \cdot Dv(t_0,x;y)) \, dy = \int_{\Omega} \partial_t m(t_0)v(t_0,x;y)dy,$$

hence

$$\lim_{h\to 0} \frac{U(t_0 + h,x,m(t_0 + h)) - U(t_0 + h,x,m_0)}{h} = \int_{\Omega} m_0(-\text{tr}(a(y)D^2v(t_0,x;y)) + H_p(x,Du(t_0,y)) \cdot Dv(t_0,x;y))dy.$$

From (6.3), we deduce that

$$\lim_{h\to 0} \frac{U(t_0 + h,x,m_0) - U(t_0,x,m_0)}{h} = \int_{\Omega} m_0(-\text{tr}(a(y)D^2v(t_0,x;y)) + H_p(y,DU(t_0,y)) \cdot Dv(t_0,x;y))dy - \partial_t u(t_0,x).$$

Since $v(t_0,x;y) = \frac{\delta U}{\delta m}(t_0,x,m_0,y)$ (relation (5.16)), we conclude

$$\partial_t U(t_0,x,m_0) =$$

$$\int_{\Omega} m_0 (-\text{tr}(a(y)D_y D_m U(t_0,x,m_0,y))) \, dy + \int_{\Omega} H_p(y,DU(t_0,y,m_0)) \cdot D_m U(t_0,x,m_0,y)m_0 \, dy$$

$$- \text{tr}(a(x)D^2 U(t_0,x,m_0)) + H(x,DU(t_0,x,m_0) - F(x,m_0).$$

The result for general $m_0 \in \mathcal{P}(\Omega)$ follows from a standard density argument. \hfill \Box

Finally, we will prove that $U$ is the unique classical solution to the ME. The idea is to derive (MFG) from a solution of the ME. To establish that, we would need the following lemma.

**Lemma 6.3.** Assume $a$, $H$ satisfy Hypotheses 1, 2 and 7 and let $m_0 \in \mathcal{P}(\Omega)$ with density in $C^{2+\alpha}$ with compact support. Also, let $f : [t_0,T] \times \Omega \times \mathcal{P}(\Omega) \to \mathbb{R}$ be a bounded function which is of class $C^{1+\frac{\alpha}{2},1+\alpha}$ over spacetime and Lipschitz continuous with respect to the measure variable. Then, there exists a solution, in the sense of Definition 4.1, of the equation

$$\begin{cases}
\partial_t m - \text{div}(a(x)Dm) - \text{div} \left( m(H_p(x,f(t,x,m)) + \tilde{b}(x)) \right) = 0, & \text{in } (t_0,T) \times \Omega, \\
m(t_0) = m_0,
\end{cases}$$

where near the boundary we assume (2.1). Furthermore, the solution $m$ is of class $C^{1+\frac{\alpha}{2},2+\alpha}$. 

Proof. We will use a fixed point argument. Let
\[ X = \{ m \in C([t_0, T]; \mathcal{P}(\Omega)) : \mathbf{d}_1(m(t), m(s)) \leq L|t - s|^{1/2} \} , \]
where \( L \) is to be chosen later. Note that \( X \) compact and convex. We define the map
\[ T : X \to X \text{ with } T(m) = m, \]
where \( m \in C([0, T]; L^1(\Omega)) \) is the unique weak solution, in the sense of Definition 4.1, to the equation
\[
\begin{cases}
\partial_t m - \text{div}(a(x)Dm) - \text{div} \left( m(H_p(x, f(t, x, \mu)) + \tilde{b}(x)) \right) = 0, & \text{in } (t_0, T) \times \Omega, \\
m(t_0) = m_0,
\end{cases}
\]
where near the boundary we assume (2.1), as given by Theorem 4.5 of [1]. We separate the proof in three steps.

Step 1: We will show that \( T \) is well defined. Indeed, consider the problem
\[
\begin{cases}
\partial_t m^\varepsilon - \text{div}(a(x)Dm^\varepsilon) - \text{div} \left( m^\varepsilon(H_p(x, f(t, x, \mu)) + \tilde{b}(x)) \right) = 0, & \text{in } (t_0, T) \times \Omega_\varepsilon, \\
m^\varepsilon(t_0) = m_0, \\
a(x)Dm^\varepsilon + m^\varepsilon \left( H_p(x, f(t, x, \mu)) + \tilde{b}(x) \right) \cdot \nu(x)|_{\partial\Omega_\varepsilon} = 0.
\end{cases}
\]
By Proposition 4.3 of [1], since \( H_p \) is Lipschitz and \( f \) is bounded, there exists an \( m^\varepsilon \in C([t_0, T]; L^1(\Omega)) \) which solves (6.4) in the sense of Definition 4.1, such that \( m^\varepsilon \to m \) in \( C([t_0, T]; L^1(\Omega)) \) as \( \varepsilon \to 0 \). Imitating the argument in the proof of Proposition 3.3 of [2] (which is based on Lemma 3.2), we get that there exists a \( C \), independent of \( \varepsilon \) and \( L \), such that
\[
\mathbf{d}_1(m^\varepsilon(t), m^\varepsilon(s)) \leq C|t - s|^{1/2}, \quad \text{for any } t, s \in [t_0, T].
\]
Now, let \( \psi \) be a 1-Lipschitz function defined in \( \Omega \). We have
\[
\int_{\Omega_\varepsilon} \psi(m^\varepsilon(t) - m^\varepsilon(s)) \leq \mathbf{d}_1(m^\varepsilon(t), m^\varepsilon(s)) \leq C|t - s|^{1/2},
\]
so passing to the limit as \( \varepsilon \to 0 \)
\[
\int_{\Omega} \psi(m(t) - m(s)) \leq C|t - s|^{1/2}.
\]
Taking the supremum over \( \psi \) yields
\[
\mathbf{d}_1(m(t), m(s)) \leq C|t - s|^{1/2},
\]
hence, choosing \( L = C \), we deduce that \( m \in X \) and the map \( T \) is well defined. Moreover, using a similar argument as in Proposition 4.3 (relation (4.4)), we get that there exists a \( \tilde{C} > 0 \), independent of \( \varepsilon \), such that
\[
||m^\varepsilon||_{L^p} \leq \tilde{C},
\]
so, by weak convergence,
\[
||m||_{L^p(Q_T)} \leq \tilde{C}.
\]
Step 2: In order to apply Schauder’s theorem and show that $T$ has a fixed point, it suffices to show that $T$ is continuous. For that, let $(\mu_n)_{n \in \mathbb{N}}$ be a sequence in $X$ such that $\mu_n \to \mu$. We will show that $m_n = T(\mu_n) \to T(\mu) = m$. We argue along the lines of Theorem 4.4. Fix $\psi \in W^{1,\infty}(\Omega)$ with $||\psi||_{W^{1,\infty}} \leq 1$ and $s \in (t_0, T]$. By Proposition 3.4 of [1], there exists $\varphi^*_\varepsilon$ that solves

$$
\begin{cases}
-\partial_t \varphi^*_\varepsilon - \text{tr}(a(x)D^2 \varphi^*_\varepsilon) + H_p(x, Du_n) \cdot D \varphi^*_\varepsilon = 0, & \text{in } (t_0, s) \times \Omega_\varepsilon, \\
\varphi^*_\varepsilon(s) = \psi, & \text{in } \Omega, \\
\varphi^*_\varepsilon \cdot \nu(x)|_{\partial \Omega_\varepsilon} = 0,
\end{cases}
$$

such that $\varphi^*_\varepsilon \to \varphi^*_n$ in $C([t_0, s]; L^p(\Omega))$ as $\varepsilon \to 0$, where $\varphi^*_n$ is the weak solution to the equation

$$
\begin{cases}
-\partial_t \varphi^*_n - \text{tr}(a(x)D^2 \varphi^*_n) + H_p(x, f(t, x, \mu_n)) \cdot D \varphi^*_n = 0, & \text{in } (t_0, s) \times \Omega, \\
\varphi^*_n(s) = \psi, & \text{in } \Omega,
\end{cases}
$$

under (2.1). However, by Lemma 3.2, we have

$$
||\varphi^*_\varepsilon(t, x) - \varphi^*_n(w, y)|| \leq C||\psi||_{W^{1,\infty}}((t - w)^2 + |x - y|),
$$

where $C$ is independent of $\varepsilon$, due to Proposition 3.3. Thus, by Arzela-Ascoli, $\varphi^*_\varepsilon \to \varphi^*_n$ uniformly as $\varepsilon \to 0$ and

$$
\sup_{t \in [t_0, s]} ||\varphi^*_n(t, \cdot)||_{W^{1,\infty}} \leq C||\psi||_{W^{1,\infty}}. \quad (6.7)
$$

Set $\varphi^*_{n,k} := \varphi^*_n - \varphi^*_k$. This function satisfies

$$
\begin{cases}
-\partial_t \varphi^*_{n,k} - \text{tr}(a(x)D^2 \varphi^*_{n,k}) + H_p(x, f(t, x, \mu_k)) \cdot D \varphi^*_{n,k} = (H_p(x, f(t, x, \mu_k)) - H_p(x, f(t, x, \mu_n))) \cdot D \varphi^*_n, & \text{in } (t_0, T) \times \Omega, \\
\varphi^*_{n,k}(s) = 0, & \text{in } \Omega.
\end{cases}
$$

By Proposition 3.4 of [1], once again, we know that $\varphi^*_{n,k}$ can be obtained as a limit of $\varphi^*_{n,\varepsilon}$ solving the same equation in $\Omega_\varepsilon$ with Neumann conditions. Therefore, by Lemma 3.1, we get that there exists a constant $C > 0$, such that

$$
||\varphi^*_{n,k}||_{W^{1,\infty}(\Omega)} \leq C \sup_{t \in [t_0, T]} \left|\left|(H_p(x, f(t, x, \mu_k)) - H_p(x, f(t, x, \mu_n))) \cdot D \varphi^*_n\right|\right| \leq C \sup_{t \in [t_0, T]} d_1(\mu_n(t), \mu_k(t)),
$$

where in the last step we used (6.7) and the Lipschitz continuity of $H_p$ and $f$. Subtracting the weak formulations for $T(\mu_n) = m_n$ and $T(\mu_k) = m_k$ we thus get

$$
\int_\Omega \psi(x)(m_n(s) - m_k(s))dx = \int_\Omega (\varphi^*_n(t_0, x) - \varphi^*_k(t_0, x))m_0dx \overset{(6.8)}{=} C \sup_{t \in [t_0, T]} d_1(\mu_n(t), \mu_k(t)).
$$

Therefore, taking supremum over $\psi$ and $s$,

$$
\sup_{s \in [t_0, T]} d_1(m_n(s), m_k(s)) \leq C \sup_{t \in [t_0, T]} d_1(\mu_n(t), \mu_k(t)).
$$
We deduce that \((m_n)_{n \in \mathbb{N}}\) is Cauchy and hence it converges. In addition, due to (6.6), 
\((m_n)_{n \in \mathbb{N}}\) converges weakly in \(L^p\), up to a subsequence, to the same limit. We conclude that 
\((m_n)_{n \in \mathbb{N}}\) converges to a solution of (6.4), in the sense of Definition 4.1, and hence, 
by uniqueness, it converges to \(m = T(\mu)\).

**Step 3:** We finally prove that \(m\), the fixed point of \(T\), is in \(C^{1+\frac{\alpha}{2},2+\alpha}\). Indeed, since 
\(m \in X\), we know that \(f(\cdot, x, m(\cdot))\) is at least of class \(C^{\frac{\alpha}{2}}\). It follows as in Theorem 4.4 
(Step 2), that \(m^\varepsilon\), solving (6.5) for \(\mu = m\), is of class \(C^{1+\frac{\alpha}{2},2+\alpha}(Q_T^\varepsilon)\) with a uniform in 
\(\varepsilon \in C^{1+\frac{\alpha}{2},2+\alpha}\)-bound. Therefore, by Arzela-Ascoli, \(m^\varepsilon \to m\) locally uniformly in \(C^{1,2}\) and 
\(m \in C^{1+\frac{\alpha}{2},2+\alpha}\). The proof is complete. \(\square\)

We are now ready to prove the uniqueness (**Theorem 1.2**):

**Proof.** Suppose that \(m_0\) is smooth with compact support. Let \(V\) be another classical 
solution of \(\text{ME}\) and let \(\tilde{m} \in C^{1+\frac{\alpha}{2},2+\alpha}\) be a solution to the problem
\[
\begin{aligned}
\partial_t \tilde{m} - \text{div}(a(x)Dm) - \text{div}
\left(m(H_p(x, D_x V(t, x, m)) + b(x))\right) &= 0, \quad \text{in } [t_0, T] \times \Omega, \\
m(t_0) &= m_0,
\end{aligned}
\]
given by Lemma 6.3.

Set \(\tilde{u}(t, x) = V(t, x, \tilde{m}(t))\). Using the chain rule and Lemma 6.2, we can do the following calculation
\[
\begin{aligned}
\partial_t \tilde{u}(t, x) &= \partial_t V(t, x, \tilde{m}(t)) + \int_\Omega \frac{\delta V}{\delta m}(t, x, \tilde{m}(t), \cdot) \partial_t \tilde{m}(t) \, dy \\
&= \partial_t V(t, x, \tilde{m}(t)) + \int_\Omega \text{tr}(a(y)D_y D_m V(t, x, \tilde{m}(t), y)) \tilde{m}(t) \, dy \\
&\quad - \int_\Omega D_m V(t, x, \tilde{m}(t), y) \cdot H_p(y, D_x V(t, y, \tilde{m})) \tilde{m}(t) \, dy.
\end{aligned}
\]

Recalling that \(V\) satisfies the \(\text{ME}\), we find
\[
\begin{aligned}
\partial_t \tilde{u}(t, x) &= -\text{tr}(a(x)D^2_x V(t, x, \tilde{m}(t))) + H(x, D_x V(t, x, \tilde{m}(t)) - F(x, \tilde{m}(t)) \\
&= -\text{tr}(a(x)D^2 \tilde{u}(t, x)) + H(x, D \tilde{u}(t, x)) - F(x, \tilde{m}(t)).
\end{aligned}
\]

We conclude that \((\tilde{u}, \tilde{m})\) solves, in the sense of Proposition 4.2, the \((\text{MFG})\) system 
with initial conditions \((t_0, m_0)\). By uniqueness (Lemma 4.6), we deduce that \(u = \tilde{u}\) and 
\(m = \tilde{m}\), hence \(U(t_0, \cdot, m_0) = V(t_0, \cdot, m_0)\) for every \(m_0\) smooth with compact support. 
It follows, by a density argument, that \(U = V\). The proof is complete. \(\square\)

### 7. The Convergence Problem

In this section, we establish a connection between the \(\text{ME}\) and the asymptotic behaviour of the \(N\)–player differential game as \(N \to +\infty\).
7.1. **The Nash System.** Before we proceed with the main results we need to establish the well-posedness of the Nash system (1.3) over $\Omega^N$, where we assume (2.1) near the boundary. Namely,

**Theorem 7.1.** Assume Hypotheses 2.3. Then, the following system, $1 \leq i \leq N$, has a unique classical solution.

\[
\begin{aligned}
-\partial_t v_i^{N,\epsilon} &- \sum_j \text{tr}(a(x_j)D^2_{x_j} v_i^{N,\epsilon}(t, x)) + H(x_i, D_{x_i} v_i^{N,\epsilon}(t, x)) \\
&+ \sum_{j \neq i} H_p(x_j, D_{x_j} v_j^{N}(t, x)) \cdot D_{x_j} v_i^{N,\epsilon}(t, x) = F(x_i, m_x^{N,i}), \text{ in } [0, T] \times \Omega^N, \\
v_i^{N,\epsilon}(T, x) &= G(x_i, m_x^{N,i}) \quad \text{in } \Omega^N. 
\end{aligned}
\] (7.1)

**Proof.** Indeed, consider the Nash system for the $N$-player game with Neumann conditions over $\Omega_{\epsilon}$. It takes the form

\[
\begin{aligned}
-\partial_t v_i^{N,\epsilon} &- \sum_j \text{tr}(a(x_j)D^2_{x_j} v_i^{N,\epsilon}(t, x)) + H(x_i, D_{x_i} v_i^{N,\epsilon}(t, x)) \\
&+ \sum_{j \neq i} H_p(x_j, D_{x_j} v_j^{N}(t, x)) \cdot D_{x_j} v_i^{N,\epsilon}(t, x) = F(x_i, m_x^{N,i}), \text{ in } (0, T) \times \Omega^N, \\
v_i^{N,\epsilon}(T, x) &= G(x_i, m_x^{N,i}) - g_{\epsilon,i}(x), \\
a(x_j)D_{x_j} v_i^{N,\epsilon}(t, x) \cdot \nu(x_j)|_{x_j \in \partial \Omega_{\epsilon}} = 0, \text{ for all } j \in \{1, 2, ..., N\}
\end{aligned}
\]

where $g_{\epsilon,i}(x) = N_{\epsilon}(G(\cdot, m_x^{N,i})(x)$ ensures that the compatibility conditions hold. By results from [4], this system has a unique solution in $C^{1,2}(Q_T^\epsilon)$ and, in particular, this solution satisfies a uniform $C^{1+\frac{\alpha}{2},2+\alpha}$ estimate (Theorem V 7.4 in [4] and remark after Theorem VII 7.1 in [4])

\[
\|v_i^{N,\epsilon}\|_{C^{1+\frac{\alpha}{2},2+\alpha}} \leq C, \text{ in } \Omega_{\epsilon},
\]

where $C$ is independent of $\epsilon$, but depends on $N$. Therefore, by Arzela-Ascoli, there exists a subsequence such that

\[
v_i^{N,\epsilon} \rightarrow v_i^N \text{ locally uniformly in } C^{1,2} \text{ as } \epsilon \rightarrow 0.
\]

By passing to the limit, it is easy to see that $v_i^N$, $i = 1, 2, ..., N$, is a classical solution to (7.1). Uniqueness follows using the same technique as in Theorem V 6.1 in [4]. \qed

7.2. **Finite dimensional projections and their properties.** For $N \geq 2$ and $1 \leq i \leq N$, we define

\[
u_i^N(t, x) := U(t, x_i, m_x^{N,i}),
\]

where $m_x^{N,i}$ is the empirical distribution of the players $j \neq i$. From the regularity properties of $U$, we know that $u_i^N(t, x) \in C^{1,2+\alpha}$. The following proposition illustrates the connection between the derivatives of $u_i^N(t, x)$ and the derivatives of $U$. 
Proposition 7.2. For all \( j \neq i \), the following formulas hold:
\[
\begin{align*}
D_{x_j} u_i^N(t, x) &= \frac{1}{N-1} D_m U(t, x, m_i^N, x_j), \\
D_{x_i,x_j} u_i^N(t, x) &= \frac{1}{N-1} D_x D_m U(t, x, m_i^N, x_j), \\
\left| D_{x_i,x_j} u_i^N(t, x) - \frac{1}{N-1} D_y D_m U(t, x, m_i^N, x_j) \right| &\leq \frac{C}{N^2}.
\end{align*}
\]

Proof. Having the relations in Theorem 5.14 in our disposal, the proof is a trivial adaptation of the proof of Proposition 4.1 of [16]. \( \square \)

Now, we are ready to prove that \( u_i^N(t, x), i = 1, 2, ..., N \) is “almost” a solution to the Nash system (7.1), through its connection to the ME.

Theorem 7.3. Assume Hypotheses 2.3 hold. Then, \( u_i^N(t, x) \) satisfies the following equation:
\[
\begin{align*}
-\partial_t u_i^N - \sum_j tr(a(x_j) D_{x_j,x_j} u_i^N(t, x)) + H(x_i, D_x u_i^N(t, x)) + \sum_{j \neq i} H_p(x_j, D_x u_j^N(t, x)) \cdot D_{x_j} u_i^N(t, x) &= F(x_i, m_i^N) + r_i^N(t, x), \\
\text{in } [0, T] \times \Omega^N,
\end{align*}
\]

where \( r_i^N \in L^\infty \) with \( \|r_i^N\|_{\infty} \leq \frac{C}{N} \).

Proof. Since \( u_i^N(t, x) := U(t, x, m_i^N) \), we evaluate the ME -satisfied by \( U \)- at \( (t, x_i, m_i^N) \) and we find
\[
-\partial_t u_i^N - \text{tr}(a(x_i) D_{x_i,x_i} u_i^N) + H(x_i, D_x u_i^N) - \int_{\Omega} \text{tr}(a(y) D_y D_m U(t, x_i, m_i^N, y) ) dm_i^N(y) \\
+ \frac{1}{N-1} \sum_{j \neq i} H_p(x_j, D_x U(t, x_j, m_i^N, y)) \cdot D_m U(t, x_i, m_i^N, y) = F(x_i, m_i^N).
\]

Using the derivative formulas from Proposition 7.2 on the fifth and the third term from the left-hand side, the result follows. \( \square \)

7.3. Convergence Results. Let \( v_i^N, 1 \leq i \leq N \), be the solution to (7.1) for the \( N \)-player differential game. By definition and the symmetry of (7.1), the functions \( u_i^N \) and \( v_i^N \) are symmetrical, that is, there exist two functions \( U^N \) and \( V^N : \Omega \times \Omega^{N-1} \rightarrow \mathbb{R} \), which are invariant under all permutations of the last \( N-1 \) coordinates and
\[
\begin{align*}
u_i^N(t, x) &= U^N(x_i, (x_1, ...x_{i-1}, x_{i+1}, ...x_N)), \\
v_i^N(t, x) &= V^N(x_i, (x_1, ...x_{i-1}, x_{i+1}, ...x_N)).
\end{align*}
\]
Let us fix $t_0 \in [0, T)$, $m_0 \in \mathcal{P}(\Omega)$ and $Z = (Z^i)_i$ an i.i.d family of $N$ random variables of law $m_0$. The convergence results rely on the comparison of $v^N_i$ and $u^N_i$ along the trajectories defined by the following systems of SDEs:

$$
\begin{aligned}
&dY^i_t = -H_p(Y^i_t, D_x v^N_i(t, Y_t)) dt + \sqrt{2} \sigma(Y^i_t) dB^i_t,
&Y^i_{t_0} = Z_i
\end{aligned}
$$

and

$$
\begin{aligned}
&dX^i_t = -H_p(X^i_t, D_x u^N_i(t, X_t)) dt + \sqrt{2} \sigma(X^i_t) dB^i_t,
&Y^i_{t_0} = Z_i.
\end{aligned}
$$

The following theorem is true.

**Theorem 7.4.** Suppose Hypotheses 2.3 are satisfied. Then, for any $1 \leq i \leq N$, we have

$$
E \left[ \int_{t_0}^T |D_x v^N_i(t, Y_t) - D_x u^N_i(t, Y_t)|^2 dt \right] \leq \frac{C}{N^2}.
$$

Moreover, $\mathbb{P}$-a.s,

$$
|u^N_i(t_0, Z) - v^N_i(t_0, Z)| \leq \frac{C}{N}.
$$

**Proof.** The proof goes along the lines of the proof of Theorem 6.2.1 in [5], so we only provide a sketch. We define the processes

$$
U^N_{t,i} := u^N_i(t, Y_t) \quad \text{and} \quad V^N_{t,i} := v^N_i(t, Y_t)
$$

with the notation $U^N_{t,i,j} := D_x U^N_{t,i}$ and $V^N_{t,i,j} := D_x V^N_{t,i}$. We use Itô’s formula to the process $(U^N_{t,i} - V^N_{t,i})^2$. Integrating and using Grönwall’s lemma gives

$$
\sup_{t \in [t_0, T]} \left[ \sum_{i=1}^N E[Z([U^N_{t,i} - V^N_{t,i}]^2)] \right] + \sum_{i=1}^N E[Z \left[ \int_{t_0}^T |DU^N_{t,i,i} - DV^N_{t,i,i}|^2 dt \right] \leq \frac{C}{N}
$$

and

$$
\sup_{t \in [t_0, T]} E[Z([U^N_{t,i} - V^N_{t,i}]^2)] + E[Z \left[ \int_{t}^T |DU^N_{t,i,i} - DV^N_{t,i,i}|^2 ds \right] \leq \frac{C}{N^2}.
$$

(7.2)

Evaluating the term in the sup at $t = t_0$, we prove the second inequality. Taking the integral at $t_0$, proves the first inequality. \qed

Using these inequalities, the proof of Theorem 1.3 is a trivial adaptation of the proof of Theorem 2.4.8 in [5].

Finally, we prove Theorem 1.4, which concerns the convergence of the trajectories.
Proof. Note that
\[
(X^i_t - Y^i_t)^2 \leq \left( \int_0^t (H_p(s, X^i_s, D_x i u^{N,i}(s, X_s)) - H_p(s, Y^i_s, D_x i u^{N,i}(s, Y_s))) ds \right)^2 \\
+ \left( \int_0^t \sqrt{2} \left( \sigma(X^i_s) - \sigma(Y^i_s) \right) dB^i_s \right)^2.
\]
Since $H_p$ is Lipschitz and $U$ is regular, using Proposition 7.2 we have
\[
(X^i_t - Y^i_t)^2 \leq C \left( \int_0^t \left( |X^i_s - Y^i_s| + \frac{1}{N} \sum_{j \neq i} |X^j_s - Y^i_s| \right) ds \right)^2 \\
+ C \left( \int_0^t (H_p(s, Y^i_s, D_x i u^{N,i}(s, Y_s))) - H_p(s, Y^i_s, D_x i u^{N,i}(s, Y_s))) ds \right)^2 \\
+ \left( \int_0^t \sqrt{2} \left( \sigma(X^i_s) - \sigma(Y^i_s) \right) dB^i_s \right)^2.
\]
We now take the conditional expectation over $Z$.
\[
\mathbb{E}^Z[(X^i_t - Y^i_t)^2] \leq C \left( \int_0^t \mathbb{E}^Z[|X^i_s - Y^i_s|^2] + \frac{1}{N} \sum_{j \neq i} \mathbb{E}^Z[|X^j_s - Y^i_s|^2] \right) ds \\
+ \mathbb{E}^Z \left[ \int_0^T |DU^N_{s,i} - DV^{N,i}_{s,i}|^2 ds \right] + \mathbb{E}^Z \left[ \left( \int_0^t \sqrt{2} \left( \sigma(X^i_s) - \sigma(Y^i_s) \right) dB^i_s \right)^2 \right]. \tag{7.3}
\]
From the Itô isometry and the Lipschitz assumption on $\sigma$, we get
\[
\mathbb{E}^Z \left[ \left( \int_0^t \sqrt{2} (\sigma(X^i_s) - \sigma(Y^i_s)) dB^i_s \right)^2 \right] = \mathbb{E}^Z \left[ \int_0^t 2(\sigma(X^i_s) - \sigma(Y^i_s))^2 ds \right] \\
\leq C \int_0^t \mathbb{E}^Z[(X^i_s - Y^i_s)^2] ds.
\]
We now plug this in (7.3), sum over $i = 1, 2, ..., N$ and use (7.2). An application of Grönwall’s lemma implies
\[
\sup_{t \in [0,T]} \sum_{i=1}^N \mathbb{E}^Z[(X^i_t - Y^i_t)^2] \leq \frac{C}{N}.
\]
Inserting this in (7.3) and using (7.2) once again, Grönwall’s lemma implies the result. \qed
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