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Abstract

We consider a version of Gamow’s liquid drop model with a short range attractive perimeter-penalizing potential and a long-range Coulomb interaction of a uniformly charged mass in $\mathbb{R}^3$. Here we constrain ourselves to minimizing among the class of shapes that are columnar, i.e., constant in one spatial direction. Using the standard perimeter in the energy would lead to non-existence for any prescribed cross-sectional area due to the infinite mass in the constant spatial direction. In order to overcome this issue we use a connected perimeter instead. We prove existence of minimizers for this connected isoperimetric problem with long-range interaction and study the shapes of minimizers in the small and large cross section regimes. For an intermediate regime we use an Ohta–Kawasaki phase field model with connectedness constraint to study the shapes of minimizers numerically.
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1. Introduction

In this article we study an isoperimetric problem with an added long-range repulsive term in two space dimensions. The repulsive term can be seen as the interaction energy of a uniformly charged mass, when restricted to columnar states, i.e., for a given set $E \subset \mathbb{R}^2$, the charged mass is given as $\{(x_1, x_2, x_3) \subset \mathbb{R}^3 : (x_1, x_2) \in E, x_3 \in \mathbb{R}\}$. This leads to a logarithmic interaction kernel.

The study of charged droplets is commonly referred to as Gamow’s liquid drop model [Gam30], originally devised for an explanation of the mass defect curve, i.e., the dependence of difference between the mass of an atomic nucleus and the mass of its constituent particles on the number of constituent particles. The model consists of a competition between a short range attractive, perimeter type, and long range repulsive, Coulombic, potential. The model also proved very successful for the prediction of nuclear fission as an instability of spherical nuclei under perturbations of their shape. For an overview of the model, its history, and related current mathematical progress, see [CMT17].

In many cases, the aforementioned competition between attractive and repulsive potentials leads to existence of minimizers up to a critical mass (which then are usually spherical), and nonexistence thereafter (since, when breakup into more than one piece is energetically expedient, these pieces can further reduce the interaction energy by increasing their distance) [KMN16, KM13, KM14, BC14, Jul14, MNR18]. Nonexistence for larger masses can of course be prevented by considering droplets confined to bounded domains [CS13] or background potentials, where breakup or loss of existence may again depend on the relative strengths of the confining and repulsive potentials [ABCT19, LO14].

In our setting, due to the restriction to columnar sets and a full Coulombic interaction, we are faced with nonexistence of minimizers for any prescribed area of a two-dimensional slice $E$ when considering a standard perimeter, as the resulting logarithmic potential always makes it energetically advantageous to split the mass and move the resulting pieces far away from each other. Instead of introducing a background potential, however, we opt for a different avenue to restore existence of minimizers, also pursued in [DMNP19]: we replace the standard perimeter with a ‘connected perimeter’, which can be briefly described by the relaxation of the perimeter of a connected, $L^1$-approximating set. For a precise statement on the setting, see section 2. We note that this connected perimeter is a concept restricted to two space dimensions, in higher dimensions it simply coincides with the standard perimeter.

To conform with the common language in the mathematics literature concerning such charged mass models, we will, in the following, refer to the prescribed area of a two-dimensional slice as the ‘mass’ in the problem—this is a slight abuse of nomenclature, as it is in fact a mass density when considering the associated three-dimensional problem. Furthermore, even though we are talking about a minimization problem which is effectively two-dimensional, we will refer to the sets $E$ as charged ‘droplets’.

This connected perimeter used here was introduced in [DMNP19]. A phase-field variant of the connected perimeter was developed in [DNWW19].

Our main analytic results are the following.

(a) Minimizers exist for any mass. This part, in section 3.1, follows closely the arguments in [DMNP19].

(b) A charged droplet of small mass aggregates in a disk. We call this the perimeter-dominated regime since minimization of surface tension drives the behavior. Our connectedness constraint does not influence the local behavior in this regime—it does, however, remove the global minimizer of droplets disappearing at infinity in opposite directions. The analysis
is conducted in section 3.2 and the precise result is stated in theorem 3.8. The main difficulty here is that the connected perimeter does not directly yield sufficient regularity for minimizers to study the Euler–Lagrange-equation of the energy.

(c) Charged drops of large mass organize in long and thin objects. We call this the repulsion-dominated regime. This regime is considered in section 3.3. Precise statements are given in theorems 3.10 and 3.11, together with an asymptotic expansion of the minimal energy in terms of problem parameters in theorem 3.9.

To study the intermediate regime, we use an efficient numerical method to find shapes of minimizing configurations in numerical simulations using an Ohta–Kawasaki phase-field approximation of our problem, including the connectedness constraint. The phase-field simulations of course take place on bounded domains (with Neumann boundary conditions), so some aspects of confinement as well as further changes when requiring simple-connectedness are studied there as well.

The article is structured as follows. A rigorous introduction to the problem is given in section 2. We present analytic results concerning existence and shapes of minimizers of our functional in section 3, before developing the phase-field approach and discussing numerical results in section 4. Finally, section 5 provides a conclusion and some outlook.

2. Preliminaries

We study the variational problems associated with the energy functionals

\begin{align*}
F_C^\lambda(E) &:= \mathcal{P}_C(E) + \lambda \int_{E \times E} \log \left( \frac{1}{|x - y|} \right) \, dx \, dy, \\
F_S^\lambda(E) &:= \mathcal{P}_S(E) + \lambda \int_{E \times E} \log \left( \frac{1}{|x - y|} \right) \, dx \, dy,
\end{align*}

defined on measurable sets $E \subset \mathbb{R}^2$ with volume/mass $|E| = m > 0$ and $\lambda > 0$ is a parameter. Here $\mathcal{P}_C$ and $\mathcal{P}_S$ describe the connected and the simply connected perimeter of the set $E$ defined by

\begin{align*}
\mathcal{P}_C(E) &= \inf \left\{ \liminf_{n \to \infty} P(E_n) \mid E_n \to E \text{ in } L^1, E_n \text{ connected and } C^\infty - \text{smooth} \right\}, \\
\mathcal{P}_S(E) &= \inf \left\{ \liminf_{n \to \infty} P(E_n) \mid E_n \to E \text{ in } L^1, E_n \text{ simply connected and } C^\infty - \text{smooth} \right\},
\end{align*}

where $P(\cdot)$ is the usual perimeter of a set. It was shown recently [DMNP19], that for essentially bounded sets $E \subset \mathbb{R}^2$ such that $\partial E = \partial E$ modulo sets of zero $\mathcal{H}^1$-measure the identity

\[ \mathcal{P}_C(E) = P(E) + 2St(E), \]

holds, where $St(E)$ is the length of the Steiner tree of $E$, i.e.,

\[ St(E) = \inf \{ \mathcal{H}^1(K) \mid E \cup K \text{ connected} \}. \]

Above, $\mathcal{H}^1$ denotes the one-dimensional Hausdorff measure on $\mathbb{R}^2$ and $\partial E$ is the essential boundary of $E$, see definition 3.60 in [AFP00]. For the existence of Steiner trees, their properties and regularity see [PS13].
In the following, we consider the minimization problem

$$\min_{E \subset \mathbb{R}^2, \quad |E| = m} \mathcal{F}_c^\lambda(E).$$  \hspace{1cm} (2.3)

We prove that minimizers exist for all $m > 0$ and all $\lambda > 0$ and describe the shape of such minimizers for small masses $m$ and small parameters $\lambda$, and large masses $m$ and large parameters $\lambda$, respectively.

**Remark 2.1.** We note that due to the unboundedness of the logarithmic potential, the functional $\mathcal{P}(E) + \lambda \int_{E \times E} \log \left( \frac{1}{|x-y|} \right) \, dx \, dy$ on $\mathbb{R}^2$ does not admit minimizers for any $\lambda > 0$ and any prescribed mass. Usage of the connected perimeter is therefore necessary for the arguments below.

### 3. Analytical results

#### 3.1. Existence of minimizers

We prove the existence of solutions of the problem in (2.3) for all masses $m > 0$ and all $\lambda > 0$. This section follows the proof in [DMNP19], where the nonlocal part of the energy was given by

$$\int_{E \times E} \frac{1}{|x-y|^\alpha} \, dx \, dy,$$

with some $\alpha \in (0, 2)$. In [DMNP19], the singularity at the origin is stronger, leading to a stronger local repulsion. On the other hand, the power law interaction decays to zero at infinity while the logarithm of inverse distance approaches negative infinity. This leads to a stronger non-local ‘attraction from infinity’ in our model. While both interaction models drive sets to be more ‘spread out’, the precise mechanisms are different.

To adapt the proof from theorem 5.2 in [DMNP19] to our case we first state the following simple proposition.

**Proposition 3.1.** For $m > 0$, $R > 0$ we have

$$\inf_{E \subset B_R(0), \quad |E| = m} \lambda \int_{E \times E} \log \left( \frac{1}{|x-y|} \right) \, dx \, dy \geq -m^2 \lambda \log(diam E)$$

$$\geq -m^2 \lambda \log(2R).$$

**Proof.** The inequality follows from basic estimates on the logarithm and the diameter. \qed

**Remark 3.2.** Here and below we denote the diameter of a measurable set $E$ as

$$\text{diam}(E) = \sup \{|x-y| : |E \cap B_r(x)|, |E \cap B_r(y)| > 0 \quad \forall \ r > 0\}.$$

As usual, $B_R(x)$ denotes the ball of radius $R$ around a point $x$, in our case always in $\mathbb{R}^2$.

We also require a continuity result, analogous to [DMNP19, lemma 5.1].

**Lemma 3.3.** Let $R > 0$ and let $E_n$ be a sequence of sets such that

$$E_n \subseteq B_R(0), \quad \chi_{E_n} \to \chi_E \quad \text{in } L^1(B_R(0)).$$
Then
\[
\int \int_{E_n \times E_n} \log \left( \frac{1}{|x - y|} \right) \, dx \, dy \rightarrow \int \int_{E \times E} \log \left( \frac{1}{|x - y|} \right) \, dx \, dy.
\]

**Proof.** The logarithm of inverse distance is integrable on $B_R(0) \times B_R(0)$, so the result follows from the dominated convergence theorem. □

This allows to prove the statement ensuring existence of minimizers for any mass.

**Theorem 3.4.** For all $m > 0$ and all $\lambda > 0$ the minimization problems

\[
\min \left\{ \mathcal{F}^C(E) + \lambda \int \int_{E \times E} \log \left( \frac{1}{|x - y|} \right) \, dx \, dy \mid E \subset \mathbb{R}^2 \text{ measurable, } |E| = m \right\}, \tag{3.1}
\]

\[
\min \left\{ \mathcal{F}^S(E) + \lambda \int \int_{E \times E} \log \left( \frac{1}{|x - y|} \right) \, dx \, dy \mid E \subset \mathbb{R}^2 \text{ measurable, } |E| = m \right\}, \tag{3.2}
\]

for $\mathcal{F}^C$ and $\mathcal{F}^S$, respectively, admit solutions. Furthermore, there exists a constant $C > 0$, depending only on $m$ and $\lambda$, so that any solution $E$ to the minimization problem above satisfies $\text{diam}(E) < C$.

**Proof.** We consider the case of $\mathcal{F}^C$, the proof for $\mathcal{F}^S$ proceeds analogously.

Before proceeding we mention that for any connected set $E$ of finite perimeter, we have

\[
2 \text{diam}(E) \leq P(E), \tag{3.3}
\]

and thus obtain, using proposition 3.1,

\[
\mathcal{F}^C(E) \geq 2 \text{diam}(E) - \lambda m^2 \log(\text{diam}(E)) \geq \min_{r > 0} (2r - \lambda m^2 \log(r)) > -\infty. \tag{3.4}
\]

Let now $E_n$ be a minimizing sequence for the problem in (3.1) with $|E_n| = m < \infty$. We immediately obtain from (3.4) that $\sup_n \text{diam}(E_n) < C(m, \lambda)$. Using the translation invariance of $\mathcal{F}^C$, we may thus assume that there exists $R > 0$ such that $E_n \subset B_R(0)$ for all $n \in \mathbb{N}$, modulo Lebesgue null sets. The usual compactness of sets of finite perimeter, together with lemma 3.3, yields the existence result. □

**Remark 3.5.** Note that by approximation, estimate (3.4) carries over to the minimizer, denoted by $E_{m, \lambda}$, so that

\[
\mathcal{F}^C(E_{m, \lambda}) \geq 2 \text{diam}(E_{m, \lambda}) - \lambda m^2 \log(\text{diam}(E_{m, \lambda})). \tag{3.5}
\]

**3.2. Shape of minimizers for small mass**

Now we consider the shape of solutions of (3.1) and (3.2) for small masses $m$ or small values of $\lambda > 0$ respectively. The goal of this section is to show that for small values $\lambda > 0$ or small masses $m > 0$ the unique solution of (3.1) and (3.2) is a disk.
We first note that, for a given set $E$ and $\mu > 0$, we have
\[
|\mu E| = \mu^2 |E|, \quad \overline{P}_C(\mu E) = \mu \overline{P}_C(E),
\]
since $\overline{P}_C$ scales like the perimeter functional, and
\[
\int\int_{\mu E \times \mu E} \log \left( \frac{1}{|x-y|} \right) \, dx \, dy = \int\int_{E \times E} \log \left( \frac{1}{|\mu x - \mu y|} \right) \mu^2 \, dx \, \mu^2 \, dy
\]
\[
= \mu^4 \int\int_{E \times E} \log \left( \frac{1}{|x-y|} \right) + \log \left( \frac{1}{\mu} \right) \, dx \, dy
\]
\[
= \mu^4 \int\int_{E \times E} \log \left( \frac{1}{|x-y|} \right) \, dx \, dy - \mu^4 \log(\mu) |E|^2.
\]

The last term on the right-hand side is independent of $E$ when $|E| = m$ is fixed. Thus the minimization problems
\[
\min_{\text{class of sets with mass } |E| = m} \overline{P}_C(E) + \lambda \int\int_{E \times E} \log \left( \frac{1}{|x-y|} \right) \, dx \, dy,
\]
in the class of sets with mass $|E| = m$ and
\[
\min_{\text{class of sets with mass } |E| = \pi} \sqrt{\frac{m}{\pi}} \left[ \overline{P}_C(E) + \lambda \left( \frac{m}{\pi} \right)^{3/2} \int\int_{E \times E} \log \left( \frac{1}{|x-y|} \right) \, dx \, dy \right],
\]
in the class of sets with mass $|E| = \pi$ are equivalent by rescaling with $\mu = \sqrt{\pi}$. We conclude that considering the small mass limit for fixed $\lambda$ and the small $\lambda$ limit for fixed mass are equivalent and thus confine ourselves to the case where the mass $|E| = m = \pi$ is fixed and $\lambda$ becomes small.

**Remark 3.6.** Of course, the scaling argument remains unchanged if $\overline{P}_C$ is replaced by the standard perimeter $P$.

We now consider the functional
\[
\mathcal{F}_\lambda(E) := P(E) + \lambda \int\int_{E \times E} \log \left( \frac{1}{|x-y|} \right) \, dx \, dy, \tag{3.6}
\]
and the constrained optimization problem
\[
\min \left\{ \mathcal{F}_\lambda(E) \mid E \subset \mathbb{R}^2 \text{ measurable}, |E| = \pi, E \subset B_\rho(0) \right\}, \tag{3.7}
\]
with $\rho > 2C(\pi, \lambda)$, the diameter bound from theorem 3.4. Existence of solutions for this problem immediately follows from standard existence theory of minimizers for lower semi-continuous functionals bounded from below. Notice also that, if $\lambda \in (0, \lambda_0)$, then the constant $C(\pi, \lambda)$ can be chosen depending only on $\lambda_0$. 
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Let now $E$ be a minimizer of $F^\lambda(E)$ in the class above and $E' \subset B_\rho(0)$ with $|E'| = \pi$. We then obtain
\[
\iint_{E \times E} \log \left( \frac{1}{|x - y|} \right) \, dx \, dy - \iint_{E' \times E'} \log \left( \frac{1}{|x - y|} \right) \, dx \, dy
\]
\[
= \iint_{\mathbb{R}^2 \times \mathbb{R}^2} \log \left( \frac{1}{|x - y|} \right) \chi_E(x)\chi_E(y) \, dx \, dy
\]
\[
- \iint_{\mathbb{R}^2 \times \mathbb{R}^2} \log \left( \frac{1}{|x - y|} \right) \chi_{E'}(x)\chi_{E'}(y) \, dx \, dy
\]
\[
= \iint_{\mathbb{R}^2 \times \mathbb{R}^2} \log \left( \frac{1}{|x - y|} \right) \chi_E(x)(\chi_E(y) - \chi_{E'}(y)) \, dx \, dy
\]
\[
+ \iint_{\mathbb{R}^2 \times \mathbb{R}^2} \log \left( \frac{1}{|x - y|} \right) \chi_{E'}(x)(\chi_{E'}(y) - \chi_{E'}(y)) \, dx \, dy. \tag{3.8}
\]
Taking now $\omega_1 = \log \left( \frac{1}{|x - y|} \right) * \chi_E$ and $\omega_2 = \log \left( \frac{1}{|x - y|} \right) * \chi_{E'}$ we can estimate
\[
\iint_{E \times E} \log \left( \frac{1}{|x - y|} \right) \, dx \, dy - \iint_{E' \times E'} \log \left( \frac{1}{|x - y|} \right) \, dx \, dy
\]
\[
\leq \int_{\mathbb{R}^2} \omega_1(y)(\chi_E(y) - \chi_{E'}(y)) \, dy + \int_{\mathbb{R}^2} \omega_2(y)(\chi_{E'}(y) - \chi_{E'}(y)) \, dy
\]
\[
\leq ||\omega_1||_{L^\infty(E \Delta E')} |E \Delta E'| + ||\omega_2||_{L^\infty(E \Delta E')} |E \Delta E'|. \tag{3.9}
\]
Finally using that $||\omega_1||_{L^\infty(E \Delta E')} \leq ||\omega_1||_{L^\infty(B_\rho(0))}$ and $||\omega_2||_{L^\infty(E \Delta E')} \leq ||\omega_2||_{L^\infty(B_\rho(0))}$ we have
\[
P(E) \leq P(E') + \left( ||\omega_1||_{L^\infty(B_\rho(0))} + ||\omega_2||_{L^\infty(B_\rho(0))} \right) |E \Delta E'| \leq P(E') + C|E \Delta E'|.
\]
Thus minimizers of $F^\lambda(\chi_E)$ are quasi-minimizers of the perimeter constrained to lie within a smooth set. It follows that for a solution $E$ of (3.7) the boundary $\partial E$ is of class $C^{1,1}$ [BM82, TAM84], see also [Mag12, chapter 26].

**Proposition 3.7.** There exists $\lambda_1$ such that, for all $\lambda \leq \lambda_1$ the unique solution of (3.7) up to translations is the unit disk.

**Proof.** Notice that the minimum problem (3.7) is equivalent to the problem
\[
\min \left\{ P(E) + \lambda \left( \int_{E \times E} g_\rho(x - y) \, dx \, dy \right) \middle| E \subset \mathbb{R}^2 \text{ measurable, } |E| = \pi, E \subset B_\rho \right\}, \tag{3.10}
\]
where
\[ g_\rho(x) := \begin{cases} \log \left( \frac{2\rho}{|x|} \right) & |x| \leq 2\rho, \\ 0 & |x| > 2\rho. \end{cases} \]

Observing that \( g_\rho \geq 0 \) and \( g_\rho \in L^1(\mathbb{R}^2) \), by [CFP20, theorem A] (see also [NP21, theorem 1.1]) it follows that, for \( \lambda \) small enough, the unit disk is the unique solution of (3.10), hence also of (3.7).

We can now use the above result to reach a conclusion for the connected perimeter, but without constraint.

**Theorem 3.8.** There exists \( \lambda_0 \) such that for all \( \lambda \leq \lambda_0 \) up to translations the unique minimizers of \( F^C_\lambda(E) \) and \( F^S_\lambda(E) \) are the unit disk.

**Proof.** We restrict ourselves to \( F^C_\lambda(E) \) as the result for \( F^S_\lambda(E) \) follows in the same manner and consider only \( \lambda < \lambda_1 \). Let again \( B_1 = B_1(x_0) \) with the barycenter \( x_0 \) of \( E \). As derived in theorem 3.4, minimizers \( E \) of \( F^C_\lambda(E) \) satisfy \( \text{diam}(E) \leq C \) with a uniform bound with \( C > 2 \) such that \( B_1 \subset B_2C \). So we may assume that up to translation we have \( E \subset B_2C(0) \). Now that
\[ P(E) \leq \mathcal{P}^C_\lambda(E), \]
for all \( E \subset B_2C(0) \) we have
\[ F^\lambda(B_1) \leq F^\lambda(E) \leq F^C_\lambda(E), \]
for all \( E \subset B_2C(0) \) by proposition 3.7. The assertion then follows from \( P(B_1) = \mathcal{P}^C_\lambda(B_1) \). \( \square \)

### 3.3. Shape of minimizers for large mass

In this section, we consider the large mass limit as the opposite extreme. We obtain the first two contributions to the energy expansion in the large mass limit. The shape of minimizers is described only coarsely, showing that their diameters scale weakly like \( \lambda \) and that they do not concentrate mass close to any point on scales significantly smaller than \( O(\lambda) \). It remains open whether they are convex, and how minimizers look in the intermediate regime. Denote
\[
eC(\lambda) := \min \left\{ F^\lambda_\lambda(E) | E \subseteq \mathbb{R}^2 \text{ measurable}, |E| = \pi \right\}, \tag{3.11}
eS(\lambda) := \min \left\{ F^S_\lambda(E) | E \subseteq \mathbb{R}^2 \text{ measurable}, |E| = \pi \right\}. \tag{3.12}
\]

**Theorem 3.9.** For large \( \lambda \), the expansions
\[
eC(\lambda) = -\pi^2 \lambda \log \left( \frac{\pi^2 \lambda}{2} \right) + eC(\lambda) \lambda + O(1)
eS(\lambda) = -\pi^2 \lambda \log \left( \frac{\pi^2 \lambda}{2} \right) + eS(\lambda) \lambda + O(1),
\]
hold for coefficient functions satisfying
\[
\pi^2 \leq eC, eS \leq 3\pi^2.
\]

**Proof.** Lower bound. We deduce from (3.5) that
\[
eC(\lambda) \geq \inf_{r > 0} \left[ 2r - \pi^2 \lambda \log(r) \right].
\]
The right-hand side is large for $r$ close to zero or very large, so a minimizing $r$ exists and satisfies

$$0 = \frac{d}{dr} \left[ 2r - \pi^2 \lambda \log(r) \right] = 2 - \frac{\pi^2 \lambda}{r} \quad \Rightarrow \quad r = \frac{\pi^2 \lambda}{2}.$$

It follows that

$$e_C(\lambda) \geq 2 \frac{\pi^2 \lambda}{2} - \pi^2 \lambda \log \left( \frac{\pi^2 \lambda}{2} \right) \geq \pi^2 \lambda \left[ 1 - \log \left( \frac{\pi^2 \lambda}{2} \right) \right].$$

**Upper bound.** Denote $E' = [0, r] \times [0, \pi r^{-1}]$. We compute

$$\mathcal{P}_C(E') = \mathcal{P}_S(E') = |E'| = 2r + 2\pi r^{-1},$$

and

$$\int_{E'} \int_{E'} \log \left( \frac{1}{|x-y|} \right) \, dx \, dy \leq \int_{E'} \int_{E'} \log \left( \frac{1}{|x_1 - y_1|} \right) \, dx_1 \, dy_1$$

$$= \frac{\pi^2}{r^2} \int_0^{r'} \int_0^{r'} \log \left( \frac{1}{|x_1 - y_1|} \right) \, dx_1 \, dy_1$$

$$\leq \frac{\pi^2}{r^2} \int_0^{r'} \int_0^{r'} \log \left( \frac{1}{|x_1 - r/2|} \right) \, dx_1 \, dy_1$$

$$= \frac{2\pi^2}{r} \int_0^{r/2} \log \left( \frac{1}{s} \right) \, ds$$

$$= -\frac{2\pi^2}{r} \left[ \log \left( \frac{r}{2} \right) - \frac{r}{2} + 0 \right]$$

$$= \pi^2 \left[ 1 - \log \left( \frac{r}{2} \right) \right].$$

Taking $r = \pi^2 \lambda$, we obtain

$$e_C(\lambda) \leq \mathcal{F}_C^2(E^{\pi^2 \lambda}) \leq 2\pi^2 \lambda + \frac{2}{\pi \lambda} + \pi^2 \lambda \left[ 1 - \log \left( \frac{\pi^2 \lambda}{2} \right) \right].$$

**Conclusion.** We have shown that

$$\pi^2 \lambda \left[ 1 - \log \left( \frac{\pi^2 \lambda}{2} \right) \right] \leq e_C(\lambda) \leq 2\pi^2 \lambda + \frac{2}{\pi \lambda} + \pi^2 \lambda \left[ 1 - \log \left( \frac{\pi^2 \lambda}{2} \right) \right].$$

The upper and lower bound differ by $2\pi^2 \lambda + \frac{2}{\lambda}$. 

The energy competitors we constructed were long, thin squares. To leading order, the only important property of the sequence was that most mass in the system has a distance of order $\lambda$ to the point $x$ for any $x \in E$. The precise distance is irrelevant since $\log(c \lambda) - \log \lambda = \log c \ll \log \lambda$ for large $\lambda$. The same scaling is expected for any sequence of sets with similar properties, for example annular regions with very similar (large) radii, or a union of several.
fattened line segments meeting at the origin. This zeroth order analysis therefore cannot provide more precise information on the shape of minimizers in the large mass regime.

We can, however, show that minimizers must be long and thin in a suitable sense. First, we show that the length of minimizers scales roughly like $\lambda$.

**Theorem 3.10.**

(a) Let $E^\lambda$ be a sequence of sets such that

$$\limsup_{\lambda \to \infty} \frac{\mathcal{F}_C^\lambda(E^\lambda)}{\lambda \log \lambda} \leq 0.$$ 

Then

$$\limsup_{\lambda \to \infty} \frac{\log(\text{diam}(E^\lambda)))}{\log \lambda} \leq 1.$$ 

(b) If

$$\limsup_{\lambda \to \infty} \frac{\mathcal{F}_C^\lambda(E^\lambda)}{\lambda \log \lambda} = -\frac{\pi^2}{2},$$

then

$$\lim_{\lambda \to \infty} \frac{\log(\text{diam}(E^\lambda)))}{\log \lambda} = 1.$$ 

**Proof.** Denote the diameter of $E^\lambda$ by $R_\lambda$. The intuition is as follows: if $R_\lambda \gg \lambda$, then the perimeter term becomes more expensive than the repulsion term can compensate for. On the other hand, if $R_\lambda \ll \lambda$, then we do not exploit the repulsion term fully.

**Step 1.** In this step we show that if $\mathcal{F}_C^\lambda(E^\lambda) \leq 0$ for all large enough $\lambda$, then

$$\limsup_{\lambda \to \infty} \frac{\log (R_\lambda)}{\log \lambda} \leq 1.$$ 

We pass to a subsequence in $\lambda$ which realizes the upper limit. Assume for the sake of contradiction that

$$1 < 1 + 2\sigma = \lim_{\lambda \to \infty} \frac{\log (R_\lambda)}{\log \lambda} \leq C < \infty,$$ 

for some $\sigma > 0$. Then

$$R_\lambda = e^{\log(R_\lambda)} \geq e^{(1+\sigma)\log \lambda} = \lambda^{1+\sigma},$$

for all sufficiently large $\lambda$, and thus by (3.5)

$$\mathcal{F}_C^\lambda(E^\lambda) \geq 2R_\lambda - \pi^2 \lambda \log(R_\lambda) \geq 2 \lambda^{1+\sigma} - C \lambda \log \lambda > 0,$$

for all sufficiently large $\lambda$. The assumption that the upper limit is finite can be removed by considering the splitting

$$R_\lambda = \frac{1}{\lambda^{(1+\sigma)/2}} R_\lambda^{\frac{\sigma}{2}} \geq R_\lambda^{(1+\sigma)/2} R_\lambda^{\frac{\sigma}{2}} \gg \lambda \log(R_\lambda).$$
Step 2. Assume now that
\[ \liminf_{\lambda \to \infty} \frac{\log(R_\lambda)}{\log \lambda} \leq 1 - 2\sigma < 1. \]

Again, we pass to a subsequence along which the lower limit is realized. Since \( E^\lambda \) is contained in a ball of radius \( R_\lambda \), by proposition 3.1 we have
\[
\int \int_{E^\lambda \times E^\lambda} \log \left( \frac{1}{|x - y|} \right) \, dx \, dy \geq -\pi^2 \log(R_\lambda) \geq -\pi^2 \log (\lambda^{1-\sigma})
\]
\[ = -\pi^2 (1 - \sigma) \log \lambda, \]
for all sufficiently large \( \lambda \), so
\[
\liminf_{\lambda \to \infty} \frac{\mathcal{F}(E^\lambda)}{\lambda \log \lambda} \geq \liminf_{\lambda \to \infty} \frac{1}{\log \lambda} \int \int_{E^\lambda \times E^\lambda} \log \left( \frac{1}{|x - y|} \right) \, dx \, dy
\]
\[ \geq -\pi^2 (1 - \sigma) > -\pi^2. \]

□

In the next theorem, we show that minimizing sets are thin in the sense that mass does not concentrate close to a single point on a scale significantly shorter than \( \lambda \).

**Theorem 3.11.** For \( \lambda > 0 \), let \( E^\lambda \) be a family of sets such that for every \( \lambda \) there exists a point \( x^\lambda \) such that
\[ |E^\lambda \cap B_{\lambda^\alpha}(x^\lambda)| \geq \hat{c}, \]
where \( \alpha \in (0, 1) \) and \( \hat{c} > 0 \) does not depend on \( \lambda \). Then
\[ \liminf_{\lambda \to \infty} \frac{\mathcal{F}(E^\lambda)}{\lambda \log \lambda} > -\pi^2. \]

**Proof.** Up to translation, we may assume that \( x^\lambda \equiv 0 \). We pass to a subsequence in \( \lambda \) such that
\[ \lim_{\lambda \to \infty} |E^\lambda \cap B_{\lambda^\alpha}| = \bar{c} > 0, \]
where we denote \( B_{\lambda^\alpha} = B_{\lambda^\alpha}(0) \). As before, abbreviate \( R_\lambda = \text{diam}(E^\lambda) \). We split
\[
\int \int_{E^\lambda \times E^\lambda} \log \left( \frac{1}{|x - y|} \right) \, dx \, dy = \int_{E^\lambda \cap B_{\lambda^\alpha}} \int_{E^\lambda \cap B_{\lambda^\alpha}} \log \left( \frac{1}{|x - y|} \right) \, dx \, dy
\]
\[ + 2 \int_{E^\lambda \cap B_{\lambda^\alpha}} \int_{E^\lambda \setminus B_{\lambda^\alpha}} \log \left( \frac{1}{|x - y|} \right) \, dx \, dy
\]
\[ + \int_{E^\lambda \setminus B_{\lambda^\alpha}} \int_{E^\lambda \setminus B_{\lambda^\alpha}} \log \left( \frac{1}{|x - y|} \right) \, dx \, dy
\]
\[ \geq -|E^\lambda \cap B_{\lambda^\alpha}|^2 \log (2\lambda^\alpha)
\]
using proposition 3.1 on the first term. Assume for the sake of contradiction that
\[
\lim_{\lambda \to \infty} \frac{\mathcal{F}_C^{\lambda}(E)}{\lambda \log \lambda} = -\pi^2.
\]
Using theorem 3.10, we find that
\[
\lim_{\lambda \to \infty} \frac{\log(R_\lambda)}{\log \lambda} = 1,
\]
so
\[
\liminf_{\lambda \to \infty} \frac{1}{\lambda \log \lambda} \int \int_{E^{\lambda} \setminus E^{\lambda}_\alpha} \log \left( \frac{1}{|x-y|} \right) \, dx \, dy \geq -\varepsilon^2 \alpha - 2(\pi - \bar{c}) \bar{c} - (\pi - \bar{c})^2 > -\pi^2.
\]
We have thus reached a contradiction. \[\square\]

So a minimizing sequence for \(\mathcal{F}_C^{\lambda}\) has to be increasingly ‘spread out’ and cannot concentrate positive mass close to a single point \(x_\lambda\) on any scale \(\lambda^\alpha\) for \(\alpha < 1\).

Note that the arguments above are specific to the plane, and that the analysis changes entirely if the sets \(E\) are confined to a bounded domain \(\Omega\) or a compact manifold, e.g., a sphere or a flat torus. On such domains, the Green’s function for the Laplacian is bounded from below and ‘spreading out’ is no longer an option. Understanding minimizers analytically no longer seems possible in this regime.

4. Numerical implementation

In the following, we discuss a numerical approach to finding minimizers in the intermediate regime where \(\lambda\) is neither small nor large, or where \(E\) is confined to a set of finite diameter. In many cases, confinement to a domain is a feature of the problem. To approximate minimization in the plane, we can minimize \(E\) among sets confined to a large set \(\Omega\). If the confinement is to be neglected, the diameter of \(\Omega\) has to scale linearly with \(\lambda\).

4.1. Variational problem and gradient flow

To describe the functionals from (2.1) and (2.2) in a diffuse interface approach suitable for numerical treatment, we consider the Ohta–Kawasaki free energy functional, first mentioned in [OK86],
\[
\mathcal{F}_e^\lambda(u) = \frac{1}{c_0} \int_{\Omega} \frac{1}{2} \| \nabla u \|^2 + \frac{1}{\varepsilon} W(u) \, dx + \frac{\lambda}{2} \int_{\Omega} (u - \bar{m})(-\Delta)^{-1}(u - \bar{m}) \, dx,
\]
where it is \(u \in H^1(\Omega)\) and we set
\[
\bar{m} = \frac{1}{|\Omega|} \int_{\Omega} u \, dx, \quad W(s) = \frac{1}{4} s^2 (s - 1)^2, \quad \text{and} \quad c_0 = \frac{1}{6\sqrt{2}}.
\]
As usual, the small parameter \(\varepsilon > 0\) takes the role of diffuse interface width and \(\Omega\) is a bounded domain. At least formally, \(\mathcal{F}_e^\lambda\) is an approximation of \(\mathcal{F}^\lambda\) from section 3.2, when one neglects
the influence of the boundary on the electrostatic potential—and therefore simply obtains a logarithmic potential. We note that by the results in [GMS13, GMS14, RW00, vdBW17], some of this correspondence can be made rigorous in appropriate scaling regimes. The study of the Ohta–Kawasaki functional, however, also has independent merit.

To give the inverse of the Laplacian a proper meaning we incorporate Neumann boundary conditions and define the operator

\[ \Delta - \frac{1}{N} \]

such that the \( H^{-1}(\Omega) \)-inner product can be described in one of the equivalent forms

\[
\langle w, v \rangle_{H^{-1}(\Omega)} := \begin{cases}
(-\Delta^{-1}_N w, v) \\
\left( -\Delta \left( \frac{1}{2} w, (-\Delta)^{-\frac{1}{2}} v \right) \right) \\
(w, -\Delta^{-1}_N v)
\end{cases} \quad \forall \ v, w \in H^1_\lambda(\Omega),
\]

where \(-\Delta^{-1}_N v = g\) means that \(-\Delta g = v\) with \( g \in H^1_\lambda(\Omega) \) and \( \frac{\partial g}{\partial \eta} \big|_{\partial \Omega} = 0 \) with the outer unit normal \( \eta \) on \( \partial \Omega \). These \( H^1_\lambda(\Omega) \) is given by

\[
H^1_\lambda(\Omega) = \left\{ u \in H^1(\Omega) \left| \int_\Omega u \, dx = 0 \right. \right\}.
\]

Thus we may rewrite the functional in (4.1) and consider

\[
\mathcal{F}_\lambda^\epsilon(u) = \frac{1}{c_0} \int_\Omega \frac{\epsilon}{2} |\nabla u|^2 + \frac{1}{\epsilon} W(u) \, dx + \frac{\lambda}{2} \| u - \bar{m} \|_{H^{-1}(\Omega)}^2.
\]

Doing so, we can formulate the gradient flow of the functional in (4.1) as

\[
\langle \partial_t u, \phi \rangle_{H^{-1}(\Omega)} = -\delta_{u, \phi} \mathcal{F}_\lambda^\epsilon(u) \forall \phi \in H^1_\lambda(\Omega),
\]

with the first variation \( \delta_{u, \phi} \mathcal{F}_\lambda^\epsilon(u) \) in \( u \) in the direction of \( \phi \). This yields

\[
\langle \partial_t u, \phi \rangle_{H^{-1}(\Omega)} = \frac{\epsilon}{c_0} \int_\Omega \Delta u - \frac{1}{c_0 \epsilon} W'(u) - \lambda(-\Delta)^{-\frac{1}{2}} (u - \bar{m}) \phi \, dx,
\]

for all test functions \( \phi \in H^1_\lambda(\Omega) \).

Setting now \( w = \Delta^{-1}_N \partial_t u + \lambda \Delta^{-1}_N (u - \bar{m}) \) and using the mass conservation of solutions of the following system, see, e.g. [Par12], we are finally required to solve

\[
\int_\Omega \left\{ \partial_t u - \Delta w + \lambda (u - \bar{m}) \right\} \phi \, dx = 0,
\]

\[
\int_\Omega \left\{ w + \frac{\epsilon}{c_0} \Delta u - \frac{1}{c_0 \epsilon} W'(u) \right\} \phi \, dx = 0,
\]

for all test functions \( \phi \in H^1(\Omega) \).
4.2. Phase field connectedness

It remains to include the possibility of using connected and simply connected perimeters in the numerical treatment of the Ohta–Kawasaki energy. Our method to enforce such a connectedness constraint for diffuse interfaces is based on the functional $C$, introduced in [DLW17, DNWW19], and given by

$$C^{(1)}_\epsilon(u) = \int_{\Omega \times \Omega} \beta_\epsilon(u(x))\beta_\epsilon(u(y))d^{\psi_\epsilon}(x, y)dx dy,$$

(4.4)

where $\beta_\epsilon,\psi_\epsilon$ are continuous functions such that

$$\beta_\epsilon,\psi_\epsilon \geq 0,$$

$$\beta_\epsilon(z) = 0 \Leftrightarrow z \in [0, 1 - \alpha_\epsilon],$$

$$\psi_\epsilon(z) > 0 \Leftrightarrow z \in [0, 1 - \alpha_\epsilon],$$

with $\alpha_\epsilon = \epsilon^s$ for some $0 < s < 1/2$ and $d^{\psi_\epsilon}$ is a geodesic distance with local weight $\psi_\epsilon$.

Adding the functional in (4.4) to a given functional in a diffuse interface approach then ensures approximate connectedness of the phase $\{u \approx 1\}$. Connectedness of the phase $\{1 - u \approx 1\} = \{u \approx 0\}$ on the other hand can be achieved by adding the functional

$$C^{(2)}_\epsilon(u) = \int_{\Omega \times \Omega} \beta_\epsilon(1 - u(x))\beta_\epsilon(1 - u(y))d^{\psi_\epsilon(1-u)}(x, y)dx dy,$$

thus adding both $C^{(1)}_\epsilon(u)$ and $C^{(2)}_\epsilon(u)$ to a given functional serves to keep the phase $\{u \approx 1\}$ simply connected in our two-dimensional setting.

Incorporating the connectedness constraint in the gradient flow dynamics in (4.2) then leads to

$$\langle \partial_t u, \phi \rangle_{H^1(\Omega)} = -\left[ \delta_{\epsilon_0}\mathcal{F}_\epsilon(u) + \frac{\zeta_1}{\epsilon_0}\delta_{\epsilon_0}\mathcal{C}^{(1)}_\epsilon(u) + \frac{\zeta_2}{\epsilon_0}\delta_{\epsilon_0}\mathcal{C}^{(2)}_\epsilon(u) \right] \quad \forall \phi \in H^1(\Omega),$$

(4.5)

for parameters $\kappa > 0, \zeta_1, \zeta_2 \geq 0$. Considering now the system of equations in (4.3) we are finally faced with solving

$$\int_{\Omega} \{ \partial_t u - \Delta w + \lambda(u - m) \} \phi dx = 0,$$

$$\int_{\Omega} \left\{ w + \frac{\epsilon}{c_0} \Delta u - \frac{1}{c_0\epsilon} W'(u) \right\} \phi dx - \left[ \frac{\zeta_1}{\epsilon_0}\delta_{\epsilon_0}\mathcal{C}^{(1)}_\epsilon(u) + \frac{\zeta_2}{\epsilon_0}\delta_{\epsilon_0}\mathcal{C}^{(2)}_\epsilon(u) \right] = 0,$$

(4.6)

for all test functions $\phi \in H^1(\Omega)$.

4.3. Discretization

To compute approximate solutions of the system in (4.6) numerically, we use P1-finite elements and obtain the system of equations

$$\left( u_h^n - u_h^{n-1}, v_h \right) = -\left( \nabla w_h^n, \nabla v_h \right) - \lambda(u_h^n - m, v_h)$$

$$\left( w_h^n, v_h \right) = \frac{\epsilon}{c_0} \left( \nabla w_h^n, \nabla v_h \right) + \frac{1}{c_0\epsilon} \left( W'(u_h^n, u_h^{n-1}), v_h \right) + \zeta_1 \epsilon^{-\kappa} \delta_{\epsilon_0-1;v_h} c^{(1)}_\epsilon(u_h^{n-1}) + \zeta_2 \epsilon^{-\kappa} \delta_{\epsilon_0-1;v_h} c^{(2)}_\epsilon(u_h^{n-1}),$$
which uses a linearized version of the double well potential $W(u)$. Specifically, we use the approximation

$$W'(u) \approx \frac{u'}{2} \left( (u^{n-1} - 1)^2 + u^{n-1}(u^{n-1} - 1) \right) = W'(u^n, u^{n-1}).$$

This linearization was used in a similar way in [Par12] for the numerical approximation of local minimizers of the Ohta–Kawasaki energy. There, further relevant issues regarding stability and boundedness for a similar linearization are treated.

The explicit treatment and discretization of the variation of the functionals $C^{(1)}_\epsilon$ and $C^{(2)}_\epsilon$ are discussed in detail in [DW18]. As described there, we use a Dijkstra-type algorithm, based on ideas in [BCPS10, BLS15], to compute the variation of a discretized geodesic distance.

### 4.4. Numerical results

We now consider a fully discrete gradient flow of the functional in (4.5). For the numerical experiments, the functions $\beta_\epsilon$ and $\psi_\epsilon$ are given as in [DNWW19]

$$\beta_\epsilon(s) = \begin{cases} 0 & s \leq 1 - \alpha \\ \frac{c_1}{2} (s - 1 + \alpha)^2 & s > 1 - \alpha \end{cases}$$

and

$$\psi_\epsilon(s) = \begin{cases} \frac{1}{2} (s - 1 + \alpha)^2 & s < 1 - \alpha \\ 0 & s \leq 1 - \alpha, \end{cases}$$

respectively. The parameter $c_1$ is chosen such that $\int_0^1 \beta_\epsilon(s) ds = 1$ and $\kappa$ in (4.5) is set to $\kappa = 2$. The value of $\alpha = \alpha_\epsilon$ changes slightly between experiments. By incorporating Neumann boundary conditions as described above the mass of the initial condition is maintained during the evolution of the gradient flow.

#### 4.4.1. Experiment 1 (medium $\lambda$).

In the first experiment we set $\epsilon = 4 \times 10^{-3}$, $\Delta t = 4.7 \times 10^{-9}$ and $\lambda = 14849$. The initial condition is approximately given by the characteristic function of the set \{ $r < 0.01 + 0.35 \cos(2\theta)$ with $r = \sqrt{x^2 + y^2}$ and $\theta = \arctan(x, y)$, see figure 1 (left). The mean value $\bar{m}$ is given by the initial condition as $\bar{m} \approx 0.1$. The parameters $\alpha$ and $\zeta_1$ are set to $\alpha = 0.35$ and $\zeta_1 = 1.0$. The parameter $\zeta_2$ is set to zero so we just ensure the phase \{ $u \approx 1$ \} to be connected. The discretization is made up of approximately $4.6 \times 10^4$ P1 triangle elements on the square $\Omega = [-1, 1]^2$. Without using a path-connectedness constraint two droplets which repel each other form, see figure 1 (middle). They remain at a finite distance due to boundary effects. This represents a classical ‘dynamically metastable’ solution to the minimization problem in (4.5) without disconnectedness penalty, see, e.g. [CMW11]. Incorporating path-connectedness in the functional in (4.5), these droplets cling to the Steiner-tree forming a dumbbell-like structure (figure 1, right). Comparison of the respective energies in the two cases, see figure 2, shows that the dumbbell-like structure is of slightly higher energy, which is mainly caused by a larger perimeter.

**Remark 4.1.** It should be mentioned that the steady states in the experiments with disconnectedness penalty indeed seem to be minimizers of the energy in (4.5). This effect can be
explained by the observation that, in contrast to the case without disconnectedness penalty, every increase in the distance of the two droplets would also increase the perimeter of the phase \( \{ u \approx 1 \} \). This is different to the ‘dynamically metastable’ state occurring when abandoning the disconnectedness penalty, as every increase in the distance of the two droplets would decrease the whole energy in (4.5).

4.4.2. Experiment 2 (small \( \lambda \)). In a second numerical experiment we choose the same initial condition as above, i.e., the characteristic function of the set \( \{ r < 0.02 + 0.45 \cos(2\theta) \} \) with the same notation as in the first experiment, see figure 3 (left). We set \( \epsilon = 4 \times 10^{-3} \), \( \Delta t = 4.7 \times 10^{-9} \) and \( \lambda = 1061 \). The mean value \( \bar{m} \) is given by the initial condition as \( \bar{m} \approx 0.1 \). The parameters \( \alpha \) and \( \zeta_1 \) are set to \( \alpha = 0.35 \) and \( \zeta_1 = 1.0 \). The parameter \( \zeta_2 \) is set to zero so we only ensure the phase \( \{ u \approx 1 \} \) to be connected. The discretization is again made up of approximately \( 4.6 \times 10^4 \) P1 triangle elements on the square \( \Omega = (-\frac{1}{2}, \frac{1}{2}) \).

Without using a path-connectedness constraint the result is similar to the first experiment, where also two droplets which repel each other form, see figure 3 (middle). Due to the smaller value of \( \lambda \) the commingling of the two monomers is less pronounced, which can be seen by comparing figures 1 and 3. Incorporating path-connectedness in the functional in (4.5), these droplets do not tear apart but pull together and thus form a single (at least nearly) circular
Figure 3. Results for experiment 2. From left to right: initial condition for $u$, ‘dynamically metastable’ state $u$ without disconnectedness penalty, stationary state with disconnectedness penalty. We use $\epsilon = 4 \times 10^{-3}$, $\lambda = 1061$.

Figure 4. Time evolution of the components of the free energy functional for experiment 2.

droplet (figure 3, right). Comparison of the respective energies in the two cases, see figure 4, shows that the single droplet is of lower energy, which suggests that is the global energy minimizer in our setting. Existence of such single-droplet minimizers was proved in [RW07].

4.4.3. Experiment 3 (large $\lambda$). In a final third experiment we illustrate the effect when penalizing simple-connectedness of the phase $\{u \approx 1\}$. This is achieved by setting $\zeta_1 = \zeta_2 = 0.01$ in (4.5). We now take the initial condition for $u$ as an approximation of the characteristic function of the set $\{r < 0.4 + 0.2 \cos(2\theta)\}$, see figure 5 (left). We further set $\epsilon = 3 \times 10^{-3}$, $\Delta t = 3 \times 10^{-9}$ and $\lambda = 20000$. The parameter $\alpha$ is now set to $\alpha = 0.068$ and the discretization is made up of approximately $1.4 \times 10^5$ P1 triangle elements on the square $\Omega = [-1,1]$. The mean value $\bar{m}$ is thus given by the initial condition as $\bar{u} \approx 0.141$.

Due to the chosen initial condition and the value of $\lambda$, tubular structures occur in the simulation without disconnectedness penalty (figure 5, middle). These multiply-connected tubular structures are further typical ‘dynamically metastable’ states of the Ohta–Kawasaki functional, see, e.g. [CMW11]. When we incorporate the simple-connectedness penalty, the tube tears open forming a simply connected structure for $\{u \approx 1\}$, see figure 5 (right). Moreover comparison of the respective energies in the two cases, see figure 6, shows that a disconnectedness
Figure 5. Results for experiment 3. From left to right: initial condition for $u$, ‘dynamically metastable’ state $u$ without disconnectedness penalty, ‘dynamically metastable’ state using simple-connectedness constraint. We use $\epsilon = 3 \times 10^{-8}$, $\lambda = 20000$.

Figure 6. Time evolution of the components of the free energy functional for experiment 3.

penalty has no noticeable effect on the energies of the ‘dynamically metastable’ states. As the impact of the boundedness of the reference domain is more visible than in the experiments before, the relevance of this experiment is more justified by effects inherited by the phase field model. An appropriate connection to the results in section 3.3 may not exist.

5. Conclusion

For a two-dimensional version of Gamow’s liquid drop model we have shown existence of minimizers for arbitrary mass, when the standard perimeter is replaced by a ‘connected’ version. The limiting cases of small mass and large mass were studied analytically. For small mass, minimizers were shown to be unique up to translations and disk-shaped. For large mass, we proved that energy minimizers are long and thin objects which, in particular, cannot concentrate mass in the vicinity of any given point.

To study the intermediate regime, we employed a numerical approximation consisting of an Ohta–Kawasaki phase field functional that was augmented with a penalty for disconnectedness of the phase fields. This yielded a rich variety of structures that appeared as stationary states.

The most important limitation of our analysis is of course that the connected perimeter used here is strictly limited to the two-dimensional case. A possible avenue to pursue in
higher-dimensional settings may be to add a Willmore-type term [GR17, GNR20]. The disconnectedness penalty for phase fields has been shown to preserve connectedness when combined with diffuse Willmore functionals [DLW17, DW18].
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