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ABSTRACT. We prove the existence of invariant tori to the area-preserving maps defined on \( \mathbb{R}^2 \times \mathbb{T} \)

\[ \mathbf{x} = F(x, \theta), \quad \mathbf{\theta} = \theta + \alpha \quad (\alpha \in \mathbb{R} \setminus \mathbb{Q}), \]

where \( F \) is closed to a linear rotation, and the perturbation is ultra-differentiable in \( \theta \in \mathbb{T} \), which is very closed to \( C^\infty \) regularity. Moreover, we assume that the frequency \( \alpha \) is any irrational number without other arithmetic conditions and the smallness of the perturbation does not depend on \( \alpha \). Thus, both the difficulties from the ultra-differentiability of the perturbation and Liouvillean frequency will appear in this work. The proof of the main result is based on the Kolmogorov-Arnold-Moser (KAM) scheme about the area-preserving maps with some new techniques.

1. Introduction and main result

For the area-preserving maps, the Moser’s Twist-mapping Theorem ([15, 19]) guarantees the existence of invariant simply closed curves surrounding the elliptic fixed point with Diophantine frequency. In [18], H. Rüssmann, by assuming that the frequency of linearization satisfies Brjuno condition and employing the Moser’s Twist-mapping Theorem, proved the stability of an elliptic fixed point of the area-preserving maps. The authors, in [6, 11, 10, 4, 5], constructed the quasi-periodic solutions and invariant manifolds to the quasi-periodic maps around the hyperbolic fixed point by the parameterization method. Moreover, in [3, 2, 1, 13], the authors proved the reducibility of quasi-periodic \( SL(2, \mathbb{R}) \) cocycles and quasi-periodic linear ODEs in \( sl(2, \mathbb{R}) \) with frequency \( \omega = (1, \alpha), \forall \alpha \in \mathbb{R} \setminus \mathbb{Q} \). Recently, in [14], Krikorian-Wang-You-Zhou extended the result in [1] to the nonlinear system by studying the linearization of the circle flow. Later, Wang-You-Zhou in [21, 20], constructed the response solutions to the nonlinear finite-dimensional harmonic oscillators and investigated the boundedness of nonlinear differential equation with Liouvillean frequency \( \omega = (1, \alpha), \forall \alpha \in \mathbb{R} \setminus \mathbb{Q} \).

The regularities with \( \theta \) in the results mentioned above are all analytic. In [8], the authors recently proved the reducibility of quasi-periodic \( SL(2, \mathbb{R}) \) cocycles in the ultra-differentiable setting, i.e., the function for the fiber component just ultra-differentiable in the variable \( \theta \in \mathbb{T} \). Motivated by the above works, we consider the area-preserving map in the ultra-differentiable setting:

\[ \mathbf{x} = F(x, \theta), \quad \mathbf{\theta} = \theta + \alpha. \]
Here the skew-product system (1.1) is a bundle map on $\mathbb{R}^2 \times \mathbb{T} (\mathbb{T} = \mathbb{R}/\mathbb{Z})$, and $\alpha \in \mathbb{R} \setminus \mathbb{Q}$ is the rotation vector. Note that the area-preserving map means $F(\cdot, \theta) : \mathbb{R}^2 \to \mathbb{R}^2$ is area-preserving for each $\theta \in \mathbb{T}$. So we call (1.1) as an area-preserving system. We assume that eigenvalues of $DF(0, \theta)$ are modulus of 1. More concretely, the function $F$ depending on $\lambda \in \mathcal{O} = [\frac{1}{4}, \frac{3}{4}]$ has the decomposition

$$F(x, \theta) := F(x, \theta, \lambda) = L(\lambda)x + \varepsilon N(x, \theta, \lambda),$$

where

$$L(\lambda) = \begin{pmatrix} \cos 2\pi \lambda & -\sin 2\pi \lambda \\ \sin 2\pi \lambda & \cos 2\pi \lambda \end{pmatrix}.$$

Moreover, the perturbation $N$ is just ultra-differentiable in $\theta \in \mathbb{T}$ and $C^1_W$ ($C^1$-smooth in the sense of Whitney) in the parameter $\lambda \in \mathcal{O}$.

The assumptions (H1) and (H2) are not restrictive. Indeed, the sub-additive condition (H1) is a very classical assumption in the literature, which guarantees the space of $\Lambda$-ultra-differentiable functions forms a Banach algebra. In view of our choice of norms, the condition (H2) is exactly what ensures we have an analogue.

**Theorem 1.1.** We consider the invariance equation (1.3) with $F$ given by (1.2). Let $U \subseteq \mathbb{R}^2$ be an open neighborhood around the origin. Assume that $N : U \times \mathbb{T} \times \mathcal{O} \to \mathbb{R}^2$ is analytic in $x \in U$, $C^1_W$ in $\lambda \in \mathcal{O}$ and $\Lambda$-ultra-differentiable in $\theta \in \mathbb{T}$. Moreover, assume that the weight function $\Lambda$ satisfies

(\textbf{H1}) Subadditivity: $\Lambda(x + y) \leq \Lambda(x) + \Lambda(y)$, $\forall x, y \in [0, \infty)$;

(\textbf{H2}) Logarithmic growth: $\Gamma(x) := \frac{\varepsilon^n \Lambda(x)}{\ln x} \to \infty$ monotonically as $x \to \infty$.

Then, for any given sufficiently small $\gamma > 0$, there exist $\varepsilon_0 > 0$ depending on $\gamma$, $N$ and a Cantor subset $\mathcal{O}_\gamma \subseteq \mathcal{O}$ with $\text{meas}(\mathcal{O} \setminus \mathcal{O}_\gamma) = O(\gamma)$ such that, for any $\lambda \in \mathcal{O}_\gamma$, there exists a $C^\infty$ map $K(\cdot, \lambda) : \mathbb{T} \to U$ satisfying the equation (1.3) provided $0 < \varepsilon < \varepsilon_0$, i.e., the invariant torus for the area-preserving system (1.1).
of the Cauchy estimates for analytic functions. Moreover, the space of $\Lambda$-ultra-differentiable functions with $\Lambda$ satisfying (H1) and (H2) is very close to the $C^\infty$ space. It covers the analytic class $\Lambda(x) = x$, Gevrey class $\Lambda(x) = x^\sigma(0 < \sigma < 1)$, and other ultra-differentiable classes $\Lambda(x) = \exp\{(\ln x)^\sigma\}(0 < \sigma < 1)$, $\Lambda(x) = (\ln x)^\beta(\beta > 1)$.

The fact that the map $F$ defined by (1.2) is area-preserving plays a fundamental role in our discussions. We will follow the philosophy dealing with cocycles in spectrum theory of linear operator to construct the area-preserving change of variables, see [1, 8, 12, 7, 9, 24] and the references therein.

2. Preliminaries

2.1. Area-preserving map. In this subsection, we will give a brief introduction about area-preserving map. The map, in the $(x, y)$-variables, is given by

\begin{equation}
\begin{split}
x_1 &= f(x, y) = x\cos \gamma_0 - y\sin \gamma_0 + a_{11}x + a_{12}y + \text{h.o.t.}, \\
y_1 &= g(x, y) = x\sin \gamma_0 + y\cos \gamma_0 + a_{21}x + a_{22}y + \text{h.o.t.},
\end{split}
\end{equation}

where h.o.t. are higher order terms in $x, y$ with real coefficients. The map (2.1) is area-preserving if

\begin{equation}
\det \frac{\partial (f, g)}{\partial (x, y)}(x, y) = 1, \quad \forall (x, y) \in \mathbb{R}^2.
\end{equation}

Particularly, set $(x, y) = (0, 0)$ in (2.2), then we get

\begin{equation}
\det \left\{ \begin{pmatrix} \cos \gamma_0 & -\sin \gamma_0 \\ \sin \gamma_0 & \cos \gamma_0 \end{pmatrix} + \begin{pmatrix} a_{11} \\ a_{21} \\ a_{12} \\ a_{22} \end{pmatrix} \right\} = 1.
\end{equation}

The equality in (2.3) is one of fundamental ingredients in our discussions.

Define the area-preserving change of variables

\begin{align*}
x &= \phi(\xi, \eta) = \xi + \cdots, \quad x_1 = \phi(\xi_1, \eta_1), \\
y &= \psi(\xi, \eta) = \eta + \cdots, \quad y_1 = \psi(\xi_1, \eta_1), \quad \phi_\xi \psi_\eta - \phi_\eta \psi_\xi = 1,
\end{align*}

where $\phi(\xi, \eta) - \xi$ and $\psi(\xi, \eta) - \eta$ are formal power series in $\xi, \eta$ with real coefficients, which begin with terms of second order and, under some conditions, transforms the map (2.1) into the Birkhoff normal form

\begin{align*}
\xi_1 &= \xi \cos \Gamma(\xi, \eta) - \eta \sin \Gamma(\xi, \eta), \\
\eta_1 &= \xi \sin \Gamma(\xi, \eta) + \eta \cos \Gamma(\xi, \eta), \quad \Gamma(\xi, \eta) = \sum_{j=0}^{\infty} \gamma_j(\xi^2 + \eta^2)^j,
\end{align*}

where $\gamma_j, j = 1, \cdots$, are the uniquely determined Birkhoff constants. See discussions in section 23 of the book [19] and [15, 16] for details.

2.2. Functional setting. Let $O = [\frac{1}{4}, \frac{3}{4}]$ and define the space

\[ C^2 = \{ V = (v, \overline{v})^T : v \in \mathbb{C} \}, \]

and

\[ C^{2\times2} = \left\{ W = \begin{pmatrix} W_1 & W_2 \\ W_2 & W_1 \end{pmatrix} : W_1, W_2 \in \mathbb{C} \right\}, \quad SU(1, 1) = \{ W \in C^{2\times2} : \det W = 1 \}. \]

The Lie algebra of $SU(1, 1)$ is

\[ su(1, 1) = \{ W \in C^{2\times2} : W_1 \in i\mathbb{R}, W_2 \in \mathbb{C} \}. \]
For a \( C^1_r \) function \( g : \mathcal{O} \to \ast \) (* will usually denote \( \mathbb{R}, \mathbb{C}, C^2, C^{2 \times 2} \)), we define its norm as
\[
|g|_\mathcal{O} := \sup_{\lambda \in \mathcal{O}} (|g(\lambda)| + |\partial_\lambda g(\lambda)|).
\]
For the function \( f(\theta, \lambda) = \sum_{k \in \mathbb{Z}} \hat{f}_k(\lambda) e^{i2\pi k \theta} \), which is \( \Lambda \)-ultra-differentiable in \( \theta \in \mathbb{T} \) with the width \( r \) and \( C^1_r \) in \( \lambda \in \mathcal{O} \), we denote
\[
\Lambda_r(\mathbb{T} \times \mathcal{O}, \ast) = \{ f : \|f\|_{r, \mathcal{O}} = \sum_{k \in \mathbb{Z}} |\hat{f}_k|_\mathcal{O} e^{\Lambda(2\pi|k|r)} < \infty \},
\]
and for \( f(x, \theta, \lambda) = \sum_{m \in \mathbb{N}^d} f_m(\theta, \lambda)x^m \), which is \( \Lambda \)-ultra-differentiable in \( \theta \in \mathbb{T} \) with the width \( r \), analytic in \( x \in \{ x \in \mathbb{C}^d : \|x\|_{c_2} < s \} \) and \( C^1_r \) in \( \lambda \in \mathcal{O} \), we denote
\[
\Lambda_{r,s}(\mathbb{C}^d \times \mathbb{T} \times \mathcal{O}, \ast) = \{ f : \|f\|_{r,s, \mathcal{O}} = \sup_{\|x\|_{c_2} < s} \sum_{m \in \mathbb{N}^d} \|f_m\|_{r, \mathcal{O}} \cdot |x|^m < \infty \}.
\]
Moreover, we define the truncation operator \( T_K \) and projection operator \( R_K \) as
\[
T_K f(\theta, \lambda) := \sum_{|k| < K} \hat{f}_k(\lambda) e^{i2\pi k \theta}, \quad R_K f(\theta, \lambda) := \sum_{|k| \geq K} \hat{f}_k(\lambda) e^{i2\pi k \theta}.
\]
The average \( [f(\theta, \lambda)]_\theta \) of \( f(\theta, \lambda) \) over \( \mathbb{T} \) is defined as
\[
[f(\theta, \lambda)]_\theta := \int_{\mathbb{T}} f(\theta, \lambda) d\theta = \hat{f}_0(\lambda).
\]

2.3. Continued fraction expansion. Let us recall some properties of irrational number. Given an irrational number \( \alpha \in (0, 1) \), we define
\[
a_0 = 0, \quad a_0 = \alpha,
\]
and inductively for \( k \geq 1 \),
\[
a_k = [a_{k-1}^{-1}], \quad \alpha_k = a_k^{-1} - a_k,
\]
where \([\alpha] := \max\{m \in \mathbb{Z} : m \leq \alpha\} \).
Let \( p_0 = 0, p_1 = 1, q_0 = 1, q_1 = a_1 \), and recursively,
\[
p_k = a_k p_{k-1} + p_{k-2}, \quad q_k = a_k q_{k-1} + q_{k-2}.
\]
Then \( \{q_n\} \) is the sequence of denominators of the best rational approximations for \( \alpha \). It satisfies
\[
\|k\alpha\|_\mathcal{T} \geq \|q_{n-1}\alpha\|_\mathcal{T}, \quad \text{for } 1 \leq k < q_n,
\]
and
\[
\frac{1}{q_n + q_{n+1}} < \|q_n \alpha\|_\mathcal{T} \leq \frac{1}{q_n + q_{n+1}},
\]
where \( \|x\|_\mathcal{T} := \inf_{p \in \mathbb{Z}} |x - p| \).

For the sequence \( \{q_n\} \), we fix a special subsequence \( \{q_{n_k}\} \). For simplicity, we denote the subsequences \( \{q_{n_k}\} \) and \( \{q_{n_{k+1}}\} \) by \( \{Q_k\} \) and \( \{Q_{k'}\} \), respectively. Next, we introduce the concept of CD bridge which was first introduced in \cite{1}.

**Definition 2.1** (CD bridge, \cite{1}). Let \( 0 < A \leq B \leq C \). We say that the pair of denominators \( (q_m, q_n) \) forms a CD \((A, B, C)\) bridge if
- \( q_{i+1} \leq q_i^A \), for \( i = m, \cdots, n-1 \);
- \( q_n^C \geq q_n \geq q_n^B \).
Lemma 2.1 (Lemma 3.2 in [1]). For any $k \geq 1$, there exists a subsequence $\{Q_k\}$ such that $Q_0 = 1$ and for each $k \geq 0$, $Q_{k+1} \leq Q_k^4$, either $Q_k \geq Q_0^k$, or the pairs $(Q_{k-1}, Q_k)$ and $(Q_k, Q_{k+1})$ are both CD($\emptyset, \emptyset, \emptyset$)

Lemma 2.2. The sequence $\{Q_k\}$ selected in Lemma 2.1 satisfies the estimates

$$Q_{k+1} \geq Q_k^4, \quad Q_{k+1} \geq Q_k^4. \tag{2.4}$$

Proof. We consider the second inequality in (2.4) first. From Lemma 2.1, we know that either $Q_{k+1} \geq Q_k^4$, or $(Q_k, Q_{k+1})$ and $(Q_{k+1}, Q_{k+2})$ are both CD($\emptyset, \emptyset, \emptyset$) bridges, which means $Q_{k+1} \geq Q_k^4$. With the same discussions above we also get the first inequality in (2.4). □

3. KAM theorem and proof of Theorem 1.1

In this section, we develop an abstract KAM theorem for the skew-product system (1.1) with area-preserving map (1.2), i.e., to prove there is a solution to the equation (1.3). Then Theorem 1.1 is an immediate result of the KAM theorem.

3.1. KAM theorem. Consider the invariance equation with the unknown function $X \in \Lambda_r(T \times O, C^2)$:

$$X(\theta + \alpha, \lambda) = A(\lambda)X(\theta, \lambda) + U(\theta, \lambda) + W(\theta, \lambda)X(\theta, \lambda) + R(X(\theta, \lambda), \theta, \lambda), \tag{3.1}$$

where

$$U \in \Lambda_r(T \times O, C^2), \quad W \in \Lambda_r(T \times O, C^{2 \times 2}), \quad R \in \Lambda_{r,s}(C^2 \times T \times O, C^2),$$

$$A(\lambda) = \text{diag}\{e^{2\pi\lambda}, e^{-2\pi\lambda}\}, \quad A(\lambda) + W(\theta, \lambda) \in SU(1,1), \quad R(0, \theta, \lambda) = 0, \quad \partial_1 R(0, \theta, \lambda) = 0, \quad \forall(\theta, \lambda) \in T \times O,$$

such that the right side of equation (3.1) corresponds to an area-preserving system. Our goal is to show that, for most of parameters $\lambda \in O$ (in the Lebesgue measure sense), the equation (3.1) admits a solution with Liouvillean frequency $\alpha \in R \setminus Q$ provided that the functions $U, W, R$ are small enough. Then we state our KAM theorem.

Theorem 3.1. Let $\alpha \in R \setminus Q$ and $0 < s, r < 1$. Consider the invariance equation (3.1) with (3.2) and $A$ satisfies (H1) and (H2). Then, for any sufficiently small $\gamma > 0$, there exists $\varepsilon_0 > 0$ (depending on $r, s, \gamma$) such that whenever

$$\|U\|_{r, O} \leq \varepsilon_0, \quad \|W\|_{r, O} \leq \varepsilon_0^r, \quad \|\partial_1^2 R\|_{r, O} \leq 1,$$

there exist a non-empty subset of $\lambda \in O_\gamma \subset O$ with meas($O \setminus O_\gamma$) = $O(\gamma)$, $V_* \in C^\infty(T \times O_\gamma, C^{2 \times 2})$, $R_* \in C^\infty(C^2 \times T \times O_\gamma, C^2)$ and a $C^\infty$ area-preserving transformation $\Phi_* : C^\infty(T \times O_\gamma, C^2) \rightarrow \Lambda_r(T \times O_\gamma, C^2)$ of the form

$$X = e^{D_*}, \quad X_* + \Xi_*,$$

where $D_* : T \times O_\gamma \rightarrow \text{su}(1,1)$ and $\Xi_* : T \times O_\gamma \rightarrow C^2$, such that $\Phi_*$ transforms equation (3.1) into

$$X_*(\theta + \alpha, \lambda) = (A(\lambda) + V_*(\theta, \lambda))X_*(\theta, \lambda) + R_*(X_*(\theta, \lambda), \theta, \lambda).$$
3.2. **Proof of Theorem 1.1: Application of the KAM theorem.** In this section, we prove our main Theorem 1.1 by applying the KAM theorem 3.1.

Considering the invariance equation (1.3) with the area-preserving map (1.2), by Taylor’s expansion, we have

\[ K(\theta + \alpha, \lambda) = L(\lambda)K(\theta, \lambda) + \varepsilon N(K(\theta, \lambda), \theta, \lambda) \]

(3.4)

\[ = L(\lambda)K(\theta, \lambda) + V(\theta, \lambda) + S(\theta, \lambda)K(\theta, \lambda) + P(K(\theta, \lambda), \theta, \lambda), \]

where

\[ V = (V_1, V_2)^T = \varepsilon N(0, \theta, \lambda) \in \mathbb{R}^2; \]

(3.5)

\[ S = \left( \begin{array}{cc} S_{11} & S_{12} \\ S_{21} & S_{22} \end{array} \right) = \varepsilon \partial_1 N(0, \theta, \lambda) \in \mathbb{R}^{2 \times 2}, \]

\[ P = (P_1, P_2)^T = \varepsilon N(K(\theta, \lambda), \theta, \lambda) - V(\theta, \lambda) - S(\theta, \lambda)K(\theta, \lambda) \in \mathbb{R}^2. \]

Set \( M = \frac{1}{\sqrt{2}} \left( \begin{array}{cc} 1 & i \\ 1 & -i \end{array} \right) \), and make the change \( K = M^{-1}X \), then the area-preserving map \( F \) defined by (1.2) is conjugated to

\[ MF(M^{-1}(v, \bar{v})^T, \theta, \lambda) \]

(3.6)

\[ := A(\lambda)(v, \bar{v})^T + U(\theta, \lambda) + W(\theta, \lambda)(v, \bar{v})^T + R((v, \bar{v})^T, \theta, \lambda), \]

where

\[ A(\lambda) = ML(\lambda)M^{-1} = \text{diag}\{ e^{i2\pi \lambda}, e^{-i2\pi \lambda}\} \in SU(1, 1), \]

(3.7)

\[ U = MV = \frac{1}{\sqrt{2}}(V_1 + iV_2, V_1 - iV_2)^T \in \mathcal{C}^2, \]

\[ R = MP = \frac{1}{\sqrt{2}}(P_1 + iP_2, P_1 - iP_2)^T \in \mathcal{C}^2, \]

and

\[ W(\theta, \lambda) = MS(\theta, \lambda)M^{-1} = \frac{1}{2} \left( \begin{array}{cc} W_1 & W_2 \\ W_2 & W_1 \end{array} \right) \in \mathcal{C}^{2 \times 2}, \]

where \( W_1 = (S_{11} + S_{22}) + i(S_{21} - S_{12}), W_2 = (S_{11} - S_{22}) + i(S_{21} + S_{12}). \) The map \( MF(M^{-1}(v, \bar{v})^T, \theta, \lambda) \) defined by (3.6) is area-preserving since \( M \) is a constant matrix. Correspondingly, (1.3) is changed into

(3.8) \[ X(\theta + \alpha, \lambda) = A(\lambda)X(\theta, \lambda) + U(\theta, \lambda) + W(\theta, \lambda)X(\theta, \lambda) + R(X(\theta, \lambda), \theta, \lambda). \]

It follows from (3.5) and (3.7) that

\[ \|U\|_{r, \sigma} \leq c\varepsilon, \quad \|W\|_{r, \sigma} \leq c\varepsilon \leq \varepsilon^\frac{1}{2}, \]

\[ R(0, \theta, \lambda) = 0, \quad \partial_1 R(0, \theta, \lambda) = 0, \quad \|\partial_{11}^2 R\|_{r, \sigma} \leq c\varepsilon \leq 1, \]

where \( c \) is a constant depending on \( N \). Then, by Theorem 3.1, for any sufficiently small \( \gamma > 0 \), there exists \( \varepsilon_0 > 0 \) (depending on \( s, r, \gamma \)) and a positive Lebesgue measure set of \( \lambda \in \mathcal{O}_\gamma \subseteq \mathcal{O} \) such that if \( 0 < \varepsilon < \varepsilon_0 \), there exists a \( C^\infty \) map \( \Phi_* \) transforming the equation (3.8) into

\[ X_*(\theta + \alpha, \lambda) = (A(\lambda) + V_*(\theta, \lambda))X_*(\theta, \lambda) + R_*(X_*(\theta, \lambda), \theta, \lambda), \]

which admits a trivial solution \( X_* = 0 \) for each \( \lambda \in \mathcal{O}_\gamma \). Then \( X = (X_1, \overline{X}_1)^T = \Phi_*(X_*) \in \mathcal{C}^2 \) is a solution of equation (3.8). Consequently,

\[ K(\theta, \lambda) = M^{-1}X(\theta, \lambda) = \sqrt{2}(\text{Re}X_1(\theta, \lambda), \text{Im}X_1(\theta, \lambda))^T \in \mathbb{R}^2 \]
is a solution of the original equation (1.3) for each \( \lambda \in \mathcal{O}_\gamma \), i.e., the invariant torus with Liouvillean frequency \( \alpha \) for the area-preserving systems (1.1).

4. Solve the homological equation

In this section we give precise procedures for deriving and solving the homological equations, which will be used in Section 5 to give one cycle of KAM iteration.

4.1. Idea of deriving homological equations. Recall the equation (3.1):

\[
X(\theta + \alpha, \lambda) = A(\lambda)X(\theta, \lambda) + U(\theta, \lambda) + W(\theta, \lambda)X(\theta, \lambda) + R(X(\theta, \lambda), \theta, \lambda),
\]

corresponding to an area-preserving system, here and after here we always set \( A(\lambda) = \text{diag}\{e^{i2\pi \lambda}, e^{-i2\pi \lambda}\} \). Our goal is to look for an area-preserving transformation \( \Phi \) of the form

\[
(4.3) \quad e^{-i2\pi \lambda}(\pi_\theta, \lambda) + e^{i2\pi \lambda}(\pi_\theta, \lambda)A(\lambda)
\]

which transforms (4.1) into

\[
X_+(\theta + \alpha, \lambda) = e^{-i2\pi \lambda}A(\lambda)e^{i2\pi \lambda}X_+(\theta, \lambda)
\]

where \( U_+, W_+ \) are much smaller than \( U, W \).

The key point in the KAM iteration is to find \( \Delta \) and \( D \) to solve the homological equations:

\[
A(\lambda)\Delta(\theta, \lambda) + \Delta(\theta + \alpha, \lambda) = -U(\theta, \lambda),
\]

and

\[
e^{-i2\pi \lambda}A(\lambda)e^{i2\pi \lambda}X_+(\theta, \lambda) = A_+(\lambda),
\]

where the unknown matrix \( A_+ \) depends only on the parameter \( \lambda \). Note \( e^M = I + M + O(|M|^2) \) for any \( n \times n \) matrix \( M \), the homological equation (4.3) is

\[
A(\lambda)D(\theta, \lambda) - D(\theta + \alpha, \lambda)A(\lambda) = -W(\theta, \lambda) + A_+(\lambda) - A(\lambda) + O(|D|^2|A|) + O(|D||W|).
\]

Hence, if the equation

\[
(4.4) \quad A(\lambda)D(\theta, \lambda) - D(\theta + \alpha, \lambda)A(\lambda) = -W(\theta, \lambda) + A_+(\lambda) - A(\lambda)
\]

is solved, then the equation (4.3) has an approximate solution with error

\[
O(|D|^2|A|) + O(|D||W|),
\]

which are terms of higher order in \( D \) and \( W \). Therefore, we actually solve the homological equations (4.4) instead of (4.3).

Set \( D = \begin{pmatrix} iD_1 & D_2 \\ D_2 & -iD_1 \end{pmatrix} \), \( W = \begin{pmatrix} W_1 & W_2 \\ W_2 & W_1 \end{pmatrix} \). Then (4.4) is changed into

\[
e^{i2\pi \lambda}D_1(\theta, \lambda) - e^{i2\pi \lambda}D_1(\theta + \alpha, \lambda) = iW_1(\theta, \lambda),
\]

\[
e^{i2\pi \lambda}D_2(\theta, \lambda) - e^{-i2\pi \lambda}D_2(\theta + \alpha, \lambda) = -W_2(\theta, \lambda).
\]

However, in the case \( \alpha \) is Liouvillean, the first equation, whose small divisor is \( |1 - e^{i2\pi k\alpha}|, \forall k \in \mathbb{Z} \setminus \{0\} \), can not be solved at all, even if in the analytic category. Moreover, to ensure \( D \in \text{su}(1,1) \), more complicated discussions will be needed. Thus, to avoid the homological equation about \( W_1 \), we leave \( \text{diag}\{W_1, W_1\} \) into
the normal form. As a consequence, from the second step of iteration, we will encounter the variable coefficient homological equations

\[ (4.5) \quad (A(\lambda) + V(\theta, \lambda)) \Delta(\theta, \lambda) - \Delta(\theta + \alpha, \lambda) = -U(\theta, \lambda), \]

and

\[ (4.6) \quad (A(\lambda) + V(\theta, \lambda)) D(\theta, \lambda) - D(\theta + \alpha, \lambda)(A(\lambda) + V(\theta, \lambda)) = -W + \text{diag}\{W_1, \bar{W}_1\}, \]

where \( V = \text{diag}\{V_1, \bar{V}_1\} \) with \( \|V\| = O(\varepsilon) \). Note that the map of the system we consider is area-preserving, then

\[ \text{det}(A + V + W) = |e^{2\pi \lambda} + V_1 + W_1|^2 - |W_2|^2 = 1, \]

which implies \( |e^{2\pi \lambda} + V_1| \simeq (1 + O(\|W\|^2))^{\frac{1}{2}} \). Therefore, there exist real-valued functions \( \rho, B \in \Lambda_\epsilon(T \times \mathcal{O}, \mathbb{R}) \) with \( \|\rho\| = O(\|W\|^2), \|B\| = O(\|V\|) \) such that

\[ e^{2\pi \lambda} + V_1(\theta, \lambda) = (1 + \rho(\theta, \lambda)) e^{2\pi(\lambda + B(\theta, \lambda))}. \]

See Lemma 5.5 for details. Hence, \( A + V \) could be represented as

\[ A + V = (1 + \rho(\theta, \lambda)) \text{diag}\{e^{2\pi(\lambda + B(\theta, \lambda))}, e^{-2\pi(\lambda + B(\theta, \lambda))}\}. \]

Thus, if set \( \Delta = (\delta, \bar{\delta})^T, -U = (u, \bar{u})^T, (4.5) \) can be rewritten as

\[ (4.7) \quad e^{2\pi(\lambda + B(\theta, \lambda))}\delta(\theta, \lambda) + \rho(\theta, \lambda) e^{2\pi(\lambda + B(\theta, \lambda))}\delta(\theta, \lambda) - \delta(\theta + \alpha, \lambda) = u(\theta, \lambda). \]

To get the desired estimates, we distinguish the discussions into two steps to solve the equation (4.7). In the first step, we will kill \( B \) by solving the equation

\[ B(\theta + \alpha, \lambda) - B(\theta, \lambda) = -\mathcal{T}_{\sigma_n} B(\theta, \lambda) + [B(\theta, \lambda)]_\theta. \]

Although \( B \) is of size \( \varepsilon \), \( \|e^{2\pi B}\| \) could be very large in Liouvillean frequency case. To control it, the trick is to control \( \|\text{Im}(B)\| \) at the cost of losing analytic radius greatly, which was first developed in analytic case in [23]. To get the analytic radius, the key point here is that \( \mathcal{T}_{\sigma_n} B \) is a trigonometric polynomial, so is \( B \). Thus, one can extend \( B \) to a real analytic function with a certain analytic radius (Lemma 4.1). Consequently, the width \( r \) will go to zero rapidly, and the convergence of the KAM iteration only works in the \( C^\infty \) topology.

In the second step, we solve the resulting homological equation:

\[ e^{2\pi(\lambda + B(\theta, \lambda))_\theta + \mathcal{R}_{\sigma_n} B(\theta, \lambda))} \delta(\theta, \lambda) + \rho(\theta, \lambda) \delta(\theta, \lambda) - \delta(\theta + \alpha, \lambda) = u(\theta, \lambda), \]

where \( \|\tilde{\rho}\| = O(\|\rho\|) \). It can be solved approximately by the method of diagonally dominant, appearing in [21, 23, 14] since the norm of both \( \mathcal{R}_{\sigma_n} B(\theta, \lambda) \) and \( \tilde{\rho} \) are sufficiently small. See Proposition 4.4 for details.

4.2. Solving homological equations. Now we give the details of solving the homological equations. As stated in subsection 4.1, we will apply the method in analytic topology to control \( \|\text{Im}(B)\| \), we introduce the analytic norm first.

For the function \( f(\theta, \lambda) = \sum_{k \in \mathbb{Z}} f_k(\lambda) e^{2\pi k\theta} \in \Lambda_\epsilon(T \times \mathcal{O}, \mathbb{R}) \), define \( \bar{f} \) by

\[ (4.8) \quad \bar{f}(\vartheta, \lambda) = \sum_{k \in \mathbb{Z}} f_k(\lambda) e^{2\pi k(\vartheta + i\tilde{\theta})}, \]

where \( \vartheta = \theta + i\tilde{\theta} \) with \( \theta \in T, \tilde{\theta} \in \mathbb{R} \). We formally define the analytic norm

\[ \|\bar{f}\|_{r, \mathcal{O}} = \int \sum_{k \in \mathbb{Z}} \left| f_k(\lambda) \right| \sup_{\theta \in T, |	heta| \leq r} \left| e^{2\pi k(\theta + i\tilde{\theta})} \right| = \sum_{k \in \mathbb{Z}} \left| f_k(\lambda) e^{2\pi k|\tilde{\theta}|} \right|. \]
If \( \text{Im}(\theta) = \tilde{\theta} = 0 \), \( \tilde{f}(\theta, \lambda) = f(\theta, \lambda) \). Otherwise, for \( 0 < \text{Im}(\theta) \leq r \), one has
\[
\|f\|_{r, \mathcal{O}} = \sum_{k \in \mathbb{Z}} |\hat{k}_{j} \sigma e^{\lambda (2\pi |k|r)} \leq \|f\|_{r, \mathcal{O}}^\omega.
\]

In general, \( \|\tilde{f}\|_{r, \mathcal{O}}^\omega = \infty \). However, if \( f \) is a trigonometric polynomial, \( \tilde{f} \) indeed defines a real analytic function. Motivated by this we have lemma below.

**Lemma 4.1.** Let \( B \in \Lambda_r(T \times \mathcal{O}, \mathbb{R}) \) with \( r = \frac{\Omega_n - 1}{\Omega_n} r_0 \). Then the equation
\[
B(\theta + \alpha, \lambda) - B(\theta, \lambda) = -T_{\mathcal{O}} B(\theta, \lambda) + |B(\theta, \lambda)|^\omega
\]
has a unique solution \( B(\theta, \lambda) \) satisfying the estimate
\[
\|\exp\{2\pi B(\theta, \lambda)\}\|_{r, \mathcal{O}} \leq \exp\{8\pi^2 r_0 \|B\|_{r, \mathcal{O}}\}, \quad r = 2\frac{\Omega_n - 1}{\Omega_n} r_0.
\]

**Proof.** By comparing the Fourier coefficients for the equation (4.10), one has
\[
B(\theta, \lambda) = \sum_{0 < |k| < \Omega_n} \hat{B}_k(\lambda) e^{i2\pi k\theta} := \sum_{0 < |k| < \Omega_n} \frac{\hat{B}_k(\lambda)}{e^{2\pi k\alpha} - 1} e^{i2\pi k\theta}.
\]

Moreover, for \( 0 < |k| < \Omega_n \),
\[
|\hat{B}_k|_{\mathcal{O}} = |\hat{B}_k|_{\sigma} |2\sin \pi k\alpha|^{-1} \leq |\hat{B}_k|_{\sigma} (4|k\alpha| |\tau|)^{-1} < 2^{-1} \frac{\Omega_n}{\Omega_n} |\hat{B}_k|_{\sigma}.
\]

For \( \theta \in \mathbb{R} \) and \( B(\theta, \lambda) \in \mathbb{R} \), one has \( B(\theta, \lambda) \in \mathbb{R} \). Therefore, by the definition given by (4.8), we have
\[
\text{Im}(\tilde{B}(\theta, \lambda)) = \text{Im}(\tilde{B}(\theta, \lambda) - B(\theta, \lambda)).
\]

It follows that
\[
\|\text{Im}(\tilde{B}(\theta, \lambda))\|_{r, \mathcal{O}}^\omega \leq \|\tilde{B}(\theta, \lambda) - B(\theta, \lambda)\|_{r, \mathcal{O}}^\omega
\]
\[
= \sum_{0 < |k| < \Omega_n} |\hat{B}_k|_{\mathcal{O}} \sup_{\theta \in \mathbb{R}, |\tilde{\theta}| \leq r} |e^{i2\pi k\theta} (e^{-2\pi k\tilde{\theta}} - 1)|
\]
\[
\leq 2\pi \sum_{0 < |k| < \Omega_n} |\hat{B}_k|_{\mathcal{O}} \cdot \frac{\Omega_n}{\Omega_n} |k| r
\]
\[
\leq 4\pi r_0 \sum_{0 < |k| < \Omega_n} |\hat{B}_k|_{\sigma} e^{\lambda (2\pi |k|r)} \leq 4\pi r_0 \|B\|_{r, \mathcal{O}}.
\]

Combining (4.9) and (4.11), we conclude that
\[
\|e^{2\pi B(\theta, \lambda)}\|_{r, \mathcal{O}} \leq \|e^{2\pi \tilde{B}(\theta, \lambda)}\|_{r, \mathcal{O}}^\omega \leq e^{2\pi \|\text{Im}(\tilde{B}(\theta, \lambda))\|_{r, \mathcal{O}}^\omega \leq e^{8\pi^2 r_0 \|B\|_{r, \mathcal{O}}}.
\]

**Lemma 4.2.** For \( 0 < \gamma < 1 \), \( \tau > 1 \) and any \( |k| \leq K := \frac{\sqrt{n} + 1}{\sqrt{n}} \), one has
\[
|e^{2\pi (\Omega(\lambda) - k\alpha)} - 1| \geq 4\gamma Q_{n+1}^{-\tau}, \quad l = 1, 2
\]
provided
\[
\Omega(\lambda) \in DC_{\alpha}(\gamma, \tau, K, \mathcal{O}) := \left\{ \Omega(\lambda) : \lambda \in \mathcal{O} \text{ such that } \|\Omega(\lambda) - k\alpha\|_{\mathcal{T}} \geq \frac{\gamma}{(|k| + |l|)\tau}, \quad \forall 0 < |k| \leq K, \quad l = 1, 2. \right\}
\]

**Proof.** The similar proof can be found in Lemma 3.2 in [21]. To make our paper self-contained, we give a simplified version in Appendix. \( \square \)
Lemma 4.3. For the function $f(\theta, \lambda) = \sum_{k \in \mathbb{Z}} \hat{f}_k(\lambda)e^{i2\pi k\theta} \in \Lambda_r(T \times \mathcal{O}, \mathbb{R})$, given $K > 0$ and $0 < \sigma < r$, we have
$$
\|R_K f\|_{r-\sigma, 0} \leq \exp \left\{ -\sigma r^{-1}\Gamma(2\pi K(r-\sigma))\ln(2\pi K(r-\sigma)) \right\} \cdot \|f\|_{r, 0}.
$$

Proof. Since
$$
\|R_K f\|_{r-\sigma, 0} = \sum_{|k| \geq K} |\hat{f}_k|_0 e^\Lambda(2\pi |k|(r-\sigma))
= \sum_{|k| \geq K} |\hat{f}_k|_0 e^\Lambda(2\pi |k|r) \cdot e^{\Lambda(2\pi |k|(r-\sigma)) - \Lambda(2\pi |k|r)}
\leq \|f\|_{r, 0} \sup_{|k| \geq K} e^{\Lambda(2\pi |k|(r-\sigma)) - \Lambda(2\pi |k|r)},
$$
it suffices to estimate $\sup_{|k| \geq K} e^{\Lambda(2\pi |k|(r-\sigma)) - \Lambda(2\pi |k|r)}$.

By the mean value theorem, for any $|k| \geq K$, there exists $\xi_k \in [r-\sigma, r]$ such that
$$
\Lambda(2\pi |k|r) - \Lambda(2\pi |k|(r-\sigma)) = \Lambda'(2\pi |k|\xi_k)2\pi |k|\sigma
= \sigma \xi_k^{-1} \Lambda'(2\pi |k|\xi_k)2\pi |k|\xi_k = \sigma \xi_k^{-1} \Gamma(2\pi |k|\xi_k)\ln(2\pi |k|\xi_k)
\geq \sigma r^{-1} \Gamma(2\pi K(r-\sigma))\ln(2\pi K(r-\sigma)).
$$

Here we use the fact that $\forall |k| \geq K$, $2\pi |k|\xi_k \geq 2\pi K(r-\sigma)$ and hypothesis (H2): $\Gamma(x) = \frac{x\Gamma(x)}{\ln x}$ is monotonically increasing on $\mathbb{R}^+$. Therefore,
$$
\sup_{|k| \geq K} e^{\Lambda(2\pi |k|(r-\sigma)) - \Lambda(2\pi |k|r)} \leq \exp \left\{ -\sigma r^{-1} \Gamma(2\pi K(r-\sigma))\ln(2\pi K(r-\sigma)) \right\}
$$
by the uniformly upper bound. This completes the proof of the estimate. \qed

We now focus on the homological equation for the unknown function $\delta$:
$$
e^{i2\pi l(\lambda + B(\theta, \lambda))}\delta(\theta, \lambda) + b(\theta, \lambda)\delta(\theta, \lambda) - \delta(\theta + \alpha, \lambda) = u(\theta, \lambda), l = 1, 2.
$$

Proposition 4.4. For $0 < \gamma < 1, \tau > 1, 0 < r_0 < 1$, set
$$
K = \overline{Q}_{n+1}^2, \quad r = \overline{Q}_{n-1}^{-2}, \quad \bar{r} = 2\overline{Q}_{n-1}^{-2} r_0, \quad 0 < \sigma < \bar{r} < r.
$$
Let $B \in \Lambda_r(T \times \mathcal{O}, \mathbb{R})$ and $b, u \in \Lambda_{\bar{r}}(T \times \mathcal{O}, \mathbb{R})$. Assume
$$
\|B\|_{r, 0} \leq \epsilon_0^2 < 1, \quad \|R_{\overline{Q}_n^2} B\|_{r_0, 0} \leq 480\pi^2 Q_{n+1}^{2^2-1},
(4.13)
\|b\|_{r_0, 0} < \gamma^2 (12Q_{n+1}^{2^2-1})^{-1},
(4.14)
$$
and $\tilde{\lambda} := \lambda + [B(\theta, \lambda)]_\theta \in DC_\alpha(\gamma, \tau, K, \mathcal{O})$, then the homological equation (4.12) has an approximate solution $\delta$ satisfying
$$
\|\delta\|_{r, 0} \leq 32\gamma^{-2} Q_{n+1}^{2^2-2} \|u\|_{r, 0}.
(4.15)
$$
Moreover, the error term $\delta^{(er)}$ satisfies
$$
\|\delta^{(er)}\|_{r-\sigma, 0} \leq 16 \exp \left\{ -\sigma \bar{r}^{-1} \Gamma(2\pi K(\bar{r} - \sigma))\ln(2\pi K(\bar{r} - \sigma)) \right\} \cdot \|u\|_{r, 0}.
(4.16)
$$

Proof. Let $\tilde{\delta}(\theta, \lambda) = e^{i2\pi lB(\theta, \lambda)}\delta(\theta, \lambda), \quad \tilde{u}(\theta, \lambda) = e^{i2\pi lB(\theta, \lambda)}u(\theta, \lambda)$, where $B$ is the solution to
$$
B(\theta + \alpha, \lambda) - B(\theta, \lambda) = -R_{\overline{Q}_n} B(\theta, \lambda) + [B(\theta, \lambda)]_\theta.
$$
Then, equation (4.12) becomes
\[ e^{i2\pi \tilde{\lambda}} \cdot \tilde{\delta}(\theta, \lambda) + \tilde{b}(\theta, \lambda) \cdot \tilde{\delta}(\theta, \lambda) - \tilde{\delta}(\theta + \alpha, \lambda) = \tilde{\mu}(\theta, \lambda), \]
where
\[ \tilde{b}(\theta, \lambda) = \left( e^{i2\pi R} - 1 \right) \cdot e^{i2\pi \tilde{\lambda}} + b(\theta, \lambda) e^{i2\pi (-T \tau + B)}, \]
\[ \tilde{\mu}(\theta, \lambda) = \mu(\theta, \lambda) e^{i2\pi (-T \tau + B)}. \]

It follows from (4.13) and (4.14) that
\[ \| \tilde{b} \|_{F, O} \leq 5\pi \| e^{i2\pi R} - 1 \|_{F, O} + \| b(\theta, \lambda) \|_{F, O} \| e^{i2\pi (-T \tau + B)} \|_{F, O} \]
\[ \leq 40\pi^2 \| R \|_{F, O} + 2 \| b(\theta, \lambda) \|_{F, O} \leq \frac{\gamma^2}{4Q_{n+1}^2}, \]
and
\[ \| \tilde{\mu} \|_{F, O} \leq \| \mu \|_{F, O} \cdot \| e^{i2\pi (-T \tau + B)} \|_{F, O} \leq 2 \| \mu \|_{F, O}. \]

We now solve the truncation version of the equation (4.17):
\[ \mathcal{T}_K \left( e^{i2\pi \tilde{\lambda}} \cdot \tilde{\delta}(\theta, \lambda) + \tilde{b}(\theta, \lambda) \cdot \tilde{\delta}(\theta, \lambda) - \tilde{\delta}(\theta + \alpha, \lambda) \right) = \mathcal{T}_K \tilde{\mu}(\theta, \lambda). \]
Assume
\[ \tilde{\delta}(\theta, \lambda) = \sum_{k \in \mathbb{Z}, |k| < K} \hat{\delta}_k(\lambda) e^{i2\pi k \theta}, \]
and expand \( \tilde{b} \) and \( \tilde{\mu} \) into Fourier series
\[ \tilde{b}(\theta, \lambda) = \sum_{k \in \mathbb{Z}} \hat{b}_k(\lambda) e^{i2\pi k \theta}, \quad \tilde{\mu}(\theta, \lambda) = \sum_{k \in \mathbb{Z}} \hat{\mu}_k(\lambda) e^{i2\pi k \theta}. \]
Comparing the Fourier coefficients of the equation (4.19), for \( |k| < K \), we obtain
\[ \left( e^{i2\pi \tilde{\lambda}} - e^{i2\pi \kappa a} \right) \cdot \hat{\delta}_k(\lambda) + \sum_{|k| < K} \hat{b}_{k-k_1}(\lambda) \hat{\delta}_{k_1}(\lambda) = \hat{\mu}_k(\lambda). \]
This can be viewed as the following linear equations:
\[ (\mathcal{S} + \mathcal{P}) \tilde{\gamma} = \tilde{\Omega}, \]
where
\[ \mathcal{S} = \text{diag} \left\{ e^{i2\pi k \alpha} \left( e^{i2\pi (\tilde{\lambda} - \kappa a)} - 1 \right) \right\}_{|k| < K}, \]
\[ \mathcal{P} = \left( \hat{b}_{k_1-k_2}(\lambda) \right)_{|k_1|, |k_2| < K}, \]
\[ \tilde{\gamma} = \left( \hat{\delta}_k(\lambda) \right)^T_{|k| < K}, \quad \tilde{\Omega} = \left( \hat{\mu}_k(\lambda) \right)^T_{|k| < K}. \]
Set
\[ E_{\tilde{\gamma}} = \text{diag} \left\{ e^{i2\pi |k| \tilde{\gamma}} \right\}_{|k| < K}. \]

Then, the equations (4.20) can be rewritten as
\[ (\mathcal{S} + E_{\tilde{\gamma}} \mathcal{P} E_{\tilde{\gamma}}^{-1}) E_{\tilde{\gamma}} \tilde{\gamma} = E_{\tilde{\gamma}} \tilde{\Omega}. \]
It follows from \( \hat{\lambda} \in DC_\omega(\gamma, \tau, K, \mathcal{O}) \) and Lemma 4.2 for small divisors that
\[
\|S^{-1}\|_\mathcal{O} = \max_{|k| < K} \sup_{\lambda \in \partial \mathcal{O}} \left\{ \frac{1}{|e^{2\pi i (\lambda - k\alpha)} - 1|} + \frac{|g_i(\theta, \lambda)\lambda|}{|e^{2\pi i (\lambda - k\alpha)} - 1|^2} \right\} \leq 2\gamma^{-2}Q_{n+1}^{2\tau^2},
\]
where \( \| \cdot \|_\mathcal{O} \) is defined by
\[
\|a\|_\mathcal{O} = \max_{i} \sum_{j} |a_{ij}| \mathcal{O}
\]
with \( a_{ij} \) being the \((i,j)\)-th element of the matrix \( a \). Similarly,
\[
\|E_\tau \mathcal{P} E^{-1}_\tau\|_\mathcal{O} = \max_{|k_1| < K} \sum_{|k_2| < K} |e^{\Lambda(2\pi i |k_1|)} \hat{b}_{k_1-k_2}(\lambda) \cdot e^{-\Lambda(2\pi |k_2|)}| \|_\mathcal{O}
\]
\[
\leq \max_{|k_1| < K} \sum_{|k_2| < K} |e^{\Lambda(2\pi i |k_1|)} \hat{b}_{k_1-k_2}(\lambda)| \|_\mathcal{O}
\]
\[
\leq \max_{|k_1| < K} \sum_{|k_2| < K} |e^{\Lambda(2\pi i |k_1-k_2|)} \hat{b}_{k_1-k_2}(\lambda)| \|_\mathcal{O} \leq \|\hat{b}\|_{\mathcal{O}},
\]
where the first and the second inequalities are from the subadditivity assumption on the function \( \Lambda \) (see (H1) in Theorem 1.1) and the fact that \( \Lambda \) is non-decreasing.
Therefore, by (4.18), one has
\[
\|S^{-1} E_\tau \mathcal{P} E^{-1}_\tau\|_\mathcal{O} \leq 2\gamma^{-2}Q_{n+1}^{2\tau^2} \|\hat{b}\|_{\mathcal{O}} \leq 2^{-1}.
\]
This implies that \( S + E_\tau \mathcal{P} E^{-1}_\tau \) has a bounded inverse, i.e.,
\[
\|(S + E_\tau \mathcal{P} E^{-1}_\tau)^{-1}\|_\mathcal{O} = \|(I + S^{-1} E_\tau \mathcal{P} E^{-1}_\tau)^{-1} S^{-1}\|_\mathcal{O}
\]
\[
\leq \frac{1}{1 - \|S^{-1} E_\tau \mathcal{P} E^{-1}_\tau\|_\mathcal{O}} \|S^{-1}\|_\mathcal{O}
\]
\[
\leq 4\gamma^{-2}Q_{n+1}^{2\tau^2}.
\]
As a consequence,
\[
\|\hat{\delta}\|_{\mathcal{O}} = \sum_{|k| < K} \hat{b}_k \|e^{\Lambda(2\pi i |k|)}\|_{\mathcal{O}} = \|E_\tau \hat{b}\|_{\mathcal{O}}
\]
\[
= \|(S + E_\tau \mathcal{P} E^{-1}_\tau)^{-1} E_\tau \mathcal{U}\|_{\mathcal{O}} \leq 4\gamma^{-2}Q_{n+1}^{2\tau^2} \|\hat{U}\|_{\mathcal{O}}.
\]
Going back to \( \delta(\theta, \lambda) = e^{-i 2\pi l B(\theta, \lambda)} \bar{\delta}(\theta, \lambda) \) and combining with Lemma 4.1, one has
\[
(4.21)\quad \|\delta\|_{\mathcal{O}} \leq \|e^{-i 2\pi l B(\theta, \lambda)}\|_{\mathcal{O}} \|\hat{\delta}\|_{\mathcal{O}} \|\hat{U}\|_{\mathcal{O}} \leq 32\gamma^{-2}Q_{n+1}^{2\tau^2} \|\hat{U}\|_{\mathcal{O}}.
\]
In addition, one can verify that the error term \( \delta^{(e\tau)} \) is
\[
\delta^{(e\tau)} = e^{-i 2\pi l B(\theta, \lambda)} \mathcal{R}_K (\hat{b}(\theta, \lambda) \bar{\delta}(\theta, \lambda) - \bar{\delta}(\theta, \lambda)).
\]
By Lemma 4.1 and Lemma 4.3, one has
\[
\|\delta^{(e\tau)}\|_{\mathcal{O}} \leq 2e^{-\sigma \tau^{-1} \Gamma(2\pi K(\tilde{\tau} - \sigma)) \ln(2\pi K(\tilde{\tau} - \sigma))} (\|\hat{b}\|_{\mathcal{O}} \|\hat{\delta}\|_{\mathcal{O}} + \|\hat{U}\|_{\mathcal{O}})
\]
\[
\leq 16 \exp \left\{ - \sigma \tau^{-1} \Gamma(2\pi K(\tilde{\tau} - \sigma)) \ln(2\pi K(\tilde{\tau} - \sigma)) \right\} \cdot \|\hat{U}\|_{\mathcal{O}}.
\]
□
5. KAM step: proof of the KAM Theorem 3.1

In this section, we present the proof of Theorem 3.1 by constructing a modified KAM induction. The philosophy is to construct an infinite series of area-preserving coordinate transformations to make the perturbation smaller and smaller at the cost of excluding a small set of parameters and losing $r$ greatly.

5.1. Main iterative lemma. For $\tau > 1$, set $\mathcal{A} > 18$ such that

$$\mathcal{A}^4 \geq (4\tau^2)^{-1}(1 + 2 \ln(48c)),$$

where $c$ is the largest constant independent of the KAM scheme. By the assumption (H2), we know that there exists $\tilde{T} > 0$ such that for any $x \geq \tilde{T}$, one has $\Gamma(x) \geq 324\mathcal{A}^8\tau^4$. Denote

$$T = \max\{20n^{-1}, 48c\gamma^{-2}, \tilde{T}^3\}.$$

Once we fix $\mathcal{A}$ and $T$ above, the estimates and discussions in Section 4 will hold.

For $T$ defined above, we claim that there exists $n_0 \in \mathbb{N}$ such that $Q_{n_0+1} \leq T^4$ and $\overline{Q}_{n_0+1} \geq T$. Indeed, let $m_0$ be such that $Q_{m_0} \leq T \leq Q_{m_0+1}$. If $\overline{Q}_{m_0} \geq T$, we take $n_0 = m_0 - 1$. Otherwise, if $\overline{Q}_{m_0} \leq T$, by the definition of $\{Q_k\}$, $Q_{m_0+1} \leq T^4$ holds. Then, we choose $n_0 = m_0$. In the following, we shorten $n_0$ as 0. Namely, $\overline{Q}_n$ stands for $Q_n+n_0$.

Since $Q_{n_0+1} \leq T^4$, we choose $\varepsilon > 0$ sufficiently small, depending on the constants $0 < r, s, \gamma < 1$ and $\tau > 1$, but not on $\alpha$, such that

$$\varepsilon \leq \min\{\{(16\pi^2)^{-1}\ln2\}^3, T^{-18\mathcal{A}^8\tau^2}, \{(240)^{-1}s\}^3\}.$$  

Then we define the main iterative sequences by

$$\varepsilon_0 = \varepsilon, \quad \gamma_0 = \gamma, \quad s_0 = s, \quad r_0 = r, \quad \eta_n = (n+2)^{-2},$$

$$s_{n+1} = s_n (1 - \eta_n), \quad \gamma_n = \gamma_0 \eta_n, \quad r_{n+1} = \overline{Q}_n^{-2} r_0,$$

$$\mathcal{E}_{n+1} = \overline{Q}_n^{-1} (\mathcal{E}_{n+1})_0, \quad \varepsilon_{n+1} = \mathcal{E}_{n+1} \varepsilon_n, \quad K_n = \overline{Q}_n^{-1}.$$  

Lemma 5.1 (Iterative Lemma). Suppose that $\varepsilon$ satisfies (5.1) and consider the equation for the area-preserving system

$$(Eq)_n : \quad X_n(\theta + \alpha, \lambda) = (A(\lambda) + V_n(\theta, \lambda))X_n(\theta, \lambda) + U_n(\theta, \lambda) + W_n(\theta, \lambda)X_n(\theta, \lambda) + R_n(X_n(\theta, \lambda), \theta, \lambda)$$

on the unknown function $X_n \in \Lambda_{\tau_n}(\mathbb{T} \times \mathcal{O}_{n-1}, \mathcal{C}^2)$, where

$$V_n = \text{diag} \{G_n, \overline{G}_n\}, G_n \in \Lambda_{\tau_n}(\mathbb{T} \times \mathcal{O}, \mathcal{C}), U_n \in \Lambda_{\tau_n}(\mathbb{T} \times \mathcal{O}, \mathcal{C}^2),$$

$$W_n \in \Lambda_{\tau_n}(\mathbb{T} \times \mathcal{O}, \mathcal{C}^{2\times2}), R_n \in \Lambda_{\tau_n}(\mathcal{C}^2 \times \mathbb{T} \times \mathcal{O}, \mathcal{C}^2),$$

satisfies

$$\|V_n - V_{n-1}\|_{\mathcal{O}, \mathcal{O}_{n-1}} \leq 3\varepsilon_{n-1}^2, \quad \|U_n\|_{\mathcal{O}, \mathcal{O}_{n-1}} \leq \varepsilon_n, \quad \|W_n\|_{\mathcal{O}, \mathcal{O}_{n-1}} \leq \varepsilon_n^2,$$

$$R_n(0, \theta, \lambda) = 0, \quad \partial_1 R_n(0, \theta, \lambda) = 0, \quad \|\partial_1^2 R_n\|_{\mathcal{O}, \mathcal{O}_{n-1}} \leq \prod_{l=0}^{n-1} \varepsilon_{2^l+C}^{4/3},$$

where we set $V_0 = 0$ and $\mathcal{O}_{n-1}$ is defined by

$$\mathcal{O}_{n-1} = \\{ \lambda \in \mathcal{O} : \quad \|\mathcal{I}(\mathcal{A} + [B_n(\theta, \lambda)]_\theta) - k\Lambda\|_\mathcal{O} \geq \frac{\gamma_{n-1}}{\|\mathcal{A} + [B_{n-1}(\theta, \lambda)]_\theta\|_\mathcal{O}}, \quad \forall 0 < k < K_{n-1}, \quad l = 1, 2. \}.
here $B_{n-1}$ is the one given by (5.32) in Lemma 5.5 with $G_{n-1}$ in place of $G$. Moreover, set $B_n$ be the one given by (5.32) in Lemma 5.5 with $G_n$ in place of $G$. Then there exist a subset $\mathcal{O}_n \subseteq \mathcal{O}_{n-1}$ with

$$\mathcal{O}_n = \mathcal{O}_{n-1} \setminus \bigcup_{K_{n-2} \leq |k| < K_n} g_k^n(\gamma_n),$$

where $K_{-2} = K_{-1} = 0$ and

$$g_k^n(\gamma_n) = \left\{ \lambda \in \mathcal{O}_{n-1} : \|l(\lambda + [B_n(\theta, \lambda)]_u) - k\alpha\|_T < \frac{\gamma_n}{|k| + |l|}, l = 1, 2 \right\},$$

and an area-preserving transformation

$$\Phi_n : \Lambda_{r_{n+1}}(T \times \mathcal{O}_n, C^2) \rightarrow \Lambda_{r_n}(T \times \mathcal{O}_n, C^2)$$

of the form

$$X_n = e^{D_{n+1}}X_{n+1} + \Delta_{n+1},$$

where

$$D_{n+1} \in \Lambda_{r_{n+1}}(T \times \mathcal{O}_n, su(1, 1)), \quad \Delta_{n+1} \in \Lambda_{r_{n+1}}(T \times \mathcal{O}_n, C^2)$$

with the estimates

$$\|D_{n+1}\|_{r_{n+1}, \mathcal{O}_n} \leq 4\varepsilon_n^\frac{1}{\gamma}, \quad \|\Delta_{n+1}\|_{r_{n+1}, \mathcal{O}_n} \leq 4\varepsilon_n^\frac{1}{\gamma},$$

such that $\Phi_n$ changes $(Eq)_n$ defined by (5.3) into $(Eq)_{n+1}$, which has the analogous form of (5.3) and satisfies the estimates in (5.5) with $(n + 1)$ in place of $n$.

The proof of Lemma 5.1 constitutes of a sequence of subiterations, which make the perturbation as small as we need.

5.2. A finite induction. For the parameters defined by (5.2), set $\varepsilon_0 = \varepsilon_n, \varepsilon_{j+1} = e^{-1} \varepsilon_j, j \geq 0$, and let $L \in \mathbb{N}$ such that $\varepsilon_L \leq \varepsilon_{n+1} < \varepsilon_{L-1}$, i.e.,

$$\frac{\Gamma^\frac{1}{2}(\Omega_{n+1}^\frac{1}{2} \ln \Omega_{n+1})}{\ln \Omega_{n+1}} \leq L < 1 + \frac{\Gamma^\frac{1}{2}(\Omega_{n+1}^\frac{1}{2} \ln \Omega_{n+1})}{\ln \Omega_{n+1}}. $$

Set $\sigma = (2L)^{-1}, K = \Omega_{n+1}^\frac{1}{2}$ and define the sequences below.

$$\bar{r}_0 = 2 \Omega_{n+1}^{-2} r_0, \quad \bar{s}_0 = s_n, \quad \bar{r}_{j+1} = \bar{r}_j - \sigma \bar{r}_0, \quad \bar{s}_{j+1} = \bar{s}_j - \eta_n \bar{r}_j \sigma,$$

Lemma 5.2. Set $\mathcal{E} = Q_n^{-\frac{1}{2}}(\Omega_n^\frac{1}{2}),$ and assume

$$\tilde{\varepsilon}_0 \leq \mathcal{E}, \quad \Gamma(\Omega_n^\frac{1}{2}) \geq 324\Lambda^8 \tau^4.$$

Then we have

$$\tilde{\varepsilon}_0 \leq Q_{n+1}^{-18\tau^2}, \quad \exp\left\{ -\sigma \Gamma(\Omega_{n+1}^\frac{1}{2} \ln(\Omega_{n+1}^\frac{1}{2}) \right\} \leq e^{-2\Lambda^4 \tau^2}.$$

Proof. The first inequality in (5.13) is induced by

$$\tilde{\varepsilon}_0 \leq \mathcal{E} = Q_n^{-\frac{1}{2} \Gamma^\frac{1}{2}(\Omega_n^\frac{1}{2})} \leq Q_{n+1}^{-18\Lambda^4 \tau^2} \leq Q_{n+1}^{-18\tau^2},$$

where the last inequality is from $Q_{n+1} \leq \Omega_n^\frac{1}{2}$ in Lemma 2.1.

Now we consider the second inequality in (5.13). By the definition of $\sigma$ in (5.12) and the fact that $\Gamma$ is non-decreasing, one has

$$\sigma \Gamma(\Omega_{n+1}^\frac{1}{2} \ln(\Omega_{n+1}^\frac{1}{2}) = (2L)^{-1} \Gamma(\Omega_{n+1}^\frac{1}{2} \ln(\Omega_{n+1}^\frac{1}{2}) \geq 8^{-1} \Gamma^\frac{1}{2}(\Omega_{n+1}^\frac{1}{2}) \geq 2\Lambda^4 \tau^2.$$  

□
Now we give the following iterative lemma for a finite induction to achieve one step of KAM scheme.

**Lemma 5.3.** Suppose that the assumptions in Lemma 5.2 are satisfied and consider the equations for area-preserving systems

\[(\tilde{E}q)_j : \tilde{X}_j(\theta + \alpha, \lambda) = (A(\lambda) + V(\theta, \lambda) + v_j(\theta, \lambda))\tilde{X}_j(\theta, \lambda) + \tilde{U}_j(\theta, \lambda) + \tilde{W}_j(\theta, \lambda)\tilde{X}_j(\theta, \lambda) + \tilde{R}_j(\tilde{X}_j(\theta, \lambda), \theta, \lambda),\]

where, by setting \(O = O_n\) with \(O_n\) being the one in Lemma 5.1,

\[v_j = \text{diag}\{g_j, \varphi_j\}, \quad g_j \in \Lambda_{\tilde{r}_j}(\mathbb{T} \times O, \mathbb{C}), \quad \tilde{U}_j \in \Lambda_{\tilde{r}_j}(\mathbb{T} \times O, \mathbb{C}^2),\]

\[\tilde{W}_j \in \Lambda_{\tilde{r}_j-1}(\mathbb{T} \times O, \mathbb{C}^{2\times 2}), \quad \tilde{R}_j \in \Lambda_{\tilde{r}_j}(\mathbb{C}^2 \times \mathbb{T} \times O, \mathbb{C}^2),\]

and \(V := \text{diag}\{G, C\}\) is the abbreviated form of \(V_n\), which is the one in Lemma 5.1, with the estimates

\[\|V\|_{r_n, \sigma} \leq \varepsilon_0^\frac{1}{2}, \quad \|\tilde{U}_j\|_{\tilde{r}_j, \sigma} \leq \varepsilon_j, \quad \|\tilde{W}_j\|_{\tilde{r}_j, \sigma} \leq \varepsilon_j^\frac{1}{2},\]

\[\|v_j\|_{\tilde{r}_{j-1}, \sigma} \leq \sum_{m=0}^{j-1} \varepsilon_m^\frac{2}{3}, \quad \tilde{R}_j(0, \theta, \lambda) = 0, \quad \partial_1 \tilde{R}_j(0, \theta, \lambda) = 0,\]

\[\|\tilde{r}_{1\tilde{j}}^2 \tilde{R}_0\|_{\tilde{r}_{\tilde{j}}, \tilde{\sigma}, \sigma} \leq \left( \prod_{m=0}^{j-1} \left(1 + 6\varepsilon_m^\frac{1}{3}\right) \right) \|\tilde{r}_{1\tilde{j}}^2 \tilde{R}_0\|_{\tilde{r}_{\tilde{j}}, \tilde{\sigma}, \sigma}.\]

Then, there is an area-preserving transformation

\[\Phi_j : \Lambda_{\tilde{r}_{j+1}}(\mathbb{T} \times O, \mathbb{C}^2) \to \Lambda_{\tilde{r}_j}(\mathbb{T} \times O, \mathbb{C}^2)\]

of the form

\[\tilde{X}_j(\theta, \lambda) = e^{\tilde{D}_j(\theta, \lambda)} \tilde{X}_{j+1}(\theta, \lambda) = \Delta_j(\theta, \lambda)\]

where

\[\tilde{D}_j = \left(\begin{array}{cc} 0 & \tilde{d}_j \\ \tilde{d}_j & 0 \end{array}\right) \in \Lambda_{\tilde{r}_{j+1}}(\mathbb{T} \times O, su(1, 1)), \quad \|\tilde{D}_j\|_{\tilde{r}_j, \sigma} \leq \varepsilon_j^\frac{1}{2},\]

\[\tilde{\Delta}_j = (\tilde{\delta}_j, \tilde{\delta}_j)^T \in \Lambda_{\tilde{r}_{j+1}}(\mathbb{T} \times O, \mathbb{C}^2), \quad \|\tilde{\Delta}_j\|_{\tilde{r}_j, \sigma} \leq \varepsilon_j^\frac{5}{2},\]

such that \(\Phi_j\) changes \((\tilde{E}q)_j\) defined by (5.14) into a new one, which has the analogous expansion of \((\tilde{E}q)_j\) and satisfies the estimates in (5.15) and (5.16) with \((j+1)\) in place of \(j\).

Now, we give the proof of Lemma 5.3, which is separated into three parts.

\[\blacktriangleleft \textbf{The homological equations.}\] By the idea presented in Section 4.1, we split \(\tilde{W}_j\) into two parts:

\[\tilde{W}_j = \begin{pmatrix} \tilde{W}_{j1} & \tilde{W}_{j2} \\ \tilde{W}_{j2} & \tilde{W}_{j1} \end{pmatrix} = \begin{pmatrix} \tilde{W}_{j1} & 0 \\ 0 & \tilde{W}_{j1} \end{pmatrix} + \begin{pmatrix} 0 & \tilde{W}_{j2} \\ \tilde{W}_{j2} & 0 \end{pmatrix} =: \mathbb{W}_{j1} + \mathbb{W}_{j2}.\]

Let

\[v_{j+1} = v_j + \mathbb{W}_{j1} := \begin{pmatrix} g_{j+1} & 0 \\ 0 & \varphi_{j+1} \end{pmatrix},\]
i.e., \( g_{j+1} = g_j + \tilde{W}_j \). Substituting \( \tilde{X}_j(\theta, \lambda) = e^{\tilde{D}_j(\theta, \lambda)} \tilde{X}_{j+1}(\theta, \lambda) + \tilde{\Delta}_j(\theta, \lambda) \) into (5.14) we will get an equation like (4.2). With more calculations we obtain

\[
\tilde{X}_{j+1}(\theta + \alpha) = (A + V(\theta) + v_{j+1}(\theta))\tilde{X}_{j+1}(\theta) + \left[ (A + V(\theta) + v_{j+1}(\theta))\tilde{D}_j(\theta) - \tilde{D}_j(\theta + \alpha)(A + V(\theta) + v_{j+1}(\theta)) - \tilde{W}_j(\theta) \right] \tilde{X}_{j+1}(\theta) + \left[ e^{-\tilde{D}_j(\theta + \alpha)} \left( \tilde{D}_j(\theta) \right) \tilde{X}_{j+1}(\theta) + \tilde{D}_j(\theta + \alpha) \tilde{W}_j(\theta) \right] \tilde{X}_{j+1}(\theta),
\]

where

\[
\tilde{R}_j^{(h_1)} = \left( \sum_{n=2}^{\infty} \frac{(-\tilde{D}_j(\theta + \alpha))^n}{n!} \right) (A + V(\theta) + v_{j+1}(\theta)) e^{\tilde{D}_j(\theta)} \tilde{X}_{j+1}(\theta) + (A + V(\theta) + v_{j+1}(\theta)) \left( \sum_{n=2}^{\infty} \frac{(-\tilde{D}_j(\theta))^n}{n!} \right) \tilde{X}_{j+1}(\theta),
\]

\[
\tilde{R}_j^{(h_2)} = \left( \sum_{n=1}^{\infty} \frac{(-\tilde{D}_j(\theta + \alpha))^n}{n!} \right) \tilde{W}_j(\theta) e^{\tilde{D}_j(\theta)} \tilde{X}_{j+1}(\theta) + \tilde{W}_j(\theta) \left( \sum_{n=1}^{\infty} \frac{(-\tilde{D}_j(\theta))^n}{n!} \right) \tilde{X}_{j+1}(\theta),
\]

and

\[
\tilde{R}_j^{(h_3)} = e^{-\tilde{D}_j(\theta + \alpha)} \tilde{W}_j(\theta) \tilde{\Delta}_j(\theta).
\]

Here, we omit the parameter \( \lambda \in \mathcal{O} \) for convenience because \( \lambda \) is always constant in this lemma. The key points are to find \( \tilde{D}_j \) and \( \tilde{\Delta}_j \) such that

\[
(A + V(\theta) + v_{j+1}(\theta))\tilde{D}_j(\theta) - \tilde{D}_j(\theta + \alpha)(A + V(\theta) + v_{j+1}(\theta)) = -\tilde{W}_j(\theta),
\]

and

\[
(A + V(\theta) + v_{j+1}(\theta))\tilde{\Delta}_j(\theta) - \tilde{\Delta}_j(\theta + \alpha) = -\tilde{U}_j(\theta).
\]

\[\blacktriangleleft : \text{Approximately solve } \tilde{D}_j \text{ and } \tilde{\Delta}_j. \] We first give the discussions with homological equation (5.20) for \( \tilde{\Delta}_j = (\tilde{\delta}_j, \tilde{\pi}_j)^T \). Denote by \( \tilde{U}_j = (\tilde{u}_j, \tilde{v}_j)^T \) and then due to the diagonal structure of \( A, V, v_{j+1} \), the equation (5.20) is equivalent to

\[
(e^{2\pi \lambda} + G(\theta) + g_{j+1}(\theta))\tilde{D}_j(\theta) - \tilde{D}_j(\theta + \alpha) = -\tilde{u}_j(\theta),
\]

where \( \|G\|_{\mathcal{O}} \leq \frac{1}{\delta_0} \) and \( \|g_{j+1}\|_{\mathcal{O}} \leq \sum_{m=1}^{\infty} \varepsilon_m^2 \leq 3\varepsilon_0^2 \).

Note that the right hand of equation (5.14) corresponds to an area-preserving map, thus

\[\det(A + V + v_j + \tilde{W}_j) \equiv 1,\]
which implies \( |e^{i2\pi\lambda} + G|^2 = 1 + O(\xi_0^2) \). To solve (5.21), we try to rewrite \( e^{i2\pi\lambda} + G \) in polar coordinate. By Lemma 5.5 in Appendix, there exist real-valued functions \( \rho(\theta) \) and \( B(\theta) \) with \( \|\rho\|_{r, \mathcal{O}} = O(\xi_0^2) \), \( \|B\|_{r, \mathcal{O}} = O(\|G\|_{r, \mathcal{O}}) \) \( \lesssim 1 \) such that

\[
e^{i2\pi\lambda} + G(\theta) = (1 + \rho(\theta))e^{i2\pi(\lambda + B(\theta))}.
\]

It follows that (5.21) can be written as

\[
e^{i2\pi(\lambda + B(\theta))}\delta_j(\theta) + b(\theta)\delta_j(\theta) - \delta_j(\theta + \alpha) = -\tilde{u}_j(\theta),
\]

where

\[
b(\theta) = \rho(\theta)e^{i2\pi(\lambda + B(\theta))} + g_{j+1}(\theta).
\]

Now, we apply Proposition 4.4 with \( l = 1 \) to get an approximate solution to (5.23). It only needs to verify that the equation (5.23) satisfies the assumptions (4.13) and (4.14). Combining with (5.13) in Lemma 5.2, one has

\[
\|b(\theta, \lambda)\|_{r, \mathcal{O}} \leq \|\rho\|_{r, \mathcal{O}}e^{i2\pi(\lambda + B(\theta))}\|\tilde{r}_j, \mathcal{O} + \|g_{j+1}\|\|\tilde{r}_j, \mathcal{O} \leq \xi_0^4 \leq Q_{n+1}^32^\tau \leq \gamma^2(12Q_{n+1}^{2\tau})^{-1}
\]

provided \( Q_{n+1}^{2\tau} \geq 12\gamma^{-2} \). Moreover, by Lemma 4.3 and \( Q_{n+1} \leq \Omega_n^4 \), we have

\[
\|R_{\Omega_n} B\|_{r, \mathcal{O}} \leq \exp\left\{ -2^{-1}r^{-1}1(\pi Q_n r)\ln(\pi Q_n r) \right\} \cdot \|B\|_{r, \mathcal{O}}
\]

\[
= \exp\left\{ -2^{-1}\Gamma(\pi Q_n, \Omega_{n-1}^{-2}r_0)\ln(\pi Q_n, \Omega_{n-1}^{-2}r_0) \right\} \cdot \|B\|_{r, \mathcal{O}}
\]

\[
\leq \exp\left\{ -2^{-1}\Gamma(\Omega_n^4, \ln(\Omega_n^4)) \right\}
\]

\[
= \Omega_n^{-6}1(\Omega_n^2) \leq \Omega_n^{-54\lambda^8}\gamma^4 \leq \gamma^2(480\pi^2 Q_{n+1}^{2\tau})^{-1}.
\]

By the assumption, \( \lambda + B(\theta) \) satisfies \( \lambda + [B(\theta)]_\theta \in DC_\alpha(\gamma, \tau, K, \mathcal{O}) \). Therefore, we can apply Proposition 4.4 to get an approximate solution \( \delta_j \) to the equation (5.23) with the error term \( \tilde{\delta}_j(\epsilon) \). Combining with Lemma 5.2, we have

\[
\|\tilde{\delta}_j\|_{r, \mathcal{O}} \leq 32\gamma^{-2}Q_{n+1}^{2\tau}\varepsilon_j \leq Q_{n+1}^{3\tau}\varepsilon_j \leq \varepsilon_j^3,
\]

since \( Q_{n+1}^{2\tau} \geq 32\gamma^{-2} \) and

\[
\|\tilde{\delta}_j(\epsilon)\|_{\tilde{r}_j, \mathcal{O}} \leq 16 \exp\left\{ -\varepsilon_j^3\Gamma(\Omega_n^4, \ln(\Omega_n^4)) \right\} \varepsilon_j
\]

\[
\leq 16 \exp\left\{ -\sigma\Gamma(\Omega_n^4, \ln(\Omega_n^4)) \right\} \varepsilon_j
\]

\[
\leq 16e^{-2\lambda^8\tau^2}\varepsilon_j
\]

by \( 2\pi K(\tilde{r}_j - \tilde{r}_0) \geq \Omega_n^4 \) and the fact \( \Gamma(x)\ln(x) \) is non-decreasing on \((1, \infty)\).

Now, we turn to the equation (5.19) about \( \tilde{D}_j \), which is equivalent to

\[
(e^{i2\pi\lambda} + G(\theta) + g_{j+1}(\theta))\tilde{d}_j(\theta) - \tilde{d}_j(\theta + \alpha) = -W_{j+1}(\theta).
\]

By applying (5.22) and direct calculations, we can rewrite the equation above as

\[
e^{i4\pi(\lambda + B(\theta))}\tilde{d}_j(\theta) + b(\theta)\tilde{d}_j(\theta) - \tilde{d}_j(\theta + \alpha) = w_j(\theta),
\]
Then, the estimates $\|\rho\|_{r,\mathcal{C}} = O(\varepsilon_{0}^{\frac{1}{3}})$ and $\|B\|_{r,\mathcal{C}} = O(\varepsilon_{0}^{\frac{1}{3}})$ in Lemma 5.5 imply

$$\|\overline{b}\|_{r,\mathcal{C}} = O(\|g_{j+1}\|_{r,\mathcal{C}}) \leq \varepsilon_{0}^{\frac{1}{3}}, \quad \|w_{j}\|_{r,\mathcal{C}} = O(\|\overline{W}_{j}\|_{r,\mathcal{C}}) \leq c\varepsilon_{j}^{\frac{1}{2}},$$

where $c \geq 1$ is a uniform constant independent of $j$ for small enough $\varepsilon_{0}$. Similar to the discussions about (5.23), it is obvious that equation (5.26) satisfies the assumptions of Proposition 4.4 with $l = 2$. Therefore, equation (5.26) has an approximate solution $\overline{d}_{j}$ with an error term $\overline{d}_{j}^{(er)}$ satisfying

$$\|\overline{d}_{j}\|_{r,\mathcal{C}} \leq 32c\varepsilon^{-2}Q^{2r^{2}}\varepsilon_{j}^{\frac{1}{2}} \leq Q^{3r^{2}}\varepsilon_{j}^{\frac{1}{2}} \leq \varepsilon_{j}^{\frac{1}{2}}$$

and

$$\|\overline{d}_{j}^{(er)}\|_{r,\mathcal{C}} \leq 16ce^{-2k^{2}}\varepsilon_{j}^{\frac{1}{2}}.$$

As a conclusion, we obtain approximate solutions $\overline{D}_{j}$ and $\overline{\Delta}_{j}$ of the form

$$\overline{D}_{j}(\theta) = \begin{pmatrix} 0 & \overline{d}_{j}(\theta) \\ \overline{d}_{j}^{(er)}(\theta) & 0 \end{pmatrix} \in su(1, 1), \quad \overline{\Delta}_{j}(\theta) = \begin{pmatrix} \overline{\delta}_{j}(\theta), \overline{\delta}_{j}(\theta) \end{pmatrix}^{T} \in \mathcal{O}^{2},$$

to the homological equations (5.19) and (5.20) with error terms

$$\overline{D}_{j}^{(er)}(\theta) := \begin{pmatrix} 0 & \overline{d}_{j}^{(er)}(\theta) \\ \overline{d}_{j}^{(er)}(\theta) & 0 \end{pmatrix}, \quad \overline{\Delta}_{j}^{(er)}(\theta) := \begin{pmatrix} \overline{\delta}_{j}^{(er)}(\theta), \overline{\delta}_{j}^{(er)}(\theta) \end{pmatrix}^{T}.$$

Therefore, we get the area-preserving transformation

$$\Phi_{j} : \Lambda_{r_{j+1}}(T \times \mathcal{O}, \mathcal{C}^{2}) \rightarrow \Lambda_{r_{j}}(T \times \mathcal{O}, \mathcal{C}^{2})$$

of the form

$$\overline{X}_{j}(\theta, \lambda) = e^{\overline{D}_{j}(\theta, \lambda)} \overline{X}_{j+1}(\theta, \lambda) + \overline{\Delta}_{j}(\theta, \lambda).$$

\begin{itemize}
  \item \textbf{The new equation.} We go back to the new equation (5.18) about $\overline{X}_{j+1}$. Following the choice of $\overline{D}_{j}$ and $\overline{\Delta}_{j}$ by solving the homological equations (5.19) and (5.20), we know that the equation (5.18) can be simplified as
  
  $$\overline{X}_{j+1}(\theta + \alpha, \lambda) = (A(\lambda) + V(\theta, \lambda) + v_{j+1}(\theta, \lambda))\overline{X}_{j+1}(\theta, \lambda) + e^{-\overline{D}_{j}(\theta, \lambda)}\overline{X}_{j+1}(\theta, \lambda) + e^{-\overline{D}_{j}(\theta, \lambda)}\overline{X}_{j}^{(h_{1})}(\theta, \lambda) + \overline{\Delta}_{j}(\theta, \lambda) + \overline{\Delta}_{j}(\theta, \lambda)$$

  $$+ e^{-\overline{D}_{j}(\theta, \lambda)}\overline{X}_{j+1}(\theta, \lambda) + e^{-\overline{D}_{j}(\theta, \lambda)}\overline{X}_{j}^{(h_{2})}(\theta, \lambda) + \overline{\Delta}_{j}(\theta, \lambda) + \overline{\Delta}_{j}(\theta, \lambda)$$

  $$+ \overline{W}_{j+1}(\theta, \lambda)\overline{X}_{j+1}(\theta, \lambda) + \overline{W}_{j+1}(\theta, \lambda)\overline{X}_{j+1}(\theta, \lambda) + \overline{W}_{j+1}(\theta, \lambda)\overline{X}_{j+1}(\theta, \lambda),$$

  \end{itemize}
where
\[
\bar{U}_{j+1}(\theta, \lambda) = e^{-\bar{D}_j(\theta + \alpha, \lambda)} \left( \bar{\Delta}_j^{(\text{er})}(\theta, \lambda) + \mathcal{W}_{j+2}(\theta, \lambda) \bar{\Delta}_j(\theta, \lambda) + \tilde{R}_j(\bar{\Delta}_j(\theta, \lambda), \theta, \lambda) \right),
\]
\[
\bar{W}_{j+1}(\theta, \lambda) = \bar{D}_j^{(\text{er})}(\theta, \lambda) + (A(\lambda) + V(\theta, \lambda) + \nu_{j+1}(\theta, \lambda)) \left( \sum_{n=2}^{\infty} \frac{(\bar{D}_j(\theta, \lambda))^n}{n!} \right)
\]
\[+ \left( \sum_{n=1}^{\infty} \frac{(-\bar{D}_j(\theta + \alpha, \lambda))^n}{n!} \right) (A(\lambda) + V(\theta, \lambda) + \nu_{j+1}(\theta, \lambda)) e^{\bar{D}_j(\theta, \lambda)}
\]
\[- \bar{D}_j(\theta + \alpha, \lambda) (A(\lambda) + V(\theta, \lambda) + \nu_{j+1}(\theta, \lambda)) \left( \sum_{n=1}^{\infty} \frac{(\bar{D}_j(\theta, \lambda))^n}{n!} \right)
\]
\[+ \mathcal{W}_{j+2}(\theta, \lambda) e^{\bar{D}_j(\theta, \lambda)}
\]
\[+ \mathcal{W}_{j+2}(\theta, \lambda) \left( \sum_{n=1}^{\infty} \frac{(\bar{D}_j(\theta, \lambda))^n}{n!} \right)
\]
\[+ e^{-\bar{D}_j(\theta + \alpha, \lambda)} \cdot \partial_1 \tilde{R}_j(\bar{\Delta}_j(\theta, \lambda), \theta, \lambda) \cdot e^{\bar{D}_j(\theta, \lambda)},
\]
and
\[
\bar{R}_{j+1}(\bar{X}_{j+1}(\theta, \lambda), \theta, \lambda) = e^{-\bar{D}_j(\theta + \alpha, \lambda)} \left\{ \bar{R}_j(e^{\bar{D}_j(\theta, \lambda)} \bar{X}_{j+1}(\theta, \lambda) + \bar{\Delta}_j(\theta, \lambda), \theta, \lambda)
\right.
\]
\[\left. - \bar{R}_j(\bar{\Delta}_j(\theta, \lambda), \theta, \lambda) - \partial_1 \tilde{R}_j(\bar{\Delta}_j(\theta, \lambda), \theta, \lambda) \cdot e^{\bar{D}_j(\theta, \lambda)} \bar{X}_{j+1}(\theta, \lambda) \right\}.
\]
Therefore, by the estimates (5.24), (5.25), (5.27) and (5.28), we get
\[
\|\bar{U}_{j+1}\|_{\bar{r}_{j+1}, \mathcal{O}} \leq e^{\frac{\beta}{2}j} (16e^{-2\lambda^4 \tau^2} \bar{\varepsilon}_j + \bar{\varepsilon}_j^{1/4} \cdot \bar{\varepsilon}_j^{1/2} + 4\bar{\varepsilon}_j^{1/2} \bar{\varepsilon}_j) \leq e^{-1} \bar{\varepsilon}_j = \bar{\varepsilon}_{j+1},
\]
\[
\|\bar{W}_{j+1}\|_{\bar{r}_{j+1}, \mathcal{O}} \leq 16ce^{-2\lambda^4 \tau^2} \bar{\varepsilon}_j^{1/4} + 10\bar{\varepsilon}_j + 6\bar{\varepsilon}_j + 8\bar{\varepsilon}_j + 40\bar{\varepsilon}_j^{1/2} + 20\bar{\varepsilon}_j^{1/2} + 10\bar{\varepsilon}_j + 6\bar{\varepsilon}_j + 8\bar{\varepsilon}_j
\]
\[\leq e^{-\frac{\beta}{2}j} = \bar{\varepsilon}_{j+1}.
\]

Now we turn to the higher order term \(\bar{R}_{j+1}\). It is obvious that \(\bar{R}_{j+1}(0, \theta, \lambda) = 0\) and \(\partial_1 \bar{R}_{j+1}(0, \theta, \lambda) = 0\). By direct calculation,
\[
\partial_1^2 \bar{R}_{j+1}(\bar{X}_{j+1}, \theta, \lambda)
\]
\[= e^{-\bar{D}_j(\theta + \alpha, \lambda)} \cdot \partial_1^2 \bar{R}_j(e^{\bar{D}_j(\theta, \lambda)} \bar{X}_{j+1}(\theta, \lambda) + \bar{\Delta}_j(\theta, \lambda), \theta, \lambda) \cdot (e^{\bar{D}_j(\theta, \lambda)})^2.
\]
Therefore, we have
\[
\|\partial_1^2 \bar{R}_{j+1}\|_{\bar{r}_{j+1}, \bar{s}_{j+1}, \mathcal{O}} \leq (1 + 6\bar{\varepsilon}_j^{1/4}) \|\partial_1^2 \bar{R}_j\|_{\bar{r}_{j+1}, \bar{s}_j, \mathcal{O}}
\]
\[\leq \left( \prod_{m=0}^{j} (1 + 6\bar{\varepsilon}_m^{1/4}) \right) \|\partial_1^2 \bar{R}_0\|_{\bar{r}_0, \bar{s}_0, \mathcal{O}},
\]
which is indicated by
\[
\|e^{\bar{D}_j(\theta, \lambda)} \bar{X}_{j+1}(\theta, \lambda) + \bar{\Delta}_j(\theta, \lambda)\|_{\bar{r}_{j+1}, \bar{s}_{j+1}, \mathcal{O}}
\]
\[\leq \|e^{\bar{D}_j}\|_{\bar{r}_j, \mathcal{O}} \|\bar{X}_{j+1}\|_{\bar{r}_{j+1}, \mathcal{O}} + \|\bar{\Delta}_j\|_{\bar{r}_j, \mathcal{O}}
\]
\[\leq (1 + 2\bar{\varepsilon}_j^{1/4}) \cdot \bar{s}_{j+1} + \bar{\varepsilon}_j^{1/4} \leq \bar{s}_j,
\]
provided \(\varepsilon_0 \leq \left( \frac{\varepsilon_0}{200} \right)^3\).
The discussions above show that the system defined by (5.29) is the one we want. Up to here, we finish the proof of Lemma 5.3.

5.3. Proof of main iterative lemma. In this subsection, we will use an iterative procedure of finite steps to find a transformation $\Phi$, which transforms the equation (5.3) to a new equation like (5.3) possesses the same estimates with $n + 1$ in place of $n$. This is achieved by using Lemma 5.3 inductively.

Starting from equation (5.3), we use Lemma 5.3 inductively $L$ times. By the choice of $L$ in (5.11), we have $\varepsilon_L \leq \varepsilon_{n+1} < \varepsilon_{L-1}$. Therefore, we terminate the finite iteration at $L$-th step. For the definition of $\sigma$ in (5.12),

$$
\tilde{r}_L = r_0 - L\sigma r_0 = 2^{-1}r_0 = r_{n+1},
$$

(5.30)

Moreover, we obtain a sequence of area-preserving maps $\tilde{\Phi}_0, \tilde{\Phi}_1, \cdots, \tilde{\Phi}_{L-1}$. Let

$$
\Phi_n := \tilde{\Phi}_0 \circ \tilde{\Phi}_1 \circ \cdots \circ \tilde{\Phi}_{L-1},
$$

which changes $(Eq)_n$ defined by (5.3) into $(Eq)_{n+1}$:

$$
X_{n+1}(\theta + \alpha, \lambda) = (A(\lambda) + V_{n+1}(\theta, \lambda))X_{n+1}(\theta, \lambda) + U_{n+1}(\theta, \lambda) + W_{n+1}(\theta, \lambda)X_{n+1}(\theta, \lambda) + R_{n+1}(X_{n+1}(\theta, \lambda), \theta, \lambda).
$$

Namely, $V_{n+1} = V + v_L, U_{n+1} = \tilde{U}_L, W_{n+1} = \tilde{W}_L, R_{n+1} = \tilde{R}_L$. The two inequalities in (5.30) show that $(Eq)_{n+1}$ is well-defined on $\Lambda_{n+1}(T \times O, C^2)$. Moreover,

$$
\|V_{n+1} - V\|_{r_{n+1}, O} \leq \|v_L\|_{\tilde{r}_L, O} \leq \sum_{m=0}^{L-1} \varepsilon_m^2 \leq 3\varepsilon_L^2,
$$

$$
\|U_{n+1}\|_{r_{n+1}, O} \leq \|\tilde{U}_L\|_{\tilde{r}_L, O} \leq \varepsilon_L \leq \varepsilon_{n+1},
$$

$$
\|W_{n+1}\|_{r_{n+1}, O} \leq \|\tilde{W}_L\|_{\tilde{r}_L, O} \leq \varepsilon_L^2 \leq \varepsilon_{n+1},
$$

$$
R_{n+1}(0, \theta, \lambda) = \tilde{R}_L(0, \theta, \lambda) = 0, \quad \partial_1 R_{n+1}(0, \theta, \lambda) = \partial_1 \tilde{R}_L(0, \theta, \lambda) = 0,
$$

and

$$
\|\partial_1^2 R_{n+1}\|_{r_{n+1}, s_{n+1}, O} \leq \|\partial_1^2 \tilde{R}_L\|_{\tilde{r}_L, \tilde{s}_L, O} \leq \left( \prod_{m=0}^{L-1} (1 + 6\varepsilon_m^2) \right) \|\partial_1^2 R_n\|_{r_n, s_n, O} \leq n \varepsilon^{2n} L^4.
$$

Thus, $(Eq)_{n+1}$ defined by above is the one we want in Lemma 5.1.

The remaining task is to prove (5.10). It follows from (5.17) in Lemma 5.3 that

$$
X_n = \left[ \prod_{m=0}^{L-1} e^{\tilde{D}_m} \right] X_{n+1} + \sum_{m=0}^{L-1} \left[ \prod_{j=0}^{m} e^{\tilde{D}_{j-1}} \right] \tilde{\Delta}_m
$$

$$
:= e^{\tilde{D}_{n+1}} X_{n+1} + \Delta_{n+1},
$$

where

$$
D_{n+1} = \ln \left( \prod_{m=0}^{L-1} e^{\tilde{D}_m} \right), \quad \Delta_{n+1} = \sum_{m=0}^{L-1} \left[ \prod_{j=0}^{m} e^{\tilde{D}_{j-1}} \right] \tilde{\Delta}_m, \quad \tilde{D}_{-1} \equiv 0.
$$
Note that $D_{n+1}$ is a map from $\mathbb{T} \times \mathcal{O}$ to $su(1, 1)$ because $\tilde{D}_m(\theta, \lambda) \in su(1, 1), m = 0, \ldots, L - 1$. Moreover, we have
\[
\|e^{D_{n+1}}\|_{r_{n+1}, \mathcal{O}} \leq \prod_{m=0}^{L-1} e^{\|\tilde{D}_m\|_{\mathcal{O}}} \leq e^{4\varepsilon_n^2}
\]
since $\|\tilde{D}_m\|_{\mathcal{O}} \leq \varepsilon_n^3$. Therefore, we obtain
\[
\|D_{n+1}\|_{r_{n+1}, \mathcal{O}} \leq 4\varepsilon_n^3.
\]
Finally, we have
\[
\|\Delta_{n+1}\|_{r_{n+1}, \mathcal{O}} \leq e^{4\varepsilon_n^2} \sum_{m=0}^{L-1} \varepsilon_m^5 \leq 2 \sum_{m=0}^{L-1} \varepsilon_m^5 \leq 4\varepsilon_n^5.
\]
This completes the proof of Lemma 5.1, one KAM step.

5.4. **Proof of Theorem 3.1.** We begin with the equation defined by (3.1):
\[
(Eq_0) \quad X_0(\theta + \alpha, \lambda) = (A(\lambda) + V_0(\theta, \lambda))X_0(\theta, \lambda) + U_0(\theta, \lambda) + W_0(\theta, \lambda)X_0(\theta, \lambda) + R_0(X_0(\theta, \lambda), \theta, \lambda)
\]
for the unknown function $X_0 \in \Lambda_r(T \times \mathcal{O}, C^2)$ and $V_0 \equiv 0$. Since $\mathcal{O} = [\frac{1}{4}, \frac{3}{4}]$ is a closed subset in $\mathbb{R}$, the non-resonance condition $\lambda \in DC(\gamma, \tau, K_0, \mathcal{O})$ is satisfied by setting
\[
\mathcal{O}_0 = \mathcal{O} \setminus \bigcup_{|k|<K_0} g_k^0(\gamma_0)
\]
\[
= \left\{ \lambda \in \mathcal{O} : \|\lambda - k\alpha\|_\tau \geq \frac{70}{(|k| + |\lambda|)\tau}, \forall 0 < |k| < K_0, l = 1, 2 \right\}.
\]
Assume that the parameter $\varepsilon_0$ in (3.3) satisfies the inequality (5.1), then Lemma 5.1 can be applied to $(Eq)_0$. As a consequences, we get a decreasing sequence of closed sets $\mathcal{O}_{n-1}$ and a sequence of area-preserving transformations
\[
\Phi^n := \Phi_0 \circ \cdots \circ \Phi_{n-1} : \Lambda_{r_n}(T \times \mathcal{O}_{n-1}, C^2) \to \Lambda_r(T \times \mathcal{O}, C^2)
\]
such that $\Phi^n$ changes $(Eq)_0$ to $(Eq)_n$, which satisfies the properties in Lemma 5.1. By the form (5.8) of each transformation $\Phi_n$, we know that $\Phi^n$ have the form
\[
X_0 = \left[ \prod_{j=1}^{n} e^{D_j} \right] X_n + \sum_{j=1}^{n} \left[ \prod_{m=0}^{j-1} e^{D_m} \right] \Delta_j
\]
\[
:= e^{D_n} X_n + \Xi_n,
\]
where
\[
\mathfrak{D}_n = \ln \left( \prod_{j=1}^{n} e^{D_j} \right) \in su(1, 1), \quad \Xi_n = \sum_{j=1}^{n} \left[ \prod_{m=0}^{j-1} e^{D_m} \right] \Delta_j, \quad D_0 \equiv 0.
\]
Similar to the calculation of (5.31), we have
\[
\|\mathfrak{D}_n\|_{r_n, \mathcal{O}_{n-1}} \leq \sum_{j=1}^{n} \|D_j\|_{r_j, \mathcal{O}_{j-1}} \leq 4 \sum_{j=1}^{\infty} \varepsilon_{j-1}^4 \leq 8\varepsilon_0^4,
\]
\[
\|\Xi_n\|_{r_n, \mathcal{O}_{n-1}} \leq \sum_{j=1}^{n} \|\Delta_j\|_{r_j, \mathcal{O}_{j-1}} \leq 4 \sum_{j=1}^{\infty} \varepsilon_{j-1}^6 \leq 8\varepsilon_0^6.
\]
sequence of closed sets have meas(\cdot). For the subset \(O\), the measure estimate, we refer to [17, 22].

Proof. Let the limits be \(V_s, U_s(=0), W_s(=0), R_s, \Phi_s\). It follows from (5.5) that
\[
\|V_s\|_{0,\mathcal{O}_s} \leq \sum_{n=1}^{\infty} \|V_n - V_{n-1}\|_{r_n,\mathcal{O}_{n-1}} \leq 4\varepsilon_0^1,
\]
\[
R_s(0, \theta, \lambda) = 0, \quad \partial_1 R_s(0, \theta, \lambda) = 0, \quad \|\partial_1^2 R_s\|_{0,\mathcal{O}_{s/2}} \leq \prod_{j=0}^{\infty} e^{24\varepsilon_j^\frac{1}{2}} \leq 2.
\]

As a conclusion, for any \(\lambda \in \mathcal{O}_s\), we obtain the finally invariance equation
\[
X_s(\theta + \alpha, \lambda) = (A(\lambda) + V_s(\theta, \lambda))X_s(\theta, \lambda) + R_s(X_s(\theta, \lambda), \theta, \lambda).
\]

5.5. Measure estimates. In the process of KAM iteration, we obtain a decreasing sequence of closed sets \(\mathcal{O}_0 \supset \mathcal{O}_1 \supset \cdots\). It is crucial to prove that the Lebesgue measure of their intersection \(\mathcal{O}_s = \bigcap_{n=0}^{\infty} \mathcal{O}_n\) is nonzero. For more information of the measure estimate, we refer to [17, 22].

Lemma 5.4. For the subset \(\mathcal{O}_s = \bigcap_{n=0}^{\infty} \mathcal{O}_n\) of \(\mathcal{O}\), where \(\mathcal{O}_n\) is defined in (5.6), we have \(\text{meas}(\mathcal{O} \setminus \mathcal{O}_s) = O(\gamma)\) for sufficiently small \(\gamma > 0\).

Proof. The complete proof can be found in Section 4.3 in [21]. To make the paper more self-contained, we give the sketch of the ideas. By Lemma 5.5, we have
\[
\left| \frac{d}{d\lambda} (\ell(\lambda + [B_n(\theta, \lambda)]_\theta) - k\alpha) \right| \geq |l| - \|B_n(\theta, \xi)\|_{\mathcal{O}_{n-1}}
\]
\[
\geq |l| - c\|V_n(\theta, \xi)\|_{\mathcal{O}_{n-1}}
\]
\[
\geq |l| - 4\varepsilon_0^\frac{1}{2} \geq 2^{-1}
\]
for any \(n \geq 0, l = 1, 2\) and \(\lambda \in \mathcal{O}_{n-1}\). Combining with (5.7), one gets
\[
\text{meas} (g_k^\theta(\gamma_n)) \leq 2\gamma_n |k|^{-\tau}.
\]

Therefore,
\[
\text{meas} \left( \bigcup_{0<|k|<K_0} g_k^\theta(\gamma_0) \right) \leq 2 \sum_{0<|k|<K_0} \frac{\gamma_0}{|k|^\tau},
\]
\[
\text{meas} \left( \bigcup_{K_{n-1} \leq |k|<K_n} g_k^n(\gamma_n) \right) \leq 2 \sum_{K_{n-1} \leq |k|<K_n} \frac{\gamma_n}{|k|^\tau} \quad \forall n \geq 1.
\]

Moreover, note \(\gamma_n = \gamma_0 \eta_n\), then we have the following
\[
2 \sum_{0<|k|<K_0} \frac{\gamma_0}{|k|^\tau} + 2 \sum_{n=1}^{\infty} \sum_{K_{n-1} \leq |k|<K_n} \frac{\gamma_n}{|k|^\tau}
\]
\[
\leq 2\gamma_0 \sum_{n=1}^{\infty} \frac{1}{(n+2)^2} \sum_{\kappa=1}^{\infty} \sum_{|k|=\kappa} \frac{1}{|k|^\tau}
\]
\[
\leq 4\gamma_0 \sum_{n=1}^{\infty} \frac{1}{(n+2)^2} \sum_{\kappa=1}^{\infty} \frac{1}{\kappa^\tau} = O(\gamma_0)
\]
by \( \tau > 1 \). That is, \( \text{meas}(O \setminus O_\ast) = O(\gamma) \).

### Appendix

**Lemma 5.5.** If \( \|G\|_{r,O} = O(\varepsilon_0) \) and \( |e^{i2\pi \lambda} + G| = 1 + O(\varepsilon_n) \), then there exist real-valued functions \( \rho \) and \( B \) satisfying

\[
(5.32) \quad e^{i2\pi \lambda} + G(\theta, \lambda) = (1 + \rho(\theta, \lambda)) e^{i2\pi(\lambda + B(\theta, \lambda))}
\]

with

\[
\|\rho\|_{r,O} = O(\varepsilon_n), \quad \|B\|_{r,O} = O(\varepsilon_0).
\]

**Proof.** The result can be obtained directly from the following graph. In detail,

\[\text{Figure 1. The increment of the argument } 2\pi B.\]

the function \( \rho \) is obvious since the modulus of \( e^{i2\pi \lambda} + G \) is \( 1 + O(\varepsilon_n) \). We now find the function \( B \). Let \( G = G_1 + iG_2 \) with \( G_i \in \Lambda_r(\mathbb{T} \times O, \mathbb{R}) \) and \( \|G_i\|_{r,O} = O(\|G\|_{r,O}) \), \((i = 1, 2)\). Then, (5.32) is equivalent to

\[
\begin{align*}
(1 + \rho) \cos 2\pi(\lambda + B) &= \cos 2\pi \lambda + G_1, \\
(1 + \rho) \sin 2\pi(\lambda + B) &= \sin 2\pi \lambda + G_2.
\end{align*}
\]

By direct calculation, we have

\[
\tan 2\pi B = \frac{G_2 \cos 2\pi \lambda - G_1 \sin 2\pi \lambda}{1 + G_1 \cos 2\pi \lambda + G_2 \sin 2\pi \lambda}.
\]

Hence \( \|B\|_{r,O} = O(\|G\|_{r,O}) = O(\varepsilon_0) \).

At the end, we present the proof of Lemma 4.2 for small divisor condition.

**Proof of the Lemma 4.2.** We prove the lemma in two cases.

**Case 1.** \( Q_{n+1} \leq Q_{n+1}^{+} \). It follows that \( |k| \leq K = Q_{n+1}^{+} \leq Q_{n+1}^{-} \). Therefore, one has

\[
|e^{i2\pi(i\Omega(\lambda) - k\alpha)}| - 1 = 2|\sin \pi(i\Omega(\lambda) - k\alpha)| \geq 4\|i\Omega(\lambda) - k\alpha\|_T \geq \frac{4\gamma}{|k|^2} \geq \frac{4\gamma}{Q_{n+1}^{-}}
\]


for $\Omega(\lambda) \in DC_\alpha(\gamma, \tau, K, O)$ and $l = 1, 2$.

**Case 2.** $Q_{n+1}^2 > Q_{n+1}^{2r}$. In this case, for any $|k| \leq K = \Omega_{n+1}^{1/2}$, we decompose it as

$$k = \tilde{k} + m Q_{n+1},$$

where $|\tilde{k}| < Q_{n+1}$. Then,

$$|m Q_{n+1}| \leq |k| + |\tilde{k}| \leq Q_{n+1}^{1/2} + Q_{n+1},$$

which yields

$$|m| < Q_{n+1}^{1/2} + 1.$$

It follows that

$$|e^{i2\pi(\Omega(\lambda) - k\alpha)} - 1| \geq 4\|\Omega(\lambda) - k\alpha\|_T$$

$$= 4\|\Omega(\lambda) - \tilde{k}\alpha - m Q_{n+1}\alpha\|_T$$

$$\geq 4\|\Omega(\lambda) - \tilde{k}\alpha\|_T - 4|m|\|Q_{n+1}\alpha\|_T$$

$$\geq 4\gamma Q_{n+1}^{1/2} - 4(Q_{n+1}^{-1}Q_{n+1}^{-1} + 1)\Omega_{n+1}^{-1}$$

$$\geq \frac{4\gamma}{Q_{n+1}^{1/2}} - \frac{8}{Q_{n+1}^{3/2}} \geq 2\gamma \frac{1}{Q_{n+1}^{3/2}} \geq \frac{4\gamma}{Q_{n+1}^{3/2}},$$

since we choose $Q_{n+1}$ big enough such that $Q_{n+1} \geq \frac{4}{\gamma}$. \qed
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