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Abstract—We propose a novel algorithm for optimizing multivariate linear threshold functions as split functions of decision trees to create improved Random Forest classifiers. Standard tree induction methods resort to sampling and exhaustive search to find good univariate split functions. In contrast, our method computes a linear combination of the features at each node, and optimizes the parameters of the linear combination (oblique) split functions by adopting a variant of latent variable SVM formulation. We develop a convex-concave upper bound on the classification loss for a one-level decision tree, and optimize the bound by stochastic gradient descent at each internal node of the tree. Forests of up to 1000 Continuously Optimized Oblique (CO2) decision trees are created, which significantly outperform Random Forest with univariate splits and previous techniques for constructing oblique trees. Experimental results are reported on multi-class classification benchmarks and on Labeled Faces in the Wild (LFW) dataset.
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1 INTRODUCTION

Decision trees [6], [24] and random forests [5], [13] have a long, successful history in machine learning, in part due to their computational efficiency and their applicability to large-scale classification and regression tasks (e.g., see [7], [11]). A case in point is the Microsoft Kinect, where multiple decision trees are learned on millions of training exemplars to enable real-time human pose estimation from depth images [27]. The standard algorithm for decision tree induction grows a tree one node at a time, greedily and recursively. The building block of this procedure is an optimization at each internal node of the tree, which divides the training data at that node into two subsets according to a splitting criterion, such as Gini impurity index in CART [6], or information gain in C4.5 [25]. This corresponds to optimizing a binary decision stump, or a one-level decision tree, at each internal node. Most tree-based methods exploit univariate (axis-aligned) split functions, which compare one feature dimension to a threshold. Optimizing univariate decision stumps is straightforward because one can exhaustively enumerate all plausible thresholds for each feature, and thereby select the best parameters according to the split criterion. Conversely, univariate split functions have limited discriminative power.

We investigate the use of a more general and powerful family of split functions, namely, linear-combination (a.k.a., oblique) splits. Such split functions comprise a multivariate linear projection of the features followed by binary quantization. Clearly, exhaustive search with linear hyperplanes is not feasible, and based on our preliminary experiments, random sampling yields poor results. Further, typical splitting criteria for a one-level decision tree (decision stump) are discontinuous, since small changes in split parameters may change the assignment of data to branches of the tree. As a consequence, split parameters are not readily amenable to numerical optimization, so oblique split functions have not been used widely with tree-based methods.

This paper advocates a new building block for learning decision trees, i.e., an algorithm for continuous optimization of oblique decision stumps. To this end, we introduce a continuous upper bound on the empirical loss associated with a decision stump. This upper bound resembles a ramp loss, and accommodates any convex loss that is useful for multi-class classification, regression, or structured prediction [22]. As explained below, the bound is the difference of two convex terms, the optimization of which is effectively accomplished using the Convex-Concave Procedure of [33]. The proposed bound resembles the bound used for learning binary hash functions [29].

Some previous work has also considered improving the classification accuracy of decision trees by using oblique split functions. For example, Murthy et al. [19] proposed a method called OCI, which yields some performance gains over CART and C4.5. Nevertheless, individual decision trees are rarely sufficiently powerful for many classification and regression tasks. Indeed, the power of tree-based methods often arises from diversity among the trees within a forest. Not surprisingly, a key question with optimized decision trees concerns the loss of diversity that occurs with optimization, and hence a reduction in the effectiveness of forests of such trees. The random forest of Breiman seems to achieve a good balance between optimization and randomness.

Our experimental results suggest that one can effectively optimize oblique split functions, and the loss of diversity associated with such optimized decision trees can be mitigated. In particular, it is found that when the decision stump optimization is initialized with random forest’s split func-
tions, one can indeed construct a forest of non-correlated decision trees. We effectively take advantage of the underlying non-convex optimization problem, for which a diverse set of initial states for the optimizer yields a set of different split functions. Like random forests, the resulting algorithm achieves very good performance gains as the number of trees in the ensemble increases.

We assess the effectiveness of our tree construction algorithm by generating up to 1000 decision trees on nine classification benchmarks. Our algorithm, called CO2 forest, outperforms random forest on all of the datasets. It is also shown to outperform a baseline of OC1 trees. As a large-scale experiment, we consider the task of segmenting faces from the Labeled Faces in the Wild (LFW) dataset [14]. Again, our results confirm that CO2 forest outperforms other baselines.

2 RELATED WORK

Breiman et al. [6] proposed a version of CART that employs linear combination splits, known as CART-linear-combination (CART-LC). Murthy et al. [13, 19] proposed OC1, a refinement of CART-LC that uses random restarts and random perturbations to escape local minima. The main idea behind both algorithms is to use coordinate descent to optimize the parameters of the oblique splits one dimension at a time. Keeping all of the weights corresponding to an oblique decision stump fixed except one, for each datum they compute the critical value of the missing weight at which the datum switches its assignment to the branches. Then, one can sort these critical values to find the optimal value of each weight (with other weights fixed). By performing multiple passes over the dimensions and the data, oblique splits with small empirical loss can be found.

By contrast, our algorithm updates all the weights simultaneously using gradient descent. While the aforementioned algorithms focus mainly on optimizing the splitting criterion to minimize tree size, there is little promise of improved generalization. Here, by adopting a formulation based on the latent variable SVM [32], our algorithm provides a natural means of regularizing the oblique split stumps, thereby improving the generalization power of the trees.

The hierarchical mixture of experts (HME) [16] uses soft splits rather than hard binary decisions to capture situations where the transition from low to high response is gradual. The empirical loss associated with HME is a smooth function of the unknown parameters and hence numerical optimization is feasible. The main drawback of HME concerns inference. That is, multiple paths along the tree should be explored during inference, which reduces the efficiency of the classifier.

Our work builds upon random forest [5]. Random forest combines bootstrap aggregating (bagging) [4] and the random selection of features [13] to construct an ensemble of non-correlated decision trees. The method is used widely for classification and regression tasks, and research still investigates its theoretical characteristics [8]. Building on random forest, we also grow each tree using a bootstrapped version of the training dataset. The main difference is the way the split functions are selected. Training random forest is generally faster than using our optimized oblique trees, and because random forest uses univariate splits, classification with the same number of trees is often faster. Nevertheless, we often achieve similar accuracy with many fewer trees, and depending on the application, the gain in classification performance is clearly worth the computational overhead.

There also exist boosting based techniques for creating ensembles of decision trees [10, 51]. A key benefit of random forest over boosting is that it allows for faster training as the decision trees can be trained in parallel. In our experiments we usually train 30 trees in parallel on a multicore machine. Nevertheless, it is interesting to combine boosting techniques with our oblique trees, and we leave this to future work.

Menze et al. [18] also consider a variant of oblique random forest. At each internal node they find an optimal split function using either ridge regression or linear discriminant analysis. Like other previous work [3, 30], the technique of [18] is only conveniently applicable to binary classification tasks. A big challenge in a multi-class setting is solving the combinatorial assignment of labels to the two leaves. In contrast to [18], our technique is more general, and allows for optimization of multi-class classification and regression loss functions.

Rota Buló & Kontschieder [26] recently proposed the use of multi-layer neural nets as split functions at internal nodes. While extremely powerful, the resulting decision trees lose their computational simplicity during training and testing. Further, it may be difficult to produce the required diversity among trees in a forest. This paper explores the middle ground, with a simple, yet effective class of linear multi-variate split functions. That said, note that the formulation of the upper bound used to optimize empirical loss in this paper can be extended to optimize other non-linear split functions, including neural nets (e.g., [21]).

3 PRELIMINARIES

For ease of exposition, this paper is focused on binary classification trees, with $m$ internal (split) nodes, and $m + 1$ leaf (terminal) nodes. An input, $x \in \mathbb{R}^p$, is directed from the root of the tree down through internal nodes to a leaf node, which specifies a distribution over $k$ class labels.

Each internal node, indexed by $i \in \{1, \ldots, m\}$, performs a binary test by evaluating a node-specific split function $t_i(x) : \mathbb{R}^p \rightarrow \{-1,+1\}$. If $t_i(x)$ evaluates to $-1$, then $x$ is directed to the left child of node $i$. Otherwise, $x$ is directed to the right child. And so on down the tree. Each split function $t_i(\cdot)$, parametrized by a weight vector $w_i$, is assumed to be a linear threshold function of the form $t_i(x) = \text{sgn}(w_i^T x)$. We incorporate an offset parameter to obtain split functions of the form $\text{sgn}(w_i^T x - b_i)$ by using homogeneous coordinates (i.e., by appending a constant “$-1$” to the end of the input feature vector).

Each leaf node, indexed by $j \in \{0, \ldots, m\}$, specifies a conditional probability distribution over class labels, $l \in \{1, \ldots, k\}$, denoted $p(y = l \mid j)$. These distributions are parameterized in terms of a vector of unnormalized predic-

1. In a binary tree the number of leaves is always one more than the number of internal (non-leaf) nodes.
tive log-probabilities, denoted $\theta_j \in \mathbb{R}^k$, and a conventional softmax function; i.e.,

$$p(y = l \mid j) = \frac{\exp \{\theta_j[l]\}}{\sum_{\alpha=1}^k \exp \{\theta_j[\alpha]\}},$$

(1)

where $v_{[a]}$ denotes the $a^{th}$ element of vector $v$.

The parameters of the tree comprise the $m$ internal weight vectors, each of dimension $p + 1$, and the $m + 1$ vectors of unnormalized log-probabilities, one for each leaf node, i.e., $\{w_j\}_{j=1}^m$ and $\{\theta_j\}_{j=0}^m$. Given a dataset of input-output pairs, $D = \{(x_i, y_i)\}_{i=1}^n$, where $y_i \in \{1, \ldots, k\}$ is the ground truth class label associated with input $x_i \in \mathbb{R}^p$, we wish to find a joint configuration of oblique splits $\{w_i\}_{i=1}^m$ and leaf parameters $\{\theta_j\}_{j=0}^m$ that minimize some measure of misclassification loss on the training set. Joint optimization of the split functions and leaf parameters according to a global objective is, however, known to be extremely challenging [15] due to the discrete and sequential nature of the decisions within the tree.

To cope with the discontinuous objective caused by discrete split functions, we propose a smooth upper bound on the empirical loss, with which one can effectively learn a diverse collection of trees with oblique split functions. We apply this approach to the optimization of split functions of internal nodes within the context of a top-down greedy induction procedure, one in which each internal node is treated as an independent one-level decision stump. The split functions of the tree are optimized one node at a time, in a greedy fashion as one traverses the tree, breadth first, from the root downward. The procedure terminates when a desired tree depth is reached, or when some other stopping criterion is met. While we focus here on the optimization of a single stump, the formulation can be generalized to optimize entire trees.

4 CONTINUOUS OPTIMIZATION OF OBLIQUE (CO2) DECISION STUMPS

A binary decision stump is parameterized by a weight vector $w$, and two vectors of unnormalized log-probabilities for the two leaf nodes, $\theta_0$ and $\theta_1$. The stump’s loss function comprises two terms, one for each leaf, denoted $\ell(\theta_0, y)$ and $\ell(\theta_1, y)$, where $\ell : \mathbb{R}^k \times \{1, \ldots, k\} \rightarrow \mathbb{R}^+$. They measure the discrepancy between the label $y$ and the distributions parameterized by $\theta_0$ and $\theta_1$. The binary test at the root of the stump acts as a gating function to select a leaf, and hence its associated loss. The empirical loss for the stump, i.e., the sum of the loss over the training set $D$, is defined as

$$L(w, \theta_{0,1}; D) = \sum_{(x, y) \in D} \mathbb{I}(w^T x < 0) \ell(\theta_0, y) + \mathbb{I}(w^T x \geq 0) \ell(\theta_1, y),$$

(2)

where $\mathbb{I}()$ is the usual indicator function. Given the softmax model of Eq. (1), the log loss takes the form

$$\ell_{\log}(\theta, y) = -\theta[y] + \log \left\{ \sum_{\alpha=1}^k \exp \{\theta[\alpha]\} \right\}. $$

(3)

Regarding this formulation, we note that the parameters which minimize Eq. (2) with the log loss, $\ell_{\log}$, are those that maximize information gain. One can prove this with straightforward algebraic manipulation of Eq. (2), recognizing that the $\theta_0$ and $\theta_1$ that minimize Eq. (2), given any $w$, are the empirical class log-probabilities at the leaves.

We also note that the framework outlined below accommodates other loss functions that are convex in $\theta$. For instance, for regression tasks where $y \in \mathbb{R}^k$, one can use squared loss,

$$\ell_{\text{sq}}(\theta, y) = \|\theta - y\|_2^2. $$

(4)

As mentioned above, it is also important to note that empirical loss, $L(w, \theta_{0,1}; D)$, is a discontinuous function of $w$. As a consequence, optimization of $L$ with respect to $w$ is very challenging. Our approach, outlined in detail below, is to instead optimize a continuous upper bound on empirical loss. This bound is closely related to formulations of binary SVM and logistic regression classification.

4.1 Upper Bound on Empirical Loss

The upper bound on loss that we employ, given an input-output pair $(x, y)$, has the following form:

$$\mathbb{I}(w^T x < 0) \ell(\theta_0, y) + \mathbb{I}(w^T x \geq 0) \ell(\theta_1, y) \leq \max (-w^T x + \ell(\theta_0, y), w^T x + \ell(\theta_1, y)) - |w^T x|,$$

(5)

where $|w^T x|$ denotes the absolute value of $w^T x$. To verify the bound, first suppose that $w^T x < 0$. In this case, it is straightforward to show that the inequality reduces to

$$\ell(\theta_0, y) \leq \max (\ell(\theta_0, y), 2w^T x + \ell(\theta_1, y)), $$

(6)

which holds trivially. Conversely, when $w^T x \geq 0$ the inequality reduces to

$$\ell(\theta_1, y) \leq \max (-2w^T x + \ell(\theta_0, y), \ell(\theta_1, y)), $$

(7)

which is straightforward to validate. Hence the inequality in Eq. (5) holds.

Interestingly, while empirical loss in Eq. (2) is invariant to $\|w\|$, the bound in Eq. (6) is not. That is, for any real scalar $a > 0$, $\text{sgn}(aw^T x)$ does not change with $a$, and hence $L(w, \theta_{0,1}) = L(aw, \theta_{0,1})$. Thus, while the loss on the LHS of Eq. (5) is scale-invariant, the upper bound on the RHS of Eq. (5) does depend on $\|w\|$. Indeed, like the soft-margin binary SVM formulation, and margin rescaling formulations of structural SVM [31], the norm of $w$ affects the interplay between the upper bound and empirical loss. In particular, as the scale of $w$ increases, the upper bound becomes tighter and its optimization becomes more similar to a direct loss minimization.

More precisely, the upper bound becomes tighter as $\|w\|$ increases. This is evident from the following inequality, which holds for any real scalar $a > 1$:

$$\max (-aw^T x + \ell(\theta_0, y), aw^T x + \ell(\theta_1, y)) - |aw^T x| \geq \max (-w^T x + \ell(\theta_0, y), w^T x + \ell(\theta_1, y)) - |w^T x|.$$
To verify the bound, as above, consider the sign of $w^T x$. When $w^T x < 0$, inequality in Eq. (8) is equivalent to
\[
\max \left( \ell(\theta_0, y) + 2w^T x + \ell(\theta_1, y) \right) \geq \max \left( \ell(\theta_0, y) + 2aw^T x + \ell(\theta_1, y) \right).
\]
Conversely, when $w^T x \geq 0$, Eq. (8) is equivalent to
\[
\max \left( -2w^T x + \ell(\theta_0, y) + \ell(\theta_1, y) \right) \geq \max \left( -2aw^T x + \ell(\theta_0, y) + \ell(\theta_1, y) \right).
\]
Thus, as $\|w\|$ increases the bound becomes tighter. In the limit, as $\|w\|$ becomes large, the loss terms $\ell(\theta_0, y)$ and $\ell(\theta_1, y)$ become negligible compared to the terms $-w^T x$ and $w^T x$, in which case the RHS of Eq. (5) equals its LHS, except when $w^T x \approx 0$. Hence, for large $\|w\|$, not only the bound gets tight, but also it becomes less smooth and more difficult to optimize in our nonconvex setting.

From the derivation above, and through experiments below, we observe that when $\|w\|$ is constrained, optimization converges to better solutions that exhibit better generalization. Summing over the bounds for the training pairs, and restricting $\|w\|$, we obtain the surrogate objective we aim to optimize to find the decision stump parameters:
\[
\begin{aligned}
\text{minimize} & \quad L'(w, \theta_{0,1}; D, \nu) \\
\text{such that} & \quad \|w\|^2 \leq \nu,
\end{aligned}
\tag{9}
\]
where $\nu \in \mathbb{R}^+$ is a regularization parameter, and $L'$ is the surrogate objective, i.e., the upper bound,
\[
L'(w, \theta_{0,1}; D, \nu) \equiv \sum_{(x,y) \in D} \max \left( -w^T x + \ell(\theta_0, y), w^T x + \ell(\theta_1, y) \right) - |w^T x|.
\tag{10}
\]

For all values of $\nu$, we have that $L'(w, \theta_{0,1}; D, \nu) \geq L(w, \theta_{0,1}; D)$. We find a suitable $\nu$ via cross-validation. Instead of using the typical Lagrange form for regularization, we employed hard constraints with similar behavior.

### 4.2 Convex-Concave Optimization

Minimizing the surrogate objective in Eq. (10) entails non-convex optimization. While still challenging, it is important that $L'(w, \theta_{0,1}; D, \nu)$ is better behaved than empirical loss. It is piecewise smooth and convex-concave in $w$, and the constraint on $w$ defines a convex set. As a consequence, gradient-based optimization is applicable, although the surrogate objective is non-differentiable at isolated points. The objective also depends on the leaf parameters, $\theta_0$ and $\theta_1$, but only through the loss terms $\ell$, which we constrained to be convex in $\theta$. Therefore, for a fixed $w$, it follows that $L'(w, \theta_{0,1}; D, \nu)$ is convex in $\theta_0$ and $\theta_1$.

The convex-concave nature of the surrogate objective allows us to use difference of convex (DC) programming, or the Convex-Concave Procedure (CCCP) [33], a method for minimizing objective functions expressed as sum of a convex and a concave term. The CCCP has been employed by Felzenszwalb et al. [9] and Yu & Joachims [32] to optimize latent variable SVM models that employ a similar convex-concave surrogate objective.

The Convex-Concave Procedure is an iterative method. At each iteration the concave term ($-|w^T x|$ in our case)

**Algorithm 1** The convex-concave procedure for Continuous Optimization of Oblique (CO2) decision stumps that minimizes Eq. (9) to estimate $(w, \theta_0, \theta_1)$ given a training dataset $D$, and a hyper-parameter $\nu$ that constrains the norm of $w$

1: Initialize $w$ by a random univariate split
2: Estimate $\theta_0$, and $\theta_1$ based on $w$ and $D$
3: while surrogate objective has not converged do
4: $w^{(old)} \leftarrow w$
5: for $t = 1$ to $\tau$ do
6: sample a pair $(x, y)$ at random from $D$
7: $s \leftarrow \text{sgn}(w^{(old)} x)$
8: if $-w^T x + \ell(\theta_0, y) \geq w^T x + \ell(\theta_1, y)$ then
9: $w \leftarrow w - \eta (1 + s) x$
10: $\theta_0 \leftarrow \theta_0 - \eta \partial \ell(\theta_0, y)/\partial \theta$
11: else
12: $w \leftarrow w - \eta (1 - s) x$
13: $\theta_1 \leftarrow \theta_1 - \eta \partial \ell(\theta_1, y)/\partial \theta$
14: end if
15: if $\|w\|^2 > \nu$ then
16: $w \leftarrow \sqrt{\nu} \cdot w / \|w\|_2$
17: end if
18: end for
19: end while
5 IMPLEMENTATION AND EXPERIMENTAL DETAILS

In all tree construction methods considered here, we grow each decision tree as deep as possible, until we reach a pure leaf. We exploit the bagging ensemble learning algorithm [4] to create the forest such that each tree is built by using a new data set sampled uniformly with replacement from the original dataset. In Random Forest, for finding each univariate split function we only consider a candidate set of size $q$ of random feature dimensions, where $q$ is the only hyper-parameter in our random forest implementation. We set the parameter $q$ by growing a forest of 1000 trees and testing them on a hold-out validation set of size 20% of the training set. Let $p$ denote the dimensionality of the feature descriptors. We choose $q$ from the candidate set of $\{p^{0.5}, p^{0.6}, p^{0.7}, p^{0.8}, p^{0.9}\}$ to accelerate validation. Some previous work suggests the use of $q = \sqrt{p}$ as a heuristic [11], which is included in the candidate set.

We use an OC1 implementation provided by the authors [1]. We slightly modified the code to allow trees to grow to their fullest extent, removing hard-coded limits on tree depth and minimum examples for computing splits. We also modified the initialization of OC1 optimization to match our initialization for CO2, whereby an optimal axis-aligned split on a subsampling of $q$ possible features is used. Interestingly, we observed that both changes improve OC1’s performance when building ensembles of multiple trees. OC1 Forest. We use the default values provided by the authors for OC1 hyperparameters.

CO2 Forest has three hyper-parameters, namely, the regularization parameter $\nu$, the initial learning rate $\eta$, and $q$, the size of feature candidate set of which the best is selected to initialize the CO2 optimization. Ideally, one may consider using different regularizer parameters for different internal nodes of the tree, since the number of available training data decreases as one descends the tree. However, we use the same regularizer and learning rate for all of the nodes to keep hyper-parameter tuning simple. We set $q$ as selected by the random forest validation above. We perform a grid search over $\nu$ and $\eta$ to select the best hyper-parameters.

6 EXPERIMENTS

Before presenting the classification results, we investigate the impact of the hyper-parameter $\nu$ on our oblique decision trees. Fig. 4 depicts training and validation error rates for the MNIST dataset for different values of $\nu \in \{0.1, 1, 10, 100\}$ and different tree depths. One can see that as the tree depth increases, training error rate decreases monotonically. However, validation error rate saturates at a certain depth, e.g., a depth of 10 for MNIST. Growing the trees deeper beyond this point, either has no impact, or slightly hurts the performance. From the plots it appears that $\nu = 10$ exhibits the best training and validation error rates. The difference between different values of $\nu$ seems to be larger for validation error.

As shown above in Eq. 8, as $\nu$ increases the upper bound becomes tighter. Thus, one might suspect that larger $\nu$ implies a better optimum and better training error rates. However, increasing $\nu$ not only tightens the bound, but also makes the objective less smooth and harder to optimize. For MNIST, at $\nu = 10$ there appears to be a reasonable balance between the tightness of the bound and the smoothness of the objective. The hyper-parameter $\nu$ also acts as a regularizer, contributing to the large gap in the validation error rates. For completeness, we also include baseline results with univariate decision trees. Clearly, the CO2 trees reach the same training error rates as the baseline but at a smaller depth. As seen from the validation error rates, the CO2 trees achieve better generalization too.

Classification results for tree ensembles are generally much better than a single tree. Here, we compare our Continuously Optimized Oblique (CO2) decision forest with random forest [5] and OC1 forest, forest built using OC1 [19]. Results for random forest are obtained with the implementation of the scikit-learn package [23]. Both of the baselines use information gain as the splitting criterion for learning decision stumps. We do not directly compare with other types of classifiers, as our research concerns tree-based techniques. Nevertheless, the reported results are often competitive with the state-of-the-art.

6.1 UCI multi-class benchmarks

We conduct experiments on nine UCI multi-class benchmarks, namely, SatImage, USPS, Pendigits, Letter, Protein, Connect4, MNIST, SensIT, Covertype. Table 1 provides a summary of the datasets, including the number of training and test points, the number of class labels, and the feature dimensionality. We use the training and test splits set by previous work, except for Connect4 and Covertype. More details about the datasets, including references to the corresponding publications can be found at the LIBSVM dataset repository page [22].

Test error rates for random forest, OC1 Forest, and CO2 Forest with different numbers of trees (10, 30, 1000) are reported in Table 1. OC1 results are not presented on some datasets, as the derivative-free coordinate descent method used does not scale to large or high-dimensional datasets, e.g., requiring more than 24 hours to train a single tree on MNIST. CO2 Forest consistently outperforms random forest and OC1 Forest on all of the datasets. In some cases, i.e., Covertype, and SatImage, the improvement is small, but in four of the datasets CO2 Forest with only 10 trees outperforms random forest with 1000 trees.

For all methods, there is a large performance gain when the number of trees is increased from 10 to 30. The marginal gain from 30 to 1000 trees is less significant, but still notable. Finally, we also plot test error curves as a function of log number of trees in Fig. 3. CO2 Forest outperforms random forest and OC1 by a large margin and in most cases the marginal gain persists across different number of trees. For some datasets, OC1 Forest outperforms random forest, but it consistently underperforms CO2 Forest.

For pre-processing, the datasets are scaled so that either the feature dimensions are in the range of $[0, 1]$, or they have a zero mean and a unit standard deviation. For CO2 Forest, we select $\nu$ from the set $\{0.1, 1, 4, 10, 43, 100\}$, and $\eta$ from the set $\{0.03, 0.01, 0.003\}$. A validation of 30 decision trees is performed over 18 entries of the grid of $(\nu, \eta)$.

6.2 Labeled Faces in the Wild (LFW)

As a large-scale experiment, we consider the task of segmenting face parts based on the Labeled Faces in the Wild dataset.
we use the Jaccard score to select the CO2 hyperparameter $\nu$ to minimize error. We observe that $\nu$ in the range of $[0.1, 10]$ produces the lowest error.

We then perform grid search over $\nu$ and $\eta$, where $\eta$ is the number of pairs of features. For the range of $\nu$ that minimizes training error, we select $\eta$ to minimize validation error. We observe that $\eta$ in the range of $[250, 1000]$ produces the lowest validation error.

We then compare the performance of CO2 Forest with the baseline methods. We observe that CO2 Forest consistently outperforms the baseline methods.

Table 1: Test error rates for random forest, OC1 Forest, and CO2 Forest with different number of trees.

| Dataset Information | Test error (%) | Random Forest | OCI Forest | CO2 Forest |
|---------------------|----------------|---------------|------------|------------|
|                     | #Train | #Test | #Class | Dim | #Train | #Test | #Class | Dim | #Train | #Test | #Class | Dim |
| SatImage            | 4,435  | 2,000 | 6      | 36  | 10.1  | 9.4   | 8.9    |      | 10.1  | 9.9   | 9.5    |      |
| USPS                | 7,291  | 2,007 | 10     | 256 | 9.0   | 7.2   | 6.4    |      | 7.1   | 7.1   | 6.8    |      |
| Pendigits           | 7,494  | 3,498 | 10     | 16  | 3.9   | 3.3   | 3.5    |      | 3.2   | 2.2   | 2.3    |      |
| Letter              | 15,000 | 5,000 | 26     | 16  | 6.6   | 4.7   | 3.7    |      | 7.6   | 5.0   | 3.8    |      |
| Protein             | 17,766 | 6,621 | 3      | 357 | 39.9  | 35.5  | 30.9   |      | 39.1  | 34.6  | 30.8   |      |
| Connect4*           | 55,000 | 12,557| 3      | 126 | 18.9  | 17.4  | 16.2   |      | N/A   | 17.1  | 15.7   | 14.7  |
| MNIST               | 60,000 | 10,000| 10     | 784 | 4.5   | 3.5   | 2.8    |      | N/A   | 2.5   | 2.0    | 1.9   |
| SensIT              | 78,823 | 19,705| 3      | 100 | 15.5  | 14.0  | 13.4   |      | N/A   | 14.1  | 13.0   | 12.5  |
| Covertype*          | 500,000| 81,012| 7      | 54  | 3.2   | 2.8   | 2.6    |      | N/A   | 3.1   | 2.7    | 2.6   |

Test error rates for forests with different number of trees on multi-class classification benchmarks. First few columns provide dataset information. Test error rates (%) for random forest, OC1 Forest, and CO2 Forest with 10, 30, and 1000 trees are reported. For datasets marked with a star *(i.e., Connect4 & Covertype) we use our own training and test splits. As the number of training data points and feature dimensionality increase, OC1 becomes prohibitively slow, so this method is not applicable to the datasets with high-dimensional data or large training sets.

In contrast, CO2 Forest is faster and scales better to high-dimensional data and large training sets. We observe that CO2 Forest consistently outperforms the baseline methods.

Because of the class label imbalance in LFW, classification accuracy is a poor measure of the segmentation quality. A more informative performance measure, also used in the PASCAL VOC challenge, is the class-average Jaccard score. We report Jaccard scores for the baselines vs. CO2 Forest in Table 2. It is clear that Two-probe Forest outperforms random forest, and CO2 Forest outperforms both of the baselines considerably. The superiority of CO2 Forest is consistent in Fig. 4, where Jaccard scores are depicted for forests with fixed tree depths, and forests with different number of trees. The Jaccard score is calculated for each class label, against all of the other classes, as $\frac{tp}{tp + fp + fn}$. The average of this quantity over classes is reported here. The test set comprises 250 randomly chosen images.

We use the Jaccard score to select the CO2 hyperparameters $\nu$ and $\eta$. We perform grid search over $\eta \in \{10^{-5}, 10^{-4}, 3 \cdot 10^{-4}, 6 \cdot 10^{-4}, 0.001, 0.003\}$ and $\nu \in \{0.1, 1, 4, 10, 43, 100\}$. We compare the scores for 16 trees on a held-out validation set of 100 images. The choice of...
\[ \eta = 10^{-4} \] and \( \nu = 1 \) achieves the highest validation Jaccard score of 41.87, and are used in the final experiments.

We note that some other tree-like structures [28] and more sophisticated Computer Vision systems built for face segmentation [29] achieve better segmentation accuracy on LFW. However, our models use only raw pixel values, and our goal was to compare CO2 Forest against forest baselines.

### 7 Conclusion

We present Continuously Optimized Oblique (CO2) Forest, a new variant of random forest that uses oblique split functions. Even though the information gain criterion used for inducing decision trees is discontinuous and hard to optimize, we propose a continuous upper bound on the information gain objective. We leverage this bound to optimize oblique decision tree ensembles, which achieve a large improvement on classification benchmarks over a random forest baseline and previous methods of constructing oblique decision trees. In contrast to OC1 trees, our method scales to problems with high-dimensional inputs and large training sets, which are commonplace in Computer Vision and Machine Learning. Our framework is straightforward to generalize to other tasks, such as regression or structured prediction, as the upper bound is general and applies to any form of convex loss function.
Fig. 3. The above shows side-by-side comparisons of classification results on images from the test set. From left to right, these are the input image, the ground truth labels, the outputs of Random Forest, Two-probe Forest, and CO2 Forest. The first column depicts images chosen to show a spread of different segmentation qualities with the first three the median image by Jaccard score for each method, and the last two, examples with highest mean and variance in scores across methods. The second column shows five random examples.
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