Experimental Validation of a Reliable Palmprint Recognition System Based on 2D Ultrasound Images
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Abstract: Ultrasound has been trialed in biometric recognition systems for many years, and at present different types of ultrasound fingerprint readers are being produced and integrated in portable devices. An important merit of the ultrasound is its ability to image the internal structure of the hand, which can guarantee improved recognition rates and resistance to spoofing attacks. In addition, ambient noise like changes of illumination, humidity, or temperature, as well as oil or ink stains on the skin do not affect the ultrasound image. In this work, a palmprint recognition system based on ultrasound images is proposed and experimentally validated. The system uses a gel pad to obtain acoustic coupling between the ultrasound probe and the user’s hand. The collected volumetric image is processed to extract 2D palmprints at various under-skin depths. Features are extracted from one of these 2D palmprints using a line-based procedure. Recognition performances of the proposed system were evaluated by performing both verification and identification experiments on a home-made database containing 281 samples collected from 32 different volunteers. An equal error rate of 0.38% and an identification rate of 100% were achieved. These results are very satisfactory, even if obtained with a relatively small database. A discussion on the causes of bad acquisitions is also presented, and a possible solution to further optimize the acquisition system is suggested.
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1. Introduction

The use of biometric systems is continuously expanding in a wide variety of civilian applications where authentication based on behavioral or physiological characteristics is often replacing classical methods based on ID cards, passwords, or tokens. Several kinds of technology have been employed to collect various behavioral traits. The optical approach is generally relatively cheap thanks to the use of low-cost visible-band cameras, and can provide high-resolution images. It is the most exploited, as it allows the acquisition of several biometrics, including face, fingerprint, iris [1], and palmprint [2].

In some cases, the performance of biometric systems based on visible light is limited by variable illumination conditions and by their vulnerability to spoofing attacks. Recognition systems based on thermal infrared images of face or hand veins are often used as well as they assure liveness and are difficult to spoof because they contain under-skin information [3,4]; however, they may be influenced by ambient temperature. Capacitive sensors have been mainly tested for authentication based on fingerprint [5] and, more recently, there is a growing research interest in biometric systems based on photoacoustic sensors [6,7]. The recognition system described in the present work is based on ultrasound images.

The first research activities aiming to develop recognition systems that exploit ultrasound images of fingerprints date back to the end of the last century [8]. In the following years, several
implementations of fingerprint ultrasound sensors have been experimented [9–12] and different types of ultrasonic fingerprint readers [13,14] are now produced and integrated in smartphone and tablet devices [15–17].

A main strength of the ultrasonic technique over other technologies is its capability to image internal portions of the human body, being able in this way to extract under-skin features that allow on one hand to improve recognition rates and on the other hand to detect liveness, which makes the biometric system resistant to spoofing attacks. As further merits, ambient noise (e.g., variations of illumination, humidity, or temperature) and oil or ink stains do not affect the ultrasound image. Several sensor technologies applications, including single piezoelectric elements, piezocomposite arrays, and more recently capacitive Micromachined Ultrasonic Transducers (cMUTs) and piezoelectric Micromachined Ultrasonic Transducers (pMUTs), as well as various techniques like pulse-echo, impediography, Doppler analysis, photoacoustics, and acoustic holography [18] have been tested to generate ultrasonic images for biometric recognition. Not only fingerprint, but also hand or finger geometry [19,20], vein pattern [21–23], and palmprint have been investigated.

Palmprint recognition based on 3D ultrasound has been systematically investigated in recent years by one of the authors. An automated system able to acquire 3D images of a region of the human hand was set up [24,25]. This system allows the obtainment of 3D information not only on the palm surface through curvature analysis methods [26] (which have been widely investigated for images acquired with optic techniques [2,27]), but also on the under-skin lines depth [28], which instead is a peculiarity of ultrasound. In order to provide a good propagation of the ultrasound wave, both the transducer and the hand were submerged in a water tank during acquisition. Even though this modality allowed to excellent recognition results to be obtained, such a wet system is not suitable for practical application because it is not acceptable to users.

To solve this issue, the system was modified by using a gel pad to provide an adequate acoustic coupling between the ultrasonic probe and the human hand [29]. A feature extraction procedure was subsequently proposed [30], and a preliminary evaluation was made by performing some verification experiments on a small database.

In the present work, the recognition procedure was optimized and validated through both verification and identification experiments carried out on a new and larger database than the one used in [30]. Additionally, an analysis of the main reasons for bad acquisitions is presented and possible solutions are suggested.

Section 2 presents basic concepts on ultrasound imaging and describes the acquisition system. Section 3 illustrates the proposed feature extraction procedure. The experimental results that validate the recognition systems are shown in Section 4, and the conclusions are reported in Section 5.

2. Ultrasound Imaging

The simplest way to generate an ultrasonic (or acoustic) 1D image is the amplitude mode (A-mode); it consists of transmitting a wave from a source and receiving reflected echoes after they have propagated in a medium. The distance between the source and each echo is related to the time of flight and to the wave velocity in the specific medium, while the amplitude of the received signal accounts for the reflectiveness of the target interface.

A two-dimensional image can be achieved by moving the source in one direction while several A-scans are performed. The acquired signals can then be processed to obtain a 2D grayscale image called brightness mode (B-mode), where the brightness of each pixel depends on the reflectivity of the corresponding point. However, a linear array of transducers allows a B-mode image to be obtained more quickly because of the electronic scan; also, with this modality, several beamforming techniques can be used (steering, focusing) in order to improve image quality.

The same reasoning holds for 3D ultrasound images; they can be collected by moving a single element transducer along two orthogonal directions, by moving a linear ultrasonic array along its elevation direction only, or by using a 2D array of transducers, which performs electronic scans
along the two directions. This last approach would certainly be the most desirable, yet it involves difficult technological problems [31]. On the other hand, a single transducer may be used only when the scanning area is relatively narrow [11]. 3D ultrasound imaging is widely employed in medical diagnostic applications [32] in order to overcome the limitations of conventional 2D techniques in describing human anatomy.

The set up used to collect volumetric images of the human palm is shown in Figure 1 [24]. The ultrasound probe was a commercial linear array (LA435 by Esaote S.p.A., Italy) composed of 192 elements and realized with piezocomposite technology. It had a central frequency of about 12 MHz, a fractional bandwidth of about 75%, and a total aperture of 38.4 mm. The probe was driven by an ultrasound scanner specifically developed for research investigations [33] and was tied to a numerical pantograph with a precision of about 20 µm. In previous works [24–26,28], good-quality 3D images of the human palm were achieved by submerging both the probe and the hand in a water tank. This solution allowed excellent recognition results to be obtained and hence demonstrated the possibility of using ultrasound images for palmprint recognition. On the other hand, this wet solution was quite uncomfortable and was rarely acceptable by users.

Another possibility is the use of a gel pad as coupling medium, as is common practice in medical diagnostics. To allow a comfortable positioning of the user’s hand, a rectangular window was made in a home-made hand-holder and filled with a 20-mm-thick layer of commercial medical gel pad (see Figure 1b). The user pressed their hand against the gel as the alignment was performed through a number of pegs, as shown in Figure 1c.

Note that the case was designed to contain the entire acquisition system, including the driving electronics and a stepper motor to perform the linear scan instead of the pantograph.

The procedure for acquiring a volumetric image was similar to that used in [24–26,28]. The probe scanned the palm region along the elevation direction and collected 250 B-mode images (like the one shown in Figure 2a), over a region of about 50 mm (i.e., with a step of 0.2 mm). The axial and
lateral resolutions achieved were approximately 200 µm and 350 µm, respectively. These images were then grouped to form a 3D matrix of voxels and the acquired volume was cropped to about $25 \times 38 \times 11 \text{ mm}^3$. An interpolation along the three directions was finally performed in order to provide a distance between two adjacent voxels equal to 46.2 µm in any direction. In this way, the cropped volume was described with a $542 \times 814 \times 238$ matrix of voxels, where the brightness of each voxel was represented in an 8-bit grayscale: dark and bright values corresponded to low and high wave reflection, respectively. Note that vein pulsing could be verified during the acquisition, which allows the liveness of the samples to be certified.

The 3D matrix was then processed to provide several renderings like the one shown in Figure 2b. The 3D image allows 3D information on palm curvature to be extracted, which could be used to extract 3D features as has been done with images collected with optical methods [2,27] and, more recently, also with images collected with the aforementioned wet system [26].

Furthermore, another kind of 3D palmprint information can be gained from this volumetric image—that is, the under-skin depth of principal lines and wrinkles, as was done in [28], again for the wet acquisition system. This task was performed by extracting the curved external surface of the palm and projecting it on a plane; in this way a 2D palmprint image was obtained. Then, a surface parallel to the first one but under the skin was extracted and projected on a plane as well, in order to achieve another 2D palmprint image. This operation was repeated several times by increasing the depth of the curved surface extraction until lines and wrinkles were no longer detectable.

![Image](image.png)

**Figure 2.** A collected ultrasound image: (a) an example of a 2D brightness mode (B-mode) image; (b) a 3D rendering of the palmprint.

A 2D feature extraction procedure was developed and applied to the 2D palmprint images collected at various depths. The obtained 2D templates were then combined to generate a 3D template,
which provided a better recognition rate than any of those obtained using a 2D template. Note that acquisition techniques other than ultrasound are not able to extract this kind of 3D information.

Preliminary experiments demonstrated that palmprint images collected through the gel appeared quite different from those acquired through water [29] and, therefore, an ad hoc feature extraction procedure had to be derived. In the present work, a procedure for extracting features from a 2D palmprint at a single depth is presented and experimentally validated.

3. Features Extraction Procedure

Several approaches for palmprint feature extraction have been evaluated to date. Depending on the application, high-resolution (>500 dpi) or low-resolution (about 100 dpi) images were collected. High-resolution images are mainly used in law enforcement applications [34,35]; in this case, very similar to fingerprints, principal lines, wrinkles, ridges, valleys, and minutiae are extracted. Instead, low-resolution images have found wide use in many civilian applications [36,37], such as access control on a limited population base; here, features extraction is limited to principal lines and wrinkles only.

The main algorithms for feature extractions can be classified into five categories [36]: line-based [36,38], texture-based [37], appearance-based [39], multiple-features-based [40] and orientation-code-based [41] features. Various holistic techniques which learn the useful representations by applying statistical methods [42] have also been proposed.

A block diagram of the features extraction procedure is reported in Figure 3. The input is the 2D palmprint image shown in Figure 4a. It is a 8-bit grayscale image composed of 542 × 814 pixels. The image is extracted from the 3D matrix at an under-skin depth of 46.2 µm, which is the distance between two pixels in the axial direction. The 2D image corresponding to the palm surface was not considered because it was very noisy. Main steps of the procedure are described in the following.

![Figure 3. Block diagram of the extraction algorithm.](image)

A contrast enhancement operation was first performed, providing the result shown in Figure 4b. Successively, the image was reshaped to a square image in order to perform the features extraction
along four directions in a subsequent step. It was also scaled down to 128 × 128 pixels to reduce computational time for the following elaboration and for matching operations.

Figure 4. Feature extraction procedure: (a) input 8 bit image (542 × 814 pixels); (b) image after contrast enhancement; (c) image after resize (128 × 128 pixels) and Frost filter; (d) image after bottom up and sum operations.

At this point, an adequate filter has to be chosen. A main problem in feature extraction with ultrasonic images is the inherent presence of speckle noise, which is a kind of multiplicative noise produced by the constructive and destructive interferences of backscattered echoes. It depends on several factors, including the kind of ultrasound probe, the working frequency, and the distance of the target, and it reduces the contrast and resolution of the image. Several algorithms have been proposed to decrease speckle noise [43]; among these, the Frost filter is one of the most used [44,45]. It is an adaptive spatial filter which substitutes a central pixel \( P(x_0, y_0) \) in a \( nxn \) moving kernel with the weighted sum of its surroundings. The weight \( W \) of each pixel depends on its distance from the central pixel:

\[
W = \alpha e^{-\alpha|t|},
\]

where \( \alpha = \sqrt{\sigma^2/\mu} \), \( \sigma^2 \) is the local variance, \( \mu \) is the local mean, and \( |t| = |x - x_0| + |y - y_0| \) is the absolute distance of the pixel from \( P \). Figure 4c shows the result.

Subsequently, after a normalization operation, the image was cloned in four copies and features were extracted by scanning each copy along four directions, that is, 0°, 45°, 90°, and 135°. This a common approach [46]. To only one of these images (i.e., the one scanned along the 0° direction), a median filter was first applied in order to reduce salt and pepper noise.

Feature extraction was then performed by a bottom-hat operation [47], which subtracted the input image from its closing in order to highlight image details. The images obtained from elaboration along the four directions were finally summed to produce the result shown in Figure 4d.

After another filtering stage, a further normalization operation was carried out to enhance the image contrast by stretching the range of intensity values. Hence, the image was binarized and
subjected to some morphological operations. Figure 5 shows the achieved template superimposed to the image obtained after the application of the Frost filter (see Figure 4c).

![Figure 5. The final template superimposed to the image obtained after the application of the Frost filter.](image)

4. Experimental Results

The recognition performances of the proposed system were evaluated by carrying out verification and identification experiments. Toward this end, new palmprint images were acquired by using different volunteers than those called in previous sessions [30], of both sexes and various ages. The established database consists of 281 3D images collected from 32 different users. Particular care was taken in guiding the users for a correct alignment of the hand, which resulted in a much lower percentage of bad acquisitions than those registered both in [30] and in [28]. However, some cases of noisy acquisitions were still recorded and, consequently, the corresponding images were discarded. Three kinds of corrupted images were identified. Figure 6 shows one example of each kind. In the image reported in Figure 6a, a wide and irregular bright region is present where lines and wrinkles cannot be detected. This problem was probably due to a non-perfect contact of the user’s hand with the gel pad. However, this situation only occurred in a couple of acquisitions. The second type of rejected image is shown in Figure 6b. In this case, there are dark regions in some places of the image that can be attributed to an incomplete outstretching of the hand. This behavior was encountered more often than the previous one, but still in limited cases. Finally, Figure 6c shows an image where many white speckles of different dimensions are found. These speckles are due to particles of dirt that were not cleaned after the previous acquisition, which acted as sound reflectors. There were only a few cases where such an amount of dirt was present, yet this problem occurred in several other collected images but in a lower amount (one or two spots), like in the image shown in Figure 6b. This last problem does not have an easy solution as long as a commercial gel pad is used, because it is somewhat flaccid and therefore is very difficult to clean quickly and adequately. This needs to be solved in order to provide improved reliability to the whole acquisition system. Toward this end, a new ergonomic pad that accounts for human hand convexity is under study. Instead of gel, it will be made of polydimethylsiloxane (PDMS), which is an organosilicon compound that has been successfully used in fingerprint acquisition systems [13].
4.1. Verification Results

The verification/authentication modality consisted of a one-to-one comparison between a query template and the template corresponding to the claimed identity. Recognition performances of the proposed system in this modality were tested by performing comparisons between every possible pair of templates in the database. In this way, the statistical analysis is carried out on a higher number of matching scores than the reference-query approach, therefore providing a more reliable evaluation. A genuine score was obtained when two palmprints of the same subject were compared, while an impostor one was the result of a comparison between palmprints of different subjects. The verification experiments produced 1158 genuine and 38,182 impostor scores.

The matching score \( R_C \) between two 2D binary images, representing the templates, was computed by performing the logical AND operation between corresponding pixels [2,48]:

\[
R_C = \frac{2 \sum_{x,y} (T_R(x,y) > 0) \oplus (T_Q(x,y) > 0)}{\sum_{x,y} T_R(x,y) + \sum_{x,y} T_Q(x,y)},
\]

where \( T_R \) is the reference template, \( T_Q \) is the query template, and \( n \times n \) is the dimension of the binary images. The resulting score is a value between 0 and 1, depending on the similarity of the two binary images. To account for small misalignments of the hand, various matchings were executed by performing small rotations and translations on one of the two templates; the best score was the registered one [2].

Recognition results are summarized in the plots shown in Figure 7a. The normalized distributions of impostor and genuine scores are shown in Figure 7b; it can be seen that there was a very small intersection region. A similar observation can be made by observing the plots of the false acceptance rates (FARs) and false rejection rates (FRRs) as a function of a threshold (Figure 7c). Finally, the detection error tradeoff (DET) curves, which plot FRR versus FAR for several thresholds, are shown in Figure 7c. The equal error rate (EER) is a parameter that is usually adopted to provide an immediate evaluation of the recognition performances of a biometric system. It is the error corresponding to the threshold value for which FAR = FRR. With the proposed system, the EER was equal to 0.38%. For comparison, verification results obtained with several methods can be found in [28,49].
4.2. Identification Results

The identification modality consisted of comparing a query template against all templates. The system performed a one-to-many comparison against a biometric database in an attempt to establish the identity of an unknown individual. Similar to the verification tests, the experiments were carried out by comparing each template with all the other templates in the database. In this way, 281 tables each containing 280 scores were obtained. For each table, the scores were sorted in descending order and for all tables all genuine scores were higher than any impostor score, meaning an identification rate of 100%. It should be noted that this identification modality is more severe than the canonical one where a query template is compared with only one sample for each different subject.

In order to test the robustness of the system, the difference between the highest genuine score and the highest impostor score, normalized to the highest genuine score, was computed for all 281 tables and its distribution is shown in Figure 8a. The normalized differences between the lowest genuine and the highest impostor scores were also computed, and the distribution plot is shown in Figure 8b. As can be seen, in both cases, the normalized difference was at least higher than 0.2.
Figure 8. Evaluation of the robustness of the identification results: (a) normalized difference between the highest genuine and the highest impostor scores; (b) normalized difference between the lowest genuine and the highest impostor scores. This value was always higher than 0.2.

5. Conclusions

In this work, a palmprint recognition system based on ultrasound images was proposed and experimentally validated. The peculiarity of the system lies in the use of a commercial gel pad to provide an adequate acoustic coupling between the probe and the human hand, avoiding the need of the user to submerge their hand during the acquisition, which is uncomfortable and rarely acceptable. The probe mechanically scans the area of interest in order to collect a volumetric image, which is processed to extract 2D images of the palm at various under-skin depths. Features are extracted from one of these 2D palmprints using a line-based procedure. Verification and identification experiments were carried out to evaluate the recognition performances of the proposed system. Toward this end, a new database composed of 281 samples collected from 32 different users was established. Care was taken during each acquisition in order to minimize the number of bad acquisitions to be discarded; the possible causes of “noise” were evaluated and discussed. Additionally, a possible solution to improve the acquisition system was suggested. Experimental results produced an EER of 0.38% and an identification rate of 100%. Even if obtained with a relatively small database, these results are very satisfactory and encourage further optimization of the proposed system. A procedure to generate a 3D template by combining several 2D templates extracted with this procedure at various under-skin depths is currently under study. Additionally, more recent feature extraction techniques based on deep learning [50] or collaborative representation [51] are under investigation. Finally, the possibility of extracting other biometrics like vein pattern [22,23] and inner hand geometry [19] from the same acquired volume, implementing in this way a multimodal system, will be explored.
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