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With more cores integrated into a single chip and the fast growth of main memory capacity, the DRAM memory design faces ever increasing challenges. Previous studies have shown that DRAM can consume up to 40% of the system power, which makes DRAM a major factor constraining the whole system’s growth in performance. Moreover, memory accesses from different applications are usually interleaved and interfere with each other, which further exacerbates the situation in memory system management. Therefore, reducing memory power consumption has become an urgent problem to be solved in both academia and industry. In this paper, we first proposed a novel strategy called Dynamic Bank Partitioning (DBP), which allocates banks to different applications based on their memory access characteristics. DBP not only effectively eliminates the interference among applications, but also fully takes advantage of bank level parallelism. Secondly, to further reduce power consumption, we propose an adaptive method to dynamically select an optimal page policy for each bank according to the characteristics of memory accesses that each bank receives. Our experimental results show that our strategy not only improves the system performance but also reduces the memory power consumption at the same time. Our proposed scheme can reduce memory power consumption up to 21.2% (10% on average across all workloads) and improve the performance to some extent. In
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the case that workloads are built with mixed applications, our scheme reduces the power consumption by 14% on average and improves the performance up to 12.5% (3% on average).
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1. Introduction

With the widespread use of chip multiprocessors and rapid growth of the I/O speed, multiple applications running in parallel have increasing demand in the accessing speed and the capacity of the memory system. Coupled with the memory wall problem, it is imperative to optimize the design of DRAM memory system. To improve the system performance, manufactures tend to increase chip integration density and memory bandwidth. However, such practice leads to even higher memory power consumption. It is shown in a recent study that memory system power consumption is close to or even greater than that of the processor, which is about 19~41% of the whole system power. Many prior schemes have been proposed to reduce the processor power consumption and now the focus has been shifted to reducing main memory power. However, the challenge is that we want to reduce the effect of a power reduction scheme on the performance to the minimum.

Modern memory systems mainly take advantage of the spatial locality to increase bandwidth and reduce the access latency, in order to reduce the memory power consumption. However, with the increasing number of cores on chip, memory accesses from different cores interfere with each other. Such interference ruins the original characteristics of an application’s memory accesses and leads to low spatial locality, greatly reducing system performance and increasing power consumption. Experiments in Ref. 3 show that when the LBM benchmark was running alone, the hit rate could reach up to 98% and its memory accesses exhibited large amount of special locality. However, when four LBM benchmarks were run together, the hit rate dropped to 50%. This shows that we cannot simply base on the spatial locality of an application running alone to design strategies to reduce power consumption. Shah et al. discuss the use of timing analysis to limit the interference between applications in shared resources. Bank partitioning maps memory accesses from different cores to different banks, which isolates the memory access streams from different cores and effectively eliminates the interference. In bank partitioning, one core can only access its specific banks and the number of banks that each core owns is equal. The bank partitioning limits the number of banks a core can access, because it takes no consideration of the different characteristics of memory access streams from different cores.

Zheng et al. pointed out that page policy had a significant impact on memory power consumption and the optimal page policy was application-dependent. Single page policy is not applicable in multi-core system, because the characteristics of memory accesses from different cores are different. The open page policy is suitable for banks whose memory access streams are intensive, which can effectively employ spatial locality to reduce the delay and operation power. The close page policy is
more effective on banks whose memory requests are not frequent, which would make
the row buffer idle immediately after the column access and greatly increase the
probability of the rank entering the power down mode to reduce background power.
In multi-core systems, dynamic bank partitioning keeps the original characteristics of
each core, which provides the opportunity for exploiting the spatial locality to reduce
memory power consumption.

Combining bank partitioning and page policy, we introduce a new scheme called
dynamic bank partitioning (DBP) and adaptive page policy. DBP allocates the
optimal number of banks to each core, which not only limits the interference among
applications effectively, but also fully takes advantage of bank level parallelism.
Adaptive page policy dynamically selects an optimal page policy for each bank
according to the characteristics of memory accesses that each bank receives.

The rest of this paper is organized as follows: Sec. 2 provides background infor-
mation of the DRAM memory systems. Section 3 presents our proposed schemes in
detail. Section 4 describes the evaluation methodology and Sec. 5 provides the
results. Section 6 reviews the related work and we conclude this paper in Sec. 7.

2. Background

2.1. The DRAM system

Modern DRAMs consist of one or more memory channels. Each channel has inde-
pendent memory address space, data and instruction buses. A single channel contains
one or more ranks and each rank has multiple banks. A bank is the basic structure of the
memory system, which is a two-dimensional array that contains rows and columns. Each
bank has a row buffer and a data array. The target row must be loaded to the row
buffer in advance. There are three major steps required when accessing a data element:

(1) precharge: write the row buffer’s data back and make the row buffer idle, which is
coupled with row activate step.

(2) row activate: according to the row address, activate the target row and put the
data of the target row into the row buffer. Before activating the target row, we
must ensure that the row buffer is in idle state. Otherwise, we need to precharge
the row first.

(3) column access: according to the column address, read or write the data from the
row buffer.

2.2. DRAM power model

DRAM power consumption is divided into four categories: background power, the
operation power, the read/write power and I/O power. Regardless of memory access
or not, background power is consumed all the time. If all the banks of the rank are
idle, the rank can enter into power-down mode to save background power. The
background power is the smallest in power-down mode. When the bank performs row
activate or precharge, it consumes operation power. The read/write power is consumed when we read or write data during the column accesses. The I/O power is consumed by the transactions and terminations. This paper mainly studies background power and operation power.

2.3. Page management policy

In modern DRAM systems, each bank has a row buffer. In a bank, only one row can be in row active state. If the target row has already been loaded into the row buffer when we access the DRAM, then only column access is necessary, which is called a row hit. Otherwise, it is called a row conflict. In the case of a row conflict, we have to first precharge the opened row, activate the target row, and then perform the column access. The latency of the row conflict caused is $2 \sim 5$ times than that of row hit.

The spatial locality of memory access streams can be measured by the row hit ratio. There are two kinds of page policies for the row buffer: the open page policy and close page policy. The difference between the two page policies is the time to precharge. The open page policy does not precharge the row in the row buffer until a row conflict happens or some other operation such as refresh. On the contrary, close page policy precharges a bank immediately after a column access, regardless of whether the next access is row hit or row conflict. So the open page policy works better for high memory intensive applications with high spatial locality to reduce the number of active rows and precharge, which reduces operation power. The close page policy is often employed on low intensive applications, which not only reduces the background power but also increases the opportunity for the rank entering into the low power mode.

2.4. Bank level parallelism

The length of a memory command queue is limited. If adjacent DRAM accesses to different banks can be executed in parallel, the latency can be overlapped. Multiple independent memory access streams to different banks run in parallel, called Bank Level Parallelism (BLP), which can hide the latency by pipelining memory accesses. For high memory intensive applications with low spatial locality, assigning the open page policy to such applications would result in more row activate and precharge operations. If we run such applications in parallel, the latency would be greatly reduced. For low memory intensive applications whose memory access streams are rare and the latency between two adjacent accesses is long, running such applications in parallel has no obvious benefit. Applying BLP with discretion can reduce the latency and improve the system performance.

3. Our Proposals

3.1. Overview of our proposal

In this paper, our strategy mainly includes two parts. First of all, we propose DBP instead of equal bank partitioning, which assigns banks according to the memory
accesses characteristics of each application. DBP not only effectively eliminates the interference among applications, but also fully takes advantage of bank level parallelism. After eliminating the inter-application interference, the characteristic of memory access streams from each application is preserved. This provides new opportunity to use adaptive page policy to reduce the memory power consumption. Second, we propose an adaptive page policy to dynamically allocate an optimal page policy for each bank according to their memory characteristics. By integrating DBP with adaptive page policy, our work aims at reducing the memory power consumption and improving the system performance simultaneously.

3.2. Applications’ access memory behavior analysis

Memory accesses from applications are notoriously difficult to predict,11 but Sherwood et al. pointed out that programs can have considerably different behavior depending on which portion of execution is examined. More specifically, it has been shown that many programs execute as a series of phases, where each phase may be very different from the others, while still having a fairly homogeneous behavior within a phase.12 Each application is run separately and the output shows the classification of the application based on the memory access behavior within each interval. Figure 1 shows the runtime grouping of four applications. From Fig. 1, it can be seen that an error occurs only when the application is regrouped, and it is re-corrected at the next time interval.

3.3. Dynamic bank partitioning

When multiple applications run in parallel, memory access streams from different applications interleave and interfere with each other. Because memory accesses from one application are randomly inserted into other applications’ memory access queue, this may result in continuous row buffer hit being changed to row buffer conflicts,
which would greatly compromise the advantage of spatial locality. Bank partitioning divides memory internal banks among cores by allocating different page colors to different cores, which isolates different applications’ memory access streams and effectively eliminates the inter-application interference.

However, bank partitioning takes no consideration of different demands on bank amount from different applications. To some extent, it restricts available bank amount to an application and reduces the bank level parallelism. Therefore, we propose DBP to take full advantage of bank level parallelism.

DBP dynamically assigns different rules of partition to applications based on memory access’s characteristics of each application. DBP does not distribute specialized banks to applications whose memory access streams are not frequent. This is because such applications just generate less memory access and do not interfere much with other applications. In addition, as the number of banks in the memory system is limited, we try to allocate more banks to applications which are very sensitive to bank-level parallelism. For applications whose memory access streams are rare, they can access all banks in the memory. On the contrary, for applications whose memory access streams are intensive and with high spatial locality, we isolate their memory access streams with other intensive applications to eliminate the interference, in order to preserve their original memory characteristics of applications and take advantage of spatial locality. We try our best to provide as many banks as possible to increase bank level parallelism for memory intensive applications with low spatial locality, which are relatively sensitive to bank level parallelism.

The detailed implementation of DBP is as follows:

First of all, we monitor all applications’ memory access characteristics in each interval. Memory intensity and spatial locality are two major factors to describe memory characteristics. We use the number of memory accesses in the interval (accesses) to measure the memory intensity and use row buffer hit rate (hitRate) to weigh the spatial locality.

Then, at the beginning of the next interval, we divide applications into groups depending on the statistics we collected in the previous interval. The dividing rule is shown in Table 1. Accesses and hitRate in Fig. 3 are two thresholds to decide how to divide the group. First, we divided applications into high memory intensive (HMI) group and low memory intensive (LMI) group depending on memory accesses of each application. Second, we further classify memory intensive group into high line hit (HLH) and low line hit (LLH) group based on the applications hitRate. For nonintensive group, because memory access streams of these applications are rare, there is no need to consider row buffer hit rate and we do not further divide non-intensive applications.

Finally, we make bank partitioning rule for each group. According to the previous step, the applications are divided into three groups. We specify a bank partitioning unit (BPU, BPU = the total number of banks/the number of cores).
The first case, if all the applications in the group are memory-intensive applications. For applications in the HLH group, we allocate BPU colors to each core to isolate memory access streams from different cores, which effectively eliminates the interference among cores and provides new opportunity for open page policy. For applications in LLH group, the low spatial locality results in more row buffer conflicts, which significantly increases the memory latency. As a result, the memory access streams are blocked in the command queue and cannot receive a response for a long time. Some threads are even starved to death. In this situation, we allocate 2*BPU colors to two applications in LLH group to fully exploit the bank level parallelism. The parallelism between memory banks can hide the latency by pipelining memory accesses. So for such applications, parallelism helps in reducing memory latency.

The second case, if all applications are of low memory intensity, we also allocate BPU colors to each core to isolate memory access streams from different cores. Because for such applications, their memory access streams are rare and the interval between two adjacent accesses is larger, there is no need to parallel execute memory accesses.

The third case, the group has both HMI applications and LMI applications. Applications in LMI group can evenly access all the banks in the memory system. We do not allocate special banks to LMI group because of their rare memory access and weak aggression to memory-intensive applications. Furthermore, the amount of banks is limited and we try to provide more banks to applications which are sensitive to bank-level parallelism. In order to isolate memory access streams with other intensive applications to eliminate the inter-application interference, we allocate BPU colors to each application in HLH group. We allocate 2*BPU colors to two applications in LLH group and the parallelism between memory banks can hide the latency by pipelining memory accesses.

We apply our strategy periodically at fixed-length time intervals. At the beginning of the next interval, we classify the group according to the historical data collected in the previous interval. Then we assign the different bank partitioning

---

Table 1. The rule of DBP classifying the application group.

| Definition: accesses, and hitRate are two thresholds N: the number of applications |
|---|
| Begin |
| for (i = 1 to N) |
| if accesses \(_i\) < accesses \(_t\) |
| Application \(_i\) is assigned to the low memory intensive group (LMI) |
| else |
| if (hitRate \(_i\) < hitRate \(_t\)) |
| Application \(_i\) is assigned to low line hit group (LLH) |
| else |
| Application \(_i\) is assigned to high line hit group (HLH) |
| End |

The first case, if all the applications in the group are memory-intensive applications. For applications in the HLH group, we allocate BPU colors to each core to isolate memory access streams from different cores, which effectively eliminates the interference among cores and provides new opportunity for open page policy. For applications in LLH group, the low spatial locality results in more row buffer conflicts, which significantly increases the memory latency. As a result, the memory access streams are blocked in the command queue and cannot receive a response for a long time. Some threads are even starved to death. In this situation, we allocate 2*BPU colors to two applications in LLH group to fully exploit the bank level parallelism. The parallelism between memory banks can hide the latency by pipelining memory accesses. So for such applications, parallelism helps in reducing memory latency.

The second case, if all applications are of low memory intensity, we also allocate BPU colors to each core to isolate memory access streams from different cores. Because for such applications, their memory access streams are rare and the interval between two adjacent accesses is larger, there is no need to parallel execute memory accesses.

The third case, the group has both HMI applications and LMI applications. Applications in LMI group can evenly access all the banks in the memory system. We do not allocate special banks to LMI group because of their rare memory access and weak aggression to memory-intensive applications. Furthermore, the amount of banks is limited and we try to provide more banks to applications which are sensitive to bank-level parallelism. In order to isolate memory access streams with other intensive applications to eliminate the inter-application interference, we allocate BPU colors to each application in HLH group. We allocate 2*BPU colors to two applications in LLH group and the parallelism between memory banks can hide the latency by pipelining memory accesses.

We apply our strategy periodically at fixed-length time intervals. At the beginning of the next interval, we classify the group according to the historical data collected in the previous interval. Then we assign the different bank partitioning
rules to different groups to make full use of bank-level parallelism and spatial locality to optimize the memory system. The rule of DBP is shown in Table 2.

### 3.4. Adaptive page policy

The close page policy precharges a bank immediately after a column access, and does not care whether the next access is row hit or not. When the next access arrives, the row buffer is closed. So the close page policy is suitable for low memory LMI intensive applications or HMI applications with low spatial locality. For such applications, the close page policy can greatly reduce power consumption and access latency. The page open policy does not precharge the bank until a conflict happens or refreshes. So this policy has an obvious effect on HMI applications with high spatial locality, which greatly reduces the number of row activate and precharge operations, thereby reducing memory power consumption and latency.

On the basis of steps 1 and 2 in the DBP, we dynamically allocate optimal page policy to different groups.

In the first case, if all applications in the group are very memory intensive, we assign open page policy to applications in HLH group whose major power consumption comes from operation power. Because continuous row hits make the number of row activate and precharge operations less, the two commands are the main source of operation power. For applications in LLH group, the close page policy works better. For these applications, the open page policy would significantly increase the number of row conflict, which results in more latency and power consumption.

In the second case, if all applications in the group are not memory intensive whose major power consumption comes from background power, close page policy is the
better choice. For such applications, the memory access streams are rare and the interval of two adjacent accesses is long, so there is no need to keep the row buffer open waiting for the next access. Furthermore, the close page policy increases the opportunity for the rank to enter the power down mode, which consumes the lowest amount of background power.

In the third case, the group includes both high intensive and low intensive applications. We assign open page policy to applications in HMI group and close page policy to other groups.

DBP not only effectively eliminates inter-application interference, but also meets the different needs of bank level parallelism. At the same time, the adaptive page policy dynamically allocates the optimal page policy for each bank according to their memory access characteristics and further reduces memory power consumption.

4. Evaluation Methodology

4.1. Simulation setup

We use both Gem5\textsuperscript{13} and DRAMSim2\textsuperscript{14} simulators in our experimental environment to evaluate our proposed schemes. Gem5 models various components of a computer system and can simulate parallel applications. DRAMSim2 can accurately simulate the DRAM memory system. Through several experiments, we set the value of the time interval to 100 K memory cycles, accesses\textsubscript{t} to 200 and hitRate\textsubscript{t} to 0.5. Table 3 summarizes the simulation parameters. From the reverse analysis of the experimental results, when the time interval is less than 100 K, the information collected during the current time interval may be too local and unrepresentative, increasing the default prediction error rate. When the time interval is greater than 100 K, the change of the application’s access behavior cannot be quickly adapted. Once the default prediction is wrong, the division within the current time interval is not appropriate and may even have the opposite effect.

We also implemented the following two policies to evaluate our proposal:

(1) FRFCFS&OPP: integrating First Ready, First Come, First Serve scheduling with Open Page Policy.

(2) DBP&APP: integrating DBP with Adaptive Page Policy.

Table 3. Simulated system parameters.

| Parameter    | Configuration                                      |
|--------------|----------------------------------------------------|
| Processor    | 4 cores, 3 GHz, x86 out-of-order, two-level cache  |
| L1 caches    | Inst Cache: 32 KB, 64 B line, 4-way, LRU           |
|              | Data Cache: 32 KB, 64 B line, 4-way, LRU           |
| L2 caches    | Shared Cache: 8 MB, 64 B line, 16-way, LRU         |
| Memory       | 4 GB, one channel, 2-ranks/channel, 8-banks/rank   |
The results are normalized to FRFCFS&OPP. In order to concisely analyze the experimental results, we call the categories in which the proportion of HMI applications are 75%, 50%, 25%, respectively, as mixed group.

### 4.2. Hardware support

Two counters are set for each bank, and the number of accesses received by the bank and the last accessed bank address in each interval are recorded. We also need two counters to record the accesses and hitRate for each application. The major hardware storage cost incurred to profile application memory access behavior is shown in Table 4.

### 4.3. Evaluation metrics

Power consumption and system throughput are two key factors in the system. As shown in Eq. (1), DRAM power is composed of Background\_Power, ACT\_PRE\_Power, Burst\_Power and Refresh\_Power.

\[
\text{TOTAL\_POWER} = \text{Background\_Power} + \text{ACT\_PRE\_Power} + \text{Burst\_Power} + \text{Refresh\_Power}.
\] (1)

As shown in Eq. (2), we evaluate the overall throughput of the system using Weighted Speedup as in Ref. 5. IPC\_alone and IPC\_shared are the IPCs of an application when it is run alone and in a mix, respectively. The number of applications running on the system is given by \( N \).

\[
\text{WeightedSpeedup} = \sum_{i=1}^{n} \frac{\text{IPC}_{i}^{\text{shared}}}{\text{IPC}_{i}^{\text{alone}}}. \] (2)

### 4.4. Workload construction

We use multi-programmed workloads consisting of benchmarks from the SPEC CPU2006\textsuperscript{15} in our experiments. We first warm up the system for 100 million instructions, and then simulate each workload until one of the four applications completes 200 million instructions. Each processor core is single-threaded and runs one program. In order to clearly show the experiment result, the workloads in simulation are divided into five categories. The proportion of HMI applications in each

| Function                  | Size                               |
|---------------------------|------------------------------------|
| Access-counter            | \( N_{\text{core}} \times \log_{2}N_{\text{access}} \) |
| HitRate-counter           | \( N_{\text{core}} \times \log_{2}N_{\text{hitRate}} \) |
| Bank pre-address          | \( N_{\text{ch}} \times N_{\text{rank}} \times N_{\text{bank}} \times \log_{2}N_{\text{bank}} \) |
| Bank access               | \( N_{\text{ch}} \times N_{\text{rank}} \times N_{\text{bank}} \times \log_{2}N_{\text{bank}} \) |
Table 5. Multi-programmed workloads.

| Workload | Benchmark | Proportion (%) |
|----------|-----------|----------------|
| 1        | 401.bzip2-410.bwaves-437.leslie3d-458.sjeng | 100 |
| 2        | 410.bwaves-436.cactusADM-481.wrf-462.libquantum | 100 |
| 3        | 458.sjeng-470.lbm-445.gobmk-473.astar | 100 |
| 4        | 401.bzip2-410.bwaves-470.lbm-444.namd | 75 |
| 5        | 462.libquantum-445.gobmk-437.leslie3d-450.soplex | 75 |
| 6        | 481.wrf-473.astar-445.gobmk-400.perlbench | 75 |
| 7        | 450.soplex-459.GemsFDTD-436.cactusADM-437.leslie3d | 50 |
| 8        | 401.bzip2-445.gobmk-444.namd-429.mcf | 50 |
| 9        | 458.sjeng-470.lbm-444.namd-450.soplex | 50 |
| 10       | 470.lbm-481.wrf-464.h264ref-454.calculix | 50 |
| 11       | 470.lbm-400.perlbench-456.hmmer-444.namd | 25 |
| 12       | 429.mcf-416.gamess-435.gromacs-470.lbm | 25 |
| 13       | 401.bzip2-400.perlbench-454.calculix-416.gamess | 25 |
| 14       | 400.perlbench-429.mcf-444.namd-456.hmmer | 0 |
| 15       | 400.perlbench-416.gamess-435.gromacs-444.namd | 0 |
| 16       | 435.gromacs-450.soplex-400.perlbench-416.gamess | 0 |

category are 100%, 75%, 50%, 25%, 0%, respectively. The detailed workloads are shown in Table 5.

5. Result Analysis

5.1. DRAM power consumption

As shown in Fig. 2, we first analyze the impact of our mechanism on DRAM power consumption in detail.

For workload 1 to 3, their power consumption is mainly operation power. The DBP&APP greatly reduces DRAM power consumption by 10% on average.
(up to 16%). There are two reasons for the reduction. First, for applications in HLH group, the DBP isolates memory access streams from different cores and effectively eliminates the interference among cores. The open page policy reduces the number of row activate and precharge operations. Secondly, for applications in LLH group, DBP improves the bank level parallelism which hides the latency by pipelining memory accesses. Furthermore, the close page policy reduces the number of row conflicts.

For workload 4 to 13, we reduce DRAM power consumption by 11% on average (up to 21.2%). Such workloads have both HMI applications and LMI applications. There are three reasons for the reduction. First, the LMI applications have the highest priority and save the banks for others. Second, for applications in HLH group, the DBP isolates memory access streams from different cores and effectively eliminates the interference among cores. The open page policy reduces the number of row activate and precharge operations. Third, for applications in LLH group, DBP improves the bank level parallelism. Furthermore, the close page policy reduces the background power by reducing the number of row conflicts.

For the workload 14 to 16, there is no obvious effect on the DRAM power. We reduce DRAM power consumption by 3% on average. This is because the memory accesses are rare and the interval of two adjacent accesses is relatively long. The close page policy makes the row buffer idle immediately after the column access, which reduces the background power to some extent.

5.2. System throughput

Figure 3 shows the performance impact of our proposal. For the workload 1 to 10, the proportion of HMI applications in each workload is relatively high and the system performance increases by 3% on average (up to 12%). By reducing the number of row activates and precharges, the adaptive page policy reduces the latency of two adjacent memory accesses for applications in HLH group. Our policy provides more banks to enlarge the bank level parallelism for applications in LLH group. For

![Fig. 3. System throughput.](image)
workload 11 to 16, the proportion of LMI applications in each workload is relatively high and the system performance has no obvious improvement. For such applications, the memory accesses are rare, so they are not sensitive to bank level parallelism and spatial locality.

6. Related Work

6.1. Cache partitioning

Chen et al. do a lot of work on dynamic cache partitioning on real-time MPSoCs\cite{16-18}. They present a reconﬁgurable cache architecture which supports dynamic cache partitioning at hardware level and a framework that can exploit cache management for real-time MPSoCs. The proposed reconﬁgurable cache allows cores to dynamically allocate cache resource with minimal timing overhead while guaranteeing strict cache isolation among the real-time tasks. The cache management framework automatically determines time-triggered schedule and cache conﬁguration for each task to minimize cache misses while guarantee the real-time constraints. However, these works are all aimed at improving the performance of shared cache.

6.2. Memory partitioning

Cache partition is employed to partition shared cache for concurrent running threads, which can eliminate the interference between multithreads and hence reduce conflicts at cache level\cite{19-21}. Meanwhile, other resources such as memory controller, rank and bank are also shared by multi-core. Thus, memory partitioning has been a popular research in recent years.

Muralidhara et al. put forward application-aware memory channel partitioning (MCP), which maps the data of applications that are likely to severely interfere with each other to different memory channels based on applications’ characteristics\cite{22}. However, in reality the number of threads in the system is usually more than the number of channels, so some threads must be assigned to the same channel, which cannot essentially eliminate the inter-thread interference.

Sub-rank Refs. 5, 23–25 is to make a rank split into multiple small ranks, such as break a 64 bit rank into two 32 bit sub ranks or four 16 bit sub ranks, in order to improve the bank level parallelism. But this is at the cost of bandwidth and data transferring time, there is no obvious performance improvement. Clearly, Sub-rank needs to modify the conventional DRAM structure. In comparison, our proposed schemes can improve bank utilization without modifying the DRAM structure and achieve the goal of reducing power consumption and improving performance.

6.3. The DRAM system power consumption

The system power consumption consists of many parts, reducing power consumption has always been an important task. Our previous work in Ref. 26 proposed a new tree
topology application mapping algorithm. The advantages of Kernighan–Lin algorithm and genetic algorithm are used to reduce overall communication costs and power consumption.

For DRAM power consumption, previous studies of Refs. 27 and 28 mainly focus on switching the rank to the low-power mode to save power. Rank is the minimum power consumption management unit. Only when all the banks in the rank are being idle, we can put the rank into low power mode. Thus, this method by changing the mode to reducing power consumption is applicable to the ranks whose memory access streams are rare.

Haih et al. proposed a technique to minimize short and unusable idle periods and create longer ones to reduce the memory power consumption.29 They introduced the concepts of hot and cold ranks. Their method migrates frequently-accessed pages from cold ranks to hot ranks to prolong the idle time of cold rank. However, their strategy needs to modify the hardware design and was not easy to implement. Furthermore, their scheme increased the contention for hot ranks, leading to more power consumption.

7. Conclusion

In this paper, we propose schemes to reduce memory power consumption while maintaining satisfying performance. Our strategy takes into account both the system performance and memory power consumption at the same time. First, by applying different bank partitioning policies, DBP not only effectively eliminates the interference among threads, but also fully takes advantage of bank level parallelism. Second, we combine the DBP with the adaptive page policy to further improve the system performance and power efficiency.

The experiments were done in the simulator. Future work needs to take into account hardware statistics mechanisms on real machines. Hardik Shah et al. present a technique to measure the WCET of applications on multi-core architectures using existing tools for single-core architectures.30 They insert a cache observation and a time-stamping module, observe the activity on the shared resource and save it in a trace. Future work can combine this technology to implement hardware statistics mechanisms.

Our experimental results show that our proposed schemes achieve varying results on different application groups. For workloads that memory-intensive applications relatively accounted for 100%, 75%, 50% of number of all applications, power consumption was reduced by 11.2% on average (up to 21.2%) and performance increased by 3% on average (max to 12.5%). For the workloads that memory-intensive applications relatively accounted for 25%, 0% of all applications, memory access streams were very infrequent. As a result, in this case, we did not observe obvious changes in performance. However, the power consumption was reduced by 5.3% average (up to 12.9%).
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