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Abstract: Positive-unlabeled learning (PUL) aims at learning a binary classifier from only positive and unlabeled training data. Even though real-world applications often involve imbalanced datasets where the majority of examples belong to one class, most contemporary approaches to PUL do not investigate performance in this setting, thus severely limiting their applicability in practice. In this work, we thus propose to tackle the issues of imbalanced datasets and model calibration in a PUL setting through an uncertainty-aware pseudo-labeling procedure (PUUPL): by boosting the signal from the minority class, pseudo-labeling expands the labeled dataset with new samples from the unlabeled set, while explicit uncertainty quantification prevents the emergence of harmful confirmation bias leading to increased predictive performance. Within a series of experiments, PUUPL yields substantial performance gains in highly imbalanced settings while also showing strong performance in balanced PU scenarios across recent baselines. We furthermore provide ablations and sensitivity analyses to shed light on PUUPL’s several ingredients. Finally, a real-world application with an imbalanced dataset confirms the advantage of our approach.
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1 Introduction

Many real-world applications involve positive-unlabeled (PU) datasets \cite{Armenian1974, Gligorijevic2021, Purcell2019} in which only a few samples are labeled positive while the majority is unlabeled. PU learning (PUL) aims to learn a binary classifier in this challenging setting without any labeled negative examples, thus reducing the need for manual annotation and enabling entirely new applications where negative examples are costly or impossible to obtain \cite{Kiryo2017}. Learning from PU data can reduce development costs in many deep learning applications that otherwise require costly annotations from experts or expensive experimental procedures such as medical image diagnosis \cite{Armenian1974} and protein function prediction \cite{Gligorijevic2021}. PUL can even enable applications...
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Figure 1: PUUPL is a pseudo-labeling framework for PU learning that uses the epistemic uncertainty of an ensemble to select confident examples to pseudo-label. The ensemble can be trained with any PU loss for PU data while minimizing the cross-entropy loss on the previously assigned pseudo-labels. In a toy example, a single network is not very confident on most of the unlabeled data (a), resulting in many high-confidence incorrect predictions and many low-confidence correct ones (c). The epistemic uncertainty of an ensemble is, on the other hand, very low on most of the unlabeled data (b), resulting in most correct predictions having low uncertainty and most incorrect predictions having high uncertainty (d). Thus, the estimated uncertainty by ensemble can be used more reliably to rank predictions and select correct ones (e). Re-training the model with an increased number of labeled samples will result in a slightly more accurate model, than can be used to predict new pseudo-labels, which will further improve the model’s performance, etc.

in settings where the measurement technology itself can not detect negative examples Purcell et al. [2019].

Many PUL applications share another intrinsic difficulty: class imbalance. Imbalanced settings arise when most samples in a dataset belong to the same class, and frequently the most interesting class happens to be the minority. In PUL, class imbalance refers specifically to a low class prior $\pi := p(y = 1)$ implying that the majority of the unlabeled samples are negatives. While this problem can be tackled in traditional (semi-)supervised learning by re-weighting the loss to increase the penalty of mis-classification of the minority class, a similar approach was introduced in PUL with some additional care in handling the unlabeled data points Su et al. [2021]. However, the issue remains in general under-studied in the literature and recent developments such as Self-PU Chen et al. [2020b] are solely targeted at balanced scenarios.

Motivated by this, we propose to tackle imbalancedness in PUL via pseudo-labeling Lee [2013], an iterative procedure that augments the labeled dataset with new samples from the unlabeled set, thus boosting the weak signal from the minority class. To prevent the emergence of harmful confirmation bias in this procedure, we propose to assign pseudo-labels based on likelihood-free uncertainty quantification via model ensembling Lakshminarayanan et al. [2017]. By using soft targets we avoid artificially inflating the confidence of pseudo-labels and preserve the calibration signal for the ensemble in later training iterations, thus eventually obtaining a predictor that is both calibrated and well-performing. Another advantage of pseudo-labeling is that it allows the model to harness the power of self-training without requiring modality-specific augmentations such as MixUp Zhang et al. [2018] that restrict most contemporary PUL methods Chen et al. [2020a], Hammoudeh and Lowd [2020], Acharya et al. [2022], Chen et al. [2020b].
To summarize, our contributions are:

1. We introduce PUUPL (Positive Unlabeled Uncertainty aware Pseudo-Labeling), a novel framework that successfully overcomes the issue of imbalanced data distribution in PUL in a data-modality-agnostic framework while retaining competitive performance on balanced datasets.

2. We evaluate our methods on a wide range of benchmarks and PU datasets, achieving state-of-the-art results in self-training for PUL both with and without knowing the positive class prior $\pi$. Our results show that PUUPL is applicable to different data modalities such as images and text, can use any risk estimator for PUL and improve thereupon, and is robust to prior misspecification and class imbalance.

3. We apply PUUPL to a real-world healthcare dataset, confirming the advantage of PUUPL compared to other PUL methods as well as previous domain-specific state-of-the-art approaches.

These results demonstrate that our framework is highly reliable, extensible, and applicable in a variety of real-world scenarios.

2 Related work

PUL was introduced as a variant of binary classification [Liu et al. 2003] and is related to one-class learning [Ruff et al. 2018], [Li et al. 2010], multi-positive learning [Xu et al. 2017], multi-task learning [Kaji et al. 2018] and semi-supervised learning [Chapelle et al. 2009]. Current existing methods for PUL can be divided into three branches: two-step techniques, class prior incorporation, and biased PUL [Bekker and Davis 2020]. In this work, we apply pseudo-labeling with biased PUL – also coined as re-weighting methods – and refer to Bekker et al. [Bekker and Davis 2020] for a comprehensive overview of the field. In this context, Du Plessis et al. [Du Plessis et al. 2014], introduced the unbiased risk estimator uPU. Kiryo et al. [Kiryo et al. 2017] showed that this loss function is prone to overfitting in deep learning contexts, as it lacks a lower bound, and proposed the non-negative risk estimator nnPU [Kiryo et al. 2017] as a remedy. Follow-up work on loss functions for PUL has focused on robustness w.r.t. biases in the sampling process [Kato et al. 2019], Hsieh et al. [2019], Luo et al. [2021] and handling of imbalanced datasets [Su et al. 2021]. Further research in PUL focuses on estimating the class prior directly during training [Chen et al. 2020], [Garg et al. 2021], [Hu et al. 2021] or exploiting its knowledge to further improve the training process [Chen et al. 2020], [Acharya et al. 2022], [Zhao et al. 2022], [Hammond and Lowd 2020].

Pseudo-labeling [Lee, 2013] is a popular approach for semi-supervised learning when several unlabeled examples are available. In pseudo-labeling, the model leverages its own predictions on unlabeled data as training targets to enable iterative semi-supervised model training. However, erroneously selected pseudo-labels can amplify errors during training, potentially leading to model degradation over time. This confirmation bias is grounded in poor model calibration which distorts the signal for the pseudo label selection [Van Engelen and Hoos 2020], and is exacerbated in a deep learning setting as deep neural networks are prone to over-confident predictions unless trained appropriately [Gawlikowski et al. 2021]. A variety of approaches were proposed for semi-supervised classification settings to mitigate this problem [Iscen et al. 2019], [Shi et al. 2018], [Arazo et al. 2020], [Tanaka et al. 2018], [Rizve et al. 2021], [Beluch et al. 2018].
the commonality of these works is the explicit consideration of model uncertainty to improve pseudo-label selection, which motivates its application in the context of PUL.

A first attempt to combine pseudo-labeling with PUL was made with Self-PU [Chen et al. 2020b], where self-paced learning, a confidence-weighting scheme based on the model predictions, and a teacher-student distillation approach are combined. With PUUPL, we propose an alternative pseudo-labeling strategy for PUL that performs better in a simpler and more principled way using implicitly well-calibrated models to improve the pseudo-label selection. Moreover, uncertainty awareness allows PUUPL to work well in unbalanced data environments where Self-PU breaks down. To the best of our knowledge, we are the first to introduce an uncertainty-aware pseudo-labeling paradigm to PUL. Although our method shares the same motivation as that from Rizve et al. Rizve et al. [2021] for semi-supervised classification with both positive and negative training samples, we differ in several important aspects dictated by the PUL setting: (1) we specifically target PU data with a PU loss, (2) we quantify uncertainty with an ensemble instead of Monte Carlo dropout, (3) we use epistemic uncertainty instead of the predicted class probabilities for the selection, (4) we do not use temperature scaling and (5) use soft labels.

3 Method

PUUPL (Algorithm 1) separates the training set $X^{tr}$ into the sets $P$, $U$, and $L$, which contain the initial positives, the currently unlabeled, and the pseudo-labeled samples, respectively. The set $L$ is initially empty. At each pseudo-labeling iteration, we first train our model using all samples in $P$, $U$, and $L$ until some convergence condition is met (Section 3.2). Then, model predictions over the samples in $U$ are ranked w.r.t. their predictive uncertainty (Section 3.3), and samples with the most confident score are assigned the predicted label and moved into the set $L$ (Section 3.4). Similarly, model predictions are derived for the samples in $L$, and the most uncertain samples are moved back to the unlabeled set $U$ (Section 3.5). Next, the model is re-initialized to the same initial weights, and the next pseudo-labeling iteration starts.

3.1 Notation

Consider input samples $X$ with label $y$ and superscripts $^{tr}$, $^{va}$ and $^{te}$ for training, validation, and test data, respectively. The initial training labels $y^{tr}$ are set to one for all samples in $P$ and zero for all others in $U$. We group the indices of original positives, unlabeled, and pseudo-labeled samples in $X^{tr}$ into the sets $P$, $U$, and $L$, respectively, where $y_i = 1$ for $i \in P$, $y_i = 0$ for $i \in U$, and $y_i$ is the assigned pseudo-label for $i \in U$. Our proposed model is an ensemble of $K$ deep neural networks whose random initial weights are collectively denoted as $\theta^0$. The predictions of the $k$-th network for sample $i$ are indicated with $\hat{p}_{ik} = \sigma(\hat{f}_{ik})$, with $\sigma(\cdot)$ as the logistic function and $\hat{f}_{ik}$ as the predicted logits. The logits and predictions for a sample averaged across the networks in the ensemble are denoted by $\hat{f}_i$ and $\hat{p}_i$, respectively. We subscript data and predictions with $i$ to index individual samples, and use an index set in the subscript to index all samples in the set (e.g., $X^{tr} = \{x^{tr}_i | i \in U\}$ denotes the features of all unlabeled samples). We denote the total, epistemic, and aleatoric uncertainty of sample $i$ as $\hat{u}_i^t$, $\hat{u}_i^e$, and $\hat{u}_i^a$, respectively.

3.2 Loss function

We train our proposed model with a loss function $\mathcal{L}$ that is a convex combination of a loss $\mathcal{L}_{PU}$ for the samples in the positive and unlabeled set ($P \cup U$) and a loss $\mathcal{L}_L$ for the samples in the pseudo-labeled set ($L$):

$$\mathcal{L} = \lambda \cdot \mathcal{L}_L + (1 - \lambda) \cdot \mathcal{L}_{PU} \quad (1)$$
Algorithm 1 The PUUPL Training Procedure

Hyperparameters:
- Loss mixing coefficient $\lambda$
- Number $K$ of networks in the ensemble
- Maximum number $T$ of pseudo-labels to assign at each round
- Maximum uncertainty threshold $t_{ul}$ to remove pseudo-labels
- Minimum uncertainty threshold $t_{u}$ to assign pseudo-labels

Input: Train and validation $X^{tr}, y^{tr}, X^{va}, y^{va}$

1: $P \leftarrow$ indices of positive samples in $X^{tr}$
2: $U \leftarrow$ indices of unlabeled samples in $X^{tr}$
3: $L \leftarrow \emptyset$
4: $\theta_0 \leftarrow$ Random weight initialization
5: while not converged do
6: Initialize model weights to $\theta^0$
7: Train an ensemble of $K$ networks on $X^{tr}, y^{tr}$
8: Update $\theta^*$ if performance on $X^{va}, y^{va}$ improved
9: $\hat{f} \leftarrow$ ensemble predictions for $X^{tr}$
10: Compute epistemic uncertainty via Eq. 7
11: $L_{\text{new}} \leftarrow$ Examples to pseudo-label via Eq. 8
12: $U_{\text{new}} \leftarrow$ Examples to pseudo-unlabel
13: $L \leftarrow L \cup L_{\text{new}} \backslash U_{\text{new}}$
14: $U \leftarrow U \backslash L_{\text{new}} \cup U_{\text{new}}$
15: $y_{L_{\text{new}}} \leftarrow \hat{p}_{L_{\text{new}}}$
16: $y_{U_{\text{new}}} \leftarrow 0$
17: end while

with $\lambda \in (0, 1)$. The loss $\mathcal{L}_L$ is the binary cross-entropy computed w.r.t. the assigned pseudo-labels. Our method is agnostic to the specific PU loss $\mathcal{L}_{PU}$ used, allowing PUUPL to be easily adapted to provide further performance increase in other scenarios for which a different PU loss might be more appropriate, e.g., when a set of biased negative samples is available [Hsieh et al., 2019], when coping with a selection bias in the positive examples [Kato et al., 2019] or an imbalanced class distribution [Su et al., 2021] (see experiments). For the standard setting of imbalanced PUL, we use the imbnnPU loss [Su et al., 2021]:

$$\mathcal{L}_{PU} = \pi' \ell(P, 1) + \max \left\{ 0, \frac{1 - \pi'}{1 - \pi} \ell(U, -1) - \frac{(1 - \pi')\pi}{1 - \pi} \ell(P, -1) \right\}$$

(2)

where $\pi = p(y = 1)$ is the prior probability that a sample is positive, $\pi'$ the desired oversampled probability that we fix to $1/2$, and $\ell(S, y)$ the expected sigmoid loss of samples in the set $S$ with label $y$:

$$\ell(S, y) = \frac{1}{|S|} \sum_{i \in S} \frac{1}{1 + \exp(y \cdot \hat{p}_i)}$$

(3)

Similarly, we use the non-negative correction $nnPU$ of the PU loss [Kiryo et al., 2017] for the standard, balanced PU setting:

$$\mathcal{L}_{PU} = \pi \cdot \ell(P, 1) + \max \{ 0, \ell(U, -1) - \pi \cdot \ell(P, -1) \}$$

(4)
where $\pi := p(y = 1)$ is the prior probability that a sample is positive and $\ell(S, y)$ follows equation 3. While $\pi$ can be estimated from PU data [Christoffel et al., 2016], in our experimental results we treat $\pi$ as a hyperparameter and optimize it without requiring negatively labeled samples via a PU validation set [Menon et al., 2015].

### 3.3 Model uncertainty

We utilize a deep ensemble with $K$ networks with the same architecture, each trained on the full training dataset [Lakshminarayanan et al., 2017], to quantify the predictive uncertainty. Given the predictions $\hat{p}_{i1}, \ldots, \hat{p}_{iK}$ for a sample $x_i$, we associate three types of uncertainties to $x_i$’s predictions [Hüllermeier and Waegeman, 2021]: the aleatoric uncertainty as the mean of the entropy of the predictions (Eq. 5), the total uncertainty as the entropy of the mean prediction (Eq. 6), and the epistemic uncertainty formulated as the difference between the two (Eq. 7).

\[
\hat{u}_i^a = -\frac{1}{K} \sum_{k=1}^{K} [\hat{p}_{ik} \log \hat{p}_{ik} + (1 - \hat{p}_{ik}) \log (1 - \hat{p}_{ik})] \tag{5}
\]

\[
\hat{u}_i^t = -\hat{p}_i \log \hat{p}_i - (1 - \hat{p}_i) \log (1 - \hat{p}_i) \tag{6}
\]

\[
\hat{u}_i^e = \hat{u}_i^t - \hat{u}_i^a \tag{7}
\]

where $\hat{p}_i = \sum_{k=1}^{K} \hat{p}_{ik} / K$. Epistemic uncertainty corresponds to the mutual information between the parameters of the model and the true label of the sample. Low epistemic uncertainty thus means that the model parameters would not change significantly if trained on the true label, suggesting that the prediction is indeed correct. The cumulative effect of many correct pseudo-labels added over time, however, provides a strong enough training signal to push the model towards better-performing parameters, as we show in the experimental results.

### 3.4 Pseudo-labeling

The estimated epistemic uncertainty (Eq. 7) is used to rank and select unlabeled examples for pseudo-labeling. Let $\rho(i)$ denote the rank of sample $i$. Then, the set $L_{\text{new}}$ of newly pseudo-labeled samples is formed by taking the $T$ samples with lowest uncertainty from $U$, ensuring that it is lower than a threshold $t_l$:

\[
L_{\text{new}} = \{i \in U | \rho(i) \leq T \land u_i^e \leq t_l\} \tag{8}
\]

Previous works on semi-supervised classification have shown that balancing the pseudo-label selection between the two classes – i.e., ensuring that the ratio of newly labeled positives and negatives is close to a given target ratio $r$ – is beneficial [Rizve et al., 2021]. In this case, the set $L_{\text{new}}$ is partitioned according to the model’s predictions into a set $L^-_{\text{new}}$ of predicted positives and $L^+_{\text{new}}$ of predicted negatives, and the most uncertain samples in the larger set are discarded to reach the desired ratio $r$, which we fix to 1. We then assign soft pseudo-labels, i.e., the average prediction in the open interval $(0, 1)$, to these samples:

\[
y_i = \hat{p}_i \quad \forall i \in L^-_{\text{new}} \cup L^+_{\text{new}} \tag{9}
\]

As discussed previously, low epistemic uncertainty signals likely correct predictions. Using such predictions as a target in the loss $L_L$ provides a stronger, more explicit learning signal to the model, resulting in a larger decrease in risk compared to using the same example as unlabeled in
\( \mathcal{L}_{PU} \). At the same time, soft pseudo-labels provide an additional signal regarding the estimated aleatoric uncertainty of samples. Furthermore, they help reduce overfitting and the emergence of confirmation bias in case the assigned pseudo-label is wrong by acting as dynamically-smoothed labels [Müller et al. 2019, Arazo et al. 2020].

3.5 Pseudo-unlabeling

Similar to the way that low uncertainty on an unlabeled example indicates that the prediction can be trusted, high uncertainty on a pseudo-labeled example indicates that the assigned pseudo-label might not be correct after all. To avoid training on such possibly incorrect pseudo-labels, we move the pseudo-labeled examples with uncertainty above a threshold \( t_u \) back into the unlabeled set:

\[
U^{new} = \{ i \in L | \hat{u}_i^* \geq t_u \} \\
y_i = 0 \quad \forall i \in U^{new}
\]

4 Experiments

To empirically compare our proposed framework to existing state-of-the-art losses and models, we followed standard protocols for PUL [Kiryo et al. 2017, Kato et al. 2019, Chen et al. 2020a,b]. After presenting the main results, we empirically show the advantage of our framework in improving performance for both imbalanced and standard PU scenarios, being applicable to different data modalities, and using various losses for PU learning. Finally, we provide further analyses of PUUPL including an investigation of its sensitivity with respect to pseudo-labeling hyperparameters. The source code of the method and all the experiments are available at [https://anonymous.4open.science/r/PUUPL-BE6E](https://anonymous.4open.science/r/PUUPL-BE6E).

4.1 Experimental protocol

4.1.1 Datasets

We evaluated our method in the standard setting of MNIST [Deng 2012] and CIFAR-10 [Krizhevsky et al. 2009] datasets, as well as Fashion MNIST (F-MNIST) [Xiao et al. 2017], CIFAR-100-20 [Krizhevsky et al. 2009] and IMDb [Maas et al. 2011] to show the applicability to different data modalities. Similar to previous studies [Chen et al. 2020a, Kiryo et al. 2017, Kato et al. 2019, Chen et al. 2020b], positives were defined as odd digits in MNIST and vehicles in CIFAR-10. For F-MNIST we used trousers, coats, and sneakers as positives, and for the experiments on CIFAR-100-20, we defined those 10 out of the 20 superclasses as positives that correspond to living creatures (i.e., ‘aquatic mammal’, ‘fish’, ‘insects’, ‘large carnivores’, ‘large omnivores’, ‘medium-sized mammals’, ‘non-insect invertebrates’, ‘people’, ‘reptiles’, ‘small mammals’). The number of training samples is reported in Supplementary Table 6.

For all datasets, we reserved a validation set of 5,000 samples and used all other samples for training, evaluating on the canonical test set. To simulate an imbalanced setting, we downsampled the positives in the training and validation sets to obtain \( \pi = 0.1 \) and labeled only 600 of them. We also report results with 1,000 and 3,000 randomly chosen labeled training positives without downsampling as is common in the literature. For the image datasets, we subtracted the mean pixel intensity in the training set and divided it by the standard deviation, while for IMDb we used pre-trained GloVe embeddings of size 200 on a corpus of six billion tokens.
4.1.2 Network architectures

To ensure a fair comparison with other works in PUL, Chen et al. [2020b,a], Kiryo et al. [2017], we used the same architectures on the same datasets, namely a 13-layer convolutional neural network (CNN) for the experiments on CIFAR-10 and CIFAR-100-20 (Table 7) and a multi-layer perceptron (MLP) with four fully-connected hidden layers of 300 neurons each and ReLU activation for MNIST and F-MNIST. For IMDb, we used a bidirectional LSTM network with a MLP head whose number of units was optimized as part of the hyperparameter search (Table 8).

4.1.3 Training

We trained all models with the Adam optimizer Kingma and Ba [2015] with $\beta_1 = 0.9$ and $\beta_2 = 0.999$ and an exponential learning rate decay with $\gamma = 0.99$, while learning rate, batch size, and weight decay were tuned together with the other pseudo-labeling hyperparameters using the ranges in Table 9 in the Supplements. We provide experimental results using both a PU validation set, to provide a real-world performance estimate, as well as a fully-labeled (PN) validation set to compare against state-of-the-art PUL methods that used such a labeled validation set Chen et al. [2020b], Hu et al. [2021] and to showcase the potential of our method. When using a PU validation set, we used the AUROC between positive and unlabeled samples as tuning criterion, as previous work Menon et al. [2015], Jain et al. [2017] has shown that higher AUROC on PU data directly translates to higher AUROC on fully labeled data.

4.1.4 Evaluation

We obtain the final results by training the model five times with random initialization and training-validation split while using the same canonical test set, reporting the highest test accuracy obtained both with a fully-labeled (PN) and a PU validation set. Statistical significance was established with an unpaired $t$-test comparing the performance of PUUPL and the best performer amongst all other methods.

We compare PUUPL against VPU Chen et al. [2020a] and Self-PU Chen et al. [2020b] using the same network architecture and data splits. We consider the former as it does not require a known prior $\pi$ and can use a PU validation set, and the latter as the state-of-the-art self-training method for PUL even though it requires a positive-negative (PN) labeled validation set. We additionally compare against a naive, uncertainty-unaware, pseudo-labeling baseline “+PL” that used the sigmoid outputs directly as a ranking measure for pseudo-labeling instead of the epistemic uncertainty, while still assigning soft pseudo-labels.

4.2 Main Results

Table 1 shows the performance of PUUPL and the other baselines in an imbalanced scenario with only 600 labeled positives and a prior $\pi = 0.1$. PUUPL was the overall best performer in all comparisons except on the MNIST dataset with PU validation, where its performance was 0.31 percentage points (p.p.) lower than the imbnnPU baseline. The increase in accuracy was statistically significant with $p < 0.0015$ in each case except for CIFAR-10 with PU validation where $p = 0.055$. On CIFAR-10 with PU validation, the improvement against the second-best was not statistically significant, while in all other cases it was with $p < 0.0015$. PUUPL improved performance the most in the IMDb dataset, where accuracy was 2.2 and 3.5 p.p. respectively. Self-PU struggled in this setting, collapsing to negative predictions on CIFAR-100-20 and demonstrating unstable behavior on CIFAR-10, where the collapse only
### Table 1: Average test accuracy and its standard error over five repetitions where model training was performed with an imbalanced dataset with $\pi = 0.1$ and 600 labeled positives. The row “+PL” refers to an uncertainty-unaware pseudo-labeling baseline, while “+PUUPL” refers to our uncertainty-aware solution. The validation column refers to the use of a fully-labeled (PN) or PU validation set.

| Valid. Method | Dataset | MNIST | F-MN | C-100-20 | CIF-10 | IMDb |
|---------------|---------|-------|------|----------|--------|------|
| Self-PU | | | | | | |
| Chen et al. [2020b] | MNIST | 94.44 ± 0.12 | 90.99 ± 0.47 | 50.00 ± 0.00 | 63.97 ± 3.97 | - |
| imbnPU | | | | | | |
| Su et al. [2021] | MNIST | 95.65 ± 0.11 | 91.54 ± 0.18 | 71.61 ± 0.73 | 87.59 ± 0.26 | 74.44 ± 0.61 |
| +PL | | | | | | |
| 95.19 ± 0.20 | 91.26 ± 0.22 | 71.80 ± 0.93 | 85.82 ± 0.50 | 75.94 ± 0.61 |
| +PUUPL | | | | | | |
| 96.09 ± 0.10 | 91.93 ± 0.12 | 73.79 ± 0.33 | 88.93 ± 0.31 | 78.16 ± 0.78 |
| VPU | | | | | | |
| Chen et al. [2020a] | MNIST | 95.61 ± 0.05 | 89.88 ± 0.51 | 67.13 ± 1.26 | 87.61 ± 0.25 | 74.32 ± 0.58 |
| imbnPU | | | | | | |
| Su et al. [2021] | MNIST | 96.65 ± 0.48 | 89.55 ± 0.57 | 68.42 ± 1.18 | 84.57 ± 1.32 | 75.88 ± 0.68 |
| +PL | | | | | | |
| 95.30 ± 0.50 | 91.86 ± 0.09 | 72.80 ± 0.38 | 87.97 ± 0.38 | 77.78 ± 0.86 |
| PU | | | | | | |
| VPU | | | | | | |
| Chen et al. [2020a] | MNIST | 80.87 ± 3.24 | 89.30 ± 0.98 | 70.01 ± 0.96 | 86.41 ± 0.78 | - |
| +PL | | | | | | |
| 95.61 ± 0.05 | 89.88 ± 0.51 | 67.13 ± 1.26 | 87.61 ± 0.25 | 74.32 ± 0.58 |
| +PUUPL | | | | | | |
| 96.22 ± 0.13 | 92.09 ± 0.12 | 74.07 ± 0.71 | 90.56 ± 0.11 | 79.04 ± 0.39 |
| PU | | | | | | |
| VPU | | | | | | |
| Chen et al. [2020a] | MNIST | 95.61 ± 0.05 | 89.88 ± 0.51 | 67.13 ± 1.26 | 87.61 ± 0.25 | 74.32 ± 0.58 |
| +PL | | | | | | |
| 95.70 ± 0.11 | 90.93 ± 0.26 | 72.45 ± 0.83 | 90.49 ± 0.15 | 79.62 ± 0.65 |
| +PUUPL | | | | | | |
| 96.09 ± 0.10 | 91.93 ± 0.12 | 73.79 ± 0.33 | 88.93 ± 0.31 | 78.16 ± 0.78 |

Table 2: Average test accuracy and its standard error over five repetitions on various datasets with 3,000 labeled training positives. The row “+PL” refers to an uncertainty-unaware pseudo-labeling baseline, while “+PUUPL” refers to our uncertainty-aware solution. The validation column refers to the use of a fully-labeled (PN) or PU validation set.

| Valid. Method | Dataset | MNIST | F-MN | C-100-20 | CIF-10 | IMDb |
|---------------|---------|-------|------|----------|--------|------|
| Self-PU | | | | | | |
| Chen et al. [2020b] | MNIST | 95.64 ± 0.13 | 91.55 ± 0.18 | 75.41 ± 0.44 | 90.56 ± 0.09 | - |
| nnPU | | | | | | |
| Kiryo et al. [2017] | MNIST | 96.36 ± 0.06 | 91.70 ± 0.12 | 72.46 ± 0.83 | 90.49 ± 0.13 | 79.62 ± 0.67 |
| +PL | | | | | | |
| 96.22 ± 0.13 | 92.09 ± 0.12 | 74.07 ± 0.71 | 90.56 ± 0.11 | 79.04 ± 0.39 |
| +PUUPL | | | | | | |
| 97.02 ± 0.08 | 92.13 ± 0.09 | 73.79 ± 0.31 | 91.12 ± 0.04 | 80.43 ± 0.40 |
| VPU | | | | | | |
| Chen et al. [2020a] | MNIST | 93.84 ± 0.88 | 91.90 ± 0.22 | 72.12 ± 1.05 | 87.50 ± 0.85 | - |
| nnPU | | | | | | |
| Kiryo et al. [2017] | MNIST | 95.70 ± 0.11 | 90.93 ± 0.26 | 72.45 ± 0.83 | 90.49 ± 0.15 | 79.62 ± 0.65 |
| +PL | | | | | | |
| 95.91 ± 0.23 | 91.36 ± 0.13 | 74.30 ± 0.68 | 90.23 ± 0.07 | 79.04 ± 0.39 |
| +PUUPL | | | | | | |
| 97.12 ± 0.07 | 91.26 ± 0.26 | 77.49 ± 0.34 | 90.74 ± 0.15 | 80.26 ± 0.51 |
occurred in certain training-validation splits. The naive pseudo-labeling baseline that did not use uncertainty worsened performance, compared to imbnnPU, in three datasets out of five, regardless of the method used for validation. This is, hypothetically, due to the emergence of the confirmation bias.

We performed the same comparison using 3,000 labeled training positives and the natural prior of each dataset, while using the nnPU loss as $L_{PU}$ (Table 2), as well as 1,000 labeled positives (Table 10). The results were qualitatively similar, with PUUPL providing the highest test accuracy except for Fashion-MNIST, and sometimes considerable performance increase, for example almost 5 p.p. more in the case of CIFAR-100-20 with 3,000 positives compared to the nnPU baseline. For Fashion-MNIST, there was no statistically significant difference in accuracy between PUUPL and the uncertainty-unaware pseudo-labeling baseline, while in all other cases the improvement was statistically significant ($p = 0.023$ for IMDb with PN validation, $p = 0.014$ for CIFAR-10 with PU validation, and $p < 0.001$ in all other cases).

These findings substantiate the advantages of pseudo-labeling in PUL as well as the necessity of uncertainty quantification in this procedure and in particular the benefit that this brings in more imbalanced scenarios with few labeled positives or low prior.

### 4.2.1 PUUPL is loss-agnostic

Our framework is uniquely positioned to take advantage of newly developed risk estimators for PU learning: as we showed above, PUUPL could make use of the imbnnPU loss [Su et al. 2021] and the nnPU loss [Kiryo et al. 2017] to substantially improve on the state-of-the-art in the imbalanced and the general setting. Next to imbnnPU, there exists a variety of alternative PU losses for different scenarios. The nnPUSB loss [Kato et al. 2019] was developed to address the issue of labeling bias in the training positives, a more general setting compared to the i.i.d. assumption of traditional PUL methods [Bekker and Davis 2020]. We tested PUUPL in such a biased setting where positives in the CIFAR-10 training and validation sets were with 50% chance an airplane, 30% chance an automobile, 15% chance a ship, and 5% chance a truck. The test distribution was instead balanced, meaning for instance that test samples were half as likely to be airplanes compared to the training set, and five times more likely to be truck images. We used the same hyperparameters as for the i.i.d. CIFAR-10 experiments except for the loss $L_{PU}$ where we used the nnPUSB loss [Kato et al. 2019] to handle the positive bias. The baseline with nnPUSB loss performed better than the nnPU loss but worse than PUUPL with the nnPU loss, and the best performance was achieved with PUUPL on top of the nnPUSB loss (Table 3). The improvement provided by PUUPL was statistically significant ($p < 1.07 \times 10^{-6}$ in all cases).

These results demonstrate that PUUPL can be applied even when a sampling bias is suspected by a practitioner and no ad hoc risk estimator is available, as our uncertainty-aware pseudo-labeling framework with the bias-oblivious nnPU loss obtained better results compared to a bias-aware risk estimator without pseudo-labeling.

### 4.2.2 Uncertainty quantification improves pseudo-labels

According to the results in Table 1 and 2, naive pseudo-labeling frequently reduces performance, rather than improving it; it then follows that the performance improvement of PUUPL stems from the uncertainty ranking used to select and assign pseudo-labels (Eq. 8). We investigated this in a series of experiments with PUUPL, nnPU, and the naive pseudo-labeling baseline with 1,000 labeled positives, and we found that the improvement in expected calibration error (ECE) on the test set and negative log-likelihood (NLL) of the pseudo-labels assigned by PUUPL was at least 40% and often much larger (Table 4). As shown in Figure 2 the ECE decreased during the first few pseudo-labeling rounds, after which it stabilized while the accuracy continued improving.
Table 3: Test accuracy of PUUPL on the CIFAR-10 dataset with a selection bias on the positive labels when using the nnPU and nnPUSB losses. Our framework improved over the base PU loss in both cases, and, in particular, PUUPL with nnPU loss achieved better performance than the nnPUSB loss alone.

|                       | Test Expected Calibration Error (%) | Pseudo-labels Negative Log-Likelihood |
|-----------------------|--------------------------------------|---------------------------------------|
|                       | nnPU+PL                              | +PUUPL                                |
| IMDb                  | 25.94±0.78                           | 25.23±0.11                            |
|                       | 6.33±0.17                            |                                       |
| CIFAR-10              | 10.89±0.10                           | 9.24±0.15                             |
|                       | 5.70±0.72                            |                                       |
| CIFAR-100-20          | 31.62±0.29                           | 27.51±0.59                            |
|                       | 22.12±0.39                           |                                       |

Table 4: Expected calibration error (ECE) on the test set using 1,000 labeled positives for training (average and standard error over five runs), as well as negative log-likelihood of the assigned pseudo-labels against the true labels.

We also observed that a larger improvement in pseudo-label quality corresponds to a larger improvement in predictive performance.

4.2.3 Robustness of PUUPL

Prior misspecification An important concern for practitioners is how to determine the prior \( \pi \) of a PU dataset, as in the case of sub-optimal estimation the performance of the PU classifier can be harmed considerably. Prior estimation constitutes a whole research branch in PUL [Chen et al., 2020a, Garg et al., 2021] and is a significant challenge in any practical PU application [Bekker and Davis, 2020]. Some contemporary methods for PUL [Chen et al., 2020b, Acharya et al., 2022, Zhao et al., 2022, Hammoudeh and Lowd, 2020] assume a known prior and do not discuss the practical consequences of not knowing such parameter, while other methods incorporate prior estimation directly into the training procedure [Chen et al., 2020a, Garg et al., 2021, Hu et al., 2021]. We treated \( \pi \) as a hyperparameter optimized using the AUROC on a PU validation set as a criterion [Menon et al., 2015, Jain et al., 2017], thus bridging the gap between estimating the prior during training and assuming it is known \textit{a priori}.

Our experimental results show that optimizing the prior in such a way resulted in a consistent reduction in test accuracy between 0.8 and 1.2 percentage points for our framework, the PU loss, and the naive pseudo-labeling baseline (PU sections in Tables 1 and 2). In a similar vein, methods...
such as VPU that optimize the prior as part of the training procedure show a similar or larger difference compared to methods that use a PN labeled validation set such as Self-PU. However, in most cases, PUUPL remained the top performer in both settings.

Moreover, training using a wrong value for \( \pi \) was less harmful to PUUPL compared to nnPU only (Fig. 3a). For example, on CIFAR-10 the test accuracy showed a wide plateau around the true prior of 0.4 with a performance reduction of less than 2.5% in the range \([0.3, 0.6]\). With smaller priors, the nnPU loss collapsed to constantly predicting the majority class, and specialized oversampled risk estimators [Su et al., 2021] were needed to cope with such a setting (we showed the effectiveness of PUUPL in imbalanced settings in the previous section). Furthermore, the performance gap between PUUPL and nnPU widened as \( \pi \) was more severely misspecified, indicating a higher degree of robustness.

**Number of labeled training positives** The performance of PUUPL steadily increased and seemed to plateau at 91.4% at 3,000 labeled positives (Fig. 3b). The gap between nnPU and PUUPL was largest in the low labeled data region with a 1.44% gap at 250 labels, where PUUPL achieved 87.50% accuracy, shrinking to a gap of 0.52% with 3,000 labels, where PUUPL’s performance was 91.44%. This supports our intuition about the importance of accounting for prediction uncertainty because, as the amount of labeled data decreases, uncertainty becomes more important to detect overfitting and prevent the model from assigning incorrect pseudo-labels.

**Loss mixing parameter** As a loss, PUUPL uses a convex combination of a loss for the assigned pseudo-labels and the remaining PU data using a mixing coefficient \( \lambda \) (Eq. 1). The best performing combination used \( \lambda = 0.1 \), with modest performance reduction until \( \lambda = 0.5 \) (Fig. 3c), with too small values nullifying the effect of pseudo-labeling, and larger values harming performance. In general, when too few samples are pseudo-labeled, the loss \( L \) is a high variance estimator of the classification risk, and thus should not be weighted excessively. This effect may be reduced as more pseudo-labels are added, and dynamic adaptation of \( \lambda \) over training could provide an additional performance improvement.
4.3 Real-world application

In this section we show the applicability and benefits of PUUPL to a real-world imbalanced dataset with applications related to healthcare, improving the predictive performance of previous methods developed ad hoc. Cancer is the result of malignant mutations that were not wiped out in time by the immune system. It is however possible to instruct the immune system to fight the tumor through specific vaccines that contain neo-epitopes that arose as a result of those mutations, i.e., short genomic regions surrounding the mutated sites that can trigger an immune response [Hu et al., 2017]. Such vaccines can be designed computationally by solving an optimization problem that chooses the most promising mutations to target while ensuring that the vaccine can be processed appropriately by the body [Dorigatti and Schubert, 2020b; a, Toussaint et al., 2011]. One of the main steps of such processing [Blum et al., 2013] is the digestion of the vaccine by the proteasome, a tubular protein complex that degrades old or misfolded proteins into shorter fragments (Fig. 4). In order for the vaccine to be effective these pieces must correspond to the neoantigens originally contained in the vaccine. Therefore, accurately predicting proteasomal cleavage, i.e., the position where a sequence is cut, is very important to design more effective vaccines. Modern high-throughput pipelines [Purcell et al., 2019] are able to detect MHC-presented epitopes on the cell surface (Fig. 4) which must have originated from proteasomal cleavage. While missed cleavage sites are never measured, not all presented epitopes are detected, and not all peptides resulting from proteasomal cleavage are presented. Thus, PUL is a natural abstraction of proteasomal cleavage prediction.

4.3.1 Dataset

We collected a dataset of 294,615 MHC-I epitopes from the IEDB [Vita et al., 2018] database and 89,853 from the Human MHC Ligand Atlas [Marcu et al., 2019]. To identify the potential progenitor protein of each epitope, we used BLAST [Altschul et al., 1990] and filtered for epitopes with a unique progenitor protein resulting in a total of 258,424 data points. Through the progenitor protein, we recovered the residues preceding the N-terminus and following the C-terminus of the epitope, thus providing context for the cleavage predictor. We generated two separate datasets based exclusively on N- or C-termini cleavage sites, as it is known that the biological signal differs in these two situations [Schatz et al., 2008]. We generated “decoy” samples by considering cleavage sites located within three residues of the experimentally-determined terminus; as discussed
Figure 4: Predicting the outcome of each event in the antigen processing pathway [Blum et al., 2013] is crucial to enable the design of epitope vaccines. Vaccines ingested by antigen presenting cells (1a) as well as mutated proteins produced by cancerous cells (1b) are cleaved in short fragments by the proteasome (2). Some of these fragments, or peptides, are then transported into the endoplasmic reticulum (ER) through the Transporter associated with Antigen Processing (TAP). A fraction of these peptides bind to the Major Histocompatibility Complex (MHC, 3) and the resulting construct is then expressed on the cell surface (4), where they can be inspected by passerby T-cells and possibly trigger an appropriate immune response (5).

previously, it is unknown whether cleavage could or could not have happened at those positions, hence we treat such decoys as unlabeled in our PUL training procedure. The final datasets were then composed of 1,285,659 samples with 229,163 positives for the N-terminus datasets and 1,277,344 samples with 222,181 positives for the C-terminus datasets.

4.3.2 Modeling, Training, and Evaluation

Each sequence contains ten amino acids, each of which was one-hot encoded and processed by a MLP. We used imbnnPU [Su et al., 2021] as $L_{PU}$. For imbnnPU and PUUPL we report the cross-validation scores and use the statistical test proposed by LeDell et al., 2015 to estimate the AUROC, its standard error, and confidence intervals. Note that, as we do not know the true negatives, traditional metrics to evaluate classification performance such as accuracy, F1, precision, recall, etc. are not applicable. As external baselines we consider NetChop [Nielsen et al., 2005] and NetCleave [Amengual-Rigo and Guallar, 2021], evaluating their predictions on ten random bootstraps of our dataset. These baselines are based on MLPs and convolutional neural networks respectively and, importantly, they approach the problem as a supervised binary classification task, treating decoy samples as negatives rather than unlabeled. We also present evaluation scores for the imbnnPU loss [Su et al., 2021], commonly used for PUL on imbalanced datasets.
| Method       | AUROC N-terminal | AUROC C-terminal |
|--------------|------------------|------------------|
| NetChop 20S  | 52.72±0.02       | 66.07±0.02       |
| NetChop C term | 50.99±0.02     | 81.53±0.01       |
| NetCleave    | 49.27±0.02       | 79.61±0.01       |
| imbnnPU      | 75.15±0.06       | 83.99±0.06       |
| PUUPL        | **78.00±0.06**   | **87.20±0.04**   |

Table 5: Average and standard error of area under the ROC curve (AUROC) on both datasets for NetChop, NetCleave, the imbnnPU loss and PUUPL.

4.3.3 Results

Both PUUPL and the imbnnPU loss achieved lower performance on the N-terminals dataset, confirming previous observations that this predictive task is harder due to the biological processes involved [Schatz et al., 2008]. On the C-terminal dataset, the imbnnPU loss improved performance by 2.5 and 4.4 points compared to NetChop and NetCleave respectively, and PUUPL added a further 3.2 points reaching 87.2% AUROC (Table 5). In both datasets the difference in AUROC between imbnnPU and PUUPL was statistically significant at a significance of 1%; the confidence intervals are [74.99, 75.32] and [77.85, 78.15] for N-terminals, and [83.85, 84.14] and [87.08, 87.32] for C-terminals. Note that both NetChop and NetCleave were only trained on C-terminals cleavage sites in the original publication, thus explaining their random predictions on the N-terminals dataset.

5 Discussion and conclusions

We introduced PUUPL, an uncertainty-aware pseudo-labeling framework for PUL that uses the epistemic uncertainty of an ensemble of networks to select which examples to pseudo-label. We conducted extensive experiments to demonstrate the benefits of our approach and show its reliability in settings that are likely to be encountered in the real world such as heavily imbalanced settings with small π and few labeled positives, a bias in the positive training data, the unavailability of labeled negatives for validation, and the misspecification of the class prior π. Unlike many alternative methods, PUUPL can be applied to learning problems in any domain out of the box as it does not rely on regularization methods that are restricted to a specific data modality, most frequently images, such as mixup Zhang et al. [2018] (used by Chen et al. [2020a], Zhao et al. [2022]) or contrastive representations (used by Acharya et al. [2022]). Furthermore, it is easy to adapt as it builds on standard methods (unlike Chen et al. [2020b]), and does not require pretrained representations to work (as Hammond and Lowd [2020] does). We further used our framework to advance the state-of-the-art on a real-world healthcare dataset with potential repercussions on efficacy and deployment cost of personalized epitope vaccines for cancer treatment.

Our choice of deep ensembles was rooted in their competitiveness in empirical benchmarks Ovadida et al. [2019]. However, PUUPL can easily be extended to take advantage of more accurate uncertainty quantification methods as they become available Abdar et al. [2021], especially considering the computational overhead of training deep ensembles. In fact, as the matter of uncertainty quantification in deep learning is far from settled, the performance and efficiency of our
framework could be further improved by employing more accurate uncertainty quantification methods [Abdar et al. 2021]. We demonstrated robustness against biased positive labels and imbalanced datasets, however, it is the practitioners’ responsibility to ensure that the obtained predictions are "fair", with "fairness" defined appropriately with respect to the target application, and do not systematically affect particular subsets of the population of interest. Ultimately, we can only leave it to practitioners to use their moral and ethical judgment as to whether all stakeholders and their interests are fairly represented in their application.

To conclude, our PUUPL framework is applicable to and reaches competitive performance in heavily imbalanced settings with few positives as well as in traditional balanced datasets, even when the true prior is unknown, and can work with several data modalities including images, natural language, and proteomic data while being robust to hyperparameter selection.
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Table 6: Size of test set and number of positives and negatives in the training set for each dataset.

| Dataset     | Train Pos. | Train Neg. | Test Size |
|-------------|------------|------------|-----------|
| MNIST       | 30,508     | 29,492     | 10,000    |
| F-MNIST     | 30,000     | 30,000     | 10,000    |
| CIFAR-10    | 20,000     | 30,000     | 10,000    |
| CIFAR-100-20| 25,000     | 25,000     | 10,000    |
| IMDb        | 12,500     | 12,500     | 25,000    |

Figure 5: Mean and standard deviation of the test accuracy obtained over five runs by different variations of our PUUPL algorithm: (a) different weight initialization at each iteration, (b) balanced or imbalanced PL selection, (c) type of uncertainty, (d) whether to use PN or PU validation set. Note the different scales on the y-axes.

Appendix A  Network architecture, hyperparameters and datasets

Table 6 reports the number of samples in each dataset. Table 7 reports the network architecture used in the CIFAR-10 and CIFAR-100-20 experiments, while Table 8 reports the network used with IMDb. Table 9 reports the hyperparameters related to pseudo-labeling and their ranges.

Appendix B  Further results and sensitivity analyses

Table 10 reports the test accuracy when 1,000 labeled positives were used for training.

We performed ablation studies on the CIFAR-10 dataset by changing one parameter at a time of the best configuration found by Hyperband, training and evaluating with five different splits, and reporting the test accuracy corresponding to the best validation score for each run. To limit the computational resources needed, we used at most 15 pseudo-labeling iterations.

Weight initialization: We confirmed the observation that it is beneficial to re-initialize the weights after each pseudo-labeling step [Arazo et al. 2020], with slightly better performance (+0.052%) achieved when the weights are re-initialized to the same values before every pseudo-labeling iteration (Fig. 5a). We believe this encourages the model to be consistent across pseudo-labeling rounds.

Uncertainty: Ranking predictions by aleatoric performance was almost as good as ranking by epistemic uncertainty (−0.08%), while total uncertainty produced moderately worse rankings (−0.37%, Fig. 5a). An ensemble with only two networks achieved the best performance, while larger ensembles performed worse, and Monte Carlo dropout (−0.85%) was better than ensembles of five (−1.00%) and ten networks (−1.58%).
| Layer type | Layer parameters |
|------------|------------------|
| Conv. 2D   | InC=3, OutC=96, k=3, s=1, p=1 |
| Dropout    | p=0.15           |
| Batch Norm. | eps=1e-05, momentum=0.1 |
| ReLU       |                  |
| Conv. 2D   | InC=96, OutC=96, k=3, s=1, p=1 |
| Dropout    | p=0.15           |
| Batch Norm. | eps=1e-05, momentum=0.1 |
| ReLU       |                  |
| Conv. 2D   | InC=96, OutC=96, k=3, s=2, p=1 |
| Dropout    | p=0.15           |
| Batch Norm. | eps=1e-05, momentum=0.1 |
| ReLU       |                  |
| Conv. 2D   | InC=96, OutC=192, k=3, s=1, p=1 |
| Dropout    | p=0.15           |
| Batch Norm. | eps=1e-05, momentum=0.1 |
| ReLU       |                  |
| Conv. 2D   | InC=192, OutC=192, k=3, s=1, p=1 |
| Dropout    | p=0.15           |
| Batch Norm. | eps=1e-05, momentum=0.1 |
| ReLU       |                  |
| Conv. 2D   | InC=192, OutC=192, k=3, s=2, p=1 |
| Dropout    | p=0.15           |
| Batch Norm. | eps=1e-05, momentum=0.1 |
| ReLU       |                  |
| Conv. 2D   | InC=192, OutC=192, k=3, s=1, p=1 |
| Dropout    | p=0.15           |
| Batch Norm. | eps=1e-05, momentum=0.1 |
| ReLU       |                  |
| Conv. 2D   | InC=192, OutC=192, k=1, s=1, p=0 |
| Dropout    | p=0.15           |
| Batch Norm. | eps=1e-05, momentum=0.1 |
| ReLU       |                  |
| Conv. 2D   | InC=192, OutC=10, k=1, s=1, p=0 |
| Dropout    | p=0.15           |
| Batch Norm. | eps=1e-05, momentum=0.1 |
| ReLU       |                  |
| Flatten    |                  |
| Linear     | in features=640, out features=1000, bias=yes |
| ReLU       |                  |
| Linear     | in features=1000, out features=1000, bias=yes |
| ReLU       |                  |
| Linear     | in features=1000, out features=1, bias=yes |

Table 7: Network architecture used for the CIFAR-10 experiments. InC: input channels, OutC: output channels, k: kernel size, s: stride, p: padding
| **Layer type** | **Layer parameters** |
|---------------|----------------------|
| LSTM          | inpus size=200, hidden size=128, num layers=2, dropout=0.25, bidirectional=True |
| Dropout       | p=0.2 |
| Linear        | in features=256, out features=196, bias=True |
| Batch Norm.   | eps=1e-05, momentum=0.1 |
| ReLU          | |
| Dropout       | p=0.2 |
| Linear        | in features=196, out features=196, bias=True |
| Batch Norm.   | eps=1e-05, momentum=0.1 |
| ReLU          | |
| Linear        | in features=196, out features=1, bias=True |

Table 8: Network architecture used for the IMDb experiments

| **Hyper-parameter** | **Value range** |
|---------------------|-----------------|
| Estimator           | Ensemble or MC Dropout [2, 25] |
| Number of samples   | Aleatoric, epistemic, total [100, 5000] |
| Uncertainty type    | |
| Max. new labels $T$ | |
| Max. new label uncertainty $t_l$ | $[0, - \log 2]$ |
| Min. unlabel uncertainty $t_u$ | $[0, - \log 2]$ |
| Reassign all pseudo-labels | Yes or no |
| Re-initialize to same weights | Yes or no |
| Cross-entropy weight $\lambda$ | $[0, 1]$ |

Table 9: Pseudo-labeling hyperparameters
of a fully-labeled (PN) or PU validation set. The validation column refers to the use of 1,000 labeled training positives. The row “+PL” refers to an uncertainty-unaware pseudo-labeling baseline. Table 10: Average test accuracy and its standard error over five repetitions on various datasets with 1,000 labeled training positives. The row “+PUUPL” refers to our uncertainty-aware solution. The validation column refers to the use of a fully-labeled (PN) or PU validation set.

**Early stopping:** Finally, performing early stopping on the validation PU loss resulted in worse accuracy (−1.12%) compared to using the accuracy on PN labels (Fig. 5d). Although considerable when compared to the impact of other algorithmic choices, such a performance drop can be used effectively in real-world scenarios when no labeled validation data are available.

**Pseudo-labeling hyperparameters:** Our method was fairly robust to the maximum number of assigned pseudo-labels and the maximum uncertainty threshold $t_l$ for the pseudo-labels, with almost constant performance up to $T = 1000$ and $t_l = 0.1$. The best performance was achieved by the combination having $T = 1000$ and $t_l = 0.05$, but both of these experiments were performed while disabling the other constraint (i.e., setting $T = \infty$ when testing $t_l$ and vice-versa). Using only a constraint on $T$ resulted in a reduction of $-0.11\%$, while constraining $t_l$ alone resulted in a reduction of $-1.04\%$. The results for $t_u$ were less conclusive than for the general trend, possibly because values lower than 0.35 require more than the 15 pseudo-labeling iterations we used for the experiment, and values above 0.4 did not show significant differences.

Moreover, soft pseudo-labels were preferred over hard ones (+0.75%). Contrary to expectation, however, re-assigning all pseudo-labels at every iteration slightly harmed performance (−0.12%); instead, pseudo-labels should be kept fixed after being assigned for the first time. A possible explanation is that fixed pseudo-labels prevent the model’s predictions from drifting too far away from the initial pseudo-labeling towards an incorrect assignment, and thus contribute in mitigating the sort of confirmation bias that frequently plagues pseudo-labeling-based methods. It was also beneficial to assign the same number of positive and negative pseudo-labels compared to keeping the same ratio $\pi$ of positives and negatives found in the whole dataset (−0.20%) or not balancing the selection at all (−0.55%). This prevents the pseudo-labeled set from becoming too imbalanced over time, a natural tendency deriving from the inherent imbalance between positive and unlabeled samples in the training set.

**Appendix C  Ethics statement and broader impact**

Improving performance of PUL methods will catalyze research in areas where PU datasets are endemic and manual annotation is expensive or negative samples are impossible to obtain – for
example, in bioinformatics and medical applications – which ultimately benefits human welfare and well-being. The explicit incorporation of uncertainty quantification further increases the trustworthiness and reliability of PUUPL’s predictions. However, such advances in PUL could also reduce the resources required to create unwanted mass-surveillance systems by governments and/or private companies.
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