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To model the stochastic world on continuous time is an essential but challenging problem. We establish the algorithm framework of quantum continuous time stochastic process to solve this problem. Two procedures are handled to achieve quantum speed-up, the data loading and the information extraction. The data loading procedure’s space and time complexities are both reduced exponentially on the key parameter, and this procedure can be employed as an efficient input module of other quantum algorithms. The information extraction procedure admits a further quadratic acceleration, which extends the quantum Monte-Carlo method. Because of the flexibility and versatility, this framework can be utilized within a wide range of applications involving finance, statistics, physics, and time series analysis. Two examples of option pricing in Merton jump diffusion model and ruin probability computing in collective risk model are given to illustrate the ability of capturing extreme market events and history dependent information.

I. INTRODUCTION

Continuous time stochastic process (CTSP), encompassing many well known stochastic processes from Poisson point process, compound Poisson process, Lévy process, continuous Markov process, to doubly stochastic Cox process, is an essential and fundamental mathematical instrument to model the stochastic world defined on continuous time variables, and it can be applied to a wide range of fields including but not limited to finance, physics, statistics, and biology [1–5]. However, due to its continuous path, CTSP is believed much more complicated than its discrete counterpart: For most practical problems there is no analytic solution or explicit formula to the underlying stochastic differential equations and quantities, and unexpectedly large storage and computation resources are consumed when applying numerical methods such as Monte-Carlo simulation since the sampling space grows exponentially as time slices go thinner [6, 7].

The development of quantum processors [8–10] and quantum algorithms [11–17] has revealed that quantum computation has great potentiality beyond classical computers, and would be one powerful tool to solve the above challenging problems. However, there are still two essential challenges to overcome when implementing the storage and analysis of CTSP with a quantum computer.

The first challenge is the data loading of CTSP: As being a common and primary bottleneck faced by quantum machine learning and many other algorithms [18], the state preparation problem has been studied and discussed in many works [19–21]. A quantum analogue simulators is proposed to predict the future of a specified class of CTSP named renewal process with less past information, and a perhaps unbounded memory requirement reduction is made in [22–24], and the quantum advantage in simulating stochastic process is further discussed in [25]. Nevertheless, the CTSP preparation problem have not been totally solved by those works, since the type of CTSP is restricted, and the storage of the whole path is absent, leading crucial practical problems for financial engineering, quantitative trading, and many other path-dependent scenarios.

The second challenging problem is the information extraction of CTSP. Quantum Monte-Carlo simulation, which means to generate random paths and compute the expectation of desired value, has been proven to make a quadratic quantum speed up on computing the final value of discrete sampling paths [26–31], and a weightless summation of discrete paths aiming on Asian-type option pricing is proposed in work [28]. However, the Monte-Carlo simulation of CTSP, including the extraction of a weighted integral on the CTSP paths and the extraction of history-sensitive information (such as first-hitting time problem), are left unsolved.

In this work, a framework is established to solve the problems of state preparation and information extraction of quantum continuous time stochastic process (QCTSP). Two representations encoding general QCTSP are introduced and the corresponding state preparation method is developed to prepare the QCTSP with less qubit number requirement, higher flexibility, and more sensitivity to discontinuous jumps that are important to model extreme market events such as flash crash. An observation on the CTSP holding time is made, inducing further reductions on the circuit depth and the gate complexity of QCTSP. Specific quantum circuits
are designed for most of the often-used CTSPs with exponential reduction of both qubit number and circuit depth on the key parameter of QCTSP named holding time \( \tau_{\text{avg}} \) (as summarized in table II). As for the information extraction problem of QCTSP, by computing the summation of directed areas, the weightless integral and the arbitrary time weighted integral of the QCTSP can be efficiently evaluated. This enables the quantum Monte-Carlo framework to extend to the continuous-time regime, admitting a quadratic quantum speed up. Moreover, by introducing a sequence of flag qubits, our method can extract the history-sensitive information that is essential and indispensable for quantitative finance, path-dependent option pricing and actuarial science, to cite but a few examples.

Applications of computing the European type option price in the Merton Jump Diffusion model and the ruin probability in a Collective Risk Model are given. The first application of valuating a European type option has been studied in previous work [27–29, 31], while our method takes the more practical situation of the discontinuous price movement into consideration, and the simulation result is consisted with the Merton formula. The second application of computing the ruin probability opens up new opportunities in the area of insurance as being the first time that quantum computing is introduced into insurance mathematics up to known, illustrating the great potential power of QCTSP.

In addition to the theoretical importance and rich applicability of QCTSP mentioned above, our work also benefits from its low requirement on input data and circuit connectivity: It can be utilized as an input without quantum random access memory (qRAM) [32–34], partly solving the input problem that quantum machine learning and many other quantum algorithms are confronted with. Simultaneously, an indicator is given in this work to characterize not only the preparation procedure’s complexity but the circuit connectivity as well.

The structure of this article is as follows: Given the mathematical notations for readability and the formal problem statement, the main framework of QCTSP is sketched in section II. The main results of state preparation and information extraction are organized in section III and section IV, respectively. Followed by two applications of option pricing and insurance mathematics in section V, the discussion together with an introduction of future work is given in section VI. The detailed construction of specific modified subcircuits and proofs can be found in the APPENDIX.

II. QUANTUM CONTINUOUS TIME STOCHASTIC PROCESS

The mathematical notation is given in the first subsection followed by the formal definition of CTSP and the two representations of QCTSP. Then the core problems of state preparation and information extraction of QCTSP are stated. A brief framework of our QCTSP is described at the end of this section.

A. Notation

Formally speaking, given the mathematical symbols in table I, and a discrete state space or its discretization \( \mathcal{S}(S = |S| \in \mathbb{N}_+) \), a CTSP can be defined as:

**Definition 1. (Continuous Time Stochastic Process)** Given a discrete space \( S \), A continuous time stochastic process \( \{X(t) : t \geq 0\} \) is a stochastic process defined on the continuous variable \( t \) where for each \( t_0 \), the state \( X(t_0) \in S \) is a stochastic variable whose possibility distribution is determined by \( \mathbb{P}[X(t_0)] = \mathbb{P}[X(t_0)|X(t) : 0 \leq t < t_0] \).

For a given CTSP, the most significant distinction from the discrete case is the uncountable dimensional space of continuous sample paths denoted by \( \Omega \). As the time slices become thinner, the sample space turns out to be a disaster for both theoretical analysis and simulation. Henceforth, the reduced space \( \mathcal{\Omega}_n \) consists of those paths that can be divided into finite \( n \in \mathbb{N}_+ \) in-variant pieces is considered, where each \( \{X(t) : t \geq 0\} \) in \( \mathcal{\Omega}_n \) is a piecewise determined random function \( X(t) = X_j \) for \( T_{j-1} \leq t < T_j \) with \( T_0 = 0 \).

Thus the \( j^{th} \) piece can be recorded as a pair of random variables \( (X_j, \tau_j) \), where \( X_j \in S \) is a discrete random variable that denotes the \( j^{th} \) piece’s state, and \( \tau_j = T_j - T_{j-1} \in \mathbb{N}^+ \) is a strictly positive random variable that denotes the length of lifetime of the \( j^{th} \) piece. In this way, the whole CTSP is encoded via a sequence of random variable pairs \( \{(X_j, \tau_j) : 1 \leq j \leq n\} \), which will be called the holding time representation hereafter (as illustrated in FIG. 1 (a)). More precisely, one have:

| TABLE I. Mathematical Symbols |
|------------------------------|
| **Notation** | **Nomenclature** |
| \( \mathbb{P} \) | The probability. |
| \( \Omega \) | Space of CTSP. |
| \( \Omega_n \) | Space of CTSP of \( n \) deterministic pieces. |
| \( S \) | Space of states of point. |
| \( S \) | The size of the Space of states \( S = |S| \). |
| \( Z_S \) | The set of index \( \{1, ..., S\} \). |
| \( T \) | Time slices. |
| \( Z_T \) | The set of time \( \{1, ..., T\} \). |
| \( n \) | Number of Pieces. |
| \( X(t) \) | A CTSP. |
| \( X_j \) | The \( j^{th} \) piece’s value variable. |
| \( x_{j,k_j} \) | A realization of \( X_j \), taking the \( k_j \in S \) index, in path. |
| \( Y_j \) | The \( j^{th} \) piece’s increment. |
| \( \tau_j \) | The \( j^{th} \) piece’s holding time. |
| \( t_j \) | A realization of \( \tau_j \) in path. |
| \( T_j \) | The \( j^{th} \) piece’s cumulative time. |
| \( \mathcal{ML}(X) \) | The memory length of \( X(t) \). |
FIG. 1. Embed a Continuous Time Stochastic Process to a pair of Discrete Stochastic Processes. In this figure, a continuous time stochastic process is embedded into discrete stochastic processes via two different representations. (a) As shown in the left subfigure, the \( j \)-th invariant piece of CTSP can be compressed into a discrete random variable \( X_j \) (denoted by the point) in the state space, together with a holding time variable \( \tau_j \) follows a given probability distribution (illustrated by a picture of the probability density function). (b) As shown in the right subfigure, the \( j \)-th invariant piece of CTSP can be compressed into a discrete random variable of increment \( Y_j = X_j - X_{j-1} \) (denoted by the vertical arrow) in the state space, together with an ending time variable \( T_j \) (denoted by the horizontal arrow).

FIG. 2. Embed a Continuous Time Stochastic Process to a pair of Discrete Stochastic Processes. In this figure, a continuous time stochastic process is embedded into a sequence of stochastic pairs. Both the qubit number and the circuit depth is reduced as shown.

Definition 2. (Holding Time Representation of Quantum Continuous Time Stochastic Process)
Given a continuous time stochastic process \( \{X(t) : t \geq 0\} \), the holding time representation of quantum continuous time stochastic process is a sequence of stochastic pairs \( (X_j, \tau_j) \) satisfies: (1) \( X(t) = X_j : T_{j-1} \leq t < T_j \), (2) \( \tau_j = T_j - T_{j-1} \), and (3) \( \mathbb{P}[X_j, \tau_j] = \mathbb{P}[X_j, \tau_j'|X_j', \tau_j' : 1 \leq j' < j] \).

An alternative method named increment representation to encode a CTSP is to consider an equivalent sequence of random variable pairs \( \{(Y_j, T_j) : 1 \leq j \leq n\} \) where \( Y_1 = X_1 \) and \( Y_j = X_j - X_{j-1} \) are the increments of the CTSP (as illustrated in Fig. 1 (b)).

Definition 3. (Increment Representation of Quantum Continuous Time Stochastic Process)
Given a continuous time stochastic process \( \{X(t) : t \geq 0\} \), the increment representation of quantum continuous time stochastic process is a sequence of stochastic pairs \( (Y_j, T_j) \) satisfies: (1) \( X(t) = X_j : T_{j-1} \leq t < T_j \), (2) \( Y_j = X_j - X_{j-1} \), and (3) \( \mathbb{P}[Y_j, T_j] = \mathbb{P}[Y_j, T_j'|Y_j', T_j' : 1 \leq j' < j] \).

Instead of the uniform sampling method, these encoding methods benefit from the reduction of qubit number (as shown in Fig. 2), as well as the ability to capture randomly happened discontinuous jumps (as circled in Fig.
These two equivalent representations are proposed simultaneously on the purpose of efficiently computing path-dependent and history-sensitive information as stated later in section IV.

B. Problem statement

In this paper, the QCTSP is assumed to be stored in three registers named the index register $|0\rangle_{index}$, the data register $|0\rangle_{data}$ and the time register $|0\rangle_{time}$ for the storage of the index sequence $\{k_j\}$, the path sequence $\{X_j\}$ and the holding time sequence $\{\tau_j\}$, respectively. Then the QCTSP state lying in the Hilbert space $\mathcal{H}_{k,x} \otimes \mathcal{H}_t = (\mathbb{Z}_2 \otimes \mathbb{Z}_T)^{\otimes n}$ can be represented as

$$|\psi\rangle = \sum_{k,t \in \mathbb{Z}_2 \otimes \mathbb{Z}_T^n} p(k,t) |k, x(k), t\rangle,$$

where $k = (k_1, ..., k_n)^T \in \mathbb{Z}_2^n$ satisfies

$$x_{j,k_j} = x(k_j) : 1 \leq j \leq n, 1 \leq k_j \leq |S|$$

and means that the $j^{th}$ piece takes the $k_j^{th}$ value in the state space $S$, and $t = (t_1, ..., t_n)^T \in \mathbb{Z}_T^n$ where $1 \leq t_j \leq T$ is a realization of the sequence $(\tau_1, ..., \tau_n)$ and means that the $j^{th}$ piece stays for $t_j$ time slices bounded by $T$. According to Definition 1, for each time piece, the current pair $(X_j, \tau_j)$ is derived from the past pieces $\{(X_j', \tau_j') : 1 \leq j' \leq j - 1\}$ with the possibility amplitude $p(k,t)$ satisfies

$$p(k,t) = p(X_1 = x(k_1)) \times p(\tau_1 = t_1 | X_1 = x(k_1)) \times \prod_{j=2}^{n} p(X_j = x(k_j) | X_{j'}, \tau_{j'} = x(k_{j'}), t_{j'} : 1 \leq j' < j) \times \prod_{j=2}^{n} p(\tau_j = t_j | X_{j'}, \tau_{j'} = x(k_{j'}), t_{j'} : 1 \leq j' < j$$

$$\text{and } X_j = x(k_j).$$

And the possibility amplitudes also satisfy

$$\sum_{k,t} p^2(k,t) = 1. \tag{3}$$

Given a CTSP as defined in Definition 1, our first goal is to derive the corresponding QCTSP Eq.(1) encoded by Definition 2 and 3. More formally, the problem is defined as follows:

**Problem 1**: QCTSP Preparation (QCTSP-P)

**Input**: A CTSP defined in Definition 1 and three registers $|0\rangle_{index} |0\rangle_{data} |0\rangle_{time}$

**Question**: Is there a procedure, that is, a unitary operator $U$ acting on the registers such that $U |0\rangle_{index} |0\rangle_{data} |0\rangle_{time} = \sum_{k,t} p(k,t) |k, x(k), t\rangle$ and the possibility amplitude $p(k,t)$ satisfies Eq.(2) and Eq.(3)?

Supposed that a QCTSP has been prepared taking the form of Eq.(1), our second goal is to extract the information of interest, a quantity determined by the knowledge of the past path $\{X(t) : T > t \geq 0\}$. This problem can be stated formally as:

**Problem 2**: QCTSP Extraction (QCTSP-E)

**Input**: A QCTSP defined as Eq.(2) and a quantity $Q$ determined by it.

**Question**: Is there a procedure, that is, a unitary operator $V$ acting on the QCTSP such that $V |\psi\rangle$ is the desired quantity $Q(\{X(t) : T > t \geq 0\})$?

As there are many classes of QCTSP to be prepared, together with many quantities of interest, the detailed quantum algorithms are expounded in section III and section IV, respectively. While a brief framework illustrating the basic idea is as follows.

C. Framework

The problem of modeling and analyzing the paths of QCTSP via a quantum processor can be divided into two main steps: to encode and prepare the QCTSP firstly, and then to decode and analysis the QCTSP.

There are prominent challenges to overcome when we try to solve the QCTSP-P problem. Intuitively, the complexity of the QCTSP-P problem is determined by the number of pieces $n$, the average holding time $\tau_{avg}$, and the intrinsic evolution complexity. The compressed encoding method appears to be natural and simple, and leads reductions on the qubit number and the circuit depth (as illustrated in FIG. 2). By introducing the indicator memory length to depict the evolution complexity of CTSP, we firstly study the simplest case of memory-less process. An interesting observation of the memory-less process’ holding time is made, and this induces a constant circuit depth. As the memory length increases the underlying QCTSP turns to be more complicated (shown in FIG. 3) while the property of the holding time still works: Specific types of QCTSP can be prepared efficiently (see FIG. 4, FIG. 5, and FIG. 6), and the detailed construction and the corresponding proofs are given in section III and Appendix B, respectively. The qubit number is reduced from $O(T \ln S) = O(n \tau_{avg} \ln S)$ of the uniform sampling method to $O(n \ln (\tau_{avg} S))$ of the QCTSP method, making an exponential reduction on the parameter $\tau_{avg}$. And the circuit depth is optimized from
\[O(T \ln nS) = O(n\tau_{avg} \ln (nS\tau_{avg}))\] of the uniform sampling method to \(O(n \ln (nS))\) of the CTSP method, also making an exponential reduction of qubit number on the parameter \(\tau_{avg}\). The results of state preparation are summarized in Table II.

The even more challenging CTSP-E problem is to efficiently decode and extract information from CTSP so that the quantum speedup on preparation will not be diminished. By a controlled rotation gate-based Riemann summation of rectangles (as illustrated in Fig. 7 (a) and Fig. 7 (c)), the weightless summation of discrete path can be extended to the time integral of continuous path. In addition, a parallel coordinate transformation can be implemented to achieve a path-dependent weighted integral (as illustrated in Fig. 7 (b), Fig. 7 (d) and Fig. 7 (e)). Furthermore, benefited from our encoding and extracting method, the discontinuous jumps and transitions can be detected and modeled more precisely. And history-sensitive information such as first hitting time can be extracted easily as a consequence. Moreover, by introducing the amplitude estimation algorithm, the information extraction CTSP also admits a further quadratic speed-up. The detailed construction and the corresponding proofs are given in Section IV and Appendix C.

### III. STATE PREPARATION

To see why the state preparation procedure of CTSP is non-trivial, it should be noticed that the sequence of pairs \((X_j, \tau_j)\) can be entangled with each other for \(1 \leq j \leq n\). Intuitively, the more the current state is influenced by the past information, the more complicated gates and deeper circuits are needed. More precisely, the memory length of a given CTSP is defined as

\[\mathcal{M}(X(t)) = \min \{n \mid P[X(t_0)|X(t) : 0 \leq t < t_0] = P[X(t_0)|X(t) : t_0 - n\Delta t \leq t < t_0] \text{ for all } t_0 \geq n\Delta t\},\]

which means that the conditional probability distribution of current the time \(t_0\) is totally determined by the information in the latest \(\mathcal{M}(X)\) time slices. Two extreme situations are compared in Fig. 3: One is the worst case where the memory length \(\mathcal{M}(X) = n\) as long as the number of pieces, the other is the opposite case where the memory length \(\mathcal{M}(X) = 0\), and in this case \(X(t)\) is said to be memory-less. For the first case of the longest memory length, the present pair registers \((X_j, \tau_j)\) should be entangled with all past time pairs of variables \(\{(X_{j'}, \tau_{j'}) : 1 \leq j' < j \leq 1\}\) together (as illustrated in Fig. 3 (a)), and this surely leads to a disaster of circuit depth and gate complexity. The second case, on the contrary, turns to be quite simple and we have the following result:

**Theorem 1. (Memory-less Process’ Holding Time)** Supposing that \(\{X(t) : 0 \leq t < T\}\) is memory-less, then the holding time \(\tau_j\) for any state \(X_j\) follows an exponential distribution \(P[\tau_j \geq t] = e^{-\lambda_j t}\) with \(\lambda_j\) determined by the current state \(X_j\). Moreover, given an \(\epsilon\) such that the cumulative density function (c.d.f) \(f\) satisfies \(P[\tau_j > T] = 1 - f(T) = e^{-\lambda_j T} < \epsilon\), \(\tau_j\) can be prepared via a circuit consisting of \([\log \left(\frac{1}{\lambda_j} \ln \epsilon\right)]\) qubits with constant circuit depth 1, and the gate complexity is \([\log (-\frac{1}{\lambda_j} \ln \epsilon)]\). (see proof in Appendix B 1)

This simple result should not be surprising since, as discussed above, the memory-less condition \(\mathcal{M}(\tau_j) = 0\) leads to no-entanglement states and easier preparation. Following this thought, most of the often-used CTSPs have been systematically studied and efficiently prepared. The conclusion that the complexity of the state preparation of CTSP tends to be higher as the memory length grows is further evidenced by those results summarized in Table II, leaving the detailed explanation and relevant applications given as follows.

### A. Lévy process

The first and essential family of CTSPs is the Lévy process, which is one of the most well-known family of continuous-time stochastic processes, including the Poisson process and the Wiener process (also known as Brownian motion), with applications in various fields. Formally, \(\{X(t) : t \geq 0\}\) is said to be a Lévy process if 1) the increments \(\{X(T_{j+1}) - X(T_j) : 1 \leq j \leq n\}\) are independent for any \(0 < T_1 \leq T_2 \leq ... \leq T_n\), and 2) stationary which means that \(X(t) - X(s)\) depends only on \(t-s\) and hence is equal in distribution to \(X(t-s)\) (as illustrated in Fig. 4 (a) and (b)). Under these assumptions, a Lévy process for the most general case can be prepared efficiently, and we have the following result:

**Theorem 2. (Upper bound of general Lévy Process’ preparation)** Supposing that \(\{X(t) : 0 < t < T\}\) is a Lévy process, \(\Delta t\) is the length of step, \(n = \frac{T}{\Delta t}\) is the length of sample path, and \(S = |F|\) is the number of discretization intervals of the underlying distribution \(F\). Then the Lévy process can be prepared on \(n \log (nS)\) qubits within \(O(S + n \log (nS))\) circuit depth, and the gate complexity is thus \(O(n(S + \log (nS)))\). (see proof in Appendix B 2)

It should be mentioned that the preparation procedure’s complexity is mainly determined by two factors: the sampling times \(n = \frac{T}{\Delta t}\) and the preparation complexity of the underlying distribution \(F\). In the most general case where compensated generalized Poisson process with countably many small jump discontinuities and Wiener process are taken into consideration, the sample space size \(S = |F|\) is large and the preparation procedure of the underlying distribution \(F\) may consume enormous resource of classical computation. Hence it is requisite...
FIG. 3. Quantum Circuits for General CTSP and compound Poisson Process In this figure, QCTSPs of $\mathcal{M}(X) = n$ and compound Poisson process of $\mathcal{M}(X) = n$ are given for comparison. (a) The preparation circuit of the general CTSP is shown and the qubits storing $X_j$ and $\tau_j$ are highly entangled. Even for the most simple case where $S = \{0, 1\}$ and $T = 2$, the circuit are too complicated to efficiently simulated. For the $j$th step, there are $2^{2j-2} U_j$ operators and $2^{2j-1} V_j$ operators, and hence the total number of unitary operators turns to be $2^n - 1$ and increases exponentially. Besides, the growth of the operator size leads to enormous challenges of gate decomposition and long-term entanglement. (b) The preparation of the Poisson process and compound Poisson process is shown. The increments $Y_j$ and holding time $\tau_j$ are I.I.D and can be prepared parallel through $U$ and $V$ operators. The alternative encoding methods can be evaluated through a sequence of add operators on $Y_j$ and $\tau_j$ registers in the two boxes, with respect to holding time representation and increment representation.

for one to study the more specific situations besides the upper bound given in Theorem 2, and some optimized preparation results are given below. The first example is the that plays an essential role modeling the arrival of independent random events. More precisely, despite several equivalent definitions towards different domains and applications, a CTSP is a Poisson point process on the positive half-line if the increment $Y_j$ is a constant 1 and the underlying distribution of each holding time $\tau_j$ between the events is an exponential distribution that can be prepared efficiently as shown in Theorem 1. As a direct consequence, one have:

**Corollary 3. (Poisson Point Process’ preparation)** Supposing that $\{X(t) : 0 < t < T\}$ is a Poisson process, $\Delta t$ is the length of step, $n = \frac{T}{\Delta t}$ is the length of sampling times, and $\epsilon$ is the truncation of the exponential distribution $\mathcal{F}(\lambda)$. Then the Poisson process can be prepared on $n\lfloor \log \left( \frac{2^n}{n \ln \epsilon} \right) \rfloor$ qubits with $O(n \lfloor \log \left( \frac{2^n}{n \ln \epsilon} \right) \rfloor)$ control-rotation gates, and the circuit depth is $\lfloor \log n \rfloor$. (see proof in Appendix B.3)

Another more flexible example is the compound Poisson process as a generalization, i.e., the jumps’ random arriving time follows a Poisson process and the size of the jumps is also random with a underlying distribution $\mathcal{G}$. Noticed that the each point’s sampling space size $S$ of compound Poisson process is usually fixed in practical, apparently different from the general Lévy process discussed above, one get the following result with some
The Levy process is shown. The discontinuous jumps happen at random timestamps that are hard for a uniform sampling method to capture. As circled in the picture, discontinuous jumps happen at random timestamps that are hard for a uniform sampling method to capture. The Levy Process is embedded into discrete stochastic processes via holding time representation and increment representation encoding. The alternative encoding methods can be evaluated through a sequence of adder operators on that operators in the grey box are implemented parallel within constant circuit depth.

The standard deviation and the drift rate of the Brownian part are \( \sigma \) and \( \mu \), respectively. The intensity of discontinuous jump is \( \lambda \). The preparation of the general Levy process can be prepared on \( n \) qubits. The circuit depth is \( S + n \log(nS) \), and the gate complexity is \( O(n \log(nS)) \). (see proof in Appendix B.3)

According to the Levy-Itô decomposition, a general Levy process can be decomposed into three components: a Brownian motion with drift \( \sigma B_t + \alpha t \), a compound Poisson process \( Y_t \), and a compensated generalized Poisson process \( Z_t \) as follows:

\[
X_t = \sigma B_t + \alpha t + Y_t + Z_t,
\]

where \( \sigma \) is the volatility of the Brownian motion, \( \alpha \) is the rate of drift, \( Y_t \) is the compound Poisson process of jumps larger than 1 in absolute value, and \( Z_t \) is a pure jump process with countably (infinite) many small jump discontinuities. As \( Z_t \) contains infinitely many jumps as a zero-mean martingale, it is hard and unnecessary for preparation, and one can prepare a general Levy process without compensated parts as follows: Firstly, the sequence of exponential jumps \( J_j \) and holding times \( \tau_j \) are prepared via \( J \) and \( V \) operators. Secondly, the Brownian motions \( B_j \) are derived by the holding time \( \tau_j \), and can be derived by parallel controlled-\( B \) operators. The increments \( Y_j = J_j + B_j \) are then computed by parallel adder operators. It should be mentioned that operators in the grey box are implemented parallel within constant circuit depth. The alternative encoding methods can be evaluated through a sequence of adder operators on \( Y_j \) and \( \tau_j \) registers in the two boxes, with respect to holding time representation and increment representation.

Corollary 4. (Compound Poisson Process’ preparation) Suppose that \( \{X(t) : 0 < t < T\} \) is a compound Poisson process with \( n = \frac{T}{\epsilon} \) being the length of sample path, \( S \) denoting the sampling space size of each point, and \( \epsilon \) being the truncation of the exponential distribution \( F(\lambda) \), then the compound Poisson process can be prepared on \( n \log(\frac{2nS}{\epsilon}) \) qubits. The circuit depth is \( S + n \log(nS) \), and the gate complexity is \( O(n \log(\frac{2nS}{\epsilon})) \). (see proof in Appendix B.3)

Modification on the circuit (as illustrated in FIG. 3 (b)):

- According to the Levy-Itô decomposition, a general Levy process can be decomposed into three components: a Brownian motion with drift \( \sigma B_t + at \), a compound Poisson process \( Y_t \), and a compensated generalized Poisson process \( Z_t \) as follows:

\[
X_t = \sigma B_t + at + Y_t + Z_t,
\]

where \( \sigma \) is the volatility of the Brownian motion, \( \alpha \) is the rate of drift, \( Y_t \) is the compound Poisson process of jumps larger than 1 in absolute value, and \( Z_t \) is a pure jump process with countably (infinite) many small jump discontinuities. As \( Z_t \) contains infinitely many jumps as a zero-mean martingale, it is hard and unnecessary for preparation, and one can prepare a general Levy process without compensated parts as follows: Firstly, the sequence of exponential jumps \( J_j \) and holding times \( \tau_j \) are prepared via \( J \) and \( V \) operators. Secondly, the Brownian motions \( B_j \) are derived by the holding time \( \tau_j \), and can be derived by parallel controlled-\( B \) operators. The increments \( Y_j = J_j + B_j \) are then computed by parallel adder operators. It should be mentioned that operators in the grey box are implemented parallel within constant circuit depth. The alternative encoding methods can be evaluated through a sequence of adder operators on \( Y_j \) and \( \tau_j \) registers in the two boxes, with respect to holding time representation and increment representation.

B. Continuous Markov process

The second and more complicated family of CTSPs is the continuous Markov process. In brief, a stochastic process is called a continuous Markov process if it satisfies the Markov condition: For all \( t \geq 0 \), \( s \geq 0 \),

\[
P(X(s + t) = j \mid X(s) = k) = P(X(s + t) = j \mid X(u) : 0 \leq u < s) = P(X(s + t) = j \mid X(s) = k), \quad \text{where } j, k \in S.
\]

Intu-
FIG. 5. Prepare a Continuous Markov Process. In this figure, the preparation of a continuous Markov Process is given:
(a) 10 simulated continuous Markov process paths of 100 steps. The transition rates from $|n\rangle$ to $|n-1\rangle$ and $|n+1\rangle$ are both 0.05, and the state $|0\rangle$ and $|10\rangle$ are absorbing states. Since the possibility to stay in the current state is $p = 0.9$, the continuous Markov process tends to be invariant for long holding time, and thus it can be compressed a lot via our encoding method. 
(b) The continuous Markov process is embedded via both holding time representation and increment representation. Due to $M_S(X_i) = 1$, each piece’s state space $X_j$ is controlled by the previous one $X_{j-1}$ while the holding time $\tau_j$ is determined by the current state $X_j$ through an exponential distribution. 
(c) The preparation procedure of a continuous Markov process is shown. The embedded discrete Markov process $X_j$ is prepared by a sequence of $U$ and controlled-$U$ operators, while the holding time $\tau_j$ is then determined by $X_j$ and prepared by controlled-$V$ operators. The increment representation is then prepared by an alternative sequences of adder and subtractor subcircuits in the box.

Theorem 5. (Continuous Markov Process’ Preparation) Supposing a stochastic process $\{X(t) : t \geq 0\}$ with discrete state space $\mathcal{S} \subseteq \mathbb{Z}$ to be a continuous-time Markov chain. Then it can be prepared on $n\log(-\frac{S}{\epsilon})$ qubits via a quantum circuit consisting of $O(nS[S + \log(-\frac{\ln}{\lambda_{\min}})])$ gates and $nS^2$ circuit depth, where $S = |\mathcal{S}|$, $\lambda_{\min}$ is the minimum of $\lambda_j$, and $\epsilon$ is the truncation error bound for time. (see proof in Appendix B 4)

C. Cox process

As a further evidence illustrating the flexibility and generalizability of our encoding method, the Cox process, a useful framework for modeling prices of financial instruments in financial mathematics [35], can be efficiently prepared. It is one of the most significant distinctions between Cox process and those processes discussed above that both the states and the evolution law vary randomly over time (as illustrated in FIG. 6 (a) and (b)). As a direct consequence, the preparation procedure and the corresponding circuit should be dynamic and flexible to characterize this doubly stochastic property (shown in FIG. 6 (c)). Precisely speaking, a Cox process is a generalization of Poisson process where the intensity $\lambda(t)$ itself is also a stochastic variable of some distribution $\mathcal{F}$. The preparation procedure can be divided into two steps: Firstly, the stochastic control sequence of $\lambda_j$ is prepared by some $F$ operator for the underlying distribution $\mathcal{W}$. And secondly, the holding time sequence $\tau_j$ is prepared by parallel controlled-$V$ operators for the underlying exponential distribution. The operators of different exponential distributions can be implemented by a sequence of controlled-rotation gates of different rotation angles. The increments $Y_j$ are assumed to be I.I.D. and can be prepared through some $G$ operators (normal choice of distributions can be found in appendix, see FIG. 15(a) and
FIG. 15(c) for reference). In summary, we have the following result:

**Theorem 6. (Cox Process’ Preparation)** Suppose that \( \{X(t) : t \geq 0\} \) is a Cox process with varying intensity variable \( \lambda(t) \), and \( \lambda(t) \) follows an underlying statistics distribution \( F \) that can be prepared on \( q_F \) qubits with circuit depth \( d_F \). The increments \( Y_j \) follow an I.I.D. that can be prepared on \( q_G \) qubits with circuit depth \( d_G \). Also it is supposed that the minimum value of \( \lambda(t) \) is \( \lambda_{\min} \) and the error bound is \( \epsilon \), then it can be efficiently prepared on \( O(n(q_F + q_G - \frac{\ln c}{\lambda_{\min}})) \) qubits with circuit depth \( O(\max \{q_G, q_F + 2^{d_F} \} + nq_G) \) (holding time representation) or \( O(\max \{q_G, q_F + 2^{d_F} \} - \frac{n \ln c}{\lambda_{\min}}) \) (increment representation). (see proof in Appendix B.5)

As the details of the preparation procedure of a QCTSP have been given in the above theorems, the results are summarized in Table II. From a high level view, the computation and storage resource of the preparation procedure is totally determined by the time length \( T \) and the memory length \( M\lambda(X) \) of the underlying QCTSP \( X(t) \). By our compressed encoding method and the corresponding preparation procedure, the number of the copies of the state space is reduced from \( O(T) = O(n\tau_{avg}) \) of the uniform sampling method to \( O(n \ln \tau_{avg}) \) of the QCTSP method, leading an exponential reduction of qubit number on the parameter \( \tau_{avg} \). By the encoding method and the observation on the holding time of the memory-less QCTSP, the circuit depths can be optimized from \( O(T \ln nS) = O(n\tau_{avg} \ln (nS\tau_{avg})) \) of the uniform sampling method to \( O(n \ln (nS)) \) of the QCTSP method, also making an exponential reduction of qubit number on the parameter \( \tau_{avg} \).

**IV. INFORMATION EXTRACTION**

Besides the state preparation problem, another challenge of QCTSP is to decode the compressed process and rebuild the information of interest. To extract desired information from QCTSP, instead of the discrete summation \( \mathbb{E}[f(S_n)] = \sum_{j \in K^n} f(\sum x(j)) \mathbb{P}[X = x(j)] \) as studied in [31], one needs to evaluate its continuous counterpart, i.e., the integral of random variable \( X \) on time \( t \).

**Weightless Integral.** More specifically, the expectation value of an integrable function \( f : \mathbb{R} \to \mathbb{R} \) of the random variable \( I(X, T) = \int_{t=0}^{T} X(t) \, dt \) (6)

can be efficiently evaluated via a framework developed as follows: First of all, the integral can be divided into vertical boxes (as shown in FIG. 7 (a)) as a Riemann summation

\[
I(X, T) = \sum_{j=0}^{n} X_j \tau_j.
\]

Secondly, the area \( Z_j \) of each box is translated into a multiplication on the holding time representation encoding variables \( X_j \) and \( \tau_j \). Benefited by the encoding method, this expression turns to be quite simple (as illustrated in FIG. 7 (c)). Thirdly, the expected value of the integrable function \( f(\sum_{j=0}^{n} X_j \tau_j) \) can be evaluated through a Fourier approximation \( f_{P,L}(x) = \sum_{l=-L}^{L} c_l e^{\frac{2\pi i lx}{P}} \) as a \( P \) - periodic function of order \( L \):

\[
\sum_{l=-L}^{L} c_l (\mathbb{E}[\cos (\frac{2\pi l}{P} (\sum_{j=0}^{n} Z_j))]) + \mathbb{E}[\sin (\frac{2\pi l}{P} (\sum_{j=0}^{n} Z_j))])
\]

Each term \( \mathbb{E}[\cos (\frac{2\pi l}{P} (\sum_{j=0}^{n} Z_j))]) \) and \( \mathbb{E}[\sin (\frac{2\pi l}{P} (\sum_{j=0}^{n} Z_j))]) \) can be evaluated via rotation gates on the target qubit controlled by \( Z_j \) followed by a standard amplitude estimation algorithm. Leaving the detailed proof in the appendix, one have:

**Theorem 7. (Evaluating \( I(t) \))** Suppose that a QCTSP \( \{X(t) : t \geq 0\} \) is given via holding time representation with \( n \) steps, \( l_x, l_r \) qubits for each pair \( X_j, \tau_j \), and \( P \) circuit depth. And also one have that \( f_{P,L}(x) \) is the \( P \) - periodic \( L \) - order Fourier approximation of the desired integrable function of the random variable \( f : \mathbb{R} \to \mathbb{R} \). Then given the error \( \epsilon \), the expectation value of \( f(I(X, T)) = f(\int_{t=0}^{T} X(t) \, dt) \) can be efficiently evaluated within \( O(P + nl_xl_r) \) circuit depth and \( O(\frac{nL}{\epsilon}(P + nl_xl_r)) \) time complexity. (see proof in Appendix C.1)

**Weighted Integral.** Moreover, this framework applies to the more complicated and generalized situation where the time structure is taken into consideration and thus has no discrete correspondence. Introducing a time-dependent function \( g(t) \), we can evaluate the expectation value of an integrable function \( f : \mathbb{R} \to \mathbb{R} \) of the random variable

\[
J(X, T) = \int_{t=0}^{T} g(t) X(t) \, dt \tag{7}
\]

Since the time structure \( g(t) \) is taken into consideration, the integral is divided into horizontal directed boxes(as shown in FIG. 7 (b)):

\[
J(X, T) = \sum_{j=1}^{n} Y_j' (\sum_{j=j'}^{n} G_j) = \sum_{j=1}^{n} W_j.
\]

Due to a trade-off on circuit depth and qubits number(see FIG. 7 (d) and FIG. 7 (e) for reference), this summation can be evaluated via either holding time representation...
circuit depth and expectation value of \( P \) be efficiently evaluated within a polynomial circuit depth. And also one have that \( A \) is a function whose integral can be efficiently prepared with \( G \) circuit depth. One also have that \( X \) is a function whose integral can be efficiently prepared with \( F \) circuit depth. And also one have that \( J \) is a function whose integral can be efficiently prepared with \( G \) circuit depth.

Theorem 8. (Evaluating \( J(t) \)) i) Suppose that a QCTSP \( \{X(t) : t \geq 0\} \) is given via holding time representation with \( n \) steps, \( l_x, l_{\tau} \) qubits for each pair \( X_j, \tau_j \), and \( P \) circuit depth. \( g(t) \) is a function whose integral can be efficiently prepared with \( F \) circuit depth. And also one have that \( f_{P,L}(x) \) is the \( P \)-periodic \( L \)-order Fourier approximation of the desired integrable function of the random variable \( f : \mathbb{R} \to \mathbb{R} \). Then given the error \( \epsilon \), the expectation value of \( f(J(X,T)) = f(\int_{t=0}^T g(t)X(t)\,dt) \) can be efficiently evaluated within \( \mathcal{O}(P + G + n l_x l_{\tau} + n \max(l_x, l_{\tau})) \) circuit depth and \( \mathcal{O}(\frac{L}{\epsilon} (P + F + n l_x l_{\tau} + n \max(l_x, l_{\tau}))) \) time complexity. (see proof in Appendix C.2)

Therefore our algorithms would enable the quantum Monte-Carlo method to apply to path-dependent and continuous stochastic processes, including the time weighted expectation of random variables \( \mathbb{E}[f(\int_{t=0}^T X(t)\,dt)] \), and the exponential decay time weighted expectation of random variables \( \mathbb{E}[f(\int_{t=0}^T e^{-at}X(t)\,dt)] \) that are usually used in mathematical finance and quantitative trading.

**History-sensitive information.** Besides those global information defined on the whole path studied above, there is another category of history-sensitive problem that plays an essential role in statistics and finance, including first passage time of Brownian motion, surviving time of ruin theory, and survival analysis, to name but a few. The most apparent difference of the first-hitting problem is that the path-dependent
information need to be extracted knowing the whole history path, and can not be derived directly by a quantum walk (as illustrated in Fig. 8). Formally, a first-hitting problem can be regarded as evaluating the following

$$K(X, T, B) = \inf \{ t : X(t) > B \mid 0 < t < T \}. \quad (8)$$

The basic idea to evaluate Eq. (8) is to consider the flag qubits storing the comparison result of each piece in the sampling path. As a discontinuous model representing extreme events or market hits always happens at the end of a piece, this method shall work much more precisely than the uniform sampling method. Formally speaking, supposing a given bound $B$, to derive the first hitting time, a bound information register and a flag register is introduced with $O(\log B)$ and $n$ qubits, respectively. For the $j^{th}$ piece of QCTSP, the remained value is derived through a controlled subtraction whose control qubit is $F_{j-1}$ and carry-out qubit is $F_j$. And a CNOT gate is introduced to flip the $F_j$ qubit controlled by the $F_{j-1}$ qubit. For each piece, two classes are distinguished: Before the first hit, the remained bound is $\sum_{j=1}^{j-1} Y_j \leq B$, and the flag register is $|11...10...0\rangle_{\text{flag}}$. This first class can be divided into two cases: If the hit does not happen at the $j^{th}$ piece, the state of the carry-out qubit $F_j$ after the subtraction remains $|0\rangle$, and then is flipped by the CNOT gate. Hence one have:

**case 1** ($\sum_{j=1}^{j-1} Y_j \leq B$ and $\sum_{j=1}^{j} Y_j < B$):

$$\begin{align*}
|B - \sum_{j=1}^{j-1} Y_j\rangle_{\text{bound}} & \xrightarrow{\text{controlled}} |B - \sum_{j=1}^{j} Y_j\rangle_{\text{bound}} \\
\text{subtractor} & \xrightarrow{\text{CNOT}} |B - \sum_{j=1}^{j} Y_j\rangle_{\text{bound}}.
\end{align*}$$

If the hit happens at the $j^{th}$ piece, the state of the carry-out qubit $F_j$ after the subtraction turns to be $|1\rangle$, and then is flipped by the CNOT gate. Hence one have:

**case 2** ($\sum_{j=1}^{j-1} Y_j \leq B$ and $\sum_{j=1}^{j} Y_j > B$):

$$\begin{align*}
|B - \sum_{j=1}^{j-1} Y_j\rangle_{\text{bound}} & \xrightarrow{\text{controlled}} |B - \sum_{j=1}^{j} Y_j\rangle_{\text{bound}} \\
\text{subtractor} & \xrightarrow{\text{CNOT}} |B - \sum_{j=1}^{j} Y_j\rangle_{\text{bound}}.
\end{align*}$$

For the second class where the current piece is after the first hit $\sum_{j=1}^{j''} Y_j > B$, the flag register is $|11...10...0\rangle_{\text{flag}}$, and the subtraction and CNOT gates will not be implemented, and thus the result is:

**case 3** ($\sum_{j=1}^{j''} Y_j > B$ for some $j'' < j$):

$$\begin{align*}
|B - \sum_{j=1}^{j''} Y_j\rangle_{\text{bound}} & \xrightarrow{\text{controlled}} |B - \sum_{j=1}^{j''} Y_j\rangle_{\text{bound}} \\
\text{subtractor} & \xrightarrow{\text{CNOT}} |B - \sum_{j=1}^{j''} Y_j\rangle_{\text{bound}}.
\end{align*}$$

Leaving the theoretical analysis as future work, examples of option pricing and ruin theory will be given in the next section as proof of principle.

V. APPLICATION

In this section, two applications of QCTSP in different financial scenes are given to illustrate the wide range of applicability of QCTSP. In subsection V A, the first application is focused on the option pricing problem where the underlying stock price is no longer continuous Brownian motion and the original Black-Scholes formula fails. By simulation of QCTSP, option pricing is solved in a different way from previous works and is consistent with the more practical Merton Jump Diffusion formula. In subsection V B, the problem of computing the ruin probability under the Collective Risk Model is studied, introducing quantum algorithm into the field of insurance mathematics.

A. Option pricing in Merton Jump Diffusion Model

Since firstly being introduced into the field of financial engineering, CTSP has been proven to be a powerful tool for financial derivatives pricing [36, 37]. Among those financial derivatives, the European call option is one basic instrument that gives someone the right to buy an underlying stock $S_T$ by a given knock price $K$ at the fixed maturity time $T$. The famous Black-Scholes model is proposed to value a European option [38], and the simulation for Black-Scholes type option pricing has been implemented on quantum computers [27–29, 31]. However, the assumption of a constant variance log-normal distribution in the original article [38] turns to be less realistic as the empirical studies of discontinuous returns of stock are ignored. Hence the Merton Jump Diffusion model was proposed to incorporate more realistic assumptions by Merton’s work [39].

In the Merton Jump Diffusion model, the stock price $S_T$ is assumed to satisfy the following stochastic differ-
FIG. 7. Information Extraction for Quantum Continuous Time Stochastic Process. (a) The integral \( I(X, T) = \int_{t=0}^{T} X(t) \, dt \) is represented as a summation of area of rectangles derived from vertical division \( I = \sum Z_j \). (b) By a coordinate transformation \( t \to g(t) \), the integral \( J(X, T) = \int_{t=0}^{T} g(t)X(t) \, dt \) can be represented as a summation of directed area of rectangles derived from horizontal division \( J = \sum W_j \); the yellow and green boxes both correspond to positive increments \( Y_{1,2} \) and area \( W_{1,2} \), while the blue box corresponds to a negative increment \( Y_3 \) and \( W_3 \). (c) The circuit for the evaluation of \( I(t) \) is shown. Supposing that \( X_j \) and \( \tau_j \) have been prepared as the input state, \( n \) quantum multipliers are introduced to evaluate \( Z_j = X_j \tau_j \); Rotation operators controlled by \( Z_j \) are implemented on the target qubit followed by a standard amplitude estimation subcircuit in the red box. (d) The circuit for the evaluation of \( J(t) \) for holding time representation is shown. Supposing that \( X_j \) and \( \tau_j \) have been prepared as the input state, then a sequence of subtractor operators is introduced to derive the increments \( Y_j \), and another sequence of adder operators is introduced to evaluate the cumulative time from ending time \( T - T_{j-1} = \sum_{j'=j}^{j} \tau_{j'} \). Hence \( \int_{T_{j-1}}^{T} g(t) \, dt = F(T - T_{j-1}) \) can be evaluated through the integral operators \( F \). Following that are the desired variables \( W_j = Y_j F(T - T_{j-1}) \) by quantum multiplier operators: Rotation operators controlled by \( W_j \) are implemented on the target qubit followed by a standard amplitude estimation subcircuit in the red box. (e) The circuit for the evaluation of \( J(t) \) is shown. Supposing that \( Y_j \) and \( T_j \) have been prepared as the input state, one more qubit is introduced to denote the beginning time \( T_0 \), followed by unitary operators \( G \) act on \( T_j \) to derive \( G(T_{j-1}) \). Then a sequence of multiplier operators are implemented to compute the desired product \( W_j = Y_j G(T_{j-1}) \). Rotation operators controlled by \( W_j \) are implemented on the target qubit followed by a standard amplitude estimation subcircuit in the red box. The circuit’s depth is less than in subfigure (d) as a consequence of increment representation’s advantage on integral calculation.

The integral equation:

\[
\ln S_T = \ln S_0 + \int_{t=0}^{T} \left( r - \frac{\sigma^2}{2} - \lambda(m + \frac{v^2}{2}) \right) dt + \int_{t=0}^{T} \sigma \, dW(t) + \sum_{j=1}^{\infty} (J_j - 1),
\]

where \( S_0 \) is the current stock price, \( T \) is the maturity time in years, \( r \) is the annual risk-less interest rate, \( \sigma \) is the annual volatility, \( dW(t) \) is the Weiner process, \( \text{Poi}(T) \) is the Poisson point process, and \( J_j \) is the \( j \)-th discontinuous jump follows a log-normally distribution. The last term on the right hand side represents the discontinuous price movements caused by such as acquisitions, mergers, corporate scandals, and fat-finger errors. A closed form solution \( MJD(S, K, T, r, \sigma, m, v, \lambda) \) to Eq.(9) is derived by Merton as an infinite summation of \( \text{Black-Scholes formula} \).

\[
MJD(S, K, T, r, \sigma, m, v, \lambda) = \sum_{j=0}^{\infty} BS(S, K, T, r_j, \sigma_j),
\]

where \( m \) is the mean of the jump size, \( v \) is the volatility of the jump size, \( \lambda \) is the intensity of the underlying Poisson point process, and \( r_j = r - \lambda(m - 1) + \frac{\ln m}{T} \) and
\[ \sigma_j = \sqrt{\sigma^2 + j \frac{\lambda}{2}} \text{ are the corresponding interest rate and volatility, respectively.} \]

In spite of being in line with empirical studies of market returns, the formula Eq. (10) takes the form of an infinite summation, and thus an alternative numerical method of Monte-Carlo can be employed to compute the desired option price. Instead of a Brownian motion in the Black-Scholes model, one have to simulate, in the Merton Jump Diffusion model, the more complicated case of a Lévy process where our method can be applied to make a quadratic speedup against the classical Monte-Carlo simulation. More precisely, for an European type call option, its price given the underlying stock price \( S_T \) can be defined as:

\[
\text{price} = \max\{S_0 e^{D + B_T + \sum_{j=1}^{\text{Pos}(T)} J_j - K}, 0\} = S_0 e^{\max\{D + B_T + \sum_{j=1}^{\text{Pos}(T)} J_j \ln \frac{S_j}{S_0} - K}\}, \tag{11}
\]

where \( D = (r - \frac{\sigma^2}{2} - \lambda(m + \frac{\sigma^2}{2}))T \) is the adjusted drift term on the purpose of risk neutral preferences, \( B_T \) represents the Brownian motion term and follows a normal distribution \( N(0, \sigma \sqrt{T}) \), and \( J_j \) represents the \( j^{th} \) discontinuous jump and follows a normal distribution \( N(m, v) \).

This Lévy process can be efficiently prepared as mentioned in subsection ??, and then the valuation procedure is implemented via the method given in section IV. More specifically, the quantum circuit, as illustrated in Fig. 9, consists of six quantum registers: the maturity time register \( |T\rangle \), the holding time register \( |\tau_J\rangle \), the flag register \( |F_j\rangle \), the jump size register \( |B_j\rangle \), the Brownian motion size register \( |G\rangle \), and the target qubit \( |\text{Target}\rangle \). The holding time \( \tau_J \) can be prepared via parallel exponential distribution subcircuits \( \mathcal{J} = \text{Exp}(\lambda T) \), and the jump size \( B_j \) can be prepared via parallel normal distribution subcircuits \( \mathcal{B} = \text{Norm}(m, v) \). The drift term together with the geometric Brownian motion is prepared on \( |G\rangle \) via a normal distribution subcircuit \( \mathcal{D} + \mathcal{B}' = \text{Norm}((r - \frac{\sigma^2}{2} - \lambda(m + \frac{\sigma^2}{2}))T, \sigma \sqrt{T}) \). Subtractor and controlled-subtractors together with X gate and CNOT gates are implemented to justify the number of jumps with output on the flag register \( |F_j\rangle \). Adders controlled by the flag registers are employed to derive the final value of the stock price, followed by a rotation gate on the target qubit controlled by the signed summation on register \( \theta_{\text{sum}} \).

The corresponding quantum simulation result can be found in Fig. 10 and Fig. 11. In Fig. 10, the underlying stock price is given with \( S_0 = 100, K = 100, r = 0.1, \sigma = 0.02, T = 1, \) and \( \Delta t = \frac{1}{30} \), and the range of \( m \) and \( v \) are \( 0, 0.1, 0.2, 0.3, 0.4 \) and \( 0.05, 0.15, 0.2, 0.25 \), respec-
FIG. 10. Comparison of QCTSP Simulation of European Call Option Price in Merton Jump Diffusion Model with Different Jump Size. In this figure, the simulation of European call option price in Merton Jump Diffusion model is presented. The underlying stock price is given with $S_0 = 100$, $K = 100$, $r = 0.1$, $\sigma = 0.02$, $T = 1$, and $\Delta t = \frac{1}{30}$, and the range of $m$ and $v$ are 0, 0.1, 0.2, 0.3, 0.4 and 0, 0.05, 0.1, 0.15, 0.2, 0.25, respectively. As shown in the figure, the simulated prices are consisted with the Merton formula Eq.(10), and the value is away from the Black Scholes formula as the jump size tends to be large.

Due to the restriction on the qubit number of computing resource, the simulation is divided into two steps: 100 groups of random rotation angles corresponding to the Brownian motion size and jump sizes are generated by classical random generator and then implemented on the target qubit, and 1024 shots of QCTSP simulated paths are repeated for each group. As shown in Fig. 10, the larger the jump size (characterized by $m$ and $v$) is, the farther the Merton Jump Diffusion value is away from the original Black-Scholes price as a consequence of the discontinuous jumps. And the QCTSP simulation result is consisted with the 40 terms truncated Merton Jump Diffusion formula (Eq. (10)) as well as the classical Monte-Carlo simulation, characterizing the property of Lévy discontinuous jump path well. The robustness of the QCTSP method is illustrated in Fig. 11, where different annual interest rates $r = 0.05, 0.1, 0.15$ are given in the three subfigures with varying jump sizes. As shown in this figure, for a wide range of different parameters, the quantum simulation results are consisted with the Merton Formula.

B. Ruin probability in Collective Risk Model

Since being a fundamental means to model the stochastic world, there is no surprise that the QCTSP framework developed in this work has great potential power applied to various fields, including the especially case of ruin theory that plays a central role in insurance mathematics, high-frequency trading’s market micro-structure theory, and option pricing [40–43]. In ruin theory, the risk of an insurance company are assumed to be caused by random claims arriving at time $T_j = \sum_{j'=1}^{j-1} \tau_{j'}$, wherein the $j^{th}$
claim size $\xi_j$ and inter-claim time $\tau_j$ are both assumed to follow independent and identically distributed distributions. Hence the aggregate asset of the insurance company is a continuous time stochastic process
\[
X(t) = u + ct - \sum_{j=1}^{Poi(t)} \xi_j,
\]
where the initial surplus is $X(0) = u$, and the premiums are received at a constant rate $c$. In the Collective Risk Model, also known as the Cramér Lundberg model, the claim number process $Poi(t)$ is assumed to be a Poisson process with intensity $\lambda$, and the underlying distribution of $\tau_j$ is an exponential distribution. In the Sparre Andersen model, $Poi(t)$ can be extended to a renewal process with arbitrary underlying distribution. Despite of the detailed differences between them, both of the two stochastic processes $X(t)$ in these models are Lévy processes with drift term $ct$, and hence can be prepared easily via our method.

\[
Y(t) = u + ct - X(t) = \sum_{j=1}^{Poi(t)} \xi_j
\]

To go one step further, a great variety of ruin-related quantities fall into the category of the expected discounted penalty function, also known as the time value of ruin, and can be easily derived through a quantum MC simulation. The ultimate ruin probability $\psi(u)$ is given through a sequence of controlled adder and modulator processes with arbitrary underlying distribution. Despite of the detailed differences between them, both of the two stochastic processes $X(t)$ in these models are Lévy processes with drift term $ct$, and hence can be prepared easily via our method.

\[
\phi(u) = E[X_t^c e^{-\delta \tau} w(X(\tau-), X(\tau))]_{\tau<\infty} | X(0) = u],
\]

where $\tau(u) = \inf\{t : U(t) < 0 | U(0) = u\}$ denotes the time of ruin, and $X(\tau-) = u + ct - \sum_{j=1}^{N(\tau)-1} X_j$ and $X(\tau) = u + ct - \sum_{j=1}^{N(\tau)} X_j$ are the surplus prior to ruin and the deficit at ruin, respectively. The expectation is taken over the probability distribution of the ruin samples, taking an interest discounting factor $e^{-\delta \tau}$ into consideration. The ultimate ruin probability $\psi(u) = P[X(\tau) < 0 | X(0) = u, \tau < \infty]$ is exactly a special case of Eq.(14) given $\delta = 0$ and $w(x, y) = 1$. Since ruin always happens after a claim,

\[
\psi(u) = P[X(\tau) < 0 | X(0) = u, \tau < \infty]
= E[X_t^c | \tau < \infty, X(0) = u]
= E[X_t^c | \sum_{j=1}^N (\tau_j - \xi_j) < n < \infty]
= E[Y_t^c | Y(t) < u + ct],
\]

where the indicator function $I_{Y(t) < u + ct}$ can be easily derived through a sequence of controlled adder and modulator processes on the prepared states. The detailed construction of circuits and corresponding simulation results are given in Fig. 12 and Fig. 13.

---

**FIG. 12. Quantum Circuit of Computing Ruin Probability.** The ultimate probability of the Collective Risk Model is simulated via this quantum circuit. The receiving rate is assumed to be 1 so that the premium can be summed directly, removing the qubits' requirement and the circuit depth from function $ct$. For each piece of QCTSP, an adder is followed by a controlled-subtractor whose carry-out qubit is on the flag qubit together with a controlled flip, as discussed in subsection IV.

**FIG. 13. Simulation of ultimate ruin probability.** The ultimate probability of the Collective Risk Model is simulated for varying initial surplus with sample paths of different lengths. The intensities of inter-claim time and claim size are $\lambda_1 = 0.6$, and $\lambda_2 = 1$, respectively. The sample precision is $\epsilon = 0.001$, and the premiums' receiving rate is $c = 1$. The shot number is set to be 1000 for each simulation point. As shown in the figure, the simulated ruin probabilities of varying surpluses fit the theoretical benchmark well. And the distance from the theoretical curve tends to be smaller as the length of the sample paths grows.
TABLE II. Comparison of QCTSP and Uniform Sampling

In this table, most often-used CTSP’s preparation procedure is summarized: the memory length, qubit number and circuit depth of each CTSP type, which have been given in section III and proved in Appendix B, are listed in the second, third, and fifth columns, respectively.

| QCTSP Type   | $\mathcal{M}$ | Qubit Number | Circuit Depth |
|--------------|---------------|--------------|---------------|
| Poisson point process | 0 | $n[\log \left( -\frac{n\ln s}{\lambda_{\min}} \right)]$ | $[\log n]$ |
| compound Poisson process | 0 | $n[\log \left( -\frac{n\ln s}{\lambda_{\min}} \right)]$ | $S + n[\log (nS)]$ |
| Lévy process | 0 | $n \log (nS')$ | $S' + n[\log (nS')]$ |
| continuous Markov process | 1 | $n[\log \left( -\frac{S \ln s}{\lambda_{\min}} \right)]$ | $nS^2$ |
| $k$-order Markov process | $k$ | $n[\log \left( -\frac{S \ln s}{\lambda_{\min}} \right)]$ | $nS^{k+1}$ |
| Cox process | 0 | $n(q_F + q_d - \frac{\ln s}{\lambda_{\min}})$ | $\max\left\{ q_d, q_F + 2d_F \right\} + nq_d$ |
| general CTSP | $n$ | $n \log \left( \frac{ST}{n} \right)$ | $\left( \frac{ST}{n} \right)^n$ |
Appendix A: Basic Circuits for Arithmetic and Distribution Preparation

Some basic arithmetic circuits and statistics distribution preparation circuits are given in this appendix.

1. Modified Quantum Subtractor

Although adder and subtractor circuits have been studied in many works (see [44] for reference), some modification is needed in our work as we wish to map \(|a\rangle b\rangle\) to \(|a-b\rangle\), i.e., store the result in the second register while leave the first register unchanged. The basic idea is as follows: since \((a'+b') = a-b\), X gates are introduced to calculate the complement of a as \(|a'\rangle b\rangle\). Then a ripple-carry addition circuit is implemented to output the summation result on the first register \(|a'+b\rangle\). Finally, another sequence of X gates are put on the first register \(|a-b\rangle b\rangle\).

2. Quantum Multiplier for Amplitude Estimation and Quantum Monte-Carlo

In this subsection, a quantum multiplier for quantum estimation, and hence quantum Monte-Carlo is given as follows:

**Lemma 9.** Suppose that \(|a\rangle\) and \(|b\rangle\) are \(l_a\)-bit and \(l_b\)-bit strings, respectively, and \(|e^{iM\theta_0}\rangle\) is an analog-encoded qubit, then the multiplication of \(|a\rangle\) and \(|b\rangle\) can be added to \(|e^{iM\theta_0}\rangle\) as \(|a\rangle\) \(|b\rangle\) \(\rightarrow\) \(|a\rangle\) \(|b\rangle\) \(|e^{i(M+ab)\theta_0}\rangle\), within \(l_a l_b\) controlled-rotation gates.

**Proof.** The proof is directly: Given two bit strings \(|a\rangle = |x_1...x_{i-1}\rangle\) and \(|b\rangle = |y_1...y_{j-1}\rangle\), their product can be computed as

\[
ab = (\sum_{i=1}^{l_a} x_i 2^{i-1}) (\sum_{j=1}^{l_b} y_j 2^{j-1})
\]

\[
= \sum_{i=1}^{l_a} \sum_{j=1}^{l_b} x_i y_j 2^{i+j-2}.
\]

Hence the term \(x_i y_j 2^{i+j-2}\) can be implemented by a rotation gate on the target qubit \(|e^{iM\theta_0}\rangle\) controlled by the \(i^{th}\) and \(j^{th}\) qubits of register \(|a\rangle\) and \(|b\rangle\), where the rotation angle \(\theta_{i,j} = 2^{i+j-2}\theta_0\) is determined by the index \(i, j\) only. The final state is:

\[
|e^{iM\theta_0}\rangle \rightarrow |e^{i(M\theta_0 + \sum_{i=1}^{l_a} \sum_{j=1}^{l_b} x_i y_j 2^{i+j-2}\theta_0)}\rangle
\]

\[
= |e^{i(M+ab)\theta_0}\rangle.
\]

If \(|a\rangle\) and \(|b\rangle\) are signed integers, the rotation gates of two different directions should be controlled by the two sign qubits as well. The total number of controlled rotation gates is \(l_a l_b\) as claimed.

![FIG. 14. Modified Subtractor Circuit.](image)

![FIG. 15. Preparation of Exponential and Erlang Distribution](image)

3. State preparation for Statistical Distributions

The exponential distribution is implemented by parallel rotation gates as illustrated in FIG. 15(a). Detailed computation of rotation angles is given in Appendix B 1. The Erlang distribution is a summation of several exponential distributions and hence can be prepared via copies of exponential distribution preparation subcircuits together with a sequence of adder operators as shown in FIG. 15(c). Corresponding simulation results are given in FIG. 15(b) and 15(d), respectively.
Appendix B: Proofs for QCTSP State Preparation Problem

1. Proof of Theorem 1

Proof. By the definition of memory-less process, one have

\[ P[\tau_1 > s] = P[\tau_1 > t + s | \tau_1 > t] = \frac{P[\tau_1 > t + s]}{P[\tau_1 > t]}, \]

and hence the c.d.f. \( f(t) = P[\tau_1 \leq t] \) satisfies:

\[ 1 - f(s) = \frac{1 - f(s + t)}{1 - f(t)}, \]

Differentiating with respect to \( t \) and setting \( t = 0 \) leads to

\[ -f'(s) = \frac{-f'(s + t)}{1 - f(t)}, \]

\[ -f'(0) = \frac{-f'(t)}{1 - f(t)}. \]

Noticing that \(-f'(0)\) is a constant, the integrals of the two sides turn to be

\[ -f'(0)t = \ln(1 - f(t)) + C, \]

\[ f(t) = 1 - e^{-f'(0)t}, \]

where the constant \( C \) is supposed to be exactly 1 to satisfy \( f(\infty) = 1 \). Thus the holding time \( \tau_1 \) follows an exponential distribution \( P[\tau_1 \geq t] = e^{-\lambda_1 t} \) with \( \lambda_1 = f'(0) \) determined by \( X_t \). As \( \epsilon \) is given, without loss of generality, \( T \) is supposed to be \( 2^m \) with \( m = \lceil \log(-\frac{1}{\lambda_1} \ln \epsilon) \rceil \) so that

\[ T = \frac{1}{\lambda_1} \ln \tilde{\epsilon} \geq \frac{1}{\lambda_1} \ln \epsilon, \]

where

\[ \tilde{\epsilon} = e^{-\lambda_1 T} < \epsilon \]

is a more strictly error bound which is easier to compute. On the truncated support set \([0, T]\), simple computation shows that

\[ \mathbb{P}[t \leq \tau < t + 1] = \frac{1}{\lambda_1} \ln \tilde{\epsilon} \geq \frac{1}{\lambda_1} \ln \epsilon, \]

Assuming that the preparation circuit consists of \( m = \log T \) qubits initialized to be \(|0\rangle\), the \( j^{th} \) qubit is then aligned with the rotation gate \( R_T(\theta_j) \) with \( \theta_j = \arctan \tilde{\epsilon}^{1/2^{j+1}} \). A direct computation shows that

\[ \bigotimes_{j=1}^m R_T(\theta_j) |0\rangle = \bigotimes_{j=1}^m \frac{1}{\sqrt{1 + \tilde{\epsilon}^{1/2^{j+1}}}} |0\rangle + \frac{\tilde{\epsilon}^{1/2^{j+1}}}{\sqrt{1 + \tilde{\epsilon}^{1/2^{j+1}}}} |1\rangle \]

\[ = \bigotimes_{j=1}^m \left( \sum_{k_j=0}^{\bar{k}_j} \frac{\tilde{\epsilon}^{k_j/2^{j+1}}}{\sqrt{1 + \tilde{\epsilon}^{1/2^{j+1}}}} |k_j\rangle \right) \]

\[ = \sum_{k_1, k_2, \ldots, k_m=0}^{2^m} \prod_{j=1}^m \frac{\tilde{\epsilon}^{k_j/2^{j+1}}}{1 - \tilde{\epsilon}^{1/2^{j+1}}} |k_1 k_2 \ldots k_m\rangle \]

\[ = \sum_{k_1, k_2, \ldots, k_m=0}^{2^m} \prod_{j=1}^m \frac{1 - \tilde{\epsilon}^{1/2^{m-j}}}{1 - \tilde{\epsilon}^{1/2^{j+1}}} |k_1 k_2 \ldots k_m\rangle \]

\[ = \sum_{t=0}^{T-1} \sqrt{\frac{\tilde{\epsilon}^t - \tilde{\epsilon}^{t+1}}{1 - \tilde{\epsilon}^t}} |t\rangle \]

\[ = \sum_{t=0}^{T-1} \frac{e^{-\lambda_1 t} - e^{-\lambda_1 (t+1)}}{1 - e^{-\lambda_1 T}} |t\rangle \]

\[ = \sum_{t=0}^{T-1} \sqrt{\mathbb{P}[t \leq \tau < t + 1]} |t\rangle \]

Here the binary number and the corresponding summation \((k_1, k_2, \ldots, k_m) = \sum_{j=1}^m k_j 2^{m-j}\) in Eq.(B4) are both substituted by the decimal number \( t \) varying from 0 to \( T = 2^m \) in Eq.(B5). Then Eq.(B6) and Eq.(B7) are derived by Eq.(B2) and Eq.(B3), respectively. Hence, with \( m = \lceil \log(-\frac{1}{\lambda_1} \ln \epsilon) \rceil \) qubits and the same number of rotation gates, the desired truncated state is successfully prepared (as illustrated in FIG. 15(a) and FIG. 15(b)).

2. Proof of Theorem 2

Proof. Given a time interval \( T \), it can be uniformly divided into \( n \) pieces \([T_{j-1}, T_j]\) with \( T_j = \frac{1}{n} T (0 \leq j \leq n) \) and \( T_j = T n \leq j \leq n \), and the corresponding discrete random variables are denoted by \( X_j = X(T_j) \). Then the increments \( Y_1 = X_1 \) and \( Y_j = X_j - X_{j-1} \). \( 2 \leq j \leq n \) are independent and identically distributed random variables. The underlying distribution \( \mathcal{F} \) can be prepared by Grover’s method \(|0\rangle \rightarrow |F\rangle = \sum_{k=1}^m p_j(k) |k\rangle \), where \( s = \log S \) is the number of qubits of the approximation \( \tilde{F} \) and \( p_j(k) \) is the probability amplitude that the random variable \( X_j \) lies in the \( k^{th} \) interval of \( \tilde{F} \) with \( \sum_{k=1}^S p_j^2(k) = 1 \) (see [19] for reference). The circuit depth of the preparation of \( \tilde{F} \) is at most \( s \) utilizing \( S \) control-rotation gates.
Then the increments sequence \( Y_j : 1 \leq j \leq n \) can be derived by repeating this procedure on \( n \) parallel subcircuits: \(|Y_1\rangle |Y_2\rangle ... |Y_n\rangle = \bigotimes_{j=1}^{n} |F\rangle_j\). The desired path variables \( \{X_j = \sum_{j'=1}^{j} Y_{j'} : 1 \leq j \leq n\} \) are derived by a sequence of recursive add operators on these \( n \) registers as \(|Y_1\rangle |Y_2\rangle ... |Y_n\rangle \rightarrow |Y_1\rangle |Y_1 \oplus Y_2\rangle |Y_3\rangle ... |Y_n\rangle \rightarrow ... \rightarrow |Y_1\rangle |Y_1 \oplus Y_2 \oplus ... \oplus Y_n\rangle = |X_1, X_2, ..., X_n\rangle \) (See FIG. 4(c)). Each add operator takes \( 2\log(nS) - 1 \) Toffoli gates and \( 5\log(nS) - 3 \) C-NOT gates. A simple computation shows that the circuit depth is \( S + (n - 2)\log(nS)\) and the gate complexity is at most \( O(S + n\log(nS))\) and the gate complexity is at most \( O(n(S + \log(nS)))\) gates.

\[ P(X_{j+1} = k | X_j = l), \] and thus the embedded sequence \( \{X_j : 1 \leq j \leq n\} \) is a discrete Markov chain as claimed above. By the Markov condition again, the holding time \( \tau_j \) satisfies

\[ \mathbb{P}[\tau_j > t + s | \tau_j > t] = \mathbb{P}[\tau_j > s]. \quad (B9) \]

Noticing that Eq. (B9) is exactly the memory-less condition in Theorem 1, and therefore \( \tau_j \) follows an exponential distribution with the \( \lambda_j \) determined by the current state \( X_j \). As a consequence of the embedded discrete Markov chain and the exponential distribution holding time, a quantum continuous Markov process state can be prepared as follows: \( n|\log S| qubits \) are introduced for the storage of the discrete Markov chain, and another \( n|\log(-\frac{1}{\lambda_{\min}})| \) qubits are introduced for the holding time \( \tau_j \). The initial state \( |X_1\rangle = \sum_{k=1}^{S} p(k) |k\rangle \) is derived by \( S \) control-rotation gates via Grover’s state preparation method. Following that, \( n - 1 \) successive transition matrix operators, each of which consists of \( S^2 \) multi-controlled rotation gates, are applied to generate \( |X_j\rangle : 2 \leq j \leq n \). The \( n \) holding times can be prepared parallel, and each \( \tau_j \) needs at most \( s \) different exponential distribution with \( S|\log(-\frac{1}{\lambda_{\min}})| \) gates and \( S \) circuit depth. In summary, the total number of gates is \( S + (n - 1)S^2 + nS|\log(-\frac{1}{\lambda_{\min}})| = O(n(S|\log(-\frac{1}{\lambda_{\min}})|)), \) and the circuit depth is \( S + (n - 1)S^2 + nS = O(nS^2) \). \( \square \)

\section{Proof of Corollary 3 and Corollary 4}

\textbf{Proof.} By definition of Poisson Point Process, the distinct increments \( Y_j : 1 \leq j \leq n \) are constant 1, and the \( X_j \) varies exactly from 1 to \( n \) so that the adder sub-circuit introduced in Theorem 2 can be omitted. As a consequent, each \( X_j \) can be prepared parallel on at most \( \log n \) qubits via \( \log n \) rotation gates. And meanwhile the holding times \( \tau_j : 1 \leq j \leq n \) are assumed to follow an exponential distribution \( \mathcal{F}(\lambda) \), and thus can be prepared parallel, by Theorem 1, on \( \frac{-\ln \lambda}{\lambda} \) qubits via \( \frac{-\ln \lambda}{\lambda} \) rotation gates with circuit depth 1. In summary, the qubit number, circuit depth and gate complexity are respectively \( n \log n + n \frac{-\ln \lambda}{\lambda} = n|\log(-\frac{1}{\lambda_{\min}})|, \) \( \max\{\log n, 1\} = \lceil \log n \rceil \), and \( n \log \frac{-\ln \lambda}{\lambda} + \sum_{j=1}^{n} \log j = O(n|\log(-\frac{1}{\lambda_{\min}})|) \).

As for the case of Compound Poisson Process, the only difference is the I.I.D. state space of jumps. Another \( n|\log S| \) qubits are introduced to record these jumps, and hence the qubits number turn to be \( n|\log(-\frac{1}{\lambda_{\min}})| \). Instead of copies of Hadamard gates in Poisson point process, a sequence of \( n - 1 \) adder operators are needed, asking for \((n - 1)(2|\log(nS)| - 1)\) Toffoli gates and \((n - 1)(5|\log(nS)| - 3)\) C-NOT gates. Thus the total gate complexity is \( O(n|\log(-\frac{nS|\log S|}{\lambda})|) \), and the circuit depth is \( S + n|\log(nS)| \). \( \square \)

\section{Proof of Theorem 5}

\textbf{Proof.} Assuming that the \( n \) pieces of the continuous Markov process are \( \{X_j, \tau_j\} \), and the \( j \)-th transition time are \( T_j = \sum_{j'=1}^{j} \tau_j \), a direct computation shows that

\[
\begin{align*}
P[X_{j+1} = k_{j+1} | \&_{j'=1} X_{j'} = k_{j'}] \\
= P[X(T_j) = k_{j+1} | \&_{j'=1} X(t) = k_{j'} : T_{j'-1} \leq t < T_j] \\
= P[X(T_j) = k_{j+1} | X(t) = k_{j} : T_{j'-1} \leq t < T_j] \\
= P[X_{j+1} = k_{j+1} | X_{j} = k_{j}].
\end{align*}
\]

(B8)

This reveals that \( X_{j+1} \) is totally determined by the previous state \( X_{j} \) with the transition probabilities \( P_{kl} = P(X_{j+1} = k_{j+1} | X_{j} = k_{j}) \), and thus the embedded sequence \( \{X_j : 1 \leq j \leq n\} \) is a discrete Markov chain as claimed above. By the Markov condition again, the holding time \( \tau_j \) satisfies

\[ \mathbb{P}[\tau_j > t + s | \tau_j > t] = \mathbb{P}[\tau_j > s]. \quad (B9) \]

5. Proof of Theorem 6

\textbf{Proof.} As shown in FIG. 6, the preparation can be divided into two steps: Firstly, the stochastic process of intensity \( \lambda(t) \) is prepared on parallel \( n \ast q_F \) qubits, and the circuit depth is \( O(d_F) \) as given. Secondly, the holding time \( \tau_j \) is prepared by a sequence of controlled-V operators. Given a piece of Cox process and the corresponding fixed intensity \( \lambda \), the holding time follows an exponential distribution as described in Theorem 1 so that it can be prepared within \( 1 \) circuit depth by rotation angles \( \theta_j = \frac{\pi^2}{\lambda \ast q} : 1 \leq j \leq m \), where \( \tau = e^{-\lambda t} \).

As for varying digital-encoded \( \lambda = |l_1, l_2, ..., l_q| \), it can be divided into \( 2q \) sequences of controlled-rotation gates with \( 2q \) circuit depth. Hence the total circuit depth for preparing \( \tau_j \) is \( d_F + 2q \). On the other hand, the preparation of increments \( Y_j \) can be implemented parallel with \( d_G \) circuit depth. Thus the circuit depth of the preparation is max \( \{d_F + 2q, d_G\} \). To derive \( X_j \) or \( T_j \), \( n \) adders are needed, with \( nd_G \) or \( -\frac{n|\log \lambda_{\min}}{\lambda} \), respectively. \( \square \)
Appendix C: Proofs for Information Extraction Problem

1. Proof of Theorem 7

Proof. A direct computation shows that:

\[ I(X, T) = \int_{t=0}^{T} X(t) \, dt = \sum_{j=0}^{n} X_j \tau_j. \] (C1)

The expected value of Eq.(C1) is evaluated as:

\[
\mathbb{E}[f(I(X, T))] = \sum_{X(t) \in \Omega_n} f(\int_{t=0}^{T} X(t) \, dt) \mathbb{P}[X(t)] \\
= \sum_{X(t) \in \Omega_n} f(\sum_{j=0}^{n} X_j \tau_j) \mathbb{P}[X(t)] \\
= \sum_{X(t) \in \Omega_n} f(\sum_{j=0}^{n} Z_j) \mathbb{P}[X(t)], \] (C2)

where \( Z_j = X_j \tau_j \) can be derived via a quantum multiplication circuit introduced in Lemma 9 with complexity \( O(l, T) \). The total circuit depth is \( O(P + n l_x l_z) \) (as shown in FIG. 7 (e)). Noticing that the variables of \( f \) in Eq.(C2) can be evaluated through a standard procedure (one can see [26] for reference). To guarantee the theoretical closure, we shall sketch this procedure as follows. Suppose that the function \( f \) can be truncated on an interval of length \( P \), then it can be extended to a \( P \) - periodic function \( f_P \). The Fourier approximation of order \( L \) for \( f_P \) is denoted by \( f_{P,L}(x) = \sum_{l=-L}^{L} c_l e^{i \frac{2\pi l x}{P}} \), then Eq.(C2) is evaluated as

\[
\mathbb{E}[f_{P,L}(I(X, T))] = \mathbb{E}[f_{P,L}(\sum_{j=0}^{n} Z_j)] \\
= \sum_{l=-L}^{L} c_l \mathbb{E}[e^{i \frac{2\pi l}{P} (\sum_{j=0}^{n} Z_j)}] \\
= \sum_{l=-L}^{L} c_l (\mathbb{E}[\cos (\frac{2\pi l}{P} (\sum_{j=0}^{n} Z_j))] + i \mathbb{E}[\sin (\frac{2\pi l}{P} (\sum_{j=0}^{n} Z_j))]), \] (C3)

Each term \( \mathbb{E}[\cos (\frac{2\pi l}{P} (\sum_{j=0}^{n} Z_j))] \) and \( \mathbb{E}[\sin (\frac{2\pi l}{P} (\sum_{j=0}^{n} Z_j))] \) in Eq.(C3) can be evaluated via the standard amplitude estimation algorithm. Given the error bound \( \epsilon \), the circuit should be repeated \( O(1/\epsilon) \) times for each term. The total time complexity is hence \( O(\frac{L}{\epsilon^2}(P + n l_x l_z)) \).

2. Proof of Theorem 8

Proof. A direct computation shows that:

\[ J(X, T) = \int_{t=0}^{T} g(t) X(t) \, dt \]
\[ = \sum_{j=1}^{n} X_j G_j \]
\[ = \sum_{j=1}^{n} (\sum_{j'=1}^{n} Y_{j'} G_{j'}) \]

where \( G_j = \int_{T_{j'-1}}^{T} g(t) \, dt \) is a piece-wise integral on the interval \([T_{j'-1}, T]\) with \( T_j = \sum_{j'=1}^{j} \tau_{j'} \) and \( T_0 = 0 \), and \( Y_{j'} \) is the \( j'^{th} \) increment. By exchanging the order of summation, one have that:

\[ J(X, T) = \sum_{j'=1}^{n} Y_{j'} (\sum_{j'=1}^{n} G_{j'}) \]
\[ = \sum_{j'=1}^{n} Y_{j'} F(T - T_{j'-1}) \] (C4)
\[ = \sum_{j'=1}^{n} Y_{j'} G(T_{j'-1}), \] (C5)

where \( F(T') = \int_{T-T'}^{T} g(t) \, dt \) in Eq.(C4) satisfies:

\[ F(T - T_{j'-1}) = \int_{T_{j'-1}}^{T} g(t) \, dt = \sum_{j=j'}^{n} G_{j'}, \]

and \( G(T') = \int_{T'}^{T} g(t) \, dt \) in Eq.(C5) satisfies:

\[ G(T_{j'-1}) = \int_{T_{j'-1}}^{T} g(t) \, dt = \sum_{j=j'}^{n} G_{j'} \]

Thus the expected value of Eq.(C4) and Eq.(C5) can be evaluated as

\[
\mathbb{E}[f(J(X, T))] = \sum_{X(t) \in \Omega_n} f(\sum_{j=1}^{n} Y_{j'} F(T - T_{j'-1})) \mathbb{P}[X(t)] \\
= \sum_{X(t) \in \Omega_n} f(\sum_{j=1}^{n} Y_{j'} G(T_{j'-1})) \mathbb{P}[X(t)] \] (C6)
\[ = \sum_{X(t) \in \Omega_n} f(\sum_{j=1}^{n} W_{j'}) \mathbb{P}[X(t)]. \] (C7)

The state \( F(T - T_{j'-1}) \) in Eq.(C6) is a function of the variable \( T - T_{j'-1} \), and hence can be computed via a operator \( F \) on the \( T - T_{j'-1} \) qubit as illustrated in FIG.
The directed area $W_j = Y_j F(T - T_{j-1}')$ can be derived through a quantum multiplier introduced in Lemma 9 with complexity $O(l_T L)$. In the same way the state $G(T_{j-1}')$ in Eq. (C7) is a function of the variable $T_{j-1}'$, and hence can be computed via a operator $G$ on the $T_{j-1}'$ qubit. And the directed area $W_j = Y_j G(T_{j-1}')$ can be derived with complexity $O(\log l_T)$ (see FIG. 7 (e) for reference). The total circuit depth is $O(\mathcal{P} + \mathcal{F} + n l_T + n \log (l_x, l_T))$ or $O(\mathcal{P} + G + n l_T T)$. Noticing that the expression in Eq. (C8) once again take the form of a summation, and thus can be solved through a standard procedure of amplitude estimation as mentioned above: The Fourier approximation of order $L$ for $f_P$ is denoted by $f_{P,L}(x) = \sum_{l=-L}^{L} c_l e^{i \frac{2 \pi l x}{P}}$, then Eq. (C8) is evaluated as
\[
\mathbb{E}[f_{P,L}(J(X, T))] = \mathbb{E}[f_{P,L}(\sum_{j=1}^{n} W_j)]
\]
\[
= \sum_{l=-L}^{L} c_l \mathbb{E}[e^{i \frac{2 \pi l}{P} (\sum_{j=1}^{n} W_j)}]
\]
\[
= \sum_{l=-L}^{L} c_l (\mathbb{E}[\cos (\frac{2 \pi l}{P} (\sum_{j=1}^{n} W_j))] + i \mathbb{E}[\sin (\frac{2 \pi l}{P} (\sum_{j=1}^{n} W_j))]).
\]
(C9)

Each term $\mathbb{E}[\cos (\frac{2 \pi l}{P} (\sum_{j=1}^{n} W_j))]$ and $\mathbb{E}[\sin (\frac{2 \pi l}{P} (\sum_{j=1}^{n} W_j))]$ in Eq.(C9) can be evaluated via rotation operators on the target qubit controlled by $W_j$ together with a standard amplitude estimation subcircuit (as shown in the box in FIG. 7 (d) and FIG. 7 (e)). Given the error bound $\epsilon$, the circuit should be repeated $O(1/\epsilon)$ times for each term. The total time complexity is hence $O(\frac{L}{\epsilon^2}(\mathcal{P} + \mathcal{F} + n l_T + n \log (l_x, l_T)))$ or $O(\frac{L}{\epsilon^2}(\mathcal{P} + G + n l_T T))$ for holding time and increment representation, respectively.
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