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Abstract—Automated inspection and detection of foreign objects on railways is important for rail transportation safety as it helps prevent potential accidents and trains derailment. Most existing vision-based approaches focus on the detection of frontal intrusion objects with prior labels, such as categories and locations of the objects. In reality, foreign objects with unknown categories can appear anytime on railway tracks. In this paper, we develop a semi-supervised convolutional autoencoder based framework that only requires railway track images without prior knowledge on the foreign objects in the training process. It consists of three different modules, a bottleneck feature generator as encoder, a photographic image generator as decoder, and a reconstruction discriminator developed via adversarial learning. In the proposed framework, the problem of detecting the presence, location, and shape of foreign objects is addressed by comparing the input and reconstructed images as well as setting thresholds based on reconstruction errors. The proposed method is evaluated through comprehensive studies under different performance criteria. The results show that the proposed method outperforms some well-known benchmarking methods. The proposed framework is useful for data analytics via the train Internet-of-Things (IoT) systems.
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I. INTRODUCTION

With the expansion of metro systems in intra- and inter-city transportations, an increasing attention has been paid to the reliability and safety of operating railway systems [1]. Railway accidents such as train damages or derrails caused by unexpected objects or events are the most important issues concerned by the automatic inspection of railways. Potential foreign objects on or near railway tracks are commonly caused by human beings, such as railway workers and pedestrians, and may threaten the safety of metro transportation [2]. Thus, it is of great significance to study technologies facilitating the detection of foreign objects.

A large majority of literature relating to foreign objects detection and obstacle detection of railways use infrared and ultrasonic range sensors mounted on the front of trains [3-5]. Although equipping these sensing devices does not require significant changes to the current railway systems, especially to on-ground facilities, their advantages are restricted by distances and weather conditions. Furthermore, special sensors including stereo cameras, radar, and LIDAR are prohibitively expensive and require considerable power in applying them into the railway automatic inspection. The recent advancement of deep learning techniques has driven the development of computer vision based approaches for railway inspections [6]. Most methods presume the scope of types of foreign objects. However, in practice, driving scenes can be complicated in operating railway systems and it is impossible to pre-define a set of objects covering all possibilities. Meanwhile, in captured images, it is quite natural that positive samples containing foreign objects are much less than negative samples which do not contain foreign objects. Therefore, to improve the practical value of foreign object detection via machine learning techniques, a new method well addressing the problem of foreign object detection with insufficient samples of interests needs to be developed.

In this paper, we propose an intelligent railway foreign object detection (RFOD) method based on a convolutional autoencoder (CAE) developed via adversarial training to automate the analytics of railway track images and the detection of various foreign objects. Images considered as inputs of our developed method are captured by two cameras mounted on the train bottom. The RFOD model developed by the proposed method generates a reconstructed image of each raw input via a tailor-made convolutional autoencoder module as well as optimizes the visual quality through a discriminator. To train the proposed model, we design a loss function including a perceptual loss and a pixel loss. The training process of the proposed method is semi-supervised which only takes images without any foreign objects as inputs (normal images) so that the CAE module is trained to generate images describing normal versions of any railway track images. To apply the developed RFOD model, anomaly score measuring the dissimilarity between the input image and its reconstructed image is designed and calculated. Normal images tend to have lower anomaly scores than abnormal images containing at least one foreign object. Additionally, by subtracting the average reconstruction error in training set as a post-processing step, the difference between abnormal images as inputs and their
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reconstructions can be sharpened to better detect and localize the foreign objects. Test samples for RFOD are displayed in Fig. 1. Since cameras are mounted on the train bottom, foreign objects near the tracks can be well captured. With high authenticity of the reconstructed image, the foreign object is clearly localized and segmented with an instance mask in Figure 1. Based on computational results, the developed method performs robustly in identifying abnormal images and provides accurate segmentation masks for each foreign object. Its advantages against traditional methods are verified via the computational experiments based on the considered image set of railway track.

To summarize, the main contributions of this research are described in the following:

1. We propose a new RFOD method, a semi-supervised CAE-based method, for facilitating the railway inspection automation. The presented method processes railway track images and offers three integrated modules to detect and localize foreign objects. Our proposal is proven to be effective with even limited training data.

2. In addition, we design different constraints on the authenticity of reconstructed images which facilitate the model training. The architecture of the RFOD model is well explored through computational experiments and offered in this paper.

The RFOD model can achieve a high accuracy and perform robustly with regard of various emerging foreign objects, representing its suitability as a practical solution for the RFOD automation.

II. RELATED WORK

Early studies relating to foreign object detections focused on developing sensors and signal processing technologies. In [7], a multi-sensor system including Lidar and video cameras were implemented to detect frontal obstacles. In [8], a multi-baseline stereo technique was utilized to detect small obstacles at a long range on highways. Similarly, a real-time environment recognition system was developed in [9] to measure the frontal objects within the range of 100m, which was durable to changes of the natural environment. In [10], authors proposed a framework based on infrared sensors as well as GSM and GPS signals to address the obstacle detection and the train tracking. Although sensor-based approaches present potential solutions to foreign object detection tasks, they usually require a relatively clean environment with limited distances and stable weather conditions to compute the disparity between normal and abnormal cases with a high accuracy.

With the advancement of image processing techniques, it has been effective to apply machine visions into numerous real-world applications. The railway monitoring also benefits from the emerging development of visual sensors and machine learning (ML) principles [11, 12]. Compared with sensor-based approaches, ML-based methods process raw images captured by visual sensors and convert the input into rich features by applying advanced ML techniques. Bayesian SegNet was proposed in [13] to estimate label probability and incorporate a threshold to detect unknown objects, which coincide with lower confidence regions in the predicted confidence map. Except for the application of Bayesian networks, there are other methods relying on the approximation of a density function of motion features. For example, optical flow and trajectory analysis were used to exploit non-parametric estimators of unusual event in [14]. Obstacles were detected by applying an image subtraction to corresponding frames in [15, 16] with video data. They aligned two image sequences and provided advantages for detecting unknown objects. These types of work mainly focus on railway scenarios in the video surveillance, which requires a great volume of data leading to more calculations based on temporal and spatial alignments. In practice, these probabilistic model based methods are not easy to train and tend to yield many false positives in irrelevant regions. A simpler way to detect anomalies in images is using distances to classify whether the image is abnormal. One-class classification approaches were trained only on normal data, such as the One Class Support Vector Machines (OC-SVM) [17] and Isolation Forests (IF) [18], which learnt classification boundaries using the normal data, and were widely applied. Nevertheless, these distance-based methods were only studied for the image-level classification. They did not offer the function of detecting anomalous regions on input images.

Deep learning (DL) techniques have progressed tremendously in recent years and their applications on the railway system infrastructure inspection have been recently explored. In [19], an automated railway inspection system was proposed to localize and classify anomalous objects in thermal images captured during night. The framework had three different CNN modules to realize the recognition, localization, and classification sequentially. In [20], a differential feature fusion convolutional neural network (DFF-Net) was introduced to detect traffic obstacles on the railway tracks in the shunting mode. It was composed of two modules, the prior object detection module for generating initial anchor boxes and the differential feature fusion sub-module for enriching the semantic information. These DL-based approaches typically operate under the assumption that all foreign objects encountered in testing have been seen in training, which is obviously unrealistic. More recent vision-based inspection studies focused on reconstructing normal data and subsequently
identified anomalies with relatively high reconstruction errors. In [21], an autoencoder (AE) with a semantic segmentation was trained with only images from normal road scenes. It assumed that never-seen-before objects would be decoded poorly in reconstructed images thus an anomaly map was predicted to detect the accurate size and shape of the obstacles. The same principle applies to generative adversarial networks (GAN). In GAN-based approaches [22], given an original distribution $z$ (usually drawn from Gaussian or uniform distribution), the algorithm searched for the latent vector to yield an image that could match the input most closely. In principle, foreign objects from abnormal images can be distinguished using these reconstruction-based approaches. However, they tend to generate the image as a lower-quality version of the input image without explicitly imposing constraints on the authenticity of the reconstructions. Besides, the GAN-based method needs to solve an optimization problem for each example at the inference time to find a latent $z$ such that the difference score between reconstructed image and test image is smallest, which is computationally expensive.

In general, we notice that most of the vision-based anomaly detection in railway studies is trained in a supervised manner, which requires considerably sufficient training samples from both normal and abnormal images. Few unsupervised and semi-supervised methods target on discussing the detection of anomalies in the railway track images. Therefore, we develop the RFOD model, a semi-supervised CAE-based detector, to identify foreign objects near or on tracks by first generating authentic normal versions of abnormal images and next matching them to make a comparison.

### III. Method Description

The feasibility of employing generative models to study the anomaly detection has been studied in [23]. In this study, we develop a CAE-based framework composed of three sequential modules, an encoder network $E_{\theta}$, a decoder network $G_{\phi}$, and a discriminator model $D_{\omega}$, to particularly address the automated RFOD based on image data captured by visual sensors. As described in Fig. 2, $E_{\theta}$ first receives the image $x \in \mathbb{R}^{C \times H \times W}$ as the input (please note that it receives only normal images in training while any images in testing) and projects it into a lower dimensional manifold $z \in \mathbb{R}^{d}$ with parameters $\theta$. Next, $G_{\phi}$ produces a reconstruction from $z$ to $\hat{x} \in \mathbb{R}^{C \times H \times W}$, which is a normal version of the input images excluding any foreign objects. Subsequently, $D_{\omega}$ acts as a binary classifier to determine whether $\hat{x}$ has a high visual quality and can be qualified as an authentic image, just like $x$. Finally, the reconstruction $\hat{x}$ is compared with the input $x$ through the loss function to update model parameters. To apply the developed method to identify and analyze abnormal images, an anomaly score $A(x, \hat{x})$ and a reconstruction error map $C(x, \hat{x})$ are designed to detect the presence of foreign objects. The details of each module, in terms of task, architecture, and training procedure, are described below.

The input of the first module $E_{\theta}$ is a color image captured by the image acquisition system mounted on the train bottom. Since the raw images collected by the acquisition system are not exactly of the same size, they are resized to a fixed height and width (i.e., $128 \times 128$) in consideration of the model accuracy and computing burden. $E_{\theta}$ consists of 4 convolutional layers (Conv) downsampling $x$ to smaller feature maps and one fully connected layer (FC) flattening the feature maps to a vector $z \in \mathbb{R}^{512}$, which is also known as the bottleneck features and hypothesized to have a low dimensional representation of $x$. The module of $E_{\theta}$ is responsible to provide latent features form inputs rather than randomly generated variables, which is more efficient than GAN-based approaches [22]. The architecture of $E_{\theta}$ is described in Table 1. It consists in 4 Conv layers with stride $s = 2$, one FC layer with stride $s = 1$. Most of the layers have kernel size $k = 5$, except for the intermediate Conv_3 layer, which has $k = 4$ but with padding $p = 1$. The size of the feature map is doubled at each layer, starting from 32, arriving to 512 in the bottleneck. For all Conv layers, LeakyReLU with slope $s = 10^{-2}$ is used as the activation function after batch normalization (BN).

With a feature representation $z$, the decoder part $G_{\phi}$ generates $\hat{x}$ via a symmetrical structure. As described in Table 1, $G_{\phi}$ is composed of 5 transpose convolutional layer (Trans. Conv) to up-sample the vector $z$. The first layer has stride $s = 2$. The following layers involve batch normalization and ReLU activation function.
1 while remaining layers consider $s = 2$. Similar to $E_\theta$, the intermediate Trans. Conv_3 layer has kernel size $k = 4$ and padding equals 1. Starting from 512, the size of the feature map is halved layer-wise and is finally reduced to 32 at the end of $G_\phi$. The final output is still an image with $128 \times 128$ pixels and 3 channels, so that the reconstruction and input lie closely on the manifold. By applying BN into each layer, ReLu activation is used in most of layers. The last layer in $G_\phi$ utilizes Tanh as the activation function to introduce non-linearity in the final output. The combination of $E_\theta$ and $G_\phi$ is referred as an AE architecture, which is trained via a semi-supervised approach. During the training, the $E_\theta$ receives only normal images without foreign objects. However, in testing, $E_\theta$ receives both normal and abnormal images while $G_\phi$ is supposed to output $\hat{x}$ excluding any foreign objects.

The discriminator network $D_\omega$ is a replica of $E_\theta$ but with two differences. One is removing BN in the last two Conv layers and applying the dropout regularization with a drop probability $p = 0.2$ (as displayed in Table 1). Another is that the sigmoid function is applied at the end of $D_\omega$ to discriminate $x$ and $\hat{x}$, which has been discussed in [24]. The $D_\omega$ is designed to drive the AE structure to stably produce images with a high authenticity. The two parts repeatedly compete against each other through adversarial training. The result of such competition is that $\hat{x}$ is as similar as possible to $x$ so that $D_\omega$ can no longer distinguish them.

The training loss in our proposal has two parts, the generator loss $L_{E,G}$ and the discriminator loss $L_D$. Since the architecture of $E_\theta$ and $G_\phi$ aims to reconstruct the input image, we adopt $L_{\text{pixel}}$, the commonly used mean absolute error, as one of the loss terms in $L_{E,G}$. We use $L_1$ distance in $L_{\text{pixel}}$ rather than $L_2$ as the former one encourages less blurring. In our method, $G_\phi$ is tasked not only to fool $D_\omega$ but also to be near the ground truth output in an $L_1$ sense. In addition, perceptual loss $L_{\text{perceptual}}$ [25], which computes the $L_2$ distance between the encoded feature representation of $x$ and $\hat{x}$, is also considered to improve the authenticity of $\hat{x}$. Overall, the loss function of generator $L_{E,G}$ is defined as follows:

$$L_{E,G} = L_{\text{perceptual}} + L_{\text{pixel}} = \sum \|E_x f_i(x) - f_i(\hat{x})\|_2 + \|E_x x - \hat{x}\|_1,$$

where $f_i(\cdot)$ denotes the features from $i^{th}$ LeakyReLU layer of $E_\theta$ and $L_{\text{perceptual}}$ encourages the output image $\hat{x}$ to be perceptually similar to the actual image but does not force them to match exactly. Usually, $L_{\text{pixel}}$ itself does not capture perceptual differences between generated and real images because the image might look similar in perspective but with different per-pixel values. Previous works, such as [22] and [23], apply the difference between bottleneck features where $L_x = \|E_x x - \hat{x}\|_2$ as one of loss terms while the remaining intermediate feature representations extracted from $E_\theta$ are ignored. We utilize richer features instead of the single bottleneck feature to provide stricter constraints in the training procedure. As for the discriminator loss $L_D$, it follows the classical discriminator GAN loss, which derives from the cross-entropy between the real and reconstructed distributions:

$$L_D = \mathbb{E}_x \left[ \log(D_\omega(x)) \right] + \mathbb{E}_x \left[ \log \left( 1 - D_\omega(G_\phi(z)) \right) \right],$$

where $E_x$ is the expected discriminant value over real inputs, and $E_z$ is the expected discriminant value over their reconstructions. In the standard adversarial training, the generator is continuously updated to fool the discriminator while the primary goal of the discriminator is to learn the way of identifying those reconstructions progressively. Thus, when the input of $D_\omega$ is $\hat{x}$, $D_\omega(G_\phi(z))$ should be estimated as small as possible. In other words, $E_x$ provides the ability to visually assess the quality of $\hat{x}$. The overall objective function consisting of the generator loss $L_{E,G}$ and the discriminator loss $L_D$ balance the training on $D_\omega$ while also improve the training on $E_\theta$ and $G_\phi$. The pseudo code of training the RFOD model is presented in Algorithm 1. Model parameters $\theta, \phi, \omega$ are updated using AdamW optimizer via the adversarial training of $E_\theta$, $G_\phi$, and $D_\omega$.

In Fig. 2, an anomaly score $A(x, \hat{x})$ is defined to express the fit of $\hat{x}$ to $x$ in the testing. Its computation directly depends on the loss function:

$$A(x, \hat{x}) = \mathbb{E}_{x, \hat{x}} \| f(x) - f(\hat{x}) \|_1,$$

where $f(\cdot)$ denotes the last activation layer of $E_\theta$. Instead of using $L_2$ distance, the $L_1$ reconstruction error is applied at the last updating iteration in training to compute the anomaly score. The model is supposed to yield a large $A(x, \hat{x})$ for abnormal

| Layer | Kernel | Stride | Filter Units | Output Shape | BN | Activation |
|-------|--------|--------|--------------|--------------|----|------------|
| $E_\theta(x)$ | | | | | | |
| Conv_1 | 5x5 | 2 | 32 | (62, 62, 32) | ✓ | LeakyReLU |
| Conv_2 | 5x5 | 2 | 64 | (29, 29, 64) | ✓ | LeakyReLU |
| Conv_3* | 4x4 | 2 | 128 | (14, 14, 128) | ✓ | LeakyReLU |
| Conv_4 | 5x5 | 2 | 256 | (5, 5, 256) | ✓ | LeakyReLU |
| FC | 5x5 | 1 | 512 | (1, 1, 512) | ✗ | / |

$G_\phi(z)$

| Layer | Kernel | Stride | Filter Units | Output Shape | BN | Activation |
|-------|--------|--------|--------------|--------------|----|------------|
| Trans. Conv_1 | 5x5 | 2 | 256 | (5, 5, 256) | ✓ | ReLU |
| Trans. Conv_2 | 5x5 | 2 | 128 | (14, 14, 128) | ✓ | ReLU |
| Trans. Conv_3* | 4x4 | 2 | 64 | (29, 29, 64) | ✓ | ReLU |
| Trans. Conv_4 | 5x5 | 2 | 32 | (62, 62, 32) | ✓ | ReLU |
| Trans. Conv_5 | 5x5 | 2 | 128, 128, 3 | ✓ | Tanh |

$D_\omega(x, \hat{x})$

| Layer | Kernel | Stride | Filter Units | Output Shape | BN | Activation |
|-------|--------|--------|--------------|--------------|----|------------|
| Conv_1 | 5x5 | 2 | 32 | (62, 62, 32) | ✓ | LeakyReLU |
| Conv_2 | 5x5 | 2 | 64 | (29, 29, 64) | ✓ | LeakyReLU |
| Conv_3* | 4x4 | 2 | 128 | (14, 14, 128) | ✓ | LeakyReLU |
| Conv_4* | 5x5 | 2 | 256 | (5, 5, 256) | ✓ | LeakyReLU |
| FC | 5x5 | 1 | 1 | (1, 1, 1) | ✗ | Sigmoid |

Table 1. Architecture of the proposed framework

(*: padding = 1, †: dropout = 0.3)
image because it only learns the manifold from normal samples, whereas a small $A(x, \hat{x})$ means that a similar image was already seen during training. Besides, a reconstruction error map $C \in \mathbb{R}^{3 \times 128 \times 128}$ is also calculated as an average $L_1$ loss based on the training set:

$$C(x, \hat{x}) = \frac{1}{N} \sum ||x_i - \hat{x}_i||_1,$$

(4)

where $N$ denotes the number of samples in the training set. This post-processing is applied to filter out small residuals in testing images. Subtracting the $C(x, \hat{x})$, which represents the visual saliency from training samples, helps to better localize the foreign objects. The testing procedure for the developed RFOD model is described in Algorithm 2. The foreign object detection on the image-level only relies on $A(x, \hat{x})$ while the detection on pixel-level depends on the difference map $M$, which is the result of post-processing.

IV. COMPUTATIONAL EXPERIMENTS

In this section, the dataset used in computational experiments is first introduced. Next, we report the training setup of the whole pipeline and the metrics exploited to assess the detection capability of our method. Finally, results are compared with a set of benchmarking methods, such as two distance-based methods OC-SVM [17] and IF [18] as well as two reconstruction-based methods AE [21] and GAN [22].

**Algorithm 1** Adversarial training of the proposed RFOD method

**Input:** Sets of real input images $x_i \in X_{\text{train}}$, max number of iterations $T$, number of $D_o$ updates per epoch ($K_o$), number of $E_a$ and $G_a$ update per epoch ($K_{\text{AE}}$).

**Output:** $E_a$, $G_a$, and $D_o$.

1. Initialize $E_a$, $G_a$, and $D_o$.
2. for epoch $i = 1, ..., T$
3. for $k = 1, ..., K_o$ do
4. Sample a mini-batch of training images $x_i$.
5. $z_i = E_a(x_i)$ training images $x_i$.
6. Update $\omega$ by taking AdamW optimizer on the mini-batch loss $L_G$ in (2).
7. end
8. for $k = 1, ..., K_{\text{AE}}$ do
9. $\hat{x}_i = G_a(E_a(x_i))$.
10. Update $\theta$ and $\phi$ by taking AdamW optimizer on the mini-batch loss $L_{\text{AE}}$ in (1).
11. end
12. end

**Algorithm 2** RFOD in testing.

**Input:** Real input image $x_i \in X_{\text{test}}$, $E_a$, $G_a$, average reconstruction error map $C$ of training set.

**Output:** anomaly score $A(x_i, \hat{x}_i)$.

1. $x_i = E_a(x_i)$
2. $\hat{x}_i = G_a(x_i)$
3. $A(x_i, \hat{x}_i) = ||f(x_i) - f(\hat{x}_i)||_1$
4. $M = x_i - \hat{x}_i - C$
5. return $A(x_i, \hat{x}_i), M$

A. Dataset

In our experiment, the image dataset is collected by the Hong Kong Metro Corporation (MTR) through a vision system including two cameras and 6 LED lights as shown in Fig. 3. RGB images are taken vertically towards the track rather than from the bottom of the train, which describes that our targeted RFOD problem is different from previous ones [15, 16, 20, 21]. As displayed in Fig. 1, the foreign object is near the railway track and might not be fully captured. In this image dataset, total 6656 normal images are utilized in training. In testing, we consider additional 579 images, in which 316 of them are of abnormal class containing various foreign objects and 263 of them are normal. Different categories of foreign objects are considered, such as phones, bags, newspapers, etc. The shorter side of raw input images have at least 200 and at most 321 pixels while their longer side has at most 750 pixels. Each of the test images contains at most one foreign object with its image-wise annotations. These annotations are only used for statistical evaluations and are never fed into the network, neither during training nor in the evaluation phase. For the evaluation of the detection performance, a positive label will be assigned to an abnormal image.

The proposed RFOD model is trained via a semi-supervised manner based on normal images only. Considering the scarcity of anomalies, the training volume is set to be much larger than the test volume. Additionally, to better demonstrate the capability of the developed model on identifying the abnormal examples, the number of abnormal images is slightly larger than normal images in testing. To the best of our knowledge, this research is a pioneering work on detection tasks in a railway scenario using images collected by visual sensors mounted on trains.

B. Training Setup

The proposed networks are optimized based on ($L_D, L_{E,G}$), using AdamW with moments $b_1 = 0.5, b_2 = 0.9$, and an initial learning rate $lr = 2e^{-4}$. Experiments are conducted with using three NVIDIA GeForce RTX 2080 GPUs. Each GPU is assigned to process 8 images and the batch size is thus 24. The whole training schedule is empirically set to 100 epochs to yield optimal results. In the proposed method, $G_\phi$ and the AE part are locked into a fierce competition to improve themselves, and thus both are trained in alternating steps. All weights adopt the Xavier initializer for the initialization. The gradient descent starts from $D_\omega$. To avoid the situation where $D_\omega$ wins early in the competition with $G_\phi$ and the gradient of $G_\phi$ vanishes, the

Fig. 3. Location of lights and cameras in the image acquisition system.
iteration of $D_\omega$ is set to one for each iteration of $G_\phi$ and $E_\theta$. In testing, we run the whole pipeline in exactly the same manner as during the training phase. When the batch size is set to 1, the instance normalization is applied instead of the BN.

The adversarial training is based on the approach described in Section 3 for a consistent comparison. As such, we aim to show the superiority of the proposed architecture regardless of using any tricks to improve the training of $D_\omega$. In addition, the comparison against traditional distance- and reconstruction-based methods is provided to show the advantage of the proposed RFOD framework.

C. Evaluation Metrics

The accuracy of our approach is quantitatively evaluated at a level of images. A set of common metrics based on anomaly score $A(x, \hat{x})$ are exploited, such as the area under receiver operating characteristic curve (AUROC) and area under precision-recall curve (AUPRC) as well as the equal error rate (EER). AUROC and AUPRC are defined as follows:

\[
AUROC = \sum (f_{n+1} - f_n) t_{interp}(f_{n+1}),
\]
\[
AUPRC = \sum (r_{n+1} - r_n) p_{interp}(r_{n+1}),
\]

where $t(f)$ denotes the relation between the true positive rate (TPR) and false positive rate (FPR) while $p(r)$ denotes the relation between the precision and recall. AUROC measures the ability to discriminate between positive samples (abnormal cases in this paper) and negative samples (normal cases). The ROC curve shows the trade-off between TPR and FPR across different decision thresholds. By using ground-truth labels and $A(x, \hat{x})$ of the test set, TPR and FPR are computed as follows:

\[
TPR = \frac{TP}{TP + FN},
\]
\[
FPR = \frac{FP}{FP + TN},
\]

where $TP$ is the number of true positives, $FP$ is the number of false positives, and $TN$ is the number of true negatives. Similarly, the operating point (recall, precision) is defined as follows to visualize the PR curve and further compute AUPRC, which is also denoted as the average precision (AP). The recall is intuitively the ability of the classifier to find all positive samples, and the precision is the ability of the classifier that do not label a negative sample as positive. Another metric of F1 score is defined as the harmonic mean of precision and recall:

\[
Recall = \frac{TP}{TP + FN},
\]
\[
Precision = \frac{TP}{TP + FP},
\]
\[
F1 \text{ score } = \frac{2 \times Precision \times Recall}{Precision + Recall}.
\]

AUPRC is another useful performance metric for imbalanced data. In our detection task, we pay more attention to properly classifying railway images containing foreign objects. Thus, a higher AUPRC indicates that the model can recognize most of positive examples without mistakenly recognizing negative examples as positive. The baseline for AUROC is always going to be 0.5. Yet, for AUPRC, the baseline is equal to the fraction of positives, which is 0.546 in the test set. To get smoother ROC and PR curves, thresholds are obtained after a de-duplication and descending process of $A(x, \hat{x})$. This allows the ROC curve to start from the bottom left and end at the upper right, whereas opposed to the PR curve. EER is the intersection point between a straight line joining (1, 0) and (0, 1) and the ROC curve. The value of EER indicates the optimization of the trade-off between false positives and false negatives. It is a mathematical way of scoring out errors and error margins in terms of false data, which should be more reasonable than the accuracy metric. Furthermore, the precision and recall at the optimal EER point on the ROC curves are also reported in our experiments. If not specified, all metrics, except for EER, are reported as percentages to provide a fair comparison.

D. Results and Analysis

In this section, we conduct the experimental evaluation of the RFOD model. The unified architecture depicted in Fig. 2 is empirically determined in a manual iterative architecture search. We report the results of the whole pipeline in terms of classification accuracy and localization at inference time. The unified architecture of $E_\theta$ listed in Table 1 is then used to train reconstruction-based models coming from [21] and [22] for fair comparison.

Fig. 4 displays the visualization of $\hat{x}$ from the last training iteration. It compares the reconstruction effect on normal training set, normal test set, and abnormal test set, respectively. Based on samples from training set, the output of $G_\phi$ looks the same as the real inputs. Even the small components, such as the bolt and clip, are well reflected in the reconstructions. For the normal test set, some of details in the image may not be completely simulated. Yet, the rails are clearly distinguishable.

As for the anomalous images in test set, the abnormal area where the foreign object lies on the track becomes vague in $\hat{x}$. Since the detector only learns the manifold from normal samples, all the foreign objects cannot be well simulated through $G_\phi$, which returns to the vague areas and helps to identify the anomalies in testing. The last row of (c) shows testing results containing the pixel-level masks and bounding boxes of foreign objects by comparing images from the first row and the second row. Basically, all the foreign objects from the test samples are successfully detected. By applying an error map from (5), most of the normal area, such as rail and bolt, is excluded in the mask and bounding box.

Fig. 5 shows the kernel density estimate of the three sets. In (a), $D(G(z))$ is the discriminant value on the reconstructed samples. The mean value of the estimated density on three sets are all close to 0.5. Compared with the test set, the density of training set is more concentrated on mean value. Since the discriminator $D_\omega$ acts as a binary classifier and has sigmoid function at the end of it, the mean value of the estimated density indicates a high probability that $D_\omega$ cannot recognize $\hat{x}$ from $x$. The $\hat{x}$ owns a high authenticity to fool the discriminator, which demonstrates that the generator $G_\phi$ is able to produce realistic images robustly with bottleneck features output from the encoder $E_\theta$. $A(x, G(z))$ is the anomaly score on encoded features from input $x$ and generated $\hat{x}$ as defined in (3). Before
the estimation, the score is scaled between [0, 1]. The normal training set and normal test set have the significantly smaller mean value as well as smaller variation than the abnormal test set in terms of the density estimate. Additionally, the wider range of the anomaly score on anomalous set suggests that the proposed model can effectively figure out abnormal images with significantly larger anomaly score.

Besides the visualization of discriminant scores and anomaly scores, we repeated our experiments with and without $L_{\text{pixel}}$. The effect of different loss terms mentioned in Section 3 including $L_{\text{perceptual}}$ and $L_z$ is also explored. As shown in Fig. 6, the ROC curve and PR curve are plotted using the anomaly scores under different losses. In Fig. 6 (a), $L_{\text{perceptual}}$ leads to a higher AUROC than $L_z$, which indicates that the intermediate feature representations in $E_\theta$ and $D_\omega$ can better depict the similarities between images than the bottleneck features. The points on the two curves are optimal EER points between false positives and false negatives. $L_{\text{perceptual}}$ also has a smaller EER and FPR than $L_z$. The numbers in the brackets represent AUROC and EER, respectively. With a pixel loss between $x$ and $\hat{x}$ added, both of their accuracies are improved as shown in Fig. 6 (b). Similarly, according to PR curves in Fig. 6 (c-d), the AUPRC values are generally higher than AUROC because there are more positive samples than negative samples in our test set. Since the primary objective of $E_\theta$ and $D_\omega$ is to generate images as similar as possible to the input images, the $L_{\text{pixel}}$ is
the most direct way to reflect the similarity of images. The combination of $\mathcal{L}_{\text{pixel}}$ and $\mathcal{L}_{\text{perceptual}}$ is used as the generator loss in remaining experiments.

Then we evaluate our proposed anomaly score and compare it to other reconstruction-based criteria including L1 and L2 reconstruction errors, the bottleneck feature score, as well as the encoded feature score. They are defined as follows. The $x$ is the input sample and $\hat{x} = G_\theta(E_\theta(x))$ is the reconstruction through our proposed method. The $z$ and $\hat{z}$ are bottleneck features extracted through $E_\theta$ from $x$ and $\hat{x}$, respectively. The $f(\cdot)$ denotes the last activations layer from $E_\theta$:

$$L_1(x, \hat{x}) = \|x - \hat{x}\|_1, \quad (12)$$
$$L_2(x, \hat{x}) = \|x - \hat{x}\|_2, \quad (13)$$
$$A_{\text{bottle}}(x, \hat{x}) = \|E_\theta(x) - E_\theta(\hat{x})\|_1, \quad (14)$$
$$A_{\text{enc}}(x, \hat{x}) = \|f(x) - f(\hat{x})\|_1. \quad (15)$$

As observed in Table 2, the encoded anomaly score $A_{\text{enc}}(x, \hat{x})$ is more suited for the RFOD method as it owns the highest AUROC of 85.66% and AUPRC of 87.72%. Therefore, $A_{\text{enc}}(x, \hat{x})$ is applied in our proposal and other computational experiments. However, for the optimized error rate, the bottleneck score $A_{\text{bottle}}(x, \hat{x})$ has lower error margins in terms of false classifications, which indicates that $A_{\text{bottle}}(x, \hat{x})$ has a better ability to balance the recognition of false positives and false negatives.

Finally, the proposal is compared against several commonly used methods for anomaly detections including OC-SVM, IF, AE and traditional GAN. OC-SVM is a classic kernel method learning a decision boundary around normal examples. The negative examples are absent during its training, which is considered as a semi-supervised learning approach as well. IF is also a classic machine learning technique but isolating anomalies instead of modeling the distribution of normal data. It proceeds by first building trees using randomly selected split values across randomly chosen features. Then, the anomaly score is defined to be the average path length from a particular sample to the root. They are both distance-based methods. We use default parameters provided by the scikit-learn package for
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**Fig. 5.** (a) Kernel density estimate of discriminant value on $\hat{x}$. (b) Anomaly score between input $x$ and $\hat{x}$. The most direct way to reflect the similarity of images. The combination of $\mathcal{L}_{\text{pixel}}$ and $\mathcal{L}_{\text{perceptual}}$ is used as the generator loss in remaining experiments.

Then we evaluate our proposed anomaly score and compare it to other reconstruction-based criteria including L1 and L2 reconstruction errors, the bottleneck feature score, as well as the encoded feature score. They are defined as follows. The $x$ is the input sample and $\hat{x} = G_\theta(E_\theta(x))$ is the reconstruction through our proposed method. The $z$ and $\hat{z}$ are bottleneck features extracted through $E_\theta$ from $x$ and $\hat{x}$, respectively. The $f(\cdot)$ denotes the last activations layer from $E_\theta$:

$$L_1(x, \hat{x}) = \|x - \hat{x}\|_1, \quad (12)$$
$$L_2(x, \hat{x}) = \|x - \hat{x}\|_2, \quad (13)$$
$$A_{\text{bottle}}(x, \hat{x}) = \|E_\theta(x) - E_\theta(\hat{x})\|_1, \quad (14)$$
$$A_{\text{enc}}(x, \hat{x}) = \|f(x) - f(\hat{x})\|_1. \quad (15)$$

As observed in Table 2, the encoded anomaly score $A_{\text{enc}}(x, \hat{x})$ is more suited for the RFOD method as it owns the highest AUROC of 85.66% and AUPRC of 87.72%. Therefore, $A_{\text{enc}}(x, \hat{x})$ is applied in our proposal and other computational experiments. However, for the optimized error rate, the bottleneck score $A_{\text{bottle}}(x, \hat{x})$ has lower error margins in terms of false classifications, which indicates that $A_{\text{bottle}}(x, \hat{x})$ has a better ability to balance the recognition of false positives and false negatives.

Finally, the proposal is compared against several commonly used methods for anomaly detections including OC-SVM, IF, AE and traditional GAN. OC-SVM is a classic kernel method learning a decision boundary around normal examples. The negative examples are absent during its training, which is considered as a semi-supervised learning approach as well. IF is also a classic machine learning technique but isolating anomalies instead of modeling the distribution of normal data. It proceeds by first building trees using randomly selected split values across randomly chosen features. Then, the anomaly score is defined to be the average path length from a particular sample to the root. They are both distance-based methods. We use default parameters provided by the scikit-learn package for
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**Fig. 6.** (a) ROC curves of $L_z$ and $L_{\text{perceptual}}$. The points on the curves are EER. $L_{\text{perceptual}}$ has a higher AUROC as well as a smaller EER (as shown in the brackets). (b) $L_{\text{pixel}}$ is added to them. It improves the AUROC of both loss terms. (c-d) PR curves of $L_z$ and $L_{\text{perceptual}}$. The combination of $L_{\text{perceptual}}$ and $L_{\text{pixel}}$ still owns a better performance on AUPRC. Both are expressed as percentages.

![PR curves of $L_z$ and $L_{\text{perceptual}}$. The combination of $L_{\text{perceptual}}$ and $L_{\text{pixel}}$ still owns a better performance on AUPRC. Both are expressed as percentages.](image3.png)
Table 2. Performance on different score methods.

| \(A(x, \hat{x})\) | AUROC | AUPRC | EER | Precision | Recall | F1 score |
|------------------|--------|--------|-----|-----------|--------|----------|
| \(L_1\)         | 83.07  | 84.83  | 0.27| 75.84     | 72.70  | 74.24    |
| \(L_2\)         | 82.61  | 85.14  | 0.26| 76.90     | 73.82  | 75.33    |
| \(A_{bottle}\)   | 84.92  | 87.36  | 0.23| 79.62     | 76.44  | 78.00    |
| \(A_{enc}\)      | 85.66  | 87.72  | 0.24| 79.23     | 76.04  | 77.60    |

Table 3. Performance on different approaches. We use default parameters provided by the scikit-learn package for OC-SVM and IF. AE and GAN adopt the same sub-network architecture as our proposal. All of them are trained for 100 epochs.

| Model         | AUROC | AUPRC | EER | Precision | Recall | F1 score |
|---------------|-------|-------|-----|-----------|--------|----------|
| OC-SVM        | 67.49 | 73.03 | 0.38| 72.98     | 62.06  | 67.08    |
| IF            | 65.58 | 68.74 | 0.41| 60.25     | 59.13  | 59.68    |
| AE            | 77.53 | 81.42 | 0.29| 73.85     | 71.33  | 72.57    |
| GAN           | 62.73 | 63.00 | 0.39| 65.21     | 60.58  | 62.81    |
| Our proposal  | 85.66 | 87.72 | 0.24| 79.26     | 76.04  | 77.62    |

OC-SVM and IF approaches in the computational experiments. The AE and traditional GAN are reconstruction-based classifiers adopting the same sub-network architecture as the proposed CAE architecture, i.e., the AE applies the same \(E_g\) and \(G_g\) to reconstruct images and the GAN utilizes the architecture of \(G_h\) and \(D_w\) to measure the quality of the data reconstruction. The comparison between AE, GAN, and RFOD performs an ablation study where different parts of the proposal is removed. Table 3 summarizes the performance of these methods. The proposed RFOD method outperforms the state-of-the-art anomaly detection methods on the railway image dataset in terms of 8.13% higher AUROC and 6.30% higher AUPRC. Besides, the comparison with GAN in Table 3 demonstrates that the latent features of \(z\) in \(E_g\) helps to reconstruct images compared to the random vector without \(E_g\). Similarly, the discriminator component \(D_w\) improves the distinguish between \(x\) and \(\hat{x}\) in our proposal when compared to AE. Furthermore, if we compare the AE and GAN models, the former owns higher AUROC and AUPRC as well as a smaller EER, which indicates that the authenticity of the \(\hat{x}\) can be improved by providing a more robust \(z\) and the role of discriminator can be replaced with the constraints between \(x\) and generated \(\hat{x}\).

V. CONCLUSION

We presented a semi-supervised CAE-based method for automating the RFOD, which was composed of an encoder module, a generator, and a discriminator. In the presented method, images were reconstructed by mapping the extracted bottleneck latent features reversely via a symmetric structure. The reconstructed image and the original image were then fed into the discriminator module to assess its authenticity. Via adversarial training between modules, the authenticity of reconstructions was improved to help with the recognition of abnormal images. In the test, the discrepancy between input image and reconstructed image was evaluated through anomaly scores. With the well-trained encoder module, abnormal images containing foreign objects tend to have higher anomaly scores than normal images. Finally, the localization and shape of foreign objects were provided through the dissimilarity between inputs and their reconstructions as well as subtracting the average reconstruction error obtained based on the training set.

In computational experiments, the detection performance of the CAE-based method in terms of different authenticity constraints as well as different test criteria were demonstrated. Moreover, we compared the developed RFOD model with distance- and reconstruction-based benchmarks. It outperformed the benchmarking methods with at least 8.13% higher AUROC and 6.30% higher AUPRC on the railway track dataset.

Our future work on railway inspections will take advantages of the deep learning based detection method from two aspects. First, the potential of the developed CAE-based model on finer inspection tasks, such as surface defect detection, needs to be further explored. Secondly, exploiting the use of temporal image data as well as the segmentation label will be considered to improve the accuracy and the reliability of automated railway inspections.
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