Abstract—Many attack paradigms against deep neural networks have been well studied, such as the backdoor attack in the training stage and the adversarial attack in the inference stage. In this article, we study a novel attack paradigm, the bit-flip based weight attack, which directly modifies weight bits of the attacked model in the deployment stage. To meet various attack scenarios, we propose a general formulation including terms to achieve effectiveness and stealthiness goals and a constraint on the number of bit-flips. Furthermore, benefiting from this extensible and flexible formulation, we present two cases with different malicious purposes, i.e., single sample attack (SSA) and triggered samples attack (TSA). SSA which aims at misclassifying a specific sample into a target class is a binary optimization with determining the state of the binary bits (0 or 1); TSA which is to misclassify the samples embedded with a specific trigger is a mixed integer programming (MIP) with flipped bits and a learnable trigger. Utilizing the latest technique in integer programming, we equivalently reformulate them as continuous optimization problems, whose approximate solutions can be effectively and efficiently obtained by the alternating direction method of multipliers (ADMM) method. Extensive experiments demonstrate the superiority of our methods.
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I. INTRODUCTION

Deep neural networks (DNNs) have achieved state-of-the-art performance in computer vision [1], natural language processing [2], robotic manipulation [3], etc. However, many works [4], [5] have revealed that DNNs are vulnerable to a range of attacks, which has attracted great attention, especially for security-critical applications (e.g., face recognition [6], [7], [8], medical diagnosis [9], [10], and autonomous driving [11], [12]). For example, backdoor attack [13], [14] manipulates the behavior of the DNN model by mainly poisoning some training data in the training stage; adversarial attack [15], [16] aims to fool the DNN model by adding malicious imperceptible perturbations onto the inputs in the inference stage.

Besides the above backdoor attack and adversarial attack, there is a novel attack paradigm, i.e., \textit{weight attack} [17], posing a new security threat to deployed DNNs. It assumes that the attacker can directly change the parameters of a deployed model to achieve some malicious purposes. Because the deployed DNN model is stored as binary bits in the memory, the attacker can flip the weight bits using some physical fault injection techniques, such as Row Hammer Attack [18], [19] and Laser Beam Attack [20], making the weight attack realistic. Since it neither modifies the training data nor controls the training process and performs in the deployment stage, it is difficult for both the service provider and the user to realize the existence of the attack. The comparison of backdoor attack, adversarial attack, and weight attack is presented in Table I.

In general, for the weight attack, the attacker’s goals include two aspects: \textit{effectiveness} and \textit{stealthiness}. The effectiveness requires that the attacked DNN can meet the attacker-specified malicious purpose (which will be detailed later), while the stealthiness encourages that the attacked DNN behaves normally on samples except the attacked one(s). Moreover, since physical bit flipping techniques can be time-consuming [19], [21] and more bit-flips are easier to be detected [22], an efficient and practical bit-flip based weight attack requires flipping less number of bits.

Some previous works [23], [24], [25] have explored the bit-flip based weight attack with different malicious purposes, such as misclassifying samples with a trigger to a target class [24] and misclassifying clean samples from a source class to a target class [25]. Their efforts partially focused on how to identify the critical bits in a large number of model parameters. These
methods mostly use some heuristic strategies. For example, the attack in [24] uses the gradient ranking to select the candidate flipped bits, which are important to misclassify samples with a trigger. However, there is a large margin between the performance of solutions obtained by these heuristic strategies and that of the optimal solutions, e.g., more than 600 bits needed in [24]. Besides, it is difficult to design a strategy that can be applied to various malicious purposes, and thus these works [23], [24], [25] for different purposes need to design strategies separately. Therefore, it is desirable to propose a versatile method, which can improve existing attacks and handle different malicious purposes.

In this work, to address the above problem, we propose a versatile weight attack based on a general formulation. We formulate effectiveness and stealthiness goals as two terms in the objective function, respectively. Specifically, the stealthiness loss encourages the correctness of classifying samples except the attacked one(s), and the effectiveness loss can be customized depending on the attacker’s malicious purpose, which will be illustrated in our two special cases below. In addition, to flip fewer bits, we leverage a cardinality constraint which requires that the number of bit-flips is less than a preset value. To adapt to different attack scenarios, our formulation contains two groups of optimized variables: weight bits in the memory as binary variables and learnable parameters of the sample modification. Moreover, we limit the bit-flips in the last fully-connected layer since it directly influences the output, which results in better performance as discussed in Section IV-E6.

We introduce two effectiveness goals to apply our general formulation to two attack scenarios, resulting in two special cases: single sample attack (SSA) and triggered samples attack (TSA). Specifically, SSA aims at misclassifying a specific sample to a predefined target class without any sample modification but relying on the bit flipping, and thus it is a binary optimization. TSA is to misclassify the samples embedded with a trigger [26], which is a mixed integer programming (MIP) due to the flipped bits and the learnable trigger. Their goals are demonstrated in Fig. 1.

However, how to optimize the binary variables with a cardinality constraint is a challenging problem. Fortunately, inspired by an advanced optimization method, the \(\ell_p\)-box ADMM [27], we can reformulate SSA and TSA as continuous optimization problems, whose approximate solutions can be efficiently and effectively obtained by the alternating direction method of multipliers (ADMM) [28], [29]. Consequently, the flipped bits can be determined through optimization rather than the heuristic strategy, making our attack more effective. We conduct experiments on the quantized DNN models following the settings in recent works [23], [24], and we also extend our method to attack full-precision networks. Extensive experiments demonstrate the superiority of the proposed method over several existing weight attacks.\(^1\) For example, in attacking an 8-bit quantized ResNet-18 on ImageNet, on average, SSA achieves a 100% attack success rate with 7.37 b-flips and 0.09% accuracy degradation of the rest unspecified inputs, and TSA achieves a 95.63% attack success rate with 3.4 b-flips and 0.05% accuracy degradation of the original samples. Moreover, we demonstrate that the proposed method is more resistant to existing defense methods.

This work builds upon the preliminary conference paper [30], which primarily focuses on attacking a specified sample without modifying the attacked sample. The new major contributions are summarized as follows.

1) We expand the attack in the conference paper to a general formulation, which can be flexibly applied to different attack scenarios. This general formulation consists of identifying the flipped bits and learning the modification on the samples.
2) We propose two special cases of our general formulation, where SSA is the attack in our conference paper and TSA is the new one. Unlike SSA, TSA aims at misclassifying all samples with the learned trigger.
3) Our method is extended to attack full-precision DNNs for the sake of being more versatile, while the conference version only considers the quantized DNNs.
4) Utilizing the proposed optimization method, we conduct extensive experiments to evaluate our attacks. In particular, the new attack, TSA, reduces the number of bit-flips greatly compared to previous methods.

**II. RELATED WORK**

We discuss related works about the weight attack here, and include ones about the adversarial attack and the backdoor attack in Appendix A, available online, which are also related to this work.

Weight attack [31], [32], [33], [34] modifies model parameters in the deployment stage. It received extensive attention, since the

\(^1\)Our code is available at: https://github.com/jiawangbai/Versatile-Weight-Attack.
robust model weight is the cornerstone of employing DNNs in many security-critical applications [35]. First, two schemes are proposed in [31] to modify model parameters for misclassification without and with considering stealthiness, which is dubbed single bias attack (SBA) and gradient descent attack (GDA) respectively. After that, Trojan attack [32] and model-reuse attack [36] were proposed, which inject malicious behavior to the DNN by retraining the model. These methods require to change lots of parameters. Recently, fault sneaking attack (FSA) [21] was proposed, which aims to misclassify certain samples into a target class by modifying the parameters with two constraints, including maintaining the classification accuracy of other samples and minimizing parameter modifications.

**Bit-Flip Based Attack:** Recently, some physical fault injection techniques [18], [19], [20] were proposed, which can be adopted to precisely flip any bit in the memory. Those techniques promote researchers to study how to modify model parameters at the bit-level. As a branch of weight attack, the bit-flip based attack was first explored in [23]. It proposed an untargeted attack that can convert the attacked DNN to a random output generator with several bit-flips. Besides, the targeted bit Trojan (TBT) [24] injects the fault into DNNs by flipping some critical bits. Specifically, the attacker flips the identified bits to force the network to classify all samples embedded with a trigger to a certain target class, while the network operates with normal inference accuracy with benign samples. Most recently, the targeted bit-flip attack (T-BFA) [25] achieves malicious purposes without modifying samples. It is worth noting that the above bit-flip based attacks leverage heuristic strategies to identify critical weight bits. How to find critical bits for the bit-flip based attack method is still an important open question.

To mitigate the affect of the weight attack, many works have investigated the defense mechanisms. Previous studies [25], [37] observed that increasing the network capacity can improve the robustness against the bit-flip based attack. Moreover, the training strategies in [37], [38], [39] can improve the robustness of the model parameters. There exist other works considering defense in the inference stage, such as weight reconstruction-based defense [40], detection-based defense [41], [42], and Error Correction Codes (ECC)-based defense [43], [44]. For a more comprehensive comparison, we also evaluate the resistance of attack methods to defense strategies in [25], [37].

### III. METHODOLOGY

#### A. Preliminaries

**Storage and Calculation of Quantized DNNs:** Currently, it is a widely-used technique to quantize DNNs before deploying on devices for efficiency and reducing storage size. For each weight in the layer of a $Q$-bit quantized DNN, it will be represented and then stored as the signed integer in two’s complement representation ($v = [v_Q; v_{Q-1}; \ldots; v_1] \in \{0, 1\}^Q$) in the memory. The attacker can modify the weights of DNNs by flipping the stored binary bits. In this work, we adopt the layer-wise uniform weight quantization scheme similar to Tensor-RT [45]. Accordingly, each binary vector $v$ can be converted to a real number by a function $h(\cdot)$

$$h(v) = \left(-2^{Q-1} \cdot v_Q + \sum_{i=1}^{Q-1} 2^{i-1} \cdot v_i\right) \cdot \Delta^l,$$

(1)

where $l$ indicates which layer the weight is from, $\Delta^l > 0$ is a known and stored constant which represents the step size of the $l$th layer weight quantizer.

**Notations:** We denote a $Q$-bit quantized DNN-based classification model as $f : \mathcal{X} \rightarrow \mathcal{Y}$, where $\mathcal{X} \in \mathbb{R}^d$ being the input space and $\mathcal{Y} \in \{1, 2, \ldots, K\}$ being the $K$-class output space. Assuming that the last layer of this DNN model is a fully-connected layer with $\mathbf{B} \in \{0, 1\}^{K \times C \times Q}$ being the quantized weights, where $C$ is the dimension of last layer’s input. Let $\mathbf{B}_{i,j} \in \{0, 1\}^Q$ be the two’s complement representation of a single weight and $\mathbf{B}_i \in \{0, 1\}^{C \times Q}$ denotes all the binary weights connected to the $i$th output neuron. Given a test sample $x_i$ with the ground-truth label $y_i$, $f(x_i; \Theta, \mathbf{B}) \in [0, 1]^K$ is the output probability vector and $g(x_i; \Theta) \in \mathbb{R}^C$ is the input of the last layer, where $\Theta$ denotes the model parameters except the last layer.

**Attacker’s Capacities:** In this article, we focus on the white-box bit-flip based weight attack, which was first introduced in [23]. Specifically, we assume that the attacker has full knowledge of the edge of the model (including its architecture, parameters, and parameters’ location in the memory), and can precisely flip any bit in the memory. Besides, we assume that attackers can have access to a small portion of benign samples, but they cannot tamper with the training process and the training data.

**Attack Scenarios:** We consider two specific scenarios in Sections III-C and III-D. The scenario in Section III-C requires that the attacked model can misclassify a specific sample to a predefined target class without any sample modification and the prediction accuracy of other samples will not be significantly reduced. This scenario is realistic for the attacker who wants to manipulate the behavior of the DNNs on specific inputs, which was also considered in [21], [25], [31]. In Section III-D, we consider the attack scenario in [24] where the attacked model can classify the samples embedded with a designed trigger (e.g., a square patch) [26], [46] to a target class, and performs accurate classification on most inputs when the trigger is removed. Misclassifying any samples with the trigger may be suitable for the attacker who requires various malicious inputs. For example, in the context of autonomous driving, the attacker wishes that autonomous cars recognize all road signs with the trigger as the stop sign.

Note that in both scenarios, following [21], [24], [25], [31], we consider the stealthiness which requires that the attacked model should classify samples except the attacked one(s) correctly. Besides, the stealthiness is discussed from another perspective in Section IV-E4, i.e., unchanging the predictions of the original model.

#### B. General Formulation

In this section, we give the general formulation of the proposed weight attack, which will be specified as two cases to
handle the scenarios in Sections III-C and III-D. As mentioned in Section III-A, we assume that the attacker can get access to two sample sets to perform attack: \( D_1 = \{ (x_i, y_i) \}_{i=1}^{N_1} \) contributes to achieve the attack effectiveness and \( D_2 = \{ (x_i, y_i) \}_{i=1}^{N_2} \) helps to keep the attack stealthiness. Let the vectorized binary parameters \( \hat{b} \in \{0, 1\}^V \) being a part of the attacked model (e.g., the parameters of the last layer \( B \)) which the attacker intends to modify, and \( \hat{b} \in \{0, 1\}^V \) corresponds to the modified version of \( b \). The dimension \( V \) will be specified later. When performing attack, we only modify \( b \) and the remaining parameters of the attacked model are fixed. Note that we will omit the fixed parameters of the attacked model for clarity in the below formulas. Let \( \phi \) with the learnable parameter \( q \) represent the modification operator on \( D_1 \), which is supposed to be differentiable w.r.t. \( q \). The overall objective function is below

\[
\min_{b, q} \lambda_1 L_1(\phi(D_1; q), t; \hat{b}) + \lambda_2 L_2(D_2; \hat{b}),
\]

s.t. \( \hat{b} \in \{0, 1\}^V \), \( d_H(\hat{b}, b) \leq k \),

where \( d_H(\cdot, \cdot) \) denotes the Hamming distance, and \( \lambda_1, \lambda_2 > 0 \) are the trade-off parameters. The loss \( L_1 \) is used to ensure the attack effectiveness, which can be customized according to the attacker’s purpose. By minimizing \( L_1 \), the attacked model can misclassify the attacked sample(s) (e.g., a specified sample or samples with a trigger) into a target class \( t \), as shown in Fig. 1. We will detail the loss \( L_1 \) later of two special cases, respectively.

The attack may be easily detectable only using \( L_1 \), since the attacked model behaves abnormally even on samples except the attacked one(s). Therefore, we utilize the loss \( L_2 \) to ensure the attack stealthiness, as follows,

\[
L_2(D_2; \hat{b}) = \sum_{(x_i, y_i) \in D_2} \ell(f(x_i; \hat{b}), y_i),
\]

where \( f_j(x_i; \hat{b}) \) indicates the posterior probability of \( x_i \) w.r.t. class \( j \), \( \ell(\cdot, \cdot) \) is specified by the cross entropy loss.

The cardinality constraint \( d_H(\hat{b}, b) \leq k \) to reduce the number of bit-flips, where \( k > 0 \) is a hyper-parameter. We limit the number of bit-flips for two reasons. One is that physical bit flipping techniques can be time-consuming as discussed in [19], [21]. For instance, on a machine, Sandy Bridge i3-2120, using the row hammer attack in [47] can flip 4 or 5 bits per hour. Besides, to locate bits, some techniques try to test every position to find a desired one [22], [48], which takes a long time. Another reason is that bit flipping leads to abnormal behaviors in the attacked system. Some techniques generate conspicuous memory footprints [19], [49] or suspicious cache activity of processes [47], [48]. As a result, they may be detected by some physical detection-based defenses, and more bit-flips improve the probability of being detected [19], [50].

C. Special Case I: Single Sample Attack

In this section, based on the above general formulation, we introduce our first type of attack: single sample attack (SSA).

**Loss for Ensuring Effectiveness:** Recall that SSA aims at forcing a specific image to be classified as the target class by modifying the model parameters at the bit-level. To this end, the most straightforward way is maximizing the logit of the target class while minimizing that of the source class. For a sample \( x \) with the ground-truth label \( s \), the logit of a class can be directly determined by the input of the last layer \( g(x; \Theta) \) and weights connected to the node of that class. Accordingly, we can modify weights only connected to the source and target class to fulfill our purpose. Moreover, for SSA, we specify the set \( D_1 \) as \( \{ (x, s) \} \) and use \( x \) and \( s \) straightly in the below formulations for clarity. We have no modification on the attacked sample, i.e., \( \phi \) in (2) is specified as \( \phi(\{ (x, s) \}, q) = \{ (x, s) \} \) and will be omitted below. The loss for ensuring effectiveness is as follows:

\[
L_1^{SSA}(x, s, t; \hat{B}_s, \hat{B}_t) = \max \left( \tau - p(x; \Theta, \hat{B}_s) + \delta, 0 \right) + \max \left( p(x; \Theta, \hat{B}_s) - \tau + \delta, 0 \right),
\]

where \( p(x; \Theta, \hat{B}_s) = \{h(\hat{B}_{1s}); h(\hat{B}_{2s}); \ldots; h(\hat{B}_{Ks})\}^\top g(x; \Theta) \) indicates the logit of class \( i \) \((i = s \text{ or } i = t)\), \( h(\cdot) \) is the function defined in (1), \( \tau = \max_{i \in \{0, \ldots, K\} \setminus \{s\}} p(x; \Theta, \hat{B}_i) \), and \( \delta \in \mathbb{R} \) indicates a slack variable, which will be specified in later experiments. The first term of \( L_1^{SSA} \) aims at increasing the logit of the target class, while the second term is to decrease the logit of the source class. The loss \( L_1^{SSA} \) is 0 only when the output on the target class is more than \( \tau + \delta \) and the output on the source class is less than \( \tau - \delta \). That is, the prediction on \( x \) of the target model is the target class \( t \).

**Loss for Ensuring Stealthiness:** \( L_2 \) defined by (3) can be rewritten for SSA using \( \hat{B}_s \) and \( \hat{B}_t \), as follows:

\[
L_2(D_2; \hat{B}_s, \hat{B}_t) = \sum_{(x_i, y_i) \in D_2} \ell(f(x_i; \hat{B}_s, \hat{B}_t), y_i).
\]

**Overall Objective for SSA:** In summary, the final objective function for SSA is as follows:

\[
\min_{\hat{B}_s, \hat{B}_t} \lambda_1 L_1^{SSA}(x, s, t; \hat{B}_s, \hat{B}_t) + \lambda_2 L_2(D_2; \hat{B}_s, \hat{B}_t),
\]

s.t. \( \hat{b} \in \{0, 1\}^{C \times Q} \), \( \hat{B}_s \in \{0, 1\}^{C \times Q} \), \( d_H(\hat{B}_s, \hat{B}_t) + d_H(B_t, \hat{B}_t) \leq k \).

The above objective function is one of the special forms of (2), where \( \phi \) is the identity function. \( \hat{B}_s, \hat{B}_t \in \{0, 1\}^{C \times Q} \) are two variables we want to optimize, corresponding to the weights of the fully-connected layer w.r.t. class \( s \) and \( t \), respectively, in the attacked DNN model. \( B_t \in \{0, 1\}^{K \times C \times Q} \) denotes the weights of the fully-connected layer of the original DNN model. Therefore, \( b \) in Section III-B corresponds to the reshaped and concatenated \( B_s \) and \( B_t \) and \( b \) could be the reshaped and concatenated \( B_s \) and \( B_t \), respectively. The size of \( b \) and \( \hat{b} \) is \( 2CQ \) (i.e., \( V = 2CQ \)).

D. Special Case II: Triggered Samples Attack

We present an attack which misclassifies the inputs with a learned trigger, namely, triggered samples attack (TSA).

**Loss for Ensuring Effectiveness:** For TSA, we can suppose that two sample sets \( D_1 \) and \( D_2 \) share the same data, i.e., \( D_1 = D_2 \) and \( N_1 = N_2 \). For simplicity, we use \( D = \)
\{(x_i, y_i)\}_{i=1}^{N} \text{ to denote these two sample sets in this section. To achieve the effectiveness goal, we present how to embed the inputs with a trigger first. Suppose that the trigger is a patch and its area is given by an attacker-specified mask } m \in [0, 1]^d.\text{ We define the function } \phi \text{ to generate the triggered samples, as follows.}

\[ \phi(D, q) = \{(1 - m) \odot x_i + m \odot q, y_i) \mid (x_i, y_i) \in D \}, \]

where \( \odot \) indicates the element-wise product and \( q \in \mathbb{R}^d \) is the trigger. Because the modification on the sample is differentiable w.r.t. \( q \), the trigger can be optimized using the gradient method to achieve a more powerful attack. Note that TSA aims at misclassifying the samples with the trigger from all classes, which is different from SSA. Therefore, we optimize the parameters of the last layer \( B \) and \( \bar{B} \) is the modified \( B \). We define the following objective to achieve the targeted misclassification of the triggered samples.

\[
\begin{align*}
L^TSA(\phi(D; q), t; \bar{B}) &= \sum_{(x_i, y_i) \in D} \ell(f((1 - m) \odot x_i + m \odot q; \bar{B}), t),
\end{align*}
\]

where \( \ell(\cdot) \) is the cross entropy loss. We can update the trigger \( q \) and \( \bar{B} \) alternatively to find the trigger and the bit-flips to minimize the above loss.

**Loss for Ensuring Stealthiness:** Since we modify \( B \) for TSA, \( L_2 \) defined by (3) can be rewritten as below.

\[
\begin{align*}
L_2(D; \bar{B}) &= \sum_{(x_i, y_i) \in D} \ell(f(x_i; \bar{B}), y_i).
\end{align*}
\]

**Overall Objective for TSA:** We summarize the objective function of TSA as below.

\[
\begin{align*}
\min_{B, q} \lambda_1 L^TSA(\phi(D; q), t; \bar{B}) + \lambda_2 L_2(D; \bar{B}) \\
\text{s.t. } \bar{B} \in \{0, 1\}^{K \times C \times Q}, \quad d_H(\bar{B}, \bar{B}) \leq k.
\end{align*}
\]

Note that we specify \( q \) as the learnable trigger pattern and the modification operator \( \phi \) as embedding this trigger (see (7)). Since the weights of the fully-connected layer \( \bar{B} \in \{0, 1\}^{K \times C \times Q} \) is the variable we want to optimize, \( \bar{B} \) in Section III-B corresponds to the reshaped \( \bar{B} \) and \( \bar{b} \) could be the reshaped \( B \). The size of \( b \) and \( \bar{B} \) is \( KCQ \) (i.e., \( V = KCQ \)).

**E. An Effective Optimization Method**

We present the optimization method for the challenging Problems (6) and (10), inspired by the generic solver for integer programming, \( \ell_p \)-Box ADMM [27]. For the sake of simplicity, we introduce our method using the general formulation (2) with learnable \( \bar{b} \) and \( q \).

The \( \ell_p \)-Box shows its superior performance in many tasks, e.g., model pruning [51], clustering [52], MAP inference [53], adversarial attack [54], etc. It replaces the binary constraint equivalently by the intersection of two continuous constraints, as follows

\[
\bar{b} \in [0, 1]^V \iff \bar{b} \in (S_b \cap \bar{S}_b),
\]

where \( \bar{S}_b = [0, 1]^V \) indicates the box constraint, and \( \bar{S}_p = \{\bar{b} : \|\bar{b} - \frac{1}{2}\|^2 = \frac{1}{4}\} \) denotes the \( \ell_2 \)-sphere constraint. Utilizing (11), problems with binary variables can be equivalently reformulated. Besides, for binary vector \( b \) and \( \bar{b} \), there exists a nice relationship between Hamming distance and euclidean distance: \( d_H(\bar{b}, \bar{b}) = \|\bar{b} - \bar{b}\|_2^2 \). The reformulated objective is as follows:

\[
\begin{align*}
\min_{\bar{b}, q, u_1 \in S_b, u_2 \in S_p, u_3 \in R^+} \lambda_1 L_1(\phi(D_1; q); \bar{b}) + \lambda_2 L_2(D_2; \bar{b}), \\
\text{s.t. } \bar{b} = u_1, \quad \bar{b} = u_2, \quad \|\bar{b} - \bar{b}\|_2^2 - k + u_3 = 0,
\end{align*}
\]

where two extra variables \( u_1, u_2 \in \mathbb{R}^+ \) are introduced to split the constraints w.r.t. \( \bar{b} \). Besides, the non-negative slack variable \( u_3 \in \mathbb{R}^+ \) is used to transform \( \|\bar{b} - \bar{b}\|_2^2 - k \leq 0 \) in (2) into \( \|\bar{b} - \bar{b}\|_2^2 - k + u_3 = 0 \). An approximate solution of the above constrained optimization problem can be efficiently obtained by the alternating direction method of multipliers (ADMM) [55].

Following the standard procedure of ADMM, we first present the augmented Lagrangian function of the above problem, as follows:

\[
\begin{align*}
L(\bar{b}, q, u_1, u_2, u_3, z_1, z_2, z_3) &= \lambda_1 L_1(\phi(D_1; q); \bar{b}) + \lambda_2 L_2(D_2; \bar{b}) \\
&+ z_1^T (\bar{b} - u_1) + z_2^T (\bar{b} - u_2) + z_3 (\|\bar{b} - \bar{b}\|_2^2 - k + u_3) \\
&+ c_1 (u_1) + c_2 (u_2) + c_3 (u_3) \\
&+ \rho_1 \|\bar{b} - u_1\|_2^2 + \rho_2 \|\bar{b} - u_2\|_2^2 \\
&+ \rho_3 \|\bar{b} - \bar{b}\|_2^2 - k + u_3)^2,
\end{align*}
\]

where \( z_1, z_2 \in \mathbb{R}^V \) and \( z_3 \in \mathbb{R} \) are dual variables, and \( \rho_1, \rho_2, \rho_3 > 0 \) are penalty factors, which will be specified later. \( c_1 (u_1) = 1_{\{u_1 \in S_b\}}, c_2 (u_2) = 1_{\{u_2 \in S_p\}}, \) and \( c_3 (u_3) = 1_{\{u_3 \in \mathbb{R}^+\}} \) capture the constraints \( S_b, S_p, \) and \( \mathbb{R}^+ \), respectively. The indicator function \( 1_{\{a\}} = 0 \) if \( a \) is true; otherwise, \( 1_{\{a\}} = +\infty \). Based on the augmented Lagrangian function, the primary and dual variables are updated iteratively, with \( r \) indicating the iteration index.

Given \((\bar{b}, q^r, z_1^r, z_2^r, z_3^r))\), Update \((u_1^{r+1}, u_2^{r+1}, u_3^{r+1})\):

\[
\begin{align*}
\begin{cases}
\hat{u}_1^{r+1} = \arg \min_{u_1 \in S_b} \left\{ z_1^T (\bar{b} - u_1) + \frac{\rho_1}{2} \|\bar{b} - u_1\|_2^2 \right\}, \\
\hat{u}_2^{r+1} = \arg \min_{u_2 \in S_p} \left\{ z_2^T (\bar{b} - u_2) + \frac{\rho_2}{2} \|\bar{b} - u_2\|_2^2 \right\}, \\
\hat{u}_3^{r+1} = \arg \min_{u_3 \in \mathbb{R}^+} \left\{ z_3^T (\|\bar{b} - \bar{b}\|^2_2 - k + u_3) + \frac{\rho_3}{2} \|\bar{b} - \bar{b}\|^2_2 - k + u_3 \right\}.
\end{cases}
\end{align*}
\]
\( \hat{a} = a - \frac{1}{2} \) indicates the projection onto the \( \ell_2 \)-sphere constraint \( S_p \). \( \mathcal{P}_{\mathbb{R}^+}(a) = \max(0, a) \) with \( a \in \mathbb{R} \) indicates the projection onto \( \mathbb{R}^+ \).

Given \( (u_1^{r+1}, u_2^{r+1}, u_3^{r+1}, z_1^r, z_2^r, z_3^r) \), update \( b^{r+1} \) and \( q^r \): Although there is no closed-form solution to \( b^{r+1} \), it can be easily updated by the gradient descent method, as \( L_1(\phi(D_1; q), t; b) \) and \( L_2(D_2; b) \) are differentiable w.r.t. \( b \), as follows

\[
\begin{align*}
\frac{\partial L(b, q, u_1^{r+1}, u_2^{r+1}, u_3^{r+1}, z_1^r, z_2^r, z_3^r)}{\partial b} & \bigg|_{b=b^r} \\
\Rightarrow b^{r+1} & \leftarrow b^r - \eta \cdot \frac{\partial L(b, q, u_1^{r+1}, u_2^{r+1}, u_3^{r+1}, z_1^r, z_2^r, z_3^r)}{\partial b},
\end{align*}
\]

where \( \eta > 0 \) denotes the step size. Note that we can run multiple steps of gradient descent in the above update. Both the number of steps and \( \eta \) will be specified in later experiments. Besides, the detailed derivation of \( \frac{\partial L}{\partial b} \) for SSA and TSA can be found in Appendix B, available online.

As mentioned in Section III-B, we suppose that \( \phi \) is differentiable w.r.t. \( q \) and thus \( L_1(\phi(D_1; q), t; b) \) is differentiable w.r.t. \( q \). We can update \( q \) using the gradient descent method as follows

\[
q^{r+1} \leftarrow q^r - \zeta \cdot \frac{\partial L(b^r, q^r, u_1^{r+1}, u_2^{r+1}, u_3^{r+1}, z_1^r, z_2^r, z_3^r)}{\partial q},
\]

where \( \zeta > 0 \) denotes the step size. The update of \( q \) is kept pace with \( b \), i.e., we update \( q \) for one step for each update of \( b \). Note that the update of \( q \) is kept pace with \( b \), using the same backward pass.

Given \( (b^{r+1}, q^{r+1}, u_1^{r+1}, u_2^{r+1}, u_3^{r+1}) \), Update \( (z_1^{r+1}, z_2^{r+1}, z_3^{r+1}) \). The dual variables are updated by the gradient ascent method, as follows

\[
\begin{align*}
z_1^{r+1} &= z_1^r + \rho_1(b^{r+1} - u_1^{r+1}), \\
z_2^{r+1} &= z_2^r + \rho_2(b^{r+1} - u_2^{r+1}), \\
z_3^{r+1} &= z_3^r + \rho_3(||b^{r+1} - u_3^{r+1}||_2 - k + u_5^{r+1}).
\end{align*}
\]

Remarks: 1) Note that since the dual variables \( (u_1^{r+1}, u_2^{r+1}, u_3^{r+1}) \) are updated in parallel, and the primal variables \( (b, q) \) are also updated in parallel, the above algorithm is a two-block ADMM algorithm. We summarize this algorithm in Appendix C, available online. 2) Except for the update of \( b^{r+1} \) and \( q^{r+1} \), other updates are very simple and efficient. The computational cost of the whole algorithm will be analyzed in Section IV-E2. 3) Due to the inexact solutions to \( b^{r+1} \) and \( q^{r+1} \) using gradient descent, the ADMM algorithm gives an approximate solution to Problem (12) and its theoretical convergence cannot be guaranteed. However, as demonstrated in many previous works [55, 56, 57], the inexact two-block ADMM often shows good practical convergence, which is also the case in our later experiments. Besides, the numerical convergence analysis is presented in Section IV-E3. 4) The proper adjustment of \( (\rho_1, \rho_2, \rho_3) \) could accelerate the practical convergence, which will be specified later.

\[a \rightarrow \text{Extension to Full-Precision Networks}\]

To further improve the versatility of our method, we extend it to attack full-precision DNNs whose weights are in 32-bit floating point format. According to IEEE standard [58], for each weight stored as the binary format \( w = [w_{32}; w_{31}; \ldots; w_1] \), the sign bit \( (w_{32}) \) determines the sign of the number, the exponent part uses 8 bits \( (w_{31}; \ldots; w_{24}) \) to encode the exponent bias, and the fraction part uses 23 bits \( (w_{23}; \ldots; w_1) \) to encode the mantissa. Usually, each binary vector \( w \) can be converted to a real number by a function \( h_F(\cdot) \), as follow

\[h_F(w) = \left( -1 \right)^{w_{32}} \cdot 2^{w_{24} - 127} \cdot \left( 1 + \sum_{i=1}^{23} 2^{-i} \cdot w_{24-i} \right),
\]

where \( E = \sum_{i=24}^{31} 2^{i-24} \cdot w_i \) denotes the exponent bias. For attacking the full-precision networks, we replace \( h(\cdot) \) (defined in Section III-A) with \( h_F(\cdot) \) in our general formulation. The sign of the full-precision weight \( s_F \in \{ -1, 1 \} \) is calculated by \( s_F = \left( -1 \right)^{w_{32}} \). If \( w_{32} = 0 \), the weight is positive; otherwise, it is negative.

There are two challenges for extending the proposed optimization method to attack the full-precision networks. First, because \( \partial s_F / \partial w_{32} = \left( -1 \right)^{w_{32}} \ln(-1) \), it is infeasible to update the sign bit \( w_{32} \) with the gradient method using (18). We alternatively use \( s_F = 1 - 2 \cdot w_{32} \) to calculate the sign of the full-precision weight in our implementation. For the function \( s_F = 1 - 2 \cdot w_{32} \), if \( w_{32} = 0 \), \( s_F = 1 \); otherwise, it is \(-1\). Using this alternative function, we can calculate the derivation of \( \partial s_F / \partial w_{32} \) properly. Second, we find that directly optimizing all bits of weights in the full-precision networks is infeasible. This is because modifying the high-order bits in the exponent part of floating point numbers can increase the weights to extremely large values, thus resulting in exploded outputs and unexpected gradients. To address this problem, we propose to set gradients of some bits as zeros when we update the binary parameters \( b \) of the attacked full-precision model. It is implemented by a gradient mask \( M \in \{ 0, 1 \}^V \), whose shape is the same as that of the optimized parameters \( b \):

\[
\frac{\partial L(b, q^r, u_1^{r+1}, u_2^{r+1}, u_3^{r+1}, z_1^r, z_2^r, z_3^r)}{\partial b} \bigg|_{b=b^r} = \nu \cdot M
\]

where \( M \) is created depending on the number of masked high-order bits in the exponent part. Here, we take TSA as an example to introduce how to pre-define the mask \( M \). For TSA, \( b \) corresponds to the reshaped weights of the fully-connected layer \( b^r \in \{ 0, 1 \}^{K \times C \times Q} \), where \( b_{\text{rel,i}}(i \in \{ 31, 30, \ldots, 24 \}) \) encode the exponent bias. We use \( M^b \in \{ 0, 1 \}^{K \times C \times Q} \) to denote the binary mask before reshaping. If we mask \( N_M \in \{ 1, \ldots, 8 \} \) high-order bits in the exponent part, \( M^b_{\text{rel,i}}(i \in \{ 31, 30, \ldots, 32-N_M \}) \) are set as 0 and other elements are 1. Finally, we obtain \( M \in \{ 0, 1 \}^V \) by reshaping \( M^b \). Also, it is easy to be applied to SSA by changing the optimized parameters.

**IV. Experiments**

\[a \rightarrow \text{A. Evaluation Setup}\]

1) **Datasets and Target Models**: We conduct experiments on CIFAR-10 [59] and ImageNet [60]. For SSA and the baseline
TABLE II
RESULTS OF FIVE ATTACK METHODS ACROSS DIFFERENT BIT-WIDTHS AND ARCHITECTURES ON CIFAR-10 AND IMAGENET (BOLD: THE BEST; UNDERLINE: THE SECOND BEST)

| Dataset   | Method | Target Model | PA-ACC (%) | ASR (%) | N_{flip} | Target Model | PA-ACC (%) | ASR (%) | N_{flip} |
|-----------|--------|--------------|------------|---------|----------|--------------|------------|---------|----------|
| CIFAR-10  | Pt     | ResNet 8-bit | 85.0 ± 1.20 | 100.0   | 150.5 ± 1.84 | VGG 8-bit | 84.3 ± 2.10 | 97.9   | 11297.7 ± 830.34 |
|           | T-BFA  | ResNet 8-bit | 87.5 ± 2.22 | 98.7   | 8.91 ± 1.20   |             | 89.8 ± 3.92 | 98.7   | 24.53 ± 1.26   |
|           | PSA    | ResNet 8-bit | 86.3 ± 2.28 | 98.9   | 165.51 ± 3.93 |             | 86.8 ± 2.38 | 98.6   | 253.92 ± 1.02   |
|           | GDA    | ACC: 92.16% | 87.6 ± 3.50 | 99.8   | 28.83 ± 12.50 |             | 85.2 ± 2.26 | 100.0  | 21.54 ± 4.79    |
|           | SSA    | ACC: 92.16% | 88.2 ± 2.46 | 100.0  | 6.87 ± 2.58   |             | 86.2 ± 2.32 | 100.0  | 7.40 ± 2.72    |
| ImageNet  | Pt     | ResNet 4-bit | 84.7 ± 2.74 | 100.0  | 392.4 ± 6.74  | VGG 4-bit | 85.3 ± 2.39 | 94.7   | 2279.52 ± 125.46 |
|           | T-BFA  | ResNet 4-bit | 86.6 ± 2.60 | 97.9   | 8.20 ± 2.26   |             | 88.7 ± 2.62 | 96.2   | 11.23 ± 2.26   |
|           | PSA    | ResNet 4-bit | 87.5 ± 2.34 | 99.4   | 78.33 ± 25.57 |             | 87.8 ± 2.50 | 97.5   | 7.03 ± 25.72   |
|           | GDA    | ACC: 91.90% | 86.2 ± 2.59 | 99.8   | 16.0 ± 2.74   |             | 85.2 ± 2.26 | 100.0  | 10.31 ± 2.37   |
|           | SSA    | ACC: 91.90% | 87.6 ± 2.60 | 100.0  | 6.35 ± 1.69   |             | 85.1 ± 2.33 | 100.0  | 6.56 ± 2.30    |
| CIFAR-10  | Pt     | ResNet 8-bit | 23.9 ± 0.35 | 100.0  | 2704.3 ± 113.34 | VGG 8-bit | 42.0 ± 2.36 | 100.0  | 72965.2 ± 12353.54 |
|           | T-BFA  | ResNet 8-bit | 68.7 ± 0.36 | 79.3   | 24.57 ± 20.03 |             | 73.0 ± 0.12 | 84.5   | 363.74 ± 135.28 |
|           | PSA    | ResNet 8-bit | 67.2 ± 0.15 | 99.7   | 441.31 ± 1.19 |             | 73.2 ± 0.07 | 100.0  | 1030.0 ± 290.30 |
|           | GDA    | ACC: 69.50% | 69.3 ± 0.21 | 100.0  | 18.54 ± 14.34 |             | 73.9 ± 0.02 | 100.0  | 157.05 ± 48.85  |
|           | SSA    | ACC: 69.50% | 69.1 ± 0.08 | 100.0  | 7.37 ± 2.18   |             | 73.5 ± 0.01 | 100.0  | 69.59 ± 34.42   |
| ImageNet  | Pt     | ResNet 4-bit | 12.9 ± 0.31 | 100.0  | 2898.2 ± 132.51 | VGG 4-bit | 71.6 ± 0.15 | 89.5   | 350.33 ± 146.97 |
|           | T-BFA  | ResNet 4-bit | 65.6 ± 0.42 | 80.4   | 24.59 ± 14.97 |             | 71.6 ± 0.09 | 100.0  | 441.32 ± 111.26 |
|           | PSA    | ResNet 4-bit | 66.4 ± 0.21 | 99.9   | 137.53 ± 16.66 |             | 71.3 ± 0.09 | 100.0  | 107.18 ± 29.79  |
|           | GDA    | ACC: 66.77% | 65.9 ± 0.12 | 100.0  | 11.42 ± 3.62  |             | 70.3 ± 0.06 | 100.0  | 95.72 ± 18.32   |
|           | SSA    | ACC: 66.77% | 66.8 ± 0.27 | 100.0  | 7.26 ± 2.39   |             | 70.7 ± 0.01 | 100.0  | 69.72 ± 18.32   |

The mean and standard deviation of PA-ACC and N_{flip} are calculated by attacking the 1,000 images. Our method is denoted as SSA. Note that FSA and GDA are adapted to attack the quantized network in this table.

We attack 1,000 images with a randomly selected target class for each image on both datasets. For TSA and the baseline methods, we select all 10 classes for CIFAR-10 and randomly select 5 classes for ImageNet as the target classes. Besides, for all methods except GDA which does not employ auxiliary samples, we provide 128 and 512 auxiliary samples on CIFAR-10 and ImageNet, respectively, which corresponds to the size of D2 (N2) for SSA and the size of D (N) for TSA. Following the settings in [24], [25], we adopt ResNet [1] and VGG [61] for evaluation. We use ResNet-20 and VGG-16 on CIFAR-10, and ResNet-18 and VGG-16 on ImageNet. In the experiments of quantized networks, we use 4-bit and 8-bit quantized models. We provide more details of datasets and target models in Appendix D, available online.

2) Implementation Details: The implementation details of our method can be found in Appendix D, available online. Specifically, details of SSA in Section 4.2 are in Appendix D.3, available online, details of TSA in Section 4.3 are in Appendix D.4, available online, details of SSA and TSA against full-precision networks are in Appendix D.5, available online, and details of SSA and TSA against MobileNet-V2 and EfficientNet are in Appendix D.6, available online. We also present the ablation studies on hyper-parameters of SSA and TSA in Appendix E, available online.

3) Evaluation Metrics: We adopt three metrics to evaluate the attack performance, i.e., the post attack accuracy (PA-ACC), the attack success rate (ASR), and the number of bit-flips (N_{flip}). PA-ACC denotes the post attack accuracy on the original validation set. ASR is defined as the ratio of attacked samples that are successfully attacked into the target class. To be specific, we calculate ASR using all 1,000 attacked samples for the methods in Section IV-B and all testing samples with the trigger for the methods in Section IV-C. Therefore, we can calculate an ASR after 1,000 attacks for the methods in Section IV-B and obtain an ASR after an attack for the methods in Section IV-C. N_{flip} is the number of bit-flips required for an attack, which is an important metric to reflect whether the attack is efficient and practical. A better attack performance corresponds to a higher PA-ACC and ASR, while a lower N_{flip}. Besides, we show the accuracy of the original model, denoted as ACC.

4) Defense Methods: Besides attacking the standard training models, we test all attacks against two defense methods: piecewise-clustering [37] and larger model capacity [25], [37]. Their details can be found in Appendix D.7, available online. We conduct experiments with the 8-bit quantized ResNet on CIFAR-10 and ImageNet. Besides the three metrics in Section IV-A3, we present the number of increased N_{flip} compared to the model without defense (i.e., results in Tables II and IV), denoted as ΔN_{flip}.

B. Results of SSA

1) Baseline Methods: We compare our SSA with GDA [31], FSA [21], and T-BFA [25]. Since GDA [31] and FSA [21] are originally designed for attacking the full-precision networks, we adapt these two methods to attack the quantized networks by applying quantization-aware training [62]. We adopt the L0-norm for FSA [31] and modification compression for GDA [21] to reduce the number of the modified parameters. Among three types of T-BFA [25], we compare to the most comparable one: the 1-to-1 stealthy attack scheme. The purpose of this attack scheme is to misclassify samples of a single source class into the target class while maintaining the prediction accuracy of other samples. Besides, we take the fine-tuning (FT) of the last fully-connected layer using the objective defined in (6) without considering the constraints as a basic attack and present its results.

2) Main Results: Results on CIFAR-10: The results of all methods on CIFAR-10 are shown in Table II. Our method achieves a 100% ASR with the fewest N_{flip} for all the bit-widths and architectures. FT modifies the maximum number of bits among all methods since there is no limitation of parameter modifications. Due to the absence of large-scale training data, the PA-ACC of FT is also poor. These results indicate that
TABLE III
RESULTS OF ALL ATTACK METHODS AGAINST THE MODELS WITH DEFENSE ON CIFAR-10 AND ImageNet (Bold: The Best; Underline: The Second Best)

| Defense       | Dataset | Method  | ACC (%) | PA-ACC (%) | ASR (%) | N_{flip} | ΔN_{flip} |
|---------------|---------|---------|---------|------------|---------|----------|-----------|
|               |         | T-BFA   | 91.01   | 88.56 ± 2.24 | 99.5     | 1995±249 | 993 ± 389 |
|               |         | T-RE    | 85.38 ± 2.19 | 83.5 ± 2.42 | 99.6     | 234 ± 25.9 | 234 ± 25.9 |
|               |         | FSA     | 85.82 ± 2.51 | 86.5 ± 2.42 | 99.9     | 248 ± 12.53 | 60 ± 60 |
|               |         | GDA     | 84.72 ± 2.77 | 84.7 ± 2.19 | 100.0    | 29.7 ± 14.29 | 25.93 |
|               |         | SSA     | 87.92 ± 2.74 | 88.7 ± 2.74 | 100.0    | 18.9 ± 7.31 | 13.36 |
|               |         | TSA     | 84.73 ± 2.37 | 84.73 ± 2.37 | 99.9     | 78.9 ± 78.9 | 78.9 ± 78.9 |
|               |         | T-BFA   | 82.82 ± 2.87 | 82.81 ± 2.87 | 90.1     | 273 ± 19.29 | 248 ± 99 |
|               |         | FSA     | 83.81 ± 2.87 | 83.81 ± 2.87 | 99.5     | 729 ± 91.83 | 288 ± 73 |
|               |         | GDA     | 86.81 ± 2.87 | 86.81 ± 2.87 | 100.0    | 107 ± 31.35 | 99.99 |
|               |         | SSA     | 87.82 ± 2.87 | 87.82 ± 2.87 | 100.0    | 51.1 ± 43.57 | 43.74 |
|               |         | T-BFA   | 100.00    | 100.00     | 100.0    | 0.0      | 0.0 |
|               |         | T-RE    | 90.75 ± 2.37 | 90.75 ± 2.37 | 98.5     | 271 ± 21.83 | 85.76 |
|               |         | FSA     | 90.75 ± 2.37 | 90.75 ± 2.37 | 98.5     | 271 ± 21.83 | 85.76 |
|               |         | GDA     | 90.75 ± 2.37 | 90.75 ± 2.37 | 98.5     | 271 ± 21.83 | 85.76 |
|               |         | SSA     | 90.75 ± 2.37 | 90.75 ± 2.37 | 98.5     | 271 ± 21.83 | 85.76 |
|               |         | TS     | 94.29    | 94.29     | 99.9     | 79.9 ± 79.9 | 79.9 ± 79.9 |
|               |         | T-BFA   | 85.8 ± 2.87 | 85.8 ± 2.87 | 99.7     | 171 ± 14.44 | 6.02 |
|               |         | FSA     | 90.8 ± 2.37 | 90.8 ± 2.37 | 99.7     | 360 ± 21.83 | 22.13 |
|               |         | T-RE    | 90.8 ± 2.37 | 90.8 ± 2.37 | 99.7     | 360 ± 21.83 | 22.13 |
|               |         | SSA     | 90.8 ± 2.37 | 90.8 ± 2.37 | 99.7     | 360 ± 21.83 | 22.13 |
|               |         | T-BFA   | 71.30 ± 2.87 | 71.30 ± 2.87 | 88.9     | 60.4 ± 6.25 | 53.8 |
|               |         | FSA     | 71.30 ± 2.87 | 71.30 ± 2.87 | 88.9     | 60.4 ± 6.25 | 53.8 |
|               |         | T-RE    | 71.30 ± 2.87 | 71.30 ± 2.87 | 88.9     | 60.4 ± 6.25 | 53.8 |
|               |         | SSA     | 71.30 ± 2.87 | 71.30 ± 2.87 | 88.9     | 60.4 ± 6.25 | 53.8 |

The mean and standard deviation of PA-ACC and N_{flip} are calculated by attacking the 1,000 images. Our method is denoted as SSA. ΔN_{flip} denotes the increased N_{flip} compared to the corresponding result in Table II. Note that FSA and GDA are adapted to attack the quantized network in this table.

Results on CIFAR-10: The results on CIFAR-10 are shown in Table III. It shows the competitive performance of GDA compared to other methods. However, our method obtains the highest PA-ACC, the fewest bit-flips (less than 8), and a 100% ASR in attacking ResNet. For VGG, our method also achieves a 100% ASR with the fewest N_{flip} for both bit-widths. The N_{flip} results of our method are mainly attributed to the cardinality constraint on the number of bit-flips. Moreover, for our method, the average PA-ACC degradation over four cases on ImageNet is only 0.06%, which demonstrates the stealthiness of our attack. The results show that our method is more robust against the bit-flip based attack. However, our method still achieves 100% ASRs with the fewest N_{flip} and ΔN_{flip}. Moreover, when comparing the two defense methods, we find that piece-wise clustering performs better than the model with a larger capacity in terms of ΔN_{flip}. However, piece-wise clustering training also causes the accuracy decrease of the original model (e.g., from 92.16% to 91.01% on CIFAR-10).

Resistance to Larger Model Capacity: The results are presented in Table III. We observe that all methods require more bit-flips to attack the model with the 2 × 2 width. To some extent, it demonstrates that the wider network with the same architecture is more robust against the bit-flip based attack. However, our method still achieves 100% ASRs with the fewest N_{flip} and ΔN_{flip}. Moreover, when comparing the defense models, we find that piece-wise clustering performs better than the model with a larger capacity in terms of ΔN_{flip}. However, piece-wise clustering training also causes the accuracy decrease of the original model (e.g., from 92.16% to 91.01% on CIFAR-10).

Visualization of Decision Boundary: To further compare FSA and GDA with our method, we visualize the decision boundaries of the original and the attacked models in Fig. 2. We adopt a four-layer Multi-Layer Perceptron trained with the simulated 2-D Blob dataset from 4 classes. The original decision boundary indicates that the original model classifies all data points almost perfectly. The attacked sample is classified into Class 3 by all methods. Visually, GDA modifies the decision boundary drastically, especially for Class 0. However, our method modifies the decision boundary mainly around the attacked sample. Although FSA is comparable to ours visually, it flips 10 × bits than GDA and SSA. In the terms of the numerical results, SSA achieves the best PA-ACC and the fewest N_{flip}. This finding verifies that our method can achieve a successful attack even only by tweaking the original classifier.

C. Results of TSA

1) Baseline Methods: We compare TSA with TBT [24], which consists of trigger generation and weight bits identification. We also present the results of fine-tuning (FT) the last fully-connected layer and optimizing the trigger with the objective defined in (10), without considering the constraints. We keep the same trigger design for all methods, especially for Class 0. However, our method modifies the decision boundary mainly around the attacked sample. Although FSA is comparable to ours visually, it flips 10 × bits than GDA and SSA. In the terms of the numerical results, SSA achieves the best PA-ACC and the fewest N_{flip}. This finding verifies that our method can achieve a successful attack even only by tweaking the original classifier.

2) Main Results: Results on CIFAR-10: The results of TSA and the compared methods are shown in Table IV. It shows that FT achieves a higher ASR for VGG, but the accuracy on original...
TABLE IV
RESULTS OF THREE ATTACK METHODS ACROSS DIFFERENT BIT-WIDTHS AND ARCHITECTURES ON CIFAR-10 AND IMAGENET (BOLD: THE BEST)

| Dataset | Method | Target Model | PA-ACC (%) | ASR (%) | N_flip | Target Model | PA-ACC (%) | ASR (%) | N_flip |
|---------|--------|--------------|------------|---------|--------|--------------|------------|---------|--------|
| CIFAR-10 | FT     | ResNet 8-bit ACC: 92.16% | 84.23±0.47 | 84.25±0.10 | 55.4±9.75 | VGG 8-bit ACC: 93.20% | 97.95±0.19 | 97.92±0.13 | 2130.7±92.40 |
|         | TBT    | ResNet 8-bit ACC: 92.16% | 87.52±0.94 | 86.50±0.17 | 63.7±4.88 | VGG 8-bit ACC: 93.20% | 97.95±0.19 | 97.92±0.13 | 2130.7±92.40 |
| TBT    |       | ResNet 4-bit ACC: 91.90% | 88.09±0.14 | 96.06±1.25 | 4.5±1.09 | VGG 8-bit ACC: 93.20% | 97.95±0.19 | 97.92±0.13 | 2130.7±92.40 |
| ImageNet | FT    | ResNet 8-bit ACC: 69.50% | 69.24±0.05 | 75.38±4.90 | 96.5±13.02 | VGG 8-bit ACC: 69.24±0.05 | 75.38±4.90 | 96.5±13.02 | 2130.7±92.40 |
| TBT    |       | ResNet 8-bit ACC: 69.50% | 65.99±0.10 | 74.99±0.04 | 60.4±8.49 | VGG 8-bit ACC: 69.24±0.05 | 75.38±4.90 | 96.5±13.02 | 2130.7±92.40 |
| TSA    |       | ResNet 8-bit ACC: 69.50% | 65.49±0.10 | 95.63±1.23 | 3.4±1.82 | VGG 8-bit ACC: 69.24±0.05 | 75.38±4.90 | 96.5±13.02 | 2130.7±92.40 |

The mean and standard deviation of PA-ACC, ASR, and N_flip are calculated by attacking into 10 and 5 target classes on CIFAR-10 and ImageNet, respectively. Our method is denoted as TBA. SSA can achieve 100% ASRs with the least number of bit-flips and the competitive PA-ACC in all cases. All results verify the superiority of SSA compared with FT and TBT.

D. Results on Full-Precision Networks

Here, we conduct experiments on full-precision ResNet and VGG on CIFAR-10 and ImageNet. We compare FT, SSA, and GDA with our SSA in Table VI, and FT with our SSA in Table VII. Table VI shows that all methods can achieve high ASRs, indicating that full-precision models are also vulnerable to the weight attack. Similar to the observation from Table II, SSA can achieve 100% ASRs with the least number of bit-flips and the competitive PA-ACC in all cases. Table VII shows that for FT, the ASR is higher but the number of bit-flips is unacceptable. SSA requires a very small number of bit-flips to achieve high ASRs (>92%) and performs better in terms of PA-ACC. These results demonstrate that based on the techniques described in Section III-F, our method can achieve superior performance in attacking full-precision models. The mean and standard deviation of PA-ACC, ASR, and N_flip are calculated by attacking into 10 and 5 target classes on CIFAR-10 and ImageNet, respectively. Our method is denoted as TBA. SSA can achieve 100% ASRs with the least number of bit-flips and the competitive PA-ACC in all cases. All results verify the superiority of SSA compared with FT and TBT.

E. A Closer Look at the Proposed Method

1) Effect of the Target Class: The results of SSA and TBA with different target classes are shown in Appendix G, available online.
We analyze the complexity of SSA, indicating that the overall computational cost of SSA is $O(T_{outer} \cdot T_{inner} \cdot |C|)$, where $T_{outer}$ is the number of outer iterations and $T_{inner}$ is the number of gradient steps in updating $\hat{b}^{r+1}$, making the optimization process feasible within an acceptable time.

2) Complexity Analysis: We analyze the complexity of SSA and TSA in detail in Appendix H, available online. According to the analysis, the overall computational cost of SSA is $O(T_{outer} \cdot T_{inner} \cdot [2(N_2 + 1)CQ \cdot (C + 1)])$, with $T_{outer}$ being the iteration of the outer algorithm and $T_{inner}$ indicating the number of gradient steps in updating $\hat{b}^{r+1}$. As shown in Section IV-E3, SSA always converges very fast, thus $T_{outer}$ is not very large. Also, $T_{inner}$ is set to 5 in Section IV-B. Thus, SSA can be optimized efficiently. For TSA, the cost of updating $\hat{b}$ per iteration is $O(2KNCQ)$ in the gradient descent. The cost of the forward process and computing the gradients of $L$ w.r.t. $q$ is the same as that of the standard model training. Moreover, due to the very small auxiliary sample set, TSA could be optimized within an acceptable time.

3) Numerical Convergence Analysis: We present the numerical convergence of SSA on ImageNet in Fig. 3. Note that $||\hat{b} - u_1||_2$ and $||\hat{b} - u_2||_2$ characterize the degree of satisfaction of the box and $L_2$-sphere constraint, respectively. $\lambda_1L_1 + \lambda_2L_2$ means the attack performance to some extent, where a lower value corresponds to a better attack. We can observe that the optimization stops when meeting $||\hat{b} - u_1||_2 \leq 10^{-4}$ and $||\hat{b} - u_2||_2 \leq 10^{-4}$ and do not exceed the maximum number of iterations, indicating the fast convergence of our proposed method in practice. We also provide detailed analysis in Appendix I, available online.

4) A Further Discussion About the Stealthiness: We consider a new stealthiness loss and another definition of stealthiness in this section. Specifically, we utilize the below loss to encourage the predictions of the attacked model to be the same as those of the original model on samples except the attacked one(s)

$$L_2(D_2; \hat{b}) = \sum_{(x_i, y_i) \in D_2} \ell'(f(x_i; \hat{b}), f(x_i; b)),$$

where $\ell'(\cdot, \cdot)$ calculates the Kullback-Leibler (KL) divergence. Besides, we use a new metric, i.e., Inconsistency Rate (IR) to measure the difference between the predictions of the attacked model and those of the original model.

$$IR = 100\% \times \sum_{(x_i, y_i) \in D_T} \frac{1}{|D_T|}$$

(21)

where $I_{ij}$ is the indicator function and $|D_T|$ denotes the size of the test set. Note that a better attack stealthiness corresponds to a lower IR.

We show the results of two forms of $L_2$ ((3) and (20)) in Table VIII with the proposed metric IR. We can observe from the table that IRs are very low in all cases (<6% on CIFAR-10 and <0.6% on ImageNet), indicating the predictions of the original model and the attacked model are very similar. The low IR of using (3) is because these victim models are originally obtained by optimizing the cross entropy loss and have small loss values. On CIFAR-10, we can obtain lower IRs using (20). However, the ASR of the methods with the loss defined by (21) is lower, especially for TSA. The reason may be that encouraging the predictions of the original model and the attacked model to be the same implies a stronger restriction for the algorithm to identify the critical bits for attacking, compared with using (3).

![Table VI: Results of Four Attack Methods Across Different Full-Precision Networks on CIFAR-10 and ImageNet (Bold: The Best; Underline: The Second Best)](image)

| Dataset | Method | Target Model | PA-ACC (%) | ASR (%) | $N_{ep}$ |
|---------|--------|--------------|------------|--------|---------|
| CIFAR-10 | PT | ResNet | 84.87 ± 0.24 | 100.00 | 77/14.83 ± 10.13 |
| | GDA | 86.66 ± 0.31 | 100.00 | 854.54 ± 107.54 |
| | SSA | 88.65 ± 0.03 | 100.00 | 80.04 ± 33.87 |
| | VGG | 94.68 ± 0.03 | 100.00 | 530.32 ± 101.64 |
| | GDA | 88.35 ± 0.24 | 99.5 | 3597.99 ± 109.07 |
| | SSA | 85.55 ± 0.12 | 100.00 | 6.98 ± 3.38 |

The mean and standard deviation of PA-ACC and $N_{ep}$ are calculated by attacking the 1,000 images. Our method is denoted as SSA.

![Table VII: Results of Two Attack Methods Across Different Full-Precision Networks on CIFAR-10 and ImageNet (Bold: The Best)](image)

| Dataset | Method | Target Model | PA-ACC (%) | ASR (%) | $N_{ep}$ |
|---------|--------|--------------|------------|--------|---------|
| CIFAR-10 | PT | ResNet | 83.12 ± 0.32 | 97.50 ± 1.38 | 8154.33 ± 75.84 |
| | TSA | 87.17 ± 0.39 | 95.43 ± 3.33 | 7.3 ± 0.04 |
| | VGG | 82.90 ± 0.32 | 93.32 ± 14.48 | 5783.52 ± 292.47 |
| | GDA | 86.89 ± 0.43 | 97.09 ± 1.41 | 55.4 ± 2.26 |
| | SSA | 78.92 ± 0.43 | 95.32 ± 1.46 | 2.4 ± 1.00 |
| | VGG | 73.26 ± 0.16 | 93.43 ± 1.27 | 21.4 ± 1.12 |
| | GDA | 72.14 ± 0.15 | 90.00 ± 0.00 | 51.7 ± 2.12 |
| | SSA | 72.14 ± 0.15 | 90.00 ± 0.00 | 51.7 ± 2.12 |

The mean and standard deviation of PA-ACC, ASR, and $N_{ep}$ are calculated by attacking into 10 and 5 target classes on CIFAR-10 and ImageNet, respectively. Our method is denoted as TSA.

In all cases, SSA achieves a 100.0% ASR and about 88% PA-ACC with a few bit-flips. It verifies that the target class has little effect on the attack performance of SSA. For TSA, an interesting finding is that the attack performance changes a lot across target classes, which is different from SSA. Therefore, the difficulty of attacking depends on the target class. For example, SSA achieves a relatively high PA-ACC and ASR with only 2 b-flips in attacking into class 2; the PA-ACC is only 78.30% with the highest bit-flips in attacking into class 5.
Eq. (3) encourages the attacked model classifies samples except the attacked one(s) correctly, while Eq. (20) encourage the predictions of the attacked model are the same as those of the original model.

| Method  | Dataset  | $L_2$ | ACC (%) | PA-ACC (%) | ASR (%) | N_{opt} | IR |
|---------|----------|-------|---------|------------|---------|--------|----|
| SSA     | CIFAR-10 | Eq. (3) | 92.16   | 88.29 ± 2.64 | 100.0   | 3.57 ± 0.31 | 5.96 ± 2.85 |
|         | ImageNet | Eq. (3) | 69.50   | 65.61 ± 0.05 | 100.0   | 7.97 ± 0.24 | 0.00 ± 0.24 |
| TFA     | CIFAR-10 | Eq. (3) | 92.16   | 88.98 ± 1.82 | 96.56 ± 2.23 | 4.07 ± 0.55 | 4.97 ± 0.55 |
|         | ImageNet | Eq. (3) | 69.50   | 69.36 ± 0.09 | 95.99 ± 5.12 | 8.38 ± 0.82 | 5.51 ± 1.59 |

The mean and standard deviation of PA-ACC and N_{opt} are calculated by attacking the 1,000 images. Our method is denoted as SSA.

| Method  | Target Model | PA-ACC (%) | ASR (%) | N_{opt} |
|---------|--------------|------------|---------|--------|
| FT      | MobileNetV2   | 73.05 ± 2.15 | 100.0   | 28.42 ± 1.56 |
| T-BFA   | MobileNetV2   | 70.46 ± 0.24 | 100.0   | 21.30 ± 4.50 |
| T-FSA   | MobileNetV2   | 70.02 ± 0.17 | 100.0   | 8.15 ± 0.15 |
| SSA     | MobileNetV2   | 70.01 ± 0.15 | 100.0   | 28.42 ± 1.56 |
| FT      | EfficientNet  | 73.54 ± 0.13 | 100.0   | 27.95 ± 1.52 |
| T-BFA   | EfficientNet  | 73.75 ± 0.12 | 100.0   | 22.05 ± 1.55 |
| T-FSA   | EfficientNet  | 73.75 ± 0.12 | 100.0   | 22.05 ± 1.55 |
| SSA     | EfficientNet  | 73.75 ± 0.12 | 100.0   | 22.05 ± 1.55 |

The mean and standard deviation of PA-ACC and N_{opt} are calculated by attacking into 5 target classes. Our method is denoted as TFA.

Therefore, how to ensure the predictions of the attacked model are unchanged and achieve a high ASR is worthy of further exploration.

5) Results on More Architectures: Here, we test all attack methods on 8-bit quantized MobileNetV2 (width multiplier 1) [63] and EfficientNet-B0 [64] on ImageNet. The results are shown in Tables IX and X. They show that both MobileNetV2 and EfficientNet are vulnerable to the bit-flip based weight attack. Similar to the observation on ResNet and VGG in Table II, SSA achieves 100% ASRs with a low number of bit-flips (<30) as shown in Table IX. The accuracy degradation of SSA is only 0.16% and 0.02% for MobileNetV2 and EfficientNet, respectively. Table X shows that baseline methods cannot obtain an ASR greater than 90%, while TFA achieves high ASRs (>95%) with the least number of bit-flips. These results demonstrate that SSA and TFA are effective in attacking MobileNetV2 and EfficientNet, and have the potential to be used to attack diverse architectures.

6) Effect of the Search Space: We study the effect of the search space for our method in this section. First, we allowed flipping bits in all weights of the attacked model. However, we found that the optimization algorithm fails in this case, because the search space is too large. For example, the number of candidate bits of the original SSA is 1,024 while the number of bits in all weights is 2,146,688 for the 8-bit quantized ResNet on CIFAR-10.

Here, we take a small step toward a larger search space. Specifically, we extend SSA to optimize all bits in the last fully-connected layer while the original SSA modifies weights connected to the target class in the last fully-connected layer. For TFA, we optimize not only the last fully-connected layer as that in the original version but also the last convolutional layer. Besides following the stopping criteria in Sections IV-B and IV-C, to investigate whether increasing search spaces increases the attack run-time, we also allow the methods with larger search spaces to be optimized with more iterations. Specifically, we increase the maximum number of iterations to 5,000 and set another stopping criterion as $\|\hat{b} - u_1\|_2^2 < 10^{-5}$ and $\|\hat{b} - u_2\|_2^2 < 10^{-6}$. The results are shown in Table XI.

We can see that the methods with larger search spaces obtain inferior performance with the same stopping criteria as our original methods. When using more iterations, their performance is comparable with our original methods, indicating that increasing search spaces increases the attack run-time. Furthermore, we allow more iterations (e.g., the maximum number of iterations is 7,000 and another stopping criterion is $\|\hat{b} - u_1\|_2^2 < 10^{-6}$ and $\|\hat{b} - u_2\|_2^2 < 10^{-6}$) for the methods with larger search space and find that it can not significantly improve their attack performance further. Accordingly, for our methods, constraining the search space simplifies the optimization problem and results in faster convergence. Besides, for TFA, an interesting observation is that almost all flipped bits are in the last fully-connected layer, even though the last convolutional layer is included. It demonstrates that the proposed search spaces are reasonable choices for our methods. We also believe that allowing flipping bits in all weights is a challenging but valuable problem and worthy of future investigation.

V. CONCLUSION AND FUTURE WORK

In this article, we have explored a novel attack paradigm that the weights of a deployed DNN can be slightly changed via bit flipping in the memory to achieve some malicious purposes. First, we present the general formulation considering the attack
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effectiveness and stealthiness. Based on it, we propose two special types of attack: SSA and TSA. Furthermore, we solve the binary optimization (SSA) and the MIP problem (TSA) with an effective and efficient continuous algorithm. Since the critical bits are determined through optimization, SSA and TSA can achieve the attack goals by flipping a few bits under different settings.

Future studies of the bit-flip based attack include, but are not limited to: 1) Specifying our framework as other types of attack with different malicious purposes. For example, it may be extended to the untargeted attack [23] where all samples are misclassified into any incorrect class, and the all-to-all attack [25] where the target class of the attacked sample depends on its ground-truth label; 2) Extending it to the different tasks, e.g., face recognition; 3) Exploring more strict settings than the white-box one; 4) Using our method to evaluate the parameter robustness of models with different architectures, training strategies, etc., due to its least number of bit-flips; 5) Allowing flipping bits in all weights of the attacked model. We hope that this work can draw more attention to the security of the deployed DNNs.
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