In this work, we introduce multipartite intrinsic non-locality as a method for quantifying resources in the multipartite scenario of device-independent (DI) conference key agreement. We prove that multipartite intrinsic non-locality is additive, convex, and monotone under a class of free operations called local operations and common randomness. As one of our technical contributions, we establish a chain rule for two variants of multipartite mutual information, which we then use to prove that multipartite intrinsic non-locality is additive. This chain rule may be of independent interest in other contexts. All of these properties of multipartite intrinsic non-locality are helpful in establishing the main result of our paper: multipartite intrinsic non-locality is an upper bound on secret key rate in the general multipartite scenario of DI conference key agreement. We discuss various examples of DI conference key protocols and compare our upper bounds for these protocols with known lower bounds. Finally, we calculate upper bounds on recent experimental realizations of DI quantum key distribution.
1 Introduction

In principle, quantum key distribution (QKD) can produce a secret key secured by the laws of physics [1, 2, 3]. In the device-dependent setting of QKD, it is assumed that the devices possessed by Alice and Bob are perfectly characterized and trusted; i.e., the measurements applied and the states used are assumed to be known and certified. However, after several experiments implementing QKD protocols, researchers have found this assumption to be too restrictive.

To combat our reliance on some of these strong assumptions underpinning QKD, several scenarios have been developed with varying degrees of trust in the measurements and states used. In QKD, if the measurements, states, or devices possessed by one of the parties are not trusted, the scenario is called one-sided device-independent QKD [4, 5]. If all devices involved are deemed to be untrustworthy, the scenario is called device-independent QKD [6, 7, 8, 9].

Researchers have established upper bounds on the secret key agreement capacity for all the scenarios described above [10, 11] (see also [12]). The basic idea behind these upper bounds comes from a classical information measure called intrinsic information [13]. Intrinsic information inspired the squashed-entanglement upper bound for device-dependent QKD [14, 10], and squashed entanglement in turn inspired the development of quantum intrinsic non-locality [11] and quantum intrinsic steerability [15]. These latter quantities serve as upper bounds for device-independent QKD and one-sided device-independent QKD, respectively, as shown in [11]. Along with being upper bounds on a certain cryptographic task, these quantities are also resource quantifiers for Bell non-locality and steerability, respectively.

Here, we go beyond device-independent QKD and Bell non-locality for two parties and address device-independent (DI) conference key agreement [16, 17] and multipartite non-locality. Conference key agreement is the task of distributing secret key among more than two users, as encountered in the context of quantum networks. Part of the interest in this task comes from the fact that a protocol based on genuinely multipartite entangled states can achieve higher rates of conference key agreement than a protocol based on a combination of bipartite entangled states [18]. Just as Bell non-locality is the key resource for DIQKD, one would expect multipartite non-locality to be the key resource in DI conference key agreement.

Here, we propose a resource quantifier for multipartite non-locality called multipartite intrinsic non-locality. We base instances of this resource quantifier on total correlation...
and dual total correlation [19] (see also [20, 21]), which generalize mutual information to the multipartite case. Total correlation and dual total correlation have previously been used to establish upper bounds on entanglement distillation and secret key agreement capacities of quantum broadcast channels [22]; see [20] for its use in establishing an upper bound on distillable secret key and distillable entanglement of a multipartite state. We use multipartite intrinsic non-locality to derive upper bounds on the ultimate rate at which device-independent (DI) conference key agreement is possible.

To show that our quantity is indeed a useful upper bound, it is necessary to prove that it is additive. In order to prove additivity (and other useful properties) of multipartite intrinsic non-localities, we establish a chain rule for total correlation and dual total correlation of two rounds of the conference key agreement protocol in Section 4. The chain rule for total correlation expresses the total correlation of two rounds of the conference key agreement protocol as the sum of total correlation terms related to the individual rounds of the conference key agreement protocol and other information theoretic quantities. These additional information-theoretic quantities are expressed in terms of conditional mutual information. For our paper, we derive a chain rule for total correlation and dual total correlation that meets the aforementioned criteria and holds for all finite $M$. Such a broadly applicable chain rule is not obtained in [11].

In what follows, we first discuss no-signaling and quantum correlation and then proceed to no-signaling and quantum extensions. After that, we define a quantum tripartite intrinsic non-locality, which is based on tripartite total correlation, and prove that it is indeed additive, convex, and monotone under local operations and common randomness. We then define the multipartite intrinsic non-localities using total correlation and dual total correlation, starting by defining and discussing multipartite intrinsic non-locality based on total correlation and then moving on to the one defined in terms of dual total correlation. We establish important identities (our chain rule) for total correlation and dual total correlation that allow us to use arguments similar to those presented for the tripartite scenario to prove that the multipartite intrinsic non-localities, presented in this paper, are additive, convex upper bounds on device-independent conference key agreement capacity in the general $M$-partite case. Then, we give a general overview of device-independent conference key agreement for the tripartite case and define the DI conference key agreement capacity. Finally, we show that tripartite intrinsic no-locality is an upper bound on DI conference key agreement capacity for the tripartite situation and provide arguments to show that multipartite intrinsic non-locality upper bounds the $M$-partite DI conference key agreement capacity, for all finite $M$.

As other contributions, we calculate upper bounds on both quantum tripartite intrinsic non-localities using eavesdropper attacks similar to those from [11] and [23], which were used to calculate upper bounds on quantum intrinsic non-locality. We plot quantum tripartite intrinsic non-locality versus parity-CHSH violation under these attacks, and we compare these to previously calculated lower bounds from [16]. We also consider a noise model in which each share of the tripartite state passes through a qubit depolarizing channel. We plot quantum tripartite intrinsic non-localities versus the depolarizing parameter $p_{dep}$ for this noise model and compare them to the lower bound from [16].

The rest of this paper is structured as follows. Section 2 discusses no-signaling constraints, no-signaling extensions, and quantum extensions, focusing especially on the tripartite case. Section 3 contains the definition of tripartite intrinsic non-locality and proves that it is additive using a chain rule, which we derive here. Sections 4 and 5 generalize tripartite intrinsic non-locality and all of its properties to the multipartite case using total correlation and dual total correlation, respectively, and generalizations of the aforementioned...
tioned chain rule. Section 6 introduces a general form of a DI conference key agreement protocol and its associated capacity. Then, we show that tripartite intrinsic non-locality is an upper bound on the tripartite device-independent conference key agreement capacity. Section 7 contains some examples of our upper bound calculated under various attacks by an eavesdropper. Additionally, in Section 8, we evaluate upper bounds for recent experimental protocols implementing device-independent quantum key distribution (DIQKD) [24, 25, 26]. Section 9 contains our conclusions and possible directions for future work.

2 Correlations, No-Signaling Conditions, and Quantum Extensions

First, let us define the types of correlations that we are concerned with in this paper: no-signaling correlations and quantum correlations. Let us begin by discussing no-signaling correlations.

No-signaling conditions impose constraints on correlations, which imply that parties sharing the correlation cannot use it alone to communicate; i.e., no party can infer the input choices of another party based solely on their own outputs [27]. On a technical level, no-signaling conditions imply that tracing over subsets of outputs of a correlation results in tracing over the corresponding inputs [28]. These conditions are relevant in our scenario as it is necessary to verify that the correlations observed are from the state and measurement choices shared by the participants and not from classical communication when the input choices are made. Compliance with no-signaling conditions can be enforced by imposing space-like separation between measuring parties or constructing other barriers to prevent communication.

No-signaling conditions for the tripartite scenario are as follows:

\[
\sum_a p(a,b,c|x,y,z) = \sum_a p(a,b,c|x\tilde{x},y,z) = p(b,c|y,z) \quad \forall x, \tilde{x}, \\
\sum_b p(a,b,c|x,y,z) = \sum_b p(a,b,c|x,\tilde{y},z) = p(a,c|x,z) \quad \forall y, \tilde{y}, \\
\sum_c p(a,b,c|x,y,z) = \sum_c p(a,b,c|x,\tilde{y},z) = p(a,b|x,y) \quad \forall z, \tilde{z}. \tag{1}
\]

The set of all correlations that satisfy the above three conditions in (1) are called no-signaling correlations. The no-signaling conditions above can also equivalently be expressed in terms of conditional mutual information as follows:

\[
I(X;BC|YZ)_\rho = I(Y;AC|XZ)_\rho = I(Z;AB|XY)_\rho = 0, \tag{2}
\]

where

\[
\rho_{ABCXYZ} = \sum_{a,b,c,x,y,z} q(x,y,z)p(a,b,c|x,y,z)|abcxyz\rangle\langle abcxyz|_{ABCXYZ}, \tag{3}
\]

\(p(a,b,c|x,y,z)\) is a no-signaling correlation, and the conditional mutual information of random variables \(K, L,\) and \(M\) is defined as

\[
I(K;L|M) := H(KM) + H(LM) - H(M) - H(KLM), \tag{4}
\]

where \(H\) denotes the entropy. It suffices to take the input distribution \(q\) to be uniform. Note that the conditions in (1) imply the following ones, by tracing over two of the outputs, rather than just one:

\[
I(YZ;A|X)_\rho = I(XZ;B|Y)_\rho = I(XY;C|Z)_\rho = 0. \tag{5}
\]
Here, the eavesdropper is in possession of a system by Alice, Bob, and Charlie in the sense that the extension state \( \rho_{ABC} \) for the sake of brevity.

**Notation 1.** Henceforth, we employ the shorthand

\[
\left[ abxyz \right]_{ABCXYZ} \equiv \left| abxyz \right\rangle_{ABCXYZ},
\]

for the sake of brevity.

Now we move on to quantum correlations. Consider the following scenario: Alice, Bob and Charlie are given a share of a tripartite quantum state \( \rho_{ABC} \) that is distributed to them by a possibly unknown entity, and each party has access to a black box with which they can interact classically. For each classical input, the corresponding black box applies a positive operator-valued measure (POVM) on its respective share of the tripartite state. After the application of the POVM, the box outputs a classical value that is recorded by the corresponding participant. The correlation that is obtained using the aforementioned process is of the following form:

\[
p(a, b, c|x, y, z) = \text{Tr}\left( \Pi_a^{(x)} \otimes \Pi_b^{(y)} \otimes \Pi_c^{(z)} \right) \rho_{ABC}, \quad (6)
\]

where \( \{\Pi_a^{(x)}\}_a, \{\Pi_b^{(y)}\}_b, \text{ and } \{\Pi_c^{(z)}\}_c \) are POVMs. Correlations of the form described in (6) are called quantum correlations. Quantum correlations are a subset of no-signaling correlations. This fact can easily be seen in the example analysis below:

\[
\sum_a p(a, b, c|x, y, z) = \sum_a \text{Tr}\left( \Pi_a^{(x)} \otimes \Pi_b^{(y)} \otimes \Pi_c^{(z)} \right) \rho_{ABC} \quad (7)
\]

\[
= \text{Tr}\left( I \otimes \Pi_b^{(y)} \otimes \Pi_c^{(z)} \right) \rho_{ABC} \quad (8)
\]

\[
= \text{Tr}\left( \Pi_b^{(y)} \otimes \Pi_c^{(z)} \right) \rho_{BC} \quad (9)
\]

\[
= p(b, c|y, z). \quad (10)
\]

Since we are looking at non-locality for the sake of a cryptographic task, it is necessary that we delineate the power that the eavesdropper possesses. We do so by allowing the eavesdropper to possess either a no-signaling extension or a quantum extension. No-signaling extensions are extensions of a correlation that obey the above no-signaling constraints and can be expressed as follows:

\[
\sum_a p(a, b, c|x, y, z) \rho_{E}^{abcxyz} = \sum_a p(a, b, c|x, y, z) \rho_{E}^{a,b,c,x,y,z} \quad \forall x, \bar{x},
\]

\[
\sum_b p(a, b, c|x, y, z) \rho_{E}^{abcxyz} = \sum_b p(a, b, c|y, x, z) \rho_{E}^{a,b,c,y,x,z} \quad \forall y, \bar{y},
\]

\[
\sum_c p(a, b, c|x, y, z) \rho_{E}^{abcxyz} = \sum_c p(a, b, c|\bar{z}, y, x) \rho_{E}^{a,b,c,\bar{z},y,x} \quad \forall z, \bar{z}. \quad (11)
\]

A type of no-signaling extensions, in which we are interested, are quantum extensions. Here, the eavesdropper is in possession of a system \( E \) that extends the state \( \rho_{ABC} \) shared by Alice, Bob, and Charlie in the sense that the extension state \( \rho_{ABCE} \) satisfies \( \rho_{ABC} = \text{Tr}_E[\rho_{ABCE}] \). A quantum extension of a correlation is defined as follows:

\[
\rho_{ABCE}^{xyz} = \sum_{a,b,c,x,y,z} q(x, y, z) \left| abxyz \right\rangle_{ABCXYZ} \otimes \text{Tr}_{ABC}\left( \Pi_a^{(x)} \otimes \Pi_b^{(y)} \otimes \Pi_c^{(z)} \otimes I_E \right) \rho_{ABCE} \quad (12)
\]

\[
= \sum_{a,b,c,x,y,z} q(x, y, z) \left| abxyz \right\rangle_{ABCXYZ} \otimes p(a, b, c|x, y, z) \rho_{E}^{abcxyz}. \quad (12)
\]
The above no-signaling constraints and extensions, as well as quantum extensions, can be generalized to any multipartite scenario using the basic principle behind the no-signaling constraints. Appropriate no-signaling constraints apply when considering correlations involving multiple parties. Only after we have considered the no-signaling constraints can we begin to speak about what non-locality is and quantifying non-locality. To proceed, we need to define a quantity that can serve as a quantifier for multipartite non-locality.

3 Tripartite Intrinsic Non-Locality and its Properties

3.1 Conditional Total Correlation

In this subsection, we review the conditional total correlation and its properties [19] (see also [21, 20]), before defining our non-locality quantifier. We will discuss dual total correlation and its related non-locality quantifier in Section 5.

Total correlation is an $M$-partite generalization of mutual information. Conditional total correlation is the conditional version of total correlation, and it has previously been used in various multipartite scenarios in quantum information [21, 20, 22, 29]. Conditional total correlation of a multipartite state $\rho_{A_1\cdots A_M E}$ is defined as

$$I(A_1; \cdots; A_M|E) := \sum_{i=1}^{M} H(A_i|E) - H(A_1\cdots A_M|E),$$

where $H(A|E) := H(AE) - H(E)$, and $H(A) := -\text{Tr}[\rho_A \log_2 \rho_A]$. The chain rule for the bipartite conditional mutual information is as follows:

$$I(A; BC|E) = I(A; B|CE) + I(A; C|E).$$

There exist chain rules for conditional total correlation [19, 20, 29], which are as follows:

$$I(BA_1; A_2; \cdots; A_M|E) = I(A_1; A_2; \cdots; A_M|BE) + \sum_{i=2}^{M} I(B; A_i|E),$$ (16)

$$I(A_1; A_2; \cdots; A_M|E) = \sum_{j=1}^{M-1} I(A_j; A_{j+1} \cdots A_M|E).$$ (17)

Let $\rho_{A_1\cdots A_M E}$ and $\sigma_{A_1\cdots A_M E}$ be multipartite states, for which each of the subsystems $A_1$, $\ldots$, $A_M$ are finite-dimensional. Suppose that $\frac{1}{2}\|\rho - \sigma\|_1 \leq \varepsilon$, where $\varepsilon \in [0, 1]$. Then the following uniform continuity bound holds [30, Eq. (60)]:

$$|I(A_1; \cdots; A_M|E)_\rho - I(A_1; \cdots; A_M|E)_\sigma| \leq 2\varepsilon \log_2 \dim \mathcal{H}_{A_1\cdots A_{M-1}} + M g(\varepsilon),$$ (18)

where

$$g(\varepsilon) := (\varepsilon + 1) \log_2 (\varepsilon + 1) - \varepsilon \log_2 \varepsilon.$$ (19)

Conditional total correlation obeys data processing under local channels [20]:

$$I(A_1; \cdots; A_M|E)_\rho \geq I(\tilde{A}_1; \cdots; \tilde{A}_M|E)_\omega,$$ (20)

where

$$\omega_{\tilde{A}_1\cdots \tilde{A}_M E} := (\mathcal{N}_{A_1 \rightarrow \tilde{A}_1}^{(1)} \otimes \cdots \otimes \mathcal{N}_{A_M \rightarrow \tilde{A}_M}^{(M)}) \left( \rho_{A_1\cdots A_M E} \right),$$ (21)

and $\mathcal{N}_{A_i \rightarrow \tilde{A}_i}^{(i)}$ is a channel, for $i \in \{1, \ldots, M\}$. We now define a first version of tripartite intrinsic non-locality.
Definition 1. Let \( p(a, b, c|x, y, z) \) be a no-signaling correlation. Tripartite intrinsic non-locality (TINL) of \( p \) is defined as

\[
N(A; B; C)p := \frac{1}{2} \sup_{q(x,y,z)} \inf_{\rho_{ABCXYZE}} \mathcal{I}(A; B; C | E \{X Y Z\})_\rho,
\]

where \( q(x,y,z) \) is a probability distribution for the inputs of Alice, Bob, and Charlie and \( \rho_{ABCXYZE} \) is a no-signaling extension of the state shared by Alice, Bob, and Charlie, given by

\[
\rho_{ABCXYZE} = \sum_{a, b, c, x, y, z} q(x, y, z) p(a, b, c|x, y, z)[abcxyz]_{ABCXYZ} \otimes \rho_{E}^{abcxyz}.
\]

Definition 2. Quantum tripartite intrinsic non-locality (QTINL) of a quantum correlation \( p(a, b, c|x, y, z) \) is defined as

\[
N_Q(A; B; C)p := \frac{1}{2} \sup_{q(x,y,z)} \inf_{\rho_{ABCXYZE}} \mathcal{I}(A; B; C | E \{X Y Z\})_\rho,
\]

where \( q(x,y,z) \) is a probability distribution for the inputs of Alice, Bob, and Charlie and \( \rho_{ABCXYZE} \) is a quantum extension, as in (12), of the state shared by Alice, Bob, and Charlie, given by

\[
\rho_{ABCXYZE} = \sum_{a, b, c, x, y, z} q(x, y, z) p(a, b, c|x, y, z)[abcxyz]_{ABCXYZ} \otimes \rho_{E}^{abcxyz}.
\]

The rest of this section is structured as follows. In Section 3.2, we derive the chain rule that will help us prove further theorems about tripartite intrinsic non-locality and quantum tripartite intrinsic non-locality. In Section 3.3, we prove that tripartite intrinsic non-locality and quantum tripartite intrinsic non-locality are additive. Additionally, we prove important properties of tripartite intrinsic non-locality and quantum tripartite intrinsic non-locality, such as convexity and monotonicity under local operations and common randomness in Appendices A and B, respectively. We also prove in Appendix C that tripartite intrinsic non-locality and quantum tripartite intrinsic non-locality vanish for local tripartite correlations. These results are important from a resource-theoretic perspective.

3.2 Chain Rule for Tripartite Conditional Total Correlation

Before we can prove additivity and other important properties of tripartite intrinsic non-locality, we need to establish a chain rule for the conditional total correlation of two rounds of the conference key agreement protocol:

\[
\mathcal{I}(A_1A_2; B_1B_2; C_1C_2 | E).
\]

We will resolve this quantity into a sum of conditional total correlation terms related to the individual rounds of the protocol and other information theoretic quantities that depend on both rounds. These extra information-theoretic quantities are expressed as conditional mutual information quantities. Later in Theorem 4, we establish a general multipartite version of this chain rule.

Theorem 1. For every state \( \rho_{A_1B_1C_1A_2B_2C_2E} \), the following equality holds:

\[
\mathcal{I}(A_1A_2; B_1B_2; C_1C_2 | E)_\rho = \mathcal{I}(A_1; B_1; C_1 | EA_2B_2C_2)_\rho + \mathcal{I}(A_2; B_2; C_2 | E)_\rho + \mathcal{I}(C_1; A_2B_2 | EC_2)_\rho + \mathcal{I}(A_1; B_2C_2 | EA_2)_\rho + \mathcal{I}(B_1; A_2C_2 | EB_2)_\rho.
\]
Proof. Consider that, by applying definitions and the chain rule for conditional entropy,
\[ I(A_1A_2; B_1B_2; C_1C_2|E) \]
\[ = H(A_1A_2|E) + H(B_1B_2|E) + H(C_1C_2|E) - H(A_1A_2B_1B_2C_1C_2|E) \]
\[ = H(A_2|E) + H(A_1|EA_2) + H(B_2|E) + H(B_1|EB_2) + H(C_2|E) + H(C_1|EC_2) \]
\[ - H(A_2B_2C_2|E) - H(A_1B_1C_1|EA_2B_2C_2) \]
\[ = I(A_2; B_2; C_2|E) + H(A_1|EA_2) + H(B_1|EB_2) + H(C_1|EC_2) - H(A_1B_1C_1|EA_2B_2C_2). \]

Then consider that
\[ H(A_1|EA_2) + H(B_1|EB_2) + H(C_1|EC_2) - H(A_1B_1C_1|EA_2B_2C_2) \]
\[ = H(A_1|EA_2) + H(B_1|EB_2) + H(C_1|EC_2) - H(A_1B_1C_1|EA_2B_2C_2) \]
\[ + H(A_1|EA_2B_2C_2) - H(A_1|EA_2B_2C_2) + H(B_1|EA_2B_2C_2) - H(B_1|EA_2B_2C_2) \]
\[ + H(C_1|EA_2B_2C_2) - H(C_1|EA_2B_2C_2) \]
\[ = I(A_1; B_1; C_1|EA_2B_2C_2) + I(A_1; B_1|EA_2B_2C_2) + I(A_1; B_2|B_1E_2) + I(B_1; A_2|C_1B_2). \]

This concludes the proof.

3.3 Additivity

In this section, we prove that tripartite intrinsic non-locality is additive. This is indeed essential for the tripartite intrinsic non-locality to be a useful upper bound on DI conference key agreement capacity.

**Theorem 2** (Additivity of TINL). Let \( p(a_1, a_2, b_1, b_2, c_1, c_2|x_1, x_2, y_1, y_2, z_1, z_2) \) be a no-signaling correlation for which no-signaling constraints hold for all parties. For example, the no-signaling constraints for Alice are as follows:

\[ \sum_{a_1} p(a_1, a_2, b_1, b_2, c_1, c_2|x_1, x_2, y_1, y_2, z_1, z_2) \]
\[ = \sum_{a_1} p(a_1, a_2, b_1, b_2, c_1, c_2|x_1, x_2, y_1, y_2, z_1, z_2) \quad \forall x_1, \bar{x}_1, \quad (34) \]

\[ \sum_{a_2} p(a_1, a_2, b_1, b_2, c_1, c_2|x_1, x_2, y_1, y_2, z_1, z_2) \]
\[ = \sum_{a_2} p(a_1, a_2, b_1, b_2, c_1, c_2|x_1, x_2, y_1, y_2, z_1, z_2) \quad \forall x_2, \bar{x}_2. \quad (35) \]

Suppose that similar constraints hold for Bob and Charlie as well. Let \( t(a_1, b_1, c_1|x_1, y_1, z_1) \) and \( r(a_2, b_2, c_2|x_2, y_2, z_2) \) be no-signaling correlations corresponding to the marginals of \( p \). Then the intrinsic non-locality is superadditive, in the sense that

\[ N(A_1A_2; B_1B_2; C_1C_2)_p \geq N(A_1; B_1; C_1)_t + N(A_2; B_2; C_2)_r. \]

If

\[ p(a_1, a_2, b_1, b_2, c_1, c_2|x_1, x_2, y_1, y_2, z_1, z_2) = t(a_1, b_1, c_1|x_1, y_1, z_1)r(a_2, b_2, c_2|x_2, y_2, z_2), \]

then the intrinsic non-locality is additive in the following sense:

\[ N(A_1A_2; B_1B_2; C_1C_2)_p = N(A_1; B_1; C_1)_t + N(A_2; B_2; C_2)_r. \]
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No-signaling constraints like (34)–(35) can in principle be enforced by a party performing parallel measurements shielded from each other, such as Alice recording $a_1$ and $a_2$ at separate locations between which communication is not possible. The stronger product assumption in (37) cannot be enforced in this way, but the condition will hold in the natural setting of sequential experimental trials in which an i.i.d. assumption is made.

**Proof.** We first prove that tripartite intrinsic non-locality is superadditive in the sense of (36), and then we prove it is subadditive when (37) holds. Additivity when (37) holds then follows as a consequence.

First, let us prove superadditivity. To begin, let us consider states that arise from embedding an arbitrary no-signaling extension of $p(a_1, a_2, b_1, b_2, c_1, c_2 | x_1, x_2, y_1, y_2, z_1, z_2)$ into the following quantum state:

$$
\zeta_{A_1B_1C_1A_2B_2C_2EX_1X_2Y_1Y_2Z_1Z_2} = \sum_{a_1,b_1,c_1,a_2,b_2,c_2} q(x_1, y_1, z_1, x_2, y_2, z_2) p(a_1, b_1, c_1, a_2, b_2, c_2 | x_1, y_1, z_1, x_2, y_2, z_2) \\
[a_1b_1c_1a_2b_2c_2 | x_1y_1z_1 x_2y_2z_2] A_1B_1C_1A_2B_2C_2EX_1X_2Y_1Y_2Z_1Z_2 \otimes \rho_E^{a_1b_1c_1a_2b_2c_2 | x_1y_1z_1x_2y_2z_2}. \tag{39}
$$

We define the states $\tau$ and $\gamma$ to be the following arbitrary no-signaling extensions of $t$ and $r$, respectively:

$$
\tau_{A_1B_1C_1EX_1Y_1Z_1} = \sum_{a_1,b_1,c_1,x_1,y_1,z_1} q(x_1, y_1, z_1) t(a_1, b_1, c_1 | x_1, y_1, z_1) [a_1b_1c_1 | x_1y_1z_1] A_1B_1C_1X_1Y_1Z_1 \otimes \rho_E^{a_1b_1c_1 | x_1y_1z_1}, \tag{40}
$$

and

$$
\gamma_{A_2B_2C_2EX_2Y_2Z_2} = \sum_{a_2,b_2,c_2,x_2,y_2,z_2} q(x_2, y_2, z_2) r(a_2, b_2, c_2 | x_2, y_2, z_2) [a_2b_2c_2 | x_2y_2z_2] A_2B_2C_2X_2Y_2Z_2 \otimes \rho_E^{a_2b_2c_2 | x_2y_2z_2}. \tag{41}
$$

Now, we use the chain rule from Theorem 1 to conclude that

$$
I(A_1A_2; B_1B_2; C_1C_2 | EX_1X_2Y_1Y_2Z_1Z_2) \zeta
\geq I(A_1; B_1; C_1 | EX_1X_2Y_1Y_2Z_1Z_2) \zeta + I(A_2; B_2; C_2 | EX_1X_2Y_1Y_2Z_1Z_2) \zeta.
$$

(43)

The state $\zeta_{A_1B_1C_1A_2B_2C_2EX_1X_2Y_1Y_2Z_1Z_2}$ is a valid no-signaling extension of $t$ with extension systems $EX_2Y_2Z_2A_2B_2C_2$, and the state $\zeta_{A_2B_2C_2EX_1X_2Y_1Y_2Z_1Z_2}$ is a valid no-signaling extension of $r$ with extension systems $EX_1Y_1Z_1$. So we conclude that

$$
I(A_1A_2; B_1B_2; C_1C_2 | EX_1X_2Y_1Y_2Z_1Z_2) \zeta
\geq I(A_1; B_1; C_1 | EX_1X_2Y_1Y_2Z_1Z_2) \zeta + I(A_2; B_2; C_2 | EX_1X_2Y_1Y_2Z_1Z_2) \zeta.
$$

(44)
Since the state $\zeta_{A_1B_1C_1A_2B_2C_2EX_1Y_1Z_1Z_2}$ is an arbitrary no-signaling extension of $p$, we conclude that

$$
\inf_{\text{ext. in } (39)} I(A_1A_2; B_1B_2; C_1C_2|EX_1X_2Y_1Y_2Z_1Z_2) \geq \inf_{\text{ext. in } (40)} I(A_1; B_1; C_1|EX_1Y_1Z_1) + \inf_{\text{ext. in } (41)} I(A_2; B_2; C_2|EX_2Y_2Z_2). \tag{46}
$$

By optimizing over product input probability distributions, we have that

$$
\sup_{q(x_1,y_1,z_1)q(x_2,y_2,z_2) \text{ ext. in } (39)} \inf_{\text{ext. in } (40)} I(A_1A_2; B_1B_2; C_1C_2|EX_1X_2Y_1Y_2Z_1Z_2) \zeta \geq \sup_{q(x_1,y_1,z_1) \text{ ext. in } (40)} \inf_{\text{ext. in } (40)} I(A_1; B_1; C_1|EX_1Y_1Z_1) + \sup_{q(x_2,y_2,z_2) \text{ ext. in } (41)} \inf_{\text{ext. in } (41)} I(A_2; B_2; C_2|EX_2Y_2Z_2). \tag{47}
$$

Hence, by optimizing the left-hand side over all input probability distributions, we conclude that

$$
N(A_1A_2; B_1B_2; C_1C_2)_p \geq N(A_1; B_1; C_1)_l + N(A_2; B_2; C_2)_r. \tag{48}
$$

This concludes the proof of superadditivity (i.e., the proof of (36)).

Let us prove subadditivity when (37) holds; i.e., let us prove that

$$
N(A_1A_2; B_1B_2; C_1C_2)_p \leq N(A_1; B_1; C_1)_l + N(A_2; B_2; C_2)_r. \tag{49}
$$

Consider the following quantum embeddings:

$$
\zeta_{A_1B_1C_1A_2B_2C_2EX_1X_2Y_1Y_2Z_1Z_2} = \sum_{a_1,b_1,c_1,a_2,b_2,c_2} q(x_1,y_1,z_1,x_2,y_2,z_2) f(a_1,b_1,c_1|x_1,y_1,z_1) r(a_2,b_2,c_2|x_2,y_2,z_2) [a_1b_1c_1a_2b_2c_2x_1y_1z_1x_2y_2z_2]_{A_1B_1C_1A_2B_2C_2X_1X_2Y_1Y_2Z_1Z_2} \otimes \zeta_{E_1}^{a_1b_1c_1x_1y_1z_1} \otimes \zeta_{E_2}^{a_2b_2c_2x_2y_2z_2}. \tag{50}
$$

$$
\rho_{A_1B_1C_1A_2B_2C_2X_1X_2Y_1Y_2Z_1Z_2E_1E_2} = \sum_{a_1,b_1,c_1,a_2,b_2,c_2} q(x_1,y_1,z_1,x_2,y_2,z_2) f(a_1,b_1,c_1|x_1,y_1,z_1) r(a_2,b_2,c_2|x_2,y_2,z_2) [a_1b_1c_1a_2b_2c_2x_1y_1z_1x_2y_2z_2]_{A_1B_1C_1A_2B_2C_2X_1X_2Y_1Y_2Z_1Z_2} \otimes \rho_{E_1}^{a_1b_1c_1x_1y_1z_1} \otimes \rho_{E_2}^{a_2b_2c_2x_2y_2z_2}, \tag{51}
$$

$$
\tau_{A_1B_1C_1EX_1Y_1Z_1} = \sum_{a_1,b_1,c_1,x_1,y_1,z_1} q(x_1,y_1,z_1) f(a_1,b_1,c_1|x_1,y_1,z_1) [a_1b_1c_1x_1y_1z_1]_{A_1B_1C_1X_1Y_1Z_1} \otimes \rho_{E_1}^{a_1b_1c_1x_1y_1z_1}, \tag{52}
$$

and

$$
\gamma_{A_2B_2C_2EX_2Y_2Z_2} = \ldots
$$
\[
\sum_{a_2,b_2,c_2,x_2,y_2,z_2} q(x_2, y_2, z_2) r(a_2, b_2, c_2|x_2, y_2, z_2) [a_2 b_2 c_2 x_2 y_2 z_2] A_2 B_2 C_2 X_2 Y_2 Z_2 \otimes \rho_{E_2}^{a_2 b_2 c_2 x_2 y_2 z_2}.
\]

(53)

All the extensions above are no-signaling extensions. Consider that

\[
\inf_{\text{ext. in } (50)} \ I(A_1 A_2; B_1 B_2; C_1 C_2|E X_1 X_2 Y_1 Y_2 Z_1 Z_2) \leq I(A_1 A_2; B_1 B_2; C_1 C_2|E_1 E_2 X_1 X_2 Y_1 Y_2 Z_1 Z_2) \rho.
\]

(54)

Using the chain rule from Theorem 1, we find that

\[
I(A_1 A_2; B_1 B_2; C_1 C_2|E_1 E_2 X_1 X_2 Y_1 Y_2 Z_1 Z_2) \rho = I(A_1; B_1|C_1 E_1 E_2 X_1 X_2 Y_1 Y_2 Z_1 Z_2) + I(A_2; B_2|C_2 E_1 E_2 X_1 X_2 Y_1 Y_2 Z_1 Z_2)
\]

(55)

We can write \( I(A_2 C_2; B_1|E_1 E_2 X_1 X_2 Y_1 Y_2 Z_1 Z_2) \rho \) as follows:

\[
I(A_2 C_2; B_1|E_1 E_2 X_1 X_2 Y_1 Y_2 Z_1 Z_2) \rho
\]

(56)

\[
= \sum_{x_1, y_1, z_1, x_2, y_2, z_2} p(x_1, x_1, z_1, x_2, y_2, z_2) \left[ H(A_2 C_2|E_1 E_2 B_2) \rho + H(A_2 C_2|E_1 E_2 B_1) \rho \right],
\]

(57)

where, due to the no-signaling constraints on \( p, t, \) and \( r, \) we can write

\[
\eta_{B_1 A_2 B_2 C_2 E_1 E_2}^{x_1 y_1 z_1 x_2 y_2 z_2} = \sum_{b_1} t(b_1|y_1) [b_1] \otimes \rho_{E_1}^{b_1 y_1} \otimes \sum_{a_2, b_2, c_2} r(a_2, b_2, c_2|x_2, y_2, z_2) [a_2 b_2 c_2] \otimes \rho_{E_2}^{a_2 b_2 c_2 x_2 y_2 z_2},
\]

(58)

and

\[
\eta_{A_2 B_2 C_2 E_1 E_2}^{x_1 y_1 z_1 x_2 y_2 z_2} = \sum_{a_2, b_2, c_2} r(a_2, b_2, c_2|x_2, y_2, z_2) [a_2 b_2 c_2] \otimes \rho_{E_2}^{a_2 b_2 c_2 x_2 y_2 z_2} \otimes \rho_{E_1},
\]

(59)

where

\[
\rho_{E_1}^{b_1 y_1} = \sum_{a_1, b_1, c_1} t(a_1, b_1, c_1|x_1, y_1, z_1) \rho_{E_1}^{a_1 b_1 c_1 x_1 y_1 z_1},
\]

(60)

\[
\rho_{E_1} = \sum_{a_1, b_1, c_1} t(a_1, b_1, c_1|x_1, y_1, z_1) \rho_{E_1}^{a_1 b_1 c_1 x_1 y_1 z_1}.
\]

(61)

From the above definitions, we can conclude that

\[
H(A_2 C_2|E_1 E_2 B_2 B_1) \rho = H(A_2 C_2|E_1 E_2 B_2) \rho.
\]

(62)

Hence,

\[
I(A_2 C_2; B_1|E_1 E_2 X_1 X_2 Y_1 Y_2 Z_1 Z_2) \rho
\]

(63)

The quantities \( I(B_2 C_2; A_1|E_1 E_2 X_1 X_2 Y_1 Y_2 Z_1 Z_2) \rho \) and \( I(A_2 C_2; B_1|E_1 E_2 X_1 X_2 Y_1 Y_2 Z_1 Z_2) \rho \) are equal to zero using similar arguments. This leads to the following conclusion:

\[
\inf_{\text{ext. in } (50)} \ I(A_1 A_2; B_1 B_2; C_1 C_2|EX_1 X_2 Y_1 Y_2 Z_1 Z_2) \leq 0.
\]
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\[ \leq I(A_1A_2; B_1B_2; C_1C_2|E_1E_2X_1X_2Y_1Y_2Z_1Z_2)_\rho \]
\[ = I(A_1; B_1; C_1|E_1E_2X_1X_2Y_1Y_2Z_2)_\rho + I(A_2; B_2; C_2|E_1E_2X_1X_2Y_1Y_2Z_1Z_2)_\rho \]
\[ = I(A_1; B_1; C_1|E_1X_1Y_1Z_1)_\tau + I(A_2; B_2; C_2|E_2X_2Y_2Z_2)_\gamma, \]  \hfill (64)

where the last line follows from the structure of the state in (51) and the fact that the extension is a no-signaling extension. Since the no-signaling extensions \( \tau \) and \( \gamma \) are arbitrary, we conclude that

\[ \inf_{\text{ext. in (50)}} I(A_1A_2; B_1B_2; C_1C_2|EX_1X_2Y_1Y_2Z_1Z_2)_\zeta \]
\[ \quad \leq \inf_{\text{ext. in (52)}} I(A_1; B_1; C_1|EX_1Y_1Z_1)_\tau + \inf_{\text{ext. in (53)}} I(A_2; B_2; C_2|EX_2Y_2Z_2)_\gamma. \]  \hfill (65)

Now optimizing over arbitrary input probability distributions, we find that

\[ \sup_q \inf_{\text{ext. in (50)}} I(A_1A_2; B_1B_2; C_1C_2|EX_1X_2Y_1Y_2Z_1Z_2)_\zeta \]
\[ \quad \leq \sup_q \inf_{\text{ext. in (52)}} I(A_1; B_1; C_1|EX_1Y_1Z_1)_\tau + \sup_q \inf_{\text{ext. in (53)}} I(A_2; B_2; C_2|EX_2Y_2Z_2)_\gamma. \]  \hfill (66)

Hence,

\[ N(A_1A_2; B_1B_2; C_1C_2)_p \leq N(A_1; B_1; C_1)_t + N(A_2; B_2; C_2)_r. \]  \hfill (67)

Putting together (48) and (67), we have established additivity (i.e., we have proven (38)). \( \square \)

**Theorem 3** (Additivity of QTINL). Let \( p(a_1, a_2, b_1, b_2, c_1, c_2|x_1, x_2, y_1, y_2, z_1, z_2) \) be a quantum correlation for which no-signaling constraints hold for all parties. For example, the no-signaling constraints for Alice are as follows:

\[ \sum_{a_1} p(a_1, a_2, b_1, b_2, c_1, c_2|x_1, x_2, y_1, y_2, z_1, z_2) = \sum_{a_1} p(a_1, a_2, b_1, b_2, c_1, c_2|x_1, x_2, y_1, y_2, z_1, z_2) \quad \forall x_1, \bar{x}_1, \]  \hfill (68)

\[ \sum_{a_2} p(a_1, a_2, b_1, b_2, c_1, c_2|x_1, x_2, y_1, y_2, z_1, z_2) = \sum_{a_2} p(a_1, a_2, b_1, b_2, c_1, c_2|x_1, \bar{x}_2, y_1, y_2, z_1, z_2) \quad \forall x_2, \bar{x}_2. \]  \hfill (69)

Suppose that similar constraints hold for Bob and Charlie as well. Let \( t(a_1, b_1, c_1|x_1, y_1, z_1) \) and \( r(a_2, b_2, c_2|x_2, y_2, z_2) \) be quantum correlations corresponding to the marginals of \( p \). Then the quantum intrinsic non-locality is superadditive, in the sense that

\[ N_Q(A_1A_2; B_1B_2; C_1C_2)_p \geq N_Q(A_1; B_1; C_1)_t + N_Q(A_2; B_2; C_2)_r. \]  \hfill (70)

If

\[ p(a_1, a_2, b_1, b_2, c_1, c_2|x_1, x_2, y_1, y_2, z_1, z_2) = t(a_1, b_1, c_1|x_1, y_1, z_1)r(a_2, b_2, c_2|x_2, y_2, z_2), \]  \hfill (71)

then the quantum intrinsic non-locality is additive in the following sense:

\[ N_Q(A_1A_2; B_1B_2; C_1C_2)_p = N_Q(A_1; B_1; C_1)_t + N_Q(A_2; B_2; C_2)_r. \]  \hfill (72)

**Proof.** The proof follows by using similar techniques as Theorem 2 and by taking appropriate quantum extensions. \( \square \)
4 Multipartite Intrinsic Non-Locality

We now generalize the tripartite case to the multipartite case. Henceforth, we denote the \(i\)th input to the measurement device by \(x_i\), and we denote the outcome of a measurement by \(a_i\), where \(i \in \{1, \ldots, M\}\) and \(M\) is the number of parties involved. Now, we can define multipartite intrinsic non-locality, using conditional total correlation, for a no-signaling correlation as follows:

**Definition 3.** Let \(p(a_1, \ldots, a_M|x_1, \ldots, x_M)\) be a no-signaling correlation. Multipartite intrinsic non-locality of \(p\) is defined as

\[
N(A_1; \cdots; A_M)_p := \frac{1}{M-1} \sup_{q(x_1, \ldots, x_M)} \inf_{\rho_{A_1 \cdots A_M X_1 \cdots X_M} E} I(A_1; \cdots; A_M|E X_1 \cdots X_M)_\rho, \tag{73}
\]

where \(q(x_1, \ldots, x_M)\) is a probability distribution for the inputs of the Alices, and the state \(\rho_{A_1 \cdots A_M X_1 \cdots X_M} E\) is a no-signaling extension of the state shared by the Alices, given by

\[
\rho_{A_1 \cdots A_M X_1 \cdots X_M} = \sum_{a_1, \ldots, a_M, x_1, \ldots, x_M} q(x_1, \ldots, x_M) p(a_1, \ldots, a_M|x_1, \ldots, x_M) \quad [a_1, \ldots, a_M, x_1, \ldots, x_M]|A_1 \cdots A_M X_1 \cdots X_M \otimes \rho_{E|X_1 \cdots X_M}^{a_1 \cdots a_M, x_1 \cdots x_M}. \tag{74}
\]

We define quantum multipartite quantum intrinsic non-locality, based on conditional total correlation, for a quantum correlation as follows:

**Definition 4.** Multipartite quantum intrinsic non-locality of \(p(a_1, \ldots, a_M|x_1, \ldots, x_M)\), a quantum correlation, is defined as

\[
N_Q(A_1; \cdots; A_M)_p := \frac{1}{M-1} \sup_{q(x_1, \ldots, x_M)} \inf_{\rho_{A_1 \cdots A_M X_1 \cdots X_M} E} I(A_1; \cdots; A_M|E X_1 \cdots X_M)_\rho, \tag{75}
\]

where \(q(x_1, \ldots, x_M)\) is a probability distribution for generating the inputs used by the Alices and \(\rho_{A_1 \cdots A_M X_1 \cdots X_M} E\) is a quantum extension of the state shared by Alices, given by

\[
\rho_{A_1 \cdots A_M X_1 \cdots X_M} = \sum_{a_1, \ldots, a_M, x_1, \ldots, x_M} q(x_1, \ldots, x_M) p(a_1, \ldots, a_M|x_1, \ldots, x_M) \quad [a_1, \ldots, a_M, x_1, \ldots, x_M]|A_1 \cdots A_M X_1 \cdots X_M \otimes \rho_{E|X_1 \cdots X_M}^{a_1 \cdots a_M, x_1 \cdots x_M}. \tag{76}
\]

We now derive a chain rule for the quantity \(I(A_{1,1} A_{1,2}; \cdots; A_{i,1} A_{i,2}; \cdots; A_{M,1} A_{M,2}|E)\) similar to that in Theorem 1. In doing so, we generalize (27) to every finite \(M\) such that we can prove additivity and other relevant properties of multipartite (quantum) intrinsic non-locality. Let us define \([M] := \{1, 2, \ldots, m\}\) and \(A_{\{i, \ldots, M\}, j} \equiv A_{i,j} \cdots A_{M,j}\).

**Theorem 4.** For every multipartite state \(\rho_{A_{1,1} A_{1,2} \cdots A_{i,1} A_{i,2} \cdots A_{M,1} A_{M,2} E}\), the following equality holds:

\[
I(A_{1,1} A_{1,2}; \cdots; A_{i,1} A_{i,2}; \cdots; A_{M,1} A_{M,2}|E) = I(A_{1,2}; \cdots; A_{M,2}|E) + I(A_{1,1}; \cdots; A_{M,1}|E A_{[M],2}) + \sum_{i=1}^{M} I(A_{i,1}; A_{[M]\setminus{i},2}|E A_{i,2}). \tag{77}
\]
Proof. By applying definitions and the chain rule for conditional entropy, we find that

\[
I(A_{1,1}A_{1,2}; A_{2,1}A_{2,2}; \cdots; A_{M,1}A_{M,2}|E) \\
= \sum_{i=1}^{M} H(A_{i,1}A_{i,2}|E) - H(A_{1,1}A_{1,2}A_{2,1}A_{2,2} \cdots A_{M,1}A_{M,2}|E) \\
= \sum_{i=1}^{M} [H(A_{i,2}|E) + H(A_{i,1}|EA_{i,2})] \\
- [H(A_{1,2}A_{2,2} \cdots A_{M,2}|E) - H(A_{1,1}A_{2,1} \cdots A_{M,1}|EA_{1,2}A_{2,2} \cdots A_{M,2})] \\
= I(A_{1,2}; A_{2,2}; \cdots; A_{M,2}|E) + \sum_{i=1}^{M} H(A_{i,1}|EA_{i,2}) - H(A_{1,1}A_{2,1} \cdots A_{M,1}|EA_{[M],2}).
\]

(78)

(79)

(80)

Continuing, we find that

\[
\sum_{i=1}^{M} H(A_{i,1}|EA_{i,2}) - H(A_{1,1}A_{2,1} \cdots A_{M,1}|EA_{[M],2}) \\
= \sum_{i=1}^{M} \left[ H(A_{i,1}|EA_{i,2}) - H(A_{i,1}|EA_{[M],2}) + H(A_{i,1}|EA_{[M],2}) \right] \\
- H(A_{1,1}A_{2,1} \cdots A_{M,1}|EA_{[M],2}) \\
= \sum_{i=1}^{M} I(A_{1,1}; A_{[M] \setminus \{i\},2}|EA_{i,2}) + I(A_{1,1}; A_{2,1}; \cdots; A_{M,1}|EA_{[M],2}).
\]

(81)

(82)

This concludes the proof. \qed

Now, let us note that if we consider the particular case when \(M = 3\), we recover the exact form obtained earlier in (27). Then, we can extend the arguments presented for the tripartite case to obtain additivity, convexity, and monotonicity under LOCR for multipartite intrinsic non-locality and multipartite quantum intrinsic non-locality, primarily due to the structure of (77) producing similar terms for every finite \(M\).

5 Dual Multipartite Intrinsic Non-Locality

Until now, we have defined multipartite intrinsic non-locality based on conditional total correlation. As noted earlier, total correlation is just one possible generalization of mutual information that has found uses in quantum information. Dual total correlation is another \(M\)-partite generalization of mutual information, first introduced in [31, 32]. Both total correlation and dual total correlation correspond to mutual information for the bipartite scenario. Since a distinction between total correlation and dual total correlation would only arise in the multipartite scenario, it is worthwhile to discuss the multipartite intrinsic non-locality based on conditional dual total correlation to note the differences in quantities that arise and compare the two quantities.

In this section, we discuss multipartite intrinsic non-locality based on dual total correlation. Conditional dual total correlation is the conditional version of dual total correlation, and it has been previously used in various multipartite scenarios in quantum information [20, 33]. Conditional dual total correlation of a state \(\rho_{A_1 \cdots A_M E}\) is defined as

\[
\tilde{I}(A_1; \cdots; A_M|E) := \sum_{i=1}^{m} H(A_{[M] \setminus \{i\}}|E) - (m - 1)H(A_1 \cdots A_M|E).
\]

(83)
The chain rule for conditional dual total correlation is as follows:

\[
\tilde{I}(BA_1; A_2; \ldots; A_M | E) = \tilde{I}(A_1; A_2; \ldots; A_M | BE) + I(B; A_2 \cdots A_M | E).
\] (84)

We now define the multipartite intrinsic non-locality based on conditional dual total correlation, and we refer to it as dual multipartite intrinsic non-locality:

**Definition 5.** Dual multipartite intrinsic non-locality of a no-signaling correlation \(p(a_1, \ldots, a_M | x_1, \ldots, x_M)\) is defined as

\[
\tilde{N}(A_1; \cdots; A_M) := \sup_{q(x_1, \ldots, x_M)} \inf_{\rho_{A_1 \cdots A_M X_1 \cdots X_M E}} \tilde{I}(A_1; \cdots; A_M | EX_1 \cdots X_M) p,
\] (85)

where \(q(x_1, \ldots, x_M)\) is a probability distribution for the inputs of the Alices, and the state \(\rho_{A_1 \cdots A_M X_1 \cdots X_M E}\) is a no-signaling extension of the state shared by the Alices, given by

\[
\rho_{A_1 \cdots A_M X_1 \cdots X_M} = \sum_{a_1, \ldots, a_M, x_1, \ldots, x_M} q(x_1, \ldots, x_M) p(a_1, \ldots, a_M | x_1, \ldots, x_M)
\]

\[
[a_1, \ldots, a_M, x_1, \ldots, x_M] A_1 \cdots A_M X_1 \cdots X_M \otimes \rho_{E}^{a_1, \ldots, a_M, x_1, \ldots, x_M}.
\] (86)

We define dual multipartite quantum intrinsic non-locality for a quantum correlation as follows:

**Definition 6.** Dual multipartite quantum intrinsic non-locality of \(p(a_1, \ldots, a_M | x_1, \ldots, x_M)\), a quantum correlation, is defined as

\[
\tilde{N}_Q(A_1; \cdots; A_M) := \sup_{q(x_1, \ldots, x_M)} \inf_{\rho_{A_1 \cdots A_M X_1 \cdots X_M E}} \tilde{I}(A_1; \cdots; A_M | EX_1 \cdots X_M) p,
\] (87)

where \(q(x_1, \ldots, x_M)\) is a probability distribution that generates the inputs used by the Alices and \(\rho_{A_1 \cdots A_M X_1 \cdots X_M E}\) is a quantum extension of the state shared by Alices, given by

\[
\rho_{A_1 \cdots A_M X_1 \cdots X_M} = \sum_{a_1, \ldots, a_M, x_1, \ldots, x_M} q(x_1, \ldots, x_M) p(a_1, \ldots, a_M | x_1, \ldots, x_M)
\]

\[
[a_1, \ldots, a_M, x_1, \ldots, x_M] A_1 \cdots A_M X_1 \cdots X_M \otimes \rho_{E}^{a_1, \ldots, a_M, x_1, \ldots, x_M}.
\] (88)

We now derive a chain rule for the quantity \(\tilde{I}(A_{1,1} A_{1,2}; \cdots; A_{i,1} A_{i,2}; \cdots; A_{M,1} A_{M,2} | E)\) similar to that in Theorem 1. In doing so, we generalize (77) to conditional dual total correlation and every finite \(M\), such that we can prove additivity and other relevant properties of dual multipartite (quantum) intrinsic non-locality.

**Theorem 5.** For every multipartite state \(\rho_{A_{1,1} A_{1,2} \cdots A_{i,1} A_{i,2} \cdots A_{M,1} A_{M,2} E}\), the following equality holds:

\[
\tilde{I}(A_{1,1} A_{1,2}; \cdots; A_{i,1} A_{i,2}; \cdots; A_{M,1} A_{M,2} | E) = \tilde{I}(A_{1,2}; \cdots; A_{M,2} | E)
\]

\[
+ \tilde{I}(A_{1,1}; \cdots; A_{M,1} | EA_{i,1}; A_{i,2} | EA_{M,1}; \{i,1\}; \{i,2\}).
\] (89)

**Proof.** By applying definitions and the chain rule for conditional entropy, we find that

\[
\tilde{I}(A_{1,1} A_{1,2}; A_{2,1} A_{2,2}; \cdots; A_{M,1} A_{M,2} | E)
\]

\[
= \sum_{i=1}^M H(A_{M,i} | \{i\}, A_{i,i} | \{i\}) - (m - 1) H(A_{1,1} A_{2,1} A_{2,2} \cdots A_{M,1} A_{M,2} | E)
\] (90)
\[
\sum_{i=1}^{M} \left[ H(A_{[M] \setminus \{i\}}, 2) | E \right] + H(A_{[M] \setminus \{i\}}, 1 | EA_{[M] \setminus \{i\}}, 2) \\
- (m - 1) \left[ H(A_{1,2}A_{2,2} \cdots A_{M,2} | E) - H(A_{1,1}A_{2,1} \cdots A_{M,1} | EA_{1,2}A_{2,2} \cdots A_{M,2}) \right] (91)
\]

\[
= \tilde{I}(A_{1,2}; A_{2,2}, \ldots; A_{M,2} | E) \\
+ \sum_{i=1}^{M} H(A_{[M] \setminus \{i\}}, 1 | EA_{[M] \setminus \{i\}}, 2) - (m - 1)H(A_{1,1}A_{2,1} \cdots A_{M,1} | EA_{[M]}, 2). (92)
\]

Continuing, we find that

\[
\sum_{i=1}^{M} H(A_{[M] \setminus \{i\}}, 1 | EA_{[M] \setminus \{i\}}, 2) - (m - 1)H(A_{1,1}A_{2,1} \cdots A_{M,1} | EA_{[M]}, 2)
\]

\[
= \sum_{i=1}^{M} \left[ H(A_{[M] \setminus \{i\}}, 1 | EA_{[M] \setminus \{i\}}, 2) - H(A_{[M] \setminus \{i\}}, 1 | EA_{[M]}, 2) + H(A_{[M] \setminus \{i\}}, 1 | EA_{[M]}, 2) \right] \\
- (m - 1)H(A_{1,1}A_{2,1} \cdots A_{M,1} | EA_{[M], 2}) (93)
\]

\[
= \sum_{i=1}^{M} \tilde{I}(A_{1,1}A_{2,1} | A_{i,2} | EA_{[M] \setminus \{i\}}, 2) + \tilde{I}(A_{1,1}A_{2,1} \cdots A_{M,1} | EA_{[M]}, 2). (94)
\]

This concludes the proof. \( \square \)

For the particular case of \( M = 3 \), the expression in (89) reduces to

\[
\tilde{I}(A_{1,1}A_{2,1} | A_{3,2} | E) = \tilde{I}(A_{2,1}; B_{2}; C_{2} | E) + \tilde{I}(A_{1,1}; B_{1}; C_{1} | EA_{2}B_{2}C_{2}) \\
+ I(B_{1}C_{1}; A_{2}; EA_{2}B_{2}C_{2}) + I(A_{1,1}C_{1}; B_{2}; EA_{2}C_{2}) + I(B_{1,1}; C_{2}; EB_{2}A_{2}). (95)
\]

One can use the above equation to establish additivity of dual multipartite intrinsic non-locality for the tripartite case. Then, we can extend the arguments presented for the multipartite intrinsic non-locality to obtain additivity, convexity, and monotonicity under LOCR for dual multipartite intrinsic non-locality and dual multipartite quantum intrinsic non-locality, primarily due to the structure of (89) producing similar terms for every finite \( M \).

### 6 Device-Independent Conference Key Agreement Capacity

In this section, we define a general form of a tripartite device-independent conference key agreement protocol and its associated capacity. We shall then upper bound this capacity using tripartite intrinsic non-locality. Here, we show details of the definition for the case in which the eavesdropper possesses a no-signaling extension of the underlying correlation, and then we remark how the definition can be modified to the case in which the eavesdropper is restricted by quantum mechanics.

Let \( n \in \mathbb{Z}^{+} \), \( R \geq 0 \), and \( \varepsilon \in [0, 1] \). Let \( p(a, b, c|x, y, z) \) be the correlation of the device shared by Alice, Bob, and Charlie. We define an \( (n, R, \varepsilon) \) device-independent conference-key-agreement protocol as follows:

- Alice, Bob, and Charlie generate the input sequences \( x^n, y^n, \) and \( z^n \) to their devices according to the probability distribution \( q_{X^nY^nZ^n}(x^n, y^n, z^n) \). The device is used \( n \) times, and the distribution \( q_{X^nY^nZ^n}(x^n, y^n, z^n) \) is independent of the eavesdropper. For round \( j \in \{1, \ldots, n\} \), Alice inputs \( x_j \) and obtains the output \( a_j \); Bob inputs \( y_j \)
and obtains the output $b_j$; Charlie inputs $z_j$ and obtains the output $c_j$. The distribution for the inputs and outputs can be embedded in the state $\sigma_{A^nB^nC^nX^nY^nZ^n}$, defined as

$$\sigma_{A^nB^nC^nX^nY^nZ^n} = \sum_{a^n,b^n,c^n,x^n,y^n,z^n} q_{X^nY^nZ^n}(x^n,y^n,z^n) p^n(a^n,b^n,c^n|x^n,y^n,z^n) \times |a^n b^n c^n x^n y^n z^n\rangle\langle x^n y^n z^n|_{A^nB^nC^nX^nY^nZ^n},$$

(96)

where $p^n(a^n,b^n,c^n|x^n,y^n,z^n)$ is the $n$-fold independent and identically distributed extension of $p(a,b,c|x,y,z)$. The joint state held by Alice, Bob, Charlie, and Eve is an arbitrary no-signaling extension $\sigma_{A^nB^nC^nX^nY^nZ^nE}$ of $\sigma_{A^nB^nC^nX^nY^nZ^n}$, as defined in (11).

- Alice performs a local channel $L^A_{A^n\rightarrow MA}$, with $C_A$ denoting a classical register that is publicly communicated from Alice to Bob and Charlie, and $M_A$ denotes a classical local memory register that is not used for public communication. The register $\bar{C}_A$ is a classical register held by Eve, which is a copy of $C_A$. Similarly, Bob performs a local channel $L^B_{B^n\rightarrow MB}$, with $C_B$ denoting the classical register that is publicly communicated from Bob to Alice and Charlie, and $M_B$ denotes a classical local memory register that is not used for public communication. The register $\bar{C}_B$ is a classical register held by Eve, which is a copy of $C_B$. Charlie performs a local channel $L^C_{C^n\rightarrow MC}$, with $C_C$ denoting the classical register that is publicly communicated from Charlie to Bob and Alice, and $M_C$ denotes a classical local memory register, which is not used for public communication. The register $\bar{C}_C$ is a classical register held by Eve, which is a copy of $C_C$. The registers $\bar{C}_A$, $\bar{C}_B$, and $\bar{C}_C$ (public communication) are used for parameter estimation. If the parameters are found to be outside of a predetermined range, the protocol is aborted and no secret key is agreed upon.

- Alice then performs the decoding channel $D^A_{M_A C_A C_B C_C \rightarrow L_A}$ to obtain her final key system $L_A$. Bob performs the decoding channel $D^B_{M_B C_A C_B C_C \rightarrow L_B}$ to obtain his final key system $L_B$. Charlie performs the decoding channel $D^C_{M_C C_A C_B C_C \rightarrow L_C}$ to obtain his final key system $L_C$. This protocol yields a state $\omega_{L_A L_B L_C EX^nY^nZ^nC_A C_B C_C}$ that satisfies

$$\frac{1}{2} \| \Phi_{L_A L_B L_C EX^nY^nZ^nC_A C_B C_C} - \omega_{L_A L_B L_C EX^nY^nZ^nC_A C_B C_C} \|_1 \leq \varepsilon,$$

(97)

where

$$\Phi_{L_A L_B L_C EX^nY^nZ^nC_A C_B C_C} = 2^{-nR} \sum_{l=1}^{2^n} |l\rangle|l\rangle_{L_A} \otimes |l\rangle|l\rangle_{L_B} \otimes |l\rangle|l\rangle_{L_C} \otimes \omega_{EX^nY^nZ^nC_A C_B C_C}. $$

(98)

A general protocol of the above form is depicted in Figure 1. A rate $R$ is achievable for a device characterized by a correlation $p$ if there exists an $(n, R - \delta, \varepsilon)$ device-independent conference key agreement protocol for all $\varepsilon \in (0, 1]$, $\delta > 0$, and sufficiently large $n$. The maximum achievable rate is denoted by $\text{DI}(p)$ and is called the DI conference key agreement capacity.

These definitions can easily be modified to the case in which the eavesdropper is restricted by quantum mechanics. The main modification is that the underlying correlation
Figure 1: General schematic for device-independent conference key agreement. The POVMs $\{\Pi^{(x)}_a\}_a$, $\{\Pi^{(y)}_b\}_b$, and $\{\Pi^{(z)}_c\}_c$ are available to Alice, Bob, and Charlie, respectively. The eavesdropper is in possession of the quantum and classical information in system $E$. LOPC stands for local operations and public communication and is used by Alice, Bob, and Charlie to distill the final conference key.

is a quantum correlation and the eavesdropper is allowed to possess a quantum extension of it. We denote the resulting capacity by $\text{DI}_Q(p)$.

It is straightforward to generalize everything stated above to the case of a multipartite correlation $p(a_1, \ldots, a_M|x_1, \ldots, x_M)$.

In [16], a lower bound on conference key agreement rate was established for a particular protocol. In this work, we are trying to address a different question that can be answered regardless of any particular choice of protocol. We are concerned with the no-signaling or quantum correlations that characterize the devices used for device-independent conference key agreement. The question we want to answer is as follows: \textit{given a correlation $p(a, b, c|x, y, z)$, produced by a device, what is a non-trivial upper bound on the conference key agreement rate that can be extracted from this device with any possible protocol?}

We answer this question for independent and identically distributed (i.i.d.) devices, which means, in each round of the protocol, the device is characterized by the correlation $p(a, b, c|x, y, z)$. The inputs within each round of the protocol can be correlated but not across rounds. This i.i.d. assumption is not a drawback as we are interested in calculating \textit{upper} bounds on conference key agreement rates: if we show that a correlation can certify no more than a certain limit of key rate against an eavesdropper restricted to i.i.d. attacks, then the correlation certainly cannot certify more than this limit against an eavesdropper without such a restriction.

6.1 Upper Bound on DI Conference Key Agreement Capacity

Now, we prove that tripartite intrinsic non-locality is indeed an upper bound on the DI conference key agreement capacity.

\textbf{Theorem 6.} The tripartite intrinsic non-locality $N(A; B; C)_p$ is an upper bound on the device-independent conference key agreement capacity of a device characterized by the no-
signaling correlation $p(a, b, c|x, y, z)$ and sharing no-signaling correlations with an eavesdropper:

$$\text{DI}(p) \leq N(A; B; C)_p. \quad (99)$$

**Proof.** The states $\Phi, \omega,$ and $\sigma$ are given in the definition of device-independent conference key agreement in Section 6. Using (97) and (18), we find that

$$2nR = I(L_A; L_B; L_C|EX^n Y^n Z^n \tilde{C}_A \tilde{C}_B \tilde{C}_C)_{\Phi} \leq I(L_A; L_B; L_C|EX^n Y^n Z^n \tilde{C}_A \tilde{C}_B \tilde{C}_C)_{\omega} + \tilde{\varepsilon}. \quad (101)$$

where $\tilde{\varepsilon} = 4\varepsilon nR + 3g(\varepsilon)$ and $g(\varepsilon)$ is defined in (19). Using data processing of conditional total correlation for $L_A, L_B,$ and $L_C$ under the local channels $D_A^{A_{MCA}C_{BC}C_{-L_A}}, D_B^{MC_{CA}C_{BC}C_{-L_A}},$ and $D_C^{MC_{CA}C_{BC}C_{-L_A}},$ we conclude that

$$2nR \leq I(L_A; L_B; L_C|EX^n Y^n Z^n \tilde{C}_A \tilde{C}_B \tilde{C}_C)_{\omega} + \tilde{\varepsilon} \quad (102)$$

Now, since $\tilde{C}_B$ is a copy of $C_B$ and $\tilde{C}_C$ is a copy of $C_C,$ we have that

$$H(M_A C_A C_B C_C|EX^n Y^n Z^n \tilde{C}_A \tilde{C}_B \tilde{C}_C) = H(M_A C_A|EX^n Y^n Z^n \tilde{C}_A \tilde{C}_B \tilde{C}_C). \quad (104)$$

A similar manipulation can be applied to $H(M_B C_A C_B C_C|EX^n Y^n Z^n \tilde{C}_A \tilde{C}_B \tilde{C}_C)$ and $H(M_C C_B C_C|EX^n Y^n Z^n \tilde{C}_A \tilde{C}_B \tilde{C}_C),$ giving us

$$2nR \leq I(M_A C_A C_B C_C; M_B C_A C_B C_C; M_C C_A C_B C_C|EX^n Y^n Z^n \tilde{C}_A \tilde{C}_B \tilde{C}_C)_{\omega} + \tilde{\varepsilon} \quad (105)$$

Using (16) and ignoring the negative terms that arise, we find that

$$2nR \leq I(M_A C_A; M_B C_B; M_C C_C|EX^n Y^n Z^n \tilde{C}_A \tilde{C}_B \tilde{C}_C)_{\omega} + \tilde{\varepsilon} \quad (106)$$

Using data processing of conditional total correlation on $M_A C_A, M_B C_B,$ and $M_C C_C,$

$$2nR \leq I(M_A C_A; M_B C_B; M_C C_C|EX^n Y^n Z^n)_{\omega} + \tilde{\varepsilon} \quad (107)$$

Using the fact that the no-signaling extension applied in the protocol in Section 6 is arbitrary,

$$2nR \leq \inf_{\text{ext.}} I(A^n; B^n; C^n|EX^n Y^n Z^n)_{\sigma} + \tilde{\varepsilon} \quad (108)$$

Using $\tilde{\varepsilon} = 4\varepsilon nR + 3g(\varepsilon),$

$$2(1 - 2\varepsilon)nR \leq \inf_{\text{ext.}} I(A^n; B^n; C^n|EX^n Y^n Z^n)_{\sigma} + 3g(\varepsilon). \quad (109)$$

Taking the supremum over all input distributions,

$$2(1 - 2\varepsilon)nR \leq \sup_q \inf_{\text{ext.}} I(A^n; B^n; C^n|EX^n Y^n Z^n)_{\sigma} + 3g(\varepsilon). \quad (110)$$
Using additivity (see Theorem 2),
\[ 2(1 - 2\varepsilon)nR \leq \sup_\text{ext.} \inf_q I(A^n; B^n; C^n|EX^nY^nZ^n)_\rho + 3g(\varepsilon) \quad (111) \]
\[ = n \cdot \sup_\text{ext.} \inf_q I(A; B; C|EXYZ)_\rho + 3g(\varepsilon) \quad (112) \]
\[ \Rightarrow 2(1 - 2\varepsilon)R \leq \sup_\text{ext.} \inf_q I(A; B; C|EXYZ)_\rho + \frac{3}{n}g(\varepsilon). \quad (113) \]
Taking the limit \( n \to \infty \) and then \( \varepsilon \to 0 \), we conclude that
\[ \text{DI}(p) \leq N(A; B; C). \quad (114) \]
This concludes the proof. \( \square \)

Using similar techniques and taking appropriate quantum extensions establishes the following:

**Theorem 7.** The quantum tripartite intrinsic non-locality \( N_Q(A; B; C)_\rho \) is an upper bound on the device-independent conference key agreement capacity of a device characterized by the quantum correlation \( p(a, b, c|x, y, z) \) and sharing quantum correlations with an eavesdropper:
\[ \text{DI}_Q(p) \leq N_Q(A; B; C)_\rho. \quad (115) \]

All the steps (i.e., data processing and additivity) in the proof of Theorem 6 can be easily extended to apply to multipartite intrinsic non-locality, dual multipartite intrinsic non-locality, and their respective quantum counterparts. This leads to the following theorems:

**Theorem 8.** The multipartite intrinsic non-locality \( N(A_1; \cdots; A_M)_\rho \) is an upper bound on the device-independent conference key agreement capacity of a device characterized by a no-signaling correlation \( p(a_1, \ldots, a_M|x_1, \ldots, x_M) \) and sharing no-signaling correlations with an eavesdropper:
\[ \text{DI}(p) \leq N(A_1; \cdots; A_M)_\rho. \quad (116) \]

**Theorem 9.** The multipartite quantum intrinsic non-locality \( N_Q(A_1; \cdots; A_M)_\rho \) is an upper bound on the device-independent conference key agreement capacity of a device characterized by a quantum correlation \( p(a_1, \ldots, a_M|x_1, \ldots, x_M) \) and sharing quantum correlations with an eavesdropper:
\[ \text{DI}_Q(p) \leq N_Q(A_1; \cdots; A_M)_\rho. \quad (117) \]

**Theorem 10.** Dual multipartite intrinsic non-locality \( \tilde{N}(A_1; \cdots; A_M)_\rho \) is an upper bound on the device-independent conference key agreement capacity of a device characterized by a no-signaling correlation \( p(a_1, \ldots, a_M|x_1, \ldots, x_M) \) and sharing no-signaling correlations with an eavesdropper:
\[ \text{DI}(p) \leq \tilde{N}(A_1; \cdots; A_M)_\rho. \quad (118) \]

**Theorem 11.** Dual multipartite quantum intrinsic non-locality \( \tilde{N}_Q(A_1; \cdots; A_M)_\rho \) is an upper bound on the device-independent conference key agreement capacity of a device characterized by a quantum correlation \( p(a_1, \ldots, a_M|x_1, \ldots, x_M) \) and sharing quantum correlations with an eavesdropper:
\[ \text{DI}_Q(p) \leq \tilde{N}_Q(A_1; \cdots; A_M)_\rho. \quad (119) \]

---
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7 Evaluating Quantum Tripartite Intrinsic Non-Locality

In this section, we evaluate quantum tripartite intrinsic non-locality for various examples. While evaluating the quantum tripartite intrinsic non-locality, we should consider the actions of an eavesdropper, who is in possession of an extension of the underlying quantum state shared by Alice, Bob, and Charlie. We note here that all source files needed to generate the plots in this section are available with the arXiv posting of this paper.

An eavesdropper, Eve, of a DIQKD protocol is allowed access to the quantum extension system of the state shared between Alice and Bob prior to public communication of measurement settings. Eve is also assumed to be in possession of copies of all classical communication exchanged by Alice and Bob, as well as all local hidden variables that can be attributed to the correlations that Alice and Bob share. We also assume that the state and black boxes received by Alice and Bob are in fact supplied by Eve herself.

For DI conference key agreement protocols, we assume that Eve has access to all the same quantum and classical information as in DIQKD but sourced from all the participants of the DI conference key agreement protocol. Eve can then use this collected information to reduce the key agreement rate. Any procedure employed by Eve to reduce the key agreement rate is known as an attack.

The first attack that we consider is a modification of the attack for DIQKD used in [11], which was helpful for calculating an upper bound on quantum intrinsic non-locality. We use the RMW18 Protocol [16] for all further calculations. First, suppose that the underlying state is as follows:

$$\rho_{\tilde{A}\tilde{B}\tilde{C}} = (1 - p)|\text{GHZ}\rangle\langle\text{GHZ}|_{\tilde{A}\tilde{B}\tilde{C}} + p \frac{I_{\tilde{A}\tilde{B}\tilde{C}}}{S},$$

(120)

where $|\text{GHZ}\rangle = (|000\rangle + |111\rangle)/\sqrt{2}$. Alice’s measurement choice $x = 0$ corresponds to $\sigma_Z$, and $x = 1$ corresponds to $\sigma_X$. Bob’s measurement choice $y = 0$ corresponds to $(\sigma_Z - \sigma_X)/\sqrt{2}$, the choice $y = 1$ corresponds to $(\sigma_Z + \sigma_X)/\sqrt{2}$, and the choice $y = 2$ corresponds to $\sigma_Z$. Charlie’s measurement choices are $\sigma_Z$ when $z = 0$ and $\sigma_X$ when $z = 1$. This leads to a quantum correlation $q(a, b, c|x, y, z)$.

Using the Bell inequality corresponding to the parity-CHSH game [16, 35], the parity-CHSH violation $S$ is as follows:\footnote{The calculations for all $S$, $p_{\text{win}}$, and plots are in the Mathematica files included with the arXiv posting of our paper.}

$$S = \sqrt{2}(1 - p).$$

(121)

We see that $\rho_{\tilde{A}\tilde{B}\tilde{C}}$ produces a local correlation when the parity-CHSH violation is less than or equal to one or, equivalently, when $p \geq 1 - 1/\sqrt{2}$. Let $q_{S^p}(a, b, c|x, y, z)$ denote a quantum correlation with parity-CHSH violation $S^p$. For $\varepsilon \leq p \leq 1 - \frac{1}{\sqrt{2}}$, we can think of the correlation $q_{S^p}(a, b, c|x, y, z)$ as a convex combination of $q_{S^1}(a, b, c|x, y, z)$, which is non-local, and $q_{S^1 - \frac{1}{\sqrt{2}}}(a, b, c|x, y, z)$, which is local, in the following fashion:

$$q_{S^p}(a, b, c|x, y, z) = (1 - \alpha(\varepsilon))q_{S^1}(a, b, c|x, y, z) + \alpha(\varepsilon)q_{S^1 - \frac{1}{\sqrt{2}}}(a, b, c|x, y, z),$$

(122)

where

$$\alpha(\varepsilon) = \frac{p - \varepsilon}{1 - \frac{1}{\sqrt{2}} - \varepsilon}.$$ 

(123)
For local correlations, quantum tripartite intrinsic non-locality is equal to zero. Hence, using Theorem 13, we conclude that

\[ N_Q(A; B; C)_{\text{qsp}} \leq (1 - \alpha(\varepsilon))N_Q(A; B; C)_{\text{qs}}. \] (124)

By considering the trivial extension for \( q_{\text{qs}}(a, b, c|x, y, z) \), we obtain

\[ N_Q(A; B; C)_{\text{qsp}} \leq \min_{0 \leq \varepsilon \leq p_{q(x, y, z)}} (1 - \alpha(\varepsilon))I(A; B; C)_{\text{qs}}. \] (125)

The lower bound is calculated using the probability of winning the parity-CHSH game, given by

\[ p_{\text{win}} = \frac{1}{2} + \frac{(1 - p)}{2\sqrt{2}}. \] (126)

We then plot this quantity against the parity-CHSH violation \( S \) in Figure 2.

The second attack on the RMW18 Protocol [16] that we consider is a multipartite generalization of the attack on DIQKD first proposed in [34], in the context of a lower bound. It has also been used in [23] for evaluating an upper bound on DIQKD. It can be thought of as a particular way of achieving a desired parity-CHSH violation \( S \) and quantum bit error rate (QBER) \( Q \). In the multipartite generalization, we consider the following state:

\[ \frac{1 - C}{2}(Z_A \otimes Z_B \otimes Z_C)(|\text{GHZ})\langle \text{GHZ}|_{\tilde{A}\tilde{B}\tilde{C}})(Z_A \otimes Z_B \otimes Z_C) + \frac{1 + C}{2}|\text{GHZ})\langle \text{GHZ}|_{\tilde{A}\tilde{B}\tilde{C}}, \] (127)

which results from the action of collective dephasing on the GHZ state, and which is purified by the following state vector:

\[ \sqrt{\frac{1 - C}{2}}\left(\frac{|000\rangle - |111\rangle}{\sqrt{2}}\right)_{\tilde{A}\tilde{B}\tilde{C}} \otimes |0\rangle_E + \sqrt{\frac{1 + C}{2}}\left(\frac{|000\rangle + |111\rangle}{\sqrt{2}}\right)_{A\tilde{B}\tilde{C}} \otimes |1\rangle_E. \] (128)
Figure 3: The blue line is the plot of tripartite intrinsic non-locality as function of $p_{\text{dep}}$ for the state $D^{\otimes 3}(\{|\text{GHZ}\rangle\langle \text{GHZ}|\})$ using the attack leading to (125). The gold line indicates the lower bound calculated from [16].

Alice’s measurement choice $x = 0$ corresponds to $\sigma_Z$, and $x = 1$ corresponds to $\sigma_X$. Bob’s measurement choice $y = 0$ corresponds to $(\sigma_Z + C\sigma_X)/\sqrt{1 + C^2}$, the choice $y = 1$ corresponds to $(\sigma_Z - C\sigma_X)/\sqrt{1 + C^2}$, and $y = 2$ corresponds to $\sigma_Z$. Charlie’s measurement choices are $\sigma_Z$ when $z = 0$ and $\sigma_Z$ when $z = 1$. The parity-CHSH violation $S$ is given by $S = \sqrt{1 + C^2}$. To generate key, Alice and Charlie measure $\sigma_Z$ and Bob, with probability $1 - 2Q$, measures $\sigma_Z$ and, with probability $2Q$, assigns a random bit. This gives us a QBER of $Q$. The post-measurement state is as follows:

$$
\frac{1 - Q}{2} \left( |000\rangle\langle 000| \otimes \rho_E^+ + |111\rangle\langle 111| \otimes \rho_E^- \right) + \frac{Q}{2} \left( |001\rangle\langle 001| \otimes \rho_E^+ + |110\rangle\langle 110| \otimes \rho_E^- \right),
$$

(129)

where

$$
\rho_E^\pm = \frac{1}{2} \left( \frac{1 + C}{\pm \sqrt{1 - C^2}} \pm \frac{\sqrt{1 - C^2}}{1 - C} \right).
$$

(130)

Note that for the state in (120), the parity-CHSH violation $S$ and QBER $Q$ are related as follows: $Q = \frac{1}{2}(1 - \frac{S}{\sqrt{2}})$. After we apply this relation between $S$ and $Q$, we get a correlation that is parameterized by $S$. We then calculate an upper bound on quantum tripartite intrinsic non-locality as a function of $S$ and plot it versus $S$ in Figure 2. It is important to note that this parameterized correlation is not convex in the parameter $S$, as required by (134); so if such a curve is not convex to begin with, Theorem 13 cannot be invoked to produce a lower, convex curve that is also an upper bound on the quantum tripartite non-locality for the parameterized correlations. We will encounter such a non-convex upper bound curve in Figure 4 of the next section.

A common qubit noise model is the depolarizing channel, described as

$$
\mathcal{D}(\rho) := (1 - p_{\text{dep}})\rho + p_{\text{dep}}\frac{I}{2}.
$$

(131)
We can then consider a more realistic noise model given by $\rho_{ABC} = D^{\otimes 3}(|\text{GHZ}\rangle\langle\text{GHZ}|)$. For this state, we can consider the attack leading to (125) using the parity-CHSH violation $S$, given by

$$S = \frac{(1 - p_{\text{dep}})^3}{\sqrt{2}} + \frac{(1 - p_{\text{dep}})^2}{\sqrt{2}}.$$  

(132)

The lower bound from [16] is calculated using the probability of winning the parity-CHSH game, given by

$$p_{\text{win}} = \frac{1}{2} + \frac{(1 - p_{\text{dep}})^3}{2\sqrt{2}} + \frac{p(1 - p_{\text{dep}})^2}{4\sqrt{2}}.$$  

(133)

We plot quantum tripartite intrinsic non-locality against $p_{\text{dep}}$ in Figure 3. Here we note that tripartite intrinsic non-locality based on dual total correlation provides the exact same upper bounds when calculated using the attack in (125). For the other examples we have studied, tripartite intrinsic non-locality based on conditional dual total correlation gives worse upper bounds than multipartite intrinsic non-locality based on conditional total correlation.

8 Upper Bound Evaluation for Experimental DIQKD

The primary focus of this paper has been DI conference key agreement. An experimental implementation of DI conference key agreement beyond two parties is still in its infancy as of the writing of this paper, though recent progress in multi-party quantum nonlocality experiments is underway [36]. The main interest in conference key agreement is as a way to quickly establish secret key among several parties, possibly linked by a quantum network. Another, more currently accessible, method to achieve this is the development and use of highly efficient DIQKD protocols between pairs of individual users, who can then use these protocols to distribute a single key to all parties. While this method is not as efficient as a genuine three party approach, [18], exploring advances in the bipartite scenario of DI conference key agreement or device-independent quantum key distribution (DIQKD) will be relevant to DI conference key agreement.

Recently, there have been experimental works implementing DIQKD [24, 37, 26]. The protocol used by [24] is of particular interest to us as it uses two key generation rounds, unlike most others which have just one key generation setting. We calculate an upper bound for this bipartite protocol. An upper bound on the DIQKD rate is given by quantum intrinsic non-locality, as shown in [11]. For the experimental protocol in [24], we consider the attack proposed by [23] and calculate quantum intrinsic non-locality [11].

In the protocol used in [24], Bob has two key generation settings that are picked randomly with equal probability. This experimental protocol is based on the protocol proposed by [25]. We set Alice’s measurement choice $x = 0$ to correspond to $\sigma_Z$, and $x = 1$ corresponds to $\sigma_X$. We set Bob’s measurement choice $y = 0$ to correspond to $(\sigma_Z + C\sigma_X)/\sqrt{1 + C^2}$, the choice $y = 1$ to correspond to $(\sigma_Z - C\sigma_X)/\sqrt{1 + C^2}$, and $y = 2$ corresponds to $\sigma_Z$. Bob uses $y \in \{0, 1\}$ for key generation, each with its own QBER. We calculate quantum intrinsic non-locality as function of $S$ using the attack described in [23] while setting both QBERs to $Q = \frac{1}{2}(1 - \frac{S}{\sqrt{2}})$, where $S$ is the CHSH violation. This relation between QBER and CHSH violation holds for the Werner state. We then get a correlation that is parameterized by $S$. Figure 4 plots quantum intrinsic non-locality for this protocol versus CHSH violation.
Figure 4: The blue line is an upper bound on quantum intrinsic non-locality versus CHSH violation, calculated for the correlation parameterized by $S$, which is described in the attack [23] for the protocol proposed in [25]. The blue dots indicate the lower bound of the protocol proposed in [25]. The yellow line is the lower bound from [34], which coincides with the lower bound of the protocol proposed in [25] for certain values of $S$.

9 Conclusion

In this paper, we defined multipartite intrinsic non-localities using conditional total correlation and conditional dual total correlation, and we proved that these quantities are indeed additive and convex upper bounds on the DI conference key agreement capacity. These multipartite intrinsic non-localities are also monotone under local operations and common randomness. A key technical contribution is our derivation of the chain rule for conditional total correlation and conditional dual total correlation, which are applicable to all correlations and may be of independent interest beyond their applications to conference key agreement.

For future work, we are interested in pursuing more novel DI conference key agreement protocols beyond the one presented in [16]. Specifically, one can look for protocols that have more than one measurement setting in the key generation phase because such protocols require lower detector efficiency for DI quantum key distribution, as shown in [38]. We could also investigate other Bell inequalities presented in [35] in order to find better protocols.

One may also be interested in determining if either multipartite intrinsic non-locality is indeed a monotone of genuine multipartite Bell non-locality. It is also easy to see that multipartite intrinsic non-locality is equal to zero for correlations that can be described by a local hidden variable common to all parties involved. However, multipartite intrinsic non-locality is not known to be equal to zero for correlations that fail to be genuinely multipartite nonlocal as defined in [39], such as (for instance) tripartite correlations that can be decomposed into a convex mixture of correlations that are each only bipartite nonlocal.

We can also see from Figure 2 that there is a significant gap between the upper and lower bounds on tripartite DI conference key agreement, so that there is room for improvement. We also want to find new attacks specific to DI conference key agreement to improve the upper bound further and bring it closer to the lower bound. One can also look at...
convex combinations of various attacks on DI conference key agreement, as shown for DI quantum key distribution in [40]. Deriving a different multipartite intrinsic non-locality using another information quantity may also be of interest to improve the upper bound.

Finally, we can also look at securing device-independent conference key agreement using just computational assumptions. There have already been attempts at securing DI quantum key distribution and self testing under computational assumptions based on the learning with errors problem [41, 42]. It may be interesting to extend this analysis to the multipartite scenario of DI conference key agreement.

Note Added—We uploaded the first version of our preprint [43] to the quant-ph arXiv concurrently with the first version of [44], after being made aware of their independent work. Ref. [44] has now been published as [45].
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A Convexity

Convexity of tripartite intrinsic non-locality is another important property because convex combinations of no-signaling correlations are also valid no-signaling correlations. This is also the case for quantum correlations [46].

**Theorem 12 (Convexity of TINL).** Let \( t(a, b, c|x, y, z) \) and \( r(a, b, c|x, y, z) \) be two no-signaling correlations, and let \( \lambda \in [0, 1] \). Let \( p(a, b, c|x, y, z) \) be a mixture of the two correlations, defined as

\[
p(a, b, c|x, y, z) = \lambda t(a, b, c|x, y, z) + (1 - \lambda)r(a, b, c|x, y, z).
\]  

Then,

\[
N(A; B; C)_p \leq \lambda N(A; B; C)_t + (1 - \lambda)N(A; B; C)_r.
\]  

**Proof.** Consider the quantum embeddings of arbitrary no-signaling extensions of \( t, r, \) and \( p \):

\[
\tau_{ABCEXYZ} = \sum_{a, b, c, x, y, z} p(x, y, z)t(a, b, c|x, y, z)[abcxyz]_{ABCXYZ} \otimes \tau_E^{abcxyz},
\]

\[
\gamma_{ABCEXYZ} = \sum_{a, b, c, x, y, z} p(x, y, z)r(a, b, c|x, y, z)[abcxyz]_{ABCXYZ} \otimes \gamma_E^{abcxyz},
\]

and

\[
\zeta_{ABCEXYZ} = \sum_{a, b, c, x, y, z} p(x, y, z)p(a, b, c|x, y, z)[abcxyz]_{ABCXYZ} \otimes \rho_E^{abcxyz}
\]

\[
= \sum_{a, b, c, x, y, z} p(x, y, z)\{ (\lambda)t(a, b, c|x, y, z) + (1 - \lambda)r(a, b, c|x, y, z) \}
\]

\[
\times [abcxyz]_{ABCXYZ} \otimes \rho_E^{abcxyz}.
\]

A particular no-signaling extension of (138) is as follows:

\[
\rho_{ABCEXYZ \Lambda} = \sum_{a, b, c, x, y, z, \lambda} p(x, y, z)\{ (\lambda)t(a, b, c|x, y, z)[abcxyz]_{ABCXYZ} \otimes \tau_E^{abcxyz} \otimes [0]_{\Lambda}
\]

\[
+ (1 - \lambda)r(a, b, c|x, y, z)[abcxyz]_{ABCXYZ} \otimes \gamma_E^{abcxyz} \otimes [1]_{\Lambda}. \]
Consider then
\[
\inf_{\text{ext. in (138)}} I(A;B;C|EXYZ)_{\xi}
\]
\[
\leq I(A;B;C|EXYZ)_{\rho}
\]
\[
= (\lambda) I(A;B;C|EXYZ)_{\tau} + (1 - \lambda) I(A;B;C|EXYZ)_{\gamma}
\]
\[
\leq (\lambda) \inf_{\text{ext. in (136)}} I(A;B;C|EXYZ)_{\tau} + (1 - \lambda) \inf_{\text{ext. in (137)}} I(A;B;C|EXYZ)_{\gamma}.
\]

The first inequality holds because we picked a particular no-signaling extension. The second inequality holds due to the convexity of the individual terms in the definition of conditional total correlation. Since \(\tau\) and \(\gamma\) are arbitrary no-signaling extensions of \(t\) and \(r\), and optimizing over arbitrary input probability distributions, we find that

\[
\sup_q \inf_{\text{ext. in (138)}} I(A;B;C|EXYZ)_{\rho}
\]
\[
\leq (\lambda) \sup_q \inf_{\text{ext. in (136)}} I(A;B;C|EXYZ)_{t} + (1 - \lambda) \sup_q \inf_{\text{ext. in (137)}} I(A;B;C|EXYZ)_{r}.
\]

This concludes the proof.

**Theorem 13** (Convexity of QTINL). Let \(t(a,b,c|x,y,z)\) and \(r(a,b,c|x,y,z)\) be two quantum correlations, and let \(\lambda \in [0,1]\). Let \(p(a,b,c|x,y,z)\) be a mixture of the two correlations, defined as

\[
p(a,b,c|x,y,z) = \lambda t(a,b,c|x,y,z) + (1 - \lambda) r(a,b,c|x,y,z).
\]

Then,

\[
N_Q(A;B;C)_{\rho} \leq \lambda N_Q(A;B;C)_{t} + (1 - \lambda) N_Q(A;B;C)_{r}.
\]

**Proof.** Consider the following quantum extensions of \(t\), \(r\), and \(p\):

\[
\tau_{ABCEXYZ} = \sum_{a,b,c,x,y,z} q(x,y,z) t(a,b,c|x,y,z) |abcxyz\rangle|ABCEXYZ \rangle \otimes \rho_{E}^{abcxyz},
\]
\[
\gamma_{ABCEXYZ} = \sum_{a,b,c,x,y,z} q(x,y,z) r(a,b,c|x,y,z) |abcxyz\rangle|ABCEXYZ \rangle \otimes \gamma_{E}^{abcxyz},
\]
\[
\zeta_{ABCEXYZ} = \sum_{a,b,c,x,y,z} q(x,y,z) p(a,b,c|x,y,z) |abcxyz\rangle|ABCEXYZ \rangle \otimes \rho_{E}^{abcxyz}.
\]

Let \(\tau_{\hat{A}\hat{B}C}\) be a quantum state that, along with the POVMs characterized by \(\{\Pi_a^{(x)}\}_a\), \(\{\Pi_b^{(y)}\}_b\), and \(\{\Pi_c^{(z)}\}_c\), yield the correlation \(t(a,b,c|x,y,z)\). Let \(\tau_{\hat{A}\hat{B}C}\) be a quantum extension of \(\tau_{ABCE}\). Similarly, let \(\gamma_{\hat{A}\hat{B}C}\) be a quantum state that, along with the POVMs characterized by \(\{\Lambda_a^{(x)}\}_a\), \(\{\Lambda_b^{(y)}\}_b\), and \(\{\Lambda_c^{(z)}\}_c\), yield the correlation \(r(a,b,c|x,y,z)\). Let \(\gamma_{\hat{A}\hat{B}C}\) be a quantum extension of \(\gamma_{ABCE}\). Then, a particular quantum state that realizes the correlation \(p(a,b,c|x,y,z)\) is the following:

\[
\rho_{\hat{A}\hat{B}C\hat{A}^\prime\hat{B}^\prime\hat{C}^\prime} = \lambda \tau_{\hat{A}\hat{B}C} \otimes |000\rangle|000\rangle_{\hat{A}^\prime\hat{B}^\prime\hat{C}^\prime} + (1 - \lambda) \gamma_{\hat{A}\hat{B}C} \otimes |111\rangle|111\rangle_{\hat{A}^\prime\hat{B}^\prime\hat{C}^\prime}.
\]

Then,

\[
p(a,b,c|x,y,z) = \text{Tr} \left[ \Pi_a^{(x)} \otimes \Pi_b^{(y)} \otimes \Pi_c^{(z)} \otimes |000\rangle|000\rangle_{\hat{A}^\prime\hat{B}^\prime\hat{C}^\prime} (\rho_{\hat{A}\hat{B}C\hat{A}^\prime\hat{B}^\prime\hat{C}^\prime}) \right] +
\]
where it is understood that Alice is measuring \( \sigma_Z \) on her system \( A' \), Bob is measuring \( \sigma_Z \) on \( B' \), and Charlie is measuring \( \sigma_Z \) on \( C' \), in addition to the other measurements on their systems \( A \), \( B \), and \( C \). Now, consider the following quantum extension of \( \rho_{ABC[A'B'C']C'} \):

\[
\rho_{\tilde{A}B\tilde{C}[A'B'C']C'} = \lambda \tau_{\tilde{A}B\tilde{C}E} \otimes |0000\rangle\langle 0000|_{A'B'C'F} + (1 - \lambda) \gamma_{\tilde{A}B\tilde{C}E} \otimes |1111\rangle\langle 1111|_{A'B'C'F}.
\]

Furthermore, consider the following particular quantum extension of \( \zeta_{\tilde{A}B\tilde{C}EXYZ} \):

\[
\rho_{\tilde{A}B\tilde{C}EXYZ} = \sum_{a,b,c,x,y,z} p(x,y,z) \{(\lambda) t(a,b,c|x,y,z)[a,b,c,x,y,z] \otimes \tau_{\tilde{E}xyz} \otimes [0]_{E'}
\]
\[+ (1 - \lambda) r(a,b,c|x,y,z)[a,b,c,x,y,z] \otimes \gamma_{\tilde{E}xyz} \otimes [1]_{E'}\}. \]

Then following similar arguments given in the proof of Theorem 12, we obtain

\[
N_Q(A;B;C)_r \leq \lambda N_Q(A;B;C)_l + (1 - \lambda) N_Q(A;B;C)_r. \quad (152)
\]

This concludes the proof.

## B Monotonicity under Local Operations and Common Randomness

Local Operations and Common Randomness (LOCR) is the set of free operations within the setup of conference key agreement. These free operations are chosen so that they are consistent with the prerequisites of the parity-CHSH game \[16\], which are similar to those of the CHSH game \[47, 48\]. By common randomness, we mean that all parties have access to a common random variable and an instance that is made available to all parties before each round of the protocol. Using this common randomness, all parties can perform local operations and pre- and post-processing on their inputs and outputs. LOCR can be applied to an input distribution \( p_i(a,b,c|x,y,z) \) to arrive at an output distribution \( p_f(a_f,b_f,c_f|x_f,y_f,z_f) \) as follows:

\[
p_f(a_f,b_f,c_f|x_f,y_f,z_f) = \sum_{a,b,c,x,y,z} O^{(L)}(a_f,b_f,c_f|x_f,y_f,z_f,a,b,c,x,y,z) \]
\[p_i(a,b,c|x,y,z)I^{(L)}(x,y,z|x_f,y_f,z_f), \quad (153)
\]

where

\[
O^{(L)}(a_f,b_f,c_f|x_f,y_f,z_f,a,b,c,x,y,z) = \sum_{\lambda 2} p(\lambda_2) O_A(a_f|a,x,x_f,\lambda_2) \]
\[\times O_B(b_f|b,y,y_f,\lambda_2)O_C(c_f|c,z,z_f,\lambda_2), \quad (154)
\]

and

\[
I^{(L)}(x,y,z|x_f,y_f,z_f) = \sum_{\lambda 1} p(\lambda_1) I_A(x|x_f,\lambda_1)I_B(y|y_f,\lambda_1)I_C(z|z_f,\lambda_1). \quad (155)
\]

The bipartite case has been considered previously in \[49\]. In the above equations, \( O_A, O_B, O_C, I_A, I_B, \) and \( I_C \) are the pre-agreed local operations, and \( \lambda_1 \) and \( \lambda_2 \) represent the common randomness shared between the parties before and after obtaining the outputs from the initial correlation, respectively.
\textbf{Theorem 14} (Monotonicity under LOCR). Let $p_i(a, b, c|x, y, z)$ be a no-signaling correlation, and let $p_f(a_f, b_f, c_f|x_f, y_f, z_f)$ result from the action of local operations and common randomness on $p_i(a, b, c|x, y, z)$, as described in (153). Then,  

$$N(A_i; B_i; C_i)p_i \geq N(A_i; B_f; C_f)p_f.$$  

\textit{Proof.} Consider the following respective no-signaling extensions of $p_f(a_f, b_f, c_f|x_f, y_f, z_f)$ and $p_i(a, b, c|x, y, z)$: 

$$\zeta_{A_f B_f C_f} \sum_{x_f, y_f, z_f} \rho_{A_f B_f C_f} = \sum_{a_f, b_f, c_f, x_f, y_f, z_f} q(x_f, y_f, z_f)p_f(a_f, b_f, c_f|x_f, y_f, z_f)$$  

and  

$$\tau_{ABC} = \sum_{a, b, c, x, y, z} q(x, y, z)p(a, b, c|x, y, z)[abcxyz]_{ABC} \otimes \rho_E^{abcxyz}.$$  

Let us embed $p_f(a_f, b_f, c_f|x_f, y_f, z_f)$ in the following quantum state: 

$$\rho_{ABC} = \sum_{a, b, c, x, y, z} p(a, b, c|x, y, z)[abcxyz]_{ABC} \otimes \rho_E^{abcxyz}.$$  

A particular no-signaling extension of this state is as follows: 

$$\rho_{ABCA} = \sum_{a, b, c, x, y, z} q(x, y, z)p(a, b, c|x, y, z)[abcxyz]_{ABCA} \otimes \rho_E^{abcxyz} \otimes [\lambda_1 \lambda_2].$$  

Now let us begin with the following inequality: 

$$\inf_{\text{ext. in (157)}} I(A_f; B_f; C_f|EX_fY_fZ_f) \leq I(A_f; B_f; C_f|EX_fY_fZ_f).$$  

The above inequality holds for a specific choice $\rho_{ABCA} = \sum_{a, b, c, x, y, z} q(x, y, z)p(a, b, c|x, y, z)[abcxyz]_{ABCA} \otimes \rho_E^{abcxyz}$ of a no-signaling extension of $p_f(a_f, b_f, c_f|x_f, y_f, z_f)$. Using data processing of conditional total correlation under local channels, we find that 

$$I(A_f; B_f; C_f|EX_fY_fZ_f) \leq I(AX_f \Lambda_2; BY_f \Lambda_2; CZ_f \Lambda_2|EX_fY_fZ_f).$$  

Since $X_f, Y_f, Z_f,$ and $\Lambda_2$ are classical copies of themselves, it follows that 

$$I(AX_f \Lambda_2; BY_f \Lambda_2; CZ_f \Lambda_2|EX_fY_fZ_f) = I(AX; BY; CZ|EX_fY_fZ_f).$$
Since none of $A$, $X$, $B$, $Y$, $C$, and $Z$ depend on $\Lambda_2$, we conclude that

$$I(AX; BY; CZ|EX_fY_fZ_f\Lambda_1\Lambda_2)_\rho = I(AX; BY; CZ|EX_fY_fZ_f\Lambda_1)_\rho.$$  \hfill (164)

Hence,

$$\inf_{\text{ext. in (157)}} I(A_f; B_f; C_f|EX_fY_fZ_f)_\zeta \leq I(AX; BY; CZ|EX_fY_fZ_f\Lambda_1)_\rho.$$ \hfill (165)

Using (27), we find that

$$I(AX; BY; CZ|EX_fY_fZ_f\Lambda_1)_\rho = I(A; B; C|EX_fY_fZ_f\Lambda_1 X Y Z)_\rho$$
$$+ I(X; Y; Z|EX_fY_fZ_f\Lambda_1)_\rho + I(Y; Z|EX_fY_fZ_f\Lambda_1)_\rho$$
$$+ I(X; Z; B|EX_fY_fZ_f\Lambda_1)_\rho + I(X; Y; C|EX_fY_fZ_f\Lambda_1)_\rho.$$ \hfill (166)

The information-theoretic quantities $I(Y; Z; A|EX_fY_fZ_f\Lambda_1)_\rho$, $I(X; Z; B|EX_fY_fZ_f\Lambda_1)_\rho$, and $I(X; Y; C|EX_fY_fZ_f\Lambda_1)_\rho$ are equal to zero due to the no-signaling constraints elucidated in (5) and the structure in (155) of the local box $I_L$. The information-theoretic quantity $I(X; Y; Z|EX_fY_fZ_f\Lambda_1)_\rho$ is equal to zero due to (155). The structure of $\rho$ implies that all the terms are equal to zero, except for the first term. So,

$$\inf_{\text{ext. in (157)}} I(A_i; B_f; C_f|EX_fY_fZ_f)_\zeta \leq I(A; B; C|XY ZE|EX_fY_fZ_f\Lambda_1)_\rho$$
$$= I(A; B; C|XY ZE)_\tau,$$ \hfill (167)

where the equality is a consequence of the structure of $\rho_{A B C E X Y Z X_fY_fZ_f\Lambda_1}$. Since $\tau$ is an arbitrary no-signaling extension of $p_i$, we conclude that

$$\inf_{\text{ext. in (157)}} I(A_i; B_f; C_f|EX_fY_fZ_f)_\zeta \leq \inf_{\text{ext. in (158)}} I(A; B; C|XY ZE)_\tau.$$ \hfill (168)

By optimizing over arbitrary input probability distributions, we conclude that

$$\sup_q \inf_{\text{ext. in (157)}} I(A_f; B_f; C_f|EX_fY_fZ_f)_{p_f} \leq \sup_q \inf_{\text{ext. in (158)}} I(A; B; C|XY ZE)_{p_i},$$ \hfill (170)

which is the desired inequality in (156).

**Theorem 15** (Monotonicity under LOCR of QTINL). Let $p_i(a, b, c|x, y, z)$ be a quantum correlation, and let $p_f(a_f, b_f, c_f|x_f, y_f, z_f)$ result from the action of local operations and common randomness on $p_i(a, b, c|x, y, z)$, as described in (153). Then

$$N_Q(A_i; B_i; C_i)_{p_i} \geq N_Q(A_i; B_f; C_f)_{p_f}.$$ \hfill (171)

**Proof.** First, let us embed $p_f(a_f, b_f, c_f|x_f, y_f, z_f)$ in a quantum state:

$$\zeta_{A_fB_fC_fX_fY_fZ_f} = \sum_{a_f, b_f, c_f, x_f, y_f, z_f} q(x_f, y_f, z_f)p_f(a_f, b_f, c_f|x_f, y_f, z_f)[a_f b_f c_f x_f y_f z_f]_{A_fB_fC_fX_fY_fZ_f},$$ \hfill (172)

where $q(x_f, y_f, z_f)$ is an arbitrary probability distribution for $x_f$, $y_f$, and $z_f$. The set $Q$ of quantum correlations is closed under the action of local operations and common randomness, implying that $p_f(a_f, b_f, c_f|x_f, y_f, z_f) \in Q$. Since $p_f(a_f, b_f, c_f|x_f, y_f, z_f)$ is also a
quantum correlation, we know that there exists an underlying state $\zeta_{ABfBfCf}$ and POVMs 
$\{\Pi^{(x_f)}_{af}\}, \{\Pi^{(y_f)}_{bf}\}$, and $\{\Pi^{(z_f)}_{cf}\}$, such that

$$p_f(a_f, b_f, c_f|x_f, y_f, z_f) = \text{Tr}\left[\left(\Pi^{(x_f)}_{af} \otimes \Pi^{(y_f)}_{bf} \otimes \Pi^{(z_f)}_{cf}\right) \zeta_{ABfBfCf}\right].$$  

(173)

An arbitrary quantum extension of the state $\zeta_{ABfBfCfXYfYfZf}$ is given by

$$\zeta_{ABfBfCfEXfYfZf} = \sum_{a_f, b_f, c_f, x_f, y_f, z_f} q(x_f, y_f, z_f)p_f(a_f, b_f, c_f|x_f, y_f, z_f)
\left(a_f b_f c_f x_f y_f z_f\right) \zeta_{E}^{a_f, b_f, c_f x_f y_f z_f},$$  

(174)

where

$$\zeta_{E}^{a_f, b_f, c_f x_f y_f z_f} = \frac{1}{p_f(a_f, b_f, c_f|x_f, y_f, z_f)} \text{Tr}\left[\left(\Pi^{(x_f)}_{af} \otimes \Pi^{(y_f)}_{bf} \otimes \Pi^{(z_f)}_{cf} \otimes \mathbb{1}\right) \zeta_{ABfBfCfE}\right],$$  

(175)

and $\zeta_{ABfBfCfE}$ is an quantum extension of $\zeta_{ABfBfCf}$. Now, we know that

$$p_f(a_f, b_f, c_f|x_f, y_f, z_f) = \sum_{a,b,c,x,y,z} O^{(L)}(a_f, b_f, c_f|x_f, y_f, z_f, a, b, c, x, y, z)$$

$$p_i(a, b, c|x, y, z)I^{(L)}(x, y, z|x_f, y_f, z_f),$$  

(176)

as well as the facts that $I^{(L)}(x, y, z|x_f, y_f, z_f)$ and $O^{(L)}(a_f, b_f, c_f|x_f, y_f, z_f, a, b, c, x, y, z)$ are local correlations. Therefore, there exist separable states $\zeta_{XYZ}$ and $\rho_{ABfBfCf}$, along with POVMs that result in the correlations $I^{(L)}$ and $O^{(L)}$. That is,

$$I^{(L)}(x, y, z|x_f, y_f, z_f) = \text{Tr}\left[\left(\Pi^{(x_f)}_{af} \otimes \Pi^{(y_f)}_{bf} \otimes \Pi^{(z_f)}_{cf}\right) \zeta_{XYZ}\right],$$  

(177)

and

$$O^{(L)}(a_f, b_f, c_f|x_f, y_f, z_f, a, b, c, x, y, z) = \text{Tr}\left[\left(\Pi^{(x_f, a, x)}_{af} \otimes \Pi^{(y_f, b, y)}_{bf} \otimes \Pi^{(z_f, c, z)}_{cf}\right) \rho_{ABfBfCf}\right].$$  

(178)

Furthermore, we know that the correlation $p_i(a, b, c|x, y, z)$ is a quantum correlation. Thus, there exists an underlying state $\zeta_{ABfCf}$ and POVMs $\{\Pi^{(x_f)}_{a}\}, \{\Pi^{(y_f)}_{b}\}$, and $\{\Pi^{(z_f)}_{c}\}$, such that

$$p(a_f, b_f, c_f|x_f, y_f, z_f) = \sum_{a,b,c,x,y,z} \text{Tr}\left[\left(\Pi^{(x_f, a, x)}_{af} \otimes \Pi^{(y_f, b, y)}_{bf} \otimes \Pi^{(z_f, c, z)}_{cf}\right) \zeta_{ABfCf}\right].$$  

(179)

Since $\zeta_{XYZ}$ is a separable state, we can write it as $\zeta_{XYZ} = \sum_{\lambda_1} \rho_{\lambda_1} \zeta_{X}^{\lambda_1} \otimes \zeta_{Y}^{\lambda_1} \otimes \zeta_{Z}^{\lambda_1}$. Let $\zeta_{XYZ} = \sum_{\lambda_1} p(\lambda_1) \zeta_{X}^{\lambda_1} \otimes \zeta_{Y}^{\lambda_1} \otimes \zeta_{Z}^{\lambda_1} \otimes [\lambda_1]_{A_1}$ be a particular quantum extension of $\zeta_{XYZ}$. Similarly, let $\rho_{ABfBfCf}$ be a quantum extension of $\rho_{ABfBfCf}$ and $\zeta_{ABfCfE}$ an extension of $\zeta_{ABfCf}$. A particular quantum extension of the state in (174) is given by

$$\rho_{ABfBfCfEXfYfZf} = \sum_{a_f, b_f, c_f, x_f, y_f, z_f} p(x_f, y_f, z_f) q_f(a_f, b_f, c_f|x_f, y_f, z_f)$$

$$\times \rho_{ABfBfCfEXfYfZf} \zeta_{ABfCfE},$$

(179)
\[
\rho_{ABC} = \frac{1}{p(a,b,c,x,y,z)} \text{Tr} \left[ \left( \Pi^{(x)}_a \otimes \Pi^{(y)}_b \otimes \Pi^{(z)}_c \otimes I \right) \zeta_{ABCE} \right],
\]

which then gives

\[
\rho_{\text{ABC} \otimes \text{XYZ}} = \sum_{a,b,c,x,y,z} q(x,y,z) \sum_{a,b,c,x,y,z} \rho_{ABC} \otimes \rho_{\text{XYZ}} = \sum_{a,b,c,x,y,z} \rho_{ABC} \otimes \rho_{\text{XYZ}}.
\]

Then, following arguments similar to that given in Theorem 14, we obtain the desired inequality in (171).

C Local Hidden-Variable Models

In this appendix, we show that tripartite intrinsic non-locality and quantum tripartite intrinsic non-locality vanish for tripartite correlations that admit a local hidden-variable model. A tripartite correlation admits a local hidden-variable model if it is of the following form [28]:

\[
p(a,b,c|x,y,z) = \sum_{\lambda} p_A(\lambda)p(a|x,\lambda)p(b|y,\lambda)p(c|z,\lambda),
\]

where \( \lambda \) is a local hidden variable. If a distribution admits such a model, then the model can be reformulated so that all the factor distributions \( p(a|x,\lambda), p(b|y,\lambda), \) and \( p(c|z,\lambda) \) are deterministic with probabilities equal to either zero or one. In this case, using the classical information \( \lambda \) and the input settings of \( x, y, \) and \( z, \) an eavesdropper can deduce the outcomes \( a, b, \) and \( c \) with certainty. Hence, tripartite intrinsic non-locality and quantum tripartite intrinsic non-locality should vanish for local tripartite correlations.

**Theorem 16** (TINL & QTINL for local correlations). Tripartite intrinsic non-locality and quantum tripartite intrinsic non-locality vanish for every distribution \( p(a,b,c|x,y,z) \) having a local hidden-variable model, i.e., \( N(A;B;C)_p = 0 \) and \( N_Q(A;B;C)_p = 0. \)

**Proof.** Consider the following no-signaling extension of \( p(a,b,c|x,y,z) \):

\[
\zeta_{ABCE} = \sum_{a,b,c,x,y,z} q(x,y,z)p(a,b,c|x,y,z)[abcxyz]_{ABCXYZ} \otimes \rho_{E}^{abcxyz}.
\]

A particular no-signaling extension of \( p(a,b,c|x,y,z) \) is

\[
\rho_{ABC} = \sum_{a,b,c,x,y,z} p_A(\lambda)q(x,y,z)p(a|x,\lambda)p(b|y,\lambda)p(c|z,\lambda)[abcxyz]_{ABCXYZ} \otimes [\lambda]_E
\]

\[
= \sum_{\lambda} p_A(\lambda)\rho_{ABC}^\lambda \otimes [\lambda]_E
\]
where
\[
\hat{\rho}_{ABCXYZ} = \sum_{a,b,c,x,y,z} q(x,y,z)p(a|x,\lambda)p(b|y,\lambda)p(c|z,\lambda)[abcxyz]_{ABCXYZ}.
\] (186)

Then, it follows that
\[
\inf_{\text{ext. in } (184)} I(A;B;C|EXYZ)_{\zeta} \leq I(A;B;C|EXYZ)_{\rho} = \sum_{\Lambda} p_{\Lambda}(\lambda) I(A;B;C|XYZ)_{\rho_{\lambda}}
\] (187)

From inspection of (186), we conclude that \(I(A;B;C|XYZ)_{\rho_{\lambda}} = 0\). Therefore, we obtain the first desired claim: \(N(A;B;C)_{\rho} = 0\). One can see that \(N_{Q}(A;B;C)_{\rho} = 0\) by considering the appropriate quantum extensions. \(\square\)