Abstract

We consider the dynamical system consisting of a quantum degree of freedom $A$ interacting with $N$ quantum oscillators described by the Lagrangian

$$L = \frac{1}{2} \dot{A}^2 + \sum_{i=1}^{N} \left\{ \frac{1}{2} x_i^2 - \frac{1}{2} \left( m^2 + e^2 A^2 \right) x_i^2 \right\}. \quad (1)$$

In the limit $N \to \infty$, with $e^2 N$ fixed, the quantum fluctuations in $A$ are of order $1/N$. In this limit, the $x$ oscillators behave as harmonic oscillators with a time dependent mass determined by the solution of a semiclassical equation for the expectation value $\langle A(t) \rangle$. This system can be described, when $\langle x(t) \rangle = 0$, by a classical Hamiltonian for the variables $G(t) = \langle x^2(t) \rangle$, $\dot{G}(t)$, $A_c(t) = \langle A(t) \rangle$, and $\dot{A}_c(t)$. The dynamics of this latter system turns out to be chaotic. We propose to study the nature of this large-$N$ limit by considering both the exact quantum system as well as by studying an expansion in powers of $1/N$ for the equations of motion using the closed time path formalism of quantum dynamics.
1 Introduction

The definition and observation of chaotic behavior in classical systems is familiar and more or less well understood [1]. However the proper definition of chaos for quantum systems and its experimental manifestations are still unclear [2]. Here we first study a simple model of two coupled systems which displays \textit{semiquantum} chaos [3] when one of the systems can be treated “semiclassically.” We then study a purely quantum system of \( N + 1 \) degrees of freedom which has the identical dynamics in the large \( N \) limit as our original system. In this way we can determine, as a function of \( N \), what is the time scale for quantum fluctuations of the “classical” oscillator to be of significant size. We also can determine how this time scale is related to the time scale determined by the maximum Lyapunov index. The question we are interested in here is whether quantum fluctuations become significant before or after the original system is sensitive to initial conditions.

In a classical chaotic system, such as the weather, we are accustomed to situations where there is lack of long time forecasting because of the sensitivity of the system to initial conditions. The simple model system considered here has the unusual feature that one has to give up long term forecasting even for the quantum mechanical probabilities, as exemplified by the average number of quanta at later times [3].

First let us review the original system which displayed semiquantum chaos. Consider two coupled quantum systems described by the Lagrangian,

\[
L = \frac{1}{2} \dot{x}^2 + \frac{1}{2} \dot{A}^2 - \frac{1}{2} (m^2 + e^2 A^2) x^2 .
\]  

(2)

This Lagrangian leads to the Heisenberg equations of motion:

\[
\ddot{x} + (m^2 + e^2 A^2) x = 0
\]  

(3)

\[
\ddot{A} + e^2 x^2 A = 0 .
\]  

(4)

The Hamiltonian is

\[
H = \frac{1}{2} \dot{p}^2 + \frac{1}{2} \Pi_A^2 + \frac{1}{2} (m^2 + e^2 A^2) x^2 ,
\]  

(5)

where \( p(t) = \dot{x}(t) \) and \( \Pi_A = \dot{A}(t) \). We next assume that we are in an experimental situation where the expectation value of \( A(t) \) is so large that quantum fluctuations may be ignored. That is, we assume that \( A \) is in a classical domain or in a coherent state (with large displacement). This is a particular assumption about approximating the expectation values involved in taking expectation values of the Heisenberg equations of motion, namely:

\[
\langle A^2 x \rangle = \langle A \rangle^2 \langle x \rangle ; \quad \langle x^2 A \rangle = \langle x^2 \rangle \langle A \rangle
\]  

(6)
Here expectation value means taking a trace with respect to an initial density matrix defined at the initial time $t_0$, which we take to be $t_0 = 0$. Taking expectation values of the Heisenberg equations with the above factorization, we obtain
\begin{equation}
\langle \ddot{x} \rangle + (m^2 + e^2 \langle A \rangle^2) \langle x \rangle = 0 ,
\end{equation}
\begin{equation}
\langle \ddot{A} \rangle + e^2 \langle x^2 \rangle \langle A \rangle = 0 .
\end{equation}
In this approximation, the equation for $\langle x \rangle$ is that of an harmonic oscillator with a time dependent mass, $m^2(t) = m^2 + e^2 \langle A \rangle^2$. $A$ can be thought of as a “classical” oscillator (since we do not include its quantum fluctuations) whose mass is determined by the quantum fluctuation of the $x$ oscillator (we consider the case where $\langle x \rangle = 0$). The problem of a quantum harmonic oscillator with a time dependent mass can be solved in terms of the (numerical) solution of an auxiliary classical oscillator problem.

We begin by noting that in the Heisenberg picture
\begin{equation}
[x(t), p(t)] = i .
\end{equation}
This commutation relation can be satisfied at all times by introducing time-independent (defined at $t = 0$) creation and destruction operators, $a$ and $a^\dagger$, and using the Ansatz
\begin{equation}
x(t) = f(t)a + f^*(t)a^\dagger ,
\end{equation}
with $f(t)$ satisfying the Wronskian condition
\begin{equation}
i[f^*(t)\dot{f}(t) - \dot{f}^*(t) f(t)] = 1 .
\end{equation}
The destruction and creation operators $a$ and $a^\dagger$ satisfy the usual commutation relation $[a, a^\dagger] = 1$. The commutation relation (9) then follows automatically.

It is easy to show using (3) and (10) that $f(t)$ satisfies the equation of motion
\begin{equation}
\ddot{f} + (m^2 + e^2 A^2) f = 0 ,
\end{equation}
with the normalization fixed by the Wronskian condition (11). We can either solve this classical equation directly numerically, imposing the Wronskian condition at time $t = 0$, or we can automatically impose the Wronskian condition by the substitution
\begin{equation}
f(t) = \frac{1}{\sqrt{2\Omega(t)}} \exp \left[ -i \int_0^t \Omega(t') dt' \right] ,
\end{equation}
where $\Omega(t)$ satisfies the nonlinear differential equation
\begin{equation}
\frac{1}{2} \left( \frac{\ddot{\Omega}}{\Omega} \right) - \frac{3}{4} \left( \frac{\dot{\Omega}}{\Omega} \right)^2 + \Omega^2 = \omega^2 ,
\end{equation}
with
\[ \omega^2(t) \equiv m^2 + e^2 A^2(t) . \] (15)

For simplicity we choose the initial state vector at \( t = 0 \) to be the ground state of the
operator \( \hat{n} = a^{\dagger}a \), i.e., \( |\Psi(0)\rangle = |0\rangle \), where \( a|0\rangle = 0 \). Then, from (10), the average
(classical) value of \( x(t) \) and \( p(t) \) is zero for all time, i.e., \( \langle x(t) \rangle = 0 \) and \( \langle p(t) \rangle = 0 \). This
initial condition pertains in certain semiclassical time evolution problems, such as
particle production by strong electromagnetic or gravitational fields. For the electric
field problem, \( A \) corresponds to the electric field, and \( x \) to the \( k = 0 \) mode of the
charged particle field (See, e.g., Refs. [8] [11]).

The quantum fluctuations of \( x(t) \) are non-zero and are given by the variable \( G(t) \),
\[ G(t) = \langle x^2(t) \rangle = |f(t)|^2 = \frac{1}{2\Omega(t)} . \] (16)

From (14), it is easy to show that \( G(t) \) satisfies
\[ \frac{1}{2} \left( \frac{\ddot{G}}{G} \right) - \frac{1}{4} \left( \frac{\dot{G}}{G} \right)^2 - \frac{1}{4G^2} + \omega^2 = 0 . \] (17)

In addition, we find that
\[ \langle \dot{x}^2(t) \rangle = \frac{1}{4} \left( \frac{\dot{G}^2}{G} + \frac{1}{G} \right) . \] (18)

The expectation value of Eq. (5) becomes a new effective Hamiltonian
\[ H_{\text{eff}} = \langle H(t) \rangle = \frac{1}{2} \Pi_A^2 + 2\Pi_G^2 G + \frac{1}{8G} + \frac{1}{2}(m^2 + e^2 A^2)G . \] (19)

The momenta conjugate to \( G \) and \( A \) are
\[ \Pi_G = \frac{\dot{G}}{4G} , \quad \Pi_A = \dot{A} . \] (20)

This classical Hamiltonian determines the variables, \( G \) and \( \dot{G} \), necessary for a complete quantum-mechanical description of the \( x \) oscillator. Hamilton’s equations then yield
\[ \ddot{G} = -2\Pi_G^2 + \frac{1}{8G^2} - \frac{1}{2} \omega^2 , \]
\[ \ddot{A} = -e^2 AG , \] (21)
or equivalently,
\[ \frac{1}{2} \left( \frac{\ddot{G}}{G} \right) - \frac{1}{4} \left( \frac{\dot{G}}{G} \right)^2 - \frac{1}{4G^2} + \omega^2 = 0 , \] (22)
which correspond to (17) and the expectation value of Eq. (4).

The classical effective Lagrangian corresponding to the effective Hamiltonian (19) is

\[ L_{\text{eff}} = \frac{1}{2} \dot{A}^2 + \frac{1}{8} \left( \frac{\dot{G}^2}{G} - \frac{1}{G} \right) - \frac{1}{2} \left( m^2 + e^2 A^2 \right) G . \]  

(23)

This Lagrangian could also have been obtained using Dirac’s action,

\[ \Gamma = \int dt \langle \Psi(t) | i \frac{\partial}{\partial t} - H | \Psi(t) \rangle \equiv \int dt L_{\text{eff}} , \]  

(24)

and a time-dependent Gaussian trial wave function as described in Ref. [4]. This variational method has recently been used to study the quantum Hénon-Heiles problem in a mean-field approximation [6]. In this method, the Gaussian trial wave function is parametrized as follows

\[ \Psi(t) = \left[ 2 \pi G(t) \right]^{-1/4} \exp \left[ -i \int_0^t \omega(t') dt' \right] \]  

(26)

Here, \( G(t) \) and \( \Pi_G(t) \) are the time dependent real and imaginary parts of the width of the wave function. One can prove for our problem that if the quantum oscillator wave function starts at \( t = 0 \) as a Gaussian, it is described at all times by the above expression, where \( G(t) \) and \( \Pi_G(t) \) are totally determined by solving the effective Hamiltonian dynamics. (For our special initial conditions \( p(t) = q(t) = 0 \). Thus we find that our effective Hamiltonian totally determines the time evolution of the quantum oscillator.

One interesting “classical” variable is the expectation value of the time dependent adiabatic number operator, which corresponds to the number of quanta in a situation where the classical \( A \) oscillator is changing slowly (adiabatically). For the related field theory problem of pair production of charged pairs by strong electric fields (where \( A \) corresponds to the classical electromagnetic field and \( x \) to the \( k = 0 \) mode of the charged scalar field) this corresponds to the time dependent single particle distribution function of charged mesons. To find the expression for the number of quanta, which requires the definition of an adiabatic number operator, we begin with the wave function for the quantum oscillators corresponding to a slowly varying classical background \( A \):

\[ g(t) = \frac{1}{\sqrt{2 \omega(t)}} \exp \left[ -i \int_0^t \omega(t') dt' \right] \]  

(26)

in terms of which we can decompose the quantum operator via

\[ x(t) = g(t)b(t) + g^*(t)b^\dagger(t) . \]  

(27)

Requiring the momentum operator to have the form

\[ p(t) = \dot{x}(t) = \dot{g}(t)b(t) + \dot{g}^*(t)b^\dagger(t) \]  

(28)
by imposing $g(t)\dot{b}(t) + g^*(t)\dot{b}^\dagger(t) = 0$, and recognizing that $g(t)$ and $g^*(t)$ satisfy the Wronskian condition by construction, one finds that $b(t)$ and $b^\dagger(t)$ have the usual interpretation as creation and annihilation operators, i.e., $[x(t), p(t)] = i$ and $[b(t), b^\dagger(t)] = 1$. Note also that

$$b(t) = i[g^*(t)\dot{x}(t) - \dot{g}^*(t)x(t)] .$$

(29)

It turns out that $b^\dagger(t)b(t)$ can be interpreted as a time-dependent number operator (assuming a slowly varying (adiabatic) classical field $A$). The time independent basis and the time dependent basis are both complete sets and are related by a unitary Bogoliubov transformation, $b(t) = \alpha(t)a + \beta(t)a^\dagger$, where

$$\alpha(t) = i[g^*(t)\dot{f}(t) - \dot{g}^*(t)f(t)] ,$$

$$\beta(t) = i[g^*(t)\dot{f}^*(t) - \dot{g}^*(t)f^*(t)] ,$$

(30)

and where $|\alpha(t)|^2 - |\beta(t)|^2 = 1$. If we choose as initial conditions, $\Omega(0) = \omega(0)$, $\dot{\Omega}(0) = \dot{\omega}(0)$, then $\alpha(0) = 1$ and $\beta(0) = 0$. These are the initial conditions appropriate to the field theory problem of pair production.

The average value of the time-dependent occupation number is given by

$$n(t) = \langle b^\dagger(t)b(t) \rangle = |\beta(t)|^2 = (4\Omega\omega)^{-1} \left[ (\Omega - \omega)^2 + \frac{1}{4} \left( \frac{\dot{\Omega}}{\Omega} - \frac{\dot{\omega}}{\omega} \right)^2 \right] .$$

(32)

Eq. (32) allows us to compute the average occupation number of the system as a function of time.

2 Numerical Solution of Hamilton’s equations

We now summarize some previous results from the numerical solution of the Hamiltonian equations obtained in the Gaussian approximation [3]. For calculational purposes, it turns out to be convenient to scale out the mass via the transformations $t \rightarrow m^{-1}t$, $A \rightarrow m^{-1/2}A$, $G \rightarrow m^{-1}G$, and $e \rightarrow em^{3/2}$. Then the scaled equations of motion are

$$\frac{1}{2} \left( \frac{\dot{G}}{G} \right)^2 - \frac{1}{4} \left( \frac{\dot{G}}{G} \right)^2 - \frac{1}{4G^2} + 1 + e^2 A^2 = 0 .$$

(33)

In order to explore the degree of chaos as a function of (scaled) energy and coupling parameter $e$, we calculated surfaces of section and Lyapunov exponents. The surface of section is a slice through the three-dimensional energy shell [4]. That is, for a fixed
energy and coupling parameter, the points on the surface of section are generated as the trajectory pierces a fixed place (e.g., $A = 0$) in a fixed direction. The hallmark of regular motion is the cross section of a KAM torus which is seen as a closed curve in the surface of section. The hallmark of chaotic motion is the lack of any such pattern in the surface of section. In Fig. 1 we show a plot of a surface of section at $E = 0.8$ and $e = 1$ where regular and chaotic regions co-exist.

The Lyapunov exponent provides a more quantitative, objective measure of the degree of chaos. The Lyapunov exponent, $\lambda$, gives the rate of exponential divergence of infinitesimally close trajectories. Although there are as many Lyapunov exponents as degrees of freedom, it is common to simply give the largest of these. For regular trajectories $\lambda = 0$; for chaotic trajectories the exponent is positive. To define the notion of a Lyapunov exponent one begins by considering the infinitesimal deviation from a fiducial trajectory,

$$Z(t) \equiv \lim_{\delta \to 0} z(z_0 + \delta, t) - z(z_0, t),$$

(34)

where $z(z_0, t)$ is a point in phase space at time $t$ with initial position $z_0$. The time evolution for $Z(t)$ is given by

$$\dot{Z}(t) = \nabla F \mid_{z(z_0, t)} \cdot Z(t),$$

(35)

where

$$\dot{z}(t) = F(z(t), t)$$

(36)
are the full equations of motion for the system. The (largest) Lyapunov exponent is defined to be
\[ \lambda \equiv \lim_{t \to \infty} \frac{1}{t} \ln \left| \frac{Z(t)}{Z(0)} \right|. \]  

Appendix A of Ref. [7] provides an explicit algorithm for the calculation of all the Lyapunov exponents. Since we cannot carry out the \( t \to \infty \) limit computationally, the regular trajectories are those for which \( \lambda(t) \) decreases as \( 1/t \), while the chaotic trajectories give rise to \( \lambda(t) \) that is roughly constant in time, as judged by a linear least-squares fit of \( \log[\lambda(t)] \) vs. \( \log(t) \).

We computed the Lyapunov exponents for three values of the scaled coupling constant \( e (0.1, 1.0, 10.0) \) and for energies from 0.5 to 2.0. \( E = 0.5 \) is the lowest energy possible, corresponding to the zero point energy of the oscillator; there is no upper limit on \( E \). Fifty initial conditions were chosen at random for each energy bin of width 0.1 and coupling parameter. One relevant quantity to study is the chaotic volume, the fraction of initial conditions with positive definite Lyapunov exponents (corresponding to chaotic behavior). Errors in this quantity arise because of the finite number of initial conditions chosen, and because the distinction between zero and positive exponents cannot be made with certainty at finite times. We found that for \( e = 0.1 \), more than 95% of trajectories were regular for all energies tested; for \( e = 1.0 \) and 10.0, there is a steadily increasing fraction of chaotic orbits between \( 0.5 \leq E \leq 1.25 \). For \( 1.25 \leq E \leq 2.0 \), more than 90% of these orbits are chaotic. In Fig. 2 we show that the occupation number is sensitive to initial conditions.

3 Quantum Oscillators and the Large-N Expansion

3.1 The Large-N Expansion and Semiquantum Chaos

In this section we show that the previous system of equations for the equations of motion for two oscillators are just the first term in a large-\( N \) expansion for expectation values of the operator equations of motion of a quantum system consisting of \( N \) copies of the original \( x \) oscillator (\( x \to x_i, i = 1, 2, ..., N \)) and a single quantum dynamical variable \( A \). Such a system is described by the operator equations of motion:

\[ \ddot{x}_i + (m^2 + e^2 A^2(t))x_i = 0, \]
\[ \ddot{A} + e^2 \left( \sum_{i=1}^{N} x_i^2(t) \right) A = 0. \]  

(38)
Figure 2: A plot of the occupation number given by Eq. (32) for energy $= 1.8$, $e = 1.0$, $A(0) = 0$, $\Pi G(0) = 0$. The solid line is for for $G(0) = 0.5$; the dashed line is for $G(0) = 0.5001$. This plot shows the sensitivity to initial conditions.

If all the $N$ quantum oscillators $x_i$ have the same initial conditions then, at the level of expectation values, we can set all of them equal ($\langle x_i \rangle \equiv \langle x \rangle$) and obtain equations of motion for the expectation values:

$$\langle \ddot{x} \rangle + m^2 \langle x \rangle + e^2 \langle A^2(t)x \rangle = 0,$$

$$\langle \ddot{A} \rangle + e^2 N \langle x^2(t)A \rangle = 0.$$  \hspace{1cm} (39)

We are interested in initial conditions where $\langle x \rangle = 0$. In the large $N$ limit we will show that in this case

$$\langle x^2 A \rangle = \langle x^2 \rangle \langle A \rangle + O(1/N) ; \quad \langle A^2 x \rangle = \langle A \rangle^2 \langle x \rangle + O(1/N),$$  \hspace{1cm} (40)

so that after the rescaling,

$$A \rightarrow \sqrt{N} \tilde{A} ; \quad e^2 \rightarrow \tilde{e}^2 / N ,$$  \hspace{1cm} (41)

we recover the equations for the expectation values $\langle x^2 \rangle = G(t)$ and $\langle \tilde{A} \rangle$ that pertained to semiquantum chaos. To compare with the original system describing semiquantum chaos we must solve the quantum system at different $N$ for fixed $\tilde{e}$. This value of $\tilde{e}$ must then be set equal to the value of $e$ used in the semiquantum chaos problem. We must also compare $\langle \tilde{A}(t) \rangle$ to the classical oscillator motion $A(t)$ to see the effects of the quantum fluctuations.
The exact quantum problem for the coupled quantum oscillators \( x \) and \( A \) can be studied as a function of \( N \) once we supply the initial wave function at time \( t = 0 \). Since we are interested in a comparison with our previous calculation, where \( \tilde{e} \) is kept fixed, it is convenient to write the equations of motion as

\[
\langle \ddot{x} \rangle + m^2 \langle x \rangle + \tilde{e}^2 \left( \frac{A^2(t)}{N} x \right) = 0 ,
\]

\[
\langle \ddot{A} \rangle + \tilde{e}^2 \langle x^2(t) A \rangle = 0 .
\]

(42)

The initial conditions, as we change \( N \), are that for fixed \( \tilde{A}_0(0) \) at time \( t = 0 \),

\[
\langle A(0) \rangle = \sqrt{N} \tilde{A}_0(0) ; \quad \langle x(0) \rangle = 0 .
\]

(43)

In the Schrödinger picture we have instead the time dependent Schrödinger equation

\[
i \frac{\partial \Psi(x_i, A, t)}{\partial t} = \left[ -\frac{1}{2} \sum_i \frac{\partial^2}{\partial x_i^2} - \frac{1}{2} \frac{\partial^2}{\partial A^2} + (m^2 + e^2 A^2) \sum_i x_i^2 \right] \Psi(x_i, A, t) .
\]

(44)

With an eye to convenience in solving the Schrödinger equation we will choose an initial wave function which is a Gaussian in \( A \) and \( x \), so that the initial expectation values of \( A \) and \( x \) will be the ones specified above. This can be implemented by the initial wave function:

\[
\Psi(t = 0) = \prod_{i=1}^N \Psi_{x_i}(t = 0) \Psi_A(t = 0) ,
\]

(45)

\[
\Psi_A(0) = [2\pi D(0)]^{-1/4} \exp\left[-(A - \sqrt{N} \tilde{A}_0)^2(D^{-1}(0)/4 - i\Pi_D(0)) + ip_A(0)(A - \sqrt{N} \tilde{A}_0)\right] .
\]

(46)

with

\[
D(0) + N \tilde{A}_0^2 = \langle A^2 \rangle_{t=0} , \quad \Pi_D(0) = \frac{\dot{D}(0)}{4D(0)} , \quad p_A(0) = \left\langle -i \frac{\partial}{\partial A} \right\rangle_{t=0} ,
\]

(47)

and

\[
\Psi_{x_i}(0) = [2\pi G(0)]^{-1/4} \exp\left[-x_i^2(G^{-1}(0)/4 - i\Pi_G(0))\right] .
\]

(48)

These initial conditions can be used to compare, as a function of \( N \), the exact quantum problem with the semiquantum chaos problem as well as the \( 1/N \) correction to the semiquantum chaos problem.

The large-\( N \) expansion is best formulated using path integral methods for the generating function of the expectation values. For initial value problems rather special boundary conditions must be placed on the Green’s functions to insure causality. The formalism for doing this is the closed time path (CTP) formulation of the
effective action \[ \Box \]. The marrying of the large \( N \) expansion to the CTP formalism was accomplished recently, as described in Ref. \[ 11 \].

Let us first ignore the issue of boundary conditions on the Green’s functions and discuss the generating functional for the expectation values. To obtain the generating functional we add sources to the original Lagrangian and consider the action

\[
S = \int_c L \, dt
\]

(49)

where the Lagrangian is,

\[
L = \frac{1}{2} \dot{A}^2 + \sum_{i=1}^{N} \left\{ \frac{1}{2} \dot{x}_i^2 - \frac{1}{2} (m^2 + e^2 A^2) x_i^2 + j_i x_i \right\} + JA .
\]

(50)

The contour \( c \) will be chosen in a way that enforces the correct boundary conditions for taking expectation values of operators at an initial time \( t = 0 \). This will be discussed in the appendix.

The generating functional for the expectation values is given by the path integral:

\[
Z[J, j] = \int d[A] \int d[x_1] \ldots \int d[x_N] \, e^{iS[A,x;J,j]} .
\]

(51)

Since (50) is quadratic in the \( x_i \) variables, we may integrate over all of them in (51) and obtain an effective action, given by:

\[
Z[J, j] = \int d[A] e^{iS_{\text{eff}}[A;J,j]}
\]

(52)

where

\[
S_{\text{eff}}[A;J,j] = \int_c dt \left\{ -\frac{1}{2} A \frac{d^2 A}{dt^2} + JA \right\} + \frac{iN}{2} \text{Tr} \ln[G^{-1}(A)]
\]

\[
+ \frac{1}{2} \int_c dt \int_c dt' \sum_i \{ j_i(t) G(t, t') j_i(t') \} .
\]

(53)

Here, we have defined

\[
G_0^{-1}(t, t'; A) = \left\{ \frac{d^2}{dt^2} + (m^2 + e^2 A^2) \right\} \delta(t - t') .
\]

(54)

Thus the Green’s function \( G_0(t, t') \) obeys

\[
\left\{ \frac{d^2}{dt^2} + (m^2 + e^2 A^2) \right\} G_0(t, t'') = \delta(t - t'') .
\]

(55)

The boundary conditions on this Green’s function needed to insure causality will be discussed later. We now consider the particular situation with all the \( x_i \) identical
(i.e., have identical initial conditions) so that \( j_i = j, \ x_i = x \). We also rescale \( A, J \) and \( e \) as follows:

\[
\begin{align*}
\tilde{A} &= A / \sqrt{N} \\
\tilde{J} &= J / \sqrt{N} \\
\tilde{e} &= e \sqrt{N} .
\end{align*}
\]

The effective interaction now becomes proportional to \( N \) as long as \( \tilde{e}^2 \) is kept fixed when \( N \) is changed. This allows the evaluation of the remaining path integral over \( A \) by the method of steepest descent and leads to an expansion of the expectation values as a power series in \( 1/N \). The value of the path integral at the stationary point is the leading term in this expansion, and the Gaussian fluctuations about the stationary point give the \( 1/N \) correction. Expanding the effective action about the stationary point:

\[
S_{\text{eff}}[A; J,j] = S_{\text{eff}}[A_0; J,j] + \int_c dt' \left[ \frac{\delta S_{\text{eff}}}{\delta A(t')} \right]_{A_0} (A(t') - A_0(t')) \]

\[
+ \int_c dt' \int_c dt'' \left[ \frac{\delta^2 S_{\text{eff}}}{\delta A(t') \delta A(t'')} \right]_{A_0} (A(t') - A_0(t')) (A(t'') - A_0(t'')) \]

\[
+ \cdots .
\]

The field \( A_0 \) is determined by the requirement

\[
\left[ \frac{\delta S_{\text{eff}}}{\delta A(t)} \right]_{A_0} = 0 ,
\]

and setting,

\[
D_0^{-1}(t,t') = - \left[ \frac{\delta^2 S_{\text{eff}}}{\delta A(t) \delta A(t')} \right]_{A_0},
\]

the path integral in Eq. (53), including terms up to \( 1/N \), is given by

\[
Z[J,j] = e^{iW[J,j]} \\
W[J,j] = S_{\text{eff}}[A_0; J,j] + \frac{i}{2} \text{Tr} \ln[D_0^{-1}(x_0, A_0)] + \cdots .
\]

Since the first term in the action is proportional to \( N \) and the Gaussian fluctuation contribution is of order \( N^0 \), the fluctuation term gives the \( 1/N \) corrections. An auxiliary quantity which allows the direct determination of one particle irreducible vertices such as inverse Green’s functions is the effective action functional \( \Gamma \) (not to be confused with \( S_{\text{eff}} \)) which is a Legendre transform of \( W[J,j] \). Changing variables from \( J, j \) to the expectation values \( \langle x \rangle, \langle A \rangle \) where

\[
\langle x \rangle \equiv \bar{x} = \frac{\delta W}{\delta j} ; \quad \langle A \rangle \equiv \bar{A} = \frac{\delta W}{\delta J} .
\]
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We now define the effective action functional (omitting the overline for simplicity of notation) as
\[
\Gamma[x_i, A] = W[j, J] - \int dt \ [j_i(t)x_i(t) + J(t)A(t)],
\]
which turns out to be, at order 1/N,
\[
\Gamma[x_i, A] = S_{cl}[x_i, A] + \frac{iN}{2} \text{Tr} \ln[G_0^{-1}(A)] + \frac{i}{2} \text{Tr} \ln[D_0^{-1}(x, A)]
\]
where \( S_{cl} \) is the classical action and where \( A \) and \( x \) are the expectation values of the Heisenberg operators accurate to order 1/N.

We now demonstrate that at the stationary phase point the original problem is recovered. When the sources are set to zero,
\[
\left[ \frac{\delta S_{\text{eff}}}{\delta A(t)} \right]_{A_0} = - \left\{ \frac{d^2}{dt^2} + e^2 \left[ \sum_i x_{0i}(t) + \frac{N}{i} G_0(t, t; A_0) \right] \right\} A_0(t) \equiv 0,
\]
or after rescaling:
\[
\left\{ \frac{d^2}{dt^2} + e^2 \left[ x_0^2(t) + \frac{1}{i} G_0(t, t; A_0) \right] \right\} \dot{A}_0(t) = 0,
\]
where \( G_0(t, t'; A_0) \) satisfies
\[
\left\{ \frac{d^2}{dt^2} + (m^2 + e^2 A_0^2) \right\} G_0(t, t'; A_0) = \delta(t - t'),
\]
and \( x_{0i}(t) \) satisfies
\[
\left\{ \frac{d^2}{dt^2} + (m^2 + e^2 A_0^2) \right\} x_{0i}(t) = 0.
\]
With the identification
\[
\frac{1}{i} G_0(t, t) = G(t)
\]
where \( G(t) = \langle x^2(t) \rangle - \langle x(t) \rangle^2 \), we arrive at the equations we studied earlier pertaining to semiquantum chaos. (For that problem we chose \( \langle x(t) \rangle = 0 \).) Thus we have shown that the lowest order in 1/N solution to the problem displays semiquantum chaos (note that the quantity \( e^2 A^2 \) is invariant under our rescaling).

In the above, the inverse propagator for the \( A \) variable is given by:
\[
D_0^{-1}(t, t'; A_0) = - \left[ \frac{\delta^2 S_{\text{eff}}}{\delta A(t) \delta A(t')} \right]_{A_0} = d_0^{-1}(t, t'; A_0) + \Pi_0(t, t'; A_0),
\]
where
\[
d_0^{-1}(t, t'; A_0) = \left\{ \frac{d^2}{dt^2} + e^2 \left[ \sum_i x_{0i}^2(t) + \frac{N}{i} G_0(t, t; A_0) \right] \right\} \delta(t - t'),
\]
\[
\Pi_0(t, t'; A_0) = 2Ne^4 A_0(t) \pi_0(t, t'; A_0) A_0(t'),
\]
\[
\pi_0(t, t'; A_0) = i G_0(t, t'; A_0) G_0(t', t; A_0) - \frac{2}{N} \sum_i x_{0i}(t) G_0(t, t'; A_0) x_{0i}(t').
\]
Rescaling we have:
\[ d_0^{-1}(t, t'; A_0) = \left\{ \frac{d^2}{dt^2} + \vec{e}^2 \left[ x^2(t) + \frac{1}{i} G_0(t, t; A_0) \right] \right\} \delta(t - t') , \]
\[ \Pi_0(t, t'; A_0) = 2\vec{e}^4 \tilde{A}_0(t) \pi_0(t, t'; A_0) \tilde{A}_0(t') , \]
\[ \pi_0(t, t'; A_0) = i G_0(t, t'; A_0) G_0(t', t; A_0) - 2x(t) G_0(t, t'; A_0) x(t') . \] (71)

We need to invert (69) subject to the correct causal boundary conditions to find \( D_0(t_1, t_2; A_0) \).

The causal Green’s function for initial value problems can be expressed in two ways, either as a two dimensional matrix Green’s function, or as a path ordered Green’s function defined on a complex contour. In this paper we will use the second method. As discussed in the appendix, the quantity that takes the place of the usual Feynman Green’s function is the causal Green’s function. We begin by defining an initial density matrix at time \( t = 0 \) by \( \rho \), and then introducing the two Wightman functions \( G_\uparrow \) and \( G_\downarrow \):
\[ G_\uparrow(t, t') = i \{ \langle x(t)x(t') \rangle - \langle x(t) \rangle \langle x(t') \rangle \} \]
\[ G_\downarrow(t, t') = i \{ \langle x(t')x(t) \rangle - \langle x(t') \rangle \langle x(t) \rangle \} \] (72)

where \( \langle x(t)x(t') \rangle \equiv Tr \{ \rho x(t)x(t') \} \). Time integrals are then defined on the contour shown in Fig. 3, with the integration path given by
\[ \int_c dt = \int_{0,c_+}^\infty dt - \int_{0,c_-}^\infty dt . \] (73)

The causal Green’s functions which embody the correct boundary conditions are then
\[ G(t, t') = \Theta_c(t, t') G_\uparrow(t, t') + \Theta_c(t', t) G_\downarrow(t, t') , \] (74)

where
\[ \Theta_c(t, t') = \begin{cases} 
\Theta(t, t') & \text{for } t \text{ on } c_+ \text{ and } t' \text{ on } c_+ \\
0 & \text{for } t \text{ on } c_+ \text{ and } t' \text{ on } c_- \\
1 & \text{for } t \text{ on } c_- \text{ and } t' \text{ on } c_+ \\
\Theta(t', t) & \text{for } t \text{ on } c_- \text{ and } t' \text{ on } c_- 
\end{cases} . \] (75)

The Green’s functions are symmetric and \( A_\uparrow(t, t') = A_\downarrow(t', t) \). These propagators take the place of the usual Feynman ones for initial value problems. To calculate the \( 1/N \) corrections to the quantities \( \langle A(t) \rangle \) and \( \langle x(t) \rangle \) and \( \langle x^2(t) \rangle \) one needs to take functional derivatives of the generating functional, all correct to order \( 1/N \). Specifically we have:
\[ \langle A(t) \rangle = \frac{\delta W[J, j]}{\delta J(t)} \] (76)
where \( W[J, j] \) is given in Eq. (60).

To separate out the leading and next to leading order terms, we write,

\[
\langle A(t) \rangle = A_0(t) + A_1(t),
\]

where \( A_0(t) \) is the quantity determined in first order, by Eq. (65). \( A_1(t) \) is given by

\[
A_1(t) = \frac{i}{2} \int_c dt' \int_c dt_1 \int_c dt_2 D_0(t, t'; A_0) \left( \frac{\delta D_0^{-1}(t_1, t_2; A_0)}{\delta A_0(t')} \right) D_0(t_2, t_1; A_0). \tag{78}
\]

By straightforward differentiation, it is possible to show that \( A_1(t) \) gets contributions from three terms when \( \langle x \rangle = 0 \). Namely,

\[
A_1(t) = A_1^{(a)}(t) + A_1^{(b)}(t) + A_1^{(c)}(t), \tag{79}
\]

where

\[
A_1^{(a)}(t) = \frac{i\tilde{e}^4}{N} \int_c dt_1 \int_c dt_2 K^{(a)}(t, t_2, t_3),
\]

\[
K^{(a)}(t, t_2, t_3) = D_0(t, t_2; A_0)A_0(t_2)\pi_0(t_2, t_3; A_0)D_0(t_3, t_3; A_0), \tag{80}
\]

\[
A_1^{(b)}(t) = \frac{2i\tilde{e}^4}{N} \int_c dt_2 \int_c dt_3 K^{(b)}(t, t_2, t_3),
\]

\[
K^{(b)}(t, t_2, t_3) = D_0(t, t_2; A_0)\pi_0(t_2, t_3; A_0)D_0(t_2, t_3; A_0)A_0(t_3), \tag{81}
\]

\[
A_1^{(c)}(t) = -\frac{4i\tilde{e}^6}{N} \int_c dt_2 \int_c dt_3 \int_c dt_4 K^{(c)}(t, t_2, t_3, t_4),
\]

\[
K^{(c)}(t, t_2, t_3, t_4) = D_0(t, t_2; A_0)\tilde{A}_0(t_2)G_0(t_2, t_3; A_0)\tilde{A}_0(t_3)
\times G_0(t_2, t_4; A_0)A_0(t_4)\Sigma(t_3, t_4; A_0). \tag{82}
\]
In the above expressions, the self energy $\Sigma$ is given by

$$
\Sigma(t_3, t_4; A_0) = iD_0(t_3, t_4; A_0)G_0(t_3, t_4; A_0) ,
$$

and the polarization $\pi$ by

$$
\pi(t_3, t_4; A_0) = iG_0(t_3, t_4; A_0)G_0(t_3, t_4; A_0) .
$$

Note that the causal Green’s functions are symmetric under the interchange of time labels. It is easy to show, using the rules for convoluting the causal Green’s functions (given below), that $A_1(t)$ only depends on information from previous times.

In order to evaluate the above graphs we first have to determine the causal propagator $D_0$. From (83), we have

$$
D_0^{-1}(t, t') = d_0^{-1}(t, t') + \Pi_0(t, t') ,
$$

where $d_0^{-1}(t, t')$ and $\Pi_0(t, t')$ are defined in (70). The defining equations for the inverses are

$$
\int_c dt' d_0^{-1}(t, t')d_0(t', t'') = \delta(t - t'') ,
$$

$$
\int_c dt' D_0^{-1}(t, t')D_0(t', t'') = \delta(t - t'') .
$$

If we now put

$$
D_0(t, t') = d_0(t, t') + \tilde{D}_0(t, t') ,
$$

then (85) implies

$$
\int_c dt' \left\{ d_0^{-1}(t, t') + \Pi_0(t, t') \right\} D_0(t', t'') = \delta(t - t'') ,
$$

or

$$
\int_c dt' d_0^{-1}(t, t')\tilde{D}_0(t, t') = - \int_c dt' \Pi_0(t, t')D_0(t', t'') .
$$

We can now invert the left hand side using (88) again, obtaining:

$$
D_0(t_1, t_4) = d_0(t_1, t_4) - \int_c dt_2 \int_c dt_3 d_0(t_1, t_2)\Pi_0(t_2, t_3)D_0(t_3, t_4) .
$$

We use (90) to find the inverse. Note that $d_0(t, t')$ satisfies

$$
\left\{ \frac{d^2}{dt^2} + e^2 \left[ \sum_i x_i^2(t) + \frac{N}{i}G_0(t, t) \right] \right\} d_0(t, t') = \delta(t - t') .
$$

We will need to solve for this Green’s function $d_0$ in order to find $D_0(t, t')$ from (90). As shown below this can be done in analogy to the determination of $G(t)$ in
the semiquantum problem, that is, we will introduce a set of mode functions for an auxiliary quantum problem.

To study the time it takes for the $1/N$ corrections to become significant, we also need to determine the $1/N$ correction to the $x$ oscillator propagator. This is obtained once again by functional differentiation. Now we turn to the full Green’s function $\tilde{G}(t, t')$ for the $x$ oscillator (to order $1/N$), from which we can obtain

$$\langle x^2(t) \rangle = \frac{1}{i} \tilde{G}(t, t).$$

(92)

This is most easily determined to order $1/N$ from the inverse Green’s function which by the chain rule is the negative of the second derivative of the effective action functional $\Gamma[x, A]$ with respect to $x$. The effective action functional $\Gamma$ to order $1/N$ is

$$\Gamma[x, A] = S_{cl}[x, A] + i \frac{N}{2} \text{Tr} \ln[G_0^{-1}(A)] + i \frac{1}{2} \text{Tr} \ln[D_0^{-1}(x, A)],$$

(93)

where $S_{cl}$ is the classical action and here $A$ and $x$ are the expectation values of the Heisenberg operators accurate to order $1/N$, i.e., the $A$ in this equation is the solution of $\delta \Gamma / \delta A = 0$, or

$$\left\{ \frac{d^2}{dt^2} + e^2 \left[ \sum_i x_{0i}^2(t) + \frac{N}{i} G_0(t, t; A) \right] \right\} A(t) = i \frac{1}{2} \int_c dt_1 \int_c dt_2 D_0(t_1, t_2; A) \frac{\delta D_0(t_2, t_1; A)}{\delta A(t)}$$

(94)

and differs from the stationary point $A_0$ of the original path integral by terms of order $1/N$. Now

$$\tilde{G}_{ij}^{-1}(t, t'; A) = -\frac{\delta^2 \Gamma}{\delta x_i(t) \delta x_j(t')}$$

$$\quad \quad \quad = G_0^{-1}(t, t'; A) \delta_{ij} - i \frac{1}{2} \int_c dt_1 \int_c dt_2 D_0(t_1, t_2; A) \frac{\delta^2 D_0(t_2, t_1; A)}{\delta x_i(t) \delta x_j(t')}$$

(95)

And, since

$$\frac{\delta^2 D_0(t_2, t_1; A)}{\delta x_i(t) \delta x_j(t')} = 2e^2 \delta(t_1 - t_2) \delta(t_1 - t) \delta(t_2 - t') - 4e^4 A(t) G_0(t, t'; A) A(t') [\delta(t_1 - t) \delta(t_2 - t') + \delta(t_1 - t') \delta(t_2 - t)],$$

(96)

we obtain

$$\tilde{G}^{-1}(t, t'; A) = G_0^{-1}(t, t'; A) + \tilde{G}_1^{-1}(t, t; A),$$

(97)

where $\tilde{G}_1^{-1}$ is of order $1/N$ and given by two terms. Explicitly,

$$\tilde{G}_1^{-1}(t, t') = -i \frac{\tilde{e}^2}{N} D_0(t, t) \delta(t - t') + 4 \frac{\tilde{e}^4}{N} \tilde{A}_0(t) \Sigma(t, t') \tilde{A}_0(t'),$$

(98)
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To obtain the $1/N$ expansion of $\bar{G}$ we have to invert this to order $1/N$. We first need to reexpand $G_0^{-1}(A)$ up to order $1/N$ since $A = A_0 + A_1$ where $A_1$ is given by (78). We have,

$$
\bar{G}^{-1}(t, t') = G_0^{-1}(A_0)(t, t') + 2e^2 A_0(t)A_1(t)\delta(t - t') + \bar{G}_1^{-1}(t, t')
\equiv G_0^{-1}(A_0)(t, t') + \frac{1}{N}\Delta(t, t') .
$$

(99)

Inverting to order $1/N$ we obtain finally

$$
\bar{G}(t, t') = G_0(t, t'; A_0) - \frac{1}{N} \int_c dt_1 \int_c dt_2 G_0(t, t_1; A_0)\Delta(t_1, t_2)G_0(t_2, t'; A_0) + O(1/N^2) .
$$

(100)

### 3.2 Closed time path contour and causality

In this section we discuss the causality of the Green’s functions as given by the CTP formalism. We will evaluate the time integrals using the closed time path (CTP) contour shown in Fig. 3. The integration path is given explicitly by

$$
\int_c dt = \int_{0;c_+}^{\infty} dt - \int_{0;c_-}^{\infty} dt .
$$

(101)

The Green’s functions are now given by functions of the form,

$$
A(t, t') = \Theta_c(t, t')A_>(t, t') + \Theta_c(t', t)A_<(t, t') ,
$$

(102)

where $\Theta_c(t, t')$ is defined in Eq. (75). We call such functions *causal*. The causal Green’s functions are symmetric implying thereby that $A_>(t, t') = A_<(t', t)$. In order to prove causality of any particular graph we need to discuss two lemmas. The first is that if we have a loop of two causal functions, such as found in a self energy graph, then that is also a causal function. To show this one just needs the definition of $\Theta_c$. If the two causal functions are

$$
B(t, t') = \Theta_c(t, t')B_>(t, t') + \Theta_c(t', t)B_<(t, t') ,
$$

$$
C(t, t') = \Theta_c(t, t')C_>(t, t') + \Theta_c(t', t)C_<(t, t') ,
$$

(103)

then the self energy graph is also causal. Letting the self energy

$$
A(t, t') = iB(t, t')C(t, t') ,
$$

(104)

and setting,

$$
A_>,<(t, t') = iB_>,<(t, t')C_>,<(t, t') ,
$$

(105)

we find

$$
A(t, t') = \Theta_c(t, t')A_>(t, t') + \Theta_c(t', t)A_<(t, t') ,
$$

(106)
which is the desired result.

The next lemma is that the matrix product of two causal functions is causal. That is, if we think of the Green’s functions as matrices in time and if we matrix multiply B and C so that \( A(t_1, t_3) \) is given by

\[
A(t_1, t_3) = \int_c dt_2 B(t_1, t_2)C(t_2, t_3) ,
\]

we find then

\[
A(t, t') = \Theta_c(t, t')A_>(t, t') + \Theta_c(t', t)A_<(t, t') ,
\]

where

\[
A_>(t_1, t_3) = -\int_0^{t_3} dt_2 B_>(t_1, t_2) [C_>(t_2, t_3) - C_<(t_2, t_3)]
\]

\[
+ \int_0^t dt_2 [B_>(t_1, t_2) - B_<(t_1, t_2)] C_>(t_2, t_3) .
\]

This lemma is discussed in Ref. [11] and is obtained directly by breaking the time integration into three segments, viz.,

(i) \( 0 < t_i < t, \) on \( C_+ \),

(ii) \( t < t_i < \infty, \) on \( C_+ \),

(iii) \( 0 < t_i < \infty, \) on \( C_- \).

One then uses the definition of the \( \Theta \) function (75) and collects all the non-cancelling terms.

Now consider the product of three causal functions:

\[
A(t_1, t_4) = \int_c dt_2 \int_c dt_3 B(t_1, t_2)C(t_2, t_3)D(t_3, t_4) .
\]

We can work this case out by applying the second lemma from left to right. That is, we can let

\[
E(t_1, t_3) = \int_c dt_2 B(t_1, t_2)C(t_2, t_3) .
\]

Then \( E(t_1, t_3) \) is causal and is given by an equation of the form (108). We are then left with an equation of the form:

\[
A(t_1, t_4) = \int_c dt_3 E(t_1, t_3)D(t_3, t_4) ,
\]

which is also causal. In the same way, we can find causal relations for any number of CTP integrals of causal functions. We can also apply the lemma from right to left. After doing the integrals sequentially one is eventually left with

\[
f(t) = \int_c dt_1 F(t, t_1) = \int_0^t [F_>(t, t_1) - F_<(t, t_1)] ,
\]

which explicitly displays the causality.
3.3 Lowest order causal Green’s functions

With the results of the previous section in hand we are now in a position to solve for the Green’s functions with the correct causal structure. We would like to solve

\[
\begin{align*}
\left\{ \frac{d^2}{dt^2} + \left( m^2 + \varepsilon^2 \tilde{A}_0(t) \right) \right\} G_0(t, t') &= \delta(t - t') , \\
\left\{ \frac{d^2}{dt^2} + \varepsilon^2 \left[ x_0^2(t) + \frac{1}{t} G_0(t, t) \right] \right\} d_0(t, t') &= \delta(t - t') ,
\end{align*}
\]

subject to causal boundary conditions and an initial density matrix which is that of an adiabatic vacuum at time zero. The adiabatic requirement is satisfied by considering auxiliary quantum fluctuation operators \( x_0 \) and \( A_{0q} \) such that \( \langle x_0 \rangle = \langle A_{0q} \rangle = 0 \). (Note that we are defining the fluctuation operators by writing the Heisenberg operator \( A = \langle A \rangle + A_q \).) These operators are defined via

\[
\begin{align*}
x_0(t) &= f(t)a + f^*(t)a^* \\
A_{0q}(t) &= g(t)b + g^*(t)b^* ,
\end{align*}
\]

where \( a \) and \( b \) are canonical annihilation (creation) operators satisfying

\[
[a, a^\dagger] = [b, b^\dagger] = 1 ,
\]

and the adiabatic vacuum is defined by

\[
a |0\rangle_{ad} = b |0\rangle_{ad} = 0 .
\]

The \( f(t) \) and \( g(t) \) are functions of time satisfying the homogeneous equations,

\[
\begin{align*}
\left\{ \frac{d^2}{dt^2} + \left( m^2 + \varepsilon^2 \tilde{A}_0(t) \right) \right\} f(t) &= 0 \\
\left\{ \frac{d^2}{dt^2} + \varepsilon^2 \left[ x_0^2(t) + \frac{1}{t} G_0(t, t) \right] \right\} g(t) &= 0 ,
\end{align*}
\]

with Wronskian conditions,

\[
\begin{align*}
i \left\{ f^*(t) \frac{\leftrightarrow}{dt} f(t) \right\} &= 1 \\
i \left\{ g^*(t) \frac{\leftrightarrow}{dt} g(t) \right\} &= 1 .
\end{align*}
\]

We can write the causal Green’s functions in terms of the complex functions \( f(t) \) and \( g(t) \), as follows:

\[
\begin{align*}
G_0(t, t') &= \Theta_c(t, t')G_{0>} (t, t') + \Theta_c(t', t)G_{0<} (t, t') \\
d_0(t, t') &= \Theta_c(t, t')d_{>} (t, t') + \Theta_c(t', t)d_{<} (t, t') ,
\end{align*}
\]
where

\[
G_{0>}(t, t') = \langle x_0(t)x_0(t') \rangle = if(t)f^*(t') ,
\]
\[
G_{0<}(t, t') = \langle x_0(t')x_0(t) \rangle = if(t')f^*(t) ,
\]
\[
d_{>}(t, t') = \langle A_{0q}(t)A_{0q}(t') \rangle = ig(t)g^*(t') ,
\]
\[
d_{<}(t, t') = \langle A_{0q}(t')A_{0q}(t) \rangle = ig(t')g^*(t) .
\]

Note also that

\[
G_0(t, t) = i|f(t)|^2 = iG(t) ,
\]
\[
d_0(t, t) = i|g(t)|^2 .
\]

Here the factors of \(i\) are introduced to agree with earlier definitions. We are now in a position of being able to find the \(1/N\) quantum corrections to \(A_1(t)\) and \(\langle x^2(t)\rangle\), using Eq. (103) to construct \(D_0(t, t')\). The last-named quantity obeys the integral equation

\[
D_0(t_1, t_4) = d_0(t_1, t_4) - \int_c dt_2 \int_c dt_3 d_0(t_1, t_2)\Pi_0(t_2, t_3)D_0(t_3, t_4) .
\]

We want to evaluate this in terms of the lowest order quantities. The polarization can be put in causal form since

\[
\pi_0(t, t') = i[\Theta_c(t, t')G_{0>}^2(t, t') + \Theta_c(t', t)G_{0<}^2(t, t')] \]

and

\[
\Pi_0(t, t') = 2\tilde{\theta}^4\tilde{A}_0(t)\pi_0(t, t')\tilde{A}_0(t') .
\]

\[
\equiv \Theta_c(t, t')\Pi_> (t, t') + \Theta_c(t', t)\Pi_< (t, t')
\]

Now we can do the integrals sequentially using (103). First we do the integral over \(t_2\). Then we write \(D_0\) schematically as

\[
D_0(t, t') = d_0(t, t') - \int_c dt_1 U(t, t_1)D_0(t_1, t')
\]

\[
\equiv d_0(t, t') - \tilde{D}(t, t')
\]

where \(U(t, t_1)\) is causal and is determined by the matrix multiplication of \(d_0\) and \(\Pi\). Then

\[
\tilde{D}_<(t, t') = -\int_0^{t'} dt_3 U_<(t, t_3) [D_{0>}(t_3, t') - D_{0<}(t_3, t')]
\]

\[
+ \int_0^{t'} dt_3 [U_>(t, t_3) - U_< (t, t_3)] D_{0>}(t_3, t') .
\]
with boundary conditions at \( t = t' = 0 \):

\[
D_0(0, 0) = d_0(0, 0); \quad \tilde{D}(0, 0) = 0. \tag{132}
\]

In order to determine the causal matrix (in time) \( \tilde{D}(t, t') \) one recognizes that for causal Green’s functions

\[
A_>(t, t') = A_< (t', t), \quad A_>(t, t') = -A_>(t', t)^*. \tag{133}
\]

When doing numerical work, the time integrals are replaced by discrete sums, with \( t = m\epsilon \) and \( t' = n\epsilon \) where \( \epsilon \) is the time step. The explicitly causal update is then, for \( m \geq n \),

\[
\tilde{D}_0>(m, n) = \sum_{k=0}^{m-1} [U_>(m, k) - U_<(m, k)]D_0>(k, n)
- \sum_{k=0}^{n-1} [U_>(m, k)[D_0>(k, n) - D_0<(k, n)] . \tag{134}
\]

Thus starting with the known value of \( D_0(0, 0) \) we can construct the entire causal propagator \( D_0(t, t') \) using this and the relations (133).

### 3.4 Initial conditions

Particle production in the early universe and particle production by a classical electric field are two external field problems which admit a particular type of intial condition. One starts these initial value problems off with no particles in the appropriate matter field and with the external field in a “classical” state (one where the expectation value dominates quantum fluctuations). This is also the situation here with \( A \) corresponding to the external field and the \( x_i \) to the modes of the quantum matter field.

In line with the above desires for the appropriate initial condition, we want to enforce \( \langle x_{0i}(t) \rangle = \langle A_q(t) \rangle = 0 \) for all \( i \) and values of \( t \). This is accomplished by choosing the initial state to be an adiabatic vacuum \( a \mid 0 \rangle_{ad} = b \mid 0 \rangle_{ad} = 0 \).

Next, we note that solutions of (119),

\[
\left\{ \frac{d^2}{dt^2} + (m^2 + \tilde{e}^2 \tilde{A}_0^2(t)) \right\} f(t) = 0 ,
\]

\[
\left\{ \frac{d^2}{dt^2} + \tilde{e}^2 |f(t)|^2 \right\} g(t) = 0 , \tag{135}
\]

which automatically obey the Wronskian condition can be written in the form:

\[
f(t) = \frac{1}{\sqrt{2\Omega_f(t)}} e^{-i \int_0^t \Omega_f(t')dt'},
\]

\[
g(t) = \frac{1}{\sqrt{2\Omega_f(t)}} e^{-i \int_0^t \Omega_q(t')dt'}, \tag{136}
\]
where $\Omega_f(t)$ and $\Omega_g(t)$ are solutions of the nonlinear equations,
\begin{align*}
\frac{1}{2} \left( \frac{\ddot{\Omega}_f}{\Omega_f} \right) + \left( \frac{\dot{\Omega}_f}{\Omega_f} \right)^2 + \Omega_f^2 &= \omega_f^2, \\
\frac{1}{2} \left( \frac{\ddot{\Omega}_g}{\Omega_g} \right) + \left( \frac{\dot{\Omega}_g}{\Omega_g} \right)^2 + \Omega_g^2 &= \omega_g^2, \quad (137)
\end{align*}
with
\begin{align*}
\omega_f^2(t) &= m^2 + \tilde{e}^2 \tilde{A}_0^2(t), \\
\omega_g^2(t) &= \tilde{e}^2 |f(t)|^2 = \frac{\tilde{e}^2}{2\Omega_f(t)}. \quad (138)
\end{align*}

We want to match our solutions to asymptotic (adiabatic) Heisenberg operators. This will be accomplished by making the choices:
\begin{align*}
\Omega_f(0) &= \omega_f(0) ; \quad \dot{\Omega}_f(0) = \dot{\omega}_f(0) ; \quad \Omega_g(0) = \omega_g(0) ; \quad \dot{\Omega}_g(0) = \dot{\omega}_g(0). \quad (139)
\end{align*}

Finally, the following initial conditions for $f(t)$ and $g(t)$ are obtained
\begin{align*}
f(0) &= \frac{1}{\sqrt{2\omega_f(0)}}, \quad g(0) = \frac{1}{\sqrt{2\omega_g(0)}}, \\
\dot{f}(0) &= -\frac{\dot{\omega}_f(0)/2\omega_f(0) + i\omega_f(0)}{\sqrt{2\omega_f(0)}}, \quad \dot{g}(0) = -\frac{\dot{\omega}_g(0)/2\omega_g(0) + i\omega_g(0)}{\sqrt{2\omega_g(0)}}. \quad (140)
\end{align*}

These initial conditions have to be supplemented by the initial values for $\tilde{A}_0(0)$ and $\dot{\tilde{A}}_0(0)$.

The solution of the $1/N$ correction to $\langle x^2(t) \rangle$ will tell us how the time scale for breakdown of the $1/N$ expansion depends on $N$. (In certain semiclassical problems, it was found in Ref. [10] that the breakdown time went as $\log N$.) We will also be able to determine how this time scale is related to the Lyapunov time scale. The realm of validity of the large $N$ expansion is determined by comparing to the exact quantum problem which we will solve as a function of $N$. For the quantum problem we need to supply the parameters of the initial Gaussian. For the initial data specified above (adiabatic initial conditions),
\begin{align*}
G(t = 0) &= \frac{1}{2\omega_f(0)}, \quad D(t = 0) = \frac{1}{2\omega_g(0)}; \\
\Pi_G(0) &= \frac{\dot{G}(0)}{4G(0)} = -\frac{e^2 A(0) \dot{\tilde{A}}(0)}{4\omega_f^2(0)}; \quad (142)
\end{align*}
\begin{align*}
\Pi_D(0) &= \frac{\dot{D}(0)}{4D(0)} = -\frac{\Pi_G(0)}{2}. \quad (143)
\end{align*}
This information determines the real and imaginary part of the width of the initial wave function for the exact calculation. We have started numerical simulations of both the 1/N expansion and the exact quantum problem. We hope to be able to present our findings in the near future.
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### A The Closed Time Path Formalism

In scattering theory one is interested in the probability that an initial state evolves into a particular final state. The boundary conditions for the Green’s functions for the correlation functions in that situation are the Feynman ones, and these correlation functions can be obtained from the conventional path integral formalism which defines transition elements between states at one time, \( t \) (usually taken to be in the infinite past) to states at another time \( t' \) (in the distant future). If the class of paths is restricted to be the vacuum configuration at both of its endpoints, then the two states are the \(|\text{in}\rangle\) and \langle\text{out}|\) vacuum states of scattering theory respectively. The generating functional \( Z[J,j] \) of for the Green’s function of scattering theory is the transition matrix element

\[
Z[J,j](t,t') = \langle\text{out},t'|\text{in},t\rangle_{J,j}
\]  

in the presence of the external sources \( J \) and \( j \).

By varying with respect to the external sources we obtain matrix elements of the Heisenberg field operators between the \(|\text{in}\rangle\) and \langle\text{out}|\) states. For this reason we may refer to the conventional formulation of the generating functional \( Z \) as the “in-out” formalism. The time-ordered Green’s functions obtained in this way necessarily obey Feynman boundary conditions, and these are the appropriate ones for the calculation of transition probabilities and cross sections between the \(|\text{in}\rangle\) and \langle\text{out}|\) states. On the other hand the off-diagonal transition matrix elements of the in-out formalism are completely inappropriate if what we wish to consider is the time evolution of physical observables from a given set of initial conditions. The in-out matrix elements are neither real, nor are their equations of motion causal at first order in \( 1/N \), where direct self interactions between the fields appear for the first time. What we require is a generating functional for diagonal matrix elements of field operators with a corresponding modification of the Feynman boundary conditions on Green’s functions to ensure causal time evolution. This “in-in” formalism was developed more than...
thirty years ago by Schwinger, Bakshi and Mahanthappa and later by Keldysh, and is called the closed time path (CTP) method.

The basic idea of the CTP formalism is to take a diagonal matrix element of the system at a given time \( t = 0 \) and insert a complete set of states into this matrix element at a different (later) time \( t' \). In this way one can express the original fixed time matrix element as a product of transition matrix elements from 0 to \( t' \) and the time reversed (complex conjugate) matrix element from \( t' \) to 0. Since each term in this product is a transition matrix element of the usual or time reversed kind, standard path integral representations for each may be introduced. If the same external source operates in the forward evolution as the backward one, then the two matrix elements are precisely complex conjugates of each other, all dependence on the source drops out and nothing has been gained. However, if the forward time evolution takes place in the presence of one source \( J_+ \) but the reversed time evolution takes place in the presence of a different source \( J_- \), then the resulting functional is precisely the generating functional we seek. Indeed (setting \( j = 0 \) and \( N = 1 \) here for simplicity),

\[
Z_{in}[J_+, J_-] \equiv \int [D\Psi] \langle in|\psi\rangle_{J_-} \langle \psi|in\rangle_{J_+} = \int [D\Psi] \langle in|\mathcal{T}^* \exp \left[-i \int_0^{t'} dt J_- (t) \phi(t) \right]|\Psi, t'\rangle \times \\
\langle \Psi, t'|\mathcal{T} \exp \left[i \int_0^{t'} dt J_+ (t) \phi(t) \right]|in\rangle
\]

so that, for example,

\[
\frac{\delta W_{in}[J_+, J_-]}{\delta J_+(t)} \bigg|_{J_+=J_-=0} = -\frac{\delta W_{in}[J_+, J_-]}{\delta J_-(t)} \bigg|_{J_+=J_-=0} = \langle in|\phi(t)|in\rangle
\]

is a true expectation value in the given time-independent Heisenberg state \(|in\rangle\). Here \( \phi(t) = \{A(t), x(t)\} \). Since the time ordering in Eq. (145) is forward (denoted by \( \mathcal{T} \) along the time path from 0 to \( t' \) in the second transition matrix element, but backward (denoted by \( \mathcal{T}^* \) along the path from \( t' \) to 0 in the first matrix element, this generating functional receives the name of the closed time path generating functional. If we deform the backward and forward directed segments of the path slightly in opposite directions in the complex \( t \) plane, the symbol \( \mathcal{T}_C \) may be introduced for path ordering along the full closed time contour, \( C \), depicted in Fig.3. This deformation of the path corresponds precisely to opposite \( i\epsilon \) prescriptions along the forward and backward directed segments, which we shall denote by \( C_{\pm} \) respectively in the following.

The doubling of sources, fields and integration contours in the CTP formalism may seem artificial, but in fact it appears naturally as soon as one discusses the time evolution not of states in Hilbert space but of density matrices. Then it is clear that
whereas |⟩ ket states evolve with Hamiltonian \( H \), the conjugate ⟨ | bra states evolve with \(-H\), and the evolution of the density matrix requires both. Hence a doubling of all sources and fields in the functional integral representation of its time evolution kernel is necessary. Indeed, it is easy to generalize the functional in (145) to the case of an arbitrary initial density matrix \( \rho \), by defining

\[
Z \left[ J_+, J_-, \rho \right] \equiv \text{Tr} \left\{ \rho \left( T^* \exp \left[ -i \int_0^\tau dt J_-(t) \phi(t) \right] \right) \left( T \exp \left[ i \int_0^\tau dt J_+(t) \phi(t) \right] \right) \right\} 
\]

\[
= \int [D\varphi][D\varphi'][D\psi] \left\langle \varphi | \rho | \varphi' \right\rangle \langle \varphi' | T^* \exp \left[ -i \int_0^\tau dt J_-(t) \phi(t) \right] |\psi\rangle 
\times \langle \psi | T \exp \left[ i \int_0^\tau dt J_+(t) \phi(t) \right] |\varphi\rangle .
\]

Variations of this generating function will yield Green’s functions in the state specified by the initial density matrix, i.e. expressions of the form,

\[
\text{Tr} \left\{ \rho \phi(t_1) \phi(t_2) \phi(t_3) \ldots \right\} .
\]

Introducing the path integral representation for each transition matrix element in Eq. (147) results in the expression,

\[
Z \left[ J_+, J_-, \rho \right] = \int [D\varphi][D\varphi'][D\psi] \left\langle \varphi | \rho | \varphi' \right\rangle \int[D\psi] \int_{\varphi'}^\psi[D\phi_+] \int_{\varphi'}^\psi[D\phi_-] \times \exp \left[ i \int_0^\infty dt \left( \mathbf{L}[\phi_+] - \mathbf{L}[\phi_-] + J_+ \phi_+ - J_- \phi_- \right) \right],
\]

where \( \mathbf{L} \) is the classical Lagrangian functional, and we have taken the arbitrary future time at which the time path closes \( t' \to \infty \).

The double path integral over the fields \( \phi_+ \) and \( \phi_- \) in (149) suggests that we introduce a two component contravariant vector of field variables by

\[
\phi^a = \begin{pmatrix} \phi_+ \\ \phi_- \end{pmatrix} ; \quad a = 1, 2
\]

with a corresponding two component source vector,

\[
J^a = \begin{pmatrix} J_+ \\ J_- \end{pmatrix} ; \quad a = 1, 2.
\]

Because of the minus signs in the exponent of (149), it is necessary to raise and lower indices in this vector space with a \( 2 \times 2 \) matrix with indefinite signature, namely

\[
c_{ab} = \text{diag} (+1, -1) = c^{ab}
\]
so that, for example
\[ J^a \gamma_{ab} \Phi^b = J_\Phi^+ - J_\Phi^- \] (153)

These definitions imply that the correlation functions of the theory will exhibit a matrix structure in the \(2 \times 2\) space. For instance, the matrix of connected two point functions in the CTP space is
\[ G^{ab}(t, t') = \frac{\delta^2 W}{\delta J_a(t) \delta J_b(t')} \bigg|_{J=0} . \] (154)

Explicitly, the components of this \(2 \times 2\) matrix are
\[ G^{21}(t, t') \equiv G_{>}(t, t') = i \text{Tr} \{ \rho \Phi(t) \Phi(t') \} \text{con} , \]
\[ G^{12}(t, t') \equiv G_{<}(t, t') = i \text{Tr} \{ \rho \Phi(t') \Phi(t) \} \text{con} , \]
\[ G^{11}(t, t') = i \text{Tr} \{ \rho T[\Phi(t) \Phi(t')] \} \text{con} = \theta(t, t') G_{>}(t, t') + \theta(t', t) G_{<}(t, t') , \]
\[ G^{22}(t, t') = i \text{Tr} \{ \rho T^*[\Phi(t) \Phi(t')] \} \text{con} = \theta(t', t) G_{>}(t, t') + \theta(t, t') G_{<}(t, t') . \]

Notice that
\[ G^{11}(t, t) = G^{22}(t, t) \] (155)

with the usual convention that
\[ \theta(t, t) = \frac{1}{2} . \] (156)

The \(2 \times 2\) matrix notation has been discussed extensively in the literature [9]. However, the development of the CTP formalism is cleaner, both conceptually and notationally, by returning to the definition of the generating functional (147), and using the composition rule for transition amplitudes along the closed time contour in the complex plane. Then we may dispense with the \(2 \times 2\) matrix notation altogether, and write simply
\[
\int [D\psi] \langle \varphi' | T^* \exp \left[ -i \int_0^\infty dt J_-(t) \phi(t) \right] | \psi \rangle \langle \psi | T \exp \left[ i \int_0^\infty dt J_+(t) \phi(t) \right] | \varphi \rangle = \langle \varphi' | T_0 \exp \left[ i \int_C dt J(t) \phi(t) \right] | \varphi \rangle
\] (157)

so that (147) may be rewritten more concisely in the CTP complex path ordered form,
\[
Z_C[J, \rho] = \text{Tr} \left\{ \rho \left( T_0 \exp \left[ i \int_C dt J(t) \phi(t) \right] \right) \right\}
\leq \int [D\varphi^1] \int [D\varphi^2] \langle \varphi^1 | \rho | \varphi^2 \rangle \int_{\varphi^1}^{\varphi^2} [D\phi] \exp \left[ i \int_C dt (L[\phi] + J\phi) \right] . (158)
\]

The advantage of this form is that it is identical in structure to the usual expression for the generating functional in the more familiar in-out formalism, with the only
difference of path ordering according to the complex time contour $C$ replacing the ordinary time ordering prescription along only $C_+$. Hence, all the functional formalism of the previous section may be taken over line for line, with only this modification of complex path ordering in the time integrations. For example, the propagator function becomes

$$G(t, t') = \theta_C(t, t')G_>(t, t') + \theta_C(t', t)G_< (t, t')$$

$$\equiv \theta_C(t, t')G^{21}(t, t') + \theta_C(t', t)G^{12}(t, t')$$ \hfill (160)

where $\theta_C$ is the CTP complex contour ordered theta function defined by

$$\theta_C(t, t') \equiv \begin{cases} 
\theta(t, t') & \text{for } t, t' \text{ both on } C_+ \\
\theta(t', t) & \text{for } t, t' \text{ both on } C_- \\
1 & \text{for } t \text{ on } C_-, t' \text{ on } C_+ \\
0 & \text{for } t \text{ on } C_+, t' \text{ on } C_- 
\end{cases} \hfill (161)$$

With this definition of $G(t, t')$ on the closed time contour, the Feynman rules are the ordinary ones, and matrix indices are not required. In integrating over the second half of the contour $C_-$ we have only to remember to multiply by an overall negative sign to take account of the opposite direction of integration, according to the rule,

$$\int_C dt = \int_0^\infty dt - \int_0^\infty dt.$$ \hfill (162)

A second simplification is possible in the form of the generating functional of (159), if we recognize that it is always possible to express the matrix elements of the density matrix as an exponential of a polynomial in the fields (12):

$$\langle \varphi^1 | \rho | \varphi^2 \rangle = \exp \left[ R + R_a(t_0)\varphi^a(t_0) + R_{ab}(t_0)\varphi^a(t_0)\varphi^b(t_0) + \ldots \right].$$ \hfill (163)

Since any density matrix can be expressed in this form, there is no loss of generality involved in expressing $\rho$ as an exponential. If we add this exponent to that of the action in (159), and integrate over the two endpoints of the closed time path $\varphi^1$ and $\varphi^2$, then the only effect of the non-trivial density matrix $\rho$ is to introduce source terms into the path integral for $Z_C[J, \rho]$ with support only at the endpoints. This means that the density matrix can only influence the boundary conditions on the path integral at $t = 0$, where the various coefficient functions $R_a$, $R_{ab}$, etc. have the simple interpretations of initial conditions on the one-point (mean field), two-point (propagator), functions, etc. It is clear that the equations of motion for $t \neq 0$ are not influenced by the presence of these terms at $t_0 = 0$. In the special case that the initial density matrix describes a thermal state, $\rho_\beta = \exp\{-\beta H\}$ then the trace over $\rho_\beta$ may be represented as an additional functional integration over fields along
the purely imaginary contour from $t = -i\beta$ to $t = 0$ traversed before $C_-$ in Fig. 3. In this way the Feynman rules for real time thermal Green’s functions are obtained \[13\]. Since we consider general nonequilibrium initial conditions here we have only the general expression for the initial $\rho$ above and no contour along the negative imaginary axis in Fig. 3.

To summarize, we may take over all the results of the usual scattering theory generating functionals, effective actions, and equations of motion provided only that we

1. substitute the CTP path ordered Green’s function(s) \[160\] for the ordinary Feynman propagators in internal lines;

2. integrate over the full closed time contour, $C$, according to \[162\]; and

3. satisfy the conditions at $t = 0$ corresponding to the initial density matrix $\rho$. 

