Simultaneous large deviations for the shape of Young diagrams associated with random words
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We investigate the large deviations of the shape of the random RSK Young diagrams associated with a random word of size \( n \) whose letters are independently drawn from an alphabet of size \( m = m(n) \). When the letters are drawn uniformly and when both \( n \) and \( m \) converge together to infinity, \( m \) not growing too fast with respect to \( n \), the large deviations of the shape of the Young diagrams are shown to be the same as that of the spectrum of the traceless GUE. In the non-uniform case, a control of both highest probabilities will ensure that the length of the top row of the diagram satisfies a large deviation principle. In either case, both speeds and rate functions are identified. To complete our study, non-asymptotic concentration bounds for the length of the top row of the diagrams, that is, for the length of the longest increasing subsequence of the random word are also given for both models.
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1. Introduction and results

Let \( \mathcal{A}_m = \{\alpha_1 < \alpha_2 < \cdots < \alpha_m\} \) be an ordered alphabet of size \( m \), and let a word be made of the random letters \( X^m_1, X^m_2, \ldots, X^m_n \), independently drawn from \( \mathcal{A}_m \). The Robinson–Schensted–Knuth (RSK) correspondence associates with this random word a pair of Young diagrams, of the same shape, having at most \( m \) rows. Now for \( i = 1, 2, \ldots, m \), let \( R_i(n,m) \) denote the length of the \( i \)th row of the Young diagrams, and recall that \( R_1(n,m) \), the length of the top row, coincides with the length of the longest increasing subsequence of the random word \( X^m_1 X^m_2 \cdots X^m_n \). Appropriately renormalized, and for uniform draws, the shape \((R_i(n,m))_{i=1}^m\) of the Young diagrams converges, in law and with \( n \), to the spectrum of an \( m \times m \) element of the traceless GUE (\([20,31]\)). In turn, any fixed size subset of this spectrum, also converges with \( m \), and after proper normalization, to a multidimensional Tracy–Widom distribution (\([30,32]\)). These iterated convergence results have further led (see [10]) to the study of the limiting shape when both the word length and alphabet size simultaneously grow to infinity. This is briefly recalled next.

Let the random matrix \( X = (X_{ij})_{1 \leq i,j \leq m} \) be an element of the \( m \times m \) GUE with rescaling such that \( \text{Re}(X_{ij}) \sim N(0, 1/2) \) and \( \text{Im}(X_{ij}) \sim N(0, 1/2) \), for \( i \neq j \); and \( X_{ii} \sim N(0, 1) \) (see [1] and [25] for background on random matrices). Let \((\lambda_1^m, \lambda_2^m, \ldots, \lambda_m^m)\) be the non-increasing ordered spectrum of \( X \), and let \((\lambda_1^{m,0}, \lambda_2^{m,0}, \ldots, \lambda_m^{m,0})\) be the corresponding ordered spectrum...
of an element of the traceless GUE (i.e., of $X - \text{tr}(X)/m$). An important fact (e.g., [5,6,14,15]) asserts that

$$\left(\lambda_1^{m,0}, \lambda_2^{m,0}, \ldots, \lambda_m^{m,0}\right)$$

$$\equiv \sqrt{\frac{m-1}{m}} \Theta_m^{-1}\left(\left(\max_{t \in I_{k,m}} \sum_{j=1}^{k} \sum_{l=j}^{m-k+j} \left(\tilde{B}_{t,j,l} - \tilde{B}_{t,j,l-1}\right)\right)_{1 \leq k \leq m}\right),$$

where $\Theta_m : \mathbb{R}^m \rightarrow \mathbb{R}^m$ is defined via $(\Theta_m(x))_j = \sum_{i=1}^{j} x_i$, $1 \leq j \leq m$, and where $(\tilde{B}_t^{i,j})_{1 \leq j \leq m, t \in [0,1]}$ is a driftless $m$-dimensional Brownian motion with covariance matrix

$$\begin{pmatrix} 1 & \rho & \cdots & \rho \\ \rho & 1 & \cdots & \rho \\ \vdots & \vdots & \ddots & \vdots \\ \rho & \rho & \cdots & 1 \end{pmatrix},$$

with $\rho = -1/(m-1)$, and where for $1 \leq k \leq m$,

$$I_{k,m} = \{ t = (t_{j,l} : 1 \leq j \leq k, 0 \leq l \leq m) : t_{j,j-1} = 0, t_{j,m-k+j} = 1, 1 \leq j \leq k, t_{j,l-1} \leq t_{j,l}, 1 \leq j \leq k, 1 \leq l \leq m - 1; t_{j,l} \leq t_{j-1,l-1}, 2 \leq j \leq k, 2 \leq l \leq m \}.$$

By comparing the Brownian functionals in (1.1) with discrete functionals representing the shape of the random Young diagrams, and via a KMT approximation, under some growth conditions on $m$, the simultaneous asymptotic convergence of the shapes is obtained in [10].

A related strategy is pursued here in order to investigate the large deviations of the shape of the RSK Young diagrams. More precisely, we obtain a large deviation principle (LDP) for the length of the first $r$ rows of the Young diagrams, when $n$ and $m$ simultaneously converge to infinity and when the size $m$ of the alphabet does not grow too fast. To achieve our goals, we also rely on the techniques and results developed in [7] (see also [3]), where large deviations are obtained for the largest (or the $r$th largest) eigenvalue of the GOE. These methodologies further give the multidimensional large deviations for the first $r$ eigenvalues of the ordered spectrum of the traceless GUE. In turn, when combined with a KMT approximation, these lead to large deviations for the shape of the diagrams. Clearly, the results presented below complement the weak convergence ones of [10] and as any LDP results they allow to precisely quantify the deviation from the typical (limiting) shape of Young diagrams.

Let us next put our work into context. For random permutations, the large deviations of the length of the longest increasing subsequence are described in [13] and [29], while, moderate deviations are given in [23] and [24]. Closer to our framework, in [18], following the comparison method of [4] and [9], large deviations for the last-passage directed percolation model close to the $x$-axis are mainly established for i.i.d. weights which are Gaussian or have finite exponential moments. The study of the length of the top row of the diagrams also corresponds to a last-passage percolation problem but with dependent (exchangeable in the uniform case) Bernoulli weights (see (2.3)). For uniform draws, our framework also deals with the other rows of the diagrams.

Here is one of our main results:
Theorem 1.1. In the uniform case, let m and n simultaneously converge to infinity in such a way that \( m(n) = o(n^{1/4}) \). Then, for any \( r \geq 1 \),

\[
\left( \frac{R_1(n, m(n)) - n/m(n)}{\sqrt{n}}, \ldots, \frac{R_r(n, m(n)) - n/m(n)}{\sqrt{n}} \right)
\]

satisfies a large deviation principle with speed \( m(n) \) and good rate function \( I_r \) on the space \( \mathcal{L}' := \{(x_1, x_2, \ldots, x_r) \in \mathbb{R}^r : x_1 \geq x_2 \geq \cdots \geq x_r \} \), where

\[
I_r(x_1, x_2, \ldots, x_r) = \begin{cases} 
2 \sum_{i=1}^r \int_2^{x_i} \sqrt{(z/2)^2 - 1} \, dz, & \text{if } x_1 \geq x_2 \geq \cdots \geq x_r \geq 2, \\
+\infty, & \text{otherwise} 
\end{cases} 
\]  

(1.3)

In other words, for all \( x_1 \geq x_2 \geq \cdots \geq x_r \geq 2 \),

\[
\lim_{n \to \infty} \frac{1}{m(n)} \log \mathbb{P} \left( \frac{R_1(n, m(n)) - n/m(n)}{\sqrt{n}} \geq x_1, \ldots, \frac{R_r(n, m(n)) - n/m(n)}{\sqrt{n}} \geq x_r \right) = -2 \sum_{i=1}^r \int_2^{x_i} \sqrt{(z/2)^2 - 1} \, dz, 
\]

(1.4)

while for any \( x < 2 \) and \( 1 \leq i \leq r \),

\[
\lim_{n \to \infty} \frac{1}{m(n)} \log \mathbb{P} \left( \frac{R_i(n, m(n)) - n/m(n)}{\sqrt{n}} \leq x \right) = -\infty. 
\]

(1.5)

Remark 1.1. (i) The rate function \( I_r \) in (1.3) is a good rate function. Moreover, it is continuous and increasing with respect to each individual variable on its effective domain \( D_{Ir} = \{(x_1, x_2, \ldots, x_r) \in \mathbb{R}^r : x_1 \geq x_2 \geq \cdots \geq x_r \geq 2 \} \), given that the other variables are fixed. Therefore, to prove a large deviation principle (LDP) as in Theorem 1.1, it is enough to prove a limiting equality on rectangular subsets as in (1.4) or (1.5) instead of proving both the usual upper and lower bounds, that is, for any closed set \( F \) in \( \mathcal{L}' = \{(x_1, x_2, \ldots, x_r) \in \mathbb{R}^r : x_1 \geq x_2 \geq \cdots \geq x_r \} \),

\[
\limsup_{n \to \infty} \frac{1}{m(n)} \log \mathbb{P}(X^n_r \in F) \leq -\inf_F I_r, 
\]

(1.6)

and that for any open set \( O \) in \( \mathcal{L}' \),

\[
\liminf_{n \to \infty} \frac{1}{m(n)} \log \mathbb{P}(X^n_r \in O) \geq -\inf_O I_r, 
\]

(1.7)

where

\[
X^n_r = \left( \frac{R_i(n, m(n)) - n/m(n)}{\sqrt{n}} \right)_{1 \leq i \leq r}. 
\]

(ii) The restriction \( m = o(n^{1/4}) \) (or \( m = o(n^{1/6}) \) below) is a technical one and there is no reason to believe it is sharp. One can envision that our results continue to hold under at least a condition such as \( m = o(\sqrt{n}) \).
In Theorem 1.1, if at least one of the renormalized variables is on the left of its simultaneous asymptotic mean, by changing the convergence speed from \( m \) to \( m^2 \), a more accurate form of (1.5) is valid. Below, the closed form expression obtained for \( K \) was found after Satya Majumdar kindly suggested that the methodology developed in [26] would apply to our traceless GUE framework.

**Theorem 1.2.** In the uniform case, let \( m \) and \( n \) simultaneously converge to infinity in such a way that \( m(n) = o(n^{1/6}) \). Then, for any \( r \geq 1 \),

\[
\left( \frac{R_1(n, m(n)) - n/m(n)}{\sqrt{n}}, \ldots, \frac{R_r(n, m(n)) - n/m(n)}{\sqrt{n}} \right)
\]

satisfies a large deviation principle with speed \((m(n))^2\) and good rate function \( K(x) \) on the space \( L^r \) := \( \{ (x_1, x_2, \ldots, x_r) \in \mathbb{R}^r : x_1 \geq x_2 \geq \cdots \geq x_r \} \), where \( K \) is the rate function in the large deviation principle for the largest eigenvalue of the \( m \times m \) traceless GUE, when on the left of its asymptotic mean. It is given by

\[
K(x) := \inf_{\mu \in \mathcal{M}_0((-\infty, x])} I(\mu), \quad (1.8)
\]

where \( I \) (see (A.5)) is the rate function in the large deviation principle for the spectral measure of the GUE, and \( \mathcal{M}_0((-\infty, x]) \) is the set of zero mean probability measures supported on \((-\infty, x]\. For \( x \leq 0 \), \( K(x) = +\infty \), for \( x \geq 2 \), \( K(x) = 0 \), and for \( 0 < x < 2 \),

\[
K(x) = \frac{1}{48} \left(3(9\sqrt[3]{2}2^{2/3}(\sqrt[3]{81x^2} + 12 - 9x)^{2/3} - 8)x^2 \right.
+ 9\sqrt[3]{2}\sqrt[3]{3}(\sqrt[3]{81x^2} + 12 - 9x)^{1/3}
\times (\sqrt[3]{27x^2} + 4(\sqrt[3]{81x^2} + 12 - 9x)^{1/3} - 5\sqrt[3]{2}\sqrt[3]{3})x
- 6\sqrt[3]{2}3^{2/3}(\sqrt[3]{81x^2} + 12 - 9x)^{2/3}
- \frac{2}{3}2^{5/6}\sqrt[3]{27x^2} + 4(\sqrt[3]{81x^2} + 12 - 9x)^{1/3}
\left. + 16\log(\sqrt[3]{81x^2} + 12 - 9x) \right) - 48\log(2\sqrt[3]{3} - \sqrt[3]{2}(\sqrt[3]{81x^2} + 12 - 9x)^{2/3}) + 60 + 32\log 6). \quad (1.9)
\]

In other words, for all \( x_r \leq x_{r-1} \leq \cdots \leq x_1 \), with \( x_r \leq 2 \),

\[
\lim_{n \to \infty} \frac{1}{(m(n))^2} \log \mathbb{P}(\frac{R_1(n, m(n)) - n/m(n)}{\sqrt{n}} \leq x_1, \ldots, \frac{R_r(n, m(n)) - n/m(n)}{\sqrt{n}} \leq x_r) = -K(x_r), \quad (1.10)
\]
while for all $2 \leq x_r \leq x_{r-1} \leq \cdots \leq x_1$,

$$\lim_{n \to \infty} \frac{1}{(m(n))^2} \log P \left( \frac{R_1(n, m(n)) - n/m(n)}{\sqrt{n}} \leq x_1, \ldots, \frac{R_r(n, m(n)) - n/m(n)}{\sqrt{n}} \leq x_r \right) = 0. \quad (1.11)$$

The LDP for the longest increasing subsequence is now a simple consequence.

**Corollary 1.1.** Let $m$ and $n$ simultaneously converge to infinity in such a way that $m(n) = o(n^{1/4})$, then for any $x \geq 2$,

$$\lim_{n \to \infty} \frac{1}{m(n)} \log P \left( \frac{R_1(n, m(n)) - n/m(n)}{\sqrt{n}} \geq x \right) = -2 \int_{2}^{x} \sqrt{z/2} - 1 \, dz,$$

and similarly, if $m(n) = o(n^{1/6})$, for any $x \leq 2$,

$$\lim_{n \to \infty} \frac{1}{m(n)} \log P \left( \frac{R_1(n, m(n)) - n/m(n)}{\sqrt{n}} \leq x \right) = -K(x).$$

**Remark 1.2.** The methodologies developed in this paper allow to derive LDPs in related problems. Such is the case for last-passage directed percolation close to the $x$-axis, or for the departure time from many queues in series when the number of customers is a fractional power of the number of servers. In these two problems, similar (discrete) functional representations are available but with i.i.d. weights, so the large deviations rate functions should be the corresponding rate functions in the LDP for the largest eigenvalue of the GUE.

When the independent random letters are no longer uniformly drawn, let $X_i^m, 1 \leq i \leq n$, be independently and identically distributed with $P(X_i^m = \alpha_j) = p_{ij}^m, 1 \leq j \leq m$. Moreover, let $p_{\text{max}}^m = \max_{1 \leq j \leq m} p_{ij}^m$, let $p_{\text{2nd}}^m = \max\{p_{ij}^m < p_{\text{max}}^m : 1 \leq j \leq m\}$, and let also $J(m) = \{j : p_{ij}^m = p_{\text{max}}^m\}$, where $k(m) = \text{card}(J(m))$, that is, $k(m)$ is the multiplicity of $p_{\text{max}}^m$.

**Theorem 1.3.** In the non-uniform case, let $k(m(n))$ and $n$ simultaneously converge to infinity in such a way that $k(m(n))^3 / p_{\text{max}}^m = o(n)$, and let

$$\frac{n(p_{\text{2nd}}^m)^2}{k(m(n)) p_{\text{max}}^m} = o(\exp(-k(m(n))^\alpha)), \quad \text{for some } \alpha > 1, \quad (1.12)$$

where $p_{\text{2nd}}$ is the second highest probability. Then,

$$\frac{R_1(n, m(n)) - np_{\text{max}}^m}{\sqrt{nk(m(n)) p_{\text{max}}^m}}$$

satisfies a LDP on $\mathbb{R}$ with speed $k(m(n))$ and good rate function $I_1$. 
In other words, for any \( x \geq 2 \),
\[
\lim_{n \to \infty} \frac{1}{k(m(n))} \log P \left( \frac{R_1(n,m(n)) - np_{\max}^m}{\sqrt{nk(m(n))p_{\max}^m}} \geq x \right) = -2 \int_2^x \sqrt{(z/2)^2 - 1} \, dz, \tag{1.13}
\]
while for any \( x < 2 \),
\[
\lim_{n \to \infty} \frac{1}{k(m(n))} \log P \left( \frac{R_1(n,m(n)) - np_{\max}^m}{\sqrt{nk(m(n))p_{\max}^m}} \leq x \right) = -\infty. \tag{1.14}
\]

**Remark 1.3.** (i) Above, the condition \( k(m(n))^3 / p_{\max}^m = o(n) \) matches exactly the condition \( m = o(n^{1/4}) \) of Theorem 1.1, but the new condition (1.12) is not present there. A similar remark applies to Theorem 1.2 and to Theorem 1.4.

(ii) In contrast to our first theorem, the one just stated is only for the first row of the diagrams and not for the whole shape. For non-uniform draws, a LDP shape result is also possible under conditions involving all the distinct probabilities and their respective multiplicity. These conditions are rather involved and the corresponding proofs rather tedious; therefore only a first row result is given above. A similar remark applies to Theorem 1.2 and to Theorem 1.4.

When the renormalized variable is on the left of its simultaneous asymptotic mean, again a more accurate form of (1.14) is possible. Before presenting this statement, let us first recall a few facts. For the alphabet \( A_m \) with corresponding set of probabilities \( \mathcal{P} = \{ p_1^m, p_2^m, \ldots, p_m^m \} \), let \( p^{(1)} > p^{(2)} > \cdots > p^{(l)} \), \( 1 \leq l \leq m \), be the distinct elements in \( \mathcal{P} \), and let \( d_1, \ldots, d_l \) be the corresponding multiplicities, with \( \sum_{i=1}^l d_i = m \). Then \( p^{(1)} = p_{\max}^m \) and \( d_1 = k(m) \) as in the previous notations. Let \( \mathcal{G}_m(d_1, \ldots, d_l) \) be the set of \( m \times m \) random matrices \( X \) which are direct sums of mutually independent elements of the \( d_i \times d_i \) GUE, \( 1 \leq i \leq l \). Moreover, let \( p^{(1)} \geq p^{(2)} \geq \cdots \geq p^{(m)} \) be the non-increasing rearrangement of \( \mathcal{P} \). The “generalized” \( m \times m \) traceless GUE associated with \( \mathcal{P} \) is the set, denoted by \( \mathcal{G}^0(p_1^m, p_2^m, \ldots, p_m^m) \), of \( m \times m \) random matrices \( X^0 \), of the form
\[
X^0_{i,j} = \begin{cases} 
X_{i,i} - \sqrt{p^{(i)}} \sum_{h=1}^m \sqrt{p^{(h)}} X_{h,h}, & \text{if } i = j, \\
X_{i,j}, & \text{otherwise,}
\end{cases} \tag{1.15}
\]
where \( X \in \mathcal{G}_m(d_1, \ldots, d_l) \). Finally, let \( \tilde{\lambda}^0_1 \) be the largest eigenvalue of the diagonal block corresponding to \( p^{(1)} = p_{\max}^m \) in \( X^0 \).

**Theorem 1.4.** Let \( k(m(n)) \) and \( n \) simultaneously converge to infinity in such a way that \( k(m(n))^3 / p_{\max}^m = o(n) \), let also
\[
\frac{n(p_{2nd}^m)^2}{k(m(n))p_{\max}^m} = o(\exp(-k(m(n))^{\alpha})), \quad \text{for some } \alpha > 2, \tag{1.16}
\]
where $p_{2\text{nd}}$ is the second highest probability, and let,

$$\lim_{n \to \infty} k(m(n)) p_{\text{max}}^m = \eta,$$

for some $0 \leq \eta \leq 1$. Then,

$$\frac{R_1(n, m(n)) - np_{\text{max}}^m}{\sqrt{n k(m(n)) p_{\text{max}}^m}}$$

satisfies a LDP on $\mathbb{R}$ with speed $(k(m(n)))^2$ and good rate function $K_\eta$, where $K_\eta$ is the rate function of $\tilde{\lambda}_1^0$ when on the left of its asymptotic mean.

In other words, for any $x \leq 2$,

$$\lim_{n \to \infty} \frac{1}{(k(m(n)))^2} \log \mathbb{P} \left( \frac{R_1(n, m(n)) - np_{\text{max}}^m}{\sqrt{n k(m(n)) p_{\text{max}}^m}} \leq x \right) = -K_\eta(x),$$

while for any $x \geq 2$,

$$\lim_{n \to \infty} \frac{1}{(k(m(n)))^2} \log \mathbb{P} \left( \frac{R_1(n, m(n)) - np_{\text{max}}^m}{\sqrt{n k(m(n)) p_{\text{max}}^m}} \leq x \right) = 0.$$

**Remark 1.4.** The rate function $K_\eta$ is given by

$$K_\eta(x) = \sup_{y \leq 0} \left( xy - y S(y) + J(S(y)) + \frac{\eta y^2}{2} \right),$$

where $J$ is the rate function (with speed $m^2$) of the largest eigenvalue of the $m \times m$ GUE, and for each $y \leq 0$, $S(y)$ is the unique solution to $J'(t) = y$ with $t \leq 2$. For $x \geq 2$, $J(x) = 0$, while for $x \leq 2$, the following closed form expression for $J$ is obtained in [11],

$$J(x) = \frac{1}{216} \left( -x (-72 x + x^3 + 30 \sqrt{12 + x^2} + x^2 \sqrt{12 + x^2}) \ight. \\
\left. - 216 \log \left( \frac{1}{6} (x + \sqrt{12 + x^2}) \right) \right).$$

In particular, $K_0 = J$ and $K_1 = K$. In fact the relationship between the spectrum of GUE and traceless GUE implies that

$$K(x) = \sup_{y \leq 0} \left( xy - J^*(y) + \frac{y^2}{2} \right),$$

where $*$ denotes the Legendre transform. For any $0 \leq \eta \leq 1$, $K_\eta(x) = 0$, when $x \geq 2$, while for $0 \leq \eta < 1$ and $x \in (-\infty, 2)$, $K_\eta(x) > 0$ and is asymptotically equivalent to

$$\frac{x^2}{2(1 - \eta)} + \log \left( \frac{x}{1 - \eta} \right),$$
as $x \to -\infty$. For $\eta = 1$, when $0 < x < 2$, $K_1(x) = K(x)$ is positive and finite. As $x \to 0$, $K(x) \sim -\log x$, while as $x \to 2$, $K(x) \sim C(2-x)^3$, for some positive constant $C$.

To complement the previous results, we provide corresponding concentration results. These rely in part on deviations inequalities for the largest eigenvalue of the $m \times m$ GUE matrix, obtained respectively, in [2] and [21]. Comparing the forthcoming result with Corollary 1.1, we see that, in this case, the deviation rates match the fluctuation results. In turn these rates match the order of the tails of the Tracy–Widom distribution. Our results are only stated for the top row of the diagrams, but the techniques easily apply to the whole shape when combined with deviation inequalities for the whole spectrum of the GUE.

**Theorem 1.5.** In the uniform model, let $0 < \alpha < 1/4$, and let $m \leq An^\alpha$, for some $A > 0$. Then, for any $0 < \varepsilon < 1$,

$$\mathbb{P}\left( \frac{R_1(n,m) - n/m}{\sqrt{n/m}} \geq 2\sqrt{m}(1+\varepsilon) \right) \leq C(A,\alpha) \exp\left( -\frac{m^3\varepsilon^2}{C(A,\alpha)} \right),$$

(1.21)

where

$$C(A,\alpha) = C \max\left(A^{10/3}, 1\right) \frac{1+\alpha}{1-4\alpha} \exp\left( \frac{1+\alpha}{1-4\alpha} \right),$$

for some absolute constant $C > 0$.

Likewise, let $0 < \alpha < 1/6$, and let $m \leq An^\alpha$, for some $A > 0$. Then, for any $0 < \varepsilon < 1$,

$$\mathbb{P}\left( \frac{R_1(n,m) - n/m}{\sqrt{n/m}} \leq 2\sqrt{m}(1-\varepsilon) \right) \leq \tilde{C}(A,\alpha) \exp\left( -\frac{m^2\varepsilon^3}{C(A,\alpha)} \right),$$

(1.22)

where

$$\tilde{C}(A,\alpha) = C \max\left(A^4, 1\right) \frac{1+\alpha}{1-6\alpha} \exp\left( \frac{1+\alpha}{1-6\alpha} \right),$$

for some absolute constant $C > 0$.

Again, in the non-uniform case, similar results hold but under a further control of the second highest probability.

**Theorem 1.6.** In the non-uniform model, let $\alpha > 3$, let $k(m(n))^\alpha / p_{\text{max}}^m \leq An$, for some $A > 0$ and let

$$\frac{n(p_{\text{2nd}}^m)^2}{k(m(n))p_{\text{max}}^m} \leq B \exp(-k(m(n))),$$

(1.23)

for some $B > 0$. Then, for any $0 < \varepsilon < 1$,

$$\mathbb{P}\left( \frac{R_1(n,m) - np_{\text{max}}^m}{\sqrt{nk(m)p_{\text{max}}^m}} \geq 2(1+\varepsilon) \right) \leq C(A, B, \alpha) \exp\left( -\frac{k(m)\varepsilon^{3/2}}{C(A, B, \alpha)} \right),$$

(1.24)
where
\[
C(A, B, \alpha) = C \max(A^{10/3\alpha}, 1) \max(\sqrt{B}, 1) \frac{\alpha + 2}{\alpha - 3} \exp\left(\frac{\alpha + 2}{\alpha - 3}\right),
\]
for some absolute constant \(C > 0\).

Likewise, let \(\alpha > 5\), let \(k(m(n))^{\alpha} / p_{\text{max}}^m \leq A_n\), for some \(A > 0\), and let
\[
\frac{n(p_{\text{2nd}}^m)^2}{k(m(n))p_{\text{max}}^m} \leq B \exp\left(-k(m(n))^2\right),
\]
for some \(B > 0\). Then, for any \(0 < \varepsilon < 1\),
\[
\mathbb{P}\left(\frac{R_1(n, m) - np_{\text{max}}^m}{\sqrt{n}k(m)} \leq 2(1 - \varepsilon)\right) \leq \tilde{C}(A, B, \alpha) \exp\left(-\frac{k(m)^2\varepsilon^3}{C(A, B, \alpha)}\right),
\]
where
\[
\tilde{C}(A, B, \alpha) = C \max(A^{4/\alpha}, 1) \max(\sqrt{B}, 1) \frac{\alpha + 2}{\alpha - 5} \exp\left(\frac{\alpha + 2}{\alpha - 5}\right),
\]
for some absolute constant \(C > 0\).

2. Proof of Theorem 1.1 and Theorem 1.2

As in [10], let
\[
X_{i,j}^m = \begin{cases} 1, & \text{if } X_i^m = \alpha_j, \\ 0, & \text{otherwise}, \end{cases}
\]
be Bernoulli random variables with parameter \(1/m\). For a fixed \(j\), \(1 \leq j \leq m\), the \(X_{i,j}^m\)'s are i.i.d.
while for \(j \neq j'\), \((X_{1,j}^m, \ldots, X_{n,j}^m)\) and \((X_{1,j'}^m, \ldots, X_{n,j'}^m)\) are identically distributed but no longer independent.

Let \(S_{k,j}^{m,j} = \sum_{i=1}^k X_{i,j}^m\) be the number of occurrences of \(\alpha_j\) among \((X_{i}^m)_{1 \leq i \leq k}\). Since for \(1 \leq k < l \leq n\), the number of occurrences of \(\alpha_j\) among \((X_{i}^m)_{k+1 \leq i \leq l}\) is \(S_{l,j}^{m,j} - S_{k,j}^{m,j}\),
\[
R_1(n, m) = \sup_{0 \leq l_0 \leq l_1 \leq \cdots \leq l_m = n} \sum_{j=1}^m (S_{l,j}^{m,j} - S_{l_j-1}^{m,j}),
\]
with the convention that \(S_{0,j}^{m,j} = 0\).

Moreover, letting \(V_k(n, m) = \sum_{i=1}^k R_i(n, m)\), combinatorial arguments yield (see Theorem 3.1 in [15])
\[
V_k(n, m) = \sup_{t \in I_{k,m}(n)} \sum_{j=1}^k \sum_{l=j}^{m-k+j} (S_{t,j}^{m,l} - S_{t_j-1}^{m,l}), \quad 1 \leq k \leq m,
\]
for some absolute constant \(C > 0\).
where

\[ I_{k, m}(n) = \{ t = (t_{j,l} : 1 \leq j \leq k, 0 \leq l \leq m) : t_{j, l-1} = 0, t_{j, m-k+j} = n, \]
\[ 1 \leq j \leq k; t_{j, l-1} \leq t_{j, l}, 1 \leq j \leq k, 1 \leq l \leq m - 1; \]
\[ t_{j, l} \leq t_{j-1, l-1}, 2 \leq j \leq k, 2 \leq l \leq m \}. \]

Let \( \tilde{X}^m_{i,j} = (X^m_{i,j} - 1/m)/\sigma_m \), with \( \sigma_m^2 = (1/m)(1 - 1/m) \), let \( \tilde{S}^m = \sum_{i=1}^{k} \tilde{X}^m_{i,j} \). Similarly define \( \tilde{V}_k(n, m) \), \( 1 \leq k \leq m \) and let \( \tilde{R}_k(n, m) = \tilde{V}_k(n, m) - \tilde{V}_{k-1}(n, m) \), \( 2 \leq k \leq m \), while \( \tilde{R}_1(n, m) = \tilde{V}_1(n, m) \). Clearly \( V_k(n, m) = \sigma_m \tilde{V}_k(n, m) + kn/m \), and

\[ \frac{R_k(n, m) - n/m}{\sqrt{n}} = \sqrt{1 - \frac{1}{m}} \frac{\tilde{R}_k(n, m)}{\sqrt{nm}}. \]

Let

\[ \tilde{V}_k(n, m) = \sup_{t \in I_{k,m}(n)} \sum_{j=1}^{k} \sum_{l=j}^{m-k+j} (\tilde{S}^m_{[t_j,l]} - \tilde{S}^m_{[t_j,l-1]}), \quad 1 \leq k \leq m, \tag{2.3} \]

with

\[ \text{Cov}(\tilde{S}^m_i, \tilde{S}^m_j) = \begin{cases} \ell, & \text{if } i = j, \\ \rho \ell, & \text{otherwise}, \end{cases} \tag{2.4} \]
a
nd \( \rho = -1/(m - 1) \).

Next, \( \tilde{V}_k(n, m) \) can be approximated by

\[ \tilde{L}_k(n, m) = \sup_{t \in I_{k,m}(n)} \sum_{j=1}^{k} \sum_{l=j}^{m-k+j} (\tilde{B}_j^{l} - \tilde{B}_j^{l-1}), \quad 1 \leq k \leq m, \tag{2.5} \]

where \( (\tilde{B}_j^{l})_{1 \leq j \leq m} \) is a driftless \( m \)-dimensional Brownian motion with covariance matrix given in (1.2), and

\[ \tilde{L}_k(n, m) \overset{\mathcal{L}}{=} \sqrt{n} \tilde{L}_k(1, m). \]

More precisely, inspired by [9],

\[ |\tilde{V}_k(n, m) - \tilde{L}_k(n, m)| \leq 2k \sum_{l=1}^{m} (Y_{n}^{m,l} + W_{n}^{l}), \tag{2.6} \]

where

\[ Y_{n}^{m,l} = \max_{1 \leq i \leq n} |\tilde{S}^m_i - \tilde{B}_i^{l}| \quad \text{and} \quad W_{n}^{l} = \sup_{0 \leq s, t \leq n \atop |s-t| \leq 1} |\tilde{B}_s^{l} - \tilde{B}_t^{l}|. \]
Since
\[(\tilde{R}_k(n, m))_{1 \leq k \leq m} = \Theta^{-1}_m((\tilde{V}_k(n, m))_{1 \leq k \leq m}),\]
for any \(\varepsilon > 0\), and from (2.6),
\[
P\left(|\tilde{R}_k(n, m) - (\tilde{L}_k(n, m) - \tilde{L}_{k-1}(n, m))| \geq \sqrt{mn\varepsilon}\right)
\leq P\left(2(2k - 1) \sum_{l=1}^{m} (Y_{l}^{m,l} + W_{l}^{l}) \geq \sqrt{mn\varepsilon}\right)
\leq P\left(\sum_{l=1}^{m} Y_{l}^{m,l} \geq \frac{\sqrt{mn\varepsilon}}{4(2k - 1)}\right) + P\left(\sum_{l=1}^{m} W_{l}^{l} \geq \frac{\sqrt{mn\varepsilon}}{4(2k - 1)}\right) \tag{2.7}
\]
\[
\leq \sum_{l=1}^{m} \left(P\left(Y_{l}^{m,l} \geq \frac{\sqrt{mn\varepsilon}}{m(8k - 4)}\right) + P\left(W_{l}^{l} \geq \frac{\sqrt{mn\varepsilon}}{m(8k - 4)}\right)\right)
= mP\left(Y_{m,1}^{m,1} \geq \frac{\sqrt{n\varepsilon}}{\sqrt{m}(8k - 4)}\right) + mP\left(W_{1}^{1} \geq \frac{\sqrt{n\varepsilon}}{\sqrt{m}(8k - 4)}\right),
\]
for \(1 \leq k \leq m\), and with the convention that \(\tilde{L}_0(n, m) = 0\).

From Sakhanenko’s version of the KMT inequality as stated, for example, in Theorem 2.1 and Corollary 3.2 of [22],
\[
P\left(Y_{n}^{m,1} \geq \frac{\sqrt{n\varepsilon}}{\sqrt{m}(8k - 4)}\right) \leq (1 + c_2(m)\sqrt{n}) \exp\left(-c_1(m)\frac{\sqrt{n\varepsilon}}{\sqrt{m}(8k - 4)}\right) \tag{2.8}
\]
where, as \(m \to +\infty\), \(c_1(m) \sim C_1/\sqrt{m}\) and \(c_2(m) \sim C_2/\sqrt{m}\), for some absolute constants \(C_1 > 0\) and \(C_2 > 0\). Moreover,
\[
P\left(W_{n}^{1} \geq \frac{\sqrt{n\varepsilon}}{\sqrt{m}(8k - 4)}\right) \leq 2nP\left(\tilde{B}_{2}^{1} \geq \frac{\sqrt{n\varepsilon}}{\sqrt{m}(16k - 8)}\right)
= 4n\exp\left(-\frac{n\varepsilon^2}{4em(16k - 8)^2}\right) \tag{2.9}
\]
Combining (2.8) and (2.9), letting \(\varepsilon < 1\), and since \(m(n) = o(n^{1/4})\) (or simply, \(m(n) = o(\sqrt{n})\),
to get a meaningful bound,
\[
P\left(|\tilde{R}_k(n, m) - (\tilde{L}_k(n, m) - \tilde{L}_{k-1}(n, m))| \geq \sqrt{mn\varepsilon}\right) \leq C_3\sqrt{mn}\exp\left(-\frac{\sqrt{n\varepsilon}}{C_3m}\right) \tag{2.10}
\]
for \(1 \leq k \leq r\), and where \(C_3\) is a positive constant depending on \(k\), which for fixed \(r\) can be chosen only depending on \(r\). For any \(x_1 \geq x_2 \geq \cdots \geq x_r > 2\), \(r \geq 1\), and \(0 < \varepsilon < \min(1, x_r - 2)\),

\[
\mathbb{P}\left( \frac{\tilde{R}_1(n,m)}{\sqrt{mn}} \geq x_1, \frac{\tilde{R}_2(n,m)}{\sqrt{mn}} \geq x_2, \ldots, \frac{\tilde{R}_r(n,m)}{\sqrt{mn}} \geq x_r \right) \\
\leq \mathbb{P}\left( \frac{\tilde{L}_1(n,m) - \tilde{L}_0(n,m)}{\sqrt{mn}} \geq x_1 - \varepsilon, \ldots, \frac{\tilde{L}_r(n,m) - \tilde{L}_{r-1}(n,m)}{\sqrt{mn}} \geq x_r - \varepsilon \right) + \sum_{i=1}^{r} \mathbb{P}\left( \frac{\tilde{R}_i(n,m) - (\tilde{L}_i(n,m) - \tilde{L}_{i-1}(n,m))}{\sqrt{mn}} \geq \varepsilon \right) \quad (2.11)
\]

and

\[
\mathbb{P}\left( \frac{\tilde{R}_1(n,m)}{\sqrt{mn}} \geq x_1, \frac{\tilde{R}_2(n,m)}{\sqrt{mn}} \geq x_2, \ldots, \frac{\tilde{R}_r(n,m)}{\sqrt{mn}} \geq x_r \right) \\
\geq \mathbb{P}\left( \frac{\tilde{L}_1(n,m) - \tilde{L}_0(n,m)}{\sqrt{mn}} \geq x_1 + \varepsilon, \ldots, \frac{\tilde{L}_r(n,m) - \tilde{L}_{r-1}(n,m)}{\sqrt{mn}} \geq x_r + \varepsilon \right) - \sum_{i=1}^{r} \mathbb{P}\left( \frac{(\tilde{L}_i(n,m) - \tilde{L}_{i-1}(n,m)) - \tilde{R}_i(n,m)}{\sqrt{mn}} \geq \varepsilon \right) \quad (2.12)
\]

with again the convention that \(\tilde{L}_0(n,m) = 0\).

Combining (1.1) with Theorem A.1 of the Appendix, when \(m\) and \(n\) simultaneously converge to infinity, the large deviations for \((\tilde{L}_k(n,m))_{1 \leq k \leq r}\) are then given by:

\[
\lim_{n \to \infty} \frac{1}{m(n)} \log \mathbb{P}\left( \frac{\tilde{L}_1(n,m(n))}{\sqrt{m(n)n}} \geq x_1, \ldots, \frac{\tilde{L}_r(n,m(n)) - \tilde{L}_{r-1}(n,m(n))}{\sqrt{m(n)n}} \geq x_r \right) \\
= -2 \sum_{i=1}^{r} \int_{\frac{x_i}{2}}^{\infty} \sqrt{(z/2)^2 - 1} \, dz. \quad (2.13)
\]

for all \(x_1 \geq x_2 \geq \cdots \geq x_r > 2\), while for any \(x < 2\) and \(1 \leq k \leq r\),

\[
\lim_{n \to \infty} \frac{1}{m(n)} \log \mathbb{P}\left( \frac{\tilde{L}_k(n,m(n)) - \tilde{L}_{k-1}(n,m(n))}{\sqrt{m(n)n}} \leq x \right) = -\infty. \quad (2.14)
\]

This implies that,

\[
\mathbb{P}\left( \frac{\tilde{L}_1(n,m(n))}{\sqrt{m(n)n}} \geq x_1 \pm \varepsilon, \ldots, \frac{\tilde{L}_r(n,m(n)) - \tilde{L}_{r-1}(n,m(n))}{\sqrt{m(n)n}} \geq x_r \pm \varepsilon \right) \\
= \exp\left( -m(n)\left( I_r(x_1 \pm \varepsilon, \ldots, x_r \pm \varepsilon) + o(1) \right) \right),
\]
where $o(1)$ indicates a quantity converging to zero as $n$ converges to infinity. Combining this fact with (2.10), for any $1 \leq k \leq r$,

$$
\frac{\mathbb{P}(|\tilde{R}_k(n, m) - (\tilde{L}_k(n, m) - \tilde{L}_{k-1}(n, m))| \geq \sqrt{mn}\varepsilon)}{\mathbb{P}(\tilde{L}_1(n, m) \geq \sqrt{mn}(x_1 \pm \varepsilon), \ldots, \tilde{L}_r(n, m) - \tilde{L}_{r-1}(n, m) \geq \sqrt{mn}(x_r \pm \varepsilon))}
$$

\[\leq C_3\sqrt{mn} \exp\left(-\frac{\sqrt{n}\varepsilon}{C_3 m} + m\left(I_r(x_1 \pm \varepsilon, \ldots, x_r \pm \varepsilon) + o(1)\right)\right)\]  

(2.15)

\[= C_3\sqrt{mn} \exp\left(\frac{\sqrt{n}}{m} \left(-\frac{\varepsilon}{C_3} + \frac{m^2}{\sqrt{n}}(I_r(x_1 \pm \varepsilon, \ldots, x_r \pm \varepsilon) + o(1))\right)\right) \to 0.

as $m, n \to \infty$, $m = o(n^{1/4})$. From (2.11) and (2.15), and since $m = o(n^{1/4})$,

\[
\limsup_{n \to \infty} \frac{1}{m(n)} \log \mathbb{P}\left(\frac{\tilde{R}_1(n, m(n))}{\sqrt{m(n)n}} \geq x_1, \ldots, \frac{\tilde{R}_r(n, m(n))}{\sqrt{m(n)n}} \geq x_r\right) \leq \limsup_{n \to \infty} \frac{1}{m(n)} \log 2 \mathbb{P}\left(\frac{\tilde{L}_1(n, m(n))}{\sqrt{m(n)n}} \geq x_1 - \varepsilon, \ldots, \frac{\tilde{L}_r(n, m(n)) - \tilde{L}_{r-1}(n, m(n))}{\sqrt{m(n)n}} \geq x_r - \varepsilon\right) \leq -I_r(x_1 - \varepsilon, \ldots, x_r - \varepsilon). \tag{2.16}
\]

Likewise, from (2.12) and (2.15),

\[
\liminf_{n \to \infty} \frac{1}{m(n)} \log \mathbb{P}\left(\frac{\tilde{R}_1(n, m(n))}{\sqrt{m(n)n}} \geq x_1, \ldots, \frac{\tilde{R}_r(n, m(n))}{\sqrt{m(n)n}} \geq x_r\right) \geq \liminf_{n \to \infty} \frac{1}{m(n)} \log \frac{1}{2} \mathbb{P}\left(\frac{\tilde{L}_1(n, m(n))}{\sqrt{m(n)n}} \geq x_1 + \varepsilon, \ldots, \frac{\tilde{L}_r(n, m(n)) - \tilde{L}_{r-1}(n, m(n))}{\sqrt{m(n)n}} \geq x_r + \varepsilon\right) \leq -I_r(x_1 + \varepsilon, \ldots, x_r + \varepsilon). \tag{2.17}
\]

Now letting $\varepsilon \to 0$,

\[
\lim_{n \to \infty} \frac{1}{m(n)} \log \mathbb{P}\left(\frac{\tilde{R}_1(n, m(n))}{\sqrt{m(n)n}} \geq x_1, \ldots, \frac{\tilde{R}_r(n, m(n))}{\sqrt{m(n)n}} \geq x_r\right) = -2\sum_{i=1}^{r} \int_{\frac{x_i}{2}}^{x_i} \sqrt{(z/2)^2 - 1} \, dz,
\]
for any $x_1 \geq x_2 \geq \cdots \geq x_r > 2$. Next, assume that $x_1 \geq x_2 \geq \cdots \geq x_k > x_{k+1} = \cdots = x_r = 2$, $1 \leq k \leq r$, with the convention that $k = r$ corresponds to $x_1 \geq x_2 \geq \cdots \geq x_r > 2$. Under the conditions given in Theorem 1.1, for any $\varepsilon > 0$,

$$
\liminf_{n \to \infty} \frac{1}{m(n)} \log \mathbb{P} \left( \frac{\tilde{R}_1(n, m(n))}{\sqrt{m(n)n}} \geq x_1, \ldots, \frac{\tilde{R}_r(n, m(n))}{\sqrt{m(n)n}} \geq x_r \right)
\geq -2 \sum_{i=1}^{k} \int_{\frac{x_i}{2}}^{\infty} \sqrt{\left( \frac{z}{2} \right)^2 - 1} \, dz - 2 \sum_{i=k+1}^{r} \int_{\frac{2+\varepsilon}{2}}^{\infty} \sqrt{\left( \frac{z}{2} \right)^2 - 1} \, dz.
$$

Letting $\varepsilon \to 0$, gives

$$
\liminf_{n \to \infty} \frac{1}{m(n)} \log \mathbb{P} \left( \frac{\tilde{R}_1(n, m(n))}{\sqrt{m(n)n}} \geq x_1, \ldots, \frac{\tilde{R}_r(n, m(n))}{\sqrt{m(n)n}} \geq x_r \right)
\geq -2 \sum_{i=1}^{r} \int_{\frac{x_i}{2}}^{\infty} \sqrt{\left( \frac{z}{2} \right)^2 - 1} \, dz, \tag{2.18}
$$

while,

$$
\limsup_{n \to \infty} \frac{1}{m(n)} \log \mathbb{P} \left( \frac{\tilde{R}_1(n, m(n))}{\sqrt{m(n)n}} \geq x_1, \ldots, \frac{\tilde{R}_r(n, m(n))}{\sqrt{m(n)n}} \geq x_r \right)
\leq \limsup_{n \to \infty} \frac{1}{m(n)} \log \mathbb{P} \left( \frac{\tilde{R}_1(n, m(n))}{\sqrt{m(n)n}} \geq x_1, \ldots, \frac{\tilde{R}_k(n, m(n))}{\sqrt{m(n)n}} \geq x_k \right) \tag{2.19}
$$

$$
= -2 \sum_{i=1}^{k} \int_{\frac{x_i}{2}}^{\infty} \sqrt{\left( \frac{z}{2} \right)^2 - 1} \, dz.
$$

Combining (2.18) and (2.19) proves (1.4).

Fix $x < 2$ and let $0 < \varepsilon < \min(1, 2 - x)$, then

$$
\mathbb{P} \left( \frac{\tilde{R}_k(n, m)}{\sqrt{mn}} \leq x \right) \leq \mathbb{P} \left( \frac{\tilde{L}_k(n, m) - \tilde{L}_{k-1}(n, m)}{\sqrt{mn}} \leq x + \varepsilon \right) \tag{2.20}
$$

$$
+ \mathbb{P} \left( \left| \frac{\tilde{R}_k(n, m) - (\tilde{L}_k(n, m) - \tilde{L}_{k-1}(n, m))}{\sqrt{mn}} \right| \geq \varepsilon \right),
$$

for any $1 \leq k \leq r$. From (2.14),

$$
\frac{1}{m} \log \mathbb{P} \left( \frac{\tilde{L}_k(n, m) - \tilde{L}_{k-1}(n, m)}{\sqrt{mn}} \leq x + \varepsilon \right) \to -\infty,
$$
and from (2.10),
\[
\frac{1}{m} \log \mathbb{P}\left( \left| \frac{\tilde{R}_k(n, m) - (\tilde{L}_k(n, m) - \tilde{L}_{k-1}(n, m))}{\sqrt{mn}} \right| \geq \varepsilon \right)
\leq \frac{\log(C_3 \sqrt{mn})}{m} - \frac{\sqrt{n\varepsilon}}{C_3 m^2} \to -\infty,
\]
(2.21)
as \(m, n \to \infty\), \(m = o(n^{1/4})\). Thus for any \(x < 2\) and \(1 \leq k \leq r\),
\[
\lim_{n \to \infty} \frac{1}{m(n)} \log \mathbb{P}\left( \frac{\tilde{R}_k(m(n))}{\sqrt{m(n)n}} \leq x \right) = -\infty,
\]
(2.22)
which proves (1.5) in Theorem 1.1.

**Proof of Theorem 1.2.** First, (1.11) is just a direct consequence of (1.4). Next, we prove (1.10). Fix \(y_1 \geq y_2 \geq \cdots \geq y_r\), with \(y_r < 2\). If \(K(y_r) < +\infty\), then there exists \(\delta > 0\) such that \(K(y_r - \delta) < +\infty\) and such that for any \(0 < \varepsilon < \min(1, \delta, 2 - y_r)\),
\[
\mathbb{P}\left( \frac{\tilde{R}_1(n, m)}{\sqrt{mn}} \leq y_1, \ldots, \frac{\tilde{R}_r(n, m)}{\sqrt{mn}} \leq y_r \right)
\leq \mathbb{P}\left( \frac{\tilde{L}_1(n, m) - \tilde{L}_0(n, m)}{\sqrt{mn}} \leq y_1 + \varepsilon, \ldots, \frac{\tilde{L}_r(n, m) - \tilde{L}_{r-1}(n, m)}{\sqrt{mn}} \leq y_r + \varepsilon \right)
\]
(2.23)
and
\[
\mathbb{P}\left( \frac{\tilde{R}_1(n, m)}{\sqrt{mn}} \leq y_1, \ldots, \frac{\tilde{R}_r(n, m)}{\sqrt{mn}} \leq y_r \right)
\geq \mathbb{P}\left( \frac{\tilde{L}_1(n, m) - \tilde{L}_0(n, m)}{\sqrt{mn}} \leq y_1 - \varepsilon, \ldots, \frac{\tilde{L}_r(n, m) - \tilde{L}_{r-1}(n, m)}{\sqrt{mn}} \leq y_r - \varepsilon \right)
\]
(2.24)
and
\[
- \sum_{i=1}^{r} \mathbb{P}\left( \left| \frac{\tilde{R}_i(n, m) - (\tilde{L}_i(n, m) - \tilde{L}_{i-1}(n, m))}{\sqrt{mn}} \right| \geq \varepsilon \right),
\]
with once more the convention that \(\tilde{L}_0(n, m) = 0\).
Combining (1.1) with Corollary A.1, when \(m\) and \(n\) simultaneously converge to infinity,
\[
\lim_{n \to \infty} \frac{1}{m(n)^2} \log \mathbb{P}\left( \frac{\tilde{L}_1(m(n))}{\sqrt{m(n)n}} \leq y_1, \ldots, \frac{\tilde{L}_r(m(n)) - \tilde{L}_{r-1}(m(n))}{\sqrt{m(n)n}} \leq y_r \right)
= -K(y_r),
\]
(2.25)
for all $y_r \leq y_{r-1} \leq \cdots \leq y_1$ with $y_r < 2$. Thus
\[
P\left(\frac{1}{\sqrt{m(n)n}} \leq y_1 \pm \epsilon, \ldots, \frac{\tilde{L}_r(n,m(n)) - \tilde{L}_{r-1}(n,m(n))}{\sqrt{m(n)n}} \leq y_r \pm \epsilon\right)
= \exp\left(-m(n)^2(K(y_r \pm \epsilon) + o(1))\right),
\]
where $o(1)$ is meant for an expression converging to zero as $n$ converges to infinity. Combining this last fact with (2.10), for any $1 \leq k \leq r$,
\[
P(\tilde{R}_k(n,m(n)) \leq y_1, \ldots, \tilde{R}_r(n,m(n)) \leq y_r) = -K(y_r),
\]
for $y_r \leq y_{r-1} \leq \cdots \leq y_1$, with $y_r < 2$ and $K(y_r) < +\infty$.

Now for fixed $y_1 \geq y_2 \geq \cdots \geq y_r$, $y_r < 2$, let us tackle the case $K(y_r) = +\infty$. Then,
\[
P\left(\frac{\tilde{R}_1(n,m(n)) - (\tilde{L}_k(n,m) - \tilde{L}_{k-1}(n,m))}{\sqrt{m(n)n}} \leq y_r \right)
\leq C_3 \sqrt{mn} \exp\left\{\frac{\sqrt{n}}{m} \left( -\frac{\epsilon}{C_3} + \frac{m^3}{\sqrt{n}}(K(y_r \pm \epsilon) + o(1))\right)\right\} \to 0,
\]
as $m, n \to \infty$, $m = o(n^{1/6})$. Repeating previous arguments, letting $\epsilon \to 0$, and since $m = o(n^{1/6})$,
\[
\lim_{n \to \infty} \frac{1}{m(n)^2} \log P\left(\frac{\tilde{R}_1(n,m(n))}{\sqrt{m(n)n}} \leq y_1, \ldots, \frac{\tilde{R}_r(n,m(n))}{\sqrt{m(n)n}} \leq y_r\right) = -K(y_r),
\]
for $y_r \leq y_{r-1} \leq \cdots \leq y_1$, with $y_r < 2$ and $K(y_r) < +\infty$.
Now let \( 2 = y_r \leq y_{r-1} \leq \cdots \leq y_1, \) then for any \( \varepsilon > 0, \)

\[
\liminf_{n \to \infty} \frac{1}{m(n)^2} \log \mathbb{P}\left( \frac{\tilde{R}_1(n,m(n))}{\sqrt{m(n)n}} \leq y_1, \ldots, \frac{\tilde{R}_r(n,m(n))}{\sqrt{m(n)n}} \leq y_r \right) \\
\geq \liminf_{n \to \infty} \frac{1}{m(n)^2} \log \mathbb{P}\left( \frac{\tilde{R}_1(n,m(n))}{\sqrt{m(n)n}} \leq y_1, \ldots, \frac{\tilde{R}_r(n,m(n))}{\sqrt{m(n)n}} \leq 2 - \varepsilon \right) \\
= -K(2 - \varepsilon). \tag{2.30}
\]

Again, letting \( \varepsilon \to 0, \) and since \( K \) is continuous (see the Appendix for a proof),

\[
\liminf_{n \to \infty} \frac{1}{m(n)^2} \log \mathbb{P}\left( \frac{\tilde{R}_1(n,m(n))}{\sqrt{m(n)n}} \leq y_1, \ldots, \frac{\tilde{R}_r(n,m(n))}{\sqrt{m(n)n}} \leq 2 \right) = K(2) = 0.
\]

Clearly,

\[
\limsup_{n \to \infty} \frac{1}{m(n)^2} \log \mathbb{P}\left( \frac{\tilde{R}_1(n,m(n))}{\sqrt{m(n)n}} \leq y_1, \ldots, \frac{\tilde{R}_r(n,m(n))}{\sqrt{m(n)n}} \leq 1 \right) \leq 0,
\]

which proves the case \( y_r = 2, \) and finishes the proof of the first part of Theorem 1.2. Lemma A.1 of the Appendix gives a proof of (1.8).

When \( x \leq 0, \) \( M_0((-\infty, x]) \) is empty so \( K(x) = +\infty \) and when \( x \geq 2, \) the semicircular probability measure belongs to \( M_0((-\infty, x]), \) thus \( K(x) = 0. \) When \( 0 < x < 2, \) the closed form expression of \( K \) given via (1.9) can indeed be derived using the techniques developed in [26]. Denote by \( \mu_0 \) the zero mean probability measure supported on \( (-\infty, x], \) minimizing

\[
I(\mu) = \frac{1}{2} \int y^2 \mu(dy) - \int \int \log |t - y| \mu(dt)\mu(dy) - \frac{3}{4} \tag{2.31}
\]

(the existence and uniqueness of \( \mu_0 \) follows from Theorem 1.3 of Chapter I of [28]. Moreover, in view of Theorem 2.5 of Chapter IV of [28], \( \mu_0 \) is absolutely continuous with continuous density \( \rho_0, \) while from Theorem 1.10 and Theorem 1.11 of Chapter IV in [28], its support is a finite interval). Let us now proceed to explicitly find \( \rho_0. \) To do so, consider the Lagrange function

\[
E(\mu) = I(\mu) + c_1 \left( \int \mu(dy) - 1 \right) + c_2 \int y\mu(dy),
\]

where the Lagrange multipliers \( c_1 \) and \( c_2 \) correspond to the constraints that \( \mu \) is a zero mean probability measure. Let \( [L', x] \) be the support of \( \rho_0, \) and for any continuous function \( h \) supported on \( [L', x] \) such that \( h(y) \geq -\rho_0(y), \) let

\[
E(\rho_0 + \varepsilon h) = \frac{1}{2} \int y^2 (\rho_0(y) + \varepsilon h(y)) dy \\
- \int \int \log |t - y| (\rho_0(t) + \varepsilon h(t)) (\rho_0(y) + \varepsilon h(y)) dt dy - \frac{3}{4} \tag{2.32}
\]

\[
+ c_1 \left( \int (\rho_0(y) + \varepsilon h(y)) dy - 1 \right) + c_2 \int y(\rho_0(y) + \varepsilon h(y)) dy.
\]
Thus
\[
\frac{dE(\rho_0 + \varepsilon h)}{d\varepsilon} \bigg|_{\varepsilon=0} = 0,
\]
gives
\[
\int \left( \frac{y^2}{2} - 2 \int \log |t - y| \rho_0(t) \, dt + c_1 + c_2 y \right) h(y) \, dy = 0, \tag{2.33}
\]
for any continuous function \( h \) such that \( h(y) \geq -\rho_0(y) \). Let
\[
g(y) = \frac{y^2}{2} - 2 \int \log |t - y| \rho_0(t) \, dt + c_1 + c_2 y,
\]
which is a continuous function on \([L', x]\). Let \( h(y) = g^+(y) \), then (2.33) yields
\[
\int_{g(y) \geq 0} g(y)^2 \, dy = 0,
\]
thus \( g(y) \leq 0 \) for \( y \in [L', x] \). Likewise, letting
\[
h(y) = \begin{cases} 0, & \text{if } g(y) > 0, \\ g(y), & \text{if } -\rho_0(y) \leq g(y) \leq 0, \\ -\rho_0(y), & \text{if } g(y) < -\rho_0(y), \end{cases}
\]
then (2.33) yields \( g(y) \geq 0 \) for \( y \in [L', x] \). Thus,
\[
\frac{y^2}{2} - 2 \int \log |t - y| \rho_0(t) \, dt + c_1 + c_2 y = 0, \tag{2.35}
\]
for any \( y \in [L', x] \). In turn, differentiating (2.35) with respect to \( y \) further gives,
\[
y - 2 \text{ p.v.} \int \frac{\rho_0(t)}{y - t} \, dt + c_2 = 0, \tag{2.36}
\]
where \( \text{p.v.} \) denotes the Cauchy principal value.

Let \( L = L' - x \) and \( f_x(t) = \rho_0(t + x) \) be supported on \([L, 0]\), then the finite Hilbert transform
\[
\frac{1}{\pi} \text{ p.v.} \int_{L'}^{x} \frac{\rho_0(t)}{y - t} \, dt = \frac{y + c_2}{2\pi},
\]
becomes
\[
\frac{1}{\pi} \text{ p.v.} \int_{L}^{0} \frac{f_x(t)}{y - t} \, dt = \frac{x + y + c_2}{2\pi},
\]
for any \( y \in [L, 0] \). From Section 4.3 of [33], this finite Hilbert transform can be inverted as
\[
f_x(y) = \frac{1}{\pi \sqrt{(y - L)(-y)}} \left( \text{p.v.} \int_{L}^{0} \frac{\sqrt{(t - L)(-t)}}{t - y} \frac{x + t + c_2}{2\pi} \, dt + c_3 \right), \tag{2.37}
\]
where $L \leq y \leq 0$. Moreover,
\begin{equation}
\text{p.v.} \int_{L}^{0} \frac{\sqrt{(t-L)(-t)}}{t-y} \frac{x + t + c_2}{2\pi} dt = \frac{1}{16}(4c_2(L - 2y) + L^2 + 4L(x + y) - 8y(x + y)).
\end{equation}

Since $f_x(L) = 0$,
\begin{equation}
c_3 = \frac{1}{16}(4L(c_2 + x) + 3L^2),
\end{equation}
which when plugged into (2.37) yields
\begin{equation}
f_x(y) = \frac{\sqrt{y(L-y)(2c_2 + L + 2(x + y))}}{4\pi y}.
\end{equation}

Now, the two constraints $\int d\mu_0(y) = 1$ and $\int y d\mu_0(y) = 0$, yield
\begin{equation}
\int_{L}^{0} yf_x(y) dy + x = 0, \quad \int_{L}^{0} f_x(y) dy = 1,
\end{equation}
leading to
\begin{equation}
L = \frac{2^{2/3}(\sqrt{81x^2 + 12} - 9x)^{2/3} - 46^{1/3}}{3^{2/3}(\sqrt{81x^2 + 12} - 9x)^{1/3}}
\end{equation}
and
\begin{equation}
c_2 = \frac{23^{2/3} - \frac{3\sqrt{6}(\sqrt{81x^2 + 12} - 9x)^{2/3}}{2^{2/3}(\sqrt{81x^2 + 12} - 9x)^{1/3}}}{\sqrt{2} 3^{2/3}(\sqrt{81x^2 + 12} - 9x)^{2/3} + (6 \frac{2^{2/3}3^{1/3}(\sqrt{81x^2 + 12} - 9x)^{2/3}}{18x}) + 6} - x.
\end{equation}

Integrate (2.35) with respect to $\mu_0$ to get
\begin{equation}
\int \int \log|x-t| \mu_0(\text{d}t) \mu_0(\text{d}y) = \frac{1}{4} \int y^2 \mu_0(\text{d}y) + c_1 \frac{1}{2},
\end{equation}
while $c_1$ is determined by substituting $y = x$ in (2.35),
\begin{equation}
c_1 = -\frac{x^2}{2} + 2 \int \log|x-t| \mu_0(\text{d}t) - c_2 x.
\end{equation}

Finally,
\begin{equation}
I(\mu_0) = \frac{1}{2} \int y^2 \mu_0(\text{d}y) - \int \int \log|x-t| \mu_0(\text{d}t) \mu_0(\text{d}y) - \frac{3}{4} = \frac{1}{4} \int_{L}^{0} (x+y)^2 f_x(y) dy - \frac{1}{4} \int_{L}^{0} \log(-y) f_x(y) dy + \frac{x^2}{4} + \frac{c_2 x}{2} - \frac{3}{4}.
\end{equation}
Finally, inserting the above values of $L$ and $c_2$ into (2.41) provides the closed form expression for $K$. □

3. Proof of Theorem 1.3 and Theorem 1.4

Recall, see (2.2), that

$$R_1(n, m) = V_1(n, m) = \sup_{0 = l_0 \leq l_1 \leq \ldots \leq l_m = n} \sum_{j=1}^{m} (S_{l_j}^{m,j} - S_{l_{j-1}}^{m,j}),$$

and let

$$V'_1(n, m) = \sup_{0 = l_0 \leq l_1 \leq \ldots \leq l_m = n} \sum_{j=1}^{m} (S_{l_j}^{m,j} - S_{l_{j-1}}^{m,j}),$$

where $J(m) = \{ j : p_j^m = p_{2\text{nd}}^m \}$ as defined before. Then, Lemma 9 in [10] asserts that:

$$\mathbb{E}\left| V_1(n, m) - V'_1(n, m) \right| \leq C n p_{2\text{nd}}^m,$$

(3.1)

where $p_{2\text{nd}}$ is the second highest probability and $C > 0$ some absolute constant.

In order to prove Theorem 1.3, we first need a lemma.

Lemma 3.1. Let $k(m(n))$ converge to infinity with $n$ in such a way that $k(m(n))^3 / p_{\text{max}}^m = o(n)$, then for any $x \geq 2$,

$$\lim_{n \to \infty} \frac{1}{k(m(n))} \log \mathbb{P}\left( \frac{V'_1(n, m(n)) - np_{\text{max}}^m}{\sqrt{nk(m(n))p_{\text{max}}^m}} \geq x \right) = -2 \int_{0}^{x} \sqrt{\frac{z}{2^2} - 1} \, dz,$$

(3.2)

and for any $x < 2$,

$$\lim_{n \to \infty} \frac{1}{k(m(n))} \log \mathbb{P}\left( \frac{V'_1(n, m(n)) - np_{\text{max}}^m}{\sqrt{nk(m(n))p_{\text{max}}^m}} \leq x \right) = -\infty.$$

(3.3)

Proof. As in the proof of Theorem 1.1, for any $j \in J(m)$, set $\tilde{X}_{i,j}^m = (X_{i,j}^m - p_{\text{max}}^m) / \sigma_m$, where $\sigma_m^2 = p_{\text{max}}^m (1 - p_{\text{max}}^m)$, and set $\tilde{S}_{l_j}^{m,j} = \sum_{i=1}^{l_j} \tilde{X}_{i,j}^m$. Hence,

$$\frac{V'_1(n, m) - np_{\text{max}}^m}{\sqrt{nk(m(n))p_{\text{max}}^m}} = \left( \frac{\sqrt{1 - p_{\text{max}}^m}}{\sqrt{nk(m(n))}} \right) \frac{\tilde{V}'_1(n, m)}{\sqrt{nk(m(n))}},$$

with the obvious notation for $\tilde{V}'_1(n, m)$. Since $k(m(n))p_{\text{max}}^m \leq 1$, as $n \to \infty$, $p_{\text{max}}^m \to 0$, so (3.2) can be reduced to,

$$\lim_{n \to \infty} \frac{1}{k(m(n))} \log \mathbb{P}\left( \frac{\tilde{V}'_1(n, m(n))}{\sqrt{nk(m(n))}} \geq x \right) = -I_1(x),$$

(3.4)
for any $x \geq 2$. Moreover, (3.3) can be reduced to,
\[
\lim_{n \to \infty} \frac{1}{k(m(n))} \log P\left( \frac{\tilde{V}_1(n, m(n))}{\sqrt{nk(m(n))}} \leq x \right) = -\infty,
\]
for any $x < 2$. Now,
\[
\tilde{V}_1(n, m) = \sup_{0 = l_0 \leq l_1 \leq \cdots \leq l_m = n, \ l_{j-1} = l_j \text{ for } j \notin J(m)} \sum_{j=1}^{m} (\tilde{S}_{l_j}^{m,j} - \tilde{S}_{l_{j-1}}^{m,j}),
\]
where
\[
\text{Cov}(\tilde{S}_{l}^{m,i}, \tilde{S}_{l}^{m,j}) = \begin{cases} \ell, & \text{if } i = j, \\ \rho_1 \ell, & \text{otherwise}, \end{cases}
\]
where $\rho_1 = -p_{\max}^m / (1 - p_{\max}^m)$. From its very definition, $\tilde{V}_1(n, m)$ only depends on $(\tilde{S}_{l}^{m,j})_{j \in J(m)}$ and can thus be approximated, via KMT, by the Brownian functional $F(n, k)$ with $k = \text{card}(J(m))$ (from here onward, $m$ is short for $m(n)$ and $k$ is short for $k(m(n))$), where
\[
F(n, k) = \sup_{0 = t_0 \leq t_1 \leq \cdots \leq t_k = n} \sum_{r=1}^{k} (\tilde{B}_{t_r}^{(r)} - \tilde{B}_{t_{r-1}}^{(r)}),
\]
where $(\tilde{B}^{(r)})_{1 \leq r \leq k}$ is a centered $k$-dimensional Brownian motion with covariance matrix
\[
\begin{pmatrix} 1 & \rho_1 & \cdots & \rho_1 \\ \rho_1 & 1 & \cdots & \rho_1 \\ \vdots & \vdots & \ddots & \vdots \\ \rho_1 & \rho_1 & \cdots & 1 \end{pmatrix}.
\]
Moreover,
\[
F(n, k) \leq \sqrt{n} F(1, k),
\]
while from Corollary 3.2 and Corollary 3.3 in [16],
\[
\sqrt{1 - p_{\max}^m} F(1, k) \leq \frac{\sqrt{1 - kp_{\max}^m} - 1}{k} \sum_{j=1}^{k} B_{t_r}^{(j)} + \sup_{0 = t_0 \leq t_1 \leq \cdots \leq t_k = 1} \sum_{r=1}^{k} (B_{t_r}^{(r)} - B_{t_{r-1}}^{(r)}),
\]
where $(B^{(j)})_{1 \leq j \leq k}$ is a standard $k$-dimensional Brownian motion on $[0, 1]$. The first weighted sum in (3.10) is a Gaussian random variable with variance at most $1/k$, and as well known (see
the introductory section and the cited references therein):

\[
\sup_{0=t_0 \leq t_1 \leq \cdots \leq t_k=1} \sum_{r=1}^{k} (B_{tr}^{(r)} - B_{tr}^{(r-1)}) \leq \lambda^k_1,
\]

(3.11)

where \( \lambda^k_1 \) is the largest eigenvalue of a \( k \times k \) element of the GUE. Next, since \( \lambda^k_1/\sqrt{k} \) satisfies a LDP with rate function \( I_1 \) and since the contribution of the Gaussian term is negligible, we get via Theorem A.1 of the Appendix:

\[
\lim_{k \to \infty} \frac{1}{k} \log \mathbb{P}(F(1, k) \geq \sqrt{kx}) = -I_1(x).
\]

(3.12)

Now, as in the proof of Theorem 1.1,

\[
\mathbb{P}(|\tilde{V}^l_1(n, m) - F(n, k)| \geq \sqrt{n_k \epsilon})
\]

\[
\leq k \mathbb{P}(Y_{n,l}^m \geq \frac{\sqrt{n \epsilon}}{4\sqrt{k}}) + k \mathbb{P}(W_n^l \geq \frac{\sqrt{n \epsilon}}{4\sqrt{k}}),
\]

(3.13)

where \( l \) is any element of \( J(m) \) and where

\[
Y_{n,l}^m = \max_{1 \leq l \leq n} |\tilde{S}_{n,l}^m - \tilde{B}_{n,l}^m| \quad \text{and} \quad W_n^l = \sup_{0 \leq s, t \leq n} |\tilde{B}_{n,l}^s - \tilde{B}_{n,l}^t|.
\]

As in getting (2.8),

\[
\mathbb{P}(Y_{n,l}^m \geq \frac{\sqrt{n \epsilon}}{4\sqrt{k}}) \leq (1 + c_2(p_{\max}^m) \sqrt{n}) \exp\left(-c_1(p_{\max}^m) \frac{\sqrt{n \epsilon}}{4\sqrt{k}}\right),
\]

(3.14)

where \( c_1(p_{\max}^m) \sim C_1 \sqrt{p_{\max}^m} \) and \( c_2(p_{\max}^m) \sim C_2 \sqrt{p_{\max}^m} \), for some constants \( C_1 \) and \( C_2 \), while from (2.9),

\[
\mathbb{P}(W_n^l \geq \frac{\sqrt{n \epsilon}}{4\sqrt{k}}) \leq C_3 n \exp\left(-\frac{n \epsilon^2}{C_3 k}\right).
\]

(3.15)

for some positive constant \( C_3 \). Combining (3.14) and (3.15), letting \( \epsilon < 1 \), and since \( k(m(n))^3/p_{\max}^m = o(n) \) (or simply, \( k(m(n))/p_{\max}^m = o(n) \), to get a meaningful bound,

\[
\mathbb{P}(|\tilde{V}^l_1(n, m) - F(n, k)| \geq \sqrt{n_k \epsilon}) \leq C_4 k \sqrt{n p_{\max}^m} \exp\left(-\frac{np_{\max}^m \epsilon}{C_4 \sqrt{k}}\right),
\]

(3.16)

for some positive constant \( C_4 \). From (3.12), for any \( x > 2 \) and \( 0 < \epsilon < \min(1, x - 2) \),

\[
\mathbb{P}(F(n, k) \geq \sqrt{n_k (x \pm \epsilon)}) = \exp\{-k(I_1(x \pm \epsilon) + o(1))\}.
\]

(3.17)
Hence,
\[
\frac{\mathbb{P}(|\tilde{V}'_1(n,m) - F(n,k)| \geq \sqrt{nk\epsilon})}{\mathbb{P}(F(n,k) \geq \sqrt{nk}(x \pm \epsilon))} \\
\leq C_4 k \sqrt{np_{\max}^{m_n}} \exp\left(\sqrt{\frac{np_{\max}^{m_n}}{k}} \left(\frac{\epsilon}{C_4} + \sqrt{\frac{k^3}{np_{\max}^{m_n}}} (I_1(x \pm \epsilon) + o(1))\right)\right) \to 0,
\]

since \(k(m(n))^3/p_{\max}^{m_n} = o(n)\), and, again, as in the proof of Theorem 1.1, this leads to (3.4) for any \(x > 2\). Arguments similar to those developed at the end of the proof of Theorem 1.1 show that (3.4) is valid for any \(x \geq 2\).

The proof of (3.5) is similar to the uniform case. First, from (3.10) and (3.11), for any fixed \(x < 2\),
\[
\lim_{k \to \infty} \frac{1}{k} \log \mathbb{P}(F(1,k) \leq \sqrt{kk}) = -\infty. \tag{3.18}
\]
Moreover, for any \(0 < \epsilon < 1, 2 - x\),
\[
\mathbb{P}(|\tilde{V}'_1(n,m) - F(n,k)| \geq \sqrt{nk\epsilon}) \leq \mathbb{P}(F(n,k) \leq \sqrt{nk}(x + \epsilon)) + \mathbb{P}(|\tilde{V}'_1(n,m) - F(n,k)| \geq \sqrt{nk\epsilon}), \tag{3.19}
\]
while \(\mathbb{P}(|\tilde{V}'_1(n,m) - F(n,k)| \geq \sqrt{nk\epsilon})\) is exponentially negligible with speed \(k(m)\). Therefore, (3.5) holds true under the condition \(k(m(n))^3/p_{\max}^{m_n} = o(n)\). \(\square\)

**Proof of Theorem 1.3.** First, so as not to further burden the notations, below \(m\) is short for \(m(n)\) and \(k\) is short for \(k(m(n))\). Next, set \(X = (V_1(n,m) - np_{\max}^{m_n})/\sqrt{nkp_{\max}^{m_n}}, Y = (V_1(n,m) - V'_1(n,m))/\sqrt{nkp_{\max}^{m_n}}\) and \(Z = (V'_1(n,m) - np_{\max}^{m_n})/\sqrt{nkp_{\max}^{m_n}}\). Then, for any \(x > 2\) and \(0 < \epsilon < x - 2\),
\[
\mathbb{P}(X \geq x) \leq \mathbb{P}(Z \geq x - \epsilon) + \mathbb{P}(|Y| \geq \epsilon) \tag{3.20}
\]
and
\[
\mathbb{P}(X \geq x) \geq \mathbb{P}(Z \geq x + \epsilon) - \mathbb{P}(|Y| \geq \epsilon). \tag{3.21}
\]
Moreover, from (3.1),
\[
\mathbb{P}(|Y| \geq \epsilon) \leq \frac{Cp_{2nd}^{m_n}\sqrt{n}}{\epsilon \sqrt{kp_{\max}^{m_n}}}, \tag{3.22}
\]
and from Lemma 3.1,
\[
\mathbb{P}(Z \geq x \pm \epsilon) = \exp(-k(I_1(x \pm \epsilon) + o(1))).
\]

Under the condition (1.12),
\[
\frac{\mathbb{P}(|Y| \geq \epsilon)}{\mathbb{P}(Z \geq x \pm \epsilon)} \leq \frac{Cp_{2nd}^{m_n}\sqrt{n}}{\epsilon \sqrt{kp_{\max}^{m_n}}} \exp(k(I_1(x \pm \epsilon) + o(1))) \to 0, \quad \text{as } n \to \infty. \tag{3.23}
\]
Letting $\varepsilon$ go to 0, and repeating the arguments of the proof of Theorem 1.1, establishes (1.13), for any $x \geq 2$, under the conditions given in Theorem 1.3. For (1.14), for any $x < 2$ and $0 < \varepsilon < 2 - x$,

$$\mathbb{P}(X \leq x) \leq \mathbb{P}(Z \leq x + \varepsilon) + \mathbb{P}(|Y| \geq \varepsilon).$$

From (3.3), $\mathbb{P}(Z \leq x + \varepsilon)$ is exponentially negligible with speed $k(m)$, and from arguments as in getting (3.23), $\mathbb{P}(|Y| \geq \varepsilon)$ is also exponentially negligible with speed $k(m)$, which proves (1.14).

**Proof of Theorem 1.4 and Remark 1.4.** Again, below, $m$ is short for $m(n)$ and $k$ is short for $k(m(n))$. First, (1.19) is a direct consequence of (1.13), so let us prove (1.18). When on the left of its simultaneous asymptotic mean, $V'_1(n,m)$ can be approximated by $F(n,k)$ (see (3.8)). Hence, the rate function $K_\eta$ should be the corresponding “left” rate function of the Brownian functional $F(1,k)$ (see (3.9)) with speed $k^2$. From the right-hand side of (3.10), it is clear that this new rate function depends on $\eta = \lim_{n \to \infty} kp^m_{\max}$; let us denote it by $K_\eta$. Moreover, for $F(1,k)$, and from [17] or [6],

$$\sqrt{1 - p^m_{\max}} F(1,k) \leq \tilde{\lambda}_1^0,$$

where $\tilde{\lambda}_1^0$ is the largest eigenvalue of the diagonal block corresponding to $p^m_{\max}$ in $X^0$, and where $X^0$ is an element of $G^0(p^m_1, p^m_2, \ldots, p^m_m)$ (see (1.15)). So the rate function $K_\eta$ should also be the corresponding “left” rate function for $\tilde{\lambda}_1^0$ with speed $k^2$.

Again, from [17],

$$\lambda^k_1 \leq \tilde{\lambda}_1^0 + \sqrt{p^m_{\max}} g,$$

where $\lambda^k_1$ is the largest eigenvalue of an element of the $k \times k$ GUE and where $g$ is a standard normal random variable which is independent of $\tilde{\lambda}_1^0$.

Let

$$J(x) = \begin{cases} \inf_{\mu \in M((-\infty,x])} I(\mu), & \text{if } x \in (-\infty, 2], \\ 0, & \text{if } x \in [2, +\infty), \end{cases}$$

$$G_\eta(x) = \begin{cases} \frac{x^2}{2\eta}, & \text{if } x \in (-\infty, 0], \\ 0, & \text{if } x \in [0, +\infty), \end{cases}$$

be the respective rate function for $\lambda^k_1$, with speed $k^2$ and with $I(\mu)$ given in (A.5), and for the Gaussian term. Now, see [11], when $x \leq 2$,

$$J(x) = \frac{1}{216} (-x(-72x + x^3 + 30\sqrt{12 + x^2} + x^2\sqrt{12 + x^2})$$

$$- 216 \log(\frac{1}{6}(x + \sqrt{12 + x^2}))).$$

(3.27)
Hence,

\[ J'(x) = \frac{1}{15\pi}(-x^3 + 36x - (12 + x^2)^{3/2}), \quad (3.28) \]

\[ J''(x) = \frac{1}{15}(12 - x^2 - x\sqrt{12 + x^2}). \quad (3.29) \]

Clearly, for \( x \in (-\infty, 2) \), \( 0 < J''(x) < 1 \) and by a Taylor expansions for \( J \) and \( J' \), and for \( x < -5 \),

\[ J(x) = \frac{x^2}{2} + \log(-x) + \frac{3}{4} + e_1(x), \quad (3.30) \]

\[ J'(x) = x + \frac{1}{x} + e_2(x), \quad (3.31) \]

with \( |e_1(x)| \leq 2/x^2 \) and \( |e_2(x)| \leq 4/|x|^3 \).

From (3.24), it is well known (see [12,27]) that,

\[ J(x) = K_\eta \square G_\eta(x) := \inf_{y \in \mathbb{R}} (K_\eta(y) + G_\eta(x - y)), \quad (3.32) \]

and taking Legendre transforms:

\[ K_\eta(x) = (J^*(y) - G_\eta^*(y))^*(x), \]

where

\[ G^*(y) = \begin{cases} \frac{\eta y^2}{2}, & \text{if } y \leq 0, \\ +\infty, & \text{if } y > 0, \end{cases} \]

so that

\[ K_\eta(x) = \sup_{y \leq 0} \left( xy - J^*(y) + \frac{\eta y^2}{2} \right). \quad (3.33) \]

Therefore, for \( 0 < \eta < 1 \), \( K_\eta \) interpolates between \( K_0 = J \) and \( K_1 = K \). From the very definition of the Legendre transform,

\[ J^*(y) = \sup_{x \in \mathbb{R}} \left( xy - J(x) \right), \]

there exists, for each \( y \leq 0 \), a unique solution, denoted by \( S(y) \), to \( J'(x) = y \) for \( x \in (-\infty, 2] \). Clearly, the function \( S \) is increasing on \((-\infty, 0]\), with \( S(0) = 2 \), \( \lim_{y \to -\infty} S(y) = -\infty \), and with

\[ S'(y) = \frac{1}{J''(S(y))}, \]

for \( y < 0 \). Thus, for \( y \leq 2 \),

\[ J^*(y) = yS(y) - J(S(y)), \]
and,

\[ K_\eta(x) = \sup_{y \leq 0} \left( xy - yS(y) + J(S(y)) + \frac{\eta y^2}{2} \right). \]

For \( y \leq 0 \), let

\[ H_{x,\eta}(y) := xy - yS(y) + J(S(y)) + \frac{\eta y^2}{2}, \]

then

\[ H'_{x,\eta}(y) = x - S(y) + \eta y, \quad H''_{x,\eta}(y) = - \frac{1}{J''(S(y))} + \eta, \]

so \( H''_{x,\eta}(y) < 0 \) for \( y \in (-\infty, 0) \), \( x \in \mathbb{R} \) and \( 0 \leq \eta \leq 1 \). When \( x \geq 2 \), for any \( 0 \leq \eta \leq 1 \), \( H'_{x,\eta}(y) > 0 \) for \( y < 0 \) with \( H'_{x,\eta}(0) \geq 0 \), thus \( K_\eta(x) = \sup_{y \leq 0} H_{x,\eta}(y) = H_{x,\eta}(0) = 0 \). Let us now deal with \( x < 2 \). First, from (3.31), it can be shown that for \( y < -6 \),

\[ y < S(y) < y + 1, \]

and thus since \( x - J'(x) \) is increasing on \((-\infty, 2]\),

\[ S(y) - y = S(y) - J'(S(y)) < y + 1 - J'(y + 1) = - \frac{2}{y + 1}, \]

which further yields

\[ y < S(y) < y - \frac{2}{y + 1}. \]

Moreover, when \( y < -6 \),

\[
\left| H_{x,\eta}(y) - \left( xy - y^2 + J(y) + \frac{\eta y^2}{2} \right) \right| \leq |y||S(y) - y| + |J(S(y)) - J(y)| \\
\leq 2\left| \frac{y}{y + 1} \right| + |J'(y + 1)||S(y) - y| \tag{3.34}
\]

Combining (3.34) with (3.30), it follows that for \( y < -6 \),

\[
\left| H_{x,\eta}(y) - \left( xy + \log(-y) - \frac{1 - \eta}{2} y^2 \right) \right| \leq 7. \tag{3.35}
\]

When \( \eta = 1 \), for any \( x \leq 0 \), \( H'_{x,1}(y) < 0 \) for \( y \leq 0 \), thus

\[ K_1(x) = \lim_{y \to -\infty} H_{x,1}(y) = +\infty. \]

For \( 0 < x < 2 \), since \( S(y) - y \) is increasing on \((-\infty, 0]\) with a range of \((0, 2]\), there exists a unique solution, denoted by \( T_1(x) \), to \( H'_{x,1}(y) = x - S(y) + y = 0 \). Note that \( y = T_1(x) \) is the
maximizer of $H_{x,1}(y)$ and as $x \to 0$, $T_1(x) \to -\infty$, thus there exists $\delta > 0$, such that for $x < \delta$,

$$K_1(x) = \sup_{y \leq -6} H_{x,1}(y).$$

Since for $x < 1/6$,

$$\sup_{y \leq -6} (xy + \log(-y)) = -1 - \log x,$$

when combined with (3.35), it follows that for $x$ close enough to 0,

$$|K_1(x) - (-\log x)| \leq 8.$$

When $0 < \eta < 1$, for any $x < 2$, there exists a unique solution, denoted by $T_\eta(x)$, to $H'_{x,\eta}(y) = x - S(y) + \eta y = 0$. Again, $y = T_\eta(x)$ is the maximizer of $H_{x,\eta}(y)$ and as $x \to -\infty$, $T_\eta(x) \to -\infty$. Repeating the arguments of the case $\eta = 1$, gives as $x \to -\infty$,

$$K_\eta(x) \sim \frac{x^2}{2(1-\eta)} + \log\left(\frac{x}{1-\eta}\right).$$

This last statement (clearly consistent with the case $\eta = 0$), finishes to prove the last assertions of Remark 1.4. The rest of the proof of Theorem 1.4 follows along the lines of the proofs of Lemma 3.1 and of Theorem 1.3, and is therefore left to the interested reader. \qed

\section*{4. Proof of Theorem 1.5 and Theorem 1.6}

Left and right concentration inequalities for the largest eigenvalue $\lambda_1^m$ of an element of the $m \times m$ GUE are respectively given in [2] and [21]. More precisely:

**Proposition 4.1.** Let $m \geq 1$ and let $\varepsilon > 0$, then for some absolute constant $C_0 > 0$,

$$\mathbb{P}(\lambda_1^m \geq 2\sqrt{m}(1 + \varepsilon)) \leq C_0 e^{-m\varepsilon^3/2C_0}. \quad (4.1)$$

Likewise, for some absolute constant $\bar{C}_0 > 0$, and all $m \geq 1$ and $0 < \varepsilon \leq 1$,

$$\mathbb{P}(\lambda_1^m \leq 2\sqrt{m}(1 - \varepsilon)) \leq \bar{C}_0 e^{-m^2\varepsilon^3/\bar{C}_0}. \quad (4.2)$$

Next, to prove (1.21), assume first that $m\varepsilon^{3/2} \geq 1$. Then for any $0 < \varepsilon < 1$,

$$\mathbb{P}\left(\frac{V_1(n,m) - n/m}{\sqrt{n/m}} \geq 2\sqrt{m}(1 + \varepsilon)\right)$$

$$\leq \mathbb{P}\left(\sqrt{\frac{m - 1}{m}} \frac{\hat{L}_1(n,m)}{2\sqrt{mn}} \geq 1 + \frac{\varepsilon}{2}\right)$$

$$+ \mathbb{P}\left(\sqrt{\frac{m - 1}{m}} \left|\frac{V_1(n,m) - \hat{L}_1(n,m)}{2\sqrt{mn}}\right| \geq \frac{\varepsilon}{2}\right). \quad (4.3)$$
As before,
\[
\sqrt{\frac{m - 1}{m}} \frac{\tilde{L}_1(n, m)}{\sqrt{n}} \leq \lambda_{1}^{m,0}
\]
and
\[
\lambda_{1}^{m} \leq \lambda_{1}^{m,0} + g_{m},
\]
where $g_{m}$ is a centered Gaussian random variable with variance $1/m$, independent of $\lambda_{1}^{m,0}$. So,
\[
\mathbb{P}\left(\frac{\sqrt{m - 1}}{m} \frac{\tilde{L}_1(n, m)}{2\sqrt{mn}} \geq 1 + \frac{\varepsilon}{2}\right) \leq \mathbb{P}\left(\lambda_{1}^{m} \geq 2\sqrt{m}\left(1 + \frac{\varepsilon}{4}\right)\right) + \mathbb{P}\left(g_{m} \geq \frac{\sqrt{m\varepsilon}}{2}\right)
\]
\[
\leq C_{1}e^{-m\varepsilon^{3/2}/C_{1}} + C_{1}e^{-m^{2}\varepsilon^{2}/C_{1}},
\]
for some positive constant $C_{1}$. Now from (2.7), (2.8) and (2.9), the second term on the right-hand side of (4.3) is upper-bounded by:
\[
\mathbb{P}\left(\frac{|\tilde{V}_1(n, m) - \tilde{L}_1(n, m)|}{2\sqrt{mn}} \geq \frac{\varepsilon}{2}\right) \leq C_{2}\sqrt{mne^{-\sqrt{n\varepsilon}/C_{2}m}} + C_{2}mne^{-\varepsilon^{2}/C_{2}m}.
\]
In order to reach (1.21), we need to show that there exists a positive constant $C(A, \alpha)$, depending only on $A$ and $\alpha$, such that
\[
C(A, \alpha)e^{-me^{3/2}/C(A, \alpha)} \geq C_{1}e^{-m^{2}\varepsilon^{2}/C_{1}},
\]
\[
C(A, \alpha)e^{-me^{3/2}/C(A, \alpha)} \geq C_{2}\sqrt{mne^{-\sqrt{n\varepsilon}/C_{2}m}},
\]
\[
C(A, \alpha)e^{-me^{3/2}/C(A, \alpha)} \geq C_{2}mne^{-\varepsilon^{2}/C_{2}m}.
\]
First, since $me^{3/2} \geq 1$, (4.4) is satisfied by choosing $C(A, \alpha) \geq C_{1}$. Now taking logarithms in (4.5), $C(A, \alpha)$ has to be such that:
\[
\log \frac{C_{2}}{C(A, \alpha)} + \frac{1}{2}\log(mn) \leq me^{3/2}\left(-\frac{1}{C(A, \alpha)} + \frac{\sqrt{n}}{C_{2}m^{2}\varepsilon^{1/2}}\right).
\]
Moreover, under the condition $m \leq An^{\alpha}$, we have:
\[
\frac{\sqrt{n}}{C_{2}m^{2}\varepsilon^{1/2}} \geq \frac{\sqrt{n}}{C_{2}m^{2}} \geq \frac{n^{(1/2) - 2\alpha}}{A^{2}C_{2}}.
\]
Therefore, if $\alpha < 1/4$, it is enough to choose $C(A, \alpha)$ satisfying
\[
\log \frac{\sqrt{A}C_{2}}{C(A, \alpha)} + \frac{1}{C(A, \alpha)} \leq \frac{n^{(1/2) - 2\alpha}}{A^{2}C_{2}} - \frac{1 + \alpha}{2}\log n.
\]
Since for all integers $n \geq 1$,

$$\frac{n^{1/2-2\alpha}}{A^2C^2} - \frac{1 + \alpha}{2} \log n \geq \frac{1 + \alpha}{1 - 4\alpha} \left(1 - \log \frac{A^2C^2(1 + \alpha)}{1 - 4\alpha}\right),$$

we just need to guarantee that

$$\log \sqrt{A^2C^2} + \frac{1}{C(A, \alpha)} \leq \frac{1 + \alpha}{1 - 4\alpha} \left(1 - \log \frac{A^2C^2(1 + \alpha)}{1 - 4\alpha}\right).$$

(4.8)

But, from our choice of $\alpha$, $(1 + \alpha)/(1 - 4\alpha) > 1$, so by choosing

$$C(A, \alpha) \geq C_{\text{max}} \left(\frac{A^{5/2}}{2}, 1\right) \frac{1 + \alpha}{1 - 4\alpha} \exp\left(\frac{1 + \alpha}{1 - 4\alpha}\right),$$

(4.9)

for some large enough absolute constant $C > 0$, (4.8) and (4.5) are satisfied. Finally, by taking logarithms, (4.6) becomes,

$$\log \frac{C_2}{C(A, \alpha)} + \log(\sqrt{A^2C^2}) \leq m \epsilon^{3/2} \left(\frac{1}{C(A, \alpha)} + \frac{n \epsilon^{1/2}}{C_2m^2}\right).$$

(4.10)

From the condition $m \leq A^{n^\alpha}$, we just need,

$$\log \frac{AC^2}{C(A, \alpha)} + \frac{1}{C(A, \alpha)} \leq \frac{1}{A^{7/3}C^2} n^{1-7\alpha/3} - (1 + \alpha) \log n.$$

(4.11)

Now repeating the previous arguments, taking the minimum on the right-hand side of (4.11), it follows that

$$\log \frac{AC^2}{C(A, \alpha)} + \frac{1}{C(A, \alpha)} \leq \frac{1 + \alpha}{1 - 7\alpha/3} \left(1 - \log \frac{A^{7/3}C^2(1 + \alpha)}{1 - 7\alpha/3}\right).$$

(4.12)

Again, for $0 < \alpha < 1/4$, $1 < (1 + \alpha)/(1 - 7\alpha/3) < 3$, so as long as

$$C(A, \alpha) \geq C_{\text{max}} \left(\frac{A^{10/3}}{2}, 1\right) \frac{1 + \alpha}{1 - 7\alpha/3} \exp\left(\frac{1 + \alpha}{1 - 7\alpha/3}\right),$$

(4.13)

for some large enough absolute constant $C$, then $C(A, \alpha)$ will also satisfy (4.12) and therefore also (4.6).

Combining (4.9) and (4.13), if $m \epsilon^{3/2} \geq 1$, and $m \leq A^{n^\alpha}$, with $\alpha < 1/4$, there exist a positive constant

$$C(A, \alpha) = C_{\text{max}} \left(\frac{A^{10/3}}{2}, 1\right) \frac{1 + \alpha}{1 - 4\alpha} \exp\left(\frac{1 + \alpha}{1 - 4\alpha}\right),$$

(4.14)

so that (1.21) holds true for all $0 < \epsilon < 1$. When $m \epsilon^{3/2} < 1$,

$$C(A, \alpha)e^{-m \epsilon^{3/2}/C(A, \alpha)} \geq Ce^{-1/C} \geq 1,$$
as $C$ is large enough, and (1.21) follows. So combining these two cases, there exists $C(A, \alpha)$ as in (4.14), with $C$ large enough, such that (1.21) is satisfied.

Likewise, for the proof of (1.22), first assume that $m^2 \varepsilon^3 \geq 1$ and

$$P\left(\frac{V_1(n, m) - n/m}{\sqrt{n/m}} \geq 2\sqrt{m(1 - \varepsilon)}\right)$$

$$\leq P\left(\sqrt{\frac{m - 1}{m} \tilde{L}_1(n, m)} \leq 1 - \frac{\varepsilon}{2}\right)$$

$$+ P\left(\sqrt{\frac{n - 1}{m} |\tilde{V}_1(n, m) - \tilde{L}_1(n, m)|} \geq \frac{\varepsilon}{2}\right)$$

$$\leq C_1 e^{-m^2 \varepsilon^3/C_1} + C_1 e^{-m^2 \varepsilon^3/C_1} + C_2 \sqrt{m \varepsilon e^{-m/2/C_2}}.$$  

(4.15)

Repeating previous arguments, and as long as $m \leq An^{1/6}$, there exists a positive constant

$$\tilde{C}(A, \alpha) = \tilde{C} \max(A^4, 1) \frac{1 + \alpha}{1 - 6\alpha} \exp\left(\frac{1 + \alpha}{1 - 6\alpha}\right),$$

so that (1.22) is satisfied. Once more, taking $\tilde{C}$ large enough, the case $m^2 \varepsilon^3 < 1$ follows, and (1.22) is proved.

The proof for the non-uniform case is similar to the uniform one. For (1.24), assume at first that $k^{3/2} \varepsilon^3 \geq 1$, then

$$P\left(\frac{V_1(n, m) - np_{\max}^m}{\sqrt{nkp_{\max}^m}} \geq 2(1 + \varepsilon)\right)$$

$$\leq P\left(\frac{V_1(n, m) - V_1'(n, m)}{2\sqrt{nkp_{\max}^m}} \geq \frac{\varepsilon}{3}\right) + P\left(\sqrt{1 - p_{\max}^m \frac{V_1'(n, m) - F(n, k)}{2\sqrt{nk}}} \geq \frac{\varepsilon}{3}\right)$$

$$+ P\left(\sqrt{1 - p_{\max}^m \frac{F(n, k)}{2\sqrt{nk}}} \geq 1 + \frac{\varepsilon}{3}\right)$$

$$= A_1 + A_2 + A_3.$$ 

From (3.22), (3.13) and (3.10),

$$A_1 \leq \frac{C_1 p_{2nd}^m}{\varepsilon \sqrt{kp_{\max}^m}},$$

$$A_2 \leq C_2 nk \exp\left(-\frac{n \varepsilon^2}{C_2k}\right) + C_2 k \sqrt{np_{\max}^m \exp\left(-\frac{\sqrt{np_{\max}^m \varepsilon}}{C_2k}\right)},$$

$$A_3 \leq P\left(Z_k \geq \frac{\varepsilon}{3}\right) + P\left(\lambda_k \geq 2\left(1 + \frac{\varepsilon}{6}\right)\right)$$

$$\leq C_3 \exp\left(-\frac{k^2 \varepsilon^2}{C_3}\right) + C_3 \exp\left(-\frac{k \varepsilon^3}{C_3}\right).$$
In order to reach (1.24), we need to show that there exists a positive constant \( C(A, B, \alpha) \), depending only on \( A \), \( B \) and \( \alpha \), such that

\[
C(A, B, \alpha) \exp\left(-\frac{k\varepsilon^{3/2}}{C(A, B, \alpha)}\right) \geq \frac{C_1 P_{2nd}^m \sqrt{n}}{\varepsilon \sqrt{k p_{\text{max}}^m}}, \tag{4.16}
\]

\[
C(A, B, \alpha) \exp\left(-\frac{k\varepsilon^{3/2}}{C(A, B, \alpha)}\right) \geq C_2 n k \exp\left(-\frac{n\varepsilon^2}{C_2 k}\right), \tag{4.17}
\]

\[
C(A, B, \alpha) \exp\left(-\frac{k\varepsilon^{3/2}}{C(A, B, \alpha)}\right) \geq C_2 k \sqrt{n p_{\text{max}}^m} \exp\left(-\frac{\sqrt{n p_{\text{max}}^m} \varepsilon}{C_2 \sqrt{k}}\right), \tag{4.18}
\]

\[
C(A, B, \alpha) \exp\left(-\frac{k\varepsilon^{3/2}}{C(A, B, \alpha)}\right) \geq C_3 \exp\left(-\frac{k^2 \varepsilon^2}{C_3}\right). \tag{4.19}
\]

First, taking logarithms in (4.18), gives:

\[
\log \frac{C_2}{C(A, B, \alpha)} + \log k + \frac{1}{2} \log(n p_{\text{max}}^m) \leq k\varepsilon^{3/2}\left(-\frac{1}{C(A, B, \alpha)} + \frac{\sqrt{n p_{\text{max}}^m} \varepsilon}{C_2 \sqrt{k}\varepsilon k^3}\right).
\]

Next,

\[
\frac{\sqrt{n p_{\text{max}}^m}}{C_2 \sqrt{k}\varepsilon k^3} \geq \frac{\sqrt{n p_{\text{max}}^m)^{1-3/\alpha}}{A^{3/2\alpha} C_2},
\]

so if \( \alpha > 3 \), then there exists a constant \( C(A, B, \alpha) > 0 \), satisfying (4.18). In fact, here \( C(A, B, \alpha) \) just needs to be such that

\[
\log \frac{A^{1/\alpha} C_2}{C(A, B, \alpha)} + \frac{1}{C(A, B, \alpha)} \leq \alpha + 2 \left(1 - \log \frac{A^{3/2\alpha} C_2(\alpha + 2)}{\alpha - 3}\right),
\]

which forces

\[
C(A, B, \alpha) \geq C \max(A^{2/\alpha}, 1) \frac{\alpha + 2}{\alpha - 3} \exp\left(\frac{\alpha + 2}{\alpha - 3}\right), \tag{4.20}
\]

for a large enough absolute constant \( C > 0 \).

Second, taking logarithms in (4.16), gives:

\[
\log \frac{C_1}{C(A, B, \alpha)} + \log\left(P_{2nd}^m \sqrt{n} / \sqrt{k p_{\text{max}}^m}\right) \leq -\frac{k\varepsilon^{3/2}}{C(A, B, \alpha)} + \log \varepsilon.
\]

From (1.23) and the assumption \( k\varepsilon^{3/2} \geq 1 \), in order for (4.16) to hold true, \( C(A, B, \alpha) \) needs to satisfy

\[
\log \frac{C_1 \sqrt{B}}{C(A, B, \alpha)} - \frac{k}{2} \leq \frac{k}{C(A, B, \alpha)} - \frac{2}{3} \log k,
\]
which further forces

\[ C(A, B, \alpha) \geq C \max(\sqrt{B}, 1), \quad (4.21) \]

with the absolute constant C large enough.

For (4.17), as we did with (4.6), and under the condition \( k^\alpha / p_{\text{max}}^m \leq An \) with \( \alpha > 3 \), we need:

\[ C(A, B, \alpha) \geq C_{\text{max}} \left( \sqrt{B}, 1 \right), \quad (4.22) \]

with the absolute constant \( C_{\text{max}} \) large enough. Finally, (4.19) is easily satisfied since \( ke^{3/2} \geq 1 \).

Moreover, when \( ke^{3/2} < 1 \), then (1.24) holds, given \( C > 0 \) large enough. Combining (4.20), (4.21) and (4.22), choosing

\[ C(A, B, \alpha) = C_{\text{max}} \left( A^{10/3\alpha}, 1 \right) \max(\sqrt{B}, 1) \frac{\alpha + 2}{\alpha - 3} \exp\left( \frac{\alpha + 2}{\alpha - 3} \right), \]

with \( C > 0 \), some large enough absolute constant, then (1.24) holds under the given conditions. Likewise, we can prove (1.26).

**Appendix: Large deviations for the spectrum of the traceless GUE**

For any integer \( m \geq 2 \), let the random matrix \( X \) be an element of the \( m \times m \) GUE. Let \( (\lambda_1, \lambda_2, \ldots, \lambda_m) \) be the spectrum of \( X \), and let

\[ (\xi_1, \xi_2, \ldots, \xi_m) = \frac{1}{\sqrt{m}} (\lambda_1, \lambda_2, \ldots, \lambda_m). \]

The joint probability density of \( (\xi_1, \xi_2, \ldots, \xi_m) \) is given by

\[ \phi_m(\xi_1, \xi_2, \ldots, \xi_m) = \frac{1}{Z_m} \exp\left( -\frac{m}{2} \sum_{i=1}^{m} \xi_i^2 \right) \prod_{1 \leq i < j \leq m} (\xi_i - \xi_j)^2, \quad (A.1) \]

where

\[ Z_m = (2\pi)^{m/2} m^{-m^2/2} \prod_{j=1}^{m} j!, \quad (A.2) \]

see Theorem 2.5.2 in [1] and also Theorem 3.3.1 in [25].

Let \( (\lambda_1^0, \lambda_2^0, \ldots, \lambda_m^0) \) be the spectrum of \( X - \text{tr}(X)/m \), an element of the \( m \times m \) traceless GUE, and again, let

\[ (\xi_1^0, \xi_2^0, \ldots, \xi_m^0) = \frac{1}{\sqrt{m}} (\lambda_1^0, \lambda_2^0, \ldots, \lambda_m^0). \]
The joint distribution function of \((\xi_1^0, \xi_2^0, \ldots, \xi_m^0)\) is given by
\[
\mathbb{P}(\xi_1^0 \leq s_1, \xi_2^0 \leq s_2, \ldots, \xi_m^0 \leq s_m) = \sqrt{2\pi} \int \mathcal{L}(s_1, \ldots, s_m) \phi_m(x_1, x_2, \ldots, x_m) \, dx_1 \cdots dx_{m-1},
\]
where
\[
\mathcal{L}(s_1, \ldots, s_m) := \left\{ x = (x_1, \ldots, x_m) \in \mathbb{R}^m : \sum_{i=1}^m x_i = 0, \text{ and } x_i \leq s_i, \right. \\
\left. \text{for each } i = 1, \ldots, m \right\}.
\]

Let \((\xi_1^m, \xi_2^m, \ldots, \xi_m^m)\) be the non-increasing rearrangement of \((\xi_1, \xi_2, \ldots, \xi_m)\), and let \((\xi_1^{m,0}, \xi_2^{m,0}, \ldots, \xi_m^{m,0})\) be the non-increasing rearrangement of \((\xi_1^0, \xi_2^0, \ldots, \xi_m^0)\), then, for example, see [17],
\[
(\xi_1^m, \xi_2^m, \ldots, \xi_m^m) = (\xi_1^{m,0}, \xi_2^{m,0}, \ldots, \xi_m^{m,0}) + g_m e_m, \tag{A.4}
\]
where \(g_m\) is a centered Gaussian random variable with variance \(1/m^2\), independent of the vector \((\xi_1^{m,0}, \xi_2^{m,0}, \ldots, \xi_m^{m,0})\), and where \(e_m = (1, 1, \ldots, 1)\).

As shown in [8], the law of the spectral measure \(\hat{\mu}^m = \frac{1}{m} \sum_{i=1}^m \delta_{\xi_i}\) satisfies a large deviation principle on the set \(\mathcal{P}(\mathbb{R})\) of probability measures on \(\mathbb{R}\), and with good rate function \(I\), in the scale \(m^2\). Moreover, \(I\) is given by
\[
I(\mu) = \frac{1}{2} \int x^2 \mu(dx) - \int \int \log |x - y| \mu(dx) \mu(dy) - \frac{3}{4}, \tag{A.5}
\]
and its unique minimizer is the semicircular probability measure
\[
\sigma(dx) = \frac{1}{2\pi} 1_{|x| \leq 2\sqrt{4 - x^2}} \, dx.
\]

Based on this LDP for \(\hat{\mu}^m\), the LDP for the largest (or \(r\)th largest) eigenvalue of the GOE with an explicit rate function is obtained in [7] and [3] (see also [19] for generalizations). Following the approach and the techniques developed there, and taking into account (A.4), we get a multidimensional LDP for the first \(r\) eigenvalues of the traceless GUE:

**Theorem A.1.** Let \(r \in \mathbb{N}\), on \(\mathcal{L}^r := \{(x_1, x_2, \ldots, x_r) \in \mathbb{R}^r : x_1 \geq x_2 \geq \cdots \geq x_r\}\), \((\xi_1^{m,0}, \xi_2^{m,0}, \ldots, \xi_r^{m,0})\) satisfies a LDP with speed \(m\) and a good rate function
\[
I_r(x_1, x_2, \ldots, x_r) = \begin{cases} 
2 \sum_{i=1}^r \int_2^{x_i} \sqrt{(z/2)^2 - 1} \, dz, & \text{if } x_1 \geq x_2 \geq \cdots \geq x_r \geq 2, \\
+\infty, & \text{otherwise}.
\end{cases}
\]
Proof. Let

\[ Q_m(d\xi_1, d\xi_2, \ldots, d\xi_m) = \frac{1}{Z_m} \exp \left( - \frac{m}{2} \sum_{i=1}^{m} \xi_i^2 - m \sum_{1 \leq i < j \leq m} (\xi_i - \xi_j)^2 \prod_{i=1}^{m} d\xi_i \right). \]

From [7], \((\xi_1^m, \xi_2^m, \ldots, \xi_r^m)\) satisfies a LDP with speed \(m\) and rate function \(I_r\) on \(L^r\). To prove the validity of the same results for \((\xi_1^m, 0, \xi_2^m, 0, \ldots, \xi_r^m, 0)\), it is enough to show that

\[ \limsup_{m \to \infty} \frac{1}{m} \log Q_m(\xi_r^{m, 0} \leq x) = -\infty, \quad (A.6) \]

for any \(x < 2\), and since \(I_r(x_1, x_2, \ldots, x_r)\) is continuous, increasing in each individual variable, on \(L^r \cap [2, \infty)^r\),

\[ \lim_{m \to \infty} \frac{1}{m} \log Q_m(\xi_1^{m, 0} \geq x_1, \ldots, \xi_r^{m, 0} \geq x_r) = -2 \sum_{i=1}^{r} \int_{x_i / 2}^{x_i} \sqrt{(z/2)^2 - 1} \, dz, \quad (A.7) \]

for all \(x_1 \geq x_2 \geq \cdots \geq x_r \geq 2\).

First, for \(x < 2\), let \(\delta = 2 - x\), so

\[ Q_m(\xi_r^{m, 0} \leq x) \leq Q_m(\xi_r^{m, 0} + g_m \leq x + \delta/2) + \mathbb{P}(g_m \geq \delta/2) \]

\[ = Q_m(\xi_r^m \leq x + \delta/2) + \mathbb{P}(g_m \geq \delta/2). \quad (A.8) \]

Since,

\[ \mathbb{P}(g_m \geq \delta) \sim \frac{1}{\sqrt{2 \pi m \delta}} e^{-m^2 \delta^2 / 2}, \quad \text{as } m \to \infty, \quad (A.9) \]

(A.6) follows. For (A.7), fix \(x_1 \geq x_2 \geq \cdots \geq x_r \geq 2\), for any \(0 < \varepsilon < x_r\), we have

\[ \limsup_{m \to \infty} \frac{1}{m} \log Q_m(\xi_1^{m, 0} \geq x_1, \ldots, \xi_r^{m, 0} \geq x_r) \]

\[ \leq \limsup_{m \to \infty} \frac{1}{m} \log \left( Q_m(\xi_1^m \geq x_1 - \varepsilon, \ldots, \xi_r^m \geq x_r - \varepsilon) + \mathbb{P}(g_m \geq \varepsilon) \right). \]

Moreover,

\[ Q_m(\xi_1^m \geq x_1 - \varepsilon, \ldots, \xi_r^m \geq x_r - \varepsilon) = \exp \left\{ -m \left( I_r(x_1 - \varepsilon, x_2 - \varepsilon, \ldots, x_r - \varepsilon) + o(1) \right) \right\}, \]

where \(o(1)\) goes to 0 as \(m\) goes to infinity. So for fixed \(0 < \varepsilon < x_r\),

\[ \frac{\mathbb{P}(g_m \geq \varepsilon)}{Q_m(\xi_1^m \geq x_1 - \varepsilon, \ldots, \xi_r^m \geq x_r - \varepsilon)} \to 0, \quad m \to \infty, \]
hence,
\[
\limsup_{m \to \infty} \frac{1}{m} \log Q_m(\xi^m_1, \ldots, \xi^m_r \geq x_1, \ldots, x_r) \leq -I_r(x_1 - \varepsilon, x_2 - \varepsilon, \ldots, x_r - \varepsilon).
\]
Likewise,
\[
\liminf_{m \to \infty} \frac{1}{m} \log Q_m(\xi^m_1, \ldots, \xi^m_r \geq x_1, \ldots, x_r) \geq -I_r(x_1 + \varepsilon, x_2 + \varepsilon, \ldots, x_r + \varepsilon),
\]
and letting \(\varepsilon \to 0\), the continuity of the rate function leads to (A.7).

For any \(\mu \in \mathcal{P}([\mathbb{R}])\), construct a discrete approximation via
\[
x^m_i = \inf \{ x \in \mathbb{R} : \mu((-\infty, x]) \geq \frac{i}{m + 1} \}, \quad 1 \leq i \leq m, \tag{A.10}
\]
and \(\mu^m = \sum_{i=1}^m \delta_{x^m_i}/m\) (note that the choice of the length \(1/(m+1)\) of the intervals rather than \(1/m\) is only made in order to ensure that \(x^m_m\) is finite). Using these discrete constructions, set:
\[
\mathcal{X} = \left\{ \mu \in \mathcal{P}([\mathbb{R}]) : \frac{1}{\sqrt{m}} \sum_{i=1}^m x^m_i \to 0, \text{ as } m \to \infty \right\}, \tag{A.11}
\]
and
\[
\mathcal{P}_0([\mathbb{R}]) = \left\{ \mu \in \mathcal{P}([\mathbb{R}]) : \int x \mu(dx) = 0 \right\}. \tag{A.12}
\]
Since the condition in (A.11) ensures that \(\mu\) has mean zero, it is clear that \(\mathcal{X}\) is a proper subset of \(\mathcal{P}_0([\mathbb{R}])\). With the above, and the arguments and results in [8], the large deviation principle for the spectral measure of the traceless GUE follow:

**Theorem A.2.** The spectral measure \(\hat{\mu}_0^m = \sum_{i=1}^m \delta_{\xi^0_i}/m\) satisfies a large deviation principle on \(\mathcal{X}\) in the scale \(m^2\) and with the good rate function \(I\).

**Proof.** Since this proof closely follows [8], it is just sketched here. Write the density of the eigenvalues as:
\[
Q_m(d\xi_1^0, d\xi_2^0, \ldots, d\xi_m^0)
= \frac{\sqrt{2\pi}}{Z_m} \exp\left(-m^2 \int f(x, y) \hat{\mu}_0^m(dx) \hat{\mu}_0^m(dy) \prod_{i=1}^{m} e^{-\xi_i^0/2} d\xi_1^0 \cdots d\xi_{m-1}^0, \right)
\]
where \(\xi_0^0 = -\sum_{i=1}^{m-1} \xi_i^0\) and
\[
f(x, y) = \frac{1}{4} (x^2 + y^2) - \log |x - y|.
\]
Let \( \tilde{Q}_m \) be the non-normalized positive measure 
\[ \tilde{Q}_m = Z_m Q_m / \sqrt{2\pi} \]. Via Stirling’s formula,
\[ \lim_{m \to \infty} \frac{1}{m^2} \log \frac{\sqrt{2\pi}}{Z_m} = \frac{3}{4}, \] (A.13)
so if under \( \tilde{Q}_m \), \( \hat{\mu}_0^m \) satisfies a large deviation with rate function
\[ J(\mu) = \int \int f(x, y) \mu(dx) \mu(dy), \] (A.14)
then combined with (A.13), this will lead to the statement of the theorem.

First, observe that for any Borel subset \( A \subset \mathcal{X} \), any \( N \in \mathbb{R}^+ \),
\[ \limsup_{m \to \infty} \frac{1}{m^2} \log (\tilde{Q}_m(\hat{\mu}_0^m \in A)) \leq -\inf_{\mu \in A} \left( \int \int (f(x, y) \wedge N) \mu(dx) \mu(dy) \right), \] (A.15)
Moreover, from arguments as in [8], the sequence \( (\hat{\mu}_0^m)_{m \in \mathbb{N}} \) is exponentially tight under \( \tilde{Q}_m \) on \( \mathcal{X} \). So we just need to prove that \( (\hat{\mu}_0^m)_{m \in \mathbb{N}} \) satisfies a weak large deviation principle with rate function \( J(\mu) \) under the measure \( \tilde{Q}_m \). The upper bound is clear. Indeed, \( \mu \to \int \int (f(x, y) \wedge N) \mu(dx) \mu(dy) \) is continuous on \( \mathcal{X} \), therefore (A.15) implies that for any \( \mu \in \mathcal{X} \),
\[ \limsup_{\delta \to 0} \limsup_{m \to \infty} \frac{1}{m^2} \log (\tilde{Q}_m(\hat{\mu}_0^m \in B(\mu, \delta))) \leq -\int \int (f(x, y) \wedge N) \mu(dx) \mu(dy), \] (A.16)
finishing the proof of the upper bound.

To prove the lower bound, let \( \nu \in \mathcal{X} \). Since \( I(\nu) = +\infty \) if \( \nu \) has an atom, assume without loss of generality that \( \nu \) is atomless. As in (A.10), let \( \nu^m = \sum_{i=1}^m \delta_{\xi_i^m} / m \). Now, as \( m \to \infty \), \( \nu^m \) converges weakly, with probability one, towards \( \nu \). Hence, for any \( \delta > 0 \) and \( m \) large enough, setting \( \Delta_m := \{ \xi_0^0 \leq \xi_2^0 \leq \cdots \leq \xi_m^0 \}, \)
\[ \tilde{Q}_m(\hat{\mu}_0^m \in B(\nu, \delta)) \geq \tilde{Q}_m \left( \left\{ \max_{1 \leq i \leq m-1} |\xi_i^0 - x_i^m| < \frac{\delta}{2\sqrt{m}} \right\} \cap \Delta_m \right) \]
\[
\geq \int_{T(\xi_1, \ldots, \xi_m)} \exp \left( -\frac{m}{2} \sum_{i=1}^{m} (\xi_i + x_i^m)^2 \right) \prod_{1 \leq i < j \leq m} |\xi_i - \xi_j + x^m_i - x^m_j|^2 \prod_{i=1}^{m-1} d\xi_i
\]
\[
\geq \prod_{i=1}^{m-1} |x^m_i - x^m_j|^2 \times \prod_{i=1}^{m-1} |x^m_{i+1} - x^m_i| \exp \left( -\frac{m}{2} \sum_{i=1}^{m-1} \left( |x^m_i| + \frac{\delta}{\sqrt{m}} \right)^2 \right)
\]
\[
\times |x^m_m - x^m_{m-1}| \exp \left( -m \left( \sum_{i=1}^{m} x^m_i \right)^2 - m^2 \delta^2 \right) \int_{T(\xi_1, \ldots, \xi_m)} \prod_{i=1}^{m-2} |\xi_{i+1} - \xi_i| \prod_{i=1}^{m-1} d\xi_i, \quad (A.17)
\]

where

\[
T(\xi_1, \ldots, \xi_m) := \left\{ \max_{1 \leq i \leq m-1} |\xi_i| < \frac{\delta}{2\sqrt{m}}, \xi_1 \leq \xi_2 \leq \cdots \leq \xi_m, \sum_{i=1}^{m} \xi_i + \sum_{i=1}^{m} x^m_i = 0 \right\}
\]

The last term on the right-hand side of (A.17) can be lower-bounded by changing variables: \(\xi_1 = x_1\) and \(\xi_i - \xi_{i-1} = x_i, 2 \leq i \leq m - 1\). Next, let

\[
\mathcal{R}(x_1, \ldots, x_{m-1}) := \left\{ -\frac{\delta}{2\sqrt{m}} \leq x_1 \leq -\frac{\delta}{4\sqrt{m}}, 0 \leq x_i \leq -\frac{\delta}{4m^2}, 2 \leq i \leq m - 1 \right\}
\]

Recalling that, \(\sum_{i=1}^{m} x^m_i / m \to 0\),

\[
\int_{T(\xi_1, \ldots, \xi_m)} \prod_{i=1}^{m-2} |\xi_{i+1} - \xi_i| \prod_{i=1}^{m-1} d\xi_i \geq \int_{\mathcal{R}(x_1, \ldots, x_{m-1})} \prod_{i=2}^{m-1} |x_i| \prod_{i=1}^{m-1} dx_i \geq \frac{\delta}{4\sqrt{m}} \left( \frac{1}{2} \left( \frac{\delta}{4m^2} \right)^2 \right)^{m-2}. \quad (A.18)
\]

Hence,

\[
\tilde{Q}_m(\hat{\mu}_0^m \in B(\nu, \delta)) \geq \prod_{i=1}^{m-1} |x^m_i - x^m_j|^2 \times \prod_{i=1}^{m-1} |x^m_{i+1} - x^m_i| \exp \left( -\frac{m}{2} \sum_{i=1}^{m} (x^m_i)^2 \right)
\]
\[
\times |x^m_m - x^m_{m-1}| \frac{\delta}{4\sqrt{m}} \left( \frac{1}{2} \left( \frac{\delta}{4m^2} \right)^2 \right)^{m-2} \exp \left( -\sqrt{m\delta} \sum_{i=1}^{m} |x^m_i| - \delta^2 \right). \quad (A.19)
\]
Now by arguments as in [8],
\[
\lim_{\delta \to 0} \liminf_{m \to \infty} \frac{1}{m^2} \log(\hat{Q}_m(\hat{\mu}_0^m \in B(\nu, \delta))) \geq - \int \int f(x, y) \nu(dx) \nu(dy). \tag{A.20}
\]
Combining (A.16) and (A.20), establishes the weak large deviation principle, finishing the proof of the theorem. 

We are now ready to give the large deviations for \(\xi_m, 0 \leq 1\) when on the left of its mean. To do so, let us introduce some notations: Let \(\mathcal{M}((\infty, x])\) be the set of all probability measures on \((\infty, x], x \in \mathbb{R}\), let \(\mathcal{M}(\mathcal{X}) = \mathcal{M}((\infty, x]) \cap \mathcal{X}\), and let \(\mathcal{M}_0((\infty, x]) = \mathcal{M}((\infty, x]) \cap \mathcal{P}_0(\mathbb{R})\). Since \(\{\xi^{m, 0}_{1, x} \leq x\} = \{\hat{\mu}^m_0 \in \mathcal{M}(\mathcal{X})\}\), then for any \(x \leq 2\),
\[
\lim_{m \to \infty} \frac{1}{m^2} \log P(\xi^m, 0 \leq x) = - \inf_{\mu \in \mathcal{M}(\mathcal{X})} I(\mu). \tag{A.21}
\]
For each \(x \in \mathbb{R}\), let
\[
K(x) = \inf_{\mu \in \mathcal{M}_0((\infty, x])} I(\mu). \tag{A.22}
\]
When \(x \geq 2\), the semicircular law \(\sigma\) is both in \(\mathcal{M}(\mathcal{X})\) and \(\mathcal{M}_0((\infty, x])\), and so \(\inf_{\mu \in \mathcal{M}(\mathcal{X})} I(\mu) = K(x) = I(\sigma) = 0\). Moreover, when \(x \leq 0\), and since both \(\mathcal{M}(\mathcal{X})\) and \(\mathcal{M}_0((\infty, x])\) are empty, \(\inf_{\mu \in \mathcal{M}(\mathcal{X})} I(\mu) = K(x) = I(\sigma) = +\infty\).

When \(0 < x \leq 2\), and from arguments as in [18], it is next shown that \(K\) is continuous. Indeed, for any \(y < 0\) and \(0 < x \leq 2\), let
\[
J_\mu(y, x) = \frac{1}{2} \int_y^x u^2 \mu(du) - \int_y^x \int_y^x \log |u - t| \mu(du) \mu(dt) - \frac{3}{4}, \tag{A.23}
\]
and let \(\nu_x\) be the minimizer of \(I(\mu)\) on \(\mathcal{M}_0((\infty, x])\). Then, for any \(0 < \epsilon < x\),
\[
K(x) \leq K(x - \epsilon) \leq \frac{J_{\nu_x}(y_\epsilon, x - \epsilon)}{\nu_x^2([y_\epsilon, x - \epsilon])}, \tag{A.24}
\]
where \(y_\epsilon\) is the value for which
\[
\int_{y_\epsilon}^{x-\epsilon} t \, d\nu_x(t) = 0.
\]
Since, as \(\epsilon \to 0\), the right-hand side of (A.24) converges to \(K(x)\), \(K\) is left continuous.

To show the right continuity, note that by a simple change of variables,
\[
K(x) = \inf_{\mu \in \mathcal{M}_0((\infty, x+\epsilon]))} J^\epsilon_\mu(x),
\]
where
\[
J^\epsilon_\mu(x) = \frac{1}{2} \int_{-\infty}^{x+\epsilon} (u - \epsilon)^2 \mu(du) - \int_{-\infty}^{x+\epsilon} \int_{-\infty}^{x+\epsilon} \log |u - t| \mu(du) \mu(dt) - \frac{3}{4}.
\]
Therefore,

\[ 0 \leq K(x) - K(x + \epsilon) \leq J^\epsilon_{\nu_{x+\epsilon}}(x) - K(x + \epsilon) = \frac{\epsilon^2}{2}, \]

and the right continuity of \( K \) follows. Likewise, \( \inf_{\mu \in M_X((-\infty, x])} I(\mu) \) is right-continuous with respect to \( x \).

Next we need a result which, when combined with (A.21), gives

\[ \lim_{m \to \infty} \frac{1}{m^2} \log \mathbb{P}(\xi_{n,0}^{m} \leq x) = -K(x), \tag{A.25} \]

for any \( x \leq 2 \). This is the purpose of our next lemma whose statement as well as proof benefited from Ionel Popescu help.

**Lemma A.1.** For any \( x \in \mathbb{R} \),

\[ \inf_{\mu \in M_X((-\infty, x])} I(\mu) = K(x). \tag{A.26} \]

**Proof.** For \( x \geq 2 \), both sides of (A.26) are equal to zero and so we just need to consider the case \( x < 2 \). First, since \( X \) is a proper subset of \( \mathcal{P}_{0}(\mathbb{R}) \), \( K(x) \leq \inf_{\mu \in M_X((-\infty, x])} I(\mu). \tag{A.27} \)

Next, let us show that \( K(x) \geq \inf_{\mu \in M_X((-\infty, x])} I(\mu). \tag{A.28} \)

By Theorem 1.10 and Theorem 1.11 of Chapter IV of [28], there exists a unique probability measure, \( \mu_0 \), minimizing \( I(\mu) \), for all \( \mu \in M_0((-\infty, x]) \), and its support is an interval, \([a, b]\), with \( b \leq x \). Since \( \mu_0 \) is atomless, its distribution function \( F \) is continuous, increasing with \( F(a) = 0 \) and \( F(b) = 1 \). Moreover, since \( \mu_0 \) has mean zero, \( \int_0^1 F^{-1}(x) \, dx = 0 \), where \( F^{-1} \), the inverse of \( F \), is continuous and increasing on \([0, 1]\), with \( F^{-1}(0) = a \) and \( F^{-1}(1) = b \).

Now for any integer \( n \geq 2 \), construct an approximation to \( F^{-1} \) as follows: For \( i/n \leq x \leq (i + 1)/n \), let

\[
G_n^+(x) = \begin{cases} 
  n \left( F^{-1} \left( \frac{i + 2}{n} \right) \left( x - \frac{i}{n} \right) + F^{-1} \left( \frac{i + 1}{n} \right) \left( \frac{i + 1}{n} - x \right) \right), & \text{if } 0 \leq i \leq n - 2, \\
  b + x - \frac{i}{n}, & \text{if } i = n - 1,
\end{cases}
\]

and let,

\[
G_n^-(x) = \begin{cases} 
  n \left( F^{-1} \left( \frac{i - 1}{n} \right) \left( x - \frac{i}{n} \right) + F^{-1} \left( \frac{i + 1}{n} \right) \left( \frac{i + 1}{n} - x \right) \right), & \text{if } 1 \leq i \leq n - 1, \\
  a + x - \frac{i + 1}{n}, & \text{if } i = 0.
\end{cases}
\]
From this construction, $\int_0^1 G_n^+(x) \, dx > 0$ and $\int_0^1 G_n^-(x) \, dx < 0$. Next, let

$$\gamma_n^+ = \frac{-\int_0^1 G_n^-(x) \, dx}{\int_0^1 G_n^+(x) \, dx - \int_0^1 G_n^-(x) \, dx}, \quad \gamma_n^- = \frac{\int_0^1 G_n^+(x) \, dx}{\int_0^1 G_n^+(x) \, dx - \int_0^1 G_n^-(x) \, dx},$$

and let

$$G_n(x) = \gamma_n^+ G_n^+(x) + \gamma_n^- G_n^-(x).$$

Then, \[
\int_0^1 G_n(x) \, dx = 0,
\]

and since $G_n$ is piece-wise linear, it is Lipschitz. Let $\mu_n$ be the probability measure whose distribution function is $G_n^{-1}$. The Lipschitz continuity of $G_n$ yields that $\mu_n \in \mathcal{X}$, for any $n \geq 2$. From its very construction, $\mu_n$ is supported on $[a - 1/n, b + 1/n]$, and $\mu_n$ converges to $\mu_0$ weakly, as $n \to \infty$, and thus

$$\lim_{n \to \infty} \int x^2 \mu_n(\, dx) = \int x^2 \mu_0(\, dx). \quad (A.29)$$

For the second term on the right-hand side of (A.5),

$$\int \int \log |x - y| \mu(\, dx) \mu(\, dy) = 2 \int \int_{x < y} \log(y - x) \mu(\, dx) \mu(\, dy), \quad (A.30)$$

let

$$\frac{1}{n^2} \sum_{i<j} \log \left( F^{-1} \left( \frac{j+1}{n} \right) - F^{-1} \left( \frac{i}{n} \right) \right) + \frac{1}{2n^2} \sum_{i=0}^{n-1} \log \left( F^{-1} \left( \frac{i+1}{n} \right) - F^{-1} \left( \frac{i}{n} \right) \right) \quad (A.31)$$

and

$$\frac{1}{n^2} \sum_{i<j} \log \left( G_n \left( \frac{j+1}{n} \right) - G_n \left( \frac{i}{n} \right) \right) + \frac{1}{2n^2} \sum_{i=0}^{n-1} \log \left( G_n \left( \frac{i+1}{n} \right) - G_n \left( \frac{i}{n} \right) \right), \quad (A.32)$$

be respectively Riemann sums approximations of $\int \int_{x < y} \log(y - x) \mu_0(\, dx) \mu_0(\, dy)$ and $\int \int_{x < y} \log(y - x) \mu_n(\, dx) \mu_n(\, dy)$. For any $0 \leq i \leq j \leq n - 1$,

$$\log \left( G_n \left( \frac{j+1}{n} \right) - G_n \left( \frac{i}{n} \right) \right) \geq \gamma_n^+ \log \left( G_n^+ \left( \frac{j+1}{n} \right) - G_n^+ \left( \frac{i}{n} \right) \right) + \gamma_n^- \log \left( G_n^- \left( \frac{j+1}{n} \right) - G_n^- \left( \frac{i}{n} \right) \right), \quad (A.33)$$
and moreover, for any $1 \leq i \leq j \leq n - 2$,

$$
\log \left( G_n \left( \frac{j + 1}{n} \right) - G_n \left( \frac{i}{n} \right) \right) \\
\geq \gamma_n^+ \log \left( F^{-1} \left( \frac{j + 2}{n} \right) - F^{-1} \left( \frac{i + 1}{n} \right) \right) \\
+ \gamma_n^- \log \left( F^{-1} \left( \frac{j}{n} \right) - F^{-1} \left( \frac{i - 1}{n} \right) \right) .
$$

(A.34)

If $\int x < y \log(y - x) \mu_0(dx) \mu_0(dy) = -\infty$, (A.28) is trivially true, so let us assume that this last integral is finite. Moreover, since $\gamma_n^+ + \gamma_n^- = 1$,

$$
\liminf_{n \to \infty} \left( -\int \int \log |x - y| \mu_n(dx) \mu_n(dy) \right) \leq -\int \int \log |x - y| \mu_0(dx) \mu_0(dy),
$$

(A.35)

and combining (A.29) and (A.35),

$$
\liminf_{n \to \infty} I(\mu_n) \leq I(\mu_0).
$$

Since $\mu_n$ is supported on $[a - 1/n, b + 1/n]$ and from the right continuity (in $x$) of $\inf_{\mu \in M_{\mathcal{X}}((-\infty, x])} I(\mu)$,

$$
K(x) \geq \inf_{\mu \in M_{\mathcal{X}}((-\infty, x])} I(\mu),
$$

which finishes the proof.

□

To finish this Appendix, the large deviations for the first $r$ eigenvalues of the traceless GUE, when at least one of them is on the left of the asymptotic mean, is established:

**Corollary A.1.** For $x_r \leq x_{r-1} \leq \cdots \leq x_1$, and $x_r \leq 2$,

$$
\lim_{m \to \infty} \frac{1}{m^2} \log \mathbb{P} \left( \xi_1^{m, 0} \leq x_1, \ldots, \xi_r^{m, 0} \leq x_r \right) = -K(x_r).
$$

**Proof.** Next, let $(\xi_1^{m, 0}, \xi_2^{m, 0}, \ldots, \xi_m^{m, 0})$ be the non-increasing rearrangement of $(\xi_1^0, \xi_2^0, \ldots, \xi_m^0)$, and set

$$
L := \mathbb{P} \left( \xi_1^{m, 0} \leq x_1, \ldots, \xi_r^{m, 0} \leq x_r \right),
$$

$$
M := \mathbb{P} \left( \xi_1^0 \leq x_1, \ldots, \xi_r^0 \leq x_r, \xi_{r+1}^0 \leq x_r, \ldots, \xi_m^0 \leq x_r \right).
$$

Then,

$$
M \leq L \leq \frac{m!}{(m - r + 1)! (r - 1)!} B \leq m^r M,
$$

(A.36)
and therefore,

\[
\lim_{m \to \infty} \frac{1}{m^2} \log L = \lim_{m \to \infty} \frac{1}{m^2} \log M. \tag{A.37}
\]

Changing variables:

\[
\xi^0_i - (x_i - x_r) = \eta_i, \quad \text{for } 1 \leq i \leq r - 1,
\]

\[
\xi^0_i = \eta_i, \quad \text{for } r \leq i \leq m,
\]

and so,

\[
M = \mathbb{P}(\eta_i \leq x_r, 1 \leq i \leq m).
\]

Considering the two measures \(\sum_{i=1}^{m} \delta_{\xi^0_i}/m\) and \(\sum_{i=1}^{m} \delta_{\eta_i}/m\), for any bounded Lipschitz function \(g\) (with \(\|g\|_{\text{Lip}} \leq 1\)), then as \(m \to \infty\),

\[
\frac{1}{m} \left| \sum_{i=1}^{m} g(\xi^0_i) - \sum_{i=1}^{m} g(\eta_i) \right| \leq \frac{1}{m} \sum_{i=1}^{m} |\xi^0_i - \eta_i| \to 0.
\]

Therefore, \(\sum_{i=1}^{m} \delta_{\xi^0_i}/m\) and \(\sum_{i=1}^{m} \delta_{\eta_i}/m\) are exponentially equivalent, and Theorem A.2 also applies to the latter (see Theorem 4.2.13 in [12]). So from (A.25), it follows that

\[
\lim_{m \to \infty} \frac{1}{m^2} \log M = -K(x_r),
\]

and (A.37) finishes the proof. \(\square\)
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