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ABSTRACT. We consider a Markov jump process on a general state space to which we apply a time-dependent weak perturbation over a finite time interval. By martingale-based stochastic calculus, under a suitable exponential moment bound for the perturbation we show that the perturbed process does not explode almost surely and we study the linear response (LR) of observables and additive functionals. When the unperturbed process is stationary, the above LR formulas become computable in terms of the steady state two-time correlation function and of the stationary distribution. Applications are discussed for birth and death processes, random walks in a confining potential, random walks in a random conductance field. We then move to a Markov jump process on a finite state space and investigate the LR of observables and additive functionals in the oscillatory steady state (hence, over an infinite time horizon), when the perturbation is time-periodic. As an application we provide a formula for the complex mobility matrix of a random walk on a discrete $d$-dimensional torus, with possibly heterogeneous jump rates.
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1. INTRODUCTION

Markov jump processes in continuous time and with general state space form a fundamental class of stochastic processes. They are often called Markov chains when the state space is discrete and countable (finite or infinite). If the state space is infinite, the phenomenon of explosion can take place and it consists of the accumulation of infinitely many jumps in finite time. We consider here an unperturbed system modelled by a general Markov jump process with time-homogeneous transition kernel, assuming that a.s. explosion does not take place.

We study the linear response of the system in two regimes. In the first regime we take a time-dependent weak perturbation and a fixed initial distribution, i.e. not depending on the perturbation. In the second regime, restricting to finite state spaces, we consider a time-periodic weak perturbation and take as initial distribution the one producing the oscillatory steady state in the perturbed dynamics. In both regimes we focus on the linear response of the expected value of observables at a fixed time and of the expected value of empirical additive functionals in the time interval $[0,t]$ under observation, while in the second regime we also give a mathematical formulation of the complex mobility matrix.

In the last years several rigorous results have been obtained for the linear response (and in particular for the Einstein’s relation) of Markov processes, even in a random environment, under a weak external field homogeneous in time and space, with initial distribution given by the stationary one for the perturbed dynamics (see...
e.g. [11, 12, 13, 18, 20, 22] and references therein). Often the unperturbed dynamics in these models is reversible. Our context is simpler from a technical viewpoint, on the other hand we aim at providing (in a rigorous way) explicit formulas for the linear response under time-dependent or time-periodic weak external fields, not necessarily homogeneous in space (without restricting to a reversible unperturbed dynamics). As a natural development one could then consider e.g. the linear response in the oscillatory steady state for random walks in random environments (our second regime covers the case of a random walk on the lattice in a periodized environment).

We now detail our results in the first regime. We apply a time-dependent weak perturbation such that the perturbed process is again a Markov jump process (now with time-dependent transition kernel), whose law on the path space associated to a finite time interval $[0, t]$ of observation is absolutely continuous (when explosion does not take place) w.r.t. the corresponding law of the unperturbed Markov jump process. We isolate an exponential moment condition (see Condition $C[\nu, t]$ in Definition 2.2) under which we show that the perturbed process a.s. does not explode (see Theorem 2.5) and linear response takes place. More precisely, the expected value of the observables at time $t$, as well as of empirical additive functionals in the time-interval $[0, t]$, is differentiable in the perturbation parameter $\lambda$ at $\lambda = 0$, and we provide formulas for the derivative at $\lambda = 0$ (see Theorem 3.5). We point out that non-explosion is unstable under weak perturbation (even of a mild form) as shown by the counterexample in Section 6.3. When the initial distribution is stationary for the unperturbed process, our formulas allow explicit computations in terms of the stationary distribution and the two-time correlation function of the unperturbed process (see Theorem 3.6). As examples of applications of our results, in Section 6 we discuss birth and death processes, random walks on $\mathbb{Z}^d$ in a confining potential and random walks in a random conductance field.

In deriving Theorems 2.5, 3.5 and 3.6 mentioned above, we do not use operator perturbative theory. Our starting point is the explicit Radon-Nykodim derivative of the law of the perturbed process restricted to paths (without explosion) in the time interval $[0, t]$ w.r.t. the law of the unperturbed process. Using stochastic calculus for jump processes (cf. [15] and the short overview provided in Section 7), and in particular introducing suitable martingales, we then obtain both the non-explosion of the perturbed process and the LR formulas for additive functionals which are cumulative at jump times. We point out that analyzing the Radon-Nykodim derivative to derive LR has been a common approach in several contributions in probability (see e.g. [11, 12, 13, 18, 20, 22] and references therein), more often known under the name of “trajectory-based approach” in statistical physics (see e.g. [11, 21] and references therein). We mention the paper [14] of Hairer and Majda for a different approach to the study of LR in stochastic systems, and that of Dembo and Deuschel [7] in which LR, and in particular the Fluctuation Dissipation Theorem, is discussed as a result of perturbations of Markovian semi-groups.

We now move to the second regime. When the perturbation (in the same form of the first regime) is time-periodic, the perturbed system admits an oscillatory steady state (OSS), which is left invariant by time translations by multiples of the period. It is then natural to investigate the LR in the OSS (which is now an infinite-time horizon problem). The rigorous derivation of the existence of the OSS and of the LR is, in general, not a simple problem, especially if one considers stochastic processes
in a random environment (we refer to [9] for results on reversible models without random environment). We restrict here to a finite state space and in Theorems 4.5, 4.7 and 4.8 we describe the LR for the expected value of observables and additive functionals in the OSS. Here we use both matrix perturbation theory and our previous results for the LR over a finite observation time interval. As a special model for transport in heterogeneous media, we consider as unperturbed process a random walk on a discrete d-dimensional torus with heterogeneous jump rates (equivalently one could consider a random walk on \( \mathbb{Z}^d \) with spatially periodic jump rates). In Theorem 5.1 for nearest-neighbor jumps and in Theorem 5.3 for long jumps, we derive a formula for the complex mobility matrix \( \sigma(\omega) \) when the perturbation is of cosine-type in time (see [19, Section 1.6] for some examples of complex mobility). In Section 6 we compute \( \sigma(\omega) \) explicitly in particular cases. When the system is very heterogeneous \( \sigma(\omega) \) cannot be computed explicitly, but our formulas for \( \sigma(\omega) \) remain useful to investigate properties of \( \sigma(\omega) \) (as in [9]) and to prove homogenization of \( \sigma(\omega) \) under the infinite volume limit in the case of random unperturbed jump rates (cf. [10]). We also mention [16] for rigorous LR results in the OSS of Langevin dynamics.

Outline of the paper: In Section 2 we introduce the unperturbed and the perturbed Markov jump processes, Condition \( C[\nu,t] \) and we discuss explosion. In Section 3 we present our main results concerning linear response in a finite time window and with a fixed initial distribution. In Section 4 we focus on the linear response in the oscillatory steady state of an irreducible Markov chain with finite state space and under time-periodic perturbation. In Section 5 we analyse the complex mobility matrix for a random walk on a discrete torus with heterogenous jump rates. In Section 6 we discuss several examples. In Section 7 we collect some useful facts from the theory of stochastic calculus for processes with jumps. Sections 8 to 14 and Appendix A are devoted to proofs. Finally in Appendix B we consider time-independent perturbations and we comment on how our results in Section 3 compare to known linear response results when starting with the invariant distribution of the perturbed process.

2. Continuous-time Markov jump processes

2.1. Unperturbed Markov jump process. Let \( (\mathcal{X}, \mathcal{B}) \) be a measure space such that singletons \( \{x\} \) are measurable. We consider the Markov jump process \( (X_t)_{t \geq 0} \) with initial distribution \( \nu \) and transition kernel given by \( r(x,dy) \). Here \( \nu \) is a given probability measure on \( (\mathcal{X}, \mathcal{B}) \), and \( r(x,dy) \) satisfies the following:

- For any \( x \in \mathcal{X} \), \( r(x,\cdot) \) is a measure with finite and positive total mass on \( (\mathcal{X}, \mathcal{B}) \), and
- For any \( B \in \mathcal{B} \), the map \( \mathcal{X} \ni x \mapsto r(x,B) \in [0, +\infty) \) is measurable.

We define the holding time parameter
\[
\hat{r}(x) := r(x,\mathcal{X}) \in (0, +\infty),
\]
and assume that \( r(x,\{x\}) = 0 \) without loss of generality. Then the stochastic dynamics of \( (X_t)_{t \geq 0} \) is described as follows. At time \( t = 0 \) the Markov jump process starts with \( X_0 \) having distribution \( \nu \). Once arrived at \( x \), the process waits there an exponential time with parameter \( \hat{r}(x) \) (independently from the rest), after which it jumps to \( y \) with jump probability \( r(x,dy)/\hat{r}(x) \).
Note that, when $X$ is infinite, such a process may explode in finite time, i.e. it may be the case that $\tau_\infty < +\infty$, where $\tau_\infty$ denotes the explosion time defined as the supremum of the jump times. By adding a cemetery state $\dagger$ to the state space $X$ and setting $X_t = \dagger$ for all $t \geq \tau_\infty$, we may assume that the Markov jump process is defined for all times.

If $X_0$ has distribution $\nu$, we write $\mathbb{P}_\nu$ for the probability associated to the unperturbed process and $\mathbb{E}_\nu$ for the corresponding expectation.

### 2.2. Non–explosion of the unperturbed process.

**Assumption.** From now on we fix a probability measure $\nu$ on $X$ corresponding to the distribution of $X_0$, and assume non–explosion of the unperturbed process $\mathbb{P}_\nu$–almost surely, without further mention. When $\nu$ is the stationary distribution we will denote it by $\pi$ (see Section 3.2).

Trivially, if $\sup_{x \in X} \hat{r}(x) < +\infty$, then the unperturbed process does not explode $\mathbb{P}_\nu$–a.s. as can be easily checked by a suitable coupling with a Poisson process. When $\hat{r}(\cdot)$ is unbounded, the existence of a Lyapunov function is enough to guarantee non–explosion. Let us explain this point in more detail. Given a measurable function $f : X \rightarrow \mathbb{R}$ such that either $\int_X |f(y)|r(x,dy) < +\infty$ for all $x \in X$, or $f \geq 0$, or $f \leq 0$, we define

$$L f(x) := \int_X \left[ f(y) - f(x) \right] r(x,dy).$$

(2)

Note that, due to the assumptions on $f$, the r.h.s. of (2) is well defined in $\mathbb{R} \cup \{-\infty, +\infty\}$. We call the above operator $L$ the formal generator of the Markov jump process. Then, by [24, Theorem 4.6], for the unperturbed process not to explode for any initial point (and therefore also $\mathbb{P}_\nu$–a.s.) it suffices that there exist a constant $C \geq 0$ and a non–negative function $U$ on $X$ such that

$$LU(x) \leq CU(x) \quad \forall x \in X$$

(3)

and $U(x) \rightarrow +\infty$ whenever $\hat{r}(x) \rightarrow +\infty$.

### 2.3. Perturbed Markov jump process.

We fix a bounded measurable function $g : [0, +\infty) \times X \times X \rightarrow \mathbb{R}$. Given $\lambda > 0$, the $\lambda$–perturbed Markov jump process $(X^\lambda_t)_{t \geq 0}$ is the time–inhomogeneous Markov jump process with initial distribution $\nu$ and transition kernel

$$r^\lambda_t(x,dy) = r(x,dy)e^{\lambda g(t,x,y)}.$$  

(4)

The precise definition of $X^\lambda := (X^\lambda_t)_{t \geq 0}$ can be given in terms of piecewise deterministic Markov processes (PDMPs) (cf. [3]): $(t, X^\lambda_t)_{t \geq 0}$ is the time–homogeneous PDMP with vector field $\partial_t$ and transition kernel $Q((s,x),(dt,dy)) = \delta_s(dt)r^\lambda_t(x,dy)$. To recall the construction of $X^\lambda$ we introduce the holding time parameters

$$\hat{r}^\lambda_t(x) := \int_X r^\lambda_t(x,dy) = \int_X r(x,dy)e^{\lambda g(t,x,y)}.$$  

(5)

Note that, as the function $g$ is bounded and due to (4), we have $\hat{r}^\lambda(x) \in (0, +\infty)$ for all $x \in X$. Then, up to the possible explosion time $\tau^\lambda_\infty$, the process $X^\lambda_t$ can be
realized as follows. Starting from a state $x$, the Markov jump process spends at $x$ a random time $\tau^\lambda_1$ such that

$$P(\tau^\lambda_1 > t) = \exp \left\{ - \int_0^t \hat{r}^\lambda_s(x) \, ds \right\}.$$  

Knowing that $\tau^\lambda_1 = t_1$, at time $t_1$ the Markov jump process jumps to a new state $x_1$ chosen randomly with probability $r^\lambda_1(x, dx_1)/\hat{r}^\lambda_1(x)$. It then waits at $x_1$ until the time $\tau^\lambda_2 > t_1$ with law

$$P(\tau^\lambda_2 > t) = \exp \left\{ - \int_{t_1}^t \hat{r}^\lambda_s(x_1) \, ds \right\}, \quad t \geq t_1.$$  

Knowing that $\tau^\lambda_2 = t_2$, at time $t_2$ the Markov jump process jumps to a new state $x_2$ chosen randomly with probability $r^\lambda_2(x_1, dx_2)/\hat{r}^\lambda_2(x_1)$, and so on. Again if the process explodes in finite time we set $X^\lambda_t = \dagger$ for all $t \geq \tau^\lambda_\infty$, so that the perturbed process is well defined for all times.

**Remark 2.1.** In what follows we will mainly be interested in the perturbed process in some time interval $[0, t]$. Due to the above construction, it is clear that then only the value of $g$ up to time $t$ is relevant. As a consequence, in the rest $g$ will simply be a bounded measurable function defined for times varying in the observation time interval.

If $X^\lambda_0$ has distribution $\nu$, we write $P_\nu$ for the probability associated to the perturbed process and $E_\nu$ for the corresponding expectation (the notation is the same as the one we use for the unperturbed process, but the event and function under consideration will present the superscript $\lambda$).

### 2.4. Finite exponential moments condition

Let us introduce the following notation, that will be used throughout. For $\alpha : [0, t] \times \mathcal{X} \times \mathcal{X} \to \mathbb{R}$ measurable function and $r(x, dy)$ transition kernel of the unperturbed dynamics, the contraction of $\alpha$ with respect to the kernel $r$ is defined by

$$\alpha_r(s, x) := \int_{\mathcal{X}} \alpha(s, x, y) r(x, dy)$$  

(when the integral in the r.h.s. is well posed). With this notation in place we can define the finite exponential moments condition, which in particular will assure the linear response regime when applied to $\alpha = g$.

**Definition 2.2** (Exponential moments condition). We say that $\alpha : [0, t] \times \mathcal{X} \times \mathcal{X} \to \mathbb{R}$ satisfies Condition $C[\nu, t]$ with parameter $\theta > 0$ if

$$E_\nu \left[ \exp \left\{ \theta \int_0^t |\alpha_r(s, X_s)| \, ds \right\} \right] < +\infty.$$  

We say that $\alpha$ satisfies Condition $C[\nu, t]$ if the above holds for some parameter $\theta > 0$.

We now give a criterion assuring Condition $C[\nu, t]$. Recall from (2) the definition of $Lf$.

**Lemma 2.3.** For a given function $\alpha : [0, t] \times \mathcal{X} \times \mathcal{X} \to \mathbb{R}$ assume that there exist a function $U : \mathcal{X} \to \mathbb{R}$ and positive constants $\theta, C, c$ such that

(a) $U(x) \geq c$ for all $x \in \mathcal{X}$;

(b) $U_r(x) := \int_{\mathcal{X}} U(y) r(x, dy) < +\infty$ for all $x \in \mathcal{X}$;
(c) \( LU \leq CU - \theta |\alpha| r U \);
(d) \( \nu[U] < +\infty \).

Then \( \alpha \) satisfies Condition \( C[\nu, t] \) with parameter \( \theta \).

Note that, if \( U(x) \to +\infty \) when \( \hat{r}(x) \to +\infty \), then Item (c) in Lemma 2.3 is a reinforced Lyapunov condition (compare with (3)).

This criterion is a special case of a more general (and more technical) criterion presented in Lemma 9.1 in Section 9, inspired by Lyapunov functions and the arguments in [2, Section 3]. See [2, Condition 2.2] and [8, p. 392] for related conditions in the context of large deviations. We point out that, while Lemma 2.3 gives sufficient conditions for Condition \( C[\nu, t] \) to hold, in some cases one can directly and more efficiently verify Condition \( C[\nu, t] \) using Definition 2.2. To this aim, see the example in Section 6.4.

The next result states that the exponential moment condition \( C[\nu, t] \) implies finiteness of small exponential moments for the sum of the values of \( \alpha \) over the jumps of the unperturbed process.

Lemma 2.4. Given \( \alpha : [0,t] \times X \times X \to \mathbb{R} \) measurable and bounded, suppose that \( \alpha \) satisfies Condition \( C[\nu, t] \) with parameter \( \theta > 0 \). Then for \( \gamma := 4^{-1} \min\{\theta, \|\alpha\|^{-1}_\infty\} \) it holds

\[
\mathbb{E}_\nu\left[ \exp \left\{ \gamma \sum_{s \in (0,t], X_s \neq X_{s-}} |\alpha(s, X_{s-}, X_s)| \right\} \right] < +\infty. \tag{8}
\]

The above lemma in proved in Section 8. We remark that the condition \( \alpha \) bounded is necessary: as a counterexample one can take the unperturbed process \((X_s)_{s \in [0,t]}\) to be a Poisson process of rate 1 (with \( \nu = \delta_0 \)), and pick \( \alpha(\cdot, x, y) := x \). Then, Condition \( C[\nu, t] \) is satisfied while (3) is violated for all \( \gamma > 0 \). Indeed, in this case \( \int_0^t |\alpha_r(s, X_s)| ds = \int_0^t X_s ds \leq tX_t \), thus allowing to check Condition \( C[\nu, t] \). On the other hand, the sum in (8) equals \( (X_t^2 - X_t) / 2 \geq (X_t^2 - 1) / 4 \) and \( \mathbb{E}_\nu[e^{(\gamma/4)X_t}] \) diverges for all \( \gamma > 0 \).

2.5. Non–explosion of the perturbed process. We recall that \( \tau^\lambda_\infty \) denotes the explosion time of the perturbed process \( X^\lambda \), given by the supremum of the jump times. We also recall that we have assumed that the unperturbed process with initial distribution \( \nu \) a.s. does not to explode.

As already mentioned, our linear response results will be derived under the assumption that \( g \) satisfies condition \( C[\nu, t] \). In fact, this condition automatically implies that the perturbed process does not explode, and hence we do not need to assume non-explosion of the perturbed process separately. Of course, if one is just interested in the non-explosion of the perturbed process, one can more efficiently use the criteria developed e.g. in [5].

Recall that \( g \), defined in (1), is measurable and bounded.

Theorem 2.5. Suppose that \( g \) satisfies Condition \( C[\nu, t] \) with parameter \( \theta > 0 \). Then for all \( \lambda \leq \delta^{-1} \min\{\theta, \|g\|^{-1}_\infty\} \), the perturbed process \( X^\lambda \) does not explode in \([0,t] \) \( \mathbb{P}_\nu \)-a.s., i.e. \( \mathbb{P}_\nu(\tau^\lambda_\infty > t) = 1 \).

The above theorem is proved in Section 10 using stochastic calculus techniques inspired by [23] (see Lemma 3.1 therein).
Remark 2.6 (Instability of non-explosion under small perturbations). At this point the reader may wonder whether the fact that \( g \) does not explode, by itself implies that if the unperturbed process does not explode then the perturbed process does not either, at least for \( \lambda \) small enough. This turns out not to be the case: see Section 6.3 for a counterexample.

3. Linear response of Markov jump processes

We start by fixing some notation. We denote a path \((\xi_s)_{s \in [0,t]}\) simply by \(\xi_{[0,t]}\). \(D([0,t],\mathcal{X})\) is the Skohorod space of càdlàg paths from \([0,t]\) to \(\mathcal{X}\), while \(D_f([0,t],\mathcal{X})\) is the subset of \(D([0,t],\mathcal{X})\) given by the paths with a finite number of jumps. For any \(\xi_{[0,t]} \in D_f([0,t],\mathcal{X})\), we abbreviate

\[
\sum_{s \in (0,t]} \alpha(s,\xi_{s-},\xi_s) := \sum_{s \in (0,t]:\xi_{s-} \neq \xi_s} \alpha(s,\xi_{s-},\xi_s)
\]  

(9) throughout this note.

Below we will assume that \( g \) satisfies Condition \(C[\nu,t] \) and we will take \( \lambda \) small. As a consequence, by Theorem 2.5, the perturbed Markov jump process does not explode \( \mathbb{P}_\nu \)-a.s. in the time interval \([0,t]\). Due to non explosion (recall our main assumption at the beginning of Section 2.2), almost surely the paths \(X_{[0,t]}\) and \(X^\lambda_{[0,t]}\) belong to the set \(D_f([0,t],\mathcal{X})\).

As in the trajectory-based approach to linear response (cf. [1, 21]), the starting point to analyze the response of the perturbed system is the following well-known Girsanov-type expression, which can be easily verified: for any measurable function \(F : D([0,t],\mathcal{X}) \to \mathbb{R}\), bounded or non-negative, and any initial distribution \(\nu\) it holds

\[
\mathbb{E}_\nu \left[ F(X^\lambda_{[0,t]}) \right] = \mathbb{E}_\nu \left[ F(X_{[0,t]}) e^{-\Lambda_\lambda(X_{[0,t]})} \right]
\]  

(10)

where the action \(\Lambda_\lambda : D_f([0,t],\mathcal{X}) \to \mathbb{R}\) is defined as (see [1, 4] and [5])

\[
\Lambda_\lambda(\xi_{[0,t]}) := \int_0^t \left[ \hat{r}^\lambda(s,\xi_s) - \hat{r}(\xi_s) \right] ds - \lambda \sum_{s \in (0,t]} g(s,\xi_{s-},\xi_s)
\]  

(11)

\[
= \int_0^t ds \int_{\mathcal{X}} r(\xi_s, dy) \left( e^{\lambda g(s,\xi_s,y)} - 1 \right) - \lambda \sum_{s \in (0,t]} g(s,\xi_{s-},\xi_s).
\]

The next result, proved in Section 11, is the starting point of our linear response analysis.

**Proposition 3.1.** Suppose that \( g \) satisfies Condition \(C[\nu,t] \). Then for any measurable function \(F : D_f([0,t],\mathcal{X}) \to \mathbb{R}\) such that \(F(X_{[0,t]}) \in L^p(\mathbb{P}_\nu)\) for some \(p \in (1, +\infty)\), the map \(\lambda \mapsto \mathbb{E}_\nu \left[ F(X^\lambda_{[0,t]}) \right] \) is differentiable at \(\lambda = 0\). Moreover, it holds

\[
\partial_{\lambda=0} \mathbb{E}_\nu \left[ F(X^\lambda_{[0,t]}) \right] = \mathbb{E}_\nu \left[ F(X_{[0,t]}) G_t(X_{[0,t]}) \right]
\]  

(12)

where the map \(G_t : D_f([0,t],\mathcal{X}) \to \mathbb{R}\) is defined by

\[
G_t(\xi_{[0,t]}) := \sum_{s \in (0,t]} g(s,\xi_{s-},\xi_s) - \int_0^t g_\nu(s,\xi_s) ds
\]  

(13)

with the shorthand notation introduced in [9].
The above statement should be understood to include that all the expectations appearing are well defined and finite under the stated assumptions. Although the time $t$ is fixed once and for all and omitted from the notation, for later use we have made explicit the dependence on $t$ of $G_t$. We also point out that one could give a quantitative bound on the range of values of $\lambda$ for which the claim in Proposition 3.1 holds true by taking more care of the constants in the proof.

**Remark 3.2.** As we will show in Section 7 provided $g$ satisfies Condition $C[\nu, t]$, $G_t(X_{[0,t]})$ is a martingale (it is in fact a purely discontinuous martingale, in the sense of [15 Def. 4.11]). As a consequence, the r.h.s. of (12) equals the covariance $\text{Cov}(F(X_{[0,t]}), G_t(X_{[0,t]}))$ with respect to the probability measure $\mathbb{P}_\nu$.

3.1. Linear response for observables and additive functionals. We can give explicit expressions for the r.h.s. of (12) for specific classes of functionals $F$. We are mainly interested in the following three basic cases (by additivity, functionals given by sums of the following ones can be treated as well):

1. $F(\xi_{[0,t]}) = v(\xi_t)$ for some measurable function $v : \mathcal{X} \rightarrow \mathbb{R}$;
2. $F(\xi_{[0,t]}) = \int_0^t v(s, \xi_s)ds$, with $v : [0, t] \times \mathcal{X} \rightarrow \mathbb{R}$ measurable;
3. $F(\xi_{[0,t]}) = \sum_{s \in [0,t]} \alpha(s, \xi_{s-}, \xi_s)$ for $\alpha : [0, t] \times \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$ measurable.

To this aim, fix the following terminology.

**Definition 3.3.** We say that a measurable function $\alpha : [0, t] \times \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$ is $\mathbb{P}_\nu$–integrable if one of the following equivalent bounds is satisfied:

$$E_\nu \left[ \sum_{s \in [0,t]} |\alpha(s, X_{s-}, X_s)| \right] < \infty, \quad E_\nu \left[ \int_0^t |\alpha|_\nu(s, X_s)ds \right] < \infty. \quad (14)$$

The equivalence in the above definition comes from the following fact:

**Lemma 3.4.** Given a measurable function $\alpha : [0, t] \times \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$, it holds

$$E_\nu \left[ \sum_{s \in [0,t]} |\alpha(s, X_{s-}, X_s)| \right] = E_\nu \left[ \int_0^t |\alpha|_\nu(s, X_s)ds \right]. \quad (15)$$

In particular, the two bounds in (14) are equivalent. As a consequence, if $\alpha$ satisfies Condition $C[\nu, t]$, then $\alpha$ is $\mathbb{P}_\nu$–integrable.

The proof of the above lemma is given in Section 7. For the next result recall the definition of $G_t$ given in (13).

**Theorem 3.5.** Suppose that $g$ satisfies Condition $C[\nu, t]$. Then the following holds:

1. Let $v : \mathcal{X} \rightarrow \mathbb{R}$ be a measurable function such that $v(X_t) \in L^p(\mathbb{P}_\nu)$ for some $p \in (1, +\infty)$. Then

$$\partial_{\lambda=0} \mathbb{E}_\nu [v(X_t^\lambda)] = \mathbb{E}_\nu [v(X_t) G_t(X_{[0,t]})]. \quad (16)$$

2. For $v : [0, t] \times \mathcal{X} \rightarrow \mathbb{R}$ measurable such that $\int_0^t \|v(s, X_s)\|_{L^p(\mathbb{P}_\nu)}ds < +\infty$ for some $p \in (1, +\infty)$, it holds

$$\partial_{\lambda=0} \mathbb{E}_\nu \left[ \int_0^t v(s, X_s^\lambda)ds \right] = \int_0^t \mathbb{E}_\nu \left[ v(s, X_s) G_s(X_{[0,s]}) \right]ds. \quad (17)$$
(3) Let \( F : D_f([0,t]; \mathcal{X}) \to \mathbb{R} \) be the additive functional of the form
\[
F(\xi_{[0,t]}) = \sum_{s \in (0,t]} \alpha(s, \xi_{s-}, \xi_s),
\]
with \( \alpha : [0,t] \times \mathcal{X} \times \mathcal{X} \to \mathbb{R} \) measurable and such that
\[
\sum_{s \in (0,t]} |\alpha(s, X_{s-}, X_s)| \quad \text{and} \quad \int_0^t |\alpha|_r(s, X_s) ds
\]
belong to \( L^p(\mathbb{P}_\nu) \) for some \( p \in (1, +\infty] \). For example take \( \alpha \) bounded and such that it satisfies Condition \( C[\nu, t] \). Then it holds
\[
\partial_{t=0} \mathbb{E}_\nu \left[ F(\lambda_{[0,t]}) \right] = \int_0^t \mathbb{E}_\nu \left[ (\alpha g)_r(s, X_s) \right] ds
\]
\[
+ \int_0^t \mathbb{E}_\nu \left[ \alpha_r(s, X_s) G_s(X_{[0,s]}) \right] ds,
\]  
where \( \alpha_r \) and \( (\alpha g)_r \) denote the contraction of the functions \( \alpha, \alpha g \) with respect to the transition kernel \( r \), as in \( (9) \).

The above statement should be understood to include that all the expectations appearing are well defined and finite under the stated assumptions. The proof of Theorem 3.5 is given in Section 7. Stochastic calculus for processes with jumps will be crucial to derive the above Item (3), we collect in Section 7 the needed theoretical background.

3.2. Linear response at stationarity. A special role is played by invariant distributions. We recall that a distribution \( \pi \) on \( \mathcal{X} \) is called invariant for the Markov jump process \( (X_t)_{t \geq 0} \) if, when starting with initial distribution \( \pi \), it holds \( (X_t)_{t \geq 0} \overset{\mathcal{D}}{=} (X_t)_{t \geq 0} \) for all \( T > 0 \). If there is no explosion, a distribution \( \pi \) is invariant if and only if we have the following identity between measures on \( \mathcal{X} \):
\[
\pi(dx) \int \mathcal{X} r(x, dy) = \int \mathcal{X} \pi(dy) r(y, dx),
\]
i.e. \( \pi(dx) \hat{r}(x) = \int \mathcal{X} \pi(dy) r(y, dx) \). We denote by \( (X_t^*)_{t \geq 0} \) the stationary time-reversed process. This is again a non-explosive Markov jump process with initial distribution \( \pi \) and with transition kernel \( r^* \) satisfying the detailed balance equation
\[
\pi(dx) r^*(x, dy) = \pi(dy) r^*(y, dx).
\]
Note that \( (22) \) is an identity between measures on \( \mathcal{X} \times \mathcal{X} \). When \( (X_t)_{t \geq 0} \) is a Markov chain, writing \( r^*(x, dy) \) as \( r(x, y) \delta_y \) and \( \pi(dx) \) as \( \pi(x) \delta_x \), we have the explicit well known expression \( r^*(y, x) = \pi(x)r(x, y)/\pi(y) \). For generic Markov jump processes with non atomic measure \( r(x, dy) \), the transition kernel \( r^*(y, dx) \) might not be explicit.

Set
\[
g^*(s, x, y) := g(s, y, x),
\]
and introduce the function
\[
\psi_s(x) := \int \mathcal{X} g(s, y, x) r^*(x, dy) - \int \mathcal{X} g(s, x, y) r(x, dy) = g^*_r(s, x) - g_r(s, x).
\]
Theorem 3.6. Suppose that the unperturbed Markov jump process is stationary with initial distribution $\pi$. Then, under the assumptions of Theorem 3.5 with $\nu$ replaced by $\pi$ and with the same notation for the functionals, we have:

$$\partial_{\lambda=0} E_\pi [v(X_t^\lambda)] = \int_0^t ds E_\pi [v(X_t)\psi_{t-s}(X_{t-s})] = \int_0^t ds E_\pi [v(X_s)\psi_{t-s}(X_0)]$$

$$\partial_{\lambda=0} E_\pi \left[ \int_0^t v(s, X_s^\lambda) ds \right] = \int_0^t ds \int_0^s du E_\pi [v(s, X_s)\psi_{s-u}(X_{s-u})]$$

$$\partial_{\lambda=0} E_\pi [F(X_{[0,t]}^\lambda)] = \int_0^t E_\pi [(\alpha g)_r(s, X_s)] ds + \int_0^t ds \int_0^s du E_\pi [\alpha_r(s, X_s)\psi_{s-u}(X_{s-u})].$$

If, in particular, the perturbation $g$ is of the form $g(s, x, y) = \tau(s)E(x, y)$ (decoupled case), then with $E^*(x, y) := E(y, x)$

$$\partial_{\lambda=0} E_\pi [v(X_t^\lambda)] = \int_0^t ds \tau(t-s)E_\pi [v(X_s)\left(E^*_r(X_0) - E_r(X_0)\right)]$$

$$\partial_{\lambda=0} E_\pi \left[ \int_0^t v(s, X_s^\lambda) ds \right] = \int_0^t ds \int_0^s du \tau(s-u)E_\pi [v(s, X_u)\left(E^*_r(X_0) - E_r(X_0)\right)]$$

$$\partial_{\lambda=0} E_\pi [F(X_{[0,t]}^\lambda)] = \int_0^t \tau(s)E_\pi \left[(\alpha E)_r(s, X_s)\right]$$

$$+ \int_0^t ds \int_0^s du \tau(s-u)E_\pi \left[\alpha_r(s, X_u)\left(E^*_r(X_0) - E_r(X_0)\right)\right].$$

The proof of Theorem 3.6 is provided in Section 13. Note that the second and third formulas in Theorem 3.6 can be rewritten by replacing $E_\pi [v(s, X_s)\psi_{s-u}(X_{s-u})]$ with $E_\pi [v(s, X_u)\psi_{s-u}(X_0)]$ and $E_\pi [\alpha_r(s, X_s)\psi_{s-u}(X_{s-u})]$ by $E_\pi [\alpha_r(s, X_u)\psi_{s-u}(X_0)]$ (the equivalence follows from the stationarity of $\pi$).

Remark 3.7. Note that in the stationary case, covered by Theorem 3.7, the linear response of all the functionals under consideration can be computed explicitly from the 2-time distributions of the stationary time-reversed process. Moreover, we note that the random variable $\psi_{s-u}(X_{s-u}) = g_r^*(s-u, X_{s-u}) - g_r(s-u, X_{s-u})$ has $P_\pi$-zero mean, since

$$E_\pi \left[g_r^*(s-u, X_{s-u})\right] = E_\pi \left[ \int_X g(s-u, y, X_{s-u})r^*(X_{s-u}, dy) \right]$$

$$= \int_X \int_X g(s-u, y, x)\pi(dx)r^*(x, dy)$$

$$= \int_X \int_X g(s-u, y, x)\pi(dy)r(y, dx)$$

$$= E_\pi \left[ \int_X g(s-u, X_{s-u}, y)r(X_{s-u}, dy) \right] = E_\pi \left[g_r(s-u, X_{s-u})\right].$$

As a consequence, the 2-time expectations appearing in the first part of Theorem 3.6 are indeed correlations.

A comparison of our results with the linear response when starting with the invariant distribution of the perturbed process is provided in Appendix 13.
4. Linear response of periodically driven Markov jump processes in the oscillatory steady state

In this section, and the next one, we focus on linear response of Markov jump processes in the oscillatory steady state. We take $\mathcal{X}$ finite and we consider the unperturbed Markov jump process $(X_t)_{t \geq 0}$ on $\mathcal{X}$ with transition rates $r(x,y)$ (with our previous notation the transition kernel would be $r(x,dy) = \sum_{z \in \mathcal{X}} r(x,z) \delta_z(dy)$).

**Assumption 4.1.** The process $(X_t)_{t \geq 0}$ is irreducible, i.e. it can go from any state $x$ to any $y$ via jumps with positive transition rate.

The above assumption is equivalent to the fact that zero is a simple eigenvalue of the generator $\mathcal{L}$. We call $\pi$ the unique invariant distribution of the unperturbed Markov jump process.

The perturbed process $(X^\lambda_t)_{t \geq 0}$ is then the Markov jump process with transition rates

$$r^\lambda_x(x,y) = e^{\lambda g(s,x,y)} r(x,y),$$

$g(\cdot,x,y)$ being periodic on $\mathbb{R}$, bounded and measurable with period $T \in (0, +\infty)$ for any $x,y \in \mathcal{X}$. As $\mathcal{X}$ is finite and $g$ is bounded, no explosion takes place. Moreover, also the discrete–time Markov chain $(X^\lambda_n)_{n \geq 0}$ is irreducible and therefore it admits a unique invariant distribution $\pi_\lambda$. Then the law of the perturbed process $(X^\lambda_t)_{t \geq 0}$ with initial distribution $\pi_\lambda$ (called oscillatory steady state, shortly OSS) is left invariant by time translations which are multiples of $T$. It is simple to check that $\pi_\lambda$ is indeed the unique initial distribution leading to this type of invariance. In what follows we aim to investigate the linear response of mean observables and additive functionals on the time interval $[0,t]$ under $\mathbb{P}_{\pi_\lambda}$ (note that now the initial distribution changes with $\lambda$).

We consider the complex Hilbert space $L^2(\pi)$ with scalar product

$$\langle f, h \rangle = \sum_{x \in \mathcal{X}} \pi(x) f(x) \overline{h(x)}$$ \hspace{1cm} (24)

and write $\| \cdot \|$ for the associated norm. We define $\mathcal{L} : L^2(\pi) \to L^2(\pi)$ as the Markov generator of the unperturbed process $(X_t)_{t \geq 0}$ and write $\mathcal{L}^*$ for its adjoint operator in $L^2(\pi)$:

$$\mathcal{L} f(x) = \sum_{y \in \mathcal{X}} r(x,y) [f(y) - f(x)], \quad x \in \mathcal{X},$$

$$\mathcal{L}^* f(x) = \sum_{y \in \mathcal{X}} r^*(x,y) [f(y) - f(x)], \quad x \in \mathcal{X},$$

where $r^*(x,y) = \pi(y) r(y,x)/\pi(x)$. Then $\langle f, \mathcal{L} h \rangle = \langle \mathcal{L}^* f, h \rangle$ for all $f, h \in L^2(\pi)$. The following lemma will be proved in Section 14.

**Lemma 4.2.** Zero is a simple eigenvalue of $\mathcal{L}^*$ with eigenspace given by the constant functions. All other complex eigenvalues of $\mathcal{L}^*$ have strictly negative real part.

We set

$$L^0_\rho(\pi) := \{ f \in L^2(\pi) : \pi[f] = 0 \},$$

where $\pi[f] = \sum_x \pi(x) f(x)$. Then $\mathcal{L}^*$ is an isomorphism if restricted to $L^0_\rho(\pi)$, indeed $\pi[\mathcal{L}^* f] = 0$ by stationarity of $\pi$ (hence $\mathcal{L}^* f \in L^0_\rho(\pi)$) and $\mathcal{L}^*$ restricted to the finite-dimensional space $L^0_\rho(\pi)$ is injective by Lemma 4.2. In what follows, we use the
following notation:

\[ f \in L^2_0(\pi) \Rightarrow (\mathcal{L}^*)^{-1}f := h \text{ where } h \in L^2_0(\pi), \quad \mathcal{L}^* h = f. \]  

(25)

Moreover, given \( c \in \mathbb{R} \setminus \{0\} \), the operator \( (ic + \mathcal{L}^*) : L^2(\pi) \to L^2(\pi) \) is an isomorphism, since it is injective by Lemma 4.2 and \( L^2(\pi) \) is finite dimensional.

We can decompose the space \( L^2(\pi) \) as direct sum of the \( \mathcal{L}^* \)-invariant subspaces \( L^2_0(\pi) \) and \{constant functions\}. Furthermore, we can decompose \( L^2_0(\pi) \) as direct sum of \( \mathcal{L}^* \)-invariant subspaces where, in a suitable basis, \( \mathcal{L}^* \) has the canonical Jordan form. Fixed a dimension \( n \), let \( A_i \) be the matrix with ones on the \( i \)-th upper diagonal, and zeros on the other entries (i.e. \( (A_i)_{j,k} = \delta_{j+i,k} \), thus implying that \( A_0 = I \)). The canonical Jordan form in dimension \( n \) is given by \( J_\gamma := \gamma I + A_1 \) for some \( \gamma \in \mathbb{C} \). We have \( e^{sJ_\gamma} = e^{s\gamma}((I + sA_1 + (s^2/2!)A_2 + \cdots + (s^{n-1}/(n-1)!))A_{n-1}) \).

Therefore, if \( \Re(\gamma) < 0 \), all entries of \( e^{sJ_\gamma} \) decay exponentially in \( s \). Moreover, since for \( \gamma \neq 0 \) we have \( J_\gamma^{-1} = -\gamma^{-2}A_1 + \gamma^{-3}A_2 + \cdots + (-1)^{n-1}\gamma^{-n}A_{n-1} \), it is simple to check that \( \int_0^{+\infty} e^{s\gamma}ds = -J_\gamma^{-1} \) if \( \Re(\gamma) < 0 \). Since \( ic + J_\gamma = J_{ic+\gamma} \), the above formula also implies that \( \int_0^{+\infty} e^{(ic+J_\gamma)t}ds = -(ic+J_\gamma)^{-1} \) if \( \Re(\gamma) < 0 \). Writing \( ||\cdot|| \) for the norm in \( L^2_0(\pi) \), the above observations and Lemma 4.2 imply that there exists \( \kappa > 0 \) such that

\[ ||e^{s\mathcal{L}^*}f|| \leq e^{-\kappa s}||f|| \quad \forall f \in L^2_0(\pi) \]

and that (recall (25))

\[ (ic + \mathcal{L}^*)^{-1}f = -\int_0^{+\infty} e^{(ic+\mathcal{L}^*)t}fds, \quad \forall c \in \mathbb{R}, \quad \forall f \in L^2_0(\pi). \]

(27)

We will frequently use the above formulas in what follows.

We introduce the transition matrix \( P_{\lambda,t} = (P_{\lambda,t}(x,y))_{x,y \in \mathcal{X}} \) defined as

\[ P_{\lambda,t}(x,y) := \mathbb{P}_x(X^\lambda_t = y). \]

When \( \lambda = 0 \) we simply write \( P_t \). Note that, for \( t > 0 \), the matrix \( P_{\lambda,t} \) has positive entries. Hence, by Perron-Frobenius Theorem, 1 is a simple eigenvalue of \( P_{\lambda,t} \) for \( t > 0 \) and the distribution \( \pi_{\lambda} \) is the only row vector satisfying \( \pi_{\lambda} P_{\lambda,T} = \pi_{\lambda}, \sum_{x \in \mathcal{X}} \pi_{\lambda}(x) = 1 \).

By Proposition 3.4 the matrix \( P_{\lambda,t} \) is differentiable at \( \lambda = 0 \). As 1 is a simple eigenvalue of \( P_t \), by standard finite dimensional perturbation theory [17] we get that \( \pi_{\lambda} \) is differentiable at \( \lambda = 0 \). By setting \( \dot{\pi} := \partial_{\lambda=0} \pi_{\lambda} \) and \( \dot{P}_T := \partial_{\lambda=0} P_{\lambda,T} \) we have

\[ \dot{\pi}(P_T - I) = -\pi \dot{P}_T. \]

(28)

Define

\[ a(x) := \dot{\pi}(x)/\pi(x) \quad \forall x \in \mathcal{X} \]

and recall from (23) that

\[ \psi_1(x) := \sum_{y \in \mathcal{X}} (r^*(x,y)g(t,y,x) - r(x,y)g(t,x,y)) = g^r_\ast(t,x) - g_r(t,x). \]

(29)

In what follows we think of \( a \) and \( \psi_1 \) as column vectors. Note that \( \psi_1 \) is \( T \)-periodic in time. Moreover, \( \psi_1 \in L^2_0(\pi) \) for all \( t \) by Remark 3.7. Due to (20) and since \( \sup_{t \in \mathbb{R}} ||\psi_1|| < +\infty \), we get for some \( C, \kappa > 0 \) that

\[ \sup_u ||e^{s\mathcal{L}^*}\psi_1|| \leq Ce^{-\kappa s} \quad \forall s \geq 0. \]

(30)
In particular, the integral \( \int_0^\infty ds \, e^{s \mathcal{L}^*} \psi_{t-s} \) is well defined for any \( t \in \mathbb{R} \). The linear response of \( \pi_\lambda \) is described by the following result, proved in Section 14.

**Lemma 4.3.** We have \( a = \int_0^\infty ds \, e^{s \mathcal{L}^*} \psi_{-s} \).

Up to now we have focused on the linear response of the marginal \( \pi_\lambda \) at time zero of the OSS, but there is nothing special about time zero. In particular, writing \( \pi_{\lambda,t} \) for the marginal at time \( t \) of the OSS (i.e. \( \pi_{\lambda,t}(x) := \mathbb{P}_{\pi_\lambda}(X_t = x) \)), Lemma 4.3 implies the following (we omit the proof since immediate):

**Corollary 4.4.** Defining the column vector \( a_t \) as \( a_t(x) := \frac{\partial_{\lambda=0} \pi_{\lambda,t}(x)}{\pi(x)} \) for \( x \in \mathcal{X} \), we have \( a_t = \int_0^\infty ds \, e^{s \mathcal{L}^*} \psi_{t-s} \).

By combining Theorem 3.6 with the above result, we get the linear response in the OSS for the same functionals of Theorem 3.6.

**Theorem 4.5.** Consider the OSS of the perturbed dynamics.

1. For \( v : \mathcal{X} \to \mathbb{R} \) it holds
   \[
   \partial_{\lambda=0} \mathbb{E}_{\pi_\lambda}[v(X^\lambda_s)] = \int_0^\infty ds \, \langle e^{s \mathcal{L}} v, \psi_{t-s} \rangle = \int_0^\infty ds \, \mathbb{E}_{\pi}[v(X_s) \psi_{t-s}(X_0)].
   \] (31)

2. For \( v : [0, t] \times \mathcal{X} \to \mathbb{R} \) measurable such that \( \int_0^t |v(s, x)| ds < +\infty \) for all \( x \in \mathcal{X} \), it holds
   \[
   \partial_{\lambda=0} \mathbb{E}_{\pi_\lambda} \left[ \int_0^t v(s, X^\lambda_s) ds \right] = \int_0^t du \int_0^\infty ds \, \langle e^{s \mathcal{L}} v(u, \cdot), \psi_{u-s} \rangle
   \]
   \[
   = \int_0^t du \int_0^\infty ds \, \mathbb{E}_{\pi}[v(u, X_s) \psi_{u-s}(X_0)].
   \] (32)

3. For \( F : D_f([0, t]; \mathcal{X}) \to \mathbb{R} \) additive functional of the form (25), i.e. \( F(\xi_{[0, t]}) = \sum_{s \in [0, t]} \alpha(s, \xi_{s-}, \xi_s) \), with \( \alpha : [0, t] \times \mathcal{X} \times \mathcal{X} \to \mathbb{R} \) measurable and such that \( \int_0^t |\alpha|^r(s, x) ds < +\infty \) for all \( x \in \mathcal{X} \). Then it holds
   \[
   \partial_{\lambda=0} \mathbb{E}_{\pi_\lambda} \left[ \sum_{s \in [0, t]} \alpha(s, X^\lambda_{s-}, X^\lambda_s) \right] = \int_0^t \mathbb{E}_{\pi}[\langle \alpha g \rangle^r(s, X_s)] ds
   \]
   \[
   + \int_0^t ds \int_0^\infty du \mathbb{E}_{\pi}[\alpha^r(s, X_u) \psi_{s-u}(X_0)].
   \] (33)

We refer to Section 14 for the proof of Theorem 4.5.

**Remark 4.6.** By the first formula in Theorem 4.6 and the \( T \)-periodicity of \( \psi_t \), from (31) we get that

\[
\partial_{\lambda=0} \mathbb{E}_{\pi_\lambda}[v(X^\lambda_t)] = \lim_{n \to +\infty} \partial_{\lambda=0} \mathbb{E}_{\pi}[v(X^\lambda_{t+nT})].
\] (34)

Let \( \omega \) denote the frequency associated to the period \( T \), i.e. \( T = 2\pi/\omega \). Given a \( T \)-periodic integrable real function \( f \) we write

\[
c_k(f) := \frac{1}{T} \int_0^T e^{-ik\omega t} f(t) dt, \quad k \in \mathbb{Z},
\]
for its Fourier coefficients, thus leading to \( f(t) = \sum_{k \in \mathbb{Z}} c_k(f)e^{ik\omega t} \). We also write in Fourier representation
\[
\psi_t(x) := \sum_{k \in \mathbb{Z}} \hat{\psi}_k(x)e^{ik\omega t}, \quad g(t, x, y) = \sum_{k \in \mathbb{Z}} \hat{g}_k(x, y)e^{ik\omega t}
\]
thus leading to \( \hat{\psi}_k(x) = \sum_{y \in \mathcal{X}} (r^*(x, y)\hat{g}_k(y, x) - r(x, y)\hat{g}_k(x, y)) \). For the next linear response result, recall also the notation (25) and note that \( \hat{\psi}_k \in \mathcal{L}_0^2(\pi) \). Indeed, as already observed, \( \psi_t \in \mathcal{L}_0^2(\pi) \) and therefore the same holds for \( \hat{\psi}_k = \frac{1}{T} \int_0^T e^{-ik\omega t} \psi_t dt \).

**Theorem 4.7.** Given \( v : \mathcal{X} \to \mathbb{R} \), the map \( t \mapsto f_\lambda(t) := \mathbb{E}_{\pi, X}[v(X_t^\lambda)] \) is \( T \)-periodic in time. Moreover, for any \( k \in \mathbb{Z} \) it holds
\[
\partial_{\lambda=0} c_k(f_\lambda) = \int_0^\infty ds \langle \mathcal{E} + ik\omega v, \hat{\psi}_k \rangle = \int_0^\infty ds e^{-ik\omega s} \mathbb{E}_{\pi}[v(X_s)\hat{\psi}_k(X_0)].
\]

**Proof of Theorem 4.7.** By (32)
\[
\partial_{\lambda=0} c_k(f_\lambda) = \frac{1}{T} \int_0^T dt e^{-ik\omega t} \int_0^\infty ds \langle \mathcal{E} v, \psi_{t-s} \rangle.
\]
As \( \psi_t \) is \( T \)-periodic we have \( \frac{1}{T} \int_0^T dt e^{-ik\omega t} \psi_{t-s} = e^{-ik\omega s} \hat{\psi}_k \), which gives the result. \( \square \)

In the special decoupled case \( g(s, x, y) = \tau(s)E(x, y) \) the linear response formulas collected up to now admit a simplified form, we omit the proof since straightforward.

**Theorem 4.8.** Suppose that \( g(s, x, y) = \tau(s)E(x, y) \) and let \( E^*(x, y) := E(y, x) \). Then, \( \psi_t(x) = \tau(t)(E^*_{r^*}(x) - E_r(x)) \) and, in the same setting of Theorems 4.5 and 4.7, formulas (31), (32), (35) and (36) read:
\[
\partial_{\lambda=0} \mathbb{E}_{\pi, X}[v(X_t^\lambda)] = \int_0^\infty ds \tau(t-s)\mathbb{E}_{\pi}[v(X_s)(E^*_{r^*}(X_0) - E_r(X_0))]
\]
\[
\partial_{\lambda=0} \mathbb{E}_{\pi, X} \left[ \int_0^t v(s, X_s^\lambda)ds \right] = \int_0^t du \int_0^\infty ds \tau(u-s)\mathbb{E}_{\pi}[v(u, X_s)(E^*_{r^*}(X_0) - E_r(X_0))]
\]
\[
\partial_{\lambda=0} \mathbb{E}_{\pi, X} \left[ \sum_{s \in [0,t]} \alpha(s, X_s^\lambda)ds \right] = \int_0^t \tau(s) \mathbb{E}_{\pi}[(\alpha E)_r(s, X_s)ds] + \int_0^t du \int_0^\infty ds \tau(s-u)\mathbb{E}_{\pi}[\alpha_r(s, X_u)(E^*_{r^*}(X_0) - E_r(X_0))]
\]
\[
\partial_{\lambda=0} c_k(f_\lambda) = \hat{\tau}_k \int_0^\infty e^{-ik\omega s} \mathbb{E}_{\pi}[v(X_s)(E^*_{r^*}(X_0) - E_r(X_0))] ds.
\]

5. Complex mobility matrix

As an example of application of the results in Section 4, we discuss the complex mobility matrix of a random walk on a torus with heterogeneous jump rates. To this aim, given an integer \( N \geq 1 \), we consider the torus \( \mathbb{T}_N^d := \mathbb{Z}^d / N\mathbb{Z}^d \).

The unperturbed Markov jump process \( (X_t)_{t \geq 0} \) is given by the random walk on \( \mathbb{T}_N^d \) jumping between nearest-neighbour points with jump rates \( r(x, y) > 0 \) \( (r(x, y) := 0 \) if \( x, y \) are not nearest-neighbours). By irreducibility, the random walk admits a
unique invariant distribution $\pi$ on $\mathbb{T}_N^d$. Let $r^*(x, y)$ be the time-reversed jump rates, i.e. $r^*(x, y) = \pi(y)r(y, x)/\pi(x)$. A special case is given by the reversible random walk on the torus, for which $r^*(x, y) = r(x, y)$. For example, if $r(x, y) = r(y, x)$ for all $x, y$, then $\pi$ is the uniform distribution and $r^*(x, y) = r(x, y)$.

We introduce a time-oscillatory field along the direction of a fixed unit vector $v \in \mathbb{R}^d$. Given $\lambda > 0$ and $\omega \in \mathbb{R} \setminus \{0\}$, the perturbed random walk $(X^\lambda_t)_{t \geq 0}$ has jump rates at time $t$ given by

$$r^\lambda_t(x, y) := \exp\{\lambda \cos(\omega t)(y - x) \cdot v\} r(x, y)$$

for $x, y$ nearest-neighbours ($r^\lambda_t(x, y) := 0$ otherwise). Above $w \cdot v$ denotes the Euclidean scalar product of the vectors $v, w$. As before, we write $\pi_\lambda$ for the initial distribution of the OSS. Note that the perturbation is of decoupled form $g(s, x, y) = \tau(s)E(x, y)$ with $\tau(s) = \cos(\omega s)$ and $E(x, y) = (y - x) \cdot v$ for $x, y$ nearest-neighbours and $E(x, y) = 0$ otherwise. Setting

$$\Psi(x) := - \sum_{e:|e|=1} (r^*(x, x + e) + r(x, x + e)e) e \in \mathbb{R}^d,$$

we have (recall that $E^*(x, y) := E(y, x)$)

$$E^*_{\tau^\lambda_r}(x) - E_{\tau^\lambda_r}(x) = \Psi(x) \cdot v.$$  

Note that $\Psi(x) = -2 \sum_{e:|e|=1} r(x, x + e)e$ for the reversible random walk. As an immediate consequence of Theorem 4.8 we get that, for any function $f : \mathbb{T}_N^d \rightarrow \mathbb{R}$,

$$\partial_{\lambda=0}E_{\pi_\lambda}[f(X^\lambda_t)] = \int_0^\infty \cos(\omega(t - s)) \langle e^{s \mathcal{L}} f, \Psi \cdot v \rangle ds$$

$$= \Re\left( \int_0^\infty e^{i\omega t} \langle f, e^{-(i\omega - \mathcal{L}^*)s}(\Psi \cdot v) \rangle ds \right)$$

$$= \Re\left( e^{i\omega t} \langle f, (i\omega - \mathcal{L}^*)^{-1}(\Psi \cdot v) \rangle \right).$$

For the above formula, recall [27], that the above integrands decay exponentially fast in $s$ and that $\Re(z)$ denotes the real part of the complex number $z$. Calling $(Y^\lambda_t)_{t \geq 0}$ the random walk obtained by lifting to $\mathbb{Z}^d$ the original one $(X^\lambda_t)_{t \geq 0}$, we get that the mean instantaneous velocity in the OSS at time $t$ is given by

$$V^\lambda_t := \frac{d}{dt}E_{\pi_\lambda}[Y^\lambda_t] = \sum_{e:|e|=1} E_{\pi_\lambda}[r^\lambda_t(X^\lambda_t, X^\lambda_t + e) e].$$

In what follows we denote by $e_1, e_2, \ldots, e_d$ the canonical basis of $\mathbb{R}^d$. Moreover, we let $c, \gamma : \mathbb{T}_N^d \rightarrow \mathbb{R}^d$ be defined as

$$c(x) := \sum_{j=1}^d [r(x, x + e_j) + r(x, x - e_j)] e_j,$$

$$\gamma(x) := \sum_{j=1}^d [r(x, x + e_j) - r(x, x - e_j)] e_j = \sum_{e:|e|=1} r(x, x + e)e.$$

**Theorem 5.1.** Given $\omega \neq 0$ it holds

$$\partial_{\lambda=0}V^\lambda_t = \Re\left( e^{i\omega t} \sigma(\omega) v \right).$$
where the complex mobility matrix \( \sigma(\omega) = (\sigma_{j,k}(\omega)) \) is the \( d \times d \) matrix with complex entries given by

\[
\sigma_{j,k}(\omega) = \pi[c_j] \delta_{j,k} + \langle \gamma_j, (i\omega - \mathcal{L}^*)^{-1}\Psi_k \rangle \\
= \pi[c_j] \delta_{j,k} + \int_0^{+\infty} \langle \gamma_j, e^{-(i\omega - \mathcal{L})s}\Psi_k \rangle .
\]

(45)

For the reversible random walk it holds \( \Psi(x) = -2\gamma(x) \) and \( \mathcal{L}^* = \mathcal{L} \), thus implying that \( \sigma(\omega) \) is symmetric and

\[
\sigma_{j,k}(\omega) = \pi[c_j] \delta_{j,k} - 2\langle \gamma_j, (i\omega - \mathcal{L})^{-1}\gamma_k \rangle \\
= \pi[c_j] \delta_{j,k} - 2 \int_0^{+\infty} \langle \gamma_j, e^{-(i\omega - \mathcal{L})s}\gamma_k \rangle .
\]

(46)

The proof of the above theorem is given in Section 15.1.

**Remark 5.2.** Given \( d \times d \) complex matrices \( A, B \) with \( \Re(e^{i\omega t} Av) = \Re(e^{i\omega t} Bv) \) for all \( t \geq 0 \) and \( v \in \mathbb{R}^d \), then necessarily \( A = B \), since it must be \( \cos(\omega t)\Re(A - B)v = 0 \) and \( \sin(\omega t)\Im(A - B)v \equiv 0 \) for all \( t \geq 0 \) and \( v \in \mathbb{R}^d \). In particular, the validity of the identity (44) for all \( t, v \) univocally determines \( \sigma(\omega) \).

In Section 6.6 we will compute \( \sigma(\omega) \) explicitly in particular cases. When the system is very heterogenous, \( \sigma(\omega) \) cannot be computed explicitly. Formulas (43) and (44) in Theorem 5.1 are nevertheless useful for investigating the properties of \( \sigma(\omega) \) (cf. [9]) and also for proving homogenization of \( \sigma(\omega) \) as \( N \to +\infty \) in the case of random unperturbed jump rates (cf. [10]).

5.1. **Extension to more general jump rates.** We can introduce and analyze the complex mobility matrix also when the unperturbed process has long jumps. We describe below how to modify the above discussion in the general case.

We fix a finite set \( \mathcal{Z} \subset \mathbb{Z}^d \) such that the canonical projection \( \pi : \mathbb{Z}^d \to \mathbb{T}_N^d = \mathbb{Z}^d/N\mathbb{Z}^d \) is injective when restricted to \( \mathcal{Z} \). Given \( x \in \mathbb{T}_N^d \) and \( z \in \mathcal{Z} \) we write \( x + z \) for the site \( x + \pi(z) \) in \( \mathbb{T}_N^d \). The above sum is understood in the additive quotient group \( \mathbb{T}_N^d = \mathbb{Z}^d/N\mathbb{Z}^d \) (also before we wrote \( x + \epsilon \) for \( x + \pi(\epsilon) \)). Since \( \pi \) restricted to \( \mathcal{Z} \) is injective, the sites \( x + z \) with \( z \in \mathcal{Z} \) are all distinct.

We assume now that the unperturbed Markov jump process \( (X_t)_{t \geq 0} \) is an irreducible Markov chain (random walk) on \( \mathbb{T}_N^d \) with jump rates \( r(x, y) \) and that \( r(x, y) = 0 \) if \( y \not\in \{x + z : z \in \mathcal{Z} \} \). Fixed a unit vector \( v \in \mathbb{R}^d \) we define the perturbed jump rates as

\[
r_t^\lambda(x, y) := \begin{cases} 
\exp\{\lambda \cos(\omega t)(z \cdot v)\} r(x, x + z) & \text{if } y = x + z \text{ for some } z \in \mathcal{Z} , \\
0 & \text{otherwise}.
\end{cases}
\]

(47)

Since \( \pi \) is injective on \( \mathcal{Z} \), if \( y = x + z \) for some \( z \in \mathcal{Z} \) then \( z \) in univocally determined, thus assuring the the above definition is well posed. Due to (47) \( g(s, x, y) = \tau(s) E(x, y) \) with \( \tau(s) = \cos(\omega s) \) and

\[
E(x, y) = \begin{cases} 
z \cdot v & \text{if } y = x + z \text{ for some } z \in \mathcal{Z} , \\
0 & \text{otherwise}.
\end{cases}
\]

In place of (38) we now set \( \Psi(x) := -\sum_{z \in \mathcal{Z}} (r^*(x, x + z) + r(x, x + z)) z \). Then (39) remains valid. Indeed, for \( z \in \mathcal{Z} \) we have \( E(x + z, z) = -z \cdot v \) and therefore
\[ E^*_r(x) = \sum_{y \in \mathbb{Z}^d} r^*_r(x,y)E(y,x) = -\sum_{z \in \mathbb{Z}} r^*_r(x,x+z)z \cdot v. \]

Due to (39) equation (40) is still valid.

We now introduce the lifted random walk \( Y^\lambda := (Y^\lambda_t)_{t \geq 0} \) by requiring that \( \pi(Y^\lambda_t) = X^\lambda_t \) and that \( Y^\lambda \) makes a jump \( z \) whenever \( X^\lambda_t \) jumps from \( x \) to \( x+z \) for some \( z \in \mathbb{Z} \) (due to our assumptions, a.s. the jumps of \( X^\lambda \) belongs to \( \mathbb{Z} \)). As \( Y^\lambda \) we can take any point in \( \pi^{-1}(X^\lambda_0) \). The mean instantaneous velocity is now given by

\[ V_\lambda(t) := \frac{d}{dt} E_{\pi_\lambda}[Y^\lambda_t] = \sum_{z \in \mathbb{Z}} E_{\pi_\lambda}[r^\lambda_t(X^\lambda_t, X^\lambda_t + z)]z. \] (48)

**Theorem 5.3.** Fix \( \omega \neq 0 \) and set \( \gamma(x) := \sum_{z \in \mathbb{Z}} r(x,x+z)z \). Then the content of Theorem 5.3 remains valid by replacing the term \( \pi[\delta_{j,k}] \) in (45) and (46) with \( \sum_{z \in \mathbb{Z}} \pi[r(\cdot, \cdot + z)]z_j z_k \).

The proof is a slight modification of the proof of Theorem 5.1 and it is sketched in Section 15.2.

### 6. Examples

In this section we present some applications of the theoretical results developed so far.

#### 6.1. Random walks on \( \mathbb{Z}^d \) with confining potential and external field. Below, given sites \( y, z \in \mathbb{Z}^d \), we write \( y \sim z \) if \( |y - z| = 1 \).

##### 6.1.1. Unperturbed random walk. As unperturbed process we take the nearest-neighbour random walk \( (X_t)_{t \geq 0} \) on \( \mathbb{Z}^d \) with transition rates given by

\[ r(y,z) = \exp \left\{ -\frac{1}{2}(V(z) - V(y)) + \frac{1}{2} f(y,z) \right\}, \quad y \sim z, \] (49)

for \( V \) potential function. We assume that

\[ \lim_{|y| \to +\infty} V(y) = +\infty \quad \text{and} \quad \|f\|_\infty < \infty. \] (50)

At cost of including the inverse temperature \( \beta \) in \( V \) and \( f \), we take \( \beta = 1 \). If the above rates come from a local detailed balance then it must be \( r(y,z) = e^{-\Delta H(y,z)} \), where \( \Delta H(y,z) \) is the energetic variation in a transition from \( y \) to \( z \). In this case, due to (49), we have

\[ \Delta H(y,z) = (V(z) - V(y)) + \frac{1}{2} [f(z,y) - f(y,z)] \] for \( y \sim z \).

It is then natural to think of \( f(y,z) \) as the work done by an external field on the particle during the transition from \( y \) to \( z \) and therefore to take \( f(y,z) = -f(z,y) \), thus leading to

\[ \Delta H(y,z) = (V(z) - V(y)) - f(y,z), \quad y \sim z. \] (51)

The special case of a spatially uniform external field equal to \( v \in \mathbb{R}^d \) (in addition to the conservative field associated to \( V \)) can be described by taking \( f(y,z) = v \cdot (z-y) \), or equivalently by changing the potential \( V(y) \) into \( V(y) - v \cdot y \). In general, one can include into \( V \) the effect of all potential fields.

The factor \( e^{-\frac{1}{2}f(y,z)} \) in the rate \( r(y,z) \) can also be due to a microscopic energetic barrier (as in the random barrier model) and in this case it is natural to have \( f(y,z) = f(z,y) \). Of course, we can take \( f \equiv 0 \) as well.
Following [3] Section 10.5], when \( V \in C^1(\mathbb{R}^d) \), we say that \( V \) has diverging radial variation which dominates the transversal variation if, by orthogonally decomposing \( \nabla V(y) \) with \( y \neq 0 \) as
\[
\nabla V(y) = (\nabla V(y), \hat{y}) \hat{y} + W(y) \text{ with } \hat{y} := y/|y|, 
\]
it holds
\[
\lim_{|y| \to +\infty} (\nabla V(y), \hat{y}) = +\infty \text{ and } |W(y)| \leq \frac{\alpha}{\sqrt{d}} (\nabla V(y), \hat{y}) + C \tag{52}
\]
for \( \alpha \in [0,1) \) and \( C \geq 0 \). Note that [52] implies that \( \lim_{|y| \to +\infty} V(y) = +\infty \).

We recall some results for the unperturbed random walk obtained (sometimes implicitly) in [3]:

**Proposition 6.1.** [3] The following hold:

(i) The unperturbed random walk does not explode almost surely for any starting point.

(ii) If \( f(y,z) = f(z,y) \) for all \( y \sim z \) and if \( Z := \sum_{y \in \mathbb{Z}^d} e^{-V(y)} < \infty \), then the unperturbed random walk is reversible with respect to the stationary distribution \( \pi(x) = e^{-V(x)/Z} \).

(iii) The unperturbed random walk admits a stationary distribution if
\[
\lim_{|y| \to +\infty} -\frac{LU}{U}(y) = +\infty, \quad U(y) := e^{V(y)/2}. \tag{53}
\]

(iv) Setting \( r_0(y,z) := \exp\{-\frac{1}{2}[V(z) - V(y)]\} \), the above condition [53] is satisfied if \( r_0(y) := \sum_{z:y \sim z} r_0(y,z) \to +\infty \) as \( |y| \to \infty \), and this in turn holds whenever \( V \in C^1(\mathbb{R}^d) \) has diverging radial variation which dominates the transversal variation.

We refer the interested reader to [3] Section 10.5] for a class of external forces \( f \) for which the stationary distribution exists and is given by \( \pi(x) = e^{-V(x)/Z} \).

**Proof of Proposition [6,7]** Non–explosion in Item (i) is guaranteed by the existence of a diverging non-negative function \( U \) on \( \mathbb{Z}^d \) satisfying [3]. As discussed in [3] Section 10.5], this can be taken to be \( U(y) = e^{V(y)/2} \), to find that
\[
\frac{LU}{U}(y) = \sum_{z:y \sim z} \left( e^{\frac{V(x)-V(y)}{2}} - 1 \right) r(y,z) \\
= \sum_{z:y \sim z} \left( 1 - e^{-\frac{1}{2}[V(z)-V(y)]} \right) e^\frac{f}{2}f(y,z) \leq 2d e^{\frac{f}{2}} \quad \forall y \in \mathbb{Z}^d. \tag{54}
\]

To prove Item (ii), one easily checks detailed balance. To prove Item (iii), by [3] Proposition 4.1], it is enough to show that [55] implies Condition \( C(\sigma) \) with \( \sigma = 0 \) defined in [3] Section 3. By taking \( u_n := U \) there, this condition \( C(0) \) reduces to the following: (a) \( \sum_{z:y \sim z} r(y,z) U(z) < +\infty \) for all \( y \); (b) \( U \) is bounded from below by a positive constant; (c) \( \lim_{|y| \to +\infty} W(y) = +\infty \) where \( W(y) := -LU(y)/U(y) \); (d) \( W \) is bounded from below. We note that (a) is trivially satisfied; (b) is valid as \( U = e^{V/2} \) and \( \lim_{|y| \to +\infty} V(y) = +\infty \); (d) follows from (c), and (c) corresponds to [55].

Finally, Item (iv) follows from the observations contained in the proof of [3] Lemma 10.3]. For the reader’s convenience we just point out that the first part
follows from the estimate
\[
\frac{LU}{U}(y) = \sum_{z:z\sim y} r(y, z) - \sum_{z:z\sim y} e^{\frac{1}{2}f(y, z)} \geq r_0(y) e^{-\frac{1}{2}\|f\|_\infty} - 2de^{\frac{1}{2}\|f\|_\infty} .
\] (55)

We point out that the derivation of the second part of Item (iv) in the proof of Lemma 10.3\] does not use that \(\sum_{y\in\mathbb{Z}^d} e^{-V(y)} < +\infty\) as assumed at the beginning of Section 10.5 in [3].

\[
\text{Proof.}
\]

By Lemma 2.3, in order to guarantee that a function which means \(\phi\)
\[
\forall y \in \mathbb{Z},
\]
which means \(\phi(y) = \phi(0)c(y)\) for all \(y \in \mathbb{Z}\), where
\[
c(y) := \begin{cases} 
\prod_{j=0}^{y-1} e^{\frac{1}{2} f((j,j+1)-(j+1,j))} & \text{if } y \geq 1, \\
\prod_{j=0}^{-y-1} e^{\frac{1}{2} f((j,j+1)-(j+1,j))} & \text{if } y \leq -1 .
\end{cases}
\]

As an immediate consequence we have:

**Proposition 6.2.** For \(d = 1\) the unperturbed random walk admits a reversible distribution \(\pi\) if and only if \(Z := \sum_{y\in\mathbb{Z}} e^{-V(y)}c(y) < +\infty\). In this case we have \(\pi(y) = e^{-V(y)}c(y)/Z\). In particular reversibility takes place in the following cases: (i) \(f(y, z) = f(z, y)\) for all \(y \sim z\) and \(\sum_{y\in\mathbb{Z}} e^{-V(y)} < +\infty\), (ii) \(f\) is only non–zero on a finite family of edges and \(\sum_{y\in\mathbb{Z}} e^{-V(y)} < +\infty\), (iii) \(\sum_{y\in\mathbb{Z}} e^{-V(y)} + \|f\|_\infty|y| < +\infty\).

6.1.2. Perturbed random walk. For the perturbed process we fix \(\lambda > 0\) and a bounded and measurable function \(g : [0, t] \times \mathbb{Z}^d \times \mathbb{Z}^d \to \mathbb{R}\), and set \(r^\lambda(s, y, z) := e^{\lambda g(s, y, z)}r(y, z)\) for all \(s \in [0, t]\) and neighbouring vertices \(y \sim z\).

We isolate the following technical result for later applications:

**Lemma 6.3.** Let \(\alpha : [0, t] \times \mathbb{Z}^d \times \mathbb{Z}^d \to \mathbb{R}\) be bounded and measurable (for example, \(\alpha = g\)). Then \(\alpha\) satisfies Condition \(C[\nu, t]\) with parameter \(\theta := \|\alpha\|_\infty^{-1} e^{-\|f\|_\infty}\) for \(\nu = \delta_x\) and any \(x \in \mathbb{Z}^d\), and in general for any distribution \(\nu\) such that \(\|\nu e^{V/2}\| < +\infty\).

**Proof.** By Lemma 2.3\] in order to guarantee that a function \(\alpha\) satisfies Condition \(C[\nu, t]\) with parameter \(\theta > 0\) it suffices to find a positive function \(U : \mathbb{Z}^d \to \mathbb{R}\), bounded away from zero, such that \(LU \leq CU - \theta|\alpha|_rU\) for some \(C > 0\) and such that \(\nu[U] < +\infty\). Again we take \(U := e^{V/2}\). Since \(\lim_{|y| \to +\infty} V(y) = +\infty\), \(U\) is bounded away from zero. By (55) \((LU/U)(y) \leq 2de^{\|f\|_\infty/2} - \hat{r}_0(y) e^{-\|f\|_\infty/2},\) while
\[
|\alpha|_r(s, y) := \sum_{z:z\sim y} |\alpha(s, y, z)|r(y, z) \leq \|\alpha\|_\infty \hat{r}_0(y) e^{-\|f\|_\infty/2} .
\]

It thus suffices to take \(\theta := \|\alpha\|_\infty^{-1} e^{-\|f\|_\infty}\) to have that \(LU/U \leq C - \theta|\alpha|_r\) for some \(C > 0\). □

The application of Lemma 6.3\] above is twofold. Firstly, one can take \(\alpha = g\) (since \(g\) is bounded), to get that \(g\) satisfies Condition \(C[\nu, t]\) for \(\nu\) as in the lemma. This, by Theorem 2.5\] automatically implies non-explosion of the perturbed process for \(\lambda < 1/(8\|g\|_\infty e^{\|f\|_\infty})\), as well as the linear response results stated in Theorems 3.5 and 3.6\]. Secondly, one can apply Lemma 6.3\] to a bounded function \(\alpha\) entering in the definition of the additive functional (18), to get that \(\alpha\) satisfies Condition \(C[\nu, t]\)
rates defined in terms of a local detailed balance. As for (51) we consider

Suppose that the unperturbed process has a stationary distribution

We conclude this section by discussing an application of Theorem 5.4 on linear response starting from the unperturbed stationary distribution \( \pi \). We consider jump rates defined in terms of a local detailed balance. As for (51) we consider \( g(s, \cdot, \cdot) \) antisymmetric, i.e. \( g(s, x, y) = -g(s, y, x) \). Then we focus on the work functional \( F(X_{[0,t]}), \) given by the work done by all forces (also the time-dependent ones producing the perturbation). We have

\[
F(X_{[0,t]}):= -V(X_t) + V(X_0) + \sum_{s \in (0,t]} f(X_{s-}, X_s) + 2\lambda \sum_{s \in (0,t]} g(s, X_{s-}, X_s). \tag{57}
\]

**Proposition 6.4.** Suppose that the unperturbed process has a stationary distribution \( \pi \), from which it is started (see Propositions 6.1 and 6.2 for sufficient conditions). Suppose that \( f \) and \( g \) satisfy Condition \( C[\pi, t] \) and that \( V \in L^p(\pi) \) for some \( p \in (1, +\infty) \) (by Lemma 6.3 and since \( V \to +\infty \) it suffices to require \( \pi[e^{V/2}] < +\infty \), which reads \( \sum_{y \in \mathbb{Z}^d} e^{-V(y)/2} < +\infty \) in the case of zero external force \( f \equiv 0 \)). Then

\[
\partial_{\lambda=0} \mathbb{E}_\pi [F(X_{[0,t]})] = -\int_0^t ds \mathbb{E}_{\pi}[V(X_s)\psi_{t-s}(X_0)] + \int_0^t \mathbb{E}_{\pi}[(f g)_r(s, X_s)] ds
+ \int_0^t ds \int_0^s du \mathbb{E}_{\pi} [f_r(s, X_s) \psi_{s-u}(X_{s-u})] + \int_0^t \mathbb{E}_{\pi} [g_r(s, X_s)] ds,
\]

with \( \psi_t(x) \) defined as in (23).

**Proof.** By linearity, we have

\[
\partial_{\lambda=0} \mathbb{E}_\pi [F(X_{[0,t]})] = \partial_{\lambda=0} \mathbb{E}_\pi [F_1(X_{[0,t]})] + \partial_{\lambda=0} \mathbb{E}_\pi [F_2(X_{[0,t]})] + \partial_{\lambda=0} \mathbb{E}_\pi [F_3(X_{[0,t]})],
\]

where

\[
F_1(\xi_{[0,t]}) := -V(\xi_t), \quad F_2(\xi_{[0,t]}) := \sum_{s \in (0,t]} f(\xi_{s-}, \xi_s), \quad F_3(\xi_{[0,t]}) := \sum_{s \in (0,t]} g(s, \xi_{s-}, \xi_s).
\]

Note that, referring to the beginning of Section 5.4, \( F_1 \) is a functional of type (1), while \( F_2 \) and \( F_3 \) are functionals of type (3) with \( f \) and \( g \) bounded.

If the bounded functions \( f \) and \( g \) satisfy Condition \( C[\pi, t] \) and \( V \in L^p(\pi) \) for some \( p \in (1, +\infty) \) (which, by stationarity, is equivalent to \( V(X_t) \in L^p(\mathbb{P}_\pi) \)), then the assumptions of Theorem 6.4 are satisfied. We point out that we have excluded apriori the case \( p = +\infty \) since \( V(y) \to +\infty \) as \( |y| \to \infty \), and therefore it cannot be \( V \in L^\infty(\pi) \). We observe that \( \pi[e^{V/2}] < +\infty \) and the boundedness of \( f \) and \( g \) imply that \( f \) and \( g \) satisfy Condition \( C[\pi, t] \) by Lemma 6.3. If \( \pi[e^{V/2}] < +\infty \), then trivially we also have \( V \in L^p(\pi) \) for any \( p \in (1, +\infty) \). If \( f \equiv 0 \), then \( \pi(y) = e^{-V(y)/2}/Z \) where \( Z := \sum_y e^{-V(y)} < +\infty \) (see Proposition 6.1 (ii)). On the other hand, the condition \( Z < +\infty \) is trivially satisfied if \( \sum_{y \in \mathbb{Z}^d} e^{-V(y)/2} < +\infty \) as \( V \) is a diverging function. In particular, for \( f \equiv 0 \) and under the assumption \( \sum_{y \in \mathbb{Z}^d} e^{-V(y)/2} < +\infty \), we get \( \pi[e^{V/2}] = \sum_{y \in \mathbb{Z}^d} e^{-V(y)/2} < +\infty \).
By applying Theorem $3.0$ we then get
\[
\partial_{\lambda=0} \mathbb{E}_\pi[F_1(X_t^\lambda)] = - \int_0^t ds \mathbb{E}_\pi[V(X_s)\psi_{t-s}(X_0)],
\]
\[
\partial_{\lambda=0} \mathbb{E}_\pi[F_2(X_t^\lambda)] = \int_0^t \mathbb{E}_\pi[(fg)_r(s, X_s)] ds + \int_0^t ds \int_0^s du \mathbb{E}_\pi[f_r(s, X_s)\psi_{s-u}(X_{s-u})],
\]
\[
\partial_{\lambda=0}(2\lambda \mathbb{E}_\pi[F_3(X_t^\lambda)]) = 2 \lim_{\lambda \to 0} \mathbb{E}_\pi[F_3(X_t^{0,\lambda})] = 2 \int_0^t \mathbb{E}_\pi[g_r(s, X_s)] ds.
\]

In the last line, the second equality follows from (12) in Proposition 3.1 and in the third equality we have used that $G_t(X_{[0,t]})$ introduced in (13) defines a martingale, as anticipated in Remark 6.5. Putting all together we get our claim.

**Remark 6.5.** We point out that the non-explosion of the perturbed chain could have alternatively been derived using Theorem 1 in [5] with Lyapunov function $e^{V/2}$, with computations similar to the one in [51], under the assumption that the perturbation $g$ is continuous in time.

### 6.2. Birth and death processes.

Consider a birth and death process on the set of non-negative integers $\mathbb{N}$, that is a Markov jump process (in particular, a continuous-time Markov chain) $(X_t)_{t \geq 0}$ with transition rates
\[
r(0, 1) = r_0^+ > 0, \quad r(k, k \pm 1) = r_k^+ > 0
\]
and $r(k, j) = 0$ otherwise (for later use we set $r_0^- := 0$). This can of course be seen as a particular instance of a random walk in confining potential with external field, and thus analyzed as in the previous section. We take here a different approach.

It is known (cf. [4] Corollary 3.18, [5] Remark 4) that the the unperturbed process a.s. does not explode if and only if
\[
\sum_{k=0}^{\infty} \gamma_k = +\infty, \quad \text{with} \quad \gamma_k := \frac{1}{r_k^+} + \frac{r_k^-}{r_k^-} + \cdots + \frac{r_{k-1}^-}{r_{k-1}^-} \cdots + \frac{1}{r_0^-}, \quad k \geq 1.
\]

Hence, we assume (58) to be satisfied. If in addition
\[
Z := 1 + \sum_{k \geq 1} \frac{r_0^+ r_1^+ \cdots r_{k-1}^+}{r_1^- r_2^- \cdots r_k^-} < +\infty,
\]
then the unperturbed process admits a invariant distribution $\pi$, which is unique, reversible and given by
\[
\pi(0) = \frac{1}{Z}, \quad \pi(k) = \frac{1}{Z} \frac{r_0^+ r_1^+ \cdots r_{k-1}^+}{r_1^- r_2^- \cdots r_k^-}, \quad k \geq 1
\]
(this statement can be verified by simple computations). Note that when $r_k^+ = r^+$ for all $k \geq 0$ and $r_k^- = r^-$ for all $k \geq 1$ then (58) is always satisfied, while (59) reduces to $r^- > r^+$, and $\pi(k)$ is proportional to $(r^+/r^-)^k$ for all $k \geq 0$.

For the perturbation fix $\lambda > 0$ and a bounded measurable function $g : [0, t] \times \mathbb{N} \times \mathbb{N} \to \mathbb{R}$, and set
\[
r_k^\lambda(k, k \pm 1) = e^{\lambda g(t, k, k \pm 1)} r_k^{\pm}.
\]
Then, if $\nu$ is a probability distribution on $\mathbb{N}$ and $t > 0$, the function $g$ satisfies Condition $C[\nu, t]$ in Definition 2.2 if and only if for some $\theta > 0$
\[ \mathbb{E}_\nu \left[ \exp \left\{ \theta \int_0^t |g(s, X_s, X_{s+1})| r_o^+ + \theta \int_0^t |g(s, X_s, X_{s-1})| r_o^- ds \right\} \right] < \infty. \] (61)
If the above condition is satisfied then the perturbed process $X^\lambda$ almost surely does not explode in $[0, t]$ for $\lambda$ small by Theorem 2.3 and the linear response results described in Theorems 3.3 and 3.6 hold.

Note that, since $g$ is bounded, (61) trivially holds if, writing $r_k = r_k^+ + r_k^-$, the collection $\{r_k\}_{k \geq 0}$ is uniformly bounded. If, on the other hand, $\sup_{k \geq 0} r_k = +\infty$ then again (61) trivially holds if $g$ is only non-zero on a finite number of edges (i.e. if the perturbation is finitely supported). We now discuss sufficient conditions for (61) to hold in the general case $\sup_{k \geq 0} r_k = +\infty$ and $g$ non-zero on infinitely many edges. To this aim we first observe that, if $\lim \sup_k r_k^+ / r_k^- < 1$, then both (58) and (59) are satisfied. In particular, the unperturbed system a.s. does not explode and it admits the invariant distribution $\pi$.

**Lemma 6.6.** Assume that $\lim \sup_{k \to \infty} r_k^+ / r_k^- < 1$. Let $\alpha : [0, t] \times \mathbb{N} \times \mathbb{N} \to \mathbb{R}$ be measurable and bounded (e.g. take $\alpha = g$). Then, for any $B > 1$, there exists $\theta > 0$ such that $\alpha$ satisfies Condition $C[\nu, t]$ with parameter $\theta$ for any distribution $\nu$ satisfying $\nu[W] < +\infty$ where $W(k) := B^k$. In particular, $\alpha$ satisfies Condition $C[\nu, t]$ with the same parameter $\theta$ for all $x \in \mathbb{Z}^d$.

**Proof.** Recalling Lemma 2.3 to guarantee (61) it suffices to find a positive function $U : \mathbb{N} \to \mathbb{R}$, strictly bounded away from zero, such that $\nu[U] < +\infty$ and such that $LU \leq \varnothing U$ for some $C, \theta > 0$. The last property holds provided
\[ \left( \frac{U(k+1)}{U(k)} - 1 + \theta \|\alpha\|_{\infty} \right) r_k^+ + \left( \frac{U(k-1)}{U(k)} - 1 + \theta \|\alpha\|_{\infty} \right) r_k^- \leq C \quad \forall k \in \mathbb{N}. \] (62)
Under the assumption that $\lim \sup_{k \to \infty} r_k^+ / r_k^- < 1$, there exists $\gamma < 1$ such that $r_k^+ \leq \gamma r_k^-$ for all $k$ sufficiently large. Set $U(k) := A^k$ for $A \in (1, B)$ to be chosen later. Then, by taking $\nu$ with $\nu[W] < +\infty$, we have $\nu[U] < +\infty$. Moreover the inequality (62) reads
\[ \left( A - 1 + \theta \|\alpha\|_{\infty} \right) r_k^+ + \left( \frac{1}{A} - 1 + \theta \|\alpha\|_{\infty} \right) r_k^- \leq C \quad \forall k \in \mathbb{N}. \]
Using that $r_k^+ \leq \gamma r_k^-$ we see that the left hand side is bounded by $(\gamma (A - 1) + \theta (\gamma + 1) \|\alpha\|_{\infty} + 1/A - 1) r_k^-$ for $k$ large enough, so (62) holds provided
\[ \gamma (A - 1) + \theta (\gamma + 1) \|\alpha\|_{\infty} + 1/A - 1 \leq 0. \]
Writing $A = 1 + \varepsilon$, and multiplying both members by $(1 + \varepsilon)/\varepsilon$, it can be easily checked that the last expression is equivalent to
\[ \gamma (1 + \varepsilon) + \theta (\gamma + 1) \|\alpha\|_{\infty} (1 + \varepsilon)/\varepsilon \leq 1. \] (63)
As $\gamma < 1$ we can take $\varepsilon$ small to have $A = 1 + \varepsilon \leq B$ and $\gamma (1 + \varepsilon) < 1$, afterwards we can take $\theta$ small to ensure (63). This proves the first part of the lemma, while the last statement follows immediately from the first part. \qed

We conclude by discussing linear response formulas when starting from the stationary distribution $\pi$ defined in (60) assuming both (58) and (59). We suppose that $g$ satisfies condition $C[\pi, t]$. For example, according to Lemma 6.6 and due to the
take a birth and death process on \( \mathbb{N} \) here the counterexample mentioned in Remark 2.6. As unperturbed process we be written down similarly. To check that the quantities in (19) are in bounded, it is enough to check that \( \alpha \lambda > 1 \) plodes in finite time with positive probability. Indeed, for the perturbed process \( \gamma \) in (58) is given by

\[
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\]

help to this aim.

6.3. Instability of non-explosion under small perturbations. We provide the counterexample mentioned in Remark 2.6. As unperturbed process we take a birth and death process on \( \mathbb{N} = \{0, 1, 2, 3 \ldots \} \) with birth rates \( r_k^+ = (k + 1)^2 \) for all \( k \geq 0 \) and death rates \( r_k^- = r_k^+ \) for all \( k \geq 1 \). By criterion (58) it is simple to check that the unperturbed process a.s. does not explode. However, we can perturb it by setting \( r_k^\lambda := r_k^- \) and \( r_k^\lambda := e^{\lambda r_k^+} \) (i.e. \( g(s, k, k+1) = 1 \) and \( g(s, k+1, k) = 0 \)). Then, again by (58), one can check that for any \( \lambda > 0 \) the perturbed process explodes in finite time with positive probability. Indeed, for the perturbed process \( \gamma_k \) in (58) is given by \( \gamma_k = \sum_{j=0}^{k} \frac{1}{\gamma_{k+1-j)}^{\lambda r_k^+}} \). In the last sum the first \( C \ln k \) terms contribute for at most \( C(\ln k)(k+1 - C \ln k)^2 \) which is summable in \( k \), while the remaining terms contribute for at most \( (k+1)e^{-C(\ln k)\lambda} \) which is summable in \( k \) when taking \( C = C(\lambda) \) large enough.
6.4. Birth processes. We point out that, while we have presented in Lemma 2.3 sufficient conditions for Condition $C[\nu, t]$ to hold, these are not necessary, and in some cases one can directly and more efficiently verify Condition $C[\nu, t]$ using Definition 2.2. As an example, take a pure birth process on $\mathbb{N} = \{0, 1, 2, \ldots\}$, starting at 0 (hence $\nu = \delta_0$) and staying in each state $i \in \mathbb{N}$ an exponential time of parameter $\hat{r}_i \in (0, \infty)$ and then jumping to $i + 1$. Then if $\alpha : [0, t] \times \mathbb{N} \times \mathbb{N} \to \mathbb{R}$ is a bounded measurable function,

$$E\left[\exp \left\{ \theta \int_0^t |\alpha|_r (s, X_s) ds \right\} \right] \leq E\left[ \exp \left\{ \|\alpha\|_{\infty} \int_0^t \hat{r}(X_s) ds \right\} \right],$$

and by taking $\theta = 1/\|\alpha\|_{\infty}$ one can directly check that

$$E\left[ \exp \left\{ \int_0^t \hat{r}(X_s) ds \right\} \right] = 1 + \sum_{n=1}^{\infty} \hat{r}_0 \hat{r}_1 \cdots \hat{r}_{n-1} \frac{r^n}{n!}$$

which is finite as long as $\hat{r}_n < n/t$ for $n$ large enough. On the other hand, if we take e.g. $\alpha$ constant, the criterion in Lemma 2.3 cannot be fulfilled for diverging rates $\hat{r}_n$. To justify our claim, we take $\alpha(s, x, y) = 1$ without loss of generality. Then (c) in Lemma 2.3 reads $\hat{r}_n \frac{U(n+1)}{U(n)} - 1 + \theta \leq C$. If $\lim_{n \to \infty} \hat{r}_n = +\infty$, we would have $\limsup_{n \to \infty} \frac{U(n+1)}{U(n)} - 1 \leq 1 - \theta$. As $\theta > 0$, this would imply that $\lim_{n \to \infty} U(n) = 0$, thus violating (a) in Lemma 2.3.

6.5. Random walk on $\mathbb{Z}^d$ in a random conductance field. We consider a random walk $(Y_t^\xi)_{t \geq 0}$ on $\mathbb{Z}^d$ in a random environment $\xi$. The space of environments is given by the product space $\Xi := [0, 1]^{\mathbb{E}d}$ with the product topology, endowed with the Borel $\sigma$–field, $\mathcal{E}_d$ being the set of non-oriented edges of $\mathbb{Z}^d$ and $A$ being a fixed positive constant. We write $\xi_{x,y}$ in place of $\xi_{(x,y)}$ for the value of $\xi$ at the edge $\{x, y\}$ (note that $\xi_{x,y} = \xi_{y,x}$). Since the environment $\xi$ at a given edge does not depend on the orientation of the edge, $\xi$ is also called conductance field. Given $\xi \in \Xi$ the random walk $(Y_t^\xi)_{t \geq 0}$ starts at the origin and performs nearest–neighbour jumps with jump rate from $x$ to $y$ given by $r(x, y) := \xi_{x,y}$. We consider the perturbed random walk $(Y_t^{\xi,\lambda})_{t \geq 0}$ with perturbed jump rates $\lambda^\xi(x, y) = r(x, y) e^{\lambda \tilde{g}(t,x,y)} = \xi_{x,y} e^{\lambda \tilde{g}(t,x,y)}$ where $\tilde{g}$ is bounded and measurable in $\xi, t, x, y$. As $\xi_{x,y} \leq A$, both the original random walk and the perturbed one a.s. do not explode, $g$ satisfies condition $C[\nu, t]$ for any distribution $\nu$ and any time $t$ and one can therefore apply Theorems 3.5 and 3.6 to deal with the linear response (for each fixed environment $\xi$).

To benefit from the stationarity and get more explicit formulas, it is convenient to change viewpoint by considering the process environment viewed from the particle, as we now detail. The group $\mathbb{Z}^d$ acts on $\Xi$ by spatial translations as $(\tau_z \xi)_{x,y} := \xi_{x+z,y+z}$. We fix a probability measure $\mathcal{P}$ on $\Theta$ which is stationary w.r.t. the spatial translations $\tau_z$ and such that

$$\mathcal{P}(\xi \in \Xi : \tau_z \xi = \tau_{z'} \xi \text{ for some } z \neq z' \text{ in } \mathbb{Z}^d) = 0$$

(for example $\mathcal{P}$ can be a product probability measure on $\Xi$). We assume that also $g$ is stationary, i.e. $g$ is of the form

$$g^\xi(t, x, y) = h(t, \tau_z \xi, y - x)$$

for some bounded measurable function $h : [0, +\infty) \times \Xi \times \{z \in \mathbb{Z}^d : |z| = 1\}$.
Given $\xi \in \Xi$ we write $(\xi_t)_{t \geq 0}$ for the Markov jump process given by the environment viewed from the walker when the latter starts at the origin with environment $\xi$. Simply we have $\xi_0 := \xi$ and $\xi_t := \tau_{Y_t} \xi$ for all $t \geq 0$. The Markov jump process $(X_t)_{t \geq 0}$ we are interested in is just $(\xi_t)_{t \geq 0}$. The space $(\mathcal{X}, \mathcal{B})$ is then given by $\Xi$ with the Borel $\sigma$–field and the transition kernel is given by

$$r(\xi, \cdot) := \sum_{z:|z|=1} \xi_{0,z} \delta_{\tau_z \xi}(\cdot).$$

Note that now the perturbation is dictated by the new function $\tilde{g}(t, \xi, \xi') := h(t, \xi, z)$ if $\xi' = \tau_z \xi$ with $|z| = 1$ (i.e. $r^1_t(\xi, d\xi') = e^{\lambda \tilde{g}(t, \xi, \xi')} r(\xi, d\xi')$ as in (31)). Moreover the random walk $(Y^\xi_t)_{t \geq 0}$ starting at the origin can be written as an additive functional of $\xi_{[0,t]}$:

$$Y^\xi_t = F(\xi_{[0,t]}) := \sum_{s \in (0,t): \xi_s \neq \xi_s} \alpha(\xi_{s-}, \xi_s) \quad \forall t \geq 0,$$

where

$$\alpha(\xi', \xi'') := \begin{cases} z & \text{if } \xi'' = \tau_z \xi' \text{ for some } z \text{ with } |z| = 1, \\ 0 & \text{otherwise.} \end{cases}$$

Although a priori the above function $\alpha$ is not well defined pointwise, due to (64) for $\mathcal{P}$–a.a. $\xi$ the expression $F(\xi_{s-}, \xi_s)$ in (65) is well defined for all times $s$ (similar considerations hold for $\bar{g}(s, \xi, \xi')$ defined above).

By the stationarity of $\mathcal{P}$ w.r.t. the spatial translations $\tau_z$ and since $\xi_{x,y} = \xi_{y,x}$, we get that $\mathcal{P}$ is a reversible distribution for the process $(\xi_t)_{t \geq 0}$. Moreover, we have

$$(\alpha \bar{g})_r(s, \xi) = \sum_{z:|z|=1} \xi_{0,z} z h(s, \xi, z), \quad \alpha_r(s, \xi) = \sum_{z:|z|=1} \xi_{0,z} z.$$

Since $|\alpha_r|$ is uniformly bounded, Condition $C[\mathcal{P}, t]$ is satisfied (see Definition 2.2). Hence, by Theorem 3.6 we have

$$\partial_{\lambda=0} \int_\Xi d\mathcal{P}(\xi) \mathbb{E}^{\xi}_{0}[Y^{\xi,\lambda}_t] = \int^t_0 ds \int_\Xi d\mathcal{P}(\xi) \mathbb{E}^{\xi}_{0}[(\alpha \bar{g})_r(s, \tau_{Y^\xi_s} \xi)]$$

$$- \int^t_0 ds \int^s_0 du \int_\Xi d\mathcal{P}(\xi) \mathbb{E}^{\xi}_{0} \left[ \alpha_r(s, \tau_{Y^\xi_s} \xi) \psi_{s-u}(\tau_{Y^\xi_{s-u}} \xi) \right],$$

where $\mathbb{E}^\xi_0[\cdot]$ denotes the expectation w.r.t. the random walk $(Y_{t}^{\xi,\lambda})_{t \geq 0}$ starting at the origin in the fixed environment $\xi$ and $\psi_\xi(s) = \sum_{e:|e|=1} \xi_{0,e} (h(s, \tau_e \xi, -e) - h(s, \xi, e))$.

Let us make more explicit formula (66) when $g(t, x, y) := (y - x) \cdot v$ for $|x - y| = 1$ where $v$ is a fixed vector. This case corresponds to applying to the particle an external field, constant in time and space. The same external field appears e.g. in [11, 12, 13, 20, 22]. We write $\varphi(\xi)$ for the so called local drift of the unperturbed random walk, i.e. $\varphi(\xi) := \sum_{z:|z|=1} \xi_{0,z} z$, and we also write $\theta(\xi) := \sum_{z:|z|=1} \xi_{0,z} (z \cdot v) z$. Since $h(t, \xi, z) = z \cdot v$, it is easy to check that

$$\alpha_r(s, \xi) = \varphi(\xi) \quad (\alpha \bar{g})_r(s, \xi) = \theta(\xi) \quad \psi_\xi(s) = -2 \varphi(\xi) \cdot v.$$
As a consequence \(6.6\) reads (by the change of variables \(u \to s - u\))

\[
\partial_{\lambda=0} \int_{\Xi} d\mathcal{P}(\xi) \mathbb{E}_0^\xi [Y_{i}^{\xi,\lambda}] = \int_0^t ds \int_{\Xi} d\mathcal{P}(\xi) \mathbb{E}_0^\xi \left[ \theta(\tau_{Y_i}^{\xi} \xi) \right] + 2 \int_0^t ds \int_{\Xi} d\mathcal{P}(\xi) \mathbb{E}_0^\xi \left[ \varphi(\tau_{Y_i}^{\xi} \xi) \left( \varphi(\tau_{Y_i}^{\xi} \xi) \cdot v \right) \right].
\]

Since the probability \(\mathcal{P}\) is invariant (and even reversible) for the process “environment viewed from the particle”, we can simplify the above expression and get

\[
\partial_{\lambda=0} \int_{\Xi} d\mathcal{P}(\xi) \mathbb{E}_0^\xi [Y_{i}^{\xi,\lambda}] = t \int_{\Xi} d\mathcal{P}(\xi) \theta(\xi) + 2 \int_0^t dr(t-r) \int_{\Xi} d\mathcal{P}(\xi) \left( \varphi(\xi) \cdot v \right) \mathbb{E}_0^\xi \left[ \varphi(\tau_{Y_i}^{\xi} \xi) \right].
\]

6.6. **Complex mobility matrix.** We use here the notation introduced in Section 5 dealing with nearest-neighbor random walks. Suppose that the unperturbed Markov jump process on the torus \(T_N^d = \mathbb{Z}^d/\mathbb{N}^d\) has spatially homogeneous jump rates, i.e. \(r(x, y) = r(x + z, y + z)\) for all \(x, y \in T_N^d, z \in \mathbb{Z}^d\), where the sums \(x + z, y + z\) are thought modulo \(\mathbb{N}^d\). We consider the perturbation with jump rates \(37\) with \(\omega \neq 0\). As \(r_i^\lambda(x, y)\) depends on \(x, y\) only via \(y - x\), one can directly compute the mean instantaneous velocity \(V_{\lambda}(t)\) given in \((11)\) getting \(V_{\lambda}(t) = \sum_{e:|e|=1} r_i^\lambda(0,e) e = \sum_{e:|e|=1} \exp\{\lambda \cos(\omega t) e \cdot v\} r(0,e) e\). As a consequence

\[
\partial_{\lambda=0} V_{\lambda}(t) = \sum_{e:|e|=1} \cos(\omega t) (e \cdot v) r(0,e) e = \Re(e^{i\omega t} \sigma(\omega) v), \quad (67)
\]

\[
\sigma(\omega) v = \sum_{e:|e|=1} (e \cdot v) r(0,e) e. \quad (68)
\]

In particular, denoting the canonical basis of \(\mathbb{R}^d\) by \(e_1, e_2, \ldots, e_d\), we have \(\sigma(\omega)e_j = (r(0,e_j) + r(0,-e_j)) e_j\), i.e. \(\sigma(\omega)_{i,j} = \delta_{i,j} (r(0,e_i) + r(0,-e_i))\). Note that, with spatial homogeneity, \(\sigma(\omega)\) does not depend on the frequency \(\omega\). The direct computation of \(V_{\lambda}(t)\) becomes more involved in the presence of spatial heterogeneity, where \(\sigma(\omega)\) exhibits a nontrivial dependence on \(\omega\).

We now use directly Theorem 5.1 to compute \(\sigma(\omega)\) in the special case given by \(d = 1, N\) even and 2-periodic unperturbed jump rates of the form

\[
r(x, x + 1) = \begin{cases} \{r_0^+, r_1^+\} & \text{if } x \equiv 0, \\ \{r_0^-, r_1^-\} & \text{if } x \equiv 1, \end{cases}
\]

for positive constants \(r_0^+, r_1^+\), where we write \(x \equiv 0\) if \(x\) is even, and \(x \equiv 1\) if \(x\) is odd. Then the unperturbed invariant distribution is given by

\[
\pi(x) = \begin{cases} (r_1^+ + r_1^-)/Z & \text{if } x \equiv 0, \\ (r_0^+ + r_0^-)/Z & \text{if } x \equiv 1, \end{cases}
\]

where \(Z\) is the normalizing constant \(Z = (N/2)(r_0^+ + r_0^- + r_1^+ + r_1^-)\). Moreover the functions \(c, \gamma\) in Theorem 5.1 are given by

\[
c(x) = \begin{cases} c_0 := r_0^+ + r_0^- & \text{if } x \equiv 0, \\ c_1 := r_1^+ + r_1^- & \text{if } x \equiv 1, \end{cases} \quad \gamma(x) = \begin{cases} \gamma_0 := r_0^+ - r_0^- & \text{if } x \equiv 0, \\ \gamma_1 := r_1^+ - r_1^- & \text{if } x \equiv 1. \end{cases}
\]
The reversed rates are then given by
\[ r^*(x, x + 1) = \begin{cases} (c_0/c_1) r_1^+ & \text{if } x \equiv 0, \\ (c_1/c_0) r_0^- & \text{if } x \equiv 1, \end{cases} \]
and the function \( \Psi \) in (68) is given by
\[ \Psi(x) = \begin{cases} (c_0/c_1) \gamma_1 - \gamma_0 = c_0(\gamma_1/c_1 - \gamma_0/c_0) & \text{if } x \equiv 0, \\ (c_1/c_0) \gamma_0 - \gamma_1 = c_1(\gamma_0/c_0 - \gamma_1/c_1) & \text{if } x \equiv 1. \end{cases} \] (69)

If \( f : \mathbb{T}^d \times \mathbb{R} \to \mathbb{C} \) has period 2 (i.e. it is constant on even sites and constant on odd sites), then
\[ (i \omega - \mathcal{L}^*) f(x) = \begin{cases} i \omega f(0) - c_0 (f(1) - f(0)) & \text{if } x \equiv 0, \\ i \omega f(0) - c_1 (f(0) - f(1)) & \text{if } x \equiv 1. \end{cases} \] (70)

By comparing (69) and (70) we get
\[ (i \omega - \mathcal{L}^*)^{-1} \psi(x) = \begin{cases} c_0(\gamma_1/c_1 - \gamma_0/c_0) & \text{if } x \equiv 0, \\ c_1(\gamma_0/c_0 - \gamma_1/c_1) & \text{if } x \equiv 1. \end{cases} \]

By (43) in Theorem 5.1 we then get the following expression for the complex mobility constant:
\[ \sigma(\omega) = \frac{c_0 c_1}{c_0 + c_1} \left[ 2 + \left( \frac{\gamma_1}{c_1} - \frac{\gamma_0}{c_0} \right) \frac{\gamma_0 - \gamma_1}{i \omega + c_0 + c_1} \right]. \] (71)

Note that, in the spatially homogeneous case \( r_1^+ = r_0^+ = r^+ \) and \( r_1^- = r_0^- = r^- \), (71) reduces to \( \sigma(\omega) = r^+ + r^- \) in agreement with (43). Moreover, coming back to the general setting, we have reversibility if and only if \( r_1^+/r_0^+ = r_0^-/r_1^- \), i.e. \( r_1^+ = \alpha r_0^+ \) and \( r_1^- = \alpha r_0^- \) for some \( \alpha > 0 \). Finally, we point out that one could have computed directly \( V_\lambda(t) \) by finding the distribution \( \pi_{\lambda,t} \) of the OSS at time \( t \) as \( \pi_{\lambda,t} \) must be spatially 2-periodic. In particular, \( \pi_{\lambda,t} \) can be computed from the continuity equation:
\[ \partial_t \pi_{\lambda,t}(0) + \pi_{\lambda,t}(0) \left[ e^{\lambda \cos(\omega t)} r_0^+ + e^{-\lambda \cos(\omega t)} r_0^- \right] \\
- \pi_{\lambda,t}(1) \left[ e^{\lambda \cos(\omega t)} r_1^+ + e^{-\lambda \cos(\omega t)} r_1^- \right] = 0 \] (72)

(use also that \( \pi_{\lambda,t}(1) = 1 - \pi_{\lambda,t}(0) \)) and that \( \pi_{\lambda,t}(0) \) is \( T \)-periodic for \( T = 2\pi/\omega \). The computation of \( \sigma(\omega) \) by means on Theorem 5.1 is, on the other hand, simpler.

7. Stochastic calculus background

We collect here some useful facts from the theory of stochastic calculus for processes with jumps. Our discussion is based on [12] and [15 Chapter 1].

We first prove Lemma 3.4 for later use:

**Proof of Lemma 3.4.** We just prove (15), as the rest of the lemma follows trivially from (15). Defining \( \alpha(s,x,y) := 0 \) if \( s > t \) it is enough to prove that
\[ \mathbb{E}_{x_0} \left[ \sum_{s \in (0, +\infty)} |\alpha(s, X_{s-}, X_s)| \right] = \mathbb{E}_{x_0} \left[ \int_0^{+\infty} |\alpha_+(s, X_s)| ds \right] \] (73)
for each starting point \( x_0 \) such that the unperturbed process has a.s. no explosion (this holds for \( \nu \)-a.a. \( x_0 \)). Let \( \tau_1 < \tau_2 < \tau_3 < \cdots \) be the jump times of the
unperturbed Markov jump process starting at $x_0$. As a.s. this process does not explode and since $\dot{r}(x) \in (0, +\infty)$ for all $x \in X$, all times $\tau_k$ are finite and diverge to $+\infty$.

We have

$$\mathbb{E}_x \left[ \int_0^{\tau_1} |\dot{\nu}|(s, X_s)ds \right] = \int_0^{+\infty} dt_1 e^{-r(x_0) t_1} \dot{r}(x_0) \int_0^{t_1} ds |\dot{\nu}|(s, x_0)$$

$$= \int_0^{+\infty} ds |\dot{\nu}|(s, x_0) \int_s^{+\infty} dt_1 e^{-r(x_0) t_1} \dot{r}(x_0) = \int_0^{+\infty} ds |\dot{\nu}|(s, x_0) e^{-r(x_0)s},$$

while

$$\mathbb{E}_x \left[ \alpha(\tau_1, X_{\tau_1-}, X_{\tau_1}) \right] = \int_0^{+\infty} ds e^{-r(x_0)s} \dot{r}(x_0) \int_X r(x_0, dx_1) \frac{1}{r(x_0)} |\alpha(s, x_0, x_1)|$$

$$= \int_0^{+\infty} ds e^{-r(x_0)s} |\dot{\nu}|(s, x_0).$$

The above results imply that $\mathbb{E}_x \left[ \int_0^{\tau_1} |\dot{\nu}|(s, X_s)ds \right] = \mathbb{E}_x \left[ \alpha(\tau_1, X_{\tau_1-}, X_{\tau_1}) \right]$. By conditioning on $\tau_k, X_{\tau_k}$, we then get

$$\mathbb{E}_x \left[ \int_0^{\tau_{k+1}} |\dot{\nu}|(s, X_s)ds \right] = \mathbb{E}_x \left[ \alpha(\tau_{k+1}, X_{\tau_{k+1}-}, X_{\tau_{k+1}}) \right]$$

for all $k \geq 0$, where $\tau_0 := 0$. By summing among $k \geq 0$ and using that $\tau_k \to +\infty$ we get (7.3).

7.1. Martingales and local martingales. In this subsection and in the next one we let $[0, t]$ be the time observation window, which in later applications will be the time window of the perturbed Markov jump process. Let us denote by $(\Omega, \mathcal{F}, \mathbb{P})$ the probability space on which the unperturbed Markov process $X_{[0,t]}$ is defined. Denote by $(\mathcal{F}^0_s)_{s \in [0,t]}$ the natural filtration associated to it, that is $\mathcal{F}_s^0$ is the smallest $\sigma$--algebra that makes the random variables $\{X_u : u \leq s\}$ measurable. We can make this into a right–continuous filtration $(\mathcal{F}_s)_{s \in [0,t]}$ that satisfies the so called usual conditions [15] by setting $\mathcal{F}_s := \sigma(\mathcal{F}^0_s, \mathcal{N})$ and, for $s \in [0,t)$, $\mathcal{F}_s := \lim_{u \searrow s} \sigma(\mathcal{F}^0_u, \mathcal{N})$, where in general $\sigma(\mathcal{F}^0_s, \mathcal{N})$ is the smallest $\sigma$-algebra containing both $\mathcal{F}^0_s$ and $\mathcal{N}$, and $\mathcal{N}$ is the collection of all subsets of sets in $\mathcal{F}^0$ with $\mathbb{P}$-measure zero. Similarly we define $\mathcal{F} := \sigma(\mathcal{F}^0, \mathcal{N})$. Then $(\mathcal{F}_s)_{s \in [0,t]}$ is right–continuous, $\mathcal{F}_s \subset \mathcal{F}$ and $\mathcal{F}_0 \supseteq \mathcal{N}$. We can therefore think of the unperturbed Markov jump process as being defined on the filtered probability space $(\Omega, \mathcal{F}, (\mathcal{F}_s)_{s \in [0,t]}, \mathbb{P}_\nu)$, where we keep the notation $\mathbb{P}_\nu$ for the probability measure on $(\Omega, \mathcal{F})$ given by the completion of the original $\mathbb{P}_\nu$, in particular giving zero mass to the sets in $\mathcal{N}$. We remark that $\Omega$ can be $D([0,t], X)$, in which case $\mathbb{P}_\nu$ coincides with the law of the unperturbed process.

A càdlàg adapted process $M = (M_s)_{s \in [0,t]}$ on the filtered probability space $(\Omega, \mathcal{F}, (\mathcal{F}_s)_{s \in [0,t]}, \mathbb{P}_\nu)$ is said to be a martingale if $M_s$ is integrable and $\mathbb{E}_\nu [M_s | \mathcal{F}_u] = M_u$ almost surely, for all $0 \leq u \leq s \leq t$. It is said to be a local martingale if there exists a non–decreasing sequence $(T_n)_{n \geq 0}$ of stopping times with respect to the filtration $(\mathcal{F}_s)_{s \in [0,t]}$ such that $T_n \to t$ almost surely as $n \to \infty$, and the stopped process $(M_s^{T_n})_{s \in [0,t]}$ defined by $M_s^{T_n} = M_{s \land T_n}$ is a martingale for all $n \geq 0$. We recall that a stopping time $T$ with respect to the filtration $(\mathcal{F}_s)_{s \in [0,t]}$ is a random time such that $\{T \leq s\} \in \mathcal{F}_s$ for all $s \in [0,t]$. 
A sufficient condition for a local martingale \((M_s)_{s \in [0,t]}\) to be a true martingale is given by the following result.

**Lemma 7.1.** Let \(M = (M_s)_{s \in [0,t]}\) be a local martingale, and assume that there exists an integrable random variable \(Y\) such that \(|M_s| \leq Y\) for all \(s \in [0,t]\). Then \(M\) is a true martingale.

This is a straightforward corollary of [15, Proposition 1.47-(c)] together with the observation that under the assumptions of Lemma 7.1 the process \(M\) is of class (D), as defined in [15, Definition 1.46].

A local martingale is said to be continuous if its trajectories are continuous. In what follows we will work with a class of martingales which is orthogonal, as defined below, to that of continuous local martingales, namely the class of purely discontinuous local martingales.

### 7.2. Purely discontinuous local martingales.

Recall from [15, Definition 4.11(a)] that two local martingales are said to be orthogonal if their product is a local martingale. A local martingale equal to zero at time \(t = 0\) and which is orthogonal to all continuous local martingales is called a purely discontinuous local martingale ([15, Definition 4.11(b)]). If, in addition, it is a true martingale, we call it a purely discontinuous martingale.

Let \(\alpha : [0,t] \times \mathcal{X} \times \mathcal{X} \to \mathbb{R}\) be a measurable function such that

\[
\sum_{s \in (0,t]} |\alpha(s, X_{s-}, X_s)| < \infty, \quad \int_0^t |\alpha|_r(u, X_u)du < \infty \tag{74}
\]

\(\mathbb{P}_\nu\)-almost surely. Then similarly to [6, Theorem (A4.9), p. 272] the process \((M_s)_{s \in [0,t]}\) defined by

\[
M_s = \sum_{u \in (0,s]} \alpha(u, X_{u-}, X_u) - \int_0^s \alpha_r(u, X_u)du \tag{75}
\]

is a local martingale (see Appendix A for the details). Moreover, it is of finite variation, since it is made of a piecewise constant term and a Lebesgue integral term. Since all local martingales starting at zero and of finite variation are purely discontinuous (see Lemma 4.14(b) of [15]), it follows that \((M_s)_{s \in [0,t]}\) is a purely discontinuous local martingale.

For the next lemma recall Definition 3.3.

**Lemma 7.2.** Let \(M = (M_s)_{s \in [0,t]}\) be a local martingale of the form (75) with \(\alpha\) satisfying (74). If \(\alpha\) is \(\mathbb{P}_\nu\)-integrable (for example if \(\alpha\) satisfies Condition \(C[\nu, t]\)), then \(M\) is a martingale.

**Proof.** It is enough to apply Lemma 7.1 with

\[
Y := \sum_{u \in (0,t]} |\alpha|(u, X_{u-}, X_u) + \int_0^t |\alpha|_r(u, X_u)du. \tag*{\square}
\]

Let \((N_s)_{s \in [0,t]}\) be another such local martingale, with

\[
N_s = \sum_{u \in (0,s]} \gamma(u, X_{u-}, X_u) - \int_0^s \gamma_r(u, X_u)du.
\]
where $\gamma : [0,t] \times \mathcal{X} \times \mathcal{X} \to \mathbb{R}$ satisfies (74) with $\gamma$ in place of $\alpha$. We define the covariation process $([M,N]_s)_{s \in [0,t]}$ by setting

$$[M,N]_s = \sum_{u \in (0,s]} \alpha(u,X_{u-},X_u)\gamma(u,X_{u-},X_u)$$

(cf. Definition 4.45 and Theorem 4.52 in [15], and use that the continuous martingale part, defined in Theorem 4.18 in [15], of purely discontinuous local martingales is identically zero). It then follows from Proposition 4.50 of [15] that the process $(M_s N_s)_{s \in [0,t]}$ is again a local martingale.

**Remark 7.3.** In this subsection and in the previous one we have worked with the unperturbed Markov jump process up to time $t$. Equivalently, one could deal with this process defined for all times, and in particular defined on the filtered probability space $(\Omega,\mathcal{F},(\mathcal{F}_s)_{s \geq 0},\mathbb{P}_x)$ where $\mathcal{F}_s := \sigma(u \wedge s, \gamma(u))$ for all $s \geq 0$. We point out that in this case, in the definition of local martingale, one has to take a sequence of stopping times $T_n$ such that $T_n \to +\infty$ almost surely. Then, given $\alpha : [0,t] \times \mathcal{X} \times \mathcal{X} \to \mathbb{R}$, in order to define processes as $M_s$ in (76) for all times $s \geq 0$, one has just to extend $\alpha$ to $\mathbb{R}_+ \times \mathcal{X} \times \mathcal{X}$ by setting $\alpha(s,\cdot,\cdot) = 0$ for times $s > t$.

8. Proof of Lemma 2.4

We start with a preliminary lemma.

**Lemma 8.1.** Let $F(s,y,z)$ be a measurable function on $[0,t] \times \mathcal{X} \times \mathcal{X}$ such that

$$(e^F)_r(s,y) = \int_{\mathcal{X}} e^{F(s,y,z)} r(y,dz) < +\infty \text{ for all } s \in [0,t], \ y \in \mathcal{X}$$

and define $M^F_t : D_f([0,t],\mathcal{X}) \to \mathbb{R}$ as

$$M^F_t(\xi_{[0,t]}) := \exp\left\{ \sum_{s \in [0,t]} F(s,\xi_{s-},\xi_s) - \int_0^t (e^F - 1)_r(s,\xi_s)ds \right\}. \tag{77}$$

Then, $E_x[M^F_t(X_{[0,t]})] \leq 1$ for $\nu$-a.a. $x$.

Note that $(e^F)_r(s,y) = \dot{r}(y) < +\infty$, hence $(e^F - 1)_r$ is well defined and finite by (76).

**Proof.** Consider the time-inhomogeneous Markov jump process $X^F_{[0,t]}$ on $\mathcal{X}$ with transition kernel $r_s^F(y,dz) := r(y,dz)e^{F(s,y,z)}$ defined up its explosion time $\tau_\infty$. Given a Borel set $B \subset D_f([0,t],\mathcal{X})$, let $P^F_{x,t}(B)$ be the probability that $X^F_{[0,t]} \in B$ when starting at $x$ (note that the event $\{X^F_{[0,t]} \in B\}$ implies that $X^F_{[0,t]}$ does not explode in $[0,t]$). Call $P_{x,t}(B)$ the analogous probability for $X_{[0,t]}$. $P^F_{x,t}$ and $P_{x,t}$ are measures on $D_f([0,t],\mathcal{X})$. Take $x$ such that a.s. the unperturbed Markov process starting at $x$ does not explode (thus implying that $P_{x,t}$ is a probability measure). Note that this holds for $\nu$-a.a. $x$ by our main Assumption in Section 2.2. Then one easily checks (as for (10)) that $M^F_t$ is the Radon–Nikodym derivative of the measure $P^F_{x,t}$ w.r.t. $P_{x,t}$. As $P^F_{x,t}$ has total mass bounded by 1, we have $E_x[M^F_t(X_{[0,t]})] = P^F_{x,t}(D_f([0,t],\mathcal{X})) \leq 1$. \hfill $\square$

**Proof of Lemma 2.4.** We fix $\delta > 0$ and set $F(s,y,z) := \ln(1+\delta|\alpha|(s,y,z))$. Then $(e^F)_r(s,y) = \dot{r}(y) + \delta|\alpha|_r(s,y) \leq (1+\delta\|\alpha\|_\infty)\dot{r}(y)$. In particular, condition (76) is
Lemma 9.1. For a given function $\alpha: \mathcal{X} \times \mathcal{X} \to \mathbb{R}$ suppose that there exist a sequence of measurable real functions $U_n$ on $\mathcal{X}$ and positive constants $\theta, C, c$ such that

(i) $U_n(x) \geq c$ for all $x \in \mathcal{X}$ and $n \geq 1$;
(ii) $\int_X U_n(y)r(x, dy) < +\infty$ for all $x \in \mathcal{X}$ and $n \geq 1$;
(iii) setting $V_n(x) := -LU_n(x)/U_n(x)$, the sequence of functions $V_n : \mathcal{X} \to \mathbb{R}$ converges pointwise to some function $V : \mathcal{X} \to \mathbb{R}$;
(iv) $V \geq \theta |\alpha|_r - C$;
(v) $U_{\sup}(x) := \sup_{n \geq 1} U_n(x) < +\infty$ for each $x \in \mathcal{X}$;
(vi) $\nu[U_{\sup}] < +\infty$.

Then $\alpha$ satisfies Condition $C[\nu, t]$ with parameter $\theta$.

Proof. We use Lemma 8.1 with the function $F_n(y, z) := \ln(U_n(z)/U_n(y))$, which is well defined by Item (i). Moreover $(e^{F_n})_r(y) = U_n(y)^{-1} \int_X r(y, dz)U_n(z) < +\infty$ due to Items (i) and (ii). By observing that

$$\exp \left\{ \sum_{s \in [0,t]} F_n(s, \xi_{s-}, \xi_s) \right\} = \frac{U_n(X_t)}{U_n(X_0)}$$

and $(e^{F_n} - 1)_r = LU_n/U_n$, we get that

$$M^{F_n}_t(X_{[0,t]}) = \frac{U_n(X_t)}{U_n(X_0)} \exp \left\{ - \int_0^t \frac{LU_n}{U_n} (X_s) ds \right\} \geq \frac{c}{U_{\sup}(X_0)} \exp \left\{ \int_0^t V_n(X_s) ds \right\}.$$

As $\ln(1 + x) \geq x/2$ for $x \in [0,1]$, by taking $\delta$ small such that $\delta \|\alpha\|_\infty \leq 1$ we get that

$$E_\nu \left[ \exp \left\{ N_t(X_{[0,t]}) \right\} \right] \leq E_\nu \left[ M^{F_n}_t(X_{[0,t]}) \right] \leq 1$$

where

$$N_t(x_{[0,t]}) := \frac{\delta}{2} \sum_{s \in [0,t]} |\alpha(s, \xi_{s-}, \xi_s)| - \delta \int_0^t |\alpha|_r(s, \xi_s) ds.$$

We now observe that, by Schwarz inequality, (77) and (79), for $\delta \leq \theta$ it holds

$$E_\nu \left[ e^{\frac{\delta}{2} \sum_{s \in [0,t]} |\alpha|(s, X_{s-}, X_s)} \right] = E_\nu \left[ e^{\frac{\delta}{2} N_t(X_{[0,t]}) + \frac{\delta}{2} \int_0^t |\alpha|_r(s, X_s) ds} \right] \leq \exp \left( \frac{\theta}{2} \right).$$

As $\ln(1 + x) \geq x/2$ for $x \in [0,1]$, by taking $\delta$ small such that $\delta \|\alpha\|_\infty \leq 1$ we get that

$$E_\nu \left[ \exp \left\{ N_t(X_{[0,t]}) \right\} \right] \leq E_\nu \left[ M^{F_n}_t(X_{[0,t]}) \right] \leq 1$$

where

$$N_t(x_{[0,t]}) := \frac{\delta}{2} \sum_{s \in [0,t]} |\alpha|(s, \xi_{s-}, \xi_s) - \delta \int_0^t |\alpha|_r(s, \xi_s) ds.$$

We now observe that, by Schwarz inequality, (77) and (79), for $\delta \leq \theta$ it holds

$$E_\nu \left[ e^{\frac{\delta}{2} \sum_{s \in [0,t]} |\alpha|(s, X_{s-}, X_s)} \right] = E_\nu \left[ e^{\frac{\delta}{2} N_t(X_{[0,t]}) + \frac{\delta}{2} \int_0^t |\alpha|_r(s, X_s) ds} \right] \leq \exp \left( \frac{\theta}{2} \right).$$

9. Proof of Lemma 2.3 and its extension

The following result reduces to Lemma 2.3 when $U_n = U$ for all $n$:

**Lemma 9.1.** For a given function $\alpha: [0,t] \times \mathcal{X} \times \mathcal{X} \to \mathbb{R}$ suppose that there exist a sequence of measurable real functions $U_n$ on $\mathcal{X}$ and positive constants $\theta, C, c$ such that

(i) $U_n(x) \geq c$ for all $x \in \mathcal{X}$ and $n \geq 1$;
(ii) $\int_X U_n(y)r(x, dy) < +\infty$ for all $x \in \mathcal{X}$ and $n \geq 1$;
(iii) setting $V_n(x) := -LU_n(x)/U_n(x)$, the sequence of functions $V_n : \mathcal{X} \to \mathbb{R}$ converges pointwise to some function $V : \mathcal{X} \to \mathbb{R}$;
(iv) $V \geq \theta |\alpha|_r - C$;
(v) $U_{\sup}(x) := \sup_{n \geq 1} U_n(x) < +\infty$ for each $x \in \mathcal{X}$;
(vi) $\nu[U_{\sup}] < +\infty$.

Then $\alpha$ satisfies Condition $C[\nu, t]$ with parameter $\theta$.

**Proof.** We use Lemma 8.1 with the function $F_n(y, z) := \ln(U_n(z)/U_n(y))$, which is well defined by Item (i). Moreover $(e^{F_n})_r(y) = U_n(y)^{-1} \int_X r(y, dz)U_n(z) < +\infty$ due to Items (i) and (ii). By observing that

$$\exp \left\{ \sum_{s \in [0,t]} F_n(s, \xi_{s-}, \xi_s) \right\} = \frac{U_n(X_t)}{U_n(X_0)}$$

and $(e^{F_n} - 1)_r = LU_n/U_n$, we get that

$$M^{F_n}_t(X_{[0,t]}) = \frac{U_n(X_t)}{U_n(X_0)} \exp \left\{ - \int_0^t \frac{LU_n}{U_n} (X_s) ds \right\} \geq \frac{c}{U_{\sup}(X_0)} \exp \left\{ \int_0^t V_n(X_s) ds \right\}.$$


To get the above lower bound we used Item (i) and the definitions of $U_{\text{sup}}, V_{\text{\nu}}$. As a byproduct of (82), with the bound $\mathbb{E}_x[M_{\text{\nu}}^{\tau_{\text{\nu}}}(X_{[0,t]})] \leq 1$ (which holds for $\nu$–a.a. $x$ by Lemma 8.1) we get that

$$\mathbb{E}_x \left[ \exp \left\{ \int_0^t V_{\text{\nu}}(X_s) ds \right\} \right] \leq \frac{U_{\text{sup}}(x)}{c}$$

for $\nu$–a.a. $x \in \mathcal{X}$. By taking the limit $n \to \infty$ (using Item (iii) and Fatou’s lemma) we get $\mathbb{E}_x \left[ e^{\int_0^t V(X_s) ds} \right] \leq \frac{U_{\text{sup}}(x)}{c}$. By combining the above bound with Item (iv), we get that

$$\mathbb{E}_x \left[ e^{\theta \int_0^t |\alpha| \tau(s,X_s) ds} \right] \leq e^{Ct} \frac{U_{\text{sup}}(x)}{c}$$

(83)

for $\nu$–a.a. $x \in \mathcal{X}$. Finally, by averaging the above bound with respect to $\nu$ and using Item (vi), we gather that

$$\mathbb{E}_\nu \left[ e^{\theta \int_0^t |\alpha| \tau(s,X_s) ds} \right] \leq e^{Ct} \frac{U_{\text{sup}}}{c} < \infty.$$  

This in particular implies (7).  

$\square$

10. **Proof of Theorem 2.5**

To start with, recall that (10) has been obtained under the assumption that the perturbed process does not explode in $[0,t]$ $\mathbb{P}_\nu$–a.s.. Nevertheless, the same identity remains valid when dropping the non–explosion assumption by replacing $\mathbb{E}_\nu [F(X^\lambda_{[0,t]})]$ in the left hand side of (10) by $\mathbb{E}_\nu [F(X^\lambda_{[0,t]}) \mathbb{1}(\tau^\lambda_{\infty} > t)]$. We recall that $\tau^\lambda_{\infty}$ denotes the explosion time of the perturbed process. Then, taking $F \equiv 1$,

$$\mathbb{P}_\nu (\tau^\lambda_{\infty} > t) = \mathbb{E}_\nu \left[ e^{\int_0^t \tau(X_s) - \hat{\tau}^\lambda_s(X_s) ds} \prod_{s \in (0,t); X_s \neq X_{s-}} e^{\lambda g(s,X_{s-},X_s)} \right],$$

and the non–explosion of the perturbed process up to time $t$ becomes equivalent to

$$\mathbb{E}_\nu \left[ e^{\int_0^t \tau(X_s) - \hat{\tau}^\lambda_s(X_s) ds} \prod_{s \in (0,t); X_s \neq X_{s-}} e^{\lambda g(s,X_{s-},X_s)} \right] = 1.$$  

(84)

Below we prove that (84) holds for $\lambda$ small enough by observing that the l.h.s. is the expectation of an exponential martingale associated to the change of measure $\mathbb{P}_\nu \to \mathbb{P}_\nu^\lambda$. Our discussion is based on stochastic calculus (see [15] and Section 7 above).

For $s \in [0,t]$ set

$$Y_s := e^{\int_0^s \tau(X_u) - \hat{\tau}^\lambda_s(X_u) du} \prod_{u \in (0,s); X_u \neq X_u} e^{\lambda g(u,X_{u-},X_u)},$$

we aim to show that $\mathbb{E}_\nu [Y_t] = 1$. It is enough to prove that the process $Y := (Y_s)_{s \in [0,t]}$ is a martingale, since this implies that $\mathbb{E}_\nu [Y_t] = \mathbb{E}_\nu [Y_0] = 1$. We will divide the proof that $Y$ is a martingale in three parts: firstly we introduce in (85) a process $Z := (Z_s)_{s \in [0,t]}$ and show that it is a purely discontinuous local martingale, secondly we show that $Y$ is the stochastic exponential of $Z$ and it is a local martingale; thirdly we prove that $Y$ is uniformly integrable and therefore it is a martingale. It is only in the last part that we will use Condition $C[\nu,t]$ after performing the Taylor expansion.
We claim that the exponential moments on $g$ can be bounded by $\|P\| \sum r_s^{\lambda}(X_u - 1) - \int_0^t [\hat{r}^\lambda_u(X_u) - \hat{r}(X_u)] du$. (85)

We claim that $Z$ is a purely discontinuous local martingale. To prove our claim we take $\alpha(u, x, y) := e^{\lambda g(u, x, y)} - 1$ and observe that $\|\alpha\|_\infty < +\infty$ as $\|g\|_\infty < +\infty$. Since $Z_s = \sum_{u \in [0, s]} \alpha(u, X_u) - \int_0^s \alpha_r(u, X_u) du$ and by the discussion at the beginning of Section 7.2 to show that $Z$ is a purely discontinuous local martingale we just need to check that $\alpha$ satisfies condition (74). Since $\sum_{s \in [0, t]} |\alpha(s, X_s)|$ can be bounded by $\|\alpha\|_\infty$ times the total number of jumps in $[0, t]$, and since the latter is $P_{\nu}$-a.s. finite as the unperturbed process has no explosion $P_{\nu}$-a.s., we conclude that $\sum_{s \in [0, t]} |\alpha(s, X_s)| < \infty P_{\nu}$-a.s. Now it remains to prove that $\int_0^t |\alpha_r(u, X_u) du < \infty P_{\nu}$-a.s.. To this aim we observe that

$$\int_0^t |\alpha_r(u, X_u) du \leq \|\alpha\|_\infty \int_0^t du \int_X r(X_u, dy) = \|\alpha\|_\infty \int_0^t du \hat{r}(X_u).$$

Since $P_{\nu}$-a.s. the trajectory $(X_u)_{u \in [0, t]}$ visits a finite number of states (again as the unperturbed process does not explode), the last integral is finite $P_{\nu}$-a.s., thus concluding the check of (74) and therefore the proof of our claim.

We now show that $Y$ is the stochastic exponential of $Z$ and it is a local martingale. The first property means that $Y$ is the unique (up to indistinguishability) adapted and càdlàg solution in $[0, t]$ to the SDE

$$\begin{align*}
dY_s &= Y_{s-} dZ_s \\
Y_0 &= 1,
\end{align*}$$

where $Y_{s-} = \lim_{u \uparrow s} Y_u$. Indeed, by Theorem 4.61 of [15], the stochastic exponential of $Z$ is given for $s \in [0, t]$ by

$$E(Z)_s = e^{Z_s - Z_0} \prod_{u \in [0, s]} (1 + \Delta Z_u) e^{-\Delta Z_u}$$

where $\Delta Z_s = Z_s - Z_{s-}$ denotes the jump of the process $Z$ at time $s$ (which vanishes if $s$ is not a jump time of the process $X$). Since $\Delta Z_s = e^{\lambda g(s, X_s) - X_s} - 1$, we find

$$E(Z)_s = \exp \left\{ Z_s + \sum_{u \in [0, s]} [\lambda g(u, X_{u-}, X_u) - (e^{\lambda g(u, X_{u-}, X_u)} - 1)] \right\}$$

$$= \exp \left\{ - \int_0^s [\hat{r}^\lambda_u(X_u) - \hat{r}(X_u)] du + \lambda \sum_{u \in [0, s]} g(u, X_{u-}, X_u) \right\} = Y_s$$

for all $s \in [0, t]$. Thus $Y$ is the stochastic exponential of $Z$.

Now, since $Z$ is a purely discontinuous local martingale, it follows from [15], Theorem 4.61(b) that $Y$ is also a local martingale.

We conclude by showing that the process $Y$ is in fact a true martingale. Due to Lemma 7.1 it is enough to show that $0 \leq Y_s \leq Y$ for all $s \in [0, t]$ and that
\[ \mathbb{E}_\nu[Y] < +\infty, \]
\[ Y := \exp \left\{ 2\lambda \int_0^t |g_r(u, X_u)| du + \lambda \sum_{u \in (0,t]} |g(u, X_{u-}, X_u)| \right\}. \]

To check that \( 0 \leq Y_s \leq Y \) it is convenient to observe that
\[ Y_s = \exp \left\{ \int_0^s du \int_X r(X_u, dy)(1 - e^{\lambda g(u, X_u, y)}) + \lambda \sum_{u \in (0,s]} g(u, X_{u-}, X_u) \right\}. \]

As a consequence, for any \( s \in [0, t] \), we can bound
\[ 0 \leq Y_s \leq \exp \left\{ \int_0^s du \int_X r(X_u, dy)[e^{\lambda g(u, X_u, y)} - 1] du + \lambda \sum_{u \in (0,s]} |g(u, X_{u-}, X_u)| \right\} \]
\[ \leq \exp \left\{ 2\lambda \int_0^t |g_r(u, X_u)| du + \lambda \sum_{u \in (0,t]} |g(u, X_{u-}, X_u)| \right\} = Y, \]
for all \( \lambda \) small enough such that \( \lambda \|g\|_\infty \leq 1 \) (here we used that \( |e^x - 1| \leq 2|x| \) for all \( x \) with \( |x| \leq 1 \)). To see that \( Y \) is integrable we note that
\[ \mathbb{E}_\nu[Y] \leq \mathbb{E}_\nu \left[ \exp \left\{ 4\lambda \int_0^t |g_r(s, X_s)| ds \right\} \right]^{1/2} \cdot \mathbb{E}_\nu \left[ \exp \left\{ 2\lambda \sum_{s \in (0,t]} |g(s, X_{s-}, X_s)| \right\} \right]^{1/2} \]
by Schwarz inequality. Recall that \( g \) satisfies Condition \( C[\nu, t] \) with some parameter \( \theta > 0 \). It follows that the first expectation in the right hand side is finite provided \( 4\lambda \leq \theta \), while by Lemma 2.3 the second expectation in the right hand side is finite provided \( 2\lambda \leq \frac{1}{4} \min\{\theta, 1/\|g\|_\infty^{-1}\} \). All the above constraints on \( \lambda \) reduce to \( \lambda \leq \frac{8}{3} \min\{\theta, 1/\|g\|_\infty^{-1}\} \). In this case \( Y \) is integrable and therefore \( Y \) is a martingale.

This concludes the proof of Theorem 2.3.

\[ \text{11. Proof of Proposition 3.1} \]

Trivially, by our assumptions, \( F(X_{[0,t]} \) is integrable with respect to \( \mathbb{P}_\nu \).

In what follows, \( c, C, \ldots \) will denote an absolute constant which can change from line to line. Moreover, \( q \) will be the exponent conjugate to \( p \), i.e. such that \( 1/p + 1/q = 1 \). Note that \( q \in [1, +\infty) \). Let \( \xi_{[0,t]} \in D_f([0,t], X) \). Recall (10):
\[ \mathbb{E}_\nu \left[ F(X_{\lambda_{[0,t]}}) \right] = \mathbb{E}_\nu \left[ F(X_{[0,t]} e^{\mathcal{R}_\lambda(X_{[0,t]})}) \right] \]
with
\[ \mathcal{R}_\lambda(\xi_{[0,t]}) := -\mathcal{A}_\lambda(\xi_{[0,t]}) = \int_0^t ds \int_X r(\xi_s, dy) \left( 1 - e^{\lambda g(s, \xi_s, y)} \right) + \lambda \sum_s g(s, \xi_{s-}, \xi_s). \]
From now on we restrict to \( \lambda \) small enough that \( \lambda \|g\|_\infty \leq 1/2 \). As \( |1 - e^x + x| \leq cx^2 \) for \( |x| \leq 1 \), it holds
\[ \int_X r(\xi_s, dy) |1 - e^{\lambda g(s, \xi_s, y)} + \lambda g(s, \xi_s, y)| \leq c\lambda^2 (g^2)(s, \xi_s) \leq c\|g\|_\infty \lambda^2 |g_r(s, \xi_s)|. \]

Hence, we get
\[ \left| \mathcal{R}_\lambda(\xi_{[0,t]}) - \lambda G_{\ell}(\xi_{[0,t]}) \right| \leq c\|g\|_\infty \lambda^2 \int_0^t |g_r(s, \xi_s)| ds. \]

(86)
As $|e^z - 1 - z| \leq z^2 e^{|z|}$ for all $z \in \mathbb{R}$, we get $|e^x - e^y| \leq e^y(|x - y| + |x - y|^2 e^{|x-y|})$ for all $x, y \in \mathbb{R}$. Hence,

$$|e^x - (1 + y)| \leq |e^x - e^y| + |e^y - (1 + y)| \leq e^{|y|(|x - y| + |x - y|^2 e^{|x-y|} + y^2). \quad (87)$$

Take now

$$x := R_\lambda(X_{0,t}) \quad \text{and} \quad y := \lambda G_t(X_{0,t}).$$

As $F(X_{0,t}) \in L^p(\mathbb{P}_\nu)$, by Hölder’s inequality and (10), we get

$$\mathbb{E}_\nu \left[|F(X_{0,t})|\right] \leq \|F(X_{0,t})\|_{L^p(\mathbb{P}_\nu)} \|e^x\|_{L^q(\mathbb{P}_\nu)}, \quad (88)$$

$$\mathbb{E}_\nu \left[|F(X_{0,t})G_t(X_{0,t})|\right] \leq \|F(X_{0,t})\|_{L^p(\mathbb{P}_\nu)} \|y/\lambda\|_{L^q(\mathbb{P}_\nu)}, \quad (89)$$

$$\left|\mathbb{E}_\nu \left[F(X_{0,t}) - \mathbb{E}_\nu \left[F(X_{0,t})G_t(X_{0,t})\right]\right]\left| \mathbb{E}_\nu \left[F(X_{0,t})(e^x - (1 + y))\right]\right| \leq \|F(X_{0,t})\|_{L^p(\mathbb{P}_\nu)} \|e^x - (1 + y)\|_{L^q(\mathbb{P}_\nu)}. \quad (90)$$

Hence to get that all expectations in Proposition 3.1 are well defined and finite it is enough to prove that $x, y$ belong to $L^q(\mathbb{P}_\nu)$, while to get (12) it is enough to prove that the r.h.s. of (87) has norm in $L^q(\mathbb{P}_\nu)$ bounded by $o(\lambda)$. In what follows we focus on the last claim, the proof that $x, y \in L^q(\mathbb{P}_\nu)$ can be obtained by similar arguments.

As $g$ is bounded and it satisfies Condition $C[\nu, \lambda]$, by Lemma 2.3 we get that $G_t(X_{0,t})$ is upper bounded by the sum of two non-negative terms, namely $\int_0^t |g|_{r}(s, X_s) ds$ and $\sum_{s} |g(s, X_{s-}, X_s)|$, each one having finite exponential moment when multiplied by a suitable small constant (independent from $\lambda$). By applying Schwarz inequality we then conclude that for any $a \in [1, \infty)$ there exists $\lambda_0(a) < \infty$ such that $e^{\nu y} = e^{\lambda|G_t(X_{0,t})|}$ belongs to $L^a(\mathbb{P}_\nu)$ for all $\lambda \in [0, \lambda_0(a)],$ and moreover

$$\sup_{\lambda \leq \lambda_0(a)} \|e^y\|_{L^a(\mathbb{P}_\nu)} < +\infty. \quad (91)$$

In addition, since $g$ satisfies Condition $C[\nu, \lambda]$ we have that $\int_0^t |g|_{r}(s, X_s) ds$ belongs to $L^a(\mathbb{P}_\nu)$ for any $a \in [1, +\infty)$. Moreover, since $\lambda^{-2} |x - y| \leq e^{\nu y} \int_0^t |g|_{r}(s, X_s) ds$ (cf. (86)), using (91) and Schwarz inequality we conclude that

$$\sup_{\lambda \leq \lambda_0(2a)} \|\lambda^{-2} |x - y| e^{\nu y}\|_{L^a(\mathbb{P}_\nu)} < +\infty. \quad (92)$$

By the same arguments based on (86) we also have that $e^{\nu y} \|x - y\|_{L^a(\mathbb{P}_\nu)}$ for any $a \in [1, +\infty)$ and $\lambda \leq \lambda_0(1)$ for some $\lambda_1(a) > 0$, with

$$\sup_{\lambda \leq \lambda_0(1)} \|e^{\nu y} \|_{L^a(\mathbb{P}_\nu)} < +\infty. \quad (93)$$

Hence, using (91), (93) and Schwarz inequality, we gather that

$$\sup_{\lambda \leq \lambda_0(4a) \wedge \lambda_1(4a)} \|e^{\nu y} e^{\nu y}\|_{L^{2a}(\mathbb{P}_\nu)} < +\infty. \quad (94)$$

By (86) and the previous observations on $\int_0^t |g|_{r}(s, X_s) ds$, we get that $\lambda^{-4} |x - y|^2$ belongs to $L^{2a}(\mathbb{P}_\nu)$ and the norm can be bounded by a $\lambda$–independent constant. As a byproduct of (91) and Schwarz inequality, we get that

$$\sup_{\lambda \leq \lambda_0(4a) \wedge \lambda_1(4a)} \|\lambda^{-2} |x - y|^2 e^{\nu y} e^{\nu y}\|_{L^a(\mathbb{P}_\nu)} < +\infty. \quad (95)$$
As $e^{\lambda t}(G_t(X_{[0,t]}))$ belongs to $L^1(\mathbb{P}_\nu)$ by (91), we get that $\lambda^{-1}y = G_t(X_{[0,t]})$ belongs to $L^a(\mathbb{P}_\nu)$ for any $a \in [1, +\infty)$. By taking $a = 2q$, by (91) and Schwarz inequality, we conclude that

$$\sup_{\lambda \leq \lambda_0(2q)} \| \lambda^{-2} y e^{\lambda t} \|_{L^a(\mathbb{P}_\nu)} < +\infty.$$  

(96)

By combining (92), (95) and (96) we conclude that the r.h.s. of (87) has norm in $L^q(\mathbb{P}_\nu)$ bounded by $\lambda^2$ times a $\lambda$–independent constant. Hence the r.h.s. of (90) is upper bounded by $C\|F(X_{[0,t]})\|_{L^p(\mathbb{P}_\nu)} \lambda^2$ for $\lambda$ small enough.

12. PROOF OF THEOREM 3.5

Using that the expectations in the statement of Proposition 3.1 are well defined and finite and using the bounds in Section 11 as well as the bounds below, it is easy to prove that expectations in the statement of Theorem 3.5 are well defined and finite.

The result for case (1) follows directly from (12) in Proposition 3.1. We use it to deduce the linear response formula for case (2). Indeed, by Fubini’s theorem,

$$\partial_{\lambda=0} \mathbb{E}_\nu \left[ \int_0^t v(s, X_s^\lambda) ds \right] = \partial_{\lambda=0} \int_0^t \mathbb{E}_\nu[v(s, X_s^\lambda)] ds = \lim_{\lambda \to 0} \int_0^t \frac{\mathbb{E}_\nu[v(s, X_s^\lambda)] - \mathbb{E}_\nu[v(s, X_s^1)]}{\lambda} ds$$

$$= \int_0^t \mathbb{E}_\nu[v(s, X_s)G_s(X_{[0,s]})] ds + \lim_{\lambda \to 0} \int_0^t \left( \frac{\mathbb{E}_\nu[v(s, X_s^\lambda)] - \mathbb{E}_\nu[v(s, X_s^1)]}{\lambda} - \mathbb{E}_\nu[v(s, X_s)G_s(X_{[0,s]})] \right) ds.$$  

(97)

Then, by the last statement in Section 11 applied when $\|v(s, X_s)\|_{L^p(\mathbb{P}_\nu)} < +\infty$, we have that for all $s \in [0, t]$

$$\left| \frac{\mathbb{E}_\nu[v(s, X_s^\lambda)] - \mathbb{E}_\nu[v(s, X_s^1)]}{\lambda} - \mathbb{E}_\nu[v(s, X_s)G_s(X_{[0,s]})] \right| \leq C\lambda \|v(s, X_s)\|_{L^p(\mathbb{P}_\nu)}$$

which, together with the assumption $\int_0^t \|v(s, X_s)\|_{L^p(\mathbb{P}_\nu)} ds < \infty$, implies that the last term in the chain of equalities (97) vanishes, thus proving the required identity.

We now move to case (3). Since $\alpha$ is $\mathbb{P}_\nu$–integrable, it satisfies condition (74) $\mathbb{P}_\nu$–almost surely. Hence we can use the stochastic calculus techniques for processes with jumps presented in Section 7. Write $G_s$ in place of $G_s(X_{[0,s]})$, and for $s \in [0, t]$ set

$$F_s := \sum_{u \in (0, s]} \alpha(u, X_u, u)\alpha.$$  

Note that $F_t = F(X_{[0,t]})$. Since $F(X_{[0,t]}) \in L^p(\mathbb{P}_\nu)$ for some $p > 1$, to get (20) we can apply (12), hence we just need to show that the r.h.s. of (20) equals $\mathbb{E}_\nu[G_tF_t]$.

To compute $\mathbb{E}_\nu[G_tF_t]$ we start by noticing that, since $g$ satisfies condition $C[\nu, t]$, $(G_s)_{s \in [0,t]}$ is a purely discontinuous martingale by Lemma 7.2.

Next, we compensate $(F_s)_{s \in [0,t]}$ to make it into a purely discontinuous martingale. By the $\mathbb{P}_\nu$–integrability assumption on $\alpha$, we can define

$$\hat{F}_s := F_s - \int_0^s \int_{\mathcal{X}} \alpha(u, X_u, y)r(X_u, dy) du = F_s - \int_0^s \alpha_r(u, X_u) du,$$  

where

$$\alpha_r(u, X_u) := \sum_{u \in (0, s]} \alpha(u, X_u, u)\alpha.$$  

Note that $\hat{F}_t = \hat{F}(X_{[0,t]})$. Since $\hat{F}(X_{[0,t]}) \in L^p(\mathbb{P}_\nu)$ for some $p > 1$, to get (20) we can apply (12), hence we just need to show that the r.h.s. of (20) equals $\mathbb{E}_\nu[G_tF_t]$.

To compute $\mathbb{E}_\nu[G_tF_t]$ we start by noticing that, since $g$ satisfies condition $C[\nu, t]$, $(G_s)_{s \in [0,t]}$ is a purely discontinuous martingale by Lemma 7.2.
and $(F_s)_{s \in [0,t]}$ is a purely discontinuous martingale again by Lemma 7.2. Recall from Section 7.2 that the covariation process of $G$ and $\bar{F}$ is given by

$$[G, \bar{F}]_s = \sum_{u \in (0,s]} \alpha(u, X_{u-}, X_u)g(u, X_{u-}, X_u),$$

which is well defined and integrable since $g$ is bounded and $\alpha$ is $\mathbb{P}_\nu$–integrable by (119). Then by Proposition 4.50 of [15] the process $(G_s\bar{F}_s - [G, \bar{F}]_s)_{s \in [0,t]}$ defines a local martingale. We claim that it is a true martingale. Indeed, since $g$ is bounded and it satisfies Condition $C[\nu, t]$ (and therefore also (8) in Lemma 2.4), the assumptions (119) on $\alpha$ together with H"older’s inequality imply that the product

$$\left( \sum_{s \in (0,t]} |g(s, X_{s-}, X_s)| + \int_0^t |g|_r(s, X_s)ds \right) \left( \sum_{s \in (0,t]} |\alpha(s, X_{s-}, X_s)| + \int_0^t |\alpha|_r(s, X_s)ds \right)$$

belongs to $L^1(\mathbb{P}_\nu)$. It thus follows from Lemma 7.1 that $(G_s\bar{F}_s - [G, \bar{F}]_s)_{s \in [0,t]}$ defines a true martingale, thus proving our claim. As a consequence

$$E_\nu[G_t\bar{F}_t] = E_\nu[[G, \bar{F}]_t] = \mathbb{E}_\nu\left[ \sum_{s \in (0,t]} \alpha(s, X_{s-}, X_s)g(s, X_{s-}, X_s) \right] = \int_0^t \mathbb{E}_\nu[(\alpha g)_r(s, X_s)]ds,$$

(98)

where in the second identity we have used that

$$\sum_{u \in (0,s]} \alpha(u, X_{u-}, X_u)g(u, X_{u-}, X_u) - \int_0^s (\alpha g)_r(u, X_u)du$$

defines a martingale for $s \in [0, t]$, as it is of the form (75) and $\alpha g$ is $\mathbb{P}_\nu$–integrable (see Lemma 7.2). To finish the computation of $E_\nu[G_t\bar{F}_t]$ we observe that, by Fubini and the fact that $(G_s)_{s \in [0,t]}$ is a martingale,

$$E_\nu\left[ G_t \int_0^t \alpha_r(u, X_u)du \right] = \int_0^t \mathbb{E}_\nu[\alpha_r(s, X_s)G_t]ds = \int_0^t \mathbb{E}_\nu[\alpha_r(s, X_s)G_s]ds.$$

(99)

Putting together (98) and (99), we get

$$E_\nu[G_t\bar{F}_t] = \int_0^t \mathbb{E}_\nu[(\alpha g)_r(s, X_s)]ds + \int_0^t \mathbb{E}_\nu[\alpha_r(s, X_s)G_s]ds,$$

which concludes the proof of Theorem 3.5.

13. PROOF OF THEOREM 3.6

The decoupled case follows easily from the general case, hence we focus on the first part of the theorem. We aim to compute the r.h.s. of (16), (17) and (20) in cases (1), (2) and (3) in Theorem 3.5. We achieve this by performing a time-inversion of the unperturbed process. Recall the definition of the time–reversed process $(X^*_s)_{s \in [0,t]}$ given in Section 3.2. In particular, we use the following equality in distribution (valid for any $s \in [0, t]$)

$$(X_s, G_s(X_{[0,s]})) \overset{d}{=} (X^*_0, G^*_s(X^*_0))$$

(100)

by defining

$$G^*_s(\xi_{[0,s]}) := \sum_{u \in (0,s): \xi_u \neq \xi_u} g^*(s-u, \xi_{u-}, \xi_u) - \int_0^s g_r(s-u, \xi_u)du.$$

Let us consider first case (1). From (100) it follows that

$$E_{\pi}[v(X_t)G_t(X_{[0,t]})] = E_{\pi}[v(X^*_0)G^*_t(X^*_{[0,t]})] = E_{\pi}[v(X^*_0)E_{X^*_0}(G^*_t(X^*_{[0,t]}))].$$

(101)

We claim that the process

$$[0, t] \ni s \mapsto \sum_{u \in (0,t]: X^*_{u-} \neq X^*_{u}} g^*(t-u, X^*_{u-}, X^*_{u}) - \int_0^s g^*(t-u, X^*_{u}) ds \tag{102}$$

defines a martingale for the probability measure $P_x$ and for $\pi$-a.a. $x \in X$, where $g^*$ denotes the contraction of $g^*$ as in (0), with respect to the transition kernel $r^*(x, dy)$ in place of $r(x, dy)$. Note that, with some abuse of notation, we have written $P_x$ for the probability referred to the time-reserved unperturbed process starting at $x$. To prove our claim, we observe that the above process (102) defines a local martingale for $\pi$-a.a. $x \in X$, thus implying that the process (102) is a martingale for $P_x$ and for $\pi$-a.a. $x \in X$ as explained in Section [7] (now referred to the time-reversed unperturbed stationary process).

Due to the above claim, for $\pi$-a.a. $x \in X$,

$$E_x[G^*_t(X^*_{[0,t]})] = E_x \left[ \int_0^t (g^*_s(t-u, X^*_u) - g_r(t-u, X^*_u)) du \right],$$

from which we gather that (cf. (101))

$$E_{\pi}[v(X_t)G_t(X_{[0,t]})] = \int_0^t E_{\pi}[v(X^*_0)(g^*_r(t-u, X^*_u) - g_r(t-u, X^*_u))] du = \int_0^t E_{\pi}[v(X_t)(g^*_r(t-u, X_{t-u}) - g_r(t-u, X_{t-u}))] du,$$

(103)

where the second equality follows from (100). This concludes the proof of case (1).

The result for case (2) follows by combining (17) in Theorem 3.5 and (103) with $v(s, \cdot)$ and $s$ in place of $v(\cdot)$ and $t$, respectively, giving

$$\int_0^t ds E_{\pi}[v(s, X_s)G_s(X_{[0,s]})] = \int_0^t ds \int_0^s du E_{\pi}[v(s, X^*_0)(g^*_r(s-u, X^*_u) - g_r(s-u, X^*_u))]$$

$$= \int_0^t ds \int_0^s du E_{\pi}[v(s, X_s)(g^*_r(s-u, X_{s-u}) - g_r(s-u, X_{s-u}))].$$
For case (3), in light of \(20\) in Theorem 3.5, it will suffice to show that for all \(s \leq t\) it holds
\[
\mathbb{E}_\pi[\alpha_r(s,X_s)G_s] = \int_0^s \mathbb{E}_\pi[\alpha_r(s,X_s^*)(g^*_{r*}(s-u,X_u^*) - g_r(s-u,X_u^*))]du \\
= \int_0^s \mathbb{E}_\pi[\alpha_r(s,X_s)(g^*_{r*}(s-u,X_s-u) - g_r(s-u,X_s-u))]du.
\]
(104)

The derivation of \(104\) is identical to the proof of \(103\) (with \(t\) replaced by \(s\)) and uses the time-inversion identity \(100\).

14. Time periodic case: Proof of Lemma 4.2, Lemma 4.3 and Theorem 4.4

Proof of Lemma 4.2. Since \(r^*(x,y) > 0\) whenever \(r(y,x) > 0\), Assumption 4.1 implies the irreducibility of the Markov jump process with generator \(L^*\), and this is equivalent to the fact that zero is a simple eigenvalue of \(L^*\) (trivially the non-zero constant functions are the associated eigenvectors).

Let us move to the other complex eigenvalues. Write \(f \in L^2(\pi)\) as \(f = f_R + if_I\), where \(f_R, f_I\) are real functions. Then we have \(\Re((f,L^*f)) = (f_R,L^*f_R) + (f_I,L^*f_I)\), \(\Re(\cdot)\) denoting the real part. As for real functions \(g\) we have \((g,L^*g) = (Lg,g) = (g,Lg)\) we conclude that \(\Re((f,L^*f)) = (f_R,Sf_R) + (f_I,Sf_I)\), where \(S = (L + L^*)/2\). As \(Sg(x) = \sum_y r_S(x,y)[g(y) - g(x)]\) with \(r_S(x,y) = (r(x,y) + r^*(x,y))/2\), we find that \(S\) itself is the Markov generator of a Markov jump process on \(\mathcal{X}\) with rates \(r_S(x,y)\) which are easily seen to satisfy detailed balance w.r.t. \(\pi\). We therefore get
\[
\langle g, -Sg \rangle = \frac{1}{2} \sum_x \sum_y \pi(x)r_S(x,y)[g(y) - g(x)]^2 \geq 0 \quad g : \mathcal{X} \to \mathbb{R}.
\]
(105)

Moreover, since \(r_S(x,y) > 0\) if \(r(y,x) > 0\), also \(S\) is irreducible. This implies that \(\langle g, -Sg \rangle\) in \(103\) is zero if and only if \(g\) is constant, and otherwise it is strictly positive. Putting all together, we conclude that \(\Re((f,L^*f)) < 0\) for any \(f : \mathcal{X} \to \mathbb{C}\) which is not constant. Now let \(f\) be an eigenvector of \(L^*\) with eigenvalue \(\lambda \neq 0\). We have \(\langle f,L^*f \rangle = \lambda \|f\|^2\). Hence, \(\Re((f,L^*f)) = \Re(\lambda)\|f\|^2\). As \(f\) is not constant (otherwise we would have \(\lambda = 0\)), we conclude that \(0 > \Re((f,L^*f))/\|f\|^2 = \Re(\lambda)\). 

Proof of Lemma 4.3. Recall that we consider \(a, \psi_i\) as column vectors, while we consider \(\pi, \pi_\lambda, \pi_\tau\) as row vectors. We write \(A^T\) for the transpose of a matrix \(A\) and we denote by \(D\) the diagonal matrix with diagonal \(x\)-entry given by \(\pi(x)\). Letting \(P_T^* := e^{tL^*}\), we have \((P_T^*)_x = \mathbb{P}_x(X_T^* = y) = (P_T)_y \pi(y)/\pi(x)\). In particular it holds \(P_T^* = DP_T^*D^{-1}\) and \(\dot{\pi}^T = Da\), thus implying that
\[
(\dot{\pi}(P_T - \mathbb{I}))^T = D(P_T^* - \mathbb{I})a.
\]
(106)
On the other hand, by Theorem 3.6, time-inversion and the $T$–periodicity of $\psi_s$, we have

$$(\pi P_T(x)) = \sum_y \pi(y)\partial_{\lambda=0} P_y(X_T^\lambda = x) = \partial_{\lambda=0} E_{\pi} \left[ \mathbb{1}_{\{X_T^\lambda = x\}} \right]$$

$$= \int_0^T ds E_{\pi} \left[ \mathbb{1}_{\{X_s^\lambda = x\}} \psi_{T-s}(X_s^\lambda) \right] = \pi(x) \left( \int_0^T ds e^{s\mathcal{L}^*} \psi_{T-s} \right) (x) \quad (107)$$

Hence, rewriting the members in (28) as (106) and (107), we have

$$\pi(x) \left( \int_0^T ds e^{s\mathcal{L}^*} \psi_{T-s} \right) (x) \quad (108)$$

As $(P_T^\ast - \mathbb{1})$ is injective on $L_0^2(\pi)$ (recall that 0 is a simple eigenvalue of $\mathcal{L}^*$), we have that the solution in $L_0^2(\pi)$ of the above equation (108) is unique. Since $\int_0^\infty ds e^{s\mathcal{L}^*} \psi_{T-s}$ belongs to $L_0^2(\pi)$, to conclude the proof it remains to check that $\alpha := \int_0^\infty ds e^{s\mathcal{L}^*} \psi_{T-s}$ solves (108). By the $T$–periodicity of $\psi_s$, we have

$$\int_0^\infty ds e^{s\mathcal{L}^*} \psi_{T-s} = \int_0^T ds \sum_{k=0}^{\infty} e^{kT\mathcal{L}^*} \psi_{T-s} = \left[ \sum_{k=0}^{\infty} e^{kT\mathcal{L}^*} \right] \int_0^T ds e^{s\mathcal{L}^*} \psi_{T-s} \quad (109)$$

Since $e^{T\mathcal{L}^*} = P_T^\ast$, we gather that $(P_T^\ast - \mathbb{1}) \sum_{k=0}^{\infty} e^{kT\mathcal{L}^*} = -\mathbb{1}$ on $L_0^2(\pi)$. This observation and (109) imply that $\alpha = \int_0^\infty ds e^{s\mathcal{L}^*} \psi_{T-s}$ solves (108). \hfill \Box

**Proof of Theorem 4.5.** Since $X$ is finite (and therefore $\sup_{x \in X} \hat{r}(x) < +\infty$) and $g$ is bounded, $g$ satisfies Condition $C(\pi, T)$.

- **Proof of (31).** We have $E_{\pi, \lambda} [v(X_s^\lambda)] = \sum_x \pi(x) \mathbb{E}_{\pi, \lambda} [v(x)]$, hence $\partial_{\lambda=0} E_{\pi, \lambda} [v(X_s^\lambda)] = \pi(\alpha_1, v)]$, i.e. (by Corollary 4.4) $\partial_{\lambda=0} E_{\pi, \lambda} [v(X_s^\lambda)] = \int_0^\infty ds \langle v, e^{s\mathcal{L}^*} \psi_{T-s} \rangle$, which allows to conclude.

- **Proof of (32).** By (31) it is enough to show that $\partial_{\lambda=0} E_{\pi, \lambda} \left[ \int_0^t v(s, X_s^\lambda) ds \right] = \int_0^t \partial_{\lambda=0} E_{\pi, \lambda} \left[ v(s, X_s^\lambda) \right] ds$. To this aim we observe that, by Fubini’s theorem,

$$\partial_{\lambda=0} E_{\pi, \lambda} \left[ \int_0^t v(s, X_s^\lambda) ds \right] = \partial_{\lambda=0} \int_0^t E_{\pi, \lambda} \left[ v(s, X_s^\lambda) \right] ds$$

$$= \lim_{\lambda \to 0} \int_0^t \frac{E_{\pi, \lambda} \left[ v(s, X_s^\lambda) \right] - E_{\pi} \left[ v(s, X_s^\lambda) \right]}{\lambda} ds \quad (110)$$

Note that, since $X$ is finite, the assumption $\int_0^t |v(s, x)| ds < \infty$ for all $x \in X$ easily implies that $\int_0^t \|v(s, X_s)\|_{L^p(\mathbb{P}_s)} ds < \infty$ for all $p > 1$. Thus in the last term of (110) the derivative can be exchanged with the integration as follows by comparing (16)
and (17) in Theorem 3.5 The term in the middle line of (110) equals

$$\sum_{s \in \mathcal{X}} \lim_{\lambda \to 0} \int_0^t v(s, x) \frac{\mathbb{P}_{\pi_\lambda}(X_s^\lambda = x) - \mathbb{P}_\pi(X_s^\lambda = x)}{\lambda} ds$$

$$= \sum_{x \in \mathcal{X}} \pi(y) \lim_{\lambda \to 0} \left[ \frac{1}{\lambda} \left( \frac{\pi_\lambda(y)}{\pi(y)} - 1 \right) \int_0^t v(s, x) \mathbb{P}_y(X_s^\lambda = x) ds \right]$$

$$= \sum_{x \in \mathcal{X}} \pi(y) a(y) \int_0^t v(s, x) \mathbb{P}_y(X_s = x) ds,$$

where in the last equality we have used the dominated convergence theorem to argue that \(\lim_{\lambda \to 0} \int_0^t v(s, x) \mathbb{P}_y(X_s^\lambda = x) ds = \int_0^t v(s, x) \mathbb{P}_y(X_s = x) ds\), since by assumption \(\int_0^t |v(s, x)| ds < \infty\) for all \(x \in \mathcal{X}\) and by Theorem 3.5 \(\mathbb{P}_y(X_s^\lambda = x)\) is differentiable (and therefore continuous) at \(\lambda = 0\). Reasoning as done for (111) (but without the use of the dominated convergence theorem), we get that the last expression in (111) equals \(\int_0^t \lim_{\lambda \to 0} \frac{\mathbb{E}_{\pi_\lambda}[v(s, X_s^\lambda)]}{v(s, X_s^\lambda)} ds\).

Since we have been able to exchange the limit with the integral in the term in the middle line of (110) and to exchange the derivative with the integral in the last term of (110), we conclude that

\[ \partial_{\lambda=0} \mathbb{E}_{\pi_\lambda} \left[ \int_0^t v(s, X_s^\lambda) ds \right] = \int_0^t \partial_{\lambda=0} \mathbb{E}_{\pi_\lambda} \left[ v(s, X_s^\lambda) \right] ds \]

as required.

- **Proof of (33).** We now focus on \(\partial_{\lambda=0} \mathbb{E}_{\pi_\lambda} \left[ \sum_{s \in (0, t]} \alpha(s, X_{s-}^\lambda, X_s^\lambda) \right]\).

  Generalizing (3), we set \(\beta_{s, s_t}(s, x) := \sum_{y \in \mathcal{X}} \beta(s, x, y) r_y^\lambda(x, y)\) for any \(\beta : [0, t] \times \mathcal{X} \times \mathcal{X} \to \mathbb{R}\). We claim that the process \([0, t] \ni s \mapsto \sum_{u \in [0, s]} \alpha(u, X_{u-}^\lambda, X_u^\lambda) - \int_0^s \alpha_{s, s_t}(u, X_u^\lambda) du \in \mathbb{R}\) defines a martingale w.r.t. \(\mathbb{P}_{\pi_\lambda}\) for all \(\lambda\). To prove our claim, we think of the process \((\xi_s)_{s \in [0, t]}\), where \(\xi_s := (s, X_{s-}^\lambda, X_s^\lambda)\) and \(X_{s-}^\lambda := X_s^\lambda\), as a PDMP with state space \(\mathbb{R} \times \mathcal{X} \times \mathcal{X}\) and with the following local characteristics [6] Section 24]: the jump intensity rate at \((s, x, y)\) is given by \(\dot{r}_y^\lambda(x, y) = \sum_{z \in \mathcal{X}} \bar{r}_y^\lambda(x, z)\), the probability transition kernel equals \(P((s, x, y), \cdot) = \sum_{z \in \mathcal{X}} (\bar{r}_y^\lambda(x, z)/\bar{r}_y^\lambda(y)) \delta_{(s, y, z)}\) and the vector fields on \(\mathbb{R}\) associated to each \((x, y) \in \mathcal{X} \times \mathcal{X}\) are given by the unit vector field. Then the claim follows from Item 2 of [6][Theorem (26.12)] applied to the process \((M_{s}^\lambda)_{s \in [0, t]}\) defined therein, since the integrability condition in the above cited theorem reduces to \(\mathbb{E}_{\pi_\lambda}(\sum_{s \in (0, t]} |\alpha(s, X_{s-}^\lambda, X_s^\lambda)|) < +\infty\). Due to Item 1 of [6][Theorem (26.12)] the above bound is equivalent to the bound \(\mathbb{E}_{\pi_\lambda}(\int_0^t |\alpha| r_y^\lambda(s, X_s^\lambda)) < +\infty\). This last bound is fulfilled since the expectation inside can be bounded by \(e^{\lambda \cdot \|g\|_\infty} \sum_{x \in \mathcal{X}} \int_0^t |\alpha|(s, x) ds\), which is finite by our assumptions.
Due to the above claim we find
\[
\frac{\partial }{\partial \lambda} = \frac{\pi(x)}{\lambda} \int_0^t \alpha(s, X_s^\lambda) ds
\]
which is integrable on \([0, \pi]\) and \(\pi(z) = \sum_{z \in X_i} \pi_i(z)P_z(X_s = x)\) we can rewrite the last term of \((112)\) as the sum of the following three terms:
\[
A := \sum_{x,y,z} \lim_{\lambda \to 0} \int_0^t \left[ \frac{\pi(z) - \pi(x)}{\lambda} P_z(X^\lambda_s = x)e^{\lambda g(s,y)} \alpha(s, x, y)r(x, y) ds \right],
\]
\[
B := \sum_{x,y,z} \lim_{\lambda \to 0} \int_0^t \pi(z) P_z(X^\lambda_s = x) - P_z(X_s = x) e^{\lambda g(s,y)} \alpha(s, x, y)r(x, y) ds,
\]
\[
C := \sum_{x,y,z} \lim_{\lambda \to 0} \int_0^t \pi(z) P_z(X^\lambda_s = x) e^{\lambda g(s,y)} - \frac{1}{\lambda} \alpha(s, x, y)r(x, y) ds.
\]
For all terms \(A, B, C\) we get that they remain unchanged if we move the limit \(\lambda \to 0\) inside the time integral. This can be achieved as follows. To deal with \(A\), we take \(\pi(z) = \pi(x)\) and we apply the dominated convergence theorem to get the limit of the remaining time integral. Indeed, the remaining integrand is bounded for, say, all \(\lambda \in [0, 1]\), by \(e^{\|g\|_\infty} |\alpha|_{\infty} (., x)\), which is integrable on \([0, t]\) by assumption. To deal with \(B\) we use that \(P_z(X^\lambda_s = x)\) differs from its first-order expansion \(P_z(X_s = x) + \lambda E_z[I_{\{X_s = x\}} G_s(X_s | 0, s)]\) by at most \(c \lambda^2\), where \(c\) is a constant independent from \(z\) and \(s\) (this follows from the last statement concerning \((90)\) in Section \(11\)). We then apply the dominated convergence theorem (we use again that \(\alpha|_{\infty} (., x)\) is integrable on \([0, t]\) and we bound \(E_z[I_{\{X_s = x\}} G_s(X_s | 0, s)]\) by \(\|g\|_\infty (t + E_z[N_t]) < +\infty\), \(N_t\) being the total number of jumps in the time interval \([0, t]\)). To deal with \(C\) we just apply the dominated convergence theorem.

As commented above, all terms \(A, B, C\) remain unchanged if we move the limit \(\lambda \to 0\) inside the time integral. This allows us to conclude that in the last term of \((112)\) the derivative can be taken inside the sign of integration. As a consequence, this term equals
\[
\sum_{x \in X} \pi(x) \sum_{y \in Y} \int_0^t \alpha(s, x, y) \frac{\partial \lambda}{\partial \lambda} \left( \frac{\pi(x)}{\pi(x)} - r_s(x, y) \right) ds.
\]
Using that
\[
\frac{\partial \lambda}{\partial \lambda} \left( \frac{\pi(x)}{\pi(x)} - r_s(x, y) \right) = (a_s(x) + g_s(x, y)) r(x, y)
\]
Proof of Theorem 5.1.

As \( a_s = \int_0^\infty du \, e^{u\mathcal{L}} \psi_{s-u} \) (see Corollary 4.4) we have

\[
\int_0^t ds \langle \alpha_r(s, \cdot), a_s \rangle = \int_0^t ds \int_0^\infty du \langle \alpha_r(s, \cdot) e^{u\mathcal{L}} \psi_{s-u} \rangle
\]

\[
= \int_0^t ds \int_0^\infty du \langle e^{u\mathcal{L}} \alpha_r(s, \cdot), \psi_{s-u} \rangle = \int_0^t ds \int_0^\infty du \mathbb{E}_\pi \left[ \alpha_r(s, X_u) \psi_{s-u}(X_0) \right],
\]

(113)

thus giving the identity

\[
\partial_{\lambda=0} \mathbb{E}_{\pi, \lambda} \left[ \sum_{s \in (0,t]} \alpha(s, X_{s-}^\lambda, X_s^\lambda) \right] = \int_0^t \mathbb{E}_\pi \left[ (\alpha g)_r(s, X_s) \right] ds
\]

\[
+ \int_0^t ds \int_0^\infty du \mathbb{E}_\pi \left[ \alpha_r(s, X_u) \psi_{s-u}(X_0) \right].
\]

\[
\square
\]

15. Proof of Theorems 5.1 and 5.3

15.1. Proof of Theorem 5.1. By (11) we have

\[
V_\lambda(t) = \sum_{e:|e|=1} \exp \{ \lambda \cos(\omega t) e \cdot v \} \mathbb{E}_{\pi, \lambda} \left[ r(X_t^\lambda, X_0^\lambda + e) \right] e.
\]

Hence

\[
\partial_{\lambda=0} V_\lambda(t) = \sum_{e:|e|=1} \cos(\omega t)(e \cdot v) \mathbb{E}_\pi \left[ r(X_t, X_t + e) \right] e
\]

\[
+ \sum_{e:|e|=1} \partial_{\lambda=0} \mathbb{E}_{\pi, \lambda} \left[ r(X_t^\lambda, X_0^\lambda + e) \right] e =: A + B.
\]

(114)

By stationarity \( \mathbb{E}_\pi \left[ r(X_t, X_t + e) \right] = \pi \left[ r(\cdot, \cdot + e) \right] \). This observation allows to rewrite the \( j \)th coordinate of the vector \( A \) as

\[
A_j = \cos(\omega t) v_j \pi[c_j] = \Re \left( e^{i\omega t} v_j \pi[c_j] \right).
\]

On the other hand, by (10) we have

\[
B_j = \partial_{\lambda=0} \mathbb{E}_{\pi, \lambda} \left[ \gamma_j(X_t^\lambda) \right] = \Re \left( e^{i\omega t} \langle \gamma_j, (i\omega - \mathcal{L}^*)^{-1}(\Psi \cdot v) \rangle \right).
\]

Hence

\[
\left( \partial_{\lambda=0} V_\lambda(t) \right)_j = \Re \left( e^{i\omega t} \left( v_j \pi[c_j] + \langle \gamma_j, (i\omega - \mathcal{L}^*)^{-1}(\Psi \cdot v) \rangle \right) \right) = \Re \left( e^{i\omega t} \sum_{k=1}^d t \sigma(\omega)_{j,k} v_k \right)
\]

(115)

where \( \sigma(\omega)_{j,k} = \pi[c_j] \delta_{j,k} + \langle \gamma_j, (i\omega - \mathcal{L}^*)^{-1}\Psi_k \rangle \). This allows to get (111), (115) and (110) (recall (271).

Let us conclude by showing that the matrix \( \sigma(\omega) \) in (10) is symmetric for the reversible random walk. It is enough to show that \( \langle \gamma_j, (i\omega - \mathcal{L})^{-1}\gamma_k \rangle = \langle \gamma_k, (i\omega - \mathcal{L})^{-1}\gamma_j \rangle \) for all \( j, k \). As \( \mathcal{L} = \mathcal{L}^* \), we have \( \langle \gamma_j, (i\omega - \mathcal{L})^{-1}\gamma_k \rangle = \langle -(i\omega - \mathcal{L})^{-1}\gamma_j, \gamma_k \rangle \).
As \( \gamma_j, \gamma_k \) are real functions, we have

\[
\langle (-i\omega - \mathcal{L})^{-1}\gamma_j, \gamma_k \rangle = \sum_x \pi(x) \langle (-i\omega - \mathcal{L})^{-1}\gamma_j \rangle(x) \gamma_k(x) = \sum_x \pi(x) \langle (i\omega - \mathcal{L})^{-1}\gamma_j \rangle(x) \gamma_k(x) = \langle \gamma_k, (i\omega - \mathcal{L})^{-1}\gamma_j \rangle.
\]

\[ \square \]

15.2. **Proof of Theorem 5.3.** By (18) we have

\[
V_\lambda(t) = \sum_{z \in \mathbb{Z}} \exp \{ \lambda \cos(\omega t) (z \cdot v) \} \mathbb{E}_{\pi_\lambda}[r(X^\lambda_t, X^\lambda_t + z)] z.
\]

Hence

\[
\partial_{\lambda=0}V_\lambda(t) = \sum_{z \in \mathbb{Z}} \cos(\omega t)(z \cdot v)\mathbb{E}_{\pi}[r(X_t, X_t + z)] z + \sum_{z \in \mathbb{Z}} \partial_{\lambda=0}\mathbb{E}_{\pi_\lambda}[r(X^\lambda_t, X^\lambda_t + z)] z = A + B.
\]

The \( j \)th coordinate of the vector \( A \) is given by

\[
A_j = \sum_{k=1}^d \Re \left( e^{i\omega t} \left( \sum_{z \in \mathbb{Z}} z_j z_k \pi[r(\cdot, \cdot + z)] \right) v_k \right).
\]

From this point onwards the conclusion of the proof is then identical to that of Theorem 5.1 \[ \square \]

**Appendix A. Local martingales for Markov jump processes**

Fixed \( x_0 \in \mathcal{X} \) we consider here the unperturbed Markov process \( X := (X_s)_{s \geq 0} \), starting at \( X_0 = x_0 \) assuming it does not explode and apply the analysis in [6, App. A5] to the process \( Y := (Y_s)_{s \geq 0} \) of the process \( Y \) and explain how the key objects there read in our context. Below \( A \) is a measurable subset of \( \mathcal{X} \times \mathcal{X} \) and \( u, s, t \) are times in \( \mathbb{R}_+ \).

We want to compute \( \Phi^A_1(s) \) introduced in [6, App. A5]. Setting \( F^A_1(u) := \mathbb{P}_{x_0}(S_1 > u, Z_1 \in A) \), we have \( \Phi^A_1(s) := -\int_{(0,u]} \mathbb{P}_{x \times x_0}(t_{u-}) dF^A_1(u) \). Therefore

\[
d\Phi^A_1(s) = \mathbb{P}_{x_0}(S_1 \in (s, s+ds], Z_1 \in A | S_1 \geq s) = \frac{r(x_0)ds}{\hat{r}(x_0)} \mathbb{I}_A(x_0, x_1)
\]
and therefore $\Phi^A_1(s) = s \int_X r(x_0, dx_1) 1_A(x_0, x_1) = s(1_A)_{r}(x_0)$.

We now want to compute $\Phi^A_2(\omega, s)$ of [6] App. A5 with $\omega_1 = (s_1, x_0, x_1)$. Setting $F^{A,2}((s_1, x_0, x_1), u) := P_{x_0}(S_2 > u, Z_2 \in A|S_1 = s_1, Z_1 = (x_0, x_1))$, we have

$$
\Phi^A_2((s_1, x_0, x_1), s) := -\int_{[0,s]} \frac{1}{F^{A,2}((s_1, x_0, x_1), u-)} dF^{A,2}((s_1, x_0, x_1), u).
$$

Therefore

$$
d\Phi^A_2((s_1, x_0, y), s) = P_{x_0}(S_2 \in (s, s + ds], Z_2 \in A | S_1 = s_1, Z_1 = (x_0, x_1), S_2 \geq s) = ds \int_X r(x_1, dx_2) 1_A(x_1, x_2)
$$

and therefore $\Phi^A_2((s_1, x_0, x_1), s) = s(1_A)_{r}(x_1)$.

All other functions $\Phi^A_n((s_1, x_0, x_1), s) = s(1_A)_{r}(x_1)$.

We conclude this appendix by showing that if $\alpha : [0, +\infty) \times X \times X \to \mathbb{R}$ is a measurable function such that $\xi_n \to \infty$ almost surely as $n \to \infty$ and $\alpha 1_{[0, \xi_n)}$ is in $L^1(p)$ for all $n \geq 1$, i.e.

$$
E_{x_0} \left( \sum_{u \in [0,s]} |\alpha(u, X_{u-}, X_u)| 1_{[0,\xi_n)}(u) \right) = E_{x_0} \left( \sum_{u \in [0,s] \cap [0,\xi_n]} |\alpha(u, X_{u-}, X_u)| \right) < \infty
$$

for all $n \geq 1$. The space $L^1_{loc}(\hat{p})$ can be defined analogously by integrating with respect to $\hat{p}$ rather than $p$, and it is proved in [6] Proposition (A4.5) and page 276 that if there exists a non-decreasing sequence of stopping times $(\xi_n)_{n \geq 1}$ such that $\xi_n \to \infty$ almost surely as $n \to \infty$ and $\alpha 1_{[0, \xi_n)}$ is in $L^1(p)$ for all $n \geq 1$, i.e.

We conclude this appendix by showing that if $\alpha : [0, +\infty) \times X \times X \to \mathbb{R}$ is a measurable function satisfying (74), then the associated process $M^{\alpha}$ defined in (77) is a local martingale. To this end it will suffice to show that $\alpha \in L^{loc}_{1}(p)$. Indeed, define the non-decreasing sequence of stopping times $(\xi_n)_{n \geq 1}$ by setting $\xi_n := \inf\{s \in [0, \infty) : \sum_{u \in [0,s]} |\alpha(u, X_{u-}, X_u)| \geq n\}$. Then the requirement $\alpha 1_{[0, \xi_n)} \in L^1(p)$ is trivially satisfied, and $\xi_n \to \infty$ as $n \to \infty$ by the non-explosion assumption of the unperturbed process in $[0, \infty)$.

When working with functions $\alpha : [0, t] \times X \times X \to \mathbb{R}$ as in the previous sections, one can apply the above results by setting $\alpha(s, \cdot, \cdot) = 0$ for $s > t$. As a consequence, the process $(M_s)_{s \in [0,t]}$ defined by (62) is a local martingale.
Appendix B. Comparison with linear response when starting with the
invariant distribution of the perturbed process

Trivially, our results apply also to a time-independent perturbation function $g$. In this case we write the perturbed rates simply as $r^λ(x,dy) = r(x,dy)e^{λg(x,y)}$. Due to time-independence, one can ask whether the perturbed Markov jump process admits an invariant distribution and if this is unique at cost of restricting to the class $C$ of distributions which are absolutely continuous w.r.t. the invariant distribution $π$ of the unperturbed Markov jump process. In the case where there is a unique invariant distribution $π_λ$ (in $C$), it is natural then to investigate the linear response of the perturbed system with initial distribution given by $π_λ$ (analogously to what we have done in Theorem 4.8 for the OSS when $g$ is time-periodic).

Concerning the linear response, using the same notation of Proposition 3.1, at a formal level we would get

$$\partial_λ=0 \mathbb{E}_{π_λ} \left[ F(X_{[0,t]}^λ) \right] = \partial_λ=0 \mathbb{E}_{π_λ} \left[ F(X_{[0,t]}^0) \right] + \partial_λ=0 \mathbb{E}_{π} \left[ F(X_{[0,t]}^λ) \right].$$ (118)

Our results in Section 3.2 give information on the term $\partial_λ=0 \mathbb{E}_{π} \left[ F(X_{[0,t]}^λ) \right]$ in the r.h.s.. Proving existence and uniqueness of $π_λ$ and analyzing the term $\partial_λ=0 \mathbb{E}_{π_λ} \left[ F(X_{[0,t]}^λ) \right]$ in the r.h.s. is usually hard (cf. e.g. [11, 12, 13, 14, 18, 20, 22]). The analysis simplifies when one can use perturbation theory, e.g. when the unperturbed process is an irreducible Markov chain with finite state space $X$. This case is indeed covered by Section 4 as a degenerate case, since any time-independent function $g$ is also $T$–periodic (for any $T > 0$) and in this case the OSS coincide with the stationary state. In particular, Theorems 4.5 and 4.8 give the linear response of the perturbed system with initial distribution given by $π_λ$.

We now sketch a direct analysis of term $\partial_λ=0 \mathbb{E}_{π_λ} \left[ F(X_{[0,t]}^λ) \right]$ for this particular case (i.e. irreducible Markov chain with finite state space), without passing through time-periodic systems. As well as giving a more natural derivation, this will also explain why the decomposition (118) leads indeed to the same formulas appearing in Theorems 4.5 and 4.8.

Recall the definition of the operator $L^*$ and its rates $r^*(x,y)$ given in Section 4. Since $r^λ(x,y) > 0$ if and only if $r(x,y) > 0$, the perturbed Markov chain remains irreducible and therefore it has a unique invariant distribution $π_λ$ (since $π(x) > 0$ for all $x \in X$, trivially $π_λ \ll π$). The time-invariance of $π_λ$ corresponds to the system

$$\sum_y \left( π_λ(y)r^λ(y,x) - π_λ(x)r^λ(x,y) \right) = 0 \quad \forall x \in X. \quad (119)$$

If we see $π_λ$ as a row vector and the infinitesimal generator $L^λ$ of the perturbed Markov chain as a matrix, the identity (119) corresponds to $π_λL^λ = 0$. By matrix perturbation theory [17], we get that $π_λ$ is differentiable at $λ = 0$. Therefore, setting $\hat{π}(x) := \partial_λ=0π_λ(x)$, from (119) we get

$$\sum_y \left( \dot{π}(y)r(y,x) - \dot{π}(x)r(x,y) \right) = \sum_y \left( π(x)r(x,y)g(x,y) - π(y)r(y,x)g(y,x) \right), \quad ∀x \in X. \quad (120)$$

Dividing by $π(x)$, using the intertwining relation $π(a)r(a,b) = π(b)r^*(b,a)$ and that $\sum_y r(x,y) = \sum_y r^*(x,y)$ (which can be derived from $\sum_y π(x)r(x,y) = \sum_y π(y)r(y,x)$
and the above intertwining relation), we get that (120) is equivalent to
\[ \mathcal{L}^* \frac{\dot{\pi}}{\pi} = -\psi, \quad \frac{\dot{\pi}}{\pi}(x) := \frac{\dot{\pi}(x)}{\pi(x)}, \quad \psi(x) = \sum_y (\rho^*(x, y)g(y, x) - r(x, y)g(x, y)). \]

(121)

Note that \( \psi(x) = \psi_t(x) \) for all \( t \geq 0 \), with \( \psi_t \) defined as in (23) and (29). Since \( \mathcal{L}^* \) is an isomorphism when restricted to \( L^2_0(\pi) \) (see Section 4) and \( \frac{\dot{\pi}}{\pi} \psi \in L^2_0(\pi) \) (as can be easily checked), with the notation introduced in (23) and due to Lemma 4.2 we get
\[ \frac{\dot{\pi}}{\pi} = (\mathcal{L}^*)^{-1} \psi = \int_0^\infty e^{s\mathcal{L}^*} \psi ds. \]

Note that this last identity coincides with that of Lemma 4.3. In the same context of Proposition 3.1, we then get that
\[ \partial_{\lambda=0} \mathbb{E}_\pi [F(X_{[0,t]})] = \mathbb{E}_\pi [-(\mathcal{L}^{-1})^* \psi(X_0)F(X_{[0,t]})] = \int_0^\infty \mathbb{E}_\pi [e^{s\mathcal{L}^*} \psi(X_0)F(X_{[0,t]})] ds. \]

(122)

If e.g. one takes \( F(\xi_{[0,t]}) = v(\xi_t) \), the rightmost term in (122) equals
\[ \int_0^\infty \mathbb{E}_\pi [\psi(X_0)v(X_{t+s})] ds = \int_t^\infty \mathbb{E}_\pi [\psi(X_0)v(X_s)] ds. \]

Hence, due to decomposition (118) and the first formula in Theorem 3.6, we obtain (31) in Theorem 4.5. The same analysis can be carried out also for (32) and (33).

We stress that the above derivation is based on matrix perturbation theory, while for more general stochastic systems more sophisticated approaches are necessary (cf. [14, 18, 22]).
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