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Abstract—Mapping and localization, preferably from a small number of observations, are fundamental tasks in robotics. We address these tasks by combining spatial structure (differentiable mapping) and end-to-end learning in a novel neural network architecture: the Differentiable Mapping Network (DMN). The DMN constructs a spatially structured view-embedding map and uses it for subsequent visual localization with a particle filter. Since the DMN architecture is end-to-end differentiable, we can jointly learn the map representation and localization using gradient descent. We apply the DMN to sparse visual localization, where a robot needs to localize in a new environment with respect to a small number of images from known viewpoints. We evaluate the DMN using simulated environments and a challenging real-world Street View dataset. We find that the DMN learns effective map representations for visual localization. The benefit of spatial structure increases with larger environments, more viewpoints for mapping, and when training data is scarce. Project website: https://sites.google.com/view/differentiable-mapping.

I. INTRODUCTION

To efficiently operate in a new environment, robots must be able to build a map—an internal representation of the environment—even from few observations. But how should that map be represented and what information should be stored in it to enable downstream tasks, e.g., localization? Classic approaches use a fixed map representation with strong spatial structure, such as voxels or point clouds. This makes them applicable to a wide range of robotic tasks. In contrast, data-driven deep neural networks can learn rich representations by optimizing them directly for a downstream task. Eslami et al. [1], for example, learn to construct environment representations from a few images with known viewpoints, to then generate images from novel viewpoints. The challenge for learning is choosing suitable priors that enable generalization. Spatial structure can serve as such priors, and allow us to combine the best of both worlds, incorporating assumptions from classical approaches while leveraging the power of deep neural networks to learn a flexible and effective map representation for the downstream task.

In this paper we explore how structure and learning can be combined in the context of a sparse visual localization task (Fig. 1). In this task a robot has access to a handful of visual observations from known viewpoints to build a map, and then it needs to localize with respect to this map given a new sequence of visual observations. The task is challenging due to the small number of observations in which the relevant spatial information is encoded in rich visual features. While this setting is not widely studied, with a notable exception [2], it has practical importance for high impact real-world applications, such as i) localizing a vehicle anywhere on Earth using only an onboard camera and pre-collected visual data (e.g., Street View [3]), ii) mapping for multi-robot cooperative tasks with limited communication bandwidth, e.g., for search and rescue, and iii) localization in warehouses with frequently changing visual appearance.

To learn map representations for this downstream task, we introduce the Differentiable Mapping Network (DMN), a novel neural network architecture with spatial structure as a prior for mapping (Fig. 2). Given a set of image-pose pairs, the DMN constructs a structured latent map representation consisting of pairs of viewpoint coordinates and learned image embeddings. Based on this map the model performs visual localization with a differentiable particle filter [4], [5]. During localization, the map is transformed into the coordinate frame of each particle, which provides the model with a simple but powerful prior for spatial reasoning.

We evaluate our method both in synthetic 3D environments [1] and on real-world Street View data [3]. During training, we sample different environments, let the model build a map from context image-pose pairs, run particle filter localization for query images, and optimize the network based on the difference of predicted and true query poses. During inference, we test the model in previously unseen environments. Our results show that the DMN is effective in a variety of sparse localization settings. High performance critically depends on the structured map representation and the advantage increases with less training data, larger environments, and more context observations for mapping.
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II. RELATED WORK

Classical approaches to mapping and localization rely on fixed, structured map representations such as grids [6], point clouds [7], feature points [8], or landmarks [9]. With the emergence of data-driven methods, especially deep learning, there has been increasing interest in learning to represent the map in a neural memory [10], [11], [12], [1], [2]. Since generic neural networks require large amounts of training data [1], encoding spatial structure in the memory is a promising direction that has been explored in the context of scene representation and mapping [13], [14], [15], [16], localization [17], [18], and SLAM [13], [19], [20]. A neural network can even incorporate structure by encoding modules of differentiable algorithms [21]. Examples include robot localization [4], [5], planning [22], [23], [24], [25], and control [26], [27], [28].

Our work is aligned with these methods, but focuses on differentiable mapping that learns a latent map optimized for a downstream task (in our case sparse localization). Instead of using the map to generate observations as in [2], we use it discriminatively to evaluate candidate poses for localization: when querying the map with a query image and coordinate, viewpoints are transformed into the query coordinate frame and embeddings are combined with the query image features through a spatial attention mechanism. Compared to unstructured maps in prior work [1], [2], our structured map avoids lossy aggregation by maintaining embeddings for each context input, it allows for generalization from limited training data, and the differentiable architecture allows for powerful task-oriented learning. Context embeddings in a more general setting have been explored in [29].

III. SPARSE VISUAL LOCALIZATION

In the sparse visual localization task (Fig. 3), a robot receives a handful of RGB-image and pose pairs from a previously unseen environment, which we will refer to as context, \( C^i \), \( i = 1:N_c \). From this sparse context the robot constructs a map, \( m \), and uses the map for subsequent localization, i.e., to estimate the pose \( s_t \) for a sequence of query RGB-images from novel viewpoints, \( Q_t \). The robot is given the relative egomotion between time steps, \( \Delta t \), and an initial belief, \( b_0 \), that is potentially uninformed uniform.

Query images are taken in the same environment as the context, but potentially at a much later time, which can be challenging in dynamic environments such as city streets.

IV. DIFFERENTIABLE MAPPING NETWORK

The DMN Architecture. We introduce the DMN, a novel neural network architecture that learns a spatial view-embedding map for sparse localization (Fig. 2). For each context \( C^i \) the network computes an embedding \( V^i \) (top left of Fig. 2). The set of embeddings and viewpoint coordinates taken together make up the map representation \( m \) (top), which is used for localization (bottom) using a differentiable particle filter [4], [5], where particles \( s^i \) correspond to query pose candidates. Starting with a set of particles sampled from the initial belief \( b_0 \), the observation model updates the particle weights by comparing the query image \( Q_t \) to the map \( m \) using egocentric spatial attention, i.e., attention based on the relative pose of the context viewpoints and the particle. The transition model updates particles with the egomotion input \( \Delta t \). At each time step the query pose output \( s_t \) is estimated by the weighted mean of particles (via \( \Sigma_w \)). For simplicity we refer to the full approach of building a map and its use in particle filter localization as DMN.

Mapping. The DMN builds a spatial view-embedding map, \( m = \langle V^i, s^i \rangle_{i=1:N_c} \), a set of view-embedding \( V_i \) and viewpoint \( s^i \) pairs. View-embeddings \( V^i \) are features extracted from the corresponding context image \( C^i \) with a CNN, denoted as CNN1 (32-2-2-relu, 32-3-1-relu, 64-2-2-relu, 64-3-1-relu), where the notation is (filters-kernel-strides-activation). Weights are shared across contexts. \( V^i \) has a shape of \( H \times W \times D \), where \( H \) and \( W \) are 1/4 of the context image height and width, and \( D = 64 \). Viewpoints are planar poses \( s^i \equiv (x, y, \sin \psi, \cos \psi) \), where \( \psi \) is the yaw.

Egocentric spatial attention. To “read” the map from a query viewpoint \( s^i \) we introduce an egocentric spatial attention mechanism (Fig. 3). The attention mechanism computes a weighted sum of view-embeddings using the scalar product of a query key and a view key as the weight, similarly to standard attention [30]. Our attention is spatial: it extracts view keys from view-embeddings concatenated with viewpoint coordinates. The attention is also egocentric: viewpoint coordinates are transformed into an egocentric coordinate frame where the query viewpoint \( s^i \) is the origin. This attention mechanism leverages the spatial structure of the map, which is expected to substantially reduce the
difficulty of extracting useful features.

In our implementation viewpoints are transformed into the egocentric coordinate frame with simple geometric transformation. Coordinates are tiled to $H \times W \times 4$, concatenated with the view-embedding $V^i$ along the last axis, and passed through CNN2 (64-3-1-relu, 32-3-1-lin), which gives a view key. The query key is extracted from the query image $Q_t$ with CNN3 (32-2-2-relu, 32-3-1-relu, 64-2-2-relu, 64-3-1-relu, 32-3-1-lin). We take the scalar product of each view key and the query key to compute the attention weights $\lambda^t$. We further process view-embeddings with CNN4 (128-3-1-relu, 64-3-1-lin), concatenate with the view keys (not shown in figures), and sum them, weighting by the attention weights $\lambda^t$ (top left of Fig. 4).

**Particle filter localization.** Based on the map, the DMN performs subsequent sequential localization with a differentiable PF. The PF represents the belief as a set of weighted particles, $b_t(s) \approx (s^k_t, \log w^k_t)_{k=1:K}$, where a particle $s^k_t$ is a candidate pose of the robot, i.e., the unknown query viewpoint. In the first step particles are sampled from the input initial belief $b_0$. In each following step, particles are updated given new observations and the latent map. Particle poses are updated with a fixed transition model, $s^k_t = f_T(s^k_{t-1}, \Delta_t)$, using simple geometry and the egomotion input $\Delta_t$. Particle weights are updated with a learned observation model, $\log w^k_t = \log l_o(Q_t, s^k_t, m) + \log w^k_{t-1} + \eta$, given the query image $Q_t$, the particle pose $s^k_t$, the latent map $m$ and a normalization factor $\eta = -\log \sum_{k=1:K} e^{\log w^k_t}$.

The observation model connects the map with the particle filter (Fig. 4): it estimates the conditional log-probability of observing $Q_t$, given a pose $s^k_t$ and the map $m$, that is, $l_o(Q_t, s^k_t, m) \approx \log p(Q_t | s^k_t, m)$. Our observation model is discriminative: it takes in $Q_t$, $s^k_t$, and $m$, and outputs a real value, $l^k_t$, a direct estimate of the unnormalized particle log-likelihood. The model first performs egocentric spatial attention over the view-embeddings of $m$ given the query image $Q_t$ and $s^k_t$, a particle treated as the query pose. The attention mechanism outputs map features that are concatenated with another set of features extracted from the query image with CNN5 (32-2-2-relu, 32-3-1-relu, 64-2-2-relu, 64-3-1-relu, 128-3-1-relu, 64-3-1-relu). The first three layers of CNN4 and CNN5 are shared. The concatenated features are passed through another convolutional–dense component, CNN6 (64-3-1-relu, 64-3-1-relu, 64-3-1-relu, flatten) and FC1 (512-relu, 1-relu). The output is a single value, the log-likelihood $l^k_t$. Log-likelihoods are estimated for each particle this way (learnable parameters are shared), normalized across particles with $\eta$, and used to update particle weights.

The output pose estimate is given by the mean particle weighted by the particle weights, $s_t = \sum_k w^k_t s^k_t$. Alternatively, a weighted kernel density estimate, e.g., a mixture of Gaussians, could be also used [4]. Note that $s_t$ depends on all inputs ($C^i, Q_t, \Delta_t, b_0$) through the learned feature extractors of the mapping and the localization components.

**End-to-end training.** Since the DMN is end-to-end differentiable, we can train it to optimize mapping for the task of localization. To learn mapping this way, we sample different environments, different contexts and queries per environment, present them to the network, and optimize all parameters for localization by backpropagating gradients through the particle filter. The training loss is the mean-squared-error (MSE) between the pose estimate $s$ and true query pose $s^*$: $\mathcal{L} = ||s - s^*||^2 = (x - x^*)^2 + (y - y^*)^2 + \alpha(\psi - \psi^*)^2$, where $\alpha=0.5$ is a hyperparameter. Importantly, we can vary both the number of contexts and the number of particles of a trained DMN because of the shared weights.

V. Experiments

A. Domains and datasets

3D simulated environments. We first evaluate our approach in the established 3D simulated datasets, Rooms and Mazes [1], [2]. Examples are shown in Fig. 5. Environments in the Rooms domain are square rooms with randomly generated objects and textures. The Maze environments are large mazes with randomly generated layouts and different textures. Here highly ambiguous observations create a challenge for localization. For the sparse localization task we randomly sample context image-pose pairs and query images-pose pairs from a given environment, and generate trajectories by randomly ordering the sampled query poses. We use 1% of the original training set (100k environments and 10 images per environment for Rooms, 960 environments and 300 images per environment for Mazes), and a separate set of 5000 environments for evaluation. RGB images are
Latent image map. We consider a representation similar to [1], [2], which encodes the map as a $H \times W \times D$ latent image without using explicit spatial structure. The latent image map can be also thought of as a 2D grid where each cell holds a learned latent vector. For a fair comparison, we extract features from context images using the same CNN as for view-embeddings, and average context features element-wise to obtain the latent image map. When using the map for localization we use the same network as in the DMN, which concatenates map and query image features to estimate particle log-likelihoods. Unlike in DMN, the context and particle poses enter the model by concatenating the coordinates with the corresponding context and query image features, respectively. The number of learnable parameters is approximately the same as for view-embedding maps.

Latent vector map. The latent vector map is similar to the latent image map, except that it extracts feature vectors using convolutional and dense layers. We selected hidden unit sizes to yield comparable number of parameters.

Regression. We also compare with a regression network that directly regresses to a pose instead of performing particle filtering. The network structure is equivalent to a DMN with one particle. However, the particle pose is now set to the pose estimate of the previous step (or the mean initial belief for $t=0$); and instead of estimating the particle likelihood, the observation model directly regresses to a pose $\psi = (x, y, \psi)$, which is interpreted relative to the previous pose estimate. The regression model has a similar number of learnable parameters as a DMN.

Closest context. We report evaluation metrics for the context pose closest to the ground-truth query pose, which provides an upper bound on the performance of any image similarity-based approach.

Uninformed estimate. We report an uninformed estimate, the mean of the initial belief updated only with egomotion. The uninformed estimate helps calibrating the task difficulty.

C. Uncertainty settings

We consider two uncertainty settings, global localization and tracking, similar to [5]. For global localization the initial belief is uninformed uniform over the environment, including orientation. For tracking the initial belief is a Gaussian around the first query pose with $\sigma_x = 6m, \sigma_y = 6m, \sigma_\psi = 30^\circ$.

| Approach | Algorithm | Rooms | Mazes | Rooms | Mazes |
|----------|-----------|-------|-------|-------|-------|
| View-embed. | DMN-PF (ours) | 95.6% | 75.9% | 93.5% | 27.0% |
| View-embed. | Regr. (ours) | 97.2% | 39.9% | 60.5% | 19.0% |
| Latent image | PF | 94.0% | 69.4% | 90.5% | 21.1% |
| Latent image | Regression | 9.6% | 10.1% | 5.1% | 5.5% |
| Latent vector | PF | 92.9% | 40.4% | 88.1% | 13.2% |
| Latent vector | Regression | 9.8% | 16.8% | 5.6% | 7.3% |
| Closest context | | 11.0% | 39.3% | 11.4% | 34.5% |
| Uninformed estimate | | 1.7% | 3.3% | 2.9% | 3.7% |

| Approach | Tracking RMSE in m (%) | Latent map | Algorithm | Rooms | Mazes | Street View |
|----------|------------------------|------------|-----------|-------|-------|-------------|
| View-embed. | DMN-PF (ours) | 2.76 | 2.32 | 4.15 |
| View-embed. | Regr. (ours) | 1.26 | 4.52 | 6.39 |
| Image | PF | 2.90 | 3.41 | 6.13 |
| Image | Regression | 9.06 | 9.06 | 9.51 |
| Vector | PF | 2.97 | 6.07 | 7.75 |
| Vector | Regression | 8.39 | 7.92 | 9.49 |
| Closest context | | 12.84 | 9.92 | 11.17 |
| Uninformed estimate | | 14.75 | 13.19 | 13.15 |

| Map | Approach | Algorithm | Sequential loc. (%) | One-step loc. (%) |
|-----|----------|-----------|--------------------|------------------|
| View-embed. | DMN-PF (ours) | 73.2% | 28.4% |
| View-embed. | Regr. (ours) | 42.3% | 13.4% |
| Latent image | PF | 37.8% | 9.8% |
| Latent image | Regression | 11.1% | 10.1% |
| Latent vector | PF | 15.8% | 5.7% |
| Latent vector | Regression | 10.4% | 7.1% |
| Closest context | | 8.6% | 8.7% |
| Uninformed estimate | | 2.7% | 7.1% |
and a mean offset sampled from the same distribution.

D. Training and evaluation

We train all models for one-step tracking with $N_c=4$ contexts and $K=32$ particles (when applicable). We terminate training if the validation error does not improve for 100k training iterations. Validation error is computed on 1000 samples every 20k iterations. We use weight decay only for the Street View domain, with a scale of $10^{-4}$. We performed a simple grid search over learning rates for each model and dataset independently, and picked the best performing parameter based on validation error. The models are implemented in Tensorflow [33] and trained with the Adam optimizer [34]. Training took up to a few days on an NVIDIA Tesla P100 GPU.

We evaluate trained models in multiple settings: one-step global localization ($t=1$), sequential global localization ($t=5$), and tracking ($t=5$). During evaluation we increase the number of particles for PF: $K=256$ for tracking and $K=2048$ for global localization. The evaluation metric for tracking is RMSE in meters, i.e., the square root of the average MSE for the $x$–$y$ coordinates at time $t$. The evaluation metric for global localization is success rate, i.e., the percentage of trials where RMSE is under 8.94m at time $t$. This corresponds to 15.7% of the environment area. All results are averages over 3 models trained with different seeds. We omitted standard errors which were small and would not have affected our conclusions.

VI. RESULTS

A. Main results

The main results are presented in Tables II, III, and IV encompassing three datasets, two uncertainty settings, single-step and sequential localization, and comparisons with alternative latent map representations and alternative localization approaches. Qualitative examples are shown in Figs. 5 and 6.

We first consider global localization and present results for simulated environments in Table II. We observe that view-embedding maps perform consistently better than alternative map representations and particle filtering generally performs better than regression. While regression works well in the simple Rooms domain, we see a large benefit for DMN-PF in the more complex Mazes domain, (75.9% vs 39.9% at $t=5$).

A regression network could output a parameterized distribution, e.g., a mixture of Gaussians, but propagating the distribution to the next step and handling non-standard multimodal distributions are non-trivial.

PF can propagate a multimodal belief distribution over time, which is important to deal with ambiguous observations, while regression only propagates a point estimate. The example in the last row of Fig. 5 shows a PF belief with four distinct modes. Finally, the comparison with the closest context shows that image-similarity based approaches cannot perform well in these domains.

Table II shows global localization results for the Street View dataset. This is challenging real-world dataset. Baselines perform poorly and generally achieve less than 16% or 11% success. Sequential localization with PF is the only baseline with more reasonable success rates of 37.8%. In contrast, our method is able to achieve about 2x higher accuracy of 73.2%. This experiment shows more distinctly the importance of using view-based learned map (73.2% vs 37.8%) as well as the importance of particle filtering (73.2% vs 42.3%). Fig. 6 shows an example for successful localization. Starting from a uniform belief, the DMN is able to provide a reasonable probabilistic estimate having as little as one observation. As new observations are received the belief is updated and the variance is further reduced.

Table III evaluates models for sequential tracking at $t=5$. We report RMSE for all datasets in meters. We observe similar tendencies as for global localization: view-embedding maps consistently perform better than alternatives, particle filtering is important in complex environments. The benefit of the DMN is the largest for the Street View dataset.

B. Analyzing the map representation

Data efficiency. Fig. 7 compares models trained with different amounts of data for the Mazes domain. The benefit
of view-embedding maps is even larger in the small data regime, which may be attributed to the spatial structure prior.

**Number of contexts.** Fig. 8 and Fig. 9 compare localization success as the number of contexts for mapping \(N_c\) changes in the Mazes domain. In Fig. 8 models are trained and evaluated with the same \(N_c\) setting. DMNs scale well with the number of contexts: performance monotonically improves, and the benefit of view-embedding maps increases with \(N_c\). In Fig. 9 models are trained with a fixed \(N_c = 4\), but evaluated with a range of \(N_c\) settings. The performance is worse than for training in the same setting, as expected, but here too DMN with view-embedding maps generalize better.

**Larger environments.** We consider larger Street View environments for mapping, without changing the difficulty of localization. We start with \(N_c = 4\) contexts as before, and add 4 new contexts that are located far from the originals. The initial belief remains the same. New contexts are irrelevant for localization because they are far from the original contexts (and the initial belief), but they make the environment to be mapped significantly larger. Table IV compares regression with different maps for tracking in default and large Street View environments. While view-embedding maps are almost unaffected (top row), the RMSE for unstructured image map increases dramatically (bottom row). Latent image maps have a fixed capacity to represent the environment, and the map is built irrespective of the agent’s current pose. In contrast, view-embedding maps have a flexible representation capacity that scales with the number of input contexts; and the egocentric spatial attention allows learning to attending only to views near to a candidate pose.

### C. Analyzing localization accuracy

**Longer trajectories.** Fig. 10 shows global localization results for longer trajectories in the Mazes domain, evaluated at different time steps \(t\). DMN success rates increase rapidly until \(t = 5\), and continue increasing monotonically up to over 80\%. For regression, success rates increase slower and stay below 50\%. These results show the importance of propagating a probabilistic estimate with PF.

**Number of particles.** Fig. 11 shows sequential global localization results in the Mazes domain for a DMN trained with \(K = 32\) particles and evaluated with a range of \(K\) settings. Since regression networks have no particles, we plot constant performance for all \(K\). DMN improves with more particles at test time, as one would expect from a standard PF. The comparison to regression highlights important benefits of PF, that is, higher accuracy and ability to trade off computation cost and performance at test time.

### D. Optimizing maps for the downstream task

We analyze whether it is important to optimize the map representation for the downstream task. We consider a new global classification task, where the robot is given \(N_c = 4\) context image-pose pairs, similarly to sparse localization, but each context is now taken from a different distant location. Given a new query image, the task is to choose the context closest to the unknown query pose. For this experiment we tile multiple mazes together and sample context image-pose pairs from different mazes. We use a model similar to the DMN, but with only \(K = N_c\) particles, where each particle pose is set to be a context pose. We treat observation log-likelihoods of DMN as class probabilities for classification over contexts, and train the model using a cross-entropy loss.

Table V compares modified DMN models where the map is optimized for either localization or for classification. The former trains a DMN for sparse localization, fixes the map representation, and further trains for global classification. The latter also trains a DMN for sparse localization, but then it adapts both the map representation and the observation model for global classification. Results show a significantly higher performance when optimizing the map representation for the downstream classification task.

### E. Ablations

Table VI compares ablations of the DMN for sequential global localization in the Street View domain. We independently remove egocentric coordinate transformations and attention weighting. Results show that egocentric transformations are critical, and attention provides a small additional improvement. The view-embedding map appears to be important in DMN, as it enables the egocentric transformations.

### VII. Conclusion

We introduced the differentiable mapping network that learns a map for sparse visual localization, and demonstrated strong performance across simulated and real-world domains. We believe these results provide useful insights for applications beyond the sparse localization domain. Future work may explore extensions of our view-based latent map structure, e.g., having multiple view-embeddings at learned locations. A particularly interesting direction is to extend the proposed work to visual SLAM, where new observations could be treated as additional context, and uncertain context poses could be encoded in particles.
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