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Abstract

This paper extends the theory of regular solutions ($C^1$ in a suitable sense) for a class of semilinear elliptic equations in Hilbert spaces. The notion of regularity is based on the concept of $G$-derivative, which is introduced and discussed. A result of existence and uniqueness of solutions is stated and proved under the assumption that the transition semigroup associated to the linear part of the equation has a smoothing property, that is, it maps continuous functions into $G$-differentiable ones. The validity of this smoothing assumption is fully discussed for the case of the Ornstein-Uhlenbeck transition semigroup and for the case of invertible diffusion coefficient covering cases not previously addressed by the literature. It is shown that the results apply to Hamilton-Jacobi-Bellman (HJB) equations associated to infinite horizon optimal stochastic control problems in infinite dimension and that, in particular, they cover examples of optimal boundary control of the heat equation that were not treatable with the approaches developed in the literature up to now.
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1 Introduction

Semilinear elliptic equations with infinitely many variables are an important subject due to their application to time homogeneous stochastic optimal control problems and stochastic games problems over an infinite horizon. The infinite dimensionality of the variables arises in many applied problems, e.g., when the dynamics of the state variables is driven by a stochastic delay equation or by a stochastic PDE. In these cases the resulting Hamilton-Jacobi-Bellman (HJB) equation (associated to the control problem) or Hamilton-Jacobi-Bellman-Isaacs (HJBI) equation (associated to the game) are elliptic equations in infinite dimension.

Only few papers were devoted to study such kind of elliptic equations in the literature, using mainly three approaches, as follows (see the forthcoming book [28] for a survey of the present literature).

- The viscosity solution approach, introduced first, for the second order infinite dimensional case, in [55, 56, 57] and then developed in [70, 71, 51] and, later, for more specific problems in [48, 46, 47, 52], among others. On one hand, this approach allows to cover a big variety of elliptic equations in Hilbert spaces, including fully nonlinear ones; on the other hand, a regularity theory for viscosity solutions is not available in infinite dimension. Viscosity solutions have been employed to treat elliptic equations only in few papers; in particular, we mention [46].

- The mild solution approach by means of representation of solutions through backward stochastic differential equations (BSDEs). In infinite dimension it was introduced in [34] (for the parabolic case) and in [35] (for the elliptic case). This method is applicable, so far, only to semilinear equations satisfying a structural condition on the operators involved and allows to find solutions with a $C^1$-type regularity when the data are accordingly regular. Moreover, it is suitable to solve the associated control problems in the HJB case. The required structural condition, in the HJB case, substantially states that the control can act on the system modifying its dynamics at most along the same directions along which the noise acts. This may be a stringent requirement preventing the use of this method to solve some important applied problems, e.g. boundary control problems (with the exception of the boundary noise case, see [23, 64]).

- The mild solution approach by means of fixed point arguments — the method used here. This method has been introduced first in [15, 50] and then developed in [6, 7] and in various other papers (see e.g. [39, 40, 45, 11, 13, 38, 41, 42, 60, 61, 62, 63, 64, 65]). Such method, suitable

1 Similar results, but using a different method based on a convex regularization procedure, were obtained in earlier papers [39, 40, 45, 11, 13, 38, 41, 42, 60, 61, 62, 63, 64] in the special case of convex data and quadratic Hamiltonian function $F$. 
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for semilinear equations, consists in proving first smoothing properties of the transition semigroup associated to the linear part of the equation and then applying fixed point theorems. In this way, one finds solutions with $C^1$-type regularity properties, which allow, in some cases, to solve the associated control problems. Within this approach, the elliptic case has been treated in the papers [7, 45, 13, 58, 62].

The main purpose of this paper is the develop a general framework for the application of the mild solution approach in the elliptic case and to show that such framework allows:

- on one side, to widely extend the applicability of the mild solution approach by carefully fixing and extending the use of $G$-derivatives introduced in [36] and developed in [60, 61];
- on the other side, to cover HJB equations arising in control problems, like the boundary control ones, which so far cannot be solved by means of other techniques.

We now present the equation we deal with and explain briefly the main ideas. We consider the following class of semilinear elliptic equations in a real separable Hilbert space $H$:

$$
\lambda v(x) - \frac{1}{2} \text{Tr} [Q(x) D^2 v(x)] - \langle Ax + b(x), Dv(x) \rangle - F(x, v(x), Dv(x)) = 0, \quad x \in H. \tag{1.1}
$$

Here $\lambda > 0$, the operator $A$ is a linear (possibly unbounded) operator on $H$, and the functions $b : H \to H$, $Q : H \to \mathcal{L}^+(H)$ (where $\mathcal{L}^+(H)$ denotes the set of bounded nonnegative linear operators on $H$), and $F : H \times \mathbb{R} \times H \to H$ are measurable. Such equations includes HJB equations associated to discounted time homogeneous stochastic optimal control problems in $H$ over infinite time horizon (see Section 5); in this case $F$ is called Hamiltonian. Here, our main focus is on the application to this latter case. However, the main results are proved in a more general framework that allows to cover also other cases like HJBI equations associated to differential games.

The type of solutions we study here are called \textit{mild solutions}, in the sense that they solve the equation in the following integral form:

$$
v(x) = \int_{0}^{+\infty} e^{-\lambda s} P_s [F(\cdot, v(\cdot), Dv(\cdot))] ds, \quad x \in H, \tag{1.2}
$$

where $(P_s)_{s \geq 0}$ is the transition semigroup associated to the linear part of (1.1), that is, to the operator

$$
\mathcal{A} v = \frac{1}{2} \text{Tr} [Q(x) D^2 v] + \langle Ax + b(x), Dv \rangle.
$$

Note that, in (1.2) only the gradient of $v$ appears. However, as it usually arises in applications to control problems, the dependence of the nonlinear part $F$ on the gradient $Dv$ can occur in a special form, that is, through a family of linear, possibly unbounded, operators $G$; this leads to consider a generalized concept of gradient, which we call $G$-gradient and denote by $D^G$ (see Subsection 2.3 for details). Hence, we actually have a nonlinear term in the form $F(x, v(x), Dv(x)) = F_0(x, v(x), D^G v(x))$, where $F_0$ is a suitable function. We prove existence and uniqueness of solutions to (1.2), with $F(x, v(x), Dv(x))$ replaced by $F_0(x, v(x), D^G v(x))$, by applying a fixed point argument and assuming, to let the method work, a suitable smoothing property of the transition semigroup $P_s$. The good news are that, unlike viscosity solutions, this method provides, by construction, a solution that enjoys the minimal regularity needed to define, in classical sense, the candidate optimal feedback map of the associated stochastic optimal control problem and, unlike the BSDEs approach, the structural restriction $\text{Im} G \subseteq \text{Im} Q^{1/2}$ is here not required.

On the other hand, the required smoothing property is not trivial to prove and fails to hold in many cases. However, we show that, using the generalization of $G$-derivative that we introduce
here, it is satisfied in some important classes of problems — where instead the structural condition $\text{Im} G \subseteq \text{Im} Q^{1/2}$ is not true.

Mild solutions are not regular enough to apply of Itô’s formula yet — hence, to enable to prove a verification theorem showing that the candidate optimal feedback map really provides a solution to the associated control problem. Nevertheless, they represent a first step towards this goal. Indeed, one can rely on this notion to prove that they are, in fact, strong solutions (see [39, 45]): the latter concept allows to perform the verification issue by approximation. On the other hand, at least in the case of control of Ornstein-Uhlenbeck process, already the notion of mild solution suffices to prove such a kind of result, as we will show in a subsequent paper (see also Remark 5.2 on this issue).

This paper is organized as follows. In Section 2, after the setting of notations and spaces, we introduce and study the notion of $G$-derivative for functions between Banach spaces. This is a kind of generalized Gateaux differential, where only some directions, selected by an operator valued map $G$, are involved. The latter notion was considered and studied in some previous papers. Precisely, it was developed in [36] (see also [60, Sec. 4] and [61]) for maps $G$ valued in the space of bounded linear operators. Here we extend this notion, fixing some features, to the case when the map $G$ is valued in the space of possibly unbounded linear operators. The crucial property that we prove is represented by a “pointwise” exchange property between $G$-derivative and integration (Proposition 2.9), on which our main result relies.

Section 3 is the theoretical core of the paper. We set the notion of mild solution motivating it by an informal argument and state our main results (Theorems 3.8 and 3.10) on existence and uniqueness of solutions to the integral equation

$$v(x) = \int_0^{+\infty} P_s [F_0(\cdot, v(\cdot), D^G v(\cdot))] ds, \quad x \in H. \quad (1.3)$$

The results are stated under the aforementioned smoothing assumption: we require that the semigroup $P_s$ maps continuous functions into $G$-differentiable ones.

To show that the smoothing assumption is actually verified in several concrete circumstances, we devote Section 4 to the investigation of reasonable conditions guaranteeing the validity of it. In particular, we focus on the Ornstein-Uhlenbeck case, providing a new result that falls in the previous literature when $G = I$, but extend meaningfully to other important cases when $G \neq I$ and, especially, when $G$ is unbounded. The result is contained in Theorem 4.11 and extends the known one Theorem 4.8 (contained in [21]). For completeness, we also report another known result (Theorem 4.17) contained in [33], where the smoothing assumption is verified for $G = I$ in the case of smooth data and invertible diffusion coefficient.

Finally, to show the implications of our results, we devote Section 5 to present a stochastic optimal control in the Hilbert space $H$ and show how the associated Hamilton-Jacobi-Bellman (HJB) equation falls, as a special case, in the class of (1.1). Then, a specific example of boundary optimal control, through Neumann type conditions, of a stochastic heat equation is provided. In this example, we discuss the validity of all the assumptions that allow to apply our main result through the use of Corollary 4.12. As far as we know, this is the first time that the HJB equation associated to this kind of problem is approached by means of solutions that have more regularity than viscosity solutions.

---

2This extension enables to treat a larger variety of cases (in particular the case of boundary control problems), which require to deal with unbounded control operators when the problem is reformulated in infinite dimension.
2 Preliminaries

In this section we provide some preliminaries about spaces and notations used in the rest of the paper. Also, we provide the notion of $G$-gradient for functions defined on Banach spaces and some properties of this object.

2.1 Spaces and notation

Here we introduce some spaces and notations.

2.1.1 General notation and terminology

If $U$ is a Banach space we denote its norm by $|\cdot|_U$. The weak topology on $U$ is denoted by $\tau_w^U$. If $U$ is also Hilbert, we denote its inner product by $\langle \cdot, \cdot \rangle_U$. Given $R > 0$ and $x_0 \in U$, the symbol $B_U(x_0, R)$ denotes the closed ball in $U$ centered at $x_0$ of radius $R$. In all the notations above, we omit the subscript if the context is clear.

If a sequence $(x_n)_{n \in \mathbb{N}} \subseteq U$, where $U$ is Banach, converges to $x \in U$ in the norm (strong) topology we write $x_n \to x$. If it converges in the weak topology we write $x_n \rightharpoonup x$.

If $U$ is a Banach space, we denote by $U^*$ its topological dual, i.e. the space of all continuous linear functionals defined on $U$. The operator norm in $U^*$ is denoted by $|\cdot|_{U^*}$. The duality with $U$ is denoted by $\langle \cdot, \cdot \rangle_{U^*}$. If $U$ is a Hilbert space, unless stated explicitly, we always identify its dual $U^*$ with $U$ through the standard Riesz identification.

All the topological spaces are intended endowed with their Borel $\sigma$-algebra. By measurable set (function), we always intend Borel measurable set (function).

2.1.2 Spaces of linear operators

If $U, V$ are Banach spaces with norm $|\cdot|_U$ and $|\cdot|_V$, we denote by $\mathcal{L}(U, V)$ the set of all bounded (continuous) linear operators $T : U \to V$ with norm $|T|_{\mathcal{L}(U, V)} := \sup_{x \in U, x \neq 0} \frac{|Tx|_V}{|x|_U}$, using for simplicity the notation $\mathcal{L}(U)$ when $U = V$. $\mathcal{L}(U)$ is a Banach algebra with identity element $I_U$ (simply $I$ if unambiguous).

If $U, V$ are Banach spaces, we denote by $\mathcal{L}_d(U, V)$ the space of closed densely defined possibly unbounded linear operators $T : \mathcal{D}(U) \subseteq U \to V$, where $\mathcal{D}(U)$ denotes the domain. Clearly, $\mathcal{L}(U, V) \subseteq \mathcal{L}_d(U, V)$. Given $T \in \mathcal{L}_d(U, V)$, we denote its adjoint operator by $T^* : \mathcal{D}(T^*) \subseteq V^* \to U^*$ and its range by $\mathcal{R}(T)$.

Let $U$ be a separable Hilbert space. We denote by $\mathcal{L}_1(U)$ (subset of $\mathcal{L}(U)$) the set of trace class operators, i.e. the operators $T \in \mathcal{L}(U)$ such that, given an orthonormal basis $(e_k)_{k \in \mathbb{N}}$ of $U$, the quantity

$$|T|_{\mathcal{L}_1(U)} := \sum_{k=1}^{\infty} \langle (T^* T)^{1/2} e_k, e_k \rangle_U$$

is finite. The latter quantity is independent of the basis chosen and defines a norm making $\mathcal{L}_1(U)$ a Banach space. The trace of an operator $T \in \mathcal{L}_1(U)$ is denoted by $\text{Tr}[T]$, i.e. $\text{Tr}[T] := \sum_{k=1}^{\infty} \langle Te_k, e_k \rangle_U$. The latter quantity is is finite and, again, independent of the basis chosen. We denote by $\mathcal{L}^+_1(U)$ the subset of $\mathcal{L}_1(U)$ of self-adjoint nonnegative (trace class) operators on $U$. Note that, if $T \in \mathcal{L}^+_1(U)$, then $\text{Tr}[T] = |T|_{\mathcal{L}_1(U)}$.

If $U, V$ are separable Hilbert spaces, we denote by $\mathcal{L}_2(U, V)$ (subset of $\mathcal{L}(U, V)$) the space of Hilbert-Schmidt operators from $U$ to $V$, that is the spaces of operators such that, given an orthonormal basis $(e_k)_{k \in \mathbb{N}}$ of $U$, the quantity

$$|T|_{\mathcal{L}_2(U, V)} := \left( \sum_{k=0}^{\infty} |Te_k|_V^2 \right)^{1/2}$$
is finite. The latter quantity is independent of the basis chosen and defines a norm making \( \mathcal{L}_2(U, V) \) a Banach space. It is actually a Hilbert space with the scalar product

\[
\langle T, S \rangle_{\mathcal{L}_2(U, V)} := \sum_{k=0}^{\infty} \langle Te_k, Se_k \rangle_V,
\]

where \( \{e_k\}_{k \in \mathbb{N}} \) is any orthonormal basis of \( U \). We refer to \cite{22} App. A for more details on trace class and Hilbert-Schmidt operators.

### 2.1.3 Function spaces

Let \( U, V, Z \) be Banach spaces and \( m \geq 0 \). We denote by \( B(U, V) \) (respectively, \( B_b(U, V) \)) the space of measurable (respectively, measurable and bounded) functions from \( U \) into \( V \). The space \( B_b(U, V) \) is a Banach space with the usual norm

\[
|\phi|_0 = \sup_{x \in U} |\phi(x)|_V.
\]

We denote by \( C(U, V) \) (respectively, \( C_b(U, V) \)) the space of continuous (respectively, continuous and bounded) functions from \( U \) into \( V \). The space \( C_b(U, V) \) is a Banach space with the norm \( |\phi|_b \)

Given \( m \geq 0 \), we define \( B_m(U, V) \) (respectively, \( C_m(U, V) \)) as the set of all functions \( \phi \in B(U, V) \) (respectively, \( \phi \in C(U, V) \)) such that the function

\[
\psi(x) := \frac{\phi(x)}{1 + |x|^m}, \quad x \in U,
\]

belongs to \( B_b(U, V) \) (respectively, \( C_b(U, V) \)). These spaces are made by functions that have at most polynomial growth of order \( m \) and are Banach spaces when they are endowed with the norm \( |\phi|_{B_m(U, V)} := \sup_{x \in U} \frac{|\phi(x)|}{1 + |x|^m} \) (respectively, \( |\phi|_{C_m(U, V)} := \sup_{x \in U} \frac{|\phi(x)|}{1 + |x|^m} \)). We will write \( |\phi|_{B_m} \) (respectively, \( |\phi|_{C_m} \)) when the spaces are clear from the context. When \( m = 0 \) the above spaces reduces to \( B_b(U, V) \) and \( C_b(U, V) \) and we keep this notation to refer to them.

If \( f : U \to V \), the Gateaux (resp., Fréchet) derivative of \( f \) at the point \( x \) is denoted by \( \nabla f(x) \) (resp., \( Df(x) \)).

We define the space \( C^s(U, \mathcal{L}(Z, V)) \) as the space of maps \( f : U \to \mathcal{L}(Z, V) \) such that, for every \( z \in Z \), \( f(\cdot)z \in C(U, V) \)\footnote{This property is usually called strong continuity of \( f \).} and the space \( C^s_m(U, \mathcal{L}(Z, V)) \) as the space of maps \( f : U \to \mathcal{L}(Z, V) \) such that, for every \( z \in Z \), \( f(\cdot)z \in C_m(U, V) \). When \( m = 0 \), we write \( C^s_b(U, \mathcal{L}(Z, V)) \).

**Proposition 2.1.** Let \( m \geq 0 \) and let \( U, V, Z \) be three Banach spaces. The space \( C^s_m(U, \mathcal{L}(Z, V)) \) is Banach when endowed with the norm

\[
|f|_{C^s_m(U, \mathcal{L}(Z, V))} := \sup_{x \in U} \frac{|f(x)_{\mathcal{L}(Z, V)}|}{1 + |x|^m}.
\]

(When it is clear from the context, we simply write \( |f|_{C^s_{m-}} \).)

**Proof.** First of all, we observe that the right hand side of \( (2.3) \) is finite due to a straightforward application of the Banach-Steinhaus theorem, so it clearly defines a norm.

Let \( \{f_n\}_{n \in \mathbb{N}} \) be a Cauchy sequence in \( C^s_m(U, \mathcal{L}(Z, V)) \). Then, for each \( x \in U \), by completeness of \( \mathcal{L}(Z, V) \), \( f_n(x) \to f(x) \) in \( \mathcal{L}(Z, V) \) for some \( f(x) \in \mathcal{L}(Z, V) \). On the other hand, by completeness of \( C_m(U, V) \), we also have, for each \( z \in Z \), where \( f_n(\cdot)z \to f_z(\cdot) \) in \( C_m(U, V) \) for some \( f_z \in C_m(U, V) \). By
It remains to show that $f_n \to f$ with respect to $|f|_{C^m(U, L(Z, V))}$, that is

$$
\sup_{x \in U} \sup_{|z| = 1} \frac{|f_n(x) - f(x)|_z}{1 + |x|^m} \to 0.
$$

Now, for every $z \in Z$ with $|z|_Z = 1$ and $n \in N$, we have

$$
\frac{|f_n(x) - f(x)|_z}{1 + |x|^m} \leq \limsup_{k \to \infty} |f_n - f_k|_{C^m(U, L(Z, V))}, \quad \forall x \in U.
$$

We conclude as $(f_n)_{n \in N}$ is a Cauchy sequence in $C^m(U, L(Z, V))$. \hfill \Box

### 2.1.4 Spaces of stochastic processes

Let $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P})$ be a filtered probability space satisfying the usual conditions. Given $p \geq 1$, $T > 0$, and a Banach space $U$, we denote by $\mathcal{H}^{p, T}(U)$ the set of all (equivalence classes of) progressively measurable processes $X : [0, T] \times \Omega \to U$ such that

$$
|X(\cdot)|_{\mathcal{H}^{p, T}(U)} := \left( \sup_{s \in [0,T]} \mathbb{E}|X(s)|_U^p \right)^{1/p} < +\infty.
$$

This is a Banach space with the norm $|\cdot|_{\mathcal{H}^{p, T}(U)}$. Next, we denote by $\mathcal{H}^{p, loc}(U)$ the space of all (equivalences classes of) progressively measurable processes $X : [0, +\infty) \times \Omega \to E$ such that $X|_{[0,T] \times \Omega} \in \mathcal{H}^{p, T}(U)$ for every $T > 0$.

Given $p \geq 1$, $T > 0$, and a Banach space $U$, we denote by $\mathcal{K}^{p, T}(U)$ the space of all (equivalences classes of) progressively measurable processes $X : [0, T] \times \Omega \to U$ admitting a version with continuous trajectories and such that

$$
|X(\cdot)|_{\mathcal{K}^{p, T}(U)} := \mathbb{E}\left[ \sup_{s \in [0,T]} |X(s)|_U^p \right]^{1/p} < +\infty.
$$

This is a Banach space with the norm $|\cdot|_{\mathcal{K}^{p, T}(U)}$. We denote by $\mathcal{K}^{p, loc}(U)$ the set of all (equivalences classes of) progressively measurable processes $X : [0, +\infty) \times \Omega \to U$ such that $X|_{[0,T] \times \Omega} \in \mathcal{K}^{p, T}(U)$ for every $T > 0$.

### 2.2 Bochner integration

Let $I \subseteq \mathbb{R}$, let $V$ be a Banach space, and let $f : I \to V$ be measurable. We recall that, if $|f|_V \in L^1(I, \mathbb{R})$, then $f$ is Bochner integrable, and we write $f \in L^1(I, V)$. Moreover, in this case

$$
\langle v^*, \int_I f(t) dt \rangle_{V^*, V} = \int_I \langle v^*, f(t) \rangle_{V^*, V} dt, \quad \forall v^* \in V.
$$

Finally, we recall that, if $V$ is separable, by Pettis measurability Theorem [68], Th. 1.1, $f$ is measurable if and only if $t \to \langle v^*, f(t) \rangle_{V^*, V}$ is measurable for every $v^* \in V^*$.

### 2.3 $G$-derivative

Here we set and investigate the notion of $G$-derivative for functions $f : U \to V$, where $U, V$ are Banach spaces. The latter notion was defined in [36] (see also [60], Sec. 4) and [61]) when $G$ is a map $G : U \to L(Z, U)$ with $Z$ Banach space. Here we extend the definition requiring only that $G : U \to L_u(Z, U)$.
Definition 2.2. Let \( U, V, Z \) be three Banach spaces and let \( f : U \to V, G : U \to L_u(Z, U) \).

(i) The \( G \)-directional derivative \( \nabla^G f(x; z) \) at a point \( x \in U \) along the direction \( z \in \mathcal{D}(G(x)) \subseteq Z \) is defined as

\[
\nabla^G f(x; z) := \lim_{s \to 0} \frac{f(x + sG(x)z) - f(x)}{s}, \quad s \in \mathbb{R},
\]

assuming that this limit exists in \( V \).

(ii) We say that \( f \) is \( G \)-Gateaux differentiable at a point \( x \in U \) if it admits the \( G \)-directional derivative along every direction \( z \in \mathcal{D}(G(x)) \) and there exists a bounded linear operator \( \nabla^G f(x) \in L(Z, V) \) such that \( \nabla^G f(x; z) = \nabla^G f(x)z \) for every \( x \in U \) and every \( z \in \mathcal{D}(G(x)) \). In this case \( \nabla^G f(x) \) is called the \( G \)-Gateaux derivative at \( x \).

(iii) We say that \( f \) is \( G \)-Gateaux differentiable on \( U \) if it is \( G \)-Gateaux differentiable at every point \( x \in U \) and call the object \( \nabla^G f : U \to \mathcal{L}(Z, V) \) the \( G \)-Gateaux derivative of \( f \).

(iv) We say that \( f \) is \( G \)-Fréchet differentiable (or simply \( G \)-differentiable) at a point \( x \in U \) if it is \( G \)-Gateaux differentiable at \( x \) and if the limit in (2.5) is uniform for \( z \in B_Z(0, 1) \cap \mathcal{D}(G(x)) \). The latter is equivalent to

\[
\lim_{z \in \mathcal{D}(G(x)), \|z\| \to 0} \frac{|f(x + G(x)z) - f(x) - \nabla^G f(x)z|_V}{\|z\|_V} = 0.
\]

In this case, we denote \( D^G f(x) := \nabla^G f(x) \) and call \( D^G f(x) \) the \( G \)-Fréchet derivative (or simply the \( G \)-derivative) of \( f \) at \( x \).

(v) We say that \( f \) is \( G \)-Fréchet differentiable on \( U \) (or simply \( G \)-differentiable) if it is \( G \)-Fréchet differentiable at every point \( x \in U \) and call the object \( D^G f : U \to \mathcal{L}(Z, V) \) the \( G \)-Fréchet derivative (or simply the \( G \)-derivative) of \( f \).

Note that, in the definition of the \( G \)-derivative, one considers only the directions in \( U \) selected by the image of \( G(x) \). This is similar to what is often done in the theory of abstract Wiener spaces, considering the \( K \)-derivative, where \( K \) is a subspace of \( U \), see e.g. [49]. Similar concepts are also used in [15], [69] and in [21, Sec.3.3.1]. A generalized notion of \( G \)-derivative in spaces \( L^p(H, \mu) \) where \( H \) separable Hilbert space and \( \mu \) is a suitable Radon measure, is considered in relation to Dirichlet forms, see e.g. [59] (or also [16, Ch. 3], where it is called Malliavin derivative). In all these references \( G \) is a bounded operator.

Clearly, if \( f \) is Gateaux (resp., Fréchet) differentiable at \( x \in U \), and \( G : U \to \mathcal{L}(Z, U) \), it turns out that \( f \) is \( G \)-Gateaux (resp., \( G \)-Fréchet) differentiable at \( x \) and

\[
\nabla^G f(x)z = \nabla f(x)(G(x)z) \quad \text{resp., } D^G f(x)z = Df(x)(G(x)z),
\]

i.e. the \( G \)-directional derivative in direction \( h \in Z \) is just the usual directional derivative at a point \( x \in U \) in the direction \( G(x)z \in U \).

If \( V = \mathbb{R} \), then the (Gâteaux or Fréchet) \( G \)-derivative takes values in \( \mathcal{L}(Z, \mathbb{R}) = Z^* \). Hence, if \( Z \) is a Hilbert space, identifying \( Z \) with its topological dual \( Z^* \), we consider \( \nabla^G f : U \to Z \) and write \( \langle \nabla^G f(x), z \rangle_Z \) for \( \nabla^G f(x)z \). Similarly, we do for the \( G \)-Fréchet derivative.

In the same spirit, when \( V = \mathbb{R} \) and both \( U \) and \( Z \) are Hilbert spaces, we identify the spaces \( U \) and \( Z \) with their topological dual spaces \( U^* \) and \( Z^* \). Hence, whenever \( f \) is Gateaux (resp., Fréchet) differentiable at \( x \in U \), the identity (2.6) becomes

\[
\langle \nabla^G f(x), z \rangle_Z = \langle \nabla f(x), G(x)z \rangle_U = \langle G(x)^\ast \nabla f(x), z \rangle_Z,
\]

and similarly for the \( G \)-Fréchet derivatives.
Example 2.3. The notion of G-derivative allows to deal with functions which are not Gateaux differentiable, as shown by the following example.

Let \( f : \mathbb{R}^2 \to \mathbb{R} \) be defined by \( f(x_1, x_2) := |x_1| x_2 \). Clearly, \( f \) does not admit directional derivative in the direction \((1, 0)\) at the point \((x_1, x_2) = (0, 1)\). On the other hand, if we consider \( G : \mathbb{R}^2 \to \mathcal{L}(\mathbb{R}, \mathbb{R}^2) \equiv \mathbb{R}^2 \), defined by \( G(x) = G_0 \), where \( G_0 = (0, 1) \), then \( f \) admits G-Fréchet derivative at every \((x_1, x_2) \in \mathbb{R}^2\).

Remark 2.4. When \( G \) only takes values in \( \mathcal{L}_u(U, Z) \), that is when we deal with the possibility that \( G(x) \) is unbounded, even if \( f \) is Fréchet differentiable at all points \( x \in U \), the G-Fréchet derivative may not exist in some points. Indeed, consider the following example.

Let \( U, Z \) be Hilbert spaces, let \( G_0 : \mathcal{D}(G_0) \subseteq Z \to U \) be a closed densely defined unbounded linear operator on \( U \), and let \( G_0^* : U \to Z \) be its (unbounded) adjoint. Next, let \( G : U \to \mathcal{L}_u(U, Z) \) be defined by \( G(x) \equiv G_0 \), and let \( f : U \to \mathbb{R} \) be defined by \( f(x) := |x|^2 \). Clearly, \( f \) is Fréchet differentiable at every \( x \in U \) and \( Df(x) = 2x \). Then, by definition of G-directional derivative, we have

\[
\nabla^G f(x; z) = \langle Df(x), G_0 z \rangle_U = 2 \langle x, G_0 z \rangle_U, \quad \forall x \in U, \forall z \in \mathcal{D}(G_0).
\]

On the other hand, if \( f \) was G-Fréchet differentiable at every \( x \in U \), we should have \( D^G f(x) \in U \) for every \( x \in U \), and therefore

\[
|\nabla^G f(x; z)| = \left| \langle D^G f(x), z \rangle_Z \right| \leq |D^G f(x)|_Z |z|_Z, \quad \forall z \in \mathcal{D}(G_0).
\]

It should follow \( \mathcal{D}(G^*_0) = U \), which is not the case if \( G_0 \) is any genuinely unbounded linear operator.

We now define, following [34] and [60, 61], some relevant classes of spaces of G-regular functions.

Definition 2.5. Let \( U, V, Z \) be Banach spaces, let \( G : U \to \mathcal{L}_u(Z, U) \), and let \( m \geq 0 \). We define the spaces of functions

\[
\mathcal{G}^1_m(U, V) := \left\{ f \in C^1_m(U, V) : f \text{ is } G\text{-Gateaux differentiable on } U \text{ and } \nabla^G f \in C^1_m(U, \mathcal{L}(Z, V)) \right\},
\]

\[
C^1_m(U, V) := \left\{ f \in C^1_m(U, V) : f \text{ is } G\text{-Fréchet differentiable on } U \text{ and } D^G f \in C^1_m(U, \mathcal{L}(Z, V)) \right\}.
\]

When \( m = 0 \) we use the notation \( \mathcal{G}^1_b(U, V) \) and \( C^1_b(U, V) \). Moreover, when \( V = \mathbb{R} \) we omit it in the notation.

Definition 2.6 (Pseudoinverse). Let \( Z \) be a uniformly convex Banach space, let \( U \) be a Banach space, and let \( T \in \mathcal{L}_u(Z, U) \). The pseudoinverse \( T^{-1} \) of \( T \) is the linear operator defined on \( T(Z) \subseteq U \) and valued in \( \mathcal{D}(T) \subseteq Z \) associating to each \( x \in \mathcal{R}(T) \) the (unique) element in \( T^{-1}(x) \) with minimum norm in \( Z \).

Remark 2.7. If \( Z \) in Definition 2.6 is Hilbert space, then \( \mathcal{R}(T^{-1}) = (\ker T)^\perp \).

Now we deal with the possibility of performing the \( G \)-differentiation under the integral sign in pointwise and functional sense. Due to the integrability issues clarified at the beginning of Section 3 we will make use only of the pointwise exchange property (Proposition 2.9). However, since the analogue functional property has not been well developed in the literature, we establish the result also in this case (Corollary 2.12) providing a complete proof.

Assumption 2.8. \( U \) and \( Z \) are Hilbert spaces. The map \( G : U \to \mathcal{L}_u(Z, U) \) is such that

\footnote{Existence and uniqueness of such an element follows from the fact that \( T \) is a closed operator and applying the results of [25], Sec. II.4.29, p. 74].}
(i) $D(G(x)) = D(G(y))$ for every $x, y \in U$; we denote by $D_G$ the common domain;

(ii) $R(G(x)) = R(G(y))$ for every $x, y \in U$; we denote by $R_G$ the common range;

(iii) Let $G^{-1}(x)$ be the pseudo-inverse of $G(x)$ according to Definition 2.6. The map $x \mapsto G(x)^{-1}y$ is locally bounded for every $y \in R_G$.

**Proposition 2.9.** Let Assumption 2.8 hold. Let $m \geq 0$ and let $f : [0, +\infty) \times U \rightarrow V$ be measurable and such that

(i) $f(t, \cdot) \in G^1_m(U, V)$ (resp., $C^1_m(U, V)$) for a.e. $t \in [0, +\infty)$;

(ii) there exists $g \in L^1([0, +\infty), \mathbb{R})$ such that, for a.e. $t \in [0, +\infty)$ and every $x \in U$,

$$|f(t, x)|_V \leq g(t)(1 + |x|^m), \quad (2.7)$$

$$|\nabla f(t, x)|_{L(V, V)} \leq g(t)(1 + |x|^m) \quad (\text{resp., } D^G f(t, x)|_{L(Z, Z)} \leq g(t)(1 + |x|^m)). \quad (2.8)$$

Then, the function $L : U \rightarrow V$, $L(x) := \int_0^{+\infty} f(t, x)\, dt$ is well defined and belongs to $G^1_m(U, V)$ (resp., $C^1_m(U, V)$) and

$$\nabla^G L(x) h = \int_0^{+\infty} \nabla^G f(t, x) h \, dt, \quad (\text{resp., } D^G L(x) h = \int_0^{+\infty} D^G f(t, x) h \, dt), \quad \forall x \in U, \forall h \in D_G. \quad (2.9)$$

**Proof.** First of all, note that the fact that $L$ is well defined and belongs to $C_m(U, V)$ follows from (i) and (2.7) by dominated convergence.

We prove now the other claims for the $G$-Gateaux gradient; the proof for the $G$-Fréchet gradient is obtained just replacing $\nabla^G$ by $D^G$ and $C^1_m(U, L(Z, V))$ by $C_m(U, L(Z, V))$ in the following. Let $x \in U$, $h \in D_G$. Set

$$y(r) := x + rG(x)h, \quad \varphi(t, r) := f(t, y(r)), \quad t \geq 0, \quad r \in \mathbb{R}.$$  

Then, using Assumption 2.8(i)-(ii), we can write

$$\frac{\partial}{\partial r} \varphi(t, r) = \lim_{\xi \rightarrow 0} \frac{f(t, y(r) + \xi G(x)h) - f(t, y(r))}{\xi}$$

$$= \lim_{\xi \rightarrow 0} \frac{f(t, y(r) + \xi G(y(r))G(y(r))^{-1}G(x)h) - f(t, y(r))}{\xi}$$

$$= \nabla^G f(t, y(r))G(y(r))^{-1}G(x)h.$$  

By Assumption 2.8(ii) and (2.8), choosing $\varepsilon > 0$ sufficiently small, we get

$$\left| \frac{\partial}{\partial r} \varphi(t, r) \right| \leq g_x(t), \quad \forall r \in (-\varepsilon, \varepsilon). \quad (2.10)$$

Then, arguing as in the standard one dimensional case, dominated convergence combined with a generalization of Lagrange Theorem to $V$-valued functions (see [73, Prop. 3.5, p. 76]) yields

$$\nabla^G L(x; h) = \int_0^{+\infty} \nabla^G f(t, x) h \, dt.$$ 

This also shows that

$$|\nabla^G L(x; h)|_V \leq \left( \int_0^{+\infty} |\nabla^G f(t, x)|_{L(Z, Z)} \, dt \right) |h| \leq \left( \int_0^{+\infty} |g_x(t)| \, dt \right) |h|, \quad \forall x \in H, \forall h \in D_G.$$  

Hence, as $g_x \in L^1((0, +\infty), \mathbb{R})$, we conclude that $L$ is $G$-Gateaux differentiable on $U$ and (2.9) holds true. The fact that $\nabla^G L \in C^1_m(U, L(Z, V))$, hence $L \in G^1_m(U, V)$, comes from (2.9) by dominated convergence. \qed
Assumption 2.10. Assumption [2.8] holds true with locally bounded replaced by continuous in (iii).

Proposition 2.11. Let Assumption 2.10 hold. The spaces of Definition 2.5 are Banach when endowed with the norm

$$|f|_{\mathcal{G}_m^G(U,V)} := \sup_{x \in U} \frac{|f(x)|_V}{1 + |x|^m} + \sup_{x \in U} \frac{|\nabla G f(x)|_{\mathcal{L}(Z,V)}}{1 + |x|^m}. \quad (2.11)$$

(For elements of $C_m^G(U,V)$ we use the notation $|f|_{C_m^G(U,V)}$). If clear from the context, we simply write $|f|_{\mathcal{G}_m^G}$ and $|f|_{C_m^G}.$

Proof. We give the proof for $\mathcal{G}_m^G.$ The proof $C_m^G$ is analogous.

Let $(\Phi_n)_{n \in \mathbb{N}}$ be a Cauchy sequence in $\mathcal{G}_m^G(U,V).$ In particular, $(\Phi_n)_{n \in \mathbb{N}}$ is a Cauchy sequence in $C_m(U,V),$ so that $\Phi_n$ converges to a function $\Phi \in C_m(U,V).$

Now, for all $x \in U,$ $\{\nabla G \Phi_n(x)\}_{n \in \mathbb{N}}$ is a Cauchy sequence of linear bounded operators in $\mathcal{L}(Z,V),$ so that $\nabla G \Phi_n(x)$ converges to a linear bounded operator $A(x).$ On the other hand, for all $z \in Z,$ the sequence $\{\nabla G \Phi_n(z)\}_{n \in \mathbb{N}}$ is a Cauchy sequence in $C_m(U,V)$ so that $\nabla G \Phi_n(z)$ converges to a function $A_z \in C_m(U,V).$ Hence, we have $A_z(x) = A(x)z,$ which yields $A \in C^*_m(U, \mathcal{L}(Z,V)).$

Now, note that, by definition of $\nabla G \Phi_n(x),$ we have $\nabla G \Phi_n(x)h = 0$ whenever $h \in \ker(G(x)).$ It follows

$$\ker(A(x)) \supset \ker(G(x)), \quad \forall x \in U. \quad (2.12)$$

We are going prove that $\Phi \in \mathcal{G}_m^G(U,V)$ and $A = \nabla G \Phi.$ Let $x \in U$ and $h \in \mathcal{D}_G.$ Set, for $r \in [-1,1],
\psi(r) := x + rG(x)h$ and $\varphi_n(r) := \Phi_n(x + rG(x)h).$ Then, arguing as in the proof of Proposition 2.9 we get

$$\varphi_n'(r) = \nabla G \Phi_n(\psi(r))G(\psi(r)^{-1}G(x)h), \quad r \in [-1,1].$$

As $\nabla G \Phi_n \in C_m(U, \mathcal{L}(Z,V)),$ by the Banach-Steinhaus Theorem the family $\{\nabla G \Phi_n(y(r))\}_{r \in [-1,1]}$ is a family of uniformly bounded operators in $\mathcal{L}(U,V).$ Setting

$$M := \sup_{a \in [-1,1]} |\nabla G \Phi_n(y(a))|_{\mathcal{L}(Z,V)}$$

we have, for every $r, s \in [-1,1],

$$|\psi(r) - \psi(s)| = |(\nabla G \Phi_n(y(r))G(y(r)^{-1} - \nabla G \Phi_n(y(s))G(y(s)^{-1})G(x)h)|_V
\leq |\nabla G \Phi_n(y(r))|_{\mathcal{L}(Z,V)}|G(y(r)^{-1} - G(y(s)^{-1})G(x)h|_Z
\leq |\nabla G \Phi_n(y(r)) - \nabla G \Phi_n(y(s))|G(y(s)^{-1})G(x)h|_V + |G(y(r)) - G(y(s))|G(y(s)^{-1})G(x)h|_V.$$

Then, using Assumption 2.10 and again the fact that $\nabla G \Phi_n \in C_m(U, \mathcal{L}(Z,V)),$ we see that $\varphi'(r) \to \varphi'(s)$ as $r \to s.$ By arbitrariness of $r \in [-1,1],$ we conclude that $\varphi' \in C^1([-1,1], V).$ So, applying [73], Prop. 3.5, p. 76], we get

$$\frac{\Phi_n(x + sG(x)h) - \Phi_n(x)}{s} = \frac{1}{s} \int_0^s \varphi_n'(r)dr = \frac{1}{s} \int_0^s \nabla G \Phi_n(y(r))G(y(r)^{-1}G(x)h)dr, \quad \forall s \in [-1,1] \setminus \{0\}. \quad (2.13)$$

Now, as $n \to \infty,$ we have the convergences

$$\Phi_n(x + sG(x)h) \to \Phi(x + sG(x)h),$$
$$\Phi_n(x) \to \Phi(x),$$
$$\nabla G \Phi_n(y(r))G(y(r)^{-1}G(x)h \to A(y(r))G(y(r)^{-1}G(x)h, \quad r \in \mathbb{R}.$$
So, from [2.13], we get
\[
\frac{\Phi(x + sG(x)h) - \Phi(x)}{s} = \frac{1}{s} \int_0^s A(y(r))G(y(r))^{-1}G(x)hd\tau.
\] (2.14)

As \( A \in C^s_m(U, \mathcal{L}(Z, V)) \), arguing as done above for \( \Phi_n \), we see that the function \([-1, 1] \rightarrow \mathbb{R} \), \( r \rightarrow A(y(r))(G(y(r))^{-1}G(x))h \) is continuous. Then, from (2.14) it follows
\[
\lim_{s \to 0} \frac{\Phi(x + sG(x)h) - \Phi(x)}{s} = A(x)G(x)^{-1}G(x)h.
\] (2.15)

Let \( k := G(x)^{-1}G(x)h \) and observe that \( G(x)^{-1}G(x)k = k \) and \( G(x)h = G(x)k \), i.e. \( h - k \in \ker(G(x)) \).

Then, we get from (2.15) and (2.12) that there exists \( G(x) \) and coincides with \( A(x) \). The convergence of \( \Phi_n \) to \( \Phi \) in the norm \( |\cdot|_{G_m^1} \) then follows, completing the proof. 

Corollary 2.12. Let \( U, V, Z \) be three Banach spaces, let \( G : X \rightarrow \mathcal{L}_u(Z, X) \), and let \( m \geq 0 \).

(i) The linear unbounded operators
\[
\nabla^G : G_m^1(U, V) \subseteq C_m(U, V) \rightarrow C_m^s(U, \mathcal{L}(Z, V)),
\]
\[
D^G : C_m^1(U, V) \subseteq C_m(U, V) \rightarrow C_m(U, \mathcal{L}(Z, V)),
\]
are closed.

(ii) Let \( f \in L^1([0, +\infty), C_m(U, V)) \) be such that \( f(t) \in G_m^1(U, V) \) (resp. \( C_m^1(U, V) \)) for a.e. \( t \in [0, +\infty) \) and \( \nabla^G f \in L^1([0, +\infty), C_m^s(U, \mathcal{L}(Z, V))) \) (resp., \( D^G f \in L^1([0, +\infty), C_m(U, \mathcal{L}(Z, V))) \)).

Then
\[
L := \int_0^{+\infty} f(t)dt \in G_m^1(U, V),
\]
with the integral intended in Bochner sense in \( C_m(U, V) \), and
\[
\nabla^G L = \int_0^{+\infty} \nabla^G f(t)dt \quad (\text{resp., } D^G L = \int_0^{+\infty} D^G f(t)dt),
\]
with the integral intended in Bochner sense in \( C_m^s(U, \mathcal{L}(Z, V)) \) (resp., in \( C_m(U, \mathcal{L}(Z, V)) \)).

Proof. (i) This part is a straightforward consequence of Proposition [2.11].

(ii) The claim follows from item (i) and from [24 Th. 6, p. 47].

When \( G = I \), we drop the superscript \( G \) in the notation for derivatives and in all the spaces introduced in this subsection.

Remark 2.13. We point out that, dealing with \( G \)-gradients, also classical properties other than exchange of differentiation and integration are not obvious. For instance, consider the following classical property (see [23 Prop. 4.8(c), p. 137]): if \( f : U \rightarrow V \) is Gateaux differentiable and \( \nabla f : U \rightarrow \mathcal{L}(U, V) \) is continuous at \( x \in U \), then \( f \) is Fréchet differentiable at \( x \) and \( Df(x) = \nabla f(x) \). If we want to extend this property to \( G \)-gradients, we must strengthen Assumption [2.10] for example a sufficient condition is to require that
\[
\limsup_{y \rightarrow x \in S_U} \frac{|G^{-1}(y)G(x)h - h|}{|h|} = 0.
\]
Without this assumption, the conclusion is not guaranteed.
3 Mild solutions of semilinear elliptic equations in Hilbert spaces

In this section we address the problem of existence and uniqueness of solutions to the semilinear elliptic equation (1.1) in a separable Hilbert space $H$. In order to cover important families of applied examples, we consider a version of (1.1) where the dependence of the Hamiltonian on the gradient is further specified. Precisely, given a separable Hilbert space $K$ and $G : H \rightarrow \mathcal{L}_u(K, H)$, we consider a nonlinear term in the form $F(x, v(x), Dv(x)) = F_0(x, v(x), D^Gv(x))$, where $D^G$ denotes the $G$-derivative defined in the previous section. Then, (1.1) reads as

$$\lambda v(x) - \frac{1}{2} \text{Tr} [Q(x)D^2v(x)] - \langle Ax + b(x), Dv(x) \rangle - F_0(x, v(x), D^Gv(x)) = 0, \quad x \in H. \quad (3.1)$$

From now on, we assume throughout the whole paper that $G$ satisfies Assumption 2.10 with $U = H$ and $Z = K$. Due to that, the results of Propositions 2.9 and 2.11 hold true.

We now introduce a formal argument to motivate the concept of mild solution to (3.1). Let us consider the second order differential operator associated to the linear part of (3.1), that is the linear operator formally defined by

$$[\mathcal{A}\phi](x) := \frac{1}{2} \text{Tr} [Q(x)D^2\phi(x)] + \langle Ax + b(x), D\phi(x) \rangle. \quad (3.2)$$

Recall that, if $X$ is a Banach space, a family $(P_t)_{t \geq 0} \subseteq \mathcal{L}(X)$ is called a one parameter semigroup if $P_0 = I$ and $P_tP_s = P_{t+s}$ for every $s, t \geq 0$. The operator $\mathcal{A}$ defined in (3.2) can be formally associated to a transition semigroup $(P_t^\mathcal{A})_{t \geq 0}$ of linear operators in two ways.

1. Through the stochastic differential equation (SDE)

$$\begin{cases}
    dX(s) = [AX(s) + b(X(s))] ds + \sigma(X(s)) dW(s), & s \geq 0, \\
    X(0) = x,
\end{cases} \quad x \in H, \quad (3.3)$$

where $Q(x) := \sigma(x)^T \sigma(x)$ for some $\sigma(x) \in \mathcal{L}(\Xi, H)$, where $\Xi$ is a separable Hilbert space (of course this is possible by taking $\Xi = H$ and $\sigma(x) = Q(x)^{1/2}$, and $W$ is a cylindrical Brownian motion in $\Xi$ (see [22, Ch. 4]). Then, assuming existence and uniqueness of solutions, in some sense, to (3.3) and calling $X(\cdot, x)$ this solution for each given $x \in H$, one defines for $\phi \in B_m(H)$,

$$P_t^\mathcal{A}[\phi](x) := \mathbb{E}[\phi(X(s, x))], \quad \forall (s, x) \in [0, +\infty) \times H. \quad (3.4)$$

2. Through the Kolmogorov equation

$$\begin{cases}
    u_t(t, x) = \frac{1}{2} \text{Tr} [Q(x)D^2u(t, x)] + \langle Ax + b(x), Du(t, x) \rangle, & (t, x) \in [0, +\infty) \times H, \\
    u(0, x) = \phi(x), & x \in H.
\end{cases} \quad (3.5)$$

Then, assuming well-posedness (existence and uniqueness of solution, in some sense) to (3.5) calling $u_\phi$ this solution, one defines for $\phi \in B_m(H)$

$$P_t^\mathcal{A}[\phi](x) := u_\phi(s, x), \quad \forall (s, x) \in [0, +\infty) \times H. \quad (3.6)$$

If $(P_t^\mathcal{A})_{t \geq 0}$ was a $C_0$-semigroup, e.g. in $C_m(H)$ — that is, other than the semigroup properties, also $\lim_{t \to 0} P_t^\mathcal{A}\phi = \phi$ holds for every $\phi \in C_m(H)$ — and if $\mathcal{A}$ was its generator (see [27] Ch. III), it would hold the classical representation of the resolvent operator as Laplace transform of the

---

5 Here we are using the symbol $D^G$ only in a formal sense, without necessarily referring to the $G$-Fréchet derivative.
semigroup (see [27, Ch. II, Th. 1.10]): for all \( \lambda \) large enough, the operator \( \lambda I - \mathcal{A} : \mathcal{D}(\mathcal{A}) \to H \) is bijective with bounded inverse and

\[
(\lambda I - \mathcal{A})^{-1}[g] = \int_0^{+\infty} e^{-\lambda s} P_s[\mathcal{A}g]ds, \quad \forall g \in C_m(H),
\]

with the integral intended in Riemann sense in the space \( C_m(H) \). Unfortunately, \((P_s)_{s \geq 0}\) is not, in general, a \( C_0 \)-semigroup in \( C_m(H) \) or in many other functional spaces. Indeed, in the framework of spaces of functions not vanishing at infinity, the \( C_0 \) property fails even in basic cases. For instance, this property fails in the case of Ornstein-Uhlenbeck semigroup in \( C_b(\mathbb{R}) \) (see, e.g., [8, Ex. 6.1] for a counterexample in \( UC_b(\mathbb{R}) \), or [19] Lemma 3.2], which implies this semigroup is \( C_0 \) in \( UC_b(\mathbb{R}) \) if and only if the drift of the SDE vanishes). Even worse: given \( \varphi \in C_b(H) \), the map \( [0, +\infty) \to C_b(H), \tau \mapsto P_{\tau}^{\mathcal{A}} \varphi \) is not in general measurable, as shown in Example 4.5. This prevents to intend the integral in \((3.7)\) in Bochner sense in the space \( C_b(H) \). Nevertheless, to some extent, one can still consider the operator \( \mathcal{A} \) as a kind of generator for \((P_s)_{s \geq 0}\) and prove a pointwise \( C_0 \)-property and a pointwise counterpart of \((3.7)\): that is, one can prove (see, e.g., [8, 69]) that, for each fixed \( \varphi \in C_m(H) \) and \( x \in H \), it is \( \lim_{s \to 0^+} P_s(\varphi)(x) = \varphi(x) \) and for all \( \lambda \) large enough

\[
(\lambda I - \mathcal{A})^{-1}[\varphi](x) = \int_0^{+\infty} e^{-\lambda s} P_s[\mathcal{A}\varphi](x)ds.
\]

Then, the solution of the linear equation \((\lambda - \mathcal{A})u = \varphi\) is

\[
u(x) = (\lambda I - \mathcal{A})^{-1}[\varphi](x) = \int_0^{+\infty} e^{-\lambda s} P_s[\mathcal{A}\varphi](x)ds, \quad x \in H.
\]

Now, \((3.1)\) can be rewritten as

\[
\lambda v(x) - (\mathcal{A}v)(x) = F_0(x, \varphi(x), D^Gv(x)), \quad x \in H.
\]

Then, taking \( g(x) = F_0(x, \varphi(x), D^Gv(x)) \) and applying \((3.9)\), we can rewrite \((3.1)\) as an integral equation:

\[
v(x) = \int_0^{+\infty} e^{-\lambda s} P_s[F_0(\cdot, \varphi(\cdot), D^Gv(\cdot))](x)ds, \quad x \in H.
\]

The concept of mild solution to \((3.1)\) relies on the last integral form \((3.10)\).

**Definition 3.1.** Let \( m \geq 0 \) and \( G : H \to \mathcal{L}_d(K, H) \), with \( K \) Hilbert space. We say that a function \( v : H \to \mathbb{R} \) is a mild solution to \((3.1)\) in the space \( \mathcal{D}_m^{1,G}(H) \) (respectively, \( C_m^{1,G}(H) \)) if it belongs to \( \mathcal{D}_m^{1,G}(H) \) (respectively, \( C_m^{1,G}(H) \)) and \((3.10)\) holds for every \( x \in H \).

Let us start with the assumptions on the Hamiltonian function \( F_0 \).

**Assumption 3.2.**

(i) \( F_0 : H \times \mathbb{R} \times (K, \tau^K) \to \mathbb{R} \) is sequentially continuous.

(ii) There exists \( L > 0 \) such that

\[
|F_0(x, y_1, z_1) - F_0(x, y_2, z_2)| \leq L(|y_1 - y_2| + |z_1 - z_2|_K), \quad \forall x \in H, \forall y_1, y_2 \in \mathbb{R}, \forall z_1, z_2 \in K.
\]

(iii) There exists \( m \geq 0 \) and \( L' > 0 \) such that

\[
|F_0(x, y, z)| \leq L'(1 + |x|^m_H + |y| + |z|_K), \quad \forall x \in H, \forall y \in \mathbb{R}, \forall z \in K.
\]

**Assumption 3.3.**
(i) $F_0 : H \times \mathbb{R} \times K \to \mathbb{R}$ is continuous.

(ii) Assumptions 3.2(ii)-(iii) hold.

**Remark 3.4.** We notice that the assumption of sequential continuity of $F_0$ in the last variable in Assumption 3.2, reduces to the assumption of continuity when $K$ is finite-dimensional, which covers, in particular, Hamiltonian functions depending only on finite-dimensional projections of the gradient. This arises, typically, in control problems with delays (see [29, 30, 31, 32, 43, 44].

We now formulate assumptions directly on $(P_s^a)_{s \geq 0}$ (whatever is the way to define it, by (3.3) or (3.5)) and on $F_0$ that allow to solve (3.10) under the restriction that $\lambda$ has to be large enough. In order to simplify the notation we write $P_s$ for $P_s^a$. One should keep in mind that, in the following, $P_s$ is always an object associated to $\mathcal{A}$ through (3.3) or (3.5). Nevertheless, under such assumptions, the integral equation (3.10) could be seen as the mild form of different, possibly more general semilinear equations, e.g. when $(P_s)_{s \geq 0}$ is associated to more general processes, e.g., Lévy processes, in which case the operator $\mathcal{A}$ is integro-differential.

We provide two different sets of assumptions concerning the semigroup $(P_s)_{s \geq 0}$. The last three requirements in each of the next two sets of assumptions concern smoothing properties of the semigroup: it is required that continuous functions are mapped by the operator $P_s$ into $G$-differentiable ones for each $s > 0$ and that some related issues concerning measurability and growth are fulfilled too. Let

$$\mathcal{J} := \left\{ \eta \in L^1_{loc}((0, +\infty), \mathbb{R}_+) : \eta \text{ is bounded in a neighborhood of } +\infty \right\},$$  

(3.11)

**Assumption 3.5.** Let $m \geq 0$ be the constant of Assumption 3.2

(i) The family $(P_s)_{s \geq 0}$ is a semigroup of continuous linear operators in the space $C_m(H)$.

(ii) The map $[0, +\infty) \times H \to \mathbb{R}$, $(s, x) \to P_s(\phi)(x)$ is measurable for every $\phi \in C_m(H)$.

(iii) There exist constants $C > 0$ and $a \in \mathbb{R}$ such that

$$|P_s(\phi)(x)| \leq Ce^{as}|\phi|_{C_m(H)}(1 + |x|^m), \quad \forall s \geq 0, \quad \forall x \in H, \quad \forall \phi \in C_m(H),$$

i.e., $|P_s|_{\mathcal{A}(C_m(H))} \leq Ce^{as}$ for every $s \geq 0$.

(iv) $P_s(C_m(H)) \subseteq \mathcal{D}^{1G}_m(H)$ for every $s > 0$.

(v) The map $(0, +\infty) \times H \to K$, $(s, x) \to \nabla^G P_s(\phi)(x)$ is measurable for every $\phi \in C_m(H)$.

(vi) There exists $\gamma_G \in \mathcal{J}$ and $a_G \in \mathbb{R}$ such that

$$\left| \nabla^G P_s(\phi)(x) \right|_K \leq \gamma_G(s)e^{a_Gs}|\phi|_{C_m(H)}(1 + |x|^m), \quad \forall \phi \in C_m(H), \quad \forall x \in H, \quad \forall s > 0,$$

i.e., $|\nabla^G P_s|_{\mathcal{A}(C_m(H), C_m(H,K))} \leq \gamma_G(s)e^{a_Gs}$ for every $s > 0$.

**Assumption 3.6.** Let $m \geq 0$ be the constant of Assumption 3.3

(i) Assumptions 3.5(i)–(iii) hold.

(ii) $P_s(C_m(H)) \subseteq \mathcal{D}^{1G}_m(H)$ for every $s > 0$.

(iii) The map $(0, +\infty) \times H \to K$, $(s, x) \to D^G P_s(\phi)(x)$ is measurable.
\( (iv) \) There exists \( \gamma_G \in \mathbb{R} \) and \( a_G \in \mathbb{R} \) such that

\[
|D^G P_s [\phi](x)|_K \leq \gamma_G(s)e^{a_Gs}|\phi|_{C_m(H)}(1 + |x|^m), \quad \forall \phi \in C_m(H), \quad \forall x \in H, \quad \forall s > 0,
\]

i.e., \( |D^G P_s|_{L^2(C_m(H), C_m(H,K))} \leq \gamma_G(s)e^{a_Gs} \) for every \( s > 0 \).

**Remark 3.7.** About the growth estimate on the semigroup in Assumptions 3.5 and 3.6 we note that we generically require \( a \in \mathbb{R} \). As matter of fact, for transitions semigroups, which are the ones we are interested in, it is always \( a \geq 0 \). Nevertheless, requiring \( a \geq 0 \) is not necessary for the arguments of Theorem 3.8 below. We keep the (a priori weaker) assumption \( a \in \mathbb{R} \), which may be verified in other cases (e.g. for semigroups of negative type), and may give rise to a sharper result in Theorem 3.8 guaranteeing the conclusion also (possibly) for negative \( \lambda \).

We state and prove now our main result.

**Theorem 3.8.**

(i) Let Assumptions 3.5 and 3.2 hold. Then, there exists \( \lambda_0 \in \mathbb{R} \) such that, for every \( \lambda > \lambda_0 \), there exists a unique mild solution \( v \in \mathcal{D}^{1,1,1} G(H) \) to (3.7).

(ii) Let Assumptions 3.6 and 3.3 hold. Then there exists \( \lambda_0 \in \mathbb{R} \) such that, for every \( \lambda > \lambda_0 \), there exists a unique mild solution \( v \in \mathcal{D}^{1,1,1} G(H) \) to (3.7).

**Proof.** Proof of (i). Consider the product Banach space \( C_m(H) \times C^{s}_{m}(H,K) \) endowed with the product norm \( \| \cdot |_{C_m(H)} \times \| \cdot |_{C^{s}_{m}(H,K)} \). We define, for \( (u,v) \in C_m(H) \times C^{s}_{m}(H,K) \),

\[
Y_1[u,v](x) := \int_0^{+\infty} e^{-\lambda s} P_s [F_0(\cdot,u(\cdot),v(\cdot))](x)ds, \quad x \in H,
\]

(3.12)

\[
Y_2[u,v](x) := \int_0^{+\infty} e^{-\lambda s} V^G P_s [F_0(\cdot,u(\cdot),v(\cdot))](x)ds, \quad x \in H.
\]

(3.13)

We now accomplish the proof in three steps. In the rest of the proof, \( C, a, a_G, \) and \( \gamma_G \) are the objects appearing in Assumption 3.5.

1. \( Y = (Y_1,Y_2) \) is well defined as a map from \( C_m(H) \times C^{s}_{m}(H,K) \) into itself for all \( \lambda > a \lor a_G \).

Let \( \lambda > a \lor a_G \) and let \( (u,v) \in C_m(H) \times C^{s}_{m}(H,K) \). The fact that \( v \in C^{s}_{m}(H,K) \equiv C^{s}_{m}(H,K^*) \) means that \( v : (H,) \times |H) \rightarrow (K, r^K) \) is continuous. Hence, setting \( \psi(\cdot) := F_0(\cdot,u(\cdot),v(\cdot)) \), we get \( \psi \in C_m(H) \) by Assumption 3.2[i] and (iii). Then, by Assumption 3.5(ii)-(iii), \( Y_1[u,v](x) \) is well defined for every \( x \in H \) and every \( \lambda > a \). Finally, \( Y_1[u,v] \in C_m(H) \) by dominated convergence theorem and by Assumption 3.5[iii].

Concerning \( Y_2[u,v] \), first of all we note that \( Y_2[u,v](x) \) makes sense as Bochner integral in \( K \) by Assumption 3.5[v)-(vi) for every \( x \in H \) and every \( \lambda > a_G \). Moreover, in view of the same assumptions, by dominated convergence theorem and by (2.4) we conclude that \( Y_2[u,v] \in C^{s}_{m}(H,K) \).

2. \( Y \) is contraction in \( C_m(H) \times C^{s}_{m}(H,Z) \) for \( \lambda \) sufficiently large.
Let \((u_1, v_1), (u_2, v_2)\) \(\in C_m(H) \times C_m^s(H, K)\). By Assumption 3.5(ii) and Assumption 3.2(ii), we have
\[
|Y_1[u_1, v_1] - Y_1[u_2, v_2]|_{C_m(H)} \leq \sup_{x \in H} \left| \int_0^{\infty} e^{-\lambda s} P_s [F_0(\cdot, u_1(\cdot), v_1(\cdot)) - F_0(\cdot, u_2(\cdot), v_2(\cdot))] (x) ds \right|
\]
\[
\leq \int_0^{\infty} e^{-\lambda s} \sup_{x \in H} \left| P_s [F_0(\cdot, u_1(\cdot), v_1(\cdot)) - F_0(\cdot, u_2(\cdot), v_2(\cdot))] (x) \right| ds
\]
\[
\leq \int_0^{\infty} C e^{-(\lambda - a) s} |F_0(\cdot, u_1(\cdot), v_1(\cdot)) - F_0(\cdot, u_2(\cdot), v_2(\cdot))|_{C_m(H)} ds
\]
\[
\leq \frac{C}{\lambda - a} L (|u_1 - u_2|_{C_m(H)} + |v_1 - v_2|_{C_m^s(H, K)}).
\]

On the other hand, similarly, using Assumption 3.5(iii) and Assumption 3.2(ii), we have
\[
|Y_2[u_1, v_1] - Y_2[u_2, v_2]|_{C_m^s(H, K)} \leq L \left( \int_0^{\infty} e^{-(\lambda - a) s} \gamma G(s) ds \right) (|u_1 - u_2|_{C_m(H)} + |v_1 - v_2|_{C_m^s(H, K)}).
\]

We conclude
\[
|Y_1[u_1, v_1] - Y_1[u_2, v_2]|_{C_m(H)} + |Y_2[u_1, v_1] - Y_2[u_2, v_2]|_{C_m^s(H, K)}
\]
\[
\leq L \left[ \frac{C}{\lambda - a} + \int_0^{\infty} e^{-(\lambda - a) s} \gamma G(s) ds \right] (|u_1 - u_2|_{C_m(H)} + |v_1 - v_2|_{C_m^s(H, K)}).
\]

Setting
\[
\alpha(\lambda) := L \left[ \frac{C}{\lambda - a} + \int_0^{\infty} e^{-(\lambda - a) s} \gamma G(s) ds \right]
\]
we see that \(\alpha : (a \vee a G, +\infty) \to (0, +\infty)\) is strictly decreasing and continuous, and that \(\lim_{\lambda \to a^+} C(\lambda) = +\infty\) and \(\lim_{\lambda \to +\infty} C(\lambda) = 0\). Hence, letting \(\lambda_0 := \inf(\lambda > a \vee a G, : \alpha(\lambda) \leq 1)\), with the convention \(\inf\emptyset = a \vee a G\), we get that the map \(Y\) is a contraction for each \(\lambda > \lambda_0\), and, therefore, admits a unique fixed point in \(C_m(H) \times C_m^s(H, K)\) for such values of \(\lambda\).

3. The first component of the fixed point of \(Y\) is the unique mild solution of (3.1) for \(\lambda > \lambda_0\).

By Proposition 2.4 and Assumption 3.5(ii)-(iii), \(Y_1[u, v]\) is \(G\)-Gateaux differentiable on \(H\) for all \((u, v) \in C_m(H) \times C_m^s(H, K)\) and \(Y_2[u, v] = \nabla G Y_1[u, v]\).

Let now \([\overline{u}, \overline{v}]\) be the fixed point of \(Y\), so \(Y[\overline{u}, \overline{v}] = [\overline{u}, \overline{v}]\). It follows, from what said just above, that \(\overline{u}\) is \(G\)-Gateaux differentiable and \(\nabla G \overline{u} = \overline{v}\), hence \(\nabla G \overline{u} \in C_m(H, K)\). Finally, replacing \(\overline{u}\) by \(\nabla G \overline{u}\) into the definition of \(Y_1\), we get
\[
[\overline{u}] (x) = \int_0^{\infty} e^{-\lambda s} P_s \left[ F_0(\cdot, \overline{u}(\cdot), \nabla G \overline{u}(\cdot)) \right] (x) ds
\]

The above imply that \(\overline{u}\) is a mild solution of (3.1).

We now prove uniqueness. Let \(u^*\) be another mild solution to equation (3.1). Then \(u^*\) is \(G\)-Gateaux differentiable with \(\nabla G u^* \in C_m^s(H, K)\). Hence, setting \(v^* := \nabla G u^*\), we see that \((u^*, v^*)\) is a fixed point of \(Y\) and so, by uniqueness, \(u^* = \overline{u}\) and \(v^* = \overline{v}\). This completes the proof.

Proof of (ii). The proof of this claim works similarly to the proof of (i): one just needs to perform the fixed point argument for the map \(Y\) in the space \(C_m(H) \times C_m^s(H, U)\) replacing \(\nabla G\) by \(D G\). In step 1 the difference is that we need to prove that \(Y\) maps the space \(C_m(H) \times C_m^s(H, U)\) in itself. Indeed, given \((u, v) \in C_m(H) \times C_m^s(H, U)\) the function \(\psi(\cdot) = F(\cdot, u(\cdot), v(\cdot))\) is continuous as a composition of continuous functions (Assumption 3.5(i)). Then, the fact that \(Y[\overline{u}, \overline{v}] \in C_m(H) \times C_m^s(H, U)\) follows, similarly to point (i), from Assumption 3.6. Steps 2 and 3 are performed exactly in the same way and we omit them.
Remark 3.9. The fact that an existence/uniqueness theorem holds under very general assumptions on the data only if $\lambda$ is large enough is a structural issue, arising also with other concepts of solution. However, under suitable additional assumptions (see [11, 13, 43]), by using monotone operator techniques one can extend such a result to each $\lambda > 0$.

Strong Feller case

Assumption 3.2(i) is not verified in some concrete cases, e.g. when $F_0$ depends on the norm of the last variable. A way to overcome this problem is to require more on the semigroup $(P_s)_{s \geq 0}$, assuming that it is a semigroup of bonded linear operators on $B_m(H)$ and it is strongly Feller, i.e.

$$P_s(B_m(H)) \subseteq C_m(H), \quad \forall s > 0.$$  \hspace{1cm} (3.14)

This assumption is verified in many important examples and in this case one can prove the following second main result.

Theorem 3.10.

(i) Let Assumption 3.5 hold replacing $C_m(H)$ by $B_m(H)$ everywhere (so, in particular, (3.14) holds). Let $F_0 : H \times \mathbb{R} \times K \to \mathbb{R}$ be measurable and let 3.2(ii)-(iii) hold. Then, there exists $\lambda_0 \in \mathbb{R}$ such that, for every $\lambda > \lambda_0$, there exists a unique mild solution $v \in C_{1,G}^m(H)$ to (3.1).

(ii) Let Assumption 3.6 hold replacing $C_m(H)$ by $B_m(H)$ everywhere (so, in particular, (3.14) holds). Let $F_0 : H \times \mathbb{R} \times K \to \mathbb{R}$ be measurable and let 3.2(ii)-(iii) hold. Then there exists $\lambda_0 \in \mathbb{R}$ such that, for every $\lambda > \lambda_0$, there exists a unique mild solution $v \in C_{1,G}^m(H)$ to (3.1).

Proof. It follows by the same arguments of the proof of Theorem 3.8 once we appropriately choose the spaces where we apply the fixed point argument. \hspace{1cm} \Box

Remark 3.11.

(i) In [21] and in [11] the authors prove existence and uniqueness of the mild solution, in the case $G = I$, performing the fixed point theorem in a different product space. Basically, with respect to ours, the product space considered in the aforementioned references is more regular in the first component (uniformly continuous functions) and less regular in the second component (bounded and measurable functions). We notice that, also in our case of general $G$, it is possible to prove a version of Theorems 3.8 and 3.10 in the latter product space.

(ii) If $F_0$ is only measurable and the strong Feller property does not hold, one can define the concept of mild solution in spaces of measurable functions and prove results similar to the ones of Theorem 3.8.

4 $G$-smoothing properties of transition semigroups

In this section we provide special cases of transition semigroups satisfying Assumption 3.5 or 3.6. We will deal with the case when $(P_s)_{s \geq 0}$ is defined through the solution of an SDE in a filtered probability space $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P})$ satisfying the usual conditions. Throughout the section $H, \Xi, K$ are real separable Hilbert spaces and $(W_t)_{t \geq 0}$ is a cylindrical Wiener process $W$ with values in $\Xi$ defined in the filtered probability space above.

Let $\xi \in L^p(\Omega, \mathcal{F}_0, \mathbb{P}; H)$ for some $p \geq 0$ and consider the SDE

$$\begin{cases}
    dX(s) = [AX(s) + b(X(s))]ds + \sigma(X(s))dW(s), & s \geq t,
    \\
    X(0) = \xi.
\end{cases} \hspace{1cm} (4.1)$$
Assumption 4.1.

(i) $A : \mathcal{D}(A) \subseteq H \to H$ is a closed densely defined (possibly unbounded) linear operator generating a $C_0$-semigroup of linear operators $(e^{tA})_{t \geq 0} \subseteq \mathcal{L}(H)$.

(ii) The map $b : H \to H$ is Lipschitz continuous: there exists $L \geq 0$ such that

$$|b(x) - b(y)| \leq L|x - y|, \quad \forall x, y \in H.$$  \hspace{1cm} (4.2)

(iii) The map $\sigma : H \to \mathcal{L}(\mathbb{R}, H)$ is such that

- for every $v \in \mathbb{R}$ the map $(s, x) \mapsto e^{sA} \sigma(x)v$ is measurable;
- $e^{sA} \sigma(x) \in \mathcal{L}_2(\mathbb{R}, H)$ for every $s > 0, x \in H$;
- there exists $f \in L^2_{loc}([0, +\infty), \mathbb{R})$ such that

$$|e^{sA}\sigma(x)|_{\mathcal{L}_2(\mathbb{R}, H)} \leq f(s)(1 + |x|), \quad \forall s > 0, \forall x \in H,$$  \hspace{1cm} (4.3)

and

$$|e^{sA}(\sigma(x) - \sigma(y))|_{\mathcal{L}_2(\mathbb{R}, H)} \leq f(s)|x - y|, \quad \forall s > 0, \forall x, y \in H.$$  \hspace{1cm} (4.4)

We have the following classical result (see [22, Th. 7.5, 9.1, 9.14], [37, Sec. 3.10]), and [14].

**Theorem 4.2.** Let Assumption 4.1 hold. Then, for every $\xi \in L^p(\Omega, \mathcal{F}_t, \mathbb{P}; H)$, with $p \geq 2$, SDE (4.1) admits a unique mild solution in the space $\mathcal{H}^{p,loc}_{\mathcal{F}_t}(H)$, that is there exists a unique (up to modification) process in $\mathcal{H}^{p,loc}_{\mathcal{F}_t}(H)$, denoted by $X(\cdot, \xi)$, such that

$$X(t, \xi) = e^{tA}\xi + \int_0^t e^{(t-s)A}b(X(s, \xi))ds + \int_0^t e^{(t-s)A}\sigma(X(s, \xi))dW(s), \quad \forall t \geq 0.$$  \hspace{1cm} (4.5)

Such solution is a time-homogeneous Markov process and, for each $p > 0$, there exist constants $C_p > 0$ and $\alpha_p \in \mathbb{R}$ (see Remark 4.3 below) such that

$$\mathbb{E}[|X(t, \xi)|^p] \leq C_p e^{\alpha_p t}(1 + \mathbb{E}[|\xi|^p]), \quad \forall t \geq 0, \forall \xi \in L^p(\Omega, \mathcal{F}_0, \mathbb{P}; H),$$  \hspace{1cm} (4.6)

$$\mathbb{E}[|X(t, \xi) - X(t, \eta)|^p] \leq C_p e^{\alpha_p t}\mathbb{E}[|\xi - \eta|^p], \quad \forall t \geq 0, \forall \xi, \eta \in L^p(\Omega, \mathcal{F}_0, \mathbb{P}; H),$$  \hspace{1cm} (4.7)

$$\mathbb{E}[|X(t, \xi) - \xi|^2] \leq C_2(t + \mathbb{E}[|\xi|^2]), \quad \forall t \in [0, 1], \forall \xi \in L^p(\Omega, \mathcal{F}_0, \mathbb{P}; H).$$  \hspace{1cm} (4.8)

Finally, if there exists $\gamma \in (0, 1/2)$ such that

$$\int_0^1 s^{-2\gamma}f^2(s)ds < +\infty,$$  \hspace{1cm} (4.9)

then (a version of) $X(\cdot, \xi) \in \mathcal{H}^{p,loc}_{\mathcal{F}_t}(E)$ for each $p \geq 2$.

**Remark 4.3.** The estimates (4.6)–(4.8) are stated for $p \geq 2$ and for finite horizon in [22, 37]. They can be extended to the case $p \in (0, 2)$ by Jensen’s inequality. Moreover, the exponential dependence in time of the estimates can be proved by an induction argument starting from the estimate holding for fixed time horizon $T > 0$ and exploiting the time-homogeneity of the SDE. Here we briefly describe the argument focusing on (4.6). By the aforementioned references we know that

$$\mathbb{E}[|X(t, \xi)|^p] \leq c_p(1 + \mathbb{E}[|\xi|^p]), \quad \forall t \in [0, 1], \forall \xi \in L^p(\Omega, \mathcal{F}_0, \mathbb{P}; H).$$  \hspace{1cm} (4.10)
On the other hand, by time-homogeneity of (4.5) and Markov property we have
\[ E[|X(t,\xi)|^p] = E[|X(t-1,X(1,\xi))|^p], \quad \forall t \in (1,2]. \]

It follows
\[ E[|X(t,\xi)|^p] \leq c_p + c_p^2(1 + \mathbb{E}[|\xi|^p]), \quad \forall t \in (1,2]. \]

Arguing by induction we get
\[
E[|X(t,\xi)|^p] \leq (c_p + \ldots + c_p^{n+1}) + c_p^{n+1}E[|\xi|^p]
\leq n(c_p \vee 1)^{n+1} + c_p^{n+1}E[|\xi|^p]
= n^e(n+1)\log(c_p \vee 1) + e^{(n+1)\log c_p}E[|\xi|^p], \quad \forall t \in (n, n+1], \forall n \in \mathbb{N}.
\]
Then (4.6) follows by suitably defining \( C_p \) and \( \alpha_p \).

By Theorem 4.2, we see that, under Assumption 4.1, the formula
\[ P_s[\phi](x) := \mathbb{E}[\phi(X(s,x))], \quad s \geq 0, \quad (4.11) \]
defines a one parameter transition semigroup \((P_s)_{s \geq 0}\) in the space \( C_m(H) \) for every \( m \geq 0 \), satisfying Assumptions 3.5(i)–(iii) (hence, Assumption 3.6(i)). We are now going to study some special cases for which also the rest of Assumption 3.5 or 3.6 are satisfied by \((P_s)_{s \geq 0}\) defined in (4.11).

### 4.1 The case of the Ornstein-Uhlenbeck semigroup

Let \( \mu \in H \) and \( Q \in \mathcal{L}^+_1(H) \). We denote by \( \mathcal{N}(\mu, Q) \) the Gaussian measure in \( H \) with mean \( \mu \) and covariance operator \( Q \in \mathcal{L}^+_1(H) \) in the space \( H \) (see [21] Ch. 1). When \( \mu = 0 \), we use the notation \( \mathcal{N}(0, Q) = \mathcal{N}_Q \).

Let us consider the Ornstein-Uhlenbeck process, i.e. let us consider the special case when SDE (3.3) takes the form
\[
\begin{align*}
    dX(s) &= AX(s)ds + \sigma dW(s), \quad s \geq 0, \\
    X(0) &= x.
\end{align*}
\]

We deal under the following assumption.

**Assumption 4.4.**

(i) The linear operator \( A \) is the generator of a \( C_0 \)-semigroup \((e^{tA})_{t \geq 0}\) in the Hilbert space \( H \).

(ii) \( \sigma \in \mathcal{L}(\Xi, H) \), \( e^{sA} \sigma e^{sA^*} \in \mathcal{L}_1(H) \) for all \( s > 0 \), and
\[
\int_0^t \text{Tr}
\left[
    e^{sA} \sigma e^{sA^*}
\right]
\, ds < +\infty, \quad \forall t \geq 0.
\]

We recall (see, e.g., [27] Ch. II, Th. 1.10) that, if \((e^{tA})_{t \geq 0}\) is a \( C_0 \)-semigroup in \( H \), then there exist constants \( M \geq 1 \) and \( \omega \in \mathbb{R} \) such that
\[ |e^{tA}|_{\mathcal{L}(H)} \leq Me^{\omega t}, \quad \forall t \geq 0. \quad (4.13) \]

Assumption 4.4 enables us, in particular, to apply Theorem 4.2 and get the existence of a unique mild solution to equation (4.12) given by
\[ X(t,x) = e^{tA}x + \int_0^t e^{(t-s)A} \sigma dW(s), \quad t \geq 0. \quad (4.14) \]
For the study of the properties of this process one can see [22, Ch. 5 and 9]. Let us denote by $R_t$ the associated one parameter transition semigroup, i.e.

$$R_t(\phi)(x) := \mathbb{E} \left[ \phi(X(t,x)) \right] = \mathbb{E} \left[ \phi(e^{tA}x + W_A(t)) \right], \ \phi \in B_m(H),$$

(4.15)

where

$$W_A(t) = \int_0^t e^{(t-s)A} \sigma dW(s).$$

Under Assumption 4.1, one can define the following operator as Bochner integral in the separable Hilbert space $\mathcal{L}_1(H)$:

$$Q_t : H \to H, \quad Q_t := \int_0^t e^{sA} \sigma^* e^{sA^*} \, ds,$$

(4.16)

Clearly $Q_t$ is nonnegative, i.e. $Q_t \in \mathcal{L}_1^+(H)$ for every $t \geq 0$. It turns out that the law of $W_A(t)$ is $\mathcal{N}_{Q_t}$, see [22, Th. 5.2]. Then, we can write

$$R_t(\phi)(x) = \int_H \phi(e^{tA}x + y) \, d\mathcal{N}_{Q_t}(dy).$$

(4.17)

As we have observed, as a general consequence of Theorem 4.2, Assumptions 3.5(i)–(iii) (hence, Assumption 3.6(i)) are automatically satisfied by $(R_t)_{t \geq 0}$. We are going to provide conditions that guarantee the last three properties of Assumption 3.6. Before, we provide the following example, serving as a key motivation for our approach (see the discussion at the beginning of Section 3).

**Example 4.5.** (see also [3, Ex. 6.1]) Let $H = \mathbb{R}$, $A, \sigma \in \mathbb{R}^2$ with $A \neq 0$, and consider the semigroup $(R_t)_{t \geq 0}$ in the space $C_b(\mathbb{R})$ associated to $A, \sigma$. We claim (and prove) the following.

(i) Let $\varphi(x) := \sin(x)$. The map $[0, +\infty) \to C_b(H)$, $t \to R_t[\varphi]$ is not continuous at any $t \geq 0$.

(ii) There exists $\varphi \in C_b(\mathbb{R})$ such that the map $[0, T] \to C_b(H)$, $t \to R_t[\varphi]$ is not measurable (in the sense of Bochner integration, i.e. it is not the limit of finite valued functions) for any $T > 0$.

**Proof of (i).** Let $i$ denote the imaginary unit. For every $t, s \geq 0$ we can write

$$\int_{\mathbb{R}} e^{it(x+y)} N_Q_t(dy) - \int_{\mathbb{R}} e^{is(x+y)} N_Q_t(dy) = e^{itx} \left( \int_{\mathbb{R}} e^{iy} N_Q_t(dy) - \int_{\mathbb{R}} e^{iy} N_Q_s(dy) \right)$$

$$+ \left( e^{itx} - e^{isx} \right) \int_{\mathbb{R}} e^{iy} N_Q_s(dy)$$

$$= e^{itx} \left( e^{-\frac{1}{2}Q^2} - e^{-\frac{1}{2}Q^2} \right) + \left( e^{itx} - e^{isx} \right) e^{-\frac{1}{2}Q^2}. $$

Performing the same computation with $-i$ in place of $i$ and using the identity $\sin \alpha = \frac{e^{i\alpha} - e^{-i\alpha}}{2i}$, we get

$$R_t[\varphi](x) - R_s[\varphi](x) = \sin(e^{At}x) \left( e^{-\frac{1}{2}Q^2} - e^{-\frac{1}{2}Q^2} \right) + \left( \sin(e^{At}x) - \sin(e^{As}x) \right) e^{-\frac{1}{2}Q^2}. $$

Now take $t \to s$ above. The first addend in the right hand side goes to 0 uniformly in $x \in \mathbb{R}$, whereas the second addend does not do so. Hence, the claim follows.

**Proof of (ii).** We know that for every $T > 0$ there exists $M \geq 1$ such that $|R_t|_{\mathcal{L}(C_b(\mathbb{R}))} \leq M$ for every $t \in [0, T]$. Assume, by contradiction, that the function $[0, T] \to C_b(\mathbb{R})$, $t \to R_t[\varphi]$ is measurable for every $\varphi \in C_b(\mathbb{R})$. Then

1. the semigroup $(R_t)_{t \geq 0}$ is weakly measurable, i.e. the map $[0, +\infty) \to \mathbb{R}$, $t \to \langle R_t[\varphi, \varphi^*] \rangle_{C_b(\mathbb{R}), C_b(\mathbb{R})^*}$ is measurable for each couple $(\varphi, \varphi^*) \in C_b(\mathbb{R}) \times C_b(\mathbb{R})^*$

2. the set $\{R_t[\varphi], t \in [0, T]\}$ is separable in $C_b(\mathbb{R})$ for each $\varphi \in C_b(\mathbb{R})$, as $R_t[\varphi]$ is the limit of functions with finite values in $C_b(\mathbb{R})$. 
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Then, applying [?], we contradict item (i).

Throughout the rest of this subsection, we consider maps \( G : H \to \mathcal{L}_u(K, H) \) that are constant \((G(\cdot) \equiv G_0 \in \mathcal{L}_u(K, H))\). Clearly these maps satisfy Assumptions 2.3 and 2.10. With a slight abuse of notation, we will confuse \( G \) and \( G_0 \). We consider the following assumption, introduced first in \([72]\) in the case \( G = I \), which guarantees the \( G \)-differentiability of \( x \to R_t[\phi](x) \).

**Assumption 4.6.** Let \( G : \mathcal{D}(G) \subseteq K \to H \) be a closed densely defined (possibly unbounded) linear operator.

(i) If \( G \) is bounded, we assume

\[ e^{tA}G(K) \subseteq Q_t^{1/2}(H), \quad \forall t > 0. \quad (4.18) \]

(ii) If \( G \) is unbounded, we assume that for all \( t > 0 \) the operator \( e^{tA}G : \mathcal{D}(G) \subseteq K \to H \) can be extended to a \( e^{tA}G \in \mathcal{L}(K, H) \) such that

\[ e^{tA}G(K) \subseteq Q_t^{1/2}(H), \quad \forall t > 0. \quad (4.19) \]

**Remark 4.7.** When \( K = H \) and \( G = I \), Assumption 4.6 is equivalent to require that the deterministic control system in \( H \)

\[ z'(s) = Az(s) + su(s), \quad z(0) = z_0 \in H. \quad (4.20) \]

is null controllable from every initial datum \( z_0 \in H \); that is, for every \( t > 0 \) and \( z_0 \in H \), there exists a control \( u(\cdot) \in L^2([0, t], \Xi) \) such that \( z(t; z_0, u(\cdot)) = 0 \). In terms of operators, as

\[ z(t) = e^{tA}x + \int_0^t e^{(t-s)A}du(s)ds, \]

denoting by \( \mathcal{L}_t \) the operator

\[ \mathcal{L}_t : L^2([0, t], \Xi) \to H, \quad \mathcal{L}_t u := \int_0^t e^{(t-s)A}du(s)ds, \]

the null controllability for an initial datum \( z_0 \in H \) corresponds to \( e^{tA}z_0 \in \mathcal{L}_t(L^2([0, t], \Xi)) \). Then, the equivalence aforementioned follows from the fact that, after some computations, one gets

\[ |\mathcal{L}_t^* x|^2 = \langle Q_t x, x \rangle = |Q_t^{1/2} x|^2, \quad x \in H, \]

therefore (see [22] Cor. B.7)

\[ \mathcal{L}_t(L^2([0, t], \Xi)) = Q_t^{1/2}(H). \quad (4.21) \]

When \( G \) is bounded, in view of what we said above, Assumption 4.6 is equivalent to ask that system (4.20) is null controllable for every initial datum \( z_0 \in G(K) \subseteq H \) (see also [61] Sec. 3.1).

When \( G \) is unbounded, we may consider Assumption 4.6 as a null controllability assumption for the extension of system (4.20) to a suitable extrapolation space (see e.g. [27] Sec. II.5).

Finally, when \( G = I \), if (4.18) holds for a given \( t_0 > 0 \), it must hold for all \( t > t_0 \), as \( e^{tA}(H) \) does not increase in \( t \) (by the semigroup property), whereas \( Q_t^{1/2}(H) \) does not decrease (by (4.21)). This is not ensured when \( G \neq I \).

\[ \text{footnote: It is indeed constant when } G = I \text{ and (4.18) holds, see e.g. [21] Th. B.2.2.} \]
If Assumption 4.6 holds, the operator
\[ \Gamma_G(t) : K \to H, \quad \Gamma_G(t) := Q_t^{-1/2} e^{tA} G \quad (\text{or } Q_t^{-1/2} e^{tA}G \text{ when } G \text{ is unbounded}), \] (4.22)
where \( Q_t^{-1/2} \) is the pseudoinverse of \( Q_t^{1/2} \), is well defined for all \( t > 0 \). Moreover, it is possible to check that it is bounded by the closed graph theorem, so it belongs to \( \mathcal{L}(K, H) \). When \( K = H \) and \( G = I \), we simply write \( \Gamma(t) := Q_t^{-1/2} e^{tA} \).

We begin recalling a classical result concerning the case when Assumption 4.6 holds with \( K = H \) and \( G = I \) (see [21] Th. 6.2.2 and Ex. 6.3.3).

**Theorem 4.8.** Let Assumptions 4.4 and 4.6 hold with \( K = H \) and \( G = I \). Then, for each \( \phi \in B_b(H) \) and \( t > 0 \), we have \( R_t[\phi] \in UC_b^\infty(H) \). In particular, for each \( k, h, x \in H \) and \( t > 0 \), we have
\[ \langle DR_t[\phi](x), k \rangle = \int_H \langle \Gamma(t)k, Q_t^{-1/2}y \rangle \phi(e^{tA}x + y) \mathcal{N}_Q(dy), \] (4.23)
and
\[ |DR_t[\phi](x)| \leq |
\Gamma(t)| \mathcal{L}(H) |\phi|_0. \] (4.24)

Conversely, if Assumption 4.4 holds with \( K = H \) and \( G = I \) and \( R_t[\phi] \in C_b(H) \) for each \( \phi \in B_b(H) \) and \( t > 0 \), then (4.19) is satisfied (with \( K = H \) and \( G = I \)).

We are going to prove an analogous result for the case of \( G \)-derivatives (with \( G \) possibly unbounded), generalizing the result of [61] Lemma 3.4. The latter result can be also found in a slightly more general form in [44]. First, we need two lemmas. In the following, the symbol \( [t] \) denotes the integer part of \( t \in [0, +\infty) \).

**Lemma 4.9.** Let Assumption 4.4 hold and let \( M \geq 1, \omega \in \mathbb{R} \) be as in (4.13). Then
\[ \text{Tr}[Q_t] \leq \frac{M^2 e^{\omega M - 1}}{e^{2\omega} - 1}, \quad \forall t \geq 0, \]
with the agreement
\[ \frac{e^{2\omega M - 1}}{e^{2\omega} - 1} := [t] + 1, \quad \text{if } \omega = 0. \]

**Proof.** Note that
\[ Q_t = Q_{t-1} + \int_{t-1}^t e^{sA} \sigma \sigma^* e^{sA^*} ds = Q_{t-1} + e^{(t-1)A} Q_1 e^{(t-1)A^*}, \quad \forall t \geq 1, \]
Now, recall that if \( T \in \mathcal{L}_1(H) \) and \( S \in \mathcal{L}(H) \), then \( TS \in \mathcal{L}_1(H) \) and \( |TS|_{\mathcal{L}_1(H)} \leq |T|_{\mathcal{L}_1(H)} |S|_{\mathcal{L}(H)} \)
and that the trace is additive. Then, setting \( a_n := \text{Tr}[Q_n], n \in \mathbb{N} \), and \( q := \text{Tr}[Q_1] \), we get
\[ a_0 = 0, \quad a_n \leq a_{n-1} + qM^2 e^{\omega M} \quad \forall n \in \mathbb{N} \setminus \{0\}. \]

Then, \( a_n \leq qM^2 \sum_{k=1}^n e^{\omega M} \)
\[ = qM^2 \sum_{k=1}^n e^{\omega M} - 1 \]
(with the agreement specified in the statement when \( \omega = 0 \)). The claim follows simply observing that \( t \leq [t] + 1 \). So, the claim follows from the fact that \( t \to \text{Tr}[Q_t] \) is clearly increasing in \( t \).

The following result is an extension of Proposition 2.19 of [21] and of Lemma 3.1 of [9].
Lemma 4.10. Let Assumptions 4.4 and 4.6 hold and let \( M \geq 1, \omega \in \mathbb{R} \) be as in (4.13). Then, for every \( m \geq 0 \), there exists a constant \( \kappa > 0 \) such that

\[
\int_H |y + e^{tA}x|^m \mathcal{N}_Q(dy) \leq \kappa (1 + |x|^m)e^{\omega t}, \quad \forall t \geq 0, \forall x \in H, \quad \text{if } \omega \neq 0, \tag{4.25}
\]

\[
\int_H |y + e^{tA}x|^m \mathcal{N}_Q(dy) \leq \kappa (1 + |x|^m)(1 + t^m), \quad \forall t \geq 0, \forall x \in H, \quad \text{if } \omega = 0. \tag{4.26}
\]

Proof. The case \( m = 0 \) is obvious. Let \( m > 0 \). We have, for every \( t \geq 0, x, y \in H \),

\[
\int_H |y + e^{tA}x|^m \mathcal{N}_Q(dy) \leq (1 + 2^{m-1}) \left( |e^{tA}x|^m + \int_H |y|^m \mathcal{N}_Q(dy) \right).
\]

By [22, Prop. 2.19, p. 50] we have for some \( \kappa' > 0 \) independent of \( t \),

\[
\int_H |y|^m \mathcal{N}_Q(dy) \leq \kappa'(\text{Tr}(Q))^{m/2}.
\]

Then, we use Lemma 4.9 and (4.13) to obtain, for every \( t \geq 0 \) and \( x \in H \),

\[
\int_H |y + e^{tA}x|^m \mathcal{N}_Q(dy) \leq (1 + |x|^m + \kappa'(\text{Tr}(Q))^{m/2} M^m \left[ \frac{2\omega t + 1}{e^{2\omega t} - 1} \right]^{m/2})
\]

with the agreement

\[
\frac{2\omega t + 1}{e^{2\omega t} - 1} := t + 1 \quad \text{if } \omega = 0,
\]

and the claim follows by defining a suitable constant \( \kappa > 0 \). \( \square \)

Theorem 4.11. Let Assumptions 4.4 and 4.6 hold true, and let \( M \geq 1, \omega \in \mathbb{R} \) be as in (4.13). Then, for every \( m \geq 0 \), we have the following statements.

(i) For every \( \phi \in B_m(H) \) and \( t > 0 \), the function \( R_t[\phi] : H \to \mathbb{R} \) is \( G \)-Fréchet differentiable and

\[
\left\langle D^G R_t[\phi](x), k \right\rangle_K = \int_H \phi \left( y + e^{tA}x \right) \left\langle \Gamma_G(t)k, Q^{-1/2}y \right\rangle_H \mathcal{N}_Q(dy), \quad \forall x \in H, \forall k \in K. \tag{4.27}
\]

(ii) There exists a constant \( \kappa_G > 0 \) such that

\[
|D^G R_t[\phi](x)|_K \leq \kappa_G |\Gamma_G(t)|_{L^2(K,H)}(1 + |x|^m)e^{\omega t} \| \phi \|_{B_m(H)}, \quad \forall t > 0, \forall x \in H, \quad \text{if } \omega > 0, \tag{4.28}
\]

\[
|D^G R_t[\phi](x)|_K \leq \kappa_G |\Gamma_G(t)|_{L^2(K,H)}(1 + |x|^m)(1 + t^m) \| \phi \|_{B_m(H)}, \quad \forall t > 0, \forall x \in H, \quad \text{if } \omega = 0. \tag{4.29}
\]

\[
|D^G R_t[\phi](x)|_K \leq \kappa_G |\Gamma_G(t)|_{L^2(K,H)}(1 + |x|^m) \| \phi \|_{B_m(H)}, \quad \forall t > 0, \forall x \in H, \quad \text{if } \omega < 0. \tag{4.30}
\]

(iii) If \( \phi \in C_m(H) \), then also \( D^G R_t[\phi] \in C_m(H,K) \) for all \( t > 0 \).

(iv) If \( \phi \in C^1_m(H) \), then

\[
\left\langle D^G R_t[\phi](x), k \right\rangle_K = \int_H \left\langle D\phi \left( y + e^{tA}x \right), e^{tA}Gk \right\rangle_H \mathcal{N}_Q(dy), \quad \forall t > 0. \tag{4.31}
\]

\( ^8 \)The claim, stated for \( m/2 \in \mathbb{N} \), may be extended to each \( m \geq 0 \) by taking into account that, for \( k = m/2 < k, k = 0,1, \ldots \), we can write

\[
\int_H |y|^m \mathcal{N}_Q(dy) \leq \left[ \int_H |y|^{2k} \mathcal{N}_Q(dy) \right]^{m/2k}.
\]
Proof. (i) We compute, for \( t > 0, x \in H, k \in \mathcal{D}(G) \subseteq K \), the limit

\[
\lim_{s \to 0} \frac{1}{s} \left[ R_t \phi(x + sGk) - R_t \phi(x) \right].
\]

Using (4.17) we have for every \( s \neq 0 \)

\[
\frac{1}{s} \left[ R_t \phi(x + sGk) - R_t \phi(x) \right] = \frac{1}{s} \left[ \int_H \phi \left( y + e^{tA}(x + sGk) \right) - \int_H \phi \left( y + e^{tA}x \right) \right].
\]

By Remark 2.7 \( \mathcal{R}(Q_t^{-1/2}) = \left[ \ker \left( Q_t^{1/2} \right) \right]^\perp \). Hence, as \( Q_t^{1/2} \) is self-adjoint, \( \Gamma(t)k \in \overline{\mathcal{R}(Q_t^{1/2})} \). So, by [21 Sec. 1.2.4], the map \( \mathcal{R}(Q_t^{1/2}) \to \mathbb{R}, y \to \langle \Gamma(t)k, Q_t^{-1/2}y \rangle \) extends to a linear continuous functional on \( H \) (still denoted by the same expression, with a slight abuse of notation), which is square integrable with respect to the measure \( \mathcal{N}_q \).

Now, by Assumption 4.6, \( se^{tA}Gk \in Q_t^{1/2}(H) \). Hence, by [21 Th. 1.3.6], the Gaussian measures \( \mathcal{N}(se^{tA}Gk, Q_t) \) and \( \mathcal{N}_q \) are equivalent and we can apply the Cameron-Martin formula:

\[
d(y, s_y, k) = \frac{d\mathcal{N}(se^{tA}Gk, Q_t)}{d\mathcal{N}_q}(y) = \exp \left\{ \langle \Gamma(t)k, Q_t^{-1/2}y \rangle_H - \frac{1}{2} s^2 |\Gamma(t)k|_H^2 \right\}, \quad \forall s \in \mathbb{R}, y \in H.
\]

Notice that

\[
\lim_{s \to 0} \frac{d(y, s_y, k) - 1}{s} = \left\langle \Gamma(t)k, Q_t^{-1/2}y \right\rangle_H \text{ uniformly in } k \in \mathcal{D}(G) \cap B_K(0, 1), \quad (4.32)
\]

and \( \frac{d(y, s_y, k) - 1}{s} \leq \alpha(\cdot, k) \in B_b(H) \) for every \( s \in [-1, 1] \setminus \{0\} \). So

\[
\lim_{s \to 0} \frac{1}{s} \left[ R_t \phi(x + sGk) - R_t \phi(x) \right] = \lim_{s \to 0} \int_H \phi \left( y + e^{tA}x \right) \frac{d(y, s_y, k) - 1}{s} \mathcal{N}_q(dy) = \int_H \phi \left( y + e^{tA}x \right) \langle \Gamma(t)k, Q_t^{-1/2}y \rangle_H \mathcal{N}_q(dy),
\]

i.e., there exists the \( G \)-directional derivative \( \nabla^G R_t \phi(x; k) \) and

\[
\nabla^G R_t \phi(x; k) = \int_H \phi \left( y + e^{tA}x \right) \left\langle \Gamma(t)k, Q_t^{-1/2}y \right\rangle_H \mathcal{N}_q(dy).
\]

Using the Cauchy-Schwarz inequality,

\[
\left| \int_H \phi \left( y + e^{tA}x \right) \left\langle \Gamma(t)k, Q_t^{-1/2}y \right\rangle_H \mathcal{N}_q(dy) \right| \\
\leq |\phi|_{B_m(H)} \int_H (1 + |y + e^{tA}x|^m) \left| \left\langle \Gamma(t)k, Q_t^{-1/2}y \right\rangle_H \mathcal{N}_q(dy) \right| \\
\leq |\phi|_{B_m(H)} \left( \int_H (1 + |y + e^{tA}x|^m) \mathcal{N}_q(dy) \right)^{1/2} \left( \int_H \left| \left\langle \Gamma(t)k, Q_t^{-1/2}y \right\rangle_H \mathcal{N}_q(dy) \right|^2 \right)^{1/2}.
\]

Then, using Lemma 4.10 and the fact that

\[
\int_H \langle y, \xi \rangle \langle y, \eta \rangle \mathcal{N}_q(dy) = \langle Q_t \xi, \eta \rangle, \quad \forall \xi, \eta \in H,
\]

25
we get, for some $\kappa_G > 0$,

$$
\left| \nabla^G R_t[\phi(x;k)]_K \right| \leq \kappa_G |\phi|_{B_m(H)} e^{m t |(1 + |x|_H^n)| \Gamma_G(t)_{\mathcal{L}(K,H)} |k|_K}, \quad \text{if } \omega > 0,
$$

$$
\left| \nabla^G R_t[\phi(x;k)]_K \right| \leq \kappa_G |\phi|_{B_m(H)} (1 + t^n |(1 + |x|_H^n)| \Gamma_G(t)_{\mathcal{L}(K,H)} |k|_K), \quad \text{if } \omega = 0,
$$

$$
\left| \nabla^G R_t[\phi(x;k)]_K \right| \leq \kappa_G |\Gamma_G(t)_{\mathcal{L}(K,H)} (1 + |x|_H^n)| \phi|_{B_m(H)}, \quad \forall t > 0, \forall x \in H, \quad \text{if } \omega < 0.
$$

This shows that the linear functional on $(\mathcal{D}(G), |\cdot|_K)$ defined by $k \mapsto \nabla^G R_t[\phi(x;k)$ can be extended to a continuous linear functional on $\mathcal{K}$, that is, $R_t[\phi]$ is $G$-Gateaux differentiable at $x$ with $G$-Gateaux derivative $\nabla^G R_t[\phi(x) \in \mathcal{L}(K,H)$ and

$$
\left< \nabla^G R_t[\phi(x),k]_K \right> = \int_H \phi \left( y + e^{tA} x \right) \left< \Gamma_G(t) k, Q_k^{-1/2} y \right> \mathcal{N}(d y), \quad \forall k \in \mathcal{D}(G).
$$

On the other hand, taking into account that the limit in (4.32) is uniform in $k \in \mathcal{D}(G)$, we conclude that $R_t[\phi]$ is actually $G$-Fréchet differentiable at $x$ and (4.27) follows from (2.4).

(iii) This follows from (i) and from (4.33)–(4.35).

(ii) Let now $\phi \in C_m(H), x \in H$, and take a sequence $x_n \rightarrow x$ in $H$. Then, by (i) we get

$$
|D^G R_t[\phi(x_n)]_K - D^G R_t[\phi(x)]_K| = \sup_{|k|_K = 1} \left< D^G R_t[\phi(x_n)]_K - D^G R_t[\phi(x)]_K \right> = \sup_{|k|_K = 1} \int_H \phi \left( y + e^{tA} x_n \right) - \phi \left( y + e^{tA} x \right) \left< \Gamma_G(t) k, Q_k^{-1/2} y \right> \mathcal{N}(d y)
$$

$$
\leq \left( \int_H \phi \left( y + e^{tA} x_n \right) - \phi \left( y + e^{tA} x \right) \left< \left. \Gamma_G(t) k, Q_k^{-1/2} y \right> \mathcal{N}(d y) \right)^{1/2}
$$

$$
\left< \Gamma_G(t)_{\mathcal{L}(K,H)} \right>.
$$

Hence the claim follows by the dominated convergence theorem.

(iii) Let $\phi \in C^1_m(H), t > 0$, and $k \in D(G) \subseteq K$. We have, by the dominated convergence theorem, 

$$
\left< D^G R_t[\phi(x)]_K \right> = \lim_{s \rightarrow 0} \frac{1}{s} \left| R_t[\phi(x + s G k) - R_t[\phi(x)]] \right|
$$

$$
= \int_H \lim_{s \rightarrow 0} \frac{1}{s} \left[ \phi \left( y + e^{tA} (x + s G k) \right) - \phi \left( y + e^{tA} x \right) \right] \mathcal{N}(d y)
$$

$$
= \int_H \left< D \phi \left( y + e^{tA} x \right), e^{tA} G k \right> \mathcal{N}(d y).
$$

The claim when $k \in K$ simply follows using the density of $\mathcal{D}(G)$ in $K$ and the fact that, by Assumption [4.6], the operator $e^{tA} G$ can be extended $e^{tA} G \in \mathcal{L}(K,H)$.

**Corollary 4.12.** Let Assumptions [4.4] and [4.6] hold true. Assume, moreover, that $t \mapsto |\Gamma_G(t)|_{\mathcal{L}(K,H)}$ belongs to $\mathcal{F}$. Then the family of linear operators $(R_t)_{t \geq 0}$ satisfies Assumption [3.6] for every $m \geq 0$.

**Proof.** As we have already observed, the conditions of Assumption [3.5](i)–(iii) (i.e Assumption [3.6](i)) are a straightforward consequence of the general Theorem 4.2.

Combining the assumption that $t \mapsto |\Gamma_G(t)|_{\mathcal{L}(K,H)}$ belongs to $\mathcal{F}$ and Theorem 4.11, the conditions of Assumptions [3.6] (ii) and (iv) follow.

Finally, the condition of Assumption [3.6](iii), i.e. the fact that the map $(0, \infty) \times H \rightarrow K$, $(s,x) \mapsto D^G R_s[\phi](x)$ is measurable, follows from the representation formula (4.27) and using Pettis measurability's Theorem [68, Th. 1.1], as $K$ is separable. \qed
Example 4.13. (cf. [22] Sec. 9.6, [27] Ex. 6.2.11, [39] Sec. 6, [61] Ex. 3.8). Let $K = \Xi = H$, $\sigma \in \mathcal{L}(\Xi,H)$ and $Q := \sigma^*$. Consider an orthonormal basis $\{e_n\}_{n \in \mathbb{N}}$ in $H$ and assume that $A$, $Q$, and $G$ admit spectral decompositions

$$\begin{align*}
A e_n &= -\alpha_n e_n, \quad Q e_n = q_n e_n, \quad G e_n = g_n e_n, \quad \forall n \in \mathbb{N},
\end{align*}$$

where $\alpha_n \geq 0$, $\frac{q_n}{g_n} > 0$ for all $n \in \mathbb{N}$ and $\alpha_n \uparrow +\infty$ as $n \to \infty$. Then

$$e^{tA}Q e^{tA^*} e_n = e^{-2\alpha_n} q_n e_n, \quad n \in \mathbb{N}, \quad s > 0.$$  

Note that, the set $\Sigma_0 := \{n \in \mathbb{N} : \alpha_n = 0\}$ is finite. Call $\Sigma_0^c = \mathbb{N} \setminus \Sigma_0$. Then Assumption 4.4(ii) holds true if and only if

$$\int_0^t \sum_{n \in \Sigma_0} q_n e^{-2\alpha_n} ds < +\infty \quad \forall t \geq 0;$$

by Fubini-Tonelli’s Theorem and arbitrariness of $t \geq 0$, this happens if and only if

$$\sum_{n \in \Sigma_0} \frac{q_n}{2\alpha_n} < +\infty.$$  

(4.37)

In this case $Q_t$ is diagonal too and

$$Q_t e_n = \frac{q_n}{2\alpha_n} (1 - e^{-2\alpha_n}) e_n, \quad \forall n \in \mathbb{N},$$

under the agreement $\frac{1 - e^{-2\alpha_n t}}{2\alpha_n} := t$ if $n \in \Sigma_0$. On the other hand, the operator $e^{tA}G$ extends to a bounded operator $e^{tA}G \in \mathcal{L}(H)$ for every $t > 0$ if and only if

$$\sup_n |e^{-t\alpha_n} g_n| < +\infty, \quad \forall t > 0.$$  

(4.38)

Hence, formally we have, with the usual agreement $\frac{1 - e^{-2\alpha_n t}}{2\alpha_n} := t$ if $n \in \Sigma_0$,

$$\Gamma_G(t)e_n = Q_t^{1/2} e^{tA} G e_n = \sqrt{\frac{2\alpha_n}{1 - e^{-2t\alpha_n}}} \frac{q_n}{q_n} e^{-t\alpha_n} g_n e_n \quad \forall n \in \mathbb{N}.$$ 

This shows that Assumption 4.4 holds if and only if (here with the agreement that $\frac{2\alpha_n}{e^{2t\alpha_n} - 1} := t^{-1}$ if $n \in \Sigma_0$),

$$\sup_{n \in \mathbb{N}} \sqrt{\frac{2\alpha_n}{e^{2t\alpha_n} - 1}} \frac{q_n^2}{q_n} < +\infty, \quad \forall t > 0.$$  

(4.39)

Such supremum is indeed equal to $|\Gamma_G(t)|_{\mathcal{L}(H)}$, so $t \mapsto |\Gamma_G(t)|_{\mathcal{L}(K,H)}$ belongs to $\mathcal{F}$ if and only if there exists a function $\gamma_G \in \mathcal{F}$ such that

$$\sup_{n \in \mathbb{N}} \sqrt{\frac{2\alpha_n}{e^{2t\alpha_n} - 1}} \frac{q_n^2}{q_n} \leq \gamma_G(t), \quad \forall t > 0.$$  

(4.40)

Note that (4.40) implies, in particular, (4.39). Therefore, if all the conditions listed above are fulfilled, Corollary 4.12 applies.

We now discuss more in detail three particularly meaningful cases.

\footnote{In the quoted references at the beginning of this example it is assumed $\alpha_n > 0$. Here we let some $\alpha_n$ to be 0 to cover the case developed in Subsection 5.1.}
(1) $G = I, -A > 0, Q = (-A)^{-\beta}$ for some $\beta \in [0, 1)$. Clearly, (4.38) is satisfied. Moreover,

$$|\Gamma_G(t)|^2_{L^2(H)} = \sup_{n \in \mathbb{N}} \frac{2a_n^{1+\beta}}{e^{2t a_n} - 1} \leq \frac{C_0}{t}, \quad \forall t > 0,$$

where $C_0 := \sup_{s > 0} \frac{2s^{1+\beta}}{e^{2s} - 1}$, so (4.40) holds with $\gamma_G(t) = C_0 t^{1/2}$. Finally, in this case, (4.37) is verified if

$$\sum_{n \in \mathbb{N}} a_n^{-1-\beta} < +\infty,$$

which is true, e.g., if $a_n \sim n^\eta$ for $\eta > \frac{1}{1+\beta}$.

(2) $G = \sqrt{Q}$ (special subcase: $G = Q = I$). Clearly, (4.38) is satisfied. Moreover, with the usual agreement $\frac{1- e^{-2s n t}}{2a_n} := t$ if $n \in \Sigma_0$,

$$|G(t)|^2_{L^2(H)} = \sup_{n \in \mathbb{N}} \frac{2a_n}{e^{2t a_n} - 1} \leq \frac{C_0}{t}, \quad \forall t > 0,$$

where $C_0 := \sup_{s > 0} \frac{s}{e^{2s} - 1}$, so (4.40) holds with $\gamma_G(t) = C_0 t^{1/2}$.

(3) $G = (-A)^\beta \sqrt{Q}$ for some $\beta \in [0, 1/2)$. In this case we have $g_n = a_n^\beta \sqrt{q_n}$ for every $n \in \mathbb{N}$. Hence, (4.38) is satisfied. Moreover, with the usual agreement $\frac{1- e^{-2s n t}}{2a_n} := t$ if $n \in \Sigma_0$,

$$|G(t)|^2_{L^2(H)} = \sup_{n \in \mathbb{N}} \frac{2a_n^{1+2\beta}}{e^{2t a_n} - 1} \leq \frac{C_0}{t^{1+2\beta}},$$

where $C_0 := \sup_{s > 0} \frac{s^{1+2\beta}}{e^{2s} - 1}$, so (4.40) holds with $\gamma_G(t) = \left( \frac{C_0}{t^{1+2\beta}} \right)^{1/2}$.

4.2 The case of invertible diffusion coefficient

A useful method to prove the smoothing property of transition semigroups associated to SDE (3.3) consists in applying, when possible, the so called Bismut-Elworthy-Li formula, introduced in [5] and reprised in [26] (see also [67, Lemma 2.4], [21, Lemma 7.7.3], [33] for the version used here, and, for a generalization to the non-linear superquadratic case, [65]).

The Bismut-Elworthy-Li formula have been used to prove smoothing properties of transition semigroups in three important cases:

1. stochastic Burgers and Navier Stokes equations (see [17] [18]);
2. stochastic reaction-diffusion equations (see [10] and [12, Ch. 6-7]);
3. SDE with invertible diffusion coefficient (see e.g. [67] and, later, [33] and [65] in more general cases).

Here we present the third case, referring to [33] for the proofs.

In the probabilistic framework of the previous section, we consider the following assumptions on the data $A, b, \sigma$ in [33].

Assumption 4.14.

(i) The coefficients $A, b, \sigma$ of SDE (3.3) satisfy Assumption 4.1 with $f(s) = \kappa_0 s^{-\gamma}$ for some $\kappa_0 > 0$ and $\gamma \in [0, 1/2)$. 
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(ii) \( \sigma \in \mathcal{B}_b(H, \mathcal{L}(\Xi, H)) \).

(iii) \( b \in \mathfrak{q}^1(H) \) and \( e^{sA(\cdot)} \in \mathfrak{q}^1(H, \mathfrak{L}_{2}(\Xi; H)) \) for every \( s > 0 \).

**Proposition 4.15.** Let Assumption 4.14 hold. Then, for every \( p \geq 2 \) the following results hold.

(i) The map \( x \mapsto X(\cdot, x)|_{[0,T]} \) belongs to \( \mathfrak{q}^1(H, \mathfrak{L}^{p,T} (H)) \) for every \( T > 0 \).

(ii) For every direction \( h \in H \), the directional derivative process \( \nabla_x X(\cdot, x)h \) (recall that \( \nabla \) denotes the Gateaux derivative) is a mild solution to the SDE

\[
dY(s) = [ AY(s) + \nabla_x b(X(s, x))Y(s)]ds + \nabla_x \sigma(X(s, x))Y(s)dW(s),
\]

(iii) There exists \( C_p > 0 \) and \( \alpha_p \in \mathbb{R} \) such that

\[
|\nabla_x X(\cdot, x)h|_{\mathfrak{L}^{p,T}(H)} \leq C_p e^{\alpha_p T} |h|, \quad \forall h \in H, \forall T > 0.
\]

**Proof.** See, e.g., [34, Prop.3.3], [35, Prop. 4.3]. The exponential dependence in time of the estimate of item (iii) can be proved by induction exploiting the time homogeneity of the system. \( \square \)

For the Bismut-Elworthy-Li formula and, consequently, for the required smoothing property, we also need the following assumption (see [67]).

**Assumption 4.16.** The operator \( a(x) \in \mathcal{L}(\Xi, H) \) is invertible for each \( x \in H \) and there exists \( C_0 > 0 \) such that \( |a(x)^{-1}|_{\mathcal{L}(\Xi, \Xi)} \leq C_0 \).

**Theorem 4.17.** Let Assumptions 4.14 and 4.16 hold, let \( m \geq 0 \), and let \( (P_t)_{t \geq 0} \) be the family of linear operators defined through (4.11). The following statements hold true.

(i) \( P_s \phi \in \mathfrak{q}^1_m(H) \) for every \( s > 0 \) and \( \phi \in C_m(H) \).

(ii) There exists constants \( C > 0 \) and \( \alpha \geq 0 \) such that

\[
|\nabla P_s \phi(x)| \leq \frac{Ce^{\alpha s}}{s^{\frac{m}{2}}} |\phi|_{C_m(H)}(1 + |x|^m), \quad \forall s > 0, \forall x \in H, \forall \phi \in C_m(H).
\]

(iii) We have the representation formula (Bismut-Elworthy-Li formula)

\[
\langle \nabla P_s \phi(x), h \rangle = E \left[ \phi(X(s, x))U^h(s, x) \right], \quad \forall s > 0, \forall x, h \in H, \forall \phi \in C_m(H),
\]

where

\[
U^h(s, x) := \frac{1}{s} \int_0^s \langle \sigma(X(r, x))^{-1}\nabla_x X(r, x)h, dW(r) \rangle \Xi.
\]

**Proof.** See [33, Th. 4.2]. The exponential dependence in time of the estimate (4.41) can be proved by induction exploiting the time homogeneity of the system. \( \square \)

**Corollary 4.18.** Let Assumptions 4.14 and 4.16 hold and let \( (P_t)_{t \geq 0} \) be the family of linear operators defined through (4.11). Then \( (P_t)_{t \geq 0} \) satisfies Assumption 3.5 with \( K = H \) and \( G = I \) for every \( m \geq 0 \).

**Proof.** As we have already observed, the conditions of Assumption 3.5(i)–(iii) are verified as a straightforward consequence of Theorem 4.2.

Combining the assumption that \( t \mapsto |\Gamma_t(t)|_{\mathcal{L}(K, H)} \) belongs to \( \mathcal{B} \) and Theorem 4.17, the conditions of Assumptions 3.5 (vi) and (vi) follow.

Finally, Assumption 3.5(vii), that is the fact that the map \( (0, +\infty) \times H \to H, (s, x) \mapsto \nabla^G P_s \phi(x) \) is measurable, directly follows from the representation formula (4.42) and using Pettis measurability’s Theorem [68, Th. 1.1], as \( H \) is separable. \( \square \)
5 Application to stochastic control problems

Let $H, K, \Xi$ be separable Hilbert spaces, let $\Lambda$ be a Polish space, let $G : H \to \mathcal{L}(K, H)$, and let $L : H \times \Lambda \to K$. Let $W$ be a cylindrical Brownian motion in $\Xi$ and consider the following controlled SDE:

$$
\begin{aligned}
  dX(s) &= [AX(s) + b(X(s)) + G(X(s))L(X(s), a(s))]ds + \sigma(X(s))dW(s), \\
  X(0) &= x,
\end{aligned}
$$

(5.1)

where the control process $a(\cdot)$ lies in the space $\mathcal{U}$ of progressively measurable $\Lambda$-valued processes. Let us consider the following assumptions.

Assumption 5.1.

(i) $A, b, \sigma$ satisfy Assumption 4.1.

(ii) For all $x \in H$, $e^{sA}G(x)$ can be extended to $e^{sA}G(x) \in \mathcal{L}(K, H)$ for every $s > 0$. Moreover, for all $k \in K$ the map $(s, x) \to e^{sA}G(x)k$ is measurable and there exists $f_G \in \mathcal{F}$ such that

$$
|e^{sA}G(x)|_{\mathcal{L}(K, H)} \leq f_G(s)(1+|x|), \quad \forall s > 0, \forall x \in H.
$$

(iii) $L \in B_b(H \times \Lambda, K)$ and there exists $f_{GL} \in \mathcal{F}$ such that

$$
|e^{sA}G(x)L(x, a) - e^{sA}G(y)L(y, a)| \leq f_{GL}(s)|x-y|, \quad \forall s > 0, \forall x, y \in H, \forall a \in \Lambda.
$$

Under Hypotehsis 5.1 for every $x \in H$ and $a(\cdot) \in \mathcal{U}$, (5.1) admits a unique mild solution $X(\cdot; x, a(\cdot)) \in \mathcal{A}^p_{loc}(H)$, for every $p \geq 2$ (see [28, Ch. 1, Sec. 6]). Given $\lambda > 0, x \in H$, and $l : H \times \Lambda \to \mathbb{R}$ measurable, define the functional

$$
J(x; a(\cdot)) = \mathbb{E} \left[ \int_0^{+\infty} e^{-\lambda s} l(X(s; x, a(\cdot)), a(s))ds \right], \quad a(\cdot) \in \mathcal{U}.
$$

(5.2)

The stochastic optimal control problem consists in minimizing the functional above over the set of admissible controls $\mathcal{U}$, i.e. to solve the optimization problem

$$
V(x) := \inf_{a(\cdot) \in \mathcal{U}} J(x; a(\cdot)), \quad x \in H.
$$

(5.3)

The function $V : H \to \mathbb{R}$ is the so called value function of the optimization problem. By standard Dynamic Programming arguments, one formally associates to this control problem an HJB equation. It reads as

$$
\lambda v(x) - \frac{1}{2} \text{Tr} [Q(x)D^2v(x)] - \langle Ax + b(x), Dv(x) \rangle - F(x, Dv(x)) = 0, \quad x \in H,
$$

(5.4)

where $Q(x) = \sigma(x)\sigma^*(x)$ and the Hamiltonian $F$ is defined by

$$
F(x, p) := \inf_{a \in \Lambda} F_{CV}(x, p; a), \quad x \in H, \quad p \in H,
$$

(5.5)

with

$$
F_{CV}(x, p; a) := \inf_{a \in \Lambda} \{ \langle G(x)L(x, a), p \rangle_K + l(x, a) \}, \quad x \in H, \quad a \in \Lambda, \quad p \in H.
$$

(5.6)

It is convenient here to introduce the modified Hamiltonian $F_0$ as follows

$$
F_0(x, q) := \inf_{a \in \Lambda} F_{0, CV}(x, q; a), \quad x \in H, \quad q \in K,
$$

(5.7)
where
\[ F_{0,CV}(x,q;a) := \langle L(x,a), q \rangle_K + l(x,a), \quad x \in H, \ a \in \Lambda, \ q \in K, \] (5.8)
and observe that
\[ F(x,p) = F_0(x,G(x)^* p), \quad \forall p \in \mathcal{D}(G(x)^*), \]
so (5.4) can be formally rewritten as
\[ \lambda v(x) - \frac{1}{2} \text{Tr}[Q(x)D^2v(x)] - \langle Ax + b(x), Dv(x) \rangle - F_0(x,DGv(x)) = 0, \quad x \in H. \] (5.9)

Denote by \( X_0(\cdot,x) \) the unique mild solution of the uncontrolled state equation
\[ \left\{ \begin{array}{l}
    dX(s) = [AX(s) + b(X(s))]ds + \sigma(X(s))dW(s), \\
    X(0) = x,
\end{array} \right. \] (5.10)
and consider the associated transition semigroup \( (P_s)_{s \geq 0} \) defined by
\[ P_s[\phi](x) := \mathbb{E}[\phi(X_0(s,x))]. \]
Then, with these specifications of \( (P_s)_{s \geq 0} \) and \( F_0 \), one can apply to HJB (5.9) the results of the latter section to establish existence, uniqueness and regularity of the mild solution if all the assumptions are fulfilled.

**Remark 5.2.** The \( G \)-regularity of the mild solution to (5.9) is particularly meaningful from the point of view of the control problem, as it allows to define, in classical sense (unlike viscosity solution do), an optimal feedback map for the problem. In our case, assuming that the infimum in (5.7) is obtained by a unique minimum point, it reads as
\[ a^*(x,DGv(x)) := \arg \inf_{a \in \Lambda} F_{0,CV}(x,DGv(x);a). \] (5.11)

This fact represents an important starting point towards the solution of the problem through a verification theorem. To prove such a result one needs to apply stochastic calculus and Itô’s formula to exploit the HJB equation and, in this regard, the concept of mild solution does not provide sufficient regularity. So, this issue still needs some work. A possible strategy to tackle the problem is to prove that the mild solution enjoys the property of being a strong solution, i.e., roughly speaking, to be the limit, in some suitable sense, of very regular solutions of approximating equations. Then, one can argue by approximation to prove the verification theorem (see, e.g., [39]). However, as we will show in a forthcoming companion paper, this passage is not needed (at least) in the case of optimal control of Ornstein-Uhlenbeck process. Already the notion of mild solution suffices to prove a verification theorem.

### 5.1 Neumann boundary control of stochastic heat equation with additive noise

We consider the optimal control of a nonlinear stochastic heat equation in a given space region \( \Theta \subseteq \mathbb{R}^N \) when the control can be exercised only at the boundary of \( \Theta \) or in a subset of \( \Theta \). Precisely we consider the cases when the control at the boundary enters through a Neumann-type boundary condition, corresponding to control the heat flow at the boundary.

#### 5.1.1 Informal setting of the problem

Let \( \Theta \) be an open, connected, bounded subset of \( \mathbb{R}^N \) with regular (in the sense of [53, Sec. 6]) boundary \( \partial \Theta \). We consider the controlled dynamical system driven by the following SPDE on the
time interval $[0, +\infty)$:

\[
\begin{aligned}
\frac{\partial}{\partial s} y(s, \zeta) &= \Delta y(s, \zeta) + \sigma W(s, \zeta), \quad (s, \zeta) \in [0, +\infty) \times \partial \Theta, \\
y(0, \zeta) &= x(\zeta), \quad \zeta \in \overline{\Theta}, \\
\frac{\partial y(s, \zeta)}{\partial n} &= y_0(s, \zeta), \quad (s, \zeta) \in [0, +\infty) \times \partial \Theta,
\end{aligned}
\]

(5.12)

where:

- $y : [0, +\infty) \times \partial \Theta \times \Omega \to \mathbb{R}$ is a stochastic process describing the evolution of the temperature distribution and is the state variable of the system;
- $y_0 : [0, +\infty) \times \partial \Theta \times \Omega \to \mathbb{R}$ is a stochastic process representing the heat flow at the boundary; it is the control variable of the system and acts at the boundary of it: this is the reason of the terminology “boundary control”;
- $n$ is the outward unit normal vector at the boundary $\partial \Theta$;
- $x \in L^2(\Theta)$ is the initial state (initial temperature distribution) in the region $\Theta$;
- $W$ is a cylindrical Wiener process in $L^2(\Theta)$;
- $\sigma \in \mathcal{L}(L^2(\Theta))$.

Assume that this equation is well posed (in some suitable sense, see below for the precise setting) for every given $y_0(\cdot, \cdot)$ in a suitable set of admissible control processes $\mathcal{U}$ and denote its unique solution by $y^{x, y_0(\cdot, \cdot)}$ to underline the dependence of the state $y$ on the control $y_0(\cdot, \cdot)$ and on the initial datum $x$. The controller aims at minimizing over the set $\mathcal{U}$ the functional

\[
I(x; y_0(\cdot, \cdot)) = \mathbb{E} \left[ \int_0^{+\infty} e^{-\lambda s} \left( \int_{\partial \Theta} \beta_1(y^{x, y_0(\cdot, \cdot)}(s, \zeta))d\zeta + \int_{\partial \Theta} \beta_2(y_0(s, \zeta))d\zeta \right) ds \right],
\]

(5.13)

where $\beta_1, \beta_2 : \mathbb{R} \to \mathbb{R}$ are given measurable functions and $\lambda > 0$ is a discount factor.

### 5.1.2 Infinite dimensional formulation

We now rewrite the state equation (5.12) and the functional (5.13) in an infinite dimensional setting in the space $H = L^2(\Theta)$. For more details, we refer to [4] pp.431 ff., [?, Sec. 3.3], and [53] in a deterministic framework; to [42] and [28, Appendix C] in a stochastic framework.

Consider the realization of the Laplace operator with vanishing Neumann boundary conditions:\n
\[
\begin{aligned}
\mathcal{D}(A_N) := \{ \phi \in H^2(\Theta) : \frac{\partial \phi}{\partial n} = 0 \text{ on } \partial \Theta \}, \\
A_N \phi := \Delta \phi, \quad \forall \phi \in \mathcal{D}(A_N).
\end{aligned}
\]

(5.14)

It is well-known (see, e.g., [58, Ch. 3]) that $A_N$ is a self-adjoint and dissipative operator. In particular $(0, +\infty) \subset \rho(A_N)$, where $\rho(A_N)$ denotes the resolvent set of $A_N$. So, if $\delta > 0$, then $(\delta I - A_N)$ is invertible and $(\delta I - A_N)^{-1} \in \mathcal{L}(H)$. Moreover (see, e.g., [53, App. B]) the operator $(\delta I - A_N)^{-1}$ is...
compact and, consequently, there exists an orthonormal complete sequence \( \{e_k\}_{k \in \mathbb{N}} \) such that the operator \( A_N \) is diagonal with respect to it:

\[
A_N e_k = -\mu_k e_k, \quad k \in \mathbb{N},
\]

for a suitable sequence of eigenvalues \( \{\mu_k\}_{k \in \mathbb{N}} \) with \( \mu_k \geq 0 \) (the sign being due to dissipativity of \( A_N \)). We assume that such sequence is increasingly ordered. [53] App.B] provides also a growth rate for the sequence of eigenvalues; indeed

\[
\mu_k \sim k^{2/d}.
\]

Note that (5.16) in particular yields

\[
\exists k_0 \in \mathbb{N} : \mu_k > 0 \quad \forall k \geq k_0.
\]

We have (see again, e.g., [53] App.B] the isomorphic identification (see, e.g., [53] App.B]

\[
\mathcal{D}(\delta I - A_N)^{2a}(\theta), \quad \forall a \in \left[0, \frac{3}{4}\right], \quad \forall \delta > 0.
\]

where \( H^s(\theta) \) denotes the Sobolev space of exponent \( s \in \mathbb{R} \). Next, consider the following problem with Neumann boundary condition:

\[
\begin{aligned}
\Delta w(\xi) &= \delta w(\xi), \quad \xi \in \partial \Omega \\
\frac{\partial}{\partial n} w(\xi) &= \eta(\xi), \quad \xi \in \partial \Omega.
\end{aligned}
\]

Given any \( \delta > 0 \) and \( \eta \in L^2(\partial \Omega) \), there exists a unique solution \( N_\delta \eta \in H^{3/2}(\theta) \) to (5.19). Moreover, the operator (Neumann map)

\[
N_\delta : L^2(\partial \Omega) \rightarrow H^{3/2}(\theta)
\]

is continuous (see [54] Th. 7.4]). So, in view of (5.18), the map

\[
N_\delta : L^2(\partial \Omega) \rightarrow \mathcal{D}(\delta I - A_N)^{\frac{3}{4} - \varepsilon}, \quad \varepsilon \in (0, 3/4)
\]

is continuous. Consider the following problem:

\[
\begin{aligned}
\frac{\partial}{\partial t} y(s, \xi) &= \Delta y(s, \xi) + f(\xi), \quad (s, \xi) \in [0, +\infty) \times \Omega, \\
\frac{\partial}{\partial n} y(s, \xi) &= \gamma_0(s, \xi), \quad (s, \xi) \in [0, +\infty) \times \partial \Omega, \\
y(0, \xi) &= x(\xi), \quad \xi \in \Omega,
\end{aligned}
\]

where \( x, f \in C(\overline{\Omega}; \mathbb{R}), \gamma_0 \in C([0, +\infty) \times \partial \Omega; \mathbb{R}) \). If \( y \in C^{1,2}([0, +\infty) \times \overline{\Omega}) \) solves (5.22) in a classical sense then \( X(s) := y(s, \cdot) \) solves an evolution equation in \( H \). We sketch the argument (see also, e.g., [20] Sec. 13.2]).

As \( y \) is smooth, by classical theory \( N_\delta \gamma_0 \) is smooth too and \( \frac{\partial}{\partial s} N_\delta \gamma_0 = N_\delta \frac{\partial}{\partial s} \gamma_0 \) for all \( s \geq 0, \xi \in \Omega \). Setting \( \gamma(s, \xi) := \gamma_0(s, \xi) \) and considering \( \gamma \) as an element of \( L^2_{loc}([0, +\infty); L^2(\partial \Omega, \mathbb{R}) \), we then have that the map \( s \rightarrow z(s) := X(s) - N_\delta \gamma(s) \) belongs to \( C^1((0, +\infty), H) \cap C([0, +\infty), \mathcal{D}(A_N)) \) and

\[
\begin{aligned}
z'(s) &= X'(s) - \frac{d}{ds} N_\delta \gamma(s) = \Delta X(s) + f - N_\delta \gamma'(s) \\
&= \Delta(X(s) - N_\delta \gamma(s)) + f + \Delta N_\delta \gamma(s) - N_\delta \gamma'(s) \\
&= \Delta(X(s) - N_\delta \gamma(s)) + f + \delta N_\delta \gamma(s) - N_\delta \gamma'(s) \\
&= A_N z(s) + f + \delta N_\delta \gamma(s) - N_\delta \gamma'(s).
\end{aligned}
\]
In particular, $z$ is a strict solution (see [58, Def. 4.1.1]) to the evolution equation in $H$

$$
\begin{align*}
\left\{ \begin{array}{l}
z'(s) = A_N z(s) + f + \delta N_\delta \gamma(s) - N_\delta \frac{d}{ds} \gamma(s), \quad \forall s \geq 0, \\
z(0) = x - N_\delta \gamma(0).
\end{array} \right.
\end{align*}
$$

(5.23)

It can be written in mild form as

$$
z(s) = e^{sA_N} (x - N_\delta \gamma(0)) + \int_0^s e^{(s-r)A_N} [f + \delta N_\delta \gamma(r) - N_\delta \gamma'(r)] \, dr.
$$

Therefore

$$
X(s) = z(s) + N_\delta \gamma(s) = e^{sA_N} (x - N_\delta \gamma(0)) + \int_0^s e^{(s-r)A_N} [f + \delta N_\delta \gamma(r) - N_\delta \gamma'(r)] \, dr + N_\delta \gamma(s), \quad \forall s \geq 0.
$$

Now, an application of [20] Lemma 13.2.2 (integration by parts) yields

$$
X(s) = e^{sA_N} x - (A_N - \delta I) \int_0^s e^{(s-r)A_N} N_\delta \gamma(r) \, dr + \int_0^s e^{(s-r)A_N} (f + \delta N_\delta \gamma(r)) \, dr, \quad \forall s \geq 0,
$$

i.e.

$$
X(s) = e^{sA_N} x - (A_N - \delta I) \int_0^s e^{(s-r)A_N} N_\delta \gamma(r) \, dr + \int_0^s e^{(s-r)A_N} f(r) \, dr, \quad \forall s \geq 0.
$$

(5.24)

It is suitable, for our purpose, to rewrite (5.24) further, by exploiting as much as possible the regularity of the map $N_\delta$. Indeed, in view of the continuity of the map in (5.21), we have, for every $\varepsilon > 0$,

$$
-(A_N - \delta I) \int_0^s e^{(s-r)A_N} N_\delta \gamma(r) \, dr = \int_0^s (\delta I - A_N)^\frac{1}{2} \varepsilon e^{(s-r)A_N} L_N^{N_\delta} \gamma(r) \, dr,
$$

(5.25)

where $L_N^{N_\delta} := (\delta I - A_N)^\frac{1}{2} \varepsilon N_\delta \in \mathcal{L}(L^2(\partial \theta), H)$. Therefore, we can rewrite (5.24) as

$$
X(s) = e^{sA_N} x + \int_0^s (\delta I - A_N)^\frac{1}{2} \varepsilon e^{(s-r)A_N} L_N^{N_\delta} \gamma(r) \, dr + \int_0^s e^{(s-r)A_N} f(r) \, dr.
$$

(5.26)

Therefore, setting $G_N^{N_\delta} := (\delta I - A_N)^\frac{1}{2} \varepsilon$, it is meaningful to rephrase (5.22) in $H$ as

$$
\left\{ \begin{array}{l}
dX(s) = [A_N X(s) + G_N^{N_\delta} L_N^{N_\delta} \gamma(s)] \, ds + \sigma dW(s), \\
X(0) = x.
\end{array} \right.
$$

(5.27)

We are now in the framework of (5.10), with $K = H$, $U = L^2(\partial \theta)$, $A = A_N$, $b \equiv 0$, $G(\cdot) \equiv G_N^{N_\delta}$, $L(\cdot, a) = L_N^{N_\delta}$, $a = \gamma$, and, with a slight abuse of notation, $\sigma(\cdot) \equiv \sigma$. Let us consider, as set of admissible controls,

$$
\mathcal{U} := \{ \gamma : [0, +\infty) \times \Omega \to \Lambda : \gamma(\cdot) \text{ is } (\mathcal{F}_s)\text{-progressively measurable} \}.
$$

where $\Lambda$ is a bounded closed subset of $L^2(\partial \theta)$. Note that $L_N^{N_\delta}(\Lambda)$ is bounded in $H$ and that, since the semigroup $\{e^{tA_N}\}_{t \geq 0}$ is strongly continuous and analytic, the operator $e^{sA_N} G_N^{N_\delta}$ can be extended to $e^{sA_N} G_N^{N_\delta}$ and $e^{sA_N} \in \mathcal{L}(H)$ for every $s > 0$ and

$$
\left| e^{sA_N} G_N^{N_\delta} \right|_{\mathcal{L}(H)} \leq Cs^{\frac{1}{2} + \varepsilon}, \quad \forall s > 0
$$

(5.28)

(see e.g. [60], Theorem 6.13-(c)).

Now, assume the following.
(A1) $\sigma$ satisfies Assumption 4.4(iii).

(A2) Letting $Q_s$ be the operator defined in Assumption 4.4(ii), we have

$$e^{sN}G_N^{2,\varepsilon}(H) \subseteq Q_s^{1/2}(H), \quad \forall s > 0. \quad (5.29)$$

(A3) The map $t \mapsto |\Gamma_{\varepsilon}(t)|_{L^2(K,H)}$ belongs to $\mathcal{S}$.

We will discuss in the next example conditions guaranteeing (A1)–(A3). Under such assumptions, Assumption 5.1 is verified; it follows that, for every $\gamma \in \mathcal{W}$, there exists a unique mild solution $X(\cdot,x,\gamma(\cdot)) \in \mathcal{H}^p_{\text{loc}}(H)$ to (5.27) for every $p \geq 2$. Defining

$$l : H \times \Lambda \to \mathbb{R}, \quad l(x,\eta) := \int_{\partial\Omega} \beta_1(x(\xi))d\xi + \int_{\partial\theta} \beta_2(\eta(\xi))d\xi,$$

the functional (5.13) can be rewritten in the Hilbert space setting as

$$J(x;\gamma(\cdot)) = \mathbb{E} \left[ \int_0^{+\infty} e^{-\lambda s}l(X(s;x,\gamma(\cdot)),\gamma(s))ds \right]. \quad (5.30)$$

Setting $Q = \sigma \sigma^*$, the HJB equation associated to the minimization of (5.30) is

$$\lambda v(x) - \frac{1}{2} \text{Tr} [QD^2v(x)] - \langle A_Nx, Dv(x) \rangle - \inf_{\eta \in \Lambda} \left\{ \left\langle L_N^{\delta,\varepsilon} \eta, D^2G_N^{\varepsilon} v(x) \right\rangle + l(x,\eta) \right\} = 0. \quad (5.31)$$

Hence, if $\beta_1, \beta_2$ satisfy proper continuity and growth assumptions guaranteeing that

$$F_0(x,y,z) := \inf_{\eta \in \Lambda} \left\{ \left\langle L_N^{\delta,\varepsilon} \eta, z \right\rangle + l(x,\eta) \right\}$$

satisfies Assumptions 3.3, we can apply Corollary 4.12 to this problem.

Example 5.3. (cf. [39] Ex. 6.3 and [21] Ex. 13.1.2). Here we discuss the validity of (A1)–(A3) above in a specific example. Within the framework above, let $\theta = (0,\pi) \subset \mathbb{R}$. The Laplace operator $A_N$ has a diagonal representation on $H = L^2(0,\pi)$. The orthonormal basis of eigenfunctions is

$$e_n(\xi) = \cos(n\xi), \quad \xi \in (0,\pi), \quad n \in \mathbb{N},$$

and

$$A_N e_n = -\alpha_n e_n, \quad n \in \mathbb{N},$$

where $\alpha_n = n^2$. In particular, looking at (4.37), we see that every $\sigma \in \mathcal{L}(H)$ satisfies (A1). Consider the case $\sigma = I$. Take $\delta > 0$ and set $\beta := \frac{1}{4} + \varepsilon$. For every $n \in \mathbb{N}$, we have $G_N^{\delta,\varepsilon} e_n = (\delta I - A_N)^{\beta} e_n = g_n e_n$, where $g_n := (\delta + n^2)^{\beta}$. Moreover,

$$\sup_{n \geq 1} \frac{2n^{2(\delta + n^2)^{2\beta}}}{e^{2n^2} - 1} \leq \sup_{n \geq 1} \frac{2(1 + \delta)^{2\beta}(n^2)^{1+2\beta}}{e^{2n^2} - 1} \leq \frac{C_0}{t^{1+2\beta}} \quad (5.32)$$

where $C_0 := 2(1 + \delta)^{2\beta} \sup_{x > 0} \frac{1^{1+2\beta}}{e^{2x} - 1} < +\infty$. Then, recalling what said in Example 4.13 in particular in (4.39)–(4.40), we have

$$|\Gamma_{\varepsilon}(t)|_{L^2(H)} \leq \frac{C_0}{t^{1+2\beta}},$$

so (4.40) holds with $\gamma_G(t) = \frac{C_0}{t^{\frac{1}{2} + \beta}}$. This shows that, if $\varepsilon \in (0,1/4)$, then (A2)–(A3) hold.
Remark 5.4. (i) The example given can be extended to include the case of optimal boundary control of the reaction-diffusion SPDE

\[ \frac{\partial}{\partial s} y(s, \xi) = \Delta y(s, \xi) + f(y(s, \xi)) + \sigma W(s, \xi), \]

where \( f \) satisfies suitable dissipativity conditions. This problem is studied in [13] in the case of distributed control. Our techniques allows to treat the same case with control of Neumann type at the boundary.

(ii) One can deal with the multidimensional extension of Example 5.3 when \( \Omega = (0, \pi)^2 \) (see [53, Rem. 6.4]). In this case \( \alpha_n \sim n \), hence \( \sum_{n=1}^{\infty} \frac{1}{\alpha_n} = +\infty \); so, in order to get (A1) satisfied, the diffusion coefficient \( \sigma \) cannot be the identity. Instead, assume that \( Q := \sigma \sigma^* \) is diagonal with eigenvalues \( q_n \sim n^{-1} \). Then

\[
\sup_{n \in \mathbb{N}} \frac{2n(\delta + n)^{2\beta}}{e^{2n} - 1} q_n \leq \sup_{n \in \mathbb{N}} \frac{2n^{\theta}(\delta + n)^{2\beta}}{e^{2n} - 1} \leq C_0 t^{\theta + 2\beta},
\]

where \( C_0 := 2(1+\delta)^{2\beta} \sup_{t>0} \frac{q^\beta}{e^{t}-1} \). The latter is finite if and only if \( \theta + 2\beta > 1 \), which is the case, as we are taking \( \theta > 1 \) and \( \beta \in (1/4, 1/2) \). So, (A1) is satisfied. Then, to have (A2) and (A3) satisfied too, we must take \( \theta > 1 \) such that \( \theta + 2\beta < 2 \), i.e. \( \theta < 2(1 - \beta) \). This is clearly possible as \( \beta = \frac{1}{4} + \epsilon \in (1/4, 1/2) \).
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