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ABSTRACT. Given a surface \( M \) and a Borel probability measure \( \nu \) on the group of \( C^2 \)-diffeomorphisms of \( M \), we study \( \nu \)-stationary probability measures on \( M \). Assuming the positivity of a certain entropy, the following dichotomy is proved: either the stable distributions for the random dynamics is non-random, or the measure is SRB. In the case that \( \nu \)-a.e. \( C^2 \)-diffeomorphism preserves a common smooth measure \( m \), we show that for any positive-entropy stationary measure \( \mu \) either there exists a \( \nu \)-almost-surely invariant \( \mu \)-measurable line field (corresponding to the stable distributions for a.e. random composition) or the measure \( \mu \) is \( \nu \)-almost-surely invariant and coincides with an ergodic component of \( m \).

To prove the above result, we introduce a skew product with surface fibers over a measure preserving transformation equipped with an increasing sub-\( \sigma \)-algebra \( \hat{F} \). Given an invariant measure \( \mu \) for the skew product, and assuming the \( \hat{F} \)-measurability of the 'past dynamics' and the fiber-wise conditional measures, we prove a dichotomy: either the fiber-wise stable distributions are measurable with respect to a related increasing sub-\( \sigma \)-algebra, or the measure \( \mu \) is fiber-wise SRB.

1. INTRODUCTION

Given an action of a one-parameter group on a manifold with some degree of hyperbolicity, there are typically many ergodic, invariant measures with positive entropy. For instance, given an Anosov or Axiom A diffeomorphism of a compact manifold, the equilibrium states for Hölder-continuous potentials provide measures with the above properties \([BR, Bow]\). When passing to hyperbolic actions of larger groups, the following phenomenon has been demonstrated in many settings: the only invariant ergodic measures with positive entropy are absolutely continuous (with respect to the ambient Riemannian volume). For instance, consider the action of the semi-group \( \mathbb{N}^2 \) on the additive circle generated by

\[
x \mapsto 2x \mod 1 \quad x \mapsto 3x \mod 1.
\]

Rudolph showed for this action that the only invariant, ergodic probability measures are Lebesgue or have zero-entropy for every one-parameter subgroup \([Rud]\). In \([KS]\), Katok and Spatzier generalized the above phenomenon to actions of commuting toral automorphisms.

Outside of the setting of affine actions, Kalinin, Katok, and Rodriguez Hertz, have recently demonstrated a version of abelian measure rigidity for nonuniformly hyperbolic, maximal-rank actions. In \([KKRH]\), the authors consider \( \mathbb{Z}^n \) acting by \( C^{1+\alpha} \) diffeomorphisms on a \((n+1)\)-dimensional manifold and prove that any \( \mathbb{Z}^n \)-invariant measure \( \mu \) is absolutely continuous assuming that at least one element of \( \mathbb{Z}^n \) has positive entropy with respect to \( \mu \) and the Lyapunov exponent functionals are in general position.

For affine actions of non-abelian groups, a number of results have recently been obtained by Benoist and Quint in a series of papers \([BQ1, BQ2, BQ3]\). For instance, consider a finitely supported measure \( \nu \) on the group \( \text{SL}(n, \mathbb{Z}) \). Let \( \Gamma_\nu \subset \text{SL}(n, \mathbb{Z}) \) be the (semi-)group generated by the support of \( \mu \). We note that \( \Gamma_\nu \) acts naturally on the torus \( \mathbb{T}^n \).
In [BQ1], it is proved that if every finite index subgroup of \((\text{the group generated by})\) \(\Gamma_{\nu}\) acts irreducibly on \(\mathbb{R}^n\) then every \(\nu\)-stationary probability measure on \(\mathbb{T}^n\) is either finitely supported or is Haar; in particular every \(\nu\)-stationary probability measure is \(\text{SL}(n, \mathbb{Z})\)-invariant. Similar results are obtained in [BQ1] for groups of translations on quotients of simple Lie groups.

In this article, we prove a measure rigidity result for stationary measures for groups acting by diffeomorphisms on surfaces. We focus here only on actions on surfaces and stationary probability measures with positive entropy though we expect the results to hold in more generality. We rely heavily on the tools from the theory of nonuniformly hyperbolic diffeomorphisms used in [KKRH] as well as a modified version of the “exponential drift” arguments developed in [BQ1] and [EM].

2. Preliminary definitions and constructions

Let \(M\) be a closed (compact, boundaryless) \(C^\infty\) Riemannian manifold. We write \(\text{Diff}^r(M)\) for the group of \(C^r\)-diffeomorphisms from \(M\) to itself equipped with its natural \(C^r\)-topology. Fix \(r = 2\) and consider a subgroup \(\Gamma \subset \text{Diff}^2(M)\). We say a Borel probability measure \(\mu\) on \(M\) is \(\Gamma\)-invariant if

\[
\mu(f^{-1}(A)) = \mu(A)
\]

for all Borel \(A \subset M\) and all \(f \in \Gamma\).

We note that for any continuous action by an amenable group on a compact metric space, there always exists at least one invariant measure. However, for actions by non-amenable groups, invariant measures need not exists. For this reason, we introduce a weaker notion of invariance. Let \(\nu\) be a Borel probability measure \(\text{on the group } \Gamma\). We say Borel probability measure \(\mu\) on \(M\) is \(\nu\)-stationary if

\[
\int \mu(f^{-1}(A)) \ d\nu(f) = \mu(A)
\]

for any Borel \(A \subset M\). By the compactness of \(M\), it follows that for any probability \(\nu\) on \(\Gamma\) there exists a \(\nu\)-stationary probability \(\mu\) (e.g. [Kif, Lemma I.2.2].)

We note that if \(\mu\) is \(\Gamma\)-invariant then \(\mu\) is trivially \(\nu\)-stationary for any measure \(\nu\) on \(\Gamma\). Given a \(\nu\)-stationary measure \(\mu\) such that equality (1) holds for \(\nu\)-a.e. \(f \in \Gamma\), we say that \(\mu\) is \(\nu\)-a.s. \(\Gamma\)-invariant.

Given a probability \(\nu\) on \(\text{Diff}^2(M)\) one defines the random walk on group of diffeomorphisms. A path in the random walk induces a sequence of diffeomorphisms from \(M\) to itself. As in the case of a single transformation, we study the asymptotic ergodic properties of typical sequences of diffeomorphisms acting on \(M\). We write \(\Sigma_{\nu} = (\text{Diff}^2(M))^{\mathbb{N}}\) for the space of sequences of diffeomorphisms \(\omega = (f_0, f_1, f_2, \ldots) \in \Sigma_{\nu}\). Given a Borel probability measure \(\nu\) on \(\text{Diff}^2(M)\), we equip \(\Sigma_{\nu}\) with the product measure \(\nu^\mathbb{N}\). We observe that \(\text{Diff}^2(M)\) is a Polish space, hence \(\Sigma_{\nu}\) is Polish and the probability \(\nu^\mathbb{N}\) is Radon. Let \(\sigma : \Sigma_{\nu} \rightarrow \Sigma_{\nu}\) be the shift map

\[\sigma : (f_0, f_1, f_2, \ldots) \mapsto (f_1, f_2, \ldots)\]

We have that \(\nu^\mathbb{N}\) is \(\sigma\)-invariant. Given a sequence \(\omega = (f_0, f_1, f_2, \ldots) \in \Sigma_{\nu}\) and \(n \geq 0\) we define a cocycle

\[f_\omega^0 := \text{Id}, \quad f_\omega^1 := f_0, \quad f_\omega^n := f_{n-1} \circ f_{n-2} \circ \cdots \circ f_1 \circ f_0.\]
We interpret \((\Sigma_+, \nu^2)\) as a parametrization of all paths in the random walk defined by \(\nu\). Following existing literature ([LY2], [LQ]), we denote by \(\mathcal{X}^+(M, \nu)\) the random dynamical system on \(M\) defined by the random compositions \(\{f^n_\omega\}_{\omega \in \Sigma_+}\).

Given a measure \(\nu\) on \(Diff^2(M)\) and a \(\nu\)-stationary measure \(\mu\), we say a subset \(A \subset M\) is \(\mathcal{X}^+(M, \nu)\)-invariant if for \(\nu\)-a.e. \(f\) and \(\mu\)-a.e. \(x \in M\)

1. \(x \in A \implies f(x) \in A\)
2. \(x \in M \setminus A \implies f(x) \in M \setminus A\).

We say a \(\nu\)-stationary probability measure \(\mu\) is ergodic if, for every \(\mathcal{X}^+(M, \nu)\)-invariant set \(A\), we have either \(\mu(A) = 0\) or \(\mu(M \setminus A) = 0\). We note that for a fixed \(\nu\)-stationary measure \(\mu\), we have an ergodic decomposition of \(\mu\) into ergodic, \(\nu\)-stationary measures [Kif, Proposition I.2.1].

For a fixed \(\nu\) and a fixed \(\nu\)-stationary probability \(\mu\), we define the \(\mu\)-metric entropy of the random process \(\mathcal{X}^+(M, \nu)\) as follows. Given a finite partition \(\xi\) of \(M\) into \(\mu\)-measurable sets, define

\[
H_\mu(\xi) = -\sum_{C_i \in \xi} \mu(C_i) \log(\mu(C_i))
\]

(with the standard convention that \(0 \log 0 = 0\).) We define the \(\mu\)-entropy of \(\mathcal{X}^+(M, \nu)\) with respect to the partition \(\xi\) by

\[
h_\mu(\mathcal{X}^+(M, \nu), \xi) := \lim_{n \to \infty} \frac{1}{n} \int H_\mu\left(\left(\bigvee_{k=0}^{n-1} f_k^\omega\right)^{-1} \xi\right) \, d\nu^\omega(\omega)
\]

and the entropy of \(\mathcal{X}^+(M, \nu)\) by

\[
h_\mu(\mathcal{X}^+(M, \nu)) := \sup \, h_\mu(\mathcal{X}^+(M, \nu), \xi)
\]

where the supremum is taken over all finite measurable partitions \(\xi\).

In the case that \(\nu\) is not compactly supported in \(Diff^2(M)\), we will assume the integrability condition

\[
\int \log^+(||f||_{C^2}) + \log^+(||f^{-1}||_{C^2}) \, d\nu < \infty.
\]

(*)

where \(\log^+(a) = \max\{\log(a), 0\}\) and \(|| \cdot ||_{C^2}\) denotes the \(C^2\)-norm. The integrability condition (*) implies the weaker condition

\[
\int \log^+(||f||_{C^1}) + \log^+(||f^{-1}||_{C^1}) \, d\nu < \infty
\]

(3)

which guarantees Oseledece’s Multiplicative Ergodic theorem holds. The log-integrability of the \(C^2\)-norms is needed later to apply tools from Pesin theory.

**Proposition 2.1** (Random Oseledece’s multiplicative theorem.). Let \(\nu\) be measure on \(Diff^2(M)\) satisfying (3). Let \(\mu\) be an ergodic, \(\nu\)-stationary probability.

Then there are real numbers \(-\infty < \lambda_1 < \lambda_2 < \cdots < \lambda_k < \infty\), called Lyapunov exponents such that for \(\nu^\omega\)-a.e. sequence \(\omega \in \Sigma_+\) and \(\mu\)-a.e. \(x \in M\) there is a filtration

\[
\{0\} \subset V^1_\omega(x) \subset \cdots \subset V^k_\omega(x) = TM
\]

such that for \(v \in V^k_\omega(x) \setminus V^{k-1}_\omega(x)\)

\[
\lim_{n \to \infty} \frac{1}{n} ||D_x f^n_\omega(v)|| = \lambda_k.
\]
Furthermore, the subspaces $V^i_\omega(x)$ are invariant in the sense that
\[ D_x f_\omega V^k_\omega(x) = V^k_{\sigma(\omega)}(f_\omega(x)). \]

For a proof of the above theorem see, for example, [LQ, Proposition 1.3.1]. We write
\[ E^\omega_\nu(x) := \bigcup_{\lambda_j < 0} V^j_\omega(x) \]
for the stable Lyapunov subspace for the word $\omega$ at the point $x$.

We note that the Random process $X^+(M, \nu)$ is not invertible. Thus, while stable Lyapunov subspaces are defined for $\nu^\mathbb{Z}$-a.e. $\omega$ and $\mu$-a.e. $x$, there are no well-defined unstable Lyapunov subspaces for $X^+(M, \nu)$. However, to state the result we will need a notion of SRB-measures (also called $u$-measures) for random sequences of diffeomorphisms. We will state the precise definition (Definition 5.8) in Section 5.3 after introducing fiber-wise unstable manifolds for a related skew product construction. Roughly speaking, a $\nu$-stationary measure $\mu$ is SRB if it has absolutely continuous conditional measures along unstable manifolds. Since we have not yet defined unstable manifolds (or subspaces), we postpone the formal definition and give here an equivalent property. The following is an adaptation of [LY1].

**Proposition 2.2** ([LQ, Theorem VI.1.1]). Let $M$ be a compact manifold and let $\nu$ be a probability on $\text{Diff}^2(M)$ satisfying $(\ast)$. Then, an ergodic, $\nu$-stationary probability $\mu$ is an SRB-measure if and only if
\[ h_\mu(X^+(M, \nu)) = \sum_{\lambda_i > 0} m_i \lambda_i \]
where $m_i = \dim V_i - \dim V_{i-1}$ is the multiplicity of the exponent $\lambda_i$.

We introduce some terminology for invariant measurable subbundles. Given a subgroup $\Gamma \subset \text{Diff}^2(M)$, we have an induced the action of $\Gamma$ on sub-vector-bundles of the tangent bundle $TM$ via the differential. Consider a $\nu$ supported on $\Gamma$ and a $\nu$-stationary Borel probability $\mu$ on $M$.

1. We say a $\mu$-measurable subbundle $V \subset TM$ is $\nu$-a.s. invariant if $Df(V(x)) = V(f(x))$ for every $\nu$-a.e. $f \in \Gamma$ and $\mu$-a.e. $x \in M$.
2. A $(\nu^\mathbb{N} \times \mu)$-measurable family of subbundles $(\omega, x) \mapsto V_\omega(x) \subset TM$ is $X^+(\Gamma, \nu)$-invariant if for $(\nu^\mathbb{N} \times \mu)$-a.e. $(\omega, x)$
\[ D_x f_\omega V_\omega(x) = V_{\sigma(\omega)}(f_\omega(x)). \]
Note that subbundles in the filtration (4) are $X^+(\Gamma, \nu)$-invariant.
3. We say a $X^+(M, \nu)$-invariant family of subspaces $V_\omega(x) \subset TM$ is non-random if there exists a $\nu$-a.s. invariant $\mu$-measurable subbundle $\hat{V} \subset TM$ with $\hat{V}(x) = V_\omega(x)$ for $(\nu^\mathbb{N} \times \mu)$-a.e. $(\omega, x)$.

3. **Statement of Results: Groups of Surface Diffeomorphisms**

For all results in this paper, we restrict ourselves to the case that $M$ is a closed surface. Equip $M$ with a background Riemannian metric.

Let $\hat{\nu}$ be a Borel probability on the group $\text{Diff}^2(M)$ satisfying the integrability hypotheses $(\ast)$. Let $\hat{\mu}$ be an ergodic $\hat{\nu}$-stationary measure on $M$. We will assume positivity of the metric entropy:
\[ h_\hat{\mu}(X^+(M, \hat{\nu})) > 0. \]
By the fiber-wise Margulis–Ruelle inequality (see Proposition 4.5 below) applied to the associated skew product (see Section 4.1), (5) implies that the Oseledec’s filtration (4) is nontrivial and the exponents satisfy
\[-\infty < \lambda_1 < 0 < \lambda_2 < \infty.\] (6)
In particular, the stable Lyapunov subspace \(E_s^\omega(x)\) corresponds to the subspace \(V^\omega(x)\) in (4) and is 1-dimensional.

We now state our first theorem

**Theorem 3.1.** Let \(M\) be a closed \(C^\infty\) surface. Let \(\hat{\nu}\) be a Borel probability measure on \(\text{Diff}^2(M)\) satisfying (*) and let \(\hat{\mu}\) be an ergodic, \(\hat{\nu}\)-stationary Borel probability measure on \(M\) with \(h_{\hat{\mu}}(X^+(M, \hat{\nu})) > 0\). Then either

1. the stable distribution \(E_s^\omega(x)\) is non-random, or
2. \(\hat{\mu}\) is SRB.

We have as an immediate corollary.

**Corollary 3.2.** Let \(\hat{\nu}\) be as in Theorem 3.1 with \(\hat{\mu}\) an ergodic, positive entropy, \(\hat{\nu}\)-stationary probability measure. Assume there are no \(\hat{\nu}\)-a.s. invariant \(\hat{\mu}\)-measurable line-fields. Then \(\hat{\mu}\) is SRB.

We note that in [BQ1], the authors prove an analogous statement. Namely, for homogeneous actions satisfying certain hypotheses, any non-atomic stationary measure \(\hat{\mu}\) is shown to be absolutely continuous along some unstable (unipotent) direction. Using Ratner Theory, one concludes that the stationary measure \(\hat{\mu}\) is thus the Haar measure and hence invariant for every element of the action. In non-homogeneous settings, such are the one considered here and the one considered in [EM], there is no analogue of Ratner Theory. Thus, in such settings more structure is needed in order to promote the SRB property to absolutely continuity or almost-sure invariance of the stationary measure \(\hat{\mu}\). The next theorem demonstrates that this promotion is possible assuming the existence of an almost-surely invariant volume.

**Theorem 3.3.** Let \(\Gamma \subset \text{Diff}^2(M)\) be a subgroup and assume \(\Gamma\) preserves a probability measure \(\mu\) equivalent to the Riemannian volume on \(M\). Let \(\hat{\nu}\) be a probability measure on \(\text{Diff}^2(M)\) with \(\hat{\nu}(\Gamma) = 1\) and satisfying (*). Let \(\hat{\mu}\) be an ergodic \(\hat{\nu}\)-stationary Borel probability measure. Then either

1. \(h_{\hat{\mu}}(X^+(\Gamma, \hat{\nu})) = 0\),
2. \(h_{\hat{\mu}}(X^+(\Gamma, \hat{\nu})) > 0\) and the stable distribution \(E_s^\omega(x)\) is non-random, or
3. \(\hat{\mu}\) is absolutely continuous and is \(\hat{\nu}\)-a.s. \(\Gamma\)-invariant.

Furthermore, in conclusion (3), we will have that \(\hat{\mu}\) is (up to normalization) the restriction of \(\mu\) to a positive volume subset.

4. **Skew Product (Re)formulation of Results**

We translate the above results about random products of diffeomorphisms into results about related skew products, as well as introducing a more abstract skew product setting. This allows us to convert the dynamical properties of random, non-invertible actions, to properties of one-parameter invertible actions and to exploit tools from the theory of nonuniform hyperbolicity.
4.1. **Canonical skew product associated to a random dynamical system.** Let $M$ and $\tilde{\nu}$ be as in Section 3. Consider the product space $\Sigma_+ \times M$ and define the (non-invertible) skew product $\tilde{F}: \Sigma_+ \times M \to \Sigma_+ \times M$ by

$$\tilde{F}: (\omega, x) \mapsto (\sigma(\omega), f_\omega(x)).$$

Recall that the measure $\tilde{\nu}^M$ on $\Sigma_+$ is $\sigma$-invariant. We have the following reinterpretation of $\tilde{\nu}$-stationary measures.

**Proposition 4.1.** [Kif, Lemma I.2.3, Theorem I.2.1] For a Borel probability measure $\hat{\mu}$ on $M$ we have that

1. $\hat{\mu}$ is $\tilde{\nu}$-stationary if and only if $\tilde{\nu}^M \times \hat{\mu}$ is $\tilde{F}$-invariant;

2. a $\tilde{\nu}$-stationary measure $\hat{\mu}$ is ergodic for $\chi^+(M, \tilde{\nu})$ if and only if $\tilde{\nu}^M \times \hat{\mu}$ is ergodic for $\tilde{F}$.

We construct a canonical invertible skew product (the natural extension) where tools from Pesin theory can be applied to the fiber dynamics. Let $\Sigma := (\text{Diff}^+(M))^\mathbb{Z}$ be the space of bi-infinite sequences and equip $\Sigma$ with the product measure $\tilde{\nu}^\mathbb{Z}$. We again write $\sigma: \Sigma \to \Sigma$ for the left shift $(\sigma(\xi))_i = \xi_{i+1}$. Given

$$\xi = (\ldots, f_{-2}, f_{-1}, f_0, f_1, f_2, \ldots) \in \Sigma$$

define $f_\xi := f_0$ and define the the (invertible) skew product $F: \Sigma \times M \to \Sigma \times M$ by

$$F: (\xi, x) \mapsto (\sigma(\xi), f_\xi(x)).$$

We have the following proposition producing the measure whose properties we will study for the remainder.

**Proposition 4.2 ([LQ, Proposition I.1.2]).** Let $\hat{\mu}$ be a $\tilde{\nu}$-stationary Borel probably measure. There is a unique $F$-invariant Borel probability measure $\mu$ on $\Sigma \times M$ whose image under the canonical projection $\Sigma \times M \to \Sigma_+ \times M$ is $\tilde{\nu}^\mathbb{Z} \times \hat{\mu}$.

Furthermore, $\mu$ projects to $\tilde{\nu}^\mathbb{Z}$ and $\hat{\mu}$, respectively, under the canonical projections $\Sigma \times M \to \Sigma$ and $\Sigma \times M \to M$ and is equal to the weak-* limit

$$\mu = \lim_{n \to \infty} (F^n)_\#(\tilde{\nu}^\mathbb{Z} \times \hat{\mu}).$$

4.2. **Abstract skew products.** We give a generalization of the setup introduced in Section 4.1. Let $(\Omega, \mathcal{B}_\Omega, \nu)$ be a Polish probability space; that is, $\Omega$ has the topology of a complete separable metric space, $\nu$ is a Borel probability measure, and $\mathcal{B}_\Omega$ is the $\nu$-completion of the Borel $\sigma$-algebra. Let $\theta: (\Omega, \mathcal{B}_\Omega, \nu) \to (\Omega, \mathcal{B}_\Omega, \nu)$ be an invertible, ergodic, measure-preserving transformation. Let $M$ be a closed $C^\infty$ Riemannian manifold on $M$ and write $\| \cdot \|$ for the norm on the tangent bundle $TM$ and $d(\cdot, \cdot)$ for the induced distance on $M$. We note that compactness of $M$ guarantees all metrics are...
equivalent, whence all dynamical objects structures defined below are independent of the choice of metric.

We consider a \( \nu \)-measurable mapping \( \Omega \ni \xi \mapsto f_\xi \in \text{Diff}^2(M) \). As before, define\(^1\) a cocycle \( \mathcal{F} : \Omega \times \mathbb{Z} \rightarrow \text{Diff}^r(M) \), written \( \mathcal{F} : (\xi, n) \mapsto f_\xi^n \), by

1. \( f_\xi^0 := \text{Id}, f_\xi^1 := f_\xi \),
2. \( f_\xi^n := f_{\theta^{-n}(\xi)} \circ \cdots \circ f_{\theta(\xi)} \circ f_\xi \) for \( n > 0 \), and
3. \( f_\xi^{-n} := (f_{\theta^{-n}(\xi)})^{-1} \circ \cdots \circ (f_{\theta^{-1}(\xi)})^{-1} = (f_{\theta^{-n}\xi})^{-1} \) for \( n < 0 \).

We will always assume the following integrability condition

\[
\int \log^+ (|f_\xi|_{C^2}) + \log^+ (|f_\xi^{-1}|_{C^2}) \, d\nu(\xi) < \infty. 
\]

We introduce terminology for such measures.

**Definition 4.4.** A probability measure \( \mu \) on \( X \) is called \( \mathcal{F} \)-invariant if it is \( F \)-invariant and satisfies

\[ \pi_* \mu = \nu. \]

Such a measure \( \mu \) is said to be ergodic if it is \( F \)-ergodic.

4.2.1. **Fiber-wise Lyapunov exponents.** We define \( TX \) to be the fiber-wise tangent bundle

\[ TX := \Omega \times TM \]

and \( DF : TX \rightarrow TX \) to be the fiber-wise differential

\[ DF : (\xi, (x, v)) \mapsto (\theta(\xi), (f_\xi(x), D_x f_\xi(v))). \]

Let \( \mu \) be an ergodic, \( \mathcal{F} \)-invariant probability. We have that \( DF \) defines a linear cocycle over the (invertible) measure preserving system \( F : (X, \mu) \rightarrow (X, \mu) \). By the integrability condition (IC), we can apply Oseledec’s Theorem to \( DF \) to obtain a \( \mu \)-measurable splitting

\[ T(\xi, x) := \{ \xi \} \times T_\xi M = \bigoplus_j E^j(\xi, x) \]

and numbers \( \lambda^j_\mu \) so that for \( \mu \)-a.e. \( (\xi, x) \), and every \( v \in E^j(\xi, x) \setminus \{0\} \)

\[ \lim_{n \rightarrow \pm \infty} \frac{1}{n} \log \|DF^n(v)\| = \lim_{n \rightarrow \pm \infty} \frac{1}{n} \log \|D_x f_\xi^n v\| = \lambda^j_\mu. \]

4.2.2. **Fiber entropy.** Recalling the canonical projection \( \pi : X \rightarrow \Omega \), given an \( \mathcal{F} \)-invariant probability measure \( \mu \) we write \( h_\mu(F \mid \pi) \) for the conditional metric entropy of \((F, \mu)\) conditioned on the sub-\( \sigma \)-algebra generated by \( \pi^{-1} \). We have the following generalized Margulis–Ruelle inequality.

\(^1\)Writing the cocycle as \( f_\xi^n \) is standard in the literature but is somewhat ambiguous. We write \((f_\xi)^{-1}\) to indicate the diffeomorphism that is the inverse of \( f_\xi : M \rightarrow M \). The symbol \( f_\xi^{-1} \) indicates \((f_{\theta^{-1}(\xi)})^{-1}\).
Proposition 4.5 ([BB]). For ν satisfying (IC) and μ an ergodic 𝒟-invariant measure we have
\[ h_μ(F | π) ≤ \sum_{λ_μ^i > 0} λ_μ^i \dim E^i. \] (10)

We observe that the σ-algebra generated by π⁻¹ is F-invariant. It follows (see for example [LQ, Theorem I.4.2(9)]) that \( h_μ(F | π) = h_μ(F^{-1} | π) \). In particular, for the fiber-entropy of skew products we have the reverse Margulis–Ruelle inequality
\[ h_μ(F | π) ≤ \sum_{λ_μ^i < 0} -λ_μ^i \dim E^i. \]

4.2.3. Fiber-wise SRB measures. It will follow from an extension of Pesin theory (see Section 5.1) that for any cocycle 𝒟 satisfying the integrability hypothesis (IC) and any 𝒟-invariant measure μ with positive fiber-entropy that for μ-almost every \((ξ, x) ∈ Σ × M\) there is an injectively immersed curve \(W^u(ξ, x) ⊂ M_ξ\) tangent to \(E^u(ξ, x)\), called the fiber-wise unstable manifold at \((ξ, x)\). We say μ is fiber-wise SRB if the conditional measures of μ along leaves of \(W^u(ξ, x) ⊂ M_ξ\) are absolutely continuous. (See Definition 5.7 for precise statement.)

As in the case of random dynamics (Proposition 2.2), we have the following characterization of fiber-wise SRB measures as those for which (10) is an equality.

Proposition 4.6. For ν satisfying (IC), an ergodic 𝒟-invariant measure μ is fiber-wise SRB if and only if
\[ h_μ(F | π) = \sum_{λ_μ^i > 0} λ_μ^i \dim E^i. \]

Proposition 4.6 extends the result for i.i.d. random dynamical systems (Proposition 2.2) to the case of abstract skew products. This formulation is proven in [BL].

4.3. Reinterpretation of Theorem 3.1. Let the M and \(\tilde{ν}\) be as in Section 3 and let \(\tilde{μ}\) be an ergodic, \(\tilde{ν}\)-stationary measure with \(h_{\tilde{μ}}(X^+(M, \tilde{ν})) > 0\). Let \(F: Σ × M → Σ × M\) denote the canonical skew product and let μ be the measure given by Proposition 4.2. It follows from Proposition 4.3 that \(h_μ(F | π) > 0\). By the Margulis–Ruelle inequality (10), positivity of the fiber-entropy implies that μ has two distinct exponents \(−∞ < λ^s < 0 < λ^u < ∞\) that, by construction, are equal to the exponents \(λ_1, λ_2\) in (6). We have a \(μ\)-measurable splitting of \(Σ × TM\) into measurable line fields
\[ Σ × T_ξM = E^s_{(ξ, x)} ⊕ E^u_{(ξ, x)}. \]

For \(σ ∈ \{s, u\}\) and \((ξ, x) ∈ Σ × M\) we write \(E^σ_{(ξ, x)} \subset TM\) for the subspace with \(E^u_{(ξ, x)} = \{ξ\} × E^u_ξ(x)\). Projectivizing the tangent bundle \(TM\), we obtain a measurable function
\[ (ξ, x) ↦ E^σ_{(ξ, x)}. \]

For \(ξ = (\ldots, ξ_{−2}, ξ_{−1}, ξ_0, ξ_1, ξ_2, \ldots) ∈ Σ\) write \(Σ^-_{loc}(ξ)\) and \(Σ^+_{loc}(ξ)\) for the local stable and unstable sets
\[ Σ^-_{loc}(ξ) := \{η ∈ Σ | η_i = ξ_i \text{ for all } i ≥ 0\} \]
\[ Σ^+_{loc}(ξ) := \{η ∈ Σ | η_i = ξ_i \text{ for all } i < 0\}. \]

Write \(\tilde{𝒟}\) for the sub-σ-algebra of (the completion of) the Borel σ-algebra on Σ containing sets that are a.s. saturated by local unstable sets: \(C ∈ \tilde{𝒟}\) if and only if \(C = \tilde{C} \mod \tilde{ν}\).
where $\hat{C}$ is Borel in $\Sigma$ with
\[
\hat{C} = \bigcup_{\xi \in \hat{C}} \Sigma^+_\loc(\xi).
\]
Similarly, we define $\hat{G}$ to be the sub-$\sigma$-algebra of $\Sigma$ whose atoms are local stable sets.

Writing $B_M$ for the Borel $\sigma$-algebra on $M$ we define the $\sigma$-algebra on $X$ to be the $\mu$-completion of the algebras $\mathcal{F} = \mathcal{F} \otimes B_M$ and $\mathcal{G} := \hat{G} \otimes B_M$.

We note that, by construction, the assignments $\Omega \to \text{Diff}^2(M)$ given by $\xi \to f_\xi$ and $\xi \to f^{-1}_\xi$ are, respectively, $\hat{G}$- and $\hat{F}$-measurable. Furthermore, observing that the stable line fields $E_\xi^p(x)$ depend only on the value of $f_n^\xi$ for $n \geq 0$, we have the following straightforward but crucial observation.

**Proposition 4.7.** The map $(\xi, x) \mapsto E_\xi^p(x)$ is $\mathcal{G}$-measurable and the map $(\xi, x) \mapsto E_\xi^p(x)$ is $\mathcal{F}$-measurable.

We have the following claim, which follows from the explicit construction of $\mu$ in (8).

**Proposition 4.8.** The intersection $\mathcal{F} \cap \mathcal{G}$ is equivalent modulo $\mu$ to the $\sigma$-algebra $\{\emptyset, \Sigma, M\} \otimes B_M$.

**Proof.** Let $A \in \mathcal{F} \cap \mathcal{G}$. Since $A \in \mathcal{G}$, we have that $A = \hat{A}$ where $\hat{A}$ is a Borel subset of $\Sigma \times M$ such that for any $(\xi, y) \in \hat{A}$ and $\eta \in \Sigma^\loc(\xi)$,
\[
(\eta, y) \in \hat{A}.
\]

We write $\{\mu^F_{(\xi, x)}\}$ and $\{\mu^\Sigma_{(\xi, x)}\}$, respectively, for families of conditional probabilities given by the partition of $\Sigma \times M$ into atoms of $\mathcal{F}$ and the partition $\{\Sigma \times \{x\} \mid x \in M\}$ of $\Sigma \times M$. It follows from the construction of $\mu$ given by (8) that $\mu^F_{(\xi, x)}$ may be taken to be the form
\[
d\mu^F_{(\xi, x)}(\eta, y) = d\nu^N(\eta_0, \eta_1, \ldots)\delta_x(y)\delta_{(\xi, -1)}(\eta_{-1})\delta_{(\xi, -2)}(\eta_{-2})\ldots
\]
for every $(\xi, x) \in X$.

Since $A \in \mathcal{F}$ we have $\hat{A} \in \mathcal{F}$. Thus, for $\mu$-a.e. $(\xi, x) \in \hat{A}$,
\[
\mu^F_{(\xi, x)}(\hat{A}) = 1.
\]
Furthermore, it follows from (11) and the form of $\hat{A}$ that if
\[
\mu^F_{(\xi, x)}(\hat{A}) = 1
\]
then
\[
\mu^F_{(\xi', x)}(\hat{A}) = 1
\]
for any $\xi' \in \Sigma$. It follows that
\[
\mu^\Sigma_{(\xi, x)}(\hat{A}) = 1
\]
for a.e. $(\xi, x) \in \hat{A}$. In particular, $\hat{A} = \Sigma \times \hat{A}$ for some set $\hat{A} \in B_M$. \hfill $\square$

We remark that if $\xi$ projects to $\omega$ under the natural projection $\Sigma \to \Sigma_+$, then the subspace $E_\xi^p(x)$ and the subspace $E_\xi^p(x)$ given by Proposition 2.1 coincide almost surely. It then follows from Proposition 4.8 that the bundle $E_\xi^p(x)$ in Theorem 3.1 is non-random if and only if the bundle $E_\xi^p(x)$ is $\mathcal{F}$-measurable. Thus, Theorem 3.1 follows from the following.

**Theorem 4.9.** Let $\hat{\nu}$ and $\hat{\mu}$ be as in Theorem 3.1. Let $F : \Sigma \times M \to \Sigma \times M$ be the canonical skew product let $\mu$ be as in Proposition 4.2. Assume the fiber entropy $h_\mu(F \mid \pi)$ is positive. Then either $(\xi, x) \mapsto E_\xi^p(x)$ is $\mathcal{F}$-measurable, or $\mu$ is fiber-wise SRB.
4.4. Statement of results: abstract skew products. To prove Theorem 3.1 we will introduce a generalization of Theorem 4.9, the proof of which consumes Sections 6–8. Let \( \theta: (\Omega, \mathcal{B}_\Omega, \nu) \to (\Omega, \mathcal{B}_\Omega, \nu) \) be as in Section 4.2. Let \( M \) be a closed \( C^\infty \) surface and let \( \mathcal{F} \) be a cocycle generated by a \( \nu \)-measurable map \( \xi \mapsto f_\xi \) satisfying the integrability hypothesis (IC). Fix \( \mu \) an ergodic, \( \mathcal{F} \)-invariant, Borel probability measure on \( X = \Omega \times M \). We assume \( h_\mu(F \mid \pi) > 0 \) so that \( DF \) has two exponents \( \lambda^s \) and \( \lambda^u \), one of each sign.

We say a sub-\( \sigma \)-algebra \( \mathcal{F} \subset B_\Omega \) is increasing if
\[
\theta(\mathcal{F}) = \{ \theta(A) \mid A \in \mathcal{F} \} \subset \mathcal{F}.
\]
That is, \( \hat{\mathcal{F}} \) is increasing if the partition into atoms is an increasing partition in the sense of [LY1]. (Alternatively, \( \hat{\mathcal{F}} \) is increasing if the map \( \theta^{-1}: \Omega \to \Omega \) is \( \hat{\mathcal{F}} \)-measurable.) As a primary example, the sub-\( \sigma \)-algebra of \( \Sigma \) generated by local unstable sets is increasing (for \( \sigma: \Sigma \to \Sigma \)).

Let \( \hat{\mathcal{F}} \) be an increasing sub-\( \sigma \)-algebra and write \( \mathcal{F} \) for the \( \mu \)-completion of \( \hat{\mathcal{F}} \otimes B_M \) where \( B_M \) is the Borel algebra on \( M \). We note that \( \mathcal{F} \) is an increasing sub-\( \sigma \)-algebra of \( B_X \). Let \( \{ \mu_\xi \}_{\xi \in \mathcal{E}} \) denote the family of conditional probability measures with respect to the partition induced by the projection \( \pi: X \to \Omega \). Using the canonical identification of fibers \( M_\xi = \{ \xi \} \times M \) in \( X \) with \( M \), by an abuse of notation we consider the map \( \xi \mapsto \mu_\xi \) as a measurable map from \( \Omega \) to the space of Borel probabilities on \( M \). As in the previous section, to compare stable distributions in different fibers over \( \Omega \) write \( E^s_\xi(x) \subset T_x M \) for the subspace with \( E^s(\xi, x) = \{ \xi \} \times E^s_\xi(x) \). We then consider \( (\xi, x) \mapsto \{ \xi \} \times E^s_\xi(x) \) as a measurable map from \( X \) to the projectivization of \( TM \).

With the above setup, we now state the main theorem of the paper.

**Theorem 4.10.** Assume \( \mu \) has positive fiber entropy and that

1. \( \xi \mapsto f_\xi^{-1} \) is \( \hat{\mathcal{F}} \)-measurable, and
2. \( \xi \mapsto \mu_\xi \) is \( \hat{\mathcal{F}} \)-measurable.

Then either \( (\xi, x) \mapsto E^s_\xi(x) \) is \( \mathcal{F} \)-measurable or \( \mu \) is fiber-wise SRB.

We recall that in the case that \( F \) is the canonical skew product for a random dynamical system and \( \hat{\mathcal{F}} \) is the sub-\( \sigma \)-algebra generated by local unstable sets, writing \( \xi = (\ldots, f_{-1}, f_0, f_1, \ldots) \) the \( \hat{\mathcal{F}} \)-measurability of \( \xi \mapsto f_\xi^{-1} = (f_{-1})^{-1} \) follows from construction. The \( \hat{\mathcal{F}} \)-measurability of \( \xi \mapsto \mu_\xi \) follows from the construction of the measure \( \mu \) given by (8) in Proposition 4.2. Theorems 4.9 and 3.1 then follow immediately from Theorem 4.10.

5. Background and Notation

In this section, we continue work in the setting introduced in Sections 4.2 and 4.4. We outline extensions of a number of standard facts from the theory of nonuniformly hyperbolic diffeomorphisms to the setting of the fiber-wise dynamics for skew products. As previously observed, positivity of the fiber-wise metric entropy \( h_\mu(F \mid \pi) \) implies that we have at least one Lyapunov exponent of each sign \( \lambda^s < 0 < \lambda^u \). For the remainder, fix \( 0 < \epsilon_0 < \min\{1, \lambda^u/200, -\lambda^s/200\} \).

5.1. Fiber-wise Pesin Theory. We present an extension of the classical theory of stable and unstable manifolds for nonuniformly hyperbolic diffeomorphism [Pes] to the fiber-wise dynamics of skew products.
5.1.1. Subexponential estimates. We have the following standard results that follow from the integrability hypothesis (1IC) and tempering kernel arguments (c.f. [BP, Lemma 3.5.7].)

**Proposition 5.1.** There is subset $\Omega_0 \subset \Omega$ with $\nu(\Omega_0) = 1$ and measurable function $D: \Omega_0 \to (0, \infty)$ such that for $\nu$-a.e. $\xi \in \Omega_0$ and $n \in \mathbb{Z}$

1. $|f_{\theta^n(\xi)}|_{C^1} \leq e^{n|\xi_0|}D(\xi)$

2. $\text{Lip}(Df_{\theta^n(\xi)}) \leq e^{n|\xi_0|}D(\xi)$.

Here $\text{Lip}(Df_\xi)$ denotes the Lipschitz constant of the map $x \mapsto D_xf_\xi$ for fixed $\xi$.

We also have the following standard result in the theory of Lyapunov exponents. (See, e.g., [LQ, Lemma III.1.1])

**Proposition 5.2.** There is a measurable function $L: X \to (0, \infty)$ such that for $\mu$-a.e. $(\xi, x) \in X$ and $n \in \mathbb{Z}$

1. For $v \in E^s(\xi, x)$,
   
   $$L(\xi, x)^{-1}\exp(n\lambda^s - |n|\frac{1}{2}\epsilon_0)\|v\| \leq \|Df^n_\xi v\| \leq L(\xi, x)\exp(n\lambda^s + |n|\frac{1}{2}\epsilon_0)\|v\|.$$

2. For $v \in E^u(\xi, x)$,
   
   $$L(\xi, x)^{-1}\exp(n\lambda^u - |n|\frac{1}{2}\epsilon_0)\|v\| \leq \|Df^n_\xi v\| \leq L(\xi, x)\exp(n\lambda^u + |n|\frac{1}{2}\epsilon_0)\|v\|.$$

3. $\langle E^s(F^n(\xi, x)), E^u(F^n(\xi, x)) \rangle > \frac{1}{L(\xi, x)}\exp(-|n|\epsilon).$

Here $\langle \cdot, \cdot \rangle$ denotes the Riemannian angle between two subspaces.

5.1.2. Stable manifold theorem. We now consider fiber-wise stable and unstable manifold. The existence stable manifolds for diffeomorphisms with non-zero exponents is due to Pesin in the deterministic case [Pes]. In the case of random dynamical systems, the statements and proofs hold with minor modifications. We adapt the version of the stable manifold theorem from [LQ].

For $n \in \mathbb{N}$ write

$$E_n(\xi, x) = E_{\theta^n(\xi)}^s(f^n_\xi(x)) \quad H_n(\xi, x) = (E_{\theta^n(\xi)}^s(f^n_\xi(x)))^\perp$$

where $E^\perp$ is the orthogonal complement in the background Riemannian metric.

**Theorem 5.3** (Local stable manifold theorem).

For $\mu$-a.e. $(\xi, x) \in X$ there are numbers $\beta, \gamma, \alpha$ (depending measurably on $(\xi, x)$) such that for any $n \geq 0$ there are $C^{1,1}$ functions

$$h^s_{(\xi, x), n}: B^s(0, \alpha\exp(-5n\epsilon_0)) \subset E_n(\xi, x) \to H_n(\xi, x)$$

with

1. $h^s_{(\xi, x), n}(0) = 0$

2. $Dh^s_{(\xi, x), n}(0) = 0$

3. $\text{Lip}(h^s_{(\xi, x), n}) \leq \beta\exp(7n\epsilon_0)$ and $\text{Lip}(Dh^s_{(\xi, x), n}) \leq \beta\exp(7n\epsilon_0)$.

Setting

$$V^s_n(\xi, x) := \text{exp}_{f\xi} \left( \text{Graph} \left( h^s_{(\xi, x), n} \right) \right)$$

we have

4. $f_{\theta^n(\xi)}(V^s_n(\xi, x)) \subset V^s_{n+1}(\xi, x)$
(5) for \( z, y \in V^n_0(\xi, x) \)
\[
d_n^s(\xi, x) = \gamma(\xi, x) \exp((\lambda^s + 2\epsilon_0)n) d_0^s(y, z)
\]

where \( d_n^s \) denotes the induced Riemannian distance in \( V^n_0(\xi, x) \).

We define \( V^n_{\text{loc}}(\xi, x) = V^n_0(\xi, x) \subset M \) to be the \textit{local stable manifold} at \( x \) for \( \xi \). We similarly define local unstable manifolds.

We define the \textit{global stable} and \textit{unstable manifolds} at \( x \) for \( \xi \) by

\[
W^s_\xi(x) := \{ y \in M \mid \limsup_{n \to \infty} \frac{1}{n} \log d(f^n_\xi(x), f^n_\xi(y)) < 0 \} \tag{12}
\]
\[
W^u_\xi(x) := \{ y \in M \mid \limsup_{n \to \infty} \frac{1}{n} \log d(f^n_\xi(x), f^n_\xi(y)) < 0 \}. \tag{13}
\]

We have for \( \mu \text{-a.e.} \ (\xi, x) \) that \( W^s_\xi(x) \) is a \( C^{1,1} \)-injectively immersed curve tangent to \( E^n_\xi(x) \).

For \( p = (\xi, x) \in X \) we write

\[
W^s(p) = W^s(\xi, x) := \{ \xi \} \times W^s_\xi(x), \quad W^u(p) = W^u(\xi, x) := \{ \xi \} \times W^u_\xi(x)
\]

for the associated \textit{fiber-wise stable} and \textit{unstable} manifolds in \( X \).

\[ \text{5.1.3. Lyapunov norm.} \] Although the derivative cocycle \( DF \) is hyperbolic on long time scales, it is convenient at times to use a norm on \( TX \) adapted to the dynamics so that hyperbolicity is seen after a single iterate. The drawback of such a norm will be that it is defined only almost everywhere, varies with \( \xi \), and depends measurably on \( x \in M_\xi \), whereas the original Riemannian metric is constant in \( \xi \) and smooth in \( x \).

For \( (\xi, x) \in X \) and \( v \in E^n_\xi(x), w \in E^n_\xi(x) \) define

\[
\left( \left\| v \right\|_{\epsilon_0, (\xi, x)}^s \right)^2 := \sum_{n \in \mathbb{Z}} \left| Df^n_\xi v \right|^2 e^{-2\lambda^s n - 2\epsilon_0 |n|} \tag{14}
\]
\[
\left( \left\| w \right\|_{\epsilon_0, (\xi, x)}^u \right)^2 := \sum_{n \in \mathbb{Z}} \left| Df^n_\xi w \right|^2 e^{-2\lambda^u n - 2\epsilon_0 |n|} \tag{15}
\]

It follows from Proposition 5.2 that the sums above converge almost everywhere. Declaring for \( v^n \in E^n_\xi(x) \) and \( w^n \in E^n_\xi(x) \) that

\[
\left\| v^n + w^n \right\|_{\epsilon_0, (\xi, x)}^2 = \left( \left\| v^n \right\|_{\epsilon_0, (\xi, x)}^2 + \left\| w^n \right\|_{\epsilon_0, (\xi, x)}^2 \right)
\]

we obtain a measurable family of norms on \( TM \) called the \textit{Lyapunov Norm}.

Measured in the norm \( \left\| \cdot \right\|_{\epsilon_0, (\xi, x)}^s \), the fiber-wise dynamics becomes uniformly hyperbolic via the following estimate.

\[ \text{Proposition 5.4.} \] For \( (\xi, x) \in X \) satisfying Proposition 5.2, \( v \in E^n_\xi(x), w \in E^n_\xi(x) \), and \( k \in \mathbb{Z} \) we have

\[
e^{k\lambda^s - |k|\epsilon_0} \left\| v \right\|_{\epsilon_0, (\xi, x)}^s \leq \left\| Df^k_\xi v \right\|_{\epsilon_0, F^k(\xi, x)}^s \leq e^{k\lambda^s + |k|\epsilon_0} \left\| v \right\|_{\epsilon_0, (\xi, x)}^s
\]
\[
e^{k\lambda^u - |k|\epsilon_0} \left\| w \right\|_{\epsilon_0, (\xi, x)}^u \leq \left\| Df^k_\xi w \right\|_{\epsilon_0, F^k(\xi, x)}^u \leq e^{k\lambda^u + |k|\epsilon_0} \left\| w \right\|_{\epsilon_0, (\xi, x)}^u.
\]
Proof. We show the first set of inequalities. For \( v \in E_k^s(\xi) \) and \( k \in \mathbb{Z} \), writing \( \ell = n + k \) we have

\[
\left( \left\| Df^k_\xi v \right\|_{\ell_0,F^k(\xi,x)}^s \right)^2 = \sum_{n \in \mathbb{Z}} \left\| Df^{n+k}_\xi v \right\|^2 e^{-2n\lambda^- - 2|\ell|\ell_0}
\]

\[
= \sum_{\ell \in \mathbb{Z}} \left\| Df^\ell_\xi v \right\|^2 e^{-2(\ell-k)\lambda^- - 2|\ell-k|\ell_0}.
\]

Noting that

\[ e^{-2|\ell|\ell_0} \leq e^{-2|\ell-k|\ell_0} \leq e^{-2|\ell-k|+\lambda^-2|\ell-k|\ell_0} \]

we have

\[
\sum_{\ell \in \mathbb{Z}} \left\| Df^\ell_\xi v \right\|^2 e^{-2|\ell|\ell_0} \left( e^{2|\ell-k|+\lambda^-2|\ell-k|\ell_0} \right) \leq \sum_{\ell \in \mathbb{Z}} \left\| Df^\ell_\xi v \right\|^2 e^{-2|\ell-k|\ell_0} \left( e^{2k\lambda^-+2|k|\ell_0} \right) .
\]

Thus

\[ e^{2k\lambda^-+2|k|\ell_0} \left( h_\lambda(\|v\|_{\ell_0,.}) \right)^2 \leq \left( \left\| Df^\ell_\xi v \right\|^2 \right)_{\ell_0,F^k(\xi,x)}^s \leq e^{2k\lambda^-+2|k|\ell_0} \left( h_\lambda(\|v\|_{\ell_0,.}) \right)^2 . \]

□

When it is clear from context, we will drop the majority of sub- and superscripts from the Lyapunov norm.

5.2. Affine parameters. Since each stable and unstable manifold in \( X \) is a curve, it has a natural parametrization via the Riemannian arc length. We define an alternative parametrization, defined on almost every stable manifold, that conjugates the non-linear dynamics \( f^k_\xi \mid W^s_\xi(x) \) and the linear dynamics \( Df^k_\xi \mid E^s_\xi(x) \). We sketch the construction and refer the reader to \([KK, Section 3.1]\) for additional details.

Proposition 5.5. For almost every \((\xi,x)\) and any \( y \in W^s_\xi(x) \), there is a \( C^{1,1} \) diffeomorphism

\[ H^{s}_{(\xi,y)} : W^s_\xi(x) \to T_y W^s_\xi(x) \]

such that

1. restricted to \( W^s_\xi(x) \) the parametrization intertwines the nonlinear dynamics \( f_\xi \)
2. with the differential \( D_y f_\xi \):

\[ D_y f_\xi \circ H^{s}_{(\xi,y)} = H^{s}_{(\xi,y)} \circ f_\xi ; \]

3. \( H^{s}_{(\xi,y)}(y) = 0 \) and \( D_y H^{s}_{(\xi,y)} = Id ; \]

(3) if \( z \in W^s_\xi(x) \) then the change of coordinates

\[ H^{s}_{(\xi,y)} \circ \left( H^{s}_{(\xi,z)} \right)^{-1} : T_z W^s_\xi(x) \to T_y W^s_\xi(x) \]

is an affine map with derivative

\[ D_v \left( H^{s}_{(\xi,y)} \circ \left( H^{s}_{(\xi,z)} \right)^{-1} \right) = \rho_{(\xi,y)}(z) \]

for any \( v \in T_z W^s_\xi(x) \) where \( \rho_{(\xi,y)}(z) \) is defined below.

We take \((\xi,x)\) to be in the full measure set such that for any \( y, z \in W^s_\xi(x) \) there is some \( k \geq 0 \) with \( f^k_\xi(z) \) and \( f^k_\xi(y) \) contained in \( V^s_{loc}(F^k(\xi,x)) \) and sketch the construction of
First consider any \( y, z \in V^s_{\text{loc}}(\xi, x) \) and define
\[
J(\xi, z) := \| D_f \psi \| \cdot \| v \|^{-1}
\]
for any non-zero \( v \in T_x W^s_\xi(x) \) where \( \| \cdot \| \) denotes the Riemannian norm on \( M \). We define
\[
\rho(\xi,y)(z) := \prod_{k=0}^{\infty} J(F^k(\xi, z)) \quad \rho(\xi,y)(z) \quad (16)
\]
Following [KK, Section 3.1], we have that the right hand side of (16) converges uniformly in \( z \) to a Lipschitz function. The only minor modification needed in our setting comes from the subexponential growth of \( Df \xi \) and its Lipschitz constant along orbits given by Proposition 5.1. We may extend the definition of \( \rho(\xi,y)(z) \) to any \( z, y \in W^s_\xi(x) \) using that \( f^k_z(z) \) and \( f^k_y(y) \) are contained in \( V^s_{\text{loc}}(F^k(\xi, x)) \) for some \( k \geq 0 \).

We now define the affine parameter \( H^s(\xi,y) : W^s_\xi(x) \to T_y W^s_\xi(x) \) as follows. We define \( H^s(\xi,y) \) to be orientation preserving and
\[
|H^s(\xi,y)(z)| := \int_y^z \rho(\xi,y)(t) \, dt
\]
where \( \int_y^z \psi(t) \, dt \) is the integral of the function \( \psi \), along the curve from \( y \) to \( z \) in \( W^s_\xi(x) \), with respect to the Riemannian arc-length on \( W^s_\xi(x) \).

It follows from computations in [KK, Lemma 3.2, Lemma 3.3] that the map \( H^s(\xi,y) \) constructed above satisfies the properties above.

We similarly construct unstable affine parameters \( H^u(\xi,x) \) with analogous properties.

### 5.2.1. Parametrization of local stable manifolds

We use the affine parameters \( H^s \) and the background Riemannian norm on \( M \) to parametrize local stable manifolds. For \( p = (\xi, x) \in X \) such that affine parameters are defined, write
\[
W^s_{\xi,\ell}(x) := (H^s_\xi)^{-1}(\{ v \in E^s_\xi(x) \mid \| v \| < \epsilon \})
\]
for the local stable manifold in \( M \) and
\[
W^s_{\xi,\ell}(p) = W^s_{\xi,\ell}(\xi, x) := \{ \xi \} \times W^s_{\xi,\ell}(x)
\]
for the corresponding fiber-wise local stable manifold. We use similar notation for local unstable manifolds.

### 5.2.2. A bound on distortion

By Lusin’s theorem\(^2\) for any \( \delta > 0 \) there is a compact subset \( \Lambda' \subset \Omega_0 \times M \) of measure \( \mu(\Lambda') > 1 - \delta \) such that the maps \( (\xi, x) \mapsto E^s(\xi, x) \), \( (\xi, x) \mapsto V^s_{\text{loc}}(\xi, x) \) and \( (\xi, x) \mapsto V^u_{\text{loc}}(\xi, x) \) are continuous on \( \Lambda' \). We will use the following estimates, which follow from the construction of stable manifolds and standard arguments.

**Lemma 5.6.** There is a set \( \Lambda \subset \Lambda' \) with \( \mu(\Lambda) > 1 - 2\delta \), and \( \gamma > 0 \) and \( \gamma > 0 \) such that for and for any \( (\xi, x) \in \Lambda \) and \( (\xi, y) \in \Lambda \) with \( d(x, y) < \gamma \) the intersection \( W^s_{\xi,\ell}(x) \cap W^u_{\xi,\ell}(y) \) is a singleton and the intersection is uniformly transverse.

Furthermore there is a \( C_1 > 0 \) such that for \( (\xi, x) \in \Lambda \) and \( (\xi, y) \in \Lambda \) with \( d(x, y) < \gamma \), setting \( z = W^u_{\xi,\ell}(x) \cap W^s_{\xi,\ell}(y) \)

\[
(1) \quad \frac{1}{C_1} \leq \| D_z f^{-n} \|_{T_z W^u_{\xi,\ell}(x)} \cdot \| D_z f^{-n} \|_{T_z W^s_{\xi,\ell}(x)}^{-1} \leq C_1 \text{ for all } n \geq 0
\]

\(^2\)Recall that \( \Omega_0 \) and hence \( X \), are Polish.
we have the following.

**Corollary 6.1.4.**

A partition is said to be *surable* if for any compact (in the internal topology of $\mathcal{P}$) and $\xi$, the fiber entropy $h_{\mu}(\mathcal{P} \mid \pi)$ is positive if and only if the measures $\mu^u_p$ and $\mu^s_p$ are non-atomic for almost every $p$.

### 5.3. Families of conditional measures

The family of fiber-wise unstable manifolds $\{W^u(p)\}_{p \in X}$ forms a partition of a full measure subset of $X$. However, such a partition is generally non-measurable. To define conditional measures we consider a measurable partition $\mathcal{P}$ of $X$ such for $\mu$-a.e. $p \in X$ there is an $r$ such that $W^u_p \subset \mathcal{P}(p) \subset \mathcal{P}(p)$. Such a partition is said to be *$u$-subordinate*.

**Definition 5.7.** An $\mathcal{F}$-invariant measure $\mu$ is *fiber-wise SRB* if for any $u$-subordinate measurable partition $\mathcal{P}$ with corresponding family of conditional measures $\{\tilde{\mu}^P_p\}_{p \in X}$, the measure $\tilde{\mu}^P_p$ is absolutely continuous with respect to Riemannian volume on $W^u_p$ for a.e. $p$.

In the setting introduced in Section 3 we have the following.

**Definition 5.8.** Let $M$ be a closed manifold, $\tilde{\nu}$ a Borel measure on $\text{Diff}^2(M)$ and let $\tilde{\mu}$ be a $\tilde{\nu}$-stationary probability measure. We say $\tilde{\mu}$ is SRB if the measure $\mu$ given by Proposition 4.2 is fiber-wise SRB for the associated canonical skew product (7).

**Remark 5.9.** In fact, it follows from the proof of Proposition 4.6 that $\mu$ is SRB if and only if the conditional measures $\{\tilde{\mu}^P_p\}_{p \in X}$ are equivalent to Riemannian volume on $W^u_p$. See, for example, [LY1, Corollary 6.1.4].

Let $\mathcal{P}_1$ and $\mathcal{P}_2$ be two measurable partitions of $X$ subordinate to $\{W^u(p)\}_{p \in X}$. It follows that, for $\mu$-a.e. $p$, the conditional measures $\tilde{\mu}^P_p$ and $\tilde{\mu}^{P_1}_p$ coincide, up to a normalization factor, on the intersection $\mathcal{P}_1(p) \cap \mathcal{P}_2(p)$.

By fixing a normalization, we define a locally-finite, infinite measure $\mu^u_p$ on each curve $W^u_p$. Such a measure will be locally-finite in the internal topology of $W^u_p$ induced, for instance, by the affine parameters. To construct such a family of measures, first consider a countable sequence of measurable, $u$-subordinated partitions $\mathcal{P}_n$ with the property that for any compact (in the internal topology of $W^u_p$) subset $K \subset W^u_p$ there is a $\mathcal{P}_n$ with $W^u_1(p) \subset \mathcal{P}_n(p)$ and $K \subset \mathcal{P}_n(p)$.

Then, for almost every $p \in X$ (such that $p$ is contained in the support of $\tilde{\mu}^{P_n}_p$ for every $n$) we may define

$$\mu^u_p \upharpoonright K := \frac{1}{\tilde{\mu}^{P_n}_p(W^u_1(p))} \tilde{\mu}^{P_n}_p.$$

One verifies that for various choices of $K$ and $\mathcal{P}_n$ the above definition is coherent and uniquely defines $\mu^u_p$. We similarly define locally-finite families $\mu^s_p$ of infinite measures on the fiber-wise stable manifolds.

We remark that the fiber entropy $h_{\mu}(F \mid \pi)$ is positive if and only if the measures $\mu^u_p$ and $\mu^s_p$ are non-atomic for almost every $p$. 

(2) $\frac{1}{C_1} \leq \|D_yf^n_{\xi} \upharpoonright T_yW^u_{\xi}(y)\| \cdot \|D_zf^n_{\xi} \upharpoonright T_zW^u_{\xi}(x)\|^{-1} \leq C_1$ for all $n \geq 0$. 

The estimates follow from the fact that the pairs $f^n_{\xi}(y)$ and $f^n_{\xi}(z)$, and $D_yf^n_{\xi}(T_yW^u_{\xi}(y))$ and $D_zf^n_{\xi}(T_zW^u_{\xi}(x))$ are exponentially asymptotic while $\|f^n_{\xi}|_{C^1}$, Lip$(Df^n_{\xi})$, and the Lipschitz constant for the variation of the tangent spaces to $f^n_{\xi}(W^u_{\xi}(x))$ grow subexponentially for $\xi \in \Omega$ and $(\xi, x)$ satisfying Proposition 5.5. The existence of such a $\Lambda'$ then follows from Lusin’s theorem.
5.4. Orientation, trivialization, and $\mathcal{F}$-measurable geometric structures. We recall the main hypotheses in Theorem 4.10: $\mathcal{F}$ is an increasing sub-$\sigma$-algebra of $B_\Omega$, $\xi \mapsto f_\xi^{-1}$ and $\xi \mapsto \mu_\xi$ are $\mathcal{F}$-measurable. Since $\mathcal{F} \subset \theta^{-1}(\mathcal{F})$, it follows for any $n \geq 0$ that

$$\xi \mapsto f_{\theta^{-n}(\xi)}$$

is $\mathcal{F}$-measurable whence

$$\xi \mapsto f_\xi^{-n}$$

is $\mathcal{F}$-measurable for any $n \geq 1$. Furthermore, we have that unstable subspaces and manifolds

$$E^u_\xi(x) = \{v \in T_x M \mid \lim_{n \to -\infty} \frac{1}{n} |D_x f_\xi^n v| = \lambda^u\}$$

$$W^u_\xi(x) = \{y \in M \mid \limsup_{n \to -\infty} \frac{1}{n} \log d(f_\xi^n(x), f_\xi^n(y)) < 0\}$$

depend only on the past dynamics $f_\xi^{-n}, n \geq 1$ and hence are $\mathcal{F}$-measurable. Furthermore, since the family $\mu_\xi$ is assumed to be $\mathcal{F}$-measurable and since the locally-finite families $\{\mu_{\xi,x}\}$ are normalized using the affine parameters $H^u_\xi$, which are defined using only the past dynamics $f_\xi^{-n}, n \geq 1$, it follows that $(\xi, x) \mapsto \mu_{\xi,x}^u$ is $\mathcal{F}$-measurable.

5.4.1. Orientation and trivialization. Consider the measurable subbundle $E^u \to X$ of the vector bundle $TX \to X$ whose fiber at $(\xi, x)$ is $E^u(\xi, x)$. By the $\mathcal{F}$-measurability of $(\xi, x) \mapsto E^u_\xi(x)$ we may choose an $\mathcal{F}$-measurable assignment $(\xi, x) \mapsto v(\xi, x) \in E^u_\xi(x) \setminus \{0\}$ with $\|v(\xi, x)\| = 1$. It follows that $(\xi, x) \mapsto ((\xi, x), v(\xi, x))$ gives an $\mathcal{F}$-measurable orientation on $E^u \subset T_x M$. We define $\mathcal{I}: \mathcal{E}^u \to \mathbb{R}$

$$\mathcal{I}:(\xi, x), tv(\xi, x)) \mapsto t. \quad (17)$$

For $p \in X$, we write $\mathcal{I}_p: E^u(p) \to \mathbb{R}$ for the restriction of $\mathcal{I}$ to $E^u(p)$. We thus obtain a $\mathcal{F}$-measurable trivialization $\mathcal{E}^u \to X \times \mathbb{R}$

$$(p, v) \mapsto \{p\} \times \mathcal{I}_p(v).$$

We also define a map from $X$ to the space of $C^1$ embeddings of $\mathbb{R}$ into $M$ by

$$p \mapsto (H^u_\xi)^{-1} \circ I_p^{-1}(t)) \cdot. \quad (18)$$

Since the affine parameters $H^u_\xi$ defined on unstable manifolds depend only on the past dynamics $f_\xi^{-n}, n \geq 1$, it follows that the map (18) is $\mathcal{F}$-measurable.

We summarize the above.

**Proposition 5.10.** The geometric structures $(\xi, x) \mapsto E^u_\xi(x), (\xi, x) \mapsto W^u_\xi(x), (\xi, x) \mapsto \mu_{\xi,x}^u$, and (18) are $\mathcal{F}$-measurable.

5.5. The family $\mathcal{P}(\xi, x)$. Using the affine parameters $H^u_\xi: W^u_\xi(x) \to E^u_\xi(x)$ and the trivialization $\mathcal{I}: \mathcal{E}^u \to \mathbb{R}$ we define a family of locally-finite Borel measures on $\mathbb{R}$ by

$$\mathcal{P}(\xi, x) := \left(\mathcal{I} \circ H^u_\xi(x)\right)_* \mu_{\xi,x}^u. \quad (19)$$

We equip the space of locally-finite Borel measures on $\mathbb{R}$ with its standard Borel structure (the dual topology to compactly supported continuous functions). We thus obtain a measurable function from $X$ to the locally-finite Borel measures on $\mathbb{R}$. Since the family of measures $p \mapsto \mu_p^u$ is $\mathcal{F}$-measurable, it follows that

$$p \mapsto \mathcal{P}_p$$

is $\mathcal{F}$-measurable.
The family \( \{ \mathcal{P}_p \}_{p \in X} \) will be our primary focus in the sequel. In particular, the SRB property of \( \mu \) will follow by showing that for \( \mu \)-a.e. \( p \), the measure \( \mathcal{P}_p \) is the Lebesgue measure on \( \mathbb{R} \) (normalized on \([-1, 1])\).

6. THE MAIN LEMMA AND PROOF OF THEOREM 4.9.

The primary technical tool used to prove Theorem 4.9 is the following lemma. Given two locally finite measures \( \eta_1 \) and \( \eta_2 \) on \( \mathbb{R} \) we write \( \eta_1 \rightharpoonup \eta_2 \) if there is some \( c > 0 \) with \( \eta_1 \leq c \eta_2 \).

**Lemma 6.1 (Main Lemma).** Assume in Theorem 4.9 that \( (\xi, x) \mapsto E_\varepsilon(\xi) \) is not \( \mathcal{F} \)-measurable. Then there exist constants \( M > 0 \) and \( 1 > \delta_0 > 0 \) such that for every sufficiently small \( \varepsilon > 0 \) there exists a compact set \( G_\varepsilon \subset X \) with
\[
\mu(G_\varepsilon) \geq \delta_0
\]
satisfying the following:

For any \( q \in G_\varepsilon \) there is an affine map
\[
\psi : \mathbb{R} \to \mathbb{R}
\]
with
\[
(1) \quad \frac{1}{M} \leq |D\psi| \leq M;
\]
\[
(2) \quad \frac{\varepsilon}{M} \leq |\psi(0)| \leq M \varepsilon;
\]
\[
(3) \quad \psi_* \mathcal{P}_q \rightharpoonup \mathcal{P}_q.
\]

The proof of Lemma 6.1 occupies Sections 7 and 8. We finish this section with the proof of Theorem 4.10 assuming Lemma 6.1. Set
\[
G := \{ q \in X \mid q \in G_{1/N} \text{ for infinitely many } N \in \mathbb{N} \}.
\]
Under the hypotheses of Lemma 6.1 we have \( \mu(G) \geq \delta_0 \).

6.1. Proof of Theorem 4.10. Theorem 4.10 follows from Lemma 6.1 by standard arguments. We sketch these below and referring to [KK] for more details.

**Lemma 6.2.** Under the hypotheses of Lemma 6.1, for a.e. \( p \in X \), \( \mathcal{P}_p \) is invariant under the group of translations. In particular, for a.e. \( p \in X \), \( \mathcal{P}_p \) is the Lebesgue measure on \( \mathbb{R} \) normalized on \([-1, 1])\).

**Proof.** Let \( \text{Aff}(\mathbb{R}) \) denote the group of invertible affine transformations of \( \mathbb{R} \). For \( p \in X \), let \( \mathcal{A}(p) \subset \text{Aff}(\mathbb{R}) \) be the group of affine transformations \( \psi : \mathbb{R} \to \mathbb{R} \) with
\[
\psi_* \mathcal{P}_p \rightharpoonup \mathcal{P}_p.
\]
We have that \( \mathcal{A}(p) \) is a closed subgroup of \( \text{Aff}(\mathbb{R}) \). (See the proof of [KK, Lemma 3.10].) By Lemma 6.1, for \( p \in G \), \( \mathcal{A}(p) \) contains elements of the form \( t \mapsto \lambda_j t + v_j \) with \( |v_j| \to 0 \) as \( j \to \infty \) and \( \lambda_j \in \mathbb{R} \) such that \( |\lambda_j| \) is uniformly bounded away from 0 and \( \infty \). Then, for \( p \in G \), \( \mathcal{A}(p) \) contains at least one map of the form
\[
t \mapsto \lambda t
\]
for some accumulation point \( \lambda \) of \( \{ \lambda_j \} \subset \mathbb{R} \). We may thus find a subsequence of
\[
\{ t \mapsto \lambda^{-1} \lambda_j t + v_j \}
\]
converging to the identity in $A(p)$. It follows that $A(p)$ is not discrete. In particular, for every $p \in G$ the group $A(p)$ contains a one-parameter subgroup of Aff($\mathbb{R}$).

For $p \in X$ denote by $C_p : \mathbb{R} \rightarrow \mathbb{R}$ the map

$$ C_p = I_{F(p)} \circ DF_p \circ I_p^{-1} $$

where $I_p$ denotes the trivialization (17). Noting that $(C_p)_* \pi_p \simeq \pi_{F(p)}$ we have that

$$ A(F(p)) = C_p A(p) C_p^{-1}. $$

Let $A_0(p) \subset A(p)$ denote the identity component of $A(p)$. Then $A_0(F(p))$ is isomorphic to $A_0(p)$ for a.e. $p \in X$. Since $\mu(G) > 0$, it follows by ergodicity that $A_0(p)$ contains a one-parameter subgroup for a.e. $p \in X$.

The one-parameter subgroups of Aff($\mathbb{R}$) are either pure translations or are conjugate to scaling. We show that $A(p)$ contains the group of translations for a.e. $p \in X$. Suppose for purposes of contradiction that $A_0(p)$ were conjugate to scaling for a positive measure set of $p \in X$. By ergodicity, it follows that $A_0(p)$ is conjugate to scaling for a.e. $p \in X$. For such $p$, there are $t_0 \in \mathbb{R}$, $\gamma \in \mathbb{R}_+$ with

$$ A_0(p) = \{ t \mapsto t_0 + \gamma^s (t-t_0) \mid s \in \mathbb{R} \}. $$

In particular, for such $p$ the action of $A_0(p)$ on $\mathbb{R}$ contains a unique fixed point $t_0(p)$.

For $p \in G$ the fixed point $t_0(p)$ is non-zero since, as observed above, there are $\psi \in A(p)$ arbitrarily close to the identity with $\psi(0) \neq 0$. Furthermore, writing $\psi : t \mapsto t_0(p) + \gamma^s (t-t_0(p))$ we have

$$ C_p \circ \psi \circ C_p^{-1} = \pm \| DF^n \|_{E^u(p)} \| t_0(p) \| + \gamma^s \left( t - \pm \| DF^n \|_{E^u(p)} \| t_0(p) \| \right) $$

where the sign depends on whether or not $C_p : \mathbb{R} \rightarrow \mathbb{R}$ preserves orientation. It follows for $p \in G$ that $|t_0(F^n(p))| = \| DF^n \|_{E^u(p)} \| t_0(p) \|$ becomes arbitrarily large, contradicting Poincaré recurrence.

Therefore, for almost every $p \in X$, the group $A(p)$ contains the group of translations. We finish the proof by showing that for such $p$, the measure $\pi_p$ is invariant under the group of translations. For $s \in \mathbb{R}$ define $T_s : \mathbb{R} \rightarrow \mathbb{R}$ by $T_s : t \mapsto t + s$ and define $c_p : \mathbb{R} \rightarrow \mathbb{R}$ by $c_p(s) = \pi_p([-s-1, -s+1])$. Then

$$ \frac{d(T_s)_* \pi_p}{d\pi_p} = c_p(s). $$

Since (by the positive entropy hypothesis) $\pi_p$ contains no atoms, we have that $c_p : \mathbb{R} \rightarrow \mathbb{R}$ is continuous.

Note that

$$ C_p \circ T_s \circ C_p^{-1} = T_{\pm DF^n \|_{E^u(p)} \| s} $$

and for $n \in \mathbb{Z}$

$$ c_p(s) = c_{F^n(p)} \left( \pm DF^n \|_{E^u(p)} \| s \right) $$

(20)

where the signs depend on whether or not $DF$ or $DF^n$ preserves the orientation on $E^u$.

Define the set

$$ B_{r,\varepsilon} := \{ p \in X : |c_p(t) - 1| < \varepsilon \text{ for all } |t| < r \}. $$

For each $\varepsilon > 0$ pick $r$ so that $\mu(B_{r,\varepsilon}) > 0$. Applying (20) for $n \rightarrow -\infty$, we violate Poincaré recurrence with respect to the set $B_{r,\varepsilon}$ unless $|c_p(t) - 1| < \varepsilon$ for all $t$ and a.e. $p \in X$. Taking $\varepsilon \rightarrow 0$ shows that $c_p(s) = 1$ for all $s \in \mathbb{R}$ and a.e. $p \in X$ completing the proof of the lemma.

Theorem 4.9 now follows as an immediate corollary of Lemmas 6.1 and 6.2.
7. Proof of Lemma 6.1: Preparatory Lemma

We begin with a number of constructions and technical lemmas that will be used in the proof of Theorem 4.9. For Sections 7 and 8 we write

\[ \{ \hat{\nu}_\xi \}_{\xi \in \Omega} \]

for the family of conditional probabilities induced by (a partition into atoms of) \( \hat{\mathcal{F}} \). We also write \( X_0 \) for the full \( \mu \)-measure, \( F \)-invariant subset of \( \Omega_0 \times M \) where all propositions from Section 5 hold and such that the stable and unstable manifolds, Lyapunov norms, affine parameters, and the trivialization \( \mathcal{I} \) are defined. We further assume that for \( p = (\xi, x) \in X_0 \) the measures \( \mu_\xi, \mu^u_p, \mu^s_p \), and \( \mathcal{P}_p \) are defined, non-atomic, and satisfy \( F_\theta \mu_\xi = \mu_{\theta(\xi)} \), \( F_\theta \mu^u_p \approx \mu^u_{F(p)} \), and \( \mathcal{I}_{F(p)} \circ DF_p \circ T^{-1}_p(\mathcal{P}_p) \approx \mathcal{P}_{F(p)} \). Finally, we assume for \( p \in X_0 \) that \( \mathcal{P}_p \) contains 0 in its support.

7.1. Dichotomy for invariant subspaces. We establish the following dichotomy for \( DF \)-invariant subbundles of \( TX \). Let \( F : X \to X \) and \( \mu \) be as in Theorem 4.10. Consider a \( \mu \)-measurable line field \( V \subset TX \). Write \( V_\xi(x) \subset T_x M \) for the family of subspaces with \( V(\xi, x) = (\xi, (x, V_\xi(x))) \).

The measurability of \( V \) with respect to a sub-\( \sigma \)-algebra of \( X \) is the measurability of the function \( (\xi, x) \mapsto V_\xi(x) \) with the standard Borel structure on \( TM \). We say \( V \) is \( DF \)-invariant if for \( \mu \)-a.e. \( (\xi, x) \in X \)

\[ DF(\xi, x)V(\xi, x) = V(F(\xi, x)) \text{ or } D_x f_\xi V_\xi(x) = V_{\theta(\xi)}(f_\xi(x)). \]

Recall that \( \mathcal{F} \) in Theorem 4.10 is an increasing sub-\( \sigma \)-algebras; that is, \( F(\mathcal{F}) \subset \mathcal{F} \). We write \( \mathcal{F}_\omega \) for the smallest \( \sigma \)-algebra containing \( \bigcup_{n \geq 0} F^{-n}(\mathcal{F}) \). We similarly define \( \hat{\mathcal{F}}_\omega \). (We remark that in the case that \( \hat{\mathcal{F}} \) is the \( \sigma \)-algebra of local unstable sets in Section 4.3, \( \mathcal{F}_\omega \) and \( \mathcal{F}_x \) are, respectively, the completions of the Borel algebras on \( \Sigma \) and \( \Sigma \times M \).)

Lemma 7.1. Let \( \mu \) and \( \mathcal{F} \) be as in Theorem 4.10. Then

1. the line field \( (\xi, x) \mapsto E^u_\xi(x) \) is \( \mathcal{F}_\omega \)-measurable;

2. for any \( DF \)-invariant, \( \mathcal{F}_\omega \)-measurable line field \( V \subset TX \) either \( (\xi, x) \mapsto V_\xi(x) \) is \( \mathcal{F} \)-measurable, or

\[ \text{for } \nu \text{-a.e. } \xi, \hat{\nu}_\xi \text{-a.e. } \eta, \text{ and } \mu_\xi \text{-a.e. } x, V_\xi(x) \neq V_\eta(x). \] (21)

Proof. To see (1) we recall that \( \xi \mapsto f^n_\xi \) is \( \hat{\mathcal{F}} \)-measurable for all \( n \geq 1 \). Then

\[ \xi \mapsto f^n_\xi = \left(f^{\theta^{-n}(-\xi)}\right)^{-1} \]

is \( \theta^{-n}(\hat{\mathcal{F}}) \)-measurable. It follows that \( \xi \mapsto f^n_\xi \) is \( \hat{\mathcal{F}}_\omega \)-measurable for all \( n \geq 0 \). Since \( E^u_\xi(x) \) depends only on \( f^n_\xi \) for \( n \geq 0 \), we have

\[ (\xi, x) \mapsto E^u_\xi(x) = \left\{ v \in T_x M \mid \lim_{n \to \infty} \frac{1}{n} |Df^n_\xi(x)| < 0 \right\} \]

is \( \mathcal{F}_\omega \)-measurable.

To prove (2) we introduce the following objects.

- Let \( P \) denote the measurable partition of \( X \) into level sets of \( (\xi, x) \mapsto V_\xi(x) \).
- Let \( Q \) denote a measurable partition of \( X \) into atoms of \( \mathcal{F} \).
- Let \( \mu^{Q}_{(\xi, x)} \) denote a family of conditional probabilities of \( \mu \) with respect to \( Q \).
First observe that the \( \hat{F}_n \)-measurability of \( \{ \mu_\xi \} \) implies that conditional measures \( \mu_{\xi,x}^Q \)
are lifts of the associated conditional measures on \( \Omega \):
\[
d\mu_{\xi,x}^Q(\cdot, x) = d\hat{\nu}_\xi(\cdot)
\]
and that we can exchange quantifiers in the second conclusion of the lemma: (21) holds if and only if
\[
\text{for } \nu\text{-a.e. } \xi, \mu_\xi\text{-a.e. } x, \text{ and } \hat{\nu}_\xi\text{-a.e. } \eta, V_\xi(x) \neq V_\eta(x). \tag{22}
\]
We assume (22) fails; that is, we assume
\[
\mu \left\{ (\xi, x) \mid \mu_{\xi,x}^Q(\mathcal{P}(\xi, x)) > 0 \right\} = \mu \left\{ (\xi, x) \mid \hat{\nu}_\xi \{ \eta \mid V_\xi(x) = V_\eta(x) \} > 0 \right\} > 0.
\]
From (23) we will deduce \( \mathcal{F} \)-measurability of \( (\xi, x) \mapsto V_\xi(x) \).
Let
\[
\mathcal{F}_n := F^{-n}(\mathcal{F})
\]
and write \( Q_n = F^{-n}(Q) \) for the partition of \( X \) into atoms of \( \mathcal{F}_n \) with corresponding family of conditional measure \( \{ \mu_{\xi,x}^Q \} \).
For each \( (\xi, x) \in X \) define
\[
\Phi_n(\xi, x) := \mu_{\xi,x}^Q(\mathcal{P}(\xi, x)).
\]
We have almost surely equivalent expressions
\[
\Phi_n(\xi, x) = E_{\nu_{\xi,x}^Q}(1_{\mathcal{P}(\xi, x)}(\cdot) \mid \mathcal{F}_n)(\xi, x) = E_{\hat{\nu}_\xi}(1_{\mathcal{P}(\xi, x)}(\cdot) \mid \hat{\mathcal{F}}_n)(\xi).
\]
Consider any \( (\xi, x) \) with \( \mu_{\xi,x}^Q(\mathcal{P}(\xi, x)) > 0 \) and such that \( \mathcal{V} \) is \( \mathcal{F}_n \)-measurable mod \( \mu_{\xi,x}^Q \).
For \( \eta \in \Omega \) define
\[
\Psi_n(\eta) := E_{\hat{\nu}_\xi}(1_{\mathcal{P}(\xi, x)}(\cdot, x) \mid \hat{\mathcal{F}}_n)(\eta).
\]
Then \( \Psi_n(\eta) \) is a martingale (with filtration \( \hat{\mathcal{F}}_n \) on the measure space \( (\Omega, \mathcal{B}_\Omega, \hat{\nu}_\xi) \) whence (using the \( \mathcal{F}_n \)-measurability of \( \mathcal{V} \))
\[
\Psi_n(\eta) \to E_{\hat{\nu}_\xi}(1_{\mathcal{P}(\xi, x)}(\cdot, x) \mid \hat{\mathcal{F}}_\xi)(\eta) = 1_{\mathcal{P}(\xi, x)}(\eta, x)
\]
\( \hat{\nu}_\xi \)-a.s. as \( n \to \infty \). In particular, for \( \mu_{\xi,x}^Q \)-a.e. \( (\eta, x) \in \mathcal{P}(\xi, x) \)
\[
\Phi_n(\eta, x) \to 1
\]
as \( n \to \infty \). It follows from (23) that
\[
\mu \left\{ (\xi, x) \in X \mid \Phi_n(\xi, x) \to 1 \text{ as } n \to \infty \right\} > 0. \tag{24}
\]
The \( \mathcal{F} \)-measurability of \( (\xi, x) \mapsto V_\xi(x) \) is equivalent to the assertion that
\[
\mu \{ (\xi, x) \mid \Phi_0(\xi, x) = 1 \} = 1.
\]
We claim that \( \Phi_0(F^n(\xi, x)) = \Phi_n(\xi, x) \). Indeed, we have \( F^n(Q_n(\xi, x)) = Q(F^n(\xi, x)) \)
whence
\[
F^n(\mu_{\xi,x}^Q) = \mu_{F^n(\xi, x)}^Q
\]
and
\[
F^n(\mathcal{P}(\xi, n) \cap Q_n(\xi, x)) = \mathcal{P}(F^n(\xi, n)) \cap Q(\xi, x)
\]
almost surely by the \( \mathcal{F}_n \)-measurability of \( (\xi, x) \mapsto D_xf^n_\xi \) and \( DF \)-invariance of \( \mathcal{V} \). The ergodicity and \( F \)-invariance of \( \mu \), the identity \( \Phi_0(F^n(\xi, x)) = \Phi_n(\xi, x) \), and (24) together imply that \( \Phi_0 \equiv 1 \) on a set of full measure completing the proof. \qed
7.2. Definition and bounds on the measure of recurrence sets. Consider $\phi: X \to \mathbb{R}$ an integrable function. We write $\mathcal{R}(\phi)$ for the set of points

$$\mathcal{R}(\phi) := \left\{ q \in X \mid \lim_{n \to \pm \infty} \frac{1}{|n| + 1} \sum_{k=0}^{n} \phi(F^k(q)) = \int \phi \, d\mu \right\}. $$

For a measurable set $B \subset (X)$ write

$$\mathcal{R}(B) := \mathcal{R}(1_B).$$

Note that for any integrable $\phi$, the pointwise ergodic theorem implies $\mu(\mathcal{R}(\phi)) = 1$.

For a subset $A \subset \mathbb{N}$, or more generally $A \subset \mathbb{Z}$, we define its

1. **upper density** $\overline{d}(A) := \limsup_{t \to \infty} \frac{\#(A \cap [0, t])}{t}$,

2. **lower density** $\underline{d}(A) := \liminf_{t \to \infty} \frac{\#(A \cap [0, t])}{t}$, and

3. **density** $d(A) := \lim_{t \to \infty} \frac{\#(A \cap [0, t])}{t}$ whenever the limit exists.

We observe that each limit above (if defined) is independent of taking $t \to \infty$ in $\mathbb{Z}$ or $\mathbb{R}$ and is not changed if finitely many elements of $A$ are omitted. For measurable $B \subset X$ we have

$$x \in \mathcal{R}(B) \iff \overline{d}(\{ n \in \mathbb{N} \mid f^n(x) \in B \}) = \underline{d}(\{ n \in \mathbb{N} \mid f^{-n}(x) \in B \}) = \mu(B).$$

7.2.1. Sets with good recurrence along the stable foliation. We have the following lemma.

**Lemma 7.2.** For any $\rho > 0$ and $\delta > 0$ there exists an $r_0 > 0$ with the following property: For any measurable $B \subset X$ with $\mu(B) > 1 - \delta$ we write

$$D^1_n(x, \xi, B) := \inf_{0 < r \leq r_0} \left\{ \frac{\mu^s_\xi(W^s_r(\xi, x) \cap F^{-n}(B))}{\mu^s_\xi(W^s_r(\xi, x))} \right\}. $$

Then for $\mu$-a.e. $(\xi, x)$

$$\underline{d} \left( \{ n \in \mathbb{N} \mid D^1_n(x, \xi, B) > 1 - \rho \} \right) > 1 - \delta. \quad (26)$$

**Proof.** For each $r'$ define

$$G_{r'} = \{ q \in X \mid \inf_{0 < r \leq r'} \left\{ \frac{\mu^s_q(W^s_r(q) \cap B)}{\mu^s_q(W^s_r(q))} \right\} > 1 - \rho \}. $$

By the density theorem, for $\mu$-a.e. $q \in B$,

$$\lim_{r \to 0} \frac{\mu^s_q(W^s_r(q) \cap B)}{\mu^s_q(W^s_r(q))} = 1.$$

We may thus find $r_0 > 0$ sufficiently small so that $\mu(G_{r_0}) > 1 - \delta$.

We prove the lemma for $p = (\xi, x) \in \mathcal{R}(G_{r_0})$. By Proposition 5.2, there is an $N$ such that for all $n \geq N$ and $r \leq r_0$

$$F^n(W^s_r(p)) \subset W^s_r(F^n(p)).$$

Then for $n \geq N$

$$F^n(\xi, x) \in G_{r_0} \iff D^1_n(x, \xi, B) > 1 - \rho.$$

(26) follows since $(\xi, x) \in \mathcal{R}(G_{r_0})$. \qed
We need a similar but somewhat more complicated lemma describing the density of recurrence points along non-contracting, non-invariant foliations. For $\eta$ and $\xi$ in the same atom of $\mathcal{F}$, we measure the density of preimages of a set $B$ in the fiber over $\eta$ along the stable foliations defined by $\xi$.

To avoid confusion in notation, we write $\mathcal{H}_{\eta, \xi}$ for the trivial identification map

$$\mathcal{H}_{\eta, \xi}: \mathcal{M}_\eta \to \mathcal{M}_\xi, \quad \mathcal{H}_{\eta, \xi}: (\eta, y) \mapsto (\xi, y).$$

Recall that $\xi \to \mu_\xi$ is assumed $\mathcal{F}$-measurable whence, for $\nu$-a.e. $\xi$ and $\nu_\xi$-a.e. $\eta \in \Omega$,

$$(\mathcal{H}_{\eta, \xi})_* \mu_\eta = \mu_\xi.$$

**Lemma 7.3.** For all $\delta > 0$ and $\rho > 0$ we have the following:

For any measurable $B \subset X$ with $\mu(B) > 1 - \frac{\rho}{3}\delta$, for $\nu$-a.e. $\xi$ and $\nu_\xi$-a.e. $\eta$ there is a $\mu_\xi$-measurable function $r_0: \mathcal{M}_\xi \to (0, \infty)$ such that, writing

$$\mathcal{D}^2_{n}(x, \xi, \eta, B) := \inf_{0 < r \leq r_0(x)} \left\{ \frac{\mu_\xi(x, \xi)}{\mu_\xi(x, \xi)} \left( \frac{\mathcal{H}_{\eta, \xi} \left( F^{-n}(B) \cap \mathcal{H}_{\eta, \xi}(\mathcal{F}^{-n}(B) \cap \mathcal{M}_\eta) \right) }{\mu_\xi(x, \xi)} \right) \right\},$$

we have

$$\mu_\xi \left\{ x \in \mathcal{M}_\xi \mid \mathcal{D}^2_{n}(x, \xi, \eta, B) > 1 - \rho \right\} > 1 - \delta .$$

**Proof.** Write $\delta := \frac{\rho}{3}\delta$. We note that, for a given $B$ and the $\nu$-measurable function $\eta \mapsto \mu_\eta(B)$, for $\nu$-a.e. $\xi$ and $\nu_\xi$-a.e. $\eta$

$$\lim_{N \to \infty} \frac{1}{N} \sum_{k=0}^{N-1} \mu_\xi(\mathcal{H}_{\eta, \xi}(F^{-k}(B))) = \lim_{N \to \infty} \frac{1}{N} \sum_{k=0}^{N-1} \mu_\eta(F^{-k}(B))$$

$$= \lim_{N \to \infty} \frac{1}{N} \sum_{k=0}^{N-1} \mu_{\sigma^k(\eta)}(B)$$

$$> 1 - \delta .$$

We prove the lemma for any $\xi$ such that

1. for $\nu_\xi$-a.e. $\eta \in \Omega$, we have $\mu_\xi = \mu_\eta$;
2. $\nu_\xi$-a.e. $\eta \in \Omega$ satisfies (29);
3. $\mu_\xi(X_0) = 1$.

Let $\mathcal{P}$ be a $\mu_\xi$-measurable partition of $\mathcal{M}_\xi$ subordinate to the partition of $\mathcal{M}_\xi$ into stable manifolds $\{W^s(\xi, x)\}$. We choose the function $r_0 = r_0(x)$ in the lemma so that $W_{r_0}(\xi, x) \subset \mathcal{P}(x)$ for $\mu_\xi$-a.e. $x \in \mathcal{M}_\xi$. Write $\{\tilde{\mu}_p\}_{x \in \mathcal{M}_\xi}$ for a family of conditional measures of $\mu_\xi$ with respect to the partition $\mathcal{P}$. Up to normalization, $\tilde{\mu}_p$ is a.e. the restriction of $\mu_{x, \xi}$ to $\mathcal{P}(x) \subset W^s(\xi, x)$.

For $x \in \mathcal{M}_\xi$ and $k \in \mathbb{N}_0$ define the functions

$$\mathcal{M}^k(x) := \inf_{0 < r \leq r_0(x)} \frac{\tilde{\mu}_p(W^s(\xi, x) \cap \mathcal{H}_{\eta, \xi}(F^{-k}(B)))}{\tilde{\mu}_p(W^s(\xi, x))}$$

and

$$\tilde{\mathcal{M}}^k(x) := \sup_{0 < r \leq r_0(x)} \frac{\tilde{\mu}_p(W^s(\xi, x) \cap \mathcal{H}_{\eta, \xi}(F^{-k}(B)))}{\tilde{\mu}_p(W^s(\xi, x))}.$$
Clearly $\mathcal{M}^k(x) = 1 - \hat{\mathcal{M}}^k(x)$. Note that the constant in the Besicovitch covering lemma for $\mathbb{R}$ is $2$. Restricting the maximal function $\hat{\mathcal{M}}^k$ to the probability space $\mathcal{P}(y) \subset (W^s(\xi, x), \mu_y^P) \cong (\mathbb{R}, \hat{\mu}_y)$, for every $k \in \mathbb{N}_0$ we have the maximal inequality

$$\hat{\mu}_y^P \left( \{ x \in \mathcal{P}(y) \mid \hat{\mathcal{M}}^k(x) > \rho \} \right) \leq \frac{2}{\rho} \hat{\mu}_y^P (\mathcal{P}(y) \setminus \mathcal{H}_{\eta, \xi}(F^{-k}(B))).$$

It then follows that for each $k$ and $\mu_\xi$-a.e. $y$,

$$\hat{\mu}_y^P \left( \{ x \in \mathcal{P}(y) \mid \mathcal{M}^k(x) > 1 - \rho \} \right) \geq 1 - \frac{2}{\rho} \hat{\mu}_y^P (\mathcal{P}(y) \setminus \mathcal{H}_{\eta, \xi}(F^{-k}(B))).$$

The lemma follows if we show that

$$\mu_\xi \{ x \mid \overline{d}(\{ k \in \mathbb{N}_0 \mid \mathcal{M}^k(x) > 1 - \rho \}) > 1 - \delta \} > \frac{1}{3}.$$

Set

$$G := \{ (x, k) \in M_\xi \times \mathbb{N}_0 \mid \mathcal{M}^k(x) > 1 - \rho \}.$$

From (29) we have

$$\limsup_{N \to \infty} \frac{1}{N} \sum_{k=0}^{N-1} \int_{M_\xi} 1_{G}(x, k) \, d\mu_\xi(x)$$

$$= \limsup_{N \to \infty} \frac{1}{N} \sum_{k=0}^{N-1} \int_{M_\xi} \hat{\mu}_y^P \left( \{ x \in \mathcal{P}(y) \mid \mathcal{M}^k(x) > 1 - \rho \} \right) \, d\mu_\xi(y)$$

$$\geq \limsup_{N \to \infty} \frac{1}{N} \sum_{k=0}^{N-1} \int_{M_\xi} \left( 1 - \frac{2}{\rho} \hat{\mu}_y^P (\mathcal{P}(y) \setminus \mathcal{H}_{\eta, \xi}(F^{-k}(B))) \right) \, d\mu_\xi(y)$$

$$= 1 - \lim_{N \to \infty} \frac{2}{\rho} \frac{1}{N} \sum_{k=0}^{N-1} \mu_\xi (M_\xi \setminus \mathcal{H}_{\eta, \xi}(F^{-k}(B)))$$

$$> 1 - \frac{2}{\rho} \delta = 1 - \frac{2}{3} \delta.$$

Write

$$\psi(x) := \limsup_{N \to \infty} \frac{1}{N} \sum_{k=0}^{N-1} 1_{G}(x, k) = \overline{d}(\{ k \in \mathbb{N}_0 \mid \mathcal{M}^k(x) > 1 - \rho \}).$$

From Fatou’s lemma we have

$$\int \psi(x) \, d\mu_\xi(x) \geq \limsup_{N \to \infty} \frac{1}{N} \sum_{k=0}^{N-1} \int_{M_\xi} 1_{G}(x, k) \, d\mu_\xi(x) > 1 - \frac{2}{3} \delta.$$

Then

$$1 - \frac{2}{3} \delta < \int_{M_\xi} \psi \, d\mu_\xi$$

$$\leq \mu_\xi \{ x \mid \psi(x) \geq 1 - \delta \} + (1 - \delta) (1 - \mu_\xi (\{ x \mid \psi(x) \geq 1 - \delta \}))$$

$$= \delta \mu_\xi (\{ x \mid \psi(x) \geq 1 - \delta \}) + 1 - \delta$$

whence

$$\mu_\xi (\{ x \mid \psi(x) \geq 1 - \delta \}) > \frac{1}{3}$$

concluding the proof.
7.3. Quasi-isometric estimates for stopping times. Consider fixed $x \in M$ and $\xi, \eta \in \Omega$ such that $(\xi, x) \in X_0$ and $(\eta, x) \in X_0$. For any $r > 0$ define stopping times 

$$
\tau_{1,r} = \tau_{1,r,x,\xi} : \mathbb{N}_0 \to \mathbb{Z}, \quad \tau_{2,r} = \tau_{2,r,x,\xi,\eta} : \mathbb{N}_0 \to \mathbb{Z} 
$$

by

$$
\tau_{1,r}(m) := \sup \{n \in \mathbb{Z} : \|DF^m|_{E^\nu(\xi,x)}\|_{\epsilon_0} \|DF^{-m}|_{E^\nu(\xi,x)}\|_{\epsilon_0}^{-1} < r ; \tag{30}
$$

$$
\tau_{2,r}(m) := \sup \{n \in \mathbb{Z} : \|DF^m|_{E^\nu(\eta,x)}\|_{\epsilon_0} \|DF^{-m}|_{E^\nu(\xi,x)}\|_{\epsilon_0}^{-1} < r . \tag{31}
$$

We remark that each $\tau_{j,r}$ is increasing and takes only finitely many non-positive values.

**Lemma 7.4.** The maps $\tau_{j,r} : \mathbb{N}_0 \to \mathbb{Z}$ are quasi-isometric embeddings with constants uniform in $r$. That is, setting

$$
L := \max \left\{ \frac{-\lambda^s + \epsilon_0}{\lambda^u - \epsilon_0}, \frac{\lambda^u + \epsilon_0}{-\lambda^s - \epsilon_0} \right\} \tag{32}
$$

$$
a := \lambda^u + \epsilon_0 , \tag{33}
$$

for all $m, \ell \in \mathbb{N}_0$, $r > 0$ and $j \in \{1, 2\}$

$$
\frac{1}{L} \ell - a \leq \tau_{j,r}(m + \ell) - \tau_{j,r}(m) \leq L \ell + a \tag{34}
$$

**Proof.** We prove the lemma for $\tau := \tau_{2,r}$; the proof and resulting estimates for $\tau_{1,r}$ are identical. Let $\kappa = \exp(\lambda^u + \epsilon_0)$. By definition we have

$$
\kappa^{-1} r \leq \left\| DF^{\tau(\eta,x)}|_{E^\nu(\eta,x)} \right\|_{\epsilon_0} \cdot \left\| DF^{-\tau(\eta,x)}|_{E^\nu(\xi,x)} \right\|_{\epsilon_0}^{-1} \tag{32}
$$

$$
\cdot \left\| DF^{\tau(m)|_{E^\nu(\eta,x)}} \right\|_{\epsilon_0} \cdot \left\| DF^{\tau(m)|_{E^\nu(\eta,x)}} \right\|_{\epsilon_0}^{-1} \leq r . \tag{35}
$$

We bound the product of the middle terms of (35) by

$$
\exp((\lambda^s - \epsilon_0) \ell) \kappa^{-1} r \leq \left\| DF^{\tau(\eta,x)}|_{E^\nu(\xi,x)} \right\|_{\epsilon_0}^{-1} \cdot \left\| DF^{\tau(m)}|_{E^\nu(\eta,x)} \right\|_{\epsilon_0} \leq \exp((\lambda^s + \epsilon_0) \ell) r
$$

and the product of outermost terms of (35) by

$$
\exp((\lambda^u - \epsilon_0)(\tau(m + \ell) - \tau(m))) \leq \left\| DF^{\tau(m+\ell)}|_{E^\nu(\eta,x)} \right\|_{\epsilon_0} \cdot \left\| DF^{\tau(m)}|_{E^\nu(\eta,x)} \right\|_{\epsilon_0}^{-1} \leq \exp((\lambda^u + \epsilon_0)(\tau(m + \ell) - \tau(m))).
$$

Reassembling, (35) we have

$$
\exp((\lambda^u - \epsilon_0)(\tau(m + \ell) - \tau(m))) \exp((\lambda^s - \epsilon_0) \ell) \kappa^{-1} r \leq r
$$

and

$$
\exp((\lambda^u + \epsilon_0)(\tau(m + \ell) - \tau(m))) \exp((\lambda^s + \epsilon_0) \ell) \kappa^{-1} r \geq \kappa^{-1} r
$$

hence

$$
\frac{-\lambda^s - \epsilon_0}{\lambda^u + \epsilon_0} \ell - \log \kappa \leq \tau(m + \ell) - \tau(m) \leq \frac{-\lambda^s + \epsilon_0}{\lambda^u - \epsilon_0} \ell + \log \kappa. \quad \square
$$

**Lemma 7.5.** Let $\tau : \mathbb{N}_0 \to \mathbb{Z}$ be a quasi-isometric embedding with constants $L$ and $a$ satisfying (34). For any $G \subset \mathbb{N}_0$ we obtain the following bounds on the densities of the image and preimage of $G$ under $\tau$:
1) \( \frac{1}{L^2 a} d(G) \leq \overline{d}(\tau(G)) \)

2) \( \frac{1}{L^2 a} \overline{d}(G) \leq \overline{d}(\tau(G)) \)

3) if \( \underline{d}(G) \geq 1 - \delta \) then \( \underline{d}(\tau^{-1}(G)) \geq 1 - (L^2 a) \delta \).

**Proof.** We first note that if \( \tau(n) = \tau(n + k), k \geq 0 \), then
\[
0 = \tau(n + k) - \tau(n) \geq \frac{1}{L} k - a
\]
hence \( k \leq La \). In particular, the map \( \tau: \mathbb{N}_0 \to \mathbb{Z} \) is at worst \((La)\)-to-one. Secondly, we have the inclusion
\[
\tau([0, t] \cap \mathbb{N}_0) \subset [\tau(0) - a, Lt + a + \tau(0)].
\]
We thus obtain bounds
\[
\frac{\#([0, t] \cap G)}{t} \leq (La) \frac{\#([\tau(0) - a, Lt + a + \tau(0)] \cap \tau(G))}{t} = (L^2 a) \frac{\#([\tau(0) - a, Lt + a + \tau(0)] \cap \tau(G))}{Lt}.
\]
Taking \( \lim \inf_{t \to \infty} \) and \( \lim \sup_{t \to \infty} \) yields the first two bounds.

For the final bound, let \( G^c := \mathbb{Z} \setminus G \). Then \( \tau^{-1}(G) \) and \( \tau^{-1}(G^c) \) partition \( \mathbb{N}_0 \). We have
\[
\overline{d}(G^c) := \limsup_{N \to \infty} \left( 1 - \frac{\#([0, N] \cap G)}{N} \right) = 1 - \liminf_{N \to \infty} \frac{\#([0, N] \cap G)}{N} \leq \delta.
\]
hence by 2)
\[
\overline{d}(\tau^{-1}(G^c)) \leq (L^2 a) \overline{d}(\tau(\tau^{-1}(G^c))) \leq (L^2 a) \overline{d}(G^c) \leq (L^2 a) \delta.
\]
We then have
\[
\underline{d}(\tau^{-1}(G)) \geq 1 - \overline{d}(\tau^{-1}(G^c)) \geq 1 - (L^2 a) \delta.
\]

As a corollary, we obtain the following.

**Lemma 7.6.** Let \( \mathcal{G}_1, \mathcal{H} \subset \mathbb{N}_0 \) satisfy

1) \( \overline{d}(\mathcal{G}_1) \geq 1 - \delta \)

2) \( \underline{d}(\mathcal{G}_1) \geq 1 - \delta \) for \( 2 \leq i \leq 4 \)

3) \( \underline{d}(\mathcal{H}) \geq 1 - \delta \)

and let \( \tau_1, \tau_2: \mathbb{N}_0 \to \mathbb{Z} \) be a quasi-isometric embedding with constants \( L \) and \( a \) satisfying

(34). Then
\[
\overline{d}\left( \mathcal{G}_1 \cap \mathcal{H} \cap \tau_2 \left( \mathcal{H} \cap \tau_1^{-1}(\mathcal{G}_2) \cap \tau_1^{-1}(\mathcal{G}_3) \right) \right) \geq \frac{1}{L^2 a} (1 - (4L^2 a + 1) \delta).
\]

**Proof.** For \( A, B \subset \mathbb{N}_0 \) we have bounds \( \underline{d}(A) = 1 - \overline{d}(A^c), \underline{d}(A \cap B) \geq \underline{d}(A) - \overline{d}(B^c), \) and \( \overline{d}(A \cap B) \geq \overline{d}(A) - \overline{d}(B^c) \). Thus
\[
\overline{d}\left( \mathcal{H} \cap \tau_1^{-1}(\mathcal{G}_2) \cap \tau_1^{-1}(\mathcal{G}_3) \right) \geq 1 - 2(L^2 a) \delta - \delta,
\]
\[
\underline{d}\left( \mathcal{H} \cap \tau_2 \left( \mathcal{H} \cap \tau_1^{-1}(\mathcal{G}_2) \cap \tau_1^{-1}(\mathcal{G}_3) \right) \right) \geq \frac{1}{L^2 a} (1 - 2(L^2 a) \delta - \delta) - \delta.
\]
and
\[ d\left( \mathcal{G}_1 \cap \mathcal{G}_3 \cap \tau_2 \left( \mathcal{H} \cap \tau_1^{-1}(\mathcal{G}_2) \cap \tau_1^{-1}(\mathcal{G}_4) \right) \right) \]
\[ \geq \frac{1}{L^2a} (1 - 2(L^2a)\delta - 2\delta). \]

7.4. Bounds on measures of accumulation sets. Recall that we assume \( \Omega \) to be Polish, whence \( X \) is second countable. Let \( \mathcal{U} \) be a countable basis for the topology on \( X \) and let \( \mathcal{U}^* \) be the set of all finite unions of elements from \( \mathcal{U} \). We have that \( \mathcal{U}^* \) is countable whence
\[ \mu \left( \bigcap_{O \in \mathcal{U}^*} \mathcal{R}(O) \right) = 1. \]

**Lemma 7.7.** Let \( \mathcal{G} \subset \mathbb{N}_0 \) have upper density \( \overline{d}(\mathcal{G}) \geq \gamma \). Let \( q \in \bigcap_{O \in \mathcal{U}^*} \mathcal{R}(O) \) and assume the set
\[ \{ F^n(q) \mid n \in \mathcal{G} \} \]
is precompact. Let
\[ G := \bigcap_{N=1}^{\infty} \{ F^k(q) \mid k \in [N, \infty) \cap \mathcal{G} \}. \]
Then \( \mu(G) \geq \gamma \).

**Proof.** Since \( G \) is compact, for every open \( U \supseteq G \) there is an \( O \in \mathcal{U}^* \) with \( G \subset O \subset U \). Furthermore, by the definition of \( G \) and the precompactness of the sequence \( \{ F^j(q) \mid j \in \mathcal{G} \} \) there is some \( M > 0 \) such that \( F^j(q) \in O \) for all \( j \in \mathcal{G} \cap [M, \infty) \). Using that \( q \in \mathcal{R}(O) \) we have
\[ \mu(U) \geq \mu(O) = \lim_{N \to \infty} \frac{1}{N} \sum_{j=0}^{N-1} 1_O(F^j(q)) \]
\[ \geq \limsup_{N \to \infty} \frac{\# \{ [0, N-1] \cap [M, \infty) \cap \mathcal{G} \}}{N} \]
\[ = \overline{d}(\mathcal{G}) \geq \gamma. \]

Since \( \mu \) is a finite Borel measure on a Polish space \( X \), it is outer regular whence
\[ \mu(G) = \inf_{U \supseteq G} \mu(U) \geq \gamma. \]

8. PROOF OF LEMMA 6.1

In this section we complete the proof Lemma 6.1. We do this in a sequence of steps.

8.1. **Step 1: Choice of parameters and Lusin sets.** We have \( \lambda^s < 0 < \lambda^u \) given by the dynamics \( F \) and the measure \( \mu \). Recall \( \epsilon_0 \) fixed in Section 5 and set
\[ L := \max \left\{ \frac{-\lambda^s + \epsilon_0}{\lambda^u - \epsilon_0}, \frac{\lambda^u + \epsilon_0}{-\lambda^s - \epsilon_0} \right\} \]
\[ a := \lambda^u + \epsilon_0. \]
Fix \( \rho = \frac{1}{10} \) and choose \( 0 < \delta < \rho \) so that
\[ \delta_0 := \frac{1}{L^2a} (1 - 4L^2a + 1)\delta > 0. \]

This will be the \( \delta_0 \) in Lemma 6.1.
We apply Lusin’s theorem to all the structures developed in Section 5 to find a compact subset $K \subset X_0$ with $\mu(K) > 1 - \frac{\rho}{3}$ so that each of the following varies continuously on $K$:

1. the stable and unstable line fields $(\xi, x) \mapsto E^s_\xi(x)$ and $(\xi, x) \mapsto E^u_\xi(x)$,
2. the choice of orientation on $\mathcal{C}^u$;
3. the family of local stable and unstable manifolds
   $$(\xi, x) \mapsto W^s_{\xi, 1}(x) \quad (\xi, x) \mapsto W^u_{\xi, 1}(x)$$
   as $C^1$ embedded curves in $M$ parametrized by affine parameters (see (18));
4. the family $p \mapsto \overline{p}_p$;
5. the $s$- and $u$-Lyapunov norms.

We also assume that the function $(p, z) \mapsto \rho_p(z)$, where $\rho_p(z)$ is as in (16), is bounded on $\bigcup_{p \in K} W^u_p(p)$ and that there exist $C_1, \gamma, \bar{r}$, and $\Lambda$ satisfying Lemma 5.6 with $K \subset \Lambda$.

Let $A_N \subset K$ be the set of points
$$A_N := \left\{ (\xi, x) \in K \mid \frac{\mu^s_{\xi, x}(W^s_\xi(\xi, x) \setminus W^s_\xi(\xi, x))}{\mu^s_{\xi, x}(W^s_\xi(\xi, x))} \geq \frac{1}{2} \right\}.$$  

Since $\mu^s_{\xi, x}$ is non-atomic, by letting $N \to \infty$ we may find an $N_0$ so that $\mu(A_{N_0}) > 1 - \delta$. Fix such an $N_0$ and set $A = A_{N_0}$.

### 8.2. Step 2: Choice of $\xi, \eta, x$

We select $\xi, \eta \in \Omega$ and $x \in M$ that will be fixed for the remainder. The sets $G_\epsilon$ in Lemma 6.1 will be the set of accumulation points of $F^{k_j}_\epsilon(\eta, x)$ for appropriate subsequences of $(k_j) \subset \mathbb{N}$ satisfying good recurrence properties. We note that we actually obtain a positive measure of such points $(\eta, x)$ but only use the existence of a single point. We recall the countable basis $\mathcal{U}$ for the topology on $X$ from Section 7.4 and the notation $\mathcal{U}^*$.

Recall that in Lemma 6.1 we assume that $(\xi, x) \mapsto E^s_\xi(x)$ is not $\mathcal{F}$-measurable. By Lemma 7.1, the $\mathcal{F}$-measurability hypotheses in Theorem 4.10, the pointwise ergodic theorem, and Lemma 7.2 we have for $\nu$-a.e. $\xi, \nu\xi$-a.e. $\eta$, and $\mu_{\xi \cdot \eta}$-a.e. $x \in M$ that

1. $\mu_{\xi} = \mu_{\eta}$;
2. for all $n \geq 1$, $f_{\xi}^{-n} = f_{\eta}^{-n}$ whence $E^u_\xi(x) = E^u_\eta(x)$, $W^u_\xi(x) = W^u_\eta(x)$, and $H^u_{\xi, x} = H^u_{\eta, x}$;
3. $\overline{\nu}(\xi, x) = \overline{\nu}(\eta, x)$;
4. for $\mu^s_{\xi, x}$-a.e. $(\xi, y) \in W^s(\xi, x)$ we have $E^u_\xi(y) = E^u_\eta(y)$, $W^u_\xi(y) = W^u_\eta(y)$, $H^u_{\xi, y} = H^u_{\eta, y}$, and $\overline{\nu}(\xi, y) = \overline{\nu}(\eta, y)$;
5. $E^u_\xi(x) \neq E^u_\eta(x)$;
6. $(\xi, x) \in \mathcal{R}(K)$ and $(\xi, x) \in \mathcal{R}(A)$;
7. $(\eta, x) \in \mathcal{R}(K)$;
8. $(\eta, x) \in \mathcal{R}(O)$ for any $O \in \mathcal{U}^*$.
ix) for $D_n^1(x, \xi, K)$ defined in (25)
\[\mathcal{A}(\{ n \in \mathbb{N} | D_n^1(x, \xi, K) > 1 - \rho \}) > 1 - \delta.\]
Furthermore, by Lemma 7.3, for $\nu$-a.e. $\xi$, $\hat{\nu}_\zeta$-a.e. $\eta$, the set of $x \in M$ so that
x) for $D_n^2(x, \xi, \eta, K)$ defined in (27)
\[\mathcal{A}(\{ n \in \mathbb{N}_0 | D_n^2(x, \xi, \eta, K) > 1 - \rho \}) > 1 - \delta\]
has $\mu_\zeta$-measure at least $\frac{1}{3}$.
Finally, for a positive $\nu$-measure set of $\xi$ and a positive $\hat{\nu}_\zeta$-measure set of $\eta$, both $\mu_\xi(K) \geq 1 - \delta$ and $\mu_\eta(K) \geq 1 - \delta$. For such $\xi$ and $\eta$, the set of $x \in M$ satisfying
xii) $(\xi, x) \in K$

xiii) $(\xi, x)$ is a $\mu_{(\xi, x)}$-density point $K$:
\[\lim_{r \to 0} \mu_{(\xi, x)}(W_r^*(\xi, x) \cap K) \frac{\mu_{(\xi, x)}(W_r^*(\xi, x))}{\mu_{(\xi, x)}(W_r^*(\xi, x) \cap K)} \to 1.\]

xiv) $(\xi, x)$ is a $\mu_{(\xi, x)}$-density point $H_{(\eta, \xi)}(K)$:
\[\lim_{r \to 0} \mu_{(\xi, x)}(W_r^*(\xi, x) \cap H_{(\eta, \xi)}(K)) \frac{\mu_{(\xi, x)}(W_r^*(\xi, x))}{\mu_{(\xi, x)}(W_r^*(\xi, x) \cap H_{(\eta, \xi)}(K))} \to 1.\]
has $\mu_\zeta$-measure at least $1 - 2\delta$.

Since $1 - 2\delta > 2/3$ by construction, we may select a triple $\xi, \eta, x$ satisfying conditions ixvi above.

8.3. Step 3: Choice of return times. Fix $\xi, \eta,$ and $x$ from Step 1. Consider any $\varepsilon > 0$.
Recall the definitions of $\tau_{1, \varepsilon} = \tau_{1, \varepsilon, x, \xi} : \mathbb{N}_0 \to \mathbb{Z}$ and $\tau_{2, \varepsilon} = \tau_{2, \varepsilon, x, \xi, \eta} : \mathbb{N}_0 \to \mathbb{Z}$ as defined in (30) and (31). We note that all estimates in the remainder are independent of $\varepsilon$.

For our fixed $\xi, \eta,$ and $x$ define
(1) $\mathcal{G}_1 := \{ n \in \mathbb{N}_0 | D_n^1(x, \xi, \eta, K) > 1 - \rho \}$
(2) $\mathcal{G}_2 := \{ n \in \mathbb{N}_0 | D_n^1(x, \xi, K) > 1 - \rho \}$
(3) $\mathcal{G}_3 := \{ n \in \mathbb{N}_0 | F^n(\eta, x) \in K \}$
(4) $\mathcal{G}_4 := \{ n \in \mathbb{N}_0 | F^n(\xi, x) \in K \}$
(5) $\mathcal{M} := \{ n \in \mathbb{N}_0 | F^{-n}(\xi, x) \in A \}$.

We have that $\mathcal{G}_i$ and $\mathcal{M}$ satisfy the hypotheses of Lemma 7.6. Define
$\mathcal{G} = \mathcal{G}(\xi, \eta, x) := \tau_{2, \varepsilon}^{-1}(\mathcal{G}_1) \cap \tau_{2, \varepsilon}^{-1}(\mathcal{G}_3) \cap \mathcal{M} \cap \tau_{1, \varepsilon}^{-1}(\mathcal{G}_2) \cap \tau_{1, \varepsilon}^{-1}(\mathcal{G}_4)$.

Note that for a function $g : Y \to Z$ and $A \subset Y, B \subset Z$ one has
$g(g^{-1}(B) \cap A) = g(A) \cap B$.

Thus
$\tau_{2, \varepsilon}(\mathcal{G}) = \mathcal{G}_1 \cap \mathcal{G}_3 \cap \tau_{2, \varepsilon}(\mathcal{M} \cap \tau_{1, \varepsilon}^{-1}(\mathcal{G}_2) \cap \tau_{1, \varepsilon}^{-1}(\mathcal{G}_4))$
and by Lemma 7.6
$\mathcal{A}(\tau_{2, \varepsilon}(\mathcal{G})) \geq \frac{1}{L^2\alpha} (1 - (4L^2\alpha + 1)\delta) = \delta_0 > 0$. 
In particular, $\mathcal{G}$ is infinite.

By definition of $\mathcal{G}_3$ and $\mathcal{G}_4$, for every $j \in \mathcal{G}$ we have $F_{\tau_1, \gamma(j)}(\xi, x) \in K$ and $F_{\tau_2, \gamma(j)}(\eta, x) \in K$.

### 8.4. Step 4: Choice of $\{y_j\}$

For each sufficiently large $j \in \mathcal{G}$ we select a $y_j$ satisfying Lemma 8.1 below. For any $j \in \mathbb{N}$ define

$$r_j := \|DF^{-1} \mid E^s(\xi, x)\|^{-1}.$$

**Lemma 8.1.** For every sufficiently large $j \in \mathcal{G}$ there exists $y \in W_{\xi, \hat{r}}^s(x)$ with $d(x, y) < \hat{\gamma}$ and

1. $\pi(y, y) = \pi(\xi, y)$,
2. $N_0^{-1} r_j \leq \|H^s_{\xi, x}(y)\| \leq r_j$,
3. $(\xi, y) \in K$ and $(\eta, y) \in K$,
4. $F_{\tau_1, \gamma(j)}(\xi, y) \in K$, and
5. $F_{\tau_2, \gamma(j)}(\eta, y) \in K$.

Here $\hat{r}$ and $\hat{\gamma}$ are as in Lemma 5.6.

**Proof.** We note that for all but finitely many $j$, we have $r_j \leq \hat{r}$ and $\sup\{d(x, y) \mid y \in W_{\xi, \hat{r}}^s(x)\} < \hat{\gamma}$. Furthermore, (i) holds for almost every $y \in W_{\xi, \hat{r}}^s(x)$.

For (ii)-(v) we have that for all $j \in \mathcal{G}$ sufficiently large

- **a)**
  $$\frac{\mu^s_{\xi, x}(W_{r_j}^s(\xi, x) \cap K)}{\mu^s_{\xi, x}(W_{r_j}^s(\xi, x))} > .9$$
- **b)**
  $$\frac{\mu^s_{\xi, x}(W_{r_j}^s(\xi, x) \cap H_{\eta, \xi}(K))}{\mu^s_{\xi, x}(W_{r_j}^s(\xi, x))} > .9$$
- **c)**
  $r_j < r_0$ for $r_0$ given by Lemma 7.2
- **d)**
  $r_j < r_0(x)$ for $r_0(x)$ given by Lemma 7.3 for our choice of $\xi, \eta$ and $x$.

From (c) and (d), Lemmas 7.2 and 7.3, and the definitions of $\mathcal{G}_1$, and $\mathcal{G}_2$ it follows that

- **e)**
  $$\frac{\mu^s_{\xi, x}(W_{r_j}^s(\xi, x) \cap F_{-\tau_1, \gamma(j)}(K))}{\mu^s_{\xi, x}(W_{r_j}^s(\xi, x))} > .9$$
- **f)**
  $$\frac{\mu^s_{\xi, x}(W_{r_j}^s(\xi, x) \cap H_{\eta, \xi}(F_{-\tau_2, \gamma(j)}(K)))}{\mu^s_{\xi, x}(W_{r_j}^s(\xi, x))} > .9$$

and from the definition of $A$ that

- **g)**
  $$\frac{\mu^s_{\xi, x}(W_{r_j}^s(\xi, x) \setminus W_{N_0^{-1} r_j}^s(\xi, x))}{\mu^s_{\xi, x}(W_{r_j}^s(\xi, x))} > .5.$$

It follows from a), b), e), f), and g) that there is a positive $\mu^s_{\xi, x}$-measure set of points $(\xi, y) \in W_{r_j}^s(\xi, x)$ satisfying (ii)-(v). \qed
For sufficiently large $j \in \mathcal{G}$, we select $y_j$ satisfying Lemma 8.1. Note that $r_j \to 0$, and hence $y_j \to x$, as $j \in \mathcal{G} \to \infty$.

8.5. Step 5: Bounds on distortion. For sufficiently large $j$ and $y_j$ satisfying Lemma 8.1 we have $(\eta, x), (\eta, y_j) \in K \subset \Lambda$ for a set $\Lambda$ satisfying Lemma 5.6. We then have that the intersection

$$W^s_{\eta, r}(y_j) \cap W^u_{\xi, r}(x) = W^s_{\eta, r}(y_j) \cap W^u_{\eta, r}(x)$$

is a singleton. Define $z_j \in M$ to be this point of intersection (See Figure 1).

We have the following geometric lemma.

**Lemma 8.2.** There is $C_0 > 0$ such that for all sufficiently large $j$

$$C_0^{-1} \| H^{s}_{\xi, r}(y_j) \| \leq \| H^{u}_{\xi, r}(x) \| \leq C_0 \| H^{s}_{\xi, r}(y_j) \|.$$

\[ W^s_\xi(x) = W^s_\eta(x) \quad W^u_\xi(y_j) = W^u_\eta(y_j) \]

\[ \text{Figure 1. Choice of } z_j \]

**Proof.** Identify $M$ with $M_\xi$ and choose a coordinate map $\Psi: x \in U \subset M \to \mathbb{R}^2$ and $r$ small enough so that

- $\Psi(x) = 0$,
- $\Psi(W^s_{\xi, r}(x))$ and $\Psi(W^u_{\xi, r}(x))$ are contained in the coordinate axes, and
- $\Psi(W^s_{\eta, r}(x))$ is contained in the interior of a closed cone $C$ that intersects the axes only in the origin.

By the $C^1$-continuity of the local stable manifolds on $K \cap M_\eta$, for sufficiently large $j$ $\Psi(W^s_{\eta, r}(y_j))$ is contained in the interior of the cone $\Psi(y_j) + C$.

From trigonometry there is a $\hat{C}$ with

$$\hat{C}^{-1}d(0, \Psi(y_j)) \leq d(0, \Psi(W^s_{\eta, r}(y_j))) \cap \Psi(W^u_{\eta, r}(x)) \leq \hat{C}d(0, \Psi(y_j))$$

From the bi-Lipschitz bounds on $\Psi$ and on $H^s_{\xi, r}$ and $H^u_{\xi, r}$ restricted to local manifolds $W^s_{\xi, r}(x)$ and $W^u_{\xi, r}(x)$, the estimates follow in the affine coordinates. \qed

We establish some conventions for the remainder. (See Figures 1 and 2.)

**Definition 8.3.** For $j \in \mathcal{G}$ satisfying Lemmas 8.1 and 8.2 define $q_j := (\xi, y_j)$, $p_j^1 := F^{\tau_1, r(j)}((\xi, x))$, $q_j^1 := F^{\tau_1, r(j)}(\xi, y_j)$, $p_j^2 := F^{\tau_2, r(j)}(\eta, x)$, $q_j^2 := F^{\tau_2, r(j)}(\eta, y_j)$, $z_j := W^s_{\eta, r}(y_j) \cap W^u_{\xi, r}(x)$, $w_j := f_{\eta}^{\tau_2, r(j)}(z_j)$, and $o_j := F^{\tau_2, r(j)}(\eta, z_j).$
We establish controls on the growth of certain quantities.

**Lemma 8.4.** There are $C_2 > 0$ and $C_3 > 0$ such that for all sufficiently large $j \in \mathbb{N}$

(a) $C_3^{-1} \varepsilon \leq \|H^u_{\eta_j}(w_j)\| \leq C_3 \varepsilon$

(b) $C_2^{-1} \leq \|DF^{\tau_1, \varepsilon}(j) \mid_{E^u(\eta, x)}\| \leq C_2$

and if $\varepsilon < \frac{\varepsilon}{C_3}$

(c) $C_2^{-1} \leq \|DF^{\tau_2, \varepsilon}(j) \mid_{E^u(\eta, y_j)}\| \leq C_2$

**Proof.** Let $M_0 = \max_{q \in K} \left\{ \frac{1}{\|q\|_{q, \varepsilon_0}}, \frac{1}{\|q\|_{q, \varepsilon}} \right\}$. Write $p = (\xi, x)$.

We have $N_0^{-1} \leq \|H^u_{F^{-j}(p)}(f_{\xi}^{-j}(y_j))\| \leq 1$ whence we derive the sequence of bounds

$M_0^{-1}N_0^{-1} \leq \|H^u_{F^{-j}(p)}(f_{\xi}^{-j}(y_j))\| \leq M_0$

$M_0^{-1}N_0^{-1} \|DF^{-j} \mid_{E^s(\xi, x)}\|_{\varepsilon_0}^{-1} \leq \|H^s_{\eta}(y_j)\| \leq M_0 \|DF^{-j} \mid_{E^s(\xi, x)}\|_{\varepsilon_0}^{-1}$

$M_0^{-2}N_0^{-1} \|DF^{-j} \mid_{E^s(\xi, x)}\|_{\varepsilon_0}^{-1} \leq \|H^s_{\eta}(y_j)\| \leq M_0^2 \|DF^{-j} \mid_{E^s(\xi, x)}\|_{\varepsilon_0}^{-1}$

$C_0^{-1}M_0^{-2}N_0^{-1} \|DF^{-j} \mid_{E^c(\xi, x)}\|_{\varepsilon_0}^{-1} \leq \|H^u_{\eta}(z_j)\| \leq C_0M_0^2 \|DF^{-j} \mid_{E^c(\xi, x)}\|_{\varepsilon_0}^{-1}$

$C_0^{-1}M_0^{-3}N_0^{-1} \|DF^{-j} \mid_{E^c(\xi, x)}\|_{\varepsilon_0}^{-1} \leq \|H^u_{\eta}(z_j)\| \leq C_0M_0^3 \|DF^{-j} \mid_{E^c(\xi, x)}\|_{\varepsilon_0}^{-1}$

We thus have

$C_0^{-1}M_0^{-4}N_0^{-1} \|DF^{\tau_2, \varepsilon}(j) \mid_{E^u(\eta, x)}\|_{\varepsilon_0} \|DF^{-j} \mid_{E^c(\xi, x)}\|_{\varepsilon_0}^{-1}$

$\leq \|H^u_{\eta}(f_{\tau_2, \varepsilon}(j)(z_j))\| \leq C_0M_0^4 \|DF^{\tau_2, \varepsilon}(j) \mid_{E^u(\eta, x)}\|_{\varepsilon_0} \|DF^{-j} \mid_{E^c(\xi, x)}\|_{\varepsilon_0}^{-1}$

from which we conclude

$C_0^{-1}M_0^{-4}N_0^{-1}e^{-a} \varepsilon \leq \|H^u_{\eta}(w_j)\| \leq C_0M_0^4 \varepsilon$.

This proves (a) with $C_3 = C_0M_0^4N_0^4e^a$.

For (b), we have, in the Lyapunov norms,

$e^{-a} \varepsilon \leq \|DF^{\tau_1, \varepsilon}(j) \mid_{E^u(\xi, x)}\|_{\varepsilon_0} \|DF^{-j} \mid_{E^c(\xi, x)}\|_{\varepsilon_0}^{-1} \leq \varepsilon$

and

$e^{-a} \varepsilon \leq \|DF^{\tau_2, \varepsilon}(j) \mid_{E^u(\eta, x)}\|_{\varepsilon_0} \|DF^{-j} \mid_{E^c(\xi, x)}\|_{\varepsilon_0}^{-1} \leq \varepsilon$

whence

$e^{-a} \leq \|DF^{\tau_1, \varepsilon}(j) \mid_{E^u(\xi, x)}\|_{\varepsilon_0} \|DF^{\tau_2, \varepsilon}(j) \mid_{E^u(\eta, x)}\|_{\varepsilon_0}^{-1} \leq e^a$.

Converting to the Riemannian norm we have

$e^{-a}M_0^{-4} \leq \|DF^{\tau_1, \varepsilon}(j) \mid_{E^u(\xi, x)}\| \|DF^{\tau_2, \varepsilon}(j) \mid_{E^u(\eta, x)}\|^{-1} \leq e^aM_0^4$.

To prove (c) we expand

$\|DF^{\tau_1, \varepsilon}(j) \mid_{E^u(\eta, y_j)}\| \|DF^{\tau_2, \varepsilon}(j) \mid_{E^u(\eta, y_j)}\|^{-1}$

into the equivalent product

$\frac{\|DF^{\tau_1, \varepsilon}(j) \mid_{E^u(\xi, y_j)}\| \|DF^{\tau_1, \varepsilon}(j) \mid_{E^u(\xi, x)}\| \|DF^{\tau_2, \varepsilon}(j) \mid_{E^u(\eta, x)}\|^{-1}}{\|DF^{\tau_2, \varepsilon}(j) \mid_{E^u(\xi, x)}\| \|DF^{\tau_2, \varepsilon}(j) \mid_{E^u(\eta, x)}\|^{-1}} \leq \frac{\|DF^{\tau_2, \varepsilon}(j) \mid_{E^u(\eta, y_j)}\|}{\|DF^{\tau_2, \varepsilon}(j) \mid_{E^u(\eta, y_j)}\|}$. 

For $\varepsilon > 0$ such that $C_3\varepsilon < \hat{r}$, we have upper and lower bounds—uniform in $j \in \mathcal{G}$—on each ratio: The bounds on the first and forth ratios follow from Lemma 5.6(2), the second from (b), and the third from (a) and Lemma 5.6(1).

8.6. **Step 6: Construction of $G_\varepsilon$.** For the remainder, consider any $0 < \varepsilon \leq \frac{1}{2C_3} \min\{\hat{r}, 1\}$. Then for $j \in \mathcal{G}$ large enough, we have $q_j \in W^u_1(p_j^2)$ and all bounds in the above lemmas hold. We define $G_\varepsilon \subset K$ to be the set of accumulation points of $\{p_j^2\}_{j \in \mathcal{G}}$:

$$G_\varepsilon := \{p_j^2 \mid j \in \mathcal{G} \cap [M, \infty)\} = \{\tau_j(\eta, x) \mid \ell \in \tau_2, \varepsilon (\mathcal{G} \cap [M, \infty))\}.$$  

We note by the construction of $\mathcal{G}$ that $G_\varepsilon \subset K$ and is non-empty. Furthermore, using that $(\eta, x) \in \mathcal{R}(O)$ for any $O \in \mathcal{U}^a$, by Lemmas 7.6 and 7.7 and (36) we have

$$\mu(G_\varepsilon) \geq \overline{d}(\tau_2, \varepsilon (\mathcal{G})) \geq \delta_0.$$  

We show that Lemma 6.1 holds with $G_\varepsilon$ as defined above. Let

$$C_4 := \sup_{p \in K} \sup_{q \in W^u_1(p)} \|D_0 H^u_q \circ (H^u_p)^{-1}\|.$$  

Then the constant $M$ in Lemma 6.1 is given by

$$M := C_3 C_4 C_2^2.$$  

We note this is independent of $\varepsilon$.

**Lemma 8.5.** Let $p \in G_\varepsilon$. Then there is an affine map

$$\psi : \mathbb{R} \to \mathbb{R}$$

with

1. \(\frac{1}{M} \leq |D\psi| \leq M;\)
2. \(\frac{\varepsilon}{M} \leq |\psi(0)| \leq M\varepsilon;\)
3. \(\psi \ast \overline{\mu}_p \simeq \overline{\mu}_p.\)

**Proof.** We have each $p_j^2$ and $q_j^2$ is contained in the compact set $K$. Let $p \in G_\varepsilon$ be an accumulation point of $\{p_j^2\}$. We may restrict to an infinite subset $B \subset \mathcal{G} \subset \mathbb{N}_0$ such that

$$\lim_{j \to \infty} q_j^2 = p$$

and such that the sequence $\{q_j^2\}_{j \in B}$ converges. Let

$$q = \lim_{j \to \infty} q_j^2 = \lim_{j \to \infty} \alpha_j.$$  

Note that $q \in K$ and by Lemma 8.4(a), $q \in W^u_1(p)$. See Figure 2.

Fix $\gamma := d(H^u_q \circ (H^u_p)^{-1}(t))/dt(0)$ and let $v := \mathcal{I}_p \circ H^u_q(q)$. Note that by Lemma 8.4(a), we have $C_3 \varepsilon \leq |v| \leq C_3$. Define the map $\Phi : \mathbb{R} \to \mathbb{R}$ by

$$\Phi : t \to \gamma (t - v).$$  

By construction, we have

$$\Phi \ast \overline{\mu}_p \simeq \overline{\mu}_q.$$  

It remains to relate the measures $\overline{\mu}_q$ and $\overline{\mu}_p$. Given $\alpha \in \mathbb{R}$, write $\lambda_\alpha : \mathbb{R} \to \mathbb{R}$ for the linear map $\lambda_\alpha : x \to \alpha x$. Define $\alpha_j, \beta_j \in \mathbb{R}$ so that

$$\lambda_{\alpha_j} = \mathcal{I}_{p_j^2} \circ D\mathcal{F}^{\tau_1, \varepsilon}(j) \mid_{E^u((\xi, x))} \circ D\mathcal{H}_{\eta, \xi} \circ (D\mathcal{F}^{\tau_2, \varepsilon}(j) \mid_{E^u(\eta, x)})^{-1} \circ \mathcal{I}_{p_j^2}^{-1}.$$  

(37)
\( \lambda_{\beta_j} = \mathcal{I}_{q_j^j} \circ DF_{\gamma_{1,j}}(\eta) \circ D\mathcal{H}_{\eta,\xi} \circ \left(DH_{\gamma_{2,j}}(\eta,\eta)\right)^{-1} \circ \mathcal{I}_{q_j^{-1}}^{-1} \).

As before, \( \mathcal{H}_{\eta,\xi} \) denotes the trivial identification between \( M_{\eta} \) and \( M_{\xi} \). From Lemma 8.4 we have

\[ |\alpha_j| \in [C_2^{-1}, C_2], \quad |\beta_j| \in [C_2^{-1}, C_2] \]

hence we may further restrict the set \( B \subset \mathcal{G} \subset \mathbb{N}_0 \) so that the limits

\[ \lim_{j \in B \to \infty} \alpha_j = \alpha, \quad \lim_{j \in B \to \infty} \beta_j = \beta \]

are defined.

We claim that \( (\lambda_{\alpha})_{\mathfrak{p}_p} \simeq (\lambda_{\beta})_{\mathfrak{p}_q} \). Indeed, we have

\[ (\lambda_{\alpha_j})_{\mathfrak{p}_p} \simeq \mathfrak{p}_{p_j^1}, \quad (\lambda_{\beta_j})_{\mathfrak{p}_q} \simeq \mathfrak{p}_{q_j^1}. \]

We introduce normalization factors

\[ c_j := \mathfrak{p}_{p_j^2}([-\alpha_j^{-1}, \alpha_j^{-1}])^{-1}, \quad d_j := \mathfrak{p}_{q_j^2}([-\beta_j^{-1}, \beta_j^{-1}])^{-1} \]

and

\[ c := \mathfrak{p}_p([-\alpha^{-1}, \alpha^{-1}])^{-1}, \quad d := \mathfrak{p}_q([-\beta^{-1}, \beta^{-1}])^{-1}. \]

We recall that each \( \mathfrak{p}_q \) has no atoms; hence intervals are continuity sets for each \( \mathfrak{p}_q \) and thus \( c_j \to c \) and \( d_j \to d \). Let \( f \) be a continuous, compactly supported function \( f : \mathbb{R} \to \mathbb{R} \).

We note that \( q \mapsto \mathfrak{p}_q(f) \) is uniformly continuous on \( K \) and that

\[ |(\lambda_{\alpha_j})_{\mathfrak{p}_p}(f) - (\lambda_{\alpha_j})_{\mathfrak{p}_q}(f)| = \left| \int f(\alpha t) - f(\alpha_j t) \ d\mathfrak{p}_q(t) \right| \]

approaches zero uniformly in \( q \) as \( j \to B \to \infty \). Thus for any \( \kappa > 0 \) and for all sufficiently large \( j \in B \) we have

- \( |c(\lambda_{\alpha_j})_{\mathfrak{p}_p}(f) - c(\lambda_{\alpha_j})_{\mathfrak{p}_q^2}(f)| \leq \kappa, \)
- \( |c(\lambda_{\alpha_j})_{\mathfrak{p}_q^2}(f) - c_j(\lambda_{\alpha_j})_{\mathfrak{p}_p^2}(f)| \leq \kappa, \)
- \( |c(\lambda_{\alpha_j})_{\mathfrak{p}_p^2}(f) - c_j(\lambda_{\alpha_j})_{\mathfrak{p}_p^2}(f)| \leq \kappa. \)
• \[|d(\lambda_\beta) \ast \mathfrak{m}_q(f) - d(\lambda_\beta) \ast \mathfrak{m}_q^i(f)| \leq \kappa,\]
• \[|d(\lambda_\beta) \ast \mathfrak{m}_q^i(f) - d_j(\lambda_\beta) \ast \mathfrak{m}_q^i(f)| \leq \kappa,\]
• \[|\mathfrak{m}_q^i(f) - \mathfrak{m}_q^i(f)| \leq \kappa.\]

Since
\[c_j(\lambda_\alpha) \ast \mathfrak{m}_p^i(f) = \mathfrak{m}_p^i(f), \quad d_j(\lambda_\beta) \ast \mathfrak{m}_q^i(f) = \mathfrak{m}_q^i(f)\]
we conclude \(c(\lambda_\alpha) \ast \mathfrak{m}_p = d(\lambda_\beta) \ast \mathfrak{m}_q\), or
\[\mathfrak{m}_q \simeq (\lambda_{\alpha/\beta}) \ast \mathfrak{m}_p.\]

Combining the above with (37), it follows that map
\[\psi = (\lambda_{\alpha/\beta})^{-1} \circ \Phi: t \mapsto \frac{\beta_1}{\alpha_1}(t - u)\]
satisfies the conclusion of the Lemma. \(\square\)

This completes the proof of Lemma 6.1.

9. PROOF OF THEOREM 3.3

We end with the proof of Theorem 3.3.

Proof. Let \(\hat{\mu}\) be as in Theorem 3.3, and assume that \(h_{\alpha}(X^+(\tilde{\mu})) > 0\) and the stable distribution \(E_{\alpha}^+(x)\) is non-random. It follows from Theorem 3.1 that \(\hat{\mu}\) is SRB. Let \(F: \Sigma \times M \to \Sigma \times M\) be the canonical skew product constructed in Section 4.1 and let \(\mu\) be the \(F\)-invariant measure defined by Proposition 4.2. Then the conditional measures of \(\mu\) along a.e. unstable manifold \(W^u(x, \xi)\) for the skew product \(F\) are absolutely continuous. Define the ergodic basin \(B \subset \Sigma \times M\) of \(\mu\) to be the set of \((\xi, x) \in X\) such that
\[\lim_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} \phi(f_n^\mu(x)) = \int \phi \, d\hat{\mu}\]
for all \(\phi: M \to \mathbb{R}\) continuous. By the point-wise ergodic theorem and the separability of \(C^0(M)\), we have \(\mu(B) = 1\). Furthermore, for points \((\xi, x) \in B\) whose fiber-wise stable manifold \(W^s(\xi, x)\) is defined we have
\[W^s(\xi, x) \subset B.\]

We have the following “transverse” absolute continuity property. Given a typical \(\xi \in \Sigma\) and a collection of fiber-wise local stable manifolds \(S := \{W_{\xi}^s(x)\}_{x \in Q}\) with “bounded geometry” consider two manifolds \(T_1\) and \(T_2\) everywhere transverse to the collection \(S\). Define the holonomy map from \(T_1\) to \(T_2\) by “sliding along” elements of \(S\). Such holonomy maps were shown by Pesin to be absolutely continuous in the deterministic volume preserving setting [Pes]. For fiber-wise stable manifolds associated to skew products satisfying (IC), such holonomy maps are also known to be absolutely continuous. See [LY2, (4.2)] for further details and references and to proofs.

The above absolute continuity property implies that if \(\hat{\mu}\) is SRB and if \(A \subset \Sigma \times M\) is any set with \(\mu(A) > 0\) then for \(\nu_{\xi}\)-a.e. \(\xi\)
\[\bigcup_{(\xi, x) \in A \cap M_\xi} W^s_{\xi}(x) \subset M_\xi\]
has positive Lebesgue measure. It follows that for the ergodic basis \(B\),
\[(\nu_{\xi}^\Sigma \times m)(B) > 0.\]
We note that if \( \eta \in \Sigma^\omega_{loc}(\xi) \) then
\[
\mathcal{H}_{\eta}(B \cap M_\eta) = B \cap M_\xi
\]
since \( f^n_{\xi} = f^n_{\eta} \) for \( n \geq 0 \). Define \( \hat{B} \) to be the ergodic basin of \( \nu^N \times \hat{\mu} \) for the skew product \( \hat{F} : \Sigma_+ \times M \); that is \((\omega, x) \in \hat{B} \) if
\[
\lim_{n \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} \phi(f^n_\omega(x)) = \int \phi \, d\hat{\mu}
\]
for all \( \phi : M \to \mathbb{R} \) continuous. We have that \( \hat{B} \) is the image of \( B \) under the natural projection \( \Sigma \times M \to \Sigma_+ \times M \) whence \((\hat{\nu}^N \times m)(\hat{B}) > 0 \).

Define a measure
\[
\hat{m} = \frac{1}{(\hat{\nu}^N \times m)(\hat{B})} (\hat{\nu}^N \times m)\big|_B
\]
on \( \Sigma_+ \times M \). Since both the set \( \hat{B} \) and the measure \( \hat{\nu}^N \times m \) are \( \hat{F} \)-invariant (recall that \( m \) is \( \hat{\nu} \)-a.s. invariant) the measure \( \hat{m} \) is \( \hat{F} \)-invariant. Furthermore, for \( \hat{m} \)-a.e. \((\omega, x)\) and any continuous \( \phi : M \to \mathbb{R} \), the Birkhoff sums satisfy
\[
\lim_{n \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} \phi(f^n_\omega(x)) = \int \phi \, d\hat{\mu}
\]
which implies that \( \hat{m} \) is ergodic for \( F \) and, in particular, is an ergodic component of \( \hat{\nu}^N \times m \).

This implies (see e.g. [Kif, Proposition I.2.1]) that \( \hat{m} \) is of the form \( \hat{m} = \hat{\nu}^N \times m_0 \) for \( m_0 \) an ergodic component of \( m \) for \( X^+ (M, \nu) \).

Then, for any continuous function \( \phi : M \to \mathbb{R} \), \( \hat{\nu}^N \)-a.e. \( \omega \in \Sigma_+ \), and \( m_0 \)-a.e. \( x \in M \), we have
\[
\lim_{n \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} \phi(f^n_\omega(x)) = \int \phi \, d\hat{\mu}.
\]
Furthermore, since \( \hat{\nu} \times m_0 \) is invariant and ergodic for \( \hat{F} \), for \( \hat{\nu}^N \)-a.e. \( \omega \in \Sigma_+ \) and \( m_0 \)-a.e. \( x \in M \) we also have that
\[
\lim_{n \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} \phi(f^n_\omega(x)) = \int \phi \, dm_0.
\]
In particular, \( \int \phi \, d\hat{\mu} = \int \phi \, dm_0 \) for all \( \phi : M \to \mathbb{R} \), whence \( \hat{\mu} = m_0 \).

\[ \square \]
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