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Abstract
The theory of heterochrony provides us with a generalized quantitative perspective on the dynamics of developmental trajectories. While useful, these linear developmental trajectories merely characterize changes in the speed and extent of growth in developmental time. One open problem in the literature involves how to characterize developmental trajectories for rare and incongruous modes of development. By combining nonlinear mathematical representations of development with models of gene expression networks (GRNs), the dynamics of growth given the plasticity and complexity of developmental timing are revealed. The approach presented here characterizes heterochrony as a dynamical system, while also proposing a computational motif in GRNs called triangular state machines (TSMs). TSMs enable local computation of phenotypic enhancement by producing nonlinear and potentially unexpected outputs. With a focus on developmental timing and a focus on sequential patterns of growth, formal techniques are developed to characterize delays and bifurcations in the developmental trajectory. More generally, growth is demonstrated using two conceptual models: a Galton board representing axial symmetry and a radial tree depicting differential growth. These techniques take into consideration the existence of multiple developmental genotypes operating in parallel, which ultimately characterize the exquisite phenotypic diversity observed in animal development.

Introduction
Heterochrony \[1,2\] provides a framework for characterizing the nature of growth relative to adaptive changes in phenotype expressed in development and indicative of evolutionary history. More recent work on sequence heterochrony \[3\] reconsiders heterochrony as a series of developmental events such as tissue development or morphogenetic transformations positioned according to their relative occurrence. Taking a dynamical systems view of heterochrony \[4\] allows for the characterization of incongruous modes of growth and transformation during development \[5\] such as metamorphosis and compound growth. Incongruities exist in opposition to congruency over developmental time, which assumes that relative growth trajectories can be modeled with linear regression techniques. One example of a developmental incongruity is the metamorphic process, which results in a developmental trajectory that includes features such as delays and switching between stable developmental trajectories.

We can look to changes in neural organization that occur as a consequence of metamorphosis \[6\] to understand how heterochrony might operate in a system with variable dynamics in development. In organisms that undergo metamorphosis, structures that emerge in
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embryogenesis are broken down and rebuilt for the adult period. This results in two phases of development [7]: one driven by growth (construction of the embryo), and the other driven by reorganization and diapause (or suspended development). But in reality, what is referred to here as the suspension of development is a period of massive change in the phenotype driven by hormonal signaling [8,9]. Neural circuits follow this pattern: embryogenesis results in the formation of behaviorally irrelevant networks which are abruptly activated by changes during metamorphosis [10]. Metamorphosis also requires changes related to both neural cell bodies as well as changes in peripheral tissue (where neurons project their axonal processes) [11].

In terms of the rate of growth itself during metamorphosis, the number of cells can either stay the same or increase during this period of metamorphosis. In hemimetabolous insects, the neurons born during embryogenesis must be repurposed during metamorphic remodeling, as no additional cells are born post-embryonically [12]. By contrast, holometabolous insects exhibit two rounds of neurogenesis, which provides new cells for remodeling of the metamorphic phenotype [13]. In addition, metamorphosis is a mosaic process [14], affecting every cell differently. For example, cells can either retain the functional role acquired during embryogenesis, or act as polymorphic cells and acquire new functional roles [15]. This is characterized in this paper using a two-fold conceptual approach. The first is by using a Galton board (more popularly called a Plinko board) to simulate the accretion of a phenotype from a generator along an anatomical axis. This is done to demonstrate the accretion dynamics first observed in [16]. Behavior of the generator used in this exhibition is determined by our three parameters that describe dynamical heterochrony. This provides insights into how the mathematical modeling of heterochronic change maps to the real world. The second conceptual approach involves using a radial differentiation tree to generate tissues of different shapes and sizes using the parameters of dynamical heterochrony. Taken together, these examples will demonstrate a mathematical representation of biological growth and form.

Biological relevance of Triangular State Machines

While the developmental phenotype can be characterized using a mathematical function, we must also represent a complex molecular state that underpins metamorphic change. We use a method called Triangular State Machines (TSMs) as a generative means to produce a phenotype. TSMs are embedded within a gene regulatory network (GRN) represented as a binary tree, and serve as a triangular motif incorporating a parent node, children nodes, and bidirectional connections between all three nodes. This representation enables the potential action of different genes in both -cis (acting within the reading frame, or in this case same level of binary GRN) and -trans (acting between loci, in this case across different levels of the binary GRN). As is generally the case for our GRN implementation, each node can be expressed at a rate between 0 and 1, which can be modified by activation in -cis and activation in -trans, and approximates a heterochronic function.

There are several governing rules for the operation of TSM structures. As triangular motifs, TSMs can be found anywhere in the structure of a binary GRN. However, only when TSMs exist in the lowest layer (tips of the tree) do they exhibit rules of decomposition and
proportion. The rule of proportion states that the parent node (A) divides its value between its children B and C. Yet while A = B + C, A does not always equal B. It is also notable that when TSMs exist in upper layers of the binary GRN tree, child nodes can inherit full values (1.0) from the parent node. Upper layers can also exhibit lateral connections between children nodes to form a partial TSM. Every TSM can act in both -cis and -trans by means of a bidirectional lateral connection between child nodes B and C. The value of this lateral connection is an ascribed value proportional to the lowest valued child node. Finally, children nodes B and C can emit a phenotypic state by exhibiting a combinatorial rule. A child node can either act in -trans to express its full value, or act in -cis to express a fraction of its value weighted by the lateral connection between B and C.

As part of a binary GRN, TSMs collectively represent a phenotypic module that can emit phenotypic states along an anatomical gradient. When a TSM is embedded in the overlap between two GRNs, the output resembles the boundary between two morphogen gradients [17]. This can be demonstrated by the formation of Moire patterns, which are occasionally found in the morphogenesis of multicellular biological systems [18,19]. The combination of conditional expression of TSMs and overlapping GRNs are an important source of gene-gene interactions, in addition to connecting spatial heterogeneity to temporal dynamics. TSMs also serve as enhancers for upstream genes and their expression. A demonstration of TSMs and how they are embedded in GRN topologies is shown in Supplemental Movie 1.

The dynamical view of heterochrony defines these phenomena in two ways: dynamical multiphasic heterochrony and compound heterochrony. While heterochrony can be understood using the distilled mathematical representation, a genomic representation that emits phenotypic elements can also be used to generate a wide range of heterochronic patterns and new phases. Directed genetic regulatory networks (GRNs) determine the expression of heterochrony, and are represented in the form of binary trees. These binary GRNs can exchange information laterally and in some cases overlap with other such trees. Aside from functioning as a network of expressed genes that exhibits epistasis (interactions between genes), lateral connections and overlapping gene expression patterns form functional motifs composed of triangular state machines (TSMs). Through the output of GRNs composed of TSMs, one or more developmental trajectories are produced. The mode and control of these systems can be characterized using a dynamical systems approach [4], and can explain complexity in the developmental process. These outputs will be mapped to toy models of the phenotype in which growth is characterized by changes in size and/or shape.

**Acquisition of Developmental Sequences**

One essential component of heterochrony is understanding the relationship between various developmental stages. According to Williamson [5], incongruous larval stages that resemble those of distantly-related taxa can be observed in several orders of marine invertebrate. From a sequence heterochrony point-of-view, the growth trajectory can be rearranged across phylogeny as developmental sequences are swapped and newly activated (Figure 1). This rearrangement of developmental sequences has consequences on the growth
trajectory, from nonlinearity to discontinuities [20]. While we can gain insight from the notion of sequence heterochrony, current theoretical models do not explain developmental incongruities. The theoretical perspective described in this paper provides a clearer basis for how these incongruities might arise and be expressed in the course of development.

**Figure 1.** Diagram demonstrating the rearrangement of developmental sequences and its relationship to dynamical developmental trajectories. TOP: at left, initial sequence of developmental stages and their initial length (uniform); at right, their expression as a trajectory over time. BOTTOM: at left, rearranged sequence of developmental stages and their initial length (uniform); at right, their expression as a trajectory over time. Besides rearrangement, developmental sequences can also be contracted or dilated over time (not shown).

This model of heterochrony indirectly addresses whether multiple developmental stages accumulate through singular events or as a series of serial acquisitions. In the case of hybrids, combinations of genetic material from two independent species occur either in convergence zones [21,22] or as multiple independent interbreeding events resulting in reticulate evolution [23,24]. Furthermore, hybridization events can lead to both large-scale genomic rearrangements and changes in gene expression [25,26]. While horizontal gene transfer provides a more explicit mechanism [27-29], specific instances are no easier to empirically identify. Therefore, we should utilize models of both a genomic representation and a more mathematically sophisticated representation of heterochrony to better characterize this opaque phenomenon.

**Expression of Developmental Sequences**

Heterochrony can be defined as changes in the rate of change in development for a specific trait, the resulting acceleration or deceleration being a result of tweaks made to the expression of genes in any given genetic regulatory network (GRN). In more complicated life-history trajectories such as metamorphosis, heterochrony does modify a linear sequence of events. Instead, heterochrony may tend to coordinate multiple developmental trajectories, such as the two types of overlapping body symmetry observed in the development of sea cucumbers.
This overlap seems to be due to heterochronic changes in the expression of each type of symmetry relative to their ancestral expression: radial symmetry is accelerated and expressed in late larvae, while the disappearance of bilateral symmetry is decelerated so that it persists throughout adulthood. When considered as a rearrangement of developmental order, these might be called "start again" developmental sequences [20]. Ultimately, the model presented here might be helpful in evaluating such observations.

Assumptions and Methods

One way to interpret the interactions of developmental sequences is by treating them as a dynamical system. Based on Drosophila embryogenesis, a number of studies [30-34] suggest that development can be characterized as a dynamical system rather than a series of discrete programs executed serially [4]. This view seems to conflict with conventional views of heterochrony, so a series of assumptions need to be made in order to bridge the gap between the language of heterochrony and developmental dynamics.

Heterochrony

This first new concept is to extend the theory of heterochrony, including defining a mathematical formalism for dynamical multiphasic heterochrony and in particular the compound case. As an extension of the mathematical model of heterochrony proposed in [1], dynamical multiphasic heterochrony explains distinct phases of phenotypic complexity across developmental time, as well as the transition from one phase to the other. Compound heterochrony relies on three parameters: $\alpha$, $\beta$, and $\tau$. Consistent with the formalism in [1], $\alpha$ and $\beta$ represent the initiation and termination of growth, respectively. The parameter $\tau$ is consistent with the notation of delay differential equations (DDEs), and represents the length of delay between two growth phases, each being a function defined by an $\alpha$, $\beta$ pair. The nature of these compound dynamics depends on the value $\tau$, operationalized as the length of time between $\beta_I$ and $\alpha_{I+1}$. When $\tau$ is positive, there are two distinct phases of growth in the organism. When $\tau$ is negative, the transition between phases is smoother. The specific trajectories of compound heterochrony also rely upon the parameter $k$, or the overall growth rate.

Dynamical Heterochrony Model. The growth law of [1] can be restated to represent differential growth over developmental time. Differential growth occurs under three conditions

\[
\begin{align*}
    &\text{for } 0, \ a < \alpha; \\
    &\text{for } k\gamma, \ a < \alpha < \beta; \\
    &\text{for } 0, \ a > \beta
\end{align*}
\]

[1]

where $a$ is one developmental window, and $y$ grows according to Eq. 2 between onset age $\alpha$ and offset age $\beta$. 
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\[ y(a) = y_0 e^{\beta a} \]  

To bring together the simple model of heterochrony with a compound model, we can use Delay Differential Equations (DDEs). DDEs are characterized by time-delay systems in [35]. In their general form, a time-delay system is

\[ \frac{d}{dt} x(t) = f \left( t, x(t), x(t-\tau) \right) \]  

where \( x_\tau = [x(\tau) : \tau \Delta \tau] \) represents the trajectory of a solution in the past. Reformulated as a delay differential equation (DDE) with a single delay, the equation can be structured as

\[ \frac{d}{dt} x(t) = f \left( x(t), x(t-\tau) \right) \]  

We can also characterize time delays more specifically with respect to heterochrony and developmental growth trajectories. In equation (1), \( \alpha \) and \( \beta \) both exhibit systematic time delays \( (\tau) : \alpha(\tau), \beta(\tau) \). Delay in the growth trajectory is characterized over the interval \( \alpha, \beta \), and is equivalent to \( \Delta k \). The total length of the delayed process is \( (\beta + \tau) - (\alpha + \tau) \). Using this formulation, the rate of a delay process is \( k_0 \), the delay rate is \( \frac{k_1}{k_0} \), and the length of a delay process is \( \beta_k - \alpha_k \). Additional mathematical and graphical details of these newly-identified forms of heterochrony are defined in Supplementary File 1, which provides details and mathematical formalisms, conceptual results, connections to the developmental constraints such as the critical period, and theoretical scenarios for nonlinear switches during developmental growth.

**Genetic Regulatory Network**

A variant of the Cayley tree model described by Artymov et al [36] is used to approximate a suitable GRN. Each GRN (a single binary tree) represents a combination distinct phenotypic modules and expression of heterochrony genes [37] that exist to control the timing of developmental processes. Each level of the tree allows us to transform a single parent node into two children. This can either be one gene affected by another, or a gene affected by a regulatory element. In following a path between the root node to a branch tip, we encounter genes that have a direct influence of other genes (no intermediate regulatory elements), and genes that are influenced by regulatory elements (promoters, enhancers). There are also lateral pathways where one the effects of one genetic pathway can influence the effect of another (epistasis).

**Binary GRN Model**. The binary GRN used here can be defined as a binary tree \( T \) rooted at node \( N_0 \) expressed at time \( t_0 \). This node can be defined as a master control gene, which turns on children nodes (genes) \( A \) and \( B \) at time \( t_1 \). Each of these children represent a gene under contingent upon the master gene. Subsequent layers of the tree represent genes that are
dependent upon child nodes A and B, and act as promoter or enhancer elements (depending on their depth in the tree) that contribute to the phenotype. Growth parameters $\alpha$, $\beta$, and $\tau$ can be used to control the timing of nodes (birth of children from the parent) and the execution of rules in the TSM. The degree of activity along all of these arcs must be pre-defined, while tips of the trees produce a continuous output that shape the level of growth at a particular point in time.

Generally, the master control motif exists at the top of the binary tree (at the root), promoters can exist in the intermediate layers (generally from $t_2$ to $t_{n-2}$), and enhancers exist among the bottom two layers of the tree (at the tips). In this non-overlapping example, one child node (A) is a gene of lesser effect, while the other child node (B) is a gene of greater effect. The expression of both genes are mediated by promoters. The gene of lesser effect ($g_0$) has two promoters $p_0$ and $p_{01}$, while the gene of greater effect ($g_1$) also has two promoters: $p_{10}$ and $p_{11}$. Each pair of promoters are expressed according to probabilities $p$ and $1-p$, respectively. The relative probability of switching is context-dependent. Enhancers, present at $t_j$ in this example or as the action of TSMs, mediate the expression of genes 0 and 1 as the children of a promoter node. In this example, each promoter would have two enhancer nodes, for a total of eight (8) enhancer nodes. Unlike promoters, enhancers act as analogue tuners, while each enhancer (child) produces a modified output of its parent (promoter).

To show how activation works and outputs are produced, a path can be traced through the tree from the root node to a specific branch tip. Paths between nodes have an activation value, which can either be in the form of binary switches (0 for off, 1 for on) or analogue dials with continuous values from 0 to 1 (for regulatory elements). An example of a switch is between a master control gene and one of its immediate children. When the value is 0, the effect of the master control gene is off for that regulatory relationship. These switches can also be used as a timing mechanism for the onset and offset of the growth function (e.g. $\alpha$ and $\beta$) [38].

Returning to the non-overlapping example, suppose the following: an open path between the master control gene and its children is 1.0, the path between that child and the promoter node is 0.3, and the path between the promoter and the enhancer node is 0.65. As a multiplicative process, this path produces an output of 0.195. The gene-gene pathway represents the co-activation of the two genes, while the regulatory elements allow for proportions of that co-activation to be expressed. The lateral connections allow for pathways to cross, combining inputs from lateral and horizontal pathways through multiplication. The branch tips of the tree can either be mapped to spatial locations in the phenotype at time $t$ or summed across all branch tips to reveal the proportion of full activation produced at time $t$.

**Results**

To further understand the dynamics of heterochronic processes, a distinction must be made between two alternate models for characterizing heterochrony in life-history: multiphasic and compound. Multiphasic heterochrony involves plastic responses to growth stimuli over
developmental time. In an indirect manner, the multiphasic case relies upon sequence heterochrony (see Figure 1). In a similar fashion, compound heterochrony involves multiple developmental trajectories expressed within the same organism. Both of these types can also be characterized using a dynamical formulation of previous descriptions of heterochrony.

**Figure 2.** A step-by-step description of multiphasic heterochrony, in which the larval form (caterpillar) dedifferentiates into an intermediate pupae. The developmental trajectories of two heterochronic regimes expressed as two distinct parts of life history. A) the caterpillar heterochronic trajectory governs early in life-history, B) an intermediate diapause stage occurs where growth stops and selected portions of the phenotype are obliterated, C) the butterfly heterochronic trajectory governs later stages of life history.
While metamorphosis is one example, another more common example are differential growth rates exhibited by different segments or modules of the same organism. This can be observed in taxonomic groups as diverse as arthropods [39] and humans [40]. The latter example is generally identified using allometric scaling relationships [41]. These types of heterochrony are demonstrated in Figures 2 and 3, respectively.

Figure 3. A step-by-step description of compound heterochrony, in which developmental trajectories from two different species overlap, resulting in a switch from one heterochronic regime to the other over the course of life history. A) the heterochronic trajectory from Species A is active early in life-history, B) a switch between heterochronic trajectories is activated, C) the heterochronic trajectory from species B is active later in life-history.
Figure 4 demonstrates a compound heterochronic process with a positive value for $\tau$. This example confirms that compound trajectories also rely on different values for $k$, in addition to the difference in individual $\alpha$ and $\beta$ points along each part of the greater developmental trajectory. In this case, $\Delta\beta$ is much greater than $\Delta\alpha$, which suggests exponential growth in the later phases of development. As an $\alpha,\beta$ pair represents a single binary representation of phenotypic modules and heterochrony genes, $\tau$ is also related to the degree of overlap in adjoining binary GRNs and thus the size of a TSM.

**Computational Regulatory Model**

Binary GRNs model the expression of phenotypic change by modeling the network of heterochrony genes that produce an output of controlled growth. Each node in the tree represents a gene or regulatory element, and the tree structure itself is structured according to their relative causal effect on each other. With the addition of TSMs, epistasis can also be represented by introducing lateral branches across nodes at the same level. Structurally, the binary GRN model demonstrates the contingent nature of single factors and their effect on the collective regulation of growth. Each tree structure represents a single set of heterochrony genes for a specific developmental pathway [38]. Therefore, tree structures can be overlapped to simulate cross-talk between different networks of heterochrony genes.

![Figure 4](image_url)

**Figure 4.** An example of a nonlinear switching event during developmental growth between two growth trajectories. Parameter $\alpha$ represents the start of the growth trajectory, and parameter $\beta$ represents the end of this growth process. In this example of compound heterochrony, two heterochronic regimes are separated by a dedifferentiation and decellularization process. Gray dashed line between $\beta_1$ and $\alpha_2$. 

Each node represents a hypothetical gene or regulatory element. Each level consists of a transformation that produces an output at the branch tips of the tree. As a result, children genes at a single level of the binary tree are considered to be a single functional unit (cis) of DNA. By contrast, when a gene at one level turns on or off a gene at the next level, it is said to act in trans. Lateral activation (within the same level of the tree) occurring between children pairs activate each other in cis. These overlapping structures, which result in a TSM, not only allow us to simulate switching behaviors, the aforementioned cross-talk, and nonlinear behaviors [42], but also result in emergent computational mechanisms.

**Table 1.** All pairwise ordinal paths (network arcs) in an order 3 binary tree. Ordinal path leads from source to destination.

| Source | Destination | State |
|--------|-------------|-------|
| N/A    | 0           | 1     |
| N/A    | 0           | 1     |
| 0      | 00          | 1     |
| 0      | 01          | 1     |
| 1      | 10          | 1     |
| 1      | 11          | 1     |
| 01     | 10          | 1     |
| 0      | 1           | 2     |
| 00     | 01          | 2     |
| 10     | 11          | 2     |

In an overlapping example, the GRN maps the three types of behavior embedded in network arcs to numeric states: a state of “0” equals “off”, a state of “1” equals “on in -trans”, and a state of “2” equals “on in -cis”. Table 1 shows all possible ordinal paths and their corresponding states for an order 3 binary tree. Tables 2 and 3 show activity in the same tree over 10 timepoints for -trans and -cis pathways, respectively. GRNs can also be organized to show reciprocal connections between nodes. In such cases, the rules of the original tree hold, with the only difference being a potential regulatory mechanism between the parent and children. Figures 5 and 6 demonstrate these relationships, with Figure 5 demonstrating a GRN with reciprocal connections and Figure 6 providing an example of a reciprocally-connected GRN with a TSM.
Each tree has an identity (0,1) that comes before the node identity (0,1). The leftmost node at order 3 in tree 0 is (000). An order 3 tree is classified as if it has four layers, but this order is discontinuous within a single tree depending on the amount of overlap between each tree. For an overlapping set of order 2 trees, nodes 00 and 01 belong to tree A and nodes 10 and 11 belong to tree B, but their order from left to right is 00, 10, 01, 11. This order is referred to as an overlapping order, and results in reversals, asymmetries, and spatially-restricted increases in complexity.

**Figure 5.** An order-3 GRN with nodes acting in both -cis and trans. INSET: an example of a TSM as network motif.

**Figure 6.** Two overlapping GRNs with overlapping nodes and ordered arcs forming a hierarchical compound model.
Complex Phenotypes and TSMs

Due to the connectivity patterns of individual TSMs, particularly among overlapping GRNs, we expect to see complex phenotypes arise from these interactions. One such phenotypic pattern we expect to see are interference patterns similar to interference (Moire) patterns. This interference mechanism might reveal itself in the form of overlapping coloration patterns along the body, or the juxtaposition of differing connectivity patterns in a nervous system. The $\tau$ parameter can also play a role in determining what these interference patterns look like, whether they look more like a overlapping sets of concentric circles (negative values for $\tau$) or the orderly meeting of two sets of lines at orthogonal orientations (e.g. a grid-like pattern, $\tau = 0$).

Table 2. Origination nodes (on ordered tree) and values over time for activity in trans. Values for the master control gene (root of tree) are always 1. Examples are pseudo-data.

| Nodes (ID) | Values over time       |
|-----------|------------------------|
| 0         | 0, 1, 1, 1, 0, 0, 0, 0, 0, 0 |
| 1         | 0, 0, 0, 0, 1, 1, 1, 0, 0 |
| 00        | 0.0, 0.0, 0.0, 0.2, 0.2, 0.3, 0.4, 0.6, 0.4 |
| 01        | 0.0, 0.1, 0.1, 0.3, 0.4, 0.4, 0.1, 0.0, 0.0 |
| 10        | 0.0, 0.1, 0.5, 0.4, 0.6, 0.1, 0.2, 0.0, 0.2 |
| 11        | 0.1, 0.0, 0.0, 0.1, 0.1, 0.1, 0.1, 0.0 |

Galton board model of axial differential growth

To understand the mechanism behind GRN emissions a bit more, we can turn to a toy model called the Galton board [43,44]. A Galton board passes objects through a triangular array of pins, with the object ultimately coming to rest in a bin at the bottom of the board. The bins are arrayed in such a way that an unbiased board results in objects obeying the central limit theorem (accumulating in bins towards the center, while tending to avoid the bins along the edges of the board).

Table 3. Origination nodes and values over time for activity in cis. Examples are pseudo-data.

| Nodes (ID) | Values over time       |
|-----------|------------------------|
| 0 <--> 1  | 0, 1, 1, 0, 0, 1, 0, 1, 0 |
| 00 <--> 01| 0.0, 0.0, 0.2, 0.3, 0.5, 0.7, 0.4, 0.2, 0.1, 0.0 |
| 10 <--> 11| 0.0, 0.0, 0.0, 0.0, 0.2, 0.2, 0.2, 0.2, 0.2, 0.0 |
The behaviors demonstrated on a Galton board can also be used to simulate the spatially differentiated outputs of a GRN (Figure 7). To do this, we will utilize a generic binary tree that allows for nodal activation to be developmentally contingent without the complexity of overlapping topologies or mode of action. When the nodes in this binary GRN are uniform, the central limit theorem is observed. As with the Galton board, the emissions (in this case, components of the phenotype) tend to accrete in a symmetric fashion. There is mass around the center of the anterior-posterior (A-P) axis, and relatively little phenotypic accretion at the ends of the axis. If we make the binary GRN heterogeneous in terms of its internal topology, the emissions will be asymmetrical. The emissions will not only be spread out across the A-P axis, but also exhibit a non-normal statistical distribution.

For the binary tree shown in Figure 7, each step in the accretion process follows a single path throughout the tree, and at the tips of the tree is emitted into a single bin in the series along the A-P axis. Outputs from the tree accumulate over time and result in a bimodal and asymmetric accretion distribution along the A-P phenotypic axis. Even though the topology is symmetrical, the nodes can be biased with a stochastic signal to result in various spatial patterns.

![Diagram of binary tree](image)

**Figure 7.** Binary GRN mapped to positions (bins) along the A-P axis. The Galton board is simulated by emitting a state from the root of the tree (top), which is activated or suppressed at each node and emitted at one of the tree’s terminal nodes (tips).
While the Galton board is always uniform with respect to time, differential behavior of the GRN can simulate the effects of temporal shifts in growth. Therefore, Figure 7 can also be understood in terms of parameters $\alpha$, $\beta$, $\tau$. Individual nodes can be turned on ($\alpha$) and off ($\beta$) differentially, which can favor some internal paths over others. The onset of activation ($\alpha$) can be delayed by $\tau$, while the completion of growth/onset of quiescence ($\beta$) can be delayed by $–\tau$. This leads to controlled differential accretion across the A-P axis.

**Mapping trees to radial differential growth**

Figure 8 shows how the developing phenotype is characterized in a 2-D circular space. A differentiation tree [45] is constructed by sorting each tissue at each level and the relative expansion and contraction of each tissue sphere. For a view of the animated process, see Supplemental Video 2. From the toy model demonstrated in this video, we can see a quantitative view of tissue differentiation. We can further understand our GRNs as something that produces a heterogeneous system where tissues are expressed in a time-dependent manner. While there are four parameters introduced in Supplemental Video 2 ($d$, $\theta$, $c$, $v^R$), we will pay attention only to $d$ in connecting this toy model to our mathematical formulation of heterochrony.

As with the Galton board example, we can map parameters $\alpha$, $\beta$, and $\tau$ onto the radial differentiation tree. Figure 8 shows that the internal nodes of the tree serve as centroids for individual tissues, represented by a variety of circular and ovoid shapes. The radius of each tissue is determined by the onset and completion of growth with the delay serving to attenuate the uniformity of height and width. The onset of growth from a branch node ($\alpha$) is always 0. The completion of growth ($\beta$) is some value $x$ where $x_{\text{max}}$ is the diameter of the embryo ($d$) divided by 2L (number of levels). Attenuations in shape are determined by the vertical and horizontal components of $\tau$: when $\tau_{\text{vert}}$ and $\tau_{\text{horz}}$ are both equal to 0, a circle results. When $\tau_{\text{vert}}$ is large and $\tau_{\text{horz}}$ is 0 (or vice versa), the more oblong a tissue becomes. From there, we can provide a fuller description of growth and form with respect to modes of GRN action ($\theta$, $c$) and size scale ($v^R$) of individual tissues as compared to the rest of the spherical tree.

**Discussion**

In this paper, an approach involving a dynamic view of heterochrony has been advanced and a mechanism for the genomic expression of dynamic growth has been proposed. In terms of heterochrony, the basic mathematical structure of heterochrony theory has been extended to include multiple phases of growth. The genomic expression models introduced here utilize a representation of genetic regulatory mechanisms, particularly the cross-talk between pathways and modules, to produce outputs resulting in a growth trend. There are also several themes revealed in this paper. The first is the role of delays and differential time in the expression of phenotypes. Changes in phase across the developmental process are hypothesized to be due to multiple growth processes (expressed in the genotype) and changes in the rate and linkage of these growth processes [1-3,5,20]. A representation of the genotype also reveals how these dynamics might be regulated. This representation focuses on both regulation and gene-gene
interactions [46] to produce a dynamical output. In cases where two binary GRNs overlap, it is suspected that TSMs provide a multitude of opportunities for local feedback. This may result in nonlinear outputs and other examples of complex regulation.

**Figure 8.** Expression tree with a hierarchical series of TSMs using a 2-D layered embryo. The tree extends radially from the center of the main sphere (embryo), and bifurcations in the tree result in a tissue. Layer colors, in order: gray (0), dark blue (1), light blue (2), yellow (3).

One overarching theme of this paper is that patterns of developmental growth and the progression of developmental dynamics are much more complex than assumed by contemporary theory. Using a combination of genotypic network representations and heterochronic scaling in the phenotype, we can begin to move towards viewing development as a highly complex and nonlinear process. Yet this approach also provides concrete mechanisms for guided generativity. In the case of *Drosophila* eye morphogenesis, switch-like behavior results from positive feedback between genes in the regulatory network [47]. Nonlinear positive feedback in the form of interacting positive feedback loops, sets the stage for dynamic bistability [48], or the conditions that enable switching mechanism responsible for both
multiphasic and compound heterochrony. Dynamic bistability can be demonstrated in small and complex GRNs alike [49,50]. More generally, epigenetic landscapes [51] can be used to demonstrate switching as a function of differentiation and historical contingency. Future work will involve mapping simulations of development derived from our approach to developmental structures such as lineage trees and epigenetic landscapes.
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