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Abstract. We study the dependence of the normalized moments of the net-proton multiplicity distributions on the definition of centrality in relativistic nuclear collisions at a beam energy of $\sqrt{s_{NN}} = 7.7$ GeV. Using the UrQMD model as event generator we find that the centrality definition has a large effect on the extracted cumulant ratios. Furthermore we find that the finite efficiency for the determination of the centrality introduces an additional systematic uncertainty. Finally, we quantitatively investigate the effects of event-pile up and other possible spurious effects which may change the measured proton number. We find that pile-up alone is not sufficient to describe the data and show that a random double counting of events, adding significantly to the measured proton number, affects mainly the higher order cumulants in most central collisions.
1. Introduction

The collision of heavy ions allows to explore the properties of the strong interaction, called Quantum Chromodynamics (QCD) in the laboratory. Especially the phase structure of QCD is still under intense investigation, both experimentally and theoretically. A particularly interesting feature of this phase structure is the possible existence of a first order phase transition which ends in a critical endpoint. Recently, a focus of different experimental programs was the measurement of the cumulants of net-proton number distributions, as they show significant deviations from the Poisson baseline, close to the phase transition [1, 2, 3, 4] and the critical endpoint [5, 6, 7].

In the last decade, tremendous progress has been made on the theoretical side by the calculation of (higher order) susceptibilities of baryon number, strangeness and other charges [8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18]. On the experimental side the measurements of these susceptibilities via event-by-event fluctuations has been pushed forward with experiments at RHIC [19, 20, 21, 22, 23] and at LHC [24, 25]. In fact, first measurements of 6th order and even 8th order cumulants or moments of the distributions have been presented recently or are currently under investigation [26, 27]. In spite of these progresses, a detailed understanding and interpretation of the measured moments is difficult due to a) uncertainties in the centrality determination which is crucial to avoid volume fluctuations, b) efficiency corrections, and c) transverse momentum ($p_T$) cuts that have to be extrapolated to low $p_T$ on an event-by-event basis. Such experimental uncertainties can be, in part, studied by the use of transport models as event generators [28]. The present paper elucidates some of the above mentioned effects and their influence on the moments of the net-proton distributions by using the UrQMD model [29, 30].

1.1. The UrQMD model

We will use the Ultra relativistic Quantum Molecular Dynamics (UrQMD) transport model, which is based on binary elastic and inelastic scattering of hadrons, including resonance excitations and decays as well as string dynamics and strangeness exchange reactions [29, 30, 31]. The model is based on a geometrical interpretation of scattering cross sections which are taken, when available, from experimental data [32] or model calculations, e.g. the additive quark model. In our investigations we use the UrQMD model in its cascade version, i.e. we do not include effects of long range potentials. Therefore, the model serves as a baseline event generator which includes only known vacuum physics. Since the cascade version of the model is not very computationally intensive we are able to accumulate sufficient statistics to study different ‘non-physical’ effects even on higher order cumulants of the net-proton number distributions.

2. Method

In the following we will present results of the sensitivities of cumulants of the multiplicity distribution of net-protons in high energy nuclear collisions on different ‘non-physical’ effects like centrality definition and acceptance and efficiency. The first four cumulants are defined as:

\[ C_1 = M = \langle N \rangle \]
\[ C_2 = \sigma^2 = \langle (\delta N)^2 \rangle \]
\[ C_3 = S\sigma^3 = \langle (\delta N)^3 \rangle \]
\[ C_4 = \kappa\sigma^4 = \langle (\delta N)^4 \rangle - 3 \langle (\delta N)^2 \rangle^2 \]

where $\delta N = N - \langle N \rangle$ with $N$ being the net-proton number in a given event and the brackets denoting an event average. Here $M$ is the Mean, $\sigma^2$ the variance, $S$ the Skewness and $\kappa$ the Kurtosis of the underlying multiplicity distribution.

Usually one takes the following appropriate ratios of these cumulants:

\[ C_2/C_1 = \sigma^2/M \]
\[ C_3/C_2 = S\sigma \]
\[ C_4/C_2 = \kappa\sigma^2 \]

For a Poisson distribution these ratios will always be equal to 1. These ratios also have the advantage that they cancel out the volume dependence of the cumulants, The dependence on fluctuations of the volume, however, is still present [33, 34].
If one wants to compare experimental results on the cumulants of a nuclear collision to results from a model calculation, one faces several problems. For example, there are several ways to define centrality in the data and/or in the model, either by the impact parameter \( b \), the number of participants \( N_{\text{part}} \), or number of charged particles \( N_{\text{charge}} \) in a given acceptance range. The impact parameter cannot be measured directly from experiment, and only average values of \( b \) can be inferred from comparisons with models. Thus, for an event-by-event comparison between data and model, the impact parameter \( b \) is not very useful. That leaves \( N_{\text{part}} \) and \( N_{\text{charge}} \) as possible estimators for the centrality of a collision. Depending on the experimental specifications, either quantity is taken as a proxy of the volume of the system in a given event. Calculating the cumulants for a specific value of \( N_{\text{part}} \) or \( N_{\text{charge}} \) is then believed to minimize the fluctuations of the volume which can have an influence on the extracted cumulant ratios. Here it is important to note that the concept of a volume is ill-defined in a rapidly expanding system of small size, as it is produced in nuclear collisions. At no time during the evolution will there be a significantly large part of the system which can be characterized as being in global equilibrium with a given temperature and chemical potential, freezing out instantly. As we will see later, the centrality selection by \( N_{\text{part}} \) and \( N_{\text{charge}} \) can only be a rough approximation of the effective volume of the system at particle freeze out.

To study the dependence of the net-proton number cumulants on the different centrality definitions we first have to specify these definitions. We will demonstrate the procedure for minimum bias \( \text{Au+Au} \) collisions at a beam energy of \( \sqrt{s_{\text{NN}}} = 7.7 \text{ GeV} \). We define the following quantities:

- \( N_{\text{charge}} \): The number of all charged particles with \( |\eta| \leq 1 \) and \( 0.15 < p_T < 2.0 \text{ GeV} \) minus the number of protons and anti-protons in this specific acceptance range.
- \( N_{\text{part}} \): 394 minus all spectator protons and neutrons defined by \( |\eta| > 1.5 \) and \( p_T < 0.3 \text{ GeV} \).
- \( N_{\text{part-projectile}} \): 197 minus all projectile spectator protons and neutrons defined by \( y > 1.5 \) and \( p_T < 0.3 \text{ GeV} \).

Note that in this study we define a spectator different from other transport model studies where a spectator is strictly a nucleon which has not undergone any scattering. In experiments such a definition is not measurable. Our definitions are therefore motivated by the experimental definition of a spectator. However, we have checked that indeed definition by number of scatterings and our rapidity and \( p_T \) cut give similar results for the number of spectators. For a total of 11 million minimum bias events the distributions for these quantities, calculated by UrQMD, is shown in figure 1. The three different methods expectedly give different distributions. While the participant distributions show a sharp cutoff at the maximum number of participants, the \( N_{\text{charge}} \) distribution shows a much smoother drop.

### 3. Results

First, we aim to understand the correlation between the number of charged particles produced in a single event and the number of participants in that same event. The distribution of the number of charged particles and number of total participants in an event is shown in figure 2. There is an apparent
correlation, however, the resulting distribution also shows a significant width in both \( N_{\text{charge}} \) and \( N_{\text{part}} \).

The correlation between the number of measured charged particles and participants can be quantified by the linear correlation coefficient \( \text{cor} \). It is defined as:

\[
\text{cor} = \frac{\sum_i (N_{\text{charge}}^i - \langle N_{\text{charge}} \rangle) (N_{\text{part}}^i - \langle N_{\text{part}} \rangle)}{\sigma_{\text{charge}} \sigma_{\text{part}}},
\]

where the sum always runs over all events in a given range of impact parameters \( b \), with \( \Delta b = 3 \) fm.

The resulting correlation coefficient is shown in figure 3. Both the correlation for \( N_{\text{part}} \) and \( N_{\text{part}} - \) projectile with \( N_{\text{charge}} \), shows a similar strength and centrality dependence. While very peripheral and very central events show the weakest correlation between number of participants and number of charged particles, the mid-central events show the strongest correlations. This is understandable as for peripheral collisions the number of participants only changes a little, and is limited to \( N_{\text{part}} > 1 \), while the number of charged particles varies more strongly. For the most central collisions the picture is reversed as the number of participants is limited and the number of charged particles fluctuates significantly.

In the following, we will show how the net-proton number cumulants extracted from the model simulations depend on the different definitions of centrality. For all following results we will use 11 million minimum bias events generated with the UrQMD transport model, used in cascade mode. Note that this amount of events is significantly larger than what is currently available for the STAR experiment, at the beam energy of \( \sqrt{s_{\text{NN}}} = 7.7 \) GeV.

We will also show results as function of centrality (in \%) which corresponds to the most central percentage of events (with a given centrality definition). For example, a centrality of 10\% would correspond to the 10\% of events with the largest number of \( N_{\text{charge}} \) (or \( N_{\text{part}} \)). As is done in experimental analyses, we will also show the resulting cumulant ratios averaged for centrality bins of 10\% width. That means that in principle there are 3 methods to average the extracted cumulants (or moments) over a given centrality bin:

I First calculate the cumulants \( C_n \) for a fixed \( N_{\text{part}} \) and then average the cumulants over all \( N_{\text{part}} \) in a given centrality bin. The ratios of cumulants are then taken as ratios of averages [10].

II Calculate the ratios of the cumulants for a given \( N_{\text{part}} \) and then average the ratios over the centrality bin.

III Calculate the variance, skewness, and kurtosis (\( \sigma, S \) and \( \kappa \)) for a given \( N_{\text{part}} \) and average them over a given centrality bin. Then take the appropriate average ratios [35] to obtain the cumulant ratios.

Note that only for a sufficiently smooth dependence of the cumulants on centrality, all three methods should give similar results, while strong variations or a steep increase will lead to varying results of the three methods.

The statistical errors in our simulations are estimated according to the delta-theorem [39]. For normally distributed variables the errors of the cumulant ratios then are:

\[
\text{error}(C_r/C_2) \propto \sigma^{-2}/\sqrt{n},
\]

Figure 4. [Color online] Variance, skewness and kurtosis of the net-proton number in different centrality bins calculated with the three different averaging methods described in the text. The grey band indicates the statistical error.
Figure 5. [Color online] Kurtosis ($C_4/C_2$) for 24 different sub samples (blue squares) of the overall distribution which has a mean kurtosis value given by the black line. The red area indicates the error of the mean, according to the delta-theorem. The blue area is the error of each sub sample according to the delta-theorem. The green area indicates the actual standard deviation of the blue squares with respect to the mean.

where \( n \) is the number of events and \( \sigma^2 = C_2 \) the variance of the observable.

The resulting cumulant ratios of the net-proton number distributions are shown in figure [2].

From our results we can say that (given sufficient statistics) all methods do agree well, except for the most peripheral bins. In these peripheral centrality bins the values of the cumulants appear to be changing rapidly with centrality and thus the average cumulant ratios depend on which method is used to calculate them. As a consequence we will apply method I for all the following studies.

Next, we want to find out whether the error estimates, using the delta theorem [3], are a good representation of the actual errors of the cumulants. To do so, we randomly subdivided our 0-5% total sample of 550000 events into 24 sets of sub-events. For each set of sub-events we then calculated the kurtosis of that sample, shown as blue squares in figure 5. These values are now randomly distributed around the mean value of these sub-event sets shown as the black solid line. Furthermore, we calculated the error of the mean and sub-sample according to the delta theorem (red and blue bands) as well as the standard deviation of the mean (green shaded area). We find that the errors of the sub-samples are slightly smaller than the standard deviation of the mean value which means that the error estimation by the delta theorem is a little bit too small for the sample we have considered. However, the deviation is only small and we can say that the delta theorem gives a good approximation of the statistical error.

3.1. Dependence on centrality definition

First, we want to quantify the effect that the definition of centrality has on the observed cumulant ratios. As we have discussed earlier, different experiments may use different observables to define centrality due to their varying acceptance and detector components. Figure 6 shows the scaled kurtosis of protons at mid-rapidity |\( y \)| < 0.5, as function of the centrality, using method I to average over a centrality bin, for collisions of Au nuclei at a center of mass energy of \( \sqrt{s_{NN}} = 7.7 \) GeV. Here we assume a limited acceptance in transverse momentum 0.4 < \( p_T \) < 0.8 GeV. The centrality is defined by three different methods explained in section 2. For now we assumed a perfect detection efficiency and acceptance for all particles used to determine the centrality. We observe an interesting dependence on the centrality definition. For the most central events, the value of the kurtosis does not depend on the choice of centrality selection, even though the different definitions are only weakly correlated, as shown in figure 3. This indicates that, even though the measures of centrality are weakly correlated, the effective volume is essentially fixed and `volume fluctuations’ do not contribute strongly to the observed cumulants. On the other hand, as we increase the centrality, the difference between the definitions become large. In particular the case where only the projectile participants are fixed shows a prominent increase of the cumulants for 40-60% most central collisions. This is understandable as the number of target participants is allowed to fluctuate, thus increasing the measured cumulants significantly. The smallest dependence of the cumulant ratios is observed when the number of charged particles is used for the centrality definition. This may be due to the fact that
the charged particles are also measured around mid-rapidity thus their multiplicity is stronger correlated with the mid-rapidity 'volume' and therefore with the number of protons at mid-rapidity.

3.2. Effects of acceptance

Next, we investigate the acceptance dependence of the net-proton number kurtosis for the same system as discussed above. This time however, we only use charged particles $N_{\text{charge}}$ for the centrality selection. Figure 7 shows the results for two different cuts in transverse momentum for the protons and anti-protons used to calculate the kurtosis. A significant effect is observed for the most central collisions, where the value of the kurtosis is significantly reduced for the larger $p_T$ acceptance. This can be understood as a result of the global conservation of baryons which will reduce the kurtosis. On the other hand, for mid-central collisions the scaled kurtosis is actually larger for the case of an increased acceptance which again indicates that so-called volume fluctuations dominate the extracted kurtosis and the effects of baryon conservation are not visible in the results.

3.3. Effects of efficiency

An important shortcoming of experimental measurements of particle number fluctuations is the fact that detectors will never perform a perfect measurement. That means that in a single event there is only a certain probability that a produced particle is actually registered by the detector. This probability is called efficiency (see [36] for the STAR efficiency). It is clear that if the efficient of a detector is less than 100% this will have an effect on all the measured particle number cumulants. While the correction for the first order cumulant, the mean particle number, can usually be done reasonably well, the corrections for higher order cumulants can become very complicated. Analytical formulas to correct the cumulants for a constant binomial efficiency have been derived in [37], but in the case of a momentum dependent efficiency, these corrections cannot be done by simple analytic formulas [38].

The imperfect efficiency of the detectors has two distinct consequences. One is the one discussed above where the protons used to calculate the proton number in a given event cannot be measured exactly and thus the net-proton number cumulants have to be corrected. The second effect is more indirect as also the particles used to determine the centrality of an event cannot be measured exactly, leading to a centrality
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**Figure 7.** [Color online] The net-proton kurtosis as function of centrality (defined by $N_{\text{charge}}$) for two different $p_T$ acceptance selections.
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**Figure 8.** [Color online] Assuming a 70% efficiency for charged particles we show the original $N_{\text{charge}}$ distribution of a measured fixed $N_{\text{charge}}$ bin.
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**Figure 9.** [Color online] Kurtosis of the net-proton number in two different $p_T$ acceptance bins (black squares and red circles). We compare results with full efficiency for $N_{\text{charge}}$ (open symbols) with results where we assume a 70% efficiency for $N_{\text{charge}}$ (full symbols).
determination efficiency. This effect is more indirect as it does not enter in the calculation of the cumulants but the determination of the centrality bin, thus it mixes events of different centrality and acts similar to volume fluctuations.

To demonstrate the effect of this centrality determination efficiency, we show in Fig. 8 the original distribution of the number of charged particles in all events that have been identified (after efficiency loss) to contain 220 charged particles. For simplicity we have assumed a binomial efficiency of 70% for charged particles, while in reality the efficiency may depend on momentum or event multiplicity, making the effect even more difficult to disentangle. But even for our simple binomial efficiency we see that the events which are identified as having $N_{\text{charge}} = 220$ actually originate from events with a very broad distribution of $N_{\text{charge}}$.

The effect of the additional 'fake' volume fluctuations on the net proton number kurtosis is shown in Fig. 9 for two different $p_T$ acceptance cuts. In general, the smaller efficiency leads to an increase of the kurtosis. This effect, however, is largest for intermediate centralities, as is always the case for volume fluctuations. The more central events are less affected probably due to the fact that now the most central events correspond to events with large efficiency as well as large particle number, thus decreasing the effect of the efficiency fluctuations. One should note that in our case the efficiency for detection of protons is still considered 100%. In our study we can only consider a scenario where the proton efficiency, in an event, is independent of the charged particle efficiency, thus there would be no correlation between events with a large number of charged particles and a good net-proton efficiency. However, it has to be considered that in a realistic detector setup the efficiency for detecting $N_{\text{charge}}$ and the protons can be correlated and thus very central events could correspond to events with larger proton efficiency which would have a significant impact on the measured cumulants.

Taking into account also an imperfect (constant) 75% binomial efficiency for protons, we show the results for the scaled variance, the skewness, and the kurtosis of the net-proton number in Fig. 10. Here we especially compare the 'true' cumulants (red circle symbols) with perfect proton efficiency but 70% efficiency for $N_{\text{charge}}$, and the 'uncorrected' cumulants where we assumed also the 75% binomial efficiency for protons. As expected, the efficiency 'uncorrected' cumulants are smaller than the 'true' ones, which is also observed for the experimental data. The decrease of the cumulants due to efficiency is, however, smallest for the most central events which is an opposite behavior to what is observed in the analysis of the STAR experiment where central events show the largest efficiency corrections.

### 3.4. Rapidity dependence

In the following, we will discuss the dependence of the cumulant ratios on the size of the rapidity acceptance $\Delta y$. In figure 11 we show the dependence of the kurtosis and skewness on the size of the rapidity window, $\Delta y$, in which the protons are measured. As one expects, for an increasing window the effects of
The last effect we will discuss is the so-called pile-up effect. Usually, pile-up refers to events which occur in such short succession that the detector is not able to identify them as two separate events but records them as a single event. The probability for such a pile-up event to occur is usually considered very small. However, it has been discussed in recent publications [40] that this effect may play a role in the measured cumulants. We can easily study the effect of pile-up in our model. To do so we randomly sort our events and, going through them in random order, assign a certain probability that two consecutive events will be merged to a single one. After that we will apply again the binomial efficiency for \( N_{\text{charge}} \) and calculate the cumulants as done above. The results for the kurtosis for a pile-up probability of 5% are shown in Fig. 12 for a single \( p_T \) bin. We observe no change of the kurtosis.

To investigate what kind of experimental artifacts would be required in order to explain the experimentally measured large kurtosis of the recent STAR results we allow for an additional, artificial increase of the proton number by randomly double counting events. The STAR [10] results show a strong increase of the kurtosis and a decrease of the skewness for most central collisions, if a larger acceptance in transverse momentum is taken into account.

The probability distribution for adding \( N \) protons in a central events is shown in figure 13.

One can see that the additional number of protons added in an event has to be on the order of 25, which is the mean of the surplus distribution.

The large effect for the central events can be understood as a result of the 'lifting' of the global conservation of the net-baryon number due to the artificial increase in proton number. Since now the most central events can be made up by two full events, the total baryon number is much less constrained which appears to be the main influence on the kurtosis of central events. However, such a large probability seems actually unreasonable only from pile-up events. It is important to note that while randomly adding additional protons does give the desired results, an increase in the kurtosis, it does not decrease the skewness which would be in contrast to the STAR data. On the other hand there may be different effects which act similarly as pile-up, e.g. interactions between the beam and gas, misidentifications and others. Such experimental effects would also effectively remove the constraints of baryon number conservations and drastically change the higher order cumulants.

4. Conclusion

We have explored different commonly used methods to define the centrality of the reaction. We found that the correlation between the \( N_{\text{charge}} \) estimation of the centrality and number of participant based estimators is by itself strongly centrality dependent and falls off to values around 0.5 for central and peripheral collisions. This indicates that the centrality determination method leads to a different mixing
of different (true) centrality classes based on the used centrality estimator, leading to a systematic deviation of the moments calculated using the different estimators. This result is understood as for both the most central and most peripheral collisions, either the number of participants or number of charged particles is constrained while the other quantity fluctuates randomly.

Next we have explored the effect of two different transverse momentum ranges for the proton acceptance, here we found that for the top centrality classes a sizable difference between the extracted moments for the two ranges emerges, due to the importance of conservation laws. This difference gets small towards more peripheral collisions, where volume fluctuations dominate, however imposes a systematic uncertainty of the order of 10-20%.

Then the effect of the detector efficiency on the centrality determination using charge particle was explored. Also here, we observed systematic uncertainties of the order of 10-20%, but also a stronger deviation in case of the larger $p_T$ acceptance window of up to 50%, again due to conservation laws. We showed that the effect of finite efficiency on the centrality selection appears smaller for the most central events. This is because by selecting events with large $N_{\text{charge}}$ one is biased towards events with a large (event-)efficiency in $N_{\text{charge}}$, thus decreasing the effect of additional volume fluctuations. The strong effect for the larger acceptance window is a result of the global baryon number conservation. For a larger acceptance the contribution from the global conservation of the baryon charge becomes dominant, at least for the most central bins, and decreases the measured cumulants significantly.

The effect of conservation remains dominant even if a realistic (binomial) efficiency was taken into account. Our results therefore are in contrast to STAR data which show no effect of the global conservation laws on the measured proton number cumulants. In the current study we could not investigate a scenario where the efficiency for measuring $N_{\text{charge}}$ is correlated with the efficiency for measuring the number of protons in a given event. Such a correlation, possibly existent in experiment, would increase the extracted cumulants.

Finally we explored the effect of pile-up events. Here we observed that even a large pile-up probability will not result in a considerable modification of the measured cumulants. Only when we artificially double count events with a large proton number, i.e. we add by hand a large number of protons in a few events, the fourth order cumulant is significantly increased.

In conclusion, we have addressed various sources of uncertainty for the estimation of higher moments (and their ratios) of conserved charge fluctuations. We found that the currently employed methods to obtain these moments from experimental data may still suffer systematic uncertainties on the order of 20%. In stark contrast to the STAR experiment, we always observe a very strong effect of global baryon number conservation for the most central events.
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