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OPTIMAL BOUNDARY REGULARITY FOR FAST DIFFUSION EQUATIONS IN BOUNDED DOMAINS

BY TIANLING JIN and JINGANG XIONG

Abstract. We prove optimal boundary regularity for bounded positive weak solutions of fast diffusion equations in smooth bounded domains. This solves a problem raised by Berryman and Holland in 1980 for these equations in the subcritical and critical regimes. Our proof of the a priori estimates uses a geometric type structure of the fast diffusion equations, where an important ingredient is an evolution equation for a curvature-like quantity.

1. Introduction. Let $\Omega$ be a smooth bounded domain in $\mathbb{R}^n$ with $n \geq 1$. We consider the fast diffusion equation

\begin{equation}
\partial_t u^p - \Delta u = 0 \quad \text{in } \Omega \times (0, \infty)
\end{equation}

with the Dirichlet condition

\begin{equation}
u = 0 \quad \text{on } \partial \Omega \times (0, \infty)
\end{equation}

in the range of subcritical and critical Sobolev exponents, i.e., $1 < p < \infty$ if $n = 1, 2$ and $1 < p \leq \frac{n+2}{n-2}$ if $n \geq 3$. The fast diffusion equations arise in the modeling of gas-kinetics, plasmas, thin liquid film dynamics driven by Van der Waals forces and etc. In particular, the case $p = 2$ corresponds to the scaling predicted for Okuda-Dawson diffusion; see Okuda-Dawson [44] and Drake-Greenwood-Navratil-Post [28]. The critical case $p = \frac{n+2}{n-2}$ in dimension $n \geq 3$ describes the evolution of a conformal metric by the Yamabe flow.

It is well known that the solutions of (1) will be extinct in finite time, which can date back to the work of Sabinina [48, 49]. We denote $T^*$ as the extinction time. In the classical paper [3], Berryman-Holland established the asymptotic behavior of solutions to (1) near the extinction time $T^*$ in the $H^1_0(\Omega)$ space, assuming that $\partial_t u, \nabla u, \nabla \partial_t u, \nabla^2 u \in C((0, T^*))$. However, this a priori smoothness condition was left as an assumption, and was listed as the first unsolved problem in their paper.

The theory of weak solutions of (1) has been studied extensively; see Bénilan-Crandall [2], Brezis-Friedman [8], Herrero-Pierre [34], Pierre [46],
Dahlberg-Kenig [17], Chasseigne-Váquez [14, 13] and see also the monographs of Daskalopoulos-Kenig [20] and Vázquez [54, 55]. In this paper, we say that \( u \) is a weak solution of (1) and (2) if \( u \in L^2_{\text{loc}}([0, \infty); H^1_0(\Omega)) \), \( u \geq 0 \), \( u^p \in C([0, \infty); L^1(\Omega)) \), and satisfies

\[
\int_{\Omega \times (0, \infty)} (u^p \partial_t \varphi - \nabla u \cdot \nabla \varphi) \, dx \, dt = 0 \quad \forall \varphi \in C^1_c(\Omega \times (0, \infty)).
\]

As for the regularity of nonnegative (nontrivial) weak solutions to (1) and (2), the following results were proved:

- If \( u(\cdot, 0) \in L^q(\Omega) \), with \( q \geq p \) when \( p \in (1, \frac{n}{n-2}) \), and \( q > \frac{n(p-1)}{2} \) when \( p > \frac{n}{n-2} \), then the so-called smoothing effect holds true

\[
0 \leq u(\cdot, t) \leq c \frac{\|u(\cdot, 0)\|_{L^q(\Omega)}^{2q
u}}{t^{n\nu}} \quad \text{for all } t > 0,
\]

where \( \nu = \frac{1}{2q-n(p-1)} \). The above estimates can be found in [5, 6, 20, 23, 26, 25, 54] for instance.

- Moreover, there exists the so-called finite extinction time, i.e., a time \( T^* \) such that \( u(\cdot, t) \equiv 0 \) for all \( t > T^* \), and \( u(\cdot, t) > 0 \) for \( t < T^* \). For more precise local lower bounds and Harnack inequalities we refer to DiBenedetto-Gianazza-Vespri [23, 24] and Bonforte-Vázquez [6].

- Bounded solutions are Hölder continuous up to the \( \partial \Omega \times (0, T^*) \) and smooth in the interior; see Chen-DiBenedetto [16]. Continuity of bounded solutions were proved earlier by, e.g., DiBenedetto [22], Sacks [50] and Kwong [39].

- Suppose that \( 1 < p < \frac{n+2}{n-2} \) if \( n \geq 3 \), and \( 1 < p < \infty \) if \( n = 1, 2 \). Then it has been proved in DiBenedetto-Kwong-Vespri [25] that for \( 0 < \delta \leq t \leq T^* \), there hold

\[
\frac{1}{c_0} d(x)(T^* - t)^{\frac{1}{p-1}} \leq u(x, t) \leq c_0 d(x)(T^* - t)^{\frac{1}{p-1}},
\]

\[
|D_x^k u(x, t)| \leq C_1 d(x)^{1-k}(T^* - t)^{\frac{k}{p-1}}, \quad k = 1, 2, \ldots,
\]

and

\[
|\partial_t^k u(x, t)| \leq C_1 d(x)^{1-k(p+1)}(T^* - t)^{\frac{k}{p-1}},
\]

where \( d(x) = \text{dist}(x, \partial \Omega) \), \( c_0 \geq 1 \) depends only on \( \|u(\cdot, 0)\|_{H^1_0(\Omega)}, \|u(\cdot, 0)\|_{L^{p+1}(\Omega)}, n, \Omega, \delta \) and \( p \); and the constant \( C_1 > 0 \) depends only on \( \|u(\cdot, 0)\|_{H^1_0(\Omega)}, \|u(\cdot, 0)\|_{L^{p+1}(\Omega)}, n, \Omega, \delta, p \) and also \( k \). The formula (3) is called global Harnack principle in [25] and the subsequent literature. Furthermore, the estimate (3) has been improved in Bonforte-Grillo-Vázquez [5], where the estimate (10) in the below is proved.

If \( p = \frac{n+2}{n-2} \), then the proof in [25] also implies that for \( (x, t) \in \Omega \times (\delta, T^* - \delta) \),

\[
\frac{1}{\tilde{c}_0} d(x) \leq u(x, t) \leq \tilde{c}_0 d(x),
\]

where \( \tilde{c}_0 \geq 1 \) depends only on \( n, \Omega, \|u\|_{L^\infty(\Omega \times (0, T^* - \delta))}, \delta \) and \( p \).
From the above result of [25], we have $|\partial_t u(x,t)| \leq Cd(x)^{-p} \notin L^1(\Omega)$ for any fixed $0 < t < T^*$, due to $p > 1$. And the derivation in Berryman-Holland [3] of the monotonicity of the Dirichlet integral for bounded weak solutions

$$\frac{d}{dt} \int_{\Omega} |\nabla u(\cdot,t)|^2 = -2 \int_{\Omega} \nabla u \nabla \partial_t u = -2p \int_{\Omega} u^{p-1} |\partial_t u|^2$$

is in question. In fact, only the energy inequality

$$\int_{\Omega} |\nabla u(\cdot,t_1)|^2 - \int_{\Omega} |\nabla u(\cdot,t_2)|^2 + 2p \int_{t_2}^{t_1} \int_{\Omega} u^{p-1} |\partial_t u|^2 \, dx \, dt \leq 0,$$

$$\forall 0 < t_2 < t_1 < T^*$$

was verified without regularity assumptions; see Feireisl-Simondon [30].

In this paper, we prove the a priori smoothness hypothesis in Berryman-Holland [3].

**Theorem 1.1.** Suppose $1 < p < \infty$ if $n = 1$ or 2, and $1 < p \leq \frac{n+2}{n-2}$ if $n \geq 3$. Let $u$ be a bounded nonnegative weak solution of (1) and (2), and $T^* > 0$ be its extinction time. If $p$ is an integer, then $u \in C^\infty(\overline{\Omega} \times (0,T^*))$. If $p$ is not an integer, then $u(x, \cdot) \in C^\infty(0,T^*)$ for every $x \in \overline{\Omega}$, and $\partial_l u(\cdot,t) \in C^{2+p}(\overline{\Omega})$ for all $l \geq 0$ and all $t \in (0,T^*)$.

The sharpness of the regularity of the solutions in the $x$ variable when $p$ is not an integer can be seen from the exact solution $u(x,t) = [(p-1)(1-t)/p]^\frac{1}{p-1} S(x)$, where $S$ is a positive solution of (9). If $p$ is not an integer, then $S$ is precisely of $C^{2+p}(\overline{\Omega})$.

Now we can justify (5) for weak solutions, and thus, (6) becomes an identity.

The structure of our proof of this regularity is a combination of a priori estimates and a short time existence theorem. The difficulties and our ideas of each of these two parts are explained in order as follows:

(i) First, we note that neither the Hölder regularity of the solution of (1), nor the estimate (3) (or (4)), is sufficient to bootstrap its regularity. Possible bootstrap should require that $u(x,t)/d(x)$ is in some, say, Hölder spaces, which will require some global Hölder estimates for $\nabla u$. Secondly, we want to derive a priori estimates by differentiating the equation. For the equation (1), differentiating it in the time variable is more natural, because this will keep the structure of the equation as well as the zero boundary condition. If we let $v = \partial_t u$, then

$$pu^{p-1} \partial_t v + p(p-1)u^{p-2}v^2 = \Delta v.$$

With the help of the nonnegative term $p(p-1)u^{p-2}v^2$, using the De Giorgi-Nash-Moser iteration we can show that $\partial_t u = v \leq C$. The difficulty is to show the lower
bound of \( \partial_t u \). Here, we overcome this difficulty by proving arbitrarily high integrability of \( \partial_t u/u \), which is our main contribution in this part. To do this, we construct a curvature-like quantity, and derive its evolution equation. This evolution equation extends the scalar curvature evolution equation along the Yamabe flow or the scalar curvature flow; see Schwetlick-Struwe [52], Brendle [7] and Chen-Xu [15]. Then we prove the arbitrarily high integrability estimates by an ODE argument. These a priori estimates depend only on the constant \( c_0 \) in (3) or \( \tilde{c}_0 \) in (4), and also the \( H^1_0 \) norm of the initial data. In this step, our proof requires the exponent \( p \) to be subcritical or critical.

(ii) For the short time existence of regular (up to the boundary \( \partial \Omega \)) solutions to (1), we need to construct a suitable set of initial data, which are dense in \( H^1_0 \), and establish a Schauder theory for a class of singular parabolic equations, so that the linearized operator for (1) will be invertible in these spaces and we can apply the implicit function theorem. The Schauder theory is proved in a well-designed Campanato space. When applying the implicit function theorem, we need a second order approximating solution. The reason is that the equation after differentiating (1) in \( t \) is still nonlinear (semi-linear) and singular, and we would not be able to bootstrap the regularity if the approximation is of first order. We need the regularity of the solutions in short time to be high enough to carry out our proof of a priori estimates. The short time existence theorem holds for all \( p \in (1, \infty) \). A Schauder theory for a class of degenerate parabolic equations and short time existence of smooth solutions of porous medium equations \((0 < p < 1)\) with compact support smooth initial data were established by Daskalopoulos-Hamilton [18]. Since our equations are singular parabolic, our proofs are different from theirs.

The equation (1) with \( p \in (1, \infty) \) has infinite speed of propagation. That is, if \( u(\cdot, 0) \not\equiv 0 \) is nonnegative and compactly supported in \( \Omega \), then the solution \( u(\cdot, t) \) will immediately become positive everywhere in \( \Omega \). However, if \( p \in (0, 1) \), for which the equation (1) becomes the so-called porous medium equation, the solution \( u(\cdot, t) \) with such initial data will still be compactly supported in \( \Omega \) at least for a short time, and thus, \( \partial \{ u > 0 \} \) is a free boundary. Hölder continuity of the solutions to porous medium equations and their free boundaries were proved by Caffarelli-Friedman [10]. Their higher regularities were obtained under extra assumptions, such as a non-degeneracy condition of the initial data by Caffarelli-Vázquez-Wolanski [11], Caffarelli-Wolanski [12], Koch [37], Daskalopoulos-Hamilton-Lee [19], or a flatness assumption of the solution by Kienzler-Koch-Vázquez [36].

The solution in Theorem 1.1 also satisfies the following quantitative estimates. When \( p \) is a subcritical Sobolev exponent, we have the local boundedness estimate of the solution, and can use the explicit bound (3) to obtain the estimate up to the extinction time.

**Theorem 1.2 (Subcritical case).** Let \( 1 < p < \infty \) for \( n = 1, 2, \) or \( 1 < p < \frac{n+2}{n-2} \) for \( n \geq 3 \). Let \( u \) be a bounded nonnegative weak solution of (1) and (2), and \( T^* > 0 \) be its extinction time.
If \( p \) is an integer, then we have, for \( (x,t) \in \overline{\Omega} \times (\delta,T^*) \) with \( 0 < \delta < T^*/4 \) that
\[
d(x)^{-1} |\partial_t^l u(x,t)| + \|D_x^k \partial_t^l u(\cdot,t)\|_{L^\infty(\Omega)} \leq C(T^* - t)^{\frac{1}{p-1} - l},
\]
where \( C \) depends only on \( n, \Omega, l, p, \delta, k, \|u(\cdot,0)\|_{H^k(\Omega)} \) and \( \|u(\cdot,0)\|_{L^{p+1}(\Omega)} \).

If \( p \) is not an integer, then we have, for \( (x,t) \in \overline{\Omega} \times (\delta,T^*) \) with \( 0 < \delta < T^*/4 \) that
\[
d(x)^{-1} |\partial_t^l u(x,t)| + \|\partial_t^l u(\cdot,t)\|_{C^{2+p}(\Omega)} \leq \tilde{C}(T^* - t)^{\frac{1}{p-1} - l},
\]
where \( \tilde{C} \) depends only on \( n, \Omega, l, p, \delta, \|u(\cdot,0)\|_{H^1(\Omega)} \) and \( \|u(\cdot,0)\|_{L^{p+1}(\Omega)} \).

When \( p \) is the critical Sobolev exponent, the rescaled solution in the time variable (that is, the \( v \) in the equation (7) in the below) may blow up as the time approaches to infinity (see, e.g., Galaktionov-King [31] and Sire-Wei-Zheng [53]), and therefore, we will not have the same uniform estimate of \( u \) up to the extinction time as that for the subcritical Sobolev case.

**Theorem 1.3 (Critical case).** Let \( n \geq 3, p = \frac{n+2}{n-2} \), \( u \) be a bounded nonnegative weak solution of (1) and (2), and \( T^* > 0 \) be its extinction time.

If \( p \) is an integer, then we have, for \( (x,t) \in \overline{\Omega} \times (\delta,T^* - \delta) \) with \( 0 < \delta < T^*/4 \) that
\[
d(x)^{-1} |\partial_t^l u(x,t)| + \|D_x^k \partial_t^l u(\cdot,t)\|_{L^\infty(\Omega)} \leq C,
\]
where \( C > 0 \) depends only on \( n, \Omega,l,p,\delta,k, \|u(\cdot,0)\|_{H^k(\Omega)}, \|u\|_{L^\infty(\Omega \times (0,T^* - \delta))} \) and \( \|u(\cdot,0)\|_{L^{p+1}(\Omega)} \).

If \( p \) is not an integer, then we have, for \( (x,t) \in \overline{\Omega} \times (\delta,T^* - \delta) \) with \( 0 < \delta < T^*/4 \) that
\[
d(x)^{-1} |\partial_t^l u(x,t)| + \|\partial_t^l u(\cdot,t)\|_{C^{2+p}(\Omega)} \leq \tilde{C}
\]
where \( \tilde{C} > 0 \) depends only on \( n, \Omega,l,p,\delta, \|u(\cdot,0)\|_{H^1(\Omega)}, \|u\|_{L^\infty(\Omega \times (0,T^* - \delta))} \) and \( \|u(\cdot,0)\|_{L^{p+1}(\Omega)} \).

In the end, we give an application of Theorems 1.1 and 1.2. Let
\[
v(x,t) = \left( \frac{p}{(p-1)(T^* - \tau)} \right)^{\frac{1}{p-1}} u(x,\tau), \quad t = \frac{(p-1)}{p} \ln \left( \frac{T^*}{T^* - \tau} \right).
\]

Then
\[
\partial_t v^p = \Delta v + v^p \quad \text{in} \ \Omega \times (0,\infty).
\]

If \( p \) is a subcritical exponent, then
\[
\frac{1}{c_0} d(x) \leq v(x,t) \leq c_0 d(x) \quad \text{in} \ \Omega \times (1,\infty),
\]
where \( c_0 > 1 \) is independent of \( t \). Assuming that \( \partial_t u, \nabla u, \nabla \partial_t u, \nabla^2 u \in C(\overline{\Omega} \times (0, T^*)) \), Berryman-Holland [3] proved that \( v(\cdot, t) \to S \) in \( H_0^1(\Omega) \) along a subsequence, where \( S \) is a positive solution of

\[
-\Delta S = S^p \text{ in } \Omega \quad \text{and} \quad S = 0 \text{ on } \partial \Omega.
\]

Feiireisl-Simondon [30] removed the regularity assumption and proved that \( v(\cdot, t) \to S \) in \( C^0(\overline{\Omega}) \) as \( t \to \infty \). Bonforte-Grillo-Vázquez [5] proved that

\[
\lim_{t \to \infty} \left\| \frac{v(\cdot, t)}{S} - 1 \right\|_{L^\infty(\Omega)} = 0.
\]

Recently, Bonforte-Figalli [4] proved that for generic bounded domains \( \Omega \) there exists \( \gamma_p > 0, C > 0 \) such that

\[
\int_{\Omega} \left| \frac{v(x, t)}{S(x)} - 1 \right|^2 S^{p+1}(x) \, dx \leq Ce^{-2\gamma_p t},
\]

and the decay rate \( \gamma_p > 0 \) is sharp. They also prove that

\[
\left\| \frac{v(\cdot, t)}{S} - 1 \right\|_{L^\infty(\Omega)} \leq Ce^{-\frac{\gamma_p}{2n}t}.
\]

See [4] for the meaning of generic domains. As mentioned in [4], examples of such domains includes balls and most \( C^{2,\alpha} \) perturbations of annuli, but do not include certain annuli themselves. Combing with our main theorem, we can show the sharp exponential convergence rate in regular norms.

**Corollary 1.4.** Suppose \( 1 < p < \infty \) if \( n = 1 \) or 2, and \( 1 < p < \frac{n+2}{n-2} \) if \( n \geq 3 \). Suppose \( v \) is a solution of (7) satisfying (8) and (10). We have that if \( p \) is an integer, then

\[
\lim_{t \to \infty} \left\| \frac{v(\cdot, t)}{S} - 1 \right\|_{C^k(\overline{\Omega})} = 0
\]

for any positive integer \( k \); and if \( p \) is not an integer, then

\[
\lim_{t \to \infty} \left\| \frac{v(\cdot, t)}{S} - 1 \right\|_{C^{1+p}(\overline{\Omega})} = 0.
\]

And, for generic smooth domains \( \Omega \), if \( p \) is an integer, then for any positive integer \( k \), there exists \( C(k) > 0 \) such that

\[
\left\| \frac{v(\cdot, t)}{S} - 1 \right\|_{C^k(\overline{\Omega})} \leq C(k)e^{-\gamma_p t} \quad \text{for all large } t,
\]

\[
\lim_{t \to \infty} \left\| \frac{v(\cdot, t)}{S} - 1 \right\|_{C^k(\overline{\Omega})} = 0.
\]
where $\gamma_p > 0$ is the one in (11). If $p$ is not an integer, then

$$\left\| \frac{v(\cdot,t)}{S} - 1 \right\|_{C^{t+p}([0,\infty])} \leq Ce^{-\gamma_p t} \quad \text{for all large } t.$$  

The Sobolev critical case $p = \frac{n+2}{n-2}$ when $n \geq 3$ is very intriguing. Pohozaev [47] proved the non-existence of positive solutions of (9) if $p \geq \frac{n+2}{n-2}$ and $\Omega$ is star-shaped. On the other hand, if the topology of $\Omega$ is nontrivial, the existence of positive solutions of (9) was obtained by Bahri-Coron [1]. Regardless the topology of $\Omega$, Brezis-Nirenberg [9] proved the existence of solutions to

$$-\Delta S - bS = S^{\frac{n+2}{n-2}} \text{ in } \Omega \quad \text{and } \quad S = 0 \text{ on } \partial \Omega$$

in dimension $n \geq 4$, where $0 < b < \lambda_1$ and $\lambda_1$ is the first Dirichlet eigenvalue of $-\Delta$ in $\Omega$. Druet [29] proved the existence of solution in dimension 3, under a positive mass type assumption on the Green function of the operator $-\Delta - b$. In our preprint [35], we studied the extinction behavior of positive solutions of the fast diffusion equation $\partial_t u^{\frac{n+2}{n-2}} = \Delta u + bu$ with the Dirichlet condition (2), where the curvature-like quantity we defined is crucial in carrying out the concentration compactness.

The paper is organized as follows. In Section 2, we will establish regularity results for a class of singular parabolic equations, which fit for the linearized equations of the fast diffusion equations. There is no restriction on $p$ for all dimensions. To prove a Schauder type estimates, we introduce a Campanato space matching the scaling of the singular parabolic equation. In Section 3, we construct local in time smooth solutions of the fast diffusion equation for some initial data, the set of which is dense in $H^1_0(\Omega)$. In Section 4, we establish the crucial a priori estimates for the time derivatives, where we use a curvature-like evolution equation. In Section 5, we prove our main theorems and Corollary 1.4.
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2. Linear singular parabolic equations. This section is devoted to the well-posedness of the linearized equation of (1). Let $\omega$ be a smooth function in $\overline{\Omega}$ comparable to the distance function $d(x)$, that is, $0 < \inf_{\Omega} \frac{\omega}{d} \leq \sup_{\Omega} \frac{\omega}{d} < \infty$. For example, $w$ can be taken as the normalized first eigenfunction of $-\Delta$ in $\Omega$ with Dirichlet zero boundary condition. Because of (3) and (4), the linearized equation
of (1) will be of the form:

$$a(x,t)\omega(x)^{p-1}\partial_t u - \text{div}(A(x,t)\nabla u) + b_1(x,t)u + b_2(x,t)\omega(x)^{p-1}u$$

$$= \omega(x)^{p-1}f \quad \text{in } \Omega \times (-1,0],$$

(15)

where $A(x,t) = (a_{ij}(x,t))_{n \times n}$ is a symmetric matrix. We suppose that $p > 1$ and

$$\lambda \leq a(x,t) \leq \Lambda, \quad \lambda|\xi|^2 \leq \sum_{i,j=1}^{n} a_{ij}(x,t)\xi_i\xi_j \leq \Lambda|\xi|^2 \quad \forall \xi \in \mathbb{R}^n,$$

(16)

where $0 < \lambda \leq \Lambda < \infty$. We also assume that there exists a constant $\bar{\lambda} > 0$ such that

$$\int_{\Omega} [(A\nabla \phi) \cdot \nabla \phi + b_1\phi^2] dx \geq \bar{\lambda} \int_{\Omega} \phi^2 \quad \forall \phi \in H^1_0(\Omega), \forall t \in (-1,0),$$

(17)

and

$$b_2 \geq \lambda \quad \text{in } \Omega \times (-1,0].$$

(18)

Under the above conditions, the equation (15) is uniformly parabolic when $x$ stays away from the boundary $\partial \Omega$. Therefore, to obtain global estimates for (15), we only need to establish estimates near $\partial \Omega$, that is in $(B_r(x_0) \cap \Omega) \times (-1,0]$, where $x_0 \in \partial \Omega$, $r > 0$ and $B_r(x_0)$ is the open ball in $\mathbb{R}^n$ centered at $x_0$ with radius $r$. By the standard flattening the boundary techniques for studying boundary estimates, we only need to consider the equation in the half ball case. We can choose $r$ small enough to ensure that the coercivity (17) (possibly with $\bar{\lambda}/2$ instead of $\bar{\lambda}$) still holds after flattening the boundary.

Now we would like to consider the half ball case, i.e., $\Omega$ is a half ball. For $\bar{x} = (\bar{x}', 0)$, denote $B^+_R(\bar{x}) = B_R(\bar{x}) \cap \{(x', x_n) : x_n > 0\}$,

$$Q^+_R(\bar{x}, \bar{t}) = B^+_R(\bar{x}) \times [\bar{t} - R^2, \bar{t}], \quad Q^+_R(\bar{x}, \bar{t}) = B^+_R(\bar{x}) \times [\bar{t} - R^{p+1}, \bar{t}].$$

For brevity, we drop $(\bar{x})$ and $(\bar{x}, \bar{t})$ in the above notations if $\bar{x} = 0$ or $(\bar{x}, \bar{t}) = (0,0)$.

Consider the equation

$$ax_n^{p-1}\partial_n u - \text{div}(A\nabla u) + b_1 u + b_2 x_n^{p-1}u = x_n^{p-1}f \quad \text{in } Q^+_1$$

(19)

with partial Dirichlet condition

$$u = 0 \quad \text{on } \partial' B^+_1 \times [-1,0],$$

(20)

where $\partial' B^+_R = B_R \cap \{x_n = 0\}$. The equation (19) is uniformly parabolic away from $\{x_n = 0\}$, where classical estimates would apply directly. Here, we would like to establish regularity estimates for solutions of (19) and (20) up to the boundary $\{x_n = 0\}$, that is, in $B^{1/2}_1 \times [-1,0]$. 


We also denote $\partial'' B_R^+ = \partial B_R^+ \setminus \partial' B_R^+$, and $\partial_{pa} Q_R^+$ as the standard parabolic boundary of $Q_R^+$.

2.1. Local boundedness. We need some Sobolev type inequalities first.

**Lemma 2.1.** Let $s \in (0, 2)$ and $R \geq 1$. Then

\[
\left( \int_{B_R^+} \frac{|u(x)|^{2(n-s)}}{x_n^s} \right)^\frac{n-2}{n-s} \leq C(n) \frac{n-2}{n-s} \int_{B_R^+} |\nabla u|^2 \quad \forall u \in H^1_0(B_R^+),
\]

when $n \geq 3$, and for $s \leq r < \infty$,

\[
\left( \int_{B_R^+} \frac{|u(x)|^r}{x_n^s} \right)^\frac{2-r}{r-s} \leq C(R, r, s) \int_{B_R^+} |\nabla u|^2 \quad \forall u \in H^1_0(B_R^+),
\]

when $n = 1, 2$.

**Proof.** If $n \geq 3$, using the Hölder inequality, Hardy inequality and Sobolev inequality, we have

\[
\int_{B_R^+} \frac{|u(x)|^{2(n-s)}}{x_n^s} = \int_{B_R^+} \frac{|u(x)|^s}{x_n^s} |u(x)|^{2(n-s)/n-2} \\
\leq \left( \int_{B_R^+} \frac{|u(x)|^2}{x_n^s} \right)^\frac{s}{2} \left( \int_{B_R^+} |u|^{2(n-s)/n-2} \right)^\frac{2-s}{2} \\
\leq C(n) \left( \int_{B_R^+} |\nabla u|^2 \right)^\frac{s}{2} \left( \int_{B_R^+} |\nabla u|^2 \right)^\frac{n-2-s}{2} \\
= C(n) \left( \int_{B_R^+} |\nabla u|^2 \right)^\frac{2-s}{n-2-s}.
\]

If $n = 1, 2$, we have

\[
\int_{B_R^+} \frac{|u(x)|^r}{x_n^s} = \int_{B_R^+} \frac{|u(x)|^s}{x_n^s} |u|^{r-s} \\
\leq \left( \int_{B_R^+} \frac{|u(x)|^2}{x_n^s} \right)^\frac{s}{2} \left( \int_{B_R^+} |u|^{2(r-s)/s-2} \right)^\frac{2-s}{2} \\
\leq C(R, r, s) \left( \int_{B_R^+} |\nabla u|^2 \right)^\frac{s}{r-s}.
\]

Therefore, we complete the proof. □
Let

\[ V_0^1(B_R^+ \times (-T, 0]) = L^\infty((-T, 0]; L^2(B_R^+, x_n^{p-1} \, dx)) \cap L^2((-T, 0]; H_0^1(B_R^+)) \]

and

\[ \|u\|^2_{V_0^1(B_R^+ \times (-T, 0])} = \sup_{-T < t < 0} \int_{B_R^+} u^2 x_n^{p-1} \, dx + \|\nabla u\|^2_{L^2(B_R^+ \times (-T, 0])} \]

for \( u \in V_0^1(B_R^+ \times (-T, 0]) \).

**Lemma 2.2.** Let \( R \geq 1 \) and \( T > 0 \). For every \( u \in V_0^1(B_R^+ \times (-T, 0]) \), we have

\[ \left( \int_{B_R^+ \times (-T, 0]} |u|^2 \, dx \, dt \right)^{\frac{1}{\chi}} \leq C \|u\|^2_{V_0^1(B_R^+ \times (-T, 0])}, \]

where \( \chi = \frac{(n+2-2s)}{n-3} > 1 \) with \( s = \frac{2(p-1)}{n+p-3} \) and \( C \) depends only on \( n \) and \( p \) if \( n \geq 3 \); while \( \chi = \frac{p+1}{p} \) and \( C \) depends only on \( R \) and \( p \) if \( n = 1, 2 \).

**Proof.** We prove the case \( n \geq 3 \) first. Note that \( \frac{s(n-2)}{2-s} = p - 1 \). By (21) and the Hölder inequality, we have

\[ \int_{B_R^+} |u|^{\frac{2(n+2-2s)}{n-3}} \, dx = \int_{B_R^+} |u|^{\frac{2}{n-3}} x_n^{\frac{s(n-2)}{n-3}} \, dx \]

\[ \leq \left( \int_{B_R^+} \left| u \right|^{\frac{2(n-s)}{n-2}} x_n^{\frac{n-2}{n-3}} \, dx \right)^{\frac{n-2}{n-s}} \left( \int_{B_R^+} u^2 x_n^{\frac{s-2}{n-3}} \, dx \right)^{\frac{n-s}{n-2}} \]

\[ \leq C \left( \int_{B_R^+} |\nabla u|^2 \, dx \right)^{\frac{n-s}{n-2}} \left( \int_{B_R^+} u^2 x_n^{p-1} \, dx \right)^{\frac{n-s}{n-2}}. \]

Integrating the above inequality in \( t \), we have

\[ \left( \int_{-T}^{0} \int_{B_R^+} |u(x, t)|^{\frac{2(n+2-2s)}{n-3}} \, dx \, dt \right)^{\frac{n-2}{n-s}} \]

\[ \leq C \sup_{-T < t < 0} \left( \int_{B_R^+} u^2 x_n^{p-1} \, dx \right)^{\frac{2-s}{n-2}} \left( \int_{B_R^+ \times [-T, 0]} |\nabla u|^2 \, dx \, dt \right)^{\frac{n-s}{n-2}} \]

\[ \leq C \left( \|\nabla u\|^2_{L^2(B_R^+ \times (-T, 0])} + \sup_{-T < t < 0} \int_{B_R^+} u^2 x_n^{p-1} \, dx \right), \]

where we have used the Young inequality in the last inequality.
If \( n = 1, 2 \), using (22) and the Hölder inequality, we have
\[
\int_{B_R^+} |u|^{\frac{2(p+1)}{p}} \, dx = \int_{B_R^+} |u|^2 x_n^{\frac{p-1}{p}} |u|^{\frac{p-1}{p}} \, dx \\
\leq \left( \int_{B_R^+} |u|^{\frac{2p}{p+1}} x_n \, dx \right)^{\frac{p-1}{p}} \left( \int_{B_R^+} u^2 x_n^{p-1} \, dx \right)^{\frac{1}{p}} \\
\leq \left( \int_{B_R^+} |\nabla u|^2 \, dx \right) \left( \int_{B_R^+} u^2 x_n^{p-1} \, dx \right)^{\frac{1}{p}}.
\]

Integrating the above inequality in \( t \) and using the Young inequality, we then complete the proof. \( \Box \)

To accommodate the partial boundary condition (20), we define the following space:
\[
H_{0,L}^1(B_R^+) = \{ u \in H^1(B_R^+) : u \equiv 0 \text{ on } \partial B_R^+ \}.
\]
By the Poincaré inequality, \( \| \nabla w\|_{L^2(B_R^+)} \) is a norm for \( w \in H_{0,L}^1(B_R^+) \). Now we can prove local boundedness of weak solutions to
\[
a(x,t)x_n^{p-1} \partial_t u - \text{div}(A(x,t) \nabla u) + b(x,t) u = f(x,t) \quad \text{in } Q_1^+ \tag{24}
\]
with the partial boundary condition (20), where the weak solutions are defined in a standard distribution sense in Definition A.1.

**Proposition 2.3.** Suppose that \( a \) and \( A \) satisfy (16), and \( \partial_t a, b, f \in L^q(Q_1^+) \) for some \( q > \max\{ \frac{\chi}{2}, \frac{n+p+1}{2} \} \), where \( \chi > 1 \) is the constant in Lemma 2.2. Let \( u \in C((-1,0]; L^2(B_R^+, x_n^{p-1} \, dx)) \cap L^2((-1,0]; H_{0,L}^1(B_1^+)) \) be a weak solution of (24). Then we have, for any \( \gamma > 0 \),
\[
\| u \|_{L^\gamma(Q_{1/2}^+)} \leq C(\| u \|_{L^\gamma(Q_1^+)} + \| f \|_{L^q(Q_1^+)})
\]
where \( C > 0 \) depends only on \( n, \lambda, \Lambda, \gamma, p, \| \partial_t a \|_{L^q(Q_1^+)} \) and \( \| b \|_{L^q(Q_1^+)} \).

**Proof.** We provide a proof using the De Giorgi iteration with the help of the Sobolev inequality in Lemma 2.2.

For \( \theta \in (0, 1) \), we first show that
\[
\| u \|_{L^\gamma(Q_\delta^+)} \leq C\left( \frac{1}{(1-\theta)^\frac{\gamma}{p}} \| u \|_{L^\gamma(Q_1^+)} + \| f \|_{L^q(Q_1^+)} \right),
\]
where \( \delta = 1 - \frac{\theta}{q} - \frac{1}{\chi} \), and \( C > 0 \) depends only on \( n, \lambda, \Lambda, \gamma, p, \| \partial_t a \|_{L^q(Q_1^+)} \) and \( \| b \|_{L^q(Q_1^+)} \). Clearly, we only need to consider \( \theta \geq 1/2 \).

Let \( -1 < t_1 < t_2 \leq -\frac{1}{2} \), and \( 0 \leq \eta_1(t) \leq 1 \) be a smooth function in \( \mathbb{R} \) satisfying that \( \eta_1(t) = 0 \) for \( t \leq t_1 \), \( \eta_1(t) = 1 \) for \( t \geq t_2 \) and \( |\eta'_1(t)| \leq \frac{C}{t_2-t_1} \), where \( C > 0 \) is
independent of $t_1$ and $t_2$. Let $\frac{1}{q} \leq r_2 \leq r_1 < 1$, and $0 \leq \eta_2(x) \leq 1$ be a smooth function satisfying that $\eta_2(x) = 1$ if $|x| \leq r_2$, $\eta_2(x) = 0$ for $|x| \geq r_1$ and $|\nabla \eta| \leq \frac{C}{r_1 - r_2}$, where $C > 0$ is independent of $r_1$ and $r_2$. Let $\eta(x, t) = \eta_1(t)\eta_2(x)$.

For $k \geq 0$, let $v = (u - k)^+$. Multiplying $v\eta^2$ to the equation and integrating by parts (in this step, we may assume that $\eta^2 v \in V_0^{1,1}(Q_1^+)$ (defined in (90)), since otherwise we can replace $u$ by its Steklov average, and take a limit in the end), we have

$$
\sup_{-1 < t < 0} \int_{B_1^+} (v\eta)^2 x_n^{-1} \, dx + \int_{Q_1^+} |\nabla (v\eta)|^2 \, dx \, dt
\leq C \int_{Q_1^+} \left\{ v^2 (|b| + |\partial_t a|)\eta^2 + |\partial_t \eta|\eta + |\nabla \eta|^2 \right\} + C k^2 \int_{\{v\eta \neq 0\}} |b|\eta^2.
$$

By the H"older inequality and Lemma 2.2, we have

$$
\int_{Q_1^+} f^+ v\eta^2 \leq \left( \int_{Q_1^+} (f^+)^\frac{q}{q-1} \right) \left( \int_{Q_1^+} (v\eta)^2x \right)^{\frac{1}{q-1}} |\{v\eta \neq 0\}|^{1-\frac{1}{q} - \frac{1}{x}}
\leq C(n, p) \left( \int_{Q_1^+} (f^+)^\frac{q}{q-1} \right) \|v\eta\|_{V_0^1(Q_1^+)} |\{v\eta \neq 0\}|^{1-\frac{1}{q} - \frac{1}{x}}
\leq \varepsilon \|v\eta\|_{V_0^1(Q_1^+)}^2 + C \|f^+\|_{L^q(Q_1^+)}^2 \|v\eta\|_{V_0^1(Q_1^+)} |\{v\eta \neq 0\}|^{1-\frac{1}{q} - \frac{1}{x}}
$$

and

$$
\int_{\{v\eta \neq 0\}} |b|\eta^2 \leq \left( \int_{\{v\eta \neq 0\}} |b|^q \right) \left( \int_{Q_1^+} (v\eta)^2x \right)^{\frac{1}{q-1}} |\{v\eta \neq 0\}|^{1-\frac{1}{q} - \frac{1}{x}}.
$$

It follows that

$$
\|v\eta\|_{V_0^1(Q_1^+)}^2 \leq C \left( \int_{Q_1^+} v^2 (\eta|\partial_t \eta| + |\nabla \eta|^2) \, dx \, dt + (k^2 + F^2) |\{v\eta \neq 0\}|^{1-\frac{1}{q}} \right)
$$

provided that $|\{v\eta \neq 0\}|$ is small, where $F^2 = \|f^+\|_{L^q(Q_1^+)}^2$. By the H"older inequality and Lemma 2.2, we have

$$
\int_{Q_1^+} (v\eta)^2 \leq \left( \int_{Q_1^+} (v\eta)^2x \right)^{\frac{1}{q}} |\{v\eta \neq 0\}|^{1-\frac{1}{q}}
$$
\[
\begin{align*}
&\leq C \left( \int_{Q^+_1} v^2 (\eta |\partial_t \eta| + |\nabla \eta|^2) \, dx \, dt |\{ \eta \neq 0 \}|^{1-\frac{1}{q}} + (k^2 + F^2) |\{ \eta \neq 0 \}|^{2-\frac{1}{q}} \right). \\
\end{align*}
\]

Let \( A(k, R) = \{(x, t) \in Q^+_R : u \geq k \} \). Then

\[
(26) \quad \int_{A(k, r_2)} (u - k)^2 \\
\leq \frac{C}{(r_1 - r_2)^2} |A(k, r_1)|^\delta \int_{A(k, r_1)} (u - k)^2 + C(k^2 + F^2)|A(k, r_1)|^{1+\delta}
\]

if \(|A(k, r_1)|\) is small, where \( \delta = 1 - \frac{1}{q} - \frac{1}{\chi} \). Note that

\[
|A(k, R)| \leq \frac{1}{k} \int_{A(k, R)} u^+ \, dx \leq \frac{1}{k} \|u\|_{L^2(Q^+_1)} |A(k, R)|^{1/2}.
\]

Hence, \(|A(k, R)| \leq \frac{1}{k^2} \|u\|_{L^2(Q^+_1)}^2 \). Hence, (26) holds when \( k^2 \geq k_0^2 = C \|u\|_{L^2}^2 \) for some constant \( C \) depending only on \( n, \lambda, \|\partial_t a\|_{L^q(Q_1)} \) and \( \|b\|_{L^q(Q_1)} \).

For any \( m > k \geq k_0 \) and \( 0 < r < 1 \), we have

\[
\int_{A(m, r)} (u - m)^2 \leq \int_{A(k, r)} (u - k)^2
\]

and

\[
|A(m, r)| = |Q^+_r \cap \{ u - k > m - k \}| \leq \frac{1}{(m - k)^2} \int_{A(k, r)} (u - k)^2.
\]

By (26), we have

\[
\int_{A(m, r_2)} (u - m)^2 \\
\leq C \left( \frac{1}{(r_1 - r_2)^2} + \frac{m^2 + F^2}{(m - k)^2} \right) \frac{1}{(m - k)^{2\delta}} \left( \int_{A(k, r_1)} (u - k)^2 \right)^{1+\delta}
\]

or

\[
(27) \quad \|(u - m)^+\|_{L^2(Q^+_2)} \leq C \left( \frac{1}{r_1 - r_2} + \frac{m + F}{m - k} \right) \frac{1}{(m - k)^\delta} \|(u - k)^+\|_{L^2(Q^+_1)}^{1+\delta}.
\]

Set \( \phi(k, r) = \|(u - k)^+\|_{L^2(Q^+_r)} \). Let \( k > 0 \) to be fixed,

\[
k_\ell = k_0 + k (1 - 2^{-\ell}) \quad \text{and} \quad r_\ell = \theta + 2^{-\ell} (1 - \theta) \quad \text{for} \, \ell = 0, 1, \ldots.
\]
By (27), we have
\[
\phi(k_\ell, r_\ell) \leq C \left( \frac{2^\ell}{1 - \theta} + \frac{2^\ell (k_0 + F + k)}{k} \right) \frac{2^{\delta \ell}}{k^\delta} \phi(k_{\ell - 1}, r_{\ell - 1})^{1 + \delta}
\]
\[
\leq \frac{C}{1 - \theta} \cdot \frac{(k_0 + F + k)}{k} \frac{2^{(1 + \delta) \ell}}{k^\delta} \phi(k_{\ell - 1}, r_{\ell - 1})^{1 + \delta}.
\]
By induction, one can show that
\[
\phi(k_\ell, r_\ell) \leq \frac{\phi(k_0, r_0)}{2^{\ell \frac{1 + \delta}{\delta}}}
\]
provided that
\[
C 2^{\left( \frac{1 + \delta)^2}{\delta} \right)} \frac{(k_0 + F + k)}{k} \left( \frac{\phi(k_0, r_0)}{k} \right)^\delta \leq 1.
\]
Indeed, given (29), for \(\ell = 1\), we have
\[
\phi(k_1, r_1) \leq \frac{C}{1 - \theta} \cdot \frac{(k_0 + F + k)}{k} 2^{1 + \delta} \frac{\phi(k_0, r_0)}{k} \leq \frac{\phi(k_0, r_0)}{2^{\frac{1 + \delta}{\delta}}}. \]
Now, suppose that (28) holds for \(\ell\). Then for \(\ell + 1\), we have
\[
\phi(k_{\ell + 1}, r_{\ell + 1}) \leq \frac{C}{1 - \theta} \frac{(k_0 + F + k)}{k} 2^{(1 + \delta)(\ell + 1)} \frac{\phi(k_{\ell}, r_{\ell})}{k^\delta} \leq \frac{C}{1 - \theta} \frac{(k_0 + F + k)}{k} 2^{(1 + \delta)(\ell + 1)} \left[ \frac{\phi(k_0, r_0)}{2^{\frac{1 + \delta}{\delta}}} \right]^{1 + \delta}
\]
\[
\leq \frac{C 2^{\left( \frac{1 + \delta)^2}{\delta} \right)}(k_0 + F + k) \phi(k_0, r_0) \delta \frac{\phi(k_0, r_0)}{k} 2^{(\ell + 1) \frac{1 + \delta}{\delta}}
\]
\[
\leq \frac{\phi(k_0, r_0)}{2^{(\ell + 1) \frac{1 + \delta}{\delta}}}. \]
This proves (28) assuming (29). By choosing
\[
k = C \sqrt[\frac{1}{\delta}] 2^{\frac{1}{\delta} + \frac{(1 + \delta)^2}{\delta^2}} \left( k_0 + F + (1 - \theta)^{-\frac{1}{\delta}} \phi(k_0, r_0) \right),
\]
we have \(\frac{(k_0 + F + k)}{k} \leq 2\) and \(\frac{C 2^{\left( \frac{1 + \delta)^2}{\delta} \right)}(\frac{\phi(k_0, r_0)}{k})^\delta \leq \frac{1}{2}\), so that (29) holds.
Sending \(\ell \to \infty\), we conclude that
\[
\phi(k_0 + k, \theta) = 0.
\]
It yields (25), since \(k_0 = C \|u^+\|_{L^2(Q^\dagger)}\) and \(\phi(k_0, r_0) \leq \|u^+\|_{L^2(Q^\dagger)}\).
For any $R \leq 1$, define
\[
\tilde{u}(x,t) = u(Rx, R^{p+1}t), \quad \tilde{a}(x,t) = a(Rx, R^{p+1}t), \quad \tilde{A}(x,t) = A(Rx, R^{p+1}t),
\]
\[
\tilde{b}(x,t) = b(Rx, R^{p+1}t), \quad \text{and} \quad \tilde{f}(x,t) = f(Rx, R^{p+1}t).
\]
Then
\[
\tilde{a} x_n^{-2} \partial_t \tilde{u} - \div (\tilde{A} \nabla \tilde{u}) + R^2 \tilde{b} \partial_n \tilde{u} = R^2 \tilde{f} \quad \text{in } Q^+_1
\]
and $\tilde{u} = 0$ on $\partial' B_1 \times (-1,0]$. Moreover, $\tilde{a}$ and $\tilde{A}$ also satisfy (16), and
\[
\| R^2 \tilde{b} \|_{L^q(Q^+_1)} = R^{2 - \frac{n+p+1}{q}} \| b \|_{L^q(Q^+_R)} \leq \| b \|_{L^q(Q^+_1)} \quad \text{(since } q > \frac{n+p+1}{2}\text{)}.
\]
and
\[
\| \partial_t \tilde{a} \|_{L^q(Q^+_1)} = R^{p+1 - \frac{n+p+1}{q}} \| \partial_t a \|_{L^q(Q^+_R)} \leq \| \partial_t a \|_{L^q(Q^+_1)}.
\]
By the estimates (25), we have
\[
\| \tilde{u} \|_{L^\infty(Q^+_R \cap B_{1/2}^+)} \leq C \left( \frac{1}{(1 - \theta)^\frac{1}{2}} \| \tilde{u} \|_{L^2(Q^+_1)} + R^2 \| \tilde{f} \|_{L^q(Q^+_1)} \right).
\]
Scaling back to $u$, we obtain
\[
\| u \|_{L^\infty(Q^+_R \cap B_{1/2}^+)} \leq C \left( \frac{1}{(1 - \theta)^\frac{1}{2}} \| u \|_{L^2(Q^+_R)} + R^2 - \frac{n+p+1}{q} \| f \|_{L^q(Q^+_R)} \right)
\]
\[
\leq C \left( \frac{1}{(1 - \theta)^\frac{1}{2}} R^{n+p+1} \| u \|_{L^2(Q^+_R)} \| u \|_{L^2(Q^+_R)} + \| f \|_{L^q(Q^+_R)} \right)
\]
\[
\leq \frac{1}{2} \| u \|_{L^\infty(Q^+_R)} + \frac{C}{(1 - \theta)^\frac{1}{2}} R^{n+p+1} \| u \|_{L^\infty(Q^+_R)} + C \| f \|_{L^q(Q^+_R)},
\]
where we have used $\theta^2 R^{p+1} \geq (\theta R)^{p+1}$ in the first inequality, and Hölder’s inequality in the last inequality. By the De Giorgi iteration lemma, that is Lemma B.1, the proposition follows immediately. \hfill \Box

If we assume in addition that $u(\cdot, -1) \equiv 0$, then one can obtain the boundedness in $B_{1/2}^+ \times [-1,0]$, i.e., up to the initial time. The definition of such weak solutions with initial condition is given in Definition A.2.

**Proposition 2.4.** Assume the assumptions in Proposition 2.3. Let $u \in C([-1,0]; L^2(B_{1/2}^+), x_n^{p-1} dx) \cap L^2((-1,0]; H_{0,L}^1(B_{1/2}^+))$ be a weak solution of (24) with the partial boundary condition (20) and also the initial condition $u(\cdot, -1) \equiv 0$. Then we have, for any $\gamma > 0$,
\[
\| u \|_{L^\infty(B_{1/2}^+ \times [-1,0])} \leq C \left( \| u \|_{L^\infty(Q^+_1)} + \| f \|_{L^q(Q^+_1)} \right),
\]
where $C > 0$ depends only on $n$, $\lambda, \Lambda, \gamma, p, \| \partial_t a \|_{L^q(Q^+_1)}$ and $\| b \|_{L^q(Q^+_1)}$. 
The proof of Proposition 2.4 is almost identical to that of Proposition 2.3. Actually, it will be slightly easier since one does not need the cut-off in \( t \). We omit the details.

**Remark 2.5.** Proposition 2.3 and Proposition 2.4 still hold if one replaces the weight \( x_n^{p-1} \) by \( (x_n + \varepsilon)^{p-1} \) in the equation (24) for all \( \varepsilon \in [0, 1) \), with the constant \( C \) in the estimates independent of \( \varepsilon \). Indeed, the only change in the proof is using the scaling

\[
\tilde{u}(x, t) = u(Rx, R^2(R \vee \varepsilon)^{p-1}t)
\]

with adapted mollifications of the cylinders, where \( R \vee \varepsilon = \max(R, \varepsilon) \).

### 2.2. Smooth coefficients.

Next, we would like to study the regularity for weak solutions of (19) when its coefficients are regular. We suppose that

\[
-\text{div}(A \nabla \phi) + b_1 \phi \geq \lambda \int_{B_1^+} A \nabla \phi \nabla \phi + b_1 \phi^2 \quad \forall \phi \in H_0^1(B_1^+), \text{ a.e. } t \in [-1, 1].
\]

We use the notation that

\[
\|u\|_{L^2(Q_1^{1/2}), x_n^{p-1}} = \left( \int_{Q_1^{1/2}} u(x, t)^2 x_n^{p-1} \, dx \, dt \right)^{\frac{1}{2}}.
\]

Let \( W_2^{1,1}(Q_1^+) = \{ g \in L^2(Q_1^+) : \partial_t g \in L^2(Q_1^+), D_x g \in L^2(Q_1^+) \} \) be the standard Sobolev space.

**Proposition 2.6.** Suppose \( a, A, b_1, b_2, f \in C^3(\overline{Q_1^+}) \), \( a \) and \( A \) satisfy (16). Suppose also that \( A \) and \( b_1 \) are independent of \( t \) and satisfy (30). Let \( g \in W_2^{1,1}(Q_1^+) \) satisfying \( g \equiv 0 \) on \( \partial' B_1 \times [-1, 0] \). Then there exists a unique weak solution of (19) with the boundary condition \( u = g \) on \( \partial_{pa}Q_1^+ \). Moreover, \( u \in C^2(Q_1^{1/2}) \), all the second order derivatives of \( u \) are Lipschitz continuous in \( Q_1^{1/2} \), and there holds

\[
\sum_{i+j \leq 3, i \geq 0, j \geq 0} \|D^j_x \partial_t^i u\|_{L^\infty(Q_1^{1/2})} \leq C(\|u\|_{L^2(Q_1^{1/2}), x_n^{p-1}} + \|f\|_{C^3(Q_1^+)})
\]

where \( C > 0 \) depends only on \( n, p, \lambda, \Lambda, \) and the \( C^3(\overline{Q_1^+}) \) norms of \( a, A, b_1 \) and \( b_2 \).

The definition of weak solution \( u \) to (19) with the boundary condition \( u = g \) on \( \partial_{pa}Q_1^+ \) is given in Definition A.4.

**Proof.** The existence and uniqueness of the desired weak solution follow from Theorem A.6. In the below, we shall prove the regularity.
Let \( u_\varepsilon \in C([0, 1]; L^2(B_1^+)) \) be the unique weak solution of
\[
a \cdot (x_n + \varepsilon)^{p-1} \partial_t u_\varepsilon - \text{div}(A \nabla u_\varepsilon) + b_1 u_\varepsilon + b_2 \cdot (x_n + \varepsilon)^{p-1} u_\varepsilon = (x_n + \varepsilon)^{p-1} f \quad \text{in } Q_1^+.
\]
\[(31)\]
satisfying \( u_\varepsilon = g \) on \( \partial_{\nu} Q_1^+ \). Since (31) is uniformly parabolic, it follows from classical regularity theory for uniformly parabolic equations that \( u_\varepsilon \in C^4(Q_1^+) \) for all \( \delta > 0 \). We will derive some uniform estimates of \( u_\varepsilon \) independent of \( \varepsilon \).

Applying Proposition 2.3 and Remark 2.5 with a small \( \gamma \), and using the Hölder inequality, we obtain
\[
\| u_\varepsilon \|_{L^\infty(Q_{15/16}^+)} \leq C\left( \| u_\varepsilon \|_{L^2(Q_{15/16}^+)} + \| f \|_{L^\infty(Q_1^+)} \right).
\]
\[(32)\]
Using \( u_\varepsilon \eta^2 \) as a test function with \( \eta \in C^2(Q_{15/16}^+) \) being some cutoff function such that \( \eta \equiv 1 \) in \( Q_{14/16} \), the standard energy estimates argument with the estimate (32) yields
\[
\| u_\varepsilon \|_{H^1_0(Q_{14/16}^+)} \leq C\left( \| u_\varepsilon \|_{L^2(Q_{15/16}^+)} + \| f \|_{L^\infty(Q_1^+)} \right)
\]
\[
\leq C\left( \| u_\varepsilon \|_{L^2(Q_{14/16}^+)} + \| f \|_{L^\infty(Q_1^+)} \right).
\]
\[(33)\]
Using \( \tilde{\eta}^2 (x_n + \varepsilon)^p \partial_t u_\varepsilon \) as a test function with \( \tilde{\eta} \in C^2(Q_{14/16}^+) \) being a cutoff function such that \( \tilde{\eta} \equiv 1 \) in \( Q_{14/16} \), we obtain
\[
\int_{B_{14/16}^+} (x_n + \varepsilon)^{2p} |\partial_t u_\varepsilon|^2 \tilde{\eta}^2 + \frac{d}{dt} \int_{B_{14/16}^+} \tilde{\eta}^2 (x_n + \varepsilon)^{p+1} (A \nabla u_\varepsilon) \nabla u_\varepsilon
\]
\[
\leq C\left( \int_{B_{14/16}^+} |\nabla u_\varepsilon|^2 + \tilde{\eta} |\nabla u_\varepsilon| |\partial_t u|(x_n + \varepsilon)^p + \tilde{\eta} |u| |\partial_t u|(x_n + \varepsilon)^{p+1} + (x_n + \varepsilon)^{2p} f^2 \right).
\]
Using the Hölder inequality
\[
\int_{B_{14/16}^+} (x_n + \varepsilon)^{2p} |\partial_t u_\varepsilon|^2 \tilde{\eta}^2 + \frac{d}{dt} \int_{B_{14/16}^+} \tilde{\eta}^2 (x_n + \varepsilon)^{p+1} (A \nabla u_\varepsilon) \nabla u_\varepsilon
\]
\[
\leq C\left( \int_{B_{14/16}^+} |\nabla u_\varepsilon|^2 + u_\varepsilon^2 + (x_n + \varepsilon)^{2p} f^2 \right).
\]
Integrating both sides in \( t \) and making use of (32) and (33), we have
\[
\left( \int_{Q_{13/16}^+} x_n^{2p} |\partial_t u_\varepsilon|^2 \, dx \, dt \right)^{1/2} \leq C\left( \| u_\varepsilon \|_{L^2(Q_{13/16}^+)} + \| f \|_{L^\infty(Q_1^+)} \right).
\]
\[(34)\]
Let $v_\varepsilon = \partial_t u_\varepsilon$. We find
\begin{align*}
a(x_n + \varepsilon)^{p-1} \partial_t v_\varepsilon - \text{div}(A \nabla v_\varepsilon) + b_1 v_\varepsilon + (\partial_t a + b_2)(x_n + \varepsilon)^{p-1} v_\varepsilon \\
= (x_n + \varepsilon)^{p-1} (\partial_t f - \partial_t b_2 u_\varepsilon) & \quad \text{in } Q^+_1.
\end{align*}
and $v_\varepsilon = 0$ on $\partial' B^+_1 \times (-1,0]$. By Proposition 2.3, we have
\begin{align*}
\|v_\varepsilon\|_{L^\infty(Q^+_1)} & \leq C\left(\|v_\varepsilon\|_{L^\gamma(Q^+_1)} + \|\partial_t f\|_{L^\infty(Q^+_1)} + \|u_\varepsilon\|_{L^\infty(Q^+_1)}\right),
\end{align*}
where $\gamma > 0$. Choose $\frac{2p_0}{2-\gamma} < 1$. Using the Hölder inequality, (34) and (32), we have
\begin{align*}
\|\partial_t u_\varepsilon\|_{L^\infty(Q^+_1)} & \leq C\left(\|u_\varepsilon\|_{L^2(Q^+_1)} + \|f\|_{C^1(Q^+_1)}\right).
\end{align*}
By considering the equations of $\partial^2_t u_\varepsilon$ and $\partial^3_t u_\varepsilon$ and repeating the above arguments, we have
\begin{align*}
\|\partial^2_t u_\varepsilon\|_{L^\infty(Q^+_1)} + \|\partial^3_t u_\varepsilon\|_{L^\infty(Q^+_1)} & \leq C\left(\|u_\varepsilon\|_{L^2(Q^+_1)} + \|f\|_{C^3(Q^+_1)}\right).
\end{align*}
Applying the $W^{2,p}$ estimates from linear uniformly elliptic equations with bounded right-hand sides to the equations of $\partial_t u_\varepsilon$ and $\partial^2_t u_\varepsilon$, we have
\begin{align*}
\sup_{-\frac{256}{168} < t < 0} \left(|D_{x'} \partial_t u_\varepsilon(\cdot, t)|_{C^{1/2}(B^+_9)} + |D_{x'} \partial^2_t u_\varepsilon(\cdot, t)|_{C^{1/2}(B^+_9)}\right) \\
\leq C\left(\|u_\varepsilon\|_{L^2(Q^+_1)} + \|f\|_{C^3(Q^+_1)}\right).
\end{align*}
Applying the Schauder estimates from linear uniformly elliptic equations to the equation of $\partial_t u_\varepsilon$ on each time slice, we have
\begin{align*}
|D^2_{x} \partial_t u_\varepsilon|_{L^\infty(Q^+_9)} & \leq C\left(\|u\|_{L^2(Q^+_1)} + \|f\|_{C^3(Q^+_1)}\right).
\end{align*}
Differentiating the equation in $x' = (x_1, \ldots, x_n)$ and using the Schauder estimates, we have
\begin{align*}
|D^2_{x} D_{x'} u_\varepsilon|_{L^\infty(Q^+_9)} & \leq C\left(\|u_\varepsilon\|_{L^2(Q^+_1)} + \|f\|_{C^3(Q^+_1)}\right).
\end{align*}
Differentiating the equation in $x_n$, using the equation and facts that
\begin{align*}
|u(x,t)| + |\partial_t u(x,t)| & \leq C\left(\|u_\varepsilon\|_{L^2(Q^+_1)} + \|f\|_{C^3(Q^+_1)}\right) & \forall (x,t) \in Q^+_9,
\end{align*}
we obtain
\begin{align*}
|D^3_{x_n} u_\varepsilon|_{L^\infty(Q^+_9)} & \leq C\left(\|u_\varepsilon\|_{L^2(Q^+_1)} + \|f\|_{C^3(Q^+_1)}\right).
\end{align*}
where 

\[ C > 0 \]

satisfy (17) with \( \varepsilon \) independent on \( \varepsilon \). Hence, we can pass along a subsequence that \( \varepsilon \rightarrow 0 \) and inherit the estimate (35). This finishes the proof. \( \square \)

If we in addition assume \( u(\cdot, -1) \equiv 0 \) and further required compatibility conditions on \( \partial B \times \{ t = 1 \} \) (such as \( f = 0 \) near \( \{ x_n = 0, t = -1 \} \)), then one can show the above estimate in \( B_{1/2}^+ \times [-1, 0] \), i.e., up to the initial time, in a similar way.

**Proposition 2.7.** Assume the assumptions in Proposition 2.6. Suppose in addition that \( f \in C^6(\overline{Q}_1^+) \), \( f \) vanishes in \( \{ 0 < x_n < \delta \} \times [-1, 1 + \delta] \) for some \( \delta > 0 \), and \( g(\cdot, 1) \equiv 0 \). Then there exists a unique weak solution of (19) with the boundary condition \( u = g \) on \( \partial B^+ \). Moreover, \( u \in C^2(\overline{B}_{1/2}^+ \times [-1, 0]) \), all the second order derivatives of \( u \) are Lipschitz continuous in \( B_{1/2}^+ \times [-1, 0] \), and there holds

\[
\sum_{i+j \leq 3, i \geq 0, j \geq 0} \| D_x^i \partial_t^j u \|_{L^\infty(\overline{B}_{1/2}^+ \times [-1, 0])} \leq C \left( \| u \|_{L^2(Q_1^+; x_n^{-1})} + \| f \|_{C^3(Q_1^+)} \right),
\]

where \( C > 0 \) depends only on \( \delta, n, p, \lambda, \Lambda \), and the \( C^3(\overline{Q}_1^+) \) norms of \( a, A, b_1 \) and \( b_2 \).

The additional assumption on \( f \) in Proposition 2.7 ensures the compatibility condition for the equation of \( \partial B^+ u \), \( k = 0, 1, 2, 3 \), where \( u \) is the solution to (31) with \( u = g \) on \( \partial B^+ \). Then one can obtain the uniform \( C^3(B_{1/2}^+ \times [-1, 0]) \) estimates for \( u \) independent on \( \varepsilon \). We omit the details.

For \( \delta > 0 \) small, let \( \Omega_\delta = \{ x \in \Omega : d(x) < \delta \} \).

**Theorem 2.8.** Assume \( A \) and \( b \) are independent of \( t \), belong to \( C^3(\overline{\Omega}) \) and satisfy (17), while \( a, b_2 \) belong to \( C^3(\overline{\Omega} \times [-1, 0]) \), (16) holds, and \( f \in C^6(\overline{\Omega} \times [-1, 0]) \) vanishes in \( \Omega_\delta \times [-1, 1 + \delta] \) for some \( \delta > 0 \). Then there exists a unique classical solution of (15) satisfying \( u = 0 \) on \( \partial B_\delta(\Omega \times [-1, 0]) \). Moreover,

\[
\| u \|_{C^{2+\gamma}(\overline{\Omega} \times [-1, 0])} \leq C \| f \|_{C^6(\overline{\Omega} \times [-1, 0])}
\]

for every \( \gamma \in (0, 1) \), where \( C > 0 \) depends only on \( n, p, \lambda, \Lambda, \gamma, \delta, \Omega, \) and the \( C^3(\overline{\Omega} \times [-1, 0]) \) norms of \( a, A, b_1 \) and \( b_2 \).
Here, $u$ is classical solution of (15) means that $u$, $\partial_t u$, $D_x u$, $D^2_x u \in C(\overline{\Omega} \times [-1, 0])$ and $u$ satisfies (15).

**Proof.** For $\varepsilon > 0$, we consider the regularized equation

\[ a \cdot (\omega(x) + \varepsilon)^{p-1} \partial_t u_\varepsilon - \text{div}(A \nabla u_\varepsilon) + b_1 u_\varepsilon + b_2 \cdot (\omega(x) + \varepsilon)^{p-1} u_\varepsilon = (\omega(x) + \varepsilon)^{p-1} f \quad \text{in } \Omega \times (-1, 0]. \tag{36} \]

Then there exists a unique classical solution of (36) satisfying $u_\varepsilon = 0$ on $\partial_{pa} (\Omega \times (-1, 0])$. Using Propositions 2.6 and 2.7, we have that

\[
\|u_\varepsilon\|_{C^{2, \gamma}(\overline{\Omega} \times [-1, 0])} \leq C \left( \|u_\varepsilon\|_{L^2(\overline{\Omega} \times [-1, 0]; |x_n|^{p-1})} + \|f\|_{C^0(\overline{\Omega} \times [-1, 0])} \right)
\]

\[
\leq C \|f\|_{C^0(\overline{\Omega} \times [-1, 0])},
\]

where $C$ is independent of $\varepsilon$ and we used the energy estimates of $u_\varepsilon$ in the second inequality. The conclusion follows by taking $\varepsilon \to 0^+$. \qed

2.3. A Campanato space. We are going to establish Schauder type estimates for solutions of (19) by the Campanato method. We first define a Campanato type space for our purpose.

Denote

\[ d\mu = |x_n|^{p-1} dx \, dt, \]

and for every measurable set $E \subset \mathbb{R}^{n+1}$, we use the notations of integral averages:

\[
\int_E u(x, t) \, dx \, dt = \frac{1}{|E|} \int_E u(x, t) \, dx \, dt,
\]

\[
\int_E u(x, t) \, d\mu = \frac{1}{\mu(E)} \int_E u(x, t) \, d\mu,
\]

where $|E|$ is the Lebesgue measure of $E$, and $\mu(E)$ is the measure of $E$ with respect to $\mu$. For short, we denote $(u)_E$ and $(u)^\mu_E$ as the integral averages of $u$ over the set $E$ with respect to $dx \, dt$ and $d\mu$, respectively.

For $\bar{x} \in B_1^+$ and $\rho < 1/2$, denote

\[
\mathcal{D}_\rho(\bar{x}, \bar{t}) = B_{\rho \bar{x}_n}(\bar{x}) \times [\bar{t} - \bar{x}_n^{p+1} \rho^2, \bar{t}],
\]

\[
\mathcal{\tilde{D}}_\rho(\bar{x}, \bar{t}) = B_{\rho \bar{x}_n}(\bar{x}) \times [\bar{t} - \bar{x}_n^{p+1} \rho^2, \bar{t} + \bar{x}_n^{p+1} \rho^2],
\]

\[
\mathcal{Q}_R(\bar{x}, \bar{t}) = B_R(\bar{x}) \times [\bar{t} - R^{p+1}, \bar{t}],
\]

\[
\mathcal{\tilde{Q}}_R(\bar{x}, \bar{t}) = B_R(\bar{x}) \times [\bar{t} - R^{p+1}, \bar{t} + R^{p+1}].
\]
For a cylinder $Q = B_r^+ \times I$ with an interval $I \subset [0, 1]$ of length $r^2$ for some $0 < r < 1$, and for $\alpha \in (0, 1)$ and $u \in L^2(Q)$, define

$$[u]_{C^\alpha(Q)} = \begin{pmatrix} \sup_{(\bar{x}, \bar{t}) \in Q} \frac{1}{|\bar{x}|^{2\alpha}} \int_{\bar{D}_{1/2}(\bar{x}, \bar{t}) \cap Q} |u - (u)_{\bar{D}_{1/2}(\bar{x}, \bar{t}) \cap Q}|^2 \, dx \, dt \end{pmatrix}^{1/2}$$

$$+ \begin{pmatrix} \sup_{(\bar{x}, \bar{t}) \in \bar{Q}, \bar{x} = 0, R > 0} \frac{1}{R^{2\alpha}} \int_{\bar{Q}_{R}(\bar{x}, \bar{t}) \cap Q} |u - (u)^{\mu}_{\bar{Q}_{R}(\bar{x}, \bar{t}) \cap Q}|^2 \, d\mu \end{pmatrix}^{1/2}.$$ 

Denote

$$\|u\|_{C^\alpha(Q)} = \|u\|_{L^2(Q)} + [u]_{C^\alpha(Q)}.$$ 

The interior oscillation integral and the boundary oscillation integral in the definition of $[u]_{C^\alpha(Q)}$ can be bridged as follows: $\forall (\bar{x}, \bar{t}) \in Q$,

$$\frac{1}{|\bar{x}|^{2\alpha}} \int_{\bar{D}_{1/2}(\bar{x}, \bar{t}) \cap Q} |u - (u)_{\bar{D}_{1/2}(\bar{x}, \bar{t}) \cap Q}|^2 \, dx \, dt$$

$$\leq \frac{1}{|\bar{x}|^{2\alpha}} \int_{\bar{D}_{1/2}(\bar{x}, \bar{t}) \cap Q} |u - (u)_{\bar{D}_{1/2}(\bar{x}, \bar{t}) \cap Q}|^2 \, dx \, dt$$

$$\leq \frac{C(n,p)}{|\bar{x}|^{2\alpha}} \int_{\bar{D}_{1/2}(\bar{x}, \bar{t}) \cap Q} |u - (u)_{\bar{D}_{1/2}(\bar{x}, \bar{t}) \cap Q}|^2 \, d\mu$$

$$\leq \frac{C(n,p)}{|\bar{x}|^{2\alpha}} \int_{\bar{Q}_{2\bar{x}}(\bar{x}', \bar{t}) \cap Q} |u - (u)_{\bar{Q}_{2\bar{x}}(\bar{x}', \bar{t}) \cap Q}|^2 \, d\mu$$

$$\leq \frac{C(n,p)}{|2\bar{x}|^{2\alpha}} \int_{\bar{Q}_{2\bar{x}}(\bar{x}', \bar{t}) \cap Q} |u - (u)_{\bar{Q}_{2\bar{x}}(\bar{x}', \bar{t}) \cap Q}|^2 \, d\mu,$$ 

where we used $\bar{D}_{1/2}(\bar{x}, \bar{t}) \subset \bar{Q}_{2\bar{x}}(\bar{x}', 0, \bar{t})$ in the last inequality.

This Campanato space has the following two properties.

**Lemma 2.9.** $C^\alpha(Q)$ is a Banach space. Moreover,

$$C_{x,t}^{\alpha,\alpha/2}(Q) \subset \subset C_{x,t}^{\alpha,\alpha/(p+1)}(Q).$$

**Proof.** It is clear that $C_{x,t}^{\alpha,\alpha/2}(Q) \subset \subset C_{x,t}^{\alpha,\alpha/(p+1)}(Q)$. We will prove the second claim. Let $u \in C_{x,t}^{\alpha}(Q)$. For any $(\bar{x}, \bar{t}) \in Q$, $R = \rho \bar{x}_n < \bar{x}_n/5$, we have

$$\frac{1}{R^{2\alpha}} \int_{\bar{Q}_{R}(\bar{x}, \bar{t}) \cap Q} |u - (u)_{\bar{Q}_{R}(\bar{x}, \bar{t}) \cap Q}|^2 \, d\mu \leq \frac{1}{C_{x,t}^{\alpha,\alpha/2}}(\bar{Q}_{R}(\bar{x}, \bar{t}) \cap Q)$$

$$\leq \frac{1}{C_{x,t}^{\alpha,\alpha/(p+1)}}(\bar{D}_{\rho}(\bar{x}, \bar{t}) \cap Q).$$

Let $\tilde{u}(x,t) = u(\ell x + \bar{x}, \ell^{p+1} t + \bar{t})$ with $\ell = |\bar{x}_n|$, and $A = \{(\frac{y - \bar{x}}{\ell}, \frac{s - \bar{t}}{\ell^{p+1}}) \in (y, s) \in Q\}$, and denote $\bar{Q}_{\rho}(y, s) = B_{\rho}(y) \times (s - \rho^2, s + \rho^2)$ (writing $\bar{Q}_{\rho} = \bar{Q}_{\rho}(0, 0)$). Then by
using the usual Campanato norm, we have
\[
[u]_{C^{\alpha,p+1}(\bar{D}_\rho(\bar{x},\bar{t})\cap Q)}^2
\leq C \ell^{-2\alpha} [\tilde{u}]_{C^{\alpha,\frac{p}{p+1}}(\bar{Q}_\rho \cap A)}^2
\]
\[
\leq C \ell^{-2\alpha} \sup_{(\bar{\gamma},\bar{s}) \in \bar{Q}_\rho \cap A, 0 < \delta \leq 2\rho} \frac{1}{\delta^{2\alpha}} \int_{\bar{Q}_\delta(\bar{\gamma},\bar{s}) \cap \bar{Q}_\rho \cap A} |\tilde{u} - (\tilde{u})_{\bar{Q}_\delta(\bar{\gamma},\bar{s}) \cap \bar{Q}_\rho \cap A}|^2 d\mu
\]
\[
\leq C \ell^{-2\alpha} \sup_{(\bar{\gamma},\bar{s}) \in \bar{Q}_\rho \cap A, 0 < \delta \leq 2\rho} \frac{1}{\delta^{2\alpha}} \int_{\bar{Q}_\delta(\bar{\gamma},\bar{s}) \cap A} |\tilde{u} - (\tilde{u})_{\bar{Q}_\delta(\bar{\gamma},\bar{s}) \cap A}|^2 d\mu.
\]
(38)

Noticing that under the transform \((x,t) \rightarrow (\ell x + \bar{x}, \ell^{p+1} t + \bar{t})\),
\[
\bar{Q}_\delta(\bar{\gamma},\bar{s}) \rightarrow B_{\delta}(\ell \tilde{y} + \bar{x}) \times \left( \ell^{p+1} \bar{s} + \bar{t} - \ell^{p+1} \delta^2, \ell^{p+1} \bar{s} + \bar{t} + \ell^{p+1} \delta^2 \right).
\]
Since \(\tilde{y} \in \bar{Q}_\rho\) and \(\rho < 1/5\), we have, by denoting that \((\bar{z},\bar{\tau}) := (\ell \tilde{y} + \bar{x}, \ell^{p+1} \bar{s} + \bar{t})\),
\[
\bar{D}_{5\delta/6}(\bar{z},\bar{\tau}) \subset B_{\delta}(\ell \tilde{y} + \bar{x}) \times \left( \ell^{p+1} \bar{s} + \bar{t} - \ell^{p+1} \delta^2, \ell^{p+1} \bar{s} + \bar{t} + \ell^{p+1} \delta^2 \right) \subset \bar{D}_{\delta/4}(\bar{z},\bar{\tau}).
\]
Therefore, by changing variables on the right-hand side of (38) back to \(u\), we obtain
\[
[u]_{C^{\alpha,p+1}(\bar{D}_\rho(\bar{z},\bar{\tau})\cap Q)}^2 \leq \sup_{(\bar{z},\bar{\tau}) \in Q, 0 < \delta < 1/2} \int_{\bar{D}_\delta(\bar{z},\bar{\tau}) \cap Q} |u - (u)_{\bar{D}_\delta(\bar{z},\bar{\tau}) \cap Q}|^2 d\mu.
\]
Hence, for any \((\bar{x},\bar{t}) \in Q, R = \rho \bar{x}_n < \bar{x}_n/5\), we have
\[
\frac{1}{R^{2\alpha}} \int_{\bar{Q}_{R}(\bar{x},\bar{t}) \cap Q} |u - (u)_{\bar{Q}_{R}(\bar{x},\bar{t}) \cap Q}|^2 d\mu \leq C \|u\|_{C^{\alpha}(Q)}.
\]
For \(\bar{x}_n/5 \leq R\),
\[
\frac{1}{R^{2\alpha}} \int_{\bar{Q}_{R}(\bar{x},\bar{t}) \cap Q} |u - (u)_{\bar{Q}_{R}(\bar{x},\bar{t}) \cap Q}|^2 d\mu
\]
\[
\leq \frac{1}{R^{2\alpha}} \int_{\bar{Q}_{R}(\bar{x},\bar{t}) \cap Q} |u - (u)_{\bar{Q}_{10R}(\bar{x}',0,\bar{t}) \cap Q}|^2 d\mu
\]
\[
\leq \frac{C(n,p)}{10R^{2\alpha}} \int_{\bar{Q}_{10R}(\bar{x}',0,\bar{t}) \cap Q} |u - (u)_{\bar{Q}_{10R}(\bar{x}',0,\bar{t}) \cap Q}|^2 d\mu.
\]
Therefore, if \(u \in C^{\alpha}(Q)\), then
\[
\int_{Q} |u|^2 d\mu + \sup_{(\bar{x},\bar{t}) \in Q, 0 < R < 1} \frac{1}{R^{2\alpha}} \int_{\bar{Q}_{R}(\bar{x},\bar{t}) \cap Q} |u - (u)_{\bar{Q}_{R}(\bar{x},\bar{t}) \cap Q}|^2 d\mu
\]
\[
\leq C(n,p) \|u\|_{C^{\alpha}(Q)}^2.
\]
Consequently, it follows from Górka [32] that
\[
u \in C^{\alpha,\alpha/(p+1)}(Q).
\]
Then one can show that $\mathcal{E}^\alpha(Q)$ is a Banach space, whose proof is very similar to those for the standard Campanato spaces.

\begin{lemma}
Let $\alpha \in (0, 1)$ and
\[
[u]_{\mathcal{E}^\alpha(Q)} := \sup_{(x,t),(y,t) \in Q} \frac{|u(x,t) - u(y,t)|}{|x - y|^\alpha} + \sup_{(x,t),(x,s) \in Q} \frac{|u(x,t) - u(x,s)|}{|t - s|^{\frac{p+1}{2}}} + \sup_{(x,t),(x,s) \in Q} x_n \left( \frac{|p-1|}{2} \right) \frac{|u(x,t) - u(x,s)|}{|t - s|^{\frac{p+1}{2}}}.
\]

There exists $C > 0$ depending only on $n, p, \alpha$ such that
\[
\frac{1}{C}[u]_{\mathcal{E}^\alpha(Q)} \leq [u]_{\mathcal{E}^\alpha(Q)} \leq C [u]_{\mathcal{E}^\alpha(Q)}.
\]

\textbf{Proof.} The first inequality is clear. For the second inequality, using Lemma 2.9, we only need to prove that
\[
\sup_{(x,t),(x,s) \in Q} x_n \left( \frac{|p-1|}{2} \right) \frac{|u(x,t) - u(x,s)|}{|t - s|^{\frac{p+1}{2}}} \leq C[u]_{\mathcal{E}^\alpha(Q)}
\]

For every $(x,t),(x,s) \in Q$, if $|t - s| \geq (x_n/5)^{p+1}$, then
\[
\left| \frac{|p-1|}{2} \frac{|u(x,t) - u(x,s)|}{|t - s|^{\frac{p+1}{2}}} \right| \leq 5 \left( \frac{|p-1|}{2} \right) \frac{|u(x,t) - u(x,s)|}{|t - s|^{\frac{p+1}{2}}} \leq C[u]_{\mathcal{E}^\alpha(Q)}.
\]

If $|t - s| \leq (x_n/5)^{p+1}$, then let $\ell = x_n$ and $\tilde{u}(y, \tau) = u(\ell y + x, \ell^{p+1} \tau + t)$, and then using a similar proof in that of Lemma 2.9, we have
\[
\left| \frac{|p-1|}{2} \frac{|u(x,t) - u(x,s)|}{|t - s|^{\frac{p+1}{2}}} \right| \leq C \ell^{-\alpha} [\tilde{u}]_{C^{\alpha,\alpha/2}(\tilde{Q}_{1/5} \setminus A)} \leq C'[u]_{\mathcal{E}^\alpha(Q)},
\]

where $A$ is the image of $Q$ under the scaling $(y, \tau) \to ((y - x)/\ell, (\tau - t)/(\ell^{p+1}))$.

\end{lemma}

\begin{remark}
If $D_xu \in \mathcal{E}^\alpha(Q)$, and $u(x,t) = 0$ for $x = 0$, then
\[
\frac{u(x,t)}{x_n} = \int_0^1 \partial_{x_n} u(x', sx_n, t) \, ds.
\]

Therefore, one can check by Lemma 2.10 that if $\alpha < \frac{2}{p-1}$ then $\frac{u(x,t)}{x_n} \in \mathcal{E}^\alpha(Q)$, and
\[
\left[ \frac{u(x,t)}{x_n} \right]_{\mathcal{E}^\alpha(Q)} \leq C(n, p, \alpha, Q) \frac{u(x,t)}{x_n} [D_xu]_{\mathcal{E}^\alpha(Q)}.
\]

\end{remark}
2.4. Schauder estimates. In this section, we will prove Schauder estimates for solutions of (15). We will assume that the coefficients of the equation (19) are sufficiently regular, and by Theorem 2.8, its solutions are also regular. Then, we only need to derive the a priori estimates, and pass to a limit in the end. The justification of this process is given in Theorem 2.19.

We will use Campanato’s method to prove Schauder estimates. The Campanato method has been used to prove Schauder estimates for uniformly parabolic equations in Lieberman [42], and uniformly parabolic systems in Schlag [51] and Dong-Zhang [27]. Therefore, for equation (19), we only need to take care of the estimates near \( \partial \Omega \). The Campanato norm \( \mathcal{C}^\alpha \) defined in the previous section is to serve this purpose. We will follow the steps of the Campanato’s method in Schlag [51], where the only difference is that we will need to obtain the estimates for \( \partial_t u \) first (with a price that we will assume \( A \) and \( b_1 \) are independent of \( t \) and have sufficient regularity in \( x \)).

Starting from Proposition 2.12 to Corollary 2.17, we always assume

(i) \( A \) and \( b_1 \) are independent of \( t \) and belong to \( C^3(\overline{B}_1^+) \), while \( a, b_2 \) belong to \( C^3(Q_1^+) \) and \( f \in C^6(Q_1^+) \);

(ii) The ellipticity condition (16) holds, and the operator \(- \text{div}(A\nabla) + b_1\) is coercive, which means there exists a constant \( \tilde{\lambda} > 0 \) such that

\[
\int_{B_1^+} A \nabla \phi \nabla \phi + b_1 \phi^2 \geq \tilde{\lambda} \int_{B_1^+} \phi^2 \, \forall \phi \in H_0^1(B_1^+);
\]

(iii) Without loss of generality,

\[
b_2 \geq \lambda \quad \text{in} \, Q_1^+,
\]

since otherwise one can consider the equation for \( e^{\lambda t} u \) instead.

and assume \( u \in C^{2+\gamma}(\overline{Q}_1^+) \) (\( \forall \gamma \in (0, 1) \)) is a classical solution of (19)–(20).

First, we study the interior estimates of such \( u \), for which we can use the theory of linear uniformly parabolic equations.

**Proposition 2.12.** Let \( \bar{x} \in B_{1/2}^+ \) and \( \bar{t} \in [-1/4, 0] \). For any \( 0 < \rho \leq R \leq 1/4 \), we have

\[
\frac{1}{|\bar{x}_n \rho|^{2\alpha}} \int_{D_\rho(\bar{x}, \bar{t})} \left| u_t - (u_t)_{D_\rho(\bar{x}, \bar{t})} \right|^2 \, dx \, dt \\
\leq C \frac{1}{|\bar{x}_n R|^{2\alpha}} \int_{D_R(\bar{x}, \bar{t})} \left| u_t - (u_t)_{D_R(\bar{x}, \bar{t})} \right|^2 \, dx \, dt \\
+ C \left[ \|\partial_t u\|_{L^\infty(Q^+_1)} + \|u\|_{L^\infty(Q^+_1)} + \|f\|_{\mathcal{C}^\alpha(Q^+_1)} \right]^2
\]
and

\[
\frac{1}{|\bar{x}_n \rho|^{2\alpha}} \int_{D_\rho(\bar{x}, \ell)} |\nabla u - (\nabla u)_{D_\rho(\bar{x}, \ell)}|^2 \, dx \, dt \\
\leq C \frac{1}{|\bar{x}_n R|^{2\alpha}} \int_{D_R(\bar{x}, \ell)} |\nabla u - (\nabla u)_{D_R(\bar{x}, \ell)}|^2 \, dx \, dt \\
+ C \left[ \|\partial_t u\|_{L^\infty(Q^+_1)} + \|u\|_{L^\infty(Q^+_1)} + \|f\|_{\mathcal{C}^\alpha(Q^+_1)} \right]^2,
\]

where \( C > 0 \) is a constant depending only on \( n, p, \lambda, \Lambda, \alpha \), the \( C^3(B^+_1) \) norms of \( A, b_1 \), and the \( \mathcal{C}^\alpha(Q^+_1) \) norms of \( a, b_2 \).

**Proof.** Set \( \ell = \bar{x}_n \) and

\[
\bar{u}(x, t) = u(\ell x + \bar{x}, \ell^{p+1} t + \bar{t}), \quad \bar{a}(x, t) = a(\ell x + \bar{x}, \ell^{p+1} t + \bar{t}), \\
\bar{A}(x) = A(\ell x + \bar{x}), \quad \bar{b}_1(x) = b_1(\ell x + \bar{x}), \\
\bar{b}_2(x, t) = b_2(\ell x + \bar{x}, \ell^{p+1} t + \bar{t}), \quad \bar{f}(x, t) = f(\ell x + \bar{x}, \ell^{p+1} t + \bar{t}).
\]

Then all \( \bar{a}, \bar{b}_2, \bar{f} \) are in the standard parabolic Hölder space \( C^{\alpha, \alpha/2}(Q_{3/4}) \),

\[
[a]_{C^{\alpha, \alpha/2}(Q_{3/4})} \leq \ell^\alpha [a]_{\mathcal{C}^\alpha(Q^+_1)}, \quad [\bar{b}_2]_{C^{\alpha, \alpha/2}(Q_{3/4})} \leq \ell^\alpha [b_2]_{\mathcal{C}^\alpha(Q^+_1)}, \\
[a_{ij}]_{C^{\alpha}(B_{3/4})} \leq \ell^\alpha [a_{ij}]_{C^\alpha(B^+_1)}, \quad [\bar{b}_1]_{C^{\alpha}(B_{3/4})} \leq \ell^\alpha [b_1]_{C^\alpha(B^+_1)}, \\
[f]_{C^{\alpha, \alpha/2}(Q_{3/4})} \leq \ell^\alpha [f]_{\mathcal{C}^\alpha(Q^+_1)},
\]

and

\[
\bar{a}(x, t) \cdot (x_n + 1)^{p-1} \partial_t \bar{u} - \text{div} (\bar{A} \nabla \bar{u}) + \ell^2 \bar{b}_1 \bar{u} + \ell^{p+1} \bar{b}_2(x, t) \cdot (x_n + 1)^{p-1} \bar{u} \\
= \ell^{p+1}(x_n + 1)^{p-1} \bar{f} \quad \text{in } Q_1,
\]

which is a uniform parabolic equation in \( Q_{3/4} \). The coercivity (39) implies that

\[
\int_{B^+_1} \bar{A} \nabla \phi \nabla \phi + b_1 \phi^2 \geq \bar{\lambda} \int_{B^+_1} |\nabla \phi|^2, \quad \forall \phi \in H_0^1(B^+_1),
\]

with another constant \( \bar{\lambda} > 0 \), from which one can see that the operator \( -\text{div}(\bar{A} \nabla \cdot) + \ell^2 \bar{b}_1 \cdot \) is also coercive in \( Q_1 \) with a uniform constant independent of \( \ell \). Applying Proposition C.1 and Proposition C.2 to \( \bar{u} \), and then scaling back to \( u \), we have

\[
\frac{1}{|\rho|^{2\alpha}} \int_{D_\rho(\bar{x}, \ell)} |u_t - (u_t)_{D_\rho(\bar{x}, \ell)}|^2 \, dx \, dt \\
\leq C \frac{1}{|R|^{2\alpha}} \int_{D_R(\bar{x}, \ell)} |u_t - (u_t)_{D_R(\bar{x}, \ell)}|^2 \, dx \, dt \\
+ C \left[ \|\partial_t u\|_{L^\infty(Q^+_1)} + \|u\|_{L^\infty(Q^+_1)} + \|f\|_{\mathcal{C}^\alpha(Q^+_1)} \right]^2,
\]
and

\[
\frac{1}{|\rho|^2}\int_{D_{\rho}(\bar{x},\bar{t})} |\nabla u - (\nabla u)D_{\rho}(\bar{x},\bar{t})|^2 \, dx \, dt
\leq C \frac{1}{|\rho|^2}\int_{D_{\rho}(\bar{x},\bar{t})} |\nabla u - (\nabla u)D_{\rho}(\bar{x},\bar{t})|^2 \, dx \, dt
\]

\[+ C \left[ \|\partial_t u\|_{L^\infty(Q_{3/4}^+)} + \|D_\rho u\|_{L^\infty(Q_{3/4}^+)} + \|u\|_{L^\infty(Q_{3/4}^+)} + \|f\|_{L^\infty(Q_{3/4}^+)} \right]^2.\]

Applying elliptic estimates on each time slice, we have

\[\|D_\rho u\|_{L^\infty(Q_{3/4}^+)} \leq C \left[ \|\partial_t u\|_{L^\infty(Q_1^+)} + \|u\|_{L^\infty(Q_1^+)} + \|f\|_{L^\infty(Q_1^+)} \right].\]

This finishes the proof. \qed

Next, we study the boundary estimates. We start with equations having regular coefficients.

**Lemma 2.13.** Let \(0 < \rho \leq R/4\).

If \(a \equiv \bar{a}, \ b_2 \equiv \bar{b}\) and \(f \equiv \bar{f}\) for some constants \(\bar{a}, \bar{b}\) and \(\bar{f}\), we have

\[\int_{Q_{\rho}^+} x_n^{p-1}|\partial_t u|^2 \, dx \, dt \leq C \left(\frac{\rho}{R}\right)^{n+2p+2} \int_{Q_R^+} x_n^{p-1}|\partial_t u|^2 \, dx \, dt,\]

where \(C > 0\) is a constant depending only on \(n, p, \lambda, \Lambda, \bar{a}, \bar{b}, \) and the \(C^3(B_1^+)\) norms of \(A, b_1\).

If in addition that \(a_{ij}\) and \(b_1\) are also constants, then we have

\[\int_{Q_{\rho}^+} |\nabla x^\rho u|^2 \, dx \, dt \leq C \left(\frac{\rho}{R}\right)^{n+p+3} \int_{Q_R^+} |\nabla x^\rho u|^2 \, dx \, dt,\]

\[\rho^2 \int_{Q_{\rho}^+} |\nabla^2 x^\rho u|^2 \, dx \, dt \leq C \int_{Q_{\rho}^+} |\nabla x^\rho u|^2 \, dx \, dt,\]

and, for any vector \(X\),

\[\rho^{p+1} \int_{Q_{\rho}^+} x_n^{p-1}|\partial_t u|^2 \, dx \, dt \leq C \left(\frac{\rho}{R}\right)^{n+3p+1} \int_{Q_R^+} \left( |\nabla u - X|^2 + R^2u^2 \right) \, dx \, dt + CR^{n+3p+1}f^2,\]

where \(C > 0\) is a constant depending only on \(n, p, \lambda, \Lambda, \bar{a}, \bar{b}, b_1\).

**Proof.** Note that \(v := \partial_t u\) satisfies

\[\bar{a}x_n^{p-1}\partial_t v - \text{div}(A\nabla v) + b_1v + x_n^{p-1}bv = 0 \quad \text{in} \ Q_1^+\]
and \( v = 0 \) on \( \partial' B_1^+ \times (-1,0] \). By Proposition 2.6, we have

\[
\|D_x v\|_{L^\infty(Q^+_R)}^2 \leq \frac{C}{R^{n+2(p+1)}} \int_{Q^+_R} x_n^{p-1} v^2 \, dx \, dt
\]

for any \( 0 < \rho \leq R/2 \). It follows that

\[
\int_{Q^+_\rho} x_n^{p-1} |\partial_t u|^2 \, dx \, dt = \int_{Q^+_\rho} x_n^{p-1} |\partial_t u(x',x_n,t) - \partial_t u(x',0,t)|^2 \, dx \, dt
\]
\[
\leq C \rho^{p+1} \int_{Q^+_\rho} |D_{x_n} \partial_t u(x,t)|^2 \, dx \, dt
\]
\[
\leq C \rho^{n+2(p+1)} \sup_{Q^+_\rho} |D_{x_n} \partial_t u|^2
\]
\[
\leq C \left( \frac{\rho}{R} \right)^{n+2p+2} \int_{Q^+_R} x_n^{p-1} |\partial_t u|^2 \, dx \, dt.
\]

This proves the first inequality.

Now let us suppose in addition that \( a_{ij} \) and \( b_1 \) are also constants.

If we let \( w = D_{x_i} u \) for any \( 1 \leq i \leq n-1 \), then \( w \) also satisfies (44) and \( w = 0 \) on \( \partial' B_1^+ \times (-1,0] \). By Proposition 2.6, we have

\[
\|\nabla w\|_{L^\infty(Q^+_\rho)}^2 \leq \frac{C}{R^{n+p+3}} \int_{Q^+_R} w^2 \, dx \, dt
\]

for any \( 0 < \rho \leq R/2 \). It follows that

\[
\int_{Q^+_\rho} |D_{x_i} u|^2 \, dx \, dt = \int_{Q^+_\rho} |D_{x_i} u(x',x_n,t) - D_{x_i} u(x',0,t)|^2 \, dx \, dt
\]
\[
\leq C \rho^2 \int_{Q^+_\rho} |D_{x_n} D_{x_i} u(x,t)|^2 \, dx \, dt
\]
\[
\leq C \rho^{n+p+3} \sup_{Q^+_\rho} |D_{x_n} D_{x_i} u|^2
\]
\[
\leq C \left( \frac{\rho}{R} \right)^{n+p+3} \int_{Q^+_R} |D_{x_i} u|^2 \, dx \, dt.
\]

This proves the second inequality. While for (42), it follows from the local estimates of \( v \) using Proposition 2.3.

Finally, by Proposition 2.3 and Hölder inequality, using (44) with \( v = \partial_t u \) we have, for \( \rho < R/4 \),

\[
\sup_{Q^+_\rho} |\partial_t u|^2 \leq C \frac{1}{R^{n+3p+1}} \int_{Q^+_{R/2}} x_n^{2p} |\partial_t u|^2 \, dx \, dt.
\]
Hence,
\[ \rho^{p+1} \int_{Q_{R}^{+}} x_n^{p-1} |\partial_t u|^2 \, dx \, dt \leq C \left( \frac{\rho}{R} \right)^{n+3p+1} \int_{Q_{R/2}^{+}} x_n^{2p} |\partial_t u|^2 \, dx \, dt. \]

Let \( a_{ij} \) and \( b_1 \) be constants and \( \lambda \) be an arbitrary constant vector. Then we can rewrite the equation \( u \), which is (19), as
\[ \tilde{a} x_n^{p-1} \partial_t u - \text{div}(A(\nabla u - \lambda)) + b_1 u + \tilde{b} x_n^{p-1} u = x_n^{p-1} \tilde{f}. \]

Using \( x_n^{p+1} \eta^2 \partial_t u \) as a test function, where \( \eta \) is a smooth cutoff function vanishing in \( Q_1^+ \setminus Q_{3/4}^+ \), we have
\[ \int_{Q_{1/2}^+} x_n^{2p} |\partial_t u|^2 \, dx \, dt \leq C \int_{Q_1^+} (|\nabla u - X|^2 + (|b_1|^2 + |b_2|^2) u^2) \, dx \, dt + C \tilde{f}^2, \]
where \( C > 0 \) is a constant independent of \( X \). By scaling, we have
\[ \int_{Q_{R/2}^+} x_n^{2p} |\partial_t u|^2 \, dx \, dt \leq C \int_{Q_R^+} (|\nabla u - X|^2 + R^2 u^2) \, dx \, dt + CR^{n+3p+1} \tilde{f}^2. \]

Therefore, we have
\[ \rho^{p+1} \int_{Q_{R}^{+}} x_n^{p-1} |\partial_t u|^2 \, dx \, dt \]
\[ \leq C \left( \frac{\rho}{R} \right)^{n+3p+1} \int_{Q_R^+} (|\nabla u - X|^2 + R^2 u^2) \, dx \, dt + CR^{n+3p+1} \tilde{f}^2. \]

This proves the last inequality.

We now use the freezing coefficients method to prove Schauder estimates.

**Proposition 2.14.** \( \forall 0 < \rho < R \text{ (small)}, \) we have
\[ \frac{1}{\rho^{n+2p+2\alpha}} \int_{Q_{\rho}^+} x_n^{p-1} |\partial_t u|^2 \]
\[ \leq \frac{C}{R^{n+2p+2\alpha}} \int_{Q_R^+} x_n^{p-1} |\partial_t u|^2 + C \left( \|u\|_{L^\infty(Q_1^+)} + \|f\|_{C^\alpha(Q_1^+)} \right)^2, \]
where \( C > 0 \) is a constant depending only on \( n, p, \lambda, \bar{\lambda}, \Lambda, \alpha, \) the \( C_3(\overline{B}_1^+) \) norms of \( A, b_1, \) and the \( C^\alpha(Q_1^+) \) norms of \( a, b_2. \)

**Proof.** We denote \( f_R^\mu = (f)^\mu_{Q_R^+} \) for short. Let \( u_1 \) be the unique weak solution of
\[ d_R^\mu x_n^{p-1} \partial_t u_1 - \text{div}(A \nabla u_1) + b_1 u_1 + x_n^{p-1}(b_2)_{R}^\mu u_1 = x_n^{p-1} f_R^\mu \quad \text{in } Q_R^+, \]
\[ u_1 = u \quad \text{on } \partial_p Q_R^+. \]
Theorem A.6 guarantees the existence and uniqueness of $u_1$. Let $u_2 = u - u_1$. Then $u_2$ is a weak solution of

$$
a_R^\mu x_n^{p-1} \partial_t u_2 - \text{div}(A^\nu u_2) + b_1u_2 + x_n^{p-1}(b_2)_R^\mu u_2 $$

$$= x_n^{p-1}(f - f_R^\mu) - x_n^{p-1}(b_2 - (b_2)_R^\mu)u - x_n^{p-1}(a - a_R^\mu)\partial_t u \quad \text{in } Q_R^+$$

with $u_2 = 0$ on $\partial_p a Q_R^+$. By Lemma 2.13, we have for $0 < \rho < R/4$ that

$$\begin{aligned}
\int_{Q_R^+} x_n^{p-1} |\partial_t u_2|^2 &\leq 2 \int_{Q_R^+} x_n^{p-1} |\partial_t u_1|^2 + 2 \int_{Q_R^+} x_n^{p-1} |\partial_t u_2|^2 \\
&\leq C \frac{\rho^{n+2p+2}}{R^{n+2p+2}} \int_{Q_R^+} x_n^{p-1} |\partial_t u_1|^2 + 2 \int_{Q_R^+} x_n^{p-1} |\partial_t u_2|^2 \\
&\leq C \frac{\rho^{n+2p+2}}{R^{n+2p+2}} \int_{Q_R^+} x_n^{p-1} |\partial_t u|^2 + C \int_{Q_R^+} x_n^{p-1} |\partial_t u|^2.
\end{aligned}$$

Since we assumed that $-\text{div}(A^\nu) + b_1$ is coercive and $b_2 > 0$, by Theorem A.7, we have

$$\int_{Q_R^+} x_n^{p-1} |\partial_t u_2|^2 \leq C \int_{Q_R^+} x_n^{p-1} \left\{ (f - f_R^\mu)^2 + (b_2 - (b_2)_R^\mu)^2 u^2 + (a - a_R^\mu)^2 |\partial_t u|^2 \right\}$$

$$\leq C F^2 R^{n+2p+2\alpha} + C R^{2\alpha} \int_{Q_R^+} x_n^{p-1} |\partial_t u|^2,$$

where

$$F = \|u\|_{L^\infty(Q_1^+)} + \|f\|_{L^\infty(Q_1^+)}.$$

Therefore, we have

$$\int_{Q_R^+} x_n^{p-1} |\partial_t u|^2 \leq C \left( \frac{\rho}{R} \right)^{n+2p+2} + R^{2\alpha} \int_{Q_R^+} x_n^{p-1} |\partial_t u|^2 + C F^2 R^{n+2p+2\alpha}.$$ 

Also, the above inequality trivially holds for $\rho \in [R/4, R]$. By an iteration lemma, Lemma B.2, it follows that

$$\frac{1}{\rho^{n+2p+2\alpha}} \int_{Q_R^+} x_n^{p-1} |\partial_t u|^2 \leq \frac{C}{R^{n+2p+2\alpha}} \int_{Q_R^+} x_n^{p-1} |\partial_t u|^2 + C F^2,$$

from which the proposition follows. \hfill \square

Since

$$\int_{Q_R^+} x_n^{p-1} |\partial_t u - (\partial_t u)_R^\mu|_{Q_R^+}^2 \leq \int_{Q_R^+} x_n^{p-1} |\partial_t u|^2,$$

it follows from Proposition 2.14 that

$$\frac{1}{\rho^{n+2p+2\alpha}} \int_{Q_R^+} x_n^{p-1} |\partial_t u - (\partial_t u)_R^\mu|_{Q_R^+}^2 \leq \frac{C}{R^{n+2p+2\alpha}} \int_{Q_R^+} x_n^{p-1} |\partial_t u|^2 + C F^2.$$
COROLLARY 2.15. We have

\[\|u\|_{C^1(Q^+_1)} + \|\partial_t u\|_{C^\alpha(Q^+_1)} \leq C\left[\|\partial_t u\|_{L^\infty(Q^+_1)} + \|u\|_{L^\infty(Q^+_1)} + \|f\|_{C^\alpha(Q^+_1)}\right],\]

where \(C > 0\) is a constant depending only on \(n, p, \lambda, \Lambda, \alpha\), the \(C^3(B^+_1)\) norms of \(A, b_1,\) and the \(C^\alpha(Q^+_1)\) norms of \(a, b_2\).

Proof. By using Proposition 2.12, Proposition 2.14, and (37), we have

\[(45) \quad \|\partial_t u\|_{C^\alpha(Q^+_1)} \leq C\left[\|\partial_t u\|_{L^\infty(Q^+_1)} + \|u\|_{L^\infty(Q^+_1)} + \|f\|_{C^\alpha(Q^+_1)}\right].\]

Since \(A\) is \(C^2\), we can apply elliptic estimates on each time slice to obtain the estimate for the spatial derivative \(D_x u\). \(\square\)

After deriving the estimate for \(\partial_t u\), we move to deriving the estimate for \(D_x u\).

PROPOSITION 2.16. For small \(R\), we have for \(0 < \rho < R\),

\[
\frac{1}{\rho^{n+p+1+2\alpha}} \int_{Q^+_\rho} |\nabla_x u|^2 + |D_x u - (D_x u)_{Q^+_\rho}|^2 \\
\leq \frac{C}{R^{n+p+1+2\alpha}} \int_{Q^+_R} |\nabla_x u|^2 + |D_x u - (D_x u)_{Q^+_R}|^2 \\
+ C\left[\|\partial_t u\|_{L^\infty(Q^+_1)} + \|u\|_{L^\infty(Q^+_1)} + \|f\|_{C^\alpha(Q^+_1)}\right]^2,
\]

where \(C > 0\) is a constant depending only on \(n, p, \lambda, \bar{\lambda}, \Lambda, \alpha\), the \(C^3(B^+_1)\) norms of \(A, b_1,\) and the \(C^\alpha(Q^+_1)\) norms of \(a, b_2\).

Proof. Let \(u_1\) be the unique weak solution of

\[a^\mu_R x_n^{p-1}\partial_t u_1 - \text{div}(A(0)\nabla u_1) + b_1(0)u_1 + x_n^{p-1}(b_2)^\mu_R u_1 = x_n^{p-1}f^\mu_R \quad \text{in } Q^+_R,\]

\[u_1 = u \quad \text{on } \partial_{pa}Q^+_R.\]

Let \(u_2 = u - u_1\). Then \(u_2\) is a weak solution of

\[a^\mu_R x_n^{p-1}\partial_t u_2 - \text{div}(A(0)\nabla u_2) + b_1(0)u_2 + x_n^{p-1}(b_2)^\mu_R u_2 \\
= x_n^{p-1}(f - f^\mu_R) - x_n^{p-1}(b_2 - (b_2)^\mu_R)u - x_n^{p-1}(a - a^\mu_R)\partial_t u \\
+ \text{div}(A - A(0))\nabla u - (b_1 - b_1(0))u \quad \text{in } Q^+_R\]
with \( u_2 = 0 \) on \( \partial_p Q^+_R \). Then

\[
\int_{Q^+_\rho} |\nabla_x u|^2 + |D_{x_n} u - (D_{x_n} u)_{Q^+_{\rho}}|^2 \\
\leq 2 \int_{Q^+_\rho} |\nabla_x u_1|^2 + |D_{x_n} u - (D_{x_n} u_1)_{Q^+_{\rho}}|^2 \\
+ 2 \int_{Q^+_\rho} |\nabla_x u_2|^2 + |D_{x_n} u_2 - (D_{x_n} u_2)_{Q^+_{\rho}}|^2.
\]

Since \( b_1 \) is \( C^1 \), then by the ellipticity of \( A \) and rescaling, we will have for all small \( R \) that

\[
\int_{B^+_R} A(0) \nabla \phi \nabla \phi + b_1(0) \phi^2 \geq \lambda \int_{B^+_R} \phi^2 \quad \forall \phi \in H^1_0(B^+_R).
\]

By the Poincaré inequality and using the equation of \( u_1 \), we have

\[
\int_{Q^+_\rho} (D_{x_n} u_1 - (D_{x_n} u_1)_{Q^+_{\rho}})^2 \\
\leq C \left( p^2 \int_{Q^+_\rho} |D_x D_{x_n} u_1|^2 + \rho^{2(p+1)} \int_{Q^+_\rho} |\partial_t D_{x_n} u_1|^2 \right) \\
\leq C \left( p^2 \int_{Q^+_\rho} \left\{ |D_x D_{x_n} u_1|^2 + u_1^2 + x_n^{2(p-1)} (|\partial_t u_1|^2 + (f_0^2)^2) \right\} \\
+ \rho^{2(p+1)} \int_{Q^+_\rho} |\partial_t D_{x_n} u_1|^2 \right) \\
\leq C \left( p^2 \int_{Q^+_\rho} \left\{ |D_x D_{x_n} u_1|^2 + \rho^{-1} x_n^{p-1} |\partial_t u_1|^2 \right\} \\
+ \rho^{n+3(p+1)} \sup_{Q^+_\rho} |\partial_t D_{x_n} u_1|^2 + CF^2 \rho^{n+p+3} \right) \\
\leq C \left( p^2 \int_{Q^+_\rho} \left\{ |D_x D_{x_n} u_1|^2 + \rho^{-1} x_n^{p-1} |\partial_t u_1|^2 \right\} + \rho^{p+1} \int_{Q^+_2} x_n^{p-1} |\partial_t u_1|^2 \right) \\
+ CF^2 \rho^{n+p+3},
\]

where \( F = \| u \|_{L^\infty(Q^+_1)} + \| f \|_{L^\infty(Q^+_1)} \), and we have used Proposition 2.6 in the last inequality. By Lemma 2.13, we have for \( 0 < \rho \leq R/8 \) that

\[
\int_{Q^+_\rho} |\nabla_x u_1|^2 + |D_{x_n} u_1 - (D_{x_n} u_1)_{Q^+_{\rho}}|^2 \\
\leq CF^2 R^{n+p+3} + C \left( \frac{\rho}{R} \right)^{n+p+3} \int_{Q^+_R} |\nabla_x u_1|^2 + |D_{x_n} u_1 - (D_{x_n} u_1)_{Q^+_R}|^2.
\]
By the energy estimates (94) of $u_2$ and Corollary 2.15, we have

$$\int_{Q^+_R} |\nabla u_2|^2 \leq CM^2 R^{n+p+1+2\alpha} + CR^{2\alpha} \int_{Q^+_R} |\nabla u|^2$$

$$\leq CM^2 R^{n+p+1+2\alpha} + CR^{n+p+1+2\alpha} \|\nabla u\|_{L^n(Q^+_R)}$$

$$\leq CM^2 R^{n+p+1+2\alpha},$$

where

$$M = \|\partial_t u\|_{L^n(Q^+_1)} + \|u\|_{L^n(Q^+_1)} + \|f\|_{C^{n}(Q^+_1)}.$$  

Therefore, we obtain

$$\int_{Q^+_p} |\nabla x u|^2 + |D_{x_n} u - (D_{x_n} u)_{Q^+_p}|^2$$

$$\leq C\left(\frac{\rho}{R}\right)^{n+p+3} \int_{Q^+_R} (|\nabla x u|^2 + |D_{x_n} u - (D_{x_n} u)_{Q^+_R}|^2) + CM^2 R^{n+p+1+2\alpha}.$$  

Note that the above inequality trivially holds for $\rho \in [R/8, R]$. By an iteration lemma, Lemma B.2, it follows that

$$\int_{Q^+_p} |\nabla x u|^2 + |D_{x_n} u - (D_{x_n} u)_{Q^+_p}|^2$$

$$\leq C\left(\frac{\rho}{R}\right)^{n+p+1+2\alpha} \int_{Q^+_R} (|\nabla x u|^2 + |D_{x_n} u - (D_{x_n} u)_{Q^+_R}|^2) + CM^2 \rho^{n+p+1+2\alpha},$$

from which we complete the proof.  

\begin{proof}
  We first notice that

$$\int_{Q^+_p} |\nabla u - \nabla u|^2_{Q^+_p}|^2 \, d\mu \leq \int_{Q^+_p} |\nabla u - \nabla u|^2_{Q^+_p}|^2 \, d\mu$$

$$\leq \frac{C}{\rho^{n+2p}} \int_{Q^+_p} |\nabla u - \nabla u|^2_{Q^+_p}|^2 \, dx \, dt$$

$$\leq C \int_{Q^+_p} |\nabla u - \nabla u|^2_{Q^+_p}|^2 \, dx \, dt.$$  

\end{proof}

\begin{corollary}
  We have

$$\|D_x u\|_{C^{n}(Q^+_1)} + \sup_{t \in (-\frac{1}{2}, 0)} \|D x u(\cdot, t)\|_{C^{n}(B^+_1)}$$

$$\leq C\left[\|\partial_t u\|_{L^n(Q^+_1)} + \|u\|_{L^n(Q^+_1)} + \|f\|_{C^{n}(Q^+_1)}\right],$$

where $\beta = \min(\alpha, p - 1)$, and $C > 0$ is a constant depending only on $n$, $p$, $\lambda$, $\bar{\lambda}$, $\Lambda$, $\alpha$, the $C^3(\mathcal{F}^+_1)$ norms of $A$, $b_1$, and the $C^{n}(Q^+_1)$ norms of $a$, $b_2$.

\end{corollary}

\begin{proof}
  We first notice that

$$\int_{Q^+_p} |\nabla u - \nabla u|^2_{Q^+_p} \, d\mu \leq \int_{Q^+_p} |\nabla u - \nabla u|^2_{Q^+_p} \, d\mu$$

$$\leq \frac{C}{\rho^{n+2p}} \int_{Q^+_p} |\nabla u - \nabla u|^2_{Q^+_p} \, dx \, dt$$

$$\leq C \int_{Q^+_p} |\nabla u - \nabla u|^2_{Q^+_p} \, dx \, dt.$$  

\end{proof}
Hence, it follows from Proposition 2.12, Proposition 2.16 and (37) that
\[
\|D_x u\|_{\mathcal{C}^\alpha(Q_{1/2}^+)} \leq C \|\nabla u\|_{L^2(Q_{3/4})} + CM \leq CM,
\]
where \( M = \|\partial_t u\|_{L^\infty(Q_{1/2}^+)} + \|u\|_{L^\infty(Q_{1/2}^+)} + \|f\|_{\mathcal{C}^\alpha(Q_{1/2}^+)} \). This proves the estimate for \( D_x u \). The estimate for \( D_x^2 u \) can be obtained by using Corollary 2.15 and elliptic estimates for second order derivatives on each time slice. \( \square \)

Using Lemma 3.1 on p. 78 in [40], which is stated in Lemma B.3, the above corollary implies that \( D_x^2 u \in \mathcal{C}^\gamma(Q_{1/2}^+) \) for some \( \gamma > 0 \).

**Theorem 2.18.** Suppose \( u \) is a classical solution of (19) satisfying (20) and \( u(x, -1) = 0 \) for \( x \in B_1^+ \). Assume \( A, b_1 \) are independent of \( t \) and belong to \( C^3(\overline{B_1^+}) \), while \( a, b_2 \) belong to \( C^3(\overline{Q_{1/2}^+}) \), (16) holds, \( f \in C^6(\overline{Q_{1/2}^+}) \) and \( f(x, -1) = 0 \) for all \( x \in \partial t B_1^+ \). Moreover, we assume the operator \(-\text{div}(A\nabla) + b_1 \) satisfies (39). Then

\[
\|\partial_t u\|_{\mathcal{C}^\alpha(B_{1/2}^+ \times [-1, 0])} + \|D_x u\|_{\mathcal{C}^\alpha(B_{1/2}^+ \times [-1, 0])} + \sup_{t \in (-1, 0)} \|D_x^2 u(\cdot, t)\|_{\mathcal{C}^\beta(B_{1/2}^+)} \\
\leq C(\|\partial_t u\|_{L^\infty(Q_{1/2}^+)} + \|u\|_{L^\infty(Q_{1/2}^+)} + \|f\|_{\mathcal{C}^\alpha(Q_{1/2}^+)})
\]

where \( \beta = \min(\alpha, p - 1) \) and \( C > 0 \) is a constant depending only on \( n, p, \lambda, \bar{x}, \Lambda, \alpha \), the \( C^3(\overline{B_1^+}) \) norms of \( A, b_1 \), and the \( \mathcal{C}^\alpha(Q_{1/2}^+) \) norms of \( a, b_2 \).

**Proof.** By Corollary 2.15 and Corollary 2.17, one only needs to prove the Schauder estimates up to the bottom. For the estimate at \( \{x_n = 0, t = 0\} \), the force term of the freezing coefficient equations would be chosen to be identically zero (including letting \( \tilde{f} = 0 \) in Lemma 2.13), due to the compatibility condition assumption. Remark C.4 will also be used. The proof is similar and we leave the details to readers. \( \square \)

For \( \alpha \in (0, 1) \), \( Q := \Omega \times [-1, 0] \) and \( u \in L^2(Q) \), define \( \text{d}u = d(x)^{p-1} dx \, dt \) and
\[
[u]_{\mathcal{C}^\alpha(Q)} = \left( \sup_{(\bar{x}, \bar{t}) \in Q, 0 < \rho < 1/2} \frac{1}{|d(\bar{x})\rho|^{2\alpha}} \int_{G_\rho(\bar{x}, \bar{t}) \cap Q} |u - (u)_{G_\rho(\bar{x}, \bar{t}) \cap Q}|^2 dx \, dt \right)^{1/2}
\]
\[
+ \left( \sup_{(\bar{x}, \bar{t}) \in \overline{Q}, \bar{x} \in \partial \Omega, R > 0} \frac{1}{R^{2\alpha}} \int_{G_R(\bar{x}, \bar{t}) \cap \overline{Q}} |u - (u)_{G_R(\bar{x}, \bar{t}) \cap \overline{Q}}|^2 d\nu \right)^{1/2},
\]
where
\[
G_\rho(\bar{x}, \bar{t}) = B_{\rho d(\bar{x})}(\bar{x}) \times (\bar{t} - d(\bar{x})^{p+1} \rho^2, \bar{t} + d(\bar{x})^{p+1} \rho^2).
\]

Denote
\[
\|u\|_{\mathcal{C}^\alpha(Q)} = \|u\|_{L^2(Q)} + [u]_{\mathcal{C}^\alpha(Q)}.
\]
**Theorem 2.19.** Assume \( A \) and \( b_1 \) are independent of \( t \), belong to \( C^3(\overline{\Omega}) \) and satisfy (17), while \( a, b_2 \) and \( f \) belong to \( \mathcal{C}^a(\Omega \times [-1,0]) \), (16) holds, and \( f(x,-1) = 0 \) for all \( x \in \partial \Omega \). Then there exists a unique classical solution \( u \) of (15) satisfying \( u = 0 \) on \( \partial_\omega(\Omega \times (-1,0]) \). Moreover,

\[
\|\partial_t u\|_{\mathcal{C}^a(\Omega \times [-1,0])} + \|D_x u\|_{\mathcal{C}^a(\Omega \times [-1,0])} + \sup_{t \in (-1,0)} \|D_x^2 u(\cdot, t)\|_{\mathcal{C}^\beta(\Omega)} \leq C\|f\|_{\mathcal{C}^a(\Omega \times [-1,0])},
\]

where \( \beta = \min(\alpha, p - 1) \) and \( C > 0 \) depends only on \( n, p, \lambda, \Lambda, \alpha, \Omega, \) the \( C^3(\overline{\Omega}) \) norms of \( A, b_1, \) and the \( \mathcal{C}^a(\Omega \times [-1,0]) \) norms of \( a, b_2 \).

**Proof.** Let \( a^{(j)}, b_2^{(j)} \) be sufficiently smooth functions (say \( C^6 \)) such that \( a^{(j)} \to a \) and \( b_2^{(j)} \to b_2 \) uniformly in \( \overline{\Omega} \times [-1,0] \) and

\[
\|a^{(j)}\|_{\mathcal{C}^a(\Omega \times [-1,0])} \leq C\|a\|_{\mathcal{C}^a(\Omega \times [-1,0])},
\]

\[
\|b_2^{(j)}\|_{\mathcal{C}^a(\Omega \times [-1,0])} \leq C\|b_2\|_{\mathcal{C}^a(\Omega \times [-1,0])}.
\]

Let \( f^{(j)} \) be sufficiently smooth functions (say \( C^6 \)) such that \( f^{(j)} \) vanishes near \( \partial \Omega \times \{t = -1\} \), \( f^{(j)} \to f \) uniformly in \( \Omega \times [-1,0] \) and

\[
\|f^{(j)}\|_{\mathcal{C}^a(\Omega \times [-1,0])} \leq C\|f\|_{\mathcal{C}^a(\Omega \times [-1,0])}.
\]

Such approximations can be achieved by standard mollifiers as in the usual Hölder space (recall that the space \( \mathcal{C}^a \) has a characterization of a weighted Hölder space in Lemma 2.10).

By Theorem 2.8, there exists a unique classical solution \( u^{(j)} \) of (15) with \( a, b_2, f \) replaced by \( a^{(j)}, b_2^{(j)}, f^{(j)} \), respectively, satisfying \( u^{(j)} = 0 \) on \( \partial_\omega(\Omega \times (-1,0]) \). By Theorem 2.18,

\[
\|\partial_t u^{(j)}\|_{\mathcal{C}^a(\Omega \times [-1,0])} + \|D_x u^{(j)}\|_{\mathcal{C}^a(\Omega \times [-1,0])} + \sup_{t \in (-1,0)} \|D_x^2 u^{(j)}\|_{\mathcal{C}^\beta(\Omega)} \leq C\left(\|\partial_t u^{(j)}\|_{L^\infty(\Omega \times [-1,0])} + \|u^{(j)}\|_{L^\infty(\Omega \times [-1,0])} + \|f\|_{\mathcal{C}^a(\Omega \times [-1,0])}\right).
\]

Using the interpolation inequality: for every \( \varepsilon > 0 \),

\[
\|\partial_t u^{(j)}\|_{L^\infty(\Omega \times [-1,0])} + \|u^{(j)}\|_{L^\infty(\Omega \times [-1,0])}
\]

\[
\leq \varepsilon \|\partial_t u^{(j)}\|_{\mathcal{C}^a(\Omega \times [-1,0])} + \varepsilon \|D_x u^{(j)}\|_{\mathcal{C}^a(\Omega \times [-1,0])}
\]

\[
+ C(n, \alpha, \varepsilon) \|u^{(j)}\|_{L^2(\Omega \times [-1,0])}
\]
with $C(n, \alpha, \varepsilon) > 0$ depending only on $n$, $\alpha$ and $\varepsilon$, we obtain

$$\| \partial_t u^{(j)} \|_{C^\alpha(\Omega \times [-1, 0])} + \| D_x u^{(j)} \|_{C^\alpha(\Omega \times [-1, 0])} + \sup_{t \in (-1, 0)} \| D_x^2 u^{(j)} \|_{C^\beta(\Omega)} \leq C \left( \| u^{(j)} \|_{L^2(\Omega \times [-1, 0])} + \| f \|_{C^\alpha(\Omega \times [-1, 0])} \right)$$

where we used Theorem A.7 in the last inequality.

Thus, by using Ascoli-Arzela’s theorem, there is a subsequence of $\{ u^{(j)} \}$ converging uniformly to some function $u$. Moreover,

$$\| \partial_t u \|_{C^\alpha(\Omega \times [-1, 0])} + \| D_x u \|_{C^\alpha(\Omega \times [-1, 0])} + \sup_{t \in (-1, 0)} \| D_x^2 u \|_{C^\beta(\Omega)} \leq C \| f \|_{C^\alpha(\Omega \times [-1, 0])},$$

and $u$ is a solution of (15).

Now let us prove the uniqueness. Let $f \equiv 0$. Let $u, \partial_t u, D_x u, D_x^2 u \in C(\overline{\Omega} \times [-1, 0])$ and $u$ be a solution. For small $h > 0$, we multiply $u^h(x, t) = \frac{u(x, t + h) - u(x, t)}{h}$ to (15) and send $h \to 0$. By a similar argument to the derivation of (101), we obtain

$$\int_{Q_1^+} u^2 \, dx \, ds = 0.$$

So $u \equiv 0$ in $Q_1^+$. This proves the uniqueness. $\square$

3. Short time smooth solutions. Let $\Omega \subset \mathbb{R}^n$, $n \geq 1$, be a smooth bounded domain. Let

$$\mathcal{L} = -\Delta - b,$$

where $b < \lambda_1$ is a constant and $\lambda_1$ is the first Dirichlet eigenvalue of $-\Delta$ on $\Omega$. Recall that $d(x) = \text{dist}(x, \partial \Omega)$.

Define

(47) $\mathcal{S} = \left\{ u \in C^\infty(\Omega) \cap C^{2+\alpha}_0(\overline{\Omega}) : \inf_{\overline{\Omega}} \frac{\partial u}{\partial d} > 0, \, u^{1-p} \mathcal{L} u \in C^{2+\alpha}_0(\overline{\Omega}), \right\}$

where

$$0 < \alpha < \min \left\{ 1, p-1, \frac{2}{p-1} \right\},$$

and the subscript 0 in $C^{k+\alpha}_0$ means that every function belonging to this set vanishes on $\partial \Omega$. The set $\mathcal{S}$ is not empty, because each positive eigenfunction of the problem

$$\mathcal{L} u = \mu \omega(x)^q u \text{ in } \Omega, \quad u = 0 \text{ on } \partial \Omega,$$

satisfies (47) for $\alpha = 0$. Therefore, the set $\mathcal{S}$ is not empty.
belongs to the set $S$, where $\omega(x) \geq 0$ is the first eigenfunction of $-\Delta$ in $\Omega$ with zero boundary condition and $q$ is a large positive constant. Moreover, for every $u \in S$ and every nonnegative $\tilde{u} \in C_c^\infty(\Omega)$ (smooth functions with compact support), then $au + (1 - a)\tilde{u} \in S$ for all $a \in (0, 1]$. Therefore, the set $S$ is dense in the sets of nonnegative functions in $H^1_0(\Omega)$, $C_0(\Omega)$ and $H^1_0(\Omega) \cap C_0(\Omega)$, respectively. Also, every positive solution of $Lu = u^p$ in $\Omega$ and $u = 0$ on $\partial \Omega$ belongs to the set $S$.

**Proposition 3.1.** Let $p > 1$ and $u_0 \in S$. Then there exists $T > 0$ depending only on $n$, $\Omega$, $b$, inf$_\Omega u_0/d$, and $\|u_0^{1-p}Lu_0\|_{C^1(\Omega)}$ such that the Cauchy-Dirichlet problem of the linear parabolic equation

$$pu_0^{p-1}\partial_tw = -\mathcal{L}w - t \cdot \frac{p-1}{p} u_0^{p-2}(u_0^{1-p}Lu_0)^2 \text{ in } \Omega \times [0, T],$$

$$w|_{t=0} = u_0, \quad w = 0 \text{ on } \partial \Omega \times [0, T]$$

has a unique classical nonnegative solution satisfying

$$C^{-1} \leq \frac{w(x,t)}{d(x)} \leq C \text{ for } (x,t) \in \Omega \times [0, T]$$

and

$$\sum_{i=0}^1 \left[ \|\partial_i^{i+1}w\|_{C^\alpha(\Omega \times [0, T])} + \|D_x\partial_i^2w\|_{C^\alpha(\Omega \times [0, T])} + \sup_{t \in [0, T]} \|D_x^2\partial_i^2w(\cdot, t)\|_{C^\alpha(\Omega)} \right]$$

$$+ \sup_{t \in [0, T]} \|D_x^2w(\cdot, t)\|_{C^\alpha(\Omega)} \leq C,$$

where $C$ is a positive constant depending only on $n$, $p$, $\alpha$, $\Omega$, $b$, inf$_\Omega u_0/d$, $\|u_0\|_{C^{2+\alpha}(\Omega)}$, $\|u_0^{1-p}Lu_0\|_{C^{2+\alpha}(\Omega)}$ and $\|(u_0^{1-p}Lu_0)^2\|_{C^\alpha(\Omega)}$.

**Proof.** For $u_0 \in S$, one can check that $u_0^{1-p}Lu_0$ and $(u_0^{1-p}Lu_0)^2/u_0$ are in $C^\alpha_0(\Omega)$, and thus, the existence and uniqueness of classical solutions follows from Theorem 2.19.

Let $\psi$ be the normalized nonnegative first eigenfunction of $-\Delta$ in the $L^2$ norm, i.e., $\int_\Omega \psi^2 = 1$, 

$$-\Delta \psi = \lambda_1 \psi \text{ in } \Omega, \quad \text{and } \psi = 0 \text{ on } \partial \Omega.$$ 

Thus $0 < \inf_{\Omega} \frac{\psi}{d} \leq \sup_{\Omega} \frac{\psi}{d} < \infty$. Note that

$$pu_0^{p-1}\partial_tw = 0 \geq -(\lambda_1 - b)\psi = \Delta \psi + b\psi = -\mathcal{L}\psi.$$ 

Since $pu_0^{p-1}\partial_tw \leq -\mathcal{L}w$, by the comparison principle, $w \leq C\psi$ for some $C > 0$ depending only on $n$, $\Omega$, $T$, $b$ and sup$_\Omega u_0/d$.

Let $\tilde{\psi}$ be the normalized nonnegative weighted first eigenfunction of $\mathcal{L}$ in the $L^2$ norm, i.e., $\int_\Omega \tilde{\psi}^2 = 1$, satisfying

$$\mathcal{L}\tilde{\psi} = \tilde{\lambda}_1 d^{p-1}\tilde{\psi} \text{ in } \Omega, \quad \text{and } \tilde{\psi} = 0 \text{ on } \partial \Omega.$$
Thus $0 < \inf_{\Omega} \frac{\delta^n}{\partial t^n} \leq \sup_{\Omega} \frac{\delta^n}{\partial t^n} < \infty$, and $\inf_{\Omega} \frac{\delta^n}{\partial t^n}$ depends only on $n$, $b$, $\Omega$ by the Hopf lemma. Therefore, there exists $M > 0$ depending only on $\inf_{\Omega} u_0/d$ and $\|u_0^{1-p}L_{u_0}\|_{C^1(\overline{\Omega})}$ such that $|u_0^{1-p}L_{u_0}| \leq M u_0$ and $|u_0^{1-p}L_{u_0}| \leq M \tilde{\psi}$ in $\overline{\Omega}$, and thus,

$$pu_0^{p-1}\partial_t \omega \geq -L \omega - tM^2u_0^{p-1}\tilde{\psi} \quad \text{in } \Omega \times [0, T].$$

Note that for a positive smooth function $\eta$ of $t$,

$$pu_0^{p-1}\partial_t [\eta(t)\tilde{\psi}(x)] + L[\eta(t)\tilde{\psi}(x)] = pu_0^{p-1}\tilde{\psi}\eta' + \eta \lambda_1 d^{p-1}\tilde{\psi} \leq u_0^{p-1}\tilde{\psi}(\eta' + m \lambda_1 \eta),$$

where $m > 0$ depends only on $\inf_{\Omega} u_0/d$. Let

$$\eta(t) = \frac{pM^2}{m^2\lambda_1^2} - \frac{tM^2}{m \lambda_1} - \mu e^{-\frac{m \lambda_1 t}{\mu}},$$

where $\mu > 0$ is chosen such that

$$\inf_{\Omega} \frac{u_0}{d} \geq 2 \left( \frac{pM^2}{m^2\lambda_1^2} - \mu \right) \sup_{\Omega} \frac{\tilde{\psi}}{d}.$$  

Therefore, there exists $T > 0$ (whose dependence is clear) such that $\eta > 0$ in $[0, T]$, $
\eta(0)\tilde{\psi} \leq u_0$ in $\Omega$ and

$$pu_0^{p-1}\partial_t [\eta(t)\tilde{\psi}(x)] + L[\eta(t)\tilde{\psi}(x)] \leq -tM^2u_0^{p-1}.$$  

By the comparison principle, $w \geq \tilde{\psi}/C$ in $\overline{\Omega} \times [0, T]$ for some $C > 0$ depending only on $n$, $\Omega$, $b$, $\inf_{\Omega} u_0/d$ and $\|u_0^{1-p}L_{u_0}\|_{C^1(\overline{\Omega})}$.

Applying the comparison principle again to the equation of $w_t$, we have

$$|\partial_t u| \leq C \psi$$

for some $C > 0$ depending only on $n$, $\Omega$, $T$, $b$, and $\|u_0^{1-p}L_{u_0}\|_{C^1(\overline{\Omega})}$.

If we denote $v = w_t - u_0^{1-p}L_{u_0}$, then

$$pu_0^{p-1}\partial_t v = -L v - u_0^{p-1} [(u_0^{1-p}L)^2 u_0] - \frac{p-1}{p} u_0^{p-2} (u_0^{1-p}L u_0)^2 \quad \text{in } \Omega \times [0, T],$$

$$v = 0 \quad \text{on } \partial_{pa}(\Omega \times [0, T]).$$

Applying Theorem 2.19 to the equations of $w$ and $v$, we obtain

$$\sum_{i=0}^{1} \left[ \|\partial_t^{i+1} w\|_{C^0(\Omega \times [0, T])} + \|D_x \partial_t^i w\|_{C^0(\Omega \times [0, T])} + \sup_{t \in [0, T]} \|D_x^2 \partial_t^i w(\cdot, t)\|_{C^0(\Omega)} \right] \leq C.$$
Applying elliptic estimates to the equation of $w$ on each time slides (and differentiating it once in the $x$-variables), we obtain
\[
\sup_{t \in (\delta, T)} \left\| D^3_x w(\cdot, t) \right\|_{C^\alpha(\Omega)} \leq C
\]
for all $\delta \in (0, T)$ (note that $C$ does not depends on $\delta$). Since $u_0^{1-p} L u_0 \in C^{2+\alpha}(\Omega)$, we have $\| \nabla^2 u_0 \|_{C^\alpha(\Omega)} \leq C$, and thus,
\[
\sup_{t \in [0, T]} \left\| D^2_x w(\cdot, t) \right\|_{C^\alpha(\Omega)} \leq C.
\]
This finishes the proof. \hfill \square

Using Lemma 3.1 on p. 78 in [40] (see Lemma B.3), the estimates in the above proposition imply that all $D^2_x w$, $D^2_x \partial_t w$ and $D^3_x w$ are Hölder continuous in the time variable as well.

Denote
\[
C^{3,2}(\Omega \times [0, T]) = \{ u \in C(\Omega \times [0, T]), D_x u, D^2_x u, D^3_x u, \partial_t u, D_x \partial_t u, D^2_x \partial_t u, \partial^2_t u \in C(\Omega \times [0, T]) \}.
\]

**Theorem 3.2.** Let $p > 1$ and $u_0 \in S$. Then there exist $T > 0$ and a unique nonnegative $u \in C^{3,2}(\Omega \times [0, T])$ satisfying that
\[
\partial_t u = -L u \quad \text{in} \ \Omega \times [0, T],
\]
\[
u(0) = u_0, \quad u = 0 \quad \text{on} \ \partial \Omega \times [0, T].
\]

Moreover, $u(\cdot, t) \in S$ for all $t \in [0, T]$.

**Proof.** We shall use the implicit function theorem. Let $w$ be the solutions obtained in Proposition 3.1. For any small $\varepsilon_0 > 0$, we have $\| w(\cdot, t) - u_0 \|_{C^{2+\alpha}(\Omega)} \leq \varepsilon_0$ provided $t \leq T_{\varepsilon_0}$, where $0 < T_{\varepsilon_0} \leq 1$ is a constant depending on $\varepsilon_0$. Note that
\[
1/C \leq \frac{w}{d} \leq C.
\]

Let
\[
\mathcal{Y} = \{ d^{p-1} f : f, \partial_t f \in C^\alpha(\overline{\Omega} \times [0, T_{\varepsilon_0}]), f(\cdot, 0) \equiv 0 \text{ on } \overline{\Omega}, \quad \partial_t f(x, 0) = 0 \text{ for } x \in \partial \Omega \}
\]
with
\[
\| \phi \|_{\mathcal{Y}} = \| d^{1-p} \phi \|_{C^\alpha(\overline{\Omega} \times [0, T_{\varepsilon_0}])} + \| d^{1-p} \partial_t \phi \|_{C^\alpha(\overline{\Omega} \times [0, T_{\varepsilon_0}])},
\]
and let
\[
\mathcal{X} = \{ \varphi \in C^{3,2}(\overline{\Omega} \times [0, T_{\varepsilon}]) : \partial_t \varphi, D_x \varphi, \partial_{tt} \varphi, D_x \partial_t \varphi \in C^0(\overline{\Omega} \times [0, T_{\varepsilon}]),
\]
\[
D_x^2 \varphi(\cdot, t), D_x^2 \partial_t \varphi(\cdot, t), D_x^3 \varphi(\cdot, t) \in C^0(\Omega) \forall 0 \leq t \leq T_{\varepsilon},
\]
\[
\mathcal{L} \varphi \in \mathcal{Y}, \text{ and } \partial_t \varphi = \varphi = 0 \text{ on } \partial_{pa}(\overline{\Omega} \times [0, T_{\varepsilon}]) \}
\]
with
\[
\|\varphi\|_{\mathcal{X}} = \sum_{i=0}^{1} \left( \|D^i \varphi\|_{C^0(\Omega \times [0, T])} + \sup_{t \in [0, T]} \|D_x^2 \partial_t^i \varphi(\cdot, t)\|_{C^0(\Omega)} \right)
\]
+ \sup_{t \in [0, T]} \|D_x^3 \varphi(\cdot, t)\|_{C^0(\Omega)} + \|\mathcal{L} \varphi\|_{\mathcal{Y}} + \|\varphi\|_{L^\infty(\Omega \times [0, T_{\varepsilon}])},
\]
where \(\partial_{pa}(\overline{\Omega} \times [0, T_{\varepsilon}])\) stands for the parabolic boundary of \(\overline{\Omega} \times [0, T_{\varepsilon}]\). It is easy to check that both \(\mathcal{X}\) and \(\mathcal{Y}\) are Banach spaces, and \(w \in \mathcal{X}\).

Define \(F(w) := p|v|^p - \frac{\partial_y}{\partial t} + Lw\) for \(v \in \mathcal{X}\), and for all \(\varphi \in \mathcal{X}\),
\[
\mathcal{P}(\varphi) := F(w + \varphi) - F(w)
\]
\[
= p\left( |w + \varphi|^{p-1} - w^{p-1} \right) \partial_t w + p|w + \varphi|^{p-1} \partial_t \varphi + \mathcal{L} \varphi.
\]
By the definition of \(\mathcal{X}\), the properties of \(w\) and Remark 2.11, we have \(\varphi, \partial_t \varphi, \frac{\partial \varphi}{\partial w} \in C^0(\overline{\Omega} \times [0, T_{\varepsilon}])\). Hence, \(\mathcal{P}(\varphi) \in \mathcal{Y}\) if \(\varphi \in \mathcal{X}\) and \(\|\varphi\|_{\mathcal{X}}\) is small (so that \(\|\nabla \varphi\| < |\nabla w|/2\) in \(\{x \in \overline{\Omega} : d(x) < \delta_1\} \times [0, T_{\varepsilon}]\) and \(w + \varphi > \delta_2\) in \(\{x \in \overline{\Omega} : d(x) \geq \delta_1\} \times [0, T_{\varepsilon}]\).

Note that \(\mathcal{P}(0) = 0\) and
\[
\mathcal{P}'(0) \varphi = pw^{p-1} \partial_t \varphi + \mathcal{L} \varphi + p(p-1)w^{p-2} \partial_t w \varphi\quad \text{for every } \varphi \in \mathcal{X},
\]
where \(\mathcal{P}'(0)\) is the Fréchet derivative of \(\mathcal{P}\) at 0. It follows from Theorem 2.19 (our definitions on \(\mathcal{X}\) and \(\mathcal{Y}\) will ensure the compatibility conditions even after differentiating the linearized equation in the time variable) and elliptic estimates that \(\mathcal{P}'(0)\) is invertible when \(\varepsilon_0\) is chosen sufficiently small. By the implicit function theorem, there exists a positive constant \(\delta > 0\) such that for any \(\phi \in \mathcal{Y}\) with \(\|\phi\|_{\mathcal{Y}} < \delta\) there exists a unique solution \(\varphi \in \mathcal{X}\) of the equation \(\mathcal{P}(\varphi) = \phi\). Let \(\overline{T}\) be sufficiently small. Pick a cutoff function \(0 \leq \eta \leq 1\) satisfying \(\eta(s) = 1\) for \(s \leq \overline{T}\) and \(\eta(s) = 0\) for \(s \geq 2\overline{T}\). By the equation of \(w\), we see that \(\eta F(w) \in \mathcal{Y}\), and we claim that \(\|\eta F(w)\|_{\mathcal{Y}} < \delta\) provided \(\overline{T}\) is small. Indeed, we have that \(F(w)|_{t=0} = 0\) and
\[
\partial_t F(w) = pw^{p-1}w_t + Lw_t + p(p-1)w^{p-2}w_t^2
\]
\[
= p\left( w^{p-1} - u_0^{p-1} \right) w_t + p(p-1)u_0^{p-2}(w_t^2(x, t) - w_t^2(x, 0))
\]
\[= tp(p-1)w_{tt} \int_0^1 w^{p-2}(x,st)w_t(x,st)\,ds + tp(p-1)w^p_0(w_t(x,t) + w_t(x,0)) \int_0^1 w_{tt}(x,st)\,ds\]

\[= O(t)d(x)^{p-1},\]

from which the claim follows.

Therefore, there exists a function \(\varphi \in \mathcal{X}\) such that

\[P(\varphi) = -\eta F(w).\]

Thus \(u = w + \varphi\) is a solution, since \(u\) will be nonnegative using the estimates of \(\varphi\) if \(T\) is sufficiently small.

One can also verify that \(u(\cdot,t) \in \mathcal{S}\) for all \(t \in [0,T]\).

Finally, the uniqueness of \(C^{3,2}(\overline{\Omega} \times [0,T])\) solutions follows from comparison principles (see, e.g., [20, 41]). Therefore, we complete the proof. \(\square\)

4. Time derivative estimates. Consider nonnegative solutions of the equation

\[
\begin{cases}
\partial_t u^p = -L u + u^p & \text{in } \Omega \times (0,T], \\
u(x,t) = 0 & \text{on } \partial \Omega \times (0,T],
\end{cases}
\]

where \(\Omega \subset \mathbb{R}^n\) is a smooth bounded domain, \(1 < p < \infty\) if \(n = 1,2\) and \(1 < p \leq \frac{n+2}{n-2}\) if \(n \geq 3\). Suppose that

\[
\frac{1}{c_0}d(x) \leq u(x,t) \leq c_0d(x)
\]

for some constant \(c_0 \geq 1\), where \(d(x) = \text{dist}(x, \partial \Omega)\). Let

\[J[u(t)] = \int_{\Omega} \left( |\nabla u(\cdot,t)|^2 - bu(\cdot,t)^2 - \frac{2}{p+1}|u(\cdot,t)|^{p+1} \right)\,dx.\]

4.1. Upper bounds. Here, we prove the upper bounds of \(\|u(\cdot,t)\|_{H^1_0(\Omega)}\) and \(\partial_t u\).

Proposition 4.1. Let \(u \in C^{3,2}(\overline{\Omega} \times [0,T])\) be a positive solution of the fast diffusion equation (48) satisfying (49). Then there exists \(C > 0\) depending only on \(n, \Omega, p, b, c_0\) and \(\int_{\Omega} |\nabla u(x,0)|^2\) (but not on \(T\)) such that

\[\|u(\cdot,t)\|_{H^1_0(\Omega)} \leq C\quad \text{for all } t \in [0,T].\]
Proof. Since $\partial_t u = 0$ on $\partial \Omega \times (0, T)$, we have

\[
\frac{d}{dt} J([u(t)]) = 2 \int_{\Omega} \nabla u \nabla \partial_t u - bu \partial_t u - w^p \partial_t u
\]

(50)

\[
= -2 \int_{\Omega} (\Delta u + bu + u^p) \partial_t u
\]

\[
= -2p \int_{\Omega} w^{p-1} (\partial_t u)^2.
\]

It follows that $J[u]$ is non-increasing in $[0, T]$. The conclusion follows by using (49).

PROPOSITION 4.2. Let $u \in C^{3,2}(\overline{\Omega} \times [0, T])$ be a positive solution of the fast diffusion equation (48) satisfying (49). Then there exists $C > 0$ depending only on $n, \Omega, T, p, b, c_0$ and $\int_{\Omega} |\nabla u(x, 0)|^2$ such that

\[
\partial_t u(x, t) \leq C \quad \text{for all} \quad (x, t) \in \overline{\Omega} \times [T/2, T].
\]

Proof. By integrating (50) in $t$, we have

\[
\int_0^T \int_{\Omega} w^{p-1} (\partial_t u)^2 \, dx \, dt \leq \frac{1}{2p} \int_{\Omega} |\nabla u(x, 0)|^2 \, dx + C,
\]

(51)

where $C > 0$ depends only on $n, \Omega, b, p$ and $c_0$ in (49).

Differentiating the equation (48) in $t$ variable and denoting $v = \partial_t u$, we have

\[
u u^{p-1} \partial_t v + p(p-1) u^{p-2} v^2 = -\mathcal{L} v + pu^{p-1} v \quad \text{in} \quad \Omega \times (0, T]
\]

and

\[
v = 0 \quad \text{on} \quad \partial \Omega \times (0, T].
\]

Let $0 < T_1 < T_2 < \frac{T}{2}$, $\eta_1(t)$ be a smooth function so that $\eta_1(t) = 0$ for $t \leq T_1$, $\eta = 1$ for $t > T_2$ and $|\eta'_1| \leq \frac{2}{T_2 - T_1}$. For $x_0 \in \partial \Omega$ and $R > 0$ small, let $\eta_2 \in C^2_c(B_R(x_0))$ be a nonnegative cutoff function, and $\eta = \eta_1 \eta_2$. For $k > 0$, let $w = (v - k)^+$. Using $\eta^2 w$ as a test function, we have, for $t \in (T_1, T)$,

\[
\frac{p}{2} \int_{\Omega} w^{p-1} \eta^2 w^2 \, dx \bigg|_t + \frac{1}{2} \int_{T_1}^t \int_{\Omega} |\nabla (\eta w)|^2
\]

\[
\leq C \int_{T_1}^t \int_{\Omega} (w^{p-1} \eta |\partial_t \eta| + |\nabla \eta|^2) \, w^2 + \int_{T_1}^t \int_{\Omega} (|b| + pu^{p-1}) \eta^2 (k + w) w
\]

\[
- p(p-1) \int_{T_1}^t \int_{\Omega} w^{p-2} v w (v - w)
\]

\[
\leq C \int_{T_1}^t \int_{\Omega} (w^{p-1} \eta |\partial_t \eta| + |\nabla \eta|^2) \, w^2 + \int_{T_1}^t \int_{\Omega} (|b| + pu^{p-1}) \eta^2 (k + w) w.
\]

(52)
Given (49) and (52), by the proof of Proposition 2.3 and estimates for uniform elliptic equations, it follows that, for any $\gamma > 0$

$$\sup_{\Omega \times [T/2, T]} v^+ \leq C \|v\|_{L^{\gamma}(\Omega \times [T/4, T])},$$

where $C > 0$ depends only on $n$, $\Omega$, $T$, $b$, $c_0$, $p$ and $\gamma$. Using the Hölder inequality and (51), the proposition follows. \hfill \Box

**Remark 4.3.** Note that we cannot obtain a lower bound of $\partial_t u$ via the above proofs, since (52) does not hold for $v = -\partial_t u$. In fact, this is the main difficulty.

The upper bound in Proposition 4.2 can be improved.

**Proposition 4.4.** Let $u \in C^{3,2}(\Omega \times [0, T])$ be a positive solution of (48) satisfying (49). Then there exists $C > 0$ depending only on $n$, $\Omega$, $b$, $T$, $p$, $c_0$ and $\int_{\Omega} |\nabla u(x, 0)|^2$ such that

$$\partial_t u(x, t) \leq Cd(x) \quad \text{for all } (x, t) \in \overline{\Omega} \times [T/2, T].$$

**Proof.** This follows from a slight modification of the proof of Theorem 4.1 in [25] with $m = 1$ (see Remark 4.2 there). Note that for $v = \partial_t u$, we know from Proposition 4.2 that $v \leq M$ for in $\overline{\Omega} \times [T/4, T]$. Due to the condition (49), the same barrier function in the proof of Theorem 4.1 of [25] with $m = 1$ will be a supersolution of $pu^{p-1}\partial_t \Psi = -\mathcal{L}\Psi$, from which we obtain the desired upper bound using the comparison principle. \hfill \Box

As pointed out by the referee, the above estimate can follow quickly from the Bénilan-Crandall [2] estimate, which implies $u_t \leq \frac{p}{(p-1)} [1 - e^{-\frac{pt}{p-1}}]^{-1} u$ in our setting.

**4.2. Two lemmas.** We will use the following two lemmas. The first one is a Sobolev type inequality. The following weighted Sobolev type inequalities are well known and well studied in, e.g., Kufner-Opic [38, 45], Davies [21] and Maz’ya [43]. Here, we include a proof for completeness.

**Lemma 4.5.** Let $d(x) = \text{dist}(x, \partial \Omega)$ as before. There exists a constant $C > 0$ depending only on $n$, $p$ and $\Omega$ such that

$$\int_{\Omega} |\nabla \phi|^2 d^2 + \phi^2 d^{p+1} dx \geq C \left( \int_{\Omega} \phi^{p+1} d^{p+1} dx \right)^{\frac{2}{p+1}},$$

for any function $\phi \in H^1(\Omega)$, where $1 < p < \infty$ if $n = 1, 2$ and $1 < p \leq \frac{n+2}{n-2}$ if $n \geq 3$. 
Proof. Assume $n \geq 3$ first. By the variational method there exists a $C^2$ positive solution of

$$-\Delta v(x) = \omega(x)v(x)^{\frac{n+2}{n-2} - \frac{1}{2(n-2)}} \text{ in } \Omega \quad \text{and} \quad v = 0 \text{ on } \partial \Omega,$$

where $\omega(x) \geq 0$ is the first eigenfunction of $-\Delta$ in $\Omega$ with zero boundary condition. Moreover, there exists $C > 0$ such that $\frac{1}{C}d(x) \leq v(x) \leq Cd(x)$, and thus, $W := -v^{-p}\Delta v$ is bounded. Then we have

$$\int_{\Omega} |\nabla (\phi v)|^2 \, dx = \int_{\Omega} \phi^2 |\nabla v|^2 + v^2 |\nabla \phi|^2 + 2v\phi \nabla v \nabla \phi \, dx$$

$$= \int_{\Omega} (-v\Delta \phi^2 + v^2 |\nabla \phi|^2)$$

$$= \int_{\Omega} v^2 |\nabla \phi|^2 + W \phi^2 v^{p+1}$$

$$\leq C \int_{\Omega} |\nabla \phi|^2 d^2 + \phi^2 d^{p+1},$$

where we used the integration by parts in the second equality and the fact $v = 0$ on $\partial \Omega$. Since $v\phi = 0$ on $\partial \Omega$, by the Poincaré-Sobolev inequality there exists $C > 0$ such that

$$C \int_{\Omega} |\nabla (\phi v)|^2 \, dx \geq \left( \int_{\Omega} |v\phi|^{p+1} \, dx \right)^\frac{2}{p+1}.$$

If $n = 1, 2$, one can show (53) similarly. \qed

The second one is an ODE argument.

Lemma 4.6. Let $\zeta(\cdot) : [0, T) \rightarrow [0, \infty)$ be a $C^1$ solution of

$$\frac{d\zeta}{dt} \leq \alpha \zeta^{\mu_1}(\zeta^{\mu_2} + \zeta^{\mu_3}),$$

where $\alpha > 0$, $\mu_1 > 0$, $\mu_2 \in [0, 1)$ and $\mu_3 \in [0, 1]$ are constants. If $\int_0^T \zeta^{\mu_1} \, dt < \infty$, then

$$\zeta(t) \leq C,$$

where the constant $C$ depends only on $\alpha$, $\mu_2$, $\mu_3$, $\zeta(0)$ and $\int_0^T \zeta^{\mu_1} \, dt$.

Proof. Let

$$H(\zeta) = \int_0^\zeta (s^{\mu_2} + s^{\mu_3})^{-1} \, ds, \quad \zeta \geq 0.$$ 

Integrating the equation from 0 to $t$, we have

$$0 \leq H(\zeta(t)) \leq H(\zeta(0)) + \alpha \int_0^T \zeta^{\mu_1}(t) \, dt.$$
If $\mu_3 = 1$, we have
\[ \zeta(t) \leq C_1 \exp \left\{ C_1 H(\zeta(0)) + C_1 \alpha \int_0^T \zeta^{\mu_1}(t) \, dt \right\}, \]
where $C_1$ depends only on $\mu_2$. If $\mu_3 < 1$, we have
\[ \zeta(t) \leq \left( C_2 + C_2 H(\zeta(0)) + C_2 \alpha \int_0^T \zeta^{\mu_1}(t) \, dt \right)^{\frac{1}{\max(\mu_2, \mu_3)}}, \]
where $C_2$ depends only on $\mu_2$ and $\mu_3$. Therefore, we complete the proof. \qed

4.3. Integral bounds. Let $u \in C^{3,2}(\overline{\Omega} \times [0,T])$ be a solution of the fast diffusion equation (48) satisfying (49). Let
\[ \mathcal{R} = u^{-p} \mathcal{L} u = 1 - \frac{p \partial_t u}{u} \]
and
\[ M_q(t) = \int_{\Omega} |\mathcal{R}(x,t) - 1|^q u(x,t)^{p+1} \, dx. \]
We will show in this section that $M_q$ is bounded in $[T/2, T]$ for all $1 \leq q < \infty$.

**Proposition 4.7.** Let $u \in C^{3,2}(\overline{\Omega} \times [0,T])$ be a positive solution of (48) satisfying (49). Let $\mathcal{R}$ be defined in (55), and $M_q$ in (56) for every $q > 1$. Then there exists a constant $C > 0$, depending only on $n, \Omega, T, p, b, c_0, q$ and $\|u(\cdot, 0)\|_{H^1_0(\Omega)}$, such that
\[ M_q \leq C \quad \text{for } t > T/4. \]

**Proof.** First of all, it follows from (51) that
\[ \int_0^T M_2(t) \, dt \leq \frac{p}{2} \int_{\Omega} |\nabla u(x,0)|^2 \, dx + C, \]
where $C$ depends only on $n, \Omega, p, b$ and $c_0$. By Hölder inequality and (49), we have, for any $1 \leq q < 2$,
\[ \int_0^T \int_{\Omega} |\mathcal{R}|^q u^{p+1} \, dx \, dt \leq CT^{1-q/2} \left( \int_0^T M_2(t) \, dt \right)^{\frac{q}{2}} \leq C \left( \int_{\Omega} |\nabla u(x,0)|^2 \, dx + 1 \right)^{\frac{q}{2}}. \]

Next, we derive some evolution equations. By (48), we have
\[ \partial_t u^{p+1} = -\frac{p+1}{p} (\mathcal{R} - 1) u^{p+1} \]
and

\[ \partial_t \mathcal{R} = -pu^{-p-1}\partial_t u \mathcal{L} u + u^{-p} \mathcal{L} \partial_t u \]
\[ = -u^{-2p}(-\mathcal{L} u + u^p)\mathcal{L} u + \frac{1}{p} u^{-p} \mathcal{L}(u^{-p+1}(-\mathcal{L} u + u^p)) \]
\[ = -\frac{1}{p} u^{-p} \mathcal{L}(u(\mathcal{R} - 1)) - \mathcal{R} + \mathcal{R}^2. \]

Since \( u \in C^{3,2}(\overline{\Omega} \times [0,T]) \), \( u = \partial_t u = 0 \) on \( \partial \Omega \times [0,T] \), and \( \mathcal{R} = 1 - pu_t / u \), using (49) we can show that

\[ \sup_{\Omega \times [0,T]} (|\mathcal{R}| + |\nabla \mathcal{R}|) < \infty. \] 

For \( q > 1 \), we have

\[ \frac{dM_q}{dt} = \int_{\Omega} q|\mathcal{R} - 1|^{q-2}(\mathcal{R} - 1)u^{p+1}\partial_t \mathcal{R} \, dx + \int_{\Omega} |\mathcal{R} - 1|^{q-1} \partial_t u \, dx + \frac{1}{p} \int_{\Omega} \left( q - \frac{p+1}{p} \right) |\mathcal{R} - 1|^{q-1} \, dx. \]

Integrating by parts and using (61), we have

\[ \int_{\Omega} |\mathcal{R} - 1|^{q-2}(\mathcal{R} - 1)u \Delta (u(\mathcal{R} - 1)) \, dx \]
\[ = -\int_{\Omega} \nabla[|\mathcal{R} - 1|^{q-2}(\mathcal{R} - 1)u] \nabla[u(\mathcal{R} - 1)] \, dx \]
\[ = -(q-1) \int_{\Omega} |\mathcal{R} - 1|^{q-2} |\nabla(\mathcal{R} - 1)|^2 u^2 \, dx - \int_{\Omega} \nabla[|\mathcal{R} - 1|^{q} u] \nabla u \]
\[ = \int_{\Omega} |\mathcal{R} - 1|^{q}(-bu^2 - u^{p+1}\mathcal{R}) \, dx - (q-1) \int_{\Omega} |\mathcal{R} - 1|^{q-2} |\nabla(\mathcal{R} - 1)|^2 u^2 \, dx. \]

Hence,

\[ \frac{dM_q}{dt} = -\frac{q(q-1)}{p} \int_{\Omega} |\mathcal{R} - 1|^{q-2} |\nabla(\mathcal{R} - 1)|^2 u^2 \, dx \]
\[ + \frac{p-1}{p} \left( q - \frac{p+1}{p-1} \right) |\mathcal{R} - 1|^{q} \, dx + \left( q - \frac{q}{p} \right) |\mathcal{R} - 1|^{q} u^{p+1} \, dx. \]

Note that

\[ \int_{\Omega} |\mathcal{R} - 1|^{q}(\mathcal{R} - 1)u^{p+1} \, dx = \int_{\Omega} |\mathcal{R} - 1|^{q+1}u^{p+1} - 2|\mathcal{R} - 1|^{q}(\mathcal{R} - 1)^{-u^{p+1}} \, dx, \]
where \((R - 1)^- = \max\{0, -(R - 1)\}\). By Proposition 4.4, we have \((R - 1)^- \leq C\) and thus

\[
\frac{d}{dt} M_q(t) + \frac{p-1}{p} \left( \frac{p+1}{p-1} - q \right) M_{q+1} \\
\leq CM_q - \frac{q(q-1)}{p} \int_{\Omega} |R - 1|^{q-2} |\nabla (R - 1)|^2 u^2 \, dx.
\]

By Lemma 4.5, we have

\[
\frac{q(q-1)}{p} \int_{\Omega} |R - 1|^{q-2} |\nabla (R - 1)|^2 u^2 \, dx = \frac{4(q-1)}{pq} \int_{\Omega} |\nabla |R - 1|^{q/2}|^2 u^2 \, dx \\
\geq \frac{1}{C^2} M_{\frac{2}{q(p+1)}} - CM_q,
\]

where \(C > 1\) depends only on \(\Omega, p, q\) and \(c_0\). Hence, we have

\[
\frac{d}{dt} M_q(t) + \frac{p-1}{p} \left( \frac{p+1}{p-1} - q \right) M_{q+1} + \beta M_{\frac{2}{q(p+1)}} \leq CM_q
\]

for some \(\beta > 0\). (For \(q < 2\), one just need to consider approximations \(M_{q, \varepsilon} = \int_{\Omega} [(R - 1)^2 + \varepsilon^2]^\frac{q}{2} u^{p+1}\), and derive an inequality for \(M_{q, \varepsilon}\) first, and finally send \(\varepsilon \to 0\) to derive (64).) If \(q > \frac{p+1}{p-1}\), by the interpolation inequality and Young inequality we have

\[
M_{q+1} \leq M_{\frac{-2}{q(p+1)}}^{\frac{2}{q(p+1)}} M_{\frac{2}{q(p+1)}}^{\frac{(p-1)(q+1)-(p+1)}{(p-1)q}} \leq \varepsilon M_{\frac{-2}{q(q(p+1)/2)}} + C(\varepsilon) M_{\frac{2}{q(q(p+1)/2)} + \frac{(p-1)(q+1)-(p+1)}{q(q(p+1)-(p+1))}}.
\]

Hence,

\[
\frac{d}{dt} M_q(t) + \beta M_{\frac{2}{q(p+1)}} \leq C\left( M_q + M_{\frac{2}{q(q(p+1)/2)}} + \frac{(p-1)(q+1)-(p+1)}{q(q(p+1)-(p+1))} \right) \\
= CM_q^{\frac{2}{p+1}} \left( M_q^{\frac{p-1}{2(p+1)}} + M_{\frac{2}{q(q(p+1)/(p+1))}}^{\frac{p-1}{2(p+1)}} \right).
\]

Finally, we want to use the differential inequality of \(M_q\) to prove its estimate. For \(q \leq \min\{2, \frac{p+1}{p-1}\}\), by (57) and (58) we know \(\int_0^T M_q \, dt \leq C\). We can find \(t_0 < T/100\) such that \(M_q(t_0) \leq C\). By (64), we have \(\frac{d}{dt} M_q \leq CM_q\). Using Lemma 4.6, we have \(M_q \leq C\) for \(t_0 \leq t \leq T\). Then by integrating (64) it follows that \(\int_0^T M_{q+1} \, dt \leq C\) for \(q < \frac{p+1}{p-1}\) and \(q \leq 2\). If \(\frac{p+1}{p-1} > 2\), we can keep using (64) and conclude that \(M_q \leq C\) in \([t_1, T]\) for some \(t_1 \leq T/50\) and for all \(q \leq \frac{p+1}{p-1}\), and that \(\int_{t_1}^T M_{q+1} \, dt \leq C\) for any \(q < \frac{p+1}{p-1}\). Then integrating (64) with \(q = \frac{p+1}{p-1}\), we have

\[
\int_{t_1}^T M_{\frac{2}{q(p+1)^2}} \, dt \leq C.
\]
Note that
\[
\frac{p - 1}{q(p - 1) - (p + 1)} + \frac{p - 1}{p + 1} = 1 \quad \text{if } q = q_0 := \frac{(p + 1)^2}{2(p - 1)}.
\]
Hence from (65) we have that
\[
\frac{d}{dt} M_{q_0}(t) \leq C M_{q_0}^{\frac{2}{p+1}} \left( M_{q_0}^{\frac{p-1}{p+1}} + M_{q_0} \right).
\]
By (66) and Lemma 4.6, we have $M_{q_0} \leq C$ in $[t_2, T]$ for some $t_2 \leq T/25$. Let $q_k = q_0 \left( \frac{p+1}{2} \right)^k$. Integrating (65) we have $\int_{t_2}^T M_{q_i} \leq C$. Notice that since $q_k > q_0$,
\[
0 < q(p - 1) - (p + 1) + \frac{p-1}{p+1} < 1.
\]
Therefore, we can recursively use (65) and Lemma 4.6 to show that $M_{q_k} \leq C$ in $[T/4, T]$ for all $k \geq 1$. We then complete the proof. \(\square\)

By Proposition 4.7, using Hölder’s inequality we find that, for any $1 \leq q < \infty$,
\[
\int_{\Omega} \left| \frac{\partial_t u}{u} \right|^q \, dx \leq C \quad \text{for } T/2 \leq t \leq T,
\]
where $C > 0$ depending only on $n$, $\Omega$, $T$, $p$, $b$, $c_0$, $q$ and $\|u(\cdot, 0)\|_{H^1_0(\Omega)}$.

4.4. Derivative bounds. By the integral bound (67), we will be able to prove the derivative bound.

**Theorem 4.8.** Let $u \in C^{3,2}(\overline{\Omega} \times [0, T])$ be a positive solution of (48) satisfying (49). Then $\partial_t^\ell u \in C^0(\overline{\Omega} \times [T/2, T])$ for every $\ell = 0, 1, 2, \ldots$, and there holds
\[
\| d^{-1} \partial_t^\ell u \|_{L^\infty(\Omega \times [T/2, T])} \leq C,
\]
where $C > 0$ depends only on $n$, $\Omega$, $T$, $p$, $b$, $c_0$, $\ell$ and $\|u(\cdot, 0)\|_{H^1_0(\Omega)}$.

Moreover, if $p$ is an integer, then $u \in C^\infty(\overline{\Omega} \times [T/2, T])$, and
\[
\| D_x^k \partial_t^\ell u \|_{L^\infty(\Omega \times [T/2, T])} \leq C,
\]
where $C > 0$ depends only on $n$, $\Omega$, $T$, $p$, $b$, $c_0$, $\ell$, $k$ and $\|u(\cdot, 0)\|_{H^1_0(\Omega)}$.

If $p$ is not an integer, then $\partial_t^\ell u(\cdot, t) \in C^{2+p}(\overline{\Omega})$ for every $\ell = 0, 1, 2, \ldots$, and all $t \in [T/2, T]$, and there holds
\[
\sup_{t \in [T/2, T]} \| \partial_t^\ell u(\cdot, t) \|_{C^{2+p}(\overline{\Omega})} \leq C,
\]
where $C > 0$ depends only on $n$, $\Omega$, $T$, $p$, $b$, $c_0$, $\ell$ and $\|u(\cdot, 0)\|_{H^1_0(\Omega)}$.
To prove the above estimate, we first prove the estimate of $u_t$, and then bootstrap to other high order derivatives.

**Proposition 4.9.** Let $u \in C^{3,2}(\overline{\Omega} \times [0,T])$ be a positive solution of (48) satisfying (49). For $v = \partial_t u$, we have

$$\|v\|_{L^\infty(\Omega \times [T/2,T])} \leq C$$

and

$$\int_{T/2}^T \int_\Omega (|\nabla v|^2 + |\partial_t v|^2) \, dx \, dt \leq C,$$

where $C > 0$ depending only on $n, \Omega, T, p, b, c_0, q$ and $\|u(\cdot, 0)\|_{H^1_0(\Omega)}$.

**Proof.** Recall that

$$pu^{p-1}\partial_t v + p(p-1)u^{p-2}v^2 = -\mathcal{L}v + pu^{p-1}v \quad \text{in } \Omega \times (0,T]$$

and $v = 0$ on $\partial\Omega \times (0,T]$. Using (67), Proposition 2.3 and the De Giorgi-Nash-Moser estimates for uniformly parabolic equation, we have

$$\|v\|_{L^\infty(\Omega \times [T/2,T])} \leq C \left( \int_{T/4}^T \int_\Omega v^2 \, dx \, dt \right)^{1/2} \leq C,$$

where $C > 0$ depends only on $n, \Omega, T, p, b, c_0$.

Using $v$ as a test function and using Proposition 4.7, we have

$$\int_{T/4}^T \int_\Omega |\nabla v|^2 - bv^2 \leq C(M_2 + M_3) \leq C.$$

Let $\eta(t)$ be a cutoff function satisfying $\eta = 0$ for $t \leq T/4$ and $\eta = 1$ for $t \geq T/2$. Multiplying (68) by $\partial_t \eta v^2$, integrating by parts and using Proposition 4.7, we have

$$\int_{T/2}^T \int_\Omega u^{p-1}(\partial_t v)^2 \leq C \left[ M_3(T) + \int_{T/4}^T M_4 \, dt + \int_{T/4}^T \int_\Omega (|\nabla v|^2 - bv^2) \, dx \, dt \right] \leq C.$$

**Proof of Theorem 4.8.** We will first prove

$$|\partial_t u| \leq C \quad \text{in } \Omega \times [T/2,T]$$

for some $C > 0$ depends only on $n, \Omega, T, p, b, c_0$ and $\int_\Omega |\nabla u(\cdot, 0)|^2 \, dx$.

Since $u > 0$ in $\Omega \times (0,T]$, the equation of $u$ is parabolic in $\Omega \times (0,T]$, and thus, $u \in C^\infty(\Omega \times (0,T])$. Let $w = \partial_t u = \partial_t v$. Since $u \in C^{3,2}(\overline{\Omega} \times [0,T])$, we have that $D_x v$ is $C^1$ in $x$ and $v$ is $C^1$ in $t$. By Lemma B.3 and Remark 2.11,
\( \frac{v}{u} \in C^\alpha (\overline{\Omega} \times [0, T]) \) for some \( \alpha > 0 \). Let \( \eta(t) \) be a cutoff function satisfying \( \eta = 0 \) for \( t \leq T/10 \) and \( \eta = 1 \) for \( t \geq T/8 \), and let \( \tilde{v} = \eta v \). Then

\[
pu^{p-1} \partial_t \tilde{v} + p(p-1)u^{p-1}\frac{v}{u}\tilde{v} = -Lu^{p-1}\tilde{v} + pu^{p-1}\tilde{v} \partial_t \eta \quad \text{in } \Omega \times (0, T],
\]

and \( \tilde{v} = 0 \) on \( \partial_{\text{per}} (\Omega \times (0, T]) \). By the Schauder estimates in Theorem 2.19, we know that \( \partial_t v \in C^\alpha (\overline{\Omega} \times [T/8, T]) \) (without uniform estimates yet). Applying the difference quotient technique in the time variable to the equation (68) for \( v \), one can further obtain for \( w = \partial_t v \) that \( \partial_t w \in C(\overline{\Omega} \times [T/4, T]) \) and \( D^2_w w \in C(\overline{\Omega} \times [T/4, T]) \).

Denote \( p_i = p(p-1) \cdots (p-i), i = 1, 2, 3, \ldots \). Then by differentiating (68) in \( t \), we have

\[
pu^{p-1} \partial_t w + 3p_1u^{p-2}v\partial_t w + Lw - pu^{p-1}w = -p_2u^{p-3}v^3 + p_1u^{p-2}v^2,
\]

which is now a linear equation. By (67), Proposition 2.3 and the De Giorgi-Nash-Moser estimates for uniformly parabolic equation, we have

\[
\|w\|_{L^\infty(\Omega \times (T/2, T))} \leq C \left( \int_{\Omega \times [T/4, T]} u^{p-1}w^2 \, dx \, dt \right)^{1/2} + C \left\| \frac{|v|^3}{u^3} + \frac{v^2}{u^2} \right\|_{L^s(\Omega \times [T/4, T])}
\]

for some \( s > \max\left\{ \frac{\chi}{\chi-1}, \frac{n+p+1}{2} \right\} \), where \( \chi > 1 \) be the constant in Lemma 2.2 and \( C > 0 \) depends only on \( n, \Omega, T, p, b, c_0 \) and \( \|u^{p-2}v\|_{L^s(\Omega \times [0, T])} \). Note that \( v/u = \partial_t u/u = \frac{1}{p}(1 - R) \). By Proposition 4.7 and Proposition 4.9, we conclude (69).

Using Proposition 4.9 and applying elliptic estimates on each time slice to (48), we have for any \( \beta \in (0, 1) \)

\[
\sup_{t \in [T/2, T]} \|D_x u(\cdot, t)\|_{C^\beta(\overline{\Omega})} \leq C.
\]

Using (67), (69) and applying elliptic estimates on each time slice to (68), we have

\[
\sup_{t \in [T/2, T]} \|D_x v(\cdot, t)\|_{C^\beta(\overline{\Omega})} \leq C.
\]

Using Lemma 3.1 on p. 78 in [40], we have

\[
\|D_x u\|_{C^{\beta, b'}_{x, t}(\overline{\Omega} \times [T/2, T])} + \|D_x v\|_{C^{\beta, b'}_{x, t}(\overline{\Omega} \times [T/2, T])} \leq C.
\]

Therefore, we can choose some \( 0 < \alpha < \min\{1, p-1, \frac{1}{p-1}\} \) that

\[
\|v/u\|_{C^{\alpha}(\overline{\Omega} \times [3T/4, T])} \leq C.
\]
Then we can apply the Schauder estimates in Theorem 2.19 to (48), (68) and (70), and obtain that
\[
\| \partial_t u \|_{\mathcal{C}^\alpha(\Omega \times [3T/4, T])} + \| D_x u \|_{\mathcal{C}^\alpha(\Omega \times [3T/4, T])} + \sup_{t \in (3T/4, T)} \| D^2_x u \|_{\mathcal{C}^\alpha(\Omega)} \leq C,
\]
\[
\| \partial_t v \|_{\mathcal{C}^\alpha(\Omega \times [3T/4, T])} + \| D_x v \|_{\mathcal{C}^\alpha(\Omega \times [3T/4, T])} + \sup_{t \in (3T/4, T)} \| D^2_x v \|_{\mathcal{C}^\alpha(\Omega)} \leq C,
\]
\[
\| \partial_t w \|_{\mathcal{C}^\alpha(\Omega \times [3T/4, T])} + \| D_x w \|_{\mathcal{C}^\alpha(\Omega \times [3T/4, T])} + \sup_{t \in (3T/4, T)} \| D^2_x w \|_{\mathcal{C}^\alpha(\Omega)} \leq C.
\]
Hence
\[(72) \quad \| w/u \|_{\mathcal{C}^\alpha(\Omega \times [3T/4, T])} \leq C.\]

Applying elliptic estimates on each time slice to (48), we have
\[
\sup_{t \in (3T/4, T)} \| D^3_x u(\cdot, t) \|_{\mathcal{C}^\alpha(\Omega)} \leq C.
\]
Moreover, for all \( t \in [T/3, T] \), we have
\[(73) \quad \| u^{1-p} \mathcal{L} u \|_{\mathcal{C}^{2+\alpha}(\Omega)} + \| (u^{1-p} \mathcal{L})^2 u \|_{\mathcal{C}^\alpha(\Omega)} \leq C \left( \| u \|_{\mathcal{C}^{2+\alpha}(\Omega)} + \| u_t \|_{\mathcal{C}^{2+\alpha}(\Omega)} + \| u^{-1} u_t^2 \|_{\mathcal{C}^\alpha(\Omega)} + \| u_{tt} \|_{\mathcal{C}^\alpha(\Omega)} \right) \leq C.
\]

Now we can keep differentiating (70), using (71) and (72), and applying the Schauder estimates obtained in Theorem 2.19 to show that for all \( \ell = 2, 3, 4, \ldots \),
\[(74) \quad \| \partial^\ell_t u |_{\mathcal{C}^\alpha(\Omega \times [7T/8, T])} \leq C,
\]
and
\[(75) \quad \| \partial^{\ell+1}_t u \|_{\mathcal{C}^\alpha(\Omega \times [7T/8, T])} + \| D_x \partial^\ell_t u \|_{\mathcal{C}^\alpha(\Omega \times [7T/8, T])} \sup_{t \in (7T/8, T)} \| D^2_x \partial^\ell_t u \|_{\mathcal{C}^\alpha(\Omega)} \leq C.
\]
Applying elliptic estimates on each time slice to the equation of \( \partial^k_t u \) (and differentiating it in \( x \) once since \( p > 1 \)), one has
\[
\sup_{t \in (7T/8, T)} \| D^3_x \partial^\ell_t u(\cdot, t) \|_{\mathcal{C}^\alpha(\Omega)} \leq C.
\]
If \( p \) is an integer, then for every \( k \geq 0 \), one can keep applying elliptic estimates to the equations of \( u, \partial_t u, \ldots, \partial_t^{k+\ell} u \) on each time slice and using standard bootstrap arguments for elliptic equations to show that \( \partial^\ell_t u(\cdot, t) \in C^{k+3+\alpha}(\Omega) \) for all \( t \in [T/2, T] \), and
\[
\| D_x^{k+3} \partial^\ell_t u \|_{L^\infty(\Omega \times [T/2, T])} \leq C.
\]
If $p$ is not an integer, then we can only different these equations in $x$ only $[p]$ (the integer part of $p$) times, and thus, obtain

$$\sup_{t \in [T/2,T]} \left\| \partial_t^j u(\cdot,t) \right\|_{C^{2+p}([0,T])} \leq C. \quad \square$$

5. Optimal boundary regularity. Let $\lambda_1 > 0$ be the first Dirichlet eigenvalue of $-\Delta$ in $\Omega$, and $b < \lambda_1$ is a constant. Let $u$ be a bounded weak solution of

$$\begin{cases}
\partial_t u^p = \Delta u + bu & \text{in } \Omega \times (0,\infty), \\
u = 0 & \text{on } \partial \Omega \times (0,\infty),
\end{cases}$$

(76)
i.e., $u \in L^2_{\text{loc}}([0,\infty);H^1_0(\Omega)) \cap L^\infty(\Omega \times (0,\infty))$, $u \geq 0$, $u^p \in C([0,\infty);L^1(\Omega))$, and satisfies

$$\int_{\Omega \times (0,\infty)} \left( u^p \partial_t \varphi - \nabla u \cdot \nabla \varphi + bu \varphi \right) dx \, dt = 0 \quad \forall \varphi \in C^1_c(\Omega \times (0,\infty)).$$

Note that $u(\cdot,0)$ is well defined, and is considered as the initial data if needed.

Let $T^*$ be the extinction time of $u$. Consider the rescaled solution

$$U(x,t) = \left( \frac{\sqrt[p]{p}}{(p-1)(T^*-\tau)} \right)^{\frac{1}{p+1}} u(x,\tau), \quad t = \frac{(p-1)}{p} \ln \left( \frac{T^*}{T^*-\tau} \right).$$

Then

$$\begin{cases}
\partial_t U^p = \Delta U + bU + U^p & \text{in } \Omega \times (0,\infty), \\
U = 0 & \text{on } \partial \Omega \times (0,\infty).
\end{cases}$$

(77)

Let $\delta > 0$ and $T > 2\delta$ be constants.

If $1 < p < \infty$ when $n = 1,2$; or $1 < p < \frac{n+2}{n-2}$ when $n \geq 3$, by Theorem 1.1 of DiBenedetto-Kwong-Vespri [25] (and a similar proof for $b \neq 0$) we have

$$\frac{1}{c_0} d(x) \leq U(x,t) \leq c_0 d(x), \quad t \in (\delta,\infty),$$

(79)

for some $c_0 \geq 1$ depending on $\Omega$, $n$, $b$, $p$, $\delta$, $\|U(\cdot,0)\|_{H^1_0(\Omega)}$ and $\|U(\cdot,0)\|_{L^{p+1}(\Omega)}$ only.

If $p = \frac{n+2}{n-2}$ and $n \geq 3$, from Lemma 5.2 and Proposition 6.2 in [25], we have

$$\frac{1}{c_0} d(x) \leq U(x,t) \leq c_0 d(x), \quad t \in (\delta,T),$$

(80)

with $c_0$ depending on $\Omega$, $n$, $b$, $p$, $\delta$, and also $\|U\|_{L^\infty(\Omega \times (0,T))}$. Note that when $b = 0$, $\|U\|_{L^\infty(\Omega \times (0,T))}$ may blow up as $T \to \infty$, see, e.g., Galaktionov-King [31] and Sire-Wei-Zheng [53]. In [35], we proved that if $n \geq 4$ and $0 < b < \lambda_1$, then $\|U\|_{L^\infty(\Omega \times (0,T))}$ is uniformly bounded independent of $T$. 


It is known that for all $0 < \delta < T < \infty$, $U \in C^{\infty}(\Omega \times [\delta, T]) \cap C^{\alpha}(\overline{\Omega} \times [\delta, T])$ for some $\alpha \in (0, 1)$. We will prove its regularity up to the boundary $\partial \Omega$.

**Theorem 5.1.** Let $U \in L_{\text{loc}}^2([0, \infty); H_0^1(\Omega)) \cap L_{\text{loc}}^\infty(\overline{\Omega} \times [0, \infty))$, $U \geq 0$, $U^p \in C([0, \infty); L^1(\Omega))$ be a weak solution of (78), and satisfy (79) or (80) (depending on the choices of $p$ and $n$ as above).

If $p$ is an integer, then $U \in C^{\infty}(\overline{\Omega} \times (0, \infty))$. Moreover, for any $2\delta < t < T$ and $x \in \overline{\Omega}$,

$$d(x)^{-1} |\partial_t U(x, t)| + \|D_k \partial_t U(\cdot, t)\|_{L^\infty(\overline{\Omega})} \leq C,$$

where $p, l \geq 0$ are integers, and $C > 0$ depends only on $n, \Omega, b, c_0, p, \delta, k$ and $l$.

If $p$ is not an integer, then $\partial_t^r U(\cdot, t) \in C^{2+r}(\overline{\Omega})$ for all $r \geq 0$ and all $t \in (0, \infty)$. Moreover, for any $2\delta < t < T$ and $x \in \overline{\Omega}$,

$$d(x)^{-1} |\partial_t^r U(x, t)| + \|\partial_t^r U(\cdot, t)\|_{C^{2+r}(\overline{\Omega})} \leq C,$$

where $C > 0$ depends only on $n, \Omega, c_0, b, p, \delta$ and $l$.

**Proof.** Using the standard energy estimates, we have that there exists $t_0 \in [\delta/2, \delta]$ such that $U(\cdot, t_0) \in H_0^1(\Omega)$, and $\|U(\cdot, t_0)\|_{H_0^1(\Omega)} \leq C$ for some $C > 0$ depending only on $n, \Omega, c_0, b, p, \delta$. By a shifting in the time variable, we may assume that

$$t_0 = 0 \quad \text{and denote } U_0 = U(\cdot, 0).$$

Let

$$w(x, s) = \left[\frac{p-(p-1)s}{p}\right]^{\frac{1}{p-1}} U(x, t(s)), \quad t(s) = \frac{p}{p-1} \log \left(\frac{p}{p-(p-1)s}\right).$$

Then

$$\begin{cases}
\partial_x w^p = \Delta w + bw & \text{in } \Omega \times (0, \infty), \\
w = 0 & \text{on } \partial \Omega \times (0, \infty).
\end{cases}$$

**Step 1.** If $U_0 \in S$ (defined in (47)), then the theorem follows from repeatedly using Theorem 3.2, the assumption (79) or (80), Proposition 4.1 and Theorem 4.8.

**Step 2.** Otherwise, since $U_0 \in H_0^1(\Omega) \cap C_0(\overline{\Omega})$, one can take a sequence of functions $\{U_{0j}\}$ in $S$ to approximate $U_0$ in $H_0^1(\Omega) \cap C_0(\overline{\Omega})$. Let $w^j$ be the weak solution to (82) with initial data $w^j(\cdot, 0) = U_{0j}$. It follows from the comparison principle that there exists $C > 0$ independent of $j$ such that

$$w^{(j)} \leq C \quad \text{in } \Omega \times (0, \infty).$$

By the Hölder continuity estimate up to $\partial \Omega$ (see Chen-DiBenedetto [16]), there exists $\alpha > 0$ such that for every $\delta > 0$, there exists $C > 0$ independent of $j$ such
that
\[ \|w^{(j)}\|_{C^\infty(\Omega \times [\delta, 1])} \leq C \text{ in } \Omega \times [\delta, 1]. \]

By the Ascoli-Arzela theorem and the uniqueness of weak solutions to (82), there exists a subsequence of \( \{w^{(j)}\} \), which is still denoted as \( \{w^{(j)}\} \), such that it converges uniformly to \( w \) on \( \Omega \times [\delta, 1] \). Since \( w > 0 \) in \( \Omega \times [\delta, 1] \), there exists \( c > 0 \) independent of \( j \) such that
\[ \int_{\Omega} |w^{(j)}(x,t)|^{p+1} \, dx \geq c \text{ in } [\delta, 1] \text{ for all large } j. \]

Then, by Proposition 6.2 of DiBenedetto-Kwong-Vespri [25], there exists \( C \) independent of \( j \) such that
\[ (83) \quad \frac{d(x)}{C} \leq w^{(j)} \leq C d(x) \text{ in } \Omega \times [3\delta/2, 1] \text{ for all large } j. \]

Meanwhile, since \( U_0^{(j)} \in S \), then from Step 1, we know \( w^{(j)} \in C^{3,2}(\Omega \times [0,1]) \) for all large \( j \). Then, it follows from (83), Proposition 4.1 and Theorem 4.8 that there exists a subsequence of \( \{w^{(j)}\} \) converging to \( w \) in \( C^{3,2}(\Omega \times [2\delta, 1]) \). In particular, \( w(\cdot, 2\delta) \in S \), and thus, the theorem follows from Step 1. \( \square \)

**Proof of Theorem 1.1.** It follows from Theorem 5.1 by taking \( b = 0 \), together with (3) or (4). \( \square \)

**Proof of Theorem 1.2.** It follows from Theorem 5.1 by taking \( b = 0 \), together with (3) and Lemma 5.2 of DiBenedetto-Kwong-Vespri [25] about the lower and upper bounds on \( T^* \). \( \square \)

**Proof of Theorem 1.3.** It follows from Theorem 5.1 by taking \( b = 0 \), together with (4) and Lemma 5.2 of DiBenedetto-Kwong-Vespri [25] about the lower and upper bounds on \( T^* \). \( \square \)

**Proof of Corollary 1.4.** Let
\[ w = v - S. \]

Then
\[ pv^{p-1}w_t = \Delta w + c(x,t) d(x)^{p-1}w \text{ in } \Omega \times (0, \infty), \]
\[ w = 0 \text{ on } \partial\Omega \times (0, \infty), \]

where
\[ c = \int_0^1 \left[ \frac{\theta v + (1 - \theta)S}{d(x)} \right]^{p-1} \, d\theta. \]
Note that the function $c$ shares the same regularity and same estimates as $v$. Then it follows from Proposition 2.3 and Hölder inequality that

\begin{equation}
\|w\|_{L^\infty([\Omega \times [T-2,T])} \leq C \left( \int_{\Omega \times [T-3,T]} w^2 S^{p-1} \, dx \right)^{1/2}.
\end{equation}

By Theorem 2.19 and elliptic Schauder estimates on each time slice, we have

\begin{equation}
\|D^k_x \partial_t^j w\|_{L^\infty([\Omega \times [T-1,T])} \leq C(k, \ell) \|w\|_{L^\infty([\Omega \times [T-2,T])},
\end{equation}

where $1 \leq k < \infty$ if $p$ is an integer, and

\begin{equation}
\sup_{t \in [T-1,T]} \|\partial_t^j w(\cdot, t)\|_{C^{2+p}([\Omega \times [T-2,T])} \leq C(\ell) \|w\|_{L^\infty([\Omega \times [T-2,T])}
\end{equation}

if $p$ is not an integer. In particular, combining with (84), we have

\begin{equation}
\|D^k_x w(\cdot, T)\|_{L^\infty(\Omega)} \leq C(k) \left( \int_{\Omega \times [T-3,T]} w^2 S^{p-1} \, dx \right)^{1/2},
\end{equation}

where $1 \leq k < \infty$ if $p$ is an integer, and

\begin{equation}
\|w(\cdot, T)\|_{C^{2+p}(\Omega)} \leq \left( \int_{\Omega \times [T-3,T]} w^2 S^{p-1} \, dx \right)^{1/2}
\end{equation}

if $p$ is not an integer.

Since $v(\cdot, t) = S(\cdot) = 0$ on $\partial \Omega \times [1, \infty)$, we have

\begin{equation}
\frac{\|v(\cdot, t) - S\|_{C^k(\Omega)}}{S} \leq C \|v(\cdot, t) - S\|_{C^{k+1}(\Omega)} = C \|w(\cdot, t)\|_{C^{k+1}(\Omega)},
\end{equation}

where $k$ is any positive integer if $p$ is an integer, and

\begin{equation}
\frac{\|v(\cdot, t) - S\|_{C^{1+p}(\Omega)}}{S} \leq C \|v(\cdot, t) - S\|_{C^{2+p}(\Omega)} = C \|w(\cdot, t)\|_{C^{2+p}(\Omega)}
\end{equation}

if $p$ is not an integer. Then the corollary follows from combining (85), (86), (10) and (11). \hfill \Box

\textbf{Appendix A. Weak solutions to a singular linear equation.} Suppose that $a$ and $A$ satisfy (16), $\partial_t a, b \in L^q(Q^+_1)$ for some $q > \frac{\chi}{\chi - 1}$, where $\chi > 1$ is the constant in Lemma 2.2, and $f_0, f_1, \ldots, f_n \in L^2(Q^+_1)$. Let $F = (f_1, \ldots, f_n)$.

\textbf{Definition A.1.} We say $u$ is a weak solution of

\begin{equation}
a(x, t)x_n^{p-1} \partial_t u - \text{div}(A(x, t) \nabla u) + b(x, t) u = f_0(x, t) + \text{div} F \quad \text{in } Q^+_1
\end{equation}
with the partial boundary condition
\begin{equation}
\tag{88}
u = 0 \quad \text{on } \partial' B_1^+ \times [-1,0],
\end{equation}
if \( u \in C((-1,0]; L^2(B_1^+, x_n^{p-1} \, dx)) \cap L^2((-1,0]; H^{1,L}(B_1^+)) \) and satisfies
\begin{equation}
\tag{89}
\int_{B_1^+} a(x,s)x_n^{p-1}u(x,s)\varphi(x,s) \, dx - \int_{-1}^{s} \int_{B_1^+} x_n^{p-1} (\varphi \partial_t a + a \partial_t \varphi)u \, dx \, dt \\
+ \int_{-1}^{s} \int_{B_1^+} [(A(x,t) \nabla u) \cdot \nabla \varphi + bu\varphi] \, dx \, dt = \int_{-1}^{s} (f_0 \varphi + F \cdot \nabla \varphi) \, dx \, dt
\end{equation}
a.e. \( s \in (-1,0] \) for every \( \varphi \) in the space
\begin{equation}
\tag{90}V_0^{1,1}(Q_1^+) := \{ \varphi \in L^2(Q_1^+) : \partial_t \varphi \in L^2(Q_1^+, x_n^{p-1} \, dx \, dt), \ D_x \varphi \in L^2(Q_1^+), \ \varphi \equiv 0 \text{ on } \partial B_1^+ \times (-1,0) \}.
\end{equation}
and \( \varphi(\cdot,0) \equiv 0 \) in \( B_1^+ \) (in the trace sense).

Let
\[\|\varphi\|_{V_0^{1,1}(Q_1^+)} = \|\partial_t \varphi\|_{L^2(Q_1^+, x_n^{p-1} \, dx \, dt)} + \|D_x \varphi\|_{L^2(Q_1^+)} .\]
Then \( V_0^{1,1}(Q_1^+) \) is a Banach space embedded in \( V_0^1(Q_1^+) \) (cf. (23)). Using Lemma 2.2, one can verify that each integral in (89) is finite. Let \( W_2^{1,1}(Q_1^+) = \{ g \in L^2(Q_1^+) : \partial_t g \in L^2(Q_1^+), \ D_x g \in L^2(Q_1^+), \} \) be the standard Sobolev space. Then for \( \varphi \in V_0^{1,1}(Q_1^+) \), one can check that \( \forall \varepsilon > 0, \varphi_\varepsilon(x,t) := e^{-\varepsilon/x_n} \varphi(x,t) \in W_2^{1,1}(Q_1^+) \) and \( \|\varphi_\varepsilon - \varphi\|_{V_0^{1,1}(Q_1^+)} \to 0 \) as \( \varepsilon \to 0^+ \).

**Definition A.2.** We say that \( u \) is a weak solution of (87) with the partial boundary condition (88) and the initial condition \( u(\cdot, -1) \equiv 0 \), if
\[u \in C([-1,0]; L^2(B_1^+, x_n^{p-1} \, dx)) \cap L^2((-1,0]; H^{1,L}(B_1^+)), \quad u(\cdot, -1) \equiv 0 ,\]
and satisfies (89) for all \( \varphi \in V_0^{1,1}(Q_1^+) \).

**Definition A.3.** We say that \( u \) is a weak solution of (87) with the full boundary condition \( u \equiv 0 \) on \( \partial_{pa} Q_1^+ \), if
\[u \in C([-1,0]; L^2(B_1^+, x_n^{p-1} \, dx)) \cap L^2((-1,0]; H^{1,0}(B_1^+)), \quad u(\cdot, -1) \equiv 0 ,\]
and satisfies (89) for all \( \varphi \in V_0^{1,1}(Q_1^+) \).

Note that \( C([-1,0]; L^2(B_1^+)) \subset W_2^{1,1}(Q_1^+) \).

**Definition A.4.** Let \( g \in W_2^{1,1}(Q_1^+) \). We say that \( u \) is a weak solution of (87) with the inhomogeneous boundary condition \( u \equiv g \) on \( \partial_{pa} Q_1^+ \), if
\[u \in C([-1,0]; L^2(B_1^+, x_n^{p-1} \, dx)) \cap L^2((-1,0]; H^{1}(B_1^+)), \]

We suppose that \(u\) and \(v\) satisfy (91) that

\[
\int_{B_1^+} A\nabla \phi \nabla \phi + b_1 \phi^2 \geq \lambda \int_{B_1^+} \phi^2 \quad \forall \phi \in H_0^1(B_1^+) \text{, a.e. } t \in [-1, 1].
\]

**Theorem A.6.** Suppose that \(a\) and \(A\) satisfy (16), \(a \in C^1(\mathbb{R}^n_+), b_2 \in L^q(\mathbb{R}^n_+)\) for some \(q > \frac{1}{\chi-1}\), where \(\chi > 1\) is the constant in Lemma 2.2, \(f_0, f_1, \ldots, f_n \in L^2(\mathbb{R}^n_+), F = (f_1, \ldots, f_n)\). Suppose that (93) holds. Then there exists a unique weak solution of (92) with the full boundary condition \(u \equiv 0\) on \(\partial_{pa} Q_1^+\).
\[ \partial_{pa} Q^+ \]. Moreover, there exists \( C > 0 \), which depends only on \( n, \bar{\lambda}, \lambda, \| \partial_t a \|_{L^q(Q^+_1)} \) and \( \| b_2 \|_{L^q(Q^+_1)} \), such that

\[ \| u \|^2_{V^+_0(Q^+_1)} \leq C \sum_{j=0}^{n} \| f_j \|^2_{L^2(Q^+_1)}. \]

**Proof.** For all \( \varepsilon > 0 \), there exists a unique (standard energy) weak solution \( u_\varepsilon \in C([0,1];L^2(B^+_1)) \cap L^2((-1,0];H^1_0(B^+_1)) \) to the uniformly parabolic equation

\[ a \cdot (x_n + \varepsilon)^{p-1} \partial_t u_\varepsilon - \text{div}(A \nabla u_\varepsilon) + b_1 u_\varepsilon + b_2 \cdot (x_n + \varepsilon)^{p-1} u_\varepsilon = (x_n + \varepsilon)^{p-1} f_0 + \text{div} F \quad \text{in } Q^+_1, \]

with \( u_\varepsilon \equiv 0 \) on \( \partial_{pa} Q^+ \). Using (93), the energy estimate for \( u_\varepsilon \) implies that

\[
\sup_{t \in [-1,s]} \int_{B^+_1} u_{\varepsilon}^2 (x_n + \varepsilon)^{p-1} \, dx + \| \nabla u_\varepsilon \|^2_{L^2(B^+_1 \times [-1,s])} \leq C \| (x_n + \varepsilon)^{p-1} u_{\varepsilon} \|^2_{L^q(B^+_1 \times [-1,s])} + C \sum_{j=0}^{n} \| f_j \|^2_{L^2(Q^+_1)},
\]

where \( C > 0 \) depends only on \( n, \bar{\lambda}, \lambda, \| \partial_t a \|_{L^q(Q^+_1)} \) and \( \| b_2 \|_{L^q(Q^+_1)} \). Since \( q > \frac{\bar{\chi}}{\bar{\chi} - 1} \), one can use Hölder’s inequality, Young’s inequality and Lemma 2.2 to obtain

\[
\| (x_n + \varepsilon)^{p-1} u_{\varepsilon} \|^2_{L^q(B^+_1 \times [-1,s])} \leq \delta \| u_\varepsilon \|^2_{V^+_0(B^+_1 \times [-1,s])} + C(\delta) \| (x_n + \varepsilon)^{p-1} u_{\varepsilon} \|^2_{L^1(B^+_1 \times [-1,s])}.
\]

This implies that

\[
\sup_{t \in [-1,s]} \int_{B^+_1} u_{\varepsilon}^2 (x_n + \varepsilon)^{p-1} \, dx + \| \nabla u_\varepsilon \|^2_{L^2(B^+_1 \times [-1,s])} \leq C \| (x_n + \varepsilon)^{p-1} u_{\varepsilon} \|^2_{L^1(B^+_1 \times [-1,s])} + C \sum_{j=0}^{n} \| f_j \|^2_{L^2(Q^+_1)}.
\]

In particular,

\[
\int_{B^+_1} u_{\varepsilon}^2 (x_n + \varepsilon)^{p-1} \, dx \leq \| (x_n + \varepsilon)^{p-1} u_{\varepsilon} \|^2_{L^1(B^+_1 \times [-1,s])} + C \sum_{j=0}^{n} \| f_j \|^2_{L^2(Q^+_1)}.
\]

By Gronwall’s inequality,

\[
\| (x_n + \varepsilon)^{p-1} u_{\varepsilon} \|^2_{L^1(Q^+_1)} \leq C \sum_{j=0}^{n} \| f_j \|^2_{L^2(Q^+_1)}.
\]
Thus,

\[
\|u_\varepsilon\|_{V_0^1(Q_1^+)}^2 \leq C \sum_{j=0}^{n} \|f_j\|_{L^2(Q_1^+)}^2.
\]

Therefore, there exists \(u \in V_0^1(Q_1^+)\) and a subsequence \(\{u_{\varepsilon_j}\}\), such that \(u_{\varepsilon_j} \rightharpoonup u\) weakly in (weak * topology of) \(V_0^1(Q_1^+)\). Then one can verify that this \(u\) satisfies (94) and (89). Using that \(a \in C(Q_1^+)\), one can further verify that \(u \in C([-1, 0]; L^2(B_1^+, x_n^{p-1} dx))\).

The uniqueness follows from Theorem A.5. \(\Box\)

**THEOREM A.7.** Assume all the assumptions in Theorem A.6. We also suppose that the coefficients \(A, b_1\) are independent of \(t\) and are of \(C^2(\overline{B}_1^+)\), and \(a, b_2\) are of \(C^1(\overline{Q}_1^+)\), and \(F \equiv 0\). Let \(u\) be the weak solution of (92) with the full boundary condition \(u \equiv 0\) on \(\partial_{pa} Q_1^+\). Then

\[
\int_{Q_1^+} u^2 \, dx \, dt + \int_{Q_1^+} x_n^{p-1} |\partial_t u|^2 \, dx \, dt \leq C \int_{Q_1^+} x_n^{p-1} f_0^2 \, dx \, dt,
\]

where \(C > 0\) depends only on \(\lambda, \tilde{\lambda}\) and \(\|b_2\|_{L^\infty(Q_1^+)}\).

**Proof.** For \(\varepsilon > 0\), let \(f_\varepsilon \in C_0^\infty(Q_1^+)\) such that \(f_\varepsilon \to f_0\) in \(L^2(Q_1^+)\) as \(\varepsilon \to 0\), and \(u_\varepsilon \in C([-1, 0]; L^2(B_1^+)) \cap L^2((-1, 0]; H_0^1(B_1^+))\) be the unique weak solution of

\[
a \cdot (x_n + \varepsilon)^{p-1} \partial_t u_\varepsilon - \text{div} (A \nabla u_\varepsilon) + b_1 u_\varepsilon + b_2 \cdot (x_n + \varepsilon)^{p-1} u_\varepsilon
\]

\[
= (x_n + \varepsilon)^{p-1} f_\varepsilon \quad \text{in} \quad Q_1^+.
\]

with \(u_\varepsilon \equiv 0\) on \(\partial_{pa} Q_1^+\). By the Schauder regularity theory, we know that \(D_x u_\varepsilon, \partial_t u_\varepsilon \in C(Q_1^+)\).

For small \(h > 0\), denote

\[
u_\varepsilon^h(x, t) = \frac{u_\varepsilon(x, t+h) - u_\varepsilon(x, t)}{h}
\]

for all \(-1 \leq t \leq -h\), and denote the left-hand side of (98) as \(I(x, t)\). Then we have for all \(-1 < t < -h\)

\[
\int_{B_1^+ \times (-1, t]} (I(x, s + h) + I(x, s)) u_\varepsilon^h(x, s) \, dx \, ds
\]

\[
= \int_{B_1^+ \times (-1, t]} (x_n + \varepsilon)^{p-1} (f_\varepsilon(x, s + h) + f_\varepsilon(x, s)) u_\varepsilon^h(x, s) \, dx \, ds.
\]
Using the symmetry of \( A \), we have

\[
-\int_{B_1^+} \int_{-1}^t \left[ \text{div}(A\nabla u_\varepsilon(x,s+h)) + \text{div}(A\nabla u_\varepsilon(x,s)) \right] u_\varepsilon^h(x,s) \, ds \, dx = \frac{1}{h} \int_{B_1^+} \int_{-1}^t (A\nabla u_\varepsilon(x,s+h)) \cdot \nabla u_\varepsilon(x,s+h) \, ds \, dx \\
= \frac{1}{h} \int_{B_1^+} \int_{-1}^t (A\nabla u_\varepsilon(x,s)) \cdot \nabla u_\varepsilon(x,s) \, ds \, dx \\
- \frac{1}{h} \int_{B_1^+} \int_{-1}^t (A\nabla u_\varepsilon(x,s+h)) \cdot \nabla u_\varepsilon(x,s+h) \, ds \, dx \\
= \frac{1}{h} \int_{B_1^+} \int_{-1}^{t+h} (A\nabla u_\varepsilon(x,s+h)) \cdot \nabla u_\varepsilon(x,s+h) \, ds \, dx \\
- \frac{1}{h} \int_{B_1^+} \int_{-1}^{-1+h} (A\nabla u_\varepsilon(x,s)) \cdot \nabla u_\varepsilon(x,s) \, ds \, dx \\
\rightarrow \int_{B_1^+} (A\nabla u_\varepsilon(x,t)) \cdot \nabla u_\varepsilon(x,t) \, dx \quad \text{as} \ h \rightarrow 0,
\]

where we used that \( D_x u \in C^0(\overline{B_1^+} \times [-1,0]) \) and \( u(x,-1) \equiv 0 \). Here, we used \( u_\varepsilon^h(x,t) \) instead of \( \partial_t u_\varepsilon \) to avoid involving \( D_x \partial_t u_\varepsilon \) in the calculation. Using similar arguments, by sending \( h \rightarrow 0 \) in (99), and using (93) and Hölder’s inequality, we have

\[
\int_{B_1^+ \times (-1,t]} a \cdot (x_n + \varepsilon)^{p-1} |\partial_t u_\varepsilon|^2 \, ds \, dx + \lambda \int_{B_1^+} u_\varepsilon(x,t)^2 \, dx \\
\leq C \int_{B_1^+ \times (-1,t]} (x_n + \varepsilon)^{p-1} (|u_\varepsilon| + |f_\varepsilon|) |\partial_t u_\varepsilon| \, ds \, dx \\
\leq \int_{B_1^+ \times (-1,t]} (x_n + \varepsilon)^{p-1} \left[ \frac{\lambda}{2} |\partial_t u_\varepsilon|^2 + C (|u_\varepsilon|^2 + |f_\varepsilon|^2) \right] \, ds \, dx.
\]

Using \( a \geq \lambda \), we have

\[
\int_{B_1^+ \times (-1,t]} x_n^{p-1} |\partial_t u_\varepsilon|^2 \, ds \, dx + \int_{B_1^+} u_\varepsilon(x,t)^2 \, dx \\
\leq C \int_{B_1^+ \times (-1,t]} u_\varepsilon^2 \, ds \, dx + C \int_{Q_1^+} (x_n + \varepsilon)^{p-1} f_\varepsilon^2 \, dx \, ds.
\]

In particular,

\[
\frac{d}{dt} \int_{B_1^+ \times (-1,t]} u_\varepsilon^2 \, ds \, dx \leq C \int_{B_1^+ \times (-1,t]} u_\varepsilon^2 \, ds \, dx + C \int_{Q_1^+} (x_n + \varepsilon)^{p-1} f_\varepsilon^2 \, dx \, ds.
\]

Since \( u_\varepsilon(\cdot,0) \equiv 0 \), by Gronwall’s inequality, we have

\[
\int_{Q_1^+} u_\varepsilon^2 \, dx \, ds \leq C \int_{Q_1^+} (x_n + \varepsilon)^{p-1} f_\varepsilon^2 \, dx \, ds.
\]
Thus, we have
\[
\int_{Q^+} x_n^{p-1} |\partial_t u_\varepsilon|^2 \, ds \, dx \leq C \int_{Q^+} (x_n + \varepsilon)^{p-1} f_\varepsilon^2 \, dx \, ds.
\]

Therefore, \(\int_{(B^+_1 \cap \{ x_n > \delta \}) \times (-1,0]} |\partial_t u_\varepsilon|^2 \leq C(\delta)\) for every \(\delta > 0\). This implies the existence of weak derivative \(\partial_t u\), and that \(\partial_t u_\varepsilon\) weakly converges to \(\partial_t u\) in \(L^2((B^+_1 \cap \{ x_n > \delta \}) \times (-1,0])\) for every \(\delta\). Then, (97) follows from sending \(\varepsilon \to 0\) in (101) and (102).

\section*{Appendix B. Some useful lemmas.}

The following two iteration lemmas are used in the paper.

\textbf{Lemma B.1 (Lemma 4.3 in [33]).} Let \(h(t) \geq 0\) be bounded in \([\tau_0, \tau_1]\) with \(\tau_0 \geq 0\). Suppose for \(\tau_0 \leq t < s \leq \tau_1\) we have
\[
h(t) \leq \theta h(s) + \frac{A}{(s-t)^\alpha} + B
\]
for some \(\theta \in [0,1), \alpha > 0, A \geq 0, B \geq 0\). Then for any \(\tau_0 \leq t < s \leq \tau_1\), there holds
\[
h(t) \leq C(\alpha, \theta) \left( \frac{A}{(s-t)^\alpha} + B \right).
\]

\textbf{Lemma B.2 ([33, Lemma 3.4]).} Let \(h(t)\) be a nonnegative and nondecreasing function on \([0,R]\). Suppose that
\[
h(\rho) \leq A \left[ \left( \frac{\rho}{r} \right)^\alpha + \varepsilon \right] h(r) + Br^\beta
\]
for any \(0 < \rho \leq r \leq R\), with \(A, B, \alpha, \beta\) nonnegative constants and \(\beta < \alpha\). Then for any \(\gamma \in [\beta, \alpha)\), there exists a constant \(\varepsilon_0 = \varepsilon_0(A, \alpha, \beta, \gamma)\) such that if \(\varepsilon < \varepsilon_0\), we have for all \(0 < \rho \leq r \leq R\)
\[
h(\rho) \leq C \left[ \left( \frac{\rho}{r} \right)^\gamma h(r) + B \rho^\beta \right].
\]

The following lemma is Lemma 3.1 on p. 78 in [40].

\textbf{Lemma B.3 (Lemma 3.1 on p. 78 in [40]).} Let \(\Omega \subset \mathbb{R}^n\) be a domain satisfying a cone condition, i.e., there exists a fixed spherical cone of some altitude \(d\) such that, no matter at what point of \(\Omega\) its vertex is placed, the cone itself can be swung so that all of it is located in \(\Omega\). Let \(T > 0\) and \(Q_T = \Omega \times (0,T]\). Let \(u \in C(Q_T)\) be
differentiable in $x$, and satisfy

$$
\begin{align*}
\sup_{x \in \Omega} \sup_{t, s \in [0, T], s \neq t} \frac{|u(x, s) - u(x, t)|}{|s - t|^{\alpha}} & \leq \mu_1, \\
\sup_{t \in [0, T]} \sup_{x, y \in \Omega, x \neq y} \frac{|
abla u(x, t) - \nabla u(y, t)|}{|x - y|^{\beta}} & \leq \mu_2 \\
\sup_{x \in \Omega} \sup_{t, s \in [0, T], s \neq t} \frac{|
abla u(x, s) - \nabla u(x, t)|}{|s - t|^{\delta}} & \leq \mu_3,
\end{align*}
$$

for some $\alpha, \beta \in (0, 1)$, $\mu_1 > 0$, $\mu_2 > 0$. Then there exists $\mu_3 > 0$, depending only on $\alpha, \beta, \mu_1, \mu_2, d$ and the solid angle of the cone such that

where $\delta = \frac{\alpha \beta}{1 + \beta}$.

**Appendix C. Campanato’s method for a uniformly parabolic equation.**

This appendix is for the proof of Proposition 2.12, deriving certain estimates of solutions to a uniformly parabolic equation (see (103)) with a parameter $\ell$. We shall obtain estimates with explicit dependence of $\ell$.

Let $p > 1, \ell \in (0, 1)$ be constants, and $u \in C^{2+\gamma}(\Omega^+)_{\ell}$ (for every $\gamma \in (0, 1)$) be a solution of

$$
(103) \quad a(x, t)\phi(x_n)\partial_t u - \text{div}(A(x)\nabla u) + \ell^2 b_1(x)u + \ell^{p+1}b_2(x, t)\phi(x_n)u = \ell^{p+1}\phi(x_n)f(x, t) \quad \text{in } Q_{3/4},
$$

where $\phi \in C^\infty((-1, 1))$, $\lambda \leq \phi \leq \Lambda$ on $[-3/4, 3/4]$, $\|\phi\|_{C^2(-3/4, 3/4)} \leq \Lambda$, $A = (a_{ij})_{n \times n}$, $a_{ij} \in C^3(\overline{B}_1)$, $b_1 \in C^3(\overline{B}_1)$, $A$ and $a$ satisfy the ellipticity condition (16), $b_2 \geq \lambda$,

$$
[a]_{C^{\alpha, \alpha/2}(Q_{3/4})} + [b_2]_{C^{\alpha, \alpha/2}(Q_{3/4})} + |a_{ij}]_{C^{\alpha}(B_3/4)} + [b_1]_{C^{\alpha}(B_{3/4})} \leq \ell^\alpha \Lambda_1,
$$

$$
[f]_{C^{\alpha, \alpha/2}(Q_{3/4})} \leq \ell^\alpha \Lambda_2
$$

for some $\alpha \in (0, 1)$, $\Lambda_1 > 0$, $\Lambda_2 > 0$, and there holds the coercivity: there exists $\overline{\lambda} > 0$ such that

$$
\int_{B_1} [(A\nabla \varphi) \cdot \nabla \varphi + \ell^2 b_1 \varphi^2] \, dx \geq \overline{\lambda} \int_{\Omega} \varphi^2 \quad \forall \varphi \in H^1_0(B_1).
$$

We denote

$$
(u)_R = \frac{1}{|Q_R|} \int_{Q_R} u(x, t) \, dx \, dt.
$$

Then we have the following two propositions.
PROPOSITION C.1. We have for \(0 < \rho \leq R < 1/2\) that
\[
\frac{1}{(p\ell)^{2\alpha}} \int_{Q_\rho} |\partial_t u - (\partial_t u)_\rho|^2 \leq \frac{C}{(R\ell)^{2\alpha}} \int_{Q_R} |\partial_t u - (\partial_t u)_R|^2 + C \sup_{Q_{1/2}} |\partial_t u|^2 + C\ell^{2p+2}\|u\|_{L^\infty(Q_{1/2})} + \Lambda_2^2,
\]
where \(C > 0\) depends only on \(n, p, \alpha, \lambda, \Lambda, \bar{\lambda}, \Lambda_1, \|b_2\|_{L^\infty(Q_{3/4})}\) and the \(C^2(\mathcal{B}_1)\) norms of \(A\) and \(b_1\) (but not on \(\ell\)).

**Proof.** We only need to consider \(0 < \rho < R/4\), since otherwise the inequalities hold trivially.

Let \(u_1\) be the solution of
\[
(a)_R \partial_t u_1 = \text{div}(A \nabla u_1) + \ell^2 b_1 u_1 + \ell^{p+1}(b_2)_R \phi u_1 = (f)_R \ell^{p+1} \phi \quad \text{in } Q_R
\]
and \(u = u_1 + u_2\). We have
\[
\int_{Q_\rho} |\partial_t u - (\partial_t u)_\rho|^2 \leq 2 \int_{Q_\rho} |\partial_t u_1 - (\partial_t u_1)_\rho|^2 + 2 \int_{Q_\rho} |\partial_t u_2|^2 \leq C \left( \frac{\rho}{R} \right)^{n+4} \left[ \int_{Q_R} |\partial_t u_1 - (\partial_t u_1)_R|^2 + \ell^4 R^2 \int_{Q_R} |\partial_t u_1|^2 \right] + 2 \int_{Q_R} |\partial_t u_2|^2 \leq C \left( \frac{\rho}{R} \right)^{n+4} \left[ \int_{Q_R} |\partial_t u - (\partial_t u)_R|^2 + \ell^4 R^2 \int_{Q_R} |\partial_t u|^2 \right] + C \int_{Q_R} |\partial_t u|^2,
\]
where we used Proposition C.3 in the second inequality. Note that
\[
(a)_R \partial_t u_2 = \text{div}(A \nabla u_2) + \ell^2 b_1 u_2 + \ell^{p+1}(b_2)_R \phi u_2 = \ell^{p+1}(f - (f)_R) \phi - \ell^{p+1}(b_2 - (b_2)_R) u \phi - (a - (a)_R) \phi \partial_t u \quad \text{in } Q_R
\]
and \(u_2 = 0\) on \(\partial_p Q_R\). Similar to (97), we have
\[
\int_{Q_R} |\partial_t u_2|^2 \leq C\ell^{2\alpha} R^{2\alpha} \int_{Q_R} |\partial_t u|^2 + C\ell^{2p+2+2\alpha} R^{n+2+2\alpha} \left( \|u\|_{L^\infty(Q_R)}^2 + \Lambda_2^2 \right).
\]

Let
\[
M = \sup_{Q_{1/2}} |\partial_t u| + \ell^{p+1}\|u\|_{L^\infty(Q_{3/4})} + \ell^{p+1} \Lambda_2.
\]
Using \(\int_{Q_R} |\partial_t u|^2 \leq CR^{n+2} \sup_{Q_{1/2}} |\partial_t u|^2\), we obtain
\[
\int_{Q_\rho} |\partial_t u - (\partial_t u)_\rho|^2 \leq C \left( \frac{\rho}{R} \right)^{n+4} \int_{Q_R} |\partial_t u - (\partial_t u)_R|^2 + CM^2 \ell^{2\alpha} R^{n+2+2\alpha}.
\]
By Lemma B.2, we have
\[
\frac{1}{(\rho \ell)^{2\alpha}} \int_{Q_\rho} |\partial_t u - (\partial_t u)_\rho|^2 \leq \frac{C}{(R\ell)^{2\alpha}} \int_{Q_R} |\partial_t u - (\partial_t u)_R|^2 + CM^2.
\]
This finishes the proof. ∎

**PROPOSITION C.2.** We have for $0 < \rho \leq R < 1/2$ that
\[
\frac{1}{(\rho \ell)^{2\alpha}} \int_{Q_\rho} |\nabla u - (\nabla u)_\rho|^2 \leq \frac{C}{(R\ell)^{2\alpha}} \int_{Q_R} |\nabla u - (\nabla u)_R|^2 + C \sup_{Q_{1/2}} |\partial_t u|^2 \ell^{-2\alpha} + C \sup_{Q_{1/2}} |\nabla u|^2 + C \ell^2 \|u\|^2_{L^\infty(Q_{1/2})} + C \ell^2 2\|f\|_{C^{0,\alpha}((Q_{1/2}))}^2,
\]
where $C > 0$ depends only on $n$, $p$, $\alpha$, $\Lambda$, $\Lambda_1$, $\|b_2\|_{L^\infty(Q_{3/4})}$ and the $C^2(\overline{B}_1)$ norms of $A$ and $b_1$ (but not on $\ell$).

**Proof.** We only need to consider $0 < \rho < R/4$, since otherwise the inequalities hold trivially.

Let $u_1$ be the solution of
\[
(a)_R \phi \partial_t u_1 - \text{div}((A)_R \nabla u_1) + \ell^2 (b_1)_R u_1 + \ell^{p+1} (b_2)_R \phi u_1 = (f)_R \ell^{p+1} \phi \quad \text{in } Q_R
\]
satisfying $u_1 = u$ on $\partial_\rho Q_R$ and let $u_2 = u - u_1$. We have
\[
\begin{align*}
\int_{Q_\rho} |\nabla u - (\nabla u)_\rho|^2 & \leq 2 \int_{Q_\rho} |\nabla u_1 - (\nabla u_1)_\rho|^2 + 2 \int_{Q_\rho} |\nabla u_2|^2 \\
& \leq C \left( \frac{\rho}{R} \right)^{n+4} \left[ \int_{Q_R} |\nabla u_1 - (\nabla u_1)_R|^2 + \ell^4 R^2 \int_{Q_R} |\nabla u_1|^2 \right] + CR^2 \int_{Q_R} |\partial_t u|^2 \\
& \quad + CR^{n+4} (\ell^2 \|u\|_{L^\infty(Q_{1/2})} + \ell^{p+1} \|f\|_{L^\infty(Q_{1/2})})^2 + 2 \int_{Q_R} |\nabla u_2|^2 \\
& \leq C \left( \frac{\rho}{R} \right)^{n+4} \left[ \int_{Q_R} |\nabla u - (\nabla u)_R|^2 + \ell^4 R^2 \int_{Q_R} |\nabla u|^2 \right] + CR^2 \int_{Q_R} |\partial_t u|^2 \\
& \quad + CR^{n+4} (\ell^2 \|u\|_{L^\infty(Q_{1/2})} + \ell^{p+1} \|f\|_{L^\infty(Q_{1/2})})^2 + C \int_{Q_R} |\nabla u_2|^2,
\end{align*}
\]
where we used Proposition C.3 in the second inequality. Note that
\[
(a)_R \phi \partial_t u_2 - \text{div}((A)_R \nabla u_2) + \ell^2 (b_1)_R u_2 + \ell^{p+1}(b_2)_R \phi u_2
\]
\[
= \ell^{p+1} \phi (f - (f)_R) - \ell^{p+1}(b_2 - (b_2)_R) \phi u - (a - (a)_R) \phi \partial_t u
\]
\[
+ \text{div}((A - (A)_R) \nabla u) - \ell^2(b_1 - (b_1)_R) u \quad \text{in } Q_R
\]
and $u_2 = 0$ on $\partial_p Q_R$. Similar to (94), it follows that
\[
\int_{Q_R} |\nabla u_2|^2 \leq C \ell^{2\alpha} R^{2\alpha} \int_{Q_R} (|\partial_t u|^2 + |\nabla u|^2)
\]
\[
+ C \ell^{2\alpha} R^{n+2+2\alpha} (\ell^2 \|u\|_{L^\infty(Q_{1/2})} + \ell^{p+1} A_2)^2.
\]

Let
\[
M_1 = \sup_{Q_{1/2}} |\partial_t u|_{\ell^{-\alpha} + \sup_{Q_{1/2}} |\nabla u| + \ell^{2-\alpha} \|u\|_{L^\infty(Q_{1/2})} + \ell^{p+1-\alpha} \|f\|_{C^{\alpha,\alpha/2}(Q_{1/2})}}.
\]

Using $\int_{Q_R} |\partial_t u|^2 \leq CR^{n+2} \sup_{Q_{1/2}} |\partial_t u|^2$, $\int_{Q_R} |\nabla u|^2 \leq CR^{n+2} \sup_{Q_{1/2}} |\nabla u|^2$, we obtain
\[
\int_{Q_{\rho}} |\nabla u - (\nabla u)_\rho|^2 \leq C \left( \frac{\rho}{R} \right)^{n+4} \int_{Q_R} |\nabla u - (\nabla u)_R|^2 + CM_1^2 \ell^{2\alpha} R^{n+2+2\alpha}.
\]

By Lemma B.2, we have
\[
\frac{1}{(\rho \ell)^{2\alpha}} \int_{Q_{\rho}} |\nabla u - (\nabla u)_\rho|^2 \leq \frac{C}{(R \ell)^{2\alpha}} \int_{Q_R} |\nabla u - (\nabla u)_R|^2 + CM_1^2.
\]

This finishes the proof. \hfill \Box

In the proof of the above two propositions, we used the following result when (part of) the coefficients of the equation are constants.

**Proposition C.3.** Let $0 < \rho \leq R < 1/2$, and suppose the equation (103) holds in $Q_R$.

(i) Suppose $a = \bar{a}$, $b_2 = \bar{b}$ and $f = \bar{f}$ for some constants $\bar{a}$, $\bar{b}$, $\bar{f}$. Then we have
\[
\int_{Q_{\rho}} |\partial_t u - (\partial_t u)_\rho|^2 \leq C \left( \frac{\rho}{R} \right)^{n+4} \left[ \int_{Q_R} |\partial_t u - (\partial_t u)_R|^2 + \ell^4 R^2 \int_{Q_R} |\partial_t u|^2 \right],
\]
where $C > 0$ depends only on $n$, $\lambda$, $\Lambda$, $|\bar{b}|$ and the $C^2(\overline{B}_1)$ norms of $A$ and $b_1$ (but not on $\ell$).
(ii) Suppose additionally that \((a_{ij})\) and \(b_1\) are also constants. Then we have
\[
\int_{Q_R} |\nabla u - (\nabla u)_\rho|^2 \leq C \left( \frac{\rho}{R} \right)^{n+4} \left[ \int_{Q_R} |\nabla u - (\nabla u)_R|^2 + \ell^4 R^2 \int_{Q_R} |\nabla u|^2 \right] \\
+ CR^2 \int_{Q_R} |\partial_t u|^2 + C \ell^4 R^2 \int_{Q_R} |u|^2 + C \ell^{2p+2} R^{n+4} |\bar{\rho}|^2,
\]
where \(C > 0\) depends only on \(n, \lambda, \Lambda, |\bar{b}|\) and the \(C^2(\overline{B}_1)\) norms of \(A\) and \(b_1\) (but not on \(\ell\)).

**Proof.** We only need to consider \(0 < \rho < R/4\), since otherwise the inequalities hold trivially.

(i) Let \(v = \partial_t u\). Then
\[
\bar{a} \phi(x_n) \partial_t v - \text{div}(A(x) \nabla v) + \ell^2 b_1(x)v + \ell^{p+1} \bar{b} \phi(x_n)v = 0 \quad \text{in} \ Q_R.
\]
By the Poincaré inequality
\[
(104) \quad \int_{Q_R} |v - (v)_{R}|^2 \leq C \left( \rho^2 \int_{Q_R} |\nabla v|^2 + \rho^4 \int_{Q_R} |\partial_t v|^2 \right).
\]
Since
\[
\bar{a} \phi \partial_t (v - (v)_R) - \text{div} \left( A \cdot \nabla (v - (v)_R) \right) + \ell^2 b_1 (v - (v)_R) \\
+ \ell^{p+1} \bar{b} \phi (v - (v)_R) = g \quad \text{in} \ Q_R,
\]
where \(g = -(v)_R \ell^2 b_1 - (v)_R \ell^{p+1} \bar{b} \phi\). By the local gradient estimates for uniformly parabolic equations, we have
\[
\sup_{Q_R} |\nabla v|^2 \leq \frac{C}{R^{n+4}} \int_{Q_R} (v - (v)_R)^2 + CR^2 \|g\|_{L^\infty(Q_R)}^2 \\
\leq \frac{C}{R^{n+4}} \left( \int_{Q_R} (v - (v)_R)^2 + \ell^4 R^4 \int_{Q_R} v^2 \right),
\]
where we used \(|(v)_R|^2 \leq \frac{C(n)}{R^n + 2} \int_{Q_R} v^2\) in the last inequality. Similarly,
\[
\sup_{Q_R} |\partial_t v|^2 \leq \frac{C}{R^{n+6}} \int_{Q_R} (v - (v)_R)^2 + C \|g\|_{L^\infty(Q_R)}^2 \\
\leq \frac{C}{R^{n+6}} \left( \int_{Q_R} (v - (v)_R)^2 + \ell^4 R^2 \int_{Q_R} v^2 \right).
\]
Plugging these two estimates into (104), the conclusion of (i) follows.

(ii) Suppose additionally that \((a_{ij})\) and \(b_1\) are constants. For \(i = 1, 2, \ldots, n-1\), \(D_{x_i} u\) satisfies the same equation as \(v\) in (i). Hence, the estimates for \(D_{x_i} u\) follows.
in the same way as for $\partial_t u$ in (i). For $D_{x_n} u$, first, we have from the Poincaré inequality that
\[
\int_{Q_\rho} |D_{x_n} u - (D_{x_n} u)_\rho|^2 \leq C \left( \rho^2 \int_{Q_\rho} |D_x D_{x_n} u|^2 + \rho^4 \int_{Q_\rho} |\partial_t D_{x_n} u|^2 \right).
\]
Second, by the equation of $u$, we have
\[
|D_{x_n}^2 u|^2 \leq C \left( |\partial_t u|^2 + |\nabla \nabla_x u|^2 + \ell^4 u^2 + \ell^{2p+2} |f|^2 \right).
\]
Third, by the gradient estimates for the equation of $v$, we have
\[
\rho^2 \int_{Q_\rho} |D_{x_n} \partial_t u|^2 \leq C \int_{Q_{2\rho}} |\partial_t u|^2.
\]
Fourthly, by the gradient estimates for the equation of $D_x u$, we have
\[
\sup_{Q_\rho} |D_x D_{x_n} u|^2 \leq \frac{C}{R^{n+4}} \left( \int_{Q_R} (D_{x_n} u - (D_{x_n} u)_R)^2 + \ell^4 R^4 \int_{Q_R} |D_{x_n} u|^2 \right).
\]
Combining these four inequalities, the estimate in (ii) follows. □

**Remark C.4.** If one assumes that the equation (103) holds in $B_{3/4} \times [0, 9/16]$ and $u(\cdot, 0) \equiv 0$, then one can show similar estimates up to the bottom:
\[
\frac{1}{(\rho \ell)^{2+2\alpha}} \int_{Q_\rho} |\partial_t u - \partial_t u(0,0)|^2 \leq \frac{C}{(R \ell)^{2+2\alpha}} \int_{Q_R} |\partial_t u - \partial_t u(0,0)|^2
\]
\[
+ C \sup_{Q_{1/2}} |\partial_t u|^2 + C \ell^{2p+2}(\|u\|_{L^\infty(Q_{1/2})} + \Lambda_2)^2,
\]
\[
\frac{1}{(\rho \ell)^{2+2\alpha}} \int_{Q_\rho} |\nabla u|^2 \leq \frac{C}{(R \ell)^{2+2\alpha}} \int_{Q_R} |\nabla u|^2 + C \sup_{Q_{1/2}} |\partial_t u|^2 \ell^{-2\alpha}
\]
\[
+ C \sup_{Q_{1/2}} |\nabla u|^2 + C \ell^2 \|u\|^2_{L^\infty(Q_{1/2})}
\]
\[
+ C \ell^2 \|f\|^2_{C^{\alpha,\alpha/2}(Q_{1/2})},
\]
where $Q_R = B_R \times [0, R^2]$, $\partial_t u(0,0) = \ell^{p+1} f(0,0)/a(0,0)$. Consequently, if one has $|f(0,0)| \leq \ell^\alpha \Lambda_2$, then we have
\[
\frac{1}{(\rho \ell)^{2+2\alpha}} \int_{Q_\rho} |\partial_t u - (\partial_t u)_\rho|^2 \leq \frac{2^{2+2\alpha} C}{\ell^{2\alpha}} \int_{Q_{1/2}} |\partial_t u|^2
\]
\[
+ C \sup_{Q_{1/2}} |\partial_t u|^2 + C \ell^{2p+2}(\|u\|_{L^\infty(Q_{1/2})} + \Lambda_2)^2.
\]
This remark will be used to obtain estimates up to the bottom in Theorem 2.18 when the compatibility condition is enforced. We omit the details.
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