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ABSTRACT

In this paper, we consider the problem of acoustic source localization by acoustic sensor networks (ASNs) using a promising, learning-based technique that adapts to the acoustic environment. In particular, we look at the scenario when a node in the ASN is displaced from its position during training. As the mismatch between the ASN used for learning the localization model and the one after a node displacement leads to erroneous position estimates, a displacement has to be detected and the displaced nodes need to be identified. We propose a method that considers the disparity in position estimates made by leave-one-node-out (LONO) sub-networks and uses a Markov random field (MRF) framework to infer the probability of each LONO position estimate being aligned, misaligned or unreliable while accounting for the noise inherent to the estimator. This probabilistic approach is advantageous over naïve detection methods, as it outputs a normalized value that encapsulates conditional information provided by each LONO sub-network on whether the reading is in misalignment with the overall network. Experimental results confirm that the performance of the proposed method is consistent in identifying compromised nodes in various acoustic conditions.

Index Terms— Acoustic manifold learning, failure detection, Gaussian process, Markov random fields, sound source localization.

1. INTRODUCTION

Sound source localization is a topic that has been covered in great detail and remains a burgeoning field of study [1][10], see [11] for an overview of the state of the art. Especially, smart-home technology drove the need for robust and efficient localization methods in acoustic sensor networks (ASNs) [12,13]. While in the past, traditional localization methods typically relied on physics-based models [2,4], there has been a growing interest in localizing acoustic sources using learning-based methods whereby position estimates are obtained directly from previously learned knowledge about a given acoustic environment. These methods have been shown to be effective, particularly in adverse acoustic conditions [1,5,7,10][13] as long as the parameters used for training remain static. For example, when localizing sources in a smart-home environment, many of the underlying characteristics of the room remain essentially unchanged (e.g., the room dimensions and reverberation time). This means the variability regarding the acoustic transfer functions, which are typically represented in a high-dimensional feature space, can be mostly attributed to the source position. This lends credibility to the use of learning-based methods where these static qualities can be captured during a training phase.

Due to the difficulty in acquiring labelled data, a semi-supervised method based on a small labelled and a large unlabelled data set is generally employed. Unlabelled data, which are easy to obtain, are used together with a few labelled ‘anchors’ to train models for acoustic source localization [9]. In [15], a semi-supervised approach was employed for source localization using a relative transfer function (RTF)-based feature vector, which measures the relation between the acoustic paths from a sound source to two different microphones. Thus, by leveraging unlabelled data, a more robust localizer is achieved. In this study the scenario considered was limited to a single microphone system in a static environment with white Gaussian noise input. Subsequently, in [10], the semi-supervised inference approach, based on Gaussian process (SSGP) on multiple manifolds, was further developed and adapted to localize a speech source using a multi-microphone system, again based on a dense grid of RTFs [10][16][17].

However, if the array constellation, e.g., the position of one or more nodes, changes relative to the training stage, the usefulness of the learned model becomes uncertain. In our work, we adopt the SSGP method and consider the scenario where any given microphone node can be moved. The detrimental effect of an array movement on the localization error can be observed in Fig. 1 where the error almost doubles with only a small shift of a random node in the network. We are thus posed with the problem of determining if a node is moving, and specifically determining which of the nodes is moving. In order to address both issues, we consider a technique recently introduced in the field of robotics for recognizing sensor misalignment [18]. The authors in [18] utilize Markov random fields (MRFs) with fully connected latent variables (FCLVs) to measure the probability of misalignment of a sensor network based on individual sensor readings and a ground truth mapping of a given room [19][20]. Recognition of misalignment is needed in [18] to determine whether differences in measurements sampled over time should be attributed to actual changes or due to inherent noise.

Rather than taking each sensor signal independently, for our scenario we look at the so-called leave-one-node-out (LONO) sub-network position estimates (with each sub-network containing all but one node) obtained via the SSGP method. We then use the differences between the position estimates before and after movement of a single node as input to the MRF model (note, for our considerations in this paper the sound source is static). Eventually our model outputs posterior probabilities per LONO sub-network for belonging to one of the following latent states: aligned, misaligned or unreli-
able. These posteriors are used to indicate both the probability of movement in the network, and also allows for inference of which node moved.

2. REVIEW OF THE SSGP SOURCE LOCALIZATION TECHNIQUE

We now briefly review the SSGP source localization method (see [10]) for details) and consider a speech signal in the Short-Time Fourier Transform (STFT) domain, \( S(\tau, k) \), at frame index \( \tau \), frequency index \( k \), received at a given node \( m \), and emitted from position \( q \). We then model the signal received at node \( m \) as follows:

\[
Y^m_i(\tau, k) = A^m_i(\tau, k, q) S(\tau, k) + U^m_i(\tau, k)
\]

where \( i \) specifying the \( i \)th microphone in the \( m \)th node. Additionally, \( A^m_i(\tau, k, q) \) is the acoustic transfer function (ATF) relating the sound source originating at position \( q \) to the \( i \)th microphone, and \( U^m_i(\tau, k) \) is the STFT-domain representation of an additive noise signal which corrupts the measurement. Obviously, the spatial information required for localizing a source at position \( q \) will omit the dependency on the coordinate \( a \in \{x, y, z\} \) in the following for conciseness.

In order to localize a sound source, RTFs obtained at each node are compared to those obtained at every other node in the ASN. The relation between all RTFs are summarized via the kernel-based covariance matrix, \( \Sigma_L \), with each element representing a pairwise affinity between two RTF samples. In particular, we express a given element in the covariance matrix which relates two labelled source positions, \( i, j \) as follows:

\[
(\Sigma_L)_{i,j} = \frac{1}{M^2} \sum_{d=1}^{n_D} \sum_{q=1}^{M} \sum_{w=1}^{M} k_w \left( h^w_i, h^w_j \right) k_w \left( h^w_i, h^w_j \right) .
\]

Here, \( h^w_i, h^w_j \) are RTF samples from the set of labelled RTFs \( \mathcal{H}_L = \{ h^w_i \}_{i=1}^{M} \), and \( k_m(h^m_i, h^m_j) \) is a conventional pairwise Gaussian kernel function, \( k_m : \mathbb{R}^m \times \mathbb{R}^m \rightarrow \mathbb{R} \), with:

\[
k_m(h^m_i, h^m_j) = \exp \left\{ \frac{||h^m_i - h^m_j||^2}{\varepsilon_m} \right\}
\]

where \( \mathcal{M}_m \) denotes a manifold corresponding to node \( m \), and \( \varepsilon_m \) is a parameter defining the width of the kernel [22]. Similarly, we can define an element in the test covariance vector, \( \Sigma_L \), as follows:

\[
(\Sigma_L)_{i,j} = \frac{1}{M^2} \sum_{d=1}^{n_D} \sum_{q=1}^{M} \sum_{w=1}^{M} k_w \left( h^w_i, h^w_j \right) k_w \left( h^w_i, h^w_j \right) .
\]

The unknown position, \( q_t \), can thus be estimated coordinate-wise via the conditional mean with respect to the corresponding multivariate Gaussian distribution, \( p(\theta_L | p_L, \mathcal{H}_L) \), where \( p_L \in \mathbb{R}^n \) is the vector containing only a coordinate of the labelled training positions. The distribution of all source positions (known and unknown) is defined over the concatenation of all coordinates of the labelled training positions \( p_L \) and the coordinate to be estimated \( q_t \):

\[
\left( p_L \right) q_t \quad \mathcal{H}_L \sim N \left( \theta_{n_{L+1}}, \Sigma_L + \sigma^2 I_{n_L} \right) \Sigma_L \Sigma_L \Sigma_L \Sigma_L (5)
\]

where \( \Sigma_L \) is the variance of \( q_t \), \( \sigma^2 \) is the variance associated with the accuracy of the labels, \( I_{n_L} \) is the identity matrix and \( \theta_{n_{L+1}} \) is an all-zero vector of length \( n_{L+1} \). Thus, we estimate the position of an unknown source by the conditional mean associated with [5].

\[
q_t = \mu_{\text{cond}} = \Sigma_L \Sigma_L \Sigma_L \Sigma_L (L + \sigma^2 I_{n_L})^{-1} p_L.
\]

An example of the localization scenario is shown in Fig. 2(detailed room specifications can be found in Sec. [4]).

3. MISALIGNMENT DETECTION

In our scenario, MRFs are used to determine if a node in an ASN is displaced, and also determine which node moved. MRFs provide a convenient and consistent way of modeling context dependent entities and can be implemented in a local and massively parallel manner [19][23]. MRFs are especially useful for inference if
ties of alignment indicate the node left out is likely compromised.

The observed quantities we use as input to a priori probability functions are given for the latent variables governing the observations. The observed variables are given as input to the MRF model are the SSGP localization estimates of the MRF model. For approximating the latent posterior probabilities, we consider the posterior probability of a LONO sub-network being aligned, misaligned, or unreliable. Additionally, we assume that the movement in the network cannot be movement is acquired by simulating localization estimates of LONO sub-networks after a random array in the ASN is shifted in a random direction. 

3.2. Latent class estimation and failure detection

For approximating the latent posterior probabilities, \( P(\mathbf{z}_m | e) \), where \( \mathbf{z}_m = [z_{m,1}, z_{m,2}, z_{m,3}]^\top \) is an indicator vector of binary variables with each variable indicating whether a given LONO sub-network belongs to a given latent class, and \( e \) is the vector containing the difference in estimates from all LONO sub-networks.

We first define the prior (error) distributions of each latent class, which were found empirically from observed errors. For the aligned case, \( \mathbf{z}_m = [1, 0, 0] \), we choose a half-normal distribution with variance \( \sigma^2_{\text{align}} \) [18,24].

\[
P(e_m | \mathbf{z}_m = [1, 0, 0], \sigma^2_{\text{align}}) = \frac{\lambda \exp(-\lambda e_m)}{1 - \exp(-\lambda e_{\text{max}})},
\]

where, \( e_{\text{max}} \) references the maximum localization error. A uniform distribution is assigned to the unreliable class (analogous to the assumption made in [18]) to reflect the uninformative character of this class, as we assume that the movement in the network cannot be predicted.

3.3. Likelihood distributions of estimation errors

For computing the FCLVs for each LONO sub-network, where \( \mathbf{m} \) is the vector containing the position estimates recorded by a given LONO sub-network before movement occurs, and \( \hat{\mathbf{m}} \) refers to the estimate after movement. While in dynamic scenarios with moving sources these distinctions will not be so clear, in the static scenario assumed here, they are useful for the desired analysis. The latent variables are given by the errors made by a LONO in a given acoustical environment, which is dependent on the room itself and, consequently, on the variability of the SSGP localization. Therefore, in practice, the considered MRF model (as detailed in Sections 3.1, 3.2) compares the difference obtained from each LONO sub-network with the smallest probability of movement as determined by the MRF model would probably be the one that did not contain the moved node, thus allowing us to infer which particular node was moving. For this inference, we consider the posterior probability output by the MRF that a given LONO sub-network, \( m \), is of one of the following latent classes: aligned, misaligned or unreliable.

\[
P(\mathbf{z}_m | e) = \frac{1}{Z} \mathbf{1}_m \odot \prod_{m' \neq m}^{M} \mu_{m' \rightarrow m}(\mathbf{z}_m).
\]

Here, \( Z \) is a normalizing factor, \( \odot \) is the Hadamard product and \( \mathbf{1}_m \) is a likelihood vector

\[
\mathbf{1}_m = \left[ P(e_m | z_{m,1}), P(e_m | z_{m,2}), P(e_m | z_{m,3}) \right]^\top.
\]

The message from \( m' \) to the \( m \)th LONO sub-network is denoted as

\[
\mu_{m' \rightarrow m}(\mathbf{z}_m) = \psi_{m' \rightarrow m}(\mathbf{z}_m, \mathbf{z}_m) \mathbf{1}_{m'}.
\]

In this case, \( \psi_{m' \rightarrow m}(\mathbf{z}_m, \mathbf{z}_m) \) is the transition probability from state \( m' \) to \( m \) and is an element of the transition matrix \( \psi \in \mathbb{R}_+^{3 \times 3} \). The matrix is optimized using an iterative proportional fitting procedure based on empirical localization errors [19,25].
Finally, after each node receives initial messages from all other nodes, messages are continually passed around until convergence to the maximum likelihood posterior.

With the posteriors for each LONO sub-network, we obtain the probability of misalignment in the overall network based on the average posterior probabilities of misalignment for all sub-networks:

\[
p_{\text{failure}} = \frac{1}{M} \sum_{m=1}^{M} P(z_{m,2} \mid e). \tag{14}
\]

Then, the criterion \(p_{\text{failure}} \geq p_{\text{thresh}}\) with the user-defined threshold \(p_{\text{thresh}}\), is used for detecting node movement. A misaligned scenario is illustrated in Fig. 2 where a node is displaced by one meter. Values in brackets next to each node indicate the probability of a LONO sub-network being aligned, misaligned, or unreliable where the referenced node is the one left out. Higher probabilities of alignment indicate that the node left out is more probable to have moved.

### 4. EVALUATION

We present a simulation study showing the efficacy of the proposed method. After describing the experimental setup we discuss the results obtained from Monte-Carlo simulations.

We consider a room of size \(6 \text{m} \times 6 \text{m} \times 3 \text{m}\) with four nodes uniformly spaced in a square (see Fig. 2), each comprising two microphones spaced 5 cm apart. The Region of Interest (RoI) was chosen to be in the center of the node network and within a 2 m radius from the center of the room. In total, we simulated five labelled sources and 300 unlabelled sources to generate RTFs, whereby each unlabelled point was randomly chosen from a uniform 2D distribution within the RoI. White noise convolved with simulated room impulse responses (RIRs) [26] has been used for training.

The SSGP parameters were optimized via an ML estimation (see [10] for details) for varying noise levels and \(T_{60}\). This was done by drawing at random speech signals from a database of English speakers [27], again convolving them with simulated RIRs, randomizing the position of the source and comparing the positional estimates to the ground truth position. The parameters of the MRF model, \(\sigma_{\text{align}}, \lambda, \text{and } \epsilon_{\text{max}}\) were chosen via a random grid search whereby a room environment was simulated and arrays were randomly shifted [28]. The optimal parameters were then chosen based on the detector’s ability to recognize movement for a range of probability thresholds. Care was taken in choosing these thresholds, as extremely small thresholds result in a high number of false positives as even a movement occurring with only a small probability will be declared movement by the MRF model, and without loss of generality, large thresholds result in a large number of false negatives. Thus the threshold was incremented (from 0 to 1 by increments of 0.05 m) to balance the range of possible outcomes.

For the results in Fig. 3 the movement detection scenario was simulated over 100 trials per shift of a randomly chosen node, shifted in a random direction, and with random rotation, and for a range of reverberation levels. Obviously, the movement detection probability increases with the size of the displacement, and is largely independent of the \(T_{60}\) level. We attribute the fact that the curves are not monotonic to the random rotation of the randomly moved node (from 0° - 360°).

In order to test the robustness of the proposed algorithm, we compare it to a naïve detector that uses the LONO positional estimates directly as a way of indicating movement. Thus the naïve detector will indicate movement occurred if the deviation for a given LONO sub-network is greater than the average of the other three LONO estimates and this difference exceeds some threshold. Thereby the thresholds were chosen based on the average difference between a LONO sub-network excluding the shifted node and the mean estimates of the other three. We found (as indicated in Table 1) that the MRF-based detector performs better for most \(T_{60}\) levels with respect to the area under the curve (AUC) [29]. Note that the basis of the decision of the naïve detector (i.e., \(e\)), is essentially the input to the MRF-based detector. Thus, for the most part we observe improvement achieved by incorporating the prior information regarding the error distributions rather than the mean of the errors.

| \(T_{60}\) [s] | 0.2 | 0.4 | 0.6 |
|---|---|---|---|
| Naïve | 0.71 | 0.62 | 0.78 |
| MRF | 0.84 | 0.82 | 0.78 |

**Table 1.** AUCs reported for the LONO sub-network estimation comparison and the MRF-based detector at varying \(T_{60}\).

### 5. CONCLUSION

In this paper, we proposed a method for consistently identifying situations where moving sensor network nodes render source localization estimates questionable or useless. Specifically we considered the problem of detecting the movement of a microphone node in a network. The proposed probabilistic MRF-based algorithm determines whether a network of nodes is aligned with the previously learned configuration by leveraging prior information on the error distribution of an SSGP localization technique. The benefit of the MRF model was demonstrated by comparison to an estimate that relied directly on the relative difference in positional estimates by different sub-networks of nodes. In particular, we showed that the MRF-based detector outputs a movement indicator that scales commensurate with the size of disruption in the network, and one that is consistent across varying \(T_{60}\). As of now the algorithm assumes a static source, and its application to a moving sound source is planned as future work.

![Fig. 3. Output from the MRF-based detector for incremental shifts of a random node and varying \(T_{60}\) with 100 trials per shift and \(T_{60}\).](image-url)
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