STRUCTURE AND REGULARITY OF THE SINGULAR SET IN THE OBSTACLE PROBLEM FOR THE FRACTIONAL LAPLACIAN

NICOLA GAROFALO AND XAVIER ROS-OTON

Abstract. We study the singular part of the free boundary in the obstacle problem for the fractional Laplacian, \( \min \{ (-\Delta)^s u, u - \varphi \} = 0 \) in \( \mathbb{R}^n \), for general obstacles \( \varphi \). Our main result establishes the complete structure and regularity of the singular set. To prove it, we construct new monotonicity formulas of Monneau-type that extend those in [GP] to all \( s \in (0, 1) \).
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1. Introduction and main results

The goal of this paper is to study the structure and regularity of the singular part of the free boundary in the obstacle problem for the fractional Laplacian. Given a smooth function \( \varphi : \mathbb{R}^n \to \mathbb{R} \), this problem consists in finding a function \( u \) defined in \( \mathbb{R}^n \) such that

\[
\min \{ u - \varphi, (-\Delta)^s u \} = 0 \quad \text{in} \quad \mathbb{R}^n,
\]

\[
\lim_{|x| \to \infty} u(x) = 0,
\]

where for any \( s \in (0, 1) \) the symbol \( (-\Delta)^s \) denotes the nonlocal \( s \)-Laplacian defined by

\[
(-\Delta)^s u(x) = \frac{\gamma_{n,s}}{2} \int_{\mathbb{R}^n} \frac{2u(x) - u(x + z) - u(x - z)}{|z|^{n+2s}} \, dz,
\]

and \( \gamma_{n,s} > 0 \) is given by

\[
\gamma_{n,s} = \frac{s 2^{2s} \Gamma\left(\frac{n}{2} + s\right)}{\pi^{\frac{n}{2}} \Gamma(1 - s)},
\]

see for instance [L]. We note in passing that \( \gamma_{n,s} \) is so chosen that \( (-\Delta)^s \hat{u}(\xi) = (2\pi |\xi|)^{2s} \hat{u}(\xi) \), for every \( u \in \mathcal{S}(\mathbb{R}^n) \), where \( \hat{u}(\xi) = \int_{\mathbb{R}^n} e^{-2\pi i \xi \cdot x} u(x) \, dx \) is the Fourier transform of \( u \).
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The function \( \varphi \) in (1.1) denotes the obstacle, the set
\[
\Lambda_\varphi(u) = \{ x \in \mathbb{R}^n : u(x) = \varphi(x) \}
\]
is the so-called coincidence set, and its topological boundary \( \Gamma_\varphi(u) = \partial \Lambda_\varphi(u) \) is the so-called free boundary. When \( \varphi = 0 \) we simply write \( \Lambda(u) \) and \( \Gamma(u) \).

An important motivation for studying the obstacle problem (1.1) comes from Probability, where (1.1) arises in optimal stopping problems for stochastic processes with jumps. In particular, such type of models are used in Mathematical Finance, see [CT]. Problem (1.1) also appears in other contexts, such as the study of the regularity of minimizers of interaction energies in kinetic equations; see [CDM]. In case \( s = \frac{1}{2} \), it appears as well in elasticity and in the study of semipermeable membranes, see [DL]. In such case it is also known as Signorini, or thin obstacle, problem, see [F] and [Fr].

1.1. Known results. The regularity of solutions and free boundaries for (1.1) was first studied in [S] and [CSS]. The main results of [CSS] establish that, when the obstacle \( \varphi \in C^{2,1},1 \), then the solution \( u \) possesses the optimal regularity \( C^{1+s} (\mathbb{R}^n) \), and that at any free boundary point \( x_0 \in \Gamma_\varphi(u) \) one has the following dichotomy:

(a) either \( 0 < c r^{1+s} \leq \sup_{B_r(x_0)} (u - \varphi) \leq C r^{1+s} \);
(b) or \( 0 \leq \sup_{B_r(x_0)} (u - \varphi) \leq C r^2 \).

Moreover, it was proved that the set of points satisfying (a) is an open subset of the free boundary, and it is locally a \( C^{1,\alpha} \) graph.

In the existing literature, the free boundary points are usually subdivided into three categories:

(i) the set of regular points, i.e., those satisfying (a);
(ii) the set \( \Sigma_\varphi \) of singular points, consisting of those free boundary points at which the coincidence set \( \Lambda_\varphi(u) \) has zero \( n \)-dimensional density, i.e.,
\[
\lim_{r \to 0} \frac{\left| \Lambda_\varphi(u) \cap B_r(x_0) \right|}{|B_r(x_0)|} = 0;
\]
(iii) those free boundary points which are neither regular, nor singular.

For instance, the function \( u(x) = (x_1^+)^{1+s} \in C^{1,s}(\mathbb{R}^n) \) is a solution of the obstacle problem corresponding to zero obstacle and satisfying (a) above at all points of its free boundary. As explained above, the set of regular points was studied in [CSS], where Caffarelli, Salsa, and Silvestre proved that this is an open subset of the free boundary and it is locally a \( C^{1,\alpha} \) hypersurface. Recently, the set of regular free boundary points has been proved to be \( C^\infty \) independently by [KRS] and [JN] (in fact, the method on [KRS] shows that the regular free boundary is a real-analytic hypersurface whenever \( \varphi \) is analytic); see also [KPS, DS] for the case \( s = \frac{1}{2} \).

On the other hand, in the case \( s = \frac{1}{2} \) the set \( \Sigma_\varphi \) of singular points was studied by the first named author and Petrosyan in [GP]. The main results of [GP] establish that, for problem (1.1) with \( s = \frac{1}{2} \), the blow-up at any singular point is a unique homogeneous polynomial of degree \( 2m \), and that the set of singular points is contained in a countable union of \( C^1 \) manifolds.

Furthermore, Barrios, Figalli and the second named author proved in [BFR] that, when the obstacle \( \varphi \) satisfies
\[
\Delta \varphi \leq 0 \quad \text{in} \quad \{ \varphi > 0 \} \subset \subset \mathbb{R}^n,
\]
then regular and singular points exhaust all possible free boundary points, and showed that under the assumption (1.3) singular points are either isolated or locally contained inside a \( C^1 \) submanifold. In particular, under the assumption (1.3) there are no free boundary points in the above category (iii).
Finally, in case of zero obstacle, very recently Focardi and Spadaro [FS] established for the first time a regularity result for the set of points (iii). By using methods from Geometric Measure Theory, they establish a regularity result for the free boundary up to a set of null $H^{n-1}$ measure.

The aim of this paper is to study the complete structure and regularity of the set $\Sigma_\varphi$ of singular points in the problem (1.1) above and for general obstacles $\varphi$. As explained in detail below, we will prove uniqueness of blow-ups at all singular free boundary points, and deduce that the singular set is contained in a countable union of $C^1$ manifolds. Our results are new even in the case of zero obstacle, and extend the results of [GP] to all $s \in (0,1)$. We emphasize that the set $\Sigma_\varphi(u)$ is not necessarily a small part of the free boundary $\Gamma_\varphi(u)$, and that in fact the whole free boundary could coincide with $\Sigma_\varphi(u)$.

1.2. Main results. We first study the obstacle problem (1.1) when the obstacle $\varphi$ is real-analytic. In that case, after an appropriate transformation (see Lemma 5.1) we can reduce our analysis to the case in which the obstacle is zero. For any free boundary point $x_0 \in \Gamma(u)$ the blow-up of $u$ at $x_0$ is homogeneous of degree $\kappa \in [1+s, \infty)$.

We denote by $\Gamma_\kappa(u)$ the set of free boundary points at which the homogeneity of blow-up’s is $\kappa$. We denote $\Sigma(u)$ the set of singular free boundary points, and we set $\Sigma_\kappa(u) = \Sigma(u) \cap \Gamma_\kappa(u)$. Moreover, given an homogeneous polynomial $p_{2m}$ of degree $2m$ in $\mathbb{R}^n$, we will denote

$$d(p_{2m}) := \dim \{ \xi \in \mathbb{R}^n \mid \xi \cdot \nabla p_{2m}(x) = 0 \text{ for every } x \in \mathbb{R}^n \}.$$ 

Then, we have the following result on the complete structure and regularity of the singular set $\Sigma(u)$.

**Theorem 1.1.** Let $u$ be the solution of the obstacle problem (1.1), with $\varphi : \mathbb{R}^n \to \mathbb{R}$ satisfying

$$\varphi \text{ is analytic in } \{ \varphi > 0 \}, \text{ and } \emptyset \neq \{ \varphi > 0 \} \subset \subset \mathbb{R}^n. \tag{1.4}$$

Then,

$$\Sigma(u) = \bigcup_{m=1}^{\infty} \Sigma_{2m}(u).$$

Moreover, the blow-up of $u$ at any $x_0 \in \Sigma_{2m}(u)$ is a unique homogeneous polynomial $p_{2m}^{x_0}$ of degree $2m$, and

$$\Sigma_{2m}(u) = \bigcup_{d=1}^{n-1} \Sigma_{2m}^d(u),$$

where

$$\Sigma_{2m}^d(u) := \{ x_0 \in \Sigma_{2m}(u) \mid d(p_{2m}^{x_0}) = d \}, \quad d = 0, 1, \ldots, n-1. \tag{1.5}$$

Furthermore, every set $\Sigma_{2m}^d(u)$ is contained in a countable union of $d$-dimensional $C^1$ manifolds.

When the obstacle $\varphi$ is not analytic but only $C^{k,\gamma}$, then we establish a similar result on the structure and regularity of the singular set. It reads as follows.

**Theorem 1.2.** Let $u$ be the solution of the obstacle problem (1.1), with $\varphi : \mathbb{R}^n \to \mathbb{R}$ satisfying

$$\varphi \in C^{k,\gamma}(\mathbb{R}^n), \text{ with } k \geq 2, \quad \gamma \in (0,1), \text{ and } \emptyset \neq \{ \varphi > 0 \} \subset \subset \mathbb{R}^n. \tag{1.6}$$

Then, for every free boundary point $x_0 \in \Gamma(u)$ we have:

(a) either any blow-up of $u$ at $x_0$ is homogeneous of degree $\kappa$ for some $\kappa < k + \gamma$

(b) or $\sup_{B_r(x_0)}(u - \varphi) = o(r^{k+\gamma-\varepsilon})$ for all $\varepsilon > 0$. 


Given $\kappa < k + \gamma$, let $\Sigma_\kappa(u)$ be the set of singular points at which any blow-up of $u$ is homogeneous of degree $\kappa$. Then $\kappa = 2m$ for some positive integer $m$. Moreover, the blow-up of $u$ at any $x_0 \in \Sigma_{2m}(u)$ is a unique homogeneous polynomial $p_{2m}^x$ of degree $2m$, and

$$
\Sigma_{2m}(u) = \bigcup_{d=1}^{n-1} \Sigma_{2m}^d(u),
$$

where $\Sigma_{2m}^d(u)$ is defined as in (1.5). Furthermore, every set $\Sigma_{2m}^d(u)$ is contained in a countable union of $d$-dimensional $C^1$ manifolds.

As said above, Theorems 1.1 and 1.2 extend to all $s \in (0, 1)$ the results of [GP] for $s = \frac{1}{2}$. Moreover, even in the case $s = \frac{1}{2}$, Theorem 1.2 above slightly improves on the analogue result in [GP], in the sense that it requires less regularity on the obstacle $\varphi$. Indeed, to study $\Sigma_{2m}(u)$, in [GP] it was required that $\varphi$ was at least $C^{2m+1,1}$, while here we only need $\varphi \in C^{2m,\gamma}$ for some small $\gamma > 0$.

1.3. Plan of the paper. The paper is organized as follows. In Section 2.2 we study the relation between the fractional Laplacian and the operators $B_\alpha$ in (2.10) below. Using such relation, we find in Section 3 new monotonicity formulas of Weiss and Monneau type for the fractional obstacle problem. In Section 4 we use these monotonicity formulas to establish the complete structure and regularity of the set of singular free boundary points in the fractional obstacle problem with zero obstacle. In Section 5 we prove Theorem 1.1 by using the results for the zero obstacle case. In Section 6 we start the study of the obstacle problem (1.1) with nonzero $C^{k,\gamma}$ obstacles $\varphi$, and establish a generalized Almgren frequency formula for the problem. In Section 7 we establish a new Monneau-type monotonicity formula for the problem. Finally, in Section 8 we prove Theorem 1.2.

2. The extension operator $L_\alpha$ and the operator $B_\alpha$

In their extension paper [CS] Caffarelli and Silvestre investigated the connection between the nonlocal operator $(-\Delta)^s$ and certain (local) degenerate elliptic operators. More precisely, they showed that $(-\Delta)^s$ can be recovered as a weighted Dirichlet-to-Neumann map of a certain degenerate elliptic operator $L_\alpha$, where $\alpha = 1 - 2s$ (the so-called extension operator), see (2.1) and (2.2) below. The aim of this section is to further explore such connection and also, at the same time, prepare the ground for some new developments that constitute the core of our work. In particular, we will further explore the link between the fractional Laplacian and another degenerate operator $B_\alpha$, where now $\alpha = \frac{a}{1-a}$, see (2.15) and (2.16) below. We will show that, in the range $0 < s < \frac{1}{2}$, various old and new results about the nonlocal operator $(-\Delta)^s$, and its local extension counterpart $L_\alpha$, can be directly deduced from corresponding ones for $B_\alpha$. We mention that, in such range of values of $s$, we have $\alpha > 0$, and thus the differential operator $B_\alpha$ is the prototype of a class of equations introduced by S. Baouendi in his Ph. D. Dissertation that continues to be much studied nowadays. It is our hope that by emphasizing the beautiful link between these two areas of PDE’s, the results in this paper will encourage a new interaction between two seemingly disjoint communities: that of workers in subelliptic equations, and that of workers in nonlocal PDE’s.

2.1. The extension operator. Let $0 < s < 1$ and consider in $\mathbb{R}^n$ the fractional Laplacian of order $s$ defined by (1.2) above. In [CS] Caffarelli and Silvestre considered the extension problem in $\mathbb{R}^{n+1}$ with variables $(x, y)$, $x \in \mathbb{R}^n$, $y > 0$,

$$
\begin{cases}
L_\alpha u(x, y) = \text{div}(y^a \nabla u)(x, y) = 0 & \text{in } \mathbb{R}_+^{n+1}, \quad a = 1 - 2s, \\
u(x, 0) = \varphi(x), & x \in \mathbb{R}^n,
\end{cases}
$$

(2.1)
and they proved that there exists a constant $C = C(n, s) > 0$ such that
\begin{equation}
C(-\Delta)^s \varphi(x) = -\lim_{y \to 0^+} y^a D_y u(x, y).
\end{equation}

We mention that, in probability, the extension idea had already been proposed in the 1969 paper [MO].

Since $0 < s < 1$, we see from (2.1) that $-1 < a < 1$. On the other hand, given a number $a \in (-1, 1)$, we can consider, independently from $(-\Delta)^s$, the operator $L_a$ in (2.1). It is clear that we can write it in non-divergence form
\begin{equation}
L_a = y^a \left( \Delta_x + D_y y + \frac{a}{y} D_y \right).
\end{equation}

In order to eliminate the drift term in (2.3) in [CS] the authors introduced a change of variable $\Phi : \mathbb{R}_+^{n+1} \to \mathbb{R}_+^{n+1}$ in the following form
\begin{equation}
(x, z) = \Phi(x, y) = (x, h(y)).
\end{equation}

Now, given a function $u(x, z)$ defined for $(x, z) \in \mathbb{R}_+^{n+1}$, we define a function $\tilde{u}(x, y)$, with $(x, y) \in \mathbb{R}_+^{n+1}$, by the formula
\begin{equation}
\tilde{u}(x, y) := u(\Phi(x, y)) = u(x, h(y)).
\end{equation}

A simple computation gives
\begin{equation}
L_a \tilde{u}(x, y) = y^a \left[ \Delta_x u(x, h(y)) + \left( h''(y) + \frac{a}{y} h'(y) \right) D_z u(x, h(y)) + h'(y)^2 D_{zz} u(x, h(y)) \right].
\end{equation}

From this equation it is clear that if we choose the function $h(y)$ to satisfy the differential equation
\begin{equation}
h''(y) + \frac{a}{y} h'(y) \equiv 0,
\end{equation}
then we obtain
\begin{equation}
L_a \tilde{u}(x, y) = (h^{-1}(z))^a \left[ \Delta_x u(x, z) + h'(h^{-1}(z))^2 D_{zz} u(x, z) \right].
\end{equation}

Integrating (2.6) we obtain $h(y) = Ay^{1-a}$ for some $A \in \mathbb{R} \setminus \{0\}$. At this point we choose $A$ in such a way that $h'(h^{-1}(z)) = z^{-\frac{a}{1-a}}$, which gives $A = (1-a)^{(1-1-a)}$. Since with this choice we have $h'(y) = (1-a)^a y^{-a}$, we conclude from (2.7) that
\begin{equation}
L_a \tilde{u}(x, y) = (1-a)^a z^{\frac{a}{1-a}} \left[ \Delta_x u(x, z) + z^{-\frac{2a}{1-a}} D_{zz} u(x, z) \right].
\end{equation}

From (2.8) we recognize that the mapping $u \to \tilde{u}$ defined by (2.5), where $h : (0, \infty) \to (0, \infty)$ is the strictly increasing function given by
\begin{equation}
h(y) = \left( \frac{y}{1-a} \right)^{1-a}, \quad \text{with inverse} \quad h^{-1}(z) = (1-a)z^{1-a},
\end{equation}
converts in a one-to-one, onto fashion, solutions of the equation $L_a$ with respect to the variables $(x, y) \in \mathbb{R}_+^{n+1}$ into solutions with respect to the variables $(x, z) \in \mathbb{R}_+^{n+1}$ of the equation
\begin{equation}
\Delta_x u(x, z) + z^{-\frac{2a}{1-a}} D_{zz} u(x, z) = 0, \quad \alpha = \frac{a}{1-a}.
\end{equation}

This is the equation (1.8) in [CS].

We note for later purpose that the Jacobian determinant of the diffeomorphism $\Phi$, with $h$ as in (2.9), is given by
\begin{equation}
|J_\Phi(x, y)| = (1-a)^a y^{-a}.
\end{equation}
2.2. $(-\Delta)^s$ met Salah Baouendi. Although this aspect went unnoticed in [CS], we can also write the equation (2.8) above in the following form

\[(2.12) \quad L\alpha u(x, y) = (1 - a)^a z^{-1 - a} \left[ D_{zz} u(x, z) + z^2 \Delta_x u(x, z) \right]. \]

When $0 < s < 1/2$ we have $a = 1 - 2s > 0$, and therefore also

\[(2.13) \quad \alpha = \frac{a}{1 - a} = \frac{1 - 2s}{2s} = \frac{1}{2s} - 1 > 0. \]

In such situation the differential operator within square brackets in the right-hand side of (2.12) is a special case of the family of operators in $\mathbb{R}_x^n \times \mathbb{R}_z^m$ given by

\[(2.14) \quad B_\alpha = \Delta_x + |z|^{2\alpha} \Delta_x, \quad \alpha > 0. \]

Such operators are degenerate elliptic along the $n$-dimensional subspace $M = \mathbb{R}_x^n \times \{0\}_{\mathbb{R}_z^m}$. Nowadays, operators such as (2.14) are known as Baouendi-Grushin operators. They were first introduced by S. Baouendi in 1967 in his Doctoral Dissertation [B] under Malgrange. M. Vishik learnt about his results during a visit to Malgrange and obtained permission to suggest
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the following way: given a function \( \varphi \in C_0^\infty(\mathbb{R}^n) \), consider the problem
\[
\begin{aligned}
B_\alpha u(x, z) &= D_{zz} u + z^{2\alpha} \Delta_x u = 0 \quad \text{in } \mathbb{R}^{n+1}_+, \quad \alpha = \frac{1}{2s} - 1, \\
\nu u(x, 0) &= \varphi(x), \quad x \in \mathbb{R}^n.
\end{aligned}
\]

Then, one has with \( C > 0 \) as in (2.2)
\[
C(-\Delta)^s \varphi(x) = -(2s)^{1-2s} \lim_{z \to 0^+} D_z u(x, z).
\]

The proof of (2.16) follows immediately by (2.2) above, the chain rule, and by the fact that the right-hand side of (2.8), was already noted in [CS].

**Proposition 2.1.** Given any \( s \in (0, 1) \), the fractional Laplacian \( (-\Delta)^s \) in \( \mathbb{R}^n \) can be interpreted as the Dirichlet-to-Neumann map of the operator \( B_\alpha \) in \( \mathbb{R}^{n+1}_+ \), where \( \alpha = \frac{1}{2s} - 1 \).

2.4. Some properties of the operator \( B_\alpha \). Let \( \alpha > 0 \). Returning to the operator \( B_\alpha \) in (2.14), we next recall some facts from the cited 1993 work [G]. If we equip \( \mathbb{R}^n_x \times \mathbb{R}^m_z \) with the following non-isotropic dilations
\[
\delta_\lambda(x, z) = (\lambda^{\alpha+1} x, \lambda z), \quad \lambda > 0,
\]
then we say that a function \( u \) is \( \delta_\lambda \)-homogeneous (or simply, homogeneous) of degree \( \kappa \) if
\[
u u(\delta_\lambda(x, z)) = \lambda^\kappa u(x, z), \quad \lambda > 0.
\]

It is straightforward to verify that the partial differential operator \( B_\alpha \) is \( \delta_\lambda \)-homogeneous of degree two, i.e.,
\[
B_\alpha(\delta_\lambda \circ u) = \lambda^2 \delta_\lambda \circ (B_\alpha u).
\]

The infinitesimal generator of the dilations (2.17) is given by
\[
Z_\alpha = (\alpha + 1) \sum_{i=1}^n x_i \partial_{x_i} + \sum_{j=1}^m z_j \partial_{z_j}.
\]

It is easy to verify that \( u \) is homogeneous of degree \( \kappa \) if and only if
\[
Z_\alpha u = \kappa u.
\]

We note that Lebesgue measure in \( \mathbb{R}^n_x \times \mathbb{R}^m_z \) changes according to the equation
\[
d(\delta_\lambda(x, z)) = \lambda^{(\alpha+1)n+m} dx dz,
\]
which motivates the definition of the *homogeneous dimension* for the number
\[
Q = Q_\alpha = (\alpha + 1)n + m.
\]

In the study of the operators (2.14) the following pseudo-gauge introduced in [G] plays an important role
\[
\rho_\alpha(x, z) = \left( (\alpha + 1)^2 |x|^2 + |z|^{2(\alpha+1)} \right)^{\frac{1}{2(\alpha+1)}}.
\]
We clearly have
\[
\rho_\alpha(\delta_\lambda(x, z)) = \lambda \rho_\alpha(x, z),
\]
i.e., the pseudo-gauge is homogeneous of degree one. This gives in particular,
\[
Z_\alpha \rho_\alpha = \rho_\alpha.
\]

The pseudo-ball and sphere centered at the origin with radius \( r > 0 \) are respectively defined as
\[
B_{\rho_\alpha}(r) = \{(x, z) \in \mathbb{R}^n_x \times \mathbb{R}^m_z | \rho_\alpha(x, z) < r \}, \quad S_{\rho_\alpha}(r) = \partial B_{\rho_\alpha}(r).
\]
In [G] it was proved that, with \( Q \) as in (2.20), and \( C_\alpha > 0 \) given by
\[
C_\alpha^{-1} = (Q + 2\alpha)(Q - 2) \int_{\mathbb{R}^n \times \mathbb{R}^m} \frac{|z|^\alpha dx dz}{[((\alpha + 1)^2|x|^2 + |z|^\alpha + 1)^{\frac{Q + 2\alpha}{2(\alpha + 1)}}]},
\]
the function
\[
(2.24) \quad \Gamma(x, z) = \frac{C_\alpha}{\rho_\alpha(x, z)^{Q-2}}
\]
is a fundamental solution for \(-B_\alpha\) with singularity at \((0, 0)\). Since the operator is invariant with respect to translations along \( M = \mathbb{R}^n \times \{0\} \mathbb{R}^m \), from (2.24) we immediately obtain the fundamental solution for \( B_\alpha \) with singularity at any point of the subspace \( M \).

2.5. Further interplay between the operators \( B_\alpha \) and \( L_\alpha \). Henceforth in this paper, we focus on the situation in which \( m = 1 \), so that \( B_\alpha \) is given in \( \mathbb{R}^n \times \mathbb{R}^z \) by
\[
(2.25) \quad B_\alpha u = D_{zz} u + |z|^{2\alpha} \Delta_x u = 0,
\]
see (2.12) above. In this case, the infinitesimal generator (2.18) of the dilations (2.17) becomes
\[
(2.26) \quad Z_\alpha = (\alpha + 1) \sum_{i=1}^n x_i \partial_{x_i} + z \partial_z.
\]

Functions that satisfy \( B_\alpha u = 0 \) may have a certain degree of singularity along the subspace \( M = \mathbb{R}^n_x \times \{0\} z \). Given an open set \( \Omega \subset \mathbb{R}^n_x \times \mathbb{R}^z \), it is thus necessary to introduce the following more intrinsic classes of “smooth functions”
\[
\Gamma_1^\alpha(\Omega) = \{ f \in C(\Omega) \mid f, X_j f \in C(\Omega) \},
\]
where \( X_j f \) indicates the weak derivative along the not necessarily smooth vector fields
\[
(2.27) \quad X_j = \begin{cases} |z|^{\alpha} \partial_{x_j}, & j = 1, 2, \ldots, n, \\ \partial_z, & j = n + 1. \end{cases}
\]
From the expression (2.27) of the \( X_j \)’s it is clear that outside the subspace \( M \) we have
\[
(2.28) \quad \text{div } X_j = 0, \quad j = 1, \ldots, n + 1.
\]
We also set
\[
\Gamma_2^\alpha(\Omega) = \{ f \in C(\Omega) \mid f, X_j f \in \Gamma_1^\alpha(\Omega) \}.
\]
Thus, classical solutions to \( B_\alpha u = 0 \) in \( \Omega \) are taken to be of class \( \Gamma_2^\alpha(\Omega) \). Notice that membership in such class implies, in particular, that \( D_{zz} u \) exists and it is continuous in \( \Omega \).

**Lemma 2.2.** For every \( j = 1, \ldots, n + 1 \), we have for the commutator of \( X_j \) and \( Z_\alpha \)
\[
[X_j, Z_\alpha] = X_j,
\]
outside \( M \).

**Proof.** It is left to the reader. \( \square \)

In the transformation (2.5) above, homogeneities transform according to the following proposition.

**Proposition 2.3.** A function in the variables \((x, z) \in \mathbb{R}^{n+1}\) is homogeneous of degree \( \kappa \) with respect to the non-isotropic dilations (2.17) above if and only if the function \( \tilde{u} \) defined by (2.5) is homogeneous of degree
\[
(2.29) \quad \tilde{\kappa} \overset{\text{def}}{=} (1 - a)\kappa
\]
with respect to the standard Euclidean dilations \( \tilde{\delta}_\mu(x, y) = (\mu x, \mu y) \). Accordingly, if we indicate with \( \tilde{Z}u(x, y) = (x, \nabla_x \tilde{u}(x, y)) + y \partial_y \tilde{u}(x, y) \) the infinitesimal generator of the Euclidean dilations \( \tilde{\delta}_\mu \), then one has the formula

\[
(\alpha + 1) \tilde{Z}u(x, y) = Z_\alpha u(x, z),
\]

where \( z = h(y) \). We can rewrite (2.30) as \( (\alpha + 1) \tilde{Z}u = \tilde{Z}_\alpha u \).

Proof. Let \( (x, z) = (x, h(y)) \), with \( h \) given by (2.9) above. We have from (2.5)

\[
\tilde{u}(\lambda^\beta x, \lambda^\gamma y) = u(\lambda^\beta x, \lambda^{(1-a)\gamma} h(y)) = u(\lambda^{\alpha+1} x, \lambda h(y)),
\]

provided we choose \( \beta = \alpha + 1 \) and \( \gamma = \frac{1}{1-a} \). If now \( u \) is homogeneous of degree \( \kappa \) with respect to the dilations (2.17), we obtain from the latter equation

\[
\tilde{u}(\lambda^\beta x, \lambda^\gamma y) = \lambda^\kappa u(x, h(y)) = \lambda^\kappa \tilde{u}(x, y).
\]

Keeping in mind that \( \alpha = \frac{n}{a-1} \), we conclude that \( \beta = \alpha + 1 = \frac{1}{1-a} = \gamma \). Therefore, letting \( \mu = \lambda^{1/\kappa} \), we find

\[
\tilde{u}(\mu x, \mu y) = \mu^{(1-a)\kappa} \tilde{u}(x, y) = \mu^\kappa \tilde{u}(x, y),
\]

which gives the sought for conclusion. The proof of (2.30) now follows from (2.5), (2.9) and an application of the chain rule.

Since it will be relevant subsequently, we write explicitly the homogeneous dimension associated with the operator \( B_\alpha \) in (2.25). In such case we have \( m = 1, \alpha + 1 = \frac{1}{1-a} \), and so

\[
(2.31) \quad Q = 1 + \frac{n}{1-a}.
\]

We have the following simple yet important fact whose verification is left to the reader.

**Lemma 2.4.** Let \( m = 1 \) and for any \( a \in (-1, 1) \) let \( \alpha = \frac{a}{1-a} \). Then, for any \( (x, y) \in \mathbb{R}^{n+1}_+ \) we have

\[
(2.32) \quad \rho_\alpha(x, h(|y|)) = h(d_e(x, y)),
\]

where the function \( h \) is given by (2.9) above, and

\[
d_e(x, y) = (|x|^2 + y^2)^{1/2}
\]

indicates the standard Euclidean distance in \( \mathbb{R}^{n+1} \). The equation (2.32) implies in particular that

\[
(2.33) \quad B_{\rho_\alpha}(h(r)) = \Phi(B_e(r)), \quad r > 0,
\]

where \( \Phi \) is the diffeomorphism given by (2.4) above, and

\[
B_e(r) = \{(x, y) \in \mathbb{R}^{n+1} \mid d_e(x, y) < r\}.
\]

is the Euclidean ball in \( \mathbb{R}^{n+1} \) of radius \( r \) and centered at the origin.

In view of (2.8), (2.25) it is clear that if we consider the function in \( \mathbb{R}^{n+1}_+ \) given by

\[
\tilde{\Gamma}(x, y) = \Gamma(x, h(y)),
\]

then \( \tilde{\Gamma} \) is a solution of \( L_\alpha u = 0 \) in \( \mathbb{R}^{n+1}_+ \). Notice that from (2.32), (2.24) we have

\[
\tilde{\Gamma}(x, y) = \frac{C_\alpha}{\rho_\alpha(x, h(y))^{Q-2}} = \frac{C_\alpha}{h(d_e(x, y))^{Q-2}} = \frac{(1-a)(1-a)(Q-2)C_\alpha}{d_e(x, y)^{(1-a)(Q-2)}} = \frac{\tilde{C}_\alpha}{d_e(x, y)^{n+a-1}},
\]

\[
(2.34)
\]
where in the last equality we have used the above expression (2.31) of the homogeneous dimension associated with the dilations (2.17) in $\mathbb{R}^{n+1}$. Now, the function $\tilde{\Gamma}(x,y)$ is precisely the fundamental solution of the Laplacian
$$\Delta = D_x + \frac{a}{y}D_y$$
in the fractional dimension
$$\tilde{Q} = n + 1 + a,$$
found by Caffarelli and Silvestre in formula (2.1) in [CS]. We note explicitly the following connection between $Q$ in (2.31) and $\tilde{Q}$:
$$(1-a)Q = \tilde{Q} - 2a.$$

We close this section with a simple proposition that unravels the connection between certain integrals on the pseudo-balls and spheres $B_{\rho_\alpha}(r)$ and $S_{\rho_\alpha}(r)$ in the space of the variables $(x,z)$, and corresponding integrals on the Euclidean balls and spheres in the variables $(x,y)$.

**Proposition 2.5.** Let $f$ be a continuous function in the space $\mathbb{R}^{n+1}$ with the variables $(x,z)$, even in $z$, and let $\tilde{f}(x,y) = f(\Phi(x,y)) = f(x,h(|y|))$. Then, we have for every $r > 0$
$$\int_{B_{\rho_\alpha}(h(r))} f(x,z)dxdz = (1-a)^{\frac{1}{a}} \int_{B_e(r)} \tilde{f}(x,y)|y|^{-a}dxdy.$$
We also have
$$h'(r)\iint_{S_{\rho_\alpha}(h(r))} \frac{f(x,z)}{|(\nabla \rho_\alpha(x,z)|}dH_n(x,z) = (1-a)^{\frac{1}{a}} \iint_{S_e(r)} \tilde{f}(x,y)|y|^{-a}dH_n(x,y).$$

**Proof.** Using (2.33) we obtain
$$\int_{B_{\rho_\alpha}(h(r))} f(x,z)dxdz = \int_{\Phi(B_e(r))} f(x,z)dxdz.$$ By the change of variable formula and (2.11), the right-hand side of the latter equation equals that of (2.36). To establish (2.37) we observe that Federer’s coarea formula (Cavalieri’s principle) gives
$$\int_{B_{\rho_\alpha}(h(r))} f(x,z)dxdz = \int_{0}^{h(r)} \iint_{S_{\rho_\alpha}(h(r))} \frac{f(x,z)}{|(\nabla \rho_\alpha(x,z)|}dH_n(x,z)d\tau,$$
where we have denoted by $H_n$ the $n$-dimensional Hausdorff measure in $\mathbb{R}^{n+1}$. Similarly, we find
$$\int_{B_e(r)} \tilde{f}(x,y)|y|^{-a}dxdy = \int_{0}^{r} \iint_{S_e(t)} \tilde{f}(x,y)|y|^{-a}dH_n(x,y)dt.$$ Combining (2.36) with (2.38) and (2.39), and differentiating with respect to $r$ we obtain (2.37). \hfill \Box

2.6. Almgren type monotonicity formulas for the operators $B_\alpha$, and their counterparts for the Caffarelli-Silvestre extension. In order to keep the connection between the extension operator $L_\alpha$ and the Baouendi operator $B_\alpha$, throughout this section we assume that $\alpha > 0$. In the paper [G] the first named author introduced a frequency function associated with $B_\alpha$, and proved that such frequency is monotone nondecreasing on solutions of $B_\alpha u = 0$, see Theorem 2.10 below. On the other hand, a version of the Almgren type monotonicity formula for the extension operator $L_\alpha$ in (2.1) above played an extensive role also in the mentioned recent work [CSS] on the obstacle problem for the fractional Laplacian. In this section we gather some new monotonicity properties of the operators $B_\alpha$ that we use to establish some new results about
the Caffarelli-Silvestre extension operator $L_a$ in (2.1) above. We keep focusing on the situation in which $m = 1$, and thus $\nabla z = D_z$.

For $u, v \in \Gamma_1^1(\mathbb{R}^{n+1})$, we define the $\alpha$-gradient of $u$ to be

$$\nabla_\alpha u = (|z|^\alpha \nabla x u, D_z u)$$

and we set

$$\langle \nabla_\alpha u, \nabla_\alpha v \rangle = |z|^{2\alpha} \langle \nabla x u, \nabla x v \rangle + D_z u D_z v.$$ 

The square of the length of $\nabla_\alpha u$ is

$$|\nabla_\alpha u|^2 = |z|^{2\alpha} |\nabla x u|^2 + (D_z u)^2.$$ 

The following lemma, collects the identities (2.12)-(2.14) in [G].

**Lemma 2.6.** Let $\rho_\alpha$ be the pseudo-gauge in (2.21) above. One has in $\mathbb{R}^{n+1} \setminus \{0\}$,

$$\psi_\alpha \overset{def}{=} |\nabla_\alpha \rho_\alpha|^2 = \frac{|z|^{2\alpha}}{\rho_\alpha^2}.$$ 

Moreover, given a function $u$ one has

$$\langle \nabla_\alpha u, \nabla_\alpha \rho_\alpha \rangle = \frac{Z_\alpha u}{\rho_\alpha} \psi_\alpha,$$

where $Z_\alpha$ is the vector field in (2.26) above.

Given a number $R > 0$ and function $u \in \Gamma_1^1(B_{\rho_\alpha}(R))$, we now define the Dirichlet integral, height, and frequency of $u$, respectively, as:

$$D(u, r) = \int_{B_{\rho_\alpha}(r)} |\nabla_\alpha u|^2 dx dz, \quad 0 < r < R,$$

$$H(u, r) = \int_{S_{\rho_\alpha}(r)} u^2 \frac{\psi_\alpha}{|\nabla \rho_\alpha|} dH_n$$

$$N(u, r) = \frac{r D(u, r)}{H(u, r)}.$$ 

Suppose that $u$ is even in $z$ and consider the function $\tilde{u}(x, y) = u(\Phi(x, y)) = u(x, h(|y|))$, defined in $B_e(R)$ by (2.5) above, and introduce now the following quantities

$$\tilde{D}(\tilde{u}, r) = \int_{B_e(r)} |\nabla \tilde{u}|^2 |y|^a dx dy, \quad 0 < r < R,$$

$$\tilde{H}(\tilde{u}, r) = \int_{S_e(r)} u^2 |y|^a dH_n,$$

$$\tilde{N}(\tilde{u}, r) = \frac{r \tilde{D}(\tilde{u}, r)}{\tilde{H}(\tilde{u}, r)}.$$ 

Here, $B_e(r)$ is the Euclidean ball of radius $r$ in $\mathbb{R}^{n+1}$ with center at the origin, and $S_e(r) = \partial B_e(r)$. We have the following result.

**Lemma 2.7.** For every $0 < r < R$ one has

$$\tilde{H}(\tilde{u}, r) = r^a H(u, h(r)).$$

**Proof.** We choose $f = u^2 \psi_\alpha$ in (2.37) above, obtaining

$$h'(r) H(u, h(r)) = h'(r) \int_{S_{\rho_\alpha}(r)} u^2 \frac{\psi_\alpha}{|\nabla \rho_\alpha|} dH_n = (1 - a)^a \int_{S_e(r)} \tilde{u}^2 \tilde{\psi}_\alpha |y|^{-a} dH_n$$

$$= \int_{S_e(r)} \tilde{u}^2 \tilde{\psi}_\alpha |y|^{-a} dH_n.$$
From (2.41) and (2.32) we obtain
\[ \tilde{\psi}_\alpha(x, y) = \frac{h(|y|)^{2\alpha}}{\rho^2 \alpha(x, h(|y|))} = \frac{h(|y|)^{2\alpha}}{h(d_e(x, y))^{2\alpha}}. \]
Substituting in the above equation we find
\[ h(r)^{2\alpha} h'(r) H(u, h(r)) = (1 - a)^a \int_{S^e(r)} \tilde{u}^2 |y|^{-a} h(|y|)^{2\alpha} \, dh_n. \]
Keeping in mind that \( \alpha = \frac{a}{1 - a} \), we obtain
\[ h(r)^{2\alpha} h'(r) = (1 - a)^{-a} r^a, \quad |y|^{-a} h(|y|)^{2\alpha} = \frac{|y|^a}{(1 - a)^{2a}}. \]
Substitution in the latter equation yields the desired conclusion.

Next, we have the following.

**Lemma 2.8.** For every \( 0 < r < R \) one has
\[ \tilde{D}(\tilde{u}, r) = (1 - a)^a D(u, h(r)). \]

**Proof.** From formula (2.36) we obtain
\[ D(u, h(r)) = \int_{B_{h(a)}(h(r))} |\nabla \alpha u|^2 \, dx \, dz = (1 - a)^a \int_{B_{h(a)}(r)} |\nabla \alpha u|^2 |y|^{-a} \, dx \, dy. \]
From the chain rule one obtains
\[ D_z u(x, h(|y|)) = \frac{1}{h'(|y|)} D_y \tilde{u}(x, y), \quad \nabla_x u(x, h(|y|)) = \nabla_x \tilde{u}(x, y). \]
This gives
\[ |\nabla \alpha u|^2(x, y) = |\nabla \alpha u|^2(x, h(|y|)) = D_z u(x, h(|y|))^2 + h(|y|)^{2\alpha} |\nabla_x u(x, h(|y|))|^2 \]
\[ = \frac{1}{h'(|y|)^2} D_y \tilde{u}(x, y)^2 + h(|y|)^{2\alpha} |\nabla_x \tilde{u}(x, y)|^2 = \frac{|y|^{2a}}{(1 - a)^{2a}} \left[ D_y \tilde{u}(x, y)^2 + \nabla_x \tilde{u}(x, y)^2 \right] \]
\[ = \frac{|y|^{2a}}{(1 - a)^{2a}} |\nabla \tilde{u}(x, y)|^2. \]
Inserting this formula in the right-hand side of the latter equation, we find
\[ D(u, h(r)) = (1 - a)^{-a} \int_{B_{e(r)}} |\nabla \tilde{u}|^2 |y|^a \, dx \, dy = (1 - a)^{-a} \tilde{D}(\tilde{u}, r). \]
This gives the desired conclusion.

Finally, combining Lemmas 2.7 and 2.8, we obtain the following notable result.

**Proposition 2.9.** For every \( 0 < r < R \) one has
\[ \tilde{N}(\tilde{u}, r) = (1 - a) N(u, h(r)). \]
In particular, if either one of the limits \( \tilde{N}(\tilde{u}, 0^+) = \lim_{r \to 0^+} \tilde{N}(\tilde{u}, r), \quad N(u, 0^+) = \lim_{r \to 0^+} N(u, r) \) exists, then also the other does and we have (see Proposition 2.3 above)
\[ \tilde{N}(\tilde{u}, 0^+) = (1 - a) N(u, 0^+). \]
We now recall the following Almgren type monotonicity formula for solutions of the operator \( B_\alpha \) in (2.25) established in [G].
**Theorem 2.10.** Let \( u \) be a solution of \( \mathcal{B}_a u = 0 \) in \( B_{\rho_a}(r_0) \), and suppose that for no \( r \in (0, r_0) \) we have \( u \equiv 0 \) in \( B_{\rho_a}(r) \). Then, the function \( r \to N(u, r) \) is nondecreasing in \( (0, r_0) \). Furthermore, \( N(u, \cdot) \equiv \kappa \) if and only if \( u \) is homogeneous of degree \( \kappa \) with respect to the dilations (2.17) above.

If we combine Theorem 2.10 with (2.33) in Lemma 2.4 and with Proposition 2.9, we immediately obtain the following result for the operator \( L_\alpha \) in (2.1) above.

**Theorem 2.11.** Let \( \tilde{u} \) be a solution of the Caffarelli-Silvestre extension operator \( L_\alpha \tilde{u} = 0 \) in \( B_\alpha(R_0) \) that is even in \( y \), and suppose that for no \( r \in (0, R_0) \) we have \( \tilde{u} \equiv 0 \) in \( B_\alpha(r) \). Then, the function \( r \to \tilde{N}(\tilde{u}, r) \) is nondecreasing on \( (0, R_0) \). Furthermore, \( \tilde{N}(\tilde{u}, \cdot) \equiv \tilde{\kappa} \) if and only if \( \tilde{u} \) is homogeneous of degree \( \tilde{\kappa} \) with respect to the standard Euclidean dilations \( \delta_\lambda(x, y) = (\lambda x, \lambda y) \).

We will soon return to Theorems 2.11 and 2.10 in the next sections in the more general setting of solutions to the thin obstacle problem for the operators \( \mathcal{B}_\alpha \) and \( L_\alpha \).

### 3. Monotonicity formulas of Weiss and Monneau type: the case of zero obstacle

In the groundbreaking paper [CSS] it was shown that if \( u \) is the unique solution to the obstacle problem (1.1) above for \( s \in (0, 1) \), then by extending \( u \) to the upper half-space \( \mathbb{R}^{n+1}_+ \), and then reflecting \( u \) evenly in the variable \( y \), one obtains a solution \( \tilde{u} \) to the following problem, equivalent to (1.1), where the parameter \( a \in (-1, 1) \) is related to \( s \) by the formula \( a = 1 - 2s \) (see (2.1) above),

\[
\begin{align*}
L_\alpha \tilde{u} &= \text{div}(|y|^a \nabla \tilde{u}) = 0 & \text{in } \mathbb{R}^{n+1}_+ \cup \mathbb{R}^{n+1}_-, \\
\tilde{u}(x, 0) &\geq \varphi(x), & \text{for } x \in \mathbb{R}^n, \\
\tilde{u}(x, -y) &= \tilde{u}(x, y), & \text{for } x \in \mathbb{R}^n, y \in \mathbb{R}, \\
- \lim_{y \to 0^+} y^a D_y \tilde{u}(x, y) &\geq 0, & \text{for } x \in \mathbb{R}^n, \\
- \lim_{y \to 0^+} y^a D_y \tilde{u}(x, y) &= 0, & \text{on the set where } \tilde{u}(x, 0) > \varphi(x).
\end{align*}
\]

(3.1)

Using such equivalence between the nonlocal problem (1.1) and the local problem (3.1), the authors proved one of their main results, namely the optimal \( C^{1+s} \) regularity of the solution \( u \) of (1.1) (the almost optimal regularity had been previously established in [S]). They also proved the regularity of the free boundary at regular points. One of the central tools in [CSS] was an Almgren type truncated monotonicity formula for the problem (3.1). In the case when the obstacle \( \varphi \equiv 0 \) truncation is not necessary and the corresponding (pure) monotonicity formula, see Theorem 6.1 in [CS], generalizes Theorem 2.11 above to solutions of the obstacle problem (3.1).

As we have mentioned above, in their 2007 paper [CS] the authors were not aware of the 1993 work [G] and the Almgren type monotonicity Theorem 2.10 above. The link between such result and Theorem 6.1 in [CS] became apparent later, see Remark 3.2 in [CSS]. For our subsequent objectives, we will now further discuss this aspect.

In \( \mathbb{R}^{n+1}_+ \) with variables \( (x, z) \) consider the pseudo-ball \( B_{\rho_a}(r) = \{(x, z) \in \mathbb{R}^{n+1} \mid \rho_a(x, z) < r\} \) centered at the origin with radius \( r > 0 \), see (2.21) above, and denote by \( B^{\pm}_{\rho_a}(r) = \{(x, z) \in \mathbb{R}^{n+1}_+ \mid z > 0\} \cap B_{\rho_a}(r) \) the upper pseudo-ball, with analogous definition for \( B_{\rho_a}(r)^- \). We will denote by \( B_{\rho_a}(r)' = B_{\rho_a}(r) \cap \{(x, 0) \in \mathbb{R}^{n+1}\} \) the thin ball in \( \mathbb{R}^n \). If a function \( \tilde{u} \) solves the problem (3.1) above in a ball \( B_\alpha(R_0) \), then, after an even reflection in \( z \), the function \( u \) defined
by (2.5) above verifies

$$\begin{cases} B_\alpha u = D_{zz} u + z^{2\alpha} \Delta_x u = 0 & \text{in } B_{\rho_\alpha}(r_0)^+ \cup B_{\rho_\alpha}(r_0)^-, \\
 u \geq \varphi, & \text{in } B_{\rho_\alpha}(r_0)', \\
 u(x, -z) = u(x, z), & \text{for } x \in \mathbb{R}^n, z \in \mathbb{R} \\
 -D_+^z u + D_-^z u \geq 0, & \text{in } B_{\rho_\alpha}(r_0)', \\
 u(-D_+^z u + D_-^z u) = 0, & \text{in } B_{\rho_\alpha}(r_0)', 
\end{cases}$$

(3.2)

where, $r_0 = h^{-1}(R_0)$. This is a thin obstacle problem for the degenerate elliptic operator $B_\alpha$ with obstacle $\varphi(x)$ concentrated on the thin set $B_{\rho_\alpha}(r_0)'$.

3.1. Almgren type monotonicity formulas. We will use the connection between the problems (3.1) and (3.2) to study the singular part of the free boundary in the problem (1.1) above. With this objective in mind we now recall some facts that will be useful in the sequel. Similarly to what we did in Section 2.6, we assume here that $0 < \alpha < \infty$ to keep the connection between $L_\alpha$ and $B_\alpha$. Subsequently, we will free ourselves of this restriction and consider the full range $-\frac{1}{2} < \alpha < \infty$. This corresponds to the full range $0 < s < 1$ for the operator $(-\Delta)^s$.

The following proposition follows from an easy adaptation of the proof of formula (4.36) in [G].

**Proposition 3.1.** Let $u$ be a solution of (3.2) with $\varphi \equiv 0$. Then, for every $0 < r < r_0$,

$$D(u, r) = \int_{S_{\rho_\alpha}(r)} u \left( \frac{Z_{\alpha} u}{r} \right) \frac{\psi_{\alpha}}{|\nabla \rho_\alpha|} dH_n. \quad (3.3)$$

**Proof.** For every $\varepsilon > 0$ we introduce the sets

$$B_{\rho_\alpha}^+(r, \varepsilon) = B_{\rho_\alpha}(r) \cap \{(x, z) \in \mathbb{R}^{n+1} \mid z > \varepsilon\},$$

$$B_{\rho_\alpha}^-(r, \varepsilon) = B_{\rho_\alpha}(r) \cap \{(x, z) \in \mathbb{R}^{n+1} \mid z < \varepsilon\},$$

$$L^\pm(r, \varepsilon) = B_{\rho_\alpha}(r) \cap \{(x, z) \in \mathbb{R}^{n+1} \mid z = \pm \varepsilon\}. \quad (3.4)$$

Since for the variational solution $u$ of (3.2) we have $|\nabla_{\alpha} u| \in L^2(B_{\rho_\alpha}(r))$, by Lebesgue dominated convergence we have

$$D(u, r) = \int_{B_{\rho_\alpha}(r)} |\nabla_{\alpha} u|^2 = \lim_{\varepsilon \to 0^+} \left\{ \int_{B_{\rho_\alpha}^+(r, \varepsilon)} |\nabla_{\alpha} u|^2 + \int_{B_{\rho_\alpha}^-(r, \varepsilon)} |\nabla_{\alpha} u|^2 \right\}.$$

In $B_{\rho_\alpha}^\pm(r, \varepsilon)$ we have from the first equation in (3.2)

$$B_{\alpha}(u^2/2) = uB_{\alpha} u + |\nabla_{\alpha} u|^2 = |\nabla_{\alpha} u|^2.$$
We thus find

\[
\int_{B_{\rho_\alpha}(r)} |\nabla_\alpha u|^2 = \lim_{\varepsilon \to 0^+} \left\{ \sum_{j=1}^{n+1} \int_{B_{\rho_\alpha}(r,\varepsilon)} X_j X_j (u^2/2) + \sum_{j=1}^{n+1} \int_{B_{\rho_\alpha}(r,\varepsilon)} X_j X_j (u^2/2) \right\}
\]

\[
= \lim_{\varepsilon \to 0^+} \left\{ \sum_{j=1}^{n+1} \int_{\partial B_{\rho_\alpha}(r,\varepsilon)} u(X_j,\nu) X_j u + \sum_{j=1}^{n+1} \int_{\partial B_{\rho_\alpha}(r,\varepsilon)} u(X_j,\nu) X_j u \right\}
\]

\[
= \lim_{\varepsilon \to 0^+} \left\{ \int_{S_{\rho_\alpha}(r,\varepsilon)} u(\nabla_\alpha u, \nabla_\alpha \rho_\alpha) \frac{dH_n}{|\nabla_\alpha \rho_\alpha|} + \int_{S_{\rho_\alpha}(r,\varepsilon)} u(\nabla_\alpha u, \nabla_\alpha \rho_\alpha) \frac{dH_n}{|\nabla_\alpha \rho_\alpha|} \right\}
\]

\[
+ \lim_{\varepsilon \to 0^+} \left\{ - \int_{L^+(r,\varepsilon)} u D_z u dx + \int_{L^-(r,\varepsilon)} u D_z u dx \right\}
\]

\[
= \int_{S_{\rho_\alpha}(r)} u(\nabla_\alpha u, \nabla_\alpha \rho_\alpha) \frac{dH_n}{|\nabla_\alpha \rho_\alpha|} + \int_{B_{\rho_\alpha}(r)} u(-D_z^+ u + D_z^- u) dx
\]

\[
= \int_{S_{\rho_\alpha}(r)} u \left( \frac{Z_\alpha u}{r} \right) \psi_\alpha \frac{dH_n}{|\nabla_\alpha \rho_\alpha|} + \int_{B_{\rho_\alpha}(r)} u(-D_z^+ u + D_z^- u) dx,
\]

where in the last equality we have used (2.42). By the last equation in (3.2) we now have in \( B_{\rho_\alpha}(r) \)

\[
u(-D_z^+ u + D_z^- u) = 0.
\]

In conclusion, we have proved that

\[
\int_{S_{\rho_\alpha}(r)} \psi_\alpha \frac{dH_n}{|\nabla_\alpha \rho_\alpha|} = \int_{B_{\rho_\alpha}(r)} |\nabla_\alpha u|^2,
\]

which is (3.3) above.

\[\square\]

The proof of the next result follows that of Lemma 4.1 in [G] and from Proposition 3.1 above.

**Lemma 3.2** (First variation of the height). Let \( u \) be a solution of (3.2) with \( \varphi \equiv 0 \). Then,

\[
H'(u, r) = \frac{Q-1}{r} H(u, r) + 2D(u, r), \quad \text{for } r \in (0, r_0).
\]

By using the coarea formula, we have the following for the derivative of \( D(u, r) \):

\[
D'(u, r) = \int_{S_{\rho_\alpha}(r)} |\nabla_\alpha u|^2 \frac{dH_n}{|\nabla_\alpha \rho_\alpha|}.
\]

The next result, which is inspired to Corollary 2.3 in [G], provides a basic property of solutions of (3.2).

**Lemma 3.3** (First variation of the energy). Let \( u \) be a solution of (3.2) with \( \varphi \equiv 0 \). Then,

\[
D'(u, r) = 2 \int_{S_{\rho_\alpha}(r)} \left( \frac{Z_\alpha u}{r} \right)^2 \frac{\psi_\alpha}{|\nabla_\alpha \rho_\alpha|} dH_n + \frac{Q-2}{r} D(u, r).
\]
Proof. For every $\varepsilon > 0$ we consider the sets in (3.4) above. We have

\[
\int_{B^+_\rho(r,\varepsilon)} \text{div}(|\nabla u|^2 Z_\alpha) = Q \int_{B^+_\rho(r,\varepsilon)} |\nabla u|^2 + \int_{B^+_\rho(r,\varepsilon)} Z_\alpha (|\nabla u|^2)
\]

where in the second to the last equality we have used integration by parts and Lemma 2.2, Recalling that from (2.26) above we have

\[
(3.7)
\]

\[
\int_{B^+_\rho(r,\varepsilon)} |\nabla u|^2 + 2 \sum_{j=1}^{n+1} \int_{B^+_\rho(r,\varepsilon)} Z_\alpha (X_j u) X_j u
\]

\[
= Q \int_{B^+_\rho(r,\varepsilon)} |\nabla u|^2 + 2 \sum_{j=1}^{n+1} \int_{B^+_\rho(r,\varepsilon)} X_j (Z_\alpha u) X_j u - 2 \sum_{j=1}^{n+1} \int_{B^+_\rho(r,\varepsilon)} [X_j, Z_\alpha]u X_j u
\]

\[
= Q \int_{B^+_\rho(r,\varepsilon)} |\nabla u|^2 + 2 \sum_{j=1}^{n+1} \int_{B^+_\rho(r,\varepsilon)} \langle X_j, \nu \rangle Z_\alpha u X_j u
\]

\[
- 2 \int_{B^+_\rho(r,\varepsilon)} Z_\alpha u S_\rho u - 2 \int_{B^+_\rho(r,\varepsilon)} |\nabla u|^2
\]

where in the second to the last equality we have used integration by parts and Lemma 2.2, whereas in the last we have used the first equation in (3.2). Now we observe that $\partial B^+_\rho(r,\varepsilon) = S^+_{\rho}(r,\varepsilon) \cup L^+(r,\varepsilon)$, and that we have $\nu = \frac{\nabla \rho}{|\nabla \rho|}$ on $S^+_{\rho}(r,\varepsilon)$, whereas we have $\nu = -\varepsilon_{n+1}$ on $L^+(r,\varepsilon)$. This gives

\[
\int_{L^+(r,\varepsilon)} Z_\alpha u D_z u d\gamma = \frac{1}{r} \int_{S^+_{\rho}(r,\varepsilon)} (Z_\alpha u)^2 \frac{\psi_\alpha}{|\nabla \rho_\alpha|} - \int_{L^+(r,\varepsilon)} Z_\alpha u D_z u d\gamma,
\]

where in the last equality we have used (2.42) above. We conclude that

\[
\int_{B^+_\rho(r,\varepsilon)} \text{div}(|\nabla u|^2 Z_\alpha) = (Q - 2) \int_{B^+_\rho(r,\varepsilon)} |\nabla u|^2 + 2 \int_{L^+(r,\varepsilon)} Z_\alpha u D_z u d\gamma.
\]

Recalling that from (2.26) above we have $Z_\alpha u = (1 + \alpha) \langle x, \nabla x u \rangle + z D_z u$, we conclude

\[
(3.7)
\]

\[
\int_{B^+_\rho(r,\varepsilon)} \text{div}(|\nabla u|^2 Z_\alpha) = (Q - 2) \int_{B^+_\rho(r,\varepsilon)} |\nabla u|^2 + 2 \int_{S^+_{\rho}(r,\varepsilon)} \langle Z_\alpha u \rangle^2 \frac{\psi_\alpha}{|\nabla \rho_\alpha|} - 2 \int_{L^+(r,\varepsilon)} (D_z u)^2 d\gamma
\]

On the other hand, the divergence theorem gives

\[
\int_{B^+_\rho(r,\varepsilon)} \text{div}(|\nabla u|^2 Z_\alpha) = \int_{\partial B^+_\rho(r,\varepsilon)} |\nabla u|^2 \langle Z_\alpha, \nu \rangle = \int_{S^+_{\rho}(r,\varepsilon)} |\nabla u|^2 \langle Z_\alpha, \nu \rangle
\]

\[
+ \int_{L^+(r,\varepsilon)} |\nabla u|^2 \langle Z_\alpha, \nu \rangle = \int_{S^+_{\rho}(r,\varepsilon)} |\nabla u|^2 \frac{Z_\alpha \rho_\alpha}{|\nabla \rho_\alpha|} - \int_{L^+(r,\varepsilon)} |\nabla u|^2 \langle Z_\alpha, \varepsilon_{n+1} \rangle
\]
Since by (2.21) the function $\rho_\alpha$ is homogeneous of degree one with respect to the non-isotropic dilations (2.17), we have $Z_\alpha \rho_\alpha = \rho_\alpha = r$ on $S_{\rho_\alpha}(r)$. Keeping in mind that $(Z_\alpha, \epsilon_{n+1}) = z = \epsilon$ on $L^+(r, \epsilon)$, and recalling that (2.40) gives $|\nabla u|^2 = (D_z u)^2 + |z|^{2\alpha}|\nabla z u|^2$, we thus obtain

$$
\int_{B^+_{\rho_\alpha}(r, \epsilon)} \text{div}(\nabla u)^2 Z_\alpha = r \int_{S^+_{\rho_\alpha}(r, \epsilon)} |\nabla u|^2 \frac{dH_n}{|\nabla \rho_\alpha|} - \epsilon \int_{L^+(r, \epsilon)} (D_z u)^2 - \epsilon^{1+2\alpha} \int_{L^+(r, \epsilon)} |\nabla x u|^2.
$$

Letting $\epsilon \to 0^+$ in (3.7) with (3.8), and combining the resulting equations we find

$$
r \int_{S^+_{\rho_\alpha}(r)} |\nabla u|^2 \frac{dH_n}{|\nabla \rho_\alpha|} = (Q - 2) \int_{B^+_{\rho_\alpha}(r)} |\nabla u|^2 + \frac{2}{r} \int_{S^+_{\rho_\alpha}(r)} (Z_\alpha u)^2 \frac{\psi_\alpha}{|\nabla \rho_\alpha|} - 2(1 + \alpha) \int_{B^+_{\rho_\alpha}(r)} \langle x, \nabla z u \rangle D^+_z u \, dx.
$$

Arguing in a similar way on the set $B^-_{\rho_\alpha}(r, \epsilon)$ we find

$$
r \int_{S^-_{\rho_\alpha}(r)} |\nabla u|^2 \frac{dH_n}{|\nabla \rho_\alpha|} = (Q - 2) \int_{B^-_{\rho_\alpha}(r)} |\nabla u|^2 + \frac{2}{r} \int_{S^-_{\rho_\alpha}(r)} (Z_\alpha u)^2 \frac{\psi_\alpha}{|\nabla \rho_\alpha|} + 2(1 + \alpha) \int_{B^-_{\rho_\alpha}(r)} \langle x, \nabla z u \rangle (-D^+_z u + D^-_z u) \, dx.
$$

If we now combine (3.9) with (3.10) we finally obtain

$$
r \int_{S_{\rho_\alpha}(r)} |\nabla u|^2 \frac{dH_n}{|\nabla \rho_\alpha|} = (Q - 2) \int_{B_{\rho_\alpha}(r)} |\nabla u|^2 + \frac{2}{r} \int_{S_{\rho_\alpha}(r)} (Z_\alpha u)^2 \frac{\psi_\alpha}{|\nabla \rho_\alpha|} + 2(1 + \alpha) \int_{B_{\rho_\alpha}(r)} \langle x, \nabla z u \rangle (-D^+_z u + D^-_z u) \, dx.
$$

We now evaluate the integral on the thin ball $B'_{\rho_\alpha}(r)$ in the right-hand side of (3.11). We have

$$
\int_{B'_{\rho_\alpha}(r)} \langle x, \nabla z u \rangle (-D^+_z u + D^-_z u) \, dx = \int_{B'_{\rho_\alpha}(r) \cap \{u > 0\}} \langle x, \nabla z u \rangle (-D^+_z u + D^-_z u) \, dx + \int_{B'_{\rho_\alpha}(r) \cap \{u < 0\}} \langle x, \nabla z u \rangle (-D^+_z u + D^-_z u) \, dx = 0.
$$

The former integral in the right-hand side vanishes since on the set $B'_{\rho_\alpha}(r) \cap \{u > 0\}$ we must have $-D^+_z u + D^-_z u = 0$ by the fifth equation in (3.2). At every point $(x, 0) \in B'_{\rho_\alpha}(r) \cap \{u > 0\}$ we must instead have $\nabla_z u(x, 0) = 0$, and thus the latter integral in the right-hand side vanishes as well. Keeping in mind (3.5), we see that we have finally proved (3.6), thus completing the proof of the lemma.

We are now able to extend Theorem 2.10 above to solutions of the thin obstacle problem (3.2).

**Theorem 3.4** (Almgren type monotonicity for $B_\alpha$). Let $u$ be a solution of (3.2) with $\varphi \equiv 0$. Then, $r \to N(u, r)$ is monotone non-decreasing in $(0, r_0)$. Furthermore, $N(u, r) \equiv \kappa$ in $(0, r_0)$ if and only if $u$ is homogeneous of degree $\kappa$ in $B_{\rho_\alpha}(r_0)$ with respect to the non-isotropic dilations (2.17) above.
Proof. Using Lemmas 3.2, 3.3 and Proposition 3.1, we find
\begin{equation}
\frac{d}{dr} \log N(r) = 2 \frac{\int_{S_{\rho_a}(r)} (Z_{\alpha u} \frac{\psi_{\alpha}}{\sqrt{\rho_a}}) dH_n}{\int_{S_{\rho_a}(r)} u (Z_{\alpha u} \frac{\psi_{\alpha}}{\sqrt{\rho_a}}) dH_n} - 2 \frac{\int_{S_{\rho_a}(r)} u (Z_{\alpha u} \frac{\psi_{\alpha}}{\sqrt{\rho_a}}) dH_n}{\int_{S_{\rho_a}(r)} u^2 (Z_{\alpha u} \frac{\psi_{\alpha}}{\sqrt{\rho_a}}) dH_n} \geq 0,
\end{equation}
where in the last inequality we have used Cauchy-Schwarz inequality. The implication that if \( u \) is homogeneous of degree \( \kappa \), then \( N(u, r) \equiv \kappa \) follows directly from Proposition 3.1 and (2.19). The reverse implication is subtler since it uses the full strength of the monotonicity in (3.12) (for a different proof of such implication see Remark 3.7 below). If \( N(u, r) \equiv \kappa \), then \( \frac{d}{dr} \log N(r) = 0 \) and thus there is equality in the inequality in (3.12). This means that there is equality in the Cauchy-Schwarz inequality, hence for every \( r \in (0, r_0) \) there exists \( \gamma(r) \) such that \( Z_{\alpha u} = \gamma(r)u \) on \( S_{\rho_a}(r) \). Inserting this information in the identity in Proposition 3.1 we conclude that
\[
D(r) = \frac{\gamma(r)}{r} \int_{S_{\rho_a}(r)} u^2 (Z_{\alpha u} \frac{\psi_{\alpha}}{\sqrt{\rho_a}}) dH_n = \frac{\gamma(r)}{r} H(r).
\]
This implies \( \kappa \equiv N(r) = \gamma(r) \) for every \( r \in (0, r_0) \), and therefore \( Z_{\alpha u} = \kappa u \). According to (2.19) this implies that \( u \) is homogeneous of degree \( \kappa \) with respect to the non-isotropic dilations (2.17) above.

Combining Theorem 3.4 with Proposition 2.9 we obtain the Caffarelli-Silvestre monotonicity theorem for solutions of (3.1).

**Theorem 3.5** (Almgren type monotonicity for \( L_a, -1 < a < 1 \)). Let \( \tilde{u} \) be a solution of (3.1) in \( B_\varepsilon(R_0) \) with \( \varphi \equiv 0 \). Then, \( r \to N(\tilde{u}, r) \) is monotone non-decreasing in \( (0, R_0) \). Furthermore, \( \tilde{N}(\tilde{u}, r) \equiv \kappa \) in \( (0, R_0) \) if and only if \( \tilde{u} \) is homogeneous of degree \( \kappa \) in \( B_\varepsilon(R_0) \) with respect to the standard Euclidean dilations.

**Proof.** Assume first that \( 0 \leq a < 1 \), and thus \( 0 \leq \alpha \equiv \frac{\kappa}{1-a} < \infty \). Let \( \tilde{u} \) be as in the statement of the theorem and consider the function \( u(x, z) \) defined by (2.5). With \( r_0 = h^{-1}(R_0) \), such function satisfies the problem (3.2) above in the pseudo-ball \( B_{\rho_a}(r_0) \) with obstacle \( \varphi \equiv 0 \). From Theorem 3.4 we infer that \( r \to N(u, h(r)) \) is non-decreasing in \( (0, R_0) \). The desired conclusion now follows from Proposition 2.9. In the remaining range \(-1 < a < 0\), corresponding to \(-\frac{1}{2} < \alpha < 0\), the proof can be obtained either by adapting the regularization procedure for the operator \( B_\alpha \) as in in [G], or working directly on the operator \( L_a \) as in [CS].

### 3.2. Weiss type monotonicity

In this section we establish a one-parameter family of monotonicity formulas similar to those in Theorem 1.4.1 in [GP]. Since we want to maintain the connection between \( L_a \) and \( B_\alpha \), similarly to the way we have obtained Theorem 3.5, we first consider the range \( 0 \leq \alpha < \infty \) for \( B_\alpha \).

**Theorem 3.6** (Weiss type monotonicity for \( B_\alpha, 0 \leq \alpha < \infty \)). Let \( u \) be a solution of (3.2) with \( \varphi \equiv 0 \). For every \( \kappa > 0 \) we define for \( 0 < r < r_0 \)
\begin{equation}
(3.13) \quad W_\kappa(u, r) = \frac{1}{r^{Q-2+2\kappa}} D(u, r) - \frac{\kappa}{r^{Q-1+2\kappa}} H(u, r),
\end{equation}
where \( Q = n(\alpha + 1) + 1 \) (see (2.31) above). Then,
\[
\frac{d}{dr} W_\kappa(u, r) = \frac{2}{r^{Q-2+2\kappa}} \int_{S_{\rho_a}(r)} (Z_{\alpha u} - \kappa u)^2 (\frac{\psi_{\alpha}}{\sqrt{\rho_a}}) dH_n.
\]
Consequently, \( r \to W_\kappa(u, r) \) is a non-decreasing function in \( (0, r_0) \), and \( W_\kappa(u, \cdot) \) is constant if and only if \( u \) is homogeneous of degree \( \kappa \) in \( B_{\rho_a}(r_0) \).
Proof. With Proposition 3.1, Lemmas 3.2 and 3.3 in hands, the proof of Theorem 3.6 proceeds as follows. Differentiating (3.13) we obtain

\[
\frac{d}{dr} W_\kappa(u, r) = \frac{1}{r^{Q-1+2\kappa}} \left\{ -(Q - 2 + 2\kappa)D(u, r) + r D'(u, r) + \frac{\kappa(Q - 1 + 2\kappa)}{r} H(u, r) - \kappa H'(u, r) \right\}
\]

\[
= \frac{1}{r^{Q-1+2\kappa}} \left\{ -(Q - 2 + 2\kappa)D(u, r) + r \left[ \frac{2}{r^2} \int_{S_{\rho}(r)} (Z_\alpha u)^2 \frac{\psi_\alpha}{|\nabla \psi_\alpha|} dH_n + Q - \frac{2}{r} D(u, r) \right] \right\}
\]

\[
+ \frac{\kappa(Q - 1 + 2\kappa)}{r} H(u, r) - \kappa \left[ \frac{Q - 1}{r} H(u, r) + 2D(u, r) \right]
\]

\[
= \frac{2}{r^{Q+2\kappa}} \left\{ \int_{S_{\rho}(r)} (Z_\alpha u)^2 \frac{\psi_\alpha}{|\nabla \psi_\alpha|} dH_n + \int_{S_{\rho}(r)} u^2 \frac{\psi_\alpha}{|\nabla \psi_\alpha|} dH_n - 2\kappa \int_{S_{\rho}(r)} u Z_\alpha u \frac{\psi_\alpha}{|\nabla \psi_\alpha|} dH_n \right\}
\]

\[
= \frac{2}{r^{Q+2\kappa}} \int_{S_{\rho}(r)} (Z_\alpha u - \kappa u)^2 \frac{\psi_\alpha}{|\nabla \psi_\alpha|} dH_n.
\]

\[\square\]

**Remark 3.7.** We note that the proof of the last statement in Theorem 3.4 can also be derived from Theorem 3.6. In fact, it suffices to write (3.13) as follows

\[
W_\kappa(u, r) = \frac{H(u, r)}{r^{Q-1+2\kappa}} (N(u, r) - \kappa).
\]

By the hypothesis that \(N(u, r) = \kappa\) for \(0 < r < r_0\), we see that \(W_\kappa(u, \cdot) = 0\) in \((0, r_0)\), and therefore \(\frac{d}{dr} W_\kappa(u, \cdot) = 0\). In view of (3.14) this gives \(Z_\alpha u = \kappa u\) in \(B_{\rho_a}(r_0)\).

Combining Theorem 3.6 with Lemmas 2.7 and 2.8 we obtain the following one-parameter family of monotonicity formulas.

**Theorem 3.8** (Weiss type monotonicity for \(L_\alpha, -1 < a < 1\)). Let \(\tilde{u}\) be a solution of (3.1) in \(B_{r_0}(R_0)\) with \(\varphi \equiv 0\). For every \(\bar{\kappa} > 0\) and \(0 < r < R_0\) we define

\[
\tilde{W}_{\bar{\kappa}}(\tilde{u}, r) = \frac{1}{r^{Q-2+2\bar{\kappa}}} \tilde{D}(\tilde{u}, r) - \frac{\bar{\kappa}}{r^{Q-1+2\bar{\kappa}}} \tilde{H}(\tilde{u}, r),
\]

where \(\bar{Q} = n + 1 + a\) (see (2.34) above). Then,

\[
\frac{d}{dr} \tilde{W}_{\bar{\kappa}}(\tilde{u}, r) = \frac{2}{r^{Q+2\bar{\kappa}}} \int_{S_{\rho}(r)} (\tilde{Z}\tilde{u} - \bar{\kappa}\tilde{u})^2 |y|^a dH_n.
\]

Consequently, \(r \mapsto \tilde{W}_{\bar{\kappa}}(\tilde{u}, r)\) is a non-decreasing function in \((0, r_0)\), and \(\tilde{W}_{\bar{\kappa}}(\tilde{u}, \cdot)\) is constant if and only if \(\tilde{u}\) is a standard homogeneous function of degree \(\bar{\kappa}\) in \(B_{r_0}(R_0)\).

**Proof.** Suppose first that \(0 < a < 1\), so that \(0 \leq \alpha < \infty\). Let \(\tilde{u}\) be as in the statement of the theorem and consider the function \(u(x, z)\) defined by (2.5). The even extension in \(z\) of such function satisfies the problem (3.2) above with obstacle \(\varphi \equiv 0\). In view of Theorem 3.6 the functional in (3.13) is monotonically increasing, and therefore such is also \(r \mapsto W_\kappa(u, h(r))\), where \(h\) is as in (2.9) above and \(\kappa = \bar{\kappa}/(1-a)\), see (2.29) above. Now, using (2.9), (2.31), (2.34),
and Lemmas 2.7 and 2.8 we find

\[ \mathcal{W}_\kappa(u, h(r)) = \frac{1}{h(r)^{Q+2\kappa}} D(u, h(r)) - \frac{\kappa}{h(r)^{Q+2\kappa}} H(u, h(r)) \]

\[ = \frac{(1 - a)^{(1-a)(Q+2\kappa)}}{r^{(1-a)(Q+2\kappa)}} \tilde{D}(\tilde{u}, r) - \frac{\kappa}{r^{Q+2\kappa}} \tilde{H}(\tilde{u}, r) \]

\[ = (1 - a)^Q \left\{ \frac{1}{r^{Q+2\kappa}} \tilde{D}(\tilde{u}, r) - \frac{\kappa}{r^{Q+2\kappa}} \tilde{H}(\tilde{u}, r) \right\} \]

\[ = (1 - a)^Q \tilde{\mathcal{W}}(\tilde{u}, r). \]

Since we know that \( r \to \mathcal{W}_\kappa(u, h(r)) \) is monotone non-decreasing, the latter equation already tells us that also \( r \to \tilde{\mathcal{W}}(\tilde{u}, r) \) is monotone non-decreasing. Furthermore, the chain rule and (3.14) give

\[ \frac{d}{dr} \tilde{\mathcal{W}}(\tilde{u}, r) = (1 - a)^{-Q+2\kappa} \frac{d}{dr} \mathcal{W}_\kappa(u, h(r))(h(r)) \]

\[ = (1 - a)^{-Q+a+2\kappa} \left( \frac{2}{h(r)^{Q+2\kappa}} \mathcal{W}_\kappa(u, h(r)) \right) \int_{\mathcal{S} \rho_a(h(r))} (Z_\alpha u - \kappa u)^2 \frac{\psi_\alpha}{|\nabla \psi_\alpha|} dH_n. \]

We now use (2.37) and argue as in the proof of Lemma 2.7 to find

\[ h'(r) \int_{\mathcal{S} \rho_a(h(r))} (Z_\alpha u - \kappa u)^2 \frac{\psi_\alpha}{|\nabla \psi_\alpha|} dH_n = (1 - a)^a \int_{\mathcal{S} \rho_a(h(r))} (\overline{Z_\alpha u} - \kappa \tilde{u})^2 |\psi_\alpha|^a dH_n \]

\[ = (1 - a)^{2a} h(r)^{2a} \int_{\mathcal{S} \rho_a(h(r))} ((\alpha + 1) \tilde{Z} \tilde{u} - \kappa \tilde{u})^2 |y|^a dH_n \]

\[ = \frac{1}{(1 - a)\tilde{\mathcal{W}} \tilde{u} - \kappa \tilde{u})^2 |y|^a dH_n \]

where in the second to the last equality we have used (2.30). We conclude that

\[ \frac{d}{dr} \tilde{\mathcal{W}}(\tilde{u}, r) = (1 - a)^{-Q+a+2\kappa} \left( \frac{2}{h(r)^{Q+2\kappa}} \mathcal{W}_\kappa(u, h(r)) \right) \int_{\mathcal{S} \rho_a(h(r))} (\tilde{Z} \tilde{u} - \kappa \tilde{u})^2 |y|^a dH_n \]

\[ = (1 - a)^{-Q+2\kappa} \left( \frac{2}{r^{Q+2\kappa}} \mathcal{W}_\kappa(u, h(r)) \right) \int_{\mathcal{S} \rho_a(h(r))} (\tilde{Z} \tilde{u} - \kappa \tilde{u})^2 |y|^a dH_n \]

which proves (3.17). The last part of the theorem follows immediately from (3.17).

The proof of the theorem in the remaining range \(-1 < a < 0\), for which \(-\frac{1}{2} < a < 0\), now follows easily by mimicking the above proof of Theorem 3.6. What we mean by this is that, once we have the correct guess (3.16) of the Weiss functional for \( L_a \) in the case \( 0 \leq a < 1 \), all we need to do is to use the same arguments that we have used to prove (3.14).

\[ \square \]

3.3. Global solutions of polynomial growth. It is interesting here to analyze, in the range \( 0 \leq a < \infty \), global solutions of (3.2) having polynomial growth.

**Definition 3.9.** Let \( \kappa \geq 0 \). We denote by \( \mathcal{P}_{\alpha,\kappa}(\mathbb{R}^{n+1}) \) the space of all functions \( P_\kappa \in \Gamma^2(\mathbb{R}^{n+1}) \) such that \( \mathcal{B}_\alpha P_\kappa = 0 \) and \( Z_\alpha P_\kappa = \kappa P_\kappa \). The elements of such space will be called \( \mathcal{B}_\alpha \)-solid harmonics of degree \( \kappa \). We indicate by \( \mathcal{P}^+_{\alpha,\kappa}(\mathbb{R}^{n+1}) \) the space of those functions \( P_\kappa \in \mathcal{P}_{\alpha,\kappa}(\mathbb{R}^{n+1}) \) such that \( P_\kappa(x, 0) \geq 0 \) for which \( P_\kappa(x, -z) = P_\kappa(x, z) \).
Let us note explicitly that $D_zP_\kappa(x,0) = 0$. We emphasize that, for $P_\kappa \in \mathcal{P}_{\alpha,\kappa}(\mathbb{R}^{n+1})$, the number $\kappa$ needs not be an integer. For instance, if $A = \frac{(\alpha+1)(2\alpha+1)}{n}$, then the function $P_\kappa(x, z) = A|x|^2 - z^{2(\alpha+1)}$ is a solution of $B_\alpha f = 0$, homogeneous of degree $\kappa = 2(\alpha+1)$. Thus, $P_\kappa \in \mathcal{P}_{\alpha,\kappa}(\mathbb{R}^{n+1})$. We also have $P_\kappa \in \mathcal{P}_{\alpha,\kappa,\mu}(\mathbb{R}^{n+1})$.

**Proposition 3.10.** For every $\kappa \geq 0$ the space $\mathcal{P}_{\alpha,\kappa}(\mathbb{R}^{n+1})$ is finite-dimensional.

**Proof.** Let $u \in \mathcal{P}_{\alpha,\kappa}(\mathbb{R}^{n+1})$. Since $Z_\alpha u = \kappa u$ in $\mathbb{R}^{n+1}$, for any $(x, z) \in \mathbb{R}^{n+1}$ such that $\rho_\alpha(x, z) \geq 1$ we must have

$$u(x, z) = \rho_\alpha(x, z)^\kappa u(\delta_{\rho_\alpha(x, z)-1}(x, z)),$$

and therefore

$$|u(x, z)| \leq \left( \max_{S_{\rho_\alpha}(1)} |u| \right) \rho_\alpha(x, z)^\kappa.$$

This estimate gives

$$\sup_{r \geq 1} \left( \frac{1}{r^\kappa} \sup_{B_\rho_\alpha(r)} |u| \right) < \infty. \tag{3.19}$$

With (3.19) in hands, we can now invoke the Colding-Minicozzi type theorem at the end of the paper [KL] by Kogoj and Lanconelli to conclude that $\mathcal{P}_{\alpha,\kappa}(\mathbb{R}^{n+1})$ is finite-dimensional.

It is quite notable that solid harmonics of different degrees enjoy the following orthogonality property. A similar orthogonality property fails for the solid harmonics in the Heisenberg group $\mathbb{H}^n$.

**Proposition 3.11.** For every $\kappa \neq \mu$, let $P_\kappa \in \mathcal{P}_{\alpha,\kappa}(\mathbb{R}^{n+1})$ and $P_\mu \in \mathcal{P}_{\alpha,\mu}(\mathbb{R}^{n+1})$. Then, for every $r > 0$ one has

$$\int_{S_{\rho_\alpha}(r)} P_\kappa P_\mu \frac{\psi_\alpha}{\rho_\alpha} dH_n = 0.$$

**Proof.** By formula (2.30) in [G] we have

$$0 = \int_{B_\rho_\alpha(r)} \left( P_\kappa B_\alpha P_\mu - P_\mu B_\alpha P_\kappa \right) dxdz$$

$$= \int_{S_{\rho_\alpha}(r)} \left[ P_\kappa \langle \nabla_\alpha P_\mu, \nabla_\alpha \rho_\alpha \rangle - P_\mu \langle \nabla_\alpha P_\kappa, \nabla_\alpha \rho_\alpha \rangle \right] \frac{dH_n}{\nabla_\alpha \rho_\alpha},$$

Using the equation (2.42) in the latter identity we find

$$\langle \nabla_\alpha P_\kappa, \nabla_\alpha \rho_\alpha \rangle = \frac{Z_\alpha P_\kappa}{\rho_\alpha} \psi_\alpha = \kappa P_\kappa \frac{\psi_\alpha}{\rho_\alpha}.$$

and similarly,

$$\langle \nabla_\alpha P_\mu, \nabla_\alpha \rho_\alpha \rangle = \frac{Z_\alpha P_\mu}{\rho_\alpha} \psi_\alpha = \mu P_\mu \frac{\psi_\alpha}{\rho_\alpha}.$$

Combining the last three equations we obtain

$$\frac{\mu - \kappa}{r} \int_{S_{\rho_\alpha}(r)} P_\kappa P_\mu \frac{\psi_\alpha}{\rho_\alpha} dH_n = 0.$$

Since $\kappa \neq \mu$, the desired conclusion follows.

**Theorem 3.12.** Let $u \neq 0$ be a solution of (3.2) in $\mathbb{R}^{n+1}$ with $\varphi \equiv 0$. If for some number $\kappa > 0$ we have $N(u, r) \equiv \kappa$, then $u \in \mathcal{P}_{\alpha,\kappa}(\mathbb{R}^{n+1})$.

**Proof.** From (3.15) in Remark 3.7 we conclude that $Z_\alpha u = \kappa u$ in $\mathbb{R}^{n+1}$, and thus $u \in \mathcal{P}_{\alpha,\kappa}(\mathbb{R}^{n+1})$.\qed
3.4. Monneau type monotonicity formulas. Our next result represents a generalization to solutions of the problem (3.2) with zero obstacle $\varphi$ of the basic monotonicity Theorem 1.4.3 established in [GP] for solutions of the lower-dimensional obstacle problem for the standard Laplacian $\Delta$. We will use such result to obtain a new monotonicity theorem for the problem (3.1) above. For the case of the single homogeneity $\kappa = 2$, and in connection with solutions of the classical obstacle problem for $\Delta$, this monotonicity theorem was first proved by Monneau in [M].

**Theorem 3.13** (One-parameter monotonicity formulas of Monneau type for $B_{\alpha}, 0 \leq \alpha < \infty$). Let $u$ be a solution to (3.2) in $B_{\rho_0}(r_0)$ with $\varphi \equiv 0$, and denote by $\kappa = N(u, 0^+)$. Let $P_{\kappa} \in \mathfrak{F}^+_{\alpha, \kappa}(\mathbb{R}^{n+1})$, and consider the functional defined for $0 < r < r_0$

$$
M_{\kappa}(u, P_{\kappa}, r) = \frac{1}{r^{Q-1+2\kappa}} \int_{S_{\rho_0}(r)} (u - P_{\kappa})^2 \frac{\psi_\alpha}{|\nabla \rho_\alpha|} dH_n.
$$

Then,

$$
\frac{d}{dr} M_{\kappa}(u, P_{\kappa}, r) \geq \frac{2}{r} W_{\kappa}(u, r),
$$

and therefore by (3.15) and (3.22), $r \to M_{\kappa}(u, P_{\kappa}, r)$ is non-decreasing in $(0, r_0)$.

**Proof.** We begin with some preliminary considerations. Suppose that $u$ be a solution to (3.2) in $B_{\rho_0}(r_0)$ with $\varphi \equiv 0$. According to Theorem 3.4 the frequency $N(u, \cdot)$ is monotone non-decreasing, and therefore the limit

$$
N(u, 0^+) = \lim_{r \to 0^+} N(u, r),
$$

exists. If $\kappa = N(u, 0^+)$, then again by Theorem 3.4 we know that

$$
N(u, r) \geq \kappa, \quad 0 < r < r_0.
$$

By formulas (3.22) and (3.15) we thus find

$$
W_{\kappa}(u, r) \geq 0, \quad r > 0.
$$

Therefore, the nondecreasing character of $r \to M_{\kappa}(u, P_{\kappa}, r)$ will follow once we establish formula (3.21). We turn to this objective now.

The last part of Theorem 3.6 guarantees that $N(P_{\kappa}, r) \equiv \kappa$, and so, again by (3.15), we conclude that

$$
W_{\kappa}(P_{\kappa}, r) \equiv 0.
$$

This observation allows to write, with $w = u - P_{\kappa}$,

$$
W_{\kappa}(u, r) = W_{\kappa}(u, r) - W_{\kappa}(P_{\kappa}, r)
= \frac{1}{r^{Q-2+2\kappa}} \int_{B_{\rho_0}(r)} (|\nabla w|^2 + 2(\nabla w, \nabla P_{\kappa})) dx dz
- \frac{\kappa}{r^{Q-1+2\kappa}} \int_{S_{\rho_0}(r)} (w^2 + 2wP_{\kappa}) \frac{\psi_\alpha}{|\nabla \rho_\alpha|} dH_n
= W_{\kappa}(w, r) + \frac{2}{r^{Q-2+2\kappa}} \int_{B_{\rho_0}(r)} \langle \nabla w, \nabla P_{\kappa} \rangle dx dz
- \frac{2\kappa}{r^{Q-1+2\kappa}} \int_{S_{\rho_0}(r)} wP_{\kappa} \frac{\psi_\alpha}{|\nabla \rho_\alpha|} dH_n.
$$

We now claim that for each $r \in (0, r_0)$

$$
\frac{2}{r^{Q-2+2\kappa}} \int_{B_{\rho_0}(r)} \langle \nabla w, \nabla P_{\kappa} \rangle dx dz - \frac{2\kappa}{r^{Q-1+2\kappa}} \int_{S_{\rho_0}(r)} wP_{\kappa} \frac{\psi_\alpha}{|\nabla \rho_\alpha|} dH_n = 0.
$$
To prove (3.25) we need to compute \( \int_{B^\rho(r)} \langle \nabla w, \nabla P_\kappa \rangle \). We consider the sets introduced in (3.4) above. Then,

\[
\int_{B^\rho(r)} \langle \nabla w, \nabla P_\kappa \rangle = \lim_{\varepsilon \to 0^+} \left\{ \int_{B^\rho(r,\varepsilon)} \langle \nabla w, \nabla P_\kappa \rangle + \int_{B^{\rho^-}(r,\varepsilon)} \langle \nabla w, \nabla P_\kappa \rangle \right\}.
\]

Integrating by parts, and using (2.28) and the fact that on the set \( L^+(r,\varepsilon) \) we have \( \nu = -\varepsilon_{n+1} \), we find

\[
\int_{B^+_{\rho}(r,\varepsilon)} \langle \nabla w, \nabla P_\kappa \rangle = \int_{S^+_{\rho}(r,\varepsilon)} w \sum_{j=1}^m \langle X_j, \nu \rangle X_j P_\kappa \, dH_n
\]

\[
+ \int_{L^+(r,\varepsilon)} w \sum_{j=1}^m \langle X_j, \nu \rangle X_j P_\kappa \, dH_n - \int_{B^+_{\rho}(r,\varepsilon)} w \sum_{j=1}^m \text{div}(X_j P_\kappa X_j)
\]

\[
= \int_{S^+_{\rho}(r,\varepsilon)} w \langle \nabla P_\kappa, \nabla \rho_\alpha \rangle \frac{dH_n}{|\nabla \rho_\alpha|} - \int_{L^+(r,\varepsilon)} w D_\kappa P_\kappa \, dH_n - \int_{B^+_{\rho}(r,\varepsilon)} w B_\alpha P_\kappa
\]

\[
= \frac{\kappa}{r} \int_{S^+_{\rho}(r,\varepsilon)} w P_\kappa \frac{\psi_\alpha}{|\nabla \rho_\alpha|} \, dH_n - \int_{L^+(r,\varepsilon)} w D_\kappa P_\kappa \, dH_n,
\]

since \( B_\alpha P_\kappa = 0 \). In the last equality we have used the crucial identity (2.42) in Lemma 2.6 and the homogeneity of \( P_\kappa \), which gives \( Z_\alpha P_\kappa = \kappa P_\kappa \). If we now use the fact that \( D_\kappa P_\kappa(x,0) = 0 \), by Lebesgue dominated convergence we see that \( \int_{L^+(r,\varepsilon)} w D_\kappa P_\kappa \, dH_n \to 0 \) as \( \varepsilon \to 0^+ \), and thus

\[
\lim_{\varepsilon \to 0^+} \int_{B^+_{\rho}(r,\varepsilon)} \langle \nabla w, \nabla P_\kappa \rangle = \frac{\kappa}{r} \int_{S^+_{\rho}(r)} w P_\kappa \frac{\psi_\alpha}{|\nabla \rho_\alpha|} \, dH_n.
\]

Similarly, we obtain

\[
\lim_{\varepsilon \to 0^+} \int_{B^-_{\rho}(r,\varepsilon)} \langle \nabla w, \nabla P_\kappa \rangle = \frac{\kappa}{r} \int_{S^-_{\rho}(r)} w P_\kappa \frac{\psi_\alpha}{|\nabla \rho_\alpha|} \, dH_n.
\]

Combining (3.26) and (3.27) we finally conclude that

\[
\int_{B_{\rho}(r)} \langle \nabla w, \nabla P_\kappa \rangle = \frac{\kappa}{r} \int_{S_{\rho}(r)} w P_\kappa \frac{\psi_\alpha}{|\nabla \rho_\alpha|} \, dH_n.
\]

This proves the claim (3.25). If we now use (3.25) in (3.24), we obtain the following crucial identity

\[
W_\kappa(u,r) = W_\kappa(w,r) = \frac{1}{r^{Q-1+2\kappa}} H(w,r), \quad 0 < r < r_0.
\]

From the defining equation (3.20) of the functional \( \mathcal{M}_\kappa(u,P_\kappa,r) \) we have

\[
\mathcal{M}_\kappa(u,P_\kappa,r) = \frac{1}{r^{Q-1+2\kappa}} \int_{S_{\rho}(r)} w^2 \frac{\psi_\alpha}{|\nabla \rho_\alpha|} \, dH_{N-1} = \frac{1}{r^{Q-1+2\kappa}} H(w,r).
\]

Differentiating (3.29) we find

\[
\frac{d}{dr} \mathcal{M}_\kappa(u,P_\kappa,r) = -\frac{Q-1+2\kappa}{r^{Q+2\kappa}} H(w,r) + \frac{1}{r^{Q-1+2\kappa}} H'(w,r).
\]

Now, similarly to the expression in the right-hand side of (3.3) we see that

\[
H'(w,r) = \frac{Q-1}{r} H(w,r) + 2 \int_{S_{\rho}(r)} w \left( \frac{Z_\alpha w}{r} \right) \frac{\psi_\alpha}{|\nabla \rho_\alpha|} \, dH_n.
\]
Combining the latter two equations we find
\[
\frac{d}{dr} \mathcal{M}_\kappa(u, P_\kappa, r) = -\frac{2\kappa}{r^{Q-2\kappa}} H(w, r) + \frac{2}{r^{Q-1+2\kappa}} \int_{S_{\kappa}(r)} w \left( \frac{Z_\alpha w}{r} \right) \frac{\psi_\alpha}{|\nabla \rho_\alpha|} dH_n.
\]
We now claim that
\[
(3.30) \quad -\frac{2\kappa}{r^{Q+2\kappa}} H(w, r) + \frac{2}{r^{Q-1+2\kappa}} \int_{S_{\kappa}(r)} w \left( \frac{Z_\alpha w}{r} \right) \frac{\psi_\alpha}{|\nabla \rho_\alpha|} dH_n \geq \frac{2}{r} \mathcal{W}_\kappa(w, r).
\]
From (3.30) and (3.28) we would conclude
\[
\text{In view of (3.23) this would complete the proof of the theorem. We are thus left with proving (3.30).}
\]
With this objective in mind we consider
\[
\int_{B_\rho^\pm(r, \varepsilon)} |\nabla_\alpha w|^2 = \lim_{\varepsilon \to 0^+} \left\{ \int_{B_\rho^\pm(r, \varepsilon)} |\nabla_\alpha w|^2 + \int_{B_\rho^\mp(r, \varepsilon)} |\nabla_\alpha w|^2 \right\}.
\]
In $B^\pm_\rho(r, \varepsilon)$ we have from (3.2) and Definition 3.14
\[
B_\alpha(w^2/2) = wB_\alpha + |\nabla_\alpha w|^2 = w(B_\alpha u - B_\alpha P_\kappa) + |\nabla_\alpha w|^2 = |\nabla_\alpha w|^2.
\]
We thus find
\[
\int_{B_{\rho_\alpha}(r)} |\nabla_\alpha w|^2 = \lim_{\varepsilon \to 0^+} \left\{ \sum_{j=1}^{n+1} \int_{B^+_{\rho_\alpha}(r, \varepsilon)} X_j X_j(w^2/2) + \sum_{j=1}^{n+1} \int_{B^-_{\rho_\alpha}(r, \varepsilon)} X_j X_j(w^2/2) \right\}
\]
\[
= \lim_{\varepsilon \to 0^+} \left\{ \sum_{j=1}^{n+1} \int_{\partial B^+_{\rho_\alpha}(r, \varepsilon)} w(X_j, \nu) X_j w + \sum_{j=1}^{n+1} \int_{\partial B^-_{\rho_\alpha}(r, \varepsilon)} w(X_j, \nu) X_j w \right\}
\]
\[
= \lim_{\varepsilon \to 0^+} \left\{ \int_{S_{\rho_\alpha}(r, \varepsilon)} w(\nabla_\alpha w, \nabla_\alpha \rho_\alpha) \frac{dH_n}{|\nabla \rho_\alpha|} + \int_{S_{\rho_\alpha}(r, \varepsilon)} w(\nabla_\alpha w, \nabla_\alpha \rho_\alpha) \frac{dH_n}{|\nabla \rho_\alpha|} \right\}
\]
\[
+ \lim_{\varepsilon \to 0^+} \left\{ \int_{L^+(r, \varepsilon)} w D_z w d\nu + \int_{L^-(r, \varepsilon)} w D_z w d\nu \right\}
\]
\[
= \int_{S_{\rho_\alpha}(r)} w(\nabla_\alpha w, \nabla_\alpha \rho_\alpha) \frac{dH_n}{|\nabla \rho_\alpha|} + \int_{B^+_{\rho_\alpha}(r)} w(-D_z^+ w + D_z^- w) d\nu
\]
\[
= \int_{S_{\rho_\alpha}(r)} w \left( \frac{Z_\alpha w}{r} \right) \frac{\psi_\alpha}{|\nabla \rho_\alpha|} dH_n + \int_{B^+_{\rho_\alpha}(r)} w(-D_z^+ u + D_z^- u) dx,
\]
where in the last equality we have used (2.42) and the fact that $D_z^+ P_\kappa = D_z^- P_\kappa = 0$ on the thin ball $B^+_{\rho_\alpha}(r)$. By the last two equations in (3.2) we now have on $B^+_{\rho_\alpha}(r)$
\[
w(-D_z^+ u + D_z^- u) = u(-D_z^+ u + D_z^- u) - P_\kappa(-D_z^+ u + D_z^- u) = -P_\kappa(-D_z^+ u + D_z^- u) \leq 0,
\]
since $P_\kappa(x, 0) \geq 0$. In conclusion, we have proved that
\[
\int_{S_{\rho_\alpha}(r)} w \left( \frac{Z_\alpha w}{r} \right) \frac{\psi_\alpha}{|\nabla \rho_\alpha|} dH_n \geq \int_{B^-_{\rho_\alpha}(r)} |\nabla_\alpha w|^2 dx dz = D(w, r).
\]
Keeping in mind the definition of $\mathcal{W}_\kappa(w, r)$, see (3.13) above, we conclude that the latter inequality proves the claim (3.30), thus completing the proof of the theorem.
\[
\square
\]
With Theorem 3.13 in hands we will now establish a corresponding result for solutions to the problem (3.1) above. We begin with introducing the space of the relevant “harmonic” polynomials. In what follows we have indicated with \( Z \) the generator of the standard Euclidean dilations with respect to the variables \((x,y)\).

**Definition 3.14.** Let \( \tilde{\kappa} \geq 0 \). We denote by \( \tilde{\mathfrak{P}}_{a,\tilde{\kappa}}(\mathbb{R}^{n+1}) \) the space of all polynomials \( \tilde{P}_\kappa \) in \( \mathbb{R}^{n+1} \) such that \( L_a \tilde{P}_\kappa = 0 \) and \( \tilde{Z} \tilde{P}_\kappa = \tilde{\kappa} \tilde{P}_\kappa \). The elements of such space will be called \( L_a \)-solid harmonics of degree \( \tilde{\kappa} \). We indicate by \( \tilde{\mathfrak{P}}_{a,\tilde{\kappa}}(\mathbb{R}^{n+1}) \) the space of those elements \( \tilde{P}_\kappa \in \tilde{\mathfrak{P}}_{a,\tilde{\kappa}}(\mathbb{R}^{n+1}) \) such that \( \tilde{P}_\kappa(x,0) \geq 0 \) and \( \tilde{P}_\kappa(x,-y) = \tilde{P}_\kappa(x,y) \). In particular, if \( \tilde{P}_\kappa \in \tilde{\mathfrak{P}}_{a,\tilde{\kappa}}(\mathbb{R}^{n+1}) \), then \( \lim_{y \to 0^+} y^\alpha D_y \tilde{P}_\kappa(x,y) = 0 \).

**Lemma 3.15.** Let \( 0 \leq a < 1 \), \( \tilde{\kappa} > 0 \), and consider the numbers \( 0 \leq \alpha < \infty \) and \( \kappa > 0 \) defined by \( \alpha = \frac{1}{1-a} \), and \( \kappa = \frac{\tilde{\kappa}}{1-a} \). Then, the equation (2.5) above, with \( h \) given by (2.9), establishes a one-to-one onto correspondence between the spaces \( \tilde{\mathfrak{P}}_{a,\tilde{\kappa}}(\mathbb{R}^{n+1}) \) and \( \mathfrak{P}_{a,\kappa}(\mathbb{R}^{n+1}) \). By slightly abusing the notation, such correspondence can be expressed by the following equation

\[
(\tilde{P}_\kappa) = \tilde{P}_\kappa,
\]

where we emphasize that in the right-hand side of (3.31) we have indicated with \( \tilde{P}_\kappa \) an element of the space \( \tilde{\mathfrak{P}}_{a,\tilde{\kappa}}(\mathbb{R}^{n+1}) \), and not the operation that takes \( f \to \tilde{f} \).

**Proof.** It follows in a straightforward fashion from Proposition 2.3.

We are now ready to establish the following basic result for the extension problem (3.1).

**Theorem 3.16** (One-parameter monotonicity formulas of Monneau type for \( L_a, -1 < a < 1 \)). Let \( \tilde{u} \) be a solution of (3.1) in \( B_\kappa(R_0) \) with \( \varphi \equiv 0 \). We denote by \( \tilde{\kappa} = \tilde{N}(\tilde{u},0^+) \). Let \( \tilde{P}_\kappa \in \tilde{\mathfrak{P}}_{a,\tilde{\kappa}}(\mathbb{R}^{n+1}) \), and consider the functional defined for \( 0 < r < R_0 \)

\[
\tilde{M}_{\kappa}(\tilde{u}, \tilde{P}_\kappa, r) = \frac{1}{r^{Q-1+2\tilde{\kappa}}} \int_{S_x(r)} (\tilde{u} - \tilde{P}_\kappa)^2 |y|^\alpha dH_n,
\]

where \( Q \) is given by (2.34) above. Then,

\[
\frac{d}{dr} \tilde{M}_{\kappa}(\tilde{u}, \tilde{P}_\kappa, r) \geq \frac{2}{r} \tilde{W}_\kappa(\tilde{u}, r),
\]

and therefore by (3.15) and (3.22), \( r \to \tilde{M}_{\kappa}(\tilde{u}, \tilde{P}_\kappa, r) \) is non-decreasing in \((0,R_0)\).

**Proof.** We assume first that \( 0 \leq a < 1 \), and thus \( 0 \leq \alpha < \infty \). Let \( \tilde{u} \) and \( \tilde{P}_\kappa \in \tilde{\mathfrak{P}}_{a,\tilde{\kappa}}(\mathbb{R}^{n+1}) \) be as in the statement of the theorem, and denote by \( u \) and \( P_\kappa \) the functions defined by (2.5). Then, \( u \) satisfies (3.2) with \( \varphi \equiv 0 \) and by Lemma 3.15 we have \( P_\kappa \in \mathfrak{P}_{a,\kappa}(\mathbb{R}^{n+1}) \). By Theorem 3.13 we know that \( r \to M_{\kappa}(u,P_\kappa,r) \) is non-decreasing in \((0,r_0)\), and (3.21) holds. We now claim that for every \( r \in (0,r_0) \) one has

\[
M_{\kappa}(u,P_\kappa,h(r)) = (1-a)^{Q-1-2\kappa-2\alpha} M_{\kappa}(\tilde{u},\tilde{P}_\kappa,r),
\]

Notice that, if true, the claim implies that \( r \to \tilde{M}_{\kappa}(\tilde{u}, \tilde{P}_\kappa, r) \) is also non-decreasing on \((0,R_0)\) and that moreover

\[
\frac{d}{dr} \tilde{M}_{\kappa}(\tilde{u}, \tilde{P}_\kappa, r) = (1-a)^{-Q+1+2\tilde{\kappa}+2\alpha} h'(r) \left( \frac{d}{dr} M_{\kappa}(u,P_\kappa,\cdot) \right) (h(r)).
\]

Using (3.21) we find

\[
\left( \frac{d}{dr} M_{\kappa}(u,P_\kappa,\cdot) \right) (h(r)) \geq \frac{2}{h(r)} W_{\kappa}(u,h(r)).
\]
Substituting this inequality in (3.35), and using (2.9) and the basic identity (3.18), we obtain
\begin{equation}
\frac{d}{dr}\mathcal{M}_\kappa(\tilde{u}, \tilde{P}_\kappa, r) \geq (1-a)^{-Q+1+2\tilde{\kappa}+2a} \frac{2h'(r)}{h(r)} \mathcal{W}_\kappa(u, h(r))
\end{equation}
\begin{equation}
= (1-a)^{-Q+2+2\tilde{\kappa}+2a} \frac{2}{r} \mathcal{W}_\kappa(\tilde{u}, r) = \frac{2}{r} \mathcal{W}_\kappa(\tilde{u}, r),
\end{equation}
which proves (3.33). In order to complete the proof of the theorem we are thus left with proving the claim (3.34). However, this follows easily by observing that, if we set \( w = u - P_\kappa \), then (3.20) gives
\begin{equation}
\mathcal{M}_\kappa(u, P_\kappa, h(r)) = \frac{1}{h(r)Q-1+2\kappa} H(w, h(r))
\end{equation}
\begin{equation}
= \frac{1}{h(r)Q-1+2\kappa} (1-a)^{-a} H(\tilde{w}, r) = \frac{(1-a)^{-a+(1-a)(Q-1+2\kappa)}}{r(1-a)(Q-1+2\kappa)} H(\tilde{w}, r),
\end{equation}
where in the second to the last equality we have used Lemma 2.7. To see that, if we let \( Q \) be given by (2.34) (so that (2.35) hold), and \( \tilde{\kappa} = (1-a)\kappa \), then the right-hand side of the latter equation equals \((1-a)^{-1-2\tilde{\kappa}+2\tilde{\kappa}} \mathcal{M}_\kappa(\tilde{u}, \tilde{P}_\kappa, r)\), all we need at this point is to observe that \( \tilde{w} = u - P_\kappa = \tilde{u} - (P_\kappa) \), and use (3.31) in Lemma 3.15.

Once we have the correct guess of the Monneau functional (3.32) for \( L_\alpha \), and of the remarkable monotonicity result (3.33), it is easy to complete the proof in the remaining case \(-1 < a < 0\). We leave the relevant details to the reader.

\[ \square \]

4. Structure and regularity of the singular set: the case of zero obstacle

We study in this section the structure and the regularity of the singular part of the free boundary in the obstacle problem (1.1) above with zero obstacle for the fractional Laplacian \((-\Delta)^s\). This means that, with \( a = 1 - 2s \), in the equivalent formulation as a thin obstacle problem for the extension operator \( L_\alpha \) in (3.1) above, we take \( \varphi = 0 \). We also localize the problem to a ball centered at the origin of fixed radius, say \( R_0 = 1 \). For the sake of simplicity, henceforth we write \( B(R) \), instead of \( B_\alpha(R) \), for the Euclidean ball centered at the origin with radius \( R \) in \( \mathbb{R}^{n+1} \) (with respect to the variables \( (x, y) \)), and we denote by \( B'(R) = B(R) \cap \{ y = 0 \} \) the corresponding thin ball. Thus, we consider a function \( \tilde{u} \) that solves

\begin{equation}
\begin{cases}
L_\alpha \tilde{u} = \text{div}(|y|^a \nabla \tilde{u}) = 0 & \text{in } B(1)_+ \cup B(1)_-,
\tilde{u}(x, 0) \geq 0, & \text{for } (x, 0) \in B'(1),
\tilde{u}(x, -y) = \tilde{u}(x, y), & \text{for } (x, y) \in B(1),
- \lim_{y \to 0^+} y^a D_y \tilde{u}(x, y) \geq 0, & \text{in } B(1)_+,
\lim_{y \to 0^+} y^a D_y \tilde{u}(x, y) = 0, & \text{on the subset of } B'(1) \text{ where } \tilde{u}(x, 0) > 0.
\end{cases}
\end{equation}

Recall that, by Theorem 3.5, the Almgren-type frequency function
\[ \tilde{N}(\tilde{u}, r) = \frac{r \int_{B(r)} |\nabla \tilde{u}|^2 |y|^a}{\int_{\partial B(r)} \tilde{u}^2 |y|^a} \]
is nondecreasing in \( r \in (0, 1) \). Moreover, \( \tilde{N}(\tilde{u}, r) = \tilde{\kappa} \) if and only if \( \tilde{u} \) is homogeneous of degree \( \tilde{\kappa} \). Furthermore, by Theorem 3.16, if for \( \tilde{\kappa} > 0 \) we have \( \tilde{N}(\tilde{u}, 0^+) = \tilde{\kappa} \), then for any polynomial \( P_\kappa \in \mathbb{P}_{\alpha, \tilde{\kappa}}^{++} \) the quantity
\[ \tilde{\mathcal{M}}_\kappa(\tilde{u}, P_\kappa, r) = \frac{1}{r^{n+a+2\kappa}} \int_{\partial B(r)} (\tilde{u} - P_\kappa)^2 |y|^a \]
is nondecreasing in $r \in (0, 1)$. Here, we notice that, according to (2.34), the exponent in (3.32) is given by $Q - 1 + 2\tilde{\kappa} = n + a + 2\tilde{\kappa}$. Using those two results, we will next study the structure and regularity of the singular set.

4.1. Notation. Throughout this section, we let $a = 1 - 2s$, and for $0 < r < 1$ continue to use the notation (2.46), (2.47) and (2.48) above for $\tilde{D}(\tilde{u}, r)$, $\tilde{H}(\tilde{u}, r)$ and $\tilde{N}(\tilde{u}, r)$ respectively, except that in all integrals we will write for simplicity $B(r)$, instead of $B_\varepsilon(r)$, and we will routinely omit the indication of the differential of volume $dxdy$, or surface measure $dH^n$.

4.2. Blow-ups. We establish first some results that will be needed later.

**Lemma 4.1.** Let $\tilde{u}$ be a solution of (4.1). Assume that $0$ is a free boundary point, i.e., $0 \in \Gamma(\tilde{u})$, and suppose that $\tilde{N}(\tilde{u}, 0) = \kappa$. Then, for $0 < r < 1$ one has

$$\tilde{H}(\tilde{u}, r) \leq \tilde{H}(\tilde{u}, 1)^{n+a+2\kappa}. \quad (4.2)$$

Moreover, for any $\varepsilon > 0$ there exists $r_\varepsilon > 0$ such that for $0 < r < r_\varepsilon$ one has

$$\tilde{H}(\tilde{u}, r) \geq \frac{\tilde{H}(\tilde{u}, r_\varepsilon)}{r_\varepsilon^{n+a+2\kappa+\varepsilon}}^{n+a+2\kappa+\varepsilon}. \quad (4.3)$$

**Proof.** First, from Lemma 2.7 we obtain

$$\tilde{H}'(\tilde{u}, r) = \frac{a}{r} \tilde{H}(\tilde{u}, r) + (1 - a) \frac{a}{r} H'(u, h(r)).$$

Using now Lemma 3.2 and then Lemma 2.8 we obtain

$$\tilde{H}'(\tilde{u}, r) = \tilde{Q} \frac{1}{r} \tilde{H}(\tilde{u}, r) + 2\tilde{D}(\tilde{u}, r) = \frac{n + a}{r} \tilde{H}(\tilde{u}, r) + 2\tilde{D}(\tilde{u}, r),$$

where in the second equality we have used (2.34). Thus, we have

$$\frac{d}{dr} \log \tilde{H}(\tilde{u}, r) = 2 \frac{\tilde{N}(\tilde{u}, r)}{r} + \frac{n + a}{r}. \quad (4.4)$$

Since by Theorem 3.5 the function $r \to \tilde{N}(\tilde{u}, r)$ is non-decreasing in $(0, 1)$, it follows that $\tilde{N}(\tilde{u}, r) \geq \tilde{\kappa}$. Therefore, for $r \in (0, 1)$ we have

$$\frac{n + a + 2\tilde{\kappa}}{r} \leq \frac{d}{dr} \log \tilde{H}(\tilde{u}, r).$$

Integrating from $r$ to 1, we obtain (4.2).

To prove (4.3) it suffices to observe that for every $\varepsilon > 0$ there exists $0 < r_\varepsilon < 1$ such that $0 \leq \tilde{N}(\tilde{u}, r) - \tilde{\kappa} < \frac{\varepsilon}{2}$ for $0 < r < r_\varepsilon$. We thus find from (4.4)

$$\frac{d}{dr} \log \tilde{H}(\tilde{u}, r) \leq \frac{n + a + 2\tilde{\kappa} + \varepsilon}{r}. \quad (4.5)$$

Integrating from $r$ to $r_\varepsilon$ we obtain the desired conclusion (4.3).

**Definition 4.2.** Given a solution $\tilde{u}$ of (4.1), we define the Almgren rescalings of $\tilde{u}$ as

$$\tilde{u}_r(x, y) := \frac{\tilde{u}(rx, ry)}{d_r},$$

where

$$d_r := \left(\frac{\tilde{H}(\tilde{u}, r)}{r^{n+a}}\right)^{1/2}.$$

We note that for every $0 < r < 1$ one has

$$\int_{\partial B(1)} \tilde{u}_r^2 |y|^a = 1, \quad (4.5)$$
and moreover we have the following scale invariant property
(4.6) \( \tilde{N}(\tilde{u}_r, \rho) = \tilde{N}(\tilde{u}, r \rho) \).

We next show the following.

Proposition 4.3. Let \( \tilde{u} \) be a solution of (4.1). Assume that \( 0 \in \Gamma(\tilde{u}) \) and that \( \tilde{N}(\tilde{u}, 0^+) = \kappa \).

Then, up to a subsequence, \( \tilde{u}_r \) converge as \( r \to 0^+ \) to a homogeneous function \( \tilde{u}_0 \) which is a global solution to the zero obstacle problem and it is homogeneous of degree \( \kappa \).

Proof. The proof is standard and follows from the monotonicity of \( \tilde{N}(\tilde{u}, r) \). For completeness, we sketch the details here. First, we have
\[
\tilde{D}(\tilde{u}_r, 1) = \tilde{N}(\tilde{u}_r, 1) = \tilde{N}(\tilde{u}, r) \leq \tilde{N}(\tilde{u}, 1).
\]

Notice that in the first equality we have used (4.5), in the second we have used (4.6), whereas in the last inequality we have used the monotonicity of \( r \to \tilde{N}(\tilde{u}(r), r) \) in Theorem 3.5. Since again by (4.5) we know that \( \|\tilde{u}_r\|_{L^2(\partial B(1))} = 1 \), we infer that the sequence \( \{\tilde{u}_r\} \) is uniformly bounded in \( H^1(B(1), |y|^a) \), so that (up to a subsequence) the functions \( \tilde{u}_r \) converge to \( \tilde{u}_0 \) weakly in \( H^1(B(1), |y|^a) \), strongly in \( L^2(S(1)) \), and a.e. in \( B(1) \).

Moreover, by [CSS, Proposition 4.3] we have that
\[
\tilde{N}(\tilde{u}_0, r) = 0 \quad \text{as} \quad r \to 0^+.
\]

This means that \( \tilde{N}(\tilde{u}_0, 0^+) = \kappa \). By the second part of Theorem 3.5 we conclude that \( \tilde{u}_0 \) is homogeneous of degree \( \kappa \).

Thanks to the previous result, we may define \( \Gamma_\kappa(\tilde{u}) \) as the set of free boundary points at which \( \tilde{N}(\tilde{u}, 0^+) = \kappa \).

4.3. Characterization of singular points. We next prove a characterization of singular points similar to [GP, Theorem 1.3.2]. Recall that we denote \( \Sigma(\tilde{u}) \) the set of singular free boundary points, and that
\[
\Sigma_\kappa(\tilde{u}) = \Sigma(\tilde{u}) \cap \Gamma_\kappa(\tilde{u}).
\]

Proposition 4.4. Let \( \tilde{u} \) be a solution of (4.1). Assume that \( 0 \) is a free boundary point, and that \( \tilde{N}(\tilde{u}, 0^+) = \kappa \). Then, the following statements are equivalent:

(i) \( 0 \in \Sigma_\kappa(\tilde{u}) \)

(ii) any blow-up of \( \tilde{u} \) at the origin is a nonzero homogeneous polynomial \( p_\kappa(x, y) \) of degree \( \kappa \)

(iii) \( \kappa = 2m \) for some \( m \in \{1, 2, 3, \ldots\} \)

Proof. (i) \( \implies \) (ii) By assumption, the rescalings \( \tilde{u}_r \) satisfy \( |\{\tilde{u}_r(x, 0) = 0\} \cap B_1| \to 0 \) as \( r \to 0 \).

(Recall that \( B_1 \) denotes the Euclidean unit ball in \( \mathbb{R}^n = \mathbb{R}^{n+1} \cap \{y = 0\} \).) Let us denote \( \Gamma(\tilde{u}_r) = \{\tilde{u}_r(x, 0) = 0\} \cap \{y = 0\} \). Then, it is not difficult to see that \( L_a \tilde{u}_r = c(\lim_{y \to 0} |y|^a \partial_y \tilde{u}_r) \mathcal{H}^n|_{\Gamma(\tilde{u}_r)} \).

Moreover, by [CSS, Proposition 4.3] we have that \( |y|^a \partial_y \tilde{u}_r \) is uniformly bounded in \( B(1) \). Since \( \Gamma(\tilde{u}_r) \cap B_1 \to 0 \), then we find that \( L_a \tilde{u}_r \) converges weakly to 0, and therefore any blow-up \( \tilde{u}_0 \) satisfies \( L_a \tilde{u}_0 = 0 \) in \( B(1) \). Since \( \tilde{u}_0 \) is homogeneous, then \( L_a \tilde{u}_0 = 0 \) in \( \mathbb{R}^{n+1} \). By [CSS, Lemma...
this means that $\tilde{u}_0$ is a polynomial of degree $\kappa$ satisfying $L_a\tilde{u}_0 = 0$ in $\mathbb{R}^{n+1}$. The properties of $\tilde{u}_r$ also imply that $\tilde{u}_0$ is not identically zero, $\tilde{u}_0(x,0) \geq 0$ in $\mathbb{R}^n$, and $\tilde{u}_0(x,-y) = \tilde{u}_0(x,y)$.

(ii) $\implies$ (i) Suppose that 0 is not a singular point, that is, we have $|\{u_r(x,0) = 0\} \cap B_1| \geq \delta > 0$ over some sequence $r = r_j \to 0^+$. Taking a subsequence if necessary, we may assume that $\tilde{u}_{r_j}$ converges to a blow-up $\tilde{u}_0$. Assume that $|\{\tilde{u}_0(x,0) = 0\} \cap B_1| < \delta$, and let us see that this is not possible. Indeed, if that happens then there exists an open set $A$ with $|A| < \delta$ and such that $\{\tilde{u}_0(x,0) = 0\} \cap B_1 \subset A$. But then for large $j$ we have $\{\tilde{u}_{r_j}(x,0) = 0\} \cap B_1 \subset A$, a contradiction.

(ii) $\implies$ (iii) If $\kappa$ is odd, then $p_\kappa(x,0) \geq 0$ implies that $p_\kappa(x,0) \equiv 0$ on $\mathbb{R}^n$. Thus, by Lemma 5.2 this yields $p_\kappa \equiv 0$ in $\mathbb{R}^{n+1}$. Therefore, $\kappa$ is even.

(iii) $\implies$ (ii) Let $\tilde{u}_0$ be any blow-up of $\tilde{u}$ at 0, which by assumption is homogeneous of degree $\kappa = 2m$. Notice that, $\mu = L_a\tilde{u}_0$ is a nonpositive measure on $\{y = 0\}$. We want to show that $\mu = 0$.

Let $P(x,y)$ be a $2m$-homogeneous polynomial satisfying $L_aP = 0$ in $\mathbb{R}^{n+1}$, which is positive in $\{y = 0\} \setminus \{0\}$ (take for example $q_{2m}(x) = |x|^{2m}$ in Lemma 5.2). Let $\Psi \in C^\infty_c(\mathbb{R}^{n+1} \setminus \{0\})$ be a nonnegative radial function.

Notice that
\[(x,y) \cdot \nabla P(x,y) = 2mP(x,y), \quad (x,y) \cdot \nabla \tilde{u}_0(x,y) = 2m\tilde{u}_0(x,y),\]
and
\[\tilde{u}_0(x,y)\nabla \Psi(x,y) \cdot \nabla P(x,y) = 2m\tilde{u}_0(x,y)P(x,y)\nabla \Psi(x,y) \cdot \frac{(x,y)}{|x|^2 + |y|^2} = P(x,y)\nabla \Psi(x,y) \cdot \nabla \tilde{u}_0(x,y).\]
Also, since $\mu$ is supported on $\{y = 0\}$ and $P(x,0) \geq 0$ we see that
\[\langle \mu, \Psi P \rangle \geq 0.\]

Thus, integrating by parts and using that $L_aP = 0$ we find
\[0 \leq \langle \mu, \Psi P \rangle = \langle L_a\tilde{u}_0, \Psi P \rangle = \int_{\mathbb{R}^{n+1}} |y|^\alpha \nabla \tilde{u}_0 \cdot \nabla (\Psi P)\]
\[= \int_{\mathbb{R}^{n+1}} |y|^\alpha (\Psi \nabla P \cdot \nabla \tilde{u}_0 + P \nabla \tilde{u}_0 \cdot \nabla \Psi)\]
\[= \int_{\mathbb{R}^{n+1}} |y|^\alpha (-\Psi \tilde{u}_0 \nabla P |y|^{-\alpha} L_a P - \tilde{u}_0 \nabla \Psi \cdot \nabla P + P \nabla \tilde{u}_0 \cdot \nabla \Psi) = 0,\]
that is,
\[\int_{\mathbb{R}^n} P(x,0)\Psi(x,0)d\mu(x) = 0.\]
Since $\Psi \geq 0$ is arbitrary, it follows that $\mu = c\delta_0$ for some $c \geq 0$. However, since $\mu$ is $(2m - 2)$-homogeneous (it is a second derivative of a $2m$-homogeneous function), the only possibility is that $\mu \equiv 0$, i.e., $L_a\tilde{u}_0 = 0$ in $\mathbb{R}^{n+1}$. Finally, by [CSS, Lemma 5.3] $\tilde{u}_0$ is a polynomial.

\[\square\]

4.4. Structure and regularity of the singular set in the zero obstacle case. In this section we establish the structure and regularity of the singular set for the problem (4.1). We start with the following nondegeneracy Lemma. Recall that $\Sigma_\kappa(u)$ denotes the set of singular points with frequency $\kappa$.

**Lemma 4.5.** Let $\tilde{u}$ be a solution of (4.1). Assume that $0 \in \Sigma_\kappa(u)$, $\kappa = 2m$. Then, for all $r \in (0,1)$ we have
\[C^{-1}r^\kappa \leq \sup_{\partial B(r)} |\tilde{u}| \leq Cr^\kappa\]
for some $C > 0$. 
Proof. The upper bound follows from (4.2) and [BFR, Lemma 3.4].

To prove the lower bound, we argue by contradiction and assume that for a sequence \( r = r_j \to 0 \) we have \( \sup_{\partial B(r)} |\tilde{u}| = o(r^\kappa) \). Then,

\[
(4.7) \quad d_r = \left( \frac{1}{r^{n+a}} \int_{\partial B(r)} \tilde{u}^2 |y|^a \right)^{1/2} = o(r^\kappa).
\]

Passing to a subsequence if necessary we may assume that

\[
\tilde{u}_r(x, y) = \frac{\tilde{u}(rx, ry)}{d_r} \to p_\kappa(x, y) \quad \text{uniformly on } \partial B(1),
\]

for some nonzero \( p_\kappa \in \tilde{\Phi}_a^+ \). Now, for such \( p_\kappa \) we use the Monneau formula in Theorem 3.16. If (4.7) holds then we have

\[
\tilde{M}_\kappa(\tilde{u}, p_\kappa, 0^+) = \int_{\partial B(1)} p_\kappa^2 |y|^a = \frac{1}{r^{n+a+\kappa}} \int_{\partial B(r)} p_\kappa^2 |y|^a.
\]

Therefore, using the monotonicity of \( \tilde{M}_\kappa(\tilde{u}, p_\kappa, r) \), we will have that

\[
\frac{1}{r^{n+a+\kappa}} \int_{\partial B(r)} |y|^a (\tilde{u} - p_\kappa)^2 \geq \frac{1}{r^{n+a+\kappa}} \int_{\partial B(r)} |y|^a p_\kappa^2
\]

or, equivalently,

\[
\frac{1}{r^{n+a+\kappa}} \int_{\partial B(1)} |y|^a (\tilde{u}^2 - 2vp_\kappa) \geq 0.
\]

After rescaling we obtain

\[
\frac{1}{r^{2\kappa}} \int_{\partial B(1)} |y|^a (d_r^2 \tilde{u}_r^2 - 2d_r r^\kappa \tilde{u}_r p_\kappa) \geq 0,
\]

and thus

\[
\int_{\partial B(1)} |y|^a \left( \frac{d_r}{r^\kappa} \tilde{u}_r^2 - 2\tilde{u}_r p_\kappa \right) \geq 0.
\]

Since \( \tilde{u}_r \to p_\kappa \) as \( r \to 0 \), then letting \( r \to 0 \) in the last inequality and using (4.7) we find

\[
- \int_{\partial B(1)} p_\kappa^2 \geq 0,
\]

a contradiction. \( \square \)

We next prove uniqueness and continuity of blow-ups.

**Proposition 4.6.** Let \( \tilde{u} \) be a solution of (4.1). Then, there exists a modulus of continuity \( \omega : \mathbb{R}^+ \to \mathbb{R}^+ \) such that, for any \( x_0 \in \Sigma_\kappa(\tilde{u}) \cap B(1/2)' \), we have

\[
\tilde{u}(x, 0) = p_\kappa^0(x - x_0) + \omega(|x - x_0|) |x - x_0|^\kappa
\]

for some polynomial \( p_\kappa \in \tilde{\Phi}_a^+ \). In addition, the mapping \( \Sigma_\kappa(\tilde{u}) \cap B(1/2)' \ni x_0 \mapsto p_\kappa^0 \in \tilde{\Phi}_a^+ \) is continuous, with

\[
\int_{\partial B(1)} |y|^a (p_\kappa^0 - p_\kappa^0)^2 \leq \omega(|x'_0 - x_0|)
\]

for all \( x_0, x'_0 \in \Sigma_\kappa(\tilde{u}) \cap B(1/2) \).

**Proof.** Let \( v^x_0(x, y) = \tilde{u}(x_0 + x, y) \), and let

\[
v^x_0(x, y) = \frac{v^x_0(rx, ry)}{r^\kappa}.
\]
By Lemma 4.5 we have that
\[ C^{-1} \rho^\kappa \leq \sup_{B(\rho)} |v_0^{x_0}| \leq C \rho^\kappa, \]
for all \( \rho \in (0, 1/r) \). Thus, exactly as in Proposition 4.3 we get
\[ (4.8) \quad v_0^{x_0} \rightarrow v_0^{x_0} \quad \text{in} \quad C^1_{\text{loc}}(\mathbb{R}^{n+1}) \quad \text{along a subsequence} \ r_j \rightarrow 0. \]
Moreover, \( v_0^{x_0} \) is not identically zero, and it is an homogeneous polynomial \( p_\kappa \in \hat{\mathbb{R}}^+_n \).

Hence, using (4.8) we get
\[ \hat{\mathcal{M}}_\kappa(v_{x_0}, p_\kappa^{x_0}, 0^+) = \lim_{r_j \rightarrow 0} \int_{\partial B(1)} |y|^a (v_0^{x_0} - p_\kappa^{x_0})^2 = 0. \]
Thus, the Monneau-type monotonicity formula in Theorem 3.16 implies
\[ (4.9) \quad \int_{\partial B(1)} |y|^a (v_0^{x_0} - p_\kappa^{x_0})^2 = \hat{\mathcal{M}}_\kappa(v_{x_0}, p_\kappa^{x_0}, r) \rightarrow 0 \quad \text{as} \quad r \downarrow 0 \]
(not just along a subsequence). This immediately implies that the blow-up is unique, and since \( v_0^{x_0}(x, 0) = \hat{u}(x, 0) \), we deduce that \( \hat{u}(x, 0) = p_\kappa^{x_0}(x - x_0) + o(|x - x_0|^\kappa) \). The fact that the rest \( o(|x - x_0|^\kappa) \) is uniform with respect to \( x_0 \) follows from a simple compactness argument, as in [PSU, Lemma 7.3 and Proposition 7.7].

We now prove continuous dependence of \( p_\kappa^{x_0} \) with respect to \( x_0 \). Given \( \varepsilon > 0 \) it follows from (4.9) that there exists \( r_\varepsilon = r_\varepsilon(x_0) > 0 \) such that
\[ \hat{\mathcal{M}}_\kappa(v_{x_0}, p_\kappa^{x_0}, r_\varepsilon) < \varepsilon. \]
Now, by continuous dependence of \( v^{x_0} \) with respect to \( x_0 \), there exists \( \delta_\varepsilon = \delta_\varepsilon(x_0) > 0 \) such that
\[ \hat{\mathcal{M}}_\kappa(v_{x_0}', p_\kappa^{x_0}, r_\varepsilon) < 2\varepsilon \]
for all \( x_0' \in \Gamma_\kappa(\hat{u}) \) satisfying \( |x_0' - x_0| < \delta_\varepsilon \). Then, it follows from Theorem 3.16 that
\[ \hat{\mathcal{M}}_\kappa(v_{x_0}', p_\kappa^{x_0}, r) < 2\varepsilon \]
for all \( r \in (0, r_\varepsilon] \). Letting \( r \rightarrow 0 \) we obtain
\[ \int_{\partial B(1)} |y|^a (p_\kappa^{x_0} - p_\kappa^{x_0})^2 = \hat{\mathcal{M}}_\kappa(v_{x_0}, p_\kappa^{x_0}, 0^+) \leq 2\varepsilon. \]
Since \( \varepsilon \) is arbitrary, we deduce that \( p_\kappa^{x_0} \) is continuous with respect to \( x_0 \). Finally, the uniform continuity follows exactly as in the proof of [GP, Theorem 1.5.4].

To end this section, we show the following.

**Theorem 4.7.** Let \( \hat{u} \) be a solution of (4.1). Then,
\[ \Sigma(\hat{u}) \cap B(1/2) = \bigcup_{m=1}^\infty \Sigma_{2m}(\hat{u}) \cap B(1/2). \]
Moreover, the blow-up of \( \hat{u} \) at any \( x_0 \in \Sigma_{2m}(\hat{u}) \cap B(1/2) \) is a unique homogeneous polynomial \( p_{2m}^{x_0} \), of degree \( 2m \), and
\[ \Sigma_{2m}(\hat{u}) \cap B(1/2) = \bigcup_{d=1}^{n-1} \Sigma_{2m}^d(\hat{u}) \cap B(1/2), \]
where
\[ (4.10) \quad \Sigma_{2m}^d(\hat{u}) := \{ x_0 \in \Sigma_{2m}(\hat{u}) : d(p_{2m}^{x_0}) = d \}, \quad d = 0, 1, ..., n - 1. \]
Furthermore, every set \( \Sigma_{2m}^d(\hat{u}) \cap B(1/2) \) is contained in a countable union of \( d \)-dimensional \( C^1 \) manifolds.
Proof. Let \( x_0 \in \Sigma(\bar{u}) \cap B(1/2) \). Then, by Proposition 4.4 we have that \( x_0 \in \Sigma_{2m}(\bar{u}) \) for some \( m \in \{1, 2, 3, \ldots\} \). Moreover, the blow-up of \( \bar{u} \) at \( x_0 \) is an homogeneous polynomial \( p_{2m}^{x_0} \) of degree \( 2m \), and it is unique by Proposition 4.6.

Finally, the fact that every set \( \Sigma_{2m}^d(\bar{u}) \cap B(1/2) \) is contained in a countable union of \( d \)-dimensional \( C^1 \) manifolds follows Proposition 4.6 above combined with Whitney's extension theorem and the implicit function theorem, exactly as in [GP, Theorem 1.3.8].

\[ \square \]

5. Analytic obstacles: reduction to the zero obstacle case

We next study problem (1.1) in case that \( \varphi \) is analytic. First, we have the following.

Lemma 5.1. Let \( \varphi(x) \) be an analytic function in \( B_1(x_0) \subset \mathbb{R}^n \). Then, there exists an analytic function \( \tilde{\varphi}(x, y) \), defined for \((x, y)\) in a neighborhood of \((x_0, 0)\), satisfying:

- \( \tilde{\varphi}(x, 0) = \varphi(x) \) on \( \{y = 0\} \)
- \( \tilde{\varphi}(x, y) \) is analytic in a neighborhood of \((x_0, 0)\)
- \( L_a\tilde{\varphi} = 0 \) in a neighborhood of \((x_0, 0)\)

Lemma 5.1 will be proved below. But first, using this result, we give the:

Proof of Theorem 1.1. Let \( \tilde{u} \) be the Caffarelli-Silvestre extension of \( u \) in \( \mathbb{R}^{n+1} \).

Let \( x_0 \in \Gamma(u) \subset \mathbb{R}^n \) be any free boundary point, and let \( \tilde{\varphi} \) be the analytic extension of \( \varphi \) near \((x_0, 0)\) given by Lemma 5.1. Let \( r_0 \) be such that \( \tilde{\varphi} \) is analytic and satisfies \( L_a\tilde{\varphi} = 0 \) in the ball (in \( \mathbb{R}^{n+1} \)) of radius \( r_0 \) centered at \((x_0, 0)\). Then, the function

\[ v^{x_0}(x, y) := \tilde{u}(x_0 + r_0x, r_0y) - \tilde{\varphi}(x_0 + r_0x, r_0y) \]

solves the zero obstacle problem (4.1) in the unit ball \( B(1) \) of \( \mathbb{R}^{n+1} \).

Since \( v^{x_0} \) solves the zero obstacle problem (4.1), it follows from Theorem 4.7 that:

\[ \Sigma(v^{x_0}) \cap B(1/2) = \bigcup_{m=1}^{\infty} \Sigma_{2m}(v^{x_0}) \cap B(1/2). \]

Moreover, the blow-up of \( v^{x_0} \) at any \( x_1 \in \Sigma_{2m}(v^{x_0}) \cap B(1/2) \) is a unique homogeneous polynomial \( p_{2m}^{x_1} \) of degree \( 2m \), and

\[ \Sigma_{2m}(v^{x_0}) \cap B(1/2) = \bigcup_{m=1}^{\infty} \Sigma_{2m}(v^{x_0}) \cap B(1/2), \]

where

\[ \Sigma_{2m}(v^{x_0}) := \{ x_1 \in \Sigma_{2m}(v^{x_0}) : d(p_{2m}^{x_1}) = d \}, \quad d = 0, 1, \ldots, n - 1. \]

Furthermore, every set \( \Sigma_{2m}^d(v^{x_0}) \cap B(1/2) \) is contained in a countable union of \( d \)-dimensional \( C^1 \) manifolds.

Translating such result into \( u \), we find that

\[ \Sigma(u) \cap B_{r_0/2}(x_0) = \bigcup_{m=1}^{\infty} \Sigma_{2m}(u) \cap B_{r_0/2}(x_0). \]

Moreover, the blow-up of \( u \) at any \( x_1 \in \Sigma_{2m}(u) \cap B_{r_0/2}(x_0) \) is a unique homogeneous polynomial \( p_{2m}^{x_1} \) of degree \( 2m \), and

\[ \Sigma_{2m}(u) \cap B_{r_0/2}(x_0) = \bigcup_{m=1}^{\infty} \Sigma_{2m}(u) \cap B_{r_0/2}(x_0), \]

where

\[ \Sigma_{2m}(u) := \{ x_1 \in \Sigma_{2m}(u) : d(p_{2m}^{x_1}) = d \}, \quad d = 0, 1, \ldots, n - 1. \]

Furthermore, every set \( \Sigma_{2m}^d(u) \cap B_{r_0/2}(x_0) \) is contained in a countable union of \( d \)-dimensional \( C^1 \) manifolds.

Since this can be done for every \( x_0 \in \Sigma(u) \), the result follows. \[ \square \]

To prove Lemma 5.1, we need the following.
Lemma 5.2. Let \( q_\kappa(x) \) be an homogeneous polynomial of degree \( \kappa \) on \( \mathbb{R}^n \). Then, there exists a unique homogeneous polynomial \( \tilde{q}_\kappa(x, y) \) of degree \( \kappa \) on \( \mathbb{R}^{n+1} \) such that

\[
L_a \tilde{q}_\kappa = 0 \quad \text{in} \quad \mathbb{R}^{n+1},
\]

\[
\tilde{q}_\kappa(x, 0) = q_\kappa(x) \quad \text{on} \quad \mathbb{R}^n,
\]

and

\[
\tilde{q}_\kappa(x, -y) = \tilde{q}_\kappa(x, y) \quad \text{in} \quad \mathbb{R}^{n+1}.
\]

**Proof.** It suffices to show the theorem in case \( q_\kappa(x) = x^\alpha / \alpha! \), with \( |\alpha| = \kappa \). Here, \( \alpha = (\alpha_1, ..., \alpha_n) \in \mathbb{N}^n \), \( x^\alpha = x_1^{\alpha_1} \cdots x_n^{\alpha_n} \), and \( \alpha! = \alpha_1! \cdots \alpha_n! \).

Existence. We claim that

\[
E_\alpha(x, y) := \frac{x^\alpha}{\alpha!} - \Delta \left( \frac{x^\alpha}{\alpha!} \right) \frac{y^2}{2!} c_2 + \Delta^2 \left( \frac{x^\alpha}{\alpha!} \right) \frac{y^4}{4!} c_4 - ...
\]

with

\[
c_{2k} := \prod_{i=1}^{k} \frac{2i - 1}{2i - 2s},
\]

is a polynomial of order \( |\alpha| \) in \((x, y)\) that satisfies

(i) \( E_\alpha(x, 0) = \frac{x^\alpha}{\alpha!} \) on \( \{y = 0\} \)

(ii) \( L_a E_\alpha = 0 \) in \( \mathbb{R}^{n+1} \)

(iii) \( E_\alpha(x, -y) = E_\alpha(x, y) \) in \( \mathbb{R}^{n+1} \).

Indeed, notice that

\[
E_\alpha(x, y) = \sum_{k \geq 0} p_{2k}(x) \frac{y^{2k}}{(2k)!},
\]

where

\[
p_{2k}(x) := (-1)^k c_{2k} \Delta^k \frac{x^\alpha}{\alpha!}.
\]

Then, by definition of \( c_{2k} \) we have

\[
p_{2k+2} = -\frac{2k - 1}{2k - 2s} \Delta p_{2k}
\]

or, equivalently,

\[
\Delta p_{2k} + \left( 1 + \frac{a}{2k - 1} \right) p_{2k+2} = 0.
\]

Thus, for \( k \geq 1 \) we have

\[
\left( \Delta_{x,y} + \frac{a}{y} \partial_y \right) \left( p_{2k}(x) \frac{y^{2k}}{(2k)!} \right) = -\left( 1 + \frac{a}{2k - 1} \right) p_{2k+2}(x) \frac{y^{2k}}{(2k+2)!} + \frac{a p_{2k}(x)}{2k - 2s} \frac{y^{2k-2}}{(2k-2)!} + a \Delta p_{2k} \frac{y^{2k-2}}{(2k-2)!} + \left( 1 + \frac{a}{2k - 1} \right) p_{2k}(x) \frac{y^{2k}}{(2k)!}.
\]

Adding up the previous expressions, and using that \( \Delta p_{2k} = 0 \) when \( 2k > |\alpha| \), we get

\[
\left( \Delta_{x,y} + \frac{a}{y} \partial_y \right) \sum_{k \geq 0} p_{2k}(x) \frac{y^{2k}}{(2k)!} = \Delta x p_0 - \left( 1 + \frac{a}{2k - 1} \right) p_2(x) = 0,
\]

and thus

\[
L_a E_\alpha(x, y) = 0,
\]

as claimed.
Uniqueness. By linearity of $L_a$, it suffices to show that the only extension of $q_\kappa = 0$ is $\tilde{q}_\kappa = 0$. Assume that there is a polynomial $\tilde{q}_\kappa$ of degree $\kappa$ such that $L_a \tilde{q}_\kappa = 0$ in $\mathbb{R}^{n+1}$, $\tilde{q}_\kappa$ is even in $y$, and $\tilde{q}_\kappa$ vanishes on $\{y = 0\}$. Then, we have

$$\tilde{q}_\kappa(x, y) = \sum_{k \geq 1} p_{2k}(x) \frac{y^{2k}}{(2k)!},$$

for some polynomials $p_{2k}$ of order $\kappa - 2k$. Now, exactly as before, we have

$$\left(\Delta_{x,y} + \frac{a}{y} \partial_y\right) \left(p_{2k}(x) \frac{y^{2k}}{(2k)!}\right) = \Delta_x p_{2k}(x) \frac{y^{2k}}{(2k)!} + \frac{2k - 2s}{2k - 1} p_{2k}(x) \frac{y^{2k-2}}{(2k-2)!}.$$ 

Therefore, setting $p_0(x) \equiv 0$, we have

$$|y|^{-a} L_a \tilde{q}_\kappa(x, y) = \left(\Delta_{x,y} + \frac{a}{y} \partial_y\right) \sum_{k \geq 1} p_{2k}(x) \frac{y^{2k}}{(2k)!}$$

$$= \sum_{k \geq 1} \Delta_x p_{2k}(x) \frac{y^{2k}}{(2k)!} + \left(1 + \frac{a}{2k - 1}\right) p_{2k}(x) \frac{y^{2k-2}}{(2k-2)!}$$

$$= \sum_{k \geq 0} \left(\Delta_x p_{2k}(x) + \frac{2k - 2s}{2k - 1} p_{2k+2}(x)\right) \frac{y^{2k}}{(2k)!}.$$ 

This means that

$$p_{k+2}(x) = -\frac{2k - 1}{2k - 2s} \Delta_x p_{2k}(x) \quad \text{for all } k \geq 0,$$

and since $p_0 \equiv 0$ this yields $p_{2k} \equiv 0$ for all $k$. Hence, $\tilde{q}_\kappa \equiv 0$ in $\mathbb{R}^{n+1}$, as desired.

We now give the:

Proof of Lemma 5.1. We may assume that $x_0 = 0$.

Since $\varphi(x)$ is analytic near the origin, then we have

$$\varphi(x) = \sum_{\alpha \in \mathbb{N}^n} a_\alpha \frac{x^\alpha}{\alpha!},$$

with

$$|a_\alpha| \leq M^{|\alpha|}$$

for some $M$ independent of $\alpha$.

Let

$$E_\alpha(x, y) := \frac{x^\alpha}{\alpha!} - \Delta \left(\frac{x^\alpha}{\alpha!}\right) \frac{y^2}{2!} c_2 + \Delta^2 \left(\frac{x^\alpha}{\alpha!}\right) \frac{y^4}{4!} c_4 - ...$$

with

$$c_{2k} := \prod_{i=1}^k \frac{2i - 1}{2i - 2s},$$

be given by Lemma 5.2. Then, $E_\alpha$ satisfies:

- $E_\alpha(x, 0) = x^\alpha/\alpha!$ on $\{y = 0\}$
- $L_a E_\alpha = 0$ in $\mathbb{R}^{n+1}$
- $E_\alpha(x, -y) = E_\alpha(x, y)$ in $\mathbb{R}^{n+1}$

It is easy to check that $|c_{2k}| \leq C\sqrt{k}$ and thus, in particular, $E_\alpha(x, y)$ is a polynomial of order $|\alpha|$ in $(x, y)$, with coefficients bounded by $M^\alpha$.

We now consider the function

$$\tilde{\varphi}(x, y) = \sum_{\alpha} a_\alpha E_\alpha(x, y).$$
By the above properties of \(E_\alpha\), it is easy to check that the power series defining \(\tilde{\varphi}\) converges in a neighborhood of the origin, and thus we are done. \qed

6. \(C^{k,\gamma}\) obstacles: preliminaries and a generalized Almgren frequency formula

We start now our study of singular points in the obstacle problem for the fractional Laplacian in \(\mathbb{R}^n\). The obstacle \(\varphi\) is assumed to be \(C^{k,\gamma}\), with \(k \geq 2\) and \(\gamma \in (0,1)\).

As before, given the solution \(u(x)\) of the obstacle problem \((1.1)\), we consider its extension \(\tilde{u}(x,y)\), for \(y \geq 0\), defined as the solution of

\[
\begin{cases}
\tilde{u}(x,0) = u(x) & \text{on } \{y = 0\}, \\
L_a \tilde{u}(x,y) = 0 & \text{in } \{y > 0\},
\end{cases}
\]

where

\[
L_a \tilde{u} := -\text{div}_{x,y}(|y|^a \nabla_{x,y} \tilde{u}), \quad a := 1 - 2s.
\]

We may extend the function \(\tilde{u}(x,y)\) to the whole \(\mathbb{R}^{n+1}\) as \(\tilde{u}(x,-y) = \tilde{u}(x,y)\). Then, \(\tilde{u}\) solves \((3.1)\).

6.1. Subtracting the Taylor polynomial. We will prove a generalized Almgren frequency formula to study free boundary points where the blow-ups of our solution \(u\) have homogeneity \(\kappa < k + \gamma\). In particular, we will study singular free boundary points, at which \(\kappa = 2m\) with \(m \in \mathbb{N}\) and \(2 \leq \kappa \leq k\).

For this, given a free boundary point \(x_0\) for our solution \(\tilde{u}\), it will be important to replace \(\tilde{u} - \varphi\) with a suitable variant of it for which the \(L_a\) operator is very small near \(x_0\).

More precisely, given a free boundary point \(x_0 \in \Gamma(u)\) we define

\[
\tilde{\varphi}(x,y) := \varphi(x) - q_k(x) + \tilde{q}_k(x,y),
\]

where \(q_k(x)\) the Taylor polynomial of \(\varphi\) at \(x_0\) of degree \(k\), and \(\tilde{q}_k(x,y)\) is the \(s\)-harmonic extension of \(q_k\) given by Lemma 5.2. Then, we have \(L_a \tilde{q}_k(x,y) = 0\), \(\tilde{q}_k(x,0) = q_k(x)\), \(\tilde{q}_k(x,-y) = \tilde{q}_k(x,y)\), and \(|\varphi(x) - q_k(x)| \leq C|x - x_0|^{k+\gamma}\).

Moreover, we define

\[
v^{x_0}(x,y) := \tilde{u}(x_0 + x, y) - \tilde{\varphi}(x_0 + x, y).
\]

Notice that

\[
v^{x_0}(x,0) = u(x_0 + x) - \varphi(x_0 + x)
\]

for all \(x \in \mathbb{R}^n\), hence \(v^{x_0}(x,0) \geq 0\). Furthermore, we have \(v^{x_0}(x,-y) = v^{x_0}(x,y)\), and

\[
|L_a v^{x_0}(x,y)| = |y|^a |\Delta_s(\varphi - q_k)(x_0 + x)| 
\leq C |y|^a |x|^{k+\gamma-2},
\]

for every \((x,y) \in \mathbb{R}^{n+1} \setminus \{(x,0) : v^{x_0}(x,0) = 0\}\). It is also important to observe that \(v^{x_0}\) depends continuously on \(x_0\).

Throughout the rest of the paper, we shall use \(v\) instead of \(v^{x_0}\) whenever the dependence on point \(x_0\) is clear. Also, as before, we denote by \(B(r)\) the ball in \(\mathbb{R}^{n+1}\) of radius \(r\) centered at \((0,0)\).

6.2. Almgren-type frequency formula. We now establish the following generalized Almgren-type frequency formula, which extends the ones in [CSS, GP, BFR, CDS].

**Proposition 6.1** (Generalized Almgren’s frequency formula). Let \(u\) solve the obstacle problem for the fractional Laplacian, with \(\varphi \in C^{k,\gamma}(\mathbb{R}^n)\), \(k \geq 2\) and \(\gamma \in (0,1)\).

Let \(x_0 \in \Gamma(u)\) be a free boundary point, let \(v = v^{x_0}\) be defined as in \((6.2)\), and set

\[
\tilde{H}^{x_0}(r,v) := \int_{\partial B(r)} |y|^a v^2.
\]
Let \( \theta \in (0, \gamma) \). Then there exist constants \( C_0, r_0 > 0 \), independent of \( x_0 \), such that the function
\[
(6.10)

r \mapsto \Phi^{x_0}(r, v) := (r + C_0 r^{1+\theta}) \frac{d}{dr} \log \max \left\{ \tilde{H}^{x_0}(r, v), \ r^{n+a+2(k+\gamma-\theta)} \right\},
\]
is monotone nondecreasing on \((0, r_0)\). In particular the limit \( \lim_{r \downarrow 0} \Phi^{x_0}(r, v) := \Phi^{x_0}(0^+, v) \) exists.

To simplify the notation we shall denote \( \Phi = \Phi^{x_0} \) and \( \tilde{H} = \tilde{H}^{x_0} \) when no confusion is possible.

**Remark 6.2.** Similar Almgren-type frequency formulas have been previously established in [CSS], [GP], [BFR], and [CDS]. In particular, the formula established in [CDS, Theorem 6.2] corresponds to the case \( k = 1 \) and \( \gamma = s + \delta \) in our Proposition 6.1.

Before proving Proposition 6.1 we establish an auxiliary lemma that provides us with some upper bounds for the functions
\[
(6.8) \quad \tilde{G}(r, v) := \int_{B(r)} |y|^a v^2 \quad \text{and} \quad \bar{H}(r, v) = \int_{\partial B(r)} |y|^a v^2 = \tilde{G}'(r, v).
\]

**Lemma 6.3.** Let \( v \) be as in Proposition 6.1, and define
\[
(6.9) \quad \tilde{D}(r, v) := \int_{B(r)} |y|^a |\nabla v|^2.
\]
Then there exist constants \( \tilde{C}, \bar{r} > 0 \), independent of \( x_0 \), such that
\[
(6.10) \quad \tilde{H}(r, v) \leq \tilde{C} \left( r \tilde{D}(r, v) + r^{n+a+2(k+\gamma)} \right) \quad \text{for all} \ r \in (0, \bar{r}),
\]
and
\[
(6.11) \quad \tilde{G}(r, v) \leq \bar{C} \left( r^2 \tilde{D}(r, v) + r^{n+a+1+2(k+\gamma)} \right) \quad \text{for all} \ r \in (0, \bar{r}).
\]

**Proof.** Let \( r \in (0, 1) \). By [CSS, Lemma 2.9] it follows that
\[
v(0) \geq \frac{1}{\omega_{n+a} r^{n+a}} \int_{\partial B(r)} |y|^a v - Cr^{k+\gamma},
\]
so one can follow the proof of [CSS, Lemma 2.13] to get
\[
\int_{\partial B(r)} |y|^a v^2 \leq C r \int_{B(r)} |y|^a |\nabla v|^2 + Cr^{(n+a)+2(k+\gamma)}.
\]
The previous inequality proves (6.8), and integrating it with respect to \( r \) we obtain (6.9). \( \square \)

We now prove the main result of this section.

**Proof of Proposition 6.1.** As observed in [CSS, Proof of Theorem 3.1], in order to prove that \( \Phi(r, v) \) is increasing one can concentrate in each of the two values for the maximum separately.

In case
\[
\Phi(r, v) = (r + C_0 r^{1+\theta}) \frac{d}{dr} \log r^{n+a+2(k+\gamma-\theta)} = (1 + C_0 r^\theta)(n + a + 2(k + \gamma - \theta)),
\]
the function \( \Phi(\cdot, v) \) is clearly monotonically increasing. Thus, we only need to prove that \( \Phi'(r, v) \geq 0 \) in case \( \tilde{H}(r, v) > r^{n+a+2(k+\gamma-\theta)} \).

First, notice that
\[
\tilde{H}(r, v) = r^{n+a} \int_{\partial B(1)} |y|^a v^2(x, ry),
\]
and thus
\[
(6.12) \quad \tilde{H}'(r, v) = (n + a) \frac{\tilde{H}(r, v)}{r} + 2 r^{n+a} \int_{\partial B(1)} |y|^a v(x, ry) \nabla v(rx, ry) \cdot (x, y)
\]
\[
= (n + a) \frac{\tilde{H}(r, v)}{r} + 2 \mathcal{I}(r, v),
\]
For this, we will estimate separately each term of the numerator and denominator of (6.14). The proof we only need to show that

\[ \Phi(r, v) = (n + a) (1 + C_0 r^\theta) + 2r (1 + C_0 r^\theta) \frac{\mathcal{I}(r, v)}{H(r, v)} \]

and it is enough to show that \( r (1 + C_0 r^r) \frac{\mathcal{I}(r, v)}{H(r, v)} \) is monotone or, equivalently,

\[ \frac{d}{dr} \log \left( r (1 + C_0 r^r) \frac{\mathcal{I}(r, v)}{H(r, v)} \right) \geq 0. \]

To show this, we notice that, since

\[ \tilde{D}'(r, v) = \frac{n + a - 1}{r} \tilde{D}(r, v) - \frac{2}{r} \int_{B(r)} \left( (x, y) \cdot \nabla v \right) \text{div}(y^r \nabla v) + 2 \int_{B(r)} y^r \nabla v, \]

it follows by (6.11) that

\[ \mathcal{I}'(r, v) = \frac{n + a - 1}{r} \mathcal{I}(r, v) - \frac{n + a - 1}{r} \int_{B(r)} v \text{div}(y^r \nabla v) \]

\[ - \frac{2}{r} \int_{B(r)} \left( (x, y) \cdot \nabla v \right) \text{div}(y^r \nabla v) + 2 \int_{\partial B(r)} y^r v + \int_{\partial B(r)} v \text{div}(y^r \nabla v). \]

Thus, recalling that \( \text{div}(y^r \nabla v) = -L_a v \), by (6.10) and the Cauchy-Schwarz inequality, we obtain

\[ \frac{d}{dr} \log \left( r (1 + C_0 r^r) \frac{\mathcal{I}(r, v)}{H(r, v)} \right) = \]

\[ = \frac{\theta C_0 r^r - 1}{1 + C_0 r^r} + \frac{1}{r} + \frac{\mathcal{I}'(r, v)}{\mathcal{I}(r, v)} - \frac{\tilde{H}'(r, v)}{\tilde{H}(r, v)} \]

\[ = \frac{\theta C_0 r^r - 1}{1 + C_0 r^r} + 2 \left( \frac{\int_{\partial B(r)} y^r v^2}{\mathcal{I}(r, v)} - \frac{\mathcal{I}(r, v)}{H(r, v)} \right) - \mathcal{E}(r, v) \]

\[ \geq \frac{\theta C_0 r^r - 1}{1 + C_0 r^r} - \mathcal{E}(r, v), \]

where

\[ \mathcal{E}(r, v) := -\frac{1}{r} \left( \int_{B(r)} \left[ 2 \left( (x, y) \cdot \nabla v \right) + (n + a - 1) v \right] L_a v \right) + \int_{\partial B(r)} v L_a v. \]

Now, since

\[ \frac{C_0 r^r - 1}{1 + C_0 r^r} \leq \frac{C_0 r^r}{2}, \]

provided \( r \leq r_0 \), with \( r_0 \) small enough, and since \( C_0 \) can be chosen arbitrarily large, to conclude the proof we only need to show that

\[ \mathcal{E}(r, v) \leq C r^\theta - 1. \]

For this, we will estimate separately each term of the numerator and denominator of \( \mathcal{E} \).
Since $v$ satisfies (6.3) outside $\{v = 0\} \cap \{y = 0\}$ while $v L_a v = 0$ on the set $\{v = 0\} \cap \{y = 0\}$ (because $L_a v$ is a signed measure), using the Cauchy-Schwarz inequality, (6.11), and Lemma 6.3, we obtain that

$$
I(r, v) = \tilde{D}(r, v) - \int_{B(r)} v L_a v = \tilde{D}(r, v) - \int_{B(r) \setminus \{v = 0\}} v L_a v
$$

(6.15)

$$
\geq \tilde{D}(r, v) - 2 \left( \int_{B(r)} |y|^a v^2 \right)^{1/2} \left( \int_{B(r) \setminus \{v = 0\}} |y|^{-a} (L_a v)^2 \right)^{1/2}
$$

$$
\geq \tilde{D}(r, v) - 2 \tilde{G}(r, v)^{1/2} \left( \int_{B(r)} |y|^a |x|^{2(k+\gamma-2)} \right)^{1/2}
$$

$$
\geq \tilde{D}(r, v) - 2 \tilde{G}(r, v)^{1/2} r^{\frac{n+1+a}{2}+k+\gamma-2}
$$

(6.16)

Similarly, since $(x, y) \cdot \nabla v = 0$ on the set $\{v = 0\} \cap \{y = 0\}$ we get

$$
\left| \frac{1}{r} \int_{B(r)} ((x, y) \cdot \nabla) L_a v \right| \leq C \tilde{D}(r, v)^{1/2} r^{\frac{n+1+a}{2}+k+\gamma-2}
$$

(6.17)

and

$$
\max \left\{ \frac{1}{r} \int_{B(r)} v L_a v, \int_{\partial B(r)} v L_a v \right\} \leq C \left( \tilde{D}(r, v)^{1/2} r^{\frac{n+1+a}{2}+k+\gamma-2} + r^{n+a+2(k+\gamma-1)} \right).
$$

(6.18)

Thus, it follows by (6.13)-(6.18) that

$$
|\mathcal{E}(r, v)| \leq C \frac{\tilde{D}(r, v)^{1/2} r^{\frac{n+1+a}{2}+k+\gamma-2} + r^{n+a+2(k+\gamma-1)}}{\tilde{D}(r, v) - C \left( \tilde{D}(r, v)^{1/2} r^{\frac{n+1+a}{2}+k+\gamma-1} + r^{n+a+2(k+\gamma-1)} \right)}.
$$

Now, recalling that $\tilde{H}(r, v) > r^{n+a+2(k+\gamma-\theta)}$, thanks to (6.8) we get

$$
\tilde{D}(r, v) \geq c r^{n+a+2(k+\gamma-\theta)-1}.
$$

This yields

$$
|\mathcal{E}(r, v)| \leq C \frac{\sqrt{\tilde{D}(r, v)} r^{\frac{n+1+a}{2}+k+\gamma-2} + r^{n+a+2(k+\gamma-1)}}{\sqrt{\tilde{D}(r, v)}} \frac{1}{2} \tilde{D}(r, v)
$$

$$
= C \frac{r^{\frac{n+1+a}{2}+k+\gamma-2} + r^{n+a+2(k+\gamma-1)}}{\sqrt{\tilde{D}(r, v)}} \tilde{D}(r, v)
$$

$$
\leq C r^{\frac{n+1+a}{2}+k+\gamma-2} + C \frac{r^{n+a+2(k+\gamma-1)}}{r^{n+a+2(k+\gamma-\theta)-1}}
$$

$$
= Cr^{\theta-1} + Cr^{2\theta-1} \leq Cr^{\theta-1}.
$$

Therefore, (6.14) is proved, as desired.

\[\Box\]

6.3. Growth near the free boundary and blow-ups. We establish here some results that will be needed later. First, we show the following.

**Lemma 6.4.** Let $u$ be a solution of the obstacle problem for the fractional Laplacian, with $\varphi \in C^{k, \gamma}(\mathbb{R}^n)$, $k \geq 2$ and $\gamma \in (0, 1)$.

Let $x_0 \in \Gamma(u)$ be a free boundary point, $v = v^{x_0}$ be defined as in (6.2), and $\Phi^{x_0}(r, v)$ be defined as in (6.5).
Suppose that
\[ \Phi^{x_0}(0+, v) = n + a + 2\kappa, \quad \text{with} \quad \kappa < k + \gamma. \]
Then,
\[ (6.19) \quad \tilde{H}(r, v) = \int_{\partial B(r)} |y|^a v^2 \leq C r^{n+a+2\kappa} \]
for \(0 < r < r_0\). Moreover, for any \(\varepsilon > 0\) there exists \(r_{\varepsilon,x_0} > 0\) such that
\[ (6.20) \quad \tilde{H}(r, v) = \int_{\partial B(r)} |y|^a v^2 \geq C r^{n+a+2\kappa+\varepsilon} \]
for \(0 < r < r_{\varepsilon,x_0}\).

**Proof.** Since \(\Phi\) is monotone increasing in \(r\), it follows from the definition of \(\kappa\) and \(\Phi\) that
\[ n + a + 2\kappa \leq r (1 + C_0 r^\theta) \frac{d}{dr} \log \max \left\{ \tilde{H}^{x_0}(r, v), \ r^{n+a+2(k+\gamma-\theta)} \right\} \]
for \(r \in (0, r_0)\). Therefore,
\[ \frac{n + a + 2\kappa}{r} - \frac{(n + a + 2\kappa) C_0 r^{\theta-1}}{1 + C_0 r^\theta} = \frac{n + a + 2\kappa}{r (1 + C_0 r^\theta)} \leq \frac{d}{dr} \log \max \left\{ \tilde{H}^{x_0}(r, v), \ r^{n+a+2(k+\gamma-\theta)} \right\} \]
Integrating from \(r\) to \(r_0\), we get
\[ \log r_{n+a+2\kappa} + C_1 \geq \log \max \left\{ \tilde{H}^{x_0}(r, v), \ r^{n+a+2(k+\gamma-\theta)} \right\}, \]
and thus (6.19) follows.

The proof of (6.20) is analogous. \(\square\)

We will also need the following.

**Lemma 6.5.** Let \(u\) be a solution of the obstacle problem for the fractional Laplacian, with \(\varphi \in C^{k,\gamma}(\mathbb{R}^n), k \geq 2\) and \(\gamma \in (0,1)\).

Let \(x_0 \in \Gamma(u)\) be a free boundary point, \(v = v^{x_0}\) be defined as in (6.2), and \(\Phi^{x_0}(r, v)\) be defined as in (6.5).

Suppose that
\[ \Phi^{x_0}(0+, v) = n + a + 2\kappa, \quad \text{with} \quad \kappa < k + \gamma. \]
Then,
\[ (6.21) \quad r \left| \int_{B(r)} v L_a v \right| \leq C r^{n+a+\kappa+(k+\gamma)} \]
for \(0 < r < r_0\).

**Proof.** Let \(\tilde{G}(r, v)\) be given by (6.6). Since \(\tilde{G}'(r, v) = \tilde{H}(r, v)\), then the previous Lemma yields
\[ \tilde{G}(r, v) \leq C r^{n+a+2\kappa+1}. \]
Using this, the Cauchy-Schwarz inequality, and (6.3), we get
\[ \left| \int_{B(r)} v L_a v \right| \leq C r^{k+\gamma-2} \left( \int_{B(r)} |v|^2 \right)^{1/2} \left( \int_{B(r)} |y|^a \right)^{1/2} \left( \int_{B(r)} v^2 |y|^a \right)^{1/2} \]
\[ \leq C r^{k+\gamma-2} r^{n+a+2\kappa+1} r^{n+a+2\kappa+1} = C r^{n+a+\kappa+(k+\gamma)-1}. \]
Thus, (6.21) follows. \(\square\)

We next show the following.
Proposition 6.6. Let \( u \) be a solution of the obstacle problem (1.1), with \( \varphi \in C^{k, \gamma}(\mathbb{R}^n) \), \( k \geq 2 \) and \( \gamma \in (0,1) \).

Let \( x_0 \in \Gamma(u) \) be a free boundary point, \( v = v^{x_0} \) be defined as in (6.2), and \( \Phi^{x_0}(r,v) \) be defined as in (6.5).

Suppose that
\[
\Phi^{x_0}(0+,v) = n + a + 2\kappa, \quad \text{with} \quad \kappa < k + \gamma,
\]
and let
\[
v_r(x,y) = v^{x_0}_r(x,y) := \frac{v(x_0 + rx, ry)}{d_r},
\]
where
\[
d_r := \left( \frac{\tilde{H}^{x_0}(r,v)}{r^{n+a}} \right)^{1/2}.
\]

Then, up to a subsequence, \( v_r \) converge as \( r \to 0^+ \) to a homogeneous function \( v_0 \) which is a global solution to the zero obstacle problem and it is homogeneous of degree \( \kappa \).

Proof. The proof is a minor modification of that in [CSS, Lemma 6.2]; see also [BFR, Proposition 5.3]. For completeness, we sketch the proof here.

Let \( r_1 > 0 \) be such that \( H(r,v) > r^{n+a+2(k+\gamma-\theta)} \) for \( r \in (0,r_1) \). Then, the inequality \( \Phi^{x_0}(r,v) \leq \Phi^{x_0}(r_1,v) \) yields
\[
r \frac{\tilde{H}'(r,v)}{H(r,v)} \leq C.
\]
Using (6.10) and (6.11), we find
\[
r \int_{B(r)} |y|^a |\nabla v| - \int_{B(r)} v L_a v \leq C.
\]
Now, it follows from (6.21) and (6.20) that
\[
r \int_{B(r)} v L_a v \leq C r^{k+\gamma-\kappa-\epsilon} \to 0
\]
as \( r \to 0^+ \), and hence
\[
r \int_{B(r)} |y|^a |\nabla v| \leq C
\]
for \( r > 0 \) small enough.

By definition of \( v_r \), the previous inequality is equivalent to
\[
\int_{B(1)} |y|^a |\nabla v_r| \leq C.
\]
Also, it follows from the definition of \( v_r \) that \( \|v_r\|_{L^2(\partial B(1))} = 1 \).

This implies that the sequence \( \{v_r\} \) is uniformly bounded in \( H^1(B(1),|y|^a) \), so that (up to a subsequence) the functions \( v_r \) converge to \( v_0 \) weakly in \( H^1(B(1),|y|^a) \), strongly in \( L^2(\partial B(1)) \), and a.e. in \( B(1) \).

Moreover, by (6.3) and (6.20), we have that
\[
|L_a v_r(x,y)| \leq C \frac{r^2}{d_r} r^{k+\gamma-2} |y|^a |x|^{k+\gamma-2} \leq C r^{k+\gamma-\kappa-\epsilon/2} |y|^a |x|^{k+\gamma-2}
\]
in \( \mathbb{R}^{n+1} \setminus (\{v_r = 0\} \cap \{y = 0\}) \). Since \( \kappa < k + \gamma \), then we may take \( \epsilon > 0 \) such that \( k + \gamma - \kappa - \epsilon/2 > 0 \).

Thus, by \( C^{1,\alpha} \) estimates (see [CSS]), we get that the sequence \( v_r \) is uniformly bounded in \( C^{1,\alpha}_{\text{loc}}(B(1)) \), and hence \( v_r \to v_0 \) in \( C^{1,\alpha}_{\text{loc}}(B(1)) \).
Now, letting \( r \to 0 \) in (6.23), we find that \( v_0 \) is a global solution to the zero obstacle problem, with \( \|v_0\|_{L^2(\partial B(1))} = 1 \).

Finally, let us see that \( v_0 \) is homogeneous of degree \( \kappa \). For this, we consider the “pure” Almgren frequency formula

\[
\tilde{N}(r,v) := \frac{r \int_{B(r)} |y| |\nabla v|^2}{\int_{B(r)} |y|^2 v^2} = \frac{r \tilde{D}(r,v)}{\tilde{H}(r,v)}.
\]

Then, for \( r > 0 \) small enough we have \( \tilde{H}(r,v) > r^{n+a+2(\kappa+\gamma-\theta)} \) and thus

\[
\Phi(r,v) = (1 + C_0 r^\theta) \left( (n + a) + 2 \tilde{N}(r,v) - 2r \frac{\int_{B(r)} v L_a v}{\tilde{H}(r,v)} \right).
\]

Using (6.22) we see that

\[
\Phi(0^+, v) = (n + a) + 2 \tilde{N}(0^+, v).
\]

Therefore,

\[
\tilde{N}(\rho, v_0) = \lim_{r \to 0^+} \tilde{N}(\rho, v_r) = \lim_{r \to 0^+} \tilde{N}(\rho, v) = \kappa.
\]

This means that the Almgren’s frequency formula \( \tilde{N}(\cdot, v_0) \) is constant, and hence by Theorem 2.11 \( v_0 \) is homogeneous.

\[\square\]

7. Singular points and Monneau-type monotonicity formulas

We start here our study of the singular set of the free boundary for problem (1.1).

Given \( \kappa < k + \gamma \), we define

\[
\Gamma_\kappa(u) := \{ x_0 \in \Gamma(u) : \Phi(0^+, v^{x_0}) = n + a + 2\kappa \}.
\]

Moreover, recall that a free boundary point \( x_0 \in \Gamma(u) \) is said to be singular if

\[
\lim_{r \downarrow 0} \left| \frac{\{u = \varphi\} \cap B_r(x_0)}{|B_r(x_0)|} \right| = 0.
\]

We will denote \( \Sigma(u) \) the set of singular points, and

\[
\Sigma_\kappa(u) := \Gamma_\kappa(u) \cap \Sigma(u).
\]

We next start the study of the structure and regularity of the singular set. For this, we first need a characterization of singular points similar to Proposition 4.4 above.

**Proposition 7.1.** Let \( u \) be a solution of the obstacle problem (1.1), with \( \varphi \in C^{k,\gamma}(\mathbb{R}^n) \), \( k \geq 2 \) and \( \gamma \in (0, 1) \). Let \( x_0 \in \Gamma(u) \) be a free boundary point, \( v = v^{x_0} \) be defined as in (6.2). Assume \( x_0 \in \Gamma_\kappa(u) \), with \( \kappa < k + \gamma \). Then, the following statements are equivalent:

(i) \( x_0 \in \Sigma_\kappa(u) \)

(ii) any blow-up of \( v \) at the origin is a nonzero homogeneous polynomial \( p_\kappa(x, y) \) of degree \( \kappa \) satisfying

\[
L_a p_\kappa = 0, \quad p_\kappa(x, 0) \geq 0, \quad p_\kappa(x, -y) = p_\kappa(x, y)
\]

(iii) \( \kappa = 2m \) for some \( m \in \{1, 2, 3, \ldots\} \)

**Proof.** The proof is a minor modification of that of Proposition 4.4 and is therefore omitted. \( \square \)

We next start the study of the regularity of the set \( \Sigma_\kappa(u) \), with \( \kappa = 2m, \kappa \leq k \).
7.1. Monneau-type monotonicity formulas. Throughout this Section, we denote

\[ \kappa = 2m, \quad \text{with} \quad m \in \mathbb{N} \quad \text{and} \quad 2 \leq \kappa \leq k. \]

By the previous Proposition, \( x_0 \in \Gamma_\kappa(u) \) is a singular point if and only if its frequency is (7.1).

Recall also that \( \varphi \in C^{k,\gamma}(\mathbb{R}^n) \), with \( k \geq 2 \) and \( \gamma \in (0, 1) \).

As before, we denote by \( \tilde{\mathcal{T}}^+_{a,\kappa} = \tilde{\mathcal{T}}^+_{a,2m} \) the set of \( \kappa \)-homogeneous polynomials \( p_\kappa(x, y) \) satisfying

\[ L_a p_\kappa = 0 \quad \text{in} \quad \mathbb{R}^{n+1}, \quad p_\kappa \geq 0 \quad \text{for} \quad \{ y = 0 \}, \quad p_\kappa(x, y) = p_\kappa(x, -y). \]

**Proposition 7.2.** Let \( u \) be a solution of the obstacle problem (1.1), with \( \varphi \in C^{k,\gamma}(\mathbb{R}^n) \), \( k \geq 2 \) and \( \gamma \in (0, 1) \).

Let \( x_0 \in \Gamma_\kappa(u) \), with \( \kappa \) as in (7.1), let \( v = v^{x_0} \) be defined as in (6.2), and let \( p_\kappa \in \tilde{\mathcal{T}}^+_{a,\kappa} \). There exists \( C_M > 0 \) such that the quantity

\[ \tilde{\mathcal{M}}^{x_0}(r, v, p_\kappa) := \frac{1}{r^{n+a+2\kappa}} \int_{\partial B(r)} |y|^a (v(x, y) - p_\kappa(x - x_0, y))^2 \]

satisfies

\[ \frac{d}{dr} \tilde{\mathcal{M}}^{x_0}(r, v, p_\kappa) \geq -C_M r^{\gamma - 1} \quad \forall r \in (0, r_0), \]

where \( r_0 \) is as in Proposition 6.1.

To prove Proposition 7.2 we need the following bound on a Weiss-type energy.

**Lemma 7.3.** Let \( v \) be as in Proposition 7.2, and let \( r_0 \) be as in Proposition 6.1. Then there exists a constant \( C_W > 0 \) such that the following holds:

The quantity

\[ \tilde{\mathcal{W}}^{x_0}(r, v) := \frac{1}{r^{n+a+2\kappa}} \int_{B(r)} |y|^a \nabla v|^2 - \frac{\kappa}{r^{n+a+2\kappa}} \int_{\partial B(r)} |y|^a v^2 \]

satisfies

\[ \tilde{\mathcal{W}}^{x_0}(r, v) \geq -C_W r^\gamma \quad \forall r \in (0, r_0). \]

**Proof.** We will use the Almgren-type monotonicity formula proved above. Throughout this proof, we denote \( \Phi = \Phi^{x_0}, \tilde{H} = \tilde{H}^{x_0}, \tilde{I} = \tilde{I}^{x_0}, \) and \( \tilde{D} = \tilde{D}^{x_0} \).

By definition of \( \Gamma_\kappa(u) \), we have \( \Phi(0^+, v) = n + a + 2\kappa \). Thus, by the monotonicity of \( \Phi(\cdot, v) \) on \( (0, r_0) \) (see Proposition 6.1), for any \( r \in (0, r_0) \) we have that either

\[ \Phi(r, v) = (r + C_0 r^{1+\theta}) \frac{\tilde{H}(r, v)}{\tilde{H}(r, v)} \geq n + a + 2\kappa \]

or

\[ \tilde{H}(r, v) \leq r^{n+a+2(k+\gamma-\theta)}. \]

We split the proof of (7.2) in two cases.

- **Case 1.** If (7.3) holds then it follows by (6.10) that

\[ (r + C_0 r^2) \left( \frac{n + a}{r} + 2 \frac{\tilde{I}(r, v)}{\tilde{H}(r, v)} \right) \geq n + a + 2\kappa, \]

that is

\[ n + a + 2r \frac{\tilde{I}(r, v)}{\tilde{H}(r, v)} \geq n + a + 2\kappa - C_0 r^2 \left( \frac{n + a}{r} + 2 \frac{\tilde{I}(r, v)}{\tilde{H}(r, v)} \right), \]

and since \( r \left( \frac{n + a}{r} + 2 \frac{\tilde{I}(r, v)}{\tilde{H}(r, v)} \right) \leq \Phi(r, v) \leq C \) we get

\[ r \frac{\tilde{I}(r, v)}{\tilde{H}(r, v)} \geq \kappa - \frac{C_0}{2} r^2 \left( \frac{n + a}{r} + 2 \frac{\tilde{I}(r, v)}{\tilde{H}(r, v)} \right) \geq \kappa - C r. \]
Hence, using (6.11), (6.19), and (6.21), we obtain
\[ r \tilde{D}(r, v) - \kappa \tilde{H}(r, v) \geq -Cr \tilde{H}(r, v) - Cr^{n+a+k+\gamma} \geq -Cr^{n+a+2\kappa + \gamma}. \]

Here we used that \( \kappa \leq k \) and \( \gamma \leq 1 \). This gives
\[ \tilde{\mathcal{W}}^{x_0}(r, v) \geq -C r^{n+a+2\kappa + \gamma} \geq -C r^\gamma, \]
as desired.

- Case 2. If (7.4) holds then we simply use that \( \tilde{D}(r, v) \geq 0 \) to obtain
\[ \frac{1}{r^{n+a+1+2\kappa}} \tilde{D}(r, v) - \frac{2}{r^{n+a+2\kappa}} \tilde{H}(r, v) \geq -C r^{2(\kappa+\gamma-\theta-k)} \geq -C r^\gamma, \]
provided that we take \( \theta \leq \gamma/2 \). This concludes the proof of (7.2).

We can now prove Proposition 7.2.

**Proof of Proposition 7.2.** Set \( w := v - p_\kappa \) and let us use the notation \( z = (x, y) \in \mathbb{R}^{n+1} \). We have
\[
\frac{d}{dr} \tilde{M}^{x_0}(r, v, p_\kappa) = \frac{d}{dr} \int_{\partial B(1)} |y|^a w(rz)^2 r^{2\kappa} \, dy = \int_{\partial B(1)} |y|^a \frac{2 w(rz)(rz \cdot \nabla w(rz) - 2 w(rz))}{r^{2\kappa+1}} \, dy = \frac{2}{r^{n+a+2\kappa+1}} \int_{\partial B(r)} |y|^a w(z \cdot \nabla w - 2w). \tag{7.5}
\]
We now claim that
\[ \tilde{\mathcal{W}}^{x_0}(r, v) \leq \frac{1}{r^{n+a+2\kappa}} \int_{\partial B(r)} |y|^a w(z \cdot \nabla w - 2w) + C r^\gamma. \tag{7.6} \]
Indeed, since \( L_\alpha p_\kappa = 0 \) in \( \mathbb{R}^{n+1} \) and \( p_\kappa \) is \( \kappa \)-homogeneous, we then have \( \tilde{\mathcal{W}}^{x_0}(r, p_\kappa) \equiv 0 \). Hence, using again that \( L_\alpha p_\kappa = 0 \) and that \( z \cdot \nabla p_\kappa = \kappa p_\kappa \) (by homogeneity), integrating by parts we get
\[
\tilde{\mathcal{W}}^{x_0}(r, v) = \tilde{\mathcal{W}}^{x_0}(r, v) - \tilde{\mathcal{W}}^{x_0}(r, p_\kappa)
= \frac{1}{r^{n+a-1+2\kappa}} \int_{B(r)} |y|^a (|\nabla w|^2 + 2 \nabla w \cdot \nabla p_\kappa) - \frac{\kappa}{r^{n+a+2\kappa}} \int_{\partial B(r)} |y|^a (w^2 + 2wp_\kappa)
= \frac{1}{r^{n+a-1+2\kappa}} \int_{B(r)} |y|^a |\nabla w|^2 + \frac{1}{r^{n+a-1+2\kappa}} \int_{B(r)} 2w L_\alpha p_\kappa
+ \frac{\kappa}{r^{n+a+2\kappa}} \int_{\partial B(r)} |y|^a w^2
= \frac{1}{r^{n+a-1+2\kappa}} \int_{B(r)} |y|^a |\nabla w|^2 - \frac{\kappa}{r^{n+a+2\kappa}} \int_{\partial B(r)} |y|^a w^2. \tag{7.7}
\]
Using now that \( p_\kappa \leq C r^\kappa \) in \( B(r) \), that \( L_\alpha p_\kappa = 0 \), the growth of \( v \) in \( B(r) \), and (6.3), we get
\[
\left| \int_{B(r)} w L_\alpha w \right| = \left| \int_{B(r)} (p_2 - v) L_\alpha v \right| \leq C r^{n+a+k+\gamma - \theta}. \]
Integrating by parts in (7.7) and using the previous bound, we conclude that
\[ \tilde{W}^{x_0}(r,v) = \frac{1}{r^{n+a-1+2\kappa}} \int_{B(r)} w L aw + \frac{1}{r^{n+a+2\kappa}} \int_{\partial B(r)} \left| y \right|^a w(z \cdot \nabla w - \kappa w) \]
\[ \leq \frac{1}{r^{n+a+2\kappa}} \int_{\partial B(r)} \left| y \right|^a w(z \cdot \nabla w - \kappa w) + C r^\gamma, \]
and (7.6) follows.

Finally, combining (7.5), (7.6), and Lemma 7.3, we get
\[ \frac{d}{dr} \tilde{M}^{x_0}(r,v,p_2) \geq 2 \frac{r}{r} \tilde{W}^{x_0}(r,v) - C r^\gamma \geq -C r^{\gamma-1}, \]
as desired. \[ \square \]

8. Proof of Theorem 1.2

In this Section we prove Theorem 1.2. We start with the following nondegeneracy Lemma. Recall that \( \Sigma(\kappa) \) denotes the set of singular points with frequency \( \kappa \).

**Lemma 8.1.** Let \( u \) be a solution of the obstacle problem (1.1), with \( \varphi \in C^{k,\gamma}(\mathbb{R}^n) \), \( k \geq 2 \) and \( \gamma \in (0,1) \).

Let \( x_0 \in \Gamma(\kappa) \), with \( \kappa \) as in (7.1), and let \( v = v^{x_0} \) be defined as in (6.2). Then, for all \( r \in (0,r_0) \) we have
\[ C^{-1} r^\kappa \leq \sup_{\partial B(r)} |v| \leq C r^\kappa \]
for some \( C > 0 \).

**Proof.** We may assume that \( x_0 = 0 \). The upper bound follows from (6.19) and [BFR, Lemma 3.4].

To prove the lower bound, we assume that for a sequence \( r = r_j \to 0 \) we have \( \sup_{\partial B(r_j)} |v| = o(r^\kappa) \). Then,
\[ (8.1) \quad d_r = \left( \frac{1}{r^{n+a}} \int_{\partial B(r)} |y|^a v^2 \right)^{1/2} = o(r^\kappa). \]

Passing to a subsequence if necessary we may assume that
\[ v_r(x,y) = \frac{v(rx,ry)}{d_r} \to p_\kappa(x,y) \quad \text{uniformly on} \quad \partial B(1), \]
for some nonzero \( p_\kappa \in \mathcal{P}_{a,\kappa}^+ \). Now, for such \( p_\kappa \) we use the Moneau formula in Proposition 7.2. If (8.1) holds then we have
\[ \mathcal{M}_\kappa(0+,v,p_\kappa) = \int_{\partial B(1)} |y|^a p_\kappa^2 = \frac{1}{r^{n+a+\kappa}} \int_{\partial B(r)} p_\kappa^2. \]

Therefore, using the monotonicity of \( \mathcal{M}_\kappa(r,v,p_\kappa) + C_M r^\gamma \), we will have that
\[ C_m r^\gamma + \frac{1}{r^{n+a+\kappa}} \int_{\partial B(r)} |y|^a (v - p_\kappa)^2 \geq \frac{1}{r^{n+a+\kappa}} \int_{\partial B(r)} |y|^a p_\kappa^2 \]
or, equivalently,
\[ \frac{1}{r^{n+a+\kappa}} \int_{\partial B(r)} |y|^a (v^2 - 2vp_\kappa) \geq -C_m r^\gamma. \]

After rescaling we obtain
\[ \frac{1}{r^{2\kappa}} \int_{\partial B(1)} |y|^a (d_r^2 v_r^2 - 2d_r r^\kappa v_r p_\kappa) \geq -C_M r^\gamma, \]
Proof. Let $\int x$ with $\int 0$ have $\int + 0$ as $\int 0$. Moreover, recall that $\int 0$ as $\int 0$. Thus, letting $\int 0$ in the last inequality and using (8.1), we find

$$- \int \int 0,$$

a contradiction. □

We next prove uniqueness and continuity of blow-ups.

**Theorem 8.2.** Let $u$ solve the obstacle problem for the fractional Laplacian, and let $\int$ be as in (7.1).

Then, there exists a modulus of continuity $\int : \int \to \int$ such that, for any $\int 0 \in \int (u)$, we have

$$u(x) - \varphi(x) = p_0^\int (x - \int 0) + \omega(\int |x - \int 0| |x - \int 0|^\int$$

for some polynomial $p_0 \in \int \int \int$. In addition, the mapping $\int 0 \mapsto p_0^\int \in \int \int$ is continuous, with

$$\int \int 0 < \int \int |x' - \int 0|$$

for all $\int 0, x'_0 \in \int (u)$.

**Proof.** Let $\int x_0$ be defined as in (6.2), and let

$$\int x_0(x, y) = \int x_0(x_0 + x, y) / \int x_0.$$

By Lemma 8.1 we have that

$$\int 0 \leq \sup_{\int} |\int x_0| \leq \int \int,$$

for all $\int (0, r_0 / \int)$. Thus, exactly as in Proposition 6.6 we get

$$\int 0 \to \int 0 \text{ in } \int_{\int}^1 (\int ^{\int}) \text{ along a subsequence } r_j \to 0.$$

Moreover, $\int 0$ is not identically zero, and it is an homogeneous polynomial $p_0 \in \int \int \int$.

Hence, using (8.2) we get

$$\int \int (0+, \int x_0, p_0^\int) = \lim_{r_j \to 0} \int \int 0 (\int x_0 - p_0^\int)^2 = 0.$$

Thus, the monotonicity formula in Proposition 7.2 implies

$$\int \int 0 (\int x_0 - p_0^\int)^2 = \int \int (\int, \int x_0, p_0^\int) \to 0 \text{ as } \int \downarrow 0$$

(not just along a subsequence). This immediately implies that the blow-up is unique, and since $\int x_0(x, 0) = u(x) - \varphi(x)$, we deduce that $u(x) - \varphi(x) = p_0^\int (x - \int 0) + o(|x - \int 0|^\int)$. The fact that the rest $o(|x - \int 0|^\int)$ is uniform with respect to $\int 0$ follows from a simple compactness argument, as in [PSU, Lemma 7.3 and Proposition 7.7].

We now prove continuous dependence of $\int x_0$ with respect to $\int 0$. Given $\int > 0$ if follows from (8.3) that there exists $\int_\varepsilon = \int_\varepsilon (\int 0) > 0$ such that

$$\int \int (\int_\varepsilon, \int x_0, p_0^\int) < \varepsilon.$$

Now, by continuous dependence of $\int x_0$ with respect to $\int 0$, there exists $\int_\varepsilon = \int_\varepsilon (\int 0) > 0$ such that

$$\int \int (\int_\varepsilon, \int x_0, p_0^\int) < 2\varepsilon.$$
for all $x'_0 \in \Gamma_\kappa(u)$ satisfying $|x'_0 - x_0| < \delta \varepsilon$. Then, it follows from Proposition 7.2 that
\[
\tilde{M}_\kappa(r, v^{x'_0}, p^{x'_0}_\kappa) < 2\varepsilon + C_M r_\varepsilon^\gamma
\]
for all $r \in (0, r_\varepsilon)$. Letting $r \to 0$ we obtain
\[
\int_{\partial B(1)} |y|^\alpha (p^{x'_0}_\kappa - p^{x_0}_\kappa)^2 = \tilde{M}_\kappa(r0+, v^{x'_0}, p^{x'_0}_\kappa) \leq 2\varepsilon + C_M r_\varepsilon^\gamma.
\]
Since $\varepsilon$ is arbitrary, we deduce that $p^{x'_0}_\kappa$ is continuous with respect to $x_0$. Finally, the uniform continuity follows exactly as in the proof of [GP, Theorem 2.8.4]. □

Finally, we give the:

Proof of Theorem 1.2. The result follows from Theorem 8.2 and the exact same argument as in the proof of [GP, Theorem 2.6.5]. □
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