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Abstract. This paper provides a detailed overview of the Unified Monitoring Architecture (UMA) that aims at merging the monitoring of the CERN IT data centres and the WLCG monitoring using common and widely-adopted open source technologies such as Flume, Elasticsearch, Hadoop, Spark, Kibana, Grafana and Zeppelin. It provides insights and details on the lessons learned, explaining the work performed in order to monitor the CERN IT data centres and the WLCG computing activities such as the job processing, data access and transfers, and the status of sites and services.

1. Introduction

For over a decade, the Large Hadron Collider (LHC) [1] experiments have been relying on advanced and specialised Worldwide LHC Computing Grid (WLCG) [2] dashboards [3] for monitoring, visualising and reporting the computing activities of the LHC across its distributed grid and cloud resources.

In the recent years, in order to cope with the increase of volume and variety of the resources, the WLCG monitoring started to evolve [4][5] towards data analytics technologies such as Elasticsearch [6], Apache Hadoop [7] and Apache Spark [8]. Therefore, at the end of 2015, it was agreed to merge these WLCG monitoring services, resources and technologies with the internal CERN IT data centres monitoring [9] services that were also based on similar solutions.

The overall mandate was to migrate, in concertation with representatives of the users of the LHC experiments, the WLCG monitoring to the same technologies used for the IT monitoring while supporting the existing solutions for the experiments. It started by merging the two small IT and WLCG monitoring teams, in order to join forces to review, rethink and optimise the IT and WLCG monitoring and dashboards within a single common architecture, using the same technologies and workflows used by the CERN IT monitoring services.

This paper covers the work performed, starting from early 2016, that resulted in the definition, the development and the deployment of a Unified Monitoring Architecture (UMA) aiming at satisfying the requirements to collect, transport, store, search, process and visualise both IT and WLCG monitoring data.
2. Architecture
The architecture of UMA can be seen below in figure 1. The workflow of UMA is based on the following major components:

- Data sources: to interface with a large variety of data sources, collect and validate the incoming monitoring data sets;
- Transport: to reliably gather those data sets from the original sources to the system that will also be used as a buffer in case of a downtime of any of the following layers;
- Processing: to perform data processing on real-time data or on historical data;
- Storage and Search: to store the data offering different retention policies according to the use of the monitoring data and based on different technologies;
- Data Access: to offer to the users several well-known visualisation, reporting and data analytics technologies.

![Figure 1. Unified Monitoring Architecture.](image)

The system relies on Virtual Machines (VMs) compliant to the CERN IT Agile Infrastructure (AI) standards and tools [10] utilising OpenStack, Puppet, and several widely-used open source technologies. The selected technology stacks are loosely coupled to each other, thus, adding flexibility to the system by allowing to replace them without having to redesign the defined architecture.

2.1. Data Sources
The majority of the monitoring data sources are owned and controlled by the LHC experiments and have different ways of publishing data. For this, a set of standard ways to gather data were identified using different solutions such as with Apache ActiveMQ [11], a direct connection to a database, loading an HTTP feed, accepting log files and accepting data centre metrics (LEMON) [12]. Data is channeled via Apache Flume [13], validated, and modified if necessary. Adding new data sources to the system is documented [14] and is straightforward. A set of Apache Flume nodes is used to spread the load of the different sources. There is a second instance used for QA with a smaller sized set of Apache Flume nodes.

2.2. Transport
All the data are channeled to an Apache Kafka cluster [15] via Flume sinks in order to have a unified, high-throughput and low-latency platform for handling the data in real-time. Data are published in different domain-specific topics that are partitioned and distributed throughout the cluster with 3 replicas in total. For this, a cluster of 20 Kafka servers is used for production and a smaller one for QA data.
Servers are hosted on VMs with network-attached volumes that are used as a storage spool. Since the primary use of this component is to serve fresh data, topics have been partitioned to be fully spread across the cluster in order to maximise consumer’s throughput. The data are currently buffered for a retention period of 12 hours with a goal to increase the retention period to 48 hours.

2.3. Processing
The system supports two different ways of processing the data; either with stream processing of real-time data or with batch processing of historical data.

Stream processing is used to serve multiple needs. First, for the data enrichment when a data source is joined and enriched with information from several other sources such as the WLCG topology meta-information. Second, for the data aggregation over time such as the creation of summary statistics over a time bin, or over other dimensions, i.e. the computation of a cumulative metric for a set of machines hosting the same service. Finally, stream processing can also be used to correlate data and to perform advanced alarming to detect anomalies and failures originating from multiple sources, i.e. data centre topology-aware alarms.

Batch processing is used to reprocess and recalculate historical data, compress old historical data and for the creation of various high-level reports that are used by multiple WLCG bodies and within CERN.

Figure 2 shows the platform used for the processing of the monitoring data collected. The platform relies on Apache Spark for a reliable and scalable processing framework, Apache Mesos [16] Marathon and Chronos for the job orchestration and scheduling and on Docker [17] for an isolated environment and a lightweight deployment of the processing jobs. Furthermore, an integration with GitLabCI [18] allows to automatise the creation of new Docker images when new code is pushed to the Git repositories.

The Monitoring processing platform is also available to teams other than the monitoring one, either in the CERN IT Department or to the various LHC Experiments user-communities, in order to analyse the monitoring metrics and logs collected. An externally-managed Git repository can be given to the monitoring team with the code of the Spark job and then the monitoring team will guarantee for its successful execution inside the Mesos cluster.

![Figure 2. Monitoring Processing Platform.](image)

2.4. Storage and Search
A set of Flume sinks read data from Kafka and write to different storage endpoints; HDFS for long-term data archival and offline analytics, Elasticsearch for short-term storage and indexing of the data, and in the near future to other popular time-series storage solutions such as InfluxDB [19] for the medium and
long-term storage of time-series data either in a raw or in an aggregated format. The Hadoop/HDFS
cluster used by the project is shared by different projects and is provided and supported by the CERN
IT Department. The shared cluster consists of approximately 40 nodes and currently around 210 TBs of
monitoring data were stored by UMA throughout 2016. The Elasticsearch cluster used is a dedicated
one provided by the CERN IT Department and it consists of 33 nodes, 25 of them being the data nodes.
6 Flume nodes are used for the HDFS sinks for the production environment and 4 nodes for the QA
environment. In addition, 6 and 4 Flume nodes are used for the Elasticsearch sinks for the production
and QA environment respectively.

2.5. Data Access
Users can access the monitoring data using well-known visualisation and data analytics technologies.
Firstly, Kibana is offered for the visualisation of time-series metrics and logs, and it is being connected
to the Elasticsearch backend. This allows the users to create dashboards with full search/filtering
capabilities, and to explore and discover live the monitoring data. Secondly, Grafana [20] is offered for
the visualization of time-series data serving data both for the Elasticsearch and the InfluxDB endpoints.

A set of official monitoring dashboards were created by the monitoring team and are offered to the
users in Kibana and Grafana in order access metrics and logs stored in UMA. An example of such
dashboards can be seen in figure 3 that is implemented in Grafana and in figure 4 that is implemented
in Kibana. These official dashboards are used as a basis for the creation of customised user dashboards
as they can be copied and modified directly by the users.

![Data Centres overview in Grafana.](image-url)
In addition to real-time dashboards, various interactive notebook technologies are offered to the users in order to perform exploratory data analysis and to share results with the user community. These interactive notebooks are collaborative web-based environments for data exploration and visualization that can also be used for “data storytelling”, explaining and documenting the way that a user goes from raw data to valuable information and insights.

Two such technologies are supported by UMA: Apache Zeppelin [21] and Swan [22], a CERN project that is based on Jupyter [23]. In Apache Zeppelin, users can interact with the live streaming data stored in Kafka and/or with data stored in HDFS in order to create interactive notebooks for data analysis or advanced reports. In Swan, users can access data stored in HDFS, Elasticsearch and/or InfluxDB, directly benefiting from the integration with multiple widely-used High Energy Physics (HEP) tools such as ROOT [24], CERNBOX [25] and CVMFS [26] in order to create interactive notebooks for data analysis or advanced reports as seen in figure 5.

Finally, the monitoring data can also be accessed by external third-party systems by using a set of well-defined CLIs and APIs.
3. Current Status and Future Work

By the first quarter of 2017, the majority of the CERN data centres and WLCG data sources were integrated into the new system and by the end of 2017, all the remaining data sources are expected to be integrated. Since the implemented solution is generic and provides well-defined ways of injecting data into the workflow, it is not only used to handle metrics from the WLCG and the CERN IT data centres but also to provide a central service for storing and accessing syslog data and service/application logs from the CERN IT Department.

The system handles approximately 250 GBs on a daily basis, which translates into more than 250 million documents per day with spikes of data at 20 KHz. The new system in its first production deployment is designed to handle up to 500 GBs per day (for a retention period of 48 hours) and should be able to handle considerably more load because the technologies based upon are horizontally scalable.

In addition to the previously described work, the monitoring team steadily advances in the replacement of the in-house implemented system for the monitoring of the data centre to Collectd [27], a widely-used open source system, which collects system and application performance metrics periodically from various metrics such as the operating system, applications, log files and external devices.

4. Conclusions

The CERN IT monitoring infrastructure handles millions of events every day coming from the CERN data centres and the computing activities of the WLCG project. In order to cope with the increasing volume and variety of monitoring data, the UMA project was born aiming at merging the two different monitoring projects together.

The newly-developed architecture, relying on state-of-the-art open source technologies and on open data formats, provides solutions for visualisation and reporting that can be extended or modified directly.
by the users according to their needs and their roles. For instance, it is possible to create new dashboards for the shifters and new reports for the managers, or implement additional notifications and new data aggregations directly by the service managers without any specific modification or development in the monitoring service.

The CERN UMA service is storing uninterruptedly and successfully metrics and logs from several services running on the CERN IT and the WLCG resources and will progressively replace the previous infrastructure during 2017.
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