Enhancing Machine Translation of Academic Course Catalogues with Terminological Resources

Randy Scansani\(^1\)
University of Bologna
Forlì, Italy

Silvia Bernardini\(^1\)
University of Bologna
Forlì, Italy

Adriano Ferraresi\(^1\)
University of Bologna
Forlì, Italy

Federico Gaspari\(^2\)
Università per Stranieri “Dante Alighieri”
Reggio Calabria, Italy

Marcello Soffritti\(^1\)
University of Bologna
Forlì, Italy

\(^1\)name.surname@unibo.it, \(^2\)gaspari@unistrada.it

Abstract

This paper describes an approach to translating course unit descriptions from Italian and German into English, using a phrase-based machine translation (MT) system. The genre is very prominent among those requiring translation by universities in European countries in which English is a non-native language. For each language combination, an in-domain bilingual corpus including course unit and degree program descriptions is used to train an MT engine, whose output is then compared to a baseline engine trained on the Europarl corpus. In a subsequent experiment, a bilingual terminology database is added to the training sets in both engines and its impact on the output quality is evaluated based on BLEU and post-editing score. Results suggest that the use of domain-specific corpora boosts the engines quality for both language combinations, especially for German-English, whereas adding terminological resources does not seem to bring notable benefits.

1 Introduction

1.1 Background

Following the Bologna process, universities have been urged to increase their degree of internationalization, with the aim of creating a European Higher Education Area (EHEA) that encourages students’ mobility. This process has brought with it the need of communicating effectively in English also for institutions based in countries where this is not an official language. Nevertheless, previous work has shown that institutional academic communication has not undergone a substantial increase of translated content, both from a qualitative and from a quantitative point of view. Callahan and Herring (2012) claim that the number of universities whose website contents are translated into English varies across the European Union, with Northern and Western countries paying more attention to their internationalization than Southern ones. When quality is in focus, things do not improve: many of the translated documents feature terminological inconsistencies (Candel-Mora and Carrió-Pastor, 2014).

As one of the aims in the creation of the EHEA was to foster students’ mobility, availability of multilingual course unit descriptions (or course catalogues) has become especially important. These texts start by indicating the faculty the course belongs to. After this, brief descriptions of the learning outcomes and of the course contents are given. The following sections outline the assessment and teaching methods. Lastly, details are provided regarding the number of ECTS credits for the course unit, useful links and readings for students, information about the lecturer’s office hours and the language in which the course is taught.

Several aspects make these texts interesting for our purposes. First, they feature terms that are typical of institutional academic communication, but also expressions that belong to the discipline taught (Ferraresi, 2017). Second, they are usually drafted or translated by teachers and not by professional writers/translators (Fernandez Costales, 2012). Therefore, their disciplinary terminology is likely to be accurate, but they might not comply with the standards of institutional academic communication. Finally, they tend to be repetitive and relatively well-structured, and to be produced in large numbers on a yearly basis, through a mix of drafting from scratch and partial revisions or up-
dates.

These characteristics make course catalogues an ideal test bed for the development of tools supporting translation and terminology harmonization in the institutional academic domain. Indeed, the development of such tools has been on the agenda of universities across Europe for several years now, as testified, e.g., by previous work in this area funded by the EU Commission in 2011 and involving ca. 10 European universities and private companies\(^1\). Despite its interest, this project does not seem to have undergone substantial development after 2013, nor does it seem to have had the desired impact on the community of stakeholders. In addition to that, it does not include one of our language combinations, i.e. Italian-English.

1.2 Objectives of the Study

In practical terms, being able to automatically translate texts that typically contain expressions belonging to different domains – the academic one and the disciplinary one – raises the question of how to choose the right resources and how to add them to the system in order to improve the output quality and to simplify post-editing. We aim at contributing to machine translation (MT) development not only understanding if MT results for translation in this domain are promising, but also finding out the most effective setup for MT engines, i.e. with a generic corpus, with an in-domain corpus or with one of these corpora and a bilingual glossary belonging to the educational or disciplinary domain.

In addition to focusing on developments for MT and its architecture, we are laying emphasis on MT contribution to the work of post-editors and to translation in the institutional academic domain. The development of an MT tool able to support professional and non-professional post-editors would speed up the translation of texts, thus favoring the internationalization of universities. Moreover, the present study is part of a larger project that aims to test the impact of terminology on output quality, post-editing effort and post-editor satisfaction\(^2\). Since terminology inconsistencies can negatively affect both output quality and post-editor’s trust in an MT system, we are also investigating the relationship (if any) between the use of terminology resources at various stages of the MT-PE pipeline, and the perception of output quality and post-editing effort by professional and non-professional post-editors (Gaspari et al., 2014; Moorkens et al., 2015). To sum up, even if at these initial stages we are primarily interested in discovering the most effective architecture for our MT tool for this peculiar domain, we see these initial steps as crucially related to the overall application in a real-world scenario where human-machine interaction is of the essence.

For this study, a phrase-based statistical machine translation system (PBSMT) was used to translate course unit descriptions from Italian into English and from German into English. We built a baseline engine trained on a subset of the Europarl\(^3\) corpus. Then, a small in-domain corpus including course unit descriptions and degree programs (see sect. 3.2) belonging to the disciplinary domain of the exact sciences was used to build our in-domain engine. We chose to limit our scope and concentrate on exact sciences since German and Italian degree programs whose course units belong to this domain translate their contents into English more often than other programs (the scarcity of high-quality human-translated parallel texts is arguably the major challenge for our work). We enriched the two training data sets with a bilingual terminology database belonging to the educational domain (see sect. 3.3) and we built two new engines: one trained on the Europarl corpus subset plus the bilingual terminology database, and one on the in-domain bilingual sentence pairs plus the bilingual terminology database. Each of the four engines for each language combination was then tuned on a subset of the in-domain corpus (more details about the resources are given in sect. 3). To evaluate the output quality, we are relying on two popular metrics: the widely-used BLEU score (Papineni et al., 2002) and post-editing score. The latter is based on edit-distance, like other popular methods such as TER or HTER (Snover et al., 2006), i.e. on the post-edits required to turn an MT output segment into its human reference. Even if our reference text is not a post-edited translation of the evaluation data set source side, we chose to also consider the PES results since they tend to be more clear for translators and post-editors.

\(^{1}\)http://www.bologna-translation.eu/  
\(^{2}\)This work is part of a three-year project that will also include experiments with post-editors, aimed at measuring their reactions to machine-translated output enhanced with terminological backup information, as well as tests on neural machine translation (NMT).  
\(^{3}\)http://www.statmt.org/europarl/
2 Previous Work

A number of approaches have already been developed to use in-domain resources like corpora, terminology and multi-word expressions (MWEs) in statistical machine translation (SMT), to tackle the domain-adaptation challenge for MT. For example, the WMT 2007 shared task was focused on domain adaptation in a scenario in which a small in-domain corpus is available and has to be integrated with large generic corpora (Koehn and Schroeder, 2007; Civera and Juan, 2007). More recently, the work by Štajner et al. (2016) addressed the same problem and showed that an English-Portuguese PBSMT system in the IT domain achieved best results when trained on a large generic corpus and in-domain terminology.

Langlais (2002) showed that adding terminology to the phrase-table actually improved the WER score for the French-English combination in the military domain. For the same language combination, Bouamor et al. (2012) used pairs of MWEs extracted from the Europarl corpus as one of the training resources, but only observed a gain of 0.3% BLEU points (Papineni et al., 2002). Ren et al. (2009) extracted domain-specific MWEs from the training corpora showing encouraging improvements in terms of BLEU score for translations from English to Chinese in the patent domain. A sophisticated approach is the one described in Pinnis and Skadins (2012), where terms and named entities are extracted from in-domain corpora and then used as seeds to crawl the web and collect a comparable corpus from which more terms are extracted and then added to the training data. This method shows an improvement of up to 24.1% BLEU points for the English-Latvian combination in the automotive domain.

Methods to integrate terminology in MT have been recently developed focusing on how to dynamically insert terminology into a PBSMT system, i.e. injecting terminology in an MT engine without having to stop it or re-train it. Such methods suit the purpose of the present paper, as they focus (also) on Italian, German and English. Arcan et al. (2014a) tested for the first time the cache-based method (Bertoldi et al., 2013) to inject bilingual terms into a SMT system without having to stop it. This brought to an improvement of up to 15% BLEU score points for English-Italian in medical and IT domains. For the same domains and with the same languages (in both directions), Arcan et al. (2014b) developed an architecture to identify terminology in a source text and translate it using Wikipedia. This study resulted in an improvement of up to 13% BLEU score points. Moving to approaches focusing exclusively on morphologically complex languages, Pinnis (2015) reported on a new pre-processing method for the source text in order to extract terminology, translate it and add it to the MT system. An evaluation for English-German, English-Latvian and English-Lithuanian in the automotive domain showed an improvement of up to 3.41 BLEU points. The manual evaluation pointed out an increase of up to 52.6% in the number of the terms translated correctly.

3 Experimental Setup

3.1 Machine Translation System

The system we used to build the engines for this experiment is the open-source ModernMT (MMT)\(^4\). MMT (Bertoldi et al., 2017) is a project funded by the European Union which aims to provide translators and enterprises with a new and innovative phrase-based tool. The main reasons behind the choice of this software is that it is able to build custom engines without long and computationally complex training and tuning phases, providing high-quality translations for specific domains. As a matter of fact, recent evaluation (Bertoldi et al., 2017) carried out on texts from 8 different domains and for two language combinations (English-French and English-German), showed that MMT’s training and tuning are faster than Moses’, while their quality is similar. Besides, MMT outperforms Google Translate when translating texts belonging to specific domains on which the engine was trained.

For this work, we exploited both the tuning and testing procedures already implemented in MMT, i.e. a standard Minimum Error Rate Training (MERT) (Och, 2003) and a testing phase in which the engine can be evaluated on a specific set of data chosen by the user. The metrics used are the BLEU score (Papineni et al., 2002) and the post-editing score (PES), which is the inverse of the TER score (Snover et al., 2006).

3.2 Corpora

As mentioned in sect. 1.2, we enriched a baseline and an in-domain MT system using in-domain cor-

\(^4\)http://www.modernmt.eu/
pora and terminology. Due to limitations of the computational resources available, training and tuning an engine on the whole Europarl corpus would not have been possible. We therefore extracted a subset of 300,000 sentence pairs from the Europarl corpus both for Italian-English and for German-English to use them as the training set of our baseline engine. Then, bilingual corpora belonging to the academic domain were needed as in-domain training, development and evaluation data sets for the two language combinations. Relying only on course unit descriptions to train our engines could have led to over-fitting of the models. Also, good-quality bilingual versions of course unit descriptions are often not available. To overcome these two issues we added a small number of degree program descriptions to our in-domain corpora, i.e. texts that are similar to course unit descriptions, but provide general information on a degree program, and are thus less focused on a specific discipline or course.

To build our in-domain corpora, we followed the method developed within the CODE project\(^5\). An Italian-English corpus of course catalogues was also available thanks to this project. The starting point for the search for institutional academic texts in German and Italian was the University Ranking provided by Webometrics\(^6\). This website ranks Higher Education Institutions from all over the world based on their web presence and impact. We crawled the top university websites in Italy and Germany and for each of the two countries we identified the four universities with the largest quantity of contents translated into English. From these, we downloaded texts within the exact sciences domain.

For the German-English combination, we collected two bigger corpora of course unit descriptions, and two smaller ones of degree program descriptions. For the Italian-English one we collected a corpus of course unit descriptions and two smaller corpora of degree program descriptions, to which we then added the CODE course unit descriptions corpus after cleaning of texts not belonging to the exact science domain. For both language combinations, each corpus was extracted from a different university website. We ended up with 35,200 segment pairs for German-English and 42,000 for Italian-English. The smallest corpus made of course unit descriptions was used as evaluation data set, i.e. 4,400 sentence pairs out of 35,200 for German-English and 3,700 out of 42,000 for Italian-English. 3,500 sentence pairs from the biggest course unit description corpus were extracted for each of the language combinations to exploit them as development set. The remaining sentence pairs – i.e. 27,300 for German-English and 34,800 for Italian-English – were used as training set for the in-domain engines.

### 3.3 Terminology

The terminology database was created merging three different IATE (InterActive Terminology for Europe)\(^7\) termbases for both language pairs and adding to them terms and MWEs extracted from the Eurydice\(^8\) glossaries. More specifically, the three different IATE termbases were the following: Education, Teaching, Organization of teaching. We also extracted the monolingual terms from the summary tables at the end of the five Eurydice volumes and we chose to keep just the terms in the fifth volume which are already translated into English and those terms whose translation in the target language was relatively straightforward (for example Direttore di dipartimento in Italian and “Head of department” in English).

The three different IATE files were in xml format and their terms were grouped based on their underlying concepts, so a single entry often contained more than one source term related to many target terms. For example one entry included the German terms Erziehung und Unterricht and Unterricht und Erziehung, that are translated into English as “educational services”, “instruction services”, “teaching” and “tuition”. We extracted each term pair and merged them into a single plain-text (tab separated) bilingual termbase, where each pair has its own entry. We then collected the Eurydice bilingual terms and merged them with those extracted from IATE. At the end of this process, we obtained an Italian-English termbase with 4,143 bilingual entries and a German-English one with 5,465 bilingual entries.

In order to test the relevance of our term collect-
tions for the experiment, we computed the number of types and tokens of the evaluation data set on the source side, and the number of termbase entries. We then compared these figures to the degree of overlap between the two resources, i.e. tokens and types occurring both in the termbase and in the source side of the evaluation data set for both language pairs, so as to gauge the relevance of the termbase. Since our termbase does not contain any inflected form, we are computing the degree of overlap only on the canonical form of the terms. Results are displayed in Tables 1 and 2.

| It-En            |               |
|------------------|---------------|
| Corpus tokens    | 50,248        |
| Corpus types     | 6,985         |
| Termbase entries | 4,142         |
| Tokens overlap   | 20.44%        |
| Types overlap    | 13.27%        |

Table 1: Types and tokens in the evaluation data sets, termbase entries, and type/token overlap between the two resources for It-En.

| De-En            |               |
|------------------|---------------|
| Corpus tokens    | 26,956        |
| Corpus types     | 5,614         |
| Termbase entries | 5,462         |
| Tokens overlap   | 19.98%        |
| Types overlap    | 9.63%         |

Table 2: Types and tokens in the evaluation data sets, termbase entries, and type/token overlap between the two resources for De-En.

The German-English corpus tokens are half those in the Italian-English corpus, while the Italian-English corpus includes ca. 1,300 types more than the German-English one (approximately 20% of the total number of Italian types). When German is the source language, the number of termbase entries is ca. one fifth of the corpus tokens, while the number of the Italian-English glossary entries is only one twelfth of the number of corpus tokens. The ratio between number of overlapping tokens and number of corpus tokens remains the same across the two language combinations (ca. 20%), while the ratio related to types is 13.27% for Italian-English and 9.63% for German-English. Based on these figures, we would expect our Italian-English termbase to have a slightly stronger influence on the output than the German-English one.

It is also interesting to observe the list of the glossary words occurring in the output ranked by their frequency for both source languages. For German the first five are *Informatik, Software, Vorlesung, Fakultät, Studium*, while for Italian we have: *corso, insegnamento, calcolo, prova, voto*. Considering the low degree of overlap and the large presence of basic words for the domain in both languages – and since most of them are unlikely to have multiple translations – we decided not to work on a time-demanding task such as solving the ambiguities in the termbase.

4 Experimental Results

For both language combinations we used MMT to create four engines:

- One engine trained on the subset of Europarl (baseline).
- One engine trained on the subset of Europarl and the terminology database (baseline+terms).
- One engine trained on the in-domain corpora (in-domain).
- One engine trained on the in-domain corpora and the terminology database (in-domain+terms).

Each engine was then tuned on a development set formed of 3,500 in-domain sentence pairs and evaluated on ca. 3,700 segment pairs (for Italian-English) and 4,400 segment couples (for German-English) (see sect. 3.2 for a description of the training, tuning and testing data sets).

4.1 Italian-English

For the engine that translates from Italian into English, results are shown in Table 3. If we compare the best in-domain engine to the best baseline according to the BLEU score, we can see that, after the tuning phase, the in-domain engine outperforms the baseline+terms by 7.85 points. Moreover, each engine has improved its performance according to both metrics after being tuned on our development set.

According to the automatic metrics, and contrary to our expectations, adding the terminology database did not influence the in-domain engines or the baseline ones in a substantial way,
sometimes actually causing a slight decrease in the engine performance. For example, our two in-domain engines had similar performance both before tuning – when their scores differed by 0.22 BLEU points and 0.19 PES points, with the in-domain outperforming its counterpart with terminology – and after tuning, when in-domain outperformed in-domain+terms by 0.78 BLEU points and 0.35 PES points.

To gain a slightly better insight into the engine performance, we quickly analyzed the outputs of the four engines. Many sentences contained untranslated words or word-order issues. The reference sentence “During the semester, two guided visits to relevant experimental workshops on the topics covered in the course will be organized” contained the words “semester” and “course” that are basic words of the domain and appear in the glossary. However, in both baseline engines the output is “During the half, will be organized two visits led to experimental laboratories relevant to the subjects raised during” and in both the in-domain ones the output is “During the semester, will be two visits to experimental laboratories pertinent to topics covered in the course”. Two things are interesting here. First of all, the output confirms what the automatic metrics already highlighted: the output of the engines without terms is generally very similar to the output with terms. Moreover, adding the termbase did not substantially improve the generic output even when some of its words appeared in the termbase. We will discuss these results further in sect. 4.3.

Table 3: Results for the Italian-English combination. For each engine, BLEU and PES scores are given both before and after tuning. The best baseline and in-domain results are shown in bold.

| De-En Engine          | BLEU   | PES   |
|-----------------------|--------|-------|
| Baseline              | 24.03  | 41.24 |
| Baseline tuned        | 34.98  | 47.70 |
| Baseline+terms        | 25.65  | 42.10 |
| Baseline+terms tuned  | 36.89  | 49.03 |
| In-domain             | 43.21  | 49.06 |
| In-domain tuned       | 46.31  | 50.75 |
| In-domain+terms       | 43.48  | 49.23 |
| In-domain+terms tuned | 47.05  | 51.20 |

Table 4: Results for the German-English combination. For each engine, BLEU and PES scores are given both before and after tuning. The best baseline and in-domain results are shown in bold.

4.2 German-English

Table 4 shows results for the German-English language combination. After tuning, the best in-domain engine outperformed the baseline by 10.16 points according to BLEU and by 2.17 points according to PES. The tuning performed on the in-domain engines causes an improvement of more than 3% in terms of BLEU score. Regarding the baseline engines, the tuning enhances the quality by ca. 10 BLEU points and 7 PES points, thus narrowing the performance gap between the two different kinds of engines.

What is important to notice is that, counter-intuitively and similarly to what we observed for the Italian-English combination, the collection of academic terminology does not affect the translation output quality: the metrics show an improvement of 0.74 BLEU points and 0.45 PES points when terminology is added to the in-domain engine (results after the tuning phase). The addition of terminology seems to be slightly more effective on the baseline engines, improving the automatic scores by 1.91 BLEU points and 1.33 PES points after tuning.

A quick analysis of the output shows the same issues identified in sect. 4.1. One example is the reference sentence “Lecture, exercises, programming exercises for individual study”, that is translated as “Lecture, exercise, Programmieraufgaben zum private study” in both in-domain engines and as “Lecture, exercise, Programmieraufgaben in Selbststudium” in both baseline engines (the word couple Vorlesung-Lecture was in the termbase). The same German word was not translated in some sentences of the two in-domain engines outputs – e.g. “Vorlesung (presentation of
4.3 Discussion

In our experimental setup, adding terminology to a general-purpose engine and to an in-domain engine does not influence the output quality substantially. We compared the figures in Tables 1 and 2 (regarding the degree of overlap between the evaluation data set and the bilingual glossary) to the automatic scores assigned to our engines (Tables 3 and 4) to investigate the impact on output quality. The degree of tokens overlap between the bilingual glossary and the evaluation data set is similar for the two source languages (ca. 20%). Despite this, for the German-English combination the baseline+terms engine outperformed the baseline engine by 1.91 BLEU points and 1.33 PES points, which is the largest gain obtained in this study adding a bilingual glossary to the training data set. If we look at the baseline and baseline+terms engines for Italian-English, for example, the latter outperformed the former by only 0.17 BLEU and 0.28 PES points. This might suggest that the target terms in the German-English glossary were consistent with those used in the reference text, while for Italian-English there were more discrepancies between the two resources.

Another variable that has to be taken into account is the way in which terms are extracted and injected into the MT engine. As reported in sect. 2, methods in which terminology is extracted from other resources and then added to training data sets (Bouamor et al., 2012) are less effective than, for example, approaches in which terminology is extracted from the training data set (Ren et al., 2009; Pinnis and Skadins, 2012) or injected dynamically, i.e. at run-time without re-training, into the MT engine (Arcan et al., 2014a). In our case the Italian-English term pairs were 4,143 against the 34,800 sentence pairs of the training data set, while for German-English we had 5,465 term pairs as compared to 27,300 sentence pairs. Due to the difference in the amount of term pairs and segment pairs, simply adding the glossary to the sentence pairs might cause it to lose its influence on the training process.

If we look at Tables 3 and 4, we can see that in-domain segments boost the engine quality both during training – with the in-domain engines outperforming the baseline – and after tuning, which brings remarkable improvements. This could suggest that the PBSMT system is able to extract academic terms and expressions from the in-domain corpus, without the need of being enhanced with a termbase belonging to the same domain. Additional evidence for this are the examples in section 4.1, where some of the termbase words were not translated in the baseline engines output of both language combinations, while they were correctly translated in both in-domain engines. As a matter of fact, the terminology database was able to increase the score by more than 1% in terms of BLEU only on one occasion – i.e. the baseline engine for German-English –, while for the other three engine pairs (in-domain with and without terms for German-English, baseline and in-domain with and without terms for Italian-English) the performance increased by few decimals or even decreased. The same happens if we look at the PES score.

To further discuss the results without using the BLEU metric, whose figures are often less intuitive than the PES’ ones especially for translators and post-editors, it is interesting to notice how the in-domain engines for both language combinations always reach at least 50% in terms of PES score after tuning. Despite the low quality of the examples seen in sections 4.1 and 4.2, these PES scores are an encouraging result if we consider that we are carrying out the first experiment on this domain and that we are exploiting quite a small amount of in-domain resources to build our engine, a condition that is likely to remain constant given the nature of communication in this domain. It also suggests that, in this domain, MT is likely to boost the post-editor’s productivity if compared to a translation from scratch. Moreover, we expect to obtain further improvements building an engine combining both generic and in-domain resources in the training phase, so as to hopefully observe a further increase of the PES and hence of the post-editor productivity.
5 Conclusion and Further Work

This paper has described an attempt at evaluating the potential of the use of in-domain resources (terminology and corpora) with MT in the institutional academic domain, and more precisely for the translation of course unit descriptions from German into English and from Italian into English. Following the results of the present experiment, we are planning to carry out further work in this field.

Since academic terms are only one subset of the terminology used in course unit descriptions, which also includes terms related to the subject matter of each unit, it would be interesting to investigate the advantages of adding disciplinary terminology alongside the academic one. We therefore plan to combine academic and disciplinary terminology. Following the encouraging results of the baseline engine tuned on the in-domain resources, we also plan to investigate the performance of an engine trained on both generic and in-domain resources and tuned on an in-domain development set. As shown in the work by Štajner et al. (2016), PBSMT systems’ performance increases when the training data set includes a small quantity of in-domain resources – corpora or termbase – and a large generic corpus.

As we have seen in section 3.3 the overlap afforded by the termbase used for this experiment was less than optimal and its structure would require an accurate procedure to extract the most likely term pair for this domain, since a source term often has multiple target translations. For these reasons and basing on the results, IATE is probably not the best resource for our purposes. As part of future work, we are interested in extracting terminology from other resources, e.g. the UCL-K.U.Leuven University Terminology Database9, or, ideally, from a resource developed collaboratively by universities across Europe, consistent with EU-wide terminological efforts but more readily usable and focusing on agreed-upon terms and with limited ambiguity. We will also test methods to make available the most relevant terms for the texts to be translated, i.e. extracting terminology from the training data. In both cases – use of external resources or extraction from the training data set – we are planning to add inflected forms of the terms. In addition to their extraction, we are considering injection of terms into an MT system in other ways than simply adding them to the training set, where the termbase is likely to play a minor role because of its small size compared to the corpora. In future work we will compare methods to add terms at run-time in a post-editing environment, in order to analyze the impact of these suggestions on the post-editors’ work. What we are expecting from this experiment is to find a way to increase the post-editor trust in the suggested terminology, and hence in the MT engine.

As this was our first attempt to build an MT engine in this domain, sometimes we were forced to concentrate on more technical aspects, e.g. the improvements in the BLEU score to analyze the engines’ development. In future work we are planning to use metrics that better take into account terminology translation (e.g. precision, recall, f-measure) and also manual evaluation to collect more data on the impact of our work on the post-editing phase.

To conclude, in this paper we have taken a first step toward the development of a tool that combines machine translation, corpora and terminology databases, with the aim of streamlining the provision of course unit descriptions in English by European universities. Our in-domain engines showed encouraging results, even if – as expected – they are not able to boost a post-editor’s productivity yet, while the role of terminology (what kind, how it is injected into the engine) is still to be further investigated, as is the confidence-building potential of quality terminology databases on post-editing work.
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