Implications of LHCb Data for Lepton Flavour Universality Violation
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We analyse the new physics implications of theoretically clean $b \to s$ observables in a model-independent approach and compare their coherence with the implications of other rare $B$-decays. A statistical comparison is done between the New Physics explanation and hadronic contributions as the source of the anomalies in angular observables of the $B \to K^* \mu \mu$ decay. We make projections for future measurements that indicate that LHCb will be in the position to discover lepton non-universality via a single observable using the Run 3 data. The global fit of rare $B$-decays is given within a multidimensional fit involving all the 20 relevant Wilson coefficients.
1. Theoretically clean vs the rest of the observables

Recent LHCb measurements have indicated tensions with the Standard Model (SM) prediction in a number of $b \to s$ decays. There are tensions in the angular observables of the $B \to K^\mp \mu^\mp \mu^-$ decay with the most significant tension in the $P'_5$ observable [1]. Similar tensions have also been measured in the $B^+ \to K^{*+} \mu^+ \mu^-$ decay [2]. Furthermore, the branching ratio of several $B$-decays such as $B \to K^\mp \mu^\pm$, $B_s \to \phi \mu^+ \mu^-$ and $\Lambda_b \to \Delta \mu^+ \mu^-$ have been measured to be below the SM prediction [3–5]. The very recent LHCb measurement on the lepton flavour universality violating (LFUV) observable $R_K$ has confirmed the tension with the SM with 3.1σ significance [6]. LHCb has measured similar deviations in $R_K$ in the two low $q^2$ bins with 2.3 and 2.5σ significance [7].

To study the New Physics (NP) implication of these measurements, all the relevant $B$-decay observables should be considered. However, the precision of the theoretical predictions is not the same for all these observables. Due to the cancellation of hadronic uncertainties in the numerator and the denominator, the LFUV observables $R_{K(s)} = BR(B \to K^{(*)} \mu^+ \mu^-)/BR(B \to K^{(*)} e^+ e^-)$ are predicted very precisely in the SM, with theoretical uncertainty less than 1 (3)% for the $q^2 \in [1.1, 6]$ (0.045, 1.1) GeV$^2$ bin. Another clean observable with small theoretical uncertainty (less than 5%) is the branching ratio of the $B_s \to \mu^+ \mu^-$ decay. On the other hand, the rest of the $b \to s$ observables in general suffer from larger theoretical uncertainties due to hadronic contributions. Although with the appropriate choice of angular observables, less sensitivity from local form factor uncertainties is achievable, there are still contributions from power corrections of non-local hadronic effects which are not well-known within QCD factorisation and are usually “guessed” (for a study of the impact of the local and non-local hadronic uncertainties on NP fits see Ref. [8]).

Therefore, we separate the theoretically “clean observables” from the rest of the $b \to s$ observables and compare the NP implications and coherence of NP fits to these two data sets. For the analysis we have used the SuperIso public program [9]. From Table 1, we see that in the one-dimensional fits to the clean observables there are several NP scenarios explaining the data with more than 4σ significance better than the SM [10]. For the one-dimensional fit to all $b \to s$

| $\delta C_9$ | $\delta C'_9$ | $\delta C''_9$ | $\delta C_{10}$ | $\delta C'_{10}$ | $\delta C''_{10}$ | $\delta C_{11}^{LL}$ | $\delta C_{11}^{LP}$ | $\chi^2_{min}$ | Pull$_{SM}$ | $\chi^2_{min}$ | Pull$_{SM}$ |
|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| 0.41 ± 0.11 | 0.38 ± 0.09 | 10.3        | 4.2σ        | 0.41 ± 0.11 | 0.38 ± 0.09 | 10.3        | 4.2σ        | 1.00 ± 0.00 | 28.1        | 0.2σ        | 1.00 ± 0.00 | 28.1        |
| 0.80 ± 0.21 | 11.2        | 4.1σ        | 0.80 ± 0.21 | 11.2        | 4.1σ        | 0.80 ± 0.21 | 11.2        | 4.1σ        | 0.77 ± 0.21 | 11.9        | 4.0σ        | 0.77 ± 0.21 | 11.9        |
| 0.43 ± 0.24 | 24.6        | 1.9σ        | 0.43 ± 0.24 | 24.6        | 1.9σ        | 0.43 ± 0.24 | 24.6        | 1.9σ        | 0.78 ± 0.20 | 9.5         | 4.3σ        | 0.78 ± 0.20 | 9.5         |
| 0.64 ± 0.15 | 7.3         | 4.6σ        | 0.64 ± 0.15 | 7.3         | 4.6σ        | 0.64 ± 0.15 | 7.3         | 4.6σ        | 0.41 ± 0.11 | 10.3        | 4.2σ        | 0.41 ± 0.11 | 10.3        |

Table 1: Comparison of one operator NP fits to clean observables on the left and to the rest of the $b \to s$ observables on the right (assuming 10% error for the power corrections).

observables except the clean ones (right panel of Table. 1), the most favoured scenario is NP in $C_9^{(\mu)}$ with a significance of 6.5σ. However, this significance depends on the choice of form factors
as well as the guesstimated size of the non-factorisable power corrections (here assumed to be 10% compared to leading order QCD factorisation contributions). Compared with the NP fit to the rest of the observables, there are favoured scenarios such as NP in $C^p_9$, resulting in coherent best fit values for both sets of observables. This is also the most favoured scenario in the global fit where the clean observables and the rest of the $b \to s$ observables are considered together [10] (see Refs. [11–13] for other recent global fits).

2. NP or hadronic contributions in $B \to K^* \mu \mu$ observables

The impact of the guesstimated size of power corrections on the significance of NP in $C_9$ can be clearly seen by describing the $B \to K^* \mu^+ \mu^-$ decay in terms of helicity amplitudes, with NP effects in $C_9$ (and $C_7$) and power corrections $h_A$, both contributing to the vectorial helicity amplitude [14]

$$H_V(\lambda) = -i N' \left| C_9^{\text{eff}} V_\lambda - C_9' V'_{-\lambda} + \frac{m_B^2}{q^2} \frac{2 m_B}{m_B} (C_7^{\text{eff}} T_{\lambda} - C_7' T'_{-\lambda}) - 16\pi^2 (\text{LO QCDf} + h_A) \right|. \quad (1)$$

Instead of making assumptions on the size of the power corrections, these contributions can be parameterised by a number of free parameters and fitted directly to the data. A general description of the power corrections involves several free parameters [15, 16] which with the current experimental data results in fitted parameters that are loosely constrained [17]. A minimalistic description of the hadronic effect is given by [17, 18]

$$h_A(q^2) = -\frac{\bar{V}_\lambda(q^2)}{16\pi^2} \frac{q^2}{m_B^2} \Delta C_{9, \text{PC}}$$

which involves only three real free parameters corresponding to each helicity $\lambda = 0, \pm$ (six if assumed complex). This description with smaller degrees of freedom (dof) in principle has a better chance of giving a constrained fit and can be considered as a null test for NP; if the three fitted hadronic parameters (one free parameter corresponding to each helicity) differ from each other, NP in $\delta C_{9, \text{NP}}$ can be ruled out. Although it is possible that the fitted power corrections for each helicity are very similar to mimic NP in $\delta C_{9, \text{NP}}$, it is highly improbable, furthermore there are theoretical arguments that the positive helicity amplitude should be suppressed compared to the two other helicities [19].

For the fit do data, we consider only the experimental measurements on $B \to K^* \mu^+ \mu^-$ observables in the $q^2 \leq 8 \text{ GeV}^2$ bins since the power corrections for the low- and high-$q^2$ regions

| Best fit values of hadronic power corrections | Significance of NP and hadronic p.c. fits |
|--------------------------------------------|--------------------------------------------|
| $\Delta C^\text{L,PC}_{9}$ | $\Delta C^\text{C-PC}_{9}$ | $\Delta C^\text{L,PC}_{9}$ | nr. of dof | $1 (\delta C_{9, \text{NP}})$ | $3 (\Delta C^\text{L,PC}_{9})$ |
| 5.43 ± 6.22 | -1.06 ± 0.21 | -0.73 ± 0.52 | 0 (plain SM) | 6.0$\sigma$ | 5.4$\sigma$ |
| 1 (Real $\delta C_9$) | — | — | 0.6$\sigma$ |

Table 2: On the left, fit of hadronic power corrections for the three helicities ($\lambda = 0, \pm$) with real $\Delta C^\text{L,PC}_{9}$, using the data on $B \to K^* \mu^+ \mu^-$ observables with $q^2$ bins $\leq 8 \text{ GeV}^2$. On the right, the significance of the improved description of the hadronic fit as well as the NP fit compared to the SM and to each other.
Table 3: Predictions of Pull\textsubscript{SM} for the LHCb upgrade scenarios with 18, 50 and 300 fb\textsuperscript{−1} luminosity collected, for the fit to $\delta C_9^\mu$, $\delta C_{10}^\mu$ and $\delta C_{LL}^\mu$ (as given in the left panel of Table 1).

| LHCb lum. | 18 fb\textsuperscript{−1} | 50 fb\textsuperscript{−1} | 300 fb\textsuperscript{−1} |
|-----------|----------------|----------------|----------------|
| $\delta C_9^\mu$ | 6.5\sigma | 14.7\sigma | 21.9\sigma |
| $\delta C_{10}^\mu$ | 7.1\sigma | 16.6\sigma | 25.1\sigma |
| $\delta C_{LL}^\mu$ | 7.5\sigma | 17.7\sigma | 26.6\sigma |

are not necessarily the same. From the left panel of Table 2, it is clear that although the central value of the best fit point for each helicity is different, the three free parameters cannot be strongly constrained and are compatible with each other within 68% confidence interval. As given in the right panel of Table 2, including either NP contributions ($\delta C_9^{\text{NP}}$) or power corrections ($\Delta C_9^{1,\text{NP}}$), a better description of the data is obtained with a significance of more than 5\sigma compared to the SM. It should be noted that the NP scenario with $\delta C_9^{\text{NP}}$ contributions is embedded in the hadronic fit, hence it is possible to make a statistical comparison between the two fits. And as given in the right panel of Table 2, the improvement of the hadronic fit compared to the NP description is less than 1\sigma suggesting that there is no indication to introduce two more dof for the hadronic fit\textsuperscript{1}.

3. Future projections of clean observables

We consider three benchmark points for the planned LHCb upgrades and make predictions for the clean observables. For the benchmarks, we consider the two LHCb upgrades with 50 and 300 fb\textsuperscript{−1} integrated luminosity as well an intermediate stage with 18 fb\textsuperscript{−1} of data. Assuming that in future measurements, the current experimental central values remain the same, with the future reduced experimental uncertainties (see [10] for details) it is not possible to get acceptable fits.

\textsuperscript{1}Assigning the global $\delta C_9$ as a nuisance parameter to take into account unknown power corrections – as done for example in Ref. [20] – is inappropriate as there is no theory indication that the three helicities would be described by a common hadronic effect. Even considering the weak sensitivity on the positive helicity, at least two independent free parameters would be necessary to describe the power corrections.
Instead, we make an equally strong assumption; we presume that future data correspond to projecting the observables with the current fitted values of each of the three most favoured scenarios of the left panel in Table 1. As given in Table 3, already with 18 fb\(^{-1}\) data, the NP significance will be more than 6\(\sigma\) in all three scenarios. However, the significance is quite dependent on the presumed reduction in statistical uncertainties, as can be seen in Fig. 1 where Pull\(_{SM}\) is shown for each of the individual LFUV observables when assuming the current central value of \(C_9^\mu (C_{10}^\mu)\) from the clean observables remains unchanged. The lower [upper] limit in each band is when assuming current systematic uncertainties do not improve [having ultimate systematic uncertainty of 1% for the LFUV observables and 5% for BR(\(B_s \to \mu^+\mu^-\))]. For the \(C_9^\mu (C_{10}^\mu)\) scenario, \(R_K\) alone can reach 5\(\sigma\) significance with \(\sim 15\) (20) fb\(^{-1}\) integrated luminosity.

4. Multidimensional global fit and look-elsewhere effect

NP does not necessarily present itself in only one or two operator structures, and in principle all the 20 relevant Wilson coefficients can receive NP contributions. Furthermore, while look-elsewhere effect (LEE) can be introduced when focusing on a subset of observables, this can also happen when choosing a posteriori one and/or two operators. However, in the case where the fit includes all relevant observables and the maximum number of Wilson coefficients are set to be free, then LEE is avoided as there are no a posteriori decisions and the p-values take into account the number of degrees of freedom and finally insensitive parameters and flat directions can be eliminated based on profile likelihood and correlations of the fit.

| \(\delta C_7\) | \(\delta C_8\) |
|---|---|
| 0.05 \(\pm\) 0.03 | \(-0.70 \pm 0.40\) |
| \(\delta C'_7\) | \(\delta C'_8\) |
| \(-0.01 \pm 0.02\) | \(0.00 \pm 0.80\) |
| \(\delta C_{9'}\) | \(\delta C_9\) |
| \(-1.16 \pm 0.17\) | \(-6.70 \pm 1.20\) |
| \(\delta C_{10'}\) | \(\delta C_{10}\) |
| \(0.20 \pm 0.21\) | \(\delta C_{10'}\) |
| \(\delta C_{10''}\) | \(\delta C_{10''}\) |
| \(0.09 \pm 0.34\) | \(1.90 \pm 1.50\) |
| \(\delta C_{10'''}\) | \(\delta C_{10'''}\) |
| \(0.04 \pm 0.10\) | \(-1.50 \pm 1.50\) |
| \(C_{10'''}\) | \(C_{10'''}\) |
| \(0.15 \pm 0.10\) | \(-1.70 \pm 1.20\) |

Table 4: 20-dimensional global fit to the \(b \to s\) data, assuming 10% error for the power corrections.

In Table. 4 we present the 20-dimensional global fit where Pull\(_{SM}\) = 5.5\(\sigma\). However, considering that two of the Wilson coefficients are degenerate and taking into account the criterion presented in Refs. [21, 22], the effective degrees of freedom are 19 resulting in Pull\(_{SM}\) = 5.6\(\sigma\).

5. Conclusions

The \(R_K\) and \(R_K\)- ratios measured by the LHCb collaboration suggest lepton flavour universality violating new physics. This implication is enforced by considering the rest of the \(b \to s\) observables.
However, some of the latter observables might suffer from underestimated non-local hadronic uncertainties. We suggested a minimal description of these contributions which can work as a null test for new physics. Nonetheless, with the current data no conclusive judgment is possible. Moreover, we showed that assuming any of the favoured new physics scenarios remain, future LHCb measurements of lepton flavour universality violating observables can establish beyond the Standard Model physics with more than 5σ significance already with 18 fb\(^{-1}\) data. Furthermore, for an unbiased determination of the new physics structure, we also considered a 20-dimensional fit, still finding a large significance for the new physics description of the \(b \to s\) data.
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