DiffuseMorph: Unsupervised Deformable Image Registration Using Diffusion Model
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Abstract. Deformable image registration is one of the fundamental tasks in medical imaging. Classical registration algorithms usually require a high computational cost for iterative optimizations. Although deep-learning-based methods have been developed for fast image registration, it is still challenging to obtain realistic continuous deformations from a moving image to a fixed image with less topological folding problem. To address this, here we present a novel diffusion-model-based image registration method, called DiffuseMorph. DiffuseMorph not only generates synthetic deformed images through reverse diffusion but also allows image registration by deformation fields. Specifically, the deformation fields are generated by the conditional score function of the deformation between the moving and fixed images, so that the registration can be performed from continuous deformation by simply scaling the latent feature of the score. Experimental results on 2D facial and 3D medical image registration tasks demonstrate that our method provides flexible deformations with topology preservation capability.
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1 Introduction

Deformable image registration is to estimate non-rigid voxel correspondences between moving and fixed image pairs. This is especially important for medical image analysis such as disease diagnosis and treatment monitoring, since the anatomical structures or shapes of medical images are different according to subjects, scanning time, imaging modality, etc. Accordingly, various image registration methods have been studied over the past decades.

Classical image registration approaches usually attempt to align images by solving a computationally expensive optimization problem [1][2][22]. To address this computational issue, deep-learning-based image registration methods have been extensively studied [3][6][19][26][30], which train neural networks to estimate the registration field by taking the moving and fixed images as network inputs. These approaches provide fast deformation while maintaining registration...
Fig. 1: DiffuseMorph provides not only deformable image registration along the continuous trajectory by simply scaling the latent features in generating deformation fields but also synthetic deformed images through continuous generation by the reverse diffusion process.

accuracy. However, the supervised methods usually require the ground-truth registration fields [30, 31], and some of the existing unsupervised approaches need additional diffeomorphic constraints [10, 23] or the cycle-consistency [19] for topology preservation.

Recently, score-based diffusion models have shown high-quality performance in image generation [37, 38]. In particular, the denoising diffusion probabilistic model (DDPM) [14, 34] learns the Markov transformation from Gaussian noise to data distribution and provides diverse samples through the stochastic diffusion process by estimating the latent feature of score function, which has been applied to many areas of computer vision [8, 12, 18, 33, 35]. To generate images with desired semantics, conditional denoising diffusion models have been also presented [9, 32]. However, it is challenging to apply DDPM to the image registration task, since the proper registration should be performed through the deformation field for the moving image rather than image generation.

In this paper, by leveraging the property of the diffusion model where the estimated latent feature provides spatial information to generate images, we present a novel unsupervised deformable image registration approach, dubbed DiffuseMorph, by adapting the DDPM to generate deformation fields. Specifically, our proposed model is composed of a diffusion network and a deformation network: the former network learns a conditional score function of the deformation between moving and fixed images, and the latter network estimates the deformation field using the latent feature from the score function and provides deformed images. These two networks are jointly trained in an end-to-end learning manner so that DiffuseMorph not only estimates Markov transformation in the direction in which the moving image is deformed into the fixed image, but also produces the registration field for the moving image to be warped into the fixed image. Since the latent feature from the conditional score function of the diffusion model has spatial information of the condition, the linear scaling of the latent feature may provide deformation fields along the continuous trajectory from the moving to the fixed images.
Accordingly, as shown in Fig. 1, the proposed DiffuseMorph allows both image registration along the continuous trajectory and synthetic deformed image generation. Specifically, our trained model provides the continuous deformations from the moving image to the fixed image by simply interpolating the latent feature that is used as an input for the deformation network. In addition, the proposed model can quickly generate synthetic deformed images similar to the fixed images. Here, to further accelerate the diffusion procedure, instead of starting from random Gaussian noise, we present a generative process in which the moving image is propagated one step via forward diffusion and then iteratively refined through the reverse diffusion process of the DDPM. This reduces the number of diffusion steps significantly and makes the sample retain the original moving image content.

We demonstrate the performance of the proposed method on 2D facial expression registration and 3D medical image registration tasks. The experimental results verify that our model achieves high performance in registration accuracy. Also, thanks to the latent feature estimated from the diffusion model, our method enables real-time image registration along the continuous trajectory between the moving and fixed images, which is more realistic than the comparative learning-based registration methods. Our main contributions are summarized as:

- We propose DiffuseMorph, the first image registration method employing the denoising diffusion model conditioned on a pair of moving and fixed images.
- When the proposed model is trained, our model not only performs image registration along the continuous trajectory from the moving to fixed images by scaling the latent feature but also generates synthetic deformed images through the fast reverse diffusion process.
- We demonstrate that the proposed method can be applied to 2D and 3D image registration tasks and provide accurate deformation with comparable topology preservation over the existing methods.

2 Backgrounds and Related Works

2.1 Deformable Image Registration

Given a moving image \( m \) and a fixed image \( f \), classical deformable image registration methods are performed by solving the following optimization problem:

\[
\phi^* = \arg\min_{\phi} L_{\text{sim}}(m(\phi), f) + L_{\text{reg}}(\phi),
\]

where \( \phi^* \) is the optimal registration field to deform the moving image into the fixed image. \( L_{\text{sim}} \) is the dissimilarity function to compute the similarity between the deformed and fixed images, and \( L_{\text{reg}} \) is the regularization penalty of the registration field. By minimizing the energy function, the deformed image \( m(\phi) \) is estimated by warping the moving image. In particular, diffeomorphic registration can be achieved when one imposes additional constraints on the field \( \phi \) such that the deformation mapping is differentiable and invertible, thereby preserving the topology [2,4,39].
Learning-based Registration Methods  As the traditional registration approaches usually require large computation and long runtime, deep learning methods have been extensively studied lately, which estimates the deformation field in real time once a neural network is trained. However, supervised learning methods train the networks using the ground-truth registration fields \[6,7,31,42\], which needs high-quality labels for training. To alleviate this, weakly-supervised registration models that use pseudo-labels such as segmentation maps have been developed \[16,41\]. On the other hand, unsupervised learning approaches train the networks by computing similarity between the deformed image and the fixed reference \[3,19,26,27,40\]. To guarantee topology preservation, learning-based diffeomorphic registration methods are also presented \[10,11,23\], which have the layer of scaling and squaring integration for the diffeomorphic constraint.

These existing methods may provide intermediate deformations between the moving and fixed images by scaling the registration field or integrating the velocity field in shorter timescales. However, our method produces more realistic continuous deformation by scaling the latent feature that has spatial information of the moving and fixed images, improving the performance of image registration.

2.2 Denoising Diffusion Probabilistic Model

Recently, the denoising diffusion probabilistic model (DDPM) \[14,34\], one of the generative models, is presented to learn the Markov transformation from the simple Gaussian distribution to the data distribution. In the forward diffusion process, noises are gradually added to the data \(x_0\) using a Markov chain, in which each step of sampling latent variables \(x_t\) for \(t \in [0,T]\) is defined as a Gaussian transition:

\[
q(x_t|x_{t-1}) = \mathcal{N}(x_t; \sqrt{1-\beta_t}x_{t-1}, \beta_t I),
\]

where \(0 < \beta_t < 1\) is a variance of the noise. The resulting distribution of \(x_t\) given \(x_0\) is then expressed as:

\[
q(x_t|x_0) = \mathcal{N}(x_t; \sqrt{\alpha_t}x_0, (1-\alpha_t)I),
\]

where \(\alpha_t = \prod_{s=1}^{t} (1-\beta_s)\). Accordingly, given \(\epsilon \sim \mathcal{N}(0,I)\), \(x_t\) can be sampled by:

\[
x_t = \sqrt{\alpha_t}x_0 + \sqrt{1-\alpha_t}\epsilon.
\]

For the generative process to perform the reverse diffusion, DDPM learns the parameterized Gaussian process \(p_\theta(x_{t-1}|x_t)\), which is represented as:

\[
p_\theta(x_{t-1}|x_t) = \mathcal{N}(x_{t-1}; \mu_\theta(x_t, t), \sigma_t^2 I),
\]

where \(\sigma_t\) is a fixed variance, and \(\mu_\theta(x_t, t)\) is a learned mean defined as:

\[
\mu_\theta(x_t, t) = \frac{1}{\sqrt{1-\beta_t}} \left( x_t - \frac{\beta_t}{\sqrt{1-\alpha_t}} \epsilon_\theta(x_t, t) \right),
\]
Fig. 2: The training framework of DiffuseMorph. Given a condition with a pair of a moving image $m$ and a fixed image $f$, the diffusion network $G_\theta$ estimates the conditional score function of the deformation, and the deformation network $M_\psi$ outputs the registration field $\phi$. Then, using the spatial transformation layer (STL), the moving image is warped into the fixed image.

where $\epsilon_\theta$ is a parameterized model. In fact, the model $\epsilon_\theta(x_t, t)$ is just a scaled version of the score function $s_\theta(x_t, t)$, which is the gradient of the log $p_\theta(x_t)$. Once the model $\epsilon_\theta$ is trained, the data is sampled by the following stochastic generation step: $x_{t-1} = \mu_\theta(x_t, t) + \sigma_t z$, where $\sigma_t^2 = \frac{1-\alpha_{t-1}}{1-\alpha_t} \beta_t$ and $z \sim N(0, I)$.

**Conditional Diffusion Models** In order to generate images with desired semantics, conditional diffusion models have been proposed recently [9, 15, 29, 32, 35, 37], which gives the conditional reference image to the network or the generative process. DDIM [35] proposes a deterministic non-Markovian generative process starting from an initial condition to control the image generation of the reverse diffusion process. SR3 [32] presents a method to train the DDPM with a conditioned image for the super-resolution task. ILVR [9] proposes a conditioning iterative generative process using an unconditional model. However, these diffusion model-based generative methods are concerned about image generation, and cannot be used for image registration as they do not produce any deformation field for the registration.

### 3 Proposed Method

#### 3.1 Framework of DiffuseMorph

By leveraging the capability of DDPM, we aim to develop a novel diffusion model-based unsupervised image registration approach. Since the image registration is to warp the moving image using the deformation field, we design our model with two networks as illustrated in Fig. 2: one is a diffusion network $G_\theta$ to estimate a conditional score function, and the other is a deformation network $M_\psi$ that actually outputs the registration field using the score function.

Specifically, for the moving source image $m$ and the fixed reference image $f$, the diffusion network $G_\theta$ is trained to learn the conditional score function of the
deformation between the moving and fixed images given the condition \( c = (m, f) \). For this, we sample the latent variable \( x_t \) of the target by \([4]\), defining the fixed image as the target, i.e. \( x_0 = f \). Moreover, to make the network \( G_\theta \) aware of the level of noise, we also give the number of time steps for the noise to the network, similar to \([14]\).

On the other hand, the deformation network \( M_\psi \) takes the latent feature of the conditional score function \( \hat{\epsilon} \) that is an output of the diffusion network, as well as the moving source image \( m \). Then the network outputs the registration field \( \phi \), providing the deformed image \( m(\phi) \) by warping the moving image \( m \) using the spatial transformation layer (STL) \([17]\). To deform 2D/3D images in our experiments, we adopt the transformation function using bi-/tri-linear interpolation.

### 3.2 Loss Function

Recall that the diffusion network \( G_\theta \) and the deformation network \( M_\psi \) are jointly trained in an end-to-end learning manner. Thus, for the training of our model, we design the objective function as follows:

\[
\min_{G_\theta, M_\psi} L_{\text{diffusion}}(c, x_t, t) + \lambda L_{\text{regist}}(m, f),
\]

where \( L_{\text{diffusion}} \) and \( L_{\text{regist}} \) are the diffusion loss and the registration loss, respectively, and \( \lambda \) is a hyper-parameter. The detailed description of each loss function is as follows.

Given the condition \( c \) and the perturbed data \( x_t \) at the time step \( t \in [0, T_{\text{train}}] \), the diffusion loss is to learn the conditional score function:

\[
L_{\text{diffusion}}(c, x_t, t) = \mathbb{E}_{\epsilon, x_t, t} || G_\theta(c, x_t, t) - \epsilon ||^2_2,
\]

where \( \epsilon \sim \mathcal{N}(0, I) \). Also, the registration loss is to estimate the deformation field so that the deformed source image has similar shape of the fixed image, which is designed as the traditional energy function in \([1]\):

\[
L_{\text{regist}}(m, f) = -(m(\phi) \otimes f) + \lambda \phi \sum || \nabla \phi ||^2,
\]

where \( \phi = M_\psi(m, \hat{\epsilon}) \) with \( \hat{\epsilon} \) referring to the diffusion network output, and \( \lambda \) is a hyper-parameter. The first term of \([9]\) is the local normalized cross-correlation \([3]\) between the deformed image and fixed image, and the second term is the smoothness penalty on the registration field. We set \( \lambda = 1 \).

It is remarkable that the net effect of the two loss functions is that \( G_\theta \) is trained to estimate the latent feature for the conditional score function of the deformation, which has the spatial information of the moving and fixed images. Accordingly, the latent feature helps the proposed model to perform image registration along the continuous trajectory, which can provide topology preservation. Furthermore, when combined with the reverse diffusion process, the latent feature guides the reverse diffusion to generate the synthetic deformed image from the moving image initialization.
3.3 Image Registration Using DiffuseMorph

When the networks of the proposed model are trained, in the inference phase, they provide image registration by estimating the deformation field for the moving image to be aligned with the fixed image. Thanks to the end-to-end training of our model, the diffusion network allows the deformation network to generate the regular registration field. Specifically, using the learned parameters of $G_{\theta^*}$ and $M_{\psi^*}$, the registration field $\phi$ at $t = 0$ is estimated by:

$$\phi = M_{\psi^*}(m, G_{\theta^*}(c, x_0, t)),$$

(10)

where $x_0$ is set to the fixed target image $f$. Then, the deformed image $m(\phi)$ is computed using the estimated field $\phi$ through the spatial transformation layer. Therefore, our model performs image registration at a single step with the smooth registration field.

Image Registration Along Continuous Trajectory In the image registration that warps the moving image into the fixed image, our model provides the continuous deformation of the moving image along the trajectory toward the fixed image. This is possible since the deformation network estimates the registration field according to the latent feature. Specifically, if the latent feature from the conditional score is set to zero, the deformation network outputs the registration field that hardly warps the moving image, whereas when the latent feature is given as in (10), the deformation network estimates the registration field that deforms the moving image into the fixed image.

Accordingly, as described in Algorithm 1, for the latent feature $\hat{\epsilon}_f = G_{\theta^*}(c, f, 0)$, the registration field $\phi_\eta$ for the continuous image deformation can be generated by simply interpolating the latent feature:

$$\phi_\eta = M_{\psi^*}(m, \hat{\epsilon}_f^\eta),$$

(11)

where $\hat{\epsilon}_f^\eta = \eta \cdot \hat{\epsilon}_f$ for $0 \leq \eta \leq 1$.

We believe that this interesting phenomenon occurs from learning the conditional score function of deformation, as will be observed later in our experiments.

**Algorithm 1** Continuous image registration

1: **Input:** Conditional images, $c = (m, f)$
2: **Output:** Deformed moving image, $m(\phi_\eta)$
3: Set the latent feature $\hat{\epsilon}_f = G_{\theta^*}(c, f, 0)$
4: for $\eta \in [0, 1]$ do
5: \begin{align*}
\hat{\epsilon}_f^\eta &\leftarrow \eta \cdot \hat{\epsilon}_f \\
\phi_\eta &\leftarrow M_{\psi^*}(m, \hat{\epsilon}_f^\eta)
\end{align*}
6: end for
7: **return** $m(\phi_\eta)$
Algorithm 2 Synthetic image generation process

1: **Input**: Conditional images, \( c = (m, f) \)
2: **Output**: Synthetic deformed image, \( x \)
3: Set \( T \in (0, T_{\text{train}}) \)
4: Sample \( x_T = \sqrt{\alpha_T}m + \sqrt{1 - \alpha_T}\epsilon \), where \( \epsilon \sim \mathcal{N}(0, I) \)
5: for \( t = T, T - 1, ..., 1 \) do
   6: \( z \sim \mathcal{N}(0, I) \)
   7: \( x_{t-1} = \frac{1}{\sqrt{1 - \beta_t}} \left( x_t - \frac{\beta_t}{\sqrt{1 - \alpha_t}} G_{\theta^*}(c, x_t, t) \right) + \sigma_t z \)
8: end for
9: return \( x_0 \)

**Synthetic Image Generation via Reverse Diffusion**

In our method, the latent feature generated by the diffusion network itself also guides the generation of synthetic deformed images through the reverse diffusion process. Here, as the diffusion network learns the conditional score function for the deformation between the moving image and the fixed image, our image generation starts from the moving image, in contrast to the existing conditional generative process of DDPM \[9, 32\] that starts from the pure Gaussian noise \( x_T \sim \mathcal{N}(0, I) \). When we set the initial state with the original moving image \( m \), the one-step forward diffusion is performed by:

\[
x_T = \sqrt{\alpha_T}m + \sqrt{1 - \alpha_T}\epsilon,
\]

where \( \epsilon \sim \mathcal{N}(0, I) \), and \( \alpha_T \) is the noise level at the time step \( T \leq T_{\text{train}} \). Here, the time step \( T \) is set to a value not to lose the identity of the image. This forward sampling allows the moving image distribution to be close to the fixed image distribution, as illustrated in Fig. 4, which reduces the number of reverse diffusion steps and generation time.

Then, by starting from \( x_T \), the generation of the synthetic image \( x_0 \) that fits into the fixed image \( f \) is performed by the following reverse diffusion process from \( t = T \) to \( t = 1 \):

\[
x_{t-1} = \frac{1}{\sqrt{1 - \beta_t}} \left( x_t - \frac{\beta_t}{\sqrt{1 - \alpha_t}} G_{\theta^*}(c, x_t, t) \right) + \sigma_t z,
\]

where \( z \sim \mathcal{N}(0, I) \). Here, in choosing the total steps of reverse diffusion, we employ \[8\] that presents an efficient inference method. Thus, one can flexibly set the number of sampling steps, and in our experiments, we set the reverse steps as 200 in maximum. The pseudocode of this generative process of DiffuseMorph is described in Algorithm 2.

4 Experimental Results

To demonstrate that DiffuseMorph generates high-quality deformed images from the moving to the fixed images, we apply our method to the various image registration tasks. We conduct the experiments on the intra-subject image registration using 2D facial expression images and 3D cardiac MR scans. Also, we apply...
our model to 3D brain MR registration, in which individual brain images are deformed to a common atlas. The datasets and training details are as follows, and more details are described in Supplementary Material.

**Datasets** For 2D face images, Radboud Faces Database (RaFD) [25] was used. It contains 8 facial expressions collected from 67 subjects: neutral, angry, contemptuous, disgusted, fearful, happy, sad, and surprised. For each expression, 3 different gaze directions are provided. We cropped the data to 640 × 640, resized them into 128 × 128, and converted the RGB images to gray scale. We divided the data by 53, 7, and 7 subjects for training, validation, and test, respectively.

For 3D cardiac MR scans, we used ACDC dataset [5] that provides 100 4D temporal cardiac MRI data from the diastolic to systolic phases and segmentation maps at both ends of the phases. We resampled all scans with a voxel spacing of 1.5 × 1.5 × 3.15mm, cropped them to 128 × 128 × 32, and normalized the intensity into [-1, 1]. We used 90 and 10 scans for training and test.

Also, we used OASIS-3 dataset [24] for 3D brain MR registration. It provides brain MR images and corresponding volumetric segmentation maps from FreeSurfer [13]. We used 1156 T1-weighted scans that preprocessed by image resampling to 256 × 256 × 256 grid with 1mm³ isotropic voxels, affine spatial normalization, and brain extraction. The images were cropped by 160×192×224. We used 1027, 93, and 129 scans for training, validation, and test, respectively.

**Implementation Details** Our model was implemented using PyTorch library in Python. We used the network architecture designed in DDPM [14] for the diffusion network, and set the noise level from $10^{-6}$ to $10^{-2}$ by linearly scheduling with $T_{\text{train}} = 2000$. Also, we used the backbone of VoxelMorph-1 [3] for the deformation network. Here, we configured layers of the networks according to the dimension of the image, e.g. 2D conv layer for 2D image registration. For the face dataset, we set the hyper-parameter as $\lambda = 2$, and trained the model with the learning rate $5 \times 10^{-6}$ for 40 epochs. For the cardiac MR data, we trained the model with $\lambda = 20$ and the learning rate $2 \times 10^{-4}$ for 800 epochs. Also, we trained the model using the brain MR data for 60 epochs with $\lambda = 10$ and the learning rate $1 \times 10^{-4}$. Using a single Nvidia Quadro RTX 6000 GPU, we trained our model by Adam optimization algorithm [21].

**Evaluation** To evaluate the registration performance, we computed the percentage of non-positive values of Jacobian determinant on the registration field ($|J_\phi| \leq 0$), which indicates that one-to-one mapping of the registration has been lost. Here, for the facial images, we measured NMSE and SSIM between deformed and fixed images. For the MR images, we computed Dice score between the deformed segmentation maps and the ground-truth labels for several anatomical structures. On the other hand, to evaluate the continuous deformation quality of cardiac scans, we computed PSNR and NMSE between the deformed images and the real data. For the comparative learning-based models, we used the same deformation network architecture and parameters for a fair comparison.
Fig. 5: Visual comparison results of image registration on the facial images (left) using the estimated registration fields (right). Results are deformed from the right-gazed sad to the front-gazed contemptuous images (top), and from the left-gazed disgusted to the front-gazed fearful images (bottom). The average values of NMSE / SSIM are displayed on each registration result.

Table 1: Quantitative evaluation results of the facial expression image registration. Standard deviations are shown in parentheses.

| Method   | NMSE $\times 10^{-1}$ | SSIM | $|J_\delta| \leq 0$ (%) |
|----------|------------------------|------|-------------------|
| Initial  | 0.363 (0.268)          | 0.823 (0.066) | 0                 |
| VM [3]   | 0.047 (0.057)          | 0.936 (0.024) | 0.050 (0.106)     |
| VM-diff [10] | 0.034 (0.015)   | 0.957 (0.013) | 0.014 (0.065)     |
| Ours     | 0.032 (0.017)          | 0.964 (0.011) | 0.017 (0.056)     |

4.1 Results of Intra-subject 2D Face Image Registration

We compared DiffuseMorph against VM [3] and VM-diff [10]. We tested the image registration performance on the deformed images in RGB scale by applying the registration field to each RGB channel. Fig. 6 shows visual comparisons of the registration results. Compared to VM and VM-diff, our model deforms the source image to be more accurately aligned with the target image. Also, as reported in Table 1, our model achieves lower NMSE and higher SSIM. Moreover, the metric of Jacobian determinant on registration fields of ours shows comparable values to VM-diff with the diffeomorphic constraint. These results indicate that the proposed DiffuseMorph provides high-quality image registration. More results of facial expression images can be found in Supplementary Material.

Continuous image deformation We also performed continuous deformations of the facial expression from the moving source to the fixed target. Fig. 7 shows the intermediate images of our model and the comparative methods. We obtained the results of VM by scaling the registration field, i.e. $\zeta \cdot \phi$ with $0 \leq \zeta \leq 1$, and those of VM-diff by integrating the velocity field along timescales, i.e. $\phi^{1/2 v}$ where $v$ is the number of time steps. We can see that the estimated registration fields of VM only vary in their scale, but the relative spatial distribution does not change. Also, VM-diff does not provide regularly continuous deformation.
On the other hand, in the proposed method, the registration field changes non-uniformly according to $\eta$, depending on the importance of variations at the intermediate deformation level. The improved performance of our method also can be also quantitatively verified using the facial landmarks extracted by dlib library in Python. Specifically, the visual results and MSE values in Fig. 6 show that our model provides superior performance for the continuous deformation, which indicates the importance of the conditional score for deformation.

**Synthetic deformed image generation.** To verify the capability of image generation from our DiffuseMorph, we evaluated the generation using the facial images. Here, the generative process was performed using the unseen images in the training phase. Fig. 7 shows the generated samples $\tilde{m}$ given the moving source and fixed target images. The samples are obtained from the noisy moving image with the noise level $\alpha_{200}$ for the forward diffusion. We set the number of reverse diffusion steps to 80. As shown in the results, our model provides the synthetic deformed images similar to the target images for various pairs of facial expressions. Also, when compared to the warped image $m(\phi)$ using the registration field, we can observe that the proposed generative process is effective to provide image deformation if the moving image does not have teeth shown in the fixed image.

Fig. 6: Results of continuous image deformation of the facial images with facial landmarks. The deformation is performed from the right-gazed disgusted to the left-gazed contemptuous images. The average of MSE between the deformed and target landmarks is displayed on each result.

Fig. 7: Results of the synthetic deformed image generation via our generative process. The process of the samples is included in Supplementary Material.
4.2 Results of Intra-subject 3D Cardiac MR Image Registration

We tested the image registration of the end-diastolic images aligned with the endsystolic images. Table 2 reports the registration results with the average Dice score for the segmentation maps of left blood pool (BP), myocardium (Myo), left ventricle (LV), right ventricle (RV), and these total region, as well as the Jacobian metrics. Compared to the baseline methods of VM [3] and VM-diff [10], our model achieves high registration accuracy with a comparable number of folds in topology preservation.

In addition, since the cardiac dataset we used provides 4D data between the end-diastolic to the end-systolic phases, we performed quantitative evaluation for the continuous deformation. As shown in Table 2 when we measured the PSNR and NMSE between the deformed images and ground-truth reference images, our method provides continuous deformed images more similar to the ground-truth images than the comparative methods. The visual comparison results in Fig. 8.

Table 2: Quantitative comparison results of the cardiac image registration. Standard deviations are shown in parentheses.

| Method   | Image registration | Continuous deformation |
|----------|--------------------|------------------------|
|          | Dice               | $|J_0| \leq 0$ (%)        |
|          |                    | PSNR (dB)              | NMSE $\times 10^{-8}$ | Time (sec) |
| Initial  | 0.642 (0.188)      | -                      | 28.058 (2.205)         | 0.790 (0.516)      | -          |
| VM [3]   | 0.787 (0.113)      | 0.169 (0.109)          | 30.678 (2.652)         | 0.477 (0.453)      | 0.219      |
| VM-diff [10] | 0.794 (0.104) | 0.291 (0.188)          | 29.481 (2.473)         | 0.602 (0.477)      | 2.902      |
| Ours     | 0.802 (0.109)      | 0.161 (0.082)          | 30.725 (2.579)         | 0.466 (0.432)      | 0.456      |

Fig. 8: Results of the image registration and continuous deformation on the cardiac MR images. The registration results show the overlaid contours of segmentation maps (green: RV, red: Myo, blue: BP). GT is the ground-truth data.
also shows the superiority of our method. More visual results can be found in Supplementary Material.

4.3 Results of Atlas-based 3D Brain MR Image Registration

For the brain MR image registration, we compared our DiffuseMorph to the following comparative methods: SyN [2], VM [3], VM-diff [10], SYMNet [28], MSDIRNet [26], and CM [19]. As shown in the visual comparison results of Fig. 9, our model estimates smooth registration fields and yields deformed moving images that are more accurately aligned to the fixed images, compared to the baseline models. This also can be observed through the contours of the segmentation maps of several brain anatomical structures. We provided more visual results in Supplementary Material. Fig. 10 and Table 3 report the results of quantitative evaluation. These show that the proposed method achieves higher Dice scores with less non-positive values of the Jacobian determinant over the existing methods.

Fig. 9: Results of the image registration on the brain MR images (top) and the estimated registration fields (bottom). Segmentation maps of several anatomical structures are overlaid with the contours (blue: ventricles, green: thalami, orange: third ventricle, pink: hippocampi). The Dice scores for each structure are displayed with the corresponding colors on each result.

Fig. 10: Quantitative evaluation results of Dice scores on brain anatomical structures in the brain MR image registration experiment.
Table 3: Quantitative evaluation results of the brain MR image registration. Standard deviations are shown in parentheses.

| Method    | Dice   | $|J_\phi| \leq 0$ (%) | Time (min) |
|-----------|--------|----------------------|------------|
| Initial   | 0.616  | 0                    | 0          |
| SyN [2]   | 0.752  | 0.400 (0.100)        | 122, CPU   |
| VM [3]    | 0.749  | 0.553 (0.075)        | 0.01, GPU  |
| VM-diff [10] | 0.731  | 0.631 (0.073)        | 0.01, GPU  |
| SYMNet [28] | 0.733  | 0.547 (0.049)        | 0.43, GPU  |
| MSDIRNet [26] | 0.751  | 0.804 (0.089)        | 2.06, GPU  |
| CM [19]   | 0.750  | 0.510 (0.087)        | 0.01, GPU  |
| Ours      | 0.756  | 0.505 (0.058)        | 0.01, GPU  |

learning-based methods, which empirically suggests that the proposed method can provide accurate image registration with improved topology preservation.

### Study on the Effect of Registration Loss

To explore the effect of the registration loss on the performance of our model, we performed a comparison study by varying the value of $\lambda$ in (7) using brain MR data. As reported in Table 4, when $\lambda$ is lower, the Dice score decreased but produced better regularity of registration fields. This indicates that the registration loss forces our model to provide more accurate image registration, but the trade-off needs to be balanced.

Table 4: Result of the study on the effect of registration loss. Standard deviations are shown in parentheses.

| Method | Dice   | $|J_\phi| \leq 0$ (%) |
|--------|--------|----------------------|
| $\lambda = 2$ | 0.736 (0.152) | 0.498 (0.098) |
| $\lambda = 5$ | 0.746 (0.143) | 0.499 (0.070) |
| $\lambda = 10$ | 0.756 (0.139) | 0.505 (0.058) |

5 Conclusion

We presented a novel DiffuseMorph model for unsupervised image registration by employing the diffusion probabilistic model that is jointly trained with the deformation network. Thanks to the capability of learning the conditional score function of deformation, the proposed method not only generates synthetic deformed images but also provides high-quality image registration from the continuous deformation by estimating registration fields along the trajectory for the moving image toward the fixed image. We expect that DiffuseMorph can be a promising algorithm to generate temporal data using moving and fixed images.
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