Theta-gamma cross-frequency coupling enables covariance between distant brain regions
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Cross-frequency coupling (CFC), where the amplitude of a fast neuronal oscillation is modulated by a second slower frequency, is thought to play an important role in long-range communication across distant brain regions. However, neither the mechanism of its generation nor the influence on spiking dynamics is well understood. Here, we investigate the multiscale dynamics of two interacting distant neuronal modules coupled by inter-regional long-range connections. Each neuronal module comprises an excitatory and inhibitory population of quadratic integrate-and-fire neurons connected locally with conductance-based synapses. The two modules are then coupled reciprocally with delays that represent the conduction times over the long distance between them. By assuming a Lorentzian distribution to the probability density function of the membrane potential, we are able to apply the Ott-Antonsen ansatz to reduce the corresponding mean field equations of the spiking dynamics to a small set of delay differential equations. Bifurcation analysis on these mean field equations shows that inter-regional conduction delay is sufficient to produce CFC via a torus bifurcation, as well as a gamma oscillation via a Hopf bifurcation. Spike correlation and covariance analysis during the CFC revealed that several local clusters in excitatory population exhibit synchronized firing in gamma-band frequencies. These clusters exhibit locally decorrelated firings between the cluster pairs within the same population because of their different firing frequencies. In contrast, the same clusters exhibit long-range gamma-band cross-covariance between the corresponding cluster in the distant populations that have similar firing frequency. The interactions of the different gamma frequencies in each module produce a beat leading to population-level CFC. In order to investigate the impact of CFC on neuronal spike timings, we analyzed spike counts in relation to the phases of the macroscopic fast and slow oscillations of the mean membrane potential. We found population spike counts vary with respect to macroscopic phases. Such firing phase preference accompanies a phase window with high spike count and low Fano factor, which is suitable for a population rate code. In addition, we analyzed the firing phase preference of the local clusters. We found these clusters also exhibit firing phase preference that differs between the clusters, similar to experimental findings. Our work suggests that the inter-regional conduction delay plays a significant role in the emergence of CFC and the underlying spiking dynamics may support long-range communication and neural coding.

I. INTRODUCTION

Rhythms and neuronal oscillations are ubiquitous in the central nervous system (CNS) where they are believed to play a role in many functions ranging from cognition to motor function [1, 2]. These macroscopic rhythms (seen, for example, in electroencephalogram recordings or in extracellular recordings of the local field potential) emerge from the interactions of populations of excitatory and inhibitory neurons that comprise the cortex and other CNS regions. Thus, there have been many papers written on the biophysical mechanisms that underlie these ubiquitous rhythms [3].

Cross-frequency coupling (CFC), which is a phenomena where a low frequency oscillation modulates the amplitude of a high frequency oscillation, has received a good deal of recent attention experimentally [4-7] and theoretically [8-12]. It has been suggested that high
frequency neuronal oscillations may contribute to local computations, while low frequency oscillations are employed in long-range communication across different brain regions\cite{8} \cite{13}. Therefore, CFC is assumed to play some role in integrating local computations distributed across the distant brain regions and thus facilitating higher cognitive function. This assumption, in which CFC contributes to long-range integration, is supported by some recent experimental studies\cite{14} \cite{17}. However, the dynamical mechanism for the emergence of CFC during long-range neuronal interactions and the dynamical characteristics of such CFC are still unclear.

To elucidate the mechanisms for macroscopic neuronal dynamics, large scale mathematical models of neuronal populations have been frequently utilized \cite{18}. Conventional firing rate models are popular to describe macroscopic rhythms\cite{19} \cite{20}. However, they assume that underlying spiking dynamics is asynchronous, which is not suitable for high frequency oscillations \cite{21} \cite{22}. Recently, the derivation of mean field equations for a population of theta neurons (or the equivalent quadratic integrate-and-fire neurons) via the Ott-Antensons ansatz\cite{23} has been applied \cite{24}. This approach allows one to capture the synchronized spiking dynamics as well as high frequency oscillations \cite{21}. In previous work, pulse-coupling \cite{25}, gap junctions \cite{26}, locally connected inhibitory population \cite{27}, a large population \cite{28}, excitatory and inhibitory (E-I) populations \cite{29} and time-varying modulation \cite{30} have all been considered using this approach, and behavior including, in particular, the emergence of macroscopic oscillations and chaos has been investigated. However, this prior research focused on the local dynamics without long-range interactions and CFC was also not described in these studies. In addition, these works were performed with relatively simple models, where the biological factors which are known to affect the fast macroscopic oscillation such as synaptic conductance dynamics\cite{31} and synaptic reversal potential \cite{32} \cite{33} have not been fully incorporated.

In our previous work, we introduced a modified quadratic integrate-and-fire neuron and analyzed the emergence of (fast) gamma oscillations and analyzed their macroscopic phase response curves \cite{34} \cite{35}. However, because our focus was on the local emergence of high frequency oscillations, the dynamics during long-range interactions between distant brain regions was not analyzed.

Thus, here, we analyze the dynamics of two delay-coupled E-I modules composed of modified quadratic integrate-and-fire (QIF) neurons. We adopt the Ott-Antensons ansatz for each population and extract their mean field dynamics. We introduce the long range interaction through a synaptic conduction delay between the two distant E-I modules and derive the mean field dynamics of the whole system as a set of delay differential equations (DDEs). We perform bifurcation analysis on the mean field DDEs and investigate how the macroscopic oscillations are facilitated from these long-range interactions.

We first introduce the model and the resulting Ott-Antensons reduction. We show that a conduction delay between the regions is sufficient to produce CFC and then show that the CFC arises in the mean field model as a torus bifurcation near the intersection of two distinct Hopf bifurcation branches. We analyze the spiking model in the parameter regions where there is CFC and show that it induces long-range multi-cluster gamma-band cross-covariance. In addition, we find spike timings of individual neurons have a preference for specific phases of both the theta and the gamma oscillations, thus generating a suitable temporal window for a population rate code. Our results suggest that CFC is one of the consequences of inter-regional coupling and that the underlying spiking dynamics may support long-range information integration and neural coding.

\section*{II. METHODS}

\subsection*{A. Dynamics of the spiking neuronal population}

We consider two pairs of E-I modules as shown in Fig. \ref{fig1}[a], namely module 1 and 2. In each module, we consider E and I populations of the modified QIF neurons \cite{34} \cite{35}, namely $E_1$, $I_1$, $E_2$ and $I_2$.

The dynamics of the membrane potential $V_{i}^{X}(t)$, of the $i$-th neuron in population $X$ is written as

$$C\frac{dV_{i}^{X}}{dt} = g_{LX}(t)(V_{i}^{X}(t) - V_{R})(V_{i}^{X}(t) - V_{T}) - \sum_{Y}g_{X}^{Y}(t)(V_{i}^{Y}(t) - V_{sym}^{Y}) + I_{i}^{X}. \quad (1)$$

Parameters are listed in Tab. \ref{tab:parameters} and $V_{i}^{X}(t)$ follows a resetting rule as if $V_{i}^{X}(t) \geq V_{peak}$, then $V_{i}^{X}(t) \leftarrow V_{reset}$. Such resetting of $V_{i}^{X}(t)$ represents the action potential or firing of neuron $i$.

We assume that the synaptic connections from population $Y$ to $X$ occur with probability $p_{X}^{Y}$. The dynamics of $g_{X}(t)$, synaptic conductance from $Y$ to $X$, is written as

$$\frac{dg_{X}}{dt} = -\frac{1}{\tau_{d}}g_{X}(t) + g_{X}(t)\cdot p_{X}^{Y}\cdot \sum_{k=1}^{N_{Y}}\delta\left(\tau_{(t^{(k)})} + \tau_{X}^{X}\right). \quad (2)$$

Parameters are listed in Tab. \ref{tab:parameters} and Tab. \ref{tab:parameters2}. The conduction delay $\tau_{X}^{X}$ is $\tau_{delay}$ for the cases where coupling is inter-regional. $\tau_{X}^{X}$ is zero for the other cases where coupling is local. It has been experimentally shown that the conduction delay between distant brain regions can be up to 40 (ms) \cite{36}. Therefore, we set $\tau_{delay} = 31$ (ms) as the nominal default value. For inter-module connections, the synaptic strength $p_{X}^{Y}$ is set as $p_{delay}$. For local connections, the synaptic strength $p_{local}^{Y}$ is set as $p_{local}$ except $p_{I_2}$
which is the recurrent inhibition in the $I_2$ population. $p_{I_2}$ is set as $p_{\text{local}} \times 0.9$ in order to introduce a slight difference between module 1 and module 2 (to break any symmetry). We set the area of a neuron as $2.9 \times 10^{-4} \text{cm}^2$ to match the physiological plausible value\cite{37, 38, 39}. Peak conductances $\bar{g}_V$ are also set as to match physiological plausible values\cite{31, 39, 40}. The description of the whole system (spiking neuronal population and synaptic dynamics) is obtained by a set of 1000 of Eq. 1 (400 E and 100 I cells for each area) and 12 of Eq. 2.

For the numerical simulation of the spiking population, we transformed Eq. 1 to the form of the theta neuron to avoid numerical delicacies near the spiking threshold. We introduce the following transformation:

$$V^X_i = \frac{V_R + V_T}{2} + \frac{V_T - V_R}{2} \tan \frac{\theta^X_i}{2}.$$  (3)

We then take the limit as $V_{\text{peak}} = -V_{\text{reset}} = +\infty$, which naturally allows us to capture the neuronal spike as well as the refractory period that is evoked by the spike. Then, Eq. 1 can be transformed into

$$C \frac{d}{dt} \theta^X(t) = -g_{LX} \cos \theta^X(t) + h(1 + \cos \theta^X(t)) I^X_i + \sum_Y g^Y_i(t) \left\{ q^Y(1 + \cos \theta^X(t)) - \sin \theta^X(t) \right\},$$  (4)

where $h = 2 / (V_T - V_R)$ and $q^Y = (2V_{\text{syn}} - V_R - V_T) / (V_T - V_R)$. Note that $V = +\infty$ in Eq. 1 corresponds to $\theta = +\pi$ in Eq. 4.

We used a set of 1000 of Eq. 4 and 12 of Eq. 2 to numerically simulate the dynamics of the spiking population.

### B. Dynamics of mean field equations

We adopt the Ott–Antonsen ansatz\cite{23}, which allows us to obtain a mean field description of the spiking model in the limit as $N \to \infty$. Following the previous work\cite{24}, we get mean field equations for Eq. 1 and Eq. 2 as:

$$\frac{d}{dt} r_X = 2a_X r_X v_X(t) + b_X(t) r_X(t) + \frac{a_X}{\pi} \Delta t_X,$$  (5)

$$\frac{d}{dt} v_X(t) = a_X v_X(t)^2 - \frac{\pi^2}{a_X} r_X(t)^2 + b_X(t) v_X(t) + c_X(t) + I_X,$$  (6)

$$\frac{d}{dt} \bar{g}_X = -\frac{1}{\tau_d} \bar{g}_X(t) + \bar{g}_X \cdot p_X \cdot N_Y \cdot r_Y(t - \tau_Y),$$  (7)

where $a_X = g_{LX} / (V_T - V_R)$, $b_X(t), c_X(t) = -g_{LX} (V_T + V_R) / (V_T - V_R)$ and $\tau_Y$ is the membrane time constant. The details of the derivation are in Appendix A. We will use this mean field equation to investigate the emergence of macroscopic oscillations by bifurcation analysis.
TABLE II. Parameters used Eq.2.

| Symbol | Property                                           | Default value (Unit) |
|--------|----------------------------------------------------|----------------------|
| $\tau^X_t$ | decay time constant                               | $\tau^X_d = \tau^X_s = 5$ (ms) |
| $\tilde{g}_X$ | peak conductance                                   | Listed in Tab. III |
| $k^Y$  | index of pre-synaptic neuron                        | $1 \leq k \leq N_Y$ |
| $t^Y_{i(k)}$ | spike time of $k$-th neuron in $Y$                | (ms) |
| $\tau^X_X$ | conduction delay from $Y$ to $X$                   | $\tau^X_{delay} = 31$ (ms) |
| $p^X_X$  | synaptic strength from $Y$ to $X$                  | $p^X_{local}$: coupling within a module except $p^I_1$ $p^X_{delay}$: coupling between modules |
| $p^I_{local}$ | synaptic strength within a module (except $p^I_2$)  | $p^I_{local} = 0.15$ |
| $p^I_{delay}$ | synaptic strength between modules                 | $p^I_{delay} = 0.125$ |
| $p^I_2$  | recurrent synaptic strength in population $I_2$   | $p^I_2 = 0.135$ |

TABLE III. Peak conductance $g^X_Y$.

| Symbol | Property                                           | Default value (Unit) |
|--------|----------------------------------------------------|----------------------|
| $g^E_1 = g^E_2 = g^E_3 = g^E_4$ | AMPA on pyramidal cell | $4.069 \times 10^{-3}$ (mS/cm$^2$) |
| $g^I_1 = g^I_2 = g^I_3 = g^I_4$ | AMPA on interneuron | $3.276 \times 10^{-3}$ (mS/cm$^2$) |
| $g^G_1 = g^G_2$ | GABA on pyramidal cell | $2.672 \times 10^{-2}$ (mS/cm$^2$) |
| $g^G_1 = g^G_2$ | GABA on interneuron | $2.138 \times 10^{-2}$ (mS/cm$^2$) |

C. Bifurcation analysis of the mean field equations

We use DDE-BIFTOOL to analyze the existence and stability of the solutions to Eqs. [2] and [4]. The numerical methods used in DDE-BIFTOOL are detailed in [11].

III. RESULTS

A. Conduction delay induces cross-frequency coupling

We performed three sets of numerical simulations where $\tau_{delay}$ has values of 0(ms), 12.5(ms) and 31(ms) to investigate the effect of the inter-module conduction delay on the dynamics. Parameters except $\tau_{delay}$ are fixed at the default values shown in Tabs. [I] - [III] Simulation was performed in both the spiking population (Eqs. [2] and [4]) and the mean-field equations (Eqs. [2] and [4]). The two corresponding results were compared to confirm the validity of the mean field equations in the presence of the delay. (We note that the validity of the Ott-Antonsen approach has not been formally proven in the case where there are delays, although it has been empirically shown to work for delayed cases [27, 28, 47]). When $\tau_{delay} = 0$(ms), no macroscopic rhythm is observed. The spikes are asynchronous [Fig. [I]b]] and the synaptic conductances are constant values, although we can see fluctuations due to the finite size effect in the spiking populations [Fig. [I]c]]. When $\tau_{delay} = 12.5$(ms), a gamma oscillation is observed. The spikes are partially synchronous [Fig. [I]d]] and the synaptic conductances exhibits oscillations at around 50Hz [Fig. [I]e]], which can be regarded as a gamma oscillation. When $\tau_{delay} = 31$(ms), the spikes are partially synchronous [Fig. [I]f]]. The synaptic conductances are oscillating in the gamma range [Fig. [I]g]]. Moreover, these dynamics can be regarded as a form of CFC because the amplitude of the gamma oscillation is modulated by a slow rhythm. Also, this CFC can be called “theta-gamma coupling” because the fast oscillation is about 50Hz which is in the gamma range and the slow modulation is about 10 Hz which is in the theta range. These simulations show that the inter-module delay $\tau_{delay}$ drastically affects the dynamics, especially on the emergence of the rhythm. We also note that both the gamma oscillation and CFC emerge just by increasing the time-delay in our model.

We found that the gamma oscillation was a limit cycle and the CFC was a torus. This is indicated in a Lorenz plot of $g^I_1$, which is a plot of $(g^I_1[n], g^I_1[n + 1])$ in x-y plane where $g^I_1[n]$ is the $n$-th local maximum value of $g^I_1$. 

$\tau_{delay}$ = 0(ms), no macroscopic rhythm is observed. The spikes are asynchronous [Fig. [I]b]] and the synaptic conductances are constant values, although we can see fluctuations due to the finite size effect in the spiking populations [Fig. [I]c]]. When $\tau_{delay} = 12.5$(ms), a gamma oscillation is observed. The spikes are partially synchronous [Fig. [I]d]] and the synaptic conductances exhibits oscillations at around 50Hz [Fig. [I]e]], which can be regarded as a gamma oscillation. When $\tau_{delay} = 31$(ms), the spikes are partially synchronous [Fig. [I]f]]. The synaptic conductances are oscillating in the gamma range [Fig. [I]g]]. Moreover, these dynamics can be regarded as a form of CFC because the amplitude of the gamma oscillation is modulated by a slow rhythm. Also, this CFC can be called “theta-gamma coupling” because the fast oscillation is about 50Hz which is in the gamma range and the slow modulation is about 10 Hz which is in the theta range. These simulations show that the inter-module delay $\tau_{delay}$ drastically affects the dynamics, especially on the emergence of the rhythm. We also note that both the gamma oscillation and CFC emerge just by increasing the time-delay in our model.
FIG. 1. Population dynamics of delay-coupled modified theta neurons. (a) Schematics. The coupling between the two modules is delayed by long-range conduction time. (b-g) Result of simulations. $\rho_{local} = 0.15$, $\rho_{delay} = 0.125$ and $\rho_{I^2} = 0.135$. (b-c) $\tau_{delay} = 0$ (ms). (d,e) $\tau_{delay} = 12.5$ (ms). (f,g) $\tau_{delay} = 31$ (ms). (b,d,f) Rastergram. (c, e, g) Time series of $g_I^{T_1}$ and $g_E^{T_1}$. The dynamics of spiking populations and mean field equations are in good agreement. (h) Lorenz map of the peak of $g_I^{T_1}(t)$.

B. Cross-frequency coupling by delay-induced torus bifurcation

We performed bifurcation analysis on the mean field equations to reveal the mechanism for the qualitative difference of the dynamics that we found in Fig. 1. We show three bifurcation diagrams in Figs. 2(a-c).
between modules (i.e. \( I^{L}_{2} = P_{local} = 0.15 \)). For example, when \( \tau_{delay} = 30 \) (ms) as indicated by a star, it is inside the torus bifurcation region, and the emergence of the torus is confirmed also from the numerical simulation. In Fig. 2 (d-i), the numerical simulations of the representative parameters are shown. Since the qualitative features of them agree with the prediction of the bifurcation diagram, this validates the bifurcation analysis of the mean field model.

### C. Inter-population spike correlations

To understand how the cross-frequency coupling affects the underlying spiking dynamics, we simulated the spiking dynamics (Eq. 2 and Eq. 4) in the case of CFC and analyzed the spike correlations. Parameters are the same as in Fig. 1 (f,g). We obtain the spike times of the \( i \)th neuron in \( X \) population as \( t_{X,i}^{1}, t_{X,i}^{2}, t_{X,i}^{3}, \ldots \) from the simulation. The spike trains are defined as \( y_{t}^{X} (t) = \sum_{k} \delta (t - t_{X,k}^{(i)}) \). For the method of spike correlation analysis, we basically followed previous work [50].

The rastergram of the \( E_{1} \) population is shown in Fig. 3(a). Neurons are sorted in ascending order of \( t_{E_{1}}^{i} \). We can see two lines running periodically in the rastergram (colored as green and purple) and the firing rates are the same within red and blue clusters, respectively (Red cluster: \( 34 \leq i \leq 93 \), Blue cluster: \( 375 \leq i \leq 384 \)). In Fig. 3(c) and 3(d), the same analysis is performed for \( E_{2} \). Similarly, we found two lines running periodically (colored as green and purple) and the firing rates are the same within each cluster (Green cluster: \( 431 \leq i \leq 470 \), Purple cluster: \( 774 \leq i \leq 781 \)).

To quantify the relationship between the spike trains, we computed \( \rho_{ij}^{XY} \), which is correlation coefficient between the \( i \)th neuron in \( X \) and the \( j \)th neuron in \( Y \) as

\[
\rho_{ij}^{XY} = \frac{\text{Cov} \left( N_{i}^{X} (t, t + \Delta t), N_{j}^{Y} (t, t + \Delta t) \right)}{\sqrt{\text{Var} \left( N_{i}^{X} (t, t + \Delta t) \right) \text{Var} \left( N_{j}^{Y} (t, t + \Delta t) \right)}},
\]

where \( N_{i}^{X} (t, t + \Delta t) \) is the number of spikes emitted by the \( i \)th neuron in \( X \) population during a time bin \( \Delta t \), which is given by

\[
N_{i}^{X} (t, t + \Delta t) = \int_{t}^{t + \Delta t} y_{i}^{X} (t')dt'.
\]

In our study, the time bin \( \Delta t \) was set as 10 (ms). Fig. 3(e) displays the pairwise correlations for all of the pairs within and between \( E_{1} \) and \( E_{2} \). We can visually confirm high correlation within the red and green clusters, as well as negative correlation between the red and green clusters.
We further plotted histograms of correlation coefficients as shown in Figs. 3(f) and 3(g). In Fig. 3(f), we plotted histograms of correlations within red clusters (red), within blue clusters (blue), and between red and blue clusters (gray) in $E_1$ population. We can see the firing within red and blue clusters is highly correlated, while low correlation is shown between the red and blue clusters, which depicts the local decorrelation of the clusters. We also plotted the histogram of the correlation coefficients between the clusters located in different populations ($E_1$ and $E_2$) in Fig. 3(g). Red-green pairs and blue-purple pairs are highly correlated, while red-purple and blue-green pairs exhibit low correlations. The results indicate that highly correlated spiking activity, which is known as a typical index of spike transmission, emerges across regions in individual or sub-cluster level via the time-delay in communication.

Although some cluster pairs are shown to be decorrelated from the histogram, one might overlook temporally-localized correlated activity between the clusters. To further investigate the temporal structure of the correlation, we derived $C_{ij}^{XY} (\tau)$ which is a cross-covariance function between the $i^{th}$ neuron in $X$ and the $j^{th}$ neuron in $Y$ as

\[
C_{ij}^{XY} (\tau) = \sum_n Y_i^X (t_n) Y_j^Y (t_n - \tau) - \frac{1}{\Delta T} N_i^X (t, t + \Delta T) \frac{1}{\Delta T} N_j^Y (t, t + \Delta T),
\]

where $t_n = n \delta t$ and $Y_i^X (t_n) = \int_{t_n}^{t_n + \delta t} y_i^X (t') dt'$ is the time binned spike train. The time bin $\delta t$ was set as 1 ms and $\Delta T$ was 2 sec. Then, the averaged cross-covariance between the colored clusters is derived as the averaged $C_{ij}^{XY} (T)$ over the corresponding neuron pairs.

In Fig. 3(h), we can see the cross-covariance between red and blue clusters is relatively small (gray), in relation to the pairs within clusters (red and blue), which shows the two clusters are decorrelated although they belong to the same excitatory population ($E_1$). We note that the firing rate is the same within each cluster. (c) Rastergram of $E_1$. Two clusters are colored as green and purple. (d) Firing rate of each neuron. Similarly, the firing rate is the same within each clusters. (e) Correlation coefficients for each neuron pair. Time bin is 10 ms. (f) Histogram of correlation coefficients for pairs within red clusters (red), pairs within blue clusters (blue) and pairs between red and blue clusters (gray) in $E_1$. We can see firings within each clusters are highly correlated, while there is low correlation between the clusters. (g) Histogram of correlation coefficients between clusters belonging to different populations. Red-green pair and blue-purple pairs are highly correlated, while red-purple and blue-green pairs exhibit low correlations. (h) Averaged cross-covariance function for corresponding pairs in (f). Time bin is 1 ms. Both red and blue clusters exhibit oscillatory firing. Note that the frequency is slightly different, which results in low cross-covariance between red and blue clusters. (i) Averaged cross-covariance function for corresponding pairs in (g). Time bin is 1 ms. Red-green pairs and blue-purple pairs, which are located in distant neuronal modules, are oscillating with the same frequency and exhibit high correlation.

FIG. 3. CFC exhibits long-range multi-cluster gamma-band cross-covariance (a) Rastergram of $E_1$. Two clusters are colored as red and blue. (b) Firing rate of each neuron. Note that the firing rate is the same within each cluster. (c) Rastergram of $E_2$. Two clusters are colored as green and purple. (d) Firing rate of each neuron. Similarly, the firing rate is the same within each clusters. (e) Correlation coefficients for each neuron pair. Time bin is 10 ms. (f) Histogram of correlation coefficients for pairs within red clusters (red), pairs within blue clusters (blue) and pairs between red and blue clusters (gray) in $E_1$. We can see firings within each clusters are highly correlated, while there is low correlation between the clusters. (g) Histogram of correlation coefficients between clusters belonging to different populations. Red-green pair and blue-purple pairs are highly correlated, while red-purple and blue-green pairs exhibit low correlations. (h) Averaged cross-covariance function for corresponding pairs in (f). Time bin is 1 ms. Both red and blue clusters exhibit oscillatory firing. Note that the frequency is slightly different, which results in low cross-covariance between red and blue clusters. (i) Averaged cross-covariance function for corresponding pairs in (g). Time bin is 1 ms. Red-green pairs and blue-purple pairs, which are located in distant neuronal modules, are oscillating with the same frequency and exhibit high correlation.
D. Suitable temporal window for population rate code

It is experimentally reported that neurons tend to fire in specific phases of ongoing background oscillations\cite{30}, and this relation between phase of oscillation and spike timing is known to encode information\cite{31}. To evaluate any relationship between the phase of the background oscillation and spike timing, we introduced the mean membrane potential to evaluate the phase of the background oscillation and investigated the spike counts in relation to these phases in \(E_1\) population. There are two possible measures to evaluate the mean excitability of a neuronal population: population spike count and mean membrane voltage. In this study, we used the mean membrane potential because it is a smoother function of time than population spike counts. (It can be defined as a continuous function, while the population spike count is discrete.) In order to avoid the effect of physiologically implausible blow-up of membrane potential, we obtained the membrane potential of each neuron as: 

\[
\langle V \rangle(t) = \frac{1}{N_{E_1}} \sum_{i=1}^{N_{E_1}} V_i^{E_1} .
\]  

(11)

Based on \(\langle V \rangle(t)\), we derived the envelopes and defined macroscopic phase for the theta oscillation \((\phi_\theta)\) and the gamma oscillation \((\phi_\gamma)\). In Fig. 4 (a), the time series of \(\langle V \rangle(t)\) and its envelopes are shown. Envelopes are captured as the amplitude of the analytic signal of \(\langle V \rangle(t)\), which was derived via Hilbert filters. To capture the theta and gamma phase, we applied two Hilbert filters with different filter length (250ms for \(\theta\), 50ms for \(\gamma\)) \cite{56}. The zero phase for \(\phi_\theta(t)\) and \(\phi_\gamma(t)\) is defined as the negative peak of the envelope as shown in Fig. 4 (b). Because the macroscopic dynamics is a torus, where the frequency components are rationally independent generically, then the trajectory covers the whole area of the \(\phi_\theta-\phi_\gamma\)-2D space as shown in Fig. 4 (c).

We plotted whole population spike counts \(s^{E_1}(\phi_\theta(t), \phi_\gamma(t)) = \sum_i^{N_{E_1}} n_i^{E_1}(t - \delta t/2, t + \delta t/2)\) on the 2D space as shown in Fig. 4 (d). We can see the spike count is modulated by both \(\phi_\theta\) and \(\phi_\gamma\).

To further investigate how the spike count is modulated by the phases, we introduced \(M\)-binned phases \(\phi^m = 2\pi m/M\) in \(\phi_\theta-\phi_\gamma\)-2D space and derived averaged spike counts for each bin \(s^{E_1}(\phi_\theta, \phi_\gamma) = \langle s^{E_1}(\phi_\theta^m, \phi_\gamma^m) \rangle\) where \(\phi^m \leq \phi_\theta < \phi^{m+1}\) and \(\phi^m \leq \phi_\gamma < \phi^{m+1}\) as shown in Fig. 4 (e). Here, the number of bins is \(M = 40\). In Fig. 4 (e), there is a region of high spike count for the red cluster \((\bar{s}_{red}^E : 34 \leq i \leq 93)\), the blue cluster \((\bar{s}_{blue}^E : 375 \leq i \leq 384)\) and the asynchronous neurons between the red and blue clusters \((\bar{s}_{sync}^E : 94 \leq i \leq 374)\) are shown in Figs. 4 (g), (h) and (i). We can see these clusters exhibit several distinct types of phase-specific firing modulated by both \(\phi_\theta\) and \(\phi_\gamma\).

FIG. 4. \(\theta - \gamma\) oscillations and spiking dynamics. (a) Time series of \(\langle V \rangle(t)\), the mean of the membrane potential of neurons in \(E_1\) (Black) and the envelopes of \(\langle V \rangle(t)\) for theta oscillations (red) and gamma oscillations (blue).  (b) Introducing \(\phi_\theta\) and \(\phi_\gamma\). (c) Time evolution of \(\phi_\theta\) and \(\phi_\gamma\).  (d) Population spike count plotted over \(\phi_\theta - \phi_\gamma\) space. (e) Averaged spike counts for each bin in \(\phi_\theta-\phi_\gamma\) space. (f) Fano factors of spike count. (g-i) Averaged spike counts of the sub-clusters found in Fig. 4 (g) The red cluster (h) The blue cluster. (i) The neurons between the red and blue clusters.
IV. DISCUSSION

We employed numerical and theoretical analyses for inter-regionally coupled neuronal populations in a multi-scale point of view. We found the emergence of nontrivial CFC, induced by time-delay, with correlated spike trains between regions. We introduced quenched variability to individual neurons, instead of individual noise, in order to analyze the effect of time-delayed interactions thus avoiding the non-Markov state where noise and delay co-exist.

Another key technique is that we consider conductance based synapses and voltage dependent neuronal dynamics. By the Lorentzian ansatz [24] (it is associated with the Ott-Antonsen ansatz [23]), the dynamics of neuronal populations reduce to a set of macroscopic DDEs. These enable us to unveil the significant impact of the delay on the rhythmogenesis. As the derived equations are valid regardless of the frequencies, we successfully investigate theta-gamma interactions, which is not possible by conventional firing-rate models [20, 22]. In addition, the mean (Eq. 1) and individual voltage (Eq. 1) of neurons are appropriately evaluated under biologically plausible values for the conductances and reversal potentials of GABA and AMPA [31].

By the analyses of the macroscopic equations, we found that time-delay destabilizes the asynchronous firing state via a Hopf bifurcation (HB). Further increase of the time-delay leads to a destabilization of the oscillation (that emerged from the HB) via a torus bifurcation which produces the CFC. Fig. 3(b) shows that the torus bifurcation emerges at the intersection of two curves of HBs. [51] performed a partial analysis of the case in which there is a double HB in a delay model in the non-resonant case (when the frequencies of the HBs were not rationally related); in a broad range of parameters, it is possible to find a stable torus that emerges. (See also [57] for a neuronal example.) This appears to be the case in our system. Under such bifurcations, diverse interactions between the macroscopic oscillation and individual neurons can be realized. By analyses of the microscopic spike trains under CFC, we found that the inter-population correlation can be much larger than that of the intra-population. We also found that there is a firing preference of sub-populations as a function of the phase of the slow oscillation.

In previous studies, the gamma oscillation were found to emerge from local inhibitions [33, 54]. Our findings here show that a gamma oscillation can emerge from inter-regional excitatory time-delayed interactions (e.g. Fig. 2(a)). This delay-induced mechanism is different from the conventional mechanisms (ING and PING), thus implies a novel generation mechanism for the gamma oscillation.

Pairwise spike correlation has been widely analyzed in physiological experiments. It is reported to increase or decrease with respect to task demands [58]. Although the relation of correlations to brain functions has been experimentally suggested, it is still hard to interpret them and understand the origin of such correlations. As for the dynamical mechanism, Litwin-Kumar et al. proposed that a slight heterogeneity of neural interaction increased pairwise correlation in the same cluster [50]. In our model, there are two clusters in each population that show the same firing rate. High correlations in absolute value emerge between neurons within different populations, that are located in distant regions, while low correlation occur between populations that have different firing rates. CFC induced by time delay can thus serve multi-band information transfer by using sub-cluster correlations and may support neuronal multiplexing [59].

Regarding the spike preferences of macroscopic phase, Georgiou et al. show that the spike timing of neurons in V4 and the frontal eye fields occurs at specific phases of LFP in V4 during visual attentions [60]. Sellers et al. also found that neurons in Prefrontal cortex fire at specific phases of not only local theta and gamma oscillation, but also phase of theta oscillation of anatomically connected distant region [61]. These studies suggest that the spike preference of macroscopic phase could encode and transfer information. In Fig. 4 our model also exhibits spike preference of the macroscopic phase of theta and gamma oscillations.

Senior et al. evaluated firing timing of hippocampal CA1 pyramidal cells and found phase preferences in relation to theta and gamma oscillations [53]. They also found distinct two types neuron groups that have a different phase preference (Fig. 4 B in [53]) and firing rate (Fig. 2 B in [53]). Such clusters, which exhibit distinct phase preference and firing rates, were also found in our model during CFC. Moreover, we found these clusters exhibit long-range gamma-band cross-covariance across distant regions, suggesting the impact on long-range information transfer. We note the emergence of such sub-clusters in a population, which were characterized by different firing rates, are also reported even under collective chaos [27, 62]. Further studies are needed to figure out whether sub-clusters can also contribute to long-range communication in a synchronized manner in chaotic regions, where population level signals are hard to correlate [22].

The theta-gamma neural code hypothesis, proposed by Lisman et al., assumes that the nested oscillation, where the phase of theta oscillation and the amplitude of gamma oscillation are coupled, encode multiple memory items in an ordered way [63]. Although this hypothesis is supported by recent experimental studies [64], it is less clear whether the dynamical properties of such nested oscillations have the ability to store information. We showed, in Figs. 4(e) and 4(f), that nested oscillations accompany a phase-specific time window with high-spike counts and low-Fano factor. Within such a temporal window, stimuli are likely to be robustly encoded by changes of spike counts.

In real brains, interactions between multiple regions would exhibit diverse time-delayed interactions [65]. Further investigation about delayed interactions and infor-
mation transmission will be important in order to understand how spike dynamics is affected by the macroscopic phase of multiple brain regions [66].
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Appendix A: Derivation of mean field equations

In this section, the details of the derivation of mean field equations are described. In the derivation, we mostly follow the previous work by Montbrió et al [24].

1. Spiking description to reduce by Ott-Antonsen ansatz

The dynamics of the membrane potential $V^{X}_i(t)$, $i$-th neuron in population $X$, is

$$C \frac{dV^X_i}{dt} = g_{LX}(V^X_i(t) - V_R)(V^X_i(t) - V_T)$$

$$- \sum_Y g^Y_X(t)(V^X_i(t) - V^Y_{syn}) + I^X_i,$$

which can be written as

$$\frac{dV^X_i}{dt} = a_X(V^{X<header>}_i(t))^2 + b_X(t)V^{X<header>}_i(t) + c_X(t) + I^X_i,$$

where $a_X = g_{LX}/(V_T - V_R)$, $b_X(t) = g_{LX}(V_T + V_R)/(V_T - V_R) - \sum_Y g^Y_X(t)$ and $c_X(t) = -g_{LX}V_TV_R/(V_T - V_R) + \sum_Y g^Y_X(t)V^Y_{syn}$.

Also, the dynamics of $g^Y_X(t)$ is written as

$$\frac{dg^Y_X}{dt} = -\frac{1}{\tau_d} g^Y_X(t) + \sum_{k=1}^{N_Y} \delta(t - (\tau^X_{ke} + \tau^Y_{ke})).$$

Here, the N-body description of the whole system is 1012-dimensional system with 1000 of $V^{X<header>}_i$ and 12 of $g^Y_X$.

2. Introducing probability density function $\rho_X(V^X_i|I^X,t)$

Taking the continuum limit as $N_X \rightarrow \infty$, we introduce the probability density function $\rho_X(V^X_i|I^X,t)$ for the population $X$, where $\int_{\nu-\Delta \nu}^{\nu+\Delta \nu} \rho_X(V^X_i|I^X,t) dV^X$ describes the probability of neurons in the population whose membrane potentials $V^X$ are between $\nu$ and $\nu + \Delta \nu$ and current is $I^X$ at time $t$. Because the number of neuron is conserved, $\rho_X(V^X_i|I^X,t)$ follows the continuity equation:

$$\frac{\partial}{\partial t} \rho_X(V^X_i|I^X,t)$$

$$= - \frac{\partial}{\partial V^X} \left[ \left( a_X V^{X<header>}_i + b_X(t)V^X_i + c_X(t) + I^X \right) \rho_X(V^X_i|I^X,t) \right]$$

(A4)

3. Adopting the “Ott-Antonsen ansatz”

Here, we start to derive the mean field dynamics of the system by applying so-called “Ott-Antonsen ansatz (OAA)”. In the previous study [24], the ansatz is extended to Quadratic integrate-and-fire neurons as:

$$\rho_X(V^X_i|I^X,t) = \frac{f(I^X)}{\pi} \frac{x^X(I^X,t)}{(V_X - y_X(I^X,t))^2 + x^X(I^X,t)^2},$$

which is a Lorentzian distribution with dynamical variables $x^X(I^X,t)$ and $y_X(I^X,t)$. Here, $x^X(I^X,t)$ and $y_X(I^X,t)$ represent the low dimensional behavior of the probability density function $\rho_X$. Adopting the ansatz, we obtain the low dimensional behavior as

$$\frac{dx^X(I^X,t)}{dt} = 2a_X x^X(I^X,t)y^X(I^X,t) + b_X(t)x^X(I^X,t),$$

(A6)

$$\frac{dy^X(I^X,t)}{dt} = -a_X(x^X(I^X,t))^2 + a_X(y^X(I^X,t))^2$$

$$+ b_X(t)y^X(I^X,t) + c_X(t) + I^X.$$  (A7)

Introducing the complex variable $w^X(I^X,t) = x^X(I^X,t) + iy^X(I^X,t)$, the two coupled equations can be written in complex form as

$$\frac{dw^X(I^X,t)}{dt} = i a_X w^X(I^X,t)^2 + b_X(t)w^X(I^X,t) + c_X(t) + I^X.$$  (A8)

4. Description of mean field dynamics: $r^X(t)$ and $v^X(t)$

We introduce two macroscopic observables: the firing rate $r^X(t)$ and the mean voltage $v^X(t)$. The firing rate of the population $r^X(t)$ is obtained by summing up the flux for all $I^X$ at $V^X = V^X_{peak}$, where $V^X_{peak}$ is the firing threshold. Taking the firing threshold $V^X_{peak} \rightarrow \infty$, $r^X(t)$ can be defined as

$$r^X(t) = \int_{-\infty}^{\infty} \lim_{r^X \rightarrow \infty} (a_X V^{X<header>}_X + b_X(t)V^X + c_X(t) + I^X)$$

$$\rho_X(V^X,I^X,t) dI^X.$$  (A9)
Substituting the ansatz, we get

\[ r_X(t) = \frac{a_X}{\pi} \int_{-\infty}^{\infty} x_X(I_X, t)f_X(I_X)dI_X. \tag{A10} \]

Following that \( f_X(I_X) \) is now given as the Lorentzian function, this improper integration can be evaluated using an analytic continuation and the residue theorem, then we get

\[ r_X(t) = \frac{a_X}{\pi} x_X(I_X - i\Delta I_X, t). \tag{A11} \]

Next, the mean voltage of the population \( v(t) \) can be defined by integrating the \( V_X \)-weighted \( \rho_X(V, I, t) \) for all the \( V_X \) and \( I_X \) values, so that

\[ v_X(t) = \int_{-\infty}^{\infty} \rho_X(V_X, I_X, t)V_XdV_XdI_X. \tag{A12} \]

Note that we resort to the Cauchy principal value p.v. \( \int_{-\infty}^{\infty} h(x)dx = \lim_{\epsilon \to 0} \int_{-\epsilon}^{\epsilon} h(x)dx \) in order to avoid indeterminacy of the improper integral. Substituting the ansatz, we get

\[ v_X(t) = \int_{-\infty}^{\infty} y_X(I_X, t)f_X(I_X)dI_X. \tag{A13} \]

As the same as \( r_x(t) \) case, following that \( f_X(I) \) is now given as the Lorentzian function, this improper integration can be evaluated using the residue theorem to get

\[ v_X(t) = y_X(I_X - i\Delta I_X, t). \tag{A14} \]

Finally, substituting Eq. A11 and Eq. A14 into Eq. A8, the population dynamics is obtained as

\[ \frac{d}{dt} r_X(t) = 2a_X r_X(t) v_X(t) + b_X(t) r_X(t) + \frac{a_X}{\pi} \Delta I_X, \tag{A15} \]

\[ \frac{d}{dt} v_X(t) = -\frac{\pi^2}{a_X} r_X(t)^2 + a_X v_X(t)^2 + b_X(t) v_X(t) + c_X(t) + \bar{I}_X. \tag{A16} \]

5. Description of mean field synaptic dynamics: \( g^Y_X(t) \)

Since we have the dynamics of the population firing rate \( r_X(t) \), Eq. A3 can be written using \( r_X(t) \) instead of using delta function as

\[ \frac{dg^Y_X}{dt} = -\frac{1}{\tau_d} g^Y_X(t) + g^Y_X \cdot p^Y_X \cdot N^Y \cdot r^Y_X(t - \tau^Y_X). \tag{A17} \]
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