In this note we consider a non-linear, large-$N$ $\mathbb{C}P^{N-1}$ sigma model on a finite size interval with periodic boundary conditions, at finite temperature and chemical potential in the regime of $\beta \mu$ large. Our goal is to extend previous calculations and obtain the coefficients of the derivative expansion of the one-loop effective action in the region of $\beta \mu$ large by carrying out the appropriate analytical continuation. This calculation complements previous results and allows us to conclude that the ground state remains homogeneous in this regime as long as it is assumed to be a slowly varying function of the spatial coordinates. While this is reasonable at the two extremes of small or large chemical potential, for intermediate values of the chemical potential and small enough temperature, one might expect (by analogy with other models) that lower energy crystalline solutions may exist. In this case a simple derivative expansion, like the one discussed here, would need to be modified in order to capture these features.

I. INTRODUCTION

Sigma models are of particular importance in the ambit of both condensed matter and high energy physics due to the fact that they can model many interesting physical phenomena. Perhaps the best known example is the $O(3)$ sigma model which is closely related to Heisenberg’s model of antiferromagnetism. The $O(3)$ sigma model is used to describe interacting spins, where the interaction is introduced in the form of a constraint on the degrees of freedom of the field. The constraint is usually implemented by requiring the dynamical fields to be of fixed length. This condition allows the phases of the dynamical fields to be free to vary. In this model, field interactions arise because any change in one of the multiplet components must be accompanied by corresponding changes in the other components so that the length of the multiplet remains constant (as imposed by the constraint). It is possible to extend this model to include $N$ fields. This generalization is particularly important since it allows to study the model in the limit of large number of fields. More importantly, in this limit, the model can be solved exactly. A related classic example is the two-dimensional $\mathbb{C}P^{N-1}$ model, that is described by a $1 + 1$ dimensional field theory of $N$ complex scalar fields $n_i$ ($i = 1, 2, \cdots, N$) with an action of the form

$$S = \int dx dt |D_\mu n_i|^2,$$

and $D_\mu = \partial_\mu - iA_\mu$ with $A_\mu$ being a U(1) gauge field. The scalars $n_i$ obey the constraint,

$$|n_i|^2 = r,$$

which represents a condition that causes interactions among the fields. The $\mathbb{C}P^{N-1}$ model has received considerable attention in view of its rich vacuum structure featuring asymptotic freedom, dynamical mass generation, and confinement. These characteristics make the $\mathbb{C}P^{N-1}$ model a useful toy model of QCD. A general introduction to the subject together with some of the original references about the $\mathbb{C}P^{N-1}$ model can be found, for example, in [1-8].
Interest in this class of models (mainly $O(N)$ or $\mathbb{C}P^{N-1}$ models) has recently been revived. In particular, a number of works have been focused on analyzing the behavior of models such as $O(N)$ or $\mathbb{C}P^{N-1}$ in the presence of boundaries. A subset of these investigations can be found in references 9–31.

One of the prominent issues being analyzed is related to the question of how the ground state responds to the presence of boundaries or, equivalently, to boundary conditions. Naturally, in the presence of topologically nontrivial (e.g., Dirichlet, Neumann, Robin) boundary conditions, the ground state, defined as the extremum of the effective action (it is important to notice that we do not define the ground state as the extremum of the effective action at zero temperature, but simply as the extremum of the effective action), cannot be homogeneous. However, in the simpler case of periodic boundary conditions both homogeneous and inhomogeneous ground states are allowed. Usually, one would expect the homogeneous ground state to be energetically favorable. However, in the presence of external conditions, even in flat space, there are situations in which this does not hold true. Well-known examples of these unusual situations occur in quantum field theories with four-fermion interactions (e.g., the Gross-Neveu model and the Nambu-Jona Lasinio model are examples of the sort 12), where inhomogeneous ground states may become energetically favorable at intermediate values of the chemical potential 32. Specifically, the ground state at high- or low-density and low-temperature is homogeneous, but it becomes inhomogeneous, with a resulting crystal structure, at intermediate densities.

In the present work, we will assume the field theory model (1)-(2) to be defined on the interval $x \in [0, \ell]$. Then, our starting point is the following tree-level action

$$S = \int dx dt \left( |D_{\mu}n_i|^2 + M^2 \left( |n_i|^2 - r \right) \right).$$

(3)

where the constraint $|n_i|^2 = r$ is incorporated by means of a Lagrange multiplier $M^2$. In this note we focus on the case $A_{\mu} = 0$, an assumption which has also been used in previous works on the subject 14,20,21,30.

Finite temperature and chemical potential can be introduced in the above model and compete with the effect of boundary conditions imposed at the endpoints of the interval $[0, \ell]$. Notice that Green’s functions satisfying spatial periodicity are analogous to thermal Green’s functions, whose periodicity is instead set by the inverse temperature along the Wick rotated direction. This suggests that changes in the ground state may occur in the form of transitions between a low-temperature (or large-$\ell$), massive (Coulomb or confining) phase and a high-temperature (small-$\ell$) massless (Higgs or deconfining) phase, as a result of varying the size $\ell$ of the interval 12. At the same time, the Coleman-Mermin-Hoefnagel-Wagner theory predicts the possibility of symmetry breaking and anticipates the locking of the ground state in a Coulomb phase, with no transition at all expected to occur 21.

Rather than assume a priori that no inhomogeneous ground state exists, it is preferable to entertain the possibility that the ground state may be inhomogeneous (away from non-periodic boundary conditions and in the presence of a chemical potential), and eventually discard that possibility a posteriori by using the theory. To this end, we need to assume a spatially-dependent ground state from the beginning of our analysis. A general approach to deal with this situation in the large-$N$ limit has been discussed, for example, in references 30,31 where a derivative expansion for the one-loop effective action $\Gamma[M^2]$ as a functional of the mass gap $M^2$ has been obtained in the form,

$$\Gamma[M^2] \sim \beta \int_0^\ell dx \left\{ \alpha_0 + \alpha_1 M^2 + \alpha_2 M^4 + \alpha_3 \left( M^6 + \alpha_4 \left( \nabla (M^2) \right)^2 \right) + \cdots \right\}.$$

(4)

In the above expression, the coefficients $\alpha_p$ depend on the temperature and chemical potential, and the dots denote higher order terms as well as non-analytic contributions that may arise from infrared and non-perturbative effects. Also, notice that the sign of the coefficients of the derivative terms determines whether spatially varying solutions increase or decrease the effective action.

We should remark here that the above expansion is nothing but the heat-kernel asymptotic expansion of the effective action for the problem under consideration. In general, this expansion is not convergent for any value of the temperature or chemical potential (or of other external fields which may be present). However, there exist specific ranges of values of the parameters involved in the expansion which make it an extremely good approximation suitable for a detailed analysis.
of the model (the typical ones considered in the literature are the high-temperature range or the weak-curvature range). In the present case, we will construct an expansion valid for $\mu \beta$ large, and the main point of the paper is precisely to compute the coefficients of the expansion in this range. Furthermore, in order to make our approach formally consistent, we need to assume that the contribution of higher derivatives to the effective action are increasingly smaller. This means that we are excluding possible solutions that are rapidly varying in space. While this appears to be a formal assumption, it is physically reasonable to expect that such rapidly varying solutions require more energy to exist.

The quantity $\alpha_0$ represents the vacuum energy contribution (see reference\textsuperscript{25}). The explicit form of the coefficients $\alpha_p$, with $p \geq 1$ has been obtained in\textsuperscript{30} at finite temperature ($T = 1/\beta$), and in\textsuperscript{31} in the presence of a finite chemical potential $\mu$ associated with the first component of the complex parameter $n_i$. In those papers the calculations were performed in the range $\beta \mu < 2\pi$ which led the authors to conclude that the inhomogeneous phases are energetically unfavorable. This outcome is not surprising, due to the fact that the chemical potential was assumed to be small.

The goal of this note is to relax the condition $\beta \mu < 2\pi$ and extend the computation of the coefficients $\alpha_p$ with $p \geq 1$ to the case $\beta \mu$ large; this case includes a setup with large chemical potential $\mu$.

In the following, after briefly explain how to obtain a derivative expansion of the effective action at large-$N$, we will describe how to perform the analytic continuation of the coefficients $\alpha_p$ for $\beta \mu \gg 1$, extending the results of\textsuperscript{25}. By using the explicit expression for coefficients $\alpha_p$ for $\beta \mu \gg 1$ we prove that the ground state remains homogeneous also in the range in which $\beta \mu$ is large.

II. ONE-LOOP EFFECTIVE ACTION AND ITS DERIVATIVE HEAT-KERNEL EXPANSION

In this section, we briefly summarize how to obtain the derivative expansion of the bulk one-loop effective action obtained in Refs.\textsuperscript{30,31}. For brevity, we simply outline the main steps and refer the reader to the original references for additional details. The formal expression for the one-loop effective action for the model (3) is

$$S^c_{\text{eff}} = \beta \int dx \left\{ (\sigma')^2 + M^2 \left( |\sigma|^2 - \mu^2 \sigma^2 \right) \right\}$$

$$+ \frac{(N-1)}{2} \sum_{\pm} \text{Tr} \log \left( -\partial^2 - \partial^2 + M^2 - \mu^2 \pm 2\mu \partial \right),$$

(5)

and it is identical to that of\textsuperscript{31} in the present case. In the expression\textsuperscript{31}, we have chosen the background-field configuration to lie along the $k = 1$ direction, i.e., $n_1 = \sigma$, $n_k = 0$ with $k > 1$. In addition, following Ref.\textsuperscript{33}, we made the simplifying assumption requiring that the chemical potential $\mu$ be associated only with the first component of the complex parameter $n_i$. The above determinant can be analyzed in terms of the following zeta function

$$\zeta_\pm (s) = \sum_{k=0}^{\infty} \sum_{n=-\infty}^{\infty} \left( \rho_k^{(s)} + (2\pi n/\beta \pm i\mu)^2 \right)^{-s},$$

(6)

where the $\rho_k^{(s)}$ are the eigenvalues of the operator $\partial^2 + M^2$. According to the spectral zeta function regularization technique\textsuperscript{34,35}, the determinant in (5) can be evaluated in terms of the derivative at $s=0$ of the zeta function in (6). By using the Mellin transform and the heat-kernel asymptotic expansion (see Ref.\textsuperscript{30} for details), Eq. (6) can be cast in the following form

$$\zeta_\pm (s) = \frac{1}{\Gamma(s)} \frac{\beta}{(4\pi)^{(d+1)/2}} \sum_{k=0}^{\infty} \alpha_k \int_{-2}^{\infty} dt t^{(d-2k+1)/2} \times$$

$$\times \left( 1 + 2 \sum_{n=1}^{\infty} \cosh (\beta \mu n) e^{-\frac{\rho_k^{(s)}}{2}} \right),$$

(7)
where $\Lambda$ is a UV regulator and

$$
\alpha_0 = 1, \quad \alpha_1 = -M^2, \quad \alpha_2 = \frac{1}{2} M^4 - \frac{1}{6} \Delta (\ell^2 M^2), \quad \alpha_3 = -\frac{1}{6} M^6 + \frac{1}{12} \left( \nabla (M^2) \right)^2 + \frac{1}{6} M^2 \Delta (M^2) - \frac{1}{60} \Delta^2 (M^2).
$$

By integrating (7) over $t$, then differentiating the resulting expression with respect to $s$, and by finally using the relation

$$
\text{Tr} \log P = -\zeta'(0), \quad (8)
$$

valid, in particular, for an elliptic and self-adjoint operator $P$, one obtains the following expression for the bulk one-loop effective action

$$
S_{\text{eff}}^E = \beta \int_0^\ell dx \left\{ (\nabla \sigma)^2 + M^2 \left( |\sigma|^2 - r_\star \right) - \mu^2 \sigma^2 - \frac{(N-1)}{4\pi} \left[ -\log \left( \frac{\beta^2}{\ell^2} \right) - 2 \sigma'(1) \right] M^2 + \frac{\beta^2}{4} \sigma'(3) M^4 \\
+ \frac{\beta^4}{16} \sigma'(5) \left( \frac{1}{6} M^6 + \frac{1}{12} \left( \nabla (M^2) \right)^2 + \cdots \right) \right\}. \quad (9)
$$

In this expression the dots represent the Casimir energy of the system, the neglected higher orders terms and non-analytic contributions. The parameter $r_\star$ represents a renormalized coupling. The coefficients $\varpi_\pm (a)$ of the expansion are defined as

$$
\varpi_\pm (a) = \sum_{n=1}^\infty \cosh (\pm zn) n^{-1+a}, \quad (10)
$$

where $z = \beta \mu$. We would like to point out that the above results reproduce previously obtained results in the limit of vanishing chemical potential. So far, we have simply presented the results of Ref. in which the coefficients $\varpi_\pm$ were evaluated by performing the analytic continuation in the region $0 \leq |z| \leq 2\pi$. The goal of this work is to compute the coefficients $\varpi_\pm$ in the opposite limit; namely the one for large argument $z \gg 1$, i.e. $\beta \mu \gg 1$.

### III. ANALYTIC CONTINUATION OF THE FUNCTIONS $\varpi_\pm$ FOR LARGE ARGUMENT.

The analytic continuation of the function $\varpi_\pm$ for large values of the parameter $z$ can be obtained from the analytic continuation of the following function for $a \not\in \mathbb{N}_+$

$$
f(a,x) = 2 \sum_{n=1}^\infty \cosh(xn)n^{a-1} = \text{Li}_{1-a} (e^{-x}) + \text{Li}_{1-a} (e^x), \quad (11)
$$
where \( \text{Li}_x(w) \) denotes the polylogarithmic function. For \( x \gg 1 \), the function \( \text{Li}_{1-a}(e^{-x}) \) is exponentially small and, hence, will have a negligible contribution to the asymptotic expansion. The only relevant contributions to the large-\( x \) asymptotic expansion of Eqn. (11) come from \( \text{Li}_{1-a}(e^x) \).

In order to obtain the desired asymptotic expansion, we start with the Bose-Einstein integral representation of the polylogarithmic function

\[
\text{Li}_p(e^x) = \frac{1}{\Gamma(p)} \int_0^\infty \frac{t^{p-1}}{e^{tx} - 1} dt,
\]

which is valid for \( x < 0 \) and in the semi-plane \( \Re(p) > 0 \). This representation needs to be extended to positive values of the parameter \( x \) to obtain a large-\( x \) asymptotic expansion. However, when extending the integral representation to \( x > 0 \), one needs to circumvent the pole of the integrand that occurs on the real axis at \( t = x \). This pole can be avoided by considering, instead of the real integral in (12), the following complex integral

\[
\int \frac{z^{p-1}}{e^{x-z} - 1} dz,
\]

where the contour \( \gamma \) (see Fig. 1) consists of the segment \([0, x - \varepsilon] \), with \( \varepsilon > 0 \), along the real line, followed by a semi-circle of radius \( \varepsilon \), \( C_\varepsilon \), (from above or below) around the pole at \( z = x \) and ending with the infinite segment \([x + \varepsilon, \infty] \). Along this contour one has

\[
\int \frac{z^{p-1}}{e^{x-z} - 1} dz = \int_0^{x-\varepsilon} \frac{t^{p-1}}{e^{x-t} - 1} dt + \int_\varepsilon^x \frac{z^{p-1}}{e^{x-z} - 1} dz + \int_x^\infty \frac{t^{p-1}}{e^{x-t} - 1} dt.
\]

By using Cauchy’s residue theorem to compute the integral over the semicircle and by subsequently taking the limit as \( \varepsilon \to 0 \) one obtains

\[
\text{Li}_p(e^x) = \mp i \pi \frac{x^{p-1}}{\Gamma(p)} + \frac{1}{\Gamma(p)} \left[ -\int_0^x t^{p-1} dt - \int_0^{x-\varepsilon} t^{p-1} dt + \int_\varepsilon^x \frac{t^{p-1}}{e^{x-t} - 1} dt \right].
\]

The first integral on the right-hand-side can be computed for \( p > 1 \) and then analytically extended to \( p \in \mathbb{C} \), to give

\[
\text{Li}_p(e^x) = \mp i \pi \frac{x^{p-1}}{\Gamma(p)} - \frac{1}{\Gamma(p)} \left[ \frac{e^x - 1}{x} - \frac{1}{\Gamma(p)} \left( \int_0^x \frac{t^{p-1}}{e^{x-t} - 1} dt - \int_\varepsilon^x \frac{t^{p-1}}{e^{x-t} - 1} dt \right) \right].
\]

In Eqn. (16), we set \( y = x - t \) in the first integral and \( y = t - x \) in the second integral. In this way one obtains

\[
\int_0^x (x-y)^{p-1} e^y dy - \int_0^\infty (x+y)^{p-1} e^{-y} dy = \int_0^\infty (x-y)^{p-1} e^y dy - \int_0^\infty (x+y)^{p-1} e^{-y} dy - \int_0^\infty (x+y)^{p-1} e^{-y} dy.
\]

By utilizing the integral representation (12) it is not difficult to realize that

\[
\int_0^\infty (x-y)^{p-1} e^y dy = (-1)^{p-1} \int_0^\infty \frac{t^{p-1}}{e^{x+t} - 1} dt = (-1)^{p-1} \Gamma(p) \text{Li}_p(e^{-x})^p,
\]

which implies that the integral is exponentially small for \( x \to \infty \) and can, hence, be ignored. The last remark allows us to write

\[
\int_0^x (x-y)^{p-1} e^y dy - \int_0^\infty (x+y)^{p-1} e^y dy \approx \int_0^\infty (x-y)^{p-1} e^y dy - \int_0^\infty (x+y)^{p-1} e^y dy.
\]

The integral appearing on the right-hand-side can be split into a sum of an integral over the interval \([0, x] \) and another one over the interval \([x, \infty] \). The integral over the semi-infinite portion, \([0, \infty] \) can be proved to be exponentially small. This implies that the relevant contributions to the integral in (19) come from the region \([0, x] \) and since \( y < x \) we can utilize the binomial expansion

\[
(x+y)^{p-1} - (x-1)^{p-1} = 2x^p \sum_{k=1}^\infty \frac{\Gamma(p)\Gamma(2k-1)x^{2k}}{(2k-1)!\Gamma(p-2k+1)}.
\]

The expansion (20) allows us to obtain

\[
\int_0^\infty (x-y)^{p-1} e^y dy = \mp \sum_{k=1}^\infty \Gamma(p)\frac{\Gamma(2k-1)x^{2k}}{(2k-1)!\Gamma(p-2k+1)} \int_0^\infty \frac{y^{2k-1}}{e^y} dy + O(e^{-x}).
\]
By recalling the integral representation of the Riemann zeta function

$$\zeta_R(s) = \frac{1}{\Gamma(s)} \int_0^\infty \frac{t^{s-1}}{e^t - 1} dt,$$  \hspace{1cm} (22)

valid for $\Re(s) > 1$, one finally arrives at the result

$$\int_0^\infty (x-y)^{p-1} - (x+y)^{p-1} \frac{dy}{e^y - 1} = -\sum_{k=1}^\infty \frac{2\zeta(2k)}{\Gamma(p-2k+1)} x^{p-2k} + O(e^{-x}).$$ \hspace{1cm} (23)

The last relation, substituted in Eqn. (16), provides the large-$x$ asymptotic expansion of $\text{Li}_p(e^x)$ when $\Re(p) > 0$ and, consequently, of $f(a,x)$, with $a \not\in \mathbb{N}$, as follows

$$f(a,x) = \mp i\pi \frac{x^{-a}}{\Gamma(1-a)} - \frac{x^{1-a}}{\Gamma(2-a)} + 2 \sum_{k=1}^\infty \frac{\zeta(2k)}{\Gamma(2-2k-a)} x^{1-a-2k} + O(e^{-x}).$$ \hspace{1cm} (24)

When $a \in \mathbb{N}_+$ we have that

$$\text{Li}_{1-a}(e^x) = \text{Li}_{-a}(e^x),$$ \hspace{1cm} (25)

with $n \in \mathbb{N}_0$ and the polylogarithmic function is expressed in terms of elementary functions. For $n = 0$ we find

$$\text{Li}_0(e^x) = \frac{1}{1-e^{-x}},$$ \hspace{1cm} (26)

and, hence, as $x \to \infty$ one has the asymptotic behavior

$$\text{Li}_0(e^x) = 1 + O(e^{-x}).$$ \hspace{1cm} (27)

For $n \in \mathbb{N}_+$ one has

$$\text{Li}_n(e^x) = \sum_{k=0}^n k! S(n+1,k+1) \left( \frac{e^x}{1-e^x} \right)^{k+1},$$ \hspace{1cm} (28)

where $S(n,k)$ represent the Stirling numbers of the second kind. From the above expression is not very difficult to find the following large-$x$ asymptotic behavior of $f(n-1,x)$

$$f(n-1,x) = \sum_{k=0}^n k! (-1)^{k+1} S(n+1,k+1) + O(e^{-x}).$$ \hspace{1cm} (29)

The results of this section allow us to write down the asymptotic expansion for $z \to \infty$ of the functions $\underline{\phi}_\pm(a)$. By using the definition (10) and the function $f(a,x)$ in (11) and by noticing that the hyperbolic cosine is an even function of its argument we find the large-$z$ expansions

$$\underline{\phi}_\pm(a) = \mp i\pi \frac{z^{-a}}{2\Gamma(1-a)} - \frac{z^{1-a}}{2\Gamma(2-a)} + \sum_{k=1}^\infty \frac{\zeta(2k)}{\Gamma(2-2k-a)} z^{1-a-2k} + O(e^{-z}),$$ \hspace{1cm} (30)

valid for $a \not\in \mathbb{N}$ and

$$\underline{\phi}_\pm(a) = \frac{1}{2} \sum_{k=0}^{a+1} k! (-1)^{k+1} S(a+2,k+1) + O(e^{-z}),$$ \hspace{1cm} (31)

valid instead for $a \in \mathbb{N}_+$. 
IV. DISCUSSION

The function of interest in our discussion is actually the sum $\overline{\sigma}(a) = \overline{\sigma}_+(a) + \overline{\sigma}_-(a)$ rather than the individual functions $\overline{\sigma}_+(a)$ and $\overline{\sigma}_-(a)$. As it is clear from (30), the asymptotic expansion of the functions $\overline{\sigma}_+(a)$ and $\overline{\sigma}_-(a)$ when $a \notin \mathbb{N}$ acquires an imaginary part whose sign depends on the way the pole on the real axis is avoided. Since $\overline{\sigma}(a)$ appears in the one-loop effective action, which for our system must be real, we need to choose a way of avoiding the singularity such that the resulting sum $\overline{\sigma}_+(a) + \overline{\sigma}_-(a)$ is represented, for large $x$, by a real quantity. The requirement that $\overline{\sigma}(a)$ be real leads us to avoid the pole on the real axis for the construction of the asymptotic expansion of $\overline{\sigma}_+(a)$ in the opposite way we avoid the same pole for $\overline{\sigma}_-(a)$. In other words, if we choose, in the derivation of the asymptotic expansion for $\overline{\sigma}_+(a)$, to avoid the singularity by utilizing the semicircle $C_+^R$, then we must choose to avoid the same singularity by using $C_-^R$ when constructing the asymptotic expansion for $\overline{\sigma}_-(a)$. Obviously the opposite choice is also allowed. This same method was used in $\overline{\rho}$ in the range $\beta \mu \ll 1$. With this understanding, the large-$z$ asymptotic expansion of $\overline{\sigma}(a)$ can be found to be

$$\overline{\sigma}(a) = -\frac{z^{1-a}}{\Gamma(2-a)} + 2\sum_{k=1}^{\infty} \frac{\zeta_k(2k)}{\Gamma(2-2k-a)} z^{1-a-2k} + O(e^{-z}) ,$$

(32)

for $a \notin \mathbb{N}$ and

$$\overline{\sigma}(a) = \sum_{k=0}^{a+1} k!(-1)^{k+1} S(a+2,k+1) + O(e^{-z}) ,$$

(33)

when $a \in \mathbb{N}_+$. The expressions above allow us to compute the derivatives $\overline{\sigma}'(q)$ with $q = 1, 3, 5, \ldots$. We find:

$$\overline{\sigma}'(a) = -\frac{z^{1-a}}{\Gamma(2-a)} \left( \log(z) - \psi^{(0)}(z) \right)$$

$$- 2\sum_{k=1}^{\infty} \frac{z^{1-a-2k} \zeta_k(2k)}{\Gamma(2-2k-a)} \left( \log(z) - \psi^{(0)}(2-2k-a) \right) + O(e^{-z}) ,$$

(34)

where $\psi^{(0)}(z)$ is the polygamma function of order 0.

In order to investigate whether the ground state of our system becomes inhomogeneous, it is sufficient to inspect the coefficient of the derivative terms that include derivatives of $M^2$. Truncating the expansion to sixth order (see equation (32)), we see that the relevant coefficient is $\overline{\sigma}'(5)$. By utilizing formula (34) we obtain:

$$\overline{\sigma}'(5) = -\frac{6}{z^4} + \frac{40\pi^2}{z^6} + \frac{112\pi^4}{z^8} + \ldots .$$

(35)

For large $z (z \gg 2\pi)$, the sign of the coefficient $\overline{\sigma}'(5)$ is determined by the dominant term in the above expansion, namely $-6z^{-4}$. Since the dominant term is negative, we can conclude that $\overline{\sigma}'(5) < 0$. This simple result allows us to ascertain the (homogeneous vs inhomogeneous) nature of the ground state. In fact, according to the arguments of Ref. 34, the effective action should be maximized as a functional of the Lagrange multiplier $M^2$. Thus, the negativity of the coefficient $\overline{\sigma}'(5)$ indicates that the derivative term decreases the effective action in the region of large $z$. Naively, one would conclude that the above remarks imply that the Lagrange multiplier, and consequently the ground state, remains homogeneous in this regime. However, a more rigorous conclusion is actually weaker and this has to do with the validity of our approximation. Our calculation uses a derivative expansion of the effective action that is valid when $\beta \times \mu$ is large and the ground state (i.e., the condensate and the Lagrange multiplier) are not rapidly varying functions of the spatial coordinates. So our conclusions do not exclude the possibility that a different inhomogeneous crystalline ground state does not exist, but that this ground state is not likely to be a slowly varying function of the spatial coordinates.
The present approach should be complemented by one which allows for the computation of the effective action in a regime where the ground state is allowed to vary rapidly in space. One possibility is to use different methods to sum all the derivative terms and expand in powers of the condensate. Another, perhaps more useful method would be to proceed fully numerically. In the case of inhomogeneous ground states, these are both challenging problems that we hope to consider in the future.
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