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Summary. — In a spinor Bose-Einstein gas, the non-zero hyperfine spin of the gas becomes an accessible degree of freedom. At low temperature, such a gas shows both magnetic and superfluid order, and undergoes both density and spin dynamics. These lecture notes present a general overview of the properties of spinor Bose-Einstein gases. The notes are divided in five sections. In the first, we summarize basic properties of multi-component quantum fluids, focusing on the specific case of spinor Bose-Einstein gases and the role of rotational symmetry in defining their properties. Second, we consider the magnetic state of a spinor Bose-Einstein gas, highlighting effects of thermodynamics and Bose-Einstein statistics and also of spin-dependent interactions between atoms. In the third section, we discuss methods for measuring the properties of magnetically ordered quantum gases and present newly developed schemes for spin-dependent imaging. We then discuss the dynamics of spin mixing in which the spin composition of the gas evolves through the spin-dependent interactions within the gas. We discuss spin mixing first from a microscopic perspective, and then advance to discussing collective and beyond-mean-field dynamics. The fifth section reviews recent studies of the magnetic excitations of quantum-degenerate spinor Bose gases. We conclude with some perspectives on future directions for research.

Back in 1998, an “Enrico Fermi” summer school on Bose-Einstein Condensation in Atomic Gases was organized and held at Varenna. One of the topics touched lightly upon was the novelty of optically trapped Bose-Einstein condensates, which allowed one to study ultracold atoms occupying several spin states, including those that were not amenable to magnetic trapping. And one of the applications of that new capability was the creation of spinor Bose-Einstein condensates. Results from the first experiment on spinor Bose-Einstein gases [1] were presented by Wolfgang Ketterle in one short segment of a several lecture series [2]. In the intervening 16 years, the study of spinor Bose-Einstein gases has broadened to the point that the topic of just a few overhead transparencies grew into the focus of a three-lecture series given at the 2014 “Enrico Fermi” summer
school on Quantum Matter at Ultralow Temperatures by one of the authors of the present manuscript.

The present document and the lectures they summarize are meant to share with newcomers to the cold-atom community some of the central concepts that spinor Bose-Einstein gases bring to the fore, and some of the experimental techniques by which these concepts have been, and continue to be, studied. A lack of depth in parts of our presentation does not reflect a shortage of interesting ideas and work by the community exploring these topics, but rather reflects our attempt to present material in an accessible, pedagogical style. We hope those interested will turn their attention to several review articles [3, 4, 5] and book chapters [6, 7, 8] that have been written about spinor Bose-Einstein gases. We have chosen to make two of the sections in these notes – Sec. 3 on the topic of imaging spinor gases, and Sec. 5 magnetic excitations – more technical and detailed than the others, for the reason that the material in those sections has not been covered deeply in previous reviews.

1. – Basic properties

1.1. The quantum fluids landscape. – Before 1995, the list of quantum fluids that were available to study experimentally was short. Superfluid $^4$He is the oldest item on that list, first created when Kamerlingh Onnes liquified helium in 1908. However, at the time Onnes did not recognize that he had produced a new state of matter. It was not until 1937 that it was “discovered” that, at low temperatures, the $^4$He liquid was indeed a superfluid [9, 10]. This fluid is an example of a “scalar superfluid” because its order parameter is a single complex number: the ground state is described by a single complex number everywhere, while its dynamics are described by a complex number assigned to each point in space (a scalar field). The simplicity of this order parameter reflects the fact that $^4$He is a spinless atom: its electrons are paired into a spin singlet state, and so are the neutrons and protons within its nucleus.

Electronic superconductors are the second oldest on the list. These were discovered by Onnes. The simplest and best understood superconductors are described by the theory of Bardeen, Cooper and Schrieffer as having an s-wave order parameter. This order parameter can be understood as describing the center-of-mass wavefunction of pairs of electrons, the Cooper pairs, that have formed a spinless composite boson. So, again, the quantum fluid is described by a scalar complex field, though one that it is quite different from liquid $^4$He owing to the long-range Coulomb interaction among Cooper pairs. There are examples of superconductors in which the crystal structure environment of the electrons favors their adopting an electron-pair state of different symmetry. In p-wave superconductors, Cooper pairs are formed between electrons of like spin [11]. In this case, the electron pair carries both orbital and spin angular momentum. In d-wave superconductors, the Cooper pairs are spinless but have a non-zero orbital angular momentum. However, the possible states of both the p-wave and d-wave superconductors are highly constrained by the broken rotational symmetry of the crystal lattice. Thus very few – usually just one – of the conceivable angular momentum states of the Cooper pairs are accessible, and the order parameter is greatly simplified.

The last quantum fluid to be discovered before 1995 is superfluid $^3$He. The description of this superfluid is far from simple. Like the electrons in a superconductor, $^3$He atoms are fermions. At temperatures down to a few mK and pressures below 30 atmospheres, $^3$He forms a Fermi liquid. Like electrons in a metal, the distribution of helium atoms is characterized by a Fermi surface. Low-energy excitations involve the correlated motion
of helium atoms near the Fermi surface and their neighbors. Below 3 mK, these quasiparticles undergo Cooper pairing. It is found that the short-range repulsion among helium atoms causes p-wave pairing to be favored, similar to the case of p-wave superconductors. However, unlike the electronic superconductor, here the helium fluid is free of the anisotropy of an underlying crystal. The physics that ensues is fascinating [12, 13, 14].

The realization of Bose-Einstein condensation in atomic gases has produced a panoply of new quantum fluids. Quantum fluids have already been formed of more than a dozen atomic species, in one-, two-, or many-electron atoms, some in their electronic ground state and others in metastable states. Molecular quantum gases have been produced by associating ultracold atoms into high lying molecular states, and efforts are underway to repeat the feat with molecules in their internal ground state as well. Some of these are Bose fluids while other are Cooper-paired Fermi gases; the distinction between these two fluids is blurred by experiments spanning the crossover from a Cooper-paired Fermi gas to a Bose fluid of bound molecules. The strength of interactions among atoms, and thereby of correlations among them, is broadly tunable [15, 16]. So, rather than studying only specific instances of broad theories of possible quantum fluids, we can now study many of them experimentally. The quantum fluids landscape is newly beckoning, inviting our exploration.

One of the appealing areas for investigation is the behavior that comes about when several quantum fluids are mixed together. Such a system will be represented by a multicomponent order parameter, for example, with one complex field for each component of the quantum fluids. In choosing which mixtures to study, it is clear that some are going to be more interesting than others. For example, if we immerse a superconductor in a cup of superfluid $^4$He, we have indeed mixed quantum fluids, but we haven’t produced something that seems very interesting; there is no motion or mixing between the fluids, and the only exchange is the (boring) thermodynamic exchange of energy. The same perhaps can be said of mixtures of $^3$He, $^4$He, and $^6$He that were considered previously [17, 18].

To refine our sense of when something interesting will arise, we might look for three things (these are personal preferences, not strict rules):

1. Cases where the components of the quantum fluids can be transformed into one another, where we’re not considering apples and oranges (or $^4$He and $^6$He liquids), but rather situations where the experimentalist can drive transitions that convert one component of the quantum fluids into the other.

2. Cases where the system is not “trivially” ordered, but rather where order is established from a set of degenerate or at least nearly degenerate possibilities. The degeneracy of the ground state can be brought about either by fine tuning, or else by symmetries, continuous or discrete, possessed by the system Hamiltonian. For a bulk fluid (outside of a crystal lattice), the symmetries most likely at play are spatial and/or spin-space rotations.

3. Cases where the system can undergo dynamics that explore the different choices of order parameter implied above.

Spinor Bose-Einstein gases, which are ones comprised of atoms (and potentially, some day, molecules too) whose internal state is free to lie anywhere within a single manifold of angular momentum states, satisfy all three of these criteria. (1) Converting one component of the gas into another is accomplished, for example, by driving magnetic dipole
transitions between Zeeman levels. (2) In the absence of conditions that explicitly break rotational symmetry (such as anisotropic trapping containers or applied fields), we are certain that any many-body state with non-zero angular momentum is perforce degenerate. A ground state with angular momentum zero would not necessarily be degenerate, but we assert that such a state (discussed in Sec. 2.6) would already be interesting enough to satisfy the “non-trivial” requirement. (3) As we will see, interactions quite generically allow for “spin-mixing” dynamics where the composition of the gas among accessible Zeeman states can vary.

We would be remiss if we did not mention another class of quantum fluids that is appearing on the landscape, namely an assortment of Bose-Einstein condensates of quasi-particle excitations in non-equilibrium settings. This class includes Bose-Einstein condensation of excitons, exciton-polaritons, photons, and magnons (probably others as well). These quasi-particle condensates occur in systems that are pumped with a population of excitations that is larger than would exist at thermal equilibrium. Under favorable conditions, this excess number of quasi-particles decays over a time that is sufficiently long that the quasi-particles can undergo enough collisions amongst themselves or with the medium in which they propagate in order to reach a near-equilibrium distribution in position and momentum space. There are fundamental questions about whether these driven and decaying quasi-particle gases can form quantum fluids that are the same as those achieved in thermal equilibrium systems in which the particle number is truly conserved. For lack of space, we do not elaborate on the properties of such quasi-particle quantum gases here and simply refer the interested reader to the literature for further reading [19].

1.2. Atomic species. – Experiments on spinor Bose gases have taken place using either alkali atoms (notably sodium and rubidium) or high-spin atoms (notably the transition metal chromium). The selections are summarized in Table I. In all cases, the spin manifold that is occupied by the atoms of the spinor gas is one of the hyperfine spin manifolds of the electronic ground state.

1.2.1. Alkali atoms. To identify atomic properties that come up later in this document, let us remind the reader briefly of the structure of an alkali atom. The alkali atom is a one-electron atom in the sense that, in the electronic ground state and accessible excited states, all but one of the electrons in the atom remain in closed atomic shells while only the state of the last electron varies. Focusing on the electronic ground state, that one electron is unpaired in an s-orbital, so that the atom has no internal orbital angular momentum. The atom does have two sources of spin angular momentum in this electronic ground state: the 1/2 spin of the unpaired electron, and the spin of the nucleus denoted by the angular momentum quantum number \( I \). These two spins are energetically coupled by the hyperfine interaction.

At zero magnetic field, the atomic energy eigenstates are also eigenstates of the total angular momentum of the atom, denoted by the vector operator \( \mathbf{F} \) and known as the hyperfine spin. \( \mathbf{F} \), takes one of two values: \( I \pm 1/2 \). We observe that for bosonic alkali atoms \( I \) is a half-integer number. These two hyperfine spin states are separated by an energy on the...
order of $\hbar \times 1$ GHz. Each of these energy states is $(2F + 1)$-fold degenerate.

Thus, an alkali atom supports, in principle, two different species of spinor Bose-Einstein gases: an $F = I + 1/2$ spinor gas, and an $F = I - 1/2$ spinor gas. In reality, one finds often that the gas of atoms in the higher-energy hyperfine spin manifold is unstable against collisions that relax the hyperfine energy, limiting the amount of time one can allow such a gas to evolve; $^{87}\text{Rb}$ is an exception in that both its hyperfine manifolds are long lived. The remaining choices are listed in Table I.

The identification of an atomic state with a hyperfine spin quantum number $F$ is strictly valid only at zero magnetic field. A magnetic field breaks rotation symmetry, and introduces coupling and energy repulsion between the two states of the same magnetic quantum number $m_F$ that characterize the spin projection along the field axis. Strong mixing between states is obtained when the magnetic field is strong enough so that the magnetic energy, roughly $\mu_B B$, is greater than the zero-field hyperfine energy splitting. With $\mu_B = e/2m_e \hbar \times 1.4$ MHz/G being the Bohr magneton ($e$ is the electron charge, $m_e$ is the electron mass) and using a typical $\hbar \times 1$ GHz hyperfine energy, this strong-field regime applies for $B \gtrsim 700$ G. So, if we restrict the magnetic field to be less than 100 G or so in strength, we can still take the atomic states as comprising spin manifolds of

depend on whether the number of neutrons in the nucleus is even (boson) or odd (fermion), because the sum of the number of electrons and protons is always even. The nucleus of a bosonic alkali atom will contain an even number of neutrons and an odd number of protons; hence the nuclear spin will be non-zero and half-integer. As a counter-example, for alkali-earth atoms, the bosonic isotopes have an even number of nucleons. Nuclear stability most often then implies that the nuclear spin is $I = 0$, so that the bosonic atom will have zero net spin in its ground state and will not be a candidate for spinor physics.

|              | Stable $\langle F_z \rangle$ conserved | Unstable $\langle F_z \rangle$ not conserved |
|--------------|---------------------------------|---------------------------------|
| $^{7}\text{Li}$, $F = 1$ (f) | $^{52}\text{Cr}$, $F = 3$ (not f) | $^{7}\text{Li}$, $F = 2$ |
| $^{23}\text{Na}$, $F = 1$ (af) | Dy, $F = 8$ (unknown) | $^{23}\text{Na}$, $F = 2$ |
| $^{41}\text{K}$, $F = 1$ (f) | Er, $F = 6$ (unknown) | $^{39}\text{K}$ |
| $^{87}\text{Rb}$, $F = 1$ (f) | $^{87}\text{Rb}$ pseudo-spin: $|1,0\rangle$, $|2,0\rangle$ | Tm, $F = 4$ (unknown) |
|              | $|1,\pm 1\rangle$, $|2,\mp 1\rangle$ | Ho, $F = 4$ (unknown) |

Table I.: Experimental candidates for the study of ultracold spinor Bose gases. Species are divided according to whether they are stable at zero magnetic field (information on thulium and holmium is lacking), and whether the dipolar relaxation rate is small enough to allow the longitudinal magnetization ($\langle F_z \rangle$) to be conserved in an experiment. The nature of the spin-dependent contact interactions is indicated in parentheses (f: ferromagnetic, af: antiferromagnetic, cyc:cyclic or tetrahedral). Stable pseudo-spin-1/2 gases of $^{87}\text{Rb}$ are indicated, with states labeled with quantum numbers $|F,m_F\rangle$ having the same low-field magnetic moment. Table taken from Ref. [5]
well-defined spin.

1.2.2. High-spin atoms. More recent additions to the family of atoms that can be laser-cooled and brought to quantum degeneracy are elements in the transition metal and lanthanide series. These are many-electron atoms, with several electrons lying in the valence shell, and for which the optical spectrum is rich with different series of states corresponding to different arrangements of these many electrons. It came as a surprise that laser cooling and trapping techniques work so well for these complex atoms and their complex spectra [20, 21].

The valence shell for these atoms has a high angular momentum. When these shells are only partly filled, the electrons arrange themselves to maximize the total electron spin $S$ that can thus become large. The partly filled shells can also have a non-zero orbital angular momentum $J$. Both $S$ and $J$ contribute substantially to the magnetic moment of the atom. Add in the possible contribution of nuclear spin, and one has the potential for creating spinor Bose-Einstein gases of very high spin $F$.

The ground state angular momentum and the magnetic moment of these atoms can be determined by applying Hund’s rules for atomic structure, an exercise that is described in standard atomic and condensed-matter physics textbooks. For bosonic chromium [22], with the configuration $[\text{Ar}]4s^33d^5$, one finds the quantum numbers $S = 3, L = 0; J = 3, I = 0; F = 3$ and magnetic moment $\mu = 6\mu_B$. For bosonic dysprosium [23], with the configuration $[\text{Xe}]6s^24f^{12}$, one finds the quantum numbers $S = 2, L = 6; J = 8, I = 0; F = 8$ and magnetic moment $\mu = 10\mu_B$. For bosonic erbium [24], with two extra electrons in the $4f$ orbital, we find $S = 1, L = 5; J = 6, I = 0; F = 6$ and $\mu = 7\mu_B$. The point here is not only that the spin quantum number of gases formed of these atoms is large, which, for example, leads to an interesting variety of magnetically ordered states that might be realized in such gases [25, 26, 27, 28, 29, for example], but also that the effects of dipolar interactions, scaling in strength as $\mu^2$, become increasingly dominant.

1.2.3. Stability against dipolar relaxation. One consequence of the large magnetic moment is that the high-spin gases undergo rapid dipolar relaxation whereas the alkali gases do not. Let us distinguish here between two types of collisions: s-wave contact collisions and dipolar relaxation collisions (see Ref. [30] for a nice review of quantum scattering in the context of ultracold atomic gases). The s-wave contact interaction describes low-energy collisions where atoms interact with one another via a short-range molecular potential, where “short-range” means that the range of the potential is small compared with the deBroglie wavelength defined by the small relative velocity of the incident colliding atoms. In an s-wave contact collision, two atoms enter into and emerge from the collision with no relative, center-of-mass orbital angular momentum. As we discuss further below, this situation requires that the total spin angular momentum of the two colliding bodies be conserved in the collision. In contrast, in a dipolar relaxation collision, the colliding atoms emerge with a non-zero value of the center-of-mass angular momentum. This change in orbital angular momentum implies a change also in the total hyperfine spin of the colliding pair.

In alkali spinor gases, dipolar relaxation collisions occur (typically) much less frequently than s-wave contact interactions. Consider the evolution of such a gas in the presence of a small, uniform applied magnetic field. Single-particle dynamics in the presence of this field conserve the populations in each of the Zeeman sublevels of the spinor gas. The s-wave contact interaction between two atoms conserves their total hyperfine spin, but not necessarily the spin of each atom. Generically, then, one finds that such
collisions redistribute atoms among the Zeeman sublevels of the gas. However, the conservation of the total hyperfine spin implies that the net hyperfine spin along the field axis remains constant.

Remarkably, the conservation of the longitudinal (along the field axis) total hyperfine spin implies that, to first order, the Zeeman energy shifts imposed by applied magnetic fields are irrelevant to the evolution of the spinor gas. If the gas were completely free to change its spin composition, then the linear Zeeman energy from magnetic fields of typical strength—say 10’s of mG—would completely overwhelm all other energy scales of the gas (the temperature, the chemical potential, the spin-dependent s-wave interaction strength, the magnetic dipole-dipole interaction, etc.). The ground state of such a spinor gas would trivially be one in which the gas is fully magnetized along the magnetic field direction. However, absent dipolar relaxation collisions, this Zeeman-energy equilibration does not occur. Rather, the gas evolves as if these Zeeman energy shifts did not exist at all, i.e. as if it were in a zero-field environment (except for residual effects of the magnetic dipole interaction). The s-wave contact interactions then provide a means for the gas to evolve to an equilibrium constrained to a constant longitudinal magnetization, the value of which is established by the experimentalist by the application of radio or microwave frequency fields that can drive atoms between Zeeman states.

In contrast, in the high-spin spinor gases, dipolar relaxation collisions occur more rapidly, and the constraint of constant longitudinal magnetization is lifted. In an applied magnetic field of moderate strength, the high-spin spinor gas will indeed evolve toward the trivial magnetically ordered state where all atomic spins are aligned with the field. The resulting quantum fluid only occupies a single magnetic state ($m_F = \pm F$), and so the physics is described by only a single complex number, just like a scalar fluid. If one wants to access non-trivial magnetic order in such gases, one must reduce the applied magnetic field to very small values. For example, one may want to make the applied field smaller than the field generated by the magnetization of the gas in order to realize the chiral spin textures proposed in Refs. [31, 32]. We can estimate this field as $B = \mu_0 \mu n$ where $n$ is the atomic density (say $10^{13}$ cm$^{-3}$) and $\mu$ is the atomic magnetic moment (say dysprosium’s 10 $\mu_B$). We arrive at a field of $B \sim 10 \mu G$. So experiments on these high-spin spinor gases require that the magnetic field be controlled with great care.

This distinction between “small” and “large” magnetic moments can be made quantitative by comparing two energies: the van der Waals energy, and the magnetic dipole energy. The van der Waals interaction leads to a potential of the form $-C_6/r^6$ where $r$ is the distance between two atoms and $C_6$ quantifies the dc electric polarizability of the atoms. We can turn this potential into an energy scale $E_a$ by calculating the distance $l$, known as the van der Waals length, where the confinement energy $E_a = \hbar^2/2ml^2$ equals the magnitude of the van der Waals potential. We obtain $l = (2mC_6/\hbar^2)^{1/4}$, where $m$ is the atomic mass. We can now assess the magnetic dipole energy as the energy of two atomic dipoles separated by a distance $l$; this energy depends on the orientation of the two dipoles relative to the separation between them, but let’s just define the energy as being $E_d = \mu_0 \mu^2/(4\pi l^3)$ where $\mu_0$ is the vacuum permeability and $\mu$ is the atomic magnetic moment. So now the importance of the dipolar interactions in the collisions between atoms is quantified by the ratio

$$\frac{E_d}{E_a} \sim \frac{\mu_0 \mu^2 m}{2\pi l \hbar^2} = \frac{\mu_0 \mu^2 m^{3/4}}{2^{5/4} \pi C_6^{1/4} \hbar^{3/2}}$$

A similar ratio is obtained by taking the ratio of the mean-field contact interaction en-
ergy and the mean-field magnetic dipole energy of a spherical ball of atoms with uniform density \( n \). The mean-field contact interaction energy is given as \( E_a = (4\pi \hbar^2 a/m) n \), where \( a \) is the s-wave scattering length, while the magnetic dipole energy is \( E_d = (1/3) \mu_0 \mu^2 n \).

So we obtain the ratio

\[
\frac{E_d}{E_a} = \frac{\mu_0 \mu^2 m}{12\pi a \hbar^2} = 8 \times 10^{-3} \times \left( \frac{\mu}{\mu_B} \right)^2 \times \left( \frac{m}{\text{amu}} \right) \times \left( \frac{a_0}{a} \right)
\]

Recall that the van der Waals potential plays a dominant role in low-energy atomic collisions, so that \( a \) is indeed on the order of \( l \) except near a collisional resonance [33]. Thus, our two expressions for \( E_d/E_a \) are the same apart for a numerical factor of order unity.

On the right hand side of the expression above, we quantify the ratio \( E_d/E_a \) with the magnetic moment being measured in units of the Bohr magneton, \( m \) being measured in amu, and the \( a \) being measured in units of the Bohr radius \( a_0 \). With this expression we can compare the relevance of dipolar interactions in the collisions of various gases. For example, for \(^{87}\text{Rb} \), with \( \mu = 1/2 \mu_B \) and \( a \sim 100 a_0 \), we have \( E_d/E_a = 2 \times 10^{-3} \), confirming the fact that s-wave interactions dominate the collisional physics of alkali gases. In contrast, for \(^{192}\text{Dy} \), with \( \mu = 10 \mu_B \) and \( a = 92 a_0 \) [34], we have \( E_d/E_a = 1.4 \) so that dipolar interactions are highly significant.

1.3. Rotationally symmetric interactions. – Spinor Bose-Einstein gases are not just multicomponent quantum fluids, but specifically ones in which the components of the fluid are simply different orientations of the same atomic spin. The spin operator is a vector operator, one that transforms as a vector under physical rotations. The implications of this statement for the properties of spinor gases are profound. Just as we find the notion of continuous symmetry groups powerful in explaining the nature of quantum field theories or condensed-matter systems, so too do we find the notion of rotational symmetry a powerful one in simplifying and constraining the physics of spinor gases.

Consider the constraints that rotational symmetry places on the possible interactions among atoms in the spinor gas. In the absence of applied fields, and in a spherically symmetric trapping volume, the interaction between two atoms must conserve their total angular momentum, the quantum number for which we will denote by the symbol \( F_{\text{pair}} \). This total angular momentum includes both the internal angular momenta of the two atoms, and also the orbital angular momentum of their relative motion.

Let us assume that the collision between two particles occurs only in the s-wave channel, where the relative center-of-mass orbital angular momentum of the two atoms, with quantum number \( L_{\text{pair}} \), is zero. This assumption is justified if we consider low-energy collisions between two particles with a short-range two-body potential. As discussed below, this assumption is questionable in the case of dipolar interactions.

Under this assumption, the total angular momentum of the incoming state is just the sum of the two atomic hyperfine spins, \( \mathbf{F}_{\text{pair}} = \mathbf{F}_1 + \mathbf{F}_2 \) with total spin quantum number \( F_{\text{pair}} \). As we are considering the collision between two identical bosons, exchange symmetry implies that the total angular momentum quantum number of the colliding pair must be an even integer; spin combinations with an odd-integer value of the total pair angular momentum simply do not collide in the s-wave regime. So the total atomic spin \( F_{\text{pair}} \) (in this case also the total atomic angular momenta \( F_{\text{pair}} \)) can take \( F + 1 \) different values: \( \{0, 2, \ldots, 2F\} \). The states of the colliding incident particles can thus be
written in the following basis:

\( \{ |F_{\text{pair}}, L_{\text{pair}} = 0; \mathcal{F}_{\text{pair}} = F_{\text{pair}}, m_{F_{\text{pair}}} \} \) 

where \( m_{F_{\text{pair}}} \) is the projection of the total (dimensionless) angular momentum onto a selected axis.

The conservation of angular momentum under collisions now implies that the collisional interaction between two particles can be written in the form

\[ \hat{V}_{\text{int}} = \sum_{\mathcal{F}_{\text{pair}} \in \{0, 2, \ldots, 2F\}} \hat{V}_{\mathcal{F}_{\text{pair}}} \hat{P}_{\mathcal{F}_{\text{pair}}} \]

where \( \hat{P}_{\mathcal{F}_{\text{pair}}} \) projects the two-atom state onto the subspace with total angular momentum \( \mathcal{F}_{\text{pair}} \), and \( \hat{V}_{\mathcal{F}_{\text{pair}}} \) is a scalar two-body operator.

The effects of interactions are now fairly well characterized. Consider collisions where the outgoing atom pair also has zero center-of-mass orbital angular momentum, and hence can be written in the same basis as above (denoted by primed symbols). Since \( \hat{V}_{\text{int}} \) is a scalar operator, and recalling the Wigner-Eckart theorem, non-zero matrix elements for the two-body interaction are only obtained when the outgoing total spin angular momentum is the same as the incident total spin angular momentum:

\[ \langle \mathcal{F}_{\text{pair}}', L_{\text{pair}} = 0; \mathcal{F}_{\text{pair}} = \mathcal{F}_{\text{pair}}', m_{\mathcal{F}_{\text{pair}}}' \rangle \hat{V}_{\text{int}} | \mathcal{F}_{\text{pair}} = \mathcal{F}_{\text{pair}}', L_{\text{pair}} = 0; \mathcal{F}_{\text{pair}} = \mathcal{F}_{\text{pair}}', m_{\mathcal{F}_{\text{pair}}}' \rangle = g_{\mathcal{F}_{\text{pair}}} \delta_{\mathcal{F}_{\text{pair}}'} \delta_{\mathcal{F}_{\text{pair}}} \delta_{m_{\mathcal{F}_{\text{pair}}}} \delta_{m_{\mathcal{F}_{\text{pair}}}'}
\]

The simple dependence of the matrix element on \( m_{\mathcal{F}_{\text{pair}}} \) and \( m_{\mathcal{F}_{\text{pair}}}' \) (diagonal, with only one overall constant \( g_{\mathcal{F}_{\text{pair}}} \)) again comes from the fact that \( \hat{V}_{\text{int}} \) is a scalar operator. The constants \( g_{\mathcal{F}_{\text{pair}}} \) are determined from \( F + 1 \) different scattering lengths, \( a_{\mathcal{F}_{\text{pair}}} \). To capture this part of the interaction, we can adopt the pseudo-potential approach and replace the collisional interaction with the operator

\[ \hat{V}_{\text{int}} = \frac{1}{2} \sum_{\mathcal{F}_{\text{pair}} \in \{0, 2, \ldots, 2F\}} \frac{4\pi \hbar^2 a_{\mathcal{F}_{\text{pair}}}}{m} \delta^3(\mathbf{r}) \hat{P}_{\mathcal{F}_{\text{pair}}} \]

where \( \mathbf{r} \) is the interatomic separation. The factor of 1/2 is inserted to account for double-counting in a summation over atom pairs.

It remains to consider the effects of dipolar interactions that can couple the incident s-wave collision channel to an outgoing channel with non-zero center-of-mass orbital angular momentum with total angular momentum quantum number \( L_{\text{pair}} = 2 \) (coupling to \( L_{\text{pair}} = 1 \) is forbidden by parity). In addition to the treatment above, we now have three more outgoing basis sets to consider:

\[ \{ |F_{\text{pair}} = F_{\text{pair}} - 2, L_{\text{pair}} = 2; \mathcal{F}_{\text{pair}} = \mathcal{F}_{\text{pair}}, m_{\mathcal{F}_{\text{pair}}} \} \]
\[ \{ |F_{\text{pair}} = F_{\text{pair}}, L_{\text{pair}} = 2; \mathcal{F}_{\text{pair}} = \mathcal{F}_{\text{pair}}, m_{\mathcal{F}_{\text{pair}}} \} \]
\[ \{ |F_{\text{pair}} = F_{\text{pair}} + 2, L_{\text{pair}} = 2; \mathcal{F}_{\text{pair}} = \mathcal{F}_{\text{pair}}, m_{\mathcal{F}_{\text{pair}}} \} \]

Matrix elements to each of these final basis states are again independent of \( m_{\mathcal{F}_{\text{pair}}} \). The dipolar interaction does not conserve the hyperfine spin; it leads to a “spin-orbit” interaction through which spin angular momentum can be converted into orbital angular
momentum, a phenomenon known as the Einstein-de Haas effect [35, 36, 25, 37]. This coupling also leads to dipolar relaxation among Zeeman levels, allowing the Zeeman energy of a spinor gas be exchanged with kinetic energy.

It turns out to be advisable to treat the magnetic dipolar interactions as an explicit long-range interaction, rather than adopting a pseudo-potential approach and replacing the dipolar interaction with a zero-range contact interaction [38]. The pseudo-potential method is appropriate for describing the non-dipolar molecular potential between two atoms, which falls off as $1/r^6$ at long distance. This rapid fall-off ensures that only s-wave interactions will persist at low energies of the incident particles. In contrast, the slower $1/r^3$ fall-off of the dipole-dipole interaction allows many partial waves to remain relevant to low-energy collisions.

2. – Magnetic order of spinor Bose-Einstein condensates

Having established some of the basic properties of spinor Bose-Einstein gases, we ask how they behave at low temperature. Our expectations are set by the example of scalar Bose-Einstein gases: At low temperature, these gases undergo Bose-Einstein condensation, a phase transition driven by Bose-Einstein statistics. This phase transition is observable by the growth to a non-zero value of a local order parameter, the complex field $\Psi(r)$ which is the superfluid order parameter. This non-zero order parameter represents a spontaneous breaking of a symmetry obeyed by the system’s Hamiltonian. In this particular case, the broken symmetry is the gauge symmetry for which the conserved quantity is the particle number.

Following this example, we expect that order will be established in low-temperature spinor Bose-Einstein gases. We expect that this order may come about through the effects of Bose-Einstein statistics, and that it may represent a spontaneous breaking of symmetries of the many-body Hamiltonian, in particular the symmetry under rotation discussed in the previous sections.

We analyze the subject of magnetic ordering in spinor gases in three stages. For simplicity, each will focus on the spin-1 spinor Bose-Einstein gas. First, we present the simple case of a non-interacting spinor gas that equilibrates in the presence of an applied magnetic field. This case illustrates the statistical origin of magnetic ordering in a degenerate spinor Bose gas, and also exemplifies some basic features we should expect of the thermodynamic properties of a spinor gas. However, we will show that this non-interacting model provides little guidance as to the exact nature of magnetic ordering, particularly for highly degenerate gases at very low temperature. So, second, we discuss the role of those rotationally symmetric interactions outlined in the previous section. We analyze what type of magnetic order is favored under different conditions, often through the spontaneous breaking of rotational symmetry, and summarize experiments that have revealed such order and such symmetry breaking. Finally, we find an exact solution to the spin-dependent many-body Hamiltonian – exact at least under the assumption of there being no spatial dynamics and no dipolar interactions. We find that the ground state of one type of spin-1 spinor Bose-Einstein gas may be a highly correlated, non-condensed, rotationally symmetric spin state, providing a theoretical counter-example to our prediction of local mean-field ordering and spontaneous rotational symmetry breaking.

2.1. Bose-Einstein magnetism in a non-interacting spinor gas. – We consider a simple model of a non-interacting spinor Bose-Einstein gas in a uniform box of volume $V$, and
exposed to a uniform magnetic field $B = Bz$ [39]. We assume the gas comes to thermal equilibrium, constrained only by the constant particle number $N$. The magnetic field shifts the single-atom energy levels according to the Hamiltonian

$$H = -\mu \cdot B \equiv -\frac{\mu}{F} B F_z$$

where $\mu$ is the atomic magnetic moment (assumed positive), and where we include only the linear Zeeman energy. This Zeeman energy causes the chemical potentials $\mu_{m_F}$ for atoms in the different magnetic sublevels to differ, i.e.

$$\mu_{m_F} = \mu_0 + \frac{\mu}{F} B m_F.$$

Let us pause and ask whether the assumptions of this model are appropriate. For high-spin atoms, rapid dipolar relaxation collisions allow the gas atoms to redistribute themselves among the Zeeman sublevels, and thus the model should apply directly. Experiments on the thermodynamics of condensed chromium atoms in moderate-strength magnetic fields are described well by our model (though with higher $F = 3$ spin) [40].

For the low-spin, alkali metal spinor gases, the model we have presented is still valid so long as we regard the applied magnetic field as being an effective, fictitious magnetic field, the value of which is determined by the magnetization of the gas. In these gases, collisions among atoms will redistribute the kinetic (and trap potential) energy among them, but will not change the magnetization. The linear Zeeman energy determined by the applied magnetic field is inaccessible to the gas, and is thus irrelevant to its dynamics. That is, without dipolar interactions, the gas is subject to collisions of the form

$$|m_F = m_1\rangle + |m_F = m_2\rangle \leftrightarrow |m_F = m_3\rangle + |m_F = m_4\rangle$$

only so long as $m_1 + m_2 = m_3 + m_4$. These processes evolve independent of the linear Zeeman shift, and thus such shifts cannot enter into the dynamics of a spinor gas. However, spin-mixing collisions do generally occur, allowing the Zeeman-state populations to redistribute and come to chemical equilibrium. For example, a spin mixing collision within a spin-1 gas can be viewed as the following reaction:

$$|m_F = 0\rangle + |m_F = 0\rangle \leftrightarrow |m_F = -1\rangle + |m_F = +1\rangle.$$

Chemical equilibrium for this reaction (i.e. where the forward and backward reaction rates are equal) implies the chemical potentials of the Zeeman sublevels are related as follows:

$$\mu_0 + \mu_0 = \mu_{-1} + \mu_{+1}.$$

Rearranging this equation, and considering all other possible spin-mixing collisions (in case of a higher spin), we see that the chemical-potential difference $\mu_i - \mu_{i-1} \equiv \mu B_{\text{eff}}/F$ is independent of $i$. In other words, spin-mixing collisions in the absence of dipolar relaxation allow an equilibration at constant magnetization that is equivalent to the equilibrium in an applied magnetic field, where now this effective magnetic field $B_{\text{eff}}$ is not the actual magnetic field present in the laboratory, but rather a Lagrange multiplier that serves to enforce the constraint of constant magnetization.
Fig. 1.: Composition of a non-interacting $F = 1$ spinor Bose gas at thermal equilibrium. An applied magnetic field of strength $B$ separates the chemical potentials $\mu_{m_F}$ for the three Zeeman sublevels, labeled by magnetic quantum number $m_F$, by an amount $\mu B$. (a) Above the critical temperature for Bose-Einstein condensation, the chemical potentials are all below zero, and the gas is non-degenerate. The number of atoms in each sublevel, shown in the bar chart, is below the critical number for Bose-Einstein condensation (dashed line). This gas is paramagnetic, with a finite magnetic susceptibility that lends it a magnetization under an applied magnetic field. (b) Upon cooling below the critical temperature for Bose-Einstein condensation, the chemical potential of the lowest-energy sublevel, here with $m_F = 1$, reaches zero, and a Bose-Einstein condensate forms in this sublevel. The chemical potentials for the remaining sublevels are negative, and the populations in these sublevels remain non-degenerate. Here, the gas is ferromagnetic, acquiring a large magnetization even in an infinitesimal magnetic field, implying an infinite magnetic susceptibility.

We continue to explore our simple model. The number of non-condensed atoms in the gas in each of the magnetic sublevels is given by the Bose-Einstein distribution,

$$N_{\text{th},m_F} = g_{3/2}(z_{m_F}) \lambda_T^{-3} V$$

where $g_{3/2}(z) = \sum_{i=1}^{\infty} z^i i^{3/2}$, $z_{m_F} = \exp \left( \frac{\mu_{m_F}}{k_B T} \right)$ are fugacities and $\lambda_T = \sqrt{\frac{2\pi \hbar^2}{mk_B T}}$ is the thermal de Broglie wavelength. The Bose-Einstein distribution is defined for fugacities being in the range $0 \leq z \leq 1$, i.e. for chemical potentials $\mu \leq 0$.

We consider three generic scenarios. First, at high temperature, all $N$ atoms in the gas can be accommodated within the thermal Bose-Einstein distribution of the Zeeman components, i.e.

$$N_{\text{th}} = \sum_{m_F} N_{\text{th},m_F} = N$$

In this non-degenerate gas, the chemical potentials of all Zeeman components are negative. In an applied magnetic field (assumed positive, without loss of generality), the populations in the three magnetic sublevels of a spin-1 gas will differ, with the largest population being in the $|m_F = +1\rangle$ state (Fig. 1a). The non-degenerate gas thus acquires a non-zero magnetization.

At lower temperature, the gas undergoes Bose-Einstein condensation, marked by the fact that the chemical potential of at least one of the magnetic sublevels goes to zero. In an applied, positive magnetic field, the linear Zeeman shift implies that $\mu_{+1} = 0$ because the chemical potential of the non-interacting Bose gas cannot be positive. Therefore, the remaining chemical potentials, $\mu_0$ and $\mu_{-1}$, are both negative. The number of non-
condensed atoms saturates at the value

\[ N_{\text{th, sat}} = \lambda^{-3} V \left[ g_{3/2}(1) + g_{3/2} \left( e^{-x} \right) + g_{3/2} \left( e^{-2x} \right) \right] \]

with \( x = \mu B / k_B T \). The Bose-Einstein condensation transition occurs when \( N_{\text{th, sat}} = N \).

The transition temperature, defined implicitly by the above equation, has the following limiting values

\[ T_c(x) = \left( \frac{n}{\zeta(3/2)} \right)^{2/3} \frac{2\pi \hbar^2}{mk_B} \left\{ \begin{array}{cc} 1 & x \to \pm \infty \\ (2F + 1)^{-2/3} & x = 0 \end{array} \right. \]

with \( \zeta(x) \) being the Riemann zeta function.

Bose-Einstein condensation occurs in just one of the magnetic sublevels (Fig. 1b). The Bose-Einstein condensate, containing \( N_c = N - N_{\text{th, sat}} \) atoms, is completely spin polarized along the direction of the applied field, while the non-degenerate fraction of the gas is only partly polarized.

A third scenario to consider is Bose-Einstein condensation at zero magnetic field. In this case, the chemical potentials of all Zeeman sublevels go to zero simultaneously. The condensate number is defined as before. However, the state of the Bose-Einstein condensate is not determined within this model, requiring instead that we begin accounting for the effects of spin-dependent interactions.

In Fig. 2b, we sketch the magnetization of the Bose gas vs. applied field at several representative temperature. At temperatures above \( T_c(x = 0) \), the magnetization varies smoothly, with finite slope at \( B = 0 \), indicating that the gas is paramagnetic. For temperatures in the range \( T_c(x = 0) < T < T_c(x \to \pm \infty) \), the onset of Bose-Einstein condensation at non-zero magnetic field, occurring when the paramagnetic gas is sufficiently magnetized so that the density of one of the Zeeman sublevels rises above the critical density for condensation, causes a discontinuity only in the second derivative of the magnetization.

At temperatures below \( T_c(x = 0) \), the magnetization is discontinuous at zero magnetic field. The magnetic susceptibility for this gas (slope of magnetization vs. field at zero field) is infinite. The spinor Bose-Einstein gas in this regime is thus ferromagnetic, even in the absence of any interaction among the atomic spins. Magnetic ordering in this case can be thought of as a parasitic phenomenon, taking advantage of the fact that Bose-Einstein condensation creates a fraction of the gas with no entropy.

Our model also provides an approximation for the thermodynamic properties of the spinor Bose-Einstein gas. We can use ideal-gas formulae to calculate the kinetic energy \( U_{m_F} \) and entropy \( S_{m_F} \) within each Zeeman sublevel of the gas:

\[ U_{m_F} = N_{\text{th, } m_F} \frac{3}{2} \frac{k_B T}{g_{5/2}(z_{m_F})} \frac{g_{3/2}(z_{m_F})}{g_{3/2}(z_{m_F})} \]

\[ S_{m_F} = N_{\text{th, } m_F} k_B \left( \frac{5}{2} \frac{g_{5/2}(z_{m_F})}{g_{3/2}(z_{m_F})} - \frac{\mu_{m_F}}{k_B T} \right) \]

Lines of constant energy and entropy determined by these formulae are shown on Fig. 2a. In the quantum-degenerate regime, we see that, at constant temperature, the energy and entropy of the gas decrease with the magnitude of the applied magnetic field. As discussed above, there is one Zeeman sublevel for which the chemical potential
Fig. 2.: Magnetization of a non-interacting $F = 1$ spinor Bose gas at thermal equilibrium in an applied field. (a) A contour plot shows the magnetization as a function of applied field strength and temperature. The Zeeman energy $\mu B$ and temperature $T$ are shown scaled by the energy and temperature defined by the critical temperature for Bose-Einstein condensation at zero magnetic field, $T_c(x=0)$, defined in the text. The solid black line shows the Bose-Einstein condensation transition. The maximum transition temperature $T_c(x \to \pm \infty) = 3^{2/3} T_c(x=0)$ is indicated by the dashed black line. The dashed yellow line demarcates a line of constant thermal energy, while the dotted white line demarcates a line of constant entropy, both calculated using expressions in Eqs. 17 and 18. (b) The magnetization vs. magnetic field is plotted at several representative temperatures, indicated by the arrows in (a). The lines here are dashed in regimes where the gas is non-degenerate, and solid where the gas is degenerate. At temperatures $T < T_c(x = 0)$, the sudden jump in magnetization at zero field indicates the gas is ferromagnetic.

is zero, and thus the normal fraction of atoms within this sublevel is saturated at an energy and entropy that is determined solely by the temperature. Therefore, as the magnitude of the magnetic field is increased, the populations of the remaining magnetic sublevels decrease, decreasing the amount of thermal energy and entropy contained in these populations while increasing the number of condensed atoms.

This thermodynamic tendency is at the root of demagnetization cooling in a spinor Bose gas, which has been demonstrated both for alkali [41] and for high-spin spinor gases [42, 43]. In the work with alkali gases, a fully longitudinally magnetized $F = 1$ spinor gas was Bose-Einstein condensed in an optical trap. Within the model discussed here, the full magnetization of the gas is equivalently described by the gas’ coming to free equilibrium (without the magnetization constraint for alkali spinor gases) at an effective magnetic field $B_{\text{eff}} = \infty$. The magnetization of the gas was then deliberately lowered, simply by rotating the atomic spin slightly from the longitudinal direction, using rf fields so that the spin rotation was spatially uniform. The gas was then allowed to come to thermal equilibrium under the constraint of constant magnetization. Owing to the rotational symmetry of the s-wave contact interactions, the spin rotation pulse did not change the internal energy of the gas. Of course, it did change the Zeeman energy of the gas greatly, but, as stated previously, the alkali gas is impervious to such energy
changes. Thereafter, the gas was allowed to equilibrate at constant magnetization. The equilibration proceeds roughly at constant energy, assuming that the optically trapped gas is completely isolated from its surroundings. As such, the gas undergoes isoenergetic demagnetization, following the yellow dashed line in Fig. 2a to an equilibrium at a lower value of $B_{\text{eff}}$. As shown in the figure, following this line implies that demagnetization (of the coherent transverse magnetization produced by the spin-rotation pulse) leads to cooling. Such cooling was indeed observed and used to drive down both the temperature and, upon ejecting the spin-flipped atoms, the entropy per particle of the spinor gas.

In the experiments on high-spin gases, demagnetization cooling is amplified by the fact that the gas can access the Zeeman energy. A spin polarized gas was prepared with its magnetic moment oriented along an applied magnetic field. Upon reducing the strength of the magnetic field, atoms were found to populate the magnetic sublevels with higher Zeeman energy, reaching those levels by converting thermal kinetic energy into Zeeman energy in a dipolar relaxation collision. In the recent work of Ref. [43], performed with a Bose-Einstein condensed chromium gas, both these demagnetization cooling effects contributed, i.e. both the conversion of kinetic energy to Zeeman energy and also the cooling effect of allowing magnetic excitations into the previously longitudinally polarized gas led to a reduction in temperature and entropy.

2.2. Spin-dependent s-wave interactions in more recognizable form. – The above model emphasized the role of Bose-Einstein statistics in causing a spinor Bose-Einstein gas to become magnetically ordered. Now we turn to the role of interactions in determining what type of magnetic order will emerge in conditions that are poorly described by our simple non-interacting-atom model, namely under the application of very weak magnetic fields, or, equivalently, in gases that are only weakly magnetized in the longitudinal direction.

We consider the effects of spin-dependent s-wave interactions, which we characterized in Eq. 6 in terms of projection operators, $\hat{P}_{\text{F}, \text{tot}}$, onto two-particle total spin states. It is helpful to rewrite these projection operators onto more familiar forms of spin-spin interactions. These interaction terms should retain the rotational symmetry of the interaction.

For the case of spin-1 gases, we find that two rotationally symmetric terms suffice to describe the s-wave interaction. Considering operators that act on the states of two particles, labelled by indices $i$ and $j$, we note the following identities:

\begin{align}
\left[\hat{I}_i \otimes \hat{I}_j\right]_{\text{sym}} &= \hat{P}_0 + \hat{P}_2 \\
\left[\hat{F}_i \cdot \hat{F}_j\right]_{\text{sym}} &= \left[\frac{\hat{F}_{\text{tot}}^2 - \hat{F}_1^2 - \hat{F}_2^2}{2}\right]_{\text{sym}} = \hat{P}_2 - \hat{P}_0
\end{align}

Here, the subscript “sym” reminds us that we should include only states that are symmetric under the exchange of the two particles. We can then replace the spin-dependent interaction of Eq. 6 with the following expression:

\begin{equation}
\hat{V}_{\text{int}} = \frac{1}{2} \left( c_0^{(1)} \hat{F}_i \cdot \hat{F}_j \right) \delta^3(r_i - r_j)
\end{equation}
where the coefficients $c_0^{(1)}$ and $c_1^{(1)}$ are defined as

$$
(22) \quad c_0^{(1)} = \frac{4\pi\hbar^2}{m} \frac{2a_2 + a_0}{3},
$$

$$
(22) \quad c_1^{(1)} = \frac{4\pi\hbar^2}{m} \frac{a_2 - a_0}{3}.
$$

The spin-dependent interactions are thus distilled to a form of isotropic Heisenberg interactions ($\hat{F}_i \cdot \hat{F}_j$). The sign of the interaction divides spin-1 spinor gases into two types. For $c_1^{(1)} < 0$, the spin-dependent interaction is ferromagnetic, favoring a state where atomic spins are all maximally magnetized, i.e. the maximum spin-projection eigenstate along some axis $n$. For $c_1^{(1)} > 0$, the spin-dependent interaction is anti-ferromagnetic. We recall that in solid-state magnets, anti-ferromagnetic interactions between neighbors in a crystal lead to a variety of interesting magnetic states, such as Néel-ordered anti-ferromagnets, valence-bond solids, and spin liquids, the selection among which requires careful examination of the specific geometry and connectivity of the lattice. Similarly, in anti-ferromagnetic spin-1 spinor gases, identifying the specific nature of magnetic ordering requires some careful thinking.

It may be useful here to remind the reader that the spin state of a spin-1 particle is characterized, at the one-body level, by a $3 \times 3$ density matrix. Such a Hermitian matrix is defined by nine real quantities: three real diagonal matrix elements plus six real numbers that define the three independent off-diagonal complex matrix elements. Corresponding to each of these real numbers, there is a Hermitian matrix that defines an observable quantity. Thus, the space of one-body observables for a spin-1 particle is spanned by nine basis operators. We may select these operators to be the identity operator, the three vector spin operators (denoted by symbols $\hat{F}$), and the five spin quadrupole operators (denoted by symbols $\hat{Q}$). In the basis of $\hat{F}_z$ eigenstates, these operators can be written in the following matrix form:

$$
(23) \quad F_x = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix}, \quad F_y = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & -i & 0 \\ i & 0 & -i \\ 0 & i & 0 \end{pmatrix}, \quad F_z = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & -1 \end{pmatrix}
$$

$$
(24) \quad Q_{yz} = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & -1 \\ 0 & -1 & 0 \end{pmatrix}, \quad Q_{zz} = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & -i & 0 \\ i & 0 & i \\ 0 & i & 0 \end{pmatrix}, \quad Q_{xy} = \begin{pmatrix} 0 & 0 & -i \\ 0 & 0 & 0 \\ i & 0 & 0 \end{pmatrix}
$$

$$
(25) \quad Q_{x^2-y^2} = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix}, \quad Q_{zz} = \frac{1}{3} \begin{pmatrix} -1 & 0 & 0 \\ 0 & 2 & 0 \\ 0 & 0 & -1 \end{pmatrix}, \quad I = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}
$$

All nine operators (except the identity operator) are traceless. Except for $Q_{zz}$, the traceless operators also have zero determinant and the same eigenvalues: $\{1, 0, -1\}$.

With these operators in mind, let us express the operator $\hat{V}_{\text{int}}$, written in Eq. 21, in terms of Bose field creation $\hat{v}_m^\dagger(r)$ and annihilation operators $\hat{v}_m(r)$ which are written in the basis of the projection of the atomic spin along some axis (owing to the symmetry of the spin-dependent interaction, it does not matter which axis we choose). We obtain
the following,

$$\hat{V}_{\text{int}} = \frac{1}{2} \int d^3r \left[ \left( c_0^{(1)} + c_1^{(1)} \right) \left( \hat{\psi}_1^+ \hat{\psi}_1 \right)^2 + c_0^{(1)} \left( \hat{\psi}_0^+ \hat{\psi}_0 \right)^2 + \left( c_0^{(1)} + c_1^{(1)} \right) \left( \hat{\psi}_{-1}^+ \hat{\psi}_{-1} \right)^2 + 2 \left( c_0^{(1)} + c_1^{(1)} \right) \hat{\psi}_0^+ \hat{\psi}_0 \left( \hat{\psi}_1^+ \hat{\psi}_1 + \hat{\psi}_{-1}^+ \hat{\psi}_{-1} \right) + 2 \left( c_0^{(1)} - c_1^{(1)} \right) \hat{\psi}_1^+ \hat{\psi}_1 \hat{\psi}_{-1}^+ \hat{\psi}_{-1} - 2c_1^{(1)} \left( \hat{\psi}_0^+ \hat{\psi}_0 \hat{\psi}_1^+ \hat{\psi}_1 + \hat{\psi}_{-1}^+ \hat{\psi}_{-1} \hat{\psi}_1^+ \hat{\psi}_1 + \hat{\psi}_{-1}^+ \hat{\psi}_{-1} \hat{\psi}_0^+ \hat{\psi}_0 \right) \right]$$

(26)

where, noting the delta-function spatial dependence, we have dropped the explicit dependence on position \( r \) which is the same for all field operators in the integrand.

2.3. Ground states in the mean-field and single-mode approximations. – One common approach to identifying the state of the degenerate gas is to assume that a Bose-Einstein condensate forms in a coherent state, i.e. a many-body state that is a product state of identical single-particle states. Let us simplify even further by stipulating that the single-particle state is a product state of a spatial wavefunction \( | \zeta \rangle \) and a spin wavefunction \( | \psi \rangle \). This is a variational, mean-field, and single-spatial-mode approximation.

We are left to minimize the following energy functional:

$$E = \langle \Psi | \hat{H}_{\text{motion}} + \hat{V}_{\text{int}} | \Psi \rangle$$

(27)

where \( | \Psi \rangle \) is our variational wavefunction, \( \hat{H}_{\text{motion}} \) includes the kinetic and potential energy terms. Let us assume that \( \hat{H}_{\text{motion}} \) is spin independent. Next, we assume that the spatial wavefunction \( \psi(r) \) is fixed, and that only the spin wavefunction \( | \zeta \rangle \) is to be varied. With these assumptions, the only term remaining to consider is the spin-dependent energy, which we conveniently normalize by the number of atoms in the condensate:

$$E_{\text{spin}} = \frac{1}{N} \langle \Psi | \sum_{i,j} \frac{c_1^{(1)}}{2} \delta_{ij} \vec{F}_i \cdot \vec{F}_j \delta(r_i - r_j) | \Psi \rangle$$

(28)

$$= \frac{c_1^{(1)} n}{2} \langle \vec{F} \rangle^2$$

(29)

Here, \( N \) is the particle number, \( n = N \int |\psi(r)|^4 d^3r \) is the average density, and \( \langle \vec{F} \rangle = \langle \zeta | \vec{F} | \zeta \rangle \).

This mean-field energy functional has two extremal values. One extremum is obtained for the state that maximizes the length of the average spin vector, i.e. the state \( | m_n = +1 \rangle \) with the maximum projection of its spin along some direction \( \vec{n} \), giving \( \langle \vec{F} \rangle = 1 \). This state minimizes the energy for gases with ferromagnetic interactions, with \( c_1^{(1)} < 0 \). The state is maximally magnetized, with \( \vec{n} \) defining the direction of the magnetization (or the opposite of that direction, depending on the sign of the gyromagnetic ratio). In our single-mode approximation, the spinor part of the wavefunction is constant in space. So a gas in the \( | m_n = +1 \rangle \) state is “ferromagnetic” in the sense that, like in a solid-state ferromagnet, it has a macroscopic magnetization that has a constant direction across the entire volume of the material.

A second extremum in the mean-field energy function occurs for the state that minimizes the length of the average spin vector. This is the state \( | m_n = 0 \rangle \), which is the...
eigenstate for the spin projection along the $\mathbf{n}$ axis with eigenvalue zero. The average spin in directions orthogonal to $\mathbf{n}$ is also zero, so one obtains $|\langle \mathbf{F} \rangle| = 0$. This state then minimizes the energy for gases with antiferromagnetic interactions, with $c_1^{(1)} > 0$. We can regard this state as being nematic, in that it is aligned with an axis $\mathbf{n}$ (which we may call the director), but that it is oriented neither in the $+\mathbf{n}$ or $-\mathbf{n}$ directions. A condensate with a spatially uniform nematic spin wavefunction is “nematically ordered” in that the director $\mathbf{n}$ is constant in space. The $|m_n = 0\rangle$ is also termed polar because of the fact that rotating the state by $\pi$ radians about an axis transverse to $\mathbf{n}$ produces a final state that still is a zero-valued eigenstate of the operator $\hat{\mathbf{F}} \cdot \mathbf{n}$; however, the rotation results in the final state differing from the initial state by a minus sign. This property is exhibited also by the $p_z$ electronic orbital of atomic and chemical physics, in which the electron density is symmetric under a $\pi$ rotation about, say, the $\mathbf{x}$ axis, but where the phase of the electronic wavefunction is antisymmetric under such rotation.

2.4. Mean-field ground states under applied magnetic fields. – In Sec. 2.1, we discussed the thermodynamics of a non-interacting spinor gas in an applied magnetic field, or, equivalently, under the constraint of constant longitudinal magnetization. Let us extend this consideration also to the interacting spinor gas in order to understand how the application of symmetry breaking fields tears at the rotationally symmetric interaction Hamiltonian and its solutions.

We consider two symmetry-breaking external influences. The first is a linear Zeeman shift, or equivalently, as discussed before, a constraint of constant longitudinal magnetization. Keeping with nomenclature in early papers on spinor Bose-Einstein condensates, we account for this energy through the term $p \hat{F}_z$. In early experiments on spinor Bose-Einstein condensates, a magnetic field gradient was applied deliberately to the gas to provide clear experimental signatures of the spin-dependent interactions [1]. Such a gradient can be accommodated by making $p$ spatially varying; we revisit this point in Sec. 2.5.

Secondly, we include also a quadratic Zeeman energy. As mentioned earlier, the spinor gas can evolve by the spin-mixing collision. This process is insensitive to the linear Zeeman energy, but depends on the quadratic Zeeman shift, which shifts the average energy of the $|m = \pm 1\rangle$ states (Zeeman energy of the right side of Eq. 11) by an energy $q$ with respect to that of the $|m_F = 0\rangle$ state (Zeeman energy of the left side of Eq. 11). The quadratic Zeeman shift comes about from the fact that an applied magnetic field mixes hyperfine levels, causing energy repulsion between states in, say, the upper and lower hyperfine states with the same value of $m_F$ in the electronic ground state of alkali gases. A quadratic Zeeman energy can also be imposed by driving the atoms with microwave-frequency magnetic fields that are near resonant with hyperfine transitions [44]. The latter approach allows one to reverse the sign of the quadratic Zeeman energy (microwave-dressed hyperfine levels are made to move closer, rather than farther, in energy). For simplicity, and to match with most experiments, we consider quadratic Zeeman energy shifts in the same basis as that determined by the linear Zeeman energy, i.e. through the term $q \hat{F}_z^2$. As such, the Zeeman energies still preserve the symmetry of rotations about the longitudinal direction (the $z$ axis). More generally, the quadratic and linear Zeeman energies could, in principle, be applied along different axes, breaking rotational symmetry altogether.
We now obtain a spin-dependent energy functional of the form

\[ E_{\text{spin}} = p\langle \hat{F}_z \rangle + q\langle \hat{F}_z^2 \rangle + \frac{c^{(1)}_1 n}{2} \langle \mathbf{F} \rangle^2 \]  

Expressing the spin wavefunction \( |\zeta\rangle \) in the \( \hat{F}_z \) eigenbasis, the energy functional has the form

\[ E_{\text{spin}} = p\left(|\zeta_1|^2 - |\zeta_{-1}|^2\right) + q \left(|\zeta_1|^2 + |\zeta_{-1}|^2\right) + \frac{c^{(1)}_1 n}{2} \left[ \left(|\zeta_1|^2 - |\zeta_{-1}|^2\right)^2 + 2|\zeta_1^*\zeta_0 + \zeta_0^*\zeta_{-1}|^2 \right] \]  

This expression, while correct, hides from us the fact that some of the information in the spin wavefunction \( |\zeta\rangle \) is irrelevant for calculating the energy. For one, the spinor is normalized to unity, so we need not keep track of all the populations \( |\zeta_i|^2 \). We’ll keep track just of two, choosing the quantities

\[ M = |\zeta_1|^2 - |\zeta_{-1}|^2 \]  
\[ \rho_0 = |\zeta_0|^2 = 1 - |\zeta_1|^2 - |\zeta_{-1}|^2 \]  

Here, \( M \) is the longitudinal magnetization of the gas, normalized to lie in the range \(-1 \leq M \leq 1\), and \( \rho_0 \) is the fractional population in the \( |m_F = 0\rangle \) state. Under a constraint of constant longitudinal magnetization, \( \rho_0 \) is constrained to vary in the range \( 0 \leq \rho_0 \leq 1 - |M| \).

In addition, the wavefunction \( |\zeta\rangle \) contains three complex phases, for example, the complex arguments of the three probability amplitudes \( \phi_i = \text{arg}(\zeta_i) \). However, two linear combinations of these phases do not affect the energy. Clearly, the energy is unaffected by multiplying the wavefunction by a global phase. Thus, the combination \( \phi = (\phi_1 + \phi_0 + \phi_{-1})/3 \) is unimportant to us. Also, the mean-field energy functional \( E_{\text{spin}} \) is invariant under rotations of the spin about the \( z \) axis. Such a rotation would change the value of the phase difference \( \phi_2 = \phi_1 - \phi_{-1} \), but would not change the energy. The only linear combination of phases that is still potentially important is the combination

\[ \theta = \phi_1 + \phi_{-1} - 2\phi_0 \]  

In our later discussion of spin-mixing dynamics, we will see that it is this phase combination that controls the direction in which populations will flow in a spin-mixing collision (Eq. 11).

We now rewrite the spin-dependent energy as

\[ E_{\text{spin}} = pM + q(1 - \rho_0) + \frac{c^{(1)}_1 nM^2}{2} + c^{(1)}_1 n\rho_0 \left[ (1 - \rho_0) + \sqrt{(1 - \rho_0)^2 - M^2}\cos \theta \right] \]  

The task of minimizing this energy is now much clearer. The phase \( \theta \) controls the degree of magnetization present when the spin wavefunction contains a superposition of states with \( \Delta m_F = 1 \). We choose \( \cos \theta = 1 \) for ferromagnetic interactions (\( c^{(1)}_1 < 0 \)) to maximize that magnetization, and \( \cos \theta = -1 \) for antiferromagnetic interactions (\( c^{(1)}_1 > 0 \)) in order...
Fig. 3.: Mean-field ground states predicted for an $F = 1$ spinor gas with spin-dependent s-wave interactions. The energy functional of Eqs. 31 and 35 is considered. Here $p$ (linear Zeeman energy, or Lagrange multiplier for magnetization constraint) and $q$ (quadratic Zeeman energy) are measured in units of the interaction energy $|c_1^{(1)}|$. Diagrams are shown for (a) antiferromagnetic interactions, (b) neglecting the effects of interaction, and (c) ferromagnetic interactions. Gray regions in (a) and (c) indicate the ground state is a mixture of Zeeman sublevels. Solid lines indicate discontinuous phase changes, while dashed lines indicate continuous changes. Also shown are the mean-field energies of three extremal states – the longitudinally magnetized state, the longitudinal polar state $(|m_z = 0\rangle)$, for which the nematic director is the $z$ axis and the transverse polar state (for example $|m_x = 0\rangle$, for which the nematic director is the $x$ axis) – for either (d) antiferromagnetic or (e) ferromagnetic interactions, where we set $p = 0$. In the antiferromagnetic case, the polar state is always the lowest energy state, changing its alignment at $q = 0$. For the ferromagnetic case, the longitudinal polar state is the ground state for $q > 0$, while the longitudinally magnetized state is the ground state for $q < 0$. Between these regions, a state of non-zero transverse magnetization is favored (energy given by black line), with spin wavefunction given in Eq. 36.
If atering lengths, a gas (with equal masses, as here) is governed by the relation between the s-wave scatter-
the longitudinal polar state, with the nematic vector aligned with the longitudinal

and also in terms of the scattering lengths $a_{ij}$ defined in Eqs. 22, and also in terms of the scattering lengths $a_{F_{\text{pair}}}$ that describe s-wave collisions between atoms with total angular momentum $F_{\text{pair}} = 0$ and $F_{\text{pair}} = 2$.

| $m_F = +1$ | $m_F = 0$ | $m_F = -1$ |
|---|---|---|
| $c_0^{(1)} + c_1^{(1)}$ | $c_0^{(1)} + c_1^{(1)}$ | $c_0^{(1)} - c_1^{(1)}$ |
| $a_2$ | $a_2$ | $a_2 + 2a_0$ |
| $c_0^{(1)} + c_1^{(1)}$ | $c_0^{(1)}$ | $c_0^{(1)} + c_1^{(1)}$ |
| $a_2$ | $a_2$ | $a_2$ |
| $c_0^{(1)} - c_1^{(1)}$ | $a_2 + 2a_0$ | $a_2$ |

Table II.: Interaction strengths that characterize binary s-wave collisions among atoms in the $F = 1$ manifold. The interaction strength is characterized both in terms of the scalar and Heisenberg-like interaction strengths, $c_0^{(1)}$ and $c_1^{(1)}$ respectively, that are defined in Eqs. 22, and also in terms of the scattering lengths $a_{F_{\text{pair}}}$ that describe s-wave collisions between atoms with total angular momentum $F_{\text{pair}} = 0$ and $F_{\text{pair}} = 2$.

Table: Interaction strengths that characterize binary s-wave collisions among atoms in the $F = 1$ manifold.

The interaction strength is characterized both in terms of the scalar and Heisenberg-like interaction strengths, $c_0^{(1)}$ and $c_1^{(1)}$ respectively, that are defined in Eqs. 22, and also in terms of the scattering lengths $a_{F_{\text{pair}}}$ that describe s-wave collisions between atoms with total angular momentum $F_{\text{pair}} = 0$ and $F_{\text{pair}} = 2$.

for example, the region in the $p-q$ plane occupied by the $|m_z = 0\rangle$ ground state (this is the longitudinal polar state, with the nematic vector aligned with the longitudinal $z$ axis) is increased in the case of antiferromagnetic interactions, and decreased in the case of ferromagnetic interactions.

The diagram also shows evidence of the miscibility and immiscibility of different magnetic sublevels. The miscibility of two Bose-Einstein condensed components $i$ and $j$ of a gas (with equal masses, as here) is governed by the relation between the s-wave scattering lengths, $a_{ii}$, $a_{jj}$, and $a_{ij}$, where the indices indicate the two components colliding. If $a_{ij} < \sqrt{a_{ii}a_{jj}}$, then the components are miscible in that a superposition of the two components has less interaction energy than two phase-separated domains of the two components. The s-wave scattering lengths for different collisions among $F = 1$ atoms are all determined by the values of $a_{F_{\text{pair}} = 0}$ and $a_{F_{\text{pair}} = 2}$, as shown in Table II.

We see that for antiferromagnetic interactions, the $|m_z = 1\rangle$ and $|m_z = 0\rangle$ components are immiscible. This fact is reflected in the ground-state phase diagram (Fig. 3a) by the sharp boundary between the regions in which either of these components is the ground state. In contrast, in the case of ferromagnetic interactions, the transition between these two regions is gradual. The gray region between them in Fig. 3c indicates that the mean-field ground state is a superposition of states including the $|m_z = 1\rangle$ and $|m_z = 0\rangle$ state; such a mixture allows the gas to be partly magnetized and thus take advantage of the spin-dependent interaction. One also sees that, for antiferromagnetic interactions, the $|m_z = 1\rangle$ and $|m_z = -1\rangle$ states are miscible. This miscibility is indicated in Fig. 3a by the gray region that lies between the $|m_z = 1\rangle$ and $|m_z = -1\rangle$ ground state regions at $q < 0$, in which a superposition of these two states reduces the mean-field energy. Indeed, for $q < 0$ and $p = 0$, the minimum energy state for antiferromagnetic interactions is the transversely aligned polar state, i.e. the state $|m_n = 0\rangle$ for which the nematic director $\mathbf{n}$ lies in the plane transverse to $\mathbf{z}$ (in the $x-y$ plane). Such a state is a superposition of the $|m_z = \pm 1\rangle$ states with equal population in the two states.

25 Experimental evidence for magnetic order of ferromagnetic and antiferromagnetic $F = 1$ spinor condensates. – Compelling experimental evidence for the realization of such mean-field ground states for $F = 1$ spinor gases has been obtained. The ferromagnetic case is exemplified by the $F = 1$ spinor gas of $^{87}\text{Rb}$. The first experiments on this system were performed by the groups of Chapman [45] and Sengstock [46]. They examined opti-
cally trapped, Bose-Einstein condensed gases that were prepared with zero longitudinal magnetization (i.e. with $p = 0$), by preparing all atoms in the $|m_F = 0\rangle$ state. Then, the gases were allowed to evolve under an applied, uniform magnetic field, which produced an adjustable, positive value of $q$.

At high $q$, the $|m_F = 0\rangle$ state being lower than energy than the average energy of the $|m_F = \pm 1\rangle$ states that would be produced by spin mixing, we expect the $|m_F = 0\rangle$ state to be the preferred ground state of the atoms. At low $q$, one expects the gas to acquire magnetization. Consistent with the initial magnetization of the gas, one expects the gas to become transversely magnetized, described by the single-atom spin wavefunction

$$|\zeta\rangle = \begin{pmatrix} e^{-i\phi} \sqrt{1 - q/q_0} \\ -i \sqrt{1 + q/q_0} \\ e^{i\phi} \sqrt{1 - q/q_0} \end{pmatrix},$$

over the range $0 \leq q \leq 2|c^{(1)}_1 n| = q_0$. Here, the transverse magnetization has the amplitude $\sqrt{1 - (q/q_0)^2}$, i.e. ranging from zero magnetization at the transition from the paramagnetic to the ferromagnetic phase ($q = q_0$) to full magnetization at $q = 0$ where the spin-dependent interactions are the only spin-dependent energy term. In the experiment, the Zeeman-state populations of the gas were measured, and indeed one found the expected ratio of populations in the $|m_F = \{1, 0, -1\}\rangle$ states.

The Zeeman state populations on their own do not confirm that the gas has adopted a state with nonzero magnetization; for this, one needs to establish that the Zeeman populations are coherent with one another, and that the phase relations among them lead to a non-zero magnetic moment. For example, compare the two spin wavefunctions

$$|\zeta_F\rangle = \begin{pmatrix} 1/2 \\ 1/\sqrt{2} \\ 1/2 \end{pmatrix} \quad |\zeta_P\rangle = \begin{pmatrix} 1/2 \\ i/\sqrt{2} \\ 1/2 \end{pmatrix}. $$

The first of these, $|\zeta_F\rangle$, is the state magnetized along the $x$ axis. The second of these, $|\zeta_P\rangle$, differing from the first only in a phase factor on one of the probability amplitudes, is a polar state with zero magnetization. Without measurements of the relative phase between Zeeman-state probability amplitudes, one cannot discern these states.

Two separate experiments confirmed that these relative phases are indeed those that maximize the magnetization in the case of ferromagnetic interactions. The Chapman group utilized spin-mixing dynamics, which we discuss in Sec. 4, to cause the magnetic state of the gas to reveal itself [47]. After the gas had come presumably to equilibrium, the experimenters applied a briefly pulsed quadratic Zeeman energy shift. This pulse knocked the state away from its equilibrium state and initiated a tell-tale oscillation of the Zeeman-state populations, the dynamics of which were in excellent agreement with numerical calculations and indicative of the initial state being ferromagnetic as expected.

More direct evidence of the ground-state structure of the $F = 1 \ ^{87}\text{Rb}$ gas comes from direct measurements of the gas magnetization. The imaging methods used to measure such magnetization are discussed in Sec. 3. In the work of Ref. [48], such measurements confirmed that a ferromagnetic spinor gas prepared with no initial spin coherence whatsoever will, upon being cooled to quantum degeneracy and allowed to evolve for long times,
Fig. 4.: Direct imaging of the formation of ferromagnetic order in a $F = 1$ $^{87}$Rb spinor gas. An unpolarized gas was prepared above the Bose-Einstein condensation transition temperature. The gas was then cooled by evaporation, and allowed to equilibrate, for the time indicated on the figure, before its vector column magnetization was measured by magnetization-sensitive phase-contrast imaging. The magnetization for each single sample probed is represented in two images stacked vertically; the top shows the transverse magnetization and the bottom the longitudinal magnetization. The color scheme used for all these images is shown. The gas is shown to develop ferromagnetically ordered regions of increasing size over time. The magnetization realized with $q = 0$ is isotropically distributed. The magnetization realized for $q > 0$ tends to lie in the transverse plane, while for $q < 0$ it tends to point longitudinally. Figure adapted from Ref. [48].

become spontaneously magnetized. For a positive quadratic Zeeman energy ($q > 0$), the magnetization was found to lie in the transverse plane, while for $q < 0$ (realized by the application of microwave fields) the magnetization tended to orient along the magnetic field axis (Fig. 4).

The case of antiferromagnetic interactions is exemplified by the $F = 1$ spinor condensate of sodium. The first experiments on spinor condensates, performed with such a gas, confirmed the increased energetic stability of the polar state by placing the trapped gas in a magnetic field gradient [1]. Under such a gradient, a gas within a net zero longitudinal magnetization would tend to become polarized, lowering its energy by adopting the strong-field seeking state ($|m_F = +1\rangle$ in this case) at the high-field end of the trap, and the weak-field seeking state ($|m_F = -1\rangle$) at the low-field end. However, such an arrangement maximizes the spin-dependent interaction of the antiferromagnetic spinor
gas. A lower energy configuration is achieved by reducing the magnetization of the gas at the cloud center. Depending on the sign of the quadratic Zeeman shift, the favored non-magnetic state is a polar state ($|m_n = 0\rangle$) with the director $n$ pointing either transversely ($q < 0$) or axially ($q > 0$). Measurements of the one-dimensional spin-state distribution of the gas (along the direction of the field gradient) showed the expected magnetization pattern, in quantitative agreement with expectations.

2.6. Correlations in the exact many-body ground state of the $F = 1$ spinor gas. – It is clear, however, that these mean-field product states cannot be the true ground state of the interacting spinor gas. Consider specifically the case of antiferromagnetic interactions, the ones we suspect, based on solid-state magnetism, are going to be the most interesting. Mean-field theory predicts the state with all atoms in the $|m_F = 0\rangle$ Zeeman state to be a ground state; for a gas of $N$ atoms, we may write this state in the Fock-state basis as $|0, N, 0\rangle$ where we enumerate the atoms in the $|m_F = \{+1, 0, -1\}\rangle$ states sequentially. However, the many-body Hamiltonian contains a term describing spin-mixing collisions, meaning that this mean-field state is coupled, for example, to the orthogonal state $|1, N - 2, 1\rangle$. The true ground-state of the system must contain a superposition of (at least) these two many-body states.

A similar scenario applies in the interacting scalar Bose gas. The mean-field ground state for a condensate in a uniform container is one with all atoms in the zero-momentum state. However, the Hamiltonian includes terms describing elastic collisions that conserve the total momentum of the colliding atom pair. One such term describes a collision in which two atoms are excited out of the zero-momentum state and promoted to states of non-zero counter-propagating momenta $\pm p$. Thus, the true many-body ground state must include also a population of atoms in non-zero momentum states. Yet, the number of such momentum-excited atom pairs remains small owing to the energy penalty for creating such excitations. The total number of excited pairs comprises the quantum depletion, which remains small in the case of weak interactions [49].

Is there a similar energy penalty for spin-mixing collisions, which might suppress the population of atoms outside the $|m_F = 0\rangle$ spin state and constrain the quantum depletion atop the mean-field state? Consider the state generated from our initial mean-field ansatz by a slight geometric rotation, i.e. all atoms in the polar state that is aligned with an axis just slightly tilted from the $z$ axis. Such a state also contains a superposition of the $|0, N, 0\rangle$ and $|1, N - 2, 1\rangle$ states, and yet the energy of this rotated state is no higher than the initial state. Thus we suspect, without rigorous proof yet, that the spin-mixing interaction will mix new spin configurations into the mean-field initial state without an energy penalty, different from the situation with a weakly interacting scalar Bose gas. If this suspicion is correct, then the quantum depletion of the mean-field state will be massive, and mean-field state would no longer be a good approximation to the many-body ground state.

This vague argument was cast more rigorously and elegantly by Law, Pu and Bigelow [50]. One realizes that the exact many-body Hamiltonian, containing a sum of spin-dependent interactions between all pairs of atoms in the gas, treats all atoms symmetrically. We might expect, therefore, that the Hamiltonian can be written not just in the basis of spin operators $\hat{F}_i$ acting on each individual atom within the gas, but also in terms of collective spin operators that describe the joint spin state of all atoms in the gas. This expectation turns out to be correct. Defining the collective spin operator as $\hat{F}_N = \sum_i \hat{F}_i$, we find the spin-dependent many-body Hamiltonian for a spinor gas of
atoms, each assumed to be in the same state of motion, can be written as

\[ \hat{H} = \frac{c_1^{(1)}}{2} \left( \hat{F}_N^2 - 2 \right) \]

where \( n \) is the average density of the gas.

In the case of antiferromagnetic interactions (\( c_1^{(1)} > 0 \)), the energy is minimized by minimizing \( \hat{F}_N^2 \). Such minimization is achieved by the state of zero collective spin \( |F_N = 0, m_{F_N} = 0 \rangle \). This state can be pictured as being composed of pairs of atoms (letting \( N \) be even), each of which is in the spin-singlet state, written for a pair of particles as

\[ |F_{\text{pair}} = 0, m_{F_{\text{pair}}} = 0 \rangle = \sqrt{\frac{2}{3}} |1, 0, 1 \rangle - \sqrt{\frac{1}{3}} |0, 2, 0 \rangle \]

using the Fock-state basis introduced above. The many-body state is a product state of \( N/2 \) such pairs, fully symmetrized under particle exchange.

This many-body state has several distinct features. First, it is a state that does not break the rotational symmetry of the Hamiltonian. Indeed, one may write this state as the superposition of mean-field polar states, integrated over all alignment axes [51]. Second, this ground state is unique up to an overall phase factor. Third, the state is not a standard Bose-Einstein condensate, which would be defined, according to the criterion of Penrose and Onsager, as a state for which there is just a single, single-particle state that is macroscopically occupied [52]. Finally, this state has measurable features that distinguish it from the mean-field ground state. Consider that for an \( N \)-atom mean-field polar ground state, i.e. all atoms in the \( |m_n = 0 \rangle \) state, there is a defined axis \( n \) along which the spin projection of the atoms is strictly zero. However, measured along any other axis, while the net atomic spin projection has zero average, it fluctuates by an amount on the order of \( \sqrt{N} \). In contrast, the many-body ground state is rotationally symmetric, and thus has strictly zero net spin projected on any quantization axis. Zeeman-state populations can be measured experimentally with single-atom sensitivity, so this signature of the many-body ground state should be accessible in future experiments.

In the case of ferromagnetic interactions (\( c_1^{(1)} < 0 \)), the energy is minimized by maximizing \( \hat{F}_N^2 \). In this case, the many-body ground state is degenerate. Its subspace is spanned by basis vectors of the form \( |F_N = N, m_{F_N} \rangle \), with \( m_{F_N} \) taking one of \( 2N + 1 \) values. This subspace includes the mean-field ground state, and our guess that a Bose-Einstein condensate would form that breaks rotational symmetry spontaneously is not invalidated.

### 3. – Imaging spinor condensates

How do we experimentally probe a multicomponent condensate? A spinless condensate is characterized by a complex order parameter \( \psi(\mathbf{r}) \). The density \( |\psi(\mathbf{r})|^2 \) can be directly measured by conventional imaging techniques, for instance by measuring how much light is absorbed by the sample. Measuring the phase is more difficult. One approach is to take multiple images and observe the density change with time, since the velocity \( \mathbf{v} = (-i\hbar/m)\nabla \psi \) depends on the phase. Alternatively, the phase can be measured with an interference experiment. Together, these yield all the information needed to reconstruct \( \psi(\mathbf{r}) \).
For a multicomponent condensate, the order parameter is more complicated. Ideally, we would like to know the spin density matrix at each point in the condensate. For a condensate near its ground state, at low temperature, we might expect to need to measure the $2F + 1$ complex components of the wavefunction; that is, the population of each spin component and the coherences between those components.

In this Section, we discuss three imaging techniques used to measure the spin evolution of the condensate. In brief, a light beam passes through a spinor condensate and is altered by its interaction with the atoms. The first imaging technique uses dispersive interactions, causing the light to acquire a phase shift, while the second and third techniques are absorptive, in which case atoms scatter photons out of the laser beam. Of particular interest are nondestructive techniques where many images of a single condensate show its temporal evolution. How do we make optical imaging of an atomic gas sensitive to the spin state of that gas? One can think about the degrees of freedom at hand: polarization, frequency, transverse position in an image, and time at which an image is taken. Imaging techniques have been developed that translate each of these degrees of freedom into information on the spin composition of a gas.

3.1. Stern-Gerlach imaging. – The first experiment on spinor gases [1], and many more recent studies, used spin-dependent forces to separate spin components spatially before imaging. For instance, the spin-up atoms might be pushed to the right and the spin-down atoms pushed to the left before an image of all the atoms is taken. The image can then be processed to surmise what was the spin distribution of the gas before the forces and imaging were applied. A spin-dependent force is easily achieved by applying a magnetic field gradient. Most atoms have a magnetic moment on the order of a Bohr magneton, for which a moderate field gradient of just several G/cm will displace the different magnetic sublevels of a cloud of atoms by 100’s of microns of one another within 10’s of milliseconds. Ultracold atoms have extremely narrow momentum distributions such that they barely expand over this time: a 100 nK thermal (non-condensed) gas of $^{87}\text{Rb}$ will expand 30 µm over 10 ms, while a 10 G/cm magnetic field gradient will separate the three $F = 1$ spin states by ten times this distance in the same time. Thus, atoms in the different sublevels can be well separated from one another, just as the spots on a glass plate formed by silver atoms with different initial spin states were separated in the experiment of Stern and Gerlach [53]; hence the name “Stern-Gerlach imaging.” A conventional, destructive, spin-independent absorption image can then be taken, allowing the number of atoms in each of the magnetic sublevels to be determined. Assuming that the inhomogeneous magnetic field that separates out the different spin components is ramped up and down gradually in time, as is typically the case, the measurement is performed in the basis of projections of the longitudinal field (the $\hat{F}_z$ eigenbasis). But one can apply rf pulses before the separation/image is performed, rotating the spins so that the data can be interpreted as measuring the Zeeman populations along a rotated spin axis in the gas being analyzed.

Stern-Gerlach imaging has been a powerful probe of spinor Bose gases. The spin distribution of spinor gases along one dimension of an elongated optical trap was determined by reversing (in software) the displacement between the different spin components, noting, for example that one component came predominantly from the top of the trap and the other predominantly from the bottom. This analysis enabled the observation of between a few [1] and very many [54, 55, 56] domains of different spin composition. It enabled the observation of distinct spin-mixing resonances into different spin fluctuation modes of a trapped gas, as described in Sec. 4.3. Combined with the diffraction of
atoms from an imposed optical lattice potential, it has allowed for the identification of states with coupled spin-orbital motion that are increasingly used for realizing effective magnetic fields [57] and magnetism in “synthetic dimensions” [58, 59, 60]. Combined with absorption imaging with single-atom sensitivity, achieved by scattering very many photons off each single atom, Stern-Gerlach imaging has allowed for the detection of strong correlations between populations in different atomic levels, enforced by angular momentum conservation [61] or parametric amplification [62, 63, 64].

The limitation of Stern-Gerlach imaging is that it provides poor spatial resolution, and that it is a destructive imaging method. Poor spatial resolution results from the separation of the different magnetic sublevels to resolvable locations in an image. During that separation, the atoms expand out from their initial position and blur the image. Once pulled apart, the gas cannot be put back together again, and so the image is destructive in that it can only be taken once. Thus, if one wanted to measure several projections of the atomic spin, or to measure the evolution of an atomic gas in a single experiment by taking several images spaced in time, one would have to turn to different imaging techniques. These limitations are not fundamental – it may be possible to freeze the relative motion of atoms in a single spin state during the Stern-Gerlach separation into magnetic sublevels, and it is certainly possible to dribble out small fractions of a trapped atomic gas for Stern-Gerlach imaging while leaving the majority of atoms in the trap to continue their evolution and to be measured again later on.

3.2. Dispersive birefringent imaging. – Rather than applying spin-dependent forces to the spinor gas, we can detect the spin state distribution of the trapped gas by discerning differences in how those spin states interact with light. The topic of spin-dependent light-atom interactions is covered in other sources [65, 66, 5], so we will be brief.

We recall that the effects of light-atom interactions are quantified by matrix elements of the interaction Hamiltonian between ground and excited states – e.g. \(-\mathbf{E} \cdot \mathbf{d}_{e,g}\) for electric dipole transitions with \(\mathbf{E}\) being the electric field of the light and \(\mathbf{d}_{e,g} = \langle e | \hat{\mathbf{d}} | g \rangle\) being the matrix element of the electric dipole moment operator between the ground (\(|g\rangle\)) and excited (\(|e\rangle\)) states – and also by transition half-linewidths \(\gamma\), and frequency differences \(\delta_{e,g}\) between the light applied to the atoms and their resonance frequencies. For example, the linear absorption cross section for absorbing light of polarization \(\epsilon\) on the \(|g\rangle \rightarrow |e\rangle\) transition is \(\sigma \propto |\epsilon \cdot \mathbf{d}_{e,g}|^2 / (\delta_{e,g}^2 + \gamma^2)\) and the dispersive phase shift imparted on light passing the atom is proportional to \(-|\epsilon \cdot \mathbf{d}_{e,g}|^2 \delta_{e,g} / (\delta_{e,g}^2 + \gamma^2)\).

In both of these expressions, coupling to the spin arises through the dot product \(\epsilon \cdot \mathbf{d}_{e,g}\) and through the detunings \(\delta_{e,g}\). In this subsection, we discuss imaging methods that make use of the former spin dependence – a dependence on the relative orientation of the optical polarization and the atomic dipole moment that leads to dichroism and birefringence. In the next subsection, we discuss an imaging method that takes advantage of the latter spin dependent term, by driving resonant transitions at different frequencies in a spin-selective manner. The frequency selectivity in that method is achieved on narrow microwave-frequency resonances for magnetic dipole transitions rather than broad optical-frequency resonances for electric dipole transitions.

3.2.1. Circular Birefringent Imaging. A “nondestructive” direct imaging method has been developed that uses circular birefringence of an atomic gas to measure its magnetization [67]. Circular birefringence is exemplified by an atom in a ground state with angular momentum \(J \geq 1/2\) being driven near a transition to an excited state with angular momentum \(J + 1\) (here \(J\) stands for some generic angular momentum operator).
Fig. 5.: Circular birefringence imaging of an $F = 1$ spinor gas. (a) The relative oscillator strengths for circular polarized light driving an optical transition from the $F = 1$ ground state to an $F' = 2$ excited state are shown. Atoms polarized in the $|m_F = +1\rangle$ sublevel, quantized along the direction of the optical helicity, interact more strongly with the light. A dispersive image taken with light near this transition therefore contains information on the magnetization of the gas along that direction. The dispersive signal is turned into an image in one of two standard ways. (b) One way is to convert the phase shift on a circularly polarized light field into an intensity image using a phase plate placed in the Fourier plane of the image, this being a form of phase contrast imaging [68]. (c) A second way is to illuminate the sample with linear polarized light. The circular birefringence causes a rotation of the linear polarization, and this rotation is analyzed by passing the light through a linear polarizer before the camera. Figure taken from Ref. [8].
Fig. 6.: All three components of the vector magnetization can be quantified by taking a sequence of imaging frames while the gas magnetization precesses in an applied magnetic field, and then is re-oriented using rf pulses. Shown is the expected image frame sequence for a gas initially magnetized along each of the cardinal directions. The imaging axis is y, as indicated in Fig. 5. The first set of panels shows the expected signal during nine equally spaced image frames taken during Larmor precession. The image signal from transversely magnetized sample shows a temporal oscillation, the phase of which determines the direction of the magnetization within the transverse plane. Following a $\pi/2$ rf pulse, which causes the longitudinal magnetization to be rotated into the transverse plane, a second set of several image frames can be analyzed to quantify that transverse magnetization strength. A two-dimensional image of the vector column magnetization is reconstructed from such an imaging sequence. The entire sequence occurs within just a few ms, faster than the dynamical timescales for spin transport and mixing dynamics. Figure taken from Ref. [8]

considered as occurring simply between an $L = 0$ ground state and an $L' = 1$ excited state, and, therefore, there would be no circular birefringence. If the probe is brought closer to atomic resonance – detuned by less than the fine structure splitting \(^{(3)}\) – then the probe “sees” the excited state hyperfine structure. The transition then effectively takes place between a $J = 1/2$ ground state and a $J' = 1/2$ or $J' = 3/2$ excited state (whichever is closer to resonance), and one obtains circular birefringence. In $^{87}$Rb, the $J = 1/2 \rightarrow J' = 1/2$ and $J = 1/2 \rightarrow J' = 3/2$ optical transitions are separated in frequency by 7 THz, much greater than the 6 MHz linewidths. So it is possible to use the dispersive circular birefringence of $^{87}$Rb atoms with light that is still detuned enough from the atomic transitions to avoid absorption.

On tuning even closer to resonance, so that one can resolve also the excited state.
hyperfine structure, the optical interactions can be regarded as being those between a
ground state with hyperfine spin $F$ and an excited state with specific hyperfine spin $F'$. In
this case, with $F \geq 1$, the atom shows also linear birefringence, which reflects the
alignment between the atomic spin quadrupole moment and the polarization vector of
the optical field. In practice, one typically uses probe light that is rather far detuned
from the excited states so as to avoid undue spontaneous emission, suppressing the
linear birefringence. In contrast, for the high-spin atoms, such linear birefringence can
be retained even at large detuning from resonance. As such, dispersive imaging will likely
be a very powerful tool for characterizing spinor Bose gases of high-spin atoms.

The application of circular birefringence imaging to an $F = 1$ spinor gas is illustrated
in Fig. 5. Light propagating along the $y$ axis passes through a spinor gas. Ignoring linear
birefringence, this probe light acquires a phase shift $\varphi_\pm \propto a\tilde{n} \pm b\tilde{M}_y$ that depends on
whether the light has polarization $\sigma^+$ or $\sigma^-$. Here $\tilde{n}$ is the column number density and
$\tilde{M}_y$ the projection of the column magnetization along the probe axis $y$. The constants $a$ and $b$ derive from Clebsch-Gordan coefficients and the detuning between the probe light
and nearby atomic resonances. To convert this optical phase shift into a quantitative
image, two different methods were used: phase-contrast imaging using probe light with
definite circular polarization [67] (Fig. 5b), or polarization-contrast imaging using linear
probe light and a linear polarizer that quantified the optical rotation induced by the
atomic birefringence [48] (Fig. 5c).

A single image taken of the atomic gas by either of the above techniques provides
information on one of the projections of the atomic magnetization. What about the
other two projections? To gather information about them, a sequence of images was
taken of the same atomic gas while the magnetization rotated dynamically owing to the
application of uniform magnetic fields and brief rf pulses. Taking advantage of the “time
at which the image is taken” degree of freedom, these additional images were synchronized
so that different projections of the spinor-gas column magnetization $\tilde{M}(t_i)$, evaluated at
the time $t_i$ at which the image sequence began, were brought into view. For example, Fig.
6 illustrates how the combination of Larmor precession and the application of a single
$\pi/2$ spin-rotation pulse allows one to obtain clear signatures of each of the magnetization
vector components from a sequence of repeated dispersive images [67, 69, 70]. In later
applications of the method, a sequence of $\pi/2$ spin-rotation and $\pi$ spin-echo pulses was
used to make the imaging method more reliable and to reduce the number of images
needed to record the vector magnetization [48].

3.3. Projective imaging. – While dispersive imaging is a powerful tool with broad
applicability to characterizing the spin composition of Bose and Fermi gases of many dif-
ferent elements, it does have some limitations. For one, while billed as “nondestructive,”
dispersive imaging is necessarily somewhat destructive. As we discuss below (Sec. 3.3.2),
there is always some residual optical absorption, no matter how far one detunes the probe
light from atomic resonance (except, perhaps, at extremely low optical frequencies where
probing is impractical), and this residual light scattering disturbs the gas being probed.

Second, dispersive birefringence, in the linear regime of light atom interactions, pro-
vides information only on the density, spin-vector and spin-quadrupole moments of the
gas. This is because dispersive birefringence encodes information of the atomic spin onto
the photon polarization, a spin-1 object. For atoms with spin $F > 1$, it is not possible to
use dispersive birefringence to characterize the spin state completely. For alkali atoms,
the linear birefringence that provides sensitivity to the spin-quadrupole moments is weak
and cannot be generally measured with a good signal to noise ratio. For this reason, only
the spin-vector moments are typically measured.

In regard to this second limitation, we see that Stern-Gerlach imaging has some capabilities that circular birefringence imaging lacks. Specifically, consider three different polar states of an \( F = 1 \) gas, aligned along either of the three cardinal directions \( x, y \) or \( z \). These are described by the spin wavefunctions

\[
|\zeta_x\rangle = |m_x = 0\rangle = \begin{pmatrix} 1/\sqrt{2} \\ 0 \\ -i/\sqrt{2} \end{pmatrix},
|\zeta_y\rangle = |m_y = 0\rangle = \begin{pmatrix} i/\sqrt{2} \\ 0 \\ -i/\sqrt{2} \end{pmatrix},
|\zeta_z\rangle = |m_z = 0\rangle = \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix}
\]

where we express the spinors as column vectors in the \( \hat{F}_z \) eigenbasis. All three states have zero magnetization (\( \langle F \rangle = 0 \)), and will thus appear identical in a circular birefringence image.

In contrast, Stern-Gerlach imaging performed along the \( z \) quantization axis will distinguish the longitudinal polar states \( |\zeta_z\rangle \) from the transverse polar states \( |\zeta_y\rangle \) and \( |\zeta_x\rangle \); for the former, all the atomic population appears in the \( |m_z = 0\rangle \) image, while for the latter, all the population appears in the \( |m_z = \pm 1\rangle \) images.

Such Stern-Gerlach analysis is, at this point, unable to discern the two transversely aligned polar states, \( |\zeta_y\rangle \) and \( |\zeta_x\rangle \); the difference between these states reflects the phase of the \( \Delta m_F = 2 \) coherence between the \( |m_z = \pm 1\rangle \) Zeeman sublevels. Detecting this phase coherence requires some sort of interference experiment. Such interference is achieved simply by rotating the atomic spin. For example, a \( \pi/2 \) spin rotation coherently transfers some of the \( |m_z = +1\rangle \) and \( |m_z = -1\rangle \) components to the \( |m_z = 0\rangle \) state, where they interfere. A Stern-Gerlach analysis of the gas after this spin rotation measures the \( |m_z = 0\rangle \) population and thereby reads out the interference between the initially occupied states. This combination of rotation and Stern-Gerlach analysis along \( z \) is equivalent to a Stern-Gerlach analysis along a different axis. If the equivalent projection axis is \( x \), then we obtain a unique signature of the \( |\zeta_x\rangle \) state, and similarly for \( y \) and the \( |\zeta_y\rangle \) state.

Can one utilize the power of Stern-Gerlach analysis to discern a greater variety of spin states than possible with dispersive birefringence imaging while maintaining the power of dispersive imaging \( \text{vis a vis} \) measuring spin distributions repeatedly, along several spin axes, with high spatial resolution and minimal destruction of the atomic gas under measurement? The answer, at least for \( F = 1 \) gases of \( ^{87}\text{Rb} \), is yes, as detailed in the rest of this section.

3.3.1. Absorptive spin-sensitive \textit{in-situ} imaging (ASSISI). ASSISI circumvents the limitations of dispersive imaging by employing a three-level scheme to image the \( F = 1 \) spin density (Fig. 7). In an \( F = 1 \ ^{87}\text{Rb} \) gas, this is accomplished by “shelving” atoms in the empty \( F = 2 \) hyperfine manifold. First, a brief microwave pulse transfers a small number of atoms from one spin state in the \( F = 1 \) manifold to the \( F = 2 \) manifold. A weak magnetic field is sufficient to separate microwave transitions from different initial \( m_F \) states spectroscopically. Then, the atoms in the \( F = 2 \) states are imaged with a short, intense pulse of resonant imaging light on the D2, \( F = 2 \rightarrow F' = 3 \) transition, to which the \( F = 1 \) gas is dark owing to the large detuning of the probe light from the \( F = 1 \) absorption lines. In the Berkeley setup, each imaged atom typically scatters around 300 photons, achieving a high signal-to-noise ratio by destructively imaging a small fraction of the sample (see Sec. 3.3.2 for a comparative discussion of imaging noise).

Spin distributions imaged with either circular birefringent (polarization contrast) imaging or ASSISI are shown in Fig. 8. The polarization contrast image (Fig. 8a) is...
Fig. 7.: ASSISI scheme (steps a through f) to image three projections of $F_z$ with interleaved microwave and optical pulses. First, a calibrated pulse resonant with the transition $|F = 1, m_F = -1\rangle \rightarrow |F = 2, m_F = -1\rangle$ (red circle) coherently transfers a small fraction of atoms to the $F = 2$ level. Second, an imaging pulse destructively images the transferred atoms (red image, top) and pushes them out of the trap. The images are rapidly acquired using a CCD camera in frame transfer mode (top), where an image is stored as photoelectrons that are shifted across the CCD each time a new image is taken. The process is repeated for the $m_F = 0$ (green) and $m_F = +1$ (blue) components of the same spinor condensate. Projections of the magnetization along other axes can be measured by following this sequence with an rf pulse and repeating the procedure.

taken with a light fluence sufficient to destroy the sample. Using ASSISI (Fig. 8b), we image only a small fraction (<10%) of the sample and yet have an enormous signal to noise ratio – these images have no digital smoothing, binning, or filtering. The three image frames correspond to three repeated images taken of the same atomic gas after different microwave pulses on the $|F = 1, m_F\rangle$ to $|F = 2, m_F\rangle$ transition for the three difference $m_F$ sublevels, respectively. From these three images, we reconstruct the Zeeman state population of the trapped gas with excellent spatial resolution. The fact that three high quality image frames are obtained in succession also attests to the nondestructive nature of the imaging method. That is, in spite of robust light scattering by the atoms sent by the microwave pulse into the $F = 2$ hyperfine level, which causes those imaged
Fig. 8: (a) Polarization-contrast and (b) absorptive spin-selective in situ images of a ferromagnetic skyrmion-like texture. The dimensionless column magnetization image \( M_z \) is the difference between the \( m_F = 1 \) and \( m_F = -1 \) column density images. The color bar for the rightmost image in (b) has units of \( \mu m^{-2} \).

atoms to be ejected from the optical trap, the remaining atoms in the \( F = 1 \) levels remain trapped and relatively undisturbed. The fraction of atoms selected for imaging by the microwave pulse is chosen so that the optical density of the \( F = 2 \) atoms being imaged remains small, below unity. Imaging a larger fraction of the spins is detrimental as the signal-to-noise ratio decreases with high optical density. Absorption imaging is done with an imaging pulse at the saturation intensity, which gives optimal signal-to-noise ratios when the optical density of the transferred population is small.

3.3.2. Noise in dispersive imaging and ASSISI. As we have stated, neither dispersive imaging nor ASSISI are truly nondestructive methods. In both cases, some atoms in the gas are sacrificed for the sake of obtaining information about the gas. Let us compare the noise limits of the two methods. In particular, we ask what are the limits of each of the methods for determining the number of atoms \( N_a \) in the gas that occupy one specific Zeeman level and that occupy an area \( A \) within the image.

One source of the destructiveness of dispersive imaging is the incoherent scattering of light by the atoms being imaged. Suppose we image the gas with coherent probe light that is uniform in intensity, and that has a fluence of \( N_p \) photons with the imaged area \( A \). For simplicity, we treat the atoms as two-level atoms with a resonant cross section \( \sigma_0 \), a natural transition linewidth \( \gamma \), and consider that the probe light is detuned by a frequency \( \delta \) from the atomic resonance where \(|\delta| \gg \gamma \). In passing through the atomic gas, light acquires a dispersive phase shift of \( \phi = -N_a \sigma_0 \gamma / (2 A \delta) \) where we assume the atoms are distributed uniformly. A measurement of this phase shift has an inherent imprecision stemming from optical shot noise, at the level \( \Delta \phi = N_p^{-1/2} \). This shot-noise imprecision translates into an imprecision in the measurement of the atom number.

This measurement imprecision decreases with increasing photon fluence, suggesting that it is always advantageous to increase the probe fluence to obtain more precise measurements. However, increasing the photon fluence increases also the destructiveness of the image. In an ultracold atomic gas, a single photon-scattering event is sufficient to excite an atom to an energy that is very large compared to the inherent energy scales (notably the temperature) of the gas. At best, an atom that scatters a photon will be removed from the trap without depositing its recoil energy within the gas. The number of atoms that scatter photons and are then lost from the gas is given as \( f_{\text{disp}} N_a \).
For dispersive imaging to have any semblance of “nondestructiveness,” this fraction of atoms that are lost in imaging, \( f_{\text{disp}} = N_p \frac{\gamma^2 \sigma_0}{(4\delta^2 A)} \), should be kept small, and this requirement sets a limit on the number of photons \( N_p \) used for imaging. We obtain

\[
(\Delta N_a)_{\text{disp}} = \sqrt{\frac{A}{\sigma_0 f_{\text{disp}}}}
\]

for the atom-counting imprecision for dispersive imaging.

We recall that the imaged area \( A \) will be at least several times the cross-section \( \sigma_0 \) owing to the optical diffraction limit. Along with the nondestructiveness requirement \( f_{\text{disp}} \ll 1 \), the atom-counting imprecision is much larger than one. Nevertheless, at sufficiently high optical density \( D = N_a \sigma_0 / A \), it is possible to achieve dispersive imaging with imprecision below the atomic shot-noise limit, i.e.

\[
1 \ll (\Delta N_a)_{\text{disp}} = \sqrt{\frac{N_a}{D f_{\text{disp}}}} < N_a^{1/2} \quad \text{for } D > f_{\text{disp}}^{-1}.
\]

It is interesting to consider using such sub-atom-shot-noise imaging to squeeze the atomic spin distribution, and then to track the evolution of this conditionally squeezed distribution over time and space by performing repeated images on the gas.

In comparison, in the ASSISI method, one uses a microwave pulse to select a fraction of atoms \( f_{\text{abs}} \) that are transferred to a different internal state and then detected by absorption imaging. During such imaging, we are willing to use a very high photon fluence, so that each of the selected atoms scatters very many imaging photons, enough so that the number of selected atoms \( N_s \) can, in principle and in practice, be determined at the single-atom level (i.e. with absolute precision). The copious light scattering also ensures that the selected atoms are all expelled from the trap, rather than their remaining trapped and depositing excess energy into the unselected fraction of the gas that remains trapped.

However, our task was to determine not the number of selected atoms, but rather the total number of atoms \( N_a \). The imprecision in this determination comes from the Poisson fluctuations in the number of atoms selected, with the rms value \( \Delta N_s = N_s^{1/2} \) when \( f_{\text{abs}} \) is small, as a result of which our measurement of \( N_a \) has an uncertainty

\[
(\Delta N_a)_{\text{abs}} = \sqrt{\frac{N_s}{f_{\text{abs}}}} = \sqrt{D} \sqrt{\frac{A}{\sigma_0 f_{\text{abs}}}}.
\]

Comparing the two results with the same fractions of atoms lost to imaging, we observe that dispersive imaging is generally advantageous for imaging gases with high optical densities, while ASSISI is preferable at low optical densities. In practice, the noise limits to dispersive birefringent imaging are higher than those implied by Eq. 41. For one, the variation of \( \phi \) with the spin state of the atoms is small compared with \( \phi \) itself, so the sensitivity the magnetization of the gas, rather than the density or atom number, is smaller. Second, light absorption in high optical-density samples can be amplified by collective effects [71, 70]. Third, atoms that scatter just a single photon will sometimes remain within the trap where they can cause greater destruction to the trapped gas, for example by knocking several atoms out of a Bose-Einstein condensate rather than just
removing a single atom. On the other hand, for large numbers of atoms \( N_s \), it is hard to achieve absorption detection with single-atom precision. In practice, ASSISI appears to be a superior method for measuring spin structures within cold gases that have optical depths (along the imaging axis) below about 30.

3.4. **Spin-spin correlations and magnetic susceptibility.** – A powerful application of these imaging techniques is observing correlations and fluctuations. A system at thermal equilibrium is characterized by average physical properties and also by thermal fluctuations away from those average values. According to the fluctuation-dissipation theorem, fluctuations of measurable parameters (energy, density, spin) are related to linear response coefficients that dictate how a perturbed system relaxes to equilibrium.

Spin-sensitive imaging techniques allow one to measure the local magnetic order of a spinor Bose-Einstein gas. Even in the alkali spinor gases, where the global longitudinal magnetization may be a fixed quantity, the magnetization will still vary locally at thermal equilibrium provided that the system size is large compared to the length scale over which fluctuations are correlated. Perhaps the length defined by the spin-dependent mean-field energy (typically a few microns) or the thermal deBroglie wavelength (also typically on the order of a micron) provides such a length scale; both scales can be small compared to condensed spinor gases with dimensions of 10’s to 100’s of microns. We can then treat well-separated regions of a sample as independent realizations of a thermodynamic experiment. The fluctuation-dissipation theorem predicts that the spin susceptibility \( \chi = \partial M/\partial B \) is related to the root-mean-square magnetizations as \( \delta M^2 = k_B T \chi \). Thus, local measurements of magnetization in a system at thermal equilibrium can characterize the magnetic susceptibility, a measurement that becomes particularly interesting near a magnetic phase transition. This type of measurement and analysis has been carried out in experiments on spin mixtures in ultracold Bose \([48]\) and Fermi gases \([72]\).

In Refs. \([73, 48]\), the vector magnetization was measured in \( F = 1 \) \(^{87}\)Rb gases that were initially unmagnetized and were cooled slowly across the Bose-Einstein condensation phase transition. Results of the latter of these experiments are shown in Fig. 4. The images indeed show strong fluctuations of the magnetization, varying all the way from one region with a gas fully magnetized in one direction to another region where the gas is fully magnetized in the opposite direction. So, qualitatively at least, these images indicate a very large magnetic susceptibility which is indeed what we would expect for a \( F = 1 \) spinor Bose-Einstein condensate in the ferromagnetic phase. What prevents this analysis from being made quantitative is that the rubidium spinor gases in these experiments is found not to be at thermal equilibrium, owing perhaps to the very small spin-dependent interaction in that gas or to very slow coarsening dynamics in an effectively two-dimensional magnetic system \([74]\). In other spinor Bose-Einstein gases with stronger spin-dependent interactions, or perhaps in more three-dimensional settings, the method of characterizing thermodynamic phases by measuring local fluctuations may be more successful.

3.5. **Multi-axis imaging and topological invariants.** – The above discussion focused on local, small scale thermal perturbations of an ordered material and their relation to thermodynamic susceptibilities. Another class of excitations in an ordered system are topological excitations, which describe large-scale persistent deviations away from a uniform equilibrium state. Such topological excitations arise in systems that are characterized by an order parameter that can occupy a continuous order parameter manifold. Depending on the nature of this order parameter manifold, one identifies a group of topo-
logical excitations as a mapping of order parameter manifold onto one-, two-, or three-
dimensional spheres (this classification gives rise to the first, second, or third homotopy
groups, respectively).

For example, a scalar Bose-Einstein condensate is characterized by a complex order
parameter. The condensate energy does not change if we multiply the order parameter
(the condensate wavefunction) by a complex phase $e^{i\phi}$. Thus, the degenerate order
parameter space is a circle $S^1$, corresponding to the circle in the complex plane upon
which the complex order parameter may lie without changing the system’s energy. One
type of topological excitation involves varying the condensate phase by $2\pi$ along a closed
path. It is topological in the sense that it is a defect that cannot be undone by smooth
local variations of the order parameter. Equivalently, this topological excitation has a
quantized topological charge: the phase accumulated by the condensate wavefunction
along the closed-loop path (divided by $2\pi$ so that charge is an integer).

How is such a topological excitation identified? In two or three dimensions, topological
excitations given by the aforementioned procedure of mapping of a circle onto the order
parameter space give a visible local “glitch” in the ordered system. For example, the
topological excitation of a scalar Bose-Einstein condensate generates a localized defect in
the superfluid – the vortex line, within which the superfluid order parameter is forced to
zero. This vortex line has been experimentally measured in a variety of systems. In cold
atom experiments, the superfluid can be allowed to expand by releasing it from its trap.
During this expansion, the vortex line can grow in thickness to where it is resolvable by
conventional optical imaging. In experiments on superfluid helium, vortex cores were
identified by decorating the cores with detectable impurities, such as electrons [75, 76]
and hydrogen clusters [77].

Alternately, one can attempt to map the order parameter spatially and then integrate
up the relevant variation in the order parameter along a surface (of variable dimension) in
order to quantify, directly, the possible non-zero topological charge. In the case of scalar
Bose-Einstein condensates, such measurements have been performed by using interference
between two Bose-Einstein condensates to detect the $2\pi$ phase winding around a closed
path that might exist owing the presence of a vortex in one of the condensates [78, 79].
This is particularly valuable for “defectless” topological excitations that do not have a
local “glitch”.

Here, we discuss how spin-sensitive imaging allows one to identify topological proper-
ties of magnetic spin textures in spinor Bose-Einstein condensates. We focus on the task
of measuring the differential curvature in a two-dimensional gas with spatially varying
magnetization vector $\langle F \rangle$, describing first how the local value of $\langle F \rangle$ is measured using
the ASSISI technique, and, second, how a spatial map of the magnetization is analyzed
to determine the local differential curvature and also its integral over the entire spinor
gas. We apply these techniques to a spin texture created within a ferromagnetic $F = 1$
$^{87}\text{Rb}$ spinor condensate, a structure studied earlier within a sodium spinor gas in Ref.
[80].

5.1. Multi-axis imaging of ferromagnetic structures. To image the column magneti-
zation of an $F = 1$ $^{87}\text{Rb}$ spinor gas, we apply the ASSISI method described in Sec. 3.3.1
three times to the same gas. We begin as before by taking a set of three sequential image
frames which measure the number column densities $\tilde{n}_{m_z}$ in each of the three magnetic
sublevels $|m_z = \{1, 0, -1\}\rangle$, where, as before, the subscript indicates that the quantiza-
tion axis for these magnetic sublevels is the $z$ axis. We then repeat the image sequence
two more times. Before each repetition, we apply an rf pulsed magnetic field to the gas,
which effects a spatially uniform $\pi/2$ rotation of the magnetization. If the $\pi/2$ rotations are perfectly controlled, then the second set of three image frames measures the column densities in the states $|m_y = \{1, 0, -1\}$, while the third set of image frames measures the column densities in the states $|m_y = \{1, 0, -1\}$). Altogether, we obtain nine image frames, as shown in Figs. 9 and 10 for the characterization of two different spin textures.

The challenge in controlling the two $\pi/2$ pulses required in this imaging system is that the background magnetic field varies slightly between repetitions of our experiment. While the first rf pulse will quite accurately rotate the spin vector by $\pi/2$, bringing some component of the initial transverse magnetization onto the longitudinal axis along which we select populations with microwave pulses in the ASSISI technique, we find that it is difficult to control which axis in the initial $y$-$z$ spin plane is brought into view by the second $\pi/2$ pulse. A similar challenge arises in the application of circular birefringence imaging, and our solution to this challenge to both imaging methods has been similar. Namely, we either perform a statistical decorrelation to extract the $y$-axis populations from images that contain some information on both the $y$-axis and $z$-axis populations, or else we intersperse the imaging sequence with spin-echo pulses to reduce sensitivity to magnetic field variations.

The nine image frames obtained by this multi-axis imaging approach can be processed to obtain the column magnetization vector, with components

$$
\vec{M}_y(r) = \vec{n}_{m_y=+1}(r) - \vec{n}_{m_y=-1}(r),
$$

or, relevant to the discussion below, the column-averaged atomic spin vector, $\langle \vec{F} \rangle$, by normalizing to the total atomic density as follows

$$
\langle F_y(r) \rangle = \frac{\vec{n}_{m_y=+1}(r) - \vec{n}_{m_y=-1}(r)}{\vec{n}_{m_y=+1}(r) + \vec{n}_{m_y=0}(r) + \vec{n}_{m_y=-1}(r)}.
$$

For cases where we believe the gas being imaged is an $F = 1$ spinor Bose-Einstein condensate whose order parameter resides locally within the ferromagnetic superfluid order parameter space, i.e. a condensate in which the atoms at each location are fully magnetized along some spatially varying axis, the local condensate spin wavefunction can be taken as

$$
|\zeta(r)\rangle = R(\phi(r), \theta(r), \gamma(r)) \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix} = e^{-i\gamma(r)} \begin{pmatrix} e^{-i\phi(r)}(1 + \cos \theta(r)) \\ \frac{1}{\sqrt{2}} \sin \theta(r) \\ e^{i\phi(r)}(1 - \cos \theta(r)) \end{pmatrix}
$$

where $\theta(r)$, $\phi(r)$, and $\gamma(r)$ are locally defined Euler angles, and the wavefunction is written in the $\hat{F}_z$ eigenbasis. We note that the probability densities in the $\hat{F}_z$ eigenbasis are entirely determined by $\theta$; thus, $\theta$ can be surmised from just the $z$-axis ASSISI image frames (under the assumption that the gas is fully magnetized). The $\Delta m_z = \pm 1$ coherences are determined by $\phi$; determining $\phi$ thus requires imaging data along the $x$ and $y$ axes as well. Variations in the third angle $\gamma$ contribute excitations to the superfluid that are not seen by in ASSISI imaging. Now, the components of $\langle \vec{F}(r) \rangle$ have the familiar form of a unit vector with polar angle $\theta$ and azimuthal angle $\phi$.

$$
\langle F_x(r) \rangle = \sin \theta \cos \phi \quad \langle F_y(r) \rangle = \sin \theta \sin \phi \quad \langle F_z(r) \rangle = \cos \theta
$$
3.5.2. Magnetization curvature. Images of the magnetization along three spatial axes allow us to extract topological parameters from the data, in this case the solid angle swept out by the magnetization. Topological invariants give us a means to solve yes or no questions. For a two-dimensional Heisenberg magnet (where the only degrees of freedom are the orientation of the magnetization), if the system has fixed uniform magnetization along a boundary, can that magnetization be continuously unwrapped to a uniform magnetization inside the region? The answer can be determined by integrating the solid angle swept out by the local magnetization. That is, around each infinitesimal square $dx\,dy$, the vector $\mathbf{F}$ sweeps out a solid angle $d\Omega = K dx\,dy$ (for the remainder of this section, we will only consider the mean value of $\mathbf{F}$). Integrating over the whole region gives the total curvature of the magnetization texture $\Omega$.

$$\Omega = \int K \, dx \, dy \quad K = \mathbf{F} \cdot \left( \frac{\partial \mathbf{F}}{\partial x} \times \frac{\partial \mathbf{F}}{\partial y} \right)$$

Given the boundary condition specified above, the curvature must be a multiple of $4\pi$, the solid angle of a sphere. Continuous deformations cannot let $\Omega$ jump from one value to the next. If $\Omega = 0$, then the magnetization inside the region can be continuously unwrapped to a constant orientation (a trivial structure) unless a defect is introduced. Otherwise, the region is topologically robust.

In a solid-state ferromagnet, the two-dimensional topological structure over which $\Omega$ covers a non-zero integer multiple of $4\pi$ is a ferromagnetic skyrmion. Unlike for a ferromagnetic solid, in a magnetically ordered superfluid, the local curvature $K$ must be accompanied by superfluid flow (the $\gamma(\mathbf{r})$ term in Eq. 46). This skyrmion-like structure in a ferromagnetic superfluid is not classified as a topological excitation because of this flow. The integrand $K$ is often called the topological density, Pontryagin density [81, sec. 1.19], or Berry curvature.

Experimentally, Eq. 48 is calculated on a square grid of imaged pixels with spacing $a$, a discretized form of $\mathbf{r}$. We split one square patch in the image defined by four neighboring pixels at locations $(x, y)$, $(x+a, y)$, $(x+a, y+a)$ and $(x, y+a)$ into a lower triangle with points $r_1 = (x, y)$, $r_2 = (x+a, y)$, and $r_3 = (x, y+a)$, and an upper triangle with points $r'_1 = (x+a, y+a)$, $r'_2 = (x, y+a)$, and $r'_3 = (x+a, y)$. For each triangle, we calculate the solid angle swept out by the three measured values of $\mathbf{F}(r_1)$, $\mathbf{F}(r_2)$, and $\mathbf{F}(r_3)$. It is important to use the exact formula for solid angle to avoid building up numerical errors [82]:

$$\tan \frac{d\Omega}{2} = \frac{|\mathbf{F}_1 \cdot \mathbf{F}_2 \cdot \mathbf{F}_3|}{|\mathbf{F}_1||\mathbf{F}_2||\mathbf{F}_3| + |\mathbf{F}_1 \cdot \mathbf{F}_2||\mathbf{F}_3| + |\mathbf{F}_2 \cdot \mathbf{F}_3||\mathbf{F}_1| + |\mathbf{F}_3 \cdot \mathbf{F}_1||\mathbf{F}_2|}$$

Fig. 9 shows the magnetization for a skyrmion-like structure. The nine image frames from the multi-axis ASSISI sequence are shown in black and white, along with the three estimates of the spin projection. For the structure imaged, the core is small and its finer structures are poorly resolved. Regardless, the measured $\Omega = -12.5$ is close to the expected value of $-4\pi$. $\Omega$ is not exactly a multiple of $4\pi$ because the boundary is not uniform.

By comparison, a spin helix – a spin texture in which the spin lies in the transverse plane with an azimuthal angle $\phi$ that advances linearly in position – has a small integrated solid angle and occupies a small fraction of the magnetization sphere (Fig. 10).
4. – Spin dynamics

One of the features of spinor Bose gases that makes their behavior so rich is that their spin order is dynamic, evolving even from simple, uniform, uncorrelated initial patterns into a richly landscaped quantum field. Fortunately, these dynamics take place on rather slow timescales (milliseconds) and also on rather long length scales (micrometers) so that the detection methods described in previous Sections can provide a detailed view of their intricate evolution.

In this Section, we discuss dynamics brought about by spin-mixing collisions within $F = 1$ spinor Bose-Einstein condensates. Starting from a tractable treatment of the exact spin mixing oscillations of just two atoms, we will consider dynamics that involve also a macroscopic number of atoms within a spinor gas. Approximate treatments of such many-body dynamics will reveal spin mixing dynamics to be source of significant quantum spin correlations, and some early views of such correlations in recent experiments will be presented. This material is meant to serve as a primer for understanding a far broader range of dynamical phenomena that have been, or will be, explored in spinor Bose gases.

4.1. Microscopic spin dynamics. – As we argued above based on rotational symmetry, the interactions between two atoms within a spinor gas conserves their total angular momentum. In the case of s-wave interactions, this total angular momentum corresponds to the total spin $F_{\text{pair}}$ of the colliding pair. Therefore, in the absence of any external influences that break rotational symmetry, the energy eigenstates of two interacting atoms are also eigenstates of the pair angular momentum operator.
We consider such a symmetry preserving configuration: two spinor-gas atoms in the $F = 1$ manifold, trapped in a state-independent, spherical trap, in the absence of any applied fields. We focus on the lowest energy states of motion. These low energy eigenstates include ones in which the spins of the particles are in the $|F_{\text{pair}} = 2, m_{F_{\text{pair}}} = \{-2, -1, 0, 1, 2\}\rangle$ states or the $|F_{\text{pair}} = 0, m_{F_{\text{pair}}} = 0\rangle$ state. The state of motion of the two particles in these different states is, in general, different; for example, for a ferromagnetic $F = 1$ spinor gas, the atoms in the $|F_{\text{pair}} = 0, m_{F_{\text{pair}}} = 0\rangle$ state repel one another more strongly, so that the motional ground state might extend out to a larger volume or be more strongly correlated. To simplify our considerations, so that we can focus just on spin dynamics and not on motional dynamics, let’s assume that the spin state of the atoms does not strongly influence their state of motion. For example, the atoms might be held in a tight trapping container where the ground and excited states of motion are separated by large energy gaps that the interaction energy cannot span. We would then conclude that the motional wavefunction of each atom in both states is the same ($\psi(r)$).

We are interested in spin-mixing dynamics, and so let us consider that the two particles are prepared so that the initial value of $m_{F_{\text{pair}}}$ is zero. The ensuing dynamics, which preserve $m_{F_{\text{pair}}}$, take place in the subspace spanned by the following two energy eigenstates:

\begin{align}
\psi(r_1)\psi(r_2) \otimes |F_{\text{pair}} = 2, 0\rangle & = \psi(r_1)\psi(r_2) \otimes \left( \sqrt{\frac{2}{3}}|0, 2, 0\rangle + \sqrt{\frac{1}{3}}|1, 0, 1\rangle \right) \\
\psi(r_1)\psi(r_2) \otimes |F_{\text{pair}} = 0, 0\rangle & = \psi(r_1)\psi(r_2) \otimes \left( -\sqrt{\frac{1}{3}}|0, 2, 0\rangle + \sqrt{\frac{2}{3}}|1, 0, 1\rangle \right) \end{align}
The energies of the two states are

\[ \hbar \omega_2 = E + \frac{4\pi \hbar^2 a_2}{m} \langle n \rangle \]

\[ \hbar \omega_0 = E + \frac{4\pi \hbar^2 a_0}{m} \langle n \rangle , \]

respectively, with \( E \) being the kinetic and potential energy, and the remainders giving the interaction energy with \( \langle n \rangle = \int |\psi^n(r)|d^3r \) being the average density of the states.

When these two particles are placed in a superposition of states of different total spin, we expect them to undergo dynamics. Let’s specifically consider the case where the particles are both prepared in the \( |m_F = 0 \rangle \) single particle state. The temporal evolution of this two particle state, \( \Psi(t) \), is given simply as

\[ |\Psi(t)\rangle = \psi(r_1)\psi(r_2) \otimes [c_{0,2,0}|0,2,0\rangle + c_{1,0,1}|1,0,1\rangle] \]

\[ = \psi(r_1)\psi(r_2) \otimes \left[ \left( \frac{2}{3}e^{-i\omega_0 t} + \frac{1}{3}e^{-i\omega_2 t} \right) |0,2,0\rangle + \left( \frac{\sqrt{2}}{3}e^{-i\omega_0 t} - \frac{\sqrt{2}}{3}e^{-i\omega_2 t} \right) |1,0,1\rangle \right] \]

We observe an oscillation brought about by spin-mixing collisions, coherently converting two atoms from the \( |m_F = 0 \rangle \) state to the state with one particle in the \( |m_F = +1 \rangle \) state and another in the \( |m_F = -1 \rangle \) state. The dynamics proceed at a frequency \( \omega_2 - \omega_0 \) that is proportional to the difference in s-wave scattering lengths \( a_2 \) and \( a_0 \), and also to the density \( \langle n \rangle \).

We note also that these spin-mixing oscillations generate entanglement. The initial state \( |\Psi(0)\rangle = |0,2,0\rangle \) is a product state. The state produced by spin mixing, \( |1,0,1\rangle \), is not a product state; rather, it is a two-particle Bell state:

\[ |1,0,1\rangle = \frac{|m_F = 1, m_F = -1\rangle + |m_F = -1, m_F = 1\rangle}{\sqrt{2}} \]

where now we use a separable basis for the two-particle wavefunction. During the spin mixing oscillation, the two particles are in a superposition of pure Fock states. The relative phase in that superposition, \( \theta = \arg(c_{0,2,0}c_{1,0,1}) \) controls the direction of the spin-mixing reaction, i.e. determining whether the population in the \( |1,0,1\rangle \) state should increase or decrease in time (as is standard in Rabi oscillations between two states). If the phases of the single particle Zeeman sublevels are changed by the amounts \( \phi_{m_F} \), say by imposing single-particle energy shifts for a short time, the relative phase \( \theta \) increases by the amount \( \Delta \theta = \phi_1 + \phi_{-1} - 2\phi_0 \). Thus we recognize \( \theta \) as the quantum phase that controls the spin-mixing interaction, as we surmised earlier in our discussion of the mean-field spin-dependent energy functional (Sec. 2.4).

### 4.2. Mean-field picture of collective spin dynamics.

The spin-mixing dynamics in a gas with larger particle number is generally far more complex. Not only does the Hilbert space of spin states become far larger, but also we should allow for motional dynamics that accompany the spin-mixing dynamics, producing quantum fluids with both spatial and spin structure. While such complexity makes it difficult to understand
spin-mixing dynamics in complete detail, it also bestows such dynamics with intriguingly rich phenomenology that is being slowly uncovered experimentally and theoretically.

Let us simplify this problem greatly by adopting the mean-field approximation, that all particles in the spinor gas share the same single particle wavefunction. This is generally a spatially varying spin wavefunction, with probability amplitudes of $\psi_{m_F}(r)$ for the particle being in the Zeeman sublevel with quantum number $m_F$ and at location $r$. With this assumption, the procedure for generating equations of motion is formally equivalent to the construction of the Gross-Pitaevskii equation: One starts with the many-body Hamiltonian, which may be written in terms of spatial integrals of Bose field operators $\hat{\psi}_{m_F}(r)$ and their adjoints $\hat{\psi}_{m_F}^{\dagger}(r)$. One then makes the Bogoliubov approximation of replacing all those field operators with complex numbers reflecting the macroscopically occupied single-particle state, i.e.

\begin{align}
\hat{\psi}_{m_F}(r) & \rightarrow \sqrt{N}\psi_{m_F}(r) \quad (57) \\
\hat{\psi}_{m_F}^{\dagger}(r) & \rightarrow \sqrt{N}\psi_{m_F}^{*}(r) \quad (58)
\end{align}

The factors $\sqrt{N}$ come about here because we chose to normalize the single-particle wavefunction to unity. We then obtain dynamical equations by the standard variational approach, i.e.

\begin{equation}
\frac{i\hbar}{\partial t}\psi_{m_F}(r) = \frac{\partial H_{mf}}{\partial \psi_{m_F}^{*}(r)} \quad (59)
\end{equation}

where $H_{mf}$ is the mean-field Hamiltonian we obtained after making those substitutions above.

The spinor Gross-Pitaevskii equation derived in this manner is reproduced in several references [83, 84, and others later]. We will make use of this equation later on to describe magnetic excitations in spatially extended spinor Bose-Einstein condensates (Sec. 5).

Here, we wish to focus just on internal-state dynamics, and so we will make a second approximation: the single-mode approximation, where we express the macroscopically occupied single-particle wavefunction as $\psi(r)|\zeta(t)\rangle$, i.e. where the spatial and spin degrees are separable, and where only the spin wavefunction varies in time. We obtain equations of motion for $|\zeta(t)\rangle$ from the spinor Gross-Pitaevskii equation after integrating out the spatial dependence. The evolution from the spin-independent energies can be removed from these equations, obtaining finally [85]

\begin{align}
\frac{i\hbar}{\partial t}\zeta_{\pm 1} &= (\pm p + q)\zeta_{\pm 1} + c_1^{(1)} n \left[ (\rho_{\pm 1} + \rho_0 - \rho_{\mp 1}) \zeta_{\pm 1} + \rho_0 \zeta_{\mp 1} \right] \quad (60) \\
\frac{i\hbar}{\partial t}\zeta_0 &= c_1^{(1)} n \left[ (\rho_{+1} + \rho_-) \zeta_0 + 2\zeta_{+1}\zeta_{-1} \right] \quad (61)
\end{align}

Here, $\rho_{m_F} = |\zeta_{m_F}|^2$.

We see in these equations three effects. First is the evolution of the spin wavefunction owing to single-particle energy shifts – the linear Zeeman energy, quantified by $p$, and the quadratic Zeeman energy, quantified by $q$ (see Sec. 2.4). Second is the evolution owing to a mean-field interaction energy shift of the Zeeman sublevels. We see, for example, that for an antiferromagnetic spinor gas ($c_1^{(1)} > 0$), the energy of atoms in the $|m_F = +1\rangle$ state is increased by the population of atoms in the $|m_F = 1\rangle$ and $|m_F = 0\rangle$ state,
and decreased by the population of atoms in the $|m_F = -1\rangle$ state. These relations reflect the fact that the fully magnetized state $|m_F = 1\rangle$ is penalized energetically by antiferromagnetic interactions, and the fact that populations in the $|m_F = 1\rangle$ state tend to phase separate from atoms in the $|m_F = 0\rangle$ state, while they tend to mix with populations in the $|m_F = -1\rangle$ state. These phase separation/mixing tendencies are reflected in the mean-field ground-state diagram for the antiferromagnetic spinor gas (Fig. 3), as we have discussed above. Third, we see terms (the last entries in the square brackets) that lead to spin mixing dynamics through which the populations in the various magnetic sublevels will change. The signs of these terms (i.e. of $\zeta_0^2\zeta_{-1}^\pm$ and $\zeta_{-1}\zeta_{-1}^\pm\zeta_0^2$) and are clearly sensitive to the phases of the spin wavefunction in the various magnetic sublevels.

A more intuitive form of these equations of motion was provided in Ref. [85]. The authors derive the relations

$$\frac{d\rho_0}{dt} = -\frac{2}{\hbar} \frac{dE_{\text{spin}}}{d\theta} \quad \frac{d\theta}{dt} = \frac{2}{\hbar} \frac{dE_{\text{spin}}}{d\rho_0}$$

In other words, the quantities $\rho_0$ and $\theta$, which span a conical surface, act like canonical coordinates, while the mean-field spin-dependent energy $E_{\text{spin}}$, derived in Eq. 35, acts like a Hamiltonian governing their dynamics. Such dynamics proceed along lines of constant $E_{\text{spin}}$.

Now that we understand how $E_{\text{spin}}$ determines not only the ground state mean-field spin state, but also the dynamics of excited energy states, let us examine its form more closely. Contour plots of $E_{\text{spin}}$, calculated for the fixed value $M = 0$, are presented in Fig. 11. The phase space spanned by $\rho_0$ and $\theta$ in this case has the geometry of a sphere (a cone pinched closed at both its base and its top), as the states at the north and south pole, with $\rho_0 = 1$ and $\rho_0 = 0$, respectively, are independent of the phase $\theta$. Thus, we plot the energy contours using a standard cartographic projection of a spherical surface (the Mollweide projection).

The equal energy contours shown on such plots are of two types. For $q > q_0$, all energy contours are circumpolar. In this case, spin-mixing dynamics lead a state to cycle through the full range of $\theta$. In the limit $q \gg q_0$, these dynamics are just the single-particle dynamics of orientation-to-alignment conversion that occurs in the presence of quadratic Zeeman or Stark energy shifts. As $q$ approaches $q_0$ from above, the circumpolar orbits also show increasing variation in $\rho_0$. The dynamics thus become increasingly visible to measurements of the Zeeman-state distribution of the spinor gas, as reported in Refs. [47, 86]. Throughout this region, the minimum energy is attained for the polar state $|m_z = 0\rangle$ (on the north pole in Fig. 11).

For $q < q_0$, the minimum energy state moves away from the north pole, describing a state of non-zero transverse magnetization, of the form given in Eq. 36, and shown by a black dot on the contour plots of Fig. 11. A family of contours emerges that describes orbits in phase space that circle the minimum energy state and span only a limited range of $\theta$, as observed in Ref. [47]. These contours are separated from the remaining circumpolar orbits by a separatrix, indicated by the black dashed line in the figures. Spin mixing dynamics generally proceed along equal energy contours, but on this separatrix the velocity with which the state evolves along the contour goes to zero. Evidence of this arrested evolution has been obtained in experiments [87, 88].

4.3. Spin-mixing instability. – While the mean-field description of spin-mixing dynamics presented above certainly makes for a nice story, with an intuitive dynamical
picture that was confirmed by elegant experiments, it certainly cannot be the whole story. Besides mean-field dynamics, we should expect also something more, the evolution of some quantum fluctuations atop the mean-field state. But what is the nature of these fluctuations? How can we detect them? Under what conditions might their effect be particularly glaring?

One scenario that might bring forth answers to the questions above is a starting point from which mean-field physics predicts that nothing should happen, but where beyond-mean-field physics shows that something definitely does happen. We are led thereby to consider the evolution of a spinor gas at a dynamically unstable fixed point. A good analogy for this scenario is a rigid pendulum that is initiated at the apex of its motion. Placed exactly at the apex, the pendulum remains stationary. However, small fluctuations away from the apex, perhaps necessitated by quantum mechanics, cause the pendulum to veer exponentially away from its fixed point. During the early stage of motion, before it swings back up toward the apex, if the pendulum is found rotating clockwise, then it is also displaced clockwise from the apex. As such, the position and momentum of the pendulum become highly correlated. The evolution of such a pendulum is Hamiltonian, and thus phase space preserving. The high correlations produced dynamically along one axis in phase space (positive correlations between position and momentum) must then also greatly narrow down the phase space distribution along an orthogonal axis.

Spin-mixing dynamics lead to several such unstable fixed points. Let us focus on one in particular: the instability under ferromagnetic interactions of the axial polar mean-field state of the $F = 1$ spinor gas. In such a state, all atoms begin in $|m_F = 0\rangle$ Zeeman sublevel. The mean-field energy functional, expressed in Eq. 35 and shown in Fig. 11,
shows this state to be a (local) maximum energy state when the quadratic Zeeman energy is sufficiently small \( q \leq 2 |c_1^{(1)} n| \). Mean-field dynamics proceed on equal energy contours, but since this contour is just a single point, the initial state should undergo no mean-field dynamics.

However, we know that this state does undergo dynamics. Return to the example given earlier of spin-mixing oscillations of two atoms prepared in the \( |m_F = 0 \rangle \) state. The state certainly undergoes dramatic dynamics, as described by Eq. 55. How are these dynamics of just two atoms translated to a macroscopic gas of interacting atoms?

We need a theoretical description that goes beyond mean-field theory. We turn to the equivalent of Bogoliubov theory, i.e. a theory of linear perturbations atop a mean-field state, accounting not only for the classical evolution of these perturbations but also for their quantum fluctuations.

We express the perturbations of the condensate in the Zeeman-state basis as follows:

\[
\zeta = (1 + \zeta_z) \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix} + \zeta_x \begin{pmatrix} \frac{1}{\sqrt{2}} \\ 0 \\ -\frac{1}{\sqrt{2}} \end{pmatrix} + \zeta_y \begin{pmatrix} 0 \\ \frac{i}{\sqrt{2}} \\ \frac{i}{\sqrt{2}} \end{pmatrix}
\]

Here, we choose to represent the fluctuations of the mean-field state in a Cartesian basis (recall the spin wavefunctions listed in Eq. 40). Also, we’ve inserted these perturbations in a way that the spinor \( \zeta \) is no longer normalized to unity; constraints of normalization would come in at higher order and can be disregarded anyhow if we’re not too strict on particle number conservation.

Now we apply second quantization to these fluctuations. We’ll leave aside the quantization of the fluctuation \( \zeta_z \), and focus instead on the spin fluctuations. In second quantization, we turn the quantities \( \zeta_x \) and \( \zeta_y \) into spin-mode Bose operators, \( \hat{\zeta}_x \) and \( \hat{\zeta}_y \), which annihilate a particle in the indicated spin state and in a spatial mode that is for now unspecified; we will adapt this mode function to describe various experimental situations. The Bose operators have the standard commutation relations, \( [\hat{\zeta}_x, \hat{\zeta}_x^\dagger] = 1 \) and \( [\hat{\zeta}_y, \hat{\zeta}_y^\dagger] = 1 \), while operators for different polarizations of spin fluctuations mutually commute.

Working through the second-quantized Hamiltonian of the \( F = 1 \) spinor condensate, focusing on the spin dynamics part, we obtain the following:

\[
H_{\text{fluc}} = \sum_{\beta \in \{x,y\}} \left( \epsilon + q + c_1^{(1)} n \right) \hat{\zeta}_\beta^\dagger \hat{\zeta}_\beta - \frac{c_1^{(1)} n}{2} \left( \hat{\zeta}_\beta^\dagger \hat{\zeta}_\beta + \hat{\zeta}_\beta \hat{\zeta}_\beta^\dagger \right)
\]

We’ve swept a fair bit under the rug to obtain this expression. To summarize quickly, we’ve made the Bogoliubov approximation, replacing operators that create and annihilate particles in the mean-field condensate state with complex numbers. The quantity \( \epsilon \) represents the energy of the spin mode whose fluctuations we are considering. This spin mode can be, for example, a spatially uniform spin excitation, or a spin excitation with a specific momentum, or a spin excitation in some excited motional state within a trap. We assume that whatever mode we are considering, we have already taken care to define the mode properly and obtain its energy. The quantity \( q \) is again the quadratic Zeeman shift, which is inserted here because it turns out to be a valuable experimental control parameter. The quantity \( n \) represents, of course, the density of the Bose-Einstein...
condensate whose fluctuations we are considering. For a non-uniform condensate, \( n \) may
be a spatially averaged density.

This Hamiltonian can be put in more familiar form with the following substitutions:

\[
\hat{Z}_\beta = \frac{\hat{\zeta}_\beta + \hat{\zeta}_\beta^\dagger}{2} \quad \hat{P}_\beta = \frac{\hat{\zeta}_\beta - \hat{\zeta}_\beta^\dagger}{2i}
\]

With these operators, the spin-fluctuation Hamiltonian takes the following form:

\[
H_{\text{fluc}} = \sum_{\beta \in \{x,y\}} (\epsilon + q) \hat{Z}_\beta^2 + (\epsilon + q + 2c_{(1)}^* n) \hat{P}_\beta^2
\]

The operators \( \hat{Z}_\beta \) and \( \hat{P}_\beta \) are like the position and momentum of two different
harmonic oscillators, one for each polarization of spin fluctuations. But what do these
operators represent physically? Let us return to Eq. 64, and focus on the \( x \) polarization.
If we create such a fluctuation, we take atoms out of the \( |m_F = 0 \rangle \) state and transfer
them \( \pi \) out of phase to the \( |m_F = 1 \rangle \) and \( |m_F = -1 \rangle \) states. As a matrix operation,
represented in the \( F_z \) eigenbasis, such an operation has the following form:

\[
\hat{\psi}_x^\dagger \sim \begin{pmatrix}
0 & 1/\sqrt{2} & 0 \\
0 & 0 & 0 \\
0 & -1/\sqrt{2} & 0
\end{pmatrix}
\]

This matrix is not Hermitian, and neither is the operator \( \hat{\psi}_x^\dagger \) it represents. The operators
\( \hat{Z}_x \) and \( \hat{P}_x \) are Hermitian, and we see, by examining the array of single-particle spin
observables (Eqs. 23 - 25), that these operators represent the observables \( \hat{Q}_{xz} \) and \( \hat{F}_y \)
(within some proportionality factors). Similarly, \( \hat{Z}_y \) and \( \hat{P}_y \) correspond to the operator
pair \( \hat{Q}_{yz} \) and \( \hat{F}_x \).

In the initial state we are considering, a condensate of \( N \) atoms in the \( |m_F = 0 \rangle \) state, the expectation values of all four of these spin observables is zero. Position and
momentum operators do not commute, and so while their expectation values may both be
zero, their fluctuations are perforce non-zero and have a minimum uncertainty relation.
Similarly, the corresponding pairs of spin observables do not commute. We obtain thereby
an uncertainty relation between the variances of these operators:

\[
(\Delta F_x)^2 (\Delta Q_{yz})^2 \geq \frac{1}{2} \left( \left[ \hat{F}_x, \hat{Q}_{yz} \right] \right)^2 = N^2
\]

and similar for the pair \( \hat{F}_y \) and \( \hat{Q}_{xz} \). In the last equality, we evaluate the commutator
on the initial (mean-field) state of the condensate. The variances themselves initially
have the values \( (\Delta F_x)^2 = N \) and \( (\Delta Q_{yz})^2 = N \). Thus, the initial state is a minimum
uncertainty state for such spin fluctuation operators, with the uncertainty being evenly
distributed between the two quadratures.

As for the Hamiltonian, we identify two distinct behaviors. When \( \epsilon + q \) has a value such
that the prefactors before the \( \hat{Z}_x^2 \) and \( \hat{P}_x^2 \) terms have the same sign, the Hamiltonian is
that of a normal harmonic oscillator (or perhaps one with negative mass). The evolution
of fluctuations under this Hamiltonian is the familiar stable precession in phase space at
a frequency that is determined, just as it is for the harmonic oscillator, by the product of the two prefactors, to wit

(69) \[ \omega^2 = \hbar^{-2} (\epsilon + q) \left( \epsilon + q + 2c_1^{(1)} \right) \]

A familiar regime of such dynamics occurs at very high (positive or negative) values of \( q \). We observe stable harmonic precession in the phase space spanned by \( \hat{Z}_\beta \) and \( \hat{P}_\beta \) (one plane for each polarization). A state that is initially displaced along, say, the \( \hat{P}_x \sim \hat{F}_y \) axis rotates, within a quarter cycle of the oscillation, to be displaced along the \( \hat{Z}_x \sim \hat{Q}_{xz} \) axis. This is the physics of orientation-alignment conversion familiar from molecular and atomic physics, driven by quadratic Stark or Zeeman shifts.

In a different regime, the spin fluctuations undergo parametric amplification. This occurs when the prefactors before the \( \hat{Z}^2 \) and \( \hat{P}^2 \) terms have opposite sign. The Hamiltonian under these conditions is equivalent to that of a (positive mass) inverted harmonic oscillator, for which the potential energy decreases quadratically with distance. The ensuing dynamics will cause an initial phase space distribution to be stretched out, with strong correlations between position and momentum. The factor \( r \) by which the distribution is stretched increases exponentially in time, \( r \propto e^{\omega |t|} \), where the temporal gain \( |\omega| \) is determined again from Eq. 69.

In such dynamics, we identify the mechanism of spontaneous symmetry breaking. If we observe the initial state at a macroscopic level, i.e. with a measurement instrument of not-exceptional resolution, it will appear to us that the values of all these spin fluctuation operators are consistent with zero. In other words, our initial measurements will confirm the fact that our initial state has not broken rotational symmetry about the \( z \) spin axis. In contrast, at long times after the onset of the dynamical instability, a single measurement of the transverse spin observables will likely show a value that is well distinguished from zero, and it will appear to us that the system has spontaneously broken its initial rotational symmetry, acquiring, for example, a large transverse spin vector. Repeating the experiment many times, we would find that the transverse spin is typically distinctly different from zero, but that it points in random directions from shot to shot. This observation would support our view that the rotational symmetry is indeed broken spontaneously and not by some explicit residual symmetry breaking in our experimental setup.

Of course, before we perform our measurement, rotational symmetry has not, in a strict sense, been broken: an initially rotationally symmetric state evolving under a rotationally symmetric Hamiltonian retains its symmetry. The stretched-out state of quantum fluctuations generated by the spin-fluctuation Hamiltonian (Eq. 64) is consistent with all our expectations: it is a rotationally symmetric superposition of broken-symmetry states that are easily distinguishable by measurement.

But recall that the area of a phase-space distribution is conserved under Hamiltonian dynamics. For the simple quadratic Hamiltonian treated here, the stretching out in phase space along one direction (say, positive correlations between \( \hat{Z} \) and \( \hat{P} \)) is accompanied by squeezing in phase space along an orthogonal direction (negative correlations between \( \hat{Z} \) and \( \hat{P} \)). The squeezing generated by this dynamical instability, this parametric amplification of the initial spin fluctuations of the condensate, is observable, and it appears likely that this type of spin-squeezing (spin-nematic squeezing) can be manipulated in a way to reduce the noise in atomic sensors [89].
Selective amplification of spin fluctuation modes. A spinor condensate was prepared in the $|m_F = 0\rangle$ state and trapped tightly in an optical trap. The tight trap confinement ensured that different spin excitation modes, sketched schematically in the left half of the figure, were at discrete energies. A quadratic Zeeman shift tuned the energy of the $|m_F = 0\rangle$ state, bringing it into spin-mixing resonance with particular spin fluctuation modes. The output of spin mixing was analyzed by releasing the atoms from the trap and imaging the spatial distributions of atoms in the different Zeeman sublevels. The Bessel-mode-like patterns of the spin fluctuation modes matched well with theoretical predictions. Right figure taken from Ref. [92].

4.3.1. Experiments in the single-mode regime. All of these predicted phenomena – the tuning between stable and unstable dynamics by varying the spin-mode energy, spontaneous symmetry breaking, and the generation of spin-nematic squeezing through spin-mixing interactions – have been observed in experiments focusing on the single-mode regime. Here, we highlight just a couple of early experimental results on the spin-mixing instability, but note that not only are there more early results than summarized here, but also that more advanced and impressive results are still being obtained at present.

Experiments performed at Hannover demonstrated the tuning of the spin-mixing instability with energy [90, 91]. Experiments were performed with atoms in a trap that was very tightly confining in two dimensions. Spin excitations within these clouds with different transverse mode structure were separated by a large energy, corresponding to discrete and well-separated values of $\epsilon$, which appears in Eqs. 64 and 66. As such, it was possible to define specific spin modes, by tuning the $q$ appropriately, so that they were dynamically unstable with the highest possible gain (the largest negative value of $\omega^2$ in Eq. 69). By imaging the distribution of atoms produced by spin mixing in the $|m_F = \pm 1\rangle$ states, it was possible to identify which spatial mode was selected for amplification (Fig. 12), and the results agreed nicely with theoretical predictions.

For evidence of parametric amplification in the phase space of spin fluctuations, one should look to experiments by the Chapman group [62]. There, a single-mode spinor Bose-Einstein condensate was prepared in the $|m_F = 0\rangle$ state, and then $q$ was set near zero to initiate the spin mixing instability. After a set time, the gas was examined by releasing the atoms and then counting the number of atoms in each of the Zeeman sublevels along the field direction. From such a measurement one obtains a precise,
indeed atom-shot-noise limited [61], measurement of $\hat{F}_z$. However, what one wants to measure to detect the spin-mixing dynamics is a transverse spin moment. To achieve this, one simply applies a $\pi/2$ rotation to the atomic spins before separating the Zeeman sublevels. Now, a measurement of $\hat{F}_z$ corresponds to a measurement of a projection of the collective atomic spin onto an axis in the transverse plane. To go even further, one wants to measure some linear combination of spin and quadrupole moment in order to detect not only the amplification but also the squeezing of spin fluctuations. For this, one inserts an additional step before measurement: One applies a large quadratic Zeeman shift, rotating the spin fluctuations around in the $\hat{F}_x$-$\hat{Q}_{yz}$ plane (also in the $\hat{F}_y$-$\hat{Q}_{xz}$ plane), so that the desired quadrature now lies along the $\hat{F}_x$ (also $\hat{F}_y$) axis.

The outcome of these measurements brought spin-nematic squeezing directly into view (Fig. 13). The stretched-out axis shows the signature of spontaneous symmetry breaking discussed above: nearly all the measurements of the transverse spin-vector moment give results significantly different from zero, preferring neither positive nor negative values. At the same time, the parametric amplification along one quadrature of fluctuations causes dramatic squeezing-in of spin fluctuations along an orthogonal quadrature, reducing the variance of measurements by a factor of at least 6 (8 dB). Related work by other groups focused on other features of the two-mode squeezed state (atoms in both $|m_F = \pm 1\rangle$ states), confirming the emergence of quantum correlations [63, 64]. Work by these same groups in the ensuing years has revealed further details of quantum dynamics beyond spin-nematic squeezing, quantitative analyses of the influence of such dynamics on parameter estimation, and more.

4.3.2. Quantum quenches in spatially extended spinor Bose-Einstein condensates. In a spatially extended sample, the same treatment given above for the spin-mixing instability can be applied, except that we must now accommodate a continuum of spin excitation modes. Again, we consider an $F = 1$ spinor Bose-Einstein condensate prepared initially in the unmagnetized and axially symmetric $|m_F = 0\rangle$ single particle spin state. The condensate is held in a large box and is at constant density $n$.

Consider first that a large positive quadratic Zeeman energy is applied to the gas. Under these conditions, this initial state is indeed the mean-field zero-temperature ground state of the gas. The gas should have three branches of excitations, corresponding to excitations at momentum $\hbar k$ in each of the three Zeeman components of the gas. Excitations in the $|m_F = 0\rangle$ internal state are the gapless Bogoliubov excitations of a scalar Bose-Einstein condensate. Excitations in the $|m_F = \pm 1\rangle$ state are the spin excitations described in Eq. 64 where $\epsilon = \hbar^2 k^2 / 2m$ is the kinetic energy.

Under these conditions, these spin excitations are all stable, with the prefactors in Eq. 66 both being positive. The stability is seen in the expression of Eq. 69 for the squared frequency of spin fluctuations, $\omega^2$, plotted in Fig. 14 as function of wavevector. At zero temperature, these excitations are occupied only by zero-point fluctuations. These fluctuations quantify the projection noise we would see if we were, say, to measure the populations of atoms in the $\hat{F}_z$ eigenbasis in order to determine the transverse projection of the atomic spin vector. Beyond mean-field theory, we expect these excitations to be slightly changed; to lowest order, the corrections resemble the Lee-Huang-Yang correction to the equation of state and speed of sound in an interacting scalar Bose-Einstein condensate.

If we now reduce the value of $q$, some portion of the branch of spin excitations becomes dynamically unstable. Specifically, those excitations with kinetic energies $\epsilon$ that lie in the range between $-q$ and $-q - 2\epsilon^{(1)} n$ acquire an imaginary frequency $\omega$, seen from the
Fig. 13.: Observation of spin-nematicity squeezing. An $F = 1$ $^{87}$Rb condensate in the single-mode regime was prepared in the $|m_z = 0\rangle$ initial state and allowed to evolve for variable time under a spin-mixing dynamical instability. The gas was then probed by (1) pulsing on a quadratic Zeeman energy to rotate spin fluctuations in the spin-nematicity plane, (2) applying a $\pi/2$ spin rotation pulse to rotate one component of the transverse spin onto the longitudinal axis, and (3) measuring the longitudinal spin with sub-atom-shot-noise sensitivity. The phase-space distribution in the spin-nematicity plane was reconstructed from repeated measurements at evolution times of (a) 15, (b) 30, (c) 45, and (d) 65 ms, at different spin-nematicity rotation angles (measurement step (1)). The squeezed and anti-squeezed quadratures are clearly observed. Black circles indicate the $1/\sqrt{e}$ uncertainty ellipse calculated from theory. Figure taken from Ref. [62].

value of $\omega^2$ dropping below zero in Fig. 14. If we restrict ourselves now to ferromagnetic $F = 1$ spinor gases, then the instability is seen to set in with $q < 2|c_1^{(1)}|n$, precisely where the mean-field ground state is ferromagnetic. The unstable spin-mixing dynamics then describe the initial growth of magnetization, starting from initial zero-point spin fluctuations, in a gas that is quenched across a symmetry-breaking phase transition from a non-magnetic to a ferromagnetic phase.

The emergence of magnetization under such dynamics has been examined experimentally [69, 93]. These experiments really brought to view the prediction of spontaneous symmetry breaking through spin-mixing dynamics. In a large spinor Bose-Einstein condensate that is suddenly quenched across the symmetry-breaking transition, different portions of the gas break symmetry independently. That is, every small patch of the gas independently undergoes the dynamics such as those revealed in the single-mode experiments described above. Rather than repeating single-mode experiments many times to measure fluctuations, in a large spinor gas one can just image the entire gas at once and look at the fluctuations between one small region and another to characterize the distribution of spin states that is produced.
The spatial distribution of the magnetization produced through such a quench was richly variegated. As shown in Fig. 15, the quench produces a spinor gas that is strewn with regions of large transverse magnetization. The orientation of the transverse magnetization varies spatially across the gas. Between these magnetized regions, one observes dark walls that lack transverse magnetization, at least when viewed at limited spatial resolution. One observes also vortex structures, where the transverse magnetization rotates by a full $2\pi$ along a closed path. Within the core of these vortices, the gas appears unmagnetized, consistent with the predicted property of a polar-core spin vortex, which is the only stable topological defect in a two-dimensional, $F = 1$ ferromagnetic quantum field [94]. Experiments performed on quantum quenches to different values of $q$ revealed the post-quench spin texture to be characterized by a variable length scale, roughly consistent with the idea that the dominant structure of the texture is generated by the spin-fluctuation mode of greatest temporal gain.

Experiments on these spatially extended spinor condensates have yet to reveal the subtle details found in the single-mode experiments. It is possible that the spin-mixing instability in the large samples produces a highly squeezed, multimode quantum field. A theoretical description of the dynamics in terms of squeezing in spatial spin modes defined dynamically was derived in Ref. [89]. The Berkeley group attempted to quantify the magnitude of spin fluctuations to confirm that the dynamics are indeed described as the parametric amplification of zero-point spin fluctuations, but could not resolve discrepancies between the data and a quantum amplifier model because of systematic uncertainties in the system properties [93].

The experiments in spatially extended samples did raise hopes of performing quantitative tests of the dynamics of quenched quantum systems using ultracold gases. One of the foci of attention is on the Kibble-Zurek picture of quenches across symmetry-breaking
Fig. 15.: Emergence of magnetization in a spinor condensate that is suddenly quenched across a symmetry-breaking phase transition. A $^{87}$Rb spinor condensate was prepared in the $|m_z = 0\rangle$ state and then allowed to evolve at low $q < 2|\epsilon_1^{(1)}|\nu$ ($\nu$ being the central condensate density), before its vector magnetization was imaged. An inhomogeneous spin texture emerged spontaneously, showing some regions with extended spin domains and others with small domains divided by sharp domain walls. Right: Some images (example shown: transverse magnetization (a,c) amplitude and (b,d) orientation, with (b,d) showing zoomed-in region) showed spontaneously formed spin vortices, detected by identifying regions around which the transverse magnetization wound around by $2\pi$. The center of the spin vortex (within thin line in (c-e)) was found to be unmagnetized (longitudinal spin shown in (e)), identifying the vortex as a polar-core spin vortex, which is the only topological defect of a ferromagnetic superfluid. Figure adapted from Ref. [69].

This picture describes the dynamics as occurring in three stages. First, as the system crosses the phase transition, at some point the system dynamics depart from equilibrium and the existing fluctuations in the system at that point are frozen into the system. These frozen-in fluctuations have a characteristic size $d$ that scales with the rate at which the system is quenched across the transition point. Within each region of size $d$, these fluctuations seed the growth of the symmetry-breaking order parameter. Second, these regions of discordant symmetry-breaking heal to form topological defects that remain within the system at long times. Third, at very long times, the topological defects move and merge, allowing the system to coarsen and develop larger regions of common broken symmetry. The Kibble-Zurek picture has been applied to thermal phase transitions in several systems, including, recently, in scalar Bose gases that are cooled across the Bose-Einstein condensation transition [97, 98]. Experiments on spinor Bose-Einstein condensates quenched into a ferromagnetic state raised the prospect of studying the Kibble-Zurek picture also in systems that transit a quantum phase transition, where it would be quantum, rather than thermal, fluctuations that freeze in and then grow to become macroscopic [99, 100, 101].

The predictions of the second and third stages of the Kibble-Zurek picture, the de-
development of topological defects and their subsequent coarsening [48], were seen in the
large-sample spinor gas experiments. However, clean evidence of the first stage, i.e. of
fluctuations frozen in with a length scale related quantitatively to the quench rate, has
not been obtained. Further experiments are warranted.

5. – Magnetic excitations

The low-energy excitations and low-temperature thermodynamic properties of a many-
body system are intimately tied to its symmetry, and in particular to how the ground
state breaks symmetries of the Hamiltonian. A scalar Bose gas breaks a global gauge
(phase) symmetry when it becomes a condensate, and phonons arise as a consequence
of this symmetry breaking [102]. A Heisenberg ferromagnet breaks rotational symmetry
because its ground state chooses an orientation in space, and this results in excitations
known as magnons [102]. A spinor condensate breaks both phase and rotational sym-
metry, and thus has both phonons and magnons [103]. These emergent particles are
known as Nambu-Goldstone bosons and are a general feature of spontaneous symmetry
breaking.

It has been observed that many systems at low temperatures behave like a weakly
interacting gas of elementary excitations. For example, the elementary excitations of a
scalar Bose gas are phonons. At low temperatures, the thermodynamics of the scalar
Bose gas can be determined by treating the Bose gas as a “vacuum” filled with weakly
interacting phonons. For this reason, the thermodynamics of a low temperature Bose gas
are remarkably similar to that of blackbody radiation, only for a Bose gas there is only
one polarization of phonons and the speed of light is replaced by the speed of sound.

We are then motivated to measure properties of elementary excitations (i.e., their
dispersion relation, particle statistics, and interactions), since from these we will be able
to predict thermodynamic and transport properties of the system. Phonons are well
studied in scalar Bose gases [104], and so in this section particular interest is paid to
understanding the properties of magnons.

5.1. Quasiparticles of a spin-1 spinor condensate. – Both the ferromagnetic and the
polar states of \( F = 1 \) spinor condensates break three continuous symmetries. In both
cases, the state of the condensate selects an axis in spin space, which we may define
to be the \( z \) axis, along which the ferromagnetic state is in the \( |m_z = +1 \rangle \) eigenstate
and the polar state is in the \( |m_z = 0 \rangle \) state. In selecting this axis, the states breaks
two symmetries of the Hamiltonian, the symmetries under rotations about either of the
transverse axes (\( x \) and \( y \)). The third broken symmetry is the \( U(1) \) symmetry of the energy
of the system upon multiplying the condensate wavefunction by a complex phase. In the
case of the ferromagnetic state, there is a subtlety that it is possible to rotate the spin
state about the \( z \) axis by an angle \( \phi \) and then to multiply the condensate wavefunction by
an overall phase \( e^{i\phi} \) so that the net effect is to leave the state unchanged. The state and
the Hamiltonian remain invariant under this combined spin-gauge rotation. In this case,
the “orthogonal” spin-gauge rotation (rotate by \( \phi \) and multiply by \( e^{-i\phi} \)) is more properly
identified as belonging to the \( U(1) \) symmetry group that is broken by the condensate
state \(^{(4)} \)

\(^{(4)} \) At high temperatures, an \( F = 1 \) Bose gas is symmetric under rotations and the addition
of a quantum mechanical phase, summarized by the symmetry group \( G = SO(3) \times U(1) \). At
While both states break three continuous symmetries, they have different numbers of Nambu-Goldstone bosons. The polar state has three such bosonic excitations: one phonon, associated with the broken gauge symmetry, and two independent magnons, associated with each of the broken rotational symmetries. All three excitations are gapless and linearly dispersing with wavevector at low energy, as we derive in Sec. 5.2.2. The ferromagnetic condensate has only two Nambu-Goldstone bosons (derived in Sec. 5.2.1). The broken spin-gauge symmetry results in a gapless and linearly dispersing phonon excitation as in the case of the polar condensate. However, the two broken rotational symmetries result only in one magnon excitation and this excitation disperses quadratically with wavevector. The difference in the case of the ferromagnetic state is that excitations produced by rotating the condensate magnetization about the $x$ and $y$ state become dynamically coupled. The origin of this coupling is the non-commutativity of the generators of these two rotations. As a result of this coupling, the number of Nambu-Goldstone bosons is reduced while the power of the dispersion relation is promoted ($E(\mathbf{k}) \propto |\mathbf{k}|^2$ instead of $E(\mathbf{k}) \propto |\mathbf{k}|$) [103].

5.2. Linearized Schrödinger equation. – At low temperatures, spinor condensates can be described well by a nonlinear Schrödinger equation. Many of the low-energy excitations can be captured by linearizing a perturbation expansion of this equation around its ground state. This is particularly true for Nambu-Goldstone bosons, where we may know $a priori$ what a perturbation should look like. Moreover, expansion of the perturbation to higher order can show interactions between excitations. In this subsection, we use this approach to derive the dispersion relation for magnons and phonons in ferromagnetic and polar spinor gases.

Certain classes of excitations cannot be understood by merely linearizing the nonlinear Schrödinger equation. Topological excitations, such as vortices, may have defects that cannot be described as a small excursion from the ground state. Solitons, or non-dispersing waves, only exist because of nonlinearities, with properties that depend on their amplitude in a way that cannot be captured in a linearized analysis. These types of excitations are relatively energetic compared to the Nambu-Goldstone bosons, but are important in many systems because they are stable and can persist for experimentally relevant time.

5.2.1. Ferromagnetic $F = 1$ condensate. The elementary excitations of a ferromagnetic condensate are phonons, fluctuations of the overall density and phase of the condensate, and magnons, fluctuations of the orientation of the spin direction. In addition, there is a gapped mode from fluctuations in the length of $\mathbf{F}$. Here we derive these three modes by linearizing perturbations of the wavefunction.

First, we will use a perturbation expansion to derive the phonon and magnon dispersion relations. A good ansatz is to perturb the ground state along directions of broken symmetry. The ground state of a ferromagnetic condensate ($c_{1}^{(1)} < 0$) is one where $|\mathbf{F}| = 1$, and we orient our coordinate system so that $\mathbf{F}$ points along $z$, with a ground state $\psi_{\text{ground}} = \sqrt{n} (1, 0, 0)$ for a uniform condensate with density $n$ (5). The broken low temperatures, a ferromagnetic condensate adopts a state that still has a $H = U(1)$ spin-gauge symmetry. The broken symmetries are characterized by the order parameter manifold $M = G/H = SO(3)$ [105, 5].

(5) Be mindful that here, in keeping with notation in the literature, we are choosing to include a factor of $\sqrt{n}$ in condensate wavefunction, so that the wavefunction is now normalized to the
symmetries are the phase of the condensate and orientation of the spin, so we perturb
the wavefunction by multiplying the density by a complex number \((1 + \chi)\) and changing
spin orientation \((\theta, \phi)\):

\[
(70) \quad \psi_{\text{ansatz}} = \sqrt{n} e^{-i\mu t/h} (1 + \chi) R(\theta, \phi) \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix} \frac{\theta \ll 1}{\sqrt{2}} \sqrt{n} e^{-i\mu t/h} (1 + \chi) \begin{pmatrix} 1 - \frac{1}{4} \theta^2 \\ \frac{1}{\sqrt{2}} \theta e^{-i\phi} \\ \frac{1}{4} \theta^2 e^{-2i\phi} \end{pmatrix}
\]

The ansatz can be simplified by rewriting the two (real) angles \(\theta\) and \(\phi\) as a single
complex number \(\xi = \frac{1}{\sqrt{2}} \theta e^{-i\phi}\), which will turn out to be the wavefunction for \(m_F = 0\)
component.

\[
(71) \quad \psi_{\text{ansatz}} \approx \sqrt{n} e^{-i\mu t/h} \begin{pmatrix} 1 + \chi \\ \xi \\ 0 \end{pmatrix}
\]

The \(m = -1\) component is neglected because it is of order \(\xi^2\). Contact interactions do
not depend on \(\theta\) or \(\phi\) and so the interaction term is \(\mu|1 + \chi|^2\psi\) with \(\mu = (c_0^{(1)} + c_1^{(1)})\).

We can now do a perturbation expansion in \(\chi\) and \(\xi\).

\[
(72) \quad i\hbar \dot{\chi} = -\frac{\hbar^2}{2m} \nabla^2 \chi + 2\mu(\chi + \chi^*)
\]

\[
(73) \quad i\hbar \dot{\xi} = -\frac{\hbar^2}{2m} \nabla^2 \xi
\]

These two equations represent the two Nambu-Goldstone bosons of our system: phonons
(\(\chi\)) and magnons (\(\xi\)). The eigenspectrum of Eq. 72 is the well-known Bogoliubov phonon
with \(E_\chi = \sqrt{(\hbar^2 k^2 / 2m)(\hbar^2 k^2 / 2m + 2\mu)}\) (see Ref. [104] for more on phonons). Magnons,
as described by Eq. 73, have free-particle solutions \(E_\xi = \hbar^2 k^2 / 2m\) with no gap and an
effective mass identical to the bare mass of rubidium. As expected, both of these modes
are gapless.

What does the wavefunction of a magnon look like? When \(\chi = 0\), Eq. 73 is solved
by \(\xi = \xi_0 e^{i(k \cdot x - \omega(k) t)}\). For small values of \(|\xi_0|\), this solution represents a magnetization
with a fixed polar angle \(\theta = \sqrt{2}\xi_0\) and a periodic azimuthal angle \(\phi = k \cdot x - \omega(k) t\).

\[
(74) \quad \psi_{\text{magnon}} = \sqrt{n} e^{-i\mu t/h} \begin{pmatrix} 1 \\ \frac{1}{\sqrt{2}} \theta e^{i(k \cdot x - \omega(k) t)} \\ 0 \end{pmatrix} \approx \sqrt{n} e^{-i\mu t/h} R(\theta, k \cdot x - \omega(k) t) \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}
\]

While phonons and magnons are gapless, there is in fact a gapped magnetic mode
throughout fluctuations in the length of \(\mathbf{F}\). This mode does not correspond to excitations along a broken symmetry direction. An ansatz for this mode is
\(\psi \approx \sqrt{n} e^{-i\mu t/h} (\sqrt{1 - \gamma^2} \gamma, 0, \gamma)\),
which has constant density but varying \(|\mathbf{F}|\). We now do a perturbation expansion in \(\gamma\).

\[
(75) \quad i\hbar \dot{\gamma} = -\frac{\hbar^2}{2m} \nabla^2 \gamma + 2|c_1^{(1)}| n\gamma
\]

number of particles.
The energy of this mode is \( E_\gamma = 2|c_1^{(1)}|n + \hbar^2 k^2/2m \).

### 5.2.2. Polar \( F = 1 \) condensate.

For a polar condensate, we instead find three Nambu-Goldstone bosons: phonons and two polarizations of magnons. Unlike the ferromagnetic case, these magnons have a linear dispersion relation. The ground state of the polar wavefunction oriented along the \( z \) is \( \psi_{\text{ground}} = \sqrt{n}(0, 1, 0) \). Before we write down our ansatz, it is helpful to rotate the wavefunction to guess the correct form of perturbation.

To capture the two polarizations of magnons, we will need two complex variables \( \xi_\pm = \frac{1}{\sqrt{2}}\theta_\pm e^{-i\phi_\pm} \) for our perturbation expansion. Expressing fluctuations about the mean-field ground state in the form \( \psi = \sqrt{n}e^{-i\mu t/\hbar}(\xi_+, 1, \xi_\dagger_-) \), we obtain the following equations of motion:

\[
\begin{align*}
\dot{\xi}_+ &= -\frac{\hbar^2}{2m} \nabla^2 \xi_+ + c_1^{(1)} n(\xi_+ + \xi_\dagger_-) \\
\dot{\xi}_- &= -\frac{\hbar^2}{2m} \nabla^2 \xi_- + c_1^{(1)} n(\xi_\dagger_+ + \xi_-)
\end{align*}
\]

These equations are coupled, reflecting the fact that a polar-state magnon is a superposition of excitations in the \( |m_F = \pm 1 \rangle \) magnetic sublevels; indeed, the formalism used in Sec. 4.3 to describe spin fluctuations in a Cartesian basis already captures this coupled form of the polar-state magnon. From these equations, we obtain finally a magnon dispersion relation similar in form to that of Bogoliubov excitations of a scalar condensate (Eq. 72), namely

\[
E_{\xi_\pm} = \sqrt{\left( \hbar^2 k^2 / 2m \right) \left( \hbar^2 k^2 / 2m + 2c_1^{(1)} n \right)}.
\]

We note that the dispersion relation is linear at long wavelengths.

### 5.3. Making and detecting magnons.

A weak magnetic field perturbs an atom by adding a term \( H_B = -\hat{\mu} \cdot \mathbf{B} = -\hat{\mu} B \cdot \mathbf{F} \) to the Hamiltonian. Light tuned to the right wavelength can create the same Hamiltonian, called the ac vector Stark shift or optical Zeeman effect, except the magnetic field \( \mathbf{B} \) is replaced by a function of the intensity, detuning, and polarization of the light. Using light has a key advantage: the Helmholtz equation that governs optics allows for much more varied structures (e.g., local maxima) than Laplace’s equations allow for magneto-statics. We use this method to create effective magnetic fields with either Gaussian or sinusoidal profiles.

In alkali atoms, hyperfine states can be coupled through the electronic excited states. Fig. 16a shows the calculated ac Stark shift of the three \( F = 1 \) Zeeman states in the presence of a circularly polarized laser. At the “magic-zero” or “tune-out” wavelength 790.03 nm, the ac Stark shift vanishes for atoms in the \( |m_F = 0 \rangle \) ground state [106]. Like the linear Zeeman effect of a magnetic field, the Stark shift at this wavelength is proportional to \( m_F \). The strength of the effective magnetic field is given by the two-photon Rabi frequency \( \Omega \), which is proportional to the laser intensity. A laser tuned to this wavelength cannot excite phonons in an \( m_F = 0 \) condensate (Fig. 16a(b)), but can create magnetic excitations.
Fig. 16.: (a) AC Stark shift and suppression of phonons at the magic-zero wavelength. Calculated ac Stark shift of the \( F = 1 \) states for circularly polarized light. The ac Stark shift of the \( m_F = 0 \) state vanishes at 790.034(7) nm [106]. (b) A focused light beam (red hyperbola) introduces an effective transverse magnetic field proportional to the local intensity. As the laser amplitude is modulated at the Larmor frequency, the magnetization of the atoms (blue trap) is rotated about a transverse spin axis. (c) A rotation of the longitudinal magnetization can be measured as small wavepacket in the \( m_F = 0 \) population with ASSISI. Here six image frames (first six, shown in gray scale) are combined to measure the column magnetizations \( \tilde{M}_z \) and \( \tilde{M}_x \) (last two images, in color).

When the propagation axis of the light is perpendicular to the magnetic field \( \mathbf{B} \), the light can induce a spatially and temporally-varying transverse magnetic field \( H_{\text{laser}}(\mathbf{r}, t) = F_\gamma \Omega(\mathbf{r}, t) \), where \( \Omega(\mathbf{r}, t) \) is proportional to the local optical intensity \( I(\mathbf{r}, t) \). Like a “real” magnetic field, the light drives transitions between Zeeman states when its intensity is driven resonantly, giving \( \Omega(\mathbf{r}, t) = \frac{1}{2} \Omega(\mathbf{r})(1 - \cos(\omega_L t)) \), where \( \omega_L = \mu|\mathbf{B}|/\hbar F \) is the Larmor frequency.

One simple structure is a near-Gaussian wavepacket in the middle of the condensate. This structure can be made by focusing a light beam through the center of the cloud (Fig. 16b). The effective magnetic field is now inhomogeneous, with \( \Omega(\mathbf{r}, t) = \frac{1}{2} \Omega_0(1 - \cos(\omega_L t)) e^{-|\mathbf{r}|^2/(2\sigma^2)} \). After a time \( \tau \), the light is extinguished and the magnetization...
ends up having been rotated by an angle $\theta(r) = \theta_0 e^{-|r|^2/(2\sigma^2)}$, where $\theta_0 = \Omega_0 \tau \ll 1$. For experimental convenience, the atomic spin is initially oriented along $-\mathbf{z}$, with a wavefunction of $\psi_{\text{ground}} = \sqrt{n}(0,0,1)$, where $n$ is the local density of the condensate. After rotation, the wavefunction now acquires a population in the $|m_z = 0\rangle$ state (see Eq. 74):

$$
\psi(r) = e^{-iF_0 \theta(r)/\hbar} \sqrt{n} \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix} = \sqrt{n} \begin{pmatrix} \frac{O(\theta_0^2)}{1 - O(\theta_0^2)} \\ \frac{-\frac{1}{\sqrt{2}} \theta_0 e^{-|r|^2/(2\sigma^2)}/\hbar}{1 - O(\theta_0^2)} \end{pmatrix}
$$

An image of the resulting structure measured by the ASSISI method is shown in Fig. 16c. To monitor dynamics and the evolution of magnon textures, it is often sufficient to monitor the evolution of the population in the $|m_z = 0\rangle$ state, which is given by $|\psi_{m_z=0}(t)\rangle^2 = \frac{1}{2} n \theta(r)^2$, as will be done in Sec. 5.4. As discussed in Sec. 5.2.1, the wavefunction of the $|m_F = 0\rangle$ component is a good description of magnons in an $|m_z = +1\rangle$ (or $|m_z = -1\rangle$) condensate, and so images of $|\psi_{m_F=0}\rangle^2$ can be thought of as direct images of the magnon population.

Another important spin texture is a standing wave of magnons. This structure is created by two plane waves of light, both at the same wavelength that produces a vector ac Stark shift, intersecting at a half-angle $\theta$ (Fig. 17a). Now, $\theta(r) = \theta_{\text{avg}}(1 + \cos \mathbf{k} \cdot \mathbf{r})$ with $|\mathbf{k}| = 2k_L \sin \vartheta$ with $k_L$ being the optical wavenumber, and $\theta_{\text{avg}} = \Omega_0 \tau/2$. For small angles ($\theta_{\text{avg}} \ll 1$), we can approximate the perturbed wavefunction as

$$
\psi(r) = e^{-iF_0 \theta(r)/\hbar} \sqrt{n} \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix} = \sqrt{n} \begin{pmatrix} \frac{O(\theta_0^2)}{1 - O(\theta_0^2)} \\ \frac{-\frac{1}{\sqrt{2}} \theta_{\text{avg}}(1 + \cos \mathbf{k} \cdot \mathbf{r})}{1 - O(\theta_0^2)} \end{pmatrix}
$$

Expanding this expression to order $\theta_{\text{avg}}^2$, we have

$$
\begin{pmatrix}
0 \\
-\frac{1}{\sqrt{2}} \theta_{\text{avg}}(1 + \cos \mathbf{k} \cdot \mathbf{r}) \\
1
\end{pmatrix} =
\begin{pmatrix}
0 \\
\frac{1}{\sqrt{2}} \theta_{\text{avg}} \\
0
\end{pmatrix} - \frac{1}{2\sqrt{2}} \theta_{\text{avg}} \begin{pmatrix}
0 \\
0 \\
0
\end{pmatrix} - \frac{1}{2\sqrt{2}} \theta_{\text{avg}} \begin{pmatrix}
e^{-i\mathbf{k} \cdot \mathbf{r}} \\
0 \\
0
\end{pmatrix} - \frac{1}{2\sqrt{2}} \theta_{\text{avg}} \begin{pmatrix}e^{i\mathbf{k} \cdot \mathbf{r}} \\
0 \\
0
\end{pmatrix}
$$

In Sec. 5.5, this initial state will serve as the basis for magnon interferometry.

An alternative approach to creating coherent magnon wavepackets is to use light at constant intensity, rather than modulating the intensity at the Larmor frequency. When the circular polarization of the light has a component along the magnetic field, then it also introduces a Hamiltonian $H(r) = h\Omega(r, t) F_\perp$. Such a static Hamiltonian creates magnon excitations within a transversely oriented ferromagnet. This method was used to write spin textures that served as test targets to evaluate the performance of a spinor-gas magnetometer [70].

Raman transitions can also be used to create excitations that cannot be generated with an effective magnetic field. Magnetic fields drive transitions with $\Delta m = 0, \pm 1$, whereas a two-photon Raman transition can also drive $\Delta m = \pm 2$ transitions. These
Fig. 17.: Standing wave of magnons. (a) A standing wave of magnons is generated by illuminating a longitudinally magnetized spinor gas with two coherent plane waves of light that intersect at a half-angle $\vartheta$. With the light tuned to the proper wavevector ($k_L = 2\pi/(790.03 \text{ nm})$ for $^{87}\text{Rb}$), the ac Stark shift of the light is equivalent to an effective magnetic field $B_{\text{optical}}$ that is proportional to the local intensity of the optical standing wave. This light rotates the magnetization, creating magnons at $0$, $-k$, and $-k$, where $|k| = 2k_L \sin \vartheta$. (b) ASSISI imaging of standing wave of magnons with a $10 \mu m$ wavelength and $\theta_{\text{avg}} = 14^\circ$. Note the high visibility fringes in the $m_F = 0$ image.

were used in a gas of $F = 2$ $^{87}\text{Rb}$ atoms to generate superpositions of only the even $m_F$ states ($|m_F = \{-2, 0, 2\}\rangle$) [107].

5.4. Magnon propagation. – In experiments, spinor condensates are trapped in an inhomogeneous trapping potential. Surprisingly, however, magnons propagate through the volume of an inhomogeneous spinor condensate as if they were free particles in a uniform potential. To see this, we add an additional state-independent potential $V(r)$ to the Hamiltonian and derive a slightly different linearized equation for magnons:

\begin{equation}
\begin{aligned}
\text{i}\hbar \dot{\xi} &= -\frac{\hbar^2}{2m} \nabla^2 \xi + \left[\left(\xi_0^{(1)} + \xi_1^{(1)}\right) n(r) + V(r) - \mu\right] \xi \\
&= -\frac{\hbar^2}{2m} \nabla^2 \xi + V_{\text{eff}}(r) \xi
\end{aligned}
\end{equation}

with

\begin{equation}
V_{\text{eff}}(r) = \left(\xi_0^{(1)} + \xi_1^{(1)}\right) n(r) + V(r) - \mu
\end{equation}

Here, $n(r)$ is the nonuniform density of the condensate (the majority spin state). If $V(r)$ varies slowly and $\xi$ is small, then the condensate “fills” its container such that $n(r) = (\mu - V(r))/(\xi_0^{(1)} + \xi_1^{(1)})$, at least everywhere $\mu > V(r)$ and the condensate density $n$ is nonzero. Thus, throughout the volume where the majority-spin condensate has nonzero density, $V_{\text{eff}}(r)$ is precisely zero and the magnons can propagate through the volume of a nonuniform condensate like noninteracting particles through vacuum.

This free propagation of magnons is illustrated qualitatively in the images of Fig. 18, where we create a localized near-Gaussian wavepacket of magnons within a ferromagnetic spinor Bose-Einstein condensate and observe its propagation in time. The wavepacket
is observed to expand slowly over 100’s of ms, in spite of being confined (along with the rest of the spinor gas) within the optical potential of a focused light-beam trap and the pull of gravity.

What if the potential were spin-dependent, such as would be created by an inhomogeneous magnetic field? In this case we would consider a potential $V_{-1}(r)$ for the $m_F = 0$ component. The effective potential governing magnon propagation, appearing in Eq. 83, would instead be written as

$$V_{\text{eff}}(r) = V_0(r) - (c_0^{(1)} + c_1^{(1)}) n(r) - \mu = V_0(r) - V_{-1}(r).$$

One origin for such a state-dependent potential is an inhomogeneous magnetic field. In particular, a magnetic field gradient produces an effective force on magnons that is uniform. We consider just the adiabatic magnetic potential produced by an inhomogeneous magnetic field $B(r)$, of the form $V_B(r) = -(\mu/F)|B(r)|m_F$. Letting $|B|$ vary just linearly with a gradient $B'$ in the $x$ direction, we have simply $V_0(r) - V_{-1}(r) = \mu B' x$. The state-independent component is exactly zero and only the state-dependent component remains, resulting in a uniform force proportional to the magnetic field gradient (Fig. 19). The resulting acceleration $a = \mu^* B'/m^*$ depends on the effective magnetic moment $\mu^*$ and effective mass $m^*$ of a magnon. The acceleration can be directly seen by the displacement of a magnon wavepacket over time (Fig. 20), and from this we can determine the effective magnon magnetic moment. From the data of Fig. 20, and as described in Ref. [108], we found $\mu^* = -1.04(8)\mu_{-1}$ which has the same magnitude as but the opposite sign of the magnetic moment of the atoms that make up the condensate. It may be interesting to note that the magnetic moment of the magnon is nonzero.
Fig. 19.: Effective potential of a magnon in a gradient. (Left) Without a magnetic field gradient, the potential $V_{-1}$ for $m_F = -1$ atoms (dashed blue line) is the same as the potential $V_0$ for $m_F = 0$ atoms (solid red line). The effective potential for magnons $V_{-1} - V_0$ is a combination of the attractive optical trap and repulsive interaction energy of the $m_F = -1$ condensate (blue region). These contribute to an effectively flat trap where the local chemical potential is nonzero (solid black line). (Right) In the presence of a magnetic field gradient, the density of the $m_F = -1$ condensate is shifted (dark blue region) while the potential for $m_F = 0$ (red line) is unchanged. The effective potential (black) for $m_F = 0$ is the sum, which contains the gradient.

even though its constituent particle, an $|F = 1, m_F = 0\rangle^{87}\text{Rb}$ atom, has zero magnetic moment.

5.5. Magnon contrast interferometry and recoil frequency. – How do we experimentally measure the predicted dispersion relation of a magnon in the ferromagnetic condensate, $E(k) = \hbar^2 |k|^2 / 2m$? One powerful answer is atom interferometry. We implemented a specific form interferometry, contrast interferometry, by manipulating the spin and momentum of the condensate. Every atom of the condensate is placed initially in a superposition of mostly the $|m_F = -1\rangle$ state with momentum $0$, and a small admixture of the $|m_F = 0\rangle$ state in the discrete momentum states $0$, $\hbar k$, and $-\hbar k$. This superposition can be described magnons with momenta $0$, $\hbar k$, and $-\hbar k$ moving through the condensate. Each magnon momentum state evolves in time $t$ with a phase $\phi(k) = E(k)t/\hbar$. Interference between different momentum states causes a standing wave in the spin density, with an amplitude that oscillates in time with the frequency $[E(k) + E(-k) - 2E(0)]/\hbar$.

Such a magnon contrast interferometer was demonstrated in Ref. [108], inspired by the application of contrast interferometry with density excitations in a sodium condensate [109]. The superposition of magnon waves described above was created using the optical methods detailed in Sec. 5.3. This scheme can also be described in terms of Raman scattering, in which atoms in the $m_F = -1$ condensate absorb a photon from one light beam and then transition to the $|m_F = 0\rangle$ state by emitting another photon into either of the light beams illuminating the gas. The Zeeman energy difference between these internal states is made up by the frequency difference between the two photons. Recall that in our optical method of imprinting magnons we utilize light that is amplitude modulated at the Larmor frequency, so that the spectrum of the light incident upon the atoms contains frequency components suited for such stimulated Raman transitions. Different choices of which light field is absorbed and which light field is emitted provide the Raman scattering pathways to final states with magnon momenta $0$ and $\pm\hbar k$. The coherence between these different transition amplitudes establishes the initial high-contrast interference of the magnon waves.

For the structure described in Eq. 82, we assume that each momentum component
Fig. 20.: Magnetic moment of a magnon. A Gaussian wavepacket is created in one location. (a) The wavepacket is accelerated in the direction of the magnetic field gradient. The region-of-interest (blue box) is 50 by 75 µm. (b) We fit the position versus time to a quadratic function to extract the acceleration (black circles). The magnon accelerates towards higher field with an effective magnetic moment $\mu^* = -1.04(8)\mu_{\text{condensate}}$ (solid black line), consistent with the prediction of $\mu^* = -\mu_{\text{condensate}}$ (red dashed line).

evolves in time with a phase evolution $e^{-iE(k)t/\hbar}$:

\begin{equation}
\psi_{m_F=0}(t) = -\frac{1}{2\sqrt{2}}\theta_{\text{avg}} e^{-i\mu t/\hbar} \left[ e^{-iE(k)t/\hbar} e^{-i\mathbf{k}\cdot\mathbf{r}} + e^{-iE(-k)t/\hbar} e^{i\mathbf{k}\cdot\mathbf{r}} + 2e^{-iE(0)t/\hbar} \right]
\end{equation}

(86)

The interference between different momentum states is directly visible in the density of the $m_F = 0$ component (Sec. 3.3.1):

\begin{equation}
|\psi_{m_F=0}(t)|^2 = n(\mathbf{r}) \theta_{\text{avg}}^2 \left[ \frac{3}{4} + \cos \mathbf{k} \cdot \mathbf{r} \cos \left( \frac{E(\mathbf{k}) + E(-\mathbf{k}) - 2E(0)}{2\hbar} t \right) \right. \\
+ \frac{1}{4} \cos \left( 2\mathbf{k} \cdot \mathbf{r} + \frac{E(\mathbf{k}) - E(-\mathbf{k})}{\hbar} t \right)
\end{equation}

(87)
The signal (contrast in the standing wave in density) oscillates at a frequency of $(E(k) + E(-k) - 2E(0))/2h = \hbar |k|^2/m^*$. With good knowledge of $k$, we can determine the effective mass $m^*$ (see Fig. 22).

One feature of contrast interferometry is that it is insensitive to velocity, acceleration, and constant forces. A constant force, over time, would add a constant $\hbar \delta k$ to the momenta of each of the magnon waves. The same alteration results if the condensate in which we imprint magnons is moving initially with uniform wavevector $\delta k$. In either case, this boost does not change the contrast of the magnon interference pattern, since

$$E(k) + E(-k) - 2E(0) = E(k + \delta k) + E(-k + \delta k) - 2E(\delta k).$$

6. – Conclusion

As we have discussed, the mechanism that underlies magnetism in a spinor Bose gas is different from that in solid-state materials. Magnetism in solid state magnets may come about from the short range interaction between neighboring magnetic moments that are confined to sites of a lattice. The interaction is quantified by an exchange energy $J$, and magnetic order might appear at temperatures for which $k_B T < zJ$ where $z$ is a number of order unity that is a measure of the coordination within the crystal lattice. In other situations, magnetism may emerge from the interaction between itinerant fermions. In this instance, one itinerant particle interacts with all others, leading to magnetic order only when the interaction defeats the demagnetizing effect of Fermi statistics (as in the Stoner theory).

In contrast to the case of itinerant fermions, within a spinor Bose gas, the emergence of magnetic order is strengthened, rather than suppressed, by quantum statistics. Like itinerant fermions but unlike in spin-lattice systems, the “coordination number” is very large, being essentially the macroscopic number of atoms $N$ in the gas. The “exchange energy,” $J$, defined as the strength of interactions between just two atoms, is small, scaling
Fig. 22.: Our final data for the dispersion relation of a magnon. As expected, the dispersion relation is very close to a quadratic result $\omega \propto |k|^2$ (black dashed line). The surprising result is that the frequencies are systematically shifted down, corresponding to a magnon mass of 3.3% heavier than the bare rubidium mass (solid red line) [108].

inversely with the volume. It is the quantity $NJ$ which defines the spin-dependent energy per particle. Unlike in the spin-lattice examples of magnetism, this spin-dependent energy need not compete with the thermal energy $k_B T$ if the spinor Bose gas undergoes Bose-Einstein condensation. Rather, this spin-dependent energy competes against other influences, such as homogeneous or inhomogeneous magnetic fields and dipolar interactions, in dictating the magnetic order of a gas that already, through Bose-Einstein condensation, has a strong predilection to become ordered.

Given these profound differences in the origin of magnetism, it is remarkable how many generic features of magnetically ordered materials are exhibited in both the solid state and in spinor Bose gases. Like in their solid-state “counterparts,” spinor Bose gases manifest magnetic phase transitions with spontaneous symmetry breaking, magnon excitations, persistent spin textures and other topological excitations, thermodynamic effects of demagnetization, non-trivial ordering in the case of antiferromagnetic interactions, and more.

The similarity between the systems is an illustration of emergence, in which the large scale structure of different complex systems can be quite similar even when the microscopic descriptions of those systems are dissimilar. Given this emergent commonality of materials, we are led to the conclusion that if we want to study in detail the emergent, long-range/low-energy properties of materials, it behooves us to focus on the simplest systems in which these properties emerge. Their simplicity gives us a chance to understand the properties of a many-body system – and also the methods by which we probe these properties – from first principles, and then to test our understanding with quantitative rigor. Spinor Bose-Einstein gases serve as such quantitative test cases, “gedanken materials,” for understanding better the topic of magnetism.
Moreover, spinor Bose gases realize phenomena that are either inaccessible in solid-state materials, or even do not have a solid-state analogue. As we saw in Sec. 4, these gases can be prepared far out of equilibrium, even in high-lying magnetic states, with spin dynamics that take the many-body quantum system through a large portion of its phase space. Ground states may be highly correlated and require descriptions more complicated than single-particle order parameters and standard Bose-Einstein condensation (Sec. 2.6). High-spin models are being realized in highly dipolar gases, in which the anisotropic interactions may dramatically change the thermodynamics and ground states.

Not only are spinor Bose gases a “material” that can be used toward the ends pursued by condensed-matter physicists and materials scientists, but also they are a “medium” that can be utilized to further the aims of precision measurement and sensing which are common pursuits among atomic physicists. Spinor Bose-Einstein condensates have been demonstrated to serve as magnetic field sensors, excelling particularly in the mapping of inhomogeneous magnetic fields [70]. The distinct properties of these gases that we have discussed in this document, e.g. their low energies, the coexistence of magnetic order and superfluidity, and the rotational symmetry of interactions, all contribute to improving the sensitivity and resolution, and to reducing systematic bias, of such a magnetometer. Spatially resolved magnetometry using scalar Bose-Einstein condensates with a non-zero magnetic moment has also been demonstrated [110, 111] and is being developed further [112]. In comparison with these, the sensitivity of the spinor-gas magnetometer is much better because of the ability to detect very small Larmor frequency variations over the very long spin coherence time (demonstrated in our laboratory to be on the order of seconds). We have applied the spinor-gas magnetometry concept in using a rubidium spinor gas to measure the 360 pT magnetic field generated by the gas itself [108]. It will be interesting to find practical ways of applying spinor-gas magnetometry to the measurement of fields from other sources as well; some ideas about this possibility are presented in Ref. [8].

Coherent magnon optics offer another potential resource for precise sensing using spinor Bose gases. Magnons propagate within a ferromagnetic spinor condensate in a manner that is nearly equivalent to the motion of a free particles in a potential-free volume [108]. Magnon thermalization and decoherence times can be extremely long, particularly at magnon velocities well below the speed of sound [113], allowing for coherent optics and interferometry of magnetic excitations for extended periods of time. This approach has been used to measure the dispersion relation of magnetic excitations. Future experiments may use magnon interferometry to measure nonlinearities of quasiparticles, the role of dipole-dipole coupling, or transport phenomena of spin structures. As we improve our understanding of spinor condensates, it may be possible to use magnon interferometry to measure parameters of the outside world, such as inertial forces or short-range gravity.

Much of the discussion in this manuscript, like much of the experimental work in the field of spinor Bose gases, has focused on alkali gases. In the coming years, we expect to see greater focus on high-spin spinor gases. Experiments on chromium gases have already shown signatures of spinor-gas thermodynamics and its application to cooling, and the beginnings of research on the magnetic order favored by spin-dependent interactions [114, 40, 43]. That work highlights the need for exceptional magnetic field control in order to study gaseous spin mixtures in the presence of rapid dipolar relaxation [115, 116]. In the case of the lanthanide elements, the application of spin-dependent direct imaging methods, following the examples discussed in Sec. 3, and of optical imprinting methods to create coherent magnetic excitations, as described in Sec. 5, is likely to be very effective
owing to the non-zero electronic orbital angular momentum of the ground state. The rich array of magnetic orders that may be realized in these cases, along with the strong role of dipolar interactions, present compelling targets for such methods.
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