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Abstract

Common envelope evolution, the key orbital tightening phase of the traditional formation channel for close binaries, is a multistage process that presents many challenges to the establishment of a fully descriptive, predictive theoretical framework. In an approach complementary to global 3D hydrodynamical modeling, we explore the range of applicability for a simplified drag formalism that incorporates the results of local hydrodynamic “wind tunnel” simulations into a semi-analytical framework in the treatment of the common envelope dynamical inspiral phase using a library of realistic giant branch stellar models across the low, intermediate, and high-mass regimes. In terms of a small number of key dimensionless parameters, we characterize a wide range of common envelope events, revealing the broad range of applicability of the drag formalism as well its self-similar nature across mass regimes and ages. Limitations arising from global binary properties and local structural quantities are discussed together with the opportunity for a general prescriptive application for this formalism.

Unified Astronomy Thesaurus concepts: Binary stars (154); Common envelope binary stars (2156); Close binary stars (254); Common envelope evolution (2154); Stellar evolution (1599); Late stellar evolution (911); Stellar interiors (1606)

1. Introduction

It is well known that stars, rather than forming singly, are often formed in a binary or a triple system in which the stars orbit about their mutual center of mass (e.g., Sana et al. 2012; Toonen et al. 2016). The evolution and fate of individual main-sequence stars are well understood, and in multibody systems in which the stars are separated by large distances relative to their sizes, we expect them to evolve much as they would alone. However, the evolution of binary systems in which the stars are close enough for interaction is not understood as well, largely due to the countless variations of possible parameters: initial separation, mass ratio, evolutionary stage, and so forth. Though we may establish these limits to these variables via observation, such limits are constrained largely to local short-period systems (close binaries). However, close binaries in general are of great interest due to their role as possible precursors to many types of high-energy transients (see, e.g., Bethe & Brown 1998; Lee & Ramirez-Ruiz 2007; Dan et al. 2011; Postnov & Yungelson 2014), including binary neutron star and binary black hole mergers detected by LIGO (e.g., Abbott et al. 2019).

All close binary systems in which stellar remnants orbit at a separation smaller than the radii of their progenitor stars must have undergone some type of orbital transformation. In high stellar density regions, dynamical interactions may be a viable formation channel for close binaries (see, e.g., Rodriguez et al. 2018; Samsing 2018), and in binaries that initially form close to contact, chemically homogeneous evolution may forego the need for any tightening (see, e.g., Mandel & de Mink 2016), but in other cases, orbital tightening of a pre-existing binary must be accomplished by one or more phases of common envelope (CE) evolution. A CE phase occurs when one member in a binary, hereafter called the primary, moves off the main sequence and expands beyond its Roche lobe, engulfing the other (typically lower-mass) member—or secondary—and creates a system in which the core of the primary interacts with the secondary within a shared envelope (e.g., Paczynski 1976; Iben & Livio 1993; Taam & Sandquist 2000; Taam & Ricker 2010; Ivanova et al. 2013; Vigna-Gómez et al. 2020).

Though the primary is always a star in its giant phase, the secondary may be a planet, a lower-mass main-sequence star, or any kind of stellar remnant. Though several stages of CE evolution may occur for a given binary, there are only two final outcomes: either the envelope is ejected and binarity is preserved, or the envelope is not fully ejected and the secondary merges with the core of the primary. The structure of the envelope and the properties of the embedded secondary both play a role in deciding the outcome of CE evolution; decades of analytical and computational study have provided insight into precisely how, but still leave many questions unanswered; for extensive reviews, see Ivanova et al. (2013) and Ivanova (2016).

Extensive work has been done to produce global 3D simulations of CE evolution (e.g., Ricker & Taam 2008, 2012; Passy et al. 2012; Nandez et al. 2014; Staff et al. 2015, 2016; Ivanova & Nandez 2016; Nandez & Ivanova 2016; Ohlmann et al. 2016a, 2016b, 2017; Iaconi et al. 2017; Chamandy et al. 2018, 2019a, 2019b; Prust & Chang 2019; Wu et al. 2020), but these efforts have faced many challenges, including (but not limited to) resolving adequately at all relevant physical scales, which span many orders of magnitude. An alternative and complementary approach has been developed by MacLeod & Ramirez-Ruiz (2015a, 2015b) and MacLeod et al. (2017a), and greatly extended by De et al. (2020) in a companion paper, to
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explore the local CE behavior around an embedded compact object using a “wind tunnel” morphology. This morphology, rather than modeling the plunge of the secondary through the envelope globally, focuses on a region centered on the (fixed) secondary in the interior of the envelope and subjects it to a wind representing the passing envelope material, reducing the relevant scales within the simulation domain. This is achieved numerically by modeling the secondary as a fixed, accreting compact object that is subject to a supersonic wind with a density structure consistent with polytropic extended stellar envelopes. Key flow parameters are described by specific dimensionless quantities as described in Section 3. Due to the use of Cartesian geometry, the “wind tunnel” approximation is appropriate only for systems in which the extent of gravitational influence of the embedded object on the envelope material is much less than the extent of the envelope itself.

The broad range of masses and configurations of systems that undergo CE evolution tend to be investigated in separate regimes due to the differences in possible outcomes, structure, and key physics of the objects that comprise each system. However, the dynamical inspiral phase appears to be governed by just a few dimensionless parameters (see Section 3.1) that can be calculated for any and all configurations for which the “wind tunnel” approximation is appropriate. Any self-similarity that exists in these parameters, regardless of the global characteristics of the binary, can be exploited via their connection to drag forces and accretion rates (MacLeod & Ramirez-Ruiz 2015a, 2015b; MacLeod et al. 2017a; De et al. 2020) to constrain and inform models of the dynamical inspiral phase and binary properties at the end of that phase.

In this work, we examine a range of realistic stellar models in terms of these parameters to determine the range of applicability for the formalism of MacLeod et al. (2017a), and by extension, the mapping of the results from De et al. (2020) to envelope parameters for the calculation of inspiral trajectories. In Section 2, we discuss the relevant aspects of late-stage stellar evolution across mass regimes, noting key features that differentiate these regimes. In Section 3, we present the flow parameters and numerical results that together makeup the “drag formalism” as established by MacLeod & Ramirez-Ruiz (2015a, 2015b) and MacLeod et al. (2017a) for which we seek to establish firm limits of applicability. In Section 4, we map a broad range of CE events into the parameter space defined by the drag formalism, detailing how the properties of realistic stellar envelopes allow for general use. We address in detail the limitations and exceptions that define the range of applicability in Section 5, including the validity of our results across additional model parameters and indications that the drag formalism naturally differentiates inspiral phases. In Section 6, we discuss how these results may be combined with those from De et al. (2020) to further application of the drag formalism.

2. Properties of Evolved Stars

In CE events, the primary has evolved beyond the main sequence into the giant branch. All stars in the giant branch have some structural similarities, namely extended, diffuse envelopes and a small, dense core that is no longer centrally burning hydrogen. However, the specifics of a given giant’s structure vary widely depending on the mass and age of the star, in turn varying the applicable physics pertaining to energy transport in the envelope, distinguishing core from envelope, and of course, success or failure of envelope ejection, among other things. In exploring the limits of the drag formalism, which depends upon a few key dimensionless parameters, we first endeavor to understand which similarities and differences in familiar structural terms are relevant to the dynamical inspiral phase of CE.

The HR diagram shown in Figure 1 traces the evolution from the zero-age main sequence (ZAMS), as simulated using the MIST package with MESA (for details, see Section 4.1), of a selection of stars across a mass range that spans two orders of magnitude. Stars of vastly different mass and evolutionary track can expand to similar extent, with implications for the traditional formation channel of close binaries and CE evolution. Stars of different mass will reach the same extent at different stages of their giant branch, with corresponding differences in envelope structure related to mass and evolutionary stage.

To make such a comparison, we look at a range of stars that have all reached an extent of $\approx 250R_\odot$. In Figure 2, envelopes are shown in the $\rho$–$T$ plane, overplotted against adiabatic index and opacity values. Notably, none of the envelopes shown could be described as perfectly polytropic. In fact, the outer envelope often contains one or more regions of highly compressible material interspersed with convective or radiative regions, including density inversions that correspond to hydrogen and helium opacity peaks at $T \sim 5500$ and $13,000$ K (Sanyal et al. 2015; Guzik et al. 2018). The differences in structure seen here affect key processes in CE evolution, namely orbital decay due to drag and the ability of released energy to escape the envelope (see, e.g., Grichener et al. 2018; Wilson & Nordhaus 2019, 2020). How impactful these differences are on CE inspiral, however, is dependent on how much of the envelope contains these variations.

In Figure 3, we examine the structure of the same stellar profiles seen in Figure 2 in terms of the familiar structural quantities of sound speed and density against mass and radius. In mass coordinates, we can clearly see how the mass of each
star is distributed differently, even among stars in the same mass regime. In the lower-mass stars, the core-envelope boundary can be identified as a steep increase in density/sound speed, while in the higher-mass stars, a sharp, local peak in sound speed is the clearest indicator. This gives a sense of how much mass is held in the envelope, and hence where the most binding energy lies within the star. This also indicates that the region relevant for CE inspiral contains only a fraction of the star’s total mass, often less than half. In radial coordinates, the envelopes look similar in density structure, though the differences in sound speed impact the orbital decay during inspiral. Worth noting, however, are the minor density inversions that occur very close to the limb of most of these models, which coincide with the regions of highly compressible gas seen in white in Figure 2 and are an important consideration when choosing how to apply the drag formalism (for details, see Section 5.3).

3. Flow Parameters in the StellarEnvelope

The application of simulation results from De et al. (2020), MacLeod & Ramirez-Ruiz (2015a), and MacLeod et al. (2017a) requires that we interpret envelope structure as it relates to CE inspiral using the dimensionless quantities used in those studies. This allows us to characterize a dynamic process that involves many relevant physical quantities and variations with a few key parameters that combine information about the structure of the envelope, properties of the binary, and inspiral mechanics. For additional details beyond the brief introduction given here, the reader is referred to MacLeod & Ramirez-Ruiz (2015a, 2015b) and MacLeod et al. (2017a).

3.1. Relevant Scales and Parameters

We model our typical CE system in simplest terms as a binary in which the primary, with mass \( M_1 \), is more massive and extended, and the secondary is a compact, lower-mass object of mass \( M_2 \). We define the global mass ratio of the binary as \( q_B = M_2 / M_1 \). The center of the primary is separated from the secondary by a distance \( a \). At any given point after the onset of CE, the primary mass enclosed at separation \( a \) is defined as \( M_{\text{enc}} < M_1 \). We define the mass ratio between the secondary and the mass enclosed at separation \( a \) as

\[
q_e = \frac{M_2}{M_{\text{enc}}}.
\]

This quantity will increase as inspiral progresses, because \( M_{\text{enc}} \) decreases with \( a \), though this is most pronounced in the inner envelope. Any accretion onto the secondary will serve to boost this effect.

Following the formalism of MacLeod et al. (2017a), we approximate our inspiral to first order as a modified Keplerian orbit, giving the velocity of the secondary relative to the
envelope material as
\[ v_\infty = \frac{f_k}{c_s} \sqrt{\frac{G(M_{\text{enc}} + M_2)}{a}}, \]  
(2)
in which \( f_k \) reflects the degree to which the rotation of the envelope and the orbit of the secondary are nonsynchronous (i.e., \( f_k = 1 \) gives a perfectly Keplerian orbit with no corotation, and \( f_k = 0 \) gives an orbit in which the envelope and secondary are tidally locked).

Moving into dimensionless terms, we use the framework for flows and accretion first introduced by Hoyle & Lyttleton (1939), hereafter HLA (Hoyle & Lyttleton 1939; Bondi & Hoyle 1944). We characterize the relative velocity \( v_\infty \) with Mach number
\[ M_\infty = \frac{v_\infty}{c_s}, \]  
(3)
in which \( c_s \) is the local sound speed of the undisturbed envelope material at separation \( a \). Generally, dynamical inspiral spans a range of low Mach numbers, on the order of a few. As the secondary moves through the envelope, it will affect oncoming material gravitationally as it passes by; the cross section of oncoming material that is within this gravitational “sphere of influence” is characterized by the accretion radius
\[ R_\ast = \frac{2GM_1}{v_\infty^2}, \]  
(4)
which is a function of not only the secondary’s mass, but also the changing enclosed mass and separation \( a \). To get a sense of how strong the impact of an envelope density gradient may be on the flow and accretion, we compare \( R_\ast \) to the density scale height at the location of the secondary
\[ H_\rho = -\frac{\rho d\rho}{d\ln \rho}, \]  
(5)
which describes the local density normalized by the local density gradient with respect to radius. From this comparison arises the quantity
\[ \epsilon_\rho = \frac{R_\ast}{H_\rho}, \]  
(6)
which is a measure of how many local scale heights are traversed by the local accretion radius (i.e., \( \epsilon_\rho = 0 \) corresponds to a constant density medium and a symmetric HLA-type flow and accretion, while \( \epsilon_\rho > 1 \) corresponds to density gradients that break the symmetry in the flow and suppress accretion significantly).

3.2. Envelope Equation of State

The drag formalism was developed with the assumption of a polytropic envelope, out of which arises a structural polytropic index,
\[ \Gamma_\ast = \left( \frac{d \ln P}{d \ln \rho} \right)_{\text{env}}, \]  
(7)
which is evaluated along the envelope profile, such that \( P \propto \rho^{\Gamma_\ast} \). For MIST/MESA stellar profiles, we smooth the numerical derivative with a Gaussian filter with standard deviation of \( \sim 1\% \) of the envelope’s extent.

However, the envelope material does not always behave as an ideal gas, requiring an equation of state (EOS) with several adiabatic indices to describe its behavior when compressed during the inspiral of the secondary. The indices of interest to us are as follows:
\[ \gamma_1 = \left( \frac{d \ln P}{d \ln \rho} \right)_{\text{ad}}, \]  
(8)
which is used to compute the local sound speed, and
\[ \gamma_3 - 1 = \left( \frac{d \ln T}{d \ln \rho} \right)_{\text{ad}}, \]  
(9)
which is used to relate pressure, density, and internal energy. These indices are the same in an ideal gas, and are equivalent to \( \Gamma_\ast \) at constant entropy.

In Figure 4, we present for comparison these three indices, as well as the familiar structural quantities of sound speed \( c_s \) and density \( \rho \), with the corresponding \( M_\infty \) and \( \epsilon_\rho \) values calculated for MIST models of initial mass 3 and 50\( M_\odot \), respectively, with a secondary of mass ratio \( q_0 = 0.1 \). Throughout most of the envelope in both cases, \( \Gamma_\ast \sim \gamma_1 \), with a noted exception upon approaching the core. Features are naturally mirrored among all of these quantities, to a greater or lesser extent, yet the monotonic decrease we would expect in \( M_\infty \) and \( \epsilon_\rho \) from the limb to the core for a polytropic envelope is still represented here. Therefore, we cautiously move forward with a simplified approach that may allow us to parameterize dynamical inspiral further.

3.3. Polytropic Formalism

When assuming a polytropic stellar profile, the relationships of the flow parameters of Sections 3.1 and 3.2 can be constructed in the following manner, as in MacLeod et al. (2017a):
\[ \epsilon_\rho = \frac{2q_0}{(1 + q_0)^2} \frac{M_\infty^2}{f_k^2} \left( \frac{\gamma_1}{\Gamma_\ast} \right). \]  
(10)
In the simplified case in which the inspiral velocity is approximated to first order as Keplerian and the envelope has constant entropy, this expression simplifies to
\[ \epsilon_\rho = \frac{2q_0}{(1 + q_0)^2} M_\infty^2. \]  
(11)
This implies that, for these special cases, our flow parameters are intrinsically linked, and that two of these quantities may be sufficient to characterize the flow at a given location.

3.4. Key Results of Hydrodynamic Simulations

Using a traditional HLA framework, the drag force on the secondary is expected to be
\[ F_{\text{d,HLA}} = \pi R_\ast^2 \rho_\infty v_\infty^2, \]  
(12)
and the corresponding accretion rate on to the secondary
\[ M_{\text{HLA}} = \pi R_\ast^2 \rho_\infty v_\infty, \]  
(13)
in which \( \rho_\infty \) is the density of undisturbed oncoming wind. However, these expressions assume \( \rho_\infty \) to be constant, and are
unlikely to match that measured when a wind with a density gradient is used and symmetry in the wake is broken. A key result from the suite of simulations performed by MacLeod & Ramirez-Ruiz (2015a), MacLeod et al. (2017a), and De et al. (2020) is a grid of drag force measurements $F_d = C_d F_{d, HLA}$ and accretion rates $M = C_a M_{HLA}$ in which $C_d$ and $C_a$ are drag and accretion coefficients, respectively, that characterize the steady-state time-averaged drag force and accretion rate from a specific simulation setup normalized by the calculated HLA values based on the undisturbed envelope density $\rho$ at the location of the secondary. As each simulation setup reflects a single value for each of $M_{\infty}$, $q_0$, $\epsilon_{\rho}$, and $\gamma$ (for setups in which $\gamma = \Gamma_{s} = \gamma_{1} = \gamma_{3}$), each pair of $C_d$ and $C_a$ then maps to a specific combination of these four quantities, all of which may be calculated or approximated with a basic stellar model and global properties of the pre-CE system.

These coefficients form the basis for broad application of the drag formalism to any type of CE event that may be of interest, using the above quantities to map coefficient values via interpolation or fitting functions. Examples include integration of the equation of motion of dynamical inspiral using a static stellar model (e.g., Figures 11 and 12 of MacLeod et al. (2017a)), introduction of a heating term in 1D hydrodynamic simulations of CE (Fragos et al. 2019) through the relation $\dot{E} \approx F_{d, \infty}$ (MacLeod & Ramirez-Ruiz 2015a), and calculation of drag force for comparison against that produced by global 3D hydrodynamic simulations (Chamandy et al. 2019a).

Notably, Chamandy et al. (2019a) found that, during dynamical inspiral, when the assumptions of the drag formalism are met, the drag force calculated with the coefficients is in excellent agreement with that measured in a global simulation. This encouraging result shows the drag formalism to be an effective prescription for dynamical inspiral, and motivates its further development.

4. Mapping of Dynamical Inspiral in Simulation Parameter Space

Any binary system that results in a merger or close binary via the traditional formation channel must go through at least one CE phase. The flow parameters discussed in Section 3 allow us to analyze CE inspiral not in terms of familiar quantities (i.e., $\rho$, $v_{\text{orb}}$, etc.) that keep structural and dynamical information separate, but rather in terms of dimensionless quantities (i.e., $\epsilon_{\rho}$, $M_{\infty}$, $q_0$) that combine properties of the system with local structure and dynamics. Translated into the latter, a given system’s inspiral corresponds to a curve in

Figure 4. Comparison of standard EOS and structural quantities against drag formalism parameters for initial mass $3M_\odot$ and $50M_\odot$ stars at $31R_\odot$ and $401R_\odot$, respectively, with a secondary of mass ratio 0.1. Only the envelope is shown. For the secondary located at a given dark gray line, shaded regions show the span of $R_a$ to the left and right of that location. Note that $R_a$ has a location dependence. The extent of this region illustrates the envelope material that is gravitationally influenced by the secondary during inspiral. Left panels: the envelope in this case is largely convective, the majority having $\Gamma_{s} \sim 5/3$ with some higher compressibility regions in the outer part. In convective envelopes, we expect $\Gamma_{s} \sim \gamma_{s} \sim q_{1}$ due to constant entropy. Right panels: the envelope is largely radiative, giving different values for $\gamma_{1}$ and $\gamma_{3}$; $\Gamma_{s} \sim \gamma_{s} \sim 1.4$ until approaching the core, but $\gamma_{1}$ maintains a slightly lower value $\sim 4/3$. 
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Figure 5. Representative examples of characteristic curves for CE events with $q_B = 0.2$ in the $M_\infty$–$e_p$ parameter space. In panels from left to right, stellar models increase in age and extent, with models of initial mass 10$M_\odot$ and 80$M_\odot$ represented on the top and bottom rows, respectively. Upper-right portion of each curve represents conditions in the outer envelope and the lower-left portion of each curve represents conditions in the inner envelope, with normalized radius mapped in color. Each point on a curve corresponds to unique drag and accretion coefficients, making each characteristic curve a mapping of the dynamics occurring during a dynamical inspiral phase consistent with the setup, i.e., primary and secondary masses, separation at onset, etc. This curve can be calculated for any appropriate binary with a sufficiently detailed stellar model for the primary.

4.1. Methodology

In utilizing the results of the numerical simulations from MacLeod & Ramirez-Ruiz (2015a), MacLeod et al. (2017a), and De et al. (2020), we assume progenitor systems that span a wide range of mass, age, internal structure, and separation that include one giant branch star (hereafter, the primary) and one compact star (hereafter, the secondary) with $q_B$ ranging from 0.1 to 0.35. To ensure that the envelope material encountered is structured consistently with the simulations, we limit the range of mass ratio such that, throughout dynamical inspiral, the accretion radius of the secondary does not exceed the maximum possible separation for which a CE phase will occur is defined to first order by this value.

CE inspiral takes place only in the stellar envelope, therefore we limit our analysis to that region. Dynamical inspiral occurs after CE onset, which disrupts the outer layers of the envelope (MacLeod et al. 2017b). Due to the “wind tunnel” morphology that the drag formalism is based upon—in particular, the presence and undisturbed structure of oncoming material—it is appropriate for use only after the secondary is embedded. Thus, we begin our analysis at a very conservative limit of $a = 0.95R_*$ for each model as an ersatz starting point for the dynamical plunge of the secondary, which is considered to be embedded and desynchronized post-onset (see Section 5.1), and we stop our analysis outside the core (see Section 5.2). Due to the uncertainties regarding the conditions for successful envelope ejection, we make no claims about the termination of our calculated inspirals in connection with the outcome of a given CE event. Rather, we choose to map the entire range in which the drag formalism might be applied, and discern general trends as well as the region of parameter space in which the formalism breaks down.

Combining the global properties and structural quantities from our realistic stellar models with a range of $q_B$ values with constant (non-accreting) $M_2$, we then calculate the drag formalism parameters to produce characteristic curves for each inspiral in the parameter space.

parameter space that traces the evolution of the three flow parameters from the outer regions of the envelope to a transitional region near the core boundary. Each point in this parameter space corresponds to a unique drag coefficient $C_d$ and accretion coefficient $C_A$ (see Section 3.4) that, when included in inspiral calculations, alters the orbital decay expected from the HLA formalism. By understanding the curves through this parameter space for a range of different progenitor systems, we can apply these drag coefficients to any stellar envelope based on the properties derived directly from stellar models.
2

–

\[ q_B = 0.05 \]

\[ q_B = 0.1 \]

\[ q_B = 0.2 \]
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Figure 6. Additional examples of characteristic curves for CE events in the \( M_{\infty}-\epsilon_\rho \) parameter space involving a primary of 6\( M_\odot \) at 250\( R_\odot \) and a selection of \( q_B \) values. Curve color corresponds to the local value of \( q_t \). Due to the diffuse nature of envelope material, \( q_t \) is nearly constant until the secondary approaches the core. Slope of the curve decreases with increasing \( q_B \), reaching slightly higher \( M_{\infty} \) values and notably higher \( \epsilon_\rho \) values for the same primary. This is due to the effect of the increase in \( M_\infty \) on orbital velocity \( v_\infty \) and the accretion radius \( R_a \), respectively.

4.2. Characteristic Curves of Dynamical Inspiral

The shape of the characteristic curve for a given dynamical inspiral in the \( M_{\infty}-\epsilon_\rho \) parameter space is influenced by the structure of the envelope of the primary. In Figure 5, we show selected curves for events with mass ratio \( q_B = 0.2 \) from various stages in the time evolution of initial mass 10\( M_\odot \) and 80\( M_\odot \) giants for comparison. These correspond to a range of binary separations: each panel represents a CE inspiral initiating at a separation equal to the model’s extent, noted at the top of each panel. The color of the curve reflects the region in the extended primary where each set of combined \(( M_{\infty}, \epsilon_\rho \) conditions exist in radial coordinates, with inspiral proceeding from the upper right to lower-left corner of the parameter space.

In general, inspiral is characterized by the highest values and broadest ranges of \( M_{\infty} \) and \( \epsilon_\rho \) in the outer envelope, with lower values in the inner half of the envelope by radius. Though each curve is distinct, features that are present due to fluctuations in the envelope EOS (see Section 5.3) are minor.

The effect of mass ratio on inspiral characteristic curves is shown in Figure 6. Using an example primary of 6\( M_\odot \) evolved to 250\( R_\odot \), we calculate curves for mass ratios \( q_B = 0.05, 0.1, 0.2, \) and 0.3, which might represent, for example, a white dwarf, neutron star, or companion main-sequence star secondary. There is a clear inverse relation between the slope of the curve and \( q_B \) value. According to the drag formalism, each point on a curve corresponds to a \( C_d \) and \( C_a \) value; however, these coefficients depend on the local mass ratio \( q_t \) to be correctly applied. Figure 6 demonstrates that \( q_t \) remains nearly constant for the duration of dynamical inspiral, increasing appreciably only when the secondary reaches the innermost regions of the envelope. Thus, we may justify a simplified application using something like an average mass ratio, as was done by De et al. (2020), especially when energy considerations indicate an outcome of successful envelope ejection, therefore avoiding the material near the core.

4.3. Self-similarity across Axes

In Figure 7, we produce characteristic curves for inspirals with a range of \( q_B \) appropriate for the drag formalism across the axis of mass. The primary profiles used are giant stars of initial mass 6, 10, 50, and 80\( M_\odot \) extended to 250\( R_\odot \). These curves are representative across the entire library of stellar profiles, and repeat the trends seen in Figures 5 and 6. The decrease in slope corresponding to the increase in mass ratio combined with the similarity of these curves repeats this familiar fan shape throughout, and lends itself to further simplification.

Using Equations (10) and (11) as our guide, we normalize these curves over the \( q_t \) term in Figure 8 using the following definition:

\[ \epsilon_{\rho, q} = \epsilon_\rho \frac{(1 + q_t)^2}{q_t}. \]  \( \text{(16)} \)

Upon normalization, the fans collapse into a simple, approximately quadratic curve. Again, these curves are representative of the same calculations across the entire library of stellar profiles. The truncation of these curves in the outer envelope lie near \( M_{\infty} \sim 6 \), and in the inner envelope are a function of how distinct the transition is from envelope to core, ranging from \( M_{\infty} \sim 1-2 \).

In Figure 9, we repeat the above calculations for all post-main-sequence stellar profiles from 1 to 90\( M_\odot \). The left panel reveals the region of the \( M_{\infty}-\epsilon_\rho \) parameter space that is represented in realistic stellar profiles and therefore ideal for simulation in order to support inspiral calculations more
broadly. Though initial simulations by MacLeod & Ramirez-Ruiz (2015a) and MacLeod et al. (2017a) cover the low-mass ratio regime of this region, the full relevant parameter space is well-covered by the simulations in a companion paper, De et al. (2020). Furthermore, in the right panel, the region in "collapsed" parameter space that is most densely covered reveals the most basic characteristic curve for dynamical inspiral, and fits the polytropic relation of Equation (11), which in such a broad range of non-polytropic envelopes reveals they are nonetheless polytropic "enough" for the drag formalism to be a good approximation of the conditions, and that there are fairly distinct truncation points to the overlay that we may take advantage of, to first order, in a prescriptive capacity.

Through a systematic comparison and analysis of characteristic curves across multiple axes, we find that nearly all dynamical inspirals that meet the basic criteria for application of the drag formalism (i.e., $q_B \approx 1/3$) are self-similar in $\mathcal{M}_\infty - \varepsilon_{\rho, q}$ space. This self-similarity holds across the axes of primary mass $M_1$, the initial binary separation $a$ (or likewise the post-main-sequence age/radius of the primary), and binary mass ratio $q_B$ (for a discussion of the same across metallicity, see Section 5.4).

5. Range of Applicability: Limitations and Exceptions

5.1. Onset and Initial Mass Loss

The dynamics of CE onset is an area of active study (see, e.g., Iaconi et al. 2017; MacLeod et al. 2018; Reichardt et al. 2019; Shiber et al. 2019; MacLeod & Loeb 2020a, 2020b) that is not yet well understood and has not yet been incorporated into the drag formalism. CE events occur after some initial destabilization of the binary: for some systems, this is a result of the Darwin tidal instability; for others, it is a result of unstable Roche lobe overflow (MacLeod et al. 2017b). The dependence on both mass ratio and primary stellar structure requires that both types of systems are represented in the range of binaries used in this work. The setup of the "wind tunnel" simulations assumes a plunge into undisturbed stellar envelope, and the envelope depth at which we may assume this criterion
to be satisfied post-onset is variable and dependent on many factors that have not been accounted for in a general formalism.

Therefore, we choose to map the broadest range of envelope parameters, which assumes little or no mass loss prior to CE, as in the case of Darwin instability, rather than removing large portions of envelope based on incomplete understanding. Incorporation of mass loss during onset, assuming no changes to the structure of the remaining envelope material, will bring the upper-right truncation point of a given dynamical inspiral into a lower range of $M_{\text{max}}$ and $\epsilon_p$ values, reducing the coverage of parameter space traced by that inspiral.

Depending on the duration of the pre-CE phase, the bound envelope material may adjust its structure relative to the static models used in this study. The application of this framework to such adjusted models would not have an impact on the drag and accretion coefficients as they correlate to the parameter space, but would simply change the extent and region of parameter space crossed during a particular dynamical inspiral relative to a static model. Due to the representation of a broad range of envelope configurations and their consistent tracing of the same parameter space, it is unlikely that these changes would push a characteristic curve outside of the region represented here. Further work is needed to explore the junction of onset mechanics and the drag formalism for self-consistent application.

5.2. The Dynamical Boundary

The appropriate definition of the core boundary for purposes of CE calculations is difficult to pinpoint for stars in different mass regimes and various stages of post-main-sequence evolution. In attempting to account for the varying criteria used in the literature to define that boundary (Tauris & Dewi 2001; Ivanova et al. 2013), we applied different definitions to characteristic curve calculations across the full model library and found that the drag formalism presents its own unique termination point—the dynamical boundary. In Figure 10, we use a $6M_\odot$ primary extended to $\sim100, 200$, and $500R_\odot$ to plot raw characteristic curve calculations (upper left), $^4\text{He}$ mass fraction (upper right), nuclear energy generation (lower left), and entropy (lower right). In the upper-left panel, the steeper curves represent the dynamical inspiral phase with calculations beginning at the blue diamonds. These descend from the top right to bottom left, then have a sharp inflection point at or near the minimum Mach value: this is the dynamical boundary, marked by dark brown dots. The tails that then pass from left to right fall outside the applicable range of the drag formalism. The sharp increase in $\epsilon_p$ mirrors the steep density gradient that occurs at the core boundary, but does not coincide with the location at which the traditional $X_{\text{He}} = 0.1$ criterion is met, marked by blue dots. In all panels, it can be seen that the dynamical boundary precedes the structural core boundary in all cases—this is due to the $R_\text{e}$ dependence in calculating $\epsilon_{\rho}$, which incorporates the core boundary into the characteristic curve “before” the secondary arrives at the core.

For CE events, it is often more desirable to identify the so-called bifurcation point: the location that marks the extent of the remaining material, which may include the core and some envelope remnants, if CE ejection is successful. Estimates for this location are readily calculated using the well-known energy formalism (van den Heuvel 1976; Webbink 1984; Livio & Soker 1988; de Kool 1990; Iben & Livio 1993):

$$E_{\text{bind}}(r) = \alpha \Delta E_{\text{orb}},$$

in which $E_{\text{bind}}(r)$ is the gravitational binding energy of the envelope at $r$, $\Delta E_{\text{orb}}$ is the change in orbital energy of the secondary from the separation at onset to $r$, and $\alpha$ is an efficiency term of order unity. For cases in which $\alpha = 1$, all orbital energy that is lost through inspiral is used to eject the envelope (assuming no additions or losses from other physical processes), and the location $r$ at which they are equated (marked in Figure 10 by crosses), meaning there has been enough energy deposited to eject the envelope from that point outward, is a loose proxy for the bifurcation point.

The dynamical boundary is not the bifurcation point. Rather, because the drag formalism applies strictly to dynamical inspiral, the dynamical boundary represents the innermost location at which a dynamical inspiral is possible, not accounting for the timescales of energy transport. Comparisons by Chamandy et al. (2019a) show a break in agreement between the drag force as calculated using the drag formalism and that measured in a 3D global hydrodynamic simulation; this break occurs not so much due to changes in local mass ratio, as they suggest, but because the dynamical boundary has been reached and the secondary is entering a self-regulating inspiral, in which the drag formalism is not applicable.

In general, a secondary that has reached the dynamical boundary has the following possible outcomes: the secondary is plunging in and will merge with the core of the primary, or the secondary is transitioning to a self-regulated inspiral, and if energy considerations permit ejection of the envelope, binarity will be preserved. As such, it is consistent that the dynamical boundary should lie some small distance outside the core and bifurcation point, as in Figure 10 the dynamical boundary for each model lies external to the location at which the $\alpha = 1$ ejection criterion is satisfied. This allows us to apply the drag formalism to the full extent of the envelope as long as the conditions for dynamical inspiral are met. Future work will explore the relationship of the dynamical boundary with the initiation of self-regulated inspiral.

5.3. Effects and Consequences of EOS

Though the majority of characteristic curves in this work show few or no features, there are exceptions. In a polytropic envelope, any characteristic curve would be featureless and follow the shape seen in the right panel of Figure 9. Because we use realistic stellar models in which the envelope does not always behave as an ideal gas, the values of $\Gamma_s$, $\gamma_1$, and $\gamma_3$ may diverge, creating notable features on the curve.

In Figure 11, we compare the $\gamma_3$ values in the envelope against characteristic curves for inspirals of $q_0 = 0.2$ in stars of initial mass 1, 3, 16, and $50M_\odot$ from the end of H-burning (purple) to the maximum radius achieved during the giant branch (red). Demonstrating our baseline, envelopes with $\gamma_3 \sim 5/3$ (purple and dark blue in the four left panels) or $4/3$ (most curves in the rightmost panels) align with the expected featureless morphology of a polytropic curve (Murguia-Berthier et al. 2017).

In several characteristic curves in the lower panels, loops can be seen, which represent regions in which $\Gamma_c$ diverges from $\gamma_3$. When such curves are collapsed over the $q$ term as seen above, these loops also collapse. Such variations, as they pertain to
drag and accretion coefficients, may be well-represented by an averaged featureless curve.

In other profiles, some of the features visible are bands of convective and radiative regions within the same envelope, as well as spikes near the limb that represent density inversions in the outermost envelope. The bands generally do not appear in the characteristic curves, but the density inversions, which are a result of steep temperature gradients in zones of partial ionization (Harpaz 1984) that correspond to hydrogen and helium opacity “bumps” (Sanyal et al. 2015; Guzik et al. 2018), fall outside simulated parameters and force $\epsilon_{\rho}$ values to be negative; thus, models that have such density inversions are not appropriate for the drag formalism. It is worth noting that, due to mass loss during onset, the regions containing this feature may possibly be stripped from the star prior to CE, and envelope regions internal to this feature fit comfortably within the established parameter space. However, also worth noting is that there is evidence such density inversions may be a result of 1D simulation that are short-lived (when they appear at all) in 3D simulation and may be nonphysical (Jiang et al. 2015). As prescriptions in 1D improve, we may expect an even broader range of models for which the drag formalism is applicable.

In Figure 12, we map the ratio $\gamma_1/\Gamma_s$ for all post-main-sequence stellar profiles in our library using overlaid $\mathcal{M}_{\infty}-\epsilon_{\rho,q}$ tracks calculated with $q_B = 0.1$ (left panel) and overlaid $\mathcal{M}_{\infty}-\epsilon_{\rho,q}$ tracks calculated for $q_B = 0.1-0.35$ (right panel). Increased color saturation indicates increased incidence of the corresponding $\gamma_1/\Gamma_s$ value in the tracks. The left panels shows that, even with realistic stellar envelopes, for any given mass ratio, the slope dependence of Equation (10) on $\gamma_1/\Gamma_s$ holds, with higher values to the right and lower values to the left, and that ratios around 1 are most common. In the right panel, we validate this for all $q_B$ values. This is encouraging, and suggests that a prescriptive parameterization of dynamical inspiral may make use of Equation (11) for simplicity, while covering the most relevant part of parameter space for most cases.

5.4. Alternative Models: Effects of Metallicity

In CE events, an analysis of stellar profiles across the axis of metallicity is of interest due to the impact of metallicity on winds, mass loss, and maximum radial extent during late-stage stellar evolution. These issues are pronounced in the cases of LIGO binary black hole progenitors due to the need to form massive black mass holes while bringing their giant progenitors into very close proximity. Limitations in the MIST models prevent analysis of stellar envelopes of stars that have very high mass and low metallicity.

To address this in part, we generated models using MESA v10398 ( Paxton et al. 2011, 2013, 2015, 2017) from 16 to 90$M_\odot$ with $1/50Z_\odot$ to apply the same analysis. The self-similarity seen in Section 4 holds across this axis of metallicity in high-mass giant stars, tracing the same parameter space covered by the MIST models. Due to the uncertainties of stellar models at these masses and metallicities, they did not form the basis of this work, but nonetheless present an encouraging possible application in attempting to model the formation of LIGO-type systems.

6. Discussion and Conclusions

The overall self-similarity shown here in the characteristic curves of dynamical inspiral, and the relatively few limitations and exceptions to that self-similarity, suggest that there may be broad prescriptive applications of these results. One key area where a detailed, prescriptive treatment of common envelope may be useful is in population synthesis studies, which currently depend on variations of the energy formalism to discern the success or failure of envelope ejection.

Despite its many variations, the energy formalism fails to account for the dynamics of CE in a satisfactory way. CE events generally include several distinct stages:

1. Onset, which occurs after an initial destabilization of the binary and likely results in some mass loss and desynchronization of the secondary and the envelope;
2. Dynamical inspiral, in which the secondary plunges quickly, deep into the envelope;

after which a system will merge unless energy conditions for envelope ejection are met, in which case we include:

1. Self-regulated inspiral, in which the secondary slowly loses orbital energy on a timescale similar to that of the remaining envelope’s thermal timescale;
2. Envelope ejection, in which the outer envelope escapes and the remaining envelope contracts, preserving binarity at some final separation.
The outcome of a CE event may be impacted by these stages, beyond what may be accounted for by energy considerations alone. The energy formalism cannot address how the envelope is unbound (see, e.g., Soker 1992, 2017; Clayton et al. 2017; Glanz & Perets 2018), as it does not address energy transport unless it is assumed to be instantaneous. In addition, the current energy formalism assumes a change in orbital energy based on the energetics of circular orbits, while the recent work of Wu et al. (2020) suggests that the energetics of a steep spiral plunge may differ significantly.

This work, when combined with the corresponding drag and accretion coefficients from MacLeod & Ramirez-Ruiz (2015a), MacLeod et al. (2017a), and De et al. (2020), provides the basis for a framework for calculating inspiral trajectories with only basic information about a given binary: the masses of the objects, their separation at CE onset, and the core mass of the
primary. This can provide timescales for the duration of dynamical inspiral for a variety of CE events, especially as the dynamical boundary provides a natural end point to dynamical inspiral, but cannot speak to onset or final outcome. To improve such trajectories and make predictions about post-CE outcome, complementary frameworks for mass loss during onset and evolution of self-regulated inspiral are needed, as well as adjustments to the energy formalism that take into account the rate of energy transport within the envelope, such as that done by Wilson & Nordhaus (2019) for the low-mass regime, and the energetics of noncircular inspiral. Future work will discern if these additions may also be applied in general, without the need for stellar profiles.

The main conclusions of this work are the following:

1. Properties of dynamical inspiral through a broad range of realistic giant branch stellar envelopes are well-described by the dimensionless parameters of the drag formalism (left panel of Figure 9 and Section 4). This allows for the broad application of corresponding drag and accretion coefficients to calculate quantities of interest for dynamical inspirals using basic stellar profiles, rather than requiring hydrodynamic simulations (Section 3.4).

2. Characteristic curves of dynamical inspiral in the $M_{\infty} = \epsilon_{p}$ parameter space are self-similar across the axes of primary mass, separation (age/radius of primary), and binary mass ratio (Figures 7–9). Additional work suggests the same holds across metallicity as well (Section 5.4). This presents the possibility of a general prescriptive framework that may be applied without the use of a stellar profile, with the addition of treatments for onset, self-regulated inspiral, and energy deposition.

3. The drag formalism presents a natural termination point for dynamical inspiral: the dynamical boundary, which may be intrinsic to the end of CE via the transition to self-regulated inspiral (Section 5.2). Further work will clarify this relationship.
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