LIOUVILLE TYPE THEOREMS FOR ELLIPTIC EQUATIONS WITH DIRICHLET CONDITIONS IN EXTERIOR DOMAINS
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Abstract. In this paper, we are mainly concerned with the Dirichlet problems in exterior domains for the following elliptic equations:

\[(0.1) \quad (-\Delta)^{\frac{\alpha}{2}} u(x) = f(x, u) \quad \text{in } \Omega_r := \{x \in \mathbb{R}^n \mid |x| > r\}\]

with arbitrary \(r > 0\), where \(n \geq 2, 0 < \alpha \leq 2\) and \(f(x, u)\) satisfies some assumptions. A typical case is the Hardy-Hénon type equations in exterior domains. We first derive the equivalence between (0.1) and the corresponding integral equations

\[(0.2) \quad u(x) = \int_{\Omega_r} G_\alpha(x, y) f(y, u(y)) dy,\]

where \(G_\alpha(x, y)\) denotes the Green’s function for \((-\Delta)^{\frac{\alpha}{2}}\) in \(\Omega_r\) with Dirichlet boundary conditions. Then, we establish Liouville theorems for (0.2) via the method of scaling spheres developed in (17) by Dai and Qin, and hence obtain the Liouville theorems for (0.1). Liouville theorems for integral equations related to higher order Navier problems in \(\Omega_r\) are also derived.
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1. Introduction

In this paper, we investigate the Liouville property of nonnegative solutions to the following Dirichlet problems for elliptic equations in exterior domains

\[(1.1) \quad \begin{cases} \left(-\Delta\right)^{\frac{\alpha}{2}} u(x) = f(x, u(x)), & u(x) \geq 0, \quad x \in \Omega_r, \\ u(x) \equiv 0, & x \in \mathbb{R}^n \setminus \Omega_r, \end{cases}\]

where the exterior domains \(\Omega_r := \{x \in \mathbb{R}^n \mid |x| > r\}\) with arbitrary \(r > 0, n \geq 2, 0 < \alpha \leq 2\) and the nonlinear terms \(f : \Omega_r \times \mathbb{R} \to \mathbb{R}_+\). When \(0 < \alpha < 2\), the nonlocal fractional Laplacians \((-\Delta)^{\frac{\alpha}{2}}\) is defined by

\[(1.2) \quad (-\Delta)^{\frac{\alpha}{2}} u(x) = C_{\alpha, n} P.V. \int_{\mathbb{R}^n} \frac{u(x) - u(y)}{|x-y|^{n+\alpha}} dy := C_{\alpha, n} \lim_{\epsilon \to 0} \int_{|y-x| \geq \epsilon} \frac{u(x) - u(y)}{|x-y|^{n+\alpha}} dy\]

for functions \(u \in C^{1,1}_{loc} \cap \mathcal{L}_\alpha(\mathbb{R}^n)\), where the constant \(C_{\alpha, n} = \left(\int_{\mathbb{R}^n} \frac{1-\cos(2\pi \zeta_1)}{|\zeta|^{n+\alpha}} d\zeta\right)^{-1}\) and the function spaces

\[(1.3) \quad \mathcal{L}_\alpha(\mathbb{R}^n) := \left\{ u : \mathbb{R}^n \to \mathbb{R} \mid \int_{\mathbb{R}^n} \frac{|u(x)|}{1 + |x|^{n+\alpha}} dx < \infty \right\}.
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For $0 < \alpha < 2$, we assume the solution $u \in C^{1,1}_{loc}(\Omega_r) \cap C(\overline{\Omega_r}) \cap L_\alpha(\mathbb{R}^n)$. For $\alpha = 2$, we assume the solution $u \in C^2(\Omega_r) \cap C(\overline{\Omega_r})$.

We say equations (1.1) have critical order if $\alpha = n$ and non-critical order if $0 < \alpha < n$. The following definitions and assumptions on the nonlinear terms $f(x, u)$ will be necessary.

**Definition 1.1.** In the non-critical order cases $0 < \alpha < n$, we say that the nonlinear term $f$ has subcritical growth provided that

\begin{align}
(1.4) \quad \mu^{\frac{n+\alpha}{\alpha}} f(\mu^{\frac{2}{\alpha}} x, \mu^{-1} u)
\end{align}

is strictly increasing with respect to $\mu \geq 1$ or $\mu \leq 1$ for all $(x, u) \in \Omega_r \times \mathbb{R}_+$. In the critical order cases $\alpha = n$, we say that the nonlinear term $f$ has subcritical growth, provided that

\begin{align}
(1.5) \quad \mu^n f(\mu x, u)
\end{align}

is strictly increasing with respect to $\mu \geq 1$ or $\mu \leq 1$ for all $(x, u) \in \Omega_r \times \mathbb{R}_+$.

**Definition 1.2.** A function $g(x, u)$ is called locally Lipschitz on $u$ in $\Omega_r \times \overline{\mathbb{R}_+}$, provided that for any $u_0 \in \mathbb{R}_+$ and $\omega \subseteq \Omega_r$ bounded, there exists a (relatively) open neighborhood $U(u_0) \subset \overline{\mathbb{R}_+}$ such that $g$ is Lipschitz continuous on $u$ in $\omega \times U(u_0)$.

We need the following three assumptions on the nonlinear terms $f(x, u)$.

1. (f) The nonlinear term $f(x, u)$ is non-decreasing about $u$ in $\Omega_r \times \overline{\mathbb{R}_+}$, namely,

\begin{align}
(1.6) \quad (x, u), (x, v) \in \Omega_r \times \overline{\mathbb{R}_+} \text{ with } u \leq v \text{ implies } f(x, u) \leq f(x, v).
\end{align}

2. (f$_2$) There exists a $\theta < \frac{2}{n}$ such that, $(|x| - r)^\theta f(x, u)$ is locally Lipschitz on $u$ in $\Omega_r \times \overline{\mathbb{R}_+}$.

3. (f$_3$) There exist a cone $C$ with vertex at 0, constants $\overline{C} > 0$, $\sigma > 1$, $-\alpha < \tau < +\infty$ and $0 < p < \frac{n+\alpha+2\tau}{n-\alpha}$ if $0 < \alpha < n$, or $-\alpha \leq \tau < +\infty$ and $0 < p < +\infty$ if $\alpha = n$ such that, the nonlinear term

\begin{align}
(1.7) \quad f(x, u) \geq \overline{C}|x|^{\tau} u^p
\end{align}

in $(C \cap \Omega_{2\sigma r}) \times \overline{\mathbb{R}_+}$.

**Remark 1.3.** In particular, assume $0 \leq b < +\infty$, $-b - \alpha < a < +\infty$ and $1 \leq p < \frac{n+\alpha+2(a+b)}{n-\alpha}$ if $0 < \alpha < n$, or $-b - \alpha \leq a < +\infty$ and $1 \leq p < +\infty$ if $\alpha = n$, then

\begin{align}
(1.8) \quad f(x, u) = |x|^a(|x| - r)^b u^p
\end{align}

is subcritical and satisfies all the assumptions (f), (f$_2$) and (f$_3$). Moreover, under the same assumptions, for any $i = 1, \cdots, n$, nonlinearities

\begin{align}
(1.9) \quad f(x, u) = |x_i|^a(|x_i| - r)^b u^p, \quad |x|^a(|x| - r)^b u^p \quad \text{or} \quad |x_i|^a(|x_i| - r)^b u^p
\end{align}

are also subcritical and satisfy all the assumptions (f), (f$_2$) and (f$_3$).

For $0 < \alpha \leq n$, PDEs of the form

\begin{align}
(1.10) \quad (-\Delta)^{\frac{\alpha}{2}} u(x) = |x|^a u^p(x)
\end{align}

are called the fractional order or higher order Hénon, Lane-Emden, Hardy equations for $a > 0$, $a = 0, a < 0$, respectively. These equations have numerous important applications in conformal geometry and Sobolev inequalities. In particular, in the case $a = 0$, (1.1) becomes the well-known Lane-Emden equation, which models many phenomena in mathematical physics and in astrophysics.

The nonlinear terms in (1.10) is called critical if $p = p_s(a) := \frac{n+\alpha+2a}{n-\alpha} (:= +\infty$ if $n = \alpha$), subcritical if $0 < p < p_s(a)$ and supercritical if $p_s(a) < p < +\infty$. Liouville type theorems for
equations (1.10) (i.e., nonexistence of nontrivial nonnegative solutions) in the whole space \( \mathbb{R}^n \), the half space \( \mathbb{R}^n_+ \) and bounded domains \( \Omega \) have been extensively studied (see [1 2 3 4 5 7 10 13 15 16 17 18 19 20 21 23 28 29 33 36 37 38 39] and the references therein). For other related properties on PDEs (1.10) and Liouville type theorems on systems of PDEs of type (1.10) with respect to various types of solutions (e.g., stable, radial, singular, nonnegative, sign-changing, …), please refer to [1 3 6 12 14 16 18 22 27 28 29 32 35 39] and the references therein. These Liouville theorems, in conjunction with the blowing up and re-scaling arguments, are crucial in establishing a priori estimates and hence existence of positive solutions to non-variational boundary value problems for a class of elliptic equations on bounded domains or on Riemannian manifolds with boundaries (see [4 15 17 19 24 33 35 37]).

In this paper, by applying the method of scaling spheres developed in [17], we will establish Liouville theorems for nonnegative solutions of the generalized equations (1.1) with Dirichlet boundary conditions in unbounded exterior domains.

First, by using similar arguments as in [5, 40] (see also [14, 17]), we can deduce the equivalence between PDEs (1.1) and the following integral equations

\[
(1.11) \quad u(x) = \int_{\Omega_r} G_\alpha(x, y) f(y, u(y)) dy,
\]

where

\[
(1.12) \quad G_\alpha(x, y) := \frac{C_{n,\alpha}}{|x-y|^{n-\alpha}} \int_0^{\frac{|x|^2-r^2+|y|^2-r^2}{r^2|x-y|^2}} \frac{b^{\frac{n}{2}-1}}{(1+b)^{n/2}} db \quad \text{if} \quad x, y \in \Omega_r,
\]

and \( G_\alpha(x, y) := 0 \) if \( x \) or \( y \in \mathbb{R}^n \setminus \Omega_r \) is the Green’s function in exterior domain \( \Omega_r \) for \((-\Delta)^\frac{\alpha}{2}\) with Dirichlet boundary conditions when \( 0 < \alpha \leq 2 \) and \( n \geq 2 \). That is, we have the following theorem.

**Theorem 1.4.** If \( u \) is a nonnegative solution of (1.1), then \( u \) is also a nonnegative solution of integral equation (1.11), and vice versa.

**Remark 1.5.** Theorem 1.4 can be proved through entirely similar arguments as in [5, 40], so we omit the details here.

Next, we consider the integral equations (1.11) instead of PDEs (1.1). We will study the integral equations (1.11) via the method of scaling spheres developed by Dai and Qin in [17]. The method of scaling spheres is essentially a frozen variant of the method of moving spheres, that is, we only dilate or shrink the spheres with respect to one fixed center. The method of moving spheres was initially used by Padilla [34], Chen and Li [8], and developed by Li and Zhu [31] (two key calculus lemmas were established therein), which means moving spheres centered at every points in \( \mathbb{R}^n \) or \( \partial \mathbb{R}^n \) in conjunction with calculus lemmas and ODE analysis. Later, it was further developed by Li [30], Chen and Li [9], Jin, Li and Xu [25]. Recently, Chen, Li and Zhang developed a direct method of moving spheres on fractional order equations in [13]. One should note that, being different from the method of moving spheres, the method of scaling spheres take full advantage of the integral representation formulae of solutions and can be applied to various PDE or IE problems with singularities or without translation invariance on general domains. It can also be applied to various fractional or higher order problems in the cases that the method of moving planes in conjunction with Kelvin transforms do not work (see [17, 19, 20]). The method of scaling spheres, in conjunction with the integral representation formulae of solutions and a “Bootstrap” iteration process, will provide useful lower bound
estimates on the asymptotic behaviour of solutions, which will lead to a contradiction with the integrability of solutions unless the solution \( u \equiv 0 \).

Our Liouville type result for IEs (1.11) is the following theorem.

**Theorem 1.6.** Assume \( n \geq 2 \), \( 0 < \alpha \leq 2 \), \( f \) is subcritical and satisfies the assumptions \((f_1), (f_2)\) and \((f_3)\). If \( u \in C(\Omega_r) \) is a nonnegative solution to IEs (1.11), then \( u \equiv 0 \) in \( \Omega_r \).

As a consequence of Theorem 1.4 and 1.6, we obtain immediately the following Liouville type theorem on PDEs (1.1).

**Theorem 1.7.** Assume \( n \geq 2 \), \( 0 < \alpha \leq 2 \), \( f \) is subcritical and satisfies the assumptions \((f_1), (f_2)\) and \((f_3)\). Suppose \( u \) is a nonnegative solution of PDEs (1.1), then \( u \equiv 0 \) in \( \overline{\Omega_r} \).

**Remark 1.8.** For \( \alpha = 2 \) and \( n \geq 3 \), Reichel and Zou [38] have obtained some Liouville type theorems for equations (1.1) under some assumptions. Theorem 1.7 improved the results in [38] at least in three aspects. First, Reichel and Zou [38] required that there exist some \( \tau > -2 \) and \( 1 < p < \frac{2+\alpha+2\tau}{n-\alpha} \) such that \( f(x, u) \) satisfies the lower bound (1.7) in assumption \((f_3)\) on the whole \( \Omega_r \times \mathbb{R}^+ \). But we only need to assume in assumption \((f_3)\) that there exist \(-\alpha < \tau < +\infty \), \( 0 < p < \frac{n+\alpha+2\tau}{n-\alpha} \) if \( 0 < \alpha < n \) \(-\alpha \leq \tau < +\infty \), \( 0 < p < +\infty \) if \( \alpha = n \), a cone \( C \) with vertex at \( 0 \) and \( \sigma > 1 \) such that \( f(x, u) \) satisfies the lower bound (1.7) in \( (C \cap \Omega_{2\sigma r}) \times \mathbb{R}^+ \). This allows us to have much more admissible choices of the nonlinearities \( f(x, u) \) (see Remark 1.3 and (1.10)). Second, Theorem 1.7 also can be applied to general fractional order cases \( 0 < \alpha < 2 \) with \( n \geq 2 \) and the critical order cases \( \alpha = n = 2 \). Third, in assumption \((f_2)\), we only assume \( (|x| - r)^{\theta} f(x, u) \) (not \( f(x, u) \) itself) is locally Lipschitz on \( u \), this allows \( f(x, u) \) to have some singularities near the sphere \( S_r := \{ x \in \mathbb{R}^n \mid |x| = r \} \).

In particular, we consider the following Dirichlet problems for the Hénon-Hardy type equations in exterior domains

\[
(1.13) \begin{cases}
(-\Delta)^{\frac{\alpha}{2}} u(x) = |x|^\alpha (|x| - r)^b u^p, & u(x) \geq 0, \quad x \in \Omega_r, \\
u(x) \equiv 0, & x \in \mathbb{R}^n \setminus \Omega_r,
\end{cases}
\]

where \( n \geq 2 \), \( 0 < \alpha \leq 2 \).

As a consequence of Theorem 1.7 and Remark 1.3 we deduce the following corollary.

**Corollary 1.9.** Assume \( 0 \leq b < +\infty \), \( -b - \alpha < a < +\infty \) and \( 1 \leq p < \frac{n+\alpha+2(a+b)}{n-\alpha} \) if \( 0 < \alpha < n \), \( -b - \alpha \leq a < +\infty \) and \( 1 \leq p < +\infty \) if \( \alpha = n = 2 \). Suppose \( u \) is a nonnegative solution of (1.13), then \( u \equiv 0 \) in \( \overline{\Omega_r} \).

**Remark 1.10.** By Remark 1.3 if we suppose the nonlinearities in (1.1) take the form

\[
(1.14) \quad f(x, u) = |x_i|^\alpha (|x| - r)^b u^p, \quad |x|^\alpha (|x| - r)^b u^p \quad \text{or} \quad |x_i|^\alpha (|x_i| - r)^b u^p
\]

for any \( i = 1, \ldots, n \), then under the same assumptions as in Corollary 1.9, the Liouville type results in Theorem 1.7 are also valid for equations (1.1).

We also consider the following higher order integral equations

\[
(1.15) \quad u(x) = \int_{\Omega_r} G_\alpha(x, y) f(y, u(y)) dy,
\]

where for \( \alpha = 2m \) with \( 1 \leq m < \frac{n}{2} \) and \( n \geq 3 \),

\[
(1.16) \quad G_\alpha(x, y) := C_{n, \alpha} \left( \frac{1}{|x - y|^{n-\alpha}} - \frac{1}{r_x^\alpha - |x| y^{n-\alpha}} \right) \quad \text{if} \ x, y \in \Omega_r,
\]
while for $\alpha = n$ with $n \geq 2$ even,

$$G_\alpha(x, y) := C_{n,\alpha} \left( \ln \frac{1}{|x - y|} - \ln \frac{1}{|x| - |y|} \right) \quad \text{if } x, y \in \Omega_r,$$

and $G_\alpha(x, y) := 0$ if $x$ or $y \in \mathbb{R}^n \setminus \Omega_r$ is the Green’s function in exterior domain $\Omega_r$ for $(-\Delta)^{\frac{\alpha}{2}}$ with Navier boundary conditions when $\alpha = 2m$ with $1 \leq m \leq \frac{n}{2}$ and $n \geq 2$. The integral equations (1.15) is closely related to higher order Navier problems in $\Omega_r$.

By entirely similar arguments as in the proof of Theorem 1.11, we can prove the following Liouville theorem for integral equations (1.15).

**Theorem 1.11.** Assume $n \geq 2$, $\alpha = 2m$ with $1 \leq m \leq \frac{n}{2}$, $f$ is subcritical and satisfies the assumptions (f1), (f2) and (f3). If $u \in C(\Omega_r)$ is a nonnegative solution to IEs (1.15), then $u \equiv 0 \text{ in } \Omega_r$.

**Remark 1.12.** Theorem 1.11 can be proved through entirely similar arguments as Theorem 1.6, so we omit the details here.

**Remark 1.13.** Consider the following Navier problems for higher order elliptic equations in $\Omega_r$:

$$\begin{cases} (-\Delta)^{\frac{\alpha}{2}} u(x) = f(x, u(x)), & u(x) \geq 0, \quad x \in \Omega_r, \\ u = (-\Delta) u = \cdots = (-\Delta)^{\frac{\tau}{2} - 1} u = 0 \quad \text{on } S_r, \end{cases}$$

where $u \in C^\alpha(\Omega_r) \cap C^{\alpha - 2}(\overline{\Omega_r})$, $n \geq 2$, $\alpha = 2m$ with $1 \leq m \leq \frac{n}{2}$, $f$ is subcritical and satisfies the assumptions (f1), (f2) and (f3). Once the equivalence between the Navier problems (1.18) and the integral equations (1.15) has been established, we can also derive from Theorem 1.11 that Liouville theorem for nonnegative solutions to the Navier problems (1.18) holds.

In the following, we will use $C$ to denote a general positive constant that may depend on $n$, $\alpha$, $\tau$, $\sigma$, $\theta$, $p$, $C$, $u$ and the cone $C$, and whose value may differ from line to line.

2. **Proof of Theorem 1.6**

In this section, we will prove Theorem 1.6 via contradiction arguments and the method of scaling spheres. Without loss of generality, we may assume the radius $r = 1$. We may also assume that the nonlinear term $f(x, u)$ satisfies subcritical conditions in Definition 1.1 for $\mu \leq 1$. If $f(x, u)$ satisfies subcritical conditions in Definition 1.1 for $\mu \geq 1$, we only need to carry out calculations and estimates inside the ball $B_\lambda(0)$ during the scaling spheres procedure.

Now suppose on the contrary that $u \geq 0$ satisfies the equivalent integral equations (1.11) but $u$ is not identically zero, then one can infer from the integral equations (1.11) that $u$ is actually a positive solution, i.e., $u > 0$ in $\Omega_1$. Next, we will carry out our proof by discussing the non-critical order cases and the critical order case separately.

2.1. **The non-critical order cases** $0 < \alpha < n$. We will apply the method of scaling spheres to show the following lower bound estimates for asymptotic behaviour of positive solution $u$ as $|x| \to +\infty$, which will contradict with the integral equations (1.11).

**Theorem 2.1.** Assume $n \geq 2$, $n > \alpha$, $0 < \alpha \leq 2$, $f(x, u)$ is subcritical and satisfies assumptions (f1), (f2) and (f3). Suppose $u$ is a positive solution to integral equations (1.11), then it satisfies the following lower bound estimates: for all $|x| \geq 2\sigma$,

$$u(x) \geq C_\kappa |x|^\kappa \quad \forall \kappa < \frac{\alpha + \tau}{1 - p}, \quad \text{if } 0 < p < 1;$$

as $|x| \to +\infty$, which will contradict with the integral equations (1.11).
(2.2) \[ u(x) \geq C_\kappa |x|^\kappa \quad \forall \kappa < +\infty, \quad \text{if} \quad 1 \leq p < \frac{n + \alpha + 2\tau}{\frac{n - \alpha}{n}}. \]

**Proof.** Given any \( \lambda > 1 \), we define the Kelvin transform of \( u \) centered at 0 by

\[ u_\lambda(x) := \left( \frac{\lambda}{|x|} \right)^{n-\alpha} u \left( \frac{\lambda^2 x}{|x|^2} \right) \]

for arbitrary \( x \in \{ x \in \overline{\Omega}_1 \mid 1 \leq |x| \leq \lambda^2 \} \), and define the reflection of \( x \) about the sphere \( S_\lambda := \{ x \in \mathbb{R}^n \mid |x| = \lambda \} \) by \( x^\lambda := \frac{\lambda^2 x}{|x|^2} \).

Now, we will carry out the process of scaling spheres in \( \Omega_1 \) with respect to the origin \( 0 \in \mathbb{R}^n \).

Let \( \lambda > 1 \) be an arbitrary real number and let \( \omega^\lambda(x) := u_\lambda(x) - u(x) \) for any \( x \in B_{\lambda^2}(0) \setminus \overline{B_\lambda(0)} \). We will first show that, for \( \lambda > 1 \) sufficiently close to 1,

\[ \omega^\lambda(x) \leq 0, \quad \forall \ x \in B_{\lambda^2}(0) \setminus \overline{B_\lambda(0)}. \]

Then, we start dilating the sphere \( S_\lambda \) from near the unit sphere \( S_1 \) outward as long as (2.4) holds, until its limiting position \( \lambda = +\infty \) and derive lower bound estimates on asymptotic behaviour of \( u \) as \( |x| \to +\infty \). Therefore, the scaling sphere process can be divided into two steps.

**Step 1. Start dilating the sphere \( S_\lambda \) from near \( \lambda = 1 \).** Define

\[ (B_{\lambda^2} \setminus \overline{B_\lambda})^+ := \{ x \in B_{\lambda^2}(0) \setminus \overline{B_\lambda(0)} \mid \omega^\lambda(x) > 0 \}. \]

We will show that, for \( \lambda > 1 \) sufficiently close to 1,

\[ (B_{\lambda^2} \setminus \overline{B_\lambda})^+ = \emptyset. \]

Since \( u \) is a positive solution to the integral equations \((1.11)\), through direct calculations, we get, for any \( \lambda > 1 \),

\[ u(x) = \int_{|y| > \lambda} G_\alpha(x, y) f(y, u(y)) dy + \int_{B_{\lambda^2}(0) \setminus B_\lambda(0)} G_\alpha(x, y^\lambda) \left( \frac{\lambda}{|y|} \right)^{2n} f(y^\lambda, u(y^\lambda)) dy \]

for any \( x \in \overline{\Omega}_1 \). By direct calculations, one can also verify that \( u_\lambda \) satisfies the following integral equation

\[ u_\lambda(x) = \int_{|y| > \lambda} G_\alpha(x^\lambda, y) \left( \frac{\lambda}{|x|} \right)^{n-\alpha} f(y, u(y)) dy \]

for any \( x \in \{ x \in \overline{\Omega}_1 \mid 1 \leq |x| \leq \lambda^2 \} \), and hence, it follows immediately that

\[ u_\lambda(x) = \int_{|y| > \lambda} G_\alpha(x^\lambda, y) \left( \frac{\lambda}{|x|} \right)^{n-\alpha} f(y, u(y)) dy + \int_{B_{\lambda^2}(0) \setminus B_\lambda(0)} G_\alpha(x^\lambda, y^\lambda) \left( \frac{\lambda}{|x|} \right)^{n-\alpha} \left( \frac{\lambda}{|y|} \right)^{2n} f(y^\lambda, u(y^\lambda)) dy. \]
Therefore, we have, for any \( x \in B_{\lambda^2}(0) \setminus B_1(0) \),

\[
(2.10) \quad \omega^\lambda(x) = u_\lambda(x) - u(x)
= \int_{B_{\lambda^2}(0) \setminus B_1(0)} \left\{ \left[ \left( \frac{\lambda}{|x|} \right)^{n-\alpha} G_\alpha(x, y^\lambda) - G_\alpha(x, y) \right] \left( \frac{\lambda}{|y|} \right)^{2n} f(y^\lambda, u(y^\lambda)) \right. \\
- \left. \left[ G_\alpha(x, y) - \left( \frac{\lambda}{|x|} \right)^{n-\alpha} G_\alpha(x, y) \right] f(y, u(y)) \right\} dy
+ \int_{|y| > \lambda^2} \left[ \left( \frac{\lambda}{|x|} \right)^{n-\alpha} G_\alpha(x, y) - G_\alpha(x, y) \right] f(y, u(y)) dy.
\]

Now we need the following Lemma on properties of the Green’s function \( G_\alpha(x, y) \).

**Lemma 2.2.** The Green’s function \( G_\alpha(x, y) \) satisfies the following point-wise estimates:

(i) \( 0 \leq G_\alpha(x, y) \leq \frac{C'}{|x - y|^{n-\alpha}} \), \( \forall x, y \in \mathbb{R}^n \);

(ii) \( G_\alpha(x, y) \geq \frac{C''}{|x - y|^{n-\alpha}} \), \( \forall |x|, |y| \geq 2 \);

(iii) \( \left( \frac{\lambda}{|x|} \right)^{n-\alpha} G_\alpha(x^\lambda, y) - G_\alpha(x, y) \leq 0 \), \( \forall \lambda < |x| < \lambda^2 \), \( \lambda < |y| < +\infty \);

(iv) \( \left( \frac{\lambda^2}{|x| \cdot |y|} \right)^{n-\alpha} G_\alpha(x^\lambda, y^\lambda) - \left( \frac{\lambda}{|y|} \right)^{n-\alpha} G_\alpha(x, y^\lambda) \leq G_\alpha(x, y) - \left( \frac{\lambda}{|x|} \right)^{n-\alpha} G_\alpha(x^\lambda, y) \), \( \forall \lambda < |x|, |y| < \lambda^2 \).

Lemma 2.2 can be proved by direct calculations, so we omit the details here.

From Lemma 2.2 and the integral equations (2.10), one can derive that, for any \( x \in B_{\lambda^2}(0) \setminus B_1(0) \),

\[
(2.11) \quad \omega^\lambda(x) = u_\lambda(x) - u(x)
\leq \int_{\lambda < |y| < \lambda^2} \left[ G_\alpha(x, y) - \left( \frac{\lambda}{|x|} \right)^{n-\alpha} G_\alpha(x^\lambda, y) \right] \left[ \left( \frac{\lambda}{|y|} \right)^{n+\alpha} f(y^\lambda, u(y^\lambda)) - f(y, u(y)) \right] dy
\leq \int_{\lambda < |y| < \lambda^2} \left[ G_\alpha(x, y) - \left( \frac{\lambda}{|x|} \right)^{n-\alpha} G_\alpha(x^\lambda, y) \right] \left[ f(y, u_\lambda(y)) - f(y, u(y)) \right] dy
\leq C \int_{B_{\lambda^2}(B_1)} \frac{1}{|x - y|^{n-\alpha}} \left[ f(y, u_\lambda(y)) - f(y, u(y)) \right] dy
= C \int_{B_{\lambda^2}(B_1)} \frac{1}{|x - y|^{n-\alpha}} \cdot \frac{f(y, u_\lambda(y)) - f(y, u(y))}{u_\lambda(y) - u(y)} \omega^\lambda(y) dy,
\]

where we have used the subcritical condition on \( f(x, u) \) for \( \mu = \left( \frac{\lambda}{|y|} \right)^{n-\alpha} < 1 \) to derive the second inequality and the assumption (\( f_1 \)) on \( f(x, u) \) to derive the third inequality.
By Hardy-Littlewood-Sobolev inequality and (2.11), we have, for any $\frac{n}{n-\alpha} < q < \infty$,

\[
\|\omega^\lambda\|_{L^q((B_{\lambda^2\setminus\overline{B}_\lambda})^+)} \leq C \left\| \frac{f(y, u_\lambda(y)) - f(y, u(y))}{u_\lambda(y) - u(y)} \omega^\lambda(y) \right\|_{L^{\frac{mq}{m+q}}((B_{\lambda^2\setminus\overline{B}_\lambda})^+)}
\leq C \left\| \frac{f(y, u_\lambda(y)) - f(y, u(y))}{u_\lambda(y) - u(y)} \right\|_{L^{\frac{m}{m+q}}((B_{\lambda^2\setminus\overline{B}_\lambda})^+)} \cdot \|\omega^\lambda\|_{L^q((B_{\lambda^2\setminus\overline{B}_\lambda})^+)},
\]

Since $u \in C(\overline{B})$ and $f(x, u)$ satisfies the assumption $(f_2)$, there exists a $\epsilon > 0$ small enough, such that

\[
C \left\| \frac{f(y, u_\lambda(y)) - f(y, u(y))}{u_\lambda(y) - u(y)} \right\|_{L^{\frac{m}{m+q}}((B_{\lambda^2\setminus\overline{B}_\lambda})^+)} \leq \frac{1}{2}
\]

for all $1 < \lambda \leq 1 + \epsilon_0$, and hence (2.12) implies

\[
\|\omega^\lambda\|_{L^q((B_{\lambda^2\setminus\overline{B}_\lambda})^+)} = 0,
\]

which means $(B_{\lambda^2\setminus\overline{B}_\lambda})^+ = \emptyset$. Therefore, we have proved for all $1 < \lambda \leq 1 + \epsilon_0$, $(B_{\lambda^2\setminus\overline{B}_\lambda})^+ = \emptyset$, that is,

\[
\omega^\lambda(x) \leq 0, \quad \forall x \in B_{\lambda^2}(0) \setminus \overline{B}_\lambda(0).
\]

This completes Step 1.

**Step 2. Dilate the sphere $S_\lambda$ outward until $\lambda = +\infty$ to derive lower bound estimates on asymptotic behaviour of $u$ as $|x| \to +\infty$.** Step 1 provides us a start point to dilate the sphere $S_\lambda$ from near $\lambda = 1$. Now we dilate the sphere $S_\lambda$ outward as long as (2.4) holds. Let

\[
\lambda_0 := \sup\{1 < \lambda < +\infty | \omega^\mu \leq 0 \text{ in } B_{\mu^2}(0) \setminus \overline{B}_\mu(0), \forall 1 < \mu \leq \lambda \} \in (1, +\infty],
\]

and hence, one has

\[
\omega^{\lambda_0}(x) \leq 0, \quad \forall x \in B_{\lambda_0^2}(0) \setminus \overline{B}_{\lambda_0}(0).
\]

In what follows, we will prove $\lambda_0 = +\infty$ by contradiction arguments.

Suppose on contrary that $1 < \lambda_0 < +\infty$. In order to get a contradiction, we will first prove

\[
\omega^{\lambda_0}(x) \equiv 0, \quad \forall x \in B_{\lambda_0^2}(0) \setminus \overline{B}_{\lambda_0}(0)
\]

by using contradiction arguments.

Suppose on contrary that (2.18) does not hold, that is, $\omega^{\lambda_0} \leq 0$ but $\omega^{\lambda_0}$ is not identically zero in $B_{\lambda_0^2}(0) \setminus \overline{B}_{\lambda_0}(0)$, then there exists a $x^0 \in B_{\lambda_0^2}(0) \setminus \overline{B}_{\lambda_0}(0)$ such that $\omega^{\lambda_0}(x^0) < 0$. We will obtain a contradiction with (2.16) via showing that the sphere $S_\lambda$ can be dilated outward a little bit further, more precisely, there exists a $\epsilon > 0$ small enough such that $\omega^\lambda \leq 0$ in $B_{\lambda^2}(0) \setminus \overline{B}_\lambda(0)$ for all $\lambda \in [\lambda_0, \lambda_0 + \epsilon]$.

For that purpose, we will first show that

\[
\omega^{\lambda_0}(x) < 0, \quad \forall x \in B_{\lambda_0^2}(0) \setminus \overline{B}_{\lambda_0}(0).
\]

Indeed, since we have assumed there exists a point $x^0 \in B_{\lambda_0^2}(0) \setminus \overline{B}_{\lambda_0}(0)$ such that $\omega^{\lambda_0}(x^0) < 0$, by continuity, there exists a small $\delta > 0$ and a constant $c_0 > 0$ such that

\[
B_\delta(x^0) \subset B_{\lambda_0^2}(0) \setminus \overline{B}_{\lambda_0}(0) \quad \text{and} \quad \omega^{\lambda_0}(x) \leq -c_0 < 0, \quad \forall x \in B_\delta(x^0).
\]
Since \( f(x, u) \) is subcritical and satisfies the assumption (\( \text{f}_1 \)), one can derive from (2.20), Lemma 2.2 and (2.11) that, for any \( x \in B_{\lambda_0}(0) \setminus B_\lambda(0) \),

\[
(2.21) \quad \omega^{\lambda_0}(x) = u_{\lambda_0}(x) - u(x) 
\]

\[
\leq \int_{\lambda_0 < |y| < \lambda_0} \left[ G_\alpha(x, y) - \left( \frac{\lambda_0}{|x|} \right)^n \right] G_\alpha(x^{\lambda_0}, y) \left[ \left( \frac{\lambda_0}{|y|} \right)^{n+\alpha} f(y^{\lambda_0}, u(y^{\lambda_0})) - f(y, u(y)) \right] dy 
\]

\[
< \int_{B_\lambda(x_0)} \left( G_\alpha(x, y) - \left( \frac{\lambda_0}{|x|} \right)^n \right) G_\alpha(x^{\lambda_0}, y) [f(y, u_{\lambda_0}(y)) - f(y, u(y))] dy \leq 0, 
\]

thus we arrive at (2.19).

Now, we choose a \( 0 < r_0 < \frac{1}{4} \min\{\lambda_0^2 - \lambda_0, 1\} \) small enough, such that

\[
(2.22) \quad C \left\| \frac{f(y, u_\lambda(y)) - f(y, u(y))}{u_\lambda(y) - u(y)} \right\|_{L^4(A_{\lambda_0+r_0, r_0} \cup A_{\lambda_0, 2r_0})} \leq \frac{1}{2}
\]

for any \( \lambda \in [\lambda_0, \lambda_0 + \frac{\alpha_0}{4}] \), where the constant \( C \) is the same as in (2.13) and the narrow region

\[
(2.23) \quad A_{r,l} := \{ x \in B_r(0) \mid |x| > r - l \}
\]

for \( r > 0 \) and \( 0 < l < r \). By (2.11), one can easily verify that inequality as (2.12) (with the same constant \( C \)) also holds for any \( \lambda \in [\lambda_0, \lambda_0 + \frac{\alpha_0}{4}] \), that is, for any \( \frac{n}{n-\alpha} < q < \infty \),

\[
(2.24) \quad \|\omega^\lambda\|_{L^q(B_{\lambda_0}(0))} \leq C \left\| \frac{f(y, u_\lambda(y)) - f(y, u(y))}{u_\lambda(y) - u(y)} \right\|_{L^4(B_{\lambda_0}(0))} \cdot \|\omega^\lambda\|_{L^4(B_{\lambda_0}(0))}
\]

By (2.19), we can define

\[
(2.25) \quad M_0 := \sup_{x \in B_{\lambda_0+r_0}(0) \setminus B_{\lambda_0}(0)} \omega^{\lambda_0}(x) < 0.
\]

Since \( u \) is uniformly continuous on arbitrary compact set \( K \subset \overline{\Omega}_1 \) (say, \( K = \{ x \in \overline{\Omega}_1 \mid \lambda_0 + r_0 \leq |x| \leq 2(\lambda_0^2 - r_0) \} \)), we can deduce from (2.25) that, there exists a \( 0 < \varepsilon_0 < \frac{r_0}{4} \) sufficiently small, such that, for any \( \lambda \in [\lambda_0, \lambda_0 + \varepsilon_0] \),

\[
(2.26) \quad \omega^\lambda(x) \leq \frac{M_0}{2} < 0, \quad \forall \ x \in B_{\lambda_0+r_0}(0) \setminus B_{\lambda_0}(0).
\]

For any \( \lambda \in [\lambda_0, \lambda_0 + \varepsilon_0] \), it follows from (2.26) that

\[
(2.27) \quad (B_{\lambda_0}(0) \setminus \overline{B_{\lambda_0+r_0}(0)}) \subset A_{\lambda_0+r_0, r_0} \cup A_{\lambda_0, 2r_0}.
\]

As a consequence of (2.22), (2.24) and (2.27), we get

\[
(2.28) \quad \|\omega^\lambda\|_{L^q(B_{\lambda_0}(0) \setminus \overline{B_{\lambda_0}(0)})} = 0,
\]

and hence \( (B_{\lambda_0}(0) \setminus \overline{B_{\lambda_0}(0)}) = \emptyset \) for all \( \lambda \in [\lambda_0, \lambda_0 + \varepsilon_0] \), that is,

\[
(2.29) \quad \omega^\lambda(x) \leq 0, \quad \forall \ x \in B_{\lambda_0}(0) \setminus \overline{B_{\lambda_0}(0)},
\]

which contradicts with the definition (2.16) of \( \lambda_0 \). As a consequence, in the case \( 1 < \lambda_0 < +\infty \),

(2.18) must hold true, that is,

\[
(2.30) \quad \omega^{\lambda_0} \equiv 0 \quad \text{in} \ B_{\lambda_0^2}(0) \setminus \overline{B_{\lambda_0}(0)}.
\]
However, by subcritical condition on $f(x,u)$, the first inequality in (2.21) and (2.30), we arrive at

\[(2.31)\]  
\[0 = \omega^{\lambda}(x) = u\lambda(x) - u(x) \leq \int_{\lambda_0 < |y| < \lambda_0^2} \left[ G_\alpha(x,y) - \left( \frac{\lambda_0}{|y|} \right)^{n-\alpha} G_\alpha(x,\lambda_0 y) \right] \left[ \left( \frac{\lambda_0}{|y|} \right)^{n+\alpha} f(y,\lambda_0 y) - f(y,u(y)) \right] dy \]

\[< \int_{\lambda_0 < |y| < \lambda_0^2} \left( G_\alpha(x,y) - \left( \frac{\lambda_0}{|x|} \right)^{n-\alpha} G_\alpha(x,\lambda_0 y) \right) [f(y,u(y)) - f(y,u(y))] dy = 0 \]

for any $x \in B_{\lambda_0^2}(0) \setminus B_{\lambda_0}(0)$, which is absurd. Thus we must have $\lambda_0 = +\infty$, that is,

\[(2.32)\]  
\[u(x) \geq \left( \frac{\lambda}{|x|} \right)^{n-\alpha} u \left( \frac{\lambda^2}{|x|^2} \right), \quad \forall \lambda \leq |x| \leq \lambda^2, \quad \forall 1 < \lambda < +\infty. \]

For arbitrary $\sigma \leq |x| < +\infty$, let $1 < \sqrt{|x|} < \lambda := \sqrt{\sigma|x|} \leq |x| < +\infty$, then (2.32) yields that

\[(2.33)\]  
\[u(x) \geq \left( \frac{\sigma}{|x|} \right)^{\frac{n-\alpha}{2}} u \left( \frac{\sigma x}{|x|} \right), \quad \forall \sigma \leq |x| < +\infty. \]

and hence, we arrive at the following lower bound estimate on asymptotic behaviour of $u$ as $|x| \to +\infty$:

\[(2.34)\]  
\[u(x) \geq \left( \min_{x \in S_\sigma} u(x) \right) \left( \frac{\sigma}{|x|} \right)^{\frac{n-\alpha}{2}} := C_{\sigma}, \quad \forall \sigma \leq |x| < +\infty. \]

The lower bound estimate (2.34) can be improved remarkably by using the “Bootstrap” iteration technique and the integral equations (1.11).

In fact, let $\mu_0 := \frac{n-\alpha}{2}$, we infer from the assumption (f3) on $f(x,u)$, the integral equations (1.11), Lemma 2.2 and (2.34) that, for any $2\sigma \leq |x| < +\infty$,

\[(2.35)\]  
\[u(x) \geq C \int_{C \cap \{2|x| \leq |y| \leq 4|x|\}} G_\alpha(x,y)|y|^{\tau} \frac{1}{|y|^{\mu_0}} dy \geq C \int_{C \cap \{2|x| \leq |y| \leq 4|x|\}} \frac{1}{|x-y|^{n-\alpha}} \cdot \frac{1}{|y|^{\mu_0-\tau}} dy \geq C \int_{2|x|}^{4|x|} r^{n-1-\mu_0+\tau} dr \geq C_1 \frac{1}{|x|^{\mu_0-(\alpha+\tau)}. \]

Now, let $\mu_1 := p\mu_0 - (\alpha + \tau)$. Due to $0 < p < p_4(\tau) := \frac{n+\alpha+2\tau}{n-\alpha}$, our important observation is

\[(2.36)\]  
\[\mu_1 := p\mu_0 - (\alpha + \tau) < \mu_0. \]

Thus we have obtained a better lower bound estimate than (2.34) after one iteration, that is,

\[(2.37)\]  
\[u(x) \geq C_1 \frac{1}{|x|^\mu_1}, \quad \forall 2\sigma \leq |x| < +\infty. \]

For $k = 0, 1, 2, \ldots$, define

\[(2.38)\]  
\[\mu_{k+1} := p\mu_k - (\alpha + \tau). \]
Since $0 < p < p_n(\tau) := \frac{n+\alpha+2\tau}{n-\alpha}$, it is easy to see that the sequence $\{\mu_k\}$ is monotone decreasing with respect to $k$. Continuing the above iteration process involving the integral equation (1.11), we have the following lower bound estimates for every $k = 0, 1, 2, \cdots$,

\[(2.39) \quad u(x) \geq \frac{C_k}{|x|^{\mu_k}}, \quad \forall \ 2\sigma \leq |x| < +\infty.\]

Now Theorem 2.1 follows easily from the obvious properties that as $k \to +\infty$,

\[(2.40) \quad \mu_k \to -\frac{\tau + \alpha}{1-p} \quad \text{if} \ 0 < p < 1; \quad \mu_k \to -\infty \quad \text{if} \ 1 \leq p < \frac{n+\alpha+2\tau}{n-\alpha}.

This finishes our proof of Theorem 2.1. \hfill \Box

One can easily observe that the lower bound estimates in Theorem 2.1 contradicts with the integral equations (1.11), where the unit vector $\omega$ indicated by the integral equations (1.11), where the unit vector $\omega := (0, \cdots, 0, 1)$. Therefore, we must have $u \equiv 0$ in $\Omega_1$, that is, the unique nonnegative solution to IEs (1.11) is $u \equiv 0$ in $\Omega_1$. This finishes our proof of Theorem 2.1 in the noncritical cases $0 < \alpha < n$.

2.2. The critical order case $\alpha = n = 2$. In the critical order case, the Green’s function in the equivalent integral equations (1.11) takes the form:

\[(2.42) \quad G_2(x, y) := C \int_0^{\frac{(|x|^2-1)(|y|^2-1)}{|x-y|^2}} \frac{1}{1+b} db = C \ln \left[ 1 + \frac{(|x|^2-1)(|y|^2-1)}{|x-y|^2} \right] = 2C \left( \ln \frac{1}{|x-y|} - \ln \frac{1}{|x|} \right) \quad \text{if} \ x, y \in \Omega_1,

and $G_2(x, y) := 0$ if $x$ or $y \in \mathbb{R}^2 \setminus \Omega_1$.

Next, we will apply the method of scaling spheres to show the following lower bound estimate of positive solution $u$ for $|x|$ large, which will contradict with the integral equations (1.11):

Theorem 2.3. Assume $\alpha = n = 2$, $f(x, u)$ is subcritical and satisfies assumptions (f_1), (f_2) and (f_3). Suppose $u$ is a positive solution to integral equations (1.11), then it satisfies the following lower bound estimate:

\[(2.43) \quad \inf_{|x| \geq \sigma} u(x) \geq C_0 > 0.\]

Proof. Given any $\lambda > 1$, we define the Kelvin transform of $u$ centered at 0 by

\[(2.44) \quad u_\lambda(x) := u \left( \frac{\lambda^2 x}{|x|^2} \right)\]

for arbitrary $x \in \{x \in \overline{\Omega_1} \mid 1 \leq |x| \leq \lambda^2 \}$. Let $\lambda > 1$ be an arbitrary real number and let $\omega^\lambda(x) := u_\lambda(x) - u(x)$ for any $x \in B_{\lambda^2}(0) \setminus \overline{B_{\lambda}(0)}$. We will first show that, for $\lambda > 1$ sufficiently close to 1,

\[(2.45) \quad \omega^\lambda(x) \leq 0, \quad \forall \ x \in B_{\lambda^2}(0) \setminus \overline{B_{\lambda}(0)}.\]
Then, we start dilating the circle \( S_\lambda := \{ x \in \mathbb{R}^2 \mid |x| = \lambda \} \) from near the unit circle \( S_1 \) outward as long as (2.45) holds, until its limiting position \( \lambda = +\infty \) and derive lower bound estimates of \( u \) for \( |x| \) large. Therefore, the scaling sphere process can be divided into two steps.

**Step 1. Start dilating the circle \( S_\lambda \) from near \( \lambda = 1 \).** Define
\[
(B_{\lambda^2} \setminus B_\lambda^+) := \{ x \in B_{\lambda^2}(0) \setminus B_\lambda(0) \mid \omega^\lambda(x) > 0 \}.
\]
We will show that, for \( \lambda > 1 \) sufficiently close to 1,
\[
(B_{\lambda^2} \setminus B_\lambda^+) = \emptyset.
\]

Since \( u \) is a positive solution to integral equations (1.11), through direct calculations, we get, for any \( \lambda > 1 \),
\[
u(x) = \int_{|y| > \lambda} G_2(x, y) f(y, u(y)) dy + \int_{B_{\lambda^2}(0) \setminus B_\lambda(0)} G_2(x, y^\lambda) \left( \frac{\lambda}{|y|} \right)^4 f(y^\lambda, u_\lambda(y)) dy
\]
for any \( x \in \partial B_1 \). By direct calculations, one can also verify that \( u_\lambda \) satisfies the following integral equation
\[
u_\lambda(x) = \int_{|y| > 1} G_2(x^\lambda, y) f(y, u(y)) dy
\]
for any \( x \in \{ x \in \partial B_1 \mid 1 \leq |x| \leq \lambda^2 \} \), and hence, it follows immediately that
\[
u_\lambda(x) = \int_{|y| > \lambda} G_2(x^\lambda, y) f(y, u(y)) dy
\]
\[
+ \int_{B_{\lambda^2}(0) \setminus B_\lambda(0)} G_2(x^\lambda, y^\lambda) \left( \frac{\lambda}{|y|} \right)^4 f(y^\lambda, u_\lambda(y)) dy.
\]
Therefore, we have, for any \( x \in B_{\lambda^2}(0) \setminus \overline{B_1(0)} \),
\[
\omega^\lambda(x) = u_\lambda(x) - u(x)
\]
\[
= \int_{B_{\lambda^2}(0) \setminus B_\lambda(0)} \left\{ [G_2(x^\lambda, y^\lambda) - G_2(x, y^\lambda)] \left( \frac{\lambda}{|y|} \right)^4 f(y^\lambda, u_\lambda(y))
\]
\[
- [G_2(x, y) - G_2(x^\lambda, y)] f(y, u(y)) \right\} dy + \int_{|y| > \lambda^2} [G_2(x^\lambda, y) - G_2(x, y)] f(y, u(y)) dy.
\]

Now we need some basic properties about the Green’s function \( G_2(x, y) \). From (2.42), one can obtain that for any \( x, y \in B_{\lambda^2}(0) \setminus \overline{B_1(0)} \), \( x \neq y \),
\[
G_2(x, y) = C \ln \left[ 1 + \frac{(|x|^2 - 1)(|y|^2 - 1)}{|x - y|^2} \right] \leq C \ln \left( 1 + \frac{\lambda^4}{|x - y|^2} \right).
\]
It is well known that
\[
\ln (1 + t) = o(t^\varepsilon), \quad \text{as } t \to +\infty,
\]
where \( \varepsilon \) is an arbitrary positive real number. This implies, for any given \( \varepsilon > 0 \), there exists a \( \delta(\varepsilon) > 0 \) such that
\[
\ln (1 + t) \leq t^\varepsilon, \quad \forall t > \frac{1}{\delta(\varepsilon)^2}.
\]
Therefore, by (2.32), (2.34) and straightforward calculations, we have the following Lemma on properties of the Green’s function $G_2(x, y)$.

**Lemma 2.4.** The Green’s function $G_2(x, y)$ satisfies the following point-wise estimates:

(i) $G_2(x, y) \leq C \lambda^4 \frac{1}{|x - y|^{2\varepsilon}}$, \quad $\forall$ \quad $1 < |x|, |y| < \lambda^2$, \quad $|x - y| < \lambda^2 \delta(\varepsilon)$;

(ii) $G_2(x, y) \leq C \ln \left(1 + \frac{1}{\delta(\varepsilon)^2}\right)$, \quad $\forall$ \quad $1 < |x|, |y| < \lambda^2$, \quad $|x - y| \geq \lambda^2 \delta(\varepsilon)$;

(iii) $G_2(x, y) \geq C > 0$, \quad $\forall$ \quad $|x|, |y| \geq 2$;

(iv) $G_2(x^\lambda, y) - G_2(x, y) \leq 0$, \quad $\forall$ \quad $\lambda < |x| < \lambda^2$, \quad $\lambda < |y| < +\infty$;

(v) $G_2(x^\lambda, y^\lambda) - G_2(x, y) - G_2(x^\lambda, y), \quad \forall$ \quad $\lambda < |x|, |y| < \lambda^2$.

Lemma 2.4 can be proved by direct calculations, so we omit the details here.

From Lemma 2.4 and (2.31), one can derive that, for any $x \in B_{\lambda^2} \setminus \overline{B}_\lambda(0)$,

\begin{equation}
\omega^\lambda(x) = u_\lambda(x) - u(x)
\end{equation}

\begin{align*}
&\leq \int_{\lambda < |y| < \lambda^2} \left[ G_2(x, y) - G_2(x^\lambda, y) \right] \left[ \left( \frac{\lambda}{|y|} \right)^4 f(y^\lambda, u_\lambda(y)) - f(y, u(y)) \right] dy \\
&< \int_{\lambda < |y| < \lambda^2} \left( G_2(x, y) - G_2(x^\lambda, y) \right) (f(y, u_\lambda(y)) - f(y, u(y))) dy \\
&\leq C \int \int (B_{\lambda^2} \setminus \overline{B}_\lambda)^+ \frac{f(y, u_\lambda(y)) - f(y, u(y))}{u_\lambda(y) - u(y)} \omega^\lambda(y) dy \\
&\leq C \lambda^{4\varepsilon} \int (B_{\lambda^2} \setminus \overline{B}_\lambda)^+ \cap B_{\lambda^2(\varepsilon)} \frac{1}{|x - y|^{2\varepsilon}} \left( f(y, u_\lambda(y)) - f(y, u(y)) \right) \omega^\lambda(y) dy \\
&+ C(\delta(\varepsilon)) \int (B_{\lambda^2} \setminus \overline{B}_\lambda)^+ \setminus B_{\lambda^2(\varepsilon)} \frac{f(y, u_\lambda(y)) - f(y, u(y))}{u_\lambda(y) - u(y)} \omega^\lambda(y) dy,
\end{align*}

where we have used the subcritical condition on $f(x, u)$ for $\mu = \left( \frac{\lambda}{|y|} \right)^2 < 1$ to derive the second inequality and the assumption ($f_1$) on $f(x, u)$ to derive the third inequality.

By Hardy-Littlewood-Sobolev inequality, Hölder inequality and (2.55), we have, for any $\frac{1}{\varepsilon} < q < +\infty$,

\begin{equation}
\|\omega^\lambda\|_{L^q((B_{\lambda^2} \setminus \overline{B}_\lambda)^+)}
\end{equation}

\begin{align*}
&\leq C \lambda^{4\varepsilon} \left\| \frac{f(y, u_\lambda(y)) - f(y, u(y))}{u_\lambda(y) - u(y)} \omega^\lambda(y) \right\|_{L^{\frac{aq}{n+2}}((B_{\lambda^2} \setminus \overline{B}_\lambda)^+)} \\
&+ C(\delta(\varepsilon)) \left( \frac{1}{\varepsilon} \right) \left( \frac{1}{\varepsilon} \right) \int (B_{\lambda^2} \setminus \overline{B}_\lambda)^+ \left\| \frac{f(y, u_\lambda(y)) - f(y, u(y))}{u_\lambda(y) - u(y)} \omega^\lambda(y) \right\|_{L^{\frac{aq}{n-2\varepsilon}}((B_{\lambda^2} \setminus \overline{B}_\lambda)^+)} \\
&\leq C \lambda^{4\varepsilon} \left\| \frac{f(y, u_\lambda(y)) - f(y, u(y))}{u_\lambda(y) - u(y)} \right\|_{L^{\frac{aq}{n-2\varepsilon}}((B_{\lambda^2} \setminus \overline{B}_\lambda)^+)} \|\omega^\lambda\|_{L^q((B_{\lambda^2} \setminus \overline{B}_\lambda)^+)} \\
&+ C(\delta(\varepsilon)) \left( \frac{1}{\varepsilon} \right) \left( \frac{1}{\varepsilon} \right) \left\| \frac{f(y, u_\lambda(y)) - f(y, u(y))}{u_\lambda(y) - u(y)} \right\|_{L^{\frac{aq}{n-2\varepsilon}}((B_{\lambda^2} \setminus \overline{B}_\lambda)^+)} \|\omega^\lambda\|_{L^q((B_{\lambda^2} \setminus \overline{B}_\lambda)^+)}.
\end{align*}
Since $\theta < 1$ in the assumption (f$_2$), we first choose $\varepsilon > 0$ sufficiently small such that $-\frac{n\theta}{n-2\varepsilon} > -1$, then choose $q > \frac{1}{\varepsilon}$ sufficiently large such that $-\frac{n\theta}{q-1} > -1$. Then, since $u \in C(\overline{\Omega_1})$ and $f(x,u)$ satisfies the assumption (f$_2$), there exists a $\delta_0 > 0$ small enough, such that

\[
C\lambda^{4\varepsilon} \left\| \frac{f(y, u_\lambda(y)) - f(y, u(y))}{u_\lambda(y) - u(y)} \right\|_{L^{\frac{2}{n-4\varepsilon}}(B_{\lambda^2} \setminus \overline{B_\lambda})^+}^4 + C(\delta) \left\| \frac{f(y, u_\lambda(y)) - f(y, u(y))}{u_\lambda(y) - u(y)} \right\|_{L^{\frac{2}{n-4\varepsilon}}(B_{\lambda^2} \setminus \overline{B_\lambda})^+}^{-1} \leq \frac{1}{2}
\]

for all $1 < \lambda \leq 1 + \delta_0$, and hence (2.56) implies

\[
\|\omega^\lambda\|_{L^q((B_{\lambda^2} \setminus \overline{B_\lambda})^+)} = 0,
\]

which means $(B_{\lambda^2} \setminus \overline{B_\lambda})^+ = \emptyset$. Therefore, we have proved for all $1 < \lambda \leq 1 + \delta_0$, $(B_{\lambda^2} \setminus \overline{B_\lambda})^+ = \emptyset$, that is,

\[
\omega^\lambda(x) \leq 0, \quad \forall x \in B_{\lambda^2}(0) \setminus \overline{B_\lambda(0)}.
\]

This completes Step 1.

Step 2. Dilate the circle $S_\lambda$ outward until $\lambda = +\infty$ to derive lower bound estimates of $u$ for $|x|$ large. Step 1 provides us a start point to dilate the circle $S_\lambda$ from near $\lambda = 1$. Now we dilate the circle $S_\lambda$ outward as long as (2.45) holds. Let

\[
\lambda_0 := \sup\{1 < \lambda < +\infty : \omega^\mu \leq 0 in B_{\mu^2}(0) \setminus \overline{B_\mu(0)}, \forall 1 < \mu \leq \lambda\} \in (1, +\infty],
\]

and hence, one has

\[
\omega^{\lambda_0}(x) \leq 0, \quad \forall x \in B_{\lambda_0^2}(0) \setminus \overline{B_{\lambda_0}(0)}.
\]

In what follows, we will prove $\lambda_0 = +\infty$ by contradiction arguments.

Suppose on contrary that $1 < \lambda_0 < +\infty$. In order to get a contradiction, we will first prove

\[
\omega^{\lambda_0}(x) \equiv 0, \quad \forall x \in B_{\lambda_0^2}(0) \setminus \overline{B_{\lambda_0}(0)}
\]

by using contradiction arguments.

Suppose on contrary that (2.62) does not hold, that is, $\omega^{\lambda_0} \leq 0$ but $\omega^{\lambda_0}$ is not identically zero in $B_{\lambda_0^2}(0) \setminus \overline{B_{\lambda_0}(0)}$, then there exists a $x^0 \in B_{\lambda_0^2}(0) \setminus \overline{B_{\lambda_0}(0)}$ such that $\omega^{\lambda_0}(x^0) < 0$. We will obtain a contradiction with (2.60) via showing that the circle $S_\lambda$ can be dilated outward a little bit further, more precisely, there exists a $\varepsilon > 0$ small enough such that $\omega^\lambda \leq 0$ in $B_{\lambda^2}(0) \setminus \overline{B_\lambda(0)}$ for all $\lambda \in [\lambda_0, \lambda_0 + \varepsilon]$.

For that purpose, we will first show that

\[
\omega^{\lambda_0}(x) < 0, \quad \forall x \in B_{\lambda_0^2}(0) \setminus \overline{B_{\lambda_0}(0)}.
\]

Indeed, since we have assumed there exists a point $x^0 \in B_{\lambda_0^2}(0) \setminus \overline{B_{\lambda_0}(0)}$ such that $\omega^{\lambda_0}(x^0) < 0$, by continuity, there exists a small $\delta > 0$ and a constant $c_0 > 0$ such that

\[
B_\delta(x^0) \subset B_{\lambda_0^2}(0) \setminus \overline{B_{\lambda_0}(0)} \quad and \quad \omega^{\lambda_0}(x) \leq -c_0 < 0, \quad \forall x \in B_\delta(x^0).
\]
Since $f(x, u)$ is subcritical and satisfies the assumption $(f_1)$, one can derive from (2.64), Lemma 2.4 and (2.55) that, for any $x \in B_{\lambda_0}^{(0)} \setminus B_{\lambda_0}(0)$,

$$
\omega_{\lambda_0}(x) = u_{\lambda_0}(x) - u(x)
$$

(2.65)

$$
\leq \int_{\lambda_0 < \|y\| < \lambda_0^2} \left[ G_2(x, y) - G_2(x, u) \right] \left[ \left( \frac{\lambda_0}{|y|} \right)^4 \right] \left( f(y, u_{\lambda_0}(y)) - f(y, u(y)) \right) dy
$$

(2.68)

$$
< \int_{B_{\lambda_0}(\tau_0)} \left( G_2(x, y) - G_2(x, u) \right) \left( f(y, u_{\lambda_0}(y)) - f(y, u(y)) \right) dy \leq 0,
$$

thus we arrive at (2.63).

Now, we choose a $0 < r_0 < \frac{1}{4} \min \{ \lambda_0^2 - \lambda_0, 1 \}$ small enough, such that

$$
C \lambda^d \left\| \frac{f(y, u_{\lambda_0}(y)) - f(y, u(y))}{u_{\lambda}(y) - u(y)} \right\|_{L^q(B_{\lambda_0}^{(0)})} + C(\delta) \left\| \frac{f(y, u_{\lambda_0}(y)) - f(y, u(y))}{u_{\lambda}(y) - u(y)} \right\|_{L^q(B_{\lambda_0}^{(0)})} \leq \frac{1}{2}
$$

for any $\lambda \in [\lambda_0, \lambda_0 + \frac{\pi}{\tau}]$, where the choices of $\varepsilon, q$ and the constants $C, C(\delta)$ are the same as in (2.57). By (2.55), one can easily verify that inequality as (2.66) (with the same constants $C$ and $C(\delta)$) also holds for any $\lambda \in [\lambda_0, \lambda_0 + \frac{\pi}{\tau}]$, that is, for any $\frac{1}{r} < q < +\infty$,

$$
\| \omega_{\lambda} \|_{L^q(B_{\lambda_0}^{(0)})} \leq C \lambda^d \left\| \frac{f(y, u_{\lambda}(y)) - f(y, u(y))}{u_{\lambda}(y) - u(y)} \right\|_{L^q(B_{\lambda_0}^{(0)})} + C(\delta) \left\| \frac{f(y, u_{\lambda}(y)) - f(y, u(y))}{u_{\lambda}(y) - u(y)} \right\|_{L^q(B_{\lambda_0}^{(0)})} \| \omega_{\lambda} \|_{L^q(B_{\lambda_0}^{(0)})}.
$$

By (2.63), we can define

$$
M_1 := \sup_{x \in B_{\lambda_0}^{(0)} \setminus B_{\lambda_0} \setminus B_{\lambda_0 + \tau_0}(0) \setminus B_{\lambda_0 + \tau_0}(0)} \omega_{\lambda_0}(x) < 0.
$$

Since $u$ is uniformly continuous on arbitrary compact set $K \subset \overline{\Omega}$, we can deduce from (2.68) that, there exists a $0 < \epsilon_1 < \frac{\tau}{2}$ sufficiently small, such that, for any $\lambda \in [\lambda_0, \lambda_0 + \epsilon_1]$,

$$
\omega_{\lambda}(x) \leq \frac{M_1}{2} < 0, \quad \forall x \in B_{\lambda_0 - \epsilon_1}(0) \setminus B_{\lambda_0 + \epsilon_1}(0).
$$

(2.69)

For any $\lambda \in [\lambda_0, \lambda_0 + \epsilon_1]$, it follows from (2.69) that

$$
(B_{\lambda_0}^{(0)})^+ \subset A_{\lambda_0 + \epsilon_1} \cup A_{\lambda_0 + \epsilon_1, 2\pi}.
$$

(2.70)

As a consequence of (2.66), (2.67) and (2.70), we get

$$
\| \omega_{\lambda} \|_{L^q((B_{\lambda_0}^{(0)})^+)} = 0,
$$

(2.71)

and hence $(B_{\lambda_0}^{(0)})^+ = \emptyset$ for all $\lambda \in [\lambda_0, \lambda_0 + \epsilon_1]$, that is,

$$
\omega_{\lambda}(x) \leq 0, \quad \forall x \in B_{\lambda_0} \setminus B_{\lambda_0}(0),
$$

(2.72)
which contradicts the definition (2.60) of $\lambda_0$. As a consequence, in the case $1 < \lambda_0 < +\infty$, (2.62) must hold true, that is,

\begin{equation}
\omega \equiv 0 \quad \text{in} \quad B_{\lambda_0^2}(0) \setminus B_{\lambda_0}(0).
\end{equation}

However, by subcritical condition on $f(x, u)$, the first inequality in (2.65) and (2.73), we arrive at

\begin{equation}
0 = \omega \equiv \omega \lambda_0(x) = u_{\lambda_0}(x) - u(x)
\end{equation}

for any $x \in B_{\lambda_0^2}(0) \setminus B_{\lambda_0}(0)$, which is absurd. Thus we must have $\lambda_0 = +\infty$, that is,

\begin{equation}
\omega \equiv 0 \quad \text{in} \quad \Omega_1,
\end{equation}

This finishes our proof of Theorem 2.3.

Since $-2 \leq \tau < +\infty$ in assumption (f3), we can deduce from the assumption (f3) on $f(x, u)$, the integral equations (1.11), Lemma 2.4 and Theorem 2.3 that, for any $2\sigma \leq |x| < +\infty$,

\begin{equation}
\omega \equiv 0 \quad \text{in} \quad \Omega_1,
\end{equation}

which is a contradiction! Therefore, we must have $u \equiv 0$ in $\Omega_1$, that is, the unique nonnegative solution to IEs (1.11) with $\alpha = n = 2$ is $u \equiv 0$ in $\Omega_1$.

This concludes our proof of Theorem 1.6.
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