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Abstract—Prostate cancer is one of the main diseases affecting men worldwide. The gold standard for diagnosis and prognosis is the Gleason grading system. In this process, pathologists manually analyze prostate histology slides under microscope, in a highly time-consuming and subjective task. In the last years, computer-aided-diagnosis (CAD) systems have emerged as a promising tool that could support pathologists in the daily clinical practice. Nevertheless, these systems are usually trained using tedious and prone-to-error pixel-level annotations of Gleason grades in the tissue. To alleviate the need of manual pixel-wise labeling, just a handful of works have been presented in the literature. Furthermore, despite the promising results achieved on global scoring the location of cancerous patterns in the tissue is only qualitatively addressed. These heatmaps of tumor regions, however, are crucial to the reliability of CAD systems as they provide explainability to the system’s output and give confidence to pathologists that the model is focusing on medical relevant features. Motivated by this, we propose a novel weakly-supervised deep-learning model, based on self-learning CNNs, that leverages only the global Gleason score of gigapixel whole slide images during training to accurately perform both, grading of patch-level patterns and biopsy-level scoring. To evaluate the performance of the proposed methods, we perform extensive experiments on three different external datasets for the patch-level Gleason grading, and on two different test sets for global Grade Group prediction. We empirically demonstrate that our approach outperforms its supervised counterpart on patch-level Gleason grading by a large margin, as well as state-of-the-art methods on global biopsy-level scoring. Particularly, the proposed model brings an average improvement on the Cohen’s quadratic kappa ($\kappa$) score of nearly 18% compared to full-supervision for the patch-level Gleason grading task. This suggests that the absence of the annotator’s bias in our approach and the capability of using large weakly labeled datasets during training leads to higher performing and more robust models. Furthermore, raw features obtained from the patch-level classifier showed to generalize better than previous approaches in the literature to the subjective global biopsy-level scoring.

Index Terms—Gleason grading, Prostate cancer, Self-learning, Weakly supervised, Whole slide images.

I. INTRODUCTION

Prostate cancer is one of the major diseases affecting men worldwide. It accounts for 14.5% of all cancers in men [1] and, according to the World Health Organization, its yearly incidence will increase to 1.8 million cases this decade [2]. The Gleason grading system [3] is the main tool for its diagnosis and prognosis. This system describes different stages of cancer based on the morphology and distribution of glands in prostate biopsies. Specifically, the Gleason grades (GG) observable in histology samples range from 3 (GG3) to 5 (GG5).

In order to make a diagnosis of prostate cancer, pathologists extract small portions of tissue, which are laminated and stained using Hematoxylin and Eosin. Then, the slides are carefully analyzed under the microscope to grade local glandular patterns according to the Gleason grading system. Finally, the two most prominent grades in terms of proportion and severity are used to obtain a global Gleason score as prognosis marker. For instance, the Gleason score $3 + 5 = 8$ would be assigned to a sample in which the main cancerous Gleason grade is GG3 and the second is GG5. Recently, after the 2014 conference of the International Society of Urological Pathology, a new grading system referred to as Grade Group [4] has been adopted. This systems takes into account the different prognosis between patients with Gleason score $3 + 4 = 7$ and $4 + 3 = 7$, including them to different groups (Grade Group 2 and 3, respectively). The whole diagnostic process is highly time-consuming, and is characterized by a large variability among pathologists [5]. These limitations have motivated the development of automatic tools to analyze whole slide images in recent years.

Computer-aided diagnosis (CAD) systems based on computer vision algorithms are able to support pathologists in the daily analysis of prostate biopsies. However, the development of these applications is limited, mainly due to the high data-demanding nature of deep learning algorithms, the large size of digitized biopsies (known as whole slide images (WSIs)) and the difficulty in obtaining pixel-level labeled histology images [6]. Current CAD systems are usually developed to classify local cancerous regions, which are finally combined into a global score. In the case of prostate cancer, this requires manual annotation using multi-resolution graphical user interfaces to accurately delimit the cancerous structures using the Gleason grading system. This is a laborious process, prone to error due to pathologists discouragement, which could incorporate the annotator’s bias for certain patterns. Moreover, heterogeneous epithelial cancer such as prostate cancer requires a large number of samples to cover the wide range of possible patterns, which is difficult to reach on annotated datasets.

The limitations of using large annotated datasets encourages the development of weakly-supervised methods able to leverage global labels—easily accessible from the clinical record via the Gleason score—during the training process. Nevertheless, the literature on employing the global Gleason score to develop CAD systems for...
prostate biopsy grading remains scarce. The main limitation of the proposed approaches is that they focus on the global-level scoring, while the challenge of local grading cancerous patterns is only qualitatively validated, or simply not addressed. It is noteworthy to mention that the classification of local Gleason grades in prostate biopsies is the basis of an explainable prostate CAD system. The resultant heatmaps support the biopsy-level scoring provided by the system, and they demonstrate that the model relies on relevant medical markers. Thus, the accuracy of the proposed methods in this task must be validated, in order to provide confidence to pathologists in the daily-use of CAD systems.

In this work, we propose a novel weakly-supervised learning strategy to perform both, the global scoring of biopsies and the local grading of cancerous structures in the tissue, where learning is driven only by the global Gleason score. To the best of our knowledge, this is the first attempt to accurately grade local cancerous patterns in prostate whole slide images using biopsy-level labels during training. In the following lines, we summarize the main contributions of this paper. First, we propose an end-to-end CNN architecture, based on patch-level inference aggregation, that is able to detect high-confidence cancerous instances in a weakly-supervised multiple-instance learning (MIL) scenario. Then, we propose a self-learning framework that converts the MIL dataset into a pseudo-supervised task, employing the patches predicted by the previous model and a subsequent post-processing label refinement. We empirically demonstrate that weakly-supervised models trained on large datasets are able to generalize better on the patch-level Gleason grading task than supervised models trained in smaller databases with pixel-level annotations. Finally, we predict the global biopsy-level score based on the aggregation of local features by using the models trained for the patch-level Gleason grading.

II. RELATED WORK

A. Self-Learning

In the context of this work, we refer to self-learning (a.k.a. self-paced learning or self-training) as the training procedure introduced in [7], which aims to use the knowledge of a firstly trained model (usually called teacher) into a second model (known as student). Interest in this technique has grown in recent years due to the promising results obtained in semi- and weakly-supervised learning scenarios. For instance, in semi-supervised learning approaches, the teacher is used to obtain pseudo-labels from non-labeled data, after it has been trained on annotated examples [8]–[10]. Afterwards, the student model is trained by integrating the pseudo-labels in the augmented training dataset. To train more robust students, which are also consistent with the teacher, [8] introduces noise to the samples, as well as model noise, while [9] selects the topK images based on the corresponding classification scores by the teacher. These works also exploit knowledge distillation by transferring the teacher knowledge to either larger [8] or smaller [9] students. In the context of weakly-supervised object localization, several works employ a teacher model to select regions of interest from the image to train student model in a simplified dataset [11]–[13]. We want to emphasize that the techniques presented here differ from the similarly so-called self-learning methods, which pre-train networks on pretext tasks where both the inputs and labels are derived from an unlabeled dataset [14], [15]. Even though both techniques aim at leveraging unlabeled, or weakly unlabeled data, they present fundamental and methodological differences.

Inspired by these previous works, we adopt a self-learning strategy to accurately classify instances using image-level labels from WSIs. Nevertheless, our work differs from these in that our strategy: (1) trains a teacher model on global image labels, (2) uses the teacher predictions to generate pseudo-labels on unlabeled instances at patch-level, and (3) trains a student model, of the same complexity, on the pseudo-labels generated by the teacher.

B. Multiple Instance Learning

The multiple instance learning (MIL) paradigm falls under the umbrella of weakly supervised learning. In this setting, the training instances are grouped in sets, referred to as bags, X, where only the label for an entire bag, Y, is known. Thus, a bag is considered positive for certain class if at least one instance is positive such that:

\[
Y_k = \begin{cases} 
1, & \text{if } \exists x : y_k = 1 \\
0, & \text{otherwise}
\end{cases}
\] (1)

With the advent of deep learning, recent efforts on this field have focused towards training a feature extractor under the MIL framework using CNNs. Then, a bag-level representation is obtained by aggregation of either the instance-level features (embedding-based) or predictions (instance-based). Typical aggregation functions include the maximum [16], average, and log-sum-exponential [17] pooling, more advanced min-max mechanisms recently proposed, such as WILDCAT [18], and trainable functions such as AttentionMIL [19]. Most recent works on MIL address the problem of weakly-supervised segmentation. In this scenario, embedding-based methods are employed to obtain pixel-level predictions via gradient methods (e.g., grad-CAMs [20]), which are later refined via self-training iterative strategies [21], [22]. Nevertheless, it is noteworthy to highlight that weakly-supervised segmentation works with co-dependent instances (pixels), which are merged on combined features in the CNN. Thus, the generalization of these methods to MIL scenarios which use images as instances is not straightforward.

Nonetheless, despite the wide adoption of MIL in computer vision, its use in prostate histology images still remains scarce. There have been only few attempts to resort to the MIL paradigm in this scenario, which are detailed on the following section.

C. Gleason Grading in Prostate Histology Images

A reliable Computer-Aided Diagnosis system in prostate cancer using histology biopsies aim two main tasks: the global scoring of slides and the quantification and localization of cancerous tissue, both using the Gleason grading system. Due to the large dimension of WSIs and the computational limitations of CNNs, the basis of these systems is the use of small patches extracted from the slide. The proposed methods in the literature can be divided into two categories: bottom-up frameworks, which perform a patch-level classification of Gleason grades using pathologists annotation, and top-down methods, which perform a pseudo-labeling of the patches based on the global Gleason score of the sample.

First works in this field focused on bottom-up frameworks. They usually fine-tune well-known CNN architectures in a supervised patch-level classification [23]–[26]. Note that these methods require pixel-level expert annotations to obtain the ground truth. Recently, different approaches have been proposed in the literature to overcome the need of pixel-level annotations of Gleason grades. These methods are based in a top-down strategy, where global labels (easily accessible from the patient clinical record) are assigned to local regions of interest. In this way, a weakly-supervised patch-level classification model is trained using the pseudo-labels obtained
from global images. In this vein, Campanella et al. [27], under the MIL formulation, assigned the global label (cancerous against non-cancerous) to all the patches of the slide, resulting in a considerable amount of noisy labels. In [28] and [29], color-based filtering was employed to select only patches with high presence of nuclei in cancerous slides, and Strm et al. [30] followed a similar strategy using Laplacian filters. Bulten et al. [31] proposed a semi-supervised pipeline and discarded patches that presented low amount of epithelial tissue. In that work, glandular tissue was previously segmented using an UNet trained using pixel-level annotations. Although these works provided promising results for the global biopsy-level scoring, the patch-level classification was not quantitatively validated. Few works only performed a qualitative evaluation of the produced heatmaps. In these methods, the localization of Gleason grades in the tissue could be affected by the assumptions made to obtain the patch-level pseudo-labels. Accurate localization of Gleason grades in the tissue is a major task that CAD systems should address. The produced heatmaps provide explainability to the system, and ensures that the output is based on medical factors to entrust pathologists in their daily use. Contrary to these works, we propose a teacher model based on instance-level MIL to infer patch-level Gleason grades from bag (biopsy)-level Gleason scores.

Regarding the global scoring of biopsies, the main approach is based on aggregating the patch-level predictions of Gleason grades via the percentage of each grade in the tissue. Particularly, the different models proposed to predict the global Gleason score or ISUP group include: threshold strategies [25], [31], a k-nearest neighbor based on aggregating the patch-level predictions of Gleason grades (biopsy)-level Gleason scores.

A. Teacher Model

The teacher model aims to grade high-confidence patches using the biopsy-level Gleason score during training. The proposed workflow, which is composed by a teacher (θ\(^t\)) and a student (θ\(^s\)) model, is presented in Fig. 2. The first model, i.e., (θ\(^t\)), classifies high-confidence patches under a noisy multiple instance learning (MIL) paradigm. In this context, a prostate biopsy is considered as a bag \(X_b\) containing instances \(x_{b,i}\), and the goal is to predict the instance-level labels \(y_{b,i}\) when only the biopsy-level labels \(Y_b\) are known. \(Y_b\) are obtained using the primary and secondary Gleason grades of the biopsy indicated in the Gleason score. Concretely, the non-cancerous (NC), Gleason grade (GG) 3, 4 and 5 classes are included in \(Y_b\) as a multi-label one-hot-encoding ground truth. Then, during the second step, the student model (θ\(^s\)) resorts to the instance-level pseudo-labels predicted by the teacher model for training on a pseudo-supervised dataset. The details of these steps are given below.

\[ y_{b,i}^t = f(x_{b,i}, \theta^t) \]  \hspace{1cm} (3)

Then, we employ an aggregation function \(p(\cdot)\) to resume all the instance-level predictions into one representative value that serves as global-level inference. Following this, eq (2) can be rewritten as:

\[ \hat{Y}_b^t = p(\{y_{b,1}^t, ..., y_{b,i}^t, ..., y_{b,I}^t\}) \]  \hspace{1cm} (4)

In the context of this work we employ pooling as aggregation function. It is important to mention that the pooling function should be robust to the MIL characteristics. A bag-level class could be positive if just one of the instances is positive for that class. For instance, the use of average pooling would diminish the global cancerous classes activation if the slide contains a large number of non-cancerous patches. Inspired by the properties observed in the max-pooling operation in weakly-supervised segmentation tasks [16], we propose the use of a slide-level max-pooling. Using this operation, the global probability per class is the maximum of the patch-level inferences. This architecture ensures the classification only of high-confidence instances, since gradients in the network are only back-propagated on the instance with largest entropy.

Finally, multi-label binary-cross-entropy loss is used during training for gradient estimation. Concretely, the loss is obtained using only the cancerous grades under the assumption that all slides could contain non-cancerous regions, but only cancerous slides contain patches with Gleason patterns. A summary of the Teacher model training is illustrated in Fig. 3.

![Teacher CNN for the prediction of local Gleason grades in a multiple-instance learning framework. GG: Gleason grade.](image)

B. Student Model

The student model aims to perform a patch-level Gleason grade prediction based on a pseudo-supervised data set of images, using the teacher model predictions as pseudo-labels. First, all instances from the dataset are predicted using the teacher model. Then, a label refinement process is carried out based on patch-level teacher model predictions (\(\hat{y}_{b,i}^t\)) and the known global slide-level labels (\(Y_b\)). During this process, labels are modified and patches are discarded under the following premises:

\[ y_{b,i}^t = \begin{cases} 
NC, & \text{if } G \not\subseteq Y_b \\
G, & \text{if } G \subseteq \hat{y}_{b,i}^t \land G \subseteq Y_b \\
\text{Discarded}, & \text{Otherwise}
\end{cases} \]  \hspace{1cm} (5)

where \(NC\) denotes the non-cancerous class, \(G\) an undefined Gleason grade, and \(\hat{y}_{b,i}^t\) is the hard one-hot encoding of the Teacher model prediction for certain patch \(i\), belonging to the slide \(b\). By doing this, only the patches classified as certain Gleason grade that belong to a slide actually containing that grade are kept for the subsequent learning of the student model. Regarding the non-cancerous patches, these
are obtained only from known benign slides. This label refinement post-processing, together with the simplification of the problem from a MIL to a pseudo-supervised framework, allows the student model to better learning feature representations of the patches. Finally, the student model, which has the same architecture as the teacher, is trained minimizing the categorical-cross entropy between predictions and pseudo-labels. To account for class imbalance, class-specific weights are integrated into the loss function:

$$L_i(y_{b,i}, \hat{y}_{b,i}) = -\frac{1}{C} \sum_{c=1}^{C} w_c(y_{b,i,c}\log(\hat{y}_{b,i,c}))$$  \hspace{1cm} (6)$$

where $C$ is the total number of classes (i.e., non-cancerous, Gleason grade 3, 4 and 5), $w_c = (C \times N_c)/N$, $N_c$ is the weight corresponding to each class, being $N$ the total number of images and $N_c$ the number of images belonging to class $c$.

\section*{C. Biopsy-Level Gleason Scoring}

Once the Gleason grades are located in the tissue, we propose to use the specialized features extracted by student model to predict the global Gleason score. Thus, if we denote $z^{s,b,i}_{b,i}$, the features extracted by the student model for each patch, the slide-level feature representation is obtained by global averaging the instance-level features as follows:

$$z_b = \frac{1}{T} \sum_{i} z^{s,b,i}_{b,i}$$  \hspace{1cm} (7)$$

Then, two different models are used to predict both the global Gleason score and Grade Group. First, a simple multi-layer perceptron (MLP) composed of one hidden layer with 64 neurons followed by a ReLU activation is used to predict the one-hot encoding of the global labels. In this case, soft-max activation is used in the output layer and the weights are optimized using the categorical cross-entropy loss. Regarding the second model, k-Nearest Neighbors (kNN) is employed to compare the generalization capability of neural networks and non-parametric models for this task.

\section*{IV. Experiments and Results}

In this section, we describe the experiments carried out to validate the proposed method. First, the different datasets and metrics used are presented in Sections \textbf{IV-A.1} and \textbf{IV-A.2} respectively. The implementation of our self-learning strategy is detailed in Section \textbf{IV-A.3}. To evaluate the benefits of the proposed approach compared to previous works, baseline and state-of-the-art methods are used for comparison on the same datasets. These methods are described in Section \textbf{IV-A.4}. Finally, results obtained for both tasks, i.e., grading of local patterns and global scoring of biopsies are presented in Section \textbf{IV-B.1} and \textbf{IV-B.2} respectively.

\subsection*{A. Experimental setting}

\textbf{1) Dataset:} The experiments described in this paper are conducted using several public datasets, which are well known in the prostate cancer histology literature. Concretely, two different datasets of prostate WSIs are used to validate the global biopsy-level methodology, while three databases with pixel-level annotations are used to test the local Gleason grading capability of the proposed methods.

Regarding the datasets used to validate the biopsy-level classifier performance, the recently released dataset from the MICCAI 2020 PANDA challenge [33] is used to evaluate the proposed algorithms. This dataset consists of 10,415 prostate WSIs whose primary and secondary Gleason grades have been labeled by expert pathologists. The gigapixel images were resampled to $10 \times$ resolution, and randomly clustered into three groups for training, validating and testing. Further, the external SICAP database presented in [26] is used for testing. This dataset consists of 155 prostate WSIs with both global primary and secondary Gleason grades annotated by expert pathologists. The obtained splits for the PANDA dataset, as well as the Gleason score distribution across both datasets are presented in Table II.

In order to validate the capability of the proposed methods to grade local cancerous patterns, three different external datasets containing pixel-level annotations of Gleason grades are used. Concretely, the test cohort from SICAP dataset and the ARVANITI [25] and GERTYCH [34] databases are used. For these sets, patches of size $512^2$ pixels are extracted at $10 \times$ resolution. This choice is motivated by prior literature, which determined this configuration as the most optimum for the binary cancer vs. no cancerous supervised.

\footnote{SICAPv2 dataset is accessible at: http://dx.doi.org/10.17632/9xxm58dvs3.2.}

\footnote{ARVANITI and GERTYCH datasets were obtained upon request of corresponding authors of [25] and [34], accordingly.}
### TABLE I: Datasets of prostate biopsies used. Whole slide images partition and Gleason scores (GS) distribution.

| Partition | NC | GS6 | GS7 | GS8 | GS9 | GS10 |
|-----------|----|-----|-----|-----|-----|------|
| Train     | 2,297 | 2,122 | 2,075 | 1,002 | 874 | 99  |
| Validation | 388 | 89 | 85 | 22 | 33 | 6 |
| Test      | 497 | 455 | 126 | 206 | 190 | 22 |
| Total     | 2,892 | 2,666 | 2,585 | 1,249 | 1,097 | 127 |

| Database   | Source       | NC | GS3 | GS4 | GS5 |
|------------|--------------|----|-----|-----|-----|
| SICAP      | Biopsies     | 644 | 393 | 853 | 232 |
| ARVANITI   | Tissue Micro-Arrays | 115 | 274 | 210 | 104 |
| GERTYCH    | Prostatectomies | 32 | 95 | 216 | 70 |

The three external databases were normalized to homogenize the color distribution to the PANDA database. More concretely, the method presented in [36] was used after applying a channel-wise histogram matching to the images from the external databases to a PANDA reference image. This image was selected by the pathologists involved in this work based on its structural and stain properties.

### 2) Metrics:
In order to evaluate the different approaches, we resort to accuracy (ACC), f1-score (F1S) per class and its average, and Cohen’s quadratic kappa (κ). The last metric, κ, is the main figure of merit typically used in prostate Gleason grading. It takes into account the percentage of cancerous patterns in the biopsy, which does not match the formulation of the MIL methods (Equation 1). It is noteworthy to mention that other learnable aggregation functions were tested to obtain the embedding of instance-level features instead of the proposed average pooling.

In particular, AttentionMIL [19] and miGraph [37] were evaluated. Nevertheless, these methods did not perform properly. Obtaining the Gleason score, by its very definition, involves obtaining the percentage of cancerous patterns in the biopsy, which does not match the formulation of the MIL methods (Equation 1). It is noteworthy to mention that, in the weakly-supervised patch-level grading, we solve this limitation by using the presence of Gleason grades as global classification task [35]. Furthermore, the main study on supervised learning used for comparison, i.e., [26], employs the same patch size, which makes direct comparison easier. Even though this image size might be considered large, benign fusiform or diluted glands, and cribriform GG4 structures may come to have sizes in this range, and smaller patch size could impede the visualization of complete glandular structures. For SICAP dataset, the label was assigned by majority voting of the pixel-level annotations, and for ARVANITI and GERTYCH datasets, only patches containing one Gleason grade were used. The non-cancerous class is assigned to patches containing only benign annotations. The data source and the number of patches from each dataset, as well as the Gleason grade distribution are presented in Table I.

### 3) Implementation Details:

#### 1) The patch-level classification of Gleason grades was obtained using the self-learning pipeline detailed in Sections II-A and II-B. The teacher model takes tiles of size 256 × 256 as input, and uses VGG16 architecture as backbone with weights pre-trained on Imagenet for the feature extraction stage. Then, a global-average pooling and a dense layer with soft-max activation is used as top model. The proposed Teacher model is based on the aggregation of patch-level outputs (Gleason grade predictions).

Due to the variable amount of instances in a biopsy I, the architecture can not be trained using a mini-batch strategy. Thus, the learning process was carried out using a batch size of 1 slide. The number of patches per slide varies from 40 up to 300 in the training set. In order to avoid computational limitations, up to 200 random patches were used in each iteration. During the learning stage, the teacher model was trained during 30 epochs by using SGD optimizer. The learning rate ($\eta$) was initialized to $1 \cdot 10^{-2}$, whose value is decreased by 10 after half the iterations. Then, an exponential decay was applied during the last 5 epochs to stabilize the weights such that $\eta = 1 \cdot 10^{-3} \cdot e^{-0.1 \cdot t}$, where $t$ is the epoch number.

The student model was trained following the same procedure than the teacher model, i.e., same number of epochs, optimizer, and learning rate schedule.

The global scoring of biopsies was carried out using the features extracted by the student model as detailed in Section III-C. For the multi-layer perceptron model (MLP), Adam was applied as optimizer, using a learning rate of $1 \cdot 10^{-2}$ during 20 epochs. Also, a k-Nearest Neighbors (kNN) model was fitted using a $k = 20$, optimized on the validation set.

The proposed methods were implemented in Python 3.6 using Pytorch. The scripts to reproduce the results reported in this work are publicly available on https://github.com/cvlab/self_learning_wsi_prostate.

#### 4) Baseline Methods:
In order to compare our proposed approach with previous state-of-the-art models, baseline methods are implemented for both the local grading and the biopsy-level scoring.

First, regarding the weakly-supervised patch-level Gleason grading, a model similar to [27] for MIL classification was implemented. This method, hereafter referred to as Global-Assignment, consists in assigning the global label to each patch of the WSI, and training a CNN using this pseudo-supervised dataset. In order to reduce noise on the pseudo-labels, only slides with a unique Gleason grade were used during training. Regarding the network employed, we trained a model using the same architecture, optimizer and learning rate schedule than we used in our student model. Furthermore, state-of-the-art methods for MIL aggregation were used in the teacher model to compare to the proposed max-pooling operation. Concretely, recent methods focus on using attention-based mechanisms for embedding-based aggregation in binary MIL classification tasks [19]. The gated attention aggregation, referred to as AttMIL, was adapted to the instance-based multi-class aggregation use-case to obtain global predictions per each class $k, Y_k$, from the instance-level predictions, $y_{i,k}$ such that: $Y_k = \sum_i y_{i,k} / \sum_k y_{i,k}$. Thus, the attention weights, $a_{i,k}$, determine the contribution of each patch $i$ in the global prediction for each class via the features extracted by the CNN, $z_i \in \mathbb{R}^M$, and the trainable parameters $V \in \mathbb{R}^{I \times M}, U \in \mathbb{R}^{I \times M}$ and $W = \{w_0, \ldots, w_{K-1}\} \in \mathbb{R}^{L \times K}$ as follows:

$$a_{i,k} = \frac{\exp(w_k^T \text{tanh}(Vz_i) \odot \text{sigmoid}(Uz_i))}{\sum_{i,k} \exp(w_k^T \text{tanh}(Vz_i) \odot \text{sigmoid}(Uz_i))}$$

where $\text{tanh}()$ and $\text{sigmoid}()$ are non-linearity functions, and $\odot$ an element-wise multiplication. The number of features extracted by the CNN is $M = 512$ per instance, which are reduced to $L = 128$ during the attention mechanism.

The global Gleason score and Grade Group was predicted also based on the Gleason system consists on a set of ordered classes, and errors between adjacent classes should be less penalized. In addition, precision and sensitivity are obtained for the non-cancerous class for better understanding of the Teacher-Student pair behavior.
achieved an inter-dataset average by employing the baseline approaches. Furthermore, we include the confusion matrices associated to the obtained results in Fig. 5.

First, we will focus on the discussion of the results obtained by the different weakly supervised settings and the behavior of the teacher-student pair for this task. We can observe that teacher model achieved an inter-dataset average $\kappa = 0.69$ and 0.71 using max and AttMIL as aggregation functions, respectively. This represents a significant improvement compared to the Global-Assignment model (average $\kappa = 0.47$), which is limited by the noise introduced in the patches labeled from cancerous biopsies using the global label. Although similar inter-dataset $\kappa$ is obtained for max and AttMIL aggregation functions in the teacher model, the former shows most promising results for Gleason grades differentiation. In particular, AttMIL achieves an inter-dataset average F1 of 0.6360, 0.7140 and 0.6601 for GG3, GG4 and GG5, respectively. This shows the benefit of using attention mechanisms when training the teacher model, which enforces the model to focus on different patches to aggregate the instance-level predictions. Nevertheless, results shift when training the student model using the teacher model’s predictions as pseudo-labels. We can observe that the student model using max aggregation obtained and inter-dataset average $\kappa = 0.82$ and a F1 of 0.77, an improvement of 8% and 12%, respectively, compared to its corresponding teacher model. On the other hand, the student model does not show any improvement when using AttMIL as aggregation function. In the interpretation of these results, the process of label refinement between the teacher and the student models (see Section III-B) plays a fundamental role. In this process, false negative patches from positive bags are discarded during training, while false positive instances cannot be detected. These instances classified wrongly as cancerous by the teacher model are the main source of noise in the student model training. Furthermore, we observe that max-pooling aggregation results on an inter-dataset precision in the detection of cancerous instances of 0.95, whereas AttMIL aggregation obtains only 0.26. This difference can be explained by the fact that the slide-level max pooling operation in the teacher model architecture produces backpropagation of the weights for only cancerous patterns that the model classifies with high confidence. Although this phenomenon increases the number of false negative for cancerous classes, these samples are discarded during the aforementioned label-refinement process. Thus, our proposed framework using max-pooling as MIL aggregation function in the teacher model does not introduce noise during the pseudo-labeling process, which results in a better performance of the student model.

Regarding previous state-of-the-art methods for patch-level Gleason grading based on supervised training on pixel-level annotations, our proposed teacher-student model using max-aggregation compared also favorable. In the supervised method in [26], which employs a CNN trained on annotated patches from SICAP database, a consistent drop in the $\kappa$ metric was observed across the three datasets: SICAP test subset ($\kappa = 0.77$) to ARVANITI ($\kappa = 0.64$) and GERTYCH ($\kappa = 0.51$). In contrast, our weakly-supervised model obtained similar results in the three external datasets, with $\kappa = 0.83$ on SICAP, $\kappa = 0.79$ on ARVANITI and $\kappa = 0.82$ on GERTYCH. These values demonstrate that the proposed weakly supervised pipeline outperforms the methodology presented in [26], showing a higher generalization ability and requiring a weaker supervision during training. This comparison extends to other prior works using supervised learning, which reach $k$ values of 0.55/0.49 in [25] and 0.61 in [23] under different setups. The reason for superior performance of the proposed weakly-supervised strategy could be due to the bias of the annotator produced in the supervised learning scenario, which is not present when using global-labels in our pipeline. Furthermore, the difficulty of obtaining large annotated datasets with heterogeneous patterns can also reduce the performance of fully supervised learning approaches. These benefits over previously proposed methods in the literature outweigh the disadvantages of the proposed strategy. In particular, we might identify as potential limitations the large computational requirements of processing all the patches of a biopsy in each iteration during the training of the teacher model, and the need to use large datasets for correct generalization. These drawbacks, however, are an inherent characteristic of weakly supervised strategies.

Finally, we would like to highlight the limitations observed to evaluate patch-level Gleason grading models in different, heterogeneous datasets. Although similar $\kappa$ values were obtained across the three external datasets, differences can be observed when focusing on concrete figures of merit. For instance, the best results are obtained on GERTYCH dataset (average F1 of 0.82), whereas the worse results are reported on ARVANITI dataset (average F1 of 0.73). Although the overall results are similar on SICAP dataset (average F1 of 0.75), the student model performs poorly on the GG5 class (F1 of 0.60) and gives the best results on the NC class (F1 of 0.90). These differences could be related to different reasons. For instance, in each dataset the balance of the classes is not equal (see Table II). Precisely, SICAP dataset presents a larger proportion of NC patches, while the proportion of GG5 cases is lower. In addition, SICAP dataset contains patches with mixed Gleason grades, whose label is assigned by majority voting. In these cases, the CNN could be mixing the features of the different classes, thus hampering the obtained performance. Examples of these patches are presented in Figure 4.

Another limitation for Gleason grading assessment is the well-known inter-pathologist variability. Thus, specific patterns could be annotated with different Gleason grades by pathologists. This variability was quantified at patch level by Arvaniti et al. [25], obtaining a $\kappa$ of 0.65. This fact enhances the importance of testing the proposed methods across different datasets to ensure the generalization capability of the CAD systems for Gleason grading.

Fig. 4: Histology regions with mixed Gleason grades from SICAP dataset. (a): region containing benign and GG3 glands, (b): region containing GG3 and GG4 glandular structures, (c) and (d): region containing GG4 and GG5 patterns. GG: Gleason grade.

2) Biopsy-Level Scoring: Table IV reports the results obtained by the proposed approaches based on the student features, as well as those from the baseline methods (GG%). Also, results reported in previous works are indicated. Similarly, the confusion matrices of the Grade Group predictions using Student model as feature extractor

| Dataset       | GG3 | GG4 | GG5 | NC |
|---------------|-----|-----|-----|-----|
| SICAP         | 0.83| 0.79| 0.82| 0.80|
| ARVANITI      | 0.64| 0.65| 0.60| 0.90|
| GERTYCH       | 0.51| 0.55| 0.55| 0.73|

Table IV reports the results obtained by the student model using max-aggregation as aggregation function, compared to the baseline approaches.
TABLE III: Results for the patch-level Gleason grades classification performed by the different approaches on the different test cohorts. The metrics presented are the accuracy (ACC), the F1-Score (F1) and the Cohen’s quadratic kappa (κ). Furthermore, precision and sensitivity are indicated for the non-cancerous class. Bold numbers highlight the best performing method. NC: non-cancerous, GG: Gleason grade.

| Method                  | ACC       | NC  | GG3 | GG4 | GG5 | Avg. | Sensitivity | Precision |
|-------------------------|-----------|-----|-----|-----|-----|------|-------------|-----------|
| Supervised [26] (2020)  | 0.77      | -   | -   | -   | -   | -    | 0.58/0.39   | -         |
| Global Assignment       | 0.77      | -   | -   | -   | -   | -    | 0.60        | -         |
| Teacher - Max           | 0.72      | 0.78 | 0.62 | 0.21 | 0.68 | 0.71 | 0.73/0.49   | 0.74/0.49 |
| Teacher - AttMIL        | 0.72      | 0.65 | 0.54 | 0.48 | 0.61 | 0.72 | 0.72/0.49   | 0.73/0.49 |
| Student - Max           | 0.79      | 0.90 | 0.71 | 0.79 | 0.60 | 0.75 | 0.83/0.50   | 0.86/0.50 |
| Student - AttMIL        | 0.66      | 0.65 | 0.56 | 0.54 | 0.63 | 0.72 | 0.38/0.28   | 0.93/0.50 |

Other settings

SICAP

| Method                  | ACC       | NC  | GG3 | GG4 | GG5 | Avg. | Sensitivity | Precision |
|-------------------------|-----------|-----|-----|-----|-----|------|-------------|-----------|
| Supervised [26] (2020)  | 0.76      | -   | -   | -   | -   | -    | 0.57/0.39   | -         |
| Global Assignment       | 0.75      | -   | -   | -   | -   | -    | 0.58        | -         |
| Teacher - Max           | 0.72      | 0.78 | 0.62 | 0.21 | 0.68 | 0.71 | 0.73/0.49   | 0.74/0.49 |
| Teacher - AttMIL        | 0.72      | 0.65 | 0.54 | 0.48 | 0.61 | 0.72 | 0.72/0.49   | 0.73/0.49 |
| Student - Max           | 0.79      | 0.90 | 0.71 | 0.79 | 0.60 | 0.75 | 0.83/0.50   | 0.86/0.50 |
| Student - AttMIL        | 0.66      | 0.65 | 0.56 | 0.54 | 0.63 | 0.72 | 0.38/0.28   | 0.93/0.50 |

ARVANITI

| Method                  | ACC       | NC  | GG3 | GG4 | GG5 | Avg. | Sensitivity | Precision |
|-------------------------|-----------|-----|-----|-----|-----|------|-------------|-----------|
| Supervised [26] (2020)  | 0.58      | 0.60 | 0.68 | 0.49 | 0.50 | 0.61 | 0.57/0.39   | -         |
| Global Assignment       | 0.55      | 0.09 | 0.76 | 0.20 | 0.75 | 0.72 | 0.64/0.43   | -         |
| Teacher - Max           | 0.70      | 0.78 | 0.62 | 0.21 | 0.68 | 0.71 | 0.73/0.49   | 0.74/0.49 |
| Teacher - AttMIL        | 0.55      | 0.29 | 0.72 | 0.21 | 0.72 | 0.72 | 0.72/0.49   | 0.73/0.49 |
| Student - Max           | 0.72      | 0.80 | 0.75 | 0.70 | 0.74 | 0.73 | 0.73/0.49   | 0.74/0.49 |
| Student - AttMIL        | 0.63      | 0.13 | 0.68 | 0.33 | 0.54 | 0.62 | 0.40/0.28   | 0.60/0.40 |

GERTYCH

| Method                  | ACC       | NC  | GG3 | GG4 | GG5 | Avg. | Sensitivity | Precision |
|-------------------------|-----------|-----|-----|-----|-----|------|-------------|-----------|
| Supervised [26] (2020)  | 0.51      | 0.20 | 0.6 | 0.40 | 0.50 | 0.47 | 0.51/0.39   | -         |
| Global Assignment       | 0.56      | 0.14 | 0.72 | 0.20 | 0.75 | 0.72 | 0.64/0.43   | -         |
| Teacher - Max           | 0.78      | 0.60 | 0.75 | 0.75 | 0.74 | 0.72 | 0.73/0.49   | 0.74/0.49 |
| Teacher - AttMIL        | 0.60      | 0.19 | 0.69 | 0.33 | 0.54 | 0.62 | 0.40/0.28   | 0.60/0.40 |
| Student - Max           | 0.83      | 0.81 | 0.82 | 0.84 | 0.80 | 0.82 | 0.82/0.50   | 0.76/0.50 |
| Student - AttMIL        | 0.70      | 0.11 | 0.63 | 0.76 | 0.85 | 0.83 | 0.73/0.49   | 0.60/0.40 |

* Results reported on different patch size and resolutions.
** Results reported on a different (private) dataset.

![Fig. 5](image)

Fig. 5: Confusion Matrix of the patch-level Gleason grades prediction done by Student CNN on the different test cohorts. (a): SICAP; (b): ARVANITI; (c): GERTYCH.

are illustrated in Fig. [6]

Our proposed model based on aggregating patch-level features and kNN classifier outperformed previously state-of-the-art methods based on the use of the percentage of each Gleason grade in the tissue, reaching an average κ of 0.84 for both datasets. Although the results were similar for all models when testing on biopsies from the same center as in the training cohort (PANDA), the performance of neural-networks-based methods dropped on the external dataset (SICAP). The classification stage on neural networks showed overfitting to the training set characteristics in both Gleason grade percentage calculation (based on patch-level classification) and in the global score prediction using the Student model features. The non-parametric use of raw features and kNN generalized better on external datasets. The obtained results are promising, being most of the errors between adjacent classes. Moreover, the model differentiated well critical cases such as Grade Group 2 and 3, whose main difference is the balance between Gleason grade 3 and 4 in the tissue (see Fig. [6]). It is noteworthy to mention that the different results reported from other works are evaluated under different datasets and training conditions. Thus, direct comparison to those works is unfair.

The obtained results are in line with previous literature for global Gleason scoring. The proposed method is comparable against works that use strong supervision via pixel-level annotations, i.e., Arvaniti et al. [25] (κ = 0.75 for Gleason scoring) and Bulten at al. [31] (κ = 0.85 for Grade Group scoring), as well as works that use only global biopsy-level labels, i.e., Strom et al. [30] (κ = 0.91 for Grade Group scoring) and Otlora et al. [38] (κ = 0.44 for Grade Group scoring). In accordance with the observations in our work, methods based on the Gleason grades proportion in the tissue suffer a performance drop on external datasets (κ = 0.72 in Bulten et al.
TABLE IV: Results of the biopsy-level Gleason scoring in the test subsets. The metric presented is the Cohen’s quadratic kappa ($\kappa$).

| Method                  | Gleason Score | Grade Group |
|-------------------------|---------------|-------------|
|                         | Other settings |             |
| Arvaniti et al. [25] (2018) | 0.75/0.71      | -           |
| Bulten et al. [31] (2020) | -             | 0.857/0.72** |
| Strom et al. [30] (2020) | -             | 0.91*/0.85** |
| Otalora et al. [38] (2020) | -             | 0.44***     |

PANDA

| GG% + kNN | 0.7936 | 0.8152 |
| GG% + MLP | 0.8054 | 0.8259 |
| Features + Average + kNN | 0.7773 | 0.7927 |
| Features + Average + MLP | 0.7954 | 0.8245 |

SICAP

| Supervised [26] | 0.8177 | - |
| GG% + kNN | 0.5912 | 0.5221 |
| GG% + MLP | 0.4861 | 0.5082 |
| Features + Average + kNN | 0.8299 | 0.8854 |
| Features + Average + MLP | 0.5847 | 0.4421 |

* Results on test subset.
** Results reported on external datasets.
*** The used dataset does not include benign biopsies.

and $\kappa = 0.82$ in Strom et al.) Finally, we would like to highlight the difficulty of establishing comparisons among different datasets, since most of the presented results are at the level of inter-pathologist variability for Gleason scoring. Different works have quantified the inter-observer variability on kappa values of 0.71 by Arvaniti et al. [25] or ranging 0.726-0.869 by Bulten et al. [31].

Representative examples of the obtained results using the CAD system on the external SICAP dataset are presented in Fig. 6. The pixel-level heatmaps are obtained by bilinearly interpolating the patch-level predicted probabilities of the closest patches in terms of euclidean distance. Then, the class with highest probability is assigned to each pixel. This figure is organized as follows: each row constitutes a case, and the Gleason grades in the tissue are highlighted in different colors. Also, the Grade Group predicted and the ground truth are indicated.

V. CONCLUSIONS

In this work, we have proposed a novel self-learning CNN strategy to perform both Gleason grading of local cancerous patterns and global scoring of prostate WSIs using only the global Gleason score during training. Our proposed framework is composed by a novel teacher model based on max-pooling of patch-level inferences of Gleason grades able to perform local classification of Gleason grade using biopsy-level labels. Based on the output of the teacher model and a label refinement post-processing, we propose the training of a patch-level student model on a pseudo-supervised dataset. In the experimental stage, we validate the patch-level classification on three different external datasets. The student model reaches an inter-datasets average Cohen’s quadratic kappa ($\kappa$) of 0.82 and an f1-score of 0.77. Our results outperformed previous works based on supervised learning with pixel-level annotations. Moreover, the results between the different test cohorts were similar, while previous supervised methods experimented a drop in performance when testing on external test images. Our proposed weakly-supervised method generalizes better than supervised methods for local Gleason grading, due to the absence of annotator bias and the capability of being trained on large heterogeneous datasets.

Then, the features learned by the patch-level trained models were used to predict the global Grade Group via an average aggregation and a linear classification layer. The method was tested on two different datasets, reaching an average $\kappa$ of 0.84. This method was compared with the main approach in the literature for Grade Group prediction using the percentage of the different Gleason grades in the tissue. Our feature-based model showed to better generalize pathologist scoring biopsies than previous approaches.

The promising results presented in this work represent a significant advance in the literature of prostate histology. Using weakly-supervised learning it is possible to grade local patterns in gigapixel WSIs outperforming supervised methods which require laborious annotations by expert pathologists. Further research will focus on studying and improving the image-normalization process of prostate histology samples to use CAD systems in external datasets, which is a vital step for a successful generalization. Also, the proposed weakly-supervised models will be refined to decrease the number of biopsies required during training.
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