Classification of Phonological Parameters in Sign Languages
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Abstract—Signers compose sign language phonemes that enable communication by combining phonological parameters such as handshape, orientation, location, movement, and non-manual features. Linguistic research often breaks down signs into their constituent parts to study sign languages and often a lot of effort is invested into the annotation of the videos. In this work we show how a single model can be used to recognise the individual phonological parameters within sign languages with the aim of either to assist linguistic annotations or to describe the signs for the sign recognition models. We use Danish Sign Language data set ‘Ordbog over Dansk Tegnsprog’ to generate multiple data sets using pose estimation model, which are then used for training the multi-label Fast R-CNN model to support multi-label modelling. Moreover, we show that there is a significant co-dependence between the orientation and location phonological parameters in the generated data and we incorporate this co-dependence in the model to achieve better performance.

1. Introduction

Sign languages worldwide can be described using a fixed set of phonological parameters, such as a shape of the hand, extended finger orientation, relative hand location to the body, hand movement type, and non-manual features. Some research also takes into account hand arrangement, which considers location of the hands relative to one another [36], [37].

This work focuses on the data-driven modelling of phonological parameters (orientation, location, and handshape) from the raw single-camera images, leaving movement parameter modelling for the future work. We hypothesise that by explicitly introducing co-dependence among the phonological parameters, we could improve the performance of the overall model as is suggested by Awad et al. [2].

We use Danish Sign Language data set ‘Ordbog over Dansk Tegnsprog’ [39] to generate multiple data sets using pose estimation model, which are then used for training the Fast R-CNN model [18] that was modified for this work.

This research is aiming to assist linguistic studies on sign languages by providing an automated annotation tool that could be used for extracting phonological parameters from the raw videos for any sign language. In addition, correct classification of the phonological parameters could also render sign recognition models more accurate if the models rely on modelling the underlying phonemes.

1.1. Hamburg Sign Language Notation System

Hamburg Sign Language Notation System (HamNoSys) [21] is a writing system for the phonological parameters that can be applied to any sign language. In this research, HamNoSys provides a framework for categorising categories of each phonological parameter.

TABLE 1: Approximate amount of notations for every phonological parameter in HamNoSys notation system. The amount is approximate because the notation system defines combinations of potential configurations or actions for each parameter.

| Phonological Parameter | HamNoSys Phonological Parameter Sub-type | Approximate amount |
|------------------------|-----------------------------------------|--------------------|
| Handshape              | Hand shapes                             | 72                 |
| Orientation            | Extended finger directions              | 18                 |
|                        | Palm orientations                       | 8                  |
| Location               | Hand locations                          | 46                 |
|                        | Hand location sides                     | 5                  |
|                        | Hand distances                          | 5                  |
| Movement               | Hand movements                          | 7                  |
|                        | Other movements                         | 1                  |
|                        | Movement directions                      | 6                  |
|                        | Movement speeds                         | 5                  |
|                        | Movement repetitions                     | 7                  |
| Non-manuals            | Facial expression                       | 12                 |
|                        | Mouth gestures                          |                    |

Table 1 shows the approximate number for every HamNoSys sub-type. Annotation of the non-manuals is still limited as it potentially is much more complicated and subtle than other parameters. Despite the fact that the non-manual features, such as facial gestures, play an essential part in interpretation of the sign languages, HamNoSys has relatively poor notation system for them. Therefore, non-manuals will be left out for much later future work.
approaches that predict the anatomic features are trained from different sides. On one hand, data-driven algorithms that are being used [20]. The problem can be raised a noteworthy occlusion problem to the sign languages. The notation system does not require the annotator to use all the HamNoSys sub-types and the annotation is usually task-specific [21].

1.2. Report Structure

First, this paper presents the past research on the individual phonological parameters modelling. Second it describes what data was used and the generated data sets. Third, approaches to individual phonological parameter recognition are presented, while different recognition methods for the handshape parameter are compared. Fourth, the existing co-dependence between the individual parameters is calculated. Fifth, the paper presents a single approach for modelling multiple phonological parameters while sharing learned visual features and explicitly influencing each other as well as compares that method to modelling multiple parameters that were trained separately. Finally, a model with the most optimal configuration is trained to achieve the best results. The extension of this work is presented.

2. Related Work

Research in automated sign language understanding focuses on two areas, applying computer vision techniques for pose estimation and tracking [29], [31] and natural language understanding techniques for sign language modelling at the gloss level (interpretation of a sign in written language) either using n-grams [12] or neural networks more recently [30].

Recognition [29] and tracking of the body parts for the sign languages raise a noteworthy occlusion problem to the algorithms that are being used [20]. The problem can be approached from different sides. On one hand, data-driven approaches that predict the anatomic features are trained on both raw image data together with the some sensory data which is more resilient to occlusions, such as motion capture devices [23] or RGB-D sensors [31]. On the other hand, approaches that focus on tracking the occluded regions of interest improve the recognition [3], but not by a lot [14]. In our work, we use the OpenPose library [10], [11], [33], [41] for generating the datasets for our multi-label model. The library detects 2D or 3D anatomical key-points, associated with the human body, hands, face, and feet on a single image. The library provides 21 (x,y) key-points for every part of the hand, 25 key-points for the whole body skeleton, and 70 key-points for the face. The library also gives a confidence value for every (x,y) pair, but this was not considered during this work. It can also provide person tracking and can be integrated with the Unity game engine.

Multiple previous works have modelled individual phonological parameters taking Stokoe’s visual taxonomy as the basis [36]. Similar idea of modelling individual phonological parameters and constructing linguistic feature vectors has been used for recognising individual signs in [6]. Their work operates on handshape, location, and movement by modelling them as Markov chains using a single example. They only provide accuracy for the handshape classifier to be 75% for eight handshapes from the British Sign Language (BSL). They use sliding window to get the highest activation throughout the temporal dimension as a way to spot and classify individual signs during continuous signing. Cooper and Bowden [14] modelled location, movement, and hand arrangement and called them the sub-sign units. They have showed that tracking of the phonological parameters does not contribute much to the sign classification accuracy and provide location accuracy to be 31% using the AdaBoost classifier after they apply the grid on the image and see which part of the grid fires when a hand is close to some body part. Cooper et al. [15] relied on handshape, location, movement, and hand arrangement in their work on recognition of the individual signs in the BSL using the random forest model trained on the histogram of oriented gradients (HOG). They report confusion matrix for handshape without reporting the overall accuracy. The confusion table shows quite high recognition accuracy of the three out of twelve hand shapes and quite poor performance for the other three hand shapes. They also showed that location information contributes the most to the recognition of a sign while handshape has the least effect. Buehler et al. [9] resorted to movement, handshape, and orientation while matching the phonemes to find similar signs. Buehler et al. [8] used location and handshape in the multiple instance learning problem. Koller et al. [25] focuses on three data sets (Danish, New Zealand, and German Sign Languages) and sixty hand shapes. The model is a chain of the convolutional neural networks (VGG) pre-trained on the ImageNet data [34]. After fine-tuning the pre-trained model on one million cropped images of sixty different hand shapes, the model achieves 63% accuracy.

Figure 1: Example of a sign ('HAMBURG') in German Sign Language and its HamNoSys notation (Source: HamNoSys documentation)

Figure 1 shows an example of a sign ‘Hamburg’ in German Sign Language (GSL), described using the HamNoSys notation. The notation system does not require the annotator to use all the HamNoSys sub-types and the annotation is usually task-specific [21].
TABLE 2: Reported results (in %) for phonological parameters modelling in related work

| Phonological Parameter | Result (in %) | Data set |
|------------------------|--------------|----------|
| Handedness             | —            |          |
| Handshape              | 75           | (Bowden et al. [6]) |
|                        | 63           | (Koller et al. [25]) |
| Orientation            | —            |          |
| Location               | 31           | (Cooper and Bowden [14]) |

From the past research, it can be seen that different phonological parameters were used to represent signs. From the Table 2, we see that most research does not report recognition accuracy of the individual phonological parameters, rather jump directly into classifying or clustering the signs. Also, very few have reported the accuracies of their models with phonological parameters such as orientation and handedness not being modelled at all. As individual phonological parameters are executed in parallel during signing, there is a chance that they are also co-dependent. This means that when one parameter is in a certain range (e.g. hand is northbound) the co-dependent parameter can only have a limited range of possible configurations (e.g. hand is around the upper body) and vice versa. Research in sign language modelling ignores the potential this co-dependence has on the accuracy of the models. This work attempts to exploit this co-dependence for the model improvement. To the best of our knowledge, there is very little research that pays attention to relationships between phonological parameters. Awad et al. [2] comes close to what we try to achieve by sharing features among different phonological parameters, but they do not tell explicitly which parameters could benefit from the shared features.

3. Data

Danish Sign Language data set ‘Ordbog over Dansk Tegnsprog’ (OODT) data set is a digital dictionary with a web interface that allows searching for a specific sign using phonological parameters and a gloss in Danish written language.

Listing 1: One Sample from the OODT data set, containing one set (SeqNo = 1) of phonological parameters

| EntryNo | Gloss | SignVideo | Phonology |
|---------|-------|-----------|-----------|
|         | TAPPE–VIDEO | s_2542.mp4 |          |
| SeqNo   |       |            |           |
| 1       |       | <Entry>    |           |
|         |       | <EntryNo>  | 7         |
|         |       | <Gloss>    | TAPPE–VIDEO |
|         |       | <Gloss>    | Gloss     |
|         |       | <SignVideo>| s_2542.mp4 |
|         |       | <Phonology>|           |
|         |       | <Seq>      | 1         |
|         |       | <SeqNo>    | 1         |
|         |       | <SignType>| 2-hand parallel |
|         |       | <Handshape>| paedagog–hand aben |
|         |       | <HandshapeFinal>| paedagog–hand |
|         |       | <OrientationFingers>| skræt frem op |
|         |       | <OrientationPalm>| op |
|         |       | <Location>| neutral rum |
|         |       | <Movement>| ned |
|         |       | <Relation>| vred siden af |
|         |       | <Repeat>   |           |
|         |       | </Phonology> |           |
|         |       | </Entry>   |           |

Listing 1 shows a single entry from the annotation file that contains all the information about the data set. Each entry contains such information as the gloss, path to a video clip, handshape, orientation, location, and movement. It is important to note that the annotation does not have the exact timing information about when a certain phoneme is being used in a clip. Since some signs require multiple phonemes (just like the words can have multiple phonemes in spoken languages), every phoneme can have multiple sequences with different phonological parameters in every sequence. We were interested in the entries, which have a single sequence with one set of phonological parameters since we do not have a mechanism for segmenting changes in phonological parameters during the execution of a sign.

The OODT data set contains isolated videos of people signing one sign at a time without any additional content or context. Therefore, every video begins with signers being in resting position (having their hands down at the abdominal level or outside the frame) and end with the same position. Since the annotation does not provide any information about the exact timing when a certain phoneme is taking place in the video, we have to filter the generated data set to exclude the frames that are recorded while the signers are in the resting position.

Figure 2: Number of selected videos with one phoneme for each handshape for the whole OODT data set

Figure 2 shows the handshapes, which were selected based on the number of videos in the overall data set as well as the coverage of all the hand shape groups in the OODT, which are the tied hand (s-hand, 1-hand), flat hand (b-hand, b-hand tommel, c-hand, paedagog-hand), 1-finger (pege-hand), 2-fingers (2-hand, g-hand), 3-5 fingers (3-hand, 5-hand), and closed-hand (9-hand, o-hand).
3.1. Pre-processing

Pre-processing of the OODT data is done to extract frames from the raw videos, identify pose and hand information in each frame and to eliminate the frames that do not correspond to any phonemes.

![Cropped raw image](a)  ![Binary image of connected anatomical features](b)  ![Raw anatomical features (x,y) coordinates](c)  ![Distances between anatomical features (x,y) coordinates](d)

Figure 3: Generated data sets from the original OODT data grouped into images and key-points groups. Data sets from the images group corresponding to images while the key-points group contains either raw key-points, provided by the OpenPose library or the distances between the raw key-points.

Figure [3] shows the generated data sets from the original OODT data. On the top is a single frame from the original data and to its right is the output from the OpenPose library. Using this information, four data sets were generated to test which features lead to a more accurate model for handshape recognition.

First data set consists of cropped (128 × 128 pixels) raw images of each hand as seen in Figure 8a.

Second data set consists of binary image of connected anatomical features of each hand as seen in Figure 8b. The anatomical features, provided by the OpenPose library, are connected using linear regression

\[ p(x) = a_0 + a_1 x \]
\[ S_r = \sum_{i=0}^{n} |p(x_i) - y_i|^2 \]

where we try to find \( a_0 \) (where the line intersects the axis) and \( a_1 \) (the slope of the line) while minimising the sum of the square of the residuals \( S_r \) from the two data points. Later, we fill the blanks between the two points for steps \( k \), which is chosen to be 10.

Third data set consists of raw (x,y) coordinates of the anatomic features as seen in Figure 8c and as described in Table 3.

| Type     | Hand Part (x, y) |
|----------|-----------------|
| phalanx  | thumb index middle ring little |
| proximal | thumb index middle ring little |
| metacarpals | thumb index middle ring little |
| carpal   | index middle ring little |
| other    | radius trapezium |

Table 3: Third data set consists of the 21 (x,y) coordinates of the anatomic features provided by the OpenPose library.

Fourth data set consists of the 15 distances (in pixels) between the raw coordinates of the anatomic features \((x_1, y_1)\) and \((x_2, y_2)\) as seen in Figure 8d and as described in Table 4.

| From \((x_1, y_1)\) | To \((x_2, y_2)\) |
|-----------------|-----------------|
| radius          | thumb index middle ring little |
| thumb           | index middle ring little |
| index           | middle ring little |
| middle          | ring little |
| ring            | little |

Table 4: Fourth data set consists of 15 distances between \((x_1, y_1)\) and \((x_2, y_2)\) coordinates of the anatomic features provided by the OpenPose library.

To discard the frames where the signers have their hands in the resting position, we have used the hypothesis that the hand movement speed differs between the phonemes and the epentheses (hand movements between signs) [13], [42]. We have used a sliding window over a set of 3 frames and calculated the number of pixels that the centroid of the hand has moved during the frames inside the sliding window, where the centroids are the averages of all the points \( N \) provided by the OpenPose library.

\[
\text{centroid}_{right} = \left( \sum_{i=1}^{N} x_{i, right} / N, \sum_{i=1}^{N} y_{i, right} / N \right)
\]
\[
\text{centroid}_{left} = \left( \sum_{i=1}^{N} x_{i, left} / N, \sum_{i=1}^{N} y_{i, left} / N \right)
\]

Later, a rectangular bounding box over a polygon that inscribes the trajectory created by the centroids of each hand over the 3 frames was generated using a third party library[1] and the largest side of the bounding box was taken to describe the distance travelled by each hand during a window.

1. https://bitbucket.org/william_rusnack/minimumboundingbox/src/master/
Figure 4: Right hand centroid speeds (in pixels) for 3 arbitrary videos ($N \ldots N + 2$). Red dots indicate the potential start and the end of an actual sign. $m_1$ and $m_2$ indicate the slopes of the curve at consecutive frames $t_1$ and $t_2$

Figure 4 shows 3 graphs from arbitrary videos ($N \ldots N + 2$) from the data set with a sliding window of 3 frames. Every video follows a similar pattern: hands accelerate from the resting position into the signing position, then slow down during the signing and then accelerate again into the resting position. Increasing the window size results in smoother graphs, but the trend remains visible.

In order to perform video segmentation using the speed graphs ($S$) in order to separate epentheses and phonemes, we find the extrema in the graphs where there is a change in the slopes ($m_1$ and $m_2$) at consecutive times ($t_1$ and $t_2$) and discard the frames that come before the first maximum and after the last maximum

$$\text{sgn}(\frac{\partial S}{\partial t_1}) \neq \text{sgn}(\frac{\partial S}{\partial t_2})$$

After discarding the frames, all the data for every data set is split 67% / 16.5% / 16.5% for the training/validation/testing respectively. Also, the testing data is verified manually and 78% of the samples made it into the final test set.

![Figure 5](image)

Figure 5: Every generated data set split for model training, validation, and testing. The testing data set was manually verified, resulting in refined testing data set

As it can be seen from the Figure 5 after manual verification of the test data set, the $b -$hand hand shape lost more samples than any other hand shape. This is because the hand shapes and $5 -$hand, $b -$hand tommel, and $b -$hand ( görüntü ) are very similar and even the annotation of the original data had many wrong annotations in these three classes.

Since we do not have linguistic background in the sign languages and, in particular, in Danish Sign Language, every image was judged subjectively, but conservatively. In such cases when the hand in the image appeared blurry due to the motion blur or where not all the fingers of the hand were visible due to occlusions, the frames were discarded.

![Figure 6](image)

Figure 6: Number of location instances in the test set

![Figure 7](image)

Figure 7: Number of orientation instances in the test set

Similarly, location and orientation distributions have been affected after the manual verification of the test data set and can be seen in Figures 6 and 7.

4. Handshape Classification

Handshape is defined by the hand configuration, which is made out of the anatomic features, such as carpal, metacarpal, and phalanx bones. OpenPose library provides key-points for these anatomic features as described in Section 2. We used key-points to train Nearest Neighbour, Random Forest, and Feed-Forward Neural Network. We also use raw images and synthesised binary images to train Convolutional Neural Network algorithms to recognise different hand shapes.

K-Fold validation with five folds for the Nearest Neighbour, Random Forest, and Feed-Forward Neural Network
methods was used to tune the parameters and report the average prediction accuracies over all the folds. In case when a parameter has alternatives, separated by comma, the parameter in bold show the selected parameters for the best model.

### 4.1. Methodology

For every model used, we report the combination of the parameters that we tried and their results with supporting graphs in Appendix [A]

#### 4.1.1. Nearest Neighbour (k-NN)

is a clustering algorithm, where every new unseen data point is subjected to the k-nearest neighbours vote using some distance metric.

Neighbours 1, 5, 10, 15, 20

#### 4.1.2. Random Forest (RF)

trains one or more decision trees on sub-samples of the overall data and uses averaging to improve the predictive accuracy and control over-fitting. Decision tree pruning is also used to control over-fitting. Decision tree is a tree-based data structure, where every node learns a decision rule that partitions the overall decision space.

| Parameter                  | Value |
|---------------------------|-------|
| Maximum Leaf Nodes        | 100, 300, 500, 800 |
| Number of Estimators      | 5, 10, 15, 20, 25, 30 |
| Maximum Tree Depth        | 5, 10, 15, 20 |
| Minimum Samples per Leaf  | 10, 50, 100 |
| Minimum Samples per Split | 10, 50, 100 |
| Maximum Features          | 0.1 |

#### 4.1.3. Feed-Forward Neural Network (FFNN)

is a data structure with every new layer introducing more non-linearity into the decision space. The error function is reduced over the epochs using stochastic gradient descent optimisation method.

| Structure                  | Value |
|---------------------------|-------|
| CNN Filters               | 8.32  |
| CNN Kernel Size           | 3.5   |
| Dropout Rate              | 0.25  |
| Structure                 | Input – 1 × CNN – Output, Input – 3 × CNN – Output |
| Activation Function       | ReLu  |
| Learning Rate initial     | 1e – 4 |
| Cosine Annealing          | False |
| Optimiser                 | Adam  |
| \(\beta_1\)               | 0.9   |
| \(\beta_2\)               | 0.999 |
| Epochs                    | 200   |
| Batch size                | 32    |
| Validation Fraction       | 0.2   |
| Testing Fraction          | 0.2   |
| Data Augmentation         | (feature-wise) normalisation |

#### 4.1.4. Convolutional Neural Network (CNN)

is composed of one or many convolution layers. These layers contain a set of kernels (filters). Kernels are optimised during training and each kernel produces a feature map, which acts as a feature extractor for the raw images. In contrast, classical image processing used hand-engineered kernels (e.g. vertical, horizontal, gaussian, laplacian filters) to transform the raw images. However, learned kernels have shown to be more superior to classical hand-crafted kernels.

| Structure                  | Value |
|---------------------------|-------|
| CNN Filters               | 8.32  |
| CNN Kernel Size           | 3.5   |
| Dropout Rate              | 0.25  |
| Structure                 | Input – 1 × CNN – Output, Input – 3 × CNN – Output |
| Activation Function       | ReLu  |
| Learning Rate initial     | 1e – 4 |
| Cosine Annealing          | False |
| Optimiser                 | Adam  |
| \(\beta_1\)               | 0.9   |
| \(\beta_2\)               | 0.999 |
| Epochs                    | 200   |
| Batch size                | 32    |
| Validation Fraction       | 0.2   |
| Testing Fraction          | 0.2   |
| Data Augmentation         | (feature-wise) normalisation |

#### 4.1.5. Transfer Learning

is a method for pre-training a model on some data so that it can learn data-specific high-level features and then fine-tuning the same pre-trained model on the new data that may share similar features with the data that the model was pre-trained with. In the case of the Inception network [38], the model has been pre-trained on the MNIST data set by modifying the size of the input to 128 × 128 to match the hand shape data set input size. The idea behind the pre-training on the MNIST data set was to train the model to learn such features as corners and edges, which could also benefit in classification of the hand shapes on the binary data set.

In the case of the Inception network [38], the model has been pre-trained on the ImageNet data set.

The idea behind the transfer learning is to provide a useful weight initialisation, which could result in the training to begin near the local or even global minimum in the search space. This, in turn, allows for much less data to be used to reach the minimum or can result in much faster convergence.

| Structure                  | Value |
|---------------------------|-------|
| CNN Filters               | 8.32  |
| CNN Kernel Size           | 3.5   |
| Dropout Rate              | 0.25  |
| Structure                 | Simonyan and Zisserman [34] |
| Activation Function       | ReLu  |
| Learning Rate initial     | 1e – 4 |
| Cosine Annealing          | False |
| Optimiser                 | Adam  |
| \(\beta_1\)               | 0.9   |
| \(\beta_2\)               | 0.999 |
| Epochs                    | 100   |
| Batch size                | 32    |
| Validation Fraction       | 0.2   |
| Testing Fraction          | 0.2   |
| Data Augmentation         | (feature-wise) normalisation |
4.2. Results

Table 5: Combined accuracy results in % averaged over three runs on the test set of the different methods on both the images data set (Figure 5 a-b) and the key-points data set (Figure 5 c-d)

| Data                          | Method          | k-NN | RF    | FFNN | CNN | Transfer Learning |
|-------------------------------|-----------------|------|-------|------|-----|------------------|
| Cropped Raw Images            |                 | 76±0.000 | 90±0.008 |      |     |                  |
| Binary Skeleton Hand Images   |                 | 73±0.005 | 73±0.007 |      |     |                  |
| Raw Features                  |                 | 72±0.004 | 38±0.008 |      |     |                  |
| Distances Between Features    |                 | 76±0.002 | 65±0.001 |      |     |                  |

Table 5 shows the overall model performance on the test set using the best settings as described in Sections 4.1.1 4.1.5. The average results are reported with the standard deviation after the three runs.

The most accurate model is the one that is pre-trained on the ImageNet data set and fine-tuned on the cropped raw images of the hands. Surprisingly, the binary data does not perform as well as expected and pre-training the model on the MNIST data set does not improve the performance of the fine-tuned model. Models trained on the distances between the hand features data set perform better than the same models trained on the raw hand features. This is expected as the distances data is more invariant to changes and contains less features.

4.2.1. Nearest Neighbour (k-NN) number of neighbours affects the classification accuracy of both raw features and the distance features as is shown in Figure 12. With only one neighbour, we see that the model overfits as there is a big difference between the training (raw 99% and distance 99%) and the testing (raw 72% and distance 73%) accuracies.

4.2.2. Random Forest (RF) update rules and the structure affect the generalisation of the model. From Figure 13 we see that the model overfits if we allow the model to make decision nodes using very little number of samples (e.g. 10) with a big difference between the training (raw 99% and distance 97%) and the testing (raw 75% and distance 74%) accuracies. As a rule of thumb, the more estimators the model has, the better is the performance which comes at the expense of the training time (training raw 88% and distance 85% while testing raw 65% and distance 66% accuracies with 30 estimators). Tree depth (training raw 88% and distance 85% while testing raw 65% and distance 66% accuracies with 20 levels deep) and the maximum number of leaf nodes (training raw 88% and distance 85% while testing raw 65% and distance 66% accuracies with 800 leaf nodes) have the biggest impact on the accuracy of the model, applied both to the raw and distance hand features, but also contributes the most to the overfitting of the model.

Figure 16 shows the importance of the features from the data, inferred by the model. Interestingly, index and thumb fingers play an important role in distinguishing the hand shapes using either raw key-points or distances features. The fact that the thumb is an important feature in sign languages is supported by both [1], [32].

4.2.3. Feed-Forward Neural Network (FFNN) parameters impact the performance of the model. Figure 14 shows how different number of hidden layers affects the classification of both raw and distance features. Model, trained and tested on distance features performs better than the model trained and tested on the raw features and having a relatively shallow network performs better than having a deeper network (training raw 28% and distance 58% while testing raw 27% and distance 57% accuracies with one hidden layer with 100 nodes).

4.2.4. Convolutional Neural Networks (CNN) parameters affect the accuracy of the model as shown in Figure 15. Using low number of convolutions (e.g. 1) makes the model to overfit as the difference between the training and test set is relatively big (training 98% and testing 54%). If the learning rate is discounted, the model is underfitting as it does not reach the same accuracy level as the model that does not discount the learning rate (training 67% and testing 64%). All the other parameters have little affect on the accuracy of the model trained on both raw and binary images.

5. Orientation Classification

Section 4 showed that a fine-tuned model on cropped hand images performed the best as compared to other considered approaches. This section takes a look at calculation of the orientation phonological parameter. According to the HamNoSys notation system, orientation has two sub-types, namely, extended finger orientation and palm orientation as mentioned in Table 1. In this paper we only look at the extended finger orientation.

5.1. Methodology

Total of eight orientations have been used for the extended finger orientation as defined in the HamNoSys notation with each orientation having 45° movement. Despite the HamNoSys defining more orientations (e.g. towards or away from the body), having 2D data makes it difficult to estimate additional orientations.

- North  North-East
- East    South-East
- South   South-West
- West    North-West

The angle has been calculated using the inverse trigonometric function between the radius and middle finger coordinates.

\[-\pi/2 < \arctan (q_y - p_y, q_x - p_x) < \pi/2,\]

where \( q \) and \( p \) are the \((x, y)\) coordinates of radius and middle finger metacarpal bones with every orientation having \( \pi/4 \) freedom.
5.2. Results

Figure 8: Red line connects detected radius and middle finger metacarpal bones for the calculation of the extended finger orientation

From Section 2, we can see that none of the previous works modelled orientation phonological parameter. Since our geometry-based approach is dependent on the OpenPose library, the accuracy becomes the same as the accuracy of the library, which is similar to that of the depth sensors [33].

6. Location Classification

Sections 4-5 described how handshape and orientation phonological parameters are modelled. This section takes a look at the location parameter. HamNoSys notation system defines three different location sub-types, namely, hand locations, hand location sides, and hand distances as mentioned in Table 1. We focus on hand locations relative to few selected body parts.

6.1. Methodology

We have used five locations around the body as opposed to forty six, defined by the HamNoSys notation system to simplify the detection and to comply with the OpenPose library standards.

- Ears
- Eyes
- Nose
- Neck
- Shoulder
- Abdominal

In order to assign the relative hand location, a threshold has to be assigned to how far a centroid of a hand can be from the a specific body location to still be relatively close to that body part. All the distances are measured in pixels and the threshold is set to be 10% of the diagonal of the image frame which is approximately 100 pixels.

Where \( q_{m...n} \) are the \((x, y)\) position of the body parts, defined by the OpenPose library (e.g. nose, neck, shoulder, elbow, etc.) and the \( M_r...N_r \) and \( M_l...N_l \) are the Euclidean distances between the body parts and right and left hand centroids.

In order to find the body part \( B_{right} \) or \( B_{left} \) which has the smallest distance to the centroid of the right or left hand, we use

\[
B_{right} = \text{argmax}_{i} D_{i,1} \\
B_{left} = \text{argmax}_{i} D_{i,2}
\]

The distances are then compared to a threshold to determine if a hand is near a particular body part or is in the ‘neutral signing space’ anywhere around the body.

6.2. Results

Figure 9: Heatmap of the relative distances between the hand centroids and every body part. From yellow to dark blue colour symbolising long and short distance respectively

Figure 9 shows a heatmap for both hand locations relative to all the body parts, normalised by dividing the distances by the diagonal of the frame. Yellow parts, where the distance is 1.0 means that these body parts are not visible in the frame.

The accuracy of our approach depends on the OpenPose library locating the hand and body parts in an image, which corresponds to the OpenPose library accuracy, which is similar to that of the depth sensors [33].

7. Co-Dependence of Phonological Parameters

Sections 4-6 described how handshape, orientation, and location phonological parameters are modelled. This section is focusing on showing that the two individual phonological parameters are co-dependent. This means that if one phonological parameter is of a certain kind, then it is more likely for another phonological parameter to assume a specific configuration (e.g. it should be more complicated to have
a hand above the head and point downwards than pointing downwards while having a hand at the the torso level).

7.1. Methodology

\[ C_{ON,L_M} = \left( \begin{array}{ccc} O_{1,L_1} & \cdots & O_{1,L_M} \\ \vdots & \ddots & \vdots \\ O_{N,L_1} & \cdots & O_{N,L_M} \end{array} \right) \]

\[ S_{ON,L_M} = \sum C_{ON,L_M} \cap (C_{O_i,L_j} \cup \sum O_i \cup \sum L_j) \]

\[ C_{2 \times 2} = \left( \begin{array}{c} C_{O_i,L_j} \\ \sum L_j \end{array} \right) \sum O_i \cup S_{ON,L_M} \]

First, global \( C_{ON,L_M} \) contingency table counts the occurrences for both location/orientation variables for every category (e.g. North, North-East, etc. for orientation and Shoulder, Neck, etc. for location) that occur in the collected data. Second, a series of local contingency tables \( C_{2 \times 2} \) are constructed from the global \( C_{ON,L_M} \) contingency table for every category of every variable as a post-hoc step. Finally, Bonferroni-adjusted \( p \)-value was used \[5\] to check if the presence of a particular location/orientation combination \( (C_{O_i,L_j}) \) in the data set is significant as opposed to other location/orientation combinations \( (S_{ON,L_M}) \) by performing the Chi-square test of independence of variables for all the \( C_{2 \times 2} \) contingency table.

7.2. Results

Figure 10 shows the significant co-dependence among the orientation and location phonological parameters. The results indicate that it is more common in the data to encounter right hand pointing towards the western side as well as the north and the south, while it is more common for the left hand to point to the eastern side as well as the north and the south, but it is uncommon to point to the eastern side with the left hand and to the western side with the right hand. This has been pointed out by Cooper et al. \[15\] that only a subset of ‘comfortable’ combinations occurs in practice during signing.

Moreover, for the both hands it is common to point to the northern side at the upper side of the body, while it is common for the both hands to point to the southern side at the lower part of the body.

8. Multi-Label Fast Region-Based (Fast R-CNN) Convolutional Neural Network

There has already been an investigation by Awad et al. \[2\] into sharing the features between the individual phonological parameters and how this improves the model. This motivates our choice of an end-to-end model which supports sharing of the learned features among the individual phonological parameters. Moreover, we utilise the knowledge that location and orientation parameters have some co-dependence and explicitly allow one classifier affect another classifier.

8.1. Methodology

After the steps taken to classify handshape, orientation, and location phonological parameters in raw images as described in Sections \[4\]-\[6\] without using the co-dependence information as was described in Section \[7\] an overall annotation file has been generated for training of the single end-to-end multi-label model.

The advantage of the end-to-end model is that it can be trained all at once to describe different phenomena and it is expected that a single model, trained end-to-end should incorporate all the necessary features to describe these different complex phenomena \[19\].

Listing 2 shows five arbitrary instances from the generated annotation file. The first column tells the video and the frame that is being annotated, the second and the third columns tell the \( (x, y) \) origin of a bounding box that has shape \( 128 \times 128 \) pixels. Fourth to seventh columns tell the handedness, handshape, orientation, and location phonological parameter categories as motivated by the HamNoSys notation system.

Listing 2: Five samples from the generated dataset

```
videoframe x y handedness handshape orientation location
2169_0021.png 224 288 right lr_shoulder
1604_0030.png 192 320 right lr_neutral
1249_0017.png 224 256 right lr_shoulder
444_0008.png 160 416 right lr_neutral
182_0040.png 96 288 right lr_neutral
```
8.1.1. Separate&Independent is our first approach to learning multiple labels that correspond to different classifiers for phonological parameters. All the classifiers are trained independently and sequentially, starting with the handshape classifier. We selected the handshape phonological parameter to be the first one to be learned as it potentially requires very fine features for the correct classification (e.g., phalanges etc) in comparison to other phonological parameters. Once the handshape classifier is trained, all the layers before this classifier are fixed and only the top layers that correspond to classifiers of individual phonological parameters are trained later. This ensures that the features learned by the convolutional layers during the training of the handshape classifier are used by other classifiers as well. Unfortunately, there is no standard quantitative way that we are aware of showing whether the model has learned filters that focus on fine or coarse features of an image.

8.1.1.1. Separate&(location→orientation) is a variation of the first approach from Section 8.1.1 in that it has an additional connection once location classifier is trained to have an effect on the training of the orientation classifier (green arrow location→orientation in Figure 11).

8.1.1.2. Separate&(orientation→location) is the second variation of the first approach from Section 8.1.1 in that it has an additional connection once orientation classifier is trained to have an effect on the training of the location classifier (red arrow orientation→location in Figure 11).

8.1.2. Joint&Independent is our second approach where we train all the classifiers at the same time with combined loss function ($Loss_{Handshape} + Loss_{Handshape} + Loss_{Orientation} + Loss_{Location}$). In this case, the learned features have some significance for every single classifier.

8.1.2.1. Joint&(location→orientation) is the first variation of the second approach from Section 8.1.2 in that it has an additional connection once location classifier is trained to have an effect on the training of the orientation classifier (green arrow location→orientation in Figure 11).

8.1.2.2. Joint&(orientation→location) is the second variation of the second approach from Section 8.1.2 in that it has an additional connection once orientation classifier is trained to have an effect on the training of the location classifier (red arrow orientation→location in Figure 11).

8.2. Results

8.2.1. Separate&Independent results in smooth training for every phonological parameter except for the handshape classifier, which starts to overfit after the epoch 50, but then the regularisation is keeping the model from overfitting too much as it can be seen from the Figure 11. Test set accuracies correspond to 82%, 88%, 27%, and 39% for the handshape, Handedness, orientation, and location classifiers respectively.

8.2.1.1. Separate&(location→orientation) results in potentially underfitted classifier as shown in Figure 11 with accuracy of 13% on the test set for the orientation classifier.
8.2.2. Joint&Independent results in handshape classifier being underfitted as the validation curve drops down as shown in Figure 20. The training is slower as opposed to Section 8.2.1. This is understandable since in this approach a combined loss is considered as mentioned in Section 8.1.2. Test set accuracies result in 77%, 91%, 32%, and 56% for the handshape, Handedness, orientation, and location classifiers respectively.

8.2.2.1. Joint&location→orientation results in potentially underfitted classifier as can be seen in Figure 21 with 36% accuracy on the test set for the orientation classifier.

8.2.2.2. Joint&orientation→location results in potentially underfitted classifier as can be seen in Figure 22 with 56% accuracy on the test set for the location classifier.

8.2.3. Results Comparison

Table 6: Test results (in %) accuracy of the different training variations for the multi-label Fast R-CNN model on the test set

| Phonological Parameter Classifier | Separate | Joint |
|----------------------------------|----------|-------|
|                                  | Independent | location→orientation→location | Independent | location→orientation→location |
| Handshape                        | 82        | 82    |
| Handedness                       | 91        | 91    |
| Orientation                      | 27        | 32    |
| Location                         | 79        | 56    |

Table 6 shows testing results of the model that was performed on the test set after the model was trained for 100 epochs.

In many cases, different classifiers were underfitted due to the short training time. This can be observed with the handshape classifier when all the classifiers are trained simultaneously (Figure 20) and in all the cases when either orientation or location classifiers training are being affected as seen in Figures 18, 21, and 22 except for when the location classifier is affected by the orientation classifier when classifiers are trained separately (Figure 19). The difference between the result in Tables 5 and 6 (90% vs 70%) can be explained by too short training time in the latter case (100 vs 1000) and the fact that cumulative loss in the latter case would require greater improvements for the handshape classifier for every training batch to improve the overall model.

Overall, the imposed effect on either location or orientation classifiers to facilitate the found co-dependence between the phonological parameters seems to improve the accuracy of these classifiers on the test set as was expected. We can see from the Table 6 that when we add a connection between the classifiers that model phonological parameters that are dependent on each other, the performance of these classifiers improves or stays the same, but does not harm the model.

8.3. Final Multi-Label Model for Individual Phonological Parameters

Finally, observing that the extra information from a co-dependent classifier could potentially improve the performance of the model as can be seen from Table 6 we have trained the final model where orientation classifier is affected by the location classifier (green arrow orientation→location in Figure 11) and the location classifier is affected by the orientation classifier (red arrow orientation→location in Figure 11) with all the classifiers trained simultaneously. Since many classifiers were underfitted as described in Section 8.2 the final model was trained for 300 epochs and the optimal results achieved at epoch 200.

TABLE 7: Related work results compared to our final model results in % on modelling individual phonological parameters

| Phonological Parameter | Reported result | Our Final Model |
|------------------------|-----------------|-----------------|
| Handedness             | -               | 92              |
| Handshape              | 63 (Koller et al. [25]) | 87              |
| Location               | -               | 68              |
| Orientation            | 31 (Cooper and Bowden [14]) | 60              |

Table 7 shows together the results of the final model compared to the results found in literature. However, handshape results are not directly comparable, since the past work either focused on different sign languages or considered different handshapes.

Figures 23-26 shows the confusion matrices for the test set for all the classifiers in the multi-label F-RCNN model. There are very few cases of the misclassification for the handedness classifier with high recall and precision for the both hands. In the case of the handshape classifier, the b-hand tongm (b-hand with a finger to the side) is sometimes misclassified as the b-hand or 5-hand, which are the same hand shapes only without the finger to the side or with all the fingers spread out as can be seen in Figure 2 Koller et al. [25] reports similar results for the handshapes that are similar in both papers. As for the orientation classifier, we see lower recall in the cases of the south-west, south, south-east, and west orientations mostly being confused with the adjacent orientations. Finally, for the location we also see low recall for some cases. For the upper body parts, when a hand is next to the eyes the model most of the time thinks that the hand is next to the ears while if the hand is next to the nose, it is seen as if it was next to the neck. For the lower body parts, when a hand is next to the abdomen the system sees it as if it was in the neutral space.

Figure 27 shows three arbitrary frames from the test set, processed by the multi-label F-RCNN model after it was trained for 500 epochs with all the classifiers trained at the
same time and extra connections between the location and orientation classifiers to facilitate their co-dependence.

9. Conclusion

To conclude, we have shown how different methods handle classification of the handshape and found out that the transfer learning works best on the raw cropped images of the hands. We have discovered that the two phonological parameters (location and orientation) are dependent on each other that reflects the naturalness of the human motion when signing. We tried incorporating this dependency into our overall multi-label model for recognising different phonological parameters and noticed a slight improvement in the performance of the model.

9.1. Future Work

Additional label for movement phonological parameter should be added to the multi-label F-RCNN model to classify hand movement. For this label, memory has to be introduced into the model. Additionally, to improve the classification of the location phonological parameter, the output from the handedness regressor should be an input to the location classifier, which would tell the position of the hands’ bounding boxes. Despite the high accuracy of the handshape label, we require fewer labels to comply with the HamNoSys notation. Therefore, the future work will reduce the classification to a smaller set of handshapes and instead classify whether the hand shape has bent fingers and whether the hand shape has extended thumb or not.

In the future, the model will be used to feed the HamNoSys categories, collected from the output to an human-like avatar which will be able to replicate the sign based on the HamNoSys categories.
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Appendix A.

Figure 12: k-NN with different k is applied to both raw and distance hand features

Figure 13: Random forest with different parameters is applied to both raw and distance hand features

Figure 14: Feed-forward neural network is applied to both raw and distance hand features

Figure 15: Convolutional neural networks parameters affect the model accuracy
Appendix B.

Figure 17: Training and validation process of the multi-label F-RCNN model for 100 epochs with every label classifier trained separately with shared weights being fixed after the first (Handshape) classifier is trained

Figure 18: Training and validation process of the orientation classifier affected by the pre-trained location classifier (location→orientation) with every label classifier trained separately

Figure 19: Training and validation process of the location classifier affected by the pre-trained orientation classifier (orientation→location) with every label classifier trained separately

Figure 20: Training and validation process of the multi-label F-RCNN model for 100 epochs with all the labels being trained simultaneously

Figure 21: Training and validation process of the orientation classifier affected by the pre-trained location classifier (location→orientation) with every label classifier trained simultaneously

Figure 22: Training and validation process of the location classifier affected by the pre-trained orientation classifier (orientation→location) with every label classifier trained simultaneously
Appendix C.

Figure 23: Handedness Confusion Matrix on the test set using the final multi-label FRCNN model

Figure 24: Handshape Confusion Matrix on the test set using the final multi-label FRCNN model

Figure 25: Orientation Confusion Matrix on the test set using the final multi-label FRCNN model

Figure 26: Location Confusion Matrix on the test set using the final multi-label FRCNN model
Figure 27: Visualisation of the classification of three arbitrary frames from the test set using the final multi-label FRCNN model
References

[1] Jean Ann, On the relation between ease of articulation and frequency of occurrence of handshapes in two sign languages, Lingua 98 (1996), no. 1-3, 19–41.

[2] G. Awad, J. Han, and A. Sutherland, Novel boosting framework for subunit-based sign language recognition, in ICIP, Nov 2009, pp. 2729–2732.

[3] G. Awad, Junwei Han, and A. Sutherland, A unified system for segmentation and tracking of face and hands in sign language recognition, in Proceedings of the 18th International Conference on Pattern Recognition (ICPR’06), vol. 1, Aug 2006, pp. 239–242.

[4] Yoshua Bengio et al., Learning deep architectures for ai, Foundations and trends® in Machine Learning 2 (2009), no. 1, 1–127.

[5] J. Bland and Douglas G Altman, Multiple significance tests: the bonferroni method, BMJ 310 (1995), no. 6973, 170.

[6] Richard Bowden, David Windridge, Timor Kadir, Andrew Zisserman, and Michael Brady, A linguistic feature vector for the visual interpretation of sign language, in Proceedings of the 8th Eur. Conf. Comput. Vis., 2004, pp. 390–401.

[7] Leo Breiman, Random forests, Machine learning 45 (2001), no. 1, 5–32.

[8] Patrick Buehler, Mark Everingham, and Andrew Zisserman, Employing signed tv broadcasts for automated learning of British Sign Language, in Proceedings of the 4th Workshop on the Representation and Processing of Sign Languages: Corpora and Sign Language Technologies, 2010.

[9] Patrick Buehler, Andrew Zisserman, and Mark Everingham, Learning sign language by watching tv (using weakly aligned subtitles), in CVPR, 2009, pp. 2961–2968.

[10] Zhe Cao, Gines Hidalgo, Tomas Simon, Shih-En Wei, and Yaser Sheikh, OpenPose: realtime multi-person 2D pose estimation using part affinity fields, in arXiv preprint arXiv:1812.08008, 2018.

[11] Zhe Cao, Tomas Simon, Shih-En Wei, and Yaser Sheikh, Realtime multi-person 2D pose estimation using part affinity fields, in CVPR, 2017.

[12] Hardie Cate and Zeshan Hussain, Bidirectional American Sign Language to english translation, in CoRR abs/1701.02795 (2017).

[13] Ananya Choudhury, Anjan Kumar Talukdar, Manas Kamal Bhuyan, and Kandarpa Kumar Sarma, Movement epenthesis detection for continuous sign language recognition, Journal of Intelligent Systems 26 (2017), no. 3, 471–481.

[14] Helen Cooper and Richard Bowden, Large lexicon detection of sign language, in International Workshop on Human-Computer Interaction, Springer, 2007, pp. 88–97.

[15] Helen Cooper, Eng-Jon Ong, Nicolas Pugeault, and Richard Bowden, Sign language recognition using sub-units, Journal of Machine Learning Research 13 (2012), no. Jul, 2205–2231.

[16] Thomas Cover and Peter Hart, Nearest neighbor pattern classification, IEEE transactions on information theory 13 (1967), no. 1, 21–27.

[17] Jens Forster, Christoph Schmidt, Oscar Koller, Martin Bellgardt, and Hermann Ney, Extensions of the sign language recognition and translation corpus RWTH-PHOENIX-weather, in Proceedings of the 9th International Conference on Language Resources and Evaluation (LREC’14), European Language Resources Association (ELRA), May 2014, pp. 1911–1916.

[18] Ross Girshick, Jeff Donahue, Trevor Darrell, and Jitendra Malik, Rich feature hierarchies for accurate object detection and semantic segmentation, 2014.

[19] Tobias Glasmachers, Limits of end-to-end learning, arXiv preprint arXiv:1704.08305 (2017).

[20] Matilde Gonzalez, Christophe Collet, and Rémi Dubot, Head tracking and hand segmentation during hand over face occlusion in sign language, Trends and Topics in Computer Vision (Berlin, Heidelberg) (Kiriakos N. Kutulakos, ed.), Springer Berlin Heidelberg, 2012, pp. 234–243.

[21] Thomas Hanke, Hammosys-representing sign language data in language resources and language processing contexts, in Workshop proceedings of Representation and processing of sign languages (LREC 2004), 2004.

[22] Mohammed El Hassouni, Mohammed Karim, Ahmed Ben Hamida, Ahmed Ben Slima, and Basel Solaiman (eds.), 2017 international conference on advanced technologies for signal and image processing (atsip), fze, morocco, may 22-24, 2017, IEEE, 2017.

[23] Tommi Jantunen, Birgitta Burger, Danny De Weerdt, Iria Seirolla, and Tuja Wainio, Experiences from collecting motion capture data on continuous signing, in Proceedings of the 5th Workshop on the Representation and Processing of Sign Languages: Interactions Between Corpus and Lexicon, 2012.

[24] Timor Kadir, Richard Bowden, Eng-Jon Ong, and Andrew Zisserman, Minimal training, large lexicon, unconstrained sign language recognition, in BMVC, 2004.

[25] O. Koller, H. Ney, and R. Bowden, Deep hand: How to train a cnn on 1 million hand images when your data is continuous and weakly labelled, in CVPR, June 2016, pp. 3793–3802.

[26] Y. Lecun, L. Bottou, Y. Bengio, and P. Haffner, Gradient-based learning applied to document recognition, Proceedings of the IEEE 86 (1998), no. 11, 2278–2324.

[27] Yann LeCun, Bernhard E Boser, John S Denker, Donnie Henderson, Richard E Howard, Wayne E Hubbard, and Lawrence D Jackel, Handwritten digit recognition with a back-propagation network, Advances in neural information processing systems, 1990, pp. 396–404.

[28] Kian Ming Lim, Alan Wei Chiat Tan, Chin Poo Lee, and Shing Chaing Tan, Isolated sign language recognition using convolutional neural network hand modelling and hand image energy, Multimedia Tools and Applications 78 (2019), no. 14, 19917–19944.

[29] B. Mocialov, P. A. Vargas, and M. S. Couceiro, Towards the evolution of indirect communication for social robots, 2016 IEEE Symposium Series on Computational Intelligence (SSCI), Dec 2016, pp. 1–8.

[30] Boris Mocialov, Helen Hastie, and Graham Turner, Transfer learning for British Sign Language modelling, in Proceedings of the 5th Workshop on NLP for Similar Languages, Varieties and Dialects (VarDial 2018), 2018, pp. 101–110.

[31] Boris Mocialov, Graham Turner, Katrin S. Lohan, and Helen Hastie, Towards continuous sign language recognition with deep learning, 2017.

[32] Stina Ojala, Tapio Salakoski, and Olli Aaltonen, Coarticulation in sign and speech, NODALIDA 2009 workshop Multimodal Communication–from Human Behaviour to Computational Models, 2009, p. 21.

[33] Tomas Simon, Hanhyul Joo, Iain Matthews, and Yaser Sheikh, Hand keypoint detection in single images using multiview bootstrapping, in CVPR, 2017.

[34] Karen Simonyan and Andrew Zisserman, Very deep convolutional networks for large-scale image recognition, 2014.

[35] Han Sloetjes and Peter Wittenburg, Annotation by category-elanto and iso docr, in 6th international Conference on Language Resources and Evaluation (LREC 2008), 2008.

[36] William C Stokoe Jr, Sign language structure: An outline of the visual communication systems of the american deaf, Journal of deaf studies and deaf education 10 (2005), no. 1, 3–37.

[37] Rachel Sutton-Spence and Bencie Woll, The linguistics of British Sign Language: An introduction, Cambridge University Press, 1999.
[38] Christian Szegedy, Vincent Vanhoucke, Sergey Ioffe, Jonathon Shlens, and Zbigniew Wojna, *Rethinking the inception architecture for computer vision*, CoRR abs/1512.00567 (2015).

[39] Thomas Troelsgård and Jette Hedegaard Kristoffersen, *An electronic dictionary of danish sign language*, in TISLR, 2006.

[40] Ulrich Von Agris, Moritz Knorr, and Karl-Friedrich Kraiss, *The significance of facial features for automatic sign language recognition*, in Proceedings of the 8th IEEE International Conference on Automatic Face & Gesture Recognition, IEEE, 2008, pp. 1–6.

[41] Shih-En Wei, Varun Ramakrishna, Takeo Kanade, and Yaser Sheikh, *Convolutional pose machines*, in CVPR, 2016.

[42] Yuta Yasugahira, Yasuo Horiuchi, and Shingo Kuroiwa, *Analysis of hand movement variation related to speed in Japanese Sign Language*, in Proceedings of the 3rd International Universal Communication Symposium, ACM, 2009, pp. 331–334.