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Abstract

In this paper, we study the global existence and asymptotic behavior of classical solutions near vacuum for the initial-boundary value problem modeling isentropic supersonic flows through divergent ducts. The governing equations are the compressible Euler equations with a small parameter, which can be written as a hyperbolic system in terms of the Riemann invariants with a non-dissipative source. We provide a new result for the global existence of classical solutions to initial-boundary value problems of non-dissipative hyperbolic balance laws without the assumption of small data. The work is based on the local existence, the maximum principle, and the uniform a priori estimates obtained by the generalized Lax transformations. The asymptotic behavior of classical solutions is also shown by studying the behavior of Riemann invariants along each characteristic curve and vertical line. The results can be applied to the spherically symmetric solutions to \(N\)-dimensional compressible Euler equations. Numerical simulations are provided to support our theoretical results.
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1 Introduction

In this paper, we study the classical solution near vacuum to the initial-boundary value problem for the one-dimensional isentropic supersonic flow through a divergent duct, which can be modeled as the following initial-boundary value problem for compressible Euler equations with a small parameter \(0 < \eta < 1\):

\[
\begin{align*}
\left( \eta \rho \right)_t + \left( \eta \rho v \right)_x &= -\frac{a'(x)}{a(x)} \eta \rho v, & x \in \bar{I}, & t > 0, \\
\eta \rho (v_t + vv_x) + \left( P(\rho) \right)_x &= 0, & x \in \bar{I}, & t > 0, \\
\rho(x, 0) &= \eta \rho_0(x), & v(x, 0) &= v_0(x), & x \in I, \\
\rho(x_B, t) &= \eta \rho_B(t), & v(x_B, t) &= v_B(t), & t \geq 0,
\end{align*}
\]

(1.1)
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where $I$ is an interval representing either $[x_B, x_C]$ or $(x_B, x_C)$, $\hat{I}$ denotes the interior of $I$, $\rho_0$ is the density of gas, $v$ is the velocity, $a = a(x) \in C^2(\hat{I})$ is the cross-sectional area of a duct, and $P$ is the pressure of gas satisfying the $\gamma$-law: $P(\rho) = \rho^\gamma$, $1 < \gamma < 3$. We say the flow is supersonic if $|v| > \sqrt{P(\rho_0)}$. In addition, we assume that $a(x) > 0$ and $a'(x) \geq 0$ for all $x \in I$. Following [2], we define the new parameter

$$
\nu := \frac{\gamma}{\gamma - 1} \eta^\gamma - 1.
$$

Then using the rescaling

$$
\rho_\eta(x, t) = \left( \frac{\gamma - 1}{\gamma} \nu \right) \frac{1}{\nu} \rho(x, t),
$$

(1.2)

problem (1.1) can be reformulated as the following:

$$
\begin{align*}
\rho_t + (\rho v)_x &= -\frac{a'(x)}{a(x)} \rho v, & x \in \hat{I}, & t > 0, \\
v_t + \left( \frac{v^2}{2} + \nu \rho^\gamma - 1 \right) x &= 0, & x \in \hat{I}, & t > 0, \\
\rho(x, 0) &= \rho_0(x), & v(x, 0) &= v_0(x), & x \in I, \\
\rho(x_B, t) &= \rho_B(t), & v(x_B, t) &= v_B(t), & t \geq 0.
\end{align*}
$$

(1.3)

The purpose of the paper is twofold. One is to establish the global existence of the classical solution near vacuum ($0 < \eta < 1$) to problem (1.1) or, equivalently, the global existence of the classical solution to problem (1.2), and apply these results to the initial-boundary value problem of compressible Euler equations in $N$-dimensional spherically symmetric space-times. The other is to obtain the asymptotic behavior of the classical solution along each characteristic curve and vertical line.

We recall some previous results related to the global classical solutions or the singularity formation to hyperbolic systems of conservation or balance laws. The global existence of classical solutions of the Cauchy problem for $2 \times 2$ conservation laws can be seen in the Li’s book [15], or in the earlier paper [30] written by Yamaguti and Nishida. The system in [15] or [30] was written as a canonical system with the small norm of initial data, $H_{\infty}$, and the uniform a priori estimate for the solution. The transformation introduced by Lax [13] was used to transform the equations for the first derivatives of Riemann invariants into the Riccati equations. To the dissipative system

$$
u_t + \Lambda(x, t, u) u_x + g(x, t, u) = 0,
$$

(1.4)

where $\Lambda(x, t, u)$ is the diagonal $n \times n$ matrix and $g(x, t, u)$ satisfies the dissipative condition, the global existence of classical solutions was established by Li and Qin [16] when $\Lambda(x, t, u) = \Lambda(u)$ and $g(x, t, u) = g(u)$. The result was obtained under the assumption that the $C^1$ norm of the initial data is small. In [9], under the smallness of the $C^1$ norm of initial data, Hsiao and Li extended the global existence result to the dissipative system whose $\Lambda(x, t, u) u_x$ is replaced by $f(u) u_x$ and $g(x, t, u) = g(u)$. In [32], Yang, Zhu, and Zhao studied the global classical solution of (1.4) when the $C^0$ norm of the initial data is small. The global existence result to the damping $p$-system with the small $C^0$ norm of initial data were obtained by Wang and Li [28]. In [11], Jiang, Li, and Ruan considered an initial-boundary value problem with nonlinear damping and the null Dirichlet boundary condition. The global classical solution was obtained if the $C^0$ norm of the first derivative of initial data is small. Yang, Yang, and Zhu in [33] studied the axisymmetric and spherically symmetric solutions to the multi-dimensional compressible Euler equations, which can be reformulated as a $2 \times 2$ hyperbolic system of balance laws with damping. They established the global existence of classical solutions when the damping is strong enough. To the systems with relaxation, the global classical solution of the Cauchy problem was obtained by Zhu [34] and Yang and Zhu [31] under the different assumptions of small data. In [18], Li and Liu obtained the critical thresholds of a relaxation model by providing the conditions for the global regularity or finite-time singularity of solutions. The critical thresholds
of pressureless Euler-Poisson equations was first given by Engelberg, Liu, and Tadmor [7], and recently studied by Bhatnagar and Liu [1]. To the related topics on Euler-Poisson equations, we refer the readers to the papers by Luo and Smoller [23] or Luo, Xin, and Zeng [24]. To the steady states of multi-dimensional compressible Euler equations, we refer the readers to articles by Wang and Xin [29].

The global classical solutions of compressible Euler equations with general pressure laws in Lagrangian coordinate satisfy the $3 \times 3$ system

$$\begin{cases} v_t - u_x = 0, \\ u_t + p(v, s)_x = 0, \\ s_t = 0, \end{cases} \quad (1.5)$$

where $s$ is the entropy and $p(v, s) = kv^{-\gamma} \exp(s/c)$ for some positive constant $k$. Since $s = s(x)$, system (1.5) can be rewritten as

$$\begin{cases} v_t - u_x = 0, \\ u_t + P(v, x)_x = 0 \end{cases} \quad (1.6)$$

for some function $P$. The global existence of classical solutions to an initial-boundary value problem of (1.5) was established by Lin, Liu, and Yang [19] under some restrictions on the initial and boundary data. To the Cauchy problem for system (1.6) with a more general function $P$, Chen and Young [4] studied the mechanism of a singularity formation and the life span of the classical solutions. Chen, Pan, and Zhu in [3] also studied the singularity formation for compressible Euler equations. These results were extended to some related systems by Chen, Young, and Zhang [5], such as MHD equations and compressible Euler equations for the fluid in variable area ducts. To the subject of fluid near vacuum (or containing vacuum), we refer the readers to [2, 14, 21, 22]. To the weak solutions of hyperbolic conservation laws, we refer the readers to [6, 8, 10, 14, 20, 25, 26, 27].

The above results give a significant contribution to the global existence of classical solutions, the singularity formation of solutions, and the critical thresholds for either hyperbolic dissipative (damping) or relaxation systems. The smallness conditions on the initial or boundary data were given in most of these results. However, these results cannot be applied to our problem by the following facts. First, the $C^0$ and $C^1$ norms of the initial data in this paper can be large, which conflicts to their assumptions. Moreover, in some papers dealing with the compressible Euler equations in Lagrangian coordinates, they gave the assumptions on the smallness of $C^0$ or $C^1$ norms. It implies that the density is away from vacuum, which is different from our concern on the near-vacuum solutions. Second, our system given in (2.4) is not dissipative, and the source terms of the system do not have the relaxation effect. It makes this problem much difficult when we use the uniform a priori estimates to obtain the uniform $C^1$ norms of solutions. We note that, by letting the new unknown $\tilde{\rho} := a\rho$, equations in (1.3) can be written as the following system without the source term

$$\begin{cases} \tilde{\rho}_t + (\tilde{\rho} v)_x = 0, \\ v_t + \left(\frac{1}{2}v^2 + a^{1-\gamma}\tilde{\rho}^{\gamma-1}\right)_x = 0. \end{cases} \quad (1.7)$$

The shock formation of (1.7) was studied in [5], but there are very limited results related to the global existence of classical solutions to (1.7). The goal of this paper is to give a new result on the global existence of the classical solution near vacuum to problem (1.1) without small data of Riemann invariants, and study its asymptotic behavior.

In this paper, we write the first equation of (1.1) (or, equivalently, (1.3)) describing the conservation of mass as a hyperbolic equation with the source term. In order to obtain the global existence of the classical solution for problem (1.3), we rewrite it as problem (2.4) in terms of Riemann invariants $S$ and $R$ defined by

$$S(U) = v - 2\sqrt{\frac{\nu}{\gamma - 1}}\rho^{\frac{\gamma-1}{2}} \quad \text{and} \quad R(U) = v + 2\sqrt{\frac{\nu}{\gamma - 1}}\rho^{\frac{\gamma-1}{2}}, \quad (1.8)$$
where \( U := [\rho, v]^T \) is the solution of initial-boundary value problem (1.3). The work is based on the local existence, the maximum principle, and the uniform a priori estimates obtained by the generalized Lax transformations. With the aid of [17], we establish the local existence of classical solutions of problem (2.4). Furthermore, we find that \( S \) is increasing along the first characteristic field and \( R \) is decreasing along the second characteristic field. This leads to the maximum principle so that we have the uniform \( C^0 \) norms of \( S \) and \( R \). To obtain the uniform \( C^1 \) norms of \( S \) and \( R \), we provide a new version of uniform a priori estimates as follows. We use the generalized Lax transformations
\[
Y = e^h S_x + Q_1 \quad \text{and} \quad Z = e^h R_x + Q_2,
\]
where \( h = h(S, R) \), \( Q_1 = Q_1(S, R) \), and \( Q_2(S, R) \) are given in Subsection 2.2, and introduce a variable \( \xi := (R/S) - 1 > 0 \) to transform the equations of \( S_x \) and \( R_x \) along the first and second characteristic curves, respectively, into two Riccati equations
\[
\dot{Y} = (Y_t + \lambda_1 Y_x) = AY^2 + BY + C \quad \text{and} \quad \dot{Z} = (Z_t + \lambda_2 Z_x) = \hat{A}Z^2 + \hat{B}Z + \hat{C},
\]
where \( A(= \hat{A}) < 0 \), \( \hat{B} = B + O(\xi) \), and \( \hat{A}C = AC + O(\xi) \). It means that the equation of \( Z \) can be regarded as a perturbed equation of \( Y \) when \( \xi \) is sufficiently small. Consequently, when we have a suitable upper and lower bound for \( Y \), another suitable upper and lower bound for \( Z \) can also be obtained if \( \xi \) is sufficiently small. For the equation of \( Y \), we impose condition (5.6) of \( k(x) \), which is the restriction to the shape of the duct, such that \( C \geq 0 \). In this case, the equation of \( Y \) can be written as
\[
\dot{Y} = A(Y - Y_1(t))(Y - Y_2(t))
\]
for some \( Y_1(t) \leq 0 \leq Y_2(t) \). There is an important information from Lemma 2.4 that, since \( Y_2(t) \) may not be bounded, we give a more precise upper bound of \( \dot{Y}(t) \) depending on the integral of \( A(Y_2 - Y_1)^2 \), but not the supremum of \( Y_2(t) \). Following from the generalized Lax transformation, we obtain in Theorem 3.6 that the bound of \( S_x \) is controlled by the terms given in inequality (3.18). Each of these terms can be carefully treated by the maximum principle and the behavior of \( S \) and \( R \) along the characteristic curves, which implies that the upper bound of \( S_x \) is independent of time. Similar arguments also yield a time-independent bound of \( R_x \). Therefore, the global existence of the classical solution to problem (2.4) is established if initial-boundary data of \( S \), \( R \), and \( k(x) \) satisfy a set of conditions listed in Theorem 3.6. Finally, writing \( \rho_0 \) and \( v \) in (1.1) as the functions of \( S \) and \( R \), we can easily obtain the global existence of the classical solution to problem (1.1). To the asymptotic behavior of solutions, we can show by the proof of Theorem 3.6 that the inequalities for the initial-boundary data of \( S \) and \( R \) are preserved for all \((x, t) \in I \times [0, \infty)\). In particular, we have the key inequalities:
\[
\max \left\{ S_1(x, t), R_1(x, t) \right\} \leq 0 \leq \min \left\{ S_x(x, t), R_x(x, t) \right\}
\]
for all \((x, t) \in I \times [0, \infty)\). Then, for any fixed \( x \in I \), Riemann invariants \( S(x, t), R(x, t) \) and velocity \( v(x, t) \) decrease to 0, and density \( \rho_0(x, t) \) tends to 0 as \( t \to \infty \). The convergence rates of \( S(x, t), R(x, t), v(x, t) \) and \( \rho_0^{(\gamma-1)/2}(x, t) \) are \( O(1/t) \) as \( t \to \infty \). In addition, if \( k(x_a) > 0 \) for some \( x_a \in I \), then all the convergences are uniform on \([x, x_a])\). We also prove that \( S \) is increasing, and \( R, \xi \) are decreasing along all characteristic curves. In particular, given a characteristic curve \( \Gamma, \xi \to 0 \) along \( \Gamma \) if, and only if, \( \rho_0 \to 0 \) along \( \Gamma \).

The paper is organized as follows. In Section 2, we give the local existence of classical solutions to problem (2.4), the maximum principle, and Riccati equations derived by the generalized Lax transformations. In Section 3, we establish the global existence of classical solutions to problem (2.4) and the asymptotic behavior of classical solutions. As an application, the results can be applied to the spherically symmetric solutions to \( N \)-dimensional compressible Euler equations. Finally, some numerical experiments are presented in Section 4 to support our theoretical results.
2 Local existence, maximum principle, and Riccati equations for Riemann invariants.

2.1 Local existence and maximum principle.

In this section, we start by studying the solution $U := [\rho, v]^T$ of the initial-boundary value problem \( (2.4) \) in terms of the Riemann invariants $R$ and $S$ defined in \( (1.8) \). In view of \( (1.8) \), it is clear to obtain that

\[
\rho = \left( \frac{\gamma - 1}{16\nu} \right)^{\frac{1}{\gamma - 1}} (R - S)^{\frac{\gamma - 1}{\gamma}} \quad \text{and} \quad v = \frac{S + R}{2}.
\]

Hence $S < R$ if, and only if, $\rho > 0$. The eigenvalues of the Jacobian matrix of the flux of equations in \( (1.3) \) are

\[
\lambda_1(U) = v - \sqrt{\nu(\gamma - 1)\rho} \quad \text{and} \quad \lambda_2(U) = v + \sqrt{\nu(\gamma - 1)\rho}.
\]

The gas flow is supersonic in $\Omega$ if $\lambda_1(U) > 0$ or $\lambda_2(U) < 0$ for all $U \in \Omega$. We obtain from \( (1.8) \) and \( (2.2) \) that

\[
\lambda_1 = \frac{\gamma + 1}{4} S + \frac{3 - \gamma}{4} R \quad \text{and} \quad \lambda_2 = \frac{3 - \gamma}{4} S + \frac{\gamma + 1}{4} R.
\]

As a result, if $S > 0$, then $R > 0$ and hence $\lambda_1 > 0$ by \( (2.3) \) and $1 < \gamma < 3$. In other words, the gas flow is supersonic if $S > 0$.

For simplicity, we let $\lambda_1(x, t), \lambda_2(x, t) S(x, t)$, and $R(x, t)$ denote $\lambda_1(U(x, t)), \lambda_2(U(x, t))$, $R(U(x, t))$, and $S(U(x, t))$, respectively. A direct calculation shows that problem \( (1.3) \) becomes

\[
\begin{align*}
S_t(x, t) + \lambda_1(x, t) S_x(x, t) &= g, \quad x \in I, \quad t > 0, \\
R_t(x, t) + \lambda_2(x, t) R_x(x, t) &= -g, \quad x \in I, \quad t > 0, \\
S(x, 0) &= S_0(x), \quad R(x, 0) = R_0(x), \quad x \in I, \\
S(x_B, t) &= S_B(t), \quad R(x_B, t) = R_B(t), \quad t \geq 0,
\end{align*}
\]

where

\[
g = g(x, S, R) = \frac{\gamma - 1}{8} \frac{a'(x)}{a(x)} (R^2 - S^2).
\]

We assume that the cross-sectional area of a duct $a(x)$ is a $C^2$ function satisfying $a > 0$ and $a' \geq 0$ on $I$, and then define

\[
k(x) := \frac{a'(x)}{a(x)}
\]

so that $k(x) \geq 0$ is a $C^1$ function on $I$. This and $S \leq R$ imply that the function $g$ in \( (2.5) \) is nonnegative. Consequently, equations in \( (2.4) \) tell us that $S(x, t)$ is increasing along the first characteristic curves

\[
\Gamma^1 : \frac{dx}{dt} = \lambda_1(S(x, t), R(x, t)),
\]

and $R(x, t)$ is decreasing along the second characteristic curves

\[
\Gamma^2 : \frac{dx}{dt} = \lambda_2(S(x, t), R(x, t)).
\]

The monotone property of the Riemann invariant $S$ (resp., $R$) along the first (resp., second) characteristic curves results in the maximum principle. Before giving the maximum principle, we first apply the work of Li and Yu in \( [17] \) to establish the local existence and uniqueness theorem to initial-boundary value problem \( (2.4) \).
Theorem 2.1 (17). Suppose that \( k(x) \geq 0 \), \( S_0(x) \), and \( R_0(x) \) are \( C^1 \) functions defined on \( I \) with bounded \( C^1 \) norms and that \( S_B(t) \) and \( R_B(t) \) are \( C^1 \) functions defined on \([0, T]\) with bounded \( C^1 \) norms. Suppose also that \( S_0(x_B) = S_B(0), \) \( R_0(x_B) = R_B(0), \) and

\[
S_B'(0) + \left( \frac{\gamma + 1}{4} S_0(x_B) + \frac{3 - \gamma}{4} R_0(x_B) \right) S_0(x_B) = \frac{\gamma - 1}{8} k(x_B) \left( R_B^2(x_B) - S_B^2(x_B) \right),
\]

\[
R_B'(0) + \left( \frac{\gamma + 1}{4} S_0(x_B) + \frac{3 - \gamma}{4} R_0(x_B) \right) R_B(x_B) = -\frac{\gamma - 1}{8} k(x_B) \left( R_B^2(x_B) - S_B^2(x_B) \right).
\]

Then there exists a positive number \( T' \leq T \) such that (2.4) admits a unique \( C^1 \) solution on \( I \times [0, T'] \), where \( T' \) depends only on the \( C^1 \) norms of \( k, S_0, R_0, S_B, \) and \( R_B \).

The following property addresses the maximum principle which is helpful to obtain the uniform \( C^0 \) norms of Riemann invariants \( S \) and \( R \).

Lemma 2.2. Suppose that \( k(x) \geq 0 \) on \( I \), \( 0 < S_0(x) < R_0(x) \) on \( I \), and \( 0 < S_B(t) < R_B(t) \) on \([0, T]\). If (2.4) admits a unique \( C^1 \) solution on \( I \times [0, T] \) and

\[
M := \max \left\{ \sup_{x \in I} R_0(x), \sup_{t \in [0, T]} R_B(t) \right\} < \infty,
\]

then

\[
0 < S(x, t) < R(x, t) \leq M \quad \text{for all} \quad (x, t) \in I \times [0, T].
\]

Proof. Since \( S(x, t) \) is increasing along the first characteristic curves and \( R(x, t) \) is decreasing along the second characteristic curves, it is sufficient to prove that \( S(x, t) < R(x, t) \) on \( I \times [0, T] \) or, equivalently, \( \rho(x, t) > 0 \) on \( I \times [0, T] \). By (1.5) and our assumptions, it is obvious that \( \rho(x, 0) > 0 \) for all \( x \in I \) and \( \rho(x_B, t) > 0 \) for all \( t \in [0, T] \).

If problem (2.4) admits a \( C^1 \) solution on \( I \times [0, T] \), then \( v_x \) is continuous on \( I \times [0, T] \) based on the fact that \( v = (S + R)/2 \) given in (2.1). We observe that the first equation in problem (2.4) can be written as

\[
(a p)_x + v (ap)_x + (ap) v_x = 0.
\]  
(2.9)

Along the characteristic curves \( \Gamma : dx/dt = v(x, t) \), equation (2.9) becomes

\[
\frac{d}{dt} \left( \mu(t) a(x(t)) \rho(x(t), t) \right) = 0,
\]  
(2.10)

where

\[
\mu(t) = \exp \left( \int_{t_0}^{t} v_x(s, s) \, ds \right) > 0
\]

if \( \Gamma \) emanates from \((x_0, t_0)\). Solving equation (2.10) shows

\[
\rho(x, t) = \frac{\mu(t_0)}{\mu(t)} a(x_0) a(x(t)) \rho(x_0, t_0).
\]  
(2.11)

For any given \((x^*, t^*) \in I \times [0, T]\), there exists a unique characteristic curve \( \Gamma \) that emanates from some point \((x_{0}^*, t_{0}^*)\) and passes through \((x^*, t^*)\). All the possibilities of \((x_{0}^*, t_{0}^*)\) are divided into two cases: \( t_{0}^* = 0 \) or \( x_{0}^* = x_B \). If \( t_{0}^* = 0 \), then it follows from \( \rho(x, 0) > 0 \) and \( a(x) > 0 \) for all \( x \in I \) that (2.11) says \( \rho(x^*, t^*) > 0 \). If \( x_{0}^* = x_B \), applying similar arguments to \( x_{0}^* = x_B \) yields that \( \rho(x^*, t^*) \) never vanishes. This completes the proof.

Under the assumptions of Lemma 2.2 it follows easily from (2.4) that the wave speed \( \lambda_1 > 0 \) and hence the gas flow is supersonic.
With the assistance of Theorem 2.1 in order to obtain the unique global classical solution for (2.4), we need only to get the following uniform a priori estimates. That is, for any fixed \( T > 0 \), if (2.4) admits a unique \( C^1 \) solution on \( I \times [0, T] \), then the \( C^0 \) norms of \( S, R, S_x, \) and \( R_x \) have upper bounds independent of \( T \). Due to Lemma 2.2 it remains to show that the \( C^0 \) norms of \( S_x \) and \( R_x \) have upper bounds independent of \( T \). To this end, we will derive two Riccati equations from (2.4) in the next subsection and then study the solutions of the Riccati equations in Section 3.

2.2 Riccati equations.

According to Lemma 2.2 we see that, if (2.4) admits a unique \( C^1 \) solution on \( I \times [0, T] \), then \( R - S > 0 \) on \( I \times [0, T] \). Thus, \( 1/(R - S) \) and \( \ln(R - S) \) are well-defined, which will be used in the following discussion. We now derive the Riccati equations from (2.4) by the generalized Lax transformations:

\[
Y = e^h S_x + Q_1 \quad \text{and} \quad Z = e^h R_x + Q_2,
\]

(2.12)

where \( h = h(S, R), \) \( Q_1 = Q_1(S, R), \) and \( Q_2 = Q_2(S, R) \). Then \( Y \) and \( Z \) satisfy

\[
Y_t + \lambda_1 Y_x = AY^2 + BY + C + DZ + EYZ \quad \text{and} \quad Z_t + \lambda_2 Z_x = \tilde{A}Z^2 + \tilde{B}Z + \tilde{C} + \tilde{D}Y + \tilde{E}YZ,
\]

respectively, where

\[
D = \frac{\gamma - 1}{4} kR + \frac{3 - \gamma}{4} e^{-h} Q_1 + \frac{\gamma - 1}{2} e^{-h}(R - S)Q_1 \frac{\partial h}{\partial R} - \frac{\gamma - 1}{2} e^{-h}(R - S) \frac{\partial Q_1}{\partial R},
\]

\[
E = -\frac{3 - \gamma}{4} e^{-h} - \frac{\gamma - 1}{2} e^{-h}(R - S) \frac{\partial h}{\partial R},
\]

\[
\hat{D} = \frac{\gamma - 1}{4} kS + \frac{3 - \gamma}{4} e^{-h} Q_2 - \frac{\gamma - 1}{2} e^{-h}(R - S)Q_2 \frac{\partial h}{\partial S} + \frac{\gamma - 1}{2} e^{-h}(R - S) \frac{\partial Q_2}{\partial S},
\]

\[
\hat{E} = -\frac{3 - \gamma}{4} e^{-h} + \frac{\gamma - 1}{2} e^{-h}(R - S) \frac{\partial h}{\partial S},
\]

and the other coefficients will be presented after solving \( h, Q_1, \) and \( Q_2 \) by letting \( D = E = \hat{D} = \hat{E} = 0 \).

Let \( \mathcal{E} = \hat{\mathcal{E}} = 0 \). Then we get that

\[
h = b \ln(R - S), \quad b := -\frac{3 - \gamma}{2(\gamma - 1)}.
\]

(2.13)

Since \( 1 < \gamma < 3 \), we have \( b < 0 \). Using (2.13) and setting \( D = \hat{D} = 0 \) yield that, if \( b \neq -1 \), then

\[
Q_1 = k \frac{2b}{b + 1} S(R - S)^b + \frac{k}{2(b + 1)} (R - S)^{b + 1} + G_1(S),
\]

\[
Q_2 = k \frac{2b}{b + 1} R(R - S)^b - \frac{k}{2(b + 1)} (R - S)^{b + 1} + G_2(R),
\]

(2.14)

for some functions \( G_1(S) \) and \( G_2(R) \); if \( b = -1 \), then

\[
Q_1 = -\frac{k}{2} S(R - S)^{-1} + \frac{k}{2} \ln(R - S) + H_1(S),
\]

\[
Q_2 = -\frac{k}{2} R(R - S)^{-1} - \frac{k}{2} \ln(R - S) + H_2(R),
\]

for some functions \( H_1(S) \) and \( H_2(R) \). In the near-vacuum case, \( G_1, G_2, H_1, \) and \( H_2 \) are small compared to the other terms of \( Q_1 \) and \( Q_2 \) and hence they can be ignored.
We let $b \neq -1$ and define
\[
C_{1}(S, R, k, k', b) := \frac{k^2}{8b^2(b+1)^2(1-2b)} \left( b(1-b)^2R^2 + 2b^2(2b^2 + 3b - 2)RS + (b^3 + 2b^2 + 3b - 2)S^2 \right) \\
+ \frac{k'}{4b(b+1)(1-2b)} \left( b(1-b)^2R^2 - 2b^2RS + (2 - 3b - b^2)S^2 \right),
\]
\[
\hat{C}_{1}(S, R, k, k', b) := \frac{k^2}{8b^2(b+1)^2(1-2b)} \left( b(1-b)^2S^2 + 2b^2(2b^2 + 3b - 2)RS + (b^3 + 2b^2 + 3b - 2)R^2 \right) \\
+ \frac{k'}{4b(b+1)(1-2b)} \left( b(1-b)^2S^2 - 2b^2RS + (2 - 3b - b^2)R^2 \right),
\]
\[
C_{1}(S, R, k, k', -1) := \frac{k^2}{24} \left( -2R(R-S)\ln(R-S) + 8S(R-S)\ln(R-S) - 4(R-S)^2(\ln(R-S))^2 \\
- 3R^2 - 3S^2 \right) + \frac{k'}{24} \left( 2R^2 - S^2 \right) - (4R + 8S)(S - (R-S)\ln(R-S)) \right),
\]
\[
\hat{C}_{1}(S, R, k, k', -1) := \frac{k^2}{24} \left( 2S(R-S)\ln(R-S) - 8S(R-S)\ln(R-S) - 4(R-S)^2(\ln(R-S))^2 \\
- 3S^2 - 3R^2 \right) + \frac{k'}{24} \left( 2R^2 - S^2 \right) - (4S + 8R)(R + (R-S)\ln(R-S)) \right).
\]

Then along the first characteristic curves $\Gamma^1$, $Y$ satisfies the following Riccati equation:
\[
\frac{d}{dt} Y = \mathcal{A}Y^2 + \mathcal{B}Y + \mathcal{C},
\]
where when $b \neq -1$,
\[
\mathcal{A} = -\frac{1-b}{1-2b}(R-S)^{-b}, \\
\mathcal{B} = -\frac{k}{2b(b+1)(1-2b)} \left( b(2b^2 + 3b - 2)R + (b^3 + 2b^2 + 3b - 2)S \right), \tag{2.17}
\]
\[
\mathcal{C} = (R-S)^{k}C_{1}(S, R, k, k', b),
\]
and when $b = -1$,
\[
\mathcal{A} = -\frac{2}{3}(R-S), \\
\mathcal{B} = \frac{k}{6} \left( R - 4S + 4(R-S)\ln(R-S) \right), \\
\mathcal{C} = (R-S)^{-1}C_{1}(S, R, k, k', -1).
\]

Similarly, along the second characteristic curves $\Gamma^2$, $Z$ satisfies the following Riccati equation:
\[
\frac{d}{dt} Z = \hat{\mathcal{A}}Z^2 + \hat{\mathcal{B}}Z + \hat{\mathcal{C}}, \tag{2.18}
\]
where when $b \neq -1$,
\[
\hat{\mathcal{A}} = -\frac{1-b}{1-2b}(R-S)^{-b}, \\
\hat{\mathcal{B}} = -\frac{k}{2b(b+1)(1-2b)} \left( b(2b^2 + 3b - 2)S + (b^3 + 2b^2 + 3b - 2)R \right), \tag{2.19}
\]
\[
\hat{\mathcal{C}} = (R-S)^{k}\hat{C}_{1}(S, R, k, k', b),
\]
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and when \( b = -1 \),
\[
\hat{A} = -\frac{2}{3}(R - S),
\]
\[
\hat{B} = \frac{k}{6} \left( S - 4R - 4(R - S) \ln(R - S) \right),
\]
\[
\hat{C} = (R - S)^{-1} \hat{C}_1(S, R, k, k', -1).
\]

We observe that \( \mathcal{A} < 0 \). For \( C \geq 0 \), the quadratic form on the right-hand side of (2.16) can be written into the form \( \mathcal{A}(Y - Y_1(t))(Y - Y_2(t)) \), where \( Y_1(t) \leq 0 \leq Y_2(t) \). A similar argument also works for \( Z \). This motivates us to consider the following definition.

**Definition 2.3.** Let \( W = W_1(t) \) and \( W = W_2(t), t \in [T_1, T_2] \), be two parametrized curves in the \( t-W \) plane. If there exists a horizontal line \( W = W_0 \) such that \( W_1(t) \leq W_0 \leq W_2(t) \) for all \( t \in [T_1, T_2] \), we say that \( W = W_0 \) is a horizontal separating line between \( W = W_1(t) \) and \( W = W_2(t) \).

The next lemma locates the solution of the Riccati equation if \( W = 0 \) is a horizontal separating line between \( W = W_1(t) \) and \( W = W_2(t) \).

**Lemma 2.4.** Consider the Riccati equation
\[
\frac{dW(t)}{dt} = \mathcal{A}(t)(W(t) - W_1(t))(W(t) - W_2(t)), \quad t \in [T_1, T_2],
\] (2.20)
where \( \mathcal{A}(t) < 0 \) and \( W_1(t) \leq 0 \leq W_2(t) \) for all \( t \in [T_1, T_2] \). If \( W(T_1) \geq 0 \), then
\[
0 \leq W(t) \leq W(T_1) - \frac{1}{4} \int_{T_1}^t \mathcal{A}(s) (W_2(s) - W_1(s))^2 \, ds, \quad t \in [T_1, T_2].
\]

**Proof.** Let \( X(t) \) be a differentiable function satisfying
\[
\frac{dX(t)}{dt} \leq \mathcal{A}(t)(X(t) - W_1(t))(X(t) - W_2(t)), \quad t \in [T_1, T_2].
\] (2.21)
Since \( W(T_1) \geq 0 \) and \( X(t) \equiv 0 \) is a solution of (2.21), applying the theory of differential inequalities yields that
\[
0 = X(t) \leq W(t), \quad t \in [T_1, T_2].
\]

On the other hand, we observe that the quadratic form on the right-hand side of (2.20) attains its maximum when \( W \equiv (W_1 + W_2)/2 \). As a result, we obtain that
\[
\frac{dW(t)}{dt} \leq -\frac{1}{4} \mathcal{A}(t)(W_2(t) - W_1(t))^2, \quad t \in [T_1, T_2].
\]
Integrating both sides of the above inequality finishes the proof.

### 3 Existence and uniqueness of the global classical solution.

In this section, we investigate the global in time existence and uniqueness of the classical solution for (2.13). We employ Lemma 2.4 to get the uniform a priori estimates for \( R_x \) and \( S_x \) under some suitable initial and boundary conditions. Throughout this section, we suppose that \( k(x), S_0, R_0, S_B, \) and \( R_B \) satisfy the following conditions:

(A1) \( k(x)(\geq 0) \in C^1(I) \) has a bounded \( C^1 \) norm.
(A2) \( S_0(x_B) = S_B(0), R_0(x_B) = R_B(0), \) and
\[
\begin{align*}
S'_0(0) + \left( \frac{\gamma + 1}{4} S_0(x_B) + \frac{3 - \gamma}{4} R_0(x_B) \right) S_0(x_B) &= \frac{\gamma - 1}{8} k(x_B) \left( R_B^2(x_B) - S_B^2(x_B) \right),
R'_B(0) + \left( \frac{3 - \gamma}{4} S_0(x_B) + \frac{\gamma + 1}{4} R_0(x_B) \right) R_0(x_B) &= -\frac{\gamma - 1}{8} k(x_B) \left( R_B^2(x_B) - S_B^2(x_B) \right).
\end{align*}
\]

(A3) \( S_0(x), R_0(x) \in C^1(I) \) have bounded \( C^1 \) norms, and \( 0 < S_0(x) < R_0(x) \) for all \( x \in I \).

(A4) \( S_B(t), R_B(t) \in C^1([0, \infty)) \) have bounded \( C^1 \) norms, and \( 0 < S_B(t) < R_B(t) \) for all \( t \in [0, \infty) \).

3.1 A divergent duct with a bounded cross-sectional area.

Although the coefficients in (2.16) and (2.18) are extremely complicated, there is a conceivable way out of this quandary. We observe that they are formally symmetric to some extent. For \( b \neq 1 \), we write \( B = B(S, R) \) in (2.17) and \( \tilde{B} = \tilde{B}(S, R) \) in (2.19). Then it is clear that \( B(S, R) = \tilde{B}(R, S) \) and \( \tilde{C}_1(S, R, k, k', b) = \tilde{C}_1(R, S, k, k', b) \) defined in (2.15). Analogous arguments can be dealt with for \( b = 1 \). Moreover, since the coefficients in (2.16) and (2.18) are much simpler when \( R \approx S \), i.e., \( \rho_0 \approx 0 \), it inspires us to study the near-vacuum solutions. Let
\[
\xi(x, t) := \frac{R(x, t)}{S(x, t)} - 1 = 4 \sqrt{\frac{\nu}{\gamma - 1}} \frac{\rho_{\infty}^2}{S(x, t)}. \tag{3.1}
\]

Under conditions (A1), (A3) and (A4), Lemma 2.2 points out that if (2.4) admits a unique \( C^1 \) solution on \( I \times [0, \infty) \), then \( \xi(x, t) > 0 \) on \( I \times [0, \infty) \). Actually, \( \xi(x, t) \) is dominated by \( \sqrt{\nu} \) if we further suppose that

(A5) \( S'_0(x) \geq 0, R'_0(x) \geq 0, \xi_0(x) = O(\sqrt{\nu}) \) for all \( x \in I \), and \( S_B(t) \leq 0, R_B(t) \leq 0, \xi_B(t) = O(\sqrt{\nu}) \) for all \( t \in [0, \infty) \), where
\[
\xi_0(x) := \xi(x, 0) \text{ for all } x \in I \text{ and } \xi_B(t) := \xi(x_B, t) \text{ for all } t \in [0, \infty).
\]

Lemma 3.1. Suppose that conditions (A1)–(A5) hold. If (2.4) admits a unique \( C^1 \) solution on \( I \times [0, \infty) \), then
\[
0 < \xi(x, t) = O(\sqrt{\nu}) \tag{3.2}
\]
for all \( (x, t) \in I \times [0, \infty) \).

Proof. Let \( (x, t) \) be any given point in \( I \times [0, \infty) \). Then the characteristic curves \( \Gamma^i (i = 1, 2) \) passing through \( (x, t) \) emanate from some point of the form either \( (x_i, 0) \) or \( (x_B, t_i) \).

If \( \Gamma^1 \) and \( \Gamma^2 \) emanate from \( (x_1, 0) \) and \( (x_2, 0) \), respectively, then it is clear that \( x_2 < x_1 \). Since \( S \) (resp., \( R \)) is increasing (resp., decreasing) along \( \Gamma^1 \) (resp., \( \Gamma^2 \)), by the definition of \( \xi \) we have
\[
0 < \xi(x, t) = \frac{R(x, t)}{S(x, t)} - 1 = \frac{R(x_2, 0)}{S(x_1, 0)} - 1.
\]

Since \( S'_0(x) \geq 0 \) and \( R'_0(x) \geq 0 \) for all \( x \in I \) in (A5), it follows from \( x_2 < x_1 \) that
\[
0 < \xi(x, t) \leq \min(\xi_0(x_1), \xi_0(x_2)). \tag{3.3}
\]

Condition (A5) also gives
\[
\min(\xi_0(x_1), \xi_0(x_2)) = O(\sqrt{\nu}). \tag{3.4}
\]

An easy consequence of (3.3) and (3.4) shows estimate (3.2). If \( \Gamma^1 \) emanates from \( (x_1, 0) \) and \( \Gamma^2 \) from \( (x_2, t_2) \), or \( \Gamma^1 \) emanates from \( (x_B, t_1) \) and \( \Gamma^2 \) from \( (x_B, t_2) \), then similar arguments lead to estimate (3.2). \( \square \)
By introducing the parameter $\xi$, the expressions for $\mathcal{C}$ and $\widehat{\mathcal{C}}$ have the same simplified form. In fact, we have
\[
\mathcal{C}, \quad \widehat{\mathcal{C}} = S^{b+2}\xi^b \left( \frac{-1}{4b^2} O(\xi) \right) k^2 + \left( \frac{1}{2b} + O(\xi) \right) k' \tag{3.5}
\]
for all $b < 0$. From (3.5), we see that $\mathcal{C}$ can be viewed as a function of $\xi$ and thus a function of $\nu$ via Lemma 3.1. In the following, we seek an additional requirement for $k$ which guarantees that $\mathcal{C}$ and $\widehat{\mathcal{C}}$ are nonnegative.

**Lemma 3.2.** Suppose that conditions (A1)–(A5) hold. If there is a number $\delta \in (0, 2)$ such that $k(x)$ satisfies
\[
k'(x) \leq \frac{k^2(x)}{(2 - \delta)b} \tag{3.6}
\]
for all $x \in I$, then there is a parameter $\nu_* > 0$ such that $\mathcal{C} = \mathcal{C}(\nu) \geq 0$ and $\widehat{\mathcal{C}} = \widehat{\mathcal{C}}(\nu) \geq 0$ for $\nu \leq \nu_*$.\[\]
**Proof.** By (3.5), $\mathcal{C} = \mathcal{C}(\nu) \geq 0$ is equivalent to
\[
\left( \frac{-1}{4b^2} O(\xi) \right) k^2 + \left( \frac{1}{2b} + O(\xi) \right) k' \geq 0. \tag{3.7}
\]
It follows from (3.6) that there is a parameter $\xi_* > 0$, i.e., $\nu_* > 0$ by Lemma 3.1 such that (3.7) holds. The same arguments as above show $\widehat{\mathcal{C}} = \widehat{\mathcal{C}}(\nu) \geq 0$ for $\nu < \nu_*$. Hence the proof is complete.\]

Suppose that (2.4) admits a unique $C^1$ solution on $I \times [0,T]$. Lemma 3.2 states that if $k$ satisfies (3.6), then as $\nu$ is sufficiently small, the quadratic form on the right-hand side of (2.14) can be split into the form $A(Y - Y_1(t))(Y - Y_2(t))$ with $Y_1(t) \leq Y(t) \leq Y_2(t)$ for $t \in [0,T]$ and $Y = 0$ forms a horizontal separating line between $Y = Y_1(t)$ and $Y = Y_2(t)$. If $\Gamma^1$ emanates from the point $(x(0),0)$ and $Y(0) \geq 0$, then Lemma 3.2 shows that $Y(t) \geq 0$ for all $t \in [0,T]$. On the other hand, if $\Gamma^1$ emanates from the point $(x_B,t_B)$ and $Y(t_B) \geq 0$, Lemma 3.2 also gives that $Y(t) \geq 0$ for all $t \in [t_B,T]$. As for $Z$, we can apply the same arguments to $Z(0) \geq 0$ or $Z(t_B) \geq 0$. As a consequence, the conditions $Y(0) \geq 0$ and $Z(0) \geq 0$ provide suitable initial conditions for (2.4) while the conditions $Y(t_B) \geq 0$ and $Z(t_B) \geq 0$ provide suitable boundary conditions for (2.4). Define
\[
\epsilon_0(x) := \ln \left( S_0(x)\xi_0(x) \right) \quad \text{for all } x \in I \quad \text{and} \quad \epsilon_B(t) := \ln \left( S_B(t)\xi_B(t) \right) \quad \text{for all } t \in [0,\infty).
\]

Then the initial and boundary conditions are given in the following two lemmas.

**Lemma 3.3.** Suppose that conditions (A1)–(A5) hold. Then $Y(0) \geq 0$ if, and only if,
\[
\begin{align*}
\begin{cases}
\frac{k(x)S_0(x)}{2} \left( \frac{1}{b} - \frac{1}{b+1} \xi_0(x) \right) \leq S_0'(x), & \text{if } b \neq -1, \\
\frac{k(x)S_0(x)}{2} \left( 1 - \epsilon_0(x)\xi_0(x) \right) \leq S_0'(x), & \text{if } b = -1,
\end{cases}
\end{align*} \tag{3.8}
\]
for all $x \in I$. And $Z(0) \geq 0$ if, and only if,
\[
\begin{align*}
\begin{cases}
\frac{k(x)S_0(x)}{2} \left( \frac{1}{b} - \frac{1}{b+1} \xi_0(x) \right) \leq R_0'(x), & \text{if } b \neq -1, \\
\frac{k(x)S_0(x)}{2} \left( 1 + \xi_0(x) + \epsilon_0(x)\xi_0(x) \right) \leq R_0'(x), & \text{if } b = -1,
\end{cases}
\end{align*} \tag{3.9}
\]
for all $x \in I$. In particular, if
\[
\frac{k(x)S_0(x)}{-b} \leq S_0'(x) \quad \text{and} \quad \frac{k(x)R_0(x)}{-b} \leq R_0'(x) \tag{3.10}
\]
for all $x \in I$, then there is a parameter $\nu_* > 0$ such that $Y(0) \geq 0$ and $Z(0) \geq 0$ for $\nu \leq \nu_*$.\]
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\]
Proof. Let $\Gamma^1$ be the first characteristic curve that emanates form $(x,0)$. Employing the definition of $Y$ in (2.12), we get, for $b \neq -1$, that $Y(0) \geq 0$ is the same as
\[(R_0(x) - S_0(x))^b \left( S_0'(x) + \frac{k(x)S_0(x)}{2b} + \frac{k(x)(R_0(x) - S_0(x))}{2(b+1)} \right) \geq 0. \tag{3.11}\]
Since $(R_0(x) - S_0(x))^b > 0$ by condition (A3), it is obvious that $Y(0) \geq 0$ if, and only if,
\[S_0'(x) + \frac{k(x)S_0(x)}{2b} + \frac{k(x)(R_0(x) - S_0(x))}{2(b+1)} \geq 0.\]
This is equivalent to the first inequality in (3.8) by applying the definition of $\xi$. In light of Lemma 3.1, we may choose $\nu_x > 0$ small enough such that as $\nu \leq \nu_x$, the first inequality in (3.10) implies that $Y(0) \geq 0$. One can apply similar processes for the case $b = -1$ and for $Z$ to derive the remaining parts of (3.8)–(3.10). We omit the details. \[\square\]

If we consider that $\Gamma^1$ or $\Gamma^2$ emanates from $(x_B, t_B)$, then the next lemma immediately follows from Lemma 3.3 and equations $S_t = g - \lambda_1 S_x$ and $R_t = -g - \lambda_3 R_x$ in (2.14). We also omit the similar proof.

Lemma 3.4. Suppose that conditions (A1)–(A5) hold. Then $Y(t_B) \geq 0$ if, and only if,
\[
\begin{cases}
S_B'(t) \leq \frac{k(x_B)S_B^2(t)}{2} \left( \frac{1}{6} + \frac{1}{6b+1} \xi_B(t) + \frac{1 - b}{2(b+1)(1-2b)} \xi_B^2(t) \right), & \text{if } b \neq -1, \\
S_B'(t) \leq \frac{k(x_B)S_B^2(t)}{2} \left( -1 + \epsilon_B(t) \xi_B(t) + \frac{1 - b}{2(b+1)(1-2b)} \xi_B^2(t) \right), & \text{if } b = -1,
\end{cases}
\tag{3.12}
\]
for all $t \in [0,\infty)$. And $Z(t_B) \geq 0$ if, and only if,
\[
\begin{cases}
R_B'(t) \leq \frac{k(x_B)S_B^2(t)}{2} \left( \frac{1}{6} + \frac{b+2}{6b+1} \xi_B(t) - \frac{b^2 + 2b - 2}{2b(b+1)(1-2b)} \xi_B^2(t) \right), & \text{if } b \neq -1, \\
R_B'(t) \leq \frac{k(x_B)S_B^2(t)}{2} \left( -1 - \epsilon_B(t) \xi_B(t) - \frac{b^2 + 2b - 2}{6b(b+1)(1-2b)} \xi_B^2(t) \right), & \text{if } b = -1,
\end{cases}
\tag{3.13}
\]
for all $t \in [0,\infty)$. In particular, if
\[
S_B'(t) \leq \frac{k(x_B)S_B^2(t)}{b} \quad \text{and} \quad R_B'(t) \leq \frac{k(x_B)R_B^2(t)}{b}
\tag{3.14}
\]
for all $t \in [0,\infty)$, then there is a parameter $\nu_x > 0$ such that $Y(t_B) \geq 0$ and $Z(t_B) \geq 0$ for $\nu \leq \nu_x$.

Remark 3.5. Examining inequality (3.6), there is no $C^1$ function $k$ defined on $\mathbb{R}$ such that inequality (3.6) holds unless $k(0) \equiv 0$ for all $x \in \mathbb{R}$. Nevertheless, there indeed exists a $C^1$ function $k$ defined on an interval of the form $[x_B, \infty)$ such that inequality (3.6) holds. For example, $k(x) = 1/(2x^2 - x)$ and $k(x) = 1/x^2$ or, equivalently, $a(x) = 2 - (1/x)$ and $a(x) = e^{1-1/x}$ by recalling $k(x) = a'(x)/a(x)$. This is the reason why we need to consider the initial-boundary value problem (2.4). Moreover, using condition (A3), inequalities in (3.6) and (3.9)–(3.13) imply that as $\nu$ is sufficiently small, we have
\[
\lim_{x \to \infty} k(x) = 0 \quad \text{and} \quad \int_{x_B}^{\infty} k(x)dx < \infty,
\]
respectively. In other words, the cross-sectional area of a duct $a(x)$ meets the following restrictions:
\[
\lim_{x \to \infty} a(x) \text{ exists} \quad \text{and} \quad \lim_{x \to \infty} a'(x) = 0.
\]

With the aid of Lemmas 2.4 and 3.4, we are ready to derive the uniform a priori estimates for $R_x$ and $S_x$, which together with Theorem 2.4 and Lemma 2.2 gives the following theorem.
Theorem 3.6. Let \( k(x) \) satisfy condition (A1) and inequality \((3.6)\). Suppose that \( S_0(x), R_0(x), S_B(t), R_B(t) \) satisfy conditions (A2)–(A5), \((3.8), 3.9, 3.12, \) and \((3.14)\). Then \((2.4)\) admits a unique global \( C^1 \) solution for sufficiently small \( \nu \).

Proof. By Theorem \((2.1)\) and Lemma \((2.2)\) it suffices to prove that, for any fixed \( T > 0 \), if \((2.4)\) admits a unique \( C^1 \) solution on \( I \times [0,T] \), then the \( C^0 \) norms of \( S_\nu \) and \( R_\nu \) have upper bounds independent of \( T \). We only show the case that \( S_\nu \) is bounded on \( I \times [0,T] \) with a bound independent of \( T \) for \( b \neq -1 \) since the other cases can be done in a similar way.

Let \((x,t)\) be any given point in \( I \times [0,T] \). Then the first characteristic curve \( \Gamma^1 \) passing through \((x,t) = (x(t), t) \) emanates from either \((x_0,0) = (x(0),0) \) or \((x_B,t_B) = (x(t_B), t_B) \). We only prove for the first case since the second one can be treated similarly. From Lemmas \((3.2, 3.3)\) we have \( \mathcal{C}(\nu) \geq 0 \) and \( Y(0) \geq 0 \) for sufficiently small \( \nu \). Lemma \((2.4)\) tells us that

\[
0 \leq Y(t) \leq Y(0) - \frac{1}{4} \int_0^t \mathcal{A}(x(s), s)(Y_2(s) - Y_1(s))^2 \; ds. \tag{3.15}
\]

Since \( Y_2 - Y_1 = \sqrt{B^2 - 4AC}/(-A) \), the inequalities in \((3.15)\) can be rewritten as

\[
0 \leq Y(t) \leq Y(0) - \frac{1}{4} \int_0^t \frac{B^2(x(s),s)}{A(x(s),s)} - 4\mathcal{C}(x(s),s) \; ds. \tag{3.16}
\]

Substituting the expressions for \( A, B, \) and \( C \) in \((2.17)\) into the integral in \((3.16)\) and using the definition of \( \xi \) in \((3.11)\), a simple manipulation shows that

\[
0 \leq Y(t) \leq Y(0) + J_1(t) + J_2(t), \tag{3.17}
\]

where

\[
J_1(t) := \int_0^t \left( (R - S)(x(s), s) \right)^b k(x(s)) S^2(x(s), s) \left( -\frac{2b + 7}{16(1-b)} + O(\xi) \right) \; ds
\]

and

\[
J_2(t) := \int_0^t \left( (R - S)(x(s), s) \right)^b k'(x(s)) S^2(x(s), s) \left( \frac{1}{2b} + O(\xi) \right) \; ds.
\]

From the definition of \( Y \) in \((2.12)\), we see that \((3.17)\) is equivalent to

\[
-((R - S)^{-b} Q_1)(x,t) \leq S_\nu(x,t) \leq (R - S)^{-b}(x,t)(Y(0) + J_1(t) + J_2(t) - Q_1(x,t)). \tag{3.18}
\]

We now prove that each of \((R - S)^{-b} Q_1, (R - S)^{-b} Y(0), (R - S)^{-b} J_1, \) and \((R - S)^{-b} J_2\) has a bound on \( I \times [0,T] \) independent of \( T \) as follows. Using the expression for \( Q_1 \) in \((2.14)\) yields that

\[
((R - S)^{-b} Q_1)(x,t) = \frac{k(x) S(x,t)}{2b} + \frac{k(x)(R - S)(x,t)}{2(b+1)}. \tag{3.19}
\]

By conditions (A1), (A3), and (A4), Lemma \((2.2)\) says that there exists a constant \( M > 0 \) independent of \( T \) such that

\[
0 < S(x,t) < R(x,t) \leq M \quad \text{for all } (x,t) \in I \times [0,T],
\]

which together with condition (A1) again show that \((R - S)^{-b} Q_1\) has a bound on \( I \times [0,T] \) independent of \( T \).

To estimate \((R - S)^{-b} Y(0)\), we observe that

\[
(R - S)^{-b}(x,t) Y(0) = \left( \frac{(R - S)(x,t)}{(R_0 - S_0)(x_0)} \right)^{-b} \left( S_0(x_0) + \frac{(kS_0)(x_0)}{2b} + \frac{(k(R_0 - S_0))(x_0)}{2(b+1)} \right).
\]
Using the definition of $\xi$, the left inequality in \textbf{(3.18)} and equality \textbf{(3.19)} exhibit

$$-((R-S)^{-b}Q_1)(x,t) = \frac{k(x)S(x,t)}{2} \left( \frac{1 - \xi(x,t)}{b+1} \right) \leq S_x.$$  \hspace{1cm} (3.21)

From Lemma \textbf{3.1} and \textbf{(3.21)}, we find that if $\nu$ is sufficiently small, then $S_x \geq 0$ on $[0,T]$. Similarly, $R_x \geq 0$ on $[0,T]$ as we take $Z$ into consideration. In view of \textbf{(2.4)}, we have

$$S_t + \lambda_i S_x = (\lambda_i - \lambda_1) S_x + g \quad \text{and} \quad R_t + \lambda_i R_x = (\lambda_i - \lambda_2) R_x - g \quad \text{for } i = 1, 2,$$

which implies that $S$ is increasing and $R$ is decreasing along all characteristic curves $\Gamma^1$ and $\Gamma^2$ given in \textbf{(2.7)} and \textbf{(2.8)}, respectively. In particular,

$$(R-S)(x(s_2), s_2) \leq (R-S)(x(s_1), s_1) \quad \text{for all } 0 \leq s_1 < s_2 \leq T. \hspace{1cm} (3.22)$$

Hence we infer from conditions \textbf{(A1)}, \textbf{(A3)}, and \textbf{(3.22)} that $(R-S)^{-b}Y(0)$ has a bound on $I \times [0,T]$ independent of $T$.

We now turn to the estimate of $(R-S)^{-b}J_1$. With the help of Lemma \textbf{3.1} \textbf{(3.21)} \textbf{and (3.22)}, there exists a constant $C > 0$ depending only on $b, \nu$, and $M$ such that

$$|(R-S)^{-b}(x,t)J_1(t)| \leq C_1 \int_0^t k^2(x(s))S(x(s), s) \, ds \quad \text{for all } (x, t) \in I \times [0,T] \hspace{1cm} (3.23)$$

as $\nu$ is sufficiently small. To control the integral in \textbf{(3.23)}, we note that $dx/dt = \lambda_1$ and $S \leq \lambda_1$, which yield that, for all $s \in [0, t]$,

$$x_0 + \int_0^s S(x(\tau), \tau) \, d\tau \leq x(s).$$

Applying \textbf{(3.6)}, we get that $k$ is decreasing. Thus,

$$k(x(s)) \leq k \left( x_0 + \int_0^s S(x(\tau), \tau) \, d\tau \right) \quad \text{for } s \in [0, t].$$

We conclude from change of variables and condition \textbf{(A1)} that

$$\int_0^t k^2(x(s))S(x(s), s) \, ds \leq \|k\|_{C^0} \int_0^t k \left( x_0 + \int_0^s S(x(\tau), \tau) \, d\tau \right) S(x(s), s) \, ds \leq \|k\|_{C^0} \int_{x_B}^{\infty} k(y) \, dy. \hspace{1cm} (3.24)$$

As a consequence of Remark \textbf{3.5}, \textbf{3.23}, and \textbf{3.24}, we obtain that $(R-S)^{-b}J_1$ has a bound on $I \times [0,T]$ independent of $T$.

Last, similar to \textbf{(3.23)}, we also have

$$|(R-S)^{-b}(x,t)J_2(t)| \leq -C_2 \int_0^t k'(x(s))S(x(s), s) \, ds := J_3(t) \quad \text{for all } (x, t) \in I \times [0,T] \hspace{1cm} (3.25)$$

as $\nu$ is sufficiently small, where $C_2 > 0$ depends only on $b, \nu$, and $M$ and we have used the fact that $k' \leq 0$. Since $dx/dt = \lambda_1$ and $S \leq \lambda_1$,

$$J_3(t) = -C_2 \int_0^t \frac{S(x(s), s)}{\lambda_1(x(s), s)} k'(x(s)) \, dx(s) \, ds \leq -C_2 \int_0^t k'(x(s)) \, dx(s) \, ds \leq -C_2 \int_{x_B}^{\infty} k'(z) \, dz. \hspace{1cm} (3.26)$$

Remark \textbf{3.5} indicates that

$$-\int_{x_B}^{\infty} k'(z) \, dz = k(x_B),$$

which together with \textbf{(3.25)}, \textbf{3.26} proves that $(R-S)^{-b}J_2$ has a bound on $I \times [0,T]$ independent of $T$. We complete the proof.
To establish the global existence of the classical solution \([\rho_\eta, v]^T\) for (1.1), we make use of (1.2) and (2.1) to obtain that
\[
\rho_\eta = \left(\frac{(\gamma - 1)^2}{16\gamma}\right)^{\frac{4}{4(\gamma - 1)}} (R - S) - \frac{2}{r} \quad \text{and} \quad v = \frac{S + R}{2}.
\] (3.27)

Since Theorem 3.6 says that \(S\) and \(R\) in (2.1) are \(C^1\) functions on \(I \times [0, \infty)\), it is easy to see that \(\rho_\eta\) and \(v\) in (3.27) are also \(C^1\) functions on \(I \times [0, \infty)\) under the assumptions of Theorem 3.6. That is, we have the following corollary.

**Corollary 3.7.** Under the assumptions of Theorem 3.6, problem (1.1) admits a unique global \(C^1\) solution for sufficiently small \(\eta\).

In Lemmas 3.3 and 3.4, we see that (3.10) and (3.14) are simplified but more strict forms than (3.8)–(3.9) and (3.12)–(3.13), respectively. It is easy to find that there is a large class of \(S_0(x), R_0(x), S_B(t),\) and \(R_B(t)\) that satisfy all conditions of (A2)–(A5), (3.10), and (3.14). Hence there exist a lot of functions that satisfy all the initial and boundary conditions of Theorem 3.6. In Lemmas 3.3 and 3.4, we see that (3.10) and (3.14) are simplified but more strict forms than (3.8)–(3.9) and (3.12)–(3.13), respectively.

Furthermore, all the convergences are uniform on \(I\) and hence
\[
\rho_\eta = \left(\frac{(\gamma - 1)^2}{16\gamma}\right)^{\frac{4}{4(\gamma - 1)}} (R - S) - \frac{2}{r} \quad \text{and} \quad v = \frac{S + R}{2}.
\] (3.27)

Making use of (3.28), we are able to describe the behavior of \(S, R,\) and related physical quantities as \(t \to \infty\) in the following two propositions.

**Proposition 3.8.** Under the assumptions of Theorem 3.6, for any fixed \(x \in I\) with \(k(x) > 0\) and \(\nu\) sufficiently small, \(S(x,t), R(x,t), v(x,t)\) decrease to zero, and \(\rho(x,t)\) tends to zero as \(t \to \infty\). In this case, the convergences rates of \(S(x,t), R(x,t), v(x,t),\) and \(\rho^{(\gamma - 1)/2}(x,t)\) are \(O(1/t)\) as \(t \to \infty\). Furthermore, all the convergences are uniform on \([x_B, x_*]\) for any \(x_* \in I\) with \(k(x_*) > 0\).

**Proof.** Let \(x \in I\) be fixed. Since \(S > 0\) by Lemma 2.2, the second inequality in (3.28) implies \(S_t(x,t)/S^2(x,t) \leq k(x)/(4b)\). Integrating the both sides yields that
\[
S(x,t) \leq \left(\frac{1}{S_0(x)} - \frac{k(x)}{4b} t\right)^{-1}
\] (3.29)

and hence
\[
limit_{t \to \infty} S(x,t) = 0 \quad \text{for \(\nu\) sufficiently small.}
\] (3.30)
It is obvious from the definition of $\xi$ and Lemma 3.1 that
\[
S \leq R = S(\xi + 1) \leq 2S
\]
which along with (3.30) immediately gives that
\[
\lim_{t \to \infty} R(x, t) = 0 \quad \text{for } \nu \text{ sufficiently small.}
\] (3.31)

Therefore, for $\nu$ sufficiently small, $v(x, t)$ and $\rho(x, t)$ tend to zero as $t \to \infty$ by (3.30)–(3.31) and the fact that $v = (S + R)/2$ and $R - S = O(\sqrt{\nu})\rho^{(\gamma - 1)/2}$. The decreasing properties of $S$, $R$ and $\nu$ follow directly from $S_t \leq 0$ and $R_t \leq 0$ shown in (3.25). In addition, the above arguments also show that the convergence rates of $S(x, t)$, $R(x, t)$, $v(x, t)$, and $\rho^{(\gamma - 1)/2}(x, t)$ are $O(1/t)$ as $t \to \infty$.

Last, for any $x_* \in I$ such that $k(x_*) > 0$, we have $k(x_*') \leq k(x)$ for all $x \in [x_B, x_*]$ since $k$ is decreasing by inequality (3.6). Consequently, the convergence of $S$ is uniform on $[x_B, x_*]$ by (3.29). This together with the preceding arguments shows that all the convergences are uniform on $[x_B, x_*]$.

Proposition 3.9. Under the assumptions of Theorem 3.6, $S(x, t)$ is increasing, and $R(x, t)$ and $\xi(x, t)$ are decreasing along the characteristic curves $\Gamma^i$ ($i = 1, 2$) as $\nu$ is sufficiently small. In this case, $\xi \to 0$ along $\Gamma^i$ ($i = 1, 2$) if, and only if, $\rho \to 0$ along $\Gamma^i$ ($i = 1, 2$).

Proof. In the proof of Theorem 3.6, we have already showed that $S$ is increasing and $R$ is decreasing along both $\Gamma^1$ and $\Gamma^2$. By the definition of $\xi$, it is obvious that $\xi(x, t)$ is also decreasing along both $\Gamma^1$ and $\Gamma^2$. Moreover, if $\Gamma^i$ passing through $(x_i(t), t)$ emanates from $(x_i(t_*), t_*)$ for $i = 1, 2$, then
\[
4\sqrt{\frac{\nu}{\gamma - 1}} \rho^{\frac{\gamma - 1}{\gamma}}(x_i(t), t) \leq \xi(x_i(t), t) \leq 4\sqrt{\frac{\nu}{\gamma - 1}} \rho^{\frac{\gamma - 1}{\gamma}}(x_i(t), t),
\]
where $M$ is given in Lemma 2.2 which shows the equivalence of $\xi \to 0$ and $\rho \to 0$ along $\Gamma^i$. The proof is finished.

3.2 Spherical symmetric supersonic flows of the compressible Euler equations on bounded domains.

As an application of Theorem 3.6, we consider the initial-boundary value problem (1.3) for $N$-dimensional spherical symmetric supersonic flow of the compressible Euler equations, where $a(x) = x^{N-1}$. By the definition of $k(x)$ given in (2.40), we have
\[
k(x) = \frac{N - 1}{x}.
\] (3.32)

Similarly, we rewrite this problem into (2.4) in terms of the Riemann invariants $R$ and $S$ as described in Subsection 2.1. In the following we show how Theorem 3.6 can be used to obtain the global existence of the $C^1$ solution for (2.1).

We let $x_B > 0$ and recall $I = [x_B, x_C]$ or $[x_B, \infty)$. Then it is clear from (3.32) that $k(x) \in C^1(I)$ has a bounded $C^1$ norm. Under the assumption $1 < \gamma < 3$, i.e., $b < 0$, where $b$ is defined in (2.13), it is of interest to note that inequality (3.6) is equivalent to
\[
1 < \gamma < 1 + \frac{2}{N} \quad \text{(i.e., } b < \frac{-N - 1}{2}).
\]

This coincides with the adiabatic index for the polyatomic ideal gas. Next, if $S_0(x)$ and $R_0(x)$ satisfy condition (A3) and the following
\[
\frac{(N - 1)S_0(x)}{-bx} \leq S_0(x) \quad \text{and} \quad \frac{(N - 1)R_0(x)}{-bx} \leq R_0(x)
\] (3.33)
for all \( x \in I \), then as \( \nu \) is sufficiently small, \( S_0(x) \) and \( R_0(x) \) also satisfy condition (A3), (3.8), and (3.9) for all \( x \in I \). By inequalities in (3.33), we see that for all \( x \in I \)

\[
\frac{x_B^{-1}}{x_B^{-1}} S_0(x_B) x = S_0(x) \quad \text{and} \quad \frac{x_B^{-1}}{x_B^{-1}} R_0(x_B) x = R_0(x).
\]  

(3.34)

Since \( S_0(x) \) and \( R_0(x) \) have bounded \( C^0 \) norms, inequalities in (3.34) force us to consider a finite interval \( I = [x_B, x_C] \) for some \( x_C < \infty \). On the other hand, using condition (A5) and Lemma 2.2 we have

\[
v(x, t) \leq R_0(x_C)
\]

(3.35)

for all \((x, t) \in [x_B, x_C] \times [0, \infty)\). In physics, no speed cannot exceed the light speed \( c \). Hence we suppose further that

\[
R_0(x_C) < c.
\]  

(3.36)

Then \( v(x, t) < c \) for all \((x, t) \in [x_B, x_C] \times [0, \infty)\) by (3.35) and (3.36). With the preceding arguments and Theorem 3.6 in mind, we then have the following result.

**Theorem 3.10.** Consider (2.4) with \( 1 < \gamma < 1 + 2/N \), \( k(x) = (N - 1)/x \), and \( I = [x_B, x_C] \), where \( 0 < x_B < x_C \), and \( x_C \) satisfies the inequalities in (3.34) and (3.36). Suppose that \( S_0(x), R_0(x), S_B(t), R_B(t) \) satisfy conditions (A1)-(A5), (3.12), and (3.13). Then (2.4) admits a unique global \( C^1 \) solution on \([x_B, x_C] \times [0, \infty)\) for sufficiently small \( \nu \).

### 4 Numerical experiments

In this section, we present several numerical experiments to validate our theoretical results. In the following experiments, we set the domain \( I \) to be \([1, 10]\) so that \( x_B = 1 \), and we choose \( \gamma = 7/5 \), i.e., \( b = -2 \) via (2.13). All the numerical results are computed by the 5th-order WENO scheme [12] with the 3rd-order TVD Runge-Kutta method in time to solve the initial-boundary value problem (1.3).

#### Experiment 1. \( a(x) = 2 - (1/x) \).

In the first numerical experiment, we consider the case \( a(x) = 2 - (1/x) \), i.e., \( k(x) = 1/(2x^2 - x) \) by recalling \( k(x) = a'(x)/a(x) \). Note that \( k(x_B) = a(x_B) = 1 \) since \( x_B = 1 \). By Remark 3.5 we know that the function \( k \) satisfies condition (3.10). For the boundary data (BD), we set

\[
\text{BD} : \quad S_B(t) = \frac{1 - \sqrt{\nu}}{1 + t} \quad \text{and} \quad R_B(t) = \frac{1}{1 + t}.
\]  

(4.1)

It is easy to check that the boundary data satisfy (3.14). For the initial data (ID), we choose \( s_0 = S_B(0) = 1 - \sqrt{\nu} \) and \( r_0 = R_B(0) = 1 \), and set \( s_0' \) and \( r_0' \) by condition (A2) as follows:

\[
s_0' = \frac{\frac{2-1}{2} k(x_B)(r_0^2 - s_0^2) - S_B'(0)}{2 + 1 s_0 + \frac{3 - \gamma}{4} r_0} = \frac{20 - 18 \sqrt{\nu} - \nu}{20 - 12 \sqrt{\nu}}
\]

and

\[
r_0' = \frac{\frac{1-2}{8} k(x_B)(r_0^2 - s_0^2) - R_B'(0)}{2 + 1 r_0 + \frac{3 - \gamma}{4} s_0} = \frac{20 - 2 \sqrt{\nu} + \nu}{20 - 8 \sqrt{\nu}}.
\]

Then we define

\[
\text{ID} : \quad S_0(x) = s_0 a(x)^{\frac{\nu}{\gamma}} \quad \text{and} \quad R_0(x) = r_0 a(x)^{\frac{\nu}{\gamma}}.
\]  

(4.2)
In this case, we have
\[ \frac{S_0(x)k(x)}{-b} \leq S_0'(x) = S_0(x)k(x) \frac{\epsilon_0}{s_0} \quad \text{and} \quad \frac{R_0(x)k(x)}{-b} \leq R_0'(x) = R_0(x)k(x) \frac{\epsilon_0}{r_0}. \]

Hence condition (3.10) holds. In addition, from the above settings, it is a routine matter to check that conditions (A1)--(A5) are satisfied. In particular, conditions (A3) and (A4) show that the initial and boundary data of the density \( \rho \) and the velocity \( v \) obtained by (2.1) are \( C^1 \)-bounded whenever \( \nu \leq 0.1 \). We solve (1.3) with \( \nu = 0.1, 0.001, 0.00001 \) until \( t = 10 \). Space grid size is set to be \( \Delta x = 0.01 \) and time step is set to be \( \Delta t = 0.1 \Delta x \). We monitor \( \| \rho (\cdot, t) \|_x, \| v (\cdot, t) \|_x, \| \rho_x (\cdot, t) \|_x, \| v_x (\cdot, t) \|_x \) and plot them in Figure 1. The \( C^1 \) norms of the solutions are bounded at all times as we have shown in Theorem 3.6. We also observe that the solutions seem to be convergent as \( \nu \) tends to 0. This coincides with the results in [14].

**Figure 1**: Numerical Experiment 1 with \( a(x) = 2 - (1/x) \). \( \| \rho (\cdot, t) \|_x, \| v (\cdot, t) \|_x, \| \rho_x (\cdot, t) \|_x, \) and \( \| v_x (\cdot, t) \|_x \) from \( t = 0 \) to \( t = 10 \) for \( \nu = 0.1, 0.001, 0.00001 \).

**Experiment 2**: \( a(x) = e^{1-(1/x)} \).

In the second numerical experiment, we consider the case \( a(x) = e^{1-(1/x)} \), i.e., \( k(x) = 1/x^2 \).

Since \( x_B = 1 \), we have \( k(x_B) = a(x_B) = 1 \). In addition, we have seen from Remark 3.5 that the function \( k \) satisfies the condition (3.3). For the initial and boundary data, we use the same setting as in Experiment 1. That is, (1.1) and (1.2) are given. As a consequence, it can be seen from the above that all the conditions required by Theorem 3.6 are satisfied. We solve (1.3) with \( \nu = 0.1, 0.001, 0.00001 \) until \( t = 10 \) and \( \Delta x = 0.01, \Delta t = 0.1 \Delta x \). We monitor \( \| \rho (\cdot, t) \|_x, \| v (\cdot, t) \|_x, \)
$\|\rho(x,t)\|_x$ and $\|v(x,t)\|_x$, and plot them in Figure 2. Again, $C^1$ norms of the solutions are bounded at all times, and the solutions seem to be convergent as $\nu$ tends to 0.

![Figure 2](image)

Figure 2: Numerical Experiment 2 with $a(x) = e^{1-(1/x)}$. $\|\rho(\cdot,t)\|_x$, $\|v(\cdot,t)\|_x$, $\|\rho_x(\cdot,t)\|_x$, and $\|v_x(\cdot,t)\|_x$ from $t = 0$ to $t = 10$ for $\nu = 0.1, 0.001, 0.00001$.
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