SPACL: Shared-Private Architecture based on Contrastive Learning for Multi-domain Text Classification
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Abstract

With the development of deep learning in recent years, text classification research has achieved remarkable results. However, text classification task often requires a large amount of annotated data, and data in different fields often force the model to learn different knowledge. It is often difficult for models to distinguish data labeled in different domains. Sometimes data from different domains can even damage the classification ability of the model and reduce the overall performance of the model. To address these issues, we propose a shared-private architecture based on contrastive learning for multi-domain text classification which can improve both the accuracy and robustness of classifiers. Extensive experiments are conducted on two public datasets. The results of experiments show that the our approach achieves the state-of-the-art performance in multi-domain text classification.

1 Introduction

Text classification is one of the most basic tasks among the many tasks of Natural Language Processing (NLP). In recent years, the research work of text classification has produced a large number of applications and achieved remarkable results. With the continuous release of a large number of pretrained language models in recent years, such as BERT (Devlin et al., 2018), ALBERT (Lan et al., 2019), RoBERTa (Liu et al., 2019) and other pretrained models, text classification problems have been able to achieve good results on the basis of neural network and pretrained models. However, most text classification problems are highly domain-dependent in that the meaning of the same word may transform in different domains. For example, the word apple expresses the fruit in kitchen review (e.g., I have shifted to an apple for lunch), while in electronics review, it means a brand of electronic products (e.g., I can’t understand how apple sell so much ipod video). A common strategy, training multiple classifiers for different domains, is used to solve above problems. However, text data in reality often have characteristics of multiple domains and the cost of labeling a large number of multi-domain data is too high. Therefore, it is very important and practical meaningful to improve the accuracy of text classification in multiple related domains. Multi-domain text classification (MDTC) (Li and Zong, 2008) is proposed to solve above problems, it aims to utilize textual information in different domains to improve the performance of model architecture, but there is no need to train a separate classifier for each domain. In recent years, deep learning has been widely used in MDTC problems, and has achieved excellent results (Wu and Huang, 2015; Wu and Guo, 2020). The method used in most studies is shared-private architecture. Private modules are used to capture domain-specific knowledge for each domain, and shared modules are used to capture domain-invariant knowledge (Liu et al., 2016). However, these researches only pay attention to how to obtain the shared knowledge of multiple domains and domain-specific knowledge better, but ignore the representation of the samples in the representation space. In order to solve the problems above, in this paper, we propose Shared-Private Architecture based on Contrastive Learning (SPACL), which uses contrastive learning to improve the representations of different types of samples in the representation space, thereby improving the performance level of downstream tasks. Different from previous studies,
our architecture can not only use conditional adversarial training to extract domain-invariant features, but also generate better sample representations for MDTC.

The contributions of this paper are summarized as follows: 1) In order to strengthen the alignment representations of data in different domains, we propose a shared-private architecture based on contrastive learning for multi-domain text classification which can improve both the accuracy and robustness of the text classifier. 2) We adopt a conditional adversarial network to interact domain-shared features and classification labels, which can be better adapted to multi-domain text classification. 3) Experiments are carried out on two public multi-domain datasets, and the experimental results compared with multiple baselines show that our proposed model architecture has achieved state-of-the-art results.

2 Related Work

2.1 Multi-domain text classification

Multi-domain text classification was proposed first to improve performance through fusing training data from multiple domains (Li and Zong, 2008). The biggest challenge of this task is that the same text may have different implications in different domains, and the cost of labeling each domain is too costly.

Some early studies mainly used domain transfer learning techniques for MDTC. The structural correspondence learning (SCL) algorithm was proposed to select source domains most likely to adapt well to given target domains (Blitzer et al., 2007). Pan et al. (2010) proposed a spectral feature alignment (SFA) method to align domain-specific words from different domains into unified clusters, with the help of domain-independent words as a bridge. Wu and Huang (2015) proposed a novel approach based on multi-task learning to train sentiment classifiers for different domains in a collaborative way. Liu et al. (2015) proposed a multi-task deep neural network (MTDNN) for learning representations across multiple tasks, not only leveraging large amounts of cross-task data, but also benefiting from a regularization effect that leads to more general representations to help tasks in new domains. Liu et al. (2017) proposed an adversarial multi-task learning framework, alleviating the shared and private latent feature spaces from interfering with each other.

The most recent prior works on MDTC include Meta Fine-Tuning (MFT) for multi-domain text classification (Wang et al., 2020). Dual Adversarial Co-Learning (DACL) for Multi-Domain Text Classification (Wu and Guo, 2020), Conditional Adversarial Networks (CAN) for Multi-Domain Text Classification (Wu et al., 2021a) and Mixup Regularized Adversarial Networks (MRAN) for Multi-Domain Text Classification (Wu et al., 2021b). MFT uses meta-learning and domain transfer technology to learn highly transferable knowledge from typical samples in various domains. Both DACL and CAN leverage adversarial training to obtain the shared domain features. MRAN adopts the domain and category mixup regularizations to enrich the intrinsic features in the shared latent space and enforce consistent predictions in-between training instances. However, these methods ignore the distance of samples in the feature space when learning multi-domain feature representations, which is an important guideline to help classification. Furthermore, they did not consider the interaction between the extracted features and class labels, which is often important to improve their correlation. Different from the above studies, the work our proposed further advances the line of study by deploying contrastive learning. It can also model the interactions between shared domain features and classes to enhance their representations through a conditional adversarial network. We assume that data in various domains is insufficient, and make full use of data from multiple domains to improve overall system performance.

2.2 Contrastive Learning

Recently, related researches show that contrastive learning is an effective self-supervised learning method. Chen et al. (2020) proposed simple framework for contrastive learning of visual representations (SimCLR) to improve the quality of the learned representations by contrastive learning. Meng et al. (2021) present a self-supervised learning framework, COCO-LM, that pretrains Language Models by CORrecting and CONTRasting corrupted text sequences. Giorgi et al. (2020) present Deep Contrastive Learning for Unsupervised Textual Representations (DeCLUTR) to enclose the performance gap between unsupervised and supervised pretraining for universal sentence encoders. One of the key aspects of con-
Figure 1: The overall model architecture of SPACL. A shared feature extractor is used to capture the shared knowledge. Each domain-specific extractor is trained to extract the domain-specific knowledge. A domain classifier is trained to predict the domain label of the input sample. A text classifier is trained to predict the class of samples and calculate the loss of contrastive learning. $L_{\text{task}}$ is the loss function of text classification. $L_{\text{cl}}$ is the loss function of contrastive learning. $L_{\text{dom}}$ is the loss function of domain classification. $L_{\text{can}}$ is the conditioning adversarial loss function which extracts the shared knowledge across domains.

Contrastive learning is the sampling of positive pairs. Gao et al. (2021) add dropout noise to keep a good alignment for positive pairs. Fang et al. (2020) uses data augmentation to generate positive pairs from the original sentences.

We develop our model architecture with contrastive learning. In our experiments, we select a sample and combine it with itself to get a positive pair. And then combine it with other different kinds of samples to get negative pairs. A contrastive loss is used to control the distance between samples of different classes in the sample space so that enhance the ability of the text classifier.

3 Methodology

3.1 Model Architecture

In this paper, we consider MDTC tasks in the following settings.

Specifically, there exists M domains $\{D_i\}_{i=1}^M$. The labeled training collection of the m-th domain is denoted by $X^m = \{(x^m_j, y^m_j) \mid j \in [1, N^m_1]\}$, where $x^m_j$ and $y^m_j$ are the input texts and the label of the j-th sample of the m-th domain. $N^m_1$ is the total number of the labeled samples of the m-th domain. The unlabeled training collection of the m-th domain is denoted by $X^u_m = \{(x^m_k) \mid k \in [1, N^m_u]\}$, where $x^m_k$ and $N^m_u$ are the input texts of the j-th sample and the sample size of the m-th domain. $N_L$ represents the amount of labeled data for all domains and $N_U$ represents the amount of unlabeled data for all domains. The goal of MDTC is to improve the overall system performance by utilizing the training sets of M domains. The classification performance of the system is measured by the average classification accuracy across M domains.

3.2 Domain-specific Representation Learning

In order to ensure the validity of our extracted domain-specific features, we add a simple and effective domain discriminator $D_d$, which takes the extracted domain-specific features as input and outputs the predicted domain category, so as to optimize the domain discrimination ability. The $h_p$ is the output of the domain-specific extractor for the given instance X. The domain classifier $D_d(h_p; \theta_d) \rightarrow d$ maps the domain-specific feature representation to a domain label prediction. $\theta_d$ denotes the parameters of the domain classifier $D_d$. The discriminator $D_d$ is trained to minimize the prediction loss on labeled and unlabeled instances of multiple domains:
\[ L_{\text{dom}} = - \frac{1}{N_U + N_L} \sum_{m=1}^{M} \sum_{j=1}^{N^m + N_u^m} d^m_j \log \hat{d}^m_j + (1 - d^m_j) \log \left(1 - \hat{d}^m_j\right) \]  

where the \( \hat{d} \) is prediction probabilities of domain labels of domain discriminator \( D_d \) and the \( d \) is the true domain label of input text.

### 3.3 Conditional Adversarial Network

Motivated by some previous works of domain separation learning (Bousmalis et al., 2016; Shen et al., 2018), we adopt a conditional adversarial network for SPACL to extract domain shared features. After the domain-specific learning, we freeze the parameters \( \theta_d \) of the domain discriminator \( D_d \) to ensure that the discriminator has good domain recognition capabilities. At the same time, in order to ensure that the features we extract can express shareability across domains, we also adopt a negative entropy loss so that the domain classifier cannot accurately identify the domain of the shared-representation the input text.

The \( h_s \) is the output of the shared extractor \( F_s \) for the given instance \( X \). The \( h_p \) is the output of the shared extractor \( F_p \) for the given instance \( X \). The final joint representations \( h \) is the concatenated vector of private features \( h_p \) and shared features \( h_s \). The text classifier \( C \) outputs the probability distribution of the prediction labels which are denoted as \( \hat{y} \). The class prediction \( \hat{y} \) for the given instance \( X \). The final loss function is the combination of above losses:

\[ L_{\text{can}} = \frac{1}{N_U + N_L} \sum_{m=1}^{M} \sum_{j=1}^{N^m + N_u^m} d^m_j \log \hat{d}^m_j + (1 - d^m_j) \log \left(1 - \hat{d}^m_j\right) \]  

where \( h_e \odot h \) denotes the cross-covariance of the two vectors which is calculated by multilinear conditioning (Long et al., 2018).

### 3.4 Contrastive Learning

Intuitively, we hope that the distance between the final joint representation vectors of samples of different categories is as far as possible, so as to make the final text classifier \( C \) easier to distinguish. Therefore, we adopt a contrastive learning approach to generate better joint representation vectors. Specifically, assuming that given a batch of samples, we will sample a pair of positive examples and other sets of negative examples in the batch. The class label of every sample denotes \( y \). Given a final joint representation \( h_i \) of a sample, from a batch we can get an positive pair \( (h_i, h_{pos}) \) and other negative sample pairs \( \{(h_i, h_{neg}) \mid h_i \in y, h_{neg} \notin y\} \).

The loss of contrastive learning is defined as:

\[ L_{\text{cl}} = - \frac{1}{N_b} \sum_{i=1}^{N_b} \log \frac{\exp \left(\text{sim} \left(h_i, h_{pos}\right)\right)}{\sum_{(h_i, h_{neg}) \mid h_i \in y, h_{neg} \notin y} \exp \left(\text{sim} \left(h_i, h_{neg}\right)\right)} \]  

where \( \text{sim}(u, v) = u^T v/\|u\|_2 \|v\|_2 \) denotes the cosine distance between the two vectors \( u \) and \( v \). \( N_b \) and \( \|\|_2 \) denote the number of batch size and the L2 norm.

### 3.5 Objective Function

The multi-domain text classification task is a binary classification task. Therefore, we define the task loss is:

\[ L_{\text{task}} = - \frac{1}{N_L} \sum_{m=1}^{M} \sum_{j=1}^{N^m} y_j^m \log \hat{y}_j^m + (1 - y_j^m) \log \left(1 - \hat{y}_j^m\right) \]  

The text classifier \( C \) takes the final joint representation as input, and outputs the prediction labels which denote \( \hat{y} \).

The final loss function is the combination of above losses:
\[ L = L_{\text{task}} + L_{\text{dom}} + \alpha L_{\text{can}} + \beta L_{\text{cl}} \]  
\hspace{1cm} (5)

where \( \alpha \) and \( \beta \) are hyperparameters for balancing different losses.

4 Experiment

4.1 Dataset

We evaluate SPACL on two standard datasets in our experiments: the Amazon review dataset (Blitzer et al., 2007) and the FDU-MTL dataset (Liu et al., 2015). The Amazon review dataset contains reviews in four domains: books, DVDs, electronics, and kitchen. The data for each domain has 1000 positive samples and 1000 negative samples. This dataset is already preprocessed into a bag of features (unigrams and bigrams) which loses word order information. The FDU-MTL datasets contain a total of 16 domains: books, electronics, DVDs, kitchen, apparel, camera, health, music, toys, video, baby, magazine, software, sport, IMDB, and MR. Each domain of FDU-MTL dataset contains a development set of 200 samples, a test set of 400 samples, a training set of about 1400 samples, and about 2000 unlabeled samples.

4.2 Baselines

To evaluate SAPCL, we compare it with the following baselines.

- The multi-task learning with bidirectional language (MT-BL) method utilizes extraction of task-invariant features by leveraging potential information among related tasks, which improves the performance of a single task (Yang and Shang, 2019). The multinomial adversarial network (MAN) learns features that are invariant across multiple domains by resorting to its ability to reduce the divergence among the feature distributions of each domain (Chen and Cardie, 2018). This method trains the domain discriminator by two loss functions: the least square loss (MAN-L2) and the negative log-likelihood loss (MAN-NLL). Dual adversarial co-learning (DACL) deploys dual adversarial regularizations to align features across different domains, aiming to improve the classifiers’ generalization capacity with the learned features (Wu and Guo, 2020). Conditional adversarial networks (CANs) introduce a conditional domain discriminator to model the domain variance in both shared feature representations and class-aware information simultaneously and adopts entropy conditioning to guarantee the transferability of the shared features (Wu et al., 2021a). The collaborative multi-domain sentiment classification (CMSC) trains the models by three loss functions: the least square loss (CMSC-LS), the hinge loss (CMSC-SVM), and the log loss (CMSC-Log) (Wu and Huang, 2015). The adversarial multi-task learning for text classification (ASP-MTL) alleviates the shared and private latent feature spaces from interfering with each other (Liu et al., 2017). All the comparison methods use the standard partitions of the datasets. Thus, we cite the results from (Wu and Huang, 2015; Liu et al., 2017; Chen and Cardie, 2018; Yang and Shang, 2019; Wu and Guo, 2020; Wu et al., 2021a) for fair comparisons.

| Domain | CMSC-LS | CMSC-SVM | CMSC-Log | MAN-NLL | MAN-L2 | DACL | CAN | SPACL (proposed) |
|--------|---------|---------|----------|---------|--------|------|-----|-----------------|
| Books  | 82.10   | 82.26   | 81.81    | 82.98   | 82.46  | 83.76| 84.65|                 |
| DVD    | 82.40   | 83.48   | 83.73    | 84.03   | 83.98  | 85.50| 84.68| 85.20           |
| Elec.  | 86.12   | 86.76   | 86.67    | 87.06   | 87.22  | 87.40| 88.34| 88.20           |
| Kit.   | 87.56   | 88.20   | 88.23    | 88.57   | 88.53  | 90.00| 90.03| 90.10           |

Avg    | 84.55   | 85.18   | 85.11    | 85.66   | 85.55  | 86.59| 86.70| 87.03           |

Table 1: MDTC results on the Amazon review dataset

4.3 Experimental Setting

In our experiment, we set the hyperparameters \( \alpha=0.001, \beta=0.1 \). The experiment uses the Adam optimizer with the learning rate of 0.0001. The vector size of the shared feature extractor is 64 while the vector size of the domain-specific feature extractor is 128. The dropout rate is 0.5. ReLU is the activation function.
| Domain  | MT-BL | ASP-MTL | MAN-L2 | MAN-NLL | SPACL(proposed) |
|---------|-------|---------|--------|---------|-----------------|
| books   | 89.0  | 84.00   | 87.6   | 86.8    | **90.2**        |
| electronics | 90.2 | 86.80   | 87.4   | 88.8    | 90.0            |
| dvd     | 88.0  | 85.50   | 88.1   | **88.6**| 88.5            |
| Kitchen | **90.5**| 86.20   | 89.8   | 89.9    | 90.0            |
| apparel | 87.2  | 87.00   | 87.6   | 87.6    | **88.0**        |
| camera  | 89.5  | 89.20   | 91.4   | 90.7    | **91.2**        |
| health  | **92.5**| 88.20   | 89.8   | 89.4    | 90.2            |
| music   | 86.0  | 82.50   | 85.9   | 85.5    | **86.0**        |
| toys    | **92.0**| 88.0    | 90.0   | 90.4    | 91.1            |
| video   | 88.0  | 84.5    | 89.5   | **89.6**| 88.7            |
| baby    | 88.7  | 88.20   | 90.0   | **90.2**| 89.9            |
| magazine| **92.5**| 92.20   | 92.5   | 92.9    | 92.5            |
| software| **91.7**| 87.20   | 90.4   | 90.9    | 89.5            |
| sports  | **89.5**| 85.7    | 89.0   | 89.0    | 88.2            |
| IMDb    | 88.0  | 85.5    | 86.6   | 87.0    | **88.7**        |
| MR      | 75.7  | **76.7**| 76.1   | **76.7**| 76.5            |

| AVG     | 88.6  | 86.1    | 88.2   | 88.4    | **88.7**        |

Table 2: MDTC results on the FDU-MTL dataset

| Method      | Book | DVD | Electronics | Kitchen | AVG  |
|-------------|------|-----|-------------|---------|------|
| SPACL w/o C | 83.10| 83.05| 85.10       | 86.20   | 84.36|
| SPACL w/o CL| 84.10| 82.50| 84.00       | 85.05   | 83.90|
| SPACL w/o D | 83.05| 80.01| 82.05       | 83.17   | 82.07|
| SPACL(full) | **84.65**| **85.20**| **88.20**   | **90.10**| **87.03**|

Table 3: Ablation study on the Amazon review dataset

The batch size is 128. MLP feature extractors are the feature extractor of the experiment on the Amazon review dataset with an input size of 5000. MLP feature extractor is composed of two hidden layers, with size 1,000 and 500, respectively. CNN feature extractor with a single convolutional layer is the feature extractor of the experiment on the FDU-MTL review dataset. Each CNN feature extractor uses different kernel sizes (3, 4, 5) with input size of 1000. Text classifier and discriminator are MLPs with one hidden layer of the same size as their input (128 + 64 for text classifier and 128 for discriminator).

4.4 Results

We conduct the experiments on the Amazon review dataset and FDU-MTL dataset following the setting of (Chen and Cardie, 2018). A 5-fold cross-validation is conducted on the Amazon review dataset. All data is divided into five folds: three folds are used as the training set, one fold is used as the validation set, and the remaining one fold is used the test set. The experimental results on the Amazon review dataset are shown in Table 1 and the results on the FDU-MTL dataset are shown in Table 2. The best performance is shown in bold.

From Table 1, we can see that our proposed SPACL architecture is able to achieve the best average accuracy across multiple domains on the Amazon review dataset. This suggests our proposed model architecture is more effective than other baselines. From the experimental results on FDU-MTL in the Table 2, the average accuracy of our proposed SPACL is superior to the other methods. The experimental results once again demonstrate the effectiveness of our proposed method.

The reasons for the above results are as follows: 1) Our model utilizes a conditional adversarial network to correlate the extracted shared features and predicted class labels, thereby improving the overall
generalization performance of the model architecture. 2) Our model architecture expands the distance between samples of different classes in the sample space and the distance of samples of the same class through the method of comparative learning. Therefore, our model performs better at multi-domain text classification tasks.

4.5 Ablation Study

To validate the contribution of conditional adversarial networks and contrastive learning in our model architecture, we conduct extensive ablation experiments on the Amazon review dataset. In particular, we studied two kinds of ablation variants: (1) SPACL w/o C, the variant model architecture of our SPACL without conditional adversarial learning on shared feature extractor; (2) SPACL w/o CL, the variant model architecture of our SPACL without contrastive learning on the final joint representation; (3) SPACL w/o D, the variant model architecture of our SPACL without domain-specific representation learning. The ablation experiment results are shown in the Table 3, where we can see all variants of produce poor results, the full model architecture provides the best performance. Therefore, this validated our model architecture of the components in the presence of necessity. From the results of the ablation experiments, we can see that using contrastive learning to improve the sample representation benefits the performance of our model.

5 Conclusion

In this paper, we proposed a shared-private architecture based on contrastive learning to use across different domains of all the available resources for multi-domain text classification. The model architecture expands the distance between shared-representations of samples of different categories in the sample space by introducing contrastive learning, thereby further improving the discriminative ability of the model architecture. In addition, the model architecture uses a conditional adversarial network to establish the correlation between domain shared features and classification prediction labels which improves the overall performance of the model architecture. The experimental results on two benchmarks show that the SPACL model architecture can effectively improve the performance of the system on the multi-domain text classification task. In the future, we will explore a better solution to transfer knowledge from different domains for multi-domain text classification.
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