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Abstract
We propose a bilevel optimization approach for the estimation of parameters in nonlocal image denoising models. The parameters we consider are both the fidelity weight and weights within the kernel of the nonlocal operator. In both cases, we investigate the differentiability of the solution operator in function spaces and derive a first-order optimality system that characterizes local minima. For the numerical solution of the problems, we use a second-order trust-region algorithm in combination with a finite element discretization of the nonlocal denoising models and introduce a computational strategy for the solution of the resulting dense linear systems. Several experiments illustrate the applicability and effectiveness of our approach.

1 Introduction

Nonlocal image denoising has emerged in the last years as an important alternative in image processing, due to the fact that it enables the reconstruction of important image features, specially textures, by considering similar intensity patterns between pixels or patches in a given spatial neighborhood or all over the whole image domain. Although originally the research was focused on the design of direct nonlocal filters (see, e.g., [38,39,42]), more complex variational approaches based on energy functionals were proposed in recent years for the treatment of denoising problems [20,21,27]. This variational framework enables the employment of additional modeling and analysis tools that have been used for image reconstruction tasks within a partial differential equation (PDE) setting. A related variational framework was also employed recently in [2], where the authors use energies induced by (nonlocal) fractional differential operators.

Nonlocal denoising operators are characterized by kernels that incorporate a lot of information from the image domain. The use of different kernels leads in fact to different outcomes, and tuning their parameters is usually a difficult task. In recent years, bilevel optimization has been successfully utilized for the identification of optimal parameters in image processing [11,12,25]. This attempt includes analytical as well as numerical studies, using both finite-dimensional [24,25] and PDE-constrained optimization approaches [11,12,23].

In this paper, we aim at extending the bilevel optimization methodology to nonlocal operators with integrable kernels used for image denoising. Similar to previous contributions, we consider a supervised learning framework and assume existence of a training set of clean and noisy images we can learn from. Using a variational setting similar to the one developed in [15,18], we analyze the resulting bilevel learning problems in function spaces. Differentiability properties of the solution mappings are investigated, and necessary optimality conditions of Karush–Kuhn–Tucker type are derived. We consider both spatially dependent functional weights and also scalar ones. However, the framework is also extendable to parameter functions that depend on a finite, yet possible large, number of coefficients, which is the most common approach in practice to avoid overfitting.

To our knowledge, this is the first paper on bilevel optimization for nonlocal operators. In particular, the second part of the paper addresses the problem of nonlocal kernel identification, now subject of great interest in the nonlocal community, and provides an alternative to neural-network-based algorithms [31]. As such, the impact of this work goes beyond image processing, providing a useful tool in the context of nonlocal optimization and control for a wide range of applications including fracture mechanics [22,26,37], anomalous subsurface transport [5,34,35], phase transitions [4,13,19], multiscale and multiphysics systems
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The paper is organized as follows. In Sect. 2, we briefly summarize results of the nonlocal vector calculus that will be useful throughout the paper and also introduce some nonlocal operators for image denoising. In Sect. 3, we consider a bilevel optimization approach to optimize the fidelity weight, both spatially dependent and scalar, for a Gaussian denoising problem and derive necessary optimality conditions in the form of Karush–Kuhn–Tucker optimality systems. In Sect. 4, we introduce and analyze the bilevel problem of finding optimal weights of a modified nonlocal means kernel and, after studying some properties of the solution mapping, we derive necessary optimality conditions of first order. Finally, in Sect. 5, we introduce a second-order optimization algorithm for the solution of the bilevel problems and give insights of implementation aspects and numerical performance. Several numerical tests illustrate the performance of our approach.

2 Preliminaries in Nonlocal Imaging

Let \( \Omega \) be a bounded domain in \( \mathbb{R}^d \). We use the standard notation \((\cdot, \cdot)_{0, \Omega} \) and \( \|\cdot\|_{0, \Omega} \) for the inner product and the norm in \( L^2(\Omega) \), the space of square integrable functions on \( \Omega \).

2.1 Nonlocal Vector Calculus

The nonlocal models considered in this paper are analyzed using the nonlocal vector calculus [17]. We recall the basic concepts of such calculus that will be used in this paper. We let \( \alpha(x, y) = -\alpha(y, x) : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^d \) be an antisymmetric vector function and \( \gamma(x, y) = \gamma(y, x) : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R} \) be a symmetric positive kernel, square integrable over \( \Omega \). Given the functions \( u(x) : \mathbb{R}^d \to \mathbb{R} \) and \( v(x, y) : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^d \), we define the nonlocal divergence of \( v \) as a mapping \( \mathcal{D}v : \mathbb{R}^d \to \mathbb{R} \) such that

\[
\mathcal{D}v(x) := \int_{\mathbb{R}^d} \left( v(x, y) + v(y, x) \right) \cdot \alpha(x, y) \, dy,
\]

and the nonlocal gradient of \( u \) as a mapping \( \mathcal{G}u : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R} \) such that

\[
\mathcal{G}u(x, y) := (u(y) - u(x))\alpha(x, y), \quad \forall x, y \in \mathbb{R}^d.
\]

The paper [17, §3.2] shows that the adjoint \( \mathcal{D}^* = -\mathcal{G} \), as in the local case. The composition of nonlocal divergence and gradient gives

\[
\mathcal{D}(\mathcal{G}u)(x) = 2 \int_{\mathbb{R}^d} (u(y) - u(x))(\alpha(x, y) \cdot \alpha(x, y)) \, dy.
\]

With the identification \( \gamma(x, y) := \alpha(x, y) \cdot \alpha(x, y) \), we define the nonlocal diffusion of \( u \) as the operator \( \mathcal{L}u : \mathbb{R}^d \to \mathbb{R} \) such that

\[
\mathcal{L}u(x) := \mathcal{D}(\mathcal{G}u)(x) = 2 \int_{\mathbb{R}^d} (u(y) - u(x))\gamma(x, y) \, dy, \quad \forall x \in \mathbb{R}^d.
\]

Then, we define the interaction domain \( \Omega_I \) of a bounded region \( \Omega \) as the set of points outside of the domain that interact with points inside of the domain, i.e.,

\[
\Omega_I = \{ y \in \mathbb{R}^d \setminus \Omega : \gamma(x, y) \neq 0, \text{ for some } x \in \Omega \}.
\]

This set is the nonlocal counterpart of the boundary \( \partial \Omega \) of a domain in a local setting. In this work, we consider localized kernels, i.e., \( \gamma \) is such that for \( x \in \Omega \)

\[
\begin{align*}
\gamma(x, y) &\geq 0 \quad \forall y \in B_\varepsilon(x), \\
\gamma(x, y) &\equiv 0 \quad \forall y \in \mathbb{R}^d \setminus B_\varepsilon(x),
\end{align*}
\]

where \( B_\varepsilon(x) = \{ y \in \mathbb{R}^d : |x - y| \leq \varepsilon \} \), for all \( x \in \Omega \), and \( \varepsilon > 0 \) is referred to as interaction radius\(^1\). For such kernels, we can rewrite the interaction domain as

\[
\Omega_I = \{ y \in \mathbb{R}^d \setminus \Omega : |y - x|_\infty \leq \varepsilon, \text{ for some } x \in \Omega \}.
\]

We define the nonlocal energy semi-norm, the nonlocal energy space, and the constrained nonlocal energy space as follows

\[
\|v\|^2_{\Omega, I} := \int_{\Omega \cup \Omega_I} \int_{\Omega \cup \Omega_I} (v(x) - v(y))^2 \gamma(x, y) \, dy \, dx, \quad \forall v \in L^2(\Omega),
\]

\[
V(\Omega \cup \Omega_I) := \{ v \in L^2(\Omega \cup \Omega_I) : \|v\|_{\Omega, I} < \infty \},
\]

\[
V_c(\Omega \cup \Omega_I) := \{ v \in V(\Omega \cup \Omega_I) : \|v\|_{\Omega_I} = 0 \}.
\]

The paper [17, §4.3.2] proves that for integrable localized kernels as in (2.3), the constrained energy space \( V_c(\Omega \cup \Omega_I) \) is equivalent to

\[
L^2(\Omega \cup \Omega_I) := \{ v \in L^2(\Omega \cup \Omega_I) : \|v\|_{\Omega_I} = 0 \}.
\]

\(^1\) Note that, in general, nonlocal neighborhoods are Euclidean balls. However, the nonlocal calculus still holds for more general balls such as those induced by the \( \varepsilon \)-infinity norm (see an application in [9]).
and that $\|\cdot\|_V \sim \|\cdot\|_{L^2(\Omega; \mathbb{R}^d)}$. Unless necessary, we drop the dependence of $V$ and $V_e$ on $\Omega \cup \Omega_I$.

**Nonlocal volume constrained problems** We consider the solution of nonlocal elliptic problems, i.e., the nonlocal counterpart of elliptic PDEs. Due to nonlocality, when solving a nonlocal problem, boundary conditions (i.e., conditions on the solution for $x \in \partial \Omega$) do not guarantee the uniqueness of the solution, which can only be achieved by providing conditions on the interaction domain $\Omega_I$ [17]. As an illustrative example, we consider the following nonlocal diffusion-reaction equation for the scalar function $u$:

$$-Lu + \lambda u = f \quad x \in \Omega,$$

(2.5)

for some $f \in L^2(\Omega)$ and $\lambda \in L^\infty(\Omega)$ such that $\lambda : \Omega \rightarrow \mathbb{R}^+ \cup \{0\}$. Uniqueness of $u$ is guaranteed provided the following condition is satisfied [17]:

$$u = g \quad \text{for } x \in \Omega_I,$$

(2.6)

where $g$ is some known function in the trace space $V(\Omega_I)$: $z : \exists v \in V \text{ s.t. } v|_{\Omega_I} = z$.

Without loss of generality, in our analysis we consider $g = 0$ so that $u \in V_e(\Omega \cup \Omega_I)$. The corresponding weak form is obtained in the same way as in the local setting by multiplying (2.5) by a test function and integrating over $\Omega$, i.e.,

$$\int_{\Omega} (-Lu + \lambda u - f)v \, dx = \int_{\Omega \cup \Omega_I} \mathcal{G} u \mathcal{G} v \, dx dy + \int_{\Omega} (\lambda u - f)v \, dx = 0,$$

(2.7)

where the equality follows from the nonlocal Green’s first identity [17]. Note that, by definition of $\mathcal{G}$, (2.7) is equivalent to

$$\int_{\Omega \cup \Omega_I} \int_{\Omega \cup \Omega_I} (u(x) - u(y))(v(x) - v(y)) \gamma(x, y) \, dx dy + \int_{\Omega} (\lambda u - f)v \, dx = 0.$$

(2.8)

### 2.2 Nonlocal Denoising Formulation

In order to use the nonlocal vector calculus for image denoising models, we consider the variational viewpoint proposed in [20], applicable to the following kernels:

- **Yaroslavsky kernel:**

  $$\gamma_1(x, y) = \exp \left\{-w\left|f(x) - f(y)\right|^2\right\} \mathcal{X}(y \in B_{\epsilon}(x)).$$

- **Nonlocal Means kernel:**

  $$\gamma_2(x, y) = \exp \left\{-\int_{\mathbb{R}^2} w(\tau)\left|f(x + \tau) - f(y + \tau)\right|^2 d\tau\right\} \lambda \mathcal{X}(y \in B_{\epsilon}(x)).$$

(2.9)

- **Combination of the previous two kernels:**

  $$\gamma_C(x, y) = \exp \left\{-\theta_1 \left|f(x) - f(y)\right|^2 - \theta_2 \int_{\mathbb{R}^2} w(\tau)\left|f(x + \tau) - f(y + \tau)\right|^2 d\tau\right\} \lambda \mathcal{X}(y \in B_{\epsilon}(x)).$$

(2.10)

where $f$ is a given noisy image and $\mathcal{X}(\cdot \in B)$ is the indicator function over the set $B$. In [7], it is shown that nonlocal means presents advantages in the presence of textures or periodic structures, whereas neighborhood filters, like the Yaroslavsky one, may perform better for the preservation of particular edges. As a consequence, a kernel that considers a combination of both, as in (2.10), may provide an increased denoising capability. We refer to [6] for more details on these and other nonlocal kernels.

For a given kernel function, we formulate the nonlocal denoising problem as the following energy minimization problem:

$$\min_{u \in \mathcal{V}} \frac{\mu}{2} \|u\|_V^2 + \frac{1}{2} \int_{\Omega} \lambda (u - f)^2 \, dx,$$

(2.11)

where $f \in L^\infty(\Omega)$ stands for the noisy image and $\lambda$ is a weight that balances the fidelity term against the nonlocal regularizer. The weight $\lambda$ can be either a nonnegative real number or a spatially dependent quantity. The last term in (2.11) corresponds to the Gaussian fidelity, which is considered for simplicity along the paper. However, the approach may be easily extended to other convex differentiable fidelity functions.

Depending on the chosen kernel (and the value of $w$ within) and the value of $\lambda$, reconstructed images of different quality are obtained as solutions to (2.11). As an example, for a given pair $(f, u_T)$ of noisy and ground-truth images and using the nonlocal means kernel (2.9) in problem (2.11), we show in Fig. 1 the contour lines of the loss function $\frac{1}{2} \|u_{\lambda,w} - u_T\|_0^2$ associated with a scalar fidelity weight $\lambda$ and a scalar kernel weight $w$. This two-dimensional plot exemplifies the difficulties related to the optimization. In fact, the complex banana-shaped contour lines are a challenge for several minimization algorithms, especially first-order ones.
3 Optimization with Respect to $\lambda$

We study the problem of identifying the optimal spatially dependent $\lambda$ in the lower-level denoising model (2.11). First, we analyze the existence of a solution to the lower-level problem with fixed parameters. Then, we state the bilevel problem for the identification of the optimal $\lambda$ and study the differentiability of the solution operator and the reduced cost functional. We also derive a first-order optimality system for the estimation of the optimal parameter. The case $\lambda \in \mathbb{R}^+ \cup \{0\}$ is studied at the end of the section as a particular instance.

3.1 Lower-Level Problem

We recall the energy-based formulation of the nonlocal denoising problem:

$$
\min_{u \in V_c} \mathcal{E}(u, \lambda), \tag{3.1}
$$

where

$$
\mathcal{E}(u, \lambda) = \frac{\mu}{2} \|u\|^2_V + \frac{1}{2} \int_{\Omega} \lambda (u - f)^2 \, dx.
$$

The energy norm $\| \cdot \|_V$ is defined as in (2.4) and, in particular, is induced by the scalar product

$$(u, v)_V = \int_{\Omega_1} \int_{\Omega_2} (u(x) - u(y))(v(x) - v(y))\gamma(x, y) \, dy \, dx$$

$$= 2 \int_{\Omega_1} \int_{\Omega_2} (u(x) - u(y))v(x)\gamma(x, y) \, dy \, dx, \quad \forall u, v \in V_c. \tag{3.2}$$

In what follows, we refer to (3.1) as the lower-level problem and we study its well-posedness as well as a necessary and sufficient conditions for the characterization of its minima.

**Theorem 3.1** For every $\lambda \in L^\infty(\Omega)$, such that $\lambda(x) \geq 0$ a.e., there exists a unique solution $u \in V_c$ for the lower-level problem (3.1).

**Proof** Since the functional $\mathcal{E}$ is bounded from below, there exists a minimizing sequence $\{u_n\} \subset V_c$. Thanks to the coercivity in $V_c$ of the energy term, the sequence is bounded in $V_c$; thus, there exists a subsequence, still denoted by $\{u_n\}$, that weakly converges in $V_c$, i.e., $u_n \rightharpoonup u^\star$. Since $\mathcal{E}$ is convex and continuous with respect to the energy norm, it is weakly lower semi-continuous. Therefore,

$$\mathcal{E}(u^\star) \leq \liminf_{n \to \infty} \mathcal{E}(u_n).$$

The uniqueness of the solution follows from the strict convexity of the functional. \qed
3.2 Bilevel Problem

We consider the following bilevel optimization problem

\[
\min_{\lambda \in \mathcal{C}} \mathcal{J}(u, \lambda) = \mathcal{F}(u) + \frac{\beta}{2} \| \lambda \|^2_{H^1(\Omega)} \tag{3.3}
\]

s.t. \( u = \arg \min_{u \in V_c} \left\{ \frac{\mu}{2} \| u \|^2_V + \int_{\Omega} \lambda (u - f)^2 \, dx \right\}, \)

where \( \mathcal{C} = \{ \lambda \in H^1(\Omega) : 0 \leq \lambda(x) \leq \Lambda \} \), with \( \Lambda \in \mathbb{R}^+ \), is a subset of the parameter space \( \mathcal{U} := H^1(\Omega) \cap L^\infty(\Omega) \).

For any \( \lambda \in \mathcal{U} \) such that \( \lambda(x) \geq 0 \) a.e. in \( \Omega \), the denoising functional of the lower-level problem is strictly convex and its minimum is uniquely characterized by its first-order necessary and sufficient optimality condition, given by the nonlocal variational equation

\[
\mu(u, \psi)_V + (\lambda(u - f), \psi)_\Omega = 0, \quad \forall \psi \in V_c. \tag{3.4}
\]

By choosing in particular the test function \( \psi = u \) in (3.4), we then get

\[
\mu \| u \|^2_V \leq \mu \| u \|^2_V + \int_{\Omega} \lambda u^2 = \int_{\Omega} \lambda f u \leq \| \lambda \|_{L^2} \| f \|_\infty \| u \|_{0, \Omega}.
\]

Using the equivalence of the energy norm and the \( L^2 \)-norm, we then obtain the \textit{a-priori} estimate

\[
\| u \|_{0, \Omega} \leq K \| \lambda \|_{H^1(\Omega)}, \tag{3.5}
\]

which will be used in the subsequent analysis of the differentiability of the solution operator.

Replacing the constraint in (3.3) with Eq. (3.4) then yields the following nonlocal-constrained optimization problem:

\[
\min_{\lambda \in \mathcal{C}} \mathcal{F}(u) + \frac{\beta}{2} \| \lambda \|^2_{H^1(\Omega)} \tag{3.6a}
\]

s.t. \( \mu(u, \psi)_V + (\lambda(u - f), \psi)_\Omega = 0, \quad \forall \psi \in V_c. \tag{3.6b}
\]

Well-posedness of (3.6b) follows directly from Theorem 3.1, where the coercivity of the bilinear form \( (\cdot, \cdot)_V \) plays a key role.

Hereafter, the loss function \( \mathcal{F}(u) \) is assumed to be strictly convex and continuous with respect to \( u \). The simplest case corresponds to the peak signal-to-noise ratio-related loss function \( \mathcal{F}(u) := \frac{1}{2} \| u - u_T \|_{0, \Omega}^2 \), which arises from a supervised learning framework, where \( u_T \) corresponds to the ground truth image and \( f \) to the corrupted one. In such framework, the training set is typically large (i.e., we assume several pairs \((u_T, f)\) are available) and the number of lower-level problems increases accordingly, but analytical difficulties remain the same. For this reason, we restrict our attention to a single training pair \((u_T, f)\), which corresponds to a single lower-level problem. Alternative loss functions based on the image statistics have also been recently proposed [23] and may also be considered within our analytical framework.

**Theorem 3.2** The bilevel optimization problem (3.3) admits a solution \( \lambda^* \in \mathcal{C} \).

**Proof** Since the functional \( \mathcal{J} \) is bounded from below, there exists a minimizing sequence \( \{\lambda_n\} \subset \mathcal{C} \). Also, the Tikhonov term guarantees that this sequence is bounded in \( H^1(\Omega) \). Thus, there exists a subsequence, still denoted by \( \{\lambda_n\} \), that converges weakly in \( H^1(\Omega) \) and strongly in \( L^2(\Omega) \) to a limit point \( \lambda^* \in \mathcal{C} \).

Let \( u_n \in V_c \) be the unique (see Theorem 3.1) optimal solution to the lower-level problem (3.1) corresponding to \( \lambda_n \). From the stability estimate (3.5), we get that

\[
\| u_n \|_{0, \Omega} \leq K \| \lambda_n \|_{H^1(\Omega)} \leq \overline{K},
\]

and, therefore, \( \{u_n\} \) is uniformly bounded in \( V_c \). Thus, there exists a subsequence, that we still denote by \( \{u_n\} \), that weakly converges in \( V_c \) and \( L^2(\Omega) \) because of the equivalence of spaces) to a limit point \( u^* \). Next, we will show that \( u^* = u(\lambda^*) \), i.e., the limit of \( \{u_n\} \) is the solution of the lower-level problem corresponding to \( \lambda^* \).

Indeed, thanks to the linearity and continuity of the bilinear form and the strong convergence of \( \lambda_n \to \lambda^* \) in \( L^2(\Omega) \), we may pass to the limit in

\[
\mu(u_n, \psi)_V + (\lambda_n(u_n - f), \psi)_\Omega = 0, \quad \forall \psi \in V_c,
\]

and get that

\[
\mu(u^*, \psi)_V + (\lambda^*(u^* - f), \psi)_\Omega = 0, \quad \forall \psi \in V_c.
\]

Thanks to the assumed properties of the loss function, we get that \( \mathcal{J} \) is weakly lower semicontinuous and, consequently, \( \mathcal{J}(u^*, \lambda^*) \leq \liminf_{n \to \infty} \mathcal{J}(u_n, \lambda_n) \), which finishes the proof. \( \square \)

3.3 Differentiability of the Solution Operator

In this section, we analyze the differentiability properties of the solution mapping. The presence of the weak norm in the denoising model does not allow us to obtain Fréchet differentiability results. Fortunately, first-order optimality conditions only require Gâteaux differentiability, which is proved in the following theorem.
Theorem 3.3 Let \( V \subset L^\infty(\Omega) \) be an \( \epsilon \)-neighborhood containing \( C \) and \( S_\lambda: V \rightarrow V_C \) be the solution operator, which assigns to each \( \lambda \) the corresponding solution \( u \in V_C \) to (3.6b). Then, \( S_\lambda \) is locally Lipschitz continuous and Gâteaux differentiable, and its directional derivative \( z = S_\lambda' h \) at \( \lambda \) in direction \( h \in U \) is given by the unique solution of
\[
\int_{\Omega \cup \Omega_t} \int_{\Omega \cup \Omega_t} \mu g_z g\psi + \int_{\Omega} \lambda z \psi = -\int_{\Omega} h(u-f)\psi, \quad \forall \psi \in V_c.
\]
(3.7)

Proof To prove the Lipschitz continuity of the solution operator, we consider two parameters \( \lambda_1, \lambda_2 \in V \) and the corresponding solutions to Eq. (3.4), \( u_1 \) and \( u_2 \). For \( \epsilon \) small enough, Eq. (3.6b) is indeed well-posed thanks to the coercivity of the bilinear form. Taking the difference of both equations, we get
\[
\mu (u_1 - u_2, \psi)_V + \left( \lambda_1(u_1 - f), \psi \right)_{0,\Omega} - \left( \lambda_2(u_2 - f), \psi \right)_{0,\Omega} = 0, \quad \forall \psi \in V_c.
\]
Adding and subtracting the term \( (\lambda_2(u_1 - f), \psi)_{0,\Omega} \) and choosing the test function \( \psi = u_1 - u_2 \), we get that
\[
\mu \|u_1 - u_2\|^2_V + (\lambda_2(u_1 - u_2), u_1 - u_2)_{0,\Omega} = -((\lambda_1 - \lambda_2)(u_1 - f), u_1 - u_2)_{0,\Omega}.
\]
Thanks to the ellipticity constant \( \mu \) and since \( \lambda_2 \in V \), we get the bound
\[
\|u_1 - u_2\|^2_V \leq C\|\lambda_1 - \lambda_2\|\infty \|u_1 - f\|_{0,\Omega} \|u_1 - u_2\|_{0,\Omega}.
\]
Considering in addition the equivalence between the energy norm and the \( L^2 \)-norm and estimate (3.5), we get a bound on \( \|u_1 - f\|_{0,\Omega} \) and, consequently,
\[
\|u_1 - u_2\|_V \leq C\|\lambda_1 - \lambda_2\|\infty \|u_1 - f\|_{0,\Omega} \|u_1 - u_2\|_{0,\Omega},
\]
which implies the local Lipschitz continuity of the solution mapping.

Let now \( h \in U \) be a given direction and \( u_1 \) and \( u \) the unique solutions to (3.6b) corresponding to \( \lambda + th \) and \( \lambda \), respectively. For \( \epsilon \) and \( t \) small enough, Eq. (3.6b) is well-posed. Throughout the proof, we let \( C > 0 \) denote a generic positive constant.

By taking the difference of Eq. (3.6b) corresponding to \( \lambda + th \) and \( \lambda \), we get
\[
\mu (u_1 - u, \psi)_V + ((\lambda + th)(u_1 - f) - \lambda(u - f), \psi)_{0,\Omega} = 0, \quad \forall \psi \in V_c
\]
or, equivalently, expanding all terms,
\[
\mu \int_{\Omega \cup \Omega_t} \int_{\Omega \cup \Omega_t} \left( (u_1 - u)(x) - (u_1 - u)(y) \right) \psi(x) dx dy
\]
\[
- \psi(y) \nu(x, y) dx dy + \int_{\Omega} \lambda(x)(u_1 - u)(x)\psi(x) dx
\]
\[
+ t \int_{\Omega} h(x)u_t(x)\psi(x) dx = t \int_{\Omega} h(x)f(x)\psi(x) dx, \quad \forall \psi \in V_c.
\]
(3.8)

By choosing the test function \( \psi = u_1 - u \) and since \( \lambda \in V \), we obtain the estimate
\[
\|u_1 - u\|_{0,\Omega} \leq C t \int_{\Omega} h(x)(f(x) - u_t(x))(u_1 - u)(x) dx
\]
\[
\leq C t h \|\infty \| f - u_t \|_{0,\Omega} \|u_1 - u\|_{0,\Omega},
\]
which implies, using the equivalence of norms for integrable localized kernels and the \( a-priori \) bound for the lower-level solution (3.5), that
\[
\|u_1 - u\|_{0,\Omega} \\
\leq C t h \|\infty \| f - u_t \|_{0,\Omega} + K(\|\lambda\|_{\infty} + t h \|\infty \|).
\]

Therefore, the sequence \( \{z_t\}_{t>0} = \{\frac{u_1 - u_t}{t}\}_{t>0} \) is bounded in \( V_C \), for \( t \) sufficiently small, and there exists a subsequence (still denoted by \( \{z_t\} \)) such that \( z_t \to z \) weakly in \( V_C \). From (3.8), we get, subtracting the term \( \int_{\Omega} h u \psi \) on both sides,
\[
\int_{\Omega \cup \Omega_t} \int_{\Omega \cup \Omega_t} \mu g_z g\psi + \int_{\Omega} \lambda \left( \frac{u_1 - u}{t} \right) \psi
\]
\[
+ \int_{\Omega} h(u_t - u)\psi
\]
\[
= -\int_{\Omega} h(f - u)\psi, \quad \forall \psi \in V_c,
\]
which implies that
\[
\int_{\Omega \cup \Omega_t} \int_{\Omega \cup \Omega_t} \mu g_z g\psi + \int_{\Omega} \lambda z_t \psi + \int_{\Omega} h(u_t - u)\psi
\]
\[
= -\int_{\Omega} h(f - u)\psi, \quad \forall \psi \in V_c.
\]
Taking the limit as $t \to 0$, we obtain

$$
\int_{\Omega_1} \int_{\Omega_1} \mu \tilde{G} \tilde{G} \psi + \int_{\Omega} \lambda \zeta \psi = - \int_{\Omega} h(u-f) \psi, \quad \forall \psi \in V_c.
$$

which has a unique solution $z \in V_c$ thanks to the ellipticity of the energy bilinear term. By subtracting Eq. (3.9) from (3.8), we get

$$
\mu \left( \frac{u_t - u}{t} - z, \psi \right)_\Omega + \int_{\Omega} \lambda \left( \frac{u_t - u}{t} - z \right) \psi = - \int_{\Omega} h(u_t - u) \psi, \quad \forall \psi \in V_c.
$$

Finally, by choosing $\psi = \frac{u_t - u}{t} - z$ we obtain the estimate

$$
\left\| \frac{u_t - u}{t} - z \right\|_\Omega \leq C \|h\|_{L^\infty} \|u_t - u\|_{0,\Omega}.
$$

The continuity of the solution operator implies that $\left\| \frac{u_t - u}{t} - z \right\|_\Omega \to 0$ as $t \to 0$, which concludes the proof. $\square$

### 3.4 Optimality System

Thanks to the Gâteaux differentiability of the solution operator, we are able to derive an optimality system for the characterization of local optimal solutions of (3.6).

**Theorem 3.4** Let $(u, \lambda) \in V_c \times C$ be an optimal solution to problem (3.6). There exists an adjoint state $p \in L^2_c(\Omega \cup \Omega_t)$ and Lagrange multipliers $\mu^+, \mu^- \in L^2(\Omega)$ and $\mu^+, \mu^- \in H^{1/2}(\Gamma)$ such that the following optimality system is satisfied:

\begin{align*}
\mu(u, \psi)_\Omega + (\lambda(u-f), \psi)_\Omega &= 0, \forall \psi \in V_c, \quad (3.10a) \\
\mu(p, \phi)_\Omega + (\lambda, p, \phi)_\Omega &= -(\nabla \ell(u), \phi)_\Omega, \forall \phi \in V_c, \quad (3.10b) \\
-\beta \Delta \lambda + \beta \lambda + (u-f)p &= \mu^+ - \mu^- \text{ in } \Omega, \quad (3.10c) \\
\beta \frac{\partial \lambda}{\partial n} &= \mu^+_\Gamma - \mu^-_\Gamma \text{ on } \Gamma := \partial \Omega, \quad (3.10d)
\end{align*}

where $u(\lambda)$ is the unique solution to the state Eq. (3.6b) corresponding to $\lambda$. Taking the derivative of the reduced cost with respect to $\lambda$, we get

$$
\dot{j}(\lambda)_h = (\nabla \ell(u(\lambda)), u'(\lambda)h)_\Omega + \beta(\lambda, h)_H^1, \quad \forall h \in U,
$$

where, according to Theorem 3.3, $u'(\lambda)h$ is the unique solution of the linearized equation

$$
\mu(u'(\lambda)h, \psi)_\Omega + (\lambda u'(\lambda)h, \psi)_\Omega = -(h(u-f), \psi)_\Omega. \quad \forall \psi \in V_c.
$$

Using the adjoint equation

$$
\mu(p, \phi)_\Omega + (\lambda, p, \phi)_\Omega = -(\nabla \ell(u), \phi)_\Omega, \quad \forall \phi \in V_c,
$$

which is uniquely solvable by the same arguments as in Theorem 3.3, and choosing $\psi = u'(\lambda)h$, we obtain that

$$
\dot{j}(\lambda)_h = -\mu(u'(\lambda)h, p)_\Omega - (\lambda u'u'(\lambda)h, p)_\Omega + \beta(\lambda, h)_H^1.
$$

By using the linearized equation, we then obtain

$$
\dot{j}(\lambda)_h = \int_{\Omega} (u-f) p(h-\lambda)_d x + \beta(\lambda, h)_H^1. \quad (3.16)
$$

The box constraints on the parameter $\lambda$ imply that the first-order necessary optimality condition is given by the following variational inequality:

$$
\dot{j}(\lambda)_h - \beta(\lambda, h-\lambda)_H^1 \geq 0, \quad \forall h \in C. \quad (3.17)
$$

The latter corresponds to an obstacle problem with bilateral bounds. Integration by parts then yields

$$
(\lambda, v)_H^1 = (\lambda, v)_0, \Omega + (\nabla \lambda, \nabla v)_0, \Omega \\
= (\lambda, v)_0, \Omega + \int_{\Gamma} \frac{\partial \lambda}{\partial n} v d\Gamma - (\Delta \lambda, v)_0, \Omega \\
\forall v \in H^1(\Omega),
$$

where the extra regularity $\lambda \in H^2(\Omega)$ follows from [40, Thm. 5.2]. Consequently, the variational inequality (3.17) can be written in strong form as

$$-\beta \Delta \lambda + \beta \lambda + (u-f)p = \mu \text{ in } \Omega,$$
\[ \beta \frac{\partial \lambda}{\partial n} = \mu_{\Gamma} \quad \text{on} \; \Gamma, \]

where the multipliers \( \mu_{\Omega} \in L^2(\Omega) \) and \( \mu_{\Gamma} \in H^{1/2}(\Gamma) \) satisfy

\[(\mu_{\Omega}, v - \lambda) \geq 0, \; \forall v \in C, \quad \text{and} \quad (\mu_{\Gamma}, v - \lambda) \geq 0, \; \forall v \in C, \]

or, equivalently,

\[(\mu_{\Omega}(x), v - \lambda(x)) \geq 0, \; \forall v \in [0, \Lambda] \subset \mathbb{R}, \; \text{a.e. in} \; \Omega \]

\[(\mu_{\Gamma}(x), v - \lambda(x)) \geq 0, \; \forall v \in [0, \Lambda] \subset \mathbb{R}, \; \text{a.e. in} \; \Gamma. \]

By decomposing \( \mu_{\Omega} \) and \( \mu_{\Gamma} \) in its positive and negative parts, we get

\[ \mu_{\Omega} = \mu_{\Omega}^+ - \mu_{\Omega}^-, \]

\[ \mu_{\Omega}^+ \geq 0, \quad \lambda(x) \geq 0, \quad \mu_{\Omega}^+(x)\lambda(x) = 0, \]

\[ \mu_{\Omega}^- \geq 0, \quad \lambda(x) \leq \Lambda, \quad \mu_{\Omega}^-(x)(\Lambda - \lambda(x)) = 0, \]

and similarly for \( \mu_{\Gamma} \).

### 3.5 The Scalar Parameter Case

When \( \lambda \in \mathbb{R}^+ \cup \{0\} \), the Tikhonov regularization is no longer required and the bilevel problem is given by

\[ \min_{0 \leq \lambda \leq b} \ell(u) \quad \text{s.t.} \mu(u, \psi)V + \lambda(u - f, \psi)0,\Omega = 0, \quad \forall \psi \in V_c. \]  

(3.18a)

\[ \mu_{\Omega} :\Omega \rightarrow \mathbb{R} \]

\[ \mu_{\Gamma} :\Gamma \rightarrow \mathbb{R} \]

Let the Lagrangian and its derivative with respect to \( u \) be given by

\[ \mathbb{L}(u, \lambda, p) := \ell(u) + \mu(u, \psi)V + \lambda(u - f, \psi)0,\Omega \]

and

\[ \mathbb{L}_u(v) = (\nabla \ell(u), v)0,\Omega + \mu(p, v)V + \lambda(u - f, p)0,\Omega. \]

It follows that

\[ \mu(p, v)V + \lambda(p, v)0,\Omega = - (\nabla \ell(u), v)0,\Omega, \quad \forall \; v \in V_c. \]

(3.18b)

On the other hand, the derivative of \( \mathbb{L} \) with respect to \( \lambda \) is given by

\[ \mathbb{L}_\lambda(h - \lambda) = (u - f, p)(h - \lambda) \]

\[ = (h - \lambda) \int_\Omega (u - f)p \; dx \geq 0, \quad \forall \; h \in [0, \Lambda]. \]

Thus, using Hilbert projection theorem, the optimality system may be written as follows:

\[ \mu(u, \psi)V + \lambda(u - f, \psi)0,\Omega = 0, \quad \forall \psi \in V_c, \quad \forall \psi \in V_c. \]

(3.19a)

\[ \mu(p, v)V + \lambda(p, v)0,\Omega = - (\nabla \ell(u), v)0,\Omega, \quad \forall \; v \in V_c. \]

(3.19b)

\[ P_{[0,\Lambda]} \left( \lambda - c \int_\Omega (u - f)p \; dx \right) = \lambda, \quad \forall \; c > 0, \quad (3.19c) \]

where \( P_{[0,\Lambda]} \) is the standard projection operator onto the interval \([0, \Lambda]\). This reformulation turns out to be of numerical importance, since it enables the use of efficient first- and second-order iterative optimization methods.

### 4 Optimization with Respect to the Weights

In this section, we introduce and analyze the bilevel problem for the identification of the optimal weight in a nonlocal means kernel. We consider a modified nonlocal means kernel where we restrict the integral to a bounded region, i.e.,

\[ \gamma_w(x, y) = \exp \left\{ - \int_{B_r(0)} w(\tau) \left( f(x + \tau) - f(y + \tau) \right)^2 d\tau \right\}, \]

(4.1)

where the \( \ell^\infty \) ball \( B_r \) is the patch of the image explored within the integration and \( w \in U_{ad} := \{ v \in Y : 0 \leq w(t) \leq \mathcal{W}, \; \text{a.e. in} \; B_r(0) \} \), with \( Y \subseteq L^2(B_r(0)) \) a closed subspace. This type of \( \ell^\infty \) (or square) patches has been also used in [32]. Note that, to simplify the notation in the analysis, we embedded the parameter \( \delta \) in the weight \( w \); in Sect. 5, for each numerical test, we provide more details on the choice of kernel parameters.

Although our analysis is focused on a specific kernel, it can be extended to any exponential-type kernel and, in general, to kernels whose energy space is equivalent to \( L^2 \).

#### 4.1 Lower-Level Problem

For a given \( \lambda > 0 \) and \( w \in U_{ad} \), we consider the following denoising problem

\[ \min_{u \in V^w_c} J(u, \lambda) = \frac{\mu}{2} \| u \|^2_{V^w} + \frac{\lambda}{2} \int_\Omega (u - f)^2 \; dx, \]

(4.2)

where the weight-dependent energy space is defined as \( V^w_c := \{ v \in L^2(\Omega \cup \Omega_f) : \| v \|_{V^w} < \infty \} \) with

\[ \| v \|^2_{V^w} := \int_{\Omega \cup \Omega_f} \int_{\Omega \cup \Omega_f} (v(x) - v(y))^2 \gamma_w(x, y) \; dy \; dx. \]

Note that the spaces \( V^w_c \) are also equivalent to \( L^2 \) for any \( w \). Moreover, the equivalence constants are independent of \( w \), thanks to the bilateral box constraints. By proceeding in a similar manner as in Theorem 3.1, it can be readily verified that, for every \( w \in U_{ad} \), there exists a unique solution \( u \in \mathbb{R}^n \).
for the lower-level problem (3.1). Moreover, the strict convexity and differentiability of the fidelity term yield the following necessary and sufficient optimality condition

\[
\mu(u, \psi)_{V^w} + \left(\lambda(u-f), \psi\right)_{0, \Omega} = 0, \quad \forall \psi \in V^w, \quad (4.3)
\]

where

\[
(u, \psi)_{V^w} = \int_{\Omega_0 \cup \Omega_1} \int_{\Omega_0 \cup \Omega_1} \left( u(x) - u(y) \right) \psi(x) - \psi(y) \right) \gamma_w(x, y) \, dy \, dx,
\]

and the following a priori bound

\[
\|u\|_{V^w} \leq C_\lambda \|f\|_{0, \Omega}. \quad (4.5)
\]

### 4.2 Bilevel Problem

We consider the following bilevel optimization problem for the estimation of the optimal kernel weight in (4.1).

\[
\min_{(u, w) \in T_{ad}} \ell(u), \quad (4.6)
\]

where the feasible set is given by \( T_{ad} := \{(u, w) : w \in U_{ad} \text{ and } (4.3) \text{ holds}\} \).

**Theorem 4.1** Let \( Y \subset L^2(B_\rho(0)) \) be a finite-dimensional subspace. The bilevel problem (4.6) admits a solution \((u^*, w^*) \in T_{ad}\).

**Proof** Since the functional is bounded from below, the box constraints and the a priori estimate (4.5) imply that there exists a minimizing sequence \((w_n, u_n) \in T_{ad}\) that is uniformly bounded. Moreover, the box constraints and the equivalence of spaces imply that the sequence \( (u_n) \) is also bounded in \( L^2(\Omega \cup \Omega_1) \). Thus, there exists a subsequence, that we still denote by \((w_n, u_n)\), and a limit point \((w^*, u^*) \in Y \times L^2(\Omega \cup \Omega_1)\) such that \(w_n \to w^*\) weakly in \( Y\) and \(u_n \to u^*\) weakly in \( L^2(\Omega \cup \Omega_1)\). Since \( Y\) is finite-dimensional, it follows that \(w_n \to w^*\) strongly in \( Y\).

We next show that \((u^*, w^*) \in T_{ad}\). Since \( U_{ad}\) is weakly closed, \(w^*\) also satisfies the box constraints. Moreover, since \( f \in L^\infty(\Omega \cup \Omega_1)\), it follows that

\[
\int_{B_{\rho}(0)} -w_n(\tau) \left( f(x + \tau) - f(y + \tau) \right) \, d\tau
\]

\[
\to \int_{B_{\rho}(0)} -w^*(\tau) \left( f(x + \tau) - f(y + \tau) \right) \, d\tau.
\]

which implies that \(\gamma_{w_n}(x, y) \to \gamma_{w^*}(x, y)\), \(\forall x, y\). Moreover, it can be verified the limit holds uniformly and, therefore, \(\gamma_{w_n} \to \gamma_{w^*} \in L^\infty(\Omega \cup \Omega_1 \times \Omega \cup \Omega_1)\).

\[
\gamma_{w_n}(x, y) - \gamma_{w^*}(x, y) \leq \int_{B_{\rho}(0)} -(w_n(\tau) - w^*(\tau)) \left( f(x + \tau) - f(y + \tau) \right) \, d\tau
\]

\[
\leq \int_{B_{\rho}(0)} |w_n(\tau) - w^*(\tau)| \left( f(x + \tau) - f(y + \tau) \right)^2 \, d\tau
\]

\[
\leq 4 \|f\|_{L^\infty}^2 \|w_n - w^*\|_{L^2},
\]

i.e., the bound is independent of \((x, y)\).

Let us recall that each pair \((u_n, w_n)\) solves

\[
\mu \int_{\Omega_0 \cup \Omega_1} \int_{\Omega_0 \cup \Omega_1} (u_n - u_n')(v - v') \gamma_{w_n}(x, y) \, dy \, dx + \lambda \int_{\Omega} u_n \, v \, dx = \int_{\Omega} f \, v \, dx, \quad \forall v \in V^w_c.
\]

where, to simplify the notation, we used \(v := v(x)\) and \(v' := v(y)\). Thanks to the weak convergence of \(u_n \to u^*\) in \(L^2(\Omega \cup \Omega_1)\) and the strong convergence of \(\gamma_{w_n}(x, y) \to \gamma_{w^*}(x, y) \in L^\infty(\Omega \cup \Omega_1 \times \Omega \cup \Omega_1)\), we may pass to the limit, as \(n \to \infty\), in the previous equation and get that \((u^*, w^*) \in T_{ad}\), i.e.,

\[
\mu \int_{\Omega_0 \cup \Omega_1} \int_{\Omega_0 \cup \Omega_1} (u^* - u^*)(v - v') \gamma_{w^*}(x, y) \, dy \, dx + \lambda \int_{\Omega} (u^* - f) \, v \, dx = 0, \quad \forall v \in V^w_c.
\]

Finally, since the loss function is convex and continuous, it is weakly lower semicontinuous, and thus, \((u^*, w^*)\) is a solution of (4.6). \(\Box\)

### 4.2.1 Differentiability of the Solution Operator

We first prove a lemma that will be useful in the proof of differentiability.

**Lemma 4.2** Let \(w \in U_{ad}\) and \(h \in Y\) be a feasible direction, i.e., there exists some \(t \in \mathbb{R}^+\) such that \(w + th \in U_{ad}\). Then, the weak solution of problem

\[
L_t u_t + \lambda (u_t - f) = 0
\]

with

\[
L_t v(x) = 2 \mu \int_{\Omega_0 \cup \Omega_1 \cap B_2(x)} (v' - v) \gamma_{u_t+th}(x, y) \, dy
\]

\[\Box\] Springer
satisfies the estimate

\[
\mu \|u_t\|_{V_w}^2 + \lambda \|u_t\|_{L^2(\Omega)}^2 \leq \lambda \|f\|_{L^2(\Omega)} \|u_t\|_{L^2(\Omega)}.
\]  
(4.11)

**Proof** The weak formulation of (4.9) reads

\[
\mu \int_{\Omega \setminus \Omega_t} \int_{\Omega \setminus \Omega_t} (u_t - u'_t)(v - v')\gamma_{w+\varepsilon h}(x, y) \, dy \, dx
+ \lambda \int_{\Omega} (u_t - f) v \, dx = 0, \quad \forall v \in V_t,
\]  
(4.12)

where \(V_t\) is the energy space induced by using the weight \((w + t)h\). For \(v = u_t\), the result follows from

\[
\mu \int_{\Omega \setminus \Omega_t} \int_{\Omega \setminus \Omega_t} (u_t - u'_t)^2 \gamma_{w+\varepsilon h}(x, y) \, dy \, dx + \lambda \|u_t\|_{\Omega}^2 \leq \lambda \|f\|_{L^2(\Omega)} \|u_t\|_{\Omega}.
\]

**Remark** The last result implies that \(\|u_t\|_{V_w}^2 \leq \lambda \|f\|_{L^2(\Omega)} \|u_t\|_{\Omega} \) and \(\|u_t\|_{L^2(\Omega)} \leq \|f\|_{L^2(\Omega)}\), and, consequently, \(\|u_t\|_{V_w} \leq C(\lambda) \|f\|_{L^2(\Omega)}\).

Next, we prove that the sequence \(\{u_t - u\}/t\) has a bounded \(L^2\) norm and, thus, contains a weakly convergent subsequence.

**Lemma 4.3** Let \(w \in U_{ad}\) and \(h \in Y\) be a feasible direction. The sequence \(\{z_t\} = \{(u_t - u)/t\}\), where \(u, u_t\) are the solutions to (4.3) and (4.9) with \(t\) being sufficiently small, is bounded in \(L^2(\Omega)\).

**Proof** By subtracting the weak forms (4.3) and (4.12), and using the equivalence of spaces, we obtain

\[
\mu \int_{\Omega \setminus \Omega_t} \int_{\Omega \setminus \Omega_t} (u_t - u'_t)(v - v')\gamma_{w+\varepsilon h}(x, y) \, dy \, dx
- \mu \int_{\Omega \setminus \Omega_t} \int_{\Omega \setminus \Omega_t} (u - u')(v - v')\gamma_w(x, y) \, dy \, dx
+ \lambda \int_{\Omega} (u_t - u) v \, dx = 0, \quad \forall v \in V_w.
\]  
(4.13)

Choosing \(v = u_t - u\) and dividing all expressions by \(t\), we get

\[
\mu \frac{\|u_t - u\|_{V_w}^2}{t} + \lambda \frac{\|u_t - u\|_{L^2(\Omega)}^2}{t} \leq \lambda \|h\|_{L^2(\Omega)} \|v\|_{\infty} + \frac{\|f\|_{\infty} + o(t)}{t}
\]

which, combined with (4.11), implies that

\[
\left\|\frac{u_t - u}{t}\right\|_{\Omega \setminus \Omega_t} \leq C \|h\|_{L^2(\Omega)} \|f\|_{\infty} + \frac{o(t)}{t} \|f\|_{\infty}.
\]  

The lemma above guarantees existence of a weakly convergent subsequence (denoted the same) and of a limit point \(z^*\) such that \(z_t \rightarrow z^*\) in \(L^2(\Omega)\). As a by-product, we also get that \(u_t \rightarrow u\) in \(L^2(\Omega)\) as \(t \rightarrow 0\).

In the following proposition, we derive the linearized equation for \(z^*\).

**Proposition 4.4** Let \(z^*\) be such that \(z_t \rightarrow z^*\) in \(L^2(\Omega)\). Then, \(z^*\) corresponds to the unique solution of the linearized equation

\[
\mu(z^*, v) + \mu(u, v) - \lambda(z^*, v)_{\Omega} = 0, \quad \forall v \in V_w,
\]  
(4.15)

with \((u, v) = \int_{\Omega \setminus \Omega_t} \int_{\Omega \setminus \Omega_t} (u - u')(v - v')\gamma_w(x, y)(x, y) \, dy \, dx\),

where \(\gamma_w(x, y)\) is the linearized kernel given by

\[
\gamma_w(x, y) = \gamma_w(x, y) \int_{B_{\rho}(0)} -h(r) \left(f(x + r) - f(y + r)\right)^2 \, dr.
\]  
(4.16)
Proof} By (4.13), we have
\[
\mu \int \int_{\Omega \cup \Omega_t} (u_t - u'(v - v')) \gamma_w(x, y) dy \, dx
\]
\[ - \mu \int \int_{\Omega \cup \Omega_t} (u - u')(v - v') \gamma_w(x, y) dy \, dx
\]
\[ + \lambda \int_{\Omega} (u_t - u) v \, dx = 0.
\]
Adding and subtracting \((u, v)\Omega_t\) and dividing both sides by \(t\), we get
\[
\mu \int \int_{\Omega \cup \Omega_t} \frac{1}{t} ((u_t - u) - (u'_t - u')) (v - v') \gamma_w(x, y) dy \, dx
\]
\[ + \mu \int \int_{\Omega \cup \Omega_t} (u - u')(v - v') \frac{1}{t} \gamma_w(x, y) dy \, dx
\]
\[ - \gamma_w(x, y) dy \, dx + \frac{\lambda}{t} (u_t - u, v)_{0, \Omega} = 0.
\]
The weak convergence \(\frac{u_t - u}{t} \to z^*\) in \(L^2(\Omega \cup \Omega_t)\), the strong convergence \(w + th \to w\), and the continuity and differentiability of the exponential superposition operator imply that the limit as \(t \to 0\) of the previous equation is given by
\[
\mu(z^*, v)_{\Omega} + \lambda(z^*, v)_{0, \Omega}
\]
\[ + \mu \int \int_{\Omega \cup \Omega_t} (u - u')(v - v') \gamma_w(x, y) dy \, dx = 0.
\]
Uniqueness follows as for the state equation thanks to the ellipticity of the energy terms. \(\square\)

The following theorem finalizes the differentiability result.

**Theorem 4.5** Let \(S_w : U_{ad} \to V^w\) be the solution operator which maps \(w\) into the corresponding solution \(u \in V^w\) to Eq. (4.3). Then, the operator \(S_w\) is directionally differentiable in any feasible direction and the directional derivative \(z^* = S'_w h\) at \(w\) in direction \(h \in Y\) is given by the unique solution of the linearized Eq. (4.15).

**Proof** Thanks to lemmas 4.2, 4.3 and Proposition 4.4, it only remains to prove that
\[
\left\| \frac{u_t - u}{t} - z^* \right\|_{L^2(\Omega \cup \Omega_t)} \to 0 \quad \text{as} \quad t \to 0.
\]

From Eqs. (4.14) and (4.15), we obtain that the difference \(\xi := \frac{u_t - u}{t} - z^*\) is solution of the equation
\[
\mu(\xi, v)_{V^w} + \mu \int \int_{\Omega \cup \Omega_t} (u_t - u'_t)(v - v') dy \, dx
\]
\[ - \mu(\xi, v)_{V^w} + \mu(u_t, v)_{V^w} - \mu(u, v)_{V^w} + \lambda \int_{\Omega} \xi v = 0,
\]
or, equivalently,
\[
\mu(\xi, v)_{V^w} + \mu \int \int_{\Omega \cup \Omega_t} (u_t - u'_t)(v - v') dy \, dx
\]
\[ - \left[ \frac{1}{t} \gamma_w(x, y) - \frac{1}{t} \gamma_w(x, y) - \gamma_h(x, y) \right] dy \, dx
\]
\[ + \mu(u_t - u, v)_{V^w} + \lambda \int_{\Omega} \xi v = 0.
\]

By choosing \(v = \xi\), we have
\[
\mu \parallel \xi \parallel_{V^w}^2 + \lambda \int_{\Omega} \xi^2 = -\mu(u_t - u, \xi)_{V^w}
\]
\[ - \mu \int \int_{\Omega \cup \Omega_t} (u_t - u'_t)(\xi - \xi') \left[ \frac{1}{t} \gamma_w + \gamma_h(x, y) \right] dy \, dx.
\]

The equivalence of norms, the convergence \(u_t \to u\) in \(L^2(\Omega \cup \Omega_t)\), and the differentiability of the exponential Nemitski superposition operator allow us to take the limit as \(t \to \infty\), which yields the result. \(\square\)

**4.3 Optimality System**

The differentiability of the solution operator allows us to derive an optimality system that characterizes local optimal solutions of (4.6).

**Theorem 4.6** Let \((u, w)\) be an optimal solution to problem (4.6). Then, there exists a Lagrange multiplier \(p \in L^2(\Omega \cup \Omega_t)\) such that the following optimality system is satisfied.
In the optimality system may be replaced with
\[ w \]
where \( w \) is a scalar parameter, the last expression in the optimality system may be replaced with
\[ P_{[0,W]}(w - c(u, p)\tilde{\psi}) = w, \quad \forall c > 0, \]
where \( P_{[0,W]} \) is the standard projection operator onto the interval \([0, W]\) and
\[ (u, p)\tilde{\psi} := \mu \int_{\Omega} \int_{\Omega} (u - u')(p - p')\gamma_w(x, y) \left[ \int_{B_{\rho}(0)} -(f(x + \tau) - f(y + \tau))^2 d\tau \right] dy \, dx. \]
This enables the use of projection algorithms for solving the bilevel problem.

\section{5 Numerical Tests}

In this section, we propose a numerical algorithm for the solution of the bilevel problem and illustrate our approach with several numerical tests. First, we describe the discretization of the optimality system and the technique used to evaluate the kernel. Then, we present the optimization algorithm which relies on a trust-region scheme with active set prediction and limited memory BFGS matrices. The section concludes with results of numerical computations illustrating the main features of the proposed approach.

\subsection{5.1 Discretization}

As we are interested in using a second-order algorithm to solve the optimality system (3.19), we consider an \( H^1 \)-Riesz representation of the derivative, \( j'(\lambda)h \) of the reduced cost, where
\[ j'(\lambda)h = \int_{\Omega} (u - f)ph \, dx + \beta(\lambda, h)_{H^1}. \]
The Riesz representative is then given by the solution of the following equation
\[ (y, h)_{0,\Omega} + (\nabla y, \nabla h)_{0,\Omega} = (u - f)p, \quad \forall y \in H^1(\Omega). \]
and $p$ in $L^2(\Omega)$ and $y, \lambda$ in $H^1(\Omega)$. Specifically, we consider piecewise constant and piecewise bilinear elements, respectively, defined over a partition of $\Omega \cup \Omega_f$, which we denote as $T^h$. Throughout this section, we denote discretized quantities by using the superscript $h$, and we fix $\mu = \frac{1}{2}$.

Let $T^h$ be a partition of $\Omega \cup \Omega_f$ into regular non-overlapping rectangles. We consider the spaces

\begin{align}
V^h_c := \{ \varphi \in L^2(\Omega \cup \Omega_f) : \varphi|_{\Omega} \in P_0 \text{ and } \varphi|_{\Omega_f} = 0, \forall T \in T^h \}, \\
Y := \{ \varphi \in C(\Omega) : \varphi|_T \in Q_1, \forall T \cap \Omega \in T^h \},
\end{align}

(5.3)

where $P_0$ indicates piecewise linear polynomials and $Q_1$ piecewise bilinear ones.

Note that $V^h_c$ is a subspace of step functions and naturally $V^h_c \subset V_c$. Without loss of generality, we consider unit volume elements. Now, for every rectangle $T_i \in T^h$, and letting $u^h := \sum_{T_j \in T^h} u^h_j \varphi_j$, we have that

\begin{align}
\mu(u^h, \varphi_i)_{V^h_c} &= \int_{\Omega \cup \Omega_f} \sum_{T_j \in T^h} (u^h(x) - u^h(y)) \gamma(x, y) \varphi_i(x) \, dy \, dx \\
&= \int_{\Omega \cup \Omega_f} \sum_{T_j \in T^h} u^h_j \varphi_j(x) \gamma(x, y) \, dy \, dx \\
&\quad - \int_{\Omega \cup \Omega_f} \varphi_i(x) \sum_{T_j \in T^h} u^h_j \varphi_j(y) \gamma(x, y) \, dy \, dx.
\end{align}

(5.4)

Since $\varphi_i(x) \varphi_j(x) = 0$ whenever $i \neq j$, we get

\begin{align}
\mu(u^h, \varphi_i)_{V^h_c} &= \int_{T_i} \int_{T_i} u^h_j \varphi_j(x) \varphi_i(x) \gamma(x, y) \, dy \, dx \\
&\quad - \int_{T_i} \varphi_i(x) \sum_{T_j \in T^h} u^h_j \varphi_j(y) \gamma(x, y) \, dy \, dx \\
&= u^h_i \int_{T_i} \gamma(x, y) \, dy \, dx - \int_{T_i} \sum_{T_j \in T^h} u^h_j \int_{T_j \cap T_i} \gamma(x, y) \, dy \, dx.
\end{align}

Now, let $\gamma^h$ be a discrete approximation of the kernel in $V^h_c$. Then,

\begin{align}
\mu(u^h, \varphi_i)_{V^h_c} &= u^h_i \sum_{T_j \in T^h} \gamma^h_i \gamma^h_{i,j} - \sum_{T_j \in T^h} u^h_j \gamma^h_{i,j}.
\end{align}

Notice that $(u^h, \varphi_i)_{V^h_c} = 0$ whenever $T_i \subset \Omega_f$. Here, we recall that a constant factor coming from the discretization of (3.2) is cancelled with $\mu$.

Choosing $w(t) = \delta^{-2}$, the discrete analogue of the optimality system is given by

\begin{align}
\tilde{\gamma}^h_i u^h_i + \eta_i u^h_i - \sum_{T_j \in T} u^h_j \gamma^h_{i,j} = \tilde{\gamma}^h f^h, & \quad \forall T_i \in T^h, \\
\tilde{\gamma}^h_i p^h_i + \eta_i p^h_i - \sum_{T_j \in T} p^h_j \gamma^h_{i,j} = u_T - u^h_i, & \quad \forall T_i \in T^h,
\end{align}

(5.6a)

(5.6b)

where $u^h_i, p^h_i, \tilde{\gamma}^h_i$, and $f^h$ are the values of the approximate nonlocal state, nonlocal adjoint, fidelity weight, and forcing term at triangle $T_i$, and $\gamma^h_{i,j}$ is the value of the approximate kernel for $x \in T_i$ and $y \in T_j$, and $\eta_i := \sum_{T_j} \gamma^h_{i,j}$. The evaluation of $f^h, \tilde{\gamma}^h_i$, and $\gamma^h_{i,j}$ depends on the location of the pixels and is described in detail in the next section.

We rewrite system (5.6) in a more compact form as follows

\begin{align}
(\text{diag}(\lambda) + \text{diag}(\eta) - \Gamma) u = \varphi f, \\
(\text{diag}(\lambda) + \text{diag}(\eta) - \Gamma) p = u_T - u,
\end{align}

(5.7a)

(5.7b)

where, for a vector $v$, $\text{diag}(v)$ is the $n \times n$ diagonal matrix whose diagonal entries are the components of $v$, and $\varphi$ is the Hadamard product, i.e., $v \circ w := (v_1 w_1, \ldots, v_n w_n)^T$, for any two vectors $v, w \in \mathbb{R}^n$. The bold notation refers to the vectors whose components are the values of the variables at the DOFs. The matrix $\Gamma$ is such that $\Gamma_{i,j} := \gamma^h_{i,j}$.

The equation for the gradient of the reduced cost functional for problem (3.6) is discretized as

\begin{align}
(A + B)y &= F(u, \lambda), \\
A_{i,j} &= \int_{\Omega} \nabla \phi_i \nabla \phi_j \, dx, & B_{i,j} &= \int_{\Omega} \phi_i \phi_j \, dx, \\
F(u, \lambda)_{i} &= \int_{\Omega} \left( (u^h - f^h) p^h + \beta \lambda^h \right) \phi_i \, dx \\
&\quad + \sum_{j=1}^{n} \lambda^h_i \int_{\Omega} \nabla \phi_i \cdot \nabla \phi_j \, dx,
\end{align}

where $\phi_i$ and $\phi_j$ elements of the finite element basis associated with triangles $T_i$ and $T_j$, respectively, and $\lambda^h$ the values of the finite element solution $\lambda^h$ at the degrees of freedom.

Second, we consider the optimization with respect to $w$; we let $\lambda \in \mathbb{R}^+$ and $w \in \mathbb{R}^+ \cup \{0\}$. Thus, (4.17) becomes

\begin{align}
(\lambda I_n + \text{diag}(\eta_w) - \Gamma_w) w = \lambda f, \\
(\lambda I_n + \text{diag}(\eta_w) - \Gamma_w) p = u_T - u_w,
\end{align}

(5.8a)

(5.8b)

where we use the sub-index $w$ to indicate the dependency of the kernel on $w$. The gradient of the reduced cost functional
Fig. 2 Description of patches and pixel discretization in relation to the finite element grid. On the right, a pixel is depicted with its associated element, and they are rotated and scaled for illustrative purposes.

for problem (4.6) is discretized as

\[ j'(w)^h = p_w : (\text{diag} (\eta) - \tilde{P}_w) u_w, \]

for which \( \tilde{\eta} := \sum_{T_i} \tilde{P}_{w,i,j} \) and \( \tilde{P}_{w,i,j} = \tilde{P}_{w,h} \) is a discretization of \( \tilde{\eta}_{(1)} \), defined in (4.16).

Finally, we mention that in our numerical experiments, we precondition the nonlocal systems by the following diagonal preconditioner \( P \): Let \( a_{i,j} \) be the entries of the matrix of the system for \( u^h \), we have:

\[ P_{i,j} := \left( \sum_j a_{i,j}^2 \right)^{-1/2}. \]

Using this preconditioner, we solved the nonlocal systems with the loose generalized minimal residual method (LGMRES).

5.1.1 Evaluating the Modified Nonlocal Means Kernel

For a given image \( f : \Omega \mapsto [0, 255] \), where \( \Omega = [0, N] \times [0, M] \), the evaluation of the modified nonlocal means kernel requires the identification of several patches within the image. In this section, we describe how to define those regions and efficiently evaluate the kernel. Since the kernel decays exponentially away from the origin, we consider a relatively small radius \( \rho \). Also, note that for both the optimization with respect to \( \lambda \) and \( w \), we only consider constant weights, i.e., \( w(t) = w \in \mathbb{R}^+ \). This fact is particularly helpful for a computationally cheap evaluation of the corresponding matrix for different values of \( w \). In fact, in this setting we have \( \gamma_w(x, y) = \gamma_2(x, y)^w \), i.e., the weighted kernel is the \( w \)-th power of the nonlocal means kernel (as defined in (2.9)) whose corresponding matrix can be computed once and for all.

By definition, \( \Omega_I = [-\varepsilon, N + \varepsilon] \times [-\varepsilon, M + \varepsilon] \setminus \Omega \); we extend \( f \) to zero outside \( \Omega \). We label each pixel by the integer \( i \); as illustrated in Fig. 2, pixel \( i \) is located at the upper-left corner of the element \( T_i \in T^h \) so that every element is associated with one pixel.

In this setting, the approximation \( \tilde{\lambda}_i^h \) introduced above consists in the value of \( \lambda_i^h \) at the pixel corresponding to element \( T_i \), i.e., pixel \( i \).

Let \( f^h \) be an approximation of \( f \) in the computational domain such that \( f^h = f(i) \), i.e., the value of the approximate image over the element \( T_i \) corresponds to the value of the image at pixel \( i \). A patch \( P_i(f) \) is a sub-image of \( f^h \) around pixel \( i \) given by

\[ P_i(f)(t) = f^h(i + t), \quad \forall t \in [-\rho : \rho]^2, \]

where the interval \([a : b]\) denotes the closed interval of integers from \( a \) to \( b \).

We refer to the sum of the image values within a patch as the patch measure and denote it by \( p_i(f) \). Notice that a patch will have exactly \((2\rho + 1)^2 = |P| \) pixels. We approximate the value of the kernel in (4.1) at points corresponding to pixels \((i, j)\) as follows:

\[ \gamma_i^h(t) \approx \exp \left\{ -w \left( p_i(f^2) + p_j(f^2) - 2 \sum_{t \in [-\rho : \rho]^2} P_i(f)(t) \circ P_j(f)(t) \right) \right\} \]

(5.10)

This serves as an approximation of \( \gamma_i^h \) in (5.6), where elements are associated with the corresponding pixels.

As noted in [36], high dissimilarity values between each pair of patches do not provide meaningful information to the resulting image restoration process. Therefore, in (5.10) we
introduce the threshold parameter $\epsilon > 0$ that acts as an acceptance tolerance between patches. Furthermore, we consider large interaction radii, i.e., $\epsilon \gg 1$. This constraint induces a multi-banded matrix approximation of the nonlocal operator with $\epsilon - 1$ bands yielding at most $(2\epsilon + 1)^2 =: E$ neighbors per pixel. These two constraints ensure that only close and similar regions of the image are compared and, at the same time, it reduces memory allocation and computational cost. As a consequence, the nonlocal kernel can be evaluated in $O(|P|(NM(1 + E) - E))$ operations. To see this, first note that by symmetry, we only need the lower triangular part of the matrix. There, $O(|P|NM)$ operations are needed to compute the patch measure of the squared values of each patch. Now, if $i > E$, then the Hadamard product and sum between each pair of patches take $O(|P|)$ operations. After these quantities have been evaluated, (5.10) reduces to a comparison and an exponential of a product between scalars needed to compute the patch measure of the squared values.

For the case $\lambda$ we get

$$\frac{\partial f}{\partial \lambda} = \frac{2\lambda}{(\lambda - \epsilon)^2}.$$

$$\frac{\partial^2 f}{\partial \lambda^2} = \frac{2}{(\lambda - \epsilon)^3}.$$

After these quantities have been evaluated, (5.10) reduces to a comparison and an exponential of a product between scalars needed to compute the patch measure of the squared values of each patch. Now, if $i > E$, then the Hadamard product and sum between each pair of patches take $O(|P|)$ operations. After these quantities have been evaluated, (5.10) reduces to a comparison and an exponential of a product between scalars needed to compute the patch measure of the squared values of each patch. Now, if $i > E$, then the Hadamard product and sum between each pair of patches take $O(|P|)$ operations.

5.1.2 Optimization Algorithm

The reduced objective functionals (3.11) and (4.18) are not necessarily convex since Eqs. (5.7) and (5.8) are nonlinear in terms of $(u, \lambda)$ and $(u, w)$, respectively. Thus, we resort to the projected trust-region algorithm developed in [43] for the solution of general nonlinear box-constrained optimization problems involving limited memory BFGS matrices.

5.2 Experimental Results

We present the results of the bilevel optimization with respect to $\lambda$ and $w$ using the modified nonlocal means kernel. The results are organized as follows: For each test, we report a figure and a table. The figure displays the clean image $u_T$ from a database, four noisy images, (a)–(d), and the corresponding (optimal) denoised images, (e)–(h). Values of the structural similarity index (SSIM), which measure the similarity of the recovered image against $u_T$, are also included (rounded up to two digits). In the table, we report optimal SSIM values and output parameters of the optimization.

For our computations, we use images from the USC-SIPI Image Database and the FVC2000 Database, which are padded with a border of width $\varepsilon$, in order to deal with information in $\Omega_1$. For each image, a sample of four noisy images is obtained by adding different levels of Gaussian noise with standard deviation $\sigma$; that is, $f = u_T + \eta$ with $\eta \sim N(0, \sigma^2)$. The values of $\sigma$ are taken according to Table 1. We use the constant patch radius $\rho = 5$, i.e., each patch contains 121 pixels, and we set the interaction radius $\epsilon$ so that there are at most $5 \min\{N, M\}$ neighbors per pixel. The problem dimensions $N$ and $M$ will be specified below for each experiment.

5.2.1 Optimizing the Fidelity Parameter $\lambda$

We consider both the case of constant $\lambda \in [0, b]$ and space-dependent $\lambda \in C = \{\lambda \in H^1(\Omega) : b \geq \lambda(x) \geq 0\}$. In the former case, the upper bound $b$ is set to $10^6$, while in the latter, it is set to 255. The acceptance tolerance is set to $\epsilon = 10^{-5}$. Recall that in this case, we set $w(t) = \delta^{-2}$.

**Constant parameter** We initialize the TR algorithm with $\lambda_0 = 100$, and we note that, for $\lambda \in [0, b]$, the gradient of the reduced cost functional reduces to $\nabla j(\lambda) = (u - f) \ast p$.

The results are displayed in Fig. 3 and Table 2. In the latter, we report, for each clean image and its corresponding noisy sample, the optimal $\lambda$, its SSIM value, the number of iterations of the TR algorithm, and the dimensions of the image. From Fig. 3, we note that, after the optimization, there is a significant increase in the SSIM values. Moreover, as expected, the nonlocal means kernel allows denoising of each sample while preserving textures (see, e.g., [20]). Hence, discontinuities are preserved and restored. Furthermore, in Table 2 it is noticeable that the best solution found for each noisy image is located in the interior of the convex set.

We also note that, at each iteration, the objective function decreases monotonically and the radius of the trust region decreases around the solution.

**Spatially dependent parameter** The optimization with respect to a spatially dependent $\lambda$ is a large-scale nonconvex problem. Thus, to prevent stagnation in regions far from local minima, we restart the optimization in the following two cases [10, 28]:

1. The trust-region radius becomes smaller than a prescribed tolerance. In such case, we reset its value and continue iterating if there is a decrease in the objective function. This is done in order to prevent algorithm to halt at a non-stationary point, whenever the trust-region radius decreases too quickly.

2. The curvature condition is too close to zero. In this case, all previously stored pairs of derivatives and evaluation points are removed and rebuilt from scratch. This prevents the occurrence of ill-conditioned updates.

---

**Table 1** Parameters associated with noisy data

| Sample | (a) | (b) | (c) | (d) |
|--------|-----|-----|-----|-----|
| $\sigma^2$ | $10^{1.5}$ | $10^{2.0}$ | $10^{2.5}$ | $10^{3.0}$ |
| Filtering $\delta$ | $3 \times 10^1$ | $10^2$ | $3.16 \times 10^2$ | $3.33 \times 10^2$ |
Fig. 3 Resulting images of scalar parameter optimization

Table 2 Results of scalar optimization

| Sample | Best $\lambda$ | SSIM  | PSNR | Iteration count | $(N, M)$  |
|--------|----------------|-------|------|-----------------|-----------|
| Lena   |                |       |      |                 |           |
| (a)    | 0.950959118335018 | 0.9279 | 34.84 | 26              | (256, 256) |
| (b)    | 36.30572679235037  | 0.8734 | 30.78 | 7               |           |
| (c)    | 374.3532501043157  | 0.7443 | 26.85 | 17              |           |
| (d)    | 165.5679531767198  | 0.6725 | 23.87 | 15              |           |
| Cameraman |                |       |      |                 |           |
| (a)    | 45.40495436349488 | 0.9291 | 35.13 | 7               | (256, 256) |
| (b)    | 197.5505793039822  | 0.8802 | 30.97 | 21              |           |
| (c)    | 325.0933609572109  | 0.7847 | 27.73 | 13              |           |
| (d)    | 80.29128369206099  | 0.7374 | 24.66 | 4               |           |
| Monarch |                |       |      |                 |           |
| (a)    | 8.67751855730995   | 0.9592 | 34.30 | 19              | (256, 171) |
| (b)    | 70.93045929379818  | 0.9187 | 29.67 | 7               |           |
| (c)    | 274.0138712304279  | 0.8356 | 25.90 | 19              |           |
| (d)    | 126.1323535975534  | 0.7551 | 22.24 | 9               |           |
Moreover, after each successful update of the limited memory algorithm, we modify the L-BFGS initialization parameter, using Dener and Munson scalar initialization approach [16]. We set the maximum number of iterations to $10^2$ initializing with the constant candidate $\lambda_0 = 200$.

The results are displayed in Fig. 4 and Table 3. In addition to the noisy sample and its corresponding set of solutions to each image $u_T$ of the database, we also include a third row of images displaying the optimal $\lambda(x)$. In the table, we report the optimal SSIM value and the dimensions of the image.

In Fig. 4, we note that the optimal SSIM is much higher than the one associated with the noisy image and that there is a significant improvement compared to results obtained with a constant $\lambda$. We also observe that the optimal parameter is able to catch discontinuities and noise, see in particular (c) and (d).

**Training set** We consider a batch learning approach: We are interested in learning the fidelity constant $\lambda$ from several images with the same noise level by solving the following
coupled optimization problem:

\[
\begin{align*}
\min_{0 \leq \lambda \leq b} & \quad L(U) \\
\text{s.t.} & \quad \mu(u_i, \psi)_{V_i} + \lambda(u_i - f_i, \psi)_{0, \Omega} = 0, \quad \forall \psi \in V_i, \ i \in I, \\
& \quad \mu(p_i, \phi)_{V_i} + \lambda(p_i, \phi)_{0, \Omega} = 1 \left\| u_i^T - u_i \right\|_{0, \Omega}^2, \quad \forall \phi \in V_i,
\end{align*}
\]

(5.11a)

(5.11b)

(5.11c)

where \( U = \{u_i\}_{i \in I} \) is a set of reconstructed images from a noisy sample \( F = \{f_i\}_{i \in I} \) and \( L \) is a generalization of the loss function \( \ell \), defined as

\[
L(U) = \frac{1}{|I|} \sum_{i \in I} \ell(u_i) = \frac{1}{2|I|} \sum_{i \in I} \|u_i - u_i^T\|_{0, \Omega}^2.
\]

being \( u_T = \{u_i^T\}_{i \in I} \) a set of clean images. Finally, \( V_i \) is the function space associated with the kernel generated by the ground-truth image \( u_i^T \).

Following the analysis carried out for problem (3.18), we can further get a system of adjoint equations and a reduced derivative, resulting in the following optimality system

\[
\begin{align*}
\mu(u_i, \psi)_{V_i} + \lambda(u_i - f_i, \psi)_{0, \Omega} & = 0, \quad \forall \psi \in V_i, \\
\mu(p_i, \phi)_{V_i} + \lambda(p_i, \phi)_{0, \Omega} & = \frac{1}{|I|} (u_i^T - u_i, \phi)_{0, \Omega}, \quad \forall \phi \in V_i,
\end{align*}
\]

(5.12a)

(5.12b)

\[
P_{[0,b]} \left( \lambda - c \sum_{i \in I} (u_i - f_i, p_i) \right) = \lambda, \quad \forall c > 0,
\]

(5.12c)

for all \( i \in I \).

The training set of clean and noisy images is constructed as follows: We select ten images \( \{u_i^T\}_{i \in I} \) from the FVC2000 Database and resize them down to 203 \times 190 pixels. Then, pixelwise, we add Gaussian noise of variance \( \sigma^2 = 10^3 \) to obtain the noisy data \( \{f_i\}_{i \in I} \).

We initialize the TR algorithm with \( \lambda_0 = 10^{-1}, b = 10^{10} \), and set the weight of the kernel to \( w = 9.3 \times 10^{-5} \). The results are displayed in Fig. 5 and Table 4, respectively. In the latter, we report the SSIM value of the reconstruction for each image. After 20 iterations of the algorithm, the optimal value of \( \lambda \) was 10.6393411229.

In Fig. 5, we note an increase in the SSIM values of the denoised images, compared to the clean ones. Similarly, in Fig. 6 we show the outcome of the denoising algorithm (lower-level problem) for one noisy image that does not belong to the training set. The lower-level problem is solved in correspondence of the optimal (trained) \( \lambda \), and there is also an increment in the SSIM value.

### 5.3 Optimizing with Respect to the Weight \( w \)

We solve problem (4.6) with \( w \in C = [0, W] \). Note that every evaluation of the reduced objective functional (4.18) requires the numerical solution of (4.3) and hence requires updating \( \gamma_w \). However, by definition, we have that \( \gamma_{w_1} = \gamma_{w_0}^{w_1/w_0} \), which provides a fast way to get a new kernel for any \( w_1, w_0 \in C \).

Additionally, the gradient of the reduced objective functional (4.18) requires the computation of the linearized kernel \( \tilde{\gamma}_w^h \), see (5.9). According to (5.10), we have

\[
\tilde{\gamma}_w^h_{i,j} = \tilde{\gamma}_w^{(1),i,j} = \gamma_w^h + 2 \sum_{t \in [-\rho, \rho]^2} P_t(f(t)) \circ P_j(f(t)),
\]

(5.13)

for all pixels \( i, j \in \mathcal{T}^h \). Letting \( \tilde{\gamma}_w^h = -p_i(f_2) - p_j(f_2) + 2 \sum_{t \in [-\rho, \rho]^2} P_t(f(t)) \circ P_j(f(t)), \) \( \tilde{\gamma}_w^h \) can be easily computed by the Hadamard product \( \gamma_w^h \circ \tilde{\gamma}_w^h \). Furthermore, \( \tilde{\gamma}_w^h \)
Fig. 5 Resulting images of scalar parameter training

(a) SSIM: 0.64 SSIM: 0.74 (f) SSIM: 0.52 SSIM: 0.76
(b) SSIM: 0.56 SSIM: 0.69 (g) SSIM: 0.60 SSIM: 0.77
(c) SSIM: 0.61 SSIM: 0.72 (h) SSIM: 0.45 SSIM: 0.71
(d) SSIM: 0.56 SSIM: 0.70 (i) SSIM: 0.62 SSIM: 0.78
(e) SSIM: 0.60 SSIM: 0.78 (j) SSIM: 0.68 SSIM: 0.80

Table 4 Results of batch training

| Sample | SSIM | PSNR | Sample | SSIM | PSNR |
|--------|------|------|--------|------|------|
| A      | 0.7447 | 20.88 | F      | 0.7632 | 21.40 |
| B      | 0.6885 | 21.38 | G      | 0.7662 | 20.71 |
| C      | 0.7185 | 20.78 | H      | 0.7108 | 21.55 |
| D      | 0.7047 | 21.06 | I      | 0.7801 | 20.90 |
| E      | 0.7810 | 20.82 | J      | 0.7981 | 20.49 |

Table 5 Parameters for weight optimization

| Sample | (a) | (b) | (c) | (d) |
|--------|-----|-----|-----|-----|
| K      | 12  | 9   | 6   | 3   |

Fig. 6 Validation image with trained parameter

Test SSIM: 0.6545 SSIM: 0.7929

depends on the noisy image $f$ only. Thus, it is computed once and for all and we have $\gamma^b_w = \exp(-w \cdot h)$. As numerically, the exponential function has a limited exponent range which prevents the effects of underflowing and overflowing, and care has to be taken whenever choosing $W$ and $\ell$. Considering that the entries of $\gamma^b_w$ are in $[0, 1]$, here we focus on avoiding underflow. This numerical condition occurs for images with high levels of noise, i.e., patches are highly dissimilar, resulting in a matrix with entries close to 0. Hence, if $W$ is high, then the formula $\gamma_w = \gamma^b_w / q_0$ can return a constant matrix with no further possible updates. In contrast, if we make $W$ small, then optimizing images with low levels of noise, i.e., close-to-one patch distance, will result in an underestimation of the optimal value for $w$. This comes as $W$ can be taken as low such that it is accepted as optimal, whereas the best image reconstruction could require $w \geq W$. In order to avoid this behavior, we set $W = K \max\{300 / \max q^h, 5 / \kappa \times 10^{-5}\}$ with $K$ given as in Table 5 and $\kappa$ is a scaling parameter introduced below. This value is chosen so that whenever the entries of $\gamma^b_w$ are small due to low levels of noise, cases (a) and (b), then $w$ can be taken as big as some multiple of 300 that avoids underflowing.
and if the entries of $\gamma^h$ are big due to high levels of noise, cases (c) and (d), then the values of $w$ will be again limited to avoid a constant matrix. Now, for the acceptance tolerance we set $\iota = 10^{-10}$ which will be applied once for an initial kernel of parameter $w_{-1} = 10^{-6}$. This allows us to keep entries that could be deleted whenever $w > w_{-1}$, yet still remove entries with high dissimilarity values. Additionally, as in practice the numerical range $C$ is small, we scale the argument of the objective function in order to further avoid cancellation errors whenever reaching a local minimum. For this, we set the scaling parameter $\kappa = 10^{-6}$. Finally, we set $\lambda = \frac{1}{2}$.

We initialize $w$ with $w_0 = 1.1 \times 10^{-6}$. The corresponding results are presented in Fig. 7 and Table 6. For each clean image and its corresponding noisy sample, we report the optimal $w$, the corresponding SSIM, the number of iterations of the TR algorithm, and the dimensions of the image. We again observe a significant increase in the SSIM values and that the optimal parameters are in the interior of the convex set $C$.

### 5.4 Comparison Between Methods

Finally, we briefly compare the results obtained after optimizing problems (3.18), (3.6), and (4.6) and compare them with total variation and total generalized variation denoising. For this purpose, we select an image of a zebra and add Gaussian noise with standard deviation $\sigma = 10^3$. Each result is displayed in Fig. 8, where the SSIM value of the optimal
Table 6  Results of weight optimization

| Sample   | Best $w$          | SSIM   | PSNR   | Iteration count | $(N, M)$ |
|----------|-------------------|--------|--------|-----------------|-----------|
| Lena     |                   |        |        |                 |           |
| (a)      | 0.001242396342871366 | 0.9283 | 34.71  | 54              | (256, 256) |
| (b)      | $5.880388893142 \times 10^{-04}$ | 0.8858 | 30.40  | 13              |           |
| (c)      | $3.21937661113 \times 10^{-04}$ | 0.8266 | 26.86  | 10              |           |
| (d)      | $1.467533224534 \times 10^{-04}$ | 0.7533 | 23.40  | 11              |           |
| Cameraman|                   |        |        |                 |           |
| (a)      | $6.69578595550 \times 10^{-04}$ | 0.9260 | 31.60  | 14              | (256, 256) |
| (b)      | $3.572893186495 \times 10^{-04}$ | 0.8864 | 29.39  | 21              |           |
| (c)      | $1.239828976731 \times 10^{-04}$ | 0.8091 | 27.03  | 15              |           |
| (d)      | $4.82684635709 \times 10^{-04}$ | 0.7459 | 24.70  | 9               |           |
| Monarch  |                   |        |        |                 |           |
| (a)      | $9.938714024271 \times 10^{-04}$ | 0.9617 | 33.36  | 10              | (256, 171) |
| (b)      | $7.454035518203 \times 10^{-04}$ | 0.9245 | 29.37  | 9               |           |
| (c)      | $4.969357012135 \times 10^{-04}$ | 0.8565 | 25.05  | 9               |           |
| (d)      | $1.830612093756 \times 10^{-04}$ | 0.7644 | 20.73  | 16              |           |

Fig. 8  Comparison between local and nonlocal denoising methods a total variation denoising, b total generalized variation denoising, c nonlocal denoising for scalar $\lambda$, d nonlocal denoising for spatially dependent $\lambda$, e nonlocal denoising for kernel scalar $w$. The image is also provided. Moreover, a close-up of each image is plotted, in order to compare the graphical differences of each method.

Visually, it is clear that total variation approaches do not perform as well as most of the nonlocal approaches. The well-known staircasing effect of total variation is present in the scene of the zebra. Moreover, the local approaches present an greater increase in brightness induced by noise. In (c) and (e), it is noticeable that some noise is retained in the zebra’s head from underfitting which is corrected in (d).
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