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Abstract. Text classification enables developers to track consumer’s reaction to e-commerce products. Such information, often expressed in the form of raw emotions, can be used to measure consumers' emotions and their emotional preference for commodities, so as to help future consumers to make choices. However, capturing and interpreting human emotions expressed in product reviews is not a trivial task. Challenges stem from integrated approach and optimal feature combination methods of different classifiers. In this paper, we present a ensemble framework of text classification. It can found that the most adaptitve feature sets for classifiers. An effective method of CRF model to process medium and long text is proposed, this method significantly improves the CRF model's ability to handle text, length of which is more than ten. As base learning algorithms, three classifiers are integrated to improve the efficiency of classification, which are Support Vector Machine (SVM), Conditional Random Filed(CRF), and Naive Bayes Multinomial(NBM). The experiments prove the effectiveness of our proposed method.

1. Introduction

With the rise of the Internet, the amount of Internet users has exploded. Online shopping is an important component of Internet applications. Online shopping users accounted for 79.9% of the total netizens, and online shopping present escalating tendency. But there are two major problems with online shopping: (a) users can only evaluate products through product descriptions and product reviews. (b)There is a wide range of merchandise intermingled on e-commerce platforms. The supervision and management measures of e-commerce platforms on merchants are not perfect. How to choose the right products from tens of thousands of comments is called the main difficulty faced by customers.

In a book [1], professor Minsky from MIT university in the United States explicitly proposed the emotional recognition problem of intelligent machines for the first time. In order to further effectively measure emotions, Picard (1997) formally proposed the concept of "emotional computing" in the book “Affective Computing”[2]. A task has been established whose goal is to determine the polarity of a user's opinion based on emotional calculation with given user comments[3]. Emotion computing is about production of human emotion, emotion recognition, emotional expression and impact of emotional factors to measure the computational science. It uses computer technology to recognize the information carrier (e.g. physical characteristics, words from the text, sound, video, images, etc.) and the polarity tendency of human emotions (good, derogatory sense), and the intensity of the relationship between the measure, then to promote the emotion of computational science, also to promote the development of text analysis, etc. It has been found that emotions are a segment part of intelligence,
and not separate from it[4]. McLean [5] also pointed out that emotional computing will be the next important breakthrough and development direction in the field of artificial intelligence. At present, there are two approaches to the text emotion analysis: (a) sentiment analysis Lexicon-based approach[6], (b)sentiment classification based on machine learning[7]. The research method based on emotion dictionary [8][9][10]mainly relies on the construction of the emotion dictionary and the rules of emotion calculation. However The problem of unlisted words could not be resolved. Due to the training set with manual labeling, research based on machine learning can achieve a relatively high classification accuracy[11]. For the first time, machine learning method was introduced into the field of emotion classification research and a marvelous number of experiments were conducted[3]. A new training SVM algorithm is proposed[12]. [13] it is proposed that classifier integration can solve the problem of sentiment analysis. A novel feature combination method is proposed[14], which combines unigram features and filtered emotion dictionary features based on The Information Gain. Comparing six widely-used classifiers(e.g. Surport Vector Machine,Logistic Regression,Decision Tree etc.) It proves that NBM and SVM algorithms are better. Ensembling three classifiers(i.e. SVM, ME, NB) proves that explicit feature selection algorithm on unigram can improve performance, and different classifiers have their own best adapted feature sets[15]. Three different integration techniques (fixed rules, weighted combination and meta-classification) are compared, and it is concluded that ensemble method based on the weighted combination is the most effective[16]. An effective feature extraction method ,Z- score and The Information gain, is proposed[17]. That proved Document Frequency in feature extraction is less accurate than The Information Gain[18]. Part-of-Speech(Pos) tag feature is very effective for SVM classification algorithm[19]. We use Conditional Random Field (CRF) [20] , Support Vector Machine (SVM) [21] and Naive Bayes Multinomial (NBM)[22] as the learning algorithms.

The rest of the paper is structured as follows. Introduction of three classifiers (e.t. SVM, CRF, NBM), feature selection and feature combination design of each classifier in Section 2. In Section 3, we present our proposed method for ensemble construction. Experimental results with detailed analysis are presented in Section 4. Finally, we conclude in Section 5.

2. Algorithm Design
The main work of this paper is information classification of subjective texts, which are twitter and reviews for products. The information is divided into positive and negative. The algorithm theory based on supervised learning is Support Vector Machines(SVM), Conditional Random Filed(CRF) and Naive Bayes Multinomial(NBM). Three classifiers are trained separately through extracting respective feature sets. Detailed explanation of the above mentioned algorithms as follows.

2.1. SVM-based Sentiment Analysis
Support Vector Machine(SVM) is introduced by Vapnik in 1995[23], who established a mapping from document to term. In 1999, a new algorithm Namely Sequential Minimal Optimization for training Support Vector Machine (SVM) is discovered [24]. The Sequential Minimal Optimization breaks the large quadratic programming problem into a set of smallest possible quadratic programming problems. This method is indispensable for dealing with large datasets. [24] The strategy of polychotomous classification is proposed and application of SVM is mentioned. The advantages of SVM are suitable for small sample scenarios, nonlinear and high position pattern recognition. The toolkit used in this article is LIBSVM. Designed and developed by Professor Lin Zhi ren from Taiwan University.

2.1.1. Feature sets. We selected following five types of text features for the SVM classifier.

Feature 1: Part-of-Speech(PoS)
PoS information of the token pro- vides useful evidence to identify Emotional words. The potential affective words are adjectives, verbs, nouns, adverbs, interjections and prepositions. We use PoS tags of token as feature.
Feature 2: Sentiment Words
the intensity of emotional words and emotional score of sentence.
Feature 3: Number of emotional words
The number of positive words and negative words.
Feature 4: Privative words
Whether privative words appear before token.
Feature 5: Degree adverb words
Whether Degree adverb words appear before token.
Feature 6: The number of Special symbols
The number of question marks and exclamation marks.

2.1.2. Feature extraction. The feature of privative words and degree adverb words needed to be used in conjunction with the feature of emotion words. The same token, whether there are privative words or degree adverb words in front of them expresses different emotions. For example, this dress is not beautiful. The token beautiful is a positive word. However, there are privative words in front of the token, so the token of beautiful is a negative word in here. In the same way, the affective intensity of positive and negative emotion words is 1 and -1 respectively. For example, she is very cute. The intensity of cute is 1, yet the intensity of “very” is 2. And emotion intensity of cute then becomes 2. The feature of emotion score of sentence is the sum of the intensity of all the emotional words in the sentence.

2.2. CRF-based Sentiment Analysis
Conditional Random Filed was(CRF) is proposed by Lafferty et al in 2001[25]. Then it began extensive research on CRF [26] [27] [28]. The CRF based on lexical and syntactic has the best performance [29]. CRF considers the dependence between words. Compared with other classifiers, CRF has a strong ability of feature fusion and can combine multiple features. CRF is commonly used in tasks of sequence labels. Sentiment analysis based on text is to judge the emotional tendency of the whole sentence, and it’s not a typical label task. In order to turn sentiment analysis based on text into labels task, the polarity of the text corresponds to the polarity of words in the text. The CRF label task works best when the text length is less than 10[30], i.e., CRF is only more suitable for short texts. However, in reality, the text of the data set is often different. In order to make CRF suitable for long text. We proposed a new emotional judgment calculation method for CRF. If most of words in the text is positive, marking the text as positive. If most of words in the text is negative, marking the text as negative.

The feature of CRF is one more “word” feature than SVM.
Feature 7: “Word feature” is surface forms of tokens. The word itself is the direct basis and feature for discriminating emotional tendency. Because the words tend to be emotionally inclined, such as happy, sad, and annoyed.

2.3. NBM-based Sentiment Analysis
McCallum A [31] introduce Naive Bayes Multinomial(NBM). Six classifiers commonly used are researched and it proved NBM perform the best accuracy and use the least amount of time [14].

When the feature is discrete, polynomial model is used. we choose the feature is the word, which is the discrete feature. As in equation(1), \( N_{ya} \) represents the total number of words of class “a” in the training set. \( N \) is the total number of words in the training set. \( P(y_a) \) represents Prior probability. As in equation(2), \( N_{ya,x_i} \) is the sum of the occurrences of \( x_i \) in various documents under class “a”. \( |m| \) is the number of types of words in the training set. \( \alpha \) is smooth index. \( P(x_i|y_a) \) is posteriori probability. When \( \alpha \) is equal to 1, it named “Laplace smooth”. When \( \alpha \) is equal to 1, it is “Laplace smooth”. When \( \alpha \) is greater than 0 and less than 1, it is named “Lidstone smooth”. When \( \alpha \) is equal to 0, it no have smooth. But when a feature \( x_i \) does not appear in the training set, \( p(x_i|y_a) \) equals 0, leading to the posterior probability is 0,So we set \( \alpha \) to 1.
\[ P(y_a) = \frac{N_{y_a}}{N} \]  \hspace{1cm} (1)

\[ P(x_i \mid y_a) = \frac{N_{y_a \times i} + \alpha}{N_{y_a} + |m|} \]  \hspace{1cm} (2)

3. Proposed Method

In this section, our proposed framework is described. The entire process can be divided into the following steps.

Identify and implement the most relevant feature sets for SVM and CRF sentiment classifiers with The Information Gain.

Ensemble construction using the majority voting and the weighted voting to combine SVM, CRF and NBM. and find out the better performance to predict test set.

We use three classifiers namely SVM, CRF and NBM. The schematic diagram of the proposed method is depicted in Figure 1. The feature extraction is carried out by input training set. The features we use include lexical, syntactic as well as semantics information. We use information gain to find out the optimal combination of features for classifiers SVM and CRF respectively. We choose to optimize our evaluation indicators which are accuracy, precision, recall and F-messure. The evaluating indicator is maximized to find the optimal feature sets for classifier CRF and SVM. The optimal model SVM and CRF were obtained through the training of optimal feature sets. The above two models are ensemble with NBM based on the majority voting and the weighed voting respectively. Comparing the two ensemble methods and choose the better performance to predict test sets. The best ensemble is obtained by optimizing accuracy and F-messure.

![Figure 1](image-url) This figure depicts The schematic diagram of the proposed method.
4. Experiment

4.1. Datasets
The benchmark datasets of NLPCC task2 shared task is used for our experiments. Training dataset comprise of 5000 positive user reviews and 5000 negative reviews. User reviews in test dataset set counts to 2500. Brief statistics of the datasets are shown in Table 1.

| Dataset  | Positive | Negative | Total |
|----------|----------|----------|-------|
| training | 5000     | 5000     | 10000 |
| test     | 1250     | 1250     | 2500  |

4.2. Preprocessing
At first the datasets are preprocessed to remove the Hyperlink tags, email address and @. A authoritative Chinese word segmentation system namely NPLIR is used for word segmentation and part of speech tagging. After word segmentation, stop words were removed with the stop list of Harbin Institute of Technology.

4.3. Experimental Results
As mentioned above, we use three classifiers namely CFR, SVM and NBM. For implementation of CRF and SVM algorithms we use CRF++0.58 and LIBSVM. The evaluation index used in the experiment are accuracy, precision, recall and F-measure.

4.3.1. SVM Experiment Results Analysis
Results of SVM model are reported in Table 2. Comparisons between the results of different feature sets show that we can achieve better performance if we are able to find out the most appropriate set of feature. The feature combination of emotional words and privative with specific symbols had the best performance. The accuracy rate and F value reached 70.6% and 74.35% respectively. Among all the features, sentiment words play the most important role. When only sentiment words are used as features, the accuracy rate reaches 62.7%, and the F value is 71.87%. Privative and special symbols also play a certain role. When the features of private and special symbols are added, the accuracy rate increases by 6.9% and 1% respectively. Moreover, privative have a significant effect on the improvement of F value. However, when features of Pos, degree adverbs and number of sentiment word are added, The accuracy rate and F value are reduced to different degrees. It indicates that features namely PoS, degree adverbs and number of sentiment word are not suitable for SVM classifier model.

| Feature set | Accuracy | Precision | Recall  | F-measure |
|-------------|----------|-----------|---------|-----------|
| F1          | 51       | 52.14     | 52.34   | 51.66     |
| F2          | 62.7     | 59.61     | 84.18   | 71.87     |
| F1+F2       | 58.1     | 60.31     | 53.12   | 55.5      |
| F1+F2+F3    | 55.9     | 58.27     | 48.83   | 52.26     |
| F2+F4       | 69.6     | 65.52     | 85.74   | 76.83     |
| F2+F4+F6    | 70.6     | 68.6      | 78.52   | 74.35     |
| F2+F4+F5+F6| 58.5     | 56.22     | 85.55   | 69.49     |

4.3.2. CRF experiment results analysis
Results of CRF model are reported in Table 3. The results showed that word and sentiment polarity of words were the most suitable features for the CRF model. When using word and sentiment polarity of words features, the accuracy and F value reached 80.5% and 78.2% respectively. The performance was the best. However when features, such as Pos,
privative, specific symbols and degree adverb, are joining in, both accuracy and F value are reduced. So it indicates that the above four features are not suitable for the CRF model.

Table 3. Experimental results of different feature sets in CRF model.

| Feature set     | Accuracy | Precision | Recall  | F-messure |
|-----------------|----------|-----------|---------|-----------|
| F2+F7           | 80.5     | 84.38     | 75.97   | 78.17     |
| F2+F7+F1        | 51.8     | 51.9      | 79.88   | 62.84     |
| F2+F7+F4        | 80       | 83.47     | 75.97   | 77.93     |
| F2+F7+F6        | 52.5     | 51.93     | 97.07   | 68.14     |
| F2+F7+F5        | 51.5     | 51.38     | 97.85   | 67.48     |

4.3.3. Results of NBM model are reported in Table 4.

Table 4. Experimental results of NBM model

| Model | Accuracy | Precision | Recall | F-messure |
|-------|----------|-----------|--------|-----------|
| NBM   | 79.5     | 84.30     | 73.58  | 76.42     |

4.3.4. Results of classifiers Ensemble. Three classifiers namely SVM, CRF and NBM are chosen for constructing ensemble framework. In order to find the best ensemble construction, we use the majority voting and the weighted voting techniques. Evaluation results are reported in Table 5 that show the majority voting is the same as the weighted voting and accuracy and F values were improved 1.9% and 2.3% separately, respectively. It proves the effectiveness of our proposed method.

Table 5. Experimental results of ensemble based on the majority voting and the weighted voting

| Ensemble method | Accuracy | Precision | Recall | F-messure |
|-----------------|----------|-----------|--------|-----------|
| Majority voting | 0.824    | 0.857     | 0.787  | 0.805     |
| Weighted voting | 0.846    | 0.867     | 0.809  | 0.837     |

5. Conclusion
In this paper we have proposed a new ensemble learning for the sentiment analysis. As base machine learning algorithm, we choose SVM, CRF and NBM. Firstly, we find out the best feature sets for classifiers. The algorithm is based on the Information Gain. Maximizing some classification quality measures like accuracy and F-messure, so it will yield three models, each of which is the best model for the classifier. Secondly, the ensemble method combines three classification models mentioned above. Integrating classifiers based on the majority voting compare to the way based on the weighted voting. The ensemble method that performs better will be applied to predict test dataset. The weighted voting proves more effective by experiments. Experiments on benchmark datasets of NLPCC task2 prove our proposed method gets the optimal performance for the sentiment analysis. We compared experimental results with performance of feature sets. Under all the conditions, our proposed method proves its effectiveness. The main contributions of this work as bellow: (i). Building one new ensemble method for text classification that achieves the more excellent performance. (ii). Finding out the best combination of features suitable for the SVM and CRF classifiers. (iii). An effective method of CRF model to process medium and long text is proposed.

The current work focuses on finding out the outstanding way of features combination and ensemble methods for three classifiers. In future we would like to explore how to optimize more classifiers.
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