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ABSTRACT:

Human gait recognition is one of the promising non-invasive biometric traits. Owing to its uniqueness, effectiveness and possession of rich discriminative features even in low resolution data, it is considered among the popular choice for authentication purposes. The sensitivity of the model is the challenging attribute in gait recognition. Also, it is difficult to discriminate the view angle and motion of human gait in varying illumination conditions. Addressing these issues, a hybrid Convolutional Neural Network (CNN) adapted evolutionary Bat Optimized Extreme Learning Machine approach is proposed. This hybrid structure works in two folds, such that the novel spatiotemporal features including spatial and morphological features are extracted by the CNN structure. The output of the CNN is incorporated in to the Bat optimized learning scheme as a single feed forward loop to attain classification of gait movements for recognition. Extensive experiments shows reduced error rate, increasing the rate of recognition than most of the existing hybrid algorithms.
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INTRODUCTION

Over the classical biometric schemes, human gesture has a great impact for identification of individuals. Earlier research in gait recognition addresses the robustness and necessity of the biometric scheme. The major advantages of gait as biometric, is the recognition can be accomplished even when the subject of interest (human) is at a distance point. This is more ambitious in fields such as defense, surveillance and other forensic applications. Though the low resolution data is not a challenging constraint, the environmental parameters and motion of the subject and the angle views are more challenging in order to build a recognition model. From the previous literatures on gait recognition, it is evident that both spatial and temporal features are needed for optimal recognition.

In general, the gait based recognition is grouped in to two classes namely model based approach and model free approach [2]. Clustering of the static and dynamic gait features along with their body segments such as arms, legs, fingers and limbs are considered in the model based approach. Here, the model based approaches are always looped with the reference and test segments that are more time consuming and computationally complex. The
model free approach in turn considers only the contours of the silhouettes or else the motion of subject of interest. Thus the model free method is less complex and simple to attain the classification. Though the model free approach is preferred over the other, there is a possibility for scale unfit of the features in certain circumstances.

Numerous methods were employed for the recognition of human gait for enhancing the data. Fuzzy based methods [5-7] are developed to balance the lighting conditions and environmental instability issues. Also a Fuzzy K- nearest neighbor (FKNN) [11] based classification is employed for conveying the patterns to specific sets. The variable and initialization parameter K selection is crucial in this scheme. This often leads to the uncertainty condition in order to govern appropriate K values for any chosen pattern. The promising knowledge for gait recognition is sensed by researchers in machine learning and deep learning approaches. Addressing all the above issues, a novel hybrid bat optimized extreme learning machine along with CNN based approach for gait classification is formulated. Extreme Learning Machines are considered as the high accurate and Single feed forward neural network characterized by the auto-tuning of hidden neurons. The auto-tuning property leads to the instability of the network which results in the inaccurate recognition rate. Hence the integration of bio-inspired extreme learning machines in CNN well fits for massive feature handling for better classification of gaits.

The contributions of the article are listed below:

1) First, the extraction of real time spatiotemporal features from the decomposition of silhouettes using Convolutional Neural algorithm. The spatiotemporal features extracted serves as a unique dataset with stable feature constraints.

2) Secondly, an effective learning scheme for optimal classification by adapting BAT optimized Extreme Learning Machine approach which delivers high classification rate with expected outcomes even in challenging environments.

The organization of the paper is as follows: Section I presented the related works. Section-II deals with preliminary views of convolutional neural networks, extreme learning machines and bat optimizer. Section-III deals with the overall working of the proposed architecture COBAL which deals with feature extraction using Convolutional Networks , training by the newly formed bat optimized extreme learning machines. Results and comparative analysis were discussed in Section-IV.

SECTION -I

1. RELATED WORKS:

Many works have been carried out so far to accomplish an efficient gait recognition system. The robustness and intelligent classification is the most important aspect to be considered. With recent advancements in deep learning for recognition attempts, the gait recognition becomes more attractive among biometric classes. Jiwen Lu et.al [14] developed a model to identify and recognize the human gender. The silhouettes are extracted based on background subtraction algorithm. The approach made few unrealistic assumptions such as fixation of direction of motion of the human. Lijia Wang et.al [15] exploited a model considering Gait Flow Image (GFI) based on silhouette extraction, direction estimation, GFI generation and recognition. The model uses Lacus-kennada’s approach for GFI generation.
The loss in quality of silhouettes is possible for large datasets. Manjunatha Guru et al [16] proposed a four directional vector model to develop a feature fusion approach. This considers the horizontal, vertical, forward and backward diagonal directions. A gait energy image is developed for each image frame and the gradients are calculated. The gradient of the gait energy image is obtained using neighborhood gradient computation. The classification is accomplished with the Support Vector Machine (SVM) classifier algorithm. This work is tested with a public Meta data CASIA-B (Chinese Academy of Sciences) with prominent results. Hansu et.al [17] developed an ideology of generating stick figures of subject of interest. Low quality video data is sufficient for this approach. This 2-D stick contributes both the appearance of gait and their kinematic information. The SVM classifier is employed to classify the pattern models. Worapan et.al [18] proposed a sparse regression model for gait recognition. A view transformation model is developed by selecting the region of interest (ROI) without redundancy in data. This model also supports multi-view gait recognition. Dong Ming et.al [19] emphasized boundary tracking approach using wavelet transform. This generates human skeleton model to extract dynamic features. The classification is carried out with SVM algorithm. Denton et.al [20] proposed a tensor low rank based algorithm to fasten convolutional computation for real time recognitions.

SECTION -II

II. PRELIMINARY OVERVIEW:

2.1 CONVOLUTIONAL NEURAL NETWORKS:

Convolutional Neural Network (CNN) is one of the descriptive network model in deep learning technology. CNN is grounded on artificial neural networks. Figure.1 shows the architecture of conventional CNN algorithm. For various classification tasks, the back propagation algorithm is used to repeatedly upkeep or reduces the weight of corresponding features. The filters are used to auto extract features in the convolution layer to attain image feature extraction. Among the various deep learning algorithms, CNN is preferred to extract the kinematic characteristics of human gaits sequences because of its effectiveness in identification.

CNN has the ability to learn the features using its convolution property to the input data sequence with a high level of abstraction. The various layers of CNN include the
network layers, the pooling layers and the normalization layers. A feature map is generated based on the raw input sequence in the convolution layer. With the adaption of a set of filter and weights, the pooling layer reduces the size of the generated feature map from the convolution layer making it more prominent for analysis. The normalization layer output comprises of the silhouette features as a single dataset to be feed to the classifier for the gait recognition purposes.

2.2 EXTREME LEARNING MACHINES (ELM)

Extreme Learning Machine (ELM) structures are a class of advanced neural network to achieve effective classification and prediction tasks [27-29]. The input weights and biases are automated without manual tuning and the single hidden layer in it is suitable for both classification and recognition purposes. The neurons ‘N’ in the hidden layer acts as a sigmoid function in ELM as they are tuned automatically.

For a single-hidden layer of ELM, the model is described as

$$f_{y}(n) = \sum_{i=1}^{N} \beta_{i} h_{i}(n) = h(n)\beta$$  \hspace{1cm} (1)

Where, ‘n’ is the input

$\beta$ is the weight of output which is given as

$$\beta = [\beta_{1}, \beta_{2}, \ldots, \ldots, \beta_{N}]^{T}$$  \hspace{1cm} (2)

$H(n)$ denotes the hidden output layer which is given by

$$h(n) = [h_{1}(n), h_{2}(n), \ldots, \ldots, h_{N}(n)]$$  \hspace{1cm} (3)

The output vector also known as target vector is calculated from the hidden layers as follows

$$H = \begin{bmatrix} h(n_{1}) \\ h(n_{2}) \\ \vdots \\ h(n_{N}) \end{bmatrix}$$  \hspace{1cm} (4)

Generally ELM uses the minimal non-linear least square methods that is represented as

$$\beta' = H^{*}O = H^{T}(HH^{T})^{-1}O$$  \hspace{1cm} (5)

The $H$‘is termed as the inverse of $H$ known as Moore–Penrose generalized inverse parameter. Equation (5) can be rewritten as

$$\beta' = H^{T}(\frac{1}{\zeta}HH^{T})^{-1}O$$  \hspace{1cm} (6)

The output function of simple ELM can be expressed as

$$f_{y}(n) = h(n)\beta = h(n)H^{T}(\frac{1}{\zeta}HH^{T})^{-1}O$$  \hspace{1cm} (7)

The advantages of ELM algorithms include less error rate and optimized output [17, 18]. It is opted for its auto tuning property of weights and biases and optimum prediction values..
The major setback of the ELM algorithms is the non-optimum choice of biases and weights in the hidden layer which may induce redundant nodes which in turn affects the accuracy of detection. Therefore, to overcome the instability issues the bat optimization based ELM is chosen over the conventional ELMs in our proposed method.

2.3 BAT OPTIMIZERS:

The bio-inspired Bat echolocation algorithm for developing a learning scheme is introduced by Xin-She Yang [30]. The three guideline frames by them includes

1. All bats use echolocation to sense the distance of their opponent object, and they also ‘know’ the difference between food and other background huddles in some magical way.

2. Bats flies non-uniformly with the velocity $v_i$ at the position $x_i$ with a static frequency and noise to locate food. The wavelength of the produced pulse and the frequency of pulse emission are attuned automatically by the bats based on the closeness of the target.

3. Even though the loudness can differ in many ways, it is supposed that the loudness varies from least constant value $A_{min}$ to a high value (positive) $A_0$.

The movement of each bat is related with the velocity $v_i^t$ and initial distance $x_i^t$ with the ‘n’ total number of iterations in a dimensional space. Among all the bats, the best bat has to be preferred depends on the three rules which are stated above. The updated velocity $v_i^t$ and initial distance $x_i^t$ using the three rules are given below

$$f_i^t = f_{min} + (f_{max} - f_{min}) \beta$$

$$x_i^t = x_i^{t-1} + v_i^t$$

where $\beta \in (0,1)$ $f_{min}$ is the smallest frequency =0 and $f_{max}$ is the upper bound frequency which primarily depends on the problem defined. Each bat are originally assigned for the frequency between the $f_{min}$ and $f_{max}$. Thus bat calculation can be considered as a frequency regulation calculation to give a reasonable combination of investigation and exploitation. The emission rates and volume mainly contributes a method for automatic control and auto-zooming into the region of interest with promising solutions.

SECTION -III
3.1 PROPOSED MODELS

Figure.2 illustrates the proposed hybrid CNN based Bat optimized ELM architecture. The input human gesture videos captured are preprocessed in order to attain a clarified silhouette model. The preprocessing stage includes conversion of the captured RGB video frame into a grayscale image and then background subtraction is carried out. The mechanism, used for background subtraction in pre reference adaptive thresholding algorithm. This model initiates the background subtraction by excluding the human in the frame.

Let $I(u)$ be the input image of the frame ‘u’, ‘B’ corresponds to the background area of image frame ‘u’, the selected pixel value $J(u)$ is determined as

$$P[J(u)] = P[A] - P[I(u)]$$

The pixel value has to be converted into binary scale for adaptive thresholding of the data. Thus the thresholding criteria becomes

$$P = \begin{cases} 1 & \text{if } P/n \geq T \\ 0 & \text{if } P/n < T \end{cases}$$

The data after background subtraction is allowed to pass through a median filter, in which the noise attributes are removed. The feature modelling can be observed as a key part of identifying gait movements from the data. In general feature modelling comprises feature extraction and feature selection. The input data of a CNN is processed consecutively through its layers to obtain the feature maps with dissimilar features. There are 55 convolution kernels in the first layer of each branch, and equivalent kernel size is $27\times27$. In the next layer, the number of convolution kernels is unchanged, but we assume a different convolution kernel size, i.e. $13\times13$ and $6\times6$ correspondingly. At the later layer, the feature maps are concatenated and 64 feature maps are obtained. The clusters of silhouette databases are made with the particular multiple angle views. The dissimilar features were extracted from the
group of databases that are used as the initial training and testing datasets for the classification mechanism.

Figure 3 shows the input sequence and its corresponding silhouettes after background subtraction operation.

3.2 MULTIPLE FEATURE EXTRACTION:

Feature extraction is subsequent phase of the approach for human gait analysis. In this phase, a set of 7 novel gait features were extracted from the silhouette images at various angles and these images are regularized in order to reduce the effects initiated due to the variable distance from the capturing device. Table 2 shows the tuned hyper parameter values for the convolution layer and pooling layer required to achieve feature extraction. The features that are extracted for ELM based classification and identification are listed below.

a) **Frames/Gait Cycle**: This constitutes the number of frames per gait cycles. This measurement is used in determining the speed of human movements. The difference between heel strike (Hₙ) and toe-off frame (Tₙ) gives the measure of frames per gait cycle.

b) **Swing Ratio**: The swing of hands in the human body while walking is measured as the swing ratio. The ratio between the maximum torsal widths to the minimum torsal width provides the swing ratio. As there are multiple swings in a single database, the swing ratio is estimated by averaging the values at regular intervals.

c) **Cadence**: Cadence is the measure of number of steps walked by human per minute. This solely depends on the frame rate of the capturing device.

d) **Velocity**: The distance moved by the human per unit time is termed as velocity. Since velocity varies with time, the average velocity is considered as the feature parameter. The average velocity can be measured by calculating the distance between two successive points of heel contact to the opposite feet.

\[
\text{Average Velocity, } V = S_i \times C
\]  

(12)

Where \(S_i\) is the step length is considered based on the space between the consecutive points of heel contact of the opposite feet and \(C\) is the cadence.

e) **Step Length**: Step length is nothing but the toe to toe measure. For normalization purposes, step length values are divided by the height of the subject. The normalized step length is calculated by

\[
\text{Normalized Step Length} = \frac{S_i}{H}
\]  

(13)

Where \(H\) is the height of the subject.

f) **Foot Length**: The measure of distance from heel to toe is termed as foot length. For normalization purposes, the foot values are divided by the height of the subject.

\[
\text{Normalized Foot Length} = \frac{D_f}{H}
\]  

(14)

Where, \(H\) is the height of the person and \(D_f\) is the foot length.
g) **Cycle Time:** This feature is used to estimate the time to complete one cycle by taking the number of camera frames in gait cycle in to consideration.

h) **Mass Location Point:** The relative position of human body in accordance with center of ROI is termed as Mass Location Point. The normalized Mass location is considered by dividing the mass location point by the height of the subject.

**Table. 2 Hyper parameters tuned for feature extraction stage of the proposed CNN based Bat Optimized ELM Model**

| Layers          | Output Layer | Filter-Pooling layer |
|-----------------|--------------|----------------------|
| Input Layer     | 48x48x1      | 2X2                  |
| Convolution1    | 48x48x32     | 2X2                  |
| Max-pooling     | 24x24x32     | 2x2                  |
| Convolution2    | 24x24x64     | 2X2                  |
| Max-pooling     | 12x12x64     | 2x2                  |
| Convolution-3   | 12x12x64     | 3x3                  |
| Max-pooling     | 6x6x128      | 2x2                  |
| Fully Connected Output Layer | 07 | n/A |

Once the feature parameters are extracted from the convolutional networks, the proposed features are then to used for the training the networks and training network is formulated by the newly proposed bat optimized extreme learning machines.

**3.3 BAT OPTIMIZED EXTREME LEARNING MACHINES LAYERS:**

The working principle of ELM and BAT algorithms are discussed in the previous section II. The proposed network assimilates the BAT algorithm with Extreme Learning machine to achieve optimized weight and bias factors rather than the standalone ELM structures. The advantage of bat algorithm in ELM is it upsurges the total minima points in search path. The proposed model generates the accuracy as the fitness function for the entire dataset. If the gained accuracy is equal to the threshold accuracy, the output parameters are validated and the iterations continue till the fitness criterion is achieved. The complete parameters used for optimizing the ELM are given in Table 3.

**Table .3 Illustrations of the BAT parameters used for the optimization of ELM**

| Sl.No | Bat parameters    | Description                       |
|-------|-------------------|-----------------------------------|
| 01    | No of BATS        | 07(Initial)                       |
| 02    | Initial Velocity  | 15%                               |
| 03    | No of Iterations  | BAT optimized                     |
| 04    | Initial Loudness  | 0.9                               |
| 05    | Initial Pulse rate| 0.9                               |
| 06    | Minimum Frequency | 0 KHZ                             |
| 07    | Active threshold  | 99.0% Accuracy in Prediction/Classification |
The complete working model for the proposed architecture is depicted in figure 4.

| Slno | Pseudo Code for the Proposed Algorithm |
|------|--------------------------------------|
| 01   | Input : Input Images – Gait Video Sequences |
| 02   | Define the frequency f and velocity v |
| 03   | Initialize the pulse rate r and loudness A |
|      | N = Bat_optimized_Learning(v, f, A, r, N1) where N1 is the number of Neurons / layers in Extreme Learning Machines |
| 04   | Output : Recognition Rate |
| 05   | While n = 1 to max_iteration |
| 06   | F = Convolutional_networks (Silhouette Images) where F = no of features |
| 07   | /*Training Phase*/ |
| 08   | I = f_θ(N) = h(n)β = h(n)H^T(CHHT)^{-1}Q/ Output layers using the equation 7. |
| 09   | /*Testing Phase*/ |
| 10   | Determine the Value of I |
| 11   | End |
| 12   | End |

SECTION -IV

4.1 EXPERIMENTAL ANALYSIS:

The experiment is carried out to validate the effectiveness of the hybrid CNN based Bat ELM model. The randomly chosen ‘n’ gait image sequences per subject of interest from the CASIA-B multi view gait database [16] to form the training sets and utilize the remaining to generate the testing set. This database was developed with 11 capturing device around the left hand side of the subject when he/she was walking, and the angle between two adjacent directions is 18. That is, from left to right, the viewing angles are 0, 18, 36, 54, 72, 90, 108, 126, 144, 162, and 180, respectively. Human gait data of 124 subjects of interest were all captured together, and among the subjects 93 were men and 31 were women. All the subject has six categorizations walking in a normal condition and thus there are a total 6 × 11 × 124 = 8184 of normal gait sequences in the database. It is a huge gait database in both the number of subjects and in the number of view angles. The pyTORCH is used for implementation of the proposed hybrid algorithms in Intel i7 CPU with 2TB HDD and 8 GB RAM.

The various features captured with the different viewing angles are used as the training datasets and testing data sets. The features with multiple view angles such as 0, 18, 36, 54, 72, 90, 108, 126, 144, 162, and 180, respectively has been recorded. The features which are extracted in different view angles are listed in table 4.
### Table. 4 Features being extracted for the View Angle of 90 degree

| Image Type | Step Length (cm) | Foot Length (cm) | No of Frames | Cadence | Swing Ratio | Distance(cm) | Velocity (cm/sec) |
|------------|------------------|------------------|--------------|---------|-------------|--------------|-------------------|
| 1          | 5.08             | 1.1              | 24           | 6       | 4.7:3.2     | 27.9         | 6.1               |
| 2          | 5.08             | 1.1              | 28           | 5       | 4.7:3.2     | 27.9         | 6.3               |
| 3          | 5.34             | 1.1              | 30           | 5       | 4.6:3.1     | 27.9         | 6.0               |
| 4          | 5.84             | 1.1              | 39           | 4       | 4.5:3.1     | 27.9         | 6.5               |
| 5          | 5.08             | 1.1              | 32           | 6       | 4.8:3.3     | 27.9         | 4.4               |
| 6          | 5.58             | 1.2              | 30           | 5       | 5.3:3.6     | 27.9         | 5.0               |
| 7          | 5.34             | 1.2              | 33           | 6       | 5.4:3.7     | 27.9         | 5.2               |
| 8          | 5.58             | 1.2              | 30           | 5       | 5.3:3.6     | 27.9         | 5.0               |
| 9          | 5.34             | 1.2              | 34           | 5       | 5.3:3.7     | 27.9         | 5.2               |
| 10         | 5.84             | 1.2              | 32           | 5       | 5.4:3.5     | 27.9         | 5.2               |
| 11         | 5.48             | 1.4              | 39           | 5       | 5.4:3.7     | 27.9         | 4.9               |
| 12         | 6.04             | 1.4              | 26           | 4       | 5.4:3.7     | 27.9         | 6.0               |
| 13         | 6.23             | 1.4              | 24           | 3       | 5.7:3.9     | 27.9         | 6.2               |
| 14         | 5.84             | 1.4              | 30           | 5       | 5.7:3.9     | 27.9         | 5.9               |
| 15         | 6.07             | 1.4              | 26           | 4       | 5.3:3.4     | 27.9         | 6.2               |
| 16         | 4.83             | 1.0              | 40           | 6       | 5.1:3.2     | 27.9         | 4.5               |
| 17         | 4.57             | 1.0              | 42           | 6       | 5.1:3.0     | 27.9         | 4.4               |
| 18         | 4.83             | 1.0              | 43           | 7       | 5.3:3.2     | 27.9         | 4.0               |
| 19         | 5.08             | 1.0              | 38           | 5       | 5.5:3.3     | 27.9         | 5.0               |
| 20         | 4.83             | 1.0              | 42           | 6       | 5.1:3.0     | 27.9         | 4.4               |
| 21         | 5.59             | 1.2              | 35           | 5       | 5.3:3.6     | 27.9         | 5.3               |
| 22         | 6.07             | 1.2              | 29           | 5       | 5.3:3.7     | 27.9         | 6.0               |
| 23         | 6.23             | 1.2              | 24           | 4       | 5.4:3.2     | 27.9         | 6.3               |
| 24         | 5.84             | 1.2              | 30           | 5       | 5.3:3.6     | 27.9         | 5.9               |
| 25         | 6.07             | 1.2              | 26           | 4       | 5.7:3.9     | 27.9         | 6.2               |
| 26         | 5.84             | 1.45             | 39           | 5       | 5.4:3.9     | 27.9         | 4.9               |
| 27         | 6.07             | 1.45             | 26           | 4       | 5.4:3.6     | 27.9         | 6.0               |
| 28         | 6.23             | 1.45             | 24           | 3       | 5.7:3.9     | 27.9         | 6.2               |
| 29         | 5.84             | 1.45             | 30           | 5       | 5.7:3.9     | 27.9         | 5.9               |
| 30         | 6.07             | 1.45             | 26           | 4       | 5.7:3.9     | 27.9         | 6.2               |
| 31         | 5.33             | 1.2              | 39           | 5       | 4.9:3.1     | 27.9         | 4.9               |
| 32         | 5.33             | 1.2              | 38           | 5       | 4.9:3.1     | 27.9         | 5.0               |
| 33         | 6.23             | 1.2              | 35           | 5       | 5.0:3.2     | 27.9         | 4.8               |
| 34         | 5.59             | 1.2              | 30           | 5       | 4.9:3.2     | 27.9         | 5.9               |
| 35         | 6.07             | 1.2              | 26           | 4       | 4.9:3.1     | 27.9         | 6.2               |
| 36         | 5.84             | 1.2              | 39           | 5       | 5.4:3.7     | 27.9         | 4.9               |
| 37         | 6.07             | 1.4              | 26           | 4       | 5.4:3.7     | 27.9         | 6.0               |
| 38         | 6.23             | 1.4              | 24           | 3       | 5.7:3.9     | 27.9         | 6.2               |
| 39         | 5.84             | 1.3              | 30           | 5       | 5.7:3.9     | 27.9         | 5.9               |
| 40         | 6.07             | 1.3              | 26           | 4       | 5.7:3.9     | 27.9         | 6.2               |
| 41         | 5.08             | 1.1              | 24           | 6       | 4.7:3.2     | 27.9         | 4.9               |
| 42         | 5.08             | 1.1              | 28           | 5       | 4.7:3.2     | 27.9         | 4.7               |
| 43         | 5.34             | 1.1              | 36           | 5       | 4.7:3.2     | 27.9         | 4.4               |
| 44         | 5.84             | 1.1              | 39           | 4       | 4.7:3.2     | 27.9         | 5.5               |
Likewise, the other features are also extracted for multiple view angles as said above in which features along with the angles are considered altogether as a complete single datasets for evaluation. Almost 3000 datasets were collected in which the 70% were used for generation of training sets and the remaining were used for testing process.

### 4.2 PERFORMANCE EVALUATION

The evaluation metrics for the proposed architecture are discussed as follows. The important performance attributes in recognition algorithms includes Accuracy of the system, Sensitivity and Specificity.

\[
\text{Accuracy} = \frac{\text{DR}}{\text{TNI}} \times 100
\]

\[
\text{Sensitivity} = \frac{\text{TP}}{\text{TP} + \text{FN}} \times 100
\]

\[
\text{Specificity} = \frac{\text{TN}}{\text{TP} + \text{FN}} \times 100
\]

Where TP and TN Represents True Positive and True Negative values and DR & TNI Represents Number of Detected Results and Total number of Iterations. Also we have used 10 cross validated matrix for validating of the different features. To prove superior performance of the proposed algorithm, we have compared the performance with the hybrid models such as CNN+RNN[36], DR+NN[38],3DCNN[35] and other non-hybrid models such as Multi layer perceptron’s [37] , Support vector machines(SVM)[34] and Extreme Learning Machines(ELM).

![Figure 4](image1.png)

**Figure 4** Training and testing performance of the Proposed Hybrid Algorithms
From the Figure 4, it is clear that the both training and testing accuracy has reached the peak value of 99% when the hidden neurons are 200 which are optimized by the proposed learning algorithms. This makes it suitable for the algorithm to produce the constant performance with the different multiple angle of features. The confusion matrix for the proposed algorithm is depicted in figure below.

| Angles | 0   | 18  | 36  | 54  | 72  | 90  | 108 | 126 | 144 | 162 | 180 |
|--------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 0      | 2079| 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   |
| 18     | 0   | 2079| 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   |
| 36     | 0   | 0   | 2079| 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   |
| 54     | 0   | 0   | 0   | 2079| 0   | 0   | 0   | 0   | 0   | 0   | 0   |
| 72     | 0   | 0   | 0   | 0   | 2079| 0   | 0   | 0   | 0   | 0   | 0   |
| 90     | 0   | 0   | 0   | 0   | 0   | 2079| 0   | 0   | 0   | 0   | 0   |
| 108    | 0   | 0   | 0   | 0   | 0   | 0   | 2079| 0   | 0   | 0   | 0   |
| 126    | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 2079| 0   | 0   | 0   |
| 144    | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 2079| 0   | 0   |
| 162    | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 2079| 0   |
| 180    | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 2079|

Figure 5 Confusion Matrix Illustrating the True Positive Values for the Proposed algorithm

The integration of the Proposed Bat optimized ELM in CNN has proved the constant performance with the high recognition rate at the multiple angle views. Moreover as discussed in the previous section, the proposed algorithm is compared with the other algorithms with the analysis are given below.

Figure 6 Comparative Analysis of Prediction Accuracy of human tracking for the different hybrid algorithms.
Figure 7 Comparative Analysis of Sensitivity Analysis for human tracking for the different hybrid algorithms.

Figure 8 Comparative Analysis of Specificity Analysis of human tracking for the different hybrid algorithms.

Figure 6-8 discusses about the different performance metrics analysis for the different hybrid algorithms and non-hybrid models. It has been noticed from the Figure 6, rate recognition has drastically reduced when the viewing angle is increased whereas the proposed COBAL architecture has maintained the constant recognition rate of 99% in multiple viewing angles due to the optimized learning structure incorporated with the convolutional networks. These proposed deep learning models can be used for the human tracking systems when surveillance plays important applications.

SECTION-V

5. CONCLUSION

The proposed novel human gait recognition model is accomplished by extracting spatial and morphological feature parameters. The efficiency of CNN in feature extraction upholds the model for accurate feature selection process. Likely the ELM adapted with the bio-inspired bat algorithm shows prominent accuracy in classification of the feature gaits. The Bat algorithm maintained the stability of the model hence, that the recognition is robust and accurate. CASIA-B datasets were used for analysis and the gait features at different views of
angles were evaluated in which the proposed hybrid learning method has outperformed other existing hybrid models and non-hybrid models. Future work attempts in intelligent feature selection methods at real-time for the extrema to reduce the complexity of the learning metrics and also formation of the new hybrid deep learning models to increase the accuracy when interfaced with noisy input videos.
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