The Initial Field Constructions for Numerical Weather Prediction in the Low Latitudinal Regions by a New Mixed Type Autocorrelation Function

KUANG-HORNG WANG\(^1\), SHING-CHUNG ONN\(^1\), CHUNG-YI TSENG\(^2\) and TAI-HWA HOR\(^1\)

(Manuscript received 27 July 1995, in final form 21 December 1995)

ABSTRACT

A univariate statistical scheme for the analysis of geopotential height fields has been developed based upon optimum interpolation. The data archived from a set of subjective analyses were used to compute the required correlation functions. The computed height autocorrelation functions were fitted by an appropriate function which would definitely reflect the characteristics of the statistical structure in the low latitudinal regions. Rather than representing the model by the negative squared exponential form proposed by Gandin (1963), a representation consisting of a polynomial exponential function was used to fully trace the finer structure of the statistical quantities. The analyzed geopotential height fields were obtained through the computation of the geopotential height autocorrelation model. As a measurement of accuracy, this scheme has been tested at target stations. The root mean squares between the analysed data and those obtained from radiosonde data have been carried out to verify its performance as well.
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1. INTRODUCTION

This paper describes the tests of a univariate statistical objective scheme intended for use with numerical weather prediction models in the low latitudinal regions. In the past few decades, many scientists have shown considerable interest in the research of the initial field constructions for meteorological variables. The initial stage of optimum interpolation was first carried out using univariate variables, such as the geopotential height, the wind component, the temperature and the dew point temperature to compute their statistical quantities. Later, Gandin (1963) proposed a multivariate statistical analysis scheme for meteorological

\(^{1}\) Department of Applied Physics, Chung Cheng Institute of Technology, Ta-Hsi, Tao-Yuan, Taiwan, R.O.C.
\(^{2}\) Institute of Physics, Academia Sinica, Nankang, Taipei, Taiwan, R.O.C.
applications. Difficulties he met were due to the lack of information on the cross-correlation elements that had not been determined at that time. Meanwhile, however, Buell (1958, 1960, 1972a), Gandin (1964) Petersen and Middleton (1964) and Petersen (1973c) found out that correlations between the height and wind components are related to geostrophic approximations at mid- and high latitudes. Since then, Kluge (1970), Rutherford (1973) and Schlatter (1975, 1976) have used the multivariate objective analysis scheme in weather prediction models. Additionally and almost at the same time, Eddy (1973) and Petersen (1973c) proposed a multivariate statistical scheme such that, in the vertical, the final analyzed geopotential height fields are subject to thermal wind relations.

In this paper, the univariate optimum interpolation in the low latitudinal regions and its application in initial field constructions are the primary concern. More specifically, this paper attempts to construct a 2D autocorrelation model which is suitable for the analysis of geopotential height fields in the present research area. By using the manual subjective analysis data sets which are 500 hPa, 1200 GMT during the winter months (December through February) of 1977 to 1983, it is hoped that the scheme will demonstrate itself as being capable of practical implementation and of use in operational initial height field constructions for numerical weather prediction.

The remainder of this paper is organized as follows: Section 2 of this paper presents the definitions of various correlation functions, the construction of the h-h autocorrelation matrix as well as the modeling of the autocorrelation functions in terms of distance. Section 3 lays out the mathematical treatment of these algorithms in optimum interpolation. Section 4 demonstrates the ability of the analysis scheme to fit the observation data, the response of the scheme to various inputs and modifications and characteristics of the analysis scheme are also mentioned. Finally, in Section 5, the findings are summarized.

2. ANALYSES

The procedure followed here is specified to the problem at hand, namely, the statistical structure constructions of the geopotential height fields and its application in the initial height field analysis for numerical weather prediction models. Specifically, the interest in this paper is in the optimum interpolation of scattered station data interpolate to regular grids simultaneously. As these data are univariate in themselves, they may include a spatial and temporal set of meteorological variables such as the geopotential height, the scalar wind component, the temperature and the dew point temperature as well.

2.1 Correlation Function

In the method of optimum interpolation, the statistical structure of the meteorological fields is the main role in the analysis process. Autocorrelation and cross-correlation functions are usually selected to represent statistical quantities. The important properties are briefly mentioned below: \( f(r) \) can be taken as the meteorological variable; it is defined as the sum of the mean \( \overline{f}(r) \) and the deviation \( f'(r) \), where \( r \) is the geographic point with respect to a reference point. The cross-covariance function \( C_{fg} \) for variables \( f \) and \( g \) is given by:

\[
C_{fg}(r_1, r_2) = \overline{f(r_1)} g'(r_2), \tag{1}
\]

where \( r_1 \) and \( r_2 \) are two different geographic points. Furthermore, the autocovariance function \( C_{ff}(r_1, r_2) \) of the univariate \( f \) can also be defined from Equation (1).
The mean square of the anomaly of the quantity $f$ on the point $r_1$ is written as:

$$C_{ff}(r_1, r_1) = \hat{f}^2(r_1) = D_f(r_1)$$

(2)

The square root of $D_f$ is sometimes called the variance of $f$ at that point.

The cross-correlation function of variables $f$ and $g$ on two distinct points $r_1$ and $r_2$ is defined as:

$$\rho_{fg}(r_1, r_2) = \frac{C_{fg}(r_1, r_2)}{\sqrt{D_f(r_1)D_g(r_2)}}$$

(3)

The autocorrelation function of the same variable is defined when $f = g$, which is in the form of:

$$\rho_{ff}(r_1, r_2) = \frac{C_{ff}(r_1, r_2)}{\sqrt{(C_{ff}(r_1, r_1)C_{ff}(r_2, r_2)}}$$

(4)

When the covariance or correlation function depends not upon the coordinate of the points but rather upon the distance alone, it can be said that the function satisfies the homogeneous and isotropic conditions.

In order to check to what extent the homogeneity and isotropy hypothesis is to be satisfied, it is convenient to proceed as follows: fixing one of the points, the correlation functions for all possible positions of the second point are calculated. If the isolines of such autocorrelation functions are circles, it means that the hypothesis of homogeneity and isotropy are met.

As Gandin suggested in his paper, the station distribution can be selected arbitrarily. In order to find the patterns of correlation functions (among $h$, $u$ and $v$ variables) between Taipei and all the other 77 stations, some of the stations must be put on the right hand side of Taiwan Island which is bordered by the vast Pacific Ocean. The data on these prespecified points were archived from the historical Japanese weather map and have been analysed by many experienced meteorologists there. During the readout of these prespecified station data, the task was mainly done by careful subjective analyses. In Figure 1, the stations used in these experiments are numbered in order of increasing distance from Taipei, with the city of Taipei numbered as 58 and lying almost in the center of the station network. In this experiment, the correlations were calculated from a set of 108 cases on each point. Each observations were separated by a five-day interval, thereby making this kind of pick up independent to ensure isolation among cases.

The correlation patterns resulting from Equations (3) and (4) for the computation of the autocorrelations and cross-correlations among the three variables $h$, $u$ and $v$ are shown in Figure 2 (refer to Onn, Wang, Tseng 1993). It is obvious that the $\langle (h-h) \rangle$ correlation satisfies the conditions of homogeneity and isotropy, while $\langle (h-u) \rangle$, $\langle (h-v) \rangle$, $\langle (v-h) \rangle$, $\langle (v-u) \rangle$, $\langle (u-v) \rangle$, $\langle (v-u) \rangle$ are neither isotropic nor homogeneous.

For the large scale meteorological phenomena, the $\langle (h-h) \rangle$ autocorrelation is indeed true in satisfying the homogeneous and isotropic conditions for the order of some thousands of kilometers on some isobaric levels. Studies investigated by others have shown that for the geopotential height, temperature, humidity, etc., the assumption is fulfilled with sufficient accuracy up to a distance of several thousands of kilometers. In addition, this assumption substantially simplifies the problems at hand here. The autocorrelation functions of the wind
components $\langle(u-u)\rangle$ and $\langle(v-v)\rangle$ are a little bit deformed from true circle, and the patterns with the major axis were shown as being oriented toward the zonal direction in the case of the u component but toward the meridional direction for the v component. Such differences do not strictly satisfy the conditions of homogeneity and isotropy.

The test of the analysis scheme was based upon the autocorrelation model computed from the geopotential height fields in the geographic domain. In this section, the autocorrelation computation of this univariate variable, the modeling of these correlations and its applications in constructing initial geopotential height fields are discussed.

Autocorrelations of the geopotential height field were computed for $\langle(h_i-h_{fi})(h_j-h_{fj})\rangle$ where $i$ and $j$ range over 78 stations in the geographic domain.

The bracket symbol in $\langle(h_i'-h_j')\rangle$ denotes the statistical averaging over many cases. The definition gives:

$$\langle(h_i-h_{fi})(h_j-h_{fj})\rangle = \frac{\left(\sum_{t=1}^{NT}(z_{it}-\bar{z}_i)(z_{jt}-\bar{z}_j)\right)}{\sqrt{\sum_{t=1}^{NT}(z_{it}-\bar{z}_i)^2} \sqrt{\sum_{t=1}^{NT}(z_{jt}-\bar{z}_j)^2}}.$$

The ensemble mean is given by:

$$\bar{z}_i = \sum_{t=1}^{NT} z_{it}/NT.$$
Fig. 2. Correlations among the variables h, u and v. The master station is Taipei.
In this way, the ensemble mean of the long term data (108 cases involved) in the present study were selected as the initial guess $h_{j1}$. The autocorrelation functions for every possible pair points are plotted as a function of separation distance. Because this is a symmetric matrix, 78 stations or $(78 \times 77)/2 + 78$ possible station pairs were considered. The resultant 3081 autocorrelations for the station pairs are presented in Figure 3, (refer to Onn, Wang and Tseng 1993). The figure shows that the qualitative agreement is the same as others obtained from the mid- and high latitude regions of the earth; however the lines of equal correlation are slightly different. The autocorrelation functions of the geopotential heights generally decrease more slowly with an increasing separation distances in the farther distance than in the near distance.

It is important to consider these autocorrelations as a two-point function. The full correlation arrays were replaced by arrays of correlations averaged over intervals in the separation distance before being fit to the autocorrelation model. In this way, the computer time for the fitting process can be reduced to an acceptable level, while much of the heterogeneity within these data can be eliminated. In calculating the distance averaged data for these autocorrelation functions, it is reasonable to use the classification of the results based on the
graduation of the distance. Usually the graduation of about 200-250 km was taken to be the unit interval. Points corresponding to negative correlations are not appropriate for the curve fitting of the exponential function, and therefore were not considered in the least-squared curve fitting process.

In the past few decades, the Gaussian function $\rho(r) = a \exp(-b r^2)$ has been adopted to fit the height-height autocorrelation data in the least squared sense. Improving the specifications of the autocorrelation model has been approached both observationally and theoretically, and extensive literature now exits on the subject. A number of functional forms have also been proposed for the continuous two-dimensional homogeneous isotropic correlation function.

2.2 The Least-squared Method for Construction of the Height Autocorrelation Model

In this paper, the new model that is proposed to analyse the distance averaged autocorrelation data is a function combining the polynomial and exponential form.

$$\rho(r) = A(r) e^{B(r)} = \left( \sum_{i=0}^{m_a} a_i r_i \right) \exp \left( \sum_{i=0}^{m_b} b_i r_i \right).$$

where $m_a$ and $m_b$ are two arbitrary positive integers. The resulting sum of the squared errors between the correlation model and the correlation data is given by:

$$\sum_{j=1}^{N} \varepsilon_j^2 = \sum_{j=1}^{N} \ln \rho_j - \left[ \left( \sum_{i=1}^{m_b} b_i d_{ij}^i \right) + \left( \sum_{i=0}^{m_a} a_i d_{ij}^i \right) \right]^2,$$
where \((d_j, \rho_j)\) represent the characteristic distance and the associated distance averaged autocorrelation data respectively. By differentiating Equation (6) with respect to \(a_k\) and \(b_k\),

\[
F_k = \frac{\partial}{\partial k} \left( \sum_{j=1}^{N} \varepsilon_j^2 \right) = \sum_{j=1}^{N} \left( \frac{d_j^k}{\sum_{i=0}^{m} d_i^k \varepsilon_j} \right),
\]

and

\[
G_k = \frac{\partial}{\partial k} \left( \sum_{j=1}^{N} \varepsilon_j^2 \right) = \sum_{j=1}^{N} d_j \varepsilon_j.
\]

From Equations (7) and (8), the \((ma + mb + 2)\) nonlinear algebraic equations can be solved simultaneously using the Newton-Raphson method by choosing the arbitrary initial value for \(a_k\) and \(b_k\). The final solution is considered to be consistent when both of the following conditions are met:

\[
\text{Max} \left( a_k^{\text{iter}+1} - a_k^{\text{iter}} \right) < 10^{-5} \quad \text{where} \quad k = 0, \ ma
\]

\[
\text{Max} \left( b_k^{\text{iter}+1} - b_k^{\text{iter}} \right) < 10^{-5} \quad \text{where} \quad k = 0, \ mb.
\]

The convergence processes of the maximum errors for \(a_k\) and \(b_k\) are indicated in Figure 4. The curve fitting of the distance averaged data for the autocorrelation model is shown in Figure 5. The respective coefficients for \(a_k\) and \(b_k\) of order 5 are also shown in Table 1.
The mixed-typed autocorrelation model and distance-averaged autocorrelation data.

Table 1. Coefficients for ma = 5 and mb = 5.

|   |       |       |
|---|-------|-------|
| ai |       | bi    |
| a0 | 0.99998E-01 | b0 | 0.22635E+01 |
| a1 | 0.23054E-02 | b1 | -0.35200E+00 |
| a2 | -0.33989E-03 | b2 | -0.68385E-01 |
| a3 | -0.11815E-02 | b3 | -0.71690E-02 |
| a4 | -0.10476E-04 | b4 | 0.12955E-02 |
| a5 | 0.46725E-04 | b5 | 0.91694E-03 |

3. OPTIMUM INTERPOLATION

The analyzed geopotential height value $\hat{z}_0$ at the specific grid $o$ is represented in the form of a linear combination of the values $z_i$ on the neighboring observational points. Such a linear combination may be expressed as:

$$\hat{z}_0 = \sum_{i=1}^{N} \alpha_i z_i,$$

where $\alpha_i$ represents the weighting factor at the observation point $i$ and N is the number of stations used for interpolation. The weights $\alpha_i$ were determined from the required condition such that the above equation yields the best results when averaging is done over a large number of cases. In other words, the mean square of errors,

$$E = (\hat{z}_0 - z_0)^2,$$

represent a minimum, where $z_0$ is the true value at grid $o$, and the bar denotes the statistical averaging. Substituting Equation (9) into Equation (10) yields:
The condition for the minimum of $E$ with respect to all weight $\alpha_k$, such that

$$ \frac{\partial E}{\partial \alpha_k} = 0 \quad (k = 1, 2, \ldots, N), $$

becomes the form:

$$ \sum_{j=1}^{N} z_i z_j \alpha_j = z_i \bar{z}_0 \quad (i = 1, 2, \ldots, N). \quad (13) $$

It can be shown that the conditions of Equation (13) are both necessary and sufficient for the minimum of $E$. This yields a system of simultaneous $N$ linear algebraic equations to solve the weights of the associated stations.

In order to determine the weights from the system, the mean product of $z_i z_j$ and $z_i z_0$ are required. However, since $z_0$ is never known in the physical domain, it is better to use the expression below.

Let

$$ z_i = \bar{z}_i + z_i', \quad z_0 = \bar{z}_0 + z_0' $$

where the bar and the prime denote the statistical ensemble mean and the deviation from its mean respectively. Substituting these into Equation (13), it becomes

$$ \sum_{j=1}^{N} z_i' z_j' \alpha_j = \bar{z}_i' \bar{z}_0' \quad (i = 1, 2, \ldots, N). \quad (15) $$

Unlike Equation (13), in Equation (15) these formulas have the mean products of the values not of the elements themselves, but of the deviations from the ensemble mean. It should be noticed that when (15) is substituted into (11) and let the result divided by the variance $C_{00}$, the relative interpolation error can also be given by

$$ E' = 1 - \sum_{m=1}^{N} \rho_{m0} \alpha_m. $$

This quantity can be denoted as a measurement of accuracy in the analysis scheme.

Let $\mathcal{R}_o$, $\mathcal{R}_i$ be the variance of the geopotential height fields on the grid point $o$ and the observation point $i$ respectively:

$$ \mathcal{R}_o = (\bar{z}_0')^2; \quad \mathcal{R}_i = (\bar{z}_i')^2 $$

(16)
The autocovariance function can be defined as:

\[ \varphi_{ij} = \frac{z_i' z_j'}{\lambda_i \lambda_j}. \]  \hfill (17)

Similarly, the autocorrelation function can be expressed in terms of the autocovariance and variance, which is in the form of:

\[ \rho_{ij} = \frac{\varphi_{ij}}{\sqrt{\lambda_i \lambda_j}}. \]  \hfill (18)

Equation (15) now becomes

\[ \sum_{j=1}^{N} \rho_{ij} \alpha_j = \rho_{io}, \quad (i = 1, 2, \ldots, N). \] \hfill (19)

where \( i \) and \( j \) are the observing points, and \( o \) is the target grid point. Once the members of the observing points are known, then the coordinates of the grid point and the surrounding observing points are used to compute the relative distance among these points. The optimum weight \( \alpha_i \) associated with each of the observation points \( i \) are then computed from Equation (19).

The deviation of the analyzed geopotential height can thus be obtained from:

\[ \tilde{z}_0' = \sum_{k=1}^{N} \alpha_k z_k'. \] \hfill (20)

The analyzed \( \tilde{z}_0 \) is the sum of the deviation and its respective climatological mean \( \overline{z}_0 \), thus:

\[ \tilde{z}_0 = \overline{z}_0 + \tilde{z}_0'. \] \hfill (21)

At this point, the analyzed geopotential height on the two dimensional grids can be obtained. In practice, for the univariate OI scheme, there are two ways to construct the autocorrelation function in Equation (19). First, as for the explicit form, the autocorrelation in (19) is constructed by using the distance-dependent autocorrelation model. The optimum interpolation coefficients in (19) can be obtained directly from the computation of the relative distances among the stations and the grids. Second, regarding the implicit form, the autocorrelation function in (19) is constructed by using the observational data on the stations and the analysis data on the target grids; numerical weather prediction model output data are also valid accordingly. In fact, the explicit autocorrelation model (distance dependent autocorrelation model) is not a necessary requirement for the construction of the initial field analysis. The optimum interpolation coefficients associated with the specific grid can be obtained directly from the nearby real observational data to compute the correlation functions among the pairs of grids and stations. However, in this way (i.e., the implicit form), the memory requirements would be large if the global grid data are computed. By using the distance dependent autocorrelation model, there are no such problems.
The optimum interpolations can be easily done by calculating the relative distances among the grid and the stations. The optimum coefficients associated with the nearby stations can thus be solved from the simultaneous equations.

4. RESULTS

Excellent evaluation for the test analysis scheme was based upon the root mean squares between the observational data and the analysed data from the scheme previously discussed.

The univariate statistical analysis scheme with autocorrelation calculated in section 2 was applied at 500 hPa to compute the root mean square differences between observations and analysed values for the 108 cases involved.

Both the explicit and implicit forms are used under different conditions. In solving Equation (19), the observational data are used to compute the left hand side of the element $P_{ij}$ while the proposed autocorrelation model is used to compute the right hand side of this element $P_{i0}$.

The analysed target grids include 25 stations, ranging from the observation index points 1 to 24, and the Taipei station was indexed as 58, the climatological mean was chosen as the first guess for the computation on the left hand side. The root mean square differences between the analyzed and observed values were computed for the selected 108 days involved.

Table 2 shows how the results depend upon the number of reports used to estimate the univariate geopotential height at these target stations.

In Table 3, the relative interpolation error $E'$ was computed using the observational data for the analyses of the previous 25 target stations. Since the quantity denotes the measurement of accuracy, the observational data instead of the explicit autocorrelation model would be

Table 2. Root mean square differences of the geopotential height fields between the analysed and observed values (m).

| Number of Stations Used for Interpolation | First Guess Climatology | Root-Mean-Squares |
|------------------------------------------|-------------------------|-------------------|
| 58                                       | 1          | 2     | 3     | 4     | 5     | 6     | 7     | 8     | 9     | 10    | 11    | 12    | 13    | 14    | 15    | 16    | 17    | 18    | 19    | 20    | 21    | 22    | 23    | 24    |
| 1                                        | 21         | 29    | 22    | 21    | 28    | 20    | 18    | 19    | 20    | 17    | 22    | 15    | 20    | 30    | 25    | 16    | 15    | 16    | 19    | 20    | 30    | 27    | 26    | 26    |
| 2                                        | 20         | 20    | 17    | 21    | 17    | 16    | 14    | 16    | 16    | 18    | 15    | 13    | 12    | 23    | 23    | 12    | 13    | 15    | 16    | 10    | 28    | 26    | 24    | 15    | 20    |
| 3                                        | 17         | 20    | 16    | 12    | 20    | 16    | 15    | 14    | 14    | 13    | 16    | 14    | 12    | 24    | 23    | 12    | 12    | 13    | 15    | 16    | 28    | 10    | 23    | 23    | 14    |
| 5                                        | 16         | 20    | 16    | 11    | 17    | 14    | 14    | 13    | 12    | 13    | 12    | 14    | 10    | 20    | 21    | 12    | 11    | 11    | 13    | 15    | 14    | 28    | 21    | 20    | 14    |
| 7                                        | 16         | 19    | 14    | 10    | 16    | 14    | 14    | 13    | 12    | 13    | 12    | 13    | 12    | 19    | 21    | 11    | 10    | 13    | 14    | 14    | 28    | 20    | 20    | 14    |
| 8                                        | 16         | 19    | 14    | 10    | 16    | 13    | 13    | 11    | 12    | 12    | 12    | 13    | 10    | 19    | 21    | 11    | 10    | 13    | 14    | 14    | 28    | 20    | 18    | 14    |
| 10                                       | 16         | 19    | 14    | 10    | 16    | 13    | 13    | 12    | 12    | 11    | 13    | 10    | 18    | 21    | 11    | 10    | 12    | 14    | 14    | 27    | 18    | 18    | 14    |
| 15                                       | 16         | 19    | 13    | 10    | 15    | 13    | 13    | 12    | 12    | 11    | 11    | 12    | 10    | 17    | 20    | 10    | 9    | 12    | 14    | 26    | 17    | 17    | 13    |
| 17                                       | 15         | 19    | 13    | 10    | 15    | 12    | 13    | 12    | 12    | 11    | 11    | 12    | 10    | 17    | 20    | 10    | 9    | 12    | 13    | 26    | 17    | 17    | 13    |
| 20                                       | 15         | 18    | 13    | 10    | 15    | 12    | 12    | 11    | 11    | 11    | 12    | 10    | 17    | 20    | 9    | 9    | 12    | 11    | 13    | 26    | 17    | 17    | 13    |
more appropriate for the computation of \( \rho_{i0} \) in the relative interpolation error computation. It can be easily seen that the root mean squares and the relative interpolation errors definitely decrease as more stations are used in the analysis scheme. Gandin (1963) assumed that the root mean squares would decrease indefinitely as more stations are used in the interpolation process, but in fact all measurements are subject to error. Instrumental errors especially are always inherent in instrument or manual operations. Additional reports in the estimation improve the accuracy of the estimate but only up to a certain limit. Normally, for a report providing high-quality data, most of the information pertinent to the analysis can be obtained from the nearest 6–8 stations. The addition of more stations does not significantly improve the estimate. The previous results can also be shown in Tables 4 and 5 which are the analysis of the relative interpolation error computation for the u and v components of the wind fields.

| Number of Stations Used for Interpolation | Geopotential Height Fields | First Guess Climatology |
|-----------------------------------------|---------------------------|-------------------------|
| 58                                      | 50                        | 10                      |
| 1                                      | 0.25                      | 0.43                    |
| 2                                      | 0.24                      | 0.22                    |
| 3                                      | 0.18                      | 0.22                    |
| 4                                      | 0.17                      | 0.21                    |
| 5                                      | 0.17                      | 0.20                    |
| 6                                      | 0.16                      | 0.20                    |
| 7                                      | 0.15                      | 0.18                    |
| 8                                      | 0.14                      | 0.18                    |
| 9                                      | 0.13                      | 0.18                    |
| 10                                     | 0.12                      | 0.18                    |
| 11                                     | 0.11                      | 0.18                    |
| 12                                     | 0.10                      | 0.18                    |
| 13                                     | 0.09                      | 0.18                    |
| 14                                     | 0.08                      | 0.18                    |
| 15                                     | 0.07                      | 0.18                    |
| 16                                     | 0.06                      | 0.18                    |
| 17                                     | 0.05                      | 0.18                    |
| 18                                     | 0.04                      | 0.18                    |
| 19                                     | 0.03                      | 0.18                    |
| 20                                     | 0.02                      | 0.18                    |

| Number of Stations Used for Interpolation | U Component Wind Fields | First Guess Climatology |
|-----------------------------------------|-------------------------|-------------------------|
| 58                                      | 50                      | 10                      |
| 1                                      | 0.43                     | 0.43                    |
| 2                                      | 0.42                     | 0.42                    |
| 3                                      | 0.41                     | 0.41                    |
| 4                                      | 0.40                     | 0.40                    |
| 5                                      | 0.39                     | 0.39                    |
| 6                                      | 0.38                     | 0.38                    |
| 7                                      | 0.37                     | 0.37                    |
| 8                                      | 0.36                     | 0.36                    |
| 9                                      | 0.35                     | 0.35                    |
| 10                                     | 0.34                     | 0.34                    |
| 11                                     | 0.33                     | 0.33                    |
| 12                                     | 0.32                     | 0.32                    |
| 13                                     | 0.31                     | 0.31                    |
| 14                                     | 0.30                     | 0.30                    |
| 15                                     | 0.29                     | 0.29                    |
| 16                                     | 0.28                     | 0.28                    |
| 17                                     | 0.27                     | 0.27                    |
| 18                                     | 0.26                     | 0.26                    |
| 19                                     | 0.25                     | 0.25                    |
| 20                                     | 0.24                     | 0.24                    |
Table 5. The relative interpolation error of the v-component wind fields computed based upon the nearby stations used for interpolation.

| Number of Stations Used for Interpolation | First Guess Climatology |
|-----------------------------------------|--------------------------|
| 58                                      | 0.45 0.66 0.45 0.59 0.62 0.56 0.51 0.36 0.59 0.72 0.80 0.17 0.64 0.45 0.18 0.27 0.72 0.46 0.67 0.43 0.51 0.78 0.59 0.17 0.18 |
| 1                                       | 0.35 0.43 0.44 0.37 0.20 0.47 0.34 0.18 0.50 0.51 0.78 0.16 0.34 0.44 0.18 0.26 0.42 0.44 0.42 0.40 0.41 0.47 0.17 0.18 |
| 3                                       | 0.28 0.39 0.36 0.26 0.19 0.45 0.34 0.17 0.30 0.25 0.51 0.14 0.17 0.43 0.17 0.26 0.40 0.29 0.61 0.40 0.36 0.35 0.14 0.18 |
| 5                                       | 0.28 0.39 0.32 0.20 0.16 0.44 0.28 0.17 0.29 0.24 0.27 0.13 0.17 0.36 0.17 0.25 0.39 0.29 0.37 0.37 0.31 0.32 0.14 0.17 |
| 7                                       | 0.28 0.38 0.24 0.20 0.15 0.44 0.26 0.17 0.28 0.23 0.27 0.12 0.16 0.26 0.16 0.25 0.37 0.22 0.37 0.34 0.32 0.30 0.32 0.13 0.17 |
| 8                                       | 0.28 0.38 0.24 0.20 0.15 0.28 0.26 0.16 0.28 0.23 0.26 0.12 0.16 0.26 0.16 0.25 0.35 0.21 0.16 0.36 0.34 0.32 0.29 0.25 0.13 0.17 |
| 10                                      | 0.27 0.37 0.22 0.19 0.15 0.27 0.26 0.16 0.28 0.22 0.25 0.12 0.16 0.25 0.16 0.24 0.35 0.21 0.34 0.33 0.32 0.25 0.25 0.13 0.16 |
| 15                                      | 0.25 0.35 0.19 0.18 0.14 0.25 0.23 0.16 0.25 0.20 0.24 0.12 0.15 0.21 0.16 0.23 0.33 0.20 0.32 0.31 0.28 0.24 0.24 0.13 0.16 |
| 17                                      | 0.24 0.35 0.19 0.18 0.14 0.24 0.23 0.15 0.25 0.20 0.24 0.12 0.14 0.21 0.15 0.22 0.32 0.19 0.31 0.29 0.28 0.23 0.23 0.13 0.16 |
| 20                                      | 0.23 0.34 0.18 0.17 0.14 0.24 0.22 0.14 0.22 0.20 0.22 0.11 0.11 0.21 0.15 0.20 0.31 0.18 0.30 0.26 0.25 0.23 0.23 0.13 0.16 |

The 500 hPa geopotential heights at Taipei were analysed based upon a single observation of height. The experiments were conducted repeatedly, and each time the observation station report was chosen to be farther from Taipei. From Figure 6, it is seen that as the distance of the station is farther from Taipei, the root mean square is increasingly higher than the previously near station. This implies that the more distant observations are only slightly correlated with the grid points and have little influence on the estimates.

It is important to make a comparison between the classical Gandin form and the new proposed mixed-type form. The distance averaged autocorrelation functions of the 500 hPa geopotential height fields are fitted to the negative exponential form as proposed by Gandin.

![Fig. 6. Root-mean-square differences between the analyzed and observed values of height (m) at Taipei for the 108 cases involved. The experiment was conducted repeatedly. Each time the observation point was chosen to be farther from Taipei.](image-url)
Figure 7 shows the results with $a = 0.87654$ and $b = 0.31543$; the optimum constants are determined by the same least square method as that of the mixed-typed autocorrelation models. Accordingly, it is obvious that due to the fixed form of the negative exponential autocorrelation model, the curve fitting is not as good as the new proposed mixed-type autocorrelation model.

Fig. 7. The negative exponential autocorrelation model and distance-averaged autocorrelation data.

In order to determine the superior capability of the two forms in analyzing the geopotential height fields, the two autocorrelation models were also utilized to compute the root mean squares between the analysed and the observational values. In Figures 8 and 9, the eight stations are used for interpolation. The root mean squares for the i-th station were computed using the formula:

$$\text{Sig}(i) = \sqrt{\frac{\sum_{j=1}^{108} (z_{ij} - \hat{z}_{ij})^2}{108}}.$$  

Figure 8 is for the classical Gandin form, while Figure 9 is for the proposed mixed-typed form. Comparing the two figures, it is evident that the amplitudes of Figure 9 are smaller than those of Figure 8 in estimating the root mean squares of the total 78 stations. This implies that the proposed mixed-typed autocorrelation model has a better capability in analyzing the geopotential height fields.

5. CONCLUSIONS

The statistical structure of the three meteorological variables ($h$, $u$ and $v$) have been derived by computing the autocorrelation and cross-correlation functions, and the geopotential height autocorrelation pairs among the 78 stations have also been computed. These pairs were grouped in 200-kilometer distance intervals from the range of zero to six thousand kilometers. The resulting autocorrelation functions were then plotted against station separation; the new
autocorrelation model was fitted to the scatter diagram in the least squared sense. The following conclusions can be made:

1. The scatter pattern shows that the clustering does normally distribute along the exponential function patterns with the magnitude of the correlation coefficients decreasing slowly with distance.

2. Zero correlation coefficients occur at separations of some three thousand and eight hundred kilometers. The distance averaged data are shown to spread along the exponential
functions, a finding can be determined by the new autocorrelation model in the least square sense which is a function of the relative distance only.

(3) The statistical correlation functions of the geopotential heights and wind components derived from the low- and mid latitudinal regions have been found to be extremely useful in the initial field constructions for numerical weather prediction. The original data base are from historical observational data. Thus, it is likely that the autocorrelation model for the geopotential height fields would definitely reflect the statistical properties in this research area. By adding the order of the polynomial terms, the autocorrelation model proposed in this paper proves to be more powerful in tracing the finer structure of the autocorrelation functions, especially in the low latitudinal region where the large area is surrounded by the sea. The accuracy of the autocorrelation model is important for the full range of separation distances between the target points and the interpolation stations.

(4) Because of the similar patterns in autocorrelation data distributions for the mid- and low latitudinal regions, it can be anticipated that the algorithms for the autocorrelation model are also valid for different latitudes of the earth as well.
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