Quantifying and controlling entanglement in the quantum magnet Cs$_2$CoCl$_4$
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The lack of methods to experimentally detect and quantify entanglement in quantum matter impedes our ability to identify materials hosting highly entangled phases, such as quantum spin liquids. We thus investigate the feasibility of using inelastic neutron scattering (INS) to implement a model-independent measurement protocol for entanglement based on three entanglement witnesses: one-tangle, two-tangle, and quantum Fisher information (QFI). We perform high-resolution INS measurements on Cs$_2$CoCl$_4$, a close realization of the $S = 1/2$ transverse-field XXZ spin chain, where we can control entanglement using the magnetic field, and compare with density-matrix renormalization group calculations for validation. The three witnesses allow us to infer entanglement properties and make deductions about the quantum state in the material. We find QFI to be a particularly robust experimental probe of entanglement, whereas the one- and two-tangles require more careful analysis. Our results lay the foundation for a general entanglement detection protocol for quantum spin systems.

Introduction.—Quantum entanglement is increasingly considered a vital resource for novel effects and applications [1]. Entanglement is also central to our understanding of many-body systems [2, 3], where it forms a deep connection between condensed matter physics and quantum information. Phenomena such as quantum spin liquids [4], topological order [5], quantum criticality [6, 7], and thermalization in quantum systems [8], are all inherently related to entanglement properties. It is crucial to develop experimental protocols to detect and quantify entanglement in the solid state, in order to allow unambiguous and rapid identification of quantum materials suitable for new applications, and novel insights into complex quantum phenomena.

Due to the rich structure of many-body states, a number of different entanglement measures have been introduced. The most important example in condensed matter theory is entanglement entropy (EE), used to quantify bipartite entanglement. Yet there is no “EE observable” that can be probed directly, which makes experimentally quantifying entanglement in many-body systems challenging [2, 9]. Although EE has been measured in cold-atom [10, 11] and photonic systems [12], neither approach is suitable for probing entanglement in macroscopic condensed matter systems.

In special cases, entanglement can be inferred through neutron scattering experiments. For instance, two-spin entanglement within and between dimers [13, 14], and entanglement between two molecular magnet qubits [15] have been characterized with neutrons. Also, certain low-dimensional spin systems can be shown to have entanglement via close comparison with theory [16–18]. However, these approaches rely on tractable models, with either small Hilbert spaces or special ground states, which are limited to a handful of systems. For most strongly correlated systems, such methods are not applicable, calling for model-independent approaches.

A promising approach, which we explore in this Letter, is using entanglement witnesses (EWs) [2, 3, 9], i.e. observables that can be used to identify some subset of entangled states. We consider (i) one-tangle ($\tau_1$) [19–21], (ii) concurrence or two-tangle ($\tau_2$) [13, 15, 19, 20, 22], and (iii) quantum Fisher information (QFI) [23–25]. These EWs witness (i) entanglement between a spin and the rest of the system, (ii) pairwise entanglement, and (iii) multipartite entanglement, respectively, and thus provide complementary information. All three EWs are accessible to inelastic neutron scattering (INS) experiments. $\tau_1$ and $\tau_2$ can be obtained from ordered moments and spatial spin-spin correlations [21], while QFI can be expressed as an integral of the dynamical spin structure factor (DSF) [25], $S(k, \hbar\omega)$. This powerful formulation of QFI has been applied to experiments on Heisenberg spin chains [26, 27], but remains otherwise largely unexplored.

We contrast EE and the mentioned EWs in the spin-1/2 transverse-field XXZ chain. The one-dimensional setting confers an enhanced susceptibility to fluctuations and a higher degree of theoretical tractability, making it an excellent proving ground for our EW protocol. The system hosts two distinct quantum critical points (QCPs) and a classical, minimally entangled point, and thus provides a range of interesting behaviors. We study this model numerically using the density matrix renormalization group (DMRG) [28–30]. We also report high-resolution INS data on the chain compound Cs$_2$CoCl$_4$, known to be an excellent realization of the XXZ model [31–37]. We find that QFI values extracted from experiment and...
simulations show good agreement, demonstrating it is an experimentally viable probe of entanglement. We also find the experimental one-tangle to deviate from theory in a potentially revealing manner, whereas the two-tangle extraction requires spin-polarization-resolved experiments.

**Transverse-field XXZ chain.**—A particularly rich yet simple system is found in the XXZ chain,

$$H = \sum_{i=1}^{L} \left[ J \left( S_{i}^{x} S_{i+1}^{x} + S_{i}^{y} S_{i+1}^{y} + \Delta S_{i}^{z} S_{i+1}^{z} \right) + h_{z} S_{i}^{z} \right],$$

where $S_{i}^{\alpha}, \alpha \in \{x, y, z\}$, are spin-1/2 operators, $\Delta$ represents exchange anisotropy, and $h_{z}$ is a uniform magnetic field in the transverse ($\hat{z}$) direction. For Cs$_2$CoCl$_4$ we take the parameters $J = 0.23$ meV and $\Delta = 0.25$ [34], but we note $\Delta \approx 0.12$ has been proposed elsewhere [36, 37]. (We consider other $\Delta$ values in the Supplemental Material (SM) [38].) The model is also relevant to quantum simulation using cold atoms in optical lattices [39].

For $h_{z} = 0$, the model can be solved exactly using the Bethe ansatz [40–42]. However, a finite transverse field breaks integrability, and induces a new source of fluctuations when $\Delta \neq 0$. The model is particularly nontrivial in the spin-flop region, $-1 < \Delta < 1$ [43], where its phase diagram contains two QCPs, as shown in Fig. 1(a). At the first QCP, $h_{z} = 0$, it is equivalent to a gapless Luttinger liquid, which is described by a conformal field theory (CFT) with central charge $c = 1$ [6]. At $h_{z} > 0$, a gapped, long-range Néel order develops, with a staggered magnetization component, $m_{\alpha}^{z}$, along $\hat{y}$, and a magnetization component, $m^{x}$, along $\hat{x}$ [38]. This order remains up to a critical field, $h_{c}$, where the system is described by a $c = 1/2$ CFT. Above $h_{c}$ a gapped, nondegenerate spin-polarized (paramagnetic) phase develops and $m^{x}$ saturates asymptotically. There also exists a “classical” or factoring field, $h_{f}(\Delta) = J\sqrt{2(1+\Delta)}$, where the ground state is exactly of the classical spin-flop Néel type [44, 45]. At $h_{f}$, quantum fluctuations are precisely balanced by the field, and entanglement estimators indicate an entanglement transition [21, 46–48].

The model has previously been studied using Jordan-Wigner fermion mean-field theory [43, 49], exact diagonalization [50], DMRG [49, 51, 52], and quantum Monte Carlo methods [21]. The real-frequency dynamics were studied in Refs. [49, 52], where the mean-field theory [49] was found to give qualitatively different spectra to the DMRG calculation [52] at $h_{z} \lesssim h_{c}$. Here we use a $T = 0$ DMRG method described in SM [38]. Care is taken to relate our finite-size ($L = 100$ unless stated otherwise) results in the spin-flop region to the thermodynamic limit [38, 49, 52]. There is a finite-size gap between a unique ground state and the first excited state, $\Delta E_{1} = E_{1} - E_{0}$, where $E_{n}$ is the energy of the $n$th state. The physical excitation gap is given instead by $\Delta E_{2} = E_{2} - E_{0} > \Delta E_{1}$, as shown in Fig. 1(b). Magnetization is plotted in Fig. 1(c).

**Experimental method.**—INS data on a high-quality 9 g solution-grown Cs$_2$CoCl$_4$ single crystal were collected using the direct-geometry time-of-flight spectrometer IN6 at Institut Laue-Langevin, with monochromatic incident neutrons of 2.35 meV. Cooling was provided by a dilution refrigerator, and data was collected at 70 mK ($\approx 0.026 J \approx 6 \mu eV$). The sample was oriented with crystallographic $b$, $c$-axes in the horizontal scattering plane. Magnetic fields up to 2.5 T were applied along the $a$-axis using a vertical field cryomagnet. For more details about the experiments, see Ref. [53]. Raw neutron counts were normalized by the integrated quasielastic incoherent scattering to account for an effective spin polarization from the sample. The nonmagnetic background was modeled and subtracted, and resulting counts were divided by the squared spherical magnetic form factor for Cs$^{2+}$, so resulting intensities are proportional to the purely magnetic scattering cross section.

The Cs$^{2+}$ ions in Cs$_2$CoCl$_4$ form a Kramers doublet, which can be described by an effective spin $S = 1/2$. Magnetic interactions between Cs$^{2+}$ ions are quasi-1D along the $b$-axis, with exchange interaction much lower than the energy gap to higher crystal field levels, resulting in an effective spin-1/2 Hamiltonian with strong XXZ anisotropy. Finite 3D interchain couplings (estimated to be at least an order of magnitude smaller than $J$ [37, 54, 55]) stabilize long-range order below $T_{N} = 0.212 K$ with ordering wavevector $q = (0, 1/2, 1/2)$, where spins point near the $b$-axis. Transverse magnetic fields applied along the $a$-axis suppress this order at $h_{c}^{\text{exp}} = 2.10(4) T$ [34]. This field direction is at an $\approx 40^\circ$ angle to the easy plane of the spins. This angle—along with interchain couplings [55, 56]—is expected to renormalize transition fields compared to the in-plane field case considered in Eq. (1), but not to change the qualitative content of the phase diagram. To compare experimental and DMRG results, we scale fields such that $h_{c}^{\text{DMRG}} \approx 1.604 J = h_{c}^{\text{exp}}$.

**Spectra.**—Figure 2 compares INS spectra for Cs$_2$CoCl$_4$ with spectra calculated for Eq. (1). For more field strengths...
and processing details, see SM [38]. At low fields the data qualitatively agrees with simulations of the ideal chain model, Eq. (1). Interchain couplings become qualitatively important near $h_c$, where the field-dependent gap is of similar strength to the interchain exchange. Interchain couplings also produce a band splitting at high fields, as seen in Fig. 2(j)–(k), whereas the DMRG spectrum reduces to a single magnon branch. Hence, we conclude that Cs$_2$CoCl$_4$ is 1D-like for weak and intermediate fields. Precise modeling of interchain effects is beyond the scope of this work.

At zero field the main contributions to the DSF come from the two-spinon continuum [57, 58], bounds of which are drawn in Fig. 2(a)–(b). At finite field the excitation branches begin to split [Fig. 2(d),(e)], eventually decoupling the upper branch from the low-energy excitations, forming a high-energy feature at $\hbar \omega \gtrsim 0.4$ meV. As Ref. [52] noted, this feature is beyond the mean-field prediction [49]. Here we see it is present in the experimental material [panels (d),(g)] and DMRG [panels (e),(h)]. The intensity of this high-energy feature weakens as $h_f$ is approached from below, and as Fig. 2(j),(k) show, it disappears above $h_c$. To understand its origin, it is instructive to consider the factoring field. While the ground state at $h_f$ is classical, the dynamics cannot be fully described using linear spin-wave theory (LSWT) [45, 59]. For Eq. (1) the dynamics is LSWT-like only near $k = \pi/2$ for $S^{xx}(k, \hbar \omega)$, and near $k = 0$ for $S^{yy/zz}(k, \hbar \omega)$ [45]. As Fig. 3 shows, this behavior agrees well with DMRG. The high-energy feature vanishes at $k$ points where LSWT is exact, heavily suggesting its origin is in multi-magnon physics, as proposed in Ref. [52].

**Entanglement.**—We now investigate the quantum phase transition (QPT) of Eq. (1) and Cs$_2$CoCl$_4$ using entanglement measures. Figure 4(a) shows half-chain von Neumann EE. At QCPs, in a system of length $L$ with open boundaries, it is expected to follow the CFT expression [7], $S_{vN} = \frac{L}{\pi} \ln \left( \frac{L}{\pi} \right) + C$, where $C$ is a non-universal correction. We observe approximately logarithmic scaling at the QCPs, and saturation of $S_{vN}$

![FIG. 2. Left column: INS spectra for Cs$_2$CoCl$_4$ at four representative field strengths. Center column: Calculated spectra for the XXZ chain at matching fields, accounting for the experimental polarization factor. Right column: QFI integrand at $k = \pi$. White dashed lines in (a),(b) bound the two-spinon continua. Throughout we designate the wavevector component $k$ along the chain in units of $1/b$.](image1)

![FIG. 3. Theoretical DSF for $J = 0.23$ meV, $\Delta = 0.25$, and $h_f = 1.58114 J \approx 2.07 T \approx h_f$. Dashed white lines show linear spin wave energy predictions [45]. Agreement with DMRG is excellent at $k = \pi$ in (a), and $k = 0$ in (b),(c). Elsewhere in the Brillouin zone the dispersion is significantly modified by anharmonic terms in the full spin-wave Hamiltonian. Note that the experimental polarization factor has not been applied, see [38, Eq. (S5)].](image2)

![FIG. 4. (a) Entanglement entropy, $S_{vN}$, from DMRG as a function of $h_f$. The vertical line indicates the factoring field, where $S_{vN} \approx \ln 2$ (horizontal line). For $h_f > h_c$ there is a steep drop in entropy as the system enters a polarized phase with a non-degenerate ground-state. The inset shows EE near $h_c$. (b) The approximate one- ($\tau_1$) and two-tangles ($\tau_2$) reach a minimum at $h_c$. (c) QFI from INS and DMRG $S(k, \hbar \omega)$. Above the horizontal dashed line QFI indicates the presence of at least bipartite entanglement. Below it QFI cannot be used to distinguish separable and entangled states. The polarization factor (PF)-corrected INS $f_Q$ line is obtained by scaling $f_Q^{\text{INS}}$ by the ratio between the two DMRG $f_Q$ values [38].](image3)
for most non-critical fields [6]. Notably, we find at $h_t$ that $S_{\text{ent}} = \ln 2$ to good approximation, consistent with a two-fold classical ground-state degeneracy.

Another sharp signature of the classical state has previously been found using entanglement estimators [21, 47, 48]. We consider one-tangle, $\tau_1$, which quantifies entanglement between a single site and the rest of the system, and two-tangle, $\tau_2$, which quantifies the total pairwise entanglement in the system, and satisfies $\tau_2 < \tau_1$ [19, 60]. For translation-invariant $S = 1/2$ systems, $\tau_1$ can be defined in terms of spin expectation values at a given site $j$, $\tau_1 = 1 - 4 \sum_i \left( S_{ij}^x \right)^2$. It is useful for interpreting experiments, with the caveat that it is only strictly defined at $T = 0$. We approximate $\tau_1$ by keeping only ferro- and antiferromagnetic ordered moments [38]. The theoretical prediction is shown in Fig. 3(b), along with experimental results obtained [38] using 80 mK ($\approx 0.03J$) data from Ref. [34]. At zero field the experimental $\tau_1$ is reduced from the theoretical value due to magnetic ordering at low temperature, but still indicates substantial entanglement. We discuss the high $\tau_1$ at $B > 2$ T later.

Next, two-tangle is defined by $\tau_2 = 2 \sum_{r=0} C_2$, where $C_r$ is the concurrence for separation $r$. For the $S = 1/2$ XXZ model absent spontaneous symmetry breaking ($m_{a} = 0$) can be defined [20–22, 46] $C_r = \max \{ 0, C_r', C_r'' \}$, where

$$C_r' = \left( S_{ij}^x S_{ij}^y \right) + \left( S_{ij}^z S_{ij}^z \right) - \sqrt{\frac{1}{4} + \left( S_{ij}^x S_{ij}^y \right)^2} - (m^r)^2, \quad (2)$$

$$C_r'' = \left( S_{ij}^x S_{ij}^x \right) + \left( S_{ij}^y S_{ij}^y \right) - \left( S_{ij}^z S_{ij}^z \right) - \frac{1}{4}. \quad (3)$$

This definition acts as a lower bound for pairwise entanglement in the symmetry-broken state [61, 62]. While such correlation functions are straightforward to compute theoretically, for anisotropic systems they require spin-polarization-resolved techniques to measure experimentally. Since we have not conducted such experiments, we plot only the theoretical $\tau_2$ in Fig. 4(b). (In [38] we simulate a polarized INS experiment by using DMRG to correct for polarization factors (PFs), and estimate concurrence and $\tau_2$ from unpolarized data. We find rough agreement between experiment and theory at low fields, suggesting $\tau_2$ could be a reliable EW with carefully performed experiments.)

Finally, we come to the quantum Fisher information. The QFI density, $f_Q$, can be expressed [25]

$$f_Q(k, T) = \frac{4}{\pi} \int_0^\infty d(h\omega) \tanh \left( \frac{h\omega}{2k_BT} \right) \chi''(k, h\omega, T), \quad (4)$$

where the dynamical susceptibility, $\chi''$, is linked to the DSF through the fluctuation-dissipation theorem, $\chi''(k, h\omega, T) = \tanh(h\omega/2k_BT) S(k, h\omega)$, and $S(k, h\omega)$ is normalized per site (i.e. intensive) according to the the sum rule $\sum_{m_{\alpha} = -1}^{1} \int_0^\infty d(h\omega) \frac{2^a}{A_k} dk S_{\alpha \alpha}^a(k, h\omega) = S(S + 1)$. We are interested in $f_Q(k = \pi)$, which witnesses entanglement associated with the AFM ordering [38]. Importantly, one can derive bounds for $f_Q$ that can only be met by certain classes of entangled states [63–65]. For unpolarized neutron scattering and $S = 1/2$ systems, $f_Q > 3n$, with $n$ a divisor of $L$, indicates the system is at least $n + 1$-partite entangled [38].

Figure 4(c) shows QFI determined from INS data normalized against DMRG [38], and from DMRG with and without PF applied. All QFI integrals used $T = 70$ mK. In all cases, maximal $f_Q$ occurs at $h_t$. Unlike $\tau_1$, QFI is insensitive to zero-field magnetic order since elastic peaks are suppressed by the tanh factor in Eq. (4). The results indicate the experimental PF suppresses QFI below the lower bound required to observe bipartite entanglement. Using DMRG intensities we can obtain PF-corrected values [38], which do witness at least bipartite entanglement at the lowest measured fields. This finding highlights that it is easy to underestimate the underlying QFI due to resolution effects, and calls for higher resolution in future experiments. Additionally, it would be valuable to derive tighter bounds on $f_Q$, even if they do not apply in general [66, 67].

There is qualitative and reasonably quantitative agreement between DMRG and INS QFI at intermediate fields ($\lesssim 1.75$ T), but not at high fields, where interchain coupling causes deviations from ideal 1D behavior. In particular, interchain coupling raises the field required for full polarization, which may explain the observed increase in $\tau_1$ above $h_c$. As $h_c \rightarrow \infty$ we expect $f_Q$ to vanish. In addition, the $f_{Q, \text{DMRG}}^\text{INS}$ minimum occurs at $h_c$, while the $f_{Q, \text{INS}}^\text{DMRG}$ minimum appears at a lower field, likely due to deviations from ideal 1D behavior.

Another deviation from 1D behavior is seen in the large $\tau_1$ at $B > 2$ T [Fig. 4(b)], which could naively be interpreted as a sign that the system has entered a highly entangled state. However, this scenario seems unlikely given the observed $f_Q$ behavior, and suppression of magnetic fluctuations at high field. Instead, $\tau_1$ is likely overestimated in this region due to spin correlations not captured by the ferro- and antiferromagnetic ordered moments used to evaluate $\tau_1$, induced by the small, but finite interchain couplings, which become relevant for fields near $h_c$ where the spin gap is small and the system is near-critical. Capturing such 3D effects is beyond the scope of the current paper.

On its face, the low $f_Q$ values at $h_c$ may seem incompatible with the prediction that CFTs have both large bipartite and multipartite entanglement [68]. QFI near $h_c$ is low because the Néel order parameter becomes vanishingly small near the transition to the polarized state, such that there is little spectral weight available for entanglement [69], and so $f_Q(k = \pi)$ is not an effective witness at this QCP. We generically expect QFI associated with antiferromagnetic ordering vectors to demonstrate significant entanglement only away from paramagnetic transitions. This illustrates a general limitation of EWs: they are not universal [9]. Thus additional EWs would be required to experimentally characterize the entanglement properties of the transverse-field XXZ chain in the entire field range.

Conclusion.—We have contrasted several entanglement measures by applying them to Cs$_2$CoCl$_4$ and the transverse-field XXZ chain. Although we are unable to directly witness
genuine multipartite entanglement in Cs$_2$CoCl$_4$, the strong agreement between DMRG and INS QFI suggests QFI is already a useful tool for qualitative investigations of entanglement properties, potentially even for topological phases [70–72]. With improved resolution and bounds it can also prove valuable for directly quantifying local entanglement in materials. QFI can be used in combination with other EWs, to infer entanglement properties as a control parameter is tuned. Such combinations may be required since paramagnetic QPTs remain inaccessible to f$_d(k = \pi)$. We find both one-tangle and QFI to be useful measures for inelastic experiments in general, while two-tangle requires polarization analysis. We expect the model-independent approach we outline here, which applies to many spectroscopic techniques and also to higher-dimensional systems, will prove useful in identifying materials with entangled states and highly quantum properties. As the search for materials realizing exotic quantum states continues, EWs can allow clear discrimination between truly entangled, and disordered non-entangled states.
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In this supplement we (i) describe the numerical method and data analysis techniques in more detail, (ii) provide additional experimental and numerical results, (iii) explain how to reproduce the numerical results, and (iv) collect useful analytical results about the 1D spin model.

METHODS

Numerical method

The numerical calculations used the DMRG++ program [1]. Unlike Ref. [2], which applied time-dependent DMRG to the transverse-field XXZ chain, we work directly in frequency using the Krylov correction vector algorithm [3, 4] to calculate \( T = 0 \) dynamical spin structure factors (DSFs). Chains with open boundary conditions (OBC) were used throughout the calculations. For the ground state runs used (i) to calculate entanglement entropy and (ii) as the starting point for dynamics runs, we targeted individual truncation errors of \( 10^{-10} \) or smaller, while keeping up to \( 10^{3} \) states in the infinite and finite loops for \( L = 50 \) and \( L = 100 \). For \( L = 150 \) and \( L = 200 \), \( m = 1500 \) and \( m = 2000 \) were used, respectively. The resulting truncation errors are plotted in Fig. S1. In contrast, in order to accurately calculate energy gaps and the staggered magnetization, separate calculations were carried out keeping the three states with lowest energy and using \( m = 1300 \) for \( h_s \leq 1.604 J \), except for \( h_s = h_c \). For \( h_s = h_c \) and \( h_s > 1.604 J \) we instead used \( m = 1000 \) and explicit reorthogonalization at each step, to avoid Lanczos ghost states. This kept the sum of truncation errors below \( 10^{-6} \) for all fields.

Special care needs to be taken to relate the finite-size DMRG results to the thermodynamic limit [2, 5]. For \( 0 < h_s < h_c \) and \( L \to \infty \), the system has two degenerate Néel states. For \( L \) finite, there is a finite-size gap between a unique ground state and the first excited state, \( \Delta E_1 = E_1 - E_0 \), where \( E_n \) is the energy of the \( n \)th state. The physical excitation gap is given instead by \( \Delta E_2 = E_2 - E_0 > \Delta E_1 \). The magnetization \( m_x \) is defined

\[
m_x = \langle \psi_0 | S_x^i | \psi_0 \rangle, \tag{S1}\]

where \( | \psi_0 \rangle \) is the ground state. For \( L \) finite \( \langle \psi_0 | S_x^i | \psi_0 \rangle = 0 \) for all sites \( i \), and the staggered magnetization is instead estimated using the overlap [2, 5]

\[
m_x^\text{st} = \langle \psi_0 | (-1)^i S_x^i | \psi_1 \rangle, \tag{S2}\]

where \( | \psi_1 \rangle \) is the first excited state. The reason for this choice is that the more conventional expectation value \( \langle \psi_0 | S_x^i | \psi_0 \rangle = 0 \) for all sites \( i \) in a translation-symmetric system of finite volume and with finite-size energy gap \( \Delta E_1 \). A proof of this statement is given in Mathematical Note IV below. As the thermodynamic limit is approached for \( 0 \leq h_s \leq h_c \), the gap \( \Delta E_1 \to 0 \) resulting in a two-fold ground state degeneracy.
In this limit spontaneous symmetry breaking can occur, allowing for finite staggered magnetization in the ground state $|\psi_0(L \to \infty)\rangle$, which is a linear combination of $|\psi_0\rangle$ and $|\psi_1\rangle$.

The dynamical spin structure factors were calculated using the Krylov correction vector algorithm [3, 4]. The correction vector (CV) approach is computationally expensive compared to methods based on time-dependent DMRG and MPS-based Chebyshev expansion techniques [2], as it requires individual calculations at each frequency $\omega$. The advantage of the CV approach is that it allows for constant resolution in frequency space, limited only by the finite Lorentzian broadening $\eta \sim 1/L$. We have used $\eta = 0.1J$. In particular, the CV approach can provide high frequency resolution near $\omega = 0$ — here we use $\Delta \omega = 0.025J$. The dynamical correlations are calculated in real space, and then Fourier transformed to momentum space using the center-site approximation. The approximation is exact in the thermodynamic limit, but introduces some “ringing” in finite systems when there is significant weight at low frequencies. To account for this fact, and for the presence of significant elastic peaks in $S^{xx}(k, \omega)$ and $S^{yy}(k, \omega)$ (see Mathematical Notes VI and VII below) we subtract a Lorentzian from $S^{\alpha\alpha}(k, \omega)$ at each momentum $q$ with the same width $\eta$, and with height equal to $S^{\alpha\alpha}(k, \omega = 0)$, where $\alpha \in \{x, y, z\}$, before plotting DMRG spectra. (Repeated indices do not imply summation. See also next section for our procedure to normalize the intensity before calculating QFI.) This removes the elastic peaks and (most of) the ringing. Note that, in a numerical calculation of $S(k, \omega)$ with energy broadening and finite frequency resolution, removing the $\omega = 0$ Lorentzian can potentially cut off some inelastic features at small but finite $\omega$. In particular, we are unable to identify small gaps in the dynamical correlation functions. However, the QFI integral is itself insensitive to the classical contribution at $\omega = 0$ [6].

To minimize the impact of boundary effects, the concurrence and two-tangle calculations excluded the first 5 and last 5 sites in the chain in the averaging of spin-spin correlators and on-site magnetization. In contrast, the magnetization and one-tangle data plotted in the main text was averaged over all sites. The DMRG one-tangle was approximated by

$$
\tau_1 = 1 - 4 \sum_{\alpha} (S_{\alpha}^{\alpha})^2 \approx 1 - 4 \left[ m_x^4 + m_y^4 \right], \quad \text{(S3)}
$$

with $m_x$ and $m_y$ given by Eqs. (S1), (S2) above. This matches the theoretical behavior of the transverse-field XXZ chain in the thermodynamic limit, where e.g. $\langle S_z \rangle$ vanishes. It also gives us a more direct comparison with the experimental one-tangle described below. We note that Fig. S7 shows $m_x^4 < 0.06 < m_y^4$ at zero field and unphysical $0 < m_z^4 < 0.04 \ll m_x^4$ at high fields. Thus $m_y^4$ and $m_z^4$ would only produce negligible contributions to $\tau_1$, making this a good approximation.

### Intensity normalization procedure

To calculate QFI we need to know the absolute intensity of $S(k, \omega)$. This was not directly determined in the Cs$_2$CoCl$_4$ experiment, so we have to normalize against the DMRG data. This is complicated by the elastic features mentioned in the previous section. At finite field, they represent a combination of Bragg peaks and an unphysical finite-size artifact. However, at zero field they are entirely due to the finite-size effect since there is no static long range order in the 1D model. Thus we adopted the following procedure:

1. Remove unphysical artifact from zero-field DMRG scattering.
2. Normalize remaining intensity in components $S^{xx}$, $S^{yy}$, $S^{zz}$, such that the sum satisfies the total moment sum rule,

$$
\sum_{\alpha \in \{x, y, z\}} \int_{-\infty}^{\infty} d(\hbar\omega) \int_0^{2\pi} dk S^{\alpha\alpha}(k, \hbar\omega) = S(S + 1). \quad \text{(S4)}
$$

3. Apply experimental polarization factor $P_{\alpha}(k, \hbar\omega)$ (see Fig. S2) and energy broadening, to obtain fully processed zero-field DMRG spectra.

4. Take experimental zero-field spectrum, and normalize inelastic scattering against processed DMRG intensity, accounting for experimental ordered moment (which is in the $xy$-easy plane and has magnitude $1.7 \mu_B$ [7]. Using $g_{xy} = 4.8$ [7], this means $(\mu/g_{xy})^2/(S(S + 1)) = 16.7\%$ of scattering is elastic).

5. Use this absolute intensity scale also at finite fields, and to normalize finite-field DMRG spectra.

Fig. S3 shows the full field evolution of the INS data, and DMRG results at matching fields, with the above normalization procedure applied.

| $k$ | $P_x$ | $P_y$ | $P_z$ |
|-----|-------|-------|-------|
| 0   | 0.0   | 0.5   | 1.0   |
| $\pi$ | 0.25  | 0.5   | 0.75  |
| $3\pi$ | 0.5   | 0.75  | 1.0   |

FIG. S2. Experimental polarization factor. At $k = \pi$ the factor preferentially picks out the $S^{xx}$ and $S^{yy}$ components of the DSF over the $S^{zz}$ component.
FIG. S3. Field evolution of neutron scattering for Cs$_2$CoCl$_4$. Left column: Form factor-corrected experimental spectra. Middle column: Spectra from DMRG, with experimental polarization factor and broadening applied. Right column: QFI integrand at $k = \pi$. 
Quantum Fisher information notes

As mentioned in Ref. [6], the QFI can be defined for any Hermitian operator $O$, and expressed as an integral over the dynamical susceptibility associated with $O$,

$$f_Q(k, T) = \frac{4}{\pi} \int_0^\infty \text{d}(\hbar \omega) \text{tanh} \left( \frac{\hbar \omega}{2 k_B T} \right) \chi''(k, \omega, T). \quad (S5)$$

The interpretation of QFI as a bound for multiparticle entanglement is known to apply if $Q$ is a sum of local operators, $Q = \sum_j O_j$, where $O_j$ has a bounded spectrum [8]. This is the case for the unpolarized INS experiments described in this work, where on each lattice site $j$ we have $O_j = c_x S_x^j + c_y S_y^j + c_z S_z^j$ and $S_x^j = \frac{1}{\sqrt{2}} (a_j + a_j^\dagger)$. The entanglement information is then related to dynamical correlation functions $(O_j(t)O_j(0))$, which reflects the fact that entanglement is a form of quantum correlation.

Due to the symmetry of the Hamiltonian in Eq. (1) of the main text, only diagonal correlations are important. Hence, it is enough to consider the $S_x^x(k, \hbar \omega)$, $S_y^y(k, \hbar \omega)$, $S_z^z(k, \hbar \omega)$ components in the analysis and DMRG calculations. Thus we may write

$$S(k, \hbar \omega) = c_x' S_x^x(k, \hbar \omega) + c_y' S_y^y(k, \hbar \omega) + c_z' S_z^z(k, \hbar \omega), \quad (S6)$$

where the $c'_a$ are prefactors, and the $S_{\alpha\alpha}(k, \hbar \omega)$ components are normalized according to the sum rule, equation (S4). If the experimental polarization factor $P$ (see Fig. S2) is applied, $c'_a = P_a(k, \hbar \omega)$. When the polarization factor (PF) is not applied, we use $c'_a = 1 \forall a$ and obtain the theoretical DSF. Note also that the form of Eqs. (S5) and (S6) implies that the contributions to the QFI from individual $S_{\alpha\alpha}(k, \hbar \omega)$ components are additive.

In general, the bound required to observe $(n+1)$-partite entanglement is [6, 8]

$$f_Q > n (h_{\text{max}} - h_{\text{min}})^2 = n 4 S^2 \left( c_x^2 + c_y^2 + c_z^2 \right), \quad (S7)$$

where $h_{\text{max}}$ and $h_{\text{min}}$ are the largest and smallest eigenvalues of $O_1$, respectively. The total moment sum rule implies $c_a = 1 \forall a$ and for a $S = 1/2$ systems we then obtain $h_{\text{max}} = -h_{\text{min}} = \sqrt{3}/2$ with $f_Q > 3n$, while for e.g. $O_1 = S^z$ and $S_{\alpha\alpha}^z(k, \hbar \omega)$ $f_Q > n$.

The contributions to the QFI from individual $S_{\alpha\alpha}(k, \hbar \omega)$ components in the DMRG calculations are shown in Fig. S4(a). Given the close agreement between DMRG and experiment (at least at low and intermediate fields), we have also estimated the PF-corrected INS $f_Q$ (plotted in Fig. 4 of the main text) using the DMRG values. The PF-corrected values were obtained as

$$f_Q^{\text{INS, corrected}} = f_Q^{\text{DSMRG without PF}} f_Q^{\text{DMRG with PF}}. \quad (S8)$$

Interpolation was used to obtain the DMRG $f_Q$ values at the experimental fields. Similarly, we estimated the contributions from experimental $S_{\alpha\alpha}(k, \hbar \omega)$ components as

$$f_Q^{\text{INS}} S_{\alpha\alpha}^{\text{INS}} = f_Q^{\text{INS, corrected}} S_{\alpha\alpha}^{\text{DSMRG without PF}} f_Q^{\text{DMRG without PF}}. \quad (S9)$$

The resulting estimated QFI contributions are shown in Fig. S4(b), and compared with their DMRG counterparts in Figs. S4 c-e.

At zero field, $S_x^x(k, \hbar \omega) = S_y^y(k, \hbar \omega)$ by symmetry, resulting in equal contributions to $f_Q$. We find two crossovers at finite field. First, at approximately $0.7$ T, $S_z^z$ becomes the largest contribution to $f_Q$. The implications on entanglement properties of this crossover are unclear. Second, at approximately $h_c$, $S_y^y$ becomes the largest contribution, while $S_x^x$ approaches zero. The latter effect occurs in the DMRG data because of spin polarization, which develops at lower field than in the experiment. We thus stress that the estimated experimental components are not reliable above $h_c$, and may be qualitatively wrong. Accurate values could be obtained using...
polarized neutron scattering experiments. Finally, it is worth noting that, while Fig. S4 implies that no individual component of the DSF witnesses non-trivial entanglement, this need not be the case for other systems.

In this study we have focused on \( k = \pi \) as it corresponds to the antiferromagnetic ordering vector. Other momenta may be of interest in other systems. In general, near a quantum phase transition it is practical to consider \( \chi \tau \) associated with an operator \( O \) that is relevant in the renormalization group sense, often making the order parameter a good and natural choice [6]. For the 1D transverse-XXZ chain, staggered magnetization is an relevant order parameter, suggesting \( k = \pi \) is a good choice. In the absence of identified order parameters, one may take the heuristic approach of focusing on the momenta with strongest inelastic intensity. These will tend to produce the largest QFI values, and thus are most likely to satisfy the bound necessary to witness entanglement.

**Extraction of experimental one-tangle**

We use data for the antiferromagnetic (AFM) and ferromagnetic (FM) ordered moments from Ref. [7]. Specifically, we take AFM moments from Fig. 12, and FM moments from Fig. 14. The AFM moments are normalized to the absolute moment of the ordered moment at zero field, \( m_0 = 1.7(4) \mu_B \) using the easy-plane \( g \)-factor \( g_{xy} = 4.8 \) [7]. We obtain \( \langle S_0 \rangle = m_0 / g_{xy} \approx 0.354 \) as an overall scale for the AFM moments. The FM moments are normalized using the fact that they are polarized at large fields, such that \( \langle S \rangle = 0.5 \) on the fitted line in Fig. 14 above \( \approx 3 \) T.

We calculate \( \tau_1 \) as defined in the text and (S3), equating the FM moment with \( m^s \) and the AFM moment with \( m_{\text{AFM}}^s \), interpolating between data points as needed. The data points shown in Fig. 4 of the main text are, for \( B \leq 2.2 \) T and \( B > 2.9 \) T, for field strengths where the AFM moment was measured in Ref. [7]. For \( 2.2 < B < 2.9 \) T we have inserted regularly spaced data points assuming a zero AFM ordered moment. For a few data points we find \( \tau_1 < 0 \) but \( |\tau_1| \approx 0 \), whether due to measurement uncertainty or uncertainty in digitizing the plots. In those cases we have set the \( \tau_1 \) value to zero. We note that this approach accounts only for the FM and AFM ordered moments characterized in Ref. [7], but would not account for other finite static moments. Hence \( \tau_1 \) may overestimate the entanglement present.

**Extraction of experimental two-tangle**

We will now describe our approach to obtain the concurrence and \( \tau_2 \) from the Cs$_{25}$CoCl$_4$ unpolarized INS data, and its limitations. To calculate the two-tangle, we need to obtain the real-space equal-time spin-spin correlation functions \( g_{ij}^{s} = \langle S_{i}^{s} S_{j}^{s} \rangle \). These are straightforward to obtain in numerical calculations through ground state expectation values. In contrast, neutron scattering data is generally obtained in reciprocal and frequency space, so a more involved data analysis is required. What is more, obtaining real-space correlation in an anisotropic system requires a polarized inelastic scattering experiment, which was not performed here.

However, similar to the estimated PF-corrected QFI discussed above, we can obtain approximate PF-corrected polarized components of the inelastic \( (h \omega > 0) \) scattering data by using the DMRG simulated intensity as a correction factor:

\[
S_{\text{INS}}^{o}(k, h \omega) = S_{\text{INS}}^{o}(k, h \omega) \frac{S_{\text{DMRG}}^{o} \left( k, h \omega \right)}{S_{\text{DMRG}}^{o} \left( k, h \omega \right) + \text{PF}(k, h \omega)}.
\]

where the correction ratio is calculated pixel-by-pixel. (This expression is correct if DMRG intensity matches the experimental intensity. If discrepancies exist between theory and experiment, this approach is less reliable.) Next, the elastic scattering is accounted for by adding a Dirac delta function at \( k = \pi \) or \( k = 2\pi \) with height equal to the AFM or FM Bragg intensity from Ref. [7]. The components of the PF-corrected static spin structure factor are obtained as

\[
S_{\text{INS}}^{o}(k, h \omega) = \int d(h \omega) S_{\text{INS}}^{o}(k, h \omega),
\]

and then Fourier transformed to real space. We show an example of this procedure in Fig. S5 using the zero field scattering. At this point, \( C_{1}' \) and \( C_{2}' \) are extracted and \( \tau_2 \) is calculated using Eqs. (6–8) in the main text. The results are shown in Fig. S6.

The nearest-neighbor concurrence in Fig. S6(a) shows good agreement between DMRG and experiment at low and intermediate fields, particularly for \( C_1' \). At field strengths close to \( h_{c} \), the experimental values begin to qualitatively disagree with the DMRG results. We note that this disagreement is consistent with deviations from the 1D model, and the fact that the PF-correction approximations are unreliable at higher fields. However, this implies in particular that we are not able to experimentally observe the entanglement transition [9] that is evident in the DMRG result where \( C_1' \) and \( C_2'' \) both change sign at \( h_{c} \). At this transition \( C_1' \) and \( C_2'' \) also becomes long-ranged.

The limitation from the PF-correction could be overcome in polarized neutron scattering experiments, allowing, in principle, for reliable extraction of real-space correlation functions and concurrences. However, the spatial spin-spin correlations are very sensitive to the low-energy scattering, and assumptions made about it in the data analysis do influence the results. This fact makes the two-tangle a very fragile quantity that is difficult to extract accurately.

As shown in Fig. S6(b) we find that—for low fields, where the polarization factor correction is valid—the experimental \( \tau_2 \) matches the theoretical \( \tau_2 \) reasonably well. Although these experimental values used a simulated DMRG data set to extract polarization components, they demonstrate that \( \tau_2 \) can in principle be extracted from polarized inelastic neutron scattering. We hope they will serve as a demo for genuine polarized analysis in future experiments.
FIG. S5. Extraction of experimental real-space correlation functions. (a) Non-polarized INS spectrum used as starting point. (b)–(d) Correction factors estimated using DMRG intensities. (e)–(g) Approximate PF-corrected polarized scattering components. (h) PF-corrected static spin structure factor. (i) Real-space correlation functions.

SUPPLEMENTAL NUMERICAL RESULTS

Additional results for $\Delta = 0.25$

Fig. S7 shows all computed magnetization and staggered magnetization components. Similarly to Ref. [2] we observe some small but finite staggered magnetization both at $h_x = 0$ and $h_x > h_c$, which may be attributed to finite-size effects with open boundary conditions.

Fig. S8 shows zero-field QFI density as a function of system size. We note that $f_\alpha$ is expected to diverge with system size at quantum critical points [6]. Here we find that the QFI density continues to grow beyond $L = 100$ sites, which is the size used for the majority of our results. To achieve finite-size scaling of the dynamical correlation functions used to calculate $f_\alpha$, we scaled $\eta \propto 1/L$ with $\eta = 0.1$ for $L = 100$ as described in Refs. [4, 10]. We also modified the number of kept states according to $m \propto L$, with $m = 1000$ for $L = 100$.

We also present the constituent $S^{\alpha\alpha}(k, \hbar\omega), \alpha \in \{x, y, z\}$ components of the spectra shown in the main text, and used for the computation of the QFI field dependence. Figs. S9, S10 and S11 show the evolution of $S^{xx}(k, \hbar\omega)$, $S^{yy}(k, \hbar\omega)$, and $S^{zz}(k, \hbar\omega)$, respectively. For completeness, the full theoretical structure factors $S(k, \hbar\omega) = \sum_\alpha S^{\alpha\alpha}(k, \hbar\omega)$ are shown in Fig. S12.

Results for other values of $\Delta$

While our focus has been on $\Delta = 0.25$ due to its relevance to Cs$_2$CoCl$_4$, we have also used DMRG to explore other anisotropy values $0 \leq \Delta \leq 1$ to check that our results do not...
Figure S6. Estimated experimental two-tangle and concurrence. (a) Nearest-neighbor concurrence calculated from DMRG and the non-polarized INS experiment. (b) Two-tangle calculated from DMRG and estimated from experiment.

Figure S7. Magnetization components. (a) All magnetization components \( m^\alpha \) and (b) staggered magnetization components \( m^\alpha_{st} \), where \( \alpha \in \{x, y, z\} \), for \( \Delta = 0.25 \).

Figure S8. Finite-size scaling of \( f_Q \). QFI density calculated at zero field \( (h_z = 0) \) as a function of system size \( L \). For these calculations, the broadening and number of kept states were changed according to \( \eta \propto 1/L \) and \( m \propto L \). The QFI continues to grow beyond \( L = 100 \).

Qualitatively, the magnetization and entanglement entropy results for \( \Delta = 0.12 \) in Fig. S13. Second, Fig. S14 shows the zero-field QFI as a function of \( \Delta \). While we see some suppression of \( f_Q \) in the XY-limit, this may be due to a decrease in the leading continuum bandwidth as \( \Delta \) is decreased. Since the CV calculation uses a fixed frequency spacing \( \Delta \omega \), this bandwidth has to be contained in a lower number of discrete frequencies, which could increase the impact of subtracting elastic peaks on intense scattering at low \( h\omega > 0 \). Importantly, however, we find that it is possible to observe at least bipartite entanglement in the XXZ chain throughout the easy-plane anisotropy regime.

Finally, we show the zero-field DSF components in Fig. S15 as a function of the anisotropy. Also shown are bounds for the two-spinon continua. At \( h_x = 0 \) and \( T = 0 \), the main contributions to the dynamical spin structure factor are expected to come from the two-spinon continuum [11, 12]. For \( S^{zz}(k, h\omega) \) the bounds of the two-spinon continuum are given by [11, 13]

\[
\begin{align*}
\epsilon_1(k) &= \frac{\pi J \sin(\gamma)}{2\gamma} \sin k, \\
\epsilon_2(k) &= \frac{\pi J \sin(\gamma)}{\gamma} \sin \frac{k}{2},
\end{align*}
\]

where \( \cos \gamma = \Delta \). The continuum is defined as the energy range \( \epsilon_1 < \epsilon < \epsilon_2 \). For \( S^{zz}(k, h\omega) \), there are two contributing continua. The first is bounded by \( \epsilon_1 \), \( \epsilon_2 \) above. The second is obtained by replacing \( k \rightarrow \pi - k \) above, and thus has the bounds

\[
\begin{align*}
\tilde{\epsilon}_1(k) &= \epsilon_1(\pi - k) = \epsilon_1, \\
\tilde{\epsilon}_2(k) &= \epsilon_2(\pi - k) = \frac{\pi J \sin(\gamma)}{\gamma} \cos \frac{k}{2}.
\end{align*}
\]

REPRODUCING THE NUMERICAL RESULTS.

The DMRG++ computer program [1] can be obtained with:

\[ \text{git clone https://github.com/g1257/dmrgpp.git} \]

and PsimagLite with:

\[ \text{git clone https://github.com/g1257/PsimagLite.git} \]

To compile:

\[ \text{cd PsimagLite/lib; perl configure.pl; make} \]

\[ \text{cd ../..;/dmrgpp/src; perl configure.pl; make} \]

For convenience, in the following we define

\[ \text{export PSC=/path/to/dmrgpp/scripts} \]

The documentation can be found at https://g1257.github.io/dmrgPlusPlus/manual.html or can be obtained by doing cd dmrgpp/doc; make manual.pdf.

To reproduce Figure 1 of the main text, excited state runs are needed. This can be done with ./dmrg -f 100all.ain
FIG. S9. $S^{xx}(k, \hbar\omega)$ as a function of the transverse field $h_x$ for the XXZ model with $J = 0.23$ meV, $\Delta = 0.25$, and elastic features removed.
FIG. S10. $S^{yy}(k, \hbar\omega)$ as a function of the transverse field $h_x$ for the XXZ model with $J = 0.23$ meV, $\Delta = 0.25$, and elastic features removed.
FIG. S11. $S_{zz}(k, \hbar \omega)$ as a function of the transverse field $h_x$ for the XXZ model with $J = 0.23$ meV, $\Delta = 0.25$, and elastic features removed.

FIG. S11. $S_{zz}(k, \hbar \omega)$ as a function of the transverse field $h_x$ for the XXZ model with $J = 0.23$ meV, $\Delta = 0.25$, and elastic features removed.
FIG. S12. Total dynamical spin structure factor. $S(k, \hbar \omega) = \sum_\alpha S_{\alpha \alpha}(k, \hbar \omega)$ as a function of the transverse field $h_x$ for the XXZ model with $J = 0.23$ meV, $\Delta = 0.25$, and elastic features removed.
where all inputs are provided in Inputs.tar.gz. The energies and expectation values are contained in the .cout output file. For the other figures, ground state runs are needed. First run ./dmrg -f 100gs.ain. After the ground state run has finished, the entanglement entropy plotted in Fig. 4(a) can be extracted from the .cout file. The correlation functions used in the \( \tau_2 \) calculations can be obtained with

```
./observe -f 100gs.ain "<X0|sz|sz|X0>" > SzSz.txt
```

for \( \langle S_i^z S_j^z \rangle \) (and similarly for \( \langle S_i^x S_j^x \rangle, \langle S_i^y S_j^y \rangle \)). To symmetrize the output,

```
perl \$PSC/staticCorrelations.pl SzSz.txt sz > SzSz_symm.txt
```

e tc., after which further processing can be done.

The batches and inputs for all frequency runs can be generated with

```
./dmrg -f 100gs.ain -L 100 -\eta -J 0.23 -\Delta 0
```

FIG. S13. Results for \( J = 0.23 \text{ meV} \) and \( \Delta = 0.12 \). (a) Magnetization and (b) entanglement entropy as functions of field. The vertical line indicates the factoring field, and the horizontal line is drawn at ln 2.

FIG. S14. Zero-field QFI. Quantum Fisher information, \( f_Q \), from DMRG simulation as a function of XXZ anisotropy \( \Delta \) at \( h_x = 0 \). All other parameters (including \( L = 100, \eta, \Delta \omega \)) were kept constant, resulting in a suppression of \( f_Q \) at low \( \Delta \) due to a decreased bandwidth of excitations. Results are shown with and without applying the polarization factor from the Cs\(_2\)CoCl\(_4\) experiment. Above the dashed horizontal line, QFI indicates more than bipartite entanglement.

FIG. S15. Zero-field spectra. Evolution as function of anisotropy \( \Delta \) of \( S^{xx}(k, \hbar \omega) = S^{yy}(k, \hbar \omega) \) (left column) and \( S^{zz}(k, \hbar \omega) \) (right column) at zero-field for the XXZ chain with \( J = 0.23 \text{ meV} \). The solid and dashed yellow white lines show the lower (\( \epsilon_1(k) \)) and upper bounds (\( \epsilon_2(k) \)) of the first continuum, respectively. The dashed lines show the upper bound of the second continuum, \( \tilde{\epsilon}_2(k) \).
that can be launched by replacing test with submit. The $S^{xx}(k, \omega)$, $S^{yy}(k, \omega)$, and $S^{zz}(k, \omega)$ are run separately. When the frequency runs for one component has finished, the post-processing to obtain the corresponding .pdfplots file is perl -I${PSC} ${PSC}/manyOmegas.pl inputDollarized.ado XXZ_Sqw.pbs test
that can be launched by replacing test with ...

$$|\psi\rangle$$ be the eigenvectors of $H$ with eigenvalues $E_n$, and we assume $|\psi| > 0$. Then the weight $W_{xx}$ of $S_{xx}(k, \omega = 0)$

which is slightly more general than Eq. (1) of the main text, and where $J_{ij}$ is real, only connects sites of different sublattices, and where $J_{ii} = 0$.

For $h_x = 0$ and when $J_{ij} = J$ for nearest neighbors and zero otherwise, the 1D ground-state energy per site in the thermodynamic limit can be obtained exactly from the Bethe ansatz [14, 15].

$$E_0 = \frac{1}{L} \sum_{i,j} J_{ij} \left( S_i^x S_j^x + S_i^y S_j^y + \Delta S_i^z S_j^z \right) + h_x \sum_i S_i^z$$  \hspace{1cm} (S16)

For $\Delta = 0.25$ we obtain $E_0/L = -0.3451797$.

In the thermodynamic limit, there exists a critical field $h_c > 0$, such that $H$ has a doubly-degenerate ground state for $|\Delta| < 1$ and $0 < h_x < h_c$; a staggered $x$-magnetization appears in this parameter range, and disappears for $h \geq h_c$; the $x$-magnetization increases with increasing $h_x$, and saturates at $h_x = h_c$.

For finite $N$, this is not so: For $h_x = 0$ and $\Delta \geq -1$, $H$ has a ground state that is non-degenerate [16, 17]. By continuity, there must exist $h_x^0 > 0$ such that $0 \leq h_x < h_x^0$, the ground state of $H$ is non-degenerate. Therefore, to approach the thermodynamic limit from finite systems, we measure $\langle 0|S_i^z|^1 \rangle$ as a proxy for the $y$-magnetization, check that the first gap $E_1 - E_0$ quickly decreases to zero with increasing $N$, and calculate the second gap $E_2 - E_0$ as a proxy for "the gap" in the thermodynamic limit. In what follows, we assume finite dimensional Hilbert spaces over the complex numbers, unless otherwise noted.

### Mathematical Notes

This appendix states and proves mathematical statements made in the main paper. We consider a system of $N$ spins, each with $s = 1/2$, on a bipartite lattice, and a tensor product of $N$ Hilbert spaces, each of dimension two. We consider

$$H = \sum_{i,j} J_{ij} \left( S_i^x S_j^x + S_i^y S_j^y + \Delta S_i^z S_j^z \right) + h_x \sum_i S_i^z$$  \hspace{1cm} (S16)

which is slightly more general than Eq. (1) of the main text, and where $J_{ij}$ is real, only connects sites of different sublattices, and where $J_{ii} = 0$.

For $h_x = 0$ and when $J_{ij} = J$ for nearest neighbors and zero otherwise, the 1D ground-state energy per site in the thermodynamic limit can be obtained exactly from the Bethe ansatz [14, 15].

$$E_0 = \frac{1}{L} \sum_{i,j} J_{ij} \left( S_i^x S_j^x + S_i^y S_j^y + \Delta S_i^z S_j^z \right) + h_x \sum_i S_i^z$$  \hspace{1cm} (S16)

For $\Delta = 0.25$ we obtain $E_0/L = -0.3451797$.

In the thermodynamic limit, there exists a critical field $h_c > 0$, such that $H$ has a doubly-degenerate ground state for $|\Delta| < 1$ and $0 < h_x < h_c$; a staggered $x$-magnetization appears in this parameter range, and disappears for $h \geq h_c$; the $x$-magnetization increases with increasing $h_x$, and saturates at $h_x = h_c$.

For finite $N$, this is not so: For $h_x = 0$ and $\Delta \geq -1$, $H$ has a ground state that is non-degenerate [16, 17]. By continuity, there must exist $h_x^0 > 0$ such that $0 \leq h_x < h_x^0$, the ground state of $H$ is non-degenerate. Therefore, to approach the thermodynamic limit from finite systems, we measure $\langle 0|S_i^z|^1 \rangle$ as a proxy for the $y$-magnetization, check that the first gap $E_1 - E_0$ quickly decreases to zero with increasing $N$, and calculate the second gap $E_2 - E_0$ as a proxy for "the gap" in the thermodynamic limit. In what follows, we assume finite dimensional Hilbert spaces over the complex numbers, unless otherwise noted.

**Note 1** Let $H$ and $T$ be commuting matrices. Let $|n\rangle$ be a non-degenerate eigenvector of $H$ with eigenvalue $E_n$. Then $|n\rangle$ is also an eigenvector of $T$.

**Proof:** Just note that $T|n\rangle$ is an eigenvector of $H$ with non-degenerate eigenvalue $E_n$.

Let $T_r$ be the translation operator of $r$ sites. Note that $T_r^{-1} = T_{-r}$, because translating back undoes the translating forward, $T_{r+} = T_r T_r$, and the eigenvalues of $T_r$ have norm 1.

**Note 1** $T_r^{-1} S_r T_r = S_0$

**Proof:** Let $S_r$ be a local observable, so that $S_r = I \otimes \cdots \otimes S \otimes \cdots \otimes I$ where $S$ appears only at location $r$. Consider just three sites, and consider $r = 1$.

$$T_r^{-1} S_r T_r ((|a\rangle \otimes |b\rangle \otimes |c\rangle)) = T_r^{-1} S_r (|a\rangle \otimes |b\rangle \otimes |c\rangle) = T_r^{-1} (|c\rangle \otimes S_r |a\rangle \otimes |b\rangle \otimes |c\rangle) = T_r^{-1} ((|c\rangle \otimes S |a\rangle \otimes |b\rangle \otimes |c\rangle) = S_r (|a\rangle \otimes |b\rangle \otimes |c\rangle)$$

**Note 3** If $H$ is translation invariant, and $|n\rangle$ an eigenvector of $H$ with non-degenerate energy eigenvalue $E_n$, then $\langle n|S_r|n\rangle = \langle n|S_0|n\rangle$ for all sites $r$, where $S_r = I \otimes \cdots \otimes S \otimes I \otimes \cdots \otimes I$, with $S$ acting only on site $r$.

**Proof:** Because $|n\rangle$ is non-degenerate, then $|n\rangle$ is an eigenvector of $T_r$ with eigenvalue $\lambda$, where $\lambda$ is complex of norm 1.

$$\langle n|S_r|n\rangle = \langle n|S_r|n\rangle = \langle n|T_{-r} S_r T_r |n\rangle = \langle n|S_0|n\rangle$$  \hspace{1cm} (S18)

where the note $n$ was used in the last step.

Remark: Note that if ket and bra are different states, like $\langle n|S_r|m\rangle$ with $n \neq m$, this proposition no longer holds, because $|n\rangle$ and $|m\rangle$ might have different $T_r$ eigenvalues.

**Note 4** If $H$ given by Eq. (S16) is translation invariant, then $\langle n|S_r^z|n\rangle = 0$ for all non-degenerate energy eigenstates $n$, and all sites $r$.

**Proof:** If $h_x = 0$ and $n$ is non-degenerate, then $|n\rangle$ is also an eigenvector of $S^z \equiv \sum_i S_i^z$, and $\langle n|S_r^z|n\rangle = 0$ follows. Translation invariance is not necessary in this case.

We now consider $h_x \neq 0$. For any fixed site $r$, it is true that $\langle n|[H, S_r^z]|n\rangle = 0$. Note that the $zz$ term of $H$ does not appear in this commutator, so no $\Delta$ appears there.

$$\langle n|[H, S_r^z]|n\rangle = \sum_p J_{p}\langle n|S_p^x S_r^z - S_r^z S_p^x|n\rangle - h_x \langle n|S_r^z|n\rangle$$

Because $J_{p}\langle n|S_p^x S_r^z - S_r^z S_p^x|n\rangle = S_r^z S_p^x$. Now summing over $r,

$$\langle n|[H, S_r^z]|n\rangle = \sum_p J_{p}\langle n|S_p^x S_r^z - S_r^z S_p^x|n\rangle - h_x \sum_r \langle n|S_r^z|n\rangle$$  \hspace{1cm} (S19)

The first term of Eq. (S19) is zero, because $J_{p} = J_{p}$, so that its second term is zero also, which implies (because $[H, S_r^z] = 0$) that $\sum_r \langle n|S_r^z|n\rangle = 0$. Finally $\langle n|S_r^z|n\rangle$ does not depend on $r$, because $H$ is translation invariant, $n$ is non-degenerate, and $S_r^z$ is local, and then $\langle n|S_r^z|n\rangle = 0$.

**Note 5** If the ground state of Eq. (S16) is non-degenerate, the Hamiltonian is translation invariant, and there is a non-zero ground state $x$-magnetization, then an elastic peak ($\omega = 0$) is present in $S^{xx}(k = 0, \omega = 0)$.

**Proof:** Let $|n\rangle$ be the eigenvectors of $H$ with eigenvalues $E_n$, and we assume $|h, n\rangle > 0$. Then the weight $W^{xx}$ of $S^{xx}(k, \omega = 0)$
is given by

\[ W_{xx}(k) = \sum_{n,\omega=\omega_n} \sum_{r,p} e^{ik(r-p)} \langle 0|S^x_r|n\rangle \langle n|S^x_p|0 \rangle \]  

(S20)

Assuming the only state with energy (almost) the same as \( E_0 \) is the first excited \([1]\), then

\[ W_{xy}(k) = \sum_{r,p} e^{ik(r-p)} [\langle 0|S^y_r|0\rangle \langle 0|S^y_p|0\rangle + \langle 0|S^y_r|1\rangle \langle 1|S^y_p|0\rangle] \]

Let

\[ g_n(k) = \sum_{r,p} e^{ik(r-p)} \langle 0|S^y_r|n\rangle \langle n|S^y_p|0 \rangle \]  

(S21)

Then \( W_{xx}(k) = g_0(k) + g_1(k) \). Assuming PBC and that \([0]\) is non-degenerate, then all points \( r \) are equivalent so that \([0|S^y_r|0\rangle = \langle 0|S^y_0|0\rangle\) for all sites \( r \). Then \( g_0(k) = \langle 0|S^y_0|0\rangle^2 N \delta(k, 0) \). (It is incorrect to assume that \([0|S^y_1|1\rangle\) doesn’t depend on \( r \) because \([0]\) and \([1]\) are different states.)

On the other hand,

\[ g_1(k = 0) = \sum_{r,p} \langle 0|S^y_r|1\rangle \langle 1|S^y_p|0 \rangle \geq 0 \]  

(S22)

So that \( W_{xx}(k = 0) \geq N \langle 0|S^y_0|0\rangle^2 > 0 \) because the \( x \)-magnetization \([0|S^y_0|0\rangle \) > 0 strictly. This proves that there is an elastic peak \((\omega = 0)\) for \( S_{xx} \) at \( k = 0 \).

**NOTE VI** If the ground state of Eq. (S16) is non-degenerate, the Hamiltonian is translation invariant, and \([0|S^y_1|1\rangle\) > 0, then an elastic peak \((\omega = 0)\) is present in \( S_{yy}(k, \omega = 0) \) for one or more \( k \) values.

**Proof:** We repeat the above, and using that (because of symmetry) \([0|S^y_r|0\rangle = 0 \) for all \( r \), we get that the peak of \( S_{yy} \) at \( \omega = 0 \) is

\[ W_{yy}(k) = \sum_{r,p} e^{ik(r-p)} \langle 0|S^y_r|1\rangle \langle 1|S^y_p|0 \rangle \]  

(S23)

(It is incorrect to assume that \([0|S^y_1|1\rangle\) doesn’t depend on \( r \), because \([0]\) and \([1]\) are different states.)

We can sum over \( k \) though, and then \( \sum_k e^{ik(r-p)} = \delta(r, p) \), and we get

\[ \sum_k S_{yy}(k, \omega = 0) = \sum_r \langle 0|S^y_r|1\rangle \langle 1|S^y_r|0 \rangle = \sum_r \langle 0|S^y_r|1\rangle^2 \]  

(S24)

which is strictly greater than zero, because it is the \( y \)-squared magnetization.

Therefore there must be an elastic peak \((\omega = 0)\) also for \( S_{yy} \), for at least one \( k \). (Using other arguments, we know this \( k \) is \( \pi \).)

**NOTE VII** (Müller and Shrock, 1985) If \( \Delta > 0 \) and \( h = J \sqrt{2(1 + \Delta)} \), then the ground state of Eq. (S16) is given by a product state, the classical point, with energy \( E/J = -J(2 + \Delta)/4 \); this ground state is at least doubly degenerate if \( \theta \neq 0 \), where \( J \cos \theta = h/(1 + \Delta) \). Moreover,

\[ S_{xx}(k, \omega) = S_{xx}(k - \pi, \omega) \sin^2 \theta + \pi^2 \cos^2 \theta \delta(\omega) \delta(k), \]

\[ S_{yy}(k, \omega) = S_{yy}(k, \omega) \cos^2 \theta + \pi^2 \sin^2 \theta \delta(\omega) \delta(k - \pi). \]  

(S25)

**Proof:** See [18].

**NOTE VIII** The Hamiltonian

\[ H = \sum_{i,j} J_{i,j} \left( \tilde{S}^x_i \tilde{S}^x_j + \Delta \tilde{S}^y_i \tilde{S}^y_j + \tilde{S}^z_i \tilde{S}^z_j \right) + h_s \sum_i \tilde{S}^z_i \]  

(S26)

is equivalent to Eq. (S16), so that we can swap \( z \) and \( y \) and add a tilde to \( S \) everywhere in Eq. (S25).

**Proof:** Apply the canonical transformation \( S^y = \tilde{S}^z \) and \( S^z = -\tilde{S}^y \) to Eq. (S16) to obtain Eq. (S26)
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