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Abstract—The network embedding problem aims to map nodes that are similar to each other to vectors in a Euclidean space that are close to each other. Like centrality analysis (ranking) and community detection, network embedding is in general considered as an ill-posed problem, and its solution may depend on a person’s view on this problem. In this paper, we adopt the framework of sampled graphs that treat a person’s view as a sampling method for a network. The modularity for a sampled graph, called the generalized modularity in the paper, is a similarity matrix that has a specific probabilistic interpretation. One of the main contributions of this paper is to propose using the generalized modularity matrix for network embedding and show that the network embedding problem can be treated as a trace maximization problem like the community detection problem. Our generalized modularity embedding approach is very general and flexible. In particular, we show that the Laplacian eigenmaps is a special case of our generalized modularity embedding approach. Also, we show that dimensionality reduction can be done by using a particular sampled graph. Various experiments are conducted on real datasets to illustrate the effectiveness of our approach.

Index Terms—modularity, network embedding, dimensionality reduction, Laplacian eigenmap.

I. INTRODUCTION

Network analysis has been a hot research topic as it has many important real-world applications such as web page ranking and recommender systems. There are several fundamental problems of network analysis (see, e.g., the book [1]), including centrality analysis (ranking) and community detection (clustering). Centrality analysis is to identify “important” nodes in a network and community detection is to cluster nodes that are “similar” to each other into the same community. These problems are in general regarded as ill-posed problems as people might have different views on “importance” and “similarity” of the nodes in a network.

On the other hand, inspired by the success of deep learning (see, e.g., the book [2]), many recent network embedding techniques have been proposed in the literature to learn meaningful networking representations (see, e.g., [3]–[11]). The objective of network embedding is to map nodes that are “similar” to each other to vectors in a Euclidean space that are close to each other. By doing so, the intrinsic information of a network can be preserved. Like the node ranking (centrality) problem and the community detection problem in network analysis, the network embedding problem is also in general considered as an ill-posed problem and its solution may depend on a person’s view on this problem and the task he/she would like to complete after network embedding. Most of the embedding methods aim to preserve $k$-order proximity, mainly focusing on the microscopic structure of the network. Early works like IsoMap [12] and Laplacian eigenmaps [13] were designed to preserve the first-order proximity between nodes. The second-order proximity was considered in [4] and [7]. Furthermore, the works in [3], [5], [8] extended the previous works to preserve even higher $k$-order proximity. In addition to these, some previous works also formulated the network embedding problem to preserve the community structure of a network [10], [14]. More recently, the work [11] aimed to preserve the global node ranking and local proximity of nodes.

Motivated by all the recent works of network analysis and network embedding, the objective of this paper is to provide a general framework for the network embedding problem so that the ill-posed problem can be treated in a formal and unified manner with probabilistic insights. Our approach for this is to use the probabilistic framework in [15], [16]. In that framework, a person’s view might be represented by the sampling method he/she uses for sampling a network, and each sampling method renders a sampled graph that is characterized by a bivariate distribution $p(u, w)$ representing the probability that the two nodes $u$ and $w$ appear together in a sample. The marginal distribution of the bivariate distribution $p(u, w)$, denoted by $P_u(u)$, is then the probability that node $u$ is sampled and that in turn can be used for representing the “importance” of the node. The covariance between two nodes $u$ and $w$, denoted by $q(u, w)$, is

$$q(u, w) = p(u, w) - p(u)p(w).$$

Intuitively, two nodes that are positively (negatively) correlated are “similar” (resp. “dissimilar”). The matrix $Q = (q(u, w))$ is called the generalized modularity matrix as it reduces to the...
Newman’s modularity matrix in [17] when edge sampling is used for generating the sampled graph. The stability matrix in [18], [19] that was used for addressing the problem of resolution limit [20] is also a special case of the generalized modularity matrix when one uses the continuous-time random walk for sampling [16]. Community detection in a sampled graph is then formulated as a modularity maximization problem that finds a $K$-way partition $S_1, \ldots, S_K$ of nodes to maximize the modularity $\sum_{k=1}^{K} q(S_k, S_k)$. Such a modularity maximization problem is equivalent to the trace maximization problem that maximizes $tr(H^T Q H)$ among the class of partition matrix $H$.

In view of the probabilistic framework in [15], [16], we propose using the generalized modularity matrix $Q$ as the “similarity” matrix in a network embedding problem. By doing so, we show that the network embedding problem can be treated as a trace maximization problem like the community detection problem. As such, it is possible to solve the network embedding problem by using the well-known community detection algorithms in the literature, e.g., the partitional algorithm [16] and the fast unfolding algorithm [21]. On the other hand, as each sampling method leads to a sampled graph, our generalized modularity embedding approach is very general and flexible. In particular, we show that the Laplacian eigenmaps is a special case of our generalized modularity embedding for a particular sampled graph. Also, we show that dimensionality reduction (and PCA) can be done by using a particular sampled graph. Based on the framework, network embedding algorithms can be developed and written in codes by using sampled graphs as inputs. If one is not satisfied with the network embedding result from a sampled graph, one can simply choose another sampling method for the graph and try out the analysis again. There is no need to rewrite the codes for the network embedding algorithm.

The rest of this paper is organized as follows. In Section II, we introduce sampled graphs and the generalized modularity, and formulate the community detection problem and the network embedding problem. In Section III, we extend generalized modularity embedding for data points in a semi-metric space. We show the connections to the Laplacian eigenmaps and dimensionality reduction. In Section IV, we consider the nonnegative embedding problem and provide the softmax embedding/clustering algorithm to solve the nonnegative embedding problem and the community detection problem simultaneously. In Section V, we report the experimental results by comparing the performance of our work with several baseline embedding approaches. The paper is concluded in Section VI.

II. THE PROBABILISTIC FRAMEWORK FOR GENERALIZED MODULARITY EMBEDDING

A. The generalized modularity matrix of a sampled graph

In [15], [16], a probabilistic framework for structural analysis in undirected/directed networks was proposed. The main idea in that framework is to sample a network by randomly selecting a path in the network. A network with a path sampling distribution is then called a sampled graph in [15], [16] that can, in turn, be used for structural analysis of the network, including centrality and community. Specifically, suppose a network is modeled by a graph $G(V, E)$, where $V$ denotes the set of vertices (nodes) in the graph and $E$ denotes the set of edges (links) in the graph. Let $n = |V|$ be the number of vertices in the graph and index the $n$ vertices from $1, 2, \ldots, n$. Let $R_{u,w}$ be the set of (directed) paths from $u$ to $w$ and $R = \bigcup_{u, w \in V} R_{u,w}$ be the set of paths in the graph $G(V, E)$. According to a probability mass function $p(\cdot)$, called the path sampling distribution, a path $r \in R$ is selected at random with probability $p(r)$ (see, e.g., [15], [16] for examples of sampling methods).

Let $U$ (resp. $W$) be the starting (resp. ending) node of a randomly selected path by using the path sampling distribution $p(\cdot)$. Then the bivariate distribution

$$p_{U,W}(u, w) = P(U = u, W = w) = \sum_{r \in R_{u,w}} p(r)$$

is the probability that the ordered pair of two nodes $(u, w)$ is selected.

Definition 1. (Sampled graph [15], [16]) A graph $G(V, E)$ that is sampled by randomly selecting an ordered pair of two nodes $(U, W)$ according to a specific bivariate distribution $p_{U,W}(\cdot, \cdot)$ is called a sampled graph and it is denoted by the two-tuple $(G(V, E), p_{U,W}(\cdot, \cdot))$.

Let $p_U(u)$ (resp. $p_W(w)$) be the marginal distribution of the random variable $U$ (resp. $W$), i.e.,

$$p_U(u) = P(U = u) = \sum_{w=1}^{n} p_{U,W}(u, w),$$

and

$$p_W(w) = P(W = w) = \sum_{u=1}^{n} p_{U,W}(u, w).$$

Then $p_U(u)$ is the probability that node $u$ is selected as a starting node of a path and it can be viewed as an out-centrality of $u$. On the other hand, $p_W(w)$ is the probability that node $w$ is selected as an ending node of a path and it can be viewed as an in-centrality of $w$. The in-centrality and the out-centrality are in general not the same. Clearly, if the bivariate distribution $p_{U,W}(\cdot, \cdot)$ is symmetric, then the in-centrality and the out-centrality are the same. A recent advance in [16] shows that one does not need a symmetric bivariate distribution to ensure the equality between the in-centrality and the out-centrality. In particular, for the Markov chain sampling methods, one still has $p_U(u) = p_W(u)$ and the in-centrality and the out-centrality are the same. In that case, we will simply refer to $P_U(u)$ as the centrality of node $u$.

Definition 2. (Covariance, Community, and Modularity [15], [16])) For a sampled graph $(G(V, E), p_{U,W}(\cdot, \cdot))$, the covariance between two nodes $u$ and $w$ is defined as follows:

$$q(u, w) = p_{U,W}(u, w) - p_U(u)p_W(w).$$

Define the generalized modularity matrix $Q = (q(u, w))$ be the $n \times n$ matrix with its $(u, w)$th element being $q(u, w)$.
Moreover, the covariance between two sets $S_1$ and $S_2$ is defined as follows:

$$q(S_1, S_2) = \sum_{u \in S_1} \sum_{v \in S_2} q(u, v).$$  \hspace{1cm} (5)

Two sets $S_1$ and $S_2$ are said to be positively correlated if $q(S_1, S_2) \geq 0$. In particular, if a subset of nodes $S \subset V$ is positively correlated to itself, i.e., $q(S, S) \geq 0$, then it is called a community or a cluster. Let $\mathcal{P} = \{S_k, k = 1, 2, \ldots, K\}$, be a partition of $V$, i.e., $S_k \cap S_{k'} = \emptyset$ and $\bigcup_{k=1}^{K} S_k = V$. The modularity $Q(\mathcal{P})$ with respect to the partition $S_k$, $k = 1, 2, \ldots, K$, is defined as

$$Q(\mathcal{P}) = \sum_{k=1}^{K} q(S_k, S_k).$$  \hspace{1cm} (6)

As pointed out in [15], [16], the original modularity defined in [17] is a special case of the (generalized) modularity in Definition 2 when the uniform edge sampling is used to generate the sampled graph.

B. Community detection

There are many physical interpretations (and equivalent statements) for the definition of a community in [15], [16]. Moreover, as pointed out in the book [1], the physical meaning of the modularity with respect to a partition of a graph is how much it differs from that partition of a random graph generated by the configuration model. As such, a good partition of a graph should have large modularity. In view of this, one can then tackle the community detection/clustering problem by looking for algorithms that yield large modularity.

It is well-known that the modularity maximization problem in (6) is NP-complete and is related to the trace maximization problem [22]–[24]. One can view an $n \times K$ partition matrix $H$ as a bi-adjacency matrix of a bipartite graph that maps the $n$ nodes to the $K$ sets of a $K$-way partition $\{S_1, S_2, \ldots, S_K\}$, and thus there is a one-to-one mapping between a partition matrix and a $K$-way partition. Let $H_k$ be the $k^{th}$ column vector of $H$ (that represents the set of data points in $S_k$). To maximize the modularity in (6), it is thus equivalent to consider the following optimization problem:

$$\max \sum_{k=1}^{K} H_k^T Q H_k$$  \hspace{1cm} (7)

subject to:

$$H \in \{0, 1\}^{n \times K},$$

$$H^T H > 0,$$

$$H 1_K = 1_n,$$

where $1_K$ and $1_n$ are $K$-dimensional and $n$-dimensional column vectors with all its elements being 1. Such an optimization problem can also be written as a trace maximization problem as follows:

$$\max \text{tr}(H^T Q H)$$  \hspace{1cm} (8)

subject to:

$$H \in \{0, 1\}^{n \times K},$$

$$H^T H > 0,$$

$$H 1_K = 1_n.$$

Instead of maximizing modularity, another alternative for community detection is to maximize the *normalized* modularity [25] as follows:

$$\max \sum_{k=1}^{K} \frac{H_k^T Q H_k}{H_k^T H_k}$$  \hspace{1cm} (9)

subject to:

$$H \in \{0, 1\}^{n \times K},$$

$$H^T H > 0,$$

$$H 1_K = 1_n.$$

As shown in [23], one can use the scaled partition matrix

$$\tilde{H} = H (H^T H)^{-\frac{1}{2}}$$

(10)
to represent the objective function in (9) by $\text{tr}(\tilde{H}^T Q \tilde{H})$. Since

$$\tilde{H}^T \tilde{H} = (H^T H)^{-\frac{1}{2}} H^T H (H^T H)^{-\frac{1}{2}} = I_K,$$

one can relax the integer constraints in the optimization problem in (9) and consider the following trace maximization problem:

$$\max \text{tr}(\tilde{H}^T Q \tilde{H})$$  \hspace{1cm} (11)

subject to:

$$\tilde{H}^T \tilde{H} = I_K.$$

Since the modularity matrix $Q$ is a real symmetric matrix for an undirected network, it is diagonalizable. As stated in [26], a version of the Rayleigh-Ritz theorem shows that the solution of the trace maximization problem in (11) is given by choosing $\tilde{H}$ as the matrix which contains the largest $K$ eigenvectors of $Q$ as columns. As the trace maximization problem in (11) is a relaxation of the optimization problem in (9), this also gives an upper bound on the objective value of the optimization problem in (9). Specifically, let $\lambda_1, \lambda_2, \ldots, \lambda_K$ be the $K$ largest eigenvalues of the matrix $Q$. Then the objective value of the optimization problem in (9) is bounded above by $\sum_{k=1}^{K} \lambda_k$.

The rest of the problem is to map the solution for the trace optimization problem in (11) back to the solution space for the optimization problem in (9) (that requires the solutions to be binary).

C. Modularity embedding

The network embedding problem is quite similar to the community detection (clustering) problem. The community detection problem is to assign nodes that are similar to each other in the same cluster and nodes that are dissimilar to each other in different clusters. On the other hand, the network embedding problem is to map nodes that are similar to each other to vectors in a Euclidean space that are close to each other. In the previous section, we use the (generalized) modularity as the similarity measure for community detection in a sampled graph. Here we also use the (generalized) modularity as the similarity measure for network embedding in a sampled graph. We will show that the network embedding problem can also be formulated as a modularity maximization problem. Specifically, let $h_u = (h_{u,1}, h_{u,2}, \ldots, h_{u,K})^T$ be the vector mapped by node $u$ in $\mathbb{R}^K$, and $||h_u - h_w||^2$ be the squared
Euclidean distance between $u$ and $w$. In order to map nodes that are similar to each other to vectors that are close to each other, we consider the problem that minimizes the following weighted distance:

$$\sum_{u=1}^{n} \sum_{w=1}^{n} q(u, w) || h_u - h_w ||^2. \quad (12)$$

Such a network embedding approach was previously used in [14] when $q(u, w)$ is the original modularity defined in [17]. To understand the intuition of the minimization problem in (12), note that $-1 \leq q(u, w) \leq 1$. Two nodes with a positive (resp. negative) covariance should be mapped to two points with a small (resp. large) distance. The embedding vector $h_u = (h_{u,1}, h_{u,2}, \ldots, h_{u,n})^T$ can be viewed as the “feature” vector of node $u$ and $h_{u,k}$ is its $k^{th}$ feature. In practice, it is preferable to have uncorrelated features. For this, we add the constraints

$$\sum_{u=1}^{n} h_{u,k_1} h_{u,k_2} = 0, \quad (13)$$

for all $k_1 \neq k_2$. Also, to have bounded values for these features, we also add the constraints

$$\sum_{u=1}^{n} h_{u,k} h_{u,k} = 1, \quad (14)$$

for all $k$. Thus, our generalized modularity embedding problem is to solve the minimization problem in (12) under the constraints in (13) and (14).

In the following theorem, we show two equivalent statements for the generalized modularity embedding problem. Its proof can be found in Appendix A.

**Theorem 3.** Let $Q = (q_{u,v})$ be an $n \times n$ symmetric matrix with all its row sums and column sums being 0, and $H$ be the $n \times K$ matrix with its $u^{th}$ row being $h_u$.

(i) The generalized modularity embedding problem in (12) with the constraints in (13) and (14) is equivalent to the following optimization problem:

$$\begin{align*}
\max & \quad tr(H^T Q H) \\
\text{s.t.} & \quad H^T H = I_K, \quad (15) \quad (16)
\end{align*}$$

where $I_K$ is the $K \times K$ identity matrix.

(ii) The generalized modularity embedding problem in (12) with the constraints in (13) and (14) is equivalent to the following optimization problem:

$$\begin{align*}
\min & \quad ||Q - HH^T||_2^2 \\
\text{s.t.} & \quad H^T H = I_K, \quad (17) \quad (18)
\end{align*}$$

where $||A||_2$ is the Frobenius norm of the matrix $A$.

From Theorem 3(i), we know that solving the generalized modularity embedding problem is equivalent to solving the trace maximization problem in (15). Since the optimization problem in (15) is the same as the relaxed version of the normalized modularity maximization problem in (11), we have the following corollary.

**Corollary 4.** For the generalized modularity embedding problem, let $\lambda_1, \lambda_2, \ldots, \lambda_K$ be the $K$ largest eigenvalues of the matrix $Q$ and $v_k = (v_{1,k}, v_{2,k}, \ldots, v_{n,k})^T$ be the eigenvector of $Q$ corresponding to the eigenvalue $\lambda_k$. Then $h_u = (v_{1,u}, v_{2,u}, \ldots, v_{K,u})^T$, $u = 1, 2, \ldots, n$, are the optimal embedding vectors.

### III. Extensions and Applications of Generalized Modularity Embedding

#### A. Modularity embedding for data points in a semi-metric space

In this section, we extend our generalized modularity embedding method for embedding data points in a semi-metric space. For this, we consider a set of $n$ data points associated with a distance measure $d(u, w)$. The distance measure $d(\cdot, \cdot)$ is assumed to be a semi-metric and it satisfies the following three properties:

(D1) (Nonnegativity) $d(u, w) \geq 0$.

(D2) (Null condition) $d(u, u) = 0$.

(D3) (Symmetry) $d(u, w) = d(w, u)$.

The semi-metric assumption is weaker than the metric assumption in [25], where the distance measure is assumed to satisfy the triangular inequality.

Given a semi-metric $d(\cdot, \cdot)$, it was shown in [27] that there is an induced semi-cohesion measure as follows:

$$\gamma(u, w) = \frac{1}{n} \sum_{u_2 \in \Omega} d(u_2, w) + \frac{1}{n} \sum_{u_1 \in \Omega} d(u_1, u) - \frac{1}{n^2} \sum_{u_2 \in \Omega} \sum_{u_1 \in \Omega} d(u_2, u_1) - d(u, w). \quad (19)$$

Moreover, the induced semi-cohesion measure satisfies the following three properties:

(C1) (Symmetry) $\gamma(u, w) = \gamma(w, u)$.

(C2) (Null condition) $\sum_{u=1}^{n} \gamma(u, w) = 0$.

(C3) (Nonnegativity) $\gamma(u, u) + \gamma(w, w) \geq 2\gamma(u, w)$. \quad (20)

On the other hand, for any semi-cohesion measure that satisfies (C1)–(C3), there is also an induced semi-metric as follows:

$$d(u, w) = (\gamma(u, u) + \gamma(w, w))/2 - \gamma(u, w). \quad (21)$$

Thus, there is a one-to-one mapping (a duality result) between a semi-metric and a semi-cohesion measure. In this paper, we will simply say data points are in a semi-metric space if there is either a semi-cohesion measure or a semi-metric associated with these data points.

We note that a semi-cohesion measure (matrix) that satisfies (C1)–(C3) may not be positive semi-definite (see, e.g., Example 20 in [25]).

The set of $n$ nodes with the semi-metric $d(u, w)$ can be viewed as a complete graph with $n$ nodes, where the edge weight between nodes $u$ and $w$ is $d(u, w)$. For such a complete
graph, the following bivariate distribution was proposed in [28]:

\[
p_{u, w}(u, w) = \frac{\exp(\theta \cdot d(u, w))}{\sum_{u_1} \sum_{u_2} \exp(\theta \cdot d(u_1, u_2))}.
\] (22)

For the bivariate distribution in (22), let us consider the covariance measure \( q(u, w) \) in (4) when \( \theta \) is very small. Using the first order approximation \( e^{\theta z} \approx 1 + \theta z + o(\theta) \) in (4) yields

\[
q(u, w) \approx (-\theta) \left( \frac{1}{n} \sum_{u_2 \in V} d(u_2, w) + \frac{1}{n} \sum_{u_1 \in V} d(u, u_1) \right) - \frac{1}{n^2} \sum_{u_2 \in V} \sum_{u_1 \in V} d(u_2, u_1) - d(u, w) + o(\theta).
\]

Thus, when we choose a very small negative \( \theta \), the covariance measure \( q(u, w) \) is proportional to the semi-cohesion measure in (19).

Since the covariance measure \( q(u, w) \) is proportional to the cohesion measure \( \gamma(u, w) \) for a small negative \( \theta \), the trace maximization problem in (15) is equivalent to the following trace maximization problem:

\[
\begin{align*}
\max & \quad \text{tr}(H^T \Gamma H), \\
\text{s.t.} & \quad H^T H = I_K,
\end{align*}
\] (23)

(24)

where \( \Gamma \) is the \( n \times n \) matrix with its \((u, w)\) element being \( \gamma(u, w) \). In view of Corollary 4, embedding data points in a semi-metric space to \( \mathbb{R}^K \) can be solved by finding the \( K \) largest eigenvalues of the matrix \( \Gamma \) and the corresponding eigenvectors.

B. The Laplacian eigenmaps as a special case of generalized modularity embedding

The Laplacian eigenmaps in [13] that uses the eigenvectors of the Laplacian matrix of a graph for network embedding has been widely used in the literature. In this section, we show that the Laplacian eigenmaps for network embedding in [13] is, in fact, a special case of the generalized modularity embedding by using the effective resistance distance of a graph.

The (graph) Laplacian of an undirected network \( G = (V, E) \), denoted by \( L \), is defined as \( D - A \), where \( D = \text{diag}(w_1, w_2, \ldots, w_n) \) is the \( n \times n \) diagonal matrix with the diagonal elements being the degrees of the \( n \) nodes. It is well-known that the Laplacian \( L \) is symmetric and positive semi-definite (see, e.g., [1], [29]). As such, all its \( n \) eigenvalues, \( \beta_i, i = 1, 2, \ldots, n \), are nonnegative. Without loss of generality, we order the \( n \) eigenvalues such that

\[
\beta_1 \leq \beta_2 \leq \ldots \leq \beta_n.
\]

Moreover, there exists an orthonormal basis of \( n \times 1 \) column vectors \( \{Z_1, Z_2, \ldots, Z_n\} \) such that \( Z_i \) is the eigenvector of \( L \) corresponding to the eigenvalue \( \beta_i \), i.e.,

\[
LZ_i = \beta_i Z_i.
\]

As such, the Laplacian has the following eigendecomposition:

\[
L = \sum_{i=1}^{n} \beta_i Z_i Z_i^T, \quad (25)
\]

where \( Z_i^T \) is the transpose of \( Z_i \).

It is well-known (see, e.g., [1]) that the smallest eigenvalue, \( \beta_1 \), is 0, and \( Z_1 \) is the \( n \times 1 \) column vector with all its elements being \( 1/\sqrt{n} \). If, furthermore, the graph \( G \) is connected, then the second smallest eigenvalue, \( \beta_2 \), known as the algebraic connectivity, is always positive. Thus, for a connected graph, one can define the pseudo-inverse of the Laplacian \( L \) as follows:

\[
\Gamma = \sum_{i=2}^{n} \frac{1}{\beta_i} Z_i Z_i^T. \quad (26)
\]

The resistance distance between two nodes \( u \) and \( v \), denoted by \( d(u, v) \), is then defined as

\[
d(u, v) = \gamma(u, u) + \gamma(v, v) - 2\gamma(u, v), \quad (27)
\]

where \( \gamma(u, v) \) is the \((u, v)\)th element of the matrix \( \Gamma \). Using (26) yields

\[
d(u, v) = \sum_{i=2}^{n} \frac{(z_{i,u} - z_{i,v})^2}{\beta_i}, \quad (28)
\]

where \( z_{i,u} \) is the \( u \)th element of the vector \( Z_i \). The resistance distance is known to be a metric that satisfies the triangular inequality. It then follows from the duality result that \( \gamma(u, v) \) is a cohesion measure.

Now the \( n \) nodes in the network \( G = (V, E) \) can be viewed as \( n \) data points in a semi-metric space with the resistance distance as their distance measure. Using the embedding for data points in a semi-metric space to \( \mathbb{R}^K \) in (23), we then have (from Corollary 4) that

\[
h_u = (z_{2,u}, z_{3,u}, \ldots, z_{K+1,u}), \quad (29)
\]

\( u = 1, 2, \ldots, n \), are the optimal embedding vectors for the generalized modularity embedding problem.

C. Dimensionality reduction and connections to PCA

In this section, we show that the generalized modularity embedding can be used for dimensionality reduction and its connections to the principal component analysis (PCA). Consider \( n \) data points in a Euclidean space \( \mathbb{R}^p \). Let \( d(u, w) \) be one-half of the squared Euclidean distance between any two points \( u \) and \( w \) i.e.,

\[
d(u, w) = \frac{1}{2} (u - w)^T (u - w). \quad (30)
\]

Then the \( n \) data points in a Euclidean space \( \mathbb{R}^p \) can be considered as \( n \) data points in a semi-metric space with the semi-metric in (30). It is straightforward to show that the semi-cohesion measure \( \gamma(\cdot, \cdot) \) in (19) has the following form:

\[
\gamma(u, w) = (u - c)^T (u - c), \quad (31)
\]

where

\[
c = \frac{1}{n} \sum_{u_2=1}^{n} u_2 = \frac{1}{n} \sum_{u_1=1}^{n} u_1 \quad (32)
\]

is the centroid of all the points in the dataset.

Without loss of generality, one can always subtract every point from its centroid to obtain another zero-mean dataset.
For such a zero-mean dataset, the cohesion measure of two points is simply the inner product between the two points, i.e.,
\[ \gamma(u, w) = u^Tw. \]  
Thus, the semi-cohesion matrix \( \Gamma = (\gamma(u, w)) \) obtained from using the squared Euclidean distance is a positive semi-definite matrix. As such, there are \( n \) nonnegative eigenvalues. Let \( \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_n \geq 0 \) be the \( n \) nonnegative eigenvalues of \( \Gamma \), and \( v_k \) be the corresponding (normalized) eigenvector for \( \lambda_k \) with \( \|v_k\| = 1 \). Thus, for \( k = 1, 2, \ldots, n \),
\[ \Gamma v_k = \lambda_k v_k. \]

Thus, the solution of the trace maximization problem in (33) (cf. Corollary 4) leads to the following modularity embedding
\[ h_u = (v_{1,u}, v_{2,u}, \ldots, v_{K,u})^T. \]  
This is almost the same (up to a scaling factor) as the following \( K \)-vector obtained by PCA for dimensionality reduction:
\[ \left( \sqrt{\lambda_1} v_{1,u}, \sqrt{\lambda_2} v_{2,u}, \ldots, \sqrt{\lambda_K} v_{K,u} \right)^T. \]

Thus, PCA is very closely related to the generalized modularity embedding when we use the sampled graph in (22) with a very small negative \( \theta \).

IV. NONNEGATIVE EMBEDDING AND CLUSTERING

Both the embedding problem in (15) and the community detection problem in (8) are formulated as the trace maximization problem under certain constraints. In view of the similarity between these two problems, there is no doubt that these two problems are closely related. One interesting question is whether these two problems can be simultaneously solved. For this, let us consider the following relaxed version of the trace optimization problem in (8):
\[ \max \quad \text{tr}(H^TQH) \quad \text{s.t.} \quad H \in \mathbb{R}^{n \times K}, \]
\[ H 1_K = 1_n. \]

There \( H \) is only a nonnegative matrix with every row sum being 1. In other words, every row is a probability distribution, i.e.,
\[ h_{u,k} \geq 0, \quad \forall \ u, k, \]  
\[ \sum_{u=1}^n h_{u,k} = 1, \quad \forall \ k. \]

If we use the trace optimization problem in (35) for embedding, then every node is mapped to a probability distribution. We will call such an embedding the nonnegative embedding problem. Once a good solution of the nonnegative embedding problem is obtained, one can then map that solution back to the solution space for the optimization problem in (8) that requires the solutions to be binary. Intuitively, one can view \( h_{u,k} \) as the probability that node \( u \) belongs to cluster \( k \). For the community detection problem, one can simply assign node \( u \) to the cluster with the largest probability.

Now we propose an iterative algorithm for the nonnegative embedding problem, called the softmax embedding/clustering algorithm in Algorithm 1, based on the softmax function [30]. The softmax function maps a \( K \)-dimensional vector of arbitrary real values to a \( K \)-dimensional probability vector. The algorithm starts from a non-uniform probability mass function for the assignment of each data point to the \( K \) clusters. Specifically, let \( h_{u,k} \) denote the probability that node \( i \) is in cluster \( k \). Then we repeatedly feed each point to the algorithm to learn the probabilities \( h'_{i,k} \). When point \( i \) is presented to the algorithm, its expected covariance \( z_{u,k} \) to cluster \( k \) is computed for \( k = 1, 2, \ldots, K \). Instead of assigning point \( i \) to the cluster with the largest positive covariance (the simple maximum assignment in the literature), Algorithm 1 uses a softmax function to update \( h_{i,k} \). Such a softmax update increases (resp. decreases) the confidence of the assignment of point \( i \) to clusters with positive (resp. negative) covariances. The “training” process is repeated until the objective value \( \text{tr}(H^TQH) \) converges to a local optimum. The algorithm then outputs the corresponding embedding vector for each data point.

**ALGORITHM 1: The Softmax Embedding/Clustering Algorithm**

**Input:** A symmetric modularity matrix \( Q = (q(u, w)) \), the number of clusters \( K \), the inverse temperature \( \theta > 0 \).

**Output:** A probabilistic embedding of data points \( \{h_{u,k}, u = 1, 2, \ldots, n, \ k = 1, 2, \ldots, K\} \).

1. Set \( q(u, u) = 0 \) for all \( u \).
2. Initially, each node \( u \) is assigned with a (non-uniform) probability mass function \( h_{u,k} \), \( k = 1, 2, \ldots, K \) that denotes the probability for node \( u \) to be in cluster \( k \).
3. For \( u = 1, 2, \ldots, n \)
4. For \( k = 1, 2, \ldots, K \)
5. Compute \( z_{u,k} = \sum_{w \neq u} q(w, u)h_{w,k} \).
6. Let \( \hat{h}_{u,k} = e^{\theta z_{u,k}}h_{u,k} \), and \( c = \frac{1}{\sum_{k=1}^K h_{u,k}} \).
7. Update \( h_{u,k} = c \cdot \hat{h}_{u,k} \).
8. Repeat from Step 3 until there is no further change.

Now we show that Algorithm 1 converges to a local maximum of the objective function \( \text{tr}(H^TQH) \). Its proof can be found in Appendix B.

**Theorem 5.** Given a symmetric matrix \( Q = (q(u, w)) \) with \( q(u, u) = 0 \) for all \( u \), the following objective value
\[ \text{tr}(H^TQH) = \sum_{k=1}^K \sum_{u=1}^n \sum_{w=1}^n q(u, w)h_{u,k}h_{w,k} \]  
is increasing after each update in Algorithm 1. Thus, the objective values converge monotonically to a finite constant.

**V. EXPERIMENTS**

In this section, we evaluate the performance of our Generalized Modularity Embedding (GME) on the multi-classification
problem. We consider three datasets: one synthetic dataset (Six Clusters [16]) and two real-world networks (Amazon, and Flickr [31]) from the Stanford Network Analysis Project Collection (SNAP) [32]. As in [16], we use the maximum independent set (MIS) algorithm to prune the two real networks so that they contain disjoint ground communities. An overview of these three networks is summarized in Table 1.

For each dataset, 1% to 10% or 10% to 90% of the labeled data points are randomly chosen for training, and the rest of the data points are for evaluation.

For GME, we first use a random walk on an undirected network (see, e.g., [15]) with path length 2, 3 or 4, to generate the generalized modularity matrix Q. Then we solve the embedding problem by eigendecomposition as stated in Corollary 4. The embedding dimensionality d is selected from the spectral gap of the (sorted) eigenvalues of the generalized modularity matrix Q. For the three datasets, we have d = 6 in Six Clusters, d = 19 in Flickr, and d = 1200 in Amazon. We then recompose the covariance matrix Q′ from HHT and apply the softmax clustering algorithm in Algorithm 1 to the classification problem with the input matrix Q′. The probability mass functions of the labeled training points are assigned with probability 1 to their corresponding labels and they remain unchanged during the iterations of Algorithm 1.

We compare GME with the following four baseline algorithms: LINE [4], DeepWalk [3], node2vec [6] and GraRep [5]. The dimensionality of the embedding vectors d is set to be 128 for these four baseline algorithms. For Line, we set a negative ratio K = 5. For DeepWalk and node2vec, the number of random walks at each vertex is 10, the length of each random walk is 80, and the window size of skip-gram is 10. For in-out parameter p and return parameter q in node2vec, we set p = 1 and q = 1.5 to capture structural equivalence since large q approximates the BFS behavior. For GraRep, we set the k-step transition probability matrix with k = 5.

To evaluate the performance of embedding tasks on node classification, we use the two F-measures: Micro-F1 and Macro-F1 defined below:

\[ \text{Micro} - F_1 = \frac{2 \times \text{recall}_{\text{Micro}} \times \text{precision}_{\text{Micro}}}{\text{recall}_{\text{Micro}} + \text{precision}_{\text{Micro}}} \]

\[ \text{precision}_{\text{Micro}} = \frac{1}{C} \sum_{i=1}^{C} \frac{TP_i}{(TP_i + FP_i)} \]

\[ \text{recall}_{\text{Micro}} = \frac{1}{C} \sum_{i=1}^{C} \frac{TP_i}{(TP_i + FN_i)} \]

where C is the number of classes, and TP, FP, FN are the numbers of true positives, false positives, false negatives, respectively. The Micro-F1 measure is preferable when class sizes are imbalanced.

### A. Performance on the Six Clusters dataset

In this synthetic dataset, we randomly choose 10% to 90% of nodes for training (so as to avoid some classes missing from the training data). First, we discuss the time complexities of these embedding algorithms. The comparison of the running time of the Six Clusters dataset is listed in Table 2. Note that our algorithm and the four baseline algorithms are all implemented in Python. The experiments are performed on an Acer Altos-T350-F2 machine with two Intel(R) Xeon(R) CPU E5-2690 v2 processors.

The GME approach finds top-k eigenvalues by the power method (see, e.g., the book [1]), which has a time complexity of \(O(|V|^2 I)\), where I is the number of iterations. The time complexities of the four baseline algorithms, node2vec, Line, GraRep and DeepWalk are \(O(|V|d)\), \(O(|E|d)\), \(O(|V|^3)\), and \(O(|V|d)\), respectively [9]. From Table 2, it can be seen that GME and GraRep run faster due to the small dataset size. In Figure 2 (a) and (d), we show the node classification results. Since the sizes of the six classes in the Six Clusters dataset are balanced, the two metrics Micro-F1 and Macro-F1 show similar results. We can see that all of the listed embedding algorithms do predict missing labels with high precision. Visualization of the GME result of the Six Clusters dataset using t-SNE [33] is illustrated in Figure 1. Each point in Figure 1 corresponds to a node in the Six Clusters dataset. It shows that six clusters are well separated after applying our GME method.

### B. Performance on the Amazon dataset

In the experiment on the Amazon dataset, for GME, we sample the network by random walks with different path lengths. Results are presented in Table 3. Comparing the experimental results in each train ratio, it can be seen that Micro-F1 score improves as sampling path length increases. Evidently, this meets our expectations that sampling with a longer path can capture more global information.

In Figure 2 (b) and (e), we show the comparison results of GME and the other four baseline algorithms on the Amazon dataset. Line and GraRep perform worse, while GME (sampled by a random walk in our experiment) and the other two random
walk based methods, DeepWalk and node2vec, predict missing labels relatively well. Note from Table 1 that the average degree of the Amazon dataset is extremely sparse, as low as 5.88. The random walk approach behaves like DFS. As such, it can quickly alleviate the sparsity of the neighborhood of nodes.

C. Performance on the Flickr dataset

The average degree of the Flickr dataset is dense, which is greater than 63.93 as summarized in Table 1. In Figure 2 (c) and (f), we show the performance results on the Flickr dataset. Apparently, we can see that GME, Line, and GraRep have better performance than DeepWalk and node2vec. The main reason is that random walk based approaches use random walks to enrich the neighbors of the nodes, but this may bring noises in the results due to the randomness of high degree nodes.

VI. CONCLUSION AND FUTURE WORK

In this paper, we proposed Generalized Modularity Embedding as a general framework for the network embedding problem. Our method is based on the probabilistic framework in [15], [16]. By using the generalized modularity matrix as the “similarity” matrix in a network embedding problem, we showed that the network embedding problem can be treated as a trace maximization problem like the community detection problem. As such, it is possible to solve the network embedding problem by using the well-known community detection algorithms in the literature. On the other hand, as each sampling method leads to a sampled graph, our generalized modularity embedding approach is very general and flexible. In particular, we showed that the Laplacian eigenmaps is a special case of our generalized modularity embedding. Also, we showed that dimensionality reduction can be done by using a particular sampled graph. Various experiments were conducted on a synthetic dataset and two real datasets to illustrate the effectiveness of our approach.

For future works, we plan to extend the general modularity embedding framework to attributed networks where there are edge attributes and node attributes representing the “features” of edges and nodes [28]. Also, we would like to study possible feedback mechanisms that can automatically learn from the dataset to select an appropriate sampling method (the view point) for a specific task.
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APPENDIX A: PROOF OF THEOREM 3

(i) Note that the constraints in (13) and (14) are equivalent to that the \(K\) columns of \(H\) are orthonormal vectors, i.e., \(H^T H = \mathbf{I}_K\).

Since \(\sum_{u=1}^{n} q(u, w) = \sum_{w=1}^{n} q_u, w = 0\), it follows that

\[
\sum_{u=1}^{n} \sum_{w=1}^{n} q(u, w) \|h_u - h_w\|^2 = -2 \sum_{u=1}^{n} q(u, w) (h_u^T \cdot h_w) \tag{39}
\]

\[
= -2 \sum_{u=1}^{n} \sum_{w=1}^{n} q(u, w) h_{u,k} h_{w,k}
\]

\[
= -2 \text{tr}(H^T Q H), \tag{40}
\]

where \(H\) is the \(n \times K\) matrix with its \(u\)th row being \(h_u\). Thus, the minimization problem in (12) is the same as the maximization problem in (15).

(ii) Note that

\[
\|Q - HH^T\|_2^2 = \sum_{u=1}^{n} \sum_{w=1}^{n} (q(u, w) - h_u^T h_w)^2,
\]

where \(h_u = (h_{u,1}, h_{u,2}, \ldots, h_{u,K})^T\) is the transpose of the \(u\)th row vector of \(H\). Also, the constraint \(H^T H = \mathbf{I}_K\) is equivalent to

\[
\sum_{u=1}^{n} h_{u,k}^2 = 1, \quad k = 1, 2, \ldots, K, \tag{41}
\]

and

\[
\sum_{u=1}^{n} h_{u,k_1} h_{u,k_2} = 0, \quad k_1 \neq k_2. \tag{42}
\]

It then follows that

\[
\|Q - HH^T\|_2^2 = \sum_{u=1}^{n} \sum_{w=1}^{n} (q(u, w) - h_u^T h_w)^2
\]

\[
= \sum_{u=1}^{n} \sum_{w=1}^{n} q(u, w)^2 - 2 \sum_{u=1}^{n} \sum_{w=1}^{n} q(u, w) (h_u^T h_w)
\]

\[
+ \sum_{u=1}^{n} \sum_{w=1}^{n} (h_u^T h_w)^2. \tag{43}
\]

Note that the first term in (43) is a constant. Since \(h_u^T h_w = \sum_{k=1}^{K} h_{u,k} h_{w,k}\), we have for the third term in (43) that

\[
\sum_{u=1}^{n} \sum_{w=1}^{n} (h_u^T h_w)^2
\]

\[
= \sum_{u=1}^{n} \sum_{w=1}^{n} \sum_{k=1}^{K} h_{u,k} h_{w,k}^2
\]

\[
= \sum_{u=1}^{n} \sum_{w=1}^{n} \sum_{k=1}^{K} h_{u,k} h_{w,k} h_{u,k_1} h_{w,k_2}
\]

\[
+ \sum_{u=1}^{n} \sum_{w=1}^{n} \sum_{k_1=1}^{K} \sum_{k_2 \neq k_1} \sum_{k_1=1}^{K} h_{u,k_1} h_{w,k_1} h_{u,k_2} h_{w,k_2}
\]

From (41), we have

\[
\sum_{u=1}^{n} \sum_{w=1}^{n} \sum_{k=1}^{K} h_{u,k} h_{w,k}^2 = K.
\]

Also, we have from (42) that

\[
\sum_{u=1}^{n} \sum_{w=1}^{n} \sum_{k_1=1}^{K} \sum_{k_2 \neq k_1} \sum_{k_1=1}^{K} h_{u,k_1} h_{w,k_1} h_{u,k_2} h_{w,k_2} = 0.
\]

Thus, \(\sum_{u=1}^{n} \sum_{w=1}^{n} (h_u^T h_w)^2\) is also a constant. It then follows from (43) and (39) that the minimization problem in (12) is the same as the minimization problem in (17).
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For the proof of Theorem 5, we need the following properties in Lemma 6 to show that the objective function is increasing after each update and thus converges to a local optimum in Theorem 5.

Lemma 6. ([34], Lemma 8.1.5) Suppose \(X\) is a random variable with the probability mass function \(P(X = k) = p_k, k = 1, 2, \ldots, K,\) and that \(g(X)\) is not a constant (w.p.1) for some \(g : \mathbb{R} \mapsto \mathbb{R}.\) Let

\[
\Lambda(\theta) = \log \left( \mathbb{E}[e^{\theta g(X)}] \right). \tag{44}
\]

Then for all \(\theta > 0,

\[
\frac{\mathbb{E}[g(X)e^{\theta g(X)}]}{\mathbb{E}[e^{\theta g(X)}]} > \mathbb{E}[g(X)].
\]

Now we prove Theorem 5. Suppose that \(u_0\) is the point updated in Step (7) of Algorithm 1. After the update, the
objective value in \((38)\) can be written as follows:

\[
\sum_{k=1}^{K} \left( \sum_{u \neq u_0} \sum_{w \neq u_0} q(u, w) h_{u,k} h_{w,k} + \sum_{w \neq u_0} q(u_0, w) \tilde{h}_{u_0,k} h_{w,k} + \sum_{u \neq u_0} q(u, u_0) \tilde{h}_{u_0,k} \tilde{h}_{u_0,k} + q(u_0, u_0) \tilde{h}_{u_0,k} \tilde{h}_{u_0,k} \right). \tag{45}
\]

Since \(q(u, w) = q(w, u)\) (symmetric) and \(q(u, u) = 0\) for all \(u\), we have from \((45)\) that the difference, denoted by \(\Delta_{\text{Obj}}\), between the objective value after the update and that before the update can be computed as follows:

\[
\Delta_{\text{Obj}} = 2 \sum_{k=1}^{K} \left[ \sum_{w \neq u_0} q(u_0, w) \tilde{h}_{u_0,k} h_{w,k} - \sum_{w \neq u_0} q(u_0, w) h_{u_0,k} h_{w,k} \right] = 2 \sum_{k=1}^{K} \left[ \tilde{h}_{u_0,k} \left( \sum_{w \neq u_0} q(u_0, w) h_{w,k} \right) - h_{u_0,k} \left( \sum_{w \neq u_0} q(u_0, w) h_{w,k} \right) \right] = 2 \sum_{k=1}^{K} \left[ \tilde{h}_{u_0,k} z_{u_0,k} - h_{u_0,k} z_{u_0,k} \right]. \tag{46}
\]

Now view \(z_{u_0,k}\) as \(g(k)\), \(h_{u_0,k}\) as \(P(X = k)\) in Lemma 6. Then

\[
\tilde{h}_{u_0,k} = \frac{e^{\theta z_{u_0,k}} h_{u_0,k}}{\sum_{\ell=1}^{K} e^{\theta z_{u_0,\ell}} h_{u_0,\ell}} = \frac{e^{\theta g(k)} h_{u_0,k}}{\mathbb{E}[e^{\theta g(X)}]} . \tag{47}
\]

Note from \((47)\) that \(\Delta_{\text{Obj}}\) can also be written as follows:

\[
\Delta_{\text{Obj}} = 2 \left[ \sum_{k=1}^{K} z_{u_0,k} \frac{e^{\theta z_{u_0,k}} h_{u_0,k}}{\sum_{\ell=1}^{K} e^{\theta z_{u_0,\ell}} h_{u_0,\ell}} - \sum_{k=1}^{K} h_{u_0,k} z_{u_0,k} \right] = 2 \left[ \frac{\mathbb{E}[g(X) e^{\theta g(X)}]}{\mathbb{E}[e^{\theta g(X)}]} - \mathbb{E}[g(X)] \right]. \tag{48}
\]

From Lemma 6, we conclude that \(\Delta_{\text{Obj}} > 0\) for all \(\theta > 0\). Since the objective values in \((38)\) are bounded, the objective values converge monotonically to a finite constant.