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ABSTRACT

In hyperspectral, high-quality spectral signals convey subtle spectral differences to distinguish similar materials, thereby providing unique advantage for anomaly detection. Hence fine spectra of anomalous pixels can be effectively screened out from heterogeneous background pixels. Since the same materials have similar characteristics in spatial and spectral dimension, detection performance can be significantly enhanced by jointing spatial and spectral information. In this paper, a spectral-spatial fusion anomaly detection (SSFAD) method is proposed for hyperspectral imagery. First, original spectral signals are mapped to a local linear background space composed of median and mean with high confidence, where saliency weight and feature enhancement strategies are implemented to obtain an initial detection map in spectral domain. Furthermore, to make full use of similarity information of local background around testing pixel, a new detector is designed to extract the local similarity spatial features of patch images in spatial domain. Finally, anomalies are detected by adaptively combining the spectral and spatial detection maps. The experimental results demonstrate that our proposed method has superior detection performance than traditional methods.
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1 Introduction

Hyperspectral images (HSI) are different from multispectral or panchromatic images, which record not only spatial distribution information of objects but also its spectral structure information. Hence, different materials can be distinguished by using their spectral features [Hou et al., 2018; Hou and Li, 2022]. These distinctive fine spectra like human fingerprints with uniqueness have shown great potential in target detection applications [Zhao et al., 2021].

However, prior knowledge of target spectrum is difficult to obtain in advance, which limits its application scenarios. In practical terms, by only analyzing spectral signals of hyperspectral images, it is possible to identify different objects. Therefore, hyperspectral imaging has shown great potential applications for various scenarios, such as scene classification [Hu et al., 2017], spectral unmixing [Villa et al., 2010], change detection [Hou et al., 2021a,b], target detection [Zhao et al., 2021], and anomaly detection [Liu et al., 2021; Hou et al., 2020], etc. Among these applications, anomaly detection has gotten a lot of attention due to its ability to recognize objects differing from the surrounding background only using spectral differences rather than prior spectrum [Hou et al., 2021c].

Hyperspectral anomaly detection aims to identify objects of interest that are spatially or spectrally different from its surrounding. Therefore, how to effectively select and mark anomalous pixels from an entire image has become the main challenge. For this challenge, various statistical and physical models have been reported.
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Assuming that background obeys multivariate Gaussian normal distribution, well-known Reed-Yu (RX) [1990] algorithm is proposed, where Mahalanobis distance is calculated to measure the similarity between testing pixel and background ones. When the whole image is considered as Gaussian background model, it is called global RX (GRX) [Reed and Yu 1990]. If RX detector estimates background model using local statistics, it is called local RX (LRX) [Molero et al. 2013]. However, the background cannot be simply described with a multivariate normal distribution because of its extremely complicated distribution. Therefore, some improved RX-based methods such as weighted RX (WRX) [Guo et al. 2014], linear filter RX (LFRX) [Guo et al. 2014], and kernel RX (KRX) [Kwon and Nasrabadi 2005] are investigated.

Compared with the above background statistics-based methods, some linear representation-based methods producing better detection performance have been proposed. For example, the collaborative representation detector (CRD) [Li and Du 2014] exploiting the similarity relationship between non-anomalous pixel and background pixels had achieved satisfactory detection performance, which represented the testing pixel linearly via its neighborhood pixels. However, the outliers in background pixels could degrade the representation accuracy. To generate relatively pure background pixels, a CRD with outlier removal anomaly detector (CRDBORAD) [Vafadar and Ghassanian 2017] was proposed, removing some suspected anomaly pixels. Subsequently, a CRD combined with principal component analysis (PCARoCRD) [Su et al. 2018] was put forward, where principal component analysis (PCA) was used for outlier removal. Considering the contributions of spatial information, a CRD-based local summation and inverse distance weight detector (LSADCRIDW) [Tan et al. 2019a] was proposed to make full use of the various local spatial distribution information of the neighboring pixels. Utilizing the least squares technique to purify background pixels as well as weighting the average saliency of the neighboring pixels into the detection map, CRD with background purification and saliency weight [10] (CRDBPSW) was put forward.

The third anomaly detection method, as the low-rank matrix decomposition serves as a powerful tool to exploit the intrinsic low-rank property of images [Candes et al. 2011]. These low rank representation (LRR)-based methods aim to find a low-dimensional subspace to represent the entire image with as few as possible atoms. Assume that the background pixel obeied a single subspace, the classical robust principal component analysis (RPCA) [Candes et al. 2011] method that decomposed the image matrix into a low-rank matrix and a sparse matrix, was proposed, where the sparse matrix was used for anomaly detection [Liu et al. 2012]. By applying the RX detector to the sparse matrix, the RPCA-RX [Liu et al. 2012] detector was proposed to perform anomaly detection. Different from RPCA, the LRR model used multiple subspaces to represent the data, with being more suitable for an HSI with complex background features. Subsequently, by adding a sum-to-one constraint, the low-rank representation sum-to-one (LRRSTO) [Xu et al. 2015a] mode was proposed for anomaly detection. Considering that the direct application of LRR model was sensitive to a tradeoff parameter, the LRR-based and Learned Dictionary (LRaLD) [Niu and Wang 2016] method was proposed, where the dictionary was learned from the entire image with a random selection processing. To make full use of the local background statistics information, single/multiple local windows-based LRRSTO (SL/W/LMLW_LRRSTO) [Tan et al. 2019b] method was proposed. As yet, many LRR-based methods, such as sparse representation (SRD) [Chen et al. 2011], low-rank and sparse representation (LRASR) [Xu et al. 2015b], and graph total variation regularized low rank representation (GTVLRR) [Cheng and Wang 2019], etc. have been published with better detection results.

Recently, deep learning-based methods have drawn increasing attention in hyperspectral anomaly detection. A transferred deep convolutional neural network detector (CNND) [Li et al. 2017] was the first attempt to train an anomaly detector using pixel pairs selected from a reference data. With the birth of autoencoders (AEs), various AEs such as spectral constrained adversarial AE (SC_AAE) [Xie et al. 2019], stacked denoising AEs (SDAs) [Zhao and Zhang 2018], and manifold-constrained AE network (MLW) [Lu et al. 2019a], etc. were introduced into hyperspectral anomaly detection [Wang et al. 2022]. Zhao et al. [2017]. They usually achieved outstanding judge for anomalous pixels via the spectral signal; nevertheless, the spatial features were ignored.

To address the above problems, an effective spectral-spatial fusion anomaly detection (SSFAD) framework is designed in this paper. In the spectral domain, a local median-mean line (LMML) projection method is proposed, where local adjacent pixels surrounding the testing pixel are mapped into the median-mean line to rectify the position of the background samples. In addition, a monotonic increasing function based on inverse distance weight (IDW) [Tan et al. 2019a] is used to further increase the gap between the anomalous and the local background pixels. The spectral feature map is obtained by a saliency weight-based detector. In the spatial domain, a local spatial similarity measurement method is proposed to fully use of spatial similarity features of local background. Finally, an adaptive score strategy is proposed to determine the fusion coefficients of the two complementary parts.

The main contributions can be summarized as follows.

1) A novel dual-pipeline framework is proposed for hyperspectral anomaly detection, where spectral and spatial features are fused by the proposed adaptive score strategy to further highlight anomaly.
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Figure 1: Framework of proposed SSFAD detector for hyperspectral anomaly detection.

Figure 2: Illustration of the projection of testing pixel $x_i$ on LMML.

2) In spectral domain, LMML projection and feature enhancement strategies were proposed to increase the discrimination between anomalous and background pixels.

3) When extracting spatial features, a local spatial similarity measurement method is designed to improve the detection effect by exploiting intrinsic local pixels relation.

The remainder of this article is organized as follows. In Section II, a detailed description of the proposed framework is presented. In Section III, four real datasets are utilized to verify the proposed method, and the parameters and results are analyzed and discussed. The conclusion is drawn in Section IV.

2 Proposed Detection Method

During background modeling in traditional methods, anomalous pixels are judged by the spectral signals, while the spatial features were ignored. Homogeneous pixels in the background may affect the detection performance. Thus, it is necessary to maximize the spatial texture between background and anomaly. Fig. 1 displays a flowchart of the proposed SSFAD framework, which consists of the following steps. To begin, spectral feature map is obtained by LMML, feature enhancement and saliency weight strategies. After that, spatial feature map is extracted by local spatial similarity measurement. Finally, two complementary detection maps are adaptive fused to highlight anomaly.

2.1 Spectral Domain-Based Anomaly Feature Extraction

In anomaly detection, covariance statistic-based methods rely excessively on the accuracy of background statistics. In hyperspectral imaging, the spectral curve is easily disturbed by various complex factors such as noise and dark current causing the oscillation of spectral curves. Moreover, in real scenarios, anomalous targets play outlier roles to contaminate the background data, which hinders the accurate estimation of the background pixels. Both phenomena could seriously degrade the performance of covariance statistic-based anomaly detection methods. In this paper, to degrade the negative effect on the mean and covariance matrix caused by anomalous pixels [Imani 2017], a LMML projection method is proposed to rectify the position of background samples. Specifically, all the neighborhood pixels inside the outer window $\omega_{\text{out}}$ of testing pixel are projected into LMMML space.

$$\hat{x}_i = (1 - \eta_i)M + \eta_i m, \quad i = 1, 2, \cdots, N,$$  

(1)
When the spectral signal of testing pixel is significantly different from that of its adjacent pixels, the pixel is regional

where $M$ and $m$ are the median value and mean value, respectively. $\eta_i \in [0, 1]$ denotes the position parameter. $N = \omega_{\text{out}} \ast \omega_{\text{in}}$, which represents the number of pixels in the local window centered on the testing pixel $x_i$. As shown in Fig. [2] the connecting line between pixel $x_i$ and its projection point $\hat{x}_i$ is perpendicular to the median-mean line. According to the geometric theory, there is,

\[
(1 - \eta_i)M + \eta_i m - x_i \cdot (m - M) = 0,
\]

then,

\[
\eta_i = \frac{(x_i - M) \cdot (m - M)}{(m - M) \cdot (m - M)}, \quad i = 1, 2, \ldots, N.
\]

After the LMML operation, local pixels are mapped in the median-mean direction, while outliers are distributed in sides of the median-mean line. The farther away from the median and mean points, the higher the probability of anomalies. Furthermore, an adaptive local background prototype is obtained via the LMML projection, where the projection point of each pixel is used as the rectified background pixels to calculate the local covariance matrix.

Inspired by [Lei et al., 2019], where a suppression function is used to construct a discriminative feature space. Hence, to further enlarge the difference between background and anomalous pixels, a novel monotonic increasing function is proposed, which is formulated as,

\[
\begin{cases}
\hat{x}_s = (1 - \exp(-\frac{1}{2}\|\hat{y}_j - \hat{x}_s \cdot \text{IDW}\|_2^2)) \cdot (\hat{y}_j - \hat{x}_s \cdot \text{IDW})^T, \\
\quad s = 1, 2, \ldots, S
\end{cases}
\]

where $\hat{y}_j$ and $\hat{x}_s$ represent the projection vectors of the testing pixel and its neighborhood pixels between the outer window $\omega_{\text{out}}$ and the inner window $\omega_{\text{in}}$ in LMML space, respectively. $S = \omega_{\text{out}} \ast \omega_{\text{in}} - \omega_{\text{in}} \ast \omega_{\text{in}}$, which is the number of neighborhood pixels. IDW denotes the inverse distance weight [Tan et al., 2019], which is used to make the most of the space-varying information where the closer the testing pixel is, the higher the similarity between the background pixels and the testing pixel will be. It is formulated as,

\[
\begin{align*}
\text{IDW}(\hat{y}_j, \hat{x}_s) &= \frac{h_{\text{in}}^{-2}}{\sum_{l \neq j} h_{\text{out}}^{-2}} \\
h_s &= \sqrt{(i - k)^2 + (j - l)^2}
\end{align*}
\]

where $(i, j)$ and $(k, l)$ denote the geometric coordinates of testing pixel $\hat{y}_j$ and its any neighborhood pixel $\hat{x}_s$, respectively. The feature map in spectral domain is obtained by,

\[
r = \hat{y} \sum^{-1} \hat{y}^T
\]

where $\sum$ denotes the covariance matrix of the local background pixels $\hat{x}_s$ between the inner window and the outer window.

In addition, considering the influence of adjacent pixels contained in an inner window on the testing pixel, a saliency weight [Hou et al., 2021c] is used,

\[
\begin{cases}
d_{\text{sal}}(\hat{x}_i, \hat{y}) = \frac{d_{\text{pos}}(\hat{x}_i, \hat{y})}{1 + c \cdot d_{\text{pos}}(\hat{x}_i, \hat{y})}, \\
i = 1, 2, \ldots, M
\end{cases}
\]

where $d_{\text{sal}}$ denotes the saliency distance between the testing pixel $\hat{y}$ and its any neighborhood pixel $\hat{x}_i$ contained in the inner window. $M = \omega_{\text{in}} \ast \omega_{\text{in}} - 1$ is the number of adjacent pixels contained in the inner window. $c$ is a constant that could cause little effect on the result. As suggested by [Hou et al., 2021c], its value is set to 1. $d_{\text{spe}}$ and $d_{\text{pos}}$ represent the spectral distance and position distance respectively, which are formulated as,

\[
\begin{align*}
d_{\text{spe}}(\hat{x}_i, \hat{y}) &= \arccos\left(\frac{\hat{x}_i \cdot \hat{y}}{\|\hat{x}_i\|_2 \cdot \|\hat{y}\|_2}\right) \\
d_{\text{pos}}(\hat{x}_i, \hat{y}) &= \sqrt{(i - k)^2 + (j - l)^2}
\end{align*}
\]

Finally, average all saliency distances to produce the saliency weight of the testing pixel,

\[
w_{\text{sal}} = \frac{\sum_{i=1}^{M} d_{\text{sal}}}{M}.
\]

When the spectral signal of testing pixel is significantly different from that of its adjacent pixels, the pixel is regional saliency. Therefore, the final detection result in spectral domain is reformulated as,

\[
r_1 = \hat{y} \sum^{-1} \hat{y}^T \cdot w_{\text{sal}}.
\]
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2.2 Spatial Domain-Based Anomaly Feature Extraction

If the testing pixel is anomalous, its spatial structure would differ from ones of the neighborhood background. To calculate the spatial structure similarity between the testing pixel and its neighborhood background, a novel local spatial similarity measurement method is formulated as,

\[
    r_2 = \min\left( \frac{\text{tr}(B_y - B_{Z_i})^T \ast \text{tr}(B_y - B_{Z_i}))}{i = 1, 2, \ldots, 8 \ast \omega} \right),
\]

where \( B_y \) denotes the center window (see the green window in Fig. 3) centered on testing pixel, \( B_{Z_i} \) is the neighborhood background window (highlighted as the blue window in Fig. 3), and \( \omega \) represents the size of spatial structure window. The local spatial similarity of the center window is calculated following Fig. 3. By sliding the blue window clockwise around the green window, the local spatial similarity information around the center window is obtained. Theoretically, different sizes and shapes should be selected for the spatial structure window for a better adaption to the local characteristics in images. For simplicity, the inner green window is regarded as the spatial structure window. In addition, the size of local background window is set as \( \omega \). The most similar spatial structure window are searched from its background area. By Eq. 12, the spatial structure similarity between center window around testing pixel and its neighborhood background windows is obtained. The bigger the similarity, the smaller the value, and the more likely it is to be background, and vice versa.

2.3 Spectral-Spatial Fusion Anomaly Detection

To highlight anomalous targets, two complementary detection maps are adaptively fused. Single feature cannot detect anomaly well in complex scenario, therefore, a fusion strategy is adopted here. A linear score function shown in Eq. 13 is employed as the fusion strategy.

\[
    R = a \ast R_1 + b \ast R_2,
\]

where \( R \) is the finally anomaly detection result. \( a \) and \( b \) are the corresponding weight factors. It is difficult to tune \( a \) and \( b \) experientially to obtain an optimal value, and a general option is the average pooling operation. That is, \( a = b = 0.5 \).

In this paper, a score mechanism is proposed to adaptively determine the values of \( a \) and \( b \), which is formulated as,

\[
    \begin{align*}
    a &= \frac{\sqrt{\lambda_{\text{max}}(R_1^T R_1)}}{\sqrt{\lambda_{\text{max}}(R_1^T R_1)} + \sqrt{\lambda_{\text{max}}(R_2^T R_2)}}, \\
    b &= \frac{\sqrt{\lambda_{\text{max}}(R_2^T R_2)}}{\sqrt{\lambda_{\text{max}}(R_1^T R_1)} + \sqrt{\lambda_{\text{max}}(R_2^T R_2)}},
    \end{align*}
\]

where \( \lambda_{\text{max}}(\cdot) \) takes the maximal eigenvalue of a matrix. Such adaptive score strategy could help to increase the detection performance.

3 Experiments and Discussion

3.1 Datasets Description

In this section, to evaluate the performance of the proposed detector, experiments are conducted on four hyperspectral images. The first image [Kang et al., 2017] was obtained by airborne visible/infrared imaging spectrometer (AVIRIS) sensor over Gulfport area on July 7, 2010. This Gulfport image has spatial resolution of 3.4 m, consists of 100 \( \times \) 100 pixels and 191 spectral bands after removing the invalid bands, where the anomalies refer to the airplanes. The scenario and its ground-truth map are shown in Fig. 4(a) and Fig. 4(b).
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Figure 4: The pseudo color presentation of (a) Gulfport, (b) Pavia Centra, (c) Gainesville, (d) Cri; the ground-truth map of (e) Gulfport, (f) Pavia Centra, (g) Gainesville, (h) Cri.

Table 1: The optimal parameters of various detectors in different datasets.

| Methods   | Gulfport | Pavia Centra | Gainesville | Cri    |
|-----------|----------|--------------|-------------|--------|
| LRX       | (17,15)  | (25,5)       | (9,7)       | (19,15)|
| CRD       | (23,15,10^{-6}) | (7,5,10^{-6}) | (9,7,10^{-6}) | (19,9,10^{-6}) |
| RPCA-RX   | 0.01     | 0.01         | 0.01        | 0.001  |
| GTVLRR    | (0.5,0.2,0.1) | (0.7,0.4,0.05) | (0.005,1,0.5) | (0.005,1,0.5) |
| 2S-GLRT   | (13,11)  | (21,5)       | (9,5)       | (25,15) |
| SSFAD     | (5,3)    | (5,3)        | (5,3)       | (17,15) |

The second image [Kang et al., 2017], [Bitar et al., 2019] was acquired by the Reflective Optics System Imaging Spectrometer (ROSIS) airborne sensor during a flight campaign over Pavia, northern Italy. Its size and geometric resolution are 150 × 150 × 115 and 1.3 m, respectively. 102 bands are retained as the noisy bands are discarded. The Pavia Centra image mainly contains a background of water and a bridge and some anomalies of vehicles, of which the scenario and the ground-truth map are given in Fig. 4(b) and Fig. 4(f).

The third dataset [Kang et al., 2017] of spatial resolution 3.5 m is an urban scene of Gainesville located on the north central of Florida, USA, obtained by AVIRIS on September 4, 2010. It consists of 191 image bands of size 100 × 100. Fig. 4(c) and Fig. 4(g) depict the Gainesville image and its corresponding ground truth, respectively.

The fourth dataset [Huyan et al., 2018], [Zhang et al., 2015] was acquired by the Nuance Cri Hyperspectral sensor at the spectral resolution of 10 m and in the wavelength range of [650, 1100] nm. The Cri image of size 400 × 400 × 46 captures a grassland corrupted by 10 rock anomalies of pixel 2261. The pseudo color image is shown in Fig. 4(d), while the contained anomalies can be clearly observed in Fig. 4(h).

Table 2: AUC values (%) of different fusion strategies in SSFAD. The maximum value is highlighted by red

| Methods        | Gulfport | Pavia Centra | Gainesville | Cri   |
|----------------|----------|--------------|-------------|-------|
| average pooling| **99.309**| **99.843**   | **98.903**  | **99.614** |
| adaptive score | 99.307   | **99.882**   | **98.970**  | **99.751** |
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3.2 Parameters setting

To effectively verify the performance of the proposed SSFAD method, six widely-used anomaly detectors, e.g. GRX, LRX, CRD, RPCA-RX, GTVLRR and 2S-GLRT, are employed for evaluation. Meanwhile, for qualitative and quantitative comparisons, statistical separability analysis [Hou et al. 2021d], receiver operating characteristic (ROC) [Hanley and McNeil 1982] and area under the curve (AUC) metric are utilized as the main criteria.

The choices of parameters are important for these methods with parameters, by which its detection performance is greatly affected. For a fair comparison, the parameters of all considered methods are carefully tuned following their experiences, to generate their best detection results. As suggested in Liu et al. [2021], Hou et al. [2021d], for the LRX and SSFAD, by varying the outer window size $\omega_{\text{out}}$ from 5 to 25 and the inner window size $\omega_{\text{in}}$ from 3 to 15, the optimal detection performance under different window sizes $(\omega_{\text{out}}, \omega_{\text{in}})$ is collected. For the CRD, by fixing $\lambda$ as $10^{-6}$ and varying $\omega_{\text{out}}$ from 5 to 25 and $\omega_{\text{in}}$ from 3 to 15, the optimal detection performance under different window sizes is selected. For the RPCA-RX, the optimal parameter $\lambda$ is selected from $10^{-4}$ to $10^{4}$ for comparative experiments. As to the GTVLRR, the K-means method is used to construct dictionary referring to Cheng and Wang [2019], Liu et al. [2021], and empirical parameters ($\lambda$, $\beta$, $\gamma$) are firstly set to (0.5, 0.2, 0.05). Then, by fixing $\beta$ and $\gamma$, and varying $\lambda$ in [0.005, 0.05, 0.1, 0.3, 0.5, 0.7, 1], the optimal $\lambda$ under different values is selected. Similarly, by fixing the selected $\lambda$ and default $\gamma$, and varying $\beta$ in [0.005, 0.05, 0.1, 0.2, 0.4, 0.7, 1], the optimal $\beta$ is selected. In the same way, the optimal $\gamma$ is selected in [0.005, 0.01, 0.02, 0.05, 0.1, 0.2, 0.5]. The optimal parameters of various detectors are listed in Table 1.

Figure 5: Statistical separability analysis for different datasets: (a) Gulfport; (b) Pavia Centra; (c) Gainesville; (d) Cri.
A spectral-spatial fusion anomaly detection method for hyperspectral imagery

Figure 6: ROC curves for different datasets: (a) Gulfport; (b) Pavia Centra; (c) Gainesville; (d) Cri.

Table 3: AUC values (%) of various anomaly detectors using different datasets. The top two values are highlighted by red and blue.

| Methods   | Gulfport | Pavia Centra | Gainesville | Cri   |
|-----------|----------|--------------|-------------|-------|
| GRX       | 95.260   | 95.380       | 95.128      | 91.342|
| LRX       | 96.942   | 95.973       | 97.690      | 75.251|
| CRD       | 97.927   | 94.072       | 93.930      | 87.267|
| RPCA-RX   | 95.348   | 95.906       | 95.861      | 91.478|
| GTVLRR    | **99.691** | 97.636      | 88.604      | 93.429|
| 2S-GLRT   | 91.831   | **98.676**   | 94.856      | **95.403** |
| SSFAD     | **99.307** | **99.882**  | **98.970**  | **99.751** |

Table 4: Execution time of various anomaly detectors using different datasets (unit: seconds).

| Methods   | Gulfport | Pavia Centra | Gainesville | Cri   |
|-----------|----------|--------------|-------------|-------|
| GRX       | 0.08     | 0.08         | 0.12        | 0.32  |
| LRX       | 39.57    | 50.98        | 34.14       | 91.59 |
| CRD       | 69.97    | 4.79         | 3.87        | 866.59|
| RPCA-RX   | 2.61     | 2.19         | 2.56        | 7.76  |
| GTVLRR    | 61.06    | 88.89        | 49.40       | 981.47|
| 2S-GLRT   | 74.36    | 48.11        | 36.60       | 4272.53|
| SSFAD     | 50.44    | 44.67        | 47.67       | 3197.97|
3.3 Detection Performance

Statistical separability analysis [Liu et al. 2021, Zhao et al. 2021], also known as boxplot, has been widely used as a performance assessment in hyperspectral anomaly detection, target detection, and change detection. Essentially, the boxplot is used to reflect the distribution characteristics of various detection results, where the separation degree between different categories is judged by the interval between different boxes. Herein, the separability and the suppression level between anomaly and background is evaluated by statistical separability analysis, where the red and green boxes represent the anomalous and background pixels, respectively. The interval between the red and green box represents the separability between the anomalous and background pixels, while the height of the green box means the suppression degree of these methods to the background. Generally, a shorter green box corresponds to a stronger background suppression, refelcting a better separation for background and anomaly.

The detection performance of the considered algorithms on four experimental datasets is displayed. As can be seen from Fig. 5(a) that the intervals between the red and green boxes of SSFAD and GTVLRR are larger than those of the GRX, LRX, CRD, RPCA-RX and 2S-GLRT, which indicates that both methods can separate the anomalies well from the background. In addition, SSFAD is slightly better than GTVLRR towards interval, and perform the shortest green box. Thus, this proposed method can suppress the background better in the Gulfport dataset. Fig. 5(b) shows that except CRD, the compared detectors can effectively suppress the background of the Pavia Centra dataset. Obviously, SSFAD achieves the best separability than the others. From Fig. 5(c) and Fig. 5(d), it can be seen that SSFAD produces the widest interval when compared with other six detectors, i.e., GRX, LRX, CRD, RPCA-RX, GTVLRR and 2S-GLRT. Comprehensively, the proposed SSFAD can separate anomalies from background more effectively.

For an accuracy evaluation, the ROC curves of each detector on the experimental images are plotted in Fig. 6. The closer the curve is to the upper left corner, the better the detection performance. As Fig. 6(a) depicted, the GRX shows the worst performance. The green and black curves are closer to the upper left corner than others, representing that GTVLRR and the proposed SSFAD both achieve good detection performance, and GTVLRR is slightly better than SSFAD. The experimental results shown in Figs. 6(b)-(d) reveal the obvious advantage of the proposed SSFAD when detecting the Pavia Centra, Gainesville, and Cri dataset, because the black curve is closest to the upper left corner.

The AUC values of different fusion strategies are compared in Table 2. Obviously, the proposed adaptive score strategy achieves better results than the average pooling strategy, especially in Cri dataset. This also further confirms that the adaptive score strategy can better highlight anomaly than the average pooling strategy. In addition, the AUC values of various methods on different datasets are listed in Table 3. By comparing these AUC values, the almost best performance of proposed SSFAD can be observed. Especially on the Cri dataset, the improvement of SSFAD approaches to 4% when compared with the second best detector. Table 4 provides the execution time of the compared methods, where the mediocre time performance of the proposed SSFAD is exposed. Such unideal time consuming probably is caused by the computational cost of matrix inversion operation and saliency weight calculation increasing with the size of the additional local window. Whatever, the ordinary time performance can hardly cover the superiorities of the proposed SSFAD towards hyperspectral anomaly detection.

4 Conclusions

In this paper, a novel dual-pipeline framework that extracted spatial and spectral features separately and then fused them adaptively was proposed for hyperspectral anomaly detection. In spectral domain, original spectral signal was first mapped to a local median-mean linear background, and then saliency weight and feature enhancement strategies were implemented to obtain an initial detection map. In spatial domain, a new detector was designed to fully excavate the similarity spatial information of local patches around center window. Finally, anomalies were detected by jointly considering the spectral and spatial detection maps. Experimental results on four real hyperspectral datasets confirmed that the proposed SSFAD method had superior background suppression ability and excellent detection performance than traditional anomaly detection methods.
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