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Abstract

We derive upper and lower bounds for the policy regret of T-round online learning problems with graph-structured feedback, where the adversary is nonoblivious but assumed to have a bounded memory. We obtain upper bounds of $\tilde{O}(T^{2/3})$ and $\tilde{O}(T^{3/4})$ for strongly-observable and weakly-observable graphs, respectively, based on analyzing a variant of the Exp3 algorithm. When the adversary is allowed a bounded memory of size 1, we show that a matching lower bound of $\tilde{\Omega}(T^{2/3})$ is achieved in the case of full-information feedback. We also study the particular loss structure of an oblivious adversary with switching costs, and show that in such a setting, non-revealing strongly-observable feedback graphs achieve a lower bound of $\tilde{\Omega}(T^{2/3})$, as well.

1 Introduction

The canonical setting of online learning involves a repeated game between a player and an adversary [1]. At each round, the player chooses an action in the action space, and the adversary reveals the losses (equivalently, rewards) corresponding to the action. Such games may be characterized via their forms of feedback, two types of which are particularly popular: either the player observes the losses of all actions, which is known as the full-information game; or the player only observes the loss of the chosen action, which is known as the multi-armed bandit problem. More generally, we may consider the notion of graph-structured feedback introduced by Mannor et al. [2]. A feedback graph $G = (V, E)$ is a directed graph where each node $i \in V$ represents an action, and an edge $(i, j) \in E$ means the player observes the loss of action $j$ when choosing action $i$. Accordingly, full-information feedback is represented by a complete graph with self-loops and bandit feedback is represented by a graph with only self-loops (see Figure 1). Other settings include the apple tasting problem [3] and the revealing action game. The goal of the player in a $T$-round online learning game is to attain order $o(T)$ regret, in which case the player is considered to be “learning.”

Another important characterization of online games is the dependency of the adversary’s loss functions on the player’s actions. If an adversary’s losses do not depend on the player’s past actions, it is known as an oblivious adversary; otherwise, it is called adaptive or nonoblivious. Arora et al. [4] showed that if the adversary’s strategy is allowed to depend on an arbitrary number of previous actions, the minimax regret—defined as the regret when both the player and the adversary behave optimally—becomes $\Omega(T)$. Hence, a weaker adversary is required for learnability. The same paper demonstrated that mini-batching an algorithm with $O(T^q)$ regret for oblivious adversaries leads to $O(T^{1/(2-q)})$ policy regret for nonoblivious adversaries with bounded memory. A specific class of
unit-memory adversaries of particular interest corresponds to oblivious adversaries with switching costs. Although the minimax regret was shown to be $\Theta(T^{1/2})$ in the case of full-information games and $\tilde{\Theta}(T^{2/3})$ in the case of bandit feedback \cite{5,6}, the gap between $\tilde{O}(T^{2/3})$ upper bounds and $\Omega(T^{1/2})$ lower bounds for the more general class of adversaries with unit memory in the case of full-information feedback has remained unaddressed.

For the problem of general feedback graphs with oblivious adversaries, Alon et al. \cite{7,8} showed that the regret is characterized by certain characteristics of the graph structure involving domination numbers and independent sets. This leads to three different regret regimes for minimax regret: $\tilde{\Theta}(T^{1/2})$, $\tilde{\Theta}(T^{2/3})$, and $\Theta(T)$, which may be compared with the different rates of learning for partial monitoring games \cite{9}. The goal of this paper is to analyze the policy regret for online games with graph-structured feedback when the adversary is nonoblivious.

We make the following contributions:

- In the case of bounded-memory adversaries, we show that a mini-batched version of the Exp3.G algorithm achieves $\tilde{O}(T^{2/3})$ regret for strongly-observable graphs and $\tilde{O}(T^{3/4})$ regret for weakly-observable graphs.

- For adversaries with bounded memory of size 1, we derive a lower bound of $\tilde{\Omega}(T^{2/3})$ for full-information games, closing a gap in the current literature. Consequently, if we restrict our attention to strongly-observable graphs and adversaries with memory of size 1, the minimax regret is $\tilde{\Theta}(T^{2/3})$.

- For oblivious adversaries with switching costs, we derive a lower bound of $\tilde{\Omega}(T^{2/3})$ for non-revealing strongly-observable graphs, showing that the minimax regret is $\tilde{\Theta}(T^{2/3})$ for these classes of games.
• In the case of a weakly-observable graph corresponding to a revealing action game, where the adversary is again oblivious with switching costs, we show that the minimax regret is $\Theta(T^{2/3})$.

Our contributions are summarized in Table 1 and Figure 2 of Appendix A, and highlighted in boldface.

The remainder of the paper is organized as follows: In Section 2, we provide background and notation for online learning with adaptive adversaries and feedback graphs. In Sections 3 and 4, we derive our upper and lower bounds on policy regret. In Section 5, we consider a special revealing action game. We conclude in Section 6 by discussing open questions related to our work. For proof details, we refer the reader to the extended version of the paper.

**Notation:** We write $A_{1:n}$ to denote the sequence $(A_1, A_2, \ldots, A_n)$. When $m$ is a positive integer, we write $[m]$ to denote the sequence $1, 2, \ldots, m$. We write $i^t$ to denote $t$ copies of a fixed action $i$.

## 2 Background and preliminaries

We begin by formalizing some notation and reviewing the notion of policy regret. We then introduce several graph-theoretic notions arising in the setting of feedback graphs.

### 2.1 Types of regret

Consider a $T$-round game with an oblivious adversary, and denote the space of possible actions by $\mathcal{X}$. Denote the player’s action at time $t$ by $X_t$, and denote the loss function chosen by the adversary by $f_t : \mathcal{X} \mapsto [0, 1]$. The **standard regret** is then defined as follows:

$$R_{T}^{\text{std}} = \sum_{t=1}^{T} f_t(X_t) - \min_{x \in \mathcal{X}} \sum_{t=1}^{T} f_t(x).$$

In other words, the regret compares the cumulative loss of the player’s actual actions to the cumulative loss of the best fixed action in hindsight. If $\mathcal{F}$ denotes the space of all oblivious loss sequences, the player seeks to minimize $\sup_{f_1 : \mathcal{X} \subseteq \mathcal{F}} \mathbb{E}[R_{T}^{\text{std}}]$, where the expectation is taken with respect to any possible randomness in the player’s strategy. Hence, the difficulty of a game may be characterized by the **minimax regret**: If $\mathcal{A}$ denotes the class of strategies available to the player, the minimax regret is defined as $\inf_{\mathcal{A}} \sup_{\mathcal{F}} \mathbb{E}[R_{T}^{\text{std}}]$.

When the adversary is allowed to adapt to the player’s actions, we use a slightly different notion of regret. In such a setting, the loss functions determined by the adversary may depend on past actions of the player, which we denote by the functions $f_t : \mathcal{X}^t \mapsto [0, 1]$. The best fixed action of the player may incur a different loss sequence than the sequence of loss functions encountered by the player in a strategy that switches between actions. Accordingly, Arora et al. [4] introduced the notion of **policy regret**:

$$R_{T} = \sum_{t=1}^{T} f_t(X_{1:t}) - \min_{x \in \mathcal{X}} \sum_{t=1}^{T} f_t(x, \ldots, x).$$

In this paper, we will generally use the term “regret” to refer to policy regret, unless explicitly stated otherwise. Accordingly, we wish to characterize the quantity

$$\inf_{\mathcal{A}} \sup_{\mathcal{F}} \mathbb{E}[R_{T}], \quad (1)$$
Note that $R_T = R_T^{\text{std}}$ when the adversary is oblivious, since $f_t(X_{1:t}) = f_t(X_t)$ and $f_t(x, \ldots, x) = f_t(x)$. Hence, any lower bound on the standard regret for oblivious adversaries translates into a lower bound on the policy regret for oblivious (and nonoblivious) adversaries.

We will be particularly interested in the subclass of adaptive adversaries with bounded memory. If the loss function can only depend on the most recent actions of the player, the adversary is called \textit{adaptive with bounded memory of size $m$}. In other words, the loss functions take the following form:

$$f_t(X_1, \ldots, X_t) = f_t(X'_1, \ldots, X'_{t-m-1}, X_{t-m}, \ldots, X_t),$$

for any $X_{1:t} \in \mathcal{X}^t$ and $X'_{1:(t-m-1)} \in \mathcal{X}^{t-m-1}$. Note that if the loss function is oblivious, corresponding to an adversary with memory of size 0, we have

$$f_t(X_1, \ldots, X_t) = f_t(X'_1, \ldots, X'_{t-1}, X_t).$$

A further subclass of adaptive adversaries with bounded memory of size 1 is the class of \textit{oblivious adversary with switching costs}, obtained by first picking a sequence of oblivious losses $\{\ell_t\}$, and then defining the overall loss sequence as

$$f_1(X_1) = \ell_1(X_1),$$

$$\forall t \geq 2, \quad f_t(X_{t-1}, X_t) = \ell_t(X_t) + 1_{\{X_t \neq X_{t-1}\}}. \tag{2}$$

2.2 Feedback graphs

Given a feedback graph $G = (V, E)$, we define $N^\text{in}(v) = \{w : (w, v) \in E\}$ and $N^\text{out}(v) = \{w : (v, w) \in E\}$, for all $v \in V$.

Alon et al. [7] introduced two types of feedback graphs in their study of oblivious adversaries, which we also adopt in this paper. We review two important definitions:

\textbf{Definition 1} (Observability). Given graph $G = (V, E)$,

1. A node $v \in V$ is observable if $N^\text{in}(v) \neq \emptyset$.
2. $v \in V$ is strongly-observable if either (i) $\{v\} \subseteq N^\text{in}(v)$, (ii) $V \setminus \{v\} \subseteq N^\text{in}(v)$, or both.
3. A node that is observable but not strongly-observable is called weakly-observable.
4. A graph $G$ is observable if all its vertices are observable, and strongly-observable if all its vertices are strongly-observable. A graph is weakly-observable if it is observable, but not strongly.

We call an online learning problem \textit{strongly-observable} (respectively, \textit{weakly-observable}) if the feedback graph is strongly-observable (respectively, weakly-observable). Throughout the paper, we assume that the player knows the graph structure, and the structure remains unchanged. Thus, when deriving bounds on the minimax regret (1), we may assume that the space of loss sequences is defined over a fixed feedback graph, rather than a class of potential graphs.

\textbf{Definition 2} (Weak Domination). Given a directed graph $G = (V, E)$ with a set of weakly-observable nodes $U \subseteq V$, a weakly dominating set $D \subseteq V$ is a set such that $\forall v \in U, \exists d \in D$ such that $v \in N^\text{out}(d)$. The weak domination number $\delta = \delta(G)$ is the size of the smallest weakly dominating set.

Finally, we introduce a concept of revealability:

\textbf{Definition 3} (Revealability). We call a strongly-observable graph $G = (V, E)$ revealing if $N^\text{in}(u) \cap N^\text{in}(v) \neq \emptyset$ for all $u, v \in V$. If $G$ is not revealing, we call $G$ non-revealing.
3 Upper Bounds

In this section, we derive upper bounds for policy regret with strongly-observable and weakly-
observable feedback graphs. The main idea is to create a mini-batched version of the Exp3.G
algorithm of Alon et al. [7] (stated as Algorithm 3 in Appendix B), using a technique of Arora et
al. [4]: Rounds are partitioned into batches of length $\tau$, and for each batch, an action is selected
according to Exp3.G and played $\tau$ times. Average losses are then fed back to the Exp3.G algorithm.

Algorithm 1 Mini-batched Exp3.G

| Input: | Time horizon $T$, adversary’s memory size $m$, mini-batch size $\tau > m$, Exp3.G algorithm $A$ |
| Output: | A sequence of actions $X_{1:T}$ |
| 1: | Set $J = \lceil T/\tau \rceil$ |
| 2: | for $j = 1, 2, \ldots, J$ do |
| 3: | Use $A$ to choose action $Z_j$, set $X_{(j-1)\tau+1:j\tau} = Z_j$ |
| 4: | for $t = 1, 2, \ldots, \tau$ do |
| 5: | Play $Z_j$ |
| 6: | end for |
| 7: | Gather loss $\frac{1}{\tau} \sum_{t=(j-1)\tau+1}^{j\tau} f_t(X_{1:t})$ and feed to $A$ |
| 8: | end for |
| 9: | for $t = J\tau + 1, \ldots, T$ do |
| 10: | Use $A$ to choose action $X_t$ |
| 11: | end for |
| 12: | return $X_{1:T}$ |

Alon et al. [7] proved that the Exp3.G algorithm obtains $\tilde{O}(\sqrt{T})$ regret for strongly-observable
feedback graphs and $\tilde{O}(T^{2/3})$ regret for weakly-observable graphs. However, these bounds are
obtained against oblivious loss sequences. In order to apply the result of Arora et al. [4] (cf. Lemma 2 in Appendix C), we first need to modify these bounds to adaptive opponents. This is
stated in the following theorem. Recall that the independence number of a graph is the cardinality
of the largest subset of vertices that are not connected by any edges.

**Theorem 1.** Let $G = (V, E)$ be a feedback graph with $K = |V|$, independence number $\alpha = \alpha(G)$,
and weakly dominating number $\delta = \delta(G)$. Let $D$ be a weakly dominating set such that $|D| = \delta$. The
expected standard regret $\mathbb{E}[R_{T}^{\text{std}}]$ of the Exp3.G algorithm against any adaptive adversary satisfies
the following:

1. If $G$ is strongly-observable, then for $U = V$, $\gamma = \min \left\{ \left( \frac{1}{\alpha T} \right)^{1/2}, \frac{1}{2} \right\}$, and $\eta = \frac{1}{2} \gamma$, the expected
standard regret against any adaptive loss sequence is $O \left( \alpha^{1/2} T^{1/2} \ln(KT) \right)$.

2. If $G$ is weakly-observable and $T \geq K^{3} \ln(K)/\delta^{2}$, then for $U = D$, $\gamma = \min \left\{ \left( \frac{\delta \ln K}{T} \right)^{1/3}, \frac{1}{2} \right\}$,
and $\eta = \frac{\alpha^{2}}{\delta}$, the expected standard regret against any adaptive loss sequence is $O \left( \left( \delta \ln K \right)^{1/3} T^{2/3} \right)$.

The proof of Theorem 1 is provided in Appendix C.2. Combining Lemma 2 in Appendix C with
Theorem 1, we obtain the desired upper bound:

**Theorem 2.** The mini-batched version of Exp3.G (Algorithm 1) against adversaries with memory
of size $m$ achieves $\tilde{O}(T^{2/3})$ policy regret if $G$ is strongly-observable, and $\tilde{O}(T^{3/4})$ policy regret if $G$
is weakly-observable.
The upper bound holds for any adaptive adversary with bounded memory, indicating that online learning problems do not become harder even if the adversary’s memory is bounded by a larger constant. We show that this upper bound may not always be tight: For example, for oblivious adversaries with switching costs, we will show in Section 5 that a revealing action feedback graph leads to a minimax regret bound of $\Theta(T^{2/3})$, even though the graph is weakly-observable.

4 Lower bounds

We now turn to lower bounds. Although we cannot obtain matching lower bounds for all classes of adversaries and feedback graphs, we show that for certain types of graphs and adversaries, our upper bounds are tight. From Alon et al. [7], the standard regret for any observable graph is lower-bounded by $\tilde{\Omega}(T^{1/2})$ when the adversary is oblivious. Thus, we certainly have a policy regret lower bound of $\tilde{\Omega}(T^{1/2})$ for all observable graphs in the case of nonoblivious adversaries. The results of this section show that the gap between upper and lower bounds can be closed in certain special cases.

4.1 Adversaries with bounded memory of size 1

In this subsection, we show that the full-information game against an adversary with bounded memory of size 1 has $\tilde{\Omega}(T^{2/3})$ regret, thus closing a gap in the literature [5]. It suffices to consider an easy setup with two arms; bounds for the more general case with arbitrarily many arms may be derived using a similar technique.

**Theorem 3.** For a time horizon $T > 10$ and any $(T + 1)$-round online learning problem with full-information feedback, and for any randomized player strategy, there exists a bounded loss sequence $f_1, \ldots, f_{T+1}$ with memory of size 1 such that

$$
\mathbb{E}[R_{T+1}] \geq \frac{T^{2/3}}{500 \log_2 T} = \tilde{\Omega}(T^{2/3}).
$$

**Proof.** (Sketch.) The proof begins by choosing appropriate oblivious loss sequences $L_1(X_1), L_2(X_2), \ldots$ in a similar fashion as in Dekel et al. [6], upon which we build our adaptive loss sequences with memory of size 1. Formally, Algorithm 5 in Appendix D.1 is used to generate the oblivious loss sequences $L_{1:T}$. We then define our adaptive loss sequence as follows:

$$
f_t(\cdot, X_t) = 0,
$$

$$
f_t(X_{t-1}, X_t) = L_{t-1}(X_{t-1}) + 1_{X_{t-1} \neq X_t},
$$

for $t = 2, \ldots, T + 1$.  

The proof proceeds via a KL-divergence calculation; details are provided in Appendix D.2.

Since full-information feedback graphs constitute the “easiest” games with strongly-observable feedback graphs, the lower bound extends to all strongly-observable games against unit-memory adversaries:

**Corollary 1.** For any strongly-observable feedback graph $G = (V, E)$, the regret is lower-bounded by $\tilde{\Omega}(T^{2/3})$ when the memory of the adversary is bounded by 1.
4.2 Non-revealing strongly-observable games with switching costs

We now focus on strongly-observable games where the adversary is oblivious with switching costs. Unfortunately, although the Exp3.G algorithm is minimax optimal for all strongly-observable graphs when the adversary is oblivious, this is not true when the game involves switching costs. It is known that certain strategies exist which incur $O(\sqrt{T})$ regret in the full-information game, whereas the multi-armed bandit problem suffers a lower bound of $\tilde{\Omega}(T^{2/3})$ [6], even though both games are induced by strongly-observable graphs. Hence, some strongly-observable games are more difficult than others.

The proof is based on a reduction from the original graph to a subgraph, and we use the max-min inequality to show that the game induced by the original graph is at least as hard as the game induced by the subgraph. Accordingly, we will use the following notion in our development:

**Definition 4 (Observability preserving property).** Let $G_1 = (V_1, E_1)$ be a subgraph of $G = (V, E)$. Let $G_2 = (V_2, E_2)$ be such that $V_1 \cup V_2 = V$ and $E_1 \cup E_2 \subseteq E$. We say that $G_1$ preserves the observability of $G$ if and only if

$$\forall v \in V_2, \exists w \in V_1 \text{ s.t. } \forall b \in V_1, \text{ if } (v, b) \in E, \text{ then } (w, b) \in E.$$ 

Note that it is possible that $w = b$. We call $w$ an observing node of $v$ in $G_1$, and write $w \overset{\Delta}{=} v_{ob}$.

We have the following result:

**Theorem 4.** If the feedback graph $G = (V, E)$ is strongly-observable and non-revealing and the adversary is oblivious with switching costs, the expected regret of any player strategy is bounded below by $\tilde{\Omega}(T^{2/3})$.

**Proof.** Recall the notion of revealability defined in Section 2. We first show that the independence number of $G$ is at least 2 for a non-revealing strongly-observable graph. This is proved in Lemma 9 in Appendix D.3.

Hence, if $G$ is non-revealing, we can find $u, v \in V$ such that $u$ and $v$ are independent and their dominating sets $N^{in}(u)$ and $N^{in}(v)$ are disjoint. By the enumeration in Figure 3 of Appendix D, such a graph must contain a two-node subgraph $G_1$ that preserves the observability of $G$. By Lemma 10 in Appendix D.3, the game induced by $G$ is at least as hard as any game on $G_1$. The game on $G_1$ is simply a bandit problem, so it has $\tilde{\Omega}(T^{2/3})$ regret [6].

5 The revealing action game

Section 3 supplies a policy regret upper bound for a mini-batched version of Exp3.G, where the player’s policy regret is $\tilde{O}(T^{3/4})$ if the feedback graph is weakly-observable. The $\tilde{O}(T^{2/3})$ regret lower bound for weakly-observable games against oblivious opponents naturally extends to games against adaptive opponents. However, which bound is improvable?

The answer turns out to be the upper bound: In the revealing action game, better algorithms exist. We first consider the label-efficient prediction problem [10], which is nearly the same as a revealing action game. The difference is that in the revealing action game, the revealing action $r$ is a vertex in the graph $G$, and upon playing that action, the player will achieve loss $\ell_t(r)$ and also observes the losses of all the vertices in $G$, including $r$. On the other hand, in the label-efficient prediction problem, the “revealing action” is not an actual action that the player can play; instead,
the player chooses this action only to reveal the losses of other actions, and wants to query this action as infrequently as possible. Cesa-Bianchi et al. [11] devised a lazy player strategy for such problems, provided in Algorithm 4 in Appendix B. The authors derived the following regret bound:

**Lemma 1.** Fix a time horizon $T$. Denote the number of actions by $N$. Set $\epsilon = \frac{m}{T}$ and $\eta = \sqrt{\frac{2m \ln N}{T}}$ in Algorithm 4. Then for any oblivious loss sequences, the expected regret satisfies

$$\mathbb{E}[R_T^{\text{std}}] \leq T \sqrt{\frac{2 \ln N}{m}}.$$ 

Taking $m = T^{2/3}$ in Lemma 1 yields the bound $\mathcal{O}(T^{2/3})$. Notice $m$ is the expected number of queries. Furthermore, Cesa-Bianchi et al. [12] provided a non-lazy algorithm for the revealing action game. Combining these ideas, we obtain a lazy algorithm that achieves $\mathcal{O}(T^{2/3})$ regret against oblivious adversaries with switching costs, described in Algorithm 2. We have the following result:

**Theorem 5.** Fix a time horizon $T$. Let $N$ denote the number of actions. For $\epsilon = \frac{m}{T}$ and $\eta = \sqrt{\frac{2m \ln N}{T}}$, Algorithm 2 achieves $\mathcal{O}(T^{2/3})$ policy regret in the revealing action game against oblivious opponents with switching costs.

**Proof.** Notice that the difference between Algorithm 2 and Algorithm 4 is that Algorithm 2 needs to actually choose the revealing action $r$ and suffer loss $\ell_t(r)$ at round $t$, whereas Algorithm 4 chooses $X_t$ at round $t$, suffers $\ell_t(X_t)$, and possibly chooses to query all the losses. In the worst case, we have $\ell_t(X_t) < \ell_t(r) = 1$ for all $t$.

Let $M_T$ denote the number of switches. Using Lemma 1, we may bound the policy regret:

$$\mathbb{E}[R_T] \leq T \sqrt{\frac{2 \ln N}{m}} + m + M_T.$$ 

Note that

$$M_T \leq \sum_{t=1}^{T} P(Z_t = 1) = \epsilon T = m.$$ 

Setting $m = T^{2/3}$, we obtain an upper bound of $\mathcal{O}(T^{2/3})$. \hfill $\square$

6 Discussion

In this paper, we have studied the policy regret of online learning problems with various types of graph-structured feedback. We have shown that when the adversary is allowed to be nonoblivious, the sharp characterization of minimax regret in terms of strong or weak observability becomes somewhat more complicated than in the oblivious case. In particular, we have shown that a mini-batched version of the Exp3.G algorithm leads to $\tilde{\mathcal{O}}(T^{2/3})$ regret in the strongly-observable case and $\tilde{\mathcal{O}}(T^{3/4})$ regret in the weakly-observable case when the adversary has bounded memory, but strongly-observable feedback graphs exist with minimax regret of both $\Theta(T^{1/2})$ and $\Theta(T^{2/3})$, for the class of adversaries with switching costs. We have also established a strategy that achieves $\mathcal{O}(T^{2/3})$ regret for certain weakly-observable graphs with switching costs, leaving open the possibility of weakly-observable graphs being subdivided into various hardness classes, as well.

Existing results [13], [14], [15], and [9] show that online learning games against oblivious opponents fall into one of four categories: trivial games with 0 regret, easy games with $\tilde{\Theta}(\sqrt{T})$ regret,
Algorithm 2 Lazy Revealing Action Algorithm

**Input:** Time horizon $T$, $0 \leq \epsilon \leq 1$, learning rate $\eta > 0$, feedback graph $G = (V, E)$ that characterizes a revealing action game, a revealing action $r$.

**Output:** Sequence of actions $X_{1:T}$

1. Set $w_{1,0}, \ldots, w_{|V|,0} = 1$, $Z_0 = 1$
2. for round $t = 1, 2 \ldots$ do
3.   if $(Z_{t-1} = 1)$ then
4.     Draw action $J_t$ from $V$ according to the distribution $p_{i,t} = \frac{w_{i,t-1}}{\sum_{j \in V} w_{j,t-1}}$, $\forall i \in V$
5.   else
6.     Set $J_t = X_{t-1}$
7. end if
8. Draw $Z_t \sim \text{Bernoulli}(\epsilon)$
9. if $(Z_t = 1)$ then
10.   Play the revealing action; i.e., $X_t = r$. Observe $\ell_t(i)$, $\forall i \in V$, and compute $w_{i,t} = w_{i,t-1} e^{-\eta \ell_t(i)/\epsilon}$.
11. else
12.   Play $X_t = J_t$, and set $w_{i,t} = w_{i,t-1}$ for each $i \in V$
13. end if
14. end for
15. return $X_{1:T}$

hard games with $\tilde{O}(T^{2/3})$ regret, and hopeless games with $\Omega(T)$ regret. This does not rule out the possibility that the $\tilde{O}(T^{3/4})$ bound is tight for certain classes of weakly-observable graphs, since we are studying the fundamentally different setting of nonoblivious adversaries. An important open question is to determine whether feedback graphs actually exist that produce a $\Omega(T^{3/4})$ lower bound.

Another open question is to characterize the minimax regret for online learning problems with revealing strongly-observable graphs for switching cost adversaries. Our current results contain a gap between the $\tilde{O}(T^{2/3})$ upper bound and $\tilde{O}(T^{1/2})$ lower bound. For full-information games with switching costs, the **Follow the Lazy Leader** (FLL) algorithm [16] and **Shrinking Dartboard** (SD) algorithm [17] are known to achieve $\mathcal{O}(\sqrt{T})$ regret, and it may be possible to extend such strategies to other strongly-observable games, as well.
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## A Visual summary of contributions

Table 1: Summary of upper and lower bounds of online learning problems. Our contributions are highlighted in boldface.

|                      | oblivious | switching cost | memory of size 1 | bounded memory |
|----------------------|-----------|----------------|------------------|----------------|
| **Full-information feedback** |           |                |                  |                |
| $\mathcal{O}$        | $\sqrt{T}$| $\sqrt{T}$     | $T^{2/3}$        | $T^{2/3}$      |
| $\Omega$             | $\sqrt{T}$| $\sqrt{T}$     | $\sqrt{T} \rightarrow T^{2/3}$ | $T^{2/3}$      |
| **Bandit feedback**  |           |                |                  |                |
| $\mathcal{O}$        | $\sqrt{T}$| $T^{2/3}$     | $T^{2/3}$        | $T^{2/3}$      |
| $\Omega$             | $\sqrt{T}$| $T^{2/3}$     | $T^{2/3}$        | $T^{2/3}$      |
| **Non-revealing strongly-observable feedback graph** |           |                |                  |                |
| $\mathcal{O}$        | $\sqrt{T}$| $T^{2/3}$     | $T^{2/3}$        | $T^{2/3}$      |
| $\Omega$             | $\sqrt{T}$| $T^{2/3}$     | $T^{2/3}$        | $T^{2/3}$      |
| **Revealing strongly-observable feedback graph** |           |                |                  |                |
| $\mathcal{O}$        | $\sqrt{T}$| $T^{2/3}$     | $T^{2/3}$        | $T^{2/3}$      |
| $\Omega$             | $\sqrt{T}$| $T^{2/3}$     | $T^{2/3}$        | $T^{2/3}$      |
| **Revealing action feedback graph** |           |                |                  |                |
| $\mathcal{O}$        | $T^{2/3}$  | $T^{2/3}$     | $T^{3/4}$        | $T^{3/4}$      |
| $\Omega$             | $T^{2/3}$  | $T^{2/3}$     | $T^{2/3}$        | $T^{2/3}$      |
| **Weakly-observable feedback graph** |           |                |                  |                |
| $\mathcal{O}$        | $T^{2/3}$  | $T^{3/4}$     | $T^{3/4}$        | $T^{3/4}$      |
| $\Omega$             | $T^{2/3}$  | $T^{2/3}$     | $T^{2/3}$        | $T^{2/3}$      |
Figure 2: Diagrams showing the relative difficulty of games. The horizontal axis represents how the minimax standard/policy regret depends on $T$.

B  Forecasting algorithms

In this Appendix, we provide standard learning algorithms that we build upon in our analysis.
Algorithm 3 Exp3.G

Input: Feedback graph $G = (V, E)$, learning rate $\eta > 0$, exploration set $U \subseteq V$, exploration rate $\gamma \in [0, 1]$

Output: A sequence of actions $X_1, X_2, \ldots$

1: for round $t = 1, 2, \ldots$ do
2: Compute $p_t = (1 - \gamma)q_t + \gamma u$, where $u$ is the uniform distribution on $U$
3: Draw $X_t \sim p_t$, play $X_t$ and incur loss $\ell_t(X_t)$
4: Observe $\{(i, \ell_t(i)) : i \in N^{out}(X_t)\}$
5: Update:

$$\forall i \in V, \hat{\ell}_t(i) = \frac{\ell_t(i)}{P_t(i)} \mathbb{1}_{\{i \in N^{out}(X_t)\}},$$

with $P_t(i) = \sum_{j \in N^{in}(i)} p_t(j)$

$$\forall i \in V, q_{t+1}(i) = \frac{q_t(i) \exp(-\eta \hat{\ell}_t(i))}{\sum_{j \in V} q_t(j) \exp(-\eta \hat{\ell}_t(j))}$$

6: end for
7: return $X_1, X_2, \ldots$

Algorithm 4 Lazy Forecaster for Label-Efficient Problem

Input: $0 \leq \epsilon \leq 1$, learning rate $\eta > 0$, actions $1, 2, \ldots, N$

Output: Sequence of actions $X_1, X_2, \ldots$

1: Set $w_{1,0}, \ldots, w_{N,0} = 1$, $Z_0 = 1$
2: for round $t = 1, 2, \ldots$ do
3: if $(Z_{t-1} = 1)$ then
4: Draw action $X_t$ from $1, \ldots, N$ according to the distribution

$$\forall i = 1, \ldots, N, \quad p_{i,t} = \frac{w_{i,t-1}}{\sum_{j=1,\ldots,N} w_{j,t-1}}$$

5: else
6: Set $X_t = X_{t-1}$
7: end if
8: Draw $Z_t \sim \text{Bernoulli}(\epsilon)$
9: if $(Z_t = 1)$ then
10: Choose to observe the losses $\ell_t(i), \forall i = 1, \ldots, N$, and compute

$$\forall i = 1, \ldots, N, \quad w_{i,t} = w_{i,t-1} e^{-\eta \ell_t(i)/\epsilon}$$

11: else
12: Set $w_{i,t} = w_{i,t-1}$ for each $i = 1, \ldots, N$
13: end if
14: end for
15: return $X_1, X_2, \ldots$
C Supporting proofs for Section 3

In this Appendix, we provide proofs of the auxiliary results involved in proving our upper bounds.

C.1 Results from existing literature

We begin by stating several lemmas appearing in the literature.

Lemma 2. [Arora et al. [4]] Let \( \mathcal{A} \) be an algorithm with standard regret against any sequence of \( J \) loss functions generated by an adaptive adversary bounded by a monotonic function \( R(J) \). Let \( \mathcal{A}_\tau \) be the mini-batched version of \( \mathcal{A} \) with batch size \( \tau \). Let \( (f_t)_{t \in [T]} \) be a sequence of loss functions generated by an adversary with memory of size \( m \), let \( X_1, \ldots, X_T \) be the sequence of actions played by \( \mathcal{A}_\tau \) against this sequence, and let \( y \) be any action in the action space \( \mathcal{X} \). If \( \tau > m \), the policy regret of \( \mathcal{A}_\tau \), compared to the constant action \( y \), is bounded by

\[
\mathbb{E} \left[ \sum_{t=1}^{T} f_t(X_1, \ldots, t) - f_t(y^t) \right] \leq \tau R \left( \frac{T}{\tau} \right) + \frac{Tm}{\tau} + \tau.
\]

Specifically, if \( R(J) = C J^q + o(J^q) \) for some \( C > 0 \) and \( q \in (0, 1) \), and \( \tau = C^\frac{1}{2q} T^\frac{1}{2q-1} \), we have

\[
\mathbb{E} \left[ \sum_{t=1}^{T} f_t(X_1, \ldots, t) - f_t(y^t) \right] \leq C' T^\frac{1}{2q} + o(T^\frac{1}{2q}),
\]

where \( C' = (m + 1)C^\frac{1}{2q} \).

Lemma 3. [Alon et al. [7]] Consider a sequence of loss functions \( \{\ell_t\} \) satisfying \( \ell_t(i) \geq 0 \) for all \( t = 1, \ldots, T \) and \( i \in V \). Let \( q_1, \ldots, q_T \) be the probability vectors defined as follows:

\[
q_t(i) = \frac{\exp \left( -\eta \sum_{s=1}^{t-1} \ell_s(i) \right)}{\sum_{j \in V} \exp \left( -\eta \sum_{s=1}^{t-1} \ell_s(j) \right)}, \quad \forall i \in V,
\]

where \( \eta \) is a learning rate. For each \( t \), let \( S_t \) be a subset of \( V \) such that \( \ell_t(i) \leq \frac{1}{\eta} \) for all \( i \in S_t \). Then for any \( i^* \in V \), we have

\[
\sum_{t=1}^{T} \sum_{i \in V} q_t(i) \ell_t(i) - \sum_{t=1}^{T} \ell_t(i^*) \leq \frac{\ln K}{\eta} + \eta \sum_{t=1}^{T} \left( \sum_{i \in S_t} q_t(i) (1 - q_t(i)) \ell_t(i)^2 + \sum_{i \not\in S_t} q_t(i) \ell_t(i)^2 \right).
\]

Lemma 4. [Alon et al. [7]] Let \( G = (V, E) \) be a directed graph in which each node \( i \in V \) is assigned a positive weight \( w_i \). Assume that \( \sum_{i \in V} w_i \leq 1 \) and \( \min_{i \in V} w_i \geq \epsilon \) for some constant \( 0 < \epsilon < \frac{1}{2} \). Then

\[
\sum_{i \in V} w_i + \sum_{j \in N_{\text{out}}(i)} w_j \leq 4\alpha \ln \frac{4|V|}{\alpha \epsilon},
\]

where \( \alpha \) is the independence number of \( G \).
C.2 Proof of Theorem 1

The proof of Theorem 1 is based on the proof of Theorem 2 in Alon et al. [7]. In this proof, we will use a semicolon to separate fixed parameters from variables. For example, \( \ell_t(i_{1:t-1}; i) \) denotes the loss function at the \( t \)th iteration, with \( t - 1 \) fixed player's actions.

We first derive a lemma, a variant of Lemma 3.

**Lemma 5.** Fix any set \( \{i_1, \ldots, i_{T-1}\} \) of player actions. Consider a sequence of loss functions \( \{\ell_t\} \) satisfying \( \ell_t(i_{1:t-1}; i) \geq 0 \) for all \( t = 1, \ldots, T \) and \( i \in V \), and let \( \{q_t\} \) be defined by

\[
q_t(i) = \frac{\exp\left(-\eta \sum_{s=1}^{t-1} \ell_s(i_{1:s-1}; i)\right)}{\sum_{j \in V} \exp\left(-\eta \sum_{s=1}^{t-1} \ell_s(i_{1:s-1}; j)\right)}, \quad \forall i \in V,
\]

for a learning rate \( \eta \). For each \( t \), let \( S_t \) be a subset of \( V \) such that \( \ell_t(i_{1:t-1}; i) \leq \frac{1}{\eta} \) for all \( i \in S_t \). Then for any \( i^* \in V \), we have

\[
\sum_{t=1}^{T} \sum_{i \in V} q_t(i)\ell_t(i_{1:t-1}; i) - \sum_{t=1}^{T} \ell_t(i_{1:t-1}; i^*) \\
\leq \ln K \frac{\eta}{\eta} + \eta \sum_{t=1}^{T} \left( \sum_{i \in S_t} q_t(i) (1 - q_t(i)) \ell_t(i_{1:t-1}; i)^2 + \sum_{i \notin S_t} q_t(i) \ell_t(i_{1:t-1}; i)^2 \right).
\]

Proof. For any round \( 1 \leq t \leq T \), consider \( \ell_t(i_{1:t-1}; i) \). Since \( i_{1:t-1} \) is fixed, we can represent \( \ell_t(i_{1:t-1}; i) \) using the function \( \ell'_t(i) \), where \( \ell'_t \) takes only one parameter. Note that \( \ell'_t \) satisfies the condition in Lemma 3, so the desired result follows as a direct corollary of Lemma 3. \( \square \)

We first consider the case where \( G \) is strongly-observable and the exploration distribution is uniform on \( V \). Note that with respect to the fixed loss sequence \( i_{1:t-1} \), the quantity \( \hat{\ell}_t(i_{1:t-1}; i) \) is an unbiased estimator of \( \ell_t(i_{1:t-1}; i) \), for any \( t \) and \( i \in V \):

\[
\mathbb{E}_{X_t \sim p_t} \left[ \hat{\ell}_t(i_{1:t-1}; i) \mid X_{1:t-1} = i_{1:t-1} \right] = \ell_t(i_{1:t-1}; i).
\]

For the second moment, we have

\[
\mathbb{E}_{X_t \sim p_t} \left[ \hat{\ell}_t(i_{1:t-1}; i)^2 \mid X_{1:t-1} = i_{1:t-1} \right] = \frac{\ell_t(i_{1:t-1}; i)^2}{P_t(i)}.
\]

Assume WLOG that \( K \geq 2 \). Let \( S = \{i : i \notin \text{N}^{\text{in}}(i)\} \); i.e., the set of nodes without self-loops. Then \( V \setminus \{i\} = \text{N}^{\text{in}}(i) \) for all \( i \in S \), so \( P_t(i) = 1 - p_t(i) \). Furthermore,

\[
p_t(i) = (1 - \gamma)q_t(i) + \frac{\gamma}{K} \leq 1 - \gamma + \frac{\gamma}{2} = 1 - \eta.
\]

Thus,

\[
\hat{\ell}_t(i) \leq \frac{\ell_t(i)}{P_t(i)} \leq \frac{\ell_t(i)}{\eta} \leq \frac{1}{\eta}.
\]
so we may apply Lemma 5, with \( S_t = S \) for all \( t \), to the losses \( \ell_1, \ldots, \ell_T \). Taking expectations of
the bound (5), we have

\[
\mathbb{E}_{X_1 : t - 1} \left[ \sum_{i=1}^T \sum_{v \in V} q_t(i) \mathbb{E}_{X_t} \left[ \hat{\ell}_t(i_{1:t-1}; i) \mid X_{1:t-1} \right] - \sum_{i=1}^T \mathbb{E}_{X_t} \left[ \hat{\ell}_t(i_{1:t-1}; i^*) \mid X_{1:t-1} \right] \right] \\
\leq \frac{\ln K}{\eta} + \eta \sum_{i=1}^T \mathbb{E}_{X_{t-1}} \left[ \sum_{i \in S} q_t(i) \left( 1 - q_t(i) \right) \mathbb{E}_{X_t} \left[ \hat{\ell}_t(i_{1:t-1}; i)^2 \mid X_{1:t-1} \right] \\
+ \sum_{i \notin S} q_t(i) \mathbb{E}_{X_t} \left[ \hat{\ell}_t(i_{1:t-1}; i)^2 \mid X_{1:t-1} \right] \right] \\
= \frac{\ln K}{\eta} + \eta \sum_{i=1}^T \mathbb{E}_{X_{t-1}} \left[ \sum_{i \in S} q_t(i) \left( 1 - q_t(i) \right) \frac{\ell_t(i_{1:t-1}; i)^2}{P_t(i)} + \sum_{i \notin S} q_t(i) \frac{\ell_t(i_{1:t-1}; i)^2}{P_t(i)} \right].
\]

(8)

Since \( P_t(i) = 1 - p_t(i) \) and \( \ell_t \leq 1 \), the last term is further upper-bounded by

\[
\eta \sum_{i=1}^T \mathbb{E}_{X_{t-1}} \left[ \sum_{i \in S} q_t(i) \frac{1 - q_t(i)}{1 - p_t(i)} + \sum_{i \notin S} q_t(i) \right].
\]

Also note that

\[
\sum_{t=1}^T \sum_{i \in S} q_t(i) \frac{1 - q_t(i)}{1 - p_t(i)} \leq 2 \sum_{t=1}^T \sum_{i \in S} q_t(i) \leq 2T,
\]

where inequality \( (a) \) follows from the fact that if \( q_t(i) \geq u \), then \( p_t(i) \leq q_t(i) \), so \( \frac{1 - q_t(i)}{1 - p_t(i)} \leq 1 \); and if \( q_t(i) \leq u \), then \( p_t(i) \leq u \leq \frac{1}{2} \), so \( \frac{1 - q_t(i)}{1 - p_t(i)} \leq \frac{1 - q_t(i)}{1/2} \leq 2 \).

For any \( i \notin S \), we have \( p_t(i) \geq \frac{2}{K} \), since \( i \) has a self-loop. Applying Lemma 4 with \( \epsilon = \frac{2}{K} \) then yields

\[
\sum_{i \notin S} q_t(i) P_t(i) \leq 2 \sum_{i \notin S} \frac{p_t(i)}{P_t(i)} \leq 8\alpha \ln \frac{4K^2}{\gamma},
\]

where the first inequality follows from the fact that \( p_t(i) \geq (1 - \gamma) q_t(i) \geq \frac{1}{2} q_t(i) \).

Combining the bounds and using the inequality

\[
p_t(i) \leq q_t(i) + \gamma u(i),
\]

we then obtain

\[
\sum_{i \in V} p_t(i) \ell_t(i_{1:t-1}; i) \leq \sum_{i \in V} q_t(i) \ell_t(i_{1:t-1}; i) + \gamma,
\]

leading to the regret bound

\[
\mathbb{E}_{X_1 : t} \left[ \sum_{t=1}^T \sum_{i \in V} p_t(i) \ell_t(i_{1:t-1}; i) \right] - \mathbb{E}_{X_1 : t} \left[ \sum_{t=1}^T \ell_t(i_{1:t-1}; i^*) \right] \leq \gamma T + \frac{\ln K}{\eta} + 2\eta T \left( 1 + 4\alpha \ln \frac{4K^2}{\gamma} \right).
\]

(9)

Substituting the chosen values of \( \eta \) and \( \gamma \) gives the desired result.
We now consider weakly-observable graphs $G$. Let $D \subseteq V$ be a weakly dominating set supporting the exploration distribution $u$, with $|D| = \delta$. Similarly to the proof of the strongly-observable case, we may apply Lemma 5 to the vectors $\hat{\ell}_1, \ldots, \hat{\ell}_T$, except we take $S_t = \emptyset$ for all $t$ in this case. This leads to the bound

$$
\mathbb{E}_{X_{1:t}} \left[ \sum_{t=1}^{T} \sum_{i \in V} p_t(i) \ell_t(i_{1:t-1}; i) \right] - \mathbb{E}_{X_{1:t-1}} \left[ \sum_{t=1}^{T} \ell_t(i_{1:t-1}; i^*) \right] \leq \gamma T + \frac{\ln K}{\eta} + \eta \sum_{t=1}^{T} \mathbb{E}_{X_{1:t}} \left[ \sum_{i \in V} q_t(i) \right],
$$

for any fixed $i^* \in V$.

To bound the expectation on the right-hand side, consider the set $S = \{i : i \notin N^\text{in}(i)\}$ of nodes without self-loops. Then

$$
P_t(i) = \sum_{j \in N^\text{in}(i)} p_t(j) \geq \frac{\gamma}{\delta}, \quad \forall i \in S,
$$

since if $i$ is weakly-observable, there exists $k \in D$ such that $k \in N^\text{in}(i)$ and $p_t(k) \geq \frac{\gamma}{\delta}$, because the exploration distribution is uniform over $D$; if $i$ is strongly-observable, then $i$ must be dominated by all other nodes in $V$, including every node in $D$, so the same statement holds. For the vertices with self-loops, we use the bound

$$
P_t(i) \geq p_t(i) \geq (1 - \gamma) q_t(i) \geq \frac{1}{2} q_t(i).
$$

Hence,

$$
\sum_{i \in V} \frac{q_t(i)}{P_t(i)} = \sum_{i \in S} \frac{q_t(i)}{P_t(i)} + \sum_{i \notin S} \frac{q_t(i)}{P_t(i)} \leq \frac{\delta}{\gamma} + 2K.
$$

Putting everything together yields:

$$
\mathbb{E}_{X_{1:t-1}} \left[ \sum_{t=1}^{T} \sum_{i \in V} p_t(i) \ell_t(i_{1:t-1}; i) \right] - \mathbb{E}_{X_{1:t-1}} \left[ \sum_{t=1}^{T} \ell_t(i_{1:t-1}; i^*) \right] \leq \gamma T + \frac{\ln K}{\eta} + \eta \frac{\delta}{\gamma} T + 2\eta KT. \quad (11)
$$

Using the chosen values of $\eta$ and $\gamma$ gives the desired result.

**D Supporting proofs for Section 4**

In this Appendix, we provide proofs of the supporting results used to derive our lower bounds.
D.1 Multi-scale random walk (MRW) construction

**Algorithm 5** Oblivious Loss Sequence Generating via Multi-scale Random Walk (MRW)

**Input:** Time horizon $T > 0$, experts $x_1$ and $x_2$

**Output:** A sequence of oblivious losses $L_{1:T}$

1. Set $\epsilon = 2^{1/3}T^{-1/3}/(9 \log^2 T)$ and $\sigma = 1/(9 \log^2 T)$
2. Choose $Z \sim \text{Uniform}([-1, 1])$
3. Draw $T$ i.i.d. Gaussians $\xi_1, \ldots, \xi_T \sim N(0, \sigma^2)$
4. for $t = 0, \ldots, T$ do
   5. if $(t = 0)$ then
      6. $W_0 = 0$
   7. else
      8. $W_t = W_{\rho(t)} + \xi_t$, where $\rho(t) = t - 2^\delta(t)$, $\delta(t) = \max\{i \geq 0 : t \mod 2^i = 0\}$
      9. $L_t(x_1) = W_t + \frac{1}{2}$
     10. $L_t(x_2) = W_t + \frac{1}{2} + Z \cdot \epsilon$
     11. For $i = 1, 2$ : $L_t(x_i) = \text{clip}(L_t'(x_i))$, where $\text{clip}(\alpha) = \min\{\max\{\alpha, 0\}, 1\}$
   12. end if
5. end for
6. return $L_{1:T}$

D.2 Proof of Theorem 3

By Yao's minimax principle [18], it suffices to construct a stochastic loss sequence such that the expected regret is bounded below against the optimal deterministic player. Accordingly, we define the loss functions as

$$f_t(X_{t-1}, X_t) = 1\{X_{t-1} \neq X_t\} + L_{t-1}(X_{t-1}),$$

where $L_0 = 0$ and $1\{X_0 \neq X_1\} = 0$, and the loss sequence $\{L_t\}$ is defined in Algorithm 5.

Let $M_{T+1} = \sum_{t=1}^{T+1} 1\{X_{t-1} \neq X_t\}$ be the number of switches, where $1\{X_0 \neq X_1\} = 0$. We rewrite $R_{T+1}$ as follows:

$$R_{T+1} = \sum_{t=1}^{T+1} f_t(X_{t-1}, X_t) - \min_{x \in \{x_1, x_2\}} \sum_{t=1}^{T+1} f_t(x, x)$$

$$= \sum_{t=2}^{T+1} L_{t-1}(X_{t-1}) + M_{T+1} - \min_{x \in \{x_1, x_2\}} \sum_{t=2}^{T+1} L_{t-1}(x)$$

$$= \sum_{t=1}^{T} L_t(X_t) + M_{T+1} - \min_{x \in \{x_1, x_2\}} \sum_{t=1}^{T} L_t(x).$$

We also define the auxiliary regret term

$$R'_{T+1} = \sum_{t=1}^{T} L'_t(X_t) + M_{T+1} - \min_{x \in \{x_1, x_2\}} \sum_{t=1}^{T} L'_t(x),$$

defined with respect to the unclipped loss sequence in Algorithm 5.
As derived by Dekel et al. [6], the bounded loss sequence \( \{L_t\} \) satisfies \( d(\rho), w(\rho) \leq \lfloor \log_2 T \rfloor + 1 \), where the width \( w \) is defined by

\[
cut(t) = \{s \in [T] : \rho(s) < t \leq s\},
\]

\[
w(\rho) = \max_{t \in [T]} |\cut(t)|,
\]

and the depth is defined by \( d(\rho) = \max_{t \in [T]} |\rho^*(t)| \), where the ancestor function \( \rho^* \) is defined recursively:

\[
\rho^*(0) = \{\},
\]

\[
\forall t \in [T] \quad \rho^*(t) = \rho^*(\rho(t)) \cup \{\rho(t)\}.
\]

Furthermore,

\[
\forall \delta \in (0, 1), \quad P\left(\max_{t \in [T]} |W_t| \leq \sigma \sqrt{2d(\rho) \log(T/\delta)}\right) \geq 1 - \delta. \quad (12)
\]

Let \( Y_t \) denote the unclipped losses at round \( t \). In our case, \( Y_1 = \{0, 0\} \) and

\[
Y_t = \{L_{t-1}(X_{t-1}), L_{t-1}'(X_{t-1})\}, \quad \text{for } 2 \leq t \leq T + 1.
\]

Also, let \( Z_t \) be the clipped losses at round \( t \). In our case, \( Z_1 = \{0, 0\} \) and

\[
Z_t = \{L_{t-1}(X_{t-1}), L_{t-1}'(X_{t-1})\}, \quad \text{for } 2 \leq t \leq T + 1.
\]

Let \( F \) denote the \( \sigma \)-algebra generated by \( Z_{1:T+1} \), and let \( F' \) denote the \( \sigma \)-algebra generated by \( Y_{1:T+1} \). Let \( S = \mathbb{P}(\cdot \mid Z > 0) \) and \( Q = \mathbb{P}(\cdot \mid Z < 0) \) denote the conditional probabilities. We then have the following lemma:

**Lemma 6.** For any event \( A \in F \),

\[
|S(A) - Q(A)| \leq \frac{\xi}{\sigma} \sqrt{w(\rho)E_\mathbb{P}[M_{T+1}]}.
\]

**Proof.** Note that \( F \subseteq F' \); we will derive an upper bound on \( \sup_{A \in F'} |S(A) - Q(A)| \).

We use the chain rule for relative entropy:

\[
D_{KL}(S||Q) = \sum_{t=1}^{T+1} D_{KL}(S_{t-1}||Q_{t-1})
\]

where

\[
S_{t-1} = S(\cdot |Y_1, \ldots, Y_{t-1}), \quad \text{and} \quad Q_{t-1} = Q(\cdot |Y_1, \ldots, Y_{t-1}).
\]

We have the following three cases:

1. If \( X_{t-1} = X_{\rho(t-1)} \), then under both \( S_{t-1} \) and \( Q_{t-1} \), we observe \( \{L'_{\rho(t-1)}(x_1) + \xi_{t-1}, L'_{\rho(t-1)}(x_1) + \xi_{t-1}\} \).

2. If \( X_{t-1} = x_1 \) and \( X_{\rho(t-1)} = x_2 \), we observe \( \{L'_{\rho(t-1)}(x_2) + \xi_{t-1} - \epsilon, L'_{\rho(t-1)}(x_2) + \xi_{t-1} - \epsilon\} \) under \( S_{t-1} \), but \( \{L'_{\rho(t-1)}(x_2) + \xi_{t-1} + \epsilon, L'_{\rho(t-1)}(x_2) + \xi_{t-1} + \epsilon\} \) under \( Q_{t-1} \).

3. If \( X_{t-1} = x_2 \) and \( X_{\rho(t-1)} = x_1 \), we observe \( \{L'_{\rho(t-1)}(x_1) + \xi_{t-1} + \epsilon, L'_{\rho(t-1)}(x_1) + \xi_{t-1} + \epsilon\} \) under \( S_{t-1} \), but \( \{L'_{\rho(t-1)}(x_1) + \xi_{t-1} - \epsilon, L'_{\rho(t-1)}(x_1) + \xi_{t-1} - \epsilon\} \) under \( Q_{t-1} \).
In both cases 2 and 3, we observe two normal distributions of which the means differ by $2\epsilon$. Hence,

$$D_{KL}(S||Q) \leq \frac{2\epsilon^2}{\sigma^2} \mathbb{E} \left[ \sum_{t=1}^{T+1} \mathbb{1}_{\{X_t \neq X_{\rho(t)}\}} \bigg| Z > 0 \right]$$

$$\leq \frac{2\epsilon^2}{\sigma^2} \mathbb{E} \left[ \sum_{t=1}^{T+1} \mathbb{1}_{\{X_t \neq X_{\rho(t)}\}} \bigg| Z > 0 \right].$$

Notice that the event $X_t \neq X_{\rho(t)}$ occurs if there is at least one time $s$ of switching such that $t \in \text{cut}(s)$. Let $S_{1:M_{T+1}}$ denote the random sequence of times of such switches. Then

$$\sum_{t=1}^{T+1} \mathbb{1}_{\{X_t \neq X_{\rho(t)}\}} \leq \sum_{r=1}^{M_{T+1}} \sum_{t \in \text{cut}(S_r)} \mathbb{1}_{\{X_t \neq X_{\rho(t)}\}} \leq w(\rho) M_{T+1},$$

implying that

$$D_{KL}(S||Q) \leq \frac{2\epsilon^2}{\sigma^2} \mathbb{E} \left[ w(\rho) M_{T+1} | Z > 0 \right].$$

Using a nearly identical argument, we may obtain an upper bound with the conditioning on $Z < 0$. Since $P = \frac{1}{2}(S + Q)$, we arrive at the inequality

$$D_{KL}(S||Q) \leq \frac{2\epsilon^2}{\sigma^2} \mathbb{E}_P [w(\rho) M_{T+1}].$$

Applying Pinsker’s inequality, we then have

$$\sup_{A \in \mathcal{F}} |S(A) - Q(A)| \leq \frac{\epsilon}{\sigma} \sqrt{w(\rho) \mathbb{E}_P[M_{T+1}]};$$

as wanted. \qed

The proof then proceeds by showing that $\mathbb{E}[R'_{T+1}] = \tilde{\Omega}(T^{2/3})$, as stated in the following lemma:

**Lemma 7.** We have the lower bound

$$\mathbb{E}[R'_{T+1}] \geq \frac{2 T^{2/3}}{125 \log_2 T} = \tilde{\Omega}(T^{2/3}).$$

**Proof.** Let $A$ be the event that the worse action ($x_2$ if $Z > 0$, and $x_1$ if $Z < 0$) is chosen at least $(T + 1)/2$ times. Then

$$\mathbb{E}[R'_{T+1}] = \mathbb{E} \left[ \max \left\{ M_{T+1}, \frac{\epsilon T}{2} \mathbb{1}_A \right\} \right] \geq \mathbb{E} \left[ \frac{1}{2} \left( M_{T+1} + \frac{\epsilon T}{2} \mathbb{1}_A \right) \right] = \frac{1}{2} \mathbb{E}[M_{T+1}] + \frac{\epsilon T}{4} P(A). \quad (13)$$

Let $A_1$ be the event that $x_1$ is chosen at least $\frac{T+1}{2}$ times, and let $A_2$ be the event that $x_2$ is chosen at least $\frac{T+1}{2}$ times. Using the fact that $P(A) = \frac{1}{2}(S(A_2) + Q(A_1))$, we have

$$\mathbb{E}[R'_{T+1}] \geq \frac{1}{2} \mathbb{E}[M_{T+1}] + \frac{\epsilon T}{8} (S(A_2) + Q(A_1)).$$
Applying Lemma 6 then gives
\[
\mathbb{E}[R'_{T+1}] \geq \frac{1}{2} \mathbb{E}[M_{T+1}] + \frac{\epsilon T}{8} \left( S(A_2) + S(A_1) - \frac{\epsilon}{\sigma} \sqrt{w(\rho) \mathbb{E}[M_{T+1}]} \right)
\]
\[
\geq \frac{1}{2} \mathbb{E}[M_{T+1}] + \frac{\epsilon T}{8} \left( S(A_1 \cup A_2) - \frac{\epsilon}{\sigma} \sqrt{w(\rho) \mathbb{E}[M_{T+1}]} \right)
\]
\[
= \frac{1}{2} \mathbb{E}[M_{T+1}] + \frac{\epsilon T}{8} \left( 1 - \frac{\epsilon}{\sigma} \sqrt{w(\rho) \mathbb{E}[M_{T+1}]} \right)
\]
\[
= \frac{1}{2} \mathbb{E}[M_{T+1}] + \frac{\epsilon T}{8} - \frac{\epsilon^2 T}{8\sigma} \sqrt{w(\rho) \mathbb{E}[M_{T+1}]}.
\]
The last expression is quadratic in \( \sqrt{\mathbb{E}[M_{T+1}]} \), so it is bounded below by
\[
\frac{\epsilon T}{8} - \frac{\epsilon^2 T^2}{128\sigma^2 w(\rho)}.
\]
Recall that \( \epsilon = \frac{21/3}{9 \log_2 T} \), \( \sigma = \frac{1}{9 \log_2 T} \), and \( w(\rho) \leq \lfloor \log_2 T \rfloor + 1 \leq 2 \log_2 T \). Substituting these values into the above inequality, we obtain
\[
\mathbb{E}[R'_{T+1}] \geq \frac{2T^{2/3}}{125 \log_2 T} = \Omega(T^{2/3}).
\]

Next, we show that \( \mathbb{E}[R_{T+1}] \) is close to \( \mathbb{E}[R'_{T+1}] \):

**Lemma 8.** When \( T \geq 10 \), we have
\[
\mathbb{E}[R_{T+1}] \geq \mathbb{E}[R'_{T+1}] - \frac{\epsilon T}{10}.
\]

**Proof.** Consider the event \( B = \{ \forall t \in [T] : L_t = L'_t \} \). We know that \( W_{1:T} \) has depth \( d \leq \lfloor \log_2 T \rfloor + 1 \leq 2 \log_2 T \). Using inequality (12) with \( \delta = \frac{1}{T} \leq \frac{1}{10} \), with probability at least \( \frac{9}{10} \), we have
\[
\max_{1 \leq t \leq T} |W_t| \leq \sigma \sqrt{2d \log T} \leq \sigma \sqrt{10 \log_2 T} \log T \leq 4\sigma \log_2 T.
\]
Hence, setting \( \sigma = \frac{1}{9 \log_2 T} \) yields
\[
P \left( \forall t \in [T], \frac{1}{2} + W_t \in \left[ \frac{1}{18}, \frac{17}{18} \right] \right) \geq \frac{9}{10}.
\]
Furthermore, \( \epsilon < \frac{1}{15} \), so \( L_t(x_1), L_t(x_2) \in [0, 1] \) whenever \( \frac{1}{2} + W_t \in \left[ \frac{1}{18}, \frac{17}{18} \right] \). This implies that \( P(B) \geq 9/10 \). If \( B \) happens, then \( R_{T+1} = R'_{T+1} \); otherwise,
\[
M_{T+1} \leq R_{T+1} \leq R'_{T+1} \leq M_{T+1} + \epsilon T,
\]
so \( R'_{T+1} - R_{T+1} \leq \epsilon T \). Therefore,
\[
\mathbb{E}[R'_{T+1}] - \mathbb{E}[R_{T+1}] = \mathbb{E}[R'_{T+1} - R_{T+1}|\neg B] \cdot P(\neg B) \leq \frac{\epsilon T}{10}.
\]

Combining Lemma 7 and Lemma 8, we obtain Theorem 3.
D.3 Supporting lemmas for Theorem 4

In this subsection, we provide statements and proofs of supporting lemmas for Theorem 4. We begin with a simple lemma:

**Lemma 9.** If the independence number of a strongly-observable graph \( G = (V, E) \) is 1, then \( G \) is revealing.

**Proof.** Suppose \( G \) is non-revealing. Then there exist vertices \( u, v \in V \) such that \( N^{\text{in}}(u) \cap N^{\text{in}}(v) = \emptyset \). If \( u \) and \( v \) were not connected by an edge, then \( \alpha(G) \geq 2 \), a contradiction. Suppose there were an edge between \( u \) and \( v \), and assume WLOG that \( u \in N^{\text{in}}(v) \). If \( u \) has a self-loop, then \( \{u\} \subseteq N^{\text{in}}(u) \cap N^{\text{in}}(v) \). Otherwise, by the property of strong observability, we have \( V \setminus \{u\} \subseteq N^{\text{in}}(u) \), implying that \( v \in N^{\text{in}}(u) \). We then have the following scenarios:

- If \( v \) has a self-loop, then \( \{v\} \subseteq N^{\text{in}}(u) \cap N^{\text{in}}(v) \).

- If \( v \) does not have a self-loop, then \( V \setminus \{v\} \subseteq N^{\text{in}}(v) \) and \( V \setminus \{v, u\} \subseteq N^{\text{in}}(u) \cap N^{\text{in}}(v) \).

In both cases, \( N^{\text{in}}(u) \cap N^{\text{in}}(v) \neq \emptyset \), leading to a contradiction. \( \square \)

Figure 3 shows all possibilities configurations of non-revealing, strongly-observable graphs \( G = (V, E) \) with \( \alpha(G) > 1 \). The nodes 1 and 2 denote the vertices with no incoming edges from a common vertex. (By the proof of Lemma 9, no edge exists between nodes 1 and 2, so each node must have a self-loop.) Furthermore, we can check that in each case, the subgraph on \( V_1 = \{1, 2\} \) preserves the observability of \( G \).

Next, we show that the game induced by \( G \) is at least as hard as the game induced by \( G_1 \):

**Lemma 10.** Suppose the subgraph \( G_1 \) preserves the observability of \( G \). Let \( A \) and \( A' \) denote the family of randomized player’s strategy on feedback graph \( G \) and \( G_1 \), respectively. Let \( \mathcal{F} \) and \( \mathcal{F}' \) be the family of deterministic (possibly adaptive) loss sequences on \( G \) and \( G_1 \), respectively. Finally, let \( R_T \) and \( R'_T \) denote the regret of the online learning problem induced by \( G \) and \( G_1 \), respectively. We have

\[
\min_{A'} \max_{\mathcal{F}'} \mathbb{E}[R'_T] \leq \min_A \max_{\mathcal{F}} \mathbb{E}[R_T].
\]  

(15)

**Proof.** Let \( X_t^G \) and \( X_t^{G_1} \) denote the deterministic player’s action at round \( t \) in the online learning problem induced by the feedback graphs \( G \) and \( G_1 \), respectively, and let \( \ell_t(X_t^G, \ldots, X_t^G) \) and \( \ell'_t(X_t^{G_1}, \ldots, X_t^{G_1}) \) denote the corresponding randomized loss picked by the (possibly adaptive) adversary on \( G \) and \( G_1 \), respectively. According to Yao’s minimax principle, it suffices to show that

\[
\max_{(\ell_t)_{t \in [T]}} \min_{X_t^{G_1}} \left[ \sum_{t=1}^{T} \ell'_t(X_t^{G_1}) - \min_{i \in V_1} \sum_{t=1}^{T} \ell'_t(i^i) \right] \leq \max_{(\ell_t)_{t \in [T]}} \min_{X_t^{G}} \left[ \sum_{t=1}^{T} \ell_t(X_t^G) - \min_{i \in V} \sum_{t=1}^{T} \ell_t(i^i) \right],
\]

Consider the loss sequence \( \{f'_t\} \) achieving the optimum on the left-hand side of inequality (15). Define the mapping function \( g : V \mapsto V_1 \) according to

\[
g(v) = \begin{cases} v, & \text{if } v \in V_1, \\ v_{\text{ob}}, & \text{otherwise,} \end{cases}
\]

and define the loss function on \( G \)

\[
f_t(X_1, \ldots, X_t) = \begin{cases} f'_t(g(X_1), \ldots, g(X_t)), & \text{if } X_t \in V_1, \\ 1, & \text{otherwise}. \end{cases}
\]
Figure 3: Enumeration of subgraphs
With the above definitions, it is easy to see that

$$
\mathbb{E} \left[ \min_{i \in V} \sum_{t=1}^{T} f_t(i') \right] = \mathbb{E} \left[ \min_{i \in V} \sum_{t=1}^{T} f_t(i) \right].
$$

Now let $X_{1:T}'$ denote the optimal player strategy with respect to the loss functions $\{f_t\}$ on $G$. We may use Algorithm 6 to define a player strategy $X_{1:T}'$ on the subgraph $G_1$.

**Algorithm 6 Action Sequence Generation**

**Input:** Time horizon $T$, feedback graph $G = (V, E)$, subgraph $G_1 = (V_1, E_1)$, strategy $X_{1:T}'$ on $G$

**Output:** Sequence of actions $X_{1:T}'$ on $G_1$

1: for round $t = 1, 2 \ldots$ do
2: if $(X_t' \in V_1)$ then
3: Set $X'_t = X_t'$
4: else
5: Set $X'_t = (X_t')_{ob}$
6: end if
7: end for
8: return $X_{1:T}'$

It is easy to see that the strategy $X_{1:T}'$ is indeed a valid strategy on $G_1$, since the next action only depends on the feedback observed with respect to the subgraph. More explicitly, let $Y_t^*$ (respectively, $Y_t'$) be the observed loss vector at round $t$ obtained by playing $X_t^*$ (respectively, $X_t'$). We pad the unobserved components of $Y_t^*$ and $Y_t'$ with $-1$'s, so that $|Y_t^*| = |V|$ and $|Y_t'| = |V_1|$, and renumber the nodes of the graph so that

$$
Y_t^* = \left( (Y_t^*)^{(1)}, (Y_t^*)^{(2)} \right),
$$

where $(Y_t^*)^{(1)}$ (respectively, $(Y_t^*)^{(2)}$) is composed of observations from nodes in $V_1$ (respectively, $V_2 = V \setminus V_1$), and entry $i$ of $Y_t^*$ is given by $1_{i \in N_{out}(X_t')} f_t(X_{1:t-1}; i) - 1_{i \notin N_{out}(X_t')}$.

Recall that an deterministic algorithm $A$ at round $t + 1$ behaves as follows:

$$
A : X_{1:t}^* \times Y_{1:t}' \mapsto X_{t+1}^*
$$

Since the trailing $|V_2|$ coordinates of $Y_t^*$ are all $1$'s and $-1$'s, and they are deterministic given $X_{1:t}^*$, then $X_{1:t}^* \times (Y_{1:t}'^{(1)}) \mapsto X_{t+1}^*$ is a valid deterministic algorithm for $G$. By the observability preserving property of $G_1$ and our construction of $X_{1:T}'$, playing $X_{1:T}'$ on $G_1$ ensures that the observed entries in $Y_t'$ are a superset of the observed entries of $(Y_t^*)^{(1)}$. By design, $X_{1:t}^* \times (Y_{1:t}'^{(1)}) \mapsto X_{t+1}'$ is a valid deterministic strategy for $G$. Therefore, $X_{1:t}^* \times Y_{1:t}' \mapsto X_{t+1}'$ is a deterministic function, and the sequence $X_{1:T}'$ is indeed a valid player strategy for $G_1$.

Furthermore, we have

$$
f_t'(X_{1:t}') \leq f_t(X_{1:t}^*), \quad \forall t.
$$
Putting the pieces together, we obtain

\[
\begin{align*}
\max_{(\ell_t')_{t \in [T]}} \min_{X^{G_1}_{1:t}} \mathbb{E} \left[ \sum_{t=1}^{T} \ell'_t(X_{1:t}^{G_1}) - \min_{i \in V_1} \sum_{t=1}^{T} \ell'_t(i^t) \right] &= \min_{X^{G_1}_{1:t}} \mathbb{E} \left[ \sum_{t=1}^{T} f'_t(X_{1:t}^{G_1}) - \min_{i \in V_1} \sum_{t=1}^{T} f'_t(i^t) \right] \\
&\leq \mathbb{E} \left[ \sum_{t=1}^{T} f'_t(X_{1:t}^{i^t}) - \min_{i \in V_1} \sum_{t=1}^{T} f'_t(i^t) \right] \\
&\leq \mathbb{E} \left[ \sum_{t=1}^{T} f_t(X_{1:t}^*) - \min_{i \in V} \sum_{t=1}^{T} f_t(i^t) \right] \\
&= \min_{X^{G_1}_{1:T}} \mathbb{E} \left[ \sum_{t=1}^{T} f_t(X_{1:t}^{G_1}) - \min_{i \in V} \sum_{t=1}^{T} f_t(i^t) \right] \\
&\leq \max_{(\ell_t')_{t \in [T]}} \min_{X^{G_1}_{1:t}} \mathbb{E} \left[ \sum_{t=1}^{T} \ell_t(X_{1:t}^{G_1}) - \min_{i \in V} \sum_{t=1}^{T} \ell_t(i^t) \right]
\end{align*}
\]