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Abstract

Intuitive arguments involving standard quantum mechanical uncertainty relations suggest that at length scales close to the Planck length, strong gravity effects limit the spatial as well as temporal resolution smaller than fundamental length scale ($l_p = \text{Planck Length} = \sqrt{\frac{G\hbar}{c^3}} \approx 1.616 \times 10^{-35} \text{ m}$), leading to space-space as well as space-time uncertainties. Space-time cannot be probed with a resolution beyond this scale i.e. space-time becomes "fuzzy" below this scale, resulting into noncommutative space-time. Hence it becomes important and interesting to study in detail the structure of such noncommutative spacetimes and their properties, because it not only helps us to improve our understanding of the Planck scale physics but also helps in bridging standard particle physics with physics at Planck scale.

Our main focus in this thesis is to explore different methods of constructing models in these kind of spaces in higher dimensions. In particular, we provide a systematic procedure to relate a three dimensional $q$-deformed oscillator algebra to the corresponding algebra satisfied by canonical variables describing non-commutative spaces. The representations for the corresponding operators obey algebras whose uncertainty relations lead to minimal length, areas and volumes in phase space, which are in principle natural candidates of many different approaches of quantum gravity. We study some explicit models on these types of noncommutative spaces, in particular, we provide solutions of three dimensional harmonic oscillator as well as its decomposed versions into lower dimensions. Because the solutions are computed in these cases by utilising the standard Rayleigh-Schrödinger perturbation theory, we investigate a method afterwards to construct models in an exact manner. We demonstrate three characteristically different solvable models on these spaces, the harmonic oscillator, the manifestly non-Hermitian Swanson model and an intrinsically noncommutative model with Pöschl-Teller type potential. In many cases the operators are not Hermitian with regard to the standard inner products and that is the reason why we use $\mathcal{PT}$-symmetry and pseudo-Hermiticity property, wherever applicable, to make them self-consistent well defined physical observables. We construct an exact form of the metric operator, which is rare in the literature, and provide Hermitian versions of the non-Hermitian Euclidean Lie algebraic type Hamiltonian systems. We also indicate the region of broken and unbroken
\(\mathcal{PT}\)-symmetry and provide a theoretical treatment of the gain loss behaviour of these types of systems in the unbroken \(\mathcal{PT}\)-regime, which draws more attention to the experimental physicists in recent days.

Apart from building mathematical models, we focus on the physical implications of noncommutative theories too. We construct Klauder coherent states for the perturbative and nonperturbative noncommutative harmonic oscillator associated with uncertainty relations implying minimal lengths. In both cases, the uncertainty relations for the constructed states are shown to be saturated and thus imply to the squeezed coherent states. They are also shown to satisfy the Ehrenfest theorem dictating the classical like nature of the coherent wavepacket. The quality of those states are further underpinned by the fractional revival structure which compares the quality of the coherent states with that of the classical particle directly. More investigations into the comparison are carried out by a qualitative comparison between the dynamics of the classical particle and that of the coherent states based on numerical techniques. We find the qualitative behaviour to be governed by the Mandel parameter determining the regime in which the wavefunctions evolve as soliton like structures. We demonstrate these features explicitly for the harmonic oscillator, the Pöschl-Teller potential and a Calogero type potential having singularity at the origin, we argue on the fact that the effects are less visible from the mathematical analysis and stress that the method is quite useful for the precession measurement required for the experimental purpose. In the context of complex classical mechanics we also find the claim that "the trajectories of classical particles in complex potential are always closed and periodic when its energy is real, and open when the energy is complex", which is demanded in the literature, is not in general true and we show that particles with complex energies can possess a closed and periodic orbit and particles with real energies can produce open trajectories.
Chapter 1

Introduction

Physics has gone through many ups and downs in its way and a number of conceptual changes occurred in the history of the early twentieth century. In particular, experiments in atomic physics revealed the quantum structure of nature at microscopic distances and Einstein’s theory of general relativity provided a deeper understanding of space and time at a macroscopic scale. Quantum mechanics was later successfully combined with special relativity, leading to the theory of quantum fields and eventually to the standard model of particle physics. However, when one tries to probe small distances with high energies, in particular around the Planck scale, the effects of gravity become so important that they would significantly disturb the space-time structure and result in discreteness of the space-time manifold. Therefore the understanding of the unification of general relativity with the laws of quantum mechanics becomes very much necessary, albeit it has not been successfully understood yet and quantum gravity remains the most challenging and fascinating field of research in 21st century, in the areas of mathematical physics, mathematics and phenomenology.

There are by now a multitude of possibilities to describe the quantum behaviour of the gravitational field. The best candidate so far in the approach is probably string theory [1, 2, 3], which tries to unify all fundamental interactions in a single mathematical framework, whereas the idea of loop quantum gravity [4] is to quantise the gravitational field only, with all other fundamental forces being kept separated. In addition, to these two major frameworks, there are also other influential approaches like asymptotic safety [5, 6], causal dynamical triangulations [7], doubly special relativity [8] and many more, which have already led to interesting insights into the quantum nature of space-time.

At the very early days of quantum gravity, people picked up the two well known, but old proposals of quantisation of field, namely, the canonical quantisation and the path integral quantisation and essentially attempted [9, 10, 11] to utilise both of them to quantise the gravitational field too. However, from the field theoretical point of view, the theory of relativity is not renormalizable and leads to ultraviolet divergences, which
effectively stops any further progress. Nevertheless, if a minimal observable length is introduced as an effective cut off in the ultraviolet domain, it is indeed possible to make the theory renormalizable.

It was suggested very early by the founding fathers of quantum mechanics, most notably Heisenberg, in the pioneering days of quantum field theory that one could use a noncommutative structure of space-time coordinates at very small length scales to introduce the effective ultraviolet cut-off. It was Snyder [12] who first formalized this idea in an article entirely devoted to the subject. His idea was further extended later by Yang [13] who replaced the algebra of noncommuting linear operators by the algebra of functions to describe a general geometrical structure. However, these suggestions were largely ignored at that time, perhaps due to the failure of making accurate experimental predictions of the theory, but mostly because of its timing. At around the same time, the renormalization group program of quantum field theory finally proved to be successful at accurately predicting numerical values for physical observables in quantum electrodynamics and therefore the quantum theory in noncommutative space-time went through a long period of ostracism.

However, the interest in this kind of theory was resurfaced with Seiberg and Witten [14], who showed that string theory, at a certain low-energy limit, can be realized as an effective quantum field theory in a noncommutative space-time. Some important mathematical developments of the 1980s have also contributed to this rebirth, for instance Connes [15] and Woronowicz [16] revived the notion by introducing a differential structure in the noncommutative framework and noncommutative theories have been an area of intense research since then. For a concrete review of the topic, see for instance [17, 18, 19, 20, 21].

Therefore, the noncommutative theories are believed to be suggested possible pathways of many physical problems from time to time. The reason is because the commutation relations emerging out of these kind of theories quite naturally lead to a special kind of uncertainty relations which deliberately give rise to the existence of a minimal observable length. This is amazing enough that almost all the attempts towards quantum gravity indicate the existence of a minimum measurable length scale which is expected to be close, or identical to the Planck length [22, 23]

\[
l_p = \sqrt{\frac{G \hbar}{c^3}} \approx 1.616 \times 10^{-35} \text{ m},
\]

that combines the fundamental constants of nature (Newton’s constant $G$, reduced Planck’s constant $\hbar$ and the speed of light $c$) in a dimensionally appropriate way. Because it is a constant of nature, and not an artificially imposed cut-off, such an ultraviolet regulator would be extremely welcome and somewhat natural. Therefore, in
addition to the expected quantum uncertainty, there is another uncertainty which arises for the space-time fluctuations at the Planck scale and that is the so-called minimal length. A minimal length can be found in string theory [24, 25, 26, 27, 28], path integral quantum gravity [29, 30, 31, 32, 33], loop quantum gravity [4], doubly special relativity [34, 35, 36, 37, 38, 39, 40] and many more. Within a string theoretical argument, one claims that a string cannot probe distances smaller than its length as can be viewed from simple arguments [41, 42]. In 1993, Maggiore [43] has also found that an uncertainty relation that gives rise to a minimum length can be derived from the measurement of the radius of a black hole. Moreover, some Gedankenexperiments or thought experiments [44, 45, 46], in the spirit of black hole physics have also supported the idea. For review purpose, one may follow [17, 47, 48].

Note that, the existence of a minimal length is an obvious contradiction with the conventional version of Heisenberg Uncertainty Principle (HUP) which puts no lower or upper bound on the non-simultaneous measurements of the position or the momentum of a particle. In fact, in ordinary quantum mechanics the position uncertainty $\Delta x$, can be made arbitrarily small by letting the momentum uncertainty $\Delta p$, to grow correspondingly. However, for energies close to the Planck energy ($E_p = \sqrt{\hbar c^5/G} \approx 1.22 \times 10^{19}$ GeV), the particle’s Schwarzschild radius ($r_s = 2Gm/c^2$) and its Compton wavelength ($\lambda_c = h/mc$) become approximately of the order of the Planck length. So, in order to merge the idea of the minimal length into quantum mechanics, one needs to modify the ordinary uncertainty principle to the so-called generalized uncertainty principle (GUP), which can be done immediately from the noncommutative space time structure. Indeed, the notion of minimal length should quantum mechanically be described as a minimal uncertainty in position measurements. The introduction of this idea has drawn much attention in recent years and many papers have appeared in the literature [49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 40, 64] to address the effects of GUP on various quantum mechanical systems and phenomena.

In our discussion our main focus is to describe such kind of behaviour of the noncommutative space-time, which modifies the Heisenberg uncertainty relation to introduce the generalised uncertainty relation and provides the existence of the minimal observable length. In chapter 2, we introduce the simplest possible example of the noncommutative space, namely the flat noncommutative spaces and thereafter the Snyder’s Lorentz invariant version of this and discuss various physical consequences of the theory. Later the $q$-deformed space is introduced, on which we place more attention in our investigations. The most important thing that we try to explain in this discussion is how to construct the models explicitly from the $q$-deformed noncommutative spaces and how the commutation relations in these spaces lead to the existence of minimal length.

In chapter 3, we introduce the basic notions of $\mathcal{PT}$-symmetric quantum mechanics.
This is important to understand for us because, when one deals with the systems in noncommutative spaces, it is quite natural that one ends up with systems where the Hamiltonians are not Hermitian with respect to the standard inner products and thus can not be interpreted as observables. The virtue of the $\mathcal{P}\mathcal{T}$-symmetric theory is that, it gives us some insights of how to deal with the non-Hermitian operators and construct well-defined physical systems out of that. On the other hand, the theory of pseudo-Hermiticity (see 3.2.2) provides more accurate expressions of the Hermitian versions of the corresponding non-Hermitian Hamiltonians, which are sometimes easier to handle for more complicated problems. Finally we present some examples of Euclidean Lie algebraic type $\mathcal{P}\mathcal{T}$-symmetric non-Hermitian Hamiltonians and obtain their Hermitian versions, which have been worked out in one of our recent publications [65]. Whereas most of the works provide perturbative expressions, in our work we obtain an exact form of the metric operator which can be found rarely in the literature. We also point out the region of broken and unbroken symmetry and discuss the physical implications of these kind of Hamiltonians in the unbroken $\mathcal{P}\mathcal{T}$ regime and provide a theoretical explanation of the gain/loss behaviour of the system in the context of $\mathcal{P}\mathcal{T}$-symmetric wave-guide, which draws much more attention to the experimental physicists in recent days.

With the introduction of basic necessary tools in chapter 2 and 3, in chapter 4 [66, 67] we present the principal segments of our investigations. We start with the most general Ansatz of the generators of the flat noncommutative spaces in three dimensions and explain the fact of how the number of free parameters can be reduced using the $\mathcal{P}\mathcal{T}$-symmetric behaviour of the system. Afterwards, the generators of the $q$-deformed noncommutative spaces, rather than that of the flat noncommutative spaces, are assumed to be linear in three dimensions and subsequently the existence of minimal volume is worked out following the outlines of [56, 57, 58], which has not been explored notably in the literature. We also show the explicit construction procedure of different kind of models in higher dimensions. As for example, we present the harmonic oscillator models in one, two and three dimensions and solve them finally by utilising the usual perturbation technique.

In chapter 5 [68], we probe the procedure of how the models, or more appropriately, a class of models in the noncommutative spaces could be solved exactly, rather than using the standard Rayleigh-Schrödinger perturbation theory. As a first example we choose the one dimensional harmonic oscillator in the noncommutative space in different representations which has been constructed in the previous chapter and thereafter a couple of other models, namely the popular model of Swanson and a version of the Pöschl-Teller model in disguise.

Instead of constructing complicated mathematical models in noncommutative spaces,
in chapter 6 [69, 70], our quest is to explore the physical implications of these kind of theories, which are indeed more exciting to realise the connection to the physical world. We construct the coherent states of a couple of models, at first, the perturbative harmonic oscillator in the noncommutative space and later that of the exact case. In both the cases we pick up the Klauder coherent states instead of the Glauber coherent states (as Klauder coherent states are applicable to generalised models, whereas Glauber coherent states are suitable for harmonic oscillator only) and analyse the expectation values of the observables systematically to verify the generalised uncertainty relation and show that the product of the position and momentum uncertainties are indeed saturated which must hold for the case of qualitatively good coherent states. We also check the compatibility of the results with the Ehrenfest’s theorem and the fractional revival structure (see 6.5) of the systems to test the qualities further.

In chapter 7 [71, 72], we build up an absolutely different procedure of inspecting the qualitative behaviour of the coherent states, mainly based on numerical techniques. Certainly this procedure provides an impressive insight into the theory, because, with this method one can compute the dynamics of the coherent states and the classical cases separately and then compare them together to judge the quality of the coherent states. For this, we utilize the usual formulations of Bohmian mechanics and apply them to calculate the dynamics of the coherent states, whereas the dynamics of the classical cases are computed by solving the standard canonical equations of motion. To provide some concrete examples, we choose the harmonic oscillator model first, as it is always very instructive to understand the basic foundation and then we choose more complicated models such as Pöschl-Teller model and a Calogero type potential having singularity at the origin. We probe the method for both the real and complex Hamiltonians, with the emphasis on the complex side. The later case is more interesting from the classical point of view and in addition it is itself an active field of research. However, we will see that the pathway will not be so spontaneous as we expect, because the coherent states do not always behave like a classical particle but exhibit the exact classical behaviour under certain circumstances. We introduce the Mandel parameter $Q$ (6.93) to be the additional condition and impose the restriction that $Q$ must be zero or very close to zero which is not quite visible from the mathematical analysis. Initially we investigate the above procedure for the models in the usual space, however, our actual motivation is to examine the quality of the coherent states for the models of noncommutative space. We noticed that most of the models explored so far in noncommutative space are in momentum space and no one has ever solved them in position space. On the other hand, Bohmian mechanics has not been formulated in the momentum space yet and are subject to construction which is very contradictory and of course not satisfactory. However, we do keep the interpretational issues aside and focus on the construction of
position space wave function of the noncommutative harmonic oscillator. We provide a Fourier transformed version of this, which we have not applied to the context yet, but one can surely utilize those wave functions to investigate further.

While investigating the Calogero type potential we find an interesting observation in the context of complex classical mechanics. People usually claim \cite{73, 74} that the trajectories of classical particles moving in complex potentials, whose energies are real, are always closed and periodic, whereas those having complex energies are always open and therefore demand that the complex but $\mathcal{PT}$-symmetric classical Hamiltonians always produce close and periodic trajectories, whereas non-$\mathcal{PT}$-symmetric Hamiltonians possess open trajectories. We contradict with this statement and claim that this is no longer true in general and thus dispute the connection of complex classical trajectories with the $\mathcal{PT}$-symmetry of the Hamiltonians.
Chapter 2

Noncommutative Space-Time and Minimal Length

Before starting rigorous discussion on various different notions of noncommutative theory, let us first quickly recall some of the fundamental results of the theory of quantum mechanics. A quantum mechanical phase-space is defined by replacing the canonical position and momentum variables $x, p$ with the quantum mechanical operators $\hat{x}, \hat{p}$, which are by definition Hermitian and obey the Heisenberg’s canonical commutation relation $[\hat{x}_i, \hat{p}_j] = i\hbar \delta_{ij}$. The ordinary phase space is recovered in the classical limit $\hbar \to 0$ (In this energy scale, this often corresponds to large quantum numbers $n$ for discrete energy levels). The birth of the Heisenberg uncertainty principle essentially takes place with the introduction of the canonical commutation relation, which can be recognized easily, by assuming $|\psi\rangle$ to be the eigenvector of position as well as the momentum operator with the eigenvalues $x_0$ and $p_0$ respectively, such that

$$[\hat{x}, \hat{p}] |\psi\rangle = (x_0 p_0 - p_0 x_0) |\psi\rangle = 0.$$  \hspace{1cm} (2.1)

However, the Heisenberg’s canonical commutation relation requires

$$[\hat{x}, \hat{p}] |\psi\rangle = i\hbar |\psi\rangle \neq 0,$$ \hspace{1cm} (2.2)

which implies that no quantum state can be simultaneous position and momentum eigenstate, or in other words, position and momentum observables can not be measured simultaneously with a high precision. The more precisely the position of a quantum particle is measured, the less precise the measurement of momentum becomes and vice-versa. The product of the uncertainties is bound by a constant, represented by the reduced Planck’s constant $\hbar$

$$\Delta x \Delta p \geq \frac{1}{2} |\langle [x, p]\rangle| = \frac{\hbar}{2},$$ \hspace{1cm} (2.3)
Chapter 2  Noncommutative Spacetime & Minimal Length

where $\Delta x = \sqrt{\langle x^2 \rangle - \langle x \rangle^2}$ and $\Delta p = \sqrt{\langle p^2 \rangle - \langle p \rangle^2}$ are the standard deviations of position and momentum observables. Thus, with the introduction of Heisenberg’s uncertainty principle, the concept of quantum mechanical phase space is changed drastically and the notion of a point is replaced with that of the Planck cell. It was John Von Neumann [75], who first came forward to describe the quantum phase space rigorously, referring to the fact that the notion of a point in a quantum phase space is meaningless because of the Heisenberg uncertainty principle of quantum mechanics and dubbed his study as ”pointless geometry”. This led to the theory of Von Neumann algebras and essentially to the birth of ”noncommutative geometry”, referring to the study of topological spaces whose commutative $C^*$-algebras [18] of functions are replaced by noncommutative algebras [18, 19, 76].

2.1 Flat Noncommutative Space

Just like the quantisation of classical phase space, the simplest and most commonly studied version of non-commutative spaces replace the standard set of commuting coordinates by the Hermitian generators $x^\mu$ of a noncommutative $C^*$-algebra of ”functions on spacetime” which obey the commutation relations

$$[x^\mu, x^\nu] = i \theta^{\mu\nu}, \quad [x^\mu, p^\nu] = i \hbar \delta^\mu_\nu, \quad \text{and} \quad [p^\mu, p^\nu] = 0,$$

(2.4)

with the deformation parameter $\theta^{\mu\nu}$ being a constant antisymmetric tensor, where $\mu, \nu = 1, 2, 3, 4$. Because the space-time coordinates no longer commute in this scenario, the underlying space disappears and the noncommutative space is introduced. However, there are some crucial issues related with the application of (2.4) to physical problems. In standard relativistic theory, one can immediately observe that a nonvanishing $\theta^{\mu\nu}$ can and does break the Lorentz-Poincaré symmetries [77, 78]. Indeed, the coordinates $x^\mu$ transform as vectors, while $\theta^{\mu\nu}$ is constant in all reference frames. Nevertheless, in spite of this well recognised problem, all fundamental issues like unitarity [79], causality [80], UV/IR divergences [81] and anomalies [82, 83, 84] have been discussed in a formally Lorentz invariant manner, using the representation of the usual Poincaré algebra. These results have been achieved employing the Weyl-Moyal correspondence, which assigns an established ordinary theory to a noncommutative one by replacing ordinary fields with noncommutative fields and ordinary products with Moyal $\star$ products

$$\phi(x) \psi(x) \rightarrow \phi(x) \star \psi(x),$$

(2.5)

where the Moyal $\star$ product was originally introduced long time back, by Moyal [85] to facilitate Wigner’s phase space formulation of quantum mechanics, which has been
applied more recently in a wide field of research, such as noncommutative M-theory \[86\], string theory \[14\], integrable field theories \[87, 88, 89, 90\] etc. It is defined as

\[ \phi(x) \star \psi(x) = \phi(x) e^{i \theta_{\mu\nu} \partial_\mu \partial_\nu \psi(y) |_{x=y}} , \]  

more useful and symmetric version of which \[85, 91, 92\] is

\[ \phi(x) \star \psi(x) = \phi(x) e^{i \frac{1}{4} \theta_{\mu\nu} (\partial_\mu \partial_\nu - \partial_\nu \partial_\mu) \psi(y) |_{x=y}}. \]  

Consequently, the commutators of operators are replaced by Moyal brackets, for instance in (2.4)

\[ [x^\mu, x^\nu] \rightarrow [x^\mu, x^\nu] \equiv x^\mu \star x^\nu - x^\nu \star x^\mu = i \theta_{\mu\nu}. \]  

In fact, admitting noncommutativity to be relevant only at very short distances, it has been often treated as a perturbation and only the corrections to first order in \( \theta \) were computed. As a result, the NC QFT was practically considered Lorentz invariant in zeroth order in \( \theta_{\mu\nu} \), with the first order corrections coming only from the \( \star \) product.

However, long before these considerations, Snyder \[12\] in 1947 proposed the noncommutativity in a slightly different manner so that the commutation relations inherit the Lorentz covariance by its construction

\[ [x^\mu, x^\nu] = i \theta (x^\mu p^\nu - x^\nu p^\mu) \]
\[ [x^\mu, p_\nu] = i \hbar (\delta_\nu^\mu + \theta p^\mu p_\nu) \]
\[ [p_\mu, p_\nu] = 0, \]  

with \( \theta \) being the constant deformation parameter. This is checked comfortably by taking the standard Lorentz transformation \( x^\mu \rightarrow x^\mu + \delta x^\mu \) and \( p^\mu \rightarrow p^\mu + \delta p^\mu \) with

\[ \delta x^\mu = \omega^{\mu\alpha} x_\alpha \]
\[ \delta p^\mu = \omega^{\mu\alpha} p_\alpha , \]  

on both sides of the relations (2.9), where, \( \omega^{\alpha\mu} = - \omega^{\mu\alpha} \). First consider, the transformation on the left hand side of the first equation of (2.9)

\[ \delta [x^\mu, x^\nu] = [\delta x^\mu, x^\nu] + [x^\mu, \delta x^\nu] \]
\[ = \omega^{\mu\alpha} [x_\alpha, x^\nu] + \omega^{\nu\alpha} [x^\mu, x_\alpha] \]
\[ = i \theta \omega^{\mu\alpha} (x_\alpha p^\nu - x^\nu p_\alpha) - i \theta \omega^{\nu\alpha} (x_\alpha p^\mu - x^\mu p_\alpha) , \]  

and then the similar expression is obtained by transforming the right hand side of the
same relation

\[ i\theta \delta (x^\mu p^\nu - x^\nu p^\mu) = i\theta \omega^{\mu \alpha} (x_\alpha p^\nu - x^\nu p_\alpha) - i\theta \omega^{\nu \alpha} (x_\alpha p^\mu - x^\mu p_\alpha). \] (2.12)

An identical treatment follows for the other two relations. Whereas, the usual Lorentz transformations leaves the Snyder algebra (2.9) covariant, it can be easily checked that they are not invariant under the translation symmetry, so that the original Poincaré symmetry is violated. In [93], the authors found the deformation of the original Poincaré symmetries so that the deformed version becomes compatible with the Snyder algebra (2.9). Subsequently the deformation of the conformal symmetries as well as the action were obtained which immediately tells that one could easily formulate some well defined physical models with the coordinates corresponding to the noncommutative space-time.

Apart from the particular case of Snyder noncommutativity (2.9), many authors have also argued that in general it might be possible to introduce quantum deformations of Poincaré symmetries such that the particular form of the commutators (2.4) remain covariant while the deformed Poincaré generators preserve the original Poincaré algebra. This has been discussed in great detail, for a constant \( \theta^{\mu \nu} \) using either higher order differential operators [94, 95, 96, 97] or twist functions following from quantum group arguments [98, 99, 100, 101]. For Lie algebraic and quadratic deformations in (2.4), such an analysis was carried out in [102].

However, in our discussion, we will follow a slightly different approach. We start with the deformed commutation relation between the creation and annihilation operators, which is roughly outlined in [49, 50, 103, 104], and construct the noncommutative models out of that. Note that the procedure is slightly different from the flat noncommutative space and is quite often known as the q-deformed noncommutative space in the literature. This approach has many advantages, for instance, it allows for the explicit construction of the entire Fock space [53, 52, 51]. Moreover, this theory is enriched with other physical implications as indicated in the introduction that this immediately leads to the generalised version of the uncertainty relation giving rise to the minimal measurable length that becomes meaningful in almost all the approaches of quantum gravity. Besides, the theory has also been proved to be compatible with the theory of doubly special relativity (DSR), which we will discuss in detail later in this chapter. However, before that, we first look at the procedure of constructing noncommutative models from the q-deformed noncommutative space.
Chapter 2  Noncommutative Spacetime & Minimal Length

2.2  q-Deformed Noncommutative Space

The concept of the q-deformation essentially starts with the study of the quantum inverse problem method \cite{105} and the solutions to the Yang-Baxter equation \cite{106}. The growing interest on the subject connects to the fact that the properties of quantum groups and algebras are quite similar to those of Lie algebras in connection with the representation theory and its applications. The q-deformation of Lie algebras has been discovered by Jimbo \cite{107, 108} and Drinfeld \cite{109}. Subsequently, these ideas were implemented to the construction of the q-deformed harmonic oscillator by many authors, for instance one may look at the references \cite{51, 52, 53, 110, 111}.

The natural question that one could ask afterwords is that, why the quantum groups are necessary to be deformed in this picture. The answer is very simple and lies on the fact that the space-time structures at the Planck scale do not produce the usual scenario, rather, they are deformed in these cases which gives rise to the noncommutative structure of the space-time and that is the reason that the deformation of the structure of the Lie groups and Lie algebras become necessary in order to describe various different features of these kind of spaces. Quite naturally, there are numerous ways of deforming the standard commutation relations between the dynamical variables $X$ and $P$. One might for instance deform the Heisenberg's canonical commutation relations \cite{112, 54, 50, 55} which is of the form

\begin{equation}
PX - qXP = i\hbar, \tag{2.13}
\end{equation}

for other possibilities one may look at \cite{51, 52, 53}. However, we will assume instead the $q$-deformation \cite{56} of the corresponding commutation relation between the creation and annihilation operator of so-called $q$-bosons $A^\dagger$ and $A$, respectively, to be deformed in the form

\begin{equation}
AA^\dagger - q^2 A^\dagger A = 1 \tag{2.14}
\end{equation}

and analyse systematically how the deformed relation (2.14) leads to the non-commutative space-time structure. We will assume further that the representations for the position $X$ and momentum $P$ operator to be linear in $A$ and $A^\dagger$

\begin{equation}
X = \alpha \left( A^\dagger + A \right), \quad P = i\beta \left( A^\dagger - A \right), \quad \alpha, \beta \in \mathbb{R}. \tag{2.15}
\end{equation}

Thereafter using equation (2.14) and (2.15), the commutation relation of the position $X$ and momentum $P$ operators is computed to be of the form

\begin{equation}
[X, P] = 2i\alpha\beta \left[ 1 + (q^2 - 1) A^\dagger A \right]. \tag{2.16}
\end{equation}
It is worth mentioning at this point, that the generators of the q-deformed noncommutative spaces will always be represented from now and onwards, by the capital letters of the corresponding observables.

Using equation (2.15), one can express the product of the creation and annihilation operator as
\[
A^\dagger A = 2i\alpha\beta \left[ 1 + \frac{q^2 - 1}{4} \left( \frac{X^2}{\alpha^2} + \frac{P^2}{\beta^2} + \frac{i}{\alpha\beta} [X, P] \right) \right],
\]
which when replaced in (2.16) and solved subsequently for \([X, P]\), one obtains the q-deformed commutation relation
\[
[X, P] = \frac{4i\alpha\beta}{1 + q^2} \left[ 1 + \frac{q^2 - 1}{4} \left( \frac{X^2}{\alpha^2} + \frac{P^2}{\beta^2} \right) \right].
\]

The relation (2.18) can be simplified successively by choosing constraint on the parameter
\[
\alpha\beta = \frac{\hbar}{2} \quad \text{i.e.} \quad \alpha = \frac{\hbar}{2\beta},
\]
and assuming further that the deformation parameter to be of the form \(q = e^{2\tau\beta^2}\) \((\tau \in \mathbb{R}^+, [\tau] = [P]^{-2})\), with a subsequent non-trivial limit \(\beta \to 0\), one obtains the simple deformed canonical commutation relation
\[
[X, P] = i\hbar \left( 1 + \tau P^2 \right).
\]

It is customary to look at the trivial limit \(\tau \to 0\), i.e. \(q \to 1\), for which the commutation relation becomes the usual canonical commutation relation. However, having obtained a simple version of the noncommutative commutation relation (2.20), it is quite straightforward to find a representation for \(X\) and \(P\), which will reproduce the commutator (2.20). For instance we may select the position \(X\) and momentum \(P\) operators in terms of the undeformed observables \(x\) and \(p\), i.e. \([x, p] = i\hbar\), as
\[
X = (1 + \tau p^2) x \quad \text{and} \quad P = p,
\]
which one may utilize in the formulation of different kinds of models. In [56], such an example is explicitly computed for the case of one dimensional harmonic oscillator. Examples in higher dimensions have also been shown, such as the free particle [57] and the harmonic oscillator [58] in two dimension. We have extended the ideas in chapter 4 to the three dimensional harmonic oscillator and subsequently reduced to the lower dimensional cases, which are clearly a challenge from the computational point of view. One should note that the construction of models in these spaces would not be an easy task as the operators \(X\) and \(P\) in the deformed commutation relation (2.20) are in
general not Hermitian $X^\dagger = X + 2i\tau \hbar P$ and $P^\dagger = P$, whereas that of the operators in the flat noncommutative spaces are naturally resulting to be Hermitian. We explore the procedure rigorously in Chapter 3 of how to tackle with the difficulties involving the non-Hermitian operators and how a self-consistent physical theory can be constructed out of that.

### 2.3 Minimal Length

With the discussion of the previous section, we are now convinced that it is indeed possible to build different types of models based on the noncommutative spaces. Besides the computational challenge of constructing complex mathematical models, as already been mentioned in the introduction, the noncommutative theory possess many compelling physical implications too. To understand this, let us look at the uncertainty relations induced by the flat noncommutative space (2.4), which requires to replace the "Heisenberg’s Uncertainty Relations" by the "Generalised Uncertainty Relations"

$$\Delta x^\mu \Delta x^\nu \geq \frac{1}{2} |\theta^{\mu\nu}|,$$

and consequently the space-time point is replaced by the Planck cell of dimension given by the Planck area. In these kind of situations, one may encounter many interesting phenomena, in particular, when the commutation relations are modified in such a way that their structure constants $\theta^{\mu\nu}$ involve higher powers of coordinates or momenta. The picture is quite clearly visible from the $q$-deformed noncommutative spaces. For instance, selecting the simplest version of the $q$-deformed commutation relation (2.20), the generalised version of the uncertainty relation appears to be

$$\Delta X \Delta P \geq \frac{1}{2} |\langle [X, P] \rangle| \geq \frac{\hbar}{2} \left(1 + \tau \langle P^2 \rangle\right) \geq \frac{\hbar}{2} \left[1 + \tau (\Delta P)^2 + \alpha \right],$$

with $\alpha = \tau \langle P \rangle^2$. While in ordinary quantum mechanics, as expressed by the equation (2.3), which simply have reduced Planck’s constant $\hbar$ as structure constant, $\Delta x$ can be made arbitrarily small by letting $\Delta p$ grow correspondingly, this is no longer the case if the equation (2.23) is taken into account. In this case, if $\Delta X$ is decreased and $\Delta P$ is increased correspondingly, the new term $\tau (\Delta P)^2$ on the right hand side will eventually grow faster than the left hand side. Hence $\Delta X$ can no longer be made arbitrarily small, which essentially gives rise to the so called "minimal length" $\Delta X_0$, beyond which one
can not probe and provide any physically measurable information about the system.

Snyder’s idea [12] was that, if one could find a coherent description of the space-time structure such that the space-time point is replaced by a small length scale, then the ultraviolet divergences of quantum field theory could be eliminated, and that would be equivalent to use an ultraviolet cut-off in momentum space integrations to compute the Feynman diagrams, which inevitably lead to a minimum observable length scale below which all the phenomena are ignored. The old belief was therefore that the simplest and most elegant way of introducing the cut-off is in terms of the space-time coordinates $x^\mu$.

Many other possibilities have been explored from time to time, which give rise to other interesting physical interpretations. However, before analysing those kind of situations, we will first investigate the generalised uncertainty relation (2.23) associated with the noncommutative algebras and see how the minimal length can be calculated explicitly and thus the compatibility with Snyder’s idea. We start with considering the relation, $f(\Delta X, \Delta P) = \Delta X \Delta P - \frac{1}{2} \langle [X, P] \rangle$, which needs to be minimised as a function of $\Delta P$, in order to determine the minimum value for $\Delta X = \Delta X_0$. This means, we need to solve the two equations

$$\begin{align*}
\partial_{\Delta P} f(\Delta X, \Delta P) &= 0, \\
f(\Delta X, \Delta P) &= 0,
\end{align*}$$

and subsequently compute the smallest value for $\Delta X_{\text{min}}$ in order to obtain the absolute minimal length $\Delta X_0$ for which $\langle X \rangle$ and $\langle P \rangle$ are taken to be zero. In the standard scenario, i.e. when $x$ and $p$ commute up to a constant, the result is therefore zero. For the case at hand, the commutation relation involves higher powers of $X$ or $P$ and therefore the minimal length takes the form

$$\Delta X_{\text{min}} = \hbar \sqrt{\tau \sqrt{1 + \tau \langle P \rangle^2}},$$

(2.25)

so that taking $\langle P \rangle = 0$, the absolutely smallest uncertainty in position has the value

$$\Delta X_0 = \hbar \sqrt{\tau}.$$  

(2.26)

The result can be visualised from figure 2.1.

Note that there is no non-vanishing minimal uncertainty in momentum in this case (2.23). This circumstance always arises when the commutation relation is extended in such a way that the uncertainty relation involves the higher power of both the position
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Figure 2.1: Solid red line corresponds to the Heisenberg’s uncertainty relation which shows neither minimal length nor minimal momentum, Orange dashed line corresponding to Generalised uncertainty relation (2.23) leads to minimal length and Blue dotted line represents equation (2.27) leading to both minimal length and minimal momentum.

and momentum uncertainty,

\[
[X, P] = i\hbar \left(1 + \tau X^2 + \rho P^2\right)
\]

\[
\Delta X \Delta P \geq \frac{\hbar}{2} \left[1 + \tau (\Delta X)^2 + \rho (\Delta P)^2 + \alpha\right],
\]

(2.27)

with \(\alpha = \tau \langle X \rangle^2 + \rho \langle P \rangle^2\), so that it turns out a non-zero minimal uncertainty in both the position \(\Delta X_0\) and momentum \(\Delta P_0\).

Recently, it has been argued that Einstein’s special relativity predictions appear to be violated by certain observations of ultra-high-energy cosmic rays [113] and at the same time quantum gravity arguments also encourage the idea. The minimal length which is a natural candidate of the quantum theory of gravity, by definition, should not undergo a Lorentz contraction when it is boosted. That means a modification of the Lorentz transformations becomes necessary. The new transformations should not only leave the speed of light \(c\) to be invariant, but also keep the minimal length as a second invariant. Such a modification has been achieved recently by many authors [114, 34, 8, 115, 116], which has been dubbed as the doubly special relativity (or deformed special relativity) in the literature. These transformations can be described through the generators of the \(\kappa\)-Poincaré Hopf algebra [117, 118, 119, 120, 121, 122], and therefore it is evident that the doubly special relativity also suggests a similar kind of modification of the usual canonical commutation relations and essentially the noncommutative structure of the space-time.

It has also been suggested in this context that the minimal measurable length would restrict a test particle’s momentum to take any arbitrary values which deliberately
leads to an upper bound $P_{\text{max}}$ of the momentum. This effect is also visible from the considerations of generalised uncertainty relation, for instance, if we start with the commutation relation with a linear term in momentum, $[X, P] = i\hbar (1 - \alpha P + \beta P^2)$, and pursue the same calculation as done before, one could obtain the maximal value of $P = P_{\text{max}}$ by replacing the minimal value of $X$ into the equation [34, 35, 37, 38, 39, 40].

The crucial point that one should note at this point is that the calculations which are carried out here are just few easy examples in one dimension but the same analysis could also be performed in higher dimensions. In that case one would eventually follow up more exciting situations, for example in two dimensions one could obtain many similar type of non-zero commutation relations involving the operators corresponding to position and momentum in $X$ and $Y$ direction and achieve a membrane type "minimal area" [58, 57]. By now many studies on the structure of such type of generalised canonical relations have been carried out [49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 40, 64] , albeit mostly in dimensions less than three. In chapter 4, we explore how the situation can be dealt with in three dimension and play with the commutators to obtain a fuzzy "minimal volume" [66].
Chapter 3

Non-Hermitian Hamiltonians & Noncommutativity

Before moving to the main part of the work, in this chapter we will briefly review some necessary parts of the theory of $\mathcal{P}\mathcal{T}$-symmetric non-Hermitian Hamiltonian systems, in particular the pseudo-Hermitian Hamiltonians. As we have already discussed in the introduction why it would be likely to start the discussion with the topic, that is because, whenever we consider the systems of noncommutative spaces, it is always more probable that we end up with the Hamiltonian systems which are non-Hermitian with respect to the standard inner products. With the knowledge of how to deal with the non-Hermitian Hamiltonians and how to develop a consistent quantum mechanical theory out of the non-Hermitian dissipative systems, it would always be easy to tackle the difficulties arising in systems of non-commutative space. To start our discussion, let us first introduce few basic notions of quantum theory.

3.1 Hermiticity Leads to Reality of Spectrum

The theory of quantum mechanics is nearly one hundred years old and has become an acceptable theory in modern science because of the wide range of success in verification of its theoretical predictions in form of experimental results. In an introductory course of quantum physics, one learns the basic axioms that define and characterize the theory. For example the energy spectrum is required to be real such that all measurements of the energy of a system yield real results, eigenvalues are bounded below so that there exists a ground state and most importantly the time evolution of a quantum state must be unitary because of the fact that the expected result of a probability measurement of a state cannot grow or decay in time. A quantum theory of elementary particles must also satisfy the physical axioms of Lorentz covariance and causality.

However, there is another axiom which is rather more mathematical in character,
that is the requirement that the Hamiltonian operator $H$, which governs the dynamics of the quantum system, must be Hermitian. The Hermiticity of $H$ is expressed by the equation

$$\langle \psi | H | \psi \rangle = \langle H | \psi \rangle | \psi \rangle, \quad \text{i.e.} \quad H = H^\dagger \quad (3.1)$$

where the Dirac Hermitian conjugation symbol '$\dagger$' represents the combined operations of matrix transposition and complex conjugation. We will adopt here the conventions used in the physics literature and avoid technicalities of domain issues leading to the well-known distinction between Hermitian and self-adjoint operators. The mathematical condition (3.1) is very convenient to use as a machinery to derive all the above axioms using this single requirement. For instance, we consider a diagonalisable operator, Hamiltonian $H$ with discrete eigenvalues $a'$ and $a''$ with right and left eigenvectors, $|a'\rangle$ and $\langle a''|$ respectively

$$H|a'\rangle = a'|a'\rangle \quad (3.2)$$
$$\langle a''|H^\dagger = a''^*\langle a'\rangle. \quad (3.3)$$

Projecting the state on the left to the first equation by $\langle a''|$ and second equation on the right by $|a'\rangle$ and subtracting, we obtain

$$\langle a''|H|a'\rangle - \langle a''|H^\dagger|a'\rangle = (a' - a''^*) \langle a''|a'\rangle. \quad (3.4)$$

Considering the Hamiltonian operator Hermitian, the above expression (3.4) reduces to

$$(a' - a''^*) \langle a''|a'\rangle = 0. \quad (3.5)$$

Now $a'$ and $a''$ can be taken to be either same or different. Let us first choose them to be same. We consider the fact that $|a'\rangle$ is not a null ket, we then deduce

$$a' = a''^*, \quad (3.6)$$

which is to say that the eigenvalues are real, if and only if the Hamiltonian operator is Hermitian. Let us now assume $a'$ and $a''$ to be different. Because of the just-proved reality condition, the difference $(a' - a''^*)$ that appears in (3.5) is equal to $(a' - a'')$, which can not vanish by assumption. The inner product $\langle a''|a'\rangle$ must then vanish:

$$\langle a''|a'\rangle = 0, \quad (a' \neq a''). \quad (3.7)$$
which says the eigenstates of $H$ corresponding to different eigenvalues are orthogonal. It is conventional to normalize $|a'\rangle$ so that $\{ |a'\rangle \}$ form an orthonormal set:

$$\langle a''|a'\rangle = \delta_{a''a'}.$$  \hspace{1cm} (3.8)

It is easy to check that the set of eigenkets are complete:

$$\sum_{a'} |a'\rangle \langle a'| = 1.$$  \hspace{1cm} (3.9)

The dynamics of a quantum state can be obtained by operating the time evolution operator on the state as:

$$|a'(t)\rangle = e^{-iHt}|a'(0)\rangle,$$  \hspace{1cm} (3.10)

such that the probability density is conserved

$$\langle a'(t)|a'(t)\rangle = \langle a'(0)|e^{iHt}e^{-iHt}|a'(0)\rangle = \langle a'(0)|a'(0)\rangle,$$  \hspace{1cm} iff $H = H^\dagger$ \hspace{1cm} (3.11)

Thus the Hermiticity property ensures the reality of the spectrum.

On the other hand, the Hamiltonians that are non-Hermitian, appear quite often in the literature to describe dissipative systems, such as the phenomenon of radioactive decay. However, these non-Hermitian Hamiltonians are only approximate, phenomenological descriptions of physical processes. They cannot be regarded as fundamental because they violate the requirement of unitarity, thus describing open systems rather than closed self-consistent ones. A non-Hermitian Hamiltonian whose purpose is to describe a particle that undergoes radioactive decay predicts that the probability of finding the particle gradually decreases in time. Of course, a particle cannot just disappear because this would violate the conservation of probability; rather, the particle transforms into other particles. Thus, a non-Hermitian Hamiltonian that describes radioactive decay can at best be a simplified, phenomenological, and non-fundamental description of the decay process because it ignores the precise nature of the decay products. In his book on quantum field theory Barton [123] gives the standard reasons for why a non-Hermitian Hamiltonian cannot provide a fundamental description of nature: A non-Hermitian Hamiltonian is unacceptable partly because it may lead to complex energy eigenvalues, but chiefly because it implies a non-unitary $S$ matrix, which fails to conserve probability and makes a hash of the physical interpretation.
3.2 Quantum Mechanics of Non-Hermitian Hamiltonians

However, one natural question that one may ask at this point is, whether the non-Hermitian Hamiltonians could play an important role in the formulation of complete and fundamental quantum theories. The possibility that those systems can possess discrete eigenstates with real positive energies has already been indicated by von Neumann and Wigner [124] almost eighty five years ago. Later, this type of systems were under more intense scrutiny and nowadays the properties of these so-called BICs (bound states in the continuum) are fairly well understood for many concrete examples [125, 126, 127] together with their bi-orthonormal eigenstates [128, 129].

Whereas the above type of Hamiltonians only possess single states with these ”strange properties” [124], it was observed very recently in a ground-breaking numerical study by Bender and Boettcher [130] that the Hamiltonians with potential terms \( V = x^2 (ix)^\nu \) for \( \nu \geq 0 \) possess an entirely real and positive spectrum. With this revolutionary discovery indeed a new era has been opened up in the area of non-Hermitian systems. It was only the introduction of \( \mathcal{PT} \) symmetry into the Hamiltonian which guarantees the reality of spectrum. The idea has been enriched afterwards by many authors as we will discuss in the subsequent sections.

3.2.1 Role of \( \mathcal{PT} \)-Symmetry in Physics

The idea of the \( \mathcal{PT} \) symmetry was introduced to the subject in the desire of describing the non-Hermitian quantum theories into a consistent framework. The symmetry is associated to systems which are invariant under simultaneous operations of the Parity \( \mathcal{P} \) and time reversal \( \mathcal{T} \) operators. The role of which can be understood by operating those operators on position and momentum operators

\[
\begin{align*}
\mathcal{P} x \mathcal{P}^{-1} &= -x, & \mathcal{P} p \mathcal{P}^{-1} &= -p, \\
\mathcal{T} x \mathcal{T}^{-1} &= x, & \mathcal{T} p \mathcal{T}^{-1} &= -p.
\end{align*}
\]  

(3.12)

\( \mathcal{P} \) and \( \mathcal{T} \) are reflection operators, i.e. the square of them yields a unit operator

\[
\begin{align*}
\mathcal{P}^2 &= 1, & \mathcal{P}^{-1} &= \mathcal{P}, \\
\mathcal{T}^2 &= 1, & \mathcal{T}^{-1} &= \mathcal{T}.
\end{align*}
\]  

(3.13)

Note that the fundamental commutation relation of quantum mechanics (Heisenberg algebra) is left invariant under the operation of parity, which ensures the fact that the
parity operator $\mathcal{P}$ is linear

$$\mathcal{P}xp\mathcal{P} - \mathcal{P}px\mathcal{P} = ih\mathcal{P}^2$$

$$xp - px = ih\, 1.$$  \hspace{1cm} (3.14)

On the other hand, the time reversal operator $\mathcal{T}$ leaves the commutation relation (3.14) invariant as well, but this requires that the sign of the complex number $i$ to be changed, such that

$$\mathcal{T}xp\mathcal{T} - \mathcal{T}px\mathcal{T} = \mathcal{T}i\mathcal{T}h$$

$$-xp + px = \mathcal{T}i\mathcal{T}h$$

$$\therefore \mathcal{T}i\mathcal{T}^{-1} = -i,$$  \hspace{1cm} (3.15)

which establishes the fact that $\mathcal{T}$ is antilinear [131]. Therefore the combined $\mathcal{PT}$ operation can be defined as an anti-linear operation,

$$\mathcal{PT} : \quad p \rightarrow p, \quad x \rightarrow -x, \quad i \rightarrow -i.$$  \hspace{1cm} (3.16)

The importance of $\mathcal{PT}$-symmetry follows from the work of Bender and Boettcher [130], where a whole new class of non-Hermitian, but $\mathcal{PT}$ symmetric Hamiltonians,

$$H = p^2 + m^2 x^2 - (ix)^N \quad \text{with} \quad N \in \mathbb{R},$$  \hspace{1cm} (3.17)

produce completely real eigenvalues, which was actually motivated by the conjecture by Bessis and Zinn-Justin [132] who claimed that the spectrum of the Hamiltonian $H = p^2 + x^2 + ix^3$ might be real. One should note that all one requires for the reality of the spectrum is an anti-linear symmetry [131] and $\mathcal{PT}$ is only one example of anti-linear symmetry. However, with the motivations of $\mathcal{PT}$, the reality of the spectrum was attributed initially to the $\mathcal{PT}$-symmetry of the Hamiltonian. In fact, when the wavefunctions are simultaneous eigenstates of the Hamiltonian and the $\mathcal{PT}$-operator, one can easily argue that the spectrum has to be real [131, 133, 134]. However despite the fact that $[\mathcal{PT}, H] = 0$, this is not always guaranteed, because the $\mathcal{PT}$ operator is an anti-linear operator [135]. As a consequence one may also encounter conjugate pair of eigenvalues for broken $\mathcal{PT}$ symmetry [134], that is when $[\mathcal{PT}, H] = 0$ but $\mathcal{PT}\phi \neq \phi$. One may use various techniques [136, 137] to verify case-by-case, whether the $\mathcal{PT}$ symmetry is broken or not.

Therefore a $\mathcal{PT}$-symmetric Hamiltonian, though they are non-Hermitian, in principle in the $\mathcal{PT}$ unbroken regime can also produce a quantum theory as a Hermitian Hamiltonian. However, what is essential is to have a fully consistent quantum theory
whose dynamics is described by a non-Hermitian Hamiltonian. In order to achieve this, one needs to modify the inner product for the corresponding Hilbert space. The natural choice of the inner product suitable for $\mathcal{PT}$-symmetric quantum mechanics is the $\mathcal{PT}$-inner product which can be defined as

$$\langle \phi | \psi \rangle_{\mathcal{PT}} = \int \left[ \phi(x) \right]_{\mathcal{PT}}^* \psi(x) \, dx = \int \left[ \phi(-x) \right]^* \psi(x) \, dx.$$ \hspace{1cm} (3.18)

Note that, the boundary conditions (vanishing $\phi$, $\psi$ at $x \to \pm \infty$) must be imposed properly at this point to solve the eigenfunctions of the time independent Schrödinger equation, which are located in this context within the wedges bounded by Stokes lines in the complex $x$-plane \[130\] and that is the reason that one must integrate the system within this specified region. However, the inner product is not yet acceptable to formulate a valid quantum theory, because the norm of a state is not always positive definite, which is once again due to the fact that the wavefunctions may not be simultaneous eigenfunctions of $H$ and $\mathcal{PT}$ due to the antilinearity property of the $\mathcal{PT}$ operator. Bender, Brody and Jones \[134\] overcame this problem consistently by introducing a new type of inner product, namely the $\mathcal{CPT}$-inner product:

$$\langle \phi | \psi \rangle_{\mathcal{CPT}} = \int_{\Gamma} \left[ \phi(x) \right]_{\mathcal{CPT}}^* \psi(x) \, dx,$$ \hspace{1cm} (3.19)

where

$$\phi_{\mathcal{CPT}}(x) = \int \mathcal{C}(x,y) \phi^*(-y) \, dy,$$ \hspace{1cm} (3.20)

with $\Gamma$ being the contour in the Stokes wedges and $\mathcal{C}$ being the charge conjugation operator, which commutes with both $H$ and $\mathcal{PT}$. The $\mathcal{C}$ operator is defined in coordinate space as a sum over the normalized $\mathcal{PT}$ eigenfunctions $\phi_n$ of the Hamiltonian:

$$\mathcal{C}(x,y) = \sum_{n=0}^{\infty} \phi_n(x) \phi_n(y),$$ \hspace{1cm} (3.21)

which has eigenvalues $\pm 1$ and measures the sign of the $\mathcal{PT}$-norm of an eigenstate. As a result, states with negative norms are multiplied by $-1$ when acted on by the $\mathcal{C}$ operator and therefore the inner products become positive definite, $\langle \phi_n | \phi_m \rangle_{\mathcal{CPT}} = \delta_{nm}$ and the completeness relation reads \[138\]:

$$\sum_{n=0}^{\infty} \phi_n(x) \left[ \mathcal{CPT} \phi_n(y) \right] = \delta(x - y).$$ \hspace{1cm} (3.22)

However, it is not an easy work to obtain a closed expression of $\mathcal{C}(x,y)$, one often has to rely on various approximation techniques \[139, 140, 141\]. Nevertheless, the series (3.21)
might also be non-convergent, if one does not choose the topology properly. Therefore, in these kind of computations perturbative series might have no meaning at all. Apart from examples of exactly solvable $\mathcal{PT}$-symmetric systems, such as Scarf I \cite{142} and matrix models \cite{143, 144, 145}, it is almost impossible to obtain a closed form of the operator. Therefore the initial drawback of this formulation was that the $\mathcal{C}$ operator needed to be determined dynamically, which requires in principle the knowledge of all eigen-functions.

Meanwhile also alternative methods have been developed to compute the $\mathcal{C}$ operator and the procedure circumvents the difficult problem of evaluating the infinite sum (3.21). For instance, noting that $\mathcal{C}$ is a symmetry of the Hamiltonian and in addition an involution, such that one may compute it alternatively by solving the algebraic equations \cite{146}

$$\left[ \mathcal{C}, H \right] = 0, \quad \left[ \mathcal{C}, \mathcal{PT} \right] = 0 \quad \text{and} \quad \mathcal{C}^2 = 1. \quad (3.23)$$

It might not be possible to solve the equations (3.23) in an exact and unique fashion, however, one can invoke the usual perturbation technique \cite{146} instead.

Thus studies on $\mathcal{PT}$-symmetric quantum mechanics certainly make one point clear, namely the requirement of Dirac Hermiticity ($H = H^\dagger$) for a Hamiltonian to possess real eigenvalues might be relaxed and the Dirac Hermiticity condition could be replaced by $H = H^{\mathcal{PT}}$, provided that one works in the unbroken $\mathcal{PT}$ regime. However, it is worth mentioning that the $\mathcal{PT}$-symmetry is only a sufficient condition but not necessary for the reality of spectrum. Meanwhile alternative possibility arose at around the same time which is recognised by the name ”pseudo-Hermiticity of the Hamiltonian”.

### 3.2.2 Pseudo Hermiticity: an Alternative Approach to the Reality of Spectrum

The concept of pseudo-Hermiticity was introduced very early in 1940s by Dirac and Pauli \cite{147}, and was discussed later by Lee, Wick, and Sudarshan \cite{148, 149, 150, 151}, who were trying to resolve the problems that arose in the context of quantizing electrodynamics and other quantum field theories in which negative norm states appear as a consequence of renormalization. Even before the discovery of $\mathcal{PT}$-symmetry \cite{130} and the introduction of the $\mathcal{CPT}$-inner product (3.19), there have been very general considerations \cite{152, 153} addressing the question of how a consistent quantum mechanical framework can be constructed from the non-Hermitian Hamiltonian systems. It was understood at that time that quasi-Hermitian systems \cite{152, 153} would lead to positive inner products. The concept was illustrated later by Mostafazadeh \cite{154, 155, 156, 143}, who proposed that instead of considering quasi-Hermitian Hamiltonians one may in-
vestigate pseudo-Hermitian Hamiltonians satisfying
\[
h = \eta H \eta^{-1} = h^\dagger = \eta^{-1} H^\dagger \eta \quad \iff \quad H^\dagger = \rho H \rho^{-1} \quad \text{with} \quad \rho = \eta^\dagger \eta,
\] (3.24)

where \( \rho \) is a linear, invertible, Hermitian and positive operator acting in the Hilbert space, such that \( H \) becomes a self-adjoint operator with regard to this metric \( \rho \), as explained in more detail below. \( \eta \) is often called the Dyson map \[157\]. Note that the usual Hermiticity condition is recovered with the choice of \( \eta \) to be \( \mathbf{1} \). Since the Hermitian Hamiltonian \( h \) and non-Hermitian Hamiltonian \( H \) are related by a similarity transformation, they belong to the same similarity class and therefore have the same eigenvalues.

We should stress that this is the most frequently used terminology and at times it is mixed up and people imply different properties by using the same names. Making no assumption on the positivity of the \( \rho \) in (3.24), the relation on the right-hand side constitutes the well-known ”pseudo-Hermiticity” condition \[150, 155, 158\], when the operator \( \rho \) is linear, invertible and Hermitian. In case the operator \( \rho \) is positive but not invertible, this condition is usually referred to as ”quasi-Hermiticity” \[153, 152, 159\]. With regard to the properties of discrete spectra of \( H \), the difference is irrelevant as both conditions may be used to establish its reality. However, in the case of pseudo-Hermiticity this is guaranteed, whereas in the case of quasi-Hermiticity one merely knows that it could be real. With regard to the construction of a metric operator the difference becomes also important, since pseudo-Hermiticity may lead to an indefinite metric, whereas quasi-Hermiticity will guarantee the existence of a positive definite metric.

| Property                  | \( H^\dagger = \eta^\dagger \eta H (\eta^\dagger \eta)^{-1} \) | \( H^\dagger \rho = \rho H \) | \( H^\dagger = \rho H \rho^{-1} \) |
|---------------------------|-------------------------------------------------------------|-----------------------------|---------------------------------|
| Positivity of \( \rho \) | \( \checkmark \)                                          | \( \checkmark \)            | \( \times \)                   |
| Hermiticity of \( \rho \)| \( \checkmark \)                                          | \( \checkmark \)            | \( \checkmark \)               |
| Invertibility of \( \rho \)| \( \checkmark \)                                          | \( \times \)                | \( \checkmark \)               |
| Spectrum of \( H \)       | Real                                                        | Could be real               | Real                            |
| Definite metric           | Guaranteed                                                  | Guaranteed                  | Not conclusive                 |
| Terminology for \( H \)   | (3.24)                                                      | Quasi-Hermiticity           | Pseudo-Hermiticity              |

Coming back to the discussion of equation (3.24), the time-independent Schrödinger equations corresponding to the Hermitian and non-Hermitian Hamiltonian can be written down as
\[
h \phi = \epsilon \phi \quad \text{and} \quad H \Phi = \epsilon \Phi,
\] (3.25)
where the wavefunctions are related as
\[
\Phi = \eta^{-1} \phi.
\] (3.26)
Therefore, the inner products for the wavefunctions $\Phi$ related to the non-Hermitian $H$ may now simply taken to be

$$\langle \Phi | \Phi' \rangle_\eta := \langle \Phi | \eta^2 \Phi' \rangle,$$  \hspace{1cm} (3.27)

where the inner product on the right hand side of (3.27) is the conventional inner product associated to the Hermitian Hamiltonian $h$. Crucially we have $\langle \Phi | H \Phi' \rangle_\eta = \langle H \Phi | \Phi' \rangle_\eta$.

To summarize, it is relatively straightforward to compute the Hermitian counterpart $h$ of the non-Hermitian Hamiltonian $H$, for which one needs to construct the metric operator followed by the equation (3.24). Thus a key task that remains to calculate in this approach is to find $\rho$ and $\eta$. In practical terms, however, there are very few examples [160, 161, 162, 163] where one can compute them in an exact manner, as for example we have worked out [65] an exact form of the metric in the context of Euclidean Lie algebraic Hamiltonians which will be discussed later in this chapter. However there are many other methods such as spectral theory, perturbation technique [146, 164, 165, 166, 167, 168, 169] etc., which one may follow up for the construction of the metric operator. We provide a quick review on the perturbation method here. As a starting point, one can choose the metric to be of the form $\eta = e^{q/2}$ and employ the Baker-Campbell-Hausdorff formula

$$e^A B e^{-A} = B + [A, B] + \frac{1}{2!} [A, [A, B]] + \frac{1}{3!} [A, [A, [A, B]]] + \ldots$$  \hspace{1cm} (3.28)

to calculate the similarity transformation (3.24)

$$H^\dagger = \eta^2 H \eta^{-2} = H + [q, H] + \frac{1}{2!} [q, [q, H]] + \frac{1}{3!} [q, [q, [q, H]]] + \ldots.$$  \hspace{1cm} (3.29)

Assuming the non-Hermitian Hamiltonian $H$ to be decomposed into a Hermitian part $h_0$, perturbed by another Hermitian part $h_1$ whose coupling is imaginary

$$H = h_0 + i \epsilon h_1 \quad \text{with} \quad h_i^\dagger = h_i \quad \text{and} \quad \epsilon \in \mathbb{R},$$  \hspace{1cm} (3.30)

the relation (3.29) acquires the form

$$i [q, h_0] + \frac{i}{2} [q, [q, h_0]] + \frac{i}{3!} [q, [q, [q, h_0]]] \ldots = \epsilon \left( 2h_1 + [q, h_1] + \frac{1}{2} [q, [q, h_1]] + \ldots \right).$$  \hspace{1cm} (3.31)

One can furthermore expand $q$ in powers of $\epsilon$ as $q = \sum_{n=0}^{\infty} \epsilon^n q_n$. Note that the coefficients of even powers of $\epsilon$ contain no additional information because the equation arising from the coefficient of even powers can be derived from the equations arising from the coefficients of odd powers. Therefore for our convenience, $q$ can be expanded
as a series in odd powers of $\epsilon$

$$q = \epsilon q_1 + \epsilon^3 q_3 + \epsilon^5 q_5 + \ldots$$  \hspace{1cm} (3.32)

Now replacing the equation (3.32) into (3.31) and identifying the terms that are of the same order in powers of $\epsilon$, we obtain the first three equations

$$[h_0, q_1] = 2i h_1$$
$$[h_0, q_3] = \frac{i}{6} [q_1, [q_1, h_1]],$$
$$[h_0, q_5] = \frac{i}{6} \left( [q_1, [q_3, h_1]] + [q_3, [q_1, h_1]] - \frac{1}{60} [q_1, [q_1, [q_1, h_1]]] \right),$$

which can be used to determine the unknown quantities $q_i$ recursively. Having obtained the metric operator, it is now easy to compute the Hermitian counterpart of the Hamiltonian once again by using the formula (3.28)

$$h = \eta H \eta^{-1} = H + \frac{1}{2} [q, H] + \frac{1}{2!2^2} [q, [q, H]] + \frac{1}{3!2^4} [q, [q, [q, H]]] + \ldots$$  \hspace{1cm} (3.34)

In [170], the authors have obtained a closed formula for both the metric and the Hermitian Hamiltonian, which can of course be used for convenience. One should however, note, that in practice, the above-stated procedure may lead to rather cumbersome relations involving commutators, which can be overcome by using the Moyal product (2.6). In the present context of studying non-Hermitian Hamiltonians such possibilities have been explored in [171, 172, 173], which one may look at for more detailed explanations.

### 3.2.3 $CPT$-Symmetry Versus Pseudo-Hermiticity

In the previous subsections we have learnt enough about how to formulate the usual quantum mechanical framework from the non-Hermitian Hamiltonian systems. Certainly there is many more things left in the discussion, which we will elaborate on whenever necessary. However, let us quickly discuss about the superiority and/or necessity of the two procedures which we have discussed already.

Taking the similarity transformation (3.24) into account and considering the Hamiltonian $H$ to be $\mathcal{PT}$-symmetric and then in addition picking up the solution of equation (3.23) to be $\mathcal{C} = \eta^{-2}\mathcal{P}$, the $CPT$ inner product (3.19), the $\eta$-inner product (3.27) and the conventional inner product related to the Hermitian Hamiltonian coincide

$$\langle \Phi | \Phi' \rangle_{CPT} = \langle \Phi | \Phi' \rangle_{\eta} = \langle \phi | \phi' \rangle.$$  \hspace{1cm} (3.35)
With regard to (3.35), one may wonder why one requires the $\mathcal{CPT}$-inner products when one may in fact use the $\eta$-inner products, or even more radically why one needs the non-Hermitian formulations at all when they can always be related to the standard inner products. In fact, these issues are quite controversially discussed [144, 174, 165, 175]. Despite of the fact that the power of $\mathcal{PT}$-symmetry is limited, in particular the fact that it does not guarantee a positive spectrum, it is a very good guiding principle to select potentially interesting non-Hermitian Hamiltonians on the classical level, e.g. for many-particle systems [176, 177]. This property can be read off directly from a classical Hamiltonian, whereas even when one has identified such Hamiltonians, a proper analysis requires the construction of the similarity transformation $\eta$ or the $\mathcal{CPT}$-operator, which is usually not evident a priori. With regard to the inner products, it appears far easier to construct $\eta$ rather than the $\mathcal{CPT}$-operator, but in principle, if one has $\eta$ in hand, one also has the other. However, the metric operator $\eta$ is not unique and one can construct different versions of it and thus different Hermitian versions of the non-Hermitian Hamiltonian. The fact is slightly confusing and one does not know which version one should accept. Therefore, it remains an open problem to unify the metric operator and thus the Hamiltonian.

One apparent virtue of the non-Hermitian formulation, using $\mathcal{CPT}$ or $\eta$-inner products, is that one may relate simple non-Hermitian Hamiltonians to fairly complicated Hermitian Hamiltonians. It is sometimes argued that the computations in the non-Hermitian framework are simpler to perform [174], but this statement has been challenged [175]. Certainly, this feature can not be elevated to a general principle [170]. Even when the non-Hermitian Hamiltonian looks simpler than its Hermitian counterpart, this is not true for the corresponding wavefunctions, which still take on a simpler form in the Hermitian formulation.

### 3.2.4 Applications of $\mathcal{PT}$-Symmetry

The idea of $\mathcal{PT}$-symmetry has expanded into a wide range of fundamental and applied sciences, most notably photonics [178, 179, 180, 181, 182, 183, 184, 185, 186, 187], plasmonics [188, 189], quantum optics of atomic gases [190, 191], studies of the Bose-Einstein condensation [192, 193, 194, 195, 196, 197, 198], and physics of electronic circuits [199, 200]. However, we are going to discuss here the applications of $\mathcal{PT}$-symmetric Hamiltonian systems in the context of optical lattices, which is of great interest to experimental physicists in recent days. It has been suggested [178, 179, 180, 181] that optical lattices can be studied in the context of $\mathcal{PT}$-symmetric non-Hermitian Hamiltonian systems when the potentials are taken to be complex. The action of the standard $\mathcal{PT}$ operator (3.12) on a non-Hermitian $\mathcal{PT}$-symmetric Hamiltonian $H =$
\[ p^2/2m + V(x), \text{ whose potential } V(x) \text{ is complex can be understood as} \]

\[
\mathcal{T}H\mathcal{T}^{-1} = \frac{p^2}{2} + V^*(x) \]

\[(\mathcal{PT})H(\mathcal{PT})^{-1} = \frac{p^2}{2} + V^*(-x). \quad (3.36)\]

In general, we state that the \(\mathcal{PT}\)-symmetry of a system is unbroken provided that the eigenfunctions of a complex Hamiltonian \(H\) are also eigenfunctions of the \(\mathcal{PT}\) operator. In the present case \([\mathcal{PT}, H] \neq 0\). Therefore, it follows that a necessary condition for a Hamiltonian to be \(\mathcal{PT}\)-symmetric is \(V(x) = V^*(-x)\) (but not sufficient). In other words, \(\mathcal{PT}\)-symmetry requires that the real part of the potential \(V\) is an even function of position \(x\), whereas the imaginary part is odd, that is, the Hamiltonian must be of the form \(H = p^2/2m + V_R(x) + i\epsilon V_I(x)\), where \(V_{R,I}\) are the symmetric and antisymmetric components of \(V\) respectively. Clearly, if \(\epsilon = 0\), the Hamiltonian becomes Hermitian. It turns out that, even if the imaginary component is finite, these class of potentials can possess entirely real spectra as long as \(\epsilon\) stays below some threshold value, \(\epsilon < \epsilon_{th}\).

When the limit is crossed (\(\epsilon > \epsilon_{th}\)), the spectrum ceases to be real and starts producing complex eigenvalues. Thus phase transition occurs and \(\mathcal{PT}\)-symmetry is spontaneously broken. Broken \(\mathcal{PT}\)-symmetry typically involves the unfolding of an eigenfunction into complementary eigenfunctions at the so called exceptional points [201, 202, 203].

However, the fact that the complex \(\mathcal{PT}\)-symmetric potentials can be realized in the framework of optics has been proposed both theoretically [178, 179, 180, 184, 185, 186, 187] and experimentally [181, 183]. In the optical analogy the complex refractive index distribution plays the role of the optical potential. The refractive index is then considered as

\[
n(x) = n_0 + n_R(x) + in_I(x), \quad (3.37)\]

where \(n_0\) represents constant background index, \(n_R\) is the real index profile of the structure, and \(n_I\) stands for the gain or loss component. With these considerations the quantum mechanical Schrödinger equation of the \(\mathcal{PT}\)-symmetric Hamiltonian with complex potentials can be identified with the paraxial approximation of the equation of propagation of an electromagnetic wave in a medium, but with different interpretations for the symbols appearing therein. The equation of propagation then takes the form

\[
i \frac{\partial \psi(x, z)}{\partial z} = -\left(\frac{\partial^2}{\partial x^2} + V(x)\right) \psi(x, z), \quad (3.38)\]

where, \(\psi(x, z)\) represents the envelope function of the amplitude of the electric field, \(z\) is a scaled propagation distance, and \(V(x)\) is the optical potential, proportional to the variation in the refractive index of the material through which the wave is passing.
Propagation through such a medium exhibits many new and interesting properties, such as non-reciprocal diffraction [204] and birefringence [182]. One of the main features of complex optical lattices is the non-conservation of the total power. In the PT-symmetric case this can lead to effects such as power oscillations [182].

In a recent work Chong and his collaborators [205] have introduced the concept of coherent perfect absorber (CPA) as the time reversed counterpart of a laser, where the incoming coherent light is completely absorbed. Soon after this discovery, Longhi [206] showed that an optical medium that satisfies the parity-time (PT)-symmetry condition \( \epsilon(-r) = \epsilon^*(r) \) for the dielectric constant can behave simultaneously as a laser oscillator (i.e. it can emit outgoing coherent waves) and as a coherent perfect absorber, fully absorbing incoming coherent waves with the right amplitudes and phases. Owing to such a special property, they refer to such an optical device as a PT CPA-laser.

In the subsequent section we consider PT-symmetric systems of Euclidean Lie algebraic type and point out the region of broken and unbroken symmetry as well as the exceptional points. We demonstrate theoretical gain/loss behaviour of the systems from purely theoretical background which could be realised experimentally after further investigations.

3.3 PT-Invariant Non-Hermitian Hamiltonians of Euclidean Lie Algebraic Type

Having obtained the general formalities of the PT-symmetric non-Hermitian Hamiltonian systems and accepting the fact that a non-Hermitian formulation of quantum mechanics is more straight-forward in a pseudo-Hermitian formulation procedure, rather than a CPT scheme, in this section, let us try to find the Hermitian counterparts of some special type of non-Hermitian Hamiltonians, namely the Euclidean Lie algebraic type Hamiltonians.

Quasi-exactly solvable models [207, 208] of Lie algebraic type are believed to be almost all related to \( sl_2(\mathbb{C}) \) with their compact and non-compact real forms \( su(2) \) and \( su(1,1) \), respectively [209]. The nature of those models dictates that essentially all the wavefunctions related to solutions for the time-independent Schrödinger equation of these type of models may be expressed in terms of hypergeometric functions. Non-Hermitian variants of these models expressed generically in terms of \( su(2) \) or \( su(1,1) \) generators have been investigated systematically in [163, 210] and large classes of models were found to possess real or partially real spectra despite their non-Hermitian nature. Under certain constraints on the coupling constants the models could be mapped to Hermitian isospectral counterparts. Positive Hermitian metric operators were shown to
exist, such that a consistent quantum mechanical description for these type of models is possible.

It is, however, also well known that there exists an interesting subclass of solvable models related to Mathieu functions which are known to possess solutions, which are not expressible in terms of hypergeometric functions. In a more generic setting these types of models are known to be related to specific representations of the Euclidean algebra rather than to its subalgebra $sl_2(C)$. This feature makes models based on them interesting objects of investigation from a mathematical point of view. In a more applied setting it is also well known that the Mathieu equation arises in optics as a reduction from the Helmholtz equation as explained in section 3.2.4 in detail. This analogue setting of complex quantum mechanics is currently under intense investigation. Concrete versions of complex quantum potentials leading to real Mathieu potentials have recently been studied from a theoretical as well as experimental point of view in [179, 182, 181, 184, 185, 186]. Further applications are found for instance in the investigation of complex crystals [187].

It was recently shown that for Euclidean-algebra in two, $E_2$ [211] and three dimensions, $E_3$ [212], some simple non-Hermitian versions also possess real spectra. Here [65] we will follow the line of thoughts of [163] and investigate systematically the analogous of quasi-exactly solvable models of Lie algebraic type, that in those models, which can be written as bilinear combinations in terms of the Euclidean algebra generators.

3.3.1 $\mathcal{PT}$-Symmetric $E_2$-Invariant Non-Hermitian Hamiltonians

The commutation relations of the $E_2$-algebra, obeyed by the three generators $u$, $v$ and $J$ are known as

$$[u, J] = iv, \quad [v, J] = -iu \quad \text{and} \quad [u, v] = 0. \quad (3.39)$$

Naturally, there are many possible representations for this algebra, as for instance one used in the context of quantizing strings on tori [213] acting on square integrable wavefunctions on a circle $L^2(S^1, d\theta)$ with

$$J := -i\partial_\theta, \quad u := \sin \theta, \quad \text{and} \quad v := \cos \theta, \quad (3.40)$$
or in two-dimension in terms of generators of the Heisenberg canonical commutators $q_j, p_j$ satisfying $[q_j, p_k] = i\delta_{jk}$ for $j, k = 1, 2$

\[
J := q_1 p_2 - p_1 q_2, \quad u := p_2, \quad v := p_1,
\]

\[
J := q_1 p_2 - p_1 q_2, \quad u := q_2, \quad v := q_1,
\]

\[
J := p_1 q_2 - q_1 p_2, \quad u := q_1, \quad v := q_2,
\]

and many more. It is important to note that the $E_2$-algebra is left invariant with regard to an anti-linear symmetry [131]. As previously noted [214, 215, 66] in dimensions larger than one there are in general various types of anti-linear symmetries, which by a slight abuse of language we all refer to as $\mathcal{P}\mathcal{T}$-symmetries. For instance, it is easy to see that the algebra (3.39) is left invariant under the following anti-linear maps

\[
\begin{align*}
\mathcal{P}\mathcal{T}_1 : & \quad J \rightarrow -J, \quad u \rightarrow -u, \quad v \rightarrow -v, \quad i \rightarrow -i, \\
\mathcal{P}\mathcal{T}_2 : & \quad J \rightarrow -J, \quad u \rightarrow u, \quad v \rightarrow v, \quad i \rightarrow -i, \\
\mathcal{P}\mathcal{T}_3 : & \quad J \rightarrow J, \quad u \rightarrow v, \quad v \rightarrow u, \quad i \rightarrow -i, \\
\mathcal{P}\mathcal{T}_4 : & \quad J \rightarrow J, \quad u \rightarrow -u, \quad v \rightarrow v, \quad i \rightarrow -i, \\
\mathcal{P}\mathcal{T}_5 : & \quad J \rightarrow J, \quad u \rightarrow u, \quad v \rightarrow -v, \quad i \rightarrow -i.
\end{align*}
\]

Each of these symmetries may be utilized to describe different types of physical scenarios. For instance, $\mathcal{P}\mathcal{T}_1$ was considered in [211] with $\mathcal{P}_1 : \theta \rightarrow \theta + \pi$ corresponding to a reflection of the particle to the opposite side of the circle for the representation (3.40). For the same representation we can identify the remaining symmetries as $\mathcal{P}_2 : \theta \rightarrow \theta + 2\pi, \mathcal{P}_3 : \theta \rightarrow \pi/2 - \theta, \mathcal{P}_4 : \theta \rightarrow \pi - \theta$ and $\mathcal{P}_5 : \theta \rightarrow -\theta$. Of course other representations allow for different interpretations. For instance, in the two dimensional representations (3.41) the symmetry $\mathcal{P}\mathcal{T}_3$ can be used when describing systems with two particle species as it may be viewed as a particle exchange, or an annihilation of a particle of one species accompanied by the creation of a particle of another species, together with a simultaneous reflection $\mathcal{P}\mathcal{T}_3 : p_1 \leftrightarrow p_2, q_1 \leftrightarrow -q_2$.

$\mathcal{P}\mathcal{T}_i$-invariant Hamiltonians $H$ in term of bilinear combinations of $E_2$-generators are then easily written down. Crucially, this very general symmetry allows for non-Hermitian Hamiltonians to be considered since it is anti-linear [131]. Following the general techniques developed over the last years [130, 133, 158] in the context of $\mathcal{P}\mathcal{T}$-symmetric non-Hermitian quantum mechanics as discussed in section 3.2, we attempt to map these non-Hermitian Hamiltonians $H \neq H^\dagger$ to isospectral Hermitian counterparts $h = h^\dagger$ by means of a similarity transformation $h = \eta H \eta^{-1}$ as explained in (3.24). When $\eta$, often referred to as the Dyson map [157], is Hermitian, the latter equation is equivalent to $H^\dagger = \eta^2 H \eta^{-2}$, which is another equation one might utilize to determine
Taking here the Dyson map to be of the general form

\[ \eta = e^{\lambda J + \rho u + \tau v}, \quad \text{for } \lambda, \tau, \rho \in \mathbb{R}, \tag{3.43} \]

we can easily compute the adjoint action of this operator on the $E_2$-generators. We find

\[ \eta J \eta^{-1} = J + i(\rho v - \tau u) \frac{\sinh \lambda}{\lambda} + (\rho u + \tau v) \frac{1 - \cosh \lambda}{\lambda}, \tag{3.44} \]

\[ \eta u \eta^{-1} = u \cosh \lambda - iv \sinh \lambda, \tag{3.45} \]

\[ \eta v \eta^{-1} = v \cosh \lambda + iu \sinh \lambda. \tag{3.46} \]

As explained in (3.24), once $\eta$ is identified the metric operators needed for a consistent quantum mechanical formulation can in general be taken to be $\rho = \eta^\dagger \eta$. Let us now construct isospectral counterparts, if they exist, for non-Hermitian Hamiltonians symmetric with regard to the various different types of $\mathcal{PT}$-symmetries. It should be noted that exact computations of this type remain a rare exception for instance look at [162, 163, 215, 216, 217, 218] and even for some of the simplest potentials the answer is only known perturbatively as we have already discussed in (3.33). Even for the simple prototype non-Hermitian potential $V = i\varepsilon x^3$ [146, 166, 170], the Dyson map is only known perturbatively.

**$\mathcal{PT}_1$-Invariant Hamiltonians of $E_2$-Lie Algebraic Type**

The most general $\mathcal{PT}_1$-invariant Hamiltonian expressed in terms of bilinear combinations of the $E_2$-generators is

\[ H_{\mathcal{PT}_1} = \mu_1 J^2 + i\mu_2 J + i\mu_3 u + i\mu_4 v + \mu_5 uJ + \mu_6 vJ + \mu_7 u^2 + \mu_8 v^2 + \mu_9 uv, \tag{3.47} \]

with $\mu_i \in \mathbb{R}$ for $i = 1, \ldots, 9$. Clearly the Hamiltonian $H_{\mathcal{PT}_1}$ is non-Hermitian with regard to the standard inner product when considering it for a Hermitian representation with $J^\dagger = J$, $v^\dagger = v$ and $u^\dagger = u$, unless $\mu_2 = 0$, $\mu_5 = -2\mu_4$, $\mu_6 = 2\mu_3$. The specific case $H_{BK} = J^2 + igv$ when $\mu_i = 0$ for $i \neq 1, 4$ was studied in [211], where partially real spectra were found but no isospectral counterparts were constructed. Using the relations (3.44)-(3.46), we compute the adjoint action of $\eta$ on $H$ and subsequently demand the result to be Hermitian. This requirement will constrain our 12 free parameters $\mu_i, \lambda, \tau, \rho$. A priori it is unclear whether solutions to the resulting set of equations exist. For $H_{\mathcal{PT}_1}$ we find the manifestly Hermitian isospectral counterpart

\[ h_{\mathcal{PT}_1} = \mu_1 J^2 + \mu_3 \{v, J\} - \mu_4 \{u, J\} - \frac{2\mu_3 \mu_4}{\mu_1} uv + \frac{\mu_2^2 - \mu_3^2}{\mu_1} u^2 + \mu_8 (u^2 + v^2). \tag{3.48} \]
As usual, we denote by \( \{A, B\} := AB + BA \) the anti-commutator. Without loss of generality we may set \( \mu_8 = 0 \) since \( C = u^2 + v^2 \) is a Casimir operator for the \( E_2 \)-algebra and can therefore always be added to \( H \) having simply the effect of shifting the ground state energy. The remaining constants \( \mu_i \) have been constrained to

\[
\tau = \frac{\lambda \mu_3}{\mu_1}, \quad \rho = -\frac{\lambda \mu_4}{\mu_1}, \quad \mu_2 = 0, \quad \mu_5 = -2\mu_4, \quad \mu_6 = 2\mu_3, \quad \mu_7 = \mu_8 + \frac{\mu_4^2 - \mu_5^2}{\mu_1}, \quad \mu_9 = -\frac{2\mu_3\mu_4}{\mu_1},
\]

by the requirement that \( h_{PT_1} \) ought to be Hermitian, whereas \( \lambda, \mu_1, \mu_3, \mu_4 \) are chosen to be free. We observe that we have been led to the constraints (3.49), of which a subset stated that \( H_{PT_1} \) is already Hermitian before the transformation. We also note that the constraints (3.49) do not allow a reduction to the Hamiltonian \( H_{BK} \), dealt with in [211], as for instance \( \mu_5 = 0 \) implies \( \mu_4 = 0 \).

Having guaranteed that \( H_{PT_1} \) possess real eigenvalues under certain constraints we may now also compute the corresponding solutions to the time-independent Schrödinger equation \( h_{PT_1} \phi = E\phi \) or equivalently to \( H_{PT_1} \psi = E\psi \) with \( \psi = \eta^{-1}\phi \). We find

\[
\phi(\theta) = e^{-\frac{\mu_4 \sin \theta}{\mu_1} - \frac{i\mu_3 \cos \theta}{\mu_1}} \left[ c_1 \exp \left( -i\theta \sqrt{\frac{E}{\mu_1} + \frac{\mu_3^2}{\mu_1^2}} \right) + \frac{i}{2\sqrt{\frac{E}{\mu_1} + \frac{\mu_3^2}{\mu_1^2}}} c_2 \exp \left( i\theta \sqrt{\frac{E}{\mu_1} + \frac{\mu_3^2}{\mu_1^2}} \right) \right],
\]

with normalization constants \( c_1, c_2 \). Imposing either bosonic or fermionic boundary conditions, i.e. \( \psi(\theta + 2\pi) = \pm \psi(\theta) \), we obtain the discrete real energy eigenvalues

\[
\text{bosonic:} \quad E_n = \mu_1 \left( n^2 - \frac{\mu_3^2}{\mu_1^2} \right), \quad \text{fermionic:} \quad E_n = \mu_1 \left( n^2 + n + \frac{1}{4} - \frac{\mu_3^2}{\mu_1^2} \right), \quad n \in \mathbb{Z}.
\]

As expected, the wavefunctions are eigenstates of the \( \mathcal{PT} \)-operator, selecting different behaviours for the two linearly independent parts of \( \phi(\theta) \), acting as \( \mathcal{PT}_1 \phi_n(c_1) = (-1)^n \phi_n(c_1) \) and \( \mathcal{PT}_1 \phi_n(c_2) = (-1)^{n+1} \phi_n(c_2) \).

\( \mathcal{PT}_2 \)-Invariant Hamiltonians of \( E_2 \)-Lie Algebraic Type

Similarly as in the previous subsection we use the adjoint action of \( \eta \) as specified in (3.43) to map the general \( \mathcal{PT}_2 \)-symmetric and for \( \mu_2 \neq 0 \), \( \mu_5 \neq 2\mu_4 \), \( \mu_6 = -2\mu_3 \) non-Hermitian Hamiltonian

\[
H_{\mathcal{PT}_2} = \mu_1 J^2 + i\mu_2 J + \mu_3 u + \mu_4 v + i\mu_5 u J + i\mu_6 v J + \mu_7 u^2 + \mu_8 v^2 + \mu_9 uv,
\]
to the Hermitian isospectral counterpart

\[ h_{\mathcal{PT}_2} = \mu_1 J^2 + \mu_2 J + \mu_3 \tanh \frac{\lambda}{2} \{u, J\} + \mu_4 \tanh \frac{\lambda}{2} \{u, J\} + \frac{2\mu_3\mu_4}{\mu_1} \tanh^2 \frac{\lambda}{2} uv \]  
\[ + \frac{\mu_3^2}{\mu_1} \cosh \frac{\lambda}{2} u^2 + \left( \frac{\mu_3^2}{\mu_1} + \frac{\mu_4^2}{\mu_1} \tanh^2 \frac{\lambda}{2} \right) v^2 + \mu_8 (u^2 + v^2). \]  

In this case the coupling constants are constraint to

\[ \rho = \tau \frac{\mu_3}{\mu_4} = \frac{\mu_3 \lambda \coth \lambda}{\mu_1}, \quad \mu_2 = 0, \quad \mu_5 = 2\mu_4, \quad \mu_6 = -2\mu_3, \quad \mu_7 = \mu_8 + \frac{\mu_3^2 - \mu_4^2}{\mu_1}, \quad \mu_9 = \frac{2\mu_3\mu_4}{\mu_1}, \]  
\[ \]  
(3.54)

We note that once again we have only the four free parameters \( \lambda, \mu_1, \mu_3, \mu_4 \) left at our disposal, as \( \mu_8 \) may be set to zero for the above mentioned reason. As in the previous case these conditions imply also that the original Hamiltonian \( h_{\mathcal{PT}_2} \) is already Hermitian when these type of constraints are imposed.

\( \mathcal{PT}_3 \)-Invariant Hamiltonians of \( E_2 \)-Lie Algebraic Type

As the general \( \mathcal{PT}_3 \)-invariant Hamiltonian of Lie algebraic type we consider

\[ H_{\mathcal{PT}_3} = \mu_1 J^2 + \mu_2 J + \mu_3 (u + v) + i\mu_4 (u - v) + \mu_5 (u + v) J + i\mu_6 (u - v) J \]
\[ + i\mu_7 (v^2 - u^2) + \mu_8 (v^2 + u^2) + \mu_9 uv. \]  
\[ (3.55) \]

For Hermitian representations of the \( E_2 \)-generators this Hamiltonian is non-Hermitian unless \( \mu_6 = \mu_7 = 0 \) and \( \mu_5 = 2\mu_4 \). As isospectral Hamiltonian counterpart we find in this case

\[ h_{\mathcal{PT}_3} = \mu_1 J^2 + \mu_2 J + \frac{1}{2} \left( \mu_5 + \mu_6 \tanh \frac{\lambda}{2} \right) \{u + v, J\} \]  
\[ + \left\{ \frac{1}{2\mu_1} \left[ \mu_5^2 + \mu_6^2 \tanh^2 \frac{\lambda}{2} + 4 \cosh \frac{\lambda}{2} \mu_5 + 4 - 2 \cosh(2\lambda) \right] + \frac{2\mu_7}{\sinh(2\lambda)} \right\} uv \]
\[ + \left[ \mu_3 - \frac{\mu_6}{2} + (\mu_4 - \frac{\mu_5}{2}) \tanh \frac{\lambda}{2} \right] (u + v) + \left[ \mu_8 + \frac{\mu_5\mu_6 \sinh \lambda + \mu_5^2 \cosh \lambda}{2\mu_1 (1 + \cosh \lambda)} \right] (u^2 + v^2) \]  
\[ \]  
(3.56)

with only four constraining equations

\[ \rho = \tau = \frac{\lambda (\mu_5 + \mu_6 \coth \lambda)}{2\mu_1}, \quad \coth \lambda = \frac{\mu_2\mu_5 + \mu_1 (\mu_6 - 2\mu_3)}{\mu_1 (2\mu_4 - \mu_5) - 2\mu_6}, \]  
\[ \mu_9 = \frac{\mu_5^2 + \mu_6^2 + 2\mu_5\mu_6 \cosh(2\lambda)}{2\mu_1} + 2\mu_7 \coth(2\lambda). \]  
\[ (3.57) \]
\[ (3.58) \]

Thus, in this case we have eight free parameters left. We also note that unlike as for the \( \mathcal{PT}_1 \) and \( \mathcal{PT}_2 \) symmetric cases we are not led to constraints which render the
original Hamiltonian $H_{\mathcal{P}\mathcal{T}_3}$ Hermitian. For $\mu_1 = 1$, $\mu_7 = 2q$ and all other coupling constants vanishing the Schrödinger equation with representation (3.40) converts into the standard Mathieu differential equation, see e.g. [219],

$$-\phi''(\theta) + 2i q \cos(2\theta) \phi(\theta) = E \phi(\theta).$$

(3.59)

with purely complex coupling constant. Unfortunately for this choice of the coupling constants the Dyson map is no longer well-defined, because of the last equation in (3.57), such that it remains an open problem to find the corresponding isospectral counterpart for this scenario.

$\mathcal{P}\mathcal{T}_4$-Invariant Hamiltonians of $E_2$-Lie Algebraic Type

The general $\mathcal{P}\mathcal{T}_4$-invariant Hamiltonian we consider is

$$H_{\mathcal{P}\mathcal{T}_4} = \mu_1 J^2 + \mu_2 J + i \mu_3 u + \mu_4 v + i \mu_5 uJ + \mu_6 vJ + \mu_7 u^2 + \mu_8 v^2 + i \mu_9 uv.$$  

(3.60)

This Hamiltonian is non-Hermitian unless $\mu_5 = \mu_9 = 0$ and $\mu_6 = 2\mu_3$. Constraining now the parameters as

$$\rho = 0, \quad \tau = \frac{\lambda (\mu_5 \coth \lambda + \mu_6)}{2 \mu_1}, \quad \coth(2\lambda) = \frac{4 \mu_1 (\mu_8 - \mu_7) - \mu_5^2 - \mu_6^2}{2 \mu_5 \mu_6},$$  

(3.61)

$$\mu_3 = \frac{\mu_1 \mu_5 + \mu_2 \mu_6 - 2 \mu_1 \mu_4}{2 \mu_1} \tanh \lambda + \frac{\mu_2 \mu_5 + \mu_6}{2 \mu_1}, \quad \mu_9 = 0,$$  

(3.62)

we map this to the isospectral counterpart

$$h_{\mathcal{P}\mathcal{T}_4} = \mu_1 J^2 + \mu_2 J + \frac{1}{2} \left( \mu_6 + \mu_5 \tanh \frac{\lambda}{2} \right) \{v, J\}$$  

(3.63)

$$+ \left[ \frac{\mu_2 \tanh \left( \frac{\lambda}{2} \right) (\mu_5 + \mu_6 \tanh \lambda)}{2 \mu_1} + \left( \mu_4 - \frac{\mu_5}{2} \right) \sech \lambda \right] v$$

$$+ \left[ \frac{\mu_3^2 (\tanh^2 \frac{\lambda}{2} - \cosh(2\lambda)) - 2 \mu_5^2 \sinh^2 \lambda + 2 \mu_5 \mu_6 (\tanh \frac{\lambda}{2} - \sinh(2\lambda))}{8 \mu_1} \right.$$

$$+ \frac{\mu_8 - \mu_7}{2} \cosh(2\lambda) \left( v^2 - u^2 \right) + \frac{\mu_5^2 \cosh \lambda + \mu_5 \mu_6 \sinh \lambda}{4 \mu_1 (1 + \cosh \lambda)} + \frac{1}{2} (\mu_7 + \mu_8).$$

Thus, in this case we have seven free parameters left to our disposal. Also in this case we obtained a genuine non-Hermitian/Hermitian isospectral pair of Hamiltonians.
\(\mathcal{PT}_5\)-Invariant Hamiltonians of \(E_2\)-Lie Algebraic Type

As general \(\mathcal{PT}_5\)-invariant Hamiltonian we consider
\[
H_{\mathcal{PT}_5} = \mu_1 J^2 + \mu_2 J + \mu_3 u + i\mu_4 v + \mu_5 uJ + i\mu_6 vJ + \mu_7 u^2 + \mu_8 v^2 + i\mu_9 uv. \tag{3.64}
\]

This Hamiltonian is non-Hermitian unless \(\mu_6 = \mu_9 = 0\) and \(\mu_3 = -2\mu_4\). In the same manner as in the previous subsections we construct the isospectral counterpart
\[
h_{\mathcal{PT}_5} = \mu_1 J^2 + \mu_2 J + \frac{1}{2} \left( \mu_5 - \mu_6 \tanh \frac{\lambda}{2} \right) \{u, J\} \tag{3.65}
\]

\[
+ \left[ \frac{2\mu_3}{8\mu_1} \sinh^2 \lambda + \mu_6 \left( \frac{\sinh(2\lambda)}{2\mu_1} + \cosh(2\lambda) - 1 \right) + 2\left( \tanh \frac{\lambda}{2} - \sinh(2\lambda) \right) \mu_5 \mu_6 \right] u
\]
\[
+ \frac{2\mu_5}{4\mu_1(1 + \cosh \lambda)} \sinh \lambda + \frac{1}{2} (\mu_7 + \mu_8),
\]

where the constants are constraint to
\[
\tau = 0, \quad \rho = \lambda \left( \mu_5 - \mu_6 \coth \frac{\lambda}{2} \right), \quad \coth(2\lambda) = \frac{\mu_5^2 + \mu_6^2 - 4\mu_1\mu_7 + 4\mu_1\mu_8}{2\mu_5 \mu_6}. \tag{3.66}
\]

\[
\mu_3 = \frac{(2\mu_1 \mu_4 + \mu_1 \mu_5 - \mu_2 \mu_6) \coth(\lambda)}{2\mu_1} + \frac{\mu_2 \mu_5}{2\mu_1} - \frac{\mu_6}{2}, \quad \mu_9 = 0. \tag{3.67}
\]

Thus, in this case we have also seven free parameters left to our disposal.

Having obtained the Hermitian counterpart, let us construct in this case some solutions to the time-independent Schrödinger equation. The discussion of the entire parameter space is a formidable task, but as we shall see it will be sufficient to focus on some special parameter choices in order to extract different types of qualitative behaviour. We will also make contact to some special cases previously treated in the literature, notably in the area of complex optical lattices.

Maps to a Three Parameter Real Mathieu Equation

First we specify our parameters further such that only three are left free
\[
\mu_1 = 1, \quad \mu_2 = 0, \quad \mu_5 = -2\mu_4, \quad \mu_6 = -2\mu_3, \quad \mu_8 = \mu_9 = 0, \tag{3.68}
\]
\[
\tau = 0, \quad \rho = \lambda (\mu_3 \coth \lambda - \mu_4), \quad \coth(2\lambda) = \frac{\mu_5^2 + \mu_4^2 - \mu_7}{2\mu_3 \mu_4}. \tag{3.69}
\]
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The corresponding isospectral pair of Hamiltonians simplifies in this case to

\[ H_{pT_5}^{(3)} = J^2 - i\mu_3\{v, J\} - \mu_4\{u, J\} + \mu_7u^2, \]  
(3.70)

\[ h_{pT_5}^{(3)} = J^2 + \alpha\{u, J\} + \beta u^2 + \gamma, \]  
(3.71)

where \(\alpha, \beta, \gamma\) are functions of \(\mu_3, \mu_4, \mu_7\)

\[ \alpha = \mu_3 \tanh \frac{\lambda}{2} - \mu_4, \]  
(3.72)

\[ \beta = \frac{2\mu_3}{1 + \cosh \lambda} (\mu_3 \cosh \lambda - \mu_4 \sinh \lambda) + \mu_7 - 2\gamma, \]  
(3.73)

\[ \gamma = (\mu_3 \cosh \lambda - \mu_4 \sinh \lambda)^2 - \mu_7 \sinh^2 \lambda. \]  
(3.74)

For the representation (3.40) the standard Mathieu differential equation (3.59) with real coupling constant is easily converted into the time-independent Schrödinger equation

\[ h_{pT_5}^{(3)} \psi(\theta) = E \psi(\theta) \]  
(3.75)

with the transformations \(\phi(\theta) \to e^{-i\cos \theta}\psi(\theta), q \to (\alpha^2 - \beta)/4\) and \(E \to E + (\alpha^2 - \beta)/2 - \gamma\). Therefore (3.75) is solved by

\[ \psi(\theta) = e^{i\alpha \cos \theta} \left[ c_1 C \left( E + \frac{\alpha^2 - \beta}{2} - \gamma, \frac{\alpha^2 - \beta}{4}, \theta \right) + c_2 S \left( E + \frac{\alpha^2 - \beta}{2} - \gamma, \frac{\alpha^2 - \beta}{4}, \theta \right) \right] \]  
(3.76)

where \(C\) and \(S\) denote the even and odd Mathieu function [219], respectively. A discrete energy spectrum is extracted in the usual way by imposing periodic boundaries \(\psi(\theta + 2\pi) = e^{i\pi s} \psi(\theta)\) as quantization condition. While in general anyonic conditions are possible in dimensions lower than 4, we present here only the bosonic and fermionic case, that is \(s = 0\) and \(s = 1\), respectively. As the Mathieu equation is known to possess infinitely many periodic solutions, the boundary condition as such is not sufficient to obtain a unique solution. However, the latter is achieved by demanding in addition the continuity of the energy levels at \(q = 0\). The inclusion of all values for \(s\) will naturally lead to band structures.
We commence our numerical analysis by taking $\mu_7 = 0$. In this case the map $\eta$ is well-defined, except when $\mu_3 = \mu_4$ for which $\lambda \to \infty$ by (3.69). Thus we expect an entirely real energy spectrum. In figure 3.1 we present the results of our numerical solutions for the computation of the lowest seven energy levels, demonstrating that this is indeed the case for the even and odd solutions for bosonic as well as fermionic boundary conditions.

For nonzero values of $\mu_7$ we can enter the ill-defined region for the Dyson map as for the last constraint in (3.69) we may encounter values on the right hand side between $-1$ and 1. Viewing the energy eigenvalues as functions of $\mu_{3/4}$ we expect therefore to find four exceptional points at $\mu_{3/4} = \pm \mu_{4/3} \pm \sqrt{\mu_7}$. As an example we fix $\mu_{3/4} = 1$ and $\mu_7 = 4$, such that $\eta(\mu_{4/3})$ is only well defined for $|\mu_{4/3}| < 1$ or $|\mu_{4/3}| > 3$. Indeed our numerical solutions for this choice presented in figure 3.2 confirm this prediction. We observe that the eigenvalues acquire a complex part when $1 < \mu_{3/4} < 3$ and $-3 < \mu_{3/4} < -1$ and is real otherwise. We present here only the spectrum for bosonic boundary condition.
Figure 3.2: Energy eigenvalue spectra in the spontaneously broken regime for $H_{\mathcal{PT}}^{(3)}$ as a function of $\mu_3$ with fixed values $\mu_4 = 1$ and $\mu_7 = 4$ with even (green, short dashed) and odd (black, dotted) eigenfunctions for bosonic boundary conditions and as a function of $\mu_4$ with fixed values $\mu_3 = 1$ and $\mu_7 = 4$ with even (red, solid) and odd (blue, dashed) eigenfunctions for bosonic boundary conditions. The exceptional points are located at $(\mu_3/\mu_4 = \pm 1, E = 3)$, $(\mu_3 = \pm 3, E = 7)$ and $(\mu_4 = \pm 3, E = -1)$.

with an even and odd wavefunction since the qualitative behaviour for the other cases and levels are very similar as already noted in the previous example.

We clearly observe the typical behaviour of spontaneously broken $\mathcal{PT}$-symmetry in form of two of the real eigenvalues merging into complex conjugate pairs at exceptional points. We further note that there are three disconnected regions $|\mu_3/\mu_4| < 1$ or $|\mu_3/\mu_4| > 3$ in which all the eigenvalues are real.

Figure 3.3: Energy eigenvalue spectra in the spontaneously broken regime for $H_{\mathcal{PT}}^{(3)}$ as a function of $\mu_7$ with fixed values $\mu_3 = 1$ and $\mu_4 = 3$ with even (red, solid) and odd (blue, dashed) eigenfunctions. The exceptional points are located at $(\mu_7 = 4, E = -1)$ and $(\mu_7 = 16, E = 5)$.

Alternatively we may also view the energy spectra as functions of $\mu_7$, in which case we expect just two exceptional points at $(\mu_3 \pm \mu_4)^2$. Our numerical solutions for this choice are presented in figure 3.3, which clearly confirms these values and the predicted
qualitative behaviour.

![Figure 3.4: Intensities of an even (red, solid) and odd (blue, dashed) wavefunction for two consecutive quantum numbers together with their sum (black, dotted) (a) in the unbroken $\mathcal{PT}$-regime with $\mu_3 = 0.8$, $\mu_4 = 1$, $\mu_7 = 4$ and (b) in the broken $\mathcal{PT}$-regime with $\mu_3 = 1.2$, $\mu_4 = 1$, $\mu_7 = 4$.](image)

We conclude this subsection by considering the intensities, as in principle these quantities are experimentally accessible. In figure 3.4 we display the intensity $I(\theta) = |\psi(\theta)|^2$ for an odd and even wavefunction merging at the exceptional points whose energy spectrum is displayed in figure 3.2. In the spontaneously broken $\mathcal{PT}$-regime we clearly observe the loss/gain symmetry around the line $I_{\text{max}}(\theta)/2$, which is absent in the unbroken $\mathcal{PT}$-regime. Searching for a measurable quantity that can be used to identify the symmetry breaking we observe that

$$I(\theta) := |\psi_{\text{even}}(\theta)|^2 + |\psi_{\text{odd}}(\theta)|^2 - |\psi_{\text{even}}(0)|^2 = 0 \quad \text{for broken $\mathcal{PT}$ symmetry}$$

$$\neq 0 \quad \text{for unbroken $\mathcal{PT}$ symmetry}$$

We note that the change from one regime to the other is very abrupt and sharp. This effect is very strongly displayed in figure 3.5, where we scan over a larger range for the coupling constant $\mu_3$ entering and leaving the broken $\mathcal{PT}$-regime. We depict $I(\theta)$ as defined in (3.77) and clearly observe an oscillatory behaviour in the unbroken $\mathcal{PT}$-regime ($\mu_3 < 1$ and $\mu_3 > 3$) and complete annihilation in the region where the symmetry is spontaneously broken ($1 < \mu_3 < 3$). This qualitative behaviour is reminiscent of the symmetric gain/loss behaviour observed in complex optical potentials [181].

Based on our observation we propose (3.77) as a measurable quantity that can be used as a criterium to distinguish between unbroken $\mathcal{PT}$-symmetric and spontaneously broken $\mathcal{PT}$-symmetric regimes. At this point this behaviour remains an observation for which we have no rigorous explanation.
Figure 3.5: Intensity sum \( I(\theta) = |\psi_{\text{even}}(\theta)|^2 + |\psi_{\text{odd}}(\theta)|^2 - |\psi_{\text{even}}(0)|^2 \) as a function of \( \mu_3 \) with fixed values \( \mu_4 = 1 \) and \( \mu_7 = 4 \).

**Sinusoidal Optical Lattices**

For different choices of parameters we can also make contact with a simpler example currently of great interest, since it can be realized experimentally in form of optical lattices. Making the simple choice

\[
\mu_1 = 1, \quad \mu_2 = \mu_3 = \mu_4 = \mu_5 = \mu_6 = 0 \quad \tau = \rho, \quad \coth(2\lambda) = \frac{\mu_7 - \mu_8}{\mu_9}, \quad (3.78)
\]

we obtain the isospectral Hermitian counterpart

\[
h_{PT4/5}^{(ol)} = J^2 + \frac{1}{2} V((\mu_7 - \mu_8)^2 - \mu_9^2 (\nu^2 - u^2)) + \frac{1}{2} (\mu_7 + \mu_8). \quad (3.79)
\]

Taking the representation (3.40) in (3.79), the further special choices \( \mu_7 = 0, \mu_8 = -4, \mu_9 = -8V_0 \) or \( \mu_7 = -\mu_8 = A/2, \mu_9 = -2AV_0 \) reduce the potential to the sinusoidal optical lattice potential

\[
V(x) = 4 \cos^2 x + 4iV_0 \sin 2x, \quad (3.80)
\]

which has been dealt with in [184] and [185]. In both cases the requirement for the validity of the Dyson map \(|(\mu_7 - \mu_8)/\mu_9| < 1\), implied by the last equation in (3.78), boils down to \( |V_0| < 1/2 \) confirming the finding in [184] and [185] that only in this regime the corresponding potential leads to a real energy eigenvalue spectrum.
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Figure 3.6: Energy eigenvalue spectra in the spontaneously broken regime for the parameter choice (3.81) as a function of $\mu_4$ with even (blue and orange, solid lines) and odd (black and red, dashed lines) eigenfunctions for bosonic boundary conditions. The exceptional points are located at $\left(\mu_4 = \pm 1.4687, E = 0.5205\right)$, $\left(\mu_4 = \pm 16.47116, E = 6.8323\right)$ and $\left(\mu_4 = \pm 47.80596, E = 20.1677\right)$.

Complex Mathieu Equation

We conclude by discussing the parameter choice

$$\mu_1 = 1, \quad \mu_2 = 0, \quad \mu_3 = -\frac{\mu_6}{2}, \quad \mu_5 = -\mu_4, \quad \mu_7 = \frac{\mu_4^2}{2}, \quad \mu_8 = -\frac{\mu_6^2}{4}, \quad \mu_9 = -\frac{\mu_4\mu_6}{2}. \quad (3.81)$$

In that case the reported similarity transformation is invalid. However, similarly as in the previous case we may solve the corresponding Schrödinger equation exactly by mapping it to the Mathieu equation, which is however complex in this case. We then find the solution

$$\psi(\theta) = e^{-i\mu_4/2 \cos \theta + i\mu_6/2 \sin \theta} \left[c_1 C \left(4E, i\mu_4, \theta/2\right) + c_2 S \left(4E, i\mu_4, \theta/2\right)\right]. \quad (3.82)$$

As in the previous case we impose bosonic or fermionic boundary conditions to determine the spectrum. Our results are depicted in figure 3.6.

We clearly observe the usual merging of two energy levels at the exceptional points where they split into complex conjugate pairs. Since the real part of the energy eigenvalues is monotonically increasing we note that the spectrum is entirely real for $|\mu_4| \leq 1.46876$. It remains an open challenge to explain the origin of this value for instance by finding an exact similarity transformation. As we expect, this behaviour is similar to the one reported in [211].
3.3.2 \( \mathcal{PT} \)-Symmetric \( E_3 \)-Invariant Systems of Lie Algebraic Type

The \( E_3 \)-algebra is the rank 3 extension of the \( E_2 \)-algebra, spanned by six generators \( J_i, P_i \) for \( i = 1, 2, 3 \) satisfying the algebra

\[
[J_j, J_k] = i \varepsilon_{jkl} J_l, \quad [J_j, P_k] = i \varepsilon_{jkl} P_l, \quad \text{and} \quad [P_j, P_k] = 0. \tag{3.83}
\]

Evidently every subset \( \{J_j, P_k, P_l\} \) with \( j \neq k \neq l \) constitutes an \( E_2 \)-subalgebra. It is convenient to introduce the following combinations of the generators

\[
J_z = 2J_1, \quad J_\pm = J_2 \pm iJ_3, \quad P_z = P_1, \quad \text{and} \quad P_\pm = \pm P_2 + iP_3, \tag{3.84}
\]

such that we obtain the commutation relations

\[
[J_z, J_\pm] = \pm 2J_\pm, \quad [J_+, J_-] = J_z, \quad [J_z, P_\pm] = \pm 2P_\pm, \quad [J_\pm, P_z] = -P_\pm, \quad [J_\pm, P_\mp] = -2P_z, \tag{3.85}
\]

with all remaining ones vanishing. In [220] the following representation was provided for this algebra

\[
\begin{align*}
J_z &:= x\partial_x - y\partial_y, \quad J_+ := x\partial_y, \quad J_- := y\partial_x, \\
P_z &:= -xy\partial_z, \quad P_+ := x^2\partial_z, \quad P_- := y^2\partial_z.
\end{align*} \tag{3.86}
\]

Similarly as \( E_2 \), also \( E_3 \) is left invariant with respect to various types of \( \mathcal{PT} \)-symmetries

\[
\begin{align*}
\mathcal{PT}_1 : & \quad J_k \rightarrow -J_k, \quad P_k \rightarrow -P_k, \quad i \rightarrow -i; \\
\mathcal{PT}_2 : & \quad J_k \rightarrow -J_k, \quad P_k \rightarrow P_k, \quad i \rightarrow -i; \\
\mathcal{PT}_3 : & \quad J_k \rightarrow J_k, \quad P_1 \rightarrow P_1, \quad P_2 \leftrightarrow P_3, \quad i \rightarrow -i; \\
\mathcal{PT}_4 : & \quad J_1 \rightarrow -J_1, \quad J_{2/3} \rightarrow J_{2/3}, \quad P_{1/3} \leftrightarrow -P_{1/3}, \quad P_2 \leftrightarrow P_2, \quad i \rightarrow -i; \tag{3.87}
\end{align*}
\]

for \( k = 1, 2, 3 \).

Once again we wish to find the Dyson map to map non-Hermitian Hamiltonians expressed in terms of bilinear combinations of these generators to Hermitian ones. For the \( E_3 \)-algebra we take it to be of the general form

\[
\eta = e^{\lambda_z J_z + \lambda_+ J_+ + \lambda_- J_- + \kappa_z P_z + \kappa_+ P_+ + \kappa_- P_-}, \quad \text{for} \ \lambda_z, \lambda_\pm, \kappa_z, \kappa_\pm \in \mathbb{R}. \tag{3.88}
\]

For the adjoint action of this operator on the \( E_3 \)-generators we compute

\[
\eta P_\ell \eta^{-1} = \mu_\ell z P_z + \mu_\ell P_\ell + \mu_\ell P_\ell \quad \text{for} \ \ell = z, \pm \tag{3.89}
\]
with constant coefficients

\[
\begin{align*}
\mu_{zz} &= 1 + 2c(\omega)\lambda_+\lambda_- - \mu_{\pm\mp} = 1 + (2\lambda_+^2 + \lambda_+\lambda_-)c(\omega) \pm 2s(\omega)\lambda_z, \\
\mu_{\pm\mp} &= c(\omega)\lambda_{\mp}^2, \quad \mu_{\pm\pm} = \mp 2c(\omega)\lambda_z\lambda_{\mp} - 2s(\omega)\lambda_{\mp}, \quad \mu_{\pm\pm} = \mp c(\omega)\lambda_z\lambda_\pm - s(\omega)\lambda_\pm,
\end{align*}
\]

and

\[
\eta_\ell \eta^{-1} = \nu_\ell z J_z + \nu_{\ell+} J_+ + \nu_{\ell-} J_- + \rho_{\ell z} P_z + \rho_{\ell+} P_+ + \rho_{\ell-} P_-
\]

for \( \ell = z, \pm \) (3.90)

with constant coefficients

\[
\begin{align*}
\nu_{zz} &= 1 + 2c(\omega)\lambda_+\lambda_- - \nu_{\pm\mp} = 1 + \hat{\omega}^2 c(\omega) \pm 2s(\omega)\lambda_z, \quad \nu_{\pm\mp} = -c(\omega)\lambda_\mp^2, \\
\nu_{\pm\pm} &= \mp s(\omega)\lambda_\mp - c(\omega)\lambda_\pm\lambda_\mp, \quad \nu_{\pm\pm} = -2c(\omega)\lambda_\pm\lambda_\mp \mp 2s(\omega)\lambda_\pm,
\end{align*}
\]

\[
\begin{align*}
\rho_{zz} &= 4 \left[ (\lambda_-\kappa_+ - \lambda_+\kappa_-) c(\omega) - \frac{\lambda_+\lambda_-}{\omega^2} \mu (c(\omega) - s(\omega)) \right], \\
\rho_{\pm\pm} &= c(\omega) (\pm \lambda_{\pm\pm} - 2\lambda_z\kappa_{\pm}) \mp 2s(\omega)(\kappa_{\pm} + \lambda_{\pm\kappa}) \pm \frac{2c(\omega)}{\omega^2} \lambda_{\pm\kappa} \nu \pm s(\omega) \frac{\omega^2}{\omega^2} \lambda_{\pm\kappa} (\mu \mp 2\nu) - \frac{\cosh(2\omega)}{\omega^2} \mu \lambda_{\pm\kappa} - \frac{\cosh(2\omega)}{\omega^2} \mu \lambda_{\pm\kappa} \\
\rho_{\pm\pm} &= c(\omega) (\lambda_+\kappa_+ \pm 2\lambda_z\kappa_{\mp}) + 2s(\omega)(\kappa_{\mp} - \lambda_+\kappa_z) + \frac{2c(\omega)}{\omega^2} \lambda_+\kappa_\nu \pm s(\omega) \frac{\omega^2}{\omega^2} \lambda_+\kappa_\nu (\mu \mp 2\nu) - \frac{\cosh(2\omega)}{\omega^2} \mu \lambda_{\mp\kappa} \\
\rho_{\pm\pm} &= \pm c(\omega) \tilde{\mu} + s(\omega) \kappa_{\mp} \pm \frac{\hat{\omega}^2}{\omega^2} [s(\omega) - c(\omega)] + \frac{\cosh(2\omega) - s(\omega)}{\omega^2} \lambda_\pm \mu. \\
\rho_{\pm\mp} &= -2c(\omega)\lambda_{\pm\mp} \pm \frac{\mu\lambda_{\mp\kappa}^2}{\omega^2} \left[ s(\omega) - c(\omega) \right]
\end{align*}
\]

where we abbreviated \( \omega := \sqrt{\lambda_+^2 + \lambda_-^2}, \hat{\omega} := \sqrt{2\lambda_+^2 + \lambda_+\lambda_-}, \mu := \kappa_\pm \lambda_+ + \kappa_\pm \lambda_- - \kappa_- \lambda_+, \tilde{\mu} := 2\kappa_\pm \lambda_z + \kappa_\pm \lambda_- - \kappa_- \lambda_+, \nu := \kappa_\pm \lambda_+ \lambda_- - \kappa_\pm \lambda_+ \lambda_- - \kappa_- \lambda_+ \lambda_z, c(\omega) := (\cosh(2\omega) - 1)/(2\omega^2) \) and \( s(\omega) := \sinh(2\omega)/(2\omega) \).

The construction of isospectral counterparts, if they exist, for non-Hermitian Hamiltonians symmetric with regard to various different types of \( \mathcal{PT} \)-symmetries is far more involved for this algebra. The most generic cases are very complicated in this case as they involve 25 free parameters. One may therefore restrict the discussion to simpler examples, such as for instance the complements of \( E_2 \) in \( E_3 \) constitutes well-defined subclasses.

For instance, we may consider a \( \mathcal{PT}_1 \)-invariant Hamiltonian of \( E_3/E_2 \)-Lie algebraic type. Selecting \( \{J_z, P_\pm\} \) as the generators of the \( E_2 \)-subalgebra the most general Hamil-
tonian of this type is
\[ \hat{H}_{PT_1} = \mu_1 J_+^2 + \mu_2 J_-^2 + \mu_3 P_z^2 + \mu_4 P_z J_+ + \mu_5 P_z J_- + \mu_6 J_+ J_- + i\mu_7 J_+ + i\mu_8 J_- + i\mu_9 P_z. \]  
(3.91)

All the necessary tools have been provided here to find the corresponding counterparts etc. We leave this discussion for future investigations.

### 3.4 Discussions

We have introduced the basic notions of the \( \mathcal{PT} \)-symmetric non-Hermitian and pseudo-Hermitian Hamiltonian systems and discussed advantages as well as disadvantages of the two approaches in the first two sections. In section 3.3, we have constructed the exact form of the metric operator and thus the Hermitian version of the non-Hermitian systems of Euclidean Lie algebraic type Hamiltonians. We presented five different types of \( \mathcal{PT} \)-symmetries (3.42) for the Euclidean algebra \( E_2 \) (3.39). Considering the most general invariant non-Hermitian Hamiltonians in terms of bilinear combinations of the generators of this algebra, we have systematically constructed isospectral counterparts from Dyson maps \( \eta \) of the general form (3.43) by exploiting its adjoint action on the Lie algebraic generators. In this process some of the coupling constants involved had to be constrained. We noted that the different versions of the symmetries also lead to qualitatively quite different isospectral counterparts. For the symmetries \( \mathcal{PT}_1 \) and \( \mathcal{PT}_2 \) the required constraints rendered the original Hamiltonians \( \hat{H}_{PT_1/2} \) Hermitian, such that the adjoint action of \( \eta \) maps Hermitian Hamiltonians to Hermitian ones. It should be noted that the maps are non-trivial, albeit the distinguishing features of the obtained Hamiltonians \( h_{PT_1/2} \) remain unclear. More interesting are the transformation properties of the non-Hermitian Hamiltonians invariant under the symmetries \( \mathcal{PT}_3, \mathcal{PT}_4 \) and \( \mathcal{PT}_5 \), as they lead to genuine non-Hermitian/Hermitian isospectral pairs constructed from an explicit non-perturbative Dyson map.

For the representation (3.40) we analysed the \( \mathcal{PT}_5 \)-system in further detail by solving the corresponding time-independent Schrödinger equation. For some parameter choices we found simple transformations of the real Mathieu equation as solutions. In a subset of cases the corresponding energy spectra were identified to be entirely real, see figure 3.1. For other choices we observed spontaneously broken \( \mathcal{PT} \)-symmetry with region in the parameter space where the whole spectrum remained real. It is possible to consider the spectra as functions of coupling constants in such a way that its monotonic variation leads to an initial break down of the \( \mathcal{PT} \)-symmetry at some exceptional points which is subsequently regained, see figure 3.2. This numerically observed behaviour is completely understood from the explicit formulae for the Dyson maps, which
break down at the exceptional points. We have made contact to some simple systems of optical lattices and it should be highly interesting to investigate further whether the more involved systems with richer structure we considered here may also be realized experimentally. We have verified the typical gain/loss symmetry for one of those models.

Clearly we have not exhausted the discussion for the entire parameter space for the $\mathcal{PT}_5$-system and also left the analysis of time-independent Schrödinger equation $\mathcal{PT}_3$ and $\mathcal{PT}_4$ for further investigation. An additional open problem is the analysis of alternative representations such as (3.41) and many more not mentioned here. Also still an intriguing open challenge is the computation of the explicit Dyson map for systems of the type dealt with in section "Complex Mathieu equation". We established that they certainly require a different type of Ansatz for the Dyson map $\eta$ as the one in (3.43).

The completion of the above mentioned programme is far from being finished for the Euclidean algebra $E_3$. For that case we have provided the far more complicated adjoint action on the generators and left the further analysis, which can be carried out along the same lines as for $E_2$. 
Chapter 4

Noncommutative Models in 3D and Minimal Volume

In the last two chapters, we have briefly discussed the necessary tools to formulate models on a noncommutative space. In the present chapter, we look at the procedure of how to build models in this space in three dimensions. It will not be an easy task to construct models in the higher dimensions and we will face many computational difficulties, as we will see in the later part of our discussions. Certainly, the work [66] has been motivated by the investigations in lower dimensions [56, 57, 58].

4.1 Flat Noncommutative Spaces in 3D

Let us commence our discussion with the standard Fock space commutation relations

\[
[a_i, a_j^\dagger] = \delta_{ij}, \quad [a_i, a_j] = 0, \quad [a_i^\dagger, a_j^\dagger] = 0, \quad \text{for } i, j = 1, 2, 3, \quad (4.1)
\]

and we assume that the relations (4.1) are linearly related to the standard three dimensional flat noncommutative space (2.4) characterized by the relations

\[
[x_0, y_0] = i\theta_1, \quad [x_0, z_0] = i\theta_2, \quad [y_0, z_0] = i\theta_3, \quad \text{for } \theta_1, \theta_2, \theta_3 \in \mathbb{R}, \quad (4.2)
\]

with all remaining commutators to be zero. \( \theta_1, \theta_2, \theta_3 \) represent the noncommutative structure constants. It is worth mentioning at this point that the generators of flat noncommutative spaces will be denoted, from now and onwards, by the small letters of the corresponding observables followed by the subscript zero. The most general linear
Ansatz to relate the generators of relations (4.2) and (4.1) reads
\[
\varphi_i = \sum_{j=1}^{3} \left( \kappa_{ij} a_j + \lambda_{ij} a_j^\dagger \right), \quad \text{for } \vec{\varphi} = \{x_0, y_0, z_0, p_{x_0}, p_{y_0}, p_{z_0}\}, \tag{4.3}
\]
where the \( \kappa_{ij}, \lambda_{ij} \) have dimensions of length or momentum for \( i = 1, 2, 3 \) or \( i = 4, 5, 6 \) respectively. The commutation relations obeyed by the canonical variables \( X, Y, Z, P_x, P_y, P_z \) associated to the deformed algebra (2.14) in three dimensions are yet unknown and are subject to construction. The algebra they satisfy may be related to (2.14) by similar relations as (4.3), but since the constants \( \kappa_{ij} \) and \( \lambda_{ij} \) are in general complex, this amounts to finding 72 real parameters. To reduce this number to a manageable quantity one can utilize \( \mathcal{PT} \)-symmetry as introduced in chapter 3.

### 4.1.1 The Role of \( \mathcal{PT} \)-Symmetry

Whereas the momenta and coordinates in (4.2) are Hermitian operators acting on a Hilbert space with standard inner product, this is no longer true for the variables associated to the deformed algebra (2.14) as they become in general non-Hermitian with regard to these inner products. With reference to chapter 3, we show how to solve the difficulties in the present situation. In [221], the authors argue that the commutation relations (4.2) can not be expressed as \( \mathcal{PT} \)-symmetric and one is therefore forced to take the noncommutative structure constants to be complex. We reason here that this is incorrect and even the standard noncommutative space relations are in fact symmetric under many different versions of \( \mathcal{PT} \)-symmetry. As discussed in (3.16), all one requires to formulate a consistent quantum description is an anti-linear involutory map [131] that leaves the relations (4.2) invariant. We identify here several possibilities:

Taking for instance \( \theta_2 = 0 \), the algebra (4.2) remains invariant under the following antilinear transformations
\[
\mathcal{PT}_\pm : \quad x_0 \rightarrow \pm x_0, \quad y_0 \rightarrow \mp y_0, \quad z_0 \rightarrow \pm z_0, \quad i \rightarrow -i, \\
p_{x_0} \rightarrow \mp p_{x_0}, \quad p_{y_0} \rightarrow \pm p_{y_0}, \quad p_{z_0} \rightarrow \mp p_{z_0}. \tag{4.4}
\]

We may also attempt to keep \( \theta_2 \) different from zero, in which case we have to transform the \( \theta_2 \) as well in order to achieve the invariance of (4.2)
\[
\mathcal{PT}_{\theta_\pm} : \quad x_0 \rightarrow \pm x_0, \quad y_0 \rightarrow \mp y_0, \quad z_0 \rightarrow \pm z_0, \quad i \rightarrow -i, \\
p_{x_0} \rightarrow \mp p_{x_0}, \quad p_{y_0} \rightarrow \pm p_{y_0}, \quad p_{z_0} \rightarrow \mp p_{z_0}, \quad \theta_2 \rightarrow -\theta_2. \tag{4.5}
\]

A further option, which also allows to keep \( \theta_2 \) different from zero, would be to introduce
permutations amongst the different directions

\[ \mathcal{PT}_{xz} : \quad x_0 \to z_0, \quad y_0 \to y_0, \quad z_0 \to x_0, \quad i \to -i, \quad p_{x_0} \to -p_{z_0}, \quad p_{y_0} \to -p_{y_0}, \quad p_{z_0} \to -p_{x_0}. \]  

(4.6)

Clearly all of these maps are involutions \((\mathcal{PT})^2 = I\). In fact, there might be more options. The occurrence of various possibilities to implement the anti-linear symmetry (3.16) is a known feature previously observed in many examples \([222, 215, 210]\) in dimensions larger than one. More restrictions and the explicit choice of symmetry result from the specific physical situation one wishes to describe. For instance \(\mathcal{PT}_\pm\) might be appropriated when one deals with a problem in which one direction is singled out, \(\mathcal{PT}_\theta\) requires the noncommutative constant \(\theta_2\) to appear as a parameter in the model and \(\mathcal{PT}_{xz}\) suggest a symmetry across the line \(x_0 = z_0\). For the creation and annihilation operators this symmetry could manifest itself in different ways, for instance as \(a_i \to \pm a_i, \quad a_i^\dagger \to \pm a_i^\dagger\) or by the permutation of indices \(a_i \to a_j, \quad a_i^\dagger \to a_j\) when they label for instance particles in different potentials, see e.g. \([223]\). Once again the underlying physics will dictate which version one should select. The general reason for the occurrence of these different possibilities are just manifestations of the ambiguities in defining a metric to which the \(\mathcal{PT}\)-operator is directly related. What needs to be kept in mind is that we only require the symmetry under some anti-linear involution \([131]\) in order to obtain a meaningful quantum mechanical description.

### 4.1.2 Oscillator Algebras of Flat Noncommutative Spaces

Let us first see how to represent a three dimensional oscillator algebra in terms of the canonical variables in three dimensional flat noncommutative space. For definiteness we seek at first a description which is invariant under \(\mathcal{PT}_\pm\). The most generic linear Ansatz for the creation and annihilation operators to achieve this is

\[ a_1 = \alpha_1 x_0 + i\alpha_2 y_0 + \alpha_3 z_0 + i\alpha_4 p_{x_0} + \alpha_5 p_{y_0} + i\alpha_6 p_{z_0}, \]  

(4.7)

\[ a_2 = \alpha_7 x_0 + i\alpha_8 y_0 + \alpha_9 z_0 + i\alpha_{10} p_{x_0} + \alpha_{11} p_{y_0} + i\alpha_{12} p_{z_0}, \]  

(4.8)

\[ a_3 = \alpha_{13} x_0 + i\alpha_{14} y_0 + \alpha_{15} z_0 + i\alpha_{16} p_{x_0} + \alpha_{17} p_{y_0} + i\alpha_{18} p_{z_0}, \]  

(4.9)

with dimensional real constants \(\alpha_i\). We note that we have \(\mathcal{PT}_\pm : a_i \to \pm a_i, \quad a_i^\dagger \to \pm a_i^\dagger\) for \(i = 1, 2, 3\). The non-sequential ordering of the constants in (4.7)-(4.9) is chosen to perform the limit to the two dimensional case in a convenient way. For \(\alpha_9, \ldots, \alpha_{18} \to 0\) we recover equation (4.3) in \([58]\). It is useful to invoke this limit at various stages of the calculation as a consistency check. We then compute that the operators (4.7)-(4.9), expressed on the three dimensional flat noncommutative space (4.2), satisfy the standard
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Fock space commutation relations (4.1) provided that the following nine constraints hold:

\[ \begin{align*}
1 & = 2 \sum_{j=1}^{3} [(2 - j)\alpha_{2+j}^j \alpha_{j+k} \theta_j - (-1)^j \hbar \alpha_{j+k} \alpha_{j+k+3}] \quad \text{for } k = 0, 6, 12, \\
0 & = i(\alpha_p \alpha_q + \alpha_{p+2} \alpha_{q-2})\theta_2 + \sum_{j=1}^{2} (\alpha_{j+p} \alpha_{j+q-p+2} - \alpha_{j+p-1} \alpha_{j+q-2})\theta_{2j-1} \\
& \quad + \sum_{j=1}^{3} (\alpha_{j+p+2} \alpha_{j+q-p-2} - \alpha_{j+p-1} \alpha_{j+q})\hbar \quad \text{for } \{p, q\} = \{1, 9\}, \{1, 15\}, \{7, 15\}, \\
0 & = i(\alpha_p \alpha_q + \alpha_{p+2} \alpha_{q-2})\theta_2 - \sum_{j=1}^{2} (-1)^j (\alpha_{j+p} \alpha_{j+q-p+2} + \alpha_{j+p-1} \alpha_{j+q-2})\theta_{2j-1} \\
& \quad - \sum_{j=1}^{3} (-1)^j (\alpha_{j+p+2} \alpha_{j+q-p-2} + \alpha_{j+p-1} \alpha_{j+q})\hbar \quad \text{for } \{p, q\} = \{1, 9\}, \{1, 15\}, \{7, 15\}. 
\end{align*} \]

It turns out that when keeping \( \theta_2 \neq 0 \) these equations do not admit a nontrivial solution. However, setting \( \theta_2 \) to zero we can solve (4.10)-(4.12) for instance by

\[ \begin{align*}
\alpha_2 & = -\frac{\alpha_{14} (\alpha_7 (2h\alpha_{14} \alpha_{17} - 2\alpha_{13} \Delta' + 1) - 2\alpha_9 \alpha_{13} \Delta'')}{2\Delta \Delta''}, \\
\alpha_4 & = \frac{\hbar \alpha_7 \alpha_{16} (-2h\alpha_{14} \alpha_{17} + 2\alpha_{13} \Delta' - 1) + \alpha_9 (2h\alpha_{13} \alpha_{16} - 1) \Delta''}{2\hbar \Delta \Delta''}, \\
\alpha_5 & = \frac{\alpha_1 \Delta' + \alpha_3 \Delta''}{\hbar \alpha_{14}}, \\
\alpha_6 & = \frac{2h\alpha_9 \alpha_{13} \alpha_{18} \Delta'' + \alpha_7 (2h\alpha_{13} \alpha_{18} \Delta' - \alpha_{14} (2\alpha_{17} \alpha_{18} \hbar^2 + \theta_3))}{2h \Delta \Delta''}, \\
\alpha_8 & = \frac{\alpha_{14} (\alpha_1 (2h\alpha_{14} \alpha_{17} - 2\alpha_{13} \Delta' + 1) + 2\alpha_3 \alpha_{13} (\alpha_{14} \theta_3 - \hbar \alpha_{18}))}{2\Delta \Delta''}, \\
\alpha_{10} & = \frac{\hbar \alpha_{14} \alpha_{16} (-2h\alpha_{14} \alpha_{17} - 2\alpha_{13} \Delta' + 1) - \alpha_3 (2h\alpha_{13} \alpha_{16} - 1) \Delta''}{2\hbar \Delta \Delta''}, \\
\alpha_{11} & = \frac{\alpha_7 \Delta' + \alpha_9 \Delta''}{\hbar \alpha_{14}}, \\
\alpha_{12} & = \frac{-2h\alpha_3 \alpha_{13} \alpha_{18} \Delta'' + \alpha_1 (\alpha_{14} (2\alpha_{17} \alpha_{18} \hbar^2 + \theta_3) - 2h\alpha_{13} \alpha_{18} \Delta'))}{2h \Delta \Delta''}, \\
\alpha_{15} & = \frac{2h\alpha_{14} \alpha_{17} - 2\alpha_3 \alpha_{18} + 1}{2\Delta''}.
\end{align*} \]

where we abbreviated \( \Delta := \alpha_3 \alpha_7 - \alpha_1 \alpha_9 \), \( \Delta' := \hbar \alpha_{16} + \alpha_{14} \theta_1 \), \( \Delta'' := \hbar \alpha_{18} - \alpha_{14} \theta_3 \). Thus we still have nine parameters left at our disposal. In other words the Ansatz (4.7)-(4.9) together with (4.1) enforces the \( \mathcal{PT} \)-symmetry of the type (4.4).

Inverting the relations (4.7)-(4.9) we may express the dynamical variables in terms
of the creation and annihilation operators

\[ x_0 = \frac{\alpha_9\alpha_{17} - \alpha_{11}\alpha_{15}}{2 \det M_1} (a_1 + a_1^\dagger) + \frac{\alpha_5\alpha_{15} - \alpha_{3}\alpha_{17}}{2 \det M_1} (a_2 + a_2^\dagger) + \frac{\alpha_{3}\alpha_{11} - \alpha_{5}\alpha_9}{2 \det M_1} (a_3 + a_3^\dagger), \]

(4.22)

\[ y_0 = \frac{\alpha_{10}\alpha_{18} - \alpha_{12}\alpha_{16}}{2i \det M_2} (a_1 - a_1^\dagger) + \frac{\alpha_6\alpha_{16} - \alpha_{4}\alpha_{18}}{2i \det M_2} (a_2 - a_2^\dagger) + \frac{\alpha_{4}\alpha_{12} - \alpha_{6}\alpha_{10}}{2i \det M_2} (a_3 - a_3^\dagger), \]

(4.23)

\[ z_0 = \frac{\alpha_{11}\alpha_{13} - \alpha_{7}\alpha_{17}}{2 \det M_1} (a_1 + a_1^\dagger) + \frac{\alpha_{1}\alpha_{17} - \alpha_{5}\alpha_{13}}{2 \det M_1} (a_2 + a_2^\dagger) + \frac{\alpha_{5}\alpha_{7} - \alpha_{1}\alpha_{11}}{2 \det M_1} (a_3 + a_3^\dagger), \]

(4.24)

\[ p_{x_0} = \frac{\alpha_{12}\alpha_{14} - \alpha_{8}\alpha_{18}}{2i \det M_2} (a_1 - a_1^\dagger) + \frac{\alpha_{2}\alpha_{18} - \alpha_{6}\alpha_{14}}{2i \det M_2} (a_2 - a_2^\dagger) + \frac{\alpha_{6}\alpha_{8} - \alpha_{2}\alpha_{12}}{2i \det M_2} (a_3 - a_3^\dagger), \]

(4.25)

\[ p_{y_0} = \frac{\alpha_{7}\alpha_{15} - \alpha_{9}\alpha_{13}}{2 \det M_1} (a_1 + a_1^\dagger) + \frac{\alpha_{3}\alpha_{13} - \alpha_{1}\alpha_{15}}{2 \det M_1} (a_2 + a_2^\dagger) + \frac{\alpha_{1}\alpha_{9} - \alpha_{3}\alpha_{7}}{2 \det M_1} (a_3 + a_3^\dagger), \]

(4.26)

\[ p_{z_0} = \frac{\alpha_{8}\alpha_{16} - \alpha_{10}\alpha_{14}}{2i \det M_2} (a_1 - a_1^\dagger) + \frac{\alpha_{4}\alpha_{14} - \alpha_{2}\alpha_{16}}{2i \det M_2} (a_2 - a_2^\dagger) + \frac{\alpha_{2}\alpha_{10} - \alpha_{4}\alpha_{8}}{2i \det M_2} (a_3 - a_3^\dagger), \]

(4.27)

where the matrices \( M_{1/2} \) have entries

\[(M_i)_{jk} = 6j + 2k + l - 8 \quad \text{for} \quad l = 1, 2. \]

(4.28)

These expressions satisfy the commutation relations (4.2) when we invoke the constraints (4.10)-(4.12) and the standard Fock space relation (4.1). In that case we also have the simple relation \( \det M_1 \det M_2 = -1/8\hbar^3 \). By changing the Ansatz (4.7)-(4.9) appropriately one may also obtain \( \mathcal{PT}_{θ_±} \) or \( \mathcal{PT}_{xx} \)-invariant solutions.

### 4.2 q-Deformed Noncommutative Spaces in 3D

As discussed in chapter 2, we start the analysis of this section by assuming a q-deformed oscillator algebra for the creation and annihilation operators \( A_i^\dagger, A_i \) of the form:

\[ A_i A_j^\dagger - q^{\delta_{ij}} A_j^\dagger A_i = \delta_{ij}, \quad [A_i^\dagger, A_j^\dagger] = 0, \quad [A_i, A_j] = 0, \quad \text{for} \ i, j = 1, 2, 3; \ q \in \mathbb{R}. \]

(4.29)

In the limit \( q \to 1 \) we denote \( A_i \to a_i \) and recover the standard Fock space commutation relations (4.1). Now we construct the commutation relations for the deformed noncommutative space satisfied by the deformed canonical variables \( X, Y, Z, P_x, P_y, P_z \), which
we express linearly in terms of the creation and annihilation operators obeying the deformed algebra (4.29). Guided by the fact that in the limit \( q \to 1 \) we should recover the relations (4.22)-(4.27) of the previous section. We therefore make the Ansatz

\[
X = \tilde{\kappa}_1 (A_1^\dagger + A_1) + \tilde{\kappa}_2 (A_2^\dagger + A_2) + \tilde{\kappa}_3 (A_3^\dagger + A_3),
\]

\[
Y = i\tilde{\kappa}_4 (A_1^\dagger - A_1) + i\tilde{\kappa}_5 (A_2^\dagger - A_2) + i\tilde{\kappa}_6 (A_3^\dagger - A_3),
\]

\[
Z = \tilde{\kappa}_7 (A_1^\dagger + A_1) + \tilde{\kappa}_8 (A_2^\dagger + A_2) + \tilde{\kappa}_9 (A_3^\dagger + A_3),
\]

Inverting now the relations (4.30)-(4.35) we find that it is indeed possible to eliminate entirely the creations and annihilation operators from these relations. However, this leads to very lengthy expressions, which we will not present here. Instead we report some special, albeit still quite general, solutions obtained by setting some of the constants to zero and imposing further constraints.

\[
P_x = i\tilde{\kappa}_{10} (A_1^\dagger - A_1) + i\tilde{\kappa}_{11} (A_2^\dagger - A_2) + i\tilde{\kappa}_{12} (A_3^\dagger - A_3),
\]

\[
P_y = i\tilde{\kappa}_{13} (A_1^\dagger + A_1) + i\tilde{\kappa}_{14} (A_2^\dagger + A_2) + i\tilde{\kappa}_{15} (A_3^\dagger + A_3),
\]

\[
P_z = i\tilde{\kappa}_{16} (A_1^\dagger - A_1) + i\tilde{\kappa}_{17} (A_2^\dagger - A_2) + i\tilde{\kappa}_{18} (A_3^\dagger - A_3),
\]

with \( \tilde{\kappa}_i = \kappa_i \sqrt{\hbar/(m\omega)} \) for \( i = 1, \ldots, 9 \) having the dimension of a length and \( \tilde{\kappa}_i = \kappa_i \sqrt{m\omega \hbar} \) for \( i = 10, \ldots, 18 \) possessing the dimension of a momentum. The constants \( \kappa_i \) for \( i = 1, \ldots, 18 \) are therefore dimensionless. We deliberately keep here all dimensional constants different from 1. With the help of the \( q \)-deformed oscillator algebra (4.29) we compute

\[
[X, Y] = 2i \sum_{j=1}^{3} \tilde{\kappa}_j \tilde{\kappa}_{3+j} \left[ 1 + (q^2 - 1) \right] A_j^\dagger A_j,
\]

\[
[Y, Z] = -2i \sum_{j=1}^{3} \tilde{\kappa}_{3+j} \tilde{\kappa}_{6+j} \left[ 1 + (q^2 - 1) \right] A_j^\dagger A_j,
\]

\[
[X, P_x] = 2i \sum_{j=1}^{3} \tilde{\kappa}_j \tilde{\kappa}_{9+j} \left[ 1 + (q^2 - 1) \right] A_j^\dagger A_j,
\]

\[
[Y, P_y] = -2i \sum_{j=1}^{3} \tilde{\kappa}_{3+j} \tilde{\kappa}_{12+j} \left[ 1 + (q^2 - 1) \right] A_j^\dagger A_j,
\]

\[
[Z, P_z] = 2i \sum_{j=1}^{3} \tilde{\kappa}_{6+j} \tilde{\kappa}_{15+j} \left[ 1 + (q^2 - 1) \right] A_j^\dagger A_j,
\]

\[
[P_x, P_y] = -2i \sum_{j=1}^{3} \tilde{\kappa}_{9+j} \tilde{\kappa}_{12+j} \left[ 1 + (q^2 - 1) \right] A_j^\dagger A_j,
\]

\[
[P_y, P_z] = 2i \sum_{j=1}^{3} \tilde{\kappa}_{12+j} \tilde{\kappa}_{15+j} \left[ 1 + (q^2 - 1) \right] A_j^\dagger A_j,
\]

\[
[X, P_z] = 2i \sum_{j=1}^{3} \tilde{\kappa}_j \tilde{\kappa}_{15+j} \left[ 1 + (q^2 - 1) \right] A_j^\dagger A_j,
\]

\[
[Z, P_x] = 2i \sum_{j=1}^{3} \tilde{\kappa}_{6+j} \tilde{\kappa}_{9+j} \left[ 1 + (q^2 - 1) \right] A_j^\dagger A_j,
\]

\[
[X, Z] = [P_x, P_z] = [X, P_y] = [Y, P_x] = [Y, P_z] = [Z, P_y] = 0.
\]

Inverting now the relations (4.30)-(4.35) we find that it is indeed possible to eliminate entirely the creations and annihilation operators from these relations. However, this leads to very lengthy expressions, which we will not present here. Instead we report some special, albeit still quite general, solutions obtained by setting some of the constants to zero and imposing further constraints.
4.2.1 A Particular $\mathcal{PT}_\pm$-Symmetric Solution

We now make the assumption that $\hat{\kappa}_1 = \hat{\kappa}_4 = \hat{\kappa}_5 = \hat{\kappa}_8 = \hat{\kappa}_{10} = \hat{\kappa}_{12} = \hat{\kappa}_{13} = \hat{\kappa}_{14} = \hat{\kappa}_{17} = \hat{\kappa}_{18} = 0$. This choice still guarantees that none of the canonical variables become mutually identical. The consistency with the direct limit $q \to 1$ in which we want to recover (4.2) enforces the constraints

$$\hat{\kappa}_2 = \frac{\hbar}{2\hat{\kappa}_1}, \; \hat{\kappa}_3 = \frac{\theta_1}{2\hat{\kappa}_6}, \; \hat{\kappa}_9 = -\frac{\theta_3}{2\hat{\kappa}_6}, \; \hat{\kappa}_{15} = -\frac{\hbar}{2\hat{\kappa}_6}, \; \hat{\kappa}_{16} = \frac{\hbar}{2\hat{\kappa}_7}. \quad (4.46)$$

The only non-vanishing commutators we obtain from (4.36)-(4.40) in this case are

$$[X, Y] = i\theta_1 \left[ 1 + (q^2 - 1) A_3^\dagger A_3 \right], \quad (4.47)$$
$$[Y, Z] = i\theta_3 \left[ 1 + (q^2 - 1) A_3^\dagger A_3 \right], \quad (4.48)$$
$$[X, P_x] = i\hbar \left[ 1 + (q^2 - 1) A_2^\dagger A_2 \right], \quad (4.49)$$
$$[Y, P_y] = i\hbar \left[ 1 + (q^2 - 1) A_3^\dagger A_3 \right], \quad (4.50)$$
$$[Z, P_z] = i\hbar \left[ 1 + (q^2 - 1) A_1^\dagger A_1 \right]. \quad (4.51)$$

Next we invert the relations (4.30)-(4.35) to obtain

$$A_1 = \frac{1}{2\hat{\kappa}_7} Z - \frac{\theta_3}{2\hbar \hat{\kappa}_7} P_y + \frac{i \hat{\kappa}_7}{\hbar} P_z, \quad A_1^\dagger = \frac{1}{2\hat{\kappa}_7} Z - \frac{\theta_3}{2\hbar \hat{\kappa}_7} P_y - \frac{i \hat{\kappa}_7}{\hbar} P_z, \quad (4.52)$$
$$A_2 = \frac{\hat{\kappa}_{11}}{\hbar} X + \frac{i}{2\hat{\kappa}_{11}} P_x + \frac{\theta_1 \hat{\kappa}_{11}}{\hbar^2} P_y, \quad A_2^\dagger = \frac{\hat{\kappa}_{11}}{\hbar} X - \frac{i}{2\hat{\kappa}_{11}} P_x + \frac{\theta_1 \hat{\kappa}_{11}}{\hbar^2} P_y, \quad (4.53)$$
$$A_3 = \frac{i}{2\hat{\kappa}_6} Y - \frac{\hat{\kappa}_6}{\hbar} P_y, \quad A_3^\dagger = -\frac{i}{2\hat{\kappa}_6} Y - \frac{\hat{\kappa}_6}{\hbar} P_y, \quad (4.54)$$

so that

$$A_1^\dagger A_1 = \frac{1}{4\hat{\kappa}_7^2} Z^2 + \frac{\theta_3^2}{4\hbar^2 \hat{\kappa}_7^2} P_y^2 + \frac{\hat{\kappa}_7^2}{\hbar^2} P_z^2 - \frac{\theta_3^2}{2\hbar \hat{\kappa}_7^2} Z P_y + \frac{i}{4\hbar} \left[ Z, P_z \right], \quad (4.55)$$
$$A_2^\dagger A_2 = \frac{\hat{\kappa}_{11}^2}{\hbar^2} X^2 + \frac{1}{4\hat{\kappa}_{11}^2} P_x^2 + \frac{\theta_1^2 \hat{\kappa}_{11}^2}{\hbar^4} P_y^2 + \frac{2\theta_1 \hat{\kappa}_{11}^2}{\hbar^3} X P_y + \frac{i}{4\hbar} \left[ Y, P_y \right], \quad (4.56)$$
$$A_3^\dagger A_3 = \frac{1}{4\hat{\kappa}_6^2} Y^2 + \frac{\hat{\kappa}_6^2}{\hbar^2} P_y^2 + \frac{i}{4\hbar} \left[ Y, P_y \right]. \quad (4.57)$$

Substituting (4.55)-(4.57) into the right hand sides of (4.47)-(4.51) we obtain five equations for the five unknown commutators $[X, Y], [Y, Z], [X, P_x], [Y, P_y]$ and $[Z, P_z]$. Solv-
ing these equations, the resulting dynamical noncommutative relations become

\[
[X, Y] = \frac{2i\theta_1}{1 + q^2} + i \frac{q^2 - 1}{q^2 + 1} \frac{\kappa_6}{\hbar} \left( \frac{m\omega}{2\kappa_6^2} Y^2 + \frac{2\kappa_6^2}{m\omega} p_y^2 \right), \\
[Y, Z] = \frac{2i\theta_3}{1 + q^2} + i \frac{q^2 - 1}{q^2 + 1} \frac{\kappa_6}{\hbar} \left( \frac{m\omega}{2\kappa_6^2} Y^2 + \frac{2\kappa_6^2}{m\omega} p_y^2 \right), \\
[X, P_x] = \frac{2i\hbar}{1 + q^2} + i \frac{q^2 - 1}{q^2 + 1} 2m\omega \left( \kappa_{11}^2 X^2 + \frac{1}{4m^2\omega^2\kappa_{11}^2} p_x^2 + \frac{\theta_1^2\kappa_{11}^2}{\hbar^2} p_y^2 + 2\frac{\theta_1\kappa_{11}^2}{\hbar} X p_y \right), \\
[Y, P_y] = \frac{2i\hbar}{1 + q^2} + i \frac{q^2 - 1}{q^2 + 1} 2m\omega \left( \frac{1}{4\kappa_7^2} Z^2 + \frac{\kappa_7^2}{m^2\omega^2} p_z^2 + \frac{\theta_3^2}{4\hbar^2\kappa_7^2} P_y^2 - \frac{\theta_3\kappa_7}{2\hbar^2\kappa_7^2} Z p_y \right), \\
[Z, P_z] = \frac{2i\hbar}{1 + q^2} + i \frac{q^2 - 1}{q^2 + 1} 2m\omega \left( \frac{1}{4\kappa_7^2} Z^2 + \frac{\kappa_7^2}{m^2\omega^2} p_z^2 + \frac{\theta_3^2}{4\hbar^2\kappa_7^2} P_y^2 - \frac{\theta_3\kappa_7}{2\hbar^2\kappa_7^2} Z p_y \right).
\]

Notice that we still have the three free parameters \(\kappa_6, \kappa_7\) and \(\kappa_{11}\) at our disposal. It is easily verified that the relations (4.58)-(4.62) are left invariant under a \(\mathcal{PT}_\pm\)-symmetry (4.2) in the variables \(X, Y, Z, P_x, P_y, P_z\).

**Reduced Three Dimensional Solution for \(q \to 1\)**

The solution (4.58)-(4.62) possesses a non-trivial limit leading to an even simpler set of commutation relations. For this purpose we impose some additional constraints by setting first \(\kappa_{11} = \kappa_6\), \(\kappa_7 = 1/2\kappa_6\), \(q = \exp(2\tau\kappa_6^2)\) and subsequently we take the limit \(\kappa_6 \to 0\). The relations (4.58)-(4.62) then reduce to

\[
[X, Y] = i\theta_1 \left( 1 + \hat{\tau} Y^2 \right), \quad [Y, Z] = i\theta_3 \left( 1 + \hat{\tau} Y^2 \right), \\
[X, P_x] = i\hbar \left( 1 + \hat{\tau} P_x^2 \right), \quad [Y, P_y] = i\hbar \left( 1 + \hat{\tau} Y^2 \right), \quad [Z, P_z] = i\hbar \left( 1 + \hat{\tau} P_z^2 \right),
\]

where \(\hat{\tau} = \tau m\omega/\hbar\) has the dimension of an inverse squared length, \(\tau = \tau/(m\omega\hbar)\) has the dimension of an inverse squared momentum and \(\tau\) is dimensionless. We find a concrete representation for this algebra in terms of the generators of the standard three dimensional flat noncommutative space (4.2)

\[
X = (1 + \hat{\tau} p_x^2) x_0 + \frac{\theta_1}{\hbar} \left( \hat{\tau} p_x^2 - \hat{\tau} y_0^2 \right) p_y, \quad P_x = p_x, \\
Z = (1 + \hat{\tau} p_z^2) z_0 + \frac{\theta_3}{\hbar} \left( \hat{\tau} y_0^2 - \hat{\tau} p_z^2 \right) p_y, \quad P_z = p_z, \\
P_y = (1 + \hat{\tau} y_0^2) p_y, \quad Y = y_0.
\]

Evidently the quantities \(X, Z\) and \(P_y\) are non-Hermitian in the space in which the \(x_0, y_0, z_0, p_x, p_y, p_z\) are Hermitian. In order to study concrete models it is very convenient to carry out a subsequent Bopp-shift of the form \(x_0 \to x_s - \frac{\theta_1}{\hbar} P_y; y_0 \to y_s,\)
$z_0 \rightarrow z_s + \frac{\theta_3}{\hbar} p_{y_s}$, $p_{x_0} \rightarrow p_{x_s}$, $p_{y_0} \rightarrow p_{y_s}$, $p_{z_0} \rightarrow p_{z_s}$, and express the generators in (4.65) in terms of the standard canonical variables. The same kind of shift have been utilized by many authors for their convenience, for instance one may look at [224, 225]. Since there is no explicit occurrence of $\theta_2$, the representation (4.65) is trivially invariant under $\mathcal{PT}_\pm$ as well as $\mathcal{PT}_{\theta_2}$. Taking, however, the representation (4.65) and in addition $\theta_2 \neq 0$ this evidently changes, as by direct computation one of the commutation relations is altered to $[X, Z] = i\theta_2 \left(1 + \tau P^2_x\right) \left(1 + \tau P^2_z\right)$. Setting furthermore $\theta_1 = \theta_3$ the representation in (4.65) is also invariant under the $\mathcal{PT}_{xz}$-symmetry stated in (4.6).

**Reduction into a Decoupled Two Dimensional Plus a One Dimensional Space**

The algebra (4.58)-(4.62) provides a larger three dimensional setting for a noncommutative two dimensional space decoupled from a standard one dimensional space. This is achieved by parametrizing $q = \exp(2\tau \kappa^2_1)$, setting $\kappa_1 = m\omega \hat{\kappa}_6$, $\theta := \theta_1$ and subsequently taking the limit $(\theta_3, \kappa_6) \rightarrow 0$ reduces the algebra to a two noncommutative dimensional space in the $X,Y$-direction

$$[X, Y] = i\theta \left(1 + \tau Y^2\right), \quad [Y, P_y] = i\hbar \left(1 + \tau Y^2\right), \quad [X, P_x] = i\hbar \left(1 + \tau P^2_x\right),$$

(4.66)
decoupled from a standard one dimensional space in the $Z$-direction

$$[Z, P_z] = i\hbar, \quad [Y, Z] = 0.$$

(4.67)

As a representation for the algebra (4.66) in flat noncommutative space we may simply use (4.65) in the appropriate limit $\theta_3 \rightarrow 0$. Carrying out the corresponding Bopp-shift $x_0 \rightarrow x_s - \frac{\theta}{\hbar} p_{y_s}$, $y_0 \rightarrow y_s$, $p_{x_0} \rightarrow p_{x_s}$ and $p_{y_0} \rightarrow p_{y_s}$ yields the operators

$$X = x_s - \frac{\theta}{\hbar} p_{y_s} + \tau p^2_{x_s} x_s - \frac{\tau}{\hbar} y^2_{y_s} p_{y_s}, \quad Y = y_s, \quad P_x = p_{x_s}, \quad \text{and} \quad P_y = p_{y_s} + \tau y^2_{y_s} p_{y_s},$$

(4.68)

which are of course still non-Hermitian with regard to the standard inner product.

**Reduction into Three Decoupled One Dimensional Spaces**

We conclude this section by noting that all three directions in the algebra (4.58)-(4.62) can be decoupled, of which one becomes a one dimensional noncommutative space previously investigated by many authors, e.g. [49, 56]. It is easy to verify that this scenario is obtained from (4.58)-(4.62) when parametrizing $q = \exp(2\tau \kappa^2_1)$ and subsequently taking the limit $(\theta_1, \theta_3, \kappa_1) \rightarrow 0$. The remaining non-vanishing commutators are then

$$[X, P_x] = i\hbar \left(1 + \tau P^2_x\right), \quad [Y, P_y] = i\hbar, \quad \text{and} \quad [Z, P_z] = i\hbar.$$

(4.69)
Thus all three space directions are decoupled from each other. It is known that the choices
\[ X = (1 + \hat{\tau} p^2_x)x_s, \quad P_x = p_s \]
or
\[ X' = x_s(1 + \hat{\tau} p^2_x), \quad P'_x = p_s \]
constitute representations for the commutation relations (4.69) in the \( X \)-direction.

### 4.2.2 A Particular \( \mathcal{PT}_{\theta_\pm} \)-Symmetric Solution

Instead of solving the complicated relations (4.36)-(4.45) one may also start by making
directly an Ansatz of a similar form as in (4.65) without elaborating on the relation to
the \( q \)-deformed oscillator algebra. Proceeding in this manner with an Ansatz respecting
the \( \mathcal{PT}_{\theta_\pm} \)-symmetry we find for instance the representation
\[ X = x_0 - \hat{\tau} \frac{\theta_1}{\overline{y}_0^2} y_0^2 p_{y_0}, \quad P_x = p_{x_0}, \]
\[ Z = z_0 + \hat{\tau} \frac{\theta_1}{\overline{y}_0^2} y_0^2 p_{y_0} + \hat{\tau} \frac{\theta_2}{\overline{y}_0^2} y_0^2 p_{z_0}, \quad P_z = p_{z_0}, \]
\[ P_y = p_{y_0} + \hat{\tau} \frac{\theta_2}{\overline{y}_0^2} y_0^2 p_{y_0}, \quad Y = y_0, \]
yielding the closed algebra

\[
[X, Y] = i \theta_1 (1 + \hat{\tau} Y^2), \quad [X, Z] = i \theta_2 (1 + \hat{\tau} Y^2), \quad [Y, Z] = i \theta_3 (1 + \hat{\tau} Y^2),
\]

\[
[X, P_x] = i \hbar, \quad [Y, P_y] = i \hbar (1 + \hat{\tau} Y^2), \quad [Z, P_z] = i \hbar,
\]
with all remaining commutators vanishing. Notice that if we set \( \theta_1 = -\theta_3 \) the generators
in (4.70) are also invariant under the \( \mathcal{PT}_{xz} \)-symmetry.

### 4.2.3 An Additional Reduced Solution in Two Dimensions

Here we choose the parameters \( \hat{\kappa}_3 = \hat{\kappa}_6 = \hat{\kappa}_7 = \hat{\kappa}_8 = \hat{\kappa}_9 = \hat{\kappa}_{12} = \hat{\kappa}_{15} = \hat{\kappa}_{17} = \hat{\kappa}_{18} = 0 \), in such a way that the algebra reduces into the two dimensions. Thereafter
employing constraints similar to those reported in [58] together with the subsequent
nontrivial limit \( q \rightarrow 1 \), we arrive at the deformed oscillator algebra

\[
[X, Y] = i \theta_1 (1 + \hat{\tau} Y^2), \quad [X, P_x] = i \hbar (1 + \hat{\tau} Y^2), \quad [X, P_y] = 0,
\]

\[
[P_x, P_y] = i \frac{\hat{\tau} \theta_2}{\overline{y}_0^2} Y^2, \quad [Y, P_y] = i \hbar (1 + \hat{\tau} Y^2), \quad [Y, P_x] = 0,
\]
which coincides exactly to the algebra presented in [58]. So far no representation for the
two dimensional algebra (4.72) was provided. Here we find that it can be represented by

\[ X = x_0 + \hat{\tau} y_0^2 x_0, \quad Y = y_0, \quad P_x = p_{x_0}, \quad P_y = p_{y_0} - \frac{\hbar}{\theta} \hat{\tau} y_0^2 x_0. \] (4.73)

Clearly there exist many more solutions one may construct in this systematic manner
from the Ansatz (4.30)-(4.35), which will not be our concern here. Instead we will study
a concrete model, i.e. the two-dimensional harmonic oscillator on the noncommutative
4.3 Minimal Lengths, Areas, Volumes

Let us now investigate the generalized uncertainty relations associated to the algebras constructed above. As discussed in chapter 2, in general, the uncertainties $\Delta A$ and $\Delta B$ resulting from a simultaneous measurement of two observables $A$ and $B$ have to obey the inequality (2.22)

$$\Delta A \Delta B \geq \frac{1}{2} \left| \langle [A, B] \rangle_\rho \right|.$$  \hspace{1cm} (4.74)

Here $\langle . \rangle_\rho$ denotes the inner product on a Hilbert space with metric $\rho$ in which the operators $A$ and $B$ are Hermitian, as discussed in more detail in [56, 57, 58, 49]. The minimal length $\Delta A_{\text{min}}$, that is the precision up to which the observable $A$ can be measured by giving up all the information on $B$ is then computed by minimising $\Delta A \Delta B - \frac{1}{2} \left| \langle [A, B] \rangle_\rho \right|$ as a function of $\Delta B$. In the standard scenario, i.e. when $A$ and $B$ commute up to a constant, the result is therefore usually zero. This outcome changes when the commutator $[A, B]$ involves higher powers of $\Delta B$, in which case we encounter the interesting scenario of non-vanishing $\Delta A_{\text{min}}$. We now investigate some of the solutions presented above. Depending now on the question we ask, i.e. which quantities we attempt to measure, the minimal uncertainties for some specific operators turn out to be different.

4.3.1 A 3D Noncommutative Space Leading to Minimal Areas

We start with our simplest three dimensional solution, that is the algebra (4.63)-(4.64). If we just want to measure the position of the particle on such a space independently of its momentum we only have to investigate the relations (4.63). Taking $\tau > 0$ and following the logic of [56, 57, 58], we obtain from (4.63) for a simultaneous measurement of all space coordinates non-vanishing minimal length in two directions

$$\Delta X_{\text{min}} = |\theta_1| \sqrt{\hat{\tau}} \sqrt{1 + \hat{\tau} \langle Y \rangle_\rho^2}, \quad \Delta Y_{\text{min}} = 0, \quad \text{and} \quad \Delta Z_{\text{min}} = |\theta_3| \sqrt{\hat{\tau}} \sqrt{1 + \hat{\tau} \langle Y \rangle_\rho^2}. \hspace{1cm} (4.75)$$

Thus any measurement of space will involve an unavoidable uncertainty of an area $A_{\text{0}}$ of size $\Delta A_{\text{0}} = 4\hat{\tau} |\theta_1\theta_3|$ in the $XZ$-plane and no uncertainty in the $Y$-direction. Changing our question and attempt to measure instead all coordinates and all components of the momenta, we need to analyse the entire set of relations (4.63)-(4.64). The analysis of the equations (4.64) alone yields

$$\Delta X_{\text{min}} = \hbar \sqrt{\hat{\tau}} \sqrt{1 + \hat{\tau} \langle Y \rangle_\rho^2}, \quad \Delta Y_{\text{min}} = 0, \quad \text{and} \quad \Delta Z_{\text{min}} = \hbar \sqrt{\hat{\tau}} \sqrt{1 + \hat{\tau} \langle Y \rangle_\rho^2}. \hspace{1cm} (4.76)$$

$$\Delta (P_x)_{\text{min}} = 0, \quad \Delta (P_y)_{\text{min}} = \hbar \sqrt{\hat{\tau}} \sqrt{1 + \hat{\tau} \langle Y \rangle_\rho^2}, \quad \text{and} \quad \Delta (P_z)_{\text{min}} = 0. \hspace{1cm} (4.77)$$
Thus, depending now on whether $|\theta_1|, |\theta_3| < 1$ or $|\theta_1|, |\theta_3| > 1$ the uncertainties in (4.75) or (4.76) will be smaller, respectively. For any type of measurement the region of uncertainty will be an area.

### 4.3.2 A 3D Noncommutative Space Leading to Minimal Volumes

Let us now analyse our solution (4.63)-(4.64) before taking the limit $q \to 1$. We compute the uncertainties with regard to a measurement of all components of the coordinates and all components of the momenta. Since now the quantities are all coupled, in the sense that we do not have any nontrivial subalgebra, we will encounter uncertainties for all of them and observe a different type of behaviour as indicated in the previous subsection. Starting with a simultaneous $Y,P_y$-measurement we compute from (4.74) with (4.61) the uncertainties

$$
\Delta Y_{\text{min}} = |\hat{\kappa}_6| \sqrt{\frac{1}{2}(q^2 - q^{-2}) + (q - q^{-1})^2 \left( \frac{1}{4\hat{\kappa}_6^2} \langle Y \rangle^2_\rho + \frac{\hat{\kappa}_6^2}{\hbar^2} \langle P^2_y \rangle_\rho \right)},
$$

(4.78)

$$
\Delta (P_y)_{\text{min}} = \frac{\hbar}{2|\hat{\kappa}_6|} \sqrt{\frac{1}{2}(q^2 - q^{-2}) + (q - q^{-1})^2 \left( \frac{1}{4\hat{\kappa}_6^2} \langle Y \rangle^2_\rho + \frac{\hat{\kappa}_6^2}{\hbar^2} \langle P^2_y \rangle_\rho \right)},
$$

(4.79)

under the assumption that $q > 1$. The absolute minimal uncertainties resulting from these expressions are therefore

$$
\Delta Y_0 = \frac{|\hat{\kappa}_6|}{\sqrt{2}} \sqrt{q^2 - q^{-2}}, \quad \text{and} \quad \Delta (P_y)_0 = \frac{\hbar}{2\sqrt{2}|\hat{\kappa}_6|} \sqrt{q^2 - q^{-2}}.
$$

(4.80)

Next we carry out a simultaneous $X,Y$-measurement and a $Y,Z$-measurement by employing (4.58) and (4.59), respectively. We find the minimal lengths

$$
\Delta X_{\text{min}} = \left| \frac{\theta_1}{\hat{\kappa}_6} \right| \sqrt{\frac{1}{2} \left( \frac{q - q^{-1}}{q + q^{-1}} \right) \left[ \frac{1}{4\hat{\kappa}_6^2} \langle Y \rangle^2_\rho + \frac{\hat{\kappa}_6^2}{\hbar^2} \langle P^2_y \rangle_\rho + \Delta (P_y)_0 \right] + \left[ \frac{q - q^{-1}}{q + q^{-1}} \right]^2 \left[ \frac{1}{4\hat{\kappa}_6^2} \langle Y \rangle^2_\rho + \frac{\hat{\kappa}_6^2}{\hbar^2} \langle P^2_y \rangle_\rho + \Delta (P_y)_0 \right] \left[ \frac{1}{4\hat{\kappa}_6^2} \langle Y \rangle^2_\rho + \frac{\hat{\kappa}_6^2}{\hbar^2} \langle P^2_y \rangle_\rho + \Delta (P_y)_0 \right]},
$$

(4.81)

$$
\Delta Z_{\text{min}} = \left| \frac{\theta_2}{\hat{\kappa}_6} \right| \sqrt{\frac{1}{2} \left( \frac{q - q^{-1}}{q + q^{-1}} \right) \left[ \frac{1}{4\hat{\kappa}_6^2} \langle Y \rangle^2_\rho + \frac{\hat{\kappa}_6^2}{\hbar^2} \langle P^2_y \rangle_\rho + \Delta (P_y)_0 \right] + \left[ \frac{q - q^{-1}}{q + q^{-1}} \right]^2 \left[ \frac{1}{4\hat{\kappa}_6^2} \langle Y \rangle^2_\rho + \frac{\hat{\kappa}_6^2}{\hbar^2} \langle P^2_y \rangle_\rho + \Delta (P_y)_0 \right] \left[ \frac{1}{4\hat{\kappa}_6^2} \langle Y \rangle^2_\rho + \frac{\hat{\kappa}_6^2}{\hbar^2} \langle P^2_y \rangle_\rho + \Delta (P_y)_0 \right]}.\n$$

(4.82)

There is no minimal length in the $Y$-direction resulting from these relations. Using the expression for $\Delta (P_y)_0$ from (4.80), the absolute minimal values for these uncertainties are

$$
\Delta X_0 = \frac{1}{2\sqrt{2}} \left| \frac{\theta_1}{\hat{\kappa}_6} \right| \sqrt{q^2 - q^{-2}}, \quad \text{and} \quad \Delta Z_0 = \frac{1}{2\sqrt{2}} \left| \frac{\theta_3}{\hat{\kappa}_6} \right| \sqrt{q^2 - q^{-2}}.
$$

(4.83)
Thus a measurement of the position in space will be accompanied by an uncertainty volume \( V \) of the size

\[
\Delta V_0 = \frac{1}{\sqrt{2}} \frac{\theta_1\theta_2}{\kappa_6} \left( q^2 - q^{-2} \right)^{3/2}.
\]

(4.84)

The evaluation for the simultaneous \( X, P_x \) and \( Z, P_z \)-measurements are slightly more complicated due to the occurrence of the \( XP_y \) and \( ZP_y \) terms in (4.60) and (4.62), respectively. We proceed similarly as before and make also use of the well known inequalities \( |A + B| \geq |A| - |B| \) and \( |\langle AB \rangle| \leq \Delta A \Delta B + |\langle A \rangle \langle B \rangle| \). We report here only the final result of the absolute minimal values

\[
\Delta (P_i)_0 = \frac{\gamma_i \Delta (P_y)_0 - \sqrt{\beta_i} \left[ \alpha_i \gamma_i^2 \Delta (P_y)_0^2 + \lambda_i (1 - 4 \alpha_i \beta_i) \right]}{4 \alpha_i \beta_i - 1}
\]

for \( i = x, z \),

(4.85)

with

\[
\begin{align*}
\alpha_x &= \alpha_2, & \beta_x &= \alpha_{11}, & \gamma_x &= \frac{2 \theta_4}{\theta_1 \theta_2} \alpha_{11}, & \lambda_x &= \frac{\hbar}{2} + \alpha_1 \frac{\theta_2}{\hbar^2} \Delta (P_y)_0^2, \\
\alpha_z &= \alpha_7, & \beta_z &= \alpha_{16}, & \gamma_z &= \frac{\theta_3}{\theta_1 \theta_2} \alpha_{16}, & \lambda_z &= \frac{\hbar}{2} + \alpha_1 \frac{\theta_2}{\hbar^2} \Delta (P_y)_0^2,
\end{align*}
\]

(4.86)

where \( \alpha_i = \hat{\kappa}_i^2 (q - q^{-1})/(q + q^{-1}) \hbar \) for \( i = 2, 7 \) and \( \alpha_i = \hat{\kappa}_i^2 (q - q^{-1})/(q + q^{-1}) \hbar \) for \( i = 11, 16 \). Further restrictions do not emerge.

By similar reasoning one finds non-vanishing \( \Delta X_{\text{min}} \), \( \Delta Z_{\text{min}} \) and \( \Delta P_y_{\text{min}} \) for the \( \mathcal{PT}_{xx} \)-invariant algebra (4.71).

Note that in this section we have treated the variables \( X, Y, Z, P_x, P_y, P_z \) as observables since they will give rise to the non-trivial uncertainty relations. In general, the set of observables is a matter of choice, especially in a non-Hermitian setting, see e.g. [133]. In the next section, we will also make use of the variables \( x_0, y_0, z_0, p_{x0}, p_{y0}, p_{z0} \) and \( x_s, y_s, z_s, p_{xs}, p_{ys}, p_{zs} \), but simply for technical reasons we do not treat them as observables.

### 4.4 Models on \( \mathcal{PT}\)-Symmetric Noncommutative Spaces

#### 4.4.1 The 1D Harmonic Oscillator on a Noncommutative Space

We commence with the one-dimensional harmonic oscillator on the \( \mathcal{PT}_{\pm} \)-symmetric noncommutative space described by (4.69). The corresponding Hamiltonian

\[
H_{\text{nc ho}}^{1D} = \frac{P^2}{2m} + \frac{m \omega^2}{2} X^2 = H_{\text{ho}}^{1D} + \frac{m \omega^2}{2} \left( \hat{\tau} p_s x_s^2 + \hat{\tau} x_s p_s x_s + \tau^2 p_s^2 x_s p_s^2 x_s \right) = H_{\text{ho}}^{1D} + H_{\text{nc ho}}^{1D},
\]

(4.87)

is evidently non-Hermitian with regard to the standard inner product. However, it is \( \mathcal{PT}_{\pm} \)-symmetric, such that it might constitute a well-defined self-consistent description.
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of a physical system. The associated Schrödinger equation $H^{1D}_{\text{sho}}\psi = E\psi$ is most conveniently solved in $p$-space, i.e. with $x_s = i\hbar \partial_{p_s}$ it reads

$$\frac{m\omega^2\hbar^2}{2}(1 + \tau p_s^2)\psi'' + \tau \omega\hbar p_s(1 + \tau p_s^2)\psi' + \left(E - \frac{p_s^2}{2m}\right)\psi = 0. \quad (4.88)$$

Using the transformation

$$\mu = \sqrt{1 + 2Em\tau}, \quad \nu = \sqrt{\frac{4 + \tau^2}{\tau^2} - \frac{1}{2}} \quad \text{and} \quad z = ip_s\sqrt{\tau}, \quad (4.89)$$

we convert (4.88) into

$$(1 - z^2)\psi'' - 2z\psi' + \left[\nu(\nu + 1) - \frac{\mu^2}{1 - z^2}\right]\psi = 0, \quad (4.90)$$

which is the standard differential equation for the associated Legendre polynomials $P_\mu^\nu(z)$ and $Q_\mu^\nu(z)$ admitting the general solution

$$\psi(z) = c_1 P_\nu^\mu(z) + c_2 Q_\nu^\mu(z). \quad (4.91)$$

Seeking asymptotically vanishing solutions gives rise to the quantization condition $\mu + \nu = -n - 1$ with $n \in \mathbb{N}$. With (4.89) it follows therefore that the eigenenergies becomes

$$E_n = \omega\hbar \left(\frac{1}{2} + n\right) \sqrt{1 + \frac{\tau^2}{4} + \frac{\omega\hbar}{4}(1 + 2n + 2n^2)} \quad \text{for } n \in \mathbb{N}_0. \quad (4.92)$$

The expression agrees with the one found in [49]. The polynomial $Q_\nu^\mu(z)$ is not defined for these values, such that $c_2 = 0$ and $P_\nu^\mu(z)$ reduces to

$$\psi_{2n-i}(z) = c_1 \sum_{k=i}^{2n-i} \frac{1}{k!} \left[\prod_{l=i}^{\frac{k+i-2}{2}} 2(n - l)(2n + 2\nu - 2l + 1)\right] z^k \frac{(z^2 - 1)^{\frac{\nu - 2n - 1 - i}{2}}}{(1 - z^2)^{\nu}}, \quad (4.93)$$

with $i = 0, 1$. Clearly the $\psi_{2n-i}(z)$ vanish for $|z| \to \infty$ if $\nu > -1$, which is always guaranteed for $\tau m\omega > 0$. The Dyson map $\eta$ which adjoinsly maps $H_{\text{sho}}^{1D}$ to a Hermitian operator was easily found [49, 56] to be $\eta = (1 + \tau P_x^2)^{-1/2}$. In addition, we note that the solutions are square integrable $\psi_{2n-i}(z) \in L^2(i\mathbb{R})$ on $\langle \cdot | \eta^2 \cdot \rangle$ and form an orthonormal basis.

An exact treatment for models in higher dimensions is more difficult, but we may resort to perturbation theory to obtain some useful insight on the solutions. As a quality gauge we compare here the exact solution against perturbation theory around
the standard Fock space harmonic oscillator solution with normalized eigenstates
\[ |n\rangle = \frac{(a^\dagger_{xs})^n}{\sqrt{n!}}|0\rangle, \quad a_{xs} |0\rangle = 0, \quad a^\dagger_{xs} |n\rangle = \sqrt{n+1} |n+1\rangle, \quad a_{xs} |n\rangle = \sqrt{n} |n-1\rangle. \] (4.94)

A straightforward, albeit lengthy, computation yields the following corrections to the harmonic oscillator energy \( E_n^{(0)} = \omega \hbar (n + \frac{1}{2}) \) for the eigenenergies of \( H_{nc}^{(D)} \)
\[ E_n^{(p)} = E_n^{(0)} + E_n^{(1)} + E_n^{(2)} + O(\tau^3) \] (4.95)
with
\[ E_n^{(1)} = \langle n | H_{nc}^{1D} | n \rangle = \frac{\tau \omega \hbar}{4} \left( 1 + 2n + 2n^2 \right) + \frac{\tau^2 \omega \hbar}{16} \left( 3 + 8n + 6n^2 + 4n^3 \right), \] (4.96)
\[ E_n^{(2)} = \sum_{p \neq n} \frac{\langle n | H_{nc}^{1D} | p \rangle \langle p | H_{nc}^{1D} | n \rangle}{E_n^{(0)} - E_p^{(0)}} = -\frac{1}{8} \tau^2 \omega \hbar \left( 1 + 3n + 3n^2 + 2n^3 \right) + O(\tau^3). \] (4.97)

As it should be, the expression for \( E_n \) in (4.92) when expanded up to order \( \tau^3 \) coincides precisely with \( E_n^{(p)} \). We further note that also in a perturbative treatment the eigenenergies are strictly positive.

The validity of these expansions is governed by the well-known sufficient conditions for the applicability of the Rayleigh-Schrödinger perturbation theory to a Hamiltonian of the form \( H = H_0 + H_1 \) around the solutions of \( H_0 |n\rangle = E_n^{(0)} |n\rangle \)
\[ \left| \frac{\langle p | H_1 | n \rangle}{E_n^{(0)} - E_p^{(0)}} \right| \ll 1 \quad \text{for all } p \neq n. \] (4.98)
This is guaranteed for (4.87) when \( \tau^2 \ll 32/(2n+13)\sqrt{(4+n)(3+n)(2+n)(1+n)} \), such that perturbation theory will break down for large values of \( n \).

### 4.4.2 The 2D Harmonic Oscillator on a Noncommutative Space

Next we consider the two-dimensional harmonic oscillator on the \( \mathcal{PT} \)-symmetric noncommutative space described by the algebra (4.66). Using the representation (4.68) for this algebra, the corresponding Hamiltonian reads
\[ H_{nc}^{2D} = \frac{1}{2m} (P_x^2 + P_y^2) + \frac{m\omega^2}{2} (X^2 + Y^2) \] (4.99)
\[ = H_{nc}^{2D} + \frac{\tau \omega}{2\hbar} \left[ \left\{ p^2_{x_0}, x_0 \right\} + \left\{ y^2_0 p_{y_0}, p_{y_0} \right\} + \theta \hbar \left\{ p^2_{x_0}, p_{y_0} \right\} - \frac{m\omega^2 \theta}{\hbar} \left\{ y^2_0 p_{y_0}, x_0 \right\} \right] \]
\[ + \frac{\tau^2 \omega^2 m}{2\hbar^2} \left[ \left\{ y^2_0 p_{y_0}, 1 + \Omega \right\} y^2_0 p_{y_0} - \frac{\theta p^2_{x_0} x_0}{\hbar} - \frac{\theta p^2_{x_0} p_{y_0}}{\hbar^2} \right] + \left( \frac{p^2_{x_0} x_0}{m\omega} + \frac{\theta p^2_{x_0} p_{y_0}}{m\omega \hbar} \right)^2, \]
where we used the standard notation for the anti-commutator \( \{A, B\} = AB + BA \). The notation \( H^{2D}_{\text{ncho}} \) stands for the Hamiltonian of two dimensional harmonic oscillator in flat noncommutative space. Once again this Hamiltonian is non-Hermitian with regard to the inner product on the flat noncommutative space, but it respects a \( \mathcal{PT} \) symmetry. In order to be able to perturb around the standard harmonic oscillator solution we still need to convert flat noncommutative space into the canonical variable \( x_s, y_s, p_x, \) and \( p_y \). Thus when using the representation (4.68) this Hamiltonian is converted into

\[
H^{2D}_{\text{ncho}} = H^{2D}_{\text{ho}} + \frac{m\theta^2 \omega^2}{2\hbar^2} p_y^2 - \frac{m\theta^2 \omega^2}{2\hbar} \{x_s, p_y\} + \frac{\tau}{2} \left[ \frac{m\omega^2}{\hbar} \left\{ p_x^2, x_s, x_s \right\} - \frac{m\theta^2 \omega^2}{\hbar} \left\{ y_s^2 p_y, y_s \right\} \right] + \frac{\tau^2}{2} \left[ \frac{1}{m} + \frac{m\theta^2 \omega^2}{\hbar^2} \right] \left\{ y_s^2 p_y, p_y \right\}^2 + m\omega^2 \left( p_x^2, x_s \right)^2 - \frac{m\theta^2 \omega^2}{\hbar} \left\{ y_s^2 p_y, p_x^2, x_s \right\},
\]

\[
= H^{2D}_{\text{ho}}(x_s, y_s, p_x, p_y) + H^{2D}_{\text{ncho}}(x_s, y_s, p_x, p_y).
\]

In this formulation we may now proceed as in the previous subsection and expand perturbatively around the standard two dimensional Fock space harmonic oscillator solution with normalized eigenstates

\[
|n_1 n_2\rangle = \frac{(a_1^\dagger)^{n_1}(a_2^\dagger)^{n_2}|00\rangle}{\sqrt{n_1! n_2!}}, \quad a_i |n_1 n_2\rangle = \sqrt{n_i + 1} |(n_i + \delta_{i1})(n_2 + \delta_{i2})\rangle, \quad (4.100)
\]

\[
a_i |00\rangle = 0, \quad a_i |n_1 n_2\rangle = \sqrt{n_i} |(n_i - \delta_{i1})(n_2 - \delta_{i2})\rangle, \quad (4.101)
\]

for \( i = 1, 2 \). The energy eigenvalues for the Hamiltonian \( H^{2D}_{\text{ncho}} \) then result to

\[
E^{p}_{nl} = E^{(0)}_{nl} + E^{(1)}_{nl} + E^{(2)}_{nl} + \mathcal{O}(\tau^2)
\]

\[
= \hbar \omega (n + l + 1) + \langle nl | H^{2D}_{\text{ncho}} | nl \rangle + \sum_{p,q\neq n+q\neq l+p, q} \frac{\langle nl | H^{2D}_{\text{ncho}} | pq \rangle \langle pq | H^{2D}_{\text{ncho}} | nl \rangle}{E^{(0)}_{nl} - E^{(0)}_{pq}} + \mathcal{O}(\tau^2)
\]

\[
= E^{(0)}_{nl} + \frac{\Omega \omega \hbar}{8} \left( 3 + n + 5l - \Omega (l + \frac{1}{2}) \right) + \frac{\tau}{2} \omega \hbar \left[ 1 + n + n^2 + l + l^2 \right.
\]

\[
+ \left. \frac{\Omega}{4} (4 + 3n + n^2 + 7l + 4nl + 5l^2) \right] + \mathcal{O}(\tau^2),
\]

where we introduced the dimensionless quantity \( \Omega_i = m^2 \theta_i^2 \omega^2 / \hbar^2 \). Notice that unlike as in the one dimensional case the perturbation beyond \( H^{2D}_{\text{ho}} \) also involves terms of order \( \mathcal{O}(\tau^0) \), such that we need to compute also \( E^{(2)}_{nl} \) to achieve a precision of first order in \( \tau \). We also notice that the energy \( E^{p}_{nl} \) is only bounded from below for \( \Omega < 5 \). The minus sign is an indication that we will encounter exceptional points [226] and broken \( \mathcal{PT} \)-symmetry in some parameter range.

Next we construct the model which corresponds to the algebra (4.72). Using the
representation (4.73), the corresponding Hamiltonian reads

\[
H^{2D}_{ncho} = \frac{1}{2m} (P_x^2 + P_y^2) + \frac{m\omega^2}{2} (X^2 + Y^2) \\
= H^{2D}_{ncho} + \hat{\tau} \left[ \frac{\hbar}{m \theta} \{ y_0^2 x_0, x_0 \} - \frac{\hbar}{m \theta} \{ y_0^2 x_0, p_{y_0} \} \right] + \hat{\tau}^2 \left[ \frac{m\omega^2}{2} + \frac{\hbar^2}{m \theta^2} \right] y_0^2 x_0 y_0^2 x_0.
\]

Once again utilizing the Bopp shift, the Hamiltonian (4.103) is transformed into the form

\[
H^{2D}_{ncho} = H^{2D}_{ho} + \frac{\hbar^2}{m \theta^2} \sum_{p, q} y_p^2 y_q^2 x_p y_q x_p y_q + \frac{\hbar^2}{m \theta^2} y_p^2 y_q^2 x_p y_q x_p y_q \\
= H^{2D}_{ho} (x_s, y_s, p_x, p_y) + H^{2D}_{nc} (x_s, y_s, p_x, p_y).
\]

The energy eigenvalues for the Hamiltonian then result to

\[
E^{(p)}_{nl} = E^{(0)}_{nl} + E^{(1)}_{nl} + E^{(2)}_{nl} + \mathcal{O}(\tau^2) \\
= E^{(0)}_{nl} + \langle nl | H^{2D}_{nc} | nl \rangle + \sum_{p, q \neq n + l = p + q} \frac{\langle nl | H^{2D}_{nc} | pq \rangle \langle pq | H^{2D}_{nc} | nl \rangle}{E^{(0)}_{nl} - E^{(0)}_{pq}} + \mathcal{O}(\tau^2) \\
= \omega \hbar (n + l + 1) + \frac{\hbar^2 \Omega [2n - (2l + 1) \Omega + 10l + 6]}{16} \\
+ \frac{\hbar^2 \Omega [\Omega (8nl + 4n + 6l^2 + 10l + 5) + 10nl + 5n + 5l^2 + 10l + 5]}{16} + \mathcal{O}(\tau^2),
\]

with \( \Omega = m^2 \theta^2 \omega^2 / \hbar^2 \).

### 4.4.3 The 3D Harmonic Oscillator on a Noncommutative Space

Let us finally consider the three-dimensional harmonic oscillator on the noncommutative space described by the algebra (4.58) and (4.59). Using the representation (4.65) together with a subsequent Bopp-shift, the corresponding Hamiltonian can be expressed
in terms of the standard canonical coordinates

\[ H_{\text{acho}}^{3D} = \frac{1}{2m}(P_x^2 + P_y^2 + P_z^2) + \frac{m\omega^2}{2}(X^2 + Y^2 + Z^2) = H_{h0}^{3D} + H_{nc}^{3D} \]  \hspace{1cm} (4.105)

\[ = H_{h0}^{3D} + \frac{m\omega^2}{2\hbar} \left[ \theta_3\{p_y, z_s\} - \theta_1\{x_s, p_y\} + \frac{\theta_1^2 + \theta_3^2}{\hbar} p_yz_s \right] \\
+ \frac{\tau}{2\hbar} \left[ \{p_{x_s}^2, x_s\} + \{p_{z_s}^2, z_s\} + (1 + \Omega_1 + \Omega_3) \{y_s^2, p_y, p_y\} \right] \\
- \frac{\theta_1}{\hbar} \left( m^2\omega^2\{y_s^2, p_y, x_s\} + \{p_{x_s}^2, x_s, p_y\} \right) + \frac{\theta_3}{\hbar} \left( m^2\omega^2\{y_s^2, p_y, z_s\} + \{p_{z_s}^2, z_s, p_y\} \right) \\
+ \frac{\tau^2}{2\hbar^2} \left[ 2p_{x_s}p_{x_s}x_s + p_{z_s}^2p_{z_s}^2z_s + m^2\omega^2(1 + \Omega_1 + \Omega_3) y_s^2p_yy_s^2p_yy_s^2p_y \right. \\
\left. + \frac{1}{\hbar}m^2\omega^2\{y_s^2, x_s, p_y\} - \frac{\theta_1}{\hbar}m^2\omega^2\{p_{x_s}^2, x_s, y_s^2p_y\} \right] \\
+ 76\omega^2 \left( \frac{1}{\hbar^2} \right) \left[ \frac{1}{\hbar} \{x_s, y_s, p_y\} \right. \\
\left. + \frac{\theta_1}{\hbar} \left( m^2\omega^2\{y_s^2, p_y, x_s\} + \{p_{x_s}^2, x_s, p_y\} \right) \right. \\
\left. + \frac{\theta_3}{\hbar} \left( m^2\omega^2\{y_s^2, p_y, z_s\} + \{p_{z_s}^2, z_s, p_y\} \right) \right]. \hspace{1cm} (4.106)

We expand now around the standard three dimensional Fock space harmonic oscillator solution with normalized eigenstates

\[ |n_1n_2n_3\rangle = \prod_{i=1}^3 \frac{(a_i^\dagger)^{n_i}}{\sqrt{n_i!}} |000\rangle, \hspace{1cm} a_i^\dagger |n_1n_2n_3\rangle = \sqrt{n_i + 1} \prod_{j=1}^3 (n_j + \delta_{ij}) \], \hspace{1cm} (4.106)

\[ a_i |000\rangle = 0, \hspace{1cm} a_i |n_1n_2n_3\rangle = \sqrt{n_i} \prod_{j=1}^3 (n_j - \delta_{ij}) \]. \hspace{1cm} (4.107)

for \( i = 1, 2, 3 \) and compute the energy eigenvalues for \( H_{\text{acho}}^{3D} \) to

\[ E^{(n)}_{nlr} = E^{(0)}_{nlr} + E^{(1)}_{nlr} + E^{(2)}_{nlr} + O(\tau^2) \]  \hspace{1cm} (4.108)

\[ = E^{(0)}_{nlr} + \langle nlr | H_{\text{acho}}^{3D} | nlr \rangle + \sum_{s,p,q\neq n+l+r=p+q+s} \frac{\langle nlr | H_{nc}^{3D} | pqs \rangle \langle pqs | H_{nc}^{3D} | nlr \rangle}{E^{(0)}_{nlr} - E^{(0)}_{pqs}} + O(\tau^2) \\
= \omega \left[ \frac{3}{2} + n + l + r + \frac{1}{8}(\Omega_1 + \Omega_3)(3 + 5l) - \frac{1}{16}(2l + 1)(\Omega_1 + \Omega_3)^2 + \frac{1}{8}(n\Omega_1 + r\Omega_3) \right. \\
\left. + \frac{\tau}{2} \left( n^2 + n + l^2 + r^2 + l + r + \frac{1}{4}(n^2 + 4ln + 3n + 5l^2 + 7l + 4)\Omega_1 \right. \\
\left. + \frac{1}{4}(5l^2 + 4rl + 7l + r^2 + 3r + 4)\Omega_3 + \frac{3}{2} \right] \right]. \hspace{1cm} (4.109)

As in the two dimensional case we encounter negative terms in this expression, thus indicating that broken \( \mathcal{PT} \)-symmetry will be broken in some parameter range.

4.5 Discussions

Contrary to some claims in the literature [221], we have demonstrated that it is indeed possible to implement \( \mathcal{PT} \)-symmetry on noncommutative spaces while keeping the noncommutative structure constants real. Starting from a generic Ansatz for the canonical
variables obeying a $q$-deformed oscillator algebra, we employed $\mathcal{PT}$-symmetry to restrict the number of free parameters. The relations (4.36)-(4.45) resulting from this Ansatz turned out to be solvable. A specific $\mathcal{PT}_{\pm}$-symmetric solution was presented in (4.58)-(4.62). Clearly there exist more solutions with different kinds of properties. We constructed an explicit representation for the algebra obtained in the nontrivial limit $q \to 1$ in terms of the generators of a flat noncommutative space. With regard to the standard inner product for this space, the operators are non-Hermitian. We computed the minimal length and momenta resulting from the generalized uncertainty relations, which overall give rise to minimal areas or minimal volumes in phase space.

Despite being non-Hermitian, due to the built-in $\mathcal{PT}$-symmetry any model formulated in terms of these variables is a candidate for a self-consistent theory with real eigenvalue spectrum. We have studied the harmonic oscillator on these spaces in one, two and three dimensions. The perturbative computation of the energy eigenvalues suggests that there exists a parameter regime for which the $\mathcal{PT}$-symmetry is broken. It would be interesting to investigate this further and determine when this transition precisely occurs. The eigenvalues will also be useful in further investigations [69] allowing for the construction of coherent states related to the algebras presented in section 4.3.

Obviously there are many more solutions to (4.36)-(4.45), which might be studied in their own right together with models formulated on them. Minor modifications would also allow to investigate the occurrence of upper bounds, i.e. maximal lengths and momenta [40], giving rise to a second scale in special relativity, so-called doubly special relativity [8] constituting a possibility to explain the observation of cosmic rays with energies above the GZK-threshold [113]. However, such an upper limit might not be required as recent experiments [227, 228, 229] seem to indicate at a consistency with the GZK-cutoff prediction, even though some inconsistencies still remain.
Chapter 5

A Class of Exactly Solvable Models in Noncommutative Space

In the last chapter we have revealed the possibilities of constructing various different models based on the noncommutative spaces and presented as concrete examples the harmonic oscillator in one, two and three dimensions. It is quite evident that, apart from a very few examples, in particular in the lower dimensions, it is very difficult to solve them in an exact manner and we are compelled to utilise the standard perturbation technique. However, in this chapter, we will show that there exists rather a class of solvable models that can be solved in an exact fashion.

5.1 A General Construction Procedure for Solvable Non-Hermitian Potentials

Once a Hamiltonian for a potential system is formulated on a noncommutative space it usually ceases to be of potential type in the standard canonical variables. Our aim here is to find exact solutions for the corresponding Schrödinger equation. Let us first explain the general method we are going to employ. It consists of four main steps: In the first we convert the system to a potential one, in the second we construct the explicit solution to that system as a function of the energy eigenvalues $E$, in the third step we employ a quantization condition by means of the choice of appropriate boundary conditions and in the final step we have to construct an appropriate metric due to the fact that the Hamiltonian might not be Hermitian.

We exploit the fact that for a large class of one dimensional models on noncommutative spaces the Schrödinger equation involving a Hamiltonian $H(p)$ in momentum
space acquires the general form

\[ H(p)\psi(p) = E\psi(p) \quad \iff \quad -f(p)\psi''(p) + g(p)\psi'(p) + h(p)\psi(p) = E\psi(p), \quad (5.1) \]

with \( f(p), g(p), h(p) \) being some model specific functions and \( E \) denoting the energy eigenvalue. This version of the equation may be converted to a potential system, see for instance [230, 231],

\[ \tilde{H}(q)\psi(q) = E\psi(q) \quad \iff \quad -\phi''(q) + V(q)\phi(q) = E\phi(q), \quad (5.2) \]

when transforming simultaneously the wavefunction and the momentum,

\[ \psi(p) = e^{\chi(p)}\phi(p), \quad \chi(p) = \int \frac{f'(p) + 2g(p)}{4f(p)} dp, \quad \text{and} \quad q = \int f^{-1/2}(p) dp, \quad (5.3) \]

respectively. In terms of the original functions \( f(p), g(p) \) and \( h(p) \), as defined by equation (5.1), the potential is of the form

\[ V(q) = \left. \frac{4g^2 + 3(f')^2 + 8gf'}{16f} - \frac{f''}{4} - \frac{g'}{2} + h \right|_q. \quad (5.4) \]

At this stage one could simply compare with the literature on solvable potentials in order to extract an explicit solution. However, as the literature contains conflicting statements and ambiguous notations, we will present here a simple and transparent construction method for the solutions adopted from [230, 232]. Furthermore, the quantities constructed in the next step occur explicitly in the expression for the metric. For the purpose of constructing a solvable potential we factorize the wavefunction \( \phi(q) \) in (5.2) further into

\[ \phi(q) = v(q)F[w(q)] \quad (5.5) \]

with as yet unknown functions \( v(q), w(q) \) and \( F(w) \). This Ansatz converts the potential equation back into a second order equation of the type (5.1), albeit for the function \( F(w) \),

\[ F''(w) + Q(w)F'(w) + R(w)F(w) = 0, \quad (5.6) \]

where

\[ Q(w) := \frac{2w'}{vw' + \frac{w''}{(w')^2}} \quad \text{and} \quad R(w) := \frac{E - V(q)}{(w')^2} + \frac{v''}{v(w')^2}. \quad (5.7) \]

Using the first relation in (5.7) we can express \( v \) entirely in terms of \( w \) and \( Q \)

\[ v(q) = (w')^{-1/2} \exp \left[ \frac{1}{2} \int^{w(q)} Q(\tilde{w})d\tilde{w} \right]. \quad (5.8) \]
With the help of this expression we eliminate $v$ from the second relation in (5.7) and express the difference between the energy eigenvalue and the potential as

$$E - V(q) = \frac{w'''}{2w'} - \frac{3}{4} \left( \frac{w''}{w'} \right)^2 + \frac{(w')^2 Q'(w)}{2} - \frac{(w')^2 Q^2(w)}{4}. \quad (5.9)$$

Assuming now that $F$ as introduced in (5.5) is a particular special function satisfying the second order differential equation (5.6) with known $Q(w)$ and $R(w)$, the only unknown quantity left on the right hand side of (5.9) is $w(q)$. In the general pursuit of constructing solvable potentials one then selects terms on the right hand side of (5.9) to match the constant $E$ which in turn fixes the function $w$. The remaining terms on the right hand side must then compute to a meaningful potential. For the case at hand it has to equal $V(q)$ as computed in (5.4). Assembling everything one has therefore obtained an explicit form for $\phi(q)$ in (5.5) and hence $\psi(p)$, as given in (5.3), together with the energy eigenvalues $E$.

In the next step we need to implement the appropriate boundary conditions and quantize $\psi(p)$ to a well-defined $L^2(\mathbb{R})$-function $\psi_n(p)$ for discrete eigenvalues $E_n$.

What is left is to construct an appropriate metric, since some of our Hamiltonians are non-Hermitian, either resulting from the fact that we use a non-Hermitian representation or from the Hamiltonian being manifestly non-Hermitian in the first place, or a combination of both. In any of those cases we have to re-define the metric $\rho$ on our Hilbert space to $\langle \tilde{\psi}_n \mid \psi_n \rangle_\rho := \langle \tilde{\psi}_n \mid \rho \psi_n \rangle$. We could follow standard procedures as outlined in chapter 3, as for instance to solve the relation $\rho H \rho^{-1} = H^\dagger$ for the operator $\rho$. However, for the scenario outlined in this section we can present a closed analytical formula. Assuming at this stage further that the function $F$, as introduced in (5.5) belongs to a set of orthonormal functions, we have

$$\delta_{n,m} = \int g(w) F_n(w) F_m(w)^* \, dw = \int g(p) e^{-2\text{Re}(p)} |v(p)|^{-2} \frac{dw}{dp} \psi_n(p) \psi_m^*(p) dp, \quad (5.10)$$

such that the metric is read off as

$$\rho(p) = g(p) e^{-2\text{Re}(p)} |v(p)|^{-2} \frac{dw}{dp}. \quad (5.11)$$

In the first integral we might need the additional metric $g(w)$ in case the special function $F(w)$ does not belong to a set of orthonormal functions. All quantities on the right hand side are explicitly known at this point of the construction allowing us to compute $\rho(p)$ directly. We note that that the positivity of the metric in entirely governed by $dw(dp)$.
5.2 The Noncommutative Harmonic Oscillator in Different Representations

We will focus here on a one dimensional version of a noncommutative space which results as a decoupled direction from a three dimensional version (4.69) as shown in [66]

\[[X, P] = i\hbar \left(1 + \tilde{\tau}P^2\right)\, . \tag{5.12}\]

Here \(\tilde{\tau} := \tau/(m\omega\hbar) > 0\) has the dimension of an inverse squared momentum and \(\tau\) is therefore dimensionless. Our intention is here to investigate different types of models for different representations for the operators obeying these relations. We will compare four representations, denoted as \(\Pi(i)\) with \(i \in \{1, 2, 3, 4\}\), for \(X\) and \(P\) in relation (5.12) expressed in terms of the standard canonical variables \(x\) and \(p\) satisfying \([x, p] = i\hbar\)

\[
\begin{align*}
X_{(1)} &= (1 + \tilde{\tau}p^2)x, \quad P_{(1)} = p, \tag{5.13} \\
X_{(2)} &= (1 + \tilde{\tau}p^2)^{1/2}x(1 + \tilde{\tau}p^2)^{1/2}, \quad P_{(2)} = p, \tag{5.14} \\
X_{(3)} &= x, \quad P_{(3)} = \frac{1}{\sqrt{\tilde{\tau}}} \tan \left(\sqrt{\tilde{\tau}}p\right), \tag{5.15} \\
X_{(4)} &= ix(1 + \tilde{\tau}p^2)^{1/2}, \quad P_{(4)} = -ip(1 + \tilde{\tau}p^2)^{-1/2}. \tag{5.16}
\end{align*}
\]

Representation \(\Pi_{(1)}\) is most obvious and most commonly used, but manifestly non-Hermitian with regard to the standard inner product. This is adjusted in the Hermitian representation \(\Pi_{(2)}\) obtained from \(\Pi_{(1)}\) by an obvious similarity transformation, i.e. \(\Pi_{(2)} = (1 + \tilde{\tau}p^2)^{-1/2}\Pi_{(1)}(1 + \tilde{\tau}p^2)^{1/2}\).

Representation \(\Pi_{(3)}\) is Hermitian in the standard sense, albeit less evident. Apart from an additional term in \(X_{(3)}\) commuting with \(P_{(3)}\), it appeared already in [50] where it was found to be a representation acting on the quasiposition wave function. Below we demonstrate that for some concrete models it is also related in a non-obvious way to \(\Pi_{(1)}\) by the transformations to be outlined later in this section.

We have also a particular interest in representation \(\Pi_{(4)}\) as it can be constructed systematically from Jordan twists [101] accompanied by an additional rotation. In [101] a closely related version of this representation, which we denote by \(\Pi_{(4')}\), occurred without the additional factors \(i\) and \(-i\) in \(X_{(4)}\) and \(P_{(4)}\), respectively. However, it is easily checked that this is incorrect and does not produce the commutation relations (5.12), as instead this variant produces a minus sign on the right hand side in front of the \(\tilde{\tau}p^2\)-term. One might consider that version of a noncommutative space, which will, however, lead immediately to more severe problems such as a pole in the metric etc. We will argue here further that the construction provided in [101] results in non-physical models and requires the proposed adjustments.
We also note that representation \( \Pi_{(4)} \) respects a different kind of \( \mathcal{PT} \)-symmetry. Whereas the \( \mathcal{PT} \)-symmetry \( x \rightarrow -x, p \rightarrow p, i \rightarrow -i \) of the standard canonical variables is inherited in a one-to-one fashion by the deformed variables in representations \( \Pi_{(i)} \) for \( i = 1, 2, 3 \), i.e. \( X_{(i)} \rightarrow -X_{(i)}, P_{(i)} \rightarrow P_{(i)}, i \rightarrow -i \), it becomes an anti-\( \mathcal{PT} \)-symmetry for \( \Pi_{(4)} \), that is \( X_{(i)} \rightarrow X_{(i)}, P_{(i)} \rightarrow -P_{(i)}, i \rightarrow -i \). Both versions are of course symmetries of the commutation relation (5.12) and since both of them are anti-linear involutions, they may equally well be employed to ensure the reality of spectra for operators respecting the symmetry.

We expect that in concrete models the physics, such as the expectation values for observables, are independent of the representation. We will argue here that this is indeed the case.

At first we will consider the harmonic oscillator in different representations

\[
H_{(i)} = \frac{P_{(i)}^2}{2m} + \frac{m\omega^2}{2}X_{(i)}^2, \quad \text{for } i = 1, 2, 3, 4,
\]

with a particular focus on \( \Pi_{(4)} \), which has not been dealt with so far. In principle the solutions for \( \Pi_{(1)} \) are known, but it is instructive to consider here briefly how they emerge in the above scheme. In terms of the standard canonical variables the Hamiltonian reads

\[
H_{(1)}(p) = \frac{p^2}{2m} + \frac{m\omega^2}{2} \left( x^2 + \tau p^2 x^2 + \tau xp^2 x + \tau^2 p^2 xp^2 x \right), \quad \text{for } p \in \mathbb{R}.
\]

With \( x = i\hbar \partial_p \), the corresponding Schrödinger equation in momentum space acquires the general form (5.1), where we identify

\[
f(p) = \frac{m\omega^2 \hbar^2}{2} (1 + \tau p^2)^2, \quad g(p) = -\tau \hbar \omega p (1 + \tau p^2), \quad \text{and} \quad h(p) = \frac{p^2}{2m}.
\]

Then the equations (5.3) and (5.4) convert this into an equation for a potential system with Hamiltonian \( \tilde{H}_{(1)}(q) \)

\[
\psi(p) = \phi(p), \quad q = \sqrt{\frac{2}{\tau \omega \hbar}} \arctan \left( \sqrt{\tau} p \right), \quad \text{and} \quad V(q) = \frac{\hbar \omega}{2\tau} \tan^2 \left( \sqrt{\frac{\tau \omega \hbar}{2}} q \right).
\]

The \( \tan^2 \)-potential is well known to be solvable, which is explicitly seen as follows. Assuming that \( F(w) \) is an associated Legendre function \( P_{\nu}^\mu(w) \) we identify from the defining differential equation for these functions, see e.g. [219], the coefficient functions in (5.6) as

\[
Q(w) = \frac{2w}{w^2 - 1} \quad \text{and} \quad R(w) = \frac{\nu(\nu + 1)}{1 - w^2} - \frac{\mu^2}{(1 - w^2)^2}.
\]
Then equation (5.9) acquires the form

\[ E - \frac{\hbar \omega}{2 \tau} \tan^2 \left( \frac{\sqrt{\tau \omega \hbar/2}}{2} q \right) = (w')^2 \left( \frac{\nu^2 + \nu + 1}{1 - w^2} + \frac{w^2 - \mu^2}{(1 - w^2)^2} \right) - \frac{3 (w'')^2}{4 (w')^2} + \frac{w'''}{2 w'} \]  

(5.22)

for the unknown function \( w(q) \) and constant \( E \). Assuming that the first term on the right hand side gives rise to a constant, i.e. \( (w')^2/(1 - w^2) = c \in \mathbb{R}^+ \), we obtain \( w(q) = \sin(\sqrt{c} q) \) as solution of the latter equation. This function solves (5.22) with the identifications

\[ E = \frac{\tau \omega \hbar}{8} (1 + 2 \nu)^2 - \frac{\hbar \omega}{2 \tau}, \quad c = \frac{\tau \omega \hbar}{2}, \quad \text{and} \quad \mu = \pm 1 \sqrt{1 + \frac{\tau^2}{4}}. \]  

(5.23)

It remains to compute \( v(q) \), which results from (5.8), such that all quantities assembled yield \( \phi(q) \) in (5.5) as

\[ \phi(q) = \sqrt{\cos(\sqrt{\tau \omega \hbar/2} q)} P^\nu_{\mu^\pm} \left[ \sin(\sqrt{\tau \omega \hbar/2} q) \right]. \]  

(5.24)

Hence with (5.3) we obtain finally a solution to the Schrödinger equation in momentum space involving the Hamiltonian \( H_{(1)}(x, p) \)

\[ \psi(p) = \frac{1}{\sqrt{1 + \tau p^2)^{1/4}} P^\nu_{\mu^\pm} \left( \frac{\sqrt{\tau p}}{\sqrt{1 + \tau p^2}} \right). \]  

(5.25)

At this stage the constant \( \nu \) is still unspecified. Implementing now the final step, the boundary conditions \( \lim_{p \to \pm \infty} \psi(p) = 0 \) yields the quantization condition for the energy. Using the property \( \lim_{z \to \pm 1} P^m_{n-m}(z) = 0 \) for \( n \in \mathbb{N}, \ m < 0 \) we need to chose \( \mu_- \) in (5.25), such that \( \nu = n + 1/\tau \sqrt{1 + \tau^2/4} \). Therefore the asymptotically vanishing eigenfunctions become

\[ \psi_n(p) = \frac{1}{\sqrt{N_n}} \frac{1}{\sqrt{1 + \tau p^2)^{1/4}}} P^\nu_{n-\mu_-} \left( \frac{\sqrt{\tau p}}{\sqrt{1 + \tau p^2}} \right), \]  

(5.26)

with corresponding energy eigenvalues

\[ E_n = \omega \hbar \left( \frac{1}{2} + n \right) \sqrt{1 + \frac{\tau^2}{4}} + \frac{\tau \omega \hbar}{4} (1 + 2n + 2n^2), \]  

(5.27)

and normalization constant \( N_n \). The expression for \( E_n \) agrees precisely with the one previously obtained in [50, 66] by different means. The corresponding eigenfunctions \( \psi_n(p) \) are clearly \( L^2(\mathbb{R}) \)-function, but since \( H_{(1)} \) is non-Hermitian we do not expect
them to be orthonormal. Noting that
\[
\delta_{n,m} = \frac{1}{\sqrt{N_n N_m}} \int_{-1}^{1} P_{n-\mu_-}^\mu_- (w) [P_{m-\mu_-}^\mu_- (w)]^* \, dw, \tag{5.28}
\]
with normalization constant
\[
N_n := \int_{-1}^{1} \left| P_{n-\mu_-}^\mu_- (z) \right|^2 \, dz, \tag{5.29}
\]
we use \( w = \sqrt{\tau} p/\sqrt{1 + \tau p^2} \) to compute the metric from (5.11). We obtain \( \rho(p) = \sqrt{\tau} (1 + \tau p^2)^{-1} \), which apart from an irrelevant overall factor \( \sqrt{\tau} \) is the same as the operator obtained from solving the relations \( \rho H \rho^{-1} = H^\dagger \) as previously reported in [56, 66].

Since by (5.14) it follows immediately that \( H(2) = \rho^{1/2} H(1) \rho^{-1/2} \), the solutions for the Hermitian Hamiltonian \( H(2) \) are easily obtained from those for \( H(1) \) as \( \rho^{-1/2} \psi_n \) with identical energy eigenvalues (5.27).

For the representation \( \Pi(3) \) we notice that the associated Hamiltonian \( H(3)(p) \) is just a rescaled version of the Hamiltonian \( \hat{H}(1)(q) \), i.e. \( H(3)(p) = \hat{H}(1)(q = p \sqrt{2/m/\hbar \omega}) \) with \( -\pi/2 \sqrt{\tau} \leq p \leq \pi/2 \sqrt{\tau} \). Thus the solution for the corresponding Schrödinger equation is simply \( \phi(q = p \sqrt{2/m/\hbar \omega}) \). The metric results to be simply an overall constant factor \( \rho(p) = \sqrt{\tau} \), which is consistent with the fact that \( \Pi(3) \) is Hermitian with regard to the standard inner product.

Leaving the aforementioned problems for \( \Pi(4') \) aside, we may still consider whether it might yield a physically meaningful Hamiltonian. In terms of the standard canonical variables we obtain
\[
H(4')(p) = \frac{p^2}{2m(1 + \tau p^2)} + \frac{m\omega^2}{2} \left( x^2 + \tau x^2 p^2 - i \hbar \tau x p \right). \tag{5.30}
\]
In momentum space the corresponding Schrödinger equation is of the form (5.1) with
\[
f(p) = \frac{m\hbar^2 \omega^2}{2} (1 + \tau p^2), \quad g(p) = \frac{3}{2} \tau \hbar \omega p, \quad \text{and} \quad h(p) = \frac{p^2}{2m} (1 + \tau p^2)^{-1} - \frac{\tau \hbar \omega}{2}. \tag{5.31}
\]
Then equations (5.3) and (5.4) yield
\[
\psi(p) = (1 + \tau p^2)^{-1/2} \phi(p), \quad q = \sqrt{\frac{2}{\tau \omega \hbar}} \sinh^{-1} \left( \sqrt{\tau} p \right), \quad V(q) = \frac{\hbar \omega}{2\tau} \tanh^2 \left( \sqrt{\frac{\tau \omega \hbar}{2}} q \right). \tag{5.32}
\]
With the same assumption on \( F(w) \) as made previously we obtain again the relation (5.22) with the difference that the tan²-potential on the left hand side is replaced by a
tan\(h^2\)-potential. We may produce the latter potential by assuming \((w')^2/(1-w^2) = -c\), for \(c \in \mathbb{R}^+\), which is solved by \(w(q) = i \sinh(\sqrt{c}q)\). However, the resulting energy eigenvalues \(E = \hbar \omega/2\tau - c/4(1+2\nu)^2\) are not bounded from below, which renders the Hamiltonian \(H_{(4)}\) as non-physical.

Using instead \(H_{(4)}\) yields the same version of the Schrödinger equation, but all functions in (5.31) are all replaced with an overall minus sign. The corresponding quantities in (5.32) are to be replaced by \(\psi(p) = (1 + \tau p^2)^{-1/2} P_{m \rightarrow -m}^\mu (-i\sqrt{\tau} p)\) with \(-i/\sqrt{\tau} \leq p \leq i/\sqrt{\tau}\), the parameter \(q\) needs to be multiplied by \(-i\) and in the potential the \(\tanh^2\) becomes a \(\tan^2\). Then the energy spectrum becomes physically meaningful, being identical to (5.27). The metric results to \(\rho(p) = -i\sqrt{\tau} (1 + \tau p^2)^{1/2}\) in this case.

With the explicit solutions we may now verify that the expectation values are indeed the same for all representations. For an arbitrary function \(F(P_{(i)} X_{(i)})\) we compute a universal expression

\[
\langle \psi_{(i)} | F(P_{(i)} X_{(i)}) \psi_{(i)} \rangle_{\rho_{(i)}} = \frac{1}{N} \int_{-1}^{1} F \left[ \frac{z}{\sqrt{\tau(1-z^2)}}, i\hbar \sqrt{\tau(1-z^2)} \partial_z \right] |P_{m \rightarrow -m}^\mu (z)|^2 dz,
\]

(5.33) for \(i = 1, 2, 3, 4\). In particular we have \(\langle \psi_{(i)} | H_{(i)} \psi_{(i)} \rangle_{\rho_{(i)}} = E_\alpha\), \(\langle \psi_{(i)} | P_{(i)} \psi_{(i)} \rangle_{\rho_{(i)}} = 0\).

### 5.3 The Noncommutative Swanson Model in Different Representations

Let us next consider a model which is a widely studied [162] solvable prototype example to investigate non-Hermitian systems, the so-called Swanson model [233]. On a noncommutative space it reads

\[
H_{(i)} = \hbar \omega \left( A^\dagger_{(i)} A_{(i)} + \frac{1}{2} \right) + \alpha A^\dagger_{(i)} A_{(i)} + \beta A^\dagger_{(i)} A^\dagger_{(i)}
\]

for \(i = 1, 2, 3, 4\),

\[
= \frac{\hbar \omega(1-\tau) - \alpha - \beta}{2m\hbar \omega} P^2_{(i)} + \frac{\Omega m \omega}{2\hbar} X^2_{(i)} + i \left( \frac{\alpha - \beta}{2\hbar} \right) (X_{(i)} P_{(i)} + P_{(i)} X_{(i)}),
\]

(5.34) (5.35)

with \(A_{(j)} = (m \omega X_{(j)} + i P_{(j)}) / \sqrt{2m\hbar \omega}\), \(A^\dagger_{(j)} = (m \omega X_{(j)} - i P_{(j)}) / \sqrt{2m\hbar \omega}\) and \(\Omega := \alpha + \beta + \hbar \omega\), \(\alpha, \beta \in \mathbb{R}\) with dimension of energy. Evidently for the standard inner product we have in general \(H_{(i)} \neq H^\dagger_{(i)}\) when \(\alpha \neq \beta\); even for \(\tau = 0\). Let us now study this model for the different types of representations. Starting with \(\Pi_{(1)}\), we obtain the Schrödinger
equation in momentum space once again in the form of (5.1), with
\[ f(p) = \frac{m\hbar \omega \Omega}{2} (1 + \bar{\tau} p^2)^2, \quad g(p) = (\beta - \alpha - \tau \Omega)p(1 + \bar{\tau} p^2), \] (5.36)
\[ h(p) = \frac{\beta - \alpha}{2} - \frac{\tau (\alpha - \beta + \hbar \omega) + \alpha + \beta - \hbar \omega}{2 \hbar m \omega} p^2. \]

Then equations (5.3) and (5.4) yield
\[ \psi(p) = (1 + \bar{\tau} p^2) \frac{(\beta - \alpha)}{2 \tau \Omega} \phi(p), \quad q = \sqrt{\frac{2}{\tau \Omega}} \arctan \left( \sqrt{\bar{\tau} p} \right), \] (5.37)
\[ V_{S\tan}(q) = \frac{(1 - \tau) \hbar^2 \omega^2 - \tau \hbar \omega (\alpha + \beta) - 4 \alpha \beta}{2 \tau \Omega} \tan^2 \left( \sqrt{\frac{\tau \Omega}{2}} q \right). \] (5.38)

Notice that we obtain again a tan^2-potential, albeit with different constants involved.

Using therefore as in the previous subsection the assumption that \( F(w) \) is an associated Legendre polynomial, we compute with (5.21) the equation (5.22) with the left hand side replaced by \( E - V_{S\tan}(q) \). With the same assumption on the function \( w \), namely \( (w')^2 / (1 - w^2) = c \in \mathbb{R}^+ \), we obtain \( w(q) = \sin(\sqrt{c} q) \) albeit now with \( q \) taken from (5.37). The equivalent to equation (5.22) then yields
\[ E = \frac{\tau \Omega}{8} (1 + 2 \nu)^2 + \frac{4 \alpha \beta + \tau \hbar \omega (\alpha + \beta) + \hbar^2 (\tau - 1) \omega^2}{2 \tau \Omega}, \quad c = \frac{\tau \Omega}{2}, \] (5.39)
\[ \mu_{\pm} = \pm \sqrt{4 (\hbar^2 \omega^2 - 4 \alpha \beta) + \tau \Omega (\tau \Omega - 4 \hbar \omega)} \] (5.40)

Since \( \phi(p) \) takes on the same form as in (5.3) we obtain
\[ \psi_n(p) = \frac{1}{\sqrt{N_n}} (1 + \bar{\tau} p^2)^{\frac{\beta - \alpha}{2 \tau \Omega} - \frac{1}{2}} P_{n-\mu_-}^\mu \left( \frac{\sqrt{\bar{\tau} p}}{\sqrt{1 + \bar{\tau} p^2}} \right), \] (5.41)

as a solution to the Schrödinger equation in momentum space involving the Hamiltonian \( H_{(1)}(p) \) for \( p \in \mathbb{R} \). We have used the same condition for the asymptotics of the wavefunction as stated before (5.26), such that the energy eigenvalues become
\[ E_n = \frac{1}{4} \left[ (\tau + 2 n \tau + 2 n^2 \tau) \Omega + (2 n + 1) \sqrt{4 (\hbar^2 \omega^2 - 4 \alpha \beta) + \tau \Omega (\tau \Omega - 4 \hbar \omega)} \right]. \] (5.42)

Notice that in the commutative limit \( \tau \to 0 \) we recover the well-known [233, 162] expression for the energy \( E_n = (n + 1/2) \sqrt{\hbar^2 \omega^2 - 4 \alpha \beta} \). However, we find a discrepancy with the results reported in [231] when taking the parameter \( \gamma \) in there to zero. The authors do not state any quantization condition, but besides that we can also not verify that the reported expression indeed satisfies the relevant Schrödinger equation.

In figure 5.1 we depict the onsets of the exceptional points as a function of the
parameters $\alpha$ and $\beta$ with the remaining parameters fixed. We notice that for small values of $\alpha$ the domain for which the energy is real is usually reduced, i.e. a model which still has real energy eigenvalues on the standard space might develop complex eigenvalues on the noncommutative space of the type (5.1), e.g. for $\alpha = 2$, $\beta = 0.1$ we read off from the figure that $E_n(\tau = 0) \in \mathbb{R}$ whereas $E_n(\tau = 0.5) \notin \mathbb{R}$. In contrast, for larger values of $\alpha$ complex eigenvalues might become real again once the model is put onto the space of the type (5.1), e.g. for $\alpha = 15$, $\beta = 0$ we find $E_n(\tau = 0) \notin \mathbb{R}$ and $E_n(\tau = 0.5) \in \mathbb{R}$. Notice that the condition $\left(\hbar^2 \omega^2 - 4\alpha \beta\right) > \tau \Omega(\tau \Omega/4 - \hbar \omega)$ which governs the reality of the energy in (5.42) is the same which controls the $\mathcal{PT}$-symmetry of the wavefunction $\psi(p)$, which is broken once $\mu_- \notin \mathbb{R}$.
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**Figure 5.1:** Domain of spontaneously broken (above the curve) and unbroken (below the curve) $\mathcal{PT}$-symmetry for the Swanson model with $\omega = 1$, $\hbar = 1$, $m = 1$ and different values of $\tau$.

With the help of (5.11) the metric is now computed to $\rho(p) = \sqrt{\tau} \left(1 + \frac{\beta - \alpha \sqrt{\tau}}{m}\right)$. Once again the solution for $H_{(2)}$ is $\rho^{-1/2} \psi_n$ with energy eigenvalues (5.42) due to $H_{(2)} = \rho^{1/2} H_{(1)} \rho^{-1/2}$.

Next we consider the representation $\Pi_{(3)}$. The Schrödinger equation in momentum space acquires the general form of (5.1), with

\[
\begin{align*}
    f(p) &= \frac{m \hbar \omega \Omega}{2}, \quad g(p) = \frac{\beta - \alpha}{\sqrt{\tau}} \tan \left(\sqrt{\tau} p\right), \\
    h(p) &= \frac{\hbar \omega}{2} + \frac{\beta - \alpha - \hbar \omega}{2} \sec^2 \left(\sqrt{\tau} p\right) + \frac{\hbar \omega - \alpha - \beta}{2\tau} \tan^2 \left(\sqrt{\tau} p\right).
\end{align*}
\]
In this case the equations (5.3) and (5.4) yield
\[
\psi(p) = \left[ \cos \left( \sqrt{\tau} p \right) \right]^{\alpha-\beta \over \pi m} \phi(p), \quad q = \sqrt{2 \over m\hbar \omega \Omega} p, \quad V(q) = V_{\text{S tan}}(q). \tag{5.44}
\]
Notice that in the \(q\)-variables the potential obtained is exactly the same as the one previously computed (5.38) for representation \(\Pi(3)\). Thus we obtain the same equation (5.39) and (5.40) for the energy and the parameter \(\mu\), respectively. However, the corresponding wavefunctions differ, resulting in this case to
\[
\psi_n(p) = \frac{1}{\sqrt{N_n}} \left[ \cos \left( \sqrt{\tau} p \right) \right]^{\alpha-\beta \over \pi m} \frac{1}{2} P_{\mu_n-\mu_-} \left[ \sin \left( \sqrt{\tau} p \right) \right], \tag{5.45}
\]
for \(-\pi/2 \sqrt{\tau} \leq p \leq \pi/2 \sqrt{\tau}\). We compute \(\rho(p) = \sqrt{\tau} \left[ \cos \left( \sqrt{\tau} p \right) \right]^{2(\beta-\alpha) \over \pi m}\) from (5.11) as relevant metric. Notice that \(\rho(p)\) reduces to the standard metric for \(\alpha = \beta\) reflecting the fact that \(H_{(3)}\) is Hermitian for these values.

Since representation \(\Pi(4')\) was identified as being non-physical in the previous subsection, it is clear that this will also be the case for the Swanson model and we will therefore not treat it any further here.

For \(\Pi(4)\) the Schrödinger equation in momentum space is also of the form (5.1), with
\[
f(p) = \frac{m\hbar \omega \Omega}{2} (1 + \tau p^2), \quad g(p) = \left( \beta - \alpha + \frac{3}{2} \tau \Omega \right), \tag{5.46}
\]
\[
h(p) = \frac{1}{2(1 + \tau p^2)} \left\{ \left( \beta - \alpha + \tau \Omega \right) + \frac{p^2}{m\hbar \omega} \left[ \alpha + \beta - \hbar \omega + \tau (2\beta - 2\alpha + \hbar \omega) + \tau^2 \Omega \right] \right\}.
\]
In this case the equations (5.3) and (5.4) yield
\[
\psi(p) = (1 + \tau p^2)^{\alpha-\beta \over \pi m} -\frac{1}{2} \phi(p), \quad q = -i \sqrt{2 \over \tau \Omega} \sinh^{-1} \left( \sqrt{\tau} p \right), \quad V(q) = V_{\text{S tan}}(q). \tag{5.47}
\]
Notice that in the \(q\)-variables the potential obtained is exactly the same as the one previously computed (5.38) for representation \(\Pi(3)\). Thus we obtain the same equations (5.39) and (5.40) for the energy eigenvalues and the parameter \(\mu\), respectively. However, the final wavefunction differs, resulting, after imposing the boundary conditions, to
\[
\psi_n(p) = \frac{1}{\sqrt{N_n}} (1 + \tau p^2)^{\alpha-\beta \over \pi m} -\frac{1}{2} P_{\mu_n-\mu_-} \left( -i \sqrt{\tau} p \right), \tag{5.48}
\]
with \(-i/\sqrt{\tau} \leq p \leq i/\sqrt{\tau}\). Now we evaluate \(\rho(p) = -i \sqrt{\tau} (1 + \tau p^2)^{\alpha-\beta \over \pi m} +\frac{1}{2}\) as metric from our general formula (5.11).

We compute again the expectation values for some arbitrary function \(F \left( P_{(i)}; X_{(i)} \right)\)
in all four representations
\[ \langle \psi_{(i)} | F(P_{(i)}, X_{(i)}) \psi_{(i)} \rangle_{\rho_{(i)}} = \frac{1}{N} \int_{-1}^{1} F \left[ \frac{z}{\sqrt{\tau(1 - z^2)}}, \frac{i\hbar\sqrt{\tau(1 - z^2)}}{\partial z} \right] |P_{m_{-}}(z)|^2 \, dz, \]
which looks formally exactly the same as (5.33) with the difference that \( \mu_{-} \) is given by the expression in (5.40).

### 5.4 A Noncommutative Pöschl-Teller Potential in Disguise

In the previous sections we observed that simple models on a noncommutative space may lead to more unexpected solvable potential systems when expressed in terms of the standard canonical variables and a subsequent transformation. We may also reverse the question and explore which type of model on a noncommutative space one obtains when we start from a well-known solvable potential in the standard canonical variables. For instance, we wish to construct the widely studied Pöschl-Teller potential \([234]\). Since the transformations are difficult to invert, we use trial and error and find that this indeed achieved when starting with the Hamiltonian

\[ H_{(i)} = \frac{\beta}{2m} P_{(i)}^2 + \frac{\hbar \omega \alpha}{2\tau} P_{(i)}^{-2} + \frac{m \omega^2}{2} X_{(i)}^2 + \frac{\hbar \omega \alpha}{2} + \frac{\beta}{2m\hat{\tau}} \quad \text{for } i = 1, 2, 3, 4; \alpha, \beta \in \mathbb{R}. \] (5.50)

We note that this Hamiltonian can not be viewed as a deformation of a model on a standard commutative space as it is intrinsically noncommutative, in the sense that it does not possess a trivial commutative limit \( \tau \to 0 \). Proceeding as in the previous subsections we find for the representation \( \Pi_{(1)} \) that the Schrödinger equation in momentum space is once more of the general form of (5.1), with

\[ f(p) = \frac{m\hbar^2 \omega^2}{2} (1 + \hat{\tau}p^2)^2, \quad g(p) = -m\hbar^2 \omega^2 \hat{\tau}p(1 + \hat{\tau}p^2), \quad h(p) = \frac{(1 + \hat{\tau}p^2)(\alpha m\hbar \omega + \beta p^2)}{2m\hat{\tau}p^2}. \] (5.51)

From equation (5.3) we obtain now
\[ \psi(p) = \phi(p), \quad q = \sqrt{\frac{2}{\tau m \omega}} \arctan \left( \sqrt{\hat{\tau}}p \right), \] (5.52)
and as anticipated we compute a Pöschl-Teller potential with the help of equation (5.4)

\[ V_{PT}(q) = \frac{\hbar \omega}{2} \csc^2 \left( q \sqrt{\frac{\hbar \omega}{2}} \right) + \frac{\beta}{2m\tau} \sec^2 \left( q \sqrt{\frac{\hbar \omega}{2}} \right). \] (5.53)

Assuming now that the special function \( F(w) \) in (5.6) is a Jacobi polynomial \( P_n^{(a,b)}(w) \), with \( n \in \mathbb{N}_0, a, b \in \mathbb{R} \), we identify from its defining differential equation, see e.g. [219], the coefficient functions in (5.6) as

\[ Q(w) = b - a - (2 + a + b)w \quad \text{and} \quad R(w) = \frac{n(n + 1 + a + b)}{1 - w^2}. \] (5.54)

Then equation (5.9) is evaluated to

\[ E - V_{PT}(q) = \frac{n(w')^2(a + b + n + 1)}{1 - w^2} - \frac{(w')^2[b - a - w(a + b + 2)]^2}{4(1 - w^2)^2} \]

\[ + \frac{(w')^2[w^2(a + b + 2) + 2w(a - b) + a + b + 2]}{2(1 - w^2)^2} - \frac{3(w'')^2}{4(w')^2} + \frac{w''}{2w'}, \] (5.55)

with as yet unknown function \( w(q) \) and constant \( E \). As in the previous section we assume again that the first term on the right hand side gives rise to a constant, i.e. \( (w')^2/(1 - w^2) = c \in \mathbb{R}^+ \), but this time we choose the solution \( w(q) = \cos(\sqrt{c}q) \), which solves (5.22) with the identifications

\[ E_n = \frac{\hbar \omega}{2}(1 + 2n + a + b)^2, \quad c = 2\tau \omega \hbar; \]

\[ a_\pm = \pm \frac{1}{2} \sqrt{1 + \frac{4\alpha}{\tau}}, \quad b_\pm = \pm \frac{1}{2} \sqrt{1 + \frac{4\beta}{\tau^2}}. \] (5.56)

Computing \( v(q) \) by means of (5.8) we assemble everything into the solution of the Schrödinger equation involving \( H_{(1)}(x, p) \)

\[ \psi_n(p) = \frac{1}{\sqrt{N_n}}p^{1/2+a_+}(1 + \tilde{\tau}p^2)^{-(1+a_++b_+)/2}P_n^{(a_+, b_+)}(\frac{1 - \tilde{\tau}p^2}{1 + \tilde{\tau}p^2}). \] (5.57)

We have selected here \( a_+ \) and \( b_+ \) in order to implement the appropriate boundary conditions \( \lim_{p \to \pm \infty} \psi_n(p) = 0 \) together with \( \psi_n(0) = 0 \). We note that the energy eigenvalues are real and bounded from below as long as \( \alpha > -\tau/4 \) and \( \beta > -\tau^2/4 \). The occurrence of exceptional points is due to the \( \mathcal{PT} \)-symmetry breaking of the wavefunction \( \psi_n(p) \) when \( a_+, b_+ \notin \mathbb{R} \).

Following the same procedure as in the previous subsections we find for the remaining representations

\[ \tilde{H}_{(1)}(q) = \tilde{H}_{(2)}(q) = \tilde{H}_{(3)}(q) = \tilde{H}_{(4)}(q), \] (5.58)
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where $q$ is related to $p$ differently in each case. Converting between the different variables and computing the relevant pre-factors as in the previous subsection we then find

$$
\psi(2)(p) = \rho^{-1/2}(1)(p),
$$

$$
\psi(3)(p) = \frac{1}{\sqrt{N_n}} \left[ 1 - \cos(2p\sqrt{\tau}) \right]^{1+n_p} \left[ \cos(2p\sqrt{\tau}) + 1 \right]^{1+b_p} P^{(a_p,b_p)}_n \left[ \cos(2p\sqrt{\tau}) \right],
$$

$$
\psi(4)(p) = \frac{1}{\sqrt{N_n}} p^{a_p+1/2}(1 + \rho p^2)^{b_p-1} P^{(a_p,b_p)}_n (1 + 2\rho p^2),
$$

for the energy eigenvalue (5.56) where $p > 0$ for $\Pi(2)$, $-\pi/2\sqrt{\tau} \leq p \leq \pi/2\sqrt{\tau}$ for $\Pi(3)$ and $-i/\sqrt{\tau} \leq p \leq i/\sqrt{\tau}$ for $\Pi(4)$. Using the orthogonality relation for the Jacobi polynomial,

$$
\int_{-1}^{1} (1-x)^{a}(1+x)^{b} P^{(a,b)}_m(x) P^{(a,b)}_n(x) \, dx = \delta_{n,m} N_n \quad \text{for Re} \, a, \text{Re} \, b > -1,
$$

we compute the metric from (5.11) to

$$
\rho(1)(p) = -2\sqrt{\tau}(1 + \rho p^2)^{-1}, \quad \rho(2)(p) = 1,
$$

$$
\rho(3)(p) = -2\sqrt{\tau} \quad \text{and} \quad \rho(4)(p) = 2i\sqrt{\tau}(1 + \rho p^2)^{1/2}.
$$

We also note that for representation $\Pi(4')$ we obtain the same potential (5.53) with $\csc^2 \to \csch^2$, $\sec^2 \to -\sech^2$ plus an overall constant, which is once again non-physical in the sense of leading to an unbounded spectrum from below.

Finally we compute the expectation values for some arbitrary function $F(P(i), X(i))$

$$
\langle \psi(i) | F(P(i), X(i)) | \psi(i) \rangle_{\rho(i)}
$$

$$
= \frac{1}{N} \int_{-1}^{1} \left[ \frac{z}{\sqrt{\tau}(1 - z^2)} \right] \left[ i\hbar\sqrt{\tau}(1 - z^2) \partial_z \right] \left| P^{(a_p,b_p)}_n(z) \right|^2 \, dz,
$$

which is again the same for all four representations.

### 5.5 Discussions

We have shown how different representations for the operators $X$ and $P$ obeying a generalized version of Heisenberg’s uncertainty relation are related to each other by the transformations outlined in section 5.2. We have demonstrated their equivalence within the setting of three characteristically different types of solvable models, a Hermitian
one, a non-Hermitian one and an intrinsically noncommutative one. In all cases we showed that an appropriate metric can be found such that expectation values result to be representation independent. We provided an explicit formula for this metric, involving the quantities computed in the first two steps of the general procedure. The computations were carried out in momentum space, but naturally the method works equally well in standard $x$-space. In both cases the order of the differential equation imposes a limitation on the type of models which may be considered.

For representation $\Pi_{(4')}$ proposed in [101] we found that it does not lead to the uncertainty relations (5.12) and moreover that for the models investigated it always gives rise to non-physical spectra which are not bounded from below. This suggests that the general procedure of Jordan twists requires a mild modification as outlined in the manuscript.

Clearly it would be interesting to extend this analysis to different types of full three dimensional algebras for noncommutative spaces and investigate alternative representations, such as for instance for those already reported in [66].
Chapter 6

Noncommutative Coherent States

So far, we have been discussing different possibilities of constructing models based on the noncommutative space-time structure and most of the attention has been paid to the analysis of the algebras which are albeit more mathematical. In this chapter, we focus more on the physical nature of the systems, which is actually where one may experience many exciting situations. We introduce the coherent states of the noncommutative models respecting the modified uncertainty relation, which have been explored fairly little in the literature.

Coherent states are the specific quantum states of a system whose dynamics most closely resemble the oscillating behaviour of the corresponding classical systems. The first example was derived by Erwin Schrödinger in 1926 [235], while searching for the solutions of the Schrödinger equation that satisfy the Bohr’s correspondence principle. In his discovery, he constructed an interesting type of wave packet, consisting of a large number of harmonic oscillator wave functions, which does not spread out with time and the behaviour of which is quite similar to a solitary wave. In modern notations, this can be written down as

$$\langle x | \alpha \rangle = \pi^{-1/4} \exp \left( -\frac{1}{2} x^2 + \sqrt{2} x \alpha - \frac{\alpha^2}{2} - \frac{|\alpha|^2}{2} \right).$$  \hspace{1cm} (6.1)

Much later, in 1951, the same wave packet was derived from the other way around for the first time by Iwata [236], who considered first, the coherent states to be the eigenstates of the non-Hermitian annihilation operator

$$\hat{a} | \alpha \rangle = \alpha | \alpha \rangle,$$  \hspace{1cm} (6.2)

and then successfully derived the wavepacket (6.1). After that, many authors arrived at the same equation (6.1) from many different arguments and finally it was Glauber [237], who actually carried out a more systematic analysis to present them in a more
compact formula in terms of the Fock basis and entitled them as the "coherent states" for the first time in the literature. We briefly go through the construction procedure here. Operating with integer powers of the creation operator $a^\dagger$ on the vacuum state $|0\rangle$, one builds the excited states of a harmonic oscillator, which when normalised, acquire the form

$$|n\rangle = \frac{(a^\dagger)^n}{\sqrt{n!}}|0\rangle, \quad (n = 0, 1, 2,\ldots). \quad (6.3)$$

The coherent states $|\alpha\rangle$ can be expressed in terms of the orthonormal set $|n\rangle$, satisfying the completeness relation

$$|\alpha\rangle := \sum_n |n\rangle \langle n|\alpha\rangle, \quad (6.4)$$

where the inner product $\langle n|\alpha\rangle = \frac{\alpha^n}{\sqrt{n!}}$ could easily be calculated from the assumption that the coherent states are the eigenstates of the annihilation operator, so that the states (6.4) can be written as

$$|\alpha\rangle = \langle 0|\alpha\rangle \sum_{n=0}^{\infty} \frac{\alpha^n}{\sqrt{n!}} |n\rangle. \quad (6.5)$$

With the requirement that the states are normalised $\langle \alpha|\alpha\rangle = 1$, the normalisation constant is computed to be $\langle 0|\alpha\rangle = e^{-|\alpha|^2/2}$, such that the coherent states of the ordinary harmonic oscillator (6.5) obtain the compact form in terms of the standard Fock basis

$$|\alpha\rangle = e^{-|\alpha|^2/2} \sum_{n=0}^{\infty} \frac{\alpha^n}{\sqrt{n!}} |n\rangle, \quad \forall \quad \alpha \in \mathbb{C}. \quad (6.6)$$

Note that the coherent states (6.6) can also be constructed from the vacuum with the application of the unitary displacement operator $\hat{D}$ acting on it

$$|\alpha\rangle = \hat{D}(\alpha)|0\rangle, \quad \text{where} \quad \hat{D}(\alpha) = e^{\alpha \hat{a}^\dagger - \alpha^* \hat{a}}, \quad (6.7)$$

which was used by Feynman [238] and Glauber [239] back in 1951. Notice that the states (6.6) have very interesting mathematical features that are very different from the usual Fock states. For instance, two different coherent states are not orthogonal to each other due to the property that the annihilation operator is not a self adjoint operator by definition.

Several generalisations of different type of coherent states have been proposed afterwords and their properties have been analysed, and now the concept is not limited to the case of harmonic oscillator model only. That is the reason why the coherent states corresponding to the quantum harmonic oscillator are referred to as the "canonical coherent states" or standard coherent states or the Gaussian states. Sometimes they are
also called the minimum uncertainty wavepacket, due to the property $\Delta x \Delta p = \hbar / 2$, with $\Delta x = \Delta p = \sqrt{\hbar / 2}$. For a concrete review on this subject up to 2001, one may follow up the reference [240]. In our discussion, however, we will focus on the generalised version of the Glauber coherent states, which was proposed and successfully tested for the hydrogen atom and other systems by Klauder [241, 242]. Let us quickly discuss the general properties of those kind of states for our reference purpose.

## 6.1 Klauder Coherent States

We first look at the properties of the canonical coherent states. First of all, they are continuous in $\alpha$, namely

$$
\| |\alpha + \delta\alpha\rangle - |\alpha\rangle \|^2 \to 0, \quad \text{as} \quad \delta\alpha \to 0.
$$

(6.8)

Secondly, by definition, they are normalised and most importantly the time evolution of any such coherent state remains within the family of coherent states

$$
e^{-iHt}|\alpha\rangle = e^{-\frac{|\alpha|^2}{2}} \sum_{n=0}^{\infty} \frac{\alpha^n e^{-i\omega nt}}{\sqrt{n!}} |n\rangle = |e^{-i\omega t}\alpha\rangle.
$$

(6.9)

Looking up at the canonical coherent states carefully, a direct generalisation is possible [241, 242, 243, 245] by first considering the kets $|n\rangle$ to be the eigenstates of the Hamiltonian $H$ other than the harmonic oscillator corresponding to the eigenvalues $E_n = \omega e_n$, and then replacing the square root of $n!$ by the generalised factorial $[e_n]! = e_1 e_2 \ldots e_n$, in analogy to the pioneering work of Jackson [246]. For a review on this topic, one may look for instance at [247]. The virtue of the generalised coherent states is that they can be applied to any generalised setting rather than that to a particular case of harmonic oscillator.

For a Hermitian Hamiltonian $\hat{h}$ with discrete bounded below and nondegenerate eigenspectrum $E_n = \omega e_n$, and orthonormal eigenstates $|\phi_n\rangle$, the Klauder coherent states are defined as a two parameter set of $J$ and a dimensionless $\gamma$, with $\gamma = \omega t$, $\omega > 0$

$$
|J, \gamma\rangle = \frac{1}{\mathcal{N}(J)} \sum_{n=0}^{\infty} \frac{J^{n/2} e^{-i\gamma e_n}}{\sqrt{\rho_n}} |\phi_n\rangle, \quad J \in \mathbb{R}_0^+, \gamma \in \mathbb{R}.
$$

(6.10)

The probability distribution and the normalisation constant can be computed from

$$
\rho_n = \prod_{k=1}^{n} e_k \quad \text{and} \quad \mathcal{N}^2(J) = \sum_{k=0}^{\infty} \frac{J^k}{\rho_k},
$$

(6.11)
with \( \rho_0 = 1 \), where the later result is from the requirement \( \langle J, \gamma | J, \gamma \rangle = 1 \). It is clear that one could obtain the coherent states for any generalised settings with known eigenvalues \( E_n \) and eigenvectors \( |\phi_n\rangle \) by plugging them into the equations (6.10) and (6.11). These states are called coherent states for several reasons. Firstly they are the eigenvectors of the operator \( a(\gamma) \) by construction,

\[
a(\gamma)|J, \gamma\rangle = J|J, \gamma\rangle, \quad \text{with} \quad a(\gamma) \equiv e^{-i\gamma H/\omega}a e^{i\gamma H/\omega}. \tag{6.12}
\]

Secondly, they are continuous in time and \( J \) and finally, by definition, they are normalised and temporarily stable

\[
e^{-iHt}|J, \gamma\rangle = |J, \gamma + \omega t\rangle, \tag{6.13}
\]

which are same as that of the canonical coherent states. An additional property could be achieved, when one introduces a sequence of dimensionless real numbers \( e_i \) and impose the constraint

\[
0 = e_0 < e_1 < e_2 < \ldots \quad \text{with} \quad \rho_0 = [e_0]! = 1, \tag{6.14}
\]

further, such that,

\[
\begin{align*}
\langle J, \gamma | H | J, \gamma \rangle &= \frac{1}{N^2(J)} \sum_{n,m=0}^{\infty} \frac{J^{n+m}}{\sqrt{\rho_m \rho_n}} \omega e_n \langle \phi_m | \phi_n \rangle = \frac{1}{N^2(J)} \sum_{n=0}^{\infty} \frac{J^n}{\rho_n} \omega e_n \\
&= \frac{\omega}{N^2(J)} \sum_{n=1}^{\infty} \frac{J^n}{\rho_n} e_n = \omega \sum_{n=1}^{\infty} \frac{J^n / \rho_n - 1}{\rho_n} = \omega J, \tag{6.15}
\end{align*}
\]

Notice that, the property (6.15) is very similar to the classical action-angle identity, where \( J \) and \( \gamma \) can be compared with the classical action-angle variables. The Klauder coherent states with this additional property (6.15) is often called the Gazeau-Klauder (GK) coherent states [243]. In their investigation [243], the authors also explored similar kind of coherent states for the case of the Hamiltonians with a nondegenerate continuous spectrum. The degenerate case has been discussed in detail in [244], which one may look at for their general interests.
6.2 GK-Coherent States for Non-Hermitian Hamiltonians

In this section, we would like to develop the method and extend the ideas of coherent states to the case of non-Hermitian Hamiltonians \( H \), because of the fact that the noncommutative spaces often produce Hamiltonians which are of non-Hermitian nature. In these situations, the coherent states are easily adoptable when we assume the Hamiltonian \( H \) is pseudo/quasi Hermitian i.e. the non-Hermitian Hamiltonian \( H \) and the Hermitian Hamiltonian \( h \) are related by a similarity transformation \( h = \eta H \eta^{-1} \), with \( \eta \dagger \eta \) being a positive definite operator playing the role of metric (3.24). When computing expectation values for operators associated to the non-Hermitian system, we need to change the metric [130, 133, 153, 154, 158], because the observables are expected to be Hermitian. The same reasoning has to be adopted for the evaluation of expectation values with regard to the coherent states. Therefore the expectation value for a non-Hermitian operator \( O \) related to a Hermitian operator \( o \) by a similarity transformation \( o = \eta O \eta^{-1} \) is computed as

\[
\langle J, \gamma, \Phi | O | J, \gamma, \Phi \rangle_{\eta} := \langle J, \gamma, \phi | \eta \dagger \eta O | J, \gamma, \phi \rangle = \langle J, \gamma, \phi | o | J, \gamma, \phi \rangle,
\]

(6.16)

if \( |J, \gamma, \phi\rangle \) belongs to the domain of \( \eta \). Our notation is to be understood in the sense that in the state \( |J, \gamma, \phi\rangle \) and \( |J, \gamma, \Phi\rangle \) we sum over the eigenstates of the Hermitian Hamiltonian \( h \) and non-Hermitian Hamiltonian \( H \), respectively. These states are continuous in the two variables \((J, \gamma)\), provide a resolution of the identity, are temporarily stable, in the sense that they remain coherent states under time evolution, and satisfy the action identity

\[
\langle J, \gamma, \Phi | H | J, \gamma, \Phi \rangle_{\eta} = \langle J, \gamma, \phi | h | J, \gamma, \phi \rangle = \hbar \omega J.
\]

(6.17)

This identity ensures that \((J, \gamma)\) are action angle variables [243, 248].

The main purpose is here to consider a model on a noncommutative space with nontrivial commutation relations for their canonical variables giving rise to minimal uncertainties. It is then interesting to investigate how close the GK-states approach the minimum uncertainty product and eventually might even become squeezed states. Thus for a simultaneous measurement of two observables \( A \) and \( B \) in this system we need to evaluate the left and right hand side of the generalized version of Heisenberg’s uncertainty relation

\[
\Delta A \Delta B \geq \frac{1}{2} \left| \langle J, \gamma, \Phi | [A, B] | J, \gamma, \Phi \rangle_{\eta} \right|.
\]

(6.18)
The uncertainties are computed as $(\Delta A)^2 = \langle J, \gamma, \Phi | A^2 | J, \gamma, \Phi \rangle_\eta - \langle J, \gamma, \Phi | A | J, \gamma, \Phi \rangle_\eta^2$ and analogously for $\Delta B$. In order to test the quality of the coherent states, i.e. to see how closely they resemble to the classical mechanics, we may also test Ehrenfest’s theorem for an operator $A$

$$i\hbar \frac{d}{dt} \langle J, \gamma + t\omega , \Phi | A | J, \gamma + t\omega , \Phi \rangle_\eta = \langle J, \gamma + t\omega , \Phi | [A, H] | J, \gamma + t\omega , \Phi \rangle_\eta. \quad (6.19)$$

We used in (6.19) the fact that the time evolution for the states $| J, \gamma, \Phi \rangle$ is simply implemented as $\exp(-iHt/\hbar) | J, \gamma, \Phi \rangle = | J, \gamma + t\omega, \Phi \rangle$, see [243, 248].

Specifying the operators $A$ and $B$ we will also test below the correspondence principle.

### 6.3 Squeezed Coherent States for the Noncommutative Perturbative Harmonic Oscillator

Here we present a perturbative treatment of the above considerations around $h_0$ for a Hamiltonian decomposable as $h = h_0 + h_1$, with $h_0 | n \rangle = e_n^{(0)} | n \rangle$. According to standard Rayleigh-Schrödinger perturbation theory the first order expansions of the eigenenergies and the eigenstates are

$$e_n = e_n^{(0)} + \langle n | h_1 | n \rangle + O(\tau^2) \quad \text{and} \quad | \phi_n \rangle = | n \rangle + \sum_{k \neq n} \frac{\langle k | h_1 | n \rangle}{e_n^{(0)} - e_k^{(0)}} | k \rangle + O(\tau^2), \quad (6.20)$$

respectively, where $\tau$ is the perturbative parameter. Wherever appropriate, we then simply use these expressions in (6.10) for our computations.

We will now construct the GK-coherent states and various expectation values for the one dimensional harmonic oscillator [56, 49, 66]

$$H = \frac{P^2}{2m} + \frac{m\omega^2}{2} X^2 - \hbar \omega \left( \frac{1}{2} + \frac{\tau}{4} \right) \quad (6.21)$$

defined on the noncommutative space satisfying

$$[X, P] = i\hbar \left( 1 + \tilde{\tau} P^2 \right), \quad X = (1 + \tilde{\tau} p^2) x, \quad P = p. \quad (6.22)$$

Here $\tilde{\tau} := \tau / (m\omega\hbar)$ has the dimension of an inverse squared momentum with $\tau$ being dimensionless. We have also provided in (6.22) a representation for the noncommutative variables in terms of the standard canonical variables $x, p$ satisfying $[x, p] = i\hbar$. The ground state energy is conveniently shifted to allow for a factorization of the energy. The Hamiltonian in (6.21) in terms of $x, p$ differs from the one treated recently in [249] as we take a different representation for $X$ and $P$, which we believe to be incorrect.
in [249] even up to $O(\tau)$. The so-called Dyson map $\eta$, whose adjoint action relates the non-Hermitian Hamiltonian in (6.21) to its isospectral Hermitian counterpart $h$, is easily found to be $\eta = (1 + \tau p^2)^{-1/2}$. With the help of this expression we evaluate

$$h = \eta H \eta^{-1} = \frac{p^2}{2m} + \frac{m \omega^2}{2} x^2 + \frac{\omega \tau}{4\hbar} (p^2 x^2 + x^2 p^2 + 2xp^2x) - \hbar \omega \left( \frac{1}{2} + \frac{\tau}{4} \right) + O(\tau^2).$$

(6.23)

Taking now $h_0$ to be the standard harmonic oscillator and $h_1 = \frac{\omega \tau}{4\hbar} (p^2 x^2 + x^2 p^2 + 2xp^2x) - \hbar \omega \left( \frac{1}{2} + \frac{\tau}{4} \right)$, (6.24)

the energy eigenvalues for $H$ and $h$ were computed to lowest order in perturbation theory [49, 66] to

$$E_n = \hbar \omega e_n = \hbar \omega n \left[ 1 + \frac{\tau}{2} (1 + n) \right] + O(\tau^2).$$

(6.25)

According to (6.20) we now calculate the first order expression for the wavefunctions to

$$|\phi_n\rangle = |n\rangle - \frac{\tau}{16} \sqrt{(n-3)_4} |n-4\rangle + \frac{\tau}{16} \sqrt{(n+1)_4} |n+4\rangle + O(\tau^2).$$

(6.26)

where $(x)_n := \Gamma(x+n)/\Gamma(x)$ denotes the Pochhammer symbol. We stress that it is vital to include the second and third term in $|\phi_n\rangle$ in order to achieve an accuracy of order $\tau$ for expectation values. In [249], where a similar computation was attempted, these terms were incorrectly ignored. The expression for $E_n$ coincides with the one found in [249] for $\tau \rightarrow 2\lambda$, as their computation only involves $\langle k | h_1 | n \rangle$. Given $e_n$ as defined by the relation (6.25), we compute the probability density (6.11) and the expansions of its inverse

$$\rho_n = \frac{1}{2^n \tau^n n!} \left( 2 + \frac{2}{\tau} \right)_n + O(\tau^2) \quad \text{and} \quad \frac{1}{\rho_n} = \frac{1}{n!} - \frac{3 + n}{4(n-1)!} \tau + O(\tau^2).$$

(6.27)

We use the latter expression to evaluate the normalization constant in (6.11)

$$\mathcal{N}^2(J) = e^J \left( 1 - \tau J - \frac{\tau}{4} J^2 \right) + O(\tau^2).$$

(6.28)

We have now assembled all the necessary quantities to define the GK-coherent states $|J, \gamma, \phi\rangle$ in (6.10) and are in the position to verify the validity of some of the crucial requirements on them, test their behaviour and compute expectation values.

As is well known [130, 133, 153, 154, 158], in a non-Hermitian setting the observables are not dictated by the Hamiltonian and it becomes a matter of choice to select them or equivalently the metric [153]. In fact, this is also true for a Hermitian system, where, however, the choice of the standard metric seems to be the most natural one. Here we
are mainly interested in the Hamiltonian $H$ of (6.21) with $X$ and $P$ as observables, but it will also be instructive to consider first the Hermitian system described by $h$ with $x$ and $p$ being the observables of choice.

### 6.3.1 Observables in the Hermitian System

At first we consider the Hamiltonian $h$ in (6.23) as fundamental and treat the variables $x$ and $p$ as observables in that system. Expectation values are then most easily computed by taking the states $|n\rangle$ to be the normalized standard Fock space eigenstates of the harmonic oscillator with usual properties $a^\dagger |n\rangle = \sqrt{n+1} |n+1\rangle$ and $a |n\rangle = \sqrt{n} |n-1\rangle$. To first order in $\tau$, we then compute the expectation values of the creation and annihilation operators which are explicitly shown below.

Using the expression (6.10), we first calculate

$$
\langle J, \gamma, \phi | a | J, \gamma, \phi \rangle = \frac{1}{\mathcal{N}^2} \sum_{n,m=0}^{\infty} \frac{J^{(m+n)/2} \exp [i\gamma (e_m - e_n)]}{\sqrt{\rho_m \rho_n}} \langle \phi_m | a | \phi_n \rangle.
$$

(6.29)

With the expansion of $|\phi_n\rangle$ (6.26) to first order in $\tau$ we obtain

$$
\langle \phi_n | a | \phi_n \rangle = \sqrt{n} \delta_{m,n-1} + \frac{\tau}{16} \left( \sqrt{(n+1)_{4}} \sqrt{n} - \sqrt{(n-3)_{4}} \sqrt{n-4} \right) \delta_{m,n-5} \\
+ \frac{\tau}{16} \left( \sqrt{(n+1)_{4}} \sqrt{n+4} - \sqrt{(n-3)_{4}} \sqrt{n} \right) \delta_{m,n+3},
$$

(6.30)

such that

$$
\langle J, \gamma, \phi | a | J, \gamma, \phi \rangle = \sum_{n=1}^{\infty} \frac{\sqrt{n} J^{n-1/2} e^{i\gamma (e_n - e_n)}}{\mathcal{N}^2 \sqrt{\rho_{n-1} \rho_n}} + \tau \sum_{n=0}^{\infty} \frac{J^{n+3/2} \sqrt{(n+1)_{3}} e^{i\gamma (e_{n+1} - e_n)}}{4 \mathcal{N}^2 \sqrt{\rho_{n+3} \rho_n}} + \mathcal{O}(\tau^2).
$$

(6.31)

The last sum has been ignored in [249], but is an important contribution to order $\tau$. Using $e_{n-1} - e_n = -1 - n \tau$ and $\rho_n = \rho_{n-1} e_n$ the first sum in (6.31) is evaluated as

$$
e^{-i\gamma} \sum_{n=1}^{\infty} \frac{\sqrt{n} J^{n-1/2} e^{-i\gamma n \tau}}{\rho_{n-1} \sqrt{e_n}} = \frac{e^{-i\gamma}}{\mathcal{N}^2 \sqrt{J}} \sum_{n=1}^{\infty} \frac{J^n e^{-i\gamma n \tau}}{\rho_{n-1} \sqrt{1 + \frac{\tau}{2} (1 + n)}}
$$

$$
\frac{e^{-i\gamma}}{\mathcal{N}^2 \sqrt{J}} \sum_{n=1}^{\infty} \frac{J^n}{\rho_{n-1}} \left[ 1 - \frac{\tau}{4} (1 + n + 4 i \gamma n) \right] + \mathcal{O}(\tau^2),
$$

$$
\frac{e^{-i\gamma}}{\sqrt{J}} \left[ 1 - \frac{\tau}{4} (2 + J + 4 i \gamma (1 + J)) \right] + \mathcal{O}(\tau^2).
$$

(6.32)
For the second sum in (6.31) we use $e_{n+3} = e_n + 3 + 3\tau(2+n)$ and $\rho_{n+3} = \rho_n e_{n+3} + 3e_{n+2}e_{n+1}$, such that it becomes

$$\sum_{n=0}^{\infty} \frac{J^{n+3/2} e^{i\gamma(3+3\tau(2+n))}}{4N^2 \rho_n \sqrt{e_{n+3} e_{n+2} e_{n+1}}} + \mathcal{O}(\tau^2) = \frac{\tau J^{3/2} e^{3i\gamma}}{4N^2} \sum_{n=0}^{\infty} \frac{J^n}{\rho_n} + \mathcal{O}(\tau^2) = \frac{\tau J^{3/2} e^{3i\gamma}}{4} + \mathcal{O}(\tau^2).$$

Collecting (6.32) and (6.33), we obtain

$$\langle J, \gamma, \phi | a | J, \gamma, \phi \rangle = \sqrt{J} e^{-i\gamma} \left[ 1 - \frac{\tau}{4} (2 + J + 4i\gamma(1 + J)) \right] + \frac{\tau}{4} J^{3/2} e^{3i\gamma} + \mathcal{O}(\tau^2). \quad (6.34)$$

Following the same procedure, we can also compute the expectation value of the creation operator as

$$\langle J, \gamma, \phi | a^\dagger | J, \gamma, \phi \rangle = \sqrt{J} e^{i\gamma} \left[ 1 - \frac{\tau}{4} (2 - J - 4i\gamma(1 + J)) \right] + \frac{\tau}{4} J^{3/2} e^{-3i\gamma} + \mathcal{O}(\tau^2). \quad (6.35)$$

In what follows we will often drop the explicit mentioning of the order in $\tau$, understanding that all our computations are carried out to first order. Using the fact that $x = \sqrt{\hbar/(2m\omega)}(a^\dagger + a)$ and $p = i\sqrt{\hbar m\omega/2}(a^\dagger - a)$, the expectation values

$$\langle J, \gamma, \phi | x | J, \gamma, \phi \rangle = \sqrt{2\hbar m\omega} \left[ \cos \gamma - \tau \left[ \cos \gamma + i \sin \gamma \left( \frac{\sin 2\gamma}{2} + \frac{\cos \gamma}{2} J \sin \gamma \right) \right] \right], \quad (6.36)$$

then follow trivially from (6.34) and (6.35). Expanding $x^2$ and $p^2$ in terms of $a^\dagger$ and $a$, a similar, albeit more lengthy, computation yields

$$\langle J, \gamma, \phi | x^2 | J, \gamma, \phi \rangle = \frac{\hbar}{2m\omega} \left[ 1 + 4J \cos^2 \gamma - \tau J (6\gamma \sin 2\gamma + \cos 2\gamma + 2) - \tau J^2 (4\gamma \sin 2\gamma - \cos 4\gamma + 1) \right], \quad (6.37)$$

$$\langle J, \gamma, \phi | p^2 | J, \gamma, \phi \rangle = \frac{\hbar m\omega}{2} \left[ 1 + 4J \sin^2 \gamma + \tau J (6\gamma \sin 2\gamma + \cos 2\gamma - 2) \right] + \tau J^2 (4\gamma \sin 2\gamma + \cos 4\gamma - 1). \quad (6.38)$$

These two expressions may be used to compute the expectation value of $\hbar$, as defined in (6.23), with regard to the GK-coherent states. The remaining term in $\hbar$ only needs to be computed to zeroth order to achieve an overall accuracy of order $\tau$. We therefore calculate

$$\langle J, \gamma, \phi | p^2 x^2 + x^2 p^2 + 2xp^2 x | J, \gamma, \phi \rangle = \hbar^2 (1 + 4J + 2J^2 - 2J^2 \cos 4\gamma) + \mathcal{O}(\tau). \quad (6.39)$$
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Summing the contributions from (6.36), (6.37) and (6.38), together with the required pre-factors to make up the Hamiltonian $h$, yields the action identity (6.17) as expected. We remark that this crucial identity was violated in [249].

Employing the above quantities we can also investigate how close the coherent states approach the minimum uncertainty product. Assembling the required expectation values we then obtain

\[
\Delta x^2 = \langle J, \gamma, \phi | x^2 | J, \gamma, \phi \rangle - \langle J, \gamma, \phi | x | J, \gamma, \phi \rangle^2
\]

\[
= \frac{\hbar}{2m\omega} [1 + \tau J (\cos 2\gamma - 2\gamma \sin 2\gamma)], \tag{6.40}
\]

\[
\Delta p^2 = \langle J, \gamma, \phi | p^2 | J, \gamma, \phi \rangle - \langle J, \gamma, \phi | p | J, \gamma, \phi \rangle^2
\]

\[
= \frac{\hbar m\omega}{2} [1 - \tau J (\cos 2\gamma - 2\gamma \sin 2\gamma)], \tag{6.41}
\]

and therefore

\[
\Delta x \Delta p = \frac{\hbar}{2} + O(\tau^2). \tag{6.42}
\]

Thus the states $| J, \gamma, \phi \rangle$ saturate the minimal uncertainty in a simultaneous measurement of $x$ and $p$ and therefore constitute squeezed states for all values of $J$ and $\gamma$ up to first order in perturbation theory.

Using (6.36) we also verify Ehrenfest’s theorem (6.19) for the operators $x$

\[
\mathrm{i} \hbar \frac{d}{dt} \langle J, \gamma + t\omega, \phi | x | J, \gamma + t\omega, \phi \rangle = \langle J, \gamma + t\omega, \phi | [x, h] | J, \gamma + t\omega, \phi \rangle, \tag{6.43}
\]

\[
= \langle J, \gamma + t\omega, \phi | \mathrm{i} \hbar \frac{m}{2} p + \frac{i\tau \omega}{2} (px^2 + x^2p + 2xpx) | J, \gamma + t\omega, \phi \rangle
\]

\[
= -i\hbar^{3/2} \sqrt{\frac{2J\omega}{m}} \left[ \sin \hat{\gamma} + \tau \left( \frac{1}{2} \sin \hat{\gamma} + \cos \hat{\gamma} (J + 1) \right) \right]
\]

and $p$

\[
\mathrm{i} \hbar \frac{d}{dt} \langle J, \gamma + t\omega, \phi | p | J, \gamma + t\omega, \phi \rangle = \langle J, \gamma + t\omega, \phi | [p, h] | J, \gamma + t\omega, \phi \rangle, \tag{6.44}
\]

\[
= \langle J, \gamma + t\omega, \phi | -\mathrm{i} \hbar m\omega^2 x - \mathrm{i} \tau \omega(px^2 + x^2p) | J, \gamma + t\omega, \phi \rangle
\]

\[
= -i\sqrt{2Jm\hbar^{3/2}\omega^{3/2}} \left[ \cos \hat{\gamma} + \frac{\tau}{4} [(3J + 2) \cos \hat{\gamma} - 4(J + 1) \sin \hat{\gamma} - 3J \cos 3\hat{\gamma}] \right].
\]

For convenience we abbreviated here $\hat{\gamma} := \gamma + t\omega$.

### 6.3.2 Observables in the Non-Hermitian System

As stated, the system we actually wish to investigate is described by the non-Hermitian Hamiltonian (6.21) with a non-trivial commutation relation (6.22) for its associated
observables $X$ and $P$. In order to test the inequality (6.18) we need to compute

$$\langle J, \gamma, \Phi | X | J, \gamma, \Phi \rangle_\eta = \sqrt{\frac{2 J \hbar}{m \omega}} \left[ \cos \gamma + \frac{\tau}{2} \sin \gamma (J \sin 2\gamma - 2\gamma (1 + J)) \right], \quad (6.45)$$

$$\langle J, \gamma, \Phi | X^2 | J, \gamma, \Phi \rangle_\eta = \frac{\hbar}{2m \omega} \left[ 1 + 4 J \cos^2 \gamma + \tau[1 + J(2 - 2 \cos 2\gamma - 6 \gamma \sin 2\gamma) + 2J^2 \sin 2\gamma(\sin 2\gamma - 2\gamma)] \right]. \quad (6.46)$$

We note here that the actual computation has been carried out by translating first all quantities to a Hermitian setting and then following the same reasoning as in the previous subsection. Combining (6.45) and (6.46) then yields

$$\Delta X^2 = \langle J, \gamma, \Phi | X^2 | J, \gamma, \Phi \rangle_\eta - \langle J, \gamma, \Phi | X | J, \gamma, \Phi \rangle_\eta^2 \quad (6.47)$$

$$= \frac{\hbar}{2m \omega} \left[ 1 + \tau (1 + J(2 - 2 \gamma \sin 2\gamma - \cos 2\gamma)) \right].$$

The computation for the expectation values of $P$ is simpler, since the metric commutes with $p$, such that

$$\langle J, \gamma, \Phi | P | J, \gamma, \Phi \rangle_\eta = \langle J, \gamma, \phi | p | J, \gamma, \phi \rangle,$$

and

$$\langle J, \gamma, \Phi | P^2 | J, \gamma, \Phi \rangle_\eta = \langle J, \gamma, \phi | p^2 | J, \gamma, \phi \rangle,$$ \quad (6.48)

and therefore

$$\Delta P^2 = \Delta p^2. \quad (6.49)$$

Expanding finally (6.47) and (6.49), we obtain

$$\Delta X \Delta P = \frac{\hbar}{2} \left[ 1 + \frac{\tau}{2} (1 + 4J \sin^2 \gamma) \right] = \frac{\hbar}{2} \left( 1 + \frac{\tau}{2} \langle J, \gamma, \Phi | P^2 | J, \gamma, \Phi \rangle \right). \quad (6.50)$$

This means that also in the non-Hermitian setting the minimal uncertainty product for the observables $X$ and $P$, commuting as specified in (6.22), is saturated. Thus to first order in perturbation theory also the GK-coherent states $| J, \gamma, \Phi \rangle$ are squeezed states, remarkably this holds irrespective of the values for $J$ and $\gamma$.

Apparently this result was also obtained in [249], but our disagreement with the results presented in there is at least fourfold. Firstly, the authors used the incorrect representation for the canonical variables $X$ and $P$ as mentioned earlier. Secondly the authors computed conceptually the wrong expectations values even when using their representation. Thirdly, the authors only take the first order in (6.26) into account and therefore miss out various terms contributing to the first order calculation in $\tau$. Finally, even ignoring the previous three points and adopting all the wrong concepts used in [249], we disagree on a purely computational level with many of the expressions
Next we also verify Ehrenfest’s theorem (6.19) for the operators \( X \)

\[
i\hbar \frac{d}{dt} \langle J, \gamma + t\omega, \Phi | X | J, \gamma + t\omega, \Phi \rangle = \langle J, \gamma + t\omega, \Phi | [X, H] | J, \gamma + t\omega, \Phi \rangle,
\]

\[
= \langle J, \gamma + t\omega, \Phi | i\hbar \left[ (P + \frac{\tau}{2}) P^2 + \frac{\tau}{2} P^2 X \right] | J, \gamma + t\omega, \Phi \rangle \tag{6.51}
\]

and the operator \( P \)

\[
i\hbar \frac{d}{dt} \langle J, \gamma + t\omega, \Phi | P | J, \gamma + t\omega, \Phi \rangle = \langle J, \gamma + t\omega, \Phi | [P, H] | J, \gamma + t\omega, \Phi \rangle,
\]

\[
= \langle J, \gamma + t\omega, \Phi | -i m\hbar \omega^2 \left( X + \frac{\tau}{2} X P^2 + \frac{\tau}{2} P^2 X \right) | J, \gamma + t\omega, \Phi \rangle \tag{6.52}
\]

Taking now for simplicity \( \gamma = 0 \), differentiating (6.51) once again and combining it with (6.52) we obtain the identity corresponding to Newton’s equation of motion

\[
\langle J, t\omega, \Phi | \dot{X} | J, t\omega, \Phi \rangle = -\omega^2 \langle J, t\omega, \Phi | X + \frac{\tau}{2} (3XP^2 + 3P^2X + 2PX^2) | J, t\omega, \Phi \rangle \tag{6.53}
\]

The relations (6.51) and (6.52) were not recovered in [249], where the comparison between the left and right hand sides mismatched. Instead of (6.53) the authors proposed a ”correspondence principle with twist”. According to our argumentation this is incorrect and there is in fact no reason to assume the Newton’s equation is simply the same as the one for the standard harmonic oscillator. The reason for the discrepancy are the aforementioned conceptual and computational mistakes in [249].

### 6.4 Coherent States for the Noncommutative Non-Perturbative Harmonic Oscillator

In this case, we set out by considering an operator \( a \) and its adjoint \( a^\dagger \), acting in a Hilbert space with basis \( |n\rangle, n = 0, 1, 2..., \) such that

\[
a^\dagger | n \rangle = \sqrt{n + 1} | n + 1 \rangle, \quad | n \rangle = \frac{(a^\dagger)^n}{\sqrt{n!}} | 0 \rangle
\]

\[
a | n \rangle = \sqrt{n} | n - 1 \rangle, \quad a | 0 \rangle = 0, \quad \text{and} \quad [a, a^\dagger] = 1. \tag{6.54}
\]
Now, following refs. [51, 52, 53, 110, 111], we define a $q$-deformed version of the Fock space (6.54) with basis $|n\rangle_q$ involving $q$-deformed integers $[n]_q$, such that

\[ A^\dagger |n\rangle_q = \sqrt{[n+1]_q} |n+1\rangle_q, \quad |n\rangle_q = \frac{(A^\dagger)^n}{\sqrt{[n]_q!}} |0\rangle \]

\[ A |n\rangle_q = \sqrt{[n]_q} |n-1\rangle_q, \quad A|0\rangle = 0, \quad \text{and} \quad AA^\dagger - q^2 A^\dagger A = 1, \quad (6.55) \]

with $q \leq 1$ and $[n]_q! = [1]_q[2]_q\ldots[n]_q$. Therefore, we seek an explicit value of $[n]_q$, which can be defined as

\[ [n]_q := \frac{1 - q^{2n}}{1 - q^2}. \quad (6.56) \]

Using the expression of $[n]_q$ from (6.56), one can easily verify that the Fock space defined in (6.55) satisfies the $q$-deformed oscillator algebra (2.14, 4.29) $AA^\dagger - q^2 A^\dagger A = 1$, which essentially produces the $q$-deformed noncommutative spaces, as explored in section 2.2 and 4.2. Furthermore, from (6.55) and (6.56), it can also be deduced that the states $|n\rangle_q$ form an orthonormal basis, i.e., $\langle n|m\rangle_q = \delta_{n,m}$. As was first argued in [111], the $q$-deformed Hilbert space $\mathcal{H}_q$ is then spanned by the vectors $|\psi\rangle := \sum_{n=0}^{\infty} c_n |n\rangle_q$ with $c_n \in \mathbb{C}$, such that $\langle \psi|\psi\rangle = \sum_{n=0}^{\infty} |c_n|^2 < \infty$.

Let us now work out a concrete example that follows from the deformed algebra (6.55). In section 2.2, we started with the $q$-deformed oscillator algebra generators (2.15) $X = \alpha (A^\dagger + A)$ and $P = i\beta (A^\dagger - A)$ and constructed the commutation relation (2.18)

\[ [X, P] = \frac{4i\alpha\beta}{1 + q^2} \left[ 1 + \frac{q^2 - 1}{4} \left( \frac{X^2}{\alpha^2} + \frac{P^2}{\beta^2} \right) \right]. \quad (6.57) \]

Here instead of taking the nontrivial limit to reduce the expression (6.57) into the simpler form (2.20), we choose the parameters $\alpha$ and $\beta$ to be of the form

\[ \alpha = \frac{1}{2} \sqrt{1 + q^2} \sqrt{\frac{\hbar}{m\omega}} \quad \text{and} \quad \beta = \frac{1}{2} \sqrt{1 + q^2} \sqrt{\hbar m\omega}. \quad (6.58) \]

so that we end up with the commutator

\[ [X, P] = i\hbar + \frac{q^2 - 1}{q^2 + 1} \left( m\omega X^2 + \frac{1}{m\omega} P^2 \right). \quad (6.59) \]

The interesting feature about this version of a noncommutative space-time is that it leads to a minimal length as well as a minimal momentum as discussed in chapter 2 and 4. Later, we will analyse the generalised uncertainty relation in the context of coherent states and focus on the comparison between the classical and quantum description of the system as done in the last section. However, before doing that, we seek a concrete noncommutative model based on the algebra (6.57), on which we build the coherent
states up.

Unlike the previous case where we picked up a perturbative noncommutative model, here we choose the Harmonic oscillator Hamiltonian in the noncommutative space

\[ H = \hbar \omega (A^\dagger A + 1), \]  

(6.60)

where \( A \) and \( A^\dagger \) satisfy the \( q \)-deformed algebra (6.55). Therefore the eigenvalue and the eigenstate are written as

\[ E_n = \hbar \omega e_n = \hbar \omega [n]_q \quad \text{and} \quad |\phi_n\rangle = |n\rangle_q \]  

(6.61)

respectively. By replacing the \( q \)-deformed creation and annihilation operators

\[ A^\dagger = \frac{1}{2} \left( \frac{X}{\alpha} - i\frac{P}{\beta} \right) \quad \text{and} \quad A = \frac{1}{2} \left( \frac{X}{\alpha} + i\frac{P}{\beta} \right) \]  

(6.62)

together with the values of \( \alpha \) and \( \beta \) (6.58) and utilizing the generalised uncertainty relation (6.59), we obtain the explicit form of the noncommutative Harmonic oscillator in terms of the position and momentum observables in noncommutative space as

\[ H = \frac{2}{(1 + q^2)^2} \left[ \frac{m \omega^2 X^2}{1} + \frac{P^2}{m} + \frac{\hbar \omega}{8} (q^4 - 2q^2 - 3) \right]. \]  

(6.63)

We are now ready to construct the coherent states for the non-perturbative Harmonic oscillator model. However, before proceeding to the construction of the coherent states it would be interesting to produce the Hermitian version of the representation of the non-Hermitian observables \( X \) and \( P \), so that we can argue that the model is more physical in spite of the fact that the Hamiltonian is non-Hermitian. Notice that when we assume that the conjugation of \( A \) and \( A^\dagger \) yield \( A^\dagger \) and \( A \), respectively, the operators \( X \) and \( P \) can be seen as Hermitian. In that case the metric \( \eta \) is taken to be the standard one, possibly with some change to ensure proper self-adjointness and the convergence of the inner products. Indeed, in [52, 250] such a representation on a unit circle acting on Rogers-Szegö polynomials [251] was derived,

\[ A = \frac{i}{\sqrt{1 - q^2}} (e^{-i\bar{x}} - e^{-i\bar{x}/2} e^{2\bar{p}}), \quad \text{and} \quad A^\dagger = \frac{-i}{\sqrt{1 - q^2}} (e^{i\bar{x}} - e^{2\bar{p}} e^{i\bar{x}/2}). \]  

(6.64)

Here we used the dimensionless variables \( \bar{x} = x \sqrt{m \omega / \hbar} \) and \( \bar{p} = p / \sqrt{m \omega \hbar} \) with \( x, p \) being the standard canonical coordinates satisfying \([x,p] = i\hbar\). Evidently \( A^\dagger \) is the conjugate of \( A \) for \( q < 1 \) and consequently it follows that also the operators \( X \) and \( P \) satisfying (6.59) are Hermitian in this representation, i.e. \( X^\dagger = X, \ P^\dagger = P \). We notice further that for the representation (6.64) the \( \mathcal{PT} \)-symmetry of the standard canonical
variables $\mathcal{PT}$: $x \to -x$, $p \to p$, $i \to -i$ is inherited by canonical variables on the noncommutative space $\mathcal{PT}$: $X \to -X$, $P \to P$, $i \to -i$.

There exist also alternative representations [252] $A = \frac{1}{1-q^2} D_q$, and $A^\dagger = (1-x) - x(1-q^2) D_q$, (6.65)
in terms of Jackson derivatives $D_q f(x) := [f(x) - f(q^2 x)]/[x(1-q^2)]$ introduced in [253]. The operators in (6.65) satisfy the fifth relation of (6.55) when acting on eigenvectors constructed from normalized Rogers-Szégo polynomials. It is less obvious to see whether this representation can be made Hermitian. For our purposes it is important that at least one such representation exists and we may compute expectation values on the $q$-deformed Fock space with the standard metric.

Having discussed the physical implications of the representation, we now construct the coherent states. Using the harmonic oscillator model (6.60) that we have constructed above, together with the eigenvalues and eigenvectors defined in (6.61), we obtain the probability distribution (6.11) $\rho_n = [n]_q!$. We use the standard convention $\rho_0 = [0]_q! = 1$, so that the Gazeau-Klauder axiom (6.15) is satisfied. Furthermore, the normalisation condition $\langle J, \gamma | J, \gamma \rangle = 1$ yields the $q$-deformed exponential $E_q(J)$ as the normalisation constant

$$E_q(J) := \sum_{n=0}^{\infty} \frac{J^n}{[n]_q!} = N^2(J).$$

Thus our normalized coherent state $|J, \gamma\rangle_q := \frac{1}{\sqrt{E_q(J)}} \sum_{n=0}^{\infty} \frac{J^{n/2} \exp(-i\gamma e_n)}{\sqrt{[n]_q!}} |n\rangle_q$, (6.67)

coincides with the coherent state $|z\rangle$, as defined already in [111], for the specific choice $|z^2, 0\rangle_q$, that is for $t = 0$. Let us now investigate some properties of these states and in particular investigate to which kind of expectation values they lead for observables and compare with the results for the nontrivial $q \to 1$ limit studied in the previous section [69]. In the latter case these states were found to be squeezed states up to first order in perturbation theory in $\tau$ when parametrizing the deformation parameter as $q^\tau$. Most importantly we wish to investigate whether these states respect the generalized uncertainty relations.

### 6.4.1 Generalised Heisenberg’s Uncertainty Relations

Let us first analyse the generalized version of Heisenberg’s uncertainty relation for a simultaneous measurement of the two observables $X$ and $P$ projected onto the normalized
coherent states $|J, \gamma\rangle_q$ as defined in equation (6.67)

$$\Delta X \Delta P|_{J, \gamma\rangle_q} \geq \frac{1}{2} \left| \left( q\langle J, \gamma| [X, P]| J, \gamma\rangle_q \right)_q \right|. \quad (6.68)$$

The uncertainty for $X$ is computed as $\Delta X^2 = \left( q\langle J, \gamma| X^2| J, \gamma\rangle_q \right)_q - \left( q\langle J, \gamma| X| J, \gamma\rangle_q \right)^2_q$ and analogously for $P$ with $X \to P$. The $\eta$ indicates that we might have to change to a nontrivial metric when $X$ and/or $P$ are non-Hermitian following the prescriptions provided in the recent literature on non-Hermitian systems [130, 133, 153, 154, 158] or more specifically for this particular setting in [69].

In order to verify the inequality (6.68) for the states (6.67) we compute first the expectation values for the creation and annihilation operators

$$q\langle J, \gamma| A| J, \gamma\rangle_q = \frac{1}{E_q(J)} \sum_{m,n=0}^{\infty} \frac{J^{m+n/2}e^{i\gamma(e_m-e_n)}\sqrt{[m]_q!\delta_{m,n-1}}}{\sqrt{[n]_q!m!}}.$$

Using $e_n - e_{n-1} = [n-1]_q - [n]_q = -q^{2n-2}$, we can write

$$q\langle J, \gamma| A| J, \gamma\rangle_q = \frac{1}{E_q(J)} \sum_{n=1}^{\infty} \frac{J^{n-1/2}e^{-i\gamma^2n}}{[n-1]_q!} = \frac{1}{E_q(J)} \sum_{n=0}^{\infty} \frac{J^{n+1/2}e^{-i\gamma^2n}}{[n]_q!}.$$

Introducing the function

$$F_{q,q}(J, \gamma) := \sum_{n=0}^{\infty} \frac{J^ne^{-i\gamma^2n}}{[n]_q!} = \sum_{n=0}^{\infty} \frac{i^n}{n!}E_q(q^2J)\gamma^n, \quad (6.69)$$

we can write down the expectation values of the creation and annihilation operators as

$$q\langle J, \gamma| A| J, \gamma\rangle_q = J^{1/2}F_q(J, -\gamma)$$

and

$$q\langle J, \gamma| A^\dagger| J, \gamma\rangle_q = J^{1/2}F_q(J, \gamma). \quad (6.70)$$

Notice that the function (6.69) reduces to the $q$-deformed exponential $F_q(J, 0) = E_q(J)$ and also the duality in the derivatives with respect to the two parameters. The standard derivative with respect to $\gamma$ corresponds to a $q$-deformation in the parameter $J$

$$-i\frac{d}{d\gamma} F_q(J, \gamma) = F_q(q^2J, \gamma) \quad (6.71)$$

and in turn the Jackson derivative acting on $J$ is identical to a deformation in the second parameter

$$D_q F_q(J, \gamma) = \frac{F_q(J, \gamma) - F_q(q^2J, \gamma)}{J(1-q^2)} = F_q(J, q^2\gamma). \quad (6.72)$$
These identities are easily derived from the defining relations for \( F \), and will be made use of below. Using the representations for \( X = \alpha (A^\dagger + A) \) and \( P = i \beta (A^\dagger - A) \) in terms of the creation and annihilation operators, it follows directly with the help of (6.70) that

\[
\langle J, \gamma | X \cdot J, \gamma \rangle_q = \frac{\alpha J^{1/2}}{E_q(J)} [F_q(J, \gamma) + F_q(J, -\gamma)],
\]

(6.73)

\[
\langle J, \gamma | P \cdot J, \gamma \rangle_q = \frac{i \beta J^{1/2}}{E_q(J)} [F_q(J, \gamma) - F_q(J, -\gamma)].
\]

(6.74)

To compute the expectation values for \( X^2 \) and \( P^2 \), we use once again the representation of \( X \) and \( P \) to express them in terms of the \( A^\dagger \) and \( A \). Thus we evaluate

\[
\langle J, \gamma | A^\dagger A^\dagger | J, \gamma \rangle_q = J \frac{E_q(J, \gamma(1 + q^2))}{E_q(J)},
\]

(6.75)

\[
\langle J, \gamma | AA | J, \gamma \rangle_q = J \frac{E_q(J, -\gamma(1 + q^2))}{E_q(J)},
\]

(6.76)

\[
\langle J, \gamma | A^\dagger A | J, \gamma \rangle_q = J,
\]

(6.77)

\[
\langle J, \gamma | AA^\dagger | J, \gamma \rangle_q = 1 + q^2 J,
\]

(6.78)

and with \( X^2 = \alpha^2 (A^\dagger A^\dagger + A^\dagger A + AA^\dagger + AA) \) and \( P^2 = -\beta^2 (A^\dagger A^\dagger - A^\dagger A - AA^\dagger + AA) \) we assemble this to

\[
\langle J, \gamma | X^2 | J, \gamma \rangle_q = \alpha^2 \left[ J \frac{E_q(J, \gamma(1 + q^2)) + E_q(J, -\gamma(1 + q^2))}{E_q(J)} + 1 + J + q^2 J \right],
\]

(6.79)

\[
\langle J, \gamma | P^2 | J, \gamma \rangle_q = -\beta^2 \left[ J \frac{E_q(J, \gamma(1 + q^2)) + E_q(J, -\gamma(1 + q^2))}{E_q(J)} - 1 - J - q^2 J \right].
\]

(6.80)

From these expressions we find that the right hand side of the generalized Heisenberg’s inequality (6.68) is always a constant value independent of \( \gamma \), i.e. time,

\[
\frac{1}{2} \left| \langle J, \gamma | h + \frac{q^2 - 1}{q^2 + 1} \left( m\omega X^2 + \frac{1}{m\omega} P^2 \right) | J, \gamma \rangle_q \right| = \frac{\hbar}{4}(1 + q^2) \left[ 1 + (q^2 - 1)J \right].
\]

(6.81)

The square of the left hand side of (6.68) can be written as

\[
\Delta X^2 \Delta P^2 |_{J=0} = \alpha^2 \beta^2 \left[ 1 + (1 + q^2)J + G_q - G^2_q(\gamma) \right] \left[ 1 + (1 + q^2)J - G_q - G^2_q(\gamma) \right],
\]

(6.82)

where we introduced the functions

\[
G_c(\gamma) := \frac{2 \sqrt{J}}{E_q(J)} \sum_{n=0}^{\infty} \frac{J^n}{|n|_q!} \cos(\gamma q^{2n}), \quad G_s(\gamma) := \frac{2 i \sqrt{J}}{E_q(J)} \sum_{n=0}^{\infty} \frac{J^n}{|n|_q!} \sin(\gamma q^{2n}),
\]

(6.83)
and $G_q := \sqrt{J}G_c(\gamma + \gamma q^2)$. Noting that $\lim_{\gamma \to 0} G_q = 2J$, $\lim_{\gamma \to 0} G_c(\gamma) = 2\sqrt{J}$ and $\lim_{\gamma \to 0} G_s(\gamma) = 0$, it is easy to see that for $\gamma = 0$ the expression (6.82) becomes the square of (6.81), such that the minimal uncertainty product for the observables $X$ and $P$ is saturated. From the expressions in (6.83) we deduce that the range for these functions is $-2J \leq G_q \leq 2J$, $0 \leq G_c^2(\gamma) \leq 4J$ and $-4J \leq G_s^2(\gamma) \leq 0$. Recognizing next that the inequality holds when each of the brackets in (6.82) is greater than $1 + (q^2 - 1)J$, this requires that $2J \geq G_c^2(\gamma) - G_q$ and at the same time $2J \geq G^2_s(\gamma) + G_q$. This means $4J \geq G^2_c(\gamma) + G^2_s(\gamma)$, which by the previous estimates is indeed the case. Overall this implies that for $\gamma \neq 0$ the uncertainty relation (6.68) is always respected.

Next we verify Ehrenfest’s theorem. For the time evolution of the operator $X$ we compute directly

$$i\hbar \frac{d}{dt} q \langle J, \omega t | X | J, \omega t \rangle_q = -\frac{\omega \hbar \alpha J^{1/2}}{E_q(J)} \left[ F_q(q^2J, \omega t) - F_q(q^2J, -\omega t) \right], \quad (6.84)$$

and compare it to

$$q \langle J, \omega t | [X, H] | J, \omega t \rangle_q = -\frac{\omega \hbar \alpha J^{1/2}}{E_q(J)} \sum_{s = \pm \omega t} \frac{s}{\omega t} F_q(J, s) + \frac{s}{\omega t} J(q^2 - 1)F_q(J, q^2s), \quad (6.85)$$

which is easily computed from the expectation values

$$q \langle J, \gamma | A^\dagger AA | J, \gamma \rangle_q = j^{3/2} \frac{F_q(J, q^2\gamma)}{E_q(J)}, \quad (6.86)$$

$$q \langle J, \gamma | A^\dagger A | J, \gamma \rangle_q = j^{1/2} \frac{F_q(J, \gamma)}{E_q(J)} + q^2 j^{3/2} \frac{F_q(J, q^2\gamma)}{E_q(J)}, \quad (6.87)$$

$$q \langle J, \gamma | A^\dagger A | J, \gamma \rangle_q = j^{3/2} \frac{F_q(J, -q^2\gamma)}{E_q(J)}, \quad (6.88)$$

$$q \langle J, \gamma | AA^\dagger A | J, \gamma \rangle_q = j^{1/2} \frac{F_q(J, -\gamma)}{E_q(J)} + q^2 j^{3/2} \frac{F_q(J, -q^2\gamma)}{E_q(J)}. \quad (6.89)$$

The equality of (6.84) and (6.85) follows from the identities (6.71) and (6.72). Similarly we verified the validity of Ehrenfest’s theorem also for the operator $P$.

### 6.5 Fractional Revival Structure

In the last two sections, we have analysed the mathematical properties of coherent states for both the case of perturbative and non-perturbative noncommutative harmonic oscillator and observed the fact that the GK-coherent states for the perturbative noncommutative harmonic oscillator indeed yield a squeezed coherent state for both the Hermitian and non-Hermitian settings up to the first order. On the other hand the
non-perturbative case produces a squeezed state for a specific value of $\gamma$. We have also illustrated the fact that both of the models satisfy the classical action angle identity and other necessary relations for the comparison between the classical and quantum description of the systems. In this section, we explore further physical insights into the comparison from the analysis of the revival structure of the wave packets.

It was at the dawn of the quantum mechanics, when people raised the problem of comparing the quantum and classical dynamics of the systems. The idea was immensely enhanced thereafter by many people and was studied in connection with the quasi-classical quantization of highly excited multi-dimensional quantum systems [254]. In the classical limit, $\hbar \to 0$ (i.e. at the energy range which corresponds to the large quantum numbers $n$), the energy spectrum of systems has a quasi-equidistant characteristics and the energy difference between two adjacent levels is proportional to the classical frequency ($\omega_{cl}$) of the system, so that the classical period becomes

$$T_{cl} = \frac{2\pi \hbar}{\Delta E_n}. \quad (6.90)$$

The transition to the classical description also requires the consideration of the wave packet, i.e. the number of states constituting the wave packet must be large enough. It is because of the fact that the wave packet consisting of small number of waves manifest nonclassical behaviour even for large quantum numbers.

However, a wave packet consisting of sufficiently large number of waves, might even spread out in the situation when one operates in much smaller time interval than the classical period. But, quite interestingly, the spreading does not sustain forever, rather it regains its initial shape completely after the classical period, due to the equidistant character of the spectrum of the states it is formed by. In this sense, the wave packet dynamics might be interpreted by means of a quantum beats among the large number of states [255] and the correspondence between the quantum and classical dynamics is retained for infinitely long time.

At this point one should note that the picture explained above holds only for strict equality of the energy level spacing, for instance for the case of simple harmonic oscillator. This is no longer true in the general scenario, rather, the wave packet is affected in this case (even in the domain of high quantum numbers), by the slight anharmonicity produced by the unequal energy spacing and therefore the resulting quantum dephasing will inevitably lead to the destruction of the wave packet and will restrict the duration of its classical like evolution.

However, in several papers devoted to the numerical investigations of the long term evolution of Rydberg wave packets [256, 257] and to the evolution of some nonlinear systems [258, 259, 260], it was discovered that this dephasing does not correspond to the
spreading out of the wave packet, rather it is also possible to regain its shape completely after a time \( t = T_{\text{rev}} \), known as the ”revival time” in the literature, which was calculated later in an analytical fashion in [261].

Consider a wave packet consisting of large number of waves from the highly excited discrete states of a quantum system

\[
|\psi(t)\rangle = \sum_{n \geq 0} c_n e^{-iE_n t/\hbar} |\phi_n\rangle \quad \text{with} \quad \sum_{n=0}^{\infty} |c_n|^2 = 1. \tag{6.91}
\]

To understand the localisation of the wave packet, it is crucial to provide some general precision of the statistical nature of the weighting function \(|c_n|^2\) and that is why it is worthwhile to compare the weighting function \(|c_n|^2\) with the Poisson distribution function

\[
\frac{(n)^n e^{-\langle n \rangle}}{n!} \tag{6.92}
\]

The deviation from the Poissonian case can be estimated by the quantitative measurement of the Mandel parameter \(Q\) [262, 263, 264], which is defined as follows

\[
Q = \frac{(\Delta n)^2}{\langle n \rangle} - 1. \tag{6.93}
\]

Therefore, in the Poissonian case, the value of the Mandel parameter \(Q = 0\). In the case \(Q < 0\), we say that the weighting distribution is sub-Poissonian and in the case of \(Q > 0\), we say the distribution to be super-Poissonian. We also refer the case \(Q \approx 0\) to the quasi-Poissonian case. Note that the super-Poissonian case corresponds to the spreading of the wave packet, whereas the Poissonian, quasi-Poissonian and the sub-Poissonian case imply to the well localised wave packet, which is actually what we need in our analysis.

Now considering the fact that the wave packet (6.91) is strongly weighted around a mean value \(\langle n \rangle\) for the number operator \(N\) \((N|n\rangle = n|n\rangle)\) :

\[
\langle \psi | N | \psi \rangle = \sum_{n=0}^{\infty} n |c_n|^2 \equiv \langle n \rangle, \tag{6.94}
\]

and the spreading \(\sigma \approx \Delta n \equiv \sqrt{\langle n^2 \rangle - \langle n \rangle^2}\) is small compared with \(\langle n \rangle\), we can expand the energy eigenvalue \(E_n\) in a Taylor series in \(n\) around \(\bar{n}\)

\[
E_n \approx E_{\bar{n}} + E'_{\bar{n}} (n - \bar{n}) + \frac{1}{2!} E''_{\bar{n}} (n - \bar{n})^2 + \frac{1}{3!} E'''_{\bar{n}} (n - \bar{n})^3 + \ldots, \tag{6.95}
\]

where \(\bar{n} \in N\) be the integer closest to \(\langle n \rangle\), so that the classical period, revival time,
super revival time etc. are defined to be

\[ T_{\text{cl}} = \frac{2\pi\hbar}{|E_n|}, \quad T_{\text{rev}} = \frac{2\pi\hbar \times 2!}{|E_n|}, \quad T_{\text{suprev}} = \frac{2\pi\hbar \times 3!}{|E_n|}. \]  

(6.96)

In order to visualize all the above analysis into a pictorial presentation, an efficient method is to calculate the autocorrelation function \([265]\) of the wave packet (6.91)

\[ A(t) = \langle \psi(0) | \psi(t) \rangle = \sum_{n=0}^\infty |c_n|^2 e^{-iE_nt/\hbar}. \]  

(6.97)

Numerically \(|A(t)|^2\) varies between 0 and 1. The maximum \(|A(t)|^2 = 1\) is reached when \(\psi(t)\) exactly matches the initial wave packet \(\psi(0)\), and the minimum corresponds to the case where \(\psi(t)\) is far from the initial state. On the other hand, fractional revivals and fractional super revivals appear as periodic peaks in \(|A(t)|^2\) with periods that are rational fractions of the revival time \(T_{\text{rev}}\) and super-revival time \(T_{\text{suprev}}\).

### 6.5.1 Fractional Revival Structure from Perturbative Noncommutative Harmonic Oscillator

Let us now see how we obtain the effects explained above from some specific examples. First we go back to the case of perturbative harmonic oscillator case (section 6.3), where we defined the coherent states as

\[ |J, \gamma, \phi \rangle = \sum_{n=0}^\infty c_n(J)e^{-iE_nt/\hbar}|\phi_n\rangle \quad \text{with} \quad c_n(J) = \frac{J^{n/2}}{\mathcal{N}(J)\sqrt{\rho_n}}. \]  

(6.98)

Note that in our considerations, the situation does not correspond to the simple harmonic oscillator case with equidistant energy spectrum in the domain of high quantum numbers, rather the case correlates with the unequal energy spacing which will inevitably lead to the fractional revival structure as illustrated above. The average values of the number operator \(N\) and its square \(N^2\), can be computed as

\[ \langle n \rangle = \frac{J}{\mathcal{N}^2(J)} \frac{d}{dJ} \mathcal{N}^2(J), \quad \langle n^2 \rangle = \frac{J}{\mathcal{N}^2(J)} \frac{d}{dJ} J \frac{d}{dJ} \mathcal{N}^2(J). \]  

(6.99)

We can calculate the precise expressions (6.99) with the substitution of the value of the normalisation constant \(\mathcal{N}^2(J)\), which has been calculated for this case in (6.28)

\[ \langle n \rangle = J - \tau \left( J + \frac{J^2}{2} \right) + \mathcal{O}(\tau^2), \quad \text{and} \quad \langle n^2 \rangle = J + J^2 - \tau \left( J + 3J^2 + J^3 \right) + \mathcal{O}(\tau^2), \]  

(6.100)
such that
\[ \Delta n^2 = \langle n^2 \rangle - \langle n \rangle^2 = J - \tau (J + J^2) + \mathcal{O}(\tau^2). \]  
(6.101)

Consequently the Mandel parameter (6.93) turns out to be negative
\[ Q := \frac{\Delta n^2}{\langle n \rangle} - 1 = - \frac{J \tau}{2} + \mathcal{O}(\tau^2) < 0, \]  
(6.102)
suggesting a sub-Poissonian statistics. This implies that we have a strong localization around \( \bar{n} \), which is essential to obtain the revival structure of the classical-like sub-wave packet. Therefore we can expand the energy eigenvalue (6.25) in a Taylor series around \( \bar{n} \approx n \) as stated in (6.95), to obtain the classical period and the revival time (6.96)
\[ T_{\text{cl}} = \frac{2\pi}{\omega} - \frac{\tau}{\omega} (1 + 2J)\pi, \quad \text{and} \quad T_{\text{rev}} = \frac{4\pi}{\omega \tau}. \]  
(6.103)

Observe that there is no super-revival time here, because the energy is a quadratic function of \( n \). We now use all the above quantities to analyse the behaviour of the autocorrelation function (6.97)
\[ A(t) := \left| \langle J, \gamma, \phi | J, \gamma + t\omega, \phi \rangle \right|^2 = \left| \langle J, \gamma, \Phi | J, \gamma + t\omega, \Phi \rangle \right|^2. \]  
(6.104)

In order to find a set of meaningful values for our free parameters \( J, \tau \) and also to find an appropriate upper limit cutoff in the sum (6.98), let us first investigate the weighting function \( c_n(J) \).
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Figure 6.1: (a) Weighting function for \( \tau = 0.1 \) with \( \langle n \rangle = 1.24, 2.25, 3.04 \) for \( J = 1.5, 3, 4.5 \), respectively and (b) \( \tau = 0.01 \) with \( \langle n \rangle = 2.93, 5.76, 13.72 \) for \( J = 3, 6, 15 \), respectively.

For the chosen values we observe in figure 6.1 that the wave packets are well localized around \( \bar{n} \) resulting from (6.100), such that the prerequisite for the validity of the analysis in [261] is given. Increasing the values of \( J \) for fixed \( \tau \) we observe negative values for
$|c(J)|^2$ for large values of $n$, which clearly indicates that our perturbative expressions are no longer valid in that regime. We also note that $n \approx 50$ will be a sufficiently good value to terminate the sum in the expression for the autocorrelation function (6.98) analysed in figure 6.2. In panel (a) of figure 6.2 we clearly observe local maxima at

Figure 6.2: (a) Autocorrelation function as a function of time for $J = 1.5$, $\tau = 0.1$, $\omega = 0.5$, $\hbar = 1$, $\gamma = 0$, $T_{cl} = 10.05$ and $T_{rev} = 251.32$; (b) Autocorrelation function as a function of time for $J = 6$, $\tau = 0.01$, $\omega = 0.5$, $\hbar = 1$, $\gamma = 0$, $T_{cl} = 11.74$ and $T_{rev} = 2513.27$.

multiples of the classical period $T_{cl}$. As explained in [261] the first full reconstruction of the original wave packet is obtained at $T_{rev}/2$ which is clearly visible in panel (a). The fractional revivals are better observed for smaller values of $\tau$ as depicted in panel (b). In that scenario the classical periods are so small as compared to the revival time that they are no longer resolved. We clearly observe a number of fractional revivals, such as for instance $T_{rev}/4$ corresponding to the superposition of two classical-like sub-wave packets and others as indicated in the figure.

Notice that our expressions and our analysis presented here differ once again from the one in [249], where for instance the mandatory revival at $T_{rev}/2$ was not observed. It should be noted that in the considered case the wave packet revival time (6.105) depends explicitly on the deformation parameter $\tau$, such that a possible measurement could distinguish between a noncommutative and a standard commutative space. For instance, in the order of femtoseconds half and quarter revivals have been observed experimentally [266] for molecular wave packets described by anharmonic oscillator potentials with eigenenergies similar to (6.25). Up to this point we have only analysed the case to first order perturbation theory in $\tau$, let us now extend it to the exact case.
6.5.2 Fractional Super-Revival Structure from Non-Perturbative Noncommutative Harmonic Oscillator

As we have already seen that the revival structure is directly linked to the dependence of the energy eigenvalues $E_n$ on the quantum number $n$, i.e. the existence of the $k$-th derivative $d^k E_n/d\bar{n}^k$ with respect to some average value $\bar{n}$ at which the wave packet $\psi = \sum c_n \phi_n$ is well localized. For the case at hand with the energy eigenvalue (6.61) being $E_n = \hbar \omega [n]_q$, with $[n]_q = \frac{1-q^{2n}}{1-q^2}$ (6.56), we would expect that these derivatives exist to all orders, such that we expect infinitely many revival times (6.96) to exist.

At the smallest scale one obtains the classical period $T_{cl} = \frac{2\pi}{\hbar |E'_n|}$, thereafter at large scale the fractional revivals for the revival time $T_{rev} = \frac{4\pi}{\hbar |E''_n|}$, then the super-revival structure for super-revival time $T_{suprev} = \frac{12\pi}{\hbar |E'''_n|}$ and so on.

The peak of the wave packet is computed in this case to $\bar{n} := \langle n \rangle = Jd \ln \mathcal{N}^2(J)/dJ$. Noting that $d^k E_n/dn^k = \hbar \omega 2^k q^{2n} \ln^k q/(q^2 - 1)$ we obtain the times

$$T_{cl} = \frac{\pi}{\omega} \left| \frac{q^2 - 1}{q^{2n} \ln q} \right|, \quad T_{rev} = \frac{\pi}{\omega} \left| \frac{q^2 - 1}{q^{2n} \ln^2 q} \right|, \quad \text{and} \quad T_{suprev} = \frac{3\pi}{2\omega} \left| \frac{q^2 - 1}{q^{2n} \ln^3 q} \right|. \quad (6.105)$$

![Figure 6.3: Autocorrelation function as a function of time at different scales for $\hbar = 1, \omega = 1, q = e^{-0.002}, J = 6, \bar{n} = 6.1875$ and classical period at $T_{cl} = 6.65$.](image)

In figure 6.3 and 6.4, we present the autocorrelation function as a function of time at different scales. In Figure 6.3, the revival after the classical period is clearly visible. The parameters have been chosen in a way that $T_{rev}/T_{cl} \approx 200$, such that at the revival time scale the revivals due to the classical periods have died out and only the revival due to $T_{rev}$ are exhibited as clearly visible in the computation presented in panel (a) of figure 6.4. With $T_{suprev}/T_{rev} \approx 300$ this type of behaviour is repeated at the super-revival time scale as seen in panel (b) of figure 6.4. Due to the aforementioned dependence of the energy eigenvalues on $n$, we conjecture here that this behaviour
Figure 6.4: Autocorrelation function as a function of time at different scales for $\hbar = 1$, $\omega = 1$, $q = e^{-0.005}$, $J = 6$ and $\bar{n} = 6.1875$. (b) fractional revival times for $T_{\text{rev}} = 1330.19$ and (c) fractional super-revival times for $T_{\text{suprev}} = 3999056$.

is repeated order by order. However, the verification of this feature posses a more challenging numerical problem which we do not address here.

6.6 Discussions

Our central results is the construction of explicit expressions for the GK-coherent states for non-Hermitian systems on a noncommutative space leading to a generalized version of Heisenberg’s uncertainty relation. We built up coherent states for harmonic oscillator models for two different cases, initially for the perturbative one and finally for the exact case. We showed that these states are squeezed, in the former case, for all values of $J$ and $\gamma$, whereas in the later case, for a specific value of $\gamma$, as they saturate the minimal uncertainty. In both cases, we established the fact that two of the nontrivial GK-axioms are satisfied. First of all the states are shown to be temporarily stable, i.e. they remain coherent under time evolution, and secondly the states satisfy the action identity (6.15) allowing for a close relation to a classical description in terms of action angle variables. We also demonstrated that when using appropriate metric, Ehrenfest’s theorem is satisfied for the observables $X$ and $P$.

The desired resemblance of the coherent states with a classical description was further underpinned by an analysis of the revival structure exhibiting the typical quasi-classical evolution of the original wave packet. The revival structure being linked to the dependence of the energy eigenvalues $E_n$ on the quantum number $n$, the perturbative case produces only a revival structure, because the energy eigenvalues were computed up to the the first order (6.25) in perturbation theory in this case. Instead, for the exact case they are not limited to a single revival structure only, but there exist infinitely
many revival times. As an example, the existence of super-revival time were shown explicitly at a much larger time scale in figure 6.4. Although it is a computational challenge to explore higher order revival structures, in principle they exist.

There are various open problems left for future investigations, such as the study of different types of models on the type of noncommutative spaces investigated here. Especially an extension to higher dimensional models would be very interesting. A systematic comparison with different types of coherent states would be insightful, especially with rare construction related to non-Hermitian Hamiltonians [267]. More computational power should also allow us to confirm our conjecture about the existence of revival time structure at much larger time scales for the case of nonperturbative harmonic oscillator, such as super-super-revival time structure.
Chapter 7

Quality Assessment of Coherent States

In the last chapter, we have illustrated the notions of coherent states in detail and we are convinced enough that the Klauder coherent states produce qualitatively very good coherent states even for the noncommutative structure of the space-time. The analysis of the fractional revival structure revealed the underlying truth, which is more relevant than the analysis of mathematical properties for the understanding of the physical behaviour of the systems. However, from the experimental point of view, these are probably not enough and require further investigations. In this chapter, we present a simple but efficient procedure based on the trajectory interpretation and endeavour the qualitative comparison between the dynamics of the coherent states with that of the classical particle, which is clearly more convincing than that of the previous method explored in the last chapter.

The usual interpretation of the quantum theory is self consistent, but it involves an assumption that cannot be tested experimentally, i.e. the most complete possible specification of an individual system is in terms of a wave function that determines only probable results of actual measurement processes. This assumption has been the object of severe criticism, notably on the part of Einstein, who has always believed that, even at the quantum level, there must exist precisely definable elements or dynamical variables determining (as in Classical Physics) the actual behaviour of each individual system and not merely its probable behaviour.

Many physicists have felt that objections such as those raised by Einstein are not relevant, firstly, because the present form of the quantum theory with its usual probability interpretation is in excellent agreement with an extremely wide range of experiments, and, secondly, because no consistent alternative interpretations have been suggested.

However, in 1952 David Bohm [268, 269] intended to provide a radically new approach to quantum theory in terms of ”hidden” variables. In contrast to the usual
interpretation, this alternative interpretation permits us to conceive of each individual system as being in a precisely definable state, whose changes with time are determined by definite laws, analogous to (but not identical with) the classical equation of motion.

7.1 Bohmian Mechanics

Bohmian mechanics was originally proposed sixty years ago [268] to address some of the difficulties present in the standard formulation of quantum mechanics based on the Copenhagen interpretation and its aim was to provide an alternative ontological view. Its central purpose is to avoid the need for the collapse of the wavefunction and instead provide a trajectory-based scheme allowing for a causal interpretation. While this metaphysical discussion is still ongoing and is in parts very controversial [270, 271, 272], it needs to be stressed that Bohmian mechanics leads to the same predictions of measurable quantities as the orthodox framework. Here we will leave the interpretational issues aside and build on the fact that the Bohmian formulation of quantum mechanics has undoubtedly proven to be a successful technical tool for the study of some concrete physical scenarios. For instance, it has been applied successfully to study photodissociation problems [273], scattering problems [274], tunneling processes [275], atom diffraction by surfaces [276, 277, 278] and high harmonic generation [279]. Whereas these applications are mainly based on an analysis of real valued quantum trajectories, more recently there has also been the suggestion for a formulation of Bohmian mechanics based on complex trajectories [280, 281, 282, 283]. We will discuss here both versions, but it is this latter formulation on which we will place our main focus and which will be the main subject of our investigations.

The starting point for the construction of the Bohmian quantum trajectories is usually a solution of the time-dependent Schrödinger equation involving a potential \( V(x) \)

\[
i\hbar \frac{\partial \psi(x,t)}{\partial t} = -\frac{\hbar^2}{2m} \frac{\partial^2 \psi(x,t)}{\partial x^2} + V(x)\psi(x,t). \tag{7.1}\]

The two variants leading either to real or complex trajectories are distinguished by different parametrizations of the wavefunctions.

7.1.1 Real Bohmian Mechanics

The standard formulation of real Bohmian mechanics starts by writing the wave function in terms of the real amplitude \( R \) and the real action function \( S \) as

\[
\psi(x,t) = R(x,t)e^{iS(x,t)/\hbar}, \quad \text{with} \quad R(x,t), S(x,t) \in \mathbb{R}. \tag{7.2}\]
and substituting this wave function (7.2) into the time dependent Schrödinger equation (7.1), yielding a system of two coupled partial differential equations, which after separation of real and imaginary parts read as

\[ S_t + \frac{(S_x)^2}{2m} + V(x) - \frac{\hbar^2}{2m} \frac{R_{xx}}{R} = 0, \quad \text{and} \quad mR_t + R_xS_x + \frac{1}{2} RS_{xx} = 0, \quad (7.3) \]

usually referred to as the quantum Hamilton-Jacobi equation (QHJE) and continuity equation respectively. When considering these equations from a classical point of view, the second term in the first equation of (7.3) is interpreted as the kinetic energy, such that the real velocity \( v(x, t) \) results to

\[ mv(x, t) = S_x = \frac{\hbar}{2i} \left[ \frac{\psi^* \psi_x - \psi \psi^*_x}{\psi^* \psi} \right]. \quad (7.4) \]

The QHJE (7.3) differs from the classical Hamilton-Jacobi equation by the addition of the term \(-\frac{\hbar^2}{2m} \frac{R_{xx}}{R}\), known as ”quantum potential”, which can be expressed as

\[ Q(x, t) = -\frac{\hbar^2}{2m} \frac{R_{xx}}{R} = \frac{\hbar^2}{4m} \left[ \frac{(\psi^* \psi)^2}{2 (\psi^* \psi)^2} - \frac{(\psi^* \psi)_{xx}}{\psi^* \psi} \right]. \quad (7.5) \]

Therefore, instead of using the Hamilton-Jacobi formalism (where one must use the Jacobi’s theorem to obtain trajectories), one might compute the quantum trajectories by solving the velocity equation (7.4). The corresponding time-dependent effective potential is therefore \( V_{\text{eff}}(x, t) = V(x) + Q(x, t) \). Then one has two options to compute quantum trajectories. One can either solve directly the equation (7.4) for \( x(t) \) or employ the effective potential \( V_{\text{eff}} \) solving \( m \ddot{x} = -\partial V_{\text{eff}} / \partial x \) instead. Due to the different order of the differential equations to be solved, we have then either one or two free parameter available. Thus for the two possibilities to coincide the initial momentum is usually not free of choice, but the initial position \( x(t = 0) = x_0 \) is the only further input. The connection to the standard quantum mechanical description is then achieved by computing expectation values from an ensemble of \( n \) trajectories, e.g. \( \langle x(t) \rangle_n = 1/n \sum_{i=1}^{n} x_i(t) \).

### 7.1.2 Complex Bohmian Mechanics

In contrast, the complex version of the Bohmian mechanics is obtained by expressing the wave function in terms of the complex action function \( \tilde{S} \) as

\[ \psi(x, t) = e^{i \tilde{S}(x, t)/\hbar}, \quad \text{with} \quad \tilde{S}(x, t) \in \mathbb{C}, \quad (7.6) \]
and substituting into the time-dependent Schrödinger equation, yielding the single complex valued QHJE as

\[ \tilde{S}_t + \frac{(\tilde{S}_x)_2}{2m} + V(x) - \frac{i\hbar}{2m} \tilde{S}_{xx} = 0. \]  

(7.7)

Interpreting this equation in a similar way as in the previous subsection, but now as a complex quantum Hamilton-Jacobi equation, the second term in (7.7) yields a complex velocity and the last term becomes a complex quantum potential

\[ m \tilde{v}(x,t) = \hbar \frac{\psi_x}{i \psi}, \quad \tilde{Q}(x,t) = -\frac{i\hbar}{2m} \tilde{S}_{xx} = -\frac{\psi_{xx}}{\psi} - \frac{\psi_x^2}{\psi^2}. \]  

(7.8)

The corresponding time-dependent effective potential is now \( \tilde{V}_{\text{eff}}(x,t) = V(x) + \tilde{Q}(x,t) \).

Once again one has two options to compute quantum trajectories, either solving the first equation in (7.8) for \( x(t) \), which is, however, now a complex variable. Alternatively, we may also view the effective Hamiltonian \( H_{\text{eff}} = p^2/2m + \tilde{V}_{\text{eff}}(x,t) = H_r + iH_i \) in its own right and simply compute the canonical equations of motion directly from

\[ \dot{x}_r = \frac{1}{2} \left( \frac{\partial H_r}{\partial p_r} + \frac{\partial H_i}{\partial p_i} \right), \quad \dot{x}_i = \frac{1}{2} \left( \frac{\partial H_i}{\partial p_r} - \frac{\partial H_r}{\partial p_i} \right), \]  

(7.9)

\[ \dot{p}_r = -\frac{1}{2} \left( \frac{\partial H_r}{\partial x_r} + \frac{\partial H_i}{\partial x_i} \right), \quad \dot{p}_i = \frac{1}{2} \left( \frac{\partial H_r}{\partial x_i} - \frac{\partial H_i}{\partial x_r} \right), \]  

(7.10)

where we use the notations \( x = x_r + ix_i \) and \( p = p_r + ip_i \) with \( x_r, x_i, p_r, p_i \in \mathbb{R} \). For the complex case the relation to the conventional quantum mechanical picture is less well established although some versions have been suggested to extract real expectation values, e.g. based on taking time-averaged mean values [284], seeking for isochrones [282, 283] or using imaginary part of the velocity field of particles on the real axis [285].

At this point we should clearly mention the pathway of what we are going to explore in this chapter. We will compute the dynamics of the coherent states using the Bohmian mechanics as illustrated above and the dynamics of the classical particle using the standard process independently and compare them together to look at the qualitative difference that they possess. Once again we use the Klauder coherent states (6.10) as a generalised coherent states, as clarified in the last chapter. We evaluate the expressions for the velocity, the quantum potential and the resulting trajectories for different solvable potentials commencing with different choices of solutions \( \psi \).

### 7.2 The Harmonic Oscillator

The harmonic oscillator

\[ H_{\text{ho}} = \frac{p^2}{2m} + \frac{1}{2} m \omega^2 x^2, \]  

(7.11)
constitutes a very instructive example on which many of the basic features can be understood. We will therefore take it as a starting point. Many results may already be found in the literature, but for completeness we also report them here together with some new findings.

7.2.1 Real Case

As reported for instance by Holland [270], using the formulas (7.4) and (7.5) it is easy to see that for any stationary state \( \psi_n(x, t) = \phi_n(x)e^{-iE_n t/\hbar} \), with \( \phi_n(x) \) being a solution of the stationary Schrödinger, the velocity (7.4) results to \( v(t) = 0 \). This is compatible with the values obtained from the use of the quantum potential \( Q(x) = E_n - V(x) \), because this corresponds to a classical motion in a constant effective potential \( V_{\text{eff}}(x, t) = E_n \).

This is of course qualitatively very far removed from our original potential (7.11), such that classical trajectories obtained from \( \mathcal{H}_{\text{ho}} \) and its effective version are fundamentally of qualitatively different nature.

Instead we would expect, that when starting from coherent states we end up with a behaviour much closer to the classical behaviour resulting from the original Hamiltonian. By direct computation shown in [270], using the standard Gaussian wavepackets of the form

\[
\psi_c(x, t) = \left( \frac{m\omega}{\pi \hbar} \right)^{1/4} e^{-\frac{m\omega}{2\hbar}(x-a\cos\omega t)^2 - \frac{1}{2}[\omega t + \frac{m\omega}{\hbar}(2xa\sin\omega t - \frac{1}{2}a^2\sin 2\omega t)]},
\]

(7.12)
to compute the above quantities with \( a \) being the centre of the wavepacket at \( t = 0 \), one obtains from equations (7.4) and (7.5) for the velocity and the quantum potential as

\[
v(x, t) = -a\omega \sin \omega t, \quad \text{and} \quad Q(x, t) = \frac{\hbar \omega}{2} - \frac{1}{2}m\omega^2(x - a\cos \omega t)^2. \quad (7.13)
\]

Solving now the first equation in (7.13) with \( dx/dt = v(x, t) \) for \( x(t) = a(\cos \omega t - 1) + x_0 \) with initial condition \( x(0) = x_0 \), we may construct the corresponding potential from \( m\ddot{x} = -\partial V/\partial x \). The result is compatible with the effective potential obtained from \( Q(x, t) + V(x) \) when replacing the explicit time dependent terms with expressions in \( x(t) \). Alternatively, from the effective potential

\[
V_{\text{eff}}[x(t)] = \frac{1}{2}m\omega^2(x(t) - x_0 - a)^2 + \frac{\hbar \omega}{2}, \quad (7.14)
\]

Newton’s equation will give the above solution for \( x(t) \). Thus for the states \( \psi_c(x, t) \) the Bohmian trajectories for the harmonic oscillator potential \( \mathcal{H}_{\text{ho}} \) are indeed the same as those resulting from the motion in a classical harmonic oscillator potential.
What has not been analysed so far is the use of the more general Klauder coherent states (6.10) as input into the evaluation of the Bohmian trajectories and corresponding quantum potential $Q(x, t)$. Since we have $e_n = n$ for the case at hand, the probability distribution and normalization constant (6.11) are computed to $\rho_n = n!$ and $N(J) = e^{J/2}$, respectively. The solution for the stationary Schrödinger equation is well known to be the normalized wavefunction

$$\phi_n(x) = \left(\frac{m\omega}{\pi\hbar}\right)^{1/4} \exp\left(-\frac{mx^2\omega}{2\hbar}\right) H_n\left(x/\sqrt{\frac{\hbar}{m\omega}}\right) / \sqrt{2^n n!},$$

(7.15)

with $H_n(x)$ denoting Hermite polynomials. The Mandel parameter $Q$ in (6.93) always equals zero independently of $J$, such that we are always dealing with a Poissonian distribution and the localisation of wave packet is ensured.

Due to the fact that $\psi_J(x, t)$ involves an infinite sum, it is complicated to compute analytic expressions for the quantities in (7.13). However, since we expect a close resemblance to the expressions obtained from standard coherent states $\psi_c(x, t)$, we suggest here that the corresponding Bohmian trajectories and quantum potential are given by

$$x(t) = x_{\text{max}}^J (\cos \omega t - 1) + x_0 \quad \text{and} \quad Q(x, t) = \frac{\hbar \omega}{2} - \frac{1}{2} m\omega^2 (x - x_{\text{max}}^J \cos \omega t)^2,$$

(7.16)

respectively. Our conjecture is guided by the analogy to the previous case, $x_{\text{max}}^J$ is taken here to be the value where the wavepacket has its maximum, i.e., $x_{\text{max}}^J = \max |\psi_J(x, 0)|$. In this case we compute the quantities of interest numerically. We take $\omega = 1$, $\hbar = 1$ and $m = 1$ in all numerical computations throughout the work. We observe stability for $\psi_J(x, t)$ computed from (6.10) up to six digits, when terminating the sum at $n = 150$. Our results for the trajectories and quantum potential are depicted in figure 7.1(a) and 7.1(b), respectively.

We observe perfect agreement between the numerical computation of $x(t)$ from solving the equation (7.4) using the expression (6.10) for the Klauder coherent states for various values of $J$ and the conjectured analytical expression (7.16) for $x(t)$ in which we only compute the value for $x_{\text{max}}^J$ numerically. We find a similar agreement for the computation of the quantum potential $Q(x, t)$, either numerically using the expression (6.10) in the second equation in (7.5) or from the conjectured analytical expression in (7.16). We also find agreement between the two computations solving either directly the equation (7.4) for $x(t)$ or employing the effective potential $V_{\text{eff}}$ to solve $m\ddot{x} = -\partial V_{\text{eff}}/\partial x$ instead. What remains is the interesting challenge to compute the infinite sums together with the subsequent expressions explicitly in an analytical manner.
Figure 7.1: (a) Real Bohmian quantum trajectories as functions of time from Klauder coherent states (dotted) versus classical trajectories corresponding to (7.16) (solid lines). (b) Quantum potential from Klauder coherent states (dotted) versus conjectured formula (7.16) (solid lines). We have taken \( x_0 = 2 \) and computed the maxima to \( x_{\text{max}}^{0.5} = 1, x_{\text{max}}^{1.4142}, x_{\text{max}}^{2} = 2, x_{\text{max}}^{3} = 2.4495 \).

7.2.2 Complex Case

As in the previous subsection we start again with stationary states \( \psi_n(x, t) = \phi_n(x) e^{-iE_n t/\hbar} \) as basic input into our computation as outlined in subsection 7.1.2. A fundamental difference to the real case is that now we do not obtain a universal answer for all models. From (7.8) we compute

\[
\begin{align*}
\tilde{v}_0(x, t) &= i\omega x, \\
\tilde{Q}_0(x, t) &= \frac{\hbar \omega}{2}, \\
\tilde{v}_1(x, t) &= i\omega x - \frac{i\hbar}{m x}, \\
\tilde{Q}_1(x, t) &= \frac{\hbar \omega}{2} + \frac{\hbar^2}{2 m x^2}.
\end{align*}
\tag{7.17, 7.18}
\]

As discussed in [286], for \( n = 1, 2 \) the explicit analytical solutions may be found in these cases. By direct integration of the first equations in (7.17), (7.18) or from \( m \ddot{x} = -\partial V_{\text{eff}}/\partial x \) we compute

\[
x_0(t) = x_0 e^{i\omega t}, \quad \text{and} \quad x_1(t) = \pm \sqrt{\frac{\hbar}{m \omega} + e^{2i\omega t} \left( x_0^2 - \frac{\hbar}{m \omega} \right)}. \tag{7.19}
\]

For larger values of \( n \) we obtain more complicated equations for the velocities and quantum potentials, which may be solved numerically for \( x(t) \), see also [286, 287]. For
instance, we obtain from (7.8)
\[
\tilde{\nu}_5(x, t) = i\omega - \frac{5i\hbar}{mx} + \frac{60i\hbar^3 - 40i\hbar^2mx\omega}{15\hbar^2mx - 20\hbar m^2x^3\omega + 4m^3x^5\omega^2},
\]
\[
\tilde{Q}_5(x, t) = \frac{\hbar(225\hbar^5 + 225\hbar^4mx^2\omega + 200\hbar^3m^3x^6\omega^3 - 80\hbar m^4x^8\omega^4 + 16m^5x^{10}\omega^5)}{2m(15\hbar^2x - 20\hbar mx^3\omega + 4m^2x^5\omega^2)^2}.
\]

The solutions for \(x_1(t)\) and \(x_5(t)\) are depicted in figure 7.2.

![Figure 7.2: Complex Bohmian quantum trajectories as functions of time for different initial values \(x_0\) resulting from stationary states \(\psi_1(x, t)\) and \(\psi_5(x, t)\) in panel (a) and (b), respectively.](image)

In both cases we observe that the fixed points, at \(\pm 1\) for \(\tilde{\nu}_1(x, t)\) and at \(\pm 0.476251, \pm 1.47524, \pm 2.75624\) for \(\tilde{\nu}_5(x, t)\), are centres surrounded by closed limit cycles. For large enough initial values we also observe bounded motion surrounding all fixed points.

Next we use once more the Gaussian wavepackets (7.12) as input to evaluate the velocity and the quantum potential from (7.8)

\[
\tilde{v}(x, t) = -\omega(x + a\sin\omega t) + i\omega(x - a\cos\omega t), \quad \text{and} \quad \tilde{Q}(x, t) = \frac{\hbar \omega}{2}, \quad (7.20)
\]

The value for the constant quantum potential was also found in [283]. Solving now the equation of motion with \(\tilde{v}(t)\) for \(x_r\) and \(x_i\) we obtain a complex trajectory

\[
x(t) = \left(\frac{a}{2} + c_1\right) \cos \omega t - c_2 \sin \omega t + i \left[c_2 \cos \omega t + \left(c_1 - \frac{a}{2}\right) \sin \omega t\right], \quad (7.21)
\]

with integration constants \(c_1\) and \(c_2\). We compare this with the classical result computed from the complex effective Hamiltonian

\[
\mathcal{H}_{\text{eff}} = \frac{1}{2m}(p_r^2 - p_i^2) + \frac{m\omega^2}{2}(x_r^2 - x_i^2) + i \left(\frac{1}{m}p_r p_i + m\omega^2 x_r x_i\right) + \frac{\hbar \omega}{2}. \quad (7.22)
\]

We may think of this Hamiltonian as being \(\mathcal{P}\mathcal{T}\)-symmetric, where the symmetry is
induced by the complexification and realized as $\mathcal{PT}$: $x_r \to -x_r$, $x_i \to x_i$, $p_r \to p_r$, $p_i \to -p_i$, $i \to -i$. The equations of motion are then computed according to (7.9) and (7.10) to

$$\dot{x}_r = \frac{p_r}{m}, \quad \dot{x}_i = \frac{p_i}{m}, \quad \dot{p}_r = -m\omega^2 x_r, \quad \text{and} \quad \dot{p}_i = -m\omega^2 x_i. \quad (7.23)$$

As these equations decouple, they are easily solved. We find

$$x(t) = x_r(0) \cos \omega t + \frac{p_r(0)}{m\omega} \sin \omega t + i \left[ x_i(0) \cos \omega t + \frac{p_i(0)}{m\omega} \sin \omega t \right]. \quad (7.24)$$

Figure 7.3: Complex Bohmian trajectories resulting from Klauder coherent states (dotted) compared to the purely classical computation (7.24) (lined) for different values of $J$, with initial value (a) $x_0 = 3 + i$ and (b) $x_0 = 3 - i$ with maximal values $x_0^{0.5} = 1$, $x_0^{1} = 1.4142$, $x_0^{2} = 2$, $x_0^{3} = 2.4495$.

In order to compare this now with the outcome from taking general Klauder coherent states (6.10) in the evaluation of $\dot{v}(t)$ and $\dot{Q}(x, t)$ and the corresponding trajectories we require the four initial values. In contrast, solving the first order differential equation for the velocity (7.8) we only require the two initial values for the complex position. To compute the initial values for the momentum we can take again the results for the Gaussian wavepackets as a guide and compare (7.21) and (7.24). The compatibility between the two then requires

$$x_r(0) = \frac{p_i(0)}{m\omega} + x_{i\max}^{f}, \quad \text{and} \quad x_i(0) = -\frac{p_r(0)}{m\omega}, \quad (7.25)$$

where we have replaced $a$ by $x_{i\max}^{f}$. We can now either simply solve this for the initial values for the momentum (7.25) or alternatively use directly the same initial values obtained from the solution of (7.8). Comparing the direct parametric plot of (7.24) for the stated initial conditions with the numerical computation of the complex Bohmian trajectories resulting from Klauder coherent states, we find perfect agreement as depicted in figure 7.3.
Thus under these constraints for the initial conditions the trajectories resulting from a classical analysis of the effective Hamiltonian (7.22) and the integration of the complex Bohmian trajectories resulting from Klauder coherent states are identical. Notice that the quantum nature of $\mathcal{H}_{\text{eff}}$ is only visible in form of the overall constant $\hbar \omega / 2$, which does, however, not play any role in the computation of the equations of motion.

### 7.3 The Pöschl-Teller Potential

Next we discuss the Bohmian trajectories associated with the Pöschl-Teller Hamiltonian [234] of the form

$$\mathcal{H}_{\text{PT}} = \frac{p^2}{2m} + V_0 \left[ \frac{\lambda(\lambda - 1)}{\cos^2(x/2a)} + \frac{\kappa(\kappa - 1)}{\sin^2(x/2a)} \right] - \frac{V_0}{2}(\lambda + \kappa)^2 \text{ for } 0 \leq x \leq a\pi, \quad (7.26)$$

with $V_0 = \hbar^2/(4ma^2)$. This model has been widely discussed in the mathematical physics literature, e.g. [248, 288], since it has the virtue of being exactly solvable, classically as well as quantum mechanically. For a given energy $E$ a classical solution is known to be

$$x(t) = a \arccos \left[ \frac{\alpha - \beta}{2} + \sqrt{\gamma} \cos \left( \sqrt{\frac{2E}{m} a} t \right) \right], \quad (7.27)$$

with $\alpha = \lambda(\lambda - 1)V_0/E$, $\beta = \kappa(\kappa - 1)V_0/E$ and $\gamma = \alpha^2/4 + \beta^2/4 - \alpha\beta/2 - \alpha - \beta + 1$.

The time dependent Schrödinger equation is solved by discrete eigenfunctions

$$\psi_n(x, t) = \frac{1}{\sqrt{N_n}} \cos^\lambda \left( \frac{x}{2a} \right) \sin^\kappa \left( \frac{x}{2a} \right) _2F_1 \left[ \begin{array}{c} -n, n + \kappa + \lambda; k + \frac{1}{2}; \sin^2 \left( \frac{x}{2a} \right) \end{array} \right] e^{-iE_n t/\hbar} \quad (7.28)$$

with $_2F_1$ denoting the Gauss hypergeometric function. The corresponding energy eigenvalues and the normalization factor are given by

$$E_n = \frac{\hbar^2}{2ma^2} n(n + \kappa + \lambda), \quad (7.29)$$

$$N_n = a^{2n} n! \frac{\Gamma(k + 1/2) \Gamma(n + \lambda + 1/2)}{\Gamma(2n + 1 + \lambda + \kappa)} \prod_{l=1}^{n} \frac{n - l + \kappa + \lambda}{2l - 1 + 2\kappa},$$

respectively. We will use these solutions in what follows.

#### 7.3.1 Real Case

As in the previous case we start with the construction of the trajectories from stationary states (7.28). Once again for the real case the computation is unspectacular in this case since the velocity computed from (7.4) is $v(t) = 0$ and the corresponding quantum
potential results again simply to $Q(x) = E_n - V_{PT}(x)$, such that classical trajectories correspond to a motion in a constant effective potential $V_{\text{eff}}(x, t) = E_n$.

More interesting, and qualitatively very close to the classical behaviour, are the trajectories resulting from the Klauder coherent states given by the general expression (6.10). In this case the probability distribution (6.11) is computed with $e_n = n(n + \kappa + \lambda)$ to $\rho_n = n!(n + \kappa + \lambda)_n$, where $(x)_n := \Gamma(x + n)/\Gamma(x)$ denotes the Pochhammer symbol. With these expressions the normalization constant reduces to a confluent hypergeometric function $N^2(J) = {}_0F_1(1 + \kappa + \lambda; J)$, from which we compute the Mandel parameter (6.93) to be

$$Q(J, \kappa + \lambda) = \frac{J}{2 + \kappa + \lambda} {}_0F_1(3 + \kappa + \lambda; J) - \frac{J}{1 + \kappa + \lambda} {}_0F_1(1 + \kappa + \lambda; J).$$

Using the relation between the confluent hypergeometric function and the modified Bessel function this is easily converted into the expression found in [248]. We agree with the finding therein that $Q$ is always negative, but disagree with the statement that $Q$ tends to zero for large $J$ for fixed $\kappa, \lambda$. Instead we argue that for fixed coupling constants the Mandel parameter $Q$ is a monotonically decreasing function of $J$ with $Q(0, \kappa + \lambda) = 0$. Assuming that the coherent states closely resemble a classical behaviour, we conjecture here in analogy to the classical solution (7.27) that the quantum trajectories acquire the general form

$$x(t) = a \arccos \left[ \frac{X_+ + X_-}{2} \cos \left( \frac{2\pi t}{T} \right) \right],$$

with $X_\pm = \cos(x_0/a) \pm \cos(x_m/a)$, $T$ denoting the period and $x_m = x(T/2) = \max[x(t)]$. Our conjecture is based on an extrapolation of the analysis of the relations between $\alpha$ and $\beta$ and functions of $x(0)$ and $x(T/2)$. The effective potential computed from (7.31) is then of Pöschl-Teller type

$$V_{\text{eff}} = \frac{2ma^2\pi^2}{T^2} \left[ \frac{\cos^2(x_0/2a) \cos^2(x_m/2a)}{\cos^2(x/2a)} + \frac{\sin^2(x_0/2a) \sin^2(x_m/2a)}{\sin^2(x/2a)} \right].$$

As in the previous case we will compute the quantum trajectories numerically. We take $a = 2$ in all numerical computations in this section. Our results from solving (7.4) are depicted in figure 7.4.
Most importantly we observe that the behaviour of the trajectories is entirely controlled by the values of the Mandel parameter $Q$. Panel (a) and (b) of figure 7.4 show trajectories for different values of $J$ with pairwise identical values of the Mandel parameter, that is $Q(2, 190) = Q(0.0022906, 5) = -0.000054529$, $Q(0.5, 190) = Q(0.00057265, 5) = -0.000114531$ and $Q(0.1, 190) = Q(0.000114531, 5) = -2.72691 	imes 10^{-6}$. We notice that the overall qualitative behaviour is simply rescaled in time. We further observe a small deviation from the periodicity growing with increasing time. As a consequence the matching between the quantum trajectories obtained from solving (7.4) and our conjectured analytical expression (7.31) is good for small values of time,
but worsens as time increases. The agreement improves the closer the Mandel parameter approaches the Poissonian distribution function, i.e. $Q = 0$. Once the Mandel parameter becomes very negative the correlation between the classical motion and the Bohmian trajectories is entirely lost as shown in panel (c) of figure 7.4 for $Q(2,5) = -0.0425545$, $Q(10,5) = -0.149523$ and $Q(20,5) = -0.218944$. We also notice from panel (c) that the qualitative similarity observed for equal values of the Mandel parameter seen in panels (a) and (b) is lost once the states do not resemble a classical behaviour. This is seen by comparing the yellow dotted line and the solid blue line corresponding to the same values $Q(2,5) = Q(20.2846,19) = -0.0425545$. Panel (d) shows the sensitivity with regard to the initial values $x_0$. Whereas for the trajectories resembling the classical motion (7.31) this change does not affect the overall qualitative behaviour, it produces a more significant variation in the non-classical regime.

The observation for this behaviour is that in the quasi-Poissonian regime the coherent states evolve as soliton like structures keeping their shape carrying out a periodic motion in time. In contrast, in the sub-Poissonian regime the motion is no longer periodic and the initial Gaussian shape of the wave is dramatically changed under the evolution of time. These features are demonstrated in figure 7.5.

In figure 7.6 we plot the uncertainty relations for comparison. In panel (a) of figure 7.6, we observe that in the quasi-Poissonian regime the saturation level is almost reached with $\Delta x \Delta p$ being very close to $1/2$, oscillating around 0.5106 with a deviation of $\pm 0.006$ and in the subpanel oscillating around 0.500065 with a deviation of $\pm 0.00008$. This is of course compatible with the very narrow soliton like structure observed in figure 7.5 leading to a classical type of behaviour. However, in the sub-Poissonian regime the uncertainty becomes larger, as seen in panel (b), corresponding
Figure 7.6: Product of the position and momentum uncertainty as functions of time for different values of the Mandel parameter $Q$. (a) The coupling constants are $\kappa = 2, \lambda = 3$, with $J = 0.0022906$ (red dotted), $J = 0.00057265$ (black dashed), $J = 0.000114531$ (blue solid) and $J = 0.1$ for the subpanel with $\kappa = 90, \lambda = 100$. (b) The coupling constants are $\kappa = 2, \lambda = 3$ with $J = 2$ (red dotted), $J = 10$ (black dashed) and $J = 50$ (blue solid).

to a spread out wave behaving very non-classical.

### 7.3.2 Complex Case

Let us now consider the complex Bohmian trajectories starting once again with the construction from stationary states $\psi_n(x,t) = \phi_n(x) e^{-iE_n t/\hbar}$. For the lowest states we may compute analytical expressions from (7.8) for the velocities

$$\tilde{v}_0(x,t) = \frac{\hbar \left[ (\kappa + \lambda) \cos \left( \frac{x}{a} \right) + \kappa - \lambda \right]}{i2am \sin \left( \frac{x}{a} \right)},$$  \hspace{1cm} (7.33)

$$\tilde{v}_1(x,t) = \frac{\hbar \left[ 2(\kappa^2 + \kappa) \cot \left( \frac{x}{2a} \right) + (2\lambda^2 + \lambda) \tan \left( \frac{x}{2a} \right) - (\kappa + \lambda + 1)(\kappa + \lambda + 2) \sin \left( \frac{x}{a} \right) \right]}{i2am \left[ (\kappa + \lambda + 1) \cos \left( \frac{x}{a} \right) + \kappa - \lambda \right]^2},$$

and the quantum potentials

$$\tilde{Q}_0(x,t) = V_0 \left[ \frac{(\kappa - \lambda) \cos \left( \frac{x}{a} \right) + \kappa + \lambda}{\sin^2 \left( \frac{x}{a} \right)} \right],$$  \hspace{1cm} (7.34)

$$\tilde{Q}_1(x,t) = \frac{V_0}{2} \left[ \frac{4(\kappa + \lambda + 1) \left( (\kappa - \lambda) \cos \left( \frac{x}{a} \right) + \kappa + \lambda + 1 \right)}{[(\kappa + \lambda + 1) \cos \left( \frac{x}{a} \right) + \kappa - \lambda]^2} + \frac{\kappa}{\sin^2 \left( \frac{x}{2a} \right)} + \frac{\lambda}{\cos^2 \left( \frac{x}{2a} \right)} \right].$$

We note that the quantum potential $\tilde{Q}_1(x,t)$ resembles a Pöschl-Teller potential apart from its first term. For $n = 0$ we solve (7.8) analytically for the trajectories

$$x_0(t) = \pm a \arccos \left\{ \left[ (\kappa + \lambda) \cos \left( \frac{x_0}{a} \right) + \kappa - \lambda \right] e^{i\hbar t (\kappa + \lambda) / 2} \right\} / (\kappa + \lambda).$$ \hspace{1cm} (7.35)
For excited states one may easily solve these equations numerically as depicted in figure 7.7.

We observe the usual appearance of the only possible types of fixed points in a Hamiltonian system, that is centres and saddle points. For the ground state we observe a close resemblance of the qualitative behaviour with the solution of the first excited state obtained for the harmonic oscillator as shown in figure 7.2.

Unlike the trajectories resulting from coherent states those obtained from stationary states are not expected to have a similar behaviour to the purely classical ones obtained from solving directly the equations of motion (7.9) and (7.10). Complexifying the variables as specified after (7.9) and (7.10), we may split the Hamiltonian into its real and imaginary part \( H_{\text{PT}} = H_r + iH_i \) with

\[
H_r = \frac{p_r^2 - p_i^2}{2m} - \frac{V_0}{2}(\lambda + \kappa)^2 + V_0 \left[ \frac{(\lambda^2 - \lambda) \left[ \cosh \left( \frac{\xi}{a} \right) \cos \left( \frac{\xi}{a} \right) + 1 \right]}{\cosh \left( \frac{\xi}{a} \right) + \cos \left( \frac{\xi}{a} \right)} \right]^2 - \left( \kappa^2 - \kappa \right) \frac{\left[ \cosh \left( \frac{\xi}{a} \right) \cos \left( \frac{\xi}{a} \right) - 1 \right]}{\cosh \left( \frac{\xi}{a} \right) - \cos \left( \frac{\xi}{a} \right)}^2 ,
\]

\[
H_i = \frac{p_i p_r}{m} + V_0 \left[ \frac{(\lambda^2 - \lambda) \sinh \left( \frac{\xi}{a} \right) \sin \left( \frac{\xi}{a} \right)}{\cosh \left( \frac{\xi}{a} \right) + \cos \left( \frac{\xi}{a} \right)} \right]^2 - \left( \kappa^2 - \kappa \right) \frac{\sinh \left( \frac{\xi}{a} \right) \sin \left( \frac{\xi}{a} \right)}{\cos \left( \frac{\xi}{a} \right) - \cosh \left( \frac{\xi}{a} \right)} . \quad (7.36)
\]

This Hamiltonian also respects the aforementioned \( \mathcal{PT} \)-symmetry \( \mathcal{PT} \): \( x_r \rightarrow -x_r, x_i \rightarrow x_i, p_r \rightarrow p_r, p_i \rightarrow -p_i, i \rightarrow -i \). Contourplots of the potential are shown in figures 7.9 and 7.10 with the colourcode convention being associated to the spectrum of light decreasing from red to violet. The corresponding equations of motion are easily computed from (7.9) and (7.10), albeit not reported here as they are very lengthy, and solved numerically as shown for some parameter choices in the figures 7.8, 7.9 and 7.10 as solid lines.
Let us now compare them with the complex Bohmian trajectories computed from the Klauder coherent states (6.10). A previous initial attempt to compute these trajectories has been made in [289], however, the preliminary computations presented there do not agree with our findings. We start by depicting a case for the quasi-Poissonian distribution in figure 7.8.

Remarkably, in that case we find a perfect match between these two entirely different computations. We observe that unlike as for the real trajectories, for which we required an effective potential to achieve agreement, these computations are carried out in both cases for exactly the same coupling constants $\kappa$ and $\lambda$ with no adjustments made. Thus, just as for the harmonic oscillator, this suggests that the complex quantum potential is simply a constant such that the effective potential essentially coincides with the original one in (7.26). From the trajectories with larger radii in panel (a) of figure 7.8 we observe that the trajectories do not close and are not perfect ellipses. Prolonging the time beyond the cut-off time in the panel (a) scenario we find inwardly spiralling trajectories. The coincidence between the purely classical calculation and the quantum trajectories still persists for larger values of $J$ and more asymmetrical initial conditions closer to the boundary of the potential as shown for an example in panel (b). For larger values of time we encounter numerical problems due to the poor convergence of the series for large values of $J$.

Our initial values in 7.8(a) are chosen to lie on the isochrones, that is the set of all points which when evolved in time will arrive all simultaneously, say at $t_f$, on the real axis. The isochrone is indicated in figure 7.8(a) by a blue line and an additional arrow attached to it pointing in the direction in which the real axis is reached. In our example the arrival time is chosen to be $t = 0.04$. As discussed for instance in [282, 283] the wavefunction defined on the isoclines can be thought of as leading to physical information as their corresponding complex quantum trajectories acquire real values. Moreover, as shown in [283], one may even reconstruct the precise form of the entire wavefunction from the knowledge of the isochrone and the information transported by the action. We will follow up this line of enquiry elsewhere.

The qualitative behaviour of the classical trajectories can be understood by considering the motion in the complex potential. We consider first a trajectory of a particle with real energy depicted in figure 7.9 as ellipse.

The initial position is taken to be on the real axis with the particle getting a kick parallel to the imaginary axis. Within the real part of the potential the particle starts on a higher potential level and would simply roll down further up into the upper half plane towards the imaginary axis due to the curvature of the potential. However, the particle is also subjected to the influence of the imaginary part of the potential and at roughly $x_r = 3$ this effect is felt when the particle reaches a turning point, pulling it
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Figure 7.8: Complex Bohmian trajectories as functions of time from Klauder coherent states (dotted) versus classical trajectories corresponding to solutions of (7.9) and (7.10) for the complex Pöschl-Teller Hamiltonian $H_{PT}$ (7.36) (solid lines) for quasi-Poissonian distribution with $\kappa = 90$, $\lambda = 100$. (a) The evolution is shown from $t = 0$ to $t = 0.27$ with initial values on the isochrone with $t_f = 0.04$ for $J = 0.5$ and in (b) from $t = 0$ to $t = 0.5$ (quantum) and $t = 0$ to $t = 3.0$ (classical) with initial value $x_0 = 3 - 1.7i$ and $p_0 = 32.907 + 3.1616i$ for $J = 20$. The energy for this trajectory is therefore $E = H_{PT}(x_0, p_0) = -8.44045 + 102.134i$.

back to the real axis which is reached at the point when reflecting $x_i$ at the turning point. At that point it has reached a higher potential level from which it rolls down back to the initial position through the lower half plane in a motion similar to the one performed in the upper half plane.

Trajectories with complex values for the initial values have in general also complex energies. As can be seen in figure 7.9 for a specific case, we obtain at first a qualitatively similar motion to the real case, with the difference that the particle spirals outwards. In the real part of the potential this has the effect that after a few turns the particle is eventually attracted by the sink on top of the origin. The momentum it gains through this effect propels it into the region with negative real part. Thus the particle has bypassed the infinite potential barrier at the origin on the real axis, tunnelling to the next potential minimum, i.e. to the forbidden region in the real scenario. Similar effects have been observed in the purely classical treatment of a complex elliptic potential in [290]. The continuation of this trajectory and scenarios for other parameter choices can be understood in a similar manner. For instance in figure 7.10 we depict a trajectory which does not spiral at first, but the particle has instead already enough momentum that allows it to tunnel directly into the negative region.

As in the real scenario the Mandel parameter controls the overall qualitative behaviour, although in the complex case this worsens for non-real initial values that is complex energies. In quasi-Poissonian regime pictured in figure 7.8 and 7.9 we observe a complete match between the purely classical and the quantum computation. However, this agreement ceases to exist in figure 7.10, despite the fact that it is showing a
Figure 7.9: Complex Bohmian quantum trajectories as functions of time from \( J = 0.5 \) Klauder coherent states (dotted) versus classical trajectories (solid lines) corresponding to solutions of (7.9) and (7.10) for the complex Pöschl-Teller potential \( V_{PT} \) (a) real part, (b) imaginary part for quasi-Poissonian and localized distribution from \( t = 0 \) to \( t = 1.78 \) with \( \kappa = 90, \lambda = 100 \). The initial values are \( x_0 = 3 + 1.5i, p_0 = -30.1922 + 0.385121i \) such that \( E = -6.55991 - 13.5182i \) (red solid, black scattered) and \( x_0 = 4.5, p_0 = 41.8376i \) with real energy \( E = -31.7564 \) (blue solid, red dotted).

Figure 7.10: Complex Bohmian trajectories as functions of time from \( J = 0.00057265 \) Klauder coherent states (dotted) versus classical (solid lines) corresponding to solutions of (7.9) and (7.10) for the complex Pöschl-Teller potential \( V_{PT} \) (a) real part, (b) imaginary part for the quasi-Poissonian regime and spread distribution from \( t = 0 \) to \( t = 100 \) (quantum) and \( t = 0 \) to \( t = 32 \) (classical) with \( \kappa = 2, \lambda = 3 \). The initial values are \( x_0 = 3 + 1.5i \) and \( p_0 = -0.788329 + 0.157336i \) such that \( E = -0.187539 - 0.0275087i \) (black solid, red scattered) and \( x_0 = 2, p_0 = -0.49446i \) with real energy \( E = -0.277833 \) (blue solid, red dotted).
quasi-Poissonian case with the same value for $Q$. The difference is that in the latter case the wavefunction is less well localized as we saw in figure 7.5. As can be seen in figure 7.10, for real energies we still have the same qualitative behaviour, but for complex energies the less localized wave is spread across a wide range of potential levels such that it can no longer mimic the same classical motion. However, qualitatively we can see that in principle it is still compatible with the motion in a complex classical Pöschl-Teller potential.

Figure 7.11: Complex Bohmian trajectories as functions of time from $J = 10$ Klauder coherent states (dotted) versus classical (solid lines) corresponding to solutions of (7.9) and (7.10) for the complex Pöschl-Teller potential $V_{PT}$ (a) real part, (b) imaginary part for the sub-Poissonian regime from $t = 0$ to $t = 21$ (quantum) and $t = 0$ to $t = 32$ (classical) with $\kappa = 2$, $\lambda = 3$. The initial values are $x_0 = 2 + 0.2i$ and $p_0 = -0.665052 - 0.406733i$ such that $E = -0.0941366 - 0.364635i$ (black solid, red dotted).

As can be seen in figure 7.11 this resemblances ceases to exist when we enter the sub-Poissonian regime.

We observe that the correlation between the two behaviours is now entirely lost. Notably, the quantum trajectories enter into regions not accessible to the classical ones. However, in a very coarse sense we can still explain the overall behaviour of the quantum trajectories by appealing to the complex potential.

### 7.4 A Calogero Type Potential

Now we consider the solvable Hamiltonian system [291] of the form

$$ H = \frac{p^2}{2m} + V_0 \left( \frac{a}{x} - \frac{x}{a} \right)^2. $$

(7.37)
The potential becomes a Calogero type potential and the harmonic oscillator for large and small values of \( a \), respectively. The singularity of the potential function at the origin gives rise to the interesting possibility of tunnelling. Demanding \( \psi_n(x = 0, t) \) to be finite, the discrete eigenfunctions of the time dependent Schrödinger equation \([291]\) are given by

\[
\psi_n(x, t) = C_n x^{\nu} e^{-\sqrt{\frac{mV_0}{2\hbar^2} x^2}} F_1 \left[ -n, \nu + \frac{1}{2}, \sqrt{\frac{2mV_0}{\hbar^2 a^2} x^2} \right] e^{-iE_n t/\hbar},
\]

(7.38)

with

\[
\nu = \frac{1}{2} \left( \sqrt{\frac{8a^2 mV_0}{\hbar^2} + 1} + 1 \right),
\]

(7.39)

where, \( F_1 \) denotes Kummer’s confluent hypergeometric function. The corresponding eigenvalues were found to be

\[
E_n = \sqrt{\frac{8V_0 \hbar^2}{ma^2}} \left[ n + \frac{1}{2} + \frac{1}{4} \left( \sqrt{\frac{8mV_0 a^2}{\hbar^2}} + 1 - \sqrt{\frac{8mV_0 a^2}{\hbar^2}} \right) \right].
\]

(7.40)

### 7.4.1 Real Case

Let us start our analysis with the Hamiltonian to be real. As we wish to look at the dynamical behaviour of the particle emerging out of the coherent states and compare with the classical behaviour, we first solve the Canonical equations of motion

\[
\dot{x} = \frac{p}{m} \quad \text{and} \quad \dot{p} = \frac{2V_0 (a^4 - x^4)}{a^2 x^3}.
\]

(7.41)

It is easy to solve the above equations numerically to obtain the trajectories of the classical particle as depicted in figure 7.12 (a). The more challenging and complicated part is to compute the trajectories of the quantum particle resulting from the coherent states, for which one requires to calculate the sum (6.10) of infinite number of states and subsequently solve the velocity (7.4) of the real version of Bohmian mechanics. However we find the series to be converging fast, which makes it easier to draw the dynamics of the coherent states numerically. Before doing that, again one must ensure the fact that the wave packet is well localised so that it behaves as a soliton like particle as discussed in section 6.5. In our present problem the Mandel parameter depends on the values of \( V_0 \) and \( a \), which can be adjusted to suitable set of numbers to obtain the classical behaviour of the coherent states. Apart from the scaling factor, we found a precise qualitative matching of the trajectories as shown in figure 7.12. It is possible to adjust the scaling factor also, by simply conjecturing the Hamiltonian as indicated in the case of Pöschl-Teller model in section 7.3.1, which is absolutely not necessary.
in our present problem to examine the qualitative behaviour of the particle. We have chosen the initial value of position \( x_0 = 3 \) for both the cases of quantum and classical trajectories. The initial value of momentum is computed from the initial velocity from (7.4), which is required to acquire the solution of the canonical equations.

### 7.4.2 Complex Case

Let us now consider the more interesting case, namely the complex Bohmian quantum trajectories compared to the complex classical trajectories. For that scenario we complexify the momentum, position and coupling constant of the model, i.e. we take \( x = x_r + ix_i, \ p = p_r + ip_i \) and \( a = a_r + ia_i \) in the Hamiltonian (7.37) with \( x_r, x_i, p_r, p_i, a_r, a_i \in \mathbb{R} \). Separating the Hamiltonian into its real and imaginary part \( H = H_r + iH_i \) with

\[
H_r = \frac{p_r^2 - p_i^2}{2m} - V_0 \left[ \left( a_r^2 - a_i^2 \right) (x_r^2 - x_i^2) - 4a_r a_i x_r x_i \right] \frac{|a|^4 + |x|^4}{|a|^4 |x|^4} - 2V_0
\]

\[
H_i = \frac{p_r p_i}{m} + \frac{2V_0 (a_r x_r - a_i x_i) (a_i x_i + a_r x_r) (|a|^4 - |x|^4)}{|a|^4 |x|^4},
\]

we observe that for \( a_r = 0 \) or \( a_i = 0 \) this Hamiltonian respects the \( \mathcal{PT} \) symmetries, \( \mathcal{PT} : x_r \rightarrow \pm x_r, \ x_i \rightarrow \mp x_i, \ p_r \rightarrow \pm p_r, \ p_i \rightarrow \mp p_i, \ i \rightarrow -i \). Following the ideas and techniques recently developed [130, 133, 158] this means that potentially even the non-Hermitian version of this model constitutes a well defined self-consistent quantum mechanical system. The classical canonical equations of motion are obtained from (7.9)
and (7.10)

\[
\dot{x}_r = \frac{1}{2} \left( \frac{\partial H_r}{\partial p_r} + \frac{\partial H_i}{\partial p_i} \right) = \frac{p_r}{m}, \quad \dot{x}_i = \frac{1}{2} \left( \frac{\partial H_i}{\partial p_r} - \frac{\partial H_r}{\partial p_i} \right) = \frac{p_i}{m}, \quad (7.43)
\]

\[
\dot{p}_r = -\frac{1}{2} \left( \frac{\partial H_r}{\partial x_r} + \frac{\partial H_i}{\partial x_i} \right) \quad (7.44)
\]

\[
= 2V_0 \left( \frac{(a_i^2 - a_r^2)x_r - 2a_i a_r x_i}{|a|^4} + \frac{2a_i a_r x_i (3x_r^2 - x_i^2) + (a_r^2 - a_i^2)(x_r^3 - 3x_r^2 x_i)}{|x|^6} \right),
\]

\[
\dot{p}_i = \frac{1}{2} \left( \frac{\partial H_r}{\partial x_i} - \frac{\partial H_i}{\partial x_r} \right) \quad (7.45)
\]

\[
= 2V_0 \left( \frac{x_i (a_i^2 - a_r^2) + 2a_i a_r x_r}{|a|^4} + \frac{(3x_r^2 - x_i^2)(a_r^2 - a_i^2) + 2a_i a_r (x_r^2 - 3x_i^2)}{|x|^6} \right).
\]

They are now fairly straight-forward to solve numerically, as depicted in figures 7.13, 7.14, 7.15, 7.16 and 7.17, together with the trajectories resulting from coherent states and the contour plots of the potential. The depth and the height of the contour plots are presented with the colour convention being associated with the spectrum of light decreasing from red to violet as mentioned earlier. It is worthwhile to attach the classical and quantum trajectories together with the contour plots by which the dynamics of the particle can be explained when one looks at the motion of the particle through the potential hills and wells.

The quantum trajectories resulting from coherent states are computed utilising the complex version of the Bohmian mechanics according to equation (7.8). We have chosen the values of the parameters \(a\) and \(V_0\) once again to a suitable number, such that the Mandel parameter stays close to zero as discussed in the real case.

![Figure 7.13: Closed complex Bohmian trajectories from coherent states(black scattered) versus classical trajectories (blue solid) for the values \(J = 0.1, a = 15, V_0 = 100\), with initial values \(x_0 = \pm 5, p_0 = \pm 37.8033i\), real energy \(E = -3.43552\) and \(Q = 0.00695196\). (a) Real part (b) Imaginary part of the potential.](image-url)
Quite remarkably the precise agreement between the classical trajectories and the trajectories of the coherent states has been found in all cases as depicted in figures 7.13-7.17 for different sets of initial values and other parameters.

In figure 7.13 the initial value of position is taken to be a purely real number such that the initial value of momentum is extracted from (velocity) \( x = x_r + i x_i \) at time \( t = 0 \) to be a purely imaginary number directing along the negative imaginary axis. As a result, the particle is kicked downward at \( x_r = 3 \) and then follows the potential hills and wells to complete the trajectory along a deformed ellipse.

![Figure 7.14: Closed complex Bohmian trajectories from coherent states(black scattered) versus classical trajectories (blue solid) for the values \( J = 0.5, a = 2.5, V_0 = 100 \), with initial values \( x_0 = 1 + 3i, p_0 = -27.92 + 2.15i \), complex energy \( E = 9.42 - 1.60i \) and \( Q = 0.0058182 \).](image)

(a) Real part (b) Imaginary part of the potential.

Before further discussion on the trajectories obtained, let us quickly mention few important investigations in the context of complex classical mechanics [292, 73, 74, 293, 294, 295, 290, 296, 297]. Complex classical mechanics is a rich and largely unexplored area of mathematical physics. In past few years the behaviour of classical particles were examined in many analytical complex potentials. It was found that the trajectories of classical particles in complex potentials having real energy are always closed and periodic, whereas the trajectories are generally open and chaotic when the energy is complex [73, 74], which was examined later numerically in [293]. In those papers it was emphasized that this behaviour is consistent with the Bohr-Sommerfeld quantization condition

\[
\oint p \, dx = \left( n + \frac{1}{2} \right) \pi,
\]

which can only be applied if the classical orbits are closed. Therefore they claimed that there exists an association between real energies and the existence of closed classical trajectories and thus an association of closed trajectories with the \( \mathcal{PT} \)-symmetry of the
Hamiltonians.

Figure 7.15: Closed complex Bohmian trajectories from coherent states (black dotted) versus classical trajectories (blue solid) for the values $J = 1, a = 15.0, V_0 = 100$, with initial values $x_0 = 5i, p_0 = -47.2789$, real energy $E = 6.5379$ and $Q = 0.0590412$. (a) Real part (b) Imaginary part of the potential.

Figure 7.16: Open complex Bohmian trajectories from coherent states (black dotted) versus classical trajectories (blue solid) for the values $J = 1, a = 10 + 0.1i, V_0 = 100$, with initial values $x_0 = 8 + 5i, p_0 = -14.8377 - 1.35193i$, complex energy $E = 1.00459 - 0.746714i$ and $Q = 0.0418894 + 0.000367417i$. (a) Real part (b) Imaginary part of the potential.

However, in our computation [72] we found that this statement is not true in general. In figures 7.14, we observe that the trajectory is closed and periodic in spite of the energy being complex and in figure 7.17 the trajectory is open, though the energy is real. In fact we have presented all four possibilities, namely, closed and periodic orbit for real energy (figure 7.13) and complex energy (figure 7.14); and open orbit for real energy (figure 7.17) and complex energy (figure 7.16). Albeit these possibilities were also indicated in [297].
Figure 7.17: Open complex Bohmian trajectories from coherent states (black dotted) versus classical trajectories (blue solid) for the values \( J = 1, a = 10 + 0.4i, V_0 = 100 \), with initial values \( x_0 = 8 + 1.35314894i, p_0 = -3.69416 - 5.90461i \), real energy \( E = 0.210195 \) and \( Q = 0.0418969 + 0.00146966i \). (a) Real part (b) Imaginary part of the potential.

In figure 7.15, we take initial value of position \( x_0 \) to be purely imaginary so that the initial momentum \( p_0 \) becomes purely real negative number and that is why the particle is forced to move along the negative real axis. The initial momentum being high, it does not feel the infinite sink in the origin and does not fall into the well, instead the particle is tunnelled to the negative region of the potential. Because of the suitable circumstances and having sufficient momentum, the tunnelling behaviour was found in other cases too, for example for the cases of figures 7.14-7.17. Notice that this behaviour is certainly very surprising, because the particle is not supposed to exist in the negative region of the potential classically. However as the particle is being kicked strongly along the negative real axis, the particle feels the width of the potential sink in both the real and complex to be more thin compared to the case of figure 7.13 and that is why it is tunnelled to the negative part of the potential which was also found in [293, 290] for other models. In case of figure 7.16, the width of the potential sink being relatively wider and the initial values being close to the region of potential sink, a kink is naturally expected because of the strong attraction of the particle towards the potential sink during tunnelling.
7.5 Noncommutative Harmonic Oscillator

So far we have examined the quality of the Klauder coherent states utilising the standard formulations of Bohmian mechanics for the models in the usual space. Certainly our original motivation is to inspect the quality of the noncommutative coherent states that we developed in chapter 6. Indeed admitting the fact that the computations of Bohmian trajectories are more difficult in noncommutative space than that of the usual space, we first developed the method for the usual case so that we can obtain sufficient knowledge on the subject and move on to the computations in noncommutative space. However, it is quite astonishing that we have not found a single model available in noncommutative space which has been solved in position space. Therefore it becomes essential to look at the momentum space formulation of Bohmian mechanics.

However, we noticed that the standard Bohmian mechanics has only been explored in position space, not in momentum space. Due to interpretational difficulties of Bohmian mechanics, which is itself contradictory even in position space, it is fairly complicated to formulate the structure in momentum space and we observed that there are very few people who have concentrated [298, 299] on momentum space formulations and have not succeeded yet. They argued that instead of developing the formulation of Bohmian mechanics in standard momentum space it is convenient to start with the algebra of functions and then deduce the properties of the underlying space. Therefore the results they obtain certainly is not in the standard momentum space but in some other phase space, which they call "Shadow phase space".

However, we do not want to be involved in the interpretational difficulties, rather we focussed on the position space models in noncommutative space and noticed that it is indeed difficult to obtain models in position space. Nevertheless we picked up a noncommutative harmonic oscillator wave function in momentum space and albeit the standard Fourier transform makes the task easier. Though we have not found a compact form of the wave function together with the normalisation constant, but we can certainly compute them separately corresponding to each quantum numbers, \( n = 0, 1, 2, 3 \) and so on. It is worth mentioning that few excited state wave functions together with the ground state may solve our purpose because we already noticed that the infinite sum that computes the coherent states (6.10) converges fast and one hardly requires the knowledge of all the wavefunctions. We choose the noncommutative harmonic oscillator wave function in momentum space (5.26)

\[
\psi_n(p) = \frac{1}{\sqrt{N_n}} \frac{1}{(1 + \tau p^2)^{1/4}} P_{n-\mu-}^{\mu-} \left( \frac{\sqrt{\tau} p}{\sqrt{1 + \tau p^2}} \right), \quad \text{with} \quad \mu_- = -\frac{\sqrt{\tau^2 + 4}}{2\tau}, \quad (7.47)
\]
and compute some of the Fourier transformed versions in position space

\[
\psi_0(x) = \frac{3^{7/16} |x|^{3/4} K_{\frac{1}{4}} \left( \frac{\sqrt{3}|x|}{\sqrt{2}} \right)}{4 \sqrt{2} \Gamma \left( \frac{3}{4} \right)}, \tag{7.48}
\]

\[
\psi_1(x) = \frac{3^{9/16} x \sqrt{|x|} K_{\frac{1}{2}} \left( \frac{\sqrt{3}|x|}{\sqrt{2}} \right)}{4 \, 2^{7/8} \Gamma \left( \frac{1}{4} \right)}, \tag{7.49}
\]

\[
\psi_2(x) = \frac{5 \, 3^{7/16} |x|^{3/4} K_{\frac{3}{4}} \left( \frac{\sqrt{3}|x|}{\sqrt{2}} \right)}{16 \sqrt{2} \Gamma \left( \frac{3}{4} \right)} - \frac{5 \, 3^{11/16} |x|^{7/4} K_{\frac{1}{4}} \left( \frac{\sqrt{3}|x|}{\sqrt{2}} \right)}{32 \, 2^{5/8} \Gamma \left( \frac{9}{16} \right)}, \tag{7.50}
\]

\[
\psi_3(x) = \frac{7 \, 3^{9/16} x \sqrt{|x|} K_{\frac{1}{2}} \left( \frac{\sqrt{3}|x|}{\sqrt{2}} \right)}{16 \, 2^{7/8} \Gamma \left( \frac{11}{4} \right)} - \frac{7 \, 3^{13/16} |x|^{5/4} K_{\frac{3}{4}} \left( \frac{\sqrt{3}|x|}{\sqrt{2}} \right)}{64 \, 2^{5/8} \Gamma \left( \frac{15}{4} \right)}, \tag{7.51}
\]

\[
\psi_4(x) = \frac{21 \, 3^{15/16} |x|^{11/4} K_{\frac{1}{4}} \left( \frac{\sqrt{3}|x|}{\sqrt{2}} \right)}{256 \, 2^{7/8} \Gamma \left( \frac{11}{4} \right)} + \frac{45 \, 3^{7/16} |x|^{3/4} K_{\frac{3}{4}} \left( \frac{\sqrt{3}|x|}{\sqrt{2}} \right)}{64 \sqrt{2} \Gamma \left( \frac{9}{4} \right)} - \frac{63 \, 3^{11/16} |x|^{7/4} K_{\frac{1}{4}} \left( \frac{\sqrt{3}|x|}{\sqrt{2}} \right)}{64 \, 2^{5/8} \Gamma \left( \frac{15}{4} \right)}, \tag{7.52}
\]

\[
\psi_5(x) = \frac{99 \, 3^{9/16} x \sqrt{|x|} K_{\frac{1}{2}} \left( \frac{\sqrt{3}|x|}{\sqrt{2}} \right)}{256 \, 2^{7/8} \Gamma \left( \frac{15}{4} \right)} - \frac{99 \, 3^{13/16} |x|^{5/4} K_{\frac{3}{4}} \left( \frac{\sqrt{3}|x|}{\sqrt{2}} \right)}{128 \, 2^{5/8} \Gamma \left( \frac{19}{4} \right)}, \tag{7.53}
\]

\[
\psi_6(x) = \frac{1287 \, 3^{15/16} |x|^{11/4} K_{\frac{1}{4}} \left( \frac{\sqrt{3}|x|}{\sqrt{2}} \right)}{4096 \, 2^{5/8} \Gamma \left( \frac{17}{4} \right)} + \frac{1287 \, 3^{13/16} |x|^{7/4} K_{\frac{1}{4}} \left( \frac{\sqrt{3}|x|}{\sqrt{2}} \right)}{1024 \sqrt{2} \Gamma \left( \frac{19}{4} \right)} - \frac{1287 \, 3^{11/16} |x|^{3/4} K_{\frac{3}{4}} \left( \frac{\sqrt{3}|x|}{\sqrt{2}} \right)}{512 \, 2^{5/8} \Gamma \left( \frac{23}{4} \right)} + \frac{1287 \, 3^{9/16} |x|^{1/4} K_{\frac{3}{4}} \left( \frac{\sqrt{3}|x|}{\sqrt{2}} \right)}{256 \sqrt{2} \Gamma \left( \frac{25}{4} \right)}, \tag{7.54}
\]

\[
\psi_7(x) = \frac{2145 \, 3^{5/16} x |x|^{13/4} K_{\frac{1}{4}} \left( \frac{\sqrt{3}|x|}{\sqrt{2}} \right)}{8192 \, 2^{3/8} \Gamma \left( \frac{21}{4} \right)} + \frac{6435 \, 3^{9/16} |x|^{9/4} K_{\frac{3}{4}} \left( \frac{\sqrt{3}|x|}{\sqrt{2}} \right)}{1024 \, 2^{5/8} \Gamma \left( \frac{25}{4} \right)} - \frac{5445 \, 3^{13/16} x |x|^{5/4} K_{\frac{3}{4}} \left( \frac{\sqrt{3}|x|}{\sqrt{2}} \right)}{1024 \, 2^{3/8} \Gamma \left( \frac{29}{4} \right)} + \frac{1155 \, 3^{11/16} x |x|^{3/4} K_{\frac{3}{4}} \left( \frac{\sqrt{3}|x|}{\sqrt{2}} \right)}{256 \, 2^{5/8} \Gamma \left( \frac{33}{4} \right)}, \tag{7.55}
\]

\[
\psi_8(x) = \frac{7293 \, 3^{7/16} |x|^{19/4} K_{\frac{1}{4}} \left( \frac{\sqrt{3}|x|}{\sqrt{2}} \right)}{32768 \sqrt{2} \Gamma \left( \frac{23}{4} \right)} - \frac{36465 \, 3^{15/16} |x|^{15/4} K_{\frac{1}{4}} \left( \frac{\sqrt{3}|x|}{\sqrt{2}} \right)}{4096 \, 2^{5/8} \Gamma \left( \frac{27}{4} \right)} - \frac{31603 \, 3^{15/16} |x|^{11/4} K_{\frac{1}{4}} \left( \frac{\sqrt{3}|x|}{\sqrt{2}} \right)}{2048 \sqrt{2} \Gamma \left( \frac{25}{4} \right)} - \frac{21879 \, 3^{11/16} |x|^{7/4} K_{\frac{3}{4}} \left( \frac{\sqrt{3}|x|}{\sqrt{2}} \right)}{512 \, 2^{5/8} \Gamma \left( \frac{29}{4} \right)} + \frac{9945 \, 3^{7/16} |x|^{3/4} K_{\frac{3}{4}} \left( \frac{\sqrt{3}|x|}{\sqrt{2}} \right)}{1024 \sqrt{2} \Gamma \left( \frac{21}{4} \right)}, \tag{7.56}
\]
where $K$ denotes the modified Bessel function of second kind. For our convenience we choose the natural units $\hbar = \omega = m = 1$ so that $\tau = \tilde{\tau} = 2/\sqrt{3}$. Therefore $\mu_-$ is specified to $-1$. The wave functions computed above are all physically well behaved as they satisfy the proper boundary conditions as depicted in figure 7.18.

\[ |\psi_0(x)|^2 \quad |\psi_1(x)|^2 \quad |\psi_2(x)|^2 \quad |\psi_3(x)|^2 \]

Figure 7.18: Probability amplitudes of ground state and first three excited states of the noncommutative harmonic oscillator.

However, we have not computed the Bohmian trajectories to examine the qualities of coherent states yet. Nevertheless, one can utilize the above wave functions to compute them easily. We think this is clearly a new contribution in the literature as we mentioned earlier that no one has solved the noncommutative models in position space yet.

### 7.6 Discussions

We have computed real and complex quantum trajectories in two alternative ways, either by solving the associated equation for the velocity or by solving the Hamilton-Jacobi equations taking the quantum potential as a starting point. In all cases considered we found perfect agreement for the same initial values in the position.
Our main concern in this chapter has been to investigate the quality of the Klauder coherent states and test how close they can mimic a purely classical description. This line of enquiry continues our previous investigations [69, 70] for these type of states in a different context. We have demonstrated that in the quasi-Poissonian regime well localized Klauder coherent states produce the same qualitative behaviour as a purely classical analysis. We found these features in the real as well as in the complex scenario. For the real trajectories we conjectured some analytical expressions reproducing the numerically obtained results. Whereas the real case required always some adjustments, we found for the complex analysis of the harmonic oscillator, the Pöschl-Teller potential and a Calogero type potential a precise match with the purely classical treatment. While investigating the Calogero type potential we found an interesting result in the context of complex classical mechanics. In [73, 74, 293], the authors claimed that the trajectories of classical particles moving in a complex plane are always real and periodic if their energy is real, whereas they are open if the energy is complex. We argue that in general this is not true and demand that they might not have any connection of $\mathcal{PT}$-symmetry with the trajectories of complex classical particle.

Naturally there are a number of open problems left: Clearly it would be interesting to produce more sample computations for different types of potentials, especially for the less well explored complex case. In that case it would also be very interesting to explore further how the conventional quantum mechanical description can be reproduced. Since Bohmian quantum trajectories allow to establish that link, there would be no need to guess any rules in the classical picture mimicking some quantum behaviour as done in the literature. Moreover, we have only provided a general procedure to test the qualities of the coherent states and we have not finished our line of investigation in the noncommutative space. It would be very interesting to utilize the wave functions provided in the position space and apply the procedure to the case of noncommutative models. Complex classical mechanics is an interesting subject in itself and would be very interesting to study for some other models. As it turned out that there might not be a connection of classical trajectories with $\mathcal{PT}$-symmetry property of the Hamiltonians, it would be fantastic to provide some exact explanations behind the nature of open and closed trajectories.
Chapter 8

Conclusions

Although we have provided each of the chapters of this thesis with a summary of the main results and open problems, in this chapter our aim is now to provide the reader with a more general and concise review of all the original results investigated as well as the open problems.

In this thesis, we carried out our investigations on noncommutative space-time structure chiefly in a couple of different directions. In the former part, in chapters 4 and 5 [66, 67, 68], we focussed on the construction of mathematical models in $q$-deformed noncommutative space-time structure in the context of minimal length and in the later part, in chapters 6 and 7 [69, 70, 71, 72], we explored the physical behaviour of these kind of models in such spaces.

Models were constructed in a couple of different independent approaches. In the first approach, we have provided a systematic procedure to relate a three dimensional $q$-deformed oscillator algebra to the corresponding algebra satisfied by canonical variables describing non-commutative spaces. We started from a generic Ansatz for the canonical variables obeying a $q$-deformed oscillator algebra and employed $\mathcal{PT}$-symmetry to limit the amount of free parameters to a reasonable number, so that the calculations became easier and the equations turned out to be solvable. We presented three different versions of $\mathcal{PT}$-symmetry and provided a specific solution for one of them. Of course it is possible to employ many other symmetries and consequently there exist many other solutions, which we leave as open problems. However, we concentrated on the specific solution and constructed an explicit representation for the algebra obtained in the non-trivial limit $q \to 1$ in terms of the generators of a flat noncommutative space. Therefore, it became quite straight-forward to compute different possible models with the observables obtained. We presented the solution of a three-dimensional harmonic oscillator as an example. Subsequently, we decoupled the three-dimensional representation into lower dimensions and therefore computed the harmonic oscillator models in lower dimensions and checked the consistencies with the results obtained previously in...
In all the above cases, namely for the harmonic oscillators in one, two and three dimensions, despite of being the observables non-Hermitian, we obtained real eigenvalue spectrums and thus self-consistent theories. The reason can be traced back to the built-in $\mathcal{PT}$-symmetry of the systems. The perturbative computation of the energy eigenvalues suggests that there exists a parameter regime for which the $\mathcal{PT}$-symmetry is broken. Therefore it is quite obvious why we studied the theory of $\mathcal{PT}$-symmetry parallelly with the noncommutative space-time structure.

In this context, in chapter 3 [65], we computed an exact form of the metric operator that transforms the Euclidean Lie algebraic type non-Hermitian Hamiltonians into their Hermitian counterparts, which we believe to be one of the excellent results in this thesis as this can be found rarely in the literature. We pointed out the region of broken and unbroken $\mathcal{PT}$-symmetry together with a theoretical observation of the gain/loss behaviour in the unbroken $\mathcal{PT}$-regime which are of interest nowadays of the experimental physicists. However, apart from the construction of models in the noncommutative spaces, we also computed the minimal lengths and momenta resulting from generalised uncertainty relations, which overall give rise to minimal areas and minimal volumes in phase space and provided an understanding of the Planck scale physics in the context of quantum gravity. Again we believe that the existence of minimal volume has not been found notably in the literature.

The theoretical models constructed above were mainly based on the standard perturbation theory. The other approach in the process of constructing models that we explored, is the formulation of exactly solvable models in noncommutative spaces. We provided a general construction procedure for solvable non-Hermitian potentials and implemented it in the case of noncommutative harmonic oscillator in four different representations and later to a couple of other characteristically different models, the non-Hermitian Swanson model and an intrinsically noncommutative model with Pöschl-Teller type potential. In all cases we showed that an appropriate metric can be found in an analytical fashion, such that expectation values result to be representation independent. We presented an explicit formula for this metric, involving the quantities computed in the steps of the general procedure. We also found that the representation presented in [101] does not lead to the proper uncertainty relation as claimed. Moreover, the models investigated in [101] always give rise to non-physical spectra which are not bounded from below, which suggests that the general procedure requires a mild modification as outlined in this thesis.

In the later part of the thesis we focussed more on the physical implications of the noncommutative theories rather than building up the mathematical models. We constructed the coherent states for the noncommutative harmonic oscillators that were developed in the previous part. We preferred to choose the Klauder coherent states
instead of the well-known Glauber states because the Klauder states were constructed in such a way that they can be applied to any generalised setting, whereas the Glauber states require a formulation of the Hamiltonian in terms of creation and annihilation operators, which is not always possible. We implemented the general formulations of Klauder states to a couple of versions of the harmonic oscillator, firstly, to the perturbative one and later to the exact case. In both the cases we showed that the states are squeezed, in the perturbative case for all parameter values, whereas in the exact case for a specific value. It was shown that both of them obey all the Gazeau-Klauder axioms [243], especially two of them which are nontrivial. Firstly, the states are shown to be temporarily stable, i.e., they remain coherent under time evolution and secondly, the states satisfy the action identity allowing for a close relation to a classical description in terms of action-angle variables. We also demonstrated that the Ehrenfest’s theorem is satisfied in both cases for the observables $X$ and $P$. The desired resemblance of the coherent states with a classical description was further underpinned by an analysis of the revival structure exhibiting the typical quasi-classical evolution of the original wave packet. The revival structure being associated with the energy eigenvalues $E_n$ on the quantum number $n$, the perturbative case produced only the revival structure, whereas the exact case manifested infinitely many such structures. We computed the structures up to the super-revival time, but in principle, one can compute the super-super-revival and so on, which we leave as an open problem.

Further insights into the comparison between the classical and coherent states were carried out mainly based on numerical technique. This approach is quite different from the previous one and certainly more promising as one can directly compare the dynamics coming out of both sides. In the process, we computed the dynamics of the coherent states numerically by using the general formulation of the Bohmian mechanics and compared them with the dynamics of the classical system by solving the standard canonical equations. We implemented the procedure in quite a number of systems, for example, for the real and complex potential of the harmonic oscillator, the Pöschl-Teller model and a Calogero-type model with singularity at the origin. Quite convincingly, we have found exact resemblances of the classical trajectories with the trajectories of the coherent states in all the above cases suggesting that the Klauder states produce qualitatively good coherent states, but this includes a restriction. We pointed out the region on which one must operate to obtain qualitatively good coherent states and that is the restriction on the Mandel parameter. We are convinced that this method is very powerful for the situations where one requires qualitatively better coherent states, for instance, in certain experimental situations. At first we applied the procedure to the simple models in usual space, however, we intended to apply this procedure rigorously to the case of noncommutative models to examine the qualities of the noncommutative
coherent states. Quite surprisingly there is no noncommutative model available in the position space while the Bohmian mechanics has only been formulated in the position space. Therefore one either requires to solve the noncommutative models in position space or one needs to formulate the Bohmian mechanics in momentum space, which is yet under construction and does not provide any satisfactory progress. That is why we computed the position space wave functions of the noncommutative harmonic oscillator, which we have not been able to apply to the Bohmian mechanics to inspect the qualities of the noncommutative coherent states further. But we intend to investigate this further which we also leave as open problem to the readers.

Meanwhile we also found the classical mechanics in complex plane to be another interesting research topic. The subject is immensely rich and interesting in itself as one may experience many appealing phenomena while investigating. In the literature various authors claimed [73, 74, 293, 296] that classical particles having real energy while moving in a complex plane produce closed and periodic orbit, whereas those which possess complex energy, create open trajectories and therefore they demand that there might have a close connection of complex classical trajectories with the $\mathcal{PT}$-symmetry of the Hamiltonian. However, we found that this statement is not always true and one can produce closed trajectories for a classical particle having complex energy and vice-versa. Thus we claim that there might not have any connection of the topic with the $\mathcal{PT}$-symmetry property of the Hamiltonian. This line of thought would be interesting to investigated further. To provide an exact explanation of the behaviour would surely be compelling, which we leave as an open problem.

We have been able to provide a large amount of physical motivation for noncommutative quantum mechanics in this thesis. Our central goal was to develop the framework of noncommutative quantum mechanics towards the more challenging physical consideration as well as to construct the mathematical framework wherever needed. Besides those open problems which are directly related to our research as we mentioned earlier, there is a multitude of ways in which one can extend our ideas. For instance, we have not explored the analysis of our noncommutative algebra to the realm of quantum field theory. The key ingredients that one needs for the study of noncommutative quantum field theories is either the path integral formulation or replacement of products of fields by the Gronewald-Moyal star product. It would be interesting to compare the outcomes of the noncommutative field theoretical results with the standard results of field theory, which is where one may obtain plenty of new results and ideas which might be useful to explain the hidden structure of our universe. One may also extend the understanding of the deformed algebra towards the relativistic quantum mechanical framework in the noncommutative space time preserving the Lorentz symmetry, which will ultimately lead to the relativistic wave equation describing the spinning particle on co-ordinate
Conclusions

dependent noncommutative space time (noncommutative Dirac equation).

Noncommutative space has a wide range of success in many areas of Physics and Mathematics, for instance in quantum gravity, string theory etc. However it has not been studied considerably in the field of quantum information, condensed matter or optical Physics, in particular quantum entanglement which is itself a very widely studied subject having a wide range of application to the quantum cryptography, teleportation and many other fields. To be precise, quantum entanglement has undoubtedly proven to be a successful theory, however it will be very exciting to study the subject in the field of noncommutative space which might provide us a new insight into the field. One could investigate, whether the noncommutative coherent states that we have explored are quantum mechanically entangled or not. In the later case one may construct the entangled state representation of the coherent states and to examine if the Bell’s inequality is violated using the idea of Sanders and his collaborators [300].

Time dependent Hamiltonians have various applications in modern physics including non-equilibrium transport problem, high frequency electronic response, molecular dynamics and many more. Thus another interesting aspect that one could think about is to explore the noncommutative structures in time dependent backgrounds and subsequently solve them to obtain concrete models in the time dependent framework.
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