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Abstract

One of the challenges for multi-agent reinforcement learning (MARL) is designing efficient learning algorithms for a large system in which each agent has only limited or partial information of the entire system. While exciting progress has been made to analyze decentralized MARL with the network of agents for social networks and team video games, little is known theoretically for decentralized MARL with the network of states for modeling self-driving vehicles, ride-sharing, and data and traffic routing.

This paper proposes a framework of localized training and decentralized execution to study MARL with network of states. Localized training means that agents only need to collect local information in their neighboring states during the training phase; decentralized execution implies that agents can execute afterwards the learned decentralized policies, which depend only on agents’ current states.

The theoretical analysis consists of three key components: the first is the reformulation of the MARL system as a networked Markov decision process with teams of agents, enabling updating the associated team Q-function in a localized fashion; the second is the Bellman equation for the value function and the appropriate Q-function on the probability measure space; and the third is the exponential decay property of the team Q-function, facilitating its approximation with efficient sample efficiency and controllable error.

The theoretical analysis paves the way for a new algorithm LTDE-Neural-AC, where the actor-critic approach with over-parameterized neural networks is proposed. The convergence and sample complexity is established and shown to be scalable with respect to the sizes of both agents and states. To the best of our knowledge, this is the first neural network based MARL algorithm with network structure and provably convergence guarantee.
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1 Introduction

Multi-agent reinforcement learning (MARL) has achieved substantial successes in a broad range of cooperative games and their applications, including coordination of robot swarms (Hüttenrauch et al. [28]), self-driving vehicles (Shalev-Shwartz et al. [48], Cabannes et al. [5]), real-time bidding games (Jin et al. [31]), ride-sharing (Li et al. [35]), power management (Zhou et al. [66]) and traffic routing (El-Tantawy et al. [16]). One of the challenges for the development of MARL is designing efficient learning algorithms for a large system, in which each individual agent has only limited or partial information of the entire system. In such a system, it is necessary to design algorithms to learn policies of the decentralized type, i.e., policies that depend only on the local information of each agent.
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In a simulated or laboratory setting, decentralized policies may be learned in a centralized fashion. It is to train a central controller to dictate the actions of all agents. Such paradigm of centralized training with decentralized execution has achieved significant empirical successes, especially with the computational power of deep neural networks (Lowe et al. [40], Foerster et al. [17], Chen et al. [14], Rashid et al. [47], Yang et al. [57], Vadori et al. [52]). Such a training approach, however, suffers from the curse of dimensionality as the computational complexity grows exponentially with the number of agents (Zhang et al. [62]); it also requires extensive and costly communications between the central controller and all agents (Rabbat and Nowak [45]). Moreover, policies derived from the centralized training stage may not be robust in the execution phase (Zhang et al. [60]). Most importantly, this approach has not been supported or analyzed theoretically.

An alternative and promising paradigm is to take into consideration the network structure of the system to train decentralized policies. Compared with the centralized training approach, exploiting network structures makes the training procedure more efficient as it allows the algorithm to be updated with parallel computing and reduces communication cost.

There are two distinct types of network structures. The first is the network of agents, often found in social networks such as Facebook and Twitter, as well as team video games including StarCraft II. This network describes interactions and relations among heterogeneous agents. For MARL systems with such network of agents, Zhang et al. [63] establishes the asymptotic convergence of decentralized-actor-critic algorithms which are scalable in agent actions. Similar ideas are extended to the continuous space where deterministic policy gradient method (DPG) is used (Zhang et al. [61]), with finite-sample analysis for such framework established in the batch setting (Zhang et al. [64]). Qu et al. [44] studies a network of agents where state and action interact in a local manner; by exploiting the network structure and the exponential decay property of the Q-function, it proposes an actor-critic framework scalable in both actions and states. Similar framework is considered for the linear quadratic case with local policy gradients conducted with zero order optimization and parallel updating (Li et al. [36]).

The second type of network, the network of states, has been frequently used for modeling self-driving vehicles, ride-sharing, and data and traffic routing. It focuses on the state of agents. Compared with the network of agents which is static from agent’s perspective (Sunehag et al. [50]), the network of states is stochastic: neighboring agents of any given agent may change dynamically. This type of network has been empirically studied in various applications, including packet routing (You et al. [58]), traffic routing (Calderone and Sastry [7], Guériau and Dusparic [25]), resource allocations (Cao et al. [8]) and social economic systems (Zheng et al. [65]). However, there is no existing theoretical analysis for this type of decentralized MARL. Moreover, the dynamic nature of agents’ relationship makes it difficult to adopt existing methodology from the static network of agents. The goal of this paper is, therefore, to fill this void.

Our work. This paper proposes and studies multi-agent systems with network structure of agent states. In this network, homogeneous agents can move from one state to any connecting state, and observe (realistically) only partial information of the entire system in an aggregated fashion. To study this system, we propose a framework of localized training and decentralized execution (LTDE). Localized training means that agents only need to collect local information in their neighboring states during the training phase; decentralized execution implies that, agents can execute afterwards the learned decentralized policies which only require knowledge of agents’ current states.

The theoretical analysis consists of three key components. The first is to regroup these homogeneous agents according to their states and reformulate the MARL system as a networked Markov decision process with teams of agents. This reformulation leads to the decomposition of the Q-function and the value function according to the states, enabling the update of the consequent team Q-function in a localized fashion. The second is to establish the Bellman equation for the value function and the appropriate Q-function on the probability measure space, by utilizing the homogeneity of agents. These functions are invariant with respect to the number of agents. The third is to explore the exponential decay property of the team Q-function, enabling its approximation with a truncated version of a much smaller dimension and
yet with a controllable approximation error.

To design an efficient and scalable reinforcement learning algorithm for such framework, the actor-critic approach with over-parameterized neural networks is adopted. The neural networks, representing decentralized policies and localized Q-functions, are much smaller compared with the global one. The convergence and the sample complexity of the proposed algorithm is established and shown to be scalable with respect to the size of both agents and states. To the best of our knowledge, this is the first neural network based MARL algorithm with network structure and provably convergence guarantee.

Our contribution. Our work contributes to two lines of research.

The first one is for mean-field control with reinforcement learning, for which existing works require that each agent have the full information of the population distribution (Gu et al. [24], Carmona et al. [10, 11], Motte and Pham [42]) and yet in most applications agents only have access to partial or limited information (Yang et al. [56]). We build a theoretical framework that incorporates network structures in the MARL framework, and provide computationally efficient algorithms where each agent only needs local information of neighborhood states to learn and to execute the policy.

Secondly, our work builds the theoretical foundation for the practically popular scheme of centralized-training-decentralized-execution (CTDE) (Lowe et al. [40], Rashid et al. [47], Vadori et al. [52], Yang et al. [57]). The CTDE framework is first proposed in Lowe et al. [40] to learn optimal policies in cooperative games with two steps: the first step is to train a global policy for the central controller, and the second step is to decompose the central policy (i.e., a large Q-table) into individual policies so that individual agent can apply the decomposed/decentralized policy after training. Despite the popularity of CTDE, however, there has been no theoretical study as to when the Q-table can be decomposed and when the truncation error can be controlled, except for a heuristic argument by Lowe et al. [40] for large $N$ with local observations. Our paper analyzes for the first time with theoretical guarantee that applying our algorithm to this CTDE paradigm yields a near-optimal sample complexity, when there is a network structure among agent states. Moreover, our algorithm, which is easier to scale-up, improves the centralized training step with a localized training. To differentiate our approach from the CTDE scheme, we call it localized-training-decentralized-execution (LTDE).

Notation. For a set $X$, denote $\mathbb{R}^X = \{f : X \to \mathbb{R}\}$ as the set of all real-valued functions on $X$. For each $f \in \mathbb{R}^X$, define $\|f\|_\infty = \sup_{x \in X} |f(x)|$ as the sup norm of $f$. In addition, when $X$ is finite, denote $|X|$ as the size of $X$, and $\mathcal{P}(X)$ as the set of all probability measures on $X$: $\mathcal{P}(X) = \{p : p(x) \geq 0, \sum_{x \in X} p(x) = 1\}$, which is equivalent to the probability simplex in $\mathbb{R}^{|X|}$. $[N] := \{1, 2, \cdots, N\}$. For any $\mu \in \mathcal{P}(X)$ and a subset $\mathcal{Y} \subset X$, let $\mu(\mathcal{Y})$ denote the restriction of the vector $\mu$ on $\mathcal{Y}$, and let $\mathcal{P}(\mathcal{Y})$ denote the set $\{\mu(\mathcal{Y}) : \mu \in \mathcal{P}(X)\}$. For $x \in \mathbb{R}^d$, $d \in \mathbb{N}$, denote $\|x\|_2$ as the $L^2$-norm of $x$ and $\|x\|_\infty$ as the $L^\infty$-norm of $x$.

2 Mean-field MARL with Local Dependency

The focus of this paper is to study a cooperative multi-agent system with a network of agent states, which consists of nodes representing states of the agents and edges by which states are connected. In this system, every agent is only allowed to move from her present state to its connecting states. Moreover, she is assumed to only observe (realistically) partial information of the system on an aggregated level. Mean-field theory provides efficient approximations when agents only observe aggregated information, and has been applied in stochastic systems with large homogeneous agents such as financial markets (Carmona et al. [9], Lacker and Zariphopoulou [34], Hu and Zariphopoulou [27], Casgrain and Jaimungal [12]), energy markets (Germain et al. [21], Aid et al. [2]), and auction systems (Iyer et al. [29], Guo et al. [26]).
2.1 Review of MARL

Let us first recall the cooperative MARL in an infinite time horizon, where there are $N$ agents whose policies are coordinated by a central controller. We assume that both the state space $S$ and the action space $A$ are finite.

At each step $t = 0, 1, \ldots$, the state of agent $i$ ($= 1, 2, \ldots, N$) is $s_i^t \in S$ and she takes an action $a_i^t \in A$. Given the current state profile $s_t = (s_1^t, \ldots, s_N^t) \in S^N$ and the current action profile $a_t = (a_1^t, \ldots, a_N^t) \in A^N$ of $N$ agents, agent $i$ will receive a reward $r_i^t(s_t, a_t)$ and her state will change to $s_{i+1}^t$ according to a transition probability function $P_i(s_t, a_t)$. A Markovian game further restricts the admissible policy for agent $i$ to be of the form $a_i^t \sim \pi_i^t(s_t)$. That is, $\pi_i^t : S^N \to \mathcal{P}(A)$ maps each state profile $s \in S^N$ to a randomized action, with $\mathcal{P}(A)$ the space of all probability measures on space $A$.

In this cooperative MARL framework, the central controller is to maximize the expected discounted accumulated reward averaged over all agents. That is to find

$$V(s) = \sup_{\pi} \frac{1}{N} \sum_{i=1}^{N} v^i(s, \pi),$$

(2.1)

where

$$v^i(s, \pi) = \mathbb{E} \left[ \sum_{t=0}^{\infty} \gamma^t r^i(s_t, a_t) \mid s_0 = s \right]$$

(2.2)

is the accumulated reward for agent $i$, given the initial state profile $s_0 = s$ and policy $\pi = \{\pi_i\}_{i=0}^\infty$ with $\pi_i = (\pi_1^i, \ldots, \pi_N^i)$. Here $\gamma \in (0, 1)$ is a discount factor, $a_i^t \sim \pi_i^t(s_t)$, and $s_{i+1}^t \sim P_i(s_t, a_i^t)$.

The corresponding Bellman equation for the value function (2.1) is

$$V(s) = \sup_{a \in A^N} \left\{ \mathbb{E} \left[ \frac{1}{N} \sum_{i=1}^{N} r^i(s, a) + \gamma \mathbb{E}_{s' \sim P(s, a)} [V(s')] \right] \right\},$$

(2.3)

with the population transition kernel $P = (P^1, \ldots, P^N)$. The value function can be written as

$$V(s) = \sup_{a \in A^N} Q(s, a),$$

in which the Q-function is defined as

$$Q(s, a) = \mathbb{E} \left[ \frac{1}{N} \sum_{i=1}^{N} r^i(s, a) + \gamma \mathbb{E}_{s' \sim P(s, a)} [V(s')] \right],$$

(2.4)

consisting of the expected reward from taking action $a$ at state $s$ and then following the optimal policy thereafter. The Bellman equation for the Q-function, defined from $S^N \times A^N$ to $\mathbb{R}$, is given by

$$Q(s, a) = \mathbb{E} \left[ \frac{1}{N} \sum_{i=1}^{N} r^i(s, a) + \gamma \mathbb{E}_{s' \sim P(s, a)} \left[ \sup_{a' \in A^N} Q(s', a') \right] \right].$$

(2.5)

One can thus retrieve the optimal (stationary) control $\pi^*(s, a)$ (if it exists) from $Q(s, a)$, with $\pi^*(s) \in \arg \max_{a \in A^N} Q(s, a)$.

2.2 Mean-field MARL with Local Dependency

In this system, there are $N$ agents who share a finite state space $S$ and take actions from a finite action space $A$. Moreover, there is a network on the state space $S$ associated with an underlying undirected graph $(S, \mathcal{E})$, where $\mathcal{E} \subseteq S \times S$ is the set of edges. The distance between two nodes is defined as the number of edges in a shortest path. For a given $s \in S$, $N^1_s$ denotes the nearest neighbor of $s$, which consists of all nodes connected to $s$ by an edge and includes $s$.
itself; and \( \mathcal{N}_s^k \) denotes the k-hop neighborhood of \( s \), which consists of all nodes whose distance to \( s \) is less than or equal to \( k \), including \( s \) itself. For simplicity, we use \( \mathcal{N}_s := \mathcal{N}_s^1 \). From agent i's perspective, agents in her neighborhood \( \mathcal{N}_s \) change stochastically over time.

To facilitate mean-field approximation to this system, assume throughout the paper that the agents are homogeneous and indistinguishable. In particular, at each step \( t = 0, 1, \cdots \), if agent \( i \) at state \( s^i_t \in \mathcal{S} \) takes an action \( a^i_t \in \mathcal{A} \), then she will receive a stochastic reward which is uniformly upper bounded by \( r_{\text{max}} \) such that

\[
\begin{align*}
\tau^i(s^i_t, a^i_t) := & r^i(s^i_t, \mu_t(\mathcal{N}^i_s), a^i_t) \leq r_{\text{max}}, \quad i \in [N];
\end{align*}
\]

and her state will change to a neighboring state \( s^i_{t+1} \in \mathcal{N}^i_s \) according to a transition probability such that

\[
\begin{align*}
s^i_{t+1} \sim P^i(s^i_t, a^i_t) := & P \left( \cdot \mid s^i_t, \mu_t(\mathcal{N}^i_s), a^i_t \right), \quad i \in [N],
\end{align*}
\]

where \( \mu_t(\cdot) = \sum_{s^i_t=0}^{N} \frac{1}{N} \delta(\cdot, s^i_t) \in \mathcal{P}^N(\mathcal{S}) := \left\{ \mu \in \mathcal{P}(\mathcal{S}) : \mu(s) \in \left\{ 0, \frac{1}{N}, \frac{2}{N}, \cdots, \frac{N-1}{N}, 1 \right\} \text{ for all } s \in \mathcal{S} \right\} \) is the empirical state distribution of \( N \) agents at time \( t \), with \( N \cdot \mu_t(s) \) the number of agents in state \( s \) at time \( t \), and \( \mu_t(\mathcal{N}_s) \) the restriction of \( \mu_t \) on the 1-hop neighbor of \( s^i_t \).  

(2.6)-(2.7) indicate that the reward and the transition probability of agent \( i \) at time \( t \) depend on both her individual information \( (a^i_t, s^i_t) \) and the mean-field of her 1-hop neighborhood \( \mu_t(\mathcal{N}_s) \), in an aggregated yet localized format: \textit{aggregated} or \textit{mean-field} meaning that agent \( i \) depends on other agents only through the empirical state distribution; \textit{localized} meaning that agent \( i \) depends on the mean-field information of her 1-hop neighborhood. Intuitive examples of such a setting include traffic-routing, package delivery, data routing, resource allocations, distributed control of autonomous vehicles and social economic systems.

**Policies with partial information.** To incorporate the element of \textit{partial or limited information} into this mean-field MARL system, consider the following \textit{individual-decentralized policies}

\[
\begin{align*}
a^i_t \sim & \pi^i(s^i_t) := \pi \left( s^i_t, \mu_t(\mathcal{N}^i_s) \right) \in \mathcal{P}(\mathcal{A}), \quad i \in [N],
\end{align*}
\]

and denote \( \mathcal{U} \) as the admissible policy set of all such policies.

Note that for a given mean-field information \( \mu_t, \pi(\cdot, \mu_t(\cdot)) : \mathcal{S} \rightarrow \mathcal{P}(\mathcal{A}) \) maps the agent state to a randomized action. That is, the policy of each agent is executed in a decentralized manner and assumes that each agent only has access to the population information in her own state. This is more realistic than centralized policies which assume full access to the state information of all agents.

**Value function and Q-function.** The goal for this mean-field MARL is to maximize the expected discounted accumulated reward averaged over all agents, i.e.,

\[
\begin{align*}
V(\mu) := & \sup_{\pi \in \mathcal{U}} V^\pi(\mu) = \sup_{\pi \in \mathcal{U}} \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \left[ \sum_{t=0}^{\infty} \gamma^t r^i \left( s^i_t, \mu_t(\mathcal{N}^i_s), a^i_t \right) \bigg| \mu_0 = \mu \right], \quad \text{(MF-MARL)}
\end{align*}
\]

subject to (2.6)-(2.8) with a discount factor \( \gamma \in (0, 1) \).

The mean-field assumption leads to the following definition of the corresponding Q-function for (MF-MARL) on the measure space:

\[
\begin{align*}
Q(\mu, h) := & \mathbb{E} \left[ \sum_{i=1}^{N} \frac{1}{N} r^i(s^i_0, \mu(\mathcal{N}^i_s), a^i_0) \bigg| s_0, a_0 \right] \\
& + \mathbb{E} \left[ \sum_{i=1}^{\infty} \gamma^t \sum_{i=1}^{N} \frac{1}{N} r^i(s^i_t, \mu_t(\mathcal{N}^i_s), a^i_t) \bigg| a^i_t \sim \pi^i_t \right], \quad \text{(2.9)}
\end{align*}
\]

Expected reward of playing optimally thereafter \( a^i_t \sim \pi^i_t \).
where \( \mu(\cdot) = \sum_{i=1}^{N} \frac{1(s_i^0 = \cdot)}{N} \) is the initial empirical state distribution and \( h(s)(a) = \sum_{i=1}^{N} \frac{1(s_i^0 = s, a_i^0 = a)}{N} \) is a “decentralized” policy representing the proportion of agents in state \( s \) that takes action \( a \). Specifically, given \( \mu \in \mathcal{P}^N(S) \), \( s \in S \), and the \( N \cdot \mu(s) \) agents in state \( s \),

\[
h(s) \in \mathcal{P}^{N \cdot \mu(s)}(A) := \left\{ \zeta \in \mathcal{P}(A) : \zeta(a) \in \left\{ 0, \frac{1}{N \cdot \mu(s)}, \ldots, \frac{N \cdot \mu(s) - 1}{N \cdot \mu(s)} \right\} \text{ for all } a \in A \right\} \subset \mathcal{P}(A),
\]

where \( \zeta \) in \( \mathcal{P}^{N \cdot \mu(s)}(A) \) is an empirical action distribution of \( N \cdot \mu(s) \) agents in state \( s \), and \( \zeta(a) \) is the proportion of agents taking action \( a \in A \) among all \( N \cdot \mu(s) \) agents in state \( s \). Furthermore, for a given \( s \in S \), denote \( \mathcal{P}^{N \cdot \mu(s)}(A) \) the set of all admissible “decentralized” policies \( h(s)(\cdot) \); and for a given \( \mu \in \mathcal{P}^N(S) \), denote the product of \( \mathcal{P}^{N \cdot \mu(s)}(A) \) over all states by \( \mathcal{H}^N(\mu) := \{ h : h(s) \in \mathcal{P}^{N \cdot \mu(s)}(A) \forall s \in S \} \). Here \( \mathcal{H}^N(\mu) \) depends on \( \mu \) and is a subset of \( \mathcal{H} = \{ h : S \to \mathcal{P}(A) \} \).

Note that \( Q(\mu, h) \) defined in (2.9) is invariant with respect to the order of the elements in \( s_0 \) and \( a_0 \). More critically, the input dimension of the Q-function defined in (2.9) is independent from the number of agents in the system, hence is easier to scale up in a large population regime. This differs from the input dimension of the Q-function in (2.4), which grows exponentially with respect to the number of agents, the main culprit of the curse of dimensionality for MARL algorithms.

### 3 Analysis of MF-MARL with Local Dependency

The theoretical study of this mean-field MARL with local dependency (Section 2.2) consists of three key components, which are crucial for subsequent algorithm design and convergence analysis: the first is the reformulation of the MARL system as a networked Markov decision process with teams of agents. This reformulation leads to the decomposition of the Q-function and the value function according to states, facilitating updating the consequent team Q-function in a localized fashion (Section 3.1); the second is the Bellman equation for the value function and the Q-function on the probability measure space (Section 3.2); the third is the exponential decay property of the team Q-function, enabling its approximation with a truncated version of a much smaller dimension and yet with a controllable approximation error (Section 3.3).

#### 3.1 Markov Decision Process (MDP) on Network of States

This section shows that the mean-field MARL (2.6)-(2.8) can be reformulated in an MDP framework by exploiting the network structure of states. This reformulation leads to the decomposition of the Q-function, facilitating more computationally efficient updates.

The key idea is to utilize the homogeneity of the agents in the problem set-up and to regroup these \( N \) agents according to their states. This regrouping translates (MF-MARL) with \( N \) agents into a networked MDP with \( |S| \) agents teams, indexed by their states.
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**Figure 1:** **Left:** MF-MARL problem (2.6)-(2.8). **Right:** Reformulation of team game (3.2)-(3.6).
To see how the policy, the reward function, and the dynamics in this networked Markov decision process are induced by the regrouping approach, recall that there are \( N \cdot \mu(s) \) agents in state \( s \), each agent \( i \) in state \( s \) will independently choose action \( a_i \sim \pi(s, \mu(s)) \) according to the individual-decentralized policy \( \pi(s, \mu(s)) \in \mathcal{P}(\mathcal{A}) \) in (2.8). Therefore the empirical action distribution of \( \{a_1, \ldots, a_{N, \mu(s)}\} \) is a random variable taking values from \( \mathcal{P}^{N, \mu(s)}(\mathcal{A}) \), the set of empirical action distributions with \( N \cdot \mu(s) \) agents. Moreover, for any \( h(s) \in \mathcal{P}^{N, \mu(s)}(\mathcal{A}) \), we have

\[
\mathbb{P} \left( h(s) \text{ is the empirical action distribution of } \{a_1, \ldots, a_{N, \mu(s)}\}, a_i \sim \pi(s, \mu(s)) \right) = \mathbb{P} \left( \text{for each } a \in \mathcal{A}, a \text{ appears } N \cdot \mu(s) h(s)(a) \text{ times in } \{a_1, \ldots, a_{N, \mu(s)}\}, a_i \sim \pi(s, \mu(s)) \right) = \frac{(N \cdot \mu(s))!}{\prod_{a \in \mathcal{A}} (N \cdot \mu(s) h(s)(a))!} \prod_{a \in \mathcal{A}} \left( \pi(s, \mu(s))(a) \right)^{N \cdot \mu(s) h(s)(a)}. \tag{3.1}
\]

Here \( h(s)(a) \) denotes the proportion of agents taking action \( a \) among all agents in state \( s \), with last equality derived from the multinomial distribution with parameters \( N \cdot \mu(s) \) and \( \pi(s, \mu(s)) \).

Now, clearly each individual-decentralized policy \( \pi (s, \mu (s)) \in \mathcal{P}(\mathcal{A}) \) in (2.8) induces a team-decentralized policy of the following form:

\[
\Pi_s(h(s) \mid \mu(s)) = \prod_{a \in \mathcal{A}} \left( \pi(s, \mu(s))(a) \right)^{N \cdot \mu(s) h(s)(a)}, \tag{3.2}
\]

where \( h(s) \in \mathcal{P}^{N, \mu(s)}(\mathcal{A}) \). Conversely, given a team-decentralized policy \( \Pi_s(\cdot \mid \mu(s)) \), one can recover the individual-decentralized policy \( \pi(s, \mu(s)) \) by choosing appropriate \( h(s) \in \mathcal{P}^{N, \mu(s)}(\mathcal{A}) \) and querying the value of \( \Pi_s(h(s) \mid \mu(s)) \): let \( h_i(s) = \delta_{a_i} \) be the Dirac measure with \( a_i \in \mathcal{A} \), which is an action distribution such that all agents in state \( s \) take action \( a_i \). By (3.2), \( \Pi_s(h_i(s) \mid \mu(s)) = (\pi(s, \mu(s))(a_i))^{N \cdot \mu(s)} \), implying \( \pi(s, \mu(s))(a_i) = (\Pi(h_i(s) \mid \mu(s)))^{1/N} \).

Next, given \( \mu \in \mathcal{P}^N(\mathcal{S}) \) and \( h \in \mathcal{H}^N(\mu) = \{ h : h(s) \in \mathcal{P}^{N, \mu(s)}(\mathcal{A}), \forall s \in \mathcal{S} \} \), the set of empirical action distributions on every state, if we define

\[
\Pi(h \mid \mu) := \prod_{s \in \mathcal{S}} \Pi_s(h(s) \mid \mu(s)), \tag{3.3}
\]

then \( \Pi \) is the admissible policy set of individual-decentralized policies in the form of (2.8), is now replaced by \( \Pi \), the set of all team-decentralized policies \( \Pi \) induced from \( \pi \in \Pi \) through (3.2) and (3.3). In addition, denote the set of all state-action distribution pairs as

\[
\Xi := \bigcup_{\mu \in \mathcal{P}^N(\mathcal{S})} \{ \zeta = (\mu, h) : h \in \mathcal{H}^N(\mu) \}, \tag{3.4}
\]

Moreover, from the team perspective, the transition probability in (2.7) can be viewed as a Markov process of \( \mu_t \) and \( h_t \in \mathcal{H}^N(\mu_t) \) with an induced transition probability \( \mathbf{P}^N \) from (2.7) such that

\[
\mu_{t+1} \sim \mathbf{P}^N(\cdot \mid \mu_t, h_t). \tag{3.5}
\]

It is easy to verify that for a given state \( s \in \mathcal{S} \), \( \mu_{t+1}(s) \) only depends on \( \mu_t(N_s^2) \), the empirical distribution in the 2-hop neighborhood of \( s \), and \( h_t(N_s) \).

Finally, given \( \mu(N_s) \in \mathcal{P}^N(N_s) \), an empirical distribution restricted to the 1-hop neighborhood of \( s \), one can define a localized team reward function for team \( s \) from \( \mathcal{P}^{N, \mu(s)}(\mathcal{A}) \) to \( \mathbb{R} \) as

\[
r_s(\mu(N_s), h(s)) = \sum_{a \in \mathcal{A}} r(s, \mu(N_s), a) h(s)(a), \tag{3.6}
\]

which depends on the state \( s \) and its 1-hop neighborhood; and define the maximal expected discounted accumulative localized team rewards over all teams as

\[
\tilde{V}(\mu) := \sup_{\Pi \in \Pi} \tilde{V}^\Pi(\mu) = \sup_{\Pi \in \Pi} \mathbb{E} \left[ \sum_{t=0}^{\infty} \sum_{s \in \mathcal{S}} \gamma^t r_s(\mu_t(N_s), h_t(s)) \mid \mu_0 = \mu \right]. \tag{3.7}
\]
With all these key elements, one can establish the equivalence between maximizing the reward averaged over all agents in (MF-MARL) and maximizing the localized team reward summed over all teams in (3.7), and can thus reformulate the (MF-MARL) problem as an equivalent MDP of (3.2)-(3.7) with $|S|$ teams, the latter denoted as (MF-DEC-MARL). (The proof is detailed in Appendix A). That is,

**Lemma 3.1** (Value function and Q-function decomposition)

$$V(\mu) = \bar{V}(\mu) = \sup_{\Pi \in \U} \sum_{s \in S} \bar{V}_s^\Pi(\mu),$$  \hspace{1cm} (3.8)

where $h_t \sim \Pi(\cdot|\mu_t)$, $\mu_{t+1} \sim P^N(\cdot|\mu_t, h_t)$, and

$$\bar{V}_s^\Pi(\mu) = \mathbb{E}\left[\sum_{t=0}^{\infty} \gamma^t r_s(\mu_t(N_s), h_t(s)) \middle| \mu_0 = \mu\right]$$  \hspace{1cm} (3.9)

is called the value function under policy $\Pi$ for team $s$. Similarly,

$$Q^\Pi(\mu, h) : = \mathbb{E}\left[\sum_{t=0}^{\infty} \gamma^t \sum_{s \in S} r_s(\mu_t(N_s), h_t(s)) \middle| \mu_0 = \mu, h_0 = h\right] = \sum_{s \in S} Q_s^\Pi(\mu, h),$$  \hspace{1cm} (3.10)

where

$$Q_s^\Pi(\mu, h) = \mathbb{E}\left[\sum_{t=0}^{\infty} \gamma^t r_s(\mu_t(N_s), h_t(s)) \middle| \mu_0 = \mu, h_0 = h\right]$$  \hspace{1cm} (3.11)

is the Q-function under policy $\Pi$ for team $s$, called team-decentralized Q-function.

The decomposition for the Q-function in (3.10) is one of the key elements to allow for approximation of $Q^\Pi(\mu, h)$ by a truncated Q-function defined on a smaller space and updated in a localized fashion; it is useful for designing sample-efficient learning algorithms and for parallel computing, as will be clear in the next Section 3.3.

### 3.2 Bellman equation for Q-function.

This section builds the second block for reinforcement learning algorithms, the Bellman equation for Q-function. Indeed, the Bellman equation for $Q(\mu, h)$ can be derived following a similar argument in Gu et al. [23], after establishing the dynamic programming principle on an appropriate probability measure space.

**Lemma 3.2** (Bellman Equation for Q-function) The Q-function defined in (2.9) satisfies:

$$Q(\mu, h) = \mathbb{E}\left[\frac{1}{N} \sum_{i=1}^{N} r(s_i, \mu(N_{s_i}), a_i) \middle| s_0, a_0\right] + \gamma \mathbb{E}_{s_i \sim P(\cdot|s_i, \mu(N_{s_i}), a_i)} \left[\sup_{h' \in H^N(\mu_1)} Q^\Pi(\mu_1, h')\right],$$  \hspace{1cm} (3.12)

with $\mu_1(\cdot) = \frac{\sum_{i=1}^{N} 1(s_i = \cdot)}{N}$ the empirical state distribution at time 1.

Note that the Bellman equation (3.12) is for the Q-function defined in (2.9) for general mean-field MARL. In order to enable the localized-training-decentralized-execution for computational efficiency, one needs to consider the decomposition of Q-function (3.10) and the updating rule based on the team-decentralized Q-function (3.11). The corresponding Bellman equation for the team-decentralized Q-function (3.11) is:

**Lemma 3.3** Given a policy $\Pi \in \U$, $Q^\Pi_s$ defined in (3.11) is the unique solution to the Bellman equation $Q^\Pi_s = \mathcal{T}^\Pi_s Q^\Pi_s$, with $\mathcal{T}^\Pi_s$ the Bellman operator taking the form of

$$\mathcal{T}^\Pi_s Q^\Pi_s(\mu, h) = \mathbb{E}_{(\mu', h') \sim P(\cdot|\mu, h)}, \mu' \sim \Pi(\cdot|\mu) \left[r_s(\mu, h) + \gamma \cdot Q^\Pi_s(\mu', h')\right], \forall (\mu, h) \in \Xi.$$  \hspace{1cm} (3.13)

These Bellman equations are the basis for general Q-function-based algorithms in mean-field MARL.
3.3 Exponential Decay of Q-function

This section will show that the team-decentralized Q-function \(Q^\Pi_s(\mu, h)\) has an exponential decay property. This is another key element to enable an approximation to \(Q^\Pi_s\) by a localized Q-function \(\hat{Q}^\Pi_s(\mu(N^k_s), h(N^k_s))\), and to guarantee the scalability and sample efficiency of subsequent algorithm design.

To establish the exponential decay property of the Q-function (3.11), first recall that \(\mathcal{N}^k_s\) is the set of k-hop neighborhood of state \(s\), and define \(\mathcal{N}^{-k}_s = \mathcal{S}/\mathcal{N}^k_s\) as the set of states that are outside of \(s\)’s k-hop neighborhood. Next, rewrite any given empirical state distribution \(\mu \in \mathcal{P}^N(\mathcal{S})\) as \((\mu(\mathcal{N}^k_s), \mu(\mathcal{N}^{-k}_s))\), and similarly, \(h \in \mathcal{H}^N(\mu)\) as \((h(\mathcal{N}^k_s), h(\mathcal{N}^{-k}_s))\).

**Definition 3.4** The \(Q^\Pi_s\) is said to have \((c, \rho)\)-exponential decay property, if for any \(s \in \mathcal{S}\) and any \(\Pi \in \Omega\), \((\mu, h), (\mu', h') \in \Xi\) with \(\mu(N^k_s) = \mu'(N^k_s)\) and \(h(N^k_s) = h'(N^k_s)\)

\[
|Q^\Pi_s(\mu(N^k_s), \mu(N^{-k}_s), h(N^k_s), h(\mathcal{N}^{-k}_s)) - Q^\Pi_s(\mu(N^k_s), \mu'(N^{-k}_s), h(N^k_s), h'(\mathcal{N}^{-k}_s))| \leq cp^{k+1}.
\]

Note that the exponential decay property is defined for the team-decentralized Q-function \(Q^\Pi_s\), instead of the centralized Q-function \(Q^\Pi\). The following Lemma provides a sufficient condition for the exponential decay property. Its proof is given in Appendix B.

**Lemma 3.5** When the reward \(r_s\) in (3.6) is uniformly upper bounded by \(r_{\max} > 0\), for any \(s \in \mathcal{S}\), \(Q^\Pi_s\) satisfies the \(\left(\frac{r_{\max}}{\sqrt{\gamma}}, \sqrt{\gamma}\right)\)-exponential decay property.

The exponential decay property implies that for a given state \(s \in \mathcal{S}\), the dependence of \(Q^\Pi_s\) on other states decays quickly with respect to its distance from state \(s\). It motivates and enables the approximation of \(Q^\Pi_s(\mu, h)\) by a truncated function which only depends on \(\mu(N^k_s)\) and \(h(N^k_s)\), especially when \(k\) is large and \(\rho\) is small. Specifically, consider the following class of localized Q-functions,

\[
\hat{Q}^\Pi_s(\mu(N^k_s), h(N^k_s)) = \sum_{\mu(N^{-k}_s), h(N^{-k}_s)} \left[w_s(\mu(N^{-k}_s), h(N^{-k}_s); \mu(N^k_s), h(N^k_s)) \cdot Q^\Pi_s(\mu(N^k_s), \mu(N^{-k}_s), h(N^k_s), h(N^{-k}_s))\right],
\]

(Local Q-function)

where \(w_s(\mu(N^{-k}_s), h(N^{-k}_s); \mu(N^k_s), h(N^k_s))\) are any non-negative weights of

\[
\sum_{\mu(N^{-k}_s), h(N^{-k}_s)} w_s(\mu(N^{-k}_s), h(N^{-k}_s); \mu(N^k_s), h(N^k_s)) = 1
\]

for any \(\mu(N^k_s)\) and \(h(N^k_s)\).

Then, direct computation yields the following proposition.

**Proposition 3.6** Let \(\hat{Q}^\Pi_s\) be any localized Q-function in the form of (Local Q-function). Assume the \((c, \rho)\)-exponential decay property in Definition 3.4 holds, then for any \(\mu \in \mathcal{P}^N(\mathcal{S})\) and \(h \in \mathcal{H}^N(\mu)\),

\[
|\hat{Q}^\Pi_s(\mu(N^k_s), h(N^k_s)) - Q^\Pi_s(\mu, h)| \leq cp^{k+1}.
\]

Moreover, (3.14) holds independent of the weights in (Local Q-function).

Note that given a team-decentralized Q-function \(Q^\Pi\), its localized version \(\hat{Q}^\Pi_s\) only takes \(\mu(N^k_s), h(N^k_s)\) as inputs, and \(\hat{Q}^\Pi_s(\mu(N^k_s), h(N^k_s))\) is defined as a weighted average of \(Q^\Pi_s\) over
all \((\mu, h)\)-pairs which agree with \((\mu(N^k_s), h(N^k_s))\) in the \(k\)-hop neighborhood of \(s\). Although the localized Q-function \(\hat{Q}^H_s\) may vary according to different choices of the weights, by the exponential decay property, every \(\hat{Q}^H_s\) approximates \(Q^H_s\) with uniform error and requires a smaller dimension of input.

**Remark 3.7 (Exponential Decay Property)** In a discounted reward setting (2.1), the exponential decay property follows directly from the fact that the discount factor \(\gamma \in (0, 1)\) and the local dependency structure in (3.2)-(3.7). For problems of finite-time or infinite horizons with ergodic reward functions, this property can be established by imposing additional Lipschitz condition on the transition kernel. (See Qu et al. [44], Theorem 1 for network of heterogeneous agents and \(\gamma = 1\)).

It is also worth pointing out that the exponential decay property has been extensively explored in random graphs (e.g., Gamarnik [19], Gamarnik et al. [20]) and for analysis of network of agents in Qu et al. [44] and Lin et al. [37].

## 4 Algorithm Design

The three key analytical components for problem (MF-DEC-MARL) in previous sections pave the way for designing efficient learning algorithms. In this section, we propose and analyze a decentralized neural actor-critic algorithm, called LTDE-Neural-AC.

Our focus is the localized Q-function \(\hat{Q}^H_s(\mu(N^k_s), h(N^k_s))\), the approximation to \(Q^H_s\) with a smaller input dimension. First, this localized Q-function \(\hat{Q}^H_s\) and the team-decentralized policy \(\Pi_s\) will be parameterized by two-layer neural networks with parameters \(\omega_s\) and \(\theta_s\) respectively (Section 4.2). Next, these neural network parameters \(\theta = \{\theta_s\}_{s \in S}\) and \(\omega = \{\omega_s\}_{s \in S}\) are updated via an actor-critic algorithm in a localized fashion (Section 4.3): the critic aims to find a proper estimate for the localized Q-function under a fixed policy (parameterized by \(\theta\)), while the actor computes the policy gradient based on the localized Q-function, and updates \(\theta\) by a gradient step.

These networks are updated locally requiring only information of the neighborhood states during the training phase; afterwards agents in the system will execute these learned decentralized policies which requires only information of the agent’s current state. This localized training and decentralized execution enables efficient parallel computing especially for a large shared state space.

Moreover, over-parameterization of neural networks avoids issues of nonconvexity and divergence associated with the neural network approach, and ensures the global convergence of our proposed LTDE-Neural-AC algorithm.

### 4.1 Basic Set-up

**Policy parameterization.** To start, let us assume that at state \(s\) the team-decentralized policy \(\Pi^\theta_s\) is parameterized by \(\theta_s \in \Theta_s\). Further denote \(\theta := \{\theta_s\}_{s \in S}, \Theta := \prod_{s \in S} \Theta_s, \Pi^\theta := \prod_{s \in S} \Pi^\theta_s, \text{ and } \Pi := \{\Pi^\theta : \theta \in \Theta\}\) as the class of admissible policies parameterized by the parameter space \(\{\theta : \theta \in \Theta\}\).

**Initialization.** Let us also assume that the initial state distribution \(\mu_0\) of \(N\) agents is sampled from a given distribution \(P_0\) over \(\mathcal{P}^N(S)\), i.e., \(\mu_0 \sim P_0\); and define the expected total reward function \(J(\theta)\) under policy \(\Pi^\theta\) by

\[
J(\theta) = \mathbb{E}_{\mu_0 \sim P_0}[\tilde{V}^{\Pi^\theta}(\mu_0)].
\]

**Visitation measure.** Denote \(\nu_0\) as the stationary distribution on \(\Xi\) of the Markov process (3.5) induced by \(\Pi^\theta\).
Similar to the single-agent RL problem (Agarwal et al. [1], Fu et al. [18]), each admissible policy $\Pi^\theta$ induces a visitation measure $\sigma_\theta(\mu, h)$ on $\Xi$ describing the frequency that policy $\Pi^\theta$ visits $(\mu, h)$, with

$$
\sigma_\theta(\mu, h) := (1 - \gamma) \cdot \sum_{t=0}^{\infty} \gamma^t \cdot \mathbb{P} \left( \mu_t = \mu, h_t = h \mid \Pi^\theta \right),
$$

where $\mu_0 \sim P_0$, $h_t \sim \Pi^\theta(\cdot | \mu_t)$, and $\mu_{t+1} \sim P^N(\cdot | \mu_t, h_t)$.

**Policy gradient theorem.** In order to find the optimal parameterized policy $\Pi^\theta$ which maximizes the expected total reward function $J(\theta)$, the policy optimization step will search for $\theta \in \Theta$ along the gradient direction $\nabla J(\theta)$. Note that computing the gradient $\nabla J(\theta)$ depends on both the action selection, which is directly determined by $\Pi^\theta$, and the visitation measure $\sigma_\theta$ in (4.2), which is indirectly determined by $\Pi^\theta$.

A simple and elegant result called the policy gradient theorem (Lemma 4.1) proposed in Sutton et al. [51], reformulates the gradient $\nabla J(\theta)$ in terms of $Q^\Pi^\theta$ in (3.10) and $\nabla \log \Pi^\theta(h | \mu)$ under the visitation measure $\sigma_\theta$. This result simplifies the gradient computation significantly, and is fundamental for actor-critic algorithms.

**Lemma 4.1** (Sutton et al. [51]) $\nabla J(\theta) = \frac{1}{1 - \gamma} \mathbb{E}_{\sigma_\theta} \left[ Q^\Pi^\theta(\mu, h) \nabla \log \Pi^\theta(h | \mu) \right].$

Now, direct implementation of the actor-critic algorithm with the centralized policy gradient theorem in Lemma 4.1 suffers from high sample complexity due to the dimension of the Q-function. Instead, we will show that the exponential decay property of Q-function allows efficient approximation of the policy gradient via localization and hence a scalable algorithm to solve (MF-MARL).

### 4.2 Neural Policy and Neural Q-function

We now turn to the localized Q-function $\hat{Q}^\Pi(\mu(x^k), h(x^k))$ (i.e., the approximation of $Q(x)$) and the team-decentralized policy $\Pi_\Sigma$, and their parameterization by two-layer neural networks. We emphasize that the parameterization framework in this section can be extended to any neural-based single-agent algorithms with convergence guarantee.

**Two-Layer Neural Network.** For any input space $\mathcal{X} \subset \mathbb{R}^{d_x}$ with dimension $d_x \in \mathbb{N}$, a two-layer neural network $f(x; W, b)$ with input $x \in \mathcal{X}$ and width $M \in \mathbb{N}$ takes the form of

$$
\tilde{f}(x; W, b) = \frac{1}{\sqrt{M}} \sum_{m=1}^{M} b_m \cdot \text{ReLU} \left( x \cdot [W]_m \right).
$$

Here the scaling factor $\frac{1}{\sqrt{M}}$ called the Xavier initialization (Glorot and Bengio [22]) ensures the same input variance and the same gradient variance for all layers; the activation function $\text{ReLU} : \mathbb{R} \to \mathbb{R}$, defined as $\text{ReLU}(u) = \mathbb{I}\{u > 0\} \cdot u$; $b = \{b_m\}_{m \in [M]}$ and $W = ([W]^T_1, \ldots, [W]^T_M)^T \in \mathbb{R}^{M \times d_x}$ in (4.3) are parameters of the neural network.

Taking advantage of the homogeneity of $\text{ReLU}$ (i.e., $\text{ReLU}(c \cdot u) = c \cdot \text{ReLU}(u)$ for all $c > 0$ and $u \in \mathbb{R}$), we adopt the usual trick (Cai et al. [6], Wang et al. [53], Allen-Zhu et al. [3]) to fix $b$ throughout the training and only to update $W$ in the sequel. Consequently, denote $f(x; W, b) = f(x; W)$ when $b_m = 1$ is fixed. $[W]_m$ is initialized according to a multivariate normal distribution $N(0, I_{d_x}/d_x)$, where $I_{d_x}$ is the identity matrix of size $d_x$.

**Neural Policy.** For each $s \in \mathcal{S}$, denote the tuple $\zeta_s = (\mu(s), h(s)) \in \mathbb{R}^{d_{\zeta_s}}$ for notational simplicity, where $d_{\zeta_s} := 1 + |\mathcal{A}|$ is the dimension of $\zeta_s$. Given the input $\zeta_s = (\mu(s), h(s))$ and
parameter $W = \theta_s$ in the two-layer neural network $f(\cdot; \theta_s)$ in (4.3), the team-decentralized policy $\Pi^\theta_s$, called the actor, is parameterized in the form of an energy-based policy,

$$
\Pi^\theta_s(h(s) \mid \mu(s)) = \frac{\exp[\tau \cdot f((\mu(s), h(s)); \theta_s)]}{\sum_{h'(s) \in \mathcal{H}^N(\cdot, \cdot)} \exp[\tau \cdot f((\mu(s), h'(s)); \theta_s)]},
$$

(4.4)

where $\tau$ is the temperature parameter and $f$ is the energy function.

To study the policy gradient for (4.4), let us first define a class of feature mappings that is consistent with the representation of two-layer neural networks. This connection between the gradient of a two-layer ReLU neural network and the feature mapping defined in (4.6) is crucial in the convergence analysis of Theorems 5.4 and 5.10. Specifically, rewrite the two-layer neural network in (4.3) as

$$
f(\zeta_s; \theta_s) = \frac{1}{\sqrt{M}} \sum_{m=1}^M \text{ReLU} \left( \zeta_s^\top \left[ \theta_s \right]_m \right) = \frac{1}{\sqrt{M}} \sum_{m=1}^M \mathbb{1} \left\{ \zeta_s^\top \left[ \theta_s \right]_m > 0 \right\} \cdot \zeta_s^\top \left[ \theta_s \right]_m := \phi_{\theta_s}(\zeta_s)^\top \theta_s.
$$

(4.5)

Then the feature mapping $\phi_{\theta_s} = \left( \left[ \phi_{\theta_s} \right]^\top_1, \ldots, \left[ \phi_{\theta_s} \right]^\top_M \right)^\top : \mathbb{R}^{d_{\zeta_s}} \rightarrow \mathbb{R}^{M \times d_{\zeta_s}}$ may take the following form:

$$
[\phi_{\theta_s}]_m (\zeta_s) = \frac{1}{\sqrt{M}} \cdot \mathbb{1} \left\{ \zeta_s^\top \left[ \theta_s \right]_m > 0 \right\} \cdot \zeta_s.
$$

(4.6)

That is, the two-layer neural network $f(\zeta_s; \theta_s)$ may be viewed as the inner product between the feature $\phi_{\theta_s}(\zeta_s)$, and the neural network parameters $\theta_s$. Since $f(\zeta_s; \theta_s)$ is almost everywhere differentiable with respect to $\theta_s$, we see $\nabla_{\theta_s} f(\zeta_s; \theta_s) = \phi_{\theta_s}(\zeta_s)$.

Furthermore, define a “centered” version of the feature $\phi_{\theta_s}$ such that

$$
\Phi(\theta, s, \mu, h) := \phi_{\theta_s}(\mu(s), h(s)) - \mathbb{E}_{h(s') \sim \Pi^\theta_s(\cdot | \mu(s))} [\phi_{\theta_s}(\mu(s), h'(s))].
$$

(4.7)

Note that when policy $\Pi^\theta$ takes the energy-based form (4.4), $\Phi = \frac{1}{\tau} \nabla_{\theta} \log \Pi^\theta$. Therefore,

Lemma 4.2 For any $\theta \in \Theta, s \in S, \mu \in \mathcal{P}^N(S)$ and $h \in \mathcal{H}^N(\mu)$, $\|\Phi(\theta, s, \mu, h)\|_2 \leq 2$, and

$$
\nabla_{\theta_s} J(\theta) = \frac{\tau}{1 - \gamma} \cdot \mathbb{E}_{\sigma_o} \left[ Q^\Pi^\theta (\mu, h) \cdot \Phi(\theta, s, \mu, h) \right].
$$

(4.8)

Moreover, for each $s \in S$, define the following localized policy gradient

$$
g_s(\theta) = \frac{\tau}{1 - \gamma} \mathbb{E}_{\sigma_o} \left[ \sum_{\nu \in \mathcal{N}_s^k} \tilde{Q}^\Pi^\theta (\mu(\mathcal{N}_s^k), h(\mathcal{N}_s^k)) \cdot \Phi(\theta, s, \mu, h) \right],
$$

(4.9)

with $\tilde{Q}^\Pi^\theta$ in (Local Q-function) satisfying the $(c, \rho)$-exponential decay property, then there exists a universal constant $c_0 > 0$ such that

$$
\|g_s(\theta) - \nabla_{\theta_s} J(\theta)\| \leq \frac{c_0 \tau |S|}{1 - \gamma} \rho^{k+1}.
$$

(4.10)

Neural Q-function. Note $\tilde{Q}^\Pi^\theta$ in (Local Q-function) is unknown a priori. To obtain the localized policy gradient (4.9), the neural network (4.3) to parameterize $\tilde{Q}^\Pi^\theta$ is taken as

$$
Q_s(\mu(\mathcal{N}_s^k), h(\mathcal{N}_s^k); \omega_s) = f((\mu(\mathcal{N}_s^k), h(\mathcal{N}_s^k)); \omega_s).
$$

(4.9)

This $Q_s$ is called the critic. For simplicity, denote $\zeta_s^k = (\mu(\mathcal{N}_s^k), h(\mathcal{N}_s^k))$, with $d_{\zeta_s^k}$ the dimension of $\zeta_s^k$. 
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Critic Update. For a fixed policy $\Pi^\theta$, it is to estimate $\hat{Q}_s^{\Pi^\theta}$ of (Local Q-function) by a twolayer neural network $Q_s(\cdot; \omega_s)$, where $\hat{Q}_s^{\Pi^\theta}$ serves as an approximation to the team-decentralized Q-function $Q_s^{\Pi^\theta}$.

To design the update rule for $\hat{Q}_s^{\Pi^\theta}$, note that the Bellman equation (3.13) is for $Q_s^{\Pi^\theta}$ instead of $\hat{Q}_s^{\Pi^\theta}$. Indeed, $Q_s^{\Pi^\theta}$ takes $(\mu, h)$ as the input while $\hat{Q}_s^{\Pi^\theta}$ takes the partial information $(\mu(N_s^k), h(N_s^k))$ as the input.

In order to update parameter $\omega_s$, we substitute $(\mu(N_s^k), h(N_s^k))$ for the state-action pair in the Bellman equation (3.13). It is therefore necessary to study the error of using $(\mu(N_s^k), h(N_s^k))$ as the input. Specifically, given a tuple $(\mu_t, h_t, r_s(\mu_t(N_s), h_t(s)), \mu_{t+1}, h_{t+1})$ sampled from the stationary distribution $\nu_\theta$ of adopting policy $\Pi^\theta$, the parameter $\omega_s$ will be updated to minimize the error:

$$\left(\delta_{s,t}\right)^2 = \left[Q_s(\mu_t(N_s^k), h_t(N_s^k); \omega_s) - r_s(\mu_t(N_s), h_t(s)) - \gamma \cdot Q_s(\mu_{t+1}(N_s^k), h_{t+1}(N_s^k); \omega_s)\right]^2.$$  

Estimating $\delta_{s,t}$ depends only on $\mu_t(N_s^k), h_t(N_s^k)$ and can be collected locally. (See Theorem 5.4).

The neural critic update takes the iterative forms of

$$\omega_s(t + 1/2) \leftarrow \omega_s(t) - \eta_{\text{critic}} \cdot \delta_{s,t} \cdot \nabla_\omega \hat{Q}_s(\mu_t(N_s^k), h_t(N_s^k); \omega_s), \quad \text{(4.11)}$$
$$\omega_s(t + 1) \leftarrow \arg \min_{\omega \in \mathcal{B}_{\text{critic}}} \|\omega - \omega_s(t + 1/2)\|_2, \quad \text{(4.12)}$$
$$\bar{\omega}_s \leftarrow (t + 1)/(t + 2) \cdot \bar{\omega}_s + 1/(t + 2) \cdot \omega_s(t + 1), \quad \text{(4.13)}$$

in which $\eta_{\text{critic}}$ is the learning rate. Here (4.11) is the stochastic semigradient step, (4.12) is a projection to the parameter space $\mathcal{B}_{\text{critic}} := \{\omega_s \in \mathbb{R}^{M \times d_{\omega}} : \|\omega_s - \omega_s(0)\|_\infty \leq R/\sqrt{M}\}$ for some $R > 0$, and (4.13) is the averaging step. This critic update is summarized in Algorithm 1.

Algorithm 1 Localized-Training-Decentralized-Execution Neural Temporal Difference

1. **Input**: Width of the neural network $M$, radius of the constraint set $R$, number of iterations $T_{\text{critic}}$, policy $\Pi^\theta$, learning rate $\eta_{\text{critic}}$, localization parameter $k$.
2. **Initialize**: For all $m \in [M]$ and $s \in \mathcal{S}$, sample $b_m \sim \text{Unif}(\{-1,1\})$, $[\omega_s(0)]_m \sim \mathcal{N}(0, I_{d_{\omega}/d_{\omega}^k})$, $\bar{\omega}_s = \omega_s(0)$.
3. **for** $t = 0$ to $T_{\text{critic}} - 2$ **do**
4. **Sample** $(\mu_t, h_t, \{r_s(\mu_t(N_s), h_t(s))\}_s \in \mathcal{S}, \mu_t', h_t')$ from the stationary distribution $\nu_\theta$ of $\Pi^\theta$.
5. **for** $s \in \mathcal{S}$ **do**
6. Denote $\zeta_{s,t} = (\mu_t(N_s^k), h_t(N_s^k)), \zeta_{s,t}' = (\mu_t'(N_s^k), h_t'(N_s^k))$.
7. Residual calculation: $\delta_{s,t} \leftarrow Q_s(\zeta_{s,t}^k; \omega_s(t)) - r_s(\mu_t(N_s), h_t(s)) - \gamma \cdot Q_s(\zeta_{s,t}'; \omega_s(t))$.
8. Temporal difference update:
9. $\omega_s(t + 1/2) \leftarrow \omega_s(t) - \eta_{\text{critic}} \cdot \delta_{s,t} \cdot \nabla_\omega \hat{Q}_s(\zeta_{s,t}^k; \omega_s(t))$.
10. Projection onto the parameter space: $\omega_s(t + 1) \leftarrow \arg \min_{\omega \in \mathcal{B}_{\text{critic}}} \|\omega - \omega_s(t + 1/2)\|_2$.
11. Averaging the output: $\bar{\omega}_s \leftarrow (t + 1)/(t + 2) \cdot \bar{\omega}_s + 1/(t + 2) \cdot \omega_s(t + 1)$.
12. **end for**
13. **end for**
14. **Output**: $Q_s(\cdot; \bar{\omega}_s), \forall s \in \mathcal{S}$.

**Actor Update.** At the iteration step $t$, a neural network estimation $Q_s(\cdot; \bar{\omega}_s)$ is given for the localized Q-function $\hat{Q}_s^{\Pi^\theta(\theta)}$ under the current policy $\Pi^\theta(t)$. Let $\{(\mu_t, h_t)\}_{t \in [T]}$ be samples from the state-action visitation measure $\sigma_{\theta(t)}$ of (4.2), and define an estimator $\hat{\Phi}(\theta, s, \mu_t, h_t)$ of $\Phi(\theta, s, \mu_t, h_t)$ in (4.7):
By Lemma 4.2, one can compute the following estimator of \( g_s(\theta(t)) \) defined in (4.9),

\[
\hat{Q}_s(\theta(t)) = \frac{\tau}{(1 - \gamma)B} \sum_{t \in [B]} \left[ \sum_{y \in \mathcal{N}_y^k} \mathbb{E}_{\mathcal{M}_y}[\phi_{\theta_s}(\mu_t(s), h_t(s)) - \mathbb{E}_{\mathcal{M}_y^R}[\phi_{\theta_s}(\mu_t(s), h_t(s))]] \right].
\]

(4.14)

This estimators \( \hat{g}_s \) in (4.14) only depends locally on \( \{(\mu_t, h_t)\}_{t \in [B]} \). Hence \( \hat{g} \) and \( \hat{\Phi} \) can be computed in a localized fashion after the samples are collected. Similar to the critic update, \( \theta_s(t) \) is updated by performing a gradient step with \( \hat{g}_s \), and then projected onto the parameter space \( \mathcal{B}^{\text{actor}} := \{ \theta_s \in \mathbb{R}^{M \times d_c} : \| \theta_s - \theta_s(0) \|_\infty \leq R / \sqrt{M} \} \).

This actor update is summarized in Algorithm 2.

### Sampling from \( \nu_\theta \) and the Visitation Measure \( \sigma_\theta \).

In Algorithms 1 and 2, it is assumed that one can sample independently from the stationary distribution \( \nu_\theta \) and the visitation measure \( \sigma_\theta \), respectively. Such an assumption of sampling from \( \nu_\theta \) can be relaxed by either sampling from a rapidly-mixing Markov chain mixing, with weak-dependent sequence of samples (Bhandari et al. [4]), or by randomly picking samples from replay buffers consisting of long trajectories, with reduced correlation between samples.

To sample from the visitation measure \( \sigma_\theta \) and computing the unbiased policy gradient estimator, Konda and Tsitsiklis [33] suggests introducing a new MDP such that the next state \( \sigma \) is sampled from the transition probability with probability \( \tau \). This MDP is exactly the visitation measure. Alternatively, Liu et al. [39] proposes an importance-sampling-based algorithm which enables off-policy evaluation with low variance.

### Algorithm 2 Localized-Training-Decentralized-Execution Neural Actor-Critic

1. **Input:** Width of the neural network \( M \), radius of the constraint set \( R \), number of iterations \( T_{\text{actor}} \) and \( T_{\text{critic}} \), learning rate \( \eta_{\text{actor}} \) and \( \eta_{\text{critic}} \), temperature parameter \( \tau \), batch size \( B \), localization parameter \( k \).
2. **Initialize:** For all \( m \in [M] \) and \( s \in \mathcal{S} \), sample \( b_m \sim \text{Unif}([-1, 1]) \), \( [\theta_s(0)]_m \sim N(0, 1, d_c / d_c) \).
3. for \( t = 1 \) to \( T_{\text{actor}} \) do
   4. Define the policy
      \[
      \Pi^\theta(h | \mu) := \prod_{s \in \mathcal{S}} \Pi^\theta_s(h(s) | \mu(s)) = \prod_{s \in \mathcal{S}} \frac{\exp[\tau \cdot f((\mu(s), h(s)); \theta_s)]}{\sum_{h'(s) \in \mathcal{H}^N} \exp[\tau \cdot f((\mu(s), h'(s)); \theta_s)]}.
      \]
   5. Output \( \hat{Q}_s(\cdot ; \tilde{\omega}_s) \) using Algorithm 1 with the inputs: policy \( \Pi^\theta \), width of the neural network \( M \), radius of the constraint set \( R \), number of iterations \( T_{\text{critic}} \), learning rate \( \eta_{\text{critic}} \) and localization parameter \( k \).
   6. Sample \( \{\mu_t, h_t\}_{t \in [B]} \) from the state-action visitation measure \( \sigma_\theta \) (4.2) of \( \Pi^\theta \).
   7. for \( s \in \mathcal{S} \) do
      8. Compute the local gradient estimator \( \hat{g}_s(\theta(t)) \) using (4.14).
      9. Policy update: \( \theta_s(t + 1) \leftarrow \theta_s(t) + \eta_{\text{actor}} \cdot \hat{g}_s(\theta(t)) \)
     10. Projection onto the parameter space: \( \theta_s(t + 1) \leftarrow \arg \min_{\theta \in \mathcal{B}^{\text{actor}}} \| \theta - \theta_s(t + 1) \|_2 \).
   end for
12. end for
13. **Output:** \( \{\Pi^\theta(t)\}_{t \in [T_{\text{actor}}]} \).

## 5 Convergence of the Critic and Actor Updates

We now establish the global convergence for LTDE-NEURAL-AC proposed in Section 4.
Convergence of the Critic Update. The convergence of the decentralized neural critic update in Algorithm 1 relies on the following assumptions.

Assumption 5.1 (Action-Value Function Class) For each \( s \in \mathcal{S}, k \in \mathbb{N} \), define

\[
\mathcal{F}^s_{\infty,k} = \left\{ f(c^k_s) = Q_s(c^k_s; \omega_s(0)) + \int \mathbf{1}\{v^T \zeta^k_s > 0\} \cdot (\zeta^k_s)^\top \nu(v) \, d\mu(v) : \|\nu\|_\infty \leq R \right\},
\]

with \( \mu : \mathbb{R}^{d_{\zeta}^k} \to \mathbb{R} \) the density function of Gaussian distribution \( N(0, I_{d_{\zeta}^k} / d_{\zeta}^k) \) and \( Q_s(c^k_s; \omega_s(0)) \) the two-layer neural network under the initial parameter \( \omega_s(0) \). We assume that \( \tilde{Q}^s_{\infty} \in \mathcal{F}^s_{\infty,k} \).

Assumption 5.2 (Regularity of \( \nu_\theta \) and \( \sigma_\theta \)) There exists a universal constant \( c_0 > 0 \) such that for any policy \( \Pi_\theta \), any \( \alpha \geq 0 \), and any \( v \in \mathbb{R}^{d_\mathcal{C}} \) with \( \|v\|_2 = 1 \), the stationary distribution \( \nu_\theta \) and the state visitation measure \( \sigma_\theta \) satisfy

\[
P_{\zeta \sim \nu_\theta} (|v^T \zeta| \leq \alpha) \leq c_0 \cdot \alpha, \quad P_{\zeta \sim \sigma_\theta} (|v^T \zeta| \leq \alpha) \leq c_0 \cdot \alpha.
\]

Remark 5.3 Both Assumption 5.1 and Assumption 5.2 are similar to the standard assumptions in the analysis of single-agent neural actor-critic algorithms (Cai et al. [6], Liu et al. [38], Wang et al. [53], Cayci et al. [13]).

In particular, Assumption 5.1 is a regularity condition for \( \tilde{Q}^s_{\infty} \) in (Local Q-function). Here \( \mathcal{F}^s_{\infty,k} \) is a subset of the reproducing kernel Hilbert space (RKHS) induced by the random feature family \( \mathbf{1}\{v^T \zeta^k_s > 0\} \cdot (\zeta^k_s)^\top \nu(v) \) up to the shift of \( Q_s(c^k_s; \omega_s(0)) \) (Rahimi and Recht [46]). This RKHS is dense in the space of continuous functions on any compact set (Micchelli et al. [41], Ji et al. [30]). (See also Section D.1.1 for details of the connection between \( \mathcal{F}^s_{\infty,k} \) and the linearizations of two-layer neural networks (D.4)).

Assumption 5.2 holds when \( \sigma_\theta \) and \( \nu_\theta \) have uniformly bounded probability densities (Cai et al. [6]).

Theorem 5.4 (Convergence of Critic Update) Assume Assumptions 5.1 and 5.2. Set \( \text{Tr} \text{critic} = \Omega(M) \) and \( \eta_\text{critic} = \min\{(1 - \gamma)/8, (\text{Tr} \text{critic})^{-1/2}\} \) in Algorithm 1. Then \( Q_s(\cdot; \bar{\omega}_s) \) generated by Algorithm 1 satisfies

\[
\mathbb{E}_{\text{init}} \left[ \left\| Q_s(\cdot; \bar{\omega}_s) - Q^\text{critic}_s(\cdot) \right\|_{L^2(\nu_\theta)}^2 \right] \leq \mathcal{O} \left( \frac{R^3 d_{\zeta}^3/2}{M^{1/2}} + \frac{R^5/2 d_{\mathcal{C}}^5/4}{M^{1/4}} + \frac{r_{\max}^2 \gamma^k}{(1 - \gamma)^2} \right),
\]

where \( \|f\|_{L^2(\nu_\theta)} := (\mathbb{E}_{\zeta \sim \nu_\theta} [f(\zeta)^2])^{1/2} \), and the expectation (5.1) is taken with respect to the random initialization.

Theorem 5.4 indicates the trade-off between the approximation-optimization error and the localization error. The first two terms in (5.1) correspond to the neural network approximation-optimization error, similar to the single-agent case (Cai et al. [6], Cayci et al. [13]). This approximation-optimization error decreases when the width of the hidden layer \( M \) increases. Meanwhile, the last term in (5.1) represents the additional error from using the localized information in (4.11), unique for the mean-field MARL case. This localization error and \( \gamma^k \) decrease as the number of truncated neighborhood \( k \) increases, with more information from a larger neighborhood used in the update. However, the input dimension \( d_{\mathcal{C}} \) and the approximation-optimization error will increase if the dimension of the problem increases.

In particular, for a relatively sparse network on \( \mathcal{S} \), one can choose \( k \ll |\mathcal{S}| \) hence \( d_{\mathcal{C}} \ll d_{\mathcal{C}} \), and Theorem 5.4 indicates the superior performance of the localized training scheme in efficiency over directly approximating the centralized Q-function.

Proof of Theorem 5.4 is presented in Section D.1.
Convergence of the Actor Update. This section establishes the global convergence of the actor update. The convergence analysis consists of two steps. The first step proves the convergence to a stationary point $\theta$; the second step controls the gap between the stationary point $\theta$ and the optimality $\theta^*$ in the overparametrization regime. The convergence is built under the following assumptions and definition.

Assumption 5.5 (Variance Upper Bound) For every $t \in [T_{\text{actor}}]$ and $s \in S$, denote $\xi_s(t) = \widehat{\sigma}_s(\theta(t)) - E[\widehat{\sigma}_s(\theta(t))]$ with $\widehat{\sigma}_s(\theta(t))$ defined in (4.14). Assume there exists $\Sigma > 0$ such that $E[\|\xi_s(t)\|^2] \leq \tau^2\Sigma^2 / B$. Here the expectations are taken over $\sigma_{\theta(t)}$ given $\{\omega_s\}_{s \in S}$.

Assumption 5.6 (Regularity Condition on $\sigma_\theta$ and $\nu_\theta$) There exists an absolute constant $D > 0$ such that for every $\Pi^\theta$, the stationary distribution $\nu_\theta$ and the state-action visitation measure $\sigma_\theta$ satisfy

$$E_{\nu_\theta} \left[ \left( \frac{d\sigma_\theta}{d\nu_\theta}(\mu, h) \right)^2 \right] \leq D^2,$$

where $d\sigma_\theta / d\nu_\theta$ is the Radon-Nikodym derivative of $\sigma_\theta$ with respect to $\nu_\theta$.

Assumption 5.7 (Lipschitz Continuous Policy Gradient) There exists an absolute constant $L > 0$, such that $\nabla_\theta J(\theta)$ is $L$-Lipschitz continuous with respect to $\theta$, i.e., for all $\theta_1, \theta_2$,

$$\|\nabla_\theta J(\theta_1) - \nabla_\theta J(\theta_2)\|_2 \leq L \cdot \|\theta_1 - \theta_2\|_2.$$

Definition 5.8 $\bar{\theta} \in B_{\text{actor}}$ is called a stationary point of $J(\theta)$ if for all $\bar{\theta} \in B_{\text{actor}}$,

$$\nabla_\theta J(\bar{\theta})^\top (\theta - \bar{\theta}) \leq 0.$$  (5.2)

Assumption 5.9 (Policy Function Class) Define a function class

$$\mathcal{F}_{R, \infty} = \left\{ f(\zeta) = \sum_{s \in S} \left[ \phi_{\theta, s}(0)(\zeta_s)^\top \theta_s(0) + \int 1 \{ v^\top \zeta_s > 0 \} \cdot (\zeta_s)^\top \iota(v) \, d\mu(v) \right] : \|\iota(v)\|_\infty \leq R \right\}$$

where $\mu : \mathbb{R}^{d_{\zeta}} \to \mathbb{R}$ is the density function of the Gaussian distribution $N(0, I_{d_{\zeta}} / d_{\zeta})$ and $\theta(0)$ is the initial parameter. For any stationary point $\bar{\theta}$, define the function

$$u_{\bar{\theta}}(\mu, h) := \frac{d\sigma_{\bar{\theta}}}{d\sigma_{\theta}}(\zeta) - \frac{d\sigma_{\theta}}{d\sigma_{\theta}}(\mu) + \sum_{s \in S} \phi_{\bar{\theta}, s}(\zeta_s)^\top \theta_s,$$

with $\sigma_{\theta}$ the state visitation measure under policy $\Pi^\theta$, and $\frac{d\sigma_{\bar{\theta}}}{d\sigma_{\theta}}$, $\frac{d\sigma_{\theta}}{d\sigma_{\theta}}$ the Radon-Nikodym derivatives between corresponding measures. We assume that $u_{\bar{\theta}} \in \mathcal{F}_{R, \infty}$ for any stationary point $\bar{\theta}$.

A few remarks are in place for these Assumption 5.5 - Assumption 5.9.

Remark. All these assumptions are counterparts of standard assumption in the analysis of single-agent policy gradient method (Pirotta et al. [43], Xu et al. [54], Xu et al. [55], Zhang et al. [59], Wang et al. [53]).

In particular, Assumption 5.5 and Assumption 5.6 hold if the Markov chain (3.5) mixes sufficiently fast, and the critic $Q_s(\cdot : \omega_s)$ has an upper-bounded second moment under $\sigma_{\theta(t)}$ (Wang et al. [53]). Note that different from Assumption 5.2, where regularity conditions are imposed separately on $\nu_\theta$ and $\sigma_\theta$, Assumption 5.6 imposes the regularity condition directly on the Radon-Nikodym derivative of $\sigma_\theta$ with respect to $\nu_\theta$. This allows the change of measures in the analysis of Theorem 5.10. In general, Assumption 5.2 does not necessarily imply Assumption 5.6.

Assumption 5.7 holds when the transition probability and the reward function are both Lipschitz continuous with respect to their inputs (Pirotta et al. [43]), or when the reward is
uniformly bounded and the score function $\nabla_\theta \Pi^\theta$ is uniformly bounded and Lipschitz continuous with respect to $\theta$ (Zhang et al. [59]).

As for Assumption 5.9, we first emphasize that $u_{\bar{\theta}}(\mu, h)$ is a key element in the proof of Theorem 5.10. More specifically, this assumption is motivated by the well-known Performance Difference Lemma (Kakade and Langford [32]) in order to characterize the optimality gap of a stationary point $\bar{\theta}$. In particular, it guarantees that $u_{\bar{\theta}}$ can be decomposed into a sum of local functions depending on $\zeta_s$, and that each local function lies in a rich RKHS (see the discussion after Assumption 5.1).

With all these assumptions, we now establish the rate of convergence for Algorithm 2.

**Theorem 5.10** Assume Assumptions 5.1 - 5.9 . Set $T_{\text{critic}} = \Omega(M)$, $\eta_{\text{critic}} = \min\{(1 - \gamma)/8, (T_{\text{critic}})^{-1/2}\}$, $\eta_{\text{actor}} = (T_{\text{actor}})^{-1/2}$, $R = \tau = 1$, $M = \Omega\left((f(k)|A|)^5(T_{\text{actor}})^8\right)$, $\gamma \leq (T_{\text{actor}})^{-2/k}$, with $f(k) := \max_{s \in S} |N^k_s|$ the size of the largest $k$-neighborhood in the graph $(S, E)$. Then, the output $\{\theta(t)\}_{t \in [T_{\text{actor}}]}$ of Algorithm 2 satisfies

$$\min_{t \in [T_{\text{actor}}]} \mathbb{E}[J(\theta^*) - J(\theta(t))] \leq O\left(|S|^1/2 B^{-1/2} + |S||A|^{1/4} \left(\gamma^{k/8} + (T_{\text{actor}})^{-1/4}\right)\right).$$

(5.3)

The error $O(\gamma^{k/8}|S||A|^{1/4})$ in Theorem 5.10, coming from the localized training, decays exponentially fast as $k$ increases and is negligible with a careful choice of $k$. According to Theorem 5.10, Algorithm 2 converges at rate $T_{\text{actor}}^{-1/4}$ with sufficiently large width $M$ and batch size $B$. Technically, $\{\theta_s(t)\}_{s \in S}$ in Algorithm 2 are updated in parallel and our analysis extends the single agent actor-critic in Cai et al. [6] to the multi-agent decentralized case.

Detailed proof is provided in Section D.2.
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Appendix

A Proof of Lemma 3.1

The goal is to show that $V(\mu) = \tilde{V}(\mu)$, with the former the value function of (MF-MARL) subject to the transition probability $P$ defined in (2.7) under a given individual policy $\pi \in \Pi$, and the latter the value function of (3.7) subject to the joint transition probability $P^N$ defined in (3.5) under the policy $\Pi \in \Pi$. The proof consists of two steps. Step 1 shows that $V(\mu)$ can be reformulated as a measured-valued Markov decision problem. Step 2 shows that the measured-valued Markov decision problem from Step 1 is equivalent to $\tilde{V}(\mu)$ in (3.7).

Step 1: Recall that $\mu_{t+1} := \frac{1}{N} \sum_{i=1}^{N} \delta_{s^i_{t+1}}$ with $s^i_{t+1}$ subject to (2.7). First, one can show that $\mu_t$ is a measure-valued Markov decision process under $\pi$. To see this, denote $F^s_t = \sigma(s^1_t, \ldots, s^N_t)$ as the $\sigma$-algebra generated by $s^1_t, \ldots, s^N_t$. Then it suffices to show

$$
\mathbb{P}(\mu_{t+1} \mid \sigma(\mu_t) \vee F^s_t) = \mathbb{P}(\mu_{t+1} \mid \sigma(\mu_t)), \quad \mathbb{P} - \text{a.s..} \quad (A.1)
$$

Following similar arguments for Lemma 2.3.1 and Proposition 2.3.3 in Dawson [15], (A.1) holds due to the exchangeability of the individual transition dynamics (2.7) under $\pi$. (A.1) implies that there exists a joint transition probability induced from (2.7) under $\pi$, denoted as $P_N^N$ such that

$$
\mu_{t+1} \sim P_N^N(\cdot \mid \mu_t, \pi). \quad (A.2)
$$

Meanwhile, rewrite $V^\pi(\mu)$ in (MF-MARL) by regrouping the agents according to their states

$$
V^\pi(\mu) := \mathbb{E}\left[ \sum_{i=0}^{\infty} \gamma^i \sum_{i=1}^{N} \frac{1}{N} r(s^i_t, \mu_t(N_s^i), a^i_t) \mid \mu_0 = \mu \right], \quad (A.3)
$$

We see (2.7)-(MF-MARL) is reformulated in an equivalent form of (A.2)-(A.3).

Step 2: It suffices to show that (A.2) under $\pi$ is the same as (3.5) under $\Pi$ and that $V^\pi$ in (A.3) equals to $\tilde{V}^\Pi$ in (3.7). To see this, denote $\langle g, \mu \rangle = \sum_{s \in S} g(s) \mu(s)$ for any measurable bounded function $g : S \to \mathbb{R}$, then

$$
\mathbb{E}[\langle g, \mu_{t+1} \rangle \mid \sigma(\mu_t)] = \frac{1}{N} \mathbb{E}\left[ \sum_{i=1}^{N} \mathbb{E}[g(s^i_{t+1}) \mid \sigma(\mu_t) \vee F^s_t] \right]
$$

$$
= \frac{1}{N} \sum_{s' \in S} \sum_{i=1}^{N} \sum_{a \in A} g(s')(P(s' \mid s^i_t, \mu_t(N(s^i_t))), \Pi(s^i_t, \mu_t(s^i_t))(a))
$$

$$
= \frac{1}{N} \sum_{s' \in S} g(s') \sum_{s \in S} \sum_{i=1}^{N} \Pi(s_i^t = s) \sum_{a \in A} P(s' \mid s^i_t, \mu_t(N(s^i_t)), a)\pi(s_i^t, \mu_t(s_i^t))(a)
$$

$$
= \sum_{s' \in S} g(s') \sum_{s \in S} \mu_t(s) \sum_{a \in A} P(s' \mid s, \mu_t(N(s)), a)\pi(s, \mu_t(s))(a)
$$

$$
= \sum_{s' \in S} g(s') \sum_{s \in S} \mu_t(s) \sum_{h \in P^N \mu_t(h \mid s)} \Pi(h \mid \mu_t(s)) \sum_{a \in A} P(s' \mid s, \mu_t(N(s)), a)h(s)(a), \quad (A.4)
$$

where in the last step, the expectation of random variable $h(s)(a)$ with respect to distribution $\Pi(h \mid \mu)$ is $\pi(s, \mu_t(s))$. And from the last equality, clearly $\mu_{t+1}$ evolves according to transition dynamics $P^N(\cdot \mid \mu_t, h_t)$ under $\Pi(h_t \mid \mu_t)$. This implies the equivalence of (A.2) and (3.5). As a byproduct, when taking $g(s') = \mathbb{1}(s' = s')$ for any fixed $s' \in S$, (A.4) becomes
where the local structure (2.7) is used. This suggests that $\mu_{t+1}(s^o)$ only depends on $\mu_t(N^2_{s^o})$ and $h_t(N^2_{s^o})$ since $\mathcal{N}(s) = \mathcal{N}^2_{s^o}$ for $s \in \mathcal{N}(s^o)$.

Now we show that $\bar{V}(\pi)$ in (A.3) and $\bar{V}(\mu)$ in (3.7) are equal. Take $\bar{V}(\mu)$ defined in (3.7),

\[
\bar{V}(\mu) = \mathbb{E}_{h_t \sim \Pi(\cdot | \mu_t), \mu_{t+1} \sim \mathbf{P}_N(\cdot | \mu_t, h_t)} \left[ \sum_{t=0}^{\infty} \sum_{s \in S} \gamma^t r_s(\mu_t(N_s), h_t) \mid \mu_0 = \mu \right]
\]

\[
\bar{V}(\mu) = \mathbb{E}_{\mu_{t+1} \sim \mathbf{P}_N(\cdot | \mu_t, h_t)} \left[ \sum_{t=0}^{\infty} \sum_{s \in S} \gamma^t r_s(\mu_t(N_s), h_t) \mid \mu_0 = \mu \right]
\]

\[
\bar{V}(\mu) = \sum_{t=0}^{\infty} \gamma^t \sum_{s \in S} \mu_t(s) \sum_{h_t \in \mathcal{P}_N \mu_t(\cdot)(A)} \Pi(h_t \mid \mu_t) \left[ r_s(\mu_t(N_s), a) h(a) \mid \mu_0 = \mu \right]
\]

\[
\bar{V}(\mu) = \sum_{t=0}^{\infty} \gamma^t \sum_{s \in S} \mu_t(s) \sum_{a \in A} r(s, \mu_t(N_s), a) \pi_t(s, \mu_t(s))(a) \mid \mu_0 = \mu \]

\[
\bar{V}(\mu) = \sum_{t=0}^{\infty} \gamma^t \sum_{s \in S} \mu_t(s) \sum_{a \in A} r(s, \mu_t(N_s), a) \pi_t(s, \mu_t(s))(a)
\]

Finally, the decomposition of $\bar{V}(\mu)$ and $Q^{(\mathcal{P}_N)}(\mu, h)$ according to the states is straightforward. Q.E.D.

## B Proof of Lemma 3.5

Let $\mathcal{P}_{t,s}$ and $\mathcal{P}'_{t,s}$ be, respectively, distribution of $(\mu_t(N_s), h_t(s))$ and $(\mu'_t(N_s), h'_t(s))$ under policy $\Pi^0$. By localized transition kernel (2.7), it is easy to see that for any given $s \in S$, $\mu_{t+1}(s)$ only depends on $\mu_t(N^2_{s^o})$ and $h_t(N_s)$. Then by the local dependency, (3.5) can be rewritten as

\[
\mu_{t+1}(s) \sim \mathbf{P}_N(\cdot | \mu_t(N^2_{s^o}), h_t(N_s)).
\]

Due to the local structure of dynamics (B.1) and local dependence of $\Pi^0$, the distribution $\mathcal{P}_{t,s}$, $t \leq \lfloor \frac{k}{2} \rfloor$ only depends on the initial value $(\mu(N^k_{s^o}), h(N^k_{s^o}))$. Therefore, $\mathcal{P}_{t,s} = \mathcal{P}'_{t,s}$, $t \leq \lfloor \frac{k}{2} \rfloor$.

\[
\mathcal{Q}^{(\mathcal{P}_N)}_t(\mu(N^k_{s^o}), \mu(N^{-k}_{s^o}), h(N^k_{s^o}), h(N^{-k}_{s^o})) - \mathcal{Q}^{(\mathcal{P}_N)}_t(\mu(N^k_{s^o}), \mu'(N^{-k}_{s^o}), h(N^k_{s^o}), h'(N^{-k}_{s^o}))
\]

\[
= \sum_{t=\lfloor \frac{k}{2} \rfloor + 1}^{\infty} \mathbb{E}_{(\mu(N_s), h_t(s)) \sim \mathcal{P}_{t,s}} \left[ r_s(\mu_t(N_s), h_t(s)) \right] - \mathbb{E}_{(\mu'_t(N_s), h'_t(s)) \sim \mathcal{P}'_{t,s}} \left[ r_s(\mu'_t(N_s), h'_t(s)) \right]
\]

\[
\leq \sum_{t=\lfloor \frac{k}{2} \rfloor + 1}^{\infty} \gamma^t r_{\text{max}} \text{TV}(\mathcal{P}_{t,s}, \mathcal{P}'_{t,s}) \leq \frac{r_{\text{max}}}{1 - \gamma} \gamma^{\frac{k}{2}},
\]

where $\text{TV}(\mathcal{P}_{t,s}, \mathcal{P}'_{t,s})$ is total variation between $\mathcal{P}_{t,s}$ and $\mathcal{P}'_{t,s}$ that is upper bounded by 1. Q.E.D.
C Proof of Lemma 4.2

For any $\theta \in \Theta, s \in S, \mu \in \mathcal{P}^N(S)$ and $h \in \mathcal{H}^N(\mu)$, it is easy to verify that $\|\Phi(\theta, s, \mu, h)\|_2 \leq \|\zeta_s\|_2 \leq 2$, by the definitions of the feature mapping $\phi$ in (4.6) and the center feature mapping $\Phi$ in (4.7).

To prove (4.8), note that by Lemma 4.1 & the definition of energy-based policy $\Pi^\theta_\mu$, (4.4),
\[
\nabla_{\theta_s} \log \Pi^\theta_\mu(h(s) | \mu(s)) = \tau \cdot \nabla_{\theta_s} f((\mu(s), h(s)); \theta_s) - \tau \cdot E_{h(s) \sim \Pi^\theta_\mu(\cdot | \mu(s))} [\nabla_{\theta_s} f(\mu(s), h'(s))]
\]
\[
= \tau \cdot \phi(\mu(s), h(s)) - \tau \cdot E_{h(s) \sim \Pi^\theta_\mu(\cdot | \mu(s))} [\phi(\mu(s), h(s))]
\]
\[
= \tau \cdot \Phi(\theta, s, \mu, h).
\]
The second equality follows from the fact that $\nabla_{\theta_s} f((\mu(s), h(s)); \theta_s) = \phi(\theta, s, \mu, h)$. Therefore,
\[
\nabla_{\theta_s} J(\theta) = \frac{\tau}{1 - \gamma} \mathbb{E}_{\sigma_\theta} \left[ Q^{\Pi^\theta}_y(\mu, h) \cdot \Phi(\theta, s, \mu, h) \right] = \frac{\tau}{1 - \gamma} \mathbb{E}_{\sigma_\theta} \left[ \sum_{y \in S} Q^{\Pi^\theta}_y(\mu, h) \cdot \Phi(\theta, s, \mu, h) \right],
\]
where the second equality is by the decomposition of Q-function in Lemma 3.1.

The proof of (4.9) is based on the exponential decay property in Definition 3.4. Notice that
\[
\mathbb{E}_{\sigma_\theta} \left[ \sum_{y \notin \mathcal{N}^k_y, \mu(\mathcal{N}^k_y), h(\mathcal{N}^k_y)} \nabla_{\theta_s} \log \Pi^\theta_\mu(h(s) | \mu(s)) \right] = 0.
\]
Given Lemma 4.1 and (C.1), we have the following bound:
\[
\|g_s(\theta) - \nabla_{\theta_s} J(\theta)\|_2 \leq \frac{c_0 \|S\| \rho^{k+1}}{1 - \gamma}.
\]
The last inequality follows from (3.14) and $\|\log \Pi^\theta(\cdot | \mu(s))\|_2 = \|\Phi(\theta, s, \mu, h)\|_2 \leq 2$ for any $\mu \in \mathcal{P}^N(S), h \in \mathcal{H}^N(\mu)$. Q.E.D.

D Proof of Theorems 5.4 and 5.10

D.1 Proof of Theorem 5.4: Convergence of Critic Update

This section presents the proof of convergence of the decentralized neural critic update. It consists of several steps. Section D.1.1 introduces necessary notations and definitions. Section D.1.2 proves that the critic update minimizes the projected mean-square Bellman error given a two-layer neural network. Section D.1.3 shows that the global minimizer of the projected mean-square Bellman error converges to the true team-decentralized Q-function as the width of hidden layer $M \to \infty$. 
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D.1.1 Notations

Recall that the set of all state-action (distribution) pairs is denoted as $\Xi := \cup_{\mu \in \mathcal{P}(\mathcal{S})} \{ \zeta = (\mu, h) : h \in \mathcal{H}^N(\mu) \}$. For any $\zeta = (\mu, h) \in \Xi$, denote the localized state-action (distribution) pair as $\zeta^k_s = (\mu(\mathcal{N}^k_s), h(\mathcal{N}^k_s))$. Meanwhile, denote $\Xi^k_s = \{ \zeta^k_s : \zeta \in \Xi \}$ as the set of all possible localized state-action (distribution) pairs. Without loss of generality, assume $\|\zeta^k_s\|_2 \leq 1$ for any $\zeta^k_s \in \Xi^k_s$.

Let $d_\zeta$ denote the dimension of the space $\Xi$. Since $\mathcal{P}(\mathcal{S})$ has dimension $|\mathcal{S}| - 1$ and $\mathcal{H}^N(\mu)$ has dimension $|\mathcal{S}|(|\mathcal{A}| - 1)$ for any $\mu \in \mathcal{P}(\mathcal{S})$, the product space $\Xi$ has dimension $d_\zeta = |\mathcal{S}| |\mathcal{A}| - 1$. Similarly, one can see that the dimension of the space $\Xi^k_s$, denoted by $d_{\zeta^k_s}$, is at most $f(k)|\mathcal{A}|$, where $f(k) := \max_{s \in \mathcal{X}} |\mathcal{N}^k_s|$ is the size of the largest $k$-neighborhood in the graph $(\mathcal{S}, \mathcal{E})$.

Let $\mathbb{R}^\Xi$ and $\mathbb{R}^{\Xi^k_s}$ be the sets of real-valued square-integrable functions (with respect to $\nu_0$) on $\Xi$ and $\Xi^k_s$, respectively. Define the norm $\| \cdot \|_{L^2(\nu_0)}$ on $\mathbb{R}^\Xi$ by

$$
\| f \|_{L^2(\nu_0)} := \left( \mathbb{E}_{\zeta \sim \nu_0} [f(\zeta)^2] \right)^{1/2}, \quad \forall f \in \mathbb{R}^\Xi.
$$

Note that for any function $f \in \mathbb{R}^{\Xi^k_s}$, a function $\tilde{f} \in \mathbb{R}^\Xi$ is called a natural extension of $f$ if $\tilde{f}(\zeta) = f(\zeta^k_s)$ for all $\zeta \in \Xi$. Since the natural extension is an injective mapping from $\mathbb{R}^{\Xi^k_s}$ to $\mathbb{R}^\Xi$, one can view $\mathbb{R}^{\Xi^k_s}$ as a subset of $\mathbb{R}^\Xi$. In addition for a function $f \in \mathbb{R}^{\Xi^k_s}$, we use the same notation $f \in \mathbb{R}^\Xi$ to denote the natural extension of $f$.

For any closed and convex function class $\mathcal{F} \subset \mathbb{R}^\Xi$, define the project operator $\text{Proj}_{\mathcal{F}}$ from $\mathbb{R}^\Xi$ onto $\mathcal{F}$ by

$$
\text{Proj}_{\mathcal{F}}(g) := \arg \min_{f \in \mathcal{F}} \| f - g \|_{L^2(\nu_0)}.
$$

This projection operator $\text{Proj}_{\mathcal{F}}$ is non-expansive in the sense that

$$
\| \text{Proj}_{\mathcal{F}}(f) - \text{Proj}_{\mathcal{F}}(g) \|_{L^2(\nu_0)} \leq \| f - g \|_{L^2(\nu_0)}.
$$

Recall that for each state $s \in \mathcal{S}$, the critic parameter $\omega_s$ is updated in a localized fashion using information from the $k$-hop neighborhood of $s$. Without loss of generality, let us omit the subscript $s$ of $\omega_s$ in the following presentation, and the result holds for all $s \in \mathcal{S}$ simultaneously.

Given an initialization $\omega(0) \in \mathbb{R}^{M \times d_{\zeta^k_s}}$, define the following function class

$$
\mathcal{F}_{R,M} = \left\{ Q_0(\zeta^k_s; \omega) := \frac{1}{\sqrt{M}} \sum_{m=1}^M \mathbb{1}\{[\omega(0)]^T \zeta^k_s > 0\} \omega_m^T \zeta^k_s : \omega \in \mathbb{R}^{M \times d_{\zeta^k_s}}, \| \omega - \omega(0) \|_\infty \leq R/\sqrt{M} \right\}.
$$

$Q_0(\cdot; \omega)$ locally linearizes the neural network $Q(\cdot; \omega)$ (with respect to $\omega$) at $\omega(0)$. Any function $Q_0(\cdot; \omega) \in \mathcal{F}_{R,M}$ can be viewed as an inner product between the feature mapping $\phi_{\omega(0)}(\cdot)$ defined in (4.6) and the parameter $\omega$, i.e. $Q_0(\cdot; \omega) = \phi_{\omega(0)}(\cdot)^T \omega$. In addition it holds that $\nabla_{\omega} Q_0(\cdot; \omega) = \phi_{\omega(0)}(\cdot)$. All functions in $\mathcal{F}_{R,M}$ share the same feature mapping $\phi_{\omega(0)}(\cdot)$ which only depend on the initialization $\omega(0)$.

Recall the Bellman operator $T^{\mu}_s : \mathbb{R}^\Xi \rightarrow \mathbb{R}^\Xi$ defined in (3.13),

$$
T^{\mu}_s Q^{\Pi^\mu}_s (\mu, h) = \mathbb{E}_{\mu' \sim \mathcal{P}(\cdot | \mu, h), h' \sim \Pi^\mu(\cdot | \mu)} \left[ r_s(\mu, h) + \gamma \cdot Q^{\Pi^\mu}_s (\mu', h') \right], \forall (\mu, h) \in \Xi.
$$

The team-decentralized Q-function $Q^{\Pi^\mu}_s$ in (3.10) is the unique fixed point of $T^{\mu}_s : \mathbb{R}^\Xi \rightarrow \mathbb{R}^\Xi$. Now given a general parameterized function class $\mathcal{F}$, we aim to learn a $Q_s(\cdot; \omega) \in \mathcal{F}$ to approximate $Q^{\Pi^\mu}_s$ by minimizing the following projected mean-squared Bellman error (PMSBE):

$$
\min_{\omega} \text{PMSBE}(\omega) = \mathbb{E}_{\zeta \sim \nu_0} \left[ (Q_s(\zeta^k_s; \omega) - \text{Proj}_{\mathcal{F}} T^{\mu}_s Q_s(\zeta^k_s; \omega))^2 \right].
$$
In the first step of the convergence analysis, we take $\mathcal{F} = \mathcal{F}_{R,M}$ (the locally linearized two-layer neural network defined in (D.4)) and consider the following PMSBE:

$$\min_{\omega} \mathbb{E}_{\zeta \sim \nu_\delta} \left[ \left( Q_0(\zeta^b; \omega) - \text{Proj}_{\mathcal{F}_{R,M}} \mathcal{T}_s^\theta Q_0(\zeta^b; \omega) \right)^2 \right] .$$

We will show in Section D.1.2 that the output of Algorithm 1 converges to the global minimizer of (D.6).

D.1.2 Convergence to the Global Minimizer in $\mathcal{F}_{R,M}$

The following lemma guarantees the existence and the uniqueness of the global minimizer of MSPBE that corresponds to the projection onto $\mathcal{F}_{R,M}$ in (D.6).

**Lemma D.1 (Existence and Uniqueness of the Global Minimizer in $\mathcal{F}_{R,M}$)** For any $b \in \mathbb{R}^M$ and $\omega(0) \in \mathbb{R}^{M \times d\xi}$, there exists an $\omega^*$ such that $Q_0(\cdot; \omega^*) \in \mathcal{F}_{R,M}$ is unique almost everywhere in $\mathcal{F}_{R,M}$ and is the global minimizer of MSPBE that corresponds to the projection onto $\mathcal{F}_{R,M}$ in (D.6).

**Proof.** Proof of Lemma D.1 We first show that the operator $\mathcal{T}_s^\theta : \mathbb{R}^\Xi \rightarrow \mathbb{R}^\Xi$ (3.13) is a $\gamma$-contraction in the $L^2(\nu_\delta)$-norm.

$$\| \mathcal{T}_s^\theta Q_1 - \mathcal{T}_s^\theta Q_2 \|_{L^2(\nu_\delta)}^2 = \mathbb{E}_{\zeta \sim \nu_\delta} \left[ (\mathcal{T}_s^\theta Q_1(\zeta) - \mathcal{T}_s^\theta Q_2(\zeta))^2 \right] = \gamma^2 \mathbb{E}_{\zeta \sim \nu_\delta} \left[ (\mathbb{E} \left[ Q_1(\zeta') - Q_2(\zeta') \mid \zeta' = (\mu', h'), \mu' \sim P^N(\cdot \mid \zeta, h' \sim \Pi^\theta(\cdot \mid \mu')) \right])^2 \right] \leq \gamma^2 \mathbb{E}_{\zeta' \sim \nu_\delta} \left[ (Q_1(\zeta') - Q_2(\zeta'))^2 \mid \zeta' = (\mu', h'), \mu' \sim P^N(\cdot \mid \zeta), h' \sim \Pi^\theta(\cdot \mid \mu') \right] \leq \gamma^2 \|Q_1 - Q_2\|_{L^2(\nu_\delta)}^2 ,$$

where the first inequality follows from Hölder’s inequality for the conditional expectation and the third equality stems from the fact that $\zeta'$ and $\zeta$ have the same stationary distribution $\nu_\delta$.

Meanwhile, the projection operator $\text{Proj}_{\mathcal{F}_{R,M}} : \mathbb{R}^\Xi \rightarrow \mathcal{F}_{R,M}$ is non-expansive. Therefore, the operator $\text{Proj}_{\mathcal{F}_{R,M}} \mathcal{T}_s^\theta : \mathcal{F}_{R,M} \rightarrow \mathcal{F}_{R,M}$ is a $\gamma$-contraction in the $L^2(\nu_\delta)$-norm. Hence $\text{Proj}_{\mathcal{F}_{R,M}}$ admits a unique fixed point $Q_0(\cdot; \omega^*) \in \mathcal{F}_{R,M}$. By definition, $Q_0(\cdot; \omega^*)$ is the global minimizer of MSPBE that corresponds to the projection onto $\mathcal{F}_{R,M}$ in (D.6). Q.E.D.

We will show that the function class $\mathcal{F}_{R,M}$ will approximately become $\mathcal{F}_{R,\infty}^{s,k}$ (defined in Assumption 5.1) as $M \rightarrow \infty$, where $\mathcal{F}_{R,\infty}^{s,k}$ is a rich reproducing kernel Hilbert space (RKHS). Consequently, $Q_0(\cdot; \omega^*)$ will become the global minimum of the MSPBE (D.6) on $\mathcal{F}_{R,\infty}^{s,k}$ given Lemma D.1. Moreover, by using similar argument and technique developed in [6, Theorem 4.6], we can establish the convergence of Algorithm 1 to $Q_0(\cdot; \omega^*)$ as the following.

**Theorem D.2 (Convergence to $Q_0(\cdot; \omega^*)$)** Set $\eta_{\text{critic}} = \min\{(1 - \gamma)/8, 1/\sqrt{T_{\text{critic}}}\}$ in Algorithm 1. Then the output $Q_s(\cdot; \omega)$ of Algorithm 1 satisfies

$$\mathbb{E}_{\text{init}} \left[ \|Q_s(\cdot; \omega) - Q_0(\cdot; \omega^*)\|_{L^2(\nu_\delta)}^2 \right] \leq \mathcal{O} \left( \frac{R^3d_{\xi}^{3/2}}{\sqrt{M}} + \frac{R^5/2d_{\xi}^{5/4}}{\sqrt{M}} + \frac{R^2d_{\xi}^2}{\sqrt{T_{\text{critic}}}} \right) ,$$

where the expectation is taken with respect to the random initialization.

The proof of Theorem D.2 is straightforward from [6, Theorem 4.6] and hence omitted.
D.1.3 Convergence to $Q^\mu_s$

Next, we analyze the error between the global minimizer of (D.6) and the team-decentralized Q-function $Q^\mu_s$ (defined in (3.10)) to complete the convergence analysis. Different from the single-agent case as in Cai et al. [6], we have to bound an additional error from using the localized information in the critic update, in addition to the neural network approximation-optimization error.

**Proof.** Proof of Theorem 5.4 First recall that by Lemma 3.5, $Q^\mu_s$ satisfies the $(c, \rho)$-exponential decay property in Definition 3.4, with $c = \frac{\tau_{\max}}{1 - \gamma}, \rho = \sqrt{\gamma}$. Now, let $\hat{Q}^\mu_s$ be any localized Q-function in (Local Q-function), then

$$
\left| Q^\mu_s(\zeta) - \hat{Q}^\mu_s(\zeta) \right| \leq c \rho^{k+1}, \quad \forall \zeta \in \Xi. \quad (D.7)
$$

By the triangle inequality and $(a + b)^2 \leq 2(a^2 + b^2)$,

$$
\left\| Q_s(\cdot; \bar{\omega}) - Q^\mu_s(\cdot) \right\|_{L^2(\nu_0)}^2 \leq \left( \left\| Q_s(\cdot; \bar{\omega}) - Q_0(\cdot; \omega^*) \right\|_{L^2(\nu_0)} + \left\| Q^\mu_s(\cdot) - Q_0(\cdot; \omega^*) \right\|_{L^2(\nu_0)} \right)^2 \\
\leq 2 \left( \left\| Q_s(\cdot; \bar{\omega}) - Q_0(\cdot; \omega^*) \right\|_{L^2(\nu_0)}^2 + \left\| Q^\mu_s(\cdot) - Q_0(\cdot; \omega^*) \right\|_{L^2(\nu_0)}^2 \right). \quad (D.8)
$$

The first term in (D.8) is studied in Theorem D.2 and it suffices to bound the second term. By interpolating two intermediate terms $\hat{Q}^\mu_s$ and $\Proj_{F,R,M}\hat{Q}^\mu_s$, we have

$$
\left\| Q^\mu_s(\cdot) - Q_0(\cdot; \omega^*) \right\|_{L^2(\nu_0)} \leq \underbrace{\left\| Q^\mu_s(\cdot) - \hat{Q}^\mu_s(\cdot) \right\|_{L^2(\nu_0)}}_{(I)} + \underbrace{\left\| \hat{Q}^\mu_s(\cdot) - \Proj_{F,R,M}\hat{Q}^\mu_s(\cdot) \right\|_{L^2(\nu_0)}}_{(II)} + \underbrace{\left\| Q_0(\cdot; \omega^*) - \Proj_{F,R,M}\hat{Q}^\mu_s(\cdot) \right\|_{L^2(\nu_0)}}_{(III)}.
$$

First, we have (I) $\leq c \rho^{k+1}$ according to (D.7). To bound (III), we have

$$
(III) = \left\| \Proj_{F,R,M}\mathcal{T}_s Q_0(\cdot; \omega^*) - \Proj_{F,R,M}\hat{Q}^\mu_s(\cdot) \right\|_{L^2(\nu_0)} \\
\leq \left\| \Proj_{F,R,M}\mathcal{T}_s Q_0(\cdot; \omega^*) - \Proj_{F,R,M}\mathcal{T}_s\hat{Q}^\mu_s(\cdot) \right\|_{L^2(\nu_0)} + \left\| \Proj_{F,R,M}\mathcal{T}_s\hat{Q}^\mu_s(\cdot) - \Proj_{F,R,M}\hat{Q}^\mu_s(\cdot) \right\|_{L^2(\nu_0)} \\
\leq \gamma \left\| Q_0(\cdot; \omega^*) - \hat{Q}^\mu_s(\cdot) \right\|_{L^2(\nu_0)} + \left\| \mathcal{T}_s\hat{Q}^\mu_s(\cdot) - \hat{Q}^\mu_s(\cdot) \right\|_{L^2(\nu_0)} \\
= \gamma \left\| Q_0(\cdot; \omega^*) - \hat{Q}^\mu_s(\cdot) \right\|_{L^2(\nu_0)} + \left\| \hat{Q}^\mu_s(\cdot) - \hat{Q}^\mu_s(\cdot) \right\|_{L^2(\nu_0)} \\
\leq \gamma \left\| Q_0(\cdot; \omega^*) - \hat{Q}^\mu_s(\cdot) \right\|_{L^2(\nu_0)} + c \rho^{k+1}. \quad (D.10)
$$

The first line in (D.10) is due to the fact that $Q_0(\cdot; \omega^*)$ is the unique fixed point of the operator $\Proj_{F,R,M}\mathcal{T}_s$, (as proved in Lemma D.1); the third line in (D.10) is because the operator $\Proj_{F,R,M}\mathcal{T}_s$ is a $\gamma$-contraction in the $L^2(\nu_0)$ norm, and $\Proj_{F,R,M}$ is non-expansive; the fourth line in (D.10) uses the fact that $\hat{Q}^\mu_s$ is the unique fixed point of $\mathcal{T}_s$; and the last line comes from the fact that (I) $\leq c \rho^{k+1}$. Therefore, combining the self-bounding inequality (D.10) with (D.9) and the bound on (I) gives us

$$
\left\| Q^\mu_s(\cdot) - Q_0(\cdot; \omega^*) \right\|_{L^2(\nu_0)} \leq \frac{1}{1 - \gamma} \left( 2c \rho^{k+1} + \left\| \hat{Q}^\mu_s(\cdot) - \Proj_{F,R,M}\hat{Q}^\mu_s(\cdot) \right\|_{L^2(\nu_0)} \right). \quad (I)
$$
and consequently,
\[
\| Q^\Pi^\theta_s (\cdot) - Q_0 (\cdot; \omega^*) \|_{L^2(\nu_o)}^2 \leq \frac{1}{(1 - \gamma)^2} \left( 8c^2 \rho^{2k+2} + 2 \| \hat{Q}^\Pi^\theta_s (\cdot) - \text{Proj}_{F,R,M} \hat{Q}^\Pi^\theta_s (\cdot) \|_{L^2(\nu_o)}^2 \right).
\] (D.11)

Plugging (D.11) into (D.8) yields
\[
\mathbb{E}_{\text{init}} \left[ \| Q_s (\cdot; \tilde{\omega}) - Q^\Pi^\theta_s (\cdot) \|_{L^2(\nu_o)}^2 \right] \\
\leq 2 \left( \mathbb{E}_{\text{init}} \left[ \| Q_s (\cdot; \tilde{\omega}) - Q_0 (\cdot; \omega^*) \|_{L^2(\nu_o)}^2 \right] + \mathbb{E}_{\text{init}} \left[ \| Q^\Pi^\theta_s (\cdot) - Q_0 (\cdot; \omega^*) \|_{L^2(\nu_o)}^2 \right] \right) \\
\leq \mathcal{O} \left( \frac{R^3 \rho^{3/2}}{\sqrt{M}} + \frac{R^5/2 \rho^{5/4}}{\sqrt{T}} + \frac{R^2 d_c \rho^{2k+2}}{\sqrt{T}} \right) + \frac{4}{(1 - \gamma)^2} \mathbb{E}_{\text{init}} \left[ \| \hat{Q}^\Pi^\theta_s (\cdot) - \text{Proj}_{F,R,M} \hat{Q}^\Pi^\theta_s (\cdot) \|_{L^2(\nu_o)}^2 \right].
\] (D.12)

Term (II) measures the distance between \( \hat{Q}^\Pi^\theta_s \) and the class \( F_{R,M} \). As discussed in Section D.1.1, the function class \( F_{R,M} \) converges to \( F_{R,\infty} \) (defined in Assumption 5.1) as \( M \to \infty \). Consequently, term (II) decreases as the neural network gets wider. To quantitatively characterize the approximation error between \( F_{R,M} \) and \( F_{R,\infty} \), one needs the following lemma from Rahimi and Recht [46] and [6, Proposition 4.3]:

**Lemma D.3** Assume Assumption 5.1, we have
\[
\mathbb{E}_{\text{init}} \left[ \| \hat{Q}^\Pi^\theta_s (\cdot) - \text{Proj}_{F,R,M} \hat{Q}^\Pi^\theta_s (\cdot) \|_{L^2(\nu_o)}^2 \right] \leq \mathcal{O} \left( \frac{R^2 d_c \rho^{2k+2}}{M} \right).
\] (D.13)

With this lemma, Theorem 5.4 follows immediately by plugging (D.13) into (D.12), and setting \( c = \frac{c_{\text{max}}}{1 - \gamma}, \rho = \sqrt{\gamma}, T_{\text{critic}} = \Omega(M) \) in (D.12). \( \square \)

**Q.E.D.**

### D.2 Proof of Theorem 5.10: Convergence of Actor Update

The proof of Theorem 5.10 consists of two steps: the first step in Section D.2.1 shows that the actor update converges to a stationary point of \( J (\cdot) \), and the second step in Section D.2.2 bridges the gap between the stationary point and the optimality.

For the rest of this section, we use \( \eta \) to denote \( \eta_{\text{actor}} \) and \( B_\theta \) to denote \( B_{\text{actor}} := \{ \theta_s \in \mathbb{R}^{M \times d_c} : \| \theta_s - \theta_s (0) \|_\infty \leq R/\sqrt{M} \} \) for ease of notation. Meanwhile, define \( B = \prod_{s \in S} B_s \), the product space of \( B_s \)'s, which is a convex set in \( \mathbb{R}^{M \times d_c} \).

#### D.2.1 Convergence to Stationary Point

**Definition D.4** A point \( \bar{\theta} \in B \) is called a stationary point of \( J (\cdot) \) if it holds that
\[
\nabla_\theta J (\bar{\theta}) (\theta - \bar{\theta}) \leq 0, \quad \forall \theta \in B.
\] (D.14)
Proof. Proof of Theorem D.5

Define the following mapping $G$ from $\mathbb{R}^{d \times k}$ to itself:

$$G(\theta) := \eta^{-1} \cdot \left[ \text{Proj}_S (\theta + \eta \cdot \nabla \theta_j (\theta)) \right] - \theta. \quad (D.15)$$

It is well-known that (D.14) holds if and only if $G(\bar{\theta}) = 0$ (Sra et al. [49]). Now denote

$$\rho(t) := G(\theta(t)), \quad \text{where } \theta(t) = \{ \theta_s(t) \}_{s \in S} \text{ is the actor parameter updated in Algorithm 2 in iteration } t.$$ 

To show that Algorithm 2 converges to a stationary point, we focus on analyzing $\|\rho(t)\|_2$.

**Theorem D.5** Assume Assumptions 5.5 - 5.7. Set $\eta = (T_{\text{actor}})^{-1/2}$ and assume $1 - L\eta \geq 1/2$, where $L$ is the Lipschitz constant in Assumption 5.7. Then the output $\{ \theta(t) \}_{t \in [T_{\text{actor}}]}$ of Algorithm 2 satisfies

$$\min_{t \in [T_{\text{actor}}]} \mathbb{E} \left[ \| \rho(t) \|_2 \right] \leq \frac{8 \tau^2 \Sigma^2 |S|}{B} + \frac{4 \sqrt{T_{\text{actor}}}}{\mathbb{E}[J(\theta(T_{\text{actor}} + 1)) - J(\theta(1))] + \epsilon_Q(T_{\text{actor}})}. \quad (D.16)$$

Here $\epsilon_Q$ measures the error accumulated from the critic steps which is defined as

$$\epsilon_Q(T_{\text{actor}}) = \frac{32 \tau^2 D^2 \Sigma^2}{(1 - \gamma) \eta T_{\text{actor}}} \sum_{t=1}^{T_{\text{actor}}} \sum_{s \in S} \mathbb{E} \left[ \left\| Q_s (\cdot; \bar{\theta}_s, t) - Q_s^{\Pi^o(t)} (\cdot) \right\|_{L^2(\nu(t))} \right] + \frac{16 \tau^2 D^2 |S|^2}{(1 - \gamma)^2 T_{\text{actor}}} \sum_{t=1}^{T_{\text{actor}}} \sum_{s \in S} \mathbb{E} \left[ \left\| Q_s (\cdot; \bar{\theta}_s, t) - Q_s^{\Pi^o(t)} (\cdot) \right\|_{L^2(\nu(t))}^2 \right], \quad (D.17)$$

where $\{ Q_s (\cdot; \bar{\theta}_s, t) \}_{s \in S}$ is the output of the critic update at step $t$ in Algorithm 2. All expectations in (D.16) and (D.17) are taken over all randomness in Algorithm 1 and Algorithm 2.

**Proof.** Proof of Theorem D.5

Let $t \in [T_{\text{actor}}]$, we first lower bound the difference between the expected total rewards of $\Pi^{\theta(t+1)}$ and $\Pi^{\theta(t)}$. By Assumption 5.7, $\nabla \theta J(\theta)$ is $L$-Lipschitz continuous. Hence by Taylor’s expansion,

$$J(\theta(t+1)) - J(\theta(t)) \geq \nabla \theta J(\theta(t))^\top \delta(t) - L/2 : \| \theta(t+1) - \theta(t) \|_2^2, \quad (D.18)$$

where $\delta(t) = (\theta(t+1) - \theta(t)) / \eta$. Meanwhile denote $\xi_s(t) = \hat{g}_s(\theta(t)) - \mathbb{E} [\hat{g}_s(\theta(t))], \text{where } \hat{g}_s(\theta(t))$ is defined in (4.14) and the expectation is taken over $\sigma_{\theta(t)}$ given $\{ \bar{\theta}_s \}_{s \in S}$. Then

$$\nabla \theta J(\theta(t))^\top \delta(t) = \sum_{s \in S} \nabla \theta_s J(\theta(t))^\top \delta_s(t)$$

$$= \sum_{s \in S} \left[ \nabla \theta_s J(\theta(t)) - \mathbb{E} [\hat{g}_s(\theta(t)) ] \right]^\top \delta_s(t) - \xi_s(t)^\top \delta_s(t) + \hat{g}_s(\theta(t))^\top \delta_s(t),$$

where $\delta_s(t) := (\theta_s(t+1) - \theta_s(t)) / \eta$. The first term in (D.19) represents the error of estimating $\nabla \theta_s J(\theta(t))$ using

$$\mathbb{E} [\hat{g}_s(\theta(t))] = \frac{1}{1 - \gamma} \mathbb{E}_{\sigma_{\theta(t)}} \left[ \sum_{y \in S} \frac{Q_y (\mu(\lambda^k_y), h(\lambda^k_y); \bar{\theta}_y, t)}{\nabla \theta_s \log \Pi^o(h(s) \mid \mu(s))} \right].$$

To bound the first term, first notice that

$$\mathbb{E} [\hat{g}_s(\theta(t))] = \frac{1}{1 - \gamma} \mathbb{E}_{\sigma_{\theta(t)}} \left[ \sum_{y \in S} \frac{Q_y (\mu(\lambda^k_y), h(\lambda^k_y); \bar{\theta}_y, t)}{\nabla \theta_s \log \Pi^o(h(s) \mid \mu(s))} \right].$$
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This is because for all \( y \not\in \mathcal{N}_a^k \), \( Q_y (\mu(\mathcal{N}_a^k), h(\mathcal{N}_a^k); \tilde{\omega}_y) \) is independent of \( s \) and consequently, we can verify that

\[
\mathbb{E}_{\sigma_{t}} \left[ \sum_{y \not\in \mathcal{N}_a^k} Q_y (\mu(\mathcal{N}_a^k(y)), h(\mathcal{N}_a^k(y); \tilde{\omega}_y, t)) \nabla_{\theta_y} \log \Pi^y(h(s) \mid \mu(s)) \right] = 0.
\]

Therefore, following the similar computation in Lemma D.2, Cai et al. [6], we have

\[
\left\| \nabla_{\theta_y} J(\theta(t)) - \mathbb{E} \left[ \tilde{g}_s(\theta(t)) \right] \right\| \leq \frac{4\tau DRd^{1/2}}{(1 - \gamma)\eta} \sum_{s \in \mathcal{S}} \left\| Q_s (\cdot; \tilde{\omega}_s, t) - Q_s^{\theta(t)} (\cdot) \right\|_{L^2(\nu_{\theta(t)})}. \tag{D.20}
\]

To bound the second term in (D.19), we simply have

\[
\xi_s(t)^{\top} \delta_s(t) \leq \|\xi_s(t)\|_2^2 + \|\delta_s(t)\|_2^2. \tag{D.21}
\]

To handle the last term in (D.19), we have

\[
\tilde{g}_s(\theta(t))^{\top} \delta_s(t) - \|\delta_s(t)\|_2^2 = \eta^{-1} \cdot (\eta \tilde{g}_s(\theta(t)) - (\theta_s(t) + 1) - \theta_s(t))^{\top} \delta_s(t)
\]
\[
= \eta^{-1} \cdot (\theta_s(t) + 1/2 - \text{Proj}_{\mathcal{B}_s} (\theta_s(t) + 1/2))^{\top} \delta_s(t)
\]
\[
= \eta^{-2} \cdot (\theta_s(t) + 1/2 - \text{Proj}_{\mathcal{B}_s} (\theta_s(t) + 1/2))^{\top} \left( \text{Proj}_{\mathcal{B}_s} (\theta_s(t) + 1/2) - \theta_s(t) \right) \geq 0. \tag{D.22}
\]

Here we write \( \theta_s(t) + \eta \tilde{g}_s(\theta(t)) \) as \( \theta_s(t) + 1/2 \) to simplify the notation. The last inequality comes from the property of the projection onto a convex set.

Therefore, combining (D.19), (D.20), (D.21) and (D.22) suggests

\[
\nabla_{\theta} J(\theta(t))^{\top} \delta(t) \geq \frac{-4\tau DRd^{1/2}}{(1 - \gamma)\eta} |\mathcal{S}| \sum_{s \in \mathcal{S}} \left\| Q_s (\cdot; \tilde{\omega}_s, t) - Q_s^{\theta(t)} (\cdot) \right\|_{L^2(\nu_{\theta(t)})} + \frac{1}{2} \left( \|\delta(t)\|_2^2 - \|\xi(t)\|_2^2 \right). \tag{D.23}
\]

Consequently,

\[
\nabla_{\theta} J(\theta(t))^{\top} \delta(t) \geq \frac{-4\tau DRd^{1/2}}{(1 - \gamma)\eta} |\mathcal{S}| \sum_{s \in \mathcal{S}} \left\| Q_s (\cdot; \tilde{\omega}_s, t) - Q_s^{\Pi^{\theta(t)}} (\cdot) \right\|_{L^2(\nu_{\theta(t)})} + \frac{1}{2} \left( \|\delta(t)\|_2^2 - \|\xi(t)\|_2^2 \right). \tag{D.24}
\]

Thus, by plugging (D.23) into (D.18) and by Assumption 5.5, we have

\[
\frac{1 - L \cdot \eta}{2} \mathbb{E} \left[ \|\delta(t)\|_2^2 \right] \leq \eta^{-1} \cdot \mathbb{E} [J(\theta(t) + 1) - J(\theta(t))] + \frac{\tau^2 \Sigma^2 |\mathcal{S}|}{2B}
\]
\[
+ \frac{4\tau DRd^{1/2}|\mathcal{S}|}{(1 - \gamma)\eta} \sum_{s \in \mathcal{S}} \left\| Q_s (\cdot; \tilde{\omega}_s, t) - Q_s^{\Pi^{\theta(t)}} (\cdot) \right\|_{L^2(\nu_{\theta(t)})}. \tag{D.24}
\]

Here the expectation is taken over \( \sigma_{\theta(t)} \) given \( \{\tilde{\omega}_s\}_{s \in \mathcal{S}} \).

Now, in order to bridge the gap between \( \|\delta(t)\|_2 \) in (D.24) and \( \|\rho(t)\|_2 = \|G(\theta(t))\|_2 \) in (D.15), we next will bound the difference \( \|\delta(t) - \rho(t)\|_2 \). We start with defining a local gradient mapping \( G_s \) from \( \mathbb{R}^{M \times d_{k_s}} \) to \( \mathbb{R}^{M \times d_{k_s}} \):

\[
G_s(\theta) := \eta^{-1} \cdot \left[ \text{Proj}_{\mathcal{B}_s} (\theta + \eta \cdot \nabla_{\theta} J(\theta)) - \theta_s \right]. \tag{D.25}
\]

Since \( \mathcal{B}_s \) is an \( l_{\infty} \)-ball around the initialization, it is easy to verify that \( G_s(\theta) = (G(\theta))_s \). Therefore, we can further define \( \rho_s(t) = G_s(\theta(t)) \) and the following decomposition holds:

\[
\|\delta(t) - \rho(t)\|_2^2 = \sum_{s \in \mathcal{S}} \|\delta_s(t) - \rho_s(t)\|_2^2.
\]
From the definitions of $\delta_s(t)$ and $\rho_s(t)$,

$$
\|\delta_s(t) - \rho_s(t)\|_2 = \eta^{-1} \cdot \|\text{Proj}_{B_s}(\theta_s + \eta \cdot \nabla_{\theta_s} J(\theta)) - \theta_s - \text{Proj}_{B_s}(\theta_s + \eta \cdot \widehat{g}_s(\theta)) + \theta_s\|_2
$$

$$
= \eta^{-1} \cdot \|\text{Proj}_{B_s}(\theta_s + \eta \cdot \nabla_{\theta_s} J(\theta)) - \text{Proj}_{B_s}(\theta_s + \eta \cdot \widehat{g}_s(\theta))\|_2
$$

$$
\leq \eta^{-1} \cdot \|\theta_s + \eta \cdot \nabla_{\theta_s} J(\theta) - \theta_s + \eta \cdot \widehat{g}_s(\theta)\|_2 = \|\nabla_{\theta_s} J(\theta) - \widehat{g}_s(\theta)\|_2
$$

Following similar calculations in [6, Lemma D.3],

$$
\mathbb{E} \left[ \|\nabla_{\theta_s} J(\theta) - \widehat{g}_s(\theta)\|_2^2 \right] \leq \frac{2 \tau^2 \Sigma^2}{B} + \frac{8 \tau^2 D^2}{(1 - \gamma)^2} \left( \sum_{s \in S} \|Q_s(\cdot ; \widetilde{\omega}_s, t) - Q_s^{\Pi^0(t)}(\cdot)\|_{L^2(\nu_0)}^2 \right)^2
$$

$$
\leq \frac{2 \tau^2 \Sigma^2}{B} + \frac{8 \tau^2 D^2 |S|}{(1 - \gamma)^2} \left( \sum_{s \in S} \|Q_s(\cdot ; \widetilde{\omega}_s, t) - Q_s^{\Pi^0(t)}(\cdot)\|_{L^2(\nu_0)}^2 \right)^2.
$$

(D.26)

The expectation is taken over $\sigma_{\theta(t)}$ given $\{\widetilde{\omega}_s\}_{s \in S}$. Consequently,

$$
\mathbb{E} \left[ \|\delta(t) - \rho(t)\|_2^2 \right] \leq \frac{2 \tau^2 \Sigma^2 |S|}{B} + \frac{8 \tau^2 D^2 |S|^2}{(1 - \gamma)^2} \left( \sum_{s \in S} \|Q_s(\cdot ; \widetilde{\omega}_s, t) - Q_s^{\Pi^0(t)}(\cdot)\|_{L^2(\nu_0)}^2 \right)^2.
$$

(D.27)

Set $\eta = 1/\sqrt{T_{\text{actor}}}$ and take (D.24) and (D.27), we obtain (D.16) from the following estimations:

$$
\min_{t \in [T_{\text{actor}}]} \mathbb{E} \left[ \|\rho(t)\|_2^2 \right] \leq \frac{1}{T_{\text{actor}}} \sum_{t=1}^{T_{\text{actor}}} \|\rho(t)\|_2^2 \leq \frac{2}{T_{\text{actor}}} \sum_{t=1}^{T_{\text{actor}}} \left( \mathbb{E} \left[ \|\delta(t) - \rho(t)\|_2^2 \right] + \mathbb{E} \left[ \|\delta(t)\|_2^2 \right] \right)
$$

$$
\leq \frac{2}{T_{\text{actor}}} \sum_{t=1}^{T_{\text{actor}}} \left( \mathbb{E} \left[ \|\delta(t) - \rho(t)\|_2^2 \right] + 2(1 - L \cdot \eta) \mathbb{E} \left[ \|\delta(t)\|_2^2 \right] \right)
$$

$$
\leq \frac{8 \tau^2 \Sigma^2 |S|}{B} + \frac{4}{\sqrt{T_{\text{actor}}} \mathbb{E}[J(\theta(T_{\text{actor}} + 1)) - J(\theta(1))] + \epsilon_Q(T_{\text{actor}}),
$$

where $\epsilon_Q$ measures the error accumulated from the critic steps which is defined in (D.17), i.e.,

$$
\epsilon_Q(T_{\text{actor}}) = \frac{32 \tau D R_{\text{crit}}^{1/2} |S|}{(1 - \gamma)^2 \eta T_{\text{actor}}} \sum_{t=1}^{T_{\text{actor}}} \sum_{s \in S} \mathbb{E} \left[ \|Q_s(\cdot ; \widetilde{\omega}_s) - Q_s^{\Pi^0(t)}(\cdot)\|_{L^2(\nu_0)}^2 \right]
$$

$$
+ \frac{16 \tau^2 D^2 |S|^2}{(1 - \gamma)^2 T_{\text{actor}}} \sum_{t=1}^{T_{\text{actor}}} \sum_{s \in S} \mathbb{E} \left[ \|Q_s(\cdot ; \widetilde{\omega}_s) - Q_s^{\Pi^0(t)}(\cdot)\|_{L^2(\nu_0)}^2 \right].
$$

Here the expectations in (D.16) and (D.17) are taken over all randomness in Algorithm 1 and Algorithm 2. \(Q.E.D.\)

### D.2.2 Bridging the gap between Stationarity and Optimality

Recall that $\sigma_{\theta}$ in (4.2) denotes the state-action visitation measure under policy $\Pi^0$. Denote $\bar{\sigma}_{\theta}$ as the state visitation measure under policy $\Pi^0$. Consequently,

$$
\bar{\sigma}_{\theta}(\mu)\Pi^0(h \mid \mu) = \sigma_{\theta}(\mu, h).
$$

Following similar steps in the proof of [6, Theorem 4.8], one can characterize the global optimality of the obtained stationary point $\bar{\theta} \in B$ as the following.
Lemma D.6 Let $\bar{\theta} \in \mathcal{B}$ be a stationary point of $J(\cdot)$ satisfying condition (D.14) and let $\theta^* \in \mathcal{B}$ be the global maximum point of $J(\cdot)$ in $\mathcal{B}$. Then the following inequality holds:

\[
(1 - \gamma) \left( J(\theta^*) - J(\bar{\theta}) \right) \leq \frac{2r_{\text{max}}}{1 - \gamma} \inf_{\theta \in \mathcal{B}} \left\| u_{\bar{\theta}}(\mu, h) - \sum_{s \in S} \phi_{\bar{\theta}}(\mu(s), h(s))^T \theta_s \right\|_{L^2(\sigma_{\bar{\theta}})},
\]

where $u_{\bar{\theta}}(\mu, h) := \frac{d\sigma_{\bar{\theta}}}{d\sigma_\theta}(\mu, h) - \frac{d\sigma_\theta}{d\sigma_\theta}(\mu) + \sum_{s \in S} \phi_{\bar{\theta}}(\mu(s), h(s))^T \bar{\theta}_s$, and $\frac{d\sigma_{\bar{\theta}}}{d\sigma_\theta}$ and $\frac{d\sigma_\theta}{d\sigma_\theta}$ are the Radon-Nikodym derivatives between the corresponding measures.

Proof. Proof of Lemma D.6 First recall that by (4.8), for any $\theta \in \mathcal{B}$,

\[
\nabla_\theta J(\theta)^\top (\theta - \bar{\theta}) = \sum_{s \in S} \nabla_{\theta_s} J(\theta)^\top (\theta_s - \bar{\theta}_s) = \sum_{s \in S} \nabla_{\theta_s} \left[ q^{\Pi^\theta}(\mu, h) \cdot \Phi(\bar{\theta}, s, \mu, h)^\top (\theta_s - \bar{\theta}_s) \right],
\]

in which $\Phi(\theta, s, \mu, h) := \phi_{\theta}(\mu(s), h(s)) - E_{h(s) \sim \Pi^\theta}\left[ \phi_{\theta}(\mu(s), h'(s)) \right]$ is defined in (4.7).

Since $\bar{\theta} \in \mathcal{B}$ is a stationary point of $J(\cdot)$,

\[
\sum_{s \in S} \mathbb{E}_{\sigma_\theta} \left[ q^{\Pi^\theta}(\mu, h) \cdot \Phi(\bar{\theta}, s, \mu, h)^\top (\theta_s - \bar{\theta}_s) \right] \leq 0, \quad \forall \theta \in \mathcal{B}.
\]

Denote $A^{\Pi^\theta}(\mu, h) := q^{\Pi^\theta}(\mu, h) - V^{\Pi^\theta}(\mu)$ as the advantage function under policy $\Pi^\theta$. It holds from the definition that $E_{h \sim \Pi^\theta(\cdot | \mu)}[A^{\Pi^\theta}(\mu, h)] = V^{\Pi^\theta}(\mu) - A^{\Pi^\theta}(\mu) = 0$. Meanwhile,

\[
\sup_{(\mu, h) \in \mathcal{E}} \left| A^{\Pi^\theta}(\mu, h) \right| \leq 2 \sup_{(\mu, h) \in \mathcal{E}} \left| V^{\Pi^\theta}(\mu) \right| \leq \frac{2r_{\text{max}}}{1 - \gamma}.
\]

Given that $E_{h \sim \Pi^\theta s(\cdot | \mu)}[A^{\Pi^\theta}(\mu, h)] = 0$ and $E_{h \sim \Pi^\theta s(\cdot | \mu)}[\Phi(\bar{\theta}, s, \mu, h)] = 0$, we have for any $s \in S$,

\[
\mathbb{E}_{\sigma_{\bar{\theta}}} \left[ A^{\Pi^\theta}(\mu, h) \cdot \Phi(\bar{\theta}, s, \mu, h)^\top (\theta_s - \bar{\theta}_s) \right] = 0.
\]

Combining (D.29) with (D.30) and (D.31),

\[
\sum_{s \in S} \mathbb{E}_{\sigma_{\bar{\theta}}} \left[ A^{\Pi^\theta}(\mu, h) \cdot \phi_{\bar{\theta}}(\mu(s), h(s))^\top (\theta_s - \bar{\theta}_s) \right] \leq 0, \quad \forall \theta \in \mathcal{B}.
\]

Moreover, by the Performance Difference Lemma (Kakade and Langford [32]),

\[
(1 - \gamma) \cdot \left( J(\theta^*) - J(\bar{\theta}) \right) = \mathbb{E}_{\sigma_{\theta^*}} \left[ \left( A^{\Pi^\theta}(\mu, \cdot) - \Pi^\theta(\cdot | \mu) \right) \right].
\]

Combining (D.33) with (D.32), it holds that for any $\theta \in \mathcal{B}$,

\[
(1 - \gamma) \cdot \left( J(\theta^*) - J(\bar{\theta}) \right) \leq \mathbb{E}_{\sigma_{\theta^*}} \left[ \left( A^{\Pi^\theta}(\mu, \cdot) - \Pi^\theta(\cdot | \mu) \right) \right] - \sum_{s \in S} \mathbb{E}_{\sigma_{\bar{\theta}}} \left[ A^{\Pi^\theta}(\mu(s), \cdot | \mu) \cdot \phi_{\bar{\theta}}(\mu(s), h(s))^\top (\theta_s - \bar{\theta}_s) \right]
\]

\[
= \mathbb{E}_{\sigma_{\bar{\theta}}} \left[ A^{\Pi^\theta}(\mu, h) \cdot \left( \frac{d\sigma_{\bar{\theta}}}{d\sigma_\theta}(\mu, h) - \frac{d\sigma_\theta}{d\sigma_\theta}(\mu) - \sum_{s \in S} \phi_{\bar{\theta}}(\mu(s), h(s))^T (\theta_s - \bar{\theta}_s) \right) \right].
\]

Therefore,

\[
(1 - \gamma) \cdot \left( J(\theta^*) - J(\bar{\theta}) \right) \leq \frac{2r_{\text{max}}}{1 - \gamma} \inf_{\theta \in \mathcal{B}} \left\| \frac{d\sigma_{\bar{\theta}}}{d\sigma_\theta}(\mu, h) - \frac{d\sigma_\theta}{d\sigma_\theta}(\mu) - \sum_{s \in S} \phi_{\bar{\theta}}(\mu(s), h(s))^T (\theta_s - \bar{\theta}_s) \right\|_{L^2(\sigma_{\bar{\theta}})}
\]

\[
= \frac{2r_{\text{max}}}{1 - \gamma} \inf_{\theta \in \mathcal{B}} \left\| u_{\bar{\theta}}(\mu, h) - \sum_{s \in S} \phi_{\bar{\theta}}(\mu(s), h(s))^T \theta_s \right\|_{L^2(\sigma_{\bar{\theta}})},
\]

\text{(35)}
where $u_{\theta}(\mu, h) := \frac{d\sigma^\ast}{d\sigma_{\theta}}(\mu, h) - \frac{d\sigma^\ast}{d\sigma_{\theta}}(\mu) + \sum_{s \in S} \phi_{\theta_s}(\mu(s), h(s))^\top \theta_s$, and $\frac{d\sigma^\ast}{d\sigma_{\theta}}, \frac{d\sigma^\ast}{d\sigma_{\theta}}$ are the Radon-Nikodym derivatives between corresponding measures.

Q.E.D.

To further bound the right-hand-side of (D.28) in Lemma D.6, define the following function class

$$\mathcal{F}_{R,M} = \left\{ f_0(\zeta; \theta) := \sum_{s \in S} \left\{ \frac{1}{\sqrt{M}} \sum_{m=1}^{M} \left[ \sum_{s \in S} \phi_{\theta_s}(\mu_s(0)) \right]_{m} \right\} \| \theta_s \|^2_{\mathbb{R}} : \theta_s \in \mathbb{R}^{M \times d_{\zeta_s}}, \| \theta_s - \theta_s(0) \|^2 \leq R/\sqrt{M} \right\},$$

(D.36)
given an initialization $\theta_s(0) \in \mathbb{R}^{M \times d_{\zeta_s}}, s \in S$ and $b \in \mathbb{R}^M$.

$\mathcal{F}_{R,M}$ (D.36) is a local linearization of the actor neural network. More specifically, term $(\ast)$ in (D.36) locally linearizes the decentralized actor neural network $f(\zeta; \theta)$ (4.4) with respect to $\theta_s$. Any $f_0(\zeta; \theta) \in \mathcal{F}_{R,M}$ is a sum of $|S|$ inner products between feature mapping $\phi_{\theta_s(0)}(\cdot)$ (4.6) and parameter $\theta_s$: $f_0(\zeta; \theta) = \sum_{s \in S} \phi_{\theta_s(0)}(\zeta_s) \cdot \theta_s$. As the width of the neural network $M \to \infty$, $\mathcal{F}_{R,M}$ converges to $\mathcal{F}_{R,\infty}$ (defined in Assumption 5.9). The approximation error between $\mathcal{F}_{R,M}$ and $\mathcal{F}_{R,\infty}$ is bounded in the following lemma.

**Lemma D.7** For any function $f(\zeta) \in \mathcal{F}_{R,\infty}$ defined in Assumption 5.9, we have

$$\mathbb{E}_{\text{init}} \left[ \left\| f(\cdot) - \text{Proj}_{\mathcal{F}_{R,M}} f(\cdot) \right\|_{L^2(\sigma_{\zeta})} \right] \leq O \left( \frac{|S|R_{R/4}^{1/2}}{M^{1/2}} \right),$$

(D.37)

Lemma D.7 follows from Rahimi and Recht [46] and [6, Proposition 4.3]. The factor $|S|$ stems from the fact that $\mathcal{F}_{R,\infty}$ can be decomposed into $|S|$ independent reproducing kernel Hilbert spaces. With Lemma D.7, we are ready to establish an upper bound for the right-hand-side of (D.28) in the following proposition.

**Proposition D.8** Under Assumption 5.9, let $\hat{\theta} \in \mathcal{B}$ be a stationary point of $J(\cdot)$ and let $\theta^* \in \mathcal{B}$ be the global maximum point of $J(\cdot)$ in $\mathcal{B}$. Then the following inequality holds:

$$(1 - \gamma) \left( J(\theta^*) - J(\hat{\theta}) \right) \leq O \left( \frac{|S|R^{3/2} \beta_{\zeta_s}^{3/4}}{M^{1/4}} \right).$$

(D.38)

**Proof.** Proof of Proposition D.8 First by the triangle inequality,

$$\inf_{\theta \in \mathcal{B}} \left\| u_{\hat{\theta}}(\zeta) - \sum_{s \in S} \phi_{\theta_s}(\zeta_s)^\top \theta_s \right\|_{L^2(\sigma_{\zeta})} \leq \left\| u_{\hat{\theta}}(\zeta) - \text{Proj}_{\mathcal{F}_{R,M}} u_{\hat{\theta}}(\zeta) \right\|_{L^2(\sigma_{\zeta})}$$

(39)

$$+ \inf_{\theta \in \mathcal{B}} \left\| \text{Proj}_{\mathcal{F}_{R,M}} u_{\hat{\theta}}(\zeta) - \sum_{s \in S} \phi_{\hat{\theta}_s}(\zeta_s)^\top \theta_s \right\|_{L^2(\sigma_{\zeta})},$$

where $\mathcal{F}_{R,M}$ is defined in (D.36). We denote $\text{Proj}_{\mathcal{F}_{R,M}} u_{\hat{\theta}}(\zeta) = \sum_{s \in S} \phi_{\theta_s(0)}(\zeta_s) \cdot \hat{\theta}_s \in \mathcal{F}_{R,M}$ for some $\hat{\theta} \in \mathcal{B}$. Therefore, by Lemma D.7, the first term on the right-hand-side of (39) is bounded by (D.37):

$$\left\| u_{\hat{\theta}}(\zeta) - \sum_{s \in S} \phi_{\theta_s(0)}(\zeta_s) \cdot \hat{\theta}_s \right\|_{L^2(\sigma_{\zeta})} \leq O \left( \frac{|S|R_{R/4}^{1/2}}{M^{1/2}} \right).$$

The following Lemma D.9 is a direct application of [53, Lemma E.2], which is used to bound the second term on the right-hand-side of (D.39).
Lemma D.9 It holds for any $\theta_s, \theta'_s \in B_s = \{\alpha_s \in \mathbb{R}^{M \times d}\gamma_s : \|\alpha_s - \theta_s(0)\|_\infty \leq R/\sqrt{M}\}$ that

$$
\mathbb{E}_{\text{init}} \left[\|\phi_{\theta_s}(\zeta_s)^T \theta'_s - \phi_{\theta_s(0)}(\zeta_s)^T \theta'_s\|_{L^2(\sigma_s)}\right] \leq O\left(\frac{R^{3/2}d^{3/4}_{\max}}{M^{1/4}}\right),
$$

(D.40)

where the expectation is taken over random initialization.

Taking $\theta = \tilde{\theta}$ and $\theta' = \hat{\theta}$ in Lemma D.9 gives us

$$
\sum_{s \in S} \left\|\phi_{\theta_s}(\zeta_s) \cdot \tilde{\theta}_s - \phi_{\theta_s(0)}(\zeta_s) \cdot \hat{\theta}_s\right\|_{L^2(\sigma_s)} \leq O\left(\frac{|S|R^{3/2}d^{3/4}_{\max}}{M^{1/4}}\right)
$$

Therefore, by Lemma D.1,

$$
(1 - \gamma) \left(J(\theta^*) - J(\tilde{\theta})\right) \leq \inf_{\theta \in B} \left\|u_\tilde{\theta}(\zeta) - \sum_{s \in S} \phi_{\theta_s}(\zeta_s)^T \theta_s\right\|_{L^2(\sigma_s)} \leq O\left(\frac{|S|R^{3/2}d^{3/4}_{\max}}{M^{1/4}}\right).
$$

\[\square\]

Q.E.D.

Now we are ready to establish Theorem 5.10.

Proof. Proof of Theorem 5.10 Following similar calculations as in [53, Section H.3], we obtain that at iteration $t \in [T_{\text{actor}}],$

$$
\nabla_\theta J(\theta(t))^T (\theta - \theta(t)) \leq 2(R + \frac{\eta \cdot r_{\text{max}}}{1 - \gamma}) \cdot \|\rho(t)\|_2, \quad \forall \theta \in B.
$$

(D.41)

The right-hand-side of (D.41) quantifies the deviation of $\theta(t)$ from a stationary point $\tilde{\theta}.$ Having (D.41) and following similar arguments for Lemma D.6 and Proposition D.8, we can show that

$$
(1 - \gamma) \min_{t \in [T_{\text{actor}}]} \mathbb{E}[J(\theta^*) - J(\theta(t))] \leq O\left(\frac{|S|R^{3/2}d^{3/4}_{\max}}{M^{1/4}}\right) + 2 \left(R + \frac{\eta \cdot r_{\text{max}}}{1 - \gamma}\right) \cdot \min_{t \in [T_{\text{actor}}]} \mathbb{E}[\|\rho(t)\|_2].
$$

(D.42)

Here the last term $\min_{t \in [T_{\text{actor}}]} \mathbb{E}[\|\rho(t)\|_2]$ is bounded by (D.16) in Theorem D.5, while the term $\epsilon_Q(T_{\text{actor}})$ in (D.17) can be upper bounded by Theorem 5.4. Finally with the parameters stated in Theorem 5.10, the following statement holds by straightforward calculation:

$$
\min_{t \in [T_{\text{actor}}]} \mathbb{E}[J(\theta^*) - J(\theta(t))] \leq O \left(|S|^{1/2}B^{-1/2} + |S|^{1/4}A^{1/4} \left(\gamma^8k/(T_{\text{actor}})^{1/4}\right)\right).
$$

\[\square\]

Q.E.D.