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ABSTRACT In order to cooperate the wind farm operators with grasping the operation status of wind power converter, a novel reliability assessment strategy is proposed based on supervisory control and data acquisition (SCADA) multistate parameters prediction of permanent magnet synchronous generator (PMSG) wind turbine. The strategy considers “off-line training, on-line matching and assessment”. The operation reliability of wind power converter is obtained via the analysis and weight computing of confidence level, prediction value and actual value of SCADA multistate parameters. In the “off-line training” part, first, the FP-Growth association algorithm is employed to analyze the confidence levels of SCADA variables to the faults of wind power converter. The variables with high confidence level are defined as SCADA multistate parameters. Afterwards, wavelet packet transform (WPT) and K-means algorithm are employed to decompose, reconstruct, normalize and cluster the time series (off-line data) of multistate parameters under normal operation of wind turbine, to improve the generalization capability of long short term memory (LSTM) prediction model. In the part of “on-line matching and assessment”, the actual value time series (on-line data) of multistate parameters are decomposed and reconstructed by WPT. Each normalized sample is matched to the closest cluster centroid, which is generated in the part of “off-line training”. Then the corresponding LSTM model is conducted to predict based on the each sample. The final prediction value is sum of prediction results of entire samples in clusters. Finally, the reliability of wind power converter is assessed by the proposed strategy. The effectiveness of proposed assessment strategy is verified by the experimental results on a PMSG wind power converter.

INDEX TERMS Reliability assessment, wind power converter, association rules algorithm, deep learning, recurrent neural network.

I. INTRODUCTION

Power converter is a crucial device of wind energy conversion system (WECS) in a wind turbine [1]–[3]. It is utilized to control the speed and torque of the generator, simultaneously, apply the active and reactive power to the grid in the modern wind turbine system [4]. Over the past decade, a number of investigations and surveys have revealed that as the one of core devices of a wind turbine, the power converter is with the high failure rate, the long downtime, and the low reliability [5]. These have not only greatly increased the production cost of wind power operators, but also seriously impact the stability of grid and even threaten personal safety [6], [7]. Timely and accurate reliability assessment of wind power...
A number of studies have been made concerning reliability assessment of wind power converter [9]–[12]. The main research strategies maybe roughly divided into the following two categories: First, compute the lifetime of one of core devices of power converter to assess the reliability. Second, analyze and compute several variables parameter of WECS to assess the reliability. The former needs to know partial electrical parameters of WECS and few environment parameters. By establishing the thermal cycle model of power converter and according to the known reliability coefficients of electronic components, the lifetime of the power converter can roughly be estimated. The latter needs to collect the data of SCADA variables during the normal and failure operation of the power converter for a long time, from which the variables and data characteristics that can reveal whether the power converter is in the failure state are mined, and then the operation status of the power converter is quantitatively analyzed.

As stated in [13], the lifespans of the wind power converter with low and medium speed PMSG are estimated and compared from the thermal cycling of the IGBT module component. However, the obtained reliability metrics of only machine-side converter are rough ranges under extremely severe restrictions, which lead to weak generalization and comparison capability. Health condition of base-plate solder for IGBT module in wind power converter is assessed by analyzing the case temperature difference in [14], but the effects of ambient temperature on heat transfer efficiency of cooling water and on the case temperature are not taken into account, which give other thermal transference of the case of IGBT module. Moreover, as stated in [15], a method to monitor the health of aluminum electrolytic capacitors for enhance the reliability of the modular multilevel converters is introduced.

With the continuous progress and development of science and technology, the wind turbine is developing towards the direction of large-scale, complexity and cost reduction. More and more sensors are utilized in the wind turbine, which makes the variable parameters reflecting the status of each component of the wind turbine more abundant in the SCADA system, thus providing the possibility to assess the reliability of the power converter more comprehensively and accurately. As stated in [16], the health status of wind turbine is assessed by using recurrent neural networks, which is based on the SCADA data of subsystems, but the only a small number of SCADA variables are focused on, and the association levels with the failures of wind turbine are unclear. In this paper, SCADA variables with higher faults confidence levels are selected as multistate parameters to assess the reliability of wind power converter.

The rest of this paper is organized as follows. Section II presents an overview of proposed strategy. Section III reviews the FP-Growth, WPT (including coefficient series normalization), K-means and LSTM algorithm. Afterwards, reliability assessment model of power converter is proposed. Section IV presents results, and discusses the performance with respect to the several methods considered in the investigation. Finally, Section V summarizes the results and conclusions of this study.

II. THE PROPOSED STRATEGY

Until now, the doubly fed induction generator (DFIG) and PMSG wind turbines have occupied the majority of the global wind power market [17], [18]. Initially, the DFIG equipped with partial scale converter became attractive due to the controllability of active and reactive power. However, with the development of technology, the PMSG equipped with full scale converter has more obvious advantages in low-voltage ride-through capability, higher efficiency and power density [19], which is the main development trend of the wind turbine market in the future. Fig. 1 presents the topological graph of the core devices of a PMSG wind turbine system, which includes blade, gear box, PMSG, full scale power converter, filter and transformer. The electric energy converted from wind energy is finally fed to the grid. In this paper, the reliability of power converter of PMSG wind turbine is assessed. The main contributions of this paper are as follows:

1) FP-Growth algorithm is utilized to extract the high confidence level variables of wind turbine SCADA as the multistate parameters.  
2) The prediction model of each state parameter based on WPT, K-means algorithm and LSTM network is established under normal operation of wind turbine.  
3) Conduct WPT for the “on-line” time series of SCADA multistate parameters when wind turbine is operating. Make the normalized coefficient series samples match to the closest cluster centroids, which are generated in the “off-line training” part. Then the corresponding LSTM model is conducted to predict based on the samples. The final prediction value is sum of prediction results of entire samples in clusters.  
4) The reliability of wind power converter is assessed by proposed strategy, which is via the analysis and weight computing of confidence level, prediction value and actual value of SCADA multistate parameters.

III. THE PROPOSED RELIABILITY ASSESSMENT MODEL

A. FP-GROWTH ASSOCIATION RULE ALGORITHM

To distinguish and mine the variables of high confidence level with power converter faults from numerous wind turbine
SCADA variables, FP-Growth association rule algorithm is employed in this paper.

1) FP-GROWTH ALGORITHM
Jiawei Han proposed the FP-Growth algorithm with discovering frequent itemsets using frequent pattern tree (FP-Tree) in 2000 [20]. The FP-Growth method indexes the database for fast computing via FP-Tree. The FP-Tree is constructed as follows. Initially the tree contains as root the null item \( \emptyset \). Afterwards, each tuple \((i, X) \in D\), where \( X = i(t) \) denotes itemset, \( D \) denotes database, insert \( X \) into FP-Tree, incrementing the count of all nodes along the path that represents \( X \). If \( X \) shares a prefix with some previously inserted transaction, then \( X \) will follow the same path until the common prefix. For the remaining items in \( X \), new nodes are create under the common prefix, with counts initialized to 1. The FP-Tree is complete when entire transactions have been inserted. At this point, the FP-Tree serves as an index in lieu of the original database. All frequent itemsets can be mined from the tree directly via the FP-Growth method, whose pseudo code is shown in Algorithm 1.

Algorithm 1 FP-Growth Algorithm

// Initialization: \( R \leftarrow \text{FP-Tree}(D) \), \( P \leftarrow \emptyset \), \( F \leftarrow \emptyset \)
FP-Growth\((R, P, F, \text{minsup})\):
1. remove infrequent items from \( R \)
2. if IsPath\((R)\) then // insert subsets of \( R \) into \( F \)
3. \( Y \subseteq R \) do
4. \( X \leftarrow P \cup Y \)
5. \( sup(X) \leftarrow \min_{i \in Y} \{cnt(x)\} \)
6. \( F \leftarrow F \cup \{1\} \)
7. else //process projected FP-Trees for each frequent item \( i \)
8. \( i \in R \) in increasing order of \( sup(i) \) do
9. \( X \leftarrow P \cup \{i\} \)
10. \( sup(X) \leftarrow sup(i) \) //sum of \( cnt(i) \) for all nodes labeled \( i \)
11. \( F \leftarrow F \cup \{(X, sup(X))\} \)
12. \( R_X \leftarrow \emptyset \) //projected FP-Tree for \( X \)
13. for \( path \in \text{PathFromRoot}(i) \) do
14. \( cnt(i) \leftarrow \text{count of } i \text{ in } path \)
15. \( \text{inset path, excluding } i, \text{ into FP-Tree } R_X \text{ with count } cnt(i) \)
16. if \( R_X \neq \emptyset \) then FP-Growth\((R_X, X, F, \text{minsup})\)

2) GENERATING ASSOCIATION RULES
Given a collection of frequent itemsets \( F \), when a frequent itemset \( Z \subseteq F \), look at all proper subsets \( X \subset Z \) to compute rules of the form:

\[
X \xrightarrow{s.c} Y, Y = \overline{X} = Z - X
\]

(1)

The rule must be frequent since:

\[
s = sup(XY) = sup(Z) \geq \text{minsup}
\]

(2)

Thus, only checking whether the rule confidence level satisfies the minconf threshold. Confidence is computed as follows:

\[
c = \frac{sup(X \cup Y)}{sup(X)} = \frac{sup(Z)}{sup(X)}
\]

(3)

If \( c \geq \text{minconf} \), then the rule is a strong rule. Otherwise, if \( \text{conf}(X \rightarrow Y) < c \), then \( \text{conf}(W \rightarrow \frac{Z}{W}) < c \) for entire subsets \( W \subset X \), since \( sup(W) \geq sup(X) \).

B. WAVELET PACKET TRANSFORM AND COEFFICIENT SERIES NORMALIZE

1) WAVELET PACKET TRANSFORM
Wavelet packets are a generalization of orthonormal and compactly supported wavelets [21]. Pioneered by Coifman, Meyer and Wickerhauser, methods of wavelet packet transform have been successfully used for data compression. Wavelet only decomposes low-frequency part of a signal. Compared with wavelet decomposition, both low-frequency and high-frequency parts of a signal are decomposed by wavelet packet. The corresponding frequency band is adaptively selected to match the signal spectrum, thus improving the time-frequency resolution. Fig. 2 presents the mission profile of signal \( S \) based 3-level wavelet packet decomposition.

Where \( A \) denotes the low-frequency part of the signal decomposed from the previous level; \( D \) denotes the high-frequency part of the signal decomposed from the previous level; Numbers 1-14 denote the node codes of coefficient series.

Scaling function \( \varphi(x) \) and wavelet function \( \psi(x) \) content two-scale equation:

\[
\varphi(x) = \mu_0(x) = \sum_{k \in \mathbb{Z}} h(k) \mu_0(2x - k)
\]

(4)

\[
\psi(x) = \mu_1(x) = \sum_{k \in \mathbb{Z}} g(k) \mu_0(2x - k)
\]

(5)

\[
\mu_{2p}(x) = \sum_{k \in \mathbb{Z}} h(k) \mu_{2p}(2x - k)
\]

(6)

\[
\mu_{2p+1}(x) = \sum_{k \in \mathbb{Z}} g(k) \mu_{2p}(2x - k)
\]

(7)

where \( \mu_p(x)(n = 2p \text{ or } n = 2p + 1, p = 0, 1, 2, \ldots) \) in (6) and (7) is defined as wavelet packet of orthonormal
scaling function. Equations (6) and (7) could be rewritten as follows:

\[
C_{2p}(n) = \sqrt{2} \sum_{k \in Z} h(k)C_p(2n - k) \quad (8)
\]

\[
C_{2p+1}(n) = \sqrt{2} \sum_{k \in Z} g(k)C_p(2n - k) \quad (9)
\]

Thus, (8) and (9) are the wavelet packet decomposition of signals. Two coefficient series are obtained after each wavelet packet decomposition, and these two coefficient series are decomposed in the next level respectively, that is, the decomposition process should be carried out for the low-frequency part and the high-frequency part, so that the resolution of each part of the signal frequency band can be improved.

Mallat algorithm could be employed to reconstruct the coefficient series after wavelet packet decomposition:

\[
C_{j+1}(n) = \sum_{k \in Z} h(k - 2n)C_j(k) \quad (10)
\]

\[
d_{j+1}(n) = \sum_{k \in Z} g(k - 2n)C_j(k) \quad (11)
\]

Let \( H = h(k - 2n) \), \( G = g(k - 2n) \), and (10) and (11) could be rewritten as follows:

\[
C_{j+1}(n) = HC_j(k) \quad (12)
\]

\[
d_{j+1}(n) = GC_j(k) \quad (13)
\]

Then:

\[
C_j(k) = H^\ast C_{j+1} + G^\ast d_{j+1} \quad (14)
\]

Equation (14) is the reconstruction algorithm of wavelet packet, where \( H^\ast \) and \( G^\ast \) are the dual operators of \( H \) and \( G \), respectively. The coefficient series decomposed by wavelet packet could be reconstructed to original signal.

2) COEFFICIENT SERIES NORMALIZE

If the signal time series of length \( n \) is decomposed and reconstructed to \( K \) levels by wavelet packet, there are \( 2^K \) node coefficient series \( C_k \), whose length is \( n \) in the \( K \)-th level, \( k = 1, 2, \ldots, 2^K \). Each node coefficient series is normalized to be the sample coefficient series matrix \( X_k \). If the length of each sample is \( m \), there are \( n - m + 1 \) samples in \( X_k \).

\[
X_k = \begin{bmatrix}
X_{k,1} \\
X_{k,2} \\
\vdots \\
X_{k,n-m+1}
\end{bmatrix}
= \begin{bmatrix}
C_k(1) & C_k(2) & \ldots & C_k(m) \\
C_k(2) & C_k(3) & \ldots & C_k(m+1) \\
\vdots & \vdots & \ddots & \vdots \\
C_k(n-m+1) & C_k(n-m+2) & \ldots & C_k(n)
\end{bmatrix},
\]

\[
k = 1, 2, \ldots, 2^K \quad (15)
\]

where, for instance, \( X_{k,1} \) denotes the first sample, which is composed of \( m \) coefficients \[ C_k(1) \ C_k(2) \ldots C_k(m) \].

C. K-MEANS ALGORITHM

K-means is a kind of clustering algorithms, which is also an unsupervised learning based on data similarity division. It points the more similar samples into the same cluster. Usually, a distance function \( d(X, Y) \) is defined to denote the similarity between samples \( X \) and \( Y \). Manhattan distance or Euclidean distance is employed. In this paper, Euclidean distance is chosen as the distance function. The two samples are the more similar, the distance is the much less.

Suppose that there are two sample points \( P \) and \( Q \), the corresponding coordinates are:

\[
P = (x_1, x_2, \ldots, x_n) \in \mathbb{R}^n \quad (16)
\]

\[
Q = (y_1, y_2, \ldots, y_n) \in \mathbb{R}^n \quad (17)
\]

Then, the Euclidean distance between \( P \) and \( Q \) is expressed:

\[
d(P, Q) = \sqrt{\sum_{i=1}^{n} (x_i - y_i)^2} \quad (18)
\]

K-means defines a constant \( k \) first, where \( k \) is the number of clusters. Afterwards, normalizing the cluster centroids. The samples are pointed into the most similar clusters by computing the similarity between each sample and cluster centroid. The steps of K-means algorithm could be expressed as follows:

1) Initialize constant \( k \) and \( k \) cluster centroids.
2) Iterate the following process until the cluster centroids would not change.
   i) Compute the similarity between each sample and cluster centroid. Divide the samples into the most similar clusters.
   ii) Compute the mean of samples divided into each cluster. The mean is defined as the cluster centroid of each cluster.
3) Obtain the final \( k \) cluster centroids and the \( k \) clusters including samples.

D. LONG SHORT TERM MEMORY NEURAL NETWORK

Long Short Term Memory (LSTM) neural network is an extension Recurrent neural network (RNN), capable of learning long term dependencies [22]. Remembering information for long periods of time is practically its default behavior, not something it struggles to learn. Unlike traditional RNN, LSTM adds three gates, forget gate, input gate and output gate. An LSTM has three of these gates to protect and control cell states.

Forget gate decides whether add or remove the historical information in the hidden layer cell. A 1 represents keep, a 0 represents remove.

Input gate decides whether the input information could be permitted add into the hidden layer cell. A 1 represents could, a 0 represents not.
Output gate decides whether transform the output value in present hidden layer cell into next. $A$ represents output, $0$ represents not.

The forward computation formulas of forget gate $f_t$, input gate $i_t$ and output gate $o_t$ are expressed as follows:

$$f_t = \sigma (U_f h_{t-1} + W_f x_t + b_f)$$
$$i_t = \sigma (U_i h_{t-1} + W_i x_t + b_i)$$
$$o_t = \sigma (U_o h_{t-1} + W_o x_t + b_o)$$

where $\sigma$ is sigmoid activation function; $U_f$ is the connecting weights from output of ex-hidden layer cell to present forget gate; $W_f$ is the connecting weights from input to forget gate; $b_f$ is the bias of forget gate; $U_i$ is the connecting weights from output of ex-hidden layer cell to present input gate; $W_i$ is the connecting weights from input to input gate; $b_i$ is the bias of input gate; $U_o$ is the connecting weights from output of ex-hidden layer cell to present output gate; $W_o$ is the connecting weights from input to output gate; $b_o$ is the bias of output gate. Fig. 3 is the structure of LSTM cell.

**FIGURE 3.** The structure of LSTM cell.

In the Fig. 3, $C_{t-1}$ denotes ex-hidden layer cell state; $\tilde{C}_t$ denotes candidate state; $C_t$ denotes present hidden layer cell state; $\text{tanh}$ denotes hyperbolic tangent function; $h_t$ is the output of present hidden cell. Their relations with forget gate, input gate and output gate are expressed by the following formulas, respectively:

$$\tilde{C}_t = \text{tanh} (U_C h_{t-1} + W_C x_t + b_C)$$
$$C_t = f_t \ast \tilde{C}_{t-1} + i_t \ast \tilde{C}_t$$
$$h_t = o_t \ast \text{tanh} (C_t)$$

**E. RELIABILITY ASSESSMENT MODEL**

With the increasing capacity of wind power converter, reliable and cost-effective wind energy production is more and more significant. In this part, a novel analysis and weight strategy proposed to assess reliability of wind power converter considering the confidence levels, prediction values and actual values of SCADA multistate parameters.

Selecting $I$ state parameters $S_i$ ($i = 1, 2, \ldots, I$), with whose confidence levels $B_i$ ($i = 1, 2, \ldots, I$), using FP-Growth Association Rule Algorithm in Part A of Section III. Each state parameter is under the same time series with $N$ time nodes. The $n$th nodes actual values of $I$ state parameters are $S_i^{(n)} = \{S_1^{(n)}, S_2^{(n)}, \ldots, S_I^{(n)}\} \in \mathbb{R}^I$, $n = 1, 2, \ldots, N$. The $n$th nodes prediction values of $I$ state parameters are $y_i^{(n)} = \{y_1^{(n)}, y_2^{(n)}, \ldots, y_I^{(n)}\} \in \mathbb{R}^I$, $n = 1, 2, \ldots, N$. Then the $n$th nodes reliability of wind power converter $R_i^{(n)}$ are expressed as follows:

$$R_i^{(n)} = 1 - \frac{1}{\| R_i^{(n)} - y_i^{(n)} \|_2} \cdot W_i,$$

\[ \forall \exists R_i^{(n)} < 0, R_i^{(n)} = 0, n = 1, 2, \ldots, N \]  

$$W_i = \frac{B_i}{\sum_j B_j}, \quad i = 1, 2, \ldots, I$$

It should be noted that, the prediction values of multistate parameters are obtained and computed based on the normal operation data of the wind turbine. So, the prediction values is should have been the values under the normal operation. Thus, (25) denotes when the difference between actual value and prediction value of state parameter is larger, the reliability of the wind power converter is lower, conversely, the reliability is higher.

**FIGURE 4.** The reliability levels of wind power converter.

Where level 1 indicates reliability is in the range of 1-0.8, which denotes the power converter is in normal operation. Level 2 indicates reliability is in the range of 0.8-0.6, which denotes the power converter is in the failure trend, could prevent the possible faults. Level 3 indicates reliability is in the range of 0.6-0.4, which denotes there are hidden failures generate in the power converter, needed to close down and investigate. Level 4 indicates reliability is in the range of 0.4-0.2, which denotes there are failures generate frequently, should close down the wind turbine and maintain immediately. Level 5 indicates reliability is in the range of 0.2-0.0, which denotes the power converter is in the serious failure, the wind turbine system would shut down and alarm automatically in case harsh accidents occur.

**F. MISSION PROFILE OF PROPOSED STRATEGY**

In this paper, the proposed strategy for reliability assessment of wind power converter is composed of “off-line training” and “on-line matching and assessment”, and considering WPT, K-means algorithm, LSTM network, analysis
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FIGURE 5. The mission profile of reliability assessment of wind power converter.

and weight. Fig. 5 is the mission profile of reliability assessment of wind power converter.

The specific steps of reliability assessment strategy are as follows.

Off-line training:
1) The FP-Growth association rule is employed to analyze the confidence levels of SCADA variables about the faults of wind power converter.
2) SCADA variables with confidence levels higher than the threshold $Q_{ref}$ are selected as the multistate parameters to assess the reliability of wind power converter.
3) The time series of multistate parameters under normal operation of wind turbine are implemented by WPT. Coefficient series are procured and normalized.
4) Coefficient series samples are conducted by K-means and divided into several clusters. Each cluster corresponds to a clustering centroid.
5) Every cluster’s LSTM prediction model is trained by taking use of coefficient series samples in corresponding cluster.

On-line matching and assessment:
1) The actual time series of multistate parameters in the same time range are implemented by WPT. Obtained coefficient series are procured and normalized as the same as the step 3) in “off-line training”.
2) Match the coefficient series samples closed to the clustering centroid and pointing into a cluster. The corresponding LSTM models are utilized to predict. The prediction value of a state parameter is sum of prediction value of each LSTM.
3) The reliability of wind power converter is assessed using (25)-(26) depending on confidence levels, prediction values and actual values.

IV. NUMERICAL EXAMPLES
A. DATA DESCRIPTION
To verify the validity of proposed reliability assessment strategy, a 2-MW PMSG wind turbine equipped with full scale converter is used as a case study. The most important parameters are listed in Table 1. Simultaneously, to verify the high precision of proposed prediction strategy, which is WPT, K-means and LSTM (WPT-K-LSTM), other 4 prediction strategies are utilized to compare address the same samples data, including: 1, WPT and LSTM (WPT-LSTM); 2, WPT and ELMAN (WPT-ELMAN); 3, only LSTM; 4, only ELMAN neural network (ELMAN).

TABLE 1. Parameters for a 2-MW PMSG wind turbine.

| Items                    | Values                      |
|--------------------------|-----------------------------|
| Rated Power              | 2 MW                        |
| Blade Diameter           | 117 m                       |
| Turbine Speed            | 6 to 14 rpm                 |
| Cut-in Wind Speed        | 3 m/s                       |
| Rated Wind Speed         | 9.5 m/s                     |
| Cut-off Wind Speed       | 22 m/s                      |
| Operation Environment Temperature | $-30 \, ^\circ C \text{ to } +40 \, ^\circ C$ |
| Output Voltage           | 690 V                       |
| Output Frequency         | 50 Hz                       |

In this section, firstly, the power converter faults data of several PMSG wind turbines owned by a wind farm operator
in 2018 are counted. The FP-Growth algorithm is utilized to analyze the confidence levels of 24 SCADA variables about converter faults, and 8 variables with high confidence levels are selected as SCADA multistate parameters. Then, 2000 hours’ time series of SCADA multistate parameters of the wind turbine under normal operation are used as the “off-line training” samples, and 5 prediction strategies are employed for training and prediction to reflect the high precision of the proposed prediction strategy in this paper. Afterwards, 300 hours’ time series of SCADA multistate parameters of the wind turbine under random operation are used as the “on-line matching and assessment” samples, which are contracted to predict by 5 prediction strategies, so as to reflect the generalization of the proposed prediction strategy. Finally, the proposed strategy is employed to address the reliability assessment of power converter. The validity of proposed strategy is verified by the log books of the wind farm.

B. ASSOCIATION ANALYSIS BETWEEN WIND TURBINE SCADA VARIABLES AND CONVERTER FAULTS

The FP-Growth association rule is employed to analyze the confidence levels of 24 SCADA variables about the faults of wind power converter. Table 2 shows the faults monitoring of several PMSG power converter systems of a wind farm operator in 2018.

| Fault/Variables          | Time (Hour) | Mean Time to Failure (Hour) |
|--------------------------|-------------|-----------------------------|
| Fault Shutdown           | 3952.75     | 35.29                       |
| Non-Synchronous          | 1172.08     | 22.98                       |
| General Failure          | 433.95      | 20.66                       |
| IGBT Module Damaged      | 662.34      | 66.23                       |
| Detected Off-Grid        | 61.94       | 15.49                       |
| Error Shutdown Not Ready | 199.73      | 66.58                       |
| Error Fault Shutdown     | 66.63       | 22.21                       |
| Security Risk            | 269.6       | 89.87                       |
| Current Fault            | 473.6       | 157.87                      |
| Overcurrent Fault        | 383         | 191.5                       |
| Other Failure            | 15.2        | 7.6                         |

Table 3 is the wind turbine 24 SCADA variables with their codes.

Fig. 6 presents the confidence levels of 24 SCADA variables about converter faults based on FP-Growth algorithm. Where the numbers on the abscissa axis are the codes of SCADA variables in Table 3.

It can be seen from Fig. 6 that, the confidence levels of 24 SCADA variables of wind turbine about converter faults are approximately normal distribution in the range of 0.1-0.9, which presents that some variables have a high association with converter faults, while others have a low association with converter faults. If entire 24 SCADA variables are employed as state parameters in the reliability assessment, the state parameters with low confidence levels will avianize the weight and effect of the state parameters with high confidence levels, thus reducing the effectiveness of reliability. However, if only individual high confidence variables are considered and other variables are ignored, the assessment strategy may not be sensitive to some faults of converter, thus reducing the generalization ability and accuracy of reliability assessment.

Considering the comprehensive impact of the above factors, this paper introduces threshold $Q_{ref}$, and selects the variables whose confidence levels are greater than threshold $Q_{ref}$ to form the multistate parameters to assess the reliability of converter, so as to achieve a relative balance in the above-mentioned drawbacks. According to the communication with the wind farm technicians and field verification, this paper sets the threshold $Q_{ref} = 0.6$, which is also a value close to the “golden ratio” of 0.618.

Define the SCADA variables with confidence levels higher than the threshold $Q_{ref}$ as the state parameters, which are: output current of converter, power factor, reactive power, generator spindle speed, temperature of converter module, temperature of converter box, temperature of converter cooling air and temperature of main box. In this paper, the above 8 state parameters are utilized to assess reliability of wind power converter, and their codes and confidence levels are shown in Table 4.

---

**TABLE 2.** The examples of the wind power converter system faults.

**TABLE 3.** SCADA variables of wind turbine.

| Code | Variable                          | Code | Variable                      |
|------|-----------------------------------|------|-------------------------------|
| 1    | Tower Sway Axial                  | 13   | Temperature of Converter Module|
| 2    | Tower Sway Transverse             | 14   | Generator spindle speed       |
| 3    | Temperature of Hub                | 15   | Power Factor                   |
| 4    | Temperature of Generator Cooling Air| 16   | Temperature of Converter Cooling Air |
| 5    | Temperature of Bearing            | 17   | Temperature of Battery Box 1  |
| 6    | Temperature of Generator Shaft    | 18   | Temperature of Battery Box 2  |
| 7    | Hydraulic Pressure                | 19   | Wind Speed                     |
| 8    | Output Phase Voltage of Converter | 20   | Temperature of Nacelle         |
| 9    | Temperature of Main Box           | 21   | Temperature of Top Box         |
| 10   | Temperature of Converter Box      | 22   | Line Frequency                 |
| 11   | Reactive Power                    | 23   | Tower Acceleration             |
| 12   | Output Phase Current of Converter | 24   | Nacelle Position               |

**FIGURE 6.** The confidence levels of 24 SCADA variables of wind turbine about converter faults.
the corresponding prediction models and test results are obtained.

To compare the performance of the 5 prediction strategies and show the advantages of the proposed strategy, this paper selects 4 calculation prediction error indexes to make statistics and evaluation on the prediction results of the 5 strategies.

1) Root Mean Squared Error (RMSE):

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (\hat{y}_i - y_i)^2}
\]  

(29)

2) Mean Absolute Error (MAE):

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} |\hat{y}_i - y_i|
\]  

(30)

3) Mean Absolute Percentage Error (MAPE):

\[
MAPE = \frac{100}{n} \sum_{i=1}^{n} \left|\frac{\hat{y}_i - y_i}{y_i}\right|
\]  

(31)

4) Theil Inequality Coefficient (TIC):

\[
TIC = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (\hat{y}_i - y_i)^2} \left(\sqrt{\frac{1}{n} \sum_{i=1}^{n} \hat{y}_i^2} + \sqrt{\frac{1}{n} \sum_{i=1}^{n} y_i^2}\right)
\]  

(32)

where in (29)-(32), \(\hat{y}_i\) is prediction value; \(y_i\) is actual value; \(n\) is the number of nodes in the time series. RMSE and MAE are related to the scale of dependent variable. They are utilized to compare different prediction results of different strategies in the same time series. The smaller the error is, the stronger the prediction ability of the strategy is. MAPE and TIC are independent of the scale of dependent variable. The values of MAPE and TIC are between 0 and 1. When they are equal to 0, it shows that the strategy is the best fitting.

Tables 5-12 are the prediction performances of 5 strategies with each state parameter, respectively.

### TABLE 5. The comparison of 5 prediction methods with output phase current of power converter.

| Strategy           | RMSE  | MAE   | MAPE / % | TIC   |
|--------------------|-------|-------|----------|-------|
| WPT-K-LSTM         | 48.7619 | 57.6192 | 2.1713  | 0.0135 |
| WPT-LSTM           | 147.5939 | 114.7925 | 6.6059  | 0.0415 |
| WPT-ELMAN          | 173.1457 | 122.8435 | 6.6396  | 0.0491 |
| LSTM               | 250.8485 | 174.8412 | 9.4197  | 0.077  |
| ELMAN              | 459.3805 | 430.6124 | 23.2398 | 0.1439 |

The following conclusions can be analyzed and drawn from Tables 5-12:

1) Compared with other 4 prediction strategies, the proposed strategy WPT-K-LSTM presents the best prediction performance for 8 state parameters, the values of RMSE, MAE, MAPE and TIC are the least, and the fitting capability is the highest.
2) Among the 5 prediction strategies, ELMAN has produced the worst prediction performance. When 8 state parameters are predicted by ELMAN, RMSE, MAE and MAPE show the maximum values in 7 state parameters, with the largest prediction error, while TIC is the largest in 8 state parameters, with the lowest fitting capability.

3) In Table 8, the comparison of prediction performance of reactive power of wind turbine, RMSE, MAE and MAPE of ELMAN prediction results are not the maximum values. The experimental results show that the strategy has generated over-fitting phenomenon. While TIC value is the largest of the 5 prediction strategies, so the ELMAN has the lowest fitting capability.

4) The prediction performance of proposed strategy WPT-K-LSTM is higher than that of WPT-LSTM, which is mainly due to the effects of K-means clustering algorithm in the “off-line training” part, that is, clustering the data after WPT, which makes the reconstruction data of the test can use the corresponding LSTM model through “on-line matching”, thus obtaining the prediction results with higher fitting capability.

5) The prediction performance of WPT-LSTM is higher than that of LSTM, and the prediction performance of WPT-ELAMN is higher than that of ELMAN, which illustrates that WPT can improve the fitting capability of prediction results before test.

6) The prediction performance of WPT-LSTM is higher than that of WPT-ELMAN, and the prediction performance of LSTM is higher than that of ELMAN, which illustrates that LSTM presents the high fitting capability for prediction results.

3) THE ANALYSIS OF 5 STRATEGIES’ “ON-LINE MATCHING AND ASSESSMENT” RESULTS

In the “on-line matching and assessment” part, the time series of 300 hours in the same time of 8 state parameters under recent operation (the converter failed during this period) are selected as samples, above 5 prediction strategies are employed, and obtain the prediction results shown as Fig. 7-14. Finally, a novel analysis and weight strategy is proposed and utilized to assess reliability of wind power converter.

It can be seen from Fig. 7-14 that, most of the time, the prediction values of proposed strategy WPT-K-LSTM have generated the least error and the highest fitting capability with the actual values. At the 35th hour, the actual values and prediction values of entire state parameters have a large sudden rise or fall. From the 35th hour to the 86th hour, compared with the actual values, the prediction results of
D. 5 PREDICTION STRATEGIES AND ANALYSIS OF PREDICTON RESULTS

Base on the confidence levels, actual values and prediction values generated by proposed strategy WPT-K-LSTM of 300 hours, analysis and weight strategy is employed to assess reliability of wind power turbine. Figures 15 and 16 present the reliability curve of wind power converter and the active power curve of wind turbine in 300 hours, respectively.

The following conclusions can be analyzed and drawn from Fig. 15 and 16:

1) At the 35th hour, the active power of wind turbine suddenly decreased from 2000kW to about 0kW, and remained at about 0kW until the 86th hour. According to the analysis of wind power converter reliability curve and Figure 4, the wind power converter has a serious failure during this period.

2) In the following 200 hours, although the wind turbine has been in operation and the active power of the wind turbine not return to normal until the 86th hour. After the 87th hour, the error and fitting capability of the 5 prediction strategies to the actual values gradually returned to the original level.
has been kept above 400kW, the reliability of wind power converter has been reduced to 0.6-0 for many times, which indicates that the converter of the wind turbine has serious failure potential. In order to avoid serious accidents, the wind turbine should be shut down immediately and the converter should be maintained to ensure normal and stable operation of the wind power converter.

V. CONCLUSION

The main purpose of this paper is proposing a strategy containing FP-Growth, WPT, K-means, LSTM, analysis and weight to conduct the reliability assessment of PMSG wind power converter. Above all, FP-Growth algorithm is utilized to extract the high confidence level variables of wind turbine SCADA as the multistate parameters. Afterwards, the prediction model of each state parameter based on WPT, K-means algorithm and LSTM is established under normal operation of wind turbine. Conduct WPT and normalization for the “on-line” time series of SCADA multistate parameters. The corresponding LSTM models are employed to obtain the prediction values of each state parameters. Finally, the reliability of wind power converter is assessed by proposed strategy, which is via the analysis and weight computing of confidence level, prediction value and actual value of SCADA multistate parameters.

The numerical example results reveal that the proposed strategy has the capability to assess the reliability of the PMSG wind power converter, and are well in agreement with the field operation record.
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