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Abstract. We present a space- and time-efficient fully dynamic implementation de Bruijn graphs, which can also support fixed-length jumbled pattern matching.

1 Introduction

Bioinformaticians define the \(k\)th-order de Bruijn graph for a string or set of strings to be the directed graph whose nodes are the distinct \(k\)-tuples in those strings and in which there is an edge from \(u\) to \(v\) if there is a \((k + 1)\)-tuple somewhere in those strings whose prefix of length \(k\) is \(u\) and whose suffix of length \(k\) is \(v\).\(^5\) These graphs have many uses in bioinformatics, including \textit{de novo} assembly [16], read correction [14] and pan-genomics [15]. The datasets in these applications are massive and the graphs can be even larger, however, so pointer-based implementations are impractical. Researchers have suggested several approaches to representing de Bruijn graphs compactly, the two most popular of which are based on Bloom filters [8, 13] and the Burrows-Wheeler Transform [6, 5, 4], respectively. In this paper we describe a new approach, based on minimal perfect hash functions [12], that is similar to that using Bloom filters but has better theoretical bounds when the number of connected components in the graph is small, and is fully dynamic: i.e., we can both insert and delete nodes and edges efficiently, whereas implementations based on Bloom filters are usually semi-dynamic and support only insertions. We also show how to modify our implementation to support, e.g., jumbled pattern matching [7] with fixed-length patterns.

Our data structure is based on a combination of Karp-Rabin hashing [10] and minimal perfect hashing, which we will describe in the full version of this paper and which we summarize for now with the following technical lemmas:

**Lemma 1.** Given a static set \(N\) of \(n\) \(k\)-tuples over an alphabet \(\Sigma\) of size \(\sigma\), with high probability in \(O(kn)\) expected time we can build a function \(f : \Sigma^k \rightarrow \{0, \ldots, n - 1\}\) with the following properties:

\(^5\) An alternative definition, which our data structure can be made to handle but which we do not consider in this paper, has an edge from \(u\) to \(v\) whenever both nodes are in the graph.
– when its domain is restricted to $N$, $f$ is bijective;
– we can store $f$ in $O(n + \log k + \log \sigma)$ bits;
– given a $k$-tuple $v$, we can compute $f(v)$ in $O(k)$ time;
– given $u$ and $v$ such that the suffix of $u$ of length $k - 1$ is the prefix of $v$ of length $k - 1$, or vice versa, if we have already computed $f(u)$ then we can compute $f(v)$ in $O(1)$ time.

**Lemma 2.** If $N$ is dynamic then we can maintain a function $f$ as described in Lemma 1 except that:

– the range of $f$ becomes $\{0, \ldots, 3n - 1\}$;
– when its domain is restricted to $N$, $f$ is injective;
– our space bound for $f$ is $O(n(\log \log n + \log \log \sigma))$ bits with high probability;
– insertions and deletions take $O(k)$ amortized expected time.
– the data structure may work incorrectly with very low probability (inversely polynomial in $n$).

Suppose $N$ is the node-set of a de Bruijn graph. In Section 2 we show how we can store $O(n\sigma)$ more bits than Lemma 1 such that, given a pair of $k$-tuples $u$ and $v$ of which at least one is in $N$, we can check whether the edge $(u, v)$ is in the graph. This means that, if we start with a $k$-tuple in $N$, then we can explore the entire connected component containing that $k$-tuple in the underlying undirected graph. On the other hand, if we start with a $k$-tuple not in $N$, then we will learn that fact as soon as we try to cross an edge to a $k$-tuple that is in $N$. To deal with the possibility that we never try to cross such an edge, however — i.e., that our encoding as described so far is consistent with a graph containing a connected component disjoint from $N$ — we cover the vertices with a forest of shallow rooted trees. We store each root as a $k$-tuple, and for each other node we store $1 + \lg \sigma$ bits indicating which of its incident edges leads to its parent. To verify that a $k$-tuple we are considering is indeed in the graph, we ascend to the root of the tree that contains it and check that $k$-tuple is what we expect. The main challenge for making our representation dynamic with Lemma 2 is updating the covering forest. In Section 3 how we can do this efficiently while maintaining our depth and size invariants. Finally, in Section 4 we observe that our representation can be easily modified for other applications by replacing the Karp-Rabin hash function by other kinds of hash functions. To support jumbled pattern matching with fixed-length patterns, for example, we hash the histograms indicating the characters’ frequencies in the $k$-tuples.

## 2 Static de Bruijn Graphs

Let $G$ be a de Bruijn graph of order $k$, let $N = \{v_0, \ldots, v_{n-1}\}$ be the set of its nodes, and let $E = \{a_0, \ldots, a_{e-1}\}$ be the set of its edges. We call each $v_i$ either a node or a $k$-tuple, using interchangeably the two terms since there is a one-to-one correspondence between nodes and labels.

We maintain the structure of $G$ by storing two binary matrices, $IN$ and $OUT$, of size $n \times \sigma$. For each node, the former represents its incoming edges
whereas the latter represents its outgoing edges. In particular, for each $k$-tuple $v_x = c_1c_2\ldots c_{k-1}a$, the former stores a row of length $\sigma$ such that, if there exists another $k$-tuple $v_y = bc_1c_2\ldots c_{k-1}$ and an edge from $v_y$ to $v_x$, then the position indexed by $b$ of such row is set to 1. Similarly, $\text{OUT}$ contains a row for $v_y$ and the position indexed by $a$ is set to 1. As previously stated, each $k$-tuple is uniquely mapped to a value between 0 and $n-1$ by $f$, where $f$ is as defined in Lemma 1, and therefore we can use these values as indices for the rows of the matrices $\text{IN}$ and $\text{OUT}$, i.e., in the previous example the values of $\text{IN}[f(v_x)][b]$ and $\text{OUT}[f(v_y)][a]$ are set to 1. We note that, e.g., the SPAdes assembler \cite{2} also uses such matrices.

Suppose we want to check whether there is an edge from $bX$ to $Xa$. Letting $f(bX) = i$ and $f(Xa) = j$, we first assume $bX$ is in $G$ and check the values of $\text{OUT}[i][a]$ and $\text{IN}[j][b]$. If both values are 1, we report that the edge is present and we say that the edge is confirmed by $\text{IN}$ and $\text{OUT}$; otherwise, if any of the two values is 0, we report that the edge is absent. Moreover, note that if $bX$ is in $G$ and $\text{OUT}[i][a] = 1$, then $Xa$ is in $G$ as well. Symmetrically, if $Xa$ is in $G$ and $\text{IN}[j][b] = 1$, then $bX$ is in $G$ as well. Therefore, if $\text{OUT}[i][a] = \text{IN}[j][b] = 1$, then $bX$ is in $G$ if and only if $Xa$ is. This means that, if we have a path $P$ and if all the edges in $P$ are confirmed by $\text{IN}$ and $\text{OUT}$, then either all the nodes touched by $P$ are in $G$ or none of them is.

We now focus on detecting false positives in our data structure maintaining a reasonable memory usage. Our strategy is to sample a subset of nodes for which we store the plain-text $k$-tuple and connect all the unsampled nodes to the sampled ones. More precisely, we partition nodes in the undirected graph $G'$ underlying $G$ into a forest of rooted trees of height at least $k \lg \sigma$ and at most $3k \lg \sigma$. For each node we store a pointer to its parent in the tree, which takes $1 + \lg \sigma$ bits per node, and we sample the $k$-mer at the root of such tree. We allow a tree to have height smaller than $k \lg \sigma$ when necessary, e.g., if it covers a connected component. Figure 1 shows an illustration of this idea.

We can therefore check whether a given node $v_x$ is in $G$ by first computing $f(v_x)$ and then checking and ascending at most $3k \lg \sigma$ edges, updating $v_x$ and $f(v_x)$ as we go. Once we reach the root of the tree we can compare the resulting $k$-tuple with the one sampled to check if $v_x$ is in the graph. This procedure requires $O(k \lg \sigma)$ time since computing the first value of $f(v_x)$ requires $O(k)$, ascending the tree requires constant time per edge, and comparing the $k$-tuples requires $O(k)$.

We now describe a Las Vegas algorithm for the construction of this data structure that requires, with high probability, $O(kn + n\sigma)$ expected time. We recall that $N$ is the set of input nodes of size $n$. We first select a function $f$ and construct bitvector $B$ of size $n$ initialized with all its elements set to 0. For each elements $v_x$ of $N$ we compute $f(v_x) = i$ and check the value of $B[i]$. If this value is 0 we set it to 1 and proceed with the next element in $N$, if it is already set to 1, we reset $B$, select a different function $f$, and restart the procedure from the first element in $N$. Once we finish this procedure — i.e., we found that $f$ do not produces collisions when applied to $N$ — we store $f$ and proceed to initialize $\text{IN}$ and $\text{OUT}$ correctly. This procedure requires with high probability $O(kn)$ expected
Fig. 1. Given a de Bruijn graph (left), we cover the underlying undirected graph with a forest of rooted trees of height at most $3k \log \sigma$ (center). The roots are shown as filled nodes, and parent pointers are shown as arrows; notice that the directions of the arrows in our forest are not related to the edges' directions in the original de Bruijn graph. We sample the $k$-tuples at the roots so that, starting at a node we think is in the graph, we can verify its presence by finding the root of its tree and checking its label in $O(k \log \sigma)$ time. The most complicated kind of update (right) is adding an edge between a node $u$ in a small connected component to a node $v$ in a large one, $v$'s depth is more than $2k \log \sigma$ in its tree. We re-orient the parent pointers in $u$'s tree to make $u$ the temporary root, then make $u$ point to $v$. We ascend $k \log \sigma$ steps from $v$, then delete the parent pointer $e$ of the node $w$ we reach, making $w$ a new root. (To keep this figure reasonably small, some distances in this example are smaller than prescribed by our formulas.)

time for constructing $f$ and $O(n\sigma)$ time for computing $IN$ and $OUT$. Notice that if $N$ is the set of $k$-tuples of a single text sorted by their starting position in the text, each $f(v_x)$ can be computed in constant time from $f(v_{x-1})$ except for $f(v_0)$ that still requires $O(k)$. More generally, if $N$ is the set of $k$-tuples of $t$ texts sorted by their initial position, we can compute $n-t$ values of the function $f(v_x)$ in constant time from $f(v_{x-1})$ and the remaining in $O(k)$. We will explain how to build the forest in the full version of this paper. In this case the construction requires, with high probability, $O(kt + n + n\sigma) = O(kt + n\sigma)$ expected time.

Combining our forest with Lemma 1, we can summarize our static data structure in the following theorem:

**Theorem 1.** Given a static $\sigma$-ary $k$th-order de Bruijn graph $G$ with $n$ nodes, with high probability in $O(kn + n\sigma)$ expected time we can store $G$ in $O(\sigma n)$ bits plus $O(k \log \sigma)$ bits for each connected component in the underlying undirected graph, such that checking whether a node is in $G$ takes $O(k \log \sigma)$ time, listing the edges incident to a node we are visiting takes $O(\sigma)$ time, and crossing an edge takes $O(1)$ time.

In the full version we will show how to use monotone minimal perfect hashing [3] to reduce the space to $(2 + \epsilon)n\sigma$ bits of space (for any constant $\epsilon > 0$). We will also show how to reduce the time to list the edges incident to a node of degree $d$ to $O(d)$, and the time to check whether a node is in $G$ to $O(k)$. We note that
the obtained space and query times are both optimal up to constant factors, which is unlike previous methods which have additional factor(s) depending on \( k \) and/or \( \sigma \) in space and/or time.

3 Dynamic de Bruijn Graphs

In the previous section we presented a static representation of de Buijn graphs, we now present how we can make this data structure dynamic. In particular, we will show how we can insert and remove edges and nodes and that updating the graph reduces to managing the covering forest over \( G \). In this section, when we refer to \( f \) we mean the function defined in Lemma 2. We first show how to add or remove an edge in the graph and will later describe how to add or remove a node in it. The updates must maintain the following invariant: any tree must have size at least \( k \log \sigma \) and height at most \( 3k \log \sigma \) except when the tree covers (all nodes in) a connected component of size at most \( k \log \sigma \).

Let \( v_x \) and \( v_y \) be two nodes in \( G \), \( e = (v_x, v_y) \) be an edge in \( G \), and let \( f(v_x) = i \) and \( f(v_y) = j \).

Suppose we want to add \( e \) to \( G \). First, we set to 1 the values of \( \text{OUT}[i][a] \) and \( \text{IN}[j][b] \) in constant time. We then check whether \( v_x \) or \( v_y \) are in different components of size less than \( k \log \sigma \) in \( O(k \log \sigma) \) time for each node. If both components have size greater than \( k \log \sigma \) we do not have to proceed further since the trees will not change. If both connected components have size less than \( k \log \sigma \) we merge their trees in \( O(k \log \sigma) \) time by traversing both trees and switching the orientation of the edges in them, discarding the samples at the roots of the old trees and sampling the new root in \( O(k) \) time.

If only one of the two connected components has size greater than \( k \log \sigma \) we select it and perform a tree traversal to check whether the depth of the node is less than \( 2k \log \sigma \). If it is, we connect the two trees as in the previous case. If it is not, we traverse the tree in the bigger components upwards for \( k \log \sigma \) steps, we delete the edge pointing to the parent of the node we reached creating a new tree, and merge it with the smaller one. This procedure requires \( O(k \log \sigma) \) time since deleting the edge pointing to the parent in the tree requires \( O(1) \) time, i.e., we have to reset the pointer to the parent in only one node.

Suppose now that we want to remove \( e \) from \( G \). First we set to 0 the values of \( \text{OUT}[i][a] \) and \( \text{IN}[j][b] \) in constant time. Then, we check in \( O(k) \) time whether \( e \) is an edge in some tree by computing \( f(v_x) \) and \( f(v_y) \) checking for each node if that edge is the one that points to their parent. If \( e \) is not in any tree we do not have to proceed further whereas if it is we check the size of each tree in which \( v_x \) and \( v_y \) are. If any of the two trees is small (i.e., if it has fewer than \( k \log \sigma \) elements) we search any outgoing edge from the tree that connects it to some other tree. If such an edge is not found we conclude that we are in a small connected component that is covered by the current tree and we sample a node in the tree as a root and switch directions of some edges if necessary. If such an edge is found, we merge the small tree with the bigger one by adding the edge and switch the direction of some edges originating from the small tree.
if necessary. Finally if the height of the new tree exceeds $3k \log \sigma$, we traverse the tree upwards from the deepest node in the tree (which was necessarily a node in the smaller tree before the merger) for $2k \lg \sigma$ steps, delete the edge pointing to the parent of the reached node, creating a new tree. This procedure requires $O(k \lg \sigma)$ since the number of nodes traversed is at most $O(k \lg \sigma)$ and the number of changes to the data structures is also at most $O(k \lg \sigma)$ with each change taking expected constant time.

It is clear that the insertion and deletion algorithms will maintain the invariant on the tree sizes. It is also clear that the invariant implies that the number of sampled nodes is $O(n/(k \log \sigma))$ plus the number of connected components.

We now show how to add and remove a node from the graph. Adding a node is trivial since it will not have any edge connecting it to any other node. Therefore adding a node reduces to modify the function $f$ and requires $O(k)$ amortized expected time. When we want to remove a node, we first remove all its edges one by one and, once the node is isolated from the graph, we remove it by updating the function $f$. Since a node will have at most $\sigma$ edges and updating $f$ requires $O(k)$ amortized expected time, the amortized expected time complexity of this procedure is $O(\sigma k \lg \sigma + k)$.

Combining these techniques for updating our forest with Lemma 2, we can summarize our dynamic data structure in the following theorem:

**Theorem 2.** We can maintain a $\sigma$-ary $k$th-order de Bruijn graph $G$ with $n$ nodes that is fully dynamic (i.e., supporting node and edge insertions and deletions) in $O(n(\log \log n + \sigma))$ bits (plus $O(k \log \sigma)$ bits for each connected component) with high probability, such that we can add or remove an edge in expected $O(k \lg \sigma)$ time, add a node in expected $O(k + \sigma)$ time, and remove a node in expected $O(\sigma k \lg \sigma)$ time, and queries have the same time bounds as in Theorem 1. The data structure may work incorrectly with very low probability (inversely polynomial in $n$).

### 4 Jumbled Pattern Matching

Karp-Rabin hash functions implicitly divide their domain into equivalence classes — i.e., subsets in which the elements hash to the same value. In this paper we have chosen Karp-Rabin hash functions such that each equivalence class contains only one $k$-tuple in the graph. Most of our efforts have gone into being able, given a $k$-tuple and a hash value, to determine whether that $k$-tuple is the unique element of its equivalence class in the graph. In some sense, therefore, we have treated the equivalence relation induced by our hash functions as a necessary evil, useful for space-efficiency but otherwise an obstacle to be overcome. For some applications, however — e.g., parameterized pattern matching, circular pattern matching or jumbled pattern matching — we are given an interesting equivalence relation on strings and asked to preprocess a text such that later, given a pattern, we can determine whether any substrings of the text are in the same equivalence class as the pattern. We can modify our data structure for
some of these applications by replacing the Karp-Rabin hash function by other kinds of hash functions.

For indexed jumbled pattern matching \[7, 11, 1\] we are asked to pre-process a text such that later, given a pattern, we can determine quickly whether any substring of the text consists of exactly the same multiset of characters in the pattern. Consider fixed-length jumbled pattern matching, when the length of the patterns is fixed at pre-processing time. If we modify Lemmas 1 and 2 so that, instead of using Karp-Rabin hashes in the definition of the function \(f\), we use a hash function on the histograms of characters' frequencies in \(k\)-tuples, our function \(f\) will map all permutations of a \(k\)-tuple to the same value. The rest of our implementation stays the same, but now the nodes of our graph are multisets of characters of size \(k\) and there is an edge between two nodes \(u\) and \(v\) if it is possible to replace an element of \(u\) and obtain \(v\). If we build our graph for the multisets of characters in \(k\)-tuples in a string \(S\), then our process for checking whether a node is in the graph tells us whether there is a jumbled match in \(S\) for a pattern of length \(k\). If we build a tree in which the root is a graph for all of \(S\), the left and right children of the root are graphs for the first and second halves of \(S\), etc., as described by Gagie et al. [9], then we increase the space by a logarithmic factor but we can return the locations of all matches quickly.

**Theorem 3.** Given a string \(S[1..n]\) over an alphabet of size \(\sigma\) and a length \(k \ll n\), with high probability in \(O(kn + n\sigma)\) expected time we can store \((2n\log\sigma)(1 + o(1))\) bits such that later we can determine in \(O(k\log\sigma)\) time if a pattern of length \(k\) has a jumbled match in \(S\).
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