Study on Denoise Algorithm for Micro-motion Target
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Abstract. Aiming at the non-stationary characteristics of narrowband radar echo of micro-motion target, a novel micro-motion signal denoising algorithm is proposed. Firstly, the weight function is constructed by coherent accumulation, and the echo is weighted by weight function to filter out the noise in range dimension. Secondly, the singular spectrum analysis (SSA) is performed on the range bin of the echo, the signal with large singularities is preserved, and the noise with small singularities is filtered out. Then, the azimuth dimension signal transformed from time domain into time-frequency domain, the step iteration method is used to adaptively filter the time-frequency spectrum and the time-frequency filtering result with the best denoising effect selected by defining the risk function. Finally, the simulation verify the effect of the proposed method.

1. Introduction

Radar echo is usually affected by range, RCS or interference environment, the low SNR greatly interfere with the detection of effective signal and the extraction of related features. Therefore, it is necessary to separate the effective signal from the noise. Because of the non-stationarity of the micro-motion signal, the traditional denoising method has a poor effect on the suppression of the noise. For example, the denoise method based on Hilbert-Huang transform (HHT) proposed in [1] is mainly effective for periodic stationary signals, but not for non-stationary signals with spikes or mutations. The denoise method based on Wavelet (WT) proposed in [2-3], which can effectively distinguish noise, but this method needs to select a suitable wavelet basis, and can’t eliminate the defects caused by fourier transform. Empirical mode decomposition (EMD) mentioned in [4-7] can deal with non-stationary signals well, but it has some shortcomings such as mode aliasing, endpoint effect, and there will be a lot of noise residues. The method based on ensemble empirical mode decomposition (EEMD) proposed in [8-9] can solve the shortcomings of EMD, but it can’t completely remove the noise with the same frequency component as the signal. In [10-11], a threshold denoising method based on time-frequency coefficients is studied, the essence of this method is time-frequency filtering, but its denoising effect is poor in low SNR. Therefore, the denoise method of the rotor target echo still needs to be further studied.

In order to solve the above problems, a novel denoise algorithm is proposed. Firstly, the weighting function is constructed by coherent accumulation, and the range dimension is weighted to achieve the range dimension denoising. Then, the echo with larger singular value is extracted and the noise with smaller singular value is removed by the SSA in the azimuth dimension. Then STFT analysis transform the time domain into time-frequency domain. Time-frequency filtering is carried out by step iteration method, and the risk function is defined. When the risk function takes the local minimum at
the first time, the time-frequency result is the final denoise result. Compared with other traditional algorithms, this algorithm has better denoise effect, and finally obtains its time-frequency results, which can provide conditions for subsequent feature extraction.

2. Denoise algorithm in range dimension

The echo of the rotor target after pulse compression can be expressed [12,13] as

\[ S(i,t_m) = \sum_{i=0}^{G} \sum_{j=0}^{N} \sigma_j A \exp[-j \frac{4\pi}{\lambda} R_j(t_m)] \sin(B(i-\frac{2R_j(t_m)}{c})) \]

In (1), \( G \) donates the number of blades; \( i \) is expressed as the \( i \)th blade on the rotor; \( N \) is the number of scattering points on the target single blade; \( j \) is expressed as the \( j \)th scattering point on the blade; \( \sigma_j \) is the scattering coefficient at the scattering point; \( B \) is signal bandwidth; \( \lambda \) is signal wavelength; \( R_j(t_m) \) is the range from scattering point to radar.

Under the background of noise, radar echo after pulse compression can be expressed as

\[ S'_i(i,t_m) = S(i,t_m) + N(i,t_m) \]

Based on narrow-band radar, in the case of short observation time, the rotor target is in the same range bin, but in the case of low SNR, the range bin of the rotor target can’t be detected directly. Based on the fact that the echo of the rotor target can be accumulated coherently and the noise can’t be accumulated, the fourier transform of the echo is carried out, and the maximum amplitude of the echo after the coherent accumulation is taken out. Then all the amplitudes are normalized, and the weight function is constructed. The echo is weighted to achieve the effect of range dimension noise reduction. Firstly, the weight function is constructed as

\[ h(i) = \frac{\max_{i} \| \text{fft}(S_i(i,t_m)) \|}{\max_{i} \| \text{fft}(S_i(i,t_m)) \|} \]

Weighted processing of echo, it can be written as

\[ S'_i(i,t_m) = h(i) \cdot S_i(i,t_m) \]

The weight function is constructed as shown in Figure 1.

\[ \text{Diagram} \]

**Figure 1.** Schematic diagram of weight function construction

Using this method can obtain a large SNR gain, which is related to the number of pulses. Rotor targets can be detected in strong noise background by denoising in range dimension. But the SNR don’t change in the range bin which target exist, therefore, it is necessary to reduce noise in this range bin.
3. Denoise algorithm in azimuth dimension

The azimuth dimension denoising algorithm proposed in this paper consists of two steps. The first step is to take out the range bin of the rotor target on the basis of the range dimension denoising, and process it with SSA in the time domain. The second step is transformed the signal into time-frequency domain, and then adaptive time-frequency filtering is performed to reduce the noise furtherly. Mean square error of the time-frequency matrix of the signal after azimuth dimension denoising and the time-frequency matrix of the signal without adding noise is defined to judge the denoising performance of this algorithm.

3.1. SSA denoise algorithm in time domain

SSA is a linear correlation method based on covariance matrix [14], which can process non-stationary signals. The algorithm distinguishes signals of different components in the original time series by extracting the principal components of signal. The signal is processed by SSA, firstly, the trajectory matrix is constructed according to the observed time series, and the azimuth dimension signal is extracted according to a certain delay \( \tau \), where \( L = M - (i-1) r - 1 \). The m vector is constructed into an \( L \times m \) dimensional trajectory matrix \( T \).

\[
T = \begin{bmatrix}
X_1 & X_2 & \ldots & X_L \\
X_{i+1} & X_{i+2} & \ldots & X_{L+i} \\
\vdots & \vdots & \ddots & \vdots \\
X_{M-i+1} & X_{M-i+2} & \ldots & X_M
\end{bmatrix}
\]

Then the trajectory matrix is decomposed by singular value decomposition (SVD). When constructing the trajectory matrix, it usually satisfies \( m < L \). Therefore, the trajectory matrix can be expressed as

\[
T = U \Lambda V^H
\]

In the formula, \( \Lambda \) is a singular value matrix of \( L \times m \) dimension, its principal diagonal element is \( \lambda_i \), and other elements are zero, that is \( \Lambda = \text{diag}[\lambda_1, \lambda_2, \ldots, \lambda_m] \), \( \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_m \geq 0 \), \( U \) is row eigenvector of \( \Lambda \), and \( V^H \) is the column eigenvector of \( \Lambda \). Take the singular spectrum as

\[
\xi_i = \frac{\lambda_i}{\sum_{k=1}^m \lambda_k}
\]

Singular value represents the relative relationship between the energy of signal and noise in the singular spectrum. The larger \( \xi \) represents the greater variance of \( X \) in feature space, the more information it contains. Generally, larger singular values represent useful information, while smaller singular values represent noise in signals. Partial noise removal by selecting larger singular values.

\[
\xi_i = \left\{ \begin{array}{ll}
\xi_i, & \xi_i > 1 \sum_{i=1}^m \xi_i \\
0, & \text{else}
\end{array} \right.
\]

A new singular value matrix \( \Sigma = \text{diag}[\xi_1, \xi_2, \ldots, \xi_m] \) is used to reconstruct the trajectory matrix after denoising.

\[
T' = U \Sigma V^H
\]

Then the azimuth dimension signal \( X' \) after denoise is recovered by \( T' \). The SSA algorithm can effectively remove the noise. But the effect of noise suppression is poor in frequency band where signal and noise are mixed together, so it is necessary to suppress the noise furtherly.

3.2. Adaptive threshold time-frequency filtering denoise algorithm in time-frequency domain

Generally, the time-frequency analysis is used to obtain the corresponding characteristics of the rotor target, therefore, the echo can be denoised in time-frequency domain. In this paper, an adaptive
threshold time-frequency filtering method based on STFT is proposed in order to solve the problem of noise residue after SSA.

Firstly, discrete STFT transform is applied to \(X'\) to obtain its time-frequency spectrum.

\[
STFT(r, n) = \sum_{k=0}^{\infty} x(k) \gamma^*(kT - rT) \exp(-j2\pi(nF)k)
\]  

(10)

\(\gamma(\cdot)\) denotes window function, and "*" denotes complex conjugation. \(T > 0, F > 0\) is the sampling period of time and frequency variables. \(r, n\) are integers.

\(STFT(r, n)\) is a complex matrix, if the real part or imaginary part of the signal is filtered separately, the phase of the signal will be affected. Therefore, this paper considers filtering based on the modulus of time-frequency spectrum coefficients. When adaptive time-frequency filtering is performed, the optimal filtering threshold \(\delta_m\) must be in the range of \([0, \max(\text{STFT}(r, n))]\). How to find the optimal threshold \(\delta_m\) is the key of this algorithm, if the threshold \(\delta_m\) is small, the noise will not be removed effectively, if \(\delta_m\) is large, the signal will be lost. In view of this situation, this paper uses step iteration method to find \(\delta_m\).

Simply set the modulus interval of the spectrum coefficient to \([\alpha, \beta]\) max\([\text{STFT}(r, n)]\), \(0 \leq \alpha < \beta \leq 1\), divide \([\alpha, \beta]\) into \(K\) steps, the step size of each coefficient is \(\Delta d = (\beta - \alpha) / K\), then the step size of the corresponding threshold is

\[
\Delta D = \Delta d \max(\text{STFT}(r, n))
\]  

(11)

Initialize the threshold as \(\delta_m = \alpha \max(\text{STFT}(r, n))\), the threshold \(\delta_m\) increases with step \(\Delta D\) to get a new threshold \(\delta_{m, \text{new}}\). The new threshold is used to filter the time-frequency spectrum and obtain a new spectrum.

\[
STFT'(r, n) = \begin{cases} 
\text{STFT}(r, n), & \delta_{m, \text{new}} \leq |\text{STFT}(r, n)| \\
0, & \text{else}
\end{cases}
\]  

(12)

The purpose of adaptive threshold time-frequency filtering of time-frequency spectrum is to minimize the mean square error of the denoised spectrum with the clean spectrum. However, noise-free signal can’t be obtained in the actual processing, its unable to calculate the mean square error of \(STFT'(r, n)\) and \(STFT_{\text{con}}(r, n)\). Therefore, in this paper, the risk function L2-RISK is minimized by calculating the mean square error between the time-frequency spectrum after different threshold processing, and the risk function is defined as

\[
R(s) = \mathbb{E} \frac{1}{K} \sum_{r=1}^{K} \sum_{n=1}^{N} |STFT'(r, n) - STFT_{\text{con}}(r, n)|^2
\]  

(13)

\(K\) values of risk function can be obtained by changing the threshold according to step \(\Delta D\). When the first local minimum value of \(K\) is obtained, the corresponding threshold is the best threshold, and the best denoising effect can be achieved. Obviously, the optimal threshold \(\delta_m^*\) is related to the selection of step size and threshold interval. Generally, the interval can be set as \([\alpha, \beta] = [0.1, 0.6]\) [11].

The processing flow of denoise algorithm in azimuth dimension is as follows:

Step 1: Obtain the azimuth dimension array \(X\), determine the embedding dimension [15-16], and construct the trajectory matrix \(T\).

Step 2: Reduce the rank of \(T\) by SVD, and reconstruct the azimuth array \(X'\).

Step 3: The time-frequency spectrum \(STFT(r, n)\) is obtained by STFT of the \(X'\).

Step 4: The iteration range of adaptive threshold \(\delta_a\) is set as \([0.1, 0.6]\) max\([\text{STFT}(r, n)]\), iteration step is \(\Delta D\). The time-frequency spectrum is filtered adaptively by step iteration method, and the new spectrum \(STFT'(r, n)\) is obtained.
Step 5: Define risk function $R(s)$, calculate mean square errors of spectrum obtained by different threshold processing, the threshold corresponding to the first local minimum is chosen as the optimal threshold $\delta'_n$. At this time, the new spectrum is the result of azimuth dimension denoising.

4. Simulation analysis
The simulation chooses 10 scattering points of three rotor blades. The model is shown in Figure 2. The blade length $l = 6m$, and the SNR defined in this paper is the SNR after pulse compression. Specific simulation parameters are shown in Table 1.

| Table 1. Simulation parameters |
|-------------------------------|
| PRF  | $\tau$ | B   | $f_s$ | $T_a$ |
| 4000Hz | 100$\mu$s | 1MHz | 2 MHz | 0.512s |

Figure 3 is the echo after pulse compression at SNR=3dB. Figure 4 is the result of range dimension weighting of Figure 3. Figure 5 is the STFT result of the range bin which contains the target in Figure 4. Figure 6 is SSA denoise result. Figure 7 is a risk function curve of adaptive threshold filtering for the time-frequency results after SSA denoise, and the number of iterations is 200. Figure 8 is the best denoising result after adaptive threshold time-frequency filtering. Figure 9 is the RMS error of the time-frequency results after denoise method mentioned in this paper, wavelet denoising [2] (method 1), frequency domain denoise [17] (method 2) and EEMD denoise [8] (method 3).
As can be seen from Figure 3 and Figure 4, it is difficult to detect the range bin of the target at SNR=3dB, but after denoise algorithm in range dimension, the echo can be well denoised, and the range bin of the target can be clearly obtained after denoising, but the SNR in this range bin will not change. From Figure 5, there is a lot of noise in the time-frequency results, so it is necessary to denoise in the azimuth dimension. From Figure 6, after SSA processing, the high-frequency noise which does not overlap with the frequencies of target signal can be removed completely, however, the noise with the same frequency as the target signal still remains. This is because the signal is reconstructed by choosing a larger singular value which is not completely contributed by the target signal, and there is still a small amount of noise. The denoise result is filtered by adaptive threshold time-frequency filtering, when the first local minimum value of the risk function curve in Figure 7 is taken, the denoise effect is the best. In Figure 8, not only the residual noise after SSA is eliminated to the greatest extent, but also the time-frequency characteristics of target are guaranteed to the greatest extent. From Fig.9, we can see that algorithm mentioned in this paper has better denoise performance than the traditional denoise algorithm.

5. Conclusion
(1) Through the analysis of noisy signal, it is shown that the weight function constructed by coherent accumulation and the weighted processing of the echo range dimension can effectively reduce the noise of the echo range dimension and detect the range bin of the target.

(2) Because of the non-stationary characteristic of the noisy fretting target signal, the effect of the traditional denoise algorithm is poor. Through simulation, the feasibility of the method based on SSA
and adaptive threshold time-frequency filtering is qualitatively illustrated. Compared with the traditional method, the time-frequency spectrum after denoise algorithm mentioned in this paper has better denoise performance.
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