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Linear-dichroism is an important tool to characterize the transmission matrix and determine the crystal or orbital orientation in a material. In order to gain high resolution mapping of the transmission properties of such materials, we introduce the linear-dichroism scattering model in ptychographic imaging, and then develop an efficient two-stage reconstruction algorithm. Using proposed algorithm, the dichroic transmission matrix without an analyzer can be recovered by using ptychography measurements with as few as three different polarization angles, with the help of an empty region to remove phase ambiguities.

An obvious next step is to combine the orientation sensitivity of resonant X-ray microscopy with the high spatial resolution of ptychography. However, this program is not trivial (Ferrand et al., 2015; Ferrand et al., 2018; Baroni et al., 2019). Consider, for instance a material which is transparent but birefringent and has alternating stripes with the slow axis horizontal and vertical. Now let the probe beam be polarized at 45° to the stripes. The transmitted electric field consists of two components, one polarized along the same direction as the incident, and one polarized perpendicular ("depolarized"). The polarized component is uniform (assuming uniform thickness) but the depolarized component is uniform in intensity but has a pi phase shift between stripes. Therefore, the far-field pattern is a sum of that from a uniform material (spot at the \(q = 0\)) and one from a phase grating (spots at multiples of \(q = \lambda/\text{period}\)).

There have been approaches to the reconstruction in which the measurement is repeated, with varying input polarizations, plus output polarization analyzers (Ferrand et al., 2015; Ferrand et al., 2018). Such approaches work well in the visible-light and infra-red regime, but fail in the X-ray due to the lack of analyzers which work over a range of wavelengths. What’s needed is a reconstruction method which takes as input the set of diffraction patterns, taken at each pixel and at several input polarizations, and reconstructs the transmission matrix (Jones matrix) of the sample, without polarization analysis of the transmitted field. In this paper, we propose such an algorithm and apply it to a simulated experiment on a realistic model of a biomimimal sample. We restrict ourselves to the case of linear dichroism only. Ptychographic reconstruction of pure circular dichroism has been done, but it’s easily shown that when the incident beam is circularly polarized and the sample only has circular dichroism, then there is no depolarization and the imaging is exactly as if the sample were isotropic. In this paper we will show how the vectorial optical properties of the sample may be reconstructed from a series of ptychographic scans with no analyzer, then specialize to the case of a single, uniaxially-anisotropic material.

1. Introduction

Ptychography is an imaging method which offers spatial resolution beyond the limitations of focusing optics (Rodenburg, 2008). This is done by collecting far-field diffraction patterns produced by the sample upon being illuminated with probe beams at an array of spots such that the probes overlap. By enforcing consistency of the reconstructed sample in the overlap regions, the transmission image of the sample can be reconstructed without knowledge of the phase of the diffraction patterns. By processing the set of diffraction images through a reconstruction algorithm, it is also possible to reconstruct the probe beam in amplitude and phase as well as the object’s transmission at a set of points whose spacing is less than the size of the probe beam. The reconstruction algorithm is thus the heart of the ptychographic method. Because ptychography offers spatial resolution which is not limited by that of any focusing optic, it is particularly suited to X-ray microscopy because optics with large numerical aperture, hence small spots, do not exist.

In most implementations of ptychography, it is assumed that the sample is isotropic in that the transmitted electric field at any point is a (complex) scalar times the incident field. This is a good approximation for most cases, in visible-light and X-ray microscopy. However, many materials have orientational order on length scales exceeding the probe size. Such materials can be locally birefringent and/or dichroic. In the X-ray region, this effect occurs when the incident energy is resonant with transitions to unoccupied orbitals which are oriented in some specific way. For instance, liquid crystals are defined as such by the existence of orientational order, and resonant soft X-ray scattering studies using polarized light yield insight as to their orientational patterns. In the realm of solids, non-cubic crystals generally have dichroism/birefringence whose axes depend on crystal axes. This effect has been used to create contrast in X-ray images depending on crystal orientation. Such images reveal important clues to the functionality of biomaterials such as nacre and tooth enamel (Ma et al., 2009; DeVol et al., 2014; Stifter et al., 2018; Sun et al., 2017), or liquid crystals (Cao et al., 2002).

2. Dichroic ptychography
In an isotropic medium with no optical anisotropy, the propagation of light through a thin sample may be described in terms of the electric field

$$\vec{E}(z) = \exp(ikzn)\vec{E}_0$$

(1)

where the beam is considered to propagate along \( \hat{z} \), \( \vec{E}_0 \) is the electric field vector at \( z = 0 \), and \( k = 2\pi/\lambda \), \( \lambda, n \) have their usual meanings of wavelength and (complex) refractive index. For an anisotropic medium, \( n \) becomes a symmetric tensor, with eigenvectors defining the optical axes of the material. There has been much work on the propagation of light through such media, starting with Maxwell’s equations, for instance Berreman’s 4 × 4 matrix formulation (Berreman, 1972). This formulation is somewhat complex because it allows for optical activity and magnetic anisotropy.

One can simplify the equations considerably with the approximation that the index of refraction is very close to 1, and also that optical activity and magnetic effects are negligible, all of which are generally true in non-magnetic systems. In that case, sending a beam through a slab of material, even one with interfaces, does not produce a strong reflected wave. Maxwell’s equations then reduce to

$$\nabla \times \nabla \times \vec{E} = k^2 \vec{D} = k^2 \varepsilon \vec{E}$$

(2)

where \( \vec{D} \) is the electric displacement, \( k = 2\pi/\lambda \), and \( \varepsilon \) is the dielectric tensor. We can remove the trivial \( z \)-dependence of the electric field by expressing it as

$$\vec{E} = \exp(ikz)\vec{F}(z)$$

(3)

We also decompose \( \vec{F} \) into transverse and longitudinal parts

$$\vec{F} = \vec{F}_T + \vec{F}_Z$$

where \( \vec{F}_T \) is perpendicular to the propagation direction \( \hat{z} \). Substituting into (2) yields the longitudinal component

$$\vec{F}_Z = \frac{i}{2} k \delta_{TT} \vec{F}_T$$

(4)

where \( \delta = \varepsilon - 1 \) and the subscript TT refers to the transverse components. The equation for \( \vec{F}_T \) is rather more complex:

$$-2ik\vec{F}'' + k^2 \delta_{TT} \vec{F}_T = k^2 \delta_{TT} F_Z$$

(5)

For a uniform medium, we can substitute in (4) and solve the resulting eigenvalue problem. However, under the approximation that all components of \( \delta \) are much less than 1, we can drop all the complicating terms, ending up with

$$\vec{F}_T = \frac{i}{2} k \delta_{TT} \vec{F}_T$$

(6)

which has the solution

$$\vec{F}_T(z) = \exp\left[ \frac{ikz}{2} \delta_{TT} \right] \vec{F}_T(0)$$

(7)

which may be viewed as a tensor generalization of Eq. (1). Because the longitudinal component doesn’t propagate outside the medium, we need only consider the transverse component when calculating the relation between the field incident on a flat sample and the field at the opposite surface. Considering a uniaxial material, the dielectric tensor may be expressed as

$$\varepsilon = n^2$$

$$\vec{n} = n_{\perp} \hat{I} + (n_{\parallel} - n_{\perp}) \vec{m} \cdot \vec{m}$$

(8)

where \( \vec{m} \) is the direction of the optic axis of the crystal, \( \hat{I} \) is the identity tensor, \( \vec{n} \) is the refractive index tensor, \( \varepsilon \) is the dielectric tensor (the square of the refractive index tensor), \( n_{\parallel}, n_{\perp} \) are the indexes along and perpendicular to the optic axis respectively. For a uniaxial material, two eigenvalues of \( \vec{n} \) are equal \((n_{\perp} = n_{\perp})\) and the third one \( n_{\parallel} \) is different from the first two. For an isotropic material, the relation between the transmitted field and the incident is a scalar transmission. For a uniaxial system, in a coordinate system in which the optic axis \( \vec{m} \) is along \( \hat{z} \), it reduces to \( \text{diag}(n_{\perp}, n_{\perp}, n_{\parallel}) \).

Figure 1

Relationships between beam axis \( \hat{z} \), polarization direction \( \hat{e} \), and optical axis of the crystal \( \vec{m} \), and relative orientation angles (\( \Theta, \Phi \)).

In the case of an anisotropic material, the transmission is a matrix which can be expressed in terms of polarized and depolarized parts. If the beam propagates along the horizontal direction \( \hat{z} \), and the incident field is along the horizontal direction \( \hat{e} \) perpendicular to \( \hat{z} \), \( \vec{E}(0) = E_0 \hat{e} \), where \( E_0 \) is the electromagnetic field strength then by calculating the matrix exponent in (7) and inserting into (3), the transmitted field is in general

$$\vec{E}(z = t) = (\hat{e}T_1 + \hat{f}T_2)E_0$$

(9)

where \( t \) is the sample thickness and \( \hat{f} = \hat{z} \times \hat{e} \) is a unit vector perpendicular to both \( \hat{e} \) and the propagation direction \( \hat{z} \). The variables \( T_1, T_2 \) depend on the polarization angle \( \chi, \Theta, \Phi \) are the polar and azimuth angles of the optical axis \( \vec{m} \) with respect to the beam direction \( \hat{z} \) and polarization axis \( \hat{e} \), shown in Fig 1:

$$\begin{cases}
T_1(\chi, \Theta, \Phi) = \exp(ikzn_{\perp})\left(\cos^2(\Phi - \chi)\exp(ikt\sin^2(\Theta)(n_{\parallel} - n_{\perp})) + \sin^2(\Phi - \chi)\right); \\
T_2(\chi, \Theta, \Phi) = \frac{1}{2}\exp(ikzn_{\perp})\sin(2(\Phi - \chi))\left(\exp(ikt\sin^2(\Theta)(n_{\parallel} - n_{\perp})) - 1\right),
\end{cases}$$

(10)
Here $\Theta \in [0, \pi/2)$ and $\Phi \in [0, \pi)$ denote the polar angle of the axis relative to the beam, and the azimuthal angle of the crystal axis, respectively, which cannot directly be measured. See Fig. 1.

It is the aim of ptychography to reconstruct what that transmission is for a set of points on the sample surface. In dichroic ptychography, at a sequence of polarization angles $\chi_l \in [0, 2\pi), l = 0, 1, \cdots, L-1$, the polarized and depolarized transmitted fields $(T_{1,l}, T_{2,l})$ with $T_{1,l} := T_{l}(\chi_l, \Theta, \Phi)$ are given by (10). The total intensity is $|\tilde{E}|^2$ which is the sum of the magnitudes of the two perpendicular polarizations. Moreover, the two polarizations add incoherently and do not interfere. Hence further by (9), the dichroic ptychography measurements $I_l$ are given below, following the notations in (Chang et al., 2019):

$$I_l = |A(\omega, T_{1,l})|^2 + |A(\omega, T_{2,l})|^2,$$

where $\omega$ is the illumination, $A(\omega, T_{1,l}) := (A^T_l(\omega, T_{1,l}), A^T_l(\omega, T_{1,l}), \cdots, A^T_l(\omega, T_{1,l})), \cdots, A^T_l(\omega, T_{1,l})), A^T_l(\omega, T_{1,l}) := \mathcal{F}(\omega \circ S_l T_{1,l})$, with $S_l$ being the scanning functions taking a small window from the whole sample. In this paper, we will investigate how to determine $\Theta$ and $\Phi$ from the measurements $\{I_l\}$. 

3. A two-step reconstruction method

Based on (11) and (10), one can consider the following nonlinear optimization problem to determine $\Theta$ and $\Phi$ as:

$$\min_{\Theta, \Phi} \sum_{l=0}^{L-1} \sqrt{T_l} - \sqrt{|A(\omega, T_{1,l})|^2 + |A(\omega, T_{2,l})|^2},$$

subject to

$$T_{1,l} = \exp(i k n_{\perp} \cdot (\cos^2(\Phi - \chi_l) \exp(i k t \sin^2(\Theta(n_{\parallel} - n_{\perp}))) + \sin^2(\Phi - \chi_l)),
T_{2,l} = \frac{1}{2} \exp(i k n_{\perp} \cdot \sin(2(\Phi - \chi_l) \exp(i k t \sin^2(\Theta(n_{\parallel} - n_{\perp}))) - 1),
\forall 0 \leq l \leq L - 1.

(12)

The above problem is highly nonlinear and nonconvex w.r.t. the variables $\Theta$ and $\Phi$, and it seems challenging to design corresponding reliable algorithm. However, if considering the problem in a two-step way, one can first solve the two-mode ptychography problem without constraint to determine $T_{1,l}$ and $T_{2,l}$, and then determine $\Theta$ and $\Phi$ by solving these two constraints.

In the following, a two-step method is proposed below, which includes the two-modes ptychography reconstruction to get $T_{1,l}$ and $T_{2,l}$ and then determine the angles $\Theta$ and $\Phi$.

We assume that these parameters including the $k$, $n_{\perp}$, $n_{\parallel}$ and the thickness map $t$ are known in advance. We further remark that the thickness map needs to be determined as follows. If considering the case $n_{\parallel}$ and $n_{\perp}$ are almost the same, i.e. $n_{\parallel} - n_{\perp} \approx 0$, readily one has $T_{1} \approx \exp(ik n_{\perp})$ and $T_{2} \approx 0$ by (10). Hence by solving a standard ptychography reconstruction problem, one can derive $T_{1}$ and further get the thickness map $t$ with known $k$, $n_{\parallel}$.

3.1. Determining $T_{1,l}$ and $T_{2,l}$: two-mode ptychography

In order to distinguish between $T_{1}$ and $T_{2}$ we force $T_{2} = 0$ and $T_{1} = 1$ when the sample is empty.

We use a modified ADMM (Chang et al., 2019) to solve the following two-mode ptychography problem in (12) (without constraints) as

$$\min_{\{T_{1,l}, T_{2,l}\}_{l=0}^{L-1}} \sum_{l=0}^{L-1} \sqrt{T_l} - \sqrt{|A(\omega, T_{1,l})|^2 + |A(\omega, T_{2,l})|^2}.$$

By introducing the auxiliary variable $z_{1,l} = A(\omega, T_{1,l})$ and $z_{2,l} = A(\omega, T_{2,l})$, one gets the following equivalent form:

$$\min_{\{T_{1,l}, T_{2,l}\}_{l=0}^{L-1}} \sum_{l=0}^{L-1} \sqrt{T_l} - \sqrt{|z_{1,l}|^2 + |z_{2,l}|^2},$$

subject to

$$z_{1,l} = A(\omega, T_{1,l}), z_{2,l} = A(\omega, T_{2,l}),$$

where $z_{1,l}$ and $z_{2,l}$ are auxiliary variables. Then the augmented Lagrangian with multipliers $\Lambda_1$ and $\Lambda_2$ and penalization parameter $r > 0$ can be given:

$$\mathcal{L}_r(\omega, T_{1,l}, T_{2,l}, z_{1,l}, z_{2,l}; \Lambda_1, \Lambda_2) := \sum_{l=0}^{L-1} \sqrt{T_l} - \sqrt{|z_{1,l}|^2 + |z_{2,l}|^2} + r \sum_{l=0}^{L-1} (|\mathbb{R}(z_{1,l} - A(\omega, T_{1,l})) + |\mathbb{R}(z_{2,l} - A(\omega, T_{2,l}))|)$$

$$+ \frac{r}{2} \sum_{l=0}^{L-1} (||z_{1,l} - A(\omega, T_{1,l})||^2 + ||z_{2,l} - A(\omega, T_{2,l})||^2),$$

(15)

where $r$ is a positive constant, $\langle \cdot, \cdot \rangle$ denotes the inner product in complex Euclidean space, and $\mathbb{R}$ denotes the real part of a complex-valued vector. We can solve the following the saddle point problem instead of (13) as

$$\max_{\Lambda_1, \Lambda_2} \min_{\omega, T_{1,l}, T_{2,l}, z_{1,l}, z_{2,l}} \mathcal{L}_r(\cdot).$$

(16)

Alternating minimizing the objective functions w.r.t. the variables $\omega, T_{1,l}, T_{2,l}, z_{1,l}, z_{2,l}$ and updating the multipliers yield the below two-mode ADMM algorithm:

0. Initialize the probe to be the average of all the frames of the intensities, $n := 0$, and set $T_{1,l}^0 := 1$, and $T_{2,l}^0$ random. $\gamma_1$ and $\gamma_2$ are two positive parameters. Set $\Lambda_1^0 := 0, \Lambda_2^0 := 0 \forall 0 \leq l \leq L - 1$.

1. Update illumination by

$$\omega^{n+1} = \frac{\gamma_1 \omega^{n} + \sum_{j=1,l} |S_j(T_{1,l}^n)|^2 \mathbf{F}^* (z_{1,l}^n + \Lambda_{1,l}^n) + \sum_{j=1,l} |S_j(T_{2,l}^n)|^2 \mathbf{F}^* (z_{2,l}^n + \Lambda_{2,l}^n)}{\gamma_1 + \sum_{j=1,l} |S_j(T_{1,l}^n)|^2 + |S_j(T_{2,l}^n)|^2}$$

(17)
2. Update $T_{1,l}$ and $T_{2,l}$ by

$$
T_{1,l}^{n+1} = \frac{\gamma_2 T_{1,l}^n + \sum_j S_j^T (\omega^{n+1} F^*(\zeta_{1,l,j}^n + \Lambda_{1,l,j}^n))}{\gamma_2 + \sum_j |\omega^{n+1}|^2}, \\
T_{2,l}^{n+1} = \frac{\gamma_2 T_{2,l}^n + \sum_j S_j^T (\omega^{n+1} F^*(\zeta_{2,l,j}^n + \Lambda_{2,l,j}^n))}{\gamma_2 + \sum_j |\omega^{n+1}|^2}.
$$

(18)

3. Update $z_1, z_2$ as

$$
\begin{align*}
z_{1,l}^{n+1} &= \frac{T_l + r \rho^l_1}{1 + r} \circ \frac{A(\omega^{n+1}, T_{1,l}^{n+1}) - \Lambda_{1,l}^n}{\rho_1^{n+1}}, \\
z_{2,l}^{n+1} &= \frac{T_l + r \rho^l_2}{1 + r} \circ \frac{A(\omega^{n+1}, T_{2,l}^{n+1}) - \Lambda_{2,l}^n}{\rho_2^{n+1}}
\end{align*}
$$

(19)

where $\rho^l_i := \sqrt{|A(\omega^{n+1}, T_{1,l}^{n+1}) - \Lambda_{1,l}^n|^2 + |A(\omega^{n+1}, T_{2,l}^{n+1}) - \Lambda_{2,l}^n|^2}$

4. Update multipliers as

$$
\begin{align*}
\Lambda_{1,l}^{n+1} &= \Lambda_{1,l}^n + r(z_{1,l}^{n+1} - A(\omega^{n+1}, T_{1,l}^{n+1})); \\
\Lambda_{2,l}^{n+1} &= \Lambda_{2,l}^n + r(z_{2,l}^{n+1} - A(\omega^{n+1}, T_{2,l}^{n+1})).
\end{align*}
$$

(20)

5. If the stopping conditions are satisfied, then output $T_{1,l}^{n+1}, T_{2,l}^{n+1}$ as the final solutions; otherwise, set $n := n + 1$ and go to Step 1.

To further remove ambiguities of $T_{1,l}$ (the phase factors) for different polarization angles, we assume that the sample has the empty region, where the contrast of $T_{1,l}$ keep as constant and that of $T_{2,l}$ as zeros. Therefore, additional projections are enforced in Step 2, where in the empty region, the iterative solution of $T_{1,l}$ sets to one, while $T_{2,l}$ sets to zeros.

3.2. Solving $\Theta$ and $\Phi$

In the following three subsections, we will show how to get $\Theta$ and $\Phi$ step by step.

By further reformulating these two constraints by introducing auxiliary variables $u, v, u_1, u_2$, one gets

$$
\begin{align*}
T_{1,l} &= u_1 \cos(2\chi_l) + u_2 \sin(2\chi_l) + v; \\
T_{2,l} &= -u_1 \sin(2\chi_l) + u_2 \cos(2\chi_l); \\
u_1 &= u \circ \cos(2\Phi); \\
u_2 &= u \circ \sin(2\Phi);
\end{align*}
$$

(21)

with $\circ$ denotes the Hadamard product (pointwise multiplication) where

$$
\begin{align*}
u &= \frac{1}{2} \exp(iktn_{\perp}) \circ (\exp(ikr \sin^2 \Theta(n_{\parallel} - n_{\perp})) - 1); \\
v &= \frac{1}{2} \exp(iktn_{\perp}) \circ (\exp(ikr \sin^2 \Theta(n_{\parallel} - n_{\perp})) + 1).
\end{align*}
$$

(22)

With the prior of the empty region, the depolarized part $T_{2,l}$ still has phase ambiguity and we can only use the information of $T_{1,l}$ to recover the components of $u_1, u_2$ and $v$. By solving the following least squares problem $\min_{u_1, u_2, v} \sum_i \|T_{1,l} - u_1 \cos(2\chi_l) - u_2 \sin(2\chi_l) - v\|^2$, one can readily get

$$
E^T E \begin{pmatrix} u_1[m] \\
u_2[m] \\
v[m] \end{pmatrix} = E^T \begin{pmatrix} T_{1,l}[m] \\
T_{1,l-1}[m] \end{pmatrix}
$$

(23)

with

$$
E := \begin{pmatrix} \cos(2\chi_0) & \sin(2\chi_0) & 1 \\
: & : & : \\
\cos(2\chi_{L-1}) & \sin(2\chi_{L-1}) & 1 \end{pmatrix}
$$

(24)

Finally one derives the

$$
\begin{pmatrix} u_1[m] \\
u_2[m] \\
v[m] \end{pmatrix} = (E^T E)^{-1} E^T \begin{pmatrix} T_{1,l}[m] \\
T_{1,l-1}[m] \end{pmatrix}
$$

(25)

Then we consider to determine $u$ by solving (21). Readily one knows that $u = v - \exp(iktn_{\perp})$. Finally, by (21) and (22), we have

$$
\Phi = \arctan(\tan(\Phi^*)) = \arctan(\frac{\sin(2\Phi)}{1 - \cos(2\Phi)}) = \arctan(\frac{u_1}{u_2 + u \circ \cos(2\Phi)}); \\
\Theta = \arcsin(\sqrt{|\log((u + v) \circ \exp(-iktn_{\perp})/ikr(n_{\parallel} - n_{\perp}))|}).
$$

(26)

4. Simulations

Here we consider three polarization angles from three different angles $\chi_l \in \{0, \pi/3, 2\pi/3\}$. The sample is based on a simulation
of a FIB section of coral (random polycrystalline aragonite (Sun et al., 2017)) with thickness gradient and curtaining (256 × 256 pixels shown in Fig. 2(c)). The thickness map is put in Fig. 2(a). We also use the mask for the empty region shown in Fig. 2(b).

We used optical constants \( n \) at the oxygen edge from the same paper, using (Watts, 2014) to obtain the real part of the refractive index. For ptychography, we use the zone plate (64 × 64 pixels) with Half Width Half Max (HWHM)=18 pixels with raster scan index. For ptychography, we use the zone plate (64 × 64 pixels) with Half Width Half Max (HWHM)=18 pixels with raster scan index. For ptychography, we use the zone plate (64 × 64 pixels) with Half Width Half Max (HWHM)=18 pixels with raster scan index. For ptychography, we use the zone plate (64 × 64 pixels) with Half Width Half Max (HWHM)=18 pixels with raster scan index. For ptychography, we use the zone plate (64 × 64 pixels) with Half Width Half Max (HWHM)=18 pixels with raster scan index. For ptychography, we use the zone plate (64 × 64 pixels) with Half Width Half Max (HWHM)=18 pixels with raster scan index. For ptychography, we use the zone plate (64 × 64 pixels) with Half Width Half Max (HWHM)=18 pixels with raster scan index. For ptychography, we use the zone plate (64 × 64 pixels) with Half Width Half Max (HWHM)=18 pixels with raster scan index.

In order to measure the differences between the reconstructed angles \( (\Phi_{\text{rec}}, \Theta_{\text{rec}}) \) and the truth \( (\Phi, \Theta) \), we calculate the error map as:

\[
\text{err}_{\text{map}} := h \times h_{\text{rec}},
\]

with \( h_{\text{rec}} := (\sin \Theta_{\text{rec}} \cos \Phi_{\text{rec}}, \sin \Theta_{\text{rec}} \sin \Phi_{\text{rec}}, \cos \Phi_{\text{rec}}) \) and \( h := (\sin \Theta \cos \Phi, \sin \Theta \sin \Phi, \cos \Phi) \). We also calculate the error maps for \( \Phi \) or \( \Theta \), denoting by \( \text{err}_{\Phi} := |\Phi - \Phi_{\text{rec}}| \) and \( \text{err}_{\Theta} := |\Theta - \Theta_{\text{rec}}| \).

In order to show the recovered angles \( (\Phi_{\text{rec}}, \Theta_{\text{rec}}) \) in a color image, we use the synthetic HSV (Hue, Saturation, Value) format, where H and V channels are from \( \Phi_{\text{rec}} \) and \( \Theta_{\text{rec}} \) respectively.

### Nooiseless test

We compare our proposed algorithm compared with the case named as “scalar-ptycho” when solving the scalar ptychography for different angles, neglecting the depolarized term, and then performing analysis as (Scholl et al., 2000).

See Fig. 2 for the reconstructed results by color images (HSV), and see more details for reconstructed angles in Fig. 3 by assuming scalar dielectric, and Fig. 4 for the reconstruction using tensor ptychography. One can readily see that the proposed algorithm can give almost exact reconstruction compared with the scalar-ptychography.

### Noisy test

We consider the data contaminated by different levels of Poisson noise, the noise level are characterized by the signal-to-noise ratio (SNR) in dB, which is denoted below:

\[
\text{SNR}(X, X_e) = -10 \log_{10} \frac{||X - X_e||^2}{||X||^2},
\]

where \( X, X_e \) correspond to the noisy and clean measurements respectively. The results are shown in the color images in Fig. 5. The recovered angles are shown in Figs. 6-7 for different noise levels. One can readily see that as the noise levels increase, the recovery angles get less accurate and noisy.

## 5. Conclusions

We have shown that we are able to reconstruct the two components (polarized and depolarized) of the dielectric field at high resolution using ptychography and with the help of an empty region to fix the global phase factor ambiguity. In order to obtain the reconstruction we have used a two step approach: first solve for different polarization independently, determine the orientations of \( \Phi \) and \( \Theta \) (within \pm \) ambiguity) using the variables representing the dielectric constant obtained by least squares problems.

The present algorithm assumes thickness is known for each pixel and that the dielectric constants are known in advance. In the future we may test methods for solving for thickness, determine optical constants such as measuring off resonance before and after the edge, using Kramers-Kronig relationships and reference systems where the thickness and orientations are known in advance. The presented results used a two-step approach where we first reconstruct many polarized and depolarized transmissions for several polarizations. In the future we may directly solve (12) in order to enforce the consistency between reconstructions which are determined by fewer parameters per pixels, such as shown in other multi-dimensional ptychography analysis such as tomography and spectroscopy. Further work could also include taking data on a real sample and test reconstruction, adding denoising algorithms such as (Chang & Marchesini, 2018; Chang et al., 2018) and developing tensor ptycho-tomography (Liebi et al., 2015), i.e. the reconstruction of the index of refraction tensor in 3D.
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Figure 2
Thickn ess map in (a) and mask or empty region in (b); Truth in (c) used for simulations with colors representing orientation (DeVol et al., 2014), and reconstructed results by scalar-ptychography in (d) and tensor-ptychography in (e), and error_{map} for scalar-ptychography in (f) and (g) tensor-ptychography. Note the change of scale in reconstruction errors.
Figure 3
Noiseless case for scalar-ptychography: comparison between ground truth used in simulations (left), and reconstruction using scalar ptychography (right). From top to bottom, (a,b) show the angle $\Phi$, (c,d) the angle $\Theta$, (e,f) the residual error of $\Phi, \Theta$ respectively.
Figure 4
Noiseless case for tensor-ptychography: comparison between ground truth used in simulations (left), and reconstruction using scalar ptychography (right). From top to bottom, (a,b) show the angle Φ, (c,d) the angle Θ, (e,f) the residual error of Φ, Θ respectively.
Figure 5
Noisy data: Truth in (a) and reconstructed results in (b) without noise, (c) from data contaminated by Poisson noise. (d,e) shows the error between ground truth and reconstruction for noiseless and noisy data.
Figure 6
Reconstructed angles from noisy data (SNR=48.2dB): (a,c) ground truth, (b,d) reconstruction from tensor ptychography, and (e,f) errors between truth and reconstruction.
Figure 7
Reconstructed angles from noisy data (SNR=30.8dB): (a,c) ground truth, (b,d) reconstruction from tensor ptychography, and (e,f) errors between truth and reconstruction.