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Abstract

We establish two global subellipticity properties of positive symmetric second-order partial differential operators on \( L^2(\mathbb{R}^d) \). First, if \( m \in \mathbb{N} \) then we consider operators \( H_0 \) with coefficients in \( W^{m+1,\infty}(\mathbb{R}^d) \) and domain \( D(H_0) = W^{\infty,2}(\mathbb{R}^d) \) satisfying the subellipticity property

\[
c(\varphi, (I + H_0)\varphi) \geq \|\Delta^{\gamma/2}\varphi\|^2
\]

for some \( c > 0 \) and \( \gamma \in (0,1] \), uniformly for all \( \varphi \in W^{\infty,2}(\mathbb{R}^d) \), where \( \Delta \) denotes the usual Laplacian. Then we prove that \( D(H_0^\alpha) \subseteq D(\Delta^{\alpha\gamma}) \) for all \( \alpha \in [0,2^{-1}(m + 1 + \gamma^{-1})] \). Hence there is a \( c > 0 \) such that the norm estimate

\[
c\|\varphi\|^2 \geq \|\Delta^{\alpha\gamma}\varphi\|^2
\]

is valid for all \( \varphi \in D(H_0^\alpha) \) where \( H \) denotes the self-adjoint closure of \( H_0 \). In particular, if the coefficients of \( H_0 \) are in \( C^\infty_b(\mathbb{R}^d) \) then the conclusion is valid for all \( \alpha \geq 0 \).

Secondly, we prove that if

\[
H_0 = \sum_{i=1}^{N} X_i^* X_i
\]

where the \( X_i \) are vector fields on \( \mathbb{R}^d \) with coefficients in \( C^\infty_b(\mathbb{R}^d) \) satisfying a uniform version of Hörmander’s criterion for hypoellipticity, then \( H_0 \) satisfies the subellipticity condition for \( \gamma = r^{-1} \) where \( r \) is the rank of the set of vector fields. Consequently \( D(H_0^n) \subseteq D(\Delta^{n/r}) \) for all \( n \in \mathbb{N} \), where \( H \) is the closure of \( H_0 \).
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1 Introduction

Our aim is to derive two global subellipticity properties of second-order self-adjoint elliptic
erators on $L^2(\mathbb{R}^d)$. Initially we consider operators of the form

$$H_0 = -\sum_{i,j=0}^d \partial_i c_{ij} \partial_j$$

with domain $D(H_0) = W^{\infty,2}(\mathbb{R}^d)$, where $\partial_0 = iI$ and $\partial_j = \partial/\partial x_j$ if $j \in \{1,\ldots,d\}$. We assume throughout that the coefficients $c_{ij} \in W^{m+1,\infty}(\mathbb{R}^d)$, where $m \in \mathbb{N}$, are complex-valued and $C = (c_{ij})$ is a symmetric positive-definite matrix. In particular, the coefficients are always at least twice differentiable. Although we allow the $c_{ij}$ to be complex one could use symmetry to re-express $H_0$ in the form (1) but with real-valued coefficients. Then, however, the corresponding $c_{i0}$ and $c_{0j}$ are not necessarily in $W^{m,\infty}(\mathbb{R}^d)$. Since $c_{ij} \in W^{2,\infty}(\mathbb{R}^d)$ it follows, however, that $H_0$ is essentially self-adjoint on $W^{\infty,2}(\mathbb{R}^d)$ (see, for example, [Rob], Section 6, or Proposition 2.3 below) and we denote the self-adjoint closure by $H_0$.

If $\gamma \in (0,1]$ then $H_0$ is defined to be subelliptic of order $\gamma$ if there is a $c > 0$ such that

$$c (\varphi, (I + H_0) \varphi) \geq \|\Delta^{\gamma/2} \varphi\|_2^2$$

for all $\varphi \in W^{\infty,2}(\mathbb{R}^d)$. Then the subellipticity condition extends to $H$ and $c (I + H) \geq \Delta^\gamma$ in the sense of quadratic forms. A local version of Condition (2) arose in Hörmander’s work [Hör] and is significant as it implies hypoellipticity of $H_0$. The global version implies uniform boundedness of the semigroup kernel associated with $H$ by an argument based on Nash inequalities.

Our first result establishes that the subellipticity condition is self-improving.

**Theorem 1.1** Let $H_0$ be a positive, symmetric, subelliptic operator of order $\gamma \in (0,1]$ with coefficients $c_{ij} \in W^{m,\infty}(\mathbb{R}^d)$, where $m \in \mathbb{N}$, and with self-adjoint closure $H$. Then $D(H^\alpha) \subseteq D(\Delta^{\alpha \gamma})$ for all $\alpha \in [0,2^{-1}(m + 1 + \gamma^{-1})]$ and there is a $c > 0$ such that

$$c \|(I + H)^\alpha \varphi\|_2 \geq \|\Delta^{\alpha \gamma} \varphi\|_2$$

for all $\varphi \in D(H^\alpha)$.

The theorem is a strengthened global version of a local result of Fefferman and Phong (see [FeP], first part of Theorem 1). Fefferman and Phong established the local version for $\alpha = 1$ by a double commutator estimate and the theory of pseudodifferential operators. The latter limits the result to operators with $C^\infty$-coefficients. But if the coefficients are smooth then much more is true.

**Corollary 1.2** If $H_0$ is a subelliptic operator of order $\gamma \in (0,1]$ with coefficients $c_{ij} \in C^\infty(\mathbb{R}^d)$ then $D(H^\alpha) \subseteq D(\Delta^{\alpha \gamma})$ and (3) is valid for all $\alpha \geq 0$.

Our proof of Theorem 1.1 uses a double commutator estimate combined with techniques of functional analysis [DrS] [Rob].
Our second result deals with operators of the special form

\[ H_0 = \sum_{i=1}^{N} X_i^* X_i \]  \hspace{1cm} (4)

calculated from \( C^\infty_b(\mathbb{R}^d) \)-vector fields \( X_1, \ldots, X_N \), i.e., vector fields on \( \mathbb{R}^d \) with coefficients in \( C^\infty_b(\mathbb{R}^d) \), satisfying a uniform version of Hörmander’s criterion for hypoellipticity. Specifically, if \( r \in \mathbb{N} \) then the vector fields \( X_1, \ldots, X_N \) are defined to satisfy the uniform Hörmander condition of order \( r \) if each \( C^\infty_b \)-vector field \( X \) can be expressed as a linear combination

\[ X = \sum_{\alpha: 1 \leq |\alpha| \leq r} \psi_\alpha X_{[\alpha]} \]

with \( \psi_\alpha \in C^\infty_b(\mathbb{R}^d) \) where \( \alpha = (i_1, \ldots, i_n) \) is a multi-index with \( i_k \in \{1, \ldots, N\} \), \( |\alpha| = n \), and \( X_{[\alpha]} = [X_{i_1}, [X_{i_2}, \ldots, [X_{i_{n-1}}, X_{i_n}] \ldots ]] \) is the corresponding multi-commutator. This version of the Hörmander condition was introduced by Kusuoka and Stroock (see [KuS1], Condition (H) on page 400). In Section 3 we present several different characterizations of the uniform Hörmander condition.

**Theorem 1.3** Let \( H_0 \) be given by (4) where \( X_1, \ldots, X_N \) are \( C^\infty_b \)-vector fields on \( \mathbb{R}^d \) satisfying the uniform Hörmander condition of order \( r \). Further let \( H \) denote the closure of \( H_0 \). If \( n \in \mathbb{N} \) then \( D(H^n) \subseteq D(\Delta^{n/r}) \) and there exists a \( c > 0 \) such that

\[ c \| (I + H)^n \varphi \|_2 \geq \| \Delta^{n/r} \varphi \|_2 \]  \hspace{1cm} (5)

for all \( \varphi \in D(H^n) \).

Theorem 1.3 follows from Theorem 1.1 or Corollary 1.2 once one establishes that the operator \( H_0 \) given by (4) satisfies the estimate (2) with \( \gamma = r^{-1} \). The latter is a global version of Hörmander’s key estimate ([Hör], Theorem 4.3). Hörmander’s argument established a local version of (2) for all \( \gamma \in (0, r^{-1}) \). Rothschild and Stein [RoS] subsequently established the local estimate for the optimal value \( \gamma = r^{-1} \). The arguments of Rothschild and Stein, which also establish optimal local versions of the estimates (3), are based on an application of their general lifting theory. Our arguments are completely independent of this technique and provide an alternative proof of the optimal local results.

## 2 Improvement properties

In this section we prove Theorem 1.1 by use of commutator estimates. Commutator theory was initially developed by Glimm and Jaffe [GlJ1] to derive self-adjointness and regularity properties of quantum fields. It has since developed into a useful tool for various applications in mathematical physics (see, for example, [GlJ2], Section 19.4, [ReS], Section X.5, [Far], Section II.12, or [CFKS], Section 4.1). Most of these applications are based on single commutator estimates but the analysis of degenerate operators requires double commutator estimates [DrS], [Roh].

In the sequel we need to estimate double commutators such as \([\Delta, [\Delta, H_0]]\) or analogous commutators with powers and fractional powers of \( \Delta \). If the coefficients of \( H_0 \) are in \( C^\infty_b(\mathbb{R}^d) \) then the commutators are defined as operators on \( W^{\infty,2}(\mathbb{R}^d) \). If, however,
Moreover, if \(A, B\) be defined as sesquilinear forms on the coefficients of \(H\) the commutator \([B, A]\) is defined as a sesquilinear form, with form domain \(\mathcal{D}\), by

\[
(\psi, [B, A]\varphi) = (B\psi, A\varphi) - (A\psi, B\varphi).
\]

Moreover, if \(A, B_1, B_2\) are three symmetric operators in \(\mathcal{H}\) and \(\mathcal{D} \subset D(A) \cap D(B_2B_1) \cap D(A) \cap D(B_2B_1)\) then the double commutator is defined as a sesquilinear form \([B_1, [B_2, A]]\), with form domain \(\mathcal{D}\), by

\[
(\psi, [B_1, [B_2, A]]\varphi) = (B_2B_1\psi, A\varphi) - (AB_1\psi, B_2\varphi) + (A\psi, B_2B_1\varphi) - (AB_2\psi, B_1\varphi).
\]

Although this is a slight abuse of notation it should not cause any confusion. Subsequent calculations of commutators involving differential operators and multiplication operators have to be interpreted in this form sense. Such commutators simplify by use of the relations \([\partial_t, c]\varphi = (\partial_t c)\varphi\) where \(c\) is a differentiable function acting as a multiplication operator.

Double commutators enter estimates through the two identities

\[
\text{Re}(B_2\varphi, [B_1, A]\varphi) = 2^{-1}(\varphi, [B_2, [B_1, A]]\varphi)
\]

and

\[
\text{Re}(A\varphi, B^2\varphi) = (B\varphi, AB\varphi) + 2^{-1}(\varphi, [B, [B, A]]\varphi)
\]

for all \(\varphi \in \mathcal{D}\). In particular if \(A \geq 0\) the first term on the right of (7) is positive and the double commutator gives a lower bound.

Throughout the rest of this section we set \(L = I + \Delta\) and let \(S_t\) denote the self-adjoint contraction semigroup generated by \(L\). Further we let \(H_0\) be the second-order positive operator in divergence form with coefficients \(c_{ij}\) given by (11) where the \(c_{ij} \in W^{m+1,\infty}(\mathbb{R}^d)\) and \(m \in \mathbb{N}\) are fixed.

**Lemma 2.1** The following commutator estimates are valid.

I. There is a \(c > 0\) such that

\[
\sum_{k=0}^d |(\psi, [\partial_k^m, [\partial_k^m, H_0]]\varphi)| \leq c \|L^{m/2}\psi\|_2 \|L^{m/2}\varphi\|_2
\]

for all \(\varphi, \psi \in W^{\infty,2}(\mathbb{R}^d)\).

II. There is a \(c > 0\) such that

\[
|(\psi, [L^m, [L^m, H_0]]\varphi)| \leq c \sum_{n=m}^{3m} \|L^{n/2}\psi\|_2 \|L^{(4m-n)/2}\varphi\|_2
\]

for all \(\varphi, \psi \in W^{\infty,2}(\mathbb{R}^d)\).

III. If, moreover, \(c_{ij} \in W^{3,\infty}(\mathbb{R}^d)\) then there is a \(c > 0\) such that

\[
|(\psi, [L, [L, H_0]]\varphi)| \leq c \|L\psi\|_2 \|L\varphi\|_2
\]

for all \(\varphi, \psi \in W^{\infty,2}(\mathbb{R}^d)\).
The proof is by straightforward calculation using the fact that the coefficients are $m+1$ times differentiable.

The lemma has an important corollary which is in two parts. The first was a key observation of [Rob] and to conclude the essential self-adjointness of $H_0$. Further if $c_{ij} \in C_b^{\infty}(\mathbb{R}^d)$ one can deduce from Theorems 2.16 and 2.17 of [Rob] that the closure $H$ of $H_0$ generates a semigroup $T$ which leaves the Sobolev spaces $W^{\alpha,2}(\mathbb{R}^d) = D(L^{\alpha/2})$
invariant. We will give shorter self-contained proofs of these results and establish a key invariance property for $c_{ij} \in W^{m+1,\infty}(\mathbb{R}^d)$.

First, note that $H_0$ maps $W^{\infty,2}(\mathbb{R}^d)$ into $W^{m,2}(\mathbb{R}^d)$ since $c_{ij} \in W^{m+1,\infty}(\mathbb{R}^d)$. Secondly, note that for all $\sigma \geq 0$ the space $W^{\sigma,2}(\mathbb{R}^d)$ is a Hilbert space with respect to the inner product $\langle \cdot, \cdot \rangle_{\sigma}$ given by $\langle \psi, \varphi \rangle_{\sigma} = (L^{\sigma/2} \psi, L^{\sigma/2} \varphi)$. Moreover, if $n \in \mathbb{N}_0$ then the inner product $\langle \cdot, \cdot \rangle_n$ on $W^{m,2}(\mathbb{R}^d)$ defined by

$$\langle \psi, \varphi \rangle_n = \sum_{k=0}^{d} (\partial^n_k \psi, \partial^n_k \varphi)$$

is norm-equivalent to $\langle \cdot, \cdot \rangle_n$.

**Proposition 2.3** Let $H_0$ be a positive, symmetric, second-order, divergence form operator with coefficients $c_{ij} \in W^{m+1,\infty}(\mathbb{R}^d)$ where $m \in \mathbb{N}$. Then the operator $H_0$ is essentially self-adjoint on $W^{\infty,2}(\mathbb{R}^d)$. If $T$ is the self-adjoint contraction semigroup generated by the closure $H$ of $H_0$ then $T$ leaves the Sobolev spaces $W^{\sigma,2}(\mathbb{R}^d)$ invariant for all $\sigma \in [0, m]$. Moreover, the restriction of $T$ to $W^{\sigma,2}(\mathbb{R}^d)$ is a core for its generator $H_{(\sigma)}$.

The proof consists of verifying the criteria of the Lumer–Phillips theorem on the Hilbert spaces $L_2(\mathbb{R}^d)$ and $W^{m,2}(\mathbb{R}^d)$ with inner product $\langle \cdot, \cdot \rangle_m$.

**Lemma 2.4** There is an $\omega \geq 0$ such that

$$\text{Re} \langle \varphi, (H_0 + \omega I) \varphi \rangle_m \geq 0 \tag{8}$$

for all $\varphi \in W^{\infty,2}(\mathbb{R}^d)$.

**Proof** Since $(i\partial_k)^m$ is symmetric one deduces from (7) that

$$\text{Re} \langle \varphi, H_0 \varphi \rangle_m = \sum_{k=0}^{d} (\partial^n_k \varphi, \partial^n_k H_0 \varphi)$$

$$= \sum_{k=0}^{d} (\partial^n_k \varphi, H_0 \partial^n_k \varphi) + (-1)^m 2^{-1} (\varphi, [\partial^n_k, [\partial^n_k, H_0]] \varphi)$$

$$\geq -2^{-1} c \| L^{m/2} \varphi \|_2^2 = -2^{-1} c \langle \varphi, \varphi \rangle_m$$

for all $\varphi \in W^{\infty,2}(\mathbb{R}^d)$, where $c$ is the constant in Lemma 2.1. Then (8) is valid because the norms associated with the inner products $\langle \cdot, \cdot \rangle_m$ and $\langle \cdot, \cdot \rangle'_m$ are equivalent. \qed

**Lemma 2.5** There exists an $\varepsilon > 0$ such that $(I + \varepsilon H_0)W^{\infty,2}(\mathbb{R}^d)$ is dense in $L_2(\mathbb{R}^d)$ and $W^{m,2}(\mathbb{R}^d)$.

**Proof** Let $n \in \{0, m\}$. We establish below that there exists a $c > 0$ such that

$$- \text{Re} \langle \varphi, H_0 S_n \varphi \rangle_n \leq c \| L^{n/2} \varphi \|_2^2 \tag{9}$$
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uniformly for all $t > 0$ and $\varphi \in W^{\infty,2}(\mathbb{R}^d)$. It then follows by continuity that (9) is valid uniformly for all $t > 0$ and $\varphi \in D(L^{n/2})$. Moreover, there exists a $c_1 > 0$ such that

$$\|L^{n/2}\varphi\|_2^2 \leq c_1 \sum_{k=0}^{d} \|\partial_k^n \varphi\|_2^2$$

for all $\varphi \in W^{\infty,2}(\mathbb{R}^d)$. Now set $\varepsilon = (2c_1)^{-1}$. Let $\varphi \in D(L^{n/2})$ and suppose that the inner product $\langle \varphi, (I + \varepsilon H_0)\psi \rangle_n = 0$ for all $\psi \in W^{\infty,2}(\mathbb{R}^d)$. Then $S_2\varphi \in W^{\infty,2}(\mathbb{R}^d)$ and

$$c_1^{-1}\|S_t L^{n/2} \varphi\|_2^2 \leq \sum_{k=0}^{d} \|S_t \partial_k^n \varphi\|_2^2 = \langle \varphi, S_2 \varphi \rangle_n$$

$$- \varepsilon \Re \langle \varphi, H_0 S_2 \varphi \rangle_n \leq c \varepsilon \|L^{n/2} \varphi\|_2^2 = (2c_1)^{-1}\|L^{n/2} \varphi\|_2^2$$

for all $t > 0$. So $\|L^{n/2} \varphi\|_2^2 = \lim_{t \downarrow 0} \|S_t L^{n/2} \varphi\|_2^2 \leq 2^{-1}\|L^{n/2} \varphi\|_2^2$ and $\varphi = 0$. Therefore it remains to prove (9).

Let $t > 0$ and $\varphi \in W^{\infty,2}(\mathbb{R}^d)$. The starting point is the identity

$$\Re \langle \varphi, H_0 S_2 \varphi \rangle_n = \sum_{k=0}^{d} \Re (\partial_k^n \varphi, H_0 S_2 \partial_k^n \varphi) + \sum_{k=0}^{d} \Re (\partial_k^n \varphi, [\partial_k^n, H_0] S_2 \varphi) \quad (10)$$

We will bound the two terms separately.

The first term satisfies the identity

$$\sum_{k=0}^{d} \Re (\partial_k^n \varphi, H_0 S_2 \partial_k^n \varphi) = \sum_{k=0}^{d} (S_t \partial_k^n \varphi, H_0 S_t \partial_k^n \varphi) + \sum_{k=0}^{d} 2^{-1}(\partial_k^n \varphi, [S_t, [S_t, H_0]]\partial_k^n \varphi)$$

where we have again used (7). Therefore if $c > 0$ is as in Corollary 2.2 then

$$\sum_{k=0}^{d} \Re (\partial_k^n \varphi, H_0 S_2 \partial_k^n \varphi) \geq -2^{-1}c \|L^{n/2} \varphi\|_2^2$$

Note that $c$ is independent of $t$ and $\varphi$. If $n = 0$ this completes the proof since the second term in (10) is identically zero.

If $n = m$ then, by (9), the second term in (10) satisfies the identity

$$\sum_{k=0}^{d} \Re (\partial_k^m \varphi, [\partial_k^m, H_0] S_2 \varphi) = (-1)^m \sum_{k=0}^{d} 2^{-1}(S_t \varphi, [\partial_k^m, [\partial_k^m, H_0]] S_t \varphi)$$

$$- \sum_{k=0}^{d} \Re (\partial_k^m \varphi, [S_t, [\partial_k^m, H_0]] S_t \varphi) \quad (11)$$

But the first term in (11) satisfies

$$\sum_{k=0}^{d} 2^{-1}|(S_t \varphi, [\partial_k^m, [\partial_k^m, H_0]] S_t \varphi)| \leq 2^{-1}c \|L^{m/2} S_t \varphi\|_2^2 \leq 2^{-1}c \|L^{m/2} \varphi\|_2^2$$
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with \( c \) the constant in Lemma 2.1. Finally, if \( k \in \{1, \ldots, d\} \) then we estimate the last term as follows. The Cauchy inequality gives

\[
|\langle \partial_k^m \varphi, [S_t, [\partial_k^m, H_0]]S_t \varphi \rangle| \leq \|L^{m/2} \varphi\|_2 \|[S_t, [\partial_k^m, H_0]]S_t \varphi\|_2.
\]

Moreover,

\[
[[S_t, [\partial_k^m, H_0]]S_t \varphi\|_2 \leq \sum_{i,j=1}^d \sum_{p=0}^{m-1} \left( \sum_{i,j=1}^d \sum_{p=0}^{m-1} \left[ \|[[S_t, (\partial_i \partial_k^{p+1} c_{ij}) \partial_i S_{2t-u} + S_u (\partial_i \partial_k^{p+1} c_{ij}) \partial_i S_{2t-u}]\|_2 \right] \right).
\]

The first term on the right is clearly bounded by a multiple of \( \|L^{m/2} \varphi\|_2 \). But the second satisfies a similar bound since

\[
\sum_{i,j=1}^d \sum_{p=0}^{m-1} \left[ \|[[S_t, (\partial_i \partial_k^{p+1} c_{ij}) \partial_i S_{2t-u} + S_u (\partial_i \partial_k^{p+1} c_{ij}) \partial_i S_{2t-u}]\|_2 \right] \leq \sum_{i,j=1}^d \sum_{p=0}^{m-1} \left[ \|\partial_i \partial_k^{p+1} c_{ij}\|_\infty \int_0^1 du \left( u^{-1/2} (2-u)^{-1/2} + (2-u)^{-1} \right) \right]
\]

for all \( p \in \{0, \ldots, m-1\} \). This completes the proof of (2) and the proof of the lemma. \( \Box \)

**Proof of Proposition 2.3.** The operator \( H_0 \) is positive and symmetric on \( L_2(\mathbb{R}^d) \). It then follows from Lemma 2.5 that it is essentially self-adjoint in \( L_2(\mathbb{R}^d) \). Therefore the self-adjoint closure \( H \) generates a self-adjoint contraction semigroup \( T \) on \( L_2(\mathbb{R}^d) \). It follows from Lemmas 2.4, 2.5 and the Lumer–Phillips theorem, [LuP] Theorem 3.1, that the operator \( H_0 \) is closable on \( W^{m,2}(\mathbb{R}^d) \) and that its closure generates a continuous quasi-contraction semigroup on \( W^{m,2}(\mathbb{R}^d) \) if \( W^{m,2}(\mathbb{R}^d) \) is equipped with the norm induced from the inner product \( \langle \cdot, \cdot \rangle_m \). But this quasi-contraction semigroup is automatically the restriction of \( T \) to \( W^{m,2}(\mathbb{R}^d) \). Moreover, it is a continuous semigroup on \( W^{m,2}(\mathbb{R}^d) \) equipped with the norm induced by \( \langle \cdot, \cdot \rangle_m \). If \( \sigma \in (0, m) \) it follows by interpolation that \( T \) leaves the Sobolev space \( W^{\sigma,2}(\mathbb{R}^d) \) invariant and the restriction of \( T \) to \( W^{\sigma,2}(\mathbb{R}^d) \) is a continuous semigroup on \( W^{\sigma,2}(\mathbb{R}^d) \). Let \( H(\sigma) \) denote the generator on \( W^{\sigma,2}(\mathbb{R}^d) \). Then \( (\lambda I + H_0)W^{\alpha,2}(\mathbb{R}^d) \) is dense in \( W^{m,2}(\mathbb{R}^d) \) for large \( \lambda > 0 \) by Lemma 2.5 so \( (\lambda I + H(\sigma))W^{\alpha,2}(\mathbb{R}^d) = (\lambda I + H_0)W^{\alpha,2}(\mathbb{R}^d) \) is dense in \( W^{\sigma,2}(\mathbb{R}^d) \). Therefore \( W^{\alpha,2}(\mathbb{R}^d) \) is a core for \( H(\sigma) \). \( \Box \)

Next we turn to the problem of improving order properties. Note that if \( A \) and \( B \) are self-adjoint operators and \( A \geq B^2 \) then it is not true in general that \( A^2 \geq B^4 \) although it is true if \( A \) and \( B \) commute. The next lemma draws a similar conclusion from a double commutator bound.
Lemma 2.6 Let $\mathcal{D}$ be a subspace of a Hilbert space $\mathcal{H}$ and $A, B$ a symmetric and self-adjoint operator on $\mathcal{H}$, respectively, such that $\mathcal{D} \subset D(A) \cap D(B)$ and $B\mathcal{D} \subset \mathcal{D}$. Assume

\[(\varphi, A\varphi) \geq \|B\varphi\|^2 \quad (12)\]

for all $\varphi \in \mathcal{D}$. If there are $\varepsilon \in [0, 1)$ and $c > 0$ such that

\[|(\varphi, [B, [B, A]]\varphi)| \leq \varepsilon \|B^2\varphi\|^2 + c \|\varphi\|^2 \quad (13)\]

for all $\varphi \in \mathcal{D}$, then

\[\|A\varphi\|^2 \geq (1 - \varepsilon)\|B^2\varphi\|^2 - c \|\varphi\|^2\]

and in particular,

\[\|A\varphi\| \geq (1 - \varepsilon)\|B^2\varphi\| - c^{1/2} \|\varphi\|\]

for all $\varphi \in \mathcal{D}$.

Proof One estimates that

\[\|A\varphi\|^2 + \|B^2\varphi\|^2 \geq 2 \text{Re}(A\varphi, B^2\varphi)\]

\[= 2 (B\varphi, AB\varphi) + (\varphi, [B, [B, A]]\varphi)\]

\[\geq (2 - \varepsilon)\|B^2\varphi\|^2 - c \|\varphi\|^2\]

for all $\varphi \in \mathcal{D}$ where we have successively used (7), (12) and (13). The statement of the lemma follows immediately. \[\square\]

The double commutator estimate (13) is a rather weak requirement for second-order differential operators. For example, if $B = L$ and $A = H_0$ then Lemma 2.1.III gives the much stronger bound

\[|(\varphi, [B, [B, A]]\varphi)| \leq c \|B\varphi\|^2 .\]

But our proof of the improvement of subelliptic properties follows from application of Lemma 2.6 with $B$ a fractional power of $L$ and this leads to a slight ‘loss of derivatives’. Recall that we assume $c_{ij} \in W^{m+1, \infty}(\mathbb{R}^d)$ with $m \in \mathbb{N}$.

Lemma 2.7 For all $\rho \in [0, m)$ and $\delta > 0 \vee (\rho - 2^{-1}m)$ there is a $c > 0$ such that

\[|(\varphi, [L^\rho, [L^\rho, H_0]]\varphi)| \leq c \|L^{\rho+\delta}\varphi\|^2 \]

for all $\varphi \in W^{\infty, 2}(\mathbb{R}^d)$.

Proof The case $\rho = 0$ is trivial, so we may assume that $\rho > 0$. Set $\tau = m^{-1}\rho \in (0, 1)$. Then

\[L^\rho = (L^m)^\tau = c_1 \int_0^\infty d\lambda \lambda^{-1+\tau} L(\lambda I + L)^{-1},\]

where $c_1 = \int_0^\infty d\lambda \lambda^{-1+\tau}(1 + \lambda)^{-1}$. Let $c > 0$ be as in Lemma 2.1.III.

Let $\varphi \in W^{\infty, 2}(\mathbb{R}^d)$. Then

\[(\varphi, [L^\rho, [L^\rho, H_0]]\varphi) = c_1^{-2} \int_0^\infty d\lambda \int_0^\infty d\mu \langle \lambda \mu \rangle^\tau (R_\lambda R_\mu \varphi, [L^m, [L^m, H_0]]R_\lambda R_\mu \varphi)\]

\[\leq c c_1^{-2} \sum_{n=m}^{3m} \int_0^\infty d\lambda \int_0^\infty d\mu \langle \lambda \mu \rangle^\tau \|L^{n/2} R_\lambda R_\mu \varphi\|_2 \|L^{(4m-n)/2} R_\lambda R_\mu \varphi\|_2\]
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where \( R_\lambda = (\lambda I + L^m)^{-1} \). It follows from spectral theory that \( \|L^\alpha R_\lambda\|_{2 \to 2} \leq (1 + \lambda)^{-(m-\alpha)/m} \) for all \( \lambda > 0 \) and \( \alpha \in [0, m] \).

Let \( n \in \{m, \ldots, 3m\} \). Set \( \eta_1 = (2^{-1} n) \wedge (\rho + \delta) \) and \( \eta_2 = (2^{-1}(4m - n)) \wedge (\rho + \delta) \). Then

\[
\|L^{n/2} R_\lambda R_\mu \varphi\|_2 \leq \|L^{(n-2n)/2} R_\lambda R_\mu\|_{2 \to 2} \|L^{n/2} \varphi\|_2 \leq (1 + \lambda)(1 + \mu)^{-(4m)\wedge(4m-n+2\eta_1)} \|L^{\rho+\delta} \varphi\|_2
\]

for all \( \lambda, \mu > 0 \). Similarly,

\[
\|L^{(4m-n)/2} R_\lambda R_\mu \varphi\|_2 \leq (1 + \lambda)(1 + \mu)^{-(4m)\wedge(4m-n+2\eta_2)} \|L^{\rho+\delta} \varphi\|_2.
\]

Therefore

\[
\int_0^\infty d\lambda \int_0^\infty d\mu (\lambda \mu)^{\tau} \|L^{n/2} R_\lambda R_\mu \varphi\|_2 \|L^{(4m-n)/2} R_\lambda R_\mu \varphi\|_2 \leq \left( \int_0^\infty d\lambda \lambda^\tau (1 + \lambda)^{-(2m)\wedge(2m+\eta_1+\eta_2)} \right)^2 \|L^{\rho+\delta} \varphi\|_2^2.
\]

So it remains to verify that the integral is finite, i.e., we have to show that \( \eta_1 + \eta_2 > 2m\tau = 2\rho \).

If \( \rho + \delta \leq 2^{-1} n \wedge 2^{-1}(4m - n) \) then \( \eta_1 + \eta_2 = 2(\rho + \delta) > 2\rho \). If \( 2^{-1} n \vee 2^{-1}(4m - n) \leq \rho + \delta \) then \( \eta_1 + \eta_2 = 2m > 2\rho \). Finally, if \( 2^{-1} n \leq \rho + \delta \leq 2^{-1}(4m - n) \) then \( \eta_1 + \eta_2 = 2^{-1}n + \rho + \delta \geq 2^{-1}m + \rho + \delta > 2\rho \) since \( \delta > \rho - 2^{-1}m \). Similarly \( \eta_1 + \eta_2 > 2\rho \) if \( 2^{-1}(4m - n) \leq \rho + \delta \leq 2^{-1}n \). This proves the lemma.

The previous lemmas can be applied to establish an improvement of Theorem 1.1.

**Theorem 2.8** Let \( H_0 \) be a subelliptic operator of order \( \gamma \in (0, 1] \) with coefficients \( c_{ij} \in W^{m+1,\infty}(\mathbb{R}^d) \), where \( m \in \mathbb{N} \), and with self-adjoint closure \( H \). Further, let \( \sigma \in [0, 2^{-1}m) \). If \( \varphi \in D(H) \) and \( H \varphi \in W^{2\sigma,2}(\mathbb{R}^d) \) then \( \varphi \in W^{2\sigma+2\gamma,2}(\mathbb{R}^d) \). Moreover, there exist \( c, \omega_0 > 0 \) such that

\[ c \|L^\sigma(\omega_0 I + H_{(2\sigma)})\varphi\|_2 \geq \|L^{\sigma+\gamma}\varphi\|_2 \tag{14} \]

for all \( \varphi \in D(H_{(2\sigma)}) \), where \( H_{(2\sigma)} \) denotes the closure of \( H_0 \) on \( W^{2\sigma,2}(\mathbb{R}^d) \).

**Proof** Since the restriction of \( S \) to \( W^{2\sigma,2}(\mathbb{R}^d) \) is a continuous semigroup there exists an \( \omega_0 > 1 \) such that \( \|L^\sigma \varphi\|_2 \leq \|L^\sigma(\omega_0 I + H_0)\varphi\|_2 \) for all \( \varphi \in W^{2\sigma,2}(\mathbb{R}^d) \). Set \( \tau = 2^{-1}\gamma \). Since \( \|L^\tau \varphi\|_2 \leq 4 \|\Delta^\tau \varphi\|_2^2 + \|\varphi\|_2^2 \), there exists by subellipticity a \( c > 0 \) such that

\[ c \varphi, (\omega_0 I + H_0) \varphi \geq \|L^\tau \varphi\|_2^2 \]

for all \( \varphi \in W^{2\sigma,2}(\mathbb{R}^d) \). Set \( A = c L^\sigma(\omega_0 I + H_0) L^\sigma \) and \( B = L^{\sigma+\tau} \). Then \( (\varphi, A\varphi) \geq \|B\varphi\|_2^2 \) for all \( \varphi \in W^{2\sigma,2}(\mathbb{R}^d) \). So \( (12) \) in Lemma 2.6 is satisfied with \( D = W^{\infty,2}(\mathbb{R}^d) \). Fix \( \delta \in (\langle \sigma - 2^{-1}m + \tau \rangle) \vee 0, \tau \rangle \). Then it follows from Lemma 2.7 that there are \( c', \omega > 0 \) such that

\[
|\langle \varphi, [B, [B, A]] \varphi \rangle | = c |(L^\sigma \varphi, [L^{\sigma+\tau}, [L^{\sigma+\tau}, H_0]] L^\sigma \varphi)| \leq c' \|L^{2\sigma+\tau+\delta} \varphi\|_2^2 \leq 2^{-1} \|L^{2\sigma+2\tau} \varphi\|_2^2 + \omega \|\varphi\|_2^2
\]

for all \( \varphi \in W^{\infty,2}(\mathbb{R}^d) \).
So by Lemma 2.6
\[ c^2 \| L^\sigma (\omega_0 I + H_0) L^\sigma \varphi \|_2^2 \geq 2^{-1} \| L^{2\sigma+2\tau} \varphi \|_2^2 - \omega \| \varphi \|_2^2 \geq 2^{-1} \| L^{2\sigma+2\tau} \varphi \|_2^2 - \omega \| L^{2\sigma} \varphi \|_2^2 \]
for all \( \varphi \in W^{\infty,2}(\mathbb{R}^d) \). Since \( L^\sigma \) is a bijection from \( W^{\infty,2}(\mathbb{R}^d) \) onto \( W^{\infty,2}(\mathbb{R}^d) \) one may replace \( L^\sigma \varphi \) by \( \varphi \) and then (14) follows by rearrangement uniformly for all \( \varphi \in W^{\infty,2}(\mathbb{R}^d) \).

The first statement follows immediately from the second.

\[ \text{Proof of Theorem 1.1} \quad \text{This follows immediately from Theorem 2.8 by interpolation and a telescopic argument.} \]

We conclude this section with four remarks on Theorem 1.1.

First, Theorem 1.1 can be rephrased in terms of order relations. The estimate (14) with \( \sigma = 0 \) is equivalent to the quadratic form estimate
\[ c^2 (I + H)^2 \geq L^{2\gamma} \]
Then since the order relation between positive self-adjoint operators is respected by taking fractional powers one has
\[ c^{2\alpha} (I + H)^{2\alpha} \geq L^{2\alpha \gamma} \]
for all \( \alpha \in (0,1] \). But (14) with \( \sigma > 0 \) is equivalent to the estimate
\[ c^2 (I + H) L^{2\sigma} (I + H) \geq L^{-2\sigma+2\gamma} \]
and then the previous argument can be iterated to obtain the order relations covered by Theorem 1.1.

Secondly, if \( c_{ij} \in W^{2,\infty}(\mathbb{R}^d) \) then Theorem 1.1 establishes that the subellipticity condition (2) implies the estimate (3) with \( \alpha = 1 \). But the foregoing observation on order properties establishes the converse. Thus (2) is equivalent to (3) with \( \alpha = 1 \). This is a global strengthening of the first statement in Theorem 1 of Fefferman and Phong [FeP].

Thirdly, the statement of Theorem 1.1 is partly redundant since the closed graph theorem implies that if the inclusion \( D(H^\alpha) \subseteq D(\Delta^{\alpha \gamma}) \) is valid for one \( \alpha \geq 0 \) then there exists \( c > 0 \) such that (3) is valid.

Finally, if \( \gamma = 1 \), i.e., if \( H_0 \) is strongly elliptic, then the statement of the theorem is also valid for \( \alpha = 2^{-1}(m+1+\gamma^{-1}) = 2^{-1}(m+2) \), and this is the best estimate one could expect for operators with coefficients \( c_{ij} \in W^{m+1,\infty}(\mathbb{R}^d) \). The extension is a consequence of the theorem, applied with \( \alpha = 2^{-1}(m+1) \), together with a simple commutator estimate. In fact for \( \gamma = 1 \) the domain inclusion in the theorem is an equality which is also valid on the \( L_p \)-spaces if \( p \in (1,\infty) \) (see [ElR2], Theorem 1.5.II).

3 \( C_b^{\infty} \)-flows

In this section we prepare the discussion of elliptic operators (4) of Hörmander type by recalling some basic properties of the flows corresponding to \( C_b^{\infty} \)-vector fields. We also give several estimates for products and commutators of such flows. Local estimates of a similar nature are an important feature in the work of Hörmander [Hör] and Nagel, Stein and Wainger [NSW] but our emphasis is on estimates which are uniform over \( \mathbb{R}^d \). The uniform Hörmander condition is not relevant in this section.
Let \( X \) be a \( C_0^\infty \)-vector field on \( \mathbb{R}^d \) with coefficients \( a_i \). Then it follows from the theory of ordinary differential equations that there exists a unique \( C^\infty \)-function \( f: \mathbb{R} \times \mathbb{R}^d \rightarrow \mathbb{R}^d \) such that
\[
\frac{\partial f_i}{\partial t}(t, x) = a_i(f(t, x)) \quad \text{and} \quad f(0, x) = x
\]
for all \( x \in \mathbb{R}^d, t \in \mathbb{R} \) and \( i \in \{1, \ldots, d\} \). We adopt the conventional notation \( \exp(tX)(x) = f(t, x) \). Then for all \( \varphi \in C^\infty(\mathbb{R}^d) \) and \( t \in \mathbb{R} \) we define \( e^{tX}\varphi \in C^\infty(\mathbb{R}^d) \) by \( (e^{tX}\varphi)(x) = \varphi(\exp(tX)(x)) \). The relevant properties of these maps are summarized as follows.

**Lemma 3.1** Let \( X \) be a \( C_0^\infty \)-vector field on \( \mathbb{R}^d \). Then one has the following.

I. \( \exp(tX)(\exp(sX)(x)) = \exp((t+s)X)(x) \) for all \( x \in \mathbb{R}^d \) and \( t, s \in \mathbb{R} \). Hence for each \( t \in \mathbb{R} \) the map \( \exp(tX) \) is a diffeomorphism of \( \mathbb{R}^d \).

II. If \( \varphi \in C^\infty(\mathbb{R}^d) \) and \( t \in \mathbb{R} \) then
\[
\varphi(\exp(tX)(x)) = (e^{tX}\varphi)(x) \sim \sum_{n=0}^{\infty} t^n n!^{-1}(X^n\varphi)(x)
\]
for all \( x \in \mathbb{R}^d \), where \( \sim \) denotes the Taylor series (in \( t \)) around 0.

We also need some quantitative estimates. It is convenient to introduce a multi-index notation. For all \( N \in \mathbb{N} \) and \( n \in \mathbb{N}_0 \) set
\[
J_n(N) = \bigoplus_{k=0}^{n} \{1, \ldots, N\}^k, \quad J(N) = \bigoplus_{k=0}^{\infty} \{1, \ldots, N\}^k
\]
and let \( J_n^+(N), J^+(N) \) denote the corresponding sets with the restrictions \( k \geq 1 \).

One can prove the next lemma with the aid of Gronwall’s lemma and induction.

**Lemma 3.2** Let \( X \) be a \( C_0^\infty \)-vector field.

I. For all \( k \in \mathbb{N} \) there exists an \( M > 0 \) such that
\[
|\partial_t^k \exp(tX)(x)| \leq M
\]
uniformly for all \( t \in \mathbb{R} \) and \( x \in \mathbb{R}^d \).

II. For all \( \alpha \in J(d) \) and \( k \in \mathbb{N}_0 \) with \( |\alpha| + k \geq 1 \) there exist \( M, \omega > 0 \) such that
\[
|\partial_t^k \partial_\alpha^\omega \exp(tX)(x)| \leq Me^{\omega|t|}
\]
uniformly for all \( t \in \mathbb{R} \) and \( x \in \mathbb{R}^d \).

III. There are \( M, \omega > 0 \) such that
\[
\|e^{tX}\varphi\|_2 \leq Me^{\omega|t|} \|\varphi\|_2
\]
for all \( t \in \mathbb{R} \) and \( \varphi \in C_0^\infty(\mathbb{R}^d) \).

Next we need several estimates which follow from the Campbell–Baker–Hausdorff formula. The first of these is an estimate for the product of two flows generated by \( C_0^\infty \)-vector fields. The key observation is contained in the following lemma.
Lemma 3.3 Let $Y_1$ and $Y_2$ be $C^\infty_b$-vector fields and let $N \in \mathbb{N} \setminus \{1\}$. Then there exist $Z_2, \ldots, Z_N$ with $Z_j \in \text{span}\{Y_\alpha : \alpha \in J(2), |\alpha| = j\}$ for all $j \in \{2, \ldots, N\}$, such that for all $\varphi \in C^\infty(\mathbb{R}^d)$ and $x \in \mathbb{R}^d$ one has

$$\left(\frac{d}{dt}\right)^k \varphi(\exp(t(Y_1 + Y_2))) \exp(-tY_1) \exp(-tY_2) \exp(-t^2Z_2) \ldots \exp(-t^N Z_N)(x)\bigg|_{t=0} = 0$$

for all $k \in \{1, \ldots, N\}$.

**Proof** This follows from the Campbell–Baker–Hausdorff formula as in the discussion preceding Lemma 4.5 of [Hör]. See in particular [Hör], pp. 160–161.

As a direct consequence one has the following estimate which is uniform over $\mathbb{R}^d$.

**Proposition 3.4** Let $Y_1$ and $Y_2$ be $C^\infty_b$-vector fields and let $N \in \mathbb{N} \setminus \{1\}$. Then there exist $c > 0$ and $Z_2, \ldots, Z_N$ with $Z_j \in \text{span}\{Y_\alpha : \alpha \in J(2), |\alpha| = j\}$ for all $j \in \{2, \ldots, N\}$, such that

$$|\exp(t(Y_1 + Y_2)) \exp(-tY_1) \exp(-tY_2) \exp(-t^2Z_2) \ldots \exp(-t^N Z_N)(x) - x| \leq ct^{N+1}$$

uniformly for all $x \in \mathbb{R}^d$ and $t \in [-1, 1]$.

**Proof** Define $\Phi: \mathbb{R}^d \times \mathbb{R} \to \mathbb{R}^d$ by

$$\Phi(x, t) = \exp(t(Y_1 + Y_2)) \exp(-tY_1) \exp(-tY_2) \exp(-t^2Z_2) \ldots \exp(-t^N Z_N)(x).$$

If $\varphi \in C^\infty(\mathbb{R}^d)$ then it follows from Lemma 3.3 and the Taylor integral remainder formula that

$$\left|\varphi(\Phi(x, t)) - \varphi(x)\right| = \left|\varphi(\Phi(x, 0))\right|$$

for all $x \in \mathbb{R}^d$ and $t \in \mathbb{R}$. Now apply the above to $\varphi = \pi_k$. It follows from Lemma 3.2 that there exists an $M > 0$ such that $|\partial_s^{N+1} \pi_k(\Phi(x, s))| \leq M$ uniformly for all $x \in \mathbb{R}^d$ and $s \in [-1, 1]$. Then

$$|\pi_k(\Phi(x, t)) - x_k| \leq N!^{-1} \int_0^t ds \ (t - s)^N \ M = M (N + 1)!^{-1} t^{(N+1)}$$

for all $x \in \mathbb{R}^d$, $t \in [-1, 1]$ and $k \in \{1, \ldots, d\}$. So $|\Phi(x, t) - x| \leq Md^{N+1}$ for all $x \in \mathbb{R}^d$ and $t \in [-1, 1]$. 

Finally we give an estimate comparing the flow generated by a combination of multi-commutators in terms of products of the elementary flows.

**Lemma 3.5** Let $X_1, \ldots, X_N$ be $C^\infty_b$-vector fields and $s \in \mathbb{N}$. Then there exists an $M > 0$ such that for all $b: J^+_s(N) \to [-1, 1]$ there are $n \in \{1, \ldots, 3(2d)^s\}$, $i_1, \ldots, i_n \in \{1, \ldots, N\}$ and $a_1, \ldots, a_n \in [-M, M]$ such that

$$\left(\frac{d}{dt}\right)^k \varphi\left(\exp\left(\sum_{\alpha \in J^+_s(N)} b(\alpha) t^{|\alpha|} X_\alpha\right) \exp(-a_1 t X_{i_1}) \ldots \exp(-a_n t X_{i_n})(x)\right)\bigg|_{t=0} = 0$$

for all $k \in \{1, \ldots, N\}$, $\varphi \in C^\infty(\mathbb{R}^d)$ and $x \in \mathbb{R}^d$. 12
Proof. This follows from the arguments in the proof of Lemma 2.22 in [NSW]. \qed

Proposition 3.6 Let \( s \in \mathbb{N} \) and \( X_1, \ldots, X_N \) be \( C^\infty_b \)-vector fields. Then there exist \( M, M' > 0 \) such that for all \( \delta \in (0, 1] \) and \( b: J^+_s(N) \to [-1, 1] \) with \( |b(\alpha)| \leq \delta^{|\alpha|} \) for all \( \alpha \in J^+_s(N) \) there are \( n \in \{1, \ldots, 3(2d)^s\} \), \( i_1, \ldots, i_n \in \{1, \ldots, N\} \) and \( a_1, \ldots, a_n \in [-M\delta, M\delta] \) such that

\[
|\exp(\sum_{\alpha \in J^+_s(N)} b(\alpha) t^{|\alpha|} X_{[\alpha]}(x)) \exp(-a_1 t X_{i_1}) \ldots \exp(-a_n t X_{i_n})(x) - x| \leq M'(\delta |t|)^{s+1}
\]

uniformly for all \( x \in \mathbb{R}^d \) and \( t \in [-1, 1] \).

Proof. Let \( M > 0 \) be as in Lemma 3.5. Let \( \delta \in (0, 1] \) and \( b: J^+_s(N) \to [-1, 1] \) with \( |b(\alpha)| \leq \delta^{|\alpha|} \) for all \( \alpha \in J^+_s(N) \). Then \( \delta^{-|\alpha|} |b(\alpha)| \leq 1 \) for all \( \alpha \in J^+_s(N) \). By Lemma 3.5 there are \( n \in \{1, \ldots, 3(2d)^s\} \), \( i_1, \ldots, i_n \in \{1, \ldots, N\} \) and \( a_1, \ldots, a_n \in [-M, M] \) such that

\[
\left. \left( \frac{d^k}{dt^k} \right) \varphi(\exp(\sum_{\alpha \in J^+_s(N)} \delta^{|\alpha|} b(\alpha) t^{|\alpha|} X_{[\alpha]}(x)) \exp(-a_1 t X_{i_1}) \ldots \exp(-a_n t X_{i_n})(x)) \right|_{t=0} = 0
\]

for all \( k \in \{1, \ldots, N\} \), \( \varphi \in C^\infty(\mathbb{R}^d) \) and \( x \in \mathbb{R}^d \). Define \( \Phi: \mathbb{R}^d \times \mathbb{R} \to \mathbb{R}^d \) by

\[
\Phi(x, t) = \exp(\sum_{\alpha \in J^+_s(N)} \delta^{-|\alpha|} b(\alpha) t^{|\alpha|} X_{[\alpha]}(x)) \exp(-a_1 t X_{i_1}) \ldots \exp(-a_n t X_{i_n})(x)
\]

Then it follows from Lemma 3.2III as in the proof of Proposition 3.4 that there exists an \( M' > 0 \), depending only on the \( X_{[\alpha]} \) with \( \alpha \in J^+_s(N) \) and \( n \), such that \( |\Phi(x, t) - x| \leq M' |t|^{s+1} \) uniformly for all \( t \in [-1, 1] \) and \( x \in \mathbb{R}^d \). Replacing \( t \) by \( \delta t \) and \( a_i \) by \( a_i \delta^{-1} \) yields the proposition. \qed

4 Subellipticity estimates

In this section we prove Theorem 1.3. The proof follows closely Hörmander’s reasoning and the subsequent discussion should be read in conjunction with Section 4 of [Hör]. Throughout the section \( X_1, \ldots, X_N \) are \( C^\infty_b \)-vector fields but we do not require that they satisfy the uniform Hörmander condition until Proposition 4.7. Set \( H_0 = \sum_{i=1}^N X_i^* \) with domain \( D(H_0) = W^{\infty, 2}(\mathbb{R}^d) \). Then \( H_0 \) is essentially self-adjoint by Proposition 2.7. Let \( H \) denote the closure of \( H_0 \). Alternatively, define the quadratic form \( h \) on \( L_2(\mathbb{R}^d) \) by

\[
h(\varphi) = \sum_{i=1}^N \|X_i \varphi\|^2_2
\]

and domain \( D(h) = \bigcap_{i=1}^N D(X_i) \). Then the form \( h \) is closed. Let \( \tilde{H} \) be the positive self-adjoint operator associated with the closed quadratic form \( h \). Then obviously \( H_0 \subseteq \tilde{H} \) and by uniqueness of self-adjoint extensions one has \( H = \tilde{H} \).

Hörmander’s proofs are based on the extensive use of Hőlder norms. Therefore we associate with each \( C^\infty_b \)-vector field \( X \) a family of such norms. Specifically for all \( \gamma \in (0, 1] \) we define the Hőlder norm \( \| \cdot \|_{2, \gamma} \) by

\[
\|\varphi\|_{2, \gamma} = \|\varphi\|_2 + \sup_{0 < t \leq 1} |t|^{-\gamma} \|e^{tX} \varphi - \varphi\|_2
\]
for all $\varphi \in C_c^\infty(\mathbb{R}^d)$. In addition we introduce the universal Hölder norms
\[ \|\varphi\|_{2;\gamma} = \|\varphi\|_2 + \sup_{0 <|x| |\leq 1} |x|^{-\gamma} \|L(x)\varphi - \varphi\|_2 \]
for all $\varphi \in C_c^\infty(\mathbb{R}^d)$, where $L(\cdot)$ denotes the left regular representation of $\mathbb{R}^d$ on $L_2(\mathbb{R}^d)$.

The next two lemmas are similar to Lemmas 4.1 and 4.2 in [Hör].

**Lemma 4.1** Let $X$ be a $C_0^\infty$-vector field. Further let $\psi \in C_0^\infty(\mathbb{R}^d)$ and $\gamma \in (0, 1]$. Then there exists a $c > 0$ such that
\[ \|\varphi\|_{2;\psi X,\gamma} \leq c \|\varphi\|_{2;X,\gamma} \]
for all $\varphi \in C_c^\infty(\mathbb{R}^d)$.

**Proof** Following Hörmander’s proof of Lemma 4.1 we define $\tau: \mathbb{R}^d \times \mathbb{R} \to \mathbb{R}$ to be the solution for each $x \in \mathbb{R}^d$ of the initial value problem
\[ \partial_t \tau(x,t) = \psi(\exp(\tau(x,t)X)(x)) \quad \text{and} \quad \tau(x,0) = 0 \quad . \]

Then it follows from Gronwall’s lemma that there are $M, \omega > 0$ such that
\[ |\partial_k \tau(x,t)| \leq M e^{\omega |t|} \quad (15) \]
for all $k \in \{1, \ldots, d\}$, $x \in \mathbb{R}^d$ and $t \in \mathbb{R}$. Consequently one calculates as in [Hör] that
\[ \|e^{t\psi X} \varphi - \varphi\|_2 \leq \]
\[ 2 |t|^{-1} \int dx \int_{\{|\sigma| \leq |t|\}} d\sigma \|\varphi(\exp(\tau(x,t)X)(x)) - \varphi(\exp(\sigma X)(x))\|^2 \]
\[ + 2 |t|^{2\gamma} \|\varphi\|_{2;X,\gamma} \]
for all $t \in [-1,1] \setminus \{0\}$ and $\varphi \in C_c^\infty(\mathbb{R}^d)$.

Fix $t \in [-1,1] \setminus \{0\}$. Introduce new variables $y = \exp(\sigma X)(x)$ and $w = \tau(x,t) - \sigma$. Then the Jacobian of the coordinate transformation is given by
\[ J_{x,\sigma} = \begin{vmatrix} \partial_x \exp(\sigma X)(x) & \partial_\sigma \exp(\sigma X)(x) \\ \partial_x \tau(x,t) & -1 \end{vmatrix} \quad . \]

Since $|\sigma| \leq |t| \leq 1$ it follows from $(15)$ and Lemma 3.2.3 that there exists an $M > 0$ such that
\[ |J_{x,\sigma}| \leq M \quad \text{uniformly for all} \quad x \in \mathbb{R}^d \quad \text{and} \quad \sigma \in [-1,1]. \]
Moreover, $|\tau(x,t)| \leq \|\psi\|_\infty |t|$, so $|w| \leq (1 + \|\psi\|_\infty) |t|$. Hence
\[ |t|^{-1} \int dx \int_{\{|\sigma| \leq |t|\}} d\sigma \|\varphi(\exp(\tau(x,t)X)(x)) - \varphi(\exp(\sigma X)(x))\|^2 \]
\[ \leq M |t|^{-1} \int d\psi \int_{\{|w| \leq (1 + \|\psi\|_\infty) |t|\}} dw \|\varphi(\exp(wX)(y)) - \varphi(y)\|^2 \leq M' |t|^{2\gamma} \|\varphi\|_{2;X,\gamma} \]
for all $\varphi \in C_c^\infty(\mathbb{R}^d)$, where we used Lemma 3.2.3. The statement of the lemma follows immediately. \[ \square \]
Lemma 4.2 Let \( \Phi: \mathbb{R}^d \times (-2, 2) \to \mathbb{R}^d \) be a \( C^\infty \)-function, \( N' \in \mathbb{N} \) and \( \gamma \in (0, 1] \). Suppose there exists an \( M > 0 \) such that

\[
|\Phi(x, t) - x| \leq M t^{N'} \quad \text{and} \quad |\partial_k \Phi(x, t)| \leq M
\]

uniformly for all \( x \in \mathbb{R}^d \), \( t \in [-1, 1] \) and \( k \in \{1, \ldots, d\} \). Then there exists a \( c > 0 \) such that

\[
\int_{\mathbb{R}^d} dx \ |\varphi(\Phi(x, t)) - \varphi(x)|^2 \leq c \|t\|^{2N'} \|\varphi\|_{2, \gamma}^2
\]

for all \( \varphi \in C_c^\infty(\mathbb{R}^d) \) and \( t \in [-1, 1] \).

**Proof** The proof is similar to the proof of Lemma 4.2 in [Hör], with the same modifications as in the proof of Lemma 4.4. \( \square \)

The conclusion of Lemma 4.2 can be immediately translated into a bound on the Hölder norm.

Corollary 4.3 Let \( X \) be a \( C_b^\infty \)-vector field and let \( \gamma \in (0, 1] \). Then there exists an \( M > 0 \) such that \( \|\varphi\|_{2, X, \gamma} \leq c \|\varphi\|_{2, \gamma} \) for all \( \varphi \in C_c^\infty(\mathbb{R}^d) \).

**Proof** It follows from the Duhamel formula that

\[
|\pi_k(\exp(tX))(x) - \pi_k(x)| \leq \int_0^t ds \|X\pi_k(\exp(sX))(x)\| \leq \|X\pi_k\|_{\infty} |t|
\]

for all \( k \in \{1, \ldots, d\} \). Therefore

\[
|(\exp(tX)(x) - x| \leq |t| \sum_{k=1}^d \|X\pi_k\|_{\infty}
\]

for all \( t \in \mathbb{R} \) and \( x \in \mathbb{R}^d \). Then the corollary follows from Lemma 3.2 and Lemma 4.2 applied with \( \Phi(x, t) = \exp(tX)(x) \) and \( N' = 1 \). \( \square \)

Proposition 3.4 immediately yields a global version of Hörmander’s Lemma 4.5.

Lemma 4.4 Let \( Y_1 \) and \( Y_2 \) be \( C_b^\infty \)-vector fields, \( \gamma \in (0, 1] \) and \( N \in \mathbb{N} \setminus \{1\} \). Let \( Z_2, \ldots, Z_N \) be as in Proposition 3.3. Then there exists a \( c > 0 \) such that

\[
\|e^{t(Y_1 + Y_2)} \varphi - \varphi\|_2 \leq c \left( \|e^{tY_1} \varphi - \varphi\|_2 + \|e^{tY_2} \varphi - \varphi\|_2 + \sum_{j=2}^N \|e^{tZ_j} \varphi - \varphi\|_2 + |t|^{(N+1)} \|\varphi\|_{2, \gamma} \right)
\]

for all \( \varphi \in C_c^\infty(\mathbb{R}^d) \) and \( t \in [-1, 1] \).

**Proof** Define \( \Phi: \mathbb{R}^d \times \mathbb{R} \to \mathbb{R}^d \) by

\[
\Phi(x, t) = \exp(t(Y_1 + Y_2)) \exp(-tY_1) \exp(-tY_2) \exp(-t^2 Z_2) \ldots \exp(-t^N Z_N)(x)
\]

If \( c > 0 \) is as in Proposition 3.3 then it follows that \( |\Phi(x, t) - x| \leq c \|t\|^{N+1} \) for all \( x \in \mathbb{R}^d \) and \( t \in [-1, 1] \). Secondly,

\[
\sup_{k \in \{1, \ldots, d\}} \sup_{x \in \mathbb{R}^d} \sup_{t \in [-1, 1]} |(\partial_k \Phi)(x, t)| < \infty
\]
again by Lemma 4.2. Hence by Lemma 4.2 it follows that there is a $c_1 > 0$ such that

$$\int dx \left| \varphi(\Phi(x,t)) - \varphi(x) \right|^2 \leq c_1^2 |t|^{2(N+1)\gamma} \| \varphi \|_{2,\gamma}^2$$

for all $\varphi \in C^\infty_c(\mathbb{R}^d)$ and $t \in [-1,1]$.

Next, for all $t \in \mathbb{R}$ define $H_t: C^\infty(\mathbb{R}^d) \to C^\infty(\mathbb{R}^d)$ by $(H_t \varphi)(x) = \varphi(\Phi(x,t))$. Then

$$\|H_t \varphi - \varphi\|_2 \leq c_1 t^{(N+1)\gamma} \| \varphi \|_{2,\gamma}$$

for all $\varphi \in C^\infty_c(\mathbb{R}^d)$ and $t \in [-1,1]$. But

$$H_t = e^{-tN} \cdots e^{-t^2Z_2} e^{-tY_2} e^{-tY_1} e^{t(Y_1+Y_2)}$$

and

$$e^{t(Y_1+Y_2)} = e^{tY_1} e^{tY_2} e^{t^2Z_2} \cdots e^{tN} H_t$$

for all $t \in \mathbb{R}$. Then the lemma follows from a concertina formula, and Lemma 3.2[111].

We emphasize that in the next two lemmas it is not necessary for the vector fields to satisfy the uniform Hörmander condition.

**Lemma 4.5** Let $X_1, \ldots, X_N$ be $C^\infty$-vector fields and let $\gamma, \delta \in (0,1]$. Then for all $\alpha \in J^+(N)$ there exists $c_1, c_2 > 0$ such that

$$\| \varphi \|_{2;X_\alpha,\gamma|\alpha|-1} \leq c_1 \sum_{j=1}^N \| \varphi \|_{2,X_j,\gamma} + c_2 \| \varphi \|_{2,\delta}$$

for all $\varphi \in C^\infty_c(\mathbb{R}^d)$.

**Proof** Let $\alpha \in J^+(N)$. Fix $s \in \mathbb{N}$ with $s \geq |\alpha| \vee \gamma \delta^{-1}$. By Proposition 3.1[6] applied with $\delta = 1$ there exist $n \in \{1, \ldots, 3(2d)^s\}$, $i_1, \ldots, i_n \in \{1, \ldots, N\}$, $M, M' > 0$ and $a_1, \ldots, a_n \in [-M, M]$ such that if $\Phi: \mathbb{R}^d \times \mathbb{R} \to \mathbb{R}^d$ is given by

$$\Phi(x,t) = \exp(t|X_{[\alpha]}|) \exp(-a_1 tX_{i_1}) \cdots \exp(-a_n tX_{i_n})(x)$$

then $|\Phi(x,t) - x| \leq M' |t|^{s+1}$ uniformly for all $t \in [-1,1]$ and $x \in \mathbb{R}^d$. Moreover, by Lemma 3.2[111] there exists an $M'' > 0$ such that $|\partial_x \Phi(x,t)| \leq M''$ uniformly for all $x \in \mathbb{R}^d$, $t \in [-1,1]$ and $k \in \{1, \ldots, d\}$. For all $t \in \mathbb{R}$ define $H_t: C^\infty(\mathbb{R}^d) \to C^\infty(\mathbb{R}^d)$ by $(H_t \varphi)(x) = \varphi(\Phi(x,t))$. Then by Lemma 3.2[111] there is a $c > 0$ such that

$$\|H_t \varphi - \varphi\|_2 \leq c |t|^{(s+1)\delta} \| \varphi \|_{2,\delta} \leq c |t|^\gamma \| \varphi \|_{2,\delta}$$

for all $t \in [-1,1]$ and $\varphi \in C^\infty_c(\mathbb{R}^d)$. But

$$e^{t|X_{[\alpha]}|} = e^{a_1 tX_{i_1}} \cdots e^{a_n tX_{i_n}} H_t$$

Therefore Lemma 3.2[111] implies that there is a $c' > 0$ such that

$$\|e^{t|X_{[\alpha]}|} \varphi - \varphi\|_2 \leq c' \left( \sum_{l=1}^n \| e^{a_l tX_{i_l}} \varphi - \varphi \|_2 + \| H_t \varphi - \varphi \|_2 \right)$$

$$\leq c' \left( |t|^\gamma \sum_{l=1}^n \| \varphi \|_{2,a_l X_{i_l},\gamma} + c |t|^\gamma \| \varphi \|_{2,\delta} \right)$$

for all $t \in [-1,1]$ and $\varphi \in C^\infty_c(\mathbb{R}^d)$. Then the lemma follows from Lemma 4.1. \qed
Lemma 4.6 Let $X_1, \ldots, X_N$ be $C_b^\infty$-vector fields. For all $k \in \mathbb{N}$ set
\[
D^{(k)} = \text{span}\{\psi X_{[\alpha]} : \psi \in C_b^\infty(\mathbb{R}^d), \; \alpha \in J^+_k(N)\}.
\]
Then for all $\delta, \gamma \in \langle 0, 1 \rangle$, $k \in \mathbb{N}$ and $X \in D^{(k)}$ there exists a $c > 0$ such that
\[
\|\varphi\|_{2, X, \gamma k^{-1}} \leq c \left( \sum_{j=1}^{N} \|\varphi\|_{2, X_j, \gamma} + \|\varphi\|_{2, \delta} \right)
\]
for all $\varphi \in C_c^\infty(\mathbb{R}^d)$.

Proof Fix $\delta \in \langle 0, 1 \rangle$. If $\gamma \leq \delta^k$ then (16) follows from Corollary 4.3. For all $n \in \mathbb{N}$ let $P(n)$ be the following hypothesis.

For all $k \in \mathbb{N}$, $\gamma \in \langle 0, \delta^k 2^{n-2} \wedge 1 \rangle$ and $X \in D^{(k)}$ there exists a $c > 0$ such that
\[
\|\varphi\|_{2, X, \gamma k^{-1}} \leq c \left( \sum_{j=1}^{N} \|\varphi\|_{2, X_j, \gamma} + \|\varphi\|_{2, \delta} \right)
\]
for all $\varphi \in C_c^\infty(\mathbb{R}^d)$.

Then $P(1)$ is valid. Let $n \in \mathbb{N}$ and suppose that $P(n)$ is valid. Let $k \in \mathbb{N}$ and $\gamma \in \langle 0, \delta^k 2^{n-1} \wedge 1 \rangle$. Consider
\[
V = \{X \in D^{(k)} : \text{there exists a } c > 0 \text{ such that} \}
\[
\|\varphi\|_{X, \gamma k^{-1}} \leq c \left( \sum_{j=1}^{N} \|\varphi\|_{2, X_j, \gamma} + \|\varphi\|_{2, \delta} \right) \text{ for all } \varphi \in C_c^\infty(\mathbb{R}^d)\}
\]
If $\alpha \in J^+_k(N)$ then $X_{[\alpha]} \in V$ by Lemma 4.5. Moreover, if in addition $\psi \in C_b^\infty(\mathbb{R}^d)$ then $\psi X_{[\alpha]} \in V$ by Lemma 4.1. So it remains to show that $V$ is a vector space. But that follows from Lemma 4.4 and the induction hypothesis. \qed

The next proposition is the first application of the uniform Hörmander condition.

Proposition 4.7 Let $X_1, \ldots, X_N$ be $C_b^\infty$-vector fields satisfying the uniform Hörmander condition of order $r$ on $\mathbb{R}^d$. Then for all $\gamma \in \langle 0, 1 \rangle$ there exists a $c > 0$ such that
\[
\|\varphi\|_{2, \gamma r^{-1}} \leq c \left( \sum_{j=1}^{N} \|\varphi\|_{2, X_j, \gamma} + \|\varphi\|_{2} \right)
\]
for all $\varphi \in C_c^\infty(\mathbb{R}^d)$.

Proof It follows from Lemma 4.6 that for all $X \in D^{(r)}$ there exists a $c > 0$ such that
\[
\|\varphi\|_{2, \gamma r^{-1}} \leq c \left( \sum_{j=1}^{N} \|\varphi\|_{2, X_j, \gamma} + \|\varphi\|_{2, \gamma (2r)^{-1}} \right)
\]
which holds for all $\varphi \in C_c^\infty(\mathbb{R}^d)$. \qed
for all $\varphi \in C_c^\infty(\mathbb{R}^d)$, where $D^{(r)}$ is as in Lemma 4.0. By the uniform Hörmander condition one has $\partial_i \in D^{(r)}$ for all $i \in \{1, \ldots, d\}$. Hence there is a $c > 0$ such that

$$
\|\varphi\|_{2,\gamma r^{-1}} \leq d \sum_{i=1}^d \|\varphi\|_{2,\partial_i,\gamma r^{-1}} \leq c \left( \sum_{j=1}^N \|\varphi\|_{2,X_j,\gamma} + \|\varphi\|_{2,\gamma (2r)^{-1}} \right)
$$

for all $\varphi \in C_c^\infty(\mathbb{R}^d)$. But there is a $c_1 > 0$ such that

$$
\|\varphi\|_{2,\gamma (2r)^{-1}} \leq \varepsilon \|\varphi\|_{2,\gamma r^{-1}} + c_1 \varepsilon^{-1} \|\varphi\|_2
$$

for all $\varphi \in C_c^\infty(\mathbb{R}^d)$ and $\varepsilon > 0$. Choosing $\varepsilon = (2c)^{-1}$ one deduces that

$$
\|\varphi\|_{2,\gamma r^{-1}} \leq 2c \left( \sum_{j=1}^N \|\varphi\|_{2,X_j,\gamma} + 2c c_1 \|\varphi\|_2 \right)
$$

for all $\varphi \in C_c^\infty(\mathbb{R}^d)$. □

For the last part of the proof of Theorem 1.3 we need some additional interpolation spaces. The proof relies on an extrapolation, interpolation and a similar extrapolation argument. If $r = 1$ then $H_0$ is strongly elliptic and the theorem is well known. So we may assume that $r \geq 2$.

If $L$ is the generator of a continuous semigroup $S$ on $L_2(\mathbb{R}^d)$, $p \in [1, \infty]$ and $\gamma \in (0,1]$ define the functions $\| \cdot \|_{\gamma,p,S}$, $\| \cdot \|'_{\gamma,p,S}$, $\| \cdot \|_{\gamma,p,L}$ : $L_2(\mathbb{R}^d) \to [0, \infty]$ by

$$
\|\varphi\|_{\gamma,p,S} = \|\varphi\|_2 + \left( \int_0^1 dt t^{-1} |t^{-\gamma} \| (I - S_t) \varphi \|_2|^p \right)^{1/p},
$$

$$
\|\varphi\|'_{\gamma,p,S} = \|\varphi\|_2 + \left( \int_0^1 dt t^{-1} |t^{-\gamma} \| (I - S_t)^2 \varphi \|_2|^p \right)^{1/p},
$$

$$
\|\varphi\|_{\gamma,p,L} = \|\varphi\|_2 + \left( \int_0^1 dt t^{-1} |t^{-\gamma} \kappa_t(\varphi)|^p \right)^{1/p},
$$

if $p < \infty$, where

$$
\kappa_t(\varphi) = \inf\{ \|\varphi - \varphi_1\|_2 + t \|L\varphi_1\|_2 : \varphi_1 \in D(L) \}
$$

with obvious modifications if $p = \infty$. Define the interpolation spaces

$$
\mathcal{X}_{\gamma,p,S} = \{ \varphi \in L_2(\mathbb{R}^d) : \|\varphi\|_{\gamma,p,S} < \infty \}
$$

$$
\mathcal{X}'_{\gamma,p,S} = \{ \varphi \in L_2(\mathbb{R}^d) : \|\varphi\|'_{\gamma,p,S} < \infty \}
$$

with norms $\| \cdot \|_{\gamma,p,S}$ and $\| \cdot \|'_{\gamma,p,S}$. If $\mathcal{X}$ and $\mathcal{Y}$ are two Banach spaces which are embedded in a locally convex Hausdorff space denote by $(\mathcal{X},\mathcal{Y})_{\gamma,p,K}$ the interpolation space with respect to the K-method. Then

$$
(L_2(\mathbb{R}^d), D(L))_{\gamma,p,K} = \{ \varphi \in L_2(\mathbb{R}^d) : \|\varphi\|_{\gamma,p,L} < \infty \}
$$

and the norm is equivalent to $\| \cdot \|_{\gamma,p,L}$. If $S$ is a continuous semigroup then it follows from [BuL], Theorem 3.4.2 and Corollary 3.4.9, that the spaces $\mathcal{X}_{\gamma,p,S}$, $\mathcal{X}'_{\gamma,p,S}$ and $(L_2(\mathbb{R}^d), D(L))_{\gamma,p,K}$ are equal with equivalent norms if $\gamma < 1$. Moreover, if $S$ is merely
continuous, $p = \infty$ and $\gamma = 1$ then $D(L) \subset \mathcal{X}_{1,\infty,S}$ and the embedding is continuous. If $L$ is a positive self-adjoint operator and $p = 2$ then a much better result is valid:

$$D(L^\gamma) = \mathcal{X}_{\gamma,2,S}$$

and the norms are equivalent (see [11], Lemma 7.1).

As in Section 2 we set $L = I + \Delta$ and let $S$ be the semigroup generated by $L$.

**Lemma 4.8** $D(H) \subset (L_2(\mathbb{R}^d), D(L))_{r^{-1},\infty,K}$ and the embedding is continuous.

**Proof** It follows from [11], Theorem 3.2, that the norms $\| \cdot \|_{2,\delta}$ and $\mathcal{X}_{2^{-1,\delta,\infty,S}}$ are equivalent for all $\delta \in (0,1)$. Moreover, $D(X_i) \subset \mathcal{X}_{1,\infty,X_i}$ and the embedding is continuous. Hence it follows from Proposition [7], applied with $\gamma = 1$, that there is a $c_1 > 0$ such that

$$\sup_{0 < t \leq 1} t^{-1/r} \| (I - S_t) \varphi \|^2 \leq c_1 \left( \| \varphi \|^2 + (\varphi, H \varphi) \right)$$

(17)

for all $\varphi \in C_c^\infty(\mathbb{R}^d)$. Then by density (17) is valid for all $\varphi \in W^{2,2}(\mathbb{R}^d)$. Next let $c > 0$ be as in Corollary 2.2[11]. Set $\tau = (2r)^{-1}$ and let $t \in (0,1]$. Choosing $A = c_1 (I + H_0)$ and $B = t^{-\tau}(I - S_t)$ it follows from (17) that $(\varphi, A \varphi) \geq \| B \varphi \|^2$ for all $\varphi \in W^{2,2}(\mathbb{R}^d)$. Moreover,

$$|(\varphi, [B, [B, A]) \varphi)| = c_1 t^{-2\tau} \| (\varphi, [S_t, [S_t, H_0]] \varphi) \| \leq c_1 \| B \varphi \|^2 \leq 2^{-1} \| B^2 \varphi \|^2 + c_2 \| \varphi \|^2$$

for all $\varphi \in W^{\infty,2}(\mathbb{R}^d)$ by Corollary 2.2. Therefore the assumptions of Lemma 2.6 are valid with $D = W^{\infty,2}(\mathbb{R}^d)$ uniformly for all $t \in (0,1)$. Hence

$$c \| (I + H_0) \varphi \|^2 \geq 2^{-1} \| B^2 \varphi \|^2 - c_1 \| \varphi \|^2 = 2^{-1} t^{-2\tau} \| (I - S_t) \varphi \|^2 - c_1 \| \varphi \|^2$$

uniformly for all $\varphi \in W^{\infty,2}(\mathbb{R}^d)$ and $t \in (0,1]$. Therefore

$$c \| (I + H_0) \varphi \|^2 \geq 2^{-1} \| \varphi \|^2 \leq (c_1 + 1) \| \varphi \|^2$$

for all $\varphi \in W^{\infty,2}(\mathbb{R}^d)$. Since $W^{\infty,2}(\mathbb{R}^d)$ is a core of $H_0$ and $\mathcal{X}_{2^\tau,\infty,S}^\prime$ is complete it follows that $D(H) \subset \mathcal{X}_{2^\tau,\infty,S}^\prime$ and the embedding is continuous. Finally, the lemma follows because $\mathcal{X}_{2^\tau,\infty,S}^\prime = \mathcal{X}_{2^\tau,\infty,L}$, with equivalent norms. \qed

It follows from Lemma 4.8 that

$$D(H) \subset (L_2(\mathbb{R}^d), D(L))_{r^{-1},\infty,K}$$

and the embedding is continuous. Hence by interpolation

$$(L_2(\mathbb{R}^d), D(H))_{2^{-1,2},K} \subset (L_2(\mathbb{R}^d), (L_2(\mathbb{R}^d), D(L))_{r^{-1,\infty,K}})_{2^{-1,2},K}$$

But by the reiteration theorem, BuB Theorem 3.2.20, one has

$$(L_2(\mathbb{R}^d), (L_2(\mathbb{R}^d), D(L))_{r^{-1,\infty,K}})_{2^{-1,2},K} = (L_2(\mathbb{R}^d), D(L))_{r,2,K}$$

with equivalent norms, where again $\tau = (2r)^{-1}$. Moreover,

$$(L_2(\mathbb{R}^d), D(L))_{r,2,K} = D(L^\gamma) \quad \text{and} \quad (L_2(\mathbb{R}^d), D(H))_{2^{-1,2},K} = D(H^{1/2})$$

with equivalent norms. So $D(H^{1/2}) \subset D(L^\gamma)$ and the embedding is continuous. Therefore there exists a $c > 0$ such that

$$\| \Delta^\gamma \varphi \|^2 \leq \| L^\gamma \varphi \|^2 \leq c \left( \| \varphi \|^2 + \| H^{1/2} \varphi \|^2 \right) = c \left( \| \varphi \|^2 + (\varphi, H \varphi) \right)$$

for all $\varphi \in D(H)$. Then Theorem 1.3 is a corollary of Theorem 1.1. \qed
5 The Uniform Hörmander Condition

Let $X_1, \ldots, X_N$ be $C^\infty_b$-vector fields on $\mathbb{R}^d$. We conclude by deriving several characterizations of the uniform version of the Hörmander condition.

Each vector field $X_i$ can be expressed as a partial differential operator $X_i = \sum_{k=1}^d a_{ik} \partial_k$ with coefficients $a_{ik} = X_i \pi_k \in C^\infty_b(\mathbb{R}^d)$, where $\pi_k$ denotes the projection on the $k$-th coordinate. The multi-commutator $X_{[a]}$ is also a $C^\infty_b$-vector field with coefficients $a_{\alpha k} = X_{[a]} \pi_k \in C^\infty_b(\mathbb{R}^d)$. Explicitly $X_{[a]} = \sum_{k=1}^d a_{\alpha k} \partial_k$. Then for all $r \in \mathbb{N}$ and all $i, j \in \{1, \ldots, d\}$ define

$$c_{ij}^{(r)} = \sum_{\alpha \in J^+_r(N)} a_{\alpha i} a_{\alpha j}$$

and set $C^{(r)} = (c_{ij}^{(r)})$. The matrix $C^{(r)}$ is real symmetric and positive semidefinite. In particular the operator $H_0$ given by (1) is a second-order operator in divergence form with the matrix of coefficients $C^{(1)} = (\sum_{k=1}^d a_{ki} a_{kj})$.

**Proposition 5.1** Let $X_1, \ldots, X_N$ be $C^\infty_b$-vector fields. For all $\alpha \in J^+(N)$ and $x \in \mathbb{R}^d$ let $a_\alpha (x) \in \mathbb{R}^d$ be such that $X_{[a]} = \sum_{k=1}^d a_{\alpha k} \partial_k$. Moreover, fix $r \in \mathbb{N}$. Then the following statements are equivalent.

I. The vector fields $X_1, \ldots, X_N$ satisfy the uniform Hörmander condition of order $r$ on $\mathbb{R}^d$.

II. There exists a $\sigma > 0$ such that $C^{(r)} (x) \geq \sigma I$ uniformly for all $x \in \mathbb{R}^d$.

III. There exists an $M > 0$ such that for all $x \in \mathbb{R}^d$, $i \in \{1, \ldots, d\}$ and $\alpha \in J^+_r(d')$ there exists a $\lambda_\alpha \in [-M, M]$ such that

$$e_i = \sum_{\alpha \in J^+_r(d')} \lambda_\alpha a_\alpha (x) \ ,$$

where $e_i$ is the unit vector in the $i$-th direction.

IV. There exists a $\sigma > 0$ such that

$$\text{Vol}\left\{ \sum_{\alpha \in J^+_r(N)} \lambda_\alpha a_\alpha (x) : |\lambda_\alpha| \leq 1 \text{ for all } \alpha \in J^+_r(N) \right\} \geq \sigma$$

uniformly for all $x \in \mathbb{R}^d$.

V. There exists a $\sigma > 0$ such that for all $x \in \mathbb{R}^d$ there are multi-indices $\alpha_1, \ldots, \alpha_d \in J^+_r(N)$ such that

$$|\det((X_{[a]} \pi_j)(x))| = |\det(a_{\alpha_1}(x), \ldots, a_{\alpha_d}(x))| \geq \sigma \ .$$

**Proof** II $\Rightarrow$ III. It follows from Statement II that for all $i \in \{1, \ldots, d\}$ and $\alpha \in J^+_r(N)$ there are $\psi_{i\alpha} \in C^\infty_b(\mathbb{R}^d)$ such that

$$\partial_i = \sum_{\alpha \in J^+_r(N)} \psi_{i\alpha} X_{[a]}$$

for all $i \in \{1, \ldots, d\}$. Then $e_i = \sum_{\alpha \in J^+_r(N)} \psi_{i\alpha}(x) a_\alpha (x)$ for all $x \in \mathbb{R}^d$ and Statement III follows with $M = \max_{i \in \{1, \ldots, d\}} \max_{\alpha \in J^+_r(N)} \|\psi_{i\alpha}\|_\infty$. 
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\[ \text{III} \rightarrow \text{IV} \] Let \( M > 0 \) be as in Statement III. Then
\[
\left\{ \sum_{i=1}^{d} \lambda_{i} e_{i} : 0 \leq \lambda_{i} \leq (dM)^{-1} \text{ for all } i \right\} \subseteq \left\{ \sum_{\alpha \in J_{r}^{+}(N)} \lambda_{\alpha} a_{\alpha}(x) : |\lambda_{\alpha}| \leq 1 \text{ for all } \alpha \right\}
\]
for all \( x \in \mathbb{R}^{d} \). Therefore
\[
\Vol \left\{ \sum_{\alpha \in J_{r}^{+}(N)} \lambda_{\alpha} a_{\alpha}(x) : |\lambda_{\alpha}| \leq 1 \text{ for all } \alpha \right\} \geq \Vol \left\{ \sum_{i=1}^{d} \lambda_{i} e_{i} : 0 \leq \lambda_{i} \leq (dM)^{-1} \text{ for all } i \right\} = (dM)^{-d}
\]
for all \( x \in \mathbb{R}^{d} \) and Statement IV follows.

\[ \text{IV} \rightarrow \text{V} \] Fix \( x \in \mathbb{R}^{d} \). By Lemma 3.1.2 in [Smu] there are \( \alpha_1, \ldots, \alpha_d \in J_{r}^{+}(N) \) and for all \( \alpha \in J_{r}^{+}(N) \) and \( k \in \{1, \ldots, d\} \) there are \( \lambda_{\alpha k} \in \mathbb{R} \) with \( |\lambda_{\alpha k}| \leq 2^{L-d} \) such that
\[
a_{\alpha}(x) = \sum_{k=1}^{d} \lambda_{\alpha k} a_{\alpha k}(x)
\]
where \( L = \text{card}J_{r}^{+}(N) \). Then
\[
\left\{ \sum_{\alpha \in J_{r}^{+}(N)} \lambda_{\alpha} a_{\alpha}(x) : |\lambda_{\alpha}| \leq 1 \text{ for all } \alpha \right\} \subseteq 2^{L-d} L \left\{ \sum_{k=1}^{d} \lambda_{k} a_{\alpha k}(x) : |\lambda_{k}| \leq 1 \text{ for all } k \right\}.
\]
Therefore
\[
|\det(a_{\alpha 1}(x), \ldots, a_{\alpha d}(x))| = 2^{-d} \Vol \left\{ \sum_{k=1}^{d} \lambda_{k} a_{\alpha k}(x) : |\lambda_{k}| \leq 1 \text{ for all } k \right\} \geq 2^{-L} L^{-1} \Vol \left\{ \sum_{\alpha \in J_{r}^{+}(N)} \lambda_{\alpha} a_{\alpha}(x) : |\lambda_{\alpha}| \leq 1 \text{ for all } \alpha \right\}.
\]
Thus Statement IV implies Statement V.

\[ \text{V} \rightarrow \text{II} \] Let \( \sigma > 0 \) be as in Statement V. Fix \( x \in \mathbb{R}^{d} \). Then there are \( \alpha_1, \ldots, \alpha_d \in J_{r}^{+}(N) \) such that
\[
|\det(a_{\alpha 1}(x), \ldots, a_{\alpha d}(x))| \geq \sigma.
\]
For all \( k, l \in \{1, \ldots, d\} \) set \( d_{kl} = \sum_{j=1}^{d} a_{\alpha_j k}(x) a_{\alpha_j l}(x) \) and \( D = (d_{kl}) \). Then
\[
\det D = \left( \det(a_{\alpha 1}(x), \ldots, a_{\alpha d}(x)) \right)^2 \geq \sigma^2.
\]
Moreover,
\[
C^{(r)} \geq D \geq \|D\|^{-(d-1)} (\det D) I \geq \|D\|^{-(d-1)} \sigma^2 I
\]
where \( \|D\| \) is the norm of the matrix \( D \). Since the coefficients \( a_{\alpha} \) are uniformly bounded Statement II follows.
If \( X = \sum_{k=1}^{d} a_k \partial_k \) then since \( C^{(r)} \) is invertible one computes that

\[
X = \sum_{a \in J^+ \{N\}} ((C^{(r)})^{-1} a, a_\alpha) X_{[\alpha]}. 
\]

But the condition \( C^{(r)} \geq \sigma I \) implies that the coefficients of the matrix \((C^{(r)})^{-1}\) are in \( C^\infty_b(\mathbb{R}^d) \).

\[\Box\]

Statement \( \Box \) of Proposition 5.1 is the formulation of the uniform Hörmander condition used by Kusuoka and Stroock in Section 3 et seq. of [KuS1] and again in their analysis of long time behaviour in [KuS2] (see Theorems 3.20 and 3.24). The determinant identified in Statement \( \Box \) of Proposition 5.1 plays a ubiquitous role in the analysis of Nagel, Stein and Wainger [NSW] and was also identified by Jerison as an important parameter in the Poincaré inequality (see [Jer], Condition (2.3c) on page 505).

Finally we note that for operators \( H_0 \) with \( C^\infty \)-coefficients Fefferman and Phong have shown that the subellipticity condition \( \Box \) is locally equivalent to a property of the geometry associated with \( H_0 \). Nagel, Stein and Wainger [NSW] have then analyzed in detail the local geometry for operators \( \Box \) constructed from vector fields satisfying the local Hörmander condition. One could expect that there are global analogues of these results. In a separate paper we will indeed extend the conclusions of Nagel, Stein and Wainger and obtain uniform properties of the geometry, properties such as volume doubling, if the vector fields satisfy the uniform Hörmander condition.
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