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Abstract This paper is based on talks which I gave in May, 2010 at Workshop in Trieste (ICTP). In the first part we present an introduction to knots and knot theory from an historical perspective, starting from Summerian knots and ending on Fox 3-coloring. We show also a relation between 3-colorings and the Jones polynomial. In the second part we develop the general theory of Fox colorings and show how to associate a symplectic structure to a tangle boundary so that tangles becomes Lagrangians (a proof of this result has not been published before). We also discuss rational moves on links and their relation to Fox colorings.

1 Classical Roots of Knot Theory

Knots have fascinated people from the dawn of human history. One of the oldest examples of knots in art or religion is the cylinder seal impression (c. 2600-2500 B.C.) from Ur, Mesopotamia (see Figure 1.1). It is described in the book Innana by Diane Wolkstein and Samuel Noah Kramer [Wo-Kr] (page 7), illustrating the text:

“Then a serpent who could not be charmed made its nest in the roots of the tree.”

Fig. 1.1; Snake with Interlacing Coil
In today’s audience we have students from all over the world, including Iraq, in which Ur lies today. I encourage you to send me an example of an ancient knot from your culture or country.

In the 19’th century knot theory was an experimental science. Topology (or geometria situs) had not developed enough to offer tools that allow precise definitions and proofs. Johann Benedict Listing (1808-1882), a student of Gauss and pioneer of knot theory, writes in [Lis]: In order to reach the level of exact science, topology will have to translate facts of spatial contemplation into easier notion which, using corresponding symbols analogous to mathematical ones, we will be able to do corresponding operations following some simple rules. A combinatorial definition of the Gaussian linking number (initially defined by Gauss in 1833 as an integral [Gaus]) was the first step in realizing Listing’s program, [Brunn-1892].

Much of early knot theory was motivated by physics and chemistry. In the 1860s, it was believed that a substance called the ether pervaded all of space. In an attempt to explain the different types of matter, William Thomson later known as Lord Kelvin (1824-1907) hypothesized that atoms were merely knots in the fabric of this ether. Different knots would then correspond to different elements.

Thus, in the second half of the 19’th century knot theory was developed primarily by physicists (Thomson, James Clerk Maxwell (1831-1879), Peter Guthrie Tait(1831-1901)), and one can argue that a high level of precision was not always appreciated.\footnote{\textsuperscript{1}Felix Klein observation on Knotting in dimension four

Tait write in his paper of 1877 [Tait-2]: Klein himself made the very singular discovery that in space of four dimensions there cannot be knots. Klein observation was noticed in non-mathematical circles and it became part of popular culture. For example, the American magician and medium Henry Slade was

\footnote{\textsuperscript{1}For an outline of the global history of knot theory see [P-4] or the second chapter of my book on knot theory [P-Book].}
performing “magic tricks” claiming that he solves knots in fourth dimension. He was taken seriously by a German astrophysicist J.K.F.Zoellner who had with him a number of seances in 1877 and 1878. Tait is referring to “Mathematische Annalen, ix. 478” and later authors often cite that paper (Klein, 1875), and even give the page 476 (As). Most likely it is a misunderstanding as Klein discusses there intrinsic and ambient topological properties (of curves and surfaces) but never in context of knots in dimension four. More likely explanation is that Klein described to Tait the observation in a private correspondence. For many of you German is a native language. I would challenge you to go through Klein papers and correspondence to find a root of Klein’s “singular discovery”.

1.2 Precision comes to Knot Theory

Throughout the 19\textsuperscript{th} century knots were understood as closed curves in space up to a natural deformation, described as a movement in space without cutting and pasting. This understanding allowed scientists (Tait, Thomas Penyngton Kirkman, Charles Newton Little, Mary Gertrude Haseman) to build tables of knots, but did not lead to precise methods to distinguish knots that cannot be be practically deformed into each other. In a letter to O. Veblen, written in 1919, young J. Alexander expressed his disappointment:\footnote{We should remember that this was written by a young revolutionary mathematician forgetting that he was “standing on the shoulders of giants.”. In fact, the knot invariant Alexander outlined in the letter is closely related to the Kirchhoff matrix, and the numerical invariant he also obtained is equivalent to complexity of the signed graph corresponding to the link via Tait translation; see Subsection 1.3.} “When looking over Tait On Knots among other things, He really doesn’t get very far. He merely writes down all the plane projections of knots with a limited number of crossings, tries out a few transformations that he happens to think of and assumes without proof that if he is unable to reduce one knot to another with a reasonable number of tries, the two are distinct. His invariant, the generalization of the Gaussian invariant . . . for links is an invariant merely of the particular projection of the knot that you are dealing with, - the very thing I kept running up against in trying to get an integral that would apply.”

In 1907, in the famous Mathematical Encyclopedia, Max Dehn and Poul Heegaard outlined a systematic approach to topology. In particular, they
precisely formulated the subject of knot theory [D-H]. To bypass the notion of deformation of a curve in a space (which was not well defined at the time) they introduced lattice knots and a precise definition of (lattice) equivalence. Later on, Reidemeister and Alexander considered more general polygonal knots in a space, with equivalent knots related by a sequence of \( \Delta \)-moves; they also explained \( \Delta \)-moves via elementary moves on link diagrams – Reidemeister moves (see Figure 1.6). The approach of Dehn and Heegaard was long ignored, however recently there has been interest in the study of lattice knots\(^3\) (e.g. [B-L]).

1.3 Early invariants of links

The fundamental problem in knot theory was, until recently\(^4\), to distinguish non-equivalent knots. Even in the case of the unknot and the trefoil knot, this was not achieved until the fundamental work of Jules Henri Poincaré (1854-1912) was applied. In his seminal paper “Analysis Situs” ([Po-1] 1895) he laid the foundations for algebraic topology. According to W. Magnus [Mag]:

Today, it appears to be a hopeless task to assign priorities for the definition and the use of fundamental groups in the study of knots, particularly since Dehn had announced [De-0] one of the important results of his 1910 paper (the construction of Poincaré spaces with the help of knots) already in 1907.

Wilhelm Wirtinger (1865-1945), in his lecture delivered at a meeting of the German Mathematical Society in 1905 outlined a method of finding a knot \(^3\)I am aware of two exceptions: in 1954, a popular article of Alan Turing (1912-1954) considers elementary moves on knots that lie on the unit lattice in \(\mathbb{R}^3\). He concludes: “A similar decision problem which might well be unsolvable is the one concerning knots which has already been mentioned.” [Turing],[Gor-2]. In 1962, the biophysicist Max Delbrück (1906 – 1981) winner of the Nobel Prize in Physiology or Medicine in 1969, proposed that long molecules discovered in living organisms can be knotted, and asked about the shortest length of such a knot [Del]. In his model, lattice knots are restricted to those having straight segments of length 1. Delbrück found a realization of the trefoil knot of length 36. Delbrück’s problem was popularized by Martin Gardner (1914-2010) in the November 1970 issue of Scientific American, where Gardner had a popular “Mathematical Games” column. Gardner comments that it is still unknown whether 36 is the minimal number of segments for Delbrück’s (molecule) lattice nontrivial knot and he comments that if a segment can be of any length, then 24 is possible. We know now that this is the smallest number [Dia].

\(^4\)There are now algorithms that allow recognition of any knot, but they are very slow [Mat]. Modern knot theory, on the other hand, looks for structures on a space of knots or for mathematical or physical meanings of knot invariants.
1.4 Tait’s relation between knots and graphs.

Tait was the first to notice the relation between knots and planar graphs. He colored the regions of a knot diagram alternately white and black so that the infinite region is black. He then constructed a graph by placing a vertex inside each white region, and connecting vertices by edges going through the crossing points of the diagram (see Figure 1.2).

![Figure 1.2; Tait’s construction of graphs from link diagrams as described in [D-H]](image)

It is useful to mention the Tait construction in the opposite direction, going from a signed planar graph $G$ to a link diagram $D(G)$. We replace every signed edge of a graph by a crossing according to the convention of Figure 1.3, and connect endpoints along edges as in Figures 1.4 and 1.5.
We should mention here one important observation already known to Tait (and in explicit form to Listing):

**Proposition 1.1** The diagram $D(G)$ of a connected graph $G$ is alternating if and only if $G$ is positive (i.e., all edges of $G$ are positive) or $G$ is negative.

A proof is illustrated in Figure 1.5.
Exercise 1.2  Draw all connected plane graphs of up to 7 edges without loops and isthmuses (edges whose removal disconnects a graph). Identify related Tait diagrams with knots and links in tables of knots [Rol].

Maxwell was the first person to consider the question of two projections representing equivalent knots. He considered some elementary moves (reminiscent of the future Reidemeister moves), but never published his findings.

The formal interpretation of equivalence of knots in terms of diagrams was described by Reidemeister [Rei-1], 1927, and Alexander and Briggs [A-B], 1927.

Theorem 1.3 (Reidemeister theorem)  Two link diagrams are equivalent$^5$ if and only if they are connected by a finite sequence of Reidemeister moves $R_i^\pm$, $i = 1, 2, 3$ (see Fig. 1.6) and isotopy of the diagram inside the plane. The theorem also holds for oriented links and diagrams. One then has to take into account all possible coherent orientations of the diagrams involved in the moves.

$^5$In modern knot theory, especially after the work of R. Fox, we use usually the equivalent notion of ambient isotopy in $R^3$ or $S^3$. 
1.5 Fox 3-colorings of link diagrams

The simplest invariant of links which distinguishes the trefoil knot and the trivial knot (\(\text{trefoil knot}\)) is the Fox tricoloring invariant (denoted \(\text{tri}(L)\)). It is an invariant which does not require much more than counting. The idea of tricoloring was introduced by Ralph Hartzler Fox (1913 -1973) around 1956 when he was explaining knot theory to undergraduate students at Haverford College (“in an attempt to make the subject accessible to everyone” [C-F]); [C-F,Chapter VI,Exercises 6-7], [Fo-2]. It was also popularized in articles
directed toward middle and high school teachers and students [Cr, Vi, P-6].

**Definition 1.4 ([P-1])** We say a link diagram $D$ is Fox tricolored if every arc is colored $r$ (red), $b$ (blue) or $y$ (yellow) (we consider arcs of the diagram literally, so that in the undercrossing one arc ends and the second starts; compare Fig.1.7, 1.9), and at any given crossing either all three colors appear or only one color appears. The number of different Fox tricolorings is denoted by $\text{tri}(D)$. If a tricoloring uses only one color we say that it is a trivial Fox tricoloring.

![Fig. 1.7. Different colors are marked by lines of different thickness.](image)

**Proposition 1.5** The number of Fox tricolorings of $D$, $\text{tri}(D)$ is an (ambient isotopy) link invariant. In particular, the tricolorability, that is the existence of a non-trivial Fox tricoloring, is a link invariant.

*Proof:*

We have to check that $\text{tri}(D)$ is preserved under the Reidemeister moves. The invariance under $R_1$ and $R_2$ is illustrated in Fig. 1.8, and the invariance under $R_3$ is illustrated in Fig. 1.9. □

![Fig. 1.8](image)
Because the trivial knot has only trivial tricolorings, \( \text{tri}(T_1) = 3 \), and the trefoil knot allows a nontrivial tricoloring (Fig.1.7), it follows that the trefoil knot is a nontrivial knot.

**Exercise 1.6** Find the number of tricolorings for the trefoil knot \( (3_1) \), the figure eight knot \( (4_1) \), and the square knot \( (3_1 \# \bar{3}_1 \), see Fig.1.10). Then deduce that these knots are pairwise different.

It is very difficult to prove any nontrivial result using our previous definition of tricoloring. For example how would you prove the following statement?

**Proposition 1.7** \( \text{tri}(L) \) is always a power of 3.

We can see immediately that if we tricolor arcs of a diagram \( D \) without Fox coloring conditions we get \( 3^\lambda \) possibilities, where \( \lambda \) is the number of arcs of \( D \). Thus for a diagram without a crossing proposition 1.7 holds but if \( D \) has a crossing we only can say that \( \text{tri}(D) \leq 3^\lambda \).

Proposition 1.7 becomes easy to prove if we introduce some basic language of linear algebra or abstract algebra. Namely:

**Proof:** Denote the colors of the Fox tricoloring by 0, 1 and 2 and treat them modulo 3, that is, as elements of the group (or field) \( \mathbb{Z}_3 \). All colorings of the arcs of a diagram using colors 0, 1, and 2 (not necessarily permissible Fox tricolorings) can be identified with the group \( \mathbb{Z}_3^\lambda \) (or the linear space over \( \mathbb{Z}_3 \)). The (permissible) Fox tricolorings can be characterized by the property that at each crossing, the sum of the colors is equal to zero modulo 3. Thus Fox tricolorings form a subgroup (linear subspace) of \( \mathbb{Z}_3^\lambda \). We denote this group \( \text{Tri}(D) \).

The figure eight knot is often called the Listing knot, as Listing noticed in 1849 that it is equivalent to its mirror image. The notation 4_1 refers to the fact that it is the first knot of 4 crossings in knot tables.
I encourage you to play around with this concept. Notice that trivial colorings form a one dimensional subspace, so one can should consider the quotient space of all Fox 3-colorings by the subspace of trivial tricolorings \( \mathbb{Z}_3^{tr} \). We call this quotient space the space of reduced Fox tricolorings; \( \text{Tri}^r(D) = \text{Tri}(D) / \mathbb{Z}_3^{tr} \). □

Given our an easy success with the proof of Proposition 1.7 let us try our skills on the following fact and its useful corollary. Recall that an \( n \)-tangle is a part of a link diagram placed in a 2-disk with \( 2n \) points on the disk boundary: \( n \) inputs and \( n \) outputs (however only if a tangle is oriented we have unique notion of inputs and outputs); see examples in Figures 1.10 – 1.12.

**Proposition 1.8**  
(i) For any Fox 3-coloring of a 1-tangle; see Fig. 1.12(a), boundary arcs share a color .

(ii) \( \text{tri}(L_1)\text{tri}(L_2) = 3\text{tri}(L_1\#L_2) \), where \# denotes the connected sum of links; see Fig. 1.10.

**Proof:** (i) Let \( T \) be our Fox tricolored tangle and let the 1-tangle \( T' \) be obtained from \( T \) by adding a trivial component \( C \) below \( T \), close enough to the boundary of the tangle, so that it cuts \( T \) only near the boundary points; Fig.1.11(b). Obviously the tricoloring of \( T \) can be extended to a tricoloring of \( T' \) (in three different ways) because the tangle \( T' \) is ambient isotopic to a tangle obtained from \( T \) by adding a small trivial component disjoint from \( T \). However, if we try to color \( C \), we see immediately that it is possible if and only if the input and the output arcs of \( T \) have the same color. Namely, if \( x \) is the color of a point on \( C \) and \( a \) and \( b \) colors of the input and the output then following \( C \) and using Fox tricoloring rules at two crossings of \( C \) with \( T \) we get \( x = a - b + x \), so \( a = b \); see Figure 1.11.

(ii) If we consider the connected sum \( L_1\#L_2 \), we see from the part (i) that the arcs joining \( L_1 \) and \( L_2 \) have the same color. Therefore the formula \( \text{tri}(L_1\#L_2) = \frac{1}{3}\text{tri}(L_1)\text{tri}(L_2) \) follows. □

---

\(^7\)A diagram \( D_1\#D_2 \) is a connected sum of diagrams \( D_1 \) and \( D_2 \) if there is a simple closed curve cutting \( D_1\#D_2 \) in exactly two points and 1-tangles obtained by cutting \( D_1\#D_2 \) by the curve have \( D_1 \) and \( D_2 \) as their closures. A link \( L_1\#L_2 \) is a connected sum of links \( L_1 \) and \( L_2 \) if there is a diagram of \( L_1\#L_2 \) which is a connected sum of diagrams of \( L_1 \) an \( L_2 \). Connected some maybe not unique, and may depend on components of links connected in the connected sum and on orientation of links.
Fig. 1.10; connected sum of link diagrams

The next proposition gives a very interesting property relating the number of Fox tricolorings of four unoriented links which differ in a small neighborhood as in Figure 1.12. Using basic algebra we can only partially prove Proposition 1.9. Tomorrow I will show you how to place more structure on colorings (symplectic structure) to fully prove the proposition and its generalizations.

**Proposition 1.9** Let \( D_+, D_-, D_0 \) and \( D_\infty \) denote four unoriented link diagrams (of links \( L_+, L_-, L_0 \) and \( L_\infty \)) as in Fig. 1.12. Then among the four numbers \( \text{tri}(L_+), \text{tri}(L_-), \text{tri}(L_0) \) and \( \text{tri}(L_\infty) \), three are equal and the fourth is 3 times bigger than the rest.

Fig. 1.12
We first prove here the weaker fact that among these four numbers either all 4 are equal or 3 of them are equal and the 4’th is 3 times bigger then the rest (the rest of the proof will wait till tomorrow).

Proof: Consider a crossing $p$ of the diagram $D$. If we cut a neighborhood of $p$ out of $D$, we are left with the 2-tangle $T_D$ (see Fig.1.13(a)). The set of Fox tricolorings of $T_D$, $\text{Tri}(T_D)$, forms a linear space over $\mathbb{Z}_3$ with subspaces $\text{Tri}(D_+), \text{Tri}(D_-), \text{Tri}(D_0)$ and $\text{Tri}(D_{\infty})$. Let $x_1, x_2, x_3, x_4$ be elements of $\text{Tri}(T_D)$ corresponding to arcs cutting the boundary of the tangle; see Fig.1.13(b). Then any element of $\text{Tri}(T_D)$ satisfies the equality $x_1 - x_2 + x_3 - x_4 = 0$. To show this, we proceed as in part (i) of Proposition 1.8, see Figure 1.13(b). Any element of $\text{Tri}(D_+)$ (resp. $\text{Tri}(D_-), \text{Tri}(D_0)$ and $\text{Tri}(D_{\infty})$) is a subspace of $\text{Tri}(T_D)$ of codimension at most one. Let $F$ be the subspace of $\text{Tri}(T_D)$ given by the equations $x_1 = x_2 = x_3 = x_4$, that is, the space of 3-colorings monochromatic on the boundary of the tangle. $F$ is a subspace of codimension at most one in any of the spaces $\text{Tri}(D_+), \text{Tri}(D_-), \text{Tri}(D_0), \text{Tri}(D_{\infty})$. Furthermore the common part of any two of $\text{Tri}(D_+), \text{Tri}(D_-), \text{Tri}(D_0), \text{Tri}(D_{\infty})$ is equal to $F$. To see this, we just compare the defining relations for these spaces. Finally, notice that $\text{Tri}(D_+ \cup \text{Tri}(D_- \cup \text{Tri}(D_0) \cup \text{Tri}(D_{\infty}) = \text{Tri}(T_D)$.

We have the following possibilities:

1. $F$ has codimension 1 in $\text{Tri}(T_D)$.
   Then by the above considerations:
   One of $\text{Tri}(D_+), \text{Tri}(D_-), \text{Tri}(D_0), \text{Tri}(D_{\infty})$ is equal to $\text{Tri}(T_D)$. The remaining three spaces are equal to $F$ and Proposition 1.9 holds.

2. $F = \text{Tri}(D_+) = \text{Tri}(D_-) = \text{Tri}(D_0) = \text{Tri}(D_{\infty}) = \text{Tri}(T_D)$.

3. $F$ has codimension 2 in $\text{Tri}(T_D)$. Then $3|F| = \text{tri}(D_+) = \text{tri}(D_-) = \text{tri}(D_0) = \text{tri}(D_{\infty}) = \frac{1}{3}\text{tri}(T_D)$

This completes the weaker statement of Proposition 1.9. To prove Proposition 1.9 fully, one must exclude cases (2) and (3). To exclude (2) and (3) one can use the Goeritz matrix of the link diagram; see [P-Book]. In the second part we show how to use the concept of Lagrangian tangles to show essential generalization of Proposition 1.9 (the concept was introduced in [DJP]).

\[\square\]
We will show below that the dimension of the space of Fox 3-colorings of a link is bounded from above by the bridge index of the link. For this we need few basic definitions:

Let $L$ be a link embedded in $\mathbb{R}^3$ which meets a plane $E \subset \mathbb{R}^3$ in $2k$ points such that the arcs of $L$ contained in each half-space relative to $E$ possess orthogonal projections onto $E$ which are simple and disjoint. $(L, E)$ is called a $k$-bridge presentation of $L$; [B-Z]. The bridge index of a link $L$, denoted $\text{bridge}(L)$, is a minimal number $k$ such that $L$ has a $k$-bridge presentation. Notice that the $k$-bridge presentation of $L$ can be interpreted as an embedding of $L$ with exactly $k$ minima and $k$ maxima (in the $z$ direction).

**Proposition 1.10** For any link $L$ we have

$$\text{tri}(L) \leq 3^{\text{bridge}(L)}$$

**Proof:** If we color the bridges of a diagram, then the 3-coloring of the other arcs is uniquely determined. It may happen however, that we get “contradictions” at some minima; which leads to the inequality in Proposition 1.10.

□

**Remark 1.11** We can look at links or tangles with $n$ bridges from a different perspective, by organizing diagrams along the $y$ axis that, is we deal with maxima (and minima) along the $y$ axis. In the case of a 2-tangle we also have 4 minimal (boundary) points, in addition to $n$ maxima ($\cap$) and $n - 2$
minima (∪); compare Figure 1.14.

We observe that if we tricolor maxima, it will propagate until we reach minima (∪) which will give obstruction (additional relations) to possible 3-colorings. If we start with $n$-maxima, we also start with $\mathbb{Z}_3^n$ as the space of colorings. When we move along our diagram down, with respect to the $y$ axis (like a braid) we uniquely color the arcs of the diagram and, at any level, keeping $n$-dimensional space of boundary colorings until we reach minima. Assume we deal with a 4-tangle $T_D$. Then we have $n-2$ minima leading to $n-2$ relations on $\mathbb{Z}_3^n$. Thus we are left with at least a 2-dimensional space. In Section 2 we show more: the colorings of boundary points span exactly a 2-dimensional space. To express this algebraically, we consider a linear map $\psi : \text{Tri}(T_D) \to \mathbb{Z}_3^4$, in which the coloring of the 2-tangle $T_D$ yields a coloring of the four boundary points. If we start from an $n$-tangle with $n$-maxima, we have an isomorphism $\text{Tri}(T_D) \to \mathbb{Z}_3^n$ and after adding the $n-2$ relations, the image of $\psi$ is 2-dimensional.

In conclusion, this shows that any 2-tangle has a 3-coloring that is not monochromatic on the boundary. This will be discussed, given additional
1.6 Fox 3-colorings and the Jones polynomial

In many talks we heard about the Jones polynomial – the great breakthrough in knot theory, in 1984.

I noticed a connection between Fox tricolorings and the Jones polynomial when I analyzed the influence of 3-moves on 3-colorings and the Jones polynomial [P-1].

**Definition 1.12**
The local change in a link diagram which replaces parallel lines by \( n \) positive half-twists is called an \( n \)-move; see Fig.1.14.

\[
\text{Lemma 1.13} \quad \text{Let the diagram } D_{+++} \text{ be obtained from } D \text{ by a 3-move (Fig.1.14(a)). Then:}
\]

\[
(a) \quad \text{tri}(D_{+++}) = \text{tri}(D),
\]

8Tomorrow’s talk will introduce a symplectic structure on the space of colorings of a tangle boundary which does not apply to virtual links and tangles (which we heard about today). Therefore one should mention that the considerations in the observation above apply partially to virtual tangles as well. On the other hand, part of the proof of Proposition 1.9 does not work for virtual links: the equality \( x_1 - x_2 + x_3 - x_4 = 0 \) does not always hold for diagrams with virtual crossings, and is related with the fact that a virtual crossing alone does not satisfies the property for any nontrivial coloring. For the virtual crossing \( \overline{a} \overline{b} \) we have \( a - b + a - b = 2(a - b) \). In the virtual knot theory we have two forbidden moves as an arc cannot be moved under or over a virtual crossing (the first forbidden move: \( \overline{Rv} \) ) and the second forbidden move: \( \overline{Rv+} \).

The theory of Fox colorings works for virtual links or tangles. It works also if the second forbidden move is allowed (so can be used for welded knots described in Kauffman’s talk). Fox colorings and more generally quandle colorings (see Section 3) are preserved by this move.
(b) \( V_{D_{+++}}(e^{2\pi i/6}) = \pm i^{(\text{com}(D_{+++})-\text{com}(D))}V_D(e^{2\pi i/6}) \), where \( V \) is the Jones polynomial, and \( \text{com}(D) \) denotes the number of link components of \( D \).

(c) \( F_{D_{+++}}(1, -1) = F_D(1, -1) \), where \( F \) is the Kauffman polynomial.

Before we prove Lemma 1.13 let us recall definition of the Jones polynomial (1984) and the specialization of the Kauffman polynomial first introduced by Brandt-Lickorish-Millett and Ho [BLM, Ho] (1985).

**Definition 1.14** (J) The Jones polynomial \( V_L(t) \) of an oriented link \( L \) is a link invariant \((V_L(t) \in \mathbb{Z}[t^{\pm 1/2}] \) normalized to be one for the trivial knot and satisfies the skein relation
\[
t^{-1}V_{\bigtriangleup}^{-}(t) - tV_{\bigtriangleup}^{+}(t) = (t^{1/2} - t^{-1/2})V_{\bigtriangleup}(t).
\]

(K) The Brandt-Lickorish-Millett-Ho polynomial \( Q_L(x) \) is normalized to be one for the trivial knot and satisfies the skein relation
\[
Q_{L^{-}}(x) + Q_{L^{+}}(x) = xQ_{L^{0}}(x) + xQ_{L^{0}}(x).
\]

The Kauffman 2-variable polynomial \( F(a, x) \) satisfies \( F(1, x) = Q_L(x) \).

**Exercise 1.15** (i) Show that \( V_{T_n} = (-t^{1/2} - t^{-1/2})^{n-1} \), for \( T_n \) being the trivial link of \( n \) components.

(ii) Show that \( V_L(t) \in \mathbb{Z}[t^{\pm 1}] \) if \( L \) has odd number of components and \( t^{1/2}V_L(t) \in \mathbb{Z}[t^{\pm 1}] \) if \( L \) has even number of components.

(iii) Show that \( V_K(t) - 1 \) is divisible by \((t - 1)(t^3 - 1)\) for any knot \( K \).

(iv) Show that \( V_L(t) - V_{T_{\text{com}(L)}} \) is divisible by \((t^3 - 1)\) for any link \( L \). Here \( \text{com}(L) \) denotes the number of components of \( L \) and \( T_k \) is the trivial link of \( k \) components.

**Proof of Lemma 1.13**
We prove (a) and (c) and partially (b) (one of two possible orientation choices).
(a) The bijection between 3-colorings of $D$ and $D_{+++}$ is illustrated in Fig. 1.15.

Fig. 1.15

(c) $F_{D_{+++}}(1, -1) = -F_{D_+}(1, -1) - F_{D_{++}}(1, -1) - F_{D_{++}}(1, -1) = -F_{D_+}(1, -1) + F_D(1, -1) + F_{D_+}(1, -1) + F_{D_{++}}(1, -1) - F_{D_{++}}(1, -1) = F_D(1, -1).

(b) Assume that arcs in Figure 1.15(a) have parallel orientation. Then for $t = e^{2\pi i/6}$ ($t^{1/2} = e^{\pi i/6}$) we have:

$$V_{D_{+++}} = t^2 V_{D_+} + t(t^{1/2} - t^{-1/2}) V_{D_{++}} = t^2 V_{D_+} + t^3(t^{1/2} - t^{-1/2}) V_D + t^2(t^{1/2} - t^{-1/2})^2 V_{D_+} = t^2(t - 1 + \frac{1}{t}) V_{D_+} + t^{1/2}(t^3 - t^{-2}) V_D = \frac{t^{3/4}}{t^{3/4} V_{D_+}} + t^{3/2} V_D - t^{3/2} V_D = -e^{\pi i/2} V_D = -i V_D,$$ as needed.

In the case when a 3-move is not preserving orientation, we would have to consider several involved cases, but we can make shortcut using so-called Jones reversing result\(^9\), that is if one changes an orientation of some components of a link, then its Jones polynomial is changed in a precisely described way, in particular by multiplying by a number being the power of $t^3$ (in our case the power of $-1$).

One can easily check that for a trivial $n$-component link, $T_n$, $tri(T_n) = 3^n = 3V_{T_n}^2(e^{2\pi i/6}) = 3(-1)^{n-1} F_{T_n}(1, -1)$. Furthermore it follows from Lemma 1.9 that as long as a link $L$ can be obtained from a trivial link by 3-moves we have: $tri(L) = 3|V_{L}^2(e^{2\pi i/6})| = 3|F_{L}(1, -1)|$.

These immediately lead to three questions:

(1) **(Montesinos-Nakanishi 3-move conjecture).** Any link can be reduced to a trivial link by a finite sequence of 3-moves.\(^9\)

---

\(^9\)It was initially proven in a series of involved papers but now it has an easy proof using the Kauffman bracket polynomial which do not depend on a link orientation; compare [P-Book]. Precisely, we have: Suppose that $L_i$ is a component of an oriented link $L$ and $\lambda = lk (L_i, L - L_i)$. If $L'$ is a link obtained from $L$ by reversing the orientation of the component $L_i$ then $V_{L'}(t) = t^{-3\lambda} V_L(t)$. 
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Is it true that \( \text{tri}(L) = 3|F_L(1, -1)|? \)

Is it true that \( \text{tri}(L) = 3|V_L^2(e^{2\pi i/6})|? \)

Formulas (2) and (3) follow immediately from (1) as equalities from (2) and (3) hold for trivial links and it is propagated by 3-moves. Thus we proved (2) and (3) for any link which can be reduced by 3-moves to a trivial link.

Y. Nakanishi first considered the conjecture (i) in 1981. J. Montesinos analyzed 3-moves before, in connection with 3-fold dihedral branch coverings, and asked a related but different question. The conjecture was proved in many special cases (e.g. [Che]) but it was an open problem for over 20 years. In 2002 it was showed by M.K. Dąbkowski and the author that the conjecture does not hold. The smallest counterexample we found, suggested first by Q. Chen, has 20 crossings, see Figure 1.16, [D-P-1]. We conjecture that it is in fact the smallest counterexample, that is every link up to 19 crossings can be reduced to a trivial link by 3-moves, furthermore we predict that every link of 20 crossing is reduced by a 3-move either to the trivial link or to the Chen link (up to the mirror image). With today's computers it should be laborious but doable exercise – please try it!

Fig. 1.16; the Chen link, the closure of the 5-string braid \((\sigma_2\sigma_1^{-1}\sigma_2\sigma_3\sigma_4^{-1})^4\)

The Montesinos-Nakanishi conjecture does not hold but the formulas (2) and (3) linking tricoloring with the Jones and Kauffman polynomials holds for any link.

The proof of (a) in [P-1] uses Fox’s interpretation of 3-coloring and the connection with the first homology group of the branched 2-fold cover of \(S^3\) branched over the link. However, a simple, totally elementary proof follows from Proposition 1.9.

Proof: Because \( \text{tri}(L) \) is a power of 3, we can consider the signed version
of the tricoloring defined by: $\text{tri}'(L) = (-1)^{\log_3(\text{tri}(L))}\text{tri}(L)$. It follows from Proposition 1.9 that

$$\text{tri}''(L_+) + \text{tri}''(L_-) = -\text{tri}''(L_0) - \text{tri}''(L_\infty).$$

This is however exactly the recursive formula for the Kauffman polynomial $F_L(a, x)$ at $(a, x) = (1, -1)$. Comparing the initial data (for the unknot) of $\text{tri}'$ and $F(1, -1)$ we get generally that: $-3F_L(1, -1) = \text{tri}'(L) = (-1)^{\log_3(\text{tri}(L))}\text{tri}(L)$, which proves part (b) of Theorem 1.13. Part (a) follows from Lickorish’s observation [Li], that $F_L(1, -1) = (-1)^{\text{com}(L)}V_2^2(e^{2\pi i/6})$. This observation can be directly proven from the Kauffman bracket polynomial version of the Jones polynomial. For people who attended Lou Kauffman talk it should be a pleasure exercise: just consider the difference of squares of the Kauffman bracket relation for $L^+$ and $L^-$, that is $\langle \times \times \rangle^2 - \langle \times \rangle^2$. You will get the relation of the, so called, Dubrovnik version of the Kauffman polynomial which can be converted to the standard one. □

I would challenge you to find completely elementary proof of Proposition 1.9 or directly formulas (b) and (c) (as we noted all three facts are related by elementary consideration). As a prize I offer a copy of my book [P-Book].

Tomorrow I will define general Fox $k$-colorings and Fox coloring group, and I will place the theory of Fox coloring in more general (sophisticated) context, and apply it to the analysis of $k$-moves (and rational and braid moves) of $n$-tangles. Interpretation of tangle colorings as Lagrangians in symplectic spaces is our main (and new) tool. In the second lecture tomorrow, I will also mention another motivation for studying 3-moves: to understand skein modules based on their deformation.

2 Fox colorings, rational moves, and Lagrangian tangles

Many of you, likely, wondered yesterday why we consider only 3-colorings not, say generally $n$-colorings. Some of you probably tried to replace the relation $a + b + c \equiv 0 \mod 3$ by the relation $a + b + c \equiv 0 \mod k$, and noticed that it does not work well with Reidemeister moves. In fact, as observed by Fox, the proper relation to generalize is $2b - a - c \equiv 0 \mod 3$. This leads to Fox $k$-colorings:
Definition 2.1

(i) We say that a link (or a tangle) diagram is Fox $k$-colored if every arc is colored by one of the numbers $0, 1, \ldots, k-1$ (forming a group $\mathbb{Z}_k$) in such a way that at each crossing the sum of the colors of the undercrossings is equal to twice the color of the overcrossing modulo $k$; algebraically $c \equiv 2b - a \mod k$ as illustrated in Fig. 2.1.

(ii) The set of Fox $k$-colorings forms an abelian group (or $\mathbb{Z}_k$-module), denoted by $\text{Col}_k(D)$. The cardinality of the group will be denoted by $\text{col}_k(D)$. For an $n$-tangle $T$ each Fox $k$-coloring of $T$ yields a coloring of boundary points of $T$ and we have the homomorphism $\psi : \text{Col}_k(T) \rightarrow \mathbb{Z}_k^{2n}$.

\[
\begin{array}{c}
b \\ a \\
\end{array} \quad \frac{c = 2b-a \mod(k)}{a}
\]

Fig. 2.1

It is a pleasant exercise to show that $\text{Col}_k(D)$ is unchanged by Reidemeister moves (see Figure 2.2),

\[
\begin{array}{c}
a \quad a \\ \downarrow \quad \downarrow \\
R_1 & R_2 & R_3 \\
\end{array}
\]

Fig. 2.2

I will start this part from the basic observations on Fox $k$-colorings analogous to those proven yesterday for 3-colorings. The talk will culminate by the introduction of the symplectic structure on the boundary of a tangle in such a way that tangles yields Lagrangians in the symplectic space. We end with some corollaries, in particular the method to recognize often that a virtual tangle is not a classical tangle (by boundary $k$-coloring comparison).

We follow here [P-3] and [DJP] (see [P-5] for historical introduction).

Proposition 2.2 ([P-3]) The space of Fox $k$-colorings is preserved by $k$-moves.
Proof: Figure 2.3 illustrates the bijection between \( \text{col}_k(D) \) and \( \text{col}(m_k(D)) \) where \( m_k(D) \) is obtained from \( D \) by a \( k \)-move. This bijection is an isomorphism of groups \( \text{Col}_k(D) \) and \( \text{Col}_k(m_k(D)) \)

\[
\begin{align*}
2b-a & \quad 3b-2a \\
a & \quad \cdots \\
b & \quad 2b-a
\end{align*}
\]

\((k+1)b - ka = b \mod(k)\)

\(kb - (k-1)a = a \mod(k)\)

Fig. 2.3; from \((b,a)\) to \((k(b - a) + b, k(b - a) + a)\)

The following properties of \( k \)-colorings, are a straightforward generalizations from 3-colorings and can be proved in a similar way. However, an elementary proof of the part (c) is, as before, more involved and the simplest proof (not involving double branched covers), I am aware of, requires an interpretation of \( k \)-colorings using the Goeritz matrix \([Goe, Gor-1, P-5]\) or use of Lagrangian tangles (see below).

**Lemma 2.3**

(a) \( \text{col}_k(L) \) is a divisor of a power of \( k \) and for a link with \( b \) bridges, \( \text{col}_k(D) \) divides \( k^b \). More precisely, \( \text{Col}_k(L) \) is a subgroup of \( \mathbb{Z}_k^b \).

(b) \( \text{col}_k(L_1)\text{col}_k(L_2) = k(\text{col}_k(L_1 \# L_2)) \) (notice that our yesterday’s proof works only for odd \( k \) as we use the fact that 2 is invertible in \( \mathbb{Z}_k \)),

(c) Consider \( k+1 \) diagrams \( L_0, L_1, ..., L_{k-1}, L_\infty \); see Fig. 2.4. If \( k \) is a prime number then among the \( k+1 \) numbers \( \text{col}_k(L_0), \text{col}_k(L_1), ..., \text{col}_k(L_{k-1}) \) and \( \text{col}_k(L_\infty) \) \( k \) are equal one to another and the \((k+1)\)'th is \( k \) times bigger.

\[
\begin{array}{cccc}
L_0 & L_1 & L_2 & \cdots \\
\end{array}
\]

Fig. 2.4
Notice, that (c) can be interpreted as follows:
Let $k$ be a prime number and $\text{col}_k'(L) = (-1)^{\text{col}_k(L)} \text{col}_k(L)$ then
\[ \text{col}_k'(L_0) + \text{col}_k'(L_1) + \ldots + \text{col}_k'(L_{k-1}) + \text{col}_k'(L_\infty) = 0, \]
a skein relation of $k + 1$ terms often called $(k, \infty)$ skein relation.

**Example 2.4**

(i) For the figure eight knot, $4_1$, one has $\text{col}_5(4_1) = 25$, so the figure eight knot is a nontrivial knot; compare Figure 2.5.

(ii) For the knot $5_2$ we have $\text{col}_7(5_2) = 49$ (more precisely $\text{Col}_7(5_2) = \mathbb{Z}_7^2$); compare Figure 2.5.

![Fig. 2.5](image)

Let us look closer at the observation that a $k$-move preserves the space of Fox $k$-colorings. One should consider a general rational moves, that is, a rational $\frac{p}{q}$-tangle of Conway is substituted in place of the identity tangle\(^{10}\). The important observation for us is that $\text{Col}_p(D)$ is preserved by $\frac{p}{q}$-moves. Fig. 2.6 illustrates the fact that $\text{Col}_{13}(D)$ is unchanged by a $\frac{13}{5}$-move.

\(^{10}\)The move was first considered by J.M. Montesinos [Mo-2]; compare also Y. Uchida [Uch].
We just have heard about the Conway’s classification of rational tangles at the Lou’s and Sofia’s talks, so I only briefly sketch definitions and notation. The 2-tangles shown in Figure 2.7 are called rational tangles with Conway’s notation $T(a_1, a_2, ..., a_n)$. A rational tangle is the $\frac{p}{q}$-tangle if $\frac{p}{q} = a_n + \frac{1}{a_{n-1} + \ldots + \frac{1}{a_1}}$. Conway proved that two rational tangles are ambient isotopic (with boundary fixed) if and only if their slopes are equal (compare [Kaw]).

\[\frac{13}{5}\] is called the slope of the tangle and can be easily identified with the slope of the meridian disk of the solid torus being the branched double cover of the rational tangle.
For a Fox coloring of a rational \( \frac{p}{q} \)-tangle with boundary colors \( x_1, x_2, x_3, x_4 \) (Fig. 2.5), one has \( x_4 - x_1 = p(x-x_1) \), \( x_2 - x_1 = q(x-x_1) \) and \( x_3 = x_2 + x_4 - x_1 \).

If a coloring is nontrivial \( (x_1 \neq x) \) then \( \frac{x_4 - x_1}{x_2 - x_1} = \frac{p}{q} \) as has been explained in the talk by Lou Kauffman.

**Corollary 2.5** \( \frac{p}{q} \)-move on a link or a tangle is preserving the group of \( p \)-colorings.

### 2.1 Symplectic structure on Fox Colorings, Lagrangian tangles

The usefulness of the symplectic structure in the knot theory, was probably first observed by R. Fox in his review of the A. Plans paper of 1953 [Pla].

In this part we follow [DJP] showing how to define a symplectic form on the space of Fox colorings of the boundary of \( n \)-tangles so that every tangle corresponds to a Lagrangian (in the case of a field of colors) or a virtual Lagrangian (for PID) of the symplectic structure (that is, a subspace of a maximal dimension on which the form vanishes). Inversely, for a field \( R = \mathbb{Z}_p \), \( p > 2 \), every Lagrangian can be realized by a tangle. It does not hold for \( \mathbb{Z}_2 \) and \( n > 3 \).\(^{12}\)

\(^{12}\)In [DJP] we draws from the construction several far fetching conclusions: first, it allows us to understand the space of colored tangles as a Tits building. Second, it provides applications to 3-manifold topology. In particular, we show that our symplectic space is related (via double branched cover) to the symplectic structure on homology on a surface (with the symplectic form given by the intersection number). It relates our results with a known fact that 3-manifolds yield Lagrangians in \( H_1(\partial M; Q) \). One application is to use Lagrangians to find obstructions for embedding \( n \)-tangles into links. Rotation of a
2.2 Alternating form on colorings of a tangle boundary

We work with modules over a commutative ring with identity, $R$. We concentrate our attention on the finite field $R = \mathbb{Z}_p$.

Consider $2n$ points on a circle (or a square, Fig. 2.8). Let the ring $R$ be treated as a set of colors (e.g. a field $\mathbb{Z}_p$).

For $R = \mathbb{Z}_p$ the colorings of $2n$ points form a linear space $V = \mathbb{Z}_p^{2n}$. Let $e_1, \ldots, e_{2n}$ be its basis, $e_i = (0, \ldots, 1, \ldots, 0)$, where 1 occurs in the $i$-th position. Let $V' = \mathbb{Z}_p^{2n-1}$ be the subspace of vectors $\sum a_i e_i$ satisfying $\sum (-1)^i a_i = 0$ (the alternating condition). Consider the basis $f_1, \ldots, f_{2n-1}$ of $\mathbb{Z}_p^{2n-1}$ where $f_k = e_k + e_{k+1}$. We can also introduce the vector $f_{2n} = e_{2n} + e_1$ and then $f_{2n} = f_1 - f_2 + f_3 \pm ... - f_{2n-2} + f_{2n-1}$. Consider an alternating form $\phi$ on $\mathbb{Z}_p^{2n-1}$ of nullity 1 given by the matrix

\[
\phi = \begin{pmatrix}
0 & 1 & 0 & 0 & \ldots & 0 & 0 & 0 \\
-1 & 0 & 1 & 0 & \ldots & 0 & 0 & 0 \\
0 & -1 & 0 & 1 & \ldots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \ldots & -1 & 0 & 1 \\
0 & 0 & 0 & 0 & \ldots & 0 & -1 & 0
\end{pmatrix}
\]

Fig. 2.8

the $i$-th position. Let $V' = \mathbb{Z}_p^{2n-1} \subset \mathbb{Z}_p^{2n}$ be the subspace of vectors $\sum a_i e_i$ satisfying $\sum (-1)^i a_i = 0$ (the alternating condition). Consider the basis $f_1, \ldots, f_{2n-1}$ of $\mathbb{Z}_p^{2n-1}$ where $f_k = e_k + e_{k+1}$. We can also introduce the vector $f_{2n} = e_{2n} + e_1$ and then $f_{2n} = f_1 - f_2 + f_3 \pm ... - f_{2n-2} + f_{2n-1}$. Consider an alternating form $\phi$ on $\mathbb{Z}_p^{2n-1}$ of nullity 1 given by the matrix

$tangle yields an isometry of our symplectic space, and we analyze invariant subspaces of the map, in particular we look for invariant Lagrangians of the rotation by $2\pi/n$ (along $z$-axis). We use our analysis to answer, partially the question whether rotation of a link (as described in [APR]) preserves the homology of the double branch cover of $S^3$ with the link as branching set.

\[13\] That is for any $a \in V$ one has $\phi(a, a) = 0$. From this anti-symmetry follows $(\phi(a, b) = -\phi(b, a))$.  
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that is,
\[
\phi(f_i,f_j) = \begin{cases} 
0 & \text{if } |j - i| \neq 1 \\
1 & \text{if } j = i + 1 \\
-1 & \text{if } j = i - 1.
\end{cases}
\]

An alternating form of nullity one is called a pre-symplectic form. A pre-symplectic form on \(\mathbb{Z}_2^{2n-1}\) leads to a symplectic (i.e. alternating, non-degenerated) form on \(\mathbb{Z}_2^{2n-2}\) as follows:
The vector \(e_1 + e_2 + \ldots + e_{2n} = (f_1 + f_3 + \ldots + f_{2n-1} = f_2 + f_4 + \ldots + f_{2n})\) is \(\phi\)-orthogonal to any other vector. If we consider \(\mathbb{Z}_2^{2n-2} = \mathbb{Z}_2^{2n-1}/\mathbb{Z}_2^{tr}\), where the subspace \(\mathbb{Z}_2^{tr}\) is generated by \(e_1 + \ldots + e_{2n}\), that is, \(\mathbb{Z}_2^{tr}\) consists of monochromatic (i.e. trivial) colorings, then \(\phi\) descends to a symplectic form \(\hat{\phi}\) on \(\mathbb{Z}_2^{2n-2}\). Now we can analyze the isotropic subspaces of \((\mathbb{Z}_2^{2n-2}, \hat{\phi})\), that is, subspaces on which \(\hat{\phi}\) is 0 \((W \subset \mathbb{Z}_2^{2n-2}, \hat{\phi}(w_1, w_2) = 0 \text{ for } w_1, w_2 \in W)\).

The maximal isotropic \((n-1)\)-dimensional subspaces of \(\mathbb{Z}_2^{2n-2}\) are called Lagrangian subspaces (or maximal totally degenerated subspaces) and there are \(\prod_{i=1}^{n-1}(p^i + 1)\) of them. We use the term pre-Lagrangian for a maximal totally degenerated subspace of \(\mathbb{Z}_2^{2n-1}\). Of course, \(\mathbb{Z}_2^{tr}\) lies in every pre-Lagrangian.

Let \(\psi = \psi_T : Col_p(T) \to \mathbb{Z}_2^{2n}\) be the homomorphism which sends colorings of \(T\) into colorings of boundary points of the tangle. Our local condition on Fox colorings (Fig.2.1) guarantees that for any \(n\)-tangle \(T\), \(\psi(Col_p(T)) \subset \mathbb{Z}_2^{2n-1}\) \(^{14}\) Furthermore, the space of trivial colorings, \(\mathbb{Z}_2^{tr}\), always lies in \(Col_p(T)\). The quotient space \(Col_p(T)/\mathbb{Z}_2^{tr}\) is called the reduced space of Fox colorings and denoted by \(Col_p^r(T)\). Thus \(\psi\) descends to \(\hat{\psi} : Col_p^r(T) \to \mathbb{Z}_2^{2n-2} = \mathbb{Z}_2^{2n-1}/\mathbb{Z}_2^{tr}\). Now we have a fundamental question: which subspaces of \(\mathbb{Z}_2^{2n-2}\) are yielded by \(n\)-tangles? We answer this question below.

\(^{14}\)We checked it before for a ring \(R\) in which 2 is not a zero divisor; the general case follows from considerations given later.
Theorem 2.6 \( \hat{\psi}(\text{Col}_p^d(T)) \) is a Lagrangian subspace of \( \mathbb{Z}_p^{2n-2} \) with the symplectic form \( \hat{\phi} \). In particular, \( \dim(\hat{\psi}(\text{Col}_p^d(T))) = n - 1 \). Equivalently, \( \psi(\text{Col}_p(T)) \) is a pre-Lagrangian subspace of \( \mathbb{Z}_p^{2n-1} \) with the alternating form \( \phi \). In particular, \( \dim(\psi(\text{Col}_p(T))) = n \).

A natural question would be whether every Lagrangian subspace can be realized by a tangle. The answer is negative for \( p = 2 \), but for \( p > 2 \) we have

Theorem 2.7 For \( p \) an odd prime number every Lagrangian subspace of \( \mathbb{Z}_p^{2n-2} \) can be realized by a tangle, in fact, by an \( n \)-rational tangle\(^{15}\).

Theorem 2.7 follows from the work of J. Assion [As] (for \( p = 3 \)), and B. Wajnryb [Wa-1, Wa-2] (for \( p > 2 \)). Wajnryb constructs the natural epimorphism from the odd braid group \( B_{2n+1} \) to the symplectic group \( \text{Sp}(n,p) \), that is, the group of isometries of the symplectic space \( \mathbb{Z}_p^{2n} \).

As a corollary to Theorems 2.6 and 2.7 we obtain a fact which was considered difficult before, even for 2-tangles.

Corollary 2.8 For any \( p \)-coloring of a tangle boundary satisfying the alternating property (i.e., is an element of \( \mathbb{Z}_p^{2n-1} \)) there is an \( n \)-tangle and its \( p \)-coloring yielding the given coloring on the boundary. In other words: \( \mathbb{Z}_p^{2n-1} = \bigcup_T \psi_T(\text{Col}_p(T)) \). Furthermore, the space \( \psi_T(\text{Col}_p(T)) \) is \( n \)-dimensional.

In [DJP] we give short, high-tech proof of Theorems 2.6 and 2.7. Here we provide a longer but elementary proof based on the presentation of an \( n \)-tangle as a tangle with \( N \) maxima and \( N - n \) minima as in Figure 1.13. The proof of Theorem 2.6 is straightforward: we check that the theorem holds for a trivial \( n \)-tangle, that it holds when we add crossings, and finally that it is still valid after applying minima. On the way we show that Theorem 2.7 follows from the second part of the proof (the slogan will be that braid-like transvections generate a symplectic group over \( \mathbb{Z}_p \), \( p > 2 \); as follows from Wajnryb [Wa-2]).

Step 0: Consider the trivial tangle, \( T_0 \), in which the point \( v_{2i-1} \) is connected to \( v_{2i} \); see Figure 2.9. Clearly \( \psi(\text{Col}_p(T_0)) \) is the \( n \)-dimensional subspace of \( \mathbb{Z}_p^{2n} \) generated by \( e_{2i-1} + e_{2i} \) \((1 \leq i \leq n)\), and thus it is a pre-Lagrangian in

\(^{15}\)An \( n \)-rational tangle is an \( n \)-tangle having presentation so it is often called an \( n \)-bridge tangle.
$\mathbb{Z}^{2n-1}_p$ generated by $f_1, f_3, \ldots, f_{2n-1}$. In effect, $\hat{\psi}(\text{Col}^d_p(T_0))$ is the Lagrangian subspace of $\mathbb{Z}^{2n-2}_p$ generated by $f_1, f_3, \ldots, f_{2n-3}$.

Step 1: We show here that if $\hat{\psi}_T(\text{Col}^d_p(T))$ is a Lagrangian in $\mathbb{Z}^{2n-2}_p$ then $\hat{\psi}_T(\text{Col}^d_p(T'))$ is also a Lagrangian where $T'$ is a tangle obtained from $T$ by adding one crossing to it (without loss of generality we can assume that the crossing is between arcs from $v_{2n}$ and $v_{2n-1}$, see Figure 2.10; the relevant observation is that the rotation of the tangle by $\frac{2\pi}{2n}$ is an isometry, that is $\phi(f_i, f_j) = \phi(f_{i+1}, f_{j+1})$, where indices are taken modulo $2n$).

Moving from a coloring of the boundary of $T$ to the boundary of $T'$ induces
the linear map \( \tau : \mathbb{Z}_p^{2n} \to \mathbb{Z}_p^{2n} \) given by:
\[
\tau(e_{2n}) = 2e_{2n} + e_{2n-1}, \quad \tau(e_{2n-1}) = -e_{2n} \quad \text{and} \quad \tau(e_i) = e_i \quad \text{otherwise}.
\]
\( \tau \) sends an alternating sum to an alternating sum so it preserves the subspace \( \mathbb{Z}_p^{2n-1} \) on which the alternating form \( \phi \) is defined. In the basis \( f_1, f_2, ..., f_{2n-1} \) it is defined by:
\[
\tau(f_{2n-2}) = \tau(e_{2n-2} + e_{2n-1}) = e_{2n-2} - e_{2n} = f_{2n-2} - f_{2n-1}
\]
\[
\tau(f_{2n-1}) = \tau(e_{2n-1} + e_{2n}) = e_{2n} + e_{2n-1} = f_{2n-1}
\]
\[
\tau(f_{2n}) = \tau(e_{2n} + e_1) = 2e_{2n} + e_{2n-1} + e_1 = f_{2n} + f_{2n-1}
\]
\[
\tau(f_i) = \tau(f_i) \quad \text{otherwise}.
\]
In summary, we get \( \tau(f_i) = f_i - \phi(f_i, f_{2n-1})f_{2n-1} \). Such a linear map is called a symplectic transvection with respect to vector \( f_{2n-1} \) and denoted by \( \tau_{f_{2n-1}} \). Generally the transvection \( \tau_b(a) = a - \phi(a, b)b \) is an isometry with respect to the form \( \phi \) (for completeness here is the check):
\[
\phi(\tau_b(a_1), \tau_b(a_2)) = \phi(a_1 - \phi(a_1, b)b, a_1 - \phi(a_2, b)b) = \]
\[
\phi(a_1, a_2) - \phi(a_1, \phi(a_2, b)b) - \phi(\phi(a_1, b)b, a_2) = \phi(a_1, a_2).
\]
Notice that if we change the crossing in Figure 2.10 to its mirror image then \( \tau \) is replaced by \( \tau^{-1} \) with \( \tau^{-1}(f_i) = f_i + \phi(f_i, f_{2n-1})f_{2n-1} \).

For us it is important that transvection, as an isometry, is sending pre-Lagrangians to pre-Lagrangians and Lagrangians to Lagrangians.

**Step 2**

Consider a minimum (here right cup, see Figure 2.11).
Initially let us consider adding a right cup in general, without assuming that $\psi_T(\text{Col}_p(T))$ is a pre-Lagrangian in $\mathbb{Z}_p^{2n-1}$, (this may be useful in a less restricted setting of virtual or welded tangles).

Consider the linear space $V$ with a basis $\{e_1, ..., e_{2n}\}$ (corresponding to $\mathbb{Z}_p^{2n}$ and $\mathbb{Z}_p$ colorings of the boundary of a $n$-tangle) and consider the right cup of Figure 2.11. We analyze induced $\mathbb{Z}_p$-colorings of the boundary of a $(n-1)$-tangle in two steps:

(I) Let $F$ be a subspace of $V$:

1. We consider the subspace $F_1$ of $F$ defined by $F_1 = \{a = \sum_{i=1}^{2n} a_i \in F \mid a_{2n-1} = a_{2n}\}$. We have two cases for the dimension of $F_1$.

   (i) $\dim(F_1) = \dim(F)$. This is the case iff $F_1 \subset \text{span}\{e_1, ..., e_{2n-2}, f_{2n-1}\}$, where $f_{2n-1} = e_{2n-1} + e_{2n}$.

   (ii) $\dim(F_1) = \dim(F) - 1$. This is the case iff there is $a \in F$ such that $a_{2n-1} \neq a_{2n}$.

2. We consider the projection $p : V \rightarrow W = \text{span}\{e_1, ..., e_{2n-2}\}$ (here $p(e_{2n-1}) = p(e_{2n}) = 0$ and $p(e_i) = e_i$ for $1 \leq i \leq 2n-2$). Let $F_2 = p(F_1) \subset W$. We have two cases for the dimension of $F_2$:

   (i) $\dim(F_2) = \dim(F_1)$. This holds iff $f_{2n-1}$ is not in $F_1$.

   (ii) $\dim(F_2) = \dim(F_1) - 1$ iff $f_{2n-1} \in F_1$.

We show that both (1)(i) and (2)(i) cannot hold if $F$ is a pre-Lagrangian. Similarly (1)(ii) and (2)(ii) cannot hold for such an $F$.

If elements of $F$ satisfy the alternating condition ($a \in F \Rightarrow \sum_{i=1}^{2n} (-1)^i a_i = 0$), then (1) can be reformulated as:

(1)(i)’ $\dim(F_1) = \dim(F)$ iff $F_1 \subset \text{span}\{f_1, ..., f_{2n-3}, f_{2n-1}\}$,

(1)(ii)’ $\dim(F_1) = \dim(F) - 1$ iff there is $a \in F$ such that $a = f_{2n-2} + v$, $v \in \text{span}\{f_1, ..., f_{2n-3}, f_{2n-1}\}$.
Let $V'$ be the subspace of $V$ of elements satisfying the alternating condition, thus $V'$ is generated by $f_1, \ldots, f_{2n-1}$. Assume that $F$ is a pre-Lagrangian in $V'$. Then 1(i') and 2(i) cannot hold as in that case $F$ is not a pre-Lagrangian - it is not maximal: adding $f_{2n-1}$ still gives a totally degenerated space. Similarly, if 1(ii') and 2(ii) hold then $a \in F$ and $f_{2n-1} \in F$ but
\[ \phi(a, f_{2n-1}) = \phi(f_{2n-2}, f_{2n-1}) = 1, \]
so $F$ could not be a totally degenerate space.

Thus we proved that $F_2$ is $n - 1$ dimensional in $W$. It is also a totally degenerated space (as an embedding of $W'$ in $V'$ is an isometry: $W'$ is a subspace of $W$ satisfying the alternating condition, so it has a basis $f_1, \ldots, f_{2n-2}$). Thus $F_2$ is a pre-Lagrangian in $W'$. The proof of Theorem 2.6 is completed.

As we mentioned before, Theorem 2.7 follows from the result of Wajnryb that the symplectic group is generated by braid-like generators in which braid generators act as transvections [Wa-2]. In our situation it means that adding crossings to a tangle allows us to realize any symplectic map on the symplectic space $\mathbb{Z}_{2n-2}^2$ of boundary coloring. In particular any Lagrangian is an image of the Lagrangian $\text{span}\{f_1, f_3, \ldots, f_{2n-2}\}$ associated to the trivial n-tangle $T_0$.

On Figure 2.12 we have an example of a virtual 1-tangle $T'$ such that $\psi(\text{Col}_p(T')) = \mathbb{Z}_p^2$. Combining $n$ tangles $T'$ together we get a virtual $n$-tangle $T'^{(n)}$ with $n$ virtual crossings and $\psi(\text{Col}_p(T'^{(n)}) = \mathbb{Z}_p^{2n})$. Combining $T'$ tangles and trivial tangles we can get a virtual tangle $T$ with $\text{dim}(\psi(\text{Col}_p(T)))$ any number between $n$ and $2n$. Can we get dimension smaller from $n$? In particular, is there a virtual 2-tangle such that boundary coloring is always monochromatic?

Let me complete this presentation by mentioning two generalizations of the Fox $k$-colorings.
In the first generalization we consider any commutative ring with the identity in place of $\mathbb{Z}_k$. We construct $Col_R T$ in the same way as before with the relation at each crossing, Fig.2.1, having the form $c = 2a - b$ in $R$. The skew-symmetric form $\phi$ on $R^{2n-1}$, the symplectic form $\hat{\phi}$ on $R^{2n-2}$ and the homomorphisms $\psi$ and $\hat{\psi}$ are defined in the same manner as before. Theorem 2.4 generalizes as follows ([DJP]):

**Theorem 2.9** Let $R$ be a Principal Ideal Domain (PID) then, $\hat{\psi}(Col_R T/R)$ is a virtual Lagrangian submodule of $R^{2n-2}$ with the symplectic form $\hat{\phi}$. That is $\hat{\psi}(Col_R T/R)$ is a finite index submodule of a Lagrangian in $R^{2n-2}$.

The second generalization leads to racks and quandles [Joy, F-R] but we restrict our setting to the abelian case – Alexander-Burau-Fox colorings. An ABF-coloring uses colors from a ring, $R$, with an invertible element $t$ (e.g. $R = \mathbb{Z}[t^{\pm 1}]$). The relation in Fig.2.1 is modified to the relation $c = (1-t)a + tb$ in $R$ at each crossing of an oriented link diagram; see Fig. 2.13.

\[
\begin{align*}
\text{(1-t)}^{-1}a &+ t^{-1}c = b \\
(1-t)a + tb &\quad \text{c=(1-t)a+tb}
\end{align*}
\]

Fig. 2.13

The space $R^{2n-2}$ has a natural Hermitian structure [Sq], one can also find a symplectic structure and one can prove Theorem 2.7 in this setting [DJP].

3 Conclusion

I hope that our snapshot of knot theory will inspire you to consider ideas described in the last two days. I am sure you are already asking: what about other $n$-move conjectures? Why should we use only abelian groups? Can we use more general structures following the Fox approach? I wish you fruitful thoughts, and you can compare your ideas with that in my book, that has

17 The related approach was first outlined in the letter of J.W.Alexander to O.Veblen, 1919 [A-V]. Alexander was probably influenced by P.Heegaard dissertation, 1898, which he reviewed for the French translation [Heeg]. Burau was considering a braid representation but locally his relation was the same as that of Fox. According to J.Birman, Burau learned of the representation from Reidemeister or Artin [Ep], p.330.
been in preparation for over 20 years, and whose few chapters are available in arXiv [P-Book]. But here concisely:

(1) The oldest $n$-move conjecture is the Nakanishi 4-move conjecture: every knots can be reduced by 4-moves to the trivial knot. Formulated in 1979, it is still an open problem [Kir].

(2) One can look for an universal algebra (magma), $(X, \ast)$ where $\ast : X \times X \to X$ such that coloring of arcs of the diagram by elements of $X$ is consistent (Fig. 2.14) and is preserved by Reidemeister moves. For example the third Reidemeister move leads to right self-distributivity $(a \ast b) \ast c = (a \ast c) \ast (b \ast c)$, Fig. 2.14. This leads to keis, racks, quandles, and shelves as was explained in Scott Carter talk [Ca]. The simplest example is $\mathbb{Z}_p$ with $a \ast b = 2b - a$.

Fig. 2.14; coloring a crossing by elements of $X$ and the third Reidemeister move
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