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Abstract. Given a manifold $M$ with a submanifold $N$, the deformation space $\mathcal{D}(M,N)$ is a manifold with a submersion to $\mathbb{R}$ whose zero fiber is the normal bundle $\nu(M,N)$, and all other fibers are equal to $M$. This article uses deformation spaces to study the local behavior of various geometric structures associated with singular foliations, with $N$ a submanifold transverse to the foliation. New examples include $L_\infty$-algebroids, Courant algebroids, and Lie bialgebroids. In each case, we obtain a normal form theorem around $N$, in terms of a model structure over $\nu(M,N)$.

1. Introduction

This article studies the local behavior of various types of geometric structures associated with singular foliations. While much is known about this problem e.g. for Poisson manifolds and Lie algebroids, this paper develops new methods to handle more elaborate situations, including $L_\infty$-algebroids, Courant algebroids and Lie bialgebroids.

Given a submanifold transverse to the singular foliation, we will prove normal form theorems identifying the given geometric structure around the submanifold with its linear approximation on the normal bundle. These results imply local splitting theorems: Given a leaf $S \subseteq M$ of the foliation and a point $m \in S$, any ‘small’ transversal of complementary dimension passing through $m$ inherits a ‘transverse structure’ for which $m$ is a critical point (in the sense that the transverse structure has $\{m\}$ as a leaf), and the given geometric structure is locally a direct product of the transverse structure and a ‘trivial’ structure along the leaf. More concretely:

- Any $L_\infty$-algebroid is locally $L_\infty$-isomorphic, near $m \in M$, to a direct product of the tangent bundle $TS$ to the leaf through $m$ and a ‘transverse’ $L_\infty$-algebroid having $m$ as a critical point.
- Any Courant algebroid is locally isomorphic, near $m \in M$, to a direct product of the standard Courant algebroid $TS \oplus T^*S$ over the leaf through $m$ and a ‘transverse’ Courant algebroid having $m$ as a critical point.
- Any Lie bialgebroid is locally isomorphic, near $m \in M$, to a direct product of the standard Lie bialgebroid associated with the symplectic structure on the leaf through $m$ and a ‘transverse’ Lie bialgebroid having $m$ as a critical point.

In full generality, our normal form theorems extend these results to neighborhoods of arbitrary transversals. Our techniques also give new proofs of previously known results of similar nature e.g. for Poisson manifolds [14, 52] and Lie algebroids [5, 11, 12, 54], and we expect that they apply to many other settings such as Jacobi manifolds, Nijenhuis structures, and so on.

To describe our method in more detail, let $\mathcal{S}$ denote the geometric structure of interest, determining a singular foliation of the given manifold $M$. Let $N \subseteq M$ be a submanifold
transverse to the foliation. We start by defining a linear approximation to $\mathcal{S}$ along $N$, which is a structure $\nu(\mathcal{S})$ over the normal bundle $\nu(M, N)$. The desired result is an isomorphism $\tilde{\psi}: \nu(\mathcal{S}) \rightarrow \mathcal{S}$ covering a tubular neighborhood embedding $\psi: \nu(M, N) \rightarrow M$. To prove such a result, our strategy is to construct an interpolating family between the geometric structure $\mathcal{S}$ and its linear approximation $\nu(\mathcal{S})$, and then to show that all the members of the family are isomorphic.

The main ingredient to make precise the idea of an interpolating family is the deformation space $\mathcal{D}(M, N)$ [25]. Recall that this is a manifold with a surjective submersion $\pi: \mathcal{D}(M, N) \rightarrow \mathbb{R}$, with fibers $\pi^{-1}(t) = \{ M_t \neq 0, \nu(M, N) = 0 \}$.

To visualize the deformation space, one may think of the directions normal to $N$ as being ‘magnified’ when $t \rightarrow 0$. An important observation is that for the cases at hand, there is a natural lift $\mathcal{D}(\mathcal{S}) \rightarrow \mathcal{D}(M, N)$ of the geometric structure $\mathcal{S}$ on $M$ to the deformation space, in such a way that its pullback to the fibers $\pi^{-1}(t)$ are given by

$$\mathcal{D}(\mathcal{S})|_{\pi^{-1}(t)} = \begin{cases} \mathcal{S} & t \neq 0, \\ \nu(\mathcal{S}) & t = 0. \end{cases}$$

The key step towards the normal form result is to produce an Ehresmann connection on this family of structures, given by an infinitesimal automorphism of $\mathcal{D}(\mathcal{S})$ ‘lifting’ the coordinate vector field on $\mathbb{R}$. The desired isomorphism between the fibres of $\mathcal{D}(\mathcal{S})|_{\pi^{-1}(t)}$ is then given by the parallel transport of this connection. We will construct these connections by means of Euler-like sections of $\mathcal{S}$, which are lifts of Euler-like vector fields on $M$ with respect to $N$ (that is, complete vector fields vanishing along $N$ and with linear approximation the Euler vector field on $\nu(M, N)$).

Our approach in this paper was inspired by the work of Haj Saeedi Sadegh and Higson [21], who explained the geometric significance of the fundamental lemma in [5] asserting that germs of Euler-like vector fields along $N$ are in 1-1 correspondence with germs of tubular neighborhood embeddings $\psi: \nu(M, N) \rightarrow M$. Viewing the deformation space as an interpolating family between $M$ and the normal bundle of $N$, Haj Saeedi Sadegh and Higson found that every Euler-like vector field along $N$ canonically determines a vector field $W$ on the deformation space. This vector field $W$ lifts the coordinate vector field on $\mathbb{R}$, and its flow induces the corresponding tubular neighbourhood embedding. The main insight of the present paper is that this picture generalizes to a powerful method to prove linearization results for a wide class of geometric structures, including those treated in [5], but going much further.

It is interesting to ask for the most general framework in which our methods are applicable. For example, one might anticipate a general unifying normal form result around transversals in graded geometry or higher stacks with shifted symplectic forms.

The paper is organized as follows. Section 2 reviews deformation spaces, Euler-like vector fields, and tubular neighborhood embeddings. As an application, we prove a normal form theorem for singular foliations, which generalizes an integrability result of Hermann. In Section 3, we use the deformation space approach to prove a general splitting theorem for anchored vector bundles and Lie algebroids – this recovers results obtained in [5], but the new viewpoint
is needed to set the stage for the more complicated structures treated in the subsequent sections. Section 4 generalizes the results for Lie algebroids to $L_\infty$-algebroids. In Section 5 we prove a normal form theorem for Courant algebroids, as well as for Dirac structures therein. Section 6 discusses the local structure of Courant algebroids and linear approximations in transverse directions. Finally, Section 7 is concerned with a normal form theorem for Lie bialgebroids. Appendix A gives coordinate descriptions of deformation spaces, and in Appendix B we prove a Moser lemma for Lie bialgebroids (needed in Section 7).
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2. Euler-like vector fields

This section reviews the relationship between Euler-like vector fields and tubular neighborhood embeddings, which is our main tool to prove splitting theorems. We will mostly follow [5, Sec. 2], but with a different viewpoint based on deformation spaces from [21].

2.1. Conventions. We regard vector fields $X \in \mathfrak{x}(M)$ as derivations $f \mapsto \mathcal{L}_X f \equiv X(f)$ of the algebra $C^\infty(M)$. We denote by $\varphi_s^X$, $s \in \mathbb{R}$ the (local) flow, with the sign convention $\mathcal{L}_X = \frac{d}{ds}|_{s=0}(\varphi_s^X)^*\sigma$ as operators on functions. For example, the flow of $X = \frac{\partial}{\partial t}$ on $\mathbb{R}$ is given by $\varphi_s^X(t) = t - s$. Given a vector bundle $E \to M$, we denote by $\text{aut}_{VB}(E)$ the infinitesimal vector bundle automorphisms, consisting of vector fields $\tilde{X} \in \mathfrak{x}(E)$ whose (local) flow is by vector bundle automorphisms. By [18], these are exactly the vector fields homogeneous of degree 0 under the scalar multiplication. As a consequence of the homogeneity, the domain of definition of $\varphi_s^\tilde{X}$ for a given $s$ is simply the domain of definition of $\varphi_s^X$, where $X$ is the restriction of $\tilde{X}$ to the zero section. In particular, $\tilde{X}$ is complete if and only if $X$ is complete.

A vector bundle automorphism $\tilde{\varphi}$ of $E$, covering $\varphi : M \to M$, acts on the space of sections $\Gamma(E)$ by $\tilde{\varphi} \cdot \sigma = \tilde{\varphi} \circ \sigma \circ \varphi^{-1}$. We can use this action to see that infinitesimal automorphisms $\tilde{X} \in \text{aut}_{VB}(E)$ are equivalently expressed as linear operators $D$ on $\Gamma(E)$ for which there exists $X \in \mathfrak{x}(M)$ with

\begin{equation}
D(f\sigma) = f D(\sigma) + (\mathcal{L}_X f) \sigma,
\end{equation}

for all $\sigma \in \Gamma(E)$ and $f \in C^\infty(M)$; here $X$, called the symbol of $D$, is uniquely determined (as the restriction of the corresponding $\tilde{X} \in \text{aut}_{VB}(E)$ to the zero section). The relation between $\tilde{X}$ and $D$ is $D(\sigma) = \frac{d}{ds}|_{s=0}\varphi_s^\tilde{X} \cdot \sigma$.

2.2. Deformation spaces. In the $C^\infty$-category, the deformation space of a manifold $M$ with respect to a submanifold $N$ (also called the deformation to the normal cone) was introduced by Hilsum-Skandalis in [25, Section 3.1], as a generalization of Connes’ tangent groupoid [9]. The analogous construction in algebraic geometry goes back to work by MacPherson and Verdier in the 1970s; see the historical comments in [15, Chapter 4]. Other references for the material in this section include [21, 24, 27, 53].
For any pair \((M,N)\) consisting of a manifold \(M\) and a submanifold \(i: N \hookrightarrow M\), let \(\nu(M,N) = TM|_N/TN\) be the normal bundle:

\[
\begin{array}{ccc}
\nu(M,N) & \xrightarrow{\rho} & N \xrightarrow{i} M \\
\end{array}
\]

We denote by \(\mathcal{E} \in \mathfrak{X}(\nu(M,N))\) the Euler vector field on \(\nu(M,N)\), characterized as the unique vector field such that \(L_\mathcal{E} f = f\) for all linear functions \(f \in C^\infty(\nu(M,N))\).

The deformation space for \((M,N)\) is a manifold \(\mathcal{D}(M,N)\), with a decomposition into two submanifolds:

\[
\mathcal{D}(M,N) = \nu(M,N) \sqcup (M \times \mathbb{R}^\times).
\]

The manifold structure on \(\mathcal{D}(M,N)\) is uniquely determined by the following properties:

(i) The map

\[
\pi: \mathcal{D}(M,N) \to \mathbb{R},
\]

given by the constant map to 0 on \(\nu(M,N)\) and by \((m,t) \mapsto t\) on \(M \times \mathbb{R}^\times\), is a smooth submersion.

(ii) The map

\[
\kappa: \mathcal{D}(M,N) \to M,
\]

given on \(M \times \mathbb{R}^\times\) by \((m,t) \mapsto m\) and on \(\nu(M,N)\) by \(i \circ p\), is smooth.

(iii) For any function \(f \in C^\infty(M)\) with \(f|_N = 0\), the function \(\tilde{f}: \mathcal{D}(M,N) \to \mathbb{R}\), given on \(M \times \mathbb{R}^\times\) by \((m,t) \mapsto \frac{1}{t} f(m)\) and on \(\nu(M,N)\) by \((v \mod TN) \mapsto v(f)\), is smooth.

Intuitively, one may think of the fibers \(\pi^{-1}(t) \cong M\) for \(t \neq 0\) as being ‘stretched in directions normal to \(N\)’ as \(t \to 0\), so that the fiber over 0 is the normal bundle itself. By abuse of notation, we will denote the map \(\pi\), regarded as an element of \(C^\infty(\mathcal{D}(M,N))\), simply by ‘\(t\)’. The algebra of smooth functions of \(\mathcal{D}(M,N)\) is generated by this function \(t\), together with functions of the form \(\kappa^* f\) for \(f \in C^\infty(M)\) and functions \(\tilde{f}\) for \(f|_N = 0\). One can use these three types of functions to define local coordinates on the deformation space; see Appendix A. We will use the notation

\[
\begin{array}{ccc}
j_t: \pi^{-1}(t) & \to \mathcal{D}(M,N) \\
\end{array}
\]

for the inclusions of the fibers of \(\pi\); for \(t \neq 0\) this may be viewed as an inclusion of \(M\). For \(t = 0\) we will write

\[
j = j_0: \nu(M,N) \to \mathcal{D}(M,N).
\]

We list some properties of the deformation space, which are easily verified using the definition, or using local coordinates (see Appendix A):

(a) For any morphism \(\varphi: (M_1,N_1) \to (M_2,N_2)\) (that is, a smooth map \(\varphi: M_1 \to M_2\) taking \(N_1\) into \(N_2\)) the map \(\varphi \times \text{id}: M_1 \times \mathbb{R}^\times \to M_2 \times \mathbb{R}^\times\) extends to a smooth map

\[
\mathcal{D}(\varphi): \mathcal{D}(M_1,N_1) \to \mathcal{D}(M_2,N_2).
\]

Its restriction to the zero fiber is the natural map \(\nu(\varphi): \nu(M_1,N_1) \to \nu(M_2,N_2)\).
(b) For a vector bundle \( V \to N \), the map \( V \times \mathbb{R}^\times \to V \times \mathbb{R} \), \((v,t) \mapsto (\frac{1}{t}v,t)\), extends to a global diffeomorphism
\[
\mathcal{D}(V,N) \to V \times \mathbb{R}.
\]

Its restriction to the zero fiber is the standard identification \( \nu(V,N) \to V \).

(c) There is a unique vector field \( \Theta \in \mathfrak{X}(\mathcal{D}(M,N)) \) such that
\[
\mathcal{L}_{\Theta} t = t, \; \mathcal{L}_{\Theta} \kappa^* f = 0, \; \mathcal{L}_{\Theta} \tilde{f} = -\tilde{f} \quad (\text{for } f|_N = 0).
\]

This vector field is vertical for the submersion \( \pi \); its restriction to the zero fiber is the equivalence class \([Y]|_N \in \Gamma(\nu(M,N))\), regarded as a fiberwise constant vector field on \( \nu(M,N) \), while the restriction to \( \pi^{-1}(t) = M \) for \( t \neq 0 \) is \( tY \).

(d) Every vector field \( Y \in \mathfrak{X}(M) \) determines a vector field \( \tilde{Y} \) on \( \mathcal{D}(M,N) \) with the properties
\[
\mathcal{L}_{\tilde{Y}} t = 0, \; \mathcal{L}_{\tilde{Y}} \kappa^* f = t\kappa^*(\mathcal{L}_Y f), \; \mathcal{L}_{\tilde{Y}} \tilde{f} = \kappa^* \mathcal{L}_Y f \quad (\text{for } f|_N = 0).
\]

This vector field is vertical for the submersion \( \pi \); its restriction to the zero fiber is the equivalence class \([Y]|_N \in \Gamma(\nu(M,N))\), regarded as a fiberwise constant vector field on \( \nu(M,N) \), while the restriction to \( \pi^{-1}(t) = M \) for \( t \neq 0 \) is \( tY \).

(e) If \( Y \in \mathfrak{X}(M) \) is tangent to \( N \), then the vector field in (d) vanishes along the zero fiber, and hence is divisible by \( t \). The vector field \( \mathcal{D}(Y) = t^{-1}\tilde{Y} \in \mathfrak{X}(\mathcal{D}(M,N)) \) is characterized by
\[
\mathcal{L}_{\mathcal{D}(Y)} t = 0, \; \mathcal{L}_{\mathcal{D}(Y)} \kappa^* f = \kappa^* \mathcal{L}_Y f, \; \mathcal{L}_{\mathcal{D}(Y)} \tilde{f} = \tilde{\mathcal{L}}_Y f \quad (\text{for } f|_N = 0).
\]

Its restriction to the zero fiber is the linear approximation \( \nu(Y) \), while the restriction to \( M \times \mathbb{R}^\times \) is simply \( Y \times 0 \). (Equivalently, \( \nu(Y) \) is obtained by applying the normal bundle functor to \( Y: (M,N) \to (TM,TN) \), see [5, Sec. 2.2].)

(f) If a differential form \( \alpha \in \Omega^k(M) \) vanishes along \( N \), then \( \frac{1}{t}\alpha \in \Omega^k(M \times \mathbb{R}^\times) \) extends smoothly to a form \( \mathcal{D}(\alpha) \in \Omega^k(\mathcal{D}(M,N)) \) (see Appendix A). Its restriction to the zero fiber is a linear \( k \)-form on \( \nu(M,N) \), the linear approximation \( \nu(\alpha) \) of \( \alpha \). For \( k = 0 \), i.e., \( \alpha = f \in C^\infty(M) \), we have \( \mathcal{D}(f) = \tilde{f} \).

2.3. Tubular neighborhood embeddings. We define a tubular neighborhood embedding for the pair \( (M,N) \) to be an embedding
\[
(5) \quad \psi: \nu(M,N) \to M,
\]

taking the zero section of the normal bundle to \( N \subseteq M \), and such that the induced map \( \nu(\psi) \) is the canonical identification \( \nu(V,N) \cong V \) for the vector bundle \( V = \nu(M,N) \). A vector field \( X \in \mathfrak{X}(M) \) is called Euler-like for \( (M,N) \) if it is complete, and
\[
(6) \quad X|_N = 0, \; \nu(X) = \mathcal{E}.
\]

The conditions (6) are equivalent to the requirement that if \( f \in C^\infty(M) \) vanishes along \( N \), then \( \mathcal{L}_{\nu(X)} f - f \) vanishes to second order along \( N \). (The linearized version of this condition says that \( \mathcal{L}_{\nu(X)} \) acts as the identity on linear functions on the normal bundle, which identifies \( \nu(X) \) with the Euler vector field.) Note that an incomplete vector field with the properties (6) can be made complete, by multiplying with a function supported on a suitable open neighborhood of \( N \), and equal to 1 near \( N \) (see [5, Rem. 2.9]). A tubular neighborhood embedding (5)
Proof of Theorem 2.1. An Euler-like vector field $X$ for $(M,N)$ determines a unique tubular neighborhood embedding $\psi: \nu(M,N) \to M$ with the property $E \sim_\psi X$.

The proof in [5] is rather short, but its geometry was further clarified in [21], using the deformation space. We will review the viewpoint from [21], since it provides an appropriate framework for the applications to more complicated settings, and since we would like to elaborate on some aspects.

Lemma 2.2. [21] If $X$ is Euler-like, then the vector field $\frac{\partial}{\partial t} + \frac{1}{t}X$ on $M \times \mathbb{R}^\times$ extends to a vector field $W \in \mathfrak{X}(\mathcal{D}(M,N))$.

Proof. Since $E = \nu(X) \sim_j \mathcal{D}(X)$ while $-E \sim_\Theta \mathcal{D}(X)+\Theta$ vanishes along the hypersurface $\pi^{-1}(0)$, and is hence divisible by $t$. The vector field $W = \frac{1}{t}(\mathcal{D}(X)+\Theta)$ has the desired property. \hfill \Box

See Appendix A for a coordinate description of $W$. We will denote the (local) flow of $W$ by $\varphi_s = \varphi_s^W$.

Lemma 2.3. For all $Y \in \mathfrak{X}(M)$, the vector field $Y + [X,Y]$ is tangent to $N$, and

$$\tag{7} [W,\tilde{Y}] = \mathcal{D}(Y + [X,Y]).$$

If $Y$ is tangent to $N$, then

$$\tag{8} [W,\mathcal{D}(Y)] = \frac{1}{t}\mathcal{D}([X,Y]).$$

Proof. If $f \in C^\infty(M)$ vanishes on $N$, then so does $\mathcal{L}_Y [X,Y]f = \mathcal{L}_Y (f - \mathcal{L}_X f) + \mathcal{L}_X \mathcal{L}_Y f$, since $f - \mathcal{L}_X f$ vanishes to second order on $N$ and $X|_N = 0$. Hence $Y + [X,Y]$ is tangent to $N$. The two commutation relations are evident on $M \times \mathbb{R}^\times$, hence by continuity they hold everywhere on $\mathcal{D}(M,N)$. \hfill \Box

Lemma 2.4. Given $x \in \nu(M,N) \subseteq \mathcal{D}(M,N)$, the integral curve $\varphi_s(x)$ of $W$ is defined for all $s \in \mathbb{R}$.

Proof. We will show that $\varphi_s(x)$ is defined for all $s > 0$ (the proof for $s < 0$ is similar). Since $W \sim_\varphi \frac{\partial}{\partial t}$, the map $\pi$ intertwines the flow of $W$ with the translation flow $t \mapsto t - s$ on $\mathbb{R}$. Hence, $\varphi_s(x) \in M \times \mathbb{R}_{<0}$ for $s > 0$ sufficiently small. It therefore suffices to show that the solution curves of points $(m,t) \in M \times \mathbb{R}_{<0} \subseteq \mathcal{D}(M,N)$ are defined for all $s > 0$. But on $M \times \mathbb{R}^\times$, the vector field $W$ is given by $\frac{1}{t}X + \frac{\partial}{\partial t}$, hence we can describe its (local) flow in terms of the flow $\varphi^X_s$ of $X$:

$$\tag{9} \varphi_s(m,t) = (\varphi_{\log(1-t)}^X)(m), \quad t - s$$

for $-\infty < \frac{s}{t} < 1$. In particular, if $t < 0$ this is defined for all $s > 0$. \hfill \Box

Proof of Theorem 2.1. For all $s \in \mathbb{R}$, let $\mathcal{D}(M,N)_s \subseteq \mathcal{D}(M,N)$ be the domain of $\varphi_s$. By the lemma, this is an open neighborhood of $\nu(M,N)$ for all $s$. Hence we obtain a well-defined embedding, for any given $s \neq 0$, by the composition

$$\tag{10} \nu(M,N) \xrightarrow{\iota} \mathcal{D}(M,N)_s \xrightarrow{\varphi_s} \mathcal{D}(M,N) \xrightarrow{\kappa} M.$$
Equivalently, this map is the restriction of \( \varphi_s \) to a map from \( \pi^{-1}(0) = \nu(M,N) \) to \( \pi^{-1}(-s) = M \). Since \([W, D(X)] = 0\), the map (10) intertwines the restrictions of \( D(X) \) to \( \nu(M,N) \) and to \( M \); it therefore takes \( E \) to \( X \).

Since \( W \) restricts to the vector field \( \frac{\partial}{\partial t} \) along \( N \times \mathbb{R} \subseteq D(M,N) \), the map (10) restricts to the identity map on \( N \). To find the induced map on normal bundles, consider a section of \( \nu(M,N) \equiv \nu(M,N,N) \) represented as \([Y]_N\) for some vector field \( Y \in \mathfrak{X}(M) \). Recall that the vector field \( \tilde{Y} \in \mathfrak{X}(D(M,N)) \) is given by \( tY \) on \( M \times \mathbb{R} \), and by \([Y]_N\) (as a fiberwise constant vector field) on \( \pi^{-1}(0) = \nu(M,N) \). Equation (7) shows that the flow \( \varphi_s \) of \( W \) preserves \( \tilde{Y} \) modulo vector fields that are tangent to \( N \times \mathbb{R} \). Hence, the map on normal bundles induced by (10) is \( v \mapsto -sv \), and so is the identity map for \( s = -1 \). We conclude that the map (10) with \( s = -1 \),

\[
\psi = \kappa \circ \varphi_{-1} \circ j,
\]

is the desired tubular neighborhood embedding. \( \square \)

Remark 2.5. Note that the image \( U = \psi(\nu(M,N)) \) of the tubular neighborhood embedding \( \psi \) is simply the attracting set of \( N \):

\[
U = \{ m \in M | \lim_{s \to \infty} \varphi_s^X(m) \in N \}.
\]

The map \( D(\psi): \nu(M,N) \times \mathbb{R} \equiv D(\nu(M,N),N) \to D(U,N) \) takes \( \frac{\partial}{\partial t} \) to \( W \); in particular, the restriction of \( W \) to \( D(U,N) \subseteq D(M,N) \) is complete.

Remark 2.6. In [5, Sec. 2], we chose an ‘initial’ tubular neighborhood embedding to reduce to the case that \( M \) is a vector bundle \( V \to N \), with \( N \) its zero section. In terms of the identification \( D(V,N) \cong V \), the vector field \( W \) may then be regarded as a time dependent vector field on \( V \). This is exactly the vector field used in [5, Lemma 2.4].

We also note the following property of \( \psi \). Let \( m_t \) denote scalar multiplication by \( t \) on \( \nu(M,N) \).

Lemma 2.7. For all \( t \in \mathbb{R} \),

\[
\psi \circ m_t = \kappa \circ \varphi_{-t} \circ j.
\]

Proof. It suffices to prove this for \( t = a \neq 0 \). Since \( W \) is homogeneous of degree \(-1\) relative to the \( \mathbb{R}^\times \)-action on the deformation space (see (c) in Section 2.2), its flow satisfies \( \varphi_{as}(a \cdot x) = a \cdot \varphi_s(x) \). Hence \( \kappa(\varphi_s(j(m_a(v)))) = \kappa(\varphi_s(a^{-1} \cdot j(v))) = \kappa(a^{-1} \cdot \varphi_{as}(j(v))) = \kappa(\varphi_{as}(j(v))) \). Now put \( s = -1 \). \( \square \)

2.4. The splitting theorem for singular foliations. We now illustrate these techniques with an application to the theory of singular foliations. Rather than following the Stefan-Sussmann approach [45, 46], we will take the viewpoint of Androulidakis-Skandalis [1] (see also Hermann [22]), and consider a singular foliation on \( M \) to be a \( C^\infty(M) \)-submodule \( \mathcal{J} \subseteq \mathfrak{X}(M) \) such that

(a) \( \mathcal{J} \) is local: If a vector field \( X \in \mathfrak{X}(M) \) has the property that for all \( m \in M \), there exists an element of \( \mathcal{J} \) equal to \( X \) near \( m \), then \( X \in \mathcal{J} \).

(b) \( \mathcal{J} \) is locally finitely generated: On some neighborhood of any given \( m \in M \), it is spanned by finitely many vector fields in \( \mathcal{J} \).
(c) $\mathcal{J}$ is involutive: $[\mathcal{J}, \mathcal{J}] \subseteq \mathcal{J}$.

Note that [1] considers $C^\infty(M)$-modules of compactly supported vector fields on $M$; the equivalence to the definition given above is explained in [2] and [51, Chapter 2].

A smooth map $\varphi: N \to M$ is transverse to $\mathcal{J}$ if for all $n \in N$, the range of $T_n\varphi$ together with $\{Y_{\varphi(n)}, Y \in \mathcal{J}\}$ spans the entire tangent space $T_{\varphi(n)}M$. In this case, a singular foliation $\varphi^*\mathcal{J} \subseteq \mathcal{X}(N)$ is defined as the set of all $Y \in \mathcal{X}(N)$ with the property that $T\varphi(Y)$ (as a section of the pull-back bundle $\varphi^*TM$) can be written as a locally finite sum $\sum_i h_i X_i$, with $h_i \in C^\infty(N)$ and $X_i \in \mathcal{J}$. See [1, Definition 1.9].

If $N$ is a submanifold of $M$ transverse to $\mathcal{J}$, with $i: N \to M$ the inclusion, then $i^*\mathcal{J}$ is simply the set of all $X|_N$ such that $X \in \mathcal{J}$ is tangent to $N$. Letting $p: \nu(M, N) \to N$ be the projection as in (2), we may regard the foliation

$$\nu(\mathcal{J}) = p^* i^* \mathcal{J}$$

of $\nu(M, N)$ as the linear approximation for the foliation $\mathcal{J}$ around $N$.

**Theorem 2.8** (Splitting theorem for singular foliations). Let $\mathcal{J}$ be a singular foliation on $M$, and let $N \subseteq M$ be a submanifold transverse to $\mathcal{J}$. Then there exists a tubular neighborhood embedding $\psi: \nu(M, N) \to M$ such that $\psi^* \mathcal{J} = \nu(\mathcal{J})$. Given a proper action of a Lie group $G$ on $M$, preserving the foliation and the transverse submanifold $N$, one can take the tubular neighborhood embedding to be $G$-invariant.

**Proof.** We first show that the $C^\infty(M)$-submodule $\mathcal{J}$ contains an Euler-like vector field $X$. Let $r = \dim M - \dim N$. Transversality implies that for all $m \in N$, there is an open neighborhood $V \subseteq M$ and vector fields $Y_1, \ldots, Y_r \in \mathcal{J}|_V$, spanning an $r$-dimensional subbundle $K \subseteq TM|_V$, such that $TM|_{N \cap V} = K|_{N \cap V} \oplus T\mathcal{N}|_{N \cap V}$. By [5, Lemma 3.9], there exists a section of $K$ which vanishes along $N$ and is Euler-like. Since such a section is a $C^\infty(V)$-linear combination of the $Y_j$, it lies in $\mathcal{J}|_V$. This shows how to construct Euler-like vector fields $X|_V \in \mathcal{J}|_V$ locally; using a partition of unity we may patch the local definitions to a global Euler-like vector field, $X \in \mathcal{J}$. Given a $G$-action preserving all the data, one can produce a $G$-invariant $X \in \mathcal{J}$, by averaging over slices for the action.

The vector fields $\Theta$ and $D(X)$ on the deformation space $D(M, N)$ lie in $\kappa^i \mathcal{J}$, since $\Theta \sim_\kappa 0$ and $D(X) \sim_\kappa X$. Hence, the vector field $W = t^{-1} (\Theta + D(X))$ also lies in $\kappa^i \mathcal{J}$, which implies that its flow $\varphi_s$ on $D(U, N) \subseteq D(M, N)$ (where $W$ is complete) preserves the foliation [1, Prop. 1.6] (see also [16]). Each of the maps

$$\nu(M, N) \xrightarrow{\jmath} D(U, N) \xrightarrow{\varphi_s^{-1}} D(U, N) \xrightarrow{\kappa^-} U$$

is foliation preserving; hence, so is their composition $\psi$. \hfill \Box

**Remark 2.9.** A leaf of a singular foliation $\mathcal{J}$ is a maximal connected submanifold $S \subseteq M$ with the property that the vector fields in $\mathcal{J}$ are all tangent to $S$, and span all of $TS$. Given $m \in M$, and letting $N$ be a submanifold through $m$ with $T_m N$ a complement to the span of $X_m$, $X \in \mathcal{J}$, we have that $\{m\}$ is a leaf of $\nu(\mathcal{J}) = i^* \mathcal{J}$, and so the fiber $\nu(M, N)_m$ is a leaf of $p^* i^* \mathcal{J}$. Hence, we recover Hermann’s theorem [22, Theorem 2.2] that every point of $M$ is contained in a (unique) leaf. We also obtain a $G$-equivariant version of this result (for point $m$ fixed under the $G$-action); note that the traditional proofs of Hermann’s theorem, by inductively building local normal forms, do not lend themselves to averaging under $G$-actions.
3. The splitting theorem for anchored vector bundles

In this section, we revisit the splitting theorem for involutive anchored vector bundles [5, Theorem 3.13], reformulating its proof in terms of deformation spaces. This will lay the groundwork for the more complicated cases of $L_∞$-algebroids and Courant algebroids, to be discussed in the subsequent sections.

An anchored vector bundle is a vector bundle $E \to M$ together with a bundle map $a: E \to TM$ covering the identity map on $M$, called the anchor. We denote by $\text{aut}_{AV}(E)$ the infinitesimal vector bundle automorphisms preserving $a$; in terms of the associated linear operator $D$ on $\Gamma(E)$ (cf. Section 2.1), the compatibility with the anchor is expressed by the condition

$$[X, a(\tau)] = a(D\tau),$$

where $X$ is the symbol of $D$.

The anchored vector bundle $E$ is called involutive if the image of its space of sections under the anchor map is a Lie subalgebra $J = a(\Gamma(E)) \subseteq \mathfrak{X}(M)$. It follows that it determines a singular foliation on $M$ (see Section 2.4). As shown in [5, 28], the involutivity condition is equivalent to the existence of a skew-symmetric bracket $[\cdot, \cdot]$ on $\Gamma(E)$, with the property that for all $\sigma \in \Gamma(E)$, the operator $[\sigma, \cdot]$ satisfies the Leibniz rule

$$[\sigma, f\tau] = f[\sigma, \tau] + (L_{a(\sigma)}f)\tau,$$

as well as

$$a([\sigma, \tau]) = [a(\sigma), a(\tau)].$$

In fact, one may take $[\sigma, \tau] = \nabla_\sigma \tau - \nabla_\tau \sigma$ where $\nabla$ is a torsion-free $a$-connection (for details, see [5, Proposition 3.17]). The infinitesimal automorphism defined by $D = [\sigma, \cdot]$, lifting the vector field $a(\sigma)$, will be denoted by

$$\bar{a}(\sigma) \in \text{aut}_{AV}(E).$$

Remark 3.1. The structure of an anchored vector bundle, with a skew-symmetric bracket satisfying the Leibniz rule but not necessarily the Jacobi identity, is referred to in the literature as a pre-Lie algebroid [19] or almost Lie algebroid [17, 20]. In general, the flow of $\bar{a}(\sigma) \in \text{aut}_{AV}(E)$ need not preserve the bracket $[\cdot, \cdot]$. However, if $[\cdot, \cdot]$ also satisfies the Jacobi identity, so that $E$ with these structures is a Lie algebroid, then $D = [\sigma, \cdot]$ is a derivation of the bracket, and hence

$$\bar{a}(\sigma) \in \text{aut}_{L}(E),$$

where $\text{aut}_{L}(E)$ are the infinitesimal Lie algebroid automorphisms. Hence, in this case the flow of $\bar{a}(\sigma)$ does preserve the bracket.

For the remainder of this section, we let $E$ be an involutive anchored vector bundle, and fix a bracket $[\cdot, \cdot]$ on $\Gamma(E)$ as above. If $i: N \hookrightarrow M$ is a submanifold such that $a^{-1}(TN)$ is a submanifold (e.g., if $a$ is transverse to $N$), then the pull-back $i^*E = a^{-1}(TN)$ is an anchored subbundle of $E$. The usual argument for Lie algebroids shows that $i^*E$ inherits a bracket, in such a way that $[\sigma|_N, \tau|_N] = [\sigma, \tau]|_N$ for all sections such that $a(\sigma), a(\tau)$ is tangent to $N$. In particular, $i^*E$ is again involutive.
More generally, given a smooth map \( \varphi: N \to M \) transverse to the anchor \( a \), one defines the pull-back \( \varphi^! E \to N \) as the pull-back of \( E \times TN \) under inclusion of the graph, \( N \cong \text{Gr}(\varphi) \subseteq M \times N \). Thus, \( \varphi^! E \) is the fiber product

\[
\begin{array}{ccc}
\varphi^! E & \xrightarrow{\varphi^!} & E \\
\downarrow & & \downarrow \text{a} \\
TN & \xrightarrow{T\varphi} & TM,
\end{array}
\]

where the left vertical map becomes the anchor of \( \varphi^! E \) (we keep denoting it by \( a \)), and where the natural map \( \varphi^! \) defines a morphism of anchored vector bundles covering the map \( \varphi \). The space of sections of \( \varphi^! E \) inherits a bracket from the bracket on \( \Gamma(E \times TN) \). In particular, \( \varphi^! E \) is again involutive. (When \( E \) is a Lie algebroid, this is the usual construction of a pull-back Lie algebroid due to Higgins-Mackenzie [23], and \( \varphi^! \) is then a morphism of Lie algebroids.) If \( \varphi \) is the projection from a product \( N = M \times Q \) to the first factor, we obtain \( \varphi^! E = E \times TQ \); this locally describes the pull-back in the case of a submersion. The following notation will be convenient.

**Definition 3.2.** Given a section \( \sigma \in \Gamma(E) \), together with a vector field \( Z \) on \( N \) satisfying \( Z \sim_{a} \sigma(a(\sigma)) \), we denote by

\[ \sigma \times_{\varphi} Z \in \Gamma(\varphi^! E) \]

the section given by restriction of \( \sigma \times Z \in \Gamma(E \times TN) \) to \( \text{Gr}(\varphi) \).

Observe that \( a(\sigma \times_{\varphi} Z) = Z \) and \( (\sigma \times_{\varphi} Z) \sim_{\varphi^!} \sigma \).

Suppose now that \( i: N \to M \) is an inclusion of a submanifold, transverse to the anchor of \( E \). Letting \( p: \nu(M, N) \to N \) be the projection, we will take

\[ \nu(E) = p^! i^! E \to \nu(M, N) \]

to be the linear approximation of the involutive anchored vector bundle \( E \) around \( N \). It comes with a distinguished Euler section

\[
(16) \quad \epsilon = 0 \times_{p} E \in \Gamma(\nu(E)).
\]

A section \( \tau \in \Gamma(E) \), such that \( a(\tau) \) is tangent to \( N \) has a well-defined linear approximation

\[
(17) \quad \nu(\tau) = \tau|_{N} \times_{p} \nu(a(\tau)),
\]

with \( a(\nu(\tau)) = \nu(a(\tau)) \).

A section \( \sigma \in \Gamma(E) \) will be called Euler-like if it vanishes along \( N \), and \( a(\sigma) \) is Euler-like (in particular, \( \nu(\sigma) \) is the Euler section \( \epsilon \)). The following was proved in [5, Lemma 3.9].

**Lemma 3.3.** For any submanifold \( N \subseteq M \) transverse to the anchor \( a: E \to TM \), there exists an Euler-like section \( \sigma \in \Gamma(E) \). Given a proper \( G \)-action on \( M \), preserving \( N \) and lifting to an action on \( E \), one can take \( \sigma \) to be \( G \)-invariant.

The transversality of \( a: E \to TM \) to the inclusion \( i: N \to M \) also implies its transversality to the map \( \kappa: \mathcal{D}(M, N) \to M \). Hence we obtain an involutive anchored vector bundle

\[ \mathcal{D}(E) = \kappa^! E \to \mathcal{D}(M, N) \]
over the deformation space, with

\begin{equation}
\mathcal{D}(E)|_{M \times \mathbb{R}^\times} = E \times T\mathbb{R}^\times, \quad j_1^*\mathcal{D}(E) = \nu(E).
\end{equation}

This follows because over $M \times \mathbb{R}^\times$, the map $\kappa$ is just the projection, and since its restriction to the zero fiber is $i \circ p$. We will need two types of sections of $\mathcal{D}(E)$:

(a) The vector field $\Theta$ on the deformation space gives a section

$$\theta = 0 \times_\kappa \Theta \in \Gamma(\mathcal{D}(E)),$$

with $a(\theta) = \Theta$. In terms of (18), its restriction to $M \times \mathbb{R}^\times$ is the section $0 \times \frac{\partial}{\partial t}$ of $E \times T\mathbb{R}^\times$, while its restriction to $\nu(M, N)$ is minus the Euler section, $-\epsilon$.

(b) A section $\tau \in \Gamma(E)$, such that $a(\tau)$ is tangent to $N$, defines a section

$$\mathcal{D}(\tau) = \tau \times_\kappa D(a(\tau)) \in \Gamma(\mathcal{D}(E)),$$

with $a(\mathcal{D}(\tau)) = \mathcal{D}(a(\tau))$. Its restriction to $M \times \mathbb{R}^\times$ is $\tau \times 0$, while the restriction to $\nu(M, N)$ is $\nu(\tau)$.

**Lemma 3.4.** If $\sigma \in \Gamma(E)$ is Euler-like, then the section \(\frac{1}{t}\sigma + \frac{\partial}{\partial t} \) of $E \times T\mathbb{R}^\times \cong \mathcal{D}(E)|_{M \times \mathbb{R}^\times}$ extends smoothly to a section

$$w \in \Gamma(\mathcal{D}(E))$$

satisfying $a(w) = W$ and $[w, \mathcal{D}(\sigma)] = 0$.

**Proof.** By the above, $\mathcal{D}(\sigma)|_{\nu(M, N)} = \nu(\sigma) = \epsilon$. Hence, the section $\mathcal{D}(\sigma) + \theta$ satisfies

$$(\mathcal{D}(\sigma) + \theta)|_{\nu(M, N)} = \epsilon - \epsilon = 0;$$

it is therefore divisible by $t$. \(\square\)

The section $w$ defined in the previous lemma gives rise to an infinitesimal automorphism (see (13))

$$\widetilde{W} = \widetilde{a}(w) \in \text{aut}_{AV}(\mathcal{D}(E))$$

with base vector field $W = a(w)$. Since $W$ is complete over $\mathcal{D}(U, N)$, the vector field $\widetilde{W}$ is complete on $\mathcal{D}(E|_U) = \mathcal{D}(E)|_{\mathcal{D}(U, N)}$. Its flow $\varphi_s$ is by automorphisms of anchored vector bundles, with base map $\varphi_s$ the flow of $W$. The map $\varphi_{-1}$ intertwines the inclusion $j_0$ of $\nu(M, N) = \pi^{-1}(0)$ with the inclusion $j_1$ of $U = \pi^{-1}(1) \cap \mathcal{D}(U, N)$. Hence it induces a unique isomorphism of anchored vector bundles $\psi: j_0^!\mathcal{D}(E|_U) \to j_1^!\mathcal{D}(E|_U)$, such that

$$(j_1)_! \circ \widetilde{\psi} = \varphi_{-1} \circ (j_0)_!.$$
Since $\kappa \circ j_1 = \text{id}_M$, the morphism $\tilde{\psi}$ may alternatively be described as the following composition of morphisms of anchored vector bundles:

\[
\begin{align*}
\nu(E) \xrightarrow{j_1} \mathcal{D}(E|_U) \xrightarrow{\tilde{\varphi}^{-1}} \mathcal{D}(E|_U) \xrightarrow{\kappa_1} E|_U \\
\nu(M, N) \xrightarrow{j} \mathcal{D}(U, N) \xrightarrow{\varphi^{-1}} \mathcal{D}(U, N) \xrightarrow{\kappa} U.
\end{align*}
\]

Here the maps $\kappa_1$, $j_1$ comes from the definition $\mathcal{D}(E) = \kappa^1E$ (see (15)) and the identification $\nu(E) = j^*\mathcal{D}(E)$.

An additional property of this construction, not explicit in [5], is the following. Given a section $\tau$ with $a(\tau)$ tangent to $N$ and $[\sigma, \tau] = 0$, we have $[w, \mathcal{D}(\tau)] = 0$. (This is obvious over $M \times \mathbb{R}^r$, and hence holds globally.) It follows that the flow $\tilde{\varphi}_s$ preserves the section $\mathcal{D}(\tau)$, and therefore $\tilde{\psi} \circ \nu(\tau) = \tau|_U \circ \psi$, or

\[
\tilde{\psi}^* \tau = \nu(\tau),
\]

where we put $\tilde{\psi}^* \tau = \tilde{\psi}^{-1} \circ \tau \circ \psi$. In particular,

\[
\tilde{\psi}^* \sigma = \epsilon.
\]

We also refer to the isomorphism (19) as a splitting theorem, since a (local) trivialization of the normal bundle $\nu(M, N) = N \times \mathbb{R}^r$ identifies $\nu(E) = p^1i^*E$ with a product $i^*E \times TP$. In particular, given $m \in M$ one may take $N$ to be a ‘small’ submanifold passing through $m$ and with $T_mN$ complementary to the range of the anchor map at $m$.

Throughout this discussion, we did not assume the Jacobi identity for the bracket $[\cdot, \cdot]$. If the Jacobi identity holds, so that $E$ is a Lie algebroid, then $\tilde{a}(w)$ is an infinitesimal Lie algebroid automorphism. Hence, the flow $\tilde{\varphi}_s$ is by Lie algebroid automorphisms, and the resulting map $\tilde{\psi}: \nu(E) \to E|_U$ is an isomorphism of Lie algebroids (see [13] for a related construction). For $N$ a small transversal at a given point $m \in M$, one recovers the splitting theorem for Lie algebroids due to Fernandes, Weinstein, and Dufour [11, 12, 54]. Among the advantages of our coordinate-free approach are its functorial properties; as a consequence, one immediately obtains the $G$-equivariant version (for proper actions lifting to Lie algebroid automorphisms), as well as versions for $VB$-algebroids, $\mathcal{L}A$-groupoids, or Lie algebroid representations.

**Remark 3.5.** The method just described to obtain splitting theorems for involutive anchored vector bundles and Lie algebroids, based on deformation spaces, can also be used in other contexts. For instance, suppose that $\mathcal{G} \to M$ is a Lie groupoid, and $i: N \to M$ a submanifold transverse to the orbits of $\mathcal{G}$ (cf. [5, Sec. 4.4]). Let $E$ be the associated Lie algebroid, and $\sigma \in \Gamma(E)$ a section that is Euler-like. The groupoid $\mathcal{D}(\mathcal{G}) = \kappa^1\mathcal{G}$ has Lie algebroid $\mathcal{D}(E) = \kappa^1E$, and the section $\sigma \in \Gamma(E)$ defines a vector field on $\mathcal{D}(\mathcal{G})$, whose local flow is by groupoid automorphisms. Letting $\nu(\mathcal{G}) = p^1i^*\mathcal{G}$ be the linear approximation of $\mathcal{G}$, one obtains a lift of the tubular neighborhood embedding $\psi$ defined by $a(\sigma)$ to a Lie groupoid isomorphism

\[
\nu(\mathcal{G}) \to \mathcal{G}|_{\mathcal{D}(U, N)},
\]

as $j_1: \nu(\mathcal{G}) \to \kappa^1\mathcal{G}|_{\mathcal{D}(U, N)}$, followed by the time $-1$-flow, followed by $\kappa_1$ (the maps $j_1$ and $\kappa_1$ are defined just as the analogous maps in (20)).
4. THE SPLITTING THEOREM FOR \( L_\infty \)-ALGEBROIDS

In recent years, \( L_\infty \)-algebroids have become increasingly significant in mathematics and physics. One motivation comes from the theory of singular foliations; see in particular the recent work \([28]\) where an \( L_\infty \)-algebroid is associated with any resolution of a singular foliation. They also play a role in string theory \([39]\), the deformation theory of coisotropic submanifolds \([36]\), higher Poisson geometry \([4]\), shifted symplectic geometry \([37]\), and representations up to homotopy \([26]\).

4.1. Definitions. The shortest definition of an \( L_\infty \)-algebroid is in super-geometric terms, as split \( NQ \)-manifolds, i.e., split non-negatively graded manifolds with a homological vector field of degree 1 \([41, 44, 50]\). In more classical terms, this is the definition in terms of the associated Chevalley-Eilenberg complex. Consider a non-positively graded vector bundle

\[
E = \bigoplus_{r \leq 0} E_r \to M,
\]

where each \( E_r \) has finite rank (but \( E \) itself might be of infinite rank). Let \( E[1] \) be the graded bundle with the shifted grading \( E[1]_r = E_{r+1} \), and let \( E[1]^* \) be its (graded) dual, with grading

\[
E[1]^* = \bigoplus_{r > 0} (E[1]^*)_r \to M,
\]

where

\[
(E[1]^*)_r = (E[1]_{-r})^* = (E_{1-r})^*.
\]

We denote by \( C(E) \to M \) the symmetric coalgebra bundle over \( E[1] \) (cf. \([7, \text{Appendix A}]\)); its (graded) dual is the symmetric algebra bundle

\[
C(E)^* = \text{Sym}(E[1]^*) \to M.
\]

Thus, the fibers of \( C(E)^* \) are generated by homogeneous elements in fibers of \( E[1]^* \), subject to relations \( xx' = (-1)^{rr'} x'x \) whenever \( x \in (E[1]^*)_r, x' \in (E[1]^*)_r' \). The grading of \( C(E)^* \) is such that the inclusion of \( E[1]^* \) is degree preserving. The algebra bundle \( C(E)^* \) also carries another grading coming from the symmetric power degree; we will adopt the terminology of \([37]\) and call this the weight. The subspace of elements of weight \( n \) is a graded subspace

\[
C^n(E)^* = \bigoplus_{r \geq 0} C^n(E)_r^*; \quad \text{note that}
\]

\[
C^n(E)_r^* = 0 \quad \text{for} \quad r < n.
\]

Clearly, \( C^0(E)^* = M \times \mathbb{R} \) and \( C^1(E)^* = E[1]^* \). Every section \( \sigma \in \Gamma(E[1]_r) = \Gamma(E_{r+1}) \) defines a degree \( r \) derivation \( \iota(\sigma) \) of the algebra \( \Gamma(C(E)^*) \) lowering the weight by 1; on \( \Gamma(E[1]^*) \) it is the obvious pairing.

Definition 4.1. (a) An \( L_\infty \)-algebroid structure on \( E \to M \) is a degree 1 derivation \( d \) of the algebra \( \Gamma(C(E)^*) \) with \( d \circ d = 0 \). If \( E_{1-r} = 0 \) for \( r > k \), then \( E \) is also called a Lie-\( k \)- (or \( L_k \)-) algebroid.

(b) Suppose \( E \to M \) and \( F \to N \) are \( L_\infty \)-algebroids. A morphism of \( L_\infty \)-algebroids

\[
\Phi : F \longrightarrow E
\]

is given by a morphism of graded vector bundles

\[
\Phi : C(F) \to C(E)
\]
such that the pullback map on sections of the dual bundle $\Phi^*: \Gamma(C(E)^*) \to \Gamma(C(F)^*)$ is a morphism of differential graded algebras (cf. [3, Thm. 3]).

**Example 4.2.** If $M = \text{pt}$, the definition of $L_\infty$-algebroid reduces to that of an $L_\infty$-algebra. On the other hand, if $E_r = 0$ for $r \neq 0$ one recovers the definition of a Lie algebroid in terms of its Chevalley-Eilenberg complex [48]. The anchor map $a: E \to TM$ of an $L_\infty$-algebroid (see (22) below) is an example of an $L_\infty$-morphism.

Unpacking the data of an $L_\infty$-structure on $E = \bigoplus_{r \leq 0} E_r$ reveals a rich geometric structure [3, 44]. Let $d_n$ be the component of $d$ raising the weight by $n$:

$$d_n: \Gamma(E[1]^*) \to \Gamma(C^{1+n}(E)^*).$$

By (21), and since every element of degree $r$ is a sum of products of generators of degree $\leq r$, the operator $d_n$ vanishes on elements $x$ of degree $r < n - 1$. Hence, on any element of given degree only finitely many terms of

$$d = \sum_{n \geq 0} d_n$$

act non-trivially. Similarly, we see that all $d_n$ with $n \neq 1$ must vanish on $C^\infty(M)$. Hence, by the derivation property, the $d_n$ are $C^\infty(M)$-linear maps except for $n = 1$. One defines the anchor map

$$a: E \to TM$$

in terms of its action on sections as

$$\mathcal{L}_{a(\sigma)}f = \iota(\sigma)df;$$

by the above it is non-vanishing only on $E_0$. The restriction of $d_0$ to sections of weight 1 is dual to a degree 1 map $\delta: E \to E$, defining a complex of vector bundles

$$\cdots \xrightarrow{\delta} E_{-2} \xrightarrow{\delta} E_{-1} \xrightarrow{\delta} E_0 \to 0;$$

one finds that $a \circ \delta = 0$. Finally, one has the $n$-brackets for $n \geq 2$,

$$[\cdot, \ldots, \cdot, \cdot]: \Gamma(E) \times \cdots \times \Gamma(E) \to \Gamma(E),$$

given by Voronov’s *derived bracket* construction [49]:

$$\iota([\sigma_1, \ldots, \sigma_n]) = [[\ldots [d_{n-1}, \iota(\sigma_1)], \iota(\sigma_2)], \ldots, \iota(\sigma_n)];$$

alternatively these may be regarded as the components of the co-derivation $Q: \Gamma(C(E)) \to \Gamma(C(E))$ dual to $d$. The binary bracket $[\cdot, \cdot] = [\cdot, \cdot]_2$ on $\Gamma(E)$ satisfies the Leibniz rule

$$[\sigma, f\tau] = f[\sigma, \tau] + (\mathcal{L}_{a(\sigma)}f)\tau$$

while the higher brackets $[\cdot, \ldots, \cdot, \cdot]_n$ for $n \geq 3$ are all $C^\infty(M)$-linear. These brackets satisfy a sequence of ‘higher Jacobi identities’, and compatibilities with $\delta$; see [3] for a detailed discussion. The anchor vanishes on $n$-brackets for $n \geq 3$, and satisfies $a([\sigma, \tau]) = [a(\sigma), a(\tau)]$; in particular, an $L_\infty$-algebroid $E$ determines a singular foliation $a(\Gamma(E_0))$ on $M$.

Suppose that $F \to E$ is an $L_\infty$-morphism, given by a bundle map $\Phi: C(F) \to C(E)$, with base map $\varphi: N \to M$. Since $\Phi$ is a fiberwise coalgebra morphism, it may be described in terms of its components $\Phi^n: C^{1+n}(F[1]) \to E[1], n = 0, 1, \ldots$. The bundle map $\Phi^0: F[1] \to E[1]$ is a morphism of anchored vector bundles and also intertwines the differentials $\delta$. However this
map does not intertwine brackets, in general: one usually obtains a ‘morphism’ only by taking the higher $\Phi^n$ into account. In the special case that $\Phi^n = 0$ for $n \neq 0$, we will say that $\Phi$ has weight zero.

The pullback map on sections of the dual bundle $\Phi^*: \Gamma(C(E)^*) \to \Gamma(C(F)^*)$ is similarly determined by a sequence of maps

$$(\Phi^n)^*: \Gamma(E[1]^*) \to \Gamma(C^{1+n}(F)^*)$$

satisfying $(\Phi^n)^*(f \alpha) = (\varphi^* f) ((\Phi^n)^* \alpha)$.

4.2. Basic constructions. The usual constructions with Lie algebroids generalize to the $L_{\infty}$-setting.

4.2.1. $L_{\infty}$-subalgebroids. Suppose that $E$ is an $L_{\infty}$-algebroid over $M$, and $F \subseteq E$ is a graded subbundle along $N \subseteq M$ such that the kernel of the natural pullback map $C(E)^* \to C(F)^*$ is d-closed. Then $C(F)^*$ inherits a differential, making $F$ into an $L_{\infty}$-algebroid with an obvious weight zero $L_{\infty}$-morphism $F \to E$. We refer to $F$ as an $L_{\infty}$-subalgebroid.

4.2.2. Products. For any two $L_{\infty}$-algebroids $E \to M$, $E' \to M'$ the product $E \times E' \to M \times M'$ acquires the structure of an $L_{\infty}$-algebroid. The differential on $\Gamma(C(E \times E')^*)$ is such that $d(\alpha \otimes \alpha') = d\alpha \otimes \alpha' + (-1)^r \alpha \otimes d\alpha'$ when $\alpha \in C(E)$, $\alpha' \in C(E')$ have degrees $r, r'$, respectively. Projections to the two factors define $L_{\infty}$-morphisms of weight zero,

$$\text{pr}_E: E \times E' \to E, \quad \text{pr}_{E'}: E \times E' \to E'.$$

4.2.3. Restriction to submanifolds. Let $E \to M$ be an $L_{\infty}$-algebroid, and $N \subseteq M$ a submanifold such that $i^*E = a^{-1}(TN)$ is smooth. Note that $(i^*E)_0 = i^*(E_0)$ (the pull-back as an anchored vector bundle), while the summands $(i^*E)_r$ for $r < 0$ are simply the restrictions $E_r|_N$ as vector bundles.

Lemma 4.3 (Pullback to submanifolds). If $i: N \hookrightarrow M$ is a smooth submanifold such that $i^*E = a^{-1}(TN)$ is smooth, then the subbundle $i^*E = a^{-1}(TN)$ inherits a unique $L_{\infty}$-algebroid structure for which it is an $L_{\infty}$-subalgebroid.

Proof. We have to show that the kernel of the pull-back map $\Gamma(C(E)^*) \to \Gamma(C(i^*E)^*)$ is closed under the differential $d$. This kernel is the ideal in $\Gamma(C(E)^*)$ generated by functions $f \in C^\infty(M)$ such that $f|_N = 0$, and sections $\alpha \in \Gamma(C(E)^*)$ such that $\alpha|_N$ takes values in the annihilator of $i^*E$. Hence, it suffices that the differentials of these generators are again in the ideal.

If $f \in C^\infty(M)$ with $f|_N = 0$, and $\sigma \in \Gamma(E)$ with $a(\sigma)$ tangent to $N$, then $\iota(\sigma)(df)|_N = (L_{\sigma}f)|_N = 0$. This shows that $(df)|_N$ is a section of the annihilator.

If $\alpha \in \Gamma(C(E)^*)$ restricts to a section of the annihilator, and $\sigma, \tau \in \Gamma(E)$ are two homogeneous sections whose image under the anchor is tangent to $N$, then

$$\iota(\sigma)(\iota(\tau)d\alpha) = -\iota([\sigma, \tau]|_N)\alpha \pm \iota(\sigma)d\iota(\tau)\alpha + \iota(\tau)d\iota(\sigma)\alpha,$$

where all three terms vanish along $N$. (Here, we are using that $a([\sigma, \tau]) = [a(\sigma), a(\tau)]$ is again tangent to $N$.) This shows that $d\alpha$ is in the ideal. \hfill \Box

Remark 4.4. On the dual side, the degree 1 differential $\delta$ on the complex $E$ restricts to the differential on $i^*E$, and similarly for the anchor. The 2-bracket on $\Gamma(E)$ induces the 2-bracket on $\Gamma(i^*E)$, in such a way that $[\sigma|_N, \tau|_N] = [\sigma, \tau]|_N$ whenever $\sigma, \tau$ restrict to sections of $i^*E$. Likewise, all the higher brackets $[\cdot, \ldots, \cdot]$ of $E$, with $n \geq 3$ ‘restrict’ to the brackets for $i^*E$. 

4.2.4. Pullbacks. We define the pullback of an \( L_\infty \)-algebroid \( E \to M \), under a smooth map \( \varphi: N \to M \) that is transverse to the anchor, as the fiber product

\[
\varphi^! E = E \times_M TN.
\]

In the case of an embedding, the \( L_\infty \)-structure is defined by Lemma 4.3; in general it is defined by the identification of \( \varphi^! E \) with \( i^!(E \times TN) \), where \( i: N \cong \text{Gr}(\varphi) \to M \times N \) is the inclusion as the graph. We have that \( (\varphi^!E)_0 = \varphi^!(E_0) \) (the pull-back as an anchored vector bundle), while \( (\varphi^!E)_r \) for \( r \neq 0 \) is just the usual pull-back of \( E_r \) as a vector bundle. The pull-back \( L_\infty \)-algebroid comes with a natural \( L_\infty \)-morphism of weight zero,

\[
(25) \quad \varphi_1: \varphi^! E \longrightarrow E,
\]

given by the inclusion \( \varphi^! E \hookrightarrow E \times TN \) as a sub-\( L_\infty \)-algebroid, followed by the projection to \( E \).

If \( N = M \times Q \), with \( \varphi \) projection to the first factor, we have that \( \varphi^! E \cong E \times TQ \); this also gives a local description of pullbacks under submersions.

4.2.5. Automorphisms, derivations. For a \( \mathbb{Z} \)-graded vector bundle \( V = \oplus_r V_r \to M \) with finite-rank graded pieces, we define the degree 0 automorphisms \( \widetilde{\phi} \in \text{Aut}_{VB}(V) \) as a collection of vector bundle automorphisms \( \widetilde{\phi}_r \in \text{Aut}_{VB}(V_r) \), all with the same base map \( \phi: M \to M \). Similarly, we define a degree 0 infinitesimal vector bundle automorphism \( \widetilde{X} \in \text{aut}_{VB}(V) \) as a collection of vector fields \( \widetilde{X}_r \in \text{aut}_{VB}(V_r) \) on the graded pieces, all with the same base vector field \( X \in \mathfrak{X}(M) \). As remarked in Section 2, if \( X \) is complete then it is automatic that all the \( \widetilde{X}_r \) are complete; in this case \( \widetilde{X} \) determines a 1-parameter family of automorphisms \( \phi^\widetilde{X}_s \in \text{Aut}_{VB}(V) \).

Any infinitesimal automorphism \( \widetilde{X} \) defines a sequence of linear maps \( D: \Gamma(V_r) \to \Gamma(V_r) \), satisfying the Leibniz rule (1) for the vector field \( X \). Alternatively, we can describe it as a degree zero linear map on sections of the graded dual \( V^* = \oplus_r (V_r)^* \),

\[
D: \Gamma(V^*) \to \Gamma(V^*),
\]

gaining satisfying the Leibniz rule with respect to \( X \). The two \( D \)'s are related by

\[
X(\alpha, \tau) = \langle D\alpha, \tau \rangle + \langle \alpha, D\tau \rangle
\]

for all \( \alpha \in \Gamma(V^*) \) and \( \tau \in \Gamma(V) \).

Let \( E \to M \) be an \( L_\infty \)-algebroid. An infinitesimal \( L_\infty \)-automorphism of \( E \) is given by an infinitesimal automorphism \( \widetilde{X} \) of the graded vector bundle \( C(E) \), with base vector field \( X \), such that the corresponding (local) flow is by (local) \( L_\infty \)-automorphisms. Using the discussion above, we obtain an equivalent description in terms of operators on the complex \( \Gamma(C(E)^*) \):

**Lemma 4.5.** An infinitesimal \( L_\infty \)-automorphism of an \( L_\infty \)-algebroid \( E \) is equivalent to a degree 0 derivation \( D: \Gamma(C(E)^*) \to \Gamma(C(E)^*) \) which commutes with \( d \).

Note that the restriction of the derivation \( D \) to the weight zero summand \( \Gamma(C^0(E)^*) = C^\infty(M) \) is the base vector field \( X \) of the resulting infinitesimal automorphism \( \widetilde{X} \) of \( C(E) \). If \( X \) is complete then \( \widetilde{X} \) integrates to a flow \( \varphi^\widetilde{X}_s: C(E) \to C(E) \), defining a 1-parameter family of \( L_\infty \)-algebroid automorphisms, denoted by the same letter \( \varphi^\widetilde{X}_s: E \longrightarrow E \). We will mainly be interested in the following situation. Let \( \sigma \in \Gamma(E_0) = \Gamma(E[1]_{-1}) \). Then the interior
multiplication operator \( \iota(\sigma) \) is a graded derivation of degree \(-1\) of \( \Gamma(C(E)^*) \), and its graded commutator with \( d \) is a degree 0 derivation

\[
\mathcal{L}(\sigma) = [d, \iota(\sigma)].
\]

This satisfies

\[
[d, \mathcal{L}(\sigma)] = [d, [d, \iota(\sigma)]] = \frac{1}{2}[[d, d], \iota(\sigma)] = 0,
\]

since \([d, d] = 2d \circ d = 0\). On functions,

\[
\mathcal{L}(\sigma) f = \iota(\sigma) df = L_a(\sigma) f.
\]

It follows that \( \mathcal{L}(\sigma) \) defines an infinitesimal \( L_\infty \)-automorphism \( \tilde{X} \) of \( E \), with base vector field \( X = a(\sigma) \). If \( X \) is complete, then this derivation integrates to a 1-parameter family of \( L_\infty \)-automorphisms.

4.3. The splitting theorem. Let \( E \to M \) be an \( L_\infty \)-algebroid, and \( N \subseteq M \) a submanifold transverse to the anchor of \( E \). Let \( i : N \to M \) be the inclusion, and \( p : \nu(M, N) \to N \) the normal bundle; we take the \( L_\infty \)-algebroid \( \nu(E) = p^! i^! E \) to be the linear approximation of \( E \) along \( N \). The following result says that on a tubular neighborhood of \( N \), the \( L_\infty \)-algebroid \( E \) is \( L_\infty \)-isomorphic to its linear approximation.

**Theorem 4.6** (Splitting theorem for \( L_\infty \)-algebroids). Let \( E \to M \) be an \( L_\infty \)-algebroid, and \( N \subseteq M \) a submanifold transverse to the anchor of \( E \). Then there exists an Euler-like section \( \sigma \in \Gamma(E_0) \) with respect to \( N \), and any choice of such a section determines an \( L_\infty \)-isomorphism

\[
\nu(E) \to E|_U,
\]

with base map the tubular neighborhood embedding \( \psi : \nu(M, N) \to U \subseteq M \) defined by \( a(\sigma) \).

**Proof.** The existence of Euler-like sections follows from Lemma 3.3. Since \( a : E \to TM \) is tranverse to \( N \), it is transverse to the map \( \kappa : \mathcal{D}(M, N) \to M \). We hence obtain an \( L_\infty \)-algebroid

\[
\mathcal{D}(E) = \kappa^! E \to \mathcal{D}(M, N)
\]

over the deformation space. By our discussion for anchored vector bundles in Section 3, we have the section

\[
w = \frac{1}{t}(\mathcal{D}(\sigma) + \theta) \in \Gamma(E_0) \subseteq \Gamma(E),
\]

with \( a(w) = W \). As discussed in Section 4.2.5, this section defines a degree 0 derivation

\[
\mathcal{L}(w) : C(\mathcal{D}(E)^*) \to C(\mathcal{D}(E)^*),
\]

commuting with \( d \), and a corresponding infinitesimal \( L_\infty \)-automorphism of \( \mathcal{D}(E) \). The vector field \( W \) is complete over \( \mathcal{D}(U, N) \subseteq \mathcal{D}(M, N) \), and the lifted flow

\[
\tilde{\varphi}_s : C(\mathcal{D}(E)|_{\mathcal{D}(U, N)}) \to C(\mathcal{D}(E)|_{\mathcal{D}(U, N)}).
\]

of the vector field \( \tilde{W} \) on the coalgebra bundle defines a 1-parameter family of \( L_\infty \)-automorphisms

\[
\tilde{\varphi}_s : \mathcal{D}(E)|_{\mathcal{D}(U, N)} \to \mathcal{D}(E)|_{\mathcal{D}(U, N)},
\]
with base map the flow \( \varphi_s \) of \( W \). The map \( \varphi_1 \) takes \( \pi^{-1}(0) \) to \( \pi^{-1}(1) \), hence it induces an \( L_\infty \)-isomorphism
\[
\tilde{\psi}: j_0^! D(E)|_{D(U,N)} \overset{(j_1^1 \rightarrow D(E))|_{D(U,N)}}{\longrightarrow} j_1^! D(E)|_{D(U,N)}
\]
such that \( \varphi_{-1} \circ (j_0)|_1 = (j_1) \circ \tilde{\psi} \) (cf. (25)). Using the identifications \( j_0^! D(E)|_{D(U,N)} \cong \nu(E) \) and \( j_1^! D(E)|_{D(U,N)} \cong E|_U \) this is the desired \( L_\infty \)-isomorphism \( \tilde{\psi}: \nu(E) \rightarrow E|_U \).

Since \( \kappa \circ j_1 = \text{id} \), and writing \( j = j_0 \), we may alternatively describe \( \tilde{\psi} \) as a composition of \( L_\infty \)-morphisms
\[
\nu(M, N) \overset{j}{\longrightarrow} D(U, N) \overset{\varphi_{-1}}{\longrightarrow} D(U, N) \overset{\kappa}{\longrightarrow} U.
\]

**Remark 4.7.** By the result for anchored vector bundles (cf. Section 3), the choice of the Euler-like section \( \sigma \) determines a degree 0 isomorphism of graded vector bundles \( \nu(E) \rightarrow E|_U \), with base map the tubular neighborhood embedding \( \psi: \nu(M, N) \rightarrow U \subseteq M \) determined by \( a(\sigma) \). (While \( E \) has infinite rank, it suffices to apply the result from Section 3 to its finite-rank approximations \( \oplus_{r=1}^{\infty} E_r \).) The construction of this map depends only on the 2-bracket \([\cdot, \cdot]\). In general, this map \( \nu(E) \rightarrow E|_U \) determines only the weight 0 component of the morphism \( \tilde{\psi}: \nu(E) \rightarrow E|_U \) of the theorem. The construction of the full morphism involves all the higher \( n \)-brackets as well.

**Corollary 4.8** (Local splitting theorem for \( L_\infty \)-algebroids). Let \( E \rightarrow M \) be an \( L_\infty \)-algebroid, \( S \subseteq M \) a leaf of the corresponding singular foliation, and \( m \in S \). Choose a submanifold \( i: N \hookrightarrow M \) containing \( m \), such that \( T_{m} M = T_{m}N \oplus T_{m}S \). Replacing \( N \) with a smaller submanifold if needed, the \( L_\infty \)-algebroid \( E \) is locally \( L_\infty \)-isomorphic, near \( m \), to the product \( i^! E \times TS \).

**Proof.** Replacing \( N \) with a smaller submanifold if needed, we ensure that \( N \) is transverse to the foliation, and that \( \nu(M, N) \) is trivial: \( \nu(M, N) = N \times P \), where \( P = T_{m}S \). But then \( p^! i^! E = i^! E \times TP \) (see Section 4.2.4), so the claim follows from the theorem. \( \square \)

As another direct application, we obtain a local description of transitive \( L_\infty \)-algebroids.

**Corollary 4.9** (Local trivializations of transitive \( L_\infty \)-algebroids). Let \( E \rightarrow M \) be a transitive \( L_\infty \)-algebroid, i.e., such that the anchor map is surjective. Given \( m \in M \) and a tubular neighborhood embedding \( \psi: T_{m} M \rightarrow M \), with image \( U \), there is an \( L_\infty \)-isomorphism
\[
E|_U \rightarrow TU \times \mathfrak{g}
\]
where \( \mathfrak{g} \) is an \( L_\infty \)-algebra.

**Proof.** We apply the theorem to \( i: N = \{m\} \hookrightarrow M \). Thus \( \mathfrak{g} = i^! E \) is an \( L_\infty \)-algebra, and \( \nu(E) = p^! i^! E = T_{m} M \times \mathfrak{g} \cong TU \times \mathfrak{g} \). Let \( X \in \mathfrak{X}(U) \) be the image of the Euler vector field \( E \) under \( \psi \), and \( \sigma \in \Gamma(E|_U) \) its image under any choice of splitting of \( a: E_0 \rightarrow TM \). Then Theorem 4.6 specializes to an \( L_\infty \)-isomorphism \( \tilde{\psi}: \nu(E) \rightarrow E|_U \).

\( \square \)
5. The splitting theorem for Courant algebroids

We now discuss a splitting theorem for Courant algebroids; its proof follows the same strategy as for the anchored vector bundles and $L_\infty$-algebroids. Basic references on Courant algebroids include [29, 31, 38, 40, 42, 43].

5.1. Basic definitions and constructions. Throughout, we will take ‘metric’ to be synonymous with ‘non-degenerate symmetric bilinear form’. A Courant algebroid is a vector bundle $\mathcal{A}$ over a manifold $M$, equipped with a metric $\langle \cdot, \cdot \rangle$ on its fibers, a bundle map $a: \mathcal{A} \to TM$ over the identity map on $M$ (called the anchor map), and an $\mathbb{R}$-bilinear bracket $[\cdot, \cdot]$ on its space of sections, such that the following properties hold, for all sections $\sigma, \tau \in \Gamma(M)$:

(a) $a(\sigma)\langle \tau_1, \tau_2 \rangle = \langle [\sigma, \tau_1], \tau_2 \rangle + \langle \tau_1, [\sigma, \tau_2] \rangle$,
(b) $[\sigma, [\tau_1, \tau_2]] = [[\sigma, \tau_1], \tau_2] + [\tau_1, [[\sigma, \tau_2]]]$,
(c) $[\tau_1, \tau_2] + [\tau_2, \tau_1] = a(\partial \langle \tau_1, \tau_2 \rangle)$.

In the last line, the metric is used to identify $\mathcal{A}^* \cong \mathcal{A}$, hence $a^*: T^*M \to \mathcal{A}$. One refers to $[\cdot, \cdot]$ as the Courant bracket (or sometimes the Courant-Dorfman bracket). From the axioms, one can derive additional properties, such as the derivation property

$$[\sigma, f\tau] = f[\sigma, \tau] + (a(\sigma)f)\tau,$$

for all $f \in C^\infty(M)$ and $\sigma, \tau \in \Gamma(\mathcal{A})$, and the property $a \circ a^* = 0$. (See [47].) The anchor map satisfies $a([\sigma, \tau]) = [a(\sigma), a(\tau)]$, which implies that $(\mathcal{A}, a)$ is an involutive anchored vector bundle (in the sense of Section 3). As a result, one obtains:

**Proposition 5.1.** For any Courant algebroid $\mathcal{A}$ over $M$, the image of the anchor map defines a singular foliation $\mathcal{F} = a(\Gamma(\mathcal{A}))$.

A Courant algebroid is called transitive if the anchor map is surjective. Clearly, the restriction $\mathcal{A}|_O$ of a Courant algebroid $\mathcal{A}$ to any leaf $O$ of its singular foliation is a transitive Courant algebroid, and $\mathcal{A}$ is the union over these restrictions.

A first example is the standard Courant algebroid $TM = TM \oplus T^*M$, with anchor given by the projection to the first summand, the bilinear form $\langle \cdot, \cdot \rangle$ extending the pairing between $TM$ and $T^*M$ (thus, $TM$ and $T^*M$ are Lagrangian), and with the Courant bracket on sections given by

$$[X_1 + \alpha_1, X_2 + \alpha_2] = [X_1, X_2] + \mathcal{L}_{X_1} \alpha_2 - \iota_{X_2} d\alpha_1,$$

for vector fields $X_1, X_2$ and 1-forms $\alpha_1, \alpha_2$. More generally, given a closed 3-form $\eta \in \Omega^3(M)$, one has the $\eta$-twisted Courant algebroid $TM^\eta$, with the same pairing and anchor as before, and Courant bracket obtained by adding a term $\iota_{X_1} \iota_{X_2} \eta$ to the right hand side of (28).

A Courant algebroid over a point is the same as a metrized Lie algebra $\mathfrak{d}$ (a Lie algebra with an ad-invariant metric). More generally, given a Lie algebra action of $\mathfrak{d}$ on a manifold $M$, with coisotropic stabilizers, the trivial bundle $\mathcal{A} = M \times \mathfrak{d}$ has the structure of an action Courant algebroid [29]. Here the anchor $a$ is given by the action, and the metric and Courant bracket on sections of $\mathcal{A}$ extend the metric and Lie bracket on $\mathfrak{d}$, regarded as constant sections.

A subbundle $E \subseteq \mathcal{A}$ of a Courant algebroid is called a Dirac structure if it is Lagrangian (that is, $E = E^\perp$) and its space of sections is closed under the Courant bracket. In this case, $E$ becomes a Lie algebroid, with the Lie bracket and anchor obtained by restriction of the Courant bracket and anchor on $\mathcal{A}$. Note that the anchor of a Dirac structure defines another
singular foliation of $M$, whose leaves are contained in those of $A$. Graphs of Poisson structures and graphs of closed 2-forms define Dirac structures inside the standard Courant algebroid $TM$. Given a metrized Lie algebra $\mathfrak{d}$ with an action on $M$ with coisotropic stabilizers, any Lagrangian Lie subalgebra defines a Dirac structure $M \times \mathfrak{g}$ inside the action Courant algebroid $M \times \mathfrak{d}$.

5.2. Courant algebroid automorphisms. We denote by $\mathfrak{aut}_{CA}(A)$ the infinitesimal Courant algebroid automorphisms, given by vector fields $\tilde{X} \in \mathfrak{X}(A)$ on the total space $A$, with base vector field $X \in \mathfrak{X}(M)$, whose local flows are by Courant algebroid automorphisms (i.e., preserving the vector bundle structure, anchor, bracket, and metric). This is expressed as compatibility of the corresponding linear operator $D$ on $\Gamma(A)$ (cf. Section 2.1) with the anchor, metric and bracket:

$$a(D\tau) = [X, a(\tau)],$$
$$L_X \langle \tau_1, \tau_2 \rangle = \langle D\tau_1, \tau_2 \rangle + \langle \tau_1, D\tau_2 \rangle,$$
$$D[\tau_1, \tau_2] = [D\tau_1, \tau_2] + [\tau_1, D\tau_2].$$

In particular, for every section $\sigma \in \Gamma(A)$ the operator $D = [[\sigma, \cdot]]$ defines an ‘inner’ infinitesimal Courant automorphism

$$\tilde{a}(\sigma) \in \mathfrak{aut}_{CA}(A)$$

lifting the vector field $a(\sigma)$. Given a closed 2-form $\omega \in \Omega^2(M)$, with associated bundle map $\omega^\flat: TM \to T^*M$, one finds that

$$D_\omega = a^* \circ \omega^\flat \circ a: \Gamma(A) \to \Gamma(A^*) \cong \Gamma(A)$$
defines an infinitesimal Courant automorphism, with $X = 0$. If $\omega$ is exact, then this infinitesimal Courant automorphism is inner:

**Lemma 5.2.** For any 1-form $\alpha \in \Omega^1(M)$,

$$D_{d\alpha} = -[[a^*\alpha, \cdot]].$$

In particular, if $\alpha$ is closed then $[[a^*\alpha, \cdot]] = 0$.

**Proof.** We calculate, for any $\gamma, \zeta \in \Gamma(A)$:

$$\langle [[a^*\alpha, \gamma], \zeta] \rangle = \langle a^*d(a^*\alpha, \gamma) - [[\gamma, a^*\alpha], \zeta] \rangle = \langle d\langle a(a(\gamma), a(\zeta)) - L_{a(\gamma)}(a^*\alpha, \zeta) + (a^*\alpha, [[\gamma, \zeta]] \rangle = L_{a(\gamma)}(\alpha, a(\gamma) - L_{a(\gamma)}(a, a(\zeta)) + \langle \alpha, [\gamma, a(\zeta)] \rangle) = -(d\zeta)(a(\gamma), a(\zeta)) = -\langle D_{d\alpha}(\gamma), \zeta \rangle.$$

We will use the notation

$$R_\omega = \exp(D_\omega) = \text{id} + D_\omega$$

for the global Courant automorphism defined by a closed 2-form $\omega$, and refer to it as a gauge transformation.
Proposition 5.3. Let $\sigma, \tau \in \Gamma(\mathcal{A})$, with $\tau - \sigma = a^* \beta$ for some $\beta \in \Omega^1(M)$, and let $X = a(\tau) = a(\sigma)$. Then the (local) flows $\tilde{\psi}_s, \tilde{\phi}_s$ on $\mathcal{A}$ defined by $\tilde{a}(\tau), \tilde{a}(\sigma)$ are related by a family of gauge transformations:

$$
\tilde{\psi}_s = R_{\omega_s} \circ \tilde{\phi}_s, \quad \omega_s = -d \int_0^s (\phi_u)^* \beta \, du,
$$

where $\phi_s$ is the flow of $X$.

Proof. Recalling the action of automorphisms of $\mathcal{A}$ on $\Gamma(\mathcal{A})$ (see Section 2.1), which we denote by a dot, we will show that

$$
\tilde{\psi}_s \circ \tilde{\phi}_s^{-1} \gamma = R_{\omega_s}(\gamma)
$$

for all sections $\gamma \in \Gamma(\mathcal{A})$. Since the two sides coincide for $s = 0$, it suffices to compare their $s$-derivatives:

$$
\frac{d}{ds} (\tilde{\psi}_s \circ \tilde{\phi}_s^{-1}) \gamma = \tilde{\psi}_s \circ [\tau - \sigma, \cdot] \circ \tilde{\phi}_s^{-1} \gamma
$$

$$
= \tilde{\psi}_s \circ D_{-d \beta} \circ \tilde{\phi}_s^{-1} \gamma
$$

$$
= D_{-d(\phi_s)^* \beta} \circ \tilde{\psi}_s \circ \tilde{\phi}_s^{-1} \gamma
$$

$$
= D_{-d(\phi_s)^* \beta(\gamma)}
$$

$$
= \frac{d}{ds} R_{\omega_s} \gamma,
$$

where the second-to-last last step used that $\tilde{\psi}_s$ and $\tilde{\phi}_s$ have the same base map $\phi_s$, and hence $a(\tilde{\psi}_s \circ \tilde{\phi}_s^{-1} \gamma) = a(\gamma)$. □

Note that the formula can also be written as

$$
(31) \quad \tilde{\psi}_s = \tilde{\phi}_s \circ R_{\omega_s}, \quad \omega_s = -d \int_0^s (\phi_u)^* \beta \, du.
$$

This follows from $R_{\omega_s} \circ \tilde{\phi}_s = \tilde{\phi}_s \circ R_{\phi_s^* \omega_s}$, since $\phi_s^* \omega_s = \omega_s$.

5.3. Pullbacks of Courant algebroids. Given a Courant algebroid $\mathcal{A}$ over $M$ and a map $\varphi: N \to M$ transverse to the anchor of $a: \mathcal{A} \to TM$, we define the pull-back Courant algebroid $\varphi^! \mathcal{A}$ over $N$ as follows (see [29, Section 2.2]). Let

$$
(32) \quad C \subseteq \mathcal{A} \times \mathcal{T}N
$$

be the fiber product with respect to the anchor $a: \mathcal{A} \to TM$ and the map $T\varphi \circ a_{TN}: \mathcal{T}N \to TM$. Then $C$ is a coisotropic subbundle along $\text{Gr}(\varphi) \subseteq M \times N$, and $C^\perp$ lies in the kernel of the anchor. It follows that the quotient

$$
\varphi^! \mathcal{A} = C/C^\perp
$$

inherits a Courant algebroid structure over $N \cong \text{Gr}(\varphi)$, with the Courant bracket induced from that on sections of $\mathcal{A} \times \mathcal{T}N$. (Note that the pull-back $\varphi^! \mathcal{A}$ as a Courant algebroid is different from the pull-back as an anchored vector bundle.)

The diagonal inclusion of $C$ in $\mathcal{A} \times \varphi^! \mathcal{A}$ is a Lagrangian subbundle along the graph of $\varphi$, and defines a Courant morphism (in the sense of [6, Sec. 2.2]),

$$
\varphi_!: \varphi^! \mathcal{A} \to \mathcal{A},
$$
see [29, Proposition 2.10]. Here \( \overline{\varphi^1A} \) denotes the Courant algebroid with the same bracket and anchor as \( \varphi^1A \) but with minus the metric \(-\langle \cdot, \cdot \rangle\). We have that \( (\varphi \circ \varphi')^1A = (\varphi')^1 \varphi^1A \) under composition of maps, provided that the appropriate transversality conditions are satisfied.

Given a Dirac structure \( E \subseteq A \) such that \( \varphi \) is transverse to the anchor of \( E \), one obtains a pull-back Dirac structure \( \varphi^1E \subseteq \varphi^1A \) as the image of \( C \cap (E \times TN) \) under the quotient map \( C \to C/C_{\perp} = \varphi^1E \). (Its Lie algebroid structure coincides with that as the pull-back Lie algebroid.)

Special cases of the pull-back of Courant algebroids include:

(a) \( \varphi^1TM = TN \). (See [29, Proposition 2.9].)

(b) If \( \varphi: M \times Q \to M \) is the projection onto the first factor, then \( \varphi^1A = A \times TQ \).

(c) If \( \varphi \) is a diffeomorphism, then \( \varphi^1A \) is the usual pull-back \( \varphi^*A \) as a vector bundle.

Given a section \( \tau \in \Gamma(A) \) and a vector field \( Z \in \mathfrak{X}(N) \) such that \( Z \sim_\varphi a(\tau) \), we obtain a section of \( \varphi^1A \) by restricting \( \tau \times Z \in \Gamma(A \times TN) \) to a section of \( C \to \text{Gr}(\varphi) \cong N \), followed by the quotient map to \( C/C_{\perp} \). We will denote this section by

\[
(33) \quad \tau \times_\varphi Z \in \Gamma(\varphi^1A);
\]

its image under the anchor is \( Z \). Given another map \( \varphi': N' \to N \), transverse to the anchor of \( \varphi^1A \), and a vector field \( Z' \in \mathfrak{X}(N') \) such that \( Z' \sim_\varphi Z \), we have that

\[
(34) \quad \tau \times_\varphi \varphi' Z' = (\tau \times_\varphi Z) \times_\varphi Z'.
\]

5.4. The splitting theorem. Suppose that \( A \to M \) is a Courant algebroid whose anchor \( a \) is transverse to a given submanifold \( i: N \hookrightarrow M \). The description of the pull-back Courant algebroid simplifies [29, Proposition 2.8]:

\[
(35) \quad i^1A = a^{-1}(TN)/a^{-1}(TN)_{\perp}.
\]

Any section \( \tau \in \Gamma(A) \) such that \( a(\tau) \) is tangent to \( N \) defines a section

\[
(36) \quad i^1\tau \in \Gamma(i^1A),
\]

by taking the image of \( \tau|_N \in \Gamma(C) \) under the quotient map; in terms of (33) we have that

\[
(37) \quad i^1\tau = \tau \times_1 a(\tau)|_N.
\]

As usual, we denote by \( p: \nu(M, N) \to N \) the projection; we take

\[
\nu(A) = p^1i^1A \to \nu(M, N)
\]

to be the linear approximation for \( A \) around \( N \). This bundle has a distinguished Euler section

\[
(38) \quad \epsilon = 0 \times_p E \in \Gamma(\nu(A)).
\]

By construction, \( \langle \epsilon, \epsilon \rangle = 0 \), \( \epsilon|_N = 0 \), and \( a(\epsilon) = E \). For \( \tau \in \Gamma(A) \) such that \( a(\tau) \) is tangent to \( N \), we have the section \( \nu(\tau) = i^1\tau \times_\nu a(\tau) \). If \( \sigma \) is an Euler-like section, then \( \nu(\sigma) = \epsilon \).

Sometimes, it is useful to take \( \sigma \) to be isotropic:

Lemma 5.4. There exists an Euler-like section \( \sigma \in \Gamma(A) \) which is isotropic, that is, \( \langle \sigma, \sigma \rangle = 0 \). Given a proper \( G \)-action on \( M \), with a lift to an action by Courant automorphisms of \( A \), one can take \( \sigma \) to be \( G \)-invariant.

Proof. Choose a subbundle \( R \subseteq TM \) with \( R|_N = TN \). Since \( N \) is transverse to the anchor of \( A \), the subbundle \( R \) remains transverse to the anchor over some neighborhood \( U_1 \subseteq M \) of \( N \); hence, over this neighborhood, \( a^{-1}(R|_{U_1}) \subseteq A|_{U_1} \) is a subbundle. Since \( R|_{U_1} \) contains the coisotropic
subspace \text{ker}(a_m) for \( m \in U_1 \), it is coisotropic. Choose a complementary subbundle \( F_1 \subseteq \mathbb{A}|_{U_1} \); by Lemma 5.5 below this determines a complementary isotropic subbundle \( F \subseteq \mathbb{A}|_{U_1} \). By construction, the restriction of the anchor to \( F \) is transverse to \( N \). Hence, there exists an Euler-like section \( \sigma_1 \in \Gamma(F) \) (see Lemma 3.3). After multiplying (if necessary) by a ‘bump function’ supported in \( U_1 \), the section \( \sigma_1 \) extends by zero to an Euler-like isotropic section \( \sigma \in \Gamma(\mathbb{A}) \). In the \( G \)-equivariant case, if the action on \( M \) is proper, one can take all of the choices to be \( G \)-equivariant, and the resulting \( \sigma \) is then \( G \)-invariant. \( \square \)

The previous proof used the following fact:

**Lemma 5.5.** Let \( V \to M \) be a metrized vector bundle, and \( C \to M \) a coisotropic subbundle. Then any choice of a subbundle \( F_1 \subseteq V \) complementary to \( C \) determines an isotropic subbundle \( F \subseteq C \) complementary to \( C \).

**Proof.** This is well-known in case that the metric on \( V \) is split, and \( C \) is Lagrangian: In this case, one takes \( F \) to be the midpoint between \( F_1 \) and \( F_1 \perp \) in the affine space of complementary subspaces. (See e.g. [33, Proposition 1.4].) We may reduce to this case, by considering the subbundle \( V' = C \perp \oplus F_1 \). Since \( V' \cap (V')\perp = (C\perp + F_1) \cap C \cap F_1 \perp = C\perp \cap F_1 \perp = (C + F_1) \perp = V \perp = 0 \), we see that \( V' \) is a metrized subbundle, containing \( C' = C\perp \) as a Lagrangian subbundle, and \( F_1 \) as a complementary subbundle. \( \square \)

Given a Dirac structure \( E \subseteq \mathbb{A} \) such that its anchor \( a|_E \) is transverse to \( N \), we obtain a Dirac structure

\[
\nu(E) = \pi_1^*E \subseteq \nu(\mathbb{A}).
\]

**Theorem 5.6** (Splitting theorem for Courant algebroids). Let \( \mathbb{A} \to M \) be a Courant algebroid, and let \( N \subseteq M \) be a submanifold transverse to the anchor of \( \mathbb{A} \).

(a) There exists an isotropic Euler-like section \( \sigma \in \Gamma(\mathbb{A}) \), and any choice of an Euler-like section (not necessarily isotropic) determines an isomorphism of Courant algebroids,

\[
\begin{array}{ccc}
\nu(\mathbb{A}) & \longrightarrow & \mathbb{A}|_U \\
\Psi & \Downarrow & \\
\nu(M, N) & \longrightarrow & U
\end{array}
\]

where \( \psi \) is the tubular neighborhood embedding \( \nu(M, N) \to U \subseteq M \) defined by \( X = a(\sigma) \).

(b) For any section \( \tau \in \Gamma(\mathbb{A}) \) such that \( a(\tau) \) is tangent to \( N \) and \( \[\sigma, \tau\] = 0 \), we have that \( \tilde{\psi}^*\tau = \nu(\tau) \), where \( \tilde{\psi}^*\tau = \tilde{\psi}^{-1} \circ \tau \circ \psi \). In particular, if \( \sigma \) is chosen to be isotropic then \( \tilde{\psi}^*\sigma = \epsilon \).

(c) If \( E \subseteq \mathbb{A} \) is a Dirac structure in \( \mathbb{A} \), such that its anchor \( a_E \) is transverse to \( N \), and if \( \sigma \) is an Euler-like section of \( E \), then the Courant algebroid isomorphism \( \tilde{\psi} : \nu(\mathbb{A}) \to \mathbb{A}|_U \) takes \( \nu(E) \) to \( E|_U \).

Given a proper \( G \)-action on \( M \), with a lift to an action by Courant automorphisms of \( \mathbb{A} \), then the choice of a \( G \)-invariant Euler-like section \( \sigma \) gives a \( G \)-equivariant map \( \tilde{\psi} \).
The proof will be given in Section 5.5.

Remark 5.7. In the case of an exact Courant algebroid $\mathcal{A} = TM$ (with the standard Courant bracket, possibly twisted by a closed 3-form $\eta \in \Omega^3(M)$, one has a more precise description of the normal form for Dirac structures. See [5, Theorem 5.1].

Note that if the normal bundle to the submanifold $N$ is trivial, then the choice of a trivialization $\nu(M, N) = N \times \mathbb{P}$ simplifies the model for the Courant algebroid $\mathcal{A}$ in a neighborhood of $N$ to

$$\nu(\mathcal{A}) = i^!\mathcal{A} \times TP.$$  \hspace{1cm} (39)

In the case of a Dirac structure $E \subseteq \mathcal{A}$ with $a_E$ transverse to $N$, the model for $E$ becomes

$$\nu(E) = i^!E \times TP,$$  \hspace{1cm} (40)

as a Dirac structure in $\nu(\mathcal{A})$. In particular, taking $N$ to be a ‘small’ transversal to a leaf, one obtains a local normal form for Courant algebroids, as a product of the standard Courant algebroid over the leaf and a Courant algebroid over the transversal. We will discuss this local splitting theorem in Section 6.1, but let us already point out the following consequence.

Corollary 5.8 (Local trivializations of transitive Courant algebroids). Let $\mathcal{A} \to M$ be a transitive Courant algebroid. Given a point $m \in M$ and a tubular neighborhood embedding $\psi: T_mM \to M$, with image $U$, there is an isomorphism with the product Courant algebroid 

$$\mathcal{A}|_U \cong TU \times q$$

where $q$ is a metrized Lie algebra. Given a Dirac structure $E \subseteq \mathcal{A}$ which is transitive in the sense that $a|_E$ is surjective, we may choose this isomorphism in such a way that it identifies

$$E|_U \cong TU \times g,$$

where $g \subseteq q$ is a Lagrangian Lie subalgebra.

Proof. Let $X \in \mathfrak{X}(U)$ be the image of the Euler vector field $\mathcal{E}$. By Lemma 5.5 below, we may choose an isotropic splitting of $\mathcal{A}$, i.e., a right inverse $TM \to \mathcal{A}$ to the anchor map whose image is an isotropic subbundle. The image of $X$ under the isotropic splitting is an isotropic section $\sigma \in \Gamma(\mathcal{A}|_U)$ with $\sigma|_m = 0$ and $a(\sigma) = X$.

Since the anchor map of $\mathcal{A}$ is surjective, the inclusion $i: \{m\} \to M$ is transverse to the anchor. Let $q = i^!\mathcal{A}$ (recall that a Courant algebroid over a point is just a metrized Lie algebra). Its pull-back $\nu(\mathcal{A}) = p^!i^!\mathcal{A}$ to $\nu(M, \{m\}) = T_mM$ is the product $T(T_mM) \times q$. Theorem 5.6, applied to $\mathcal{A}|_U$, gives an isomorphism $\tilde{\psi}: T(T_mM) \times q \to \mathcal{A}$ with base map $\psi$. Using $\psi$, we may identify $T_mM \cong U$, hence $T(T_mM) = TU$.

Given a Dirac structure $E \subseteq \mathcal{A}$ such that $a|_E$ is surjective, we may take $\sigma$ to be the image of $X$ under a splitting of $a|_E: E \to TM$. Then the isomorphism $\mathcal{A}|_U \cong TU \times q$ restricts to an isomorphism $E|_U \to TU \times g$, where $g = \ker(a_E)|_m$. \hfill $\square$

5.5. Proof of the splitting theorem. The fact that the inclusion $i: N \to M$ is transverse to $a$ implies that $\kappa: D(M, N) \to M$ is transverse to $a$. So we can define the Courant algebroid

$$D(\mathcal{A}) = \kappa^!\mathcal{A} \to D(M, N).$$
This satisfies
\[ D(\mathcal{A})|_{M \times \mathbb{R}^\times} = \mathcal{A} \times \mathbb{T}\mathbb{R}^\times, \quad j^1D(\mathcal{A}) = \nu(\mathcal{A}), \]
since over \( M \times \mathbb{R}^\times, \kappa \) is just projection to the first factor, and since \( \kappa \circ j = i \circ p \). Making use of the construction (33), we define various sections of \( D(\mathcal{A}) \):

(i) Since \( \Theta \sim_\kappa 0 \) the section
\[ \theta = 0 \times_\kappa \Theta \in \Gamma(D(\mathcal{A})) \]
is defined; it has the properties \( a(\theta) = \Theta \) as well as
\[ \theta|_{M \times \mathbb{R}^\times} = 0 \times t \frac{\partial}{\partial t}, \quad j^1\theta = -\epsilon. \]
The second identity follows from \( \epsilon = 0 \times_\mathcal{E} \mathcal{E} \) and \( -\mathcal{E} \sim_j \Theta \).

(ii) Given a section \( \tau \in \Gamma(\mathcal{A}) \) such that the vector field \( \sigma = a(\tau) \) is tangent to \( N \), we can also define
\[ D(\tau) = \tau \times_\kappa D(\mathcal{Y}) \in \Gamma(D(\mathcal{A})) \]
since \( D(\mathcal{Y}) \sim_\kappa \mathcal{Y} = a(\tau) \). This satisfies
\[ D(\tau)|_{M \times \mathbb{R}^\times} = \tau \times 0, \quad j^1D(\tau) = \nu(\tau) \]
where \( \nu(\tau) = i^1\tau \times_\mathcal{E} \nu(\mathcal{Y}) \). Note that the map \( \tau \mapsto D(\tau) \) (hence also \( \tau \mapsto \nu(\tau) \)) is bracket preserving. Indeed, \( D([\tau_1, \tau_2]) = [D(\tau_1), D(\tau_2)] \) is obvious over \( M \times \mathbb{R}^\times \), hence holds globally by continuity.

(iii) Let \( \sigma \in \Gamma(\mathcal{A}) \) be an Euler-like isotropic section. Since \( j^1(D(\sigma) + \theta) = \epsilon - \epsilon = 0 \), the section \( D(\sigma) + \theta \) vanishes along the hypersurface \( \nu(M, N) \). This shows that \( D(\sigma) + \theta \) is divisible by \( t \), defining a section
\[ w \in \Gamma(D(\mathcal{A})) \]
such that \( a(w) = W \) and
\[ w|_{M \times \mathbb{R}^\times} = \frac{1}{t} \sigma + \frac{\partial}{\partial t} \in \Gamma(\mathcal{A} \times \mathbb{T}\mathbb{R}^\times). \]
If \( \tau \in \Gamma(\mathcal{A}) \) is a section such that \( a(\tau) \) is tangent to \( N \) and \( [\sigma, \tau] = 0 \), then \( [w, D(\tau)] = 0 \).
(This is obvious over \( M \times \mathbb{R}^\times \), hence holds true globally by continuity.) In particular, this hypothesis is true for \( \tau = \sigma \), since \( \sigma \) is isotropic: \( [\sigma, \sigma] = \ast(\langle d\langle \sigma, \sigma \rangle \rangle) = 0 \). Therefore,
\[ [w, D(\sigma)] = 0. \]

With these preparations, the proof of the splitting theorem for Courant algebroids proceeds parallel to that for involutive anchored vector bundles:

**Proof of Theorem 5.6.**

(a) Let \( \bar{a}(w) \in \text{aut}_\mathcal{A}(D(\mathcal{A})) \) be the infinitesimal Courant automorphism defined by \( w \). On \( D(\mathcal{A})|_{\mathcal{D}(U, N)} \), its flow is complete (see Section 2.1), and gives a 1-parameter family of Courant automorphisms \( \bar{\varphi}_s \in \text{Aut}(D(\mathcal{A})|_{\mathcal{D}(U, N)}) \), covering the flow \( \varphi_s \) of \( W \) on the base. Putting \( s = -1 \), since \( \varphi_{-1} \) takes \( \pi^{-1}(0) \) to \( \pi^{-1}(1) \), it induces a Courant algebroid isomorphism
\[ \bar{\psi} : j^1_D(\mathcal{A})|_{\mathcal{D}(U, N)} \rightarrow j^1_D(\mathcal{A})|_{\mathcal{D}(U, N)}. \]
After identification \( \nu(\mathcal{A}) = j^1_D(\mathcal{A})|_{\mathcal{D}(U, N)} \) and \( \mathcal{A}|_U = j^1_D(\mathcal{A})|_{\mathcal{D}(U, N)} \), this is the desired Courant isomorphism \( \bar{\psi} : \nu(\mathcal{A}) \rightarrow \mathcal{A}|_U \), with base map \( \psi \).
(b) By the discussion at the beginning of this section, the condition \([\sigma, \tau] = 0\) (which holds true in particular for \(\tau = \sigma\), since \(\sigma\) is isotropic) implies that \([w, D(\tau)] = 0\). Hence, \(D(\tau)\) is invariant under the flow \(\tilde{\varphi}_s\). Since \(j^1_0D(\tau) = \tau\) while \(j^1_0D(\tau) = \nu(\tau)\), it follows that \(\tilde{\psi}\) takes \(\nu(\tau)\) to \(\tau\).

(c) Suppose that \(E \subseteq \mathcal{A}\) is a Dirac structure, with \(a|_E\) transverse to \(N\), and that the section \(\sigma\) takes values in \(E\). Then \(D(\sigma)\) is a section of \(D(E)\). The section \(\theta \in \Gamma(D(E))\) takes values in \(D(E)\) as well: This is clear over \(M \times \mathbb{R}^\times\) since \(D(E)|_{M \times \mathbb{R}^\times} = E \times \mathbb{T}\mathbb{R}^\times\), while \(\theta\) restricts to \(0 \times t\frac{\partial}{\partial t}\). It follows that \(w \in \Gamma(D(E)) \subseteq \Gamma(D(\mathcal{A}))\). Since \(D(E)\) is a Dirac structure, the vector field \(\tilde{a}(w)\) is tangent to \(D(E)\), hence its flow \(\tilde{\varphi}_s\) preserves \(D(E)\). Hence, the Courant algebroid isomorphism \(\tilde{\psi}\) takes \(j^1_0D(E)|_{D(U,N)} = \nu(E)\) to \(j^1_0D(E)|_{D(U,N)} = E|_U\).

\[\boxdot\]

Remark 5.9. Using the notion of Courant morphisms (see e.g. [6, 29]), one can write \(\tilde{\psi}\) as a composition

\[\tilde{\psi} = \kappa_1 \circ \tilde{\varphi}_1 \circ j_1,\]

just as in the case of anchored vector bundles and \(L_\infty\)-algebroids, see (20) and (26).

5.6. Changing \(\sigma\). The construction of the Courant isomorphism \(\tilde{\psi}: \nu(\mathcal{A}) \to \mathcal{A}|_U\) depends on the choice of an Euler-like section \(\sigma\). Given a 1-form \(\alpha \in \Omega^1(M)\) with \(\alpha|_N = 0\), we obtain a new section

\[\sigma' = \sigma + a^*\alpha\]

which is again Euler-like, with \(a(\sigma) = a(\sigma') = X\).

Proposition 5.10. The Courant morphisms \(\tilde{\psi}', \tilde{\psi}\) determined by \(\sigma', \sigma\) differ by a gauge transformation: \(\tilde{\psi}' = \tilde{\psi} \circ R_\omega\), where \(\omega \in \Omega^2(\nu(M, N))\) is the exact 2-form

\[\omega = d \int_0^1 \frac{1}{u} m_u^* \nu^* \alpha \ du.\]

Here \(m_t: \nu(M, N) \to \nu(M, N)\) is scalar multiplication by \(t\).

Proof. Since \(\alpha|_N = 0\) the form \(\frac{1}{t} \alpha \in \Omega^1(M \times \mathbb{R}^\times)\) extends to a form \(D(\alpha)\) on the deformation space, with \(tD(\alpha) = \kappa^* \alpha\). On the other hand, \(\sigma'\) defines a section \(w'\) of \(D(\mathcal{A})\), given over \(M \times \mathbb{R}^\times\) by \(w' = \frac{1}{t}\sigma' + \frac{\partial}{\partial t}\). We have

\[w' = w + a^*(D(\alpha)),\]

since this identity holds true over \(M \times \mathbb{R}^\times\). Let \(\tilde{\varphi}_s, \tilde{\varphi}_s'\) be the families of Courant automorphisms defined by \(w, w'\). By Proposition 5.3 (see (31)), we have that

\[\tilde{\varphi}_s' = \tilde{\varphi}_s \circ R_{\omega_s},\]

where \(\omega_s \in \Omega^2(D(M, N))\) is the family of 2-forms on the deformation space given by

\[\omega_s = -d \int_0^s \tilde{\varphi}_u^* D(\alpha) \ du = -d \int_0^s \frac{\tilde{\varphi}_u^* \kappa^* \alpha}{t - u} \ du.\]
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(recall that \( \varphi^* t = t - s \)). Using \( \kappa \circ \varphi \circ j = \psi \circ m_u \) (see Lemma 2.7) and \( j^* t = 0 \), this gives

\[
  j^* \omega_s = -d \int_0^s \frac{m_u \psi^* \alpha}{u} \, du = d \int_0^{-s} \frac{m_u^* \psi^* \alpha}{u} \, du.
\]

On the other hand, by the definition of \( \tilde{\psi} \), and similarly for \( \tilde{\psi}' \), Equation (41) implies that \( \tilde{\psi}' = \tilde{\psi} \circ R_j \omega_{-1} \). Hence, putting \( s = -1 \) in (42) proves the proposition. \( \Box \)

6. Local splitting of Courant algebroids

As a special case of the splitting theorem for Courant algebroids, Theorem 5.6, one can consider the case that \( N \) is a ‘small’ transversal to a leaf of \( \mathbb{A} \). The resulting Courant algebroid over \( N \) may then be regarded as the ‘transverse Courant algebroid structure’. In this section, we explain how to construct a ‘linear approximation’ to this transverse structure. Just as in the case of Poisson structures [52] or Lie algebroids, one may then pose the problem of linearizability of this transverse Courant algebroid structure.

6.1. Local splitting of Courant algebroids. The splitting result for Courant algebroids, Theorem 5.6, implies the following local version:

**Corollary 6.1.** A Courant algebroid \( \mathbb{A} \) over \( M \) is isomorphic, near any given \( m \in M \), to a product of the standard Courant algebroid over the leaf through \( m \), and a Courant algebroid over a transverse submanifold such that its anchor vanishes at \( m \).

**Proof.** Let \( P = a(\mathbb{A}_m) \subseteq T_m M \), the tangent space to the leaf through \( m \), and pick a submanifold \( N \) such that \( T_m N \) is a vector space complement to \( P \) in \( T_m M \). Taking \( N \) to be sufficiently small, the normal bundle is trivial, and, following (39), we get the local model \( i^! \mathbb{A} \times TP \), where \( i^! \mathbb{A} \) is a Courant algebroid over \( N \) with vanishing anchor at \( m \). \( \Box \)

Given any leaf \( O \) of the Courant algebroid there is a well-defined germ of a transverse Courant algebroid structure; that is, the induced Courant algebroid structures on transversals through any two points of \( O \) are locally isomorphic. See [5, Section 3.8] for details in the case of Lie algebroids; the argument carries over to Courant algebroids with straightforward modifications.

By the splitting result in Corollary 6.1, the local study of Courant algebroids can be reduced to the study of Courant algebroids around critical points. Note that if \( \mathbb{A} \) has a critical point at \( m \in M \), then \( \mathfrak{d} = \mathbb{A}_m \) is a Courant algebroid over a point, i.e. a metrized Lie algebra. For \( \sigma \in \Gamma(\mathbb{A}) \), the vector field \( a(\sigma) \) vanishes at \( m \in M \), and has a linear approximation \( \nu(a(\sigma)) \in \mathfrak{X}(T_m M) \) depending only on \( \zeta = \sigma|_m \). Viewing the linear vector field on \( T_m M \) as an endomorphism of \( T_m M \), this defines a \( \mathfrak{d} \)-representation on \( T_m M \). It turns out that this \( \mathfrak{d} \)-action has co-isotropic stabilizers, and the resulting action Courant algebroid

\[
  T_m M \times \mathfrak{d}
\]

is the linear approximation of \( \mathbb{A} \) near \( m \), in a sense to be made precise in the following section. We say that a Courant algebroid \( \mathbb{A} \) with \( a_m = 0 \) is linearizable at \( m \) if it is isomorphic to the Courant algebroid \( T_m M \times \mathfrak{d} \) near \( m \). Finding conditions for linearizability is the analog for Courant algebroids of the “linearization problem” previously considered in the contexts of Poisson structures and Lie algebroids [52, 8, 10, 35]. Some linearizability results for Courant algebroids have been obtained by the third author in [30].
6.2. **Linear approximation of transverse Courant algebroid structure.** Suppose that \( A \rightarrow M \) is a Courant algebroid, and \( S \subseteq M \) is a submanifold such that \( A|_S \subseteq TS \). That is, \( S \) intersects each leaf \( O \) of \( A \) in an open subset of \( O \). (We use the letter \( S \) to avoid confusion with the submanifold \( N \) considered earlier, which is transverse to the leaves.) Then \( A|_S \) is again a Courant algebroid. The normal bundle \( \nu(\Lambda, A|_S) \rightarrow (M, S) \) is simply the pullback (as a vector bundle) of \( A|_S \) under the base projection \( \nu(M, S) \rightarrow S \). It hence inherits a metric by pull-back from \( A|_S \). The map \( a : A \rightarrow TM \) takes \( A|_S \) to \( TS \), hence it defines an anchor map

\[
\nu(a) : \nu(\Lambda, A|_S) \rightarrow \nu(TM, TS) \cong T\nu(M, S).
\]

**Proposition 6.2.** The vector bundle

\[
\nu(\Lambda, A|_S) \rightarrow \nu(M, S)
\]

has a Courant algebroid structure, with the metric and anchor as described above, and with the unique Courant bracket such that the pull-back map \( \Gamma(A|_S) \rightarrow \Gamma(\nu(\Lambda, A|_S)) \) is bracket preserving. Given a Dirac structure \( E \subseteq A \), the subbundle \( \nu(E, E|_S) \subseteq \nu(\Lambda, A|_S) \) is a Dirac structure.

**Proof.** It is convenient to describe the Courant algebroid structure on \( \nu(\Lambda, A|_S) \) via the deformation space \( D(\Lambda, A|_S) \). The map \( a : (\Lambda, A|_S) \rightarrow (TM, TS) \) defines an anchor map

\[
D(a) : D(\Lambda, A|_S) \rightarrow D(TM, TS) \subseteq T\nu(M, S),
\]

where we identify \( D(TM, TS) \) with the subbundle \( \ker(T\pi) \) of \( T\nu(M, S) \). The metric on \( \Lambda \), regarded as a fiberwise quadratic function \( f : \Lambda \rightarrow \mathbb{R}, \nu \mapsto \langle \nu, \nu \rangle \), defines a function on \( D(\Lambda, A|_S) \) which is again fiberwise quadratic. We want to show that the obvious Courant algebroid structure on \( D(\Lambda, A|_S)|_{TM \times \mathbb{R}_+} = \Lambda \times 0_{\mathbb{R}_+} \) extends to the full deformation space. Note that for all \( \sigma \in \Gamma(A) \), the section \( \sigma \times 0 \in \Gamma(\Lambda \times 0_{\mathbb{R}_+}) \) extends to a section \( D(\sigma) \) of \( D(\Lambda, A|_S) \), defined by viewing \( \sigma \) as a map of pairs \( (M, S) \rightarrow (\Lambda, A|_S) \). Sections of this type generate the entire space of sections as a module over \( C^\infty(D(M, S)) \). Hence, to show that the Courant bracket of \( \Lambda \times 0_{\mathbb{R}_+} \) extends to all of \( D(\Lambda, A|_S) \), it suffices to show that the bracket of any two sections of this type extends. But this is immediate since \( [D(\sigma_1), D(\sigma_2)] := D([\sigma_1, \sigma_2]) \) provides the extension of \( [\sigma_1 \times 0, \sigma_2 \times 0] = [\sigma_1, \sigma_2] \times 0 \). Since the anchor of \( D(\Lambda, A|_S) \) is tangent to \( \nu(M, S) \subseteq D(M, S) \), this Courant algebroid structure restricts to \( \nu(A, A|_S) \). The restriction of the anchor and metric to \( \nu(A, A|_S) \) are as described above. Furthermore, since \( D(\sigma)|_{\nu(M, S)} \) is just the pull-back of \( \sigma|_S \in \Gamma(A|_S) \) to \( \nu(A, A|_S) \), the Courant bracket on sections of \( \nu(A, A|_S) \) is such that the pullback of sections of \( A|_S \) is bracket preserving. \( \square \)

**Remark 6.3.** The map \( q : \Gamma(A|_S) \rightarrow \mathfrak{X}(\nu(M, S)) \), given by the composition

\[
\Gamma(A|_S) \rightarrow \Gamma(\nu(A, A|_S)) \rightarrow \mathfrak{X}(\nu(M, S))
\]

of the pull-back followed by the anchor, defines a **Courant algebroid action** of \( A|_S \) on \( \nu(M, S) \rightarrow S \), in the sense of [29, Section 2.3], and it identifies \( \nu(A, A|_S) \) as the corresponding action Courant algebroid.

In particular the proposition gives a ‘linear Courant algebroid’ over the normal bundle to any leaf \( S = O \subseteq M \). As a special case, if \( m \in M \) is a point at which the anchor of \( A \) is zero,
then the Courant algebroid $\mathcal{A}|_S = \mathcal{A}_m$ is a metrized Lie algebra, $\mathfrak{d} = \mathcal{A}_m$, and we obtain a Courant algebroid structure on

$$\nu(\mathcal{A}, \mathcal{A}_m) = T_m M \times \mathfrak{d} \to T_m M,$$

with the property that the pull-back map $\mathfrak{d} \to \Gamma(T_m M \times \mathfrak{d})$ intertwines the metrics and the Courant brackets. By the theory of [29], this means that $T_m M \times \mathfrak{d}$ is an action Courant algebroid for a suitable $\mathfrak{d}$-action $\varrho$ on $T_m M$ with coisotropic stabilizers. To describe the action, we need to specify the anchor. Note that the section $\nu(\sigma) \in \Gamma(T_m M \times \mathfrak{d})$ obtained by restriction of $\varrho(\sigma)$ is just the ‘constant section’ given by $\zeta = \sigma|_m$. We have

$$a(\zeta) = a(\nu(\sigma)) = \nu(a(\sigma)) \in \mathfrak{X}(T_m M),$$

the linear approximation of the vector field $a(\sigma)$. But a linear vector field on a vector space is given by an endomorphism. Concretely, if $Y$ is a vector field on $M$ with critical point at $m$, and $\nu(Y)$ is its linear approximation, then the endomorphism of $T_m M$ corresponding to $\nu(Y)$ is

$$v \mapsto [Y, Z]|_m$$

where $Z \in \mathfrak{X}(M)$ is any vector field extending $v$.

7. Lie bialgebroids

7.1. Basic definitions. The notion of a Lie bialgebroid was introduced by Mackenzie and Xu in [32]. A Lie bialgebroid $(E, F, \beta)$ over $M$ consists of two Lie algebroids $E \to M$, $F \to M$, with a nondegenerate pairing,

$$\beta: E \times M F \to \mathbb{R}$$

(identifying $E = F^*$) such that the Lie algebroid differential $d_F$ on $\Gamma(\wedge E) = \Gamma(\wedge F^*)$ is a derivation for the Schouten bracket of $E$. The notion turns out to be symmetric: If $(E, F, \beta)$ is a Lie bialgebroid then so is $(F, E, \beta)$. By [32, Proposition 3.6] (see also [29, Theorem 3.9]), any Lie bialgebroid determines a Poisson bivector field $\pi \in \mathfrak{X}^2(M)$, with associated bundle map $\pi^\sharp: T^* M \to TM$ given by composition

$$T^* M \xrightarrow{\pi^\sharp} E^* \xrightarrow{\psi} F \xrightarrow{a_F} TM,$$

where $a_E : E \to TM$, $a_F : F \to TM$ are the anchor maps. In particular, $(a_F \circ a_F^*)^* = a_E \circ a_E^* = -a_F \circ a_F^*$.

Conversely, every Poisson manifold $(M, \pi)$ determines a Lie bialgebroid $(TM, T^*_\pi M, \beta)$, where $T^*_\pi M$ is the cotangent algebroid defined by the Poisson structure and $\beta$ is the canonical pairing; the bivector field associated to this Lie bialgebroid is $\pi$ itself.

7.2. Statement of the normal form theorem. Suppose $N \subseteq M$ is a submanifold transverse to the map $\pi^\sharp: T^* M \to TM$. Then $N$ is also transverse to the anchor maps $a_E, a_F$ of $E, F$, because $\text{ran}(\pi^\sharp) \subseteq \text{ran}(a_E) \cap \text{ran}(a_F)$ by definition of $\pi$. We obtain linear approximations $\nu(E) = p^! \iota^! E$, $\nu(F) = p^! \iota^! F$ over $\nu(M, N)$ as before, with a pairing

$$\nu(\beta): \nu(E) \times_{\nu(M,N)} \nu(F) \to \mathbb{R}$$

given by $\nu(\beta)(x, y) = \beta(\iota_{\nu}(x), \iota_{\nu}(y))$. This pairing is always degenerate (if $\dim N < \dim M$), since the map $\iota_{\nu}: \nu(E) \to E$ has a kernel. In the normal form result below, this will be
corrected through a suitable 2-form $\omega \in \Omega^2(\nu(M,N))$, by adding a term $\omega(a_{\nu(E)}(x), a_{\nu(F)}(y))$ to the right-hand side. We will denote this modified pairing by $\nu(\beta)^\omega$.

By Lemma 3.3, it is always possible to choose a 1-form $\alpha \in \Omega^1(M)$ which is Euler-like for the Poisson structure $\pi$. The choice of such a 1-form determines a normal form:

**Theorem 7.1** (Normal form theorem for Lie bialgebroids). Let $(E, F, \beta)$ be a Lie bialgebroid, with associated Poisson structure $\pi$, and let $N \subseteq M$ be a submanifold transverse to the map $\pi^\sharp$. Choose a 1-form $\alpha \in \Omega^1(M)$, with $\alpha|_N = 0$, such that $X = \pi^\sharp(\alpha)$ is Euler-like, determining a tubular neighborhood embedding $\psi: \nu(M,N) \to U \subseteq M$. Define the 2-form

$$\omega = d\int_0^1 \frac{1}{u} m_u^* \psi^* \alpha \ du \in \Omega^2(\nu(M,N)).$$

Then the pairing $\nu(\beta)^\omega$ is non-degenerate, and $\psi$ lifts to an isomorphism of Lie bialgebroids

$$(\nu(E), \nu(F), \nu(\beta)^\omega) \to (E|_U, F|_U, \beta).$$

As in the case of Courant algebroids, one also obtains a $G$-equivariant version of this result (for proper $G$-actions lifting to bialgebroid automorphisms).

The proof will be given in the following subsection.

### 7.3. Proof of the normal form theorem.

By [31], the direct sum $\mathbb{A} = E \oplus F$ acquires the structure of a Courant algebroid containing $E, F$ as Dirac structures; conversely, if $E, F \to M$ are transverse Dirac structures inside a Courant algebroid $\mathbb{A} \to M$, then $(E, F, \beta)$ is a Lie bialgebroid, with $\beta$ obtained by restriction of the bilinear form of $\mathbb{A}$. One calls $(\mathbb{A}, E, F)$ a Manin triple. We shall adopt the viewpoint of defining Lie bialgebroids $(E, F, \beta)$ in terms of such Manin triples. For the Lie bialgebroid $(TM, T^*_M, \beta)$ of a Poisson manifold, the corresponding Manin triple is $(\mathbb{T}M, TM, \text{Gr}(\pi))$, where $\text{Gr}(\pi)$ is the graph of the map $\pi^\sharp: T^*M \to TM$.

The statement of Theorem 7.1 is equivalent to the following assertion:

**Theorem 7.2** (Normal form theorem for Manin triples). Let $(\mathbb{A}, E, F)$ be a Manin triple over $M$, with associated Poisson structure $\pi$, and suppose $N \subseteq M$ is transverse to $\pi^\sharp$. Choose $\alpha \in \Omega^1(M)$ such that $\alpha|_N = 0$ and $X = \pi^\sharp(\alpha)$ is Euler-like, defining a tubular neighborhood embedding $\psi: \nu(M,N) \to U \subseteq M$ and the 2-form $\omega$ (see (44)). Then the Dirac structures $\nu(E)$ and $R_\omega(\nu(F))$ are transverse in $\nu(\mathbb{A})$, and $\psi$ lifts to an isomorphism of Manin triples

$$(\nu(\mathbb{A}), \nu(E), R_\omega(\nu(F))) \to (\mathbb{A}|_U, E|_U, F|_U).$$

**Proof.** Define sections

$$\sigma = -a^E_\beta \alpha \in \Gamma(F^*) = \Gamma(E), \quad \tau = a^F_\beta \alpha \in \Gamma(E^*) = \Gamma(F).$$

Then $a(\sigma) = a(\tau) = X$, and $\tau - \sigma = a^E\alpha$. The section $\sigma$ determines a Courant morphism $\tilde{\psi}: \nu(\mathbb{A}) \to \mathbb{A}|_U$ taking $\nu(E)$ to $E|_U$, while $\tau$ determines a Courant morphism $\tilde{\psi}' : \nu(\mathbb{A}) \to \mathbb{A}|_U$ taking $\nu(F)$ to $F|_U$. By Proposition 5.10, these are related by a gauge transformation by the 2-form $\omega$:

$$\tilde{\psi}' = \tilde{\psi} \circ R_\omega.$$

It follows that

$$F|_U = \tilde{\psi}'(\nu(F)) = \tilde{\psi}(R_\omega(\nu(F))). \quad \square$$
Remark 7.3. The normal form theorem for Manin triples, as stated in Theorem 7.2, admits a generalization to Dirac structures $E, F \subseteq \mathfrak{a}$ that are not necessarily transverse, but satisfy the weaker condition $E \cap F \cap \ker(a) = 0$. In terms of the canonical Courant morphism \[ S: TM \rightarrow \mathfrak{a} \times \mathfrak{a}, \] where $v + \mu \sim_S (x, y)$ if and only if $v = a(x)$ and $a^*\mu = x - y$, this condition means that for all $x \in E$, $y \in F$, one has that $v + \mu \sim_S (x, y)$ if and only if $v + \mu = 0$. As a consequence, the backward image $L = S^!(E \times F) \subseteq TM$ is a Dirac structure, which is a Poisson structure if and only if $E$ is transverse to $F$. By construction, any section $X + \alpha \in \Gamma(L)$ is $S$-related to a unique section of $E \times F$ along the diagonal. But this is just the same as a section $(\sigma, \tau) \in \Gamma(E \oplus F)$, where $(\sigma(m), \tau(m)) \in E_m \oplus F_m$ is the unique element that is $S$-related to $(X_m + \alpha_m)$. By definition of $S$, these sections satisfy
\[ a(\sigma) = a(\tau) = X, \quad \sigma - \tau = a^*\alpha. \]

Given a submanifold $N$ transverse to the anchor of $L$, we may choose an Euler-like section $X + \alpha \in \Gamma(L)$ with respect to $N$. Proceeding as in the transverse case, we obtain a normal form for $(E, F)$.

7.4. Local splitting theorem for Lie bialgebroids. The assumption that $N$ is transverse to $\pi^\sharp$ holds in particular if $N$ is cosymplectic \[52\]. Recall that a submanifold $N$ of a Poisson manifold $(M, \pi)$ is cosymplectic if and only if the composition
\[ \nu(M, N)^* \rightarrow T^*M|_N \rightarrow T^*N|_N \rightarrow \nu(M, N) \]
is an isomorphism. This implies that $TN \subseteq TM|_N$ has a canonical complement $\pi^\sharp(\text{ann}(TN))$, which we may identify with $\nu(M, N)$, giving a direct sum decomposition
\[ TM|_N = TN \oplus \nu(M, N). \]

Lemma 7.4. Let $(E, F, \beta)$ be a Lie bialgebroid over $M$, and suppose $N \subseteq M$ is cosymplectic for the associated Poisson structure $\pi$. Then $\beta$ restricts to a non-degenerate pairing $i^! \beta$ between $i^!E \subseteq E$, $i^!F \subseteq F$, defining a pull-back Lie bialgebroid $(i^!E, i^!F, i^!\beta)$ over $N$.

Proof. The image $a^*_{E}(\text{ann}(TN)) \subseteq F^*|_N \cong E|_N$ is a complement $E'$ to $a^{-1}_E(TN) \subseteq E|_N$, since $a_E(E') = \pi^\sharp(\text{ann}(TN)) = \nu(M, N)$. A similar argument applies to $F$. This defines splittings
\[ E|_N = a^{-1}_E(TN) \oplus E', \quad F|_N = a^{-1}_F(TN) \oplus F'. \]
Since the metric defines a non-degenerate pairing between $E$ and $F$, and since $E'$ is orthogonal to $a^{-1}_F(TN)$, it follows that the metric defines a non-degenerate pairing between $a^{-1}_E(TN)$ and $a^{-1}_F(TN)$. Therefore, the pairing between $i^!E$ and $i^!F$ is non-degenerate as well. \[ \square \]

Given a Lie bialgebroid $(E, F, \beta)$ with associated Poisson structure $\pi$, and any point $m \in M$, let $S \subseteq M$ be the symplectic leaf through $m$, and $i: N \subseteq M$ a transverse submanifold of complementary dimension. Taking $N$ smaller if necessary, it is a cosymplectic submanifold, hence the transverse Lie bialgebroid $(i^!E, i^!F, i^!\beta)$ over $N$ is defined. Letting $\omega_S$ denote the symplectic form on $S$, we can also consider the Lie bialgebroid $(TS, TS, \omega_S)$. Theorem 7.1 (or the equivalent Theorem 7.2) has the following consequence:

Corollary 7.5. A Lie bialgebroid $(E, F, \beta)$ over $M$ is isomorphic, near any given point $m \in M$, to a product of the standard Lie bialgebroid $(TS, TS, \omega_S)$ of the symplectic leaf through $S$ and the transverse Lie bialgebroid $(i^!E, i^!F, i^!\beta)$ over $N$. 

Proof. We will work with the interpretation as a Manin triple $(A, E, F)$ with $A = E \oplus F$, as in Theorem 7.2. By Theorem 7.2, around $m$ there is an isomorphism of Manin triples $(A, E, F) \to (\nu(A), \nu(E), \nu(F)\omega)$, where $\omega \in \Omega^2(\nu(M, N))$ is the closed 2-form (44). One can arrange (by suitably choosing $\alpha$ in (44)) that $\omega|_N$ has kernel $TN$, and its restriction to $\nu(M, N) \subseteq T\nu(M, N)|_X$ coincides with the symplectic form on $\nu(M, N) \subseteq TM|_N$ induced by $\pi|_N$; see [5, Lemma 6.2].

Let $P = T_mS \subseteq T_mM$. Taking $N$ sufficiently small, we may choose an isomorphism $\nu(M, N) \cong N \times P$, extending the given identification $\nu(M, N)_m \cong P$ at $m$. On $N \times P$, we have the closed 2-form $\omega_S$ (viewed as a 2-form on the product via pullback from the second factor), but also the 2-form $\omega$ (by pullback from $\nu(M, N)$). These coincide at the point $m = (m, 0) \in N \times P$. Define a family of closed 2-forms by linear interpolation, $\omega_s = (1-s)\omega + s\omega_S$. Then the restriction of $\omega_s$ to the tangent space at $m$ is constant; in particular, there is a neighborhood of $m$ on which $\nu(F)\omega_s$ remains transverse to $\nu(E)$. The Moser method for Manin triples, proven in Appendix B, defines a Courant automorphism of $\nu(A) = \iota^*A \times TS$ near $m$, preserving $\nu(E) = \iota^*E \times TS$, and taking $\nu(F)\omega$ to $\nu(F)\omega_s = \iota^*F \times TS\omega_s$.

In the special case that the Poisson bivector field $\pi$ is itself non-degenerate, defining a symplectic structure $\omega$, we may take $N = \text{pt}$, $S = M$. In this case, $\iota^*E = g$, $\iota^*F = h$ is a Manin pair $(g, h, \beta_0)$ of Lie algebras, with a non-degenerate pairing $\beta_0$ obtained by restriction of $\beta$. We may regard $(TM, TM, \omega)$ as a Lie bialgebroid, and the corollary says that $(E, F, \beta)$ is isomorphic, near $m$, to the product of Lie bialgebroids

$$(g, h, \beta_0) \times (TM, TM, \omega).$$

Note also that the Weinstein splitting theorem [52] for Poisson manifolds $(M, \pi)$ is a special case of Corollary 7.5, by taking $(E, F, \beta)$ to be the Lie bialgebroid $(TM, T^*_\pi M, \beta)$.

**Appendix A. Coordinates on the deformation space**

In this appendix, we will give a few more details regarding the construction of the deformation space (normal cone) $D(M, N) = \nu(M, N) \sqcup (M \times \mathbb{R}^\times)$ of a manifold $M$ and submanifold $N$. References include [21, 24, 27].

For any function $f \in C^\infty(M)$ with $f|_N = 0$, define a function $\tilde{f}: D(M, N) \to \mathbb{R}$, given by $\tilde{f}(m, t) = \frac{1}{t}f(m)$ on $M \times \mathbb{R}^\times$ and by $TM|_N/TN \to \mathbb{R}$, $v \mod TN \mapsto v(f)$ on $\nu(M, N)$. The manifold structure of $D(M, N)$ requires that the function $\tilde{f}$ is smooth. We may use these functions to construct charts of $D(M, N)$, as follows. Let $x_1, \ldots, x_r, y_1, \ldots, y_s \in C^\infty(U)$ be the local coordinates on a submanifold chart $U \subseteq M$ for $(M, N)$, that is, $U \cap N$ is given by the vanishing of the $y$-coordinates. The deformation space $D(U, U \cap N) \subseteq D(M, N)$ is then the domain of a chart for the deformation space, with coordinates $x_1, \ldots, x_r, y_1, \ldots, y_s, t$. Here $t$ is the projection $\pi: D(M, N) \to \mathbb{R}$, regarded as a real-valued function, $y_j$ are obtained from $y_j$ by the procedure described above, and the $x_i$ are now viewed as functions on $U \times \mathbb{R}^\times$ (via projection to the first factor) respectively on $\nu(U, U \cap N)$ (via projection to the base $U \cap N$). One verifies (as in the references above) that the transition maps for any two such charts are smooth.

Recall from Section 2.3 that when a vector field $X$ is Euler-like, $L_X f - f$ vanishes to second order along $N$ for any $f \in C^\infty(M)$ that vanishes along $N$. So an Euler-like vector field has the
local coordinate expression
\[ X = \sum_i a_i(x, y) \frac{\partial}{\partial x_i} + \sum_j (y_j + b_j(x, y)) \frac{\partial}{\partial y_j}, \]
where \( a_i \) vanishes for \( y = 0 \), while \( b_j \) vanishes to second order. Hence
\[ D(X) = \sum_i a_i(x, t\tilde{y}) \frac{\partial}{\partial x_i} + \sum_j \left( \tilde{y}_j + \frac{1}{t} b_j(x, t\tilde{y}) \right) \frac{\partial}{\partial \tilde{y}_j}. \]

On the other hand, the vector field \( \Theta \) is given in local \((x, \tilde{y}, t)\) coordinates on \( M \times \mathbb{R}^\times \) by \( t^2 \frac{\partial}{\partial t} \). In terms of \((x, \tilde{y}, t)\) coordinates this becomes
\[ \Theta = t \frac{\partial}{\partial t} - \sum \tilde{y}_i \frac{\partial}{\partial \tilde{y}_i}. \]

Hence, for \( W = \frac{1}{t}(\Theta + X) \) we find
\[ W = \frac{\partial}{\partial t} + \frac{1}{t} \sum_i a_i(x, t\tilde{y}) \frac{\partial}{\partial x_i} + \frac{1}{t^2} \sum_j b_j(x, t\tilde{y}) \frac{\partial}{\partial \tilde{y}_j}. \]

This confirms that \( W \) is well-defined even for \( t = 0 \). For a general vector field \( Y = \sum_i c_i(x, y) \frac{\partial}{\partial x_i} + \sum_j d_j(x, y) \frac{\partial}{\partial y_j} \), the vector field \( Y \times 0 \) on \( M \times \mathbb{R}^\times \) has the coordinate expression
\[ Y \times 0 = \sum_i c_i(x, t\tilde{y}) \frac{\partial}{\partial x_i} + \frac{1}{t} \sum j d_j(x, t\tilde{y}) \frac{\partial}{\partial \tilde{y}_j}. \]

We see again that \( t(Y \times 0) \) extends to a vector field \( \tilde{Y} \) on the deformation space, while \( Y \times 0 \) extends to a vector field \( D(Y) \) if and only if \( Y \) is tangent to \( N \).

In a similar fashion, for a \( k \)-form \( \alpha = \sum_{|I| + |J| = k} f_{IJ}(x, y) dx^I dy^J \) (using multi-index notation), the form \( t^{-1}(\alpha \times 0) \) on \( M \times \mathbb{R}^\times \) extends to a \( k \)-form \( D(\alpha) \) on the deformation space (i.e., \( \kappa^*\alpha \) is divisible by \( t \)) if \( \alpha|_N = 0 \). In this case, the pullback of \( D(\alpha) \) to \( \nu(M, N) \) is the linear approximation \( \nu(\alpha) \).

**Appendix B. The Moser method for Manin triples**

Let \( \mathcal{A} \to M \) be a Courant algebroid. Let \( \sigma_s, \tau_s \in \Gamma(\mathcal{A}) \) be 1-parameter families of sections, with \( \tau_s = \sigma_s + a^* \beta_s \) for a family of 1-forms \( \beta_s \in \Omega^1(M) \), and let \( \tilde{\psi}_s, \tilde{\phi}_s \) be the (local) flows on \( \mathcal{A} \) generated by these sections. Their base flows coincide, and are given by the flow of the time dependent vector field \( X_s = a(\sigma_s) = a(\tau_s) \). Proposition 5.3 also applies to time-dependent sections, with the same proof, and shows that
\[ (47) \quad \tilde{\psi}_s = R_{\omega_s} \circ \tilde{\phi}_s, \quad \omega_s = -d \int_0^s (\phi_u)_* \beta_u \, du. \]

We will use this to prove:

**Theorem B.1** (Moser method for Manin triples). Let \( \mathcal{A} \to M \) be a Courant algebroid with a Dirac structure \( E \subseteq \mathcal{A} \). Let \( F_s, \quad s \in \mathbb{R} \) be a family of Dirac structures transverse to \( E \), depending smoothly on \( s \), and which are gauge equivalent in the sense that
\[ F_s = R_{\nu_s}(F_0) \]
for a smooth family of closed 2-forms $\nu_s \in \Omega^2(M)$, with $\nu_0 = 0$. Denote by $\pi_s \in \mathfrak{X}^2(M)$ the resulting family of Poisson structures. Suppose furthermore that $\frac{d}{ds}\nu_s = -\alpha_s$ for a smooth family of 1-forms $\alpha_s$, and such that the vector field $\pi_s^*(\alpha_s)$ is complete. Then there is a family of Courant automorphisms $\tilde{\phi}_s$ such that

$$\tilde{\phi}_s(E) = E, \quad \tilde{\phi}_s(F_s) = F_0.$$  

In practical applications (as in the proof of Cor. 7.5), the completeness assumptions are ensured by multiplying with suitable bump functions.

**Proof.** (See [34] for a similar argument in the context of Poisson geometry.) Let $\sigma_s \in \Gamma(E)$ be the component of $-a^*(\alpha_s) \in \Gamma(\mathcal{A})$ under the decomposition $\mathcal{A} = E \oplus F_s$. By assumption, the time dependent vector field $X_s = a(\sigma_s) = \pi_s^*(\alpha_s)$ is complete, defining a flow $\phi_s$ on $M$, and hence the time dependent section $\sigma_s$ generates a flow $\tilde{\phi}_s$. Since $\sigma_s$ are sections of $E$, we have that $\tilde{\phi}_s(E) = E$. To prove that this flow takes $F_s$ to $F_0$, note first that

$$\sigma_s + a^*(\alpha_s)$$

is a family of sections of $F_s = R_{\nu_s}(F_0)$. Applying $R_{-\nu_s}$, we obtain a section of $F_0$. But

$$R_{-\nu_s}(\sigma_s + a^*(\alpha_s)) = \sigma_s + a^*(\alpha_s) - a^* \circ \nu_s \circ a(\sigma_s + a^*(\alpha_s))$$

$$= \sigma_s + a^*(\alpha_s - \nu_s^*(X_s))$$

$$= \sigma_s + a^* \beta_s$$

with the family of 1-forms $\beta_s = \alpha_s - \iota_{X_s}\nu_s \in \Omega^1(M)$. The flow of the family of sections $\sigma_s + a^* \beta_s$ is $\psi_s = R_{\sigma_s} \circ \phi_s$, with $\sigma_s$ obtained by integrating

$$(\phi_s)_*d\beta_s = -\frac{d}{ds}w_s,$$

see (47). But

$$(\phi_s)_*d\beta_s = (\phi_s)_*(d\alpha_s - L_{X_s}\nu_s) = -\frac{d}{ds}((\phi_s)_*\nu_s)$$

shows that $w_s = (\phi_s)_*\nu_s$. Since $\sigma_s + a^* \beta_s$ are sections of $F_0$, the flow $\psi_s$ preserves $F_0$. We conclude that

$$F_0 = \tilde{\psi}_s(F_0) = R_{(\phi_s)_*\nu_s} \circ \tilde{\phi}_s(F_0) = \tilde{\phi}_s \circ R_{\nu_s}(F_0) = \tilde{\phi}_s(F_s).$$

We remark that the Moser method for Poisson manifolds (see, for example, [34]) is a special case, where $\mathcal{A} = TM$, $E = TM$ and $F_s = \text{Gr}(\pi_s)$ for a family of gauge equivalent Poisson structures.
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