Efficiency Analysis of Collaborative Based Recommendation System
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Abstract. Over the recent times, there has been great enhancement towards online shopping and platforms that provide commerce. Hence, great research and work has been done and is being done in field of recommendation systems. With this great development, there has been an exponential increase in online inventory due to the great number of users excessing these online platforms for buying and selling purposes and companies are often looking for advanced recommendation systems to provide their customers with the best online experience in respect towards each individual customer. It is believed that recent advancements in Deep Learning may provide an optimal solution for better recommendation systems, but it requires validation. The main aim of this paper is to follow through different research and investigate whether modern Deep Learning algorithms live up to the expectations and demands. Different reviews have been given in support with experiments. This literature review provides an analysis of different practices, state of the industrial methodologies and current research.

1. Introduction

In today’s era of the Internet, the amount of information is growing exponentially [1]. This sharp flow of information has also resulted in the development of services to provide information to users based on their needs making it comfortable [2]. Recommendation systems (RS) that emerged in the mid-1990s [3] are the services that are typically defined to provide suggestions to users and other stakeholders [4] keeping in mind the interest for a specific user [5]. These recommendations perform various decision-making processes as what to buy, to what music to listen to, or which movies or TV series to see [1].

Conventional Recommendation Systems such as content-based [6], [7], and session-based [8] methods are normally focused on explicit user-item preferences and anonymous behaviour sessions respectively. However, these methods are primarily designed to find similar items already rated by users [9] and possibly miss out on interesting items that lie outside the range of documents already rated by users [10]. A different approach to the recommendation system is Collaborative Filtering. Collaborative Filtering filters and evaluates items based on the opinions of other people. The technique collects and establishes profiles and determines the relationships among the data according to similarity models. The profile can have various categories of the data such as user preferences, user behaviour patterns, or item properties [10]. Therefore, unlike content-based systems, collaborative filtering systems do not require to obtain and analyse content [14]. Though recommender systems are the tools to interact with large and complex information spaces and to provide a personalized view of such spaces, prioritizing items likely to be of interest to the user [15].
Today, humans undoubtedly rely on the recommendations from various sources for one purpose to another, however, the choices available to them are increasing manifold day by day [16]. Countless advancements in machine learning and artificial intelligence have significantly created an impact on recommendation systems. Similarly, promising results have been achieved by the usage of Deep Learning techniques on Recommender Systems [17] as well. In collaborative filtering recommender systems, products are the features, and users rate these products. However, there are usually a huge number of products involved, and selecting every product can make a recommender system inefficient [18]. To increase the efficiency of the recommendation, various algorithms use self-constructing clusters to reduce the dimensionality related to the number of products. In this paper, we have used four state-of-the-art recommendation systems; Matrix Factorization, Non-Negative Matrix Factorization, Neural Rating Regression, and AutoRec and analysed their respective efficiency when applied on MovieLens datasets [19] for movie recommendations.

2. Related Work
Collaborative filtering is a widely applied technique in recommender systems, in which patterns across similar users and items are leveraged to predict user preferences [20]. Collaborative filtering techniques collect and indicate profiles while determining the relationships amidst data according to similarity models. The possible categories of data in the profiles include user preferences, user behaviour patterns, or item properties [21]. The outcome that is determined through such approaches are a verdict of significance that shows an individual’s interest in a particular item. If the item is correctly recommended to the user, it provides valuable and important insights to the company of the user’s liking and disliking [22]. While Deep Learning techniques begin to be used in a recommendation system for several situations ranging from dialog systems to temporal user-item relationships through heterogeneous classification applied to recommendation environment, few efforts have been made to use collaborative filtration neural networks [23]. Matrix factorization methods have recently received greater exposure, mainly as an unsupervised learning method or latent variable decomposition and dimensionality reduction successfully applied in spectral data analysis and text mining most of the matrix factorization methods are based on the latent factor model [24]. While Non-negative Matrix Factorization (NMF), a comparatively new dimension reduction paradigm, has been in the ascendent. It incorporates the non-negativity constraint and thus obtains the parts-based representation as well as enhancing the interpretability of the issue correspondingly [25]. AutoRec partially observes vectors as an input and projects it into a low-dimensional latent space and reconstruct it in the output space to predict the missing ratings. [26]. Neural rating Regression is a multilayer perceptron network that is used to project latent user variables and latent rating variables. With a multi-task learning strategy in an end-to-end teaching paradigm, all the neural parameters in the gated recurrent neural networks and the multilayer perceptron network as well as the latent variables for users and things are learned [27].

3. Methodology
Several approaches have been taken to provide reasonable outline and see whether the latest practices cross the mark line in terms of performance. Focus would be put upon collaborative filtering with both Deep Learning and Non-Deep Learning approaches as it’s widely used in scientific society. Different algorithms have been discussed with regards to their performance, their method of usage and their shortcomings. To achieve this, following methodology has been adopted and is outlined in Figure 1.
3.1. Dataset
In education, research, and business, the MovieLens information sets are commonly used. Every year they are downloaded hundreds of thousands of times, reflecting their use in popular media programming books, internet and traditional classes, and software. There is different size of dataset available online for MovieLens available, but we have used MovieLens dataset with size of 1 million.

3.2. Preprocessing
As several features are used during the processing in later stages. Hence, first we analysed the dataset for any missing values of those features. This step is highly important because it can affect our results in later stages. After that, we normalized independent features of the dataset and brought all the variables to the same range.

3.3. Collaborative Filtering
We chose model based approach for Collaborative Filtering because it supports machine learning technique and envisages the user’s ending rating on unrated items. For machine learning techniques, we chose Matrix Factorization, Non-Negative Matrix Factorization, Neural Rating Regression and AutoRec. We selected Neural Rating Regression as it is a deep learning technique which can simultaneously predict precise ratings and generate abstractive tips with good linguistic quality simulating user experience and feelings [27]. We used AutoRec as it is a novel autoencoder framework for collaborative filtering and provides compact and efficiently trainable model [28]. We used Matrix factorization as it could incorporate implicit feedback, information that are not directly given but can be derived by analyzing user behavior [29]. Lastly, we used Non-Negative Matrix Factorization approach as it signifies speed, ease of interpretation and versatility [30].

4. Experiments and Results
To fulfill the main objective for this literature is to overview whether latest methods live upon to their performance. Several approaches have been taken to provide reasonable outline and see whether the latest practices cross the mark line in terms of performance. A high focus would be put upon collaborative filtering with both Deep Learning and Non-Deep Learning approaches as it’s widely used in scientific society. Different algorithms have been discussed with regards to their performance, their method of usage and their shortcomings. The Table 1 shows the hyperparameter used for each model on MovieLens dataset (1 Million data points) are Matrix Factorization, Non-Negative Matrix Factorization, Neural Rating Regression and AutoRec. Each model is evaluated upon Root Mean Square Error (RMSE) and its results are listed on Table 1.
Table 1. Hyper Parameters for Models.

| Parameters       | Matrix Factorization | Non-Negative Matrix Factorization | Neural Rating Regression | AutoRec |
|------------------|----------------------|-----------------------------------|--------------------------|---------|
| Learning Rate    | 0.001                | 0.001                             | 0.001                    | 0.001   |
| Regularization Rate                      | 0.01                | 0.01                              | 0.01                     | 0.00001 |
| Epochs                      | 20                  | 20                                | 20                       | 20      |
| Batch Size       | 128                  | 128                               | 128                      | 28      |
| RMSE             | 0.812                | 0.871                             | 0.826                    | 0.821   |

5. Discussion

Learning rate is the extent to which the model changes during each search step. To achieve good performance, it is the most important parameter of a model as it shows that how quickly or slowly it can learn the problem. A greater learning allows the model to learn at the cost of reaching a sub-optimal final set of weights much faster. A lower learning speed may enable the model to learn a weight set that is more ideal or even globally optimal, but it may take much longer to train. The other important inspections are regularization rate and the batch size. Regularization is a significant element in avoiding over fitting. It can be used to decrease the model volume while withholding accuracy. Whereas, batch size is relatively proportional for convergence and performance.

From the Table 1 we can observe that Matrix Factorization provided the lowest score with 0.812 while Neural Rating Regression came second. From the Figure 2, we can easily conclude from the pattern that Matrix Factorization which is a non-Deep Learning approach tends to provide better results.

![Figure 2. Graphical Overview of Different Models](image)

6. Conclusion

As mentioned before that deep learning has brought major impact on research group interest regarding recommendation systems but with reference to recent research, the classical algorithms tend to provide better results. The state of the art algorithms is more complex, and their complexity tends to provide disadvantage while delivering optimal solution. Hence, a simple approach like Matrix Factorization which is believed to be more mature in nature and not only provide optimal results but also provide a much better traditional baseline for future research to take place. The future research directs towards...
an algorithm with much accuracy and simplicity and we believe that classical algorithms fulfil this requirement.
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