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Abstract. Let $X$ be a standard Gaussian random variable. For any $p \in (1, \infty)$, we prove the existence of a universal constant $C_p > 0$ such that the inequality

$$(\mathbb{E}|h'(X)|^p)^{1/p} \geq C_p \sqrt{d} (\mathbb{E}|h(X)|^p)^{1/p}$$

holds for all $d \geq 1$ and all polynomials $h : \mathbb{R} \to \mathbb{C}$ whose spectrum is supported on frequencies at least $d$, that is, $\mathbb{E}h(X)X^k = 0$ for all $k = 0, 1, \ldots, d - 1$. As an application of this optimal estimate, we obtain an affirmative answer to the Gaussian analogue of a question of Mendel and Naor (2014) concerning the growth of the Ornstein–Uhlenbeck operator on tail spaces of the real line. We also show the same bound for the gradient of analytic polynomials in an arbitrary dimension.
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1. Introduction

1.1. Approximation theory on the hypercube and the Gauss space. Fix $n \geq 1$, and let $[-1, 1]^n$ be the hypercube of dimension $n$. Any function $f : [-1, 1]^n \to \mathbb{C}$ can be decomposed into Fourier–Walsh series as

$$f(x) = \sum_{\emptyset \subseteq \{1, \ldots, n\}} a_S \prod_{j \in S} x_j$$

where $x = (x_1, \ldots, x_n) \in [-1, 1]^n$ and $a_S \in \mathbb{C}$ are the Fourier–Walsh coefficients. The hypercube Laplacian $\Delta$ of $f$ is defined as

$$\Delta f = \sum_{j=1}^n D_j f,$$

where $D_j f(x) = \frac{f(x_1, \ldots, x_j, \ldots, x_n) - f(x_1, \ldots, -x_j, \ldots, x_n)}{2}$

and the discrete $L_p$ norm is given by

$$\|f\|_p = \left( \frac{1}{2^n} \sum_{x \in [-1, 1]^n} \left| f(x) \right|^p \right)^{1/p}.$$

In their study of super-expanders, Mendel and Naor [13] asked the following influential question. Let $1 < p < \infty$. Does there exist a universal constant $C_p > 0$ such that for any $n, d \geq 0$ with $0 \leq d \leq n$, we have

$$\|\Delta f\|_p \geq C_p d \|f\|_p$$

for all $f : [-1, 1]^n \to \mathbb{C}$ in the $d$-th tail space, i.e. all functions of the form

$$f(x) = \sum_{\emptyset \subseteq \{1, \ldots, n\}} a_S \prod_{j \in S} x_j \ ?$$

\footnote{In fact, the original question of [13] concerned vector-valued functions but we will restrict ourselves to the scalar-valued case for the ensuing discussion.}
This problem led to a study of a more general question, which is known as the heat smoothing conjecture, see [8]. Currently, the best known bounds towards (1) are of the form \( \|Af\|_p \geq C_p d^\alpha \|f\|_p \) for a certain \( \alpha \in [1/2, 1) \), see [13, 5].

A standard limiting argument [1, pp. 164-166] (see equation (5) there) shows that (1) implies the corresponding estimate in Gauss space

\[
(2) \quad \|Lh\|_{L^p(d\gamma_n)} \geq C_p d^\alpha \|h\|_{L^p(d\gamma_n)}
\]

for all \( n \geq 1 \) and all polynomials \( h : \mathbb{R}^n \to \mathbb{C} \) in the corresponding Gaussian \( d \)-th tail space; here \( L \) is the generator of the Ornstein–Uhlenbeck semigroup, see Section 1.2 for the definitions of these notions. The purpose of the present paper is to investigate the Gaussian counterpart (2) of the discrete inequality (1), in view of the additional continuous tools which have been developed in the weighted approximation theory literature. In particular, we shall present a proof of (2) for \( n = 1 \) and a proof of (2) for analytic polynomials in all (even) dimensions.

The proof of inequality (2) in dimension \( n = 1 \) relies on Freud’s Jackson-type inequality with Gaussian weight [6], asserting that for every smooth \( f : \mathbb{R} \to \mathbb{R} \),

\[
(3) \quad \inf_{g : \text{deg}(g) \leq d} \int_{\mathbb{R}} (|f - g| e^{-x^2})^p dx \leq C_p d^{-p/2} \int_{\mathbb{R}} |f'(x)e^{-x^2}|^p dx,
\]

where the infimum on the left hand side is taken over all real polynomials of degree at most \( d \). In [11, Sections 3-4] Lubinsky gives a survey of all currently available proofs of Freud’s inequality (3). Significant obstacles seem to appear when one tries to extend each of these proofs to higher dimensions.
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1.2. Definitions and statement of the main results. For an integer \( n \geq 1 \), let

\[
d\gamma_n(x) = \frac{e^{-|x|^2}}{(\sqrt{2\pi})^n} dx
\]

be the standard Gaussian measure on \( \mathbb{R}^n \), where we denote\(^2\) by \( |x| = \sqrt{x_1^2 + \ldots + x_n^2} \) the Euclidean norm of a vector \( x = (x_1, \ldots, x_n) \in \mathbb{R}^n \). Let \( \alpha = (\alpha_1, \ldots, \alpha_n) \in (\mathbb{Z}_+)^n \) be a multi-index, where \( \mathbb{Z}_+ \) denotes the set of nonnegative integers, and set \( |\alpha| = \alpha_1 + \ldots + \alpha_n \). The Hermite polynomial of degree \( \alpha \) is defined as

\[
H_\alpha(x) = \int_{\mathbb{R}^n} (x + iy)^\alpha d\gamma_n(y) \quad \text{where} \quad (x + iy)^\alpha \overset{\text{def}}{=} \prod_{j=1}^n (x_j + iy_j)^{\alpha_j}.
\]

For a finite \( p \geq 1 \), consider the space

\[
L^p(\mathbb{R}^n; d\gamma_n) = \{ f \in L(\mathbb{R}^n; \mathbb{C}) : \|f\|_{L^p(d\gamma_n)} = \int_{\mathbb{R}^n} |f|^p d\gamma_n < \infty \},
\]

where we denote by \( L(\mathbb{R}^n; \mathbb{C}) \) the space of all functions \( f : \mathbb{R}^n \to \mathbb{C} \) which are Lebesgue measurable. When \( p = \infty \) we simply set \( L^\infty(\mathbb{R}^n; d\gamma_n) \) to be the space of complex-valued measurable functions such that \( \|f\|_{L^\infty(d\gamma_n)} = \text{esssup} |f| < \infty \).

\(^2\)If \( \mathbf{w} = (w_1, \ldots, w_n) \in \mathbb{C}^n \) we also set \( |\mathbf{w}| = \sqrt{|w_1|^2 + \ldots + |w_n|^2} \), where \( |z| \) denotes the absolute value of a complex number \( z \in \mathbb{C} \), and this notation is consistent with the usual identification of \( \mathbb{C}^n \) with \( \mathbb{R}^{2n} \).
The Hermite polynomials \( \{H_\alpha\}_{\alpha \in \mathbb{Z}^n} \) form an orthogonal system in \( L^2(dy) \) with respect to the inner product

\[
\langle f, g \rangle \overset{\text{def}}{=} \int_{\mathbb{R}^n} f \overline{g} \, dy \quad \text{for all} \quad f, g \in L^2(dy).
\]

Orthogonality along with the fact \( \text{deg}(H_\alpha) \leq |\alpha| \) imply that

\[
\mathcal{P}^{\leq d} \overset{\text{def}}{=} \text{span}_\mathbb{C}\{ x^n : |\alpha| \leq d \} = \text{span}_\mathbb{C}\{ H_\alpha(x) : |\alpha| \leq d \}
\]

for any integer \( d \geq 0 \). Hence, the system \( \{H_\alpha\}_{\alpha \in \mathbb{Z}^n} \) is complete in \( L^p(dy) \) for all \( 1 \leq p < \infty \). Our main space of investigation will be the (finite) \( d \)-tail space

\[
\mathcal{P}^{\geq d} \overset{\text{def}}{=} \left\{ f \in \mathcal{L}(\mathbb{R}^n; \mathbb{C}) : f = \sum_{|\alpha| \geq d} c_\alpha H_\alpha \text{ is a finite sum with } c_\alpha \in \mathbb{C} \right\}.
\]

Let \( \Delta = \sum_{j=1}^n \partial_{x_j}^2 \) be the usual Laplacian on \( \mathbb{R}^n \) and \( \nabla g = (\partial_{x_1} g, \ldots, \partial_{x_n} g) \) be the gradient of \( g \). We denote by \( L = -(\Delta - x \cdot \nabla) \) the (positive) generator of the Ornstein–Uhlenbeck semigroup, where \( x \cdot \nabla = \sum_{j=1}^n x_j \partial_{x_j} \). Recall that \( LH_\alpha = |\alpha|H_\alpha \). We shall first address the analogue of (2) for the gradient \( \nabla \) instead of \( L \).

**Definition.** Fix \( p \in (1, \infty) \) and \( n \geq 1 \). Let \( F(n, p) \) be the smallest constant such that

\[
\sqrt{d} + 1 \|f\|_{L^p(dy)} \leq F(n, p) \|\nabla f\|_{L^p(dy)}
\]

holds for all \( d \geq 0 \) and \( f \in \mathcal{P}^{\geq d+1} \). Similarly, let \( J(n, p) \) be the smallest constant\(^3\) such that

\[
\inf_{q \in \mathcal{P}^{\geq d}} \|g - q\|_{L^p(dy)} \leq \frac{J(n, p)}{\sqrt{d}} \|\nabla g\|_{L^p(dy)}
\]

holds for all \( d \geq 1 \) and all polynomials \( g : \mathbb{R}^n \to \mathbb{C} \).

Our first result is a dimension-free equivalence of the constants in (4) and (5).

**Theorem 1.** For any \( p \in (1, \infty) \), there exist finite positive constants \( C_p, c_p \) such that

\[
c_p F(n, p') \leq J(n, p) \leq C_p F(n, p')
\]

holds for all \( n \geq 1 \), where \( p' \overset{\text{def}}{=} \frac{p}{p-1} \) is the dual exponent to \( p \).

Combining Theorem 1 with a classical inequality of Freud [6] from weighted approximation theory, we deduce the following consequences.

**Corollary 2.** For any \( p \in (1, \infty) \), there exist \( S_p, T_p < \infty \) such that the estimates

\[
\sqrt{d} \|f\|_{L^p(dy)} \leq S_p \|f'\|_{L^p(dy)} \quad \text{and} \quad d \|f\|_{L^p(dy)} \leq T_p \|L f\|_{L^p(dy)}
\]

hold for all \( f \in \mathcal{P}^{\geq d} \) and any \( d \geq 1 \).

The first inequality in (7) is the converse to Freud’s Bernstein–Markov inequality with Gaussian weight [7] and the second inequality answers the Gaussian analogue of Mendel and Naor’s question on the real line. In the next theorem we show that the same bounds hold true for analytic polynomials in an arbitrary dimension, in particular resolving the problem of [13] for such polynomials.

\(^3\)The letter \( J \) in the definition of the constant \( J(n, p) \) is referring to Jackson [9], who first investigated inequalities in the spirit of (5) for trigonometric polynomials on the torus \( T \).
Theorem 3. For any \( n \geq 1, p \geq 1 \) and any analytic \( f : \mathbb{C}^n \to \mathbb{C} \) with \( f \in \mathcal{P}^{\leq d} \), we have
\[
d \| f \|_{L^p(d\gamma_{2^n})} \leq \| \nabla f \|_{L^p(d\gamma_{2^n})},
\]
where \( d\gamma_{2^n} \) is the standard gaussian measure on \( \mathbb{C}^n \cong \mathbb{R}^{2n} \). Moreover, for any \( p \in (1,\infty) \), there exists a finite constant \( K_p \) such that for any \( n \geq 1 \), we have
\[
\sqrt{d} \| f \|_{L^p(d\gamma_{2^n})} \leq K_p \| \nabla f \|_{L^p(d\gamma_{2^n})}
\]
for any analytic polynomial \( f : \mathbb{C}^n \to \mathbb{C} \) with \( f \in \mathcal{P}^{\leq d} \).

We remark that the dependence on \( d \) of the estimates appearing in Corollary 2 and Theorem 3 are asymptotically optimal, as can be seen by choosing the Hermite polynomial \( f(z) = H_d(z) \) in (7) and \( f(z) = z^d \) in (8) and (9).

Using similar techniques as in the proof of Theorem 3 we obtain sharp dimension-free Bernstein–Markov inequalities for analytic polynomials in Gauss space.

Theorem 4. For any \( p \in (1,\infty) \), there exists a finite constant \( C_p \) such that for any \( n \geq 1 \), we have
\[
\| \nabla f \|_{L^p(d\gamma_{2^n})} \leq C_p \sqrt{d} \| f \|_{L^p(d\gamma_{2^n})}
\]
for any analytic polynomial \( f : \mathbb{C}^n \to \mathbb{C} \) with \( f \in \mathcal{P}^{\leq d} \).

The estimate (10) is asymptotically sharp as can be seen by choosing \( f(z) = z^d \). Theorem 10 extends Freud’s inequality [7] to higher dimensions with the sharp dependence on \( d \) for analytic polynomials. We refer the interested reader to [4], where the dimension independent estimate \( \| \nabla f \|_{L^p(d\gamma_n)} \leq C_p d^{\alpha_p} \| f \|_{L^p(d\gamma_n)} \) was obtained with \( \alpha_p \in [1,2) \) and all (not just analytic) polynomials \( f \) of degree at most \( d \).

Finally, we derive the following sharp moment comparison result for analytic polynomials in Gauss space (see also Remark 11).

Theorem 5. For any \( 0 < p < q < \infty \) with \( q \geq 1, n \geq 1 \) and \( d \geq 1 \), we have
\[
\inf_{g \in L^q} \| g - f \|_{L^p(d\gamma_n)} = \sup_{\| f \|_{L^p(d\gamma_n)} \leq 1} \| g, f \|,
\]
where the annihilator of the subspace \( \mathcal{P}^{\leq d} \subseteq L^p(d\gamma_n) \) is given by
\[
\{ f \in L^p(d\gamma_n) : \langle f, \varphi \rangle = 0 \quad \text{for all} \quad \varphi \in \mathcal{P}^{\leq d} \}.
\]
Clearly \( \mathcal{P}^{\geq d+1} \subseteq (\mathcal{P}^{\leq d})^\perp \). Thus, the estimate (5) implies the validity of
\[
| \langle g, f \rangle | \leq \frac{J(n,p)}{\sqrt{d}} \| g \|_{L^q(d\gamma_n)} \| f \|_{L^p(d\gamma_n)}
\]
for all polynomials \( g \) and all \( f \in \mathcal{P}^{d+1} \). By Meyer’s two-sided dimension-free bounds for the Riesz transform in Gauss space (see [14]), there exist two finite positive constants \( m_p \) and \( M_p \) such that
\[
m_p \| L^{1/2} g \|_{L^p(d\gamma_n)} \leq \| \nabla g \|_{L^p(d\gamma_n)} \leq M_p \| L^{1/2} g \|_{L^p(d\gamma_n)}.
\]
where for a polynomial $g = \sum c_a H_a$ we have $L^{1/2} g = \sum |a|^{1/2} c_a H_a$. Combining (14) with (13) we obtain the inequality

$$\langle g, f \rangle \leq \frac{M_p(n, p)}{\sqrt d} \|g\|_{L^{1/2}(d\gamma)} \|f\|_{L^p'(d\gamma')}$$

for all polynomials $g$ and all $f \in \mathcal{P}^{2d+1}$. Equivalently, we can rewrite (15) as

$$\langle L^{-1/2}(g - \mathbb{E} g), f \rangle \leq \frac{M_p(n, p)}{\sqrt d} \|g - \mathbb{E} g\|_{L^{p}(d\gamma)} \|f\|_{L^p'(d\gamma')}$$

where $\mathbb{E} g = \int_{\mathbb{R}^d} g^* d\gamma$ and $L^{-1/2} h = \sum_{|\alpha| = 0} |\alpha|^{-1/2} \beta_\alpha H_\alpha$ for a polynomial of the form $h = \sum_{|\alpha| = 0} \beta_\alpha H_\alpha$. Using the fact $L^{-1/2} \mathcal{P}^{2d+1} = \mathcal{P}^{2d+1}$, the identity $\langle L^{-1/2}(g - \mathbb{E} g), f \rangle = \langle g, L^{-1/2} f \rangle$, and the inequality $\|g - \mathbb{E} g\|_{L^p(d\gamma)} \leq 2\|g\|_{L^p(d\gamma)}$, we see that (16) implies

$$\langle g, f \rangle \leq \frac{M_p(n, p)}{\sqrt d} \|g\|_{L^{p}(d\gamma)} \|L^{1/2} f\|_{L^p'(d\gamma')}$$

Notice that polynomials are dense in $L^p(d\gamma)$. Indeed, by a simple iteration argument and the Hölder inequality it is enough to study the case $n = 1$. By Hahn–Banach it suffices to show that if $h \in L^p(d\gamma_1)$ is such that $\int_{\mathbb{R}} h(x) x^k d\gamma_1(x) = 0$ for all $k = 0, 1, \ldots$, then $h = 0$. The latter follows from the fact that the Fourier transform $\hat{w}(x) = h(x) e^{-x^2/2}$ is an entire function on $\mathbb{C}$ with $\hat{w}^{(k)}(0) = 0$ for all $k \in \mathbb{Z}_+$.

To finish the proof of the first inequality in Theorem 1, we take the supremum over all polynomials $g \in L^p(d\gamma_1)$ in (17), use the fact that polynomials are dense in $L^p(d\gamma)$, and the trivial inequality $\sqrt{2d} \geq \sqrt{d + 1}$ to obtain

$$\sqrt{d + 1} \|f\|_{L^p'(d\gamma)} \leq \frac{M_p(n, p) 2\sqrt{2M_p}}{m_p} \|\nabla f\|_{L^p'(d\gamma')}.$$

Thus $c_p F(n, p') \leq f(n, p)$ with $c_p = \frac{1}{\sqrt d} \frac{m_p'}{M_p}$.

We will now show the second inequality in Theorem 1, i.e., $J(n, p) \leq C_p F(n, p')$. Using (4) and Meyer’s estimates (14), we see that

$$\sqrt{d + 1} \|f\|_{L^p'(d\gamma)} \leq F(n, p') \|\nabla f\|_{L^p'(d\gamma')} \leq M_p F(n, p') \|L^{1/2} f\|_{L^p'(d\gamma')}$$

holds for all $f \in \mathcal{P}^{2d+1}$. Equivalently, (18) asserts that the bound

$$\langle g, L^{-1/2} f \rangle \leq \frac{M_p F(n, p')}{\sqrt{d + 1}} \|f\|_{L^p'(d\gamma)} \|g\|_{L^p(d\gamma)}$$

holds for all polynomials $g$ and all $f \in \mathcal{P}^{2d+1}$. Using the identity $\langle g, L^{-1/2} f \rangle = \langle L^{-1/2}(g - \mathbb{E} g), f \rangle$, denoting $h = L^{-1/2}(g - \mathbb{E} g) \in \mathcal{P}^{2d+1}$ and using Meyer’s estimates (14) again, we obtain

$$\|h, f\| \leq \frac{M_p F(n, p')}{\sqrt{d + 1}} \|f\|_{L^p'(d\gamma)} \|h\|_{L^p(d\gamma)}$$

for all $f \in \mathcal{P}^{2d+1}$ and all polynomials $h$ (since $\nabla h = \nabla (h + \mathbb{E} h)$ and $\langle h, f \rangle = \langle h + \mathbb{E} h, f \rangle$). We will need the following lemma.

**Lemma 6.** Let $p \in (1, \infty)$, $d \geq 1$ and consider $\mathcal{P}^{2d}$ as a subspace of $L^p(d\gamma)$. Then, $(\mathcal{P}^{2d})^\perp = \text{cl}_{L^p'(d\gamma)}(\mathcal{P}^{2d+1})$, where $\text{cl}_{L^p'(d\gamma)}$ denotes the closure in $L^p(d\gamma)$. 
Let us first explain why Lemma 6 combined with (19) implies \( J(n, p) \leq C_p F(n, p') \). Indeed, for all polynomials \( h \), we have
\[
\inf_{q \in \mathcal{P}^d} \| h - q \|_{L^p(dy_n)} = \left( \left( \frac{2}{d} \right) \sup_{f \in \mathcal{P}^d, \| f \|_{L^p(dy_n)} \leq 1} \| h, f \| \right) \sup_{f \in \mathcal{P}^{d+1}, \| f \|_{L^p(dy_n)} \leq 1} \langle h, f \rangle \leq \left( \left( \frac{2}{d} \right) \sup_{f \in \mathcal{P}^d, \| f \|_{L^p(dy_n)} \leq 1} \| h, f \| \right) \sup_{f \in \mathcal{P}^{d+1}, \| f \|_{L^p(dy_n)} \leq 1} \langle h, f \rangle \leq M_p F(n, p'),
\]
where in the second equality we used Lemma 6. This implies that \( J(n, p) \leq C_p F(n, p') \) with \( C_p = \frac{M_p}{m_p} \) and Theorem 1 follows from the lemma.

**Proof of Lemma 6.** The inclusion \( \text{cl}_{L^p(dy_n)}(\mathcal{P}^{d+1}) \subseteq (\mathcal{P}^d)^\perp \) is trivial and follows from \( \mathcal{P}^{d+1} \subseteq (\mathcal{P}^d)^\perp \) and the fact that \( (\mathcal{P}^d)^\perp \) is a closed subspace of \( L^p(dy_n) \).

To verify the reverse inclusion \( (\mathcal{P}^d)^\perp \subseteq \text{cl}_{L^p(dy_n)}(\mathcal{P}^{d+1}) \) assume the contrary, i.e., that there exists \( f \in (\mathcal{P}^d)^\perp \subseteq L^p(dy_n) \) and \( f \notin \text{cl}_{L^p(dy_n)}(\mathcal{P}^{d+1}) \). By the Hahn–Banach theorem, there exists a nonzero element \( h \in L^p(dy_n) \) such that \( \langle h, f \rangle > 0 \), and \( \langle h, q \rangle = 0 \) for all \( q \in \text{cl}_{L^p(dy_n)}(\mathcal{P}^{d+1}) \). Define
\[
S_d(h) \overset{\text{def}}{=} \sum_{|\alpha|_d \leq d} c_\alpha H_\alpha, \quad \text{where} \quad c_\alpha = \frac{\langle h, H_\alpha \rangle}{\langle H_\alpha, H_\alpha \rangle},
\]
and set \( \bar{h} = h - S_d(h) \). Clearly \( \langle \bar{h}, f \rangle = \langle h, f \rangle > 0 \). On the other hand we have \( \langle \bar{h}, H_\alpha \rangle = 0 \) for all \( |\alpha|_d \leq d \) which is the same as \( \langle \bar{h}, \psi \rangle = 0 \) for all \( \psi \in \mathcal{P}^d \). Also notice that \( \langle \bar{h}, q \rangle = \langle h, q \rangle = 0 \) for all \( q \in \mathcal{P}^{d+1} \). It follows that \( \langle \bar{h}, g \rangle = 0 \) for all polynomials \( g \). Thus \( \bar{h} = 0 \) almost surely and this contradicts the fact that \( \langle \bar{h}, f \rangle > 0 \).

**Remark 7.** A version of the equivalence
\[
(20) \quad c_p F^h(n, p') \overset{p \geq 2}{\leq} F^h(n, p) \overset{1 < p \leq 2}{\leq} C_p F^h(n, p')
\]
also holds on the Hamming cube \([-1, 1]^n\), where the constants \( F^h, F^h \) are defined in the corresponding way as in (4)-(5) and \( |f| = \sqrt{\sum_{j=1}^n |D_j f|^2} \) for \( f : [-1, 1]^n \to \mathbb{C} \). The proofs proceed verbatim. The only difference is that the first inequality in (20) holds only for \( p \geq 2 \), and the second inequality for \( p \in (1, 2) \) due to the fact that the Riesz transform on the Hamming cube is bounded (the analogue of the second inequality in (14)) only for \( p \geq 2 \) (see [12]).

2.2. **Proof of Corollary 2.** The case \( d = 1 \) is simply the Poincaré inequality, so we will assume that \( d \geq 2 \). In [6], Freud obtained an analogue of Jackson’s inequality with weight \( e^{-x^2/2} \) (see also [11, Sections 3-4]), that is, he showed that for every \( d \geq 2 \) the estimate
\[
(21) \quad \inf_{q \in \mathcal{P}^{d-1}_R} \left( \int_{\mathbb{R}} |f(x) - q(x)| e^{-x^2/2} |dx| \right)^{1/q} \leq C \frac{\sqrt{q}}{\sqrt{d} - 1} \left( \int_{\mathbb{R}} |f'(x) e^{-x^2/2}| |dx| \right)^{1/q}
\]
holds for all polynomials \( f : \mathbb{R} \to \mathbb{R} \), and all \( q \in [1, \infty) \), where \( C \) is a universal constant. Here \( \mathcal{P}^{d-1}_R \) denotes the space of real-valued polynomials of degree at most \( d - 1 \). Rescaling the variables we rewrite (21) as
\[
(22) \quad \inf_{q \in \mathcal{P}^{d-1}_R} \| f - q \|_{L^q(dy_n)} \leq C \frac{\sqrt{q}}{\sqrt{d} - 1} \| \nabla f \|_{L^q(dy_n)}
\]
Estimate (22) easily extends to complex-valued polynomials $f$ provided that the infimum in the left hand side is taken over complex-valued polynomials $\varphi$ of degree at most $d - 1$. Indeed, if $f : \mathbb{R} \rightarrow \mathbb{C}$ is complex-valued polynomial then we can decompose $f = f_1 + i f_2$ where $f_1, f_2$ are real-valued polynomials. Finally, applying (22) to each $f_1$ and $f_2$ separately and using the triangle inequality, we get
\[
\inf_{q \in \mathbb{P}^d} \| (f_1 + i f_2) - \varphi \|_{L^q(d\gamma_1)} \leq \inf_{q \in \mathbb{P}^d} \| f_1 - \varphi \|_{L^q(d\gamma_1)} + \inf_{q \in \mathbb{P}^d} \| f_2 - \varphi \|_{L^q(d\gamma_1)} \leq \frac{C \sqrt{q}}{\sqrt{d - 1}} (\| \nabla f_1 \|_{L^q(d\gamma_1)} + \| \nabla f_2 \|_{L^q(d\gamma_1)}) \leq \frac{2C \sqrt{q}}{\sqrt{d - 1}} \| \nabla (f_1 + i f_2) \|_{L^q(d\gamma_1)},
\]
which is equivalent to $J(1, q) \leq 2C \sqrt{q}$. Applying Theorem 1 with $q \in (1, \infty)$ we deduce that there exists a finite constant $B_q$ such that
\[
(23) \quad \sqrt{\mathcal{I}} \| g \|_{L^q'(d\gamma_1)} \leq B_q \| \nabla g \|_{L^q'(d\gamma_1)}
\]
holds for all $g \in \mathbb{P}^{d+d}$, where $q' = \frac{q}{q-1}$ is the conjugate exponent to $q$. This proves the first inequality of (7). Using Meyer’s estimate (14), (23) implies that
\[
\sqrt{\mathcal{I}} \| g \|_{L^q'(d\gamma_1)} \leq B_q M_q \| f \|_{L^{1/2} \cap (d\gamma_1)}.
\]
Finally, iterating the last inequality we obtain
\[
d \| g \|_{L^q'(d\gamma_1)} \leq (B_q M_q)^2 \| L f \|_{L^q'(d\gamma_1)}
\]
and this proves the second inequality of (7).

**Remark 8.** It is well-known (see [5]) that for every $p > 1$, there exists a finite constant $K_p > 1$ such that for any $d \geq 1$, all polynomials $f \in \mathbb{P}^{d+d}$ satisfy the moment comparison
\[
(24) \quad \| f \|_{L^p(d\gamma_1)} \leq K_p \| f \|_{L_1(d\gamma_1)}.
\]
It follows from [2, Theorem 5] that for any $p > 1$,
\[
(25) \quad \| L^{-1} f \|_{L^p(d\gamma_1)} \leq C_p \frac{\| f \|_{L_1(d\gamma_1)}}{1 + \log (\| f \|_{L_1(d\gamma_1)} / \| f \|_{L_1(d\gamma_1)})}.
\]
Inequality (25) implies that Mendel and Naor’s question (2) has an affirmative answer for those functions satisfying the converse of (24), i.e., $\| L f \|_{L^p(d\gamma_1)} \geq K_p \| L f \|_{L_1(d\gamma_1)}$ for some $K_p > 1$. While this condition is not true for all $f \in \mathbb{P}^{d+d}$, (25) confirms (2) for a conceptually different class of functions $f$. We refer to [2] for further information on (25), including versions on the Hamming cube and vector-valued extensions.

2.3. **Proof of Theorem 3.** Recall that a polynomial $f : \mathbb{R} \rightarrow \mathbb{C}$ is called analytic if $f(x_1, y_1) = g(x_1 + iy_1)$ for some polynomial $g : \mathbb{R} \rightarrow \mathbb{C}$. Similarly analytic polynomials $f : \mathbb{R}^{2d} \rightarrow \mathbb{C}$ can be written as
\[
f(z) = \sum_{|\alpha| \leq d} c_\alpha z^\alpha
\]
for some $d \geq 0$, where $z^\alpha \overset{\text{def}}{=} \prod_{j=1}^{n} z_j^{\alpha_j}$ for some multi-index $\alpha \in (\mathbb{Z}_+)^n$ and $z = (z_1, \ldots, z_n) \in \mathbb{C}^n$, where $z_j = z_j^1 + iy_j$. In what follows, we will write $f = f(z_1, \ldots, z_n)$ (or simply $f(z)$) instead of $f(x_1, y_1, \ldots, x_n, y_n)$ for an analytic polynomial $f$. For $z = (z_1, \ldots, z_n) \in \mathbb{C}^n$ and $w \in \mathbb{C}$ we set $wz = (wz_1, \ldots, wz_n)$.

**Lemma 9.** (Heat-smoothing for analytic polynomials). For any finite $p \geq 1$ we have
\[
(26) \quad \left\| \sum_{|\alpha| \leq d} e^{-t|\alpha|} c_\alpha z^\alpha \right\|_{L^p(\mathbb{R}^{2d})} \leq e^{-td} \left\| \sum_{|\alpha| \leq d} c_\alpha z^\alpha \right\|_{L^p(\mathbb{R}^{2d})}
\]
for all \( d \geq 0 \), all \( t \geq 0 \) and all finite sums \( \sum_{|\alpha| \geq d} c_{\alpha} z^{\alpha} \).

**Proof.** Fix \( t \geq 0 \) and any integer \( m \geq d \). Let \( \mathbb{T} \) be the unit circle on the complex plane and let \( K \) be the linear functional on the subspace \( \text{span}_{\mathbb{C}} \{ w^{d}, w^{d+1}, \ldots, w^{m} \} \subseteq C(\mathbb{T}) \) which is defined by

\[
K(z^{k}) = e^{-tk} \quad \text{for} \quad k = d, \ldots, m.
\]

Clearly \( K(p(w)) = p(e^{-t}) \) for all \( p(w) = \sum_{k=d}^{m} a_{k} w^{k} \). By the Hahn–Banach theorem, we can extend \( K \) to \( \hat{K} \) defined on \( C(\mathbb{T}) \) so that

\[
|\hat{K}(g)| \leq C(t,d)||g||_{C(\mathbb{T})} \quad \text{for all} \quad g \in C(\mathbb{T}),
\]

where \( C(t,d) \) is the smallest nonnegative constant such that

\[
|p(e^{-t})| \leq C(t,d)||p||_{C(\mathbb{T})} \quad \text{for all} \quad p(w) = \sum_{k=d}^{m} a_{k} w^{k}.
\]

(27) To find \( C(t,d) \), fix any polynomial \( p(w) \) of the above form and consider the analytic function \( h(w) = \frac{p(w)}{w^{d}} \) defined in the closed unit disk \( \mathbb{D} = \{ w \in \mathbb{C} : |w| \leq 1 \} \). The inequality \( \sup_{w \in \mathbb{T}} |h(w)| \leq ||p||_{C(\mathbb{T})} \) and the maximum principle imply that \( |p(w)| \leq |w^{d}||p||_{C(\mathbb{T})} \) for all \( w \in \mathbb{D} \). In particular \( |p(e^{-t})| \leq e^{-td}||p||_{C(\mathbb{T})} \), i.e., the inequality (27) holds with \( C(t,d) = e^{-td} \). By the Riesz representation theorem there exists a complex-valued measure \( d\mu \) on \( \mathbb{T} \) such that \( \hat{K}(g) = \int_{\mathbb{T}} g(w)d\mu(w) \) and \( ||\mu||_{TV} = e^{-td} \), where \( ||\mu||_{TV} \) denotes the total variation norm of \( d\mu \).

Fix a polynomial of the form \( \sum_{|\alpha| \geq d} c_{\alpha} z^{\alpha} \) and pick \( m \) such that \( c_{\alpha} = 0 \) for \( |\alpha| > m \). Then, since \( \hat{K} \) extends \( K \), we have

\[
\left\| \sum_{|\alpha| \geq d} e^{-|\alpha|} c_{\alpha} z^{\alpha} \right\|_{L^{p}(d\gamma_{2n})} = \left\| \sum_{|\alpha| \geq d} \int_{\mathbb{T}} w^{|\alpha|} c_{\alpha} z^{\alpha} d\mu(w) \right\|_{L^{p}(d\gamma_{2n})} \\
\leq \int_{\mathbb{T}} \left\| \sum_{|\alpha| \geq d} c_{\alpha} (w^{2})^{|\alpha|} \right\|_{L^{p}(d\gamma_{2n})} d\mu(w) = e^{-td} \left\| \sum_{|\alpha| \geq d} c_{\alpha} z^{\alpha} \right\|_{L^{p}(d\gamma_{2n})},
\]

where the last equality follows from the (complex) rotational invariance of the Gaussian measure and the estimate \( ||\mu||_{TV} = e^{-td} \). \( \Box \)

To prove Theorem 3 we integrate (26) in \( t \) over the ray \([0, \infty)\) to obtain

\[
\left\| \sum_{|\alpha| \geq d} \frac{1}{|\alpha|} c_{\alpha} z^{\alpha} \right\|_{L^{p}(d\gamma_{2n})} = \left\| \int_{0}^{\infty} \left( \sum_{|\alpha| \geq d} e^{-|\alpha|} c_{\alpha} z^{\alpha} \right) dt \right\|_{L^{p}(d\gamma_{2n})} \\
\leq \int_{0}^{\infty} \left\| \sum_{|\alpha| \geq d} e^{-|\alpha|} c_{\alpha} z^{\alpha} \right\|_{L^{p}(d\gamma_{2n})} dt \overset{(26)}{\leq} \frac{1}{d} \left\| \sum_{|\alpha| \geq d} c_{\alpha} z^{\alpha} \right\|_{L^{p}(d\gamma_{2n})}.
\]

Next, notice that a direct computation shows \( Lz^{\alpha} = |\alpha| z^{\alpha} \). In particular, for a polynomial \( f = \sum_{|\alpha| \geq d} c_{\alpha} z^{\alpha} \), the last inequality (after rescaling the coefficients) implies \( d||f||_{L^{p}(d\gamma_{2n})} \leq ||Lf||_{L^{p}(d\gamma_{2n})} \). This finishes the proof of (8). To prove (9), notice that
we can write
\[
\left\| \sum_{n \geq d} \frac{1}{|n|^{1/2}} c_n z^n \right\|_{L^p(d\gamma_{2n})} = \frac{1}{\sqrt{n}} \left\| \int_0^{\infty} \sum_{|n| \geq d} e^{-|n|/k} c_n z^n \frac{dt}{\sqrt{t}} \right\|_{L_p(d\gamma_{2n})} 
\leq \frac{1}{\sqrt{n}} \int_0^{\infty} \left\| \sum_{|n| \geq d} e^{-|n|/k} c_n z^n \right\|_{L^p(d\gamma_{2n})} \frac{dt}{\sqrt{t}} \leq \frac{1}{\sqrt{n}} \sum_{|n| \geq d} c_n z^n \right\|_{L^p(d\gamma_{2n})},
\]
which is equivalent to \( \sqrt{a} \|f\|_{L^p(d\gamma_{2n})} \leq \|L^{1/2} f\|_{L^p(d\gamma_{2n})} \). The desired inequality (9) now readily follows from (14) with \( K_p = \frac{1}{m_p} \).

2.4. Proof of Theorem 4. The approach will be similar to that of the previous section. We start by showing the corresponding (sharp) statement for \( L \).

**Lemma 10.** For any \( p \geq 1 \) and \( d \geq 0 \), we have
\[
\|Lf\|_{L^p(d\gamma_{2n})} \leq d\|f\|_{L^p(d\gamma_{2n})}
\]
for any analytic polynomial \( f \in D^d \) on \( \mathbb{C}^n \).

**Proof.** Let \( K \) be the linear functional on the subspace \( \text{span}_{\mathbb{C}} \{1, w, \ldots, w^d\} \subseteq C(\mathbb{T}) \) given by
\[
K(w^k) = k \quad \text{for all} \quad k = 0, 1, \ldots, d.
\]
Clearly \( K(p(w)) = p'(1) \) for all \( p(w) = \sum_{k=0}^d a_k w^k \). By the Hahn–Banach theorem and the Riesz representation theorem there exists complex-valued measure \( d\mu \) on \( \mathbb{T} \) such that \( \int_{\mathbb{T}} p(w)d\mu(w) = p'(1) \) for all \( p = \sum_{k=0}^d a_k w^k \) and \( \|\mu\|_{TV} \) is the smallest constant such that
\[
|p'(1)| \leq \|\mu\|_{TV} \|p\|_{C(\mathbb{T})} \quad \text{for all} \quad p = \sum_{k=0}^d a_k w^k.
\]
By Bernstein's inequality for trigonometric polynomials we can choose \( \|\mu\|_{TV} = d \) in (29) and this is the best possible constant as the example \( p(w) = w^d \) shows.

Next, pick an arbitrary analytic polynomial \( f(z) = \sum_{|n| \leq d} c_n z^n \) of degree at most \( d \). As in the previous section we can write
\[
\|Lf\|_{L^p(d\gamma_{2n})} = \left\| \int_{\mathbb{T}} f(wz)d\mu(w) \right\|_{L^p(d\gamma_{2n})} \leq \int_{\mathbb{T}} \|f(wz)\|_{L^p(d\gamma_{2n})} d\mu(w) = d\|f\|_{L^p(d\gamma_{2n})}
\]
and the proof of the lemma is complete. \( \square \)

To prove Theorem 4 we use the estimate
\[
\|L^{1/2} f\|_{L^p(d\gamma_{2n})} \leq 2\|f\|_{L^p(d\gamma_{2n})}^{1/2} \|L^{1/2} f\|_{L^p(d\gamma_{2n})}^{1/2},
\]
which is valid for all polynomials \( f \) (see [4, Lemma 19]). Then boundedness of the Riesz transform (14) combined with estimate (30) and Lemma 10 imply
\[
\|\nabla f\|_{L^p(d\gamma_{2n})} \leq M_p \|L^{1/2} f\|_{L^p(d\gamma_{2n})} \leq 2M_p \|L^{1/2} f\|_{L^p(d\gamma_{2n})}^{1/2} \|L^{1/2} f\|_{L^p(d\gamma_{2n})}^{1/2} \leq 2M_p \sqrt{d} \|f\|_{L^p(d\gamma_{2n})},
\]
This finishes the proof of Theorem 4. \( \square \)
2.5. Proof of Theorem 5. Fix an analytic polynomial $f \in \mathcal{P}^{\leq d}$ on $\mathbb{C}^n$. Then, inequality (28) implies that for every $t \geq 0$ and $q \geq 1$,

$$
\|f\|_{L^q(dy_{2n})} = \left\| \sum_{m=0}^{\infty} \frac{(tL)^m e^{-Lz} f}{m!} \right\|_{L^q(dy_{2n})} \leq \sum_{m=0}^{\infty} \frac{t^m \|L^m e^{-Lz} f\|_{L^q(dy_{2n})}}{m!}.
$$

(31)

Now recall that $[e^{tL} f](w) = f(e^t w)$ for every $t \geq 0$ and $w \in \mathbb{C}$. Therefore, (31) can be equivalently rewritten as

$$
\|f\|_{L^q(dy_{2n})} \leq \frac{1}{\rho^d} \left( \int_{\mathbb{C}^n} |f(\rho z)|^q \, d\gamma_{2n}(z) \right)^{1/q},
$$

(32)

where $\rho \in (0, 1]$. A classical result of Janson [10, Theorem 11] asserts that for every $|\rho| \leq \sqrt{\frac{2}{q}}$ and any analytic function $f : \mathbb{C}^n \to \mathbb{C}$,

$$
\left( \int_{\mathbb{C}^n} |f(\rho z)|^q \, d\gamma_{2n}(z) \right)^{1/q} \leq \|f\|_{L^q(dy_{2n})}
$$

(33)

and the conclusion of the theorem follows by combining (32) and (33).

\[\square\]

Remark 11. The simple proof of Theorem 5 shows that a Bernstein-type inequality in the spirit of (28) for the generator of a hypercontractive semigroup formally implies moment comparison results\(^4\) such as (11). A simple variant of our argument readily implies a result of Defant and Mastyło [3, Theorem 2.1], who proved the optimal $L^p-L^q$ moment comparison for analytic polynomials on the torus $\mathbb{T}^n$, under the additional assumption that $q \geq 1$. Indeed, to deduce this result one has to repeat the preceding argument verbatim with the exception that a result of Weissler [15, Corollary 2.1] has to be used instead of Janson’s inequality (33).
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