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Abstract—With the recent advancement of deep convolutional neural networks, significant progress has been made in general face recognition. However, the state-of-the-art general face recognition models do not generalize well to occluded face images, which are exactly the common cases in real-world scenarios. The potential reasons are the absences of large-scale occluded face data for training and specific designs for tackling corrupted features brought by occlusions. This article presents a novel face recognition method that is robust to occlusions based on a single end-to-end deep neural network. Our approach, named FROM (Face Recognition with Occlusion Masks), learns to discover the corrupted features from the deep convolutional neural networks, and clean them by the dynamically learned masks. In addition, we construct massive occluded face images to train FROM effectively and efficiently. FROM is simple yet powerful compared to the existing methods that either rely on external detectors to discover the occlusions or employ shallow models which are less discriminative. Experimental results on the LFW, Megaface challenge 1, RMF2, AR dataset and other simulated occluded/masked datasets confirm that FROM dramatically improves the accuracy under occlusions, and generalizes well on general face recognition.
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1 INTRODUCTION

Face recognition has achieved remarkable progress in the past few years, mostly attributing to three factors: 1) sophisticated formulation of loss functions [1], [2], [3], [4], [5], 2) carefully designed convolutional neural network architectures (CNNs) [6], [7], [8], [9], [10], and 3) large-scale training datasets [11], [12], [13]. However, when applying those face recognition models in real-world scenarios, there are still many challenges to be tackled, e.g., extreme illumination, rare head pose, low resolutions, and occlusions. Without carefully designed architectures and large-scale training datasets, the accuracy of state-of-the-art general face recognition models [1], [3], [4] is significantly degraded under those circumstances as observed by Mehdipour et al. [14]. In this paper, we focus on developing a novel CNNs-based face recognition model to remarkably boost the accuracy in the context of occlusions, while sustaining the competitive performance on general face recognition.

To demonstrate the performance degradation brought by occlusions, we conduct a toy experiment as illustrated by Fig. 1. Based on LFW [12], we construct nine different occluded LFW datasets by blocking out left eye, right eye, mouth, nose, eyes, upper face, lower face, left face and right face areas separately with random occluders illustrated in Fig. 6. The baseline model is trained on CASIA-WebFace [15] with the LResNet50E-IR architecture [1] and CosFace loss [4]. From Fig. 1, the baseline achieves an excellent 99.38 percent accuracy on original LFW, while degrading significantly under occlusions. It only obtains 81.12 percent, 88.28 percent under the occlusions of upper face and eyes, suggesting that the eyes contain crucial identity information. In contrast, the occlusion of mouth decreases the accuracy slightly, indicating its negligible role during the recognition process. Obviously, our method (orange square) dramatically surpasses the baseline (blue dot) under all occlusions. In particular, the accuracy gap becomes larger when occlusion becomes harder (e.g., 96.03 versus 81.12 percent under the upper face occlusion). Importantly, our method also sustains the competitive accuracy (i.e., 99.38 percent) on the original LFW dataset, which will be detailed in Section 3.

To mitigate the degradation caused by occlusions, two different branches of approaches are proposed: Recovering and Removing. Recovering means recovering the occluded facial parts first, and then performing recognition on the recovered face images. Deep learning method is first introduced to this branch by Zhao et al. [16]. They proposed an LSTM-Autoencoder to restore occluded facial areas in the wild and carried out recognition on the recovered face images. However, this branch of methods usually suffers from the challenge of recovering facial parts while preserving identity information. In contrast, Removing represents first removing the features that are corrupted by occlusions, and then utilizing the remaining clean features for recognition. The key is to find the correspondence between the occlusions of input face images and deep features, which is not trivial because of the complexity of deep neural models.
Song et al. [17] divided a face into $K \times K$ blocks and trained $K^2$ deep face models to discover the correspondence between deep features and certain blocks. The obtained correspondences are stored in a dictionary, which is consulted to get the matched masks to clean the corrupted features when testing. Nevertheless, they had to rely on an external occlusion detector to detect the blocked areas, and took massive time to train $K^2$ deep face models.

In this paper, we propose a simple yet effective method to clean the corrupted features from the deep neural networks with feature masks for robust occluded face recognition. The proposed FROM (Face Recognition with Occlusion Masks) adopts a sub-network (i.e., Mask Decoder) to dynamically decode the accurate feature masks which reveal the locations of corrupted features caused by the occlusion from input face image, and cleans them by the multiplication of features and learned masks. In addition, we propose to utilize the proximity characteristic of occlusions (e.g., the adjacent face regions usually have the same occlusion status) as the supervision for the feature masks learning. Unlike [17], we do not need to train multiple models to build a lookup dictionary because FROM can dynamically generate the feature masks according to the input face images. It also makes FROM generalize well to clean face images, and not rely on external occlusion detectors, significantly reducing the inference latency at testing. The contributions of this paper are summarized as follows.

1) We introduce FROM, a single-network occluded face recognition method, which can be trained end-to-end to simultaneously learn the feature masks and deep occlusion-robust features. FROM has nearly $N \times$ less FLOPS and $N \times$ less parameters ($N = K^2, K = 3$ in [17], referring to Table 1), while performing significantly more accurately than the most recent state-of-the-art method [17].

2) We propose to learn an “occlusion to feature mask” mapping with a Mask Decoder, which takes the deep pyramid features as input and captures both local and global information to learn the accurate masks. Besides, the following Occlusion Pattern Predictor guides the Mask Decoder to produce masks which are consistent with occlusion patterns.

3) Experiments on LFW, Megaface Challenge 1, RMF2, AR Face Dataset and other simulated occluded/masked datasets demonstrate that our approach accomplishes superior accuracy for occluded face recognition, and generalizes very well on general face recognition.

### 2 RELATED WORK

In this section, the recent advancements in general face recognition are first reviewed. Then we explore the development of occluded face recognition and discuss how they differ from our work.

**General Face Recognition.** The recent progress in general face recognition is mainly on the improved designs of training loss functions. Their core idea is to enhance the model’s discriminative power by maximizing inter-class variance and minimizing intra-class variance. In general, they can be divide into two groups: 1) optimization based on pair-wise distance comparison [2], [18], [19], and 2) classification learning with softmax or its variants [1], [3], [4], [5], [20]. The first group of methods usually calculates pair-wise euclidean distance first, and then obtains the loss to optimize the model according to the relationships of input samples, e.g., Contrastive loss [18], [19] and Triplet loss [2]. They can be employed to effectively train the model when the data is scarce. In contrast, the second group formulates the model training as a classification task learning, which can utilize the potential of large-scale data to enhance the discriminative power of trained models. Center loss [5] learns the centers for deep features of each identity, which are then leveraged to reduce intra-class variance. Large margin softmax (L-Softmax) [20] improves feature discrimination by adding angular constraints to each identity. Angular softmax (SphereFace) [3] improves L-Softmax by normalizing the weights to introduce the hypersphere space. CosFace [4] proposes an additive margin in the cosine space to enlarge the inter-class variance. ArcFace [1] introduces an additive angular margin into the angular space and gives a more clear geometric interpretation. UniformFace [21] enforcing the class centers to uniformly distribute on the feature space to maximize the inter-

### Table 1

| Method     | FLOPs (G) | Params (M) |
|------------|-----------|------------|
| PDSN [17]  | 11.08 × 9 | 44.16 × 9  |
| FROM       | 12.34     | 52.24      |

(×9) indicates that PDSN needs to train nine separated models for nine different occlusion blocks.
class distance. In this paper, we adopt the large margin cosine loss [4] as our training face recognition loss function.

**Occluded Face Recognition.** As illustrated by Fig. 1, the performance of state-of-the-art general face recognition models is significantly degraded by the occlusions. To alleviate the degradation, current methods for occluded face recognition [16], [17], [22], [23], [24], [25] are usually the variants of two sets of approaches: 1) recovering occluded facial parts [16], [22], [23], [26], [27], [28], and 2) removing features that are corrupted by occlusions. Among the first type of methods, the pioneering work is a sparse representation-based classification (SRC) [22] which restores the occluded facial parts using a linear combination of training images. Later, SRC is then improved by either designing a distribution of the sparse constraint term [26], [27], or characterizing the structure information [23], [28]. Deep learning is first introduced to restore occluded faces for recognition by Zhao et al. [16]. They presented an LSTM-Autoencoder to restore occluded facial areas in the wild and made the recognition on the recovered face images. However, the first type of methods usually performs not quite well as recovering facial parts while preserving strong identity information is still very challenging.

Early studies of the second type are based on shallow models with hand-crafted features such as HOG, SIFT, LBP, etc. Such features have a clear spatial mapping from the input image space to the feature space. As a result, removing corrupted features is straightforward when occlusions are provided [24], [29], [30]. However, the accuracy of these methods is limited by the shallow architectures. Recent studies have harnessed the unrivalled power of deep models by designing sophisticated algorithms to remove the corrupted deep features. Due to the opacity of the spatial mapping between the input image and the deep features caused by deep CNNs, it is hard to identify the corrupted features even if the locations of occlusions in the input image are provided. Wan et al. [25] tackled the problem by adding a MaskNet branch to the middle layer of CNN models, which is expected to assign lower weights to hidden units corrupted by the occlusions. But the middle part of the network contains too much unrelated information and no extra supervisions are given for the learning guidance, so it is hard to reliably identify the corrupted units. The most recent state-of-the-art method, proposed by Song et al. [17], cleans the corrupted features with binary masks from the higher level of the network where features are more discriminative. Face image is divided into $K \times K$ blocks, and a dictionary of $K^2$ entries is learned to map each occlusion block to the corresponding feature mask. At the testing stage, it first detects the occluded blocks, and then retrieves the corresponding binary masks to apply on the testing features. This two-stage method has to rely on an external occlusion detector which is another heavy deep network. Additionally, $K^2$ deep face models have to be trained separately at the training stage to learn the dictionary, which makes it inefficient and time-consuming for training.

Instead, FROM contains a *Mask Decoder* which dynamically predicts the correct feature masks which reveal the locations of corrupted features caused by the occlusion of the input face image, and cleans the deep features with the learned masks for the later recognition. Moreover, our FROM follows the end-to-end paradigm and does not rely on any external off-the-shelf detector. Importantly, comparing to [17], we only need to train a single model.

## 3 Method

The proposed FROM, illustrated by Fig. 2, is a novel single-network end-to-end method. It takes a mini-batch of randomly occluded and occlusion-free (unpaired) face images as input, and generates pyramid features which are then utilized to decode feature masks. Then, the obtained masks clean the deep features by masking out the corrupted elements via multiplication for the final recognition. The core idea of FROM is to learn accurate feature masks to effectively clean the corrupted features. To implement this idea, we add occlusion information supervision of input face images to the decoded masks learning, which connects the decoded masks and the input occlusion patterns. Specifically, we design a special form of occlusion patterns supervision that considers the proximity characteristic for occlusions, making the learning process of the *Mask Decoder* more stable and obtaining more accurate masks to yield better accuracy.

In the following, we first discuss the recent deep general face recognition methods using margin-based softmax loss functions. The *Feature Pyramid Extractor* that extracts the features for masks generation and discriminative recognition is then depicted. Next we explore the details of the *Mask Decoder* and the learned feature masks. After that, we show the design thinking of the *Occlusion Pattern Predictor* and the proximity-considered form of occlusion patterns. Lastly, the overall training objective of the entire framework for end-to-end learning is provided.

### 3.1 Deep General Face Recognition

Recently, margin-based softmax loss functions [1], [3], [4] are widely adopted to significantly boost the face
recognition performance, which explicitly introduce the margin penalty in the normalized hypersphere to simultaneously enhance the intra-class compactness and the inter-class discrepancy. In addition, they can be trivially implemented by reformulating the original softmax loss function. Following [1], we adopt a unified formulation for margin-based softmax loss functions as follows:

\[
L_{\text{margin}} = -\frac{1}{N} \sum_{i=1}^{N} \log e^{\frac{y_i}{\delta}+\frac{\sum_{j \neq y_i} e^{\frac{y_j}{\delta}}}{w.r.t.} + m_3 - m_2 - m_1},
\]

where \( N \) is the number of training samples, \( \delta \) indicates the angle between the weight \( W_j \) and the feature \( x_i, y_i \) represents the ground-truth class, \( m_{1,2,3} \) are margins, and \( s \) is the scale factor. With the formulation in Eq. (1), different margin-based loss functions can be defined using different configurations of the triplet coefficients \( (m_1,m_2,m_3) \). Specifically, for SphereFace [3], ArcFace [1] and CosFace [4], we have \( (m_1,0,0), (0,m_2,0), \) and \( (0,0,m_3) \), respectively.

### 3.2 Feature Pyramid Extractor

To simultaneously obtain the spatial-aware features for accurate mask learning and discriminative features for recognition, we adopt the Feature Pyramid Extractor [31] as our backbone network, which has the top-down architecture with lateral connections to build pyramid features. Similar to [17], we employ the refined ResNet50[6] architecture named LResNet50E-IR [1] as the body of the backbone network. As illustrated in Fig. 2, it takes the aligned mixed face images as input and outputs pyramid features \( X_1, X_2 \) and \( X_3 \). Note that \( X_1 \) is the deep discriminative feature to be cleaned, with the size of \( N \times C \times H \times W \), where \( N \) is the batch size, \( C \) is the number of channels, and \( H \times W \) are the height and width. \( X_3 \), containing both the local and global information, is fed into the Mask Decoder to decode the corresponding feature mask \( M \) for removing the corrupted elements of \( X_1 \).

### 3.3 Mask Decoder

The principle of FROM is to learn a Mask Decoder to generate feature masks for precisely removing the corrupted features caused by occlusions. As illustrated in Fig. 2, it decodes occlusion information from conv feature maps \( X_3 \) obtained by the Feature Pyramid Extractor as the feature mask \( M \). It is expected to mask out the corrupted feature elements of \( X_1 \) by an element-wise product to generate cleaned features \( \hat{X}_1 \) for later recognition. As demonstrated by Fig. 3a, the Mask Decoder is implemented as a simple “Conv-PReLU-BN-Conv-Sigmoid” structure, in which the “Sigmoid” function is to constrain the output feature masks into \((0,1)\). Note that the stride of both “Conv” layers is set to 2 for down-scaling \( 4 \times \) resolution to exactly match the size of \( X_1 \). In the following, we justify several crucial choices for the Mask Decoder.

#### 3.3.1 Mask Source: Middle Versus Deep

Wan et al. [25] attempted to utilize middle-stage feature maps to obtain the masks, but its reported accuracy is limited. In contrast, Song et al. [17] adopted the top conv features to predict the masks as the deep convolutional features contain more semantic information with less noise. Our goal is to learn the feature mask which is highly sensitive to the occlusion location of the input image, while accurately cleaning the deep corrupted feature elements for recognition. Thus, we propose to utilize middle and deep features to capture both the local and global information to precisely learn the feature mask, which is achieved by the Feature Pyramid Extractor. Specifically, as illustrated in Fig. 2, we have

\[
X_2 = \text{conv}(\text{upsample}(\text{conv}(X_1)) + \text{conv}(C_2)),
\]

\[
X_3 = \text{conv}(\text{upsample}(\text{conv}(X_2)) + \text{conv}(C_3)),
\]

where \( \text{conv}(X) \) is the convolutional operation on feature map \( X \) and \( \text{upsample}(X) \) means up-sampling the resolution of \( X \) by \( 2 \). As a result, \( X_3 \) contains all the different levels of information from \( C_1, C_2, C_3 \), which is fed into the Mask Decoder for predicting the corresponding feature masks.

#### 3.3.2 Mask Location: Conv Versus fc

Since the top features are usually used as the face representation for downstream tasks, it is straightforward to clean the corrupted elements of top features to yield better recognition performance. However, what kinds of format (conv versus fc) we are supposed to choose? Suppose there are two face images from different people with the same area (e.g., eyes) blocked, and then the learned masks should be the same regardless of different identities because they are required to depend solely on the occlusion locations. However, the top fc features have completely lost the spatial information while keeping highly-related identity information. Hence, as shown in Fig. 2, we propose to apply the learned feature mask on the top conv features, followed by the last FC layer to produce face representations. We also empirically compare the performances between cleaning conv and fc features in Section 4.6 to reveal the superiority of masking conv features.

#### 3.3.3 Mask Dimension: 3D Versus 2D

In the input image space, all occlusion patterns are 2D \((H \times W)\). Nevertheless, we propose to employ the 3D mask \((C \times H \times W)\) on the top conv features. In fact, features in different channels \( C \) usually have quite different functions, which is mostly caused by convolution operators. In particular, a feature is formed by the linear combination of preceding convoluted feature maps. The convolution operators \((e.g., 3 \times 3)\) expand 2D corruption in the preceding maps anisotropically due to the differences in kernel weights. As a result, a linear combination of such anisotropically convoluted maps is no longer channel independent. Therefore,
we choose to learn the 3D mask of shape $C \times H \times W$ to capture such channel dependency of feature corruptions. We also empirically explore the difference between using 2D and 3D masks in Section 4.6.

3.3.4 Mask Format: Dynamic Versus Static

The most recent state-of-the-art method [17] adopts static masks for removing corrupted features. Face is divided into $K \times K$ grids, and $(i, j)$ indexes into these $K^2$ grids. It learns a dictionary in advance, where the key is the occluded location $(i, j)$ and the value is the corresponding binary mask. At the testing stage, [17] first employs an external occlusion detector [32] to find out which of the $K \times K$ grids are occluded, and then the corresponding binary mask is fetched to clean the corrupted conv features.

In contrast, our FROM produces masks dynamically, by decoding the occlusion information from the pyramid feature maps. The benefits of this mechanism are four-fold. First, at the testing phase, we only require one pass to extract occlusion-robust features because face feature extraction and mask generation share the same backbone network. But for static mask, it is required to detect occlusion with another deep neural network so that a mask corresponding to the testing occlusion can be retrieved. Second, the static method requires to train $K^2$ deep models to obtain a static mask dictionary, which is computationally expensive. Instead, our FROM only needs one single model training. Third, at testing dynamic masks adapt better to the particular testing instance which can have perturbations in occlusion locations or variations of the occluders. Finally, dynamic masks enable FROM to generalize well to clean face images.

3.4 Occlusion Pattern Predictor

In order to encourage the Mask Decoder to generate masks related to the occlusion patterns of input face images, we introduce the module Occlusion Pattern Predictor into our network to supervise the feature masks learning. As illustrated by Fig. 2, it takes the learned feature mask as input and predicts the occlusion pattern vector which is then classified with softmax loss. It has a simple “BN-Dropout-FC-BN” structure with its output channel equal to the number of occlusion patterns as in Fig. 3b. Therefore, the Mask Decoder is trained to generate masks: 1) related to occlusions of input images; and 2) correctly masking out corrupted features that are harmful to face recognition. While the first point is achieved by the introduction of the Occlusion Pattern Predictor, the second point is supervised by a face recognition loss (CosFace loss [4] in this paper) applied on the masked features.

3.4.1 Proximate Occlusion Patterns

The face image is divided into $K \times K$ blocks and each block represents a sub-region of the face that may be occluded. Song et al. [17] regarded each block as an independent one and merged multiple masks by logical AND if multiple blocks are occluded. The logical AND is an approximation to inferring complicated occlusion patterns. Without such an approximation, the number of different occlusions grows exponentially and becomes intractable quickly. In particular, if a face image is divided into $K \times K$ blocks, then there are $2^{K \times K}$ (each block may be occluded or not) different occlusion patterns.

In this section, we introduce another more intuitive approximation to overcome the above dimensionality issue. Observing that the adjacent blocks usually have similar occlusion statuses in practical applications (e.g., if the mouth is occluded then the nose is also occluded with high probability). We refer to this characteristic as proximity. Inspired by this characteristic, we reduce the number of possible occlusion patterns by restricting all occlusion patterns as rectangles to cover adjacent $m \times n$ blocks, where $m, n \in [1, K]$ represent the height and width of the occlusion pattern.

Several occlusion patterns for the combination of $m$ and $n$ when $K = 4$ are displayed in Fig. 4. For example, the red pattern contains adjacent $1 \times 2$ blocks while the yellow pattern includes $3 \times 3$ blocks. The numerical matrix in Fig. 4 indicates the numbers of different patterns when we divide the face images into $4 \times 4$ blocks. Specifically, the value of $(i, j)$ location in the matrix means the number of occlusion patterns with size $i \times j$ (i.e., covering adjacent $i \times j$ blocks). For instance, the value of $(2, 2)$ is 9, indicating that there are 9 different patterns in total which cover adjacent $2 \times 2$ blocks.

For the clean image, we regard its occlusion pattern as covering adjacent $0 \times 0$ blocks. By summarizing all the values of the matrix, we then have 101 kinds of occlusion patterns (100 occluded and additional 1 non-occluded). It is worth noting that the special occlusion pattern for the clean image makes FROM not rely on other networks like FCNs [32] as in PDSN [17] to detect whether the input image is occluded or not. In particular, the Mask Decoder will produce the harmless masks to the original features for clean images, making FROM generalize very well on general face recognition, which will be demonstrated by our experiments.

More generally, we have $(K \times (K + 1)/2)^2 + 1$ kinds of occlusion patterns in total when dividing a face image into $K \times K$ blocks. We will experimentally discuss the impact of different choices of $K$ in Section 4.3.2.

3.4.2 Pattern Prediction

The generated feature masks are supposed to be used to correctly predict the corresponding reference pattern. In particular, at the training phase, we have the occlusion location of each image. For each image $X_i$, we obtain its occlusion pattern $Y_i$ by matching its occlusion location to the 226 (when
Fig. 5. Examples of input face images and their occlusions predicted by our FROM, where orange color indicates the occluded area. The first row is from Occ-WebFace, and the last row images are from Occ-LFW-1.5. By decoding the correct masks of the corresponding occlusion, corrupted features can be effectively removed.

\[ K = 5 \) occlusion patterns. Our matching strategy is to calculate the IoU score between the occlusion and the 226 reference patterns, and then pick the pattern with the largest IoU as the corresponding label. After obtaining the occlusion feature vector from the Occlusion Pattern Predictor, we employ the traditional softmax loss with its occlusion pattern \( y_i \), which is formulated as follows:

\[
\mathcal{L}_\text{softmax} = \log \frac{e^{y_i}}{\sum_{j=1}^{N} e^{y_j}},
\]

where \( p_i \) denotes the posterior probability of \( x_i \) being correctly classified. \( N \) is the number of training samples and \( C \) is the number of classes. \( f \) is denoted as the occlusion feature vector. Fig. 5 shows some examples of input face images and their predicted occlusion patterns.

3.4.3 Pattern Regression

Instead of formulating the pattern prediction as a classification problem, another straightforward idea is to directly regress the 2D coordinates of the occluded area without blocks division. Specifically, at the training stage, we have the rectangle location of occlusion for each face image, and directly take the 2D coordinates of upper-left and lower-right corners as the label \( r \). Therefore, we require the vector \( f \) obtained by the Occlusion Pattern Predictor be 4D to represent the coordinates. Then we employ the \( L_2 \) loss between \( f \) and \( r \) to guide the module learning, which can be formulated as follows:

\[
\mathcal{L}_\text{reg} = \frac{1}{N} \sum_{i=1}^{N} \| r - f \|_2,
\]

where \( N \) is the number of training samples. Comparing to regarding pattern prediction as a classification task, directly regressing the coordinates of occlusion can avoid the quantization error brought by block division. However, the regression task is more difficult, which may shift the model training from the way of improving the recognition performance due to the sharing backbone network. We have empirically evaluated their differences in Section 4.3.3.

3.5 Overall Training Objective

The overall loss is a combination of the face recognition loss and the occlusion pattern prediction loss, as shown in Fig. 2. Mathematically, we define the total loss as follows:

\[
\mathcal{L}_{\text{total}} = \mathcal{L}_{\text{margin}} + \lambda \mathcal{L}_{\text{pred}},
\]

where \( \mathcal{L}_{\text{margin}} \) is defined by Eq. (1) with \( (m_1, m_2, m_3) \) being (0, 0, \( m_3 \)) (i.e., the CosFace loss [4]), and \( \mathcal{L}_{\text{pred}} \) is regarded as either Eqs. (4) or (5). Note that \( \lambda \) is the weight coefficient of the occlusion pattern prediction loss, which will be explored in Section 4.3.3.

4 EXPERIMENTS

4.1 Datasets and Evaluation Metrics

Datasets. The face datasets we adopt for training and testing models are introduced as follows:

CASIA-WebFace [15]. The WebFace dataset includes various face images collected from the Internet and contains around 10,000 different subjects and in total nearly 500,000 images. Following [17], the WebFace is used as the training dataset.

Labeled Faces in the Wild (LFW) [12]. LFW is a standard face verification benchmark dataset which provides face images in unconstrained environments. We evaluate our model strictly following the standard protocol as in [1] and report the verification performance on the 6,000 testing image pairs.

Megavoice Challenge 1 (MF1) [13]. MF1 is usually used for face identification task, where the gallery set contains more than one million face images as distractors, and the probe set includes two datasets: Facescrub [33] and FGNet. Following [17], we adopt the Facescrub dataset as our probe set. Given that our model is trained on the WebFace dataset with 0.49M images, the protocol small is used for evaluation.

AR Face Dataset [34]. The AR face dataset contains over 4,000 face images with different facial expressions, illumination conditions and occlusions from 126 persons. It includes two kinds of occluded face images sets. People wear sunglasses or scarf when they were pictured to form “Sunglasses” and “Scarf” probe sets, respectively. Face identification evaluation is performed on AR dataset under two different protocols. Some examples are visualized in Fig. 7.

Synthetic Datasets. Following [17], we synthesize occluded datasets using the aforementioned datasets with occluders including sunglasses, scarf, face mask, hand, eye mask, eyeglasses, book, phone, and cup, all of which are common objects in real-life that may appear on the face. Several examples are illustrated in Fig. 6. The occluded face images are formed by pasting random occluders on the
random location of faces, which is detailedly demonstrated by Algorithm 1. It is worth noting that some images might be occluded by the part of occluder because we only require the center of occluder inside the image area instead of the whole occluder. We name the generated occluded face datasets as “Occ-D-S”, where “D” means the original face dataset (e.g., LFW, Facescrub from MFL) and “S” is Scale s of Algorithm 1 (e.g., 1.0, 2.0). Note that s can also be regarded as the occluded degree, e.g., s = 1.0, 2.0, 3.0 correspond to the occluded area are 18.76, 43.09, 52.00 percent of the total face image area respectively when applied on LFW with the random seed setting to 100. Some synthesized face images with occlusions are illustrated in Fig. 7.

**Algorithm 1.** Occluded Face Datasets Construction

**Input:** Face Image $img$, Random Occluder $occ$, Scale $s$.

1) obtaining width and height $(occ_w, occ_h)$ of $occ$
2) rescaling $occ$ to $(s \times occ_w, s \times occ_h)$ size
3) picking a random point of $img$ as the center of $occ$
4) calculating the occluded area $box$ based on the center and size of $occ$
5) pasting $occ$ on the occluded box to obtain $occ\_img$

**Output:** Occluded Face Image $occ\_img$ and Area $box$

**Evaluation Metrics.** We employ two widely-used metrics to quantitatively evaluate the face recognition performance in our experiments. The first one is the accuracy metric

$$\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN},$$  

where $TP$, $TN$, $FP$ and $FN$ are true positives, true negatives, false positives and false negatives, respectively. The second metric we adopt is TAR (True Accepted Rate) under FAR (False Accepted Rate), which can be defined as

$$\text{TAR} = \frac{TP}{TP + FN}, \quad \text{FAR} = \frac{FP}{TP + FN}.$$  

### 4.2 Implementation Details

**Pre-Processing.** First, we detect five landmarks (two eyes, nose and two mouth corners) for each face image with MTCNN [35]. Then we perform corresponding similarity transformation to align and crop face images properly to obtain face images with $112 \times 96$ size. Example images are shown in Fig. 7. Following [4], [17], the pixel values are normalized to $[-1.0, 1.0]$ when training and testing.

**Training.** The training phase can be divided into two steps. First, we learn the backbone network (i.e., the upper branch in Fig. 2) on the WebFace dataset with the large margin cosine loss [4] for general face recognition. The backbone network is trained for 40 epochs with the initial learning rate 0.1 and batch size 512. SGD with weight decay 0.0005 and momentum 0.9 is used, and the learning rate is reduced by 10 times at epoch 15 and 30. Then we take the trained model from step 1 as our pretrained model and fine-tune the whole network including the Feature Pyramid Extractor, Mask Decoder, and Occlusion Pattern Predictor on the Occ-WebFace dataset, which is constructed by randomly choosing from 1.0:0.5:5.0 as Scale $s$ in Algorithm 1 and occluders for each image from the original WebFace dataset.

**Baseline Settings.** In this paper, three important baselines are considered: Baseline: the backbone network (i.e., the upper branch in Fig. 2) only trained on the WebFace dataset (clean face images) with the large margin cosine loss [4]. Baseline-Aug: the second baseline is derived from the first baseline by occluded data augmentation. It takes the trained Baseline as pretrained model and finetunes on Occ-WebFace for 25 epochs with the initial learning rate 0.01. SGD with weight decay 0.0005 and momentum 0.9 is used, and the learning rate is reduced by 10 times at epoch 15. Baseline-MD: the third baseline, equipping with the Mask Decoder and taking the trained Baseline as pretrained model, is trained on the Mix-WebFace dataset which is the mixup of Occ-WebFace and WebFace with the ratio 2:1 for 40 epochs. The initial learning rate is 0.01 and batch size is 512. SGD with weight decay 0.0005 and momentum 0.9 is used, and the learning rate is divided by 10 at epoch 10 and 25. The difference between Baseline-MD and FROM is that it does not have the Occlusion Pattern Predictor to guide the Mask Decoder to learn the proper masks, i.e., $\lambda = 0$ in Eq. (6). Its supervision is solely from the face recognition loss $L_{\text{margin}}$.  

### 4.3 Ablation Study

#### 4.3.1 Mask Binarization

The feature masks produced by the Mask Decoder have continuous values within $(0, 1)$ due to the “Sigmoid” function, which can be regarded as soft masks when compared to the hard binary masks (i.e., only contain 0, 1). To explore their difference, we apply binarization with a threshold $t \in (0, 1)$ to convert the learned continuous mask values $x$ into binary values $B(x)$: if $x \geq t$, $B(x)$ will be 1, otherwise it will be 0. We compare their face verification accuracies on LFW with different thresholds as $t = 0.3 : 0.05 : 0.6$. As shown in Table 2, we can observe that the soft version of feature masks achieves the best accuracy on both LFW and Occ-LFW.2.0 with 99.38 and 94.70 percent, and the hard version obtains similar performances only when threshold $t \leq 0.5$.  

---

Fig. 7. Examples of the AR Face dataset and our synthetically occluded face images. The first row images are occluded with random scale from $1 : 0.5 : 5$ on WebFace. The second and third rows images are occluded with 1.0, 1.5, 2.0 on LFW and Facescrub, respectively. The last row images are from the AR Face dataset.
It suggests that suppressing the corrupted feature elements is better than totally removing them, because they may still contain minor information for recognition. Another phenomenon deserved to discuss is that the performances by hard binary masks on LFW are nearly unchanged when threshold $t \leq 0.5$, which reveals the most elements of learned masks for clean images are high values that ensures our FROM generalizes well on clean face image recognition. From the perspective of performance and convenience, we adopt the learned soft feature masks for the rest of experiments.

### 4.3.2 Discussion of $K$

When a face image is divided into $K \times K$ grids, the number of occlusion patterns increases exponentially (i.e., $2^{K^2}$). For example, When $K = 4$, if we directly adopt $2^{4\times 4}$ occlusion patterns in the model, then we have 65536 patterns with 1456.8M parameters in total, which makes it hard and time-consuming to train. In contrast, the parameters are significantly reduced to 101 patterns with 49.55M parameters by employing our approximation as described in Section 3.4.1.

We explore how different choices of $K$ will impact the final recognition accuracy by setting $K \in \{3, 4, 5, 6\}$ with fixing the weight coefficient $\lambda = 1$ from Eq. (6). We test all of the models on MF1 and “Occ-MF1-S” with $S \in \{1.0, 1.5, 2.0\}$, respectively. As shown in Table 3, $K_5$ obtains the highest accuracy 75.27 percent on MF1, which is state-of-the-art performance under protocol small and even better than $K_0$ (i.e., the Baseline described in Section 4.2). When we replace the original clean probe set with occluded ones, the accuracy is significantly degraded. $K_5$ degrades from 75.27 to 60.84 percent on Occ-MF1-1.0, which, however, is still tremendously surpasses the $K_0$(32.0%). It sufficiently proves the effectiveness of FROM. Finally, $K_1, K_5, K_6$ achieves averagely similar performances while $K_3$ slightly falls behind. Considering speed and accuracy tradeoff, we adopt $K = 5$ (i.e., dividing face image into $5 \times 5$ grids) for the remaining experiments.

### 4.3.3 Discussion of $\lambda$

The weight coefficient $\lambda$ of Eq. (6) controls the tradeoff of face recognition loss and pattern prediction loss. Intuitively, if $\lambda$ is too small, the Mask Decoder lacks of effective supervision to learn accurate feature masks; if $\lambda$ is too large, then the model might focus on improving the accuracy of pattern prediction instead of recognition itself. Thus, we have explored the impact of different $\lambda$ based on the scale of face recognition and pattern prediction loss. We test $\lambda \in \{0.0, 0.5, 1.0\}$ under $K = 5$ on MF1 and “Occ-MF1-S" with $S \in \{1.0, 1.5, 2.0\}$, respectively, and the results are demonstrated in Table 4. Note that $\lambda_0$ is corresponding to the Baseline-MD described in Section 4.2. Apparently, $\lambda_0, \lambda_1$ obtain the excellent accuracies that surpass $\lambda_0$ by a clear margin, which suggests the effectiveness of the proposed Mask Decoder and pattern approximation.

### 4.4 Comparison to Baselines

In this experiment, we compare FROM to the three aforementioned baselines (described in Section 4.2) under the same configurations. Two different performances on occluded face datasets are reported. “Occ-MF1-AVG” indicates the average accuracy on the nine occluded types of Facescrub (as demonstrated by Fig. 1) from the Megaface Challenge 1. “Occ-LFW-2.0” means the occluded version of LFW by setting the Scale factor $S$ to 2 in the construction Algorithm 1. In order to evaluate how well different methods are generalized to general face recognition without occlusions, we also compare the methods on the original LFW and MF1 datasets.

The results shown in Table 5 reveal that occluded data augmentation is quite effective to improve accuracy for occluded face recognition. The Baseline-Aug has significantly improved the accuracy from the Baseline trained for general face recognition on both Occ-MF1-AVG and Occ-LFW-2.0, which is consistent with our intuition. Next, the Baseline-MD with the Mask Decoder performs sightly better than Baseline-Aug, which might be brought by the extra network parameters. However, when comparing our FROM

### Table 2

| Datasets       | No-Binarization | Binarization |
|----------------|-----------------|--------------|
|                | 0.30 0.35 0.40 0.45 0.50 0.55 0.60 |              |
| LFW            | 99.38 99.38 99.42 99.30 99.30 99.07 96.62 |              |
| Occ-LFW-2.0    | 94.70 94.17 94.35 94.40 93.83 92.78 87.32 |              |

| K   | MF1   | Occ-MF1-1.0 | Occ-MF1-1.5 | Occ-MF1-2.0 | Avg  |
|-----|-------|-------------|-------------|-------------|------|
| $K_0$ | 73.64 | 32.00 | 14.62 | 7.70 | 18.11 |
| $K_3$ | 74.04 | 59.64 | 41.72 | 30.07 | 43.81 |
| $K_4$ | 74.22 | 60.31 | 42.30 | 30.49 | 44.37 |
| $K_5$ | 75.27 | 60.84 | 42.67 | 30.96 | 44.83 |
| $K_6$ | 74.65 | 60.62 | 42.96 | 31.15 | 44.91 |

"Avg" averages on three different "Occ-MF1-S" excluding MF1.

### Table 3

| $K$   | MF1   | Occ-MF1-1.0 | Occ-MF1-1.5 | Occ-MF1-2.0 | Avg  |
|-------|-------|-------------|-------------|-------------|------|
| $\lambda_0$ | 74.17 | 59.31 | 41.38 | 29.74 | 43.48 |
| $\lambda_0.5$ | 74.88 | 60.61 | 43.14 | 31.26 | 45.00 |
| $\lambda_1$ | 75.27 | 60.84 | 42.67 | 30.96 | 44.83 |

"Avg" averages on three different "Occ-MF1-S" excluding MF1.
against the Baseline-MD, we can see that it consistently out-performs Baseline-MD with a clear margin on all datasets, which reveals that the Occlusion Pattern Predictor guides the Mask Decoder well to learn proper masks to clean those corrupted feature elements. As for the generalization to general face datasets, we first find that Baseline-Aug performs slightly worse than Baseline, which might be caused by the overfitting problem in its occluded data finetune process. In contrast, FROM improves the accuracy from 73.64 to 75.27 percent on MF1 while keeping the high accuracy 99.38 percent not degraded on LFW. It contributes to our special pattern design for clean face image inside the Occlusion Pattern Prediction. All above comparisons confirm that our FROM is effective for occluded face recognition, and generalizes well or even better on general face recognition.

The improvements on LFW and Occ-LFW-2.0 are limited from Table 5, which we think are caused by the loose metric (i.e., verification accuracy). Hence, we propose to introduce a more strict metric to reveal the superiority of our FROM. We consider the TAR (True Accepted Rate) under specific FAR (False Accepted Rate) defined by Eq. (8) on both LFW and “Occ-LFW-S” with $S \in [1.0, 2.0, 3.0]$. The FAR is set to $1 \times 10^{-4}$ which is a very hard threshold, and then we obtain the TAR for three baselines and FROM as illustrated in Fig. 8. The Baseline-MD obtains the worst result on clean dataset LFW, and we think the potential reason is that the learned feature masks for clean face image by Mask Decoder are inaccurate due to the absence of supervision from Occlusion Pattern Predictor. Not surprisingly, FROM consistently outperform three baselines on both clean and occluded face datasets. Importantly, when testing dataset becomes harder, our FROM remarkably surpasses three baselines by a large margin (e.g., 65.03 versus 50.87 percent against Baseline-Aug on Occ-LFW-2.0).

To explore the improvement brought by FROM in depth, we compare the feature distributions used for recognition between aforementioned four models. 5 classes with 20 samples per class in Occ-LFW-2.0 are randomly picked, and then we obtain their 512D features for each model. After that, the features are converted to 2D by t-SNE [36] and visualized after normalization in Fig. 9. Obviously, Baseline cannot handle the severe occluded face images from Occ-LFW-2.0 as its distributions are in a mess. Baseline-Aug and Baseline-MD barely tell these classes apart with some classes still interlaced. However, FROM can distinguish these classes with clear margins, revealing its superiority.

### 4.5 Effects of Different Occluded Areas

Intuitively, occlusions on crucial areas (e.g., eyes) affect the recognition accuracy more significantly. In this experiment, we quantitatively evaluate how different occluded areas impact the accuracy based on the MF1 dataset. In particular, we explore nine types of commonly encountered occlusion types, including half face, eyes, nose, mouth, which are illustrated in Fig. 1. The results of the three baseline methods are included to make the study more informative, as

---

**TABLE 5**

| Method       | BN | AUG | MD | OPP | MF1  | Occ-MF1-AVG | LFW  | Occ-LFW-2.0 |
|--------------|----|-----|----|-----|------|-------------|------|-------------|
| Baseline     | ✓  |     |    |     | 73.64| 60.02       | 99.38| 82.05       |
| Baseline-Aug | ✓  | ✓   |    |     | 72.50| 67.91       | 99.10| 94.10       |
| Baseline-MD  | ✓  | ✓   | ✓  |     | 74.17| 68.19       | 99.33| 94.42       |
| FROM         | ✓  | ✓   | ✓  | ✓   | 75.27| 69.85       | 99.38| 94.70       |

*Note that the “Occ-MF1-AVG” means the average accuracy on the nine above occluded Facescrub. Face identification accuracies(%) are reported on MF1 and Occ-MF1-AVG, while Face verification accuracies(%) are reported on LFW and Occ-LFW-2.0.*
We then discuss the impacts of mask dimensions (i.e., 2D versus 3D). As we mention in Section 3.3.3, the deep conv feature maps are no longer channel independent. If we apply same 2D masks across all of the channels, the performance might be decreased. Similarly, we carry experiments on “Occ-MF1-S” with face identification accuracy, LFW and “Occ-LFw-S” with TAR under specific FAR. As demonstrated by Fig. 10, our FROM (i.e., “3D”) consistently outperforms the “2D” by a large margin, which suggests the 3D masks can capture the channel dependency of features to obtain more accurate feature masks, yielding better recognition accuracy.

### 4.7 Pattern Regression Versus Classification

Intuitively, directly regressing the occluded area can avoid the quantization error caused by block division to obtain more accurate masks. However, comparing to the pattern classification we propose, direct pattern regression is more difficult which may degrade the accuracy of recognition. In this experiment, we explore the effectiveness of pattern regression as defined in Section 3.4.3. We adopt the TAR when FAR is 1e−3 to evaluate the performances between “REG” and FROM, which is demonstrated in Table 8. Note that the footnote on “REG” indicates the value of weight coefficient $\lambda$ (e.g., “REG$_{0.1}$” means $\lambda = 0.1$ for training). Apparently, $\lambda = 0.1$ achieves the best accuracy among “REG$_{0.1}$”, but FROM surpasses it on all datasets. Specifically, when testing dataset becomes harder, the gap is larger, which confirms the effectiveness of the proposed pattern approximation.

Fig. 11 illustrates several regression results by “REG$_{0.1}$”. Some regressed masks are not accurate, and the first two images are even miss-detected. We think the reason is that the weight coefficient $\lambda = 0.1$ is too small, leading to less attention on pattern regression. However, when we increase

---

**TABLE 6**

| Method       | left  | right | upper | lower | left eye |
|--------------|-------|-------|-------|-------|----------|
| Baseline     | 61.66 | 62.54 | 49.50 | 57.60 | 63.85    |
| Baseline-Aug | 67.30 | 68.94 | 61.72 | 68.44 | 70.20    |
| Baseline-MD  | 67.66 | 69.90 | 59.02 | 69.86 | 70.62    |
| FROM         | 68.98 | 70.60 | 61.37 | 69.72 | 73.51    |

**TABLE 7**

| F     | MFI | Occ-MF1-1.0 | Occ-MF1-1.5 | Occ-MF1-2.0 | Avg    |
|-------|-----|-------------|-------------|-------------|--------|
| FC    | 74.97 | 59.75      | 42.13      | 30.26      | 44.05  |
| 2D    | 74.52 | 60.56      | 42.36      | 30.13      | 44.35  |
| 3D    | 75.27 | 60.84      | 42.67      | 30.96      | 44.83  |

**TABLE 8**

| Method | LFW | Occ-LFW-1.0 | Occ-LFW-2.0 | Occ-LFW-3.0 |
|--------|-----|-------------|-------------|-------------|
| FROM   | 98.63 | 96.17      | 76.53      | 70.23      |
| REG$_{0.1}$ | 98.33 | 94.6       | 74.93      | 66.57      |
| REG$_{0.2}$ | 79.33 | 70.33      | 47.40      | 30.50      |
| REG$_{0.5}$ | 45.10 | 41.87      | 22.77      | 17.03      |

Note that “FC” represents applying the masks on fc features; “2D” and “3D” mean the mask dimensions are 2D and 3D. “3D” is corresponding to our FROM. “Avg” averages on three different “Occ-MF1-S” excluding MFI.

For example, “upper” refers to face images that are occluded by random occluders around the upper part of face. “avg” refers to the mean accuracy for all occluded areas.

---

**For Table 6**, it is interesting that occluded areas affect different methods quite consistently. For example, occlusion on the mouth does not degrade too much accuracy, while occlusion on eyes reduces the accuracy quite significantly. This confirms that certain facing regions (e.g., eyes) contain more identity information than other regions (e.g., nose and mouth). Another observation is that models perform quite similarly on the left and right face, which might contribute to the flip augmentation for training face images. Last but not least, our FROM significantly improves the accuracy over Baseline under all the occlusion types again, which shows the excellence of our method.

### 4.6 Effects of Different Mask Locations and Dimension

In this experiment, we first explore the effectiveness of masking out the fc features instead of conv features. As we discuss in Section 3.3.2, the learned masks should solely depend on the location of occlusions instead of its types and the identity of input face image. However, the top fc features have totally lost all the spatial information while keeping high-related identity information. Thus, masking out the fc features may degrade the performance. We first evaluate the models on MFI and “Occ-MF1-S” with S $\in [1.0, 1.5, 2.0]$ as shown in Table 7. Our FROM (i.e., “3D”) consistently outperforms the “FC”, but the improvement is limited. Thus, we introduce TAR under FAR again as demonstrated in Fig. 10. Under harder metric, our FROM (i.e., “3D”) remarkably surpasses the “FC”, confirming our above conjecture.
4.8 Generalization on Unseen Occlusions

Considering the design of occlusion patterns as in Section 3.4.1, FROM is supposed to generalize well on unseen occlusions since it only depends on the location of occlusions instead of its type, which is empirically evaluated in Fig. 12. All nine types of occluders are divided into three groups in alphabetical order: (1) [book, cup, eye mask]; (2) [eyeglasses, hand, face mask]; and (3) [phone, scarf, sunglasses]. Note that “RV” (N ∈ [1, 2, 3]) indicates the model is trained with the dataset occluded by Nth group and evaluated on the other two unseen groups (i.e., “Unseen”) and “All” (i.e., the dataset occluded by all three groups of occluders). Obviously, from Fig. 12, the accuracy on “Unseen” dataset is basically not degraded, or even better than “All” for model “R2” and “R3”. We conjecture this happened due to the size variance of occluders, e.g., the occluder phone in the third group usually has big size, resulting in “R3” generalizes even better on the other two “Unseen” groups with smaller size of occluders. Note that the accuracy of model trained and tested with all types occluders is 98.82 percent. In summary, thanks to the unique occlusion patterns design, FROM intrinsically has the excellent generalization ability to the unseen occlusions.

4.9 Application to Real-World Scenario

To evaluate the effectiveness of FROM on real-world scenarios, we employ FROM on the masked face images, which are becoming common cases due to the recent world-wide COVID-19 pandemic. Following [37], we construct a photorealistic masked facial dataset based on MegaFace by using FMA-3D [37], named Mask-MF1, which includes the masked probe images and remains the gallery images non-masked. The synthetic masked faces are high-fidelity and robust to different head pose, which are partially visualized in the first row of Fig. 13.

Several state-of-the-arts [1], [3], [4] and FROM are tested on Mask-MF1 with rank-1 identification accuracy, as the results demonstrated in Fig. 14. Note that all the tested methods do not see the masked faces by FMA-3D during their training process. Not surprisingly, FROM achieves the best 68.26 percent accuracy, significantly surpassing the 57.15 and 54.73 percent by CosFace and ArcFace, respectively. We also visualize some predicted occlusion patterns by FROM in the second row of Fig. 13. Those patterns reveal the location of occlusion and help FROM precisely remove the corrupted features to yield better recognition accuracy. The last column is the failure case which is expected given that FROM is not fed with the same kind of masked faces in the training. The above results and analysis suggest that FROM can be effectively and robustly applied on real-world scenarios.

4.10 Benchmark on RMFR2, LFW-SM, and O_LFW

Both MFR2 and LFW-SW are proposed by MFRSA [38]. MFR2 is a small dataset of aligned masked faces with 53 identities of celebrities and politicians with a total of 269 images that are collected from the internet. A total of 848 image pairs from MFR2 (424 positive pairs, and 424 negative pairs) are considered for verification. LFW-SM contains images with the simulated mask (e.g., “Surgical”, “N95”, “Cloth” and “Gas”) applied on LFW [12]. In addition, O_LFW is constructed by BEL [39] by employing 200 types of realistic occlusions to LFW, including 90 upper half occlusions, 70 lower half occlusions, 30 random occlusions and 10 large area occlusions. Verification between normal and occluded faces (N-O) and occluded face pairs (O-O) are used.
Algorithm 1 in Section 4.1. According to Table 10, the baseline only obtains 32.00 percent accuracy, which is expected as it is not trained with occluded images. However, FROM achieves the best 60.84 percent accuracy, which significantly improves about 28 percent over the Baseline. This is because the feature masks produced by FROM mask out those corrupted feature elements accurately and preserve those clean and useful elements for later recognition. Since the “Occ-MF1-1.0” is newly constructed in this paper, other state-of-the-arts [1], [3], [4] do not have the corresponding results. We thus evaluate those models with public resources on “Occ-MF1-1.0” by ourselves, which is denoted by † in Table 10. Apparently, ArcFace and CosFace achieve terrible accuracies 28.51 and 31.31 percent, which are similar to the Baseline. SphereFace, without the powerful backbone (i.e., ResNet [6]), obtains the worst 17.46 percent accuracy. Instead, our FROM remarkably outperforms them by nearly two times. It is also worth noting that the 56.34 percent accuracy from PDSN [17] is the mean accuracy over 50 occluded areas, which, however, do not detailedly state in their paper. Thus, we can not obtain the fair-compared results under the same configuration. However, our 60.84 percent accuracy is obtained on random location blocking which is more unconstrained and harder than 50 areas, making our results more convincing.

### 4.12 Benchmark on AR Face Dataset

Our method is evaluated on both “Sunglasses” and “Scarf” probe sets for the face identification task, and the results are shown in Table 11. There are mainly two kinds of testing protocols in the existing literature [25], [40]. For protocol 1, it uses six images per person to form the gallery set, while only one image per person is used for protocol 2. The proposed FROM achieves 100 percent accuracy on both “Sunglasses” and “Scarf” probe sets under protocol 1, which is a quite impressive performance given that we do not utilize any AR data to finetune our model. When facing the harder protocol 2, our FROM still obtains 100 percent accuracy on both “Sunglasses” and “Scarf” probe sets, which significantly

### 4.11 Benchmark on Megaface Challenge 1

In this experiment, we present benchmark results along with state-of-the-arts on the MegaFace Challenge 1 dataset (MF1), with and without occlusions. MF1, with one million distractors, is a much more challenging testing dataset compared to the LFW and AR face datasets. From Table 10, for clean face images, the Baseline achieves 73.64 percent accuracy, while the proposed FROM obtains the higher 75.27 percent accuracy. It reveals that our approach generalizes very well to clean face images, which can contribute to the special design for clean face image inside the Occlusion Pattern Predictor.

To test the performance on occluded face images, we evaluate the models on the “Occ-MF1-1.0” as described by

### 4.10 Benchmark on O-LFW

For the MFR2 and LFW-SW, we directly take the model trained on Occ-WebFace (without any finetuning) with $K = 5, \lambda = 1.0$ to evaluate, and the results are shown in the upper part of Table 9. Although our FROM is not fed with the same kind of masked face as in MFR2 and LFW-SW during training, it still surpasses MFRSA [38] and CosFace [4] on both MFR2 and LFW-SW, which is impressive considering FROM is not even specifically designed for masked face recognition. For O-LFW, due to the images are with 112 * 112 size, we retrain FROM with $K = 5, \lambda = 1.0$ on the 112 * 112 version of Occ-WebFace (without any finetuning) while keeping other settings unchanged. From the results in the lower part of Table 9, we find that FROM consistently outperforms BEL [39] and CosFace [4] on O-LFW under both N-O and O-O protocols by a large margin. The above results forcefully support the superiority of FROM.

### Table 9

| Method      | RMF2  | LFW-SM |
|-------------|-------|--------|
| CosFace [4] | 93.99 | 96.22  |
| MFRSA [38]  | 95.99 | 97.25  |
| FROM        | 96.22 | 98.32  |

**Method** N-O, O-O represent verification between normal and occluded faces and occluded face pairs of O-LFW, respectively.

### Table 10

| Method      | MF1    | Occ-MF1-1.0 |
|-------------|--------|-------------|
| CenterFace [5] | 65.49  | -           |
| SphereFace [3] | 72.73  | 17.46†      |
| CosFace [4]   | 77.11  | 31.31†      |
| ArcFace [1]   | 77.50  | 28.51†      |
| PDSN [17]     | 74.40  | 56.34       |
| Baseline      | 73.64  | 32.00       |
| FROM          | 75.27  | 60.84       |

**Note that † represents the experimental results obtained by ourselves.**

For the MFR2 and LFW-SW, we directly take the model trained on Occ-WebFace (without any finetuning) with $K = 5, \lambda = 1.0$ to evaluate, and the results are shown in the upper part of Table 9. Although our FROM is not fed with the same kind of masked face as in MFR2 and LFW-SW during training, it still surpasses MFRSA [38] and CosFace [4] on both MFR2 and LFW-SW, which is impressive considering FROM is not even specifically designed for masked face recognition. For O-LFW, due to the images are with 112 * 112 size, we retrain FROM with $K = 5, \lambda = 1.0$ on the 112 * 112 version of Occ-WebFace (without any finetuning) while keeping other settings unchanged. From the results in the lower part of Table 9, we find that FROM consistently outperforms BEL [39] and CosFace [4] on O-LFW under both N-O and O-O protocols by a large margin. The above results forcefully support the superiority of FROM.

### Table 11

| Protocol | Sg  | Sf  |
|----------|-----|-----|
| SRC [22] | 87.00 | 59.50 |
| NMR [41] | 96.90 | 73.50 |
| MLERPM [42] | 98.00 | 73.50 |
| SCF-PKR [43] | 94.50 | 90.16 |
| RPSM [40] | 96.00 | 97.66 |
| MaskNet [25] | 90.90 | 96.70 |
| PSN [17]  | 99.72  | 100.00 |
| FROM      | 100.00 | 100.00 |

**Note that “Sg”, “Sf” mean “Sunglasses”, “Scarf”, respectively, and † represents the experimental results obtained by ourselves.**

1 For SphereFace, we use the public code and its pretrained model. For CosFace and ArcFace, we train the model with the corresponding loss by ourselves and obtain the experimental results.
surpass the state-of-the-arts [1], [3], [4]. It is also worth noting that closing the gap between good accuracies from [1], [3], [4] and perfect accuracy achieved by FROM is not trivial. Results on both protocols have demonstrated that FROM consistently outperforms all previous state-of-the-arts.

5 Conclusion
In this paper, we introduced FROM, a novel occlusion-robust face recognition method, learning to decode feature masks adaptively from the pyramid features that contain both local and global Information to remove corrupted face features caused by occlusions. Besides, FROM is simple yet powerful compared against the existing methods that either rely on external detectors to discover the occlusions, or employ shallow models that are less effective. At the training stage, FROM is trained in an end-to-end manner. At the testing time, it only requires a single forward pass to complete the mask generation and corrupted features removal, which makes FROM with an occlusion-robust characteristic ready to replace existing general face recognition systems nearly without an extra computational cost. The comprehensive experiments on LFW, Megaface Challenge 1, RMF2, AR datasets and other simulated occluded datasets demonstrate that our approach achieves superior accuracy for occluded face recognition, and generalizes very well on general face recognition. Furthermore, the evaluation of the generalization ability to unseen occlusions and the application to real-world scenarios (e.g., masked face recognition) verify the effectiveness and robustness of FROM.
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