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ABSTRACT | The importance of ground mobile robots (MRs) and unmanned aerial vehicles (UAVs) within the research community, industry, and society is growing fast. Nowadays, many of these agents are equipped with communication systems that are, in some cases, essential to successfully achieve certain tasks. In this context, we have begun to witness the development of a new interdisciplinary research field at the intersection of robotics and communications. This research field has been boosted by the intention of integrating UAVs within the 5G and 6G communication networks and will undoubtedly lead to many important applications in the near future. Nevertheless, one of the main obstacles to the development of this research area is that most researchers address these problems by oversimplifying either the robotics or the communications aspects. Doing so impedes the ability to reach the full potential of this new interdisciplinary research area. In this tutorial, we present some of the modeling tools necessary to address problems involving both robotics and communication from an interdisciplinary perspective. As an illustrative example of such problems, we focus on the issue of communication-aware trajectory planning in this tutorial.
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I. INTRODUCTION

Interdisciplinary research involving communications and robotics is gaining momentum, as evidenced by the steady increase in publications from the robotics [1], [2], [3], [4], control [5], [6], [7], [8], [9], and communications [10], [11], [12], [13], [14], [15], [16], [17] communities, which are dealing with mobile robots (MRs) and communications issues. Some reasons behind the growing interest include the emergence of 5G technology that aims to integrate unmanned aerial vehicles (UAVs) into the cellular communication network [18], [19] and the growing importance of robotic swarms [20]. From an application perspective, we can divide these interdisciplinary problems into two categories: robotics-assisted communication (RaC) and communication-assisted robotics (CaR).

In RaC applications, generally one or multiple MRs are incorporated into a communication network with the intent to improve the performance of the latter; the MRs typically operate as mobile relays, data ferries, or mobile flying base stations (BSs) onboard UAVs. The main objective of RaC is to control the behavior of the added MR in order to improve the performance of the communications network. In traditional mobile communications, the transceiver’s position is considered uncontrollable and random. In RaC, the transceiver’s position is controllable and thus constitutes an additional communication system parameter to be optimized. This small, but important difference opens up new and exciting possibilities in the design of communication systems involving MRs. For
example, in the context of diversity techniques for the compensation of small-scale fading, it is widely accepted that designing the diversity branches in such a way as to make the channels statistically independent maximizes the diversity gain and thus performance. When using a transceiver mounted on an MR, we demonstrated in [21] that by controlling and adapting the MR’s position, we can obtain diversity branches that yield a higher diversity gain than when the branches are designed to be statistically independent. This short example provides a brief glimpse into the possibilities of going beyond the theoretical bounds derived from classical communications problems when the mobility of the transceiver is treated as an additional controllable parameter of the communications system.

In CaR applications, the communication capabilities of the MR are leveraged to help the robotic system to better perform tasks. Communication is an essential component that enables multirobot applications [22] and UAV swarms [3], [20], [23]. Communication between the MRs allows the exchange of different types of information, such as relative localization, allowing for the creation of formations or the navigation of surroundings in a coordinated manner; sensing data, which could be used in mapping applications; and signaling data, used to coordinate the behavior of a robotic team. Often in CaR applications, the MRs must execute certain robotic tasks while considering the communication quality and swarm connectivity to ensure adequate behavior of the robotic team.

To efficiently address the problems encountered in RaC and CaR applications, we argue that a good understanding of both communications and robotics is required. Indeed, as will be described later, there is often a deep entanglement between the communications and robotics aspects in such problems. Considering only the communications aspects and oversimplifying the MR’s model might produce an energy-inefficient solution that wastes too much energy in motion or even an unfeasible solution for a real MR due to a breach of its own mechanical constraints. On the other hand, focusing on the robotics aspects and oversimplifying the communication model may lead the MR to fail to complete its task due to unexpected communication failures, which may arise from poorer connectivity or a lower bit rate than those expected with the oversimplified model. Therefore, an interdisciplinary approach is essential when dealing with CaR and RaC problems in order to propose functionally adequate solutions and to fully exploit all underlying opportunities in this new research area. The importance of such an interdisciplinary approach has also been recently recognized by Calvo-Fullana et al. [24], [25], where they proposed a simulation framework that allows for coordinating a robotics simulator (e.g., robot operating system (ROS)), a communications network simulator, and an antenna simulator. This enables to accurately simulate the dynamics of the robot and the communications channel.

In the literature, however, CaR and RaC problems are often not addressed with such an interdisciplinary approach. Indeed, oversimplified models are often adopted for either the communications or the robotics aspects. This oversimplification causes the researchers to miss interesting results and opportunities or even to derive techniques that would fail when tested on real robots equipped with real communication systems. Some tutorials have recently been published on communication-aware robotics problems. However, they still simplify either the robotics or communications aspects. For instance, the tutorial [19] discusses UAV communications with great detail but treats the control and robotics aspects in a superficial manner. Zeng et al. [19] mention that, to the best of their knowledge, no rigorous expression for the UAV energy consumption for a given trajectory has been derived. As we will show in Section II-F, such a statement is imprecise and comes from a lack of understanding of the UAV dynamic models and control theory. On the other hand, the robotics community generally oversimplifies the communication model. For instance, Guo and Zavlanos [26] consider the problem of a team of data-gathering MRs and assume a binary disk model [27] for the communication channel. In this model, the communication is perfect as long as two MRs remain within a certain distance of each other. Such a model is far from reality, as we shall see in Section III-A.

To our knowledge, in the literature, there are no surveys or tutorials that have taken an interdisciplinary approach to address CaR or RaC problems. This tutorial aims to contribute to closing this gap and raising awareness of the importance of an interdisciplinary approach when tackling these problems. To illustrate the opportunities and challenges of this approach, we focus on the important problem of trajectory planning (TP) within the context of CaR and RaC applications, henceforth referred to as communication-aware trajectory planning (CatTP). It is our hope that this tutorial will inspire new research in this exciting and promising, yet underdeveloped area.

It is noteworthy that this tutorial serves as an introductory exposition, omitting advanced wireless communications technologies such as multiantenna communication, which is often the focus of 5G and 6G research. Despite this intentional exclusion, a measure taken to simplify notations and derivations, the content of this tutorial strives to endow the reader with foundational knowledge crucial for the exploration of issues related to CaR and RaC applications within the contexts of 5G and 6G systems. In addition, it is pertinent to underscore that several scholarly works focused on 6G integrate certain channel models elucidated within the scope of this tutorial.

This tutorial is organized as follows. In Section II, we describe in detail the basic and crucial mobile robotics aspects and models. Section III describes the different aspects of communications systems that are relevant to CatTP problems and discusses modeling the wireless communication channels. In Section IV, the general structure of CatTP problems, the different types of optimization
targets, and the constraints involved in these problems are described. In Section V, we present the structure of the CaTP, discuss a variety of examples, and present some open research problems and opportunities related to CaTP. In Section VI, the reader can find a concise summary of CaTP structure that can be used as a navigation tool within this tutorial. Finally, Section VII provides conclusions.

II. MR MODELING
Mathematically, modeling a phenomenon or object consists of describing it in terms of certain aspects of interest and under certain conditions. We can divide the model into the following four components.

A. Object Representation

In our case, the object to be modeled is the MR. The object representation is a mathematical abstraction of the physical MR that describes properties that are relevant to the problem at hand. In the context of trajectory planning problems, the MR can be described as a single point with orientation, even if the real object itself occupies nonzero physical space. This is a suitable representation of the MR for trajectory planning problems, although it may be inadequate for other problems, such as the mechanical analysis of the MR’s frame.

1) Model Input: The model input is a set containing all controllable variables whose effect on the object representation will be captured by the mathematical model. There might be other controllable variables that affect the object representation, but the model input includes only the variables considered in the mathematical model.

2) Range of Validity: This consists of all of the conditions under which the model adequately describes the behavior of the object representation, e.g., the assumptions on the considered scenarios and ranges of variations for the variables forming the model input. The model input together with the range of validity form the model input space. This space is the set of all valid values that the model input can take.

3) Input-to-Object Relation: This is the mapping rule that relates any element within the model input space to a corresponding element within the object representation space. In the case of analytical models, this relation can take the form of explicit mathematical equations, while in the case of numerical methods, it can take the form of numerical lookup tables or neural networks.

Simplicity is always a desirable property in modeling as it brings tractability, facilitates mathematical analysis, lowers computational requirements, and allows for better problem understanding. One of the fundamental problems in modeling is finding a compromise between simplicity and accuracy that reflects the difference between the behavior of the mathematical model and the real object. Simple models tend to be highly inaccurate and have reduced ranges of validity; highly accurate models with large ranges of validity tend to be very complex and have little tractability, hence the importance of selecting an adequate level of model complexity. Oversimplification of the model occurs when it is used beyond its range of validity or when variables that have a significant impact on the object representation are disregarded.

Let us analyze this problem in more detail by discussing three important consequences of using oversimplified models for robots in the context of CaTP.

B. Involuntary Energy Waste

Oversimplifying the motion-induced energy consumption model while searching for minimum energy trajectories may significantly degrade the performance. This is illustrated with the scenario described in [28], where a rotary-wing UAV (i.e., a UAV with propellers and thus hovering capability) has to collect data from a sensor network. The authors optimize the UAV trajectory to accomplish this task in minimum time and assume that the energy consumed by the UAV is proportional to the time that the UAV spends in the air. In other words, the authors implicitly model the UAV energy consumption as being proportional to the flying time, thus expecting that a real UAV following the trajectory optimized according to the assumed energy model would indeed accomplish its assigned task while draining the minimum energy from its battery.

For those who are unfamiliar with aeronautics or with aerial robotics, the energy model mentioned above might seem reasonable. However, Sun et al. [29] present an aerodynamic power consumption model for a rotary-wing UAV that shows that the power consumption also depends on the horizontal speed of the UAV. This model contains a term that increases with the horizontal UAV speed due to the blade’s drag. Hence, a UAV executing the minimum time trajectory will travel as fast as possible and consume a large amount of energy instead of minimizing energy consumption. Furthermore, Dai et al. [30] demonstrate the benefits of incorporating wind effects into the energy consumption model for rotary-wing aerial vehicles operating in windy conditions. Using simulations, they found that a multirotor’s trajectory optimized according to a wind-dependent model is 100% more energy efficient than a model that ignores the wind effect.

C. Unfeasibility of Designed Trajectory

Another problem of oversimplified models is the possibility of obtaining a trajectory that does not satisfy robot motion constraints. This may lead to collisions with obstacles or among robots, as well as failures to perform the planned tasks. This occurs when the MR’s motion model disregards the specific kinematic or dynamic constraints of the MR under consideration.

\[\text{This holds only if the obstacles and the other MRs are dilated to avoid collisions with the considered MR.}\]
For instance, assume that we want to design a trajectory for a car-like MR to pass in a predefined order through a set of Points of Interest (POI) \( \{ \alpha_k \}^K_k \) in a minimum time. We first model the car-like MR with a single integrator, i.e., the position \( p(t) \) of the robot at time \( t \) is described by

\[
p(t) = p(0) + \int_0^t v(\tau) \tau
\]  

where \( p(0) \) is the MR’s initial position and \( v(\tau) \) is its velocity at time \( \tau \), which can be directly controlled. To make the model more realistic, we consider the maximum translational speed of the robot and thus add the following constraint \( \|v(\tau)\|_2 < V_{\text{max}} \). According to this model, the optimum trajectory that allows the MR to pass through all the POIs in the minimum time is a piecewise linear path linking consecutive POIs, requiring the MR to use the maximum linear speed possible, \( V_{\text{max}} \), at all times.

Following this piecewise linear path continuously at a constant linear speed without stopping until reaching the end of the path would require, in general, that the MR instantaneously changes direction at each point of interest without stopping. However, this is an impossible maneuver for a car-like MR due to its dynamic and kinematic constraints. Its dynamic constraints will not allow abrupt changes in velocity (whether the change is in direction or magnitude) and its kinematic constraints will limit the curvature of the turns it can execute. Now, assume that we allow the MR to stop at each point of interest of the piecewise linear path. This would now require the robot to rotate on the spot at each point of interest in order to change direction and then continue its path. Yet, this maneuver is also impossible for the car-like MR due to the kinematic constraints imposed by its own physical geometry.

Clearly, model (1) used in this example oversimplifies the motion capabilities of the car-like MR. Thus, the solution for the trajectory planning problem derived from such a model results in an unfeasible trajectory for the real car-like MR. Some postprocessing, e.g., smoothing the path, could be done on the resulting trajectory to make it feasible for the real MR, and however, this would still require considering the MR’s kinematic and/or dynamic constraints.

D. Reduced Performance

A further consequence of oversimplifying models is a degradation in performance. Some impairments may not be captured by overly simplified models. Thus, oversimplified models may cause performance degradation in some cases due to unexpected impairments not predicted by the model.

For instance, in [31], we optimized the trajectory of a fixed-wing UAV acting as a communication relay between two ground nodes. We used aerodynamic equations to model the UAV motion and considered the position of the antenna on the UAV airframe. This model allows to predict the airframe-shadowing phenomenon (a blockage of the line of sight (LoS) between the UAV and the ground nodes produced by the UAV airframe). The trajectory optimized with this elaborated model was shown to be up to 143.16% more energy efficient than one optimized with an oversimplified model that is unable to predict airframe shadowing.

In some cases, increasing the complexity of the MR models may bring only small benefits to the performance of the system while increasing significantly the complexity of the problem. For instance, Kim and Kim [32] considered a three-wheeled omnidirectional MR and compared two approaches to finding a minimum energy trajectory. The first trajectory was optimized using a certain dynamic model of the robot; the second trajectory used the same dynamic model of the robot, except that it neglected the term accounting for the Coriolis force. Both trajectories were then tested on a real MR. The results showed that when tracking the first trajectory optimized with the simpler dynamic model, the MR consumed just slightly more energy than when it tracked the trajectory optimized with the more complex model.

As we have explained above, the oversimplification of MR models can have serious consequences, thus the importance of selecting an adequate model complexity. In order to help researchers with no (or little) robotics background, the rest of this section provides a general description of mathematical models describing the motion and energy consumption for three popular MRs: ground-wheeled robots, rotary-wing(s) aerial robots, and fixed-wing aerial robots. We will present an overview of the different types of models, their implications, and their limitations. This does not constitute an exhaustive list of all the mathematical models associated with these MRs, but rather an introductory presentation for common models used in trajectory planning. Readers familiar with this research area can skip to Section III where we discuss the modeling of communication systems and the wireless channel.

We must mention that selecting the appropriate complexity of the models is not always an easy task and sometimes does not have a clear or even a unique correct answer. This is highly dependent on the particular and specific conditions of the problem to be solved. In this tutorial, we aim to raise awareness about the problems related to oversimplification while underlining that the solution to the latter is not overcomplexification. Indeed, overly complex models might solve some issues due to oversimplification but may also cause other problems, such as a lack of tractability and the high computational burden of the solutions.

E. Wheeled Mobile Robots

Wheeled mobile robots (WMRs) [33] can be implemented in a simple and relatively inexpensive way, making
them highly popular for numerous applications. They can be classified according to the number of wheels, their wheel type, and spatial configuration within the WMR’s frame. These aspects determine the kinematic constraints of the robot. Therefore, before discussing the kinematic model, we briefly present the wheels used in typical WMRs. Some common types include the following [33].

1) **Conventional wheels:** These wheels have two degrees of freedom (DOFs), including rotation around its axis line and rotation around its contact point with the floor.

2) **Omnidirectional wheels:** This is a special type of wheel constructed using a main conventional wheel with embedded small rollers whose orientation is not aligned with that of the main wheel. This special configuration allows the omnidirectional wheel to operate not only as a conventional wheel but also to advance along the direction orthogonal to the main wheel’s orientation. These wheels can be actuated (i.e., mechanically coupled to a motor’s shaft).

Kinematics is the field of mechanics that studies the motion of objects without considering the effect of forces. WMR kinematic models describe the relationship between the angular speed of the WMR’s actuated wheels and the velocity of the WMR's object representation, i.e., the translational and angular velocities of \( p \). There are two types of kinematic models: the forward kinematic model and the inverse kinematic model. Forward kinematic models describe the WMR's velocities in terms of the angular speeds of the wheels, i.e., the wheels' angular speeds are the model's inputs, and the WMR's velocities are the model's output. Inverse kinematic models describe the opposite relation: the WMR’s velocities are the model's inputs, and the angular speeds of the wheels are the model's outputs. The forward kinematic model is useful for analyzing the movement of the WMR generated by a particular control signal applied to its motors. The inverse kinematic model is useful to make the WMR's controller track a desired trajectory (i.e., the model's input is the desired trajectory and the model's output is the required wheels' angular speeds).

In the following, we will discuss the abovementioned kinematic models for various WMRs.

**1) Forward Kinematic Model:** As mentioned before, although WMRs are not single points in the plane, rather systems that cover a certain area, their object representation consists of their horizontal position \( p \) and orientation \( \phi \) (WMRs usually operate in 2-D). The point \( p \) is a point on the WMR's frame whose exact location is selected to facilitate kinematic and dynamic analysis. For instance, in the three-wheeled omnidirectional robot (TOMR) of Fig. 1, the point \( p \) is chosen to be the geometrical center of the MR, but in the differential drive robot (DDR), the point \( p \) is the center of the axis line of the actuated wheels, rather than the geometrical center of the robot, see Fig. 2. Other choices for \( p \) are also possible, but these would complicate the mathematical analysis of the motion models.

Each type of wheel and its location within the WMR’s frame determines the forward kinematic model, and each type imposes different constraints. For instance, a conventional wheel is allowed rotational slippage around its contact point with the floor but is not allowed translational slippage. The key hypotheses in the kinematic model derivation are the following: 1) the WMR’s frame is solid and suffers no deformation; 2) all the wheels are in contact with the floor at all times, which implies the consideration of a flat floor; and 3) each wheel is in contact with the floor only at a single point. For more details about the derivations of forward kinematic models, the interested reader can consult [33].

In terms of number of wheels, the unicycle is the simplest WMR whose kinematic model is described in [34]. Then, we have the bicycle, which is a vehicle that has a back conventional wheel and a front steerable conventional wheel. Its kinematic model will depend if the driving wheel is the front wheel or the back wheel, see [34] for more details.

Now, we consider the DDR, see Fig. 2. This robot has two conventional wheels, of radii \( r \), which are actuated by separate motors. The horizontal position of the DDR is determined by the point \( p \) located in the center of the line linking the points of contact of both wheels with the floor. The distance between these points is \( 2b \). A third unactuated wheel making contact with the floor at point \( q \) provides mechanical stability; it is chosen so that it does not impose any kinematic constraints. The corresponding kinematic
model for the DDR is [35]

\[
\begin{bmatrix}
\dot{x} \\
\dot{y} \\
\dot{\theta}
\end{bmatrix} = r \begin{bmatrix}
\cos(\theta) & \cos(\theta) \\
\sin(\theta) & \sin(\theta) \\
1 & -1
\end{bmatrix} \begin{bmatrix}
\omega_R \\
\omega_L
\end{bmatrix}
\]

(2)

where \( \omega_R \in \mathbb{R} \) and \( \omega_L \in \mathbb{R} \) are the angular speeds of the right and left wheels, respectively, \( x \) and \( y \) are the \( x \) and \( y \) positions of the DDR, respectively, and \( \theta \) is its orientation. The model input vector in (2) is 2-D, while the DDR configuration (i.e., the output vector) is 3-D. This implies that the DDR translational velocity (i.e., the magnitude of the DDR translational velocity) and its angular speed are expressed as

\[
\begin{bmatrix}
v \\
\dot{\theta}
\end{bmatrix} = \frac{r}{2} \begin{bmatrix}
1 & 1 & -1
\end{bmatrix} \begin{bmatrix}
\omega_R \\
\omega_L
\end{bmatrix}.
\]

(3)

Note that while model (2) is not invertible, model (3) is invertible. This implies that we can fully set independently the angular speed and translational speed of the robot, but we cannot fully set independently its angular speed and its translational velocity.

Another common WMR is the car-like robot. It has two rear conventional wheels, which are mechanically coupled to the same motor, and also has two conventional steerable front wheels, which are mechanically coupled. Its kinematic model is described in [36].

Another class of WMR includes omnidirectional robots. They have the particularity of using omnidirectional wheels to enable the robot’s omnidirectional motion, i.e., moving in any direction at any time. One popular MR belonging to this class is the TOMR, see Fig. 1. Its kinematic model is [37]

\[
\begin{bmatrix}
\dot{x} \\
\dot{y} \\
\dot{\phi}
\end{bmatrix} = r \begin{bmatrix}
0 & \sin(\frac{\pi}{3}) & -1 \\
-\sin(\frac{\pi}{3}) & -\cos(\frac{\pi}{3}) & L \\
\sin(\frac{\pi}{3}) & -\cos(\frac{\pi}{3}) & L
\end{bmatrix} \begin{bmatrix}
\omega_1 \\
\omega_2 \\
\omega_3
\end{bmatrix}
\]

(4)

where \( r \) is the radii of the omnidirectional wheels, \( \omega_i \) is the angular speed of the \( i \)th wheel, and \( L \) is the distance from the wheels to the robot’s center. Unlike the kinematic models of the DDR and the car-like robot, the kinematic model of the TOMR is fully invertible analytically. Hence, we can always independently determine the translational velocity and the angular speed of the MR to find the corresponding exact angular speed of each wheel. Therefore, the TOMR does not present any kinematic restriction on its motion, but dynamic constraints still need to be considered, as will be described in Section II-E3.

2) Inverse Kinematic Model: As explained in Section II-E1, the forward kinematic model is obtained by analyzing the MR’s geometry and applying the motion constraints imposed by the wheels. The inverse kinematic models are obtained by inverting the forward kinematic model.

In some cases, the derivation of the inverse kinematic model is straightforward. For instance, consider the kinematic model of the TOMR (4). This is a linear model involving an invertible matrix, and thus, the inverse kinematic model for the three-wheeled omnidirectional MR is

\[
\begin{bmatrix}
\omega_1 \\
\omega_2 \\
\omega_3
\end{bmatrix} = \frac{1}{r} \begin{bmatrix}
0 & 1 & L \\
-\sin(\frac{\pi}{3}) & -\cos(\frac{\pi}{3}) & L \\
\sin(\frac{\pi}{3}) & -\cos(\frac{\pi}{3}) & L
\end{bmatrix} \begin{bmatrix}
\dot{x} \\
\dot{y} \\
\dot{\phi}
\end{bmatrix}.
\]

(5)

Similarly, the inverse kinematic model for the DDR can be derived from inverting (3)

\[
\begin{bmatrix}
\omega_R \\
\omega_L \\
\dot{\theta}
\end{bmatrix} = \frac{b}{r} \begin{bmatrix}
1 & 1 & -1
\end{bmatrix} \begin{bmatrix}
v \\
\dot{\theta}
\end{bmatrix}.
\]

(6)

Finally, some MRs have complex forward kinematic models that are difficult to invert analytically due to nonlinearities and singularities. In such cases, machine learning is a good option for the derivation of the inverse kinematic model [38].

3) Dynamic Model: Dynamic models consider the forces exerted by the robot on its environment. They relate the WMR motion to the torque exerted by each motor and the electric signals producing it. WMR can be modeled as a nonlinear dynamic system whose general form is [39]

\[
\dot{z} = f(z, u)
\]

(7)

where \( z \) is the state vector of the WMR, \( u \) is the input signal vector, and \( f(\cdot) \) is a general function, which can be linear or nonlinear. Let us begin the discussion of dynamic models with the popular pure integrator model

\[
\frac{d^n p(t)}{dt^n} = u(t), \quad n \in \mathbb{N}^+
\]

(8)

where \( u \) is the control signal and \( p \) is the WMR position. Equation (8) models a generic omnidirectional robot. It is also a very popular model due to its simplicity, which eases the theoretical analyses. This allows analytical results to be derived with less effort than with the use of more elaborate dynamic models (at the expense of accuracy, however).

\[\text{The state vector is a vector composed of a set of state variables. Broadly speaking, a set of state variables is the minimum set of variables required (in addition to the input) to uniquely determine the state vector. For more information on the subject, see [39].}\]
Next, we discuss the order $n$ in model (8). If $n = 1$, we obtain the single integrator model, which allows for abrupt velocity changes. This model can describe with some accuracy the WMR motion under any of the following conditions: 1) the WMR speed is constant or changes slowly and 2) the WMR dynamics is fast enough to follow the input. Fink et al. [22] used this model to design trajectories, which were then tested experimentally on real WMRs.

Model (8) with $n = 2$, which is referred to as the double integrator model, limits the WMR acceleration. It is also a very common model in mobile robotics [5], [40].

The pure integrator model is a very simple general model used to describe a variety of WMRs but greatly lacks accuracy. We will now begin to discuss more complex and specific dynamic models.

Most WMRs use direct current (dc) motors to drive their wheels [35] as they are cheap, easy to control, and efficient. The WMR’s dynamic model can be derived by first modeling the dc motor and then by combining the motor models while considering the MR frame. Following such a procedure, a dynamic model for the DDR is found to be [35]:

$$\begin{align*}
\dot{z} &= Az + Bu \\
p &= \begin{bmatrix}
\cos(\phi) & \sin(\phi) \\
0 & 0 & 1
\end{bmatrix}^T z \\
z &= T_q \begin{bmatrix}
\omega_R \\
\omega_L
\end{bmatrix} \\
T_q &= \frac{r}{2} \begin{bmatrix}
1 & 1 \\
b^{-1} & b^{-1}
\end{bmatrix} \\
p &= [x, y, \phi]^T, \quad z = [v, \phi]^T, \quad u = [u_R, u_L]^T
\end{align*}$$

where $u_R$ and $u_L$ are the normalized input dc voltage to the motors (i.e., $|u_R| \leq 1$ and $|u_L| \leq 1$); $\omega_R$ and $\omega_L$ are the angular speeds of the right and left wheels, respectively; $p$ is the pose of the WMR (i.e., the WMR’s horizontal position and orientation); $v$ and $\phi$ are the translational speed and the angular speed (around its center) of the WMR, respectively. The matrices $A$ and $B$ contain information related to the inertia of the MR, its weight, the friction, the battery voltage level, and other electromechanical parameters of the motors.

From this dynamic model, we observe that the following conditions hold.

1) The DDR’s state vector $z$ is linear with respect to the control input $u$, see (9), but the pose is nonlinear with respect to $z$, see (10).

2) The DDR’s velocity, encoded in $z$, is related to the input $u$ by a first-order linear system and its pose is related to $u$ by a second-order nonlinear system. This implies that the input $u$ controls the DDR’s acceleration, and therefore, the state $z$ cannot change abruptly. Consequently, the WMR has the following limitations.

a) It cannot change the speed abruptly, thus requiring a nonzero deceleration time to stop.

b) It cannot change the direction abruptly.

3) If $\dot{z}$ in (9) is significantly small, then $z \approx -A^{-1}Bu$. In other words, if the DDR’s acceleration is significantly small, then the WMR state $z$ almost becomes linear with respect to the control signal $u$. As such, the dynamic DDR motion model (9)–(13) does not add additional constraints and can be sufficiently modeled by the kinematic model.

The dynamic model of the TOMR is [32]

$$\begin{align*}
\dot{z} &= A(\phi, \dot{\phi})z + Bu \\
p &= \begin{bmatrix} I_{3 \times 3} & 0_{3 \times 3} \end{bmatrix} z \\
z &= [x, y, \phi, x, y, \dot{\phi}]^T, \quad u = [u_1, u_2, u_3]^T
\end{align*}$$

where

$$\begin{align*}
A(\phi, \dot{\phi}) &= \begin{bmatrix} 0_{3 \times 3} & I_{3 \times 3} \\ 0_{3 \times 3} & R(\phi) \dot{R}(\phi) \dot{\phi} - C \end{bmatrix} \\
R(\phi) &= \begin{bmatrix} \cos(\phi) & -\sin(\phi) & 0 \\ \sin(\phi) & \cos(\phi) & 0 \\ 0 & 0 & 1 \end{bmatrix}
\end{align*}$$

The matrices $B$ and $C$ in (14) and (17) depend on the electromechanical characteristics of the particular TOMR. The matrix $R(\phi)\dot{R}(\phi)\dot{\phi}$ is related to the Coriolis force.

As opposed to the DDR, where the dynamic model described in (9) is linear, the TOMR dynamic model in (14)–(18) is nonlinear with respect to the input. The nonlinearity comes from $A(\phi, \dot{\phi})$ and, in particular, from the component $R(\phi)\dot{R}(\phi)\dot{\phi}$ in (16) produced by the Coriolis force. After having discussed some dynamic models for WMRs, we continue with the models for describing their energy consumption due to motion.

4) Energy Consumption Model: Most MRs draw their energy from a battery. Due to the limited capacity of the battery, it is important to calculate the MR energy consumption to determine their operation time. There are various approaches to derive energy consumption models, but we will discuss only some of the most common ones.

a) Electric model: Most WMRs use dc motors to actuate their wheels because of their advantages in comparison to other types of motors, as explained in [35]. In this approach, we first calculate the energy consumed by the $k$th motor as a function of the instantaneous electric power

$$E_k = \int t p_k(t) dt$$

where $p_k(t) = i_k(t)v_k(t)$ is the instantaneous electric power consumed by the $k$th motor, $i_k(t)$ is the input current, and $v_k(t)$ is the dc input voltage to the $k$th motor.
Since this is a dc motor, the input variable controlling it is the dc input voltage [controlled using pulsewidth modulation (PWM)], which is given as

\[ v_k(t) = u_k(t) V_s \]  

where \( V_s \) is the amplitude of the PWM signal and \( u_k(t) \in [-1, 1] \) is the normalized control signal. Circuit theory and electromechanical equations are then used to derive the equations relating the input current \( i_k(t) \) to the angular speed \( \omega_k \) of the wheel that is mechanically coupled with the motor's shaft. Thereafter, the dynamic model is used to relate the WMR state vector to the wheel's angular speed. Finally, these equations are combined to obtain an equation relating the WMR energy consumption to the input vector \( u \) and the WMR state vector. To illustrate this method, we briefly present the energy consumption models of a DDR and a TOMR. According to [41], the DDR's energy consumption model is

\[ E = \int_t \left( k_1 \| \mathbf{u}(t) \|^2 - k_2 \mathbf{z}_q^T(t) \mathbf{T}_q^T \mathbf{u}(t) \right) dt \]  

where the integrand corresponds to the electric power consumed and the parameters \( k_1 \) and \( k_2 \) depend on the electromechanical properties of the motors. Variables \( \mathbf{u}, \mathbf{z}_q \) and \( \mathbf{T}_q \) have the same definition as in (9)–(13). The energy consumption model for the three-wheeled omnidirectional MR is given in [32] as

\[ E = \int_t \left( k_1 \| \mathbf{u}(t) \|^2 - k_2 \mathbf{p}^T(t) \mathbf{R}(\phi) \mathbf{B} \mathbf{u}(t) \right) dt \]  

where \( \mathbf{u}(t), \mathbf{p}(t), \) and \( \mathbf{B} \) have the same definition as in (14), while \( k_1 \) and \( k_2 \) depend on the motor's electromechanical characteristics. Tokekar et al. [42] present an energy consumption model for a car-like robot derived using the same method, however neglecting the energy required to steer.

This model describes the electrical energy consumed at the input of the motors and takes into account the energy lost as heat within the motor. Equations (21) and (22) are quadratic functions of the normalized control signal \( u(t) \).

b) Physics approach: Another approach to describe the WMR energy consumption is to analyze the system from an external perspective and calculate the WMR's kinetic energy and the energy required to overcome the floor's friction. To illustrate this type of model, let us consider the energy consumption model of the DDR presented in [43]

\[ E_{\text{motors}} = E_{\text{kin}} + E_{\text{res}} \]  

where \( E_{\text{kin}} \) is the kinetic energy, \( E_{\text{res}} \) is the energy consumed by the motors to overcome the traction resistance presented by the friction of the floor, and \( E_{\text{motors}} \) is the energy consumed by the motors, which is measurable from an external point of view, i.e., without taking into account the internal losses. The kinetic energy is given by

\[ E_{\text{kin}} = \frac{1}{2} m v^2(t) + I \omega^2(t) \]

where \( m \) is the total WMR's mass; \( I \) is the total WMR's rotational inertia; \( v \) and \( \omega \) are the translational and rotational speeds, respectively; and \( a(t) \) and \( \beta(t) \) are the translational and rotational accelerations, respectively. The products \( v(t)a(t) \) and \( \omega(t)\beta(t) \) in (24) can be negative when the WMR stops, meaning that the WMR's motors get some power back that could be recovered by the WMR's electrical system. However, most WMRs do not have the electric systems to recover such power and thus, considering this limitation, (24) becomes

\[ E_{\text{kin}} = \int_t \left( m \max(v(t) a(t), 0) + I \max(\omega(t) \beta(t), 0) \right) dt. \]

The term describing the energy consumed to overcome friction in (23) is

\[ E_{\text{res}} = 2\mu mg \int_t \max(|v(t)|, b|\omega(t)|) dt. \]

The distance traveled by the DDR is approximately \( \int |v(t)| dt \). The advantage of this model lies in its independence from the type of motor used by the WMR. It requires only the mass \( m \) and the rotational inertia \( I \) of the WMR, which can be estimated. The disadvantage is that it only considers the energy expenditure observed from the outside and does not take into account the internal losses of the motors and the circuitry.

c) Data-driven model: The energy consumption models mentioned above are derived from physical principles. Those theoretical models, for the sake of tractability, often ignore certain effects, such as nonlinearities of the motor or the influence of temperature on the electric resistances. Another approach consists of measuring the electric consumption of the WMR under different conditions, creating a dataset, and then training numerical models. Mei et al. [44] present a simple implementation of this approach by measuring the power consumed by dc motors at different angular speeds. The authors note that a suitable model for the power consumption of the \( k \)th motor is

\[ P_k = \sum_{j=0}^{6} a_j \omega_k^j \]  

where \( \omega_k \) is the angular speed of the \( k \)th motor and \( \{a_j\}_{j=0}^{6} \) are experimentally determined coefficients. The
model in (27) is then combined with the kinetic model, which relates the velocity of the WMR to the angular speed of the wheels $\omega_k$ in order to obtain the power consumed by the WMR. After integration over time, we obtain the consumed energy.

In [45], there are two examples of this type of energy consumption model. First, the authors measure the power consumption of the PPRK (a commercial TOMR) moving at a constant linear speed $v$. The measurements are done at different linear speeds up to a maximum value. After a numerical analysis of the measurements, the authors observed that the power consumed by the PPRK can be well-modeled by a fourth-order polynomial function of the linear speed. Next, the authors did the same for the Pioneer 3DX (a commercial DDR) and measured its energy consumption while moving at a constant speed on a straight line. Due to limitations in the robot's internal system, the Pioneer 3DX could not be operated at its maximum linear speed. The experimental results showed that the power consumption of this robot can be modeled with an affine function of the linear speed.

The derivation of this type of model can require significant time to gather data in the laboratory. In addition, the generalization of the derived models to conditions different from those of the modeling phase might exhibit an uncertain accuracy, e.g., when trying to use the model in [45] to predict the energy consumption of the Pioneer 3DX while moving along curves or at variable linear speed. On the other hand, one advantage of this type of model is that they do not require deep theoretical knowledge. Also, they can implicitly consider the various complex processes involved in energy consumption, which may be complicated to consider in the theoretical models. For example, Mei et al. [44] mention that dc motors can be modeled with a second-order polynomial of the angular speed $\omega$ from electromagnetic theory. Yet, measurements show that such a model is insufficient. For example, the sixth-order polynomial model introduced in (27) exhibited a much better fit on real measurements. This may be due to the fact that the second-order model derived from theory overlooks certain processes, while the model in (27) took them into account implicitly through the fitting process.

d) Restricted domain models: Some simple energy consumption models are derived from more complex models by constraining their range of validity. To illustrate this, let us consider the work by Wang et al. [46] where they use an electric energy consumption model for a DDR, similar to the one used in (21). They restrict the DDR to move within a straight line with a trapezoidal linear speed profile. For such a trajectory, they analytically calculate the energy consumption starting from the electric energy consumption model to obtain the following expression:

$$ E = \sum_{j=-1}^{3} a_j \omega^j $$

(28)

where $\omega$ is the angular speed of the DDR wheels. Model (28) exposes an interesting phenomenon that is sometimes overlooked: motors can be inefficient when operated at very low speeds. As the motor's speed decreases, the term $\omega^{-1}$ in (28) dominates the energy consumption and grows very quickly. After the optimization of the trapezoidal speed profile, the authors found that the energy consumption is proportional to the distance traveled when the total duration of movement remains constant. Based on the result in (28), El-Moukaddem et al. [47] modeled the energy consumption as being proportional to the distance $D$ traveled by the WMR

$$ E = kD $$

(29)

where $k$ is a proportionality factor. Model (29) has been adopted by many authors for simplicity and is sometimes derived in a similar manner in different papers or sometimes just assumed as it is intuitive and simple, see [48] and [49].

These models are, in general, simplifications of other more complex models under certain conditions. When choosing a model, we must consider where it comes from and how it was derived in order to see if the application in which we intend to use it is close enough to the conditions under which the model was derived. This is done so as to ensure that we do not operate the model outside its range of validity. Otherwise, if we neglect this aspect, then the model selected might deviate significantly from the true energy consumption. For example, while the model introduced in (29) is appropriate when a WMR is moving at a constant speed, it may be quite inaccurate when the speed varies considerably over time.

c) Square norm: Finally, another popular energy consumption model within the control theory community is

$$ E = \int_0^T \| u(\tau) \|^2 d\tau $$

(30)

where $u$ is the control signal of the WMR dynamic model. This is notably a simplification of the energy consumption models derived through circuit theory presented in (21) and (22). The model in (30) becomes closer to models (21) and (22) when the WMR operates at low speeds and/or the coefficient $k_2$ of those models is small. Although motion consumes a significant part of the energy in WMRs, there are also other processes that consume a nonnegligible amount of energy. Mei et al. [50] empirically evaluated the contribution of different processes to the energy consumption of a DDR and found that the sensors and microcontrollers also contribute significantly to energy consumption. The microcontroller’s power consumption can be modeled as constants since they usually perform low-level tasks that are repetitive and relatively stable. On the other hand, the power
consumption of the embedded computers can be modeled as a stochastic process as they usually perform tasks that depend more on exogenous inputs and thus have a more variable behavior.

F. Rotary-Wing UAVs

The study of the motion of aerial vehicles is a complex subject that has been investigated since the early appearance of the first airplanes. There is a large body of literature on the aerodynamic aspects of these vehicles and their modeling. In this section, we will discuss the quadrotor, which is the subject of this section.

Multirotor aerial robots (also called rotary-wing aerial robots) are one of the most popular types of aerial robots nowadays. One of the most common types of these UAVs is the quadrotor, which is the subject of this section.

The WMRs discussed in Section II-E operate in 2-D and their configuration is fully described by their horizontal position and orientation. In contrast, UAVs operate in 3-D. To fully describe their configuration, we need to specify their 3-D position, as well as their attitude,\(^5\) which can be expressed using either Euler angles or quaternions [51], [52]. In this tutorial, we will limit the discussion to models representing the attitude using Euler angles; details about the utilization of quaternions to represent the attitude can be found in [53].

The configuration of the UAV can be described using Euler angles as

\[ \mathbf{p}(t) = [x, y, z, \theta, \phi, \psi]^T \]  

where \([x, y, z]^T\) is the UAV center of mass and \(\theta, \phi, \psi\) are the Euler angles of roll, pitch, and yaw, respectively, which describe the orientation of the UAV (see [54] for a more detailed geometrical description of these angles). Note that \([x, y, z]^T\) is represented in a static coordinate frame attached to the world and not to the UAV itself, and \([\theta, \phi, \psi]^T\) are represented in a coordinate frame attached to the center of mass of the UAV oriented in the same manner as the inertial coordinate frame. Before discussing the quadrotor dynamic model, we will briefly discuss the physical principles that allow it to fly. In a classic quadrotor, the four propellers lie in the same plane and are oriented vertically. When the propeller rotates, it creates thrust in the same direction as its orientation and with a sense of opposing the gravity. The faster the propeller turns, the greater the thrust generated. When all four propellers produce the same thrust, the plane containing all four propellers is parallel to the floor, and the resulting thrust is vertical. If this thrust equals the gravitational force, then the quadrotor remains in the air hovering. When one propeller turns faster or slower than the other, the quadrotor tilts and the resulting thrust presents a horizontal component, making the UAV move in the horizontal plane.

Just as the dynamic models of the WMRs were derived starting from the electrical analysis of their motors, the derivation of the dynamic model for multirotors begins in the same way. Consider a dynamic model for the quadrotor that is used by many roboticists [55]

\[
\begin{bmatrix}
\frac{d^2 x}{dt^2} \\
\frac{d^2 y}{dt^2} \\
\frac{d^2 z}{dt^2}
\end{bmatrix}
= 
\begin{bmatrix}
c(\phi) s(\theta) c(\psi) + s(\phi) s(\psi) \\
c(\phi) s(\theta) s(\psi) - s(\phi) c(\psi) \\
c(\phi) c(\psi)
\end{bmatrix}
\begin{bmatrix}
u_x \\
u_y \\
u_z
\end{bmatrix}
- 
\begin{bmatrix}
0 \\
0 \\
g
\end{bmatrix}
\]  

(32)

\[
\begin{bmatrix}
\frac{d^2 \theta}{dt^2} \\
\frac{d^2 \phi}{dt^2} \\
\frac{d^2 \psi}{dt^2}
\end{bmatrix}
= 
\begin{bmatrix}
\frac{I_y - I_z}{I_x} \frac{d\theta}{dt} \frac{d\psi}{dt} - \frac{J}{I_x} \frac{d\theta}{dt} q_w \\
\frac{I_z - I_x}{I_y} \frac{d\phi}{dt} \frac{d\psi}{dt} + \frac{J}{I_y} \frac{d\phi}{dt} q_w \\
\end{bmatrix}
\]  

(33)

\[
\begin{bmatrix}
u_x \\
u_y \\
u_z \\
u_w
\end{bmatrix}
= 
\begin{bmatrix}
-\kappa_b & 0 & \kappa_b & 0 \\
0 & \kappa_b & 0 & -\kappa_b \\
\kappa_t & -\kappa_t & \kappa_t & -\kappa_t \\
\end{bmatrix}
\begin{bmatrix}
\omega_1^2 \\
\omega_2^2 \\
\omega_3^2 \\
\omega_4^2
\end{bmatrix}
\]  

(34)

where \(u_x(t), u_y(t), u_z(t),\) and \(u_w(t)\) denote the control signals for the drone; \(\omega_j(t)\) is the angular velocity of the \(j\)th motor; \(m\) is the total mass of the drone; \(g\) is the gravitational constant; \(\ell\) is the distance from the center of the quadrotor to each motor; \(I_x, I_y,\) and \(I_z\) are the rotational inertia components; \(J\) is the total inertia of the motors; and \(\kappa_b\) and \(\kappa_t\) are the thrust and aerodynamic drag factors of the propellers, respectively. In (34), the matrix relating the vector inputs

\[
\begin{bmatrix}
u_x \\
u_y \\
u_z \\
u_w
\end{bmatrix}
= 
\begin{bmatrix}
\ell u_w \\
\ell u_y I_x \\
\ell u_z I_x I_y \\
\ell u_w I_x I_y I_z \\
\end{bmatrix}
\]  

(35)

is not singular.

Equation (33) describes the drone’s Euler angles [\(\phi\), pitch \(\theta\), and yaw \(\psi\)] measured with respect to the axes \(o_x B, o_y B,\) and \(o_z B,\) with \((o_x B o_y B o_z B)\) being the body axis system whose origin \(o_B\) is given by the geometric center of the quadrotor.

The quadrotor motion given by the model in (32)–(35) is described with respect to a fixed orthogonal axis set \((o_x y z)\), where \(oz\) points vertically up, i.e., opposed to the gravity vector. The origin \(o\) is located at a desired height.
z with respect to the ground level. The coordinates x, y, and z in (32) refer to the position of the center of gravity of the quadrotor in the space, where z is its altitude [56]. In the literature, we find different axis configurations in which the quadrotor motion can be described and each axis configuration provides slightly different models. The time dependence of the variables in (32) and (33) is not explicitly shown in order to lighten the notation. Furthermore, due to the symmetry of the quadrotor, we have $I_x = I_y = I$.

More complex models are also possible, which consider external disturbances, such as the wind. Regarding the energy consumption of the quadrotor, there are electric models and physics-based models that are derived using approaches similar to those used for the WMR. In [55], the energy consumption of a quadrotor is modeled as

$$E = \sum_{j=1}^{4} \int \left( \sum_{k=0}^{4} c_k \omega_j^k (t) + c_\theta \omega_j (t) + c_\gamma \omega_j^2 (t) \right) \omega_j (t) \, dt$$

(36)

where the coefficients $\{c_k\}$ depend on the parameters of the quadrotor’s motors and the geometry of the propellers. Yacef et al. [57] present the following hybrid energy consumption model based on basic mechanics and completed with some correction factors obtained experimentally:

$$E_c = \int_{t_0}^{t_f} \sum_{j=1}^{4} \tau_j (t) \omega_j (t) \, dt$$

(37)

where (37) is the energy consumed by the four motors of the quadrotor. In other words, (37) only describes the amount of energy that is translated into mechanical energy but disregards the efficiency of the motors.

G. Fixed-Wing UAVs

In this section, we briefly discuss fixed-wing UAVs and present a simple, but useful dynamic model for CaTP problems. Fixed-wing UAVs fly using principles that are different from those used by multirotor UAVs and are consequently modeled in a different manner with different characteristics.

In general, fixed-wing UAVs are more energy-efficient than multirotor UAVs mainly because of their ability to glide. They also fly for longer times, longer distances, and at higher speeds. However, they are less agile and cannot land or take-off vertically. As opposed to multirotor UAVs, fixed-wing UAVs are generally not designed to hover. Nevertheless, some special types of fixed-wing UAVs having high thrust-to-weight ratios can hover using complex control techniques [58].

Fixed-wing UAVs are controlled by the thrust generated by its propeller(s) and by controlling surfaces (ailerons, elevator, rudder). Micro fixed-wing UAVs usually drive their propellers with an electric motor, while small fixed-wing UAVs can drive it using gas-powered motors.

The fixed-wing UAV center of mass is sometimes described in the north–east–down (NED) coordinate system, where the down axis points toward the center of the Earth and is aligned with the force of gravity. In this case, the altitude is measured in the opposite direction of the down axis. The attitude of the fixed-wing airplane is expressed using Euler angles in the body frame defined as follows: its origin lies in the center of gravity of the airplane, the x-axis points to the nose of the plane, the y-axis points to the right wing, and the z-axis is orthogonal to those two axes and follows the right-hand rule. The roll $\phi$ describes the rotation about the x-axis, the pitch $\theta$ describes the rotation about the y-axis, and the yaw $\psi$ describes the rotation about the z-axis.

The aerodynamics of airplanes are significantly more complex and nonlinear. Since this is an elementary tutorial, we will present only a high-level simplified dynamic model that can be used for trajectory planning, as well as one linearized dynamic model. In the absence of wind, a simplified nonlinear dynamic model describing the fixed-wing UAV motion is [59]

$$\begin{bmatrix}
\dot{\rho}_a \\
\dot{V}_a \\
\dot{h}
\end{bmatrix} = V_a \begin{bmatrix}
\cos(\psi) \cos(\gamma) \\
\sin(\psi) \cos(\gamma) \\
\sin(\gamma)
\end{bmatrix}$$

(38)

$$\begin{bmatrix}
\dot{\psi} \\
\dot{\gamma}
\end{bmatrix} = \begin{bmatrix}
F_{\text{lift}} \sin(\phi) \\
F_{\text{lift}} m V_a \cos(\phi) - g \sin(\gamma)
\end{bmatrix}$$

(39)

$$\begin{bmatrix}
\dot{F}_{\text{lift}} \\
\dot{F}_{\text{drag}}
\end{bmatrix} = \frac{1}{2} \rho V_a^2 S \begin{bmatrix}
C_L \\
C_{D_{0}} + KC_L^2
\end{bmatrix}$$

(40)

$$V_a = \frac{F_{\text{thrust}}}{m} - \frac{F_{\text{drag}}}{m} - g \sin(\gamma)$$

(41)

where $g$ is the gravitational constant, $S$ is the planform area of the wing, $C_{D_{0}}$ is the zero lift drag, $K$ is the induced drag factor, $m$ is the mass of the airplane, and $\rho$ is the air density. The input to this model is the lift coefficient $C_L$, the thrust $F_{\text{thrust}}$, and the roll $\phi$. $\dot{\rho}_a$ and $\dot{V}_a$ are the speeds along the north and east axes, respectively, and $\dot{h}$ is the altitude speed measured with respect to the negative direction of the down axis. $F_{\text{lift}}$ and $F_{\text{drag}}$ are the lift and drag forces experienced by the plane, respectively. Finally, $V_a$ is the air speed of the airplane.

---

Note that the physical fixed-wing UAV is controlled via its thrust and the three control surfaces (aileron, elevator, rudder). Hence, even if $C_L$ constitutes the input to the model, in practice, it is not directly controlled.
The constant altitude and the airspeed scenario (i.e., \( h = 0 \) and \( V_a = 0 \)) are common and of particular importance for CaTP applications. In this case, we have \( \gamma = 0, \dot{\gamma} = 0, \) and \( F_{\text{thrust}} = F_{\text{drag}} \). The dynamic model (38)–(41) reduces to the kinematic model

\[
\begin{bmatrix}
\dot{p}_a \\
\dot{p}_c
\end{bmatrix} = V_a \begin{bmatrix}
\cos(\psi) \\
\sin(\psi)
\end{bmatrix}
\]

(42)

\[
\dot{\psi} = (g/V_a) \tan(\phi).
\]

(43)

With this kinematic model, the paths are usually composed of straight lines and circular arcs [60]. The simplified models (38) and (42) are practical, but they do not describe the pitch angle \( \theta \). This can be an issue for some CaTP since the variations in the orientation of the antenna mounted on the fixed-wing UAV cannot be fully determined without the pitch \( \theta \).

Another simple type of dynamic model for the fixed-wing UAV is the linear model. These models are derived after linearizing more complex nonlinear aerodynamic models around small attitude variations. They are separated into two decoupled models, the longitudinal motion model and the lateral motion model. The longitudinal motion model is

\[
\begin{bmatrix}
\dot{u} \\
\dot{w} \\
\dot{q} \\
\dot{h}
\end{bmatrix} = A \begin{bmatrix}
u \\
w \\
q \\
h
\end{bmatrix} + B \begin{bmatrix}
\delta_e \\
\tau
\end{bmatrix}
\]

(44)

where \( \tau \) is the thrust and \( \delta_e \) is the elevator angle. For the lateral model, we have that

\[
\begin{bmatrix}
\dot{v} \\
\dot{p} \\
\dot{r} \\
\dot{\phi}
\end{bmatrix} = C \begin{bmatrix}
v \\
p \\
r \\
\phi
\end{bmatrix} + D \begin{bmatrix}
\delta_a \\
\delta_r
\end{bmatrix}
\]

(45)

where \( \delta_a \) and \( \delta_r \) are the actions of the aileron and the rudder, respectively. The matrices A, B, C, and D depend on the particular airplane. Since this is an elementary tutorial, we did not consider the effect of wind on the fixed-wing UAV motion models, but the interested reader can look into [61], [62], [63], and [64] for more information regarding this subject.

It can be demonstrated from physical principles that the energy consumption for the fixed-wing UAV can be expressed as follows [10]:

\[
E = \int_0^T \left( c_1 \|v\|^3 + c_2 \frac{1}{\|v\|} \left( 1 + \frac{\|a\|^2 - \frac{\|v\|^2}{g^2}}{g^2} \right) \right) dt + \frac{m}{2} \left( \|v\|^2(T) - \|v\|^2(0) \right)
\]

(46)

where \( v \) is the velocity and \( a \) is the acceleration of the UAV.

H. Final Comments on Models for Robots

We have presented an overview of some relevant MR’s models that are useful for CaTP problems but have omitted some important observations. The models presented in this section are all in continuous time, but it is possible to transform them into discrete-time models by transforming differential equations into difference equations. Continuous-time models allow for the utilization of many analytical tools based on derivatives, such as calculus of variations. On the other hand, discrete-time models allow for numerical techniques such as dynamic programming or other related techniques. It is important to mention that, in practice, the control signals for the ground MRs and the UAVs are executed in digital computers on board, and thus, the control system is implemented in discrete time.

Finally, all the kinematic and dynamic models described in this section are analytical and are mostly derived from physics. However, there are other types of motion models derived through experimentation and machine learning techniques [65].

III. COMMUNICATION SYSTEM

This section mainly addresses researchers who desire to work on CaTP but lack the background in communications systems. Those familiar with the topic can skip this section and directly proceed to Section IV. In this section, we introduce the reader to the basic concepts of communication systems and wireless channel models required to study CaTP problems. We begin by introducing a common communication system: transceiver. This is a device composed of a transmitter and a receiver. When a communications link is established between two entities, it can take three different forms.

1) Simplex link: One entity operates exclusively as a transmitter and the other operates exclusively as a receiver. The data flow is always unidirectional.

2) Full-duplex link: Both entities receive and transmit simultaneously. Two independent data flows in opposite directions occur simultaneously.

3) Half-duplex link: Both entities receive and transmit in turns, where two independent data flow in opposite directions, but only one is active at a time. This can be implemented using time duplexing, where during an interval of time, one entity transmits and the other receives. During the next interval of time, the roles are swapped. This is periodically repeated.

We now provide a brief overview of the digital transmission. The source node generates data as blocks of bits or as a continuous stream of bits. These data are then divided into small groups, which are inserted into packets to form the payload. Each packet has a header that contains information such as the destination and/or checkup bits to

\[5\] The payload’s size can be constant or variable depending on the communications protocol selected.
evaluate the integrity\textsuperscript{6} of the packet at the receiver. There are two main strategies to exploit the checksum bits in the packet’s header.

1) **Retransmission:** If the receiver does not detect any error in the received data packet, it transmits a confirmation packet back to the source node (containing no payload), indicating that the data packet was correctly received. Thereafter, the source node can transmit new data packets (containing new payload). However, if the receiver detects an error in the received data packet, it does not send back the confirmation packet. When the source node realizes that it did not receive a confirmation packet, it assumes that an error occurred and re-transmits the same data packet. The number of re-transmissions will depend on the particular communications protocol.

2) **No-Retransmission:** If the receiver detects an error in the data packet, it discards the payload. On the other hand, if the packet is correctly received, the receiver does not transmit any confirmation to the source node and simply waits for the next packet. The source node continues to transmit data packets.

The retransmission strategy provides robustness to the transmission of data at the cost of a lowered bit rate and increased latency due to the time spent in the confirmation and retransmission of data packets. The no-retransmission strategy can achieve a higher bit rate and lower latency at the cost of more erroneous or missing data. The selection of the transmission strategy will depend on the particular application requirements.

After forming the packets, the transmitter modulates the sequence of bits with a carrier signal of high frequency \( f_c \) (or equivalently of short wavelength \( \lambda \triangleq c/f_c \), where \( c \) is the speed of light) suitable to be radiated as electromagnetic waves, which are then radiated through the antenna. The propagation environment modifies the radiated wave before arriving to the receiver’s antenna, where it is converted back to an electric signal and processed. The wireless channel model describes the effect that the propagation environment has on the transmitted signal until it reaches the receiver.

### A. Wireless Channel Modeling

In the context of CaTP, oversimplified wireless channel models can lead the designer to overestimate the communications channel quality and to overlook certain channel behaviors that the MR will encounter in real conditions. In such cases, the MR might underperform or fail to complete its task due to unexpectedly poor communication quality.

To provide the researcher with the basic knowledge of communications for CaTP problems, we will limit the discussion to the simplest type of communications systems: narrowband,\textsuperscript{7} single-antenna, and single-carrier communications systems. In addition, we will not address the issue of interference. The general channel model representing such systems is

\[
g(t) = H(p(t), q(t), t) x(t) + n(t) \quad (47)
\]

where \( x(t) \) and \( y(t) \) are the continuous-time transmitted and received complex signals, respectively; \( n(t) \) is the noise generated at the receiver, which is usually modeled as a random complex circular white Gaussian process; \( p(t) \) and \( q(t) \) are the positions of the transmitter and the receiver, respectively, at time \( t \); and \( H(p(t), q(t), t) \) is the complex channel gain. CaTP problems require models that describe the spatiotemporal channel gain \( H(p(t), q(t), t) \). We further discuss different common models to describe the spatial variations of the channel gain. To model \( H(p(t), q(t), t) \), deterministic, stochastic, and machine learning approaches can be used.

1) **Deterministic Models:** In the deterministic approach \cite{66}, the wireless channel models are often derived from physical principles. One of the simplest and yet most important channel models is the power loss model. It is the base for many more sophisticated channel models and describes how the mean received signal power varies with the transmitter–receiver distance. It is modeled as \cite{67}

\[
H(p(t), q(t), t) = L_p^{-1}(p(t), q(t))
\]

\[
L_p(p(t), q(t)) = K_0 \frac{\| q - p(t) \|_2/d_0^\alpha}{2} \quad (48)
\]

where \( \alpha \) is the power path-loss coefficient, \( d_0 \) is the reference distance, and \( K_0 \) is the path loss observed at distance \( d_0 \) that must be in the far-field region \cite{68}. This model is valid for distances larger than \( d_0 \) and is used at distances larger than the radiated signal’s wavelength and the physical antenna’s dimensions \cite{66}. Under free-space conditions, the power path-loss coefficient becomes \( \alpha = 2 \), but experimental results have reported path-loss coefficients as low as \( \alpha = 1.6 \) \cite{69,70} in some urban environments, buildings, and underground mines. This occurs because some hallways and tunnels behave as giant waveguides due to their geometry and the presence of metallic objects that act as reflectors.

Experiments have shown that the power path-loss coefficient can change after certain distances. This is modeled using break points \cite{69} after which the path-loss changes.

Another deterministic extension to the model in \eqref{49} is the two-ray model \cite{67}, which takes into consideration only the LoS wave and the wave that reaches the receiver’s antenna after only one reflection on the floor. This model was originally derived in the context of cellular network

\textsuperscript{6}In other words, checking if the packet has been received with errors.

\textsuperscript{7}This means that the bandwidth of the modulated signal is significantly smaller than the carrier frequency \( f_c \).
communications [71]. It has been tested for scenarios with a transmitter of less than 50-m altitude; this model makes the assumption that the distance between the transmitter and the receiver is such that the curvature of the Earth can be neglected, and thus, the floor is considered flat.

If we consider multiple waves beside the LoS and the reflected wave of the two-ray channel model, then we obtain the ray tracing model [72], [73], [74]. This method determines the interaction of multiple radiated waves with the environment (e.g., buildings, floors, and walls) before arriving to the receiver’s antenna and requires a computational map of the area in which both the transmitter and the receiver operate. The accuracy of the ray tracing model increases when the map is more detailed and when more electromagnetic interactions are considered (e.g., reflection, refraction, and diffraction). However, this also increases the computational load.

Let us discuss another deterministic channel model that has been specially devised for indoor operations and also requires a map of the building as well as the positions of both transceivers. This model draws a straight line between both nodes, counts the number of walls and floors crossed [75], and then represents the losses due to those walls and floors as described in [76].

2) Stochastic Models: Stochastic models describe the channel in terms of its mean, variance, and correlation functions, rather than trying to predict the exact channel value, unlike deterministic models. Stochastic models are usually simple and can describe the average behavior of the channel models accurately as well as its statistics. Their simplicity allows for mathematical analysis that can provide useful insights in many application domains, including CaTP problems. Using this approach, $\mathcal{H}(p(t), q(t), t)$ is modeled as a multiscale spatial and time-varying stochastic process [77] composed of three terms [77], [78]

$$
\mathcal{H}(p(t), q(t), t) = s(p(t), q(t))h(p(t), q(t), t) + L_P(p(t), q(t))
$$

where $s(p(t), q(t))$ represents the shadowing [79], [80], $h(p(t), q(t), t)$ represents the small-scale fading [68], and $L_P(p(t), q(t))$ represents the path loss [67]. We proceed to discuss the physical meaning of these components and their most relevant mathematical models from the perspective of CaTP applications.

a) Path loss: This describes a deterministic component that models the mean power loss variations due to the distance between the transmitter and the receiver. It usually takes the form of (49). There are also experimentally derived models for the path-loss models, such as the Okumura–Hata model [81].

b) Shadowing: This is a random process that models the signal power reduction due to obstructions caused by large objects, such as buildings. It is a time-invariant term and depends on the transmitter and receiver positions. The shadowing has been experimentally characterized [79] and is generally modeled as a log-normal real random process with variance $\sigma$ and mean $\mu$. Its spatial autocorrelation has been found experimentally to follow an exponential function [77]$

$$
\tau(d(t)) = \exp(-d(t)/\beta)
$$

where $\beta$ is the decorrelation distance that is usually in the order of $10\lambda$ and is thus also called large-scale fading. For small distances (smaller than $\beta$), the shadowing is often considered constant. To give more flexibility to the shadowing model, $\sigma$ and mean $\mu$ can be made dependent on the geographical region [78]. The shadowing effect can thus be simulated numerically using mathematical models [83].

c) Multipath fading: The electromagnetic wave radiated by the transmitter reaches the receiver’s antenna after traveling through multiple random paths. These multiple components interact with the environment through reflection, diffraction, and refraction before arriving, with different phases, to the receiver’s antenna where they are combined. As a consequence, the receiver observes constructive interference in some locations and destructive interference in others. This results in a random spatial process with large-signal strength variations over small distances (smaller than $1\lambda$). This phenomenon is called small-scale fading or multipath fading [66], [84].

Small-scale fading $h(p(t), q(t), t)$ is modeled as a random spatial–temporal process with a certain distribution and spatiotemporal correlations dependent on the environment. The study of small-scale fading is a complex subject. In this elementary tutorial, we focus only on the basic models used in CaTP problems.

Three elements influence $h(p(t), q(t), t)$: the receiver’s position $p(t)$, the transmitter’s position $q(t)$, and the environment. Any change in any of these elements changes the experienced small-scale fading. In traditional mobile communications, $p(t)$ and $q(t)$ are considered uncontrollable time-variant random variables. In that context, $h(p(t), q(t), t)$ is considered time-variant if the environment varies or if the transceivers move. On the other hand, in CaTP, $h(p(t), q(t), t)$ is considered time invariant if $h(p, q, t) = h(p, q, t_2)$ for any $t_1 \neq t_2$ and for any positions $p$ and $q$. In CaTP, the small-scale fading is time-invariant only if the environment is dynamic. Otherwise, it is considered time-invariant.

When the small-scale fading is time invariant, the temporal variation can be characterized by the coherence time $\tau$, which indicates the maximum duration over which the small-scale fading term remains almost constant.

---

8 Large with respect to the wavelength.
9 Although this spatial correlation model fits many scenarios, it is by no means a universal model for the shadowing process, see [82].
One common way to model the temporal variation of small-scale fading is as follows: \( h(p, q, t) = h_k \), for \( t \in [k\tau, (k+1)\tau) \) with \( \{h_k\}_k \) being a sequence of independent and identically distributed (i.i.d.) random variables. More dynamic environments have shorter coherence times \( \tau \).

After discussing the concept of time-variation for small-scale fading in the context of CaTP, we now proceed to first discuss time-invariant small-scale fading models and then briefly discuss time-variant models.

We start with the statistical distribution of small-scale fading. When there is no LoS between the transceivers nor any particular strong dominant wave due to some reflection, \( h(p, q, t) \) is commonly modeled as a zero-mean complex circular Gaussian random variable. Hence, \( |h(p, q, t)| \) is a Rayleigh distributed random variable, which explains why such a model is referred to as Rayleigh fading [68].

Alternatively, if there is an LoS between both transceivers, then \( h(p, q, t) \) can be modeled as a nonzero-mean complex circular Gaussian random variable

\[
h(p, q, t) = h_R + jh_I + L \tag{52}
\]

where \( h_R \) and \( h_I \), which are zero-mean independent real Gaussian random variables with variance 1/2, represent the ensemble of scattered waves arriving to the receiver’s antenna, and \( L \) is a real number representing the strength of the LoS component. The ratio \( K = L^2 / \text{var}(h_R + jh_I) \) is called the Ricean factor. If \( K \neq 0 \), then we say that we have Ricean fading [84] and \( |h(p, q, t)| \) is a random variable with a Ricean probability distribution function. However, when \( K = 0 \), we have Rayleigh fading.

There are other common probabilistic distributions used to model \( |h(p, q, t)| \), such as the Nakagami distribution. Unlike the Rayleigh and the Ricean distributions, not all other models have physical interpretations, as some distributions are used only because they fit the experimental results well.

We now address the modeling of the spatial variations of small-scale fading. As the name indicates, the magnitude of \( h(p, q, t) \) varies significantly over very small distances. Many experiments show that the small-scale fading coherence distance is usually lower than \( \approx \lambda/2 \). There is no universal model to describe its spatial correlation [85], but there is an important theoretical model derived by Jakes [86] for the case where the receiver is surrounded by a ring of uniformly distributed scatterers. In this scenario, the small-scale fading has a Rayleigh distribution and the following normalized spatial correlation:

\[
r(p, q) = J_0(2\pi p q \|z/\lambda) \tag{53}
\]

where \( J_0() \) is the Bessel function of the first kind and zeroth order. It is possible to simulate the 2-D random field representing the small-scale fading with the Jakes model using numerical techniques such as those of [87]. If the conditions of the environment differ from those required in the Jakes model, (53) would not be a good model for the spatial correlation function. Alternative models have been developed in the literature, see [84], but as with the Jakes model, their decorrelation distance is generally around \( \lambda/2 \).

3) Data-Driven Models: Another approach consists of using machine learning techniques to learn the communications channel. For instance in [88], in the context of an iterative CaTP problem, the authors use Gaussian processes to construct a radio map of the wireless channel. This radio map is iteratively updated with channel measurements. Goudos and Athanasiadou [89] predict the received signal strength (RSS) of the link between a UAV and a BS using the ensemble method technique, which combines various machine learning models. Chen et al. [90] propose a machine learning technique to learn the channel map of a defined region using segmentation.

Egi and Otero [91] developed a machine learning technique that uses satellite images, determines the position of trees, and then uses an artificial neural network to determine the channel loss depending on the transceivers’ positions. Some other works also use artificial neural networks to predict the channel loss [92]. The radio maps constructed using machine learning techniques can be highly accurate in the regions where the measurements have been taken, but obtaining such measurements can be costly and time consuming. In addition, these are often numerical maps without analytical expressions, thus making them unsuitable for mathematical analysis that could provide useful insight into how to solve CaTP problems. In the rest of this section, we will focus on analytical channel models. The reader interested in machine learning techniques for channel modeling can find more information in [93].

B. UAV Channel Models

The channel models described in Section III-A were originally developed for mobile communications considering ground users and are well-suited to ground MRs applications. In general, they are not appropriate for UAVs applications mainly because of the changing altitude of the UAV. Given the increasing attention being paid to the integration of UAVs into 5G networks [18], [19], for the sake of completeness of this tutorial, we next discuss briefly the modeling of UAV wireless channels, which is currently an active research topic [94], [95]. Before presenting the UAV channel models, let us discuss some particularities of UAV communications. For small-sized UAVs, the receiver is close to the UAV’s power electronics and to the motors that run continuously. As a consequence, sometimes the UAV’s motors generate electromagnetic noise that can interfere with the UAV’s own receiver [96].

Another phenomenon is airframe shadowing [94]. This occurs when the frame of the UAV itself partially blocks...
the LoS. Consider a multirotor UAV with an antenna on the top surface (i.e., the UAV’s surface facing the sky) that is communicating with a ground node. Assume that the UAV moves away from the node. To do this, the multirotor UAV has to tilt in such a way that its bottom surface (i.e., the UAV’s surface facing the ground) is slightly oriented toward the ground node, see Fig. 3. This can fully or partially block the LoS between the antennas of the ground node and of the UAV. In the case of fixed-wing UAVs, airframe shadowing can occur when the UAVs turn. In turning, they usually change their roll by controlling their ailerons. During this maneuver, one wing tilts up and the other tilts down. This tilting might temporarily block the LoS with other communication nodes. The airframe-shadowing severity, for both types of UAVs, depends on the airframe or wings material, its size, its shape, antenna location on the UAV’s frame, and UAV trajectories. This phenomenon has been observed in practice, but, as mentioned in [94] and [95], it has not yet been fully studied.

The communications channel gain depends on the relative orientation of the transmitting and receiving antennas. During the flying phase, a multirotor UAV must tilt, thus changing its antenna orientation. As a consequence, the communication channel observed when a multirotor UAV hovers is different than when they move [98], see Fig. 4. Furthermore, the contribution on the antenna channel gain will vary with the motion of the UAV, see [97] for more details. Similarly, during turning maneuvers, a fixed-wing UAV has to tilt, thus changing its antenna orientation, see Fig. 5. The communications channel observed when fixed-wing UAVs move on a straight line is different than when they are turning. We also note that the location and orientation of the antenna on the UAV has a significant impact on the communications channel, as shown experimentally in [99], [100], [101], and [102].

The UAV channel models can be divided into two types. The first consists of air-to-ground channels, which characterize the channels between a UAV and ground users or ground BS. The second consists of air-to-air channels, which characterize the channels between flying UAVs.

1) Air-to-Ground Channels: The air-to-ground channel communication models the link between a UAV and a ground user, such as a control station or a 5G BS. The properties of this channel depend not only on the distance between both nodes but also on the UAV altitude and the elevation angle.\(^{10}\) As the elevation angle increases, the probability of LoS between both nodes also increases. As such, LoS links present lower losses than non-LoS links. As the UAV altitude increases, the elevation angle increases along with the distance between the nodes. For instance, one illustrative model that describes such effects is [103]

\[
\mathcal{H}(p(t), q(t)) \text{ [dB]} = -20 \log (4\pi \lambda \|p(t) - q(t)\|_2) + \xi(p(t), q(t))
\]

where the first term represents the average path loss and \(\xi(p(t), q(t))\) represents the shadowing. If there is LoS, then \(\xi(p(t), q(t)) \sim \mathcal{N}(\mu_{LOS}, \sigma_{LOS}^2)\). Otherwise, \(\xi(p(t), q(t)) \sim \mathcal{N}(\mu_{NLOS}, \sigma_{NLOS}^2)\). To complete this channel model, we must also consider the probability of having LoS, which can be expressed as

\[
P_{LOS}(p, q) = \frac{1}{1 + a \exp \left( -b \left( \frac{180}{\pi} \sin^{-1} \left( \frac{z_{UAV}}{\|p - q\|} \right) - a \right) \right)}
\]

where \(z_{UAV}\) is the altitude of the UAV, \(p_{UAV}\) is its position, and \(q\) is the position of the ground node. The coefficients \(a\) and \(b\) are environment-dependent.

Models (54) and (55) do not consider small-scale fading. As mentioned in [95], small-scale fading in air-to-ground channels often follows a Rician distribution whose properties depend on the UAV altitude and the surroundings of the ground node. There are also approaches that use 3-D numerical maps of the region of operation to determine the channel model [104]. We refer the reader to the survey in [95] for more detailed information about the air-to-ground UAV communications channels.

2) Air-to-Air Channels: The modeling of ground-to-air channels is not yet well studied, but the situation for air-to-air channels (communications channels between flying UAVs) is worse still as there are fewer studies and measurement campaigns focusing on these types of channels [94]. When the altitude of two UAVs is low, the floor and other

---

\(^{10}\)The angle of vector \(p_{UAV} - p_G\) measured with respect to the horizontal plane, where \(p_{UAV}\) and \(p_G\) is the position of the ground node.

![Fig. 3. Chain of relays composed of two UAVs and one ground BS. The LoS components are in blue, and the angle of arrival (AoA) and the angle of departure (AoD) for each UAV are in red [97].](image-url)

![Fig. 4. (a) Quad-rotor hovering. (b) Quad-rotor moving to the left. (c) Quad-rotor moving to the right.](image-url)
objects on the surface (e.g., hills, buildings, and trees) influence the channel. However, as the altitude of the UAVs increases, such influences weaken. As the altitude of both UAVs increases, the channel tends to consist of an LoS and tends to behave like the free-space channel described in Section III-A1.

It has been observed experimentally that when the UAVs operate in an open field with a floor that is flat enough, the propagation channel follows a two-ray model [94]. As the altitude of the UAVs increases, the strength of the reflected path decreases. Furthermore, when the UAVs are operating over bodies of water, such as lakes, the strength of the reflected path is stronger than when operating over land.

The constructive and destructive interference between the LoS and reflected waves described by the two-ray model can statistically be described with the small-scale fading. This is the approach taken in [105], where it was shown experimentally that the air-to-air channel model can be modeled as

$$\mathcal{H}(\mathbf{p}(t), \mathbf{q}(t), t) = \frac{h(\mathbf{p}(t), \mathbf{q}(t), t)}{L_P(\mathbf{p}(t), \mathbf{q}(t))}$$

where the path-loss term $L_P(\mathbf{p}(t), \mathbf{q}(t))$ follows the free-space model, and the small-scale fading term is well described by a Rician distribution with the height-dependent parameters:

$$p_h(x) = \frac{x}{\sigma^2} \exp\left(-\frac{x^2 - \rho^2}{2\sigma^2}\right) I_0\left(\frac{x\rho}{2\sigma^2}\right)$$

where $x \geq 0$; $\rho$ and $\sigma = ah^b + c$ are the strength of the dominant and scattered components, respectively; and $h$ is the altitude of the UAVs (both UAVs are assumed to have the same altitude), with $a, b < 0$, and $c$ being parameters to be fit numerically according to the environment. Finally, we refer the reader to the survey in [94] for more detailed information about the air-to-air UAV communication channels.

C. Performance Metrics

In CaTP, the communication aspects are taken into consideration in the optimization problem in either the target function or the constraints. This requires the use of metrics to quantify the performance of wireless communication. Next, we discuss the metrics that are most relevant to CaTP.

a) Channel quality: One way in which the channel quality can be assessed is by measuring its power by using the channel-to-noise ratio (CNR) and the signal-to-noise ratio (SNR). The instantaneous CNR [5] at the receiver is given by

$$\text{CNR}(\mathbf{p}(t), \mathbf{q}(t), t) = \left|\mathcal{H}(\mathbf{p}(t), \mathbf{q}(t), t)\right|^2/\sigma^2$$

where $\mathbf{p}(t)$ and $\mathbf{q}(t)$ are the positions of the transmitter and the receiver, respectively, and $\sigma^2$ is the power of the thermal noise generated at the receiver. The mean CNR is $E[\text{CNR}(\mathbf{p}(t), \mathbf{q}(t), t)]$, where the expected value is taken with respect to small-scale fading and shadowing. The SNR is the CNR multiplied by the transmission power.

Another important metric is the RSS [106]. It measures the power of the received signal, with the reason behind its importance being that many receivers in the market provide the received signal strength index (RSSI) (a discretized version of the RSS). In practice, many algorithms resort to working with the RSSI.

b) Error rate: In some cases, one can be more interested in the performance of the communication system, rather than in the channel quality. The principal way of evaluating the performance of a communication system is by quantifying the errors that occurred in the transmission. This is done by calculating the bit error rate (BER) or by the packet reception ratio (PRR) [107], which measures how many packets were successfully received without errors. These metrics evaluate the performance of the communication system and thus strongly depend on the specifications of the system, including the modulation scheme and the communication protocols.

c) Channel capacity: The channel capacity was first introduced by Shannon [108]. It is an upper bound on the maximum bit rate, given channel conditions, for which an arbitrarily low BER can be reached. Its mathematical expression depends on the information that the transmitter and the receiver have about the channel, as well as on the power transmission strategy. When the channel is estimated at the receiver and the transmitter uses constant transmission power, then the channel capacity is given by [109]

$$C = B \int_0^\infty \log_2 (1 + \gamma) p(\gamma) d\gamma$$

where $\gamma$ is the SNR, $p(\gamma)$ is its pdf, and $B$ is the bandwidth of the transmitted signal.

D. Energy Consumption

Although often the MR’s energy consumption is mostly due to motion, this is not always the case, as shown in the experiments presented in [50]. The $\mu$ controller, the CPU,
and the sensing systems can consume an amount of energy, which may be comparable to the amount of energy spent in motion. The same applies to the MR’s communication system. The energy consumed by the communication system is mainly determined by the transmission power. Next, we discuss transmission strategies.

a) Constant power transmission: All signals are transmitted with constant average power. Thus, the transmitter’s energy consumption depends on the transmission time but is independent of the transmitter and receiver positions. In this scenario, the SNR depends on the positions of the transmitter and the receiver through the spatial variations of the channel.

b) Adaptive power transmission: The transmitter adapts its power to ensure a certain power $P_{\text{ref}}$ for the received signal. The power is adapted as follows:

$$P = \frac{P_{\text{ref}}}{|\mathcal{H}(p(t), q(t), t)|^2}.$$  \hfill (60)

$P_{\text{ref}}$ is selected to ensure a certain quality of service. The transmission power in (60) can take any arbitrarily large value. In practice, the transmission power is limited to a certain value $P_{\text{max}}$ by the hardware limitations or by legal regulations. If the intended transmission power is smaller than $P_{\text{max}}$, then the actual transmission power is (60). Alternatively, if the intended transmission power is larger than $P_{\text{max}}$ (usually due to a poor channel gain), then it is not possible to satisfy the desired power $P_{\text{ref}}$ at the receiver. The most common action in this scenario is to refrain from transmitting and say that an outage has occurred. Thus, the transmission power can be written as

$$P = \begin{cases} \frac{P_{\text{ref}}}{|\mathcal{H}(p(t), q(t), t)|^2}, & \frac{P_{\text{ref}}}{|\mathcal{H}(p(t), q(t), t)|^2} \leq P_{\text{max}} \\ 0, & \text{otherwise.} \end{cases}$$  \hfill (61)

For mathematical simplicity and tractability, it is common to assume $P_{\text{max}} \to \infty$ (i.e., disregard the power limitation).

Finally, the energy consumption at the receiver is generally considered constant. It is usually significantly lower than that of the transmitter and is hence often neglected in the analysis.

### E. Final Comments on Communications Models

We provided an overview of communication systems and basic channel models for both ground MRs and UAVs. We also discussed the special characteristics of UAV channel models. Another special scenario that can be important for some CaTP applications, such as rescue and search operations, regards communication inside tunnels and underground mines. These types of channel models are outside the scope of this tutorial, although interested readers are referred to [70], [110], and [111].

The models presented in this section are narrowband models, which are the most basic models. More complex and elaborate models include wideband communication channel models, which take into consideration how the channel varies with respect to the frequency. Also, we must mention that when one of the transceivers moves quickly, a Doppler shift occurs and affects the received signals. This phenomenon can be of particular importance when dealing with fixed-wing UAVs as they are capable of high-speed flight.

We conclude this section by bringing to the attention of the reader that one of the most determinant elements for the adequate selection of the communications channel model is the environment where the system will operate. To illustrate this, let us consider a pair of UAVs hovering at low altitude over a body of water while communicating. On the one hand, if the body of water is calm, then it will act as a mirror and reflect the electromagnetic waves. Consequently, the two-ray model described in Section III-A1 could be a good selection for the communications channel model since it would consider the specular reflection occurring on the surface of the lake. On the other hand, if the body of water is a rough sea, then the irregular and dynamic surface of the rough sea would provoke that the characteristics and the number of reflected waves would also be time variant. However, the two-ray model would fail to consider this, and thus, it would most probably be highly inaccurate in this case, hence the importance of taking into account the environment for the selection of the communications channel model.

### IV. COMMUNICATION-AWARE TRAJECTORY PLANNING

As mentioned in Section I, CaTP refers to designing trajectories where both communications aspects (e.g., communication energy consumption, quality of the communications link, and number of transmitted bits) and robotics aspects (e.g., kinematic and dynamic constraints, and motion energy consumption) are simultaneously considered. We begin with some preliminary concepts. A particular case of CaTP is the communication-aware path planning (CaPP) problem. The trajectory and path are defined as follows.

**Definition 1 (Path):** The path followed by a robot from time instant $t_1$ to $t_2$ is defined as $P(p(t), t_1, t_2) \triangleq \{p(t)|t \in [t_1, t_2]\}$, where $p(t)$ is the position of the robot at time $t$.

**Definition 2 (Trajectory):** The trajectory followed by a robot from the time instant $t_1$ to $t_2$ is the description of the robot’s position at each instant $t \in [t_1, t_2]$ and can then be described as $T(p(t), t_1, t_2) = \{p(t), t|t \in [t_1, t_2]\}$. The path consists of the collection of all the points visited by the MR without specifying when and without any velocity information. The trajectory gives not only information
about the points visited by the MR but also a temporal
description of the change of the MR’s position over time.
The trajectory can also be considered as the combination
of the path and the velocity profile.

From the application point of view, a CaTP problem
is divided into three categories. In the first cate-
gory, the objective is to design the MR’s full trajectory, i.e.,
path and velocity profile, see [4]. In the second category,
the translational velocity is given (e.g., constant speed)
and the objective is to design the MR’s path (see [113]);
this is a CaPP problem. In the third category, the path
is given and the objective is to design the translational
speed profile with which the MR will follow the given path
(see [107]).

CaTP problems can also be divided according to the tra-
cytery type: predetermined and adaptive (also referred
to as reactive). Predetermined trajectories are designed
before they are executed by the MR, e.g., [4]. Adaptive
trajectories are created and modified as the robot executes
them, e.g., [97]; the MR may either use a predetermined
trajectory as an initial guide and then implement an adap-
tive mechanism to adapt it in real time in response to
new information obtained from the environment or create
the trajectory in real time while operating. Due to the
elementary nature of this tutorial, we will mostly focus
on predetermined trajectories, whose theory constitutes the
base for adaptive ones.

The optimization method and the resulting optimal
trajectory strongly depend on the available information
about the wireless channel. The following are some
possibilities.

Physical Map Available: In this case, the radio frequency
(RF) map or its estimate is known. In other words,
we know \(H(p, q(t), t)\) in (47) for all \(p \in W\) and all \(t \in [0, T]\),
where \(W\) is the workspace where the MR operates
and \(q(t)\) is the position of the other node.

For instance, De Bast et al. [114] study the performance
of different 3-D path planners for a single UAV communi-
cating over a cellular network. They resort to a realistic
RF map to accurately evaluate the connectivity and the
interference resulting from each path planning algorithm.
This map is constructed as follows. First, a public 3-D map
of the region of Flanders, Belgium [115], is used. This
map was generated by Lidar, with a latitude and longitude
resolution of \(1 \times 1\) m, and each pixel contains the height of
the surface. Then, using information from the Belgian
Institute for Postal Services and Telecommunication, they
located 19 BSs of the Belgian mobile provider, Proximus,
within the area of interest. The map was then fed into a 3-D
radio coverage simulator [116]. The latter uses both the
3-D map and the location of the transceivers to determine
whether or not an LoS exists, thus accounting for possible
shadowing. To account for multipath fading, the simulator
adds a Gaussian random process to the overall channel
with a variance dependent on the altitude of the UAV.
The resulting 3-D RF map allowed the authors to observe
how changes in altitude can improve the communication
performance.

If we have a physical 3-D map of the workspace, then
we can also obtain a 3-D RF map by implementing ray
tracing [72], [73], [74]. This type of RF map captures
the shadowing (due to obstruction of the LoS) and can
also capture multipath fading. The 2-D physical maps can
also be used and can be useful particularly for ground
MRs operating indoors to accurately determine when walls
obstruct the LoS.

RF Channel Measurements Available: In this case, we do
not have a physical map of the workspace where the MRs
operate, but we have a number of RF channel measure-
ments taken at different locations in the workspace. Thus,
prior to solving the CaTP, we feed the channel measure-
ments into a predictor to create an RF map that will be
used by the trajectory planner. Yan and Mostofi [117]
consider a ground MR that must visit a number of POIs,
gather data there, and then transmit all collected data to a
BS. This must be done while minimizing the total energy
consumed. The MR initially disposes of few channel mea-
surements taken in the workspace. These measurements
are then fed into the probabilistic channel assessment
framework developed in [77] and [78]. This framework
is used by the path planning algorithm to predict the
channel gain throughout the workspace. The predicted
probabilistic RF map is constructed using the path-loss
model, the Probability Density Function (pdf) of the mul-
tipath fading, and the pdf of the shadowing as well as its
spatial correlation.

Mathematical Model Available: In this case, we only
dispose of a mathematical model of the communications
channel. In our previous work [4], we considered the
problem of a multirrotor UAV that must reach some goal
while transmitting data to a BS. The only information
about the communications channel used for solving the
CaTP was the path-loss model and the pdf of the shad-
owing. Bor-Yaliniz et al. [118] considered the problem
of optimizing the position of a UAV operating as a BS.
To solve this, they considered the path-loss model, which
is complemented by the probability mass function (pmf)
of the LoS. In [119], we considered the problem of mit-
gating the small-scale fading in an MR communications
link by leveraging the knowledge of its pdf and spatial
correlation.

\[\]
A. General Structure

The CaTP optimization problem to determine a predetermined trajectory of a single MR can be formulated as

\[
\begin{align*}
\text{minimize} & \quad J(C, T) \\
\text{s.t.} & \quad \text{motion model} \\
& \quad \text{channel model} \\
& \quad \text{trajectory constraints} \\
& \quad \text{communications constraints}
\end{align*}
\]

(62)

where \( C \) is the set of all communication-related parameters to be optimized, such as modulation order or transmission power,\(^{11}\) and \( T \) is the set of variables related to the trajectory of the robot, such as the completion duration of the trajectory or the waypoints that form the robot’s path.

For instance, in [28], \( T \) consists of the set of UAV’s 3-D hovering locations (HLS) as well as their visiting order, and communication-related inputs were considered, i.e., \( C = \emptyset \). In [117], \( T \) consists of the set of waypoints forming the robot’s path, and \( C \) describes the spectral efficiency (i.e., the bit rate normalized by the bandwidth) of the robot’s transmitter. In [118], \( T \) describes the 3-D position of the UAV and \( C \) is the set of users that the UAV communicates with. In [14], the inputs forming \( T \) are the position, velocity, and acceleration profiles of the UAV, and those forming \( C \) values are the transmission powers of the UAV and the BS. In [4], \( T \) consists of the control signals for the UAV motors and \( C = \emptyset \). In [120], \( T \) consists of the altitude of the UAV and \( C \) consists of the beamwidth of its antennas.

The generic CaTP problem in (62) is composed of five elements: the optimization target \( J(C, T) \), a motion model for the MR describing how its state behaves according to the control signal \( u \) (discussed in Section II), a wireless channel model describing how the received and transmitted signals behave depending on the position and orientation of the MR (discussed in Section III), some trajectory related constraints, and constraints related to the communication system performance and/or goals. We will next discuss the elements of the CaTP problem that have not been discussed in Sections II and III.

B. Optimization Target

By convention, optimization problems are usually stated as minimization problems \([121]\), as in (62). However, sometimes (e.g., when the focus is on energy efficiency or on maximizing the number of users served), they are initially cast as maximization problems \([12], [14], [118]\). Nevertheless, any maximization problem can be converted into an equivalent\(^{12}\) minimization problem by proceeding as follows \([121]\):

\[
\begin{align*}
\maximize_{C, T} & \quad J(C, T) \rightarrow \minimize_{C, T} -J(C, T) .
\end{align*}
\]

(63)

Another possibility is the following transformation:

\[
\begin{align*}
\maximize_{C, T} & \quad J(C, T) \rightarrow \minimize_{C, T} J^{-1}(C, T) .
\end{align*}
\]

(64)

The linear transformation in (63) maintains the properties of the original optimization target regardless of its nature. The nonlinear transformation (64) deforms the original optimization target by expanding it for values in the region \([-1, 1]\) and compressing it outside of this interval. Furthermore, if the original optimization target \( J(C, T) \) can take a value of zero, then \( J^{-1}(C, T) \) will not be defined at this value. Nevertheless, if \( J(C, T) > 0 \) (or \( J(C, T) < 0 \)), then the nonlinear transformation (64) is not necessarily an issue. For instance, He et al. \([120]\) transform a minimization problem into a maximization problem by applying the nonlinear transformation (64) to a strictly positive optimization target. Kalogerias and Petropulu \([122]\) move in the opposite direction of the nonlinear transformation (64); instead of minimizing the power consumption, they maximize the inverse of the power consumption to simplify the problem.

If the inputs of the optimization problem (i.e., \( C \) and \( T \)) are variables, then the optimization target is a function, e.g., \([7]\) and \([123]\). On the other hand, if the inputs of the optimization problem are functions, then the optimization target is a functional \([124]\), e.g., \([21], [119], \) and \([125]\). Furthermore, if the optimization target is a function to be minimized, it is referred to as a cost function. Alternatively, if the optimization target is a function to be maximized, it is referred to as a utility function \([121]\). Similarly, if the optimization target is functional to be minimized, it is referred to as a cost functional \([5], [8]\).

If the set of inputs \( \{C, T\} \) contains continuous variables/functions and discrete variables/functions, the optimization problem is referred to as a mixed integer. A common class of mixed-integer optimization problems, which often appears in CaPP, is the mixed-integer linear programming (MILP) \([117], [126], [127], [128]\).

We next describe some functionals that have been used as optimization targets. We start with the optimization target initially considered in [4], which aims to solve a CaTP problem for a multirotor UAV\(^{13}\):

\[
J = \vartheta \int_{0}^{t_f} \|u(t)\|_2^2 dt + (1 - \vartheta) w(p)
\]

(65)

where \( t_f \) is the trajectory duration and \( w(p) \) is an arbitrary functional related to a communications criteria, which

\(^{11}\)If all of the communications parameters are fixed, then \( C = \emptyset \).

\(^{12}\)Two optimization problems are equivalent if, and only if, they have exactly the same solution.

\(^{13}\)We simplify the writing of the original expression of the optimization target for clarity purposes.
depends on the trajectory of the UAV. The optimization target consists of the sum of two terms: the first one is measuring the motion-induced energy consumption, while the second one is a communication-related term, which depends on the bit rate over the UAV trajectory. Parameter $\vartheta \in [0, 1]$ determines the importance of one term over the other. The control signal for the UAV is $u(t) \in \mathbb{R}^4$, defined in $t \in [0, T]$ (i.e., $u$ is a 4-D vectorial function defined over a closed support). The 3-D position of the UAV is $p(t) \in \mathbb{R}^3$, defined in $t \in [0, T]$ (i.e., $p$ is a 3-D vectorial function defined over a closed support). The model in [4] used to describe the relationship between the UAV control signal $u$ and its position $p$ is described in Section II-F. Therefore, the optimization target $J$ depends on two functions: the UAV control signal $u$ and the UAV position $p$ (which itself depends on $u$). Furthermore, the optimization target is the convex combination of two functionals.

Another interesting example can be found in [125]. In this case, an MR disposes of a fixed time $T$ to harvest radio energy from a BS. The channel experiences small-scale fading, and the radio energy harvested varies greatly over very small distances. Thus, the MR uses the following procedure divided into three phases: during the first phase, the MR moves along a line of length $L$ for a duration of $\alpha T_s$ with $\alpha \in (0, 1)$ and $T_s < T$; during the second phase, the MR moves to the position in the line with the highest channel gain; and finally, the MR remains for the rest of the time (i.e., $T - T_s$) at that position harvesting radio energy. The objective is to optimize the velocity profile of the MR to maximize the expected value of the harvested energy. Therefore, the optimization target is

$$J = E_x \left( \frac{I^{0}_{L,\alpha,T_s}}{L} \right) + E_x \left( \frac{I^{1}_{L,\alpha,T_s}}{L} \right) + E_H(L, T_s) - E_m \left( \frac{I^{1}_{L,\alpha,T_s}}{L} \right) - E_m \left( \frac{I^{11}_{L,\alpha,T_s}}{L} \right)$$

(66)

where $I^{0}_{L,\alpha,T_s}$ and $I^{1}_{L,\alpha,T_s}$ are the speed profiles of the MR in the first and second phases, respectively. They are both unidimensional continuous functions parameterized by the variables $L$, $\alpha$, and $T_s$. The support for $I^{0}_{L,\alpha,T_s}$ is $t \in [0, \alpha T_s]$ and the support for $I^{1}_{L,\alpha,T_s}$ is $t \in [\alpha T_s, T_s]$. The first term in (66) is the energy harvested during the first phase while using the speed profile $I^{0}_{L,\alpha,T_s}$; the second term is the energy harvested during the first phase while using the speed profile $I^{1}_{L,\alpha,T_s}$; and the third term is the energy harvested at the optimum position found by the MR. This energy depends on the length $L$ (the space where the MR searched for the position with the largest channel gain) and the time spent harvesting energy at the position with the largest channel gain, the fourth term is the energy spent by the MR in motion during the first phase, and the fifth term is the energy spent by the MR in motion during the second phase. From the above description, we can observe that the optimization target (66) is the sum of four functionals $[E_x(I^{0}_{L,\alpha,T_s}), E_x(I^{1}_{L,\alpha,T_s}), E_m(I^{1}_{L,\alpha,T_s})$, and $E_m(I^{11}_{L,\alpha,T_s})]$ and one function $E_H(L, T_s)$ (which depends on the variables $L$ and $T_s$). In this problem, the functions $I^{0}_{L,\alpha,T_s}$ and $I^{1}_{L,\alpha,T_s}$ are actually parameterized by the variables $L$, $\alpha$, and $T_s$. Nevertheless, in [125], we use calculus of variations [129] to find the optimum shape of the speed profiles (i.e., the functions $I^{0}_{L,\alpha,T_s}$ and $I^{11}_{L,\alpha,T_s}$) parameterized with $L$, $\alpha$, and $T_s$. After this step, the functionals in (66) become functions of $L$, $\alpha$, and $T_s$.

The general strategy for converting functionals into functions is to fix the shape of the function that constitutes the input to the functional. One way to do this is to derive the optimum shape, as described in the previous example. However, this is not always possible, at least not analytically, due to the complexity of the problem. An alternative is to use the method presented in [7]. In the latter, we considered a UAV acting as a data ferry between a source and a destination. The objective was to optimize the UAV’s periodic trajectory, of period $T$, to maximize an upper bound of the number of bits transferred. During the first half of the trajectory, the UAV collects data from the source and delivers it to the destination in the second half. The corresponding functional to maximize is

$$J = \int_0^{T/2} r(x(t), y(t)) dt \quad (67)$$

where functions $r(x(t), y(t))$ represent the trajectory of the UAV at time instant $t$ in the $xy$ plane, and the integrand in (67) is the maximum instantaneous bit rate achievable at $(x, y)$. The integral represents the maximum amount of bits collected by the UAV from the source. The functional (67) depends on the unidimensional continuous functions $x(t)$ and $y(t)$, with support $t \in [0, T]$. Since the problem indicates that the optimum UAV trajectory is periodic, one way to transform the functional (67) into a function is by constraining the shape of the functions $x(t)$ and $y(t)$ using a Fourier series of order $N$. After adding this constraint into the optimization problem, the functional (67) becomes a function of the Fourier series coefficients. The resulting optimum trajectory is suboptimal. It gets closer to the optimum trajectory as the order of the Fourier series grows, but this also increases the number of parameters to optimize.

In the following, we briefly review some of the communication-related and robotics-related terms used in the optimization target of CaTP problems. In [130], the communication-related term is the outage probability of the communication link. In [118], the optimization target is the number of users served by a UAV operating as an aerial BS. In [131], the communication-related term is the coverage radius of a low-altitude aerial platform (LAP) acting as a BS for ground users. In [120], the communication-related terms are the time that the UAV takes to transmit a certain amount of data and the total amount of bits transmitted by the UAV. In [119], the
optimization target includes the expected value of the channel gain. In [117], the communication-related term considered in the optimization target is the energy spent in data transmission.

Bushnaq et al. [28] consider a multirotor UAV and a cost function, which has two robotics-related terms: the time that the UAV takes to complete the trajectory and the time that it spends hovering over ground nodes. Yan and Mostofi [117] consider an MR moving at constant speed and a cost function that consists of the motion-induced energy consumption in the form of (29). Ahmed et al. [14] aim to maximize the efficiency of a fixed-wing UAV acting as a communications relay; the cost function represents the propulsion-induced energy consumption in the form of (46).

C. Trajectory Constraints

These constraints directly restrain the shape of the trajectory and the time in which it is completed.

One simple constraint in this category defines the area where the MR can operate. For example, Ghaffarkhah and Mostofi [85] constrain the area where the MR can move by \( p(t) \in W / Q_1 \), where \( p(t) \in \mathbb{R}^2 \), \( W \subseteq \mathbb{R}^2 \) is the workspace, and \( Q_1 \) is the set of points where channel measurements have been taken up to the instant \( t \). Liu et al. [126] define the environment \( X \) as a large convex polygonal subset of the 2-D Euclidean space \( \mathbb{R}^2 \) and \( X_{obs} \subseteq X \) as the regions in the environment occupied by polygon obstacles.

The shape of the trajectory can be constrained to polynomials [132] or splines [133]. One reason for using such constraints is that the resulting optimum trajectory can be feasible for real-life robots [97]. Various types of polynomials can be used, each with its own particular properties (e.g., Chebyshev polynomials [134] and Laguerre polynomials [135]). More information about the relationship between this type of constraint and the trajectory’s feasibility and smoothness can be found in [136] and the references therein.

We can also constrain the initial and/or final positions of the robots [12], [107] by adding the trivial constraints

\[
\mathbf{p}(0) = \mathbf{p}_{ini}, \quad \mathbf{p}(t_f) = \mathbf{p}_{fin}.
\]

If the initial and final positions differ (see [12] and [137]), we have an open trajectory. If they are the same [7], [138], we have a closed trajectory. We find closed trajectories in repetitive tasks, such as a multirotor UAV operating as a data ferry [7], an MR doing periodic data collection from sensor nodes [128], or a fixed-wing UAV acting as a communications relay [31], [138]. Furthermore, a predetermined trajectory that is periodic and smooth can be well approximated by truncated Fourier series.

Another type of constraint aims at limiting the velocity and/or acceleration of the robot. Stump et al. [139] consider a group of \( N \) MRs and limit the speed of each one using the following constraint:

\[
\| \mathbf{p}_n \|_\infty \leq V_n
\]

where \( \mathbf{p}_n \in \mathbb{R}^2 \) is the velocity of the \( n \)th MR and \( V_n \) is a design parameter. The authors mention that they used the \( H_\infty \)-norm to limit the MRs speed instead of the \( \ell_2 \)-norm in order to keep their particular optimization problem as a linear program. Nevertheless, the use of the \( \ell_2 \)-norm to directly limit the speed is very common [11], [137]. In the case of multirotor UAVs, it is also common to separately limit the horizontal speed and the vertical speed [140], [141]. Sometimes, constraints limit not only the speed but also the acceleration of the MR [29]. One may also set lower and upper bounds on the velocities and accelerations [142].

The previous constraints directly limit the velocity of the UAV, but other constraints indirectly perform this by acting on the inputs to the dynamic model of the UAV. For instance, Bezerra and Santos [143] limit the rotational speed and acceleration of the rotors.

D. Communication Constraints

These constraints act on the overall communication system performance or directly on the wireless channel experienced by the MR along the whole trajectory. When stochastic channel models are used, the constraints related to the wireless channel are probabilistic. For example, Bushnaq et al. [28] consider the problem of a multirotor UAV in a dense Internet of Things (IoT) network that visits \( M \) HLs where it collects data from the connected nodes. The ground-to-air channels experience Nakagami-\( m \) fading. Depending on the signal-to-interference-and-noise ratio (SINR) which itself depends on the HLs, the probability of successfully collecting data from the covered sensors can vary. Therefore, the authors add the following probabilistic constraint to their problem:

\[
\sum_{\ell=1}^{M} \mathbb{E}[K_\ell] \geq N
\]

where \( K_\ell \) is the number of successfully collected observations at the \( \ell \)th HL and \( N \) is the minimum desired average number of successful observations that the UAV must collect from the IoT network. Yan and Mostofi [117] consider the problem of an MR that must visit \( m \) POI, gather their data, and then transmit it to a BS. The MR can transmit with \( n_r \) different spectral efficiencies. The MR can choose to transmit data from the current POI or from other \( n_c \) communication points close by to compensate for small-scale fading. The authors include the following constraint:

\[
\sum_{i=2}^{m} \sum_{j=1}^{n_r} \sum_{k=1}^{n_c} R_{k} t_{i,j,k} = V/B
\]
where $R_k$ is the $k$th spectral efficiency, $V$ is the total number of bits collected from the POIs, $B$ is the bandwidth used in the transmission, and $t_{i,j,k}$ is the time spent by the MR transmitting at the $j$th communication point of the $i$th POI using the spectral efficiency $R_k$. Note that even if both works [28] and [117] consider a stochastic channel model, the constraint (70) is stochastic, but the constraint (71) is deterministic. This is due to the fact that the constraint (70) acts on the received bits, which is a stochastic process (due to the stochastic channel model), whereas the constraint (71) acts on the transmitted bits, which is a deterministic process. Sun et al. [29] consider a multirotor UAV acting as a BS and providing communications to ground users. The transmitter of the UAV has a bandwidth $B$ divided into $N_F$ orthogonal subcarriers. The authors include the following constraint to ensure that each user is provided with at least a specified minimum bit rate:

$$
\sum_{i=2}^{N_F} \left( \frac{s_k[n]}{N_F} \right) B \log_2 \left( 1 + \gamma_k[n] \right) \geq R_k^{\text{req}} \quad \forall k, n \quad (72)
$$

where $s_k[n] = 1$ if the $k$th user is assigned the $i$th subcarrier by the UAV at time $n$, and $s_k[n] = 0$; otherwise, $B/N_F$ is the bandwidth of each subcarrier, $\gamma_k[n]$ is the SNR, of the channel between the $k$th user and the UAV on the $i$th subcarrier at instant $n$, and $R_k^{\text{req}}$ is the minimum bit rate required by the $k$th user. The constraint (72) ensures that, at all times, the achievable data rate of each user is at least $R_k^{\text{req}}$. In [29], the optimization problem was formulated in discrete time. We can find similar constraints in [144] where a UAV serves $K$ users and a minimum bit rate for each one must be ensured. Similarly, in [145], a UAV acts as a communications relay between a ground user and a BS, and a constraint is added to ensure a minimum bit rate on each communications link.

We can also constrain the average number of bits that the robot must transmit to have a lower bound

$$
\int_0^T \mathbb{E}[R(\text{SNR}(p(t), q(t), t))] \, dt \geq N \quad (73)
$$

where SNR($p(t), q(t), t$) is the instantaneous SNR at time $t$ over the link between the MR located at $p(t)$ and the other node located at $q(t)$. The function $R(\cdot)$ determines the transmission bit rate as a function of the instantaneous SNR. This function $R(\cdot)$ depends on the modulation scheme as well as on the bandwidth of the transmitted signal. The expected value in (73) is taken with respect to the joint pdf of the shadowing and small-scale fading. To introduce this constraint, the designer needs to know the first-order statistics of the wireless channel model. Because of the stochastic nature of the wireless channel, the constraint (73) does not ensure that the MR will be able to transmit at least $N$ bits, but rather that following the same trajectory in the same environment, it will transmit at least $N$ bits on average. Note that (73) assumes that the transmission process is continuous (the integrand in (73) is treated as a continuous function of time). Even if the transmission is not continuous (e.g., when data are transmitted in packets and not in a continuous and uninterrupted flow), we can assume in practice that it is a continuous process since the dynamics of the motion is generally much slower than those of data transmission.

When formulating the problem in discrete time and dealing with decode-and-forward (DF) relays, there is a common constraint called information causality constraint (ICC) [13], [14], [146], [147]: at time slot $n$, the DF relay receives data from a source, processes it, and then transmits it at the next time slot to the destination. For instance, in [146], the ICC is included in the discrete-time optimization problem as follows:

$$
\sum_{i=1}^{n-1} \log_2 (1 + p_s[i] \gamma_{sr} [i]) \leq \sum_{i=1}^{n-1} \log_2 (1 + p_s[i] \gamma_{sr} [i])
$$

where $\gamma_{sr}[i]$ and $\gamma_{rd}[i]$ are the CNR at discrete time slot $i$ of the source-to-relay and relay-to-destination links, respectively, and $p_s[i]$ and $p_r[i]$ are the transmission powers at discrete time slot $i$ of the source and of the relay, respectively. The argument of the left term represents the achievable bit rate in the relay-to-destination link at slot $i$, while the argument of the right term represents the achievable bit rate in the source-to-relay at slot $i$. The ICC (74) ensures that at time slot $n$, the relay cannot transmit to the destination more bits than the maximum number of bits it had already processed from the source, hence the term *causality*. We must mention that the Amplify-and-Forward (AF) relays operate differently from the DF relays, and thus, the ICC should be adapted accordingly.

There are also constraints acting directly on the wireless channel; the advantage of such constraints resides in the fact that it makes the optimization problem independent of the used communication system (e.g., modulation type, AF or DF relay). For instance, when the channel model is stochastic, we cannot ensure that the CNR will take a certain value $\gamma_0$, but we can add a constraint to ensure that it achieves this value $\gamma_0$ with a desired probability $\eta$:

$$
\Pr(\text{CNR}(p(t), q(t), t) \geq \gamma_0) = \eta \quad \forall t \in [0, T] \quad (75)
$$

where $p(t)$ and $q(t)$ are the positions of the transmitter and receiver at time $t$, respectively, and $T$ is the duration over which the constraint must be enforced. We find a similar constraint by Kalogerias and Petropulu [122] and Mozaffari et al. [148] where they use expected values rather than probabilities to deal with the stochasticity of the communications channels. Shakhatreh et al. [149] introduce a constraint limiting the maximum path loss allowed, which acts only on the deterministic part of the wireless channel.
Another class of constraints acts on the communications coverage. They can act either in space [118], [150] or in time [151]. Bor-Yaliniz et al. [118] consider a UAV acting as an aerial BS for a group of ground users \( \mathcal{U} \) and aim to maximize the number of users served. To solve this problem, the authors use the following constraint:

\[
R(h) \geq r_i - M(u_i - 1) \quad \forall i = 1, \ldots, |\mathcal{U}| \quad (76)
\]

where \( R(h) \) is the communications coverage radius of the UAV, which depends on its altitude \( h \); \( r_i \) is the horizontal distance between the \( i \)th user and the BS; \( \{u_i\}_{i=1}^{|\mathcal{U}|} \) are binary allocation variables to be optimized (if \( u_i = 1 \), then the \( i \)th user is served by the UAV and \( u_i = 0 \) otherwise); and \( M > \max_i r_i \) is a design parameter. The constraint (76) works as follows. If we allocate the \( i \)th user to the aerial BS (i.e., \( u_i = 1 \)), then (76) is satisfied only if that user is within the coverage area. On the other hand, if we do not allocate the \( i \)th user to the aerial BS (i.e., \( u_i = 0 \)), then the constraint (76) becomes satisfied regardless of its horizontal distance \( r_i \) to the aerial BS. Bulut and Guevenc [151] consider a UAV navigating in an area sparsely covered by ground BSs. The objective is to reach a final destination in minimum time \( T \) but to ensure that the UAV does not spend more than \( \tau_{\text{max}} \) continuous seconds outside the coverage area, the following constraint is used:

\[
\rho(t) - t - 1 \leq \tau_{\text{max}} \quad (77)
\]

where \( \rho(t) = \arg\min_{c \geq t} \{c_s = 1\} \) with

\[
c_s = \begin{cases} 
1 & \text{if } \exists \mathbf{g}_k \in \mathcal{G} : \|\mathbf{g}_k - \mathbf{p}(t)\| \leq R \\
0 & \text{otherwise}
\end{cases} \quad (78)
\]

where \( \mathcal{G} \) is set containing the positions of all the BSs, \( \mathbf{g}_k \) is the position of the \( k \)th BS, and \( R \) is the coverage range of the BSs.

Other constraints act on the transmission power. For example, Huang et al. [137] consider a UAV equipped with a transmitter that has power control capacity and constrain the average transmission power

\[
\frac{1}{N} \sum_{n=1}^{N} p[n] \leq P \quad (79)
\]

where \( p[n] \) is the power transmitted by the UAV at discrete time \( n \), \( N \) is the duration of the UAV trajectory, and \( P \) is the maximum average power allowed. Sun et al. [29] consider a UAV with a transmitter with \( N_p \) subcarriers to serve \( K \) users. They constrain the maximum instantaneous transmission power as

\[
\sum_{i=1}^{N_p} \sum_{k=1}^{K} s_k[n] p_k[n] \leq P_{\text{max}} \quad (80)
\]

where \( s_k[n] \) is a binary allocation variable. If at time \( n \), the \( i \)th subcarrier is allocated to the \( k \)th user, then \( s_k[n] = 1 \); otherwise, \( s_k[n] = 0 \). The power transmitted by the UAV to the \( k \)th user through the \( i \)th subcarrier is \( p_i[n] \). The overall sum in the left term of (80) is the total power transmitted by the UAV at time \( n \). Both constraints (79) and (80) make sense for diverse reasons; among them, we find the properties of the power amplifier of the RF transmitter. Indeed, the RF amplifier is a nonlinear device. Hence, while it is possible that the average power of the signal transmitted operates within the linear range of the amplifier, if the maximum instantaneous power is unconstrained, then the peak power may drive the RF amplifier to operate in the nonlinear range and thus lead to distortion. This will degrade the performance of the communication [152], [153].

The energy consumed in communications can sometimes be comparable to the energy spent in motion. This is reflected by Sun et al. [29], where they consider a UAV equipped with solar panels for energy harvesting and providing communication to ground users. To ensure the continuous operation of the UAV, the authors add the following constraint:

\[
\left( \frac{1}{\epsilon} P_{\text{tx}}[n] + P_{\text{UAV}}[n] + P_{\text{static}} \right) \Delta T \leq q[n] \quad \forall n \quad (81)
\]

where \( P_{\text{tx}}[n] \) is the power transmitted at discrete time \( n \), \( P_{\text{UAV}}[n] \) is the aerodynamic power consumption of the UAV, \( P_{\text{static}} \) is the static power required to maintain the operation of the UAV, \( \Delta T \) is the sampling duration of the UAV controller, and \( q[n] \) is the energy level of the battery. The energy harvested from the sun does not appear in (81) because, in this system, the solar panels are only connected to the battery, so they cannot directly power the other systems of the UAV.

\section*{E. Soft Constraints}

The constraints discussed above are hard constraints, i.e., either they are satisfied or they are not. In some cases, hard constraints can cause feasibility issues in the optimization problem [154]. It might be that some combination of parameter values makes it impossible to satisfy every single hard constraint in the optimization problem, rendering it unfeasible. In complex CaTP problems, it might be hard to identify this situation. This can be addressed by relaxing some hard constraints and transforming them into soft constraints [155], [156], [157]. The idea of soft constraints is to allow violations but impose a penalty depending on the extent of the violation.

In CaTP, some constraints are imposed by the physical world. For example, the energy constraint (81) states that the UAV cannot consume more energy than the energy stored within its battery, as this constraint is imposed by the laws of physics and cannot be relaxed. On the other hand, other constraints are arbitrarily imposed by the
designer. For example, for the constraint in (68), the final position of the robot is arbitrarily imposed by the designer. Thus, if the robot finishes its trajectory at $p_{\text{fin}} + \epsilon$ with a small $\|\epsilon\|_2$, rather than at exactly $p_{\text{fin}}$, there would probably not be a problem. Similarly, in the constraint (72), the minimum achievable bit rate $P_{\text{req}}^0$ is arbitrarily imposed by the designer. If a user experiences a bit rate slightly inferior to the desired minimum bit rate, it might pass unnoticed. These constraints are the ones that can be relaxed and converted into soft constraints.

There are various methods to implement soft constraints, but we will discuss only three of them. The first method consists of the use of slack variables \[121, 154, 156\]. We can use them to relax inequality constraints.

For instance, consider the following generic optimization problem with hard constraints:

$$\begin{align*}
\text{minimize} & \quad J(x) \\
\text{s.t.} & \quad g(x) \leq 0, \quad f(x) = c
\end{align*} \quad (82)$$

where $x, J(x), g(x), f(x), c \in \mathbb{R}$. We can relax the hard inequality constraint imposed on $g(x)$ with a slack variable $s$

$$\begin{align*}
\text{minimize} & \quad J(x) + k_1 s^2 \\
\text{s.t.} & \quad g(x) \leq s, \quad s \geq 0, \quad f(x) = c
\end{align*} \quad (83)$$

where $k_1 > 0$ is a design parameter. In (83), we can have $g(x) > 0$ since the slack variable $s$ will take the necessary value to satisfy the constraint $g(x) \leq s$. Nevertheless, this adds a penalty $k_1 s^2$ to the cost function. If $g(x) \leq 0$, then $s = 0$. The relaxed optimization problem needs to optimize not only the variable $x$ but also $s$. In [12], we find an interesting example where a CaTP has its cost function exclusively composed of a single slack variable.

The second method consists of the use of exponential penalty functions \[158\] to relax the inequality functions

$$\begin{align*}
\text{minimize} & \quad J(x) + \frac{k_1}{k_2} (\exp (k_2 g(x)) - 1) \\
\text{s.t.} & \quad f(x) = c
\end{align*} \quad (84)$$

where $k_1, k_2 > 0$. If $g(x) = 0$, the penalization term becomes exactly zero. If $g(x) < 0$ and $k_2 \to +\infty$, then the penalization term tends to zero and its effect vanishes. If $g(x) > 0$, then the penalization term becomes larger.

In [4], we used exponential penalization to avoid obstacles in a CaTP problem.

The third method is to transfer the equality constraints to the optimization target as quadratic penalizations \[155, 157\]

$$\begin{align*}
\text{minimize} & \quad J(x) + k_1 |f(x) - c|^2 \\
\text{s.t.} & \quad g(x) \leq 0
\end{align*} \quad (85)$$

where $k_1 > 0$. The penalization term in (85) is small if $f(x)$ is close to the desired value $c$, and the farther $f(x)$ from $c$, the larger the penalization. Ali et al. [8] consider a CaTP with multiple MRs and they add to their cost functional the same type of penalization as in (85).

We can simultaneously relax the inequality and equality constraints by combining the use of slack variables and the quadratic penalization terms

$$\begin{align*}
\text{minimize} & \quad J(x) + k_1 |f(x) - c|^2 + k_2 s^2 \\
\text{s.t.} & \quad g(x) \leq s, \quad s \geq 0
\end{align*} \quad (86)$$

If the original problem (82) is feasible, then all of its hard constraints are satisfied by the optimum solution $x^*$. Consequently, the relaxed problems (83), (85), and (86) are equivalent to (82), and (84) will tend to be equivalent to (82) as $k_2 \to +\infty$. Alternatively, if the original problem (82) is infeasible, the relaxed problem (86) is still feasible; by tuning $k_1$ and $k_2$, we can get as close as possible to satisfying the original hard constraints.

V. CaTP Examples

Next, we first describe in detail three illustrative examples of CaTP problems that were carefully selected to showcase the variety of mathematical forms that CaTP problems can take. Then, we present a survey of minimum energy CaTP problems, a survey of energy-efficient CaTP problems, and finally a survey of the different types of CaTP problems.

Example 1: An MR is tasked to move in a finite time $t_f$ from an initial position $p_{\text{ini}}$ to a final position $p_{\text{fin}}$ while transmitting a given number of bits $c$ to a BS with a certain bit error probability. The objective is to optimize the trajectory and the instantaneous bit rate to balance the motion energy and the energy spent in transmission.

The input to the MR is the control signal $u(t) \in \mathbb{R}^2$, which directly controls its acceleration. The transmission input is the instantaneous transmission bit rate $R(t) \in \mathbb{R}$. Note that $u(t)$ and $R(t)$ are both functions with support $[0, t_f]$.

In this example, the state vector of the system is $x^T = [x_1(t) x_2(t) x_3(t)]$, where $x_1(t) \in \mathbb{R}^2$ and $x_2(t) \in \mathbb{R}^2$ are the MR position and velocity, respectively, and $x_3(t) \in \mathbb{R}$ is the number of bits transmitted by the MR.

The optimization problem is cast as a minimization problem with the following cost functional:

$$J(x, u, R) = \int_0^{t_f} \left( \frac{R(t) - 1}{K} s(x_1(t)) \right) dt + \gamma \int_0^{t_f} p_2 \left( \|x_2(t)\|_2, \|u(t)\|_2 \right) dt + C_1 \|x_1(t_f) - p_{\text{fin}}\|^2 + C_2 \|x_2(t_f)\|^2 + C_3 \|x_3(t_f) - c\|^2. \quad (87)$$
The first term in the functional corresponds to the energy spent in transmission, where the transmitter of the MR has a power control mechanism that sets \( K = -1.5 / \log(5p_b) \) to adapt the transmission power to ensure a BER \( p_b \). The integrand of this first term corresponds to the power required to meet the targeted BER with the transmission bit rate \( R(t) \), as well as the CNR estimation \( s(x_1(t)) \) at position \( x_1(t) \). The second term is the motion-induced energy, weighted by parameter \( \gamma > 0 \), with \( p_2(a, b) \) being a second-order polynomial in \( a \) and \( b \); the integrand is the instantaneous power consumed in motion. The last terms are quadratic penalties on the desired final states of the system. \( C_1, C_2, C_3 > 0 \) are design parameters that determine the importance of reaching the desired final states.

The first penalty moves the final MR position \( x_1(t_f) \) to the desired final position \( p_{\text{fin}} \). The second penalty makes the MR to end the trajectory with the lowest possible speed. The third penalty drives the MR to transmit data close to \( c \) bits by the end of the trajectory. The initial state value of the state variables is set with the following constraints:

\[ x_1(0) = p_{\text{ini}}, \quad x_2(0) = 0, \quad x_3(0) = 0 \]  

(88)

and the inputs are bounded according to

\[ 0 \leq ||u||_2 \leq u_{\text{max}}, \quad 0 \leq R(t) \leq R_{\text{max}}. \]  

(89)

The system is described by the following linear dynamic model:

\[ \dot{x}_1(t) = x_2(t), \quad \dot{x}_2(t) = u(t) \]  

(90)

\[ \dot{x}_3(t) = R(t). \]  

(91)

The robotics-related aspects are described in (90). From a systems theory perspective, one may state that (91) alone represents the communications model. However, if we interpret the communications model as the full mathematical description of how the communications system behaves, then it includes not only (91) but also the bounds on the bit rate (91) and the transmitted power description in the first term of the functional (87), as well as the function \( s(x_1(t)) \) describing how the CNR estimation varies with the position of the MR. In summary, this CatTP problem takes the following form:

\[
\begin{align*}
\text{minimize} & \quad J(x, u, R) \\
\text{s.t.} & \quad \dot{x}_1(t) = x_2(t), \quad \dot{x}_2(t) = u(t), \quad \dot{x}_3(t) = R(t) \\
& \quad x_1(0) = p_{\text{ini}}, \quad x_2(0) = 0, \quad x_3(0) = 0 \\
& \quad 0 \leq ||u||_2 \leq u_{\text{max}}, \quad 0 \leq R(t) \leq R_{\text{max}}.
\end{align*}
\]

(92)

It is worth noting that the cost functional of this optimization problem, with the exception of the first term, is quadratic with respect to the state vector \( x \) and the input \( R \).

Example 2: An IoT sensor network is randomly deployed in a region, say \( A \), and a multirotor UAV is tasked with collecting at least an expected amount of \( \zeta \) successful transmissions from the network. The UAV is equipped with an antenna of a fixed beamwidth \( \phi \). It visits \( M \) HLS to collect data from the sensor nodes. The coordinates of the \( m \)th HL are \( (x_m, y_m, h) \), where \( x_m \) and \( y_m \) are the \( x \)- and \( y \)-coordinates of the \( m \)th HL and \( h \) is its altitude, which is the same for all of the HLS. When the UAV is at the \((m+1)\)th HL, its communication system covers a circular area \( A_m \) of radius

\[ R = h \tan \left( \frac{\phi}{2} \right). \]  

(93)

At the \((m+1)\)th HL, the UAV spends a time \( T_{\text{hover}} \) performing the following process. It first broadcasts a signal to activate the nodes in \( A_m \). The nodes that get activated transmit, with a constant spectrum efficiency \( \log(1 + \beta) \), over a common radio spectrum using a slotted advocates of Linux open-source Hawaii association (ALOHA) medium access scheme with transmission probability \( p_{\text{tx}} \). The transmission of the \( n \)th node is successful if the SINR at the UAV is larger than \( \beta \). This criterion comes from the definition of Shannon’s channel capacity and its implications; if the SINR of the communications channel is \( \beta_0 \), then the maximum bit rate ensuring that the data can be recovered without errors is \( B \log_2(1 + \beta_0) \), where \( B \) is the bandwidth. Thus, if we try to transmit over this channel using a bit rate of \( B \log_2(1 + \beta) \) with \( \beta_0 < \beta \), the transmission will fail. The set of nodes in the region \( A_m \) that successfully transmit their data is denoted as \( \Psi_m \).

The transmission of the node with the largest SINR is treated as the intended transmission by the UAV; the transmissions of other nodes are treated as interference. The SINR at the UAV receiver related to the transmission from a node \( n \) in the set \( \Psi_m \) is

\[
\text{SINR}_m^n = \frac{PG_n D_n^{-\eta} \sigma^2}{\sum_{x \in \Psi_m \setminus n} PG_x D_x^{-\eta} + \sigma^2}
\]

(94)

where \( P \) is the transmission power, \( \eta \) is the power path-loss coefficient, \( D_n \) is the distance between the UAV and the \( n \)th node in \( \Psi_m \), \( G_n \) is the power gain due to small-scale fading (considered here to follow a Nakagami-\( m \) distribution), and \( \sigma^2 \) is the noise power at the receiver.

When the UAV moves from one HL to another HL, it moves on a straight line. Its acceleration rate, deceleration rate, and maximum speed are denoted by \( \dot{a}, \ddot{a}, \) and \( v_{\text{max}} \), respectively. Thus, the time that the UAV takes to travel from the \( m \)th HL to the \((m+1)\)th HL is

\[
\tau_m = \begin{cases} 
\sqrt{\frac{d_m}{\dot{a} + \ddot{a}}}, & \text{if } d_m \leq \dot{d} + \ddot{d} \\
\dot{t} + \dot{d} - \frac{d_m - \dot{d} - \ddot{d}}{v_{\text{max}}}, & \text{if } d_m > \dot{d} + \ddot{d}
\end{cases}
\]

(95)

where \( d_m \) is the distance between the \( m \)th HL and the \((m+1)\)th HL, \( \dot{t} = v_{\text{max}} / \dot{a}, \ddot{t} = v_{\text{max}} / \ddot{a}, \dot{d} = 1 / 2 \dot{a} \dot{t}^2, \) and
\( \bar{d} = 1/2a_l^2 \). The first line in (95) is the time it takes for the UAV to move between the two HLs. If \( d_m \) is too short, then the UAV cannot reach its maximum speed. The second line is the time it takes when the distance is large enough so that the UAV reaches its maximum speed.

The trajectory-related inputs in the optimization problem are the total number of HLs, say \( M \), and their 3-D locations, given by \( L = [\ell_1, \ell_2, \ldots, \ell_M] \) with \( \ell_m \in \mathbb{R}^3 \). The flight path of the UAV is encoded in the binary matrix \( Z = \{0,1\}^{M \times M} \) where \( z_{ij} = 1 \) if the UAV departs from the \( i \)th HL to arrive to the \( j \)th HL, and \( z_{ij} = 0 \) otherwise.

The communication-related input is the coverage radius \( R \). However, given that in this scenario, the beamwidth \( \phi \) of the UAV antenna is fixed, the altitude of the HLs uniquely determines the coverage radius \( R \), see (93). Thus, the inputs \( R \) and \( L \) cannot be chosen independently.

The path constraints of the optimization problem are as follows. Each HL must be reached from only one HL

\[
\sum_{i=1, i \neq j}^{M} z_{i,j} = 1 \quad \forall j \in [1, M]. \tag{96}
\]

At each HL, the UAV can only reach one HL

\[
\sum_{j=1, j \neq i}^{M} z_{i,j} = 1 \quad \forall i \in [1, M]. \tag{97}
\]

Note that constraints (96) and (97) imply that the path for the UAV must be closed. The last path constraint is the Miller–Tucker–Zemlin (MTZ) constraint [159], which ensures that the path does not include subloops

\[
\phi_i - \phi_j + M z_{i,j} \leq M - 1, \quad 2 \leq i \neq j \leq M \tag{98}
\]

where \( \phi = [\phi_2, \phi_3, \ldots, \phi_M] \in \mathbb{R}^{M-1} \) are auxiliary variables for the MTZ constraint exclusively.

The communication constraints imposed are as follows. The expected value of the number of successful transmissions collected at all of the \( M \) HLs by the UAV must be at least \( \zeta \)

\[
\sum_{m=1}^{M} \mathbb{E}[K_m] \geq \zeta \tag{99}
\]

where \( K_m \) is the number of successful transmissions collected at the \( m \)th HL. The UAV must cover the full region \( A \) where the IoT sensor network is deployed

\[
A \subseteq \bigcup_{m=1}^{M} A_m. \tag{100}
\]

The cost function is the total flying time of the UAV to perform one full round of the collection process

\[
T_{\text{total}} = \sum_{m=1}^{M} T_{\text{hover}}^m + T_{\text{travel}} \tag{101}
\]

where \( T_{\text{hover}}^m \) is the time that the UAV hovers over the \( m \)th HL, which depends on the number of HLs, the channel capacity, and the probability of receiving a successful transmission, see [28] for the details; \( T_{\text{travel}} \) is the time that the UAV spends in motion, which depends mainly on \( L \) and \( Z \).

In summary, this CaTP problem takes the following form:

\[
\text{minimize } T_{\text{total}}^{M,R,L,\phi} \quad \text{s.t.} \quad \sum_{m=1}^{M} \mathbb{E}[K_m] \geq \zeta A \subseteq \bigcup_{m=1}^{M} A_m \quad (101), \quad (102)
\]

\[
\phi_i - \phi_j + M z_{i,j} \leq M - 1, \quad 2 \leq i \neq j \leq M \quad (102)
\]

\[
R = h \tan (\phi/2). \tag{102}
\]

Note that this optimization problem is a mixed-integer programming (MIP) problem since it has continuous variables (\( L, \phi, \) and \( R \)) and discrete variables (\( M \) and \( Z \)); in this example, the discrete variables determine the UAV path.

Example 3: In [29], a multirotor UAV equipped with solar panels to recharge its battery and with a multichannel transmission having \( N_F \) subcarriers is tasked with providing communications to \( K \) ground users. This problem is formulated in discrete time and considers the joint optimization of the 3-D UAV trajectory and the wireless resource allocation to maximize the system’s sum throughput over a period of time. The time is divided into \( N_T \) time slots of duration \( \Delta_T \). The inputs to the UAV is its 3-D position \( \mathbf{r} \in \mathbb{R}^{N_T \times 3} \) and its 3-D velocity \( \mathbf{v} \in \mathbb{R}^{N_T \times 3} \). Another input in this problem is the energy level of the UAV battery \( \mathbf{q} \in \mathbb{R}^{N_T \times 1} \). The communication-related inputs are the power transmitted by the UAV and the subcarriers allocation schedule. The power transmitted to the \( k \)th user through the \( i \)th subcarrier at time slot \( n \) is denoted by \( p_{k,i}[n] \); if the \( i \)th subcarrier is allocated to the \( k \)th user at time slot \( n \), then \( s_{k,i}[n] = 1 \) and \( s_{k,i}[n] = 0 \) otherwise. We also define \( \mathbf{p} \in \mathbb{R}^{N_F \times N_F \times K} \) and \( \mathbf{s} \in \{0,1\}^{N_F \times N_F \times K} \), which contain all the set of variables \( p_{k,i}[n] \) and \( s_{k,i}[n] \), respectively.

The UAV motion model is a first-order model

\[
\mathbf{r}[n+1] = \mathbf{r}[n] + \mathbf{v}[n+1] \Delta_T \tag{103}
\]

where \( \mathbf{r}[n] \in \mathbb{R}^3 \) is the position of the UAV at time slot \( n \) and \( \mathbf{v}[n] \in \mathbb{R}^3 \) is the velocity of the UAV. The UAV model also includes the aerodynamic power consumption model

\[
P_{\text{UAV}}[n] = \frac{k_1}{\sqrt{v_{x,y}^2[n] + v_{z,y}^2[n] + 4k_2^2}} + k_3 v_x[n] + k_4 v_{x,y}^2[n] \tag{104}
\]

where \( v_{x,y}[n] \) and \( v_z[n] \) are the horizontal and vertical speeds of the UAV, respectively, where \( k_1, k_2, k_3, \) and \( k_4 \) are constants; see [29] for more details. The power generated
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by the solar panel is upper bounded according to
\[
P_{\text{solar}}[n] = \frac{c_1}{1 + \exp(-c_2(z[n] - c_3))} + c_4. \tag{105}
\]

The communications model is described by the following equations. The signal received by user \( k \) assigned to the \( i \)th subcarrier at time slot \( n \) is
\[
u_k^n = \frac{\sqrt{\zeta p_k^n[n] h_k^n[n]} d_k^n[n] + n_k^n[n]}{\|f[n] - r_k\|}, \tag{106}
\]
where \( r_k \in \mathbb{R}^3 \) is the position of user \( k \), \( \zeta \) captures the antenna gain, \( h_k^n[n] \in \mathbb{C} \) is the channel gain between the UAV and user \( k \) on subcarrier \( i \) and it accounts for the multipath fading and the shadowing, \( n_k^n[n] \in \mathbb{C} \) is the noise generated at user \( k \)'s receiver on subcarrier \( i \), and \( d_k^n[n] \in \mathbb{C} \) denotes the symbol transmitted from the UAV to user \( k \) through subcarrier \( i \). Since \( d_k^n[n] \) and \( n_k^n[n] \) are stochastic processes, (106) would be an incomplete channel model without including their statistical distributions. Sun et al. [29] assume that \( \mathbb{E}[d_k^n[n]] = 1 \) and that \( n_k^n[n] \) is a zero-mean additive white Gaussian noise (AWGN) with variance \( \sigma^2 \). They describe an offline trajectory planning problem and its online version. Here, we discuss the offline version only, where a noncausal knowledge of \( h_k^n[n] \) is assumed,\(^{15}\) thus making this term deterministic; see [29] for the details of this issue.

The communications model is completed with a formula for the user \( k \)'s achievable bit rate through subcarrier \( i \):
\[
R_k^n[n] = s_k^n[n] B \log_2 \left( 1 + \frac{\zeta^2| h_k^n[n] |^2 p_k^n[n]}{\|f[n] - r_k\|^2 \sigma^2} \right). \tag{107}
\]

This optimization problem is cast as a maximization problem, and the utility function is the total throughput averaged over the number of subcarriers \( N_F \)
\[
J(p,s) = \frac{1}{N_F B} \sum_{n=1}^{N_T} \sum_{i=1}^{N_F} \sum_{k=1}^{K} R_k^n[n]. \tag{108}
\]
The acceleration, the speed, and the altitude of the UAV are constrained as follows:
\[
\|v[n + 1] - v[n]\|_2 \leq a_{\text{max}} \Delta T, \tag{109}
\]
\[
v_{x,y} \leq V_{x,y}^{\text{max}}, \quad v_z[n] \leq V_z^{\text{max}}, \quad z[n] \leq Z_{\text{max}}. \tag{110}
\]
The energy level of the UAV battery is constrained by
\[
0 \leq q[n] \leq q_{\text{max}}, \quad q[1] = q_0, \quad q[N_T + 1] = q_{\text{end}}. \tag{111}
\]
\(^{15}\)In the online version of the problem, which is more practical, only causal knowledge can be leveraged to design the trajectory.

where \( q_0 \) and \( q_{\text{end}} \) are the initial and final desired states, respectively.

We next describe the communication-related constraints. First, since \( p_k^n[n] \) represents a power, we have that \( p_k^n[n] \geq 0 \). At each time slot, the total transmit power is limited, i.e.,
\[
\sum_{i=1}^{N_F} \sum_{k=1}^{K} s_k^n[n] p_k^n[n] \leq P_{\text{max}} \tag{112}
\]

where \( P_{\text{max}} \) is the maximum transmit power. The subcarrier allocation should be done so that each subcarrier is allocated to only one user at most
\[
\sum_{k=1}^{K} s_k^n[n] \leq 1, \quad s_k^n[n] \in \{0, 1\}. \tag{113}
\]

Furthermore, the UAVs must warrant each user a minimum bit rate
\[
\sum_{i=1}^{N_F} R_k^n[n] \geq R_k^{\text{req}} \tag{114}
\]

where \( R_k^{\text{req}} \) is the minimum bit rate required by user \( k \).

The energy consumption-related constraints are as follows. The energy consumed cannot surpass the energy stored in the battery
\[
q[n + 1] \leq q[n] + P_{\text{solar}}[n] \Delta T - P_{\text{static}} \Delta T - \sum_{i=1}^{N_F} \sum_{k=1}^{K} s_k^n[n] p_k^n[n] + P_{\text{UAV}}[n] \Delta T. \tag{115}
\]

where \( \epsilon \in (0, 1) \) is the efficiency of the power amplifier of the UAV transmitter and \( P_{\text{static}} \) is the constant power to keep the UAV operational. The increase of energy in the battery between consecutive time slots is bounded according to
\[
q[n + 1] \leq q[n] + P_{\text{solar}}[n] \Delta T - P_{\text{static}} \Delta T - \sum_{i=1}^{N_F} \sum_{k=1}^{K} s_k^n[n] p_k^n[n] + P_{\text{UAV}}[n] \Delta T. \tag{116}
\]

Depending on the charging state, the UAV's battery might not store all of the power generated by its solar panel. The resulting CaTP problem thus takes the following form:

\[
\max_{p,a,r,v,q} J(p,s,r) \tag{117}
\]
\[
\text{s.t.} \quad \|v[n + 1] - v[n]\|_2 \leq a_{\text{max}} \Delta T, \quad v_{x,y} \leq V_{x,y}^{\text{max}}, \quad v_z[n] \leq V_z^{\text{max}}, \quad z[n] \leq Z_{\text{max}}, \quad R_k^n[n] (p,s,r) = s_k^n[n] B \log_2 \left( 1 + \frac{\zeta^2| h_k^n[n] |^2 p_k^n[n]}{\sigma^2} \right) \]
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ever, for larger and heavier robots, the opposite might be true. Mathematically, the minimum energy trajectory with communications objectives problem is stated as an optimization problem with the following optimization target:

\[
J = E_{\text{motion}}(\mathbf{u}, 0, T) + E_{\text{comm}}(\mathbf{u}, 0, T)
\]  

where \(E_{\text{motion}}(\mathbf{u}, 0, T)\) and \(E_{\text{comm}}(\mathbf{u}, 0, T)\) are the energies spent by the MR in motion and communications, respectively, from time 0 up to time \(T\) using the control signal \(\mathbf{u}\). The power transmission policy used (see Section III-D) drastically affects the optimum trajectory and the problem complexity.

If the transmission power is constant and the transmission is continuous, the communication energy consumption can be expressed as

\[
E_{\text{comm}}(\mathbf{u}, 0, T) = PT.
\]

If the final time \(T\) and the transmission power \(P\) are fixed, then the communications term in the cost function (119) becomes constant and the problem becomes that of minimizing the motion energy subject to communications constraints, often related to the quality of the received signal that itself depends on the MR’s trajectory. On the other hand, if a transmission power control is used (see Section III-D), then the communication energy consumption in (119) depends on the particular trajectory followed by the MR. If the transmission power is given by (60), the received power is always \(P_{\text{ref}}\), and thus, the quality of the signal received is independent of the trajectory. However, (60) assumes no bound on the maximum transmission power. If we consider maximum transmission power, then the actual transmission power consumption is given by (61). Additional constraints are needed to ensure that the robot can communicate with a BS. We illustrate this with the following example: an MR must depart from a point \(A\) and arrive at a point \(B\) while communicating with a BS using the power control strategy (61). We seek to optimize its trajectory so that the total energy (119) is minimized. If the channel observed along the minimum motion energy path between points \(A\) and \(B\) is so poor that no transmission is possible along this path (i.e., \(E_{\text{comm}}(\mathbf{u}, 0, T) = 0\)), this would be the optimum path for our problem, and however, the issue is that no communication would occur. Therefore, when using the transmission power policy in (61), we must also include constraints to ensure that communication requirements are satisfied.

There is an instance of this problem by Ooi and Schindelhauer [49] where they consider a ground MR that needs to communicate with a BS and must reach a predefined point. The path is optimized to minimize the total energy consumption while completing the entire task. In [162] and [163], we consider a ground MR that must communicate with a BS through a communication channel experiencing...
small-scale fading. We optimize the MR trajectory to find a good location for transmission while minimizing the communications and motion energies.

B. Energy-Efficient Trajectories

In this scenario, the goal is to use as little energy in motion as possible to complete a communication-related task. This results in energy-efficient communication-aware trajectories that can be obtained using the following optimization target:

\[ J = \theta E_{\text{motion}}(u, 0, T) + (1 - \theta) f_{\text{comm}}(u, 0, T) \]  

(121)

where \( E_{\text{motion}}(u, 0, T) \) is the motion energy consumed by the MR, \( f_{\text{comm}}(u, 0, T) \) is a communication metric to be minimized, and \( \theta \in [0, 1] \) is a design parameter that determines the importance of one objective with respect to the other. Since both terms have generally different physical units, we need to normalize them to ensure that they vary, more or less, in the same numerical range to avoid problems when solving the CaTP optimization problem numerically. We used this approach in [4]. Another way of formulating an energy-efficient communication-aware trajectories problem is by maximizing the following objective function:

\[ J = \frac{g_{\text{comm}}(u, 0, T)}{E_{\text{motion}}(u, 0, T)} \]  

(122)

where \( g_{\text{comm}}(u, 0, T) \) is a communications metric to be maximized. Here, (122) maximizes the ratio of two metrics. The advantage of doing this is that we can easily combine metrics having different units and do not need to normalize them nor to select an adequate weight parameter. Nevertheless, this optimization target lacks flexibility by being able to produce only a single trajectory, rather than a whole Pareto front of possible trajectories as with (121). We used this approach in [164]. Yet, another way to tackle energy-efficient communication-aware trajectories is to define the optimization target as the motion energy and cast the communications objective as constraints. By doing this, the MR will reach the communications objective using the minimum motion energy possible. The complementary form is also possible, where the optimization target is a communications metric and constraints are imposed on the motion energy. In this case, the MR efficiently expends a certain amount of energy to optimize the communications metric.

For instance, Ghaffarkhah and Mostofi [85] consider the problem of an MR that must sense some area while maintaining communication with a BS and design a trajectory to complete this task while maintaining appropriate channel quality throughout the entire trajectory. Muralidharan and Mostofi [165] consider the problem of an MR that must find a position where the channel gain is high enough to allow for communication with a certain quality while minimizing the motion energy. Muralidharan and Mostofi [166] consider a problem in which a team of MRs all have a copy of the same message and need to transmit it to a BS, which combines the signals received from all of the MRs. The goal is to maximize the total received signal power. To achieve this, the MRs need to find positions, using as little energy as possible, where the channel gain is high enough. Mardani et al. [113] design the path for an energy-limited UAV that must reach a certain point while satisfying certain channel constraints to transmit video. De Bast et al. [114] highlight the importance of considering the wireless communication links for UAVs when designing paths and considering the communication coverage of the UAV’s path. In [167] and [168], we consider the problem of an MR that must reach a certain target point and transmit data to a BS; the trajectory is optimized so as to spend as little energy in motion as possible while transmitting as much data as possible. The objective function in [167] and [168] takes the form of (121) where the communication-related term represents the number of bits transmitted by the MR. In [4], we extended this by considering a general communications term that can represent various communication-related criteria.

C. Other Trajectory Design Strategies

We now discuss some other types of interesting and exciting CaTP problems, and in Section V-D, we briefly present some research opportunities in this field. Additional examples of CaTP can be found in [169].

1) Trajectory Design for Robotic Relays: A robotic relay is an MR that relays data between communicating nodes. They can be used to establish communication between two nodes that cannot communicate directly because their direct communication channel is too weak. This can happen if both nodes are far from each other or if there are obstacles between them. In this case, one or more robotic relays can establish communications between the nodes. The advantage of using robotic relays instead of static ones is that they can adapt their positions to maintain or improve the performance of the system, regardless of any change in the environment or the positions of the nodes.

In this problem, the objective is to optimize the trajectory of one or more robotic relays to have good end-to-end communication performance. For instance, Stump et al. [139] considered the scenario in which a chain of robotic relays must ensure communication between a static robot and an exploring robot. Tekdas and Isler [170] addressed the problem of designing trajectories for robotic routers to ensure communication within an indoor environment. Oh et al. [171] considered the problem of a fixed-wing UAV relay to help a ground robot. Zeng et al. [146] too considered a fixed-wing UAV relay between ground nodes and optimized its trajectory to maximize the end-to-end throughput. Kim et al. [172] developed an experimental platform for robotic relays.
In [173], we optimized the position of a robotic relay to transfer data from various sensors to a fusion center.

2) Trajectory Design for Data Ferries: Robotic data ferries operate similar to robotic relays, except that they move between the nodes to physically transport data. Data ferries are suitable only in scenarios where the application tolerates the delay introduced by the movement of the data ferry. In some cases, the source node produces data continuously, which requires designing a periodic (or quasi-periodic) trajectory. These periodic trajectories are generally optimized by maximizing the end-to-end throughput or maximizing the energy efficiency of the data transfer process (i.e., minimizing the energy cost of transferring 1 bit of data).

Carfagno et al. [88] designed a closed trajectory for a UAV acting as a data ferry to maximize the end-to-end throughput. In [123], we studied the problem of a ground MR acting as a ferry that must gather data from various sensors and then move toward a fusion center to deliver the data. We studied the tradeoff between the energy consumption of the MR and the end-to-end throughput. In [7], we considered the problem of a UAV acting as a data ferry and optimized its closed trajectory to maximize the end-to-end throughput. Zhan et al. [12] optimize the trajectory of a UAV that collects the data from sensor nodes in an energy-efficient manner. In [164], we optimized a 3-D trajectory for a quadrotor UAV to collect data in an energy-efficient manner. In this scenario, as the UAV increases its altitude, the region that it covers grows, but the channel losses also grow. Thus, the UAV altitude has to be carefully optimized. Liu et al. [174] consider a multirotor UAV that must collect data from a sensor network. They optimize the location of the collection points and the 2-D UAV trajectory to minimize the age of information (AoI) of the data collected. The AoI is a freshness measure of the data, and it measures the time since its generation up to its delivery to the intended recipient. Chen et al. [175] consider a similar problem where a UAV must collect data from some nodes and then deliver it to a fusion center via a cellular network. Since the cellular network is designed for ground users, it does not have coverage everywhere in the sky, and the UAV may thus encounter various coverage holes at the altitude where it operates. In this problem, the authors optimize the UAV trajectory to minimize the worst AoI from all the nodes.

3) Communication-Aware Trajectory for photovoltaic (PV) Equipped Robots: Solar PV panels can be added to UAVs to extend their flying time. This allows the UAVs to recharge their batteries through the solar panels. Both the power production of the PV panels and the quality of the communications depend on the UAV position. This makes the CaTP problem more complex by considering not only the motion and communications aspects but also the energy harvesting aspect as well.

Sun et al. [29] optimize the 3-D trajectory of a UAV equipped with a PV solar panel that must provide communications, see Section V for details. A variation of this problem is presented in [176] where the UAV can sell the energy generated and the users are charged by the amount of data processed by the UAV. The objective is to optimize the UAV trajectory to maximize the revenue. The energy and data transmitted are both translated into money, and thus, the optimization target representing the revenue is a weighted sum of the data received by the UAV from the users, the energy consumed, and the energy sold. Alsharao et al. [177] optimize the behavior of UAVs that are equipped with transceivers and PV panels to minimize the overall energy consumption of a heterogeneous communications network.

4) Trajectory Design for Small-Scale Fading Compensation: The small-scale fading provokes large variations in the channel gain over small distances (compared to the wavelength used) and they can significantly degrade the performance of the communication system, see Section III-A. Thus, it is important to compensate for this phenomenon. One way to compensate for it is to control the position of the robot’s antenna by controlling the position of the robot itself. In this way, the robots can leverage the spatial variations of the small-scale fading to improve the experienced channel gain. This problem can take two forms. In the first form, the objective is to find a static position from which the robot will transmit its data. The robot explores a small region to find a suitable point for transmission. In its second form, the robot must follow a certain path and can only control its linear velocity. In this case, a speed controller is designed to compensate for the small-scale fading. The strategy of such controllers is to reduce the speed when the channel gain is high and increase it otherwise, see [107].

Burgard et al. [178] experimentally control the position of the robot to compensate for the small-scale fading. Puccinelli and Haenggi [179] also experimentally demonstrate this same principle using an antenna mounted on a turntable. In [125], we considered a ground MR harvesting RF energy and developed a trajectory planner that exploits small-scale fading to maximize the energy harvested. The path explored by the MR was restricted to a straight line whose length is optimized. In [180], we extended this trajectory planner to optimize the shape of the path. In [119], we developed a predetermined trajectory planner for a ground MR to find points with high channel gain in its vicinity in an energy-efficient manner. In this technique, the MR explores a set of stopping points to determine the best position for communication. We expanded upon this work in [21] by making the trajectory planner adaptive. At each time, the next point to be visited by the MR is calculated as a function of the channel measured in the current and previous points. This technique outperforms the technique presented in [119] but requires an estimate of the shadowing as well. We further investigated this technique in [181] by considering an MR equipped with an antenna mounted on a rotary platform that follows
a predefined trajectory while communicating with a BS. We developed a feedback controller that continuously optimizes the position of the antenna under time-varying fading. In [123] and [173], we optimize the position of a ground MR to compensate for the small-scale fading of multiple communication channels simultaneously.

5) Communication-Aware UAV Placement: In communication-aware UAV placement problems, the focus is on the stopping (or final) positions of the UAV to provide communication to ground users, rather than on the full trajectory. In some cases, the energy required by the UAV to reach a convenient final position is also of interest. For these problems, the wireless channel model usually considers the effect of the altitude and uses similar models to the ones described in Section III-B1. It is expected that drones will become a part of the cellular networks to improve their performance, and thus, this particular problem is of interest. Even if this is not a CaTP problem, it requires similar tools and models.

In [182], the problem of positioning UAVs for improving a cellular network is considered. Farajzadeh et al. [183] optimize the altitude of a UAV to provide service to a cellular network. Chen et al. [150] optimize the 3-D position of a UAV to maximize the number of covered users. Bor-Yaliniz et al. [118] optimize the 3-D position of UAV to maximize the number of users covered by the network. Shakhhatreh et al. [149] optimize the position of a UAV providing communications to a user inside a vertical building. El Hammouti et al. [184] propose a distributed algorithm to iteratively optimize the position of a team of UAV providing service to users in a network.

6) UAVs and Physical Layer Security: A recent application is the implementation of physical layer techniques [185] through the use of UAV to solve cybersecurity issues [186]. One example is the joint optimization of the UAV’s trajectory and communications strategy to improve the security of the network against eavesdroppers. The strategy is to use one or more UAVs to either: 1) jam the eavesdropper to degrade its SNR or 2) act as relays between the BS and the targeted node so that the latter reduces its transmission power, thus decreasing the strength of the signals captured by eavesdroppers.

In [187], we optimized the position of an omnidirectional UAV, acting as a relay, which was under attack by a malicious jammer. Sun et al. [188] consider a source node that must transmit data to a destination node via a UAV acting as a relay, but an eavesdropper is present. They jointly optimize the UAV trajectory and the communications parameters to maximize the secrecy rate. They degrade the communications channel between the UAV and the eavesdropper while improving the quality of the end-to-end legitimate communications link. Li et al. [189] optimize the trajectory and communication parameters of a UAV that operates as a jammer. The UAV jammer degrades the SINR at an eavesdropper while minimizing the impact on the legitimate nodes. Similar cybersecurity CaTP problems are discussed in [190], [191], [192], and [193].

D. Research Opportunities

Some of the key technologies for UAV communications in 6G are
d millimeter-wave (mmWave) UAV communications, terahertz (THz) UAV communications, and UAV communications with reconfigurable intelligent surfaces (RISs). These technologies create new research opportunities in CaTP for UAVs.

The mmWave UAV communication uses highly directional antennas. This high directionality makes those communication links very sensitive to antenna misalignments. Thus, the tilting that underactuated UAVs experience when moving creates a challenge that must be overcome if we plan to use mmWave communications in flying UAVs. This requires the development of new trajectory planning techniques, adapted to the large bandwidth of mmWave communications and focused on the antenna misalignment caused by the UAV tilting, similar to the one studied in [97].

THz communications use extremely small wavelengths and large bandwidths. These extremely small wavelengths allow to equip small UAVs with antenna arrays. This calls for the development of new techniques for the joint optimization of trajectory planning and beamforming for UAVs equipped with antenna arrays.

RIS are passive planar structures electronically manipulated that control how they reflect the electromagnetic waves. According to [112], there is still a lack of trajectory planning techniques for UAVs equipped with RIS to improve the communications network.

Omnidirectional UAVs [194] are another interesting technology that opens new research opportunities in CaTP. These UAVs can control its position and orientation independently, as opposed to underactuated multirotor UAVs that are the focus of most of the current research in CaTP nowadays. This new capability introduced by omnidirectional UAVs can be exploited in creative ways to develop new techniques such as making a UAV orient itself in the air to direct the null of its antenna radiation pattern toward a jammer to neutralize its attack, see [187].

Finally, all the CaTP described in Sections V-A–V-C can be revisited using these new technologies while considering both robotics and communications aspects to create new and exciting developments.

E. Useful Numerical Tools to Solve CaTP Problems

Our focus in this article is on the formulation and design of the CaTP problem, with limited discussion on resolution methodologies. This is attributed to the inherent variability of the CaTP problem, which assumes a diverse array of forms. However, for the sake of completeness, we briefly
discuss software tools and algorithms that prove beneficial in addressing various instances of CaTP problems.

The first tool is CVX [195], which is a MATLAB-based modeling system for convex optimization. It can be used to solve some standard convex problems such as linear programming, quadratic programming, and even MIP among other types of convex problems. CVX can be used with various solvers such as MOSEK [196] and Gurobi [197]. A comparable tool for convex optimization is CVXPY [198], designed for Python. Another optimization tool is CPLEX [199], which can work with C/C++ as well as with Python. CPLEX can be used to solve linear programming problems, quadratic programming problems, as well as MIP among others.

When the CaTP problem is convex and the optimization target is a function, the aforementioned tools can be employed. If the optimization target is a function but the CaTP problem is nonconvex, then we can rely on successive convex approximation or on heuristic algorithms such as simulated annealing or genetic algorithms to solve the problem.

Finally, when the optimization target of the CaTP problem is functional and the optimization problem involves optimizing a function instead of a set of variables, then the optimization problem involves minimizing the function $f_{\text{comm}}(C)$ under the constraints that define the CaTP problem.

\begin{equation}
\min_{C, T} \quad J(C, T)
\end{equation}

\begin{align}
\text{s.t.} \quad & \dot{x} = f_{\text{dyn}}(x, T) \\
& f_{\text{dyn}}(x) = 0 \\
& g_{\text{syn}}(x) \leq 0 \\
& f_{\text{lim}}(T) = 0 \\
& g_{\text{lim}}(T) \leq 0 \\
& E_{\text{mech}} = f_{\text{mech}}(x, T) \\
& r = f_{\text{chan}}(s(C), p, q, n_{\text{com}}, h, t) \\
& f_{\text{rep}}(h) = f_{\text{desc}}(p, q, t) \\
& f_{\text{rep}}(n_{\text{com}}) = f_{\text{ac}} \\
& \Gamma = f_{\text{fr}}(p, q, h, t, C) \\
& d_{\text{rx}} = \int_{0}^{t_f} f_{\text{rate}}(\Gamma, C) \, dt
\end{align}

We divide (123)–(127b) into the optimization target (123), discussed in Section IV-B, and five blocks.

The first block (124a)–(124f) constitutes the model of the robot. In (124a), the function $f_{\text{dyn}}$ describes the dynamic model of the robot, and $x$ is the state vector; see Sections II-E3, II-F, and II-G. In placement problems, discussed in Section V-C, the dynamic model is not needed.

The equality constraint (124b) describes the forward kinematic model of the robot, see Section II-E1, While (124c) represents the inequality kinematic constraints. For example, in a wheeled ground MR, depending on its physical configuration, the steering angle might be restrained to some range. These kinematic inequality constraints are not discussed in this tutorial. If the kinematic constraints of the particular robot are not relevant to the problem, then we can put (124b) and (124c) aside.

The constraints (124d) and (124e) directly act on the input related to the robot's control. Section IV-C provides some examples, see (69).

Equation (124f) is the mechanical energy consumption model of the robot, see Sections II-E4, II-F, and II-G. This model is not always necessary, but it becomes essential if we are interested in the total operation time of the robot or we are interested in energy efficiency.

The second block (125a)–(125g) constitutes the model of the communications channel. In (125a), $r$ is the signal (or signals) received, $s(C)$ is the signal (or signals) transmitted, which depends on the communications parameters $C$, $p$, and $q$ are the poses (position and attitude) of the transmitter and of the receiver, respectively, $n_{\text{com}}$ is the noise generated at the receiver, $h$ represents the small-scale fading and the shadowing, and $t$ is the time.

If the communications channel is time-invariant, we drop the dependency on $t$ in the function $f_{\text{chan}}$. Note that $f_{\text{chan}}$ is a function, parameterized by $h$ and $t$, which takes as input the signal transmitted $s(C)$, the poses of the transmitter(s) and the receiver(s), and the noise $n_{\text{com}}$ to calculate the signal(s) received $r_t$; see Section III-A for more information.

Equation (125b) describes the model of the shadowing and/or small-scale fading, i.e., $h$. If the channel model selected is stochastic, then the function $f_{\text{rep}}$ is the statistical representation chosen for $h$, and $f_{\text{desc}}$ is the actual description for $f_{\text{rep}}(h)$. For example, let $h \in \mathbb{R}$ be the small-scale fading, if we represent $h$ with its mean and its variance, then $f_{\text{rep}}(h) = [\mathbb{E}[h], \var{h}]$. Thus, $f_{\text{desc}}$ would be the formulas of the vector $[\mathbb{E}[h], \var{h}]$. We could also choose to represent $h$ with its pdf and its temporal
correlation. If we are not using a stochastic model and \( h \) is time-invariant, then we could represent \( h \) with a 2-D RF map. In this case, we could have \( f_{\text{eq}}(h) = h(p, q) \) and \( f_{\text{desc}} \) could be a numerical function that returns the corresponding value of \( h \) for each pair \((p, q)\), see Section III-A. If the channel model used in (125a) disregards the small-scale fading and the shadowing, then (125b) is not required; this occurs when the channel model used is deterministic, see Section III-A1.

Equation (125c) is the statistical description of the noise generated at the receiver. It acts similarly as (125b) with the exception that its description is always the pdf and the temporal autocorrelation. This model is rarely explicitly written in the equations, and the authors rather describe it in the text, e.g., saying that the noise is white Gaussian with zero mean and variance \( \sigma^2 \).

In (125d), \( \Gamma \) is the SNR, see Section III-C (or SINR like in Example 2 of Section V) at the receiver, and (94) is one instance of the function \( f_{\text{rx}} \). Equation (125d) can be calculated from (125a), and therefore, it is not essential to add it if (125a) is already included in the model. It is also possible to include (125d) and leave out (125a), see Example 2.

In (125e), \( d_{\text{a}} \) is the data received, and \( f_{\text{rate}} \) is the rate, which is related to the channel capacity, see Section III-C. Here, \( data \) can be the number of bits received or the number of successful transmissions/packets, see Examples 1 and 2.

The constraint (125f) acts directly on the communication-related inputs, see Section IV-A.

The constraint (125g) describes the energy consumption model for the communications system, see Section III-D. If the energy consumption of the communications system is significantly inferior to the energy consumed by the motion of the robot, then we might drop this model.

The third block [i.e., (126a) and (126b)] and the fourth block [i.e., (127a) and (127b)] constitute the constraints introduced by the designer, excluding the constraints due to physical reasons, on the trajectory/path (see Section IV-A) and on the communications system (see Section IV-A), respectively.

The fifth block (128) can also be added to limit the energy and/or power consumption of the system. It is possible to have a single inequality constraint, which will limit the total energy consumption or the total power consumption as in Example 3. It is also possible to limit the total energy consumption and the total power consumption simultaneously. It is also possible to introduce inequality constraints to limit the transmission power of the communications system [e.g., (79) and (80)] and separately introduce another inequality to limit the power consumption of the robot motors.

The CaTP problem formulation presented above does not intend to be a one model fits all, but rather a guide to the reader about how to mathematically formulate their CaTP problem. Depending on the specific needs, this formulation would require adjustments. For instance, (123)–(127b) is formulated in continuous time, but an equivalent discrete-time formulation is also possible; see Example 3. The trajectory planning problem (123)–(127b) can be considered a CaTP problem if all of the following conditions are satisfied: 1) either (125a) or (125d) is present; 2) the function \( f_{\text{chan}} \) or the function \( f_{\text{eq}} \) if the former is not present, should depend on the position of the robot; and 3) the cost function (123) depends on \( C \) or there is at least one constraint in (127a)–(127b) that depends on \( C \). These conditions establish the bridge that links the robotic block [i.e., (124a)–(124f) and (126a) and (126b)] with the communications block (i.e., (125a)–(125g) and (127a) and (127b)]. In other words, a TP problem is a CaTP problem if it includes a communications channel model that depends on the position of the agent and if at least one communication-related term appears either in the optimization target or in any constraint.

VII. Conclusion and Discussion
The growing interest for merging ground MRs and UAVs with communication systems is gaining momentum in both industry and academia. One of the main reasons for this occurrence is the surge of 5G technologies, which aim to integrate UAVs into the cellular networks. Another important reason involves the growing popularity of multirobot systems where the MRs must maintain communication links. In these applications, the communications and robotics aspects are closely interrelated. In Section I, we discussed some of the consequences of addressing these problems without an interdisciplinary approach.

Due to the strong entanglement between the robotics and communications aspects, an interdisciplinary approach is fundamental to fully exploit the maximum potential of this research area. In the hope of contributing to the quantity of material and quality of this research area, this tutorial provides the basic theory behind this still underdeveloped, yet promising research area. We have described different motion models for various types of ground and aerial MRs, as well as various channel models for different scenarios relevant to the CaTP problems. In addition, we have provided a general mathematical formulation for CaTP problems for predetermined trajectories. Different ways have been shown in which the robotic motion models and the communications channel models can interact with each other within the formulation of CaTP problems. Finally, we have provided a brief application-oriented classification of different CaTP problems and other related problems.
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