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Abstract—The increased use of low-cost gyroscopes within inertial sensors for navigation purposes, among others, has brought to the development of a considerable amount of research in improving their measurement precision. An approach that has been put forward in recent years is to make use of arrays of such sensors to combine their measurements thereby reducing the impact of individual sensor noise. Nevertheless, combining these measurements is not straightforward given the complex stochastic nature of these errors and, although some solutions have been suggested, these are limited to certain specific settings which do not allow to achieve solutions in more general circumstances. Hence, in this work we put forward a non-parametric method that makes use of the wavelet cross-covariance at different scales to construct an optimal measurement signal with weak assumptions on the processes underlying the individual errors. We also study an appropriate non-parametric approach for the estimation of the asymptotic covariance matrix of the wavelet cross-covariance estimator which has important applications beyond the scope of this work. The theoretical properties of the proposed approach are studied and are supported by simulations and real applications, indicating that this method represents an appropriate and general tool for the construction of optimal virtual signals that are particularly relevant for arrays of gyroscopes. Moreover, the results of this work can support the creation of optimal signals for other types of inertial sensors other than gyroscopes as well as for redundant measurements in other domains beyond that of navigation.
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I. INTRODUCTION

INERTIAL sensors, such as accelerometers and gyroscopes, are ubiquitous in modern navigation systems, with applications in satellites, aviation, drones, and personal navigation in smartphones. They provide high-frequency and short-term precise information on the change in the orientation and velocity that can be used to reconstruct the motion of objects and vehicles they are placed on. Similarly to others, these sensors are characterized by errors that can be both deterministic and stochastic. Deterministic errors, such as the stable parts of scale factors and axes non-orthogonality, can be pre-calibrated and removed from the measurements directly [1]. The stochastic part of the error, such as turn-on biases, bias instability and drift can only be corrected during navigation, up to a certain extent, provided that a suitable stochastic model has been determined [2], [3]. If inadequately taken account of, stochastic errors can lead to macroscopic drifts in the estimated position and orientation when inertial sensors are integrated alone over a sustained amount of time. Also as a consequence of this feature, these sensors are typically employed along with other sensors such as global navigation satellite systems in strap-down inertial navigation [4], and cameras in visual-inertial systems [5].

Given the considerable impact of stochastic errors on navigation performance, one of the directions that researchers and manufacturers have been focusing on is to create devices with better stochastic properties, such as lower white noise power spectral densities or better bias stability, which allow to classify inertial sensors in industrial, tactical or navigation grade. To date, the latter devices deliver excellent performance for the current application domains but tend to be bulky and expensive. As an alternative, the technological development in Micro Electrical Mechanical System (MEMS) has revolutionized the inertial sensor industry over the last decade [6]. Nowadays, six-axis Inertial Measurement Units (IMUs), composed of three accelerometers and three gyroscopes, can be bought in considerable volumes at exceedingly reasonable costs and are widely employed as motion sensors in consumer electronics, such as smartphones, but also in drones and in industrial manufacturing equipment. However, despite the recent developments, currently available low-cost MEMS cannot fully meet the requirements of many applications, especially when long-term bias stability is required [7].
With the aim of addressing the above limitation of MEMS IMUs, increased research has been focused on taking advantage of their small size, cost and power consumption allowing the construction of arrays of such sensors, for instance placing multiple off-the-shelf sensor triads in a planar configuration, or single axis sensors in a non-planar one [8]. Partially redundant observations of the same quantity can be fused to compute synthetic measurements with better stochastic properties compared to those of the single sensors. Additionally, the uncertainty of such measurements can be better quantified, their dynamic range can be extended, and a higher system robustness can be achieved through fault detection and isolation mechanisms [9]. For an extensive literature review on sensor fusion and isolation, we refer the readers to [10].

In the case of redundant gyroscopes, multiple observations of the platform angular velocities are readily available to be fused together [11], once small misalignment and non-orthogonality in sensor axes have been corrected [1]. For accelerometers, this is slightly more complicated since the specific force measured by each sensor depends on the sensor placement and on the angular velocity. However, this allows to create gyro-free IMUs that recover the angular velocity from specific force readings at different but known locations [12], [13]. Other authors have been focusing on the fusion of entire IMUs in different configurations [14], [15] and the approach proposed in this work can be employed in this direction. However, despite the achievements of current research on the optimal fusion of MEMS-IMUs (stochastic) measurements, these results are limited in scope since they only work under narrow parametric assumptions for the stochastic error which is also assumed to be identical for all gyroscopes in the array. For example, in [11] the gyroscope stochastic errors are assumed to be composed only by a white noise (also known as angular random walk) and a random walk (also known as rate random walk) processes based on which they propose a method to determine the coefficients of the linear combination of individual gyroscope signals such that the variance of the random walk is minimized. While the latter is a good solution and is the only method currently available for this purpose, the underlying parametric assumptions may often not hold in practice, especially when low-cost MEMS gyroscopes are considered since they tend to have much more complex stochastic structures.

Considering the above and developing on the proposal in [16], this work aims to formally define and study a broader non-parametric method to build an optimal virtual signal which targets arrays of gyroscopes but also provides the bases to construct virtual signals for other applications. To define optimality, we consider a quantity called Wavelet Variance (WV), which is extremely informative for the stochastic properties of a signal over different time-scales [17]. When the signal is stationary, the WV provides an exact scale-wise decomposition of the signal’s variance. The WV is also well-defined for signals that have non-stationary features such as random walk or drift, both of which are commonly observed in sensor stochastic errors. Therefore, the WV can provide a representation of the process variance even when these signals have infinite variance. As a consequence of these properties, it is possible to characterize (and therefore minimize) the process variance using this scale-wise representation. Moreover, when using the Haar wavelet filter, the WV is equivalent (up to a constant) to the Allan variance, originally introduced to characterize the stability of atomic clocks [18] and now the standard for stochastic calibration of inertial sensors. The reason for the latter is that the behaviour of the WV at different time-scales can be related to the navigation performances of the resulting system [19]. Informally, inertial sensor noise consists in two major parts: a high-frequency component and a low-frequency one (see e.g. [20] and the references therein). The former is commonly assumed to correspond to a combination of stationary processes such as a white noise, a quantization noise and possible correlated processes like the (first-order) Gauss-Markov processes. On the other hand, the low-frequency component is often characterized by combinations of (highly) correlated noise as well as non-stationary processes such as random walks (see e.g. [21]). More specifically, the high-frequency component primarily affects the small time-scales of the WV, which correspond to relatively short wavelet filters, while the low-frequency component associated with longer wavelet filters tends to mostly affect the large time-scales of the WV (see e.g. [2]). Depending on the applications, the users may be interested in constructing a sensor that is optimized for a high-frequency component (small WV time-scales), which is of relevance for real time body tracking for example, or for a low-frequency component (large WV time-scales), which is useful if the sensors are intended to stabilize the orientation estimates, for example in aerial photogrammetry applications [22]. Therefore, we consider a linear combination of the sensor signals and we determine the coefficients of this linear combination such that the WV of the resulting virtual sensor is minimized at user-specified scales. In the latter direction, and depending on the applications, the user would be able to freely choose which time-scales should be minimized by specifying a weight vector, and thus for example, minimizing most of the variance at the high scales, approximately corresponding to bias-instability or rate-random-walk effects, or at the low scales, mostly corresponding to white noise, or at any combination of scales required.

With this goal in mind, this work is organized as follows. In Sec. II, we introduce the proposed method and we define an estimator for the coefficients of the linear combination of sensor signals (e.g. gyroscopes). In Sec. III, we study the statistical properties of the proposed estimator. More precisely, we demonstrate the consistency and asymptotic normality of our estimator. In addition, in Sec. IV we study a non-parametric approach to compute the asymptotic covariance matrix of the proposed estimator, the results of which have important impacts beyond the scope of this work. Moreover, in Secs. V and VI we present a comprehensive evaluation of our method based on Monte-Carlo simulations and real data which are made available, along with an implementation of the proposed method, in an open-source R package available on GitHub\(^1\). Finally, Sec. VII concludes.

\(^1\)GitHub repository: https://github.com/Yuming-Zhang/synimu. Website: yuming-zhang.github.io/synimu.
II. OPTIMAL COMBINATION OF GYROSCOPE SIGNALS

As mentioned earlier, the proposed method can be broadly applied to any set of redundant signals which respect the conditions stated further on. Keeping this in mind, for simplicity in the rest of this work we will focus on gyroscope signals as they indeed fulfill these requirements. To formally introduce the proposed approach, using the notation \( \mathbb{N}_+ := \mathbb{N} \setminus \{0\} \), let us define a multivariate process as \((X_t: t = 1, \ldots, T)\) with \( T \in \mathbb{N}_+ \) and \( X_t \in \mathbb{R}^p \) with \( p \in \mathbb{N}_+ \). Hereinafter, to simplify notation, we will refer to the multivariate process as \((X_t)\) which in this setting represents the signals of the \( p \) gyroscopes of length \( T \) all measured along the same axis, but can also represent a general set of redundant measurement signals as mentioned in the introduction. Based on this, we also let \( X_i \in \mathbb{R}^p \) represent the vector of measurements from each gyroscope at time \( t \) and let \((X_{i,t})\), with \( i = 1, \ldots, p \), denote the signal of the \( i \)-th gyroscope.

Without loss of generality, throughout this work we assume that calibration data is acquired in static conditions or under a constant angular velocity \( \delta \) (e.g. employing a rotation table). Thus, each gyroscope signal \((X_{i,t})\) corresponds to an unbiased measurement of the same constant velocity signal \( \delta \), implying that \((X_{i,t})\) is such that \( \mathbb{E}[X_{i,t}] = \delta \) for all \( i = 1, \ldots, p \).

Remark 1: Considering a constant angular velocity \( \delta \), in general we have \( \mathbb{E}[X_{i,t}] = \delta + b_i \), where \( b_i \) denotes the per-gyroscope bias, provided that the combined effects of non-orthogonality of sensor axes and scale factors have been corrected by applying the deterministic calibration [1] to raw sensor measurements. The biases \( b_i \) do not impact the proposed WCCV-based methodology since time-differencing is naturally embedded in wavelet filters, as further discussed later on. For this work, we assume that a suitable deterministic calibration has been applied to the collected measurements, i.e.

\[
X_{i,t} = \sum_{r=1}^{q} s_{i,r} Q_{r,t},
\]

where \( Q_{r,t} \) denotes the uncalibrated measurement of the \( r \)-th gyroscope. We consider that \( Q_{r,t} \) with \( r = 1, \ldots, q \) correspond to the measurements of all gyroscopes present in the system, thus also including those which are not meant to be aligned (typically orthogonal) to the considered one, implying that \( q \in \mathbb{N}_+ \) and \( q \geq p \). Moreover, \( s_i := (s_{i,r})_{r=1}^{q} \in \mathbb{R}^q \) is a known calibration vector for the \( i \)-th gyroscope, and we expect \( s_{i,r} \approx I(i = r) \) in most practical applications where \( I(\cdot) \) denotes the indicator function. This formulation extends the conventional deterministic calibration approaches [14] to arrays of redundant gyroscopes and allows to account for scale factors, axes non-orthogonality and alignment rotations (boresight). In certain applications, for example when focusing on low-cost MEMS gyroscopes, the calibration vectors \( s_i \) are subject to change, for example because of sensor aging or external factors such as temperature. This situation does not limit the applicability of the proposed method, as discussed later on in Remark 2.

Using the above notations and recalling [11, 16], we can now define a virtual gyroscope signal \((S_t)\), with \( t = 1, \ldots, T \), by taking a linear combination of the \( p \) gyroscope signals as

\[
S_t := c^\top X_t,
\]

where \( c = (c_1, \ldots, c_p)^\top \in \mathcal{C} \) corresponds to the vector of coefficients given to each signal with

\[
\mathcal{C} := \{ c \in \mathbb{R}^p : c^\top 1_p = 1 \},
\]

and \( 1_p \) denotes a vector of length \( p \) with all elements equal to one.

The constraint that the coefficients add up to one allows the virtual gyroscope to have the same constant velocity signal \( \delta \) as the individual ones:

\[
\mathbb{E}[S_t] = \mathbb{E} \left[ \sum_{i=1}^{p} c_i X_{i,t} \right] = \delta \sum_{i=1}^{p} c_i = \delta.
\]

With the above framework, the goal of this work is therefore to define the optimal values for the coefficients \( c \). Since the expectation of this virtual signal remains unchanged under the above constraints, the most intuitive criterion to define these coefficients would therefore depend on the variance of the resulting virtual signal. Indeed, we would require the resulting virtual signal to be as “precise” as possible and hence to have the smallest measurement uncertainty among all possible virtual signals defined as above. This implies that the coefficients \( c \) should be chosen to ensure that the constructed virtual gyroscope has the smallest variance among all possible values of \( c \).

While approaches to minimize the variance of linear combinations of random variables (signals) are well known in domains such as finance, due to the presence of processes that are commonly observed within the stochastic error of inertial sensors, the actual variance of \((S_t)\) may often be infinite. For example, if drift or random walk processes are present in \((X_i)\), then the resulting virtual signal \((S_t)\) will also have a variance that explodes with the size of the signals (i.e. infinite variance) and will consequently not deliver coefficients that are consistently optimal over time. Additionally, the constructed virtual signal will be characterized by unknown statistical properties. To address this problem, the previously discussed WV (and related quantities) can be employed since, due to the inherent differencing properties of the wavelet decomposition, the WV exists and is finite also for various non-stationary processes with infinite variance. As a result, the wavelet representation of the process variance can also be used to characterize \((S_t)\) and consequently provide a criterion that can be minimized in a statistically meaningful manner.

Let us therefore formalize the definition of the WV to introduce the approach we put forward in this work. Let \( J > 0 \) be a fixed integer that represents the last level of wavelet decomposition considered for each signal. The wavelet coefficients of the virtual gyroscope for level \( j \), with \( j = 1, \ldots, J \), are defined as:

\[
\hat{W}_{j,t} := \sum_{l=0}^{L_j-1} h_{j,l} S_{t-l},
\]

where \( h_{j,l} \) is the \( j \)-th level wavelet filter with length \( L_j \in \mathbb{N}_+ \) and \( l = 0, \ldots, L_j - 1 \) (see [17] for more details). For example, if we consider the Haar wavelet filter (one of the most commonly used filters in practice), we directly have \( L_j = 2^j \).
Given this, the WV at level \( j \) is defined as the variance of the wavelet coefficients and is denoted as \( \text{var}(\tilde{W}_{j,i}) \). As highlighted earlier, this quantity is useful when there are non-stationary processes included in the signals and, in the stationary case, they represent a scale-wise decomposition of the process variance, i.e. \( \text{var}(S_i) = \sum_{j=1}^{J} \text{var}(\tilde{W}_{j,i}) \) (see e.g. [23]). As a result, the variance of the virtual gyroscope can also be well approximated by

\[
\text{var}(S_t) \approx \sum_{j=1}^{J} \text{var}(\tilde{W}_{j,t}),
\]

(2)
since, for stationary processes and \( J \) sufficiently large, the WV is close to zero for all \( j > J \). Indeed, the WV is commonly finite for all levels for both stationary and non-stationary processes (or more precisely intrinsically stationary processes). Therefore, the WV provides a generalization of process variance through a scale-wise variance decomposition which also has many physical interpretations (as highlighted in the previous section and further on).

Considering this, we would therefore aim to minimize the variance of the virtual gyroscope using the representation in (2). Let us therefore re-Express the WV of the virtual gyroscope as a function of the original processes using (1) to obtain the following:

\[
\text{var}(\tilde{W}_{j,t}) = \text{var}\left( \sum_{l=0}^{L_{i,j,t}-1} h_{j,l} \sum_{i=1}^{p} c_i X_{i,t-l} \right) = \text{var}\left( \sum_{i=1}^{p} c_i W_{i,j,t} \right),
\]

where \( (W_{i,j,t}) \) are the wavelet coefficients for level \( j \) on the \( i \)-th signal \( (X_{i,t}) \). Now, letting \( \mathbf{W}_{j,t} := [W_{1,j,t}, \ldots, W_{p,j,t}]^\top \), we can rewrite this relation in matrix form as

\[
\text{var}(\tilde{W}_{j,t}) = \text{var}(\mathbf{c}^\top \mathbf{W}_{j,t}) = \mathbf{c}^\top \text{var}(\mathbf{W}_{j,t}) \mathbf{c}.
\]

The WV of the virtual gyroscope has the above form where \( \text{var}(\mathbf{W}_{j,t}) \) is a \( p \times p \) matrix with diagonal elements representing the WV of the individual signals at level \( j \). Moreover, its off-diagonal elements are given by the Wavelet Cross-Covariance (WCCV) (see [24], [25]) between the \( i \)-th and the \( k \)-th signals at time-lag zero for level \( j \) which is defined as

\[
\gamma_{i,k,j} := \text{cov}(W_{i,j,t}, W_{k,j,t}).
\]

One can easily notice that the WV is a special case of the WCCV when \( i = k \). We can refer to \( \mathbf{A}_j := \text{var}(\mathbf{W}_{j,t}) \) as the WCCV matrix at level \( j \). Thus, as a result of the above developments and of the representation in (2), we can express the variance of the virtual gyroscope (or its generalization) as

\[
\sum_{j=1}^{J} \text{var}(\tilde{W}_{j,t}) = \sum_{j=1}^{J} \mathbf{c}^\top \mathbf{A}_j \mathbf{c}.
\]

However, in practice one may be interested in reducing the variance of the virtual gyroscope over certain time-scales (e.g. minimize short-run or long-run variance) and for this purpose we introduce the weights \( \omega = (\omega_1, \ldots, \omega_J)^\top \in \Omega \) to each of the \( J \) scales, where we define

\[
\Omega := \{ \omega \in \mathbb{R}^J : \omega^\top \mathbf{1}_J = 1 \text{ and } \omega_j \geq 0 \text{ for all } j \}.
\]

For example, one may choose equal weights for all levels, implying that the minimization of the variance of \( (S_i) \) occurs evenly across all time-scales. Nevertheless when it comes to navigation, as mentioned earlier one may be interested in maximizing navigation performance, i.e. minimizing the variance of \( (S_i) \), over specific time-scales due to the nature of the navigation filter. Taking into account the weights to the time-scales (i.e. levels), we can approximate \( \text{var}(S_t) \) with

\[
\sum_{j=1}^{J} \mathbf{c}^\top \omega_j \mathbf{A}_j \mathbf{c} = \mathbf{c}^\top \sum_{j=1}^{J} \omega_j \mathbf{A}_j \mathbf{c}.
\]

(3)

The matrix \( \mathbf{A}_0 := \left( \sum_{j=1}^{J} \omega_j \gamma_{i,k,j} \right)_{i,k=1,\ldots,p} \) therefore represents a weighted average of the WCCV matrices across all levels. Since all \( \mathbf{A}_j \) are positive definite and all \( \omega_j \) are non-negative, we have

\[
\det(\mathbf{A}_0) \geq \sum_{j=1}^{J} \omega_j^p \det(\mathbf{A}_j) > 0,
\]

implying that the matrix \( \mathbf{A}_0 \) is nonsingular. Based on the expression in (3) we can finally define the optimal coefficient vector \( \mathbf{c}_0 \) as

\[
\mathbf{c}_0 := \arg\min_{\mathbf{c} \in \mathcal{C}} \mathbf{c}^\top \mathbf{A}_0 \mathbf{c}.
\]

(4)

Solving this minimization can be problematic due to the restriction of \( \mathbf{c} \in \mathcal{C} \). So alternatively, to respect these constraints, we can replace the above minimization problem through the use of a Lagrange multiplier \( \lambda \) which modifies (4) as follows:

\[
\left[ \mathbf{c}_0^\top, \lambda \right]^\top := \arg\min_{\mathbf{c} \in \mathbb{R}^p, \lambda \in \mathbb{R}} \mathbf{c}^\top \mathbf{A}_0 \mathbf{c} + \lambda (\mathbf{c}^\top \mathbf{1}_p - 1).
\]

By setting the first derivative to zero, we can obtain the following result:

\[
\mathbf{c}_0 = \frac{\mathbf{A}_0^{-1} \mathbf{1}_p}{\mathbf{1}_p^\top \mathbf{A}_0^{-1} \mathbf{1}_p}.
\]

(5)

With the closed-form expression, this solution can therefore be computationally efficient to obtain. However, we do not directly observe the matrix \( \mathbf{A}_0 \) so we replace it with a sample version \( \hat{\mathbf{A}} \) defined as

\[
\hat{\mathbf{A}} := \left( \sum_{j=1}^{J} \omega_j \hat{\gamma}_{i,k,j} \right)_{i,k=1,\ldots,p},
\]

which is an unbiased estimator of \( \mathbf{A}_0 \) where

\[
\hat{\gamma}_{i,k,j} := \frac{1}{M_j} \sum_{l=1}^{M_j} \tilde{W}_{i,j,t} \tilde{W}_{k,j,t} \mathbf{c}.
\]

is the WCCV estimator for level \( j \) and time-lag zero between the \( i \)-th and \( k \)-th signals, with \( M_j := T - L_j + 1 \) representing
the number of wavelet coefficients generated at level \( j \) with the maximum-overlap transform [17]. As a result of [25], \( \hat{A} \) is a consistent estimator of \( A_0 \), so \( \hat{A} \) is also nonsingular for sufficiently large sample sizes. It must also be underlined that the time indices for the above estimator should formally be \( t = L_j, \ldots, T \), but for this work we assume a simple re-indexing of the wavelet coefficients to \( t = 1, \ldots, M_j \). Consequently, we deliver the following estimator for the optimal coefficients:

\[
\hat{c} = \hat{A}^{-1}1_p = \frac{1}{1_p} \hat{A}^{-1}1_p.
\]

(6)

We call the approach based on the estimator \( \hat{c} \) the Scale-wise Variance Optimization (SVO).

**Remark 2:** As mentioned in Remark 1, so far we have assumed that a known deterministic calibration has been applied to the measurements. Hence, the optimal coefficients \( \hat{c} \) depend on the employed calibration vectors \( s_i \) with \( i = 1, \ldots, p \). In the case where each \( s_i \) needs to be updated during operations, the optimal coefficients can be computed (possibly in real-time) based on: (i) the weights on the scales \( \omega \), (ii) the deterministic calibration vectors \( s_i \) and (iii) the WCCV based on the uncorrected measurements (which only needs to be computed once and can be stored along with the device). In App. A, the relationship between the optimal coefficients \( \hat{c} \) and the above quantities is given explicitly. Therefore, this provides a simple strategy to compute the optimal coefficients for any new deterministic calibration, without the need of acquiring new static calibration data.

### III. Statistical Properties

To study the statistical properties of the estimator \( \hat{c} \) we closely follow and adapt the discussion in [25] from which we borrow various definitions and conditions for the asymptotic properties of the WCCV estimator \( \gamma_{i,k,j} \). To start, we define

\[
\mathbb{F}(\cdot) = \left( f^{(1)}(\cdot), f^{(2)}(\cdot), \ldots, f^{(p)}(\cdot) \right)^	op,
\]

as an \( \mathbb{R}^p \)-valued measurable function as well as the filtration \( \mathcal{F}_t = \sigma(\cdot, \ldots, e_t) \) where \( e_t \) are independently and identically distributed (i.i.d.) random variables. Then, we consider the first condition as follows:

(C1) The multivariate process \( \mathbf{W}_{j,t} \) can be represented as \( \mathbf{W}_{j,t} = \mathbb{F}(\mathcal{F}_t) \).

This condition is commonly assumed to study the asymptotic properties of dependent processes and, if not directly stated, is often implied by other assumptions. For example, this condition is typically satisfied when the multivariate process \( \mathbf{W}_{j,t} \) is ergodic and (strictly) stationary implying that the processes \( \mathbf{W}_{i,j,t}, (\mathbf{W}_{i,j,t})^2 \) and \( \mathbf{W}_{i,j,t} \mathbf{W}_{k,j,t} \) are stationary for all \( i, k = 1, \ldots, p \). This condition is respected for a wide class of time series models such as causal ARMA models and various state-space models (see e.g. [26] and [27]).

We now consider an additional definition consisting in

\[
\mathbf{W}_{j,t}^* := \mathbb{F}(\mathcal{F}_t^*),
\]

with \( \mathcal{F}_t^* = \sigma(\ldots, e_0^*, \ldots, e_{t-1}, e_t) \), where \( e_0^* \) is an independent copy of \( e_0 \) from the same distribution. Following this definition, underlining that a consequence is that \( \mathbf{W}_{j,t}^* = \mathbf{W}_{j,t} \) when \( t < 0 \), we can state the remaining conditions:

(C2) \[
\max_{i=1,\ldots,p} \mathbb{E} \left( \mathbf{W}_{i,j,t}^4 \right)^{1/4} < \infty.
\]

(C3) \[
\max_{i=1,\ldots,p} \sum_{t=0}^\infty \mathbb{E} \left[ (\mathbf{W}_{i,j,t} - \mathbf{W}_{i,j,t}^*)^4 \right]^{1/4} < \infty.
\]

Both Conditions (C2) and (C3) require the fourth moment of the wavelet coefficients (or a certain transformation of it) to be finite for all \( i = 1, \ldots, p \) and all \( j = 1, \ldots, J \). In particular, Condition (C3) ensures that the cumulative impact of \( \epsilon_t^* \) on the future values of the process \( \mathbf{W}_{i,j,t} \) is finite, and therefore, it can be interpreted as a short-range dependence condition [28].

**Remark 3:** As underlined in [29], when using a Daubechies filter (such as the Haar wavelet filter) the wavelet coefficients \( \epsilon_t^* \) can be represented as a linear combination of the \( d \)-th order difference of the original process \( X_{i,t} \), which we denote as \( (\Delta_t^d) \). In this case Conditions (C1) to (C3) can be directly applied to \( (\Delta_t^d) \) instead of \( \epsilon_t^* \).

In addition to the wide range of processes considered in [26] and [27], using the representation considered in the above remark with the Haar wavelet filter, App. B verifies Conditions (C1) to (C3) for a composite stochastic process made of a random walk and a finite sum of first-order autoregressive (AR(1)) processes, which is a commonly assumed process for inertial sensor error signals (see e.g. [19] and the references therein).

We now have all the required conditions to study the asymptotic properties of the estimator \( \hat{c} \) defined in (6). Before addressing these properties, to ease notation we also define the following quantities:

\[
\gamma_0 := \left( \gamma_{i,k,j} \right)_{i,j=1,\ldots,J, k=1,\ldots,p}
\]

and

\[
\hat{\gamma} := \left( \hat{\gamma}_{i,k,j} \right)_{i,j=1,\ldots,J, k=1,\ldots,p}
\]

which respectively represent the true and the estimated WCCV vectors. With these final definitions, the first property that we study is the consistency of the proposed estimator \( \hat{c} \) which is stated in the following theorem (followed by the proof).

**Theorem 1:** Under Conditions (C1) to (C3) we have that \( \| \hat{c} - c_0 \|_2 = o_0(1) \).

**Proof:** From [25], under Conditions (C1) to (C3), we have that \( \hat{\gamma} \overset{P}{\to} \gamma_0 \). By the continuous mapping theorem and the continuity of the matrix inversion, we have that \( \hat{A}^{-1}1_p \overset{P}{\to} A_0^{-1}1_p \) and \( \hat{A}^{-1}1_p \overset{P}{\to} 1_p A_0^{-1}1_p \). Therefore, we have that

\[
\hat{c} = \frac{\hat{A}^{-1}1_p}{1_p A_0^{-1}1_p} \overset{P}{\to} \frac{A_0^{-1}1_p}{1_p A_0^{-1}1_p} = c_0,
\]

which concludes the proof.

As a consequence of Theorem 1, whose proof is straightforward based on the results in [25], we have confirmed that the proposed estimator indeed asymptotically targets the desired 2

2. Defining the backshift operator \( B \) as \( X_{i,t-1} =BX_{i,t} \), then the \( d \)-th order difference is given by \((1-B)^d X_{i,t} \).
optimal coefficient vector \( c_0 \). In order to perform inference (e.g. to understand if all signals have similar precision based on the value of \( \gamma \)), we also need to derive the asymptotic distribution of \( \hat{c} \). To do so, we further define \( \mathbf{V} \) as the \( J_p^2 \times J_p^2 \) asymptotic covariance matrix of \( \gamma \) as well as the \( p \times J_p^2 \) matrix \( \mathbf{G} \) whose \( i \)-th column is given by

\[
\begin{bmatrix}
\frac{1}{p}\mathbf{I}_p & -\mathbf{A}_0^{-1}\mathbf{1}_p^\top
\end{bmatrix}
\begin{bmatrix}
\mathbf{A}_0^{-1}\mathbf{1}_p^\top
\end{bmatrix}
- \mathbf{A}_0^{-1}\frac{\partial \mathbf{A}_0}{\partial \gamma_i} \mathbf{A}_0^{-1}\text{1}_p,
\]

where \( \gamma_i \) denotes the \( i \)-th element of a general WCCV vector \( \gamma \), and \( \mathbf{I}_p \) is the \( p \times p \) identity matrix. Using this notation, the following theorem states the asymptotic distribution of \( \hat{c} \) (followed by the proof).

**Theorem 2:** Under Conditions (C1) to (C3), we have that

\[
\sqrt{T}(\hat{c} - c_0) \xrightarrow{D} \mathcal{N}(0, \Sigma),
\]

with \( \Sigma := \mathbf{G}^\top \mathbf{V} \mathbf{G} \).

**Proof:** For simplicity we define \( g(\gamma) : \mathbb{R}^{J_p^2} \rightarrow \mathcal{C} \) as

\[
g(\gamma) := \frac{\mathbf{A}(\gamma)^{-1}\mathbf{1}_p^\top}{\mathbf{1}_p^\top \mathbf{A}(\gamma)^{-1}\mathbf{1}_p},
\]

where \( \mathbf{A}(\gamma) := \left( \sum_{j=1}^J \omega_j \gamma_{i,k,j} \right)_{i,k=1,...,p} \) is the WCCV matrix of the general WCCV vector

\[
\gamma := (\gamma_{i,k,j})_{j=1,...,J}.
\]

As a consequence of this notation, we have that \( \mathbf{A}_0 = \mathbf{A}(\gamma_0) \) and \( \hat{A} = \mathbf{A}(\hat{\gamma}) \), implying that \( \mathbf{c}_0 = g(\gamma_0) \) and \( \hat{c} = g(\hat{\gamma}) \). Using the chain-rule we have for \( i = 1, \ldots, J_p^2 \)

\[
\frac{\partial g(\gamma)}{\partial \gamma_i} = \left[ \frac{\partial}{\partial \mathbf{A}(\gamma)^{-1}\mathbf{1}_p^\top} \mathbf{A}(\gamma)^{-1}\mathbf{1}_p \right] \frac{\partial \mathbf{A}(\gamma)^{-1}\mathbf{1}_p}{\partial \gamma_i},
\]

where we have

\[
\frac{\partial}{\partial \mathbf{A}(\gamma)^{-1}\mathbf{1}_p^\top} \mathbf{A}(\gamma)^{-1}\mathbf{1}_p \mathbf{1}_p^\top \mathbf{A}(\gamma)^{-1}\mathbf{1}_p = \frac{\mathbf{I}_p}{\mathbf{1}_p^\top \mathbf{A}(\gamma)^{-1}\mathbf{1}_p} - \frac{\mathbf{A}(\gamma)^{-1}\mathbf{1}_p^\top}{\mathbf{1}_p^\top \mathbf{A}(\gamma)^{-1}\mathbf{1}_p} \mathbf{A}(\gamma)^{-1}\mathbf{1}_p^\top,
\]

and

\[
\frac{\partial}{\partial \gamma_i} \mathbf{A}(\gamma)^{-1}\mathbf{1}_p = -\mathbf{A}(\gamma)^{-1} \frac{\partial \mathbf{A}(\gamma)}{\partial \gamma_i} \mathbf{A}(\gamma)^{-1}\mathbf{1}_p.
\]

Therefore, by the multivariate delta method and using the property that

\[
\sqrt{T}(\hat{\gamma} - \gamma_0) \xrightarrow{D} \mathcal{N}(0, \mathbf{V}),
\]

from [25], under Conditions (C1) to (C3) we have that

\[
\sqrt{T}(\hat{c} - c_0) = \sqrt{T}(g(\hat{\gamma}) - g(\gamma_0)) \xrightarrow{D} \mathcal{N}(0, \mathbf{G}^\top \mathbf{V} \mathbf{G}),
\]

which concludes the proof.

With the results of this section we have verified that, under standard regularity conditions, the proposed estimator is statistically appropriate and converges in probability to the coefficients \( c_0 \) defining the optimal virtual gyroscope we put forward in this work. More specifically, Theorem 2 also provides the form of the asymptotic covariance matrix of \( \hat{c} \) which can be used to deliver confidence intervals for the proposed estimator \( \hat{c} \) thereby allowing to determine, for example, whether the collected signals are long enough, whether an equally weighted average is adequate to build a virtual gyroscope or to understand whether we should use certain signals to deliver the virtual signal. One can easily obtain an estimator of the asymptotic covariance matrix \( \mathbf{V} \) by using parametric bootstrap if an underlying model is assumed for the error signals. However, in the context of this work we do not assume an underlying parametric model for the individual signals and we would therefore need to rely on non-parametric techniques, such as the batched-mean estimator [27] or the progressive batched-mean method generalized from the idea in [30]. In the next section we therefore consider the solution provided by one of these non-parametric methods, namely the Moving Block Bootstrap (MBB) [31], [32], and show that this approach adequately quantifies the variability of the proposed estimator with asymptotically adequate coverage property.

**IV. Covariance Computation**

Let us denote the estimator of the asymptotic covariance matrix as \( \hat{\Sigma} \) which, given the “sandwich” form provided in Theorem 2, can be represented as

\[
\hat{\Sigma} := \hat{\Sigma}^\top \mathbf{G} \mathbf{V} \mathbf{G}^\top,
\]

where \( \hat{\mathbf{V}} \) and \( \hat{\mathbf{G}} \) are respectively estimators of \( \mathbf{V} \) and \( \mathbf{G} \). While \( \mathbf{G} \) can be easily obtained as a plug-in estimator by using \( \hat{\mathbf{A}} \), the estimation of \( \mathbf{V} \) needs to rely on other computational techniques. For this purpose, we focus on the MBB procedure.

Firstly let us recall that the number of wavelet coefficients is denoted as \( M_j \) for each level \( j \) of wavelet decomposition. Since \( M_j \) decreases as the level \( j \) increases and the MBB procedure needs to be applied to vectors of the same length, we first need to obtain the same number of wavelet coefficients at each level while preserving the WCCV at time-lag zero between signals. More specifically, since we have \( M_1 \leq M_j \) for all \( j \), we can remove \( D_j := M_j - M_1 \) wavelet coefficients from level \( j \), which results in \( M_j \) wavelet coefficients at all levels for all individual signals. Thus, for the \( i \)-th individual process, we obtain a \( J \times M_j \) “trimmed” wavelet coefficient matrix denoted as \( \mathbf{Y}(i) \) with the \( j \)-th row represented as \( (W_{i,j,1}, \ldots, W_{i,j,M_j}) \).

Next we can build a sequence of time-overlapping blocks from the matrices \( \mathbf{Y}(i) \) with \( i = 1, \ldots, p \). More specifically, considering the block size as \( l \in \mathbb{N}_+ \), and \( \mathbf{Y}(i)_l \) as the \( l \)-th column of \( \mathbf{Y}(i) \), we can create the following time-overlapping block matrices:

\[
\begin{bmatrix}
\mathbf{Y}_1(i) & \ldots & \mathbf{Y}_{l}(i) \\
\mathbf{Y}_{l+1}(i) & \ldots & \mathbf{Y}_{2l}(i) \\
\vdots & \ddots & \vdots \\
\mathbf{Y}_{(p-1)l}(i) & \ldots & \mathbf{Y}_{pl}(i)
\end{bmatrix},
\]

where each block matrix is of dimension \( J \times l \) and the optimal block size is \( l = O(T^{1/3}) \) (see e.g. [33]). If \( M_j \) is a multiple of \( l \), then we can sample with replacement \( B := M_j/l \) blocks independently with replacement:

\[
\mathbf{Y}(i)_{B} := \begin{bmatrix}
\mathbf{Y}(i)_{B_1} & \ldots & \mathbf{Y}(i)_{B_{l-1}} & \mathbf{Y}(i)_{B_l} \\
\mathbf{Y}(i)_{B_{l+1}} & \ldots & \mathbf{Y}(i)_{B_{2l-1}} & \mathbf{Y}(i)_{B_{2l}} \\
\vdots & \ddots & \vdots & \vdots \\
\mathbf{Y}(i)_{B_{(B-1)l-1}} & \ldots & \mathbf{Y}(i)_{B_{Bl-1}} & \mathbf{Y}(i)_{B_{Bl}}
\end{bmatrix},
\]
where the block-starting points $U_1, \ldots, U_B$ follow an i.i.d. discrete Uniform($1, M_J - l + 1$) and are the same for all $i = 1, \ldots, p$. If $M_J$ is not a multiple of $l$, then we resample $B := \lceil M_J/l \rceil + 1$ blocks, where $\lceil \cdot \rceil$ is the floor function, and use only the first columns of the $B$-th block such that the resulting $Y_{(i)}^{(1)}$ matrix is of dimension $J \times M_J$. Thus, the matrix $Y_{(i)}^{(1)}$ consists of the resampled wavelet coefficients, and we denote $W_{i,j,t}$ as the $(j, t)$-th entry of $Y_{(i)}^{(1)}$ with $i = 1, \ldots, p$, $j = 1, \ldots, J$ and $t = 1, \ldots, M_J$. It must be noticed that in this MBB resampling procedure, the wavelet coefficients at time $t$ are resampled jointly for all signals at all levels.

Having obtained a resampled version $W_{i,j,t}^*$ of $W_{i,j,t}$ for $t = 1, \ldots, M_J$, we need to complete each level $j$ by completing $W_{i,j,t}^*$ with $t = M_J + 1, \ldots, M_J$. More precisely, for each $i$-th individual process at level $j$, we consider time-overlapping vectors of length $D_j$:

\[
(W_{i,j,1}, \ldots, W_{i,j,D_j})^T, (W_{i,j,2}, \ldots, W_{i,j,D_j+1})^T, \\
(W_{i,j,3}, \ldots, W_{i,j,D_j+2})^T, \ldots, (W_{i,j,M_J-D_j+1}, \ldots, W_{i,j,M_J})^T.
\]

Considering these vectors, we sample a time-index $t_j$ independently from the discrete Uniform($1, M_J - D_j + 1$) for all $j = 1, \ldots, J$. Then for each level $j$, we define

\[
(W_{i,j,M_J+1}, \ldots, W_{i,j,M_J}) := (W_{i,j,t_j}, \ldots, W_{i,j,t_j+D_j-1}),
\]

for all $i = 1, \ldots, p$. Having obtained all resampled wavelet coefficients, we can compute a bootstrapped estimator $\hat{\gamma}^*$ for $\gamma_0$ that is given by

\[
\hat{\gamma}^* := (\hat{\gamma}_{i,k,j})_{j=1,\ldots,J, k=1,\ldots,p},
\]

with

\[
\hat{\gamma}_{i,k,j}^* := \frac{1}{M_j} \sum_{t=1}^{M_j} W_{i,j,t}^* W_{k,j,t}^*.
\]

Repeating the above steps for $H \in \mathbb{N}_+$ times, we can consequently obtain a sequence of bootstrapped estimators $\{\hat{\gamma}_1^*, \ldots, \hat{\gamma}_H^*\}$, based on which we can construct an estimator $\hat{\gamma}^*$ for $\gamma_0$ that is defined as

\[
\hat{\gamma}^* := \frac{1}{H} \sum_{h=1}^{H} (\hat{\gamma}_h^* - \bar{\gamma}) (\hat{\gamma}_h^* - \bar{\gamma})^T.
\]

In order for the bootstrap approximation to be adequate, we need $H$ to be sufficiently large. The complete procedure to compute $\hat{\gamma}^*$ is summarized in Algorithm 1 in App. C.

Once the estimator $\hat{\gamma}^*$ is obtained, we can finally deliver an estimator $\hat{\Sigma}^*$ for the matrix of interest $\Sigma$ that is given by

\[
\hat{\Sigma}^* := \hat{G} \hat{\gamma}^* \hat{G}^T.
\]

As an additional note, the matrix $\hat{\Sigma}^*$ could eventually be computed directly within the MBB procedure. However, there is a general interest to obtain an appropriate estimator for the matrix $\Sigma$ in various applications as highlighted at the end of this section. Moreover, the use of a plug-in estimator $G$ possibly allows to diminish the dependence of the final estimator $\hat{\Sigma}^*$ on the resampling procedure.

**Remark 4:** In the case where $(X_t)$ is jointly stationary, one can directly perform the MBB on $(X_t)$ to compute $\hat{\Sigma}^*$ which would avoid the resampling step to ensure $W_{i,j,t}^*$ with $t = 1, \ldots, M_J$ for all $j = 1, \ldots, J$.

**Remark 5:** The selection of the block size is an important aspect. In [33] it is suggested that the asymptotically mean squared error optimal block length for bias and variance estimation is of an order of $T^{1/3}$, i.e.

\[
l = \lceil K \cdot T^{1/3} \rceil,
\]

where $K$ is some positive constant. Different approaches (see e.g. [34], [35], [36]) have been proposed to estimate the optimal block size, or equivalently the associated constant $K$. More detailed discussions on this issue can be found in [33] as mentioned above.

Given the proposed procedure, we want to verify that the considered estimator $\hat{\Sigma}^*$ delivers adequate (asymptotic) inference allowing to quantify sampling uncertainty in the estimation of the optimal coefficients $c_0$. More specifically, setting a significance level $\alpha \in (0, 1)$, we would want the following interval to asymptotically include $c_0$ with probability $1 - \alpha$:

\[
(\hat{c}_{i} \pm z_{1-\alpha/2} \sqrt{\hat{\Sigma}_{i,i}^*/T}),
\]

where $z_{1-\alpha/2}$ corresponds to the 100$(1 - \alpha/2)$-th percentile of the standard normal distribution and $\hat{\Sigma}_{i,i}^*$ is the $(i, i)$-th entry of the matrix $\hat{\Sigma}^*$. The reason for considering this interval lies in the asymptotic behavior of the estimator $\hat{c}$ which, as stated in Theorem 2, is asymptotically normally distributed with covariance matrix $\Sigma$. Therefore, denoting $c_{0,i}$ as the $i$-th element of $c_0$ and $\hat{c}_{0,i}$ as the $i$-th element of $\hat{c}_0$. Theorem 3 below states the validity of the estimator $\hat{\Sigma}^*$ in achieving asymptotically accurate coverage, the proof of which can be found in App. D.

**Theorem 3:** Under Conditions (C1) to (C3), for $i = 1, \ldots, p$, with optimal block size $l = O(T^{1/3})$ we have

\[
\lim_{T \to \infty} \Pr \left[ c_{0,i} \in \left( \hat{c}_{i} \pm z_{1-\alpha/2} \sqrt{\hat{\Sigma}_{i,i}^*/T} \right) \right] = 1 - \alpha,
\]

for $H$ diverging sufficiently fast with respect to $T$.

**Remark 6:** The result of Theorem 3 can be refined if the distribution of $\sqrt{T} \hat{\Sigma}_{i,i}^{-1/2} (\hat{c}_{i} - c_{0,i})$ admits an Edgeworth expansion, a requirement that is generally satisfied under suitable regularity conditions (usually moment and smoothness conditions, see [37] and the references therein). Indeed, using Theorem 3, we have

\[
\sqrt{T} \hat{\Sigma}_{i,i}^{-1/2} (\hat{c}_{i} - c_{0,i}) \overset{D}{\to} \mathcal{N}(0, 1).
\]

Applying the Edgeworth expansion on the cumulative distribution function of $\sqrt{T} \hat{\Sigma}_{i,i}^{-1/2} (\hat{c}_{i} - c_{0,i})$ and under additional regularity requirements (including on the diverging rate of $H$ with respect to $T$), we can obtain

\[
\sup_{z \in \mathbb{R}} \left| \Pr \left[ \sqrt{T} \hat{\Sigma}_{i,i}^{-1/2} (\hat{c}_{i} - c_{0,i}) < z \right] - \Phi(z) \right| \leq \frac{C}{\sqrt{T}},
\]

where $C$ is some finite positive constant and $\Phi(\cdot)$ denotes the cumulative distribution function of the standard normal distribution. Therefore, the result of Theorem 3 could be refined as
follows:
\[
\Pr \left[ c_{0,i} \in \left( \tilde{c}_i \pm z_{1-\alpha/2} \sqrt{\tilde{\Sigma}_{i,i}/T} \right) \right] = 1 - \alpha + O \left( T^{-1/2} \right).
\]

Theorem 3 is therefore important for this work but, in addition, the results required to prove this theorem are essential for many other applications that make use of the WV. In order to highlight these results we state the following corollaries, the proofs of which are provided in App. E.

**Corollary 1:** Let \( \| \cdot \|_F \) denote the Frobenius norm. Under Conditions (C1) to (C3), with optimal block size \( l = O \left( T^{1/3} \right) \) we have
\[
\left\| \hat{V}^* - V \right\|_F = O_p \left( T^{-1/3} \right),
\]
for \( H \) diverging sufficiently fast with respect to \( T \).

**Corollary 2:** Under Conditions (C1) to (C3), with optimal block size \( l = O \left( T^{1/3} \right) \), for \( i = 1, \ldots, Jp^2 \) we have
\[
\lim_{T \to \infty} \Pr \left[ \gamma_{0,i} \in \left( \tilde{c}_i \pm z_{1-\alpha/2} \sqrt{\tilde{\Sigma}_{i,i}/T} \right) \right] = 1 - \alpha,
\]
for \( H \) diverging sufficiently fast with respect to \( T \).

As mentioned earlier, a non-parametric estimator of the asymptotic covariance matrix \( V \) is of great importance for all applications that perform inference based on this quantity. Among others, examples of such applications are related to Portmanteau tests, model estimation and selection (see e.g. [3], [29], [38], [39], [40], [41], [42] to mention a few). This approach is consequently used for the simulation and case studies presented in the following sections also highlighting its relevance in the context of this work.

V. SIMULATION STUDIES

We present two simulation studies to give support to the theoretical properties of the SVO method and compare it with an alternative method put forward in [11], which, to the best of our knowledge, is currently the only available alternative method to optimize the stochastic properties of the resulting virtual signal. The latter approach is based on a parametric assumption on the underlying process that generates the individual gyroscope error signals. Therefore, to make a fair comparison, in the first simulation (Sec. V-A) we assume that the true stochastic model for the individual gyroscopes is the same as the one considered in [11]. Considering the complexity of stochastic signals issued from gyroscopes, this model is relatively simple but often accepted for high-grade sensors and for certain low-cost MEMS sensors, as found in [11]. In the second simulation (Sec. V-B), the stochastic model considered is substantially more complex and more representative of low-cost MEMS sensors whose error signature tends to exhibit bias instability [43]. In that case it would be considerably more difficult to formulate an optimal signal combination based on a parametric assumption. In this setting, which essentially better approximates the complexity of stochastic error signals in real application scenarios, it is possible to observe the potential advantages of the non-parametric method presented in this paper.

Since the goal of these simulation studies is to understand how the SVO method delivers virtual signals that reduce the WV of future (out-of-sample) signal arrays, both studies are performed as follows:

1) Simulate 50 signal arrays (each with six signals) from a fixed model.
2) For each array, we apply each method to obtain optimal coefficients, delivering 50 vectors of optimal coefficients for each method.
3) For each coefficient vector, we simulate 10 new signal arrays (each with six signals) from the same model and compute the optimal virtual signal for each signal array based on the respective coefficient vector, thus resulting in 10 virtual signals for each coefficient vector.

Overall, using independent array samples from the same model for each step, the above procedure generates 500 out-of-sample virtual signals for each method. In all cases, the individual signals that compose the arrays correspond to 3 hours recording at 200 Hz (whose length is equivalent to 29 hours recording at 10 Hz as used in [11]). This sample size allows us to consider \( J = 19 \) levels of wavelet decomposition.

A. Case 1

The setting used in [11] consisted in an array of six gyroscopes where all stochastic error signals follow a fixed composite model composed by a white noise and a random walk defined as follows:
\[
X_t = 1_6 \delta + b_t + \xi_t, \quad \xi_t \overset{iid}{\sim} N(0, R),
\]
\[
b_t = b_{t-1} + \eta_t, \quad \eta_t \overset{iid}{\sim} N(0, Q),
\]
where \( \delta \) is the constant angular velocity described in Sec. II. Here the matrix \( R \) is diagonal, implying that the components of the white noise are independent for a given time \( t \), where the diagonal elements are given by
\[
[2.806, 1.978, 1.361, 1.064, 1.069, 2.539],
\]
with the values expressed in deg/2/s^2 \times 10^7. On the other hand, as often observed in practice, the innovations of the random walk are correlated at a given time \( t \), with diagonal elements of the covariance matrix \( Q \) given by
\[
[0.255, 0.472, 3.489, 2.092, 0.555, 2.501],
\]
with the values expressed in deg^2/s^2 \times 10^{13}. For ease of illustration, the intensity of the correlation matrix based on \( Q \) is graphically represented in Fig. 1 while its exact values are given in App. F1. We highlight that in [11] (Sec. 2.9) the above reported quantities are expressed as a function of the continuous noise power spectral density whereas in this work they are presented in discrete time units.

It is not possible to make a direct comparison between the SVO method and the approach put forward in [11]. Indeed, the latter is fully parametric and explicitly aims at minimizing the variance of the random walk innovations of the resulting virtual gyroscope, whereas the SVO method, as stated earlier, is non-parametric and consequently makes no parametric assumptions on the underlying signal generating process. More specifically,
as derived from the definitions in [11] with \( \delta = 0 \), the virtual
gyroscope signal defined as a linear combination of individual
gyroscopes that satisfy (10) can be expressed as follows:
\[
V_t := c^\top X_t = \tilde{b}_t + \tilde{\xi}_t, \quad \hat{b}_t := c^\top b_t = \tilde{b}_{t-1} + \tilde{\eta}_t,
\]
with
\[
\tilde{\xi}_t := c^\top \xi_t \sim \mathcal{N}(0, \sigma^2), \quad \sigma^2 := c^\top Rc,
\]
\[
\tilde{\eta}_t := c^\top \eta_t \sim \mathcal{N}(0, \gamma^2), \quad \gamma^2 := c^\top Qc.
\]
For the SVO method we present its performance based on two
different weight vectors on time-scales denoted respectively as
\( \omega_1 \) and \( \omega_2 \), the actual values of which are provided in App. F1.
The first weight vector \( \omega_1 \) aims at assigning more weights to
the higher levels of decomposition, where the impacts of the
variance of the random walk process are noticeable. Hence, this
weight vector is closely related to the optimal coefficient vector
proposed by [11] that minimizes the drift of the virtual gyroscope
(see (47) in [11] for more details). We denote the latter as \( c_{RDVG} \).
On the other hand, the second weight vector \( \omega_2 \) attempts to
achieve the opposite goal, namely to reduce the variance of the
virtual gyroscope at the lowest scales with the aim to reduce
the variance of the white noise process. The latter weight vector
is therefore chosen to highlight the flexibility of the proposed
SVO method. The coefficients based on \( \omega_1 \) and \( \omega_2 \) using
the SVO method are denoted respectively as \( c_{\omega_1} \) and \( c_{\omega_2} \).

We first compare the performance of these methods in terms
of the WV of the constructed virtual signals in Fig. 2. More
precisely, we compare the WV of the virtual signals computed
using the SVO method based on both \( \omega_1 \) and \( \omega_2 \), as well as
the one obtained with the approach of [11]. As a reference, we
also present the WV of the virtual signals delivered by equally
weighted coefficients (i.e. \( c_{eq} := 1/6 \cdot I_6 \)). In the lower plot
of Fig. 2 we present the average WV of the 500 out-of-sample
virtual signals obtained with each method in this simulation.
We also present the confidence intervals of these averages for
each method considered, as well as the WV of one randomly
selected out-of-sample array of signals from the simulation to
visualize how all methods allow to reduce the WV compared
to the original array signals. As we can see from this lower
plot, the WV of the virtual signals based on \( c_{eq} \) and \( c_{\omega_2} \) appear
extremely close, and nevertheless the latter has the lowest WV at
the first scales among all methods. This is expected as the weight
vector \( \omega_2 \) is chosen to minimize the WV of the virtual signals
at the short time-scales. On the other hand, the method based
the SVO method based on $\omega_2$ greatly reduces the value of the white noise parameter $\sigma^2$ compared to the other two methods. Overall, one may conclude that the SVO method appears to have a reasonable performance compared to the approach put forward in [11].

An additional aspect that is interesting to consider is the empirical distributions of the estimated coefficients for each method, i.e. $\tilde{c}_{\text{RDVG}}$, $\tilde{c}_{\omega_1}$, and $\tilde{c}_{\omega_2}$, which are summarized in Fig. 4. We recall that 50 coefficient vectors are issued from this simulation for each method, implying that each boxplot represents 50 data-points. Although the diagonal elements of the model innovation covariance matrices $\mathbf{R}$ and $\mathbf{Q}$ (given in (11) and (12) respectively) cannot be interpreted independently from the off-diagonal elements, it is interesting to see how the estimated coefficients appear to be consistent with the values of the innovation variances for each method. More specifically, we highlight that the first, second and sixth signals have the largest variances for the white noise process (as given in (11), with values of 2.806, 1.978 and 2.539 deg$^2$/s$^2 \times 10^7$). The SVO method based on $\omega_2$ which aims exactly at minimizing the virtual signal variance at the short time-scales obtains coefficients that are consistently lower than the equal weights $c_{\text{Eq}}$ for these three individual signals. On the other hand, the third, fourth and sixth signals have the largest variances for the random walk process (as given in (12) with values of 3.489, 2.092 and 2.501 deg$^2$/s$^2 \times 10^{13}$), and it can be seen that the computed $\tilde{c}_{\text{RDVG}}$ and $\tilde{c}_{\omega_1}$ are smaller than $c_{\text{Eq}}$ for these three individual signals. Therefore, Fig. 3 confirms that these methods are delivering intuitive coefficients under this perspective and highlights again the flexibility of the SVO method when employing different weights on time-scales.

As a final result for this simulation, we consider how well the covariance computation method studied in Sec. IV is able to deliver adequate confidence intervals for the coefficients. Since the last scales of WV are more variable, we focus on studying the coverage of the confidence intervals based on the coefficients obtained using the SVO method with $\omega_2$. Indeed, $c_{\omega_2}$ is less dependent on the last scales by construction and more on the first scales, which allows to better illustrate the asymptotic properties of the estimated coefficients. Since the considered model has a closed-form representation of the WCCV, we can directly compute the matrix $\mathbf{A}_0$ defined in (3) based on $\omega_2$ and therefore obtain the true coefficients $c_0$ with (5). We then run $10^3$ Monte-Carlo replications using the same model where, for each replication, we compute the 95% confidence intervals given by (9) based on $\tilde{c}_{\omega_2}$ and $\tilde{\Sigma}^*$, and verify whether each element of $c_0$ is captured in the respective confidence intervals. For this purpose, we compute the approximated asymptotic covariance matrix $\tilde{\Sigma}^*$ given in (7) by considering $K = 10$ for the optimal block size $l$ given in (8), and then use the MBB method discussed in Sec. IV. As highlighted in App. H, the results do not appear to depend much on the choice of $K$ for this specific case.

Fig. 5 presents the coverage results based on the above procedure. In particular, the horizontal shaded area represents the estimation error for the empirical coverage, i.e. the region within which an estimated coverage would be considered accurate given the number of Monte-Carlo replications. As the dots represent the estimated coverage for each of the six coefficients in $\tilde{c}_{\omega_2}$, we can see that all the empirical coverages lie within (or are extremely close to) the acceptable region and are therefore

Fig. 3. Estimated values for the white noise parameter $\sigma^2$ and the random walk parameter $\gamma^2$ of the virtual gyroscopes based on different methods considered in the simulation presented in Sec. V-A.

Fig. 4. Empirical distributions of the estimated coefficients $\tilde{c}_{\text{RDVG}}$, $\tilde{c}_{\omega_1}$, and $\tilde{c}_{\omega_2}$ computed in the simulation presented in Sec. V-A.

Fig. 5. Empirical coverage of the 95% confidence intervals computed based on $\tilde{c}_{\omega_2}$ and $\tilde{\Sigma}^*$ with $10^3$ Monte-Carlo replications for the simulation presented in Sec. V-A.
adequate. This additional result provides support to the validity of the asymptotic behaviour of the estimated coefficients and also of the proposed method to estimate $\Sigma$ described in Sec. IV.

To conclude, this simulation study highlights the following points: (i) the approach put forward in [11] is the best among all considered methods in terms of reducing the large-scale variance of the chosen model which is not surprising knowing that it is tailored to this parametric setting while the SVO method is non-parametric and consequently does not benefit from any parametric information (nevertheless, overall the SVO method delivers good performance in terms of the WV of the constructed virtual signals as well as the estimated parameter values for $\sigma^2$ and $\gamma^2$); (ii) both the method of [11] and the SVO provide intuitive coefficients given the values of the innovation variances of individual signals; (iii) the SVO is more flexible than the approach of [11] as it can employ different weights on time-scales that can be tailored to different applications; (iv) the SVO can be used to construct confidence intervals on the coefficients and deliver accurate empirical coverage.

Since the assumption framework considered in this paper does not require normality of the underlying stochastic processes, in App. I we include additional simulations where we consider the same settings as in Sec. V-A but the innovations are generated from Student’s $t$ distributions, heavier tailed than a normal distribution. We find similar estimated coefficients compared to the ones obtained in Sec. V-A, which indicates that our proposed method does not appear to be significantly influenced by heavy tailed innovations.

\subsection*{B. Case 2}

In this section, we consider a case in which the underlying stochastic model of individual gyroscope errors is more complex, composed by the sum of a white noise process and three AR(1) processes, which are essentially reparametrizations of first-order Gauss-Markov processes. More precisely, setting the constant angular velocity $\delta = 0$, we define this composite process as

$$X_t = \sum_{i=1}^{3} b_{i:t} + \xi_t, \quad \xi_t \sim \mathcal{N}(0, R),$$

$$b_{i:t} = \phi_i b_{i:t-1} + \eta_{i:t}, \quad \eta_{i:t} \sim \mathcal{N}(0, P_i).$$

\begin{equation}
\tag{13}
\end{equation}

While the white noise innovation matrix $R$ has the same value as in Sec. V-A with the diagonal elements given in (11), the other parameters are as follows:

$$\phi_1 = 0.9975214, \quad \phi_2 = 0.9998705, \quad \phi_3 = 0.9999933.$$ 

Moreover, the diagonal elements of $P_i$, which we denote as $p_i$, are given by:

$$p_1 = [0.401, 1.178, 1.966, 1.310, 1.928, 1.434] \times 10^{-11},$$

$$p_2 = [6.714, 5.607, 7.499, 1.208, 7.499, 6.462] \times 10^{-13},$$

$$p_3 = [5.062, 1.612, 2.103, 0.788, 5.443, 4.990] \times 10^{-14},$$

all expressed in deg$^2$/s$^2$. Similarly to Sec. V-A, we present in Fig. 6 the intensity of the correlation matrices based on $P_i$, while the exact values of $P_i$ are given in App. F2.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{fig6.png}
\caption{Correlation matrices based on $P_i$ of the AR(1) processes considered in the simulation presented in Sec. V-B. For the color scale please refer to Fig. 1.}
\end{figure}

\begin{figure}
\centering
\includegraphics[width=\textwidth]{fig7.png}
\caption{Upper plot: Summary of the ratios of the WV of the virtual gyroscopes obtained with different methods considered in the simulation presented in Sec. V-B. Lower plot: Comparison of the WV of the virtual gyroscopes obtained with the WV of the virtual gyroscope computed based on the equally weighted coefficients $c_{eq}$.}
\end{figure}

The scenario in this simulation is more realistic when dealing with low-cost MEMS IMUs where the WV representations of individual signals may not resemble the typical “V” shape of tactical grade IMUs as the ones observed in Fig. 2, but rather have shapes such as those represented in Fig. 7. In this case, the stochastic model is much more complex compared to the setting of Sec. V-A. Nevertheless, the model introduced in (13) does not include a random walk process which is actually present in many real gyroscope data and would most likely appear if sufficiently long static data sequences were collected. For this reason, an additional simulation, which did include a random walk component, was conducted with results similar to those presented in this section. The detailed illustration and results of the simulation with a random walk process can be found in App. J.

In practical situations, it would appear difficult to firstly identify the underlying parametric model and successively create an optimal virtual signal for this specific model. Indeed, even assuming that the true model were known, adequately estimating $R$, $\phi_i$, and $P_i$ is an additional challenge before finally being able to optimize the corresponding virtual signal.
The complicated parametric setting of this simulation is however not an issue for the proposed SVO method since, as highlighted previously, it is non-parametric and does not rely on any parametric assumptions on the processes underlying the individual error signals.

We consider the same setup as in the simulation presented in Sec. V-A. That is, we consider the same two sets of weights, \( \omega_1 \) and \( \omega_2 \), respectively focusing on optimizing the large and small levels of WV (i.e. long- and short-scale variance) of the virtual signals, and we use the SVO to estimate the corresponding coefficients \( c_{\omega_1} \) and \( c_{\omega_2} \). The values of both \( \omega_1 \) and \( \omega_2 \) are provided in App. F2. Although the model assumptions are violated, we also consider the method in [11] to study its performance in this mis-specified parametric setting. As in Sec. V-A, we consider the equally weighted approach based on \( c_{\text{Eq}} \) as a benchmark. We present the comparison of the WV of the virtual signals delivered by each method in Fig. 7. We also compare the empirical distributions of the estimated coefficients for each method in Fig. 8. Both Figs. 7 and 8 can be interpreted in the same manner as Figs. 2 and 4 in Sec. V-A.

From Fig. 7 we can clearly observe that the WV of the virtual signals based on the method of [11] are the largest at all scales among all considered approaches. On the contrary, the SVO based on \( \omega_1 \) significantly reduces the WV of the constructed virtual signal at the large time-scales, and the SVO based on \( \omega_2 \) minimizes the WV at the short time-scales and still performs better than both the equally weighted approach and the method of [11] at the larger time-scales. From Fig. 8, we can observe that the coefficients based on the method of [11] display a large variability. Moreover, we can also see that the long-scale methods (i.e. the method of [11] and the SVO based on \( \omega_1 \)) appear to disagree over certain individual signals (e.g. the second and third signals), which possibly entails the better performance of the SVO method based on \( \omega_1 \) in terms of the resulting WV that we observe in Fig. 7.

VI. CASE STUDY

In this section, we present an applied case where we consider two classes of gyroscopes available in the InvenSense ICM-20689 and Bosch BMI055 low-cost MEMS IMUs. One device of each was installed in Holybro Pixhawk 4, a popular open-hardware autopilot for unmanned aerial vehicles [44]. We collected 6 hours of static data at 200 Hz using one Pixhawk 4 board. In order to mimic more complex settings with multiple redundant signals, we split all signals in half and treated the second half as if they were measured jointly with the first half. This allows us to mimic an array of 12 gyroscopes (6 signals for each type of IMU) with an overall maximum level of wavelet decomposition \( J = 21 \).

The first aspect to underline when observing the WV in Fig. 9 is that the possible identification of a parametric model to optimize the WV of the resulting virtual signal appears quite challenging, especially taking into account the “bumps” at the intermediate levels of the ICM-20689. Moreover, the signals from both BMI055 and ICM-20689 are, in some sense, complementary to each other with better properties of the short- and long-term correlated errors, respectively. This suggests that a combination of the signals from these two devices could deliver a virtual signal that has better properties either at the short- or long-scales, or any combination of the two, depending on the weight vector that the user defines according to the target application. Similarly to the simulations in Sec. V, we consider three types of coefficients: one with the equally weighted approach based on \( c_{\text{Eq}} := 1/12 \cdot 1_{12} \), one with the SVO based on \( \omega_1 \) (\( c_{\omega_1} \)) that aims at minimizing the variance at the large time-scales, and one with the SVO based on \( \omega_2 \) (\( c_{\omega_2} \)) that focuses on the short time-scales. The values of both \( \omega_1 \) and \( \omega_2 \) are provided in App. G. The method proposed by [11] is not considered in this case study since numerical issues, possibly originating from the specificity of the dataset at hand, prevented us from obtaining satisfactory results.

As can be observed in Fig. 9, the SVO based on \( \omega_1 \) greatly diminishes the WV of the virtual signal at the large time-scales compared to the equally weighted approach. Moreover, the
resulting WV is lower than (or comparable to) the ones of all individual gyroscopes, highlighting a good overall performance for all scales although it focuses mainly on the last ones. On the other hand, the one based on \( \omega_2 \) reduces the WV at the short time-scales. In addition, the different shapes of the constructed virtual signals are justified by the different coefficients obtained by each approach as shown in Fig. 10 along with the 95% confidence intervals. It can be noticed from Fig. 10 that, aside from being significantly different from \( c_{\text{Eq}} \), the SVO based on \( \omega_1 \) and \( \omega_2 \) appears to deliver coefficients that are significantly different from each other (except for the tenth gyroscope), and are often opposite to each other with respect to \( c_{\text{Eq}} \). Based on this plot, it is also possible to identify which individual signals are dominated by a short- or long-scale variance. For example, gyroscopes 1, 2, 3, 7, 8 would appear to have low short-scale variance as the corresponding coefficients in \( c_{\omega_2} \) are higher than the ones in \( c_{\omega_1} \) and \( c_{\text{Eq}} \), whereas the gyroscopes 4, 6, 11, 12 would appear to have low long-scale variance as the corresponding coefficients in \( c_{\omega_1} \) are higher.

**VII. CONCLUSION**

In this paper we propose a new method to combine redundant signals, such as those issued from an array of aligned gyroscopes, to construct an optimal virtual signal with better stochastic properties with respect to the original individual signals. This method is flexible as it allows the users to determine the time-horizon over which the resulting virtual signal should be optimized based on their applications. Statistical properties such as the consistency and asymptotic normality are derived for the coefficients on individual signals. Compared to existing alternatives in the literature, the proposed method is non-parametric and thus does not depend on any parametric assumption on the underlying stochastic processes of the individual signals. This provides considerable advantages in real-world applications where, for example, signals representing gyroscope errors can be extremely complex and difficult to model in a parametric manner. As a consequence of our results, we have also verified the properties of a general non-parametric method to adequately estimate the asymptotic covariance matrix of the wavelet cross-covariance (or WCCV) estimator, which is of considerable importance for many other applications beyond the scope of this work. Simulations and case study provide support to the good overall performance of the proposed method, highlighting that this allows to greatly improve the stochastic properties of individual redundant signals and consequently deliver important impacts in the use of sensor arrays for navigation.
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