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Abstract

We consider an index model of dyadic link formation with a homophily effect index and a degree heterogeneity index. We provide nonparametric identification results in a single large network setting for the potentially nonparametric homophily effect function, the unobserved individual fixed effects and the unknown distribution of idiosyncratic pairwise shocks, up to normalization for each possible true value of the unknown parameters. We propose a novel form of scale normalization on an arbitrary interquantile range, which proves particularly convenient for characterizing the identification relationships in our model, as quantiles provide direct linkages between the observable conditional probabilities and the unknown index values. We then use an inductive “in-fill and out-expansion” algorithm to establish our main results, and consider extensions to more general settings that allow nonseparable dependence between homophily and degree heterogeneity.
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1 Introduction

Bilateral relationships ("links") are one of the most basic forms of social and economic relationships. For instance, trades are often carried out bilaterally between a seller and a buyer, contracts are often signed bilaterally by two counterparties, communication of information often happens bilaterally between a sender and a receiver, and friendship is often a bilateral relationship between two individuals. Such connections follow almost trivially from the observation that economics is largely concerned with individual decision making, in which an economic agent is the most basic unit of analysis, thus leading to bilateral relationships as the simplest form of relationships. Of course, in general equilibrium theory and game theory, multilateral relationships are also important, and yet many multilateral linkages are ultimately the outcome of a collection of bilateral relationships. The rapidly growing recent literature on the econometrics of networks may be viewed as an endeavor to model complex social and economic relationships explicitly in terms of a collective of bilateral linkages that interact in potentially sophisticated ways.

One line of research in network econometrics focuses on dyadic link formation, specifically on how individual characteristics affect the stochastic formation of bilateral relationships. A recent advance by Graham (2017) considers a link formation model with homophily effects and individual degree heterogeneity of the following form:

\[
D_{ij} = 1 \left\{ W_{ij}' \beta_0 + A_i + A_j \geq U_{ij} \right\}, \quad U_{ij} \sim iid \text{ Logit}
\]  

This model has two systematic drivers of link formation. Specifically, the homophily effects index \( W_{ij}' \beta_0 \) captures the tendency of individuals to link \( (D_{ij} = 1) \) with individuals of similar observable (by the econometrician) characteristics\(^1\), such as ethnicity and education. The degree heterogeneity index \( A_i + A_j \) captures variations generated by unobserved (by the econometrician) individual fixed effects \( A_i \) and \( A_j \), such as “emotional intelligence” or “coolness”. As discussed in Graham (2017) and earlier research cited therein, the presence and magnitude of homophily effects and degree heterogeneity may have empirical and policy implications on multiple aspects of social networks, such as information diffusion, social learning and epidemic contagion. Within this framework, Graham provides consistent and asymptotically normal estimates for the homophily effect parameters \( \beta_0 \), assuming that the exogenous idiosyncratic pairwise shocks \( U_{ij} \) are independently and identically distributed with a logistic distribution.

\(^1\)More specifically, the observable pairwise variable \( W_{ij} = \hat{w}(X_i, X_j) \) is modeled as a known symmetric function \( \hat{w}(\cdot, \cdot) \) of the pair’s individual observable characteristics \( X_i \) and \( X_j \).
This paper mainly considers generalized versions of model (1) of the following form:

\[ D_{ij} = 1 \{ w(X_i, X_j) + \phi(A_i, A_j) \geq U_{ij} \}, \quad U_{ij} \sim_{iid} F, \]  

(2)

where the homophily effect function \( w \), the fixed-effect coupling function \( \phi \) and the cumulative distribution function \( F \) of the unobservable idiosyncratic shocks \( U_{ij} \) may all be treated nonparametrically. We first focus on the primary formulation of (2) in which \( w \) and \( F \) are both taken to be nonparametric while \( \phi \) is left as a linear sum. In the extensions, we consider further generalizations of the model where \( \phi \) is allowed to be nonlinear or even unknown, and finally investigate the case where observable individual characteristics \( (X_i, X_j) \) and unobservable individual fixed effects \( (A_i, A_j) \) are no longer additively separable:

\[ D_{ij} = 1 \{ \phi(X_i, X_j; A_i, A_j) \geq U_{ij} \}, \quad U_{ij} \sim_{iid} F, \]  

(3)

with \( \phi \) specified nonparametrically. The following discussion summarizes our results and methodology.

Our main results under the primary formulation with a linear coupling function \( \phi \) establish that, under mild assumptions on the unknown functions and the data distribution, most unknown aspects of the model are identified up to normalization. We provide in our main theorems a precise characterization of the commonly used qualifier “up to normalization”: distinct points in the sharp identified set are related to each other by a well-defined equivalence relation characterized by a precise form of positive affine transformations, under which some invariant properties, such as shape, order and topological structures, may be regarded as point identified. We provide a further discussion on how the explicit characterization of the aforementioned equivalence relation is crucial for properly interpreting the identification results, and for determining the identifiability of counterfactual parameters and the answerability of economic questions about the model.

Our identification arguments for the main results start with a novel strategy to impose scale normalization, where we normalize as unity an arbitrarily chosen interquantile range \((IQR)^2\) of the unknown distribution of the idiosyncratic pairwise shocks. This departs from a popular practice in the literature that restricts the norm of some unknown parameters to be unity, which rules out a priori the possibility of the true unknown parameters having zero norm, thus resulting in a strict loss of generality that in particular forbids hypothesis testing about the drivers of link formation. In contrast, we formally show that the interquantile-
range normalization proposed in this paper is guaranteed to be valid and without loss of
generality, whenever the distribution of the idiosyncratic pairwise shock is nondegenerate.
This paper, according to our present knowledge, is one of the first in the econometric lit-
erature to apply the well-known idea of using interquantile ranges as a robust measure of
dispersion to identification analysis in binary response models.

The interquantile-range normalization turns out particularly advantageous in our context,
as it helps establishing a simple and direct linkage between conditional linking probability
and the index values, which serves as a lever in our identification analysis. Specifically, the
interquantile-range scale normalization, along with another location normalization on one
of the quantiles, together normalize the locations of two different quantiles of the unknown
distribution of the idiosyncratic pairwise shocks. Our main identification arguments then
demonstrate how to use the two normalized quantiles to characterize the whole unknown
CDF in a convenient way. Specifically, we initially identify individual fixed effects that
 correspond to the two normalized quantiles, and then employ an inductive “in-fill” and
“out-expansion” algorithm to recursively establish joint identification of the whole unknown
CDF and all realized fixed effects. Then, by considering individuals with arbitrary observable
characteristics but particular fixed effects, we are able to identify the homophily effects simply
by inverting the identified CDF.

As extensions of the primary formulation, we also consider nonlinear or unknown coupling
of individual fixed effects, and investigate the relaxation of additive separability between the
homophily effect index and the fixed effect index. With a known nonlinear coupling function,
we characterize general sufficient conditions in terms of homogeneity and translatability of
the coupling function, under which the location or scale of the unknown distribution of the
idiosyncratic shocks becomes unidentifiable while the equivalence relation underlying the lack
of identification becomes precisely characterizable. This is consistent with the well-known
observation in previous literature that a known form of nonlinearity helps with identification
in general, and we show how the identification arguments for our main model can be adapted
to accommodate and exploit the known nonlinearity using a “conjecture and falsification”
procedure. With an unknown coupling function of unknown individual fixed effects, we show
that a further normalization can reduce the coupling function back to a simple linear sum
when two individuals share the same levels of fixed effects. Furthermore, without additive
separability of the homophily effect index and the fixed effect index, we show that the
model admits even more flexible normalization and obtain a simpler characterization of the
identification relationship.

This paper belongs to the line of econometric literature that studies identification of net-
work formation models for a “single large network”. In particular, this paper contributes to the analysis of dyadic link formation under homophily effects and unobserved individual heterogeneity, and demonstrates that these effects are (semi-)nonparametrically identified under mild assumptions. Besides Graham (2017), to which this paper is most closely related, Candelaria (2016) and Toth (2017) also consider semiparametric identification and estimation of the link formation model as in Graham (2017), by taking the distribution of the idiosyncratic pairwise shock to be unknown but leaving the homophily effects as linear, which we further allow to be nonparametric. In addition, the idea underlying our identification strategy is very different from the general idea of “differencing out” fixed effects as adopted by Candelaria (2016) and Toth (2017). We approach the problem in an opposite direction, by first effectively “shutting down” the index of observable characteristics and focusing entirely on the fixed effects and the unknown distribution of idiosyncratic pairwise shocks, after the identification of which the homophily effects become almost straightforward to identify.

Relatedly, this paper also contributes to a line of research that utilizes the form of link formation models considered in this paper to study structural social interaction models: for instance, Arduini, Patacchini, and Rainone (2015), Auerbach (2016), Goldsmith-Pinkham and Imbens (2013), Hsieh and Lee (2016) and Johnsson and Moon (2017). In these papers, the social interaction models are the main focus of identification and estimation, while the link formation models are used mainly as a tool (a control function) to deal with network endogeneity or unobserved heterogeneity problems in the social interaction model. The observation that the link formation model considered here is used as a workhorse model in these studies also motivates our current endeavor to investigate its nonparametric identifiability.

It should be pointed out, though, that a shortcoming of the index link formation model considered here is that it does not explicitly incorporate link externality (or in other words, interdependent preferences). Clearly link externality is an important aspect of network formation, and it has been considered in a series of other papers. For instance, Graham (2016), Mele (2017a,b), Ridder and Sheng (2017) and Sheng (2016) consider various parametric forms of links can be used to capture the presence and
specifications of link externality, while de Paula, Richards-Shubik, and Tamer (2016), Leung (2015) and Menzel (2017) consider various nonparametric specifications of link externality. However, the focus and the methodology of these papers are noticeably different from ours: in this paper we focus on the potential incidental parameter problem caused by the unobserved individual degree heterogeneity, which the aforementioned series of papers do not model explicitly, so their models do not directly encompass the model considered in this paper. A natural next step, of course, is to consider degree heterogeneity in presence of link externality. As discussed at least in Mele (2017a), it remains an open question whether degree heterogeneity can be separately identified from link externality in a single large network. We leave for future work a further investigation along this direction.

The rest of the paper is organized as follows. In Section 2, we describe the main specifications of the link formation model, lay out the corresponding assumptions and present our identification results. In Section 3, we provide a discussion about normalization without loss of generality, in view of its importance for the interpretation of our identification results and arguments. Section 4 contains the main proof for our identification results. Section 5 considers extensions of the main model to accommodate nonlinear or unknown coupling of individual fixed effects as well as nonseparable dependence between homophily effects and fixed effects. Some conclusions and further research directions are discussed in Section 6.

2 Basic Model and Main Results

2.1 Model Specification

In Sections 2-4, we consider the dyadic link formation model (4) below with potentially nonparametric homophily effect and linearly additive individual degree heterogeneity:

\[
\begin{align*}
D_{ij} &= 1 \{ W_{ij} + A_i + A_j \geq U_{ij} \} \quad \forall i \neq j \in N \\
W_{ij} &= w(X_i, X_j)
\end{align*}
\]

(4)

where:

- \( N = \{1, ..., n\} \) is a set of \( n \) individuals.
- \( D_{ij} \) is an observable symmetric binary indicator variable that represents whether there is a link between \( ij \) (\( D_{ij} \equiv D_{ji} = 1 \)) or not (\( D_{ij} \equiv D_{ji} = 0 \)).
• $X_i$ is an observable $k$-dimensional random vector of characteristics of individual $i$ with support $\text{Supp}(X_i) \subseteq \mathbb{R}^k$.

• $w : \text{Supp}(X_i) \times \text{Supp}(X_i) \to \mathbb{R}$ is an unknown symmetric function that produces an unobservable dyad-level index $W_{ij}$, which we intend to interpret as the homophily effects:

$$W_{ij} \equiv W_{ji} = w(X_i, X_j) \equiv w(X_j, X_i) \in \mathbb{R}.$$  

• $A_i$ is an unobservable scalar random variable that captures individual degree heterogeneity, which summarizes how an individual $i$’s unknown characteristics contributes to this person’s popularity via the individual fixed effect on the value of linkage.

• $U_{ij} \equiv U_{ji}$ is an unobservable scalar random variable that captures the dyad-level idiosyncratic shock to the value of link $ij$, whose distribution is unknown.

Our model (4) is a natural generalization of the ones considered in Graham (2017), Candelaria (2016) and Toth (2017), all of which impose parametric assumptions on the homophily effect index. Formally, they specify

$$W_{ij} := \tilde{W}_{ij} \beta_0, \quad \tilde{W}_{ij} := \tilde{w}(x_i, x_j)$$

(5)

where $\beta_0 \in \mathbb{R}^k$ is an unknown finite-dimensional parameter and $\tilde{w} : \mathbb{R}^k \times \mathbb{R}^k \to \mathbb{R}^k$ is a known function that produces an observable $k$-dimensional pairwise characteristics (“distances”) $\tilde{w}(x_i, x_j)$. In view of the popularity of this parametric specification and its relevance in applied work, we also present specific results related to this parametric specification, and throughout the paper we use the tilde notations “$\tilde{W}_{ij}, \tilde{w}$” as in (5) to indicate this parametric specification.

From now on, we refer to model (4) with nonparametric homophily effects as the “nonparametric homophily setting”, and refer to model (4) under (5) with parametric homophily effects as the “parametric homophily setting”.

2.2 Nonparametric Homophily Setting

We first focus on the nonparametric homophily setting in this subsection, and present the corresponding assumptions along with a discussion, followed by a formal statement of the identification result.

**Assumption 1** (Degeneration of Homophily Function on the Hyper-Diagonal). The homophily effect function $w : \text{Supp}(X_i) \times \text{Supp}(X_i) \to \mathbb{R}$ is symmetric in its two vector
arguments, continuous with respect to the Euclidean norm on \( \text{Supp}(X_i) \times \text{Supp}(X_i) \subseteq \mathbb{R}^{2k} \), and takes an unknown constant value \( \theta \in \mathbb{R} \) on the hyper-diagonal of \( \mathbb{R}^k \times \mathbb{R}^k \):

\[
\{(x_i, x_j) \in \mathbb{R}^k \times \mathbb{R}^k : x_i = x_j\}.
\]

**Assumption 2** (Exogenous IID \( U_{ij} \) with Nice CDF). \( U_{ij} \perp (X, A) \) for all \( ij \), and \( \{U_{ij}\} \sim_{iid} \mathcal{F} \), where \( \mathcal{F} \) is an unknown strictly increasing and continuous CDF on \( \mathbb{R} \).

**Assumption 3** (Random Sampling). \((X_i, A_i)\) are i.i.d. across \( i \in N \).

**Assumption 4** (Conditional Full Support of \( A_i \)). \( \forall x \in \text{Supp}(X_i) \), \( \text{Supp}(A_i | X_i = x) \equiv \mathbb{R} \).

**Discussion of Assumptions**

Assumption 1 is key for the identification arguments in this paper: it basically allows us to consider pairs of individuals with observable characteristics that are known to produce some degenerate homophily effects. Specifically, even though \( w : \text{Supp}(X_i) \times \text{Supp}(X_i) \to \mathbb{R} \) is an unknown function, Assumption 1 requires that a “level curve” of \( w \) is known ex ante to be the hyper-diagonal of \( \mathbb{R}^k \times \mathbb{R}^k \), which is consistent with the interpretation of \( w(X_i, X_j) \) as homophily effects that become degenerate when the observable characteristics of the two individuals coincide completely. First, notice that we do not require that, outside the hyper-diagonal, the homophily function \( w \) take values different from \( \theta \); in other words, we do not require that the known level curve coincide exactly with the whole level set. Second, Assumption 1 is weaker than the requirement that the homophily function be a (pseudo-)metric\(^7\) on the space of observable characteristics, in which case the interpretation of \( w(X_i, X_j) \) as “distance-based homophily effects” will become even clearer. See Assumption 1a, a parametric variation of Assumption 1, in Subsection 2.3 along with a discussion of its relationship to the corresponding assumptions made in Graham (2017), Candelaria (2016) and Toth (2017) under the parametric homophily setting. See Assumption 1’ in Appendix A for a slightly weaker version that captures the essential requirement of Assumption 1. See Remark 3 in Appendix C.2 for a discussion on why Assumption 1 is no longer required if we consider certain nonlinear forms of fixed-effect coupling functions.

Assumption 2 states that the idiosyncratic pairwise shocks \( U_{ij} \) are exogenously, independently and identically distributed with an unknown CDF with nice properties. It is similar to the corresponding assumptions in Candelaria (2016) and Toth (2017), where no parametric restriction is imposed on the distribution of the unobservable idiosyncratic pairwise shock \( U_{ij} \). This paper, along with Candelaria (2016) and Toth (2017), relaxes the parametric

\(^7\)For \( w \) to be a (pseudo-)metric, it needs to satisfy triangular inequalities of the form \( w(x_i, x_h) \leq w(x_i, x_j) + w(x_j, x_h) \) for all \( x_i, x_j, x_h \in \mathbb{R}^k \), which we do not need for our results.
assumption of logistic distribution in Graham (2017). Note that, even though we assume $F$ to be continuous, our main identification arguments can be adapted to accommodate jumps in $F$. However, as this extension is rather trivial and technical, we focus on the case where $F$ is continuous.

Assumption 3 is a standard assumption about random sampling, which is essentially the same as those made in Graham (2017), Candelaria (2016) and Toth (2017).

Assumption 4 imposes a conditional full support condition for the individual fixed effects, which essentially requires that, for a given pair of individuals, regardless of the values of their observable characteristics, each of their unobserved individual heterogeneity can be potentially pivotal in determining their linkage or lack thereof. This is stronger than the corresponding assumption in Toth (2017), who only requires that $A_i|X_i=x$ has a common support, which may not be the whole real line $\mathbb{R}$. Graham (2017) and Candelaria (2016) make no such assumptions on the distribution of individual fixed effects $A$.

With Assumptions 1, 2, 3 and 4, we now present our main result on identification under the nonparametric homophily setting:

**Theorem 1 (Identification up to Normalization under Nonparametric Homophily).**

For the nonparametric homophily setting, under Assumptions 1, 2, 3 and 4, $(w, A, F^{-1})$ is identified up to location and scale normalization. More precisely, the set generated by all positive affine transformations of the true $(w, A, F^{-1})$ in the following form

$$\{(cw(\cdot, \cdot) + b, cA + a, cF^{-1}(\cdot) + 2a + b) : a, b \in \mathbb{R}, c > 0\}$$

is identified, and no proper nonempty subset of it can be further identified.

The proof of Theorem 1 is presented in Sections 3 and 4.

Theorem 1 establishes that the class of link formation models in the form of (4) are (semi-)nonparametrically identified. The identification results are presented as sharp set identification, where the identified set is an equivalence class of the unknown parameters induced by a particular form of positive affine transformations that the true values belong to. This on one hand reflects the ultimate lack of point identification that is familiar in binary responses models, but on the other hand establishes that all points in the identified set are equivalent in a precise sense. Specifically, the positive affine transformations that define the identified set involve the standard scaling and translation transformations on $(w, A, F^{-1})$, preserving some invariant properties in terms of topological structures (openness), order-theoretical structures (orders) and geometric structures (shapes). Hence, these

---

8See footnote 16.
invariant objects, along with any counterfactual parameters or economic questions that are
defined as functions of these invariant objects, may be regarded as point identified. Lastly,
our identification result is sharp: objects that are not invariant under the positive affine
transformation defined in Theorem 1 are necessarily unidentified.

2.3 Parametric Homophily Setting

In this Subsection, we specialize the model (4) to the parametric homophily setting (5).
Assumptions 2, 3 and 4 from Subsection 2.2 are maintained under the parametric ho-

mophily setting as well. However, Assumption 1 needs to be adapted as Assumption 1a, and
Assumption 5a needs to be imposed as an additional assumption.

Assumption. 1a (Degeneration of Parametric Homophily Effect on the Hyper-Diagonal).
Each component \( \tilde{w}_m : \mathbb{R}^k \times \mathbb{R}^k \rightarrow \mathbb{R} \) of the known function \( \tilde{w} = (w_m)_{m=1}^k \) is symmetric,
continuous with respect to the Euclidean norm on \( \mathbb{R}^k \), and \( \tilde{w}_m (x_i, x_j) = 0 \in \mathbb{R}^k \) whenever
\( x_i = x_j \).

Assumption. 5a (Full-Dimensional Support of \( \tilde{W}_{ij} \)): \( \text{Supp} \left( \tilde{W}_{ij} \right) = \text{Supp} (\tilde{w} (X_i, X_j)) \) con-
tains \( k \) linearly independent nonzero vectors \( \{\tilde{W}_m \in \mathbb{R}^k : m = 1, ..., k\} \).

Discussion of Assumptions

Assumption 1a captures essentially the same idea as Assumption 1, but is adapted to the
parametric homophily setting, where \( w (x_i, x_j) = \tilde{w} (x_i, x_j) ' \beta_0 \equiv \tilde{W}_{ij} ' \beta_0 \) and \( \tilde{w}, \tilde{W} \) are either
known or observable. In this case, \( w (x_i, x_j) = 0 \) whenever \( \tilde{W}_{ij} = 0 \), so what we need essen-
tially is that, for any value \( x_i \) in the support of observable characteristics, we can find some
other value \( x_j \) of individual observable characteristics such that \( \tilde{W}_{ij} = \tilde{w} (x_i, x_j) = 0 \). Assumption 1a imposes a stronger version of this requirement: \( \tilde{w} (x_i, x_j) = 0 \) whenever \( x_i = x_j \),
i.e., \( \tilde{w} \) degenerates to the zero vector on the hyper-diagonal, again leading to a clearer inter-
pretation of homophily effect based on similarity of observable characteristics. Assumption
1a is similar to the corresponding assumptions in Toth (2017), while Graham (2017) and
Candelaria (2016), stating their specifications mainly in terms of \( \tilde{W}_{ij} \equiv \tilde{w} (X_i, X_j) \) rather
than \( X_i \), do not particularly require that the zero vector lie in the support of \( \tilde{W}_{ij} \). Yet
homophily effects based on Euclidean distances are discussed in their work as a leading ex-
ample for applications, which automatically satisfy Assumption 1a. We discuss in Appendix
A more weakened or strengthened variations of Assumptions 1a.

Assumptions 5a is a full-dimensionality condition on the support of observable pairwise
characteristics \( \tilde{W}_{ij} \equiv \tilde{w} (X_i, X_j) \), which is only relevant when the homophily effect is para-
metrically and linearly specified: if \( \text{Supp} \left( \tilde{W}_{ij} \right) \) is contained in a proper linear subspace of
R^k$, then it is impossible to point identify the $k$-dimensional parameter $\beta_0 \in \mathbb{R}^k$. Assumption 5a, as in Graham (2017, Assumption 2), directly imposes a restriction on the support of $W_{ij}$. However, Assumption 5a is significantly different from that made in Graham (2017), who only requires that $\text{Supp} (W_{ij})$ be a compact subset of $\mathbb{R}^k$. We do not require compactness, but require full-dimensionality. Candelaria (2016, Assumption A2) states the full-dimensionality condition in terms of the differences of pairwise characteristics of the form $\tilde{W}_{ij} - \tilde{W}_{ik}$, rather than $\tilde{W}_{ij}$ directly, which serves a similar purpose. Appendix A also provides an alternative version of Assumption 5a in terms of $X_i$ directly, corresponding to the “nonempty interior” assumption in Toth (2017) that guarantees full dimensionality.

With Assumptions 1a and 5a above, along with Assumptions 2, 3 and 4 in the previous subsection, we are now ready to present the identification result under the parametric homophily setting:

**Theorem 2 (Identification up to Normalization under Parametric Homophily).** For the parametric homophily setting, under Assumptions 1a, 2, 3, 4 and 5a, $(\beta_0, A, F^{-1})$ is identified up to location and scale normalization: more precisely, the set generated by all positive affine transformations of the true $(\beta_0, A, F^{-1})$ in the following form

$$\{ (c\beta_0, cA + a, cF^{-1} (\cdot) + 2a) : a \in \mathbb{R}, c > 0 \}$$

is identified, and no proper nonempty subset of it can be further identified.

The proof of Theorem 2 is presented in Subsection 4.5, based on an adaption of the proof under the nonparametric homophily setting. It should be pointed out that identification under the nonparametric homophily setting does not automatically imply identification of $\beta_0$ under the parametric homophily setting. In particular, Assumption 5a (full dimensionality) is required in addition.

### 3 Normalization

Recall that the link formation model is given by

$$D_{ij} = 1 \{ w(X_i, X_j) + A_i + A_j \geq U_{ij} \},$$

where only $(D_{ij}, X_i, X_j)$ are observable. Given the discrete nature of the indicator function, it is well-known that the unknown cannot be pointed identified. To establish Theorems 1
and 2, we first impose some normalization that helps with the characterization and the proof of the identification results.

In this section, we impose three forms of normalization, two of which are location normalization, with the third being scale normalization. The scale normalization we propose is novel relative to the usual practice in the econometric literature, but is also simple and intuitive: we normalize a chosen interquantile range to be unity, based on the idea that interquantile ranges are robust measures of dispersion and scale. We further provide a discussion on the advantages of the interquantile-range normalization.

In Appendix B, we show why the proposed normalization is without loss of generality in the following precise sense: both the identifiability of any counterfactual parameters and the answerability of any economic questions about the unknown aspects of the model are invariant under arbitrary normalization. We define and analyze a series of concepts related to the “modeling equivalence transformation” that underlie the normalization we impose, leading to a partition of the space of the unknown into “modeling equivalence classes”. We then provide a rigorous proof of “normalization without loss of generality”, and discuss how these proposed concepts can be potentially useful for clarifying the subtlety involved in identification, normalization and counterfactual analysis. However, as this is tangential to the main topic of this paper, we defer the analysis and discussion to Appendix B.

We now lay out the normalization we impose. Specifically, for any scalar $a, b \in \mathbb{R}$, and any strictly positive scalar $c \in \mathbb{R}_{++} := (0, \infty)$, define for all $i, j$,

$$
\hat{A}_i := cA_i + a,
\hat{w}(x_i, x_j) := cw(x_i, x_j) + b,
\hat{U}_{ij} := cU_{ij} + 2a + b.
$$

This essentially defines a transformation $\psi_{a,b,c}$ on the space of the unknown that maps each point $(w, A, U)$ to the point $(\hat{w}, \hat{A}, \hat{U})$. First, the transformation $\psi_{a,b,c}$ is invertible (so that $\psi_{a,b,c}^{-1}$ is well-defined), surjective (so that all points are covered) and positively affine (so that orders and shapes are preserved); moreover, the inverse $\psi_{a,b,c}^{-1}$ is also a valid positive affine transformation in the form of (6).\(^9\) Second, it is straightforward to check that, Assumption 1, 2, 3 and 4 are satisfied under $(D, X, w, A, U)$ if and only if they are satisfied under $(\hat{D}, \hat{X}, \hat{w}, \hat{A}, \hat{U})$,\(^10\) so that the imposed assumptions are invariant under the transformation.

\(^9\)Formally, $\psi_{a,b,c}^{-1} = \psi_{-a,-b,-c}^{-1} = \psi_{-\hat{a},-\hat{b},-\hat{c}}$, where $\hat{a}, \hat{b} \in \mathbb{R}, \hat{c} \in \mathbb{R}_{++}$.

\(^10\)Of course, some trivial corresponding adaptions in notations are needed: for example, the unknown CDF of the idiosyncratic pairwise shocks should now be written as “$\hat{F}$.”
Third, the link formation equation (4) also remains invariant:
\[ \hat{w}(X_i, X_j) + \hat{A}_i + \hat{A}_j \geq \hat{U}_{ij} \iff w(X_i, X_j) + A_i + A_j \geq U_{ij}. \]

In other words, \((D, X, \hat{w}, \hat{A})\) are “observationally equivalent”\(^{11}\) to \((D, X, \omega, A, U)\).\(^{12}\) In view of the invariance of all modeling specifications and assumptions under the transformation \(\psi_{a,b,c}\) defined in (6), we call \(\psi_{a,b,c}\) a modeling equivalent transformation of the unknown \((w, A, U)\) of our model.\(^{13}\)

In view of the above, we have two degrees of freedom (in terms of \(a, b\)) in location normalization and one degree of freedom (in terms of \(c\)) in scale normalization. We impose the first location normalization by setting
\[ \theta \equiv w(x_i, x_i) = 0, \tag{7} \]
which is aligned with the interpretation of \(w\) as a homophily effect function.

Second, we impose another location normalization, on the distribution of the random variable \(U_{ij}\). A popular location normalization of this sort in the literature is to set \(E[U_{ij}] = 0\), provided that \(E[U_{ij}]\) exists, but in this paper we adopt a another popular approach that imposes normalization on a certain quantile, dating back to Manski (1985). Specifically, fixing some \(\alpha \in (0, \frac{1}{2})\), we normalize the \(\alpha\)-th quantile of the distribution of \(U_{ij}\) to be zero:
\[ Q_\alpha[U_{ij}] = 0. \tag{8} \]

The \(\alpha\)-th quantile of any almost-surely finite distribution is guaranteed to exist. Under Assumption 2, \(F\) is strictly increasing, so \(Q_\alpha[U_{ij}] = F^{-1}(\alpha)\) is well defined in \(\mathbb{R}\), and the normalization of \(\alpha\)-th quantile is then equivalent to a normalization of the well-defined function \(F^{-1}\) by setting \(F^{-1}(\alpha) = 0\).

Third, we impose a scale normalization, also on the distribution of the random variable \(U_{ij}\). Recall that we have normalized \(Q_\alpha[U_{ij}] = 0\) in the second location normalization above.

\(^{11}\)“Observational equivalence” is usually defined by the invariance of the distribution of observable data under a transformation of the unknown aspects of the model.

\(^{12}\)Note that we require more than observational equivalence. For example, if instead we redefine \(\hat{A}_i := A_i - A_1\), and \(\hat{U}_{ij} := U_{ij} - 2A_1\), then \((D, X, \hat{w}, \hat{A}, \hat{U})\) are still observationally equivalent to \((D, X, \omega, A, U)\), as the transformation results in no changes whatsoever in the distribution of observable data. However, in this paper we do not call this transformation a “normalization”, as it induces a violation or inconsistency with one of our modeling assumption: \(A_i \sim iid\) while \(\hat{A}_i\) is clearly no longer i.i.d. We might as well call the transformed model \((D, X, \hat{w}, \hat{A}, \hat{U})\) together with an adaption of Assumption 3 an “equivalent model reformulation”, the analysis of which is beyond the intended scope of this paper.

\(^{13}\)We formalize this concept in Appendix B, based on which we offer a formal analysis of normalization without loss of generality.
for some fixed $\alpha \in (0, \frac{1}{2})$. Under Assumption 2, $Q_{1-\alpha}[U_{ij}] - Q_{\alpha}[U_{ij}] > 0$ for any $\alpha \in (0, \frac{1}{2})$, so we may normalize the “interquantile range”, the difference between these two quantiles, to unity.\footnote{The selection of the two quantiles $Q_{\alpha}[U_{ij}]$ and $Q_{1-\alpha}[U_{ij}]$ for location and scale normalization is merely one convenient choice among infinitely many alternatives. In the current context, we could normalize $Q_{\alpha}[U_{ij}], Q_{\beta}[U_{ij}] - Q_{\alpha}[U_{ij}]$ for any arbitrary $\alpha, \beta \in (0, 1)$ with $\alpha < \beta$. To avoid unnecessary symbols, we simply take $\alpha \in (0, \frac{1}{2})$ and $\beta = 1 - \alpha$.}

$$Q_{1-\alpha}[U_{ij}] - Q_{\alpha}[U_{ij}] = 1. \quad (9)$$

Equivalently, we normalize $F^{-1}(1-\alpha) - F^{-1}(\alpha) = 1$. As scale normalization on interquantile range seems relatively new to the identification literature, we now provide a brief discussion of its several appealing features.

The interquantile-range scale normalization is conceptually more general: for any non-degenerate distribution, there must exist two quantiles with well-defined strictly positive difference, which qualifies automatically as a proper divisor. A popular form of scale normalization is to set $Var[U_{ij}] = 1$ provided that $Var[U_{ij}]$ exists and is finite, which may not be true for heavy-tail distributions such as Cauchy distributions. Another approach of scale normalization, as proposed in Manski (1985) and adopted in Candelaria (2016) and Toth (2017), involves setting the norm of some unknown parameters to unity, say, in our current context by setting $\|\beta_0\| = 1$ or $|\beta_{0,m}| = 1$ for some $m = 1, \ldots, k$ under the parametric homophily setting. This clearly rules a priori the case of $\beta_0 = 0$, resulting in a strict loss of generality that may interfere with hypothesis testing of joint statistic significance. Technically, as we require $c \in (0, \infty)$ for $\psi_{a,b,c}$ defined in (6) to maintain equivalence in model specification and assumption, we cannot take $c = \sqrt{Var[U_{ij}]}$ or $c = \|\beta\|$, if $Var[U_{ij}]$ is not well-defined (or is $+\infty$) or $\|\beta\| = 0$. The interquantile-range normalization defined above, however, is not subject to these problems, thus allowing weaker conditions on the distribution of $U_{ij}$ or the structural parameters $\beta$.

Also, scale normalization on interquantile range is simple and intuitive. For a one-dimensional distribution, interquantile range normalization directly controls the length between two points, which is arguably one of the simplest quantity related to dispersion. The familiar concept of interquartile range, a particular interquantile range, has already been widely used as one of the most basic yet robust measure of dispersion, so it is also intuitive that interquantile ranges may used to control scales in identification analysis.

Moreover, the interquantile-range scale normalization $(Q_{1-\alpha}[U_{ij}] - Q_{\alpha}[U_{ij}] = 1)$ along with the quantile location normalization $(Q_{\alpha}[U_{ij}] = 0)$, turns out to be particularly advantageous in our current model, as it provides a direct and transparent linkage between
conditional probabilities and the index values at two normalized quantiles \((Q_\alpha, Q_{1-\alpha})\). As conditional probabilities, with proper conditioning values, may be observed from data as frequencies, this linkage serves as a lever to convert knowledge from data into knowledge of index values. The exact way in which the two-quantile normalization works for our identification results is presented in Section 4. Yet the intuition above suggests that the interquantile-range normalization may be useful in other binary response models as well.

It is now worth pointing out that even though we impose the normalization above, the econometric interpretation of the model and the identification result should recognize the fundamental arbitrariness of this normalization. For example, even though \(Q_\alpha [U_{ij}], Q_{1-\alpha} [U_{ij}]\) are set to be 0 and 1, we refrain from attaching any substantial meaning to this “0” and this “1”. Instead, we should interpret any results, represented as functions of these normalized “0” and “1”, instead as functions of \(Q_\alpha [U_{ij}]\) and \(Q_{1-\alpha} [U_{ij}]\), which intrinsically correspond to the probabilities \(\alpha\) and \((1-\alpha)\).

In fact, it does not matter if we set two arbitrary distinct quantiles \(Q_\alpha, Q_\beta\) to any two distinct numbers \(a < b\). Moreover, the identification arguments in Section 4 can be carried out under \(Q_\alpha [U_{ij}] = a, Q_\beta [U_{ij}] = b\) even without normalization, i.e., even if we leave \(a\) and \(b\) as unknown. This indicates that the two-quantile normalization consists of two conceptually different components: first, it is a normalization by our definition that labels modeling equivalent classes in a particular way; second, it is a method to characterize (the shape of) a CDF with respect to two quantiles of the CDF. See Section C for further illustration on how the two-quantile characterization remains helpful even when we cannot make corresponding normalization.

As explicitly presented in Theorem 1, the identification result are fundamentally set identification results, and normalization itself, as a labeling of the underlying modeling equivalent classes, does not change the nature of the identification results at all. Instead, the normalization along with the underlying positive affine transformation merely provide a transparent characterization of the internal structures of the identified set, under which some mathematical (topological, order-theoretical and geometric) structures are still preserved: in particular, the “shape” of the CDF \(F\) may be regarded as point identified.

Normalization, as defined here, is induced by the modeling equivalent transformation \(\psi_{a,b,c}\) defined in (6), which is determined by all specifications and assumptions of our econometric model. Hence, any change in any specification or assumption may affect the validity of the normalization imposed above. The following remarks shortly discuss how the parametric specification of homophily (5) and the nonlinear specification of fixed effects affect
Remark 1 (Parametric Specification of Homophily). Under the parametric specification of homophily (5), the homophily effect function

\[ w(x_i, x_j) = \tilde{w}(x_i, x_j) \beta_0 \]

is known up to a finite-dimensional parameter \( \beta_0 \in \mathbb{R}^k \). In this case, the first location normalization becomes infeasible and unnecessary: \( w(x_i, x_i) = 0 \) is known for whatever true value of \( \beta_0 \). Hence, only the second location normalization (8) and the scale normalization will be needed. See Subsection 4.5 for more details.

Remark 2 (Nonlinear Coupling of Fixed Effects). In model (4), \( A_i \) and \( A_j \) are coupled into \( A_i + A_j \) in a bilinear and additive way. Suppose we would like to consider the following alternative specification:

\[ D_{ij} = \{ w(X_i, X_j) + \phi(A_i, A_j) \geq U_{ij} \} \quad (10) \]

where \( \phi : \mathbb{R}^2 \to \mathbb{R} \) is a known, nonlinear, symmetric, continuous, strictly increasing and surjective function. This immediately renders the second location normalization and the scale normalization infeasible: transforming \( A_i \) to \( cA_i + a \) results in a nonlinear change from \( \phi(A_i, A_j) \) to \( \phi(cA_i + a, cA_j + a) \), which may not maintain modeling equivalence to the original model. However, the proposed identification strategy based on the two-quantile characterization can be adapted. For example, if \( \phi \) is a homogeneous function, say, \( \phi(a_1, a_2) = (a_1 + a_2)^3 \), then scale normalization is still feasible. In that case, even though location normalization is no longer feasible, the curvature of \( \phi \) can be used to identify the location. See Subsection 5.1 and Appendix C for more details.

### 4 Constructive Proof of Main Results

We now present the proof for the identification results in Theorems 1 and 2.

By Lemma 2 in Appendix A, Assumptions 1a, 2, 3, 4 and 5a (for the parametric homophily setting) imply Assumption 1, 2, 3 and 4 (for the nonparametric homophily setting). Hence, we present the main identification arguments under Assumptions 1, 2, 3 and 4 for the nonparametric homophily setting in Subsections 4.1-4.4. In Subsection 4.5, we show that, with parametric specification of homophily and the stronger set of assumptions, the identification arguments in 4.1-4.3 remain valid, based on which we then establish the identification of the parametric homophily parameter \( \beta_0 \).
Under the nonparametric homophily setting and Assumptions 1, 2, 3 and 4, Subsection 4.1 first establishes the identification of pairs of individuals \((ij)\) with the same observable characteristics \((x_i = x_j = \bar{x})\) and the same unknown fixed effects \((A_i = A_j = a)\), based on the observable conditional popularity of \(i\) and \(j\). Subsection 4.2 then shows that we may identify the common yet unknown fixed effect of such pairs, if their common fixed effect corresponds to one of the two normalized quantiles of \(F\), the unknown CDF of the idiosyncratic pairwise shocks. This identifies the unknown fixed effect \(A_i = A_j = a\) for two particular values of \(a\), illustrating the usefulness of the two-quantile normalization adopted in 3. Subsection 4.3 then demonstrates how to use an “in-fill” and “out-expansion” algorithm to extend the identification results for these two initial values of fixed effects to all other possible values of fixed effects. In the meanwhile, Subsection 4.3 also shows that the whole unknown CDF \(F\) can also be identified along with the fixed effects \(A\). Subsection 4.4 establishes the identification of \(w\), the nonparametric homophily effect function.

Until Subsection 4.5, we maintain the following model specification, assumptions and normalization:

\[
D_{ij} = 1 \{ w(X_i, X_j) + A_i + A_j \geq U_{ij} \}, \\
Q_{\alpha}[U_{ij}] = 0, \quad Q_{1-\alpha}[U_{ij}] = 1, \quad \text{for some fixed } \alpha \in \left(0, \frac{1}{2}\right),
\]

along with Assumptions 1, 2, 3 and 4. We discuss how to adapt the arguments for the parametric homophily setting in 4.5.

4.1 Identification of Pairs with Same Observable Characteristics and Same Fixed Effects

We now start with the identification of pairs of individuals with the same observable characteristics and the same fixed effects.

First, consider two individuals \(i, j\) such that \(x_i = x_j = \bar{x} \in Supp(X_i)\). This is valid for identification analysis, supposing that we can observe the whole population of the observable data. We now also provide some heuristics for the validity of this choice if a (countable) size of the sample \(N\). This is clearly possible for sufficiently large \(N\) if \(X_i\) is discretely distributed at \(\bar{x}\). If on the other hand, \(X_i\) is continuously distributed at \(\bar{x}\), which lies inside \(Supp(X_i)\), then for \(N\) large enough, we will have as many individuals \(j\) as we want with characteristics \(x_j\) as close to \(\bar{x}\) as possible in Euclidean norm. As \(w(\cdot, \cdot)\) is taken to be continuous with respect to Euclidean norm, we could use a limit argument to make this precise. However, in this paper, we focus on the identification argument as if we have perfect knowledge of the
Given that we have chosen \( \bar{i}, \bar{j} \) with observable and known characteristics \( x_{\bar{i}} = x_{\bar{j}} = \bar{x} \) and unknown fixed effects \( A_{\bar{i}}, A_{\bar{j}} \), we know that
\[
w(x_{\bar{i}}, x_h) = w(x_{\bar{j}}, x_h) \quad \forall h \in N \setminus \{\bar{i}, \bar{j}\},
\]
Then the conditional “popularity” of \( \bar{i} \)
\[
E[D_{\bar{i}h} | x_{\bar{i}} = \bar{x}, A_{\bar{i}}] = P\left( w(\bar{x}, x_h) \beta_0 + A_{\bar{i}} + A_h \geq U_{\bar{i}h} | A_{\bar{i}} \right)
\]
is strictly increasing in \( A_{\bar{i}} \) by the strict monotonicity of \( F \) on \( \mathbb{R} \). In other words, if
\[
E[D_{\bar{i}h} | x_{\bar{i}} = \bar{x}, A_{\bar{i}}] \geq E[D_{\bar{j}h} | x_{\bar{j}} = \bar{x}, A_{\bar{j}}] \quad \forall h \in N \setminus \{\bar{i}, \bar{j}\},
\]
we can infer that \( A_{\bar{i}} \geq A_{\bar{j}} \).

We now argue that the conditional popularity \( E[D_{\bar{i}k} | x_{\bar{i}} = \bar{x}, A_{\bar{i}}] \) is “identified from data”: conditional on a fixed individual \( \bar{i} \), who has fixed observable characteristics \( \bar{x} \) and some fixed unobservable characteristics \( A_{\bar{i}} = a \) for some unknown \( a \), the indicator variable for the presence of a link between individual \( \bar{i} \) and some other individual \( k \) is given by
\[
D_{\bar{i}k} | x_{\bar{i}} = \bar{x}, A_{\bar{i}} = a = 1 \left\{ w(\bar{x}, x_k) \beta_0 + A_{\bar{i}} + A_k \geq U_{\bar{i}k} \right\}.
\]
By Assumption 2 (IID idiosyncratic pairwise shock \( U_{ij} \)) and Assumption 3 (random sampling of \( X_k, A_k \)), the collection of random variables \( \{D_{\bar{i}k}\}_{k \in N \setminus \{\bar{i}\}} \) are i.i.d. conditional on the identity (i.e., the characteristics) of individual \( \bar{i} \). As for identification analysis we assume that the joint distribution of observable data is known, it follows that we know the conditional distribution of observable \( D_{\bar{i}k} \), conditional on the observable identity of individual \( \bar{i} \).\(^{15}\) Hence, the conditional popularity of individual \( \bar{i} \)
\[
E[D_{\bar{i}k} | x_{\bar{i}} = \bar{x}, A_{\bar{i}}] = P\left( w(\bar{x}, x_k) \beta_0 + A_{\bar{i}} + A_k \geq U_{\bar{i}k} | A_{\bar{i}} \right)
\]
is directly identified from data.

Hence, by comparing the identified popularity of any two fixed individuals \( ij \) with the

\(^{15}\)Clearly, given that \( \{D_{\bar{i}k}\}_{k \in N \setminus \{i\}} \) are conditionally i.i.d., by the Strong Law of Large Numbers, or more fundamentally the Ergodic Theorem, \( E[D_{\bar{i}k} | x_{\bar{i}} = \bar{x}, A_{\bar{i}}] \) is consistently estimatable by the corresponding sample averages.
same observable characteristics \( x_i = x_j = \bar{x} \), we have the following identifying relationships:

\[
1 \{ A_i \geq A_j \text{ and } x_i = x_j = \bar{x} \} = 1 \{ \mathbb{E} \left[ D_{\bar{i}h} - D_{\bar{j}h} \mid x_\bar{i} = x_\bar{j} = \bar{x}, A_{\bar{i}}, A_{\bar{j}}, h \neq \bar{i}, \bar{j} \right] \geq 0 \} \tag{12}
\]

\[
1 \{ A_i = A_j \text{ and } x_i = x_j = \bar{x} \} = 1 \{ \mathbb{E} \left[ D_{\bar{i}h} - D_{\bar{j}h} \mid x_\bar{i} = x_\bar{j} = \bar{x}, A_{\bar{i}}, A_{\bar{j}}, h \neq \bar{i}, \bar{j} \right] = 0 \} \tag{13}
\]

where the right hand sides have been argued to be identified from data. In summary, we are able to identify an ordering on the fixed effects of all individuals with the same observable characteristics \( \bar{x} \) via (12).

### 4.2 Identification of Pairs with Same Observable Characteristics and Certain Fixed Effects

Now that we can identify pairs of individuals \( \bar{i}, \bar{j} \) with the same observable characteristics \( x_\bar{i} = x_\bar{j} = \bar{x} \) and the same fixed effects, we now fix any unknown constant \( a \) and consider pairs of individuals with observable \( x \) and the same fixed effects \( A_i = A_j = a \) for this particular \( a \).

We first try to identify whether \( a = 0 \). This is conceptually possible by Assumption 4 (conditional full support of \( A_i \)): regardless of \( \bar{x} \), 0 lies in the conditional support of \( A_i \mid x_i = \bar{x} \).

We proceed by consider the observable frequency of links \( D_{\bar{i}j} \) between all such pairs of \( \bar{i}, \bar{j} \):

\[
\mathbb{E} \left[ D_{\bar{i}j} \mid x_\bar{i} = x_\bar{j} = \bar{x}, A_\bar{i} = A_\bar{j} = a \right] = \mathbb{P} \left\{ 0 + 2a \geq U_{ij} \mid x_\bar{i} = x_\bar{j} = \bar{x}, A_\bar{i} = A_\bar{j} = a \right\} = F(2a) = \alpha \text{ if and only if } a = 0,
\]

by the normalization \( Q_{\alpha} [U_{ij}] = 0 \) and the strict monotonicity of \( F \). In summary, we have identified

\[
1 \{ A_\bar{i} = A_\bar{j} = 0 \text{ and } x_\bar{i} = x_\bar{j} = \bar{x} \} = 1 \{ \mathbb{E} \left[ D_{\bar{i}j} \mid x_\bar{i} = x_\bar{j} = \bar{x}, A_\bar{i} = A_\bar{j} \right] = \alpha \}
\]

Similarly, we then may identify whether \( a = \frac{1}{2} \). We may achieve this again by considering the observable frequency of links \( D_{\bar{i}j} \) between such pairs of \( \bar{i}, \bar{j} \):

\[
\mathbb{E} \left[ D_{\bar{i}j} \mid x_\bar{i} = x_\bar{j} = \bar{x}, A_\bar{i} = A_\bar{j} \right] = \mathbb{P} \left\{ 0 + 2a \geq U_{ij} \mid x_\bar{i} = x_\bar{j} = \bar{x}, A_\bar{i} = A_\bar{j} \right\} = F(2a) = 1 - \alpha \text{ if and only if } a = \frac{1}{2},
\]

so we have identified

\[
1 \left\{ A_\bar{i} = A_\bar{j} = \frac{1}{2} \text{ and } x_\bar{i} = x_\bar{j} = \bar{x} \right\} = 1 \{ \mathbb{E} \left[ D_{\bar{i}j} \mid x_\bar{i} = x_\bar{j} = \bar{x}, A_\bar{i} = A_\bar{j} \right] = 1 - \alpha \}.
\]
In summary, by considering the conditional linking probability among individuals with the same observable characteristics and the same fixed effects, we are able to identify two levels of their common fixed effects, corresponding to the two normalized quantiles of the CDF $F$.

### 4.3 Identification of the CDF $F$ and the Fixed Effects $A$

We now proceed to establish the identification of $F$ on its whole domain $\mathbb{R}$ and $A_i$ for every possible value in $\mathbb{R}$.

So far, either by normalization or by identification, we have pinned down the values of $F$ and $A_i$ on

$$F_0 = \{0, 1\}, \quad A_0 = \left\{0, \frac{1}{2}\right\},$$

i.e., we know the values of $F(0), F(1), 1\{A_i = 0\},$ and $1\{A_i = \frac{1}{2}\}$.

#### “In-Fill” Algorithm

Using this knowledge, we first carry out an “in-fill” algorithm that identifies $F$ and $A$ on all bisection points in $[0, 1]$. To start with, we still focus on individuals with the same observable characteristics $\bar{x}$, but now we can select pairs that have two different known levels of fixed effects, “0” and “$\frac{1}{2}$”, respectively, and then consider the conditional linking probability across these two levels of fixed effects, leading to the identification of $F\left(\frac{1}{2}\right)$ via

$$F\left(\frac{1}{2}\right) = \mathbb{P}\left\{w(\bar{x}, \bar{x}) + 0 + \frac{1}{2} \geq U_{ij}\right\} = \mathbb{E}\left[D_{ij} | x_i = x_j = \bar{x}, A_i = 0, A_j = \frac{1}{2}\right].$$

Then, we may extend the results to back out more unknown levels of fixed effects:

$$1\left\{A_i = A_j = \frac{1}{4}\right\} = 1\left\{\mathbb{E}\left[D_{ij} | x_i = x_j = \bar{x}, A_i = A_j\right] = F\left(\frac{1}{2}\right)\right\},$$

$$1\left\{A_j = \frac{3}{4}\right\} = 1\left\{\mathbb{E}\left[D_{ij} | x_i = x_j = \bar{x}, A_i = \frac{1}{4}, A_j\right] = F(1)\right\},$$

$$1\left\{A_j = 1\right\} = 1\left\{\mathbb{E}\left[D_{ij} | x_i = x_j = \bar{x}, A_i = 0, A_j\right] = F(1)\right\}.$$

The first equation reiterates the identification argument in the Subsection 4.1 based on conditional linking probabilities among individuals with same fixed effects. The latter two equations utilize a triangulation method, where we control one known level of fixed effect $A_i$ and a known value of the CDF $F$, and then back out another level of unknown fixed effect $A_j$ by considering conditional linking probabilities among individuals with different
fixed effects. In summary of the four identification equations above, we now have identified $F$ and $A_i$ on

$$F_1 = \left\{ 0, \frac{1}{2}, 1 \right\}, \quad A_1 = \left\{ 0, \frac{1}{4}, \frac{1}{2}, \frac{3}{4}, 1 \right\}. $$

Inductively, suppose that $F$ and $A_i$ have been identified on

$$F_n := \left\{ \frac{m}{2^n} : m \leq 2^n \right\}, \quad A_n := \left\{ \frac{m}{2^{n+1}} : m \leq 2^{n+1} \right\}. $$

Then we may apply the same reasoning and further identify

$$F \left( \frac{m + h}{2^{n+1}} \right) = \mathbb{E} \left[ D_{ij} | x_i = x_j = \bar{x}, \ A_i = \frac{m}{2^{n+1}}, A_j = \frac{h}{2^{n+1}} \right] \quad \forall m, h \leq 2^n,$n

$$1 \left\{ A_i = A_j = \frac{m}{2^{n+2}} \right\} = 1 \left\{ \mathbb{E} \left[ D_{ij} | x_i = x_j = \bar{x}, \ A_i = A_j = F \left( \frac{m}{2^{n+1}} \right) \right] \right\} \quad \forall m \leq 2^{n+1},$$n

$$1 \left\{ A_j = 1 - \frac{m}{2^{n+2}} \right\} = 1 \left\{ \mathbb{E} \left[ D_{ij} | x_i = x_j = \bar{x}, \ A_i = \frac{m}{2^{n+2}}, A_j = F \left( 1 \right) \right] \right\} \quad \forall m \leq 2^{n+1}. $$

establishing further identification of $F$ and $A_i$ on $F_{n+1}$ and $A_{n+1}$. By induction, we can thus identify $F$ and $A$ on all “bisection points” of $[0, 1]$: $$F_\infty = \left\{ \frac{m}{2^n} : m \leq 2^n, n \in \mathbb{N} \right\}, \quad A_\infty = \left\{ \frac{m}{2^n} : m \leq 2^n, n \in \mathbb{N} \right\}.$$n

We now extend the identification results on all bisection points of $[0, 1]$ to the whole real interval $[0, 1]$ by taking limits. Consider any real number $a \in [0, 1] \setminus A_\infty$. Then there exist two sequences $(\underline{a}_n), (\overline{a}_n)$ in $A_\infty$ such that $\underline{a}_n \nearrow a$ and $\overline{a}_n \searrow a$ as $n \to \infty$. Recall that we can identify an order “$\geq$” on “fixed-effect equivalent class with observable $\bar{x}$”. For each $n \in \mathbb{N}$, inequalities of the form $1 \left\{ A_i \in [\underline{a}_n, \overline{a}_n] \right\}$ are identified. Hence,

$$1 \left\{ A_i = a \right\} = \prod_{n=1}^\infty 1 \left\{ A_i \in [\underline{a}_n, \overline{a}_n] \right\} = \prod_{n=1}^\infty 1 \left\{ A_i \in \bigcap_{n=1}^\infty [\underline{a}_n, \overline{a}_n] \right\}$$

is identified. To identify $F \left( a \right)$ for $a \in [0, 1] \setminus A_\infty$, we can simply take the upper limit\footnote{Recall that a CDF is always right-continuous, so the upper limit $F \left( a \right) = \lim_{\pi_n \uparrow a} F \left( \pi_n \right)$ also holds even if $F$ is not continuous. Moreover, if we allow $F$ to be discontinuous, we can also identify the lower limit by $F_- \left( a \right) = \lim_{\pi_n \downarrow a} F \left( \pi_n \right)$.}

$$F \left( a \right) = \lim_{\pi_n \uparrow a} F \left( \pi_n \right). $$

We have thus established identification of $F$ and $A$ on $\mathcal{F} = [0, 1]$ and $\mathcal{A} = [0, 1]$, with the range of values $F \left( \mathcal{F}_0 \right) = [F \left( 0 \right), F \left( 1 \right)] = [\alpha, 1 - \alpha]$ as imposed by the two quantile
normalization.

“Out-Expansion” Algorithm
The “in-fill” algorithm above establishes identification on the unit interval $[0, 1]$, we now switch to an “out-expansion” algorithm that further extends the identification results from $[0, 1]$ to $(-\infty, \infty)$.

Using a similar reasoning as above, we have

$$1 \{A_j = -a\} = 1 \{\mathbb{E}[D_{ij} | x_i = x_j = \bar{x}, A_i = a, A_j = a] \} \quad \forall a \in [0, 1]$$

$$F(-a) = \mathbb{E}[D_{ij} | x_i = x_j = \bar{x}, A_i = 0, A_j = -a] \quad \forall a \in [0, 1]$$

and thus we have identified $A_i$ and $F$ on $\mathcal{A}_0 = [-1, 1]$ and $\mathcal{F}_0 = [-1, 1]$.

Inductively, suppose that $A_i$ and $F$ have already been defined on $\mathcal{A}_n = \mathcal{F}_n \supseteq [-2^n, 2^n]$ for any $n \in \mathbb{N}$. Then we can further identify

$$F(a + b) = \mathbb{E}[D_{ij} | x_i = x_j = \bar{x}, A_i = a, A_j = b], \quad \forall a, b \in [-2^n, 2^n]$$

$$1 \{A_j = a\} = 1 \{\mathbb{E}[D_{ij} | x_i = x_j = \bar{x}, A_i = b, A_j = a] \} = c \quad \forall b \in [-2^n, 2^n], \forall c \in [F(-2^n), F(2^n)]$$

Thus we have further identify $F$ and $A_i$ on

$$\mathcal{F}_{n+1} = \{a + b : a, b \in [-2^n, 2^n]\} = [-2^{n+1}, 2^{n+1}]$$

$$\mathcal{A}_{n+1} = \{F^{-1}(c) - b : \forall b \in [-2^n, 2^n], \forall c \in [F(-2^n), F(2^n)]\}$$

$$= [-2^n, 2^n] - [-2^n, 2^n] = [-2^{n+1}, 2^{n+1}]$$

By induction, we can identify $F$ and $A_i$ on $\bigcup_{n=1}^{\infty} \mathcal{F}_n = \bigcup_{n=1}^{\infty} \mathcal{A}_n = \mathbb{R}$.

4.4 Identification of the Homophily Effect Function $w$

We now continue to identify $w$ on its domain $\text{Supp} (X_i) \times \text{Supp} (X_j)$. Recall that $A_i$ and $F$ have all been identified in Subsection 4.3, so we may treat them as known.

We consider pairs of individuals with any observable characteristics $(x_i, x_j) \in \text{Supp} (X_i, X_j)$ and zero fixed effects $A_i = A_j = 0$. By

$$F(w(x_i, x_j)) = \mathbb{P}\{w(x_i, x_j) \geq U_{ij}\} = \mathbb{E}[D_{ij} | x_i \neq x_j, A_i = A_j = 0]$$
we can identify
\[ w(x_i, x_j) = F^{-1}(\mathbb{E}[D_{ij}|x_i \neq x_j, A_i = A_j = 0]). \]

Hence, we have identified \( w, F, A \) up to the normalization we made. Theorem 1 translates the point identification under normalization proved here back into a set identification result, where the identified set is characterized by a specific form of positive affine transformations. We thus have proved Theorem 1 under Assumptions 1, 2, 3 and 4.

4.5 Identification of the Homophily Effect Parameter \( \beta_0 \)

We now switch to the parametric homophily setting, and consider the identification of the linear homophily effect parameter \( \beta_0 \) in (5) under Assumptions 1a, 2, 3, 4 and 5a. Despite the fact that identification under the nonparametric homophily setting does not imply identification under the parametric homophily setting, the identification arguments in previous subsections are very useful in the parametric homophily setting.

We maintain the normalization \( Q_\alpha [U_{ij}] = 0, \ Q_{1-\alpha} [U_{ij}] = 1 \). By Assumption 1a, \( \theta = w(\bar{x}, \bar{x}) = \tilde{w}(\bar{x}, \bar{x}) \beta_0 = 0 \), which is consistent with the previous location normalization \( \theta = 0 \) in the identification analysis under the nonparametric homophily setting. Moreover, as Assumption 1a, 2, 3, 4 and 5a imply Assumption 1, 2, 3 and 4 by Lemma 2, all previous identification results carry over without change.

By the result in Subsection 4.3, \( A_i \) and \( F \) are identified on \( \mathbb{R} \). By Assumption 5a, \( \text{Supp} (\tilde{W}_{ij}) = \text{Supp} (\tilde{w}(X_i, X_j)) \) contains \( k \) linearly independent nonzero vectors \( \tilde{W}_m \in \mathbb{R}^k \) for \( m = 1, \ldots, k \). Hence, by
\[
F(\tilde{W}_m \beta_0) = \mathbb{P}\{\tilde{W}_m \beta_0 \geq U_{ij}\} = \mathbb{E}[D_{ij}|x_i \neq x_j, A_i = A_j = 0],
\]
we can identify
\[
\tilde{W}_m \beta_0 = \xi_m := F^{-1}(\mathbb{E}[D_{ij}|x_i \neq x_j, A_i = A_j = 0]).
\]
Writing \( \tilde{W} = (\tilde{W}_m)_m^{k} \) and \( \xi = (\xi_m)_m^{k} \), we have \( \tilde{W}' \beta_0 = \xi \). As \( \tilde{W} \) is invertible by construction, we can identify
\[
\beta_0 = \tilde{W}^{-1} \xi,
\]
the right hand side of which are all known.

We have thus completed the proof of Theorem 2, establishing identification for the parametric homophily setting under Assumptions 1a, 2, 3, 4 and 5a.
5 Extensions

5.1 Nonlinear Coupling of Fixed Effects

In this section, we revisit model (10) in Remark 2:

\[ D_{ij} = \{ w(X_i, X_j) + \phi(A_i, A_j) \geq U_{ij} \} \]

where \( w \) is nonparametrically specified and \( \phi : \mathbb{R}^2 \to \mathbb{R} \) is a known potentially nonlinear function.

**Assumption. 6 (Nice Coupling Function)** \( \phi : \mathbb{R}^2 \to \mathbb{R} \) is a symmetric, differentiable, strictly increasing (in both arguments) and surjective (in both arguments) function.

Assumption 6 mainly ensures that the coupled fixed effects are still “smoothly ordered” with a “full support”: continuity rules out jumps in the coupled effects of \( A_i \) and \( A_j \) on linking probabilities, strict monotonicity preserves the implications of individual fixed effects on relative popularity, and surjectivity implies that given an arbitrary \( A_i \), the other individual’s fixed effect \( A_j \) is still pivotal in the determination of the coupled effect.

As discussed in Remark 2, setting the two quantiles \( Q_\alpha, Q_{1-\alpha} \) to 0, 1 are no longer valid normalization. Nevertheless, we may write

\[ Q_\alpha [U_{ij}] = q_\alpha, \quad Q_{1-\alpha} [U_{ij}] = q_{1-\alpha} \]

for \( \alpha \in (0, \frac{1}{2}) \) and two unknown constants \( q_\alpha < q_{1-\alpha} \), and treat \( q_\alpha, q_{1-\alpha} \) effectively as location and scale parameters that we seek to identify.

We show in Appendix C how to formally establish the identification results under this setting, and provide two general levels of conditions related to the identifiability (and normalizability) of the location and the scale parameters. We summarize the main findings here.

In Subsection C.1, we provide some general discussion on how the identification arguments in Subsections 4.1-4.3 can be adapted accordingly. The key difference after the adaption is that the two initially “identified” levels of fixed effects, instead of being labeled as “0” and “1” under the two-quantile normalization imposed in Section 3, must now be written as

\[ \overline{\phi}^{-1}(q_\alpha), \overline{\phi}^{-1}(q_{1-\alpha}) \]

where \( \overline{\phi} : \mathbb{R} \to \mathbb{R} \), defined by \( \overline{\phi}(a) := \phi(a, a) \) for all \( a \in \mathbb{R} \), is a known, potentially nonlinear, symmetric, continuous, strictly increasing and surjective function given Assumption 6, thus
admitting an inverse function \( \overline{\phi}^{-1} \). Even though the two numbers \( \overline{\phi}^{-1}(q_\alpha), \overline{\phi}^{-1}(q_{1-\alpha}) \) are unknown, we can nevertheless identify pairs of individuals who share the same unknown fixed effects \( \overline{\phi}^{-1}(q_\alpha) \) or \( \overline{\phi}^{-1}(q_{1-\alpha}) \). Given these two initial levels of identified fixed effects, the “in-fill and out-expansion” algorithms again apply, establishing the joint identification of the individual fixed effects \( A_i \) and the CDF \( F \) on the whole real line. However, the remaining subtlety lies in that the identification results are all described relative to the two unknown numbers \( q_\alpha, q_{1-\alpha} \), which effectively “encrypts” the whole real line. Whether the “decryption keys” \( q_\alpha, q_{1-\alpha} \) can be identified depend on the curvature of \( \phi \).

To illustrate this, in Subsection C.2 we solve out a concrete example, in which \( \phi \) is assumed to take a cubic form:

\[
\phi(a_1, a_2) := (a_1 + a_2)^3, \quad \forall a_1, a_2 \in \mathbb{R}.
\]

The homogeneity of \( \phi \) renders it impossible to identify the scale parameter, but in the meanwhile we may consequently impose the interquantile-range scale normalization. With one location parameter that is unknown and not normalizable, we show how to exploit the fact that \( \overline{\phi}'(a) = 24a^2 = 0 \) if and only if \( a = 0 \) to recover the location parameter via a “conjecture and falsification” argument, which illustrates the main technical method for this section and is more widely applicable beyond this example. Moreover, we discuss why Assumption 1 (degeneration of homophily effect on the hyper-diagonal) is no longer required in this case, as the identified location parameter actually endows “0” with an invariant property across different values of observable characteristics \( \bar{x} \in \text{Supp}(X_i) \), so that we may obtain identification results across different \( \bar{x} \in \text{Supp}(X_i) \) without Assumption 1. The precise characterization of the identification result obtained for this illustrating example is given by the following proposition.

**Proposition 1** (Nonparametric Identification with Cubic Coupling of Fixed Effects). Consider the nonparametric model (10) with cubic coupling of fixed effects: \( \phi(a_1, a_2) := (a_1 + a_2)^3 \) for all \( a_1, a_2 \in \mathbb{R} \). Under Assumption 2, 3, 4 and 6, along with a further assumption that \( F \) is differentiable at 0, the following set

\[
\left\{ \left( cw + b, cA, cF^{-1} + b \right) : c \in (0, \infty), b \in \mathbb{R} \right\}
\]

where \((w, A, F^{-1})\) denote the true values is identified, and no proper nonempty subset of it can be further identified.

Proposition 2 provides a sharper characterization of the identified set than Theorem 1, as the identified set in Proposition 2 features two degrees of freedom instead of three as
in Theorem 1. This is not surprising given the well-known observation in the econometric literature that nonlinearity may help with identification. Here, the curvature of $\phi$ may provide information about the location parameter, which is not identifiable under linear aggregation of fixed effects. Hence, Theorems 1 and 2, along with their proofs in previous sections, may be regarded as results for the “worst-case scenario”.

Subsections C.3 and C.4 then provide two generalized forms of conditions related to homogeneity or translatability of the coupling function $\phi$, under which a similar argument as in the cubic case may be applied.

**Definition 1 (Homogeneity and Translatability).**

- $\phi$ is **generalized homogeneous** if, for any $c > 0$, there exists some (known) bijective function $g_c$ such that $\phi(g_c(a_1), g_c(a_2)) = c\phi(a_1, a_2), \forall a_1, a_2 \in \mathbb{R}$.

- $\phi$ is **generalized translatable** if, for any $b \in \mathbb{R}$, there exists a bijection $h_b : \mathbb{R} \rightarrow \mathbb{R}$ such that $\phi(h_b(a_1), h_b(a_2)) = \phi(a_1, a_2) + b, \forall a_1, a_2 \in \mathbb{R}$.

- $\phi$ is **periodic homogeneous with period** $T > 1$ if there exists a bijective function $g_T$ such that $\phi(g_T(a_1), g_T(a_2)) = T\phi(a_1, a_2), \forall a_1, a_2 \in \mathbb{R}$.

- $\phi$ is **periodic translatable with period** $T > 0$ if there exists a bijective function $h_T : \mathbb{R} \rightarrow \mathbb{R}$ such that $\phi(h_T(a_1), h_T(a_2)) = \phi(a_1, a_2) + T, \forall a_1, a_2 \in \mathbb{R}$.

Subsections C.3 and C.4 provide concrete examples of functions that satisfy the conditions defined above, and discuss how these conditions are sufficient for the unidentifiability of scale and location parameters.

**Lemma 1 (Identification with Potentially Nonlinear Coupling of Fixed Effects).**

(i) If $\phi$ is generalized or periodic homogeneous, then the scale of the distribution of $U_{ij}$ (for instance, the interquantile range $Q_{1-\alpha}[U_{ij}] - Q_{\alpha}[U_{ij}]$) is unidentified.

(ii) If $\phi$ is generalized or periodic translatable, then the location of the distribution of $U_{ij}$ (for instance, its $\alpha$-th quantile $Q_\alpha[U_{ij}]$), is unidentified.

Note that, in either of the cases in Lemma 1, generalized homogeneity or generalized translatability helps characterize the identified set via the corresponding induced modeling equivalence classes, which in turn helps characterize the identified invariant properties within each modeling equivalence class. If both generalized homogeneity and generalized translatability are satisfied, then the characterization of the identified sets as in Theorem 1 essentially applies (with some minor corresponding adaptions).
5.2 Unknown Coupling of Fixed Effects

As a further extension, we now consider a model with unknown coupling of fixed effects:

\[ D_{ij} = \{ w(X_i, X_j) + \phi(A_i, A_j) \geq U_{ij} \} \]

where \( \phi : \mathbb{R}^2 \to \mathbb{R} \) is an unknown function that satisfies Assumption 6, i.e., \( \phi \) is continuous, differentiable, strictly increasing and surjective in each of its arguments.

Then, take any strictly positive scalar \( a \in \mathbb{R}_{++} \), any scalars \( b, c \in \mathbb{R} \) and any continuous, differentiable, strictly increasing and surjective function \( f : \mathbb{R} \to \mathbb{R} \), and define

\[
\hat{A}_i := f(A_i), \\
\hat{\phi}(\hat{A}_i, \hat{A}_j) := c \phi\left(f^{-1}(\hat{A}_i), f^{-1}(\hat{A}_j)\right) + a \\
\hat{w}(x_i, x_j) := cw(x_i, x_j) + b, \\
\hat{U}_{ij} := cU_{ij} + a + b.
\]

The above transformation of the unknown \((w, \phi, A, U)\) again maintains modeling equivalence. In particular, \( \hat{\phi} \) remains symmetric, continuous, differentiable, strictly increasing and surjective, so that Assumption 6 is preserved. Hence, we may without loss of generality impose the following normalization:

\[
\theta \equiv w(x_i, x_i) = 0, \quad Q_\alpha[U_{ij}] = 0, \quad Q_{1-\alpha}[U_{ij}] = 1, \text{ for some } \alpha \in (0, \frac{1}{2}) \\
\overline{\phi}(a) := \phi(a, a) = 2a \text{ for all } a \in \mathbb{R}.
\]

To obtain the last normalization on \( \overline{\phi} \) in particular, we may take \( f(a) := \frac{1}{2}\overline{\phi}(a) := \frac{1}{2}\phi(a, a) \) in the transformation defined above, which ensures that the transformed coupling function satisfies \( \hat{\phi}(a, a) = \overline{\phi}(f^{-1}(a)) = \overline{\phi}\left(\overline{\phi}^{-1}(2a)\right) = 2a \).

Notice that all the normalization imposed in Section 3 are still imposed here. Moreover, when individuals share the same fixed effects, the last normalization on \( \phi \) takes us essentially back to the case with linearly additive fixed effects when the fixed effects of two individuals coincide. A similar argument as provided in Subsection 5.1 (and Appendix C) can again be applied here, but now all unknown and unnormalized values of \( \phi(a_1, a_2) \) for \( a_1 \neq a_2 \) remain to identified to “decrypt” the identification results obtained via the “in-fill and out-expansion” algorithm. Complicated as it may seem, this problem is still similar to the one encountered in the previous subsection where \( \phi \) is known but nonlinear, which may again be approached via the “conjecture and falsification” argument illustrated in the example of cubic coupling function. See Appendix D for a more detailed discussion.
5.3 Nonseparability of Homophily and Degree Heterogeneity

We now consider a further generalization where nonparametric dependence between the homophily effects and the fixed effects is allowed. Formally, we consider the following model

\[ D_{ij} = \{ \phi(X_i, X_j; A_i, A_j) \geq U_{ij} \} , \]  

(14)

where \( \phi : \mathbb{R}^k \times \mathbb{R}^k \times \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) is an unknown function. This setting generalizes the link formation model considered by Johnsson and Moon (2017) of the form:

\[ D_{ij} = \{ \phi(w(X_i, X_j); A_i, A_j) \geq U_{ij} \} . \]  

(15)

Assumption. 6’ (Nice Index Function) \( \phi(x_1, x_2; a_1, a_2) \) is a symmetric with respect to \((x_1, a_1)\) and \((x_2, a_2)\)^17, differentiable, and strictly increasing in \(a_1\) and \(a_2\).

For technical clarity, we replace surjectivity of \( \phi \) and conditional full support of \( A_i \) with the following joint assumption on \( \phi \) and \( A_i \):

Assumption. 4’ (Conditional Pivotality of \( A_i \)) \( \forall x_1, x_2, a_1, a_2 \), we have \( \text{Supp}(A_i | X_2 = x_2) \equiv \text{Supp}(A_i) \) and \( F(\phi(x_1, x_2; a_1, \text{Supp}(A_i))) = (0, 1) \).

We impose the following key assumption, which is an adaption of Assumption 1:

Assumption. 1” (Degeneration of Homophily Effect on the Joint-Hyper-Diagonal) \( \forall \bar{x}, \bar{x}' \in \text{Supp}(X_i), \forall a \in \text{Supp}(A_i), \phi(\bar{x}, \bar{x}; a, a) = \phi(\bar{x}', \bar{x}; a, a) =: \phi_A(a) \).

Essentially, Assumption 1” basically says that, the linking probability among individuals who share the same observable characteristics \( x_i = x_j = \bar{x} \) and the same fixed effects \( a_1 = a_2 = a \) do not depend on the level of \( \bar{x} \), which embeds the economic interpretation of homophily effects. Assumption 1” is more likely to be reasonable if we are mostly interested in “distance-based” characteristics. In particular, Assumption 1” is implied by Assumption 1 under model (15) as considered in Johnsson and Moon (2017), where observable characteristics are first coupled into an homophily effect index. Besides, Assumption 1” is clearly implied by Assumption 1 under the additively separable model (30) considered in previous sections. On another aspect, Assumption 1” is also weaker than Assumption 1 in the sense that it does not require that \( \phi(\bar{x}, \bar{x}; a_1, a_2) \) be independent of \( \bar{x} \) when \( a_1 \neq a_2 \).

Given Assumption 1”, 2, 3, 4’ and 6’, we now present the final result:

Theorem 3 (Nonparametric Identification under Nonseparability). For the nonseparable index setting (14), under Assumptions 1”, 2, 3, 4’ and 6’, \( \phi \) is identified up to normalization.

17Precisely, \( \phi(x_1, x_2; a_1, a_2) \equiv \phi(x_2, x_1; a_2, a_1) \).
Proof. Taking any strictly increasing function \( g, f \), we define the following transformation of the unknown \((U, A, \phi)\):

\[
\hat{U}_{ij} := g(U_{ij}), \quad \hat{A}_i := f(A_i), \\
\hat{\phi}(x_1, x_2; \hat{a}_1, \hat{a}_2) := g(\phi(x_1, x_2; f^{-1}(\hat{a}_1), f^{-1}(\hat{a}_2)))
\]

It is straightforward to check that modeling equivalence is maintained. In particular, as

\[
\hat{\phi}(X_i, X_j; \hat{A}_i, \hat{A}_j) = g(\phi(X_i, X_j; f^{-1}(f(A_i)), f^{-1}(f(A_j))))
\]

\[
= g(\phi(X_i, X_j; A_i, A_j)) \\
\geq \hat{U}_{ij} = g(U_{ij}) \quad \text{iff} \quad \phi(X_i, X_j; A_i, A_j) \geq U_{ij}.
\]

Moreover, Assumption 6’ and 4’ are obviously preserved as well with the transformed CDF \( \hat{F} := F \circ g^{-1} \).

Taking \( g(u) := F(u) \), \( f(a) := F(\overline{\phi}_A(a)) \), we impose the following normalizing transformation:

\[
\hat{U}_{ij} := F(U_{ij}) \sim U[0,1] \\
\hat{A}_i := F(\overline{\phi}_A(A_i)) \quad \text{has support} \ (0,1) \\
\hat{\phi}(x_1, x_2; \hat{a}_1, \hat{a}_2) := F(\phi(x_1, x_2; \overline{\phi}_A^{-1}(F^{-1}(\hat{a}_1)), \overline{\phi}_A^{-1}(F^{-1}(\hat{a}_2))))
\] (16)

As a result of the normalization, we have

\[
\overline{\phi}_A(\hat{a}) := \hat{\phi}(\overline{x}, \overline{x}; \hat{a}, \hat{a}) = F\left(\overline{\phi}_A\left(\overline{\phi}_A^{-1}(F^{-1}(\hat{a}))\right)\right) \\
= F\left(F^{-1}(\hat{a})\right) = \hat{a}.
\] (17)

In other words, we can without loss of generality normalize the model so that the function \( \phi \) reduces completely to identity on the joint-hyper-diagonal, \((x_i, a_i) = (x_j, a_j)\). Relative to the additive separable specifications considered in previous sections, where only two quantiles of \( F \) may be normalized, now the whole CDF are effectively normalized, which is not surprising given the generality of the current specification and the strength of Assumption 1”.

Identification of what remains unknown is then straightforward. As we no longer need to identify \( F \), we may simply focus on identifying the fixed effects by considering the linking probability among individuals with the same observable characteristics \( \overline{x} \) and the same
level of fixed effects $a$. By (17), for any $a \in (0, 1)$ we have

$$1 \{A_i = A_j = a\} = 1 \{a = \mathbb{E}[D_{ij} | x_i = x_j = \pi, A_i = A_j]\},$$

with the right-hand side directly identified from data.

With the fixed effects $A_i$ all identified, we select individuals with arbitrary observable characteristics $x_1, x_2$ and arbitrary known fixed effects $a_1, a_2$, and then we have

$$\phi(x_1, x_2; a_1, a_2) = \mathbb{E}[D_{ij} | x_i = x_1, x_j = x_2, A_i = a_1, A_j = a_2].$$

Hence, $\phi$ is identified up to the normalization we made in (16).

Finally, it should be pointed out that the result in this section under the highly general model (14) does not imply the identification results obtained in previous sections with additively separable index. Though additively separable index models are special cases of the general nonseparable model, the stronger assumption of additive separability does allow us to obtain stronger identification results: the linear internal structure imposed by additive separability between the homophily effect index and the fixed effect index is restrictive so that we only have two degrees of freedom in terms of location and scale across the two indexes. The nonseparable model (14), with weaker modeling specification and assumptions, only allows weaker result of identification.

6 Conclusion

The dyadic link formation model considered in this paper allows for nonparametric homophily effects, unobserved individual fixed effects and unobservable idiosyncratic pairwise shocks that follow an unknown distribution. We establish nonparametric, semi-nonparametric and semiparametric identification results, which provide theoretical foundations for empirical analysis of many special cases of the model considered here.

Our identification results are rather complete. The findings characterize the identification (or lack thereof) of every unknown aspect of the model except for the exact realizations of idiosyncratic pairwise shocks, which are obviously unidentifiable. The identification of nuisance parameters, such as realizations of individual fixed effects and the distribution of idiosyncratic pairwise shocks, may assist in counterfactual analysis of the model, such as the evaluation of policy intervention in network formation. The results also provide an explicit and precise account of the identified sets, enabling a further determination of invariant properties within the identified sets and thereby clarifying economic interpretation.
of identified parameters.

As the identification arguments provided in this paper are constructive, they are potentially useful for estimation and inference. In particular, the interquantile-range normalization avoids any a priori restriction on the scale of the homophily effect function, and thus enables hypothesis testing on the magnitudes of homophily effects relative to degree heterogeneity or idiosyncratic randomness. As discussed in Graham (2017), such tests have potentially important empirical and policy implications. However, the construction of practical estimators and test statistics, as well as a characterization of their asymptotic behaviors, are not considered here and are left for future work.

The present link formation model, though general in terms of the specifications of homophily effects and individual degree heterogeneity, lacks an explicit account of link interdependence and network dynamics. It remains an open question whether and how homophily effects, transitivity effects (or other forms of link interdependence) and degree heterogeneity effects may be jointly nonparametrically identified. Potential simplifications induced by specific dynamic features of network evolution may usefully assist in pursuing this direction of research, but are again left for future investigation.
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Appendix

A Alternative Assumptions

As discussed in Section 2 and shown in Section 4, Assumption 1 (degeneration of homophily function on the hyper-diagonal) is key to our (semi-)nonparametric identification results, while Assumption 5a (full dimensionality of the support of $W_{ij}$), on the other hand, is necessary for the application of the identification results obtained under the nonparametric homophily setting to the parametric homophily setting. Below we present alternative assumptions corresponding to Assumption 1 and Assumption 5a, compare their relative strengths and discuss their relationship to the corresponding assumptions in Graham (2017), Candelaria (2016) and Toth (2017).

The original Assumptions 1 and 1a made in Section 2 are repeated below for easy reference. Recall that Assumption 1 is made for the nonparametric homophily setting while Assumption 1a is made for the parametric homophily setting under equation (5).

**Assumption. 1** (Degeneration of Homophily Function on the Hyper-Diagonal) $w : \text{Supp}(X_i) \times \text{Supp}(X_i) \to \mathbb{R}$ is symmetric, continuous (with respect to the Euclidean norm on $\text{Supp}(X_i) \times \text{Supp}(X_i) \subseteq \mathbb{R}^{2k}$) and takes an unknown constant value $\theta \in \mathbb{R}$ on the hyper-diagonal in $\mathbb{R}^k \times \mathbb{R}^k$: $\{(x_i, x_j) \in \mathbb{R}^k \times \mathbb{R}^k : x_i = x_j\}$.

**Assumption. 1a** (Component Interdependent Pseudo-Distance Function) Each component $\tilde{w}_m : \mathbb{R}^k \times \mathbb{R}^k \to \mathbb{R}$ of $\tilde{w} = (w_m)_{m=1}^k$ is symmetric, continuous (with respect to the Euclidean norm) on $\mathbb{R}^k$, and $\tilde{w}_m(x_i, x_j) = 0$ whenever $x_i = x_j$.

We first present Assumption 1’ and 1’a, which are weaker than Assumption 1 and 1a, respectively: instead of requiring that the homophily effect function be degenerate or zero on the “hyper-diagonal”, i.e., when two individuals share the same observable characteristics, Assumption 1’ and 1’a only require that the homophily effect function be degenerate or zero on a “known curve” in the product space of two individuals’ observable characteristics, which captures the underlying idea for our identification arguments.

**Assumption. 1’** (Degeneration of Homophily Function on a Known Hyper-Curve) $w : \text{Supp}(X_i) \times \text{Supp}(X_i) \to \mathbb{R}$ is symmetric, continuous (with respect to the Euclidean norm on $\mathbb{R}^k$) and takes an unknown constant value $\theta \in \mathbb{R}$ on a known curve: there exists a known function $g : \text{Supp}(X_i) \to \text{Supp}(X_i)$ such that $w(x_i, g(x_i)) \equiv \theta$ for all $x_i \in \text{Supp}(X_i)$.

**Assumption. 1’a** (Existence of a Curve of “Zero” Observable Pairwise Characteristics):
The known function \( \tilde{w} \) is symmetric and continuous; moreover, \( \forall x_i \in Supp(x_i) \), there exists some \( x_j \in Supp(X_i) \) such that \( \tilde{w}(x_i, x_j) = 0 \).\(^{18}\)

Note that, the main identification arguments in Subsections 4.1-4.3 condition on pairs of individuals with observable characteristics that are known to produce degenerate homophily effects, which remains valid under Assumption 1’ and 1’a. As long as such pairs of individuals are conditioned upon, the homophily effects become degenerate so that the homophily index \( w(x_i, x_j) \) effectively becomes zero, and all subsequent identification arguments in Subsections 4.1-4.3 carry over with no change and establishes identification of \( F \) and \( A \).

In particular, notice that both Assumption 1’ and 1’a require that the hyper-curve in the product space \( Supp(X_i) \times Supp(X_i) \) of two individuals’ observable characteristics pass through every possible value of \( Supp(X_i) \), so that we can apply our identification arguments to all individuals and recover all their fixed effects. Then, following the arguments in Subsections 4.4 and 4.5, we may identity the nonparametric homophily effect function \( w \) or parametric homophily effect parameters \( \beta_0 \).

Hence, Assumption 1’ and 1’a are technically the weaker versions of assumptions we need to obtain our identification results, and they more clearly demonstrate the underlying idea of and the required condition for our identification arguments. However, as our main model is motivated as a link formation model featured with homophily effect, we proceed in the main text the stronger Assumption 1 and 1a that emphasize the degeneracy of the function \( w \) when individuals have completely the same observable characteristics \( (x_i = x_j) \), as they offer a clearer economic interpretation of \( w \) as homophily effects, the tendency of individuals to link with individuals of similar \( (x_i \approx x_j) \) characteristics.

For the parametric homophily setting \( w(x_i, x_j) = \tilde{w}(x_i, x_j) \beta_0 \), we may further strengthen Assumption 1a to Assumption 1b and 1c below, which allows an even more clearer interpretation of homophily effects based on (pseudo-)metrics on the product space of two individuals’ observable characteristics. In particular, note that Assumption 1c essentially summarizes the corresponding restrictions made in Toth (2017, Assumptions 1, 2).

**Assumption. 1b** (Component Interdependent Distance Function) Each component \( \tilde{w}_m : \mathbb{R}^k \times \mathbb{R}^k \to \mathbb{R} \) of \( \tilde{w} = (w_m^k)_{m=1}^k \) is symmetric, continuous with respect to the Euclidean norm on \( \mathbb{R}^k \), and is more over a (pseudo-)metric on \( \mathbb{R}^{2k} : \) it is nonnegative, symmetric, and \( \tilde{w}_m(x_i, x_j) = 0 \) if (and only if) \( x_i = x_j \).

**Assumption. 1c** (Component Separable Distance Function): \( \tilde{w}(x_i, x_j) = (\tilde{w}_m(x_{im}, x_{jm}))_{m=1}^k \)

\(^{18}\)Alternatively, stated in terms of the pairwise observable characteristics \( \tilde{W}_{ij} \), we basically require that, in the population distribution, \( \forall i \), there exists some \( j \) such that \( \tilde{W}_{ij} = 0 \).
for \((x_i, x_j) \in \mathbb{R}^k \times \mathbb{R}^k\), whose each component \(w_m\) \((m = 1, \ldots, k)\) is continuous with respect to the Euclidean norm on \(\mathbb{R}^2\), and it is moreover a (pseudo-)metric on \(\mathbb{R}^2\): it is nonnegative, symmetric, and \(\tilde{w}_m(x_{im}, x_{jm}) = 0\) if (and only if) \(x_{im} = x_{jm}\).

The only difference between Assumption 1b and 1c lies in whether we allow the (pseudo)-metric functions to be contingent on the whole vector of observable characteristics or to be separably defined on each component of observable characteristics. Assumption 1b and 1c are not equivalent even in consideration of basis transformation of coordinates, as the function \(\tilde{w}\) is allowed to be nonlinear.

We now briefly discuss an alternative assumption to Assumption 5a, which is repeated below for easier reference:

**Assumption. 5a** (Full-Dimensional Support of \(\bar{W}_{ij}\)): \(\text{Supp}(\bar{W}_{ij}) = \text{Supp}(\tilde{w}(X_i, X_j))\) contains \(k\) linearly independent nonzero vectors \(\bar{W}_m \in \mathbb{R}^k\).

Specifically, Assumption 5b below, jointly with Assumption 1b above, jointly imply Assumption 5a and 1a, so we could regard Assumption 5b as a roughly stronger condition to ensure full dimensionality.

**Assumption. 5b** (Support of \(X_i\) with Nonempty Interior): \(\text{Supp}(X_i)\) has nonempty interior in \(\mathbb{R}^k\).

Assumption 5b is familiar in the literature as a condition to ensure full dimensionality. However, notice that Assumption 5b in particular essentially rules out discrete observable characteristics, such as ethnicity and gender, which often times are the most basic individual characteristics to include in the link formation models considered here. We emphasize that under the working sets of assumptions in the main text, arbitrary (continuous, discrete and mixed) forms of observable characteristics can be accommodated.

We now summarize the relative strengths of the assumptions discussed above by the following lemma.

**Lemma 2.**

(i) \(A1b \Rightarrow A1a \Rightarrow A1'a \Rightarrow A1'\).

(ii) \(A1a \Rightarrow A1 \Rightarrow A1'\).

(iii) \((A1b \land A5b) \Rightarrow (A1a \land A5a)\).
Proof of Lemma 2

Proof. (i) and (ii) are obvious. For (iii), Assumption 1a follows immediately from Assumption 1b. We now prove Assumption 5a under Assumptions 1b and 5b.

As $\text{Supp}(X_i)$ has nonempty interior, it contains a closed ball $\overline{B(\bar{x}, \epsilon)} \subseteq \text{int}(\text{Supp}(X_i))$ centered at $\bar{x}$ with radius $\epsilon > 0$ (inside an open ball with larger radius in $\text{int}(\text{Supp}(X_i)) \subseteq \mathbb{R}^k$). Let

$$\bar{x}^{(m)} := \bar{x} + \epsilon e_m,$$

$$W_m := w_m (\bar{x}, \bar{x}^{(m)}) e_m$$

Then $\bar{x}^{(m)} \in \overline{B(\bar{x}, \epsilon)} \subseteq \text{int}(\text{Supp}(X_i))$ and $\{W_m : m = 1, ..., k\}$ are linearly independent. This concludes the proof for Assumption 5a.

B Discussion of “Normalization Without Loss of Generality”

In this section, we provide a formal analysis of “normalization without loss of generality”. We now provide an overview of the line of reasoning before presenting the formal definitions and analysis starting from Appendix B.1.

In Section 3, we have argued that all relevant model specifications and assumptions are invariant under the transformation $\psi_{a,b,c}$ defined in equation (6), we thus call $\psi_{a,b,c}$ a modeling equivalent transformation of the unknown $(w, A, U)$. We say that two values of the unknown $(w, A, U)$ and $(\hat{w}, \hat{A}, \hat{U})$ are modeling equivalent, written as $(w, A, U) \sim (\hat{w}, \hat{A}, \hat{U})$, if there exists some $(a, b, c) \in \mathbb{R} \times \mathbb{R} \times \mathbb{R}^{++}$ such that $\psi_{a,b,c}(w, A, U) = (\hat{w}, \hat{A}, \hat{U})$, i.e., if there exists a (bijective) modeling equivalent transformation in the form of $\psi_{a,b,c}$ between them. It is then straightforward to check that “$\sim$” is indeed an equivalence relation: it is reflexive, symmetric and transitive.\(^{19}\) We call “$\sim$” the modeling equivalence relation on the space of the unknown $(w, A, U)$ under our model, which then induces a quotient space, or a modeling equivalence class partition, of the space of $(w, A, U)$.

Intuitively, and as rigorously shown in the following subsections, no proper nonempty subsets of any cell of the modeling equivalence partition can be identified, as nothing in the model (or the data) can differentiate any two points that lie in the same modeling equivalence class. In particular, we cannot tell the true value of $(w, A, U)$ and the corresponding $F^{-1}$ (the

\(^{19}\)The requirement of bijectivity in the definition of the modeling equivalent transformation $\psi_{a,b,c}$ is key to ensure symmetry.
inverse CDF of \( U_{ij} \) from their positive affine transformations in the form of (6). Hence, given any counterfactual parameter or any economic question, which can be essentially regarded as a function of the unknown, it is identified if and only if it is measurable with respect to the sigma algebra generated by the modeling equivalence class partition, or in other words, if and only if it is invariant under the modeling equivalent transformations defined here.

We define **normalization** as an arbitrary way of labeling each modeling equivalence class by one of its element. In other words, by normalization we represent each modeling equivalence class with one point, so that we may obtain results in the form of point identification, but in the end the “identified point” is fundamentally an element of the quotient space, which stands for an equivalence class of the unknown objects in the model. This implies, by Theorem 4 in Appendix B.3, that normalization defined in this sense is **without loss of generality** with respect to the econometric model’s ability to identify unknown aspects of the model, to inform about counterfactual parameters as well as to provide answers to economic questions.

### B.1 Notations

To abstract from the details of the main model that are irrelevant in this section, we simplify the notations for the elements in model (4) as follows. We rewrite model (4) along with all specifications and assumptions (Assumptions 1, 2, 3 and 4) as

\[
f (X, U, \gamma_0) = 0,
\]

where:

- **X** := \((D, X)\) collects all observable random elements, regarded as measurable functions from some underlying probability space \((\Omega, \mathcal{F}, \mathbb{P})\) to the corresponding range spaces. For example, we understand \(D\) as the vector of measurable functions \(D_{ij} : (\Omega, \mathcal{F}) \rightarrow (\{0, 1\}, 2^{\{0,1\}})\) for all \(i \neq j\).

- **U** := \((A, U)\) collects all unobservable random elements, again regarded as measurable functions from the underlying probability space to the corresponding range spaces. For example, we understand \(U\) as the vector of measurable functions \(U_{ij} : (\Omega, \mathcal{F}) \rightarrow (\mathbb{R}, \mathcal{B}(\mathbb{R}))\) for all \(i \neq j\).

- \(\gamma_0 := (w, F)\) collects the true values of all unknown but fixed potentially infinite-dimensional parameters. Note that \(F\), the unknown CDF of \(U_{ij}\), is innocuously redundant here: \(F\) is determined implicitly by \(U\), but we write out \(F\) explicitly to emphasize its role as an infinite-dimensional parameter of our model.
• $f$ is a known function that represents the “structural equation” (4) along with all other model specifications and assumptions (Assumptions 1, 2, 3 and 4):

$$f(X, U, \gamma_0) := 1 - \prod_{i \neq j} 1\{D_{ij} = 1\{w(X_i, X_j) + A_i + A_j \geq U_{ij}\}\} \cdot 1\{\text{All other relevant model specifications hold}\} \cdot 1\{\text{Assumptions 1, 2, 3 and 4 hold}\}.$$ 

Note that the arguments $X, U$ of $f$ are random variables (measurable functions), so $f$ is a real-valued (binary) functional on the space of all possible $(X, U, \gamma)$. For example, the IID assumption “$U_{ij} \sim \text{iid } F$” can be readily incorporated into $f$.

The tuple $(X, U, \gamma_0, f)$, along with their corresponding domains and range spaces, summarizes all relevant elements of our main model. In particular, notice that the known function $f$ incorporates not only the structural equation but also all the other relevant model specifications and assumptions. In fact, mathematically there are no fundamental distinctions between model specifications and model assumptions: they are all integral parts of the model written down by an econometrician.

Even though the elements $(X, U, \gamma_0, f)$ above are defined for the particular model considered in this paper, a further reflection suggests that the decomposition of an econometric model into four components, where $X$ stands for the observable “data”, $U$ for the unobservable “error”, $\gamma_0$ for the unknown “parameter” and $f$ for the known “assumptions”, is valid much more generally. Hence, much of the proposed definitions and results in subsequent Subsections may be applied in more general settings. Yet for concreteness, we maintain the definitions of $(X, U, \gamma_0, f)$ for the main model presented in Section 2.

**B.2 Modeling Equivalence and Normalization**

In this Subsection, we propose a formal definition of normalization. In particular, we present the concept of modeling equivalence, and define normalization as a particular way of labeling modeling equivalence classes.

In the rest of this section, we write $(U, \Gamma)$ to denote the space of all admissible values of the unknown elements $(U, \gamma)$ in the model, and call the product space $U \times \Gamma$ the “space of the unknown”. We then define the modeling equivalence relation on the space of the unknown.

**Definition 2** (Modeling Equivalence). Let $(U, \gamma)$ and $(U', \gamma')$ be two points in $U \times \Gamma$. We say that $(U, \gamma)$ and $(U', \gamma')$ are **modeling equivalent**, written as $(U, \gamma) \sim (U', \gamma')$, if there
exists a bijective transformation on the space of the unknown \( \psi : U \times \Gamma \mapsto U \times \Gamma \) such that

\[
f(X, \psi(U, \gamma)) = f(X, U, \gamma), \quad \forall (U, \gamma) \in U \times \Gamma.
\]  
(19)

Recall that, in this paper, \( \psi \) takes the form of the positive affine transformation (6) defined in Section 3.

**Lemma 3 (Modeling Equivalence Relation).** “\( \sim \)” is an equivalence relation on \( U \times \Gamma \).

**Proof.** Reflexivity and transitivity are trivial. Symmetry follows from the bijectivity of \( \psi \).

**Definition 3 (Modeling Equivalence Class).**

- We denote the quotient space of \( U \times \Gamma \) with respect to the equivalence relation “\( \sim \)” by

\[
P_\sim := (U \times \Gamma) / \sim.
\]

- We refer to \( P_\sim \) as the **modeling equivalence partition** of \( U \times \Gamma \).

- We refer to each element \( p \in P_\sim \), a **cell** of the modeling equivalence partition \( P_\sim \), as a **modeling equivalence class** of \( U \times \Gamma \).

- We write \( p(U, \gamma) \in P_\sim \) to denote the modeling equivalence class that \( (U, \gamma) \) lies in.

**Definition 4 (Normalization).** We say a transformation of the unknown \( \psi_N \) is a **normalization** if

\[
(U, \gamma) \sim (U', \gamma') \Rightarrow \psi_N(U, \gamma) = \psi_N(U', \gamma') \sim (U, \gamma)
\]

\[
(U, \gamma) \sim (U', \gamma') \Rightarrow \psi_N(U, \gamma) \sim \psi_N(U', \gamma')
\]

i.e. \( \psi_N \) maps different \( (U, \gamma) \) within a modeling equivalence class of \( U \times \Gamma \) to a single element in the same equivalent class. Equivalently, a normalization is a “labeling” of each modeling equivalent class for selecting exactly one element from that class.

Note that in contrast to the definition of modeling equivalence, there is no requirement for \( \psi \) to be bijective. Actually, it should not be, as this mapping labels all elements within a given equivalent class to a single element in that class.

Under the nonparametric homophily setting, as proposed in Section 3, we normalize the location of \( \theta_0 := w(x, x) \), the \( \alpha \)-th quantile of \( U_{ij} \), and the interquantile range between the
α-th and the \((1 - \alpha)\)-th quantiles of \(U_{ij}\). This normalization operation is characterized by the transformation \(\psi_N : U \times \Gamma \mapsto U \times \Gamma\) defined below:

\[
\psi_N(U, \gamma) := \left(\frac{1}{c} (w - w(\bar{x}, \bar{x})), \frac{1}{c} (A - F^{-1}(\alpha)), \frac{1}{c} (U - w(\bar{x}, \bar{x}) - 2F^{-1}(\alpha))\right)
\]

where \(U \equiv (A, U), \gamma \equiv (w, F)\) and \(c := F^{-1}(1 - \alpha) - F^{-1}(\alpha)\), which selects a single representative element from each modeling equivalent class in a systematic way. Specifically, given an equivalence class \(p \in P_{\sim}\), \(\psi_N\) selects the unique \((U_p, \gamma_p) \equiv (A_p, U_p, w_p, F_p)\) in \(p\) such that \(w_p(\bar{x}, \bar{x}) = 0, F_p^{-1}(\alpha) = 0\) and \(F_p^{-1}(1 - \alpha) = 1\).

B.3 “Without Loss of Generality”

We now explain why the normalization defined above, as a labeling of modeling equivalence classes, is without loss of generality in a formal and precise sense. Roughly speaking, we define “without loss of generality” as an invariant property of any counterfactual parameters of the model under arbitrary alternative normalization. For expositional simplicity, we focus on real scalar counterfactual parameters below. However, the arguments can be extended to higher-dimensional counterfactual.

**Definition 5 (Counterfactual Parameter).** A counterfactual (question) is a known function \(q : U \times \Gamma \to \mathbb{R}\). We refer to \(q(U_0, \gamma_0)\) as a counterfactual parameter (an answer to the question), where \((U_0, \gamma_0)\) denote the true values of the unknown aspects of the model.

Counterfactual parameters are conceptually important, as they incorporate meaningful (economic) questions about the unknown aspects of the model, which basically constitutes the ultimate goal of an econometrician that works with a particular econometric model.

**Lemma 4 (Limit of Identification).** If a counterfactual \(q : U \times \Gamma \to \mathbb{R}\) is not measurable with respect to the sigma-algebra generated by the modeling equivalence partition of \(U \times \Gamma\), then there exists some true values of the unknown \((U_0, \gamma_0)\) such that the counterfactual parameter \(q(U_0, \gamma_0)\) cannot be point identified.

**Proof.** If \(q : U \times \Gamma \to \mathbb{R}\) is not measurable with respect to the modeling equivalence class partition \(P_{\sim}\) of \(U \times \Gamma\), then there exists some \(p \in P_{\sim}\) such that \(q\) is not constant on \(p\), i.e., there exists two distinct values \((U, \gamma) \sim (U', \gamma') \in p\) such that

\[
q(U, \gamma) \neq q(U', \gamma').
\] (20)
Now suppose the true values \((U_0, \gamma_0) \in p\). Then \((U_0, \gamma_0) \sim (U, \gamma) \sim (U', \gamma')\), so there exist some \(a, b, a', b' \in \mathbb{R}\) and \(c, c' > 0\) such that

\[
(U_0, \gamma_0) = \psi_{a,b,c} (U, \gamma) = \psi_{a',b',c'} (U', \gamma')
\]

where \(\psi_{a,b,c}\) and \(\psi_{a',b',c'}\) are defined by (6) in Section 3. Moreover, by the definition of “\(\sim\)”, we have

\[
f(X, \psi_{a,b,c} (\bar{U}, \bar{\gamma})) = f(X, \bar{U}, \bar{\gamma}), \quad \forall \bar{U}, \bar{\gamma}.
\]

(21)

Now we define a new model specification \(\bar{f}\) by

\[
\bar{f}(X, \bar{U}, \bar{\gamma}) := f(X, \psi_{a,b,c} (\bar{U}, \bar{\gamma})), \\
\bar{f}(X, \bar{U}, \bar{\gamma}) := f(X, \psi_{a',b',c'} (\bar{U}, \bar{\gamma})), \quad \forall \bar{U}, \bar{\gamma}.
\]

In the redefined model \((X, \bar{U}, \bar{\gamma}, \bar{f})\), the new true value of the unknown is clearly given by

\[
\psi^{-1}_{a,b,c} (U_0, \gamma_0) = (U, \gamma),
\]

which is directly imported from \((X, U_0, \gamma_0, f)\) by the construction of \(\bar{f}\). Similarly, for the \((X, \bar{U}, \bar{\gamma}, \bar{f})\), the true value of the unknown is given by \((U', \gamma')\).

However, by (21), the constructions of \(\bar{f}\) and \(\bar{f}\) are in the meanwhile degenerate constructions:

\[
\bar{f}(X, \bar{U}, \bar{\gamma}) = f(X, \psi_{a,b,c} (\bar{U}, \bar{\gamma})) = f(X, \bar{U}, \bar{\gamma}), \quad \forall \bar{U}, \bar{\gamma}
\]

implies that \(\bar{f} \equiv f\). By a similar argument, we conclude that

\[
f \equiv \bar{f} \equiv \bar{f}.
\]

(22)

Let \(q_{ID}(X, f)\) denote a generic identified set of the counterfactual parameter \(q(U_0, \gamma_0)\) obtained in any given valid identification result for the model \((X, U_0, \gamma_0, f)\). Clearly, as \((U_0, \gamma_0)\) are unobservable or unknown, they cannot be part of the arguments of \(q_{ID}(\cdot)\): any identification results, obtained by any econometrician for any model, are ultimately based on the observable or known aspects of the model summarized by \((X, f)\). Our goal is to show that \(q(U_0, \gamma_0)\) cannot be pointed identified.
First, notice that by (22), we can immediately deduce that
\[ q_{ID}(X,f) \equiv q_{ID}(X,\bar{f}) \equiv q_{ID}(X,f). \] (23)
As \( f \equiv \bar{f} \equiv \bar{f} \) across the “three” models, and the observable data \( X \) are also the same across the “three models”, the “three” models, from the perspective of an econometrician, are just the same single model, so the identification results must be exactly the same.

Second, provided that \( q_{ID}(X,f) \) is a valid identification result, it must be that
\[ q(U_0,\gamma_0) \in q_{ID}(X,f). \] (24)
Similarly, as \((U,\gamma)\) and \((U',\gamma')\) are the true values under \((X,\bar{f})\) and \((X,f)\) respectively, we also have
\[ q(U,\gamma) \in q_{ID}(X,f), \quad q(U',\gamma') \in q_{ID}(X,f) \] (25)
Third, (23), (24) and (25), we deduce that
\[ \left\{ q(U_0,\gamma_0), q(U,\gamma), q(U',\gamma') \right\} \subseteq q_{ID}(X,f) \]
which, together with (20), implies
\[ \#q_{ID}(X,f) \geq \# \left\{ q(U,\gamma), q(U',\gamma') \right\} = 2. \]
This proves that \( q(U_0,\gamma_0) \) cannot be point identified.

Lemma 4 implies that, if the answer to an economic question about the unknown aspects of the model is not invariant on every given modeling equivalence class, then the answer to this question is unidentified under some true values of the unknown.

**Theorem 4** (Normalization WLOG). A normalization (as defined in this paper) is **without loss of generality (WLOG)** in the following sense: Let \( q \) be any counterfactual and let \( \psi_N \) be a normalization. Then:

- (i) The (point) identifiability of \( q(U_0,\gamma_0) \) is invariant to the choice of \( \psi_N \).
- (ii) In the case where \( q(U_0,\gamma_0) \) is indeed point identified, the identified value \( q(U_0,\gamma_0) \) is also invariant to the choice of \( \psi_N \).

**Proof.** Note that (ii) is trivial. For (i), it is conceptually clear that the identifiability of \( q(U_0,\gamma_0) \) is determined by, as suggested in Lemma 4, the modeling equivalence classes of the model. Normalization, as a labeling of the equivalence classes, should thus be irrelevant.
For rigor of exposition, we present below a mathematical argument why normalization is irrelevant.

After imposing the normalization $\psi_N$, the model is fundamentally transformed into

$$
f_N(X, \tilde{U}, \tilde{\gamma}) := f(X, \psi_N(\tilde{U}, \tilde{\gamma}))
= f(X, \psi_{a,b,c}(\tilde{U}, \tilde{\gamma})), \text{ for some } a, b \in \mathbb{R}, c > 0
= f(X, \tilde{U}, \tilde{\gamma}), \quad \forall \tilde{U}, \tilde{\gamma}
$$

which is again a fundamentally degenerate redefinition, i.e., $f_N \equiv f$. Hence, any valid identification result derived after the normalization must coincide exactly as a corresponding valid identification result for the true (unnormalized) model, i.e.,

$$q_{ID}(X, f_N) = q_{ID}(X, f).$$

This establishes the invariance of any valid identification results to the normalization transformation $f_N$. □

We emphasize that “without loss of generality” does not mean “powerful”: it simply means that normalization leads to no change at all in the generality and the ability of the model to inform about counterfactual, regardless of the exact level of generality of the model itself. Normalization, by its name, should be and indeed is irrelevant: in this paper, it simply serves as one among many ways to help characterize the identified set, but it has no effects whatsoever on the identification results per se.

It is also crucial that, the “point” identification result under normalization is translated back as set identification results in recognition of the fundamental lack of point identifiability in the binary response model considered here. Though this seems rather redundant, the set identification results, as presented in Theorems 1 and 2, provide a precise characterization of the structures of the modeling equivalence classes, thus allowing a precise analysis of what counterfactual parameters, are point identified and what are not identified. For example, the invariant properties under the positive affine transformations defined in 1 and 2 are identified.

If, however the identification results are presented as “point identification under normalization”, while the structure of normalization is kept implicit, then the information on the invariant properties within the identified modeling equivalent class becomes implicit and thus easily overlooked. This problem becomes especially salient when empirical researchers conduct counterfactual analysis on normalized models and make certain claims on quantities
whose interpretations are not invariant under alternative normalization. For example, in the
empirical industrial organization literature that study differentiated products, positive affine
transformation via location and scale normalization similar to the normalization considered
in this paper is often times imposed. In this case, counterfactual parameters in the form of
ratios (say, percentage changes in consumer welfare), may not be identified, as a shift in location
along with a change in scale may lead to wild changes in ratios, potentially obfuscating
a clear interpretation of ratios.

C Nonlinear Coupling of Fixed Effects

In this section, we relax the specification that individual fixed effects are aggregated in a
linear form: $A_i + A_j$, and considers potentially nonlinear coupling of $A_i$ and $A_j$ into $\phi(A_i, A_j)$,
which allows more flexible specification of how $A_i$ and $A_j$ are coupled into an index term.

As well-known in the literature on identification, it turns out that the nonlinearity of $\phi$
may help with identification, as the curvature of $\phi$ may provide richer information about
the scale or location parameters, which in the linear additive case are guaranteed to be
unidentifiable. Hence, Theorems 1 and 2, along with their proofs in previous sections under
linear aggregation of fixed effects, may be regarded as results for the “worst-case scenario”.

In Subsection C.1, we present the formal specification of nonlinearly coupled fixed effects,
provide some general discussion on how the identification arguments in previous sections can
be adapted. In Subsection C.2, we solve out in details a concrete illustrating example that
conveys the main insights. Subsections C.3 and C.4 then provide further characterizations
of two general forms of sufficient conditions for unidentifiability of location and scale.

C.1 Adaptions for the Nonlinearity of $\phi$

We now revisit model (10) in Remark 2:

$$D_{ij} = \{ w(X_i, X_j) + \phi(A_i, A_j) \geq U_{ij} \}.$$ 

where $w$ is nonparametrically specified and $\phi : \mathbb{R}^2 \rightarrow \mathbb{R}$ is a known potentially nonlinear
function on which we impose the following assumption:

Assumption. 6 (Nice Coupling Function) $\phi : \mathbb{R}^2 \rightarrow \mathbb{R}$ is a symmetric, differentiable, strictly
increasing (in both arguments) and surjective (in both arguments) function.

Assumption 6 mainly ensures that the coupled fixed effects are still “smoothly ordered”
with a “full support”: continuity rules out jumps in the coupled effects of $A_i$ and $A_j$ on linking
probabilities, strict monotonicity preserves the implications of individual fixed effects on relative popularity, and surjectivity implies that given an arbitrary $A_i$, the other individual’s fixed effect $A_j$ is still pivotal in the determination of the coupled effect.

As discussed in Remark 2, setting the two quantiles $Q_\alpha, Q_{1-\alpha}$ to 0, 1 are no longer valid normalization. However, the identification arguments can be adapted to accommodate the lack of normalization. We now simply write

$$Q_\alpha [U_{ij}] = q_\alpha, \ Q_{1-\alpha} [U_{ij}] = q_{1-\alpha}$$

for $\alpha \in \left(0, \frac{1}{2}\right)$ and two unknown constants $q_\alpha < q_{1-\alpha}$. We treat $q_\alpha, q_{1-\alpha}$ effectively as location and scale parameters that we seek to identify.

We now carry out the arguments in Subsections 4.1-4.3 with some minor technical adaptations and a major change of interpretation, which we discuss more specifically below.

(a) Subsection 4.1 (identification of individuals with same observable characteristics and same fixed effects): the arguments in this Subsection carry over without any need for changes.

(b) Subsection 4.2 (identification of individuals with same observable characteristics and certain fixed effects): the arguments in this Subsection carry over almost without change. The only difference lies in that the two initially “identified” fixed effects must now be written as

$$\overline{\phi}^{-1}(q_\alpha), \overline{\phi}^{-1}(q_{1-\alpha}),$$

where $\overline{\phi} : \mathbb{R} \rightarrow \mathbb{R}$, defined by $\overline{\phi}(a) := \phi(a,a)$ for all $a \in \mathbb{R}$, is a known, potentially nonlinear, symmetric, continuous, strictly increasing and surjective function, thus admitting an inverse function $\overline{\phi}^{-1}$. With $q_\alpha, q_{1-\alpha}$ unknown, the two initial identified levels of fixed effects $\overline{\phi}^{-1}(q_\alpha)$ and $\overline{\phi}^{-1}(q_{1-\alpha})$ are also unknown. Yet the subtlety here is that, even though the two numbers $\overline{\phi}^{-1}(q_\alpha), \overline{\phi}^{-1}(q_{1-\alpha})$ are unknown, we can nevertheless identify pairs of individuals who share the same unknown fixed effects $\overline{\phi}^{-1}(q_\alpha)$ or $\overline{\phi}^{-1}(q_{1-\alpha})$. More precisely, what we identify here are the indicator functions

$$1 \left\{ A_i = A_j = \overline{\phi}^{-1}(q_\alpha) \right\}, \ 1 \left\{ A_i = A_j = \overline{\phi}^{-1}(q_{1-\alpha}) \right\},$$

but not $\overline{\phi}^{-1}(q_\alpha)$ and $\overline{\phi}^{-1}(q_{1-\alpha})$ themselves.

(c) Subsection 4.3 (identification of the CDF $F$ and the fixed effects $A$): we might then adapt the “in-fill” and “out-expansion” arguments in this Subsection to extend the identification results to the whole real line. Specifically, for the in-fill algorithm, instead
of considering bisection points, we now consider recursive iterations of the following identification equations:

\[ F(\phi(a_i, a_j)) = \mathbb{E}[D_{ij} | x_i = x_j = \bar{x}, A_i = a_i, A_j = a_j], \]

\[ 1 \left\{ A_h = A_k = \phi^{-1}(\phi(a_i, a_j)) \right\} = 1 \left\{ \mathbb{E}[D_{hk} | x_k = \bar{x}, A_h = A_k] = F(\phi(a_i, a_j)) \right\}, \]

The first equation extends current knowledge of individuals with certain fixed effects \( A_i = a_i \) and \( A_j = a_j \) to the identification of \( F \) at a new point \( \phi(a_i, a_j) \), which is unknown but nevertheless characterizable by the two initial unknown quantiles \( q_\alpha, q_{1-\alpha} \). The second equation then utilizes the knowledge of \( F(\phi(A_i, A_j)) \), a known number in \([0, 1]\), to back out individuals that share a new unknown level of fixed effects \( \phi^{-1}(\phi(a_i, a_j)) \). It is straightforward to check that

\[ \phi^{-1}(\phi(a_i, a_j)) \in (\min\{a_i, a_j\}, \max\{a_i, a_j\}), \]

so this process still in-fills the interval \( [\phi^{-1}(q_\alpha), \phi^{-1}(q_{1-\alpha})] \) for \( A \) (and correspondingly for \( F \)) inductively. Similarly, an adapted “out-expansion” algorithm help extend the identification results from \( [\phi^{-1}(q_\alpha), \phi^{-1}(q_{1-\alpha})] \) to \( \mathbb{R} \). The problem, however, is that even though the identification result is known to be extended to the whole real line \( \mathbb{R} \), we have not yet established identification at each particular point, say, \( 0 \in \mathbb{R} \). Again the subtlety here lies in that every identification result obtained so far is ultimately characterized with respect to the two unknown numbers \( q_\alpha \) and \( q_{1-\alpha} \), so we only know the values of \( F \) and \( A \) on points in \( \mathbb{R} \) that are described as known functions of \( q_\alpha \) and \( q_{1-\alpha} \). For example, for \( a = \phi^{-1}\left(\phi\left(\phi^{-1}(q_\alpha), \phi^{-1}(q_{1-\alpha})\right)\right) \), we can identify

\[ F(a) = \mathbb{E}[D_{ij} | x_i = x_j = \bar{x}, A_i = \phi^{-1}(q_\alpha), A_j = \phi^{-1}(q_{1-\alpha})] \]

as a known number in \((0, 1)\), even though we do not know the exact value of \( a \) as a real number. As a metaphor, we could think of the whole real line \( \mathbb{R} \) as “encrypted” by the two unknown “encryption keys” \( q_\alpha \) and \( q_{1-\alpha} \). As a result, the main remaining question is whether we can identify \( q_\alpha \) and \( q_{1-\alpha} \) themselves, and then use them as keys to “decrypt” previous identification results on the real line.

We now proceed to discuss the identification (or lack thereof) of \( q_\alpha \) and \( q_{1-\alpha} \).

First, notice that, if \( \phi \) is linear, i.e., \( \phi(a, b) = a + b \), then the model is obviously reduced back to our original setting in Sections 2-4 and the identification results are exactly given by Theorem 1, which in particular states that \( q_\alpha \) and \( q_{1-\alpha} \) are unidentified. This lack
of identifiability has been articulated by the modeling equivalence classes induced by the positive affine transformations we discussed in Section 3, and the identification results in Theorem 1 are fundamentally (sharp) set identification results as interpreted after Theorem 1 in Subsection 2.3.

Second, if \( \phi \) is homogeneous of degree \( p \), i.e., \( \forall c > 0, \phi(ca, cb) = c^p \phi(a, b) \) for all \( a, b \in \mathbb{R} \), then scale is not identifiable, and an interquantile-range scale normalization may again be imposed. Specifically, we may set

\[
q_{1-\alpha} - q_\alpha = 1,
\]

so that \( q_{1-\alpha} \) can now be represented as known function of \( q_\alpha \) by \( q_{1-\alpha} = q_\alpha + 1 \), and that only one “encryption key” \( q_\alpha \) remains to be identified. If \( \phi \) is nonlinear, we could potentially use the curvature of \( \phi \) to identify \( q_\alpha \). To illustrate this point more clearly, we consider in Subsection C.2 a concrete example in which \( \phi \) is taken to be the cubic polynomial \( \phi(a_1, a_2) = (a_1 + a_2)^3 \), and show how to identify the location parameter that we can no longer normalize. Some of the methods presented in this example are more widely applicable, and will be used to discuss about more general specification of \( \phi \) after Subsection C.2.

Third, we provide in Subsections C.3 and C.4 two sets of conditions under which location or scale is unidentifiable. Specifically, we propose two levels of generalization for “homogeneity”, which underlies the scale normalization, and “translatability”, which underlies the location normalization. Under each condition, we discuss what is identifiable and what is not, as well as the interpretation of the identification results.

### C.2 Illustrative Example: Cubic Coupling of Fixed Effects

We now consider a concrete example, where the fixed-effect coupling function \( \phi \) is assumed to take the following cubic form:

\[
\phi(a_1, a_2) := (a_1 + a_2)^3, \quad \forall a_1, a_2 \in \mathbb{R}.
\]

We solve this example in detail to illustrate a more widely applicable strategy for identifying parameters that we can no longer normalize.

Clearly, as \( \phi \) is homogeneous, we now may define a positive affine transformation that induces a new structure of modeling equivalence classes by the following:

\[
\hat{A}_i := c^{\frac{1}{3}} A_i, \\
\hat{w}(x_i, x_j) := cw(x_i, x_j) + b, \\
\hat{U}_{ij} := cU_{ij} + b.
\]
It is straightforward to check that the above transformation indeed induces an equivalence relation, and we may as a result normalize

\[ Q_\alpha [U_{ij}] = 0, \ Q_{1-a} [U_{ij}] = 1, \]

but leave as unknown

\[ \theta_0 \equiv w(\bar{x}, \bar{x}), \ \forall \bar{x} \in \text{Supp}(X_i). \]

This is obviously equivalent to the alternative normalization of \( \theta_0 = 0 \) and \( Q_{1-a} [U_{ij}] = Q_\alpha [U_{ij}] = q_\alpha \) to be unknown, which is more in line with the general arguments laid out above in Subsection C.1. Yet for notational simplicity, we proceed with the normalization that leaves \( \theta_0 \) as unknown, and emphasize that nothing essential is different between the two approaches for normalization.

Given \( \overline{\phi}(a) := \phi(a, a) = 8a^3 \) and \( \overline{\phi}^{-1}(z) = \frac{1}{2}z^{\frac{1}{3}} \), it becomes clear that the initial regions of identification of \( F \) and \( A \) are given by

\[ \mathcal{F}_0 = \{0, 1\}, \ \mathcal{A}_0 = \left\{-\frac{1}{2}\theta_0^{\frac{1}{3}}, \frac{1}{2}(1 - \theta_0)^{\frac{1}{3}}\right\}, \]

with the “encryption key” \( \theta_0 \) being unknown. The in-fill and out-expansion arguments may then be deployed to extend the identification results to the whole real line, so we only need to establish identification of \( \theta_0 \).

We may identify \( \theta_0 \) by the curvature of \( \phi \) via a feature of the first-order derivative of the induced function \( \overline{\phi}(a) = 8a^3 \): specifically, \( \overline{\phi}'(a) = 0 \) if and only if \( a = 0 \). To establish the identification result, we first conjecture that

\[ \theta_0 = a_0 \]

for an arbitrarily fixed (known) number \( a_0 \in \mathbb{R} \), and then determine whether this conjecture can be falsified, i.e., whether \( \mathbb{1}\{\theta_0 = a_0\} \) can be identified.

Given the conjecture \( \theta_0 = a_0 \), we can then “decrypt” the real line using \( a_0 \), as now the initial region of identification

\[ \mathcal{A}_0 = \left\{-\frac{1}{2}a_0^{\frac{1}{3}}, \frac{1}{2}(1 - a_0)^{\frac{1}{3}}\right\} \]

becomes effectively known. As a result, for any fixed number \( a \in \mathbb{R} \), \( F(a) \) and \( \mathbb{1}\{A_i = a\} \) may be treated as known by our previous identification results. Now, we consider the fol-
following identification equation based on our conjecture \( \theta_0 = a_0 \):

\[
\frac{\partial}{\partial a} E_{a_0} [D_{ij} | x_i = x_j, A_i = A_j = a] \\
= (F \circ \phi)'(a) \quad \text{if } \theta_0 = a_0 \\
= F'(8a^3) \cdot 24a^2 \\
= 0 \quad \text{if and only if } \, a = 0.
\]  

(26)

provided that \( F \) is differentiable at 0.

The first equality in (26) is an identification relationship, where the notation \( E_{a_0} [\cdot] \) emphasizes that the derivative \( \frac{\partial}{\partial a} E_{a_0} [D_{ij} | x_i = x_j, A_i = A_j = a] \) is an empirically observable one given the conjecture that \( \theta_0 = a_0 \), because the derivative, defined as the limit of ratios, can only be computed from data given a fixed and known \( a_0 \). Otherwise, the real line is “encrypted” by an unknown \( \theta_0 \) so that we do not have an explicit scale to compute ratios in the form of

\[
\frac{\mathbb{E} [D_{ij} | x_i = x_j, A_i = A_j = a_1] - \mathbb{E} [D_{ij} | x_i = x_j, A_i = A_j = a_2]}{a_1 - a_2}
\]

when \( a_1, a_2 \) are potentially complicated functions of some unknown number \( \theta_0 \). However, given the conjecture \( \theta_0 = a_0 \), any two \( a_1 \) and \( a_2 \) can then be treated as effectively known numbers (as they are now known functions of the known number \( a_0 \)) in the conditional expectations, so that both the conditional expectations and the differences between \( a_1, a_2 \), consequently their ratios in the above form along with the limit superior and limit inferior as \( a_1 - a_2 \) shrink to zero, are identified from data.

The second and the third equalities in (26), on the other hand, are completely theoretical, where the notation \( F \) as before simply means the true unknown \( F \). They, together with the first equality, provide a venue for falsification. Specifically, observe that

\[
\left. \frac{\partial}{\partial a} E_{a_0} [D_{ij} | x_i = x_j, A_i = A_j = a] \right|_{\theta_0 = \theta_0} = 0 \quad \text{if and only if } \theta_0 = a_0,
\]

i.e., the empirical derivative corresponding to \( (F \circ \phi)'(0) \) is zero if and only if the empirical derivative is calculated under the correct conjecture. The intuition lies in that if \( \theta_0 \neq a_0 \), then the calculated empirical derivative

\[
\left. \frac{\partial}{\partial a} E_{a_0} [D_{ij} | x_i = x_j, A_i = A_j = a] \right|_{\theta_0 = \theta_0}
\]
does not reproduce the true \((F \circ \bar{\phi})' (0)\) but reproduces \((F \circ \bar{\phi})' (b) \neq 0\) at some \(b \neq 0\). The reason of this lies in the observation that each different \(\theta_0\) “encrypts” the whole real line differently. More precisely, if \(\theta_0 > a_0\), then the two initial points of identification

\[-\frac{1}{2}a_0^{\frac{1}{3}} > -\frac{1}{2}\theta_0^{\frac{1}{3}}, \quad \frac{1}{2}(1-a_0)^{\frac{1}{3}} > \frac{1}{2}(1-\theta_0)^{\frac{1}{3}}\]

shift monotonically, and as the ordering of individuals fixed effects \(A_i\) is directly identifiable (as in 4.1) and thus invariant under arbitrary conjecture of \(a_0\), the conceived location of “0” under the conjecture \(a_0\) also shifts monotonically. It then follows that the conceived “0” coincides with the true 0 if and only if the conjecture \(a_0\) is correct, i.e., \(a_0 = \theta_0\).

We have thus established the identification of \(1 \{\theta_0 = a_0\}\) for all \(a_0 \in \mathbb{R}\), which implies that we have identified \(\theta_0\). In view of the previous identification arguments and the scale normalization we have imposed, we summarize the identification of this example by the following proposition:

**Proposition 2** (Nonparametric Identification with Cubic Coupling of Fixed Effects). Consider the nonparametric model (10) with cubic coupling of fixed effects: \(\phi (a_1, a_2) := (a_1 + a_2)^3\) for all \(a_1, a_2 \in \mathbb{R}\). Under Assumptions 1, 2, 3, 4 and 6, along with a further assumption that \(F\) is differentiable at 0, the modeling equivalence class of the unknown

\[
\left\{ (cw + b, \ c^{\frac{1}{3}}A, \ cF^{-1} + b) \right\}
\]

to which the true value belong is identified, and no proper nonempty subset of it can be further identified.

Essentially, the homogeneity of \(\phi\) implies the lack of identification with respect to the scale parameter, which allows us to normalize the scale, while the nonlinearity of \(\phi\), specifically via the uniqueness of “0” in terms of the first-order derivative of \(\phi\), provides the identifying information for the location parameter. In this sense, Proposition 2 provides a sharper characterization of the identified set than Theorem 1, as the identified set in Proposition 2 features two degrees of freedom instead of three as in Theorem 1.

**Remark 3** (Identification without Assumption 1). So far Assumption 1 has been maintained, requiring that the homophily function \(w\) degenerates on the hyper-diagonal, i.e., \(w(\overline{x}, \overline{x}) \equiv \theta \in \mathbb{R}\) for all \(\overline{x} \in \text{Supp} (X_i)\). We now discuss why Assumption 1 is in fact no longer needed when \(\phi\) is cubic, \(\phi (a_1, a_2) = (a_1 + a_2)^3\), or more generally when the location of the homophily effect function \(w\) can be identified via the curvature of \(\phi\).
The identification arguments in the current Subsection start with the two-quantile normalization $Q_\alpha[U_{ij}] = 0$ and $Q_{1-\alpha}[U_{ij}] = 1$, but leave $\theta_0 \equiv w(\bar{x}, \bar{x})$ as an unknown parameter. Without Assumption 1, we may as well write $\theta_{\bar{x}} := w(\bar{x}, \bar{x})$ for each value of on-support observable characteristics $\bar{x} \in Supp(X_i)$. The identification arguments in this Subsection, based on those in Subsections 4.1-4.3, are solely based on considerations of individuals that share the same observable characteristics. Hence, they apply to each particular $\bar{x} \in Supp(X_i)$, leading to the identification of $\theta_{\bar{x}}$ using the curvature of $\phi$. Carrying out this identification result for every $\bar{x}$, we have thus established the identification of $w$ on the whole hyper-diagonal, i.e., the value of $w(\bar{x}, \bar{x})$ for each $\bar{x}$, up to the two-quantile normalization we made.

We now explain the underlying intuition why Assumption 1 is no longer necessary. Essentially, Assumption 1 serves to “chain together” the identification results established for different observable characteristics $\bar{x}$ so that we can combine them in a meaningful way to identify the homophily effect function. Particularly, in Subsection 4.4, we need to consider individuals with different observable characteristics $x_i = \bar{x} \neq x_j = \bar{x}'$ but the same fixed effects $A_i = 0 = A_j$, which is sensible only if the meaning of “0” in the identification results for $\bar{x}$ coincides exactly with that for $\bar{x}'$, so that “$A_i = 0$” and “$A_j = 0$” can be combined as “$A_i = A_j = 0$”. Assumption 1 achieves this alignment by assuming that the homophily effect function has no variation at all along the hyper-diagonal, which together with the location normalization on the distribution of $U_{ij}$ fix the location, or level, of the homophily effect function $w$ across its whole domain.

It is then clear why the cubic coupling function $\phi(a_1, a_2) = (a_1 + a_2)^3$ may substitute Assumption 1 for the role it played in the identification analysis. The fact that $\phi'(a) = 0$ if and only if $a = 0$ endows “0” with a unique defining property on the real line that remains invariant across different values of $\bar{x}$. This helps identify the location of $w$ that is consistent across all values of $\bar{x}$, automatically rendering Assumption 1 unnecessary. In addition, the whole function $w$ is now identifiable given the two-quantile normalization on $U_{ij}$.

More generally, other functional forms of $\phi$ may also substitute for Assumption 1, as long as the curvature of $\phi$ is rich enough to identify the location of $w$. This illustrates a form of substitutability between assumptions on the homophily effect function $w$ and assumptions on the coupling function $\phi$ in terms of their impacts on the identification power of the whole model.
C.3 Generalized Homogeneity and Generalized Translatability

The example in the previous subsection considers a special case where the coupling function $\phi$ takes a cubic form, but the insights it provides on how to exploit any known curvatures of $\phi$ are more widely applicable, which is consistent with familiar idea that curvatures of a known function might be used for identification. In this Subsection we characterize more general conditions to which the identification arguments in the previous subsection can be adapted.

We say that $\phi$ is generalized homogeneous if, for any $c > 0$, there exists some (known) bijective function $g_c$ such that for all $(a_1, a_2) \in \mathbb{R}^2$,

$$
\phi (g_c (a_1), g_c (a_2)) = c \phi (a_1, a_2).
$$

(27)

This notion of homogeneity includes the usual homogeneity of order $p$ as as a special case.\(^{20}\)

If $\phi$ is generalized homogeneous, the following transformation will preserve modeling equivalence:

$$
\hat{A}_i = g_{c^{1/p}} (A_i), \quad \hat{w} := cw + b, \quad \hat{U}_{ij} = cU_{ij} + b.
$$

In particular, as $g_{c^{1/p}}$ is also bijective, Assumption 4 (conditional full support of fixed effect) holds for $\hat{A}_i$ if and only if it holds for $A_i$. Also, observational equivalence in terms of equation (10) is preserved, as

$$
\phi \left( \hat{A}_i, \hat{A}_j \right) = \phi \left( g_c (A_i), g_c (A_j) \right) = c \phi (A_i, A_j).
$$

(28)

In addition, the ordinal structure of fixed effects is also preserved, i.e., $\hat{A}_i > \hat{A}_j$ if and only if $A_i > A_j$ by equation (28), so that Assumption 6 ($\phi$ is strictly increasing in both arguments) is maintained, providing a consistent interpretation of $\hat{A}_i$ and $A_i$ both as individual degree heterogeneity. Given the above modeling equivalent transformation, we may impose the scale normalization $Q_{1-\alpha} [U_{ij}] - Q_\alpha [U_{ij}] = 1$ without loss of generality, and we are left effectively with one unknown location parameter, say $Q_\alpha [U_{ij}]$, to identify.\(^{21}\)

Correspondingly, we now define a condition on $\phi$ that would allow the location normalization

\(^{20}\)If $\phi$ is homogeneous of order $p$, then $\phi (ca_1, ca_2) = c^p \phi (a_1, a_2)$ for all $a_1, a_2 \in \mathbb{R}$ and all $c > 0$. Then, for any given $c > 0$, setting $g_c (a) := c^{1/p} a$, we have $\phi (g_c (a_1), g_c (a_2)) = \phi \left( c^{1/p} a_1, c^{1/p} a_2 \right) = c \phi (a_1, a_2)$ for all $(a_1, a_2)$, so $\phi$ is also generalized homogeneous.

\(^{21}\)Recall that the interpretation here is not that we have identified the scale parameter by normalization, but that we have established the unidentifiability of the scale parameter by normalization and that we have characterized the underlying modeling equivalence relation among points that cannot be identified from each other.
ization to be imposed. Specifically, we say that $\phi$ is *generalized translatable* if, $\forall b \in \mathbb{R}$, there exists a bijection $h_b : \mathbb{R} \to \mathbb{R}$ such that

$$
\phi(h_b(a_1), h_b(a_2)) = \phi(a_1, a_2) + b, \ \forall a_1, a_2 \in \mathbb{R}.
$$

(29)

For example, $\phi(a_1, a_2) = 1 + a_1^3 + a_2^3$ is both nonlinear and generalized translatable.\(^{22}\) When $\phi$ is generalized translatable, the following transformation will preserve modeling equivalence:

$$
\hat{A}_i = h_{2a}(A_i), \quad \hat{w} := w + b, \quad \hat{U}_{ij} = U_{ij} + 2a + b.
$$

In particular, notice that $\phi \left( \hat{A}_i, \hat{A}_j \right) = \phi(A_i, A_j) + 2a$. Hence, we may now normalize a location parameter $Q_\alpha[U_{ij}]$ in addition to the location normalization $\theta_0 \equiv w(x_i, x_i) = 0$, so that again we are effectively left with one more parameter (a scale parameter) to identify. Clearly, if $\phi$ is both generalized homogeneous and generalized translatable, say, $\phi(a_1, a_2) = a_1^3 + a_2^3$,\(^{23}\) then clearly $q_\alpha, q_{1-\alpha}$ are both unidentified, just as in the linear case.

We summarize the results in this Subsection in the following lemma.

**Lemma (Identification with Potentially Nonlinear Coupling of Fixed Effects).** 1

(i) If $\phi$ is generalized homogeneous, then the scale of the distribution of $U_{ij}$ (for instance, the interquantile range $Q_{1-\alpha}[U_{ij}] - Q_\alpha[U_{ij}]$) is unidentified.

(ii) If $\phi$ is generalized translatable, then the location of the distribution of $U_{ij}$ (for instance, its $\alpha$-th quantile $Q_\alpha[U_{ij}]$), is unidentified.

Note that, in either of the cases in Lemma C.3, generalized homogeneity or generalized translatability helps characterize the identified set via the corresponding induced modeling equivalence classes, which in turn helps characterize the identified invariant properties within each modeling equivalence class. If both generalized homogeneity and generalized translatability are satisfied, then the characterization of the identified sets as in Theorem 1 essentially applies (with some minor corresponding adaptions).

### C.4 Periodic Homogeneity and Periodic Translatability

It should be pointed out, though, that generalized homogeneity or generalized translatability are sufficient, but not necessary, for the lack of point identification. For example, generalized homogeneity or generalized translatability helps characterize the identified set via the corresponding induced modeling equivalence classes, which in turn helps characterize the identified invariant properties within each modeling equivalence class. If both generalized homogeneity and generalized translatability are satisfied, then the characterization of the identified sets as in Theorem 1 essentially applies (with some minor corresponding adaptions).

\(^{22}\)\(\forall b \in \mathbb{R}, \text{setting } h_b(a) := (a^3 + \frac{1}{2}b)^3, \text{we then have (29).}\)

\(^{23}\)\(\text{In this case, by considering } \hat{A}_i = A_i^3, \text{one could argue that } \hat{A}_i \text{ is an equivalent reformulation of the fixed effects under which the coupled effect } A_i + A_j \text{ is effectively reduced back to the linear case.}\)
translatability is stated for each translation constant \( b \in \mathbb{R} \), so that each of the induced modeling equivalence class contains parameters are generalized translation of each other with any translation constant \( b \in \mathbb{R} \). A weaker version of this condition, which will still implies the lack of point identification and induces a corresponding modeling equivalent class, is given by “periodic translatability” as defined below.

Specifically, we say that \( \phi \) is **periodic translatable with period** \( T > 0 \) if there exists a bijective function \( h_T : \mathbb{R} \rightarrow \mathbb{R} \) such that

\[
\phi(h_T(a_1), h_T(a_2)) = \phi(a_1, a_2) + T, \quad \forall a_1, a_2 \in \mathbb{R}.
\]

For example, \( \phi(a_1, a_2) := \frac{1}{2} (a_1 + a_2 - \sin a_1 - \sin a_2) \) is periodic translatable\(^{24}\) with period \( T = 2\pi \) and a translation function \( h_T(a) := a + T \), and in this case, it is intuitively clear that location of the distribution of \( U_{ij} \) cannot be identified, as parameters that are periodic translations of each other with a period of \( T = 2\pi \) under \( h_T \) cannot be differentiated and must lie in the same modeling equivalence class.

Clearly, if \( \phi \) is periodic translatable with every possible \( T > 0 \), then \( \phi \) is generalized translatable. If \( \phi \) is periodic translatable with a particular \( T > 0 \), then \( \phi \) is periodic translatable with period \( nT \) for every integer \( n > 0 \). If \( \phi \) is periodic translatable with a particular \( T > 0 \) and \( \phi \) is not periodic translatable with any period \( t \in (0, T) \),\(^{25}\) then the “phase”, a description of the relative location within a period, becomes an invariant property of the modeling equivalence class induced by the periodic translation with period \( T \), and thus may be identifiable under further assumption on the structure of \( \phi \).

A similar weakened concept can be defined for generalized homogeneity: we say that \( \phi \) is **periodic homogeneous with period** \( T > 1 \) if there exists a bijective function \( g_T \) such that

\[
\phi(g_T(a_1), g_T(a_2)) = T\phi(a_1, a_2), \quad \forall a_1, a_2 \in \mathbb{R}.
\]

For a concrete example of \( \phi \) that is periodic homogeneous but not generalized homogeneous, see Appendix E.

Are periodic homogeneity and periodic translatability not only sufficient but also necessary for the lack of point identification? We do not have a definite answer, though intuition suggests that, if there is no period \( T \) under which the whole function \( \phi \) is scalable or translatable, then every point on \( \mathbb{R} \), the domain of \( \phi \), should be endowed with some unique properties that provide identifiable information. We leave to future research a further study of this.

\(^{24}\)Note that \( \phi \) satisfies Assumption 6: it is symmetric, differentiable, strictly increasing and surjective.

\(^{25}\)For example, \( \phi(a_1, a_2) := \frac{1}{2} (a_1 + a_2 - \sin a_1 - \sin a_2) \) is not periodic translatable with any period \( t \in (0, 2\pi) \).
D Unknown Coupling of Fixed Effects

As a further extension, we now consider a model with unknown coupling of fixed effects:

\[ D_{ij} = \{ w(X_i, X_j) + \phi(A_i, A_j) \geq U_{ij} \} \tag{30} \]

where \( \phi : \mathbb{R}^2 \rightarrow \mathbb{R} \) is an unknown function that satisfies Assumption 6, i.e., \( \phi \) is continuous, differentiable, strictly increasing and surjective in each of its arguments. For simplicity, assume that \( A \) are independent of \( X \) and that \( A_i \) is continuously distributed on the whole real line \( \mathbb{R} \). Then, take any strictly positive scalar \( a \in \mathbb{R}_{++} \), any scalars \( b, c \in \mathbb{R} \) and any continuous, differentiable, strictly increasing and surjective function \( f : \mathbb{R} \rightarrow \mathbb{R} \), and define

\[
\hat{A}_i := f(A_i), \\
\hat{\phi}(\hat{A}_i, \hat{A}_j) := c\phi(f^{-1}(\hat{A}_i), f^{-1}(\hat{A}_j)) + a \\
\hat{w}(x_i, x_j) := cw(x_i, x_j) + b, \\
\hat{U}_{ij} := cU_{ij} + a + b. 
\]

The above transformation of the unknown \((w, \phi, A, U)\) again maintains modeling equivalence. In particular, \( \hat{\phi} \) remains symmetric, continuous, differentiable, strictly increasing and surjective, so that Assumption 6 is preserved. Hence, we may without loss of generality impose the following normalization:

\[
\theta \equiv w(x_i, x_i) = 0, \\
Q_\alpha[U_{ij}] = 0, \\
Q_{1-\alpha}[U_{ij}] = 1, \text{ for some } \alpha \in \left(0, \frac{1}{2}\right), \\
\bar{\phi}(a) := \hat{\phi}(a, a) = 2a \text{ for all } a \in \mathbb{R}. \tag{32}
\]

To obtain the last normalization on \( \hat{\phi} \) in particular, we may take \( f(a) := \frac{1}{2}\bar{\phi}(a) := \frac{1}{2}\phi(a, a) \). Then, as

\[
f\left(\bar{\phi}^{-1}(2a)\right) = \frac{1}{2}\phi\left(\bar{\phi}^{-1}(2a)\right) = \frac{1}{2} \cdot 2a = f\left(f^{-1}(a)\right),
\]

we can deduce that \( f^{-1}(a) = \bar{\phi}^{-1}(2a) \) and hence

\[
\hat{\phi}(a, a) = \bar{\phi}(f^{-1}(a)) = \bar{\phi}\left(\bar{\phi}^{-1}(2a)\right) = 2a.
\]

As a result of the normalization above, we now may start our identification arguments.
with all the normalization imposed in Section 3. Moreover, when individuals share the same fixed effects, the last normalization on \( \phi \) take us essentially back to the case with linearly additive fixed effects. We now discuss how the identification arguments in Section 4 can be adapted to this setting.

Clearly, the identification arguments in Subsections 4.1 (identification of pairs of individuals with the same fixed effects) and 4.2 (identification of individuals with certain fixed effects) can be carried over to this case without changes. In particular, we may initially identify individuals with two levels of fixed effects, i.e., we can identify \( 1 \{ A_i = 0 \} \) and \( 1 \{ A_i = \frac{1}{2} \} \), exactly as in Subsection 4.2.

For Subsection 4.3 (identification of the CDF \( F \) and the fixed effects \( A \)), we might again adapt the “in-fill” and “out-expansion” arguments. Specifically, for the in-fill algorithm, we consider recursive iterations of the following identification equations:

\[
F (\phi (a_i, a_j)) = \mathbb{E} [D_{ij} | x_i = x_j = \overline{x}, A_i = a_i, A_j = a_j], \tag{33}
\]

\[
1 \left\{ A_h = A_k = \frac{1}{2} (\phi (a_i, a_j)) \right\} = 1 \{ \mathbb{E} [D_{hk} | x_h = x_k = \overline{x}, A_h = A_k] = F (\phi (a_i, a_j)) \}, \tag{34}
\]

Equation (33) extends the current knowledge of individuals with fixed effects \( A_i = a_i \) and \( A_j = a_j \) to the identification of \( F \) at a new point \( \phi (a_i, a_j) \), which is unknown but nevertheless characterizable by the two initial normalized quantiles \( q_\alpha = 0 \) and \( q_{1-\alpha} = 1 \). For example, though we do not know the value of \( \phi (0, \frac{1}{2}) \), we can nevertheless identify \( F (\phi (0, \frac{1}{2})) \). In other words, the composite function \( F \circ \phi \) is identified at \( (0, \frac{1}{2}) \), as well as \( (\frac{1}{2}, 0) \) by symmetry. Moreover, notice that we know, by Assumption 6, that

\[
\phi (0, 0) = 0 < \phi \left(0, \frac{1}{2}\right) < 1 = \phi (0, 1),
\]

so we are indeed “in-filling” the interval \([0, 1]\) in the domain of \( F \). Equation (34) is exactly the same as the one we use in Subsection 4.3. For example, after having identified \( F (\phi (0, \frac{1}{2})) \), we may identify \( 1 \{ A_i = \frac{1}{2} \phi (0, \frac{1}{2}) \} \), observing that \( \frac{1}{2} \phi (0, \frac{1}{2}) \) bisects the interval \([0, \phi (0, \frac{1}{2})]\) and lies strictly within \((0, \frac{1}{2})\) as \( \phi (0, \frac{1}{2}) < 1 \). Hence, the interval \([0, \frac{1}{2}]\) in the range of \( A_i \) is also being in-filled. Inductively, this again leads to the identification of \( F \) and \( A \) on the whole real line \( \mathbb{R} \).

However, it should be pointed out that the identification of \( F \) and \( A \) on \( \mathbb{R} \) is again “encrypted”, now by the unknown coupling function \( \phi \). This is very similar to the corresponding problem we encounter in Subsection C.2, where we consider a known cubic coupling function and find that the real line is encrypted by a single unknown parameter (\( \theta_0 \)). The difference, however, is that now, the identification of \( F \) and \( A \) on \( \mathbb{R} \) is encrypted by an
infinite-dimensional nonparametric object \( \phi \), which is unknown outside the \( \mathbb{R}^2 \)-diagonal (as \( \phi(a,a) = 2a \) is known).

Complicated as it may seem, the problem we are now faced with may again be approached via the “conjecture and falsification” arguments as in Subsection C.2. Specifically, if we hypothesize an arbitrary specific form of \( \phi \), subject to linear additivity on the \( \mathbb{R}^2 \)-diagonal, we are then able to completely decrypt the identification results on \( F \) and \( A \) on the whole real line, leading to the identification of the nonparametric homophily effect \( w \). Then we may try to falsify our conjectures by matching the properties of the conjectured \( \phi \) (such as the curvatures of \( \phi \) or \( F \circ \phi \) outside the \( \mathbb{R}^2 \)-diagonal) to the observable data. For example, given a conjectured \( \phi \), \( F \) and \( A \) may be treated as known, then the theoretical and empirical derivatives, such as

\[
\frac{\partial}{\partial a_1} F(\phi(a_1, a_2)) = \frac{\partial}{\partial a_1} \mathbb{E}_\phi [D_{ij} \mid x_i = x_j, A_i = a_1, A_j = a_2] = F' \circ \phi(a_1, a_2) \cdot \frac{\partial}{\partial a_1} \phi(a_1, a_2),
\]

should be matched exactly.

As the space of admissible functions \( \phi \) is infinite-dimensional, it seems hard to analytically or practically implement the identification strategy above. Yet the investigation and discussion of homogeneity and translatability in Subsections C.3 and C.4 suggest that we may obtain sharper characterization of the shape of the unknown coupling function \( \phi \) within a potentially smaller space, if we impose some homogeneity and translatability restrictions on \( \phi \). Homogeneity and translatability both impose restrictions on the structure of \( \phi \) uniformly inside and outside the \( \mathbb{R}^2 \)-diagonal, implying a form of uniformity on the whole domain of \( \phi \) that may drastically reduce the space of admissible \( \phi \). See the survey article by Matzkin (2007) for a related discussion on how homogeneity and additivity (essentially corresponding to “translatability” in our context) restrictions may help with nonparametric identification.

It should be pointed out, however, that even if \( \phi \), after normalization, can be “identified” via the conjecture and falsification algorithm, the identified curvatures are all “measured” relative to the normalization that \( \phi \) is additive on the \( \mathbb{R}^2 \)-diagonal. However, we can never know whether or not the true \( \phi \) is additive on the \( \mathbb{R}^2 \)-diagonal, by the construction of the modeling equivalence transformation (31), which is no longer an affine transformation that preserves shapes. Being positive (strictly monotone) and continuous, however, transformation (31) preserves “lower-level” invariant properties such as orders and topological structures. Such invariant properties seem at least relevant for some qualitative results and counterfactuals.
In this section, we provide an example of a nonlinear function $\phi$ that is periodic homogeneous but not generalized homogeneous.

We first construct two auxiliary functions $m(\cdot)$ and $\lambda(\cdot)$. Define

$$m(a) := \lfloor \log_2 |a| \rfloor \equiv \max \{ m \in \mathbb{Z} : m \leq \log_2 |a| \}, \quad \forall a \in \mathbb{R} \setminus \{0\}$$

and set

$$\lambda(a) := \begin{cases} a + \frac{a}{|a|} \cdot \frac{2m(a)}{4\pi} \sin \left( \frac{4\pi}{2m(a)} a \right), & \text{for } a \in \mathbb{R} \setminus \{0\}, \\ 0, & \text{for } a = 0. \end{cases}$$

Figure 1 plots the function $\lambda$ around zero.

Figure 1: Plot of function $\lambda(a)$

First, we show that $\lambda$ is continuous, differentiable and strictly increasing on $\mathbb{R}$. Clearly, $\lambda$ is continuous, differentiable and strictly increasing on $(2^m, 2^{m+1})$ for every $m \in \mathbb{N}$:

$$\lambda(a) = a + \frac{2^m}{4\pi} \sin \left( \frac{4\pi}{2^m} a \right)$$

$$\lambda'(a) = 1 + \cos \left( \frac{4\pi}{2^m} a \right) \geq 0$$

Moreover, $\lambda$ is also differentiable at each boundary point $2^m$ with $\lambda'(2^m) = 2$, so $\lambda$ is strictly increasing and differentiable on $(0, \infty)$. As $\lambda$ is an odd function, i.e., $\lambda(a) = -\lambda(-a)$, $\lambda$
is also differentiable and strictly increasing on \((-\infty, 0)\). Finally, \(\lambda\) is also differentiable at \(a = 0\), because
\[
\left| \frac{\lambda(a) - \lambda(0)}{a} \right| = \left| 1 + \frac{1}{4\pi} \cdot \frac{2^{m(a)}}{|a|} \sin \left( \frac{4\pi}{2^{m(a)}} a \right) \right|
\leq 1 + \frac{1}{4\pi} \cdot \frac{2^{m(a)}}{|a|}
\rightarrow 1 + 0 \text{ as } m(a) \rightarrow -\infty \text{ when } |a| \rightarrow 0.
\]

Thus \(\lambda'(0) = 1\). In summary, \(\lambda\) is differentiable\(^{26}\) and strictly increasing on \(\mathbb{R}\).

Second, we show that \(\lambda\) is periodic homogeneous function with period \(T = 2\). For \(a = 0\) this is trivial. For \(a \neq 0\),
\[
\lambda(2a) = 2a + \frac{2a}{|2a|} \cdot \frac{2^{m(2a)}}{4\pi} \sin \left( \frac{4\pi}{2^{m(2a)}} 2a \right)
= 2a + \frac{2a}{|2a|} \cdot \frac{2^{m(a)+1}}{4\pi} \sin \left( \frac{4\pi}{2^{m(a)+1}} 2a \right)
= 2 \left[ a + \frac{a}{|a|} \cdot \frac{2^{m(a)}}{4\pi} \sin \left( \frac{4\pi}{2^{m(2a)}} 2a \right) \right]
= 2\lambda(a),
\]
as the observation that
\[
m(2a) = \max \{ m \in \mathbb{Z} : m \leq \log_2 |2a| \}
= \max \{ m \in \mathbb{Z} : m \leq 1 + \log_2 |a| \} = m(a) + 1, \quad \forall a \neq 0.
\]

Now, define the fixed effect coupling function \(\phi : \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}\) by
\[
\phi(a_1, a_2) := \lambda(a_1 + a_2), \quad \forall a_1, a_2 \in \mathbb{R}.
\]
Clearly, \(\phi\) satisfies Assumption 6: it is symmetric, differentiable, strictly increasing and surjective in each of its arguments.

Clearly, \(\phi\) is periodic homogeneous with period \(T = 2\):
\[
\phi(2a_1, 2a_2) = \lambda(2(a_1 + a_2)),
= 2\lambda(a_1 + a_2) = 2\phi(a_1, a_2), \quad \forall a_1, a_2 \in \mathbb{R}.
\]

\(^{26}\)Note, however, that \(\lambda\) is not continuously differentiable, as \(\lambda'\) is not continuous at 0.
However, $\phi$ is not generalized homogeneous: for $c = 3$, there does not exist any function $g : \mathbb{R} \to \mathbb{R}$ such that

$$\phi(g(a_1), g(a_2)) = 3 \cdot \phi(a_1, a_2), \quad \forall a_1, a_2 \in \mathbb{R}.$$ 

To see this, notice that $\phi(0.5, 0.5) = 1$ and $\phi(1.5, 1.5) = 3$ imply

$$g(0.5) = 1.5.$$ 

In the meanwhile, $\phi(0.9, 0.9) \approx 1.7532$ and $\phi(2.7851, 2.7851) \approx 3 \times \phi(0.9, 0.9)$ imply that

$$g(0.9) \approx 2.7851.$$ 

However,

$$\phi(1.5, 2.7851) \approx 4.5335 \neq 3.9730 \approx 3 \cdot \phi(0.5, 0.9),$$

so $\phi$ is not generalized homogeneous.