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Abstract
In this work we analyze a virtual element method on polyhedral meshes for solving the sixth-order elliptic problem with simply supported boundary conditions. We apply the Ciarlet-Raviart arguments to introduce an auxiliary unknown \( \sigma := -\Delta^2 u \) and to search the main unknown \( u \) in the \( H^2 \cap H^1_0 \) Sobolev space. The virtual element discretization is well posed on a \( C^1 \times C^0 \) virtual element spaces. We also provide the convergence and error estimates results. Finally, we report a series of numerical tests to verify the performance of numerical scheme.
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1 Introduction
This paper deals the sixth-order elliptic problem with simply supported boundary conditions, which it reads as follows:

\[
\begin{align*}
-\Delta^3 u &= f \quad \text{in } \Omega, \\
\Delta u &= 0 \quad \text{on } \partial \Omega, \\
\Delta^2 u &= 0 \quad \text{on } \partial \Omega,
\end{align*}
\] (1.1)

where \( \Omega \subset \mathbb{R}^3 \) is a bounded domain with polyhedral boundary \( \Gamma := \partial \Omega \), and \( f \in H^{-1}(\Omega) \).

There are several numerical methods for solving the sixth-order elliptic equation (1.1a) \([27, 33, 36, 19]\). For instance, the authors of [27] studied a mixed finite element formulation based on the Ciarleth-Raviart method, they decrease the regularity of the main unknown to approximate it with \( H^1 \)-conforming Lagrange spaces. In [33] it was proposed a \( C^0 \)-interior penalty method to studied the sixht-order elliptic equation with clamped boundary conditions.

Sixth-order problems has several application in different areas such as the thin-film equations ([5, 35]), the phase field crystal model [4, 20], fluid flows [41], geometric design [34, 43], among others. In the course of this work it will be possible to show the mathematical differences that arise when considering three-dimensional domains. Besides the natural interest generated by the formulations in this type of domain, interesting applications of this type of problem, as geometric
design previously mentioned, can be highlighted. The use of elliptical PDEs for shape design is very different from conventional spline-based method. The idea behind this method is that the design of the shape is effectively treated as a mathematical boundary value problem, i.e. the shapes are produced by finding the solutions to a suitably chosen elliptic PDE that satisfies certain boundary conditions [42]. This technique has achieved great relevance in the generation of surfaces given the discretization of the operator associated with the elliptic PDE, it is a process of averaging the solution neighborhood of the PDE that guarantees that the surface obtained will have a certain degree of smoothness depending on the order of the PDE [18]. In [14] introduces the original formulation of the Bloor Wilson PDE method, which consists of producing a parametric surface \( X(u,v) \) by finding the solution to a PDE of the form

\[
\left( \frac{\partial^2}{\partial u^2} + \frac{\partial^2}{\partial v^2} \right)^r X(u,v) = 0, \tag{1.2}
\]

where \( u \) and \( v \) represent the parametric coordinates of the surface ates, which are then mapped into physical space; namely, \((x(u,v), y(u,v), z(u,v))\). \( r \) determines the order of the PDE and the smoothness of the surface.

The virtual element method (VEM) is a new powerful technology in the numerical analysis for solving partial differential equations introduced for first time in [6]. The VEM can be see an extension of the standard finite element method on polygonal and polyhedral meshes. The VEM on polyhedral meshes has aroused a very significant interest in the scientific community dedicated to solving problems in different areas: fluid [9, 11, 24], elasticity, [25], electromagnetic [10, 12, 23], eigenvalue problems [26, 29, 38].

In this work we propose and analyze a new mixed variational formulation on \( H^2 \times H^1 \) sobolev space in 3D for solving the sixth-order elliptic equation (1.1a) with simply supported boundary conditions (cf. (1.1b)-(1.1c)). We follow the arguments presented in [22] to introduce an auxiliary unknown \( \sigma = -\Delta^2 u \in \Omega \) to reduce the sixth-order equations (1.1a)-(1.1c) to fourth order problem. Then, we apply the \( C^1 \) and \( C^0 \) VEMs established on [7] and [13], respectively, to propose a well posed discrete virtual element scheme. We derive optimal error estimates in \( H^2 \) and \( H^1 \) norms. In addition, we apply the duality arguments to obtain additional regularity results both unknown \( u \) and \( \sigma \). Since conforming elements for solving the sixth-order elliptic equation (1.1a)-(1.1c) need \( C^2 \) elements which have a very high computational cost to be implemented in Finite Element Method (FEM) is that our discrete scheme results an interesting alternative.

The outline of this is paper is as follows. In Section 2, we introduce the weak formulation associated to the sixth-order elliptic problem and prove wellposedness using a decomposition into two variational problems. Next, in Section 3, we present the definitions of the \( C^1 \) and \( C^0 \) virtual element spaces. Then in Section 4, a virtual element discrete formulation by mimicking the analysis developed for the continuous problem are presented in this section. In addition, in Section 5 we prove that the numerical scheme provides a correct approximation and establish optimal order error estimates for approximated solutions. Finally, in Section 6, we report some numerical tests that confirm the theoretical analysis developed.

**Notations** Throughout of this work we will use standard notations for Sobolev spaces, norms and semi-norms [1]. Moreover, we will use the notation \( a \lesssim b \) to mean that there exists a positive constant \( C \) independent of \( a, b \), and the size of the elements in the mesh, such that \( a \leq C b \). We stress that such constant can be take different values in the different occurrences of “\( \lesssim \)”. We use the standard notations for operators gradient, \( \nabla \), normal derivative, \( \partial_n \), and the hessian, \( \nabla^2 \). In addition, given a positive integer \( d = 1, 2 \) or 3, for all \( \mathcal{O} \subseteq \mathbb{R}^d \), we denote the polynomial space in \( d \)-variables of degree lower or equal to \( k \) as \( \mathbb{P}_k(\mathcal{O}) \).
2 The sixth-order elliptic continuous problem

We inspire on Ciarlet and Raviarth method (see e.g. [22, Section 7.1]) to write a mixed weak formulation associated to the system of equations (1.1a)-(1.1b), we introduce the auxiliary unknown

\[ \sigma := -\Delta^2 u \in \Omega. \]  \hfill (2.3)

It is well known that since \( \Omega \) is a convex domain we have that \( u \in H^5 \cap H^1_0(\Omega) \) if \( f \in H^{-1}(\Omega) \), and it holds that

\[ \|u\|_{5,\Omega} \lesssim \|f\|_{-1,\Omega} \]  \hfill (2.4)

(see for instance [3, 30]). Then, since \( u \in H^5(\Omega) \cap H^1_0(\Omega) \) (cf. (2.4)) it holds \( \sigma \in H^1(\Omega) \).

Next, we apply the Laplacian operator on the identity (2.3), and then, we apply the equations (1.1a) and (1.1c) to arrive to the following second-order problem for \( \sigma \)

\[ \Delta \sigma = f \text{ in } \Omega, \quad \sigma = 0 \text{ on } \Gamma. \]  \hfill (2.5a)

Then, we multiply the equation (2.5a) by \( v \in H^1_0(\Omega) \), integrate by parts, and use the boundary condition (2.5b) to arrive to the following weak formulation. Find \( \sigma \in H^1_0(\Omega) \) such that

\[ \int_{\Omega} \nabla \sigma \cdot \nabla v \, d\Omega = -\langle f, v \rangle_{-1,1,\Omega} \quad \forall v \in H^1_0(\Omega). \]  \hfill (2.6)

Whenever the data \( f \in L^2(\Omega) \), we can rewrite the duality pairing between \( L^2(\Omega) \) and itself from the following \( L^2 \)-inner product

\[ \langle f, v \rangle = \int_{\Omega} fv. \]

On the other hand, the equations (1.1a),(1.1b) and (2.3) yields the following fourth-order problem for \( u \) with simply supported boundary conditions.

\[ \Delta^2 u + \sigma = 0 \text{ in } \Omega, \quad u = \Delta u = 0 \text{ on } \Gamma. \]  \hfill (2.7a)

It is well known that system of equations (2.7a)-(2.7b) gives the following weak formulation (see for instance [22, 32]). Find \( u \in H^2(\Omega) \cap H^1_0(\Omega) \) such that

\[ \int_{\Omega} \nabla^2 u : \nabla^2 \psi \, d\Omega + \int_{\Omega} \sigma \psi \, d\Omega = 0 \quad \forall \psi \in H^2(\Omega) \cap H^1_0(\Omega). \]  \hfill (2.8)

Now, we will write a weak formulation associated to the problems (2.5) and (2.7). First, we define the spaces \( V := H^1_0(\Omega) \) and \( \Psi := H^2(\Omega) \cap H^1_0(\Omega) \) endowed with their standard norms.

Next, from (2.6) and (2.8) a variational formulation associated to the problems (2.5) and (2.7) (and as consequence a variational formulation for (1.1)) can be reads as follows. Find \( \sigma \in V \) and \( u \in \Psi \) such that

\[ a^\Delta(u, \psi) + a^\nabla(\sigma, v) + a^0(\sigma, \psi) = F(v) \quad \forall v \in V, \forall \psi \in \Psi, \]  \hfill (2.9)

where we have defined the bilinear and linear forms

\[ a^\Delta : \Psi \times \Psi \rightarrow \mathbb{R}; \quad a^\Delta(u, \psi) := \int_{\Omega} \nabla^2 u : \nabla^2 \psi \, d\Omega \quad \forall u, \psi \in \Psi, \]  \hfill (2.10)

\[ a^\nabla : V \times V \rightarrow \mathbb{R}; \quad a^\nabla(\sigma, v) := \int_{\Omega} \nabla \sigma \cdot \nabla v \, d\Omega \quad \forall \sigma, v \in V, \]  \hfill (2.11)

\[ a^0 : V \times \Psi \rightarrow \mathbb{R}; \quad a^0(\sigma, \psi) := \int_{\Omega} \sigma \psi \, d\Omega \quad \forall \sigma \in V, \forall \psi \in \Psi, \]  \hfill (2.12)

\[ F : V \rightarrow \mathbb{R}; \quad F(v) := -\langle f, v \rangle_{-1,1,\Omega} \quad \forall v \in V. \]  \hfill (2.13)

The following result shows some properties of the bilinear forms defined above.

\[ \text{3} \]
Lemma 2.1. The bilinear forms $a^\Delta(\cdot,\cdot), a^\nabla(\cdot,\cdot), a^0(\cdot,\cdot)$, and the linear form $F(\cdot)$ satisfy the following properties.

\[
\begin{align*}
|a^\Delta(u,\psi)| & \lesssim \|u\|_2\Omega \|\psi\|_2\Omega, \\
|a^\nabla(\sigma,v)| & \lesssim \|\sigma\|_1\Omega \|v\|_1\Omega, \\
|a^0(\sigma,\psi)| & \lesssim \|\sigma\|_1\Omega \|\psi\|_2\Omega, \\
|F(v)| & \lesssim \|f\|_{-1}\Omega \|v\|_1\Omega, \\
a^\Delta(\psi,\psi) & \geq C P_2 \|\psi\|_2^2\Omega, \\
a^\nabla(\sigma,\sigma) & \geq C P_1 \|\sigma\|_1^2\Omega,
\end{align*}
\]  

(2.14a)-(2.14f)

for all $\sigma,v \in V$ and $u,\psi \in \Psi$.

Proof. Estimates (2.14a)-(2.14d) follow from Cauchy-Schwarz inequality. Ellipticity estimates (2.14e) and (2.14f) can be obtained from generalized Poincaré inequality applied on $\Psi$ and $V$ spaces, respectively (see for instance [30, Theorem 2.31] and [16]).

With the aim to prove the well-posedness of weak formulation (2.9), we decomposed it into the following problems:

Problem 1. Find $\sigma \in V$ such that

$$a^\nabla(\sigma,v) = F(v) \quad \forall v \in V.$$ 

Problem 2. Find $u \in \Psi$ such that

$$a^\Delta(u,\psi) = -a^0(\sigma,\psi) \quad \forall \psi \in \Psi.$$ 

It is clear that the Lax-Milgram theorem and estimates (2.14b), (2.14d), and (2.14f) allow us to deduce the well-posedness of Problem 1. Next, we apply once more the Lax-Milgram theorem, and use the inequalities (2.14a), (2.14c), (2.14e), and the uniqueness of $\sigma \in V$ on Problem 1 to obtain the unique solution $u \in \Psi$ of Problem 2. Therefore, we have proved the following theorem.

Theorem 2.1. Given $f \in L^2(\Omega)$ there exists a unique $(\sigma,u) \in V \times \Psi$ such that the weak formulation (2.9) holds true.

2.1 Regularity result

The following result establishes an additional regularity for $u$.

Lemma 2.2. For all $f \in L^2(\Omega)$ the unique solution $(\sigma,u) \in V \times \Psi$ of weak formulation (2.9) satisfies

$$\|\sigma\|_{1\Omega} + \|u\|_{3\Omega} \leq C \|f\|_{0\Omega}.$$  

(2.15)

Remark 2.1. We point out that the solution $\sigma \in V$ does not have additional regularity. This can be represented a problem to obtain interpolation results for $\sigma$, however, we will apply the standard duality arguments to overcome this fact.

3 Virtual element spaces on polyhedral meshes

In this section, we introduce the virtual element spaces on polyhedral meshes to propose a discrete variational formulation associated to the Problems 1 and 2, and consequently for variational formulation (2.9). Since the weak formulation is defined on $V \times \Psi$ we will consider the $C^0$ and $C^1$ virtual element spaces introduced on [7] and [13], respectively.
Mesh assumptions  Let $\Omega_h$ be a discretization of $\Omega$ composed by generic polyhedrons $P$. The convergence theory behind the usage of VEM spaces requires the following mesh assumptions:

$A_1$: each element $P$ is star shaped with respect to a ball $B_P$ whose radius is uniformly comparable with the polyhedron diameter, $h_P$;

$A_2$: each face $f$ is star shaped with respect to a disc $B_f$ whose radius is uniformly comparable with the face diameter, $h_f$;

$A_3$: given a polyhedron $P$ all edge lengths and face diameters are uniformly comparable with respect to its diameter $h_P$.

We recall the virtual element spaces in three dimension. With this end, we will proceed as a standard virtual element framework in three dimension. For that, we define the virtual spaces and projections over polyhedron’s faces. Then, we move to the bulk spaces and finally we glue all these spaces together to have the global one. Now, because of details of these constructions are already described on [7] and [13], we we will only present a brief description about that.

3.1 $C^0$–VEM spaces on polyhedral meshes

$C^0$–Face space  Given a face $f$ of a generic polyhedron of the mesh $\Omega_h$, we consider the so-called enhanced space on face

$$V_h(f) := \left\{ v_h \in H^1(f) \cap C^0(f) : \Delta v_h \in P_1(f), \ v_h|_{\partial f} \in C^0(\partial f), \ v_h|_e \in P_1(e) \ \forall e \in \partial f \right\},$$

where $\Delta_v$ is the Laplace operators in the local face coordinates and $\Upsilon_f^\nabla$ is the projection operator from the virtual spaces to the space of polynomials based on the $H^1$ scalar product and it is defined as $\Upsilon_f^\nabla : V_h(f) \to P_1(f)$ such that

$$\int_f \nabla (\Upsilon_f^\nabla v_h - v_h) \cdot \nabla p_1 \, df = 0 \quad \forall p_1 \in P_1(f),$$

$$\int_{\partial f} (\Upsilon_f^\nabla v_h - v_h) \, dc = 0.$$

The degrees of freedom of such spaces are the evaluation of the virtual function on all vertexes. Moreover, such degrees of freedom are sufficient to compute the projection operator $\Upsilon_f^\nabla$. We refer the reader to [7] for further details.

$C^0$–Polyhedron space

$$V_h(P) := \left\{ v_h \in H^1(P) : \Delta v_h \in P_1(P), \ v_h|_{\partial P} \in C^0(\partial P), \ v_h|_f \in P_1(f) \ \forall f \in \partial P \right\},$$

A virtual function in $v_h \in V_h(P)$ and the projection operator $\Upsilon_P^\Delta$ are uniquely determined by the following degrees of freedom:

$D_0$: evaluation of $v_h$ at the vertexes of $P$
The projection operator $\Upsilon^\Omega_P$ is essential to define the VEM discrete counterpart of the bi-linear operator $a^\Omega(\cdot,\cdot)$, see Equation (2.11). However, to set Problem 2, we have to define the projection operator $\Upsilon^P_h : V_h(P) \rightarrow \mathbb{P}_1(E)$ for $a^0(\cdot,\cdot)$ as

$$\int_P \Upsilon^0_h v_h p_1 \, dP = \int_P v_h p_1 \, dP \quad \forall p_1 \in \mathbb{P}_1(P).$$

**Remark 3.1.** From the definition of $V_h(P)$ we have that for all $v_h \in V_h(P)$ the following identity $\Upsilon^P_h v_h = \Upsilon^0_h v_h$ holds true (see [7] for further details).

**C^0−Global space** The global space is obtained by gluing the local spaces $V_h(P)$ together, i.e., we define

$$V_h := \left\{ v_h \in H^1(\Omega) : v_h|_P \in V_h(P) \quad \forall P \in \Omega_h \right\}. \quad (3.16)$$

### 3.2 $C^1$−VEM spaces on polyhedral meshes

**C^1−Face spaces** Given a face $f$ of a generic polyhedron of the mesh $\Omega_h$, we consider the so-called enhanced spaces on faces

$$\Psi^\Omega_h(f) := \left\{ \psi_h \in H^1(f) : \Delta_\nu \psi_h \in \mathbb{P}_0(f), \quad \psi_h|_{\partial f} \in C^0(\partial f), \quad \psi_h|_e \in \mathbb{P}_1(e) \quad \forall e \in \partial f \right\}$$

and

$$\Psi^\Delta_h(f) := \left\{ \psi_h \in H^2(f) : \Delta^2_\nu \psi_h \in \mathbb{P}_1(f), \quad \psi_h|_{\partial f} \in C^0(\partial f), \quad \psi_h|_e \in \mathbb{P}_3(e) \quad \forall e \in \partial f, \quad \nabla_\nu \psi_h|_{\partial f} \in [C^0(\partial f)]^2, \quad \partial_n \psi_h|_e \in \mathbb{P}_1(e) \quad \forall e \in \partial f, \right\}$$

where $\Delta^2_\nu$ is the bi-harmonic operator in the local face coordinates and $\Pi^\Omega_f$ is the projection operator from the virtual spaces to the space of polynomials based on the $H^2$ scalar product and it is defined as follows: $\Pi^\Omega_f : \Psi^\Omega_h(f) \rightarrow \mathbb{P}_2(f)$ such that

$$\begin{align*}
\int_f \nabla^2(\Pi^\Omega_f \psi_h - \psi_h) : \nabla^2 p_2 \, df &= 0 \quad \forall p_2 \in \mathbb{P}_2(f), \\
\int_{\partial f} (\Pi^\Omega_f \psi_h - \psi_h) p_1 \, de &= 0 \quad \forall p_1 \in \mathbb{P}_1(f).
\end{align*}$$

The degrees of freedom of such spaces are the evaluation of the virtual function and its gradient on all vertexes. Moreover, such degrees of freedom are sufficient to compute both projection operators $\Pi^\Omega_f$ and $\Pi^\Delta_f$. We refer the reader to [8] for a more rigorous proof about this fact.

In the next paragraph we will see that both $\Psi^\Omega_h(f)$ and $\Psi^\Delta_h(f)$ play an important role in the definition of the virtual element space inside the polyhedron $P$. In particular, the key ingredients is the *enhancing* properties:

$$\int_f \Pi^\Omega_f \psi_h \, df = \int_f \psi_h \, df \quad \text{and} \quad \int_f \Pi^\Delta_f \psi_h p_1 \, df = \int_f \psi_h p_1 \, df \quad \forall p_1 \in \mathbb{P}_1(f).$$

Indeed such relations are crucial to define all bulk projection operators inside $P$ and, consequently the discrete counterpart of the operators in Equation (2.10), (2.11) and (2.12) [8].
C^1-Polyhedron space The virtual element space inside the polyhedron is defined as
\[
\Psi_h(P) := \left\{ \psi_h \in H^2(P) : \Delta^2 \psi_h \in \mathbb{P}_2(P), \quad \psi_h|_{s_p} \in C^0(S_P), \quad \nabla \psi_h|_{s_p} \in [C^0(S_P)]^3, \right. \\
\left. \psi_h|_f \in \Psi^A_h(f), \quad \partial_n \psi_h|_f \in \Psi^N_h(f), \quad \forall f \in \partial P \right\},
\]
where we exploit the face spaces introduced in the previous section to define the virtual function over the face, \( \psi_h|_f \in \Psi^A_h(f) \), and the normal component of its gradient, \( \partial_n \psi_h|_f \in \Psi^N_h(f) \). To define such space, we add the so-called enhancing property,
\[
\int_P \Pi^A_h \psi_h \ p_2 \ dP = \int_P \psi_h \ p_2 \ dP \quad \forall p_2 \in \mathbb{P}_2(P), \tag{3.17}
\]
that is based on the \( H^2 \) projection operator \( \Pi^A_h : \Psi_h(P) \to \mathbb{P}_2(P) \) defined as
\[
\left\{ \begin{array}{l}
\int_P \nabla^2 (\Pi^A_h \psi_h - \psi_h) : \nabla^2 q \ dP = 0 \quad \forall q \in \mathbb{P}_2(P) \\
\int_{\partial P} (\Pi^A_h \psi_h - \psi_h) q \ d\Gamma = 0 \quad \forall q \in \mathbb{P}_1(P) \end{array} \right. \tag{3.18}
\]
A virtual function in \( \Psi_h(P) \) and the projection operator \( \Pi^A_h \) are uniquely determined by the following degrees of freedom:

\( D_1 \): evaluation of \( \psi_h \) at the vertexes of \( P \),

\( D_2 \): evaluation of \( \nabla \psi_h \) at the vertexes of \( P \).

The projection operator \( \Pi^A_h \) is essential to define the VEM discrete counterpart of the bilinear operator \( a^A(\cdot, \cdot) \), see Equation (2.10). However, to set Problem 2, we have to define the projection operator \( \Pi^0_h : \Psi_h(P) \to \mathbb{P}_2(E) \) for \( a^0(\cdot, \cdot) \) as
\[
\int_P \Pi^0_h \psi_h \ p_2 \ dP = \int_P \psi_h \ p_2 \ dP \quad \forall p_2 \in \mathbb{P}_2(E). \tag{3.19}
\]

**Remark 3.2.** Comparing Equation (3.19) and the enhancing property, Equation (3.17), we deduce that in \( \Psi_h(P) \) these two projections coincide, i.e., \( \Pi^A_h \psi_h = \Pi^0_h \psi_h [/8].

C^1-Global space Starting from such local spaces, we are ready to define the global one. Given a decomposition of the computational domain \( \Omega \) into polyhedrons, \( \Omega_h \), The global space is obtained by gluing the local spaces \( \Psi_h(P) \) together, i.e., we define
\[
\Psi_h := \left\{ \psi_h \in H^2(\Omega) : \psi_h|_P \in \Psi_h(P) \right\}. \tag{3.20}
\]

4 Discrete problem

In this section we will introduce a virtual element discretization for solving the variational formulation 2.9. With this end, we first introduce the following preliminary definitions. Given a polyhedral mesh \( \Omega_h \), we split the bilinear forms defined on (2.10)-(2.12) over each polyhedron \( P \).

\[
a^A(u, \psi) = \sum_{P \in \Omega_h} a^A_p(u, \psi), \quad a^\nabla(\sigma, v) = \sum_{P \in \Omega_h} a^\nabla_p(\sigma, v) \quad \text{and} \quad a^0(\sigma, \psi) = \sum_{P \in \Omega_h} a^0_p(\sigma, \psi),
\]
The second one is a stabilisation term, i.e.,

\[ a_P^\Delta(u, \psi) := \int_P \nabla^2 u : \nabla^2 \psi \, dP, \quad a_P^\sigma(\sigma, v) := \int_P \nabla \sigma \cdot \nabla v \, dP \quad \text{and} \quad a_P^0(\sigma, \psi) := \int_P \sigma \psi \, dP. \]

To discretize the problems at hand, we construct the following bi-linear forms

\[ a_{P,h}^\Delta : \Psi_h(P) \times \Psi_h(P) \rightarrow \mathbb{R}, \quad a_{P,h}^\Delta(u_h, \psi_h) := a_P^\Delta(\Pi_P^h u_h, \Pi_P^h \psi_h) + s_P^\Delta(u_h - \Pi_P^h u_h, \psi_h), \]

\[ a_{P,h}^{\nabla} : V_h(P) \times V_h(P) \rightarrow \mathbb{R}, \quad a_{P,h}^{\nabla}(\sigma_h, v_h) := a_P^{\nabla}(\Upsilon_P^h \sigma_h, \Upsilon_P^h v_h) + s_P^{\nabla}(\sigma_h - \Upsilon_P^h \sigma_h, v_h), \]

\[ a_{P,h}^0 : V_h(P) \times \Psi_h(P) \rightarrow \mathbb{R}, \quad a_{P,h}^0(\sigma_h, \psi_h) := a_P^0(\Upsilon_P^h \sigma_h, \Pi_P^h \psi_h). \]

Notice that such bi-linear forms are composed by two parts. The first one where we have the form defined on \( \Psi \) where

\[ P \subseteq \mathbb{R} \]

and

\[ \delta, \epsilon \in \mathbb{R} \]

are positive constants independent of \( h_P \).

We also define the discrete linear functional \( F_h : V_h(P) \rightarrow \mathbb{R} \) given by

\[ F_{P,h}(v_h) := - \int_P \Upsilon_P^0 f v_h. \]

Then, the discrete global bi-linear forms and discrete global functional are given by the sum of each local contribution, i.e.,

\[ a_h^\Delta : \Psi_h(P) \times \Psi_h(P) \rightarrow \mathbb{R}; \quad a_h^\Delta(u_h, \psi_h) := \sum_{P \in \Omega_h} a_{P,h}^\Delta(u_h, \psi_h), \]

\[ a_h^{\nabla} : V_h(P) \times V_h(P) \rightarrow \mathbb{R}; \quad a_h^{\nabla}(\sigma_h, v_h) := \sum_{P \in \Omega_h} a_{P,h}^{\nabla}(\sigma_h, v_h), \]

\[ a_h^0 : V_h(P) \times \Psi_h(P) \rightarrow \mathbb{R}; \quad a_h^0(\sigma_h, \psi_h) := \sum_{P \in \Omega_h} a_{P,h}^0(\sigma_h, \psi_h), \]

\[ F_h : V_h(P) \rightarrow \mathbb{R}; \quad F_h(v_h) := \sum_{P \in \Omega_h} F_{P,h}(v_h). \]

In the next two proposition we collect two important results of VEM that guaranteed the well-posedness of the virtual element formulation of Problem 2.9.

**Proposition 4.1 (Consistency).** The following relations holds

\[ a_{P,h}^\Delta(q, \psi_h) = a_P^\Delta(q, \psi_h) \quad \forall q \in P_2(P) \quad \forall \psi_h \in \Psi_h(P), \]

\[ a_{P,h}^{\nabla}(q, v_h) = a_P^{\nabla}(q, v_h) \quad \forall q \in P_1(P) \quad \forall v_h \in V_h(P), \]

\[ a_{P,h}^0(q, \psi_h) = a_P^0(q, \psi_h) \quad \forall q \in P_1(P) \quad \forall \psi_h \in \Psi_h(P), \]

\[ F_{P,h}(v_h) = F_P(\Upsilon_P^0 v_h) \quad \forall v_h \in V_h(P). \]

*Proof.* The proof follows standard arguments in the VEM literature and it is already presented in the literature, see, e.g., [8]. \( \Box \)

**Proposition 4.2 (Stability).** The following relations hold

\[ \min\{1, \alpha\} a_{P,h}^\Delta(\psi_h, \psi_h) \leq a_{P,h}^\Delta(\psi_h, \psi_h) \leq \max\{1, \alpha^*\} a_{P,h}^\Delta(\psi_h, \psi_h) \quad \forall \psi_h \in \Psi_h(P) \cap \ker(\Pi_P^h), \]

\[ \min\{1, \beta\} a_{P,h}^{\nabla}(v_h, v_h) \leq a_{P,h}^{\nabla}(v_h, v_h) \leq \max\{1, \beta^*\} a_{P,h}^{\nabla}(v_h, v_h) \quad \forall v_h \in V_h(P) \cap \ker(\Upsilon_P^\nabla). \]
Proof. The proof follows standard arguments in the VEM literature and it is already presented in the literature, see, e.g., [8].

Starting from Proposition 4.1 and 4.2 we obtain the following lemma that is the discrete version of Lemma 2.1.

**Lemma 4.1.** The following estimates hold

\[
\begin{align*}
|a^\Delta_h(u_h, \psi_h)| &\lesssim \max\{1, \alpha^+\} \|u_h\|_{2, \Omega} \|\psi_h\|_{2, \Omega} & \forall u_h, \psi_h &\in \Psi_h, \\
|a^\nabla(u_h, \psi_h)| &\lesssim \max\{1, \beta^+\} \|u_h\|_{1, \Omega} \|\psi_h\|_{1, \Omega} & \forall u_h, \psi_h &\in \Psi_h, \\
|a^0_h(u_h, \psi_h)| &\lesssim \|u_h\|_{0, \Omega} \|\psi_h\|_{0, \Omega} & \forall u_h, \psi_h &\in \Psi_h, \\
|F_h(v_h)| &\lesssim \|f\|_{-1, \Omega} \|v_h\|_{1, \Omega} & \forall v_h &\in V_h, \\
a^\Delta_h(\psi_h, \psi_h) &\geq C_{p_2} \min\{1, \alpha^+\} \|\psi_h\|_{2, \Omega}^2 & \forall \psi_h &\in \Psi_h, \\
a^\nabla(v_h, \psi_h) &\geq C_{p_1} \min\{1, \alpha^+\} \|\psi_h\|_{2, \Omega}^2 & \forall \psi_h &\in \Psi_h.
\end{align*}
\]

Proof. The proof of such result follows the same arguments of the proof of Lemma 2.1 and it exploits Proposition 4.1 and 4.2.

We are in a position to write the discrete virtual element variational formulation for problem (2.9).

Find \(\sigma_h \in V_h\) and \(u_h \in \Psi_h\) such that

\[
a^\Delta_h(u_h, \psi_h) + a^\nabla(\sigma_h, v_h) + a^0_h(\sigma_h, \psi_h) = F_h(v_h) \quad \forall v_h \in V_h, \forall \psi_h \in \Psi_h.
\]

(4.22)

Now, the well-posedness of the discrete variational formulation (4.22) follows with the same steps as the continuous case. Indeed, we decompose (4.22) in the following two discrete problems.

**Problem 3.** Find \(\sigma_h \in V_h\) such that

\[
a^\nabla(\sigma_h, v_h) = F_h(v_h) \quad \forall v_h \in V_h.
\]

**Problem 4.** Find \(u_h \in \Psi_h\) such that

\[
a^\Delta_h(u_h, \psi_h) = -a^0_h(\sigma_h, \psi_h) \quad \forall \psi_h \in \Psi_h.
\]

We are in a position to write the discrete virtual element variational formulation for problem (2.9).

Find \(\sigma_h \in V_h\) and \(u_h \in \Psi_h\) such that

\[
a^\Delta_h(u_h, \psi_h) + a^\nabla(\sigma_h, v_h) + a^0_h(\sigma_h, \psi_h) = F_h(v_h) \quad \forall v_h \in V_h, \forall \psi_h \in \Psi_h.
\]

(4.22)

Now, the well-posedness of the discrete variational formulation (4.22) follows with the same steps as the continuous case. Indeed, we decompose (4.22) in the following two discrete problems.

\[\text{Problem 3. Find } \sigma_h \in V_h \text{ such that}
\]

\[a^\nabla(\sigma_h, v_h) = F_h(v_h) \quad \forall v_h \in V_h.
\]

\[\text{Problem 4. Find } u_h \in \Psi_h \text{ such that}
\]

\[a^\Delta_h(u_h, \psi_h) = -a^0_h(\sigma_h, \psi_h) \quad \forall \psi_h \in \Psi_h.
\]

|\[
\begin{align*}
|a^\Delta_h(u_h, \psi_h)| &\lesssim \max\{1, \alpha^+\} \|u_h\|_{2, \Omega} \|\psi_h\|_{2, \Omega} & \forall u_h, \psi_h &\in \Psi_h, \\
|a^\nabla(u_h, \psi_h)| &\lesssim \max\{1, \beta^+\} \|u_h\|_{1, \Omega} \|\psi_h\|_{1, \Omega} & \forall u_h, \psi_h &\in \Psi_h, \\
|a^0_h(u_h, \psi_h)| &\lesssim \|u_h\|_{0, \Omega} \|\psi_h\|_{0, \Omega} & \forall u_h, \psi_h &\in \Psi_h, \\
|F_h(v_h)| &\lesssim \|f\|_{-1, \Omega} \|v_h\|_{1, \Omega} & \forall v_h &\in V_h, \\
a^\Delta_h(\psi_h, \psi_h) &\geq C_{p_2} \min\{1, \alpha^+\} \|\psi_h\|_{2, \Omega}^2 & \forall \psi_h &\in \Psi_h, \\
a^\nabla(v_h, \psi_h) &\geq C_{p_1} \min\{1, \alpha^+\} \|\psi_h\|_{2, \Omega}^2 & \forall \psi_h &\in \Psi_h.
\end{align*}
\]

We are in a position to write the discrete virtual element variational formulation for problem (2.9).

Find \(\sigma_h \in V_h\) and \(u_h \in \Psi_h\) such that

\[
a^\Delta_h(u_h, \psi_h) + a^\nabla(\sigma_h, v_h) + a^0_h(\sigma_h, \psi_h) = F_h(v_h) \quad \forall v_h \in V_h, \forall \psi_h \in \Psi_h.
\]

(4.22)

Now, the well-posedness of the discrete variational formulation (4.22) follows with the same steps as the continuous case. Indeed, we decompose (4.22) in the following two discrete problems.

**Problem 3. Find } \sigma_h \in V_h \text{ such that}
\]

\[a^\nabla(\sigma_h, v_h) = F_h(v_h) \quad \forall v_h \in V_h.
\]

**Problem 4. Find } u_h \in \Psi_h \text{ such that}
\]

\[a^\Delta_h(u_h, \psi_h) = -a^0_h(\sigma_h, \psi_h) \quad \forall \psi_h \in \Psi_h.
\]

Note that Lax-Milgram theorem and estimates (4.21b), (4.21f), and (4.21d) imply the well-posedness of Problem 3. Moreover, we apply once again the Lax-Milgram theorem joint with the estimates (4.21a), (4.21e), (4.21c), and the uniqueness of \(\sigma_h \in V_h\) on Problem 3 to obtain the unique solution \(u_h \in \Psi_h\) of Problem 4. Then, we have proved the following result.

**Theorem 4.1.** Given \(f \in L^2(\Omega)\) there exists a unique \((\sigma_h, u_h) \in V_h \times \Psi_h\) such that the weak formulation (4.22) holds true.

5 Convergence and error estimates

In this section we will prove that \(\|\sigma - \sigma_h\|_{1, \Omega} + \|u - u_h\|_{2, \Omega} \to 0\) when \(h\) goes to zero. With this end, we will present some preliminary interpolation results well known in the literature of the virtual element methods which will be needed to prove convergence of the discrete problem (4.22).
5.1 Some interpolation results

We start with the following result on star-shaped polygons, which is derived by interpolation between Sobolev spaces (see for instance [31, Theorem I.1.4]). We mention that this result has been stated in [6, Proposition 4.2] for integer values and follows from the classical Scott-Dupont theory, see [15].

Proposition 5.1. If the assumption A1 is satisfied, then for every \( \psi \in H^4(P) \) there exists \( v_\varepsilon \in P_k(P), k \geq 0 \) such that
\[
|\psi - v_\varepsilon|_{\ell,P} \lesssim h^{4-\ell} |\psi|_{\delta,P} \quad 0 \leq \delta \leq k + 1, \ell = 0, \ldots, [\delta],
\]
with [\delta] denoting the largest integer equal or smaller than \( \delta \in \mathbb{R} \),

where we have used the following definition for the broken seminorm.
\[
|\psi|_{\ell,P}^2 := \sum_{P \in \Omega_h} |\psi|_{\ell,P}^2 \quad \forall \psi \in L^2(\Omega) : |\psi|_P \in H^\ell(P) \quad \ell = 1, 2.
\]

Proposition 5.2. Assume A1 and A2 are satisfied, let \( v \in H^{1+t}(\Omega) \) with \( t \in (0, 1] \). Then, there exist \( v_I \in V_h \) such that
\[
\|v - v_I\|_{1,\Omega} \lesssim h^t|v|_{1+t,\Omega}.
\]

Proposition 5.3. Assume A1 and A2 are satisfied, let \( \psi \in H^\varepsilon(\Omega) \) with \( \varepsilon \in [2, 3] \). Then, there exist \( \psi_I \in \Psi_h \) such that
\[
\|\psi - \psi_I\|_{\ell,\Omega} \lesssim h^{\varepsilon-\ell}\|\psi\|_{\ell,\Omega}, \quad \ell = 0, 1, 2.
\]

The proof for two last interpolation results on the virtual spaces \( V_h \) and \( \Psi_h \) can be checked in [6, 37] and [2, 17], respectively.

5.2 A priori error estimates

In this section we present the error estimates for the discrete scheme analyzed in this work. We start with the estimates for \( \sigma_h \).

Lemma 5.1. Let \( \sigma \in V \) and \( \sigma_h \in V_h \) be the unique solutions of Problems 1 and 3, then the following result holds
\[
\|\sigma - \sigma_h\|_{0,\Omega} + h|\sigma - \sigma_h|_{1,\Omega} \lesssim h^2.
\]

Proof. The proof has been established in [7].

Now, the following result establishes the order of convergence for \( u_h \).

Theorem 5.1. Let \((\sigma, u) \in V \times \Psi \) and \((\sigma_h, u_h) \in V_h \times \Psi_h \) be the unique solutions of Problems 1-2 and 3-4, respectively, then the following result holds
\[
\|u - u_h\|_{2,\Omega} \lesssim h.
\]

Proof. Let us consider \( u \) and \( u_h \) be the unique solutions of Problems 2 and 4, then from first Strang Lemma (see for instance [22, Theorem 4.1.1]) we get:
\[
\|u - u_h\|_{2,\Omega} \leq C \left\{ \inf_{\psi_h \in \Psi_h} \left[ \|u - \psi_h\|_{2,\Omega} + \sup_{\varphi_h, \neq 0} \sum_{P \in \Omega_h} \frac{a_P^h(\varphi_h, \psi_h) - a_P^h(\varphi, \psi_h)}{||\varphi_h||_{2,\Omega}} \right] \right. \\
+ \left. \sup_{\varphi_h, \neq 0} \sum_{P \in \Omega_h} \frac{a_P^h(\sigma_h, \varphi_h) - a_P^h(\sigma, \varphi_h)}{||\varphi_h||_{2,\Omega}} \right\}. \tag{5.25}
\]
In what follows we will bound the three terms on the right hand side of (5.25). Indeed, from Lemma 2.2 and Proposition 5.3 we have that there exists \( u_I \in \Psi_h \) such that

\[
||u - u_I||_{2,\Omega} \leq Ch||u||_{3,\Omega}.
\] (5.26)

Thus, we have from (5.26) and Lemma 2.2 that

\[
\inf_{\psi_h \in \Psi_h} ||u - \psi_h||_{2,\Omega} \leq ||u - u_I||_{2,\Omega} \leq Ch||u||_{3,\Omega} \leq Ch||f||_{0,\Omega}.
\] (5.27)

Now, for the second term we use again Lemma 2.2 and Proposition 5.1 to choose \( u_\pi \in L^2(\Omega) \) such that

\[
||u - u_\pi||_{2,p} \leq Ch||u||_{3,p}.
\] (5.28)

Then, we use the consistency and stability properties of the bilinear form \( a_{P,h}^2(\cdot, \cdot) \) (cf. Propositions 4.1 and 4.2, respectively), and (5.28) to obtain

\[
\sum_{P \in \Omega_h} \frac{\{a_{P,h}^2(\varphi_h, \psi_h) - a_{P,h}^2(\varphi_h, \psi_h)\}}{||\varphi_h||_{2,\Omega}} = \sum_{P \in \Omega_h} \frac{\{a_{P,h}^2(\varphi_h, \psi_h - u_\pi) - a_{P,h}^2(\varphi_h, u_\pi - \psi_h)\}}{||\varphi_h||_{2,\Omega}}
\]

\[
\sum_{P \in \Omega_h} (1 + \alpha^*) a_{P,h}^2(u_\pi - \psi_h, u_\pi - \psi_h)^{1/2} \leq (1 + \alpha^*) \left( \sum_{P \in \Omega_h} ||u - u_\pi||_{2,p} + ||u - \psi_h||_{2,\Omega} \right) \leq Ch||f||_{0,\Omega} \lesssim h.
\] (5.29)

To bound the third term we use the consistency and stability properties of the bilinear form \( a_{P,h}^0(\cdot, \cdot) \) (cf. Propositions 4.1 and 4.2, respectively) to get

\[
\sum_{P \in \Omega_h} \frac{\{a_{P,h}^0(\sigma_h, \varphi_h) - a_{P,h}^0(\sigma, \varphi_h)\}}{||\varphi_h||_{2,\Omega}} = \sum_{P \in \Omega_h} \frac{\{a_{P,h}^0(\mathcal{Y}_P^0 \sigma_h, \Pi_P^0 \varphi_h) - a_{P}^0(\sigma_h, \varphi_h)\}}{||\varphi_h||_{2,\Omega}}
\]

\[
= \sum_{P \in \Omega_h} \frac{\{a_{P,h}^0(\mathcal{Y}_P^0 \sigma_h - \sigma, \varphi_h)\}}{||\varphi_h||_{2,\Omega}}
\]

\[
= \sum_{P \in \Omega_h} \frac{\{a_{P,h}^0(\mathcal{Y}_P^0 \sigma_h - \sigma, \varphi_h - \mathcal{Y}_P^0 \varphi_h)\}}{||\varphi_h||_{2,\Omega}}
\]

\[
\leq \sum_{P \in \Omega_h} \frac{||\mathcal{Y}_P^0 \sigma_h - \sigma||_{0,p} ||\varphi_h - \mathcal{Y}_P^0 \varphi_h||_{0,p}}{||\varphi_h||_{2,\Omega}} \leq Ch^2 ||\sigma||_{1,\Omega} \lesssim h^2.
\] (5.30)

where we have employed the definitions of projectors \( \mathcal{Y}_P^0 \) and \( \Pi_P^0 \) and (5.23).

Therefore, from estimates (5.27), (5.29) and (5.30) the proof is finished.

\[\square\]

5.2.1 Estimates in \( H^1 \) and \( L^2 \) for \( u - u_h \)

In this section we will derive error bounds in \( H^1 \) and \( L^2 \) to estimate \( u - u_h \). To obtain that, we will resort to the standard duality arguments. More precisely, we will follow the steps applied in [21] where the authors derive estimates in \( H^1 \) and \( L^2 \) for a bi-dimensional fourth order problem with clamped boundary conditions.

**Theorem 5.2.** Let \( (\sigma, u) \in V \times \Psi \) and \( (\sigma_h, u_h) \in V_h \times \Psi_h \) be the unique solutions of Problems 1-2 and 3-4, respectively, then the following result holds

\[
||u - u_h||_{1,\Omega} \lesssim h^2.
\]
Proof. Let us consider the following well posed fourth-order problem: find $\xi \in \Psi$ such that

$$a^\Delta(\xi, \varphi) = a^\nabla(u - u_h, \varphi) \quad \forall \varphi \in \Psi.$$ (5.31)

It is well known from regularity results for biharmonic equation with right hand side in $H^{-1}(\Omega)$ on convex domain that the following estimate holds

$$||\xi||_{3, \Omega} \lesssim |u - u_h|_{1, \Omega}.$$ (5.32)

Then, from Proposition 5.3 and (5.32) (twice) we have that there exists $\xi_I \in \Psi_h$ such that

$$||\xi - \xi_I||_{2, \Omega} \lesssim h ||\xi||_{3, \Omega} \lesssim h |u - u_h|_{1, \Omega}.$$ (5.33)

Now, by testing the variational formulation (5.31) with $\varphi = u - u_h \in \Psi$, adding and subtracting the term $\xi_I$, and using Propositions 2 and 4 we obtain

$$|u - u_h|^2_{1, \Omega} \lesssim a^\Delta(\xi, u - u_h) = a^\Delta(\xi - \xi_I, u - u_h) + a^\Delta(\xi_I, u - u_h)
= a^\Delta(\xi - \xi_I, u - u_h) + a^\Delta(\xi_I, u - u_h) - a^\Delta(u_h, \xi_I)
= a^\Delta(\xi - \xi_I, u - u_h) - a^0(\sigma, \xi_I) - a^\Delta(u_h, \xi_I)
= \{a^\Delta(\xi - \xi_I, u - u_h) - a^\Delta(u_h, \xi_I)\} + \{a^0_h(\sigma, \xi_I) - a^\Delta(u_h, \xi_I)\}.$$ (5.34)

Now, we will bound the three terms on the right hand side of (5.34). Indeed, for the first term we apply (2.14a), (5.33) and (5.24) to get

$$T_1 \leq ||\xi - \xi_I||_{2, \Omega} |u - u_h|_{2, \Omega} \leq ||\xi - \xi_I||_{2, \Omega} |u - u_h|_{2, \Omega} \lesssim h^2 |u - u_h|_{1, \Omega}.$$ (5.35)

To bound $T_2$ we follow the same steps as those applied to obtain (5.30) and we can deduce that

$$T_2 \lesssim h^2 |u - u_h|_{1, \Omega}.$$ (5.36)

Next, to bound the term $T_3$ we use Lemma 2.2. (5.32), and Proposition 5.1 to chose $u_\pi, \xi_\pi \in P_2(P)$ such that

$$|u - u_\pi|_{2, P} \lesssim h|u|_{3, P} \quad \text{and} \quad ||\xi - \xi_\pi||_{2, P} \lesssim h||\xi||_{3, P}.$$ (5.37)

Then, we add and subtract the terms $u_\pi$ and $\xi_\pi$, and use the consistency property of the bilinear form $a_{h, p}(\cdot, \cdot)$ (cf. Proposition 4.1) to have

$$T_3 = \sum_{P \in \mathcal{T}_h} \{a^\Delta_h(u_h, \xi_I) - a^\Delta_h(u_h, \xi_\pi)\} = \sum_{P \in \mathcal{T}_h} \{a^\Delta_h(u_h - u_\pi, \xi_I - \xi_\pi) + a^\Delta_h(u_\pi - u_h, \xi_I - \xi_\pi)\}.$$ (5.38)

Next, in the equality above we apply (2.14a), (4.21a), add and subtract the terms $u_\pi$ and $\xi_\pi$, apply (5.37), (5.24) and (5.33) to deduce

$$T_3 \lesssim h^2 |u - u_h|_{1, \Omega}.$$ (5.39)

Therefore, from (5.34), (5.35), (5.36) and (5.38) we have proved the result. \qed

Theorem 5.3. Let $(\sigma, u) \in V \times \Psi$ and $(\sigma_h, u_h) \in V_h \times \Psi_h$ be the unique solutions of Problems 1-2 and 3-4, respectively, then the following result holds

$$||u - u_h||_{0, \Omega} \lesssim h^2.$$ (5.33)

Proof. Since $u, u_h \in \Psi \subset V$ we have from the definition of $|| \cdot ||_{1, \Omega}$, Poincaré inequality (see for instance [22]) and Theorem 5.2 the following estimates

$$||u - u_h||_{0, \Omega} \leq ||u - u_h||_{1, \Omega} \lesssim |u - u_h|_{1, \Omega} \lesssim h^2,$$ which proves the theorem. \qed
6 Numerical examples

In this section we are going to give the numerical evidence about the result obtained in the previous sections. To achieve this goal we verify that the following error indicators:

- $H^2$-seminorm error on $u_h$
  \[
  \sqrt{\sum_{P \in \Omega_h} |\Pi^\Delta_P u_h - u|_{2,P}^2} \approx h^2, 
  \]

- $H^1$-seminorm error on $u_h$
  \[
  \sqrt{\sum_{P \in \Omega_h} |\Pi^\Delta_P u_h - u|_{1,P}^2} \approx h^1, 
  \]

- $L^2$ norm error on $u_h$
  \[
  \sqrt{\sum_{P \in \Omega_h} \|\Pi^0_P u_h - u\|_{2,P}^2} \approx h^2, 
  \]

- $H^1$-seminorm error on $\sigma_h$
  \[
  \sqrt{\sum_{P \in \Omega_h} |\Pi^\Delta_P \sigma_h - \sigma|_{1,P}^2} \approx h^1, 
  \]

- $L^2$ norm error on $\sigma_h$
  \[
  \sqrt{\sum_{P \in \Omega_h} \|\Pi^0_P \sigma_h - \sigma\|_{2,P}^2} \approx h^2, 
  \]

such error indicators consider both the problem variable $u_h$ and the auxiliary variable $\sigma_h$.

Notice that, since we are dealing with virtual functions, we have to use proper projection operators to compute such quantities. Moreover, such projection operators do depend on the error we are computing. For instance, to compute the error in the $H^2$-seminorm, we have to take the $H^2$ projection operator $\Pi^\Delta_P$, Equation (3.18). However, to compute the $L^2$ norm error we may use $\Pi^0_P$, but for the VEM approximation degree we are considering the projection $\Pi^\Delta_P$ coincides with $\Pi^0_P$, see Remark 3.2.

In the subsequent examples we take the unit cube as domain $\Omega$. We discretize it in four different ways:

- tetra: a Delaunay tetrahedral mesh built via tetgen [40];
- cube: a structured mesh composed by cubes;
- nine: a structured tesselation of a cube with polyhedrons composed by nine faces;
- voro: a Voronoi mesh optimize via a Llyod algorithm [28] obtained by the library voro++ [39].

In Figure 1 we show an example of each of these discretizations. As you can notice from these pictures the meshes taken into account have an increasing complexity. Indeed, the first two meshes are standard since they are composed by tetrahedrons and structured cubes. The mesh nine is composed by a stencil of nine polyhedron with a regular shape repeated to cover the whole domain $\Omega$. Finally the mesh voro is a Voronoi mesh that presents a non uniform distribution of faces and edges. Indeed, a polyhedron may have very small faces adjacent to larger ones and it can also have very tiny edges near by larger ones.
Figure 1: Mesh types used for the numerical experiments.

We associate with each mesh a mesh size $h$ defined as

$$h = \frac{1}{N_P} \sum_{P \in \Omega_h} h_P,$$

where $N_P$ is the number of polyhedrons of $\Omega_h$ and $h_P$ is the diameter of the polyhedron $P$.

Then, to compute the convergence lines, we build a sequence of four meshes decreasing the mesh-size for each type of mesh taken into account.

### 6.1 Patch test

It is well-known that the virtual element approach passes the so-called patch test. Indeed, consider a partial differential equation whose solution is a polynomial of degree $k$. If the virtual element space we are using contains polynomials of degree $k$, we recover exact solution up to machine precision.

In this paper the functional spaces introduced for the variable $u$, Equation (3.20), contains polynomial of degree 2, while the space of the auxiliary variable $\sigma$, Equation (3.16), contains
polynomial of degree 1. As a consequence, the proposed method will be "exact" if the solution is a polynomial of degree lower than 2, while we have to recover the error trend for higher degrees.

To numerically verify this fact, we consider a sixth-order elliptic problem whose right hand side and boundary conditions are set in such a way that the exact solution is the polynomial

$$u(x, y, z) = (x + y + z)^k.$$  \hfill (6.39)

Starting from this definition of $u$, also the auxiliary variable $\sigma$ is a polynomial and it has the following form

$$\sigma(x, y, z) = \begin{cases} -9k(k-1)(k-2)(k-3)(x+y+z)^{k-4} & \text{if } k \geq 4 \\ 0 & \text{otherwise} \end{cases}.$$  \hfill (6.40)

In both Equation (6.39) and (6.40) $k$ is an integer parameter that we can set to get a polynomial of a specific degree.

In this example we will show only the convergence lines for the mesh types tetra and nine, since we got similar results for the other two types of meshes. In Figure 2 we show the convergence rates of the $H^2$-seminorm and the $L^2$-norm errors. In these graphs we observe that we get the solution up to machine precision when $k = 1$ and 2, then for $k \geq 3$ we have the expected convergence rate. This fact perfectly matches what we expected. Indeed, since we have a virtual element space that contains polynomials of degree 2, we are exact if the solution of the PDE is a polynomial of degree lower or equal to 2.

Moreover, we observe that the convergence lines associated with $k = 1$ and 2 slowly increase. This fact is probably due to machine algebra effect. Indeed, the bigger the linear system is, the more truncation errors propagate so we get larger errors.

In Figure 3 we show the behaviour of the error of auxiliary variable. Here we got the exact solution up to degree 5. It seems strange since the virtual element space of $\sigma_h$ contains polynomial of degree 1. However it is definitely correct. Indeed, when the exact solution $u$ is a polynomial of degree $k \leq 5$, its bi-Laplacian is a polynomial of degree lower or equal to 1. However, if we consider $k = 6$, $\sigma$ is a polynomial of degree 2, it is not content in the virtual element gspace so we get the expected convergence rates. Finally, also in this case we observe that the convergence lines associated with $k \leq 5$ slowly increase due to numerical linear algebra effect.

### 6.2 Convergence Analysis

In this subsection we numerically verify the error trends predicted by the theory. To achieve this goal we take the sixth-order elliptic problem and we set the right hand side and the boundary condition in such a way that the exact solution is

$$u(x, y, z) = \sin(\pi x) \sin(\pi y) \sin(\pi z).$$

In Figure 4 we show the convergence lines for $H^2$ seminorm and $L^2$ norm errors for each mesh type taken into consideration. From these data we observe that we get the predicted rate for both the errors. More specifically we got a linear decay of the $H^2$ seminorm errors and a quadratic one in the $L^2$ norm. Moreover, the convergence lines are really close to each other. Since for each refinement level each mesh type has a comparable mesh size, the fact that the error is approximately the same underlines the robustness of the proposed VEM scheme with respect to elements shape. Similar considerations can be done for the trend of the $H^1$ seminorm error, but we do not show such graph for brevity.

In Figure 5 we show the error trend of the auxiliary variable $\sigma$. Also in this case the convergence rate is the expected one: $O(h)$ and $O(h^2)$ in the $H^1$ seminorm and in the $L^2$ norm, respectively.
Figure 2: Patch test: convergence rate of $u$ for the tetra and nine meshes.
Moreover, also in this case all the convergence lines are close one to each other. As a consequence we can infer that the proposed method is robust with respect to element shape.
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