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Abstract—This article proposes a new estimation and compensation approach to mitigate several linear and widely linear effects in coherent optical systems using digital signal processing (DSP) algorithms. Compared to most of the available strategies that employ local estimation and/or compensation algorithms, this approach performs a global impairments estimation and compensation based on nonlinear least squares. The proposed method estimates and compensates for the chromatic dispersion (CD), carrier frequency offset (CFO), in-phase/quadrature (IQ) imbalance, and laser phase noise in two steps. First, it estimates the quasi-static parameters related to the CD, CFO, and both transmitter and receiver IQ imbalance. Second, it estimates both transmitter and receiver lasers’ phases and compensates for all the imperfections by using a zero-forcing equalizer. Simulations show the effectiveness of the approach in terms of statistical performance and computational time. The estimation performance is assessed by computing the Cramér–Rao lower bound, while the detection performance is compared to a modified clairvoyant equalizer.
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I. INTRODUCTION

The rapid growth of the Internet traffic and the emerging technologies as 5G and the Internet of Things [1] lead to an increasing demand for high data rate communications. Coherent optical fiber transmission systems are thought to play a central role in meeting this challenge due to some key features, including huge available bandwidth and the support of advanced modulation formats. However, for systems with high-order modulation formats, the performance can be drastically impaired by hardware imperfections and is more sensitive to optical channel-induced effects. Among the most important impairments are the in-phase/quadrature (IQ) amplitude and phase imbalance [2], the IQ time skew [3], the chromatic dispersion (CD) [4], the carrier frequency offset (CFO) [5], the laser phase noise (PN) [6], and the fiber nonlinearity [7]. To mitigate these imperfections, different compensation techniques have been proposed. Although many studies focus on the compensation of nonlinear effects, a large part of the optical communication chain’s impairments can be modeled, as a first approximation, by linear or widely linear effects. The linear effects can include the IQ time skew, CD, CFO, and PN, while the IQ imbalance can be described as a widely linear effect. Impairments compensation can be performed using analog or digital techniques. The digital signal processing (DSP) methods have no loss in performance compared to the analog techniques and have the advantage of being more flexible. Furthermore, the recent advances in the development of high-speed integrated circuits make DSP compensation feasible at high data rates [8]–[10].

Recent works have proposed multiple full DSP or hybrid methods to mitigate the impact of linear and widely linear imperfections. These methods mainly focus on a few numbers of imperfections of the optical chain, employing local compensation techniques. Regarding the IQ imbalance, several approaches have been proposed for its compensation, including the Gram–Schmidt orthogonalization procedure [11], ellipse correction [12], adaptive filtering [13]–[15], Kalman filtering [16], blind adaptive source separation [17], and machine learning based [18]. Different techniques have also been proposed for IQ time skew estimation and compensation [19]–[22]. For the CD, which is traditionally compensated for by using optical fibers with opposite dispersion [23], digital filtering algorithms were employed in [4] and [24]–[26]. Various methods for CFO and PN compensation were recently proposed in [27]–[32], and [33]–[37], respectively. Using a local compensation technique can be problematic. The performance of local compensation algorithms can be significantly reduced in the presence of other imperfections. Moreover, the integration of multiple DSP algorithms needed to compensate for all the impairments can be challenging. Furthermore, some of the compensation methods referenced above are optimized for a specific modulation format, and by this, their applicability can be limited to particular scenarios.

To alleviate these problems, this work proposes a global technique that can jointly estimate and compensate for multiple impairments, including the IQ imbalance, CD, CFO, and PN. The IQ time skew could be compensated before the proposed...
One of the most critical impairments that influence the signal transmission is the total number of signal samples, and $\delta f_\Phi$ being the linewidth of the laser. The parameters related to the imperfections are divided into two categories, regarding the time evolution of their values. The first category refers to the quasi-static parameters, the parameters whose values have a very slow variation in time. This category includes the CD, CFO, and IQ imbalance parameters. The second category refers to the time-variant parameters, the parameters whose values vary relatively fast in time. This category includes PN.

A linear effect can be described by $\mathbf{y} = \mathbf{H}(\alpha)\mathbf{s}$, where $\mathbf{y}$ is the signal at the output of the system, $\mathbf{H}(\alpha)$ is the transfer matrix that depends nonlinearly on the vector of parameters $\alpha$ to be estimated, and $\mathbf{s}$ is the input signal. A widely linear effect can be described by $\tilde{\mathbf{y}} = \mathbf{M}(\alpha)\tilde{\mathbf{s}}$, where the tilde denotes the augmented vectors or matrices containing the real and imaginary parts of the original vectors, and $\mathbf{M}(\alpha)$ is an augmented matrix related to the transfer matrix. In our work, the system equation can be written as $\mathbf{y} = \mathbf{A}(\beta, \phi)\mathbf{\theta}$, where $\mathbf{A}(\beta, \phi)$ is a matrix containing the transmitted signal that depends on the nonlinear parameters $\beta$ and $\phi$, and $\mathbf{\theta}$ is a column vector containing the linear parameters describing the IQ imbalance. The nonlinear parameters $\beta$ and $\phi$ are related to CD and CFO, and PN, respectively.

The impairments modelization is done considering the impact of the imperfections on a generic input signal denoted as

$$\mathbf{x}_{in} = \begin{bmatrix} x_{in}[0] & x_{in}[1] & \ldots & x_{in}[N - 1] \end{bmatrix}^T$$

where $N$ is the total number of signal samples, and $(\cdot)^T$ denotes the transpose operation. The impaired signal is denoted by $\mathbf{x}_{out}$. The parameters related to the imperfections are divided into two categories, regarding the time evolution of their values. The first category refers to the quasi-static parameters, the parameters whose values have a very slow variation in time. This category includes the CD, CFO, and IQ imbalance parameters. The second category refers to the time-variant parameters, the parameters whose values vary relatively fast in time. This category includes PN.

1) Laser PN: One of the most critical impairments that impact coherent optical systems is the PN induced by both the transmitter and receiver lasers. The laser PN is a time-variant effect referring to the optical source frequency fluctuation. It is usually characterized by the laser linewidth, which is equal to 0 Hz in the ideal case. The PN is usually modeled as the Wiener process as follows [27], [33]:

$$\phi_k = \sum_{i=-\infty}^{k} f_i$$

where $f_i$s are independent and identically distributed random Gaussian variables with zero mean and variance $\sigma_f^2 = 2\pi(\delta f)^2$, with $\delta f$ being the linewidth of the laser and $f_i$ sampling frequency in high baud-rate optical communication systems, the carrier phase changes slowly compared to the signal phase, and it can be assumed constant over several $K$ consecutive symbols [9], [38]. Under this assumption, the output samples can be modeled according to the input samples as

$$\mathbf{x}_{out} = \Phi(\phi)\mathbf{x}_{in}$$

The rest of this article is organized as follows. Section II describes the signal model under the impact of the CD, CFO, transmitter and receiver IQ imbalance, and PN. The proposed estimation and compensation algorithms are derived in Section III. The effectiveness of the method is validated by numerical simulation in Section IV. Finally, Section V concludes this article.
where $\Phi(\phi)$ is an $N \times N$ diagonal matrix, which is defined as

$$\Phi(\phi) = \text{diag}(e^{j\phi_0}, e^{j\phi_1}, \ldots, e^{j\phi_{N/K-1}}) \otimes I_K$$ (4)

with $\phi = [\phi_0 \ \phi_1 \ \ldots \ \phi_{N/K-1}]^T$, and $I_K$ is a $K \times K$ identity matrix. The $\text{diag}(.)$ notation denotes a diagonal matrix having on its main diagonal the values from its argument, and $\otimes$ corresponds to the Kronecker product.

2) IQ Imbalance: IQ amplitude and phase imbalances are quasi-static impairments limiting the system performance that arise both on the transmitter and receiver side. Amplitude imbalance $g$ refers to the amplitude mismatch between the I and Q branches of the optical modulator. The phase imbalance $\vartheta$ refers to the phase deviation from the ideal $90^\circ$ between the branches. Starting from these, the IQ distortion parameters can be designed in an analytical convenable manner as in [39], [40]

$$\mu = \cos \left( \frac{\vartheta}{2} \right) + jg \sin \left( \frac{\vartheta}{2} \right)$$ (5a)

$$\nu = g \cos \left( \frac{\vartheta}{2} \right) - j \sin \left( \frac{\vartheta}{2} \right)$$ (5b)

where $(\mu, \nu) \in \mathbb{C}^2$. After IQ imbalance, the output samples can be expressed according to the input samples as a widely linear transformation as follows [41], [42]:

$$x_{\text{out}} = \mu x_{\text{in}} + \nu x_{\text{in}}^*$$ (6)

where $(.)^*$ denotes the complex conjugate operation.

3) Chromatic Dispersion: The dispersion in time of the fiber propagating signals results in a frequency dependency of the group velocity. This impairment is called CD. The CD is a quasi-static impairment that can limit the transmission distance and data rate, and can be modeled by a filter whose transfer function is given by [24], [43]

$$G_{\text{Dz}}(\omega) = e^{-j \frac{\lambda \omega^2}{2c}}$$ (7)

with $\text{Dz}$ being the accumulated CD coefficient, $\lambda$ the wavelength, $c$ the speed of the light, and $\omega$ the angular frequency with respect to $f_s$. The output samples can be expressed with respect to the input samples as

$$x_{\text{out}} = W^H D_1(\text{Dz}) W x_{\text{in}}$$ (8)

where $(.)^H$ denotes the conjugate transpose (Hermitian). In this model, the effect of the CD is computed in the frequency domain. Specifically, the DFT of the signal is first computed by multiplying the input signal $x_{\text{in}}$ by the DFT matrix $W$, then the DFT is multiplied with the frequency response of the chromatic dispersion $D_1(\text{Dz})$, and finally, the time-domain signal is extracted from the multiplication with the inverse DFT matrix $W^H$. Mathematically, the matrices $W$ and $D_1(\text{Dz})$ are given as follows.

1) $W$ is an $N \times N$ Vandermonde matrix that corresponds to the DFT matrix and can be defined as

$$W = \frac{1}{\sqrt{N}} \begin{bmatrix} 1 & 1 & \ldots & 1 \\ z & z^2 & \ldots & z^{N-1} \\ \vdots & \vdots & \ddots & \vdots \\ z^{N-1} & z^{2(N-1)} & \ldots & z^{(N-1)^2} \end{bmatrix}$$ (9)

where $z = e^{-2j\pi/N}$. This matrix computes the DFT in the angular frequency range $[0, 2\pi (N-1)/N]$ in rad/s.

2) $D_1(\text{Dz})$ is an $N \times N$ diagonal matrix that contains the effect of the CD. The $n$th diagonal element of $D_1(\text{Dz})$ can be expressed by

$$[D_1(\text{Dz})]_{nn} = \begin{cases} G_{\text{Dz}}(2\pi n f_s/N) & \text{if } n < \frac{N}{2} \\ G_{\text{Dz}}(2\pi (n - N) f_s/N) & \text{if } n \geq \frac{N}{2} \end{cases}$$ (10)

4) Carrier Frequency Offset: The free-running transmitter and receiver lasers in a coherent optical system are not frequency locked and, generally, a CFO cannot be neglected. The CFO can be described as a quasi-static impairment that decreases the system performance and should be estimated and compensated for on the receiver side. The CFO impact can be modeled as a phase increment as follows [5], [44]:

$$\phi_{k+1} = 2\pi \left( \frac{\Delta f}{f_s} \right) + \phi_k$$ (11)

where $\Delta f$ is the frequency offset. In this context, the relation between the input samples and output samples can be modeled into a matrix form as

$$x_{\text{out}} = D_2(\Delta f) x_{\text{in}}$$ (12)

where $D_2(\Delta f)$ is an $N \times N$ diagonal matrix whose $n$th diagonal element is given by

$$[D_2(\Delta f)]_{nn} = e^{j \frac{2\pi n \Delta f}{f_s}}.$$ (13)

B. System Model

Let us denote the transmitted signal as follows:

$$s = \begin{bmatrix} s[0] & s[1] & \ldots & s[N-1] \end{bmatrix}^T.$$ (14)

During the electrical-to-optical conversion, the signal is impaired by the transmitter laser PN and can experience IQ imbalance. Therefore, the transmitted block of data can be expressed in two steps as

$$u = \Phi(\phi_{tx}) s$$ (15)

$$z = \mu_{tx} u + \nu_{tx} u^*.$$ (16)

Next, the combined effect of CD and CFO is accumulated and can be modeled as

$$r = H(\beta) z$$ (17)

where $H(\beta)$ is an $N \times N$ matrix that depends on the effects of the CD and CFO, and $\beta = [\text{Dz} \ \Delta f]$. The matrix $H(\beta)$ can be
decomposed as
\[ H(\beta) = D_2(\Delta f)W^HD_1(Dz)W. \] (18)

Finally, by considering the presence of receiver front-end IQ imbalance and laser PN, the received signal can be expressed in two steps as
\[ v = \mu_{rx}\theta + \nu_{rx}\theta^* \] (19)
\[ y = \Phi(\phi_{rx})v. \] (20)

Bringing all together, the received signal can be rewritten as follows:
\[ y = A(\beta, \phi)\theta + b \] (21)

where
\[ A(\beta, \phi) \] is an \( N \times 4 \) matrix that contains the effect of the CD, CFO, and PN, which is defined as
\[ A(\beta, \phi) = \begin{bmatrix} \Phi(\phi_{tx})H(\beta)\Phi(\phi_{tx})s \\ \Phi(\phi_{tx})H(\beta)\Phi^*(\phi_{tx})s^* \\ \Phi(\phi_{rx})H^*(\beta)\Phi^*(\phi_{tx})s^* \\ \Phi(\phi_{rx})H^*(\beta)\Phi(\phi_{tx})s \end{bmatrix}^T \] (22)

with \( \phi = \begin{bmatrix} \phi_{tx}^T \\ \phi_{rx}^T \end{bmatrix}^T \) denoting the transmitter and receiver lasers’ phases;

1) \( \hat{\beta} \) is a column vector that contains the IQ imbalance parameters and can be expressed as
\[ \theta = \begin{bmatrix} \mu_{tx} \\ \mu_{tx}^* \\ \nu_{rx} \nu_{tx}^* \\ \nu_{rx}^* \nu_{tx} \end{bmatrix} \] (23)

2) \( \beta \) is a column vector containing the noise impact.

The vectors \( \beta \) and \( \phi \) contain the nonlinear parameters, and the vector \( \theta \) contains the linear parameters of the model. In this article, (21) will serve as a basis for the proposed estimation and compensation algorithms.

III. ESTIMATION AND COMPENSATION ALGORITHMS

In this section, the estimation and compensation algorithms are presented. It is assumed that the signal has the particular structure described in Fig. 2. The proposed method uses a number of \( N_p \) symbols as a preamble to estimate the system’s quasi-static parameters, and \( L \) pilots from the \( N_b \) symbols to track the lasers’ phases. On the receiver side, the preamble and pilots are assumed to be known. The synchronization could be performed based on the signal cross-correlation and interpolation techniques by using a dedicated preamble [45], [46].

A. Estimation Algorithm

To estimate the quasi-static system parameters, we use a random training sequence of \( N_p \) symbols. As the training sequence is generally short, we consider the carrier phase to be constant throughout the entirety of it. Assuming this, the matrices \( \Phi(\phi_{tx}) \) and \( \Phi(\phi_{rx}) \) reduce to scalar matrices as follows:
\[ \Phi(\phi_{tx}) = e^{j\phi_{tx,0}}I_{N_p} \] (24a)
\[ \Phi(\phi_{rx}) = e^{j\phi_{rx,0}}I_{N_p}. \] (24b)

In this context, the impact of the PN can be accumulated on the IQ phase imbalance and the received signal can be rewritten as
\[ y = A(\beta)\theta_{\phi} + b \] (25)

where
1) \( A(\beta) = A(\beta, 0) \) is an \( N_p \times 4 \) matrix that contains the effects of the CD and CFO, and is defined as
\[ A(\beta) = \begin{bmatrix} H(\beta)s \quad H(\beta)s^* \quad H^*(\beta)s \quad H^*(\beta)s^* \end{bmatrix}; \] (26)

2) \( \theta_{\phi} \) is a column vector that contains the IQ imbalance parameters mixed with the lasers’ PNs, and can be expressed as
\[ \theta_{\phi} = D_{\phi}\theta \] (27)

with \( D_{\phi} \) being a diagonal matrix defined as
\[ D_{\phi} = e^{j\phi_{rx,0}}\text{diag}(e^{j\phi_{tx,0}}, e^{-j\phi_{tx,0}}, e^{-j\phi_{tx,0}}, e^{j\phi_{rx,0}}). \] (28)

In (25), the number of nonlinear parameters to be estimated is reduced to two, relaxing the computational demands of the estimation method.

1) Separable Nonlinear Least Squares: A natural solution to estimate the parameters is to minimize the squared error between \( y \) and \( A(\beta)\theta_{\phi} \). Using this approach, the estimated parameters, denoted \( \hat{\beta} \) and \( \hat{\theta}_{\phi} \), can be obtained as
\[ \{\hat{\beta}, \hat{\theta}_{\phi}\} = \arg \min_{\beta, \theta_{\phi}} \|y - A(\beta)\theta_{\phi}\|^2. \] (29)

This approach is known as the nonlinear least squares. For this particular signal model, it has been demonstrated that the minimization can be decoupled [47], [48]. Specifically, the minimizing argument can be obtained in the following two steps.

1) Estimation of the nonlinear parameters \( \beta \) is given as
\[ \hat{\beta} = \arg \min_{\beta} \|f_{\beta}\|^2 \] (30)

where \( f_{\beta} \) is a function that computes the vector of residuals defined as
\[ f_{\beta} = P_A^\dagger(\beta)y \] (31)

with \( P_A^\dagger(\beta) = I_{N_p} - P_A(\beta) \), while \( I_{N_p} \) is an \( N_p \times N_p \) identity matrix, and \( P_A(\beta) \) is the projection matrix onto the column space of \( A(\beta) \). The projection matrix \( P_A(\beta) \) is defined as \( P_A(\beta) = A(\beta)A(\beta)^\dagger \), where \( A(\beta) \) is the pseudoinverse of \( A(\beta) \) and is expressed as \( A(\beta)^\dagger = (A(\beta)A(\beta)^\dagger)^{-1}A(\beta)^\dagger \).
2) Estimation of the linear parameters \( \theta_\phi \) is given as
\[
\hat{\theta}_\phi = A^\dagger(\hat{\beta})y. \tag{32}
\]

2) Optimization Algorithm: Considering that the most difficult operation of the estimation algorithm is the minimization problem in (30), and that the nonlinear parameters’ values can vary in a large interval, a hybrid approach is employed to find the minimizing argument. First, a grid search over the 2-D space related to \( \beta \) is performed. Second, using the value obtained as an initial guess, a local optimization algorithm is employed. For local optimization, we used the Levenberg–Marquardt (LM) iterative approach based on [49]. The LM algorithm is an optimization method that interpolates between the gradient descent and Gauss–Newton (GN) algorithms, being robust and converging almost as fast as the GN algorithm. Starting by using an initial guess \( \beta_0 = [D_{0} \Delta f_{0}] \) resulted from the grid search, the parameters’ update is obtained as
\[
\beta_{k+1}^T = \beta_k^T - [J_{\beta}^T J_{\beta} + \lambda_{\beta} I_2]^{-1} J_{\beta}^T f_{\beta} \big|_{\beta = \beta_k} \tag{33}
\]
where \( J_{\beta} \) is the \( N_p \times 2 \) Jacobian matrix of the \( f_{\beta} \) function, \( I_2 \) is a \( 2 \times 2 \) identity matrix, and \( \lambda_{\beta} \) is a damping parameter that controls the update step. The Jacobian matrix of the function \( f_{\beta} \) can be expressed as follows:
\[
J_{\beta} = \begin{bmatrix}
\frac{\partial f_{\beta}}{\partial \phi_0} & \frac{\partial f_{\beta}}{\partial \phi_1} \\
\frac{\partial P_{\lambda}^\perp(\beta)}{\partial \beta_i} & \frac{\partial A_{\lambda}^\dagger(\beta)}{\partial \beta_i}
\end{bmatrix} \tag{34}
\]
where the derivative of the orthogonal projector is computed as in [50]
\[
\frac{\partial P_{\lambda}^\perp(\beta)}{\partial \beta_i} = -P_{\lambda}^\perp(\beta) \frac{\partial A_{\lambda}^\dagger(\beta)}{\partial \beta_i} A_{\lambda}^\dagger(\beta)
- \left( P_{\lambda}^\perp(\beta) \frac{\partial A_{\lambda}^\dagger(\beta)}{\partial \beta_i} A_{\lambda}^\dagger(\beta) \right)^H \tag{35}
\]
and \( \beta_i \) is the \( i \)th element of \( \beta \).

B. Compensation Algorithm

The compensation algorithm aims to estimate the transmitted symbols from a block of \( N_b \) received samples. Considering that a block of data is generally longer than the training sequence \( (N_0 \gg N_p) \), a phase tracking algorithm must be employed. In this objective, several \( L \) pilot symbols are periodically extracted from each of these data blocks using an \( L \times N_b \) pilot extraction matrix denoted as \( G_p \). The pilots are typical symbols from whatever the modulation has been employed and can be expressed as \( s_p = G_p s \).

Once the parameters \( \hat{\beta} \) and \( \hat{\theta}_\phi \) have been estimated, (21) can be rewritten as
\[
y = A(\hat{\beta}, \phi)D_{\phi}^{-1}\hat{\theta}_\phi + b. \tag{36}
\]

Using the fact that \( D_{\phi}^{-1} = D_{\phi}^* \), the impact of \( D_{\phi}^{-1} \) can be accumulated to the matrices \( \Phi(\phi_{tx}) \) and \( \Phi(\phi_{rx}) \) by using
\[
A(\hat{\beta}, \phi)D_{\phi}^{-1} = A(\hat{\beta}, \varphi) = \begin{bmatrix}
\Phi(\phi_{tx}) \Phi(\phi_{tx})^T & \Phi(\phi_{rx}) \Phi(\phi_{tx})^T \\
\Phi(\phi_{rx}) \Phi(\phi_{rx})^T & \Phi(\phi_{rx}) \Phi(\phi_{rx})^T
\end{bmatrix}^{-1}
\begin{bmatrix}
\Phi(\phi_{tx})H^T(\hat{\beta}) \Phi(\phi_{tx})^T \\
\Phi(\phi_{rx})H^T(\hat{\beta}) \Phi(\phi_{rx})^T
\end{bmatrix}s
\tag{37}
\]
where
\[
\Phi(\phi_{tx}) = e^{-j\phi_{tx,0}} \Phi(\phi_{tx}) \tag{38a}
\]
\[
\Phi(\phi_{rx}) = e^{-j\phi_{rx,0}} \Phi(\phi_{rx}) \tag{38b}
\]
with \( \phi_{tx} = \phi_{tx} - \phi_{tx,0} \) and \( \phi_{rx} = \phi_{rx} - \phi_{rx,0} \).

Next, in order to detect the transmitted symbols using both the contribution of \( s \) and \( s^* \), we propose to linearly express the real and imaginary parts of \( y \) with respect to the real and imaginary parts of \( s \). Thus, the augmented model of the signal can be expressed as
\[
\tilde{y} = \tilde{\Phi}(\phi_{tx})M \Phi(\phi_{tx})s + \tilde{b} \tag{39}
\]
where
1) \( M \) is an \( 2N_b \times 2N_b \) augmented matrix which is defined as
\[
M = \begin{bmatrix}
\Re\{M_1\} & -\Im\{M_2\} \\
\Im\{M_1\} & \Re\{M_2\}
\end{bmatrix} \tag{40}
\]
with
\[
M_1 = (\theta_{\phi}^T(e_0 + e_1))H(\beta) + (\theta_{\phi}^T(e_2 + e_3))H^*(\beta) \tag{41a}
\]
\[
M_2 = (\theta_{\phi}^T(e_0 - e_1))H(\beta) + (\theta_{\phi}^T(e_3 - e_2))H^*(\beta) \tag{41b}
\]
while \( e_k \) is the unit column vector that contains only a 1 value in the \( k \)th row and 0s elsewhere;
2) \( \tilde{\Phi}(\phi_{tx}) \) and \( \tilde{\Phi}(\phi_{rx}) \) are \( 2N_b \times 2N_b \) augmented matrices defined similarly to \( \Phi(\varphi) \) as follows:
\[
\tilde{\Phi}(\varphi) = \begin{bmatrix}
\Re\{\Phi(\varphi)\} & -\Im\{\Phi(\varphi)\} \\
\Im\{\Phi(\varphi)\} & \Re\{\Phi(\varphi)\}
\end{bmatrix}. \tag{42}
\]

1) Detection Algorithm: The detection of the transmitted data is done by minimizing the squared error between the transmitted and received signals and can be obtained in the following two steps:

1) estimation of the lasers’ phases by using \( L \) pilot symbols as
\[
\hat{\varphi} = \arg\min_{\varphi} \|f_{\varphi}\|^2 \tag{43}
\]
where \( \varphi = [\phi_{tx}^T \phi_{tx}^T]^T \), and \( f_{\varphi} \) is a function that computes the vector of residuals, which by using the fact that \( \Phi^{-1}(\varphi) = \Phi^T(\varphi) \), is defined as
\[
f_{\varphi} = \tilde{s}_p - \tilde{G}_p \tilde{\Phi}(\phi_{tx})M^{-1} \tilde{\Phi}(\phi_{rx}) \tilde{y} \tag{44}
\]
with \( \tilde{G}_p = I_2 \otimes G_p \).
2) estimation of the transmitted symbols by using a ZF equalizer as
\[
\hat{s}[n] = (e_n + je_{n+N_s})^T \tilde{\Phi}^T (\varphi_{tx}) M^{-1} \tilde{\Phi}^T (\varphi_{rx}) \tilde{y}.
\]
(45)

The constellation symbols can be finally estimated as follows:
\[
\hat{s}_M[n] = \arg \min_{s \in \mathcal{M}} ||s - \hat{s}[n]||^2
\]
(46)
where \(\hat{s}_M[n]\) represents the \(n\)th estimated constellation symbol.

2) Optimization Algorithm: Considering the squared error function in (43), we start by setting up the initial guess \(\varphi_0 = 0_L\), where by \(0_L\), we denote a column vector of size \(L\) containing only 0s. Then, the parameters update is employed similarly to the one in (33). The \(2L \times L\) Jacobian matrix of \(f_{\varphi}\) can be expressed as
\[
J_{\varphi} = \begin{bmatrix}
\frac{\partial f_{\varphi}}{\partial \varphi_{tx,0}} & \cdots & \frac{\partial f_{\varphi}}{\partial \varphi_{tx,L/2-1}} & \frac{\partial f_{\varphi}}{\partial \varphi_{tx,L/2}} & \cdots & \frac{\partial f_{\varphi}}{\partial \varphi_{tx,L-1}}
\end{bmatrix}
\]
(47)
where
\[
\frac{\partial f_{\varphi}}{\partial \varphi_{tx,i}} = -G_p (\tilde{\Phi}^T (\varphi_{tx}) M^{-1} \tilde{\Phi}^T (\varphi_{rx}) \tilde{y})
\]
(48a)
\[
\frac{\partial f_{\varphi}}{\partial \varphi_{rx,i}} = -G_p (\tilde{\Phi}^T (\varphi_{rx}) M^{-1} \tilde{\Phi}^T (\varphi_{tx}) \tilde{y}).
\]
(48b)

Considering that our tracking algorithm estimates \(\varphi\) and not the actual phases of the lasers \(\phi\), generally, a constant difference between the real and estimated phase will be observed. In order to emphasize the functionality of the proposed algorithm, we present in Fig. 3 a single realization of the joint estimation of the transmitter and receiver lasers’ phases for a 100-kHz laser linewidth in a 16-QAM communication with infinite OSNR, by removing this constant difference.

IV. SIMULATION RESULTS AND DISCUSSIONS

In this section, the performances of the proposed algorithms are reported. The implementation is done based on (21), by using NumPy [51] and SciPy [52] Python libraries, while the LM algorithm is performed by calling a wrapper over least squares algorithms from MINPACK [53]. To assess the performance of our method, we used Monte Carlo simulations. Several metrics were employed to evaluate the performance, including the mean squared error (MSE) for estimation and the bit error rate (BER) for compensation.

In the following simulations, we considered an \(\mathcal{M}\)-QAM coherent optical communication at 30 Gbaud symbol rate, with no oversampling employed, and transmitted over 1000 km of fiber on the wavelength of 1550 nm. The communication was impaired by the chromatic dispersion of the fiber, which was assumed to have a 17 ps/nm/km dispersion coefficient, 2 GHz CFO, 1 dB, and 10^5 transmitter and receiver IQ imbalances, while multiple values between 100 and 500 kHz were considered for the transmitter and receiver lasers’ linewidth.

Fig. 3. Lasers’ phases joint estimation in a 16-QAM communication with infinite OSNR.

A. Estimation Results

For the estimation of the quasi-static parameters, we used a number of \(N_p\) \(\mathcal{M}\)-QAM symbols. The nonlinear parameters’ search interval was chosen as follows.

1) The parameter \(D_z\) was searched in an interval corresponding to a fiber length between 950 and 1050 km as, generally, we have an approximate prior knowledge regarding the fiber length, and by limiting the search interval, we reduce the computational requirements.

2) The parameter \(\Delta f\) was searched in an interval between ±3 GHz, as we do not have any prior knowledge regarding the CFO, and over the lifetime of a typical tunable laser, the CFO can be as large as ±2.5 GHz [54].

To evaluate the theoretical performance of the proposed nonlinear least squares estimator (NLSE), we compared its MSE to the Cramér–Rao lower bound (CRLB). The CRLB places a lower bound on the variance of any unbiased estimator and its accuracy depends directly on the probability density function of the data. The CRLB is obtained by inverting the Fisher information matrix and its computation is detailed in the Appendix. The comparison was made with respect to the nonlinear parameters \(D_z\) and \(\Delta f\), as the linear parameters’ estimation depends on the performance of the estimation of the nonlinear parameters.
In order do that, we considered the ideal case where the lasers’ phases are $0^\circ$ ($\phi_{tx} = \phi_{rx} = 0$) over the entirety of the preamble symbols.

Regarding the noise placement in the communication chain, we considered two scenarios. First, we considered the noise impact after the receiver IQ imbalance. In this scenario, the noise is circular. In Fig. 4, we presented the evolution of the MSE in this case, by varying $N_p$ for an OSNR of 20 dB. The $N_p$ variation is done with a step size of 1, while the curves’ markers are displayed for a step size of 10. It can be observed that NLSE is optimal for both parameters as it asymptotically attains the CRLB. Also, it can be seen that $\Delta f$ estimation has better performance in terms of MSE as compared to Dz estimation.

Second, we considered the noise contribution before the receiver IQ imbalance. In this scenario, the noise loses the circularity property as the receiver IQ imbalance modifies its statistics. In Fig. 5, we presented the evolution of the MSE in this case, by varying $N_p$ for an OSNR of 20 dB. Similarly to Fig. 4, the $N_p$ variation is done with a step size of 1, and the curves’ markers are displayed for a step size of 10. It can be observed that the NLSE is not optimal as it does not attain the CRLB, but the MSE is relatively small for both parameters. Similarly to the first scenario, $\Delta f$ estimation has better performance than the one of Dz, as the MSE is smaller. Starting from this point, in all the following simulations, the noise contribution is considered before the receiver IQ imbalance, as it corresponds to the worst-case estimation scenario.

In an experimental setup, the laser phase cannot be assumed null. Instead, it has a continuous slow variation compared to the signal phase. As a consequence, the estimation of the quasi-static parameters is impaired by the PN. We denoted the quasi-static nonlinear parameters’ estimator under the impact of PN as NLSE PN. Fig. 6 presents the MSE evolution of the nonlinear parameters’ estimation with respect to the OSNR for $N_p = 100$ training symbols. The results are compared to those corresponding to a scenario where the PN is null over the whole preamble. It can be seen that the PN has an important impact on the nonlinear parameters’ estimation. For low values of OSNR, both estimators have similar results, but at high OSNRs, NLSE PN’s performance is lower than the NLSE performance. This evolution is more visible for $\Delta f$.

B. Compensation Performance

In this section, the performances are evaluated in the presence of the lasers’ PN. For the estimation, we used a preamble of $N_p = 100$ symbols, and for the compensation, we used data blocks containing $N_b = 300$ $M$-QAM symbols. From the $N_b$ symbols, $L$ of them are used as pilots to track the lasers’ phases. A pre-forward error correction (FEC) BER threshold (TH) of $3.8 \times 10^{-3}$ was considered in order to obtain a post-FEC BER below $10^{-15}$ as indicated in [55, Appendix I.9].

In Fig. 7, the BER’s evolution with respect to the OSNR for a 16-QAM coherent communication is shown. Multiple values
Fig. 7. BER evolution with respect to OSNR for a 16-QAM communication with $\delta f_{tx} = \delta f_{rx} = 100$ kHz and different $L$ values for the pilots.

Fig. 8. BER evolution with respect to OSNR for a 16-QAM communication considering multiple $\delta f_{tx} = \delta f_{rx}$ values and by using $L=12$ (4%) pilots.

Fig. 9. BER evolution with respect to OSNR for different $M$-QAM communications with $\delta f_{tx} = \delta f_{rx} = 100$ kHz and by using $L=12$ (4%) pilots.

of $L$ pilots were employed, and a 100-kHz laser linewidth was used for both lasers ($\delta f_{tx} = \delta f_{rx} = 100$ kHz). It can be seen that the compensation performance is improved as the number of pilots is increased. At low ONSR values, the performances are similar, but as the ONSN increases, significant performance differences can be observed. We started by using a typical ZF equalizer that does not employ phase tracking. It can be seen that the system performance is strongly limited, and the BER has values above the BER TH even for high ONSN values. In order to improve the performance, we employed the proposed tracking algorithm before the ZF equalization, and we denoted this equalizer as tracking equalizer (TE). It can be seen that the TE has values above the BER TH even for high ONSN values. In the case where $\delta f_{tx} = \delta f_{rx} = 400$ kHz, the BER curve is below the BER TH for ONSRs greater than 30 dB. In the case where $\delta f_{tx} = \delta f_{rx} = 500$ kHz, the BER curve is below the BER TH for ONSNs greater than 30 dB.

In Fig. 9, BER’s evolution is presented for 4-QAM, 16-QAM, and 64-QAM communications with respect to ONSN. The performance is compared to a clairvoyant (CL) equalizer [56] that assumes perfect knowledge of the quasi-static parameters on the receiver side, while the time-variant parameters are unknown and are estimated using pilots. The PN impact is related to a laser linewidth of $\delta f_{tx} = \delta f_{rx} = 100$ kHz. It can be seen that the PN has a higher impact as the modulation order increases. At low ONSNs, the TE has similar values to the CL, but as the ONSNs increases, the performance of TE is more severely degraded by the PN. For a 4-QAM modulation, the BER values are below the BER TH for ONSRs higher than 15 dB and a 0.5 dB ONSN penalty with respect to the CL is introduced. Regarding the 16-QAM communication, the BER values are below the BER TH for ONSNs larger than 21.8 dB, and a 0.8 dB ONSN penalty with respect to the CL is introduced at this point. It should be mentioned that the BER values are below the BER TH even for the 64-QAM communication for ONSRs higher than 30.4 dB. At this point, a 2.7 dB ONSN penalty with respect to the CL is introduced.

C. Complexity Analysis

In this section, we performed an analysis of the computational complexity requirements of our method. The analysis takes into consideration the number of operations and the computational time required by the proposed method.

The estimation algorithm complexity analysis can be divided into two parts corresponding to the nonlinear parameters’ estimation and linear parameters’ estimation. The nonlinear parameters’ estimation is the most computationally demanding task since it employs a grid search over a 2-D space and an LM optimization, as opposed to the estimation of the linear parameter, which only computes the pseudoinverse of a matrix. In Table I, the approximative number of operations required for each step is shown. As it can be seen, the computational complexity of the estimation algorithm approaches $O(N_p^2)$ for
$N_p \to \infty$, with the Jacobian matrix computation being the most demanding step. The convergence of the algorithm depends on the initial guess provided by the grid search. Assuming an initial guess close to the global minimum of the function, the LM optimization normally converges to the minimum of the cost function. The convergence of the algorithm was approximated as in [57]. Initially, the LM algorithm converges linearly, then the order of convergence increases to values between 1 and 2, and at the solution, the convergence returns to a linear evolution. Similarly, the compensation algorithm complexity analysis can be divided into two parts. The first part corresponds to the phase tracking, and the second one to the ZF equalization and constellations enforcement. The phase tracking algorithm employs LM optimization. The ZF equalizer is computed using a matrix inversion, while the constellation enforcement is based on the $\arg\min$ operation. In Table II, the approximative number of operations required for each step is shown. As it can be seen, the computational complexity of the compensation algorithm approaches $O(N_p^3)$ for $N_p \to \infty$, with the ZF equalization being the most demanding step. As the cost function is a convex function, the algorithm normally converges independent of the initial guess. Similar to the estimation algorithm, the LM algorithm starts converging linearly, then the order of convergence increases to values between 1 and 2, and at the solution, the convergence returns to a linear evolution.

A virtual machine with an Intel Xeon Platinum 8171 M CPU was used for simulations. The CPU has two cores, four threads, and operates at a frequency of 2.60 GHz. The machine has 16 GB RAM and a 32 GB SSD. Regarding the estimation, for a number of $N_p = 100$ training symbols, an OSNR of 20 dB, 10 Dz, and 15 $\Delta f$ uniformly distributed values are needed to find a reliable initial guess using the grid search. In this context, 150 evaluations of a cost function, an average of six evaluations of the residual function $f_{\beta}$, and five evaluations of the Jacobian $J_{\beta}$ were computed in order for the algorithm to converge. In this scenario, the average running time needed for the estimation is 0.095 s. It is worth mentioning that the grid search has the highest impact on computational complexity. Regarding the compensation, for a number of $N_b = 300$ training symbols, an OSNR of 20 dB, and $L = 12$ pilots, an average of seven evaluations of the residual function $f_{\psi}$, and six evaluations of the Jacobian $J_{\psi}$ were computed in order for the algorithm to converge. In this scenario, the average running time needed for the compensation is 0.091 s. The total average running time for a full communication chain simulation using the parameters mentioned above is 0.224 s.

V. CONCLUSION

In this article, we have introduced an estimation and compensation technique capable of mitigating several linear effects that impair coherent optical systems. The proposed algorithm jointly estimates and compensates for the CD, CFO, transmitter and receiver IQ imbalance, and PN. Results from numerical simulations have demonstrated the efficiency of our method for $M$-QAM modulation formats. It was shown that the proposed algorithm could estimate the quasi-static nonlinear system parameters for a wide range of values. In an ideal scenario with no PN, the estimation performance is close to the theoretical performance provided by the CRLB. In a more realistic scenario, although limited by the PN presence, the estimation still offers good MSE performances. A phase tracking algorithm based on pilots and LM optimization was employed. It was shown, in particular, that it can jointly track both transmitter and receiver lasers’ phases. The compensation algorithm shows good performance in terms of BER in the presence of multiple linear impairments. Moreover, it was shown that the computational time is limited for both algorithms.

In future work, we will propose to extend the algorithm for coherent polarization division-multiplexed systems as the polarization mode dispersion parameters estimation may be inserted in the optimization algorithm of the quasi-static parameters. Moreover, we consider studying the possibility of adapting the proposed algorithm for OFDM communications.

APPENDIX

In this appendix, we show how to compute the CRLB to theoretically validate the estimator performance, as for any unbiased estimator, the MSE is lower bounded by the CRLB [48].

Starting from (25), it can be seen that when all the parameters from the vector $\theta_\phi$ are unknown, the signal model contains parameters indetermination. For this reason, first, we consider $\phi_{tx} = \phi_{rx} = 0$, and in this case $\theta_\phi \to \theta$. Second, without lack of generality and leaving the noise statistics unchanged, we assume that $\mu_{rx} = 1$. Furthermore, for practical considerations, we also exclude the unrealistic case $|\nu_{rx}| \geq 1$ from the estimation problem. Under these assumptions, the received signal can be written as

$$y = s(\Omega) + b$$

where $\Omega$ is a real-valued vector containing the parameters to estimate, $s(\Omega)$ is a vector containing the deterministic part of the signal defined as

$$s(\Omega) = F(\beta)\theta_{tx} + \nu_{rx}F^*(\beta)\theta_{tx}$$

(50)
with 
\[ F(\beta) = H(\beta)S \] \hspace{1cm} (51)
\[ \theta_{tx} = [\mu_{tx} \nu_{tx}] \] \hspace{1cm} (52)
\[ S = [s \ s^*] \] \hspace{1cm} (53)
and \( b \) is a vector containing the noise samples.

In order to compute the CRLB, we express the augmented real-valued signal model as follows:
\[ \tilde{y} = \tilde{s}(\Omega) + \tilde{b} \] \hspace{1cm} (54)
where \( \tilde{s}(\Omega) \) is given by
\[ \tilde{s}(\Omega) = \begin{bmatrix} \Re((1 + \nu_{tx})F(\beta)\theta_{tx}) \\ \Im m((1 - \nu_{tx})F(\beta)\theta_{tx}) \end{bmatrix} \] \hspace{1cm} (55)

In this context, the number of real-valued parameters to be estimated is equal to nine. These parameters are given by
\[ \Omega = [\beta \ \Omega_{rx} \ \Omega_{tx} \ \sigma^2]^T \] \hspace{1cm} (56)
where

1) \( \Omega_r \) is a row vector containing the real and imaginary parts of the receiver IQ imbalance parameter;
2) \( \Omega_t \) is a row vector containing the real and imaginary parts of the transmitter IQ imbalance parameters;
3) \( \sigma^2 \) is the noise variance.

Let us denote by \( \Omega_k \) the \( k \)-th element of the vector \( \Omega \). The CRLBs \( \Omega_k \) is given by the \( k \)-th diagonal element of the inverse of the Fisher information matrix, i.e.
\[ \text{CRLB} = [I^{-1}(\Omega)]_{kk} \] \hspace{1cm} (57)
where \( I(\Omega) \) is the Fisher information matrix, and \([.]_{kl} \) corresponds to the \((k,l)\)-th element of a matrix. As the augmented received vector is distributed as \( \tilde{y} \sim N(\tilde{s}(\Omega), C(\Omega)) \), where \( C(\Omega) \) is the covariance matrix, the \((k,l)\)-th element of the Fisher information matrix is given by [48]

\[ [I(\Omega)]_{kl} = \begin{bmatrix} \frac{\partial \tilde{s}(\Omega)}{\partial \Omega_k} & \frac{\partial \tilde{s}(\Omega)}{\partial \Omega_l} \\ \frac{\partial \tilde{s}(\Omega)}{\partial \Omega_l} & \frac{\partial \tilde{s}(\Omega)}{\partial \Omega_k} \end{bmatrix} \]
\[ + \frac{1}{2} \text{tr} \left( C^{-1}(\Omega) \frac{\partial C(\Omega)}{\partial \Omega_k} C^{-1}(\Omega) \frac{\partial C(\Omega)}{\partial \Omega_l} \right) \] \hspace{1cm} (58)

Regarding the partial derivatives of \( \tilde{s}(\Omega) \), \( \frac{\partial \tilde{s}(\Omega)}{\partial \sigma} = 0 \), and

\[ \frac{\partial \tilde{s}(\Omega)}{\partial \beta_k} = \begin{bmatrix} \Re((1 + \nu_{tx})F(\beta)\theta_{tx}) \\ \Im m((1 - \nu_{tx})F(\beta)\theta_{tx}) \end{bmatrix} \]
\[ \frac{\partial \tilde{s}(\Omega)}{\partial \Omega_{tx,k}} = \begin{bmatrix} \Re(F(\beta)\theta_{tx}) \\ \Im m(F(\beta)\theta_{tx}) \end{bmatrix} e_k \]
\[ \frac{\partial \tilde{s}(\Omega)}{\partial \sigma} = \begin{bmatrix} 0 \\ -\frac{1}{\sigma^2} \end{bmatrix} \]

where
\[ G_k = \frac{\partial F(\beta)}{\partial \beta_k} = \frac{\partial H(\beta)}{\partial \beta_k} S \] \hspace{1cm} (59)

The covariance matrix derivatives computation depends on the noise contribution placement. First, we consider the scenario where the noise is placed after the receiver IQ imbalance. In this case, as the noise is circular, \( C(\Omega) = \frac{\sigma^2}{2} I_{2N_p} \), and the derivatives \( \frac{\partial C(\Omega)}{\partial \sigma} \) are nonzero only for the noise variance \( \sigma^2 \). This nonzero derivative is given by
\[ \frac{\partial C(\Omega)}{\partial \sigma^2} = \frac{1}{2} I_{2N_p} \]

Second, we consider the scenario where the noise is placed before the receiver IQ imbalance. In this case, the noise is noncircular, and \( b \) is defined as
\[ b = (L(\nu_{rx}) \otimes I_{N_p})w \] \hspace{1cm} (60)
with 
\[ L(\nu_{rx}) = I_2 + \begin{bmatrix} \Re(\nu_{rx}) & \Im m(\nu_{rx}) \\ \Im m(\nu_{rx}) & \Re(\nu_{rx}) \end{bmatrix} \] \hspace{1cm} (61)
and \( w \) being the circular noise before the receiver IQ imbalance. The covariance matrix is expressed as \( C(\Omega) = \frac{\sigma^2}{2} L(\nu_{rx}) L^T(\nu_{rx}) \otimes I_{N_p} \), and the derivatives \( \frac{\partial C(\Omega)}{\partial \Omega} \) are nonzero only for the receiver’s IQ parameter \( \Omega_{rx} \), and for the noise variance \( \sigma^2 \). These nonzero derivatives are given by
\[ \frac{\partial C(\Omega)}{\partial \Omega_{rx,k}} = \sigma^2 \begin{bmatrix} \Re(\nu_{rx}) + 1 & 0 \\ 0 & \Re(\nu_{rx}) - 1 \end{bmatrix} I_{N_p} \]
\[ \frac{\partial C(\Omega)}{\partial \Omega_{tx,k}} = \sigma^2 \begin{bmatrix} \Im m(\nu_{rx}) & 1 \\ 1 & \Im m(\nu_{rx}) \end{bmatrix} I_{N_p} \]
\[ \frac{\partial C(\Omega)}{\partial \sigma^2} = \frac{1}{2} L(\nu_{rx}) L^T(\nu_{rx}) \otimes I_{N_p} \]
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