Modular Invariant Models of Leptons at Level 7
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Abstract

We consider for the first time level 7 modular invariant flavour models where the lepton mixing originates from the breaking of modular symmetry and couplings responsible for lepton masses are modular forms. The latter are decomposed into irreducible multiplets of the finite modular group $\Gamma_7$, which is isomorphic to $\text{PSL}(2,\mathbb{Z}_7)$, the projective special linear group of two dimensional matrices over the finite Galois field of seven elements, containing 168 elements, sometimes written as $\text{PSL}_2(7)$ or $\Sigma(168)$. At weight 2, there are 26 linearly independent modular forms, organised into a triplet, a septet and two octets of $\Gamma_7$. A full list of modular forms up to weight 8 are provided. Assuming the absence of flavons, the simplest modular-invariant models based on $\Gamma_7$ are constructed, in which neutrinos gain masses via either the Weinberg operator or the type-I seesaw mechanism, and their predictions compared to experiment.
1 Introduction

The puzzle of quark and lepton masses and mixing, left unanswered by the Standard Model (SM), may be addressed by introducing some family symmetry, which is generally non-Abelian and may be associated with a finite discrete group. Modular symmetry has been suggested as the origin of such a flavour symmetry, with neutrino masses as complex analytic functions called modular forms [1]. Finite non-Abelian discrete family symmetry emerges from the modular symmetry at various positive integer levels, with each level associated with a particular flavour group. At each level, the physical fields carry various modular weights which do not have to add up to zero in the coupling terms of the effective Lagrangian since the effective Yukawa couplings may be modular forms, which are holomorphic functions of a complex modulus field $\tau$ [1]. This may allow flavon fields to be removed, with higher-dimensional operators in the superpotential being completely determined by modular invariance and supersymmetry. The neutrino masses and mixing parameters may be predicted in terms of a few input parameters, although the predictive power of this framework may be reduced by the Kähler potential which is less constrained by modular symmetry [2].

The finite modular groups $\Gamma_2 \cong S_3$ [3–6], $\Gamma_3 \cong A_4$ [1, 3, 4, 7–14], $\Gamma_4 \cong S_4$ [13, 15–19] and $\Gamma_5 \cong A_5$ [18, 20, 21] have been considered. For example, simple $A_4$ modular models can reproduce the measured neutrino masses and mixing angles [1, 8, 12]. The quark masses and mixing angles may also be included together with leptons in an $A_4$ modular invariant model [22], and it has been shown how natural fermion mass hierarchies can arise as a result of a weighton field [23]. The modular invariance approach has been extended to include odd weight modular forms which can be decomposed into irreducible representations of the homogeneous finite modular group $\Gamma'_N$ [24], and the modular symmetry $\Gamma'_3 \cong T'$ has been discussed, including the new possibility of texture zeroes [25]. Also modular symmetry may be combined with generalized CP symmetry, where the modulus transforms as $\tau \rightarrow -\tau^*$ under the CP transformation [26–30]. The formalism of the single modulus has been generalized to the case of a direct product of multiple moduli [31,32], which is motivated by the additional extra dimensions in superstring theory, assuming toroidal compactification. Indeed, from a top-down perspective, modular symmetry naturally appears in string constructions [27,33–36]. It has been realised that, if the VEV of the modulus $\tau$ takes some special value, a residual subgroup of the finite modular symmetry group $\Gamma_N$ would be preserved. The phenomenological implications of the residual modular symmetry have been discussed in the context of modular $A_4$ [10, 13], $S_4$ [13, 16] and $A_5$ [20] symmetries. If the modular symmetry is broken down to a residual $Z_3$ (or $Z_5$) subgroup in charged lepton sector and to a $Z_2$ subgroup in the neutrino sector, the trimaximal TM1 and TM2 mixing patterns can be obtained [10,16]. Moreover, the dynamics of modular symmetry could potentially be tested in present and forthcoming neutrino oscillation experiments [37].

In this paper we consider the level 7 finite modular group $\Gamma_7 \cong PSL(2,Z_7)$, the projective special linear group of two dimensional matrices over the finite Galois field of seven elements. This is the smallest simple discrete group which contains complex triplets and sextet representations. It contains 168 elements and is sometimes written as $PSL_2(7)$ or $\Sigma(168)$ [38,39]. The relationship of this group to some other family symmetries that have been used in the literature is discussed in [40–44]. It has been proposed as a finite modular group in [45], whose notations we follow. Thus, we consider for the first time level 7 modular invariant flavour models based on $\Gamma_7$ where the lepton mixing originates from the breaking of modular symmetry and couplings responsible for lepton masses are modular forms. The latter are decomposed into irreducible multiplets of the finite modular group $\Gamma_7$. At weight 2, there are 26 linearly independent modular forms, organised into a triplet, a septet and two octets of $\Gamma_7$. A full list of modular forms up to weight 8 are provided. Assuming the absence of flavons, the simplest modular-invariant models are constructed in which neutrinos gain masses via either the Weinberg operator or the type-I seesaw mechanism, and their predictions compared to experiment.

We organise the rest of this paper in the following. In Section 2, we describe properties of the modular group $\Gamma$ and its finite subgroup $\Gamma_7$. A full list of modular forms of level 7 and weight up
to 10 are derived in Section 3, based on the SageMath algebra system [46]. We construct a class of 
flavon-less lepton flavour models and study their experimental constraints in Section 4. Summary 
is given in Section 5. The group theory of $\Gamma_7$ is listed in Appendix A. We refer to Appendices B and 
C for alternative methods based on the Dedekind eta function method [1] and the theta function 
method [20], respectively. How to find an independent set of higher weight modular forms from 
hundreds of constraints is discussed in Appendix D.

2 Modular symmetry and modular forms of level $N = 7$

In the following, we briefly review the modular symmetry and the its congruence subgroups. The 
special linear group $SL(2, Z)$ is constituted by $2 \times 2$ matrices with integer entries and determinant 
equal to one [47, 48]:

$$SL(2, Z) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \mid a, b, c, d \in \mathbb{Z}, ad - bc = 1 \right\}. \quad (1)$$

The $SL(2, Z)$ group acts on the upper half plane $\mathcal{H} = \{ \tau \in \mathbb{C} \mid \Im \tau > 0 \}$ as the linear fractional 
transformation,

$$\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} : \mathcal{H} \to \mathcal{H}, \quad \tau \mapsto \gamma \tau = \frac{a\tau + b}{c\tau + d}. \quad (2)$$

It is easy to see the following identity

$$\Im(\gamma(\tau)) = \frac{\Im \tau}{|c\tau + d|^2}, \quad \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL(2, Z). \quad (3)$$

Consequently the image $\gamma(z) \in \mathcal{H}$ for any $\gamma \in SL(2, Z)$ and $\tau \in \mathcal{H}$. It is obvious that

$$\frac{a\tau + b}{c\tau + d} \text{ is identical with } \frac{-a\tau - b}{-c\tau - d}, \quad (4)$$

and therefore we identify

$$\begin{pmatrix} a & b \\ c & d \end{pmatrix} \text{ is identical with } \begin{pmatrix} -a & -b \\ -c & -d \end{pmatrix}. \quad (5)$$

Hence the action of $\gamma$ and $-\gamma$ act on the complex modulus $\tau$ is exactly the same, and it is sufficient 
to consider the projective special linear group $PSL(2, Z) = SL(2, Z)/\{I, -I\}$, which is the quotient 
of $SL(2, Z)$ by $\pm I$. The group $PSL(2, Z)$ is also called the modular group in the literature, it is a 
discrete group with infinite elements and it can be generated by two transformations $S$ and $T$ [47]

$$S = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad T = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}, \quad (6)$$

which fulfill the relations

$$S^2 = (ST)^3 = 1. \quad (7)$$

The actions of $S$ and $T$ on $\mathcal{H}$ are given by

$$S : \tau \mapsto -\frac{1}{\tau}, \quad T : \tau \mapsto \tau + 1. \quad (8)$$

For a positive integer $N$, the principal congruence subgroup of level $N$ is defined as

$$\Gamma(N) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL(2, Z), \ a \equiv d \equiv 1 \ (\text{mod} \ N), \ b \equiv c \equiv 0 \ (\text{mod} \ N) \right\}, \quad (9)$$

which is a normal subgroup of the special linear group $SL(2, Z)$. Obviously $\Gamma(1) \cong SL(2, Z)$ is the 
special linear group. It is easy to obtain

$$T^N = \begin{pmatrix} 1 & N \\ 0 & 1 \end{pmatrix}, \quad (10)$$
which implies \( T^N \in \Gamma(N) \), i.e., \( T^N \) is an element of \( \Gamma(N) \). Taking the quotient of \( \Gamma(1) \) and \( \Gamma(2) \) by \( \{ I, -I \} \), we obtain the projective principal congruence subgroups \( \Gamma(N) = \Gamma(N)/\{ I, -I \} \) for \( N = 1, 2, \) and \( \Gamma(N > 2) = \Gamma(N) \) since the element \(-I\) does not belong to \( \Gamma(N) \) for \( N > 2 \). The quotient groups \( \Gamma_N = \Gamma(1)/\Gamma(N) \) are usually called inhomogeneous finite modular groups, and the homogeneous finite modular group is defined as \( \Gamma'_N = SL(2, \mathbb{Z})/\Gamma(N) \) which is the double covering of \( \Gamma_N [24] \). The finite modular group \( \Gamma_N \) for \( N \leq 5 \) can be obtained from \( \Gamma(1) \) by imposing the condition \( T^N = 1 \). Consequently the generators \( S \) and \( T \) of \( \Gamma_N \) obey the relations

\[
S^2 = (ST)^3 = T^N = 1. \tag{11}
\]

The groups \( \Gamma_N \) with \( N = 2, 3, 4, 5 \) are isomorphic to the permutation \( S_3, A_4, S_4 \) and \( A_5 \) respectively [45]. Note again that for this group, as for all groups with \( N > 5 \), at least one additional relation is necessary in order to render the group finite. It is easy to calculate

\[
(ST^3)^4 = \begin{pmatrix} -8 & -21 \\ 21 & 55 \end{pmatrix}, \tag{12}
\]

which implies

\[
-(ST^3)^4 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \pmod{7}. \tag{13}
\]

Hence the element \(-(ST^3)^4\) is belong to \( \Gamma(7) \). Notice that \(-(ST^3)^4\) and \((ST^3)^4\) are identified as the same element of the \( \Gamma(1) \) group, since they lead to the same linear fraction transformations. Therefore the finite modular group \( \Gamma_7 \) of level \( N = 7 \) be generated by two generators \( S \) and \( T \) which satisfy the following multiplication rules\(^1\)

\[
S^2 = (ST)^3 = T^7 = (ST^3)^4 = 1. \tag{14}
\]

The crucial element of the modular invariance approach is the modular forms \( f(\tau) \) of weight \( k \) and level \( N \). They are holomorphic functions of the complex modulus \( \tau \) with well-defined transformation properties under the group \( \Gamma(N) \),

\[
f(\gamma \tau) = (c\tau + d)^k f(\tau), \quad \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma(N), \tag{15}
\]

The modular forms of weight \( k \) and level \( N \) form a linear space \( M_k(\Gamma(N)) \) of finite dimension. In the present work, we shall focus on even weight modular forms, i.e., \( k \) being an even number. Then it is always possible to choose a basis of \( M_k(\Gamma(N)) \) such that the modular forms transform according to a unitary irreducible representation \( \rho \) of \( \Gamma_N [1] \),

\[
f_i(\gamma \tau) = (c\tau + d)\rho_{ij}(\gamma)f_j(\tau), \tag{16}
\]

where \( \gamma \) is a representative element of \( \Gamma_N \), and \( \rho_{ij}(\gamma) \) is the representation matrix of \( \gamma \) in the irreducible representation \( \rho \). If the modular weight \( k \) is odd, the modular forms can be decomposed into irreducible representations of the homogeneous finite modular group \( \Gamma'_N [24] \). In order to determine the proper basis, it is sufficient to apply Eq. (16) to the generators \( S \) and \( T \) which can generate all elements of \( \gamma_N \).

### 3 Modular forms of level \( N = 7 \)

The general dimension formula for the linear space of modular forms of level \( N \) and weight \( k \) is given by

\[
dim M_k(\Gamma(N)) = \frac{(k - 1)N + 6}{24} N^2 \prod_{p|N} (1 - \frac{1}{p^2}), \quad N > 2, k \geq 1. \tag{17}
\]

\(^1\)The multiplication rule of \( \Gamma_7 \) is \( S^2 = (ST)^3 = T^7 = (ST^{-1}ST)^4 = 1 \) in [45].
For $N = 7$, we have

$$\dim \mathcal{M}_k(\Gamma(7)) = \frac{(k - 1) \times 7 + 6}{24} \times 7^2 \times \left(1 - \frac{1}{7^2}\right) = 14k - 2. \quad (18)$$

Hence the linear space of modular forms of level 7 and weight 2 has dimension $14 \times 2 - 2 = 26$.

One can obtain $q$-expansions for a basis $b_i$ of the space of lowest weight modular forms for $\Gamma_7$ from the SageMath algebra system [46]. They are given by

$$b_1(\tau) = q^{1/7}(1 - 3q + 4q^3 + 2q^4 + 3q^5 - 12q^6 - 5q^7 + 7q^9) + \ldots,$$
$$b_2(\tau) = q^{2/7}(1 - 3q - q^3 + 8q^4 - 6q^5 + 4q^6 + 2q^8) + \ldots,$$
$$b_3(\tau) = q^{4/7}(1 - 4q + 3q^3 + 5q^5 - 5q^4 - 8q^6 + 10q^7 - 4q^9) + \ldots,$$
$$b_4(\tau) = 1 + 252q^5 - 840q^6 + 1344q^7 - 840q^8 - 420q^9 + 588q^{10} + \ldots,$$
$$b_5(\tau) = q^{1/7}(1 + \frac{15}{2}q^5 + 30q^4 - 41q^5 + 44q^6 + 5q^5 - 8q^6) + \ldots,$$
$$b_6(\tau) = q^{2/7}(1 + \frac{73}{4}q^3 - 13q^4 + \frac{119}{4}q^5 - \frac{43}{4}q^6 - \frac{15}{4}q^7 + 30q^8 + \frac{97}{2}q^9) + \ldots,$$
$$b_7(\tau) = q^{3/7}(1 + 15q^3 - q^4 - 3q^5 + 15q^6 + 11q^7 - 3q^8 + 27q^9) + \ldots,$$
$$b_8(\tau) = q^{4/7}(1 + \frac{62}{5}q^3 + 9q^4 - \frac{117}{5}q^5 + 51q^6 + \frac{66}{5}q^7 - \frac{213}{5}q^8 + \frac{88}{5}q^9) + \ldots,$$
$$b_9(\tau) = q^{5/7}(1 + 17q^3 - 18q^4 + 19q^5 - 2q^6 + 16q^7 - 3q^8 + 17q^9) + \ldots,$$
$$b_{10}(\tau) = q^{6/7}(1 + 15q^3 - 13q^4 + 29q^6 - q^7 - 27q^8 + 43q^9) + \ldots,$$
$$b_{11}(\tau) = q + 69q^5 - 234q^6 + 385q^7 - 231q^8 - 130q^9 + 168q^{10} + \ldots,$$
$$b_{12}(\tau) = q^{8/7}(1 + \frac{7}{2}q^2 + 4q^4 + 11q^6 - 3q^7 + 9q^8) + \ldots,$$
$$b_{13}(\tau) = q^{9/7}(1 + 3q^2 - q^3 + 5q^4 + 7q^6 + 6q^8) + \ldots,$$
$$b_{14}(\tau) = q^{10/7}(1 + 2q^3 + q^4 + 3q^5 + 4q^6 + 5q^8) + \ldots,$$
$$b_{15}(\tau) = q^{11/7}(1 + \frac{6}{5}q^2 + \frac{22}{5}q^4 - q^5 + \frac{23}{5}q^6 - \frac{4}{5}q^7 + \frac{29}{5}q^8) + \ldots,$$
$$b_{16}(\tau) = q^{12/7}(1 + 2q^3 + 2q^4 + 3q^6 + 3q^8) + \ldots,$$
$$b_{17}(\tau) = q^{13/7}(1 - q^2 + 3q^3 + 3q^4 - 4q^5 + 3q^6 + 6q^7 - 3q^8) + \ldots,$$
$$b_{18}(\tau) = q^5 - 8q^5 + 39q^6 - 62q^7 + 38q^8 + 28q^9 - 28q^{10} + \ldots,$$
$$b_{19}(\tau) = q^{15/7}(1 - q + 3q^3 - 3q^5 + 5q^6) + \ldots,$$
$$b_{20}(\tau) = q^{16/7}(1 - \frac{9}{4}q + 4q^2 - \frac{15}{4}q^3 + \frac{15}{4}q^4 - \frac{1}{4}q^5 - \frac{9}{2}q^7) + \ldots,$$
$$b_{21}(\tau) = q^{17/7}(1 - 2q + 2q^2 + q^3 - q^4 - q^5 + 4q^6 - 3q^7) + \ldots,$$
$$b_{22}(\tau) = q^{18/7}(1 - \frac{9}{5}q + \frac{32}{5}q^3 - 7q^4 - \frac{12}{5}q^5 + \frac{61}{5}q^6 - \frac{16}{5}q^7) + \ldots,$$
$$b_{23}(\tau) = q^{19/7}(1 - 3q + 5q^2 - 4q^3 + 3q^4 - 3q^5 + 4q^6 - 3q^7) + \ldots,$$
$$b_{24}(\tau) = q^{20/7}(1 - 3q + 4q^2 - 4q^3 + q^5 + 8q^6 - 9q^7) + \ldots,$$
$$b_{25}(\tau) = q^3 - 15q^5 + 55q^6 - 88q^7 + 54q^8 + 34q^9 - 41q^{10} + \ldots,$$
$$b_{26}(\tau) = q^4 - 6q^5 + 17q^6 - 26q^7 + 18q^8 + 4q^9 - 7q^{10} + \ldots,$$

with $q = e^{2\pi i \tau}$ and where fractional powers $q^{n/7}$ should be read as $q^{n/7} = e^{2n\pi i \tau / 7}$. The above lowest weight modular forms can be organized into a triplet transforming in the representation 3 of $\Gamma_7$, a septet transforming in the representation 7 of $\Gamma_7$, and two octets in the 8 of $\Gamma_7$. To be more explicit, we have

$$Y^{(2)}_3(\tau) \equiv \begin{pmatrix} Y_1(\tau) \\ Y_2(\tau) \\ Y_3(\tau) \end{pmatrix} = \begin{pmatrix} b_1(\tau) \\ b_2(\tau) \\ -b_3(\tau) \end{pmatrix}, \quad (20)$$
Notice that the weight two modular multiplets $Y_{7}^{(2)}(\tau)$ and $Y_{8a}^{(2)}(\tau)$ are not unique, and in principle they can taken to be any two linearly independent combinations of $Y_{8a}^{(2)}(\tau)$ and $Y_{8b}^{(2)}(\tau)$. Higher weight modular multiplets can be obtained from tensor products of the lowest weight multiplets $Y_{3}^{(2)}$, $Y_{7}^{(2)}$, $Y_{8a}^{(2)}$ and $Y_{8b}^{(2)}$. The missing 1 and 6 representations arise at weight 4. Even though one can form 351 products $Y_i Y_j$ where some vanishing modular forms easily seen from the Clebsch-Gordan coefficients are not counted, the space of modular forms of weight 4 (and level 7) has dimension $14k - 2 = 54$. Therefore, there are 297 constraints between the $Y_i Y_j$, which we list in Appendix D. The 54 linearly independent modular forms of weight 4 can be arranged into the following multiplets of $\Gamma_7$:

$$Y_{1a}^{(4)} = \left( Y_{7}^{(2)} Y_{7}^{(2)} \right)_{1} = 2Y_{10} Y_{5} + Y_{4}^{2} + 2Y_{6} Y_{9} + 2Y_{7} Y_{8} \equiv Y_{1}^{(4)}(\tau).$$

$$Y_{3a}^{(4)} = \left( Y_{3}^{(2)} Y_{8a}^{(2)} \right)_{3} = \left( \sqrt{3} Y_{1 Y_{11} + Y_{12} - Y_{6} Y_{16} - Y_{6} Y_{18} \sqrt{6} Y_{1 Y_{13} - Y_{3} Y_{11} + Y_{2} Y_{12} - Y_{6} Y_{17} \sqrt{6} Y_{1 Y_{15} - 2Y_{2} Y_{12} + Y_{6} Y_{14}}} \right) \equiv \left( Y_{2}^{(4)}(\tau) \right) \ldots Y_{4}^{(4)}(\tau).$$

$$Y_{6a}^{(4)} = \left( Y_{3}^{(2)} Y_{3}^{(2)} \right)_{6} = \left( \sqrt{2} Y_{3}^{2} \right) \equiv \left( Y_{5}^{(4)}(\tau) \right) \ldots Y_{10}^{(4)}(\tau),$$

$$Y_{8b}^{(4)}(\tau) \equiv \left( Y_{8a}^{(2)}(\tau) \right) = \left( \frac{1}{2} \right) \ldots$$
\[ Y^{(4)}_{6b} = \left( Y^{(2)}_3 Y^{(2)}_7 \right)_6 = \begin{pmatrix} 2Y_1 Y_4 - 2\sqrt{2}Y_{10} Y_2 - \sqrt{2}Y_3 Y_8 \\ -\sqrt{2}Y_1 Y_5 + 2Y_2 Y_4 - 2\sqrt{2}Y_3 Y_9 \\ -Y_1 Y_6 - 2Y_{10} Y_3 + 3Y_2 Y_5 \\ -2\sqrt{2}Y_1 Y_7 - \sqrt{2}Y_2 Y_6 + 3Y_3 Y_4 \\ 3Y_1 Y_8 - 2Y_2 Y_7 - Y_3 Y_5 \\ -2Y_1 Y_9 - 2Y_2 Y_8 + 3Y_3 Y_6 \end{pmatrix} \equiv \begin{pmatrix} Y^{(4)}_{11} \tau \\ Y^{(4)}_{12} \tau \\ Y^{(4)}_{13} \tau \\ Y^{(4)}_{14} \tau \\ Y^{(4)}_{15} \tau \\ Y^{(4)}_{16} \tau \end{pmatrix}, \quad (27) \]

\[ Y^{(4)}_{7a} = \left( Y^{(2)}_3 Y^{(2)}_7 \right)_7 = \begin{pmatrix} 5Y_1 Y_{10} - Y_2 Y_9 - 4Y_3 Y_7 \\ -\sqrt{3}Y_1 Y_6 + 3\sqrt{3}Y_2 Y_9 - 2\sqrt{3}Y_3 Y_7 \\ 4\sqrt{2}Y_1 Y_7 - \sqrt{2}Y_4 Y_6 - 3\sqrt{2}Y_3 Y_9 \\ 4\sqrt{2}Y_1 Y_9 - 2Y_2 Y_7 + 2\sqrt{2}Y_3 Y_5 \\ 2\sqrt{2}Y_2 Y_6 - 2Y_3 Y_8 + \sqrt{2}Y_3 Y_6 \\ -2Y_2 Y_9 - 2Y_2 Y_8 - \sqrt{2}Y_3 Y_6 \end{pmatrix} \equiv \begin{pmatrix} Y^{(4)}_{17} \tau \\ Y^{(4)}_{18} \tau \\ Y^{(4)}_{19} \tau \\ Y^{(4)}_{20} \tau \\ Y^{(4)}_{21} \tau \\ Y^{(4)}_{22} \tau \end{pmatrix}, \quad (28) \]

\[ Y^{(4)}_{7b} = \left( Y^{(2)}_7 Y^{(2)}_7 \right)_7 = \begin{pmatrix} 3\sqrt{3}Y_1^2 - 2Y_{11} Y_{12} - 3\sqrt{3}Y_1^2 + 4\sqrt{3}Y_{13} Y_{18} - 4\sqrt{3}Y_{15} Y_{16} \\ -Y_{11}^2 - 6\sqrt{3}Y_{11} Y_{12} + Y_{12}^2 - 4Y_{13} Y_{18} + 8Y_{14} Y_{17} - 4Y_{15} Y_{16} \\ -4\sqrt{3}Y_{13} Y_{14} + 4\sqrt{3}Y_{14} Y_{18} - 4\sqrt{3}Y_{15} Y_{16} \end{pmatrix} \equiv \begin{pmatrix} Y^{(4)}_{24} \tau \\ Y^{(4)}_{25} \tau \\ Y^{(4)}_{26} \tau \end{pmatrix}, \quad (29) \]

\[ Y^{(4)}_{8a} = \left( Y^{(2)}_3 Y^{(2)}_7 \right)_8 = \begin{pmatrix} 5Y_1 Y_{10} - Y_2 Y_9 - 4Y_3 Y_7 \\ -\sqrt{3}Y_1 Y_6 + 3\sqrt{3}Y_2 Y_9 - 2\sqrt{3}Y_3 Y_7 \\ 4\sqrt{2}Y_1 Y_7 - \sqrt{2}Y_4 Y_6 - 3\sqrt{2}Y_3 Y_9 \\ 2\sqrt{2}Y_1 Y_9 - 2Y_2 Y_7 + 2\sqrt{2}Y_3 Y_5 \\ 3\sqrt{2}Y_2 Y_6 - 2Y_3 Y_8 + \sqrt{2}Y_3 Y_6 \\ -2\sqrt{2}Y_1 Y_9 - 2Y_2 Y_8 - \sqrt{2}Y_3 Y_6 \end{pmatrix} \equiv \begin{pmatrix} Y^{(4)}_{27} \tau \\ Y^{(4)}_{28} \tau \\ Y^{(4)}_{29} \tau \\ Y^{(4)}_{30} \tau \end{pmatrix}, \quad (30) \]

\[ Y^{(4)}_{8b} = \left( Y^{(2)}_8 Y^{(2)}_8 \right)_{8,1} = \begin{pmatrix} 3\sqrt{3}Y_1^2 - 2Y_{11} Y_{12} - 3\sqrt{3}Y_1^2 + 4\sqrt{3}Y_{13} Y_{18} - 4\sqrt{3}Y_{15} Y_{16} \\ -Y_{11}^2 - 6\sqrt{3}Y_{11} Y_{12} + Y_{12}^2 - 4Y_{13} Y_{18} + 8Y_{14} Y_{17} - 4Y_{15} Y_{16} \\ -4\sqrt{3}Y_{13} Y_{14} + 4\sqrt{3}Y_{14} Y_{18} - 4\sqrt{3}Y_{15} Y_{16} \end{pmatrix} \equiv \begin{pmatrix} Y^{(4)}_{31} \tau \\ Y^{(4)}_{32} \tau \\ Y^{(4)}_{33} \tau \\ Y^{(4)}_{34} \tau \\ Y^{(4)}_{35} \tau \\ Y^{(4)}_{36} \tau \\ Y^{(4)}_{37} \tau \\ Y^{(4)}_{38} \tau \end{pmatrix}, \quad (31) \]
Table 1: Summary of modular forms of level 7 up to weight 8, the subscript $r$ denotes the transformation property under $\Gamma_7$ modular symmetry. Here $Y_{s_a}^{(2)}$ and $Y_{s_b}^{(2)}$ stand for two weight 2 modular forms transforming in the representation $8$ of $\Gamma_7$. The same convention is adopted for other modular forms.

\[
Y_{s_c}^{(4)} = \left( Y_{s_b}^{(2)} Y_{s_b}^{(2)} \right)_{s_{5,2}} = \begin{pmatrix}
4Y_{19}Y_{20} + 2\sqrt{3}Y_{22}Y_{25} - 2\sqrt{3}Y_{23}Y_{24} \\
2Y_{19}^2 - 2Y_{20}^2 - 4Y_{21}Y_{26} + 2Y_{22}Y_{25} + 2Y_{23}Y_{24} \\
4Y_{20}Y_{21} - 2\sqrt{6}Y_{23}Y_{25} \\
-2\sqrt{3}Y_{19}Y_{22} - 2Y_{20}Y_{22} - 2\sqrt{6}Y_{23}Y_{26} \\
2\sqrt{3}Y_{19}Y_{23} - 2Y_{20}Y_{23} + 2\sqrt{6}Y_{21}Y_{22} \\
2\sqrt{3}Y_{19}Y_{24} - 2Y_{20}Y_{24} - 2\sqrt{6}Y_{25}Y_{26} \\
-2\sqrt{3}Y_{19}Y_{25} - 2Y_{20}Y_{25} + 2\sqrt{6}Y_{21}Y_{24} \\
4Y_{20}Y_{26} + 2\sqrt{6}Y_{22}Y_{24}
\end{pmatrix}
\equiv \begin{pmatrix}
Y_{47}^{(4)}(\tau) \\
Y_{48}^{(4)}(\tau) \\
Y_{49}^{(4)}(\tau) \\
Y_{50}^{(4)}(\tau) \\
Y_{51}^{(4)}(\tau) \\
Y_{52}^{(4)}(\tau) \\
Y_{53}^{(4)}(\tau) \\
Y_{54}^{(4)}(\tau)
\end{pmatrix}.
\] 

(32)

4 Lepton models based on $\Gamma_7$ modular symmetry

In this section, we shall construct some typical models for neutrino masses and mixing based on the $\Gamma_7$ modular symmetry. We will not introduce any flavon field, the flavor symmetry is broken when the complex modulus $\tau$ obtains a vacuum expectation value. The Higgs doublets fields $H_{u,d}$ are assumed to be singlets of $\Gamma_7$ with vanishing modular weights. The three right-handed (RH) charged leptons $E_{1,2,3}^c$ transform as singlet 1 under $\Gamma_7$ modular group nevertheless they are distinguished by the different modular weights $k_{1,2,3}$. We assign the three generations of left-handed (LH) lepton doublets $L$ and the three right-handed neutrinos $N^c$ to two triplets 3 and 3 with the weights $k_L$ and $k_N$. We shall employ potentially the lowest weight modular forms as much as possible in order to reduce free parameters.

4.1 Charged lepton sector

If the left-handed lepton fields $L$ are embedded into the triplet $3$, modular forms in the representation $3$ should be invoked in the charged lepton mass terms. The superpotential for the charged lepton Yukawa coupling reads as

\[
W_e = \alpha \left( E_1^c Y_3^{(6)} H_d \right)_1 + \beta \left( E_2^c Y_3^{(8)} \right)_1 H_d + \gamma_1 \left( E_3^c Y_{3a}^{(10)} H_d \right)_1 + \gamma_2 \left( E_3^c Y_{3b}^{(10)} H_d \right)_1 .
\] 

(33)

Notice that there are two linearly independent weight ten modular forms $Y_{3a}^{(10)}$ and $Y_{3b}^{(10)}$ transforming as $3$ at level $N = 7$. The phases of the coupling constants $\alpha$, $\beta$ and $\gamma_1$ can be absorbed into the lepton fields while $\gamma_2$ is generally a complex parameter. Modular invariance of the superpotential $W_e$ in Eq. (33) requires the modular weights should fulfill the conditions

\[
k_1 = k_2 - 2 = k_3 - 4 = 6 - k_L .
\] 

(34)
After the value of $\tau$ is fixed by certain modulus stabilization mechanism, the charged lepton mass matrix takes the following form

$$
M_e = \begin{pmatrix}
\alpha Y^{(6)}_{3,1} & \alpha Y^{(6)}_{3,2} & \alpha Y^{(6)}_{3,3} \\
\beta Y^{(8)}_{3,1} & \beta Y^{(8)}_{3,2} & \beta Y^{(8)}_{3,3} \\
\gamma_1 Y^{(10)}_{3a,1} + \gamma_2 Y^{(10)}_{3b,1} & \gamma_1 Y^{(10)}_{3a,2} + \gamma_2 Y^{(10)}_{3b,2} & \gamma_1 Y^{(10)}_{3a,3} + \gamma_2 Y^{(10)}_{3b,3}
\end{pmatrix} v_d, \tag{35}
$$

where we denote $Y^{(6)}_3 \equiv (Y^{(6)}_{3,1}, Y^{(6)}_{3,2}, Y^{(6)}_{3,3})^T$, and the expressions of $Y^{(6)}_3, Y^{(8)}_3$ and $Y^{(10)}_3$ are given in Appendix D. Similar notations are adopted for $Y^{(8)}_{3a}, Y^{(10)}_{3a}, Y^{(10)}_{3b}$ and other modular forms in the following. Similarly if the LH leptons $L$ are assigned to the triplet $\bar{3}$, the charged lepton mass terms are

$$
W_e = \alpha \left( E_1^c L Y^{(2)}_{3} H_d \right)_1 + \beta \left( E_2^c L Y^{(4)}_{3a} H_d \right)_1 + \gamma_1 \left( E_3^c L Y^{(6)}_{3a} H_d \right)_1 + \gamma_2 \left( E_3^c L Y^{(6)}_{3b} H_d \right)_1, \tag{36}
$$

for $k_1 = k_2 - 2 = k_3 - 4 = 2 - k_L$, and the charged lepton mass matrix is given by

$$
M_e = \begin{pmatrix}
\alpha Y^{(2)}_{3,1} & \alpha Y^{(2)}_{3,2} & \alpha Y^{(2)}_{3,3} \\
\beta Y^{(4)}_{3,1} & \beta Y^{(4)}_{3,2} & \beta Y^{(4)}_{3,3} \\
\gamma_1 Y^{(6)}_{3a,1} + \gamma_2 Y^{(6)}_{3b,1} & \gamma_1 Y^{(6)}_{3a,2} + \gamma_2 Y^{(6)}_{3b,2} & \gamma_1 Y^{(6)}_{3a,3} + \gamma_2 Y^{(6)}_{3b,3}
\end{pmatrix} v_d. \tag{37}
$$

Since there are two triplet modular forms $Y^{(8)}_{3a}$ and $Y^{(8)}_{3b}$ at weight 8, the superpotential $W_e$ also comprises four independent terms for the weight assignment $k_1 = k_2 - 2 = k_3 - 6 = 2 - k_L$,

$$
W_e = \alpha \left( E_1^c L Y^{(2)}_{3} H_d \right)_1 + \beta \left( E_2^c L Y^{(4)}_{3a} H_d \right)_1 + \gamma_1 \left( E_3^c L Y^{(8)}_{3a} H_d \right)_1 + \gamma_2 \left( E_3^c L Y^{(8)}_{3b} H_d \right)_1, \tag{38}
$$

which leads to

$$
M_e = \begin{pmatrix}
\alpha Y^{(2)}_{3,1} & \alpha Y^{(2)}_{3,2} & \alpha Y^{(2)}_{3,3} \\
\beta Y^{(4)}_{3,1} & \beta Y^{(4)}_{3,2} & \beta Y^{(4)}_{3,3} \\
\gamma_1 Y^{(8)}_{3a,1} + \gamma_2 Y^{(8)}_{3b,1} & \gamma_1 Y^{(8)}_{3a,2} + \gamma_2 Y^{(8)}_{3b,2} & \gamma_1 Y^{(8)}_{3a,3} + \gamma_2 Y^{(8)}_{3b,3}
\end{pmatrix} v_d. \tag{39}
$$

We find that the triplet modular forms $Y^{(2)}_{3}, Y^{(4)}_{3a}, Y^{(8)}_{3a}$ and $Y^{(8)}_{3b}$ satisfy the following identities

$$
Y^{(8)}_{3a}(\tau) = Y^{(4)}_{1}(\tau) Y^{(4)}_{3a}(\tau), \quad Y^{(8)}_{3b}(\tau) = -\frac{\sqrt{2}}{3} Y^{(6)}_{1}(\tau) Y^{(2)}_{3}(\tau) + 2 \sqrt{\frac{2}{3}} Y^{(4)}_{1}(\tau) Y^{(4)}_{3a}(\tau). \tag{40}
$$

Therefore the third row of the above mass matrix can be written as a linear combination of the first and the second rows, and the rank of this mass matrix is 2. As a consequence, the charged lepton mass matrix in Eq. (39) would lead to massless electron. This is obviously not compatible with the present observation, therefore we shall not discuss this case in the following. The resulting charged lepton mass matrices for the rest possible models considered above are summarized in table 2.

### 4.2 Neutrino sector

In the present paper, we assume neutrinos are Majorana particles, and the neutrino masses are described by the effective Weinberg operator or the type I seesaw mechanism. From the multiplication rules $3 \otimes 3 = 3_{A} \oplus 6_{S}$ and $\bar{3} \otimes \bar{3} = 3_{A} \oplus 6_{S}$, we see that the sextet modular forms $Y_{6}$ are necessary when neutrino masses originate from the Weinberg operator $W_W$. We can uniquely determine the form of $W_W$ as follow,

$$
W_W = \begin{cases}
\frac{g_1}{2\lambda} \left( LLY^{(4)}_{6a} \right)_1 H_u H_u + \frac{g_2}{2\lambda} \left( LLY^{(4)}_{6b} \right)_1 H_u H_u, & k_L = 2, \\
\frac{g_1}{2\lambda} \left( LLY^{(6)}_{6a} \right)_1 H_u H_u + \frac{g_2}{2\lambda} \left( LLY^{(6)}_{6b} \right)_1 H_u H_u, & k_L = 3.
\end{cases} \tag{41}
$$
Applying the decomposition rules of $\Gamma_7$, we obtain the light neutrino mass matrix as

\[
m_\nu = \frac{\nu_3^2}{\Lambda} \begin{pmatrix}
\sqrt{2}(g_1 Y_{6a,5}^{(2k_L)} + g_2 Y_{6b,5}^{(2k_L)}) & g_1 Y_{6a,5}^{(2k_L)} + g_2 Y_{6b,5}^{(2k_L)} & g_1 Y_{6a,2}^{(2k_L)} + g_2 Y_{6b,2}^{(2k_L)} \\
g_1 Y_{6a,4}^{(2k_L)} + g_2 Y_{6b,4}^{(2k_L)} & \sqrt{2}(g_1 Y_{6a,4}^{(2k_L)} + g_2 Y_{6b,4}^{(2k_L)}) & g_1 Y_{6a,1}^{(2k_L)} + g_2 Y_{6b,1}^{(2k_L)} \\
g_1 Y_{6a,2}^{(2k_L)} + g_2 Y_{6b,2}^{(2k_L)} & g_1 Y_{6a,1}^{(2k_L)} + g_2 Y_{6b,1}^{(2k_L)} & \sqrt{2}(g_1 Y_{6a,0}^{(2k_L)} + g_2 Y_{6b,0}^{(2k_L)})
\end{pmatrix}, \text{ for } L \sim 3,
\]

\[
m_\nu = \frac{\nu_3^2}{\Lambda} \begin{pmatrix}
\sqrt{2}(g_1 Y_{6a,5}^{(2k_L)} + g_2 Y_{6b,5}^{(2k_L)}) & g_1 Y_{6a,5}^{(2k_L)} + g_2 Y_{6b,5}^{(2k_L)} & g_1 Y_{6a,2}^{(2k_L)} + g_2 Y_{6b,2}^{(2k_L)} \\
g_1 Y_{6a,4}^{(2k_L)} + g_2 Y_{6b,4}^{(2k_L)} & \sqrt{2}(g_1 Y_{6a,4}^{(2k_L)} + g_2 Y_{6b,4}^{(2k_L)}) & g_1 Y_{6a,1}^{(2k_L)} + g_2 Y_{6b,1}^{(2k_L)} \\
g_1 Y_{6a,2}^{(2k_L)} + g_2 Y_{6b,2}^{(2k_L)} & g_1 Y_{6a,1}^{(2k_L)} + g_2 Y_{6b,1}^{(2k_L)} & \sqrt{2}(g_1 Y_{6a,6}^{(2k_L)} + g_2 Y_{6b,6}^{(2k_L)})
\end{pmatrix}, \text{ for } L \sim 3, \quad (42)
\]

where $Y_{6a,0}^{(2k_L)}$ stands for $Y_{6a,6}^{(4)}$ and $Y_{6a,6b}^{(6)}$ for $k_L = 2$ and $k_L = 3$, respectively.

If the light neutrino masses are generated by the type I seesaw mechanism, the superpotential for the neutrino masses can be generally written as

\[
W_\nu = g(N^c L Y_D H_u) + \frac{1}{2} \Lambda(N^c N^c Y_N), \quad (43)
\]

where $Y_D$ and $Y_N$ denote the modular form multiplets, and they are required to ensure modular invariance. The explicit forms of $Y_D$ and $Y_N$ are determined by the weight and representation assignments for $L$ and $N^c$. The Majorana mass term for the heavy neutrinos $N^c$ is similar to the Weinberg operator in Eq. (41), and $Y_N$ should be modular form multiplets transforming as 6 under $\Gamma_7$. The mass matrix for the Majorana neutrinos $N^c$ reads as

\[
m_{N^c} = \Lambda \begin{pmatrix}
\sqrt{2}(g_1 Y_{6a,5}^{(2k_N)} + g_2 Y_{6b,5}^{(2k_N)}) & g_1 Y_{6a,5}^{(2k_N)} + g_2 Y_{6b,5}^{(2k_N)} & g_1 Y_{6a,2}^{(2k_N)} + g_2 Y_{6b,2}^{(2k_N)} \\
g_1 Y_{6a,4}^{(2k_N)} + g_2 Y_{6b,4}^{(2k_N)} & \sqrt{2}(g_1 Y_{6a,4}^{(2k_N)} + g_2 Y_{6b,4}^{(2k_N)}) & g_1 Y_{6a,1}^{(2k_N)} + g_2 Y_{6b,1}^{(2k_N)} \\
g_1 Y_{6a,2}^{(2k_N)} + g_2 Y_{6b,2}^{(2k_N)} & g_1 Y_{6a,1}^{(2k_N)} + g_2 Y_{6b,1}^{(2k_N)} & \sqrt{2}(g_1 Y_{6a,6}^{(2k_N)} + g_2 Y_{6b,6}^{(2k_N)})
\end{pmatrix}, \text{ for } N^c \sim 3,
\]

\[
m_{N^c} = \Lambda \begin{pmatrix}
\sqrt{2}(g_1 Y_{6a,5}^{(2k_N)} + g_2 Y_{6b,5}^{(2k_N)}) & g_1 Y_{6a,5}^{(2k_N)} + g_2 Y_{6b,5}^{(2k_N)} & g_1 Y_{6a,2}^{(2k_N)} + g_2 Y_{6b,2}^{(2k_N)} \\
g_1 Y_{6a,4}^{(2k_N)} + g_2 Y_{6b,4}^{(2k_N)} & \sqrt{2}(g_1 Y_{6a,4}^{(2k_N)} + g_2 Y_{6b,4}^{(2k_N)}) & g_1 Y_{6a,1}^{(2k_N)} + g_2 Y_{6b,1}^{(2k_N)} \\
g_1 Y_{6a,2}^{(2k_N)} + g_2 Y_{6b,2}^{(2k_N)} & g_1 Y_{6a,1}^{(2k_N)} + g_2 Y_{6b,1}^{(2k_N)} & \sqrt{2}(g_1 Y_{6a,6}^{(2k_N)} + g_2 Y_{6b,6}^{(2k_N)})
\end{pmatrix}, \text{ for } N^c \sim 3, \quad (44)
\]

where $Y_{6a,6b}^{(2k_N)} = Y_{6a,6b}^{(4)}$ for $k_N = 2$ and $Y_{6a,6b}^{(2k_N)} = Y_{6a,6b}^{(6)}$ for $k_N = 3$. Now we analyze the neutrino Yukawa couplings.

- **$L \sim 3$, $N^c \sim 3$**

In this case, modular invariance requires $Y_D$ should be transform in 3 or 6. In the case of $k_L + k_N = 2$, and the Dirac neutrino mass matrix take the following form

\[
m_D = g \begin{pmatrix}
0 & Y_{3,2}^{(2)} & -Y_{3,2}^{(2)} \\
-Y_{3,3}^{(2)} & 0 & Y_{3,1}^{(2)} \\
Y_{3,2}^{(2)} & -Y_{3,1}^{(2)} & 0
\end{pmatrix} v_u. \quad (45)
\]
Since this $m_D$ is a $3 \times 3$ anti-symmetric matrix with zero determinant, the light neutrino mass matrix given by seesaw formula is at most of rank 2, such that at least one light neutrino is massless. If $k_L + k_N = 4$, the neutrino Yukawa couplings would involve three independent terms, and we have

$$m_D = \begin{pmatrix}
\sqrt{2}(g_1 Y_{3,3}^{(4)} + g_3 Y_{6,5}^{(4)}) & g_1 Y_{3,3}^{(4)} + g_2 Y_{6,4}^{(4)} + g_3 Y_{6,6}^{(4)} & -g_1 Y_{3,2}^{(4)} + g_2 Y_{6,2}^{(4)} + g_3 Y_{6,6}^{(4)} \\
-g_1 Y_{3,3}^{(4)} + g_2 Y_{6,4}^{(4)} + g_3 Y_{6,6}^{(4)} & \sqrt{2}(g_1 Y_{6,3}^{(4)} + g_3 Y_{6,6}^{(4)}) & g_1 Y_{3,1}^{(4)} + g_2 Y_{6,1}^{(4)} + g_3 Y_{6,6}^{(4)} \\
g_1 Y_{3,2}^{(4)} + g_2 Y_{6,4}^{(4)} + g_3 Y_{6,6}^{(4)} & -g_1 Y_{3,1}^{(4)} + g_2 Y_{6,1}^{(4)} + g_3 Y_{6,6}^{(4)} & \sqrt{2}(g_2 Y_{6,0}^{(4)} + g_3 Y_{6,6}^{(4)})
\end{pmatrix} v_u.$$  
(46)

The Dirac neutrino mass matrices for $k_L + k_N \geq 4$ contain more free parameters than $k_L + k_N = 2$. We shall not consider these cases in the present work.

- $L \sim 3$, $N^c \sim 3$

In this case, the Dirac neutrino mass matrix for the modular weights $k_L + k_N = 4$ contains a minimum number of input parameters. Here the modular form $Y_D$ can be $Y_{6a}^{(4)}$ and $Y_{6b}^{(4)}$. We can read out the Dirac neutrino mass matrix as follow

$$m_D = \begin{pmatrix}
\sqrt{2}(h_1 Y_{6,3}^{(4)} + h_2 Y_{6,6}^{(4)}) & h_1 Y_{6,3}^{(4)} + h_2 Y_{6,6}^{(4)} & h_1 Y_{6,5}^{(4)} + h_2 Y_{6,5}^{(4)} \\
h_1 Y_{6,3}^{(4)} + h_2 Y_{6,6}^{(4)} & \sqrt{2}(h_1 Y_{6,4}^{(4)} + h_2 Y_{6,4}^{(4)}) & h_1 Y_{6,6}^{(4)} + h_2 Y_{6,6}^{(4)} \\
h_1 Y_{6,5}^{(4)} + h_2 Y_{6,5}^{(4)} & h_1 Y_{6,6}^{(4)} + h_2 Y_{6,6}^{(4)} & \sqrt{2}(h_1 Y_{6,1}^{(4)} + h_2 Y_{6,1}^{(4)})
\end{pmatrix} v_u.$$  
(47)

Similar in the case of $k_L + k_N = 6$, we have

$$m_D = \begin{pmatrix}
\sqrt{2}(g_1 Y_{6,6}^{(4)} + g_3 Y_{6,6}^{(4)}) & g_1 Y_{6,3}^{(4)} + g_2 Y_{6,3}^{(4)} + g_3 Y_{6,3}^{(4)} & -g_1 Y_{6,2}^{(4)} + g_2 Y_{6,2}^{(4)} + g_3 Y_{6,6}^{(4)} \\
-g_1 Y_{6,6}^{(4)} + g_2 Y_{6,3}^{(4)} + g_3 Y_{6,3}^{(4)} & \sqrt{2}(g_1 Y_{6,4}^{(4)} + g_3 Y_{6,4}^{(4)}) & g_1 Y_{6,1}^{(4)} + g_2 Y_{6,1}^{(4)} + g_3 Y_{6,6}^{(4)} \\
g_1 Y_{6,2}^{(4)} + g_2 Y_{6,6}^{(4)} + g_3 Y_{6,6}^{(4)} & -g_1 Y_{6,1}^{(4)} + g_2 Y_{6,1}^{(4)} + g_3 Y_{6,6}^{(4)} & \sqrt{2}(g_2 Y_{6,0}^{(4)} + g_3 Y_{6,6}^{(4)})
\end{pmatrix} v_u.$$  
(48)

It contains three complex input parameters.

- $L \sim 3$, $N^c \sim 3$

For this type of assignment, $L$ and $N^c$ can form an invariant singlet for $k_L + k_N = 0$, and consequently $m_D$ has a simple structure,

$$m_D = g \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix} v_u.$$  
(49)

The lowest non-vanishing weight $k_L + k_N = 2$ gives rise to the following neutrino Yukawa coupling

$$h_1 (N^c L Y_{8a}^{(2)} H_u)_1 + h_2 (N^c L Y_{8b}^{(2)} H_u)_1.$$  
(50)

The Dirac neutrino mass matrix is given by

$$m_D = \begin{pmatrix}
\sqrt{3}(g_1 Y_{8,1}^{(2)} + g_2 Y_{8,1}^{(2)}) & \sqrt{6}(g_1 Y_{8,3}^{(2)} + g_2 Y_{8,3}^{(2)}) & \sqrt{6}(g_1 Y_{8,5}^{(2)} + g_2 Y_{8,5}^{(2)}) \\
+g_1 Y_{8,2}^{(2)} + g_2 Y_{8,2}^{(2)} & \sqrt{2}(g_1 Y_{8,4}^{(2)} + g_2 Y_{8,4}^{(2)}) & \sqrt{6}(g_1 Y_{8,4}^{(2)} + g_2 Y_{8,4}^{(2)}) \\
-\sqrt{6}(g_1 Y_{8,0}^{(2)} + g_2 Y_{8,0}^{(2)}) & +g_1 Y_{8,0}^{(2)} + g_2 Y_{8,0}^{(2)} & \sqrt{6}(g_1 Y_{8,0}^{(2)} + g_2 Y_{8,0}^{(2)}) \\
-\sqrt{6}(g_1 Y_{8,2}^{(2)} + g_2 Y_{8,2}^{(2)}) & -\sqrt{6}(g_1 Y_{8,7}^{(2)} + g_2 Y_{8,7}^{(2)}) & -2(g_1 Y_{8,0}^{(2)} + g_2 Y_{8,0}^{(2)})
\end{pmatrix} v_u.$$  
(51)
The possibility that the dynamics of flavor in the charged lepton and neutrino sectors are different

4.3.1 Modular symmetry on neutrino sector

In the following, we consider two scenarios: the modular symmetry only acts on the neutrino sector
and the charged lepton matrix is diagonal in the first scenario and the modular symmetry acts on
both charged lepton and neutrino sector in the second scenario.

4.3 Benchmark models

In the following, we consider two scenarios: the modular symmetry only acts on the neutrino sector
and the charged lepton matrix is diagonal in the first scenario and the modular symmetry acts on
both charged lepton and neutrino sector in the second scenario.

4.3.1 Modular symmetry on neutrino sector

The possibility that the dynamics of flavor in the charged lepton and neutrino sectors are different
can not be excluded [18]. For instance, certain flavon may be involved in the charged lepton sector
and neutrino sector is dictated by modular symmetry [18]. For simplicity, we assume that charged

| $\rho_L$, $\rho_{N^c}$ | $k_L$, $k_N$ | Neutrino mass matrices |
|----------------|----------------|-------------------------|
| **$W_1$** | 3, 3 | 2(3), 3 |
| $m_\nu = \frac{v^3}{\Lambda}$ | $m_D = g \begin{pmatrix} \sqrt{2}(g_1 Y_{6a,1}^{(2k_L)} + g_2 Y_{6b,1}^{(2k_L)}) & g_1 Y_{6a,1}^{(2k_L)} + g_2 Y_{6b,1}^{(2k_L)} & g_1 Y_{6a,1}^{(2k_L)} + g_2 Y_{6b,1}^{(2k_L)} \\ g_1 Y_{6a,4}^{(2k_L)} + g_2 Y_{6b,4}^{(2k_L)} & \sqrt{2}(g_1 Y_{6a,3}^{(2k_L)} + g_2 Y_{6b,3}^{(2k_L)}) & g_1 Y_{6a,3}^{(2k_L)} + g_2 Y_{6b,3}^{(2k_L)} \\ g_1 Y_{6a,5}^{(2k_L)} + g_2 Y_{6b,5}^{(2k_L)} & g_1 Y_{6a,5}^{(2k_L)} + g_2 Y_{6b,5}^{(2k_L)} & \sqrt{2}(g_1 Y_{6a,6}^{(2k_L)} + g_2 Y_{6b,6}^{(2k_L)}) \end{pmatrix}$ |
| $W_2$ | 3, 3 | 2(3), 3 |
| $m_\nu = \frac{v^3}{\Lambda}$ | $m_D = g \begin{pmatrix} \sqrt{2}(g_1 Y_{6a,1}^{(2k_L)} + g_2 Y_{6b,1}^{(2k_L)}) & g_1 Y_{6a,1}^{(2k_L)} + g_2 Y_{6b,1}^{(2k_L)} & g_1 Y_{6a,1}^{(2k_L)} + g_2 Y_{6b,1}^{(2k_L)} \\ g_1 Y_{6a,4}^{(2k_L)} + g_2 Y_{6b,4}^{(2k_L)} & \sqrt{2}(g_1 Y_{6a,3}^{(2k_L)} + g_2 Y_{6b,3}^{(2k_L)}) & g_1 Y_{6a,3}^{(2k_L)} + g_2 Y_{6b,3}^{(2k_L)} \\ g_1 Y_{6a,5}^{(2k_L)} + g_2 Y_{6b,5}^{(2k_L)} & g_1 Y_{6a,5}^{(2k_L)} + g_2 Y_{6b,5}^{(2k_L)} & \sqrt{2}(g_1 Y_{6a,6}^{(2k_L)} + g_2 Y_{6b,6}^{(2k_L)}) \end{pmatrix}$ |

Table 3: The predictions for the neutrino mass matrices, where only lower modular weight assignments are displayed. The models in which neutrino masses are generated through Weinberg operator and seesaw mechanism are denoted as $W_{1,2}$ and $S_{1,2,3,4}$ respectively.

from Eq. (49) by performing transposition. The different possible forms of the neutrino mass matrices for Weinberg operator and type I seesaw mechanism are summarized in table 3. We see that the light neutrino mass matrix of $S_2$ contains more free parameters than other possible cases. Hence we will not perform numerical analysis for the $S_2$ model in the following.
lepton sector is diagonal. In this case, there are six different models which are shown in table 3. We find that the model $S_1$ can not accommodate the experimental data, the model $S_2$ contains more input parameters than other models, consequently we will not discuss it. Then the rest four models in table 3 only depend on the following four inputs

$$\Re \tau, \Im \tau, \ |g_2/g_1|, \ \arg (g_2/g_1),$$

and an overall parameter which can be fixed by the mass squared difference $\Delta m^2_{21} = m^2_2 - m^2_1$. The five dimensionless observable quantities:

$$\sin^2 \theta_{12}, \ \sin^2 \theta_{13}, \ \sin^2 \theta_{23}, \ \delta_{CP}, \ \Delta m^2_{21}/\Delta m^2_{3\ell},$$

only depend on the four input parameters in Eq. (52), where $\Delta m^2_{3\ell} = m^2_3 - m^2_2 > 0$ for normal ordering (NO) and $\Delta m^2_{3\ell} = m^2_3 - m^2_2 < 0$ for inverted ordering (IO) [49]. In order to quantitatively assess how well a model can describe the experimental data on the five dimensionless observable quantities in Eq. (53). We define a $\chi^2$ function to estimate the goodness-of-fit of a set of chosen values of the input parameters,

$$\chi^2 = \sum_{i=1}^{5} \left( \frac{P_i - O_i}{\sigma_i} \right)^2,$$

where $O_i$ denote the global best fit values of the five observable quantities in Eq. (53), and $\sigma_i$ refer to the 1σ deviations of the corresponding quantities, and $P_i$ are the theoretical predictions for the five physical observable quantities for the input parameters taking certain values. Here the contribution of the Dirac phase $\delta_{CP}$ is also included in the $\chi^2$ function. For each value of the input parameters, one can obtain the predicted values $P_i$ and the corresponding $\chi^2$, then one can find out the lowest $\chi^2$. After performing a detailed numerical analysis for the three mixing angles, Dirac CP phase and $\Delta m^2_{21}/\Delta m^2_{3\ell}$, we find that only models $W_1$ with $k_L = 3$ and $S_4$ with $k_N = 3$ for NO case and models $W_2$ with $k_L = 3$ and $S_3$ with $k_N = 3$ for IO case can give results in agreement with the experimental data. As an example, we only show the results of NO case. For model $W_1$ with $k_L = 3$, we find the minimum of $\chi^2$ is $\chi^2_{\text{min}} = 1.937$, and the best fit values of the free parameters are

$$\Re \tau = 0.448, \ \Im \tau = 0.915, \ |g_2/g_1| = 0.129, \ \arg (g_2/g_1) = 0.566\pi, \ g_1^2v^2_u/\Lambda = 56.981\text{meV}.$$  (55)

The predictions for various observable quantities obtained at the best fit point are

$$\sin^2 \theta_{13} = 0.02236, \ \sin^2 \theta_{12} = 0.311, \ \sin^2 \theta_{23} = 0.556, \ \delta_{CP} = -0.984\pi,$$

$$\alpha_{21} = -0.594\pi, \ \alpha_{31} = 0.0814\pi, \ m_1 = 63.167\text{meV}, \ m_2 = 63.749\text{meV},$$

$$m_3 = 80.733\text{meV}, \ m_\beta = 63.789\text{meV}, \ m_{\beta\beta} = 42.878\text{meV},$$

where $m_\beta$ is the effective mass probed by direct kinematic search in beta decay and $m_{\beta\beta}$ refers to the effective Majorana mass in neutrinoless double beta decay. The latest result from KATRIN is $m_\beta < 1.1$ eV at 90% CL [50]. The combined results from KamLAND-Zen and EXO-200 give a Majorana neutrino mass limit of $m_{\beta\beta} < (120 - 250)$ meV [51]. Our above predictions for both $m_\beta$ and $m_{\beta\beta}$ are compatible with these latest experimental bounds. The experimentally measured values of lepton mixing angles, Dirac CP phase and neutrino masses can also be accommodated well in model $S_4$ with $k_N = 3$. The values of input parameters and predictions for mixing parameters and neutrino masses at the best fit point are given by

$$\Re \tau = -0.491, \ \Im \tau = 1.125, \ |g_2/g_1| = 0.103, \ \arg (g_2/g_1) = 0.0267\pi, \ g_1^2v^2_u/\Lambda = 101.093\text{meV},$$

$$\sin^2 \theta_{13} = 0.02237, \ \sin^2 \theta_{12} = 0.310, \ \sin^2 \theta_{23} = 0.563, \ \delta_{CP} = -0.814\pi,$$

$$\alpha_{21} = 0.466\pi, \ \alpha_{31} = 0.352\pi, \ m_1 = 122.204\text{meV}, \ m_2 = 122.506\text{meV},$$

$$m_3 = 132.143\text{meV}, \ m_\beta = 122.527\text{meV}, \ m_{\beta\beta} = 96.646\text{meV}.$$  (57)

Accordingly the global minimum of the $\chi^2$ function is $\chi^2_{\text{min}} = 0.0732$. The predicted values of $m_\beta$ and $m_{\beta\beta}$ are compatible with the latest results of KATRIN [50] and KamLAND-Zen and
EXO-200 [51], and they would potentially be tested in next generation experiments. As regards the experimental bound on neutrino mass sum, the result sensitively depends on the cosmological model and the experimental data considered. Combining the Planck TT, TE, EE, lowE polarization spectra, baryon acoustic oscillation (BAO) data with the CMB lensing reconstruction power spectrum, the Planck collaboration gives $\sum_i m_i < 120\text{ meV}$ at 95\% confidence level [52]. However, if only the BAO data and the CMB lensing reconstruction power spectrum are taken into account in the data analysis, this bound becomes $\sum_i m_i < 600\text{ meV}$ [52]. For the above two models, we find the neutrino mass sum $\sum_i m_i$ is 207.649 meV and 376.853 meV respectively which are consistent with the Planck’s looser constraint $\sum_i m_i < 600\text{ meV}$.

We perform a comprehensive numerical scan over the free parameters of the above two models. We find that the three mixing angles can take any values in their 3\(\sigma\) ranges. The two Majorana CP phases are restricted to the ranges $\alpha_{21}/\pi \in [0.562, 0.638] \cup [1.353, 1.446]$ and $\alpha_{31}/\pi \in [0.159] \cup [1.353, 1.118] \cup [1.495, 2]$ in the model $W_1$ with $k_L = 3$, and they are $\alpha_{21}/\pi \in [0.442, 0.497] \cup [1.503, 1.557]$ and $\alpha_{31}/\pi \in [0.278, 0.389] \cup [1.611, 1.709]$ for the model $S_4$ with $k_N = 3$. The Dirac CP phase $\delta_{CP}$ and $\theta_{23}$ are strongly correlated in the two models, as shown in figure 1. The allowed values of the effective Majorana mass $m_{\beta\beta}$ for the model $W_1$ with $k_L = 3$ are displayed in figure 2. We see that there is portion of parameter space where all the bounds from neutrino oscillation experiments and neutrino mass bound $\sum_i m_i < 120\text{ meV}$ from Planck are fulfilled. For the model $S_4$ with $k_N = 3$, the neutrino masses and $m_{\beta\beta}$ lie in quite small regions around the best fit values in Eq. (57), consequently the corresponding figure is not shown here.

### 4.3.2 Modular symmetry on both neutrino and charged lepton sector sectors

| Models | mass matrices | $\rho_L, \rho_N$ | modular weights |
|--------|---------------|-----------------|-----------------|
| $\mathcal{M}_1$ | $C_1, W_1$ | 3, | $6, 8, 10$, | $2(3)$, |
| $\mathcal{M}_2$ | $C_2, W_2$ | 3, | $2, 4, 6$, | $2(3)$, |
| $\mathcal{M}_3$ | $C_2, S_3$ | 3, 3 | $2, 4, 6$, | $-2(-3), 2(3)$ |
| $\mathcal{M}_4$ | $C_1, S_4$ | 3, 3 | $6, 8, 10$, | $-2(-3), 2(3)$ |

Table 4: Summary of the “minimal” neutrino mass models with the $\Gamma_7$ modular symmetry.

Combining the different possible constructions in the charged lepton and neutrino sectors, we can easily get all possible models based on $\Gamma_7$ modular symmetry. Focusing on the cases with lower
Figure 2: The allowed values of the effective Majorana neutrino mass $m_{\beta\beta}$ with respect to the lightest neutrino mass $m_1$ in the model $W_1$ with $k_L = 3$, where we consider the case of NO neutrino masses. The blue (green) dashed lines represent the most general allowed regions for IO (NO) where the neutrino oscillation parameters are varied within their $3\sigma$ ranges [49]. The horizontal grey band denote the current experimental bound $m_{\beta\beta} < (120 - 250)$ meV from KamLAND-Zen [51]. The vertical grey exclusion band denotes the bound on the lightest neutrino mass extracted from $\sum_i m_i < 120$ meV by the Planck collaboration [52].

weight modular forms and free parameters as few as possible, we find four different types of models named as $M_{1,2,3,4}$. The assignments of the weights and representations for the leptonic fields are listed in table 4. From the superpotential of $C_1$ and $C_2$, we see that the phases of the parameters $\alpha, \beta$ and $\gamma_1$ can be absorbed into the right-handed lepton fields. Then the coupling constants $\alpha, \beta$ and $\gamma_1$ in the charged lepton mass matrix can be taken to be real and positive and $\gamma_2$ is a complex parameters for both $C_1$ and $C_2$. As a consequence, the charged lepton sector only contain four real dimensionless parameters $\beta/\alpha, \gamma_1/\alpha, |\gamma_2/\alpha|, \arg (\gamma_2/\alpha)$ and an overall scale $\alpha v_d$. In the neutrino sector, it is easy to check that light neutrino mass matrices for all the four cases $W_1, W_2, S_1$ and $S_2$ depend on two positive dimensionless parameters $|g_2/g_1|, \arg (g_2/g_1)$ and an overall neutrino mass $g_1^2 v_u^2/\Lambda$ or $g_2^2 v_d^2/(g_1 \Lambda)$. We perform a numerical analysis for each model, the complex modulus $\tau$ is restricted to lie in the fundamental domain $\{\tau | 3\tau > 0, |\Re \tau| \leq \frac{1}{2}, |\tau| \geq 1\}$ of the modular group. The other dimensionless parameters randomly vary in the following regions

$$\arg (\gamma_2/\alpha), \arg (g_2/g_1) \in [0, 2\pi), \quad \beta/\alpha, \gamma/\alpha, \gamma_1/\alpha, |\gamma_2/\alpha|, |g_2/g_1| \in [0, 10^4]. \quad (58)$$

The overall parameters of charged lepton and neutrino mass matrices are fixed by the electron mass and the solar neutrino mass squared difference $\Delta m_{21}^2$. Then one can obtained all the predictions for six lepton masses and three lepton mixing angles as well as three CP violating phases. We find that good agreement with experimental data can be achieved for certain values of input parameters for all these four models in both NO and IO cases. Since NO is slightly preferred by present data, we only present the numerical results of the four models for NO. The predictions for lepton mixing parameters and neutrino masses are listed in table 5. The charged lepton mass matrix depends on four parameters $\alpha, \beta, \gamma_1$ and $\gamma_2$, the measured values of the three charged lepton masses can be reproduced exactly, hence we do not show the results of charged lepton masses in table 5. We find that the global best fit values of neutrino mixing angles and mass squared differences $\Delta m_{21}^2, \Delta m_{31}^2$ from NuFIT v4.1 can be obtained, as shown in table 5. Moreover, the most stringent neutrino mass bound $\sum_i m_i < 120$ meV [52] is saturated in models $M_2$ and $M_3$, and the less stringent bound $\sum_i m_i < 600$ meV [52] is fulfilled in models $M_1$ and $M_4$. The effective Majorana mass $m_{\beta\beta}$ is predicted to be around 10 meV or few tens of meV which is within the reach of forthcoming $0\nu\beta\beta$ decay experiments such as nEXO [53].
involves the modulus field $\tau$. Given level 7 and an even weight $k$, there are $14k - 2$ linearly independent modular forms, which can all be decomposed into irreducible representations (irreps) of $\Gamma_7$. At weight $k = 2$, we constructed all 26 modular forms with the help of the SageMath algebra system [46]. They are decomposed into a triplet $3$, a septet $7$ and two octets $8$ of $\Gamma_7$. A full list of linearly independent modular forms of weight up to 8 is provided in Appendix D. We have also considered two alternative ways to derive modular forms of level 7, the Dedekind eta function method proposed in [1] and the theta function method proposed in [20], discussed in Appendices B and C, respectively. Results from these methods are consistent with the former one, but incomplete: the Dedekind eta function method gives only 7 modular forms of weight 2, forming the septet of $\Gamma_7$; and the theta function method gives 23 modular forms of weight 2, decomposed as $7 + 8 + 8$.

We also considered flavon-free lepton flavour models, constructed by assigning couplings and matter superfields transforming in irreps of $\Gamma_7$. In the considered models, charged leptons gain masses via renormalisable Yukawa couplings, neutrinos gain masses via either the Weinberg operator or the type-I seesaw mechanism. Flavour textures arise after the modulus field $\tau$ gains a vacuum expectation value. Lists of charged lepton $(C_1, C_2)$ and neutrino mass matrices $(W_1, W_2$ and $S_1, ..., S_4)$ involving $\tau$ are given in Tables 2 and 3, respectively.

### 5 Conclusion

We have considered the finite modular group $\Gamma_7 \simeq PSL(2, Z_7)$ in the framework of the modular invariance approach to lepton flavour. $\Gamma_7$ is a quotient group of the infinite modular group $\Gamma$ which is achieved by imposing the generator condition $T^7 = 1$. An additional condition $(ST^3)^4 = 1$ should also be satisfied, which is essential to make $\Gamma_7$ finite.

Table 5: The predictions for lepton mixing parameters and neutrino masses for the four models given in table 4, where we assume neutrino mass spectrum is NO, and similar results can be obtained for IO.
In the numerical studies, we have considered two scenarios: the modular symmetry acting on only the neutrino sector, or both charged lepton and neutrino sectors. We have performed a $\chi^2$ analysis with experimental data of neutrino oscillation parameters in the 1$\sigma$ range taken into account. In the first scenario, we found that, in the normal neutrino mass ordering, only models $W_1$ with lepton doublet weight $k_L = 3$ and $S_1$ with right-handed neutrino weight $k_N = 3$, give results that agree with the experimental data. Similarly, in the inverted mass ordering, only models $W_2$ with $k_L = 3$ and $S_3$ with $k_N = 3$ are allowed by data. The effective neutrino masses $m_\beta$ and $m_{\beta\beta}$, which control the beta decay and neutrinoless double beta decay rates, respectively, are predicted to be compatible with current data. However, the prediction of the sum of neutrino masses is disfavoured by the current cosmological constraint $\sum_i m_i < 120$ meV [52] although the less stringent bound $\sum_i m_i < 600$ meV [52] is satisfied. In the second scenario, eight benchmark models ($M_1$, ..., $M_4$ with two sets of modular weights), listed in Table 4, have been studied. While all of them are compatible with oscillation data, the models $M_2$ and $M_3$ are also favoured by the cosmological constraint on the sum of neutrino masses $\sum_i m_i < 120$ meV, while the prediction of $m_{\beta\beta}$ is within the sensitivity of the next generation of neutrinoless double beta decay experiments.
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Appendix

A Group Theory of $\Gamma_7 \cong PSL(2, Z_7)$

The group $\Gamma_7 \cong PSL(2, Z_7)$ is a non-Abelian finite subgroup of SU(3) of order 168. $\Gamma_7$ group can be generated by two generators $S$ and $T$ which satisfy the multiplication rules:

$$S^2 = (ST)^3 = T^7 = (ST^3)^4 = 1. \quad (A.1)$$

The 168 elements of $\Gamma_7$ group are divided into 6 conjugacy classes:

1$C_1$ : \{1\},

21$C_2$ : \{S, $T^3ST^5ST^3$, $T^2ST^4ST^2$, $T^6ST$, $T^3ST^4S$, $ST^5ST^2S$, $ST^4ST^3S$, $TST^6$, $ST^2ST^5S$, $T^5ST^2$, $TST^5ST^5$, $(ST^4)^2$, $T^2ST^5$, $(ST^3)^2$, $T^5ST^5ST$, $T^4ST^3$, $ST^5ST^6$, $T^2ST^3ST$, $ST^2ST$, $T^3ST^4$, $TST^3ST^2\},$

56$C_3$ : \{ST, TS, $ST^3ST^5ST^5$, $ST^2ST^4ST^2$, $ST^2ST^4ST^3$, $ST^3ST^5ST^4$, $ST^3ST^5ST^2$, $ST^2ST^4ST$, $ST^3ST^5ST^3$, $ST^3ST^5ST^5$, $ST^3ST^5ST$, $ST^3ST^4S$, $ST^2ST^4ST^5$, $ST^4ST^2S$, $ST^2ST^4ST^6$, $ST^3ST^5S$, $T^6S$, $ST^4ST^2$, $ST^3ST^5$, $ST^5ST^3$, $ST^2ST^4$, $T^5ST^5ST^4$, $T^2ST^3ST^6$, $T^5ST$, $ST^2ST^5$, $T^3ST^4ST^3$, $ST^6$, $TST^5ST^2$, $TST^3ST^4$, $ST^5ST^2$, $T^2ST^6$, $TST^4ST$, $T^5ST^3S$, $T^4ST^5ST^5$, $T^4ST^2$, $T^6ST^5ST^6$, $ST^2ST^2$, $TST^3S$, $T^2ST^4S$, $T^2ST^2ST^5$, $T^3ST^5$, $TST^8ST$, $T^6ST^4S$, $TST^5$, $T^4ST^2S$, $TST^4ST^5$, $T^5ST^3$, $T^5ST^2S$, $ST^3ST$, $T^3ST^3$, $T^3ST^5S$, $T^2ST^4$, $T^3ST^4ST^6$, $T^2ST^5S$, $ST^4ST^6$, $T^4ST^4\},$
subgroups are given as follows:

\[ \begin{array}{c|cccccc}
\text{Conjugacy Classes} & 1C_1 & 21C_2 & 56C_3 & 42C_4 & 24C_7 & 24C_7' \\
\hline
1 & 1 & 1 & 1 & 1 & 1 & 1 \\
3 & 3 & -1 & 0 & 1 & b_7 & b_7 \\
3 & 3 & -1 & 0 & 1 & b_7 & b_7 \\
6 & 6 & 2 & 0 & 0 & -1 & -1 \\
7 & 7 & -1 & 1 & -1 & 0 & 0 \\
8 & 8 & 0 & -1 & 0 & 1 & 1 \\
\end{array} \]

Table 6: The character table of the \( \Gamma_7 \) group with \( b_7 = (-1 + i\sqrt{7})/2 \) and \( \bar{b}_7 = -(1 + i\sqrt{7})/2 \).

\[ 42C_4 : \{ ST^3, T^3 S, TST^5 ST^3, T^5 ST^5 ST^3, T^4 S, T^3 ST^4 ST^2, TST^4 ST^2, T^2 ST^4 ST^3, T^4 ST^5 ST^4, T^3 ST, ST^4 ST^3, ST^5 ST^4, T^2 ST, T^2 ST^4 ST, T^3 ST^5 ST^2, T^5 ST^6, ST^2 ST^3, ST^3 ST^4, T^4 ST^6, T^3 ST^6 ST^5, TST^2, T^2 ST^3 S, T^4 ST^3 S, ST^2 ST^6, T^3 ST^2, T^3 ST^5 ST, ST^5 ST, T^3 ST^4 S, T^6 ST^5, T^5 ST^6, T^6 ST^2 S, TST^3, T^3 ST^2 S, ST^4 ST^5, ST^5 ST^5 S, ST^4 ST^3, T^4 ST^5 S, T^6 ST^4, TST^5 S, ST^2 ST^2 S \} ,
\]

\[ 24C_7 : \{ T, T^2, T^4, TST^3 ST^5, T^2 ST^5 ST^3, T^5 S, ST^3 ST^6, T^4 ST, ST^2 ST^3 S, T^3 ST^5 ST^2, ST S, T^2 ST^3 ST^4, T^6 ST^3 S, (ST^5)^2, T^3 ST^2, ST^5 S, ST^3 ST^2 S, T^2 ST^4 ST^5, ST^2 S, T^2 ST^3, TST^4 ST^6, TST^4, (T^5 S)^2 \} ,
\]

\[ 24C'_7 : \{ T^3, T^5, T^6, T^2 ST^3 ST^5, T^4 ST^5 ST^3, T^2 S, T^3 ST^5 ST^4, ST^6 S, TST^3 ST^6, ST^4 ST, T^3 ST^6, ST^5 ST^4 S, ST^2, ST^3 S, ST^4 ST^5 S, TST^4 S, (ST^2)^2, T^4 ST^5, T^3 ST^4 ST^5, T^6 ST^3, (T^2 S)^2, T^2 ST^4 ST^6, ST^5 S, T^6 ST^4 \} ,
\]

where \( nC_k \) denotes a class with \( n \) elements which is of order \( k \). The character table of \( \Gamma_7 \) group is given in Table 6. Following the convention of Ref. [45], we find that \( \Gamma_7 \) group has ninety-two abelian subgroups in total: twenty-one \( Z_2 \) subgroups, twenty-eight \( Z_3 \) subgroups, fourteen \( K_4 \) subgroups, twenty-one \( Z_4 \) subgroups and eight \( Z_7 \) subgroups. In terms of the generators \( S \) and \( T \), these abelian subgroups are given as follows:

- **\( Z_2 \) subgroups**

\[
\begin{align*}
Z^S_2 &= \{ 1, S \}, \\
Z^{T^6 ST}_2 &= \{ 1, T^6 ST \}, \\
Z^{ST^3 S}_2 &= \{ 1, ST^4 ST^3 S \}, \\
Z^{T^5 ST^2}_2 &= \{ 1, T^5 ST^2 \}, \\
Z^{T^2 ST^5}_2 &= \{ 1, T^2 ST^5 \}, \\
Z^{T^4 ST^3}_2 &= \{ 1, T^4 ST^3 \}, \\
Z^{ST^2 ST}_2 &= \{ 1, ST^2 ST \}, \\
Z^{T^3 ST^3 ST}_2 &= \{ 1, T^3 ST^5 ST^3 \}.
\end{align*}
\]

All the above twenty-one \( Z_2 \) subgroups are conjugate to each other.
• $Z_3$ subgroups

$Z^S_3 = \{1, ST, T^6S\}$,

$Z^{ST2ST^4S}_3 = \{1, ST^2ST^4ST^2, ST^3ST^5ST^3\}$,

$Z^{ST^3ST^4S}_3 = \{1, ST^3ST^5ST^4, ST^2ST^4ST^5\}$,

$Z^{ST^2ST^4ST^4}_3 = \{1, ST^2ST^4ST, ST^3ST^5ST^5\}$,

$Z^{ST^2ST^4ST^5}_3 = \{1, ST^2ST^4S, ST^3ST^5ST\}$,

$Z^{ST^3ST^5}_3 = \{1, ST^3ST^5, T2ST^4S\}$,

$Z^{ST^3ST^4}_3 = \{1, ST^2ST^4, T^3ST^5S\}$,

$Z^{ST^4ST^5ST^5}_3 = \{1, TST^4ST^5, T^2ST^3ST^6\}$,

$Z^{ST^5ST^2ST}_3 = \{1, T^2ST^5S, ST^2ST^5\}$,

$Z^{ST^5ST^2ST}_3 = \{1, TST^5ST^2, T^4ST^5ST^5\}$,

$Z^{T^3ST^2S}_3 = \{1, TST^2S, ST^5ST^2\}$,

$Z^{T^3ST^2S}_3 = \{1, TST^2S, T^2ST^5\}$,

$Z^{T^3ST^2S}_3 = \{1, T^{ST5ST}, T^2ST^6\}$,

$Z^{T^3ST^2S}_3 = \{1, TST^5ST, T^3ST^5\}$,

$Z^{T^3ST^2S}_3 = \{1, T^{ST5ST}, T^4ST^4\}$.

The twenty-eight $Z_3$ subgroups are related with each other by group conjugation.

• $K_4$ subgroups

$K^{(ST^5ST)}_4 = Z^S_2 \times Z^{ST^5ST}_2 = \{1, S, TST^5ST^5, T^2ST^3ST\}$,

$K^{(T^2ST^5ST^5)}_4 = Z^{T^2ST^5}_2 \times Z^{ST^5ST^5}_2 = \{1, T^2ST^5, ST^3ST^4S, T^2ST^3ST^3\}$,

$K^{(ST^5ST^5ST)}_4 = Z^{ST^2ST^5S}_2 \times Z^{ST^5ST}_2 = \{1, ST^2ST^5S, T^3ST^4, T^2ST^3ST^2\}$,

$K^{(T^2ST^5ST^5)}_4 = Z^{T^5ST^5S}_2 \times Z^{ST^5ST}_2 = \{1, T^6ST, ST^5ST^5ST, T^3ST^3ST^2\}$,

$K^{(T^2ST^5ST^5)}_4 = Z^{TST6(STST)}_Z \times Z^{ST^2ST^5}_2 = \{1, TST^6, T^5ST^5ST^2S\}$,

$K^{(T^2ST^5ST, T^3ST^3)}_4 = Z^{T^5ST^5ST}_2 \times Z^{T^4ST^3}_2 = \{1, T^5ST^5ST, T^4ST^3, ST^4ST^3S\}$,

$K^{(ST^2ST, T^3ST^2)}_4 = Z^{ST^2ST}_2 \times Z^{T^5ST^5ST}_2 = \{1, ST^2ST, T^5ST^2, (ST^3)^2\}$,

$K^{(S^TST^3ST)}_4 = Z^S_2 \times Z^{T^3ST^3ST}_2 = \{1, S, T5ST^5ST, TST^3ST^2\}$,

$K^{(T^2ST^3ST^3)}_4 = Z^{T^5ST^5ST}_2 \times Z^{T^3ST^2ST}_2 = \{1, T^5ST^2, ST^4ST^3S, T^3ST^5ST^3\}$,

$K^{(T^2ST^3ST^3)}_4 = Z^{TST^6ST^3}_2 \times Z^{T^5ST^5ST}_2 = \{1, T^6ST, ST^2ST^5S, (ST^3)^2\}$,

$K^{(T^3ST^6ST^3)}_4 = Z^{T^3ST^6ST}_2 \times Z^{T^2ST^5ST}_2 = \{1, TST^5ST^5, T^3ST^4, ST^3ST^4S\}$,

$K^{(T^3ST^6ST^3)}_4 = Z^{T^2ST^6ST}_2 \times Z^{ST^2ST^5}_2 = \{1, T^2ST^6, ST^2ST, T^2ST^3ST\}$.

All the fourteen $K_4$ subgroups are conjugate as well.
• $Z_4$ subgroups

$$Z_4^{ST^3} = \{1, ST^3, (ST^3)^2, T^4S\},$$
$$Z_4^{ST^5 ST^4} = \{1, T^4 ST^5 ST^4, S, T^2 ST^5 ST^2\},$$
$$Z_4^{ST^2} = \{1, T^2 ST^2, T^2 ST^4 ST^2, T^5 ST^5\},$$
$$Z_4^{ST^3 ST^3} = \{1, T^3 ST^5 ST, T ST^6, T^5 ST^5 ST^3\},$$
$$Z_4^{ST^4 ST^2} = \{1, T ST^4 ST^2, S, T^2 ST^4 ST^2\},$$
$$Z_4^{ST^2} = \{1, ST^3 ST^2, ST^5 ST^2 S, T^5 ST^4 S\},$$
$$Z_4^{ST^3 S} = \{1, ST^4 ST^3, T^5 ST^5 ST, T^4 ST^3 S\},$$
$$Z_4^{ST^5 ST^3} = \{1, T^2 ST^3, T^2 ST^5, T^4 ST^5 S\},$$
$$Z_4^{ST^4 ST^5} = \{1, ST^4 ST^5, ST^2 ST^5 S, T^2 ST^3 S\},$$
$$Z_4^{ST^5 ST} = \{1, ST^5 ST, T^3 ST^4, T^6 ST^2 S\}.$$

$Z_4^{ST^3 S} = \{1, T^3 S, (ST^4)^2, ST^4\},$
$$Z_4^{ST^2 ST^2 S} = \{1, ST^2 ST^2 S, T ST^5 ST^3, ST^5 ST^5 S\},$$
$$Z_4^{ST^3 ST^3} = \{1, T ST^5 ST^3, T^6 ST, T^3 ST^3 ST^5\},$$
$$Z_4^{ST^4 ST^1} = \{1, T^2 ST^4 ST, ST^5 ST^6, T^3 ST^4 ST^2\},$$
$$Z_4^{ST^3} = \{1, T ST^3 ST^4 S, T^4 ST^6\},$$
$$Z_4^{ST^4 ST^5} = \{1, T^3 ST^4 S, ST^5 ST^5, ST^3 ST^4\},$$
$$Z_4^{ST^5 ST} = \{1, ST^2 ST^6, T^4 ST^3, T ST^5 S\}.$$

All the twenty-one $Z_4$ subgroups are related to each other under group conjugation.

• $Z_7$ subgroups

$$Z_7^I = \{1, T, T^2, T^3, T^4, T^5, T^6\},$$
$$Z_7^{ST^1 ST} = \{1, T^4 ST, ST^3 ST^3 S, T^2 ST^4 ST^6, T ST^3 ST^5, ST^5 ST^4 S, T^6 ST^3\},$$
$$Z_7^{ST^1 ST^4} = \{1, T ST^4, ST^2 ST^3 S, T^2 ST^3 ST^5, T^2 ST^4 ST^5, ST^4 ST^5 S, T^3 ST^6\},$$
$$Z_7^{ST^2 ST^3} = \{1, T^2 ST^3, T^6 ST^3 S, T^3 ST^5 ST^4, T^2 ST^5 ST^3, T^4 ST^5, ST^4 ST^1\},$$
$$Z_7^{ST^3 ST^2} = \{1, T^3 ST^2, T ST^4 S, T^5 ST^4, T^3 ST^5 ST^2, T^4 ST^5 ST^3, ST^3 ST^6\},$$
$$Z_7^{ST^2} = \{1, T^2 S, ST^5, (ST^5)^2, T ST^3 ST^6, T ST^4 ST^6, (T^2 S)^2\},$$
$$Z_7^{ST^2} = \{1, ST^2, (ST^2)^2, T^2 ST^3 ST^4, T^3 ST^4 ST^5, (T^5 S)^2, T^5 S\},$$
$$Z_7^{ST^5 S} = \{1, ST S, ST^2 S, ST^3 S, ST^4 S, ST^5 S, ST^6 S\}.$$

All the eight $Z_7$ subgroups are related to each other as well under group conjugation.

The $\Gamma_7$ group has six irreducible representations: one singlet representation $\mathbf{1}$, two three-dimensional representations $\mathbf{3}$ and $\mathbf{\bar{3}}$, one six-dimensional representation $\mathbf{6}$, one seven-dimensional representation $\mathbf{7}$ and one eight-dimensional representation $\mathbf{8}$. The explicit forms of the generators
where the parameter $\rho$ is the seventh unit root $\rho = e^{2\pi i/7}$, $s_n = \sin(2\pi n/7)$ and $c_n = \cos(2\pi n/7)$ with $n = 1, 2, 3$. We can straightforwardly obtain the Kronecker products between various representations:

$$1 \otimes r = r \otimes 1 = r, \quad 3 \otimes 3 = \bar{3}A \oplus 6S, \quad 3 \otimes \bar{3} = 1 \oplus 8, \quad 3 \times 6 = \bar{3} \oplus 7 \oplus 8,$$

$$3 \otimes 7 = 6 \oplus 7 \oplus 8, \quad 3 \otimes 8 = 3 \oplus 6 \oplus 7 \oplus 8, \quad 3 \otimes \bar{3} = 3A \oplus 6S,$$

$$3 \otimes 6 = 3 \otimes 7 = 3 \otimes 8 = 3 \otimes \bar{3} = 3A \oplus 6A \oplus 6S \oplus 7 \oplus 8, \quad 6 \otimes 6 = 1S \oplus 6S_1 \oplus 6S_2 \oplus 7A \oplus 8S \oplus 8A, \quad 6 \otimes 7 = 3 \otimes 3 \oplus 6 \oplus 7 \oplus 8, \quad 6 \otimes 8 = 3 \oplus 3 \oplus 6 \oplus 7 \oplus 8, \quad 6 \otimes \bar{3} = 3 \oplus 3 \oplus 6 \oplus 7 \oplus 8, \quad 6 \otimes \bar{3} = 3 \oplus 3 \oplus 6 \oplus 7 \oplus 8,$$

$$7 \otimes 7 = 1S \oplus 3A \oplus 6S_1 \oplus 6S_2 \oplus 7S \oplus 8S \oplus 8A, \quad 7 \otimes 8 = 3 \oplus 3 \oplus 6 \oplus 7 \oplus 8, \quad 7 \otimes \bar{3} = 3 \oplus 3 \oplus 6 \oplus 7 \oplus 8, \quad 7 \otimes \bar{3} = 3 \oplus 3 \oplus 6 \oplus 7 \oplus 8, \quad 7 \otimes \bar{3} = 3 \oplus 3 \oplus 6 \oplus 7 \oplus 8, \quad 7 \otimes \bar{3} = 3 \oplus 3 \oplus 6 \oplus 7 \oplus 8, \quad \bar{3} \otimes \bar{3} = 1 \oplus 8.$$  

(A.3)

where the subscript denotes any irreducible representation of $\Gamma_7$, and $6_1, 6_2, 7_1, 7_2, 8_1, 8_2$ and $8_3$ stand for the two $6, 7$ and three $8$ representations which appear in the Kronecker products. The subscript

\footnote{In the basis of [43] the triplet representation was given in terms of the standard generators $A, B$ in [41] and may be related to four generators $S, T, U, V$, with $\Gamma_7 \supset S \supset A_4$ corresponding to the respective generators being $S, T, U, V \supset S, T, U \supset S, T$. However for our purposes here we shall use the representation theory for $\Gamma_7$ developed for finite modular groups in [45]. Thus the notation we use for the generators $S, T$ corresponds to [45] rather than [43].}
"S" ("A") refers to symmetric (antisymmetric) combinations. We now list the Clebsch-Gordan coefficients in our basis. We use the notation $\alpha_i$ ($\beta_i$) to denote the elements of the first (second) representation.

|   | $3 \otimes 3 = 3_A \oplus 6_S$ | $3 \otimes 3 = 3_A \oplus 6_S$ | $3 \otimes 3 = 1 \oplus 8$ |
|---|---------------------------------|---------------------------------|--------------------------|
| $3_A$ | $\begin{pmatrix} \alpha_2 \beta_3 - \alpha_3 \beta_2 \\ \alpha_3 \beta_1 - \alpha_1 \beta_3 \\ (\alpha_1 \beta_2 - \alpha_2 \beta_1) \end{pmatrix}$ | $\begin{pmatrix} \alpha_2 \beta_3 - \alpha_3 \beta_2 \\ \alpha_3 \beta_1 - \alpha_1 \beta_3 \\ (\alpha_1 \beta_2 - \alpha_2 \beta_1) \end{pmatrix}$ | $\begin{pmatrix} \alpha_1 \beta_1 + \alpha_2 \beta_2 + \alpha_3 \beta_3 \\ \sqrt{3} (\alpha_1 \beta_1 - \alpha_2 \beta_2) \end{pmatrix}$ |
| $6_S$ | $\begin{pmatrix} \sqrt{2} \alpha_3 \beta_3 \\ \sqrt{2} \alpha_1 \beta_1 \\ \alpha_1 \beta_2 + \alpha_2 \beta_1 \\ \sqrt{2} \alpha_2 \beta_2 \\ \alpha_1 \beta_3 + \alpha_3 \beta_1 \\ \alpha_2 \beta_3 + \alpha_3 \beta_2 \end{pmatrix}$ | $\begin{pmatrix} \sqrt{2} \alpha_2 \beta_2 \\ \alpha_1 \beta_1 + \alpha_2 \beta_1 \\ \sqrt{2} \alpha_1 \beta_1 \\ \sqrt{2} \alpha_3 \beta_3 \end{pmatrix}$ | $\begin{pmatrix} \sqrt{6} \alpha_3 \beta_2 \\ \sqrt{6} \alpha_3 \beta_1 \\ -\sqrt{6} \alpha_2 \beta_3 \\ -\sqrt{6} \alpha_1 \beta_2 \end{pmatrix}$ |

|   | $3 \otimes 6 = 3 \oplus 7 \oplus 8$ | $3 \otimes 6 = 3 \oplus 7 \oplus 8$ |
|---|---------------------------------|---------------------------------|
| $3$ | $\begin{pmatrix} \alpha_2 \beta_4 + \alpha_3 \beta_2 + \sqrt{2} \alpha_1 \beta_6 \\ \alpha_1 \beta_4 + \alpha_3 \beta_1 + \sqrt{2} \alpha_2 \beta_3 \\ (\alpha_1 \beta_2 + \alpha_2 \beta_1 + \sqrt{2} \alpha_3 \beta_6) \end{pmatrix}$ | $\begin{pmatrix} \sqrt{2} \alpha_1 \beta_2 + \alpha_2 \beta_3 + \alpha_3 \beta_5 \\ \sqrt{2} \alpha_2 \beta_4 + \alpha_2 \beta_3 + \alpha_3 \beta_6 \\ \sqrt{2} \alpha_3 \beta_1 + \alpha_1 \beta_5 + \alpha_2 \beta_6 \end{pmatrix}$ |
| $7$ | $\begin{pmatrix} 2 (\alpha_1 \beta_6 + \alpha_2 \beta_5 + \alpha_3 \beta_3) \\ -2 (\sqrt{2} \alpha_2 \beta_6 + \alpha_3 \beta_4) \\ -2 (\alpha_1 \beta_1 + \sqrt{2} \alpha_3 \beta_5) \end{pmatrix}$ | $\begin{pmatrix} 2 (\alpha_1 \beta_1 + \alpha_2 \beta_2 + \alpha_3 \beta_3) \\ -\sqrt{2} \alpha_1 \beta_2 + 3 \alpha_2 \beta_3 - \alpha_3 \beta_5 \\ -\sqrt{2} \alpha_2 \beta_4 - \alpha_1 \beta_3 + 3 \alpha_3 \beta_6 \end{pmatrix}$ |
| $8$ | $\begin{pmatrix} \alpha_1 \beta_6 + \alpha_2 \beta_5 + 2 \alpha_3 \beta_3 \\ \sqrt{3} (\alpha_2 \beta_5 - \alpha_1 \beta_6) \\ \sqrt{2} \alpha_2 \beta_6 - 2 \alpha_3 \beta_4 \\ \sqrt{2} \alpha_3 \beta_5 - 2 \alpha_1 \beta_1 \\ 2 \alpha_2 \beta_1 - \sqrt{2} \alpha_3 \beta_6 \\ 2 \alpha_2 \beta_2 - \sqrt{2} \alpha_1 \beta_3 \\ \sqrt{2} \alpha_2 \beta_3 - 2 \alpha_1 \beta_4 \\ \sqrt{2} \alpha_1 \beta_5 - 2 \alpha_3 \beta_2 \end{pmatrix}$ | $\begin{pmatrix} \alpha_1 \beta_1 + \alpha_2 \beta_2 - 3 \alpha_3 \beta_3 \\ \sqrt{3} (\alpha_1 \beta_1 - \alpha_2 \beta_2) \\ -\sqrt{2} \alpha_1 \beta_2 + 2 \alpha_3 \beta_5 \\ 2 \alpha_1 \beta_3 - \sqrt{2} \alpha_2 \beta_4 \\ \sqrt{2} \alpha_1 \beta_4 - 2 \alpha_2 \beta_5 \\ \sqrt{2} \alpha_3 \beta_1 - 2 \alpha_2 \beta_6 \\ 2 \alpha_1 \beta_6 - \sqrt{2} \alpha_3 \beta_2 \\ 2 \alpha_3 \beta_3 - \sqrt{2} \alpha_2 \beta_1 \end{pmatrix}$ |
### Table 1: 3 ⊗ 7 = 6 ⊗ 7 ⊕ 8

| 3 ⊗ 7 = 6 ⊗ 7 ⊕ 8 |
|---------------------|
| 6 : | 3⊗7=6⊗7⊕8 |
| 7 : | 3⊗7=6⊗7⊕8 |
| 8 : | 3⊗7=6⊗7⊕8 |

### Table 2: 3 ⊗ 8 = 3 ⊕ 6 ⊗ 7 ⊕ 8

| 3 ⊗ 8 = 3 ⊕ 6 ⊗ 7 ⊕ 8 |
|------------------------|
| 3 : | 3⊗8=3⊕6⊗7⊕8 |
| 6 : | 3⊗8=3⊕6⊗7⊕8 |
| 7 : | 3⊗8=3⊕6⊗7⊕8 |
| 8 : | 3⊗8=3⊕6⊗7⊕8 |
\[
6 \otimes 7 = 3 \oplus 3 \oplus 6 \oplus 7_1 \oplus 7_2 \oplus 8_1 \oplus 8_2
\]

\[
\begin{align*}
3 : & \quad (2\alpha_1\beta_1 - 2\alpha_6\beta_3 + 3\alpha_5\beta_4 - 2\sqrt{2}\alpha_4\beta_5 - 3\alpha_3\beta_6 - \sqrt{2}\alpha_2\beta_7) \\
& \quad (2\alpha_2\beta_1 - 2\sqrt{2}\alpha_1\beta_2 - 4\alpha_6\beta_4 - 2\alpha_5\beta_5 - \sqrt{2}\alpha_4\beta_6 + 3\alpha_3\beta_7) \\
& \quad (2\alpha_3\beta_1 - 2\alpha_2\beta_2 - 2\sqrt{2}\alpha_3\beta_3 - \sqrt{2} \alpha_1\beta_4 + 3\alpha_6\beta_6 - \alpha_5\beta_7) \\
& \quad (2\alpha_4\beta_1 - \sqrt{2}\alpha_5\beta_2 - \alpha_4\beta_3 - 2\sqrt{2}\alpha_3\beta_4 + 3\alpha_2\beta_5 - 2\alpha_1\beta_6) \\
& \quad (2\alpha_5\beta_1 + 3\alpha_4\beta_2 - \sqrt{2}\alpha_3\beta_3 + 2\alpha_2\beta_4 - \alpha_1\beta_5 - 2\sqrt{2}\alpha_6\beta_7) \\
& \quad (2\alpha_6\beta_1 - \alpha_2\beta_2 + 3\alpha_1\beta_3 - \sqrt{2}\alpha_6\beta_5 - 2\sqrt{2}\alpha_5\beta_6 - 2\alpha_4\beta_7)
\end{align*}
\]

\[
\begin{align*}
6 : & \quad \left(\begin{array}{c}
\alpha_1\beta_1 + \alpha_5\beta_4 + \sqrt{2}\alpha_4\beta_5 - \alpha_3\beta_6 + \sqrt{2}\alpha_2\beta_7 \\
\alpha_2\beta_1 + \sqrt{2}\alpha_1\beta_2 - 4\alpha_6\beta_4 + \alpha_4\beta_6 + \alpha_3\beta_7 \\
-\alpha_3\beta_1 + \alpha_2\beta_2 - \alpha_1\beta_3 - \sqrt{2}\alpha_6\beta_5 - \sqrt{2}\alpha_5\beta_6 \\
\alpha_4\beta_1 + \sqrt{2}\alpha_2\beta_3 + \sqrt{2}\alpha_1\beta_4 + \alpha_6\beta_6 - \alpha_5\beta_7 \\
-\alpha_5\beta_1 - 4\alpha_4\beta_2 - \sqrt{2}\alpha_3\beta_3 + \alpha_1\beta_5 - \sqrt{2}\alpha_6\beta_7 \\
-\alpha_6\beta_1 - \sqrt{2}\alpha_5\beta_2 + \alpha_4\beta_3 - \sqrt{2}\alpha_3\beta_1 - \alpha_2\beta_5
\end{array}\right) \\
& \quad (2 (\alpha_6\beta_2 + \alpha_5\beta_3 + \alpha_3\beta_5)) \\
& \quad \sqrt{2}\alpha_5\beta_4 + 2\alpha_4\beta_5 + \sqrt{2}\alpha_3\beta_6 - 2\alpha_2\beta_7 \\
& \quad \alpha_1\beta_6 + \sqrt{2}\alpha_6\beta_4 - 2\alpha_4\beta_6 + \sqrt{2}\alpha_3\beta_7 \\
7_1 : & \quad \left(\begin{array}{c}
2\alpha_2\beta_1 - \alpha_2\beta_2 - \alpha_1\beta_3 - \sqrt{2}\alpha_6\beta_5 + 2\alpha_4\beta_7 \\
2\alpha_2\beta_3 - 2\alpha_1\beta_4 + \sqrt{2} (\alpha_6\beta_6 + \alpha_5\beta_7) \\
2\alpha_5\beta_1 - 4\alpha_4\beta_2 - \sqrt{2}\alpha_3\beta_3 + 2\alpha_2\beta_4 - \alpha_1\beta_5 \\
2\alpha_6\beta_1 - \sqrt{2}\alpha_5\beta_2 - 4\alpha_4\beta_3 - \alpha_2\beta_5 + 2\alpha_1\beta_6
\end{array}\right) \\
& \quad (2 (\alpha_4\beta_4 + \alpha_2\beta_6 + \alpha_1\beta_7)) \\
& \quad \alpha_1\beta_1 + 2\alpha_6\beta_3 - \alpha_5\beta_4 - \alpha_3\beta_6 - \sqrt{2}\alpha_2\beta_7 \\
& \quad 2\alpha_3\beta_1 - \alpha_6\beta_4 + 2\alpha_5\beta_5 - \sqrt{2}\alpha_4\beta_6 - \alpha_3\beta_7 \\
7_2 : & \quad \left(\begin{array}{c}
\sqrt{2}\alpha_2\beta_2 + \sqrt{2}\alpha_1\beta_3 - 2\alpha_6\beta_5 + 2\alpha_5\beta_6 \\
2\alpha_4\beta_1 + 2\alpha_3\beta_2 - \sqrt{2}\alpha_1\beta_4 - \alpha_6\beta_6 - \alpha_5\beta_7 \\
\sqrt{2}\alpha_4\beta_2 - 2\alpha_3\beta_3 + \sqrt{2}\alpha_1\beta_5 + 2\alpha_6\beta_7 \\
-2\alpha_5\beta_2 + \sqrt{2}\alpha_4\beta_3 + 2\alpha_3\beta_4 - \sqrt{2}\alpha_2\beta_5 - \sqrt{2}\alpha_1\beta_6
\end{array}\right) \\
& \quad \alpha_6\beta_2 + \sqrt{2}\alpha_4\beta_3 + 2\alpha_3\beta_4 + \sqrt{2}\alpha_2\beta_5
\end{align*}
\]

\[
\begin{align*}
8_1 : & \quad \left(\begin{array}{c}
3\sqrt{2}\alpha_6\beta_2 - 3\sqrt{2}\alpha_5\beta_3 + 2\alpha_4\beta_4 - \alpha_2\beta_6 - \alpha_1\beta_7 \\
4\alpha_1\beta_1 - 2\alpha_6\beta_3 - 2\alpha_5\beta_4 + 4\alpha_3\beta_6 + \sqrt{2}\alpha_2\beta_7 \\
4\alpha_2\beta_1 + 4\alpha_6\beta_4 - 2\alpha_5\beta_5 + \sqrt{2}\alpha_4\beta_6 - \sqrt{2}\alpha_3\beta_7 \\
2\sqrt{2}\alpha_2\beta_2 + 2\sqrt{2}\alpha_1\beta_3 + 2\alpha_6\beta_5 - 2\alpha_5\beta_6 + 3\sqrt{2}\alpha_4\beta_7 \\
-4\alpha_4\beta_1 + 2\alpha_3\beta_2 - \sqrt{2}\alpha_1\beta_4 + 2\alpha_6\beta_6 - 4\alpha_5\beta_7 \\
-2\sqrt{2}\alpha_4\beta_2 - 2\alpha_3\beta_3 - 3\sqrt{2}\alpha_2\beta_4 - 2\sqrt{2}\alpha_1\beta_5 + 2\alpha_6\beta_7 \\
-2\alpha_5\beta_2 - 2\sqrt{2}\alpha_4\beta_3 + 2\alpha_3\beta_4 - 2\sqrt{2}\alpha_2\beta_5 - 3\sqrt{2}\alpha_1\beta_6 \\
-\alpha_6\beta_2 + \alpha_5\beta_3 - 2\alpha_3\beta_5 + 3\sqrt{2} (\alpha_2\beta_6 - \alpha_1\beta_7)
\end{array}\right) \\
& \quad \sqrt{3} (\alpha_6\beta_2 + \alpha_5\beta_3 + 2\sqrt{2}\alpha_4\beta_4 - (\alpha_2\beta_6 - \sqrt{2}\alpha_1\beta_7)) \\
& \quad \sqrt{2} (\alpha_6\beta_3 - 2\alpha_5\beta_4 + \sqrt{2}\alpha_4\beta_5 - 2\alpha_3\beta_6 - \sqrt{2}\alpha_2\beta_7)
\end{align*}
\]

\[
\begin{align*}
8_2 : & \quad \left(\begin{array}{c}
2\alpha_1\beta_2 - \sqrt{2} (2\alpha_6\beta_4 + 3\alpha_5\beta_5 + \sqrt{2}\alpha_4\beta_6 + 2\alpha_3\beta_7) \\
-\alpha_4\beta_1 - 4\alpha_2\beta_2 + 2\alpha_1\beta_3 - \sqrt{2}\alpha_6\beta_5 + 2\alpha_4\beta_7 \\
3\sqrt{2}\alpha_3\beta_2 - 2\alpha_2\beta_3 + 2\alpha_1\beta_4 + 2\sqrt{2} (\alpha_6\beta_6 + \alpha_5\beta_7) \\
4\alpha_5\beta_1 - 2\alpha_4\beta_2 + 2\alpha_3\beta_3 - 2\alpha_2\beta_4 + 4\alpha_1\beta_5 \\
4\alpha_6\beta_1 + \sqrt{2}\alpha_5\beta_2 + 4\alpha_4\beta_3 - 2\alpha_2\beta_5 - 2\alpha_1\beta_6
\end{array}\right)
\]
\[
\begin{align*}
\text{6 \otimes 8} &= 3 \oplus 3 \oplus 6_1 \oplus 6_2 \oplus 7_1 \oplus 7_2 \oplus 8_1 \oplus 8_2 \\
3 : & \left( a_1 \beta_1 - \sqrt{3} a_1 \beta_2 - 2 a_6 \beta_4 - \sqrt{2} a_6 \beta_6 - 2 a_3 \beta_7 + \sqrt{2} a_2 \beta_8 \\
& - 2 a_4 \beta_1 - 2 a_3 \beta_3 + \sqrt{2} a_2 \beta_4 - \sqrt{2} a_1 \beta_5 - 2 a_5 \beta_8 \\
& a_6 \beta_1 - \sqrt{3} a_6 \beta_2 - \sqrt{2} a_5 \beta_3 + 2 a_4 \beta_1 + \sqrt{2} a_3 \beta_5 + 2 a_1 \beta_7 \\
& - 2 a_3 \beta_1 + 2 a_3 \beta_3 + \sqrt{2} a_6 \beta_6 - \sqrt{2} a_5 \beta_7 + 2 a_4 \beta_8 \\
\end{align*}
\]
\[
\begin{align*}
6_1 & : \\
& \left( a_1 \beta_1 - \sqrt{3} a_1 \beta_2 + 2 a_6 \beta_4 - 4 a_5 \beta_5 + 3 \sqrt{2} a_4 \beta_6 - 2 a_3 \beta_7 + \sqrt{2} a_2 \beta_8 \\
& a_2 \beta_1 + \sqrt{3} a_2 \beta_2 - 3 \sqrt{2} a_1 \beta_3 + 2 a_6 \beta_6 - 2 a_5 \beta_5 + \sqrt{2} a_4 \beta_7 + 4 a_3 \beta_8 \\
& 2 \sqrt{6} a_3 \beta_2 - 2 \sqrt{6} a_2 \beta_3 - 2 \sqrt{2} a_1 \beta_4 + 2 a_5 \beta_5 - 2 a_3 \beta_7 \\
& - 2 a_4 \beta_1 + 2 a_3 \beta_3 - 3 \sqrt{2} a_2 \beta_4 + \sqrt{2} a_1 \beta_5 + 4 a_6 \beta_6 - 2 a_5 \beta_8 \\
& 3 \sqrt{2} a_5 \beta_1 - \sqrt{6} a_5 \beta_2 - 2 \sqrt{2} a_4 \beta_3 - 2 a_3 \beta_4 + 2 \sqrt{2} a_1 \beta_6 - 2 a_6 \beta_8 \\
& - 3 \sqrt{2} a_6 \beta_1 - \sqrt{6} a_6 \beta_2 + 2 a_5 \beta_3 - 2 a_4 \beta_4 + 2 a_3 \beta_5 + 2 \sqrt{2} a_6 \beta_8 \\
& - 4 (a_6 \beta_3 + a_5 \beta_4 - a_3 \beta_6) \\
& - 3 \sqrt{2} a_1 \beta_1 - \sqrt{6} a_1 \beta_2 - 2 \sqrt{2} a_5 \beta_3 - 2 a_4 \beta_6 + 2 \sqrt{2} a_3 \beta_7 + 2 a_2 \beta_8 \\
& 3 \sqrt{2} a_5 \beta_1 - \sqrt{6} a_5 \beta_2 + 2 a_4 \beta_3 - 2 a_3 \beta_4 + 2 \sqrt{2} a_6 \beta_5 + 2 a_4 \beta_7 + 2 \sqrt{2} a_3 \beta_8 \\
& - 2 a_3 \beta_1 + 2 a_2 \beta_3 - 4 a_1 \beta_4 + \sqrt{2} a_6 \beta_6 + 3 \sqrt{2} a_5 \beta_7 - 2 a_4 \beta_8 \\
& 2 \sqrt{6} a_4 \beta_2 + 2 a_2 \beta_1 - a_1 \beta_5 + 2 \sqrt{2} a_5 \beta_7 + 2 a_2 \beta_8 \\
& a_5 \beta_1 + \sqrt{3} a_5 \beta_2 - 4 a_4 \beta_3 - \sqrt{2} a_3 \beta_4 + 4 a_2 \beta_5 - 2 a_1 \beta_6 + 3 \sqrt{2} a_6 \beta_8 \\
& a_6 \beta_1 - \sqrt{3} a_6 \beta_2 - \sqrt{2} a_5 \beta_3 + 2 a_4 \beta_4 - 3 \sqrt{2} a_3 \beta_5 + 4 a_2 \beta_6 - 2 a_1 \beta_7 \\
& \sqrt{2} a_6 \beta_3 + \sqrt{2} a_5 \beta_4 + 4 a_4 \beta_5 + 2 \sqrt{2} a_3 \beta_6 + 3 a_1 \beta_8 \\
& - \sqrt{6} a_6 \beta_3 + \sqrt{6} a_5 \beta_4 + \sqrt{3} a_4 \beta_5 + 2 \sqrt{3} a_2 \beta_7 - \sqrt{3} a_1 \beta_8 \\
& - 3 a_1 \beta_1 + \sqrt{3} a_1 \beta_2 + 2 a_6 \beta_3 + \sqrt{2} a_5 \beta_4 - 2 a_3 \beta_7 + 2 \sqrt{2} a_2 \beta_8 \\
& - 2 \sqrt{3} a_3 \beta_2 - \sqrt{2} a_1 \beta_3 + 2 a_6 \beta_5 + 2 \sqrt{2} a_4 \beta_7 - 2 a_3 \beta_8 \\
& - 2 \sqrt{2} a_3 \beta_1 - \sqrt{3} a_2 \beta_2 - \sqrt{2} a_1 \beta_4 - 4 a_6 \beta_6 + \sqrt{2} a_4 \beta_8 \\
& - 3 a_3 \beta_1 - \sqrt{3} a_2 \beta_4 + 2 a_4 \beta_5 - 2 a_6 \beta_7 + 2 a_5 \beta_8 \\
& - \sqrt{2} a_5 \beta_1 - \sqrt{6} a_5 \beta_2 + 2 a_4 \beta_3 - 4 a_3 \beta_4 + \sqrt{2} a_2 \beta_5 - \sqrt{2} a_1 \beta_6 \\
& \sqrt{2} a_6 \beta_1 + 6 a_6 \beta_2 + 2 a_5 \beta_3 - 4 a_4 \beta_4 + \sqrt{2} a_1 \beta_5 - \sqrt{2} a_2 \beta_6 \\
& 3 a_6 \beta_3 + 2 \sqrt{2} a_4 \beta_5 + 3 a_3 \beta_6 + \sqrt{2} a_2 \beta_7 + \sqrt{2} a_1 \beta_8 \\
& - \sqrt{3} a_6 \beta_3 + 2 \sqrt{3} a_5 \beta_4 + \sqrt{3} a_3 \beta_6 + \sqrt{3} a_2 \beta_7 - \sqrt{6} a_1 \beta_8 \\
& - \sqrt{2} a_1 \beta_1 + \sqrt{6} a_1 \beta_2 + \sqrt{2} a_6 \beta_4 + \sqrt{2} a_5 \beta_5 - \sqrt{2} a_3 \beta_7 + 4 a_2 \beta_8 \\
& - \sqrt{2} a_5 \beta_1 - \sqrt{6} a_5 \beta_2 + \sqrt{2} a_4 \beta_3 - 4 a_3 \beta_4 + \sqrt{2} a_2 \beta_5 - \sqrt{2} a_1 \beta_6 \\
& - 3 a_3 \beta_1 - \sqrt{3} a_2 \beta_3 + 4 a_1 \beta_4 - 2 \sqrt{2} a_6 \beta_5 - 4 a_4 \beta_7 - \sqrt{2} a_3 \beta_8 \\
& - 2 \sqrt{2} a_4 \beta_1 - \sqrt{2} a_3 \beta_3 + 4 a_1 \beta_5 + \sqrt{2} a_6 \beta_7 + \sqrt{2} a_5 \beta_8 \\
& - 2 \sqrt{3} a_5 \beta_2 + 2 a_4 \beta_3 - 2 \sqrt{2} a_3 \beta_4 - 2 a_1 \beta_6 + \sqrt{2} a_6 \beta_8 \\
& - 3 a_6 \beta_1 + \sqrt{3} a_6 \beta_2 - 2 \sqrt{2} a_5 \beta_3 + 2 a_4 \beta_4 - \sqrt{2} a_3 \beta_5 - 2 a_2 \beta_6 \\
\end{align*}
\]
\[ 7 \otimes 7 = 1_7 \oplus 3_{1A} \oplus 3_{1A} \oplus 6_{1S,1} \oplus 6_{1S,2} \oplus 7_7 \oplus 7_{1A} \oplus 8_{1S} \oplus 8_{1A} \]

\[ 1_7 : \alpha_1 \beta_1 + \alpha_7 \beta_2 + \alpha_6 \beta_3 + \alpha_5 \beta_4 + \alpha_4 \beta_5 + \alpha_3 \beta_6 + \alpha_2 \beta_7 \]
\[ -\sqrt{2} \alpha_3 \beta_1 + \sqrt{2} \alpha_1 \beta_2 + 2 \alpha_7 \beta_3 + \alpha_6 \beta_4 - \alpha_4 \beta_5 - 2 \alpha_3 \beta_6 - 2 \alpha_2 \beta_7 \]
\[ -\sqrt{2} \alpha_5 \beta_1 + \sqrt{2} \alpha_3 \beta_2 - \alpha_7 \beta_4 + 2 \alpha_6 \beta_5 + \alpha_5 \beta_6 + \alpha_5 \beta_4 + \alpha_4 \beta_7 \]
\[ -\sqrt{2} \alpha_3 \beta_1 - 2 \alpha_6 \beta_2 + \alpha_5 \beta_3 + \alpha_4 \beta_4 + 2 \alpha_3 \beta_5 + 2 \alpha_2 \beta_6 + \sqrt{2} \alpha_1 \beta_7 \]
\[ -\sqrt{2} \alpha_5 \beta_1 + \sqrt{2} \alpha_3 \beta_2 - \alpha_7 \beta_4 + 2 \alpha_6 \beta_5 + \alpha_5 \beta_6 + \alpha_5 \beta_4 + \alpha_4 \beta_7 \]
\[ \]
\[
8_2 = \begin{pmatrix}
2\sqrt{3}\alpha_1\beta_2 - 2\alpha_7\beta_3 - 2\alpha_6\beta_4 - \alpha_5\beta_5 - 4\alpha_4\beta_6 - 2\alpha_3\beta_7 + \alpha_2\beta_8 \\
-2\sqrt{3}\alpha_1\beta_1 + 2\sqrt{3}\alpha_7\beta_3 - 2\sqrt{3}\alpha_6\beta_4 + \sqrt{3}\alpha_5\beta_5 + \sqrt{3}\alpha_3\beta_6 \\
\alpha_2\beta_1 + \sqrt{3}\alpha_3\beta_2 - 2\alpha_7\beta_3 + 2\sqrt{2}\alpha_6\beta_5 - 3\sqrt{2}\alpha_5\beta_6 + 2\sqrt{2}\alpha_4\beta_7 \\
-2\alpha_3\beta_1 + 3\sqrt{2}\alpha_2\beta_3 - 2\alpha_7\beta_4 - 2\sqrt{2}\alpha_7\beta_5 - 2\sqrt{2}\alpha_4\beta_8 \\
-4\alpha_4\beta_1 - \sqrt{2}\alpha_3\beta_3 + \sqrt{2}\alpha_2\beta_4 + 2\alpha_7\beta_5 + 3\sqrt{2}\alpha_6\beta_8 \\
-\alpha_5\beta_1 + \sqrt{3}\alpha_5\beta_2 - 3\sqrt{2}\alpha_3\beta_4 - 2\alpha_7\beta_6 + 2\sqrt{2}\alpha_7\beta_7 - 2\sqrt{2}\alpha_6\beta_8 \\
-2\alpha_6\beta_1 - \sqrt{3}\alpha_6\beta_2 - \sqrt{2}\alpha_5\beta_3 + 3\sqrt{2}\alpha_5\beta_5 - \sqrt{2}\alpha_2\beta_6 + 2\alpha_1\beta_7 \\
-2\alpha_7\beta_1 + 2\sqrt{2}\alpha_7\beta_2 + \sqrt{2}\alpha_5\beta_4 + \sqrt{3}\alpha_3\beta_6 - 3\sqrt{2}\alpha_2\beta_7 + 2\alpha_1\beta_8 \\
\end{pmatrix}
\]

\[
8_3 = \begin{pmatrix}
\alpha_7\beta_4 + 4\alpha_6\beta_4 + 5\alpha_5\beta_5 + 5\alpha_4\beta_6 + 4\alpha_3\beta_7 + \alpha_2\beta_8 \\
-3\sqrt{3}\alpha_7\beta_3 + 2\sqrt{3}\alpha_6\beta_4 - \sqrt{3}\alpha_5\beta_5 - \sqrt{3}\alpha_4\beta_6 + 2\sqrt{3}\alpha_3\beta_7 - 3\sqrt{3}\alpha_2\beta_8 \\
\alpha_2\beta_1 - 3\sqrt{3}\alpha_2\beta_2 + 4\alpha_1\beta_3 - 3\sqrt{2}\alpha_7\beta_4 - \sqrt{2}\alpha_6\beta_5 + 3\sqrt{2}\alpha_5\beta_6 - \sqrt{2}\alpha_4\beta_7 \\
4\alpha_3\beta_1 + 2\sqrt{3}\alpha_3\beta_2 - 3\sqrt{2}\alpha_2\beta_3 + 4\alpha_1\beta_4 + \sqrt{2}\alpha_7\beta_5 + 3\sqrt{2}\alpha_6\beta_6 + \sqrt{2}\alpha_4\beta_8 \\
5\alpha_4\beta_1 - \sqrt{3}\alpha_4\beta_2 - \sqrt{2}\alpha_3\beta_3 + \sqrt{2}\alpha_2\beta_4 - 4\alpha_1\beta_5 - 3\sqrt{2}\alpha_6\beta_7 - 3\sqrt{2}\alpha_5\beta_8 \\
5\alpha_5\beta_1 - \sqrt{3}\alpha_5\beta_2 + 3\sqrt{2}\alpha_4\beta_3 + 3\sqrt{2}\alpha_3\beta_4 + 4\alpha_1\beta_6 - \sqrt{2}\alpha_7\beta_7 + \sqrt{2}\alpha_6\beta_8 \\
4\alpha_6\beta_1 + 2\sqrt{3}\alpha_6\beta_2 - \sqrt{2}\alpha_5\beta_3 - 3\sqrt{2}\alpha_5\beta_5 - \sqrt{2}\alpha_2\beta_6 - 4\alpha_1\beta_7 + 3\sqrt{2}\alpha_7\beta_8 \\
\alpha_7\beta_1 - 3\sqrt{3}\alpha_7\beta_2 + \sqrt{2}\alpha_5\beta_4 - 3\sqrt{2}\alpha_4\beta_5 + \sqrt{2}\alpha_3\beta_6 + 3\sqrt{2}\alpha_2\beta_7 - 4\alpha_1\beta_8 \\
\end{pmatrix}
\]

\[8 \otimes 8 = 1_S \oplus 3_A \oplus 3_A \oplus 6_S,1 \oplus 6_S,2 \oplus 7_S \oplus 7_A,1 \oplus 7_A,2 \oplus 8_S,1 \oplus 8_S,2 \oplus 8_A\]

\[
1_S : a_1\beta_1 + a_2\beta_2 - a_3\beta_3 - a_4\beta_4 - a_5\beta_5 - a_6\beta_6 - a_7\beta_7 - a_8\beta_8 \\
3_A : (a_1\beta_1 - \sqrt{3}a_2\beta_2 + a_3\beta_3 + \sqrt{3}a_4\beta_4 - \sqrt{2}a_5\beta_5 + \sqrt{2}a_6\beta_6 - \sqrt{2}a_7\beta_7 + \sqrt{2}a_8\beta_8 ) \\
6_S,1 : (a_5\beta_1 - \sqrt{3}a_5\beta_2 - \sqrt{2}a_4\beta_3 - \sqrt{2}a_3\beta_4 + a_1\beta_5 + \sqrt{3}a_2\beta_5 + \sqrt{2}a_8\beta_6 - 2\sqrt{2}a_7\beta_7 + 7a_6\beta_8 ) \\
6_S,2 : (a_3\beta_1 + \sqrt{3}a_3\beta_2 + a_1\beta_3 + \sqrt{3}a_2\beta_3 - \sqrt{2}a_8\beta_4 + \sqrt{2}a_7\beta_5 - 2\sqrt{2}a_6\beta_6 + \sqrt{2}a_5\beta_7 - \sqrt{2}a_4\beta_8 ) \\
7_S : (a_5\beta_1 - \sqrt{3}a_5\beta_2 - \sqrt{2}a_4\beta_3 - \sqrt{2}a_3\beta_4 + a_1\beta_5 - \sqrt{3}a_2\beta_5 - \sqrt{2}a_8\beta_6 + 2\sqrt{2}a_7\beta_7 - \sqrt{2}a_6\beta_8 ) \\
7_A,1 : (a_6\beta_1 + \sqrt{3}a_6\beta_2 - \sqrt{2}a_5\beta_3 - 2\sqrt{2}a_4\beta_4 + \sqrt{2}a_8\beta_5 + \sqrt{2}a_7\beta_6 + \sqrt{2}a_6\beta_7 + \sqrt{2}a_5\beta_8 ) \\
7_A,2 : (a_7\beta_1 - \sqrt{6}a_7\beta_2 + 2a_5\beta_3 + 2a_4\beta_4 + \sqrt{2}a_1\beta_7 - \sqrt{6}a_2\beta_7 ) \\
8_S,1 : (a_7\beta_1 - \sqrt{6}a_7\beta_2 + 2a_5\beta_3 + 2a_4\beta_4 + \sqrt{2}a_1\beta_7 - \sqrt{6}a_2\beta_7 ) \\
8_S,2 : (a_7\beta_1 - \sqrt{6}a_7\beta_2 + 2a_5\beta_3 + 2a_4\beta_4 + \sqrt{2}a_1\beta_7 - \sqrt{6}a_2\beta_7 ) \\
8_A : 2\sqrt{2}a_8\beta_3 - 2\sqrt{2}a_7\beta_4 - a_6\beta_5 + a_5\beta_6 - a_4\beta_7 + \sqrt{3}a_8\beta_8 \\
\]
B Constructing weight 2 modular forms of $\Gamma(7)$ by derivative of Dedekind eta function

For any complex number $\tau$ with $\Im \tau > 0$, the Dedekind eta-function $\eta(\tau)$ is defined as

$$
\eta(\tau) = q^{1/24} \prod_{n=1}^{\infty} (1 - q^n), \quad q \equiv e^{i2\pi \tau}. \tag{B.4}
$$

The $\eta$ function satisfies the following identities

$$
\eta(\tau + 1) = e^{i\pi/12} \eta(\tau), \quad \eta(-1/\tau) = \sqrt{-i\tau} \eta(\tau), \tag{B.5}
$$

\begin{align*}
\eta(\tau) &= q^{1/24} \prod_{n=1}^{\infty} (1 - q^n), \quad q \equiv e^{i2\pi \tau}. \tag{B.4}
\end{align*}
which implies $\eta(\tau)$ is a modular function of weight half. Moreover, we see that the set of functions $\eta(7\tau), \eta(\tau/7), \eta((\tau + 1)/7), \eta((\tau + 2)/7), \eta((\tau + 3)/7), \eta((\tau + 4)/7), \eta((\tau + 5)/7)$ and $\eta((\tau + 6)/7)$ are closed under the action of the generators $S$ and $T$. To be more specific, we have the following transformation rules under $T$,

\[
\eta(7\tau) \to e^{\frac{i\pi \tau}{12}} \eta(7\tau), \hspace{1em} \eta\left(\frac{\tau}{7}\right) \to \eta\left(\frac{\tau + 1}{7}\right)
\]

\[
\eta\left(\frac{\tau + 1}{7}\right) \to \eta\left(\frac{\tau + 2}{7}\right), \hspace{1em} \eta\left(\frac{\tau + 2}{7}\right) \to \eta\left(\frac{\tau + 3}{7}\right)
\]

\[
\eta\left(\frac{\tau + 3}{7}\right) \to \eta\left(\frac{\tau + 4}{7}\right), \hspace{1em} \eta\left(\frac{\tau + 4}{7}\right) \to \eta\left(\frac{\tau + 5}{7}\right)
\]

\[
\eta\left(\frac{\tau + 5}{7}\right) \to \eta\left(\frac{\tau + 6}{7}\right), \hspace{1em} \eta\left(\frac{\tau + 6}{7}\right) \to e^{\frac{i\pi \tau}{12}} \eta\left(\frac{\tau}{7}\right)
\]

(B.6)

Moreover, we find the following transformation behaviors under $S$

\[
\eta(7\tau) \to \sqrt{-i\tau} \eta\left(\frac{\tau}{7}\right), \hspace{1em} \eta\left(\frac{\tau}{7}\right) \to \sqrt{-i\tau} \eta(7\tau),
\]

\[
\eta\left(\frac{\tau + 1}{7}\right) \to e^{-\frac{5\pi i}{12}} \sqrt{-i\tau} \eta\left(\frac{\tau + 6}{7}\right), \hspace{1em} \eta\left(\frac{\tau + 2}{7}\right) \to e^{-\frac{\pi i}{12}} \sqrt{-i\tau} \eta\left(\frac{\tau + 3}{7}\right)
\]

\[
\eta\left(\frac{\tau + 3}{7}\right) \to e^{\frac{\pi i}{12}} \sqrt{-i\tau} \eta\left(\frac{\tau + 2}{7}\right), \hspace{1em} \eta\left(\frac{\tau + 4}{7}\right) \to e^{-\frac{\pi i}{12}} \sqrt{-i\tau} \eta\left(\frac{\tau + 5}{7}\right),
\]

\[
\eta\left(\frac{\tau + 5}{7}\right) \to e^{\frac{\pi i}{12}} \sqrt{-i\tau} \eta\left(\frac{\tau + 4}{7}\right), \hspace{1em} \eta\left(\frac{\tau + 6}{7}\right) \to e^{\frac{5\pi i}{12}} \sqrt{-i\tau} \eta\left(\frac{\tau + 1}{7}\right)
\]

(B.7)

Following the approach proposed in [1], we can construct the weight 2 modular form by linear combination of the logarithmic derivative of above mentioned complete set of $\eta$ functions,

\[
Y(x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8 | \tau) = \frac{d}{d\tau}\left[x_1 \ln \eta(7\tau) + x_2 \ln \eta\left(\frac{\tau}{7}\right) + x_3 \ln \eta\left(\frac{\tau + 1}{7}\right) + x_4 \ln \eta\left(\frac{\tau + 2}{7}\right) + x_5 \ln \eta\left(\frac{\tau + 3}{7}\right) + x_6 \ln \eta\left(\frac{\tau + 4}{7}\right) + x_7 \ln \eta\left(\frac{\tau + 5}{7}\right) + x_8 \ln \eta\left(\frac{\tau + 6}{7}\right)\right],
\]

\[
= 7x_1 \eta'(7\tau) + 7x_2 \eta'(\tau/7) + x_3 \eta'(\tau + 1/7) + x_4 \eta'(\tau + 2/7) + x_5 \eta'(\tau + 3/7) + x_6 \eta'(\tau + 4/7) + x_7 \eta'(\tau + 5/7) + x_8 \eta'(\tau + 6/7)
\]

(B.8)

with $x_1 + x_2 + x_3 + x_4 + x_5 + x_6 + x_7 + x_8 = 0$. Notice that $12\eta'(\tau)/\eta(\tau) \equiv i\pi E_2(\tau)$, where $E_2(\tau)$ is the well-known Eisenstein series of weight 2. Under the action of the generators $S$ and $T$, this function transforms as

\[
Y(x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8 | \tau) \xrightarrow{T} \Sigma Y(x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8 | \tau), \hspace{1em} Y_{\Sigma} \xrightarrow{S} \Sigma^2 Y(x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8 | \tau).
\]

(B.9)

We can construct a septet $Y_7(\tau) = (Y_1', Y_2', Y_3', Y_4', Y_5', Y_6', Y_7')^T$ by the modular function $Y(x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8 | \tau)$, and $Y_7(\tau)$ transforms as $\mathbf{7}$ under $\Gamma_7 \cong \Sigma(168)$,

\[
Y_7(-1/\tau) = \tau^2 \rho_7(S) Y_7(\tau), \hspace{1em} Y_7(\tau + 1) = \rho_7(T) Y_7(\tau).
\]

(B.10)

We can then straightforwardly find the solutions for $Y_i'$ ($i = 1, 2, \ldots, 7$) are given by

\[
Y_i'(\tau) = \frac{c}{2\sqrt{2}} Y(\tau, -1, -1, -1, -1, -1, -1, -1, -1, -1 | \tau),
\]
$$Y_2' (\tau) = c Y (0,1,\rho^{-1},\rho^{-2},\rho^{-3},\rho^2,\rho | \tau)|,
Y_3' (\tau) = c Y (0,1,\rho^{-2},\rho^3,\rho,\rho^{-1},\rho^{-3},\rho^2 | \tau),$$
$$Y_4' (\tau) = c Y (0,1,\rho^{-3},\rho,\rho^{-2},\rho^2,\rho^{-1},\rho^3 | \tau),
Y_5' (\tau) = c Y (0,1,\rho^3,\rho^{-1},\rho^2,\rho^{-2},\rho,\rho^{-3} | \tau),
Y_6' (\tau) = c Y (0,1,\rho^2,\rho^{-3},\rho^{-1},\rho,\rho^3,\rho^{-2} | \tau),$$
$$Y_7' (\tau) = c Y (0,1,\rho,\rho^2,\rho^3,\rho^{-3},\rho^{-2},\rho^{-1} | \tau),$$ (B.11)

up to the overall constant $c$. We shall choose $c = -\frac{i}{\sqrt{2\pi}}$ for convenience. The $q$—expansion of $Y_i'$ reads

$$Y_1' (\tau) = 1 + 4q + 12q^2 + 16q^3 + 28q^4 + 24q^5 + \ldots,$nY_2' (\tau) = -\sqrt{2} q^{1/7} (1 + 15q + 24q^2 + 36q^3 + 30q^4 + 91q^5 + \ldots),$$
$$Y_3' (\tau) = -\sqrt{2} q^{2/7} (3 + 13q + 31q^2 + 24q^3 + 72q^4 + 38q^5 + \ldots),$$
$$Y_4' (\tau) = -2\sqrt{2} q^{3/7} (2 + 9q + 9q^2 + 30q^3 + 16q^4 + 30q^5 + \ldots),$$
$$Y_5' (\tau) = -\sqrt{2} q^{4/7} (7 + 12q + 39q^2 + 31q^3 + 63q^4 + 56q^5 + \ldots),$$
$$Y_6' (\tau) = -2\sqrt{2} q^{5/7} (3 + 14q + 10q^2 + 21q^3 + 24q^4 + 45q^5 + \ldots),$$
$$Y_7' (\tau) = -2\sqrt{2} q^{6/7} (6 + 7q + 21q^2 + 20q^3 + 27q^4 + 21q^5 + \ldots) .$$ (B.12)

Further we find that the above modular forms can be expressed in terms of Miller-like basis vectors in Eq. (19) as follows,

$$Y_1' (\tau) = b_4 (\tau) + 4b_{11} (\tau) + 12b_{18} (\tau) + 16b_{25} (\tau) + 28b_{26} (\tau),$$
$$Y_2' (\tau) = -\sqrt{2} [b_5 (\tau) + 15b_{12} (\tau) + 24b_{19} (\tau)],$$
$$Y_3' (\tau) = -\sqrt{2} [3b_6 (\tau) + 13b_{13} (\tau) + 31b_{20} (\tau)],$$
$$Y_4' (\tau) = -2\sqrt{2} [2b_7 (\tau) + 9b_{14} (\tau) + 9b_{21} (\tau)],$$
$$Y_5' (\tau) = -\sqrt{2} [7b_8 (\tau) + 12b_{15} (\tau) + 39b_{22} (\tau)],$$
$$Y_6' (\tau) = -2\sqrt{2} [3b_9 (\tau) + 14b_{16} (\tau) + 10b_{23} (\tau)],$$
$$Y_7' (\tau) = -2\sqrt{2} [6b_{10} (\tau) + 7b_{17} (\tau) + 21b_{24} (\tau)].$$ (B.13)

We see that the modular form $Y_7 (\tau)$ is exactly the same as $Y_7^{(2)} (\tau)$ in Eq. (21).

\section{Constructing weight 2 modular forms of $\Gamma(7)$ by theta function method}

The modular forms of level 5 can be constructed from the Jacobi theta functions \cite{20}. In the following, we proceed to construct the weight 2 modular forms of level $N = 7$ by using the Jacobi theta functions $\theta_3 (u, \tau)$ which is defined as

$$\theta_3 (u, \tau) = \sum_{k \in \mathbb{Z}} q^{k^2/2} e^{2\pi i k u} .$$ (C.14)

It can also be expressed as the following infinite product,

$$\theta_3 (u, \tau) = \prod_{n=1}^{\infty} (1 - q^n)(1 + q^{n-1/2} e^{2\pi i u})(1 + q^{n-1/2} e^{-2\pi i u}).$$ (C.15)

The theta function $\theta_3 (u, \tau)$ has the following properies \cite{54}:

$$\theta_3 (-u, \tau) = \theta_3 (u, \tau), \quad \theta_3 (u + m, \tau + 2n) = \theta_3 (u, \tau), \quad \theta_3 (u + \frac{1}{2} + m, \tau + 1 + 2n) = \theta_3 (u, \tau),$$
\[
\theta_3(\tau - u, \tau) = e^{(2\pi u - \tau)\pi i} \theta_3(u, \tau), \quad \theta_3(u, \tau) = \frac{1}{\sqrt{-i\tau}} e^{-\pi i u^2/\tau} \theta_3(u/\tau, -1/\tau),
\]

with \(m, n \in \mathbb{Z}\). The lowest weight modular form with \(k = 2\) can be expressed as linear combinations of the logarithmic derivatives of some “seed” functions \(\alpha_{i,j}(\tau)\). We choose the closed set of the seed functions \(\alpha_{i,j}(\tau)\) as follows,

\[
\begin{align*}
\alpha_{1,-1}(\tau) &= \theta_3 \left( \frac{\tau + 1}{2}, 7\tau \right), \\
\alpha_{2,-1}(\tau) &= e^{2\pi i \tau} \theta_3 \left( \frac{3\tau + 1}{2}, 7\tau \right), \\
\alpha_{3,-1}(\tau) &= e^{6\pi i \tau} \theta_3 \left( \frac{5\tau + 1}{2}, 7\tau \right), \\
\alpha_{1,0}(\tau) &= \theta_3 \left( \frac{\tau + 1}{14}, \frac{\tau}{7} \right), \\
\alpha_{2,0}(\tau) &= \theta_3 \left( \frac{\tau + 3}{14}, \frac{\tau}{7} \right), \\
\alpha_{3,0}(\tau) &= \theta_3 \left( \frac{\tau + 5}{14}, \frac{\tau}{7} \right), \\
\alpha_{1,1}(\tau) &= \theta_3 \left( \frac{\tau + 2}{14}, \frac{\tau + 1}{7} \right), \\
\alpha_{2,1}(\tau) &= \theta_3 \left( \frac{\tau + 4}{14}, \frac{\tau + 1}{7} \right), \\
\alpha_{3,1}(\tau) &= \theta_3 \left( \frac{\tau + 6}{14}, \frac{\tau + 1}{7} \right), \\
\alpha_{1,2}(\tau) &= \theta_3 \left( \frac{\tau + 3}{14}, \frac{\tau + 2}{7} \right), \\
\alpha_{2,2}(\tau) &= \theta_3 \left( \frac{\tau + 5}{14}, \frac{\tau + 2}{7} \right), \\
\alpha_{3,2}(\tau) &= \theta_3 \left( \frac{\tau + 7}{14}, \frac{\tau + 2}{7} \right), \\
\alpha_{1,3}(\tau) &= \theta_3 \left( \frac{\tau + 4}{14}, \frac{\tau + 3}{7} \right), \\
\alpha_{2,3}(\tau) &= \theta_3 \left( \frac{\tau + 6}{14}, \frac{\tau + 3}{7} \right), \\
\alpha_{3,3}(\tau) &= \theta_3 \left( \frac{\tau + 8}{14}, \frac{\tau + 3}{7} \right), \\
\alpha_{1,4}(\tau) &= \theta_3 \left( \frac{\tau + 5}{14}, \frac{\tau + 4}{7} \right), \\
\alpha_{2,4}(\tau) &= \theta_3 \left( \frac{\tau + 7}{14}, \frac{\tau + 4}{7} \right), \\
\alpha_{3,4}(\tau) &= \theta_3 \left( \frac{\tau + 9}{14}, \frac{\tau + 4}{7} \right), \\
\alpha_{1,5}(\tau) &= \theta_3 \left( \frac{\tau + 6}{14}, \frac{\tau + 5}{7} \right), \\
\alpha_{2,5}(\tau) &= \theta_3 \left( \frac{\tau + 8}{14}, \frac{\tau + 5}{7} \right), \\
\alpha_{3,5}(\tau) &= \theta_3 \left( \frac{\tau + 10}{14}, \frac{\tau + 5}{7} \right), \\
\alpha_{1,6}(\tau) &= \theta_3 \left( \frac{\tau + 7}{14}, \frac{\tau + 6}{7} \right), \\
\alpha_{2,6}(\tau) &= \theta_3 \left( \frac{\tau + 9}{14}, \frac{\tau + 6}{7} \right), \\
\alpha_{3,6}(\tau) &= \theta_3 \left( \frac{\tau + 11}{14}, \frac{\tau + 6}{7} \right).
\]

Note the set of seed functions is not unique although the same results for modular forms are obtained. Under the action of the generators \(S\) and \(T\), we can check that each of these seed functions \(\alpha_{i,j}(\tau)\) is mapped to another, up to some \(\tau\)-dependent multiplicative factor. The transformation properties of \(\alpha_{i,j}(\tau)\) under \(S\) and \(T\) are shown in figure 3. Hence we can start from any seed function \(\alpha_{1,-1}(\tau)\) (e.g. \(\alpha_{1,-1}(\tau)\)) to generate all the others. Moreover, we find that each seed function is mapped into itself under the actions of the modular transformations \(S^2\), \((ST)^3\), \((ST)^4\) and \(T^7\) up to some \(\tau\) relevant factors. Taking logarithmic derivatives, we find

\[
\frac{d}{d\tau} \log \alpha_{i,j}(-1/\tau) = \frac{i\pi}{28} \left( 1 - \frac{1}{\tau^2} \right) + \frac{1}{2\tau} + \frac{d}{d\tau} \log \alpha_{i,j}(\tau),
\]

\[
\frac{d}{d\tau} \log \alpha_{i,j}(\tau + 1) = \frac{d}{d\tau} \log \alpha_{i,j}(\tau),
\]
As a consequence, the modular functions

\[ Y(x_{1,-1}, \ldots, x_{1,6}; x_{2,-1}, \ldots, x_{2,6}; x_{3,-1}, \ldots, x_{3,6}|\tau) = \sum_{i,j} x_{i,j} \frac{d}{d\tau} \log \alpha_{i,j}(\tau), \quad \text{with} \quad \sum_{i,j} x_{i,j} = 0, \]

span a 24-dimensional linear space of weight two modular forms of level \( N = 7 \). Under \( S \) and \( T \), the modular function \( Y \) transforms as follows,

\[
S : \quad Y(x_{1,-1}, \ldots, x_{1,6}; x_{2,-1}, \ldots, x_{2,6}; x_{3,-1}, \ldots x_{3,6}|\tau) \overset{S}{\rightarrow} Y(x_{1,-1}, \ldots, x_{1,6}; x_{2,-1}, \ldots, x_{2,6}; x_{3,-1}, \ldots x_{3,6}|\frac{1}{\tau}) = \tau^2 Y(x_{1,0}, x_{1,-1}, x_{1,6}, x_{2,3}, x_{3,2}; x_{3,5}, x_{2,4}, x_{1,1}, x_{0,2}; x_{2,0}, x_{2,1}, x_{2,6}, x_{1,2}, x_{1,3}; x_{1,2}, x_{1,3}, x_{1,3}, x_{1,5}; x_{3,0}, x_{3,1}, x_{3,2}, x_{3,3}, x_{3,4}, x_{3,5}|\tau),
\]

\[
T : \quad Y(x_{1,-1}, \ldots, x_{1,6}; x_{2,-1}, \ldots, x_{2,6}; x_{3,-1}, \ldots, x_{3,6}|\tau) \overset{T}{\rightarrow} Y(x_{1,-1}, \ldots, x_{1,6}; x_{2,-1}, \ldots, x_{2,6}; x_{3,-1}, \ldots, x_{3,6}|\tau + 1) = Y(x_{1,-1}, x_{1,6}, x_{1,0}, x_{1,1}, x_{1,2}, x_{1,3}, x_{1,4}, x_{1,5}, x_{2,-1}, x_{2,6}, x_{2,0}, x_{2,1}, x_{2,2}, x_{2,3}, x_{2,4}, x_{2,5}; x_{3,-1}, x_{3,6}, x_{3,0}, x_{3,1}, x_{3,2}, x_{3,3}, x_{3,4}, x_{3,5}|\tau). \]

As shown in Eq. (16), we can always choose a basis such that the modular forms can be organized into different multiplets of \( \Gamma_7 \):

\[ \widetilde{Y}_{7}^{(2)}(\tau) = -\frac{i}{2\sqrt{2\pi}} \begin{pmatrix}
\frac{1}{\sqrt{2}} Y(7, -v_0; 7, -v_0; 7, -v_0|\tau) \\
y(0, v_1; 0, v_1; 0, v_1|\tau) \\
y(0, v_2; 0, v_2; 0, v_2|\tau) \\
y(0, v_3; 0, v_3; 0, v_3|\tau) \\
y(0, v_4; 0, v_4; 0, v_4|\tau) \\
y(0, v_5; 0, v_5; 0, v_5|\tau) \\
y(0, v_6; 0, v_6; 0, v_6|\tau)
\end{pmatrix}, \]

\[ \widetilde{Y}_{8a}^{(2)}(\tau) = \begin{pmatrix}
\frac{1}{\sqrt{2}} Y(2(c_1 - c_3), 0; 2(c_2 - c_1), v_0; 2(c_3 - c_2), -v_0|\tau) \\
-\frac{1}{\sqrt{2}} Y(1 + 6c_2, -2v_0; 1 + 6c_3, v_0; 1 + 6c_1, v_0|\tau) \\
y(0, v_1; 0, 0; 0, v_1|\tau) \\
y(0, 0; 0, -v_2; 0, v_2|\tau) \\
y(0, -v_3; 0, v_3; 0, 0|\tau) \\
y(0, v_4; 0, -v_4; 0, 0|\tau) \\
y(0, 0; 0, v_5; 0, 0|\tau) \\
y(0, -v_6; 0, 0; 0, v_6|\tau)
\end{pmatrix}, \]

\[ \widetilde{Y}_{8b}^{(2)}(\tau) = \begin{pmatrix}
\frac{1}{\sqrt{2}} Y(2(c_3 - c_2), -v_0; 2(c_1 - c_3), 0; 2(c_2 - c_1), v_0|\tau) \\
-\frac{1}{\sqrt{2}} Y(1 + 6c_1, v_0; 1 + 6c_2, -2v_0; 1 + 6c_3, v_0|\tau) \\
y(0, -v_1; 0, v_1; 0, 0|\tau) \\
y(0, v_2; 0, 0; 0, v_2|\tau) \\
y(0, 0; 0, -v_3; 0, v_3|\tau) \\
y(0, v_4; 0, -v_4; 0, v_4|\tau) \\
y(0, -v_5; 0, 0; 0, v_5|\tau) \\
y(0, v_6; 0, 0, -v_6; 0, 0|\tau)
\end{pmatrix}. \]

where \( \mathbf{v}_k \equiv \{1, \rho^k, \rho^{2k}, \rho^{3k}, \rho^{4k}, \rho^{5k}\} \) for \( k = 0, 1, \ldots, 6 \) and \( \mathbf{0} \equiv \{0, 0, 0, 0, 0, 0, 0\} \). From the expressions of \( q \)-expansion, we see that the modular form \( \widetilde{Y}_{7}^{(2)}(\tau) \) in the representation \( 7 \) coincides with \( Y_{7}^{(2)}(\tau) \) of Eq. (21). Moreover, the two modular octets \( Y_{8a}^{(2)}(\tau) \) and \( Y_{8b}^{(2)}(\tau) \) in Eqs. (22, 23) are linear combinations of \( \widetilde{Y}_{8a}^{(2)}(\tau) \) and \( \widetilde{Y}_{8b}^{(2)}(\tau) \) as follow,

\[ Y_{8a}^{(2)} = \frac{y_1 \widetilde{Y}_{8a}^{(2)}(\tau) + y_2 \widetilde{Y}_{8b}^{(2)}(\tau)}{2\sqrt{2\pi}}, \quad Y_{8b}^{(2)} = \frac{z_1 \widetilde{Y}_{8a}^{(2)}(\tau) + z_2 \widetilde{Y}_{8b}^{(2)}(\tau)}{2\sqrt{2\pi}}, \]

where \( y_1, y_2, z_1, z_2 \) are coefficients to be determined.
with
\[
y_1 = -2 \frac{1}{7} (4c_1 + c_2 - 5c_3), \quad y_2 = -\frac{2}{7} (5c_1 - 4c_2 - c_3),
\]
\[
z_1 = \frac{1}{35} (2c_1 - 3c_2 + c_3), \quad z_2 = \frac{1}{35} (-c_1 - 2c_2 + 3c_3).
\] (C.26)

In short, we can construct 23 modular forms of weight 2 and level 7, and they can be decomposed into one septuplet and two octuplets of \( \Gamma_7 \). We can not build the modular multiplet \( Y_{3}^{(2)}(\tau) \) in the representation 3 of \( \Gamma_7 \) from the theta function \( \theta_3(u, \tau) \).

## D Higher weight modular forms and constraints

Through the tensor products of the modular forms \( Y_{3}^{(2)}, Y_{7}^{(2)}, Y_{8a}^{(2)} \) and \( Y_{8b}^{(2)} \), one can find, at weight 4, the following modular multiplets:

\[
Y_{1a}^{(4)} = \left( Y_{7}^{(2)} Y_{7}^{(2)} \right)_1, \quad Y_{1b}^{(4)} = \left( Y_{8a}^{(2)} Y_{8a}^{(2)} \right)_1, \quad Y_{1c}^{(4)} = \left( Y_{8a}^{(2)} Y_{8b}^{(2)} \right)_1, \quad Y_{1d}^{(4)} = \left( Y_{8b}^{(2)} Y_{8b}^{(2)} \right)_1.
\] (D.27)

\[
Y_{3a}^{(4)} = \left( Y_{3}^{(2)} Y_{8a}^{(2)} \right)_3, \quad Y_{3b}^{(4)} = \left( Y_{3}^{(2)} Y_{8b}^{(2)} \right)_3, \quad Y_{3c}^{(4)} = \left( Y_{7}^{(2)} Y_{8a}^{(2)} \right)_3,
\]
\[
Y_{3d}^{(4)} = \left( Y_{7}^{(2)} Y_{8b}^{(2)} \right)_3, \quad Y_{3e}^{(4)} = \left( Y_{8a}^{(2)} Y_{8b}^{(2)} \right)_3.
\] (D.28)

\[
Y_{3a}^{(4)} = \left( Y_{7}^{(2)} Y_{8a}^{(2)} \right)_3, \quad Y_{3b}^{(4)} = \left( Y_{7}^{(2)} Y_{8b}^{(2)} \right)_3, \quad Y_{3c}^{(4)} = \left( Y_{8a}^{(2)} Y_{8b}^{(2)} \right)_3.
\] (D.29)

\[
Y_{6a}^{(4)} = \left( Y_{3}^{(2)} Y_{3}^{(2)} \right)_6, \quad Y_{6b}^{(4)} = \left( Y_{3}^{(2)} Y_{7}^{(2)} \right)_6, \quad Y_{6c}^{(4)} = \left( Y_{3}^{(2)} Y_{8a}^{(2)} \right)_6,
\]
\[
Y_{6d}^{(4)} = \left( Y_{3}^{(2)} Y_{8b}^{(2)} \right)_6, \quad Y_{6e}^{(4)} = \left( Y_{7}^{(2)} Y_{7}^{(2)} \right)_6, \quad Y_{6f}^{(4)} = \left( Y_{7}^{(2)} Y_{8a}^{(2)} \right)_6,
\]
\[
Y_{6g}^{(4)} = \left( Y_{7}^{(2)} Y_{8b}^{(2)} \right)_6, \quad Y_{6h}^{(4)} = \left( Y_{8a}^{(2)} Y_{8a}^{(2)} \right)_{6s,1}, \quad Y_{6i}^{(4)} = \left( Y_{8a}^{(2)} Y_{8b}^{(2)} \right)_{6s,1},
\]
\[
Y_{6j}^{(4)} = \left( Y_{8b}^{(2)} Y_{8b}^{(2)} \right)_{6s,1}, \quad Y_{6k}^{(4)} = \left( Y_{7}^{(2)} Y_{7}^{(2)} \right)_{6s,2}, \quad Y_{6l}^{(4)} = \left( Y_{7}^{(2)} Y_{8a}^{(2)} \right)_{6s,2},
\]
\[
Y_{6m}^{(4)} = \left( Y_{7}^{(2)} Y_{8b}^{(2)} \right)_{6s,2}, \quad Y_{6n}^{(4)} = \left( Y_{8a}^{(2)} Y_{8a}^{(2)} \right)_{6s,2}, \quad Y_{6o}^{(4)} = \left( Y_{8a}^{(2)} Y_{8b}^{(2)} \right)_{6s,2},
\]
\[
Y_{6p}^{(4)} = \left( Y_{8b}^{(2)} Y_{8b}^{(2)} \right)_{6s,2}.
\] (D.30)

\[
Y_{7a}^{(4)} = \left( Y_{3}^{(2)} Y_{7}^{(2)} \right)_7, \quad Y_{7b}^{(4)} = \left( Y_{7}^{(2)} Y_{7}^{(2)} \right)_7, \quad Y_{7c}^{(4)} = \left( Y_{3}^{(2)} Y_{8a}^{(2)} \right)_7,
\]
\[
Y_{7d}^{(4)} = \left( Y_{3}^{(2)} Y_{8b}^{(2)} \right)_7, \quad Y_{7e}^{(4)} = \left( Y_{7}^{(2)} Y_{8a}^{(2)} \right)_7, \quad Y_{7f}^{(4)} = \left( Y_{7}^{(2)} Y_{8b}^{(2)} \right)_7,
\]
\[
Y_{7g}^{(4)} = \left( Y_{8a}^{(2)} Y_{8a}^{(2)} \right)_{7s,1}, \quad Y_{7h}^{(4)} = \left( Y_{8a}^{(2)} Y_{8b}^{(2)} \right)_{7s,1}, \quad Y_{7i}^{(4)} = \left( Y_{8b}^{(2)} Y_{8b}^{(2)} \right)_{7s,1},
\]
\[
Y_{7j}^{(4)} = \left( Y_{7}^{(2)} Y_{8a}^{(2)} \right)_7, \quad Y_{7k}^{(4)} = \left( Y_{7}^{(2)} Y_{8b}^{(2)} \right)_7, \quad Y_{7l}^{(4)} = \left( Y_{8a}^{(2)} Y_{8b}^{(2)} \right)_{7s,2},
\]
\[
Y_{7m}^{(4)} = \left( Y_{8a}^{(2)} Y_{8b}^{(2)} \right)_{7a}.
\] (D.31)

\[
Y_{8a}^{(4)} = \left( Y_{3}^{(2)} Y_{7}^{(2)} \right)_8, \quad Y_{8b}^{(4)} = \left( Y_{8a}^{(2)} Y_{8a}^{(2)} \right)_8, \quad Y_{8c}^{(4)} = \left( Y_{8b}^{(2)} Y_{8b}^{(2)} \right)_8,
\]
\[
Y_{8d}^{(4)} = \left( Y_{7}^{(2)} Y_{7}^{(2)} \right)_8, \quad Y_{8e}^{(4)} = \left( Y_{7}^{(2)} Y_{8a}^{(2)} \right)_8, \quad Y_{8f}^{(4)} = \left( Y_{7}^{(2)} Y_{8b}^{(2)} \right)_8,
\]
\[
Y_{8g}^{(4)} = \left( Y_{8a}^{(2)} Y_{8b}^{(2)} \right)_8, \quad Y_{8h}^{(4)} = \left( Y_{8a}^{(2)} Y_{8b}^{(2)} \right)_8, \quad Y_{8i}^{(4)} = \left( Y_{8a}^{(2)} Y_{8b}^{(2)} \right)_8,
\]
\[
Y_{8j}^{(4)} = \left( Y_{8b}^{(2)} Y_{8b}^{(2)} \right)_8.
\]
Notice that not all of the above modular multiplets are linearly independent. From the $q$-expansions of $Y_i(\tau)$ given in Eq. (23), we find the following 297 constraints between the different weight 4 modular multiplets $Y^{(4)}_i$,

\begin{align}
Y^{(4)}_{1a} &= Y^{(4)}_{1b} = 300Y^{(4)}_{1d}, \quad Y^{(4)}_{1c} = 0, \quad (D.33)\\
Y^{(4)}_{3a} &= -30Y^{(4)}_{3b} = -\frac{1}{\sqrt{6}}Y^{(4)}_{3c} = \sqrt{6}Y^{(4)}_{3d} = -5\sqrt{6}Y^{(4)}_{3e}, \quad (D.34)\\
Y^{(4)}_{3a} &= Y^{(4)}_{3b} = Y^{(4)}_{3c} = (0, 0, 0)^T. \quad (D.35)
\end{align}

\begin{align}
Y^{(4)}_{6c} &= \frac{1}{2} \left(3\sqrt{2}Y^{(4)}_{6a} + Y^{(4)}_{6b}\right), \quad Y^{(4)}_{6d} = \frac{1}{20} \left(Y^{(4)}_{6b} - 5\sqrt{2}Y^{(4)}_{6a}\right), \quad Y^{(4)}_{6e} = 2 \left(3Y^{(4)}_{6a} + \sqrt{2}Y^{(4)}_{6b}\right), \quad (D.36)\\
Y^{(4)}_{6f} &= 8\sqrt{2}Y^{(4)}_{6a} - 4Y^{(4)}_{6b}, \quad Y^{(4)}_{6g} = \frac{2}{5} \left(Y^{(4)}_{6b} - 6\sqrt{2}Y^{(4)}_{6a}\right), \quad Y^{(4)}_{6h} = 13\sqrt{2}Y^{(4)}_{6a} - 8Y^{(4)}_{6b}, \quad (D.37)\\
Y^{(4)}_{6i} &= \frac{1}{10} \left(2Y^{(4)}_{6b} - 3\sqrt{2}Y^{(4)}_{6a}\right), \quad Y^{(4)}_{6j} = \frac{Y^{(4)}_{6a}}{10\sqrt{2}}, \quad Y^{(4)}_{6k} = -2\sqrt{2}Y^{(4)}_{6a}, \quad (D.38)\\
Y^{(4)}_{6l} &= 19\sqrt{2}Y^{(4)}_{6a} - 3Y^{(4)}_{6b}, \quad Y^{(4)}_{6m} = \frac{1}{10} \left(Y^{(4)}_{6b} - \sqrt{2}Y^{(4)}_{6a}\right), \quad Y^{(4)}_{6n} = -2 \left(7Y^{(4)}_{6a} + \sqrt{2}Y^{(4)}_{6b}\right), \quad (D.39)\\
Y^{(4)}_{6o} &= \frac{1}{20} \left(14Y^{(4)}_{6a} + 3\sqrt{2}Y^{(4)}_{6b}\right), \quad Y^{(4)}_{6p} = -\frac{Y^{(4)}_{6b}}{50\sqrt{2}}.
\end{align}
These constraints in Eqs. (D.33) – (D.38) imply that the linear space of modular forms of weight $k = 4$ and level $7$ has dimension 54, as explicitly listed in Eqs. (24) – (32).

There are 82 linearly independent modular forms arising at weight 6 and level $N = 7$ which may be necessary in model construction, we give them in the following,

$$Y_1^{(6)} = \left( Y_7^{(2)} Y_7^{(4)} \right)_1 = Y_{10} Y_{25}^{(4)} + Y_{4} Y_{24}^{(4)} + Y_{26} Y_9 + Y_{27} Y_8 + Y_{28} Y_7 + Y_{29} Y_6 + Y_{30} Y_5. \quad (D.39)$$

$$Y_{3a}^{(6)} = \left( Y_3^{(2)} Y_{1a}^{(4)} \right)_3 = Y_1^{(4)} \begin{pmatrix} Y_1 \\ Y_2 \\ Y_3 \end{pmatrix}, \quad (D.40)$$

$$Y_{3b}^{(6)} = \left( Y_3^{(2)} Y_{8a}^{(4)} \right)_3 = \begin{pmatrix} \sqrt{3} Y_3^{(1)} + Y_1 Y_{32}^{(4)} - \sqrt{6} Y_{2} Y_{38}^{(4)} - \sqrt{6} Y_{3} Y_{36}^{(4)} \\ \sqrt{6} Y_1 Y_{33}^{(4)} + \sqrt{3} Y_2 Y_{31}^{(4)} + Y_2 Y_{32}^{(4)} - \sqrt{6} Y_{3} Y_{37}^{(4)} \\ \sqrt{6} Y_1 Y_{35}^{(4)} + \sqrt{6} Y_{2} Y_{34}^{(4)} - 2 Y_{3} Y_{32}^{(4)} \end{pmatrix}. \quad (D.41)$$

$$Y_{3}^{(6)} = \left( Y_3^{(2)} Y_{3a}^{(4)} \right)_3 = \begin{pmatrix} Y_2 Y_4^{(4)} - Y_3 Y_3^{(4)} \\ Y_3 Y_2^{(4)} - Y_1 Y_4^{(4)} \\ Y_1 Y_3^{(4)} - Y_2 Y_2^{(4)} \end{pmatrix}. \quad (D.42)$$

$$Y_{6a}^{(6)} = \left( Y_3^{(2)} Y_{3a}^{(4)} \right)_6 = \begin{pmatrix} \sqrt{2} Y_3 Y_4^{(4)} \\ \sqrt{2} Y_2 Y_2^{(4)} \\ Y_1 Y_3^{(4)} + Y_2 Y_2^{(4)} \\ \sqrt{2} Y_2 Y_3^{(4)} \\ Y_1 Y_4^{(4)} + Y_3 Y_2^{(4)} \\ Y_2 Y_4^{(4)} + Y_3 Y_3^{(4)} \end{pmatrix}. \quad (D.43)$$

$$Y_{6b}^{(6)} = \left( Y_3^{(2)} Y_{7b}^{(4)} \right)_6 = \begin{pmatrix} 2 Y_1 Y_{24}^{(4)} - 2 \sqrt{2} Y_2 Y_{30}^{(4)} - \sqrt{2} Y_2 Y_{28}^{(4)} \\ - \sqrt{2} Y_1 Y_{25}^{(4)} + 2 Y_2 Y_{24}^{(4)} - 2 \sqrt{2} Y_3 Y_{29}^{(4)} \\ - Y_1 Y_{26}^{(4)} + 3 Y_2 Y_{25}^{(4)} - 2 Y_3 Y_{30}^{(4)} \\ - 2 \sqrt{2} Y_1 Y_{27}^{(4)} - 2 \sqrt{2} Y_2 Y_{26}^{(4)} + 2 Y_3 Y_{24}^{(4)} \\ 3 Y_1 Y_{28}^{(4)} - 2 Y_2 Y_{27}^{(4)} - Y_3 Y_{25}^{(4)} \\ - 2 Y_1 Y_{29}^{(4)} - Y_2 Y_{28}^{(4)} + 3 Y_3 Y_{26}^{(4)} \end{pmatrix}. \quad (D.44)$$

$$Y_{7a}^{(6)} = \left( Y_3^{(2)} Y_{6a}^{(4)} \right)_7 = \begin{pmatrix} 2 Y_1^{(4)} + 2 Y_2^{(4)} + 2 Y_3^{(4)} \\ - 2 \sqrt{2} Y_2 Y_{10}^{(4)} - 2 Y_3 Y_{8}^{(4)} \\ - 2 Y_1 Y_{5}^{(4)} - 2 \sqrt{2} Y_3 Y_{9}^{(4)} \\ 3 Y_1 Y_{6}^{(4)} - Y_2 Y_{5}^{(4)} - \sqrt{2} Y_3 Y_{10}^{(4)} \\ - 2 \sqrt{2} Y_1 Y_{7}^{(4)} - 2 Y_2 Y_{6}^{(4)} \\ - Y_1 Y_{8}^{(4)} - \sqrt{2} Y_2 Y_{7}^{(4)} + 3 Y_3 Y_{5}^{(4)} \\ - \sqrt{2} Y_1 Y_{9}^{(4)} + 3 Y_2 Y_{8}^{(4)} - Y_3 Y_{6}^{(4)} \end{pmatrix}. \quad (D.45)$$

$$Y_{7b}^{(6)} = \left( Y_3^{(2)} Y_{6b}^{(4)} \right)_7 = \begin{pmatrix} 2 Y_1 Y_{16}^{(4)} + 2 Y_2 Y_{15}^{(4)} + 2 Y_3 Y_{13}^{(4)} \\ - 2 \sqrt{2} Y_2 Y_{16}^{(4)} - 2 Y_3 Y_{14}^{(4)} \\ - 2 Y_1 Y_{11}^{(4)} - 2 \sqrt{2} Y_3 Y_{15}^{(4)} \\ 3 Y_1 Y_{12}^{(4)} - Y_2 Y_{11}^{(4)} - \sqrt{2} Y_3 Y_{16}^{(4)} \\ - 2 \sqrt{2} Y_1 Y_{13}^{(4)} - 2 Y_2 Y_{12}^{(4)} \\ - Y_1 Y_{14}^{(4)} - \sqrt{2} Y_2 Y_{13}^{(4)} + 3 Y_3 Y_{11}^{(4)} \\ - \sqrt{2} Y_1 Y_{15}^{(4)} + 3 Y_2 Y_{14}^{(4)} - Y_3 Y_{12}^{(4)} \end{pmatrix}. \quad (D.46)$$
\[ Y_{7c}^{(6)} = \left( Y_3^{(2)} Y_7^{(4)} \right)_7 = \left( \begin{array}{c} \sqrt{2} Y_1 Y_{30}^{(4)} + \sqrt{2} Y_2 Y_{29}^{(4)} + \sqrt{2} Y_3 Y_{27}^{(4)} \\ -\sqrt{2} Y_1 Y_{24}^{(4)} - 2 Y_3 Y_{28}^{(4)} \\ -\sqrt{2} Y_2 Y_{24}^{(4)} - 2 Y_1 Y_{25}^{(4)} \\ -Y_1 Y_{26}^{(4)} + Y_2 Y_{25}^{(4)} + 2 Y_3 Y_{30}^{(4)} \\ -\sqrt{2} Y_3 Y_{24}^{(4)} - 2 Y_2 Y_{26}^{(4)} \\ Y_1 Y_{28}^{(4)} + 2 Y_2 Y_{27}^{(4)} - Y_3 Y_{25}^{(4)} \\ 2 Y_1 Y_{29}^{(4)} - 2 Y_2 Y_{28}^{(4)} + Y_3 Y_{26}^{(4)} \end{array} \right), \quad (D.47) \]

\[ Y_{7d}^{(6)} = \left( Y_7^{(2)} Y_{1a}^{(4)} \right)_7 = Y_1^{(4)} \begin{pmatrix} Y_4 \\ Y_5 \\ Y_6 \\ Y_7 \\ Y_8 \\ Y_9 \\ Y_{10} \end{pmatrix} = Y_1^{(4)} Y_7^{(2)}(\tau). \quad (D.48) \]

\[ Y_{8a}^{(6)} = \left( Y_3^{(2)} Y_6^{(4)} \right)_7 = \left( \begin{array}{c} Y_1 Y_{15}^{(4)} + Y_2 Y_{15}^{(4)} - 2 Y_3 Y_{13}^{(4)} \\ \sqrt{3} Y_2 Y_{15}^{(4)} - \sqrt{3} Y_1 Y_{16}^{(4)} \\ \sqrt{2} Y_2 Y_{14}^{(4)} - 2 Y_3 Y_{14}^{(4)} \\ \sqrt{2} Y_3 Y_{15}^{(4)} - 2 Y_1 Y_{11}^{(4)} \\ 2 Y_2 Y_{11}^{(4)} - \sqrt{2} Y_3 Y_{16}^{(4)} \\ 2 Y_2 Y_{12}^{(4)} - \sqrt{2} Y_1 Y_{13}^{(4)} \\ \sqrt{2} Y_3 Y_{13}^{(4)} - 2 Y_1 Y_{14}^{(4)} \\ \sqrt{2} Y_1 Y_{15}^{(4)} - 2 Y_3 Y_{12}^{(4)} \end{array} \right), \quad (D.49) \]

\[ Y_{8b}^{(6)} = \left( Y_3^{(2)} Y_{7b}^{(4)} \right)_7 = \left( \begin{array}{c} 5 Y_1 Y_{30}^{(4)} - Y_2 Y_{29}^{(4)} - 4 Y_3 Y_{27}^{(4)} \\ -\sqrt{3} Y_1 Y_{30}^{(4)} + 3 \sqrt{3} Y_2 Y_{29}^{(4)} - 2 \sqrt{3} Y_3 Y_{27}^{(4)} \\ -4 Y_1 Y_{24}^{(4)} - 3 \sqrt{2} Y_2 Y_{30}^{(4)} + 2 \sqrt{2} Y_3 Y_{28}^{(4)} \\ 2 \sqrt{2} Y_1 Y_{25}^{(4)} - 4 Y_2 Y_{24}^{(4)} - 3 \sqrt{2} Y_3 Y_{29}^{(4)} \\ 4 \sqrt{2} Y_1 Y_{26}^{(4)} + 2 \sqrt{2} Y_2 Y_{25}^{(4)} + \sqrt{2} Y_3 Y_{30}^{(4)} \\ 3 \sqrt{2} Y_1 Y_{27}^{(4)} - 2 \sqrt{2} Y_2 Y_{26}^{(4)} + 4 Y_3 Y_{24}^{(4)} \\ -2 \sqrt{2} Y_1 Y_{28}^{(4)} - \sqrt{2} Y_2 Y_{27}^{(4)} - 4 \sqrt{2} Y_3 Y_{25}^{(4)} \\ -\sqrt{2} Y_1 Y_{29}^{(4)} - 4 \sqrt{2} Y_2 Y_{28}^{(4)} - 2 \sqrt{2} Y_3 Y_{26}^{(4)} \end{array} \right), \quad (D.50) \]

\[ Y_{8c}^{(6)} = \left( Y_{8a}^{(2)} Y_{1a}^{(4)} \right)_8 = Y_1^{(4)} \begin{pmatrix} Y_{11} \\ Y_{12} \\ Y_{13} \\ Y_{14} \\ Y_{15} \\ Y_{16} \\ Y_{17} \\ Y_{18} \end{pmatrix} = Y_1^{(4)} Y_{8a}^{(2)}(\tau), \quad (D.51) \]

\[ Y_{8d}^{(6)} = \left( Y_{8b}^{(2)} Y_{1a}^{(4)} \right)_8 = Y_1^{(4)} \begin{pmatrix} Y_{19} \\ Y_{20} \\ Y_{21} \\ Y_{22} \\ Y_{23} \\ Y_{24} \\ Y_{25} \\ Y_{26} \end{pmatrix} = Y_1^{(4)} Y_{8b}^{(2)}(\tau). \quad (D.52) \]
For modular forms of weight 8 \((k = 4)\), we find

\[
Y_{1}^{(8)} = \left(Y_{1a}^{(4)} \cdot Y_{1a}^{(4)}\right)_{1} = (Y_{1}^{(4)})^2 .
\]

\[
Y_{3a}^{(8)} = \left(Y_{1a}^{(4)} \cdot Y_{3a}^{(4)}\right)_{3} = Y_{1}^{(4)} \begin{pmatrix} Y_{2}^{(4)} \\ Y_{3}^{(4)} \\ Y_{4}^{(4)} \end{pmatrix} = Y_{1}^{(4)} Y_{3a}^{(4)} ,
\]

\[
Y_{3b}^{(8)} = \left(Y_{3a}^{(4)} \cdot Y_{8a}^{(4)}\right)_{3} = \left(\begin{pmatrix} \sqrt{3}Y_{2}^{(4)}Y_{31}^{(4)} + Y_{2}^{(4)}Y_{32}^{(4)} - \sqrt{6}Y_{3}^{(4)}Y_{33}^{(4)} - \sqrt{6}Y_{3}^{(4)}Y_{36}^{(4)} \\ \sqrt{6}Y_{2}^{(4)}Y_{33}^{(4)} - \sqrt{3}Y_{3}^{(4)}Y_{31}^{(4)} + Y_{3}^{(4)}Y_{32}^{(4)} - \sqrt{6}Y_{3}^{(4)}Y_{37}^{(4)} \\ \sqrt{6}Y_{2}^{(4)}Y_{35}^{(4)} + \sqrt{6}Y_{3}^{(4)}Y_{34}^{(4)} - 2Y_{32}^{(4)}Y_{4}^{(4)} \end{pmatrix} \right) ,
\]

\[
Y_{3}^{(8)} = \left(Y_{3a}^{(4)} \cdot Y_{6a}^{(4)}\right)_{3} = \begin{pmatrix} \sqrt{2}Y_{9}^{(4)}Y_{9}^{(4)} + Y_{3}^{(4)}Y_{8}^{(4)} + Y_{4}^{(4)}Y_{6}^{(4)} \\ Y_{2}^{(4)}Y_{8}^{(4)} + \sqrt{2}Y_{3}^{(4)}Y_{7}^{(4)} + Y_{4}^{(4)}Y_{5}^{(4)} \\ \sqrt{2}Y_{10}^{(4)}Y_{4}^{(4)} + Y_{2}^{(4)}Y_{6}^{(4)} + Y_{3}^{(4)}Y_{5}^{(4)} \end{pmatrix} ,
\]

\[
Y_{6a}^{(8)} = \left(Y_{1a}^{(4)} \cdot Y_{6a}^{(4)}\right)_{6} = Y_{1}^{(4)} \begin{pmatrix} Y_{5}^{(4)} \\ Y_{6}^{(4)} \\ Y_{7}^{(4)} \\ Y_{8}^{(4)} \\ Y_{9}^{(4)} \\ Y_{10}^{(4)} \end{pmatrix} = Y_{1}^{(4)} Y_{6a}^{(4)} ,
\]

\[
Y_{6b}^{(8)} = \left(Y_{1a}^{(4)} \cdot Y_{6b}^{(4)}\right)_{6} = Y_{1}^{(4)} \begin{pmatrix} Y_{11}^{(4)} \\ Y_{12}^{(4)} \\ Y_{13}^{(4)} \\ Y_{14}^{(4)} \\ Y_{15}^{(4)} \\ Y_{16}^{(4)} \end{pmatrix} = Y_{1}^{(4)} Y_{6b}^{(4)} ,
\]

\[
Y_{6c}^{(8)} = \left(Y_{3a}^{(4)} \cdot Y_{3a}^{(4)}\right)_{6} = \begin{pmatrix} \sqrt{2}(Y_{4}^{(4)})^2 \\ \sqrt{2}(Y_{4}^{(4)})^2 \\ 2Y_{2}^{(4)}Y_{3}^{(4)} \\ 2Y_{2}^{(4)}Y_{4}^{(4)} \\ 2Y_{2}^{(4)}Y_{4}^{(4)} \end{pmatrix} ,
\]

\[
Y_{6d}^{(8)} = \left(Y_{3a}^{(4)} \cdot Y_{7a}^{(4)}\right)_{6} = \begin{pmatrix} 2Y_{17}^{(4)}Y_{2}^{(4)} - \sqrt{2}Y_{21}^{(4)}Y_{4}^{(4)} - 2\sqrt{2}Y_{23}^{(4)}Y_{3}^{(4)} \\ 2Y_{17}^{(4)}Y_{3}^{(4)} - \sqrt{2}Y_{18}^{(4)}Y_{2}^{(4)} - 2\sqrt{2}Y_{22}^{(4)}Y_{4}^{(4)} \\ 3Y_{18}^{(4)}Y_{4}^{(4)} - Y_{19}^{(4)}Y_{2}^{(4)} - 2Y_{23}^{(4)}Y_{4}^{(4)} \\ 2Y_{17}^{(4)}Y_{4}^{(4)} - \sqrt{2}Y_{19}^{(4)}Y_{5}^{(4)} - 2\sqrt{2}Y_{22}^{(4)}Y_{4}^{(4)} \\ -Y_{18}^{(4)}Y_{4}^{(4)} + 3Y_{2}^{(4)}Y_{21}^{(4)} - 2Y_{20}^{(4)}Y_{3}^{(4)} \\ 3Y_{19}^{(4)}Y_{4}^{(4)} - 2Y_{2}^{(4)}Y_{22}^{(4)} - Y_{21}^{(4)}Y_{3}^{(4)} \end{pmatrix} .
\]
\[
Y_{7a}^{(8)} = \left( Y_{1a}^{(4)} Y_{7a}^{(4)} \right)_7 = Y_1^{(4)} Y_{7a}^{(4)} = Y_1^{(4)} Y_{7a}^{(4)}, \tag{D.61}
\]

\[
Y_{7b}^{(8)} = \left( Y_{1a}^{(4)} Y_{7b}^{(4)} \right)_7 = Y_1^{(4)} Y_{7b}^{(4)} = Y_1^{(4)} Y_{7b}^{(4)}, \tag{D.62}
\]

\[
Y_{7c}^{(8)} = \left( Y_{3a}^{(4)} Y_{6a}^{(4)} \right)_7 = \begin{pmatrix}
2Y_{10}^{(4)} Y_2^{(4)} + 2Y_3^{(4)} Y_9^{(4)} + 2Y_4^{(4)} Y_7^{(4)} \\
-2\sqrt{2} Y_{10}^{(4)} Y_3^{(4)} - 2Y_4^{(4)} Y_8^{(4)} \\
-2Y_2^{(4)} Y_5^{(4)} - 2\sqrt{2} Y_{1}^{(4)} Y_9^{(4)} \\
-\sqrt{2} Y_{10}^{(4)} Y_4^{(4)} + 3Y_2^{(4)} Y_6^{(4)} - Y_3^{(4)} Y_5^{(4)} \\
-2\sqrt{2} Y_2^{(4)} Y_7^{(4)} - 2Y_3^{(4)} Y_6^{(4)} \\
-2Y_2^{(4)} Y_8^{(4)} - \sqrt{2} Y_{3}^{(4)} Y_7^{(4)} + 3Y_4^{(4)} Y_5^{(4)} \\
-\sqrt{2} Y_2^{(4)} Y_9^{(4)} + 3Y_3^{(4)} Y_8^{(4)} - Y_4^{(4)} Y_6^{(4)}
\end{pmatrix}, \tag{D.63}
\]

\[
Y_{7d}^{(8)} = \left( Y_{3a}^{(4)} Y_{6b}^{(4)} \right)_7 = \begin{pmatrix}
2Y_{13}^{(4)} Y_4^{(4)} + 2Y_{15}^{(4)} Y_3^{(4)} + 2Y_{16}^{(4)} Y_2^{(4)} \\
-2Y_{14}^{(4)} Y_4^{(4)} - 2\sqrt{2} Y_{16}^{(4)} Y_3^{(4)} \\
-2Y_{11}^{(4)} Y_2^{(4)} - 2\sqrt{2} Y_{15}^{(4)} Y_4^{(4)} \\
-3Y_{12}^{(4)} Y_4^{(4)} - \sqrt{2} Y_{13}^{(4)} Y_3^{(4)} + Y_4^{(4)} Y_2^{(4)} \\
-2Y_{12}^{(4)} Y_3^{(4)} - 2\sqrt{2} Y_{13}^{(4)} Y_2^{(4)} \\
3Y_{11}^{(4)} Y_4^{(4)} - \sqrt{2} Y_{13}^{(4)} Y_3^{(4)} - Y_4^{(4)} Y_2^{(4)} \\
-Y_{12}^{(4)} Y_4^{(4)} + 3Y_{14}^{(4)} Y_3^{(4)} - \sqrt{2} Y_{15}^{(4)} Y_2^{(4)}
\end{pmatrix}. \tag{D.64}
\]

\[
Y_{8a}^{(8)} = \left( Y_{1a}^{(4)} Y_{8a}^{(4)} \right)_8 = Y_1^{(4)} Y_{8a}^{(4)} = Y_1^{(4)} Y_{8a}^{(4)}, \tag{D.65}
\]
The following. There are three linearly independent triplet modular forms

\[ Y_{8b}^{(8)} = \left( Y_{1a}^{(4)} Y_{8b}^{(4)} \right)_8 = Y_1^{(4)} \begin{pmatrix} Y_{39}^{(4)} \\ Y_{40}^{(4)} \\ Y_{41}^{(4)} \\ Y_{42}^{(4)} \\ Y_{43}^{(4)} \\ Y_{44}^{(4)} \\ Y_{45}^{(4)} \\ Y_{46}^{(4)} \end{pmatrix} = Y_1^{(4)} Y_{8b}^{(4)} , \]  

(D.66)

\[ Y_{8c}^{(8)} = \left( Y_{1a}^{(4)} Y_{8c}^{(4)} \right)_8 = Y_1^{(4)} \begin{pmatrix} Y_{47}^{(4)} \\ Y_{48}^{(4)} \\ Y_{49}^{(4)} \\ Y_{50}^{(4)} \\ Y_{51}^{(4)} \\ Y_{52}^{(4)} \\ Y_{53}^{(4)} \\ Y_{54}^{(4)} \end{pmatrix} = Y_1^{(4)} Y_{8c}^{(4)} , \]  

(D.67)

\[ Y_{8d}^{(8)} = \left( Y_{3a}^{(4)} Y_{6a}^{(4)} \right)_8 = \begin{pmatrix} Y_{10}^{(4)} Y_2^{(4)} + Y_3^{(4)} Y_9^{(4)} - 2Y_4^{(4)} Y_7^{(4)} \\ \sqrt{3}Y_3^{(4)} Y_9^{(4)} - \sqrt{3} Y_4^{(4)} Y_7^{(4)} \\ \sqrt{2} Y_1^{(4)} Y_3^{(4)} - 2Y_4^{(4)} Y_8^{(4)} \\ \sqrt{2} Y_1^{(4)} Y_6^{(4)} - 2Y_2^{(4)} Y_5^{(4)} \\ 2Y_3^{(4)} Y_5^{(4)} - \sqrt{2} Y_1^{(4)} Y_4^{(4)} \\ 2Y_3^{(4)} Y_6^{(4)} - \sqrt{2} Y_2^{(4)} Y_7^{(4)} \\ \sqrt{2} Y_3^{(4)} Y_7^{(4)} - 2Y_2^{(4)} Y_8^{(4)} \\ \sqrt{2} Y_4^{(4)} Y_8^{(4)} \end{pmatrix} , \]  

(D.68)

\[ Y_{8e}^{(8)} = \left( Y_{3a}^{(4)} Y_{6b}^{(4)} \right)_8 = \begin{pmatrix} -2Y_{13}^{(4)} Y_4^{(4)} + Y_{15}^{(4)} Y_3^{(4)} + Y_{16}^{(4)} Y_2^{(4)} \\ \sqrt{3} Y_1^{(4)} Y_3^{(4)} - \sqrt{3} Y_6^{(4)} Y_2^{(4)} \\ \sqrt{2} Y_1^{(4)} Y_4^{(4)} - 2Y_{14}^{(4)} Y_4^{(4)} \\ 2Y_4^{(4)} Y_4^{(4)} - \sqrt{2} Y_{15}^{(4)} Y_2^{(4)} \\ \sqrt{2} Y_{14}^{(4)} Y_3^{(4)} - 2Y_{15}^{(4)} Y_4^{(4)} \\ 2Y_{12}^{(4)} Y_4^{(4)} - \sqrt{2} Y_{13}^{(4)} Y_2^{(4)} \\ \sqrt{2} Y_{13}^{(4)} Y_3^{(4)} - 2Y_{14}^{(4)} Y_4^{(4)} \\ \sqrt{2} Y_{15}^{(4)} Y_2^{(4)} - 2Y_{12}^{(4)} Y_4^{(4)} \end{pmatrix} , \]  

(D.69)

\[ Y_{8f}^{(8)} = \left( Y_{3a}^{(4)} Y_{7a}^{(4)} \right)_8 = \begin{pmatrix} 5Y_2^{(4)} Y_2^{(4)} - 4Y_{20}^{(4)} Y_4^{(4)} - Y_{22}^{(4)} Y_3^{(4)} \\ -\sqrt{3} Y_2^{(4)} Y_{23}^{(4)} - 2\sqrt{3} Y_{20}^{(4)} Y_4^{(4)} + 3\sqrt{3} Y_{22}^{(4)} Y_3^{(4)} \\ -4Y_{17}^{(4)} Y_2^{(4)} + 2\sqrt{2} Y_{21}^{(4)} Y_4^{(4)} - 3\sqrt{2} Y_{23}^{(4)} Y_3^{(4)} \\ -4Y_{17}^{(4)} Y_4^{(4)} + 2\sqrt{2} Y_{18}^{(4)} Y_4^{(4)} - 3\sqrt{2} Y_{22}^{(4)} Y_3^{(4)} \\ 2\sqrt{2} Y_{18}^{(4)} Y_3^{(4)} + 4\sqrt{2} Y_{19}^{(4)} Y_2^{(4)} + \sqrt{2} Y_{23}^{(4)} Y_4^{(4)} \\ 4Y_{17}^{(4)} Y_4^{(4)} - 2\sqrt{2} Y_{19}^{(4)} Y_3^{(4)} + 3\sqrt{2} Y_{22}^{(4)} Y_3^{(4)} \\ -4\sqrt{2} Y_{18}^{(4)} Y_4^{(4)} - 2\sqrt{2} Y_{21}^{(4)} Y_4^{(4)} - \sqrt{2} Y_{23}^{(4)} Y_3^{(4)} \\ -2\sqrt{2} Y_{19}^{(4)} Y_4^{(4)} + ( -\sqrt{2} ) Y_2^{(4)} Y_2^{(4)} - 4\sqrt{2} Y_{21}^{(4)} Y_3^{(4)} \end{pmatrix} . \]  

(D.70)

Because of space limitation, we only present modular forms transforming as 3 and 8 under \( \Gamma_7 \) in the following. There are three linearly independent triplet modular forms \( Y_{3a}^{(10)} \), \( Y_{3b}^{(10)} \) and \( Y_{3c}^{(10)} \) of
weight 10 :

\[ y_{3a}^{(10)} \equiv (Y_{1a}^{(4)} Y_{3a}^{(6)})_3 = (Y_1^{(4)})^2 \begin{pmatrix} Y_1 \\ Y_2 \\ Y_3 \end{pmatrix}, \]

\[ y_{3b}^{(10)} = (Y_{1a}^{(4)} Y_{3b}^{(6)})_3 = Y_1^{(4)} \begin{pmatrix} Y_1 \left( \sqrt{3} Y_{31}^{(4)} + Y_{32}^{(4)} \right) - \sqrt{6} (Y_2 Y_{38}^{(4)} + Y_3 Y_{36}^{(4)}) \\ \sqrt{6} (Y_1 Y_{33}^{(4)} - Y_3 Y_{37}^{(4)}) + Y_2 \left( Y_{32}^{(4)} - \sqrt{3} Y_{31}^{(4)} \right) \\ \sqrt{6} (Y_1 Y_{35}^{(4)} + Y_2 Y_{34}^{(4)}) - 2 Y_3 Y_{32}^{(4)} \end{pmatrix}, \]

\[ y_{3c}^{(10)} = (Y_{3a}^{(4)} Y_1^{(6)})_3 = (Y_{10} Y_{25}^{(4)} + Y_4 Y_{24}^{(4)} + Y_6 Y_{26}^{(4)} + Y_9 Y_{27}^{(4)} + Y_8 Y_{28}^{(4)} + Y_7 Y_{29}^{(4)} + Y_6 Y_{30}^{(4)} + Y_5) \begin{pmatrix} Y_2^{(4)} \\ Y_3^{(4)} \\ Y_4^{(4)} \end{pmatrix}. \]

We have two linearly independent triplet modular forms \( y_{3a}^{(10)} \) and \( y_{3b}^{(10)} \) of weight 10, which can be chosen as

\[ y_{3a}^{(10)} = (Y_{1a}^{(4)} Y_3^{(6)})_3 = Y_1^{(4)} \begin{pmatrix} Y_2 Y_3^{(4)} - Y_3 Y_3^{(4)} \\ Y_2 Y_4^{(4)} - Y_4 Y_4^{(4)} \\ Y_1 Y_3^{(4)} - Y_2 Y_2^{(4)} \end{pmatrix}, \]

\[ y_{3b}^{(10)} = (Y_{3a}^{(4)} Y_{3b}^{(6)})_3 = \begin{pmatrix} Y_3^{(4)} \left( \sqrt{6} Y_{13}^{(4)} - \sqrt{3} Y_{23}^{(4)} \right) + Y_4^{(4)} \left( -\sqrt{6} Y_{13}^{(4)} + \sqrt{3} Y_{23}^{(4)} - Y_2 Y_{32}^{(4)} + \sqrt{6} Y_3 Y_{37}^{(4)} \right) \\ -\sqrt{6} Y_2^{(4)} (Y_1 Y_{35}^{(4)} + Y_2 Y_{34}^{(4)}) + Y_4^{(4)} \left( \sqrt{3} Y_{31}^{(4)} + Y_{32}^{(4)} \right) - \sqrt{6} Y_4^{(4)} (Y_2 Y_{38}^{(4)} + Y_3 Y_{36}^{(4)}) + 2 Y_3 Y_3^{(4)} Y_{32}^{(4)} \\ Y_2^{(4)} \left( -\sqrt{6} Y_{13}^{(4)} - \sqrt{3} Y_{23}^{(4)} \right) + Y_4^{(4)} \left( -\sqrt{3} Y_{13}^{(4)} - Y_1 Y_{32}^{(4)} + \sqrt{6} Y_2 Y_{38}^{(4)} + \sqrt{6} Y_3 Y_{36}^{(4)} \right) \end{pmatrix}. \]

References

[1] F. Feruglio, “Are neutrino masses modular forms?,” in From My Vast Repertoire …: Guido Altarelli’s Legacy, A. Levy, S. Forte, and G. Ridolfi, eds., pp. 227–266. 2019. arXiv:1706.08749 [hep-ph].

[2] M.-C. Chen, S. Ramos-Snchez, and M. Ratz, “A note on the predictions of models with modular flavor symmetries,” Phys. Lett. B 801 (2020) 135153, arXiv:1909.06910 [hep-ph].

[3] T. Kobayashi, K. Tanaka, and T. H. Tatsuishi, “Neutrino mixing from finite modular groups,” Phys. Rev. D98 no. 1, (2018) 016004, arXiv:1803.10391 [hep-ph].

[4] T. Kobayashi, Y. Shimizu, K. Takagi, M. Tanimoto, T. H. Tatsuishi, and H. Uchida, “Finite modular subgroups for fermion mass matrices and baryon/lepton number violation,” Phys. Lett. B794 (2019) 114–121, arxiv:1812.11072 [hep-ph].

[5] T. Kobayashi, Y. Shimizu, K. Takagi, M. Tanimoto, and T. H. Tatsuishi, “Modular \( S_3 \) invariant flavor model in SU(5) GUT,” arXiv:1906.10341 [hep-ph].

[6] H. Okada and Y. Orikasa, “Modular \( S_3 \) symmetric radiative seesaw model,” Phys. Rev. D100 no. 11, (2019) 115037, arXiv:1907.04716 [hep-ph].

[7] J. C. Criado and F. Feruglio, “Modular Invariance Faces Precision Neutrino Data,” SciPost Phys. 5 no. 5, (2018) 042, arXiv:1807.01125 [hep-ph].

[8] T. Kobayashi, N. Omoto, Y. Shimizu, K. Takagi, M. Tanimoto, and T. H. Tatsuishi, “Modular \( A_4 \) invariance and neutrino mixing,” JHEP 11 (2018) 196, arXiv:1808.03012 [hep-ph].
[9] H. Okada and M. Tanimoto, “CP violation of quarks in $A_4$ modular invariance,” Phys. Lett. B791 (2019) 54–61, arXiv:1812.09677 [hep-ph].

[10] P. P. Novichkov, S. T. Petcov, and M. Tanimoto, “Trimaximal Neutrino Mixing from Modular $A_4$ Invariance with Residual Symmetries,” Phys. Lett. B793 (2019) 247–258, arXiv:1812.11289 [hep-ph].

[11] T. Nomura and H. Okada, “A two loop induced neutrino mass model with modular $A_4$ symmetry,” arXiv:1906.03927 [hep-ph].

[12] G.-J. Ding, S. F. King, and X.-G. Liu, “Modular $A_4$ symmetry models of neutrinos and charged leptons,” JHEP 09 (2019) 074, arXiv:1907.11714 [hep-ph].

[13] G.-J. Ding, S. F. King, X.-G. Liu, and J.-N. Lu, “Modular $S_4$ and $A_4$ symmetries and their fixed points: new predictive examples of lepton mixing,” JHEP 12 (2019) 030, arXiv:1910.03460 [hep-ph].

[14] D. Zhang, “A modular $A_4$ symmetry realization of two-zero textures of the Majorana neutrino mass matrix,” Nucl. Phys. B952 (2020) 114935, arXiv:1910.07869 [hep-ph].

[15] J. T. Penedo and S. T. Petcov, “Lepton Masses and Mixing from Modular $S_4$ Symmetry,” Nucl. Phys. B939 (2019) 292–307, arXiv:1806.11040 [hep-ph].

[16] P. P. Novichkov, J. T. Penedo, S. T. Petcov, and A. V. Titov, “Modular $S_4$ models of lepton masses and mixing,” JHEP 04 (2019) 005, arXiv:1811.04933 [hep-ph].

[17] T. Kobayashi, Y. Shimizu, K. Takagi, M. Tanimoto, and T. H. Tatsuishi, “New $A_4$ lepton flavor model from $S_4$ modular symmetry,” JHEP 02 (2020) 097, arXiv:1907.09141 [hep-ph].

[18] J. C. Criado, F. Feruglio, and S. J. D. King, “Modular Invariant Models of Lepton Masses at Levels 4 and 5,” JHEP 02 (2020) 001, arXiv:1908.11867 [hep-ph].

[19] X. Wang and S. Zhou, “The Minimal Seesaw Model with a Modular $S_4$ Symmetry,” arXiv:1910.09473 [hep-ph].

[20] P. P. Novichkov, J. T. Penedo, S. T. Petcov, and A. V. Titov, “Modular $A_5$ symmetry for flavour model building,” JHEP 04 (2019) 174, arXiv:1812.02158 [hep-ph].

[21] G.-J. Ding, S. F. King, and X.-G. Liu, “Neutrino mass and mixing with $A_5$ modular symmetry,” Phys. Rev. D100 no. 11, (2019) 115005, arXiv:1903.12588 [hep-ph].

[22] H. Okada and M. Tanimoto, “Towards unification of quark and lepton flavors in $A_4$ modular invariance,” arXiv:1905.13421 [hep-ph].

[23] S. J. D. King and S. F. King, “Fermion Mass Hierarchies from Modular Symmetry,” arXiv:2002.00969 [hep-ph].

[24] X.-G. Liu and G.-J. Ding, “Neutrino Masses and Mixing from Double Covering of Finite Modular Groups,” JHEP 08 (2019) 134, arXiv:1907.01488 [hep-ph].

[25] J.-N. Lu, X.-G. Liu, and G.-J. Ding, “Modular symmetry origin of texture zeros and quark lepton unification,” arXiv:1912.07573 [hep-ph].

[26] P. P. Novichkov, J. T. Penedo, S. T. Petcov, and A. V. Titov, “Generalised CP Symmetry in Modular-Invariant Models of Flavour,” JHEP 07 (2019) 165, arXiv:1905.11970 [hep-ph].

[27] A. Baur, H. P. Nilles, A. Trautner, and P. K. S. Vaudrevange, “Unification of Flavor, CP, and Modular Symmetries,” Phys. Lett. B795 (2019) 7–14, arXiv:1901.03251 [hep-th].
[28] B. S. Acharya, D. Bailin, A. Love, W. A. Sabra, and S. Thomas, “Spontaneous breaking of CP symmetry by orbifold moduli,” *Phys. Lett.* **B357** (1995) 387–396, arXiv:hep-th/9506143 [hep-th]. [Erratum: Phys. Lett.B407,451(1997)].

[29] T. Dent, “CP violation and modular symmetries,” *Phys. Rev.* **D64** (2001) 056005, arXiv:hep-ph/0105285 [hep-ph].

[30] J. Giedt, “CP violation and moduli stabilization in heterotic models,” *Mod. Phys. Lett.* **A17** (2002) 1465–1473, arXiv:hep-ph/0204017 [hep-ph].

[31] I. de Medeiros Varzielas, S. F. King, and Y.-L. Zhou, “Multiple modular symmetries as the origin of flavor,” *Phys. Rev.* **D101** no. 5, (2020) 056005, arXiv:1906.02208 [hep-ph].

[32] S. F. King and Y.-L. Zhou, “Trimaximal TM1 mixing with two modular S4 groups,” *Phys. Rev.* **D101** no. 1, (2020) 015001, arXiv:1908.02770 [hep-ph].

[33] T. Kobayashi, S. Nagamoto, S. Takada, S. Tamba, and T. H. Tatsuishi, “Modular symmetry and non-Abelian discrete flavor symmetries in string compactification,” *Phys. Rev.* **D97** no. 11, (2018) 116002, arXiv:1804.06644 [hep-th].

[34] T. Kobayashi and S. Tamba, “Modular forms of finite modular subgroups from magnetized D-brane models,” *Phys. Rev.* **D99** no. 4, (2019) 046001, arXiv:1811.11384 [hep-th].

[35] A. Baur, H. P. Nilles, A. Trautner, and P. K. S. Vaudrevange, “A String Theory of Flavor and CP,” *Nucl. Phys.* **B947** (2019) 114737, arXiv:1908.00805 [hep-th].

[36] T. Kobayashi and H. Otsuka, “Classification of discrete modular symmetries in Type IIB flux vacua,” arXiv:2001.07972 [hep-th].

[37] G.-J. Ding and F. Feruglio, “Testing Moduli and Flavon Dynamics with Neutrino Oscillations,” arXiv:2003.13448 [hep-ph].

[38] W. Fairbairn, T. Fulton, and W. Klink, “Finite and Disconnected Subgroups of SU3 and their Application to the Elementary-Particle Spectrum,” *J. Math. Phys.* **5** no. 8, (1964) 1038.

[39] P. O. Ludl, *Systematic analysis of finite family symmetry groups and their application to the lepton sector.* PhD thesis, Vienna U., 2009-06-27. arXiv:0907.5587 [hep-ph].

[40] C. Luhn, S. Nasri, and P. Ramond, “Tri-bimaximal neutrino mixing and the family symmetry semidirect product of Z(7) and Z(3),” *Phys. Lett.* **B652** (2007) 27–33, arXiv:0706.2341 [hep-ph].

[41] C. Luhn, S. Nasri, and P. Ramond, “Simple Finite Non-Abelian Flavor Groups,” *J. Math. Phys.* **48** (2007) 123519, arXiv:0709.1447 [hep-th].

[42] C. Luhn and P. Ramond, “Anomaly Conditions for Non-Abelian Finite Family Symmetries,” *JHEP* **07** (2008) 085, arXiv:0805.1736 [hep-ph].

[43] S. F. King and C. Luhn, “A New family symmetry for SO(10) GUTs,” *Nucl. Phys.* **B820** (2009) 269–289, arXiv:0905.1686 [hep-ph].

[44] S. F. King and C. Luhn, “A Supersymmetric Grand Unified Theory of Flavour with PSL(2)(7) x SO(10),” *Nucl. Phys.* **B832** (2010) 414–439, arXiv:0912.1344 [hep-ph].

[45] R. de Adelhart Toorop, F. Feruglio, and C. Hagedorn, “Finite Modular Groups and Lepton Mixing,” *Nucl. Phys.* **B858** (2012) 437–467, arXiv:1112.1340 [hep-ph].

[46] The Sage Developers, *SageMath, the Sage Mathematics Software System (Version 8.4)*, 2018.
[47] J. H. Bruinier, G. V. D. Geer, G. Harder, and D. Zagier, *The 1-2-3 of Modular Forms*. Universitext. Springer Berlin Heidelberg, 2008.

[48] F. Diamond and J. M. Shurman, *A first course in modular forms*, vol. 228 of *Graduate Texts in Mathematics*. Springer, 2005.

[49] I. Esteban, M. C. Gonzalez-Garcia, A. Hernandez-Cabezudo, M. Maltoni, and T. Schwetz, “Global analysis of three-flavour neutrino oscillations: synergies and tensions in the determination of $\theta_{23}, \delta_{CP}$, and the mass ordering,” arXiv:1811.05487 [hep-ph].

[50] KATRIN Collaboration, M. Aker et al., “Improved Upper Limit on the Neutrino Mass from a Direct Kinematic Method by KATRIN,” *Phys. Rev. Lett.* **123** no. 22, (2019) 221802, arXiv:1909.06048 [hep-ex].

[51] KamLAND-Zen Collaboration, A. Gando et al., “Limit on Neutrinoless $\beta\beta$ Decay of $^{136}$Xe from the First Phase of KamLAND-Zen and Comparison with the Positive Claim in $^{76}$Ge,” *Phys. Rev. Lett.* **110** no. 6, (2013) 062502, arXiv:1211.3863 [hep-ex].

[52] Planck Collaboration, N. Aghanim et al., “Planck 2018 results. VI. Cosmological parameters,” arXiv:1807.06209 [astro-ph.CO].

[53] nEXO Collaboration, J. B. Albert et al., “Sensitivity and Discovery Potential of nEXO to Neutrinoless Double Beta Decay,” *Phys. Rev.* **C97** no. 6, (2018) 065503, arXiv:1710.05075 [nucl-ex].

[54] S. Kharchev and A. Zabrodin, “Theta vocabulary I,” *J. Geom.Phys.* **94** (2015) 19–31, arXiv:1502.04603 [math.CA].