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Abstract

We derive an analytical expression for the backaction dephasing rate, which characterizes the disturbance induced by coupling with an environment containing a quantum dot detector (QDD). In this letter, we show that charge noise induces backaction dephasing in an explicit form. In the linear transport regime through a QDD, this backaction dephasing induced by charge noise can be explained as a relaxation by an inelastic electron-electron scattering in Fermi liquid theory. In the low bias voltage regime, the increase or decrease of dephasing rate depends on the QDD energy level, the linewidth functions, and how to apply the bias voltage. Unlike quantum point contact, the dephasing rate would be insensitive to the bias voltage in a high bias voltage regime because of the saturation of charge noise in a QDD.

PACS numbers: 03.65.Yz, 73.23.-b, 73.63.Kv
The Heisenberg uncertainty principle states that a measurement necessarily changes the quantum state \[1, 2\]; such a measurement-induced disturbance is termed *quantum backaction*. It is important to understand the dephasing process in the context of quantum information processing since the measurement of quantum states is a necessary element of quantum feedback and quantum computing. Understanding the backaction mechanism is significant to control the quantum state coherently.

Quantum dots (QDs) have attracted the attention of many physicists as possible building blocks for application to quantum information processing [3]. In particular, we focus on the QD as a detector that allows us to readout the charge states of another QD. Backaction dephasing in a charge readout of a QD caused by a quantum point contact (QPC) has been extensively examined both theoretically [4–8] and experimentally [9–11]. It is well-known that the current shot noise of QPC detectors induces backaction dephasing. A QD detector (QDD) is used as another type of charge detector [12–16] since it is expected to provide high operating speeds and very high sensitivity. The backaction in a qubit readout by a QDD was studied [17, 18]. In Ref. [17], the backaction for a Cooper-pair confined in a single Cooper-pair box was investigated, and it was shown that the relaxation rate of a qubit is proportional to the voltage fluctuation at the frequency corresponding to the qubit transition. Understanding the backaction mechanism of a QDD is also useful since a qubit made of QDs is capacitively affected by neighboring QDs constructing a qubit system. For the measured system with the QD that couples to the reservoir, QDD-induced backaction dephasing has been investigated theoretically [19–21]. Although it has been pointed out that in contrast to QPC detectors the backaction dephasing is not associated with the current shot noise and is induced by the charge noise of a QDD [19], the physical origin of the backaction dephasing induced by a QDD was not clarified in explicit form. Moreover, discussions in Ref. [19] is applicable only in the limited bias voltage condition.

In this letter, we study the backaction dephasing induced by coupling with an environment containing a QDD to address the following two main issues: (i) What is the physical origin of the backaction dephasing by a QDD? To clarify this question, we derive the analytical expression for the backaction dephasing rate within the framework of nonequilibrium second-order many-body perturbation theory. We show that charge noise of a QDD causes the backaction dephasing. In Refs. [17] and [18], the backaction dephasing in a charge qubit readout by a QDD was already investigated for a Cooper-pair confined in a single Cooper-
pair box, namely the measured system has a discrete level. In contrast to this, we discuss the backaction dephasing for delocalized electron in a measured system that has a coupling with the reservoirs. (ii) The other main issue is the difference between the bias voltage dependences of backaction dephasing rate for a QDD and QPC. To discuss this point, we examine the first-order expansion coefficient for backaction dephasing rate expressed as a polynomial function of a bias voltage. Unlike QPC, in the low bias voltage regime, the backaction dephasing rate may decrease by the condition for the QDD energy level, the linewidth functions, and how to apply the bias voltage. Moreover, we show that the backaction dephasing rate is saturated for the high bias voltage. Such behavior can be verified in terms of the visibility of the Aharonov-Bohm (AB) oscillations by changing the bias voltage across the QDD.

Here we define the backaction dephasing induced by coupling with an environment. As shown in Fig. 1(a), we consider a coherent system that includes \( n \) QDs coupled to source (LS) and drain (LD) reservoirs. Moreover, we assume that only QD1 in the system couples to the environment as the result of Coulomb interaction whose strength is denoted by \( V_C \).

Then, on the basis of the localized state in each QD, the retarded Green’s function of the system is given by

\[
\left[ G_{ij}^r(\epsilon) \right]^{-1} = \begin{cases} 
    [g_{ii}^r(\epsilon)]^{-1} - \delta_{ii} \Sigma_{ii}^r(\epsilon) & (i = j) \\
    [g_{ij}^r(\epsilon)]^{-1} & (i \neq j)
\end{cases},
\]

where \( g_{ii}^r(\epsilon) \) is the retarded Green’s function of the noninteracting \( i \)th QD tunnel coupled to reservoirs, and \( g_{ij}^r(\epsilon) \) includes the direct and indirect inter-dot couplings between the \( i \)th and \( j \)th QD [22]. The imaginary part of the retarded self-energy of the QD1, \( \text{Im}\{\Sigma_{11}^r(\epsilon)\} = -\gamma_d(\epsilon) \), describes the backaction dephasing induced by Coulomb coupling with the environment. We employ the nonequilibrium second-order perturbation theory for \( V_C \) [23, 24]. In general, the real part of \( \Sigma_{11}^r(\epsilon) \) provides the energy level shift of QD1. However, to discuss only the dephasing effect we compensate for this energy level shift [21]. In the following, we assume that the coherent system is always in the linear transport regime. Thus, we focus on the Fermi energy as the incident energy of an electron and consider \( \gamma_d(\epsilon = 0) \) in our calculation of backaction dephasing at low temperatures, where we choose the Fermi energy as the origin of the energy.

As an environment (see Fig. 1(a)), we consider a QDD that is tunnel coupled to source (RS) and drain (RD) reservoirs by coupling strengths (linewidth functions) \( \Gamma_{RS} \) and \( \Gamma_{RD} \)
FIG. 1: (a) Schematic diagram of a coherent system (indicated by the gray box), which consists of $n$ QDs coupled to source (LS) and drain (LD) reservoirs. QD1 couples to an environment (indicated by the gray ellipse). (b) Backaction dephasing rate $\gamma_d$ vs. linewidth function of QD1 $\Gamma_{11}$ for two values of bias applied to the QDD. (c) Schematic diagram of an AB interferometer containing two QDs with an environment containing a QDD. $\Phi$, and $V_C$ are the magnetic flux threading through an AB interferometer, and the Coulomb interaction between QD1 and the QDD, respectively. (d) Visibility of AB oscillations $\eta$ in the linear conductance through an AB interferometer as a function of the dephasing rate normalized by the linewidth function of QD1 and QD2 $\Gamma_{AB}$ when $\epsilon_1 = \epsilon_2 = 0$, $V_C/h \Gamma = 0.05$, $\alpha = 0.5$, and $T = 0$.

($\Gamma_{RS} + \Gamma_{RD} = \Gamma$) to measure the current through a QDD, and that couples to QD1 capacitively. A source-drain bias voltage $V_{SD}$ is applied to the QDD. Here the $V_{SD}$ is defined as the electrochemical potential difference between the reservoirs RS and RD, namely $\mu_{RS} - \mu_{RD} = eV_{SD}$ where $\mu_{RS} = \lambda eV_{SD}$ and $\mu_{RD} = (\lambda - 1)eV_{SD}$ with $0 \leq \lambda \leq 1$. The $\lambda$ is an experimentally tunable parameter, which provides how to apply the bias voltage. We introduce $\Gamma_{11}$ as the coupling strength between QD1 and the reservoirs, and plot the $\Gamma_{11}$-dependence of the backaction dephasing rate in Fig. (b) when $\epsilon_1 = 0$, $\epsilon_{QDD} = 0$, $V_C/h \Gamma = 0.05$, and $k_B T/h \Gamma = 0.01$, where $\epsilon_1$, $\epsilon_{QDD}$, and $T$ are the energy level of QD1, the energy level of the QDD, and the temperature, respectively. When there is no direct inter-dot tunnel coupling and $\Gamma_{11} = 0$, the $\gamma_d$ value corresponds to the backaction dephasing rate induced by an environment when QD1 is decoupled from the reservoirs [4].
increases, the backaction dephasing rate decreases slowly in the small $\Gamma_{11}$ regime and rapidly in the large $\Gamma_{11}$ regime. The monotonic decrease in the backaction dephasing rate in the large $\Gamma_{11}$ regime can be explained as follows. The dwell time of an electron in QD1 is given by $\tau_{\text{dwell}}^{11} = (\Gamma_{11})^{-1}$. An increase in $\Gamma_{11}$ leads to a decrease in $\tau_{\text{dwell}}^{11}$. A similar result was obtained in Ref. 20 in relation to inter-dot tunnel coupling. As a result, the effective interaction time of the electrons passing through QD1 with the QDD becomes shorter, and the backaction dephasing rate decreases.

Although our results are general, we focus on an AB interferometer as a coherent system to observe backaction dephasing effects experimentally [9]. As shown in Fig. 1(c), we consider an AB interferometer containing two QDs (QD1 and QD2) and two Fermi liquid reservoirs LS and LD. Only QD1 couples to a QDD in an environment. We assume that the level spacing is much larger than other energy scales, and consider only a single energy level in each QD. To focus on the coherent charge transport, we neglect the spin degree of freedom. In the tunneling amplitude between the reservoirs and QDs in an AB interferometer, we introduce the AB phase $\phi = 2\pi \Phi / \Phi_0$ as a Peierls phase factor, where $\Phi$ is the magnetic flux threading through an AB interferometer and $\Phi_0 = h/e$ is the magnetic flux quantum. We define the tunneling amplitude between the reservoir $\nu$ and the $j$th QD by $t_{\nu k}^{(j)}(\phi)$. From the definition of the linewidth function, $\Gamma^{\nu}_{ij}(\epsilon, \phi) = (2\pi/\hbar) \sum_k |t_{\nu k}^{(i)}(\phi)|^2 \delta(\epsilon - \epsilon_{mk})$, the diagonal functions are $\Gamma^{\nu}_{ii}(\epsilon) = (2\pi/\hbar) \sum_k |t_{\nu k}^{(i)}|^2 \delta(\epsilon - \epsilon_{mk})$, where $\nu \in \{LS, LD\}$ and $i = 1, 2$. In our evaluation of the off-diagonal functions, we take account of the wave number dependence of the tunneling amplitude, and we obtained $\Gamma^{LD}_{12}(\phi) / \Gamma^{LS}_{12}(\phi) = (\alpha_{LD}/\alpha_{LS}) \sqrt{\Gamma^{LD}_{11} \Gamma^{LS}_{22} / \Gamma^{LS}_{11} \Gamma^{LD}_{22} e^{i\phi}}$, $\Gamma^{LS}_{21}(\phi) = [\Gamma^{LS}_{12}(\phi)]^*$, and $\Gamma^{LD}_{21}(\phi) = [\Gamma^{LD}_{12}(\phi)]^*$. Here we introduce the coherent indirect coupling parameter $\alpha_{\nu}$, which characterizes the indirect coupling strength between two QDs via the reservoir $\nu$ [22, 25]. Moreover, we assume the wide-band limit, namely we neglect the energy dependence of the linewidth function: $\Gamma^{\nu}_{ij}(\epsilon, \phi) \equiv \Gamma^{\nu}_{ij}(\phi)$. Using these definitions, we calculate the linear conductance $G_{AB}$ through an AB interferometer with the Green’s function technique [26]. However, in the nonequilibrium second-order perturbation theory it is well-known that the current conservation is violated [23]. Thus, we employ the interpolative approach, which satisfies the current conservation [24]. In a weak interaction regime, the imaginary part of the retarded self-energy described by the interpolative second-order perturbation theory behaves qualitatively the same as that described by the conventional second-order perturbation theory. To clarify the physical meaning of
the backaction dephasing, we show the retarded self-energy described by the conventional
second-order perturbation theory to analyze of the backaction dephasing. We calculate
the conductance with retarded self-energy by the interpolative second-order perturbation
theory since we have to consider current conservation. We define the visibility of AB oscil-
lations as
\[ \eta \equiv \frac{(G_{AB}^{\max} - G_{AB}^{\min})}{(G_{AB}^{\max} + G_{AB}^{\min})} \]
using the maximum and minimum values of the linear conductance \( G_{AB} \). In the following, we consider the symmetric situation where
\[ \Gamma_{11}^{LS(LD)} = \Gamma_{22}^{LS(LD)} \equiv \Gamma_{AB} / 2 \] and \( \alpha_\nu \equiv \alpha \). The backaction dephasing rate dependence of the
visibility of AB oscillations is shown in Fig. 1(d) when \( \epsilon_{AB} = 0, V_C / \hbar \Gamma = 0.05, \alpha = 0.5, T = 0 \), where the energy levels of QD1 and QD2 are defined as \( \epsilon_1 = \epsilon_2 \equiv \epsilon_{AB} \). As the
backaction dephasing rate increases for fixed \( \Gamma_{AB} \), the visibility of the AB oscillations
decreases since the interference is suppressed by the decoherence effect from the environment.
Similarly, for a fixed \( \gamma_d \), when \( \tau_{11}^{\text{dwell}} = 1 / \Gamma_{AB} \) increases, the visibility of the AB oscillations
decreases monotonically. At the limit of \( \gamma_d \to 0 \), the visibility approaches the value where
there is no coupling to an environment. In contrast, the backaction dephasing rate is ex-
pressed by \( \gamma_d \simeq \gamma_d^{(0)} + \gamma_d^{(1)} \Gamma_{AB} \) as a polynomial function of \( \Gamma_{AB} \) in the weak QD-reservoir
coupling regime. Under this condition, the visibility of the AB oscillations is given by
\[ \eta \simeq \frac{(\alpha^2/2)[\gamma_d^{(0)}/\Gamma_{AB}]^{-1}}{S_{nn}(\hbar \omega)} \]
which is shown by the dotted line in Fig. 1(d).

We consider the physical origin of the backaction dephasing induced by the QDD. The
backaction dephasing rate is expressed as
\[ \gamma_d(\epsilon = 0) = \frac{1}{2} \left( \frac{V_C}{\hbar} \right)^2 \int \frac{dE_1}{\hbar} \left[ \rho_{11}(E_1) + \rho_{11}(-E_1) \right] \times \left[ 1 - f_{\text{eq}}(E_1) \right] S_{nn}(-E_1). \]

Here \( \rho_{11}(\epsilon) \) is the density of states of QD1 when there is no coupling between QD1 and
the QDD, \( f_{\text{eq}}(\epsilon) = 1/[e^{\epsilon/k_B T} + 1] \) is the equilibrium Fermi-Dirac distribution function,
and \( S_{nn}(\hbar \omega) \equiv \int dt \langle \delta n_{QDD}(t) \delta n_{QDD}(0) \rangle e^{i\omega t} \) is the spectral charge noise in a QDD. Here
\( \delta n_{QDD}(t) \equiv n_{QDD}(t) - \langle n_{QDD}(t) \rangle \), where \( n_{QDD}(t) \) is the number operator of a QDD. From
Eq. (2), the \( \gamma_d \) is symmetric with respect to the QD energy \( \epsilon_{AB} \) in an AB interferometer. Eq.
(2) includes only the unsymmetrized spectral charge noise which denotes the unidirectional
energy transfer from an environment to the system in the inelastic scattering process [27].
To clarify this point, in the linear transport regime, we rewrite the $\gamma_d$ as

$$
\gamma_{d,\text{linear}}(\epsilon = 0) = \frac{1}{2} \left( \frac{V_C}{\hbar} \right)^2 \left( \frac{\Gamma_{RS} + \Gamma_{RD}}{\Gamma_{RS} \Gamma_{RD}} \right)^2 \times \int \frac{dE_1}{\hbar} \left[ \rho_{11}(E_1) + \rho_{11}(-E_1) \right] \times [1 - f_{eq}(E_1)] \\
\times \int \frac{dE_2}{2\pi\hbar} f_{eq}(E_1 + E_2) [1 - f_{eq}(E_2)] \times T_{QDD}(E_1 + E_2) T_{QDD}(E_2),
$$

where $T_{QDD}(\epsilon)$ is the transmission probability through a QDD. Equation (3) describes the inelastic electron-electron scattering process between QD1 and a QDD. The three factors including the Fermi-Dirac distribution function $1 - f_{eq}(E_1)$, $f_{eq}(E_1 + E_2)$, and $1 - f_{eq}(E_2)$ correspond to the probabilities of the final state in an AB interferometer, and the initial and final states in an environment in the inelastic scattering process, respectively. Such dephasing corresponds to a relaxation caused by the inelastic electron-electron scattering process in Fermi liquid theory [28].

Figure 2(a) depicts the $\epsilon_{AB}$-dependence of the backaction dephasing rates for various bias voltages at $k_B T / h \Gamma = 0.1$ when $\epsilon_{QDD} = 0$, $V_C / h \Gamma = 0.05$, $\Gamma_{AB} / \Gamma = 0.1$, $\alpha = 0.5$, $\phi = 0$, $\Gamma_{RS} = \Gamma_{RD} = \Gamma / 2$, and $\lambda = 0.5$. The $\gamma_d$ is symmetric with respect to QD energy $\epsilon_{AB}$, and is intensified as the bias voltage $V_{SD}$ increases. To understand the increase of backaction by bias voltage, we consider the spectral charge noise at $T = 0$. The spectral charge noise is non-zero for $E_1 < eV_{SD}$ as shown in Fig. 2(b). Because of the factor $1 - f_{eq}(E_1)$ in Eq. (2), the frequency regime of $E_1 > 0$ is relevant for backaction dephasing, and the charge noise increases in the relevant frequency regime as the bias voltage becomes larger. As a result, the backaction dephasing rate is strengthened as the bias voltage increases. In the following, we discuss that such monotonic increase is not universal behavior.

In general, for finite temperatures [29], the $\gamma_d$ can be expressed as polynomial functions of a bias voltage $V_{SD}$ as follows: $\gamma_d = \gamma_d^{(0)} + \gamma_d^{(1)} eV_{SD} / h \Gamma + \gamma_d^{(2)} (eV_{SD} / h \Gamma)^2 + O(eV_{SD} / h \Gamma)^3$, where $\gamma_d^{(0)} \neq 0$, $\gamma_d^{(1)} \neq 0$ except for $\lambda \Gamma_{RS} = (1 - \lambda) \Gamma_{RD}$, and $\gamma_d^{(2)}$ is positive. Thus, the dephasing rate is given by the equilibrium charge noise at $V_{SD} = 0$ for finite temperature $T$. If $\lambda \Gamma_{RS} \neq (1 - \lambda) \Gamma_{RD}$ and $T > 0$, the dephasing rate has a linear contribution in $V_{SD}$ in a low bias voltage regime ($eV_{SD} \ll h \Gamma$). The increase or decrease of the backaction dephasing rate in the low bias voltage regime is determined by the sign of $\gamma_d^{(1)}$. Here we
FIG. 2: Backaction dephasing rate and spectral charge noise of a QDD when $V_C/h\Gamma = 0.05$, $\Gamma_{AB}/\Gamma = 0.1$, $\alpha = 0.5$, and $\phi = 0$. (a) Backaction dephasing rate $\gamma_d$ vs. QD energy $\epsilon_{AB}$ for various bias voltages when $\Gamma_{RS} = \Gamma_{RD} = \Gamma/2$. The solid, dashed, and dash-dotted lines indicate the condition of $V_{SD} = 0$, $eV_{SD}/h\Gamma = 1$, and $eV_{SD}/h\Gamma = 2$, respectively. (b) Spectral charge noise of a QDD at $\epsilon_{QDD} = 0$, $T = 0$, and $\Gamma_{RS} = \Gamma_{RD} = \Gamma/2$ for various bias voltages. The solid, dashed, and dashed-dotted lines indicate the condition of $V_{SD} = 0$, $eV_{SD}/h\Gamma = 2$, and $eV_{SD}/h\Gamma = \infty$. (c) Bias voltage dependences of the backaction dephasing rate at zero temperature for various QDD energy levels for $\epsilon_{AB}/h\Gamma = 2$, $\Gamma_{RS}/\Gamma = 0.9$, $\Gamma_{RD}/\Gamma = 0.1$, and $k_B T/h\Gamma = 0.1$. The solid, dashed, and dash-dotted lines indicate the condition of $\epsilon_{QDD} = 0$, $\epsilon_{QDD}/h\Gamma = 1$, and $\epsilon_{QDD}/h\Gamma = -1$, respectively.

Focus on the condition of $\Gamma_{AB} \ll \Gamma, k_B T/h$, namely the QD1 is almost isolated and the $\rho_{11}(\epsilon, \phi) \simeq \hbar \delta (\epsilon - \epsilon_{AB})$. Then the sign of $\gamma_d^{(1)}$ is given by the sign of $[\lambda \Gamma_{RS} - (1 - \lambda)\Gamma_{RD}]\epsilon_{QDD}$ and is independent of $\epsilon_{AB}$. For $T = 0$ and $\lambda \Gamma_{RS} = (1 - \lambda)\Gamma_{RD}$, the dephasing rate increases parabolically for $V_{SD}$. In Fig. 2(c), we plot the $V_{SD}$-dependence of the backaction dephasing rate at $k_B T/h\Gamma = 0.1$ for various QDD energy levels when $\epsilon_{AB}/h\Gamma = 2$, $V_C/h\Gamma = 0.05$, $\Gamma_{AB}/\Gamma = 0.1$, $\alpha = 0.5$, $\phi = 0$, $\Gamma_{RS}/\Gamma = 0.9$, $\Gamma_{RD}/\Gamma = 0.1$, and $\lambda = 0.5$. Under this condition, the sign of $\gamma_d^{(1)}$ follows the sign of $\epsilon_{QDD}$ as shown in the low bias voltage regime. The backaction dephasing rate is saturated for the high bias voltage as shown in Fig. 2(c) since the spectral charge noise is saturated to $S_{nn}(-E_1)|_{V_{SD} \to \infty} = \frac{2\Gamma_{RS}\Gamma_{RD}}{\Gamma} \frac{1}{(E_1/\hbar)^2 + \Gamma^2}$ at the high bias limit as shown in Fig. 2(b). To observe such behaviors of the backaction dephasing rate for the bias voltage $V_{SD}$ and QDD energy level $\epsilon_{QDD}$ experimentally, we have only to investigate the visibility of the AB oscillations in the linear conductance through an AB interferometer with referring the results in Fig. 1(d).

To summarize, we have shown that the Coulombic backaction of a QDD is due to charge
noise unlike a QPC. The backaction dephasing rate is symmetric with respect to the QD energy level \( \epsilon_{AB} \) in an AB interferometer. In the linear transport regime through a QDD, charge noise induced backaction dephasing is described by an inelastic electron-electron scattering process. Out-of-equilibrium, in the low bias voltage regime, the increase or decrease of dephasing rate depends on the QDD energy level, the linewidth functions, and how to apply the bias voltage, and the backaction dephasing rate is saturated for the high bias voltage regime. Such behaviors can be extracted experimentally from the bias voltage dependence of the visibility of the AB oscillations in the linear conductance.
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