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ABSTRACT

Here, we propose an interaction analysis method, which quantitatively evaluates the interactions among constituent materials in composites that consist of matrix (e.g., resin), fillers, and additives (e.g., fiber-reinforced plastics). Using this method, we developed a data-driven scheme that is capable of identifying alternative constituent materials. The scheme enabled the search for new composites with the same performance as the original composite. The proposed scheme was also found useful for composites with complex interactions, where the features of constituent materials (e.g., the addition ratio) exhibited linear and exponential relationships with the performance. To demonstrate the utility of the proposed scheme, we searched for alternative constituent materials, which are involved in the interaction with the largest contribution to the performance (i.e., bending modulus). The bending moduli of the resulting composites were comparable to the original composite, thereby verifying the utility of the proposed scheme.

1. Introduction

Composite materials, such as fiber-reinforced plastics, are very significant in the development of products in the fields of aerospace, automobiles, and medical equipment, where they have been applied to products as varied as automobile trunks and aircraft gas turbines [1]. Composite materials are compounds of two or more constituent materials, and their performance can far exceed that of a single material. In addition, the importance of environmental sustainability has been increasingly recognized in recent years. This is highlighted by the Sustainable Development Goals adopted by the United Nations General Assembly; thus, environmental sustainability has become a very important issue for modern industry [2]. One goal of the field of composite materials is thus to develop composites that use recyclable materials or biomass and to utilize these materials in fabricating products [3–6]. This effort is expected to reduce both industrial waste and the amount of plastic used. One way to produce such composites for use in products is to substitute the constituent materials that make up the composites with biomass materials or recyclable materials. However, such substitutions may result in performance that is significantly reduced compared to that provided by the composite before the substitution. This occurs because the performance of a composite is affected not only by the features of its individual constituent materials (e.g., addition ratios and physicochemical quantities such as molecular weight and dielectric constant) but also by the interactions among the constituents. Therefore, in order to obtain a new composite material with the same performance as the one before the substitution, it is essential to take both of these issues into account. However, it is difficult to obtain a new composite material that achieves the same performance as the one before the substitution based on human experience and intuition because it takes an enormous amount of time to evaluate countless materials while also taking into...
account the interactions between them. Machine learning has therefore been studied as an approach to solving the difficulty of material exploration. Thanks to this research, a number of methods have been proposed for conducting rapid searches for materials that meet the target performance, and these methods have enabled the discovery of many new materials [7–20]. The methods employed in these previous studies consider both performance and material features, and they represent these relationships as a mathematical formula – or a predictive model – and use machine learning to evaluate the performance of the material. In this way, it is possible to conduct rapid searches among an enormous number of materials for those that fulfill the target performance. However, in developing a composite material, many of the features of the constituent materials that make up the composite are often unknown because the constituents are purchased from manufacturers who generally do not provide this information. This makes it difficult to search for materials using predictive models. These difficulties constitute major barriers to substiutions with biomass or recyclable materials. To overcome this difficulty, it is important (i) to determine the target materials for substitution by evaluating their interactions quantitatively and (ii) to search for new materials to substitute the target material in a way that does not rely on a predictive model.

For such a search, to address point (i), quantifyng and evaluating the interactions among the constituents of the composite is necessary. For the performance of composite materials, this depends on the addition ratio of the constituent materials and their combination. Furthermore, the dependence of performance on the addition ratio is often not linear due to complex interactions among the constituent materials [21,22]. Therefore, the interactions among the components can be represented by a nonlinear term of the form \( x_1^{n_1} x_2^{n_2} \cdots x_m^{n_m} \), where \( n_i \) is an integer greater than or equal to 0 and \( x_i \) is a relevant feature of material \( i \) and \( i = 1, 2, \ldots, m \).

One method for considering such an interaction in a predictive model is to use the Kernel function [23]. However, it is difficult to evaluate the interaction quantitatively in such a predictive model because the Kernel function often is not represented directly by an interaction in such a model. An alternative is to use a predictive model constructed using the quadratic partial least squares (PLS) method [24]. In this method, the latent variable that maximizes the covariance between a performance indicator and the features is constructed using the training data, and the interaction is evaluated by a predictive model in which the relationship between this latent variable and the performance indicator is expressed as a quadratic function. However, since the interaction represented by this predictive model is limited to the form \( x_i x_j \), it is difficult to evaluate interactions of higher-order quantitatively. In order to evaluate higher-order interactions, Suzumura et al. therefore considered an interaction of the form \( x_1 x_2 x_3 \cdots x_m \), which contains the product of two or more features, and they proposed a method for extracting the features and interactions that are correlated with the objective variable [25]. However, as mentioned above, despite the fact that various methods have been proposed for dealing with interactions, there exists no general method for evaluating interactions quantitatively or for considering higher-order interactions such as \( x_1^{n_1} x_2^{n_2} \cdots x_m^{n_m} \).

As mentioned above in point (ii), many methods have been proposed for materials searches, but in order to apply these methods, the following two conditions must be fulfilled: First, feature and performance data must be available for all the training data used in the construction of the predictive model. Second, the feature must be a quantity that can search for unknown materials, which are not included in the training data as input to the predictive model. However, in the case of a composite material, it is extremely rare to be able to use features that allow a search for new materials. Therefore, we are forced to use features that are difficult to search for, such as the addition ratio of the material used in the training data [10]. Consequently, search methods that do not use a predictive model have become important. One such method is a search using unsupervised learning. For example, Zhang et al. applied hierarchical clustering – a method of unsupervised learning – to search for Li-containing materials with high Li-ion conductivities, and they succeeded in predicting as many as 16 Li-containing materials with high Li-ion conductivities among about 3000 Li-containing materials [26]. This search method is unique in that it uses only the feature data for candidate materials and for known high-performance materials through hierarchical clustering. This method is therefore very useful in situations where it is difficult to search using predictive models. However, to the best of our knowledge there is no published example of such an unsupervised-learning-based search method being applied to materials with interactions, such as composite materials.

In this study, we considered a composite with components, including a matrix (e.g., resin), filler, and additive, and proposed an interaction analysis method that can evaluate the interactions among the component materials quantitatively. It is based on an analogy with the cluster-expansion method of Mayer et al. in statistical physics [27], and it employs a new data-driven search scheme that combines this method with an unsupervised-learning search method. Hereafter, for convenience of explanation, we refer to matrices, fillers, and additives as ‘elements’ and their corresponding materials as ‘elemental materials.’ The search scheme proposed in this paper is shown in Figure 1. The search scheme consists of two parts; (a 1), a quantitative evaluation of the interactions and an identification of the elemental material in the target composite for which a substitute is to be found and (a 2), a search for new elemental materials to be substituted for the identified elemental material.
(See Appendix A. for details). Section 2 describes the interaction analysis method we use to evaluate quantitatively the interactions that occur among materials. In Section 3, we consider as a case study composites consisting of three materials (resin, filler, and additive). In addition we focus on the one interacting material that makes the largest contribution to the performance of the composite, using the bending modulus as the performance indicator, and we search for a new material to substitute it. To demonstrate that the proposed scheme works, we then apply the search scheme proposed in this paper to perform the search in the case study. Finally, we present our conclusions in Section 4.

Although for simplicity we consider in Section 2 a case in which only three kinds of materials constitute a composite material, it is easy to extend this interaction analysis method to composites consisting of four or more materials.

2. Interaction analysis method

2.1. Predictive model decomposed into interactions

Let us consider interactions represented by two and three Features, i.e.

$$x_i^{n_i} x_j^{n_j}, \quad x_i^{n_i} x_j^{n_j} x_k^{n_k},$$  \hspace{1cm} (1)

where $n_i, n_j,$ and $n_k$ are integers greater than 0; $i\neq j\neq k$; and $x_i$ is the feature representing the addition ratio of elemental material $i$. In this section, in order to evaluate the interactions between features quantitatively within the framework of the predictive model represented by Equation (A1), we first derive an equation containing the interactions based on Equation (A1), and we then define indicators to evaluate the interactions represented in that equation. From Equation (A1), the performance indicator $y$ can be expressed as
\[ y = \exp\left( \sum_{i=1}^{N} c_i x_i + c_0 \right) = A \prod_{i=1}^{N} e^{c_i x_i}, \]  

where \( A = e^{c_0} \). Assuming a composite material to be composed of three elements – matrix, filler, and additive—Equation (2) can then be written for a composite material \( a \) as follows:

\[ y_a = A e^{c_{ma} x_m} e^{c_{fa} x_f} e^{c_{aa} x_a}, \]  

where \( c_{ma} \), \( c_{fa} \), and \( c_{aa} \) are respectively the partial regression coefficients for the matrix \( (m) \), filler \( (f) \), and additive \( (a) \) in the composite material \( a \). Here, \( x_m, x_f, \) and \( x_a \) are the features – i.e., the addition ratios of the specific matrix, filler, and additive in the composite material \( a \)—and \( y_a \) is the performance indicator for that composite material. Expanding the exponential function in Equation (3) into a Maclaurin series, we get

\[ y_a = A \sum_{n_{ma}, n_{fa}, n_{aa}=0}^{\infty} \frac{1}{n_{ma}! n_{fa}! n_{aa}!} c_{ma}^{n_{ma}} c_{fa}^{n_{fa}} c_{aa}^{n_{aa}} x_m^{n_{ma}} x_f^{n_{fa}} x_a^{n_{aa}}, \]  

where \( n_{ma}, n_{fa}, \) and \( n_{aa} \) are integers greater than or equal to 0 and we assumed that the features are standardized with mean 0 and variance 1. From Equation (4), it is clear that Equation (2) contains products of features, i.e., interactions. Using Equation (4), we therefore next define indicators for evaluating these interactions. Hereafter, we use the following procedure to define these indicators: (I) From Equation (4), we derive an expression composed of two- or three-factor interactions. (II) As discussed in Section 2.2, below, we define indicators for evaluating those interactions based on the equation derived in (I).

First, let us focus on (I). Using Equation (1), we can express Equation (4) as follows:

\[ y_a = A \left( 1 + \sum_{n_{ma}=1}^{\infty} \frac{1}{n_{ma}!} c_{ma}^{n_{ma}} x_m^{n_{ma}} + \sum_{n_{fa}=1}^{\infty} \frac{1}{n_{fa}!} c_{fa}^{n_{fa}} x_f^{n_{fa}} + \sum_{n_{aa}=1}^{\infty} \frac{1}{n_{aa}!} c_{aa}^{n_{aa}} x_a^{n_{aa}} \right) + \sum_{n_{ma}=1}^{\infty} \sum_{n_{fa}=1}^{\infty} \sum_{n_{aa}=1}^{\infty} \frac{1}{n_{ma}! n_{fa}! n_{aa}!} c_{ma}^{n_{ma}} c_{fa}^{n_{fa}} c_{aa}^{n_{aa}} x_m^{n_{ma}} x_f^{n_{fa}} x_a^{n_{aa}}. \]  

The 2nd–4th terms on the right-hand side of Equation (5) are not interactions but instead are terms consisting of single features. Also, the 5th–7th terms on the right-hand side of Equation (5) are terms consisting of two-factor interactions, and the 8th term contains three-factor interactions. It is therefore essential to calculate these terms in order to define indicators for use in evaluating the interactions. Although each term is described by an infinite sum, we can avoid calculating the infinite sum using the following relation [27]:

\[ \sum_{n=1}^{\infty} \frac{1}{n!} x^n = e^x - 1. \]  

Using this equation, we can rewrite the 5th–7th terms on the right-hand side of Equation (5) as follows:

\[ \sum_{n_1, n_2=1}^{\infty} \frac{1}{n_1! n_2!} c_{i_1}^{n_1} c_{i_2}^{n_2} x_{i_1}^{n_1} x_{i_2}^{n_2} = (e^{x_{i_1}} - 1)(e^{x_{i_2}} - 1). \]

In the same way, the 8th term on the right side of Equation (5) is

\[ \sum_{n_1, n_2, n_3=1}^{\infty} \frac{1}{n_1! n_2! n_3!} c_{i_1}^{n_1} c_{i_2}^{n_2} c_{i_3}^{n_3} x_{i_1}^{n_1} x_{i_2}^{n_2} x_{i_3}^{n_3} = (e^{x_{i_1}} - 1)(e^{x_{i_2}} - 1)(e^{x_{i_3}} - 1). \]

Thus, Equation (5) becomes:

\[ y_a = A \{ 1 + (e^{c_{ma} x_m} - 1) + (e^{c_{fa} x_f} - 1) 
\]

\[ + (e^{c_{aa} x_a} - 1) + (e^{c_{ma} x_m} x_f - 1)(e^{c_{fa} x_f} - 1) 
\]

\[ + (e^{c_{ma} x_m} x_a - 1)(e^{c_{aa} x_a} - 1) 
\]

\[ + (e^{c_{fa} x_f} x_a - 1)(e^{c_{aa} x_a} - 1)(e^{c_{ma} x_m} x_f x_a - 1) \}, \]

where the 2nd–4th terms on the right-hand side of Equation (9) correspond to the 2nd–4th terms on the right-hand side of Equation (5); the 5th–7th terms on the right-hand side of Equation (9) correspond to the 5th–7th terms on the right-hand side of Equation (5); and the 8th term on the right side of Equation (9) corresponds to the 8th term on the right side of Equation (5). Hence, Equation (9) is numerically computable and its physical meaning is clear. The derivation of Equation (9) accomplishes procedure (I) above. However, the 2nd–4th terms on the right-hand side of Equation (9)—i.e., the 2nd–4th terms on the right-hand side of Equation (5)—also include the linear terms \( c_i x_i \). To define and describe the indicators in Section 2.2, it is convenient to show the equation in which the 2nd–4th terms on the right-hand side of Equation (9) are separated into linear and nonlinear terms. Thus,
Equation (10) consists of the sum of a constant term, a linear term, and a nonlinear term. This is the equation comprising two/three factors that was being sought in procedure (1).

2.2. Indicators for evaluating the interactions

To accomplish procedure (II), we next define indicators for evaluating the interactions quantitatively based on Equation (10). The purpose of defining these indicators is to use them to determine the elemental materials that are subject to substitution among the elemental materials that make up the target composite, as described in (a 1) of Section 1. To achieve this purpose, we define indicators that can address the following four questions quantitatively: (β 1): How much does the nonlinear term contribute to the performance of the target composite material? (β 2): If the contribution of the nonlinear term to the performance is not negligible, how much do the interactions contribute to the performance of the target composite material? (β 3): If the contribution of the interactions to the performance is not negligible, how large are the contributions of two- or three-factor interactions to the performance? (β 4): If the contribution of two-factor interactions to the performance is not negligible, how great are the contributions of the interactions between any two elemental materials (matrix–filler, matrix–additive, or filler–additive) to the performance?

First, we define an indicator for evaluating (β 1) as follows, using the linear and nonlinear terms identified in the previous section:

\[
R_n = \frac{\tilde{y}_n}{|\tilde{y}_n| + |\tilde{y}_l|},
\]

where \(\tilde{y}_n = \tilde{y}_{n1} + \tilde{y}_{n2} + \tilde{y}_{n3}\), and

\[
\tilde{y}_l = c_{m_n}x_{m_n} + c_{l_f}x_{l_f} + c_{a_n}x_{a_n},
\]

\[
\tilde{y}_{n1} = (\varepsilon^{m_n}x_{m_n} - 1) + (\varepsilon^{l_f}x_{l_f} - 1) + (\varepsilon^{a_n}x_{a_n} - 1) - \tilde{y}_l,
\]

\[
\tilde{y}_{n2} = (\varepsilon^{m_n}x_{m_n} - 1)(\varepsilon^{l_f}x_{l_f} - 1) + (\varepsilon^{m_n}x_{m_n} - 1)(\varepsilon^{a_n}x_{a_n} - 1)
\]

\[
+ (\varepsilon^{l_f}x_{l_f} - 1)(\varepsilon^{a_n}x_{a_n} - 1),
\]

\[
\tilde{y}_{n3} = (\varepsilon^{m_n}x_{m_n} - 1)(\varepsilon^{l_f}x_{l_f} - 1)(\varepsilon^{a_n}x_{a_n} - 1).
\]

In Equation (11), \(\tilde{y}_n\) is the linear term represented by the sum of the 2nd–4th terms on the right-hand side of Equation (10), and \(\tilde{y}_n\) is the nonlinear term represented by the 5th and subsequent terms on the right-hand side of the same equation. The absolute value of Equation (11) thus represents the proportion of the nonlinear term in the total of nonlinear and linear terms. Note that Equation (11) itself is not an absolute value; it can be negative because the value of \(\tilde{y}_n\) can be negative. This can occur because \(\tilde{y}_n\) contains terms of the form \(e^x - 1\), where \(x\) is the addition ratio, which can be negative when the partial regression coefficient \(c\) becomes negative. If \(\tilde{y}_n\) is negative, it decreases the performance indicator. On the other hand, if \(\tilde{y}_n\) is positive, it increases the performance indicator. Note that all the indicators defined in this section express the proportion of the quantity that contributes to increasing or decreasing the performance indicator (the quantity in the numerator) among the quantities contained in the denominator.

Next, we define an indicator for evaluating (β 2):

\[
\tilde{R}_l = \frac{\tilde{y}_l}{|\tilde{y}_n| + |\tilde{y}_l|},
\]

where \(\tilde{y}_l = \tilde{y}_{n2} + \tilde{y}_{n3}\). Equation (16) represents the proportion of the interaction to the combination of nonlinear terms comprising single features (\(\tilde{y}_{n1}\)) and interactions (\(\tilde{y}_l\)) that contributes to increasing or decreasing the performance.

Similarly, we define an evaluation indicator for (β 3) by the following equation:

\[
\tilde{R}_{nt} = \frac{\tilde{y}_{nt}}{|\tilde{y}_{n2}| + |\tilde{y}_{n3}|},
\]

where \(a = 2, 3\). This index represents the proportion of two- or three-factor interaction that contributes to an increase or decrease in performance.

Finally, we define an indicator for evaluating (β 4) by the following equation:

\[
\tilde{R}_{2\beta} = \frac{\tilde{y}_{2\beta}}{|(\varepsilon^{m_n}x_{m_n} - 1)(\varepsilon^{l_f}x_{l_f} - 1)| + |(\varepsilon^{m_n}x_{m_n} - 1)(\varepsilon^{a_n}x_{a_n} - 1)| + |(\varepsilon^{l_f}x_{l_f} - 1)(\varepsilon^{a_n}x_{a_n} - 1)|}.
\]
where \( y, \delta = m_a, f_a, a_a \). Equation (18) represents the proportion of the interaction between two elemental materials (matrix–filler, matrix–additive, or filler–additive) that contributes to increasing or decreasing the performance indicator among the two-factor interactions. Using the four indicators defined above, it is possible to address quantitatively the questions \((\beta 1)\) through \((\beta 4)\).

This method for determining which of the elemental materials are to be substituted in the target composite material using the aforementioned indicators to answer questions \((\beta 1)\) through \((\beta 4)\) in order is the interaction analysis method defined in this paper.

### 3. Case study

In this section, we consider as a case study a search for alternative materials in a composite material consisting of three elements – matrix (resin), filler, and additive – and we apply the search scheme described in Appendix A, with the bending modulus as the performance indicator. The purpose of this section is to demonstrate that the proposed scheme works using this case study.

We begin by stating the following two points: First, for composites with interactions, we identify the elemental material involved in the interaction that makes the largest contribution to the performance indicator using the interaction analysis method described above, and we then search for a new elemental material to substitute it. Second, we demonstrate experimentally that the composite material obtained by substituting the elemental material obtained through this search has the same bending modulus as the composite material before the substitution. The search scheme for this case study follows the procedure described in Appendix A. In Appendix A, we did not present detailed determinations of the specific elemental materials to be substituted because they depend on the problem under investigation, but we describe them here.

We assembled data for the composites that consist of performance measurements and the features defined in Equation (A1), and we then determined the composites with interactions contained in these data by the following procedure. First, we divided the data for the composites into training data and test data, and we constructed two types of predictive models using the training data: a predictive model using the natural logarithm of the performance indicator \( y \) as the objective variable and the features \( x \) as the explanatory variables (Model A) and a predictive model using the performance indicator \( y \) itself as the objective variable and the features \( x \) as the explanatory variables (Model B). Next, we predicted the performance from the test data using these two predictive models, calculated the absolute values of the residuals, and compared the predicted and measured values. In this evaluation, if the absolute value of the residual for Model A is lower than that for Model B using the test data, the nonlinear term cannot be ignored. The composite materials in the data that fulfill this condition are therefore subject to evaluation of the interactions. The reason for this is that the interactions belong to the nonlinear term in Model A [Equation (10)]. Finally, we identify the elemental materials involved in the interactions that make the greatest contribution to the performance by evaluating the interactions quantitatively using the interaction analysis method described in Section 2. The search scheme for the case study described above is shown in Figure 2.

#### 3.1. Collection of bending-modulus data

For each of the three elements, we obtained nine different kinds of elemental materials. From these elemental materials, we fabricated composites using one selected from each of the three types of elements, and we measured their bending moduli using the following procedure. We weighed each of the 27 different matrices, fillers, and additives to obtain the specified addition ratios, and we mixed them in a micro-compounder (MC15, Xplore Instruments) to obtain the composite compound. The temperature at the time of compounding was 230 °C, the rotation speed was 80 rpm at the time of materials feeding, and 130 rpm after the materials were fed, and the materials were mixed for 5 seconds. Then, we used a small injection-molding machine (IM12, Xplore Instruments) to fabricate a molded part from the compound in order to obtain a composite specimen in the shape specified in ISO 527-2-1 BA (2012). The injection temperature was set to 230 °C, the temperature of the mold was set to 60 °C, the injection pressure was set to 10 bar, and the molding time was set to 18 seconds. We measured the bending modulus using a universal materials-testing machine (Tensilon RTC-1250, A&D Co., Ltd.), utilizing the specimens of composite materials fabricated as described above. The test conditions were as follows: the distance between fulcrums was 40 mm, the indenter and the support radius were 5 mm in diameter, and the test speed was 2 mm/min. The bending modulus was calculated from the stress gradient in the strain interval 0.05 % – 0.25 %. We measured the bending moduli for a total of 38 composites with different kinds of elemental materials and different addition ratios using the fabrication conditions described above.

#### 3.2. Construction of predictive models

To select data from the collected data for composite materials, for which the nonlinear term cannot be neglected, we grouped the datapoints into 38 datasets
using the following procedure. From the histogram of the measured bending-modulus values shown in Figure 3, we selected three data points from the region of high bending modulus – over 15 GPa – and three selected randomly from the region of bending modulus smaller than 15 GPa. We created 6 and 32 test and training datasets, respectively. Using the information in the training dataset, we then constructed two predictive models – namely, Model A and Model B—using the PLS regression method [28]. In order to construct these two predictive models, it is necessary first to define the objective and explanatory variables. As described in Section 3, we used the natural logarithm of the bending modulus as the objective variable for Model A and the bending modulus itself as that for Model B. As the explanatory variables for both predictive models we used the addition ratios of the 27 different kinds of elemental materials. It is necessary also to determine the optimal number of latent variables in the construction of the predictive models using the PLS regression method. We therefore considered a predictive model constructed using the PLS regression method consisting of one to ten latent variables, and after performing leave-one-out cross-validation (LOOCV) and calculating the root-mean-square error (RMSE), we focused on the minima in the dependence of the RMSE on the number of latent variables, and we determined the optimal number of latent variables to be the smallest number that minimized the RMSE. The results of using LOOCV within the framework of the PLS regression method to determine the optimal number of latent variables are shown in Figure 4. This figure shows that the optimal number

Figure 2. Alternative-Materials search scheme for case studies. This scheme follows the search scheme described in Appendix A. Model A and Model B are predictive models described in the text. The quantities \( y_a \) and \( y_c \) are the performance indicators for the composite material before and after substitution by the candidate material determined using ISOMAP, respectively. The quantities \( |\varepsilon_i| (i = A, B) \) are the absolute values of the residuals computed for model i using the test data. The brackets labeled (a'1) and (a'2) in this figure correspond to (a 1) and (a 2) in Figure 1, respectively. The applied interaction analysis method is indicated by the red box.
of latent variables was four for both Model A [Figure 4(a)] and Model B [Figure 4(b)]. We used these two predictive models constructed using the PLS regression method to compare the prediction accuracy for the test data. Finally, using these two predictive models, we obtained the predicted values of the bending moduli for the test data, and we calculated the absolute values of the residuals from these values. Figure 5 shows the absolute values of the residuals for test data C1–C6 (See Appendix B, for the composition of C1–C6.). This figure shows that for the three composites (C4, C5, and C6) in the region of bending modulus over 15 GPa, the absolute values of the residuals for Model A were smaller than those for Model B. That is, these test data were predicted more accurately by Model A than by Model B.

The test data C4–C6—which have bending moduli of 15 GPa or higher—are thus composites for which the nonlinear term cannot be ignored. Therefore, we used the composite materials corresponding to these data (i.e., test data C4–C6) as targets for evaluating the interactions. However, for convenience, we chose only the data for composite material C4 and used it as the target for evaluating the interactions.

3.3. Identification of the materials targeted for substitution using the proposed interaction analysis method

In this section, in order to determine which elemental material is to be substituted in composite material C4, we use the indicators defined in Section 2.2, to identify the interaction that makes the largest contribution to the bending modulus.

We made this decision in the following way. First, we calculated the indicators $R_a$, $R_i$, $R_{ia}$, and $R_{iag}$ using the results predicted for composite material C4 by Model A. From the results of this calculation, we identified the interaction that makes the largest contribution to the bending modulus. We then determined the elemental materials involved in this interaction. Finally, from the elemental materials so identified, we selected the ones to be substituted.

We calculated the four indicators for composite material C4, and the results are shown in Figure 6 (See Appendix C, for the quantities required for calculating the indicators.). The value of $R_a$ was 0.51 [Figure 6(a)]. This shows that in this predictive model, the nonlinear term increases the bending modulus, and it accounts for about 51% of the total of both the linear and nonlinear terms. Here, the nonlinear term in composite C4 is calculated to be 5.63 GPa, which is not a small amount. We then calculated $R_i$, and found this value to be 0.44 [Figure 6(a)]. This interaction increases the bending modulus, and this contribution accounts for 44% of the total nonlinear term. The value of the interaction for composite C4 is 2.46 GPa, which also is not a small amount. To examine the proportions of two- and three-factor interactions quantitatively, we show the calculated results for $R_{i2}$ and $R_{i3}$ in Figure 6(b), which shows that the value of $R_{i2}$ was 0.82 and $R_{i3}$ was $-0.18$. This implies the following: The two-factor interactions increase the bending modulus by about 82% of the total (two- and three-factor) interactions. On the other hand, the three-factor interactions decrease the bending modulus.
modulus, accounting for about 18 % of the total interaction. This result shows that the two-factor interactions make the largest contribution to the bending modulus. Finally, to identify which of the two-factor interactions – i.e., those among the matrix–filler, matrix–additive, and filler–additive interactions – make the largest contribution to the bending modulus, we show the calculated results for $r_{2mf}$, $r_{2ma}$, and $r_{2fa}$ in Figure 6(c). These values were $-0.16$, $-0.08$, and $0.76$, respectively. Thus, both the matrix–filler and matrix–additive interactions act to decrease the bending modulus, and their contributions account for 16 % and 8 %, respectively, of the total of the two-factor interactions. On the other hand, the filler–additive interaction acts to increase the bending modulus, and it accounts for 76 % of the total contribution of the two-factor interactions. The contribution of the filler–additive interaction to the bending modulus is thus much higher than that of either the matrix–filler or matrix–additive interactions.

By applying the proposed interaction analysis method to composite C4, we thus found that the filler–additive interaction makes the largest contribution to the bending modulus. Therefore, in this case study, since the chemical structure of the additive in composite C4 is known, we decided to search for an elemental material that can be used to substitute this additive used in composite C4.

### 3.4. Materials search for alternatives and measurements of bending moduli

For simplicity, we call the additive used in composite material C4 additive a4. The purpose of this section is to search for a new additive to substitute additive a4 and to verify experimentally that a composite with the new additive has the same bending modulus as composite C4; thus, demonstrating the use of the proposed search scheme.

In order to search for a new additive to substitute additive a4, we obtained candidate compounds using the following procedure. We used the simplified molecular input line entry system (SMILES) to obtain data from PubChem [29] for compounds from TCI (Tokyo Chemical Industry), and we extracted those compounds that did not contain metal atoms and which had molecular weights greater than 100 and less than 900. Then, using the program alvaDesc [30], a tool to calculate and analyze molecular descriptors and fingerprints, we calculated 3885 two-dimensional (2D) molecular descriptors from the SMILES for the extracted compounds and for additive a4. In addition, we predicted the decomposition temperature for each additive using a predictive model for the decomposition temperature based on 2D molecular-descriptor data for the TCI compounds. In this way, we selected 1309 compounds with a probability greater than 80 % of having a decomposition temperature above 240 °C as candidate compounds for the search for new additives.

There are two points to note here. First, the reason for considering the decomposition temperature of the additive is because the composite specimens for which the bending moduli are to be measured are prepared using high-temperature heating (230 °C) in a compounding machine. If the matrix, filler, or additive – which are put into a kneading machine to...
fabricate the composite material – decompose at high temperature, the composite material will not consist of the specified elemental materials. The second point concerns the construction of a predictive model for the decomposition temperature. This was done in the following way. We prepared 20 compounds with known decomposition temperatures from the SIMLES data. We then constructed a predictive model for the decomposition temperatures using a Gaussian-process regression method with an radial basis function kernel [31]. The objective variable for this model was the decomposition temperature. The explanatory variable was a 2D molecular descriptor that was calculated from alvaDesc. In addition, we used the probability of the decomposition temperature exceeding 240 °C – i.e., the value integrated over the region where the decomposition temperature exceeds 240 °C in the probability distribution of decomposition temperature obtained from the predictive model, for this prediction.

Next, in order to evaluate the similarity between two compounds quantitatively, we need a feature value. We therefore performed principal-component analysis using the 2D molecular descriptors for a total of 1310 compounds consisting of additive a4 and candidate materials, and we then used as features the 1st to 400th principal components obtained from this analysis, which made a cumulative contribution of 100 %. Using these candidate compounds and features, we used the complete isometric feature mapping (ISOMAP) to search for compounds that are similar to additive a4 [32]. Figure 7 shows the ISOMAP results. The feature data for the 1309 candidate compounds were distributed as shown by the green dots in Figure 7, while additive a4 is indicated by the red dot (a4). From this distribution, we selected candidate compounds that are very similar to additive a4 — i.e., candidate compounds A1 and A2, which are very close to the red dot in Figure 7 — as experimental candidates. On the other hand, if a compound far from the red point is used as a substitute material, the bending modulus of the composite is expected to be much different from that of composite C4. To confirm this, we also selected compounds far from the red point – i.e. those indicated by N1 and N2 — as candidates for the experiment. We then fabricated four new composites by substituting the additive in composite C4 with the four additives selected above, and we measured their bending moduli. The fabrication conditions for these composites were the same as those described in Section 3.1. The addition ratio of each elemental material in the new composite is the same as that in composite C4; i.e. 40 % for the matrix, 40 % for the filler, and 20 % for the additive.

Table 1 shows the experimental results for the bending moduli of the four composites with different additives. This table shows that the bending moduli of the composites with A1 and A2 as additives – i.e. Composite 1 and Composite 2 — are 18.51 GPa and 18.80 GPa, respectively. On the other hand, those of the composites with additives N1 and N2—namely, Composite 3 and Composite 4 — were 20.10 GPa and 12.86 GPa, respectively. In order to see how much the bending moduli of Composites 1–4 differ from that of composite C4, we calculated the absolute values of the difference between the bending modulus of each Composite and composite C4, as shown in Table 1. The values of Δ for Composite 1 and Composite 2 are 0.62 GPa and 0.91 GPa, respectively; i.e. the difference between them and composite C4 is less than 1.0 GPa. On the other hand, the values of Δ for Composite 3 and Composite 4 are 2.21 GPa and 5.03 GPa, respectively, so the difference between them and composite C4 is more than 2.0 GPa. That is, the difference in bending modulus between C4 and Composite 1 or Composite 2 is small, while that between C4 and Composite 3 or Composite 4 is large. Thus, the composite materials in which additive a4 is substituted by a candidate compound with features similar to those of additive a4 has a bending modulus approximately equivalent to that of composite material C4.

In summary, we applied the search scheme proposed in this paper to search for alternative materials for composites, using the bending modulus as the performance indicator. We then verified experimentally that the composites fabricated using the additives obtained from the ISOMAP search had similar performance to the original composites. We therefore conclude that the search scheme proposed in this paper works. In addition, through the results presented so far, we have been able to use the proposed interaction analysis method to

![Figure 7. ISOMAP visualization of the feature values of 1310 compounds comprising candidate compounds and additive a4. Here, the features are the 1st–400th principal components obtained from principal-component analysis. The vertical and horizontal axes are axes determined by ISOMAP. The red dot represents additive a4, and the blue dot (A1) and purple dot (A2) represent compounds with features similar to those of additive a4. The orange dot (N1) and gray dot (N2) are compounds that differ significantly from the features of additive a4.](image-url)
Table 1. Measured bending moduli of composites made from additive A4 and from four different additives (unit: GPa). The quantity $\Delta$ is the absolute difference between the bending modulus of each composite and composite C4 (unit: GPa).

| Composite | Additive | Bending modulus | $\Delta$ |
|-----------|----------|-----------------|---------|
| C4        | A4       | 17.89           | 0.0     |
| 1         | A1       | 18.51           | 0.62    |
| 2         | A2       | 18.80           | 0.91    |
| 3         | N1       | 20.10           | 2.21    |
| 4         | N2       | 12.86           | 5.03    |

evaluate quantitatively how much the complex interactions between the elemental materials of a composite contribute to its performance. The present search scheme is therefore useful in searching for alternative materials for composites with complex interactions.

In this search scheme, only the chemical structures of the elemental materials to be substituted and of the candidate substitution materials need to be known; that is, it is not necessary to know performance values such as the bending moduli or chemical structures of all the materials in the training data used in the predictive model. We therefore expect the search scheme proposed in this paper to be very effective even in cases where it is difficult to search for materials using a predictive model, such as when the predictive model must be expressed by the addition ratio of a kind of material whose features are unclear.

4. Conclusion

In this paper, we considered a composite material comprising three types of elemental materials and evaluated a case where the performance depends on the features of each elemental material and the interaction among the elemental materials. For this case, we have proposed an interaction analysis method and data-driven search scheme for finding alternative materials. The proposed search scheme assumes that the predictive model and the features used in it are given by Equation (A1) and that at least features such as the chemical structures and physicochemical properties of the elemental materials to be substituted are known. The proposed search scheme consists of the following two points: The first is to determine which material is to be substituted by evaluating the interactions quantitatively, and the second is to search for a new material to substitute it in a way that does not rely on a search using a predictive model.

We proposed the interaction analysis method, which evaluates the interaction at the first point. In this method, the four indices, which can quantitatively evaluate the interaction, are defined based on the equation where the performance obtained from applying the Maclaurin expansion to Equation (2) is expressed by the linear and nonlinear terms. By applying these indices to the alternative material search scheme, it is possible to identify the elemental materials to be substituted in the composite materials with complex interactions.

As a case study, we considered a search for an alternative material in a composite consisting of three elements: a matrix (resin), a filler, and an additive. By applying the interaction analysis method to the composite material C4, we found that the interaction between filler and additive provided the largest contribution to the bending modulus. Next, we considered alternatives to the additives involved in this interaction. Using ISOMAP, two types of additives among the candidate compounds with similar features of the additives used in C4 were found. We measured the bending moduli of the composites obtained by substituting the additives used in C4 with the candidate compounds determined by this search, and we found the bending moduli of the substituted composites to be comparable to that of the unsubstituted composite C4. These results indicate that the search scheme proposed in this study works in the search for alternative materials for composites with interactions.

Using the proposed interaction analysis method, the search scheme described in this paper can evaluate quantitatively how much the complex interactions among materials contribute to the performance of a composite. In addition, it can search for alternative materials using unsupervised learning methods such as ISOMAP, even when it is difficult to use a predictive model, as long as only the chemical structure and physicochemical properties of the target material are known. We therefore conclude that the search scheme proposed in this paper provides a useful scheme for developing composite materials with complex interactions.
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Appendix

Appendix A. Alternative-materials search scheme

The search scheme proposed in this paper targets composite materials consisting of three elements—matrix, filler, and additive—and it assumes that the predictive model can be represented by the following equation:

\[
\ln y = \sum_{i=1}^{N_x} c_i x_i + c_0, \tag{A1}
\]

where \( y \) is the performance indicator, \( c_i \) \((i = 0, 1, \cdots, N_x)\) are the partial regression coefficients, \( x_i \) \((i = 1, 2, \cdots, N_x)\) are the addition ratios of the matrices, fillers, and additives used in the training data [10], and \( N_x \) is the number of features. The predictive model in Equation (A1) does not include features such as the molecular structures and physicochemical properties of the elemental materials. Therefore, although this information is not necessary for all elemental materials in the training data used in Equation (A1), we assume that at least features such as the chemical structure and the physicochemical quantities of the material to be substituted are known.

In order to achieve (a1) in Figure 1, it is important to quantify the interactions among the elemental materials. This is performed using the interaction analysis method described in section 2. The results identify the elemental material to be targeted for substitution from among the elemental materials that make up the target composite material. The identification of this elemental material depends upon the specific problem being addressed. In Section 3, we describe this point for our case study.

The next step (α2) in Figure 1 is to search for a new elemental material to substitute the one identified in (α1). The objective of this search is to obtain a new composite material that has the same performance as the composite material before substitution by substituting another elemental material for the one identified in (α1). To accomplish this, we begin with a number of candidate materials for which the chemical structures are known. These candidate materials are then explored for prospective new materials. However, as mentioned in Section 1, the performance of composite materials not used in the training data cannot be predicted by Equation (A1). Therefore, it is difficult to search for new materials using the predictive model. We therefore introduce the features of the elemental material to be substituted and of the candidate material. If the feature data of the candidate material are similar to those of the elemental material to be substituted, we assume that the performance of the composite material after substitution by the candidate material will be equivalent to the performance of the composite material before substitution. Then, we search for candidate materials that fulfill this assumption by visualizing high-dimensional feature data using unsupervised learning methods such as ISOMAP. Next, we measure the performance of the composite material created by substituting the candidate material determined from the unsupervised learning search. If the measured performance of the composite material after substitution is in fact equivalent to that of the composite material before substitution, the search is terminated. However, if the performance of the substituted composite material is not equivalent to that of the composite material before the substitution, we return to the unsupervised learning search and search for another candidate material. This is the search scheme proposed in this paper.

Appendix B. Composition of composite materials in C1–C6

Table B1. Composition of composite materials in C1–C6. The column of elemental materials (matrix, filler, and additive) consists of the materials used as elemental materials and their addition ratio (unit: %). For example, m3(70) in the Matrix column means that 70 % of material m3 was added as matrix, and a hyphen in the filler column means that no filler was added. The bending modulus column represents the actual measured value of bending modulus (unit: GPa) in each composite material.

| Composite | Matrix | Filler | Additive | Bending modulus |
|-----------|--------|--------|----------|-----------------|
| C1        | m3(70) | f1(20) | a1(10)   | 3.25            |
| C2        | m4(80) | f2(15) | a1(5)    | 5.83            |
| C3        | m4(65) | f3(5)  | a2(25)   | 10.54           |
| C4        | m1(40) | f4(40) | a4(20)   | 17.89           |
| C5        | m2(40) | f4(40) | a4(20)   | 19.23           |
| C6        | m3(40) | f4(40) | a4(20)   | 21.22           |

Appendix C. Quantities used in the calculation of the indices of the interaction analysis method for C4

Table C1. The quantities used to calculate Equation (11) and Equations (16)–(18) for C4.

| \( y_i \) | \( x_{iA} \) | \( x_{iB} \) | \( y_{iB} \) | 1st term of Eq. (14) | 2nd term of Eq. (14) | 3rd term of Eq. (14) |
|-----------|-------------|-------------|-------------|----------------------|----------------------|----------------------|
| 1.30472586| 0.77821398  | 0.77999810  | −0.17625964 | −0.22963579          | −0.11978717          | 1.12942106           |