A Harmonic Impedance Identification Method of Traction Network Based on Data Evolution Mechanism
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Abstract: In railway electrification systems, the harmonic impedance of the traction network is of great value for avoiding harmonic resonance and electrical matching of impedance parameters between trains and traction networks. Therefore, harmonic impedance identification is beneficial to suppress harmonics and improve the power quality of the traction network. As a result of the coupling characteristics of the traction power supply system, the identification results of harmonic impedance may be inaccurate and controversial. In this context, an identification method based on a data evolution mechanism is proposed. At first, a harmonic impedance model is established and the equivalent circuit of the traction network is established. According to the harmonic impedance model, the proposed method eliminates the outliers of the measured data from trains by the Grubbs criterion and calculates the harmonic impedance by partial least squares regression. Then, the data evolution mechanism based on the sample coefficient of determination is introduced to estimate the reliability of the identification results and to divide results into several reliability levels. Furthermore, in the data evolution mechanism through adding new harmonic data, the low-reliability results can be replaced by the new results with high reliability and, finally, the high-reliability results can cover all frequencies. Moreover, the identification results based on the simulation data show the higher reliability results are more accurate than the lower reliability results. The measured data verify that the the data evolution mechanism can improve accuracy and reliability, and their results prove the feasibility and validation of the proposed method.
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1. Introduction

With a rapid development of railway electrification systems (RESs), especially high-speed railways, harmonic distortion problems have attracted increasing attention. At present, electrical locomotives and electric multiple units (EMUs) (collectively called trains) based on pulse-width-modulation (PWM) controlled converters are widely applied in practice [1]. These trains could inject wider and higher high-order harmonic currents into traction power supply systems. The frequencies of harmonic currents can cover the resonance frequencies of traction networks. This will lead to a lot of abnormal problems, such as harmonic resonance [2,3] and harmonic instability [4,5]. Under these conditions, the large components of high-order harmonics could not only easily cause temporary overvoltage, but also even in extreme cases cause some serious incidents, such as the burst of on-board arresters [6]. Thus, the harmonic problem, a huge
impact on the normal operation of trains, is a hidden danger to the security of RESs. Based on the above, proper harmonic suppression [7,8] and good matching characteristics of the harmonic impedance [9] are the key to improving harmonic problems and power quality [10,11], while the harmonic impedance of the traction network is an important parameter. Therefore, a method that can accurately identify the harmonic impedance of the traction network is needed.

In recent years, various methods have been used to calculate harmonic impedance in a traction network. Reference [2,12] built the impedance models of traction networks and calculated harmonic impedance according to the structure and parameters of a traction network. These models can obtain the resonance frequencies and research some parameters which could influence the harmonic impedance. However, in practice, it is very difficult to obtain all system parameters accurately. Thus, the model methods are usually used in simulation research, but they have some limitations in measured harmonic data. Reference [13] proposed a method to estimate harmonic impedance by injecting harmonic currents with specific spectrum into the power grid. However, this method needs a harmonic source device and it is possible to have an impact on the normal operation of the power system. Moreover, some identification methods of harmonic impedance are widely used in the utility power grid (UPG). Fluctuation methods [14,15] can identify the harmonic impedance through the ratio of the increments of harmonic voltage to current at a point of common coupling (PCC) with high measurement accuracy. Reference [16–19] proposed linear regression methods. In essence, they build an equivalent circuit model for harmonic analysis and establish the regression equation by deriving the harmonic voltage and current correlation at PCC. Then, using large amounts of measured harmonic data, they calculate the harmonic impedance and harmonic emission level by regression estimation. Moreover, [20] proposed a method to estimate harmonic parameters and harmonic responsibility with the harmonic amplitude and phase difference of harmonic voltage and current. These methods have already had quite mature applications in the UPG, so in these research works it is possible to use the linear regression method in RESs.

However, compared with the traditional UPG, RESs are a special power grid and hold some unique characteristics. These mean the linear regression method has some limitations in the application process so that the identification results of harmonic impedance may be inaccurate. For further analysis, the main limitations of linear regression methods is shown as follows:

1. The traditional UPG mainly has low-order harmonics, while in the RESs the harmonic problems usually focus on the high frequencies, such as 20th–60th (1000–3000 Hz). However, in practice, it is more difficult to accurately measure high-order harmonic information than low-order, especially the phases of high-order harmonics. In the application of linear regression methods, the measurement errors could be converted into fluctuations of calculated data, which will influence the identification results of harmonic impedance.

2. In the RESs, it is necessary to consider the train-network coupling [21]. The train-network coupling is a dynamic electrical interaction between fast moving trains and the static traction network. Therefore, in this situation, the harmonic impedance of a traction network could change with the fast movement of trains. Meanwhile, some system parameters, which are essential for calculating impedance, could also change. As a result of the dynamic coupling between trains and the traction network, it is not conducive to the accurate identification of harmonic impedance.

To solve these problems, a method combining linear regression with data elimination and data evolution mechanism is proposed in this paper. The main contributions of this paper are as follows:

1. The harmonic impedance identification model based on an electrical circuit and linear regression method is derived in this paper, which is the electrical theoretical basis for calculating impedance.

2. The data elimination based on the Grubbs criterion is introduced to eliminate the outliers of the measured data in order to reduce the influence of error data on linear regression.

3. In this paper, the presented data evolution mechanism serves two purposes. Firstly, based on the sample coefficient of determination, the data evolution mechanism is used to evaluate the
reliability of regression results. Then the regression results can be divided into different reliability levels. Results with high reliability level are more accurate and more valuable than those with low reliability. Secondly, taking further advantage of the reliability level, data evolution mechanism could supplement the results of a high-reliability level by adding new measured data, and can even replace the results of a low-reliability level at some frequencies.

Section 2 introduces the train-network coupling system and derives the equivalent circuit and regression equations. In Section 3, the mathematical theory and application of data elimination and data evolution mechanism are illustrated, and the identification process of harmonic impedance is given. Section 4 carries on the simulation of harmonic impedance identification to verify the effectiveness and accuracy of the proposed method, and defines calculation parameters. In Section 5, measured data is used to demonstrate the application case, and the results of harmonic impedance identification is discussed. Finally, Section 6 is a summary of the full paper.

2. Harmonic Impedance Identification Model

The traction power supply system, including power grid, traction substation, traction network, rails and trains, is a complex network structure. For example, a train-network coupling structure, based on a typical two-phase network, is shown in Figure 1.

![Figure 1. Train-network coupling system.](image1)

Figure 2 is the equivalent circuit of train-network coupling system in the harmonic state. The traction substation (SS) and the section post (SP) are the edges of the traction power supply system. The train at the power collection point (PCP) is simply consisted of a current source $I_T^h$ and a harmonic impedance $Z_T^h$. $Z_{T1}^h$ and $Y_{T1}^h$ are the T-type equivalent circuit parameters of the traction network between PCP and SS, and $Z_{T2}^h$ and $Y_{T2}^h$ are the parameters of the traction network between PCP and SP. Moreover, $Z_{SS}^h$ is the harmonic impedance of the traction substation, including the leakage impedance of the traction transformer, the harmonic impedance of the external power grid, etc. $U_S^h$ is the system harmonic voltage, which in other words is the equivalent background harmonic voltage source.

![Figure 2. The equivalent circuit of train-network coupling system.](image2)
The Thevenin equivalent circuit is established in Figure 3 by the equivalent parameters except the parameters of the train. $Z^h_s$ is the impedance of the traction network, which needs to be calculated and be identified. $U^h_p$ and $I^h_p$ are the voltage and current at the PCP, which could be measured by the potential transformer (PT) and the current transformer (CT) of the train.

![Thevenin equivalent circuit](image)

**Figure 3.** Thevenin equivalent circuit.

Therefore, the relationship equation can be obtained in (1):

$$U^h_s = I^h_p Z^h_s + U^h_p$$  \(1\)

Expansion (1) with the real and imaginary parts, there are two regression equations:

$$U^h_{sx} = U^h_p + Z^h_{sx} I^h_p - Z^h_{sy} I^h_y$$  \(2\)

$$U^h_{sy} = U^h_p + Z^h_{sy} I^h_p + Z^h_{sx} I^h_y$$  \(3\)

where $U^h_{px}$, $U^h_{py}$, $Z^h_{sx}$ and $Z^h_{sy}$ are the regression coefficients that can be estimated by a regression method. Linear regression is a common method in many fields [22]. In this paper, we use partial least squares regression (PLSR) [23] to identify $Z^h_s$.

In this section, through circuit derivation from the train-network coupling system, the Thevenin equivalent circuit and regression equations are obtained. It is easy to calculate harmonic impedance via the PLSR method. This is a simple and common methodology, which is capable of calculating harmonic impedance in traditional power grids. However, as described in Section 1, the two limitations are so unavoidable that this methodology straightly applied to RESs could cause great calculation error. So, taking the coupling characteristics of the train-network system as guidance, the method needs specific improvement. The improvement is designed under the framework of the above harmonic impedance identification model.

### 3. Data Elimination and Data Evolution Mechanism

Based on the above, the improvements of the data elimination and data evolution mechanisms are designed in this section. The Grubbs criterion is introduced to eliminate outliers for increasing the accuracy of regression results, and the data evolution mechanism based on reliable estimation is introduced to investigate whether the identification results are reliable and uncontroversial.

#### 3.1. Elimination of Outliers Based on Grubbs Criterion

In order to reduce the influence of the outliers on the calculation accuracy of PLSR, for each sample we use the Grubbs criterion, which can process data consistency, to recognize and eliminate the abnormal error data.

Assuming that a group of samples $Y = \{y_i\} | y_i \in \mathbb{R}, y_1 < y_2 < ... < y_n \} (i = 1, 2, ..., n)$ is normally distributed, and calculating the statistics value in (4) and (5):
\begin{align}
G_1 &= \frac{(\overline{y} - y_1)}{s} & (4) \\
G_n &= \frac{(y_n - \overline{y})}{s} & (5)
\end{align}

where \( \overline{y} \) and \( s \) are the sample mean and standard deviation, respectively. Then, identifying the statistic critical value \( G(\alpha,n) \) by looking up the Grubbs critical table.

If \([G_1 \geq G_n] \land [G_1 > G(\alpha,n)]\), \( y_1 \) is an outlier and should be eliminated. Correspondingly, if \([G_n \geq G_1] \land [G_n > G(\alpha,n)]\), \( y_n \) should be eliminated. Then, we proceed by recalculating the sample mean and standard deviation with the remaining samples, and identifying the new statistics value \( G'_1 \) and \( G'_n \), until there are no outliers anymore.

In this paper, we use the Grubbs criterion to recognize outliers of the current \( I_p \) shown in Figure 3. Because in practice the amplitudes of measured harmonic currents are more susceptible to change than the voltages due to the dynamic change of train operation, and the outliers of currents could have a greater impact on the PLSR calculation results. Moreover, the amplitudes of harmonic currents are approximated as a normal distribution [24], while the Grubbs criterion is a classical statistical treatment of outliers in the normally distributed samples.

3.2. The Reliability Estimation for PLSR Calculation Results

Firstly, the regression Equations (2) and (3) are the general expression of the multivariate linear regression model in (6):

\[ y = \lambda_0 + \lambda_1 \cdot x_1 + \lambda_2 \cdot x_2 \]

where \( \lambda_0 \) is the undetermined constant, \( \lambda_1 \) and \( \lambda_2 \) are the undetermined coefficients. These three variables can be estimated by PLSR. \( y \) and \( x \) are the dependent variable and independent variable, which correspond to the voltage and current, respectively.

In order to evaluate the reliability of the result, the sample coefficient of determination (SCD) \( \gamma^2 \) is introduced in (7). It is the ratio of the regression sum of squares (SSR) to sum of squares for total (SST):

\[ \gamma^2 = \frac{\text{SSR}}{\text{SST}} = \frac{\sum_{i=1}^{n} (\hat{y}_i - \overline{y})^2}{\sum_{i=1}^{n} (y_i - \overline{y})^2} \]

where \( y_i \) is the measured data, and \( \hat{y}_i \) and \( \overline{y} \) respectively denote the estimate value and average value of the measured data \( y_i \).

In (7), SST reflects the uncertainty of the dependent variable \( y \) and SSR reflects the uncertainty of the estimate value depended on the independent variable \( x \). In other words, SCD \( \gamma^2 \) determines the fluctuation in the dependent variable caused by the variation of the independent variable. Obviously, SCD ranges from 0 to 1. The closer SCD gets to 1, the higher reliability the result of regression estimation holds (i.e., the more information of independent variable \( x \) the multivariate linear regression model utilizes).

3.3. The Data Evolution Mechanism with Reliability Estimation

As for measured voltage and current, we use the fast Fourier transform (FFT) algorithm with 10 cycles of waveform data to obtain the amplitude and phase information of harmonic voltage and current varying with time. Then we can calculate the real part and imaginary part of harmonic voltage and current with the amplitude and phase information. It can form a matrix \( H_{1000 \times L} \) in
which the 1000 rows denote the frequencies from 5 Hz to 5000 Hz and the length $L$ of columns
denotes the sample number of measured harmonic data. Based on the matrix $H_{1000 \times L}$, we set a
calculation window of 100 columns as one calculation group, and slide only one column every time
to the end, i.e., the first calculation group is columns 1 through 100, the second group is columns 2
through 101, and so on. This is assuming that the number of the calculation groups is $m$ and taking
PLSR with calculation groups by (2) and (3). Thus, we can get $m$ results of regression estimation
and each result holds a SCD. We can evaluate the reliability of regression results and divide them
into four reliability levels shown in Table 1.

Table 1. The reliability levels of sample coefficient of determination (SCD).

| Reliability Levels | Ranges of SCD       | Priority of Data Processing |
|--------------------|---------------------|----------------------------|
| High reliability   | $\gamma^2 \in [a_1, 1]$ | Highest                    |
| Medium reliability | $\gamma^2 \in [a_2, a_1]$ | Medium                     |
| Low reliability    | $\gamma^2 \in [a_3, a_2]$ | Lowest                     |
| No reliability     | $\gamma^2 \in [0, a_3]$ | Data eliminating           |

In Table 1, $a_1$, $a_2$, and $a_3$ are the critical values of reliability levels. Obviously, we have
$0 < a_3 < a_2 < a_1 < 1$.

Based on the above, the calculation results (the harmonic impedance) with high reliability,
medium reliability and low reliability are aggregated in sets $W_1$, $W_2$ and $W_3$. Therefore, because
the reliability levels show the accuracy of PLSR, we first consider using high-reliability data
then medium reliability data $W_2$ and finally low reliability data $W_3$. In other words, the high
reliability data samples could be used to calculate the harmonic impedance in priority. The harmonic
impedance can be calculated as the mean value of vectors in (8).

$$
Z_{sh}^h = \frac{1}{p_i} \left( \sum_{k=1}^{p_i} Z_{sh}^h (k) + j \cdot \sum_{k=1}^{p_i} Z_{sh}^h (k) \right)
$$

(8)

where $p_i (i = 1, 2, 3)$ is the sample number of $W_i$, $Z_{sh}^h \in W_i$ and $h = 5, 10, 15, 20, \ldots 5000$ Hz.

If the reliability estimation results show that there are no or less high reliability data sets $W_i$
due to the lack of data or the rapid change of system parameters, we could consider using medium
reliability data set $W_2$ to calculate the harmonic impedance. Furthermore, if the sample numbers
of $W_1$ and $W_2$ are both equal to zero or close to 0, the medium reliability data set $W_2$ could be used to
calculate the harmonic impedance, although there is an inaccuracy in harmonic impedance. In this paper, we consider 5% of $m$ results as the critical value of whether the data quantity is sufficient. It
means that if $p_i > 0.05m$, we use $W_i$ to finish the calculation. Through this process, the harmonic
impedance at 5–5000 Hz could be obtained preliminarily.

However, owing to the data elimination and data evolution, maybe there are two problems
which could exist in practical industry scenarios:

1. The high-reliability result may not cover all the range of frequencies (e.g., the critical resonance
frequency may be emitted);
2. The total number of the results for some certain harmonic impedance may be very small so that
it is not convincing.

Fortunately, as for a certain power supply section (PSS) that is desired to obtain the harmonic
impedance, the two problems can be solved by adding new measured data from the same vehicle
moving through the same PSS at other times to improve and supplement the last calculation result.
With the increasing number of measured data: 1) the reliability of the results is improved; 2) the
high-reliability result covers a much wider range of the spectrum; 3) the absolute number of the high-reliability data will increase.

This solution is reasonable and feasible, because for one electrified railway line during one day or one week, there are plenty of scheduled trains running through the PSS and for a certain train, it will run several times. With the increasing of the new measured data, the calculation result of harmonic impedance will be an increasingly accurate approach to the best optimal solution.

3.4. The Identification Process of Harmonic Impedance

The identification steps of harmonic impedance is shown as follows:

- **Step 1**—Calculate the harmonic voltage $U_h$ and current $I_h$ by FFT algorithm with measured waveform data.
- **Step 2**—Eliminate the outliers of $I_h$ by Grubbs Criterion.
- **Step 3**—Calculate the real parts $Z_{Re}$ and the imaginary parts $Z_{Im}$ of the harmonic impedance by PLSR with each 100 samples and calculate the corresponding SCD $\gamma^2$.
- **Step 4**—Repeat **Step 3** until you get $m$ results of PLSR and SCD.
- **Step 5**—Select the proper critical values $\alpha_1$, $\alpha_2$, and $\alpha_3$ of reliability levels and classify the $m$ results into four reliability levels in Table 1.
- **Step 6**—Judge whether the number of the high-reliability data set $W_1$ is higher than 5% of $m$, then we use data set $W_1$ to calculate the harmonic impedance by (8). If not, we use medium reliability data set $W_2$. If the high-reliability data set and medium-reliability data set both are insufficient, we only use data set $W_3$.
- **Step 7**—Judge whether the reliability data is sufficient and whether the reliability results cover all the range of frequency. If not, we could add data new measured data.

In order to express the identification process more clearly, the flowchart of harmonic impedance identification is shown in Figure 4. In general, the process consists of four parts: data acquisition, data elimination, regression and the data evolution mechanism. The main purpose of data acquisition is to obtain harmonic voltage and current data which can be used for regression, and indeed data acquisition is a practical engineering aspect. Data elimination can reduce the error of regression calculation caused by measurement error and can ensure the high accuracy of regression. In addition, to calculate harmonic impedance in this paper regression is to provide the reliability for data evolution mechanism. The data evolution mechanism can be further subdivided into two parts. Firstly, data grouping is based on the reliability estimation. Secondly, the previous results of data grouping can be supplemented and replaced by new data.
Figure 4. The flowchart of harmonic impedance identification.

4. Simulation Verification

In Figure 5, we build a simulation model of a train-network coupling system in Matlab/Simulink program, based on the direct power supply system.

The power grid is a 110 kV voltage source and a short-circuit impedance in series connection. Traction transformer is a single-phase transformer and its voltage is 27.5 kV. In the simulation, we take the harmonic current source as a train, located 5 km away from the end of traction network. In order to simulate the ideal situation of obtaining sufficient harmonic data covering all the range of
frequency (5–5000 Hz), the equivalent harmonic current sources (train) injects 2nd–100th order harmonic currents, 5 A amplitudes and 0 phases, into the traction network. Moreover, the length of the traction network is 30 km and the distance between each connection point of the rail and the return line is 5 km. Referring to the eight-port representation model, we use eight conductors to build the transmission line model of the traction network. T1 and T2 are contact lines; R1 and R2 are the rail line; A1 and A2 are the reinforced lines; NF1 and NF2 are the return lines.

Based on the above simulation model, we use the parameter method to calculate the harmonic impedance of the traction network as the ‘simulation value’. Then we use PLSR to calculate the harmonic impedance as the ‘regression value’. The result is shown in Figure 6.

![Figure 6.](image)

(a) Amplitudes of the harmonic impedance

(b) Phase of the harmonic impedance

Figure 6. The calculation results of the harmonic impedance.

Obviously, the comparison in Figure 6 between ‘simulation value’ and ‘regression value’ indicates that the PLSR results of the harmonic impedance are accurate. Although the calculation results of phases fluctuate slightly, the overall trend is relatively accurate. Therefore, the PLSR model can correctly calculate the harmonic impedance of the traction network with the measured harmonic data at PCP.

Furthermore, to verify the validity of data evolution mechanism, we calculate the harmonic impedance and SCD under fluctuations. In this simulation, we set noise signal to the amplitude of the harmonic current source (train) to simulate the practical disturbance. In this paper, we define that the critical values \( \alpha_1, \alpha_2 \) and \( \alpha_3 \) of reliability levels are 0.9, 0.7 and 0.3, respectively. Taking 19th-order harmonic as an instance, through adding different amounts of noise, we respectively calculate the harmonic impedance and plot its trend in with \( \gamma^2 \approx 1, \gamma^2 \approx 0.9 \) and \( \gamma^2 \approx 0.7 \). The results are shown in Figure 7, and Table 2.
Table 2. Analysis of calculation results.

| Harmonic Impedance | Simulation Value | Regression Value | Mean Value | Error/% | Mean Value | Error/% | Mean Value | Error/% |
|---------------------|------------------|------------------|------------|---------|------------|---------|------------|---------|
| Amplitude/Ω         | 212.39           | $\gamma^2 \approx 1$ | 212.91     | 0.24    | 193.08     | 9.09    | 154.47     | 28.21   |
| Phase/°             | 89.17            | $\gamma^2 \approx 0.9$ | 88.19      | 1.10    | 88.19      | 1.10    | 88.19      | 1.10    |

The results of simulation verification show that:

1. Without noise, the ‘regression value’ is close to the ‘simulation value’. The error of the harmonic impedance amplitude is very low and the error of the phase is only about 1%. This indicates that the PLSR method can be used to identify the harmonic impedance accurately without any disturbance.

2. The calculation error increases rapidly after the disturbance noise is injected into the traction network. It means that in practice the error of the calculation results could be very high owing to the characteristics of the train-network coupling system. Thus, the proposed data evolution mechanism could show the reliability of harmonic impedance identification.

3. There is a certain correlation between the accuracy of the calculation results and the reliability of PLSR, so it is proper to select SCD $\gamma^2$ as the index to evaluate the reliability.

5. Application Case

In this research, the voltage and current waveform data was from PT and CT of a HXD1 locomotive, shown in Figure 8. The sampling frequency of measurement devices was 20,000 Hz, and the voltage and current waveform is shown in Figure 9.
Obviously, voltage was extremely distorted owing to a large amount of high-order harmonic. By FFT, the total harmonic distortion (THD) of voltage has reached 22.09% and the characteristic frequencies approximately ranged from 2500 Hz to 3000 Hz. Therefore, in this case, it is necessary for in-depth analysis to identify the harmonic impedance of this traction network.

Firstly, without a data evolution mechanism, the PLSR method is used to calculate the harmonic impedance at 5–5000 Hz in Figure 8.

In Figure 10, the amplitudes of harmonic impedance peak at about 2750 Hz (55th-order), 2550 Hz (51st-order) and 2050 Hz (41st-order) and, respectively, reach nearly 4723.84 Ω, 2382.86 Ω and 4023.89 Ω (95% probability value). Combined with the phase spectrum, we find that the phase trend is close to the zero crossing point at 2550 Hz and the harmonic impedance changes from the inductive impedance to capacitive. Therefore, we preliminarily conclude that the harmonic resonance frequencies in this train-network coupling system range from 2550 Hz to 2750 Hz.
Moreover, the mean values of the harmonic impedance is calculated by (8) and the amplitude of them is shown in Figure 11. Same with the above analysis, the characteristic frequencies range from 2750 Hz to 3000 Hz. And the maximum amplitude of the mean values is about 3000 Ω at 2750 Hz, while the maximum amplitude in Figure 10 is about 4800 Ω. In addition, the maximum amplitude of harmonic impedance at other characteristic frequencies mostly decreases, because of large changes in phases. This demonstrates that the harmonic impedance at the characteristic frequencies easily changes, which means it is difficult to identify it accurately.

Secondly, to prove that the harmonic impedance of high reliability is accurate, we choose 100 results of 35th-order harmonic impedance with the highest SCD. They are shown in Figure 12 and their mean value is $57.58 + j918.06(\Omega)$. 

*Figure 10. Harmonic impedance spectrum with measured data.*

*Figure 11. Amplitude of the mean value of harmonic impedance.*
Then, the 35th-order harmonic voltage calculated by (2) and (3) at PCP with the impedance and current is shown in Figure 13, and the mean value of its amplitude is 183.83 V. In addition, the measured data show the voltage is about 179.84 V and the error is 2.30%. Thus, this shows the accuracy is high enough, and the validity of the proposed method is also verified. Furthermore, according to Figures 12 and 13, the trends of harmonic impedance and harmonic voltage vary obviously with time. This demonstrates that due to the train-network coupling the harmonic problem is dynamic and the harmonic impedance can change with the fast movement of trains.

![Figure 12](image12.png)  
**Figure 12.** The 35th-order harmonic impedance of 100 results.

![Figure 13](image13.png)  
**Figure 13.** The 35th-order harmonic voltage.

Thirdly, according to the flowchart in Figure 4, the data elimination of outliers and the data evolution mechanism are implemented in the harmonic impedance identification. The results of harmonic impedance identification based on the data evolution mechanism are shown in Figure 11.

The amplitudes and phases of harmonic impedance are shown in Figure 14a. It is obvious that the amplitude trend and harmonic resonance frequencies are very similar to the results of Figure 14. Moreover, the reliable samples means they are from the high-reliability data set and medium reliability data set ($\gamma^2 \geq 0.7$). According to the number of reliable samples, there are not enough reliability samples to prove whether the harmonic impedance identification is accurate at some important frequencies close to the harmonic resonance frequencies. Because at these frequencies the train-network coupling system is in an unstable state and this locomotive is moving fast, it could lead to dynamic change of the impedance and system parameters. This is why the results of the harmonic impedance identification at these frequencies are not reliable.
(a) The identification results with a part of data  
(b) The identification results with all data

Figure 14. Harmonic impedance characteristic curves and reliable samples.

Therefore, after adding new measured data of the same locomotive in the same power supply section, we use all measured data to obtain the results in Figure 11. It is easy to find the improvement.

1. The results with high reliability and medium reliability cover a wider spectrum, such as the circled harmonic impedance in the top of Figure 11.
2. A part of the results raises the reliability levels, such as 30th-order and 31st-order harmonic impedance.
3. The amount of reliable data absolutely increases, such as 18th-order and 29th-order.

Moreover, compared with the maximum amplitude of 3000 Ω in Figure 10, the maximum amplitude of harmonic impedance can reach 4000 Ω and the reliability of the results is high enough. This means that a part of results of the calculated harmonic impedance are not accurate. If the mean value of all calculation results is directly considered as the identification result, highly reliable and accurate data could be mixed with the wrong data. Therefore, the identification result of introducing the data evolution mechanism is better than the result without any data processing.

Although the limitations of the practical measurement make it impossible to fully demonstrate the entire process of the data evolution mechanism, the validation of it has been proved by comparison between a part of data and all data. With the increase of measured data, the harmonic impedance characteristic curves will be improved.

6. Conclusions

In this paper, a method is proposed to utilize the measured data of trains at the PCP to identify the harmonic impedance of the traction network. According to the characteristics of the train-network coupling system in the RESs, the data elimination (Grubbs criterion) and data evolution mechanism (based on the sample coefficient of determination) are introduced into the linear regression method (PLSR), which is based on the Thevenin equivalent circuit of the traction network. Compared to the traditional identification based on linear regression without any data processing, the proposed method can not only improve identification accuracy but also estimate the reliability of identification results. It demonstrates that the identification results are reliable and uncontroversial. Moreover, as a result of the introduction of the data evolution mechanism, with the
addition of new measured data, the identification results can be further supplemented and improved. The harmonic impedance covering all important frequencies, such as characteristic frequencies, can eventually obtained with high reliability. Therefore, a reliable identification of harmonic impedance can provide data basis for harmonic suppression (such as harmonic filter design and adjustment of train current specturm to avoid resonance frequencies), which is beneficial to improving the security and stability of the RESs.

Although the proposed method holds the above advantages, it can only be used for offline analysis at present. The identification method requires harmonic data of all frequencies so that the computation time would be too long. Thus, in addition to improving the robustness of the method, it is necessary to focus on the computation time and data amount. For example, the harmonic computation time would be too long. Thus, in addition to improving the robustness of the method, it is necessary to focus on the computation time and data amount. For example, the harmonic impedance only at characteristic frequencies is identified. These problems need to be studied in future research.
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