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Abstract: The power demand (kW) and energy consumption (kWh) of data centers were augmented drastically due to the increased communication and computation needs of IT services. Leveraging demand and energy management within data centers is a necessity. Thanks to the automated ICT infrastructure empowered by the IoT technology, such types of management are becoming more feasible than ever. In this paper, we look at management from two different perspectives: (1) minimization of the overall energy consumption and (2) reduction of peak power demand during demand-response periods. Both perspectives have a positive impact on total cost of ownership for data centers. We exhaustively reviewed the potential mechanisms in data centers that provided flexibilities together with flexible contracts such as green service level and supply-demand agreements. We extended state-of-the-art by introducing the methodological building blocks and foundations of management systems for the above mentioned two perspectives. We validated our results by conducting experiments on a lab-grade scale cloud computing data center at the premises of HPE in Milano. The obtained results support the theoretical model, by highlighting the excellent potential of flexible service level agreements in Green IT: 33% of overall energy savings and 50% of power demand reduction during demand-response periods in the case of data center federation.
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1. Introduction

For the last couple of years, digitization of information has been pervasive in our daily lives, from normal business operations to private social activities. This required the development of an ubiquitous ICT (Information and Communications Technology) infrastructure with huge data centers consuming power in the magnitude of Mega Watts like the ones used by Google, Microsoft, Amazon, and Yahoo [1,2]. Due to the two strong trends of outsourcing support services and increasing communication needs, their importance in ICT has been booming, making data centers the fastest growing subsector of ICT [3,4]. However, an undesired side effect of this extensive computing activity is that it consumes an enormous amount of energy. A widely cited comparison is that the ICT sector worldwide uses as much energy as aviation [5], and continues to grow; thus contributing to a major share of the world’s CO\textsubscript{2} emissions. It is estimated that ICT could use up to 50% of world’s electricity in 2030 and it could contribute up to 23% of CO\textsubscript{2} emissions [6].

There are several starting points for energy management in a data center: (1) beginning with the decision of where to house it [7], (2) the choice of its primary energy source and cooling system, (3) via infrastructure and equipment, and (4) up to the operation phase of a data center. The good news is
that even when the data center site is already constructed and all the equipment are in place, the operation phase offers various degrees of flexibilities to work in either an energy wasting or energy-efficient mode. To guarantee that no service level agreement (SLA) is breached, the ICT resources of a data center are overprovisioned most of the time. An option—and this is the focus the presented approach is considering—is the provision of intelligent energy and demand management systems that take adequate decisions based on corresponding situations. IoT devices (e.g., temperature sensors) are used in the data center industry to provide those management systems the necessary information (e.g., temperature set-points and utilization) for decision-making.

Thanks to the so-called “Energy Transition” [8], renewable energy sources such as solar panels, wind mills, etc. emerged into the distribution network (e.g., low voltage grid). This led to the evolution of the grid from huge, centralized and always available energy sources into small, decentralized, and intermittent ones. Due to the sporadic nature of renewable sources, the power generation planning becomes even more cumbersome, which increases the risk to the grid’s stability. Thus, the conventional paradigm of “supply follows demand” has shown its flaws as well as the potential to be replaced by the new paradigm of “demand-side management” [9].

Demand-response schemes were proposed as a form of demand-side management to partially mitigate the power grid’s stability problem due to peak power demand [10,11]. In short, those schemes define a list of actions that need to be taken by the power consumers to drastically reduce the electrical load during power shortage situations. Data centers, on one hand, due to their significant power demand (in the magnitude of up to 200 MW [1]) and, on the other hand, thanks to their fully automated frameworks that exploit flexibilities without human interventions, were shown to be excellent candidates for participating in the demand-response schemes [12–14].

In this paper, the main goals are (1) to demonstrate the possibility of realizing intelligent energy and demand management inside data centers and (2) to quantify the extent of savings by considering a real physical infrastructure and exploiting its flexibilities. To achieve those goals, the following research questions are posed.

- With flexibility being the key enabler of demand and energy management, which mechanisms provide flexibilities in a data center and how those can be exploited?
- What are the required fundamental changes needed to realize such types of management?
- Which architectural building blocks are necessary for the implementation of intelligent demand and energy management systems?

This work provides answers to the aforementioned questions by presenting the methodological and conceptual foundations of realizing intelligent management in data centers. Such management facilitates the practical execution of data center operator objectives by (1) minimizing the overall energy consumption of data centers and (2) reducing data center’s peak power demand for the purpose of demand-side management. Both aspects are attractive to data center operators to reduce the operational expenditure (Opex) which is becoming more and more the prominent fraction of data center’s total cost of ownership (TCO) [15].

The proposed management systems rely on flexible mechanisms which are identified and categorized into two groups in this paper: with and without impact on SLAs. For the sake of exploiting those identified flexible mechanisms, a fundamental change is required from a conceptual perspective. To this end, flexible service level as well as supply-demand agreements together with the concept of federation of data centers are shown to be the key enablers which advance the state-of-the-art approaches. Unlike the existing contributions where simulations are considered for experiments of only one management system (e.g., either consumption or demand), a real-life cloud computing data center is set up in this paper which captures all the physical processes. For the two different management systems, experiments were carried out on the same physical infrastructure by executing a subset of the identified flexible mechanisms such as
workload management (e.g., migration, shifting, and consolidation), hardware management (e.g., turning on/off servers and DVFS), as well as relaxing the corresponding SLAs. The obtained results show the significant relevance of intelligent management in cloud computing data centers either for minimizing their energy consumption or for reducing peak power demand to achieve demand-side management. Note that in this paper, we are considering techniques applicable at the low voltage grid level, and use the terms IT and ICT interchangeably.

Our work makes the following contributions.

- Identify the most relevant flexibility providing mechanisms in a data center and specify each ones’ reaction time as well as the required IoT infrastructure.
- Describe the architectural building blocks for two different management systems: minimization of overall energy consumption (energy-efficiency) and reduction/increase of power demand (demand-response and demand-side management). The adopted modular description makes it easier to understand the complex processes that are involved.
- Demonstrate the need for flexible service level (SLA) together with supply-demand agreements (SDA) to achieve demand-side management. The proposed agreements not only take into account power reduction but also the case for demand increase (e.g., excess of power from renewables). The presented case of federating several data centers showed additional optimization possibilities.
- The experiments that are carried out show that the underlying concepts can be realized in real-life configurations in such a way that the findings provide “best practices” and insights to data center operators who are willing to achieve energy optimization and demand-side management.

The remainder of this paper is organized as follows: Section 2 provides an exhaustive review of flexibility providing mechanisms in data centers. In Section 3, we motivate and describe the form of flexible contracts between data centers and customers as well as between data centers and distribution system operator. Energy management systems of data centers for minimizing overall energy consumption and reducing peak power demand are presented in Section 4. Section 5 presents the obtained results of the setup proof-of-concept.

2. Flexibility Mechanisms in Data Centers

Fully automated IT infrastructure enables demand-side management inside data centers without any human intervention. This is an extremely desired requirement for any energy management system. Next, we present flexibility providing mechanisms in data centers that can be exploited by such management systems by categorizing them into two distinct subsets: having impact and no impact on SLAs.

2.1. Workload

Utilization of the underlying IT resources corresponds to the amount of workload that needs to be completed. Service level agreements (SLA) guarantee certain quality of service characteristics bound to a specific workload. Due to business interests (e.g., maximize the revenue), high-performance computing environments are utilized 95% of the time, hence leaving only a slight room of flexibilities without breaching SLAs. Consequently, energy savings within this context are achieved through efficient scheduling of the jobs, which is not the focus of this paper. The workload in typical cloud computing environments provides flexibilities in terms of SLAs. For instance, agreements of back-up services do not specify the exact time (e.g., at midday) when the operation should be carried out; however they determine the frequency (e.g., daily) of the back-up operation as well as its availability (e.g., 99.99%). Next, we describe four mechanisms to deal with such flexible workloads: consolidation, shifting, migration, and frequency scaling.
2.1.1. Consolidation

Is a mechanism that builds on virtualization technology of data center infrastructure. The main idea is to consolidate as many virtual machines as possible, each presenting a specific workload, onto a set of reduced IT equipment (e.g. physical servers) so that the idle resources can be switched off [16,17]. It was shown that an idle server consumes up to 50% of its maximum power demand [18]. On one hand, this consolidation mechanism drastically reduces the overall power demand of IT equipment. On the other hand, it degrades the performance of running services especially in dense consolidation cases (e.g., ratio of 4:1 or more). The main disadvantage of this mechanism is the fact that its usage has impact on the underlying SLAs (e.g., performance degradation).

The reaction time for consolidation depends mainly on data center’s workload size as well as configuration. In the best case scenario, this might take a few minutes (e.g., 1–3 min). Traditional virtualization technologies implemented in data centers are either open source hypervisors, such as KVM [19] and XEN [20], or licensed ones like VMware.

2.1.2. Shifting

Is the rescheduling/postponing of workload to a future time period for the sake of reducing utilization of ICT resources and consequently lowering power demand. This requires that the corresponding SLA does not specify hard constraints on execution time of the workload: it may not determine the precise time of when the backup needs to be carried out (e.g., at noon or night) as long as the SLA guarantees 99.99% availability. This provides some flexibilities to shift the workload temporally. The most appealing advantage of load shifting is its instantaneous reaction time.

2.1.3. Migration

Refers to geographically moving IT workload (e.g., virtual machines) from one data center to another. For this mechanism to work, it is required that both the source and destination data centers be compatible technically. More precisely, both data centers need to be equipped with similar virtualization technologies and need to be capable of executing virtual machines (e.g., the migrated workload). Migration takes the burden from one geographical site and puts it on the hosting data center.

Its major drawback is the service downtime period and hence has an impact on the underlying SLAs. For instance, in live migration a downtime of only a few seconds is very common nowadays, whereas in the case of non-live migration this can take minutes to hours. The reaction time of this mechanism depends largely on several factors: the bandwidth of the network, the size of the workload, as well as the mode of migration (e.g., cold, warm, and live [21]).

2.1.4. Frequency Scaling

Is a hardware feature supported by most processor manufacturers (e.g., Intel and AMD) that allows clocking up and down the frequency and voltage of processors. This hardware feature is manipulated by a piece of software called “governor” which is implemented at the kernel level of the operating system. There are several types of governors (e.g., power save, performance, on-demand, and conservative) available for Linux OS where each alters the frequency of the processor based on a set of predefined rules. For instance, utilization-based governors (e.g., conservative and on-demand) scale to lower frequencies during low or medium utilization periods and hence reduce the power demand of servers drastically.

This mechanism requires the underlying physical resource to be equipped with Dynamic Voltage and Frequency Scaling (DVFS) technology [22], which most hardware vendors provide nowadays. Its main drawback is that by minimizing the power demand it also reduces the performance of the running services as well. Thus this mechanism also has an impact on the underlying SLAs (e.g., performance degradation).
To capture the trade-off between performance and power savings, models as the ones proposed in the works by the authors of [23,24] are needed. Unlike consolidation, the reaction time of this mechanism is instantaneous, and in most cases it is executed through the governors of the operating system.

2.2. Cooling System

Generally, power supplied to ICT resources dissipates almost proportionally as heat. In data centers, which represent densely equipped environments, heat needs to be removed to keep ICT equipment from overheating. Overheating of resources may result in loss of availability (e.g., emergency shutdown), decreased performance (e.g., thermal throttling), or even hardware damages and hence premature system failure. To mitigate this problem, data centers are constantly operated under cooling systems, where energy consumption for cooling may amount up to 40% of the overall consumption of a data center [25]. The main objective behind this mechanism is to alter the temperature set points of the cooling system within the recommended limits of American Society for Heating and Air-Conditioning Engineers (ASHRAE) (https://tc0909.ashraetcs.org/documents/ASHRAE_TC0909_Power_White_Paper_22_June_2016_REVISED.pdf) to reduce its power demand and energy consumption.

Traditionally, two techniques for cooling exist [26]: Computer Room Air Conditioners (CRAC) and Computer Room Air Handlers (CRAH). These two techniques were later improved with free cooling mode which exploits the outside air. Recently, hybrid cooling gained attention: To take advantage of the perfect specific heat capacity of liquid coolant (e.g., water) compared to air, liquid-based cooling technology is often combined with air-based ones. Numerous optimization methodologies were considered in literature which exploit the energy-efficient usage of the cooling systems [27–29].

This mechanism requires a data center to be empowered by different cooling technologies (e.g., air- and liquid-based, free cooling) so that different optimization techniques could be exercised. To this end, ASHRAE for IT equipment recommends the operating temperature of data centers to be between 15°C and 40°C [30]. By exploiting those ranges, it is possible to reduce the power demand of data centers significantly. To analyze and demonstrate the potential of temperature range alteration, models like the one proposed in the work by the authors of [31] are needed. It is argued that data center operators can save up to 4% of energy costs by increasing the temperature set-point by 0.5°C. Google increased the temperature set-points of its data centers which led to reduced energy consumption.

This mechanism could be also used as a virtual energy storage system. In times where there is an excess of energy (e.g., from renewables), it is possible to decrease the operating temperature set point and hence cool down the entire data center. This creates a thermal buffer, which can later be used to reduce cooling power demand by turning it off until critical set-point reaches. As the reaction time of this mechanism highly depends on data center’s size and its internal architectural choices, it can take up to five minutes to cool down or heat up a given data center. The main advantage of this mechanism is the fact that it can be used without having any impact on the underlying SLAs.

2.3. Uninterrupted Power Supply

Conventionally, uninterrupted power supply units (UPS) are used by data center’s IT infrastructure to cope with blackouts or power grid failures. Thus, most data centers are equipped with such units capable of feeding power to their ICT resources until either external sources of electricity are made available or the local diesel generator takes over and provides power.

Despite the above-mentioned traditional purpose of UPS, it could also be used to supply temporary power (e.g., between 5 and 10 min) to an entire data center. Additionally, UPS may be used as an energy storage system where its battery can be charged with the excess of energy from renewables.
The applicability of this mechanism in practice necessitates that the UPS to be controllable by the energy management system of the data center. More precisely, such a system sends control signals to the UPS for setting the most suitable operation mode. Also, battery capacity degradation models are required to capture the extra impact of charging/discharging the battery outside of its normal operation modes.

This mechanism reduces the peak power demand of data centers and in certain cases it allows a data center to be completely disconnected from the grid for short periods of time. The reaction time is instantaneous however its applicability is highly dependent on the capacity, actual state of charge and health status of the battery. Like the previous mechanism, this one has the advantage that SLAs are not impacted if such a mechanism is implemented.

3. Flexible Contracts

As illustrated in Section 2, there are flexibility providing mechanisms in data centers that have an impact on SLAs. The need for loosening the stringent constraints of SLAs for the purpose of reducing energy consumption and peak power demand necessitated drastic fundamental changes. Flexible contracts both from service level and supply-demand perspectives were proposed in the literature which are the topic of the coming sections respectively.

3.1. Green Service Level Agreement

Customers of data centers play an essential role in “Green IT” by being flexible themselves and accepting the degradation of the agreed upon quality of their running services during specific periods of time. SLAs traditionally specify the amount of quality of service guarantees that data centers commit to their customers in terms of reliability, availability, performance, etc. of their services. Recently, as an alternative, a novel Green SLA concept was introduced that provides additional flexibilities and has shown its high potential in supporting the “Green IT” initiatives [32].

The main idea behind Green SLA is that customers may not always need all the guaranteed commitments of the traditional rigid SLA. Hence, they could agree to its degradation during demand-response (e.g., peak power demand) periods. For instance, a Green SLA can be represented as: high performance during weekdays between 8 AM and 6 PM and medium performance for other times of the day as well as during weekends. This concept can be realized by well defined incentives that require data centers to reward their flexible customers through monetary discounts. Reward and penalty schemes need to be specified that grant monetary rewards/discounts to customers based on their provided flexibilities, and apply penalties in case any of the agreed terms of Green SLA is breached.

3.2. Green Supply-Demand Agreement

Green SLA is only one part of the chain covering the interaction between data center and its customers. The other part of the chain comprises the data center and the power grid (e.g., distribution system), and this interaction requires Green SDA. Briefly, what lacks in the conventional tariffs between distribution system of the grid and its customers is the notion of flexibility. In this case, large power consumers like data centers sign a yearly contract with the distribution system operator (DSO). Such a contract specifies a power charge varying with the maximum power required in the billing period, a fixed basic fee for the infrastructure utilization, and an energy cost for each consumed kWh regardless of the operational state of the power grid. Such stringent constraints at the contractual level are not appropriate for demand-side management.

Hence, Green Supply-Demand Agreement (Green SDA) was proposed to replace the legacy energy contracts [33]. It determines the constraints (e.g., contractual terms) under which the supply-side entity (e.g., DSO) could request power adaption collaboration from its consumers (e.g., data centers). The concept of Green SDA is generic and can be applied to any industry. For the use case of data centers, it is highly
dependent on specific flexibility providing mechanisms (see Section 2). Similar to Green SLA, reward and penalty schemes need to be specified, that penalize the entities that breach the contractual terms of Green SDA and reward the flexibility providing ones. The amount of monetary rewards provisioned to data centers from DSOs is the starting amount of the monetary rewards for the customers of data centers. This can be considered as a chain of incentives.

The proposed contractual terms of Green SDA, which are on a monthly basis, can be found in [33]. Among others, these terms contain the amount of minimum and maximum power the demand-side (e.g., data centers) can adapt for a specified period of time. Also, it specifies the number of consecutive requests the supply-side (e.g., DSO) is entitled to send to the demand-side, and the number of times the latter can reject a request.

4. Energy and Demand Management in Data Centers

In this section, we present the methodological foundations of systems—we call those “EMS” in this paper—for the management of data centers’ power demand and energy consumption. As mentioned in Section 1, there are two different aspects that data center operators are interested in to diminish the operational expenditure (Opex):

- Minimization of the overall energy consumption of data centers,
- Reduction of peak power demand necessary for the participation in demand-response schemes, thus achieving demand-side management.

We describe the objectives of each of the above mentioned aspect and present the adopted methodological building blocks.

4.1. Energy Consumption Minimization

We first describe the problem statement, demonstrate the adopted methodology and then present the corresponding metrics.

4.1.1. Problem Statement

The main goal is to reduce the local energy consumption of data centers. This is achieved without the need for any orchestration with outside entities (e.g., DSO). Reduction of the entire data center’s energy consumption is attractive to its operator as it reduces total cost of ownership (TCO) through energy savings.

There are two different ways in implementing energy management locally: static and dynamic. Static (i.e., long-term) management deals with improving the entire data center’s energy efficiency. This consists of investments in extremely energy-efficient ICT resources, which minimize the energy consumption drastically while at the same time achieve the same performance as traditional hardware. Static energy management necessitates careful capacity planning and anticipating peak load as well as growth, while at the same time avoiding overprovisioning. In contrast, dynamic energy management—is the approach that this paper is considering—copes with adaptively optimizing operating parameters such as workload and temperature set-points of the cooling system, and hence improves energy efficiency during run-time of services. The amount of optimization is technically limited by ICT equipment and the SLA of running services (see Section 2).

4.1.2. Methodology

Figure 1 presents the architectural overview of an EMS specialized in locally reducing the overall energy consumption of a given data center. The “Orchestrator” component is the intermediate interface,
which has the role of enacting the optimal decisions (e.g., turn on/off ICT resources) found by the “energy optimizer” into the corresponding ICT infrastructure of data centers. For this purpose, this component should be agnostic to the automation frameworks used by different data centers. Being agnostic to such frameworks helps in generalizing the concepts and methodologies so that the same generic mechanisms can be applied to different data centers types: cloud, super or traditional computing. Agnosticism can be achieved by developing customized connectors—the details are out of the scope of this paper. The “energy optimizer” component finds an optimal solution to the following situation.

- Given a set of ICT equipment (e.g., servers) each having its properties in terms of energy-efficiency,
- Given a set of services (e.g., applications) running on different ICT resources where each such service has its own quality related requirements determined by SLAs.

Details about the “energy optimizer” component can be found in the work by the authors of [34] and its implementation is available in github (https://github.com/Plug4Green/Plug4Green). Briefly, it identifies the minimum number of ICT equipment (e.g., servers) needed for those services to run such that no SLA is violated. Consequently, the main goals of the “energy optimizer” are as follows.

1. Consolidate as many services as possible onto minimal number of resources so that no SLA is breached. Also, in choosing those resources, the priority is given to most energy-efficient ones.
2. Shutdown unused or idle resources to save energy consumption.

To achieve those goals, the “energy optimizer” needs power demand predictions of the underlying ICT infrastructure of data centers. Hence, before finding the corresponding optimal solution(s), “energy optimizer” consults (e.g., sequence number 1) the “power demand predictor”. As its name indicates, the main goal of this component is to estimate the power demand of the ICT resources under different workload conditions. To this end, schemes based on standard ontology were proposed [35,36]. Those schemes provide detailed description of ICT resources of a data center by identifying the most relevant energy related parameters. Based on the proposed schemes, estimation models for the “power demand predictor” were developed by the authors of [18,35,37]. To obtain dynamic information (e.g., utilization of a specific server) from the monitoring system of the infrastructure, the “power demand predictor” sends a request to the “Orchestrator” and receives back a reply (e.g., sequence numbers 2 and 3, respectively). After having both dynamic and static parameters, the “power demand predictor” based on its models computes the power predictions and sends those to the “energy optimizer” (e.g., sequence number 4). Finally, after calculating the optimal decision(s), the “energy optimizer” enacts a list of actions (e.g., turn on/off a specific server, migrate a workload) to the “Orchestrator” (e.g., sequence number 5) so that the underlying infrastructure is reconfigured optimally and receives back a feedback from the infrastructure (e.g., sequence number 6). Note that this EMS can be run either periodically autonomously (e.g., every hour) or on-demand by the data center operator.

To achieve further optimization and reduction of energy, the case of federating different data centers is considered. To this regard, the “Orchestrator” component of each data center needs to communicate with its counterpart of the other data centers. Such a communication between the data centres is necessary to find a global optimized solution. The basic concept is to shift the workload through virtual machine migration of the running services from least energy-efficient data center to the most efficient one(s). The EMS takes the decision to migrate virtual machines from one data center to another by considering (1) the cost of migration in terms of energy and downtime periods, (2) the corresponding network’s bandwidth, and (3) the Power Usage Effectiveness (PUE) [38] of the data center to which virtual machines will be migrated.
4.1.3. Metrics

Without proper metrics in place, it is difficult to determine the effectiveness of changes made by EMS to improve data center’s energy efficiency. Several metrics were suggested to evaluate and qualify the energy efficiency within data centers. Among those, power usage effectiveness (PUE) and data center infrastructure efficiency (DCiE) proposed by Green Grid [38] have been the most prominent metrics so far. PUE describes the ratio of total power demand in a data center to the power usage of its IT resources and has an optimal value of 1 (i.e., nearly all of the power is used for computing). For instance, a PUE of 2 indicates that for every watt of IT power, an additional watt is consumed to cool and distribute power to the IT equipment. This additional overhead is desirable to be eliminated since data center operators at the end of each month pay for the total energy consumed by the data center, and not only by its IT resources. Reducing this overhead will lower the Opex (operational expenditure) of the data center.

The major drawback of PUE is the fact that decreasing the overall energy usage in the data center may result in a higher value for PUE. As a matter of fact, it must be used with care and understood that IT changes can have a dramatic impact on PUE. DCiE characterizes data center efficiency by reversing the values of PUE: ratio of total power demand of IT to the total power usage of the data center. The main difference between the two metrics is that DCiE is expressed as a percentage rather than a number greater than 1, where higher percentages indicate more energy-efficient data centers. To the best of our knowledge, it is best practice to analyze both metrics and use the generated spectrum to determine whether or not the EMS provided energy optimization.

4.2. Peak Power Demand Reduction

We first describe the problem statement, demonstrate the adopted methodology and then present the corresponding metrics.
4.2.1. Problem Statement

Unlike management to minimize energy consumption (see Section 4.1), management to reduce peak power demand requires a coordinated approach between different stakeholders: DSO(s), data center(s), and their customers. Thus, information exchange with a central entity governing the grid (e.g., DSO) is required to implement demand-side management. Such a DSO has access to current and predicted information regarding generation and demand in the power grid. This can lead to anticipating signals sent during peak power demand periods to reduce the corresponding demand for a specific duration (e.g., usually not more than 5 min).

In this aspect, the main objective of data centers is to react quickly to DSO’s signals by reducing peak power demand. This requires flexibility mechanisms (see Section 2) which can have an impact on the SLAs of the customers; thus the need for flexible contracts introduced in Section 3. From the aforementioned scenario, the chain of provisioned incentives starts at the DSO side (e.g., by reducing additional costs of paying to the larger energy utilities) and propagates to the other entities (e.g., data centers and their customers) of the ecosystem respectively.

4.2.2. Methodology

Figure 2 gives a generic overview of an EMS for reducing peak power demand of data centers that are willing to participate in demand-response schemes with DSOs. Such an EMS needs to be composed of two management subsystems: one local for data centers and another collaborative between DSO and data centers. The local management subsystem of EMS plays essentially the same role as the one presented in Section 4.1. Its main objective is to reduce the energy consumption of the ICT equipment (e.g., workload shifting/migration) as well as to exploit the additional power saving mechanisms such as cooling system and UPS (see Sections 2.2 and 2.3). Green SLAs (see Section 3.1) coupled with well-defined reward and penalty schemes need to be specified.

Figure 2. An EMS for leveraging peak power demand reduction.
The collaborative subsystem of EMS deals with power adaption collaboration between the DSO and data centers through the implementation of Green SDAs (see Section 3.2), coupled with reward and penalty schemes. For this collaboration to function properly, both bidirectional communication as well as data center allocation policies need to be enabled. Two-way communication is required to send/receive relevant information to/from the DSO and data center before or during demand-response periods. For this purpose, OpenADR was proposed as a standard communication protocol for implementing automated demand-response [39]. Data center allocation policies define specific rules (e.g., game theory-based) in ordering and selecting a set of data centers participating in demand-response schemes. The selection process is based on each data center’s Green SDA (see Section 3.2) implementation. Different allocation policies were studied and proposed, where it was shown through simulations that the “fair” approach shares evenly the burden of power adaption collaboration among the different participating data centers [40].

4.2.3. Metrics

Metrics to evaluate the effectiveness of changes made by the EMS for reducing peak power demand (e.g., demand-response scheme) are not trivial, because many stakeholders are involved in the ecosystem. Thus, the provisioning of one single metric to represent the concerns of DSO, data centers and their customers at the same does not seem realistic.

From the point of view of DSO, demand-response schemes are appealing to reduce (1) extra costs of infrastructure expansion to keep the grid stable and (2) additional costs for exceeding the agreed power cap. Therefore, a metric that reflects the amount of anticipated monetary investments is needed based on incentives created by Green SDA.

From data center perspective, two metrics were proposed to evaluate the amount of renewables of the energy sources: green energy coefficient (GEC) and green power usage effectiveness (GPUE). GEC is proposed by Green Grid, and is used to illustrate the amount of facility energy use provided by renewables. It is the ratio of the amount of green energy purchased or consumed to the total energy consumption. GPUE is an extension of PUE to compute the greenness of data centers and is computed by taking into account the percentage of energy source with some weighing factor together with PUE \( x \) where \( x \) is a value between 0–3 [41].

From data centers customers’ point of view, the most eminent metric related to Green SLA is how satisfied the customers stay with the degraded quality of the services and this can be captured by the well-known metric of quality of experience (QoE) [42]. The QoE metric was first defined in 2013 within the context of the COST Action QUALINET (http://www.qualinet.eu/): “The degree of delight or annoyance of the user of an application or service. It results from the fulfillment of his or her expectations with respect to the utility and/or enjoyment of the application or service in the light of the user’s personality and current state.”

5. Evaluation

We present the obtained results of the experimental analysis for a proof-of-concept carried out at Hewlett Packard Enterprise (HPE) cloud computing lab in Italy. The analysis covers the implementation of the presented two energy management systems (EMS) of Sections 4.1 and 4.2, respectively.

5.1. Setup Environment and Configuration

The considered lab-grade infrastructure fully resembled, though in a smaller scale, both the configuration and functional capabilities of an actual production-grade cloud computing data center.
The setup configuration also considers the federated test cases by spanning two data centers geographically dispersed by 1 km from each other.

5.1.1. Hardware Configuration

The ICT infrastructure consisted of blade servers (equivalent Industry Standard Server) belonging to HPE ProLiant BL460c G6 (http://h10010.www1.hp.com/wwpc/us/en/sm/WF25a/3709945-3709945-3328410-241641-3328419-3884098.html) series configured as in Table 1. Those servers were mounted inside HPE Blade System C3000 enclosures (http://h18000.www1.hp.com/products/blades/components/enclosures/c-class/c3000/?jumpid=reg_R1002_USEN). Enclosures of data centers 1 and 2 (DC 1 and DC 2 in Figure 3) bear seven- and five-blade servers, respectively.

![Blade Enclosure DC 1](image1.png) ![Blade Enclosure DC 2](image2.png)

**Figure 3.** Testbed’s software configuration.

**Table 1.** Testbed’s hardware configuration.

| Component       | Configuration                                      |
|-----------------|---------------------------------------------------|
| Processor       | Quad-core Intel Xeon E5520, 2.26 GHz              |
| Memory          | 24 GB (6 × 4 GB DIMMs) DDR3                      |
| Hard Disk       | Two hot plug hard drives 2 × 300 GB              |
| Network         | Dual-port 10 gigabit Ethernet adapter NC532m     |
| Power Rating    | 120 W (idle) and 235 W (full load)              |

iLO (Integrated Lights-Out) (http://h18013.www1.hp.com/products/servers/management/ilo_table.html?jumpid=reg_R1002_USEN) was used for energy measurement. It can read real-time power demand down to single server level on a minute resolution, where peak and average power values were stored.
5.1.2. Software Configuration

Figure 3 demonstrates software configuration of the considered system. The Cloud Controller software, which acts as an automation framework, is deployed on a physical server. The cloud management system is an implementation of OpenStack platform (http://www.openstack.org).

The Node Controller software provides virtualization technology to cloud platform clients and runs itself on physical servers, on which virtual machines are created and instantiated. The Power and Monitoring Collector software, which is deployed on a physical server, is a customized version of collectd: an open source Linux daemon able to gather, exchange and save performance related information. The Energy Management System software, which is deployed on a dedicated physical server, is an EMS implementing the specific energy-aware aspect of Sections 4.1 and 4.2. The simulated workload of the clients was deployed on virtual machines running an Ubuntu image. Details about this workload are given next.

5.2. Workload Description

HPE is constantly involved with real customers in cloud computing projects. For experimental purposes, like the one in this paper, a custom auditing system was implemented at the premises of those customers. This system captured and stored a detailed log of the transactions occurring among the end users, including all system parameters.

Once the specific project is closed, all stored logs were examined carefully and corresponding profiles of different usage patterns were identified. The profiles were chosen in such a way that they sufficiently presented dynamic changes in context, while spanning different time-frames (e.g., weekend, workdays) and utilization. To emulate the workload pattern, a custom workload generator tool was developed. This tool, which uses an open source scheduler (jobscheduler (http://sourceforge.net/projects/jobscheduler/)), generates a sequence of actions and directs them to the Cloud Controller.

Figure 4 depicts the overall number of parallel instances of running virtual machines for a typical Friday and Saturday. According to the statistical distribution of the identified usage profiles, the simulated workload had different sizes corresponding to the required virtual resources: small, medium and large. Furthermore, to model a different processing workload (e.g., constant low/medium/high utilization and fluctuations with numerous factors such as slope and period), numerous utilization patterns were created. Note that the workload pattern of Friday and Saturday in Figure 4 is representative of the workload pattern of a typical weekday and weekend, respectively.

![Figure 4. Workload’s shape expressed in terms of virtual machine instances.](image-url)
5.3. Results

In this section, we present the results of the experiments carried out on the configured cloud computing data center by considering two different use cases of (1) minimizing energy consumption (kWh) and (2) reducing peak power demand (kW).

5.3.1. Energy Consumption Minimization

The results were obtained by analyzing the impact of EMS in saving energy consumption without breaching SLAs while running the workload of Section 5.2. The considered SLA is related to the performance of running virtual machines by taking into account the number of virtual CPU per physical core and is set to a ratio of 1.2.

Single Site Use Case

The experimental analysis for the single site use case was run on all nodes of the two enclosures (e.g., DC 1 and DC 2). The most challenging workload, from an energy-saving standpoint, was identified to be the one of the weekdays (see Friday in Figure 4). To reduce the test execution times, we compressed 24-h (e.g., full day) power profiles into 12-h ones, thus squeezing the execution time by half. Two scenarios were taken into account:

• No energy management.
• EMS is enabled where nodes can be turned on/off together with internode migration of virtual machines.

Table 2 shows the amount of savings that can be achieved by the EMS for the single site use case.

| No EMS | EMS Enabled |
|--------|-------------|
| Measured ICT energy | 11.3 kWh | 8.474 kWh |
| % savings | reference | 25% |

Federated Site Use Case

The experimental analysis for the federated site use case was run by considering two different data centers: DC 1 and DC 2. Like the previous use case, a typical weekday workload was simulated and run for 12 h. In this use case, the following two scenarios were taken into account.

• No energy management.
• EMS is enabled where optimization takes into account turning on/off nodes, internode migration of virtual machines as well as migration of virtual machines to the most energy-efficient data center using its PUE.

For this specific test, DC 1 and DC 2 were assigned a PUE of 1.5 and 2.5, respectively. Table 3 illustrates the added value of data centers’ federation.

| No EMS | EMS Enabled |
|--------|-------------|
| Measured ICT energy | 21.720 kWh | 14.483 kWh |
| % savings | reference | 33.31% |
We went one step further and analyzed the impact of relaxing the considered SLA on energy savings. The reason for this is to address the added value of considering Green SLA in energy savings. To this end, four cases of different vCPU/core ratio were configured whose values span from 1.2 to 2.5. Table 4 shows the excellent potential of Green SLAs in energy savings. More precisely, when we relax the constraint up to 2.5 vCPU/core, we get significant savings of almost 50%.

| Table 4. Impact of relaxing service level agreement (SLA) on energy savings. |
|-------------------------------------------------|
| **EMS (1.2)** | **EMS (1.5)** | **EMS (2.0)** | **EMS (2.5)** |
| Measured ICT energy kWh | 7.914 kWh | 6.879 kWh | 5.123 kWh | 4.125 kWh |
| % savings reference | 13.07% | 35.25% | 47.87% |

5.3.2. Peak Power Demand Reduction

Results were obtained by studying the EMS of Section 4.2 from data center and its customers perspective (e.g., Green SLAs). For this study, the following facts were considered.

- The temperature set-point ranges were kept within those of ASHRAE recommendation for ICT equipment.
- The considered workload of Section 5.2 was executed according to its Green SLA. SLA manager was used to validate the correctness of the implemented SLAs. This manager reported no SLA breaching, thus guaranteeing customers’ comfort and satisfaction.

In this case study, the considered Green SLA states the following.

- **High**: 100% guaranteed performance during weekdays between 9:00 AM and 8:00 PM. Note that performance is measured as percentage of ECU (Amazon WS EC2 Compute Unit) where 1 ECU is the equivalent CPU capacity of a 1.0–1.2 GHz 2007 Opteron or 2007 Xeon processor.
- **Medium**: 80% of performance during weekdays between 12:00 AM and 9:00 AM and 8:00 PM and 12:00 AM.
- During weekends, the performance is **Medium**.

To cover several possibilities, we set up three scenarios: baseline and demand-response with and without federation.

**Baseline Scenario**

This scenario tackles the typical workload pattern of Friday-Saturday (see Figure 4). The main objective of this scenario is to demonstrate the potential of Green SLA with respect to normal SLA without shifting any workload and confirm the results that were obtained at the end of Section 5.3.1. To this end, three different cases are considered: (1) without any EMS and no Green SLAs (NO EMS), (2) with an EMS however still with no Green SLAs (EMS+NO GREENSLA), and (3) with an EMS as well as Green SLAs (EMS+GREENSLA–SC1). Note that the EMS part of the data center side (see Figure 2) has the same objectives as the ones in Section 5.3.1: (1) workload consolidation on minimal number and most energy-efficient ICT equipment, (2) shutting down unused resources, and (3) starting them again when the workload grows.

Figure 5 illustrates the obtained results (averaged) of several 2-day experiments. The time of the day, starting from Friday at 12 AM and ending up on Sunday at 12 AM, is given on the X-axis, whereas the power demand (in Watt) of the seven hypervisor nodes (the lower nodes in the blue region of Figure 3) is presented on the Y-axis. Figure 6 gives the results of the conducted 2-day experiments
expressed in consumed energy (Wh). Thanks to the introduction of EMS, there is energy reduction of approximately 38% compared to the no energy management configuration. With the addition of Green SLA to the configuration, this contributed to further savings of 5.5% compared to the configuration with EMS (e.g., standard SLAs). This is achieved because of the extra flexibility that the Green SLA provided. The difference is graphically visible in Figure 5, where the green line drops during weekends and nights. Note that, in Figure 5, on Friday between 4 PM and 6 PM, the peak demand of 1450 Watt was not reduced when EMS is considered (e.g., green and red lines). This is due to the fact that during that period the data center exhibits the highest workload in terms of instances of VMs (see Figure 4). Consequently, no consolidation and turning off idle machines were possible, which hinder any further optimization with respect to the case when no EMS (e.g., blue line) is considered.

![Figure 5. Power consumption (Watt) of the tested “Baseline Scenario”](image)

![Figure 6. Energy consumption (Wh) of the tested “Baseline Scenario”](image)
Demand-Response with and without Federation Scenarios

In the coming two scenarios, we consider the fact that there is a demand-response request sent by distribution system (e.g., DSO) to a data center at approximately 9:30 AM for a duration of 2 h. This necessitates the data center to change from high performance to power-saving mode thanks to the additional flexibilities provided by extended Green SLAs. Thus, flexible workload is delayed which results in shifting the corresponding power demand.

Figure 7 shows the obtained results (averaged) of several 2-day experiments. Both the X- and Y-axes have the same units as in Figure 5. The gray vertical bars represent the time (e.g., 2 h) during which the data center executes power saving optimization. In these scenarios, NO EMS and EMS+NO GREENSLA denote the same policy as in Figure 5. The third line shows the energy management with Green SLA and a nonfederated configuration (EMS+GREENSLA–SC2), while the fourth line is the federated (By federation, we mean migration of the workload (in this case virtual machines) to a more energy-efficient data center.) configuration (EMS+GREENSLA–SC3). The following can be noticed from the results of Figure 7.

- Because of flexible Green SLAs, there was a reduction of 50% in power demand (see the green arrow line) during the demand-response period (e.g., between 9:30 AM and 11:30 AM on Friday and Saturday), compared to the rigid SLAs.
- In the nonfederated configuration (green long dashed line EMS+GREENSLA-SC2), due to the launching of delayed virtual machines together with the ordinary workload, there was a noticeable peak power demand after the end (e.g., at ~12 PM on Friday and Saturday) of the demand-response period.
- In the federated configuration (purple line EMS+GREENSLA-SC3), no peak demand is occurring after the end (e.g., around 12 PM on Friday and Saturday) of the demand-response period, as was the case for the nonfederated configuration, simply because the virtual machines were allocated to a different (federated) data center.
- On Friday between 4 PM and 6 PM, the peak demand of 1450 Watt was not reduced when EMS was considered (e.g., red, green, and purple lines). This is due to the fact that during that period the data center exhibited the highest workload in terms of instances of VMs (see Figure 4). Consequently, no consolidation and turning off idle machines were possible, which hindered any further optimization with respect to the case when no EMS (e.g., blue line) was considered. Note however that the peak demands for the last two cases (green long dashed line EMS+GREENSLA-SC2 and purple line EMS+GREENSLA-SC3) during the aforementioned period are lower than the ones of first two cases (NO EMS and EMS+NO GREENSLA) due to the shifting of workload happened after the end of the demand-response period (e.g., between 12 PM and 2 PM on Friday and Saturday).

Figure 8 illustrates the energy consumed during the 2-day experiments. We can notice that the extra savings in energy thanks to the Green SLAs are slightly lower (4.15%) due to the additional overhead of the secondary peak after the end of demand-response period. The federated configuration (right most blue bar) presents better savings in energy, as it does not incorporate the energy spent in the federated data center.
Figure 7. Power consumption (Watt) of the tested “Demand-Response without Federation Scenario”.

Figure 8. Energy consumption (Wh) of the tested “Demand-Response without Federation Scenario”.

6. Conclusions

Reducing energy consumption (e.g., operational expenditure) and increasing performance of the running services (e.g., compliance with the SLAs) are two competing objectives that any data center operator faces. To cope with service level agreements (SLAs) of the running services, most of the time ICT resources in a given data center are over provisioned. This paves the way of optimization through intelligent energy management by either (1) minimizing the number of resources and thus finding the optimal mapping of resources to the services without violating SLAs or (2) introducing flexibilities on the customer side, and hence the implementation of flexible SLAs.

With the integration of renewables into the power grid and their extremely intermittent behavior, this necessitated a better planning of power generation from supply-side (e.g., DSO), so that the generation
matches demand and hence preserves the power grid’s stability. Preserving the grid’s stability has been realized by the concept of demand-side management [43] and demand-response.

In this paper, we presented the results by implementing an energy management system (EMS) to a proof-of-concept cloud computing data center at HPE Italy. We tackled such an EMS from two different perspectives: (1) by minimizing the overall energy consumption of data centers and (2) by reducing peak power demand during demand-response periods (e.g., power shortage). Further, we described exhaustively the mechanisms that can be used in data centers to provide flexibilities. We identified that some mechanisms (e.g., DVFS) have impact on SLAs, whereas others (e.g., UPS and cooling system) have no influence on SLAs at all. We also described the methodological foundations of the two management systems. By considering a subset of the identified mechanisms (e.g., consolidation, migration, and flexible SLAs), we carried out experimental analysis on a cloud-based lab by setting up several scenarios. The obtained results show the significant potential of Green SLA: In certain cases, the peak power savings reached 50% and total energy reductions reached 25%.
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**Abbreviations**

The following abbreviations are used in this manuscript.

| Abbreviation | Definition |
|--------------|------------|
| ASHRAE       | American Society for Heating and Air Conditioning Engineers |
| CPU          | Central Processing Unit |
| DC           | Data Center |
| DCiE         | Data Center infrastructure Efficiency |
| DVFS         | Dynamic Voltage and Frequency Scaling |
| DSO          | Distribution System Operator |
| EMS          | Energy Management System |
| GEC          | Green Energy Coefficient |
| Green SLA    | Green Service Level Agreement |
| Green SDA    | Green Supply-Demand Agreement |
| GPUE         | Green PUE |
| HPE          | Hewlett Packard Enterprise |
| ICT          | Information and Communication Technologies |
| IoT          | Internet of Things |
| Opex         | Operational expenditure |
| OpenADR      | Open Automated Demand Response |
| OS           | Operating System |
| PUE          | Power Usage Effectiveness |
| SLA          | Service Level Agreement |
| TCO          | Total Cost of Ownership |
| UPS          | Uninterrupted Power Supply |
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