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SUMMARY  Metric learning aims to generate similarity-preserved low dimensional feature vectors from input images. Most existing supervised deep metric learning methods usually define a carefully-designed loss function to make a constraint on relative position between samples in projected lower dimensional space. In this paper, we propose a novel architecture called Naive Similarity Discriminator (NSD) to learn the distribution of easy samples and predict their probability of being similar. Our purpose lies on encouraging generator network to generate vectors in fitting position to make a constraint on relative position between samples in projected lower dimensional space. In this paper, we propose a novel architecture called Naive Similarity Discriminator (NSD) to learn the distribution of given samples and may have restriction on describing their relations. Existing works illustrate relations among samples with well-designed loss functions, but they rarely use the distribution of given samples and may have restriction on describing their relations. In this work, we replace these conventional loss function with a neural network called Naive Similarity Discriminator (NSD) and the standard binary cross entropy loss. Meanwhile, we exploit adversarial learning to encourage our generator to achieve a better performance. There also exists GAN based method [16], [17] in loss functions to control their relations. Sample mining intends to search for samples that profit training most to achieve a faster convergence and higher performance. Generally, we are more likely to select samples that most against our objective, which are called “hard samples”. For instance, close pair with different labels and distant pair with same label are harder to optimized. Relatively, those suitable points that rarely used in optimization are called “easy samples”. Existing approaches with sample mining seek for information with more and harder classes [1] or harder samples [2] to benefit the training. Many recent works [13], [14] focus on applying weights on samples which aims to reflect their importance on optimization.

The spirit of adversarial learning comes from the Generative Adversarial Network (GAN) [15]. Adversarial learning generally composed of two components called generator and discriminator. Generator aims to generate features under specific requirements, while discriminator tries to beat against it to encourage generator to achieve a better performance. There also exists GAN based method [16], [17] which generate hard samples to augment dataset. Existing works illustrate relations among samples with well-designed loss functions, but they rarely use the distribution of given samples and may have restriction on describing their relations. In this work, we replace these conventional loss function with a neural network called Naive Similarity Discriminator (NSD) and the standard binary cross entropy loss. Meanwhile, we exploit adversarial learning to encourage our generator to achieve a better performance. There also exists GAN based method [16], [17] which generate hard samples to augment dataset.

Existing works illustrate relations among samples with well-designed loss functions, but they rarely use the distribution of given samples and may have restriction on describing their relations. In this work, we replace these conventional loss function with a neural network called Naive Similarity Discriminator (NSD) and the standard binary cross entropy loss. Meanwhile, we exploit adversarial learning to encourage our generator to achieve a better performance. There also exists GAN based method [16], [17] which generate hard samples to augment dataset.

The main contribution of this work can be described as following:

- Learning the distribution of existing easy samples using a carefully-designed neural network as the discriminator, which exploit the learning ability of this deep network to illustrate the state of similarity-preserved samples.

where $\| \cdot \|_2$ represents l2-normalization. $x_a$, $x_p$ and $x_n$ indicate anchor, positive and negative sample respectively. Anchor sample shares a common label with positive sample while have a different label to negative sample. The parameter $\alpha$ determines the dispersion between anchor-positive pairs and anchor-negative pairs. Specifically designed function $h$ aims to shorten the distance between $x_a$ and $x_p$ meanwhile enlarge distance between $x_a$ and $x_n$, with the constraint of $\alpha$. Classical methods build pairwise [11] or triplet samples [6], [12] in loss functions to control their relations.

Sample mining intends to search for samples that profit training most to achieve a faster convergence and higher performance. Generally, we are more likely to select samples that most against our objective, which are called “hard samples”. For instance, close pair with different labels and distant pair with same label are harder to optimized. Relatively, those suitable points that rarely used in optimization are called “easy samples”. Existing approaches with sample mining seek for information with more and harder classes [1] or harder samples [2] to benefit the training. Many recent works [13], [14] focus on applying weights on samples which aims to reflect their importance on optimization.

The spirit of adversarial learning comes from the Generative Adversarial Network (GAN) [15]. Adversarial learning generally composed of two components called generator and discriminator. Generator aims to generate features under specific requirements, while discriminator tries to beat against it to encourage generator to achieve a better performance. There also exists GAN based method [16], [17] which generate hard samples to augment dataset.

Existing works illustrate relations among samples with well-designed loss functions, but they rarely use the distribution of given samples and may have restriction on describing their relations. In this work, we replace these conventional loss function with a neural network called Naive Similarity Discriminator (NSD) and the standard binary cross entropy loss. Meanwhile, we exploit adversarial learning to encourage our generator to achieve a better performance. There also exists GAN based method [16], [17] which generate hard samples to augment dataset.
• Utilizing adversarial learning by mining hard samples and feed them to discriminators. Huge loss will be produced and the generator are forced to push hard samples to easier positions, which exhibiting a novel learning strategy for metric learning.
• Alternatively applying three individual stages for continuously encourage the generator network to achieve a better performance.

2. Related Works

Existing metric learning methods mainly focus on loss functions formulations or sample mining strategies. The well-designed loss functions describe the relation among samples. These loss functions build the optimization target to meet the goal of enlarging distance between samples in different class meanwhile shorten the distance between samples from the same class. Sample mining approaches can be generally categorized into hard mining methods, hard sample synthesis methods and weighted methods.

2.1 Loss Function Formulations

Loss function plays a critical role in metric learning task. Many existing deep metric learning methods pay more attention on building a proper loss function to illustrate relation between pairwise samples or among triplet samples.

Contrastive Loss [11] is trained on pairwise samples with a margin parameter \( \alpha \), which give penalty to those negative pairs with distances smaller than \( \alpha \):

\[
L = \frac{1}{n} \sum_{i \neq j} s_{ij}[||x_i - x_j||_2^2 + (1 - s_{ij})[\alpha - ||x_i - x_j||_2^2]]_+ \tag{2}
\]

where \( s_{ij} = 1 \) if \( x_i \) share a common label with sample \( x_j \) otherwise \( s_{ij} = 0 \). \( [\cdot]_+ \) is the hinge function.

Semi-hard Triplet Loss [6] further utilizes the relation among samples by constructing triplets and controls their discrepancy. Penalty is delivered to those triplet with discrepancy smaller than \( \alpha \):

\[
L = \frac{1}{n} \sum_{(a,p,n) \in T} [||x_a - x_p||_2^2 - ||x_a - x_n||_2^2 + \alpha]_+ \tag{3}
\]

where \( T \) comprises all triplets of a given batch of data.

Instead of comparing samples in Euclidean space, Angular Loss [12] measure the distances between samples with angle relationships with a angle constraint \( \tan \alpha \), which introduce scale invariance and capture additional local structure:

\[
L = \frac{1}{n} \sum_{(a,p,c) \in T} [||x_a - x_p||_2^2 - 4 \tan^2 \alpha ||x_a - x_c||_2^2]_+ \tag{4}
\]

where \( x_c \) is the middle point of \( x_a \) and \( x_p \).

2.2 Sample Mining Strategies

Appropriate sample mining can bring great benefits in metric learning tasks. Various of methods have been contributed on hard sample mining, weighted methods and hard sample synthesis methods.

2.2.1 Hard Sample Mining

N-pair Loss [1] considers more classes to be involved in training. They firstly choose \( C \) classes and pass one or two examples of theses class to extract embedding vectors. Then select one class and greedily add new class that mostly violates triplet constraint until meet the required number of classes. Finally they draw two examples from chosen classes to finish the N-pair construction.

Lifted Structured Loss [2] emphasizes the hardest negative for each sample from all pair wise edges within the batch and push negative data points further than the margin. They further optimize the smooth upper bound loss function to avoid converging to local optimum caused by mining single hardest negative sample.

These methods try to dig data that have higher demand to be optimized, but they may be restricted by the lack of hard samples.

2.2.2 Hard Sample Synthesis

To address the problem of inadequacy hard samples, sample synthesis methods have been made great contributions. Hardness-Aware Deep Metric Learning [17] synthesizes new hard sample by exploiting existing samples on the edge of manifold, and generates a closer sample on manifold with adaptive hardness controlled by a label-and-hardness-preserving generator. Deep Adversarial Metric Learning [16] utilizes a generator with adversarial loss to synthesize hard samples for training. With a different orientation to these works, our ambition is to force generator to provide suitable embedding vectors using adversarial learning.

2.2.3 Weighted Methods

Many recent approaches focus on determining the importance of samples in training procedure, which can be categorized as weighted methods. These methods can be generally formulated as

\[
L = \frac{1}{n} \sum_{(a,p,n) \in T} w_{ap}[||x_a - x_p||_2^2 - ||x_a - x_n||_2^2]_+ \tag{5}
\]

where \( w_{ap} \) indicates the weight of a given pair, which is calculated by the relations of distances from a set of sample pairs. Ranked List Loss [13] chooses samples violate constraint and set weight on each anchor-negative pair through their distances. Multi-Similarity Loss [14] collects informative pairs and weight these pairs through their own and relative similarities.

In this work, we introduce a novel training strategy for metric learning. Instead of constructing a handcraft loss function
function to constraint relative position between samples, we propose a discriminator that learns the distribution of easy samples. Our discriminator takes a pair of feature representations as input, which extracted from two individual images through the generator network, and outputs the probability of being similar for the input pair. After training with easy samples, the discriminator is supposed to accurately classify easy samples, while contribute large loss when feeding hard samples. These loss will feedback to the generator network and enhance its performance on metric learning task. It is worth noticing that our discriminator should not be too robust for hard samples to guarantee the sufficient loss for improving generator network.

3. Proposed Method

In this section, we present our model with a feature generator as metric function, and a similarity discriminator learnt with a prior element-wise distance metric and labeled similarity. An adversarial learning strategy is applied to encourage generator to provide samples that retain the similarity relations.

3.1 Problem Formulation

Let $X = \{x_i\}_{i=1}^N$ be the input images and $Y = \{y_i\}_{i=1}^N$ be the corresponding labels where $y_i \in \{1 \ldots C\}$. We define $S = \{s_{ij}\}_{i,j=1}^N$ as a similarity matrix between input instances, with $s_{ij} = 1$ for $x_i$ and $x_j$ that from the same class and $s_{ij} = 0$ otherwise. Our ambition is to learn a metric function $f$ that properly measures the similarity of input pair

$$D(x_i, x_j) = f(\theta; x_i, x_j),$$

where $D$ represents distance between input pairwise samples under learnt metric and $\theta$ is the parameters of function $f$.

3.2 Model Architecture

Our architecture is shown in Fig. 1. The model accepts a batch of images as input and go through the following pipeline:

1. A typical convolutional neural network as generator to extract meaningful image representations.
2. A sample mining process that selecting similar and dissimilar pairs with different strategy for three individual stages.
3. A simple but carefully-designed neural network as discriminator to predict probability of being similar of given pairs.

3.2.1 Generator

We exploit Inception V1 [18] which pretrained on ImageNet [19] as our backbone network for fairly comparison to existing deep metric learning approaches. An additional fully connected layer was added to the Inception V1 network to project feature embeddings to proper size. We apply l2-normalization on each output vector $z_i$ with $m$-dimension as following:

$$\hat{z}_i = \frac{z_i}{\sqrt{\sum_{j=1}^m (z_i^{(j)})^2}}$$

where $z_i^{(j)}$ indicates the $j$-th element of vector $z_i$. Thus all the output vectors become unit vectors with a specific direction in the learnt metric space.

Our purpose is to train a generator as metric function $f$ that well preserve similarity between input samples, i.e. instances with the same class label are closer than those in different classes.
3.2.2 Discriminator

Our similarity discriminator is constructed by a simple multilayer perceptron which is randomly initialized. We firstly select several similar and dissimilar pairs \( P = \{(\hat{z}_i, \hat{z}_j)_{(i,j)\in I}\} \) from generated features, where \( I \) comprises indices of selected embeddings. After that, we apply a prior element-wise distance metric for each pair to construct a \( m \)-dimension vector \( v_{ij} \) as the input of the discriminator to obtain the predicted \( p_{ij} \), which indicates the probability of being similar. Formulaically, for \( k \)-th element of \( \hat{z}_i, \hat{z}_j \) and \( v_{ij} \), we have

\[
\begin{align*}
v^{(k)}_{ij} &= d_e(z^{(k)}_i, z^{(k)}_j) = (\hat{z}^{(k)}_i - \hat{z}^{(k)}_j)^2 \\
p_{ij} &= g(v_{ij})
\end{align*}
\]  

(8) (9)

where \( d_e \) is an euclidean-like prior element-wise distance metric and \( g \) represents the discriminator which predict the probability of \( \hat{z}_i \) being similar to \( \hat{z}_j \). We adopt typical binary cross-entropy loss to train our generator and discriminators as

\[
L(p_{ij}, s_{ij}) = -(s_{ij} \log p_{ij} + (1 - s_{ij}) \log(1 - p_{ij}))
\]  

(10)

3.3 Adversarial Metric Learning

As mentioned above, it is clear that hard samples have higher demand to be optimized as easy samples have already in a fitting position. In turn, if the generator always provide easy samples, the model may be in a good condition for generating similarity-preserved samples, which meet the goal of metric learning.

Our motivation of designing a similarity discriminator is to encourage generator to provide easy pairs whose similarity can be easily distinguished by any simple classifier. To this end, inspired by the spirit of adversarial learning, we train our generator and discriminator by selecting samples in disparate hardness.

Concretely, for training discriminators, we choose easiest samples, i.e. the closest points in the same class and the furthest points in different classes. We call this discriminator trained with easy samples Naive Similarity Discriminator (NSD).

NSD is trained to learn the distribution of easy pairs and can perfectly distinguish the similarity of easy pairs. But NSD has a low accuracy on determining hard pairs due to the lack of knowledge of hard samples. Thus, we train generator with hard samples and fixed NSD in the purpose of encouraging our model to produce easier samples by optimizing our similarity classification loss. Those hard pairs that can not be distinguished by NSD will be misclassified and deliver large loss, thus the generator are intend to push them to a easier place. It is worth noticing that our model is an end-to-end architecture and both training procedure are employed under the guidance of standard binary cross-entropy loss described in Eq. (10).

Specifically, we implement three stages in training procedure for different components of our model:

- **Warm-up stage** to train the randomly initialized additional layer and the discriminator with easy samples.
- **Generator stage** to train the generator network with hard samples.
- **Discriminator stage** to train the discriminator with easy samples.

It is worth noticing that the only difference between warm-up stage and discriminator stage is the optimization on the additional layer. The goal of warm-up stage is to optimize all the randomly initialized parameter at the beginning of training procedure.

Concretely, we firstly adopt warm-up stage to train all the randomly initialized parameters. Then we alternately employ generator stage and discriminator stage to train these two components in turn.

3.4 Naive Similarity Discriminator

The effect of NSD is to learn the distribution information of easy pairs which can be exploited to make a classification on similarity of these samples. The ideal state for metric learning is all pairs constructed from dataset ought to be easy pairs. Our destination is to leave NSD to learn this ideal state on warm-up and discriminators stages, and make judgement and punishment on generator stage, which encourage all samples in dataset to get closer to this ideal state.

Considering the role of NSD played in different stage, it is supposed to design a discriminator that obeying the following rules:

- Converged within a few epochs for distinguish easy pairs with nearly perfect accuracy, which enabling NSD to learn current distribution of easy samples on every alternation of stages.
- Relative weak in predicting hard samples to guarantee adequate misclassified samples and sufficient loss for training generator.

To achieve these goals, two key requirements must be met when designing the architecture of NSD.

1. Must not too simple to unsuccessfully reach a satisfied performance on easy pairs judgement.
2. Not too complicated to guarantee the large number of misclassified samples and enough loss is provided, with a relative weak ability on determining hard pairs.

To make a balance between these two requirements, an unusual composition of multilayer perceptron was employed as NSD. Concretely, we build a three fully connected layers network with batch normalization [20]. But the difference to general neural network is that our model do not have any activation function in hidden layers.

Theoretically, a three-layer structure with batch normalization has a higher speed on convergence than a single-layer structure, though they can be transformed to each
Fig. 2 Architecture of Naive Similarity Discriminator, which is composed of three fully connected layers with 512, 256 and 1 neurons respectively, which are shown as the gray square marked with number of neurons. The first two layers are followed a by batch normalization (BN) layer respectively, while a sigmoid function is applied after the output layer to come up with a probability.

other through matrix decomposition and matrix multiplication technology. The main principle of speeding up in convergence is that batch normalization guarantees the stability on distribution for each hidden layer inside discriminators.

Our concern of removing activation on hidden layers is to decline the ability of discriminator on determining similarity between hard pair for providing adequate misclassified samples and sufficient loss to reinforce capability of producing similarity preserved feature of generator. Complete architecture of NSD is shown in Fig. 2.

Noticing that a critical destination of performing a NSD is to continuously reinforce generator through misclassified hard samples, rather than accurately distinguish those pairs. The ideal state on generator stage is that the input hard samples yield a large classification loss and rarely distinguish similarities. Concretely, if the accuracy on determining hard samples stays around 0.1, the model will continuously improve performance on all experimental metrics. We observed from experiments that once the NSD fail to provide adequate misclassified samples and sufficient loss on discriminator stage, especially when the accuracy reach the uncertain stage, i.e. around 0.5, the improvement of performance would stand still or even drop down.

3.5 Implementation Details

We utilized PyTorch framework with 32GB memory and NVIDIA 1080Ti through the experiment. We resized input images into $256 \times 256$ followed by standard randomly resized crop to $224 \times 224$ and horizontal flipping for data augmentation. Our backbone Inception was pretrained on ImageNet ILSVRC [19] dataset with a randomly initialized additional fully connected layer, which was optimized with 10 times learning rate compared to other layers.

For NSD, we built a network with 512, 256 and 1 neurons for three layers respectively and the learning rate was set to 0.1. We applied standard stochastic gradient descent (SGD) with momentum set to 0.9. We performed learning rate decay as 0.8 on NSD and Inception with different frequency. Concretely for NSD, we applied learning rate decay on each stage alternation, while for Inception, we decay the learning rate five times in each generator stage. We optimized warm-up stage and discriminator stage for 3 epochs, followed by 70 epochs on generator stage. We fixed the embedding size to 512 as a fair comparison to other approaches. We set 20000 iterations on training with batch size as 120.

We apply the same sampling strategy for each dataset. Concretely for each batch, we randomly select 40 classes from training set, and randomly choose 3 images for each class to comprise the batch. We calculate pairwise distance within a batch. Formulaically for class $c_i$, we select the closest pair within $c_i$, and find the furthest pair consists of instances from $c_i$ and other classes $\{c_j\}_{j \neq i}$ as easy samples. Oppositely, hard samples are selected from furthest pair within the class and the closest pair to other classes.

4. Experiments

We implemented our experiment on two well-known datasets for metric learning on both retrieval and clustering task to verify the impact of our adversarial learning with NSD and make a comparison to existing approaches.

4.1 Datasets and Evaluation

Our experiments was employed on widely-used CUB-200-2011 [21] dataset and Cars196 [22] dataset. We followed the dataset configuration of existing approaches [1], [2], [6], [12], [13] for fairly comparison as following:

- CUB-200-2011 [21] dataset contains 11,788 bird images in 200 categories. We exploited the first 100 categories with 5,684 images as training set and the rest for testing.
- Cars196 [22] dataset includes 16,185 car images with 196 categories. We used the first 98 categories with 8,054 images for training and save the rest for building test set.

The purpose of dividing dataset based on categories is to evaluate the robustness to unseen classes.

We evaluated proposed method and existing methods on both retrieval and clustering task.

For retrieval task, we calculated percentage of retrieved samples with the same label to the query image in $K$ nearest neighbors, where $K \in \{1, 2, 4, 8\}$, marked as $R@K$.

For clustering task, we employed standard K-means algorithm in test set, which evaluated with normalized mutual information (NMI) and $F_1$ score. NMI consists of the ratio of mutual information divided by the average entropy of clusters and the average entropy of labels. $F_1$ score computes the harmonic mean of precision and recall on determining whether sample attribution to a specific cluster.
Table 1  Experimental results on CUB-200-2011 dataset

| Method       | R@1     | R@2     | R@4     | R@8     | NMI    | F1     |
|--------------|---------|---------|---------|---------|--------|--------|
| Semi-hard    | 0.3621  | 0.4693  | 0.5930  | 0.7108  | 0.4880 | 0.2807 |
| N-pair       | 0.4147  | 0.5418  | 0.6634  | 0.7714  | 0.5509 | 0.3475 |
| Lifted       | 0.4952  | 0.6120  | 0.7265  | 0.8256  | 0.5691 | 0.3902 |
| Angular(N-pair) | 0.4799  | 0.6041  | 0.7268  | 0.8210  | 0.5827 | 0.4136 |
| Ranked List  | 0.5712  | 0.6877  | 0.7873  | 0.8661  | 0.6302 | 0.4647 |
| NSD(Ours)    | 0.5833  | 0.6987  | 0.7984  | 0.8754  | 0.6559 | 0.5162 |

Table 2  Experimental results on Cars196 dataset

| Method       | R@1     | R@2     | R@4     | R@8     | NMI    | F1     |
|--------------|---------|---------|---------|---------|--------|--------|
| Semi-hard    | 0.2399  | 0.3507  | 0.4859  | 0.6205  | 0.4297 | 0.2226 |
| N-pair       | 0.3924  | 0.5288  | 0.6498  | 0.7606  | 0.5159 | 0.3086 |
| Lifted       | 0.5630  | 0.6606  | 0.7470  | 0.8249  | 0.4585 | 0.2654 |
| Angular(N-pair) | 0.6729  | 0.7368  | 0.8542  | 0.8917  | 0.5773 | 0.4306 |
| Ranked List  | 0.7544  | 0.8385  | 0.8975  | 0.9382  | 0.6174 | 0.4740 |
| NSD(Ours)    | 0.7303  | 0.8320  | 0.8845  | 0.9246  | 0.5829 | 0.4434 |

4.2 Comparisons

We compared our adversarial metric learning with NSD to some famous deep metric learning approaches. We implemented the famous Semi-hard triplet loss [6] and Angular loss [12], the classical sample mining method N-pair loss [1], Lifted Structured loss [2], and the recent weighted method Ranked List loss [13]. We followed the settings mentioned in these original papers through the comparison experiments. Noticing that we applied Angular loss with the N-pair sampling strategy, as they mentioned in their works.

Table 1 and Table 2 shows the result of NSD compared to other baseline methods in two benchmark dataset respectively. Compared to methods with standard handcraft-designed loss functions [1], [2], [6], [12], we outperformed them on both datasets with a large margin on both retrieval and clustering task. Rather than set a specific margin and optimize objective with constraint, we leave our discriminator to decide what kind of pairs should be optimized, which break the restriction of these loss functions. For the state-of-the-art Ranked List loss, we reach a higher performance on the smaller CUB-200-2011 dataset, but failed to achieve their performance on the larger Cars196 with a small margin. We analyse that with the increase of samples in each class, we fail to collect sufficient information within a fix sampling number, while setting weight for each individual sample provided more information.

4.3 Impact of Naive Similarity Discriminator

The architecture of our NSD has a critical impact on the performance in our model. As mentioned above, the ideal model should converge fast for easy samples and provide sufficient loss for hard samples. We take various of architecture into consideration including

- A three fully connected layers network with only batch normalization on hidden layers, which we finally applied on our model.
- Standard three-layers fully connected neural network with batch normalization and ReLU function on hidden layers, marked as NSD-A.
- Two layers architecture variant of original NSD, with 256 units in hidden layer, marked as NSD-T.
- A single node layer composited with sigmoid function, i.e. logistic regression, marked as NSD-L.
- Three layer neural network with no activation function and batch normalization on hidden layers, which is theoretically equal to NSD-L if sufficiently trained, marked as NSD-B.

We evaluated the effect of these variants with four metrics on CUB-200-2011 dataset, including

1. Convergence speed and accuracy with easy samples on warm-up stage.
2. Loss provided on generator stage.
3. Accuracy with hard samples on generator stage, which reflects the percentage of correctly classified samples within a batch.
4. Percentage of samples with the same label in 8 nearest neighbors, i.e. R@8, during the first 5000 iteration.

Figure 3 shows the experiment result of four variants and original NSD on three metrics mentioned above, respectively.

Separately discussing, for networks without batch normalization, i.e. NSD-L and NSD-B, failed to achieve a perfect prediction at the very beginning while other variants early gained the ability of judging easy pairs. As a high generator loss with a low accuracy on distinguishing hard pairs leads to continuously reinforce the performance, we can see from Fig.3 (b) and (c) that these two variants with nearly zero loss and an nearly uncertain judgement, i.e. with accuracy as 0.5, and failed to improve performance on precision metric.

Specifically for NSD-A, though it provided adequate loss, but the accuracy on predicting hard pairs early reach an uncertain level, which reflected that it may determine the input pair in a random state and rarely feed beneficial information to the generator, resulting the bad performance.
It is worth discussing a special phenomenon performed by the two layer structured variant NSD-T, which reach a good performance but slightly weaker than original NSD. NSD-T provided relative lower loss on generator stage with an unstable accuracy on determining hard pairs. We can see that the accuracy went up at the first 2000 iterations and suddenly dropped down around 2500 iteration. This sudden change resulted from the alternation of stage, and the fresh randomly initialized NSD assisted this model out of the puzzle zone of distinguishing hard pairs, which guarantee the number of misclassified samples and leads to the stable performance.

From the analysis above, we can conclude that high loss with low accuracy on generator stage can frequently boosting the ability of generating easy pairs of generator, which leads to a better performance on adversarial metric learning with NSD.

5. Conclusion

In this paper, we have proposed a novel training strategy on metric learning task by building a carefully-designed neural network called Naive Similarity Discriminator, with the spirit of adversarial learning. The main principle of our model is to encourage generator network to generate easier samples that can be distinguished by simple classifier by exploiting the amount of misclassified samples with large loss provided by NSD. Experimental results on CUB-200-2011 and Cars196 indicate strong performance of our NSD model with adversarial learning. While the essentially principle on influence of architecture of NSD and the strategy of sampling more information are needed further study on our future works.
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