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ABSTRACT
We implement a semi-analytic approach for stability analysis, addressing the ongoing uncertainty about stability and structure of neutron star magnetic fields. Applying the energy variational principle, a model system is displaced from its equilibrium state. The related energy density variation is set up analytically, whereas its volume integration is carried out numerically. This facilitates the consideration of more realistic neutron star characteristics within the model compared to analytical treatments. At the same time, our method retains the possibility to yield general information about neutron star magnetic field and composition structures that are likely to be stable. In contrast to numerical studies, classes of parametrized systems can be studied at once, finally constraining realistic configurations for interior neutron star magnetic fields. We apply the stability analysis scheme on polytropic and non-barotropic neutron stars with toroidal, poloidal and mixed fields testing their stability in a Newtonian framework. Furthermore, we provide the analytical scheme for dropping the Cowling approximation in an axisymmetric system and investigate its impact. Our results confirm the instability of simple magnetised neutron star models as well as a stabilisation tendency in the case of mixed fields and stratification. These findings agree with analytical studies whose spectrum of model systems we extend by lifting former simplifications.
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1 INTRODUCTION
Neutron stars represent the objects possessing the strongest magnetic fields known to appear in the universe. Typically, they show surface magnetic fields of $10^{11}$ to $10^{13}$ G as inferred by spin-down rates of pulsar observations (Hewish et al. 1968; Gold 1968). Furthermore, bursts, QPOs and spin-down rates provide observational evidence for even stronger fields of $10^{13}$ to $10^{15}$ G in the exterior and interior of magnetars (Duncan & Thompson 1992; Thompson & Duncan 1995). Interior fields are generally expected to be stronger than observably accessible surface fields since there are indications that exterior poloidal magnetic fields are stabilised by interior toroidal components exceeding a minimum strength (Tayler 1973; Lander & Jones 2012; Akgün et al. 2013). According to this, classical pulsars may contain a toroidal field of the strength of $10^{12}$ to $10^{14}$ G.

These field strengths exceed magnetic field intensities producible on earth by many orders of magnitude. Providing such long-lastingly high field strengths, neutron stars are unique laboratories for gaining insights about properties of matter under extreme conditions. At the same time, magnetic fields in magnetars are strong enough to have an impact on fundamental neutron star processes, manifested in the equation of state, surface composition and geometry of the star. A detailed knowledge about the interior magnetic field structure is therefore highly desired and inevitable for many fields of neutron star physics. It is an essential ingredient for the interpretation of cooling curves, simulation of neutron star binary mergers as well as neutron star mode analysis and the attempt of constraining the equation of state using neutron star seismology. Nevertheless, the detailed interior field configuration is still widely unknown, representing an unresolved key issue of astrophysics. So far, there exist no generic magnetic field equilibria that produce intrinsically stable neutron star models, although this problem has been addressed in various studies with different levels of model complexity.

According to simple theoretical models, magnetised neutron stars are unstable. More realistic models complicate an analytical treatment considerably. Numerical attempts on the other hand are not able to provide general conclusions about classes of systems. Analytical studies have shown that neutron stars with purely toroidal and purely poloidal magnetic fields are unstable (Wright 1973; Tayler 1973; Markey & Tayler 1973, 1974), suffering pinch instabilities of a cylindrical fluid discharge (hereafter referred to as Tayler instabilities). Mixed fields and stratification show indi-
cations of having a stabilising impact on the system (Tayler 1980; Akgün et al. 2013). These studies are based on the energy variational principle, where stability/instability of the system can be inferred from the positive/negative sign of the change in the total system energy during a displacement. Partly strong simplifications are necessary to allow for an analytical treatment. They prohibit us from gaining the general information being necessary in order to construct a complete model for magnetised neutron stars. Common assumptions for stability analysis are a polytropic equation of state, spherical symmetry, specified magnetic field, composition and perturbation structures as well as neglecting the change in the gravitational potential caused by the displacement (hereafter referred to as Cowling approximation).

Numerical simulations on the other hand suggest the so-called twisted torus field to be stable on time-scales long compared to the Alfvén time (Braithwaite & Å. Nordlund 2006, Braithwaite & Spruit 2006). Although numerical studies (Braithwaite 2004b, 2006b; Colaiuda et al. 2008; Ciolfi et al. 2009; Lander & Jones 2010a,c; Lasky et al. 2011), don’t rely on simplifications and recently also considered mixed fields and stratification (Braithwaite 2006a; Lander & Jones 2012), they require a precise specification of initial conditions. Therefore, they are not a convenient tool for constraining realistic field structures out of a variety of possibilities.

This difficulty motivates the idea of a semi-analytic approach for stability analysis implemented in this work.

We will test stability according to the energy variational principle by calculating the change in the total system energy during a displacement. The energy variational density will be set up analytically, thus preserving generality and complexity of the studied system. Arbitrary system characteristics such as composition and magnetic field structure are parametrized. Subsequently we integrate the variational density numerically in order to obtain the energy variation of the chosen model. That way, we avoid the hitherto necessary simplifications. With our method, it is affordable to consider mixed fields and stratification in the star and drop Cowling’s approximation which has been commonly used in former studies.

Beginning with a simple system known to be unstable, additional more realistic model features can be taken into account, investigating their potential stabilising impact. We can calculate the energy variation and test its sign for varying sets of parameters. This method is able to reveal stellar characteristics that are more likely to result in a positive energy variation and thus stable model configuration than others. That way, realistic magnetic field and composition structures for neutron stars can be constrained.

Another advantage of this semi-analytic approach lies in facilitating the search for stable equilibria, currently becoming more relevant. Unlike earlier studies that focussed on finding instabilities in simple models (Wright 1973; Taylor 1973; Markey & Taylor 1973, 1974), recent works such as Braithwaite (2006b,a); Lander & Jones (2012); Akgün et al. (2013) consider the question of how to explain the actual stability of observed neutron stars. More precisely, they try to find out which features of a more realistic star are responsible for its stability. With this attempt, new challenges come along: First, the Cowling approximation, possibly tending to let a system appear more stable than it actually is, might not be valid any more. Second, finding stability involves exposing a system to all possible perturbations, whereas an instability proof only requires finding one perturbation causing an instability. We show by both issues can be addressed in the semi-analytic approach, enabled by the advantages the numerical procedure has. Cowling’s approximation can be dropped, possible perturbations can be expressed in a systematic way, without making the system more complex than treatable.

The following section describes the modelling of the system as well as the analytical setup of the energy variational density. In section we explain how to solve the energy variational integral numerically. In section the scheme we developed is applied on magnetised neutron stars verifying Taylor’s instabilities for toroidal and poloidal fields (sections 4.1 and 4.2) and showing the stabilising impact of stratification and mixed fields (section 4.3). We evaluate there as well, in which cases a full non-Cowling treatment is important for stability analysis. Finally, we conclude with section by discussing relevance and functionality of the semi-analytic approach and some of its numerous possible applications. Mathematical derivations and the description of the numerical scheme being used are presented in the appendix.

2 ANALYTICAL MODELLING

2.1 Model system

We consider an axisymmetric magnetised neutron star without rotation as an equilibrium configuration. The neutron star is perturbed by an arbitrary displacement field. Equilibrium quantities are denoted by the index 0. Due to the structure of the magnetic field, axisymmetry is an appropriate choice reducing the spatial dimensions to two. Neglecting rigid rotation is a simplification not having a major impact on stabilising magnetic instabilities as shown by Pitts & Tayler (1985); Lander & Jones (2012). As long as the equilibrium system is only slightly magnetically deformed, it can approximately be described as a non-magnetised spherically symmetric background. We work in geometrised Gaussian units.

2.1.1 Coordinate systems being used

As we work with various magnetic field structures and compare our results to different studies, we use three kinds of coordinate systems, adjusting them optimally to the problems under consideration.

For a treatment of the spherically symmetric unmagnetised background and comparison with work by Akgün et al. (2013), spherical coordinates \((r, \theta, \varphi)\) are used. In presence of the magnetic field, cylindrical coordinates \((\sigma, \varphi, z)\) are the most convenient choice. If the field is purely poloidal, a toroidal coordinate system \((\psi, \varphi, \chi)\) as proposed by Markey & Tayler (1973) and shown in Fig. 1 fits best. The transformation equations between cylindrical and toroidal coordinates are

\[
\begin{align*}
\psi &= \frac{-1}{2} B_\perp \tilde{r} \\
\sigma &= R_{\text{tor}} - \tilde{r} \cos \chi \\
\varphi &= \varphi \\
z &= \tilde{r} \sin \chi
\end{align*}
\]

(1)

\(\varphi\) is the same azimuthal angle as in cylindrical and spherical coordinates. \(\psi\) and \(\chi\) act as polar coordinates in the \((\sigma, z)\)-plane on a torus cross section. \(R_{\text{tor}}\) denotes the distance of the torus centre from the stellar symmetry axis in the equatorial plane.

\[
\tilde{r} = \sqrt{(R_{\text{tor}} - \sigma)^2 + z^2} = \frac{-2 \varphi}{B_\perp}
\]

(2)

measures the distance of a point from the torus centre. Note that the unit vector \(e_\psi\) points towards the torus centre with \(\psi < 0\), contrary
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2.1.3 Magnetic field
\[ M = \Gamma \nabla \rho \]
\[ \rho \] and \[ \nu \] denote electron neutrino and anti-neutrino. In
spherical coordinates \((r, \theta, \phi)\), the spherically symmetric equilib-
rium system is basically one-dimensional. The radial distribution
of enclosed mass \(m_0\), pressure \(p_0\) and gravitational potential \(\Phi_0\) in
the unmagnetised background is given by the Newtonian system equa-
tions (Shapiro & Teukolsky 2004)
\[ d \rho_0 = 4 \pi r^2 \rho_0 \] (4a)
\[ d \rho_0 = - \frac{\rho_0 \Phi_0}{r^2} \] (4b)
\[ d \Phi_0 = \frac{1}{\rho} \Phi_0 \] (4c)
with \(\rho_0\) denoting the total mass density. The system is closed by
a polytropic equation of state \(\xi\). Relations (4b) and (4c) follow from
hydrostatic equilibrium equation (4a) and Poisson equation (7)
in their general forms:
\[ \rho_0 = k_\rho_0 \Gamma_0 \] (5)
\[ \nabla \rho_0 = 2 \pi \rho_0 \nabla \Phi_0 \] (6)
\[ \nabla \Phi_0 = 4 \pi \rho_0 \] (7)
\[ \Gamma_0 \] is the polytropic exponent for the background system and \(k\) a
proportionality constant. Upper and lower sign correspond to the
definition of the gravitational field \(g\) parallel or antiparallel to the
gradient of the gravitational potential:
\[ g = \pm \nabla \Phi. \] (8)
Assuming a central density \(\rho_0\), \(k\) and \(\Gamma_0\), a neutron star model with
total mass \(M\) and radius \(R\) is fully determined.

2.1.3 Magnetic field
Consisting of conducting particles, the charged fluid evolves ac-
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Figure 2. Field lines and symmetry axes of toroidal (left) and poloidal (right) magnetic field components.
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Teukolsky 2004; Thompson 2006) with the assumption
\[ E + \nu \times B \approx 0 \] (9)
of an electromagnetically force-free medium for the electric field
\(E\), particle velocity \(\nu\) and magnetic field \(B\). The basic equations for
the magnetised system are the Euler equation of motion (10), Am-
pére’s law, the equation of magneto-kinematics (11) and the contin-
uity equation of mass conservation (12):
\[ \rho \dot{\nu} = - \nabla \rho \pm \rho \nabla \Phi + q j \times B \] (10)
\[ \nabla \times B = 4 \pi j \] (11)
\[ \partial_t B = \nabla \times (\nu \times B) \] (12)
\[ \partial_t \rho = - \nabla \cdot (\rho \nu) \] (13)
with \(\partial\) denoting partial, \(d\) denoting full derivatives. \(j\) is the current
density creating the magnetic field. Due to axisymmetry, the system
is basically two-dimensional in cylindrical coordinates \((\sigma, \varphi, z)\) and
every possible magnetic field
\[ B = B_{tor} + B_{pol} \] (14)
can be expressed as the sum of a toroidal and poloidal field compo-
ments (Grad & Rubin 1958). See Fig. 2 for the field line structure of
these components.

The semi-analytic approach is able to treat arbitrary magnetic
field structures. In our first applications of the scheme (see section
3), we use the following ones.
First, we assume purely toroidal magnetic fields
\[ B_{tor} = 0 \] (15a)
\[ B_{\sigma} = \frac{\sigma}{\sigma} B_{\text{tor}} \] (15b)
\[ B_z = 0 \] (15c)
according to Tayler (1973). The explicit form of \(B_z\) in (15c) lets the
magnetic field vanish at the symmetry axis, \(\sigma = 0\), and the surface,
where \(\rho_0 = 0\), see Fig. 3. \(B_{\text{tor}}\) is a dimensionless constant measuring
the strength of the toroidal field.
Second, purely poloidal magnetic fields
\[ B_{\sigma} = - \frac{1}{\sigma} \partial_\sigma \psi \] (16a)
\[ B_{\phi} = 0 \] (16b)
\[ B_z = \frac{1}{\sigma} \partial_\sigma \psi \] (16c)
are assumed according to Markey & Tayler (1973). \(B\) can be ex-
pressed in terms of a stream function \(\psi\) (Grad & Rubin 1958)
Let the radial function \( \pi \psi \) and the torus on which \( \pi \psi \) side the star (cf. Fig. 2). The system is unstable for \( B \neq 0 \) inside the region where poloidal field lines close in-

The poloidal field vanishes at its symmetry axis which is a circular line around the stellar symmetry axis in the equatorial plane and will be referred to as magnetic axis, see Fig. 2. The particular choice of \( B \) is linked to the definition of the toroidal coordinates: As illustrated in Fig. 1, \( 2\pi \psi \) is the magnetic flux along \( z \) between symmetry axis and the torus on which \( \psi \) and \( \chi \) are defined. Following Tayler’s choice, \( B_{\psi} \) is a constant measuring the strength of the poloidal field. In general, however, \( B_{\psi} \) contains the dependency of \( B \) on the stream function shown in expression (16).

Investigating mixed fields with stratification, we follow Akgün et al. (2014) assuming mixed fields with stratification, we follow Akgün et al. (2014) assuming

\[
B_{\psi} = B_{\psi0} R^{3/2} \left( \frac{\beta}{\alpha} \right) \frac{\pi}{\alpha} \ln \frac{r}{R},
\]

(18a)

\[
B_{\psi0} = B_{\psi0}(\psi) \frac{\pi}{\alpha} \ln \frac{r}{R},
\]

(18b)

\[
\alpha(r, \theta) = f(x) \sin^2 \theta,
\]

(19)

Let the radial function \( f(x) \) with \( x = r/R \) be

\[
f(x) = \frac{35}{8} x^2 - \frac{21}{4} x + \frac{15}{4} x^6 \quad \text{for} \quad x \leq 1
\]

(20)

inside the star. This choice fulfils a boundary condition at the stellar surface that allows for the exterior magnetic field to have a dipole structure. Furthermore, it obeys conditions in the centre of the star ensuring the magnetic field and its current generating to be finite. \( \nabla \) takes derivatives with respect to \( r, \theta, \psi \) and \( \eta \) are dimensionless prefactors and measure the maximum strengths of both field components via

\[
B_{\psi0} = B_{\psi0}(r \approx 0.782, \theta = \pi/2) = 0.0254 \eta B_0
\]

(21)

\[
B_{\psi0} = B_{\psi0}(r = 0, \theta = 0) = \frac{35}{4} \eta B_0.
\]

(22)

where \( B_0(\text{cm}^{-2}) \) is a constant amplitude. The poloidal field is nonzero only inside the region where poloidal field lines close inside the star (cf. Fig. 2). The system is unstable for \( B_{\psi0} = 0 \).

\subsection{2.1.4 Perturbed system}

During a perturbation, the position vector can be expressed by adding the displacement field \( \xi \) to the position vector \( r_0 \) of the magnetised equilibrium star:

\[
r(t) = r_0 + \xi(r, t).
\]

(23)

Consequently, all system quantities \( Q \) in the perturbed state are given by

\[
Q(r, t) = Q_0(r) + \xi(r, t).
\]

(24)

\[
Q(r, t) = Q_0(r) + \delta Q.
\]

(25)

Eulerian perturbations \( \xi \) and Lagrangian perturbations \( \Delta^l Q \) describe the deviation of \( Q \) caused by \( \xi = \Delta^l r \) from the equilibrium value \( Q_0 \) at a fixed position or a given fluid element, respectively.

\[
\Delta^l Q = \delta Q + \nabla_0 Q_0
\]

(26)

holds.

\subsection{2.1.5 Stratification}

In order to allow for the system being non-barotropic, the star is assumed to be stratified with \( x^p(r) \neq const \) throughout the star. Hence, pressure depends not only on density but also on proton fraction, \( p = p(x, x^p) \). The impact of stratification on stability follows by introducing a polytropic exponent

\[
\gamma = \frac{\partial \ln p}{\partial \ln \rho_f}
\]

(27)

representing the change in \( \ln p_0 \) with \( \ln \rho_f \) for fixed proton fraction (Reisenegger & Goldreich 1992; Passamonti et al. 2009). In a stratified star, it differs from

\[
\gamma = \frac{\partial \ln p_0}{\partial \ln \rho_f} = \Gamma_0 + 1 + \frac{\partial \ln p_0}{\partial \ln \rho_f} - \frac{\partial \ln \rho_f}{\partial \ln \rho_0}
\]

(28)

describing the change in \( \ln p_0 \) with \( \ln \rho_f \) in \( \beta \)-equilibrium. Consequently, the equation of state for the perturbed quantities, \( \delta^l p = \frac{\partial \ln p_0}{\partial \ln \rho_f} \Delta^l \rho \), is different from the equilibrium equation of state (5). Unlike in a barotropic star, a fluid element being displaced to a position \( x^p(r) \) different from \( x^p_0 \), feels an additional gravitational force. While the fluid pressure adjusts quickly to the surroundings, the beta-reaction time-scale is longer than typical fluid oscillations, leaving the proton fraction inside the perturbed element constant, \( \Delta^l x^p = 0 \). The displaced element being too dense or less dense according to its new position, feels a force pushing it back to its original position or further away from it, corresponding to a stable vs. unstable g-mode (Robe 1968; Finn 1987; Aerts et al. 2010), illustrated in Fig. 4. Direction and strength of the force are proportional to the sign and absolute value of \( \Delta^l = \Gamma_1 - \Gamma_0 \).

\subsection{2.2 Energy variational principle}

\subsection{2.2.1 Stability criterion}

According to the energy variational principle, an equilibrium state is stable/unstable towards a perturbation mode \( \xi^* \) if it is energetically more/less favourable than the perturbed state. Thus, for a system in equilibrium the stability criterion holds.

\[
\delta E = \frac{\partial}{\partial \xi} \int \frac{1}{2} \left( \frac{\partial \ln \rho_f}{\partial \ln \rho_f} - 1 \right) \xi^2 \, dV < 0
\]

(29)

where \( E \) is the total energy and \( \xi \) is a generalised coordinate. The negative sign indicates that the energy decreases with the perturbation.

\section{Results}

The results subsections are divided into different sections. Each section contains a titled introduction followed by a description of the numerical methods used, the results obtained, and a discussion of the implications of the findings. The results are presented in tables and figures, and are accompanied by detailed interpretations and discussions.
Figure 4. Stable g-mode type perturbation caused by stratification. A fluid element has been displaced radially outwards by \( \xi \), \( \rho_{\text{in}} = \rho_{\text{out}} \) and \( \rho_{\text{in}} \neq \rho_{\text{out}} \) hold. Due to \( p = p(\rho, x^3) \), it is \( \rho_{\text{in}} \neq \rho_{\text{out}} \). The difference in density causes a stratificationally driven gravitational force \( F \) on the fluid element.

2.2.2 Energy variation

In order to test stability via criterion \( \text{[30]} \), the energy variation has to be calculated.\(^{[42]} \) Bernstein et al. \( \text{[1957]} \) and Mestel \( \text{[1999]} \) outlined the procedure here, for a detailed derivation see appendix \( \text{[A1]} \). \( \delta W \) can be derived perturbing the Euler equation \( \text{(10)} \), yielding a sum of energy variational density contributions caused by magnetic field, fluid pressure and gravity, integrated over the volume:

\[
\delta W = \iiint \left[ \delta \mathcal{E}_{\text{magn}} + \delta \mathcal{E}_{\text{fluid}} + \delta \mathcal{E}^{\text{Con1}}_{\text{grav}} + \delta \mathcal{E}^{\text{Coul}}_{\text{grav}} \right] dV. \tag{31}
\]

For calculating the total system energy variation, the integration area is equivalent to the stellar volume \( V \). Smaller integration areas are possible if not all parts of the star contribute to \( \delta W \) or the energy variation is defined for a sub-domain. Assuming the model system defined in section \( \text{[2.1]} \) taking stratification and non-Cowling

contribution \( \delta W^{\text{magn}}_{\text{grav}} \) into account, the summands are

\[
\begin{align*}
\mathcal{E}_{\text{magn}} &= \frac{1}{2} \mathbb{R} \left( \mathbf{\xi} \cdot \left[ \left( \delta \mathbf{f} \times \mathbf{B} \right) + \left( \delta \mathbf{B} \times \mathbf{f} \right) \right] \right) \tag{32a} \\
\mathcal{E}_{\text{fluid}} &= \frac{1}{2} \mathbb{R} \left( \mathbf{\xi} \cdot \nabla \delta \rho \right) \tag{32b} \\
\mathcal{E}^{\text{Con1}}_{\text{grav}} &= \frac{1}{2} \mathbb{R} \left[ \delta \mathbf{\rho} \cdot \mathbf{\nabla} \Phi \right] \tag{32c} \\
\mathcal{E}^{\text{Coul}}_{\text{grav}} &= \frac{1}{2} \mathbb{R} \left[ \rho_{\text{in}} \mathbf{\xi} \cdot \nabla \phi \right], \tag{32d}
\end{align*}
\]

including Euler variations of all system quantities. \( \mathcal{E}_{\text{magn}} \) denotes the magnetic field contributions to the energy variational density. \( \mathcal{E}_{\text{fluid}} \) summarises the contributions caused by fluid pressure. The total gravitational field contribution is \( \mathcal{E}^{\text{Con1}}_{\text{grav}} + \mathcal{E}^{\text{Coul}}_{\text{grav}} \). The total energy variational density is the integrand of the energy integral and will be denoted by \( \dot{\mathcal{E}} = \mathcal{E}_{\text{magn}} + \mathcal{E}_{\text{fluid}} + \mathcal{E}^{\text{Con1}}_{\text{grav}} \). Generally, \( \mathcal{E} \) is a complex quantity, so real parts and complex conjugates in \( \text{(32)} \) ensure \( \dot{\mathcal{E}} \) to be physically reasonable. Perturbing the basic equations \( \text{[11], [12], [13] and [14]} \), \( \delta \mathbf{Q} \) can be expressed in terms of \( \mathbf{\xi} \) and equilibrium quantities as

\[
\begin{align*}
\delta f &= \nabla \times \delta \mathbf{B} + \dot{\mathbf{O}}(\vec{\omega}) \tag{33a} \\
\delta \mathbf{B} &= \nabla \times (\mathbf{\xi} \times \mathbf{B}_0) + \dot{\mathbf{O}}(\vec{\omega}) \tag{33b} \\
\delta \rho &= -\Gamma_{\rho 0} \mathbf{\xi} \cdot \mathbf{nC} \rho_0 + \dot{\mathbf{O}}(\vec{\omega}) \tag{33c} \\
\delta \Phi &= G \int p_0(r') \chi(r') \cdot \nabla \frac{1}{|r - r'|} dV + \dot{\mathbf{O}}(\vec{\omega}), \tag{33e}
\end{align*}
\]

where we take into account only first order perturbation terms. That way, we receive the energy variation in second order after multiplying the relations \( \text{[33]} \) for \( \delta \mathbf{Q} \) with \( \dot{\mathbf{Q}}(\mathbf{\xi} \times \vec{\omega}) \) in the integrand \( \text{[32]} \):

\[
\begin{align*}
\mathcal{E}_{\text{magn}} &= \frac{1}{2} \mathbb{R} \left[ \mathbf{Q} \cdot \mathbf{Q} - \mathbf{j} \cdot \mathbf{Q} \times \mathbf{\xi} \right] \tag{34a} \\
\mathcal{E}_{\text{fluid}} &= \frac{1}{2} \mathbb{R} \left[ \Gamma_{\rho 0} \mathbf{\xi} \cdot \nabla \cdot \mathbf{\rho}_0 \mathbf{\xi} \cdot \mathbf{nC} \rho_0 \mathbf{\xi} \cdot \mathbf{nC} \rho_0 + \dot{\mathbf{O}}(\vec{\omega}) \right] \tag{34b} \\
\mathcal{E}^{\text{Con1}}_{\text{grav}} &= \frac{1}{2} \mathbb{R} \left[ \mathbf{\xi} \cdot \nabla \Phi_0 \right] \mathbf{\cdot} \nabla \cdot \mathbf{\rho}_0 \mathbf{\xi} \cdot \mathbf{nC} \rho_0 \mathbf{\xi} \cdot \mathbf{nC} \rho_0 + \dot{\mathbf{O}}(\vec{\omega}) \tag{34c} \\
\mathcal{E}^{\text{Coul}}_{\text{grav}} &= \frac{1}{2} \mathbb{R} \left[ \rho_{\text{in}} \mathbf{\xi} \cdot \nabla \phi \right], \tag{34d}
\end{align*}
\]

with \( \mathbf{Q} = \nabla \times (\mathbf{\xi} \times \mathbf{B}) \). The explicit form of \( \delta \Phi \) depends on the form of the displacement field and will be given in section \( \text{[2.3]} \) for an explicit choice of \( \mathbf{\xi} \).

2.2.3 Displacement field

Setting up the energy variation defined in \( \text{[31]} \) with the summands given by \( \text{[34]} \), requires a given background configuration \( [\rho_0(r), \mathbf{B}_0(r), \Phi_0(r)] \), an arbitrary choice for the equilibrium magnetic field \( \mathbf{B} \) and a specified displacement field \( \mathbf{\xi} \). The background configuration can be constructed solving the system equations \( \text{[4]} \) with an equation of state \( \text{[5]} \). \( \mathbf{B} \) will be assumed according to the definitions in section \( \text{[2.1.3]} \). An assumption for \( \mathbf{\xi} \) will be made as follows.

Depending on the mode against which we want to investigate the stability behaviour, we use three different classes of displacement fields, assigned with the choices of magnetic field structures defined in section \( \text{[2.1.3]} \). Note that arbitrary magnetic and displacement field configurations can be used in the semi-analytic approach. Thanks to the fact that constraints are removed when the integration is carried out numerically instead of analytically, for an investigation of possible instabilities though, the displacement field has to be chosen in accordance with the particular magnetic field structure in order to make instabilities visible that are potentially localised to certain regions of the field. Due to the axisymmetry of...
the non-perturbed system, the equilibrium quantities do not depend on the azimuthal angle $\varphi$ and can in principle be pulled out of the $\varphi$-integral in expression (31) for $d\Phi$. The displacement field on the contrary, is not constrained to be axisymmetric. In order to enable an easy analytical integration over $\varphi$ and reduce the integral to two dimensions, we Fourier-analyse every choice for $\xi$ in terms of $\varphi$ with the mode index $m$.

For the purpose of testing the stabilising impact of so far neglected stellar properties, we start from displacement fields known to cause instabilities in a simpler model (Tayler 1973; Markey & Tayler 1973). Tayler instabilities of the purely poloidal field are present for

$$\xi_\phi = X(\varphi, z) e^{in\varphi},$$

$$\xi_r = \frac{iY(\varphi, z)}{m} e^{in\varphi},$$

$$\xi_z = Z(\varphi, z) e^{in\varphi},$$

depicted in cylindrical coordinates. Tayler instabilities of the purely poloidal field are present for

$$\xi_\phi = X(\varphi, \chi) e^{im\varphi},$$

$$\xi_r = \frac{iY(\varphi, \chi)}{m} e^{im\varphi},$$

$$\xi_z = Z(\varphi, \chi) e^{im\varphi},$$

depicted in toroidal coordinates. In both cases, $m \neq 0$ holds and $X, Y, Z$ are generally complex functions. Unlike Tayler (1973) and Markey & Tayler (1973), we ensure $d\Phi$ being real by taking the real part of the energy variational density in expression (34), in- stead of taking the real part of $\xi$ as defined in (35) and (36). This procedure allows for a consistent description comparable to the approaches of both Tayler (1973), Markey & Tayler (1973) and Akgün et al. (2013). Furthermore, we include the imaginary unit directly within definition (36), with the result of $E$ being real for arbitrary choices of $X$ and $Y$. Both displacement fields describe an equivalent perturbation around the axis of the respective magnetic field: $\xi$ as defined in cylindrical coordinates in (35) for the toroidal field case takes the same form as $\xi$ expressed in toroidal coordinates $\xi_l$, given in (36), for the poloidal field. Unless specified otherwise, the non-axisymmetric ‘kink’ mode $n = 1$ will be used, being believed to cause the strongest instability in a simple system with choice (35) for $\xi$. A physical feature that is able to reduce the destabilising impact of this mode is a relevant candidate for explaining the stability of actual neutron stars.

Investigating stability in the case of mixed fields and stratification, we will assume

$$\dot{\xi}_r = \tilde{R}(r, \theta, \varphi) \sin \varphi e^{in\varphi},$$

$$\dot{\xi}_\theta = \tilde{S}(r, \theta, \varphi) \sin \varphi e^{in\varphi},$$

$$\dot{\xi}_\varphi = \tilde{T}(r, \theta, \varphi) \sin \varphi e^{in\varphi},$$

depicted in spherical coordinates, as used in Akgün et al. (2013) in order to make our result comparable to this work. $\tilde{S}, \tilde{R}, \tilde{T}$ are generally complex dimensionless functions. Assumptions (35) and (37) imply the same $\varphi$-dependence and are structurally equivalent if the axisymmetric generating functions are related via

$$X = (\pi R \pm \delta S) \frac{\tilde{S}}{\tilde{r}},$$

$$Y = m \pi \tilde{T},$$

$$Z = (\pi R \pm \delta S) \frac{\tilde{T}}{\tilde{r}}.$$

However, in order to show the stabilising impact of the poloidal magnetic field component on the toroidal one, Akgün et al. (2013) focus their investigations on a spatially constrained area $A$ where the poloidal field provides a positive contribution to the energy variation whereas the toroidal field is unstable. This concept is implemented by a localised displacement field, vanishing everywhere outside $A$:

$$\xi = \begin{cases} \tilde{\xi} & \text{for } \left(\frac{r_0}{\tilde{r}}\right)^\frac{m}{n} + \left(\frac{\delta r_0}{\tilde{r}}\right)^\frac{m}{n} > 1 \\ 0 & \text{else.} \end{cases}$$

(39)

$(\delta r_0, \delta \theta, \delta \varphi)$ determine position and spatial extend of $A$.

Note that choices (35) and (39) for $\xi$ describe a perturbation around the stellar axis, whereas choice (36) is a perturbation around the magnetic axis, cf. Fig. 2. The defining functions $X, Y, Z$ and $\tilde{R}, \tilde{S}, \tilde{T}$ can be assumed to be real without restriction. Their real and imaginary parts contribute nothing but equal terms to the energy integral (Tayler 1973) as we show in section 4. Thus, a potential imaginary part wouldn’t change the structure or sign of the integral.

2.3 Cowling approximation

Analytical stability studies (Tayler 1973; Markey & Tayler 1973, 1974; Tayler 1980; Akgün et al. 2013) on compact stars commonly assume a negligible Eulerian perturbation of the gravitational potential, shown in (35), in order to simplify the energy variation (31) by removing $\delta E_{grav}$. The gravitational contribution to the energy variational density simplifies to $E_{grav} \approx \delta E_{grav}^{Cow}$ if Cowling approximation, $\delta \Phi = 0 \Rightarrow \delta E_{grav}^{Cow} = 0$, is used. That way, additional integrations being necessary to calculate $\delta \Phi$ can be avoided. Nevertheless, it is not obviously clear for every displacement field that the application of Cowling’s approximation does not influence the resulting stability behaviour. For a kink mode type displacement around the stellar axis, as in (35) and (39), Cowling approximation tends to let the system appear more stable than it actually is (Tayler 1973), being a valid simplification compared to the approaches of both (Tayler 1973, Markey & Tayler 1973) and Akgün et al. (2013). Furthermore, we include the imaginary unit directly within definition (36), with the result of $E$ being real for arbitrary choices of $X$ and $Y$. Both displacement fields describe an equivalent perturbation around the axis of the respective magnetic field: $\xi$ as defined in cylindrical coordinates in (35) for the toroidal field case takes the same form as $\xi$ expressed in toroidal coordinates $\xi_l$, given in (36), for the poloidal field. Unless specified otherwise, the non-axisymmetric ‘kink’ mode $n = 1$ will be used, being believed to cause the strongest instability in a simple system with choice (35) for $\xi$. A physical feature that is able to reduce the destabilising impact of this mode is a relevant candidate for explaining the stability of actual neutron stars.

Investigating stability in the case of mixed fields and stratification, we will assume

$$\dot{\xi}_r = \tilde{R}(r, \theta, \varphi) \sin \varphi e^{in\varphi},$$

$$\dot{\xi}_\theta = \tilde{S}(r, \theta, \varphi) \sin \varphi e^{in\varphi},$$

$$\dot{\xi}_\varphi = \tilde{T}(r, \theta, \varphi) \sin \varphi e^{in\varphi},$$

depicted in spherical coordinates, as used in Akgün et al. (2013) in order to make our result comparable to this work. $\tilde{S}, \tilde{R}, \tilde{T}$ are generally complex dimensionless functions. Assumptions (35) and (37) imply the same $\varphi$-dependence and are structurally equivalent if the axisymmetric generating functions are related via

$$X = (\pi R \pm \delta S) \frac{\tilde{S}}{\tilde{r}},$$

$$Y = m \pi \tilde{T},$$

$$Z = (\pi R \pm \delta S) \frac{\tilde{T}}{\tilde{r}}.$$

with $Y_l^{1}(\theta, \varphi)$ being spherical harmonics and

$$\delta \Phi(r) = 2\pi \left(\frac{l}{l+|m|}\right) \int J_l(r) \left(\tilde{r} - r \tilde{K}(r)\right).$$

(42)

For usage of expression (31) in $E_{grav}^{Cow}$, given in (34d), we take into account first and second order terms in the expansion. With our choice of $m = 1$, the zeroth order vanishes, such that

$$\delta \Phi(r) = \delta \Phi_l(r) Y_l^{1}(\theta, \varphi) + \delta \Phi_2(r) Y_l^{2}(\theta, \varphi) + O\left(\frac{r^2}{\tilde{r}^2}\right).$$

(43)
with \( r_c = \min(r, r') \) and \( r_n = \max(r, r') \). \( J(r) \) and \( K(r) \) are two-dimensional integrals given by the \( \xi \)-defining functions \( \tilde{R}, \tilde{S}, \tilde{T} \) defined in (37):

\[
J(r) = \int_{\tilde{S}(r)} \rho_0(r') r'^{\alpha-1} \left( \left| \int \tilde{R}(r', \theta') + \frac{m \tilde{T}(r', \theta')}{\sin \theta'} \right| Y_n^m(\text{real})(\theta') \right) r'^2 \sin^2 \theta' d\theta' dr'
\]

(44a)

\[
K(r) = \int_{\tilde{S}(r)} \rho_0(r') \left( \left( l + 1 \right) \tilde{R}(r', \theta') - \frac{m \tilde{T}(r', \theta')}{\sin \theta'} \right) Y_n^m(\text{real})(\theta') \right) r'^2 \sin^2 \theta' d\theta' dr'
\]

(44b)

The integration areas are subdomains of an area enclosed by the semicircle at \( R > 0 \) with radius \( R \). In the case of \( S_j(r), r' \) runs from 0 to \( r \); in the case of \( S_k(r), r' \) runs from \( r \) to \( R \). The integration will be carried out in spherical coordinates.

3 NUMERICAL PROCEDURE

For the calculation of the energy variation defined in (31), the corresponding density given in (32) has to be integrated over the investigated area, for instance the stellar volume or a potentially unstable region. The integrand contains position variables, equilibrium quantities \( \Phi \) and their spatial derivatives, the displacement field \( \xi \) and in full non-Cowling treatment \( J \) and \( K \).

First, we calculate \( n_0(r), \rho_0(r), \rho_0(r), \Phi_0(r) \) by solving the system equations (3) using a classical Runge-Kutta method. They are interpolated to \( n_0(\sigma, z), \rho_0(\sigma, z), \rho_0(\sigma, z), \Phi_0(\sigma, z) \) making use of cubic splines. Next, magnetic field \( B \) and displacement field \( \xi \) are parametrized as defined in sections 2.1.3 and 2.2.3 \( J \) and \( K \) follow from integrating expression (43) with a two-dimensional Simpson’s method. Finally, \( E \) can be integrated. The angular integration over \( \varphi \) is carried out analytically, the remaining integration numerically using Simpson’s method in two dimensions. For a detailed description of the numerical procedure see appendix B.

4 APPLICATIONS

4.1 Purely toroidal magnetic field

In a first test we apply the semi-analytic stability analysis scheme on a simple neutron star model with a purely toroidal magnetic field. The equilibrium state of this system is known to be unstable. We use the model system defined in section 2.1 without stratification, i.e. \( \Gamma_1 = \Gamma_0 \), and in Cowling approximation, i.e. \( \xi^{\text{grav}}_{\text{grav}} = 0 \) as described in section 3.3. Magnetic field and displacement field are chosen according to assumptions (15) and (15). The integration area is defined by expression (B1) in the appendix.

4.1.1 Setup

Inserting the above choice for \( \xi \) into the general form of \( \delta W \), given in (31) with (32), the explicit energy variation that has to be studied in the purely toroidal field case follows:

\[
\delta W = \frac{\pi}{2} I(X_R, Z_0) + \frac{\pi}{2} I(X_i, Z_i) \quad (45)
\]
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\[ \delta W \] as given by (45), (46) as well as \( \delta W_{\text{mag}}, \delta W_{\text{had}} \) and \( \delta W_{\text{Cowl}} \) as given by (47) have been calculated for varying the toroidal magnetic field strength \( B_{\text{tor}} \) from \( 10^{16} \) to \( 10^{18} \) G and \( B_{\text{int}} = 0 \). Fig. 5 illustrates the sign of the energy variation. The behaviour of the total energy variation with \( B_{\text{tor}} \) is shown in Fig. 6 where the individual terms are discussed as well.

All considered models in Fig. 6 show the same stability behaviour: The total energy variation is slightly positive for \( B_{\text{tor}} = 0 \), implying a stable or marginally stable unmagnetised system. The small absolute values of the energy variation we calculated for \( B_{\text{tor}} = 0 \) most probably lie within the error range of the numerical integration. For every nonzero magnetic field, the energy variation is negative independently of the field strength, as can be seen from Fig. 5. Thus, the semi-analytic results indicate that \( \delta W < 0 \forall B_{\text{tor}} \) and \( \delta W \to 0 \) for \( B_{\text{tor}} \to 0 \). Therefore, the critical toroidal field strength above which the energy variation is negative is \( B_{\text{crit}}^{\text{tot}} = 0 \). This behaviour verifies the result of an instability which is solely driven by the magnetic field geometry and has been found by Taylor (1973).

\( \delta W \) decreases with increasing magnetic field strength, caused by the stronger negative contribution from \( \delta W_{\text{mag}} \), see Fig. 5. The fluid pressure contribution \( \delta W_{\text{had}} \) vanishes for all field strengths. This can be clarified as follows. Using hydrostatic equilibrium equation (6) and the minimising value for \( Y \) chosen in (47), the relation

\[ \chi_{\sigma} \rho_0 \sigma = \rho_0 \chi_{\sigma} = -\Gamma_0 \delta \rho_0 (\sigma X) - Y_{\text{min}} \]

holds if \( Z = 0 \). Thus, from the explicit form of \( \delta W_{\text{had}} \) in (49b), \( \delta W_{\text{had}} \) follows. The gravitational contribution in Fig. 5 and Fig. 6 is slightly positive and constant for all field strengths. Therefore, the total hydrostatic contribution is small and positive, implying a stable system if the star is not magnetised. The instability is indeed caused by the toroidal magnetic field independently of its strength, verifying the statement of Taylor (1973).

4.2 Purely poloidal magnetic field

For the purpose of investigating a simple system with a purely poloidal magnetic field, we use the model system described in section 4.1. We neglect stratification and assume Cowling approximation, as already done in section 4.1. Magnetic field and displacement field are chosen according to assumptions (17) and (36). The integration area is defined by expression (B2) in the appendix.

Table 1. Parameter values for central density \( \rho_0 \) and proportionality constant \( \kappa \) with corresponding stellar masses \( M \) and radii \( R \), being used in section 4.1. \( M \) and \( R \) have been constructed solving the system equations with \( \Gamma_0 = 2 \).

| \( \rho_0 \) in \( 10^{19} \) g cm\(^{-3} \) | \( \kappa \) in \( 10^{17} \) cm\(^{-2} \) | \( M \) in \( M_\odot \) | \( R \) in km |
|-----------------|-----------------|-----------------|-----------------|
| 1.0             | 8               | 0.90            | 11.2            |
| 1.2             | 8               | 1.08            | 11.2            |
| 1.0             | 10              | 1.26            | 12.5            |
| 1.1             | 10              | 1.39            | 12.5            |

Before integrating, we solve the system equations creating different neutron star models for a polytropic index of \( \Gamma_0 = 2 \), presented in Table 1. Here and in all following applications we work in a Newtonian framework with the following justification. Whereas the negligence of relativistic terms changes the absolute value of the energy variation \( |\delta W| \) indeed, we are interested in critical parameter values, for which \( \delta W \) changes sign. The location of these critical points is typically less influenced by relativistic corrections than the absolute value is.
4.2.1 Setup

In accordance with Markey & Tayler (1973), we choose the \( \xi \)-defining functions as

\[
\begin{align*}
X &= X_0 \sin \chi, \\
Y &= \frac{X_0 \sin \chi}{\sigma \tau_{\text{tor}}} + \frac{X_0 \sin \chi}{r_{\text{pol}}^2}, \\
Z &= X_0 \sin \chi \frac{r_{\text{pol}}}{\tau_{\text{pol}}} \cos \chi
\end{align*}
\]

(51a)

(51b)

(51c)

with \( X_0 = 1 \). That way,

\[
\nabla \cdot \xi = 0, \\
\xi \cdot \nabla \phi_0 = 0,
\]

(52a)

(52b)

what causes all terms besides the magnetic contribution in \( \delta W \) to vanish, keeping in mind that we neglect \( \mathcal{E}_{\text{grav}} \), cf. expression (54).

Subsequently, the simplified energy variation is

\[
\delta W = \delta W_{\text{mag}} = \frac{\pi}{2} \int_{\Omega} \left( \frac{\partial Y}{\tau_{\text{pol}}} \right)^2 + \frac{\sigma}{m^2} (\partial Y)^2 + \frac{r_{\text{pol}}^2}{\sigma^2} Y^2 \\
+ \frac{r_{\text{pol}}}{\tau_{\text{pol}}} \cos \chi + 2\pi \left( \frac{Z}{\sigma^2} \chi - XY \right) \right) \mathrm{d}r \mathrm{d}z
\]

(53)

The integration area \( \Omega_{\text{tor}} \) is the cross section of a torus in the \((\sigma, \tau, \chi)\)-plane for constant \( \varphi \). It is defined in expression (B2) of the appendix. The torus lies for small star, including the region of poloidal field lines closing inside the star, cf. Fig. 1 and Fig. 2. The original 3D-integration area before integrating over \( \varphi \) extended over the volume of this torus.

During the calculation, we vary the mode index \( m \). The parameters used for computation are \( \rho_* = 10^5 \text{ g cm}^{-3} \), \( \Gamma_0 = 2 \) and \( \kappa = 100 \text{ cm}^2 \), eventuating in a neutron star model of \( M = 1.26 \text{ M}_\odot \), \( R = 12.25 \text{ km} \) as calculated by solving the Newtonian system equations (5). We determine the centre of the integration area by \( R_{\text{pol}} = R/2 \). We also vary the size of the integration area from \( r_{\text{pol}}/R_{\text{pol}} = 0.6 \) to 0.9634. The upper limit corresponds to the maximum value for which the energy variation is still negative and the instability still detectable. Thus, in all cases the toroidal integration area fully lies within the star.

4.2.2 Results

The calculated total energy variation in the poloidal field case is plotted as a function of the mode index \( m \) in Fig. 7 for different sizes of the integration area, specified by \( r_{\text{pol}}/R_{\text{pol}} \). In all cases, the energy variation is positive for small \( m \) and becomes negative with increasing \( m \). That means, one can always find a mode \( m \) for which the system is unstable against \( \xi \), as given by (50). This result implies the generic instability of purely poloidal fields in neutron stars found by Markey & Tayler (1973). Also the behaviour of \( \delta W(m) \) is in accordance with their result since \( m \to \infty \) has been assumed in the instability proof there. The instability is a structural one, not depending on the field strength \( B_{\text{pol}} \), as can be inferred from the fact that \( B_{\text{tor}} \) cancelled out of the energy variation (53).

The different integration areas give different critical mode indices for which \( \delta W \) changes sign. This is caused by the fact that different amounts of spatial areas contributing positive and negative energy variational densities are included in the integral. Keep in mind that the energy variational density has been integrated over a torus shaped volume for all integration areas. These tori are centred around the magnetic axis and only differ in their radial extends.

\[ r_{\text{pol}}. \] All choices for \( r_{\text{pol}} \) exclude the region of diverging positive contributions close to the symmetry axis as requested. Close to the magnetic axis, areas providing positive and areas providing negative contributions with large absolute values exist. Their spatial extent varies with \( m \). For big mode indices, such as \( m = 11 \) for instance, these regions fully lie within all of the assumed integration areas. For small \( m \), smaller integration areas with \( r_{\text{pol}}/R_{\text{pol}} \leq 0.4 \) may not contain the whole region but cut the outside edges of the area with large absolute values. Therefore, the critical mode index depends on the size of the integration area in a non-trivial way. This can be seen by plotting the integrand depending on the spatial variables. The qualitative behaviour in Fig. 7, however, is equivalent in all cases. That means, the outcome of the semi-analytic stability investigation is independent of the chosen integration area. This holds as long as the integration area includes the possible instability region and excludes areas with open field lines and strong positive \( \mathcal{E} \)-contributions that would overlap the negative contribution caused by the actual instability.

One consequence of this result is: At least for perturbation modes of the type fulfilling assumptions (52), simple neutron star models with purely poloidal fields host instabilities that cannot be stabilised by fluid pressure or gravity contributions for any field strength. Note that the stability analysis we provide here is based on a stationary picture. Even if higher mode indices result in more negative energy variations, this doesn’t say anything about the fastest growing mode, often referred to as the ‘strongest instability’.

4.3 Mixed field and stratification

Investigating mixed fields and stratification, we follow the approach of Akgiun et al. (2013) in order to achieve comparable results. The system defined in section 2.1 is used. Note that the form of \( \mathcal{E}_{\text{fluid}} + \mathcal{E}_{\text{grav}} \), defined in (34b) and (34c), is equivalent to the hydrostatic energy variational density in Akgiun et al. (2013), as shown in the appendix A2. Magnetic field and displacement field are chosen according to assumptions (18) and (39) with (37). The integration area is defined in expression (B1).

As mentioned in section 2.3 for displacement fields of the
type assumed here, a system in Cowling approximation appears more stable than it actually is. Akgün et al. (2013) show how the Tayler instability of the toroidal field can be stabilised in the presence of stratification and a poloidal field with a minimum field strength using Cowling approximation. Addressing the question whether this result is strongly influenced or even suppressed in full treatment, we consider the problem both with and without Cowling approximation.

4.3.1 Setup

In analogy to section 4.1.1 the energy variational density has been minimized with respect to the ϕ-component of the displacement field, yielding

\[ \tilde{T}_{\text{min}} = \frac{-E_1}{2mE_2} \]  

with

\[ E_1 = -2\pi \Gamma_1 \rho_0 D_0 - \frac{\sigma \bar{R} (\partial_\theta p_0 + \rho_0 \partial_\theta \Phi)}{4 \pi \sigma}, \]  

\[ E_2 = \Gamma_1 \rho_0 \]  

and

\[ \Lambda (U) = \tilde{\partial}_\theta U + \frac{\tilde{S} \partial_\theta U}{r}, \]  

\[ D_0 = \frac{3\bar{R}}{r} + \partial_\theta \tilde{R} + \frac{2 \tilde{S} \sigma}{\pi r} + \frac{S}{r}, \]  

following the notation of Akgün et al. (2013). The remaining ξ-defining functions are chosen as

\[ \tilde{R} = \begin{cases} \frac{\phi_0 \sigma}{\varphi} (1 - \bar{x}^2)^{\frac{3}{2}} \partial_\theta \bar{x}^2 & \text{for } \bar{x}^2 < 1 \\ 0 & \text{else}, \end{cases} \]  

\[ \tilde{S} = \begin{cases} \frac{\phi_0 \sigma}{\varphi} (1 - \bar{x}^2)^{\frac{3}{2}} \partial_\theta \bar{x}^2 & \text{for } \bar{x}^2 < 1 \\ 0 & \text{else}, \end{cases} \]  

where \( \bar{x}^2 = \left( \left( \frac{\bar{R}}{\bar{R}} \right) + \left( \frac{\partial_\theta \bar{R}}{\partial_\theta \bar{R}} \right) \right) \). We use the parameter values chosen in Akgün et al. (2013): \( \xi_0 = 1, \sigma = \frac{1}{2} \). The explicit form of the energy variation can be written as

\[ \delta W = \frac{\pi}{2} \int \left[ E_0 - E_1^2 \right] \varphi d\phi dz \]  

with

\[ E_0 = \left[ \sigma^2 \Gamma_1 \rho_0 + \frac{\beta \sigma^2}{4 \pi} \right] D_0' \]  

\[ + \frac{\sigma^2 \tilde{R} (\partial_\theta p_0 + \rho_0 \partial_\theta \Phi)}{4 \pi} - \frac{\rho \bar{R} + \tilde{S}}{\pi \sigma} D_0 \]  

\[ + \frac{\sigma^2 \bar{R} \partial_\theta \rho_0 \partial_\theta \Phi - \beta \rho \bar{R}}{2 \pi \sigma} + \frac{\rho \tilde{R}}{\pi \sigma} \]  

\[ + \frac{m \rho \tilde{R}^2 + \tilde{S}^2}{2 \pi \sigma^2}, \]  

\[ E_1 = \frac{1}{8 \pi \sigma^2 r^2} \left[ \frac{\sigma^2}{r} \left( m \bar{R} \partial_\theta \Phi - \frac{\sigma \bar{R} \Lambda (\alpha)}{r} - \sigma \partial_\theta \Lambda (\alpha) \right) \right]^2 \]  

\[ + \frac{\sigma^2}{r} \left( m \bar{R} \partial_\theta \Phi - \frac{\sigma \bar{R} \Lambda (\alpha)}{r} - \sigma \partial_\theta \Lambda (\alpha) \right) \tilde{R} \alpha' \]  

\[ + \left( m \bar{R} \partial_\theta \alpha - \sigma \Lambda (\alpha) - \sigma \partial_\theta \Lambda (\alpha) \right) \tilde{R} \alpha' \]  

\[ - \sigma \partial_\theta \Lambda (\alpha) \tilde{S} \Lambda \alpha' + \sigma^2 \left( \partial_\theta \partial_\theta \alpha - \partial_\theta \tilde{R} \alpha \right)^2 \]  

\[ \Lambda^* = \tilde{R}^2 + \frac{\sin \theta}{r^2} \partial_\theta \left( \partial_\theta \Lambda (\alpha) \right) \]  

denoting the Grad-Shafranov operator.

We choose \( \Gamma_0 = 2.2877574, \alpha = 65 \text{ cm}^2 \text{ Tr}^{-1} \) for the background system, being a polytrope similar to the analytical density profile Akgün et al. (2013) use. In order to quantify the impact of stratification on stability, we vary \( \Gamma_1 \) by choosing \( \Delta \Gamma = \Gamma_1 - \Gamma_0 \) between 0 and 0.25. We only consider stably stratified stars fulfilling \( \Delta \Gamma > 0 \). That way, the investigated stars do not suffer from unstable g-modes in the unmagnetised state already. Investigating the stabilising impact of \( B_{\text{pol}} \) on \( B_{\text{tor}} \), the second parameter to vary is \( \eta_{\text{pol}} \). The poloidal field strength is assumed to be always small compared to the toroidal one. The size of area \( A \), where \( \xi \neq 0 \) according to equation (59), is adjusted for every \( \Gamma_1 \) by choosing

\[ \delta r = 2.617 \times 10^{-4} \delta \varphi \sqrt{\frac{\Gamma_0 - \Gamma_1}{\Gamma_1 - \Gamma_0}}, \]  

accordingly. That way, the stability criterion analytically derived by Akgün et al. (2013) is kept valid. For the specific values used here, it reads

\[ \eta_{\text{pol}} > \eta_{\text{pol}}^\text{crit} = 6.759 \times 10^{-5} \delta \varphi \sqrt{\frac{\Gamma_0 - \Gamma_1}{\Gamma_1 - \Gamma_0}}. \]  

This criterion is based on the assumption that both \( \delta r \) and \( \delta \varphi \) approach zero simultaneously (\( \delta r \to 0, \delta \varphi \to 0 \)). Here we assume a small value \( \delta r = 0.05 \), keeping the error of \( \eta_{\text{pol}}^\text{crit} \) calculated via (64) small.

4.3.2 Results

The dependence of the calculated energy variation on the poloidal field strength in full non-Cowling treatment is given in Fig. 8 for different degrees of stratification \( \Delta \Gamma = \Gamma_1 - \Gamma_0 \). The energy variation is negative for \( \eta_{\text{pol}} = 0 \) for all \( \Delta \Gamma \), implying that the system is unstable if the magnetic field is purely toroidal. The energy variation is positive if the poloidal field strength \( \eta_{\text{pol}} \) exceeds a critical value, implying stabilisation of the system. This holds for every stably stratified star.

Fig. 9 shows the separate contributions to the energy variation from magnetic field components, fluid pressure and gravity for an intermediate value of \( \Delta \Gamma \). \( \delta W_{\text{mag}} \) is negative, whereas \( \delta W_{\text{tor}} > 0 \) grows with \( \eta_{\text{pol}} \) as it was constructed. Hydrostatic contributions \( \delta W_{\text{hyd}} = \delta W_{\text{mag}} + \delta W_{\text{Cow}} \) and non-Cowling term \( \delta W_{\text{Cowl}} \), being neglected in Akgün et al. (2013), are negative. \( \delta W_{\text{Cowl}} \) is negligibly small, there is almost no difference between the energy variation in Cowling approximation and in full treatment.

The roots from the \( \delta W(\eta_{\text{pol}}) \)-plot in Fig. 8 give the critical poloidal field strength necessary for stability. They are plotted depending on the level of stratification in Fig. 10 for full and Cowling treatment, together with the analytical stability criterion (64). Semi-analytic and analytical results are in great accordance. Remember that \( \eta_{\text{pol}} \) and \( \eta_{\text{tor}} \) define the strength of the poloidal and toroidal magnetic field components at their spatial maxima. For \( \Gamma_1 = \Gamma_0 \) the curve plotted according to the analytical criterion diverges, implying that no stabilisation is possible for any poloidal field strength if the star is not stratified. In the semi-analytic result, we cannot find an infinite value for the field strength due to the usage of numerical methods. Still, the calculated critical field strength exceeds the
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Figure 8. Calculated total energy variation in a mixed field system considering stratification in full treatment. $\delta W \equiv 10^6 \delta W$ is plotted against the maximum strength $\eta_{pol}$ of the poloidal component of the magnetic field for different levels of stratification $\Delta \Gamma/\Gamma_0$. All parameters being used are defined in section 4.3.

Figure 9. Calculated toroidal, poloidal, hydrostatic and non-Cowling contributions to the energy variation in a mixed field system with stratification. The plotted quantities are defined as $\delta W \equiv 10^6 \delta W$. The contribution of the non-Cowling gravity term $\delta W_{grav}^{nc}$ is negligibly small. Thus, the total energy variation in Cowling approximation and full description do not differ for the system under consideration. All parameters being used are specified in section 4.3.

Figure 10. Critical poloidal field strength being necessary for stabilisation in a mixed field system considering stratification. The critical field strength $\eta_{pol}^{crit}$ is plotted against the level of stratification $\Delta \Gamma/\Gamma_0$. The calculated results in Cowling approximation and full treatment agree with the analytical stability criterion [42] from [Akgün et al.] (2013).

Comparison of the computed results between Cowling and full treatment in Fig. 10 shows: The influence of $\delta W_{grav}^{nc}$ is negligible, even for $\eta_{pol} \approx 0.025$. In fact, the biggest deviation between both approaches is present for the smallest level of stratification we considered with $\Delta \Gamma \approx 1.86 \times 10^{-2}$. This deviation most probably does not represent a physical feature but lies within the range of numerical accuracy. The numerical error increases for $\Delta \Gamma \to 0$ at the transition between existing and non-existing g-modes. Altogether there is no significant difference between Cowling approximation and full treatment. This can be explained by the very small area $A$ with nonzero energy variational densities. Via relations (34d), (41) and (42), $\delta W_{grav}^{nc}$ depends on $J_l$ and $K_l$, quantities being calculated by an integration over $r$, see expression (44). In case of the extremely small radial extends $\delta r = 4.4 \times 10^{-5}$ to $9.5 \times 10^{-2}$ used here in (63), the effective region that contributes to the integrands of $J_l$ and $K_l$ is very small, in the analytical treatment infinitesimally small. As $d J_l$, $d K_l$ are not extremely steep, $J_l$, $K_l$ and subsequently $\delta W_{grav}^{nc}$ are small here.

One should mention though that the displacement field being considered here is rather constructed than natural in the following sense. Here we assume $|\xi|$ to be a step function having no impact on the surroundings of $A$. A realistic displacement field on the other hand extends over the whole star due to couplings in the fluid around the perturbation centre.

The result from [Akgün et al.] (2013) shows in valid Cowling approximation how the Tayler instability of the toroidal field can be stabilised locally. For global stabilisation with spatially extended perturbation modes the consideration in full treatment may be relevant though. $\delta \Phi$ might also have a significant impact in a fully relativistic treatment where changes in the gravitational potential caused by a displacement behave differently than in a simplified Newtonian framework.
5 CONCLUSIONS

We constructed a semi-analytic stability analysis scheme based on the energy variational principle. It requires less simplifications than analytical treatments and has the ability to receive general information contrary to pure numerical simulations. We applied it to different systems of magnetised neutron stars, addressing the unresolved question of the interior magnetic field structure.

First applications show on one side that the semi-analytic approach works and provides correct results that are in accordance with known analytical results: We verified Tayler instabilities for purely toroidal and poloidal fields in sections 4.1 and 4.2 and the results for mixed fields and stratification of Akgün et al. (2013) in section 4.3. These results have been achieved without noticeable accuracy loss compared to fully analytical studies.

On the other side, the idea of the semi-analytic approach works, providing advantages in stability analysing magnetised neutron stars. Compared to an analytical treatment we were able to drop common simplifications: We don’t rely on using Cowling approximation anymore, the semi-analytic scheme allowed us to implement stratification in the considered system without complications and to use arbitrary background configurations, such as polytropes. These improvements towards a pure analytical procedure have been applied in section 4.3.

Along with this, we set up an analytical expression for the Eulerian perturbation of the gravitational potential in an axisymmetric system.

Further advantages of our method lead to possible future applications.

Plotting the energy variational integrand $E$ depending on spatial variables or system parameters directly yields a global understanding of the problem under consideration. This is a possibility neither an analytical nor numerical approach can offer that easily.

The most promising application of the scheme lies in searching for stable equilibria in magnetised neutron stars. Making the system more realistic by adding characteristics like the neutron star crust can give us information about the relevance different effects have in stabilising magnetised neutron stars. Plotting the energy variation $\delta W$ depending on system parameters may show us ‘isles’ of stability for certain parameter ranges and corresponding composition or magnetic field configurations.

Another advantage of the semi-analytic approach lies in simplifying the attempt of searching for stability rather than instabilities. In contrast to earlier studies of simple models Wright 1973, Tayler 1973, Markey & Tayler 1973, 1974, latest works Braithwaite 2006b, Lander & Jones 2012, Akgün et al. 2013 focus on explaining the observed stability of magnetised neutron stars and resolving the instability issue rather than finding instabilities. Proving instability requires finding one unstable displacement field, whereas stability detection involves testing the system stability against all possible displacement fields, cf. stability criterion 40. Addressing this far more complex task, we suggest a systematic construction of displacement fields expressed in the full set of stellar eigenfunctions Unno et al. 1989, Flügge 1958, Smeyers & van Hoolst 2010. This assumption can easily be implemented within the semi-analytic scheme as opposed to a pure analytical approach.
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APPENDIX A: DERIVATIONS

A1 Derivation of the energy variation

In order to receive the explicit expression for the energy variational density \( \delta \rho \) from the general form \( \delta \rho \), all Eulerian perturbations have to be calculated perturbing the corresponding equations (Meschke et al. 1999; Bernstein et al. 1957).

\[
\begin{align*}
\delta j_{\text{e}} &= \nabla \times B_0 + \nabla \times \delta B + O(\delta^2) \quad (A1a) \\
\delta \theta_0 (B_0 + \delta B) &= \nabla \times (\xi \times B_0) + \nabla \times (v_0 \times B_0) + O(\delta^2) \quad (A1b) \\
\delta \theta \rho_0 - \nabla \cdot (\rho_0 \delta \xi) &= -\nabla \cdot (\delta \rho_0 v_0) - \nabla \cdot (\delta \rho_0 v_0) + O(\delta^2) \quad (A1c) \\
\nabla \cdot (\Phi_0 + \delta \Phi) &= \mp 4\pi (\rho_0 + \delta \rho) + O(\delta^2) \quad (A1d)
\end{align*}
\]

using the equilibrium equations

\[
\begin{align*}
\delta j &= \nabla \times B_0 \\
\delta \theta_0 B_0 &= \nabla \times (v_0 \times B_0) \\
\delta \theta \rho_0 &= -\nabla \cdot (\rho_0 \delta \xi) \\
\nabla \cdot \delta \Phi_0 &= 4\pi \rho_0.
\end{align*}
\]

\( \delta j \), \( \delta B \), and \( \delta \rho \) shown in \( \delta \rho \) and \( \delta \rho \) given in \( \delta \rho \) follows immediately from equations \( \delta \rho \) combined with expressions \( \delta \rho \) under the assumption of fluid movements caused by the perturbation being fast compared to fluid movements in equilibrium, \( \xi = v_0 \). In the case of magnetic field and density, one time integration has been carried out.

Using equilibrium equation \( \delta \rho \) and \( \delta \rho \) from \( \delta \rho \) in the perturbed Poisson equation \( \delta \rho \), yields

\[\nabla \cdot \delta \Phi = \pm 4\pi (\rho_0 + \delta \rho) \quad (A3)\]

for the Eulerian perturbation of the gravitational potential, which is of the form of a Poisson equation itself. For a known distribution of \( \nabla \cdot (\rho \delta \xi) \) it is formally solved by

\[\delta \Phi(r) = \mp \int \frac{\rho_0(r')\delta \xi(r')}{|r - r'|} \, dV'. \quad (A4)\]

Applying partial integration in three dimensions,

\[
\int \frac{\nabla \cdot V \cdot dV}{\delta \Phi} = \oint \frac{U \cdot dS}{V} - \int \frac{\nabla \cdot \delta V \cdot dV}{\delta \Phi}, \quad (A5)
\]

with \( U = \frac{1}{\rho_0} \nabla \cdot V = \rho_0 \delta \xi(r') \) and taking into account that the surface integral vanishes due to \( \rho_0 \delta \xi = 0 \), expression \( \delta \Phi \) for \( \delta \rho \) follows as given in (Chandrasekhar & Lebovitz 1964).

The Eulerian pressure perturbation can be written as

\[
\delta p = \frac{\partial p_0}{\partial \rho_0} |_\rho \delta \rho + \frac{\partial p_0}{\partial \rho_0} |_\rho \delta \xi = \frac{p_0 |_\rho}{\rho_0} \delta \rho + \frac{p_0 |_\rho}{\rho_0} \delta \xi = \delta p_0 + \delta \xi \cdot \delta \rho, \quad (A6)
\]

where

\[
\begin{align*}
\Gamma_1 &= \frac{\partial \ln p_0}{\partial \ln \rho_0} |_\rho = \frac{p_0 |_\rho}{\rho_0} \frac{\partial \rho_0}{\partial \rho_0} |_\rho, \\
\Gamma_2 &= \frac{\partial \ln p_0}{\partial \ln \xi} |_\rho = \frac{p_0 |_\rho}{\rho_0} \frac{\partial \rho_0}{\partial \rho_0} |_\rho.
\end{align*}
\]

have been used. Next, \( \delta \xi = -\xi \cdot \nabla \rho, \) which follows from \( \Delta \xi = 0 \) and relation \( \delta \rho \), as well as \( \delta \rho \) from \( \delta \rho \) are inserted to give

\[
\delta p = -\frac{p_0 |_\rho}{\rho_0} \xi \cdot (\rho_0 \xi) - \frac{p_0 |_\rho}{\rho_0} \frac{\partial \ln p_0}{\partial \ln \rho_0} \delta \xi \cdot \delta \xi, \quad (A8)
\]

where the expression

\[
\nabla \xi \cdot \delta \xi = \frac{\partial \ln p_0}{\partial \rho_0} \delta \rho \theta |_\rho + \frac{\partial \ln p_0}{\partial \rho_0} \delta \rho \rho |_\rho \quad (A9)
\]

APPENDIX B: NUMERICAL PROCEDURE IN DETAIL

We calculate the energy variation by integrating the energy variational density given by expression \( \delta \rho \). This procedure has been summed up in section 3. Here we describe the numerical part of our work in more detail.

B1 Analytical preparation of the integral

Due to the axisymmetry of the model system, \( Q_0 \) do not depend on the azimuthal angle \( \varphi \). All of the choices \( \delta \varphi \), \( \delta \theta \) and \( \delta \xi \) we use for the displacement field, Fourier-analyse the \( \varphi \)-dependence of \( \xi \). That way, the \( \varphi \)-integration in \( \delta \rho \) can be carried out analytically, reducing the numerical effort to two-dimensional integration. The numerical integration is carried out in cylindrical coordinates \( (\sigma, z) \) being best adjusted to the magnetic field geometry.

The \( \xi \)-defining functions \( X, Y \) and \( Z \) as well as \( \tilde{R}, \tilde{S} \) and \( \tilde{T} \) are chosen as functions of \( \sigma, z \), equilibrium quantities and parameters, see assumptions \( q_{\text{grav}} \), \( q_{\text{mag}} \) and \( \tilde{q} \). Thus, the real parts in the integrand \( \delta \rho \) can be evaluated. The remaining explicit integrands given by \( \delta \rho \) and \( \delta \rho \) depend on position variables, equilibrium quantities and parameters only. They are evaluated numerically.
It has to be calculated by solving the two-dimensional integrals (44) in the case of mixed magnetic fields with stratification where $V$ represents the integration area to be equal to $V$. Thus, the 2D-integration bounds are

$$\sigma_a = 0 \quad \sigma_b = R$$

$$\varphi_a = -\sqrt{R^2 - \sigma^2} \quad \varphi_b = +\sqrt{R^2 - \sigma^2}.$$  \hfill (B1)

with $a$ and $b$ denoting lower and upper bound. This 2D-integration area corresponds to half of the stellar cross section $S(\text{star})$ in the $(\sigma, \varphi)$-plane for constant $\varphi$. For the purely poloidal magnetic field we assume (15) for $B$ and (35) for $\xi$. Different from the other cases, field lines penetrating the stellar surface do exist here. When integrating over $V$, they lie partly outside the integration area and make a positive contribution to the energy variation. This contribution can cover local instabilities which contribute small negative summands to $\delta W$. These instabilities might occur in the closed field line region around the magnetic axis we are interested in. In order to avoid this, we exclude the open field line region around the symmetry axis from the integration area. For an appropriate choice of $R_{\text{aout}}$ and $r_{\text{in}}$, the torus on which the toroidal coordinate system is defined according to expression (1) is a suitable integration area. The 2D-integration bounds are

$$\sigma_a = R_{\text{aout}} - r_{\text{in}} \quad \sigma_b = R_{\text{aout}} + r_{\text{in}}$$

$$\varphi_a = -\sqrt{r_{\text{in}}^2 - (R_{\text{aout}} - \sigma)^2} \quad \varphi_b = +\sqrt{r_{\text{in}}^2 - (R_{\text{aout}} - \sigma)^2}.$$  \hfill (B2)

This area $S(\text{torus})$ corresponds to the cross section of the torus for constant $\varphi$.

In the case of mixed magnetic fields given by (18) and stratification, the nonzero displacement field as chosen by (39) is strongly confined to the area $A$. The energy variational integrand $\mathcal{E} = \mathcal{E}(\xi)$ vanishes everywhere outside $A$, by what integration over $V$ and $A$ become equivalent. In calculating $\delta W$, one two-dimensional integration has to be performed for every given set of parameters. The integral contributions of most grid points vanish such that computing time and power are acceptable even if the stellar volume is being used as an integration area. Thus, we keep the integration area simple by choosing $S(\text{star})$ as defined in (B1) here as well. On the contrary, in calculating $J_1$ and $K_1$ as defined in (44), a two-dimensional integration is necessary for every $r$-, $\varphi$-grid point that is used for the $\delta W$-calculation. For the sake of computing power and numerical accuracy, we use an integration area not much bigger than $A$ in this case. The 2D-integration bounds are

$$r'_{a} = (r_0 - \delta_r)R \quad \theta'_{a} = \theta_0 - \delta_\theta$$

$$r'_{b} = (r_0 + \delta_r)R \quad \theta'_{b} = \theta_0 + \delta_\theta.$$  \hfill (B3)

This area has a rectangular shape in the $(r, \theta)$-plane. Its side lengths equal the maximum extents of $A$ along $r$ and $\theta$, see Fig. B2.

### B5 Numerical integration scheme

After setting up the integrands in a numerically amenable form, the integration is carried out.

In case of a full non-Cowling treatment, $J_1(r_0)$ and $K_1(r_0)$ are calculated by integrating (44) using Simpson’s method twice along $\theta'$ and $r'$ first. Next, cubic splines are used to interpolate $J_1(r_0)$ and $K_1(r_0)$ to the cylindrical grid points $(\sigma_a, \varphi_a)$ and $(\sigma_b, \varphi_b)$. That way, $\Phi$ as given by (33) can be expressed explicitly in the energy variational integrand (54).
Figure B2. Integration area chosen for calculating $J_l$ and $K_l$, as given in (44) in the case of mixed fields with stratification. The integration area includes area $A$, where $\xi \neq 0$ according to (39). The illustration of both areas is strongly enlarged compared to the actual sizes being used for computation.

Finally, $\delta W$ is computed performing two Simpson integrations in (46), (53) and (59) along $\sigma$ and $z$ respectively.
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