Magnetic transitions induced by pressure and magnetic field in a two-orbital 5f-electron model in cubic and tetragonal lattices
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We investigate the onset and evolution of under the simultaneous application of pressure and magnetic fields of distinct Neél states using the underscreened Anderson Lattice Model (UALM) which has been proposed to describe 5f-electron systems. The model is composed of two narrow f-bands (of either $\alpha$ or $\beta$ character) that hybridize with a wide d-band and local 5f-electron interactions. We consider both cubic and tetragonal lattices. The Neél order parameters $\phi^\alpha$ and $\phi^\beta$ are assumed to be fixed by an Ising anisotropy. The applied magnetic field $h_z$ is parallel to the anisotropy axis. It has been assumed that the variation of the band width $W$ is sensitive to pressure. In the absence of a magnetic field, the increase of $W$ takes the system from the phase AF$_1$ to another phase AF$_2$. The phase AF$_1$ occurs when $\phi^\beta > \phi^\alpha > 0$ while in the AF$_2$ phase the gaps satisfy $\phi^\alpha > \phi^\beta > 0$. In the presence of a magnetic field $h_z$, the phase AF$_2$ is quickly suppressed and reappears again at intermediate values of the magnetic field while it is predominant at higher magnetic fields. The analysis of the partial density of states close to the phase transition between the phases AF$_1$ and AF$_2$ allows a better understanding the mechanism responsible whereby the transition is induced by an increase in the magnetic field. As a important general result, we found that the magnetic field $h_z$ favours the phase AF$_2$ while the phase AF$_1$ is suppressed. For the tetragonal lattice, the phase AF$_2$ is even more favored when $h_z$ and $c/a$ increases concomitantly, where $c$ and $a$ are the lattice parameters.

I. INTRODUCTION

Electrons 5f are source of intriguing physics due to their dual localized-delocalized character [1]. This can have profound implications for their collective behavior. Indeed, the uranium 5f-electrons systems show a variety of ground states which includes localized and itinerant magnetism [2, 3], unconventional superconductivity [4, 5] and the ignematic exotic Hidden Order in URu$_2$Si$_2$ [6–9]. Moreover, it is well known that these states can be tuned by pressure (hydrostatic or chemical) and magnetic field [10, 11]. This imposes a requirement on any comprehensive microscopic model for 5f-electrons that it should describe the appearance and evolution of quantum conventional, unconventional or even exotic collective states [12–14].

The Underscreened Anderson Lattice Model (UALM) has been introduced as a generalization of the Underscreened Kondo Lattice which successfully described certain aspects of the physics of uranium compounds [15–17]. In particular, the interplay of the Kondo effect and ferromagnetism [18]. The UALM includes the direct hopping between distinct orbitals ($\chi = \alpha$ and $\beta$) which gives rise to two quite narrow f-bands. These f-bands in turn, are hybridized with a wide d-band. Lastly, there are f-electron intra- and inter-orbitals interactions. Remarkably, this model can host itinerant spins orderings in which time reversal symmetry may or may not be broken [19, 20].

In the present work, we study how conventional Spin Density Waves (SDWs) develop in the UALM under simultaneous application of pressure and magnetic fields for both cubic and tetragonal lattices. The applied pressure is mimicked by an increase in the bandwidths. We also assume an Ising-like anisotropy for the magnetic order parameters (OPs) [21–23]. The magnetic field is applied along the axis of anisotropy. Even for the conventional spin ordering, the two-orbital nature of model has an unusual role. In particular, the SDW exist in two distinct phase (with same nesting vectors) AF$_1$ and AF$_2$ that are characterized by the relative magnitudes of the orbital’s staggered magnetizations [10, 11]. For low pressure, there is the onset of AF$_1$ at lower temperature. When the pressure is increased, AF$_2$ starts to compete by the stability with AF$_1$. Eventually, the initial AF$_1$ is abruptly replaced by AF$_2$.

The SDWs also present noteworthy features concerning their metallic characters. For instance, it is possible that the Fermi energy, can be located inside the two spin gaps or even inside one spin gap but not inside the other. However, with the magnetic field aligned with the Ising direction, the Zeeman splitting between the spin-up and spin-down sub-bands is strongly affected as the field changes. As consequence, the level of metallicity can be also affected. Therefore, an evolution of the Fermi Surface (FS) can be anticipated with some type of reconstruction as the combined application of pressure and magnetic field changes.

We also highlight the possibility of metamagnetic transitions [3, 24–26]. Since, the two SDWs compete for stability when the pressure is increased, magnetic field modifications of the band structure may produce tran-
sitions [27, 28]. In such cases, one may expect that the induced transitions will be highly sensitive to the lattice structure, such as cubic or tetragonal.

This paper is organized as follow: the model is presented in the section II. Then, we derive the Green’s functions, gap equations and free energy which are presented in section III. In section IV, we present the phase diagrams for pressure and magnetic fields for cubic and tetragonal lattices. The conclusions and other remarks are found in section V.

II. MODEL

In this work we investigate the effects of an applied magnetic field and pressure in an UALM Hamiltonian for cubic and tetragonal lattices. The Hamiltonian is written as follow

\[ \hat{H} = \hat{H}_f + \hat{H}_d + \hat{H}_{fd}. \]  

(1)

The first term \( \hat{H}_f \) represents the 5f-electron and is composed of two parts:

\[ \hat{H}_f = \hat{H}_{f,0} + \hat{H}_{f,int}, \]  

(2)

where the noninteracting part \( \hat{H}_{0,f} \) describes two degenerate narrow 5f bands given as below

\[ \hat{H}_{f,0} = \sum_{k,\sigma} \sum_{x} E^{x}_f(\tilde{k}) f^{x\dagger}_{k,\sigma} f^{x}_{k,\sigma}. \]  

(3)

The \( f^{x\dagger}_{k,\sigma} \) are the creation operators for electrons with spin \( \sigma (=\uparrow, \downarrow) \) at site \( i \). The \( \chi \)-bands (\( \chi = \alpha \) and \( \beta \)) in Eq. (3) follow the intraband and interband nesting property \( E^{x}_f(\tilde{k} + \tilde{Q}) = -E^{x}_f(\tilde{k}) \) where \( \chi = \chi' \) or \( \chi \neq \chi' \). The electron band dispersion relations are described by \( E^{x}_f(\tilde{k}) \) and the vector \( \tilde{Q} \) is a commensurate momentum transfer in the first Brillouin zone.

The second term in Eq. (2) represents the local Coulomb and Hund’s rule exchange interactions, which are given by

\[ \hat{H}_{f,int} = \left( \frac{U - J}{2N} \right) \sum_{k,k',\tilde{Q},\sigma,x\neq x'} f^{x\dagger}_{k+\tilde{Q},\sigma} f^{x\dagger}_{k',\sigma} f^{x}_{k',-\sigma} f^{x}_{k,-\sigma} + \left( \frac{U}{2N} \right) \sum_{k,k',\tilde{Q},\sigma,x\neq x'} f^{x\dagger}_{k+\tilde{Q},\sigma} f^{x}_{k',\sigma} f^{x\dagger}_{k',-\sigma} f^{x}_{k,-\sigma} + \left( \frac{J}{2N} \right) \sum_{k,k',\tilde{Q},\sigma,x\neq x'} f^{x\dagger}_{k+\tilde{Q},\sigma} f^{x}_{k,\sigma} f^{x\dagger}_{k',-\sigma} f^{x}_{k',-\sigma}. \]  

(4)

The second term in Eq. (1) represents the conduction electron term \( \hat{H}_d \)

\[ \hat{H}_d = \sum_{k,\sigma} c_{d}(\tilde{k}) \ d^{\dagger}_{k,\sigma} d^{\dagger}_{k,\sigma}, \]  

(5)

where \( c(\tilde{k}) \) describes the dispersion relation of conduction electrons labeled by the Bloch wave vector \( \tilde{k} \). The term \( \hat{H}_{fd} \) describes the on-site hybridization process in the considered model by

\[ \hat{H}_{fd} = \sum_{k,\sigma, \chi=\alpha\beta} \left( V_{\chi}(\tilde{k}) f^{x\dagger}_{k,\sigma} f^{x}_{k,\sigma} + V_{\chi}^{*}(\tilde{k}) d^{\dagger}_{k,\sigma} d^{\dagger}_{k,\sigma} \right). \]  

(6)

The effects of an applied magnetic field are taken into account by inclusion of an additional term in Eq. (1) given by

\[ \hat{H}_{ext} = -\sum_{\tilde{k}} \sum_{\sigma=\pm} \sigma [H_{z} f^{x\dagger}_{k,\sigma} f^{x}_{k,\sigma} + H_{z}^{d} d^{\dagger}_{k,\sigma} d^{\dagger}_{k,\sigma}] \]  

(7)

with

\[ H_{z}^{(d)} = g_{f(d)} \mu_{B} h_{z}. \]  

(8)

The value \( \sigma = 1 \) and \(-1\) correspond to the up and down spin projections, respectively.

The dispersion relations for the 5f band, \( E^x_f(\tilde{k}) = \epsilon_f + \epsilon_f(\tilde{k}) \), and the conduction band, \( \epsilon_d(\tilde{k}) \), refer to a simple tetragonal lattice. Thus

\[ \epsilon_A(\tilde{k}) = 2t_{A,a} \cos(k_{x}a) \cos(k_{y}a) - 2t_{A,c} \cos(k_{z}c) \]  

(9)

in which \( A = f \) or \( d \), and \( a \) and \( c \) are the lattice parameters. If \( a = c \), we have a cubic lattice.

III. GREEN’S FUNCTIONS, GAPS AND FREE ENERGY

The temporal and spatial Fourier transform of one-particle \( f \)-electron Green’s function satisfy the equations of motion given by:

\[ \left[ \omega - \tilde{E}_{\chi}(\tilde{k}) \right] \langle f^{\dagger}_k \sigma, f^{\chi}_k \sigma \rangle_{\omega} = \delta^{\alpha \alpha'} \delta_{k,\tilde{k}'} + V_{\alpha}(\tilde{k}) \times \langle d^{\dagger}_{k',\sigma}, f^{\chi}_k \sigma \rangle_{\omega} + \left( \frac{U - J}{2} \right) \left[ \langle \rho^\beta_{-\tilde{Q},\sigma} f^{\dagger}_k \sigma, f^{\chi}_k \sigma \rangle_{\omega} + \langle \rho^\alpha_{-\tilde{Q},\sigma} f^{\dagger}_{k+\tilde{Q},\sigma}, f^{\chi}_k \sigma \rangle_{\omega} \right] \]

\[ + \left( \frac{U}{2} \right) \sum_{\chi'} \left[ \langle \rho^\chi_{\tilde{Q},\sigma} f^{\dagger}_{k+\tilde{Q},\sigma}, f^{\chi'}_k \sigma \rangle_{\omega} + \sum_{\chi} \langle \rho^\chi_{\tilde{Q},\sigma} f^{\dagger}_{k+\tilde{Q},\sigma}, f^{\chi'}_k \sigma \rangle_{\omega} \right] \]  

(10)
\text{\[ \omega - \hat{E}_{f,\sigma}^{\beta}(\vec{k}) \]  \langle \langle f_{k',\sigma}^{\beta} \rangle \rangle_{\omega} = \delta^{\beta,\chi'} \delta_{k,k'} + V_{\beta}(\vec{k}) \times \langle \langle d_{k,\sigma}^{\alpha} f_{k',\sigma}^{\beta} \rangle \rangle_{\omega} + }\frac{U - J}{2} \langle \langle \phi_{-Q,\sigma}^{\alpha} \hat{f}_{k,\sigma}^{\beta} \rangle \rangle_{\omega} = \delta^{\beta,\chi'} \delta_{k,k'} + V_{\beta}(\vec{k}) \times \langle \langle d_{k,\sigma}^{\alpha} f_{k',\sigma}^{\beta} \rangle \rangle_{\omega} + \langle \langle \hat{p}_{Q,\sigma}^{\alpha} \hat{f}_{k,\sigma}^{\beta} \rangle \rangle_{\omega} + \sum_{\chi \prime} \langle \langle \phi_{-Q,\sigma}^{\alpha} \hat{f}_{k,\sigma}^{\beta} \rangle \rangle_{\omega} + \langle \langle \phi_{Q,\sigma}^{\alpha} \hat{f}_{k,\sigma}^{\beta} \rangle \rangle_{\omega} + \sum_{\chi \prime} \langle \langle \phi_{Q,\sigma}^{\alpha} \hat{f}_{k,\sigma}^{\beta} \rangle \rangle_{\omega} . \]}

We will choose a basis set for the \( f \) orbitals, such that \( V_{\beta}(\vec{k}) = 0 \) and \( V_{\alpha}(\vec{k}) = V_{\alpha} \) simply to avoid the transformation to a new basis set. The choice of basis states should not change the main physical results, as discussed in ref. [15]. Thus, we obtain the Green’s functions that can be recast in the form

\text{\[ \langle \langle f_{k,\sigma}^{\beta} \rangle \rangle_{\omega} = \sum_{\pm} \frac{Z_{\pm \pm}^{\beta}}{\omega - \omega_{\pm \pm}^{\beta}} \]}

and

\text{\[ \langle \langle f_{k,\sigma}^{\alpha} \rangle \rangle_{\omega} = \sum_{i=1}^{4} \frac{Z_{i}^{\alpha}}{\omega - \omega_{i}^{\alpha}} , \]}

where the weights for the \( \beta \) character are given by

\text{\[ Z_{\pm \pm}^{\beta} = \frac{\pm \phi_{\sigma}^{\beta}}{\omega_{\pm \pm}^{\beta} - \omega_{\pm \pm}^{\beta}} \]}

and \( \omega_{\pm \pm}^{\beta} \) are the dispersion relations of the bands given by the zeros of the denominator \( \varphi_{Q}^{\beta}(\omega) \) of the Green’s function

\text{\[ \varphi_{Q}^{\beta}(\omega) = (\omega - E_{f,\sigma}(\vec{k}))(\omega - E_{f,\sigma}^{\alpha}(\vec{k} + Q)) - (\phi_{\sigma}^{\beta})^{2} . \]}

Also, the weights for the \( \alpha \) character are expressed by

\text{\[ Z_{1,3}^{\alpha} = \pm \frac{[\omega_{1,1}^{\alpha}]^{2} - (\epsilon(\vec{k}))^{2} \phi_{\sigma}^{\alpha}}{2 \omega_{1,1}^{\alpha}([\omega_{1,1}^{\alpha}]^{2} - [\omega_{2,2}^{\alpha}]^{2})} \]}

and

\text{\[ Z_{2,4}^{\alpha} = \pm \frac{[\omega_{2,2}^{\alpha}]^{2} - (\epsilon(\vec{k}))^{2} \phi_{\sigma}^{\alpha}}{2 \omega_{2,2}^{\alpha}([\omega_{1,1}^{\alpha}]^{2} - [\omega_{2,2}^{\alpha}]^{2})} . \]}

Similarly to the \( \beta \) character case, the dispersion relations \( \omega_{i}^{\alpha} \) of the \( \alpha \) character bands are given by the zeros of the denominator \( \varphi_{Q}^{\alpha}(\omega) \) of the Green’s function

\text{\[ \langle \langle f_{k,\sigma}^{\alpha} \rangle \rangle_{\omega} = \frac{\pm \phi_{\sigma}^{\alpha}}{\omega_{\pm \pm}^{\alpha} - \omega_{\pm \pm}^{\alpha}} \]}

and

\text{\[ \varphi_{Q}^{\alpha}(\omega) = (\omega - E_{f,\sigma}(\vec{k}))(\omega - E_{f,\sigma}(\vec{k} + Q)) + \frac{[\omega_{1,1}^{\alpha}]^{2} - (\epsilon(\vec{k}))^{2} \phi_{\sigma}^{\alpha}}{2 \omega_{1,1}^{\alpha}([\omega_{1,1}^{\alpha}]^{2} - [\omega_{2,2}^{\alpha}]^{2})} \times \frac{[\omega_{2,2}^{\alpha}]^{2} - (\epsilon(\vec{k}))^{2} \phi_{\sigma}^{\alpha}}{2 \omega_{2,2}^{\alpha}([\omega_{1,1}^{\alpha}]^{2} - [\omega_{2,2}^{\alpha}]^{2})} . \]}

The Green’s function given in Eqs. (19)-(20) form a closed set of equations, which can be solved exactly. Thus, the spin gap in Eq. (17) can be calculated directly from

\text{\[ n_{Q,\sigma}^{\chi} = \frac{1}{N} \sum_{\vec{k}} \frac{\Omega}{2 \pi i} \int f(\omega) \langle \langle f_{k,\sigma}^{\chi} \rangle \rangle_{\omega} . \]}

We use the Hartree-Fock approximation to decouple the two-particle Green’s functions terms in Eqs. (10)-(11). Thus

\text{\[ \langle \langle \hat{p}_{Q,\sigma}^{\chi} \hat{f}_{k,\sigma}^{\chi} \rangle \rangle_{\omega} = \frac{1}{N} \sum_{\vec{k}} \langle \langle f_{k+Q,\alpha}^{\chi} \rangle \rangle_{\omega} \]}

where \( \vec{Q} \) is the nesting vector. Therefore, the Green’s function equations of motion become:

\text{\[ \text{[ \omega - E_{f,\sigma}^{\alpha}(\vec{k}) ] \langle \langle f_{k,\sigma}^{\alpha} \rangle \rangle_{\omega} = \delta^{\alpha,\chi'} \delta_{k,k'} + V_{\alpha}(\vec{k}) \langle \langle d_{k,\sigma}^{\alpha} \rangle \rangle_{\omega} \]}

\text{\[ + \phi_{\sigma}^{\alpha} \langle \langle f_{k+Q,\alpha}^{\chi} \rangle \rangle_{\omega} \]}

and

\text{\[ \text{[ \omega - E_{f,\sigma}(\vec{k}) ] \langle \langle f_{k,\sigma}^{\beta} \rangle \rangle_{\omega} = \delta^{\beta,\chi'} \delta_{k,k'} + V_{\beta}(\vec{k}) \langle \langle d_{k,\sigma}^{\beta} \rangle \rangle_{\omega} + \phi_{\sigma}^{\beta} \langle \langle f_{k+Q,\sigma}^{\chi} \rangle \rangle_{\omega} \]}

where the spin-dependent Hartree-Fock dispersion relation in Eqs. (14)-(15) is given by

\text{\[ E_{f,\sigma}^{\chi}(\vec{k}) = \sum_{\chi'} \left( U n_{\chi'}^{\chi} + (U - J) n_{\chi'}^{\chi} (1 - \delta^{\chi,\chi'}) \right) + \hat{E}_{f,\sigma}^{\chi}(\vec{k}) \]}

and the spin gap for the \( \chi \)-orbital is

\text{\[ \phi_{\sigma}^{\chi} = \sum_{\chi'} \left( U n_{\chi'}^{\chi} + (U - J) n_{\chi'}^{\chi} (1 - \delta^{\chi,\chi'}) \right). \]}

The mixed \( f-d \) Green’s function satisfies the following equation

\text{\[ \text{[ \omega - \epsilon(\vec{k}) ] \langle \langle d_{k,\sigma}^{\alpha} \rangle \rangle_{\omega} = V_{\alpha}(\vec{k}) \ast \langle \langle f_{k,\sigma}^{\alpha} \rangle \rangle_{\omega} + V_{\beta}(\vec{k}) \ast \langle \langle f_{k,\sigma}^{\beta} \rangle \rangle_{\omega}. \]}

\text{\[ \sum_{\chi} \langle \langle \phi_{\sigma}^{\chi} \rangle \rangle_{\omega} = \frac{1}{N} \sum_{\vec{k}} \int \frac{d\omega}{2\pi i} f(\omega) \langle \langle f_{k,\sigma}^{\chi} \rangle \rangle_{\omega} . \]}

The Green’s function given in Eqs. (19)-(20) form a closed set of equations, which can be solved exactly. Thus, the spin gap in Eq. (17) can be calculated directly from

\text{\[ n_{Q,\sigma}^{\chi} = \frac{1}{N} \sum_{\vec{k}} \langle \langle \hat{p}_{Q,\sigma}^{\chi} \hat{f}_{k,\sigma}^{\chi} \rangle \rangle_{\omega} \]}

Therefore, the Green’s functions \( \langle \langle \hat{p}_{Q,\sigma}^{\chi} \hat{f}_{k,\sigma}^{\chi} \rangle \rangle_{\omega} \) and \( \langle \langle \phi_{\sigma}^{\chi} \rangle \rangle_{\omega} \) can be written as the Fourier transform of the Green’s functions \( \langle \langle \hat{p}_{Q,\sigma}^{\chi} \hat{f}_{k,\sigma}^{\chi} \rangle \rangle_{\omega} \) and \( \langle \langle \phi_{\sigma}^{\chi} \rangle \rangle_{\omega} \):
In Eq. (26), the contour of the path integral encircles the real axis without enclosing any poles of the Fermi-Dirac distribution $f(\omega)$. Therefore, we can explore a scenario where the instability of the paramagnetic phase towards two distinct phases SDWs occurs at the same nesting vector $Q$ given by the spin gaps in distinct orbitals. However, it is important to be noted that the spin gaps $\phi_\alpha^2$ and $\phi_\beta^2$ are, indeed, coupled. Moreover, the spin gaps are proportional to the magnetic order parameters and present exactly same behavior.

In the Hartree-Fock approximation, since $\phi_{\alpha(\beta)}^2 = \mp \phi_{\alpha(\beta)}^2$, the free energy can be expressed in terms of the gaps by:

$$f_{HF} = \Omega(T, \mu) + \mu N_{tot} + \frac{N}{U^2 - J^2} \left\{ U \left( (\phi_\alpha^2 + (\phi_\beta^2)^2 \right) - 2J \phi_\alpha \phi_\beta \right\}, \tag{27}$$

in which $\mu$ is the chemical potential, $N_{tot} = n_\uparrow n_\uparrow + n_\uparrow n_\downarrow + n_d$ ($n_d$ is the average occupation of the conduction electrons) and

$$\Omega(T, \mu) = -k_B T \frac{1}{N} \sum_{\vec{k}} \sum_{\gamma} \ln[1 + e^{-\frac{(E_\gamma^\uparrow - \mu)}{k_B T}}], \tag{28}$$

where $N$ is the number of sites in the lattice. The quantity $E_\gamma^\uparrow$ represents the dispersion relation of the $\beta$ and $\alpha$ bands that are defined by the conditions $\varphi_\beta^2(\omega) = 0$ and $\varphi_\alpha^2(\omega) = 0$, in Eqs. (22) and (25), respectively.

**IV. NUMERICAL RESULTS**

The numerical results presented in this section were calculated for $J = 5U$ with $U = 0.165$ eV and the total occupancy $N_{tot} = 1.609$. This choice for $N_{tot}$ places the 5$f$ bands close to half-filling, which favors the instability of the paramagnetic state with respect to Néel antiferromagnetism. It is important to make clear that the above parameters were chosen in order to emphasize the existence of the competing AF phases. We did not intend to describe any particular compound.

The value of the effective 5$f$ level energy was chosen to be $\epsilon_f = 0.3$ eV. The width of the conduction (5$f$) band is defined as $2W_d(f)$ with $W_f/W_d = 0.3$. It has been assumed that the bandwidths $W_d(f)$ are sensitive to external pressure. We also considered a $\vec{k}$-independent hybridization $V_\alpha(\vec{k}) = V_\alpha = W_d/10$. With the purpose to simplify the notation, from now on, we use $W_d = W$.

### A. Simple Cubic Lattice

Firstly, we present results for a simple cubic lattice, for which $a = c$ and $t_{A,c} = t_{A,a}$, in the dispersion relation given in Eq. 9.

**FIG. 1:** The Neel gaps $\phi_\alpha$ and $\phi_\beta$ for the simple cubic lattice as a function of $H_z$ for zero temperature and different values for the band width $W$. The dotted lines denote the AF1-AF2 and AF2-PM first-order transitions while the dashed lines are associated with metamagnetic-like transitions.

The Neel gaps $\phi_\alpha$ and $\phi_\beta$ at $T = 0$, are shown in Fig. 1 as a function of $H_z$ which is directly proportional to the magnetic field $h_z$ (see Eq. (8)). Both gaps exhibit discontinuities which indicate the occurrence of first-order phase transitions. The discontinuities denoted by the dotted lines mark first order transitions between two competing antiferromagnetic phases, AF1 and AF2, or, at higher magnetic fields, between a antiferromagnetic and a paramagnetic phase (PM). The phase AF1 is characterized by $\phi_\beta > \phi_\alpha > 0$, while AF2 denotes the

**FIG. 2:** The Neel gaps $\phi_\alpha$ and $\phi_\beta$ for the simple cubic lattice as a function of the magnetic field $h_z$ for $W = 1.00$ eV and different values of temperature. The dotted and the dashed lines play the same role as in Fig. 1.
phase where $\phi^\alpha > \phi^\beta > 0$. When the system evolves to the PM phase we have $\phi^\alpha = \phi^\beta = 0$. The discontinuities marked by the dashed lines, at lower magnetic field, suggests metamagnetic-like transitions which resemble transitions reported in antiferromagnetic systems [24].

Fig. 2 displays the Neel gaps as a function of $H_z$, for $W = 1.00$ eV and for different temperatures. These results show that the effect of increasing of the temperature is to suppress the discontinuities found at low magnetic fields. For $k_B T = 0.004$ eV, the transition between the phases AF$_2$ and PM change its nature from first to second order. On the other hand, the nature of the transition AF$_1$-AF$_2$, is unaffected. Nevertheless, at even higher temperature, for $k_B T = 0.008$ eV, the AF$_1$($2$) $\rightarrow$ PM phase transition becomes a first-order transition again. This behavior suggest the existence of tricritical points.

In order to attain better understanding on the discontinuities seen in the Neel gaps shown in Fig. 1 and 2, we have analyzed the ground state energy per unit cell $E_N$, close to the discontinuities. The results for $T = 0$ and $W = 1.00$ eV are shown in Fig. 3 as a function of $\phi^\alpha$ and $\phi^\beta$. In the figure, we have also included a contour plot of the energy, $E_N$. The dark regions are associated to the minima of the ground state energy $E_N$, and indicate the places where the self-consistent solutions for the gaps $\phi^\alpha$ and $\phi^\beta$, are to be found. A discontinuous transition occurs when the local and the global minima exchange positions. The dotted line on the contour plot represents the diagonal $\phi^\alpha = \phi^\beta$. We can distinguish between AF$_1$ - AF$_2$ and the metamagnetic-like transitions based on the position of both local and global minimum relative to the diagonal line. If both local and global minimum are in the same side of the dotted line when they switch positions, then we have a metamagnetic-like transition. This is the case shown in Figs. 3(a) and 3(b). Nevertheless, if the local and the global minimum are on opposite sides of the dotted line, when they switch positions, then there is a first order transition between the AF$_1$ and AF$_2$ phases, as shown in Figs. 3(c) and 3(d). The first order transition between the phases AF$_2$ and PM is illustrated in Figs. 3(e) and 3(f). In Fig. 3(e) the global minimum is located in the region where $\phi^\alpha < \phi^\beta$ (phase AF$_2$) while in 3(d) the global minimum is shifted to $\phi^\alpha = \phi^\beta = 0$, characterizing a first order transition to the PM phase. The behavior of $E_N$ shown in Fig. 3 is in agreement with the results presented in Fig. 1.

The effect of the temperature on the boundary of the phases AF$_1$, AF$_2$, and PM, is summarized in the phase diagrams shown in Fig. 4. The dotted lines indicate first order transitions while the solid lines represent second order transitions. The Helmholtz free energy has been used to find the correct positions of the first order transitions on the phase diagrams. In the panel 4(a), it can be seen that the phase AF$_1$ occurs mainly for low values of $W$ while the AF$_2$ phase is predominant found at higher values of $H_z$. However, the combination of high values of $W$ and $H_z$, favors the AF$_2$ phase. For $T = 0$, we observe two lines representing transitions between the phases AF$_1$ and AF$_2$ which end at two critical points localized at the region of $W \approx 1.6$ eV, between $H_z = 0.03$ eV and $H_z = 0.04$ eV. The critical points are denoted by black solid circles. For finite temperatures, the AF$_2$ phase is restricted to a small portion of the phase diagram at high magnetic fields and low $W$, as shown in Figs. 4(b) and 4(c). On the other hand, the AF$_1$ phase is much more robust to the effect of temperature. With increasing temperature, there are regions where the first-order AF$_1$($2$) $\rightarrow$ PM phase transitions are replaced by second-order phase transitions, in agreement with the results presented in Fig. 2. The red solid circles indicate the positions of the tricritical points. In addition, the dashed lines denote metamagnetic-like transitions. Such transitions can be observed in both AF phases, however for $k_B T = 0.004$ eV, the transitions occur only for low values of $W$. The inset in Fig. 4(b) highlights the region where the metamagnetic-like transitions occurs. For $k_B T = 0.008$ eV the metamagnetic-like transitions no longer appear in the range of parameters considered.

In general, the discontinuities in the gaps as a function of $H_z$ (see Fig. 1), are related to the position of the Fermi energy $\varepsilon_F$ relative to the gaps in the partial densities of states (DOS). In Fig. 5, the DOS associated with
the sequence of transitions AF$_1$ $\rightarrow$ AF$_2$ $\rightarrow$ PM, are shown for $T = 0$ and $W = 1.20$ eV. The vertical dashed red lines indicate the position of the Fermi energy, for each case. The first and second columns of the panels shown the partial DOS for the AF$_1$ and AF$_2$ phases, respectively. The third column shown the partial DOS in the PM phase of the system. When $H_z$ increases from 0.030 eV to 0.032 eV, the Fermi energy moves out of the gap of the $\beta$-band partial DOS, $\rho_{\beta}^F$, resulting in a discontinuity in the gap (see Fig. 1) what gives rise to the AF$_1$ $\rightarrow$ AF$_2$ phase transition. The positions of $\varepsilon_F$ in both cases, are shown in Figs. 5(g) and 5(h). In general, every time that $\varepsilon_F$ moves out of a gap in the DOS, due to an increase of either $H_z$ or $W$, the gaps change discontinuously (see Fig. 1) and are accompanied by a phase transition or a metamagnetic-like transition.

**B. Tetragonal Lattice**

In this section we present results for the tetragonal lattice, i.e., $a \neq c$ and $r = t_{A,c}/t_{A,a}$. The crystalline symmetry lifts the degeneracy of the dispersion relations given in Eq. 9. In order to stay relatively close to the cubic lattice case, most of the results presented in this section were obtained using $c/a = 1.10$, and $r = 0.90$.

In Fig. 6, it is seen that behavior of the Neel gaps for $W = 0.80$ eV and $W = 1.00$ eV, is very similar to the behavior observed for the cubic lattice in Fig. 1. However, in the tetragonal case, a higher magnetic field is required to close the Neel gaps. For $W = 1.20$ eV, with an increase of $H_z$, the system leaves the phase AF$_1$ and enters in the PM phase in which the gaps are zero, for small values of $H_z$. If the magnetic field and therefore $H_z$ is further increased, the system reaches the AF$_1$ phase again. When the magnetic field is increased to higher values, the system undergoes a first-order transition to AF$_2$.
phase at $H_z \approx 0.028$ eV and another first-order transition is found at $H_z \approx 0.05$ eV where the system enters the PM phase.

The $W$ versus $H_z$ phase diagrams and their evolution with temperature, are shown in Fig. 7. For $T = 0$, the region where the AF$_1$ phase occurs is similar to that of the cubic lattice. However, the AF$_2$ phase is concentrated in the region of higher magnetic field while in the cubic lattice the AF$_2$ phase also occurs for intermediate values of $H_z$. Indeed, the $\beta$ DOS for the tetragonal lattice is asymmetric relative to $\omega = 0$ which results in the phase AF$_2$ being favored. The asymmetry can be seen, for example, in Fig. 8(1). As in the case of the cubic lattice, two critical points (black solid circles) are present in the $T = 0$ phase diagram. For $k_B T = 0.004$ eV, we observe the presence of four tricritical points (red solid circles) while in the cubic lattice the four tricritical points first occur at $k_B T = 0.008$ eV. Furthermore, the critical point observed for $k_B T = 0.004$ eV is still present for $k_B T = 0.008$ eV. These facts indicate that the existence of critical and tricritical points is favored in the tetragonal lattice. On the other hand, the metamagnetic-like transitions represented by the dashed lines in Fig. 7(a), are less favored than in the cubic lattice.

The $\alpha$ and $\beta$ partial densities of states, $\rho^\alpha$ and $\rho^\beta$, are shown in Fig. 8 for $T = 0$, $W = 1.0$ eV and different values of $H_z$. The values of $H_z$ in the AF$_1$ and AF$_2$ phases, were chosen in order to be close to the AF$_1 \rightarrow$ AF$_2$ phase transition. The behavior of the Neel gaps for this set of parameters has been shown in Fig. 6. By comparing the results in Fig. 8 with those for the cubic lattice shown in Fig. 1, it is possible to see that the results are slightly different, mainly for $\rho^\beta_{\sigma}$. For the phase AF$_1$ with $H_z = 0.033$ eV, the position of the Fermi energy, which is represented by the vertical dashed red line in Fig. 8, is found inside the gap for both $\rho^\alpha$ and $\rho^\beta_{\sigma}$ partial densities, while for the cubic lattice the Fermi energy is found inside the gap only for $\rho^\beta_{\sigma}$ (see Figs. 5(g) and 5(j)). This feature is related to the asymmetry of the partial DOS for the tetragonal lattice. For instance, in Fig. 8(j), the area of the partial DOS $\rho^\beta_{\sigma}$ below the Fermi energy (colored in red) is slightly larger than the
area above the Fermi energy. In order to keep the total occupation of the bands constant, the Fermi energy has been moved to lower energies, i.e., into the gap of the DOS $\rho^{\sigma_{\beta}}$, which results in a phase AF1 that is less metallic when compared with the cubic case shown in Fig. 5, for which the partial DOS $\rho^{\beta}$ is symmetric. The results presented so far in this section have been obtained considering small deviations from the cubic lattice, for the parameters $c/a$ and $r$. Now, we investigate how the boundaries of the phases AF1, AF2 and PM behave when the parameters $c/a$ and $r$ are changed. Fig. 9(a) exhibit the phase diagram with $H_z$ versus $c/a$, for fixed $W$ and $r$, while Fig. 9(c) exhibit the phase diagram with $W$ versus $c/a$, for $H_z=0.0$ and $r$ fixed. While the phase AF1 is robust to the effects of $H_z$ and $W$ when $c/a$ is enhanced, the phase AF2 is significantly affected by the increasing of $H_z$ or $W$, in this same situation. Nevertheless, while the phase AF2 is favored by the increasing of $c/a$ when $H_z$ is enhanced, the same phase is suppressed by the increasing of $c/a$, when $W$ is enhanced. Such feature is related to the way that $H_z$ and $W$ affect the partial DOS, mainly the $\rho^{\beta}_{\beta\sigma}$. While $H_z$ shifts $\rho^{\sigma}_{\beta\sigma}$ to lower energies and $\rho^{\beta}_{\beta\sigma}$ to higher energies, the main effect of $W$ is to increases the wide of the bands. Therefore, the effects of $H_z$ combined with the asymmetry of the DOS $\rho^{\beta}_{\beta\sigma}$, relative to the gap (see Fig. 8), are the main reasons for the features present in the phase diagrams of Figs. 9(a) and 9(c). In Figs. 9(b) and 9(d) it can be noted that the effect of to increasing $r$ keeping $c/a$ fixed, is similar to that one in which $r$ is kept fix while $c/a$ varies. However, the effects of varying $r$ are much less intense. The dashed lines in Figs.9(b) and 9(d) indicate the metamagnetic-like transitions.

V. CONCLUSIONS

In this work, we have investigated the effects of pressure and magnetic field $h_z$ on two distinct itinerant Neel phases using the underscreened Anderson Lattice Model (UALM). The version of the UALM that we considered is composed by two narrow $f$-bands (of either $\alpha$ or $\beta$ character) that hybridize with a single conduction band. Besides the direct Coulomb interaction between electrons in the same $5f$ band, we include a Hund’s rule exchange interaction between electrons in the different bands [14]. We assume that application of pressure produces a variation of the bandwidth. Moreover, given that the order parameter has an Ising-like anisotropy, the magnetic field is considered parallel to this anisotropy direction. The Hund’s rule exchange interaction $J$ couples the gaps $\phi^\alpha$ and $\phi^\beta$ of the different bands and give rise to two competing antiferromagnetic phases AF1 and AF2. The phase AF1 is characterized by $\phi^\beta > \phi^\alpha > 0$ while in the phase AF2 we have $\phi^\alpha > \phi^\beta > 0$. The transition between these phases is first order. We analysed the UALM model for a cubic and a tetragonal lattice.

In order to investigate the effects of a magnetic field $h_z$ for different band widths $W$, we constructed $W$ versus $H_z$ phase diagrams for various temperatures. The $H_z$ and $h_z$ are related as in Eq. (8). The results show rich variety at $T=0$ for both lattices. In a previous work [10], we investigated the effects of a magnetic field oriented transverse to the $z$ axis with the same UALM model. In that case, for a cubic lattice, the results showed that the increase of the transverse magnetic field suppresses the phase AF2 while the phase AF1 persists even at higher magnetic fields. In the present work, we find the opposite situation, i.e., the AF1 phase is replaced by the AF2 phase at higher magnetic fields while the phase AF1 occurs for lower values of $W$ and lower and intermediate values of $H_z$. This dissemblance is related to the fact that the transverse field produces a spin-dependent momentum shift of the quasi-particles bands. On the other hand, the magnetic field $h_z$ splits the bands generating a spin-up and a spin-down sub-band [9]. An increase of $H_z$ shifts the spin-up and the spin-down sub-bands in opposite directions. The analysis of the partial density of states $\rho^\alpha_{\alpha\sigma}$ and $\rho^\beta_{\beta\sigma}$ at $T=0$, helps us better understand why the field $h_z$ favors the phase AF2. We demonstrated in Fig. 5 that in the AF1 phase, the Fermi energy is inside the gaps of $\rho^\alpha_{\alpha\sigma}$ and $\rho^\beta_{\beta\sigma}$, at least. On the other hand, if the Fermi energy is outside the gaps of $\rho^\beta_{\beta\sigma}$, but is still inside the gap of $\rho^\alpha_{\alpha\sigma}$, the system is found in the phase AF2. Considering the fact that $H_z$ shifts the spin-up and the spin-down sub-bands in opposite directions, the configuration in which the Fermi energy is outside the gaps of both $\rho^\alpha_{\alpha\sigma}$ and $\rho^\beta_{\beta\sigma}$, is favored when $H_z$ increases. Moreover, due to the hybridization gap present in $\rho^\beta_{\beta\sigma}$, the gap $\phi^\alpha$ is less affected by the magnetic field (see Fig. 1), allowing the Fermi energy to remain inside the gap of $\rho^\alpha_{\alpha\sigma}$, until higher values of $H_z$. Indeed, these are the main reasons why the AF2 phase is favored by the magnetic field $h_z$.

The phase diagram for the tetragonal lattice at $T=0$, shows that the phase AF2 occurs at higher magnetic fields while in the cubic lattice it is present at moderate magnetic fields. Moreover, the phase AF2 tends to be concentrated at lower values of $W$ and higher values of magnetic fields, in comparison with the cubic lattice case. The main reason for that, is an asymmetry present in the partial density of states of the tetragonal lattice, which is enhanced with the increasing of $c/a$, where $c$ and $a$ are the lattice parameters. As a result, we observed that for a tetragonal lattice, the AF2 phase is enhanced by the increasing of both $H_z$ and $c/a$. On the other hand, the increasing of $W$ and $c/a$ at the same time, is detrimental for the AF2 phase. Otherwise, the phase AF1 is much less sensitive to the variation of such parameters, including the temperature. In addition, another difference relative to the application of a transverse field [10], is the presence of metamagnetic-like transitions which occurs in both AF phases under the application of a magnetic field $h_z$. We highlight that such phenomenology, the metamagnetic-like transitions inside the antiferromagnetic phases have been reported in some antiferromagnetic heavy fermions.
which also presents a competition between two distinct antiferromagnetic phases.
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