Direct detection of freeze-in inelastic dark matter
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We show that the current sensitivities of direct detection experiments have already reached the interesting parameter space of freeze-in dark matter models if the dark sector is in the inelastic dark matter framework and the excited dark matter state is cosmologically stable. Using results recently presented by the XENON1T experiment, we present constraints on these models. We also show that these models can explain the reported excess in the electron recoil signals if the mass gap between the ground state and the excited state is at keV scale.

\textbf{I. INTRODUCTION}

The particle nature of dark matter (DM) is one of the most prominent mysteries. Till now, all the evidence of the existence of DM is from gravitational effects. The relic energy density of DM in today’s universe is measured to be about one-quarter of the total energy density. A successful DM model must be able to provide a mechanism to understand this number. The freeze-in scenario of DM production provides such a mechanism \cite{1}. In this scenario, the DM particles live in the dark sector, very weakly connecting to the standard model (SM) sector through a portal. It is assumed that after inflation, only the SM sector is reheated, and through the portal, the energy in the SM sector leaked into the dark sector. In this scenario the observed relic density of DM can be nicely produced. However, the direct detection channel in freeze-in models is also proportional to the portal and, therefore, strongly suppressed. Inelastic DM models were first introduced to explain the excess observed in the DAMA/LIBRA experiment \cite{2,3,4}, since an enhanced annual modulation can be generated due to the extra cost of the kinetic energy in the up-scattering process. The down-scattering process in inelastic DM models is usually ignored since the population of the excited state is usually exponentially suppressed. In this work, we consider freeze-in inelastic DM models. We show that due to the possibility of the large down scattering rate, the sensitivity of the XENON1T experiment \cite{5} has already achieved the interesting parameter space of inelastic freeze-in models. In Ref. \cite{6}, an excess of around 1–5 keV in electron recoil events is also reported, which cannot be accounted for by known backgrounds. Since the report of this excess, there have been active investigations trying to under it with new physics models \cite{7–41}. In this work we show that this excess can be explained in the framework of inelastic freeze-in models.

\textbf{II. VECTOR PORTAL FREEZE-IN MODELS}

In this paper, we consider two typical models: one with a complex scalar DM and the other with a Dirac spinor DM. In both models, the dark portal is assumed to be a vector field $V$, which we call a dark photon in the following discussion. In both cases, we assume the U(1) symmetry is broken softly by an explicit mass splitting. In the scalar case, the masses of the real and imaginary parts are split, and in the Dirac spinor case, the spinor is split into two Majorana spinors. The DM part of Lagrangian can be written as

\begin{equation}
\mathcal{L}^{sc} = \frac{1}{2} \partial_\mu \chi_1 \partial^\mu \chi_1 + \frac{1}{2} \partial_\mu \chi_2 \partial^\mu \chi_2 - \frac{1}{2} m_1^2 \chi_1^2 - \frac{1}{2} m_2^2 \chi_2^2 - e_D V^{\mu}(\chi_1 \partial_\mu \chi_2 - \chi_2 \partial_\mu \chi_1) + \frac{1}{2} e_D^2 V^{\mu} V^{\nu}(\chi_1^2 + \chi_2^2),
\end{equation}

\begin{equation}
\mathcal{L}^{sp} = \chi_1^1 \sigma^\mu \partial_\mu \chi_1 + \chi_2^1 \sigma^\mu \partial_\mu \chi_2 - \frac{1}{2} (m_1^2 \chi_1 + m_2^2 \chi_2 + \text{h.c.}) + i e_D V^{\mu}(\chi_1^1 \sigma^\mu \chi_2 - \chi_2^1 \sigma^\mu \chi_1),
\end{equation}

where $\chi_1$, $\chi_2$ are real components of a complex scalar $\chi$ in $\mathcal{L}^{sc}$, and two-component Weyl spinors for a pseudo Dirac fermion $\chi$ in $\mathcal{L}^{sp}$.

The Lagrangian for the dark photon part can be written as

\begin{equation}
\mathcal{L}^{V} = -\frac{1}{4} V^{\mu\nu} V^{\mu\nu} + \frac{1}{2} m_V^2 V^{\mu} V^{\nu} - \frac{k}{2} V^{\mu}\omega^{\mu
u}. \tag{2}
\end{equation}

To avoid having too much down-scattering through dark photon exchange processes, one can introduce extra interactions to moderate the rate. In the scalar case, it is natural to consider a term $\mathcal{L}_\lambda = -\frac{\lambda}{8} (\chi_1^2 + \chi_2^2)^2$. For the sake of vacuum stability, without inducing other interactions in the potential, $\lambda$ must be positive. Then the combined square of the absolute value of the matrix element for the down scattering in the NR limit becomes

\begin{equation}
|M|_{\chi_2 \chi_2 \rightarrow \chi_1 \chi_1}^2 = \left| \frac{8 e_D m_D^2}{m_V^2} - \lambda \right|^2 \tag{3}
\end{equation}

resulting in a suppression in the down-scattering rate.

In the spinor case, one can introduce a scalar-carried force in the dark sector with a term $\mathcal{L}_h = -\frac{h}{2} (h \chi_1 \chi_1 + h \chi_2 \chi_2 + \text{h.c.}) \tag{41}$. The down-scattering amplitude through this interaction is $s$-channel, whose sign depends on the mass of $h$. By choosing sign different from the $V$ exchange amplitude, one is arrived at a similar cancellation as in the scalar case.
The excited states \( \chi_2 \) may also decay into the ground state \( \chi_1 \). As long as \( \Delta \equiv m_2 - m_1 \) is smaller than \( m_V \) and \( 2m_e \), the dominant channels for this decay are the three-photon channel and the neutrino channel. The former is suppressed by a factor of \( \kappa^2(\Delta/m_e)^8 \), and the latter is suppressed by \( \kappa^2(m_V/m_Z)^4 \). Therefore, the lifetime of \( \chi_2 \) can be much longer than the age of the universe. For the purpose of direct detection we assume \( \Delta \ll m_1 \approx m_2 \).

III. FREEZING-IN THE DM

To calculate the relic density of DM we need to solve the Boltzmann equation

\[
\frac{dn_D}{dt} + 3H n_D = \Gamma_{fi} ,
\]

where \( n_D \) is the DM number density, \( H \) is the Hubble parameter, and \( \Gamma_{fi} \) is the production rate of DM per volume. When the temperature \( T_{SM} > 1 \) MeV, the universe is filled with relativistic plasma, therefore a \( \Gamma_{fi} \) can be estimated as \( \kappa^2 e_D^2 \alpha_{em} T_{FM}^4 \). The time interval at certain \( T_{SM} \) can be estimated as \( H^{-1} \approx m_{pl}/T_{SM}^2 \), where \( m_{pl} \approx 1.22 \times 10^{19} \) GeV, is the Planck mass. Then the produced number density per entropy can be written as \( n_D \equiv n_D/s \approx \kappa^2 e_D^2 \alpha_{em} \times (m_{pl}/T_{SM}) \). Therefore in this scenario, DM is mainly produced at low temperature. The relation between \( y_D \) and \( T_{SM} \) stops when \( T_{SM} \) hits either \( m_V \), \( m_D \) or \( m_e \). For \( m_e \ll m_V \ll 2m_D \), which will be motivated later, the freeze-in process stops at \( T_{SM} \sim m_D \). Consequently, the dependence of today's relic density \( \Omega_D \propto y_D m_D \) on \( m_D \) is canceled. As an order of magnitude estimation, we can roughly get

\[
\Omega_D \sim \kappa^2 e_D^2 \alpha_{em} \times \frac{m_{pl}}{m_p \eta_f} ,
\]

where \( m_p \) is the proton mass. As a result, to get the observed relic abundance, the product of the dark coupling \( e_D \) and kinetic mixing \( \kappa \) is fixed to \( \kappa e_D \sim 10^{-13} \sim 10^{-12} \). The numerical results of \( \kappa e_D \) required to produce the observed relic abundance for different choices of \( m_V \) and \( m_D \) are shown in Fig. 1. The direct detection rate is also proportional to the factor \( \kappa e_D \), making it difficult to search for the freeze-in model. It is also proportional to the number density of the DM, and therefore in favor of low mass DM as long as the energy deposit can surpass the thresholds of the experiments. Therefore in this work, we focus on the region where both \( m_D \) and \( m_V \) are around MeV scale.

In this regime, there are two main contributions to \( \Gamma_{fi} \): one is through \( e^+e^- \) annihilation, the other is through plasmon decay. The details of these two processes can be found in Ref. [42] (see also [43]). In our case, since we require that \( m_V < 2m_D \) the freeze-in cannot go through on-shell \( V \), and the contribution from plasmon decay is always subdominant (The similar phenomenon is also found in the freeze-in process of on-shell dark photon [44]).

For the \( e^+e^- \) annihilation contribution, we have

\[
\Gamma_{fi}^{sc} \approx \frac{\kappa^2 e_D^2 \alpha_{em}}{24\pi^3} \int dq \int dq^0 f \left( \frac{q^0}{T}, \frac{q}{T}, s \right) \frac{q^2(s + 2m_e^2)(s(1 - 4m_D^2/s)^{3/2})}{(s - m_V^2)^2} ,
\]

\[
\Gamma_{fi}^{sp} \approx \frac{\kappa^2 e_D^2 \alpha_{em}}{6\pi^3} \int dq \int dq^0 f \left( \frac{q^0}{T}, \frac{q}{T}, s \right) \frac{q^2(s + 2m_e^2)(s + 2m_D^2)(1 - 4m_D^2/s)^{1/2}}{(s - m_V^2)^2} ,
\]

where the superscripts \( sc, sp \) denote the scalar and spinor cases, respectively. The function \( f(x, y, s) \) is defined as:

\[
f(x, y, s) = \frac{1}{2\pi y} \left( \frac{a + b}{a - b} \right) \left[ \frac{\pi}{2} \right] \left( a - 1 \right) \left( a + 1 \right) ,
\]

with \( a = e^x/2 \) and \( b = \frac{e^x}{2} \left( 1 - 4m_D^2/s \right)^{1/2} \). The difference between between \( \Gamma_{fi}^{sc} \) and \( \Gamma_{fi}^{sp} \) is due to the difference of the spin structure and the factor of \( (1 - 4m_D^2/s)^{1/2} \) is due to the p-wave nature of the decay of virtual \( V \) into scalars. Here and the following we use \( m_D \approx m_1 \approx m_2 \) in the calculation when \( \Delta \) can be neglected.

IV. DIRECT DETECTION RATES AND RECOIL SPECTRUM

When \( \chi_2 \) particles fly into the XENON detector, the ionization process through the down-scattering of \( \chi_2 \) can happen. To calculate the ionization rate, we assume the scattering electron is approximated by a plane wave; the xenon atom is isolated and described by the Roothaan-Hartree-Fock ground state wave functions [45]. It follows that the velocity averaged differential ionization cross section times velocity for electrons in the \( n.l \) shell can be written as

\[
\frac{d\langle \sigma_{ion}^{nl} \rangle}{d\ln E_r} = \frac{\kappa^2 e_D^2 \alpha_{em}}{2m_V^4} F_{nl}(E_r) \int dq \int q dq \left\langle \frac{1}{v} \theta(v - v_{\text{min}}) \right\rangle \times \frac{k^3}{(2\pi)^3} \int d\Omega_k \left| \int d^2x e^{-ik\cdot x - iq\cdot \vec{x}} \psi_{nlm} \right| ^2 ,
\]

where \( E_r \) and \( k \) are the kinetic energy and momentum of the outgoing electron, \( q \) is the momentum-transfer, and \( v \) is the velocity of the incoming \( \chi_2 \). The function \( F_{nl}(E_r) \) is an enhancement factor induced by the attractive potential around the nucleus. We follow Ref. [41] and consider

\[
F_{nl}(E_r) = \frac{2\pi \zeta_{nl}}{1 - e^{-2\pi \zeta_{nl}}},
\]
where \( \zeta^{nl} = Z^{nl} \cdot \alpha_{em} \cdot \sqrt{m_e/(2E_r)} \) and \( Z^{nl} = \{12.4, 14.2, 21.9, 25.0, 26.2, 39.9, 35.7, 35.6, 49.8, 39.8, 52.9\} \)
for the \( nl \) shells \( \{5p, 5s, 4d, 4p, 4s, 3d, 3p, 3s, 2p, 2s, 1s\} \) \cite{49, 50}. According to the principles of quantum mechanics, scattering states and bound states from the same Hamiltonian must be orthogonal. Therefore, in the domain that \( |q \cdot \vec{x}| \lesssim 1 \), the plane wave approximation overestimates the cross section. To avoid this spurious contribution, we subtract the bound state component from the outgoing wave function:

\[
e^{i\vec{k} \cdot \vec{x}} - \int d^3y e^{i\vec{k} \cdot \vec{y}} \psi_{nlm}(y) \psi_{nlm}(x). \tag{10}
\]

The form factors calculated in this way agree reasonably well with the ones used in \cite{17}. In the case of down-scattering,

\[
v_{\text{min}} = \left| \frac{E_r}{q} + \frac{q}{2m_D} + \frac{E_B - \Delta}{q} \right|,
\tag{11}
\]

where \( E_B \) is the absolute value of the binding energy. If \( E_B \ll \Delta \), the electrons indeed can be treated as free particles, and one can estimate \( \sigma v \) as follows without going through the complicated form factor evaluations:

\[
(\sigma v)_{\text{ion}}^{\text{tot}} \approx \sum_{|E_r|<\Delta m} 4\sqrt{2} \kappa^2 \epsilon^2 D \alpha_{em} \mu^2 \frac{\Delta}{\mu}^{1/2}, \tag{12}
\]

where \( \mu = m_e m_D/(m_e + m_D) \), and the summation is over all the orbits with binding energy smaller than \( \Delta \).

The differential ionization rate in the detector can be written as

\[
\frac{dR_{\text{ion}}}{d\ln E_r} = f_2 N_T \rho_D \frac{d(\sigma v)_{\text{ion}}^{\text{tot}}}{m_D \ln E_r}, \tag{13}
\]

where \( N_T \) is the total number of the target atoms, \( f_2 \equiv n_e/n_D \) is the fraction of the excited state. The value of \( f_2 \) strongly depends on the detailed model of the dark sector and we decide to discuss the physics in a latter section. Here we choose different values of \( f_2 \) and calculate the constraint on \( \Delta, m_V \) and \( m_D \). The electron recoil spectra on top of the known background of the XENON1T experiment are shown in Fig. 2. For the red curve we choose \( m_D = 0.8 \) MeV, \( m_V = 1.2 \) MeV, \( \kappa_D = 1.29 \times 10^{-11} \), \( \Delta = 5 \) keV and extract \( f_2 = 5.54 \times 10^{-3} \) from a fit. For the blue curve, we choose \( m_D = 1.3 \) MeV, \( m_V = 2.0 \) MeV, \( \kappa_D = 1.35 \times 10^{-11} \), \( \Delta = 24 \) keV and \( f_2 = 0.02 \). The red curve is the best fit signal for the excess and the blue one corresponds to a 95% CL exclusion. The parameters for both the two curves can produce the observed relic abundance. We can see that with the XENON1T data we can already put constraints on the parameter space of the model.

We show in Fig. 3 the contributions from each energy...
level to the recoil spectrum. In this study, $\Delta \gg E_B$ and the DM particles have negligible kinetic energies. Based on kinematical considerations, one expect the spectrum to peak around $m_D\Delta/(m_e + m_D)$ with $|\vec{q} + \vec{k}| \sim 0$. From Eq. (8), we found the form factor is peaked when $|\vec{q} + \vec{k}| \lesssim 1/r_n$, where $r_n$ is the size of the bound state wave function on the $n$th shell. Therefore, the size of the bound state wave function, which may be estimated using the Bohr model, $r_n \approx n^2/(Z_{XENON}\alpha_{em} m_e)$, leads to a width in the theoretical recoil spectrum. Let $|\vec{k} + \vec{q}| = |\delta \vec{k}| \approx 1/r_n$, one obtains $\delta E_r \approx |\delta \vec{k}|/(m_e) \approx \alpha_{em} Z_{XENON} \sqrt{2\mu \Delta}/n^2$. The $n$ dependence of the width is clear in Fig. 3. For electrons ionized from the layers 4S, 3D, 3P, and 3S, the peaks of the $E_r$ distributions are shifted because of the non-negligible binding energies. In practice, as shown by the dashed gray curve, the width of the measured recoil spectrum is mainly determined by the detector energy resolution.

We perform statistical analysis assuming the same test statistic as in Ref. [4] but without systematic uncertainties, which are neglectable comparing to the statistical ones. In the high energy sideband of the spectrum where there is no observable excess, we use the XENON1T data to constrain the model parameter space. Using the asymptotic distribution of the test statistic in the large sample limit, we use the experiment spectrum in a range $E_R = m_D\Delta/(m_e + m_D) \pm 2\Delta E_R$ to set observed 95% CL limit on the signal strength, where $\Delta E_R$ is the detector resolution extracted from Ref. [8]. We fix $\kappa_{eD}$ to reproduce the relic DM abundance in the scalar case, whose value has been shown in Fig. 1g. The exclusion contours using the XENON1T spectrum are shown in Fig. 4 at fixed $\Delta$ and $f_2$. Regions on the lower-left are excluded, and the constraints are stronger in regions of larger $\Delta$ and $f_2$.

In the low energy region with the observable excess, we fit the XENON1T data using our simulated signal spectra. For the benchmark point in Fig. 4, the best fit signal with $f_2 = 5.54 \times 10^{-3}$ is found to be $3.6\sigma$ favored over the background-only hypothesis, which decreases to $2.6\sigma$ if the shape of tritium contribution is included as an unconstraint component. To find the parameter region consistent with this excess, we consider spectra whose $E_R \approx 2.7$ keV, fix $\kappa_{eD}$ as in the scalar case of Fig. 1, and adjust $f_2$ such that the yield equals to that of the best fit benchmark. Results of the parameter scan are shown in Fig. 5 as contours of $m_V$. We found that the model in this work can provide viable solutions to the XENON1T excess for dark photon masses between one and two MeV. The contour plot with different choices of $m_V$ from $2m_e$ to about 2.5 MeV to fit the excess is also shown in Fig. 5, one can see that to get enough number events $f_2$ must be larger than a few $10^{-3}$.

V. DE-EXCITATION IN THE EARLY UNIVERSE

Although $\chi_2$ is cosmologically stable, the $\chi_2 \chi_2 \rightarrow \chi_1 \chi_1$ in the early universe can de-excite $\chi_2$ into $\chi_1$. During freeze-in the temperature or “average kinetic energy” $T_D$ is comparable to $T_{SM}$ and is roughly equal to $m_D$. As $\Delta \ll m_D$, the occupation of $\chi_1$ and $\chi_2$ are almost equal to each other. During expansion of the universe, $T_D$ evolves non-relativistically. As a result we can parameterize $T_D$ as $T_D = \eta T^2/m_D$, where $\eta \sim O(1)$ can be determined by solving the Boltzmann equation. The Boltzmann equation for $n_1$ at $T_D \sim \Delta \ll m_D \sim m_V$ can
be written as
\[ \frac{dn_2}{dt} + 3Hn_2 = -C(T_D) \left( n_2^2 e^{\Delta/T_D} - n_1^2 e^{-\Delta/T_D} \right), \quad (14) \]
where the collision coefficient C, if ignoring the additional interaction terms associated with \( \lambda \) or \( y \), can be written as
\[ C^{(0)} = \frac{e_D^3 m_D^2}{\pi m_V} \left( \frac{T_D}{\pi m_D} \right) \left( \frac{\Delta}{T_D} \right) K_1 \left( \frac{\Delta}{T_D} \right) \quad (15) \]
for both the scalar and spinor models introduced in Eq. [4]. Here \( K_1 \) is the modified Bessel function with index 1. The decoupling of the de-excitation happens during \( T_D \sim \Delta \ll T_{SM} \), so the universe is still at the radiation dominated era, and therefore the Hubble expansion rate is determined by the energy density of the SM sector. Defining \( x = \Delta/T_D \) we have
\[ \frac{df_2}{dx} = -Ax^{-1}K_1(x) \left[ f_2^2(x) e^x - (1 - f_2^2) e^{-x} \right], \quad (16) \]
where
\[ A = \frac{9\sqrt{5} m_\text{pl}^3 H_0^2 \Omega_D}{16\pi^2 g^1/2 T_{\text{CMB}}^3} \left( \frac{e_D^2 m_D \Delta}{m_V^4 \eta^{1/2}} \right) \approx 0.37 \frac{e_D}{\eta^{1/2}} \left( \frac{m_V}{1.5\text{MeV}} \right)^4 \left( \frac{m_D}{0.9\text{MeV}} \right)^{-4} \frac{\Delta}{4\text{keV}} \quad (17) \]
and \( H_0 \) is today’s Hubble parameter. The dependence of today’s \( f_2 \) on \( A \) is shown in Fig. 6 where one can see that \( f_2^{\text{today}} \approx 0.5 \) for \( A \ll 1 \), and \( f_2 \approx (2A)^{-1} \) for \( A \gg 1 \).

MeV scale dark photon can be copiously produced during the supernova explosion, and therefore reduce the amount of the released neutrinos, which will conflict with the observations. For MeV scale dark photon, the constraint on the kinetic mixing can be written as \[ \kappa < 2.5 \times 10^{-9} (1 \text{ MeV}/m_V)^2. \quad (18) \]
For fixed \( m_V \) and \( m_D \) and by requiring all the DM particles observed today are produced from this mechanism, it can be translated to a lower bound on \( e_D \). Take the scalar model as an example. Eq. [18] can be translated to \( e_D > 5 \times 10^{-3} \) if one takes \( \kappa e_D \approx 1.25 \times 10^{-11} \) according to Fig. 6. From Eqs. [10] and [17] one can get that in this case
\[ f_2 \lesssim 2 \times 10^{-3} \left( \frac{m_V}{1.5\text{MeV}} \right)^4 \left( \frac{m_D}{0.9\text{MeV}} \right)^{-4} \frac{\Delta}{4\text{keV}} \quad (19) \]
which is around the lower bound of the parameter region to explain the excess (see Fig. 5). Similarly, for the spinor DM case, in the minimal model [1], \( f_2 \) is also marginal in fitting the excess. However, one can easily open up the parameter space by introducing interaction terms associated with \( \lambda \) or \( y \). In the spinor case, e.g., the collision term of the Boltzmann equation of \( f_2 \) will be scaled as
\[ A \to A \left( 1 - \frac{\lambda m_V^2}{8e_D m_D^2} \right)^2. \quad (20) \]
Moreover, in both the scalar and spinor DM cases, the newly introduced interactions contribute neither to the freeze-in process nor the direct detection, serving only to cancel the down-scattering rate.

To see the impact of this cancellation on the parameter space to fit the excess, we introduce \( \lambda_{\text{eff}} = \frac{\lambda m_V^2}{8e_D m_D^2} \) and plot in Fig. 7 contours of \( m_V \) derived by saturating the supernova constraint Eq. [18] and \( f_2 = 1/(2A) \). The new contours depicted in dashed blue lines are overlaid with the \( m_V \) contours which correspond to the excess shown in solid lines. For the same contour level, the solid line needs to sit to the lower-left of the dashed one in order to satisfy the supernova constraint. We found the supernova constraint can be satisfied when \( \lambda_{\text{eff}} \gtrsim 0.6 \). For \( \lambda_{\text{eff}} = 0.6 \) shown in Fig. 7 left, only \( m_V \) values close...
FIG. 7: Impact of cancellation in the down-scattering rate on the parameter space to fit the XENON1T excess, with $\lambda_{\text{eff}} = 0.6$ (left) and $\lambda_{\text{eff}} = 0.9$ (right). Colored contours in the figures are shown for the corresponding $m_V$ values that can give rise to the XENON1T excess in solid and that can saturate the supernova constraint in Eq.(18) in dashed. The lower-left region of the dashed contours are satisfied by this supernova constraint.

to one MeV can satisfy this constraint. For $\lambda_{\text{eff}} \gtrsim 0.9$, the range of $m_V$ is opened up to about 1.4 MeV.

VI. SUMMARY

Freeze-in models with small couplings to the SM field is known to be challenging to search and constrain. However, in models that the DM is composed of a two-state system and with the excited state still populated in the universe, the direct detection signal can be enhanced in both the recoil energy and the rate. We show for the first time that the direct detection experiments’ sensitivities have already reached the exciting parameter space of these models. We also present a parameter region where the model predictions can explain the excess in the XENON1T ionization result.
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