L-Moments and calibration based variance estimators under double stratified random sampling scheme: an application of covid-19 pandemic
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Abstract

The presence of extreme events gives rise to outrageous results regarding population parameters and their estimates using traditional moments. Traditional moments are usually influenced by extreme observations. In this paper, we propose some new calibration estimators under the L-Moments scheme for variance which is one of the most important population parameters. Some suitable calibration constraints under double stratified random sampling are also defined for these estimators. Our proposed estimators based on L-Moments are relatively more robust in presence of extreme values. The empirical efficiency of proposed estimators is also calculated through simulation. Covid-19 pandemic data from January 22, 2020, to August 23, 2020, is considered for simulation study.
Keywords: Extreme observations, Variance estimation, L-Moments, Calibration, Double stratified random sampling.

1 Introduction

Auxiliary information can be utilized at various stages to improve the efficiency of the variance estimator for a finite population case. There are numerous real life examples where a roughly linear relationship between the study variable $Y$ and the auxiliary variable $X$ exists. Consider height and weight: taller people tend to be heavier. Similarly, body mass index and total cholesterol: there is a direct positive relationship between body mass index and total cholesterol. Such sort of linear relationship allows researchers to use auxiliary variable $X$ for improved estimation of any parameter of study variable $Y$. For more discussion on auxiliary information, interested readers may refer to Koyuncu [1], Al-Omari [2], Zaman [3, 4], Naz et al. [5, 6], and Shahzad et al. [7, 8]. An alternative method for the situations in which an abundance of auxiliary information is available is ranked set sampling due to McIntyre [9]. It is more cost-efficient than simple random sampling method, for example, see Adel Rastkhiz et al. [10], Zamanzade and Vock [11], Zamanzade and Wang [12], Zamanzade and Mahdizadeh [13], Zamanzade and Wang [14], Mahdizadeh and Zamanzade [15] and Shahzad et al. [16].

Double sampling is a technique where information related to auxiliary variable $X$ is not available at first-phase, and the information related to study variable $Y$ is available on a smaller sub-sample chosen from the first-phase sampling. For instance, let us think about the situation, where a physiologist needs to assess variation (variance) of leaf zone (area) for another strain of wheat. It might, in some cases, not be alluring to pluck all the leaves in the total population of 120 plants and get weight $X$ for constructing a variance estimator of the leaf zone $Y$. It will, accordingly, be more proper to choose a substantially large first-stage sample of leaves and measure weight $X$ for the sample leaves. A sub-sample from this underlying sample of leaves could then be chosen to decide the leaf zone. An estimate for the variance of weight from all 120 plants could then be acquired from the perceptions made on the first-phase sample. This estimate of weight $X'$ would then be able to utilize instead of population weight $X$, in the variance estimation of the leaf zone $Y$.

Let $(Y, X)$ belong to the population $\Omega = \{v_{11}, v_{12}, \ldots, v_n\}$ of size $N$. $\Omega$ is stratified (grouped) into $H''$ strata. Further, $\phi_h = \frac{N_h}{N}$ is stratum weight where $N_h$ is denoting the size of $h^{th}$ stratum for $h = 1, 2, \ldots, H''$. The overall size of the population containing all the strata is denoted by $\sum_{h=1}^{H''} N_h = N$. 

Now the first phase simple random sample (srs) of size \( n'_h \) is drawn without replacement from the \( h^{th} \) stratum such that \( \sum_{h=1}^{H''} n'_h = n' \), and then a second stage sample \( n_h \) \( (n_h < n'_h) \) is selected. In light of this double stratified random sampling design, the traditional estimator of variance is as given below

\[
T_o = \sum_{h=1}^{H''} \phi_h s_{y'h}^2
\]

where \( s_{y'h}^2 \) is denoting the traditional variance of study variable in \( h^{th} \) stratum for \( h = 1, 2, \ldots, H'' \).

It is worth to note that \( T_o \) is the traditional unbiased variance estimator under double stratified random sampling. \( T_o \) is based on traditional moments and hence usually influenced by extreme values. In literature, much of the developments have been done to tackle this issue regarding mean estimation. For instance, Zaman and Bulut [17, 18] introduced robust regression techniques for controlling the influence of extreme values. Ali et al. [19] extended their idea for the mean estimation of a sensitive variable. Abid et al. [20] used some non-conventional descriptive measures of statistics for variance estimation. It is interesting to note that the estimates of mean and variance used in all these described studies are based on traditional moments. On contrary, in this study, we get Linear Moments (L-Moments) motivation to construct some new estimators of variance based upon L-Moments characteristics of auxiliary and study variables rather than traditional moments. L-Moments are highly robust in presence of extreme observations and can provide a suitable estimate of population variance under a double stratified sampling scheme.

Motivated by the above documented developments, in this article, we propose two new estimators for estimating population variance by employing more meticulous use of an auxiliary variable. The objective is met by utilizing the L-Moments characteristics such as L-scale, L-location, L-skewness, and L-kurtosis of auxiliary variable. The applicability of the proposition is further demonstrated in double stratified random sampling scheme by employing covid-19 data set taken from four continents of the world. Moreover, keenly persuaded comparative investigation with respect to traditional unbiased variance estimator is conducted by means of numerical simulations. The simulation evaluation reveals the superior performance of the proposed estimators.

The rest of the article is arranged in the following major parts. In section 2, we present preliminaries with reference to L-Moments along with proposed estimators. The simulation based performance evaluation is persuaded in section 3, whereas the general conclusion is documented in section 4.
2 L-Moments and proposed estimators

2.1 Extreme events and L-Moments

We observe extreme events in various fields of life. The ongoing covid-19 pandemic is also an example of an extreme event. These events influence badly on human culture. Therefore, it is important to control the effect of extreme values of these events for getting a better estimate of the population parameters such as mean, variance and quantiles. As we mentioned earlier, our study is based on variance estimation which is one of the most important population parameter. Up to our knowledge, different variance estimators are developed based on traditional moments which are usually influenced by extreme values. An elective procedure that has the critical ability to settle this issue is L-Moments. L-Moments are exceptionally affected by extreme values as compared to traditional moments (Hosking [21]).

L-Moments are based on linear combinations of order statistics. Note that "L" in L-Moments representing their linearity. Hence these moments are free from higher powers and known as linear moments. This is also one of the major differences between traditional (nonlinear) moments and L-Moments. For the auxiliary variable $X$, $h^{th}$ stratum, one may define the population L-Moments as follows (Hosking [21])

\[
\begin{align*}
L_{1x} &= E(X_{1:1}) \\
L_{2x} &= \frac{E(X_{2:2} - X_{1:2})}{2} \\
L_{3x} &= \frac{E(X_{3:3} - 2X_{2:3} + X_{1:3})}{3} \\
L_{4x} &= \frac{E(X_{4:4} - 3X_{3:4} + 3X_{2:4} + X_{1:4})}{4}.
\end{align*}
\]

The sample L-moments can be written as:

\[
\begin{align*}
\hat{L}_{1x} &= \left( \frac{n}{1} \right)^{-1} \sum_{k=1}^{n} x_{h(k)}, \\
\hat{L}_{2x} &= \frac{1}{2} \left( \frac{n}{2} \right)^{-1} \sum_{k=1}^{n} \left\{ \binom{k-1}{1} - \binom{n-k}{1} \right\} x_{h(k)}, \\
\hat{L}_{3x} &= \frac{1}{3} \left( \frac{n}{3} \right)^{-1} \sum_{k=1}^{n} \left\{ \binom{k-1}{2} - 2 \binom{k-1}{1} \right\} \left\{ \binom{n-k}{1} + \binom{n-k}{2} \right\} x_{h(k)}, \\
\hat{L}_{4x} &= \frac{1}{4} \left( \frac{n}{4} \right)^{-1} \sum_{k=1}^{n} \left\{ -3\binom{k-1}{2} \binom{n-k}{1} + 3\binom{k-1}{1} \binom{n-k}{2} - \binom{n-k}{3} \right\} x_{h(k)},
\end{align*}
\]
where $x_{h(k)}$ is representing $k^{th}$ order statistics with binomial coefficient ($\binom{x}{k}$). Further, we can write the mathematical expressions of L-Moments for the study variable by adapting the structure of the sample and population L-Moments related to auxiliary variable. For a detailed study about L-Moments see (Hosking and Wallis [22]).

Some notations for upcoming proposed work in light of L-Moments with respect to $h^{th}$ stratum are given below:

- $\bar{x}_{h\ell} = L_{1x_{h\ell}}, \hat{x}_{h\ell} = \hat{L}_{1x_{h\ell}}$ are population and sample means (L-location) of auxiliary variable based on L-Moments.
- $\bar{y}_{h\ell} = L_{1y_{h\ell}}, \hat{y}_{h\ell} = \hat{L}_{1y_{h\ell}}$ are population and sample means (L-location) of study variable based on L-Moments.
- $S^2_{hx\ell} = L^2_{2x_{h\ell}}, s^2_{hx\ell} = \hat{L}^2_{1x_{h\ell}}$ are population and sample variance (L-dispersion) of auxiliary variable based on L-Moments.
- $S^2_{hy\ell} = L^2_{2y_{h\ell}}, s^2_{hy\ell} = \hat{L}^2_{1y_{h\ell}}$ are population and sample variance (L-dispersion) of study variable based on L-Moments.

### 2.2 Calibration approach and proposed variance estimators

Calibration is one of the general methods for parameter estimation in which we improve the original weights $\phi_h$ by minimizing chi-square or any other suitable loss function. The improved weights are named calibrated weights. However, the minimization of the loss function is based on some suitable calibration constraints. These constraints belong to the auxiliary variable. Deville and Sarndal [23] initially developed the concept of calibration based estimation of parameters. Tracy et al. [24] introduced the idea of calibration based estimation in double stratified random sampling. Koyuncu [25] extended her idea by defining the new and unique constraint i.e. combination of original and calibrated weights. It is interesting to note that descriptive statistics (mean and variance etc) used in these studies were based upon traditional moments. However, no attempt is made to utilize the L-Moments characteristics, which are substantially robust in presence of extreme values. In this study, we propose L-Moments characteristics based calibration estimators of population variance under double stratified random sampling scheme as:

$$G_{st(j)} = \sum_{h=1}^{H''} \phi_{h} \bar{s}_{hy\ell}^2 \quad \text{for } j = 1, 2 \quad (2.1)$$
where \( \vartheta'_{h} \) are calibration weights, using the chi-square loss function

\[
L(\vartheta'_{h}, \phi_{h}) = \sum_{h=1}^{H'} \frac{(\vartheta'_{h} - \phi_{h})^2}{\phi_{h} \Delta_{h}} 
\]  
(2.2)

and subject to the following calibration constraints

\[
\sum_{h=1}^{H'} \vartheta'_{h} \bar{x}_{h, \ell} = \sum_{h=1}^{H'} \phi_{h} \bar{X}_{h, \ell} 
\]  
(2.3)

\[
\sum_{h=1}^{H'} \vartheta'_{h} s_{h, x, \ell}^2 = \sum_{h=1}^{H'} \phi_{h} S_{h, x, \ell}^2 
\]  
(2.4)

\[
\sum_{h=1}^{H'} \vartheta'_{h} \hat{\tau}_{h, x, \ell{(j)}} = \sum_{h=1}^{H'} \phi_{h} \tau_{h, x, \ell{(j)}} 
\]  
(2.5)

where \( \tau_{h, x, \ell{(j)}} \) (for \( j = 1, 2 \)) are the population L-skewness and L-kurtosis of the auxiliary variable \( X \), respectively. Similarly, \( \hat{\tau}_{h, x, \ell{(j)}} \) are the sample L-skewness and L-kurtosis of the auxiliary variable \( X \), respectively. \( \Delta_{h} \) is suitably chosen weights to decide different forms of estimators, see Koyuncu (2018).

The Lagrange function is given by

\[
\Omega = \sum_{h=1}^{H'} \frac{(\vartheta'_{h} - \phi_{h})^2}{\phi_{h} \Delta_{h}} - 2\lambda'_{1} \left( \sum_{h=1}^{H'} \vartheta'_{h} \bar{x}_{h, \ell} - \sum_{h=1}^{H'} \phi_{h} \bar{X}_{h, \ell} \right) 
\]  
- \[
2\lambda'_{2} \left( \sum_{h=1}^{H'} \vartheta'_{h} s_{h, x, \ell}^2 - \sum_{h=1}^{H'} \phi_{h} S_{h, x, \ell}^2 \right) 
\]  
- \[
2\lambda'_{3} \left( \sum_{h=1}^{H'} \vartheta'_{h} \hat{\tau}_{h, x, \ell{(j)}} - \sum_{h=1}^{H'} \phi_{h} \tau_{h, x, \ell{(j)}} \right). 
\]  
(2.6)

Minimizing the chi-square loss function (2.2) subject to the calibration constraints (2.3), (2.4) and (2.5) gives the calibration weights for stratified sampling as follows:

\[
\vartheta'_{h} = \phi_{h} + \phi_{h} \Delta_{h} (\lambda'_{1} \bar{x}_{h, x} + \lambda'_{2} s_{h, x, \ell}^2 + \lambda'_{3} \hat{\tau}_{h, x, \ell{(j)}}) 
\]  
(2.7)

Substituting (2.7) into (2.3), (2.4) and (2.5) respectively gives the following system of equations:

\[
\begin{bmatrix}
P_{11} & P_{12} & P_{13} \\
P_{12} & P_{22} & P_{23} \\
P_{13} & P_{23} & P_{33}
\end{bmatrix}
\begin{bmatrix}
\lambda'_{1} \\
\lambda'_{2} \\
\lambda'_{3}
\end{bmatrix} =
\begin{bmatrix}
P_{10} \\
P_{20} \\
P_{30}
\end{bmatrix} 
\]  
(2.8)

Solving the system of equations in (2.8) for \( \lambda'_{a} \) gives
\[
\lambda_1' = \frac{(P_{13}P_{23} - P_{12}P_{33})(P_{12}P_{20} - P_{22}P_{10}) - (P_{13}P_{22} - P_{12}P_{23})(P_{12}P_{30} - P_{23}P_{10})}{(P_{12}^2 - P_{11}P_{22})(P_{13}P_{23} - P_{12}P_{33}) - (P_{13}P_{22} - P_{12}P_{23})(P_{12}P_{13} - P_{11}P_{23})}
\]

\[
\lambda_2' = \frac{(P_{13}P_{23} - P_{12}P_{33})(P_{12}P_{10} - P_{11}P_{20}) - (P_{12}P_{22} - P_{23}P_{11})(P_{13}P_{20} - P_{12}P_{30})}{(P_{12}^2 - P_{11}P_{22})(P_{13}P_{23} - P_{12}P_{33}) - (P_{13}P_{22} - P_{12}P_{23})(P_{12}P_{13} - P_{11}P_{23})}
\]

\[
\lambda_3' = \frac{(P_{12} - P_{11}P_{22})(P_{13}P_{20} - P_{12}P_{30}) - (P_{13}P_{22} - P_{12}P_{23})(P_{12}P_{10} - P_{11}P_{20})}{(P_{12}^2 - P_{11}P_{22})(P_{13}P_{23} - P_{12}P_{33}) - (P_{13}P_{22} - P_{12}P_{23})(P_{12}P_{13} - P_{11}P_{23})}
\]

where

\[
P_{11} = \sum_{h=1}^{H''} \phi_h \Delta_h \bar{x}_h^2, \quad P_{22} = \sum_{h=1}^{H''} \phi_h \Delta_h \bar{s}_{h\ell}^2, \quad P_{33} = \sum_{h=1}^{H''} \phi_h \Delta_h \hat{\tau}^2_{h\ell \ell (j)}
\]

\[
P_{12} = \sum_{h=1}^{H''} \phi_h \Delta_h \bar{x}_h \bar{s}_{h\ell}, \quad P_{13} = \sum_{h=1}^{H''} \phi_h \Delta_h \bar{x}_h \hat{\tau}_{h\ell \ell (j)}, \quad P_{23} = \sum_{h=1}^{H''} \phi_h \Delta_h \hat{\tau}^2_{h\ell \ell (j)}
\]

\[
P_{10} = \sum_{h=1}^{H''} \phi_h (\bar{x}_h - \bar{x}_h), \quad P_{20} = \sum_{h=1}^{H''} \phi_h (\bar{s}_{h\ell}^2 - \bar{s}_{h\ell}^2), \quad P_{30} = \sum_{h=1}^{H''} \phi_h (\hat{\tau}_{h\ell \ell (j)} - \hat{\tau}_{h\ell \ell (j)})
\]

Putting \(\lambda_1'\) in (2.7) and the resulting equation in (2.1) while setting \(\Delta_h = 1\), gives the proposed estimator for population variance as follows:

\[
G_{stj} = \sum_{h=1}^{H''} \phi_h s_{h\ell}^2 + D_{1h(\alpha)} P_{10} + D_{2h(\alpha)} P_{20} + D_{3h(\alpha)} P_{30}
\]

(2.9)

where

\[
D_{1h(\alpha)} = \frac{T_{12}[T_{14}(T_{25}T_{33} - T_{23}^2) + T_{24}(T_{13}T_{23} - T_{12}T_{23}) + T_{34}(T_{12}T_{23} - T_{13}T_{25})]}{(T_{12}^2 - T_{11}T_{22})(T_{13}T_{23} - T_{12}^2) - (T_{13}T_{22} - T_{12}T_{23})(T_{12}T_{13} - T_{11}T_{23})}
\]

\[
D_{2h(\alpha)} = \frac{T_{12}[T_{14}(T_{13}T_{23} - T_{12}T_{33}) + T_{24}(T_{11}T_{33} - T_{13}^2) + T_{34}(T_{12}T_{13} - T_{11}T_{23})]}{(T_{12}^2 - T_{11}T_{22})(T_{13}T_{23} - T_{12}^2) - (T_{13}T_{22} - T_{12}T_{23})(T_{12}T_{13} - T_{11}T_{23})}
\]

\[
D_{3h(\alpha)} = \frac{T_{12}[T_{14}(T_{13}T_{22} - T_{12}T_{23}) + T_{24}(T_{12}T_{13} - T_{11}T_{23}) + T_{34}(T_{11}T_{22} - T_{12}^2)]}{(T_{12}^2 - T_{11}T_{22})(T_{13}T_{23} - T_{12}^2) - (T_{13}T_{22} - T_{12}T_{23})(T_{12}T_{13} - T_{11}T_{23})}
\]

\[
T_{11} = \sum_{h=1}^{H''} \phi_h \bar{x}_h^2, \quad T_{22} = \sum_{h=1}^{H''} \phi_h \bar{s}_{h\ell}^4, \quad T_{33} = \sum_{h=1}^{H''} \phi_h \hat{\tau}_{h\ell \ell (j)}^2
\]

\[
T_{12} = \sum_{h=1}^{H''} \phi_h \bar{x}_h \bar{s}_{h\ell}, \quad T_{13} = \sum_{h=1}^{H''} \phi_h \bar{x}_h \hat{\tau}_{h\ell \ell (j)}, \quad T_{14} = \sum_{h=1}^{H''} \phi_h \bar{x}_h \bar{s}_{h\ell}^2
\]
\[ T_{23} = \sum_{h=1}^{H''} \phi_h s_{hx}^2 \hat{\tau}_{hx_{(j)}}, \quad T_{24} = \sum_{h=1}^{H''} \phi_h s_{hx}^2 s_{hy}, \quad T_{34} = \sum_{h=1}^{H''} \phi_h \hat{\tau}_{hx_{(j)}^2} s_{hy}. \]

### 3 Simulation study

For simulation study, we use the covid-19 pandemic data concerning the total number of recoveries as study variable \( Y \) and the total number of cases as auxiliary variable \( X \) in 4 continents of the world (as 1: Africa 2: Asia 3: Europe 4: North America) from January 22, 2020, up to August 23, 2020 (Source: https://www.worldometers.info/coronavirus).

Each continent representing a stratum. There are 49 countries in Asia, 57 countries in Africa, 48 countries in Europe and 39 countries in North America. The number of countries representing the size of each stratum. The scatter plot \((X, Y)\) for each continent is provided in Figures 1-4. These figures clearly show that covid-19 pandemic data have the issue of extreme values. Hence, the proposed L-Moments based variance estimators are suitable choices in light of Sec. 2. The design of the sampling is formed by random selection of a large first-phase sample \( n'_h \) from each continent. Note that the size of \( n'_h \) is 60% for each \( h^{th} \) stratum. After the selection of preliminary sample \( n'_h \) from each continent, we select 1000 times for the second-phase sample whose sizes are denoted with \( n_h \). The size of \( n_h \) is 25% for each \( h^{th} \) stratum. The detailed characteristics of the data are provided in Table 1. It is worth noting that the traditional correlation coefficient between \((X, Y)\) is also provided in Table 1 where the strength of the relationship justifies that the total number of cases can be used as an auxiliary variable \( X \) for estimating study variable i.e. total number of recoveries \( Y \). The empirical mean square error and percentage relative efficiency results are calculated from the following formulae

\[
MSE(G_{st(j)}) = \frac{1}{\binom{N}{n}} \sum_{i=1}^{N} (G_{st(j)} - \sigma_y^2)^2
\]
\[
PRE(G_{st(j)}) = \frac{MSE(T_o)}{MSE(G_{st(j)})} \times 100.
\]

From Table 2, it appears that the PRE values associated with the proposed estimators are greater than 100. This means that the proposed estimators \((G_{st(1)}, G_{st(2)})\) actually outperform the traditional estimator \(T_o\). This conclusion is also achieved through Figure 5, as it is clear that the highest values of the MSE are associated with the traditional estimator, and thus its performance is low compared to the proposed estimators when the data includes extreme values.

4 Conclusion

In the current study, we introduced a new way of estimating population variance using L-Moments and calibration approach under double stratified random sampling. A simulation study has been performed using covid-19 pandemic data set as real life application of proposed estimators. Simulation based percentage relative efficiency results are provided in Table 2 and mean square error results are provided graphically in Figure 5. These results clearly show that proposed estimators have high efficiencies with small mean square error as compared to traditional unbiased variance estimator under double stratified sampling scheme. Hence, it is recommended to use proposed estimators in the presence of extreme observations. We would like to mention that some other estimators can also be derived in the forthcoming studies by adding the suitable calibration constraints based on L-Moments characteristics of auxiliary information, such as L-Moments based coefficient of variation or skewness of the auxiliary variable, to the proposed estimators given here, as in the studies of Shahzad et al. [8].
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### Table 1: L-Moments characteristics of Covid-19 data set

| Stratum-I | Stratum-II | Stratum-III | Stratum-IV |
|-----------|------------|-------------|------------|
| $N_1 = 57$ | $N_2 = 49$ | $N_3 = 48$ | $N_4 = 39$ |
| $n_1' = 34$ | $n_2' = 29$ | $n_3' = 29$ | $n_4' = 23$ |
| $n_1 = 9$ | $n_2 = 7$ | $n_3 = 7$ | $n_4 = 6$ |
| $\rho_{x_1y_1} = 0.9985$ | $\rho_{x_2y_2} = 0.9987$ | $\rho_{x_3y_3} = 0.9352$ | $\rho_{x_4y_4} = 0.9995$ |
| $\bar{X}_1 = 20760.74$ | $\bar{X}_2 = 127006.30$ | $\bar{X}_3 = 69487.58$ | $\bar{X}_4 = 176996.7$ |
| $\bar{Y}_1 = 15840.37$ | $\bar{Y}_2 = 99818.78$ | $\bar{Y}_3 = 41214.02$ | $\bar{Y}_4 = 99015.46$ |
| $S_1x_1 = 17345.22$ | $S_2x_2 = 104999.5$ | $S_3x_3 = 55359.53$ | $S_4x_4 = 173204.70$ |
| $S_1y_1 = 13624.12$ | $S_2y_2 = 81958.28$ | $S_3y_3 = 33099.61$ | $S_4y_4 = 96747.00$ |
| $\tau_1x_{(1)} = 0.81740$ | $\tau_1x_{(2)} = 0.75474$ | $\tau_1x_{(3)} = 0.69328$ | $\tau_1x_{(4)} = 0.96329$ |
| $\tau_2x_{(1)} = 0.70339$ | $\tau_2x_{(2)} = 0.60642$ | $\tau_2x_{(3)} = 0.47242$ | $\tau_2x_{(4)} = 0.92148$ |

### Table 2: PREs of estimators

| $T_0$ | $G_{st(1)}$ | $G_{st(2)}$ |
|-------|-------------|-------------|
| 100   | 8471.74     | 8469.912    |
Figure 1: For h=1

Figure 2: For h=3

Figure 3: For h=2

Figure 4: For h=4
Figure 5: MSE of estimators
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