Phenomenological constraints on the transport properties of QCD matter with data-driven model averaging
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Using combined data from the Relativistic Heavy Ion and Large Hadron Colliders, we constrain the shear and bulk viscosities of quark-gluon plasma (QGP) at temperatures of $\sim 150–350$ MeV. We use Bayesian inference to translate experimental and theoretical uncertainties into probabilistic constraints for the viscosities. With Bayesian Model Averaging we account for the irreducible model ambiguities in the transition from a fluid description of the QGP to hadronic transport in the final evolution stage, providing the most reliable phenomenological constraints to date on the QGP viscosities.

**Introduction.** Ultrarelativistic collisions of heavy nuclei provide an experimental avenue to produce quark-gluon plasma (QGP), a short-lived state of deconfined hot and dense nuclear matter [1–7]. The QGP produced in heavy-ion collisions is a strongly-coupled fluid [8] that can be characterized by its macroscopic properties such as its equation of state and transport coefficients. These macroscopic characteristics encode the underlying microscopic interactions, described by quantum chromodynamics (QCD), among the fluid’s constituents.

Understanding the different phases of QCD matter remains an area of topical interest in nuclear physics. The equation of state of deconfined nuclear matter with no net baryon density has been known from first principles for more than a decade, by computing the QCD equilibrium partition function numerically on a space-time lattice [9, 10]. Calculating the transport coefficients of deconfined nuclear plasma, on the other hand, is a continuing challenge: numerical and theoretical uncertainties currently limit the evaluation of the relevant energy-momentum tensor correlators with lattice techniques [11]; moreover the strongly-coupled microscopic dynamics of the plasma in the experimentally accessible temperature range, $\sim 150–350$ MeV, largely preclude access via perturbative approaches [12, 13]. In this work, we use a large set of hadronic measurements from the Relativistic Heavy Ion Collider (RHIC) and the Large Hadron Collider (LHC) to constrain the temperature de-
pendence of two of the QGP transport coefficients: the shear and bulk viscosities. We improve on earlier such studies [14–20] by accounting for known theoretical ambiguities in our quantification of the uncertainties of the inferred viscosities.

The QGP viscosities have measurable effects on the momentum distribution of hadrons produced in heavy-ion collisions [6, 21–23]. A large bulk viscosity isotropically reduces the momenta of the produced hadrons. Shear viscosity, on the other hand, reduces asymmetries in the hadron momentum distributions. Such momentum asymmetries are caused by anisotropic pressure gradients in the QGP, induced by spatial inhomogeneities arising from geometrical and quantum fluctuations at nuclear impact.

The impact of viscosities on the measured hadron distributions is qualitatively well understood. However, their precise effects depend on (among other details) the initial conditions and early (“pre-hydrodynamic”) evolution stage of the collisions, whose quantitative description continues to be challenging [24, 25]. A further complication is that the effect of different transport coefficients often cannot be factorized. Moreover, due to the dynamics of the plasma, different temperature dependencies of the viscosities may conspire to produce similar effects in certain hadronic observables [26, 27].

To meaningfully constrain the QGP viscosities from collider measurements, multiple phases of the collision must therefore be precisely modeled and the resulting model predictions compared with large and diverse sets of experimental data. In this work we emphasize that even parts of the collision modeling that appear unrelated to the QGP viscosities can affect their estimation significantly. In particular, we quantify the uncertainties caused by irreducible modeling ambiguities in the transition from a fluid dynamical description of the QGP phase to a microscopic kinetic evolution of the late hadronic phase. With Bayesian inference [28], and more specifically Bayesian Model Averaging [29], we account — in a statistically rigorous fashion — for both the known experimental and theoretical uncertainties in our probabilistic constraints on the QGP viscosities.

**Modeling heavy-ion collisions.** In a collision between two heavy ions a fraction of their large kinetic energy is converted into a color-deconfined form of excited nuclear matter. The creation and subsequent evolution of this newly created matter span several different successive many-body regimes of QCD, which can be described with a multistage model. We provide a brief summary of this model, referring for more details to a longer companion paper [30]. The energy deposition during the primary impact is described with the TRENTO ansatz [31, 32]; this model accounts for the varying degree of overlap between the colliding nuclei, and for fluctuations in the positions of their nucleons and the amount of energy deposited in each nucleon-nucleon collision. The energy-momentum tensor describing this early, extremely dense stage of the collision is subsequently evolved for a brief period of $O(0.1−1) \text{ fm}/c$ as an ensemble of free-streaming massless particles [33–35]; for sufficiently weakly-coupled systems, it is well established [24, 36–38] that free-streaming approximates well the early pre-hydrodynamic evolution stage. At the end of the free-streaming stage the energy-momentum tensor is matched to $(2+1)$D dissipative hydrodynamics. In this matching process, space-momentum correlations that developed during the free-streaming stage manifest themselves as non-zero initial flow velocity and viscous stress profiles for the subsequent hydrodynamic evolution. The second-order dissipative relativistic fluid dynamic stage [39–42] describes the evolution of the quark-gluon plasma fluid and forms the core of the simulation. Its most important ingredients are a first-principles equation of state from lattice QCD [10, 43, 44] and two parametrized [30] first-order transport coefficients: the specific shear and bulk viscosities. As discussed in the introduction, first-principles information about these viscosities is still limited, and they are here constrained by experimental data. When the fluid has cooled to the pseudo-critical temperature $T_c$, the color-charged QGP constituents recombine into color-neutral hadrons. This color neutralization causes a rapid increase in mean free path, quickly leading to a breakdown of local thermal equilibrium; this requires transitioning [45–47] from a macroscopic fluid dynamical picture to hadronic kinetic transport [48–50].

A key aspect of our description of heavy-ion collisions is its unprecedented flexibility. It models a multitude of dynamical details that are known or expected to be phenomenologically important but are theoretically not yet well constrained. For example, we allow the initialization time of hydrodynamics to vary with the amount of energy deposition in the collision, since larger energy densities result in shorter mean free paths and faster hydrodynamization of the fluid [51]. Combined with the flexibility of the $T_{\text{RENTO}}$ ansatz for the energy deposition followed by free-streaming, this offers a wide range of scenarios for the pre-hydrodynamic collision stage. For the shear and bulk viscosities we employ more general parametrizations than in previous studies [19]. For example, we assume as in Ref. [19] that $\zeta/s(T)$ has a peak in the deconfinement region, but we allow the profile around the peak to be asymmetric in temperature, and we also explore a wider range of values for the width, maximum and position of this peak [30]. We also vary a second-order transport coefficient — the shear relaxation time — to quantify its effects on the viscosity constraints.

Most importantly, we extend the previously used Bayesian inference framework [18, 19] to include the uncertainties resulting from discrete model choices. It is well known [52] that the transition from hydrodynamics to hadronic kinetics for the final evolution stage (called *particlization*) is an ill-defined problem. The
kinetic theory requires initial conditions for the entire hadronic phase-space distribution whereas hydrodynamics provides (in our case) only information about the 10 hydrodynamic moments of the hadronic distribution functions, summed over all hadron species, which make up the energy-momentum tensor $T^\mu{}\nu$. Without additional knowledge about the microscopic dynamics that goes beyond fluid dynamics, this results in an irreducible uncertainty in the hadron phase-space distribution at the fluid-hadron switching surface. We selected three commonly-used models of the hadronic phase-space distributions in terms of the $T^\mu{}\nu$ components (labeled by $\mathcal{M}_i$, $i = 1, 2, 3$): the 14-moment Grad [53–57], relativistic Chapman-Enskog in the relaxation-time approximation (“RTA Chapman-Enskog”) [58, 59], and Pratt-Torrieri-Bernhard [43, 60] models. By quantifying, for the first time, the effect of this discrete model ambiguity on the posterior probability distributions, we obtain more reliable constraints on the QGP viscosities than achieved before.

**Data selection.** We calibrate our model with measurements from the LHC and RHIC. For Pb-Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV we use (i) the average number $dN/dy$ of pions, kaons and protons produced in the collisions, along with their average momentum $\langle p_T \rangle$ [61]; (ii) the total number of charged hadrons $dN_\text{ch}/d\eta$ [62], along the fluctuation $\delta p_T/\langle p_T \rangle$ of the average momentum [63]; (iii) the total transverse energy of hadrons $dE_T/d\eta$ [64]; and (iv) the momentum anisotropies $v_n$ [2], $n = 2, 3, 4$, of charged hadrons in the plane transverse to the collision axis, as measured through two-particle correlations [65]. We further simulate collisions of Au nuclei with $\sqrt{s_{NN}} = 0.2$ TeV and compare them with a smaller subset of RHIC measurements: $dN/dy$ and $\langle p_T \rangle$ of pions and kaons [66], as well as the momentum anisotropies $v_2$ [2] of charged hadrons [67, 68]. We note that proton observables are included only at the LHC.

**Data-driven constraints on the QGP viscosities.** A given set of data with uncertainties can be consistent with a range of temperature dependences of the QGP viscosities. Experimental measurements are effectively probability distributions, which we assume normally distributed around their means [69]. The model calculations have uncertainties, too, due to stochastic elements in the fluctuating initial conditions and in the probabilistic sampling of hadrons during particlization. Accordingly, our model predictions are probability distributions as well, with a mean and a standard deviation.

Let $y_{\text{exp}}$ denote the full set of experimental measurements and $x$ represent all the model parameters, including those governing the temperature dependences of the QGP viscosities. Discrete model choices are labeled with the index $i$; in our case, this index distinguishes between different particlization models $\mathcal{M}_i$. The model and experimental probability distributions are connected by the “likelihood”, the probability of the model $\mathcal{M}_i$ being consistent with the data $y_{\text{exp}}$ at a given value of its parameters $x$:

$$P^{(i)}(y_{\text{exp}}|x) = \exp\left(-\frac{(\Delta y^{(i)})^T \Sigma^{-1}(x) \Delta y^{(i)}}{2}\right) \frac{1}{\sqrt{(2\pi)^n \det(\Sigma(x))}}.$$  \hspace{1cm} (1)

Here $\Delta y^{(i)} + y_{\text{exp}}$ is the discrepancy between the measurements $y_{\text{exp}}$ and their predictions $y^{(i)}$ by model $i$ with the parameters $x$; $n$ is the number of data points (length of $y_{\text{exp}}$); and $\Sigma(x)$ is a covariance matrix encoding both experimental and model uncertainties and their correlations. The experimental contribution to $\Sigma(x)$ should in principle be non-diagonal — we expect many systematic uncertainties to be correlated between data points. As quantitative information on these error correlations is currently limited, the experimental covariance matrix is here assumed to be diagonal.

Constraints on the viscosity are given by the inverse probability $P^{(i)}(x|y_{\text{exp}})$ (called “posterior”) for the parameters $x$ given a set of measurements $y_{\text{exp}}$, which according to Bayes’ theorem is

$$P^{(i)}(x|y_{\text{exp}}) = \frac{P^{(i)}(y_{\text{exp}}|x) P(x)}{P^{(i)}(y_{\text{exp}})}.$$ \hspace{1cm} (2)

The dependence of the posterior on $x$ is controlled by two factors: (i) the likelihood $P^{(i)}(y_{\text{exp}}|x)$ which accounts for the information provided by the measurements $y_{\text{exp}}$ and their uncertainties, and (ii) the prior probability $P(x)$ that we assign to the parameters before taking the current data set into account. The prior $P(x)$ reflects our combined theoretical and experimental prior knowledge about the parameters $x$; for example, it allows theoretical constraints on parameters, such as positivity and causality, to be enforced. The normalization of the posterior is controlled by the “Bayesian model evidence” $P^{(i)}(y_{\text{exp}}) = \int dx P^{(i)}(y_{\text{exp}}|x) P(x)$, which describes the validity of model $i$ given the data $y_{\text{exp}}$; as will be discussed below, it can be used to discriminate between different models.

Equation (2) shows that the parameter constraints encoded in the posterior $P^{(i)}(x|y_{\text{exp}})$ can be improved in two ways: (i) within a given model, theoretical work can provide tighter constraints for its parameters $x$, reflected in a tighter prior distribution $P(x)$ [70], and (ii) new or more precise experimental data can tighten the likelihood $P^{(i)}(y_{\text{exp}}|x)$. The ability to include both theoretical and experimental progress consistently and equitably in the extraction of new knowledge is a key feature of Bayesian inference.

The temperature dependence of the QGP viscosities favored by the RHIC and LHC data are given by evaluating the posterior (2) and marginalizing over all parameters except the viscosities. Fig. 1 shows the 90% credibility ranges (outlined by colored lines) for the marginal-
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substantial contributions to the validity of these additional assumptions. We found [30] that the apparent tighter posterior constraints in Ref. [19] are a consequence of their use of narrow priors, and not constraints from measurements. In this sense, the current results are consistent with those of Ref. [19]: constraints on the viscosities at high temperatures originate primarily from priors, and not from the data. This conclusion can be easily missed without a careful comparison of posteriors and priors. Exploring the sensitivity of conclusions to prior assumptions must therefore be a key component of future studies.

There is insufficient theoretical evidence at the moment to establish which particlization model is a better description of the process in heavy-ion collisions. In absence of such prior theoretical insights, we use experimental measurements to judge the quality of each particlization model. This is done by using the Bayes evidence \( P^{(i)}(y_{\text{exp}}|x) \) from Eq. (2), which corresponds to the average of the likelihood over the parameter space. The Bayes evidence favors good agreement with data (high likelihood) while disfavoring model complexity, as additional model parameters that do not significantly improve agreement with the data dilute the average of the likelihood \([71]\). The ratio of Bayes evidences is approximately 5000:2000:1 for the Grad, Pratt-Torrieri-Bernhard and Chapman-Enskog particlization models respectively, clearly disfavoring the Chapman-Enskog model.

The Bayesian evidence can be used as a data-driven approach to combine the results for the three particlization models into one posterior distribution \([72]\), as defined by Bayesian Model Averaging \([29]\):

\[
P_{\text{BMA}}(x|y_{\text{exp}}) \propto \sum_i P^{(i)}(y_{\text{exp}})P^{(i)}(x|y_{\text{exp}}). \tag{3}
\]

This results in the orange band in Fig. 1. Being strongly disfavored by the Bayesian evidence, the impact of the Chapman-Enskog particlization model on the Bayesian model average (3) is minor.

The level of agreement of each particlization model with a representative subset of measurements is shown in Fig. 2. The bands represent the 90% posterior predictive distributions of observables, obtained by sampling the parameter posterior \( P^{(i)}(x|y_{\text{exp}}) \). All three particlization models show reasonable agreement with the data, giving credence to their respective posterior estimates of the shear and bulk viscosity (and other model parameters) that were inferred from the model-to-data comparison. A closer look at Fig. 2 reveals tension with the Chapman-Enskog particlization model, which struggles at describing the pion and proton multiplicities simultaneously. This tension in the proton-to-pion ratio is the origin of its small Bayes evidence. In Ref. [30] we show...
that ignoring the proton \(dN/dy\) reduces the odds against the Chapman-Enskog particlization model from 5000:1 to 5:1; the key feature behind its failure is the form of its bulk viscous correction to the particle momentum distributions. This highlights the importance of understanding how energy and momentum are distributed across both momentum and species at particlization. We note that our choice of likelihood function, Eq. (1), assumes that probability decreases rapidly away from the mean; this can be unforgiving to tension with the data, resulting in the large ratios of Bayes evidence encountered in this work. Other forms of likelihood should be investigated in the future. Nevertheless, we believe the proton-to-pion ratio is an important observable: the averaged constraints consequently favor particlization models that can describe it well.

To emphasize the constraints provided by the experimental data, we calculate the information gain of our posteriors for the temperature dependence of the viscosities of QCD, relative to the corresponding priors, using the Kullback-Leibler divergence \(D_{KL}\) [73]. We show the result in Fig. 3 alongside the 90% prior and Bayesian model averaged posteriors. While the experimental data are seen to provide significant constraints for \(150 \lesssim T \lesssim 250\) MeV their constraining power rapidly degrades at higher temperatures. In the deconfinement region, the most likely values for \(\eta/s\) are of order 0.1; \(\zeta/s\) also favors values around 0.05–0.1 in that region, although constraints are weaker than for \(\eta/s\). Stronger priors could be used to further constrain the favored viscosity values: for example, negative slopes for the shear viscosity at high temperature could be excluded based on theoretical guidance [19]. We elect not to do so, emphasizing instead the constraining power provided directly by measurements.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig3.png}
\caption{90% credible intervals for the priors (gray) and Bayesian model averaged posteriors for the specific bulk (left) and shear (right) viscosities, along with their corresponding information gain (Kullback-Leibler divergence \(D_{KL}\)).}
\end{figure}

**Summary.** Theoretical insights into the transport properties of quark-gluon plasma are still limited for temperatures \(\sim 150–350\) MeV. The phenomenological constraints obtained in this work from heavy-ion measurements complement the current theoretical knowledge, supplementing a range of calculations of the shear and bulk viscosities of the quark-gluon plasma at lower [74–76], intermediate [11, 77, 78] and higher [12, 79] temperatures.

In this work, we obtained new state-of-the-art estimates for the QGP shear and bulk viscosities with more robust estimates for the uncertainties of these key transport coefficients. We introduced Model Averaging into Bayesian inference to include both experimental and known theoretical uncertainties in the uncertainty budget for the model parameters inferred from RHIC and LHC data. By allowing for a systematic inclusion of (i) additional measurements, (ii) model uncertainties, (iii) error correlations, and (iv) more rigorous and objective specification of model priors, the methods pioneered in this analysis for heavy-ion physics provide a clear path forward for rigorous estimations of the transport properties of the quark-gluon plasma.
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