We study the loop $O(n)$ model on the honeycomb lattice. By means of local non-planar deformations of the lattice, we construct a discrete stress-energy tensor. For $n \in [0, 2]$, it gives a new observable satisfying a part of Cauchy-Riemann equations. We conjecture that it is approximately discrete-holomorphic and converges to the stress-energy tensor in the continuum, which is known to be a holomorphic function with the Schwarzian conformal covariance. In support of this conjecture, we prove it for the case of $n = 1$ which corresponds to the Ising model. Moreover, in this case, we show that the correlations of the discrete stress-energy tensor with primary fields converge to their continuous counterparts, which satisfy the OPEs given by the CFT with central charge $c = 1/2$.

Proving the conjecture for other values of $n$ remains a challenge. In particular, this would open a road to establishing the convergence of the interface to the corresponding SLE$_\kappa$ in the scaling limit.
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1. Introduction

Ising model was introduced by Lenz in 1921 to describe the phenomenon of ferromagnetism [Len20]. It is arguably the most studied model of statistical mechanics, see [FV17, Chapter 3] for a brief introduction. The interest in the Ising model is due to its relatively simple definition allowing to a very rich behaviour. In any dimension $d \geq 2$, the model undergoes an order/disorder phase transition, due to a classical argument of Peierls [Pei36]. We focus on the planar case $d = 2$, where the Conformal Field Theory (CFT) was introduced in the seminal works by Belavin, Polyakov, Zamolodchikov [BPZ84a, BPZ84b]. Based on the ideas of the Renormalization Group Theory asserting scale invariance, the CFT puts a bridge between two-dimensional minimal models of statistical mechanics and a family of Virasoro algebras (e.g., see [DFMS97] or [Mus10]). The latter are Li algebras satisfying certain relations. These Virasoro algebras are expected to describe the whole hierarchy of limits of discrete correlation functions as the mesh-size of the lattice tends to zero. The CFT corresponding to the critical Ising model has the central charge $c = 1/2$.

Before 2000s, this passage was usually considered in the infinite-volume (or half-infinite-volume) setup. During the two last decades new techniques appeared, which led to a number of rigorous convergence results (confirming the existing CFT predictions) for various correlators in the critical Ising model considered on discrete approximations to a general planar domain. The first results of this kind were obtained by the third author in [Smi06, Smi10a] for holomorphic observables in the so-called FK-Ising model (also known as the random cluster model with $q = 2$). In a similar manner, one can view these observables as solutions to some well-posed discrete Riemann-type boundary value problems (see Remark 2.13). This opens a way for the treatment of their limits as the mesh-size tends to zero in general planar domains. Further developments of the techniques proposed in [Smi06, Smi10a] include the convergence results for the basic fermionic observables [CS11], energy density correlations [HS11, Hon10], spin correlations [CI13, CHI15] and mixed correlations [CHI21]; the latter two works rely on the convergence of discrete spinor observables, see Section 3.4 below for their definition.

Still, it remains a challenge to find a direct connection between the hierarchy of fields provided by the CFT and discrete correlation functions in the Ising model. The stress-energy tensor is an operator of an infinitesimal change of the metric. It plays a crucial role in the hierarchy of fields in the CFT as it allows relate different fields to each other. The goal of this work is to provide a geometric construction of a discrete stress-energy tensor on the hexagonal lattice that is partially discrete holomorphic and converges to the continuous counterpart that has Schwarzian conformal covariance. We also show that the correlations of the discrete stress-energy tensor and other fields satisfy the Operator Product Expansions (OPEs) predicted by the CFT.

Our construction of the stress-energy tensor extends to the critical loop $O(n)$ model on the hexagonal lattice. This is the model on collections of non-intersecting cycles introduced
in 1981 by Domani et al [DMNS81]. The model has two real parameters \( n, x > 0 \) and has a rich conjectured phase diagram. In particular, Nienhuis [Nie82] non-rigorously derived that a phase transition in terms of loop lengths occurs when \( n \leq 2 \) at \( x_c(n) = 1/\sqrt{2 + \sqrt{2 - n}} \); there should be macroscopic when \( x \geq x_c(n) \) (with the Russo–Seymour–Welsh estimates) and exhibit exponential tails when \( x < x_c(n) \). This has been established rigorously only at \( n = 1 \) (Ising model) [ABF87, Tas16]. There is also a way to extend the model to \( n = 0 \); this corresponds to the self-avoiding walk and the critical point (inverse connective constant) was confirmed to be \( 1/\sqrt{2 + \sqrt{2}} \) [DS12]. The macroscopic behaviour has been recently established at \( x_c(n) \) when \( n \in [1, 2] \) [DGPS21], at \( n = 2 \) when \( x \in [x_c(2), 1] \) [GM21, GL23] and in the vicinity of \( n = x = 1 \) (critical site percolation on the triangular lattice) [CGHP20]. When \( n > 2 \), the loops are expected to exhibit exponential decay at all values of \( x > 0 \). The work [DPSS17] has proved this when \( n \) is large enough and established a different type of a transition: from a dilute (when \( nx^6 \) is small) to a dense regime (when \( nx^6 \) is large). At integer values of \( n \), there are heuristic connections to the spin \( O(n) \) model. The latter extends the Ising model \( (n = 1) \) to spin systems with values on the \( n \)-dimensional sphere: \( n = 2 \) is the XY model with the seminal Berezinskii–Kosterlitz–Thouless transition [Ber71, KT72] established by Fröhlich and Spencer [FS81] (see also [EL23] for an elementary argument that also proves sharpness, it relies on [Lam21]); \( n = 3 \) is the Heisenberg model, for which the Polyakov’s conjecture asserts exponential decay at all temperatures [Pol75]. We refer to [PS19] for a survey on the loop \( O(n) \) and the spin \( O(n) \) models.

Nienhuis [Nie84] non-rigorously related the loop \( O(n) \) model to the Coulomb gas, see [Mus10] for more details on the subject. This allowed him to derive the exact values of the universal critical exponents. Expressing the central charge corresponding to the loop \( O(n) \) model as a function of \( n \), one obtains

\[
c = (6 - \kappa)(3\kappa - 8)/2\kappa, \quad \text{where} \quad \kappa = \begin{cases} \frac{2\pi - \arccos(-n/2)}{4\pi} & \text{if } x = x_c(n), \\ \frac{\arccos(-n/2)}{4\pi} & \text{if } x > x_c(n). \end{cases}
\]

In particular, this description would mean that the scaling limit of the model is described by the Conformal Loop Ensemble (CLE) of parameter \( \kappa \) (see eg. [KN04, Section 5.6]).

The same conjecture can be obtained by considering the parafermionic observables introduced by the third author in the case of the random cluster model in [Smi06, Smi10a]:

\[
F_{\Omega}(b, z; \sigma) = \sum_{\gamma: b \rightarrow z} n^{#\text{loops}(\gamma)} x^{#\text{edges}(\gamma)} e^{-i\sigma \text{wind}(\gamma)},
\]

where the sum is taken over all non-intersecting collections of loops and a path linking two fixed bound points \( b \) and \( z \) on a given domain \( \Omega \) on the hexagonal lattice, \( \text{wind}(\gamma) \) denotes the full rotation of this path as one goes from \( b \) to \( z \) and \( \sigma \) is determined by \( n \) and \( x \):

\[
\sigma = 1 - \frac{1}{4\pi} \frac{\arccos(-n/2)}{\sqrt{2 + \sqrt{2 - n}}} \quad \text{if } x = \frac{1}{\sqrt{2 + \sqrt{2 - n}}} = x_c(n), \\
\sigma = 1 - \frac{1}{4\pi} (2\pi - \arccos(-n/2)) \quad \text{if } x = \frac{1}{\sqrt{2 - \sqrt{2 - n}}} = \bar{x}_c(n).
\]

This observable satisfies a part of the discrete Cauchy-Riemann equations and its complex phase at each boundary point can be determined. This led the third author [Smi06] to conjecture that the parafermionic observable, when properly normalised, converges to the unique holomorphic solution of the corresponding boundary value problem in the continuous domain:

\[
\delta^{-\sigma} \cdot F_{\Omega}(b, z)/Z_{\Omega}^{bh} \rightarrow C \cdot (\varphi'/\varphi)^\sigma,
\]

where \( C \) is a lattice dependent constant and \( \varphi \) is a conformal map from \( \Omega \) onto the upper half-plane. Note that the lefthand side in (1.3) is a martingale with respect to the growing
interface and \((\varphi'/\varphi)^{\kappa}\) is a martingale with respect to SLE\(_{\kappa}\) for \(\kappa = 3/(\sigma + 1/2)\) (one needs to consider slit domains, see [Smi06]). Replacing \(\sigma\) by its expression in terms of \(n\), one gets the same value of \(\kappa\) as the one derived via the Coulomb gas formalism.

The conjecture (1.3) was proven for the critical Ising model \((n = 1, x = 1/\sqrt{3})\). The work in this direction was originated by the third author [Smi10a] who proved the same statement for the FK Ising model. A series of papers [CS11, CS12, DHN11, KS17] by a group of authors led to [CDH+14] establishing convergence of the interface to the SLE\(_3\). Conformal invariance was also proven for the critical site percolation on the triangular lattice \((n = x = 1)\) by establishing convergence of a similar discrete observable [Smi01, CN06] (see also [KS21]). While conformal invariance and convergence of the parafermionic observable remain open for \(n \neq 1\), the observable has proven to be useful in the study of the phase diagram [DS12, DGPS21]. This motivates the interest in other combinatorial observables satisfying local relations and having (conjectural) conformally covariant limits, especially in the case of the self-avoiding walks where the conformal invariance remains a big challenge for the probabilistic community.

In this work, we introduce a novel observable for the loop \(O(n)\) model that satisfies a part of Cauchy–Riemann equations and that we expect to behave as a discrete stress-energy tensor; we prove this rigorously for \(n = 1, x = 1/\sqrt{3}\) that corresponds to the critical Ising model on the triangular lattice. A discrete analogue of the deformation of a metric is a modification of the underlying graph and of the coupling constants. In the loop \(O(n)\) model, Nienhuis discovered [Nie90] a family of integrable weights satisfying the Yang-Baxter equation that extends the model to general rhombic tilings in an integrable way. This allows to define a discrete stress-energy tensor as an operator describing a particular local infinitesimal deformation of the tiling (see Section 2 for the details). In a particular case of the Ising model, the resulting object can be written as a polynomial of several spins. Compared to an independent concurrent work of Hongler, Kytölä and Viklund [HKV22], we construct the discrete stress-energy tensor as an explicit local field.

### 1.1. Loop \(O(n)\) model: observables and relations.
Consider the hexagonal lattice of mesh-size \(\delta\) whose faces are centred at \(\{\delta(k \cdot e^{\pi i/6} + \ell \cdot e^{5\pi i/6}) : k, \ell \in \mathbb{Z}\}\); we denote the lattice by Hex\(_{\delta}\) and identify its faces with their centres. For a simply-connected domain \(\Omega\), we denote its boundary by \(\partial \Omega\). Among all cycles on Hex\(_{\delta}\) contained in \(\Omega\) consider the one that surrounds the largest area (i.e. number of faces). We call the subgraph of Hex\(_{\delta}\) consisting of vertices and edges surrounded by this cycle (or contained in it) a \(\delta\)-approximation of \(\Omega\) and denote it by \(\Omega_{\delta}\); see Fig. 1. Denote the sets of vertices, edges and faces in \(\Omega_{\delta}\) by \(V_{\delta}(\Omega)\), \(E_{\delta}(\Omega)\) and \(F_{\delta}(\Omega)\) respectively. Denote the set of edges and vertices on boundary cycle of \(\Omega_{\delta}\) by \(\partial E_{\delta}(\Omega)\) and \(\partial V_{\delta}(\Omega)\) respectively. For brevity we often omit \(\delta\) in the notation.

Let \(b, b' \in \partial V(\Omega)\) be two such vertices that have degree three in \(\Omega\). Define two sets of configurations:

- \(\text{Conf}_{\Omega}^{\text{loop}}(\emptyset)\) is the set of all spanning subgraphs of \(\Omega \setminus \partial E(\Omega)\), in which each vertex has an even degree \((0\) or \(2\)).
- \(\text{Conf}_{\Omega}^{\text{loop}}(b, b')\) is the set of all spanning subgraphs of \(\Omega \setminus \partial E(\Omega)\), in which \(b\) and \(b'\) have degree \(1\) and all other vertices have even degree.

Take \(b \in \{\emptyset, \{b, b'\}\}\). The loop \(O(n)\) model under \(b\) boundary conditions is a probability measure on \(\text{Conf}_{\Omega}^{\text{loop}}(\emptyset)\) defined by

\[
\text{Loop}_{\Omega, n, x}^b(\omega) = \frac{1}{Z(\Omega, n, x)} n^{\#\text{loops}(\omega)} x^{\#\text{edges}(\omega)},
\]

where \(\#\text{loops}(\omega)\) and \(\#\text{edges}(\omega)\) count the number of loops and edges in \(\omega\) respectively and \(Z^b(\Omega, n, x)\) is the unique normalising constant (called partition function) that renders \(\text{Loop}_{\Omega, n, x}^b\) a probability measure.
We restrict to the case \( n \in [0, 2] \) and suggest a new combinatorial observable at \( x \in \{ x_c(n), \tilde{x}_c(n) \} \). It is obtained by evaluating the partition function after a local deformation of the lattice along the integrable line. To the best of our knowledge there is no known integrable way to define the loop \( O(n) \) model on a deformed hexagonal lattice by adding non-homogeneous weights on the edges. On the other hand, one can switch to the dual lattice and view the loop \( O(n) \) model as a model on the plane tiled with equilateral triangles. Gluing a pair of adjacent triangles, we get a model on the plane tiled with equilateral triangles and a rhombus with angle \( \pi/3 \): each non-empty triangle contains exactly one arc of a loop and has weight \( x \); the rhombus is either empty or contains one or two arcs and its weight is a function of the total length of the arcs (see Fig. 2). Allowing for one more local configuration, Nienhuis discovered \[\text{Nie90}\] a family of integrable weights of rhombuses satisfying the Yang-Baxter equation, the weights \((u_1, u_2, v, w_1, w_2)\) being parametrized by the angle \( \theta \) of a rhombus:

\[
\begin{align*}
  u_1 &= \frac{1}{t} \cdot \sin[(\pi - \theta)(\sigma - 1)] \cdot \sin\left[\frac{2\pi}{3} (\sigma - 1)\right], \\
  u_2 &= \frac{1}{t} \cdot \sin[\theta(\sigma - 1)] \cdot \sin\left[\frac{2\pi}{3} (\sigma - 1)\right], \\
  v &= \frac{1}{t} \cdot \sin[\theta(\sigma - 1)] \cdot \sin[(\pi - \theta)(\sigma - 1)], \\
  w_1 &= \frac{1}{t} \cdot \sin[(\frac{2\pi}{3} - \theta)(\sigma - 1)] \cdot \sin[(\pi - \theta)(\sigma - 1)], \\
  w_2 &= \frac{1}{t} \cdot \sin[(\theta - \frac{\pi}{3})(\sigma - 1)] \cdot \sin[\theta(\sigma - 1)], \\
  t &= \frac{\sin[\frac{2\pi}{3} (\sigma - 1)]}{\sin\left[\frac{\pi}{3} (\sigma - 1)\right]} + \sin[(\theta - \frac{\pi}{3})(\sigma - 1)] \cdot \sin[(\frac{2\pi}{3} - \theta)(\sigma - 1)].
\end{align*}
\]

It was pointed out by Ikhlef and Cardy \[\text{IC09}\] that for these weights the parafermionic observable still satisfies (as it does on the hexagonal lattice) a part of the Cauchy-Riemann equations; see \[\text{AB14}\] for a connection between the two approaches. This brings us to a

\[\text{1The works [Nie90] and [IC09] contain minor typos in the weights, see [Gla15] for the correction.}\]
Definition 1.1. Take any \( n \in [0,2] \) and \( x \in \{x_c(n), \tilde{x}_c(n)\} \). Let \( e = uv \) be a non-boundary edge of \( \Omega \). Denote the edges incident to \( u \) and \( v \) by \( uw_1, uw_2, vw_3, vw_4 \) in the counterclockwise order. Define

\[
T^b_{\text{edge}}(e) = c_{\text{edge}} + E_{\Omega, n, x}[\ell^e(\omega)],
\]

where

\[
\ell^e(\omega) = \begin{cases} 
\frac{u'_1(\frac{\pi}{3})}{u_1(\frac{\pi}{3})}, & \text{if } \deg_{\gamma}(u) \neq \deg_{\gamma}(v), \\
\frac{u'_2(\frac{\pi}{3})}{u_2(\frac{\pi}{3})}, & \text{if } uw_1, uv, uw_4 \in \gamma \text{ or } uv_2, uv, vw_3 \in \gamma, \\
\frac{v'(\frac{\pi}{3})}{v(\frac{\pi}{3})}, & \text{if } uw_1, uv, vw_3 \in \gamma \text{ or } uv_2, uv, vw_4 \in \gamma, \\
\frac{(w'_1(\frac{\pi}{3}) + w'_2(\frac{\pi}{3}))}{w_1(\frac{\pi}{3})}, & \text{if } uw_1, uw_2, vw_3, vw_4 \in \gamma \text{ and } u \xrightarrow{\gamma} v, \\
\frac{(w'_1(\frac{\pi}{3}) + w'_2(\frac{\pi}{3}))n^{-1}}{w_1(\frac{\pi}{3})}, & \text{if } uw_1, uw_2, vw_3, vw_4 \in \gamma \text{ and } u \xrightarrow{\gamma} v,
\end{cases}
\]

and \( c_{\text{edge}} = c_{\text{edge}}(n, x) \) is the constant that ensures that \( T^b_{\text{edge}} \to 0 \) when \( \Omega \to \text{Hex} \).

Remark 1.2. Though \( c_{\text{edge}} \) should not depend on the sequence of domains \( (\Omega_k)_{k \geq 1} \), this has not been shown in the full generality so far. This will follow once all thermodynamic limits are shown to be the same. This is known only in the region \( n \geq 1, x \leq 1/\sqrt{n} \) [GM23] that covers a part \( n \in [1,2], x = x_c(n) \) of the critical curve (here also the Russo–Seymour–Welsh estimates have been established [DGPS21]). In the current work, we compute \( c_{\text{edge}} \) exactly for the critical Ising model \( (n = 1, x = 1/\sqrt{3}) \).

Remark 1.3. In our definition of the loop \( O(n) \) model on a deformed lattice we keep the loop-weight equal to \( n \) and change only the edge-weight \( x \). Note that this is consistent with standard considerations of the loop \( O(n) \) model on the cylinder, e.g., see [Car13, Car96]. It is probably necessary to deform the loop-weight to understand better the relation with the Coulomb gas following the idea of Nienhuis [Nie82] of describing the full weight of
a configuration as product of local weights. In this case the derivative of the partition function will get an additional term corresponding to varying the loop-weight. We do not pursue this direction here.

The real-valued observable $T_{\text{edge}}$ describes the respond to (the partition function of) the loop $O(n)$ model in a given discrete domain to an infinitesimal change of the discrete complex structure. We construct a complex-valued observables $T^b$ which projections are given by $T^b_{\text{edge}}$. In field theories the corresponding operator is called the stress-energy tensor. Hence, we refer to the observables $T_{\text{edge}}^b$ as a discrete stress-energy tensor. Although one could add any null-field without affecting the OPEs in the limit stated below, the definition given above has two benefits: clear geometrical interpretation and local relations stated in the following proposition. These relations can be viewed as a part of s-holomorphicity (or propagation) equations that imply the Cauchy-Riemann relations, see Section 2.4.

**Proposition 1.4.** Let $a, b, c, d, e, f$ be the edges of a hexagon of $\Omega$ (listed in the counterclockwise order). Then the following holds:

$$T_{\text{edge}}^b(d) - T_{\text{edge}}^b(a) = T_{\text{edge}}^b(b) - T_{\text{edge}}^b(e) = T_{\text{edge}}^b(f) - T_{\text{edge}}^b(c).$$  \hspace{1cm} (1.10)

According to the conformal field theory, the stress-energy tensor has the Schwarzian conformal covariance:

$$\langle T(w)O_1(\varphi(z_1)) \ldots O_k(\varphi(z_k))\rangle = \left[\frac{f'}{\varphi(w)}\right]^2 \prod_{j=1}^{k} |\varphi'(z_j)|^\Delta_j,$$

where $[S\varphi](w) := \frac{\varphi''(w)}{\varphi'(w)} - \frac{3}{2} \left[\frac{\varphi''(w)}{\varphi'(w)}\right]^2$ is the Schwarzian derivative of a conformal mapping $\varphi : \Omega \rightarrow \Omega'$, and $O_j(z_j)$ stands for a real-valued primary field at $z_j \in \Omega \setminus \{w\}$ with a scaling exponent $\Delta_j$, and $c$ is the central charge of the theory.

As we already mentioned above, the loop $O(n)$ model is conjectured to have a conformally invariant scaling limit which can be described by the CFT with a central charge given by eq. (1.1). Hence, we conjecture that $T^{b,b'}$, when properly normalized, converges to the unique martingale of SLE$_{\kappa}$ which has the Schwarzian conformal covariance.

**Conjecture T.** There exists a lattice dependent constant $C$ such that for $\sigma = 3/\kappa - 1/2$

$$\delta^{-2}T \xrightarrow{\delta \to 0} C \cdot \frac{c}{12} [S\varphi](w),$$

$$\delta^{-2}T^{b,b'} \xrightarrow{\delta \to 0} C \cdot \left[\sigma \left[\frac{\varphi'(w)}{\varphi(w)}\right]^2 + \frac{c}{12} [S\varphi](w)\right].$$

It is easy to see that $T_{\text{edge}}^{b,b'}$ is a martingale with respect to the growing interface from $b$ to $b'$. Hence, the proof of the above conjecture would imply convergence of the interface to the SLE$_{\kappa}$. This is similar to the approach of the parafermionic observables proposed in [Smi06]. As a strong support for this conjecture, we prove it for $n = 1$ (Ising model).

We note that on the boundary the conjecture for $n = 0$ agrees with the restriction property of the SLE$_{8/3}$. Indeed, in this case one has $c = 0$ and Conjecture T means that $T^{b,b'}$, after a proper rescaling, converges to $\frac{2}{3} |\varphi'/'/\varphi|^2 \cdot \delta^2$. On the boundary the latter is the probability to intersect the $\delta$-neighbourhood of a boundary point. Indeed, only paths touching a boundary edge contribute to the value of $T^{b,b'}$ at it.
Finally, we define the discrete stress-energy tensor $T$. The projections $\beta > \beta$ see [Wan50, ABF87]: the correlations decay exponentially in the distance when $b, b' \in \partial F_\delta(\Omega)$ incident to a vertex in $V_\delta(\Omega) \setminus \partial V_\delta(\Omega)$. As above, we often omit $\delta$ in the notation for brevity.

We identify each vertex in $\partial V(\Omega)$ that has degree three in $\Omega$ with the unique edge in $E_\delta(\Omega) \setminus \partial E_\delta(\Omega)$ incident to it. Let $b, b' \in E_\delta(\Omega) \setminus \partial E_\delta(\Omega)$. Define two sets of configurations:

- $\text{Conf}^\text{spin}_\Omega(b)$ is the set of all possible ways to assign $\pm 1$ to the faces in $F_\delta(\Omega)$ that assign $+1$ to all faces in $\partial F_\delta(\Omega)$.
- $\text{Conf}^\text{spin}_\Omega(b, b')$ is the set of all possible ways to assign $\pm 1$ to the faces in $F_\delta(\Omega)$ such that all faces in $\partial F_\delta(\Omega)$ between $b$ and $b'$ in the counter-clockwise order get $+1$, and all faces between $b'$ and $b$ get $-1$ (see Fig. 1).

The Ising model on the faces of $\Omega_\delta$ at an inverse temperature $\beta > 0$ and under boundary conditions $b \in \{\emptyset, \{b, b'\}\}$ is supported on $\text{Conf}^\text{spin}_\Omega(b)$ and is defined by

$$ T_{\Omega_\delta, \beta}(\sigma) = \frac{1}{Z_{\Omega_\delta, \beta}^b} \cdot \exp[\beta \sum_{u \sim v} \sigma(u)\sigma(v)], \tag{1.11} $$

where the sum is taken over all pairs of adjacent faces $u, v \in F_\delta(\Omega)$ and $Z_{\Omega_\delta, \beta}^b$ is the partition function.

We choose to define the Ising model on the faces of the dual lattice instead of vertices of the triangular lattice, since this is more convenient for a geometric construction discussed in Section 2. The value $\beta_c = \log \sqrt{3}/2$ is known to be critical for this Ising model, see [Wan50, ABF87]: the correlations decay exponentially in the distance when $\beta < \beta_c$ and remain uniformly positive when $\beta > \beta_c$.

We consider the six possible orientations of edges of the dual lattice:

$\varphi := \{1, 0, \varrho^2, \varrho^3, \varrho^4, \varrho^5\}$, where $\varrho := e^{\pi i/3}$.

**Definition 1.5.** Fix a simply-connected domain $\Omega$ and a mesh-size $\delta > 0$. Let a face $w \in F_\delta(\Omega)$ be such that the six neighbours of $w$ are also in $F_\delta(\Omega)$. We index these faces by $\rho \in \varphi$: define $w_\rho := w - \delta i \rho$; see Fig. 5. Now fix some $\rho \in \varphi$ and define

$$ T^{[\rho]}(w) := c_T - \frac{1}{12\sqrt{3}} \left(1 + \sigma_0\sigma_{\varrho} + (1 + \sigma_0\sigma_{\varrho}) \left(2 - \sigma_0\sigma_{\varrho^2} - (2 - \sigma_0\sigma_{\varrho^2})\right)\right), $$

$$ R^{[\rho]}(w) := c_R - \frac{12}{\sqrt{3}} \left(1 - \sigma_0\sigma_{\varrho} + (1 - \sigma_0\sigma_{\varrho}) \left(2 - \sigma_0\sigma_{\varrho^2} + (2 - \sigma_0\sigma_{\varrho^2})\right)\right), $$

where $\sigma_0, \sigma_\varrho, \sigma_{\varrho^2}, \sigma_{\varrho^3}, \sigma_{\varrho^4}, \sigma_{\varrho^5}$ are the spins at $w, w_\varrho, w_{\varrho^2}, w_{\varrho^3}, w_{\varrho^4}, w_{\varrho^5}$ respectively and the constants $c_T$ and $c_R$ are given by

$$ c_T := \frac{1}{2\pi} - \frac{1}{\sqrt{3}}, \quad c_R := \frac{7}{3\sqrt{3}} - \frac{4}{\pi}. \tag{1.12} $$

The projections $T^{[\rho]}$ of the discrete stress-energy tensor are defined by

$$ T^{[\rho]}(w) := T^{[\rho]}(w) + T^{[-\rho]}(w) + R^{[\rho]}(w) $$

Finally, we define the discrete stress-energy tensor $T$:

$$ T(w) := -\frac{3}{2} \cdot \sum_{\rho = 1, \varrho^2, \varrho^3} \varrho^2 T^{[\rho]}(w). $$

**Remark 1.6.** 1) Note that $R^{[\rho]}(w) = R^{[-\rho]}(w)$, whence $T^{[\rho]}(w) = T^{[-\rho]}(w)$.

2) We prefer to separate the terms $T^{[\rho]}(w)$ and $R^{[\rho]}(w)$ for the following reason: their expectations have a higher order of decay than $\delta^2$ and hence disappear in the scaling limits considered in Theorem 1. Moreover, it has the same effect in Theorems 2 and 3: the terms
containing $R^{\rho}(w)$ have higher orders of decay comparing to those containing $T^{[\rho]}(w) + T^{[-\rho]}(w)$ and hence do not contribute to the limits, see Proposition 3.2 and Section 5 for more details.

We now formulate the first of our convergence results.

**Theorem 1.** Let $\Omega \subset \mathbb{C}$ be a bounded simply connected domain, $w \in \Omega$ and $b, b' \in \partial \Omega$. For a mesh-size $\delta > 0$, consider $w_\delta \in \mathcal{F}(\Omega_\delta)$ that contains $w$ and $b_\delta, b'_\delta \in \partial \mathcal{E}_\delta(\Omega) \setminus \partial \mathcal{E}_\delta(\Omega)$ that are $3\delta$-close to $b, b'$. Assume that $b, b'$ are on straight parts of $\partial \Omega$ that are orthogonal to the edges $b_\delta, b'_\delta$ respectively. Then, for any $\rho \in \{1, e^{ \pm \pi i/4}, e^{ \pm 3\pi i/4} \}$, one has, as $\delta \to 0$,

\[
\delta^{-2} \mathbb{E}^\pm_{\Omega_\delta} [T^{[\rho]}(w_\delta)] \Rightarrow \frac{3}{\pi} \text{Re}(i\rho)^2 \langle T(w) \rangle^+_\Omega, \\
\delta^{-2} \mathbb{E}^{b_\delta,b'_\delta}_{\Omega_\delta} [T^{[\rho]}(w_\delta)] \Rightarrow \frac{3}{\pi} \text{Re}(i\rho)^2 \langle T(w) \rangle^{b, b'}_{\Omega}.
\]

where the expectation is according to $\mathbb{P}^\phi_{\Omega_\delta, \delta}$ and $\mathbb{P}^{b_\delta, b'_\delta}_{\Omega_\delta, \delta}$ respectively and the convergence is uniform on compact subsets of $\Omega$. This readily implies

\[
\delta^{-2} \mathbb{E}^+_{\Omega_\delta} [T(w_\delta)] \Rightarrow \frac{3}{\pi} \langle T(w) \rangle^+_{\Omega} \quad \text{and} \quad \delta^{-2} \mathbb{E}^{b_\delta, b'_\delta}_{\Omega_\delta} [T(w_\delta)] \Rightarrow \frac{3}{\pi} \langle T(w) \rangle^{b, b'}_{\Omega}.
\]

**Remark 1.7.** The assumption about the orthogonality of the half-edges $b_\delta$ and $b'_\delta$ to the straight parts of the boundary $\partial \Omega$ can be relaxed using the results from [CS11]. Moreover, the techniques developed in [HK13] allow to relax these technical assumptions even further and prove a similar statement in the case of rough boundaries.

**Remark 1.8.** To prove Theorem 1, we express $T^{[\rho]}$ via the values of discrete fermionic observables defined by (2.23), see Section 3.1 for more details. More generally, for boundary conditions $b$ with $|b| = 2m$ one can exploit the fermionic nature of these observables and show that $T^{\phi}_{m}(m)$ admits an expression as a Pfaffian of some $2(m+1) \times 2(m+1)$ matrix with entries given by the values of the fermionic observables; see Section 3.3, where the case of Dobrushin boundary conditions $b = \{b, b'\}$ is treated. Therefore, one can use existing discrete complex analysis techniques to derive Theorem 1 from the convergence results for the fermionic observables. In continuum, the fact that the stress-energy tensor $T = -\frac{1}{2} \psi \partial \psi$: can be expressed via fermions is a particular feature of the corresponding CFT, and there is no surprise that the similar discrete quantities converge to their putative limits as $\delta \to 0$.

The techniques discussed in Remark 1.8 allow one to generalize these convergence results to all the multi-point correlation functions $\mathbb{E}^{b_\delta}_{\Omega_\delta} [T(w_\delta)T(w'_\delta)T(w''_\delta) \ldots]$. For shortness, we do not address such a general question in this paper and restrict ourselves to the convergence of two-point expectations with ‘+’ boundary conditions. Together with the proof of Theorem 1, this already contains all necessary ingredients to treat the general situation.

**Theorem 2.** Let $\Omega \subset \mathbb{C}$ be a bounded simply connected domain and $w, w'$ be two distinct points of $\Omega$. For a mesh-size $\delta > 0$, let $w_\delta$ and $w'_\delta$ be the faces of $\Omega_\delta$ that contain $w$ and $w'$, respectively. Then, as $\delta \to 0$, one has

\[
\delta^{-4} \mathbb{E}^+_{\Omega_\delta} [T(w_\delta)T(w'_\delta)] \Rightarrow \frac{9}{\pi^4} \langle T(w)T(w') \rangle^+_{\Omega},
\]

where $\langle T(w)T(w') \rangle^+_{\Omega}$ are holomorphic functions of $w, w' \in \Omega$ defined in Section 4.2. The convergence is uniform provided $w$ and $w'$ are separated from each other and from $\partial \Omega$.

Another natural question to ask is the convergence of mixed correlations of $T(w_\delta)$ and other local fields. The two most important examples are the spin $\sigma(w_\delta)$ and the energy density

\[
\varepsilon(a_\delta) := \sigma(a_\delta^+)\sigma(a_\delta^-) - \frac{2}{3},
\]
where $a_δ$ is an edge of $Ω_δ$ and $a_δ^+$ and $a_δ^-$ denote the two faces adjacent to an edge $a_δ$ of $Ω_δ$. Note that the constant $\frac{2}{3}$ in the last definition is lattice dependent and corresponds to the infinite-volume limit of the Ising model (e.g., it should be replaced by $\sqrt{2}/2$ when working on the square lattice, see [HS13]).

**Theorem 3.** Let $Ω ⊂ C$ be a bounded simply connected domain, $w ∈ Ω$ and $u, a ∈ Ω \setminus \{w\}$. For a mesh-size $δ > 0$, let $w_δ, u_δ$ be the faces of $Ω_δ$ that contain $w$ and $u$, respectively, while $a_δ$ denotes the closest to the point $a$ edge of $Ω_δ$. Then, as $δ → 0$, one has

$$
δ^{-2}E_{Ω_δ}[T(w_δ)ε(a_δ)] = \frac{3}{π} \cdot \langle T(w)ε(a) \rangle_Ω^+,
$$

$$
δ^{-2}E_{Ω_δ}[T(w_δ)σ(u_δ)] = \frac{3}{π} \cdot \langle T(w)σ(u) \rangle_Ω^+,
$$

where the functions $\langle T(w)ε(a) \rangle_Ω^+, \langle ε(a) \rangle_Ω^+$ and $\langle T(w)σ(u) \rangle_Ω^+, \langle σ(u) \rangle_Ω^+$ are defined in Sections 4.2 and 4.3. The convergence is uniform provided $a, u$ and $w$ are separated from each other and from $∂Ω$.

**Remark 1.9.** (i) In the square lattice setup, the convergence of the energy density expectations $δ^{-1}E_{Ω_δ}[ε(a_δ)]$ to their CFT limits $C \cdot \langle ε(a) \rangle_Ω^+$ was proved in [HS13]. Along the way, we also prove a version of this result with the lattice-dependent constant $C = \sqrt{3}/π$, see Corollary 5.1.

(ii) In the square lattice setup, the convergence of the spin expectations $δ^{-1}E_{Ω_δ}[σ(u_δ)]$ to their CFT limits $C \cdot \langle σ(u) \rangle_Ω^+$ was proved in [CHI15]. We do not discuss the possible generalization of this result to the triangular lattice in our paper. Nevertheless, let us mention that the proof given in [CHI15] can be adapted to our case in a rather straightforward manner.

The methods developed in [CS11, HS13, Hon10, Izy11, CHI15] and this paper can be used to generalize Theorem 3 and to treat the convergence of all mixed correlations of the local fields $σ, ε$ and $T$, as well as its anti-holomorphic counterpart $\overline{T}$, to their scaling limits. Note that one can define all these limits without any reference to the CFT means, using the language of solutions to Riemann-type boundary value problems for holomorphic functions in $Ω$ instead. To illustrate this route, we devote Section 4 to a self-contained exposition of a number of such boundary value problems, which allow one to define all the CFT correlation functions $\langle \ldots \rangle_Ω^+$ involved into Theorems 1–3. Moreover, in Section 4.4 we show that the Schwarzian conformal covariance of the stress-energy tensor expectations $\langle T(w) \rangle_Ω^+$, and the particular structure of singularities of the correlation functions $\langle T(w)T(w') \rangle_Ω^+, \langle T(w)ε(a) \rangle_Ω^+$ and $\langle T(w)σ(u) \rangle_Ω^+$ (which comes from the OPEs in the standard CFT approach) can be easily deduced from simple properties of solutions to these boundary value problems.

It is worth noting that one can construct other local fields that (conjecturally) have the CFT stress-energy tensor as a scaling limit. For the critical Ising model on the square lattice, a simple linear combination of spin-spin expectations was suggested for this purpose by Kadanoff and Ceva [KC71], see also the work of Koo and Saleur [KS94] for a generalization of this construction to other critical integrable lattice models. A discrete stress-energy tensor for the three-state Potts model was analyzed by Mong, Clarke, Alacea, Linder, and Fendley [MCA14], see also [AMF16] where an algebraic approach to topological defects on the lattice was developed.

**Organisation of the paper.** In Section 2, we discuss the geometric construction of the discrete stress-energy tensor $T$ and show that it satisfies a part of $s$-holomorphicity relations. In Section 3, we express $T$ and its correlations with other discrete fields via discrete fermions. In Section 4, we construct continuous correlation functions using continuous fermions and spinors. We show that the correlations satisfy the same conformal covariance and OPEs as the corresponding correlations from the CFT. In particular the
stress-energy tensor has a Schwarzian conformal covariance. In Section 5, we prove convergence results. Section 6 contains the proof of Proposition 1.4. Appendix contains some background on s-holomorhpicity and a construction of the full-plane fermionic observable on the hexagonal lattice.
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2. Combinatorial section

We start this section by extending the definition of the Ising model to non-planar graphs obtained by gluing rhombi and equilateral triangles. This definition includes two- and four-spin interactions and allows to deform the triangular lattice locally. By means of such deformations, we give a geometric construction of a discrete stress-energy tensor that satisfies a part of s-holomorphicity relations. The latter are described at the end of the section, together with the fermionic observables.

2.1. Ising model on non-planar rhombic-triangular grids. In order to obtain a geometrical construction of the stress-energy tensor, we need to extend the definition of the critical Ising model to the non-planar rhombic-triangular grids. Such grids appear naturally as a result of infinitesimal deformations of the triangular lattice.

Let \((G, \Phi)\) be a grid glued from rhombi and equilateral triangles and defined by the underlying graph \(G\) of their vertices and angles \(\Phi := (\varphi_1, \ldots, \varphi_k)\) of the rhombuses. The Ising model on \((G, \Phi)\) is supported on all possible ways to assign \(\pm 1\) to the vertices of \(G\) and is defined by

\[
P_{G, \Phi, w}(\sigma) = \frac{1}{Z_{G, \Phi}} \prod_{f \in F(G)} w_f(\sigma),
\]

where \(Z_{G, \Phi}\) is the normalising constant (partition function) that renders \(P_{G, \Phi}\) a probability measure, the product is taken over all faces (triangles and rhombi) of \(G\), we write \(w(f)\) for the weight of a face \(f\). For a triangle, this weight is 1 if all spins are the same and \(x\) otherwise; for a rhombus, this weight is 1 if all spins are the same, \(u(\varphi)\) if a spin at a vertex of angle \(\varphi\) differs from the spins at the three other vertices, \(v(\varphi)\) if the spins disagree along both diagonals, \(w(\varphi)\) if the spins are plus on one diagonal and minus on the other (see Fig. 3).

The critical Ising model on the faces of the hexagonal lattice defined by (1.11) corresponds to (2.1) when \(G\) consists of equilateral triangles and \(x = 1/\sqrt{3}\). When rhombuses

\begin{comment}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure3}
\caption{Possible local configurations inside the equilateral triangle and a rhombus with angles \(\varphi\) and \(\pi - \varphi\) and their weights.}
\end{figure}

\end{comment}
are present, the Hamiltonian contains four-point interactions. Still, the definition seems natural since the model is invariant under the Yang–Baxter transformation for the following weights found by Nienhuis [Nie90]:

\begin{align}
&u(\varphi) = \frac{\sqrt{3} \cos \frac{\varphi}{2}}{\sqrt{3+\sin \varphi}}, \quad v(\varphi) = \frac{\sin \varphi}{\sqrt{3+\sin \varphi}}, \quad w(\varphi) = \frac{\sqrt{3} - \sin \varphi}{\sqrt{3+\sin \varphi}}.
\end{align}

(2.2)

We refer to these weights as critical though we will not check this explicitly. In Proposition 2.2 below, we show that the model is invariant also to a tiling-change of a pentagon.

We first note that the weights are well-defined, in a sense that they have the following symmetries:

\[ v(\varphi) = v(\pi - \varphi) \quad \text{and} \quad w(\varphi) = w(\pi - \varphi). \]

In a rhombus has angles \( \frac{\pi}{3} \) and \( \frac{2\pi}{3} \), the weights are \( u(\frac{\pi}{3}) = \frac{1}{3} \) and \( u(\frac{2\pi}{3}) = v(\frac{\pi}{3}) = w(\frac{\pi}{3}) = \frac{1}{3} \). This corresponds to the critical Ising model on the triangular lattice [Wan50].

**Definition 2.1.** Let \( P \) be a bounded polygon in the plane, whose interior can be tiled by rhombuses and equilateral triangles in (at least) two different ways that we denote by \((G_P, \Phi_P)\) and \((\tilde{G}_P, \tilde{\Phi}_P)\). We say that \( P \) is invariant to the transformation turning tiling \((G_P, \Phi_P)\) into \((\tilde{G}_P, \tilde{\Phi}_P)\) if, for any configuration \( \tau \) at the vertices of \( P \),

\[ P_{G,\Phi,w}(\cdot | \sigma_P = \tau) = P_{\tilde{G},\tilde{\Phi},w}(\cdot | \sigma_P = \tau). \]

**Proposition 2.2.** The Ising model defined by (2.1) with Nienhuis’ critical weights (2.2) is invariant to the following transformations (see fig. 4):

1. **(T1)** Splitting a rhombus of angle \( \frac{\pi}{3} \) into two equilateral triangles.
2. **(T2)** Yang–Baxter transformation. Replacing three rhombi tiling a flat hexagon with their symmetric images with respect to the center of the hexagon.
3. **(T3)** Star–segment transformation. Replacing two rhombi and an equilateral triangle tiling a flat pentagon with a rhombus and an equilateral triangle tiling the same pentagon.

The proof for (T1) is straightforward; (T2) was established by Nienhuis [Nie90] by checking all possible boundary conditions; (T3) can be proven in the same way, see Appendix B.

**Remark 2.3.** 1) We are not aware of any prior works mentioning transformation (T3) and we could not establish any connection to the seminal pentagon identity [MS89].

Yang–Baxter equation has proven to be very powerful in solving the models of statistical mechanics, including the recent proof of rotational invariance of the random-cluster model [DKK+20], and it is known to be related to discrete holomorphic observables [IC09].

\[^{2}\text{The works [Nie90, IC09] consider the loop } O(n) \text{ model, which at } n = 1 \text{ corresponds to the domain wall representation of the Ising model. In the notation of (1.5)-(1.9), we have } u(\varphi) = u_1(\varphi) \text{ and } w(\varphi) = w_1(\varphi) + w_2(\varphi) \text{ (since a rhombus with alternating spins has two loop realisations).} \]
Finding possible applications of the star–segment transformation would be of great interest.

2) Proposition 2.2 should imply that this definition of the Ising model on a surface tiled with rhombi and triangles does not depend on the tiling but we do not address this general question here.

3) A tiling of triangles and rhombuses is not an isoradial graph and thus does not fit in the framework of [CS11].

This Ising model can also be defined using a Hamiltonian. Indeed, take

$$-H_{G,\Phi}(\sigma) = \sum_{\substack{i \sim j \sim k \sim \ell \sim \varphi, \psi \text{angles} \varphi, \psi}} \frac{1}{2}(J_1(\varphi) + J_1(\psi))\sigma_i\sigma_j + \sum_{i \text{ diag}, j \text{ angle } \varphi} J_2(\varphi)\sigma_i\sigma_j + \sum_{i \sim j \sim k \sim \ell \sim \varphi} U(\varphi)\sigma_i\sigma_j\sigma_k\sigma_\ell,$$

where the first sum runs over all pairs of adjacent vertices and \(\varphi, \psi\) are angles in the two rhombuses containing them (if one of them is a triangle, take the angle \(\frac{\pi}{2}\)); the second sum runs over all pairs of non-adjacent spins belonging to the same rhombus and \(\varphi\) denotes its angle at \(i\) (or \(j\)); the third sum runs over all quadruples of vertices belonging to the same rhombus and \(\varphi\) is its angle.

**Lemma 2.4.** Let \((G, \Phi)\) be a grid glued from rhombuses and equilateral triangles. Take \(J_1, J_2, U > 0\) that satisfy

$$e^{8J_1(\varphi)} = \frac{1}{w^2(\varphi)}, \quad e^{8J_2(\varphi)} = \frac{u(\pi - \varphi)w(\varphi)}{w^2(\varphi)w^*(\pi - \varphi)}, \quad e^{8U(\varphi)} = \frac{v^2(\varphi)w(\varphi)}{w^2(\varphi)w^*(\pi - \varphi)}. \quad (2.3)$$

Then, the measure \(P_{G,\Phi}(\sigma)\) defined by (2.1) can be written as follows:

$$P_{G,\Phi}(\sigma) = \frac{1}{Z_{G,\Phi}} \cdot e^{-H_{G,\Phi}(\sigma)}. \quad (2.4)$$

**Proof.** The Hamiltonian \(H_{G,\Phi}(\sigma)\) includes two- and four-spin interactions, and the weight of a rhombus 1234 of angle \(\varphi\) at the first vertex can be written in the following form:

$$w_{1234}(\sigma) = \exp\left[\frac{1}{2}J_1(\varphi)(\sigma_1\sigma_2 + \sigma_2\sigma_3 + \sigma_3\sigma_4 + \sigma_4\sigma_1) + J_2(\varphi)\sigma_1\sigma_3 + J_2(\pi - \varphi)\sigma_2\sigma_4 + U(\varphi)\sigma_1\sigma_2\sigma_3\sigma_4\right], \quad (2.5)$$

while the weight of a triangular face 123 equals

$$w_{123}(\sigma) = \exp\left[\frac{1}{4}J_1(\frac{\pi}{2})(\sigma_1\sigma_2 + \sigma_2\sigma_3 + \sigma_3\sigma_1)\right].$$

Equating these weights to those appearing in definition (2.1), we arrive at the following:

$$\exp[2J_1(\varphi) + J_2(\varphi) + J_2(\pi - \varphi) - U(\varphi)] = 1,$$

$$\exp[-J_2(\varphi) + J_2(\pi - \varphi) - U(\varphi)] = u(\varphi),$$

$$\exp[-J_2(\varphi) - J_2(\pi - \varphi) + U(\varphi)] = v(\varphi),$$

$$\exp[-2J_1(\varphi) + J_2(\varphi) + J_2(\pi - \varphi) + U(\varphi)] = w(\varphi).$$

Solving this system, we arrive at (2.3). \(\square\)

Note the first and the last sums in the Hamiltonian (2.4) are well-defined due to the symmetries of \(J_1\) and \(U\) given by (2.3):

$$J_1(\varphi) = J_1(\pi - \varphi), \quad U(\varphi) = U(\pi - \varphi).$$

Let \(b = (b_1, \ldots, b_{2k})\) be a subset of the midpoints of edges on the boundary of a grid \((G, \Phi)\). The Ising model on \((G, \Phi)\) with boundary conditions \(b\) is supported on spin configurations that are fixed to be +1 on all arcs \(b_{2i-1}b_{2i}\) and −1 on all arcs \(b_{2i}b_{2i+1}\), and is defined by the same Hamiltonian (2.4). Denote by \(Z^b(G, \Phi)\) the corresponding partition function.
2.2. Stress-energy tensor as an infinitesimal non-planar deformation. In this subsection we describe two sets of infinitesimal deformations of the hexagonal lattice: for each edge and for each midline of a face (i.e. an interval between the midpoints of the opposite edges). Real-valued observables $T_{\text{edge}}$ and $T_{\text{mid}}$ are defined as the logarithmic derivatives of the partition function under these deformations. These observables can be regarded as projections of a discrete stress-energy tensor.

Recall that Hex$_3$ is a hexagonal lattice of mesh-size $\delta > 0$ and that $\Omega_\delta$ is a Hex$_3$-approximation of a given simply connected planar domain $\Omega$. Define $\text{Tri}_\delta$ to be a triangular lattice dual to Hex$_3$. Define $\Omega^\text{dual}_\delta$ as the graph obtained via the following glueing procedure:

- consider all faces of $\text{Tri}_\delta$ that correspond to the vertices of $\Omega_\delta$;
- view all vertices of these faces as distinct;
- now identify the vertices that correspond to the same face of $\Omega_\delta$.

Note that the vertices of $\Omega^\text{dual}_\delta$ corresponding to a face outside of $\Omega_\delta$ are not identified and thus appear with multiplicity. Below in this subsection we will often omit $\delta$ and write just $\Omega$ and $\Omega^\text{dual}_\delta$ instead of $\Omega_\delta$ and $\Omega^\text{dual}_\delta$, if no confusion arises.

Consider an edge $e$ of the graph $\Omega$. Replace in $\Omega^\text{dual}$ two triangles corresponding to the endpoints of $e$ by a rhombus of angle $\varphi$ and denote the resulting tiling by $\Omega^\text{dual}_\delta(e; \varphi)$. The distribution of the Ising model on $\Omega$ and $\Omega^\text{dual}_\delta(e; \pi/3)$ are the same by the invariance under transformation (T1); moreover, the partition function is also the same. Varying the angle $\varphi$ modifies the Hamiltonian at one rhombus and corresponds to the insertion of a constant

\[ c = \frac{1}{2\pi} + \frac{1}{4\sqrt{3}}. \]

More precisely, in view of (2.5), we define

\[ T^b_{\text{edge}}(e) := c_{\text{edge}} + E^b_{\text{Tri}}\left[ \frac{1}{2} J_1(\frac{\pi}{3}) (\sigma_1 \sigma_2 + \sigma_2 \sigma_3 + \sigma_3 \sigma_4 + \sigma_4 \sigma_1) \right. \]

\[ + \left. J_2(\frac{\pi}{3}) \sigma_1 \sigma_3 - J_2'(\frac{\pi}{3}) \sigma_2 \sigma_4 + U'(\frac{\pi}{3}) \sigma_1 \sigma_2 \sigma_3 \sigma_4 \right], \]

where the coefficients can be easily computed substituting (2.2) into (2.3),

\[ J_1(\frac{\pi}{3}) = \frac{1}{\sqrt{3}}, \quad J_2(\frac{\pi}{3}) = \frac{1}{6\sqrt{3}}, \quad J_2'(\frac{\pi}{3}) = \frac{-5}{6\sqrt{3}}, \quad U'(\frac{\pi}{3}) = \frac{-1}{12\sqrt{3}}. \]

The constant $c_{\text{edge}}$, as well as constants $c_T$ and $c_R$, eventually comes from the local values (5.3), (5.4) of some full-plane observable and are not important for the combinatorial considerations. The observable $T^b_{\text{edge}}$ is real-valued and we refer to it as a projection of the discrete stress-energy tensor introduced in Definition 1.5 (see Proposition 2.8).

Although one could add any null-field without affecting the OPEs in the limit stated in the introduction, the definition given above has two benefits: clear geometrical interpretation and local relations stated in Proposition 1.4. These relations can be viewed as a part of $s$-holomorphicity (or propagation) equations, see Section 2.4. In Proposition 2.7 below we relate $T_{\text{edge}}$ to the operators introduced in Definition 1.5. It is straightforward to see that Proposition 1.4 (for $n = 1, \sigma = 1/2$) is its direct consequence.

Remark 2.5. The most direct way to prove Proposition 1.4 is by pairing up configurations differing only in the spin at the face $abcdef$ — we do this in Section 6 for a general loop $O(n)$ model. Another possibility is to take derivative in the Yang–Baxter equation (i.e. (T2) in Proposition 2.2).

Definition 2.6. For a non-boundary vertex $w$ of $\Omega$ and any $\rho \in \wp$, let $w^{[\rho]}$ be the midline of $w$ oriented in the direction $\varphi$. We define

\[ T^b_{\text{mid}}(w^{[\rho]}) := E^b_{\text{Tri}} \left[ T^{[\rho]}(w) \right]. \]
Similarly to $T_{\text{edge}}$, the observable $T_{\text{mid}}$ also has an interpretation in terms of infinitesimal deformations — one can insert a rhombus of angle $\varepsilon$ along the midline $w^{[\rho]}$ and take a derivative in $\varepsilon$ at 0. The expressions in Definition 1.5 can be obtained from the Hamiltonian after adding a vertex to it. This geometric interpretation, together with the invariance under star–segment transformation (T3) described above, leads to the following relation.

**Proposition 2.7.** Let $a, b, c, d, e, f$ be the edges of a face in $\Omega$ (listed in a cyclic order). Let $m$ be its midline linking midpoints of $c$ and $f$ (see fig. 5). Then,

$$T^b_{\text{mid}}(m) = T^b_{\text{edge}}(a) + T^b_{\text{edge}}(b).$$

(2.7)

It is immediate that (2.7) implies Proposition 1.4. We now focus on proving (2.7).

**Proof.** Instead of pairing up configurations differing at $abcdef$, we choose to derive (2.7) from the invariance to the star-segment transformation stated in Proposition 2.2. In addition to circumventing a lengthy system of linear equations, this provides a direct link between local relations on observables and the Yang–Baxter-type equation and puts forward the idea of taking a derivative with respect to a local deformation of the lattice. We start by defining this deformation explicitly.

Recall that $\Omega^{\text{dual}}$ denotes the graph glued from the faces of the triangular lattice $\text{Tri}$ corresponding to the vertices of $\Omega$. Denote the face $abcdef$ and the faces around it by $w$, $w_\rho$, $w_{\rho^{\dagger}}$, $w_{\rho^{\dagger}}$, $w_{\rho^{\dagger}}$, $w_{\rho^{\dagger}}$, as shown on Fig 5. We now define a tiling $(G, \Phi[\varepsilon])$ obtained from $\Omega^{\text{dual}}$ by gluing triangles $ww_\rho w_{\rho^{\dagger}}$ and $ww_{\rho^{\dagger}} w_{-\rho}$ into a rhombus of angle $\frac{\pi}{3} - \varepsilon$ and inserting a rhombus of angle $\varepsilon$ at the place of two edges $ww_\rho$ and $ww_{-\rho}$ (see Fig. 5):

- replace vertex $w$ in $\Omega^{\text{dual}}$ by two vertices $w^{[\rho]}$ and $w^{[-\rho]}$;
- $w^{[\rho]}$ is connected by edges to $w_\rho$, $w_{\rho^{\dagger}}$ and vertex $w^{[-\rho]}$ is connected to $w_{-\rho}$, $w_{-\rho^{\dagger}}$, $w_{-\rho^{\dagger}}$; $w_{\rho^{\dagger}}$;
- the triangles $w^{[\rho]} w_\rho w_{\rho^{\dagger}}$, $w^{[-\rho]} w_{-\rho} w_{-\rho^{\dagger}}$, $w^{[-\rho]} w_{-\rho^{\dagger}} w_{\rho^{\dagger}}$, $w^{[-\rho]} w_{\rho^{\dagger}} w_{-\rho^{\dagger}}$ are equilateral;
- the quadrilaterals $r_m := w_{-\rho} w^{[\rho]} w^{[-\rho]} w_\rho$ and $r_b := w_{-\rho} w^{[\rho]} w_{\rho^{\dagger}} w^{[-\rho]}$ are rhombuses whose angles at the vertex $w_{-\rho}$ are $\varepsilon$ and $\frac{\pi}{3} - \varepsilon$, respectively.

Use the notation $\sigma_0^{[\rho]}$ and $\sigma_0^{[-\rho]}$ for the spins at $w^{[\rho]}$ and $w^{[-\rho]}$ respectively. At $\varepsilon = 0$, by (2.2), $\sigma_0^{[\rho]} = \sigma_0^{[-\rho]}$. In addition, Proposition 2.2 asserts equivalence between the two equilateral triangles $ww_\rho w_{\rho^{\dagger}}$, $ww_{\rho^{\dagger}} w_{-\rho}$ and a rhombus $ww_\rho w_{\rho^{\dagger}} w_{-\rho}$ of angle $\frac{\pi}{3}$.
Altogether, this gives the following equality of partition functions (recall (2.1)):

$$Z_{G, \Phi[0]} = Z_{\Omega_{\text{dual}}}.$$  

(2.8)

Define $\tilde{G}, \tilde{\Phi}[\varepsilon]$ as the tiling obtained from $(G, \Phi[\varepsilon])$ by removing the vertex $\rho$ and adding the edge $w_{\rho}^{-1}w_{\rho}'$, so that $ww_{\rho}'w_{-\rho}$ is an equilateral triangle and the rhombus $r_{\rho} := ww_{\rho}w_{\rho}'w_{-\rho}$ has angle $\pi + \varepsilon$. By Proposition 2.2, the spins at $w, w_{\rho}, w_{\rho}', w_{-\rho}$ have the same distribution under $\mathbb{P}_{\tilde{G}, \tilde{\Phi}[\varepsilon]}$ and $\mathbb{P}_{G, \Phi[\varepsilon]}$. Setting all spins to be plus, we obtain the coefficient of proportionality of the partition functions:

$$Z_{G, \Phi[\varepsilon]} = (1 + u(\pi - \varepsilon)u(\frac{2\pi}{3} + \varepsilon)x_{c})Z_{\tilde{G}, \tilde{\Phi}[\varepsilon]},$$

where $u(\pi - \varepsilon)u(\frac{2\pi}{3} + \varepsilon)x_{c}$ is the weight of the configuration when the spin at $w^{[\rho]}$ is minus, while all other spins are plus. We divide both sides of (2.9) by $Z_{\Omega_{\text{dual}}} = Z_{G, \Phi[0]} = Z_{\tilde{G}, \tilde{\Phi}[0]}$, and take a derivative at $\varepsilon = 0$ using that $u(\pi) = \nu(0) = 0$. Identifying both $\sigma_{0}^{[\rho]}$ and $\sigma_{0}^{-[\rho]}$ with $\sigma_{0}$, we get a bijection between spin configurations on $G$ and spin configurations on the faces of $\Omega$, whence

$$S_{b} = \sum_{\sigma \in \{\pm 1\}^{F(\Omega)}} \frac{w_{r_{m}}'(\sigma)}{w_{m}(\sigma)} \cdot \mathbb{P}_{\Omega}(\sigma) = \mathbb{E}_{\Omega}
$$

$$= \mathbb{E}_{\Omega}
$$

$$\left(\frac{w_{r_{m}}'(\sigma)}{w_{m}(\sigma)}\right) = T_{\text{edge}}(b) - c_{\text{edge}},$$

(2.11)

where we used the definition of $T_{\text{edge}}$ given by (2.6). Similarly, we now relate $S_{m}$ to $T_{\text{mid}}$. We split all spin configurations on $V(G)$ into four sets:

- $\text{Conf}^{\text{spin}}_{0}(b, T^{[\rho]}):= \{\sigma \in \{\pm 1\}^{V(G)}: \sigma^{-[\rho]} \neq \sigma_{0}^{-[\rho]} = \sigma_{0} = \sigma_{-\rho}\}$;
- $\text{Conf}^{\text{spin}}_{0}(b, T^{-[\rho]}):= \{\sigma \in \{\pm 1\}^{V(G)}: \sigma^{[\rho]} \neq \sigma_{0}^{[\rho]} = \sigma_{0} = \sigma_{-\rho}\}$;
- $\text{Conf}^{\text{spin}}_{0}(b, R^{[\rho]}):= \{\sigma \in \{\pm 1\}^{V(G)}: \sigma_{0} \neq \sigma_{\rho} \text{ or } \sigma^{[\rho]} = \sigma_{0}^{[\rho]} \neq \sigma_{0} = \sigma_{-\rho}\}$;
- $\text{Conf}^{\text{spin}}_{0}(b, 0):= \{\sigma \in \{\pm 1\}^{V(G)}: \sigma^{[\rho]} = \sigma_{0}^{[\rho]} \neq \sigma_{0} = \sigma_{-\rho}\}$.

In the last case, $\sigma$ contributes 0 to $S_{m}$, because $w_{r_{m}}' = 0$. We now show that

$$\mathbb{E}_{\Omega}[T^{[\rho]}(w)] = cT + \sum_{\sigma \in \text{Conf}^{\text{spin}}_{0}(b, T^{[\rho]})} \frac{w_{r_{m}}'(\sigma)}{w_{m}(\sigma)} \prod_{f \in \mathcal{F}(G), f \neq r_{m}} w_{f}(\sigma),$$

(2.13)

$$\mathbb{E}[T^{-[\rho]}(w)] = cT + \sum_{\sigma \in \text{Conf}^{\text{spin}}_{0}(b, T^{-[\rho]})} \frac{w_{r_{m}}'(\sigma)}{w_{m}(\sigma)} \prod_{f \in \mathcal{F}(G), f \neq r_{m}} w_{f}(\sigma),$$

(2.14)

$$\mathbb{E}[R^{[\rho]}(w)] = cR + \sum_{\sigma \in \text{Conf}^{\text{spin}}_{0}(b, R^{[\rho]})} \frac{w_{r_{m}}'(\sigma)}{w_{m}(\sigma)} \prod_{f \in \mathcal{F}(G), f \neq r_{m}} w_{f}(\sigma).$$

(2.15)

Indeed, for every $\sigma \in \text{Conf}^{\text{spin}}_{0}(b, T^{[\rho]})$, we view it as a spin configuration on the faces of $\Omega$ given by $\sigma_{0} := \sigma_{0}^{[\rho]}$ at $w$ and by $\sigma(u)$, for $u \neq w$. By considering $\sigma_{-\rho}, \sigma_{-\rho'} \in \{\pm 1\}$, we get

$$\prod_{f \in \mathcal{F}(G), f \neq r_{m}} w_{f}(\sigma) = w_{\Omega}(\sigma) \cdot \frac{1}{3\sqrt{3}} \cdot (2 - \sigma_{0}\sigma_{-\rho})(2 - \sigma_{0}\sigma_{-\rho'}).$$

(2.16)
Since $\sigma^{\mid\rho\mid} \neq \sigma^{\rho} = \sigma_{\rho} = \sigma_{-\rho}$, we have $\sigma_0 = \sigma_{\rho} = \sigma_{-\rho}$. Rewrite the indicator function:

$$1_{\sigma_0 = \sigma_{\rho} = \sigma_{-\rho}} = \frac{1}{4}(1 + \sigma_0 \sigma_{\rho})(1 + \sigma_0 \sigma_{-\rho}).$$

(2.17)

We also have $w'_m = u'(\pi) = \frac{1}{2}$. Multiplying (2.16) and (2.17) and summing over all $\sigma \in \text{Conf}^{\text{spin}}(b)$, we arrive at (2.13). We prove (2.14) in the same way.

For (2.15), we only need to adapt the definition of $\sigma_0$:

- If $\sigma_{\rho} \neq \sigma_{-\rho}$, then $\sigma^{\rho} = \sigma^{\mid\rho\mid}$ and we take $\sigma_0 := \sigma^{\mid\rho\mid} = \sigma^{\rho}$;
- If $\sigma_{\rho} = \sigma_{-\rho}$, then $\sigma^{\rho} \neq \sigma^{\mid\rho\mid}$ and we take $\sigma_0 = \sigma^{\rho}$ or $\sigma_0 = \sigma^{\mid\rho\mid}$ with probability $1/2$.

Since $w'(0) = -\frac{2}{\sqrt{3}} = 2u'(0)$, the first case contributes

$$-\frac{1}{\sqrt{3}} \sum_{\sigma \in \text{Conf}^{\text{spin}}(b)} [(1 - \sigma_0 \sigma_{\rho}) + (1 - \sigma_0 \sigma_{-\rho})].$$

In the second case, $w'_n = u'(0) = \frac{1}{\sqrt{3}}$ and we need to include a correction for the weight of $\sigma$ (as in the proof for $T^{\rho}$ above). Overall, this case contributes

$$\frac{1}{12 \sqrt{3}} \sum_{\sigma \in \text{Conf}^{\text{spin}}(b)} (1 - \sigma_0 \sigma_{-\rho}) \left[ (2 - \sigma_0 \sigma_{\rho})(2 - \sigma_0 \sigma_{-\rho}) \right].$$

Substituting (2.13)-(2.15), we get that $S_m = T_{\text{mid}}(m) - 2c_T - c_R$. Combining this with (2.10), (2.11) and (2.12), we obtain

$$T_{\text{mid}}(m) - 2c_T - c_R = T^{\text{edge}}(a) + T^{\text{edge}}(a) + 2c_{\text{edge}} + \frac{1}{6 \sqrt{3}},$$

where we used that $u'(\pi)u(\frac{2\pi}{3})x_c = \frac{1}{6 \sqrt{3}}$. Finally, substituting the constants from (2.6) and (1.12), we see that they cancel out and the required relation follows.

Putting together Definitions 1.5 and 2.6 and Proposition 2.7, we obtain that $T_{\text{edge}}$ can be viewed as a projection of $T$:

**Proposition 2.8.** Let $w$ be face of $\Omega$ bounded by edges $a, b, c, d, e, f$ in the counterclockwise order, starting by a top horizontal edge $a$. Then,

$$E_{\text{mid}}[T(w)] = \frac{2}{3} \cdot \left[ T^{\text{edge}}(a) + e^{2\pi i/3} \cdot T^{\text{edge}}(c) + e^{4\pi i/3} \cdot T^{\text{edge}}(e) \right].$$

(2.3)

**Graphical representation of the stress-energy tensor.** Let $\Omega$ be discrete domain on Hex and $b$ be an even subset of its boundary half-edges $\partial E(\Omega)$. We recall that we identify the boundary edges with their half-edges incident to a non-boundary vertex of $\Omega$.

For a spin configuration $\sigma \in \text{Conf}^{\text{spin}}(b)$, its domain wall representation is a collection of edges in $E(\Omega)$ separating adjacent faces with opposite spins. In this subgraph, each vertex in $V(\Omega)$ has degree 0 or 2, all half-edges of $b$ belong to this subgraph, no other half-edge of $\partial E(\Omega)$ are present. This describes a bijection between $\text{Conf}^{\text{spin}}(b)$ and subgraphs consists of cycles (called loops) and paths ending at half-edges in $b$. The pushforward of the critical Ising measure under this bijection assigns to every such subgraph $\gamma$ a probability proportional to $w(\gamma)$ given by

$$w(\gamma) = (1/\sqrt{3})^{\mid\gamma\mid},$$

where $\mid\gamma\mid$ denotes the number of edges in $\gamma$ (half-edges being counted as $\frac{1}{2}$). This measure is also known as the loop $O(1)$ model.

It is natural to consider also paths ending at half-edges inside $\Omega$. In general, subgraphs with such paths do not correspond to any spin configuration but this extension will allow us to express $T_{\text{mid}}$ and the fermionic observable that we define below.
Definition 2.9. For two (inner) half-edges $a, e$ of $\Omega$ and an even subset $b$ of $\partial \mathcal{E}(\Omega)$, we denote by $\text{Conf}_\Omega(b \cup \{a, e\})$ the set of subgraphs of $\Omega$ consisting of several non-intersecting cycles and paths whose ends are the half-edges contained in $b \cup \{a, e\}$, so that each half-edge of $b \cup \{a, e\}$ is the end of exactly one of the paths. The corresponding partition function is given by

$$W^b_\Omega(a, e) := \sum_{\gamma \in \text{Conf}_\Omega(b \cup \{a, e\})} w(\gamma).$$

For an oriented midline $m$ of an inner face of $\Omega$, let $m_{\text{down}}$ and $m_{\text{up}}$ denote the two half-edges oriented in the direction $-im$, the former starting at the beginning of $m$ and the latter at its endpoint, see Fig. 6. Further, we denote by $\overline{m}$ the same midline oriented in the opposite direction. Slightly abusing the notation, we continue to use the symbol $T_{\text{mid}}(m) = T_{\text{mid}}(\overline{m})$ for the value of the observable $T_{\text{mid}}$ discussed above (and originally defined for unoriented midlines).

Lemma 2.10. Let $w$ be a face in $\Omega$ and $\rho \in \wp$. Recall $c_T$ and $c_R$ defined by (1.12). Then,

$$E^b_\Omega[T^\rho(w)] = c_T + \frac{1}{2Z^b_\Omega} \cdot W^b_\Omega(m_{\text{down}}, m_{\text{up}}),$$

(2.18)

$$E^b_\Omega[T^{-\rho}(w)] = c_T + \frac{1}{2Z^b_\Omega} \cdot W^b_\Omega(m_{\text{down}}, \overline{m}_{\text{up}}),$$

(2.19)

$$E^b_\Omega[R^\rho(w)] = c_R + \frac{1}{\sqrt{3}Z^b_\Omega} \left[ W^b_\Omega(m_{\text{down}}, \overline{m}_{\text{down}}) + W^b_\Omega(m_{\text{up}}, m_{\text{up}}) \right] - \frac{1}{\sqrt{3}Z^b_\Omega} \left[ W^b_\Omega(m_{\text{down}}, \overline{m}_{\text{up}}) + W^b_\Omega(m_{\text{up}}, m_{\text{down}}) \right].$$

(2.20)

**Figure 6.** A schematic drawing of curves connecting two half-edges adjacent to a midline $m$, which correspond to the six terms $W^b_\Omega(\cdot, \cdot)$ in (2.18)-(2.20). Due to topological reasons, the winding (total rotation angle) of an oriented curve equals $\pi$ or $-3\pi$ in the first two cases and $\pm 2\pi$ in the last four.

**Proof.** Recall the setting of Proposition 2.7: $abcdef = w$ is a face of $\Omega$ and $m = w^{[\rho]}$ is its midline; $w_\rho$, $w_{\rho'}$, $w_{\rho''}$, $w_{-\rho}$, $w_{-\rho'}$, $w_{-\rho''}$ are the six faces around $w$ (see Fig 5); a tiling $(G, \Phi[0])$ coincides with the triangulation dual to $\Omega$ everywhere except at $w$, and this face of $\Omega$ is represented by two vertices $w^{[\rho]}$ and $w^{[-\rho]}$ in $(G, \Phi[0])$; the quadrilateral $r_m := w_{-\rho}w^{[\rho]}w^{[-\rho]}w_{-\rho'}$ is a rhombuses whose angle at vertex $w_{-\rho}$ is 0. Construct a domain wall representation $\gamma$ for spin configuration $\sigma$ on $G$:

- (half-)edges $m_{\text{up}}$, $a$, $b$, or $m_{\text{down}}$ are in $\gamma$ if and only if $\sigma^{[\rho]}$ differs from $\sigma(w_\rho)$, $\sigma(w_{\rho'}), \sigma(w_{-\rho})$ respectively;
- (half-)edges $\overline{m}_{\text{up}}$, $a$, $b$, or $\overline{m}_{\text{down}}$ are in $\gamma$ if and only if $\sigma^{-[\rho]}$ differs from $\sigma(w_{-\rho})$, $\sigma(w_{-\rho'}), \sigma(w_{\rho})$ respectively;
- other (half-)edges are in $\gamma$ if and only if they separate two faces with opposite spins.
Then, (2.18) and (2.19) follow directly from (2.13) and (2.14) respectively; we also directly obtain the first two terms in (2.20) from (2.15). In order to get the terms $W^b_\Omega(m_{\text{down}}, \overline{m}_{\text{up}})$ and $W^b_\Omega(m_{\text{up}}, \overline{m}_{\text{down}})$, we take any $\gamma$ containing $c$ or $f$ and split this edge into two half-edges. Clearly, in this way we count twice every $\gamma \in \text{Conf}_\Omega(\emptyset)$ that contains both $c$ and $f$ — and this is exactly what we need, because

$$w'(0) = -\frac{2}{\sqrt{3}} = 2u'(0).$$

\[ \square \]

2.4. Fermions in the planar Ising model. The crucial tool that allows us to prove convergence results for correlations of the stress energy-tensor $T(z)$ is the discrete fermionic observable. It was proposed by the third author (see [Smi10b, Section 4]) as a convenient tool to study the scaling limit of the Ising model (and other models) considered in general planar domains; see also [CCK17, Section 3] for a discussion of their relations with dimers, spin-disorders and Grassmann variables techniques.

2.4.1. Definitions of discrete fermionic observables. For an edge $e$ of $\Omega$, let $z_e$ denote its midpoint. Recall that we identify oriented edges $e$ of $\Omega$ with the half-edges emanating from $z_e$ in the same directions. Given an oriented edge $e$, we denote the oppositely oriented edge by $\overline{e}$. We use the same notation for oppositely oriented edges emanating from $z_e$.

Recall that $\varphi$ denotes the set of all six possible directions of the oriented edges in Hex. We split these directions into positive and negative ones:

$$\varphi = \varphi^+ \cup \varphi^- := \{1, \varphi, \varphi^2\} \cup \{-1, -\varphi, -\varphi^2\}.$$ 

For $\rho \in \varphi$, we define $\eta(\rho)$ as a particular choice of its square root:

$$\eta(\rho) := e^{i\frac{\pi}{2}\rho} = e^{\pm i\frac{\pi}{2}\rho}, \quad \rho \in \varphi^\pm. \tag{2.21}$$

For an oriented edge $a$, we denote its direction by $\rho_a$ and define $\eta_a := \eta(\rho_a)$.

Definition 2.11. Let $a, e$ be two distinct half-edges in a discrete domain $\Omega$. For a configuration $\gamma \in \text{Conf}_\Omega(a, e)$, we define its complex phase $\phi(\gamma; a, e)$ as

$$\phi(\gamma; a, e) := \exp \left[ -\frac{i}{2} \text{wind}(\gamma; a, e) \right], \tag{2.22}$$

where by $\text{wind}(\gamma; a, e)$ we denote the total rotation angle of the (unique) path in $\gamma$ linking the half-edges $a$ and $e$, oriented from $a$ to $e$ (so that it starts in the direction of the half-edge $a$ and ends in the direction opposite to $e$). Then, the real-valued fermionic observable $F_\Omega(a, e)$ is defined as

$$F_\Omega(a, e) := \frac{(-i\eta_a \eta_e)}{Z^{\uparrow}_\Omega} \sum_{\text{Conf}_\Omega(a, e)} \phi(\gamma; a, e)w(\gamma). \tag{2.23}$$

Further, for $z_e \neq z_a$, the complex-valued fermionic observable $F_\Omega(a, z_e)$ is defined as

$$F_\Omega(a, z_e) := \eta_a F_\Omega(a, e) + \eta_e F_\Omega(a, \overline{e})$$

$$= \frac{(-i\eta_a)}{Z^{\uparrow}_\Omega} \left[ \sum_{\text{Conf}_\Omega(a, e)} \phi(\gamma; a, e)w(\gamma) + \sum_{\text{Conf}_\Omega(a, \overline{e})} \phi(\gamma; a, \overline{e})w(\gamma) \right]. \tag{2.24}$$

Above we set $\text{Conf}_\Omega(a, b) := \emptyset$ if $e = b$ is a boundary half-edge. We also formally define $F_\Omega(a, a) := 0$ and $F_\Omega(a, z_a) := \eta \overline{F}_\Omega(a, a)$.

Remark 2.12. Since $\eta \overline{\rho} = \pm i \eta_e$ for $\rho_e \in \varphi^\pm$, we have

$$F_\Omega(a, e) = \text{Re}[\eta_e F_\Omega(a, z_e)], \quad F_\Omega(a, \overline{e}) = \text{Re}[\eta_e F_\Omega(a, z_e)] = \pm \text{Im}[\eta_e F_\Omega(a, z_e)]. \tag{2.25}$$
Remark 2.13. It is easy to check that $F_{1\Omega}(a, e)$ is real and $F_{1\Omega}(e, a) = -F_{1\Omega}(a, e)$ for all $a, e$, since $\text{wind}(\gamma; e, a) = -\text{wind}(\gamma; a, e)$, for all $\gamma \in \text{Conf}_{1\Omega}(a, e)$. In particular, the function $F_{1\Omega}(a, \cdot)$ satisfies the following boundary conditions:

$$\text{Re}[i\eta_b F_{1\Omega}(a, z_b)] = \text{Im}[F_{1\Omega}(a, b)] = 0 \quad (2.26)$$

for all boundary half-edges $b$.

Using the Grassmann variables formalism (see [CCK17, Sections 3.2,3.6] for the relation of combinatorial fermionic observables with this notation), for $z_e \neq a$, one can write

$$F(a, e) = \langle \phi_e \eta_a \rangle = -\langle \phi_a \phi_e \rangle \quad \text{and} \quad F_{1\Omega}(a, z_e) = \langle \psi(z_e) \phi_a \rangle,$$

where $\psi(z_e) := i(\eta_e \phi_e + \eta_\tau \phi_\tau)$ and the formal correlators $\langle \phi_e \phi_a \rangle$ are associated with the classical Pfaffian representation of the Ising model partition function $Z^+_{\Omega}$, see [CCK17] for more details. Note that our definitions differ from those discussed in [CCK17] in three respects. First, we drop the additional normalization $t_e = (x_{\text{crit}} + x_{\text{crit}}^{-1})^{1/2}$ in the definition of the complex-valued observable: this factor does not depend on $e$ and thus is irrelevant when working with the homogeneous model. Second, (2.24) does not contain the additional complex factor $\exp[-i\pi\tau]$, thus it differs by this factor from the definition used, e.g., in [CS12, CI13, CCK17] and coincides with the one used, e.g., in [HS13, Hon10, CH15]. Third, our definition of the set $\text{Conf}_{1\Omega}(a, \overline{a})$ differs from the set $\mathcal{C}(a, \overline{a})$ used in [CCK17, Theorem 1.2]: one is the complement of the other, thus

$$F(a, \overline{a}) = \pm 1 + \langle \phi_{\overline{a}} \phi_a \rangle, \quad \rho_a \in \varphi^\pm$$

(recall that, according to our choice of square roots, we have $\eta_a = i\eta_a$ if $\eta_a \in \{1, \rho, \rho^2\}$).

2.4.2. S-holomorphicity of discrete fermionic observables. In this section we briefly discuss the crucial property of complex-valued fermionic observables (2.24): the so-called s-holomorphicity, which allows one to think about these observables as about solutions to some discrete boundary value problems and to prove their convergence (as $\delta \to 0$) to holomorphic functions solving the similar boundary value problems in continuum.

Definition 2.14. Let $\Omega$ be a discrete domain drawn on the regular hexagonal grid and $F$ be a complex-valued function defined on (a subset of) the set of medial vertices (aka midedges) $z_e$ of $\Omega$. We say that $F$ is an s-holomorphic function, if one has

$$\text{Proj}[F(z_e); (w - u)^{-1/2}\mathbb{R}] = \text{Proj}[F(z_{e'}); (w - u)^{-1/2}\mathbb{R}] \quad (2.27)$$

for all pairs of adjacent medial vertices $z_e, z_{e'}$, where $u$ denotes the common vertex of the edges $e$ and $e'$, a point $w$ is the center of the face adjacent to both $e$ and $e'$, and

$$\text{Proj}[F; \tau \mathbb{R}] := \frac{1}{2} [ F + (\tau/|\tau|)^2 \overline{F} ]$$

denotes the orthogonal projection of the complex number $F$, considered as a point in the plane, onto the line $\tau \mathbb{R} \subset \mathbb{C}$.

Remark 2.15. This property of discrete fermionic observables, which is a stronger version of usual definitions of discrete holomorphic functions, was pointed out by the third author in [Smi06] and used to prove convergence results for similar observables appearing in the random-cluster representation of the Ising model (considered on the square lattice) in [Smi10a]. The name s-holomorphicity was suggested in [CS12, Section 3], where similar convergence results were proved for the spin representation of the Ising model, considered on arbitrary isoradial graphs; see also [Smi10b, Section 4], [CCK17, Section 3] and reference therein for a discussion of relations between s-holomorphic functions and other techniques used to study the 2D Ising model (dimers, disorder insertions, etc). Also, it is worth mentioning that there are two versions of this definition appearing in the literature, which differ from each other by the factor $\exp[-i\pi\tau]$. The definition given above coincides
with those used, e.g., in [HS13, Hon10, CHI15] and differs by this factor from the one used, e.g., in [Smi10a, CS12, CI13, CCK17], cf. Remark 2.12.

It is well-known that, for any half-edge $a_\delta$ of $\Omega_\delta$, the complex-valued fermionic observable $F_{\Omega_\delta}(a_\delta, \cdot)$ defined by (2.24) satisfies the s-holomorphicity condition everywhere in $\Omega_\delta$ except at the midedge $z_{a_\delta}$, we recall this fact in Proposition A.1. This allows to define the (real) fermionic observable on the corners of the hexagonal lattice, i.e. on the pairs $(u_\delta, v_\delta)$ as in Definition 2.14. We will denote it by $F_{\Omega_\delta}(a_\delta, u_\delta, v_\delta)$. According to the direction of $u_\delta - v_\delta$ there are six type of corner. Each of them forms a triangular lattice, and the fact that $F_{\Omega_\delta}(a_\delta, \cdot, \cdot)$ are projections of a function defined on the edges implies that on each type of corners the function $F_{\Omega_\delta}(a_\delta, \cdot, \cdot)$ is harmonic away from $a_\delta$ (see Appendix and Fig. 10 for more details).

Remark 2.16. We now describe in which sense the relation (1.10) on $T_{\text{edge}}$ can be viewed as a part of the s-holomorphicity relations (2.27). Indeed, let $u$ be a vertex surrounded by the faces of $\Omega$ centred at $w_1, w_2, w_3$. For $j = 1, 2, 3$, denote the second common vertex of the faces centered $w_j$ and $w_{j+1}$ (in the cyclic order) by $v_{j+2}$ It is easy to see that if $F$ is s-holomorphic, then

$$F(v_1, w_2) - F(v_2, w_1) = F(v_2, w_3) - F(v_3, w_2) = F(v_3, w_1) - F(v_1, w_3),$$

which coincides with (1.10). In addition, one has

$$F(v_1, w_2) + F(v_2, w_1) + F(v_2, w_3) + F(v_3, w_2) + F(v_3, w_1) + F(v_1, w_3) = 0.$$ 

One can show that these two display equations are in fact equivalent to the s-holomorphicity.

Moreover, the function $F_{\Omega_\delta}(a_\delta, \cdot)$ satisfies the boundary condition (2.26) for all boundary (half-)edges of $\Omega_\delta$, which is nothing but the discrete analogue of the boundary condition (4.1).

3. Correlation functions via fermions in discrete

The aim of this section is to give expressions similar to Proposition 3.2 for the expectation $E_{b'}^b[T[w]]$ as well as for the two-point expectations $E_{\Omega}^a[T[\rho](w)T[\tau](w')]$, $E_{\Omega}^a[T[\rho](w)\varepsilon(a)]$ and also for the ratio $E_{\Omega}^a[T[\rho](w)\sigma(a)]/E_{\Omega}^a[\sigma(a)]$. Recall that, for an (oriented) edge $a$ of $\Omega$, we define the energy density $\varepsilon(a)$ as

$$\varepsilon(a) := \sigma(a^+)\sigma(a^-) - \frac{2}{3} = \varepsilon(a^\overline{a}),$$

where $a^+$ and $a^-$ are the two adjacent faces to $a$ and the lattice-dependent constant $\frac{2}{3}$ corresponds to the infinite-volume limit of the Ising model on the honeycomb lattice (e.g., it should be replaced by $\sqrt{2}/2$ when working on the square lattice). Since wind$(\gamma; a, \overline{a}) = \pm 2\pi$ for any configuration $\gamma \in \text{Conf}_\Omega(a, \overline{a})$, it easily follows from (2.23) that

$$E_{\Omega}^a[\varepsilon(a)] = 1 - 2(\mathbb{Z}_{\Omega}^a)^{-1}W_{\Omega}^a(a, \overline{a}) - \frac{2}{3} = \frac{1}{3} \mp 2F_{\Omega}(a, \overline{a}) \quad \text{if } \rho_a \in \varphi^\pm.$$

3.1. Stress-energy tensor expectations via fermionic observables. Consider the empty boundary conditions $b = \emptyset$. In this case, Lemma 2.10 expresses the quantity $T_{\text{mid}}(m)$ as a linear combination of sums over the sets $\text{Conf}_\Omega(m_{\text{down}}, m_{\text{up}})$, $\text{Conf}_\Omega(m_{\text{down}}, \overline{m}_{\text{up}})$ etc. It is easy to see that the complex phase (2.22) of a configuration $\gamma$ is constant on each of these sets due to topological reasons. Therefore, one can easily rewrite $T_{\text{mid}}(m)$ using several values $F_{\Omega}(m_{\text{down}}, m_{\text{up}})$, $F_{\Omega}(m_{\text{down}}, \overline{m}_{\text{up}})$ of the real fermionic observable introduced above. To shorten the expressions, we introduce notation for discrete derivatives and mean values.


Definition 3.1. For a function $F(a, e)$ defined on half-edges of a discrete domain $\Omega$, an inner face $w$ of $\Omega$ and $\rho \in \varphi$, we put
\[
[\partial_1 F](w[^\rho], e) := \frac{1}{\sqrt{3}} [F(w[^\rho]_{\text{up}}, e) - F(w[^\rho]_{\text{down}}, e)], \quad [\varsigma_1 F](w[^\rho], e) := \frac{1}{2} [F(w[^\rho]_{\text{up}}, e) + F(w[^\rho]_{\text{down}}, e)],
\]
\[
[\partial_2 F](a, w[^\rho]) := \frac{1}{\sqrt{3}} [F(a, w[^\rho]_{\text{up}}) - F(a, w[^\rho]_{\text{down}})], \quad [\varsigma_2 F](a, w[^\rho]) := \frac{1}{2} [F(a, w[^\rho]_{\text{up}}) + F(a, w[^\rho]_{\text{down}})],
\]
where $w[^\rho]$ denotes the midline of the face $w$ oriented in the direction $i\rho$ and $w[^\rho]_{\text{down}}, w[^\rho]_{\text{up}}$ are the two boundary half-edges of $w$ oriented in the direction $\rho$, see Fig. 5 and 6.

Proposition 3.2. Let $w$ be an inner face of $\Omega$ and $\rho \in \varphi^\pm$. Then one has
\[
\mathbb{E}^\Omega_+ [T[^\rho|(w)] = c_T - \frac{\sqrt{3}}{2} [\partial_1 \partial_2 F_\Omega](w[^\rho], S[^\rho]),
\]
\[
\mathbb{E}^\Omega_+ [R[^\rho|(w)] = c_R \pm \frac{\sqrt{3}}{2} [\partial_1 \partial_2 F_\Omega](w[^\rho], S[^\rho]^-),
\]
where $T[^\rho|(w)$ and $R[^\rho|(w)$ are given by Definition 1.5, and $F_\Omega$ is defined by (2.23).

Proof. Recall that $F(w[^\rho]_{\text{down}}, w[^\rho]_{\text{down}}) = F(w[^\rho]_{\text{up}}, w[^\rho]_{\text{up}}) = 0$ and $F(w[^\rho]_{\text{down}}, w[^\rho]_{\text{up}}) = -F(w[^\rho]_{\text{up}}, w[^\rho]_{\text{down}})$. Thus,
\[
\frac{\sqrt{3}}{2} [\partial_1 \partial_2 F_\Omega](w[^\rho], w[^\rho]) = \frac{\sqrt{3}}{2} \cdot \frac{1}{2} [F_\Omega(w[^\rho]_{\text{down}}, w[^\rho]_{\text{up}}) - F_\Omega(w[^\rho]_{\text{up}}, w[^\rho]_{\text{down}})] = \frac{1}{2} F_\Omega(w[^\rho]_{\text{down}}, w[^\rho]_{\text{up}}).
\]

Since $\phi(\gamma; w[^\rho]_{\text{down}}, w[^\rho]_{\text{up}}) = -i$ for any $\gamma \in \text{Conf}_\Omega(w[^\rho]_{\text{down}}, w[^\rho]_{\text{up}})$, it is easy to see that the right-hand side coincides with the right-hand side of (2.18), see also Fig. 6. The expectation $\mathbb{E}^\Omega_+ [R[^\rho|(w)]$ can be treated in the same way.

3.2. Four-point fermionic observables. In order to handle the correlations mentioned above, we need a combinatorial definition of four-point fermionic observables. Given four distinct half-edges $a_1, a_2, a_3, a_4$ of $\Omega$, let $\text{Conf}_\Omega(a_1, a_2, a_3, a_4)$ denote the set of configurations $\gamma \in \text{Conf}_\Omega(a_1, a_2, a_3, a_4)$ containing several loops and two paths linking $a_1$ with $a_2$ and $a_3$ with $a_4$. Note that
\[
\text{Conf}_\Omega(a_1, a_2, a_3, a_4) = \text{Conf}_\Omega(a_1, a_2)[a_3, a_4] \cup \text{Conf}_\Omega(a_1, a_3)[a_2, a_4] \cup \text{Conf}_\Omega(a_1, a_4)[a_2, a_3)
\]
since we work with subsets of a trivalent lattice. The next combinatorial definition of four-point fermionic observables can be thought of as a generalization of the definition (2.23).

The 2n-point version of this construction was used in [Hon10] to treat the scaling limits of expectations $\mathbb{E}_\Omega^n[\varepsilon(a_1) \ldots \varepsilon(a_n)]$ on the square lattice, for any boundary conditions $b = \{b_1, \ldots, b_{2n}\}$.

Definition 3.3. Let $a_1, a_2, a_3, a_4$ be four distinct half-edges in a discrete domain $\Omega$. For a configuration $\gamma \in \text{Conf}_\Omega(a_1, a_2, a_3, a_4)$, we define its complex phase $\phi(\gamma; a_1, a_2, a_3, a_4)$ as
\[
\phi(\gamma; a_1, a_2, a_3, a_4) := \exp \left[ -\frac{i}{2} (\text{wind}(\gamma; a_1, a_2) + \text{wind}(\gamma; a_3, a_4)) \right],
\]
where $\text{wind}(\gamma; a_1, a_2)$ and $\text{wind}(\gamma; a_3, a_4)$ stand for the total rotation angles of the (unique) paths in $\gamma$ linking $a_1$ with $a_2$ and $a_3$ with $a_4$, oriented from $a_1$ to $a_2$ and from $a_3$ to $a_4$, respectively. Then, we put
\[
F_\Omega(a_1, a_2|a_3, a_4) := \frac{(-i \eta_{a_1} \eta_{a_2})(-i \eta_{a_3} \eta_{a_4})}{Z_\Omega} \sum_{\gamma \in \text{Conf}_\Omega(a_1, a_2)[a_3, a_4]} \phi(\gamma; a_1, a_2, a_3, a_4) w(\gamma)
\]
and define the real-valued four-point fermionic observable $F_\Omega(a_1, a_2, a_3, a_4)$ by
\[
F_\Omega(a_1, a_2, a_3, a_4) := F_\Omega(a_1, a_2|a_3, a_4) - F_\Omega(a_1, a_3|a_2, a_4) + F_\Omega(a_1, a_4|a_2, a_3).
\]

The next lemma reflects the free fermionic structure of these combinatorial observables.
Thus, the Pfaffian identity (3.3) still holds true in this situation due to \( \text{(4)} \), which eventually gives the same Pfaffian formula for \( F_\Omega(a_1, a_2, a_3, a_4) \).

Lemma 3.4. Let \( a_1, a_2, a_3, a_4 \) be four distinct half-edges of \( \Omega \). Then, the following Pfaffian formula is fulfilled:

\[
F_\Omega(a_1, a_2, a_3, a_4) = F_\Omega(a_1, a_2) F_\Omega(a_3, a_4) - F_\Omega(a_1, a_3) F_\Omega(a_2, a_4) + F_\Omega(a_1, a_4) F_\Omega(a_2, a_3).
\]

In particular, \( F_\Omega(a_1, a_2, a_3, a_4) \) is an antisymmetric function of its arguments: for any permutation \( \varpi \in S_4 \), one has \( F_\Omega(a_{\varpi(1)}, a_{\varpi(2)}, a_{\varpi(3)}, a_{\varpi(4)}) = (-1)^{sgn(\varpi)} F_\Omega(a_1, a_2, a_3, a_4) \).

Proof. A similar result was proved in [Hon10, Proposition 84] in the square lattice setup. This proof is based on a uniqueness theorem for the complex-valued fermionic observables viewed as the so-called \( s \)-holomorphic functions defined in a discrete domain \( \Omega \); the same argument can be also found in [CI13, Section 3.5]. In principle, it can be easily repeated in the honeycomb lattice setup, but we prefer to refer the reader to a general version of the same result provided, e.g., by [CCK17, Theorem 1.2]. In [CCK17], the definition of the four-point observable given above appears as a combinatorial expansion of the formal correlator

\[
F_\Omega(a_1, a_2, a_3, a_4) = \langle \phi_{a_4} \phi_{a_3} \phi_{a_2} \phi_{a_1} \rangle = \text{Pf} \left[ \langle \phi_{a_q} \phi_{a_p} \rangle \right]_{p,q=1}^4 = \text{Pf} \left[ F(a_p, a_q) \right]_{p,q=1}^4
\]

of Grassmann variables \( \phi_a \), which are naturally associated with a classical Pfaffian formula for the Ising model partition function. The only special case which should be considered separately is when the set \( \{a_1, a_2, a_3, a_4\} \) contains a pair of opposite half-edges, since in this case our definition of the set \( \text{Conf}_\Omega(a_1, a_2, a_3, a_4) \) differs from the set \( \mathcal{C}(a_1, a_2, a_3, a_4) \) appearing in the expansion provided by [CCK17, Theorem 1.2], cf. Remark 2.12. If, say, \( a_4 = \pi_3 \) but \( a_2 \neq \pi_1 \), then \( \text{Conf}_\Omega(a_1, a_2, a_3, \pi_3) = \mathcal{C}(a_1, a_2) \setminus \mathcal{C}(a_1, a_2, a_3, \pi_3) \) and it is easy to check that

\[
F_\Omega(a_1, a_2, a_3, \pi_3) = \langle \phi_{a_2} \phi_{a_1} \rangle + \langle \phi_{\pi_3} \phi_{a_3} \phi_{a_2} \phi_{a_1} \rangle \quad \text{if} \quad \rho_{a_3} \in \varphi^+.
\]

Thus, the Pfaffian identity (3.3) still holds true in this situation due to (4). If both \( a_1 = \pi_2 \) and \( a_4 = \pi_3 \), then the inclusion-exclusion formula applied to the sets \( \mathcal{C}(\varnothing), \mathcal{C}(a_1, \pi_1), \mathcal{C}(a_3, \pi_3) \) and \( \mathcal{C}(a_1, a_2, a_3, a_4) \) to get the set \( \text{Conf}_\Omega(a_1, a_2, a_3, a_4) \) leads to

\[
F_\Omega(a_1, \pi_1, a_3, \pi_3) = 1 + \langle \phi_{\pi_1} \phi_{a_1} \rangle + \langle \phi_{\pi_3} \phi_{a_3} \phi_{a_2} \phi_{a_1} \rangle + \langle \phi_{\pi_3} \phi_{a_3} \phi_{\pi_1} \phi_{a_1} \rangle \quad \text{if} \quad \rho_{a_1}, \rho_{a_3} \in \varphi^+,
\]

which eventually gives the same Pfaffian formula for \( F_\Omega(a_1, \pi_1, a_3, \pi_3) \).

\( \square \)

3.3. Two-point expectations via four-point observables. We begin with an analogue of Proposition 3.2 for Dobrushin boundary conditions.
Proposition 3.5. Let \( w \) be an inner face of \( \Omega \) and \( \rho \in \mathbb{R}^+ \). Then, for any two boundary edges \( b, b' \) of \( \Omega \), one has

\[
E^{b,b'}_{\Omega}[T^{\rho}(w)] = E^{b,b'}_{\Omega}[T^{\rho}(w)] - \frac{\sqrt{3}}{2} \left[ F_{\Omega}(b, b') \right]^{-1} \times \left[ \partial_2 F_{\Omega}(b, w) \cdot [\gamma_2 F_{\Omega}(b', w) - \gamma_2 F_{\Omega}(b, w)] \cdot \partial_2 F_{\Omega}(b', w) \right],
\]

\[
E^{b,b'}_{\Omega}[R^{\rho}(w)] = E^{b,b'}_{\Omega}[R^{\rho}(w)] \pm \sqrt{3} \left[ F_{\Omega}(b, b') \right]^{-1} \times \left[ \partial_2 F_{\Omega}(b, w) \cdot [\gamma_2 F_{\Omega}(b', w) - \gamma_2 F_{\Omega}(b, w)] \cdot \partial_2 F_{\Omega}(b', w) \right],
\]

where \( T^{\rho}(w) \) and \( R^{\rho}(w) \) are given by Definition 1.5 and \( F_{\Omega} \) is defined by (2.23).

Proof. Let \( \phi^{b,b'} \) denote the common value of \( \phi(\gamma; b, b') \) for \( \gamma \in \text{Conf}_{\Omega}(b) \), which is fixed by topological reasons and does not depend on \( \gamma \). Then, one can easily check that

\[
F_{\Omega}(b, w_{\text{down}}^{\rho}, w_{\text{up}}^{\rho} | b', b') = \frac{\sqrt{i\eta\eta'}}{Z_{\Omega}^b} \cdot \phi^{b,b'} \cdot W_{\Omega}(b, w_{\text{up}}^{\rho} | w_{\text{down}}^{\rho}, b') ,
\]

\[
F_{\Omega}(b, w_{\text{up}}^{\rho} | w_{\text{down}}^{\rho}, b') = \frac{\sqrt{i\eta\eta'}}{Z_{\Omega}^b} \cdot i\phi^{b,b'} \cdot W_{\Omega}(b, w_{\text{down}}^{\rho} | w_{\text{up}}^{\rho}, b') ,
\]

where we use the notation \( W_{\Omega}(a_1, a_2 | a_3, a_4) := \sum_{\gamma \in \text{Conf}_{\Omega}(a_1, a_2 | a_3, a_4)} w(\gamma) \). Therefore,

\[
F_{\Omega}(b, w_{\text{down}}^{\rho}, w_{\text{up}}^{\rho} | b', b') = \frac{i\eta\eta'}{Z_{\Omega}^b} \cdot \phi^{b,b'} \cdot W_{\Omega}^{b,b'}(w_{\text{down}}^{\rho}, w_{\text{up}}^{\rho}),
\]

where we used the definition of \( F_{\Omega}(b, b') \) in the last equality. Together with (2.18) and the definition of \( F_{\Omega}(w_{\text{down}}^{\rho}, w_{\text{up}}^{\rho}) \), this implies

\[
E^{b,b'}_{\Omega}[T^{\rho}(w)] - E^{b,b'}_{\Omega}[T^{\rho}(w)] = \frac{1}{2} \left[ \frac{1}{Z_{\Omega}^b} \cdot W_{\Omega}^{b,b'}(w_{\text{down}}^{\rho}, w_{\text{up}}^{\rho}) - \frac{1}{Z_{\Omega}^b} \cdot W_{\Omega}(w_{\text{down}}^{\rho}, w_{\text{up}}^{\rho}) \right]
\]

\[
= \frac{1}{2} \left[ \frac{F_{\Omega}(b, w_{\text{down}}^{\rho}, w_{\text{up}}^{\rho})}{F_{\Omega}(b, b')} + F_{\Omega}(w_{\text{down}}^{\rho}, w_{\text{up}}^{\rho}) \right]
\]

\[
= \frac{1}{2} F_{\Omega}(b, b') \left[ F_{\Omega}(b, w_{\text{down}}^{\rho}) F_{\Omega}(b', w_{\text{up}}^{\rho}) - F_{\Omega}(b, w_{\text{up}}^{\rho}) F_{\Omega}(b', w_{\text{down}}^{\rho}) \right],
\]

where the last equality is a consequence of the Pfaffian representation of the four-point observable (see Lemma 3.4) and the anti-symmetry of two-point observables. The claim for \( E^{b,b'}_{\Omega}[R^{\rho}(w)] \) follows immediately. The proof of the formula for \( E^{b,b'}_{\Omega}[R^{\rho}(w)] \) is similar. \( \square \)

Exactly the same techniques can be used to derive expressions of the two-point expectations \( E^{b,b'}_{\Omega}[T^{\rho}(w) T^{\rho}(w')] \) and \( E^{b,b'}_{\Omega}[T^{\rho}(w) \varepsilon(a)] \) in terms of two-point fermionic observables \( F_{\Omega} \). As in Proposition 3.2 and Proposition 3.5, one can also write similar expressions for the two-point expectations \( E^{b,b'}_{\Omega}[R^{\rho}(w) T^{\rho}(w')] \) and \( E^{b,b'}_{\Omega}[R^{\rho}(w) \varepsilon(a)] \). They all contain one more discrete derivative operator \( \partial \) instead of \( \zeta \) comparing to the same expectations with the local field \( R^{\rho}(w) \) replaced by \( T^{\rho}(w) \), and thus disappear in the scaling limit. Below we do not include these explicit expressions in the presentation for shortness.
Proposition 3.6. (i) Let \( w, w' \) be two non-adjacent inner faces of \( \Omega \) and \( \rho, \tau \in \wp \). Then,
\[
\mathbb{E}_\Omega^+[T^\rho(w)T^\tau(w')] = \mathbb{E}_\Omega^+[T^\rho(w)] \cdot \mathbb{E}_\Omega^+[T^\tau(w')]
+ \frac{3}{4} \left[ \langle \partial_1 \partial_2 F_{\Omega}(w^\rho, w^\tau) \rangle \cdot \langle \partial_2 F_{\Omega}(w^\rho, \partial w^\tau) \rangle \right].
\]
(ii) Let \( w \in \Omega \). Then, the expression for \( \mathbb{E}_\Omega^+[T^\rho(w)\varepsilon(a)] = \mathbb{E}_\Omega^+[T^\rho(w)] \cdot \mathbb{E}_\Omega^+[\varepsilon(a)]
+ \sqrt{3} \left[ \langle s_1 \partial_2 F_{\Omega}(w^\rho, w^\tau) \rangle \cdot \langle \partial_2 F_{\Omega}(w^\rho, \partial w^\tau) \rangle - \langle \partial_2 F_{\Omega}(a, w^\rho) \rangle \cdot \langle s_2 F_{\Omega}(a, w^\rho) \rangle \right],
\]
where the local field (energy density) \( \varepsilon(a) \) is defined by (3.1).

Proof. In the same way as in the proofs of Propositions 3.2 and 3.5 one gets
\[
\mathbb{E}_\Omega^+[T^\rho(w)T^\tau(w')] - \mathbb{E}_\Omega^+[T^\rho(w)] \cdot \mathbb{E}_\Omega^+[T^\tau(w')]
= \frac{1}{4} \left[ \langle F_{\Omega}(w^\rho, w^\tau) \rangle \cdot \langle F_{\Omega}(w^\rho, \partial w^\tau) \rangle \right.
- \left. \langle \partial_1 \partial_2 F_{\Omega}(w^\rho, w^\tau) \rangle \cdot \langle \partial_2 F_{\Omega}(w^\rho, \partial w^\tau) \rangle \right]
= \frac{3}{4} \left[ \langle s_1 \partial_2 F_{\Omega}(w^\rho, w^\tau) \rangle \cdot \langle \partial_2 F_{\Omega}(w^\rho, \partial w^\tau) \rangle - \langle \partial_2 F_{\Omega}(a, w^\rho) \rangle \cdot \langle s_2 F_{\Omega}(a, w^\rho) \rangle \right].
\]

The formula for \( \mathbb{E}_\Omega^+[T^\rho(w)\varepsilon(a)] \) can be derived in the same way. One just needs to substitute \( w^\tau \) with \( a, \tau \) and use the identity \( \mathbb{E}_\Omega^+\varepsilon(a) = \frac{1}{3} \) see (3.2).

3.4. Spinor observables and correlations with the spin field. In order to handle the two-point expectations involving the spin field \( \sigma(\gamma) \), we need a generalization of combinatorial observables discussed in Section 3.1, the so-called spinor observables. For a simply connected discrete domain \( \Omega \) and its inner face \( u \in \Omega \), we denote by \( [\Omega, u] \) the double-cover of \( \Omega \) branching around \( u \) (and not branching around any other face) and by \( \pi : [\Omega, u] \to \Omega \) the corresponding projection mapping. For a (oriented) edge \( e \) of \( [\Omega, u] \), we denote by \( e^* \neq e \) the other (oriented) edge of \( [\Omega, u] \) such that \( \pi(e^*) = \pi(e) \). One can view the next definition as a generalization of Definition 2.11 in the presence of the branching.

Definition 3.7. Let \( [\Omega, u] \) be the double-cover of a simply connected discrete domain \( \Omega \) branching around its inner face \( u \). For two half-edges \( a, e \) of \( [\Omega, u] \) such that \( \pi(a) \neq \pi(e) \) and a configuration \( \gamma \in \text{Conf}_\Omega(\pi(a), \pi(e)) \), let \( \text{loops}_{\Omega}(\gamma) \) denote the number of loops in \( \gamma \) that surround \( u \) and
\[
\phi_{\gamma}(\gamma; a, e) := \exp \left[ -\frac{i}{2} \text{wind}_{\gamma}(\gamma; a, e) \right] \cdot (-1)^{\text{loops}_{\Omega}(\gamma)},
\]
where \( \text{wind}_{\gamma}(\gamma; a, e) := \text{wind}(\gamma; \pi(a), \pi(e)) \) if the path linking the projections \( \pi(a) \) and \( \pi(e) \) in \( \gamma \) lifts to a path linking \( a \) and \( e \) on the double-cover \( [\Omega, u] \), and \( \text{wind}(\gamma; \pi(a), \pi(e)) + 2\pi \) if this path lifts to a path linking \( a \) with \( e^* \) on \( [\Omega, u] \). Then, the real-valued spinor observable \( F_{[\Omega, u]}(a, e) \) is defined as
\[
F_{[\Omega, u]}(a, e) := \frac{\langle \sigma(\gamma) \rangle}{\mathbb{E}_\Omega^+[\sigma(\gamma)]} \cdot \sum_{\text{Conf}_\Omega(\pi(a), \pi(e))} \phi_{\gamma}(\gamma; a, e) w(\gamma).
\]
We also formally set \( F_{[\Omega,u]}(a,a) = F_{[\Omega,u]}(a,a^*) := 0 \) and, for a midedge \( z_e \) on \([\Omega,u]\), define the complex-valued spinor observable \( F_{[\Omega,u]}(a,z_e) \) by

\[
F_{[\Omega,u]}(a,z_e) := \eta_{\sigma(e)}F_{[\Omega,u]}(a,e) + \eta_{\sigma(\overline{e})}F_{[\Omega,u]}(a,\overline{e}).
\]

**Remark 3.8.** As in the non-branching case, one can easily check that \( F_{[\Omega,u]}(a,e) \) is real and anti-symmetric: \( F_{[\Omega,u]}(a,e) = -F_{[\Omega,u]}(e,a) \). Moreover, it directly follows from the definition of wind\(_{[u]}(\gamma; a, e)\) that \( F_{[\Omega,u]}(a,e^*) = -F_{[\Omega,u]}(a,e) \) for all \( a, e \in [\Omega,u] \).

The next proposition is a straightforward analogue of Proposition 3.2. Similarly to Proposition 3.6, we do not include a formula for the correlations \( \mathbb{E}_{[\Omega]}^+[R^{[\rho]}(w)\sigma(u)] \) for shortness.

**Proposition 3.9.** Let \( w, u \) be two distinct inner faces of \( \Omega \) and \( \rho \in \wp \). Then, one has

\[
\frac{\mathbb{E}_{[\Omega]}^+[T^{[\rho]}(w)\sigma(u)]}{\mathbb{E}_{[\Omega]}^+[\sigma(u)]} = c_T - \frac{\sqrt{2}}{2}[\partial_1 \partial_2 F_{[\Omega,u]}](w^{[\rho]}, w^{[\rho]}),
\]

where the spinor observable \( F_{[\Omega,u]} \) is defined by (3.5) and the arguments \( w^{[\rho]}_{\text{up}}, w^{[\rho]}_{\text{down}} \) of \( F_{[\Omega,u]} \) are assumed to be lifted on the same sheet of the double-cover \([\Omega,u]\).

**Proof.** For each \( \gamma \in \text{Conf}_\Omega(\pi(w^{[\rho]}_{\text{down}}), \pi(w^{[\rho]}_{\text{up}})) \), denote by \( \gamma' \) the configuration obtained from \( \gamma \) by making the XOR operation on the right semi-hexagon of \( \pi(w^{[\rho]}) \). Then one has

\[
\phi_{[u]}(\gamma; w^{[\rho]}_{\text{down}}, w^{[\rho]}_{\text{up}}) = -i(-1)^{\text{loops}_{[u]}(\gamma')}
\]

and \((-1)^{\text{loops}_{[u]}(\gamma')}\) is just the value of \( \sigma(u) \) in the spin configuration corresponding to \( \gamma' \). Using the same arguments as in Lemma 2.10, we get the following analogue of (2.18):

\[
\frac{\mathbb{E}_{[\Omega]}^+[T^{[\rho]}(w)\sigma(u)]}{\mathbb{E}_{[\Omega]}^+[\sigma(u)]} - c_T = \frac{i}{2} \sum_{\gamma \in \text{Conf}_\Omega(\pi(w^{[\rho]}_{\text{down}}), \pi(w^{[\rho]}_{\text{up}}))} w^{[\rho]}(\gamma) \phi_{[u]}(\gamma; w^{[\rho]}_{\text{down}}, w^{[\rho]}_{\text{up}})
\]

\[
= -\frac{1}{2} F_{[\Omega,u]}(w^{[\rho]}_{\text{down}}, w^{[\rho]}_{\text{up}}) = -\frac{\sqrt{2}}{2}[\partial_1 \partial_2 F_{[\Omega,u]}](w^{[b]}, w^{[b]}),
\]

where the first equality follows from considerations of \( \phi_{[u]}(\gamma; w^{[\rho]}_{\text{down}}, w^{[\rho]}_{\text{up}}) \) given above, the second uses the definition of \( F_{[\Omega,u]} \) and the third repeats the one in Proposition 3.2. \( \square \)

### 4. Correlation functions via fermions in continuum

In this section we briefly discuss correlation functions \( \langle T(w) \rangle_{\Omega}^{+}, \langle T(w) \rangle_{\Omega}^{\text{b,b'}}, \langle T(w) T(w') \rangle_{\Omega}^{+} \) etc coming from the (free fermion, central charge \( \frac{1}{2} \)) Conformal Field Theory, which is known to describe the scaling limit of the 2D Ising model at criticality (e.g., see [Mus10, Sec. 14.2]). It is worth noting that we do not refer to the usual CFT language along this discussion and adopt the approach discussed in [Che18, Section 4] and [CHI21] instead, though keeping the presentation self-contained for the sake of the reader. Thus, all the correlation functions in continuum that we need to formulate Theorems 1–3 are defined via solutions to appropriate Riemann-type boundary value problems for holomorphic functions in \( \Omega \). In particular, this approach fits our proofs of Theorems 1–3, which are presented in Section 5 and are based on convergence results for solutions to similar discrete boundary value problems.

#### 4.1. Fermionic correlators as solutions to boundary value problems for holomorphic functions.

For a while, let us assume that \( \Omega \) is a bounded simply connected domain with a smooth boundary \( \partial \Omega \).
Definition 4.1. Let $\Omega$ be a bounded simply connected domain with a smooth boundary, $a \in \Omega$, and $\eta \in \mathbb{C}$. We define $f_\Omega^{[\eta]}(a, \cdot)$ to be the (unique) holomorphic in $\Omega \setminus \{a\}$ and continuous up to $\partial \Omega$ function such that $f_\Omega^{[\eta]}(a, z) = \overline{\eta} \cdot (z - a)^{-1} + O(1)$ as $z \to a$ and
\[
\text{Im} \left[ f_\Omega^{[\eta]}(a, \zeta) \sqrt{\tau(\zeta)} \right] = 0 \quad \text{for all} \quad \zeta \in \partial \Omega,
\] (4.1)
where $\tau(\zeta)$ denotes the tangent vector to $\partial \Omega$ at the point $\zeta$, oriented counterclockwise and considered as a complex number.

Remark 4.2. (i) The uniqueness of solution to this boundary value problem can be easily deduced from the following consideration: the difference $f(z)$ of any two solutions should be holomorphic everywhere in $\Omega$, which implies $\int_{\partial \Omega} \text{Im}[(f(z))^2]d\zeta = 0$ and contradicts to the boundary conditions.

(ii) Let $\varphi : \Omega \to \Omega'$ be a conformal mapping and $\eta' = \eta \cdot (\varphi'(a))^{\frac{1}{2}}$. Then one has
\[
f_\Omega^{[\eta]}(a, z) = f_{\Omega'}^{[\eta']}(\varphi(a), \varphi(z)) \cdot (\varphi'(z))^{\frac{1}{2}}, \quad a, z \in \Omega.
\] (4.2)
Indeed, the right-hand side satisfies all the conditions used to define $f_\Omega^{[\eta]}(a, z)$, thus this covariance rule follows from the uniqueness property discussed above.

(iii) The existence of $f_\Omega^{[\eta]}(a, z)$ can be easily derived by solving the corresponding boundary value problem in the upper half-plane $\mathbb{H}$ and then applying (4.2) with $\varphi : \Omega \to \mathbb{H}$, but we prefer to postpone these explicit formulae, taking this existence for granted until Proposition 4.5. Note that the explicit formulae (4.7) and the decomposition (4.4) given below can be also used to define the functions $f_\Omega^{[\eta]}(a, z)$ for rough and/or unbounded domains $\Omega$.

Proposition 4.3. Let $\Omega$ be a bounded simply connected domain with a smooth boundary, and let $a \in \Omega$. Then, there exists unique pair of holomorphic in $\Omega \setminus \{a\}$ and continuous up to $\partial \Omega$ functions $f_\Omega(a, \cdot)$ and $f_\Omega^*(a, \cdot)$ such that the functions $f_\Omega(a, z) := f_\Omega(a, z) - 2(z-a)^{-1}$ and $f_\Omega^*(a, z)$ are bounded as $z \to a$ and
\[
f_\Omega^*(a, \zeta) = \tau(\zeta) \cdot f_\Omega(a, \zeta) \quad \text{for all} \quad \zeta \in \partial \Omega.
\] (4.3)
Moreover, for any $\eta \in \mathbb{C}$ and $z \in \Omega \setminus \{a\}$, one has
\[
f_\Omega^{[\eta]}(a, z) = \frac{1}{2} \left[ \overline{\eta} f_\Omega(a, z) + \eta f_\Omega^*(a, z) \right].
\] (4.4)
\[
\text{Proof.} \quad \text{It is easy to see that, for any} \ a, \beta \in \mathbb{R} \text{and} \ \eta, \mu \in \mathbb{C}, \text{one has}
\[
f_\Omega^{[\alpha \eta + \beta \mu]}(a, z) = \alpha f_\Omega^{[\eta]}(a, z) + \beta f_\Omega^{[\mu]}(a, z),
\]
since the right-hand side satisfies all the conditions from Definition 4.1 that determine the function $f_\Omega^{[\alpha \eta + \beta \mu]}(a, \cdot)$. In other words, for any $z \in \Omega \setminus \{a\}$, the quantity $f_\Omega^{[\eta]}(a, z)$ is a real-linear functional of $\eta \in \mathbb{C}$, and hence identity (4.4) holds true for some $f_\Omega(a, z)$ and $f_\Omega^*(a, z)$. Since these functions can be easily represented as linear combinations of $f_\Omega^{[\eta]}(a, z)$, they both are holomorphic in $\Omega \setminus \{a\}$ and continuous up to $\partial \Omega$, and their behavior as $z \to a$ follows immediately. Moreover, boundary conditions (4.1) considered for all $\eta \in \mathbb{C}$ simultaneously are equivalent to boundary conditions (4.3).

\[
\square
\]

Remark 4.4. (i) It follows from (4.2) and (4.4) that the functions $f_\Omega(a, z)$ and $f_\Omega^*(a, z)$ have the following covariances under conformal mappings $\varphi : \Omega \to \Omega'$:
\[
f_\Omega(a, z) = f_{\Omega'}(\varphi(a), \varphi(z)) \cdot \overline{(\varphi'(a))^{\frac{1}{2}}} \quad \text{and} \quad f_\Omega^*(a, z) = f_{\Omega'}^*(\varphi(a), \varphi(z)) \cdot \overline{(\varphi'(a))^{\frac{1}{2}}}, \quad a, z \in \Omega.
\] (4.5)

(ii) Let $\eta, \mu \in \mathbb{C}$ and $a, z \in \Omega$. Applying the Cauchy residue theorem to the product of the functions $f_\Omega^{[\eta]}(a, \cdot)$ and $f_\Omega^{[\mu]}(z, \cdot)$ and taking into account boundary conditions (4.1), one
obtains

\[
0 = \text{Im} \left[ \oint_{\partial \Omega} f_{\Omega}^[\eta](a, \zeta) f_{\Omega}^[\mu](z, \zeta) d\zeta \right] = 2\pi \cdot \text{Re} \left[ \overline{\eta} f_{\Omega}^[\mu](z, a) + \overline{\mu} f_{\Omega}^[\eta](a, z) \right].
\]

Since \( \eta \) and \( \mu \) can be chosen arbitrary, the decomposition (4.4) easily implies the identities

\[
f_{\Omega}(z, a) = -f_{\Omega}(a, z), \quad f_{\Omega}^*[z, a) = -f_{\Omega}^*[a, z).
\]  

(4.6)

In particular, the function \( f_{\Omega}(\cdot, z) \) is holomorphic in \( \Omega \setminus \{z\} \) while the function \( f_{\Omega}^*[\cdot, z) \) is anti-holomorphic in \( \Omega \).

**Proposition 4.5.** Let \( \Omega \) be a bounded simply connected domain with a smooth boundary and \( \varphi : \Omega \to \mathbb{H} \) be a conformal mapping from \( \Omega \) onto the upper half-plane \( \mathbb{H} \). Then, for any \( a, z \in \Omega \), one has

\[
f_{\Omega}(z, a) = \frac{2(\varphi'(a)\varphi'(z))^{\frac{1}{2}}}{\varphi(z) - \varphi(a)}, \quad f_{\Omega}^*[z, a) = \frac{2(\varphi'(a)\varphi'(z))^{\frac{1}{2}}}{\varphi(z) - \varphi(a)}.
\]  

(4.7)

**Proof.** Note that the functions \( f_{\mathbb{H}}(a, z) := 2(z - a)^{-1} \) and \( f_{\mathbb{H}}^*[a, z) := 2(z - \overline{a})^{-1} \) satisfy the conformal covariance rules (4.5) for all Möbius automorphisms \( \varphi : \mathbb{H} \to \mathbb{H} \) and solve the boundary value problem from Proposition 4.3 in the upper half-plane \( \mathbb{H} \):

\[
f_{\mathbb{H}}^*[a, \zeta) = f_{\mathbb{H}}(a, \overline{\zeta}) \quad \text{for} \quad a \in \mathbb{H} \quad \text{and} \quad \zeta \in \partial \mathbb{H} = \mathbb{R}.
\]

Therefore, the functions \( f_{\Omega}(a, \cdot) \) and \( f_{\Omega}^*[a, \cdot) \) given by (4.7) do not depend on the choice of the uniformization map \( \varphi : \Omega \to \mathbb{H} \), are holomorphic in \( \Omega \setminus \{a\} \) and continuous up to \( \partial \Omega \), have the correct behavior as \( z \to a \), and satisfy boundary conditions (4.3) everywhere on \( \partial \Omega \).

\[\square\]

**Remark 4.6.** Adopting the colloquial CFT language (e.g., see [GZ94, Sec. 4, pp.20-21] for a discussion of boundary conditions in the upper half-plane), one can write

\[
f_{\Omega}(a, z) = \langle \psi(z)\psi(a) \rangle_{\Omega} = -\langle \psi(a)\psi(z) \rangle_{\Omega},
\]

\[
f_{\Omega}^*[a, z) = \langle \psi(z)\psi^*[a) \rangle_{\Omega} = -\langle \psi^*[a)\psi(z) \rangle_{\Omega},
\]

where we use the notation \( \langle \ldots \rangle_{\Omega} \) for correlators of the free (holomorphic \( \psi(z) \)) and anti-holomorphic \( \psi^*[z) \) fermions in a simply connected domain \( \Omega \), coupled along the boundary so that \( \psi^*[z) = \overline{\psi(\zeta)} \) for \( \zeta \in \partial \Omega \); note that this coupling respects the conformal covariance (4.5) and reads simply as \( \psi^*[z) = \overline{\psi(\zeta)} \) if \( \Omega = \mathbb{H} \) is the upper half-plane and \( \zeta \in \mathbb{H} \). Therefore, the function \( f_{\Omega}^[\eta](a, z) \) can be interpreted as the fermionic correlator

\[
f_{\Omega}^[\eta](a, z) = \langle \psi(z)\psi^[\eta](a) \rangle_{\Omega}, \quad \text{where} \quad \psi^[\eta](a) := \frac{1}{2} [\eta \psi(a) + \eta^* \psi^*(a)].
\]

We also refer the interested reader to [CCK17, Section 3.6], where a similar ‘Grassmann variables’ notation for the discrete combinatorial observables from Section 3 is discussed.

### 4.2. Stress-energy tensor and energy density correlations.

In the free fermion CFT framework, it is well-known (e.g., see [Mus10, Sec. 12.3 and 14.2.1], note however that we use slightly different multiplicative normalization (4.7) of fermions) that both the (holomorphic) stress-energy tensor \( T \) and the energy density field \( \varepsilon \) can be written in terms of \( \psi, \psi^* \) as

\[
T = -\frac{i}{2} \psi \partial \psi; \quad \text{and} \quad \varepsilon = \frac{i}{2} \psi \psi^*.
\]

(as usual, the colons mean that some regularization is required in the former case). This motivates the following definition, which uses the language of solutions to Riemann-type boundary value problems developed in Section 4.1 instead of the CFT terminology.
**Definition 4.7.** Given a simply connected domain $\Omega$ and $w, a \in \Omega$, we set
\[
\langle T(w) \rangle_{\Omega}^+ := \frac{1}{4} \partial_z f_{\Omega}^t(w, z)|_{z=w} \quad \text{and} \quad \langle \varepsilon(a) \rangle_{\Omega}^+ := \frac{1}{2} f_{\Omega}^t(a, a),
\]
where the functions $f_{\Omega}^t$ and $f_{\Omega}^t$ are given by Proposition 4.3 (and Definition 4.1).

Note that one can easily derive explicit formulae for the quantities $\langle T(w) \rangle_{\Omega}^+$ and $\langle \varepsilon(a) \rangle_{\Omega}^+$ using (4.7). Namely, for any uniformization mapping $\varphi : \Omega \to \mathbb{H}$, one has
\[
\langle T(w) \rangle_{\Omega}^+ = \frac{[S\varphi](w)}{24}, \quad \text{where} \quad [S\varphi](w) := \frac{\varphi''(w)}{\varphi'(w)} - \frac{3}{2} \left( \frac{\varphi''(w)}{\varphi'(w)} \right)^2 \quad (4.8)
\]
denotes the Schwarzian derivative of the conformal mapping $\varphi$ at the point $w$, and
\[
\langle \varepsilon(a) \rangle_{\Omega}^+ = |\varphi'(a)| \cdot (2 \text{Im} \varphi(a))^{-1}. \quad (4.9)
\]
In particular, $\langle \varepsilon(a) \rangle_{\Omega}^+ \in \mathbb{R}$ for all $a \in \Omega$ while $\langle \cdot \rangle_{\Omega}^+$ is a holomorphic function in $\Omega$, this is why we prefer to use the letter $w$ (instead of $a$) for its argument.

The next step is to give a definition of the function $\langle T(w) \rangle_{\Omega}^{b,b'}$ from Theorem 1, as well as two-point functions $\langle T(w) \varepsilon(a) \rangle_{\Omega}^+$ and $\langle T(w T(w')) \rangle_{\Omega}^+$ from Theorems 2 and 3. It is worth mentioning that all these quantities can be alternatively defined via explicit formulae in the upper half-plane and appropriate conformal covariance rules. Nevertheless, we prefer to use the functions $f_{\Omega}$ and $f_{\Omega}^t$ as the starting point for all our definitions since they provide clear links with both the standard CFT notation on the one hand and with the discrete fermionic observables discussed in Section 3 on the other.

**Definition 4.8.** Given a simply connected domain $\Omega$, an inner point $w \in \Omega$ and two boundary points (or prime ends) $b, b' \in \partial \Omega$, we define the quantity $\langle T(w) \rangle_{\Omega}^{b,b'}$ by
\[
\langle T(w) \rangle_{\Omega}^{b,b'} := \langle T(w) \rangle_{\Omega}^+ + \frac{f_{\Omega}(b', w) \partial_w f_{\Omega}(b, w) - f_{\Omega}(b, w) \partial_w f_{\Omega}(b', w)}{4 f_{\Omega}(b, b')},
\]
where the one-point function $\langle T(w) \rangle_{\Omega}^+$ is given by Definition 4.7.

Note that for any uniformization mapping $\varphi : \Omega \to \mathbb{H}$ the formula (4.7) yields
\[
\langle T(w) \rangle_{\Omega}^{b,b'} = \langle T(w) \rangle_{\Omega}^+ + \frac{1}{2} \left[ \frac{\varphi'(w) \cdot (\varphi(b') - \varphi(b))}{(\varphi(b') - \varphi(w))(\varphi(b) - \varphi(w))} \right]^2.
\]
Therefore, if $\varphi : \Omega \to \mathbb{H}$ is the (unique up to a scaling) uniformization mapping such that $\varphi(b) = 0$ and $\varphi(b') = \infty$ or vice versa, then
\[
\langle T(w) \rangle_{\Omega}^{b,b'} = \frac{1}{2} \left( \frac{\varphi'(w)}{\varphi(w)} \right)^2 + \frac{[S\varphi](w)}{24}. \quad (4.10)
\]

**Remark 4.9.** (i) Following the discussion given in Remark 4.6, one can interpret the ratio of partition functions of the Ising model in $\Omega$ with Dobrushin and ‘+’ boundary conditions as the (absolute value) of the fermionic correlator $\langle \psi(b') \psi(b) \rangle_{\Omega} \equiv f_{\Omega}(b, b')$. Note that this interpretation perfectly agrees with the combinatorial definition of discrete fermionic observables. Therefore, Definition 4.8 can be thought about as a Pfaffian formula for the four-point fermionic correlator $-\frac{1}{4} \langle \psi(w) \partial \psi(w) \psi(b) \psi(b') \rangle_{\Omega}$ normalized by $\langle \psi(b') \psi(b) \rangle_{\Omega}$.

(ii) Note that the values of the function $f_{\Omega}(w, \cdot)$ at boundary points $b, b'$ may be ill-defined if $\partial \Omega$ is non-smooth. Nevertheless, the ratio involved in the definition of $\langle T(w) \rangle_{\Omega}^{b,b'}$ is always well-defined: the easiest way to see this is to apply a uniformization map $\varphi : \Omega \to \mathbb{H}$ and to rewrite all the instances of $f_{\Omega}(w, \cdot)$ using (4.7). Along the way, both the numerator and the denominator gain the same ill-defined factor $(\varphi'(b) \varphi'(b'))^{\frac{1}{2}}$, which cancels out.
Definition 4.10. Given a simply connected domain $\Omega$ and points $w, w', a \in \Omega$, we define the quantities $\langle T(w)\varepsilon(a) \rangle_{\Omega}^+$ and $\langle T(w)T(w') \rangle_{\Omega}^+$ by
\[
\langle T(w)T(w') \rangle_{\Omega}^+ := \langle T(w) \rangle_{\Omega}^+ \langle T(w') \rangle_{\Omega}^+ + \frac{1}{4\pi} \delta_{\omega_0}(w, w') \partial_w f_{\Omega_0}(w, w') - f_{\Omega_0}(w, w') \partial_w \partial_{w'} f_{\Omega_0}(w, w'),
\]
\[
\langle T(w)\varepsilon(a) \rangle_{\Omega}^+ := \langle T(w) \rangle_{\Omega}^+ \langle \varepsilon(a) \rangle_{\Omega}^+ + \frac{1}{8} (f_{\Omega_0}(a, w) \partial_w f_{\Omega_0}^*(a, w) - f_{\Omega_0}^*(a, w) \partial_w f_{\Omega_0}(a, w)),
\]
where the one-point functions $\langle T(w) \rangle_{\Omega}^+$ and $\langle \varepsilon(a) \rangle_{\Omega}^+$ are given by Definition 4.7.

Remark 4.11. Similarly to Remark 4.9, Definition 4.10 can be understood as Pfaffian formulae for the correlators $\frac{i}{\pi} \times :\psi(w) \partial \psi(w) \psi(w') \partial \psi(w') :\varkappa_{\Omega}$ and $-\frac{1}{8} \langle \psi(w) \partial \psi(w) \psi(a) \psi^*(a) \varkappa_{\Omega}$.

4.3. Correlations with the spin field. The main aim of this section is to define the quantities $\langle \sigma(u) \rangle_{\Omega}^+$ and $\langle T(w)\sigma(u) \rangle_{\Omega}^+$, which appear in the statement of Theorem 3. In principle, this can be done by writing explicit formulae for the case $\Omega = \mathbb{H}$ and then applying appropriate covariance rules. Nevertheless, similarly to Section 4.1 we prefer to use the language of Riemann-type boundary value problems for holomorphic spinors branching over a point $u \in \Omega$. Note that such continuous spinors are natural counterparts of discrete branching observables discussed in Section 3, which are the crucial tool for proving the convergence of discrete correlation functions involving the spin field to their limits, see [CI13, CH15].

Below we need some terminology. Given a simply connected planar domain $\Omega$ and a point $u \in \Omega$, we denote by $[\Omega, u]$ the (canonical) double-cover of $\Omega$ branching over the point $u$, and by $\tau : [\Omega, u] \to \Omega$ the corresponding projection. For a point $z \in [\Omega, u] \setminus \{u\}$, let $z^* \in [\Omega, u]$ be such that $\tau(z^*) = \tau(z)$ and $z^* \neq z$. In other words, $z^*$ is the point lying on the other sheet of $[\Omega, u]$ over the same point of $\Omega$ as $z$. We say that a function $f : [\Omega, u] \setminus \{u\} \to \mathbb{C}$ is a holomorphic spinor if $f(z^*) = -f(z)$ for all $z \neq u$ and $f(\cdot)$ is holomorphic on $[\Omega, u] \setminus \{u\}$.

The following description of the one-point function $\langle \sigma(u) \rangle_{\Omega}^+$ in continuum was used in [CH15], we refer the interested reader to this paper for more details.

Definition 4.12. Let $\Omega$ be a bounded simply connected domain with a smooth boundary and $u \in \Omega$. We denote by $g_{[\Omega, u]}(z)$ the (unique) holomorphic spinor defined on $[\Omega, u] \setminus \{u\}$ such that $g_{[\Omega, u]}^+(z) := g_{[\Omega, u]}(z) - e^{-i\pi^2}(z - u)^{-1/2}$ is bounded as $z \to u$ and
\[
\text{Im} \left[ g_{[\Omega, u]}(\zeta)/(\tau(\zeta) \sqrt{\tau(\zeta)}) \right] = 0 \quad \text{for all} \quad \zeta \in \partial[\Omega, u].
\]

Then, we define the quantity $\langle \sigma(u) \rangle_{\Omega}^+$ as the (unique up to a multiplicative normalization) real-valued function in $\Omega$ satisfying the differential equation
\[
d log \langle \sigma(u) \rangle_{\Omega}^+ = \text{Re} A_\Omega(u) du = \text{Re} A_\Omega(u) dx - \text{Im} A_\Omega(u) dy,
\]
where $u = x + iy$ and $A_\Omega(u) := \frac{i}{4} e^{i\pi^2}(z - u)^{-1/2} g_{[\Omega, u]}^+(z) |_{z = u}$.

Remark 4.13. (i) The uniqueness of solution $g_{[\Omega, u]}(\cdot)$ to the boundary value problem described above can be easily deduced similarly to Remark 4.2(i). Moreover, one can use this uniqueness property similarly to Remark 4.2(ii) to prove that
\[
g_{[\Omega, u]}(z) = g_{[\Omega', u']}((\varphi(z)) \cdot (\varphi'(z))^{1/2}
\]
for any conformal mapping $\varphi : \Omega \to \Omega'$, where $u' = \varphi(u)$. Then, one can use this covariance rule and the explicit formula
\[
g_{[\Omega, u]}(z) = (2 \text{Im } u)^{1/2} \cdot ((z - u)(z - \overline{u}))^{-1/2}
\]
to prove the existence of $g_{[\Omega, u]}(\cdot)$, and to define this function for rough and/or unbounded $\Omega$.

(ii) A priori, it is not clear that the differential form $(4.11)$ is exact. The easiest (though not the most conceptual) way to check this fact is to start with the explicit formula given above for $\Omega = \mathbb{H}$ and then to pass to the general case using $(4.12)$.

(iii) Equation $(4.11)$ defines the function $\langle \sigma(u) \rangle^+_{\Omega}$ up to a multiplicative normalization which, in principle, could depend on $\Omega$. There exists a coherent way to choose this normalization for all planar domains $\Omega$ simultaneously, which leads to the following formula:

$$\langle \sigma(u) \rangle^+_{\Omega} = (2|\varphi'(u)|)^{\frac{1}{2}} \cdot (\text{Im } \varphi(u))^{-\frac{1}{2}} , \quad u \in \Omega ,$$

where $\varphi$ stands for a uniformization mapping from $\Omega$ onto $\mathbb{H}$, see [CH15] for more details.

**Definition 4.14.** Let $[\Omega, u]$ be a double-cover of a bounded simply connected domain $\Omega$ with a smooth boundary, branching over the point $u \in \Omega$. Let $a \in [\Omega, u] \setminus \{u\}$ and $\eta \in \mathbb{C}$. We define $f^\eta_{[\Omega, u]}(a, \cdot)$ to be the (unique) holomorphic spinor in $[\Omega, u] \setminus \{u, a, a^*\}$ such that

$$\text{Im} \left[ f^\eta_{[\Omega, u]}(a, \zeta) \sqrt{\tau(\zeta)} \right] = 0 \quad \text{for all } \zeta \in \partial[\Omega, u] ,$$

$$f^\eta_{[\Omega, u]}(a, z) = \eta \cdot (z - a)^{-1} + O(1) \quad \text{as } z \to a ,$$

$$f^\eta_{[\Omega, u]}(a, z) = e^{i\frac{\pi}{4}} c \cdot (z - u)^{-\frac{1}{2}} + O(|z - u|^\frac{3}{2}) \quad \text{as } z \to u ,$$

for some (unknown) constant $c \in \mathbb{R}$.

Repeating the arguments given in Section 4.1 for holomorphic functions $f^\eta_{\Omega}(a, z)$, one can prove that the boundary value problem for holomorphic spinors $f^\eta_{[\Omega, u]}(a, z)$ described in Definition 4.14 has a unique solution which can be represented as

$$f^\eta_{[\Omega, u]}(a, z) = \frac{1}{2} \left[ f_{[\Omega, u]}(a, z) + \eta f^*_\Omega(a, z) \right] , \quad a, z \in [\Omega, u] .$$

Moreover, one easily sees that the function

$$f^\eta_{[\Omega, u]}(a, z) := f_{[\Omega, u]}(a, z) - 2(z - a)^{-1}$$

is bounded in a vicinity of the point $a$ (note that this function is defined only locally). Further, holomorphic spinors $f_{[\Omega, u]}(a, \cdot)$ and $f^*_{[\Omega, u]}(a, \cdot)$ satisfy the same symmetries $(4.6)$ and conformal covariance rules $(4.5)$, and one can use the latter to define these spinors in rough and/or unbounded domains starting with the explicit formulae

$$f_{\mathbb{H}, u}(a, z) = \left[ \frac{(a - u)(a - \bar{u})}{(z - u)(z - \bar{u})} \right]^{\frac{1}{2}} \cdot \left[ \frac{2}{z - a} + \frac{1}{a - u} + \frac{1}{a - \bar{u}} \right] ,$$

$$f^*_{\mathbb{H}, u}(a, z) = \left[ \frac{(a - u)(a - \bar{u})}{(z - u)(z - \bar{u})} \right]^{\frac{1}{2}} \cdot \left[ \frac{2}{z - a} + \frac{1}{a - u} + \frac{1}{a - \bar{u}} \right] .$$

The next definition mimics Definition 4.7 in the presence of the branching point $u \in \Omega$.

**Definition 4.15.** Given a simply connected domain $\Omega$ and points $w, u \in \Omega$, we set

$$\langle T(w) \sigma(u) \rangle^+_{\Omega} := \langle \sigma(u) \rangle^+_{\Omega} \cdot \frac{1}{4} \partial_w f_{[\Omega, u]}(w, z) \big|_{z = w} ,$$

where $\langle \sigma(u) \rangle^+_{\Omega}$ is given by $(4.13)$ and in the right-hand side we assume that $w$ is lifted onto $[\Omega, u]$. Note the choice of $w \in [\Omega, u]$ is irrelevant since $f_{[\Omega, u]}(w, z) = f_{[\Omega, u]}(w^*, z^*)$.

**Remark 4.16.** It is not hard to see that for any fixed $z \in \Omega \setminus \{u\}$ the following holds as $a \to u$:

$$f_{[\Omega, u]}(a, z) \sim e^{i\frac{\pi}{4}} (a - u)^{-\frac{1}{2}} \cdot g_{[\Omega, u]}(z) \quad \text{and} \quad f^*_{[\Omega, u]}(a, z) \sim e^{-i\frac{\pi}{4}} \left( \frac{1}{a - \bar{u}} \right)^{-\frac{1}{2}} \cdot \bar{g}_{[\Omega, u]}(\bar{z}) .$$

The easiest way to prove these asymptotics in the setup of our paper is to use the explicit formulae given above for $\Omega = \mathbb{H}$ and then to apply the covariance rules $(4.5), (4.12)$ in
order to treat the general case. More conceptually, one could derive these asymptotics by analyzing solutions to the boundary value problems from Definitions 4.1 and 4.12; see [CHI21] for details.

4.4. Schwarzian conformal covariance and singularities of correlation functions. In this section we mention several CFT formulae for the two-point correlation functions involving the (holomorphic) stress-energy tensor $T(w)$, in which the central charge $c = \frac{1}{2}$ of the theory and the conformal dimensions $\frac{1}{16}$ and $\frac{1}{2}$ of the primary fields $\varepsilon$ and $\sigma$ appear. It should be said that all these claims are perfectly well-known in the CFT context. Nevertheless, let us emphasize that we do not use any CFT concepts in our definitions of correlation functions in continuum and all these quantities are constructed starting with natural continuous counterparts of discrete combinatorial observables discussed in Section 3. From this perspective, the Schwarzian nature of the stress-energy tensor (see Proposition 4.17) and the particular coefficients of singular terms in the asymptotics of correlation functions (see Proposition 4.18) appear as simple corollaries of the conformal covariance rules for the solutions to boundary value problems from Definitions 4.1–4.12.

Proposition 4.17. Let $\Omega$ be a simply connected domain, $b, b' \in \partial \Omega$ and $a, u \in \Omega$. Then, each of the four functions

$$\mathcal{F}_\Omega(w; \ldots) = \frac{T(w)^+_{\Omega}}{\Omega}, \frac{T(w)\varepsilon(a)^+_{\Omega}}{\langle \varepsilon(a) \rangle^+_{\Omega}}, \frac{T(w)\sigma(u)^+_{\Omega}}{\langle \sigma(u) \rangle^+_{\Omega}}$$

is holomorphic in $w \in \Omega$ (except at the points $a$ and $u$ for the third and the fourth ones, respectively) and obey the Schwarzian covariance

$$\mathcal{F}_\Omega(w; \ldots) = \mathcal{F}_{\Omega'}(\varphi(w); \ldots) \cdot (\varphi'(w))^2 + \frac{1}{2} |S\varphi|(w)$$

(4.14)

under conformal mappings $\varphi : \Omega \to \Omega'$.

Proof. The holomorphicity of all these functions directly follows from their definitions and the holomorphicity of the functions $f_{\Omega}(a, \cdot) f^*_{\Omega}(a, \cdot)$ and $f_{\Omega, w}(a, \cdot)$. The Schwarzian covariance of the first function $(T(w))^+_{\Omega}$ can be easily derived from its definition and the conformal covariance rule (4.5), see also the explicit formula (4.8). Also, exactly the same local computation leads to (4.14) for the fourth function $(T(w)\sigma(u))^+_{\Omega}/\langle \sigma(u) \rangle^+_{\Omega}$. To prove (4.14) for the second and the third functions, it is enough to check that the second terms in their definitions (see Definition 4.8 and Definition 4.7, respectively) are multiplied by $(\varphi'(w))^2$ when applying a conformal mapping $\varphi : \Omega \to \Omega'$. This is straightforward, see also (4.10). \qed

Proposition 4.18. Let $\Omega$ be a simply connected domain and $w', a, u \in \Omega$. Then, one has

$$\langle T(w)T(w') \rangle^+_{\Omega} = \frac{1}{4} \cdot \frac{1}{(w - w')^4} + \frac{2\langle T(w') \rangle^+_{\Omega}}{(w - w')^2} + \frac{\partial_w \langle T(w') \rangle^+_{\Omega}}{w - w'} + O(1) \text{ as } w \to w',$$

(4.15)

$$\langle T(w)\varepsilon(a) \rangle^+_{\Omega} = \frac{1}{2} \cdot \frac{\langle \varepsilon(a) \rangle^+_{\Omega}}{(w - a)^2} + \frac{\partial_w \langle \varepsilon(a) \rangle^+_{\Omega}}{w - a} + O(1) \text{ as } w \to a,$$

(4.16)

$$\langle T(w)\sigma(u) \rangle^+_{\Omega} = \frac{1}{16} \cdot \frac{\langle \sigma(u) \rangle^+_{\Omega}}{(w - u)^2} + \frac{\partial_w \langle \sigma(u) \rangle^+_{\Omega}}{w - u} + O(1) \text{ as } w \to u.$$  

(4.17)

We first prove a simple lemma, which identifies the second coefficients in the expansions of the functions $f_{\Omega}(w, z)$ and $f^*_{\Omega}(a, z)$ near the singularity.
Lemma 4.19. Let $\Omega$ be a simply connected domain and $w, a \in \Omega$. Then, the following asymptotic expansions hold as $z \to w$ and $z \to a$, respectively:

$$
\frac{1}{4} f_\Omega(w, z) = \frac{1}{2} (z - w)^{-1} + \langle T(w) \rangle^+_{\Omega} \cdot (z - w) + \frac{i}{2} \partial_w \langle T(w) \rangle^+_{\Omega} \cdot (z - w)^2 + O((z - w)^3),
$$
$$
\frac{1}{4} f_\Omega(a, z) = \langle \varepsilon(a) \rangle^+_{\Omega} + \partial_a \langle \varepsilon(a) \rangle^+_{\Omega} \cdot (z - a) + O((z - a)^2).
$$

Proof. Let us start with the second expansion. The definition of $\langle \varepsilon(a) \rangle^+_{\Omega}$ yields

$$
\frac{1}{4} f_\Omega(a, z) = \langle \varepsilon(a) \rangle^+_{\Omega} + c_1(a) \cdot (z - a) + O((z - a)^2), \quad z \to a,
$$

with some (unknown) function $c_1(a)$. Since the function $f_\Omega(a, z)$ is anti-holomorphic in $a$, one easily concludes that

$$
0 = \frac{i}{4} \partial_a f_\Omega(a, z) \big|_{z=a} = \partial_a \langle \varepsilon(a) \rangle^+_{\Omega} - c_1(a).
$$

To derive the first expansion, note that $f_\Omega(w, z) = 0$ since $f_\Omega(w, z) = -f_\Omega(z, w)$ for all $w, z$. Therefore, our definition of $\langle T(w) \rangle^+_{\Omega}$ yields

$$
\frac{1}{4} f_\Omega(w, z) = \langle T(w) \rangle^+_{\Omega} \cdot (z - w) + c_2(w) \cdot (z - w)^2 + O((z - w)^3), \quad z \to w,
$$

for some $c_2(w)$. Using the symmetry $f_\Omega(w, z) = -f_\Omega(z, w)$ once again, one easily arrives at

$$
0 = \frac{1}{4} \partial_w \partial_z f_\Omega(w, z) \big|_{z=w} = \partial_w \langle T(w) \rangle^+_{\Omega} - 2c_2(w),
$$

which gives the result. \hfill \Box

Proof of Proposition 4.18. Recall that the two-point functions $\langle T(w) T(w') \rangle^+_{\Omega}$ and $\langle T(w) \varepsilon(a) \rangle^+_{\Omega}$ are given by Definition 4.10. Thus, one can use the expansions provided by Lemma 4.19 to compute the singular parts of these functions as $w' \to w$ and $w \to a$, respectively. In particular, straightforward computations based on the asymptotics

$$
\frac{1}{4} f_\Omega(w, w') = \frac{1}{2} (w' - w)^{-1} + \langle T(w') \rangle^+_{\Omega} \cdot (w' - w) + \frac{i}{2} \partial_w \langle T(w') \rangle^+_{\Omega} \cdot (w' - w)^2 + O((w' - w)^3),
$$

$$
\frac{1}{4} \partial_w f_\Omega(w, w') = -\frac{1}{2} (w' - w)^{-2} + \langle T(w') \rangle^+_{\Omega} + \partial_w \langle T(w') \rangle^+_{\Omega} \cdot (w' - w) + O((w' - w)^2),
$$

$$
\frac{1}{4} \partial_w f_\Omega(w, w') = \frac{1}{2} (w' - w)^{-2} - \langle T(w') \rangle^+_{\Omega} + O((w' - w)^2),
$$

$$
\frac{1}{4} \partial_w \partial_w f_\Omega(w, w') = -(w' - w)^{-3} + O(w' - w)
$$

lead to (4.15) and simpler computations give (4.16). To prove the last asymptotics (4.17), note that Definition 4.15 and the Cauchy residue theorem imply the equality

$$
\frac{1}{2\pi i} \oint \frac{(z - u)^{3/2} f_{\Omega, w}(w, z) dz}{(z - w)^2} = (w - u)^{1/2} \cdot \left[ \frac{4 \langle T(w) \sigma(u) \rangle^+_{\Omega}}{\langle \sigma(u) \rangle^+_{\Omega}} - \frac{1}{4(w - u)^2} \right],
$$

provided the (fixed) contour of integration surrounds both points $w$ and $u$. Passing to the limit $w \to u$ and using Remark 4.16 for all $z$ on this contour, one concludes that

$$
\frac{e^{i\pi}}{2\pi i} \oint \frac{g_{\Omega, w}(z) dz}{(z - u)^{3/2}} = (w - u) \cdot \left[ \frac{4 \langle T(w) \sigma(u) \rangle^+_{\Omega}}{\langle \sigma(u) \rangle^+_{\Omega}} - \frac{1}{4(w - u)^2} \right],
$$

The formula (4.17) easily follows since the left-hand side is equal to

$$
e^{i\pi} (z - u)^{-3/2} g_{\Omega, w}^+(z) \big|_{z=u} = 2\mathcal{A}_\Omega(u) = 4 \partial_u \langle \sigma(u) \rangle^+_{\Omega}/\langle \sigma(u) \rangle^+_{\Omega},
$$

due to Definition 4.12. \hfill \Box

We conclude this section by mentioning that one can use the language of solutions to boundary value problems for holomorphic functions and spinors discussed above to construct all the correlations of the fields $\sigma, \varepsilon$ and $T$, as well as the anti-holomorphic counterpart $\overline{T}$ of the stress-energy tensor, for any boundary conditions $b = \{ b_1, \ldots, b_{2n} \}$. If the spin field is not involved, this simply amounts to writing down a proper Pfaffian formula in the spirit of Definitions 4.8, 4.10, and Remarks 4.9, 4.11; cf. [Hon10].
where the multi-point expectations \( \langle \varepsilon(a_1) \ldots \varepsilon(a_n) \rangle^\Omega \) were considered. In the presence of several spins \( \sigma(u_1), \ldots, \sigma(u_k) \), the same techniques can be applied for correlations normalized by \( \langle \sigma(u_1) \ldots \sigma(u_k) \rangle^\Omega \) similarly to Definition 4.15; cf. [IC09, Section 5] where the ratios \( \langle \sigma(u_1) \ldots \sigma(u_k) \rangle^\Omega / \langle \sigma(u_1) \ldots \sigma(u_k) \rangle^\Omega \) were discussed. Finally, the spin correlations \( \langle \sigma(u_1) \ldots \sigma(u_k) \rangle^\Omega \) themselves were treated in [CHI15].

5. Convergence theorems

In this section we prove Theorems 1–3. Recall that, given a bounded simply connected domain \( \Omega \subset \mathbb{C} \), we denote by \( \Omega_\delta \) its lattice approximations on the regular honeycomb grid \( \mathbb{C}_\delta \) with the mesh size \( \delta \). For simplicity, one can define \( \Omega_\delta \) as the (largest connected component of the) union of all grid cells that are contained in \( \Omega \), together with appropriately chosen boundary half-edges, or just to assume that \( \Omega_\delta \) converges to \( \Omega \) in the Hausdorff sense as \( \delta \to 0 \). It is worth mentioning that all results discussed below remain true if one assumes that discrete domains \( \Omega_\delta \) approximate \( \Omega \) in the so-called Carathéodory topology, which is a much weaker notion than the Hausdorff convergence, see [Pom92, Chapter 1.4] and [CS11, Section 3.2] for definitions.

We use the same strategy as in the series of papers [HS13, Hon10, CI13, CHI15] devoted to convergence of various correlation functions in the Ising model to their scaling limits. Let \( w_\delta \) denote the face of the discrete domain \( \Omega_\delta \) containing \( w \), \( b_\delta \) denote the nearest to \( b \in \partial \Omega_\delta \) boundary edge of \( \Omega_\delta \) etc. As discussed in Section 3, all the expectations \( \mathbb{E}_{\Omega_\delta}^T[T(w_\delta)], \mathbb{E}_{\Omega_\delta}^+ [T(w)] \) etc can be written in terms of discrete derivatives of the fermionic observables \( F_{\Omega_\delta} \) (or their spinor analogues). At the same time, their putative scaling limits \( (T(w))_{\Omega}, (T(w))^b_{\Omega} \) can be defined in a similar manner using derivatives of the continuous functions \( f_\Omega = f_\Omega \) and \( f_\Omega^b \) (or their spinor analogues), as discussed in Section 4. Therefore, to prove Theorems 1–3 it is essentially enough to prove the \( C^1 \)-convergence of (appropriately normalized) discrete fermionic observables \( F_{\Omega_\delta} \) to their continuous counterparts. The first result of this kind was obtained by the third author in [Sm10a] (in a slightly different context of the random-cluster representation of the Ising model aka FK-Ising model). Later, more involved discrete complex analysis techniques treating such convergence problems were developed in [CS11, CS12, HS13, Hon10, CI13, CHI15, CHI21]. Below we do not need any new machinery and just provide relevant references.

5.1. Convergence of discrete holomorphic observables. In this section we state the needed convergence results (as \( \delta \to 0 \)) for the discrete holomorphic observables discussed in Sections 2 and 3 to holomorphic functions defined in Section 4.

Recall that, given a half-edge \( a_\delta \) of \( \Omega_\delta \), the complex-valued fermionic observable \( F_{\Omega_\delta}(a_\delta, \cdot) \) defined by (2.24) can be viewed as a solution to some discrete Riemann-type boundary value problem in \( \Omega_\delta^b \). In particular, this function is \( s \)-holomorphic everywhere in \( \Omega_\delta \) except at \( a_\delta \). Moreover, similarly to [HS13] one can explicitly construct a function \( F_{\mathbb{C}_\delta}(a_\delta, \cdot) \) such that, for any discrete domain \( \Omega_\delta \), the difference

\[
F_{\mathbb{C}_\delta}^\delta(a_\delta, \cdot) := F_{\Omega_\delta}(a_\delta, \cdot) - F_{\mathbb{C}_\delta}(a_\delta, \cdot)
\]

is \( s \)-holomorphic everywhere in \( \Omega_\delta \), including the mideedge \( a_\delta \). The construction of \( F_{\mathbb{C}_\delta}(a_\delta, \cdot) \) is given in the Appendix, here we only mention two of its properties leading to the explicit constants in Theorems 1–3. Recall that \( \eta_{a_\delta} = \eta(\rho_{a_\delta}) \) is defined by (2.21).

- **Asymptotic behavior.** For mideges \( z_{a_\delta} \) such that \( |z_{a_\delta} - z_{a_\delta}|^{-1} = o(\delta^{-1}) \), one has

\[
\delta^{-1} F_{\mathbb{C}_\delta}(a_\delta, z_{a_\delta}) = \sqrt{\frac{2}{\pi}} \eta_{a_\delta}(z_{a_}\delta - z_{a_\delta})^{-1} + o(1) \quad \text{as} \quad \delta \to 0.
\]
Local values. One has
\[
F^{c}_{\delta}(a_{\delta}, z_{a_{\delta}}) = (-i\eta_{a_{\delta}}) \cdot (-\frac{1}{\sqrt{3}}),
\]
where \( z_{a_{\delta}} := z_{a_{\delta}} \pm \sqrt{3} \cdot i \rho_{a_{\delta}} \) denote the midedges of the two neighboring to \( a_{\delta} \) edges of \( C_{\delta} \), which are oriented in the same direction \( \rho_{a_{\delta}} \) as the (half-)edge \( a_{\delta} \).

The following convergence theorem for discrete fermionic observables \( F_{\Omega}(a_{\delta}, \cdot) \) is a straightforward analogue of [HS13, Theorem 1.8]. In particular, to obtain this result, one can simply repeat the proof given in [HS13] with minor modifications needed when dealing with the honeycomb grid instead of the square one. Alternatively, one can use a more robust scheme of proving convergence results of this kind, which was proposed in [CHI15, Section 3.4]. Note that the latter approach does not require any regularity assumption on the boundary of \( \Omega^{\delta} \).

**Theorem 4.** Given a bounded simply connected domain \( \Omega \subset \mathbb{C} \), two points \( a, z \in \Omega \) and \( \rho \in \mathbb{R}^+ \), let \( \Omega_{\delta} \) denote a discrete approximation of \( \Omega \) on the regular honeycomb grid \( C_{\delta} \), \( a_{\delta} \) be the closest to \( a \in \Omega \) half-edge of \( \Omega_{\delta} \) oriented in the direction \( \rho \), and \( z_{a_{\delta}} \) be the closest to \( z \) midege of \( \Omega_{\delta} \). Then, the following convergence results hold as \( \delta \to 0 \):
\[
\delta^{-1} \cdot F_{\Omega_{\delta}}(a_{\delta}, z_{a_{\delta}}) \to \frac{\sqrt{3}}{2\pi} f_{\Omega}^{[n]}(a, z), \quad \delta \neq a,
\]
\[
\delta^{-1} \cdot F_{\Omega_{\delta}}^{\pm}(a_{\delta}, z_{a_{\delta}}) \to \frac{\sqrt{3}}{2\pi} (\eta f_{\Omega}^{\pm}(a, z) + \eta f_{\Omega}^{\pm}(a, z)),
\]
where \( \eta = \eta(\rho) \), the function \( f_{\Omega}^{[n]}(a, z) \) is given by Definition 4.1, and \( f_{\Omega}^{\pm}(a, z) \) are defined in Proposition 4.3. Moreover, the first convergence is uniform (with respect to \( (a, z) \)) on compact subsets of \( (\Omega \times \Omega) \setminus D \), where \( D := \{(a, a) \in \Omega \} \), and the second is uniform on compact subsets of \( \Omega \times \Omega \), in particular it holds near the diagonal \( D \subset \Omega \times \Omega \).

**Proof.** See [HS13, Theorem 1.8] or [CHI21].

The following corollary is a straightforward analogue of the main result of [HS13] for discrete domains drawn on the refining honeycomb grids \( C_{\delta} \) (instead of square ones considered in [HS13]).

**Corollary 5.1.** Given a bounded simply connected domain \( \Omega \subset \mathbb{C} \) and a point \( a \in \Omega \), let \( \Omega_{\delta} \) denote a discrete approximation of \( \Omega \) on the regular honeycomb grid \( C_{\delta} \), and \( a_{\delta} \) be the closest to \( a \in \Omega \) half-edge of \( \Omega_{\delta} \). Then, the following convergence holds as \( \delta \to 0 \):
\[
\delta^{-1} \mathbb{E}_{\Omega_{\delta}}^{+}[\varepsilon(a_{\delta})] \to_{\delta \to 0} \frac{\sqrt{3}}{\pi} \langle \varepsilon(a) \rangle^{+}_{\Omega},
\]
where the energy density \( \varepsilon(a_{\delta}) \) and the function \( \langle \varepsilon(a) \rangle^{+}_{\Omega} \) are given by (3.1) and Definition 4.7.

**Proof.** Since \( \varepsilon(\overline{a}_{\delta}) = \varepsilon(a_{\delta}) \) does not depend on the orientation of \( a_{\delta} \), it is enough to consider the case \( \eta_{a_{\delta}} = \eta \in \mathbb{R}^+ \). Recall that the following identities hold (see (3.2) and (2.25)):
\[
\mathbb{E}_{\Omega_{\delta}}^{+}[\varepsilon(a_{\delta})] = \frac{1}{3} - 2 F_{\Omega}(a_{\delta}, \overline{a}_{\delta}) = \frac{1}{3} - 2 \text{Re} \left[ \overline{\eta}_{a_{\delta}} F_{\Omega}(a_{\delta}, z_{a_{\delta}}) \right] = \frac{1}{3} - 2 \text{Im} \left[ \overline{\eta}_{a_{\delta}} F_{\Omega}(a_{\delta}, z_{a_{\delta}}) \right] = -2 \text{Im} \left[ \overline{\eta}_{a_{\delta}} F_{\Omega}^{\pm}(a_{\delta}, z_{a_{\delta}}) \right],
\]
where we also used (5.3). Theorem 4 now implies
\[
\delta^{-1} \mathbb{E}_{\Omega_{\delta}}^{+}[\varepsilon(a_{\delta})] \to_{\delta \to 0} -\frac{\sqrt{3}}{2\pi} \text{Im} \left[ \eta^{2} f_{\Omega}^{\pm}(a, a) + f_{\Omega}^{\pm}(a, a) \right] = \frac{\sqrt{3}}{\pi} \langle \varepsilon(a) \rangle^{+}_{\Omega},
\]
since \( f_{\Omega}^{\pm}(a, a) = -f_{\Omega}^{\pm}(a, a) = 0 \) and \( f_{\Omega}^{\pm}(a, a) = -2i \langle \varepsilon(a) \rangle^{\pm}_{\Omega}. \)

\( \square \)
We also need an analogue of Theorem 4 for the branching observables $F_{[\Omega,\rho]}(a_\delta,\cdot)$ discussed in Section 3.4. Similarly to (5.1), let
\[
F_{[\Omega,\rho]}(a_\delta,\cdot) := F_{[\Omega,\rho]}(a_\delta,\cdot) - F_{C_\delta}(a_\delta,\cdot)
\] (5.5)
As in the non-branching case, the difference (5.5) is s-holomorphic everywhere near $a_\delta$. Note that, contrary to (5.1), this function is defined only in a vicinity of $a_\delta$ since the full-plane observable $F_{C_\delta}$ does not respect the spinor property of $F_{[\Omega,\rho]}$.

**Theorem 5.** Given a bounded simply connected domain $\Omega \subset \mathbb{C}$, two distinct points $a, u \in \Omega$ and $\rho \in \varphi^+$, let $\Omega_\delta$ denote a discrete approximation to $\Omega$ (converging in the Carathéodory sense as $\delta \to 0$, see [CS11, Section 3.2] for definitions), $u_\delta$ be the face of $\Omega_\delta$ containing $u$, and $a_\delta$ be the closest to $a \in \Omega$ half-edge of $\Omega_\delta$ oriented in the direction $\rho$, which we assume to be lifted on the discrete double-cover $[\Omega_\delta, u_\delta]$. For a point $z \in [\Omega, u]$, let $z_{e_\delta}$ denote the closest to $z$ midedge of $[\Omega_\delta, u_\delta]$. Then, the following convergence results hold as $\delta \to 0$:
\[
\begin{align*}
\delta^{-1}F_{[\Omega,\rho]}(a_\delta, z_{e_\delta}) &\to \frac{\sqrt{3}}{2\pi}f^{[\rho]}_{[\Omega,\rho]}(a, z), \quad z \neq a, a^*, \\
\delta^{-1}F_{[\Omega,\rho]}(a_\delta, z_{e_\delta}) &\to \frac{\sqrt{3}}{4\pi}(\pi f^{[\rho]}_{[\Omega,\rho]}(a, z) + \eta f^{[\rho]}_{[\Omega,\rho]}(a, z)),
\end{align*}
\]
where $\eta = \eta(\rho)$ and $f^{[\rho]}_{[\Omega,\rho]}(a, z)$, $\eta f^{[\rho]}_{[\Omega,\rho]}(a, z)$ are defined in Section 4.3. Moreover, the first convergence is uniform (with respect to $(a, z)$) on compact subsets of $([\Omega, u] \times [\Omega, u]) \setminus D$, where $D := \{(a, a, a) \in [\Omega, u] \cup \{(a, a^*) \in [\Omega, u] \cup \{u\},$ and the second is uniform for $a \in [\Omega, u]$ lying in compact subsets of $[\Omega, u] \setminus \{u\}$ and $z$ in a vicinity of $a$.

**Proof.** See [CHI21, Theorem 3.16].

The next lemma states that the convergence of discrete derivatives of the fermionic observables follows from the convergence of these functions themselves, as usual when working with discrete holomorphic or discrete harmonic functions on regular lattices.

**Lemma 5.2.** Let $f : U \to \mathbb{C}$ be a holomorphic function defined in a planar domain $U$, $\rho \in \varphi$, and $F_\delta : U_\delta \to \mathbb{C}$ be a family of discrete s-holomorphic functions such that $\delta^{-1}F_\delta(z_{e_\delta}) \Rightarrow f(z)$ as $\delta \to 0$ uniformly on compact subsets of $U$, where $e_\delta$ denotes the closest to $z \in U$ edge of $U_\delta$ oriented in the direction $\rho$. Then, one has
\[(\sqrt{3})^{-1}(\delta^{-1}F_\delta(z_{e_\delta}^+) - \delta^{-1}F_\delta(z_{e_\delta}^-)) \Rightarrow \pm i\rho \cdot \partial f(z) \quad \text{as} \quad \delta \to 0
\]
uniformly on compact subsets of $U$, where $z_{e_\delta}^\pm := z_{e_\delta} \pm \sqrt{3}\cdot i\rho$ are the midpoints of the two neighboring to $e_\delta$ edges oriented in the same direction $\rho$.

**Proof.** As discussed in Section 2.4.2, one can view $s$-holomorphic functions $F_\delta$ as collections of six discrete harmonic components $F_\mu^\delta$, each of them being defined on the corners of $U_\delta$ of type $\mu \in \varphi$, which form a piece of a regular triangular lattice with the mesh size $\sqrt{3}\delta$. It is easy to see that the uniform convergence of the functions $\delta^{-1}F_\delta$ implies the uniform convergence (to $\Proj[f(z); \mu\mathbb{R}]$) of each of the components $\delta^{-1}F_\mu^\delta$. Such a convergence of discrete harmonic functions always yields the uniform convergence of their discrete derivatives (e.g., see [CS11, Proposition 3.3], where a similar result is proved for harmonic functions on general isoradial graphs). Finally, as the discrete derivatives of $\delta^{-1}F_\delta$ can be easily reconstructed from the discrete derivatives of their components $\delta^{-1}F_\mu^\delta$, one easily sees that the uniform convergence of the latter implies the uniform convergence of the former.

**Remark 5.3.** To prove the convergence of the stress-energy tensor expectations for Dobrushin boundary conditions, one also needs an extension of Theorem 4 to the case when one or both points $a, z$ lie on straight parts of the boundary $\partial\Omega$, oriented in one of the
directions $i\rho$, orthogonal to the directions $\rho \in \varphi$ of lattice edges. Note that the functions $f^{(\rho)}_{\Omega}(a, \cdot)$ are well-defined on such parts of $\partial \Omega$ due to (4.1) and the Schwarz reflection principle. This passage from the convergence in the bulk of $\Omega$ to the convergence on (the straight part of) the boundary $\partial \Omega$ can be found in [CS12, Section 5.2], where a similar result was proved with no restrictions on the local direction of $\partial \Omega$ (and for general isoradial graphs instead of regular grids). The distilled version of this argument dealing with square lattices and particular orientations of $\partial \Omega$ (in the directions orthogonal to lattice edges) is given in [CI13, Lemma 4.8]. It can be easily adapted to s-holomorphic functions defined on the refining honeycomb grids $\mathbb{C}_\delta$.

5.2. Proof of Theorem 1. We are now in the position to derive Theorem 1 from the convergence of basic fermionic observables and their derivatives.

**Proof of Theorem 1 for ‘+’ boundary conditions.** Recall that

$$ T^{[\rho]}(w_\delta) = T^{[\rho]}(w_\delta^+) + T^{[-\rho]}(w_\delta) $$

and the expectations of each of these three terms are expressed via the fermionic observables in Proposition 3.2. In particular,

$$ E^+_{\Omega}[T^{[\rho]}(w_\delta)] = c_T - \frac{\sqrt{3}}{2} [\pi_1 \partial_2 F^{[\rho]}_{\Omega}](w_\delta^{[\rho]}, \bar{w}_\delta^{[\rho]}), $$

where the discrete derivative $\partial_2$ with respect to the second argument and the mean value $\pi_1$ with respect to the first are introduced in Definition 3.1. Let $\eta = \eta(\rho)$ be defined by (2.21).

Due to (2.25), for both $a_\delta \in \{w_{\delta, \text{up}}^{[\rho]}, w_{\delta, \text{down}}^{[\rho]}\}$, we have

$$ \frac{\sqrt{3}}{2} [\partial_2 F^{[\rho]}_{\Omega}](a_\delta, \bar{w}_\delta^{[\rho]}) = \frac{1}{2} \text{Re} \left[ \bar{\eta} \cdot (F^{[\rho]}_{\Omega}(a_\delta, z(w_{\delta, \text{up}}^{[\rho]})) - F^{[\rho]}_{\Omega}(a_\delta, z(w_{\delta, \text{down}}^{[\rho]}))) \right], $$

where we use the notation $z(\epsilon)$ instead of $z_\epsilon$. Moreover, (5.4) implies

$$ c_T = \frac{1}{2} \text{Re} \left[ \bar{\eta} \cdot (F^{[\rho]}_{\Omega}(a_\delta, z(w_{\delta, \text{up}}^{[\rho]})) - F^{[\rho]}_{\Omega}(a_\delta, z(w_{\delta, \text{down}}^{[\rho]}))) \right], $$

thus we arrive at the equation

$$ E^+_{\Omega}[T^{[\rho]}(w_\delta)] = -\frac{1}{4} \sum_{a_\delta \in \{w_{\delta, \text{up}}^{[\rho]}, w_{\delta, \text{down}}^{[\rho]}\}} \text{Re} \left[ \eta \cdot (F^{[\rho]}_{\Omega}(a_\delta, z(w_{\delta, \text{up}}^{[\rho]})) - F^{[\rho]}_{\Omega}(a_\delta, z(w_{\delta, \text{down}}^{[\rho]}))) \right]. $$

For both $a_\delta \in \{w_{\delta, \text{up}}^{[\rho]}, w_{\delta, \text{down}}^{[\rho]}\}$, it easily follows from Theorem 4 and Lemma 5.2 that

$$ \delta^{-2} \left[ F^{[\rho]}_{\Omega}(a_\delta, z(w_{\delta, \text{up}}^{[\rho]})) - F^{[\rho]}_{\Omega}(a_\delta, z(w_{\delta, \text{down}}^{[\rho]})) \right] \rightarrow \frac{3}{4\pi}(i\rho) \partial_2 (\bar{\eta} f^{[\rho]}_{\Omega}(w, z) + \eta f^{[\rho]}_{\Omega}(w, z)) \big|_{z=w}. $$

This leads to the convergence

$$ \delta^{-2} E^+_{\Omega}[T^{[\rho]}(w_\delta)] \rightarrow \frac{3}{4\pi} \text{Im} \left[ \rho \cdot (\bar{\eta}^2 \partial_2 f^{[\rho]}_{\Omega}(w, z) + \partial_2 f^{[\rho]}_{\Omega}(w, z)) \right] \big|_{z=w}. $$

Since $\bar{\eta}^2 = -\rho$ due to (2.21) and $\partial_2 f^{[\rho]}_{\Omega}(w, z) \big|_{z=w} = 4\langle T(w) \rangle^{[\rho]}_{\Omega}$ (see Definition 4.7), we obtain

$$ \delta^{-2} E^+_{\Omega}[T^{[\rho]}(w_\delta)] \rightarrow -\frac{3}{2} \text{Re} \rho^2 \langle T(w) \rangle^{[\rho]}_{\Omega}. $$

Thus, it remains to prove that the term $\delta^{-2} E^+_{\Omega}[R^{[\rho]}(w)]$ disappears in the limit $\delta \to 0$. Recall that $R^{[\rho]}(w) = R^{-[\rho]}(w)$ and thus we can assume $\rho \in \varphi^+$. Proposition 3.2 gives

$$ E^+_{\Omega}[R^{[\rho]}(w_\delta)] = c_R + \sqrt{3} [\partial_1 \partial_2 F^{[\rho]}_{\Omega}](w_\delta^{[\rho]}, w_{\delta, \rho}^{[-\rho]}). $$

For $a_\delta \in \{w_{\delta, \text{up}}^{[\rho]}, w_{\delta, \text{down}}^{[\rho]}\}$, it easily follows from (5.4) and (2.25) that

$$ [\partial_2 F_{\Omega}^{[\rho]}](w_\delta^{[\rho]}, w_{\delta, \rho}^{[-\rho]}) = \text{Im} \left[ \bar{\eta} \cdot [\partial_2 F_{\Omega}^{[\rho]}](w_\delta^{[\rho]}, z(w_{\delta, \rho}^{[-\rho]})) \right] = \mp \frac{1}{2} c_R, $$

where $\star \in \{\text{‘up’, ‘down’}\}$ and the ‘$\mp$’ sign is ‘$-$’ if $\star = \text{‘up’}$ and ‘$+$’ if $\star = \text{‘down’}$. Therefore

$$ E^+_{\Omega}[R^{[\rho]}(w_\delta)] = \sqrt{3} [\partial_1 \partial_2 F^{[\rho]}_{\Omega}](w_\delta^{[\rho]}, w_{\delta, \rho}^{[-\rho]}). $$
Using Theorem 4 and Lemma 5.2, it is easy to see that

\[
\delta^{-2}\partial_2 F\Omega_{\Delta}^\dagger(a_\delta, w_\delta^{-\rho}) = \mathrm{Im}\left[\frac{\delta^{-2}}{\delta^2} \partial_2 F\Omega_{\Delta}^\dagger(a_\delta, z(w_\delta^{-\rho}))\right]
\]

\[
= \frac{\sqrt{3}}{\delta^2} \mathrm{Im}\left[(-i\rho \bar{\eta}) \cdot \partial_w \bar{\eta} f\Omega_{\Delta}^\dagger(a, w) + \mu f\Omega_{\Delta}^\dagger(a, w)\right] + o_{\delta \to 0}(1)
\]

\[
= \frac{\sqrt{3}}{\delta^2} \mathrm{Re}\left[\bar{\eta} \cdot \rho \partial w f\Omega_{\Delta}^\dagger(a, w) + \frac{\sqrt{3}}{\delta^2} \mathrm{Re}\left[\mu \cdot \rho \bar{\eta} \partial w f\Omega_{\Delta}^\dagger(a, w)\right] + o_{\delta \to 0}(1)
\]

uniformly for \(a_\delta\) in a (macroscopic) vicinity of \(w_\delta\), where \(\mu := \eta_{\Delta}\). Let \(a_\delta\) be oriented in one of the directions \(\varphi^+\) so that we have \(\eta_{\Delta} = i\mu\). Using the antisymmetry of fermionic observables and (2.24), one can write

\[-[\partial_1 F\Omega_{\Delta}^\dagger](w_\delta^{-\rho}, z(a_\delta)) = \mu \cdot [\partial_2 F\Omega_{\Delta}^\dagger](a_\delta, w_\delta^{-\rho}) + i\mu \cdot [\partial_2 F\Omega_{\Delta}^\dagger](\delta, w_\delta^{-\rho})\]

and then obtain the (uniform for \(a_\delta\) in a macroscopic vicinity of \(w_\delta\)) convergence

\[-\delta^{-2}[\partial_1 F\Omega_{\Delta}^\dagger](w_\delta^{-\rho}, z(a_\delta)) \to \frac{\sqrt{3}}{\delta^2} \left[\rho \bar{\eta} \partial_w f\Omega_{\Delta}^\dagger(a, w) + \rho \bar{\eta} \partial_w f\Omega_{\Delta}^\dagger(a, w)\right] \]

Using (2.25) and Lemma 5.2 once again, we get

\[-\delta^{-3} \partial_1 \partial_2 F\Omega_{\Delta}^\dagger(a_\delta, w_\delta^{-\rho}) = -\delta^{-3} \mathrm{Re}\left[\bar{\eta} \cdot [\partial_1 \partial_2 F\Omega_{\Delta}^\dagger](w_\delta^{-\rho}, z(w_\delta^{-\rho}))\right]
\]

\[
\to_\delta \frac{\sqrt{3}}{\delta^2} \mathrm{Re}\left[\left(i\rho \bar{\eta} \cdot \partial_w \rho \bar{\eta} f\Omega_{\Delta}^\dagger(z, w) + \rho \bar{\eta} \partial_w f\Omega_{\Delta}^\dagger(z, w)\right)\right] \]

Due to the antisymmetry (4.6) we have \(\partial_w \partial_w f\Omega_{\Delta}^\dagger(z, w) = 0\) and

\[-\delta^{-3} \mathbb{E}_{\Omega}^+[R(w_\delta^\rho)] = -\delta^{-3} \sqrt{3} \left[\partial_1 \partial_2 F\Omega_{\Delta}^\dagger(a_\delta, w_\delta^{-\rho})\right]\]

\[-\frac{3}{\delta^4} \frac{\delta}{\delta^4} \mathrm{Im}\left[\bar{\eta} \partial_w f\Omega_{\Delta}^\dagger(z, w)\right] \to_\delta \delta^3 \frac{\sqrt{3}}{\delta^2} \frac{\delta}{\delta^4} \left[\bar{\eta} \partial_w f\Omega_{\Delta}^\dagger(z, w)\right], \quad (5.9)
\]

where the last identity follows from Lemma 4.19. In particular, \(\delta^{-2} \mathbb{E}_{\Omega}^+[R(w_\delta^\rho)] = O(\delta)\).

**Proof of Theorem 1 for Dobrushin boundary conditions.** According to Proposition 3.5, it is now enough to prove the convergence of quantities

\[
\delta^{-1} f\Omega_{\Delta}(b_\delta, w_\delta^\rho), \quad \delta^{-1} F_{\Omega_{\Delta}}(b_\delta, b_\delta^\rho) \quad \text{and} \quad \delta^{-2} \partial_2 F\Omega_{\Delta}(b_\delta, w_\delta^\rho)
\]

and similarly for \(b_\delta^\prime\), recall that \(F_{\Omega_{\Delta}}(b_\delta^\prime, b_\delta^\prime) = -F_{\Omega_{\Delta}}(b_\delta, b_\delta^\prime)\) as \(\delta \to 0\). As mentioned in Remark 5.3, these results can be derived from an extension of the convergence provided by Theorem 4 to straight parts of \(\partial \Omega\). Indeed, due to Remark 2.13 one has

\[
F_{\Omega_{\Delta}}(b_\delta, w_\delta^\rho) = -F_{\Omega_{\Delta}}(w_\delta^\rho, z(b_\delta^\prime)) \in \mathbb{R}, \quad \text{where} \quad \beta := \eta_{\Delta}
\]

for both \(* \in \{\text{‘up’, ‘down’}\} \) (note that \(\beta = \frac{1}{2}(b)^1/2\) is defined by the direction \(\tau(b)\) of the straight part of \(\partial \Omega\) at the point \(b\) and hence does not depend on \(\delta\)). Therefore, the extension of Theorem 4 to straight boundaries (e.g., see [C13, Lemma 4.8]) gives

\[
\delta^{-1} F_{\Omega_{\Delta}}(b_\delta, w_\delta^\rho) \to_\delta -\beta \cdot \sqrt{3} \frac{f\Omega_{\Delta}}{f\Omega_{\Delta}}(w, b)
\]

In particular, averaging over \(* \in \{\text{‘up’, ‘down’}\} \) and using (4.3), one gets

\[
\delta^{-1} F_{\Omega_{\Delta}}(b_\delta, w_\delta^\rho) \to_\delta -\beta \cdot \sqrt{3} \left[\eta F_{\Omega_{\Delta}}(w, b) + \eta f\Omega_{\Delta}(w, b)\right] = -\beta \cdot \frac{\sqrt{3}}{2\pi} \eta f\Omega_{\Delta}(w, b), \quad (5.10)
\]

Using a similar convergence result for \(w_\delta^{-\rho} \), we obtain

\[
\delta^{-1} F_{\Omega_{\Delta}}(b_\delta, z(w_\delta^{-\rho})) = \delta^{-1} \left[\eta F_{\Omega_{\Delta}}(b_\delta, w_\delta^{-\rho}) \pm \eta F_{\Omega_{\Delta}}(b_\delta, w_\delta^{-\rho})\right]
\]

\[
\to_\delta -\beta \cdot \sqrt{3} \left[\eta f\Omega_{\Delta}(w, b) \pm \eta f\Omega_{\Delta}(w, b)\right] = -\beta \cdot \sqrt{3} f\Omega_{\Delta}(w, b), \quad (5.11)
\]
uniformly on compact subsets of $\Omega$. In particular, another extension of this convergence to the boundary point $b'$ via [CI13, Lemma 4.8] yields
\[ \delta^{-1} F_{\Omega}(b_\delta, b'_\delta) = \beta' \cdot \delta^{-1} F_{\Omega}(b_\delta, z(b'_\delta)) \to \varphi_{\beta'} \cdot \frac{\sqrt{3}}{2\pi} f_{\Omega}(b, b') \in \mathbb{R}, \] (5.12)
where $\beta' := \eta_{\overline{b'}}$ does not depend on $\delta$. Further, applying Lemma 5.2 to (5.11) we obtain
\[ \delta^{-2} \cdot \frac{1}{\sqrt{3}} \left[ F_{\Omega}(b_\delta, z(w_{\delta,\uparrow}^{[\rho]})) - F_{\Omega}(b_\delta, z(w_{\delta,\downarrow}^{[\rho]})) \right] \to i \rho \varphi_{\beta'} \cdot \frac{\sqrt{3}}{2\pi} \partial_w f_{\Omega}(b, w). \]

Now one can use (2.25) once again to conclude that
\[ \delta^{-2} \left[ \partial_2 F_{\Omega}(b_\delta, w_{\delta}^{[\rho]}) \right] \to \varphi_{\beta'} \left[ \eta \cdot i \varphi_{\beta'} \partial_w f_{\Omega}(b, w) \right] = -\frac{\sqrt{3}}{2\pi} \Re \left[ \eta_{\overline{b'}} \cdot \varphi_{\beta'} \partial_w f_{\Omega}(b, w) \right] \] (5.13)

since $\eta^2 = i \varphi$ due to (2.21). A straightforward substitution of (5.10), (5.12) and (5.13) into the formula for $w_{\Omega}^{[\rho]}(T(w))$ provided by Proposition 3.5 together with the identity
\[ \Re[\eta_{\overline{b'}} A] \Re[\eta B] + \Re[(\pm i \eta)^3 A] \Re[(\pm i \eta) B] = \Re[\eta^4 AB] = -\Re[\rho^2 AB] \] (5.14)
lead to
\[ \delta^{-2} \left[ E_{\Omega_{\delta}}^{b_\delta, b'_\delta} [T^{[\rho]}(w_{\bar{b}_\delta}) + T^{[-\rho]}(w_{\bar{b}_\delta})] - E_{\Omega_{\delta}}^{\pm} [T^{[\rho]}(w_{\bar{b}_\delta}) + T^{[-\rho]}(w_{\bar{b}_\delta})] \right] \to \frac{3}{4\pi} \Re \left[ \rho^2 \cdot (\pm \partial_w f_{\Omega}(b, w) \cdot \varphi f_{\Omega}(b', w) + \varphi f_{\Omega}(b, w) \cdot \varphi \partial_w f_{\Omega}(b', w)) \right]. \]

Taking into account Definition 4.8 and the convergence (5.8), we conclude that
\[ \delta^{-2} E_{\Omega_{\delta}}^{b_\delta, b'_\delta} [T^{[\rho]}(w_{\bar{b}_\delta}) + T^{[-\rho]}(w_{\bar{b}_\delta})] \to \varphi_{\beta'} \left[ \Re \left[ \rho^2 (T(w))^{b,b'}_{\Omega} \right] \right]. \]

Finally, note that (5.12) and (5.13) imply
\[ \delta^{-2} \left[ E_{\Omega_{\delta}}^{b_\delta, b'_\delta} [R^{[\rho]}(w_{\bar{b}_\delta})] - E_{\Omega_{\delta}}^{\pm} [R^{[\rho]}(w_{\bar{b}_\delta})] \right] = O(\delta) \quad \text{as} \quad \delta \to 0 \]
due to Proposition 3.5 and since $f_{\Omega}(b, b') \neq 0$. Together with (5.9), this guarantees that the expectation of the term $R^{[\rho]}(w_{\bar{b}_\delta})$ is of order $\delta^3$ and hence does not contribute to the limit. \hfill \Box

5.3. Proofs of Theorems 2 and 3. These proofs go exactly along the same lines as the proof of Theorem 1 given in the previous section.

Proof of Theorem 2. Using Proposition 3.6, we see that it is essentially enough to compute the limits of the following quantities:
\[ \delta^{-1} \cdot [\varsigma_1 \varsigma_2 F_{\Omega_{\delta}}(w_{\delta}^{[\rho]}, w_{\delta}^{[\tau]})], \quad \delta^{-2} \cdot [\partial_1 \varsigma_2 F_{\Omega_{\delta}}(w_{\delta}^{[\rho]}, w_{\delta}^{[\tau]})] \quad \text{and} \quad \delta^{-3} \cdot [\partial_1 \partial_2 F_{\Omega_{\delta}}(w_{\delta}^{[\rho]}, w_{\delta}^{[\tau]})] \]
as $\delta \to 0$. As above, let $w_{\delta}^{[\rho]}$ (and similarly $w_{\delta}^{[\tau]}$) denote one of the two half-edges $w_{\delta,\downarrow}^{[\rho]}$, $w_{\delta,\downarrow}^{[\rho]}$. Let $\eta := \eta^1/\rho$ and $\mu := \eta^1/\rho$, where the function $\eta^1(\rho)$ is given by (2.21). Due to (2.25), we have
\[ \Re[\varphi F_{\Omega_{\delta}}(w_{\delta}^{[\rho]}, z(w_{\delta}^{[\rho]}))] = F_{\Omega_{\delta}}(w_{\delta}^{[\rho]}, w_{\delta}^{[\tau]}) = -F_{\Omega_{\delta}}(w_{\delta}^{[\tau]}, w_{\delta}^{[\rho]}) = -\Re[\eta F_{\Omega_{\delta}}(w_{\delta}^{[\rho]}, z(w_{\delta}^{[\rho]}))]. \]

Therefore, it follows from Theorem 4 that
\[ \delta^{-1} \cdot F_{\Omega_{\delta}}(w_{\delta}^{[\rho]}, w_{\delta}^{[\tau]}) \to \frac{\sqrt{3}}{2\pi} \Re[\eta F_{\Omega_{\delta}}(w, w')] = -\frac{\sqrt{3}}{2\pi} \Re[\eta F_{\Omega_{\delta}}(w, w)]. \] (5.15)
Moreover, Lemma 5.2 implies also the convergence of the discrete derivatives
\[ \delta^{-2} \cdot [\partial_2 F_{1\Omega}] (w^{[\rho]}_{\delta, \ast}, w^{[\tau]}_{\delta, \ast}) \to \frac{\sqrt{3}}{2\pi} \text{Re} [\overline{\mu} \cdot (i\tau) \partial_{w'} f^{[\rho]}_{1\Omega} (w, w')] \]
\[ = -\frac{\sqrt{3}}{2\pi} \text{Re} [\overline{\mu}^3 \partial_{w'} f^{[\rho]}_{1\Omega} (w, w')] , \quad (5.16) \]
\[ \delta^{-2} \cdot [\partial_1 F_{1\Omega}] (w^{[\rho]}_{\delta, \ast}, w^{[\tau]}_{\delta, \ast}) \to \frac{\sqrt{3}}{2\pi} \text{Re} [\overline{\eta}^3 \partial_{w} f^{[\rho]}_{1\Omega} (w, w')] . \quad (5.17) \]

In order to handle the mixed discrete derivative \([\partial_1 \partial_2 F_{1\Omega}]\), note that the last convergence (applied to both \(w^{[\tau]}_{\delta, \ast}\) and \(w^{[-\tau]}_{\delta, \ast}\)) also implies
\[ \delta^{-2} \cdot [\partial_1 \partial_2 F_{1\Omega}] (w^{[\rho]}_{\delta, \ast}, z^{(w^{[\tau]}_{\delta, \ast})}) \to \frac{\sqrt{3}}{2\pi} \Big( \mu \text{Re} [\overline{\eta}^3 \partial_{w'} f^{[\rho]}_{1\Omega} (w', w)] \pm i\mu \text{Re} [\overline{\eta}^3 \partial_{w'} f^{[\rho]}_{1\Omega} (w', w)] \Big) \]
\[ = \frac{\sqrt{3}}{2\pi} \Big( \overline{\eta}^3 \partial_{w} f^{[\rho]}_{1\Omega} (w, w') + \eta^3 \partial_{w'} f^{[\rho]}_{1\Omega} (w, w') \Big) . \]

Applying (2.25) and Lemma 5.2 once again, we obtain the convergence
\[ \delta^{-3} \cdot [\partial_1 \partial_2 F_{1\Omega}] (w^{[\rho]}_{\delta, \ast}, w^{[\tau]}_{\delta, \ast}) \to \frac{\sqrt{3}}{4\pi} \text{Re} \left[ \overline{\mu} \cdot (i\tau) \partial_{w'} \left( \overline{\eta}^3 \partial_w f^{[\rho]}_{1\Omega} (w', w) + \eta^3 \partial_{w'} f^{[\rho]}_{1\Omega} (w', w') \right) \right] \]
\[ = \frac{\sqrt{3}}{4\pi} \text{Re} \left[ \overline{\eta}^3 \partial_{w} f^{[\rho]}_{1\Omega} (w, w') + \eta^3 \partial_{w'} f^{[\rho]}_{1\Omega} (w, w') \right] . \quad (5.18) \]

Using Proposition 3.6(i) and formulae (5.15)–(5.18), we are now able to compute the limit
\[ \delta^{-4} \text{Cov}_{1\Omega}^+ \left( [T^{[\rho]} (w_\delta); T^{[\tau]} (w_\delta')] \right) \to \frac{9}{64\pi^2} \left[ -\text{Re} [\overline{\eta}^3 \partial_{w'} f_{1\Omega} (w, w')] + \eta^3 \partial_{w'} f^{[\rho]}_{1\Omega} (w, w') \right] \text{Re} \left[ \overline{\eta}^3 \partial_{w} f^{[\rho]}_{1\Omega} (w', w) + \eta^3 \partial_{w'} f^{[\rho]}_{1\Omega} (w', w') \right] \]
\[ + \text{Re} \left[ \overline{\eta} \partial_{w} f^{[\rho]}_{1\Omega} (w', w) - \eta^3 f^{[\rho]}_{1\Omega} (w', w) \right] \text{Re} \left[ \overline{\eta}^3 \partial_{w} f^{[\rho]}_{1\Omega} (w', w) + \eta^3 \partial_{w'} f^{[\rho]}_{1\Omega} (w', w') \right] , \]
where \( \text{Cov}_{1\Omega}^+ [X; Y] := \mathbb{E}_{1\Omega}^+ [XY] - \mathbb{E}_{1\Omega}^+ [X] \mathbb{E}_{1\Omega}^+ [Y] \), and then arrive at the formula
\[ \delta^{-4} \text{Cov}_{1\Omega}^+ \left( [T^{[\rho]} (w_\delta); T^{[-\rho]} (w_\delta') + T^{[\tau]} (w_\delta')] \right) \to \frac{9}{32\pi^2} \text{Re} \left[ \overline{\mu}^3 \left( \partial_{w'} f_{1\Omega} (w, w') \partial_{w} f_{1\Omega} (w, w') - f_{1\Omega} (w, w') \partial_{w'} f_{1\Omega} (w, w') \right) \right] \]
\[ - \eta^3 \partial_{w'} f^{[\rho]}_{1\Omega} (w, w') \partial_{w} f^{[\rho]}_{1\Omega} (w, w') - f^{[\rho]}_{1\Omega} (w, w') \partial_{w'} f^{[\rho]}_{1\Omega} (w, w') + f^{[\rho]}_{1\Omega} (w, w') \partial_{w'} f^{[\rho]}_{1\Omega} (w, w') \right] . \]
Recall that \( \overline{\eta}^4 = -\mu^2, \quad \eta^4 = -\eta^2 = \tau^2 \) and \( T(w_\delta) = -\frac{2}{3} \sum_{\rho \in V^+} \rho [T^{[\rho]} (w_\delta) + T^{[-\rho]} (w_\delta') + R^{[\rho]} (w_\delta')] \). As in the proof of Theorem 1, it is not hard to see that all expectations containing the remainders \( R^{[\rho]} (w_\delta) \) and \( R^{[\tau]} (w_\delta') \) have smaller orders of magnitude. Since
\[ \frac{4}{3} \sum_{\rho, \tau \in V^+} \overline{\rho} \overline{\tau}^2 \text{Re} \left[ \rho^2 \tau^2 A - \overline{\rho}^2 \tau^2 B \right] = 2A, \]
we conclude that
\[ \delta^{-4} \text{Cov}_{1\Omega}^+ \left( [T (w_\delta); T (w_\delta')] \right) \to \frac{9}{32\pi^2} \left[ \partial_{w'} f_{1\Omega} (w, w') \partial_{w} f_{1\Omega} (w, w') - f_{1\Omega} (w, w') \partial_{w'} f_{1\Omega} (w, w') \right] . \]
The right-hand side is equal to \( \frac{9}{32} \left( \langle T (w) \rangle_{\Omega}^+ - \langle T (w') \rangle_{\Omega}^+ \langle T (w) \rangle_{\Omega}^+ \right) \), see Definition 4.10. \( \square \)

**Proof of Theorem 3 for the mixed correlation of T and ϵ.** The proof repeats the proof of Theorem 2. Due to Corollary 5.1, it is enough to check that
\[ \delta^{-3} \text{Cov}_{1\Omega}^+ \left( [T (w_\delta); \epsilon (a_\delta')] \right) \to \frac{3\sqrt{3}}{4\pi} \left( \langle T (w) \rangle_{\Omega}^+ \langle \epsilon (a) \rangle_{\Omega}^+ - \langle T (w) \rangle_{\Omega}^+ \langle \epsilon (a) \rangle_{\Omega}^+ \right) . \quad (5.19) \]
As above, one can see that \( R^{[\rho]} (w_\delta) \) does not contribute to the limit. Let \( \tau \) denote the direction of \( a_\delta \) and \( \mu := \eta (\tau) \), note that we can assume \( \tau \in \varphi^* \) since \( \epsilon (a_\delta) = \epsilon (\tau a_\delta) \). Using
Proposition 3.6(ii) together with (5.15) and (5.17) applied to $a_δ, \bar{a}_δ$ instead of $w_{δ,σ}$, we get

$$\delta^{-3}\text{Cov}_{Ω_δ}^+ [T^{|ρ|}(w_δ) : \varepsilon(a_δ)] \to 0$$

$$\frac{3\sqrt{3}}{4\pi^2} \text{Re} \left[ ρ^2 \left( f_{Ω_δ}^{[ρ]}(a, w)\partial_w f_{Ω_δ}^{[ρ]}(a, w) - f_{Ω_δ}^{[ρ]}(a, w)\partial_w f_{Ω_δ}^{[ρ]}(a, w) \right) \right]$$

Adding a similar formula for $T^{-|ρ|}(w_δ)$ and using (5.14) we obtain

$$\delta^{-3}\text{Cov}_{Ω_δ}^+ [T^{|ρ|}(w_δ) + T^{-|ρ|}(w_δ) : \varepsilon(a_δ)] \to 0$$

$$\frac{3\sqrt{3}}{3\pi^2} \text{Re} \left[ ρ^2 \left( T(w)\varepsilon(a) \right)_{Ω_δ}^+ - \left( T(w)\varepsilon(a) \right)_{Ω_δ}^+ \right]$$

see Definition 4.10. The identity $\frac{2}{3} \sum_{ρ \in e^+} \overline{p^2} \text{Re}[ρ^2A] = A$ concludes the proof of (5.19).

**Proof of Theorem 3 for the mixed correlation of $T$ and $σ$.** This proof mimics the proof of the first part of Theorem 1 (convergence of expectations $δ^{-2}\mathbb{E}_{Ω_δ}^+ [T^{|ρ|}(w_δ)]$) with the following modifications. First, one should use Proposition 3.9 instead of Proposition 3.6 to express these ratios in terms of the local values of spinor observables $F_{Ω, δ, u_δ}^+$. Second, one should use Theorem 5 instead of Theorem 4 to show the convergence of these discrete spinor observables to their continuous counterparts. Taking into account Definition 4.15, the computations needed to derive the convergence of the ratios $δ^{-2}\mathbb{E}_{Ω_δ}^+ [T^{|ρ|}(w_δ)σ(u_δ)] / \mathbb{E}_{Ω_δ}^+ [σ(u_δ)]$ just repeat those in the proof of Theorem 1.

6. LOOP $O(n)$ MODEL

We will prove Proposition 1.4 by taking derivative in the Yang–Baxter equation for the loop $O(n)$ model. We first introduce some notation.

Let $G$ be an abstract planar tiling consisting of equilateral triangles and rhombuses: this is a planar graph whose inner faces are triangles or quadrangles; assign to each triangle angles ($π/3, π/3, π/3$); assign to each quadrangle angles ($φ, π−φ, φ, π−φ$) in a cyclic order (where $φ$ might be different for different quadrangles). The boundary of $G$ is defined as the set of all edges belonging to only to one face.

Define $\text{Conf}_{Ω_δ}$ as the set of all loop configurations that in each triangle or rhombus look like on Fig. 2 (top layer) and contain only loops. A measure $\text{Loop}_{G, σ}$ is supported...
on $\text{Conf}^\otimes_G$ and is defined by

$$\text{Loop}^\otimes_{G,n,\sigma}(\omega) = \frac{1}{Z^\otimes_G(\sigma)} \prod_{f \in \text{Faces}(G)} \text{w}_f(\omega),$$

where the product is taken over all faces $f$ of $G$ and $\text{w}_f(\omega)$ denotes the weight of a local configuration of $\omega$ inside $f$ as prescribed by Fig. 2 and Eq. (2.2). Similarly, for $e, e'$ two midpoints of different boundary edges of $G$, a measure $\text{Loop}^\otimes_{e,e'}$ is supported on all configurations that consist of loops and a unique interface between $e$ and $e'$ and is defined as above.

As in Definition 2.1, we say that $\text{Loop}^\otimes_{G,n,\sigma}$ is invariant to some local transformation of the tiling $G_P \mapsto \tilde{G}_P$ if, for any given connectivity pattern $\xi$ on the boundary edges of $P$,

$$\text{Loop}^\otimes_{G,n,\sigma}(\cdot | \omega_P \in \xi) = \text{Loop}^\otimes_{G,n,\sigma}(\cdot | \omega_P \in \xi).$$

**Proposition 6.1.** The invariance relations (T1), (T2), (T3) of Proposition 2.2 hold for the loop $O(n)$ model with $n = -2 \cos[(1 - \sigma)\pi/\sqrt{3}]$ and the local weights given by (2.2), for any $\sigma \in \mathbb{R}$. Moreover, the transformations (T1) and (T2) preserve the partition function.

The Yang–Baxter equation was first discovered by Nienhuis [Nie90]. The two remaining relations (T1) and (T3) can be proven in the same way as in Proposition 2.2 ($n = 1$) by considering all possible local configurations and we omit the details.

**Proposition 1.4.** Recall the tiling $\Omega_{\text{dual}}^\text{edge}(a; \varphi)$ introduced in Section 2.3: it is obtained from the dual triangulation $\Omega_{\text{dual}}^\text{edge} \varphi$ by replacing the replacing the triangles corresponding to the endpoints of $a$ by a rhombus of angle $\varphi$. We now introduce $\Omega_{\text{dual}}^\text{edge}(a, c; \varphi)$, which is obtained from $\Omega_{\text{dual}}^\text{edge}(a, c; \varphi)$ by replacing the triangles corresponding to the endpoints of $c$ by a rhombus of angle $\pi - \varphi$; see Fig. 8. As discussed in Section 1.1,

$$T_{\text{edge}}^b(a) - T_{\text{edge}}^b(c) = (\log Z_{\text{dual}}^b(a, \frac{\pi}{\sqrt{3}} + \varepsilon))' - (\log Z_{\text{dual}}^b(c, \frac{\pi}{\sqrt{3}} + \varepsilon))' = (\log Z_{\text{dual}}^b(a, \frac{\pi}{\sqrt{3}} + \varepsilon))' - (\log Z_{\text{dual}}^b(c, \frac{\pi}{\sqrt{3}} + \varepsilon))',$$

where the derivatives are evaluated at $\varepsilon = 0$. Define $\Omega_{\text{dual}}^\text{edge}(d; f; \varphi)$ similarly and get

$$T_{\text{edge}}^b(a) - T_{\text{edge}}^b(c) = (\log Z_{\text{dual}}^b(d, f; \frac{\pi}{\sqrt{3}} + \varepsilon))'.$$

By the Yang–Baxter equation ((T2) in Proposition 6.1),

$$Z_{\text{dual}}^b(a, \frac{\pi}{\sqrt{3}} + \varepsilon) = Z_{\text{dual}}^b(d, f; \frac{\pi}{\sqrt{3}} + \varepsilon),$$

whence $T_{\text{edge}}^b(a) - T_{\text{edge}}^b(d) = T_{\text{edge}}^b(c) - T_{\text{edge}}^b(f)$. The other relation is analogous. \hfill $\square$

**Appendix A. Full-plane s-holomorphic observable on Hex.**

In this part of the appendix we review the results concerning discrete s-holomorphicity (strong holomorphicity) of the fermionic observable, contruct the full-plane fermionic observable on the honeycomb lattice and compute its singularity. We start by formulating the result that the fermionic observable is s-holomorphic everywhere except for the origin. Such a function is unique up to a multiplicative constant. It can be constructed by its projections which are equal to particular linear combinations of the discrete Green’s functions (see [KW15]). Knowing the asymptotic of the Green’s function, one can easily compute the asymptotic of the fermionic observable. This gives the constant $\sqrt{\frac{\pi}{\sqrt{3}}}$ in Theorem 4.

The next proposition states that the fermionic observable $F_{\Omega_3}(a, \cdot)$ is s-holomorphic everywhere for two pairs of edges near $a$, where it has a defect 1.

**Proposition A.1.** Let $a$ be a half-edge inside $\Omega_3$. Given two adjacent edges $e$ and $e'$ of $\Omega_3$, denote by $z_e$ and $z_{e'}$ their midpoints. Then $F_{\Omega_3}(a, \cdot)$ satisfies the following properties:

- If none of $e$ and $e'$ contains $a$, then the s-holomorphicity condition (2.27) holds for $F_{\Omega_3}(a, z_e)$ and $F_{\Omega_3}(a, z_{e'})$;
Figure 9. Left: One type of corners of the hexagonal lattice of the mesh size $\delta$ forms the triangular lattice of the mesh size $\sqrt{3}\delta$. A direction $\eta \in \varphi$ associated to the shown type of corners is $\rho$. Right: Local values of the Green’s function (see [KW15]).

- If $e$ contains $a$ and $e'$ has a common vertex with $a$, then the s-holomorphicity condition (2.27) holds for $F_{\Omega}\s (a, z_e) + 1$ and $F_{\Omega}\s (a, z_{e'})$;
- If $e$ contains $a$ and $e'$ does not have a common vertex with $a$, then the s-holomorphicity condition (2.27) holds for $F_{\Omega}\s (a, z_e)$ and $F_{\Omega}\s (a, z_{e'})$.

This proposition was proven in [CS12] (Proposition 2.5) in a general case of the isoradial graphs, and we do not give any details about the proof. See also [Smi10a] (Lemma 4.5) for the same result about the fermionic observable in FK-Ising.

In the continuous case, notions of holomorphicity and harmonicity are very well related — the projections of a holomorphic functions are harmonic, and vice versa, if a function has harmonic projections, then it is holomorphic. The next lemma states that the same holds on a discrete level. First we define the corners of the lattice.

**Definition A.2.** By a *corner* of a lattice we mean a pair of adjacent edges.

For each corner $c = (e, e')$ we associate the unique number $\eta(c) \in \varphi$, such that $\overline{\eta(c)}^2$ has the same argument as $u - v$, where $v$ denotes the common vertex of the edges $e$ and $e'$, a point $u$ is the center of the face adjacent to both $e$ and $e'$.

According to their direction, the corners can be divided into 6 types. Each of these types forms the triangular lattice of the mesh size $\sqrt{3}\delta$ (see Fig. 9).

**Lemma A.3.** Let $F$ be an s-holomorphic function on the midedges of $\Omega_\delta$. Then one can define six discretely harmonic functions $F_\eta$, where $\eta \in \varphi$, on the vertices of $\Omega_\delta$, so that for any corner $c = (e, e')$ the following relation holds:

$$F_\eta(c)(v) = \text{Proj}[F(z_e); \eta(c)\mathbb{R}] = \text{Proj}[F(z_{e'}); \eta(c)\mathbb{R}],$$

where $z_e$ and $z_{e'}$ denote the midpoints of the edges $e$ and $e'$ and $v$ denotes the common vertex of $e$ and $e'$.

Given an s-holomorphic function $F$, we will call the functions $F_\eta$ for $\eta \in \varphi$ the projections of $F$ on the corresponding corners.

**Remark A.4.** Using this terminology, the s-holomorphicity is equivalent to the fact these projections on the corners are well defined, i.e. the projections from the adjacent edges on the corner formed by them are the same.
Our next goal is to construct the so-called full-plane fermionic observable $F_C(a, \cdot)$, i.e. the function on the edges of the whole hexagonal lattice $C_\delta$ which is s-holomorphic everywhere except for the neighbourhood of $a$ (in the sense of Proposition A.1). We construct $F_C(a, \cdot)$ by means of its projections. The projections of a holomorphic function are harmonic, so the projections of a holomorphic function with a defect are harmonic functions with some defects. The latter can be obtained as linear combinations of the Green’s functions (on the triangular lattice).

\[
\begin{align*}
F_{C_\delta}(\rightarrow, i\delta \sqrt{3}) &= -\frac{2\sqrt{3}}{\pi} + 1 + i\left(\frac{3}{\pi} - \frac{2}{\sqrt{3}}\right) \\
F_{C_\delta}(\rightarrow, 0) &= -\frac{1}{6} \\
F_{C_\delta}(\rightarrow, -i\delta \sqrt{3}) &= -\frac{2\sqrt{3}}{\pi} + 1 - i\left(\frac{3}{\pi} - \frac{2}{\sqrt{3}}\right)
\end{align*}
\]

![Graphical representation of the singularities of the functions](image)

Figure 10. Full-plane fermionic observable $F_{C_\delta}(\rightarrow, \cdot)$, where $\rightarrow$ stands for the right half-edge of the horizontal edge which has its midpoint at 0. **Up-left:** Graphical representation of the singularities of the functions $F_{C_\delta}^a$ on the corners of the lattice. The singularities for each type of corners are put in the corresponding corners of this type. **Up-right:** Local values of $F_{C_\delta}(\rightarrow, \cdot)$. **Bottom:** Explicit expressions of the functions $F_{C_\delta}^a$ in terms of the Green’s function. The coefficient in front of the Green’s function at a given point is prescribed by the value of singularity of $F_{C_\delta}^a$ at this corner.

**Definition A.5.** Let $v_0$ be a vertex of the triangular lattice $\text{Tri}_\delta$. The *Green’s function* $G_\delta(v_0, \cdot)$ is a (unique) function on vertices of $\text{Tri}_\delta$ with the following properties:

- $G_\delta(v_0, v_0) = 0$;
- $\Delta G_\delta(v_0, v) = \delta_{v, v_0}$
- $G_\delta(v_0, v) = O(\log |v_0 - v|)$,

where by $\Delta$ we denote the discrete Laplacian, i.e. $\Delta F(v) = \sum_{v' \sim v} (F(v') - F(v))$, and $\delta_{v, v_0}$ is equal to 1 if $v = v_0$ and 0 otherwise.

**Remark A.6.** It is well known ([Ken02, Spi01]) that the Green’s function $G_\delta(v_0, \cdot)$ exists and unique, and that its asymptotic on the triangular lattice looks as follows:

\[
G_\delta(v_0, v) = \frac{1}{2\pi \sqrt{3}} \log \frac{|v_0 - v|}{\delta} + \frac{\gamma_{\text{Euler}}}{2\pi} + O\left(\frac{\delta}{|v_0 - v|}\right).
\]
Note that in [Ken02] the discrete Laplacian is normalized differently. Thus, the additional factor $\frac{1}{\sqrt{3}}$ appears in our case.

**Proposition A.7.** Let $a$ be a half-edge of the hexagonal lattice. There exists a unique function $F_{c_3}(a, \cdot)$ defined on all the edges of the hexagonal lattice which is decreasing on $\infty$ and which is s-holomorphic everywhere except for the neighbourhood of $a$, where it has a defect 1 (i.e. satisfies the relations from Proposition A.1).

Moreover, the projections of $F_{c_3}(a, \cdot)$ on the corners of the lattice can be expressed in terms of the Green’s function and the values of $F_{c_3}(a, \cdot)$ in the neighbourhood of $a$ can be computed explicitly (see Fig. 10, where the case of a horizontal edge is treated).

**Proof.** Assume that $a$ is the right half-edge of a horizontal edge containing 0 (all other cases can be treated in the same way). Take six functions $F_{c_3}(a, \eta)$, where $\eta \in \varphi$, as they are defined in Fig. 10. In order to show the existence of such a function $F_{c_3}(a, \cdot)$, it is enough to show that for any edge not containing $a$ its four projections are coherent, and that for the edge containing $a$ the value defined by the projections $F_{c_3}(a, -\frac{\delta}{2})$ and $F_{c_3}(a, -\frac{\delta}{2})$, and the value defined by the projections $F_{c_3}(a, -\frac{\delta}{2})$ and $F_{c_3}(a, -\frac{\delta}{2})$, differ by 1.

We will investigate the case of horizontal edges to obtain a precise value of the singularity at the origin. Other edges can be studied in a similar manner. Denote by $\hat{F}(z)$ a function on the midpoints of the horizontal edges which projections on the corresponding directions are $F_{c_3}(a, z + \frac{\delta}{2})$ and $F_{c_3}(a, z + \frac{\delta}{2})$. And denote by $\hat{\tilde{F}}(z)$ a function on the midpoints of the horizontal edges which projections on the corresponding directions are $F_{c_3}(a, z - \frac{\delta}{2})$ and $F_{c_3}(a, z - \frac{\delta}{2})$. Our goal is to show that $\hat{F}(z_\epsilon) = \hat{\tilde{F}}(z_\epsilon)$ if $z_\epsilon \neq 0$ and that $\hat{F}(0) = \hat{\tilde{F}}(0) + 1$.

It is easy to see that

$$\hat{F}(z) = \left[ F_{c_3}^\rho(a, z + \frac{\delta}{2}) - F_{c_3}^\rho(a, z + \frac{\delta}{2}) \right] + \frac{i}{\sqrt{3}} \left[ F_{c_3}^\rho(a, z + \frac{\delta}{2}) + F_{c_3}^\rho(a, z + \frac{\delta}{2}) \right]$$

(1.21)

$$\hat{\tilde{F}}(z) = -\frac{1}{\sqrt{3}} \left[ F_{c_3}^\rho(a, z - \frac{\delta}{2}) + F_{c_3}^\rho(a, z - \frac{\delta}{2}) \right] + \left[ F_{c_3}^\rho(a, z - \frac{\delta}{2}) - F_{c_3}^\rho(a, z - \frac{\delta}{2}) \right].$$

(1.22)

Now we plug in the linear combinations of the Green’s functions from Fig. 10 instead of $F_{c_3}(a, \cdot)$. Using the translation invariance of the Green’s function, we replace everything by the values of the Green’s function $G(\cdot) = G_1(0, \cdot) = G_{\sqrt{3}d}(0, \cdot \sqrt{3}d)$ with the source at 0:

$$\hat{F}(z) = \left[ -5G(\frac{z}{\sqrt{3}d}) + G(\frac{z}{\sqrt{3}d} + \lambda - i) + G(\frac{z}{\sqrt{3}d} + \lambda) + \frac{3}{2}G(\frac{z}{\sqrt{3}d} - i) + \frac{3}{2}G(\frac{z}{\sqrt{3}d} + i) \right]$$

$$- \frac{i\sqrt{3}}{2} \left[ G(\frac{z}{\sqrt{3}d} + i) - G(\frac{z}{\sqrt{3}d} - i) \right],$$

$$\hat{\tilde{F}}(z) = \left[ G(\frac{z}{\sqrt{3}d}) - G(\frac{z}{\sqrt{3}d} - \lambda) - G(\frac{z}{\sqrt{3}d} + i - \lambda) + \frac{1}{2}G(\frac{z}{\sqrt{3}d} - i) + \frac{1}{2}G(\frac{z}{\sqrt{3}d} + i) \right]$$

$$- \frac{i\sqrt{3}}{2} \left[ G(\frac{z}{\sqrt{3}d} + i) - G(\frac{z}{\sqrt{3}d} - i) \right],$$

where $\lambda = \frac{\sqrt{3}}{2} + \frac{i}{2}$ denotes a step “right-up” on the triangular lattice (Fig. 9, divided by $\sqrt{3}$).
Subtracting one formula from the other, one gets
\[
\tilde{F}(z) - \tilde{F}(z) = -6G(\frac{z}{\sqrt{3}}) + G(\frac{z}{\sqrt{3}} + \lambda - i) + G(\frac{z}{\sqrt{3}} + \lambda) + G(\frac{z}{\sqrt{3}} - i) + G(\frac{z}{\sqrt{3}} + i) + G(\frac{z}{\sqrt{3}} - \lambda) + G(\frac{z}{\sqrt{3}} + i - \lambda).
\]  
(1.23)

Note that the points where the Green’s function is evaluated in Eq. 1.23 are \(\frac{z}{\sqrt{3}}\) and its six neighbours. By the definition, the Green’s function is harmonic everywhere except 0, where its laplacian is equal to 1. Hence, one gets the desired relation on \(\tilde{F}(z)\) and \(\tilde{F}(z)\). □

**Corollary A.8.** Given a discrete domain \(\Omega_\delta\) on the hexagonal lattice and a half-edge \(a\) in \(\Omega_\delta\), the function \(F_{\Omega_\delta}^\eta(a_\delta, \cdot) = F_{\Omega_\delta}(a_\delta, \cdot) - F_{\overline{C}}(a_\delta, \cdot)\) is s-holomorphic everywhere in \(\Omega_\delta\).

**Proof.** It follows from propositions A.1 and A.7 that the s-holomorphicity is satisfied on all pairs of edges not containing \(a\). On the other hand both fermionic observables \(F_{\Omega_\delta}(a, \cdot)\) and \(F_{\overline{C}}\) have the same singularity at \(a\). Thus, their difference \(F_{\Omega_\delta}^\eta(a_\delta, \cdot)\) does not have any singularity at \(a\). □

**Proposition A.9.** Given two distinct points \(a, z \in C \) and \(\eta \in \varphi\), let \(a_\delta\) be the closest to \(a \in \Omega\) half-edge of Hex$_3$ oriented in the direction \(\eta^2\), and \(z_\delta\) be the closest to \(z\) midedge of Hex$_3$. Then, the following convergence results hold as \(\delta \to 0\):

\[
\delta^{-1} \cdot F_{\Omega_\delta}(a_\delta, z_\delta) \to \frac{\sqrt{3}}{2\pi z}.
\]

Moreover, the convergence is uniform (with respect to \((a, z)\)) on compact subsets of \(C \setminus D\), where \(D := \{(a, a), a \in C\}\).

**Proof.** Assume that \(a_\delta\) is the right half-edge of a horizontal edge containing 0 and \(z_\delta\) is the midpoint of a horizontal edge (all other cases can be treated in the same way). While proving Proposition A.7, we obtained the following expression of the full-plane fermionic observable \(F_{C_\delta}\) in terms of the values of the Green’s function at different points:

\[
F(a_\delta, z_\delta) = \left[-5G(\frac{z}{\sqrt{3}}) - 5G(\frac{z}{\sqrt{3}} - \lambda - i) - 5G(\frac{z}{\sqrt{3}} - \lambda + i) - 5G(\frac{z}{\sqrt{3}} + \lambda + i) - 5G(\frac{z}{\sqrt{3}} + \lambda - i) - 5G(\frac{z}{\sqrt{3}} - \lambda - i)\right],
\]

where \(G(\cdot) = G_1(0, \cdot) = G(\frac{\sqrt{3}}{\sqrt{3}})\) and \(\lambda = \frac{\sqrt{3}}{2} + \frac{i}{2}\). Clearly, the right-hand side can be expressed in terms of the discrete derivatives \(\nabla_\nu G(\frac{z}{\sqrt{3}}) = G(\frac{z}{\sqrt{3}} + \nu) - G(\frac{z}{\sqrt{3}})\), where \(\nu\) takes one of the values \(\pm\lambda, \pm i, \pm(\lambda - i)\) (which correspond to the directions of the edges):

\[
F(a_\delta, z_\delta) = \nabla_{\lambda - i} G(\frac{z}{\sqrt{3}}) + \nabla_{\lambda + i} G(\frac{z}{\sqrt{3}}) + \left(\frac{3}{2} - \frac{1\sqrt{3}}{2}\right) \nabla_{\lambda} G(\frac{z}{\sqrt{3}}) + \left(\frac{3}{2} + \frac{1\sqrt{3}}{2}\right) \nabla_{\lambda - i} G(\frac{z}{\sqrt{3}}).
\]

It is well-known that discrete derivatives of a convergent sequence of discretely harmonic functions converge to the corresponding derivatives of the limiting function (for instance, one can see Proposition 3.1 in [CS12]). Using the asymptotic (1.20) of the Green’s function, we get that on compact subsets of \(C \setminus \{0\}\)

\[
\frac{1}{\delta} \nabla_\nu G(\frac{z}{\sqrt{3}}) \Rightarrow \frac{1}{2\pi} \text{Re} \left[\frac{\nu}{z}\right].
\]

Hence,

\[
\frac{1}{\delta} F(a_\delta, z_\delta) \Rightarrow \frac{1}{2\pi} \text{Re} \left[\frac{(\lambda - i) + \lambda + \frac{3}{2}i - \frac{3}{2}i}{z} + \frac{1}{2} \cdot \frac{\sqrt{3}}{2\pi} \text{Re} \left[\frac{-i - i}{z}\right]\right] = \frac{\sqrt{3}}{2\pi z}.
\]

□
Figure 11. Local configurations before and after the transformation (T2) under all possible boundary conditions. The angles of the rhombuses are \( \varphi \), \( \psi := \pi/3 - \varphi \), \( \theta := \pi/3 + \varphi \), the triangles are equilateral.

Appendix B. Star-segment transformation

Here we give some details regarding (T2) in Proposition 2.2: invariance of the Ising model defined by (2.1) to the star-segment transformation when the weights are given by (2.2).

Take any \( \varphi \in (0, \pi/3) \) and define \( c(\varphi) := 1 + u(\pi - \varphi)u(2\pi/3 + \varphi)x_c \), with the weights given by (2.2). All boundary conditions are considered on Fig. 11 and below we give the corresponding relations on the weights:

\[
1 \cdot c(\varphi) = 1 + u(\pi - \varphi)u(2\pi/3 + \varphi)x_c, \\
u(2\pi/3 - \varphi)x_c \cdot c(\varphi) = u(\pi - \varphi) + w(\varphi)u(2\pi/3 + \varphi)x_c, \\
v(\pi/3 + \varphi)x_c \cdot c(\varphi) = u(\varphi)u(2\pi/3 + \varphi)x_c + v(\varphi)x_c, \\
u(\pi/3 + \varphi)x_c \cdot c(\varphi) = u(\varphi)v(\pi/3 - \varphi) + v(\varphi)v(\pi/3 - \varphi)x_c, \\
u(\pi/3 + \varphi) \cdot c(\varphi) = v(\varphi)v(\pi/3 - \varphi) + u(\varphi)v(\pi/3 - \varphi)x_c, \\
v(\pi/3 + \varphi)x_c \cdot c(\varphi) = u(\varphi)v(\pi/3 - \varphi) + w(\varphi)v(\pi/3 - \varphi)x_c, \\
u(\pi/3 + \varphi)x_c \cdot c(\varphi) = u(\varphi)v(\pi/3 - \varphi)x_c + w(\varphi)v(\pi/3 - \varphi)x_c.
\]

It is an exercise in trigonometry computations to check that (2.2) implies these relations.

References

[AB14] I. T. Alam and M. T. Batchelor, Integrability as a consequence of discrete holomorphy: loop models, J. Phys. A 47 (2014), no. 21, 215201, 17. MR 3206123
[ABF87] M. Aizenman, D. J. Barsky, and R. Fernández, The phase transition in a general class of Ising-type models is sharp, J. Statist. Phys. 47 (1987), no. 3-4, 343–374. MR 894398 (89f:82013)
[AMF16] David Assen, Roger SK Mong, and Paul Fendley, Topological defects on the lattice: I. the Ising model, Journal of Physics A: Mathematical and Theoretical 49 (2016), no. 35, 354001.
[Ber71] VL Berezinskii, Destruction of long-range order in one-dimensional and two-dimensional systems having a continuous symmetry group i. classical systems, Sov. Phys. JETP 32 (1971), no. 3, 493–500.
[BPZ84a] A. A. Belavin, A. M. Polyakov, and A. B. Zamolodchikov, Infinite conformal symmetry of critical fluctuations in two dimensions, Journal of Statistical Physics 34 (1984), no. 5-6, 763–774, doi:10.1007/bf01009438.
Two-dimensional critical percolation: the full scaling

Dmitry Chelkak and Konstantin Izyurov,

Dmitry Chelkak, Clément Hongler, and Konstantin Izyurov,

Correlations of primary fields in

Dmitry Chelkak and Stanislav Smirnov,

Discrete complex analysis on isoradial graphs

Dmitry Chelkak, David Cimasoni, and Adrien Kassel,

Revisiting the combinatorics of the 2D Ising model

Dmitry Chelkak, Clément Hongler, and Konstantin Izyurov,

Conformal invariance of spin

Dmitry Chelkak,

2d ising model: Correlation functions at criticality via riemann-type boundary value problems,

European Congress of Mathematics, 2018, pp. 235–256.

Dmitry Chelkak, Clément Hongler, and Konstantin Izyurov,

Conf. Papers Online 19 (2019), no. 5, 2677–2715.

Discrete complex analysis on isoradial graphs

Hugo Duminil-Copin

Hugo Duminil-Copin, Nicolaos Garai, and Stanislav Smirnov,

Macroscopic loops in

Hugo Duminil-Copin, Hugo Duminil-Copin, Clément Hongler, Antti Kemppainen, and Stanislav Smirnov,

Convergence of Ising interfaces to Schramm’s SLE curves

John Cardy,

Geometrical properties of loops and cluster boundaries

Eytan Domany, D. Mukamel, B. Nienhuis, and A. Schwimmer,

Duality relations and equivalences for models with O(N) and cubic symmetry

Philippe Di Francesco, Pierre Mathieu, and David Sénéchal,

Conformal field theory

Philippe Di Francesco, Pierre Mathieu, and David Sénéchal,

Infinite conformal symmetry in

A.A. Belavin, A.M. Polyakov, and A.B. Zamolodchikov,

Infinite conformal symmetry in

H. Duminil-Copin and S. Smirnov,

The connective constant of the honeycomb lattice equals

ε/2 + √ε, 2

Assaf Naor, Assaf Naor, and Gideon Schechtman,

Almost Euclidean subspaces of Lp

John Cardy,

Infinite conformal symmetry in

John Cardy,

Infinite conformal symmetry in

John Cardy,

Infinite conformal symmetry in

John Cardy,

Infinite conformal symmetry in

John Cardy,

Infinite conformal symmetry in

John Cardy,

Infinite conformal symmetry in

John Cardy,

Infinite conformal symmetry in

John Cardy,

Infinite conformal symmetry in

John Cardy,

Infinite conformal symmetry in

John Cardy,

Infinite conformal symmetry in

John Cardy,


[GM23] , Structure of Gibbs measures for planar FK-percolation and Potts models, Probability and Mathematical Physics 4 (2023), no. 2, 209–256.

[GZ94] Subir Ghoshal and Alexander Zamolodchikov, Boundary S matrix and boundary state in two-dimensional integrable quantum field theory, Internat. J. Modern Phys. A 9 (1994), no. 21, 3841–3885. MR 1285930.

[HK13] Clément Hongler and Kalle Kytölä, Ising interfaces and free boundary conditions, J. Amer. Math. Soc. 26 (2013), no. 4, 1107–1189. MR 3073886

[HKV22] Clément Hongler, Kalle Kytölä, and Fredrik Viklund, Conformal field theory at the lattice level: discrete complex analysis and virasoro structure, Communications in Mathematical Physics 395 (2022), no. 1, 1–58.

[Hon10] C. Hongler, Conformal invariance of Ising model correlations, Ph.D. thesis, université de Genève, 2010, p. 118.

[HS11] Clément Hongler and Stanislav Smirnov, Critical percolation: the expected number of clusters in a rectangle, Probab. Theory Related Fields 151 (2011), no. 3-4, 735–756. MR 2851698

[HS13] , The energy density in the planar Ising model, Acta Math. 211 (2013), no. 2, 191–225. MR 3143889

[IC09] Y. Ikhlef and J.L. Cardy, Discretely holomorphic parafermions and integrable loop models, J. Phys. A 42 (2009), no. 10, 102001, 11.

[Izy11] Konstantin Izyurov, Holomorphic spinor observables and interfaces in the critical Ising model, Ph.D. thesis, University of Geneva (2011).

[KC71] Leo P. Kadanoff and Horacio Ceva, Determination of an operator algebra for the two-dimensional Ising model, Phys. Rev. B (3) 3 (1971), 3918–3939. MR 0389111

[Ken02] R. Kenyon, The Laplacian and Dirac operators on critical planar graphs, Invent. Math. 150 (2002), no. 2, 409–439. MR 1933589 (2004c:31015)

[KN04] Wouter Kager and Bernard Nienhuis, A guide to stochastic Löwner evolution and its applications, J. Statist. Phys. 115 (2004), no. 5-6, 1149–1229.

[KS94] W. M. Koo and H. Saleur, Representations of the Virasoro algebra from lattice models, Nuclear Phys. B 426 (1994), no. 3, 459–504. MR 1297287

[KS17] Antti Kemppainen and Stanislav Smirnov, Random curves, scaling limits and Löwner evolutions, The Annals of Probability 45 (2017), no. 2, 698–779.

[KS21] Mikhail Khristoforov and Stanislav Smirnov, Percolation and O(1) loop model, arXiv preprint arXiv:2111.15612 (2021).

[KT72] J.M Kosterlitz and D.J Thouless, Long range order and metastability in two dimensional solids. (Application of dislocation theory), Journal of Physics C: Solid State Physics (1972), no. 11, L124–L126, doi:10.1088/0022–3719/5/11/002.

[KW15] Richard W. Kenyon and David B. Wilson, Spanning trees of graphs on surfaces and the intensity of loop-erased random walk on planar graphs, J. Amer. Math. Soc. 28 (2015), no. 4, 985–1030. MR 3369907

[Lam21] Piet Lammers, Height function delocalisation on cubic planar graphs, Probab. Theory Related Fields (2021).

[Len20] W. Lenz, Beitrag zum Verständnis der magnetischen Eigenschaften in festen Körpern., Phys. Zeitschrift. 21 (1920), 613–615.

[MA+14] Roger S. K. Mong, David J. Clarke, Jason Alicea, Netanel H. Lindner, and Paul Fendley, Parafermionic conformal field theory on the lattice, J. Phys. A 47 (2014), no. 45, 452001, 28. MR 3279956

[MS89] Gregory Moore and Nathan Seiberg, Classical and quantum conformal field theory, Communications in Mathematical Physics 123 (1989), 177–254.

[Mus10] Giuseppe Mussardo, Statistical field theory, Oxford Graduate Texts, Oxford University Press, Oxford, 2010, An introduction to exactly solved models in statistical physics. MR 2559725 (2010k:82001)

[Nie82] Bernard Nienhuis, Exact critical point and critical exponents of O(n) models in two dimensions, Phys. Rev. Lett. 49 (1982), no. 15, 1062–1065.

[Nie84] B. Nienhuis, Coulomb gas description of 2D critical behaviour, J. Statist. Phys. 34 (1984), 731–761.

[Nie90] , Critical and multicritical O(n) models, Phys. A 163 (1990), no. 1, 152–157, Statistical physics (Rio de Janeiro, 1989). MR 1043644 (91b:82018)

[Pei36] R. Peierls, On Ising’s model of ferromagnetism, Mathematical Proceedings of the Cambridge Philosophical Society 32 (1936), no. 3, 477–481, doi:10.1017/s0305004100019174.

[Pol75] A Polyakov, Interaction of goldstone particles in two dimensions. Applications to ferromagnets and massive Yang-Mills fields, Physics Letters B 59 (1975), no. 1, 79–81, doi:10.1016/0370–2693(75)90161–6.
[Pom92] Christian Pommerenke, *Boundary behaviour of conformal maps*, Springer-Verlag, 1992.

[PS19] Ron Peled and Yinon Spinka, *Lectures on the spin and loop O(n) models*, Springer Proceedings in Mathematics and Statistics (2019), 246–320.

[Smi01] Stanislav Smirnov, *Critical percolation in the plane: conformal invariance, Cardy’s formula, scaling limits*, C. R. Acad. Sci. Paris Sér. I Math. **333** (2001), no. 3, 239–244.

[Smi06] ———, *Towards conformal invariance of 2D lattice models*, International Congress of Mathematicians. Vol. II, Eur. Math. Soc., Zürich, 2006, pp. 1421–1451. MR 2275653 (2008g:82026)

[Smi10a] ———, *Conformal invariance in random cluster models. I. Holomorphic fermions in the Ising model*, Ann. of Math. (2) **172** (2010), no. 2, 1435–1467.

[Smi10b] ———, *Discrete complex analysis and probability*, Proceedings of the International Congress of Mathematicians. Volume I (New Delhi), Hindustan Book Agency, 2010, pp. 595–621. MR 2827906

[Spi01] Frank Spitzer, *Principles of random walk*, Springer, 2001.

[Tas16] Vincent Tassion, *Crossing probabilities for Voronoi percolation*, Ann. Probab. **44** (2016), no. 5, 3385–3398.

[Wan50] G. H. Wannier, *Antiferromagnetism. The triangular Ising net*, Physical Rev. (2) **79** (1950), 357–364. MR 0039627

*Email address:* ddchelkak@umich.edu

*Email address:* alexander.glazman@uibk.ac.at

*Email address:* stanislav.smirnov@unige.ch