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ABSTRACT. We prove a low regularity local well-posedness result for the Maxwell-Klein-Gordon system in three space dimensions for data in Fourier-Lebesgue spaces \( \hat{H}^{s,r} \), where \( \| f \|_{\hat{H}^{s,r}} = \| \langle \xi \rangle^s \hat{f}(\xi) \|_{L^r}, \frac{1}{r} + \frac{1}{r'} = 1 \). The assumed regularity for the data is almost optimal with respect to scaling as \( r \to 1 \). This closes the gap between what is known in the case \( r = 2 \), namely \( s > \frac{3}{4} \), and the critical value \( s_c = \frac{1}{2} \) with respect to scaling.

1. Introduction and main results. The Maxwell-Klein-Gordon system couples Maxwell’s equation for the electromagnetic field \( F_{\mu\nu} : \mathbb{R}^{n+1} \to \mathbb{R} \) with a Klein-Gordon equation for a scalar field \( \phi : \mathbb{R}^{n+1} \to \mathbb{C} \) and reads

\[
\begin{align*}
\partial_\nu F_{\mu\nu} &= j_\mu, \\
D_{(A)}^{(A)\mu} \phi &= m^2 \phi,
\end{align*}
\]

where \( m > 0 \) is a constant and

\[
\begin{align*}
F_{\mu\nu} &:= \partial_\mu A_\nu - \partial_\nu A_\mu, \\
D_{(A)}^{(A)\mu} \phi &:= \partial_\mu - iA_\mu \phi \\
j_\mu &:= \Im m(\phi D_{(A)}^{(A)\mu} \phi) = \Im m(\phi \overline{D_{(A)}^{(A)\mu} \phi}) + |\phi|^2 A_\mu.
\end{align*}
\]

Here \( A_\nu : \mathbb{R}^{n+1} \to \mathbb{R} \) is the potential. We use the notation \( \partial_\mu = \frac{\partial}{\partial x_\mu} \), where we write \( (x^0, x^1, ..., x^n) = (t, x^1, ..., x^n) \) and also \( \partial_0 = \partial_t \) and \( \nabla = (\partial_1, ..., \partial_n) \). Roman indices run over \( 1, ..., n \) and greek indices over \( 0, ..., n \) and repeated upper/lower indices are summed. Indices are raised and lowered using the Minkowski metric \( \text{diag}(-1, 1, ..., 1) \).

The Maxwell-Klein-Gordon system describes the motion of a spin 0 particle with mass \( m \) self-interacting with an electromagnetic field.

We consider the Cauchy problem in three space dimensions with data \( \phi(x, 0) = \phi_0(x), \partial_t \phi(x, 0) = \phi_1(x), F_{\mu\nu}(x, 0) = F^0_{\mu\nu}(x) \). The potential \( A \) is not uniquely determined but one has gauge freedom. The Maxwell-Klein-Gordon equation is namely invariant under the gauge transformation \( \phi \to \phi' = e^{i\lambda} \phi, A_\mu \to A'_\mu = A_\mu + \lambda \partial_\mu \lambda \).
Thus the critical exponent for $F$ add a further condition (cf. (1.15) below) in order to obtain a unique potential.

$s > s_c$ is expected for $s > s_c$.

However we remark that even this gauge does not uniquely determine $A$, because any $\chi$ satisfying $\Box \chi = 0$ preserves the Lorenz gauge condition, so that one has to add a further condition (cf. (1.15) below) in order to obtain a unique potential.

We can reformulate the system (1.1),(1.2) under the Lorenz condition

$$\Box A = \partial^\nu (\partial_\nu A_\mu - F_{\mu \nu}) = -\partial^\nu F_{\mu \nu} = -j_\mu,$$

as follows:

$$\Box A = -i m (\phi \overline{\partial \phi}) - A |\phi|^2 =: N(A, \phi) \quad (1.7)$$

and

$$m^2 \phi = D^{(A)} D^{(A)*} \phi = \partial_\mu \partial^\mu \phi - i A_\mu \partial^\mu \phi - i \partial_\mu (A^\nu \phi) - A_{\mu} A^\mu \phi$$

thus

$$(\Box - m^2) \phi = 2 i A^\mu \partial_\mu \phi + A_\mu A^\mu \phi =: M(A, \phi) \quad (1.8)$$

Conversely, if $\Box A = -j_\mu$ and $F_{\mu \nu} := \partial_\mu A_\nu - \partial_\nu A_\mu$ and the Lorenz condition (1.6) holds then

$$\partial^\nu F_{\mu \nu} = \partial^\nu (\partial_\nu A_\mu - \partial_\nu A_\mu) = \partial_\mu \partial^\nu A_\nu - \partial^\nu \partial_\nu A_\mu = -\Box A = j_\mu$$

thus (1.1),(1.2) is equivalent to (1.7),(1.8), if (1.3),(1.4) and (1.6) are satisfied.

We assume that the Cauchy data belong to Fourier-Lebesgue spaces:

$$\phi(0) = \phi_0 \in \hat{H}^{s,r}, \quad (\partial_t \phi)(0) = \phi_1 \in \hat{H}^{\delta - 1, r} \quad (1.9)$$

$$F_{\mu \nu} = F_{\mu \nu}^0 \in \hat{H}^ {\delta - 1, r} \quad (1.10)$$

where $\|f\|_{\hat{H}^{s,r}} = \|\langle \xi \rangle^s \hat{f}(\xi)\|_{L^r}, \quad \frac{1}{s} + \frac{1}{r} = 1$.

The system (1.7),(1.8) is invariant under the scaling

$$A_\lambda (t, x) = \lambda A(\lambda t, \lambda x), \quad \phi_\lambda (t, x) = \lambda \phi(\lambda t, \lambda x)$$

i.e. $A_\lambda, \phi_\lambda$ are solutions, if $A, \phi$ are. The homogeneous Fourier-Lebesgue norm of the initial data scales like

$$\|A_\lambda (0, \cdot)\|_{\hat{H}^{s,r} (\mathbb{R}^3)} = \lambda^{s - \frac{2}{r} + 1} \|A(0, \cdot)\|_{\hat{H}^{s,r} (\mathbb{R}^3)}$$

so that the critical exponent with respect to scaling is $s_c = \frac{2}{r} - 1$ for $A_\mu$ as well as $\phi$, thus the critical exponent for $F_{\mu \nu} = \partial_\mu A_\nu - \partial_\nu A_\mu$ is $s_c' = \frac{3}{r} - 2$. No well-posedness is expected for $s < s_c$. Thus, up to the endpoint the best one can hope for is local well-posedness for $s > s_c$.

In the classical case $r = 2$ and Coulomb gauge $\partial^\nu A_j = 0$ Klinerman and Machedon [11] showed global well-posedness in energy space and above, i.e. for data $\phi_0 \in H^s, \phi_1 \in H^{s-1}, a_{0\nu} \in H^s, a_{0\nu} \in H^{s-1}$ with $s \geq 1$ in $n = 3$ dimensions. They made the fundamental observation that the nonlinearities fulfill a null condition. This global well-posedness result was improved by Keel, Roy and Tao [10], who had only to assume $s > \frac{\sqrt{3}}{2}$. Local well-posedness for low regularity data was shown by Cuccagna [3] for $s > 3/4$ and small data, but Selberg [17] remarked that this smallness assumption could be removed, all these results for three space
dimensions and in Coulomb gauge. Machedon and Sterbenz [13] proved local well-posedness even in the almost critical range $s > \frac{1}{2}$, but had to assume a smallness assumption on the data.

In Lorenz gauge $\partial^\mu A_\mu = 0$ and data in Sobolev spaces $H^s$, which was considered much less in the literature, because the nonlinear term $Im(\phi \partial_\mu \bar{\phi})$ has no null structure, and three space dimensions the most important progress was made by Selberg and Tesfahun [18] who were able to circumvent the problem of the missing null condition in the equations for $A_\mu$ by showing that the decisive nonlinearities in the equations for $\phi$ as well as $F_{\mu\nu}$ fulfill such a null condition which allows to show that global well-posedness holds for large, finite energy data $s = 1$. The potential possibly loses some regularity compared to the data but as remarked also by the authors this is not the main point because one is primarily interested in the regularity of $\phi$ and $F_{\mu\nu}$, which both preserve the regularity. Below energy level the author [16] was also able to show local well-posedness for large data in this sense, provided $s > \frac{3}{4}$.

This means that for large data there is still a gap of $\frac{1}{4}$ to $s_c > \frac{1}{2}$ predicted by scaling both in Coulomb and Lorenz gauge.

We work in Lorenz gauge and close this gap in the limit $r \to 1$ for large data in Fourier-Lebesgue spaces $\hat{H}^{s,r}$ for $1 < r \leq 2$, thus leaving the $H^s$-scale of data ($r = 2$). This is remarkable in view of the fact that one of the nonlinearities does not fulfill a null condition. In some sense it is the first large data almost optimal local well-posedness result for the Maxwell-Klein-Gordon equations no matter which gauge is considered.

A null structure in Lorenz gauge was first detected for the Maxwell-Dirac system by d’Ancona, Foschi and Selberg [1].

In two space dimensions in Coulomb gauge Czubak and Pikula [4] proved local well-posedness provided that $\phi_0 \in H^s$, $\phi_1 \in H^{s-1}$, $a_0 \in H^r$, $\dot{a}_0 \in H^{r-1}$, where $1 \geq s = r > \frac{1}{2}$ or $s = \frac{5}{8} + \epsilon$, $r = \frac{1}{4} + \epsilon$.

In four space dimensions Selberg [17] showed local well-posedness in Coulomb gauge for $s > 1$, which is almost critical. In Lorenz gauge the author [14] considered also the case $n \geq 4$ and proved local well-posedness for $s > \frac{n}{2} - \frac{5}{6}$.

In order to achieve an almost optimal local well-posedness result for $n = 3$ we consider the Lorenz gauge and Cauchy data in Fourier-Lebesgue spaces $\hat{H}^{s,r}$ for $1 < r \leq 2$. Data in spaces of this type were previously considered by Grünrock [7] and Grünrock-Vega [9] for KdV and modified KdV equations. Grünrock [8] used these spaces in order to prove almost optimal low regularity local well-posedness also for wave equations with quadratic derivative nonlinearities for $n = 3$. For wave equations with a nonlinearity which fulfills a null condition this was also shown in the case $n = 2$ by Grigoryan-Nahmod [6]. These results relied on a modification of bilinear estimates which were given by Foschi-Klainerman [5] in the classical $L^2$-case.

Our solution spaces are generalized Bourgain-Klainerman-Machedon spaces $X^r_{s,b,\pm}$ which were already introduced by Grünrock [7]. They are defined by its norms

$$\|\phi\|_{X^r_{s,b,\pm}} = \|\langle \xi \rangle^s (\tau \pm |\xi|)^b \hat{\phi}(\xi,\tau)\|_{L^r_{\tau\xi}}$$

for $1 < r < \infty$ and $\frac{1}{r} + \frac{1}{r'} = 1$, and

$$\|\phi\|_{X^r_{s,b,\pm}[0,T]} = \inf_{\phi \in \mathcal{D}[0,T]} \|\phi\|_{X^r_{s,b,\pm}}.$$
We show that for (admissible) data \( \phi(0) \in \hat{H}^{s,r} \), \( (\partial_t \phi)(0) \in \hat{H}^{s-1,r} \) and \( (\nabla A_\mu)(0) \in \hat{H}^{s-1,r} \), we obtain a solution of \((1.7),(1.8)\), where \( \phi \) belongs to \( X^r_{s,b,+}[0,T] + X^r_{s,b,-}[0,T] \subset C^0([0,T], \hat{H}^{s,r}) \cap C^1([0,T], \hat{H}^{s-1,r}) \) for some \( b > \frac{1}{7} \) and \( s > \frac{5}{2r} - \frac{1}{2} \), so that \( s \to 2 \) as \( r \to 1 \), which is almost optimal with respect to scaling. We also obtain \( \nabla A_\mu \in X^r_{l,b,+}[0,T] + X^r_{l,b,-}[0,T] \), where \( l > \frac{2}{r} - 1 \), so that \( l \to 2 \) as \( r \to 1 \), but \( l < s \) due to the missing null condition in the term \( Im(\phi \partial \phi) \). However this is of minor interest, because the really important fact is that \( F_{\mu \nu} \in X^r_{1,b,+}[0,T] + X^r_{1,b,-}[0,T] \) for data \( F_{\mu \nu}(0) \in \hat{H}^{s-1,r} \), \( (\partial_t F_{\mu \nu}) \). This is a consequence of the fact that \( F_{\mu \nu} \) fulfills a wave equation with null forms in the quadratic inhomogeneous terms (see \((1.29),(1.30)\) below).

Fundamental are of course the bi- and trilinear estimates for the nonlinearities where the quadratic terms have null structure except one term, namely \( Im(\phi \partial \phi) \). This is the reason why \( A_\mu \) (possibly) loses regularity in time. We rely on the bilinear estimates of Foschi-Klainerman [5], which were already successfully applied by Grünrock [8] and Grigoryan-Nahmod [6]. The general local well-posedness theorem for nonlinear systems of wave equations (and also other types of evolution equations) in \( X^r_{s,b}\)-spaces, which reduces the problem to multilinear estimates for the nonlinear terms, goes back to Grünrock [7], cf. also [6]. For the Cauchy problem for the Maxwell-Klein-Gordon system in Lorenz gauge with \( L^2\)-based data we rely on the author’s paper [15], which is a refinement of the earlier paper [16].

We use the following notation. Let \( \hat{f} \) denote the Fourier transform of \( f \) with respect to space and time as well as with respect to space, which should be clear from the context. We define the wave-Sobolev spaces \( X^r_{s,b,\pm} \) for \( 1 < r \leq 2 \) and \( \frac{1}{r} + \frac{1}{b} = 1 \) as the completion of the Schwarz space \( \mathcal{S}(\mathbb{R}^{n+1}) \) with respect to the norm

\[
\|u\|_{X^r_{s,b,\pm}} = \|\langle \xi \rangle^s \langle \tau \pm |\xi| \rangle^b \hat{u}(\tau,\xi)\|_{L^r_t} 
\]

and \( X^r_{s,b,\pm}[0,T] \) as the space of the restrictions to \([0,T] \times \mathbb{R}^n\).

We also define the spaces \( X^r_{s,b} \) as the completion of \( \mathcal{S}(\mathbb{R}^{n+1}) \) with respect to the norm

\[
\|u\|_{X^r_{s,b}} = \|\langle \xi \rangle^s \langle |\tau| - |\xi| \rangle^b \hat{u}(\tau,\xi)\|_{L^r_t} 
\]

and

\[
\|u\|_{X^r_{s,b}} = \|\langle \xi \rangle^s \langle |\tau| - |\xi| \rangle^b \hat{u}(\tau,\xi)\|_{L^r_t} 
\]

We remark that \( \|\phi\|_{X^r_{s,b}} \leq \|\phi\|_{X^r_{s,b,\pm}} \) for \( b \geq 0 \) and the opposite inequality for \( b \leq 0 \).

Let \( \Lambda^\alpha \), \( \Lambda_m \) and \( D^\alpha \) be the multipliers with symbols \( \langle \xi \rangle^\alpha \), \( (m^2 + |\xi|^2)^{\frac{1}{2}} \) and \( |\xi|^\alpha \), respectively, where \( \langle \cdot \rangle = (1 + |\cdot|^2)^{\frac{1}{2}} \), \( |\nabla| = D \).

\( \Box = -\partial_t^2 + \Delta \) is the d’Alembert operator. \( a \pm = a \pm \epsilon \) for a sufficiently small \( \epsilon > 0 \) and \( a + + = (a+)^+ \).

Next we formulate our main results. We assume the Lorenz condition

\[
\partial^\mu A_\mu = 0 \quad (1.11)
\]

and Cauchy data

\[
\phi(x,0) = \phi_0(x) \in \hat{H}^{s,r} \quad , \quad \partial_t \phi(x,0) = \phi_1(x) \in \hat{H}^{s-1,r} \quad , \quad (1.12)
\]

\[
F_{\mu \nu}(x,0) = F_{\mu \nu}^0(x) \in \hat{H}^{s-1,r} \quad . \quad (1.13)
\]

We define

\[
A_\mu(x,0) =: a_{0\mu}(x) \quad , \quad \partial_t A_\mu(x,0) =: \dot{a}_{0\mu}(x) \quad . \quad (1.14)
\]
which are assumed to fulfill
\[ a_{00} = \dot{a}_{00} = 0, \]  
and the following compatibility conditions
\[ \partial^k a_{0k} = 0, \]  
\[ \partial_j a_{0k} - \partial_k a_{0j} = F^0_{jk}, \]  
\[ \dot{a}_{0k} = F^0_{0k}, \]  
\[ \partial^k F^0_{0k} = Im(\phi_0 \Phi_1). \]  

(1.15) may be assumed because otherwise the Lorenz condition does not determine the potential uniquely. As remarked already any function \( \chi \) in the gauge transformation with \( \Box \chi = 0 \) preserves the Lorenz condition. Thus in order to obtain uniqueness we assume that \( \chi \) moreover fulfills \( \Delta \chi(0) = -\partial^2 a_{0j} \) and \( (\partial_t \chi)(0) = -a_{00} \) . This implies by the gauge transformation \( a_{00} = a_{00} + (\partial_t \chi)(0) = 0 \), \( \partial^j a_{0j} = \partial^j a_{0j} + \partial^j \partial_j \chi(0) = 0 \), so that the Lorenz condition implies \( \dot{a}_{00} = 0 \).

(1.16) follows from the Lorenz condition (1.6) in connection with (1.15). (1.17) follows from (1.3), similarly (1.18) from (1.3) and (1.15), thus \( \dot{a}_{0k} \) is uniquely determined. (1.1) requires
\[ \partial^k F^0_{0k} = j_0(0) = Im(\phi_0 \Phi_1) + |\phi_0|^2 a_{00} = Im(\phi_0 \Phi_1) \]
thus (1.19). By (1.16) we have
\[ \Delta a_{0j} = \partial^k \partial_k a_{0j} = \partial^k (\partial^j a_{0k} - F^0_{jk}) = -\partial^k F^0_{jk}, \]
so that \( a_{0j} \) is uniquely determined as
\[ a_{0j} = (-\Delta)^{-1} \partial^k F^0_{jk}. \]

These conditions imply the following regularity for the initial data
\[ \nabla a_{0j} \in \dot{H}^{s-1,r}, \dot{a}_{0j} \in \dot{H}^{s-1,r}. \]  

We prefer to rewrite our system (1.7),(1.8) as a first order (in \( t \)) system. Let \( \phi_{\pm} = \frac{1}{2}(\phi \pm (i\Lambda_m)^{-1}\phi_l) \), so that \( \phi = \phi_+ + \phi_- \) and \( \partial_t \phi = i\Lambda_m(\phi_+ - \phi_-) \), and \( A_{\pm} = \frac{1}{2}(A \pm (iD)^{-1}A) \) so that \( A = A_+ + A_- \) and \( \partial_t A = iD(A_+ - A_-) \). We obtain the equivalent system
\[ (i\partial_t + \Lambda_m)\phi_{\pm} = -(\pm 2\Lambda_m)^{-1}M(\phi_+, \phi_-, A_+, A_-) \]  
\[ (i\partial_t + D)A_{\pm} = -(\pm 2D)^{-1}N(\phi_+, \phi_-, A_+, A_-), \]  
where
\[ M(\phi_+, \phi_-, A_+, A_-) = A^\mu \partial_\mu \phi + A_\mu A^\mu \phi \]  
\[ N_0(\phi_+, \phi_-, A_+, A_-) = Im(\phi i\Lambda_m(\Phi_+ - \Phi_-)) - A_0|\phi|^2 \]  
\[ N_j(\phi_+, \phi_-, A_+, A_-) = -Im(\partial_\mu \partial_j \phi - A_j|\phi|^2). \]  

The initial data are given by
\[ \phi_{\pm}(0) = \frac{1}{2}(\phi_0 \pm (i\Lambda_m)^{-1}\phi_1) \in \dot{H}^{s,r} \]  
\[ A_{0\pm}(0) = \frac{1}{2}(a_{00} \pm (iD^{-1})\dot{a}_{00}) = 0 \]  
\[ A_{j\pm}(0) = \frac{1}{2}(a_{0j} \pm (iD^{-1})\dot{a}_{0j}), \nabla A_{j\pm}(0) \in \dot{H}^{l-1,r} \]  
for \( l \leq s \).

(1.27) follows from (1.15). The regularity follows by (1.9) and (1.20).
We split $A_{\pm} = A_{\pm}^{\text{hom}} + A_{\pm}^{\text{inh}}$ into its homogeneous and inhomogeneous part, where $(i\partial_t + D)A_{\pm}^{\text{hom}} = 0$ with data as in (1.27) and (1.28) and $A_{\pm}^{\text{inh}}$ is the solution of (1.22) with zero data.

Our first main theorem reads as follows:

**Theorem 1.1.** Let $1 < r \leq 2$, and assume $s = \frac{5}{2r} - \frac{1}{2} + \delta$, where $\delta > 0$. The data are assumed to fulfill (1.12)-(1.19). Then there exists $T > 0$, $T = T(\|\phi_{\pm}(0)\|_{\tilde{H}^{s,r}}, \|\nabla A_{j}(0)\|_{\tilde{H}^{s-1,r}})$, such that the problem (1.21)-(1.28) has a unique local solution

$$\phi_{\pm} \in X_{s,b,\pm}^{r}[0,T], \nabla A_{\pm}^{\text{hom}} \in X_{l-1,1-\epsilon_0,\pm}^{r}[0,T], A_{\pm}^{\text{inh}} \in X_{l,1-\epsilon_0,\pm}^{r}[0,T],$$

where $b > \frac{1}{r}$ and $\epsilon_0$ is a small positive number.

**Remark:** The solution depends continuously on the initial data and persistence of higher regularity holds (see Theorem 1.4 below).

In order to obtain the optimal regularity for $F_{\mu\nu}$ it is possible to derive from Maxwell’s equations (1.1) and (1.5) the following wave equations, where we refer to [17], section 3.2 or [15], section 2.

$$\Box F_{k0} = \text{Im}(\partial_t \phi \overline{\partial_k \phi} - \partial_k \phi \overline{\partial_t \phi}) + \partial_t (A_k |\phi|^2) - \partial_k (A_0 |\phi|^2) \quad (1.29)$$

and

$$\Box F_{kl} = \text{Im}(\partial_t \phi \overline{\partial_k \phi} - \partial_k \phi \overline{\partial_t \phi}) + \partial_t (A_k |\phi|^2) - \partial_k (A_l |\phi|^2). \quad (1.30)$$

We prove as a consequence of this system or its equivalent first order (in $t$) system the second main result.

**Theorem 1.2.** Let $1 < r \leq 2$ and $s = \frac{5}{2r} - \frac{1}{2} + \delta$, where $\delta > 0$, and $b = \frac{1}{r} + \epsilon$. The data are assumed to fulfill (1.12)-(1.19). Let $\phi$, $A_{\mu}$ be the solution of Theorem 1.1. Then

$$\nabla F_{\mu\nu}, \partial_t F_{\mu\nu} \in X_{s-2,b}^{r}[0,T].$$

The final result as a consequence of Theorem 1.1 and Theorem 1.2 reads as follows.

**Theorem 1.3.** Let $1 < r \leq 2$, and assume $s = \frac{5}{2r} - \frac{1}{2} + \delta$, where $\delta > 0$. The data are assumed to fulfill (1.12)-(1.19). Then there exists $T > 0$, $b > \frac{1}{r}$, such that the problem (1.1)- (1.5) with Lorenz condition (1.6) and Cauchy data (1.9), (1.10) has a unique local solution

$$\phi \in X_{s,b,+}^{r}[0,T] + X_{s,b,-}^{r}[0,T], \partial_t \phi \in X_{s-1,b,+}^{r}[0,T] + X_{s-1,b,-}^{r}[0,T]$$

and

$$\nabla F_{\mu\nu}, \partial_t F_{\mu\nu} \in X_{s-2,b}^{r}[0,T]$$

relative to a potential $A = (A_0, A_1, A_2, A_3)$, where $A = A_0^{\text{hom}} + A_1^{\text{hom}} + A_2^{\text{inh}} + A_3^{\text{inh}}$ with $\nabla A_{\pm}^{\text{hom}} \in X_{l-1,1-\epsilon_0,\pm}^{r}[0,T], A_{\pm}^{\text{inh}} \in X_{l,1-\epsilon_0,\pm}^{r}[0,T]$, where $\epsilon_0$ is a small positive number.

A consequence of Theorem 1.3 is

**Corollary 1.1.** $\phi$ and $F_{\mu\nu}$ have the regularity

$$\phi \in C^0([0,T], \tilde{H}^{s,r}(\mathbb{R}^3)) \cap C^1([0,T], \tilde{H}^{s-1,r}(\mathbb{R}^3)), \quad F_{\mu\nu} \in C^0([0,T], \tilde{H}^{s-1,r}(\mathbb{R}^3)) \cap C^1([0,T], \tilde{H}^{s-2,r}(\mathbb{R}^3)).$$
Proof. By (1.31) below we immediately obtain \( \phi \in C^0([0,T],\hat H^{s,r}) \) and \( \nabla F_{\mu\nu}, \partial_t F_{\mu\nu} \in C^0([0,T],\hat H^{s-2,r}) \). Using \( F_{\mu\nu}(0) \in \hat H^{s-1,r} \) this implies also \( F_{\mu\nu} \in C^0([0,T],\hat H^{s-2,r}) \), which gives the claimed regularity of \( F_{\mu\nu} \).

For the following basic properties of \( X_{s,b}^r \) spaces as well as a general local well-posedness theorem for nonlinear systems we refer to Grünrock [7].

The transfer principle is the following result (cf. [12], Prop. 3.5).

**Proposition 1.1.** If \( T : \hat H^{s_1,r} \times \ldots \times \hat H^{s_k,r} \to \hat H^{s,r} \) is \( k \)-linear operator, \( b > \frac{1}{r} \) and

\[
\|T(e^{\pm itD}f_1,\ldots,e^{\pm itD}f_k)\|_{\hat L^r_t(\hat L^s_x)} \leq c\|f_1\|_{\hat H^{s_1,r}} \ldots \|f_k\|_{\hat H^{s_k,r}}
\]

for all signs \( \pm_1,\ldots,\pm_k \), where \( \hat L^r_t = \hat H^{0,r} \), then

\[
\|T(u_1,\ldots,u_k)\|_{\hat L^r_t(\hat L^s_x)} \leq c\|u_1\|_{X_{s_1,b}^r} \ldots \|u_k\|_{X_{s_k,b}^r} \forall u_j \in X_{s_j,b}^r.
\]

For general phase functions \( \phi : \mathbb{R}^n \to \mathbb{R} \) (in our case \( \phi(\xi) = \pm|\xi| \)) we define

\[
\|f\|_{X_{s,b}^r} = \|\phi(\tau - \phi(\xi))\|_{L_{\xi}^r},
\]

where \( 1 < r < \infty \), \( \frac{1}{r} + \frac{1}{r'} = 1 \), \( b \in \mathbb{R} \). Then these spaces have the following properties:

\[
(X_{s,b}^r) = X_{s,b}^r \subset C^0(\mathbb{R},\hat H^{s,r}) \quad \text{for} \quad b > \frac{1}{r}, \quad (1.31)
\]

\[
(X_{s,b}^r) = X_{s,b}^r \quad (\text{complex interpolation space}), \quad (s_0 = (1 - \Theta)s_0 + \Theta s_1, b = \frac{1}{r} - \Theta + \Theta), \quad 0 < \Theta < 1.
\]

The following general local well-posedness theorem is an obvious generalization of [7], Thm. 1.

**Theorem 1.4.** Assume that for \( s \in \mathbb{R} \), \( 1 < r < \infty \) there exists \( b > \frac{1}{r} \) such that

\[
\|N(u)\|_{X_{s,b}^r} \leq \omega(\|u\|_{X_{s,b}^r},\|u\|_{X_{s,b}^r}),
\]

where \( N \) is a smooth function, and

\[
\|N(u) - N(v)\|_{X_{s,b}^r} \leq \omega_1(\|u\|_{X_{s,b}^r},\|v\|_{X_{s,b}^r})\|u - v\|_{X_{s,b}^r}.
\]

Here \( \omega \) and \( \omega_1 \) are increasing smooth functions. Then the Cauchy problem

\[
\partial_t u - i\phi(D)u = N(u), \quad u(0) = u_0 \in \hat H^{s,r}
\]

has a unique local solution \( u \in X_{s,b}^r(0,T] \), where \( T = T(\|u_0\|_{\hat H^{s,r}}) > 0 \). This solution depends locally Lipschitz on the data and higher regularity is preserved.

**Remark:** This theorem can be generalized to systems of equations in a straightforward manner, especially to the Maxwell-Klein-Gordon system in the form (1.21), (1.22).

2. Estimates for the nonlinearities. The null forms of Klainerman-Machedon are defined as follows:

\[
Q_{ij}(u,v) = \partial_i u \partial_j v - \partial_j u \partial_i v, \quad q_{ij}(Du,Dv) = Q_{ij}(u,v),
\]

\[
Q_{0j}(u,v) = \partial_i u \partial_j v - \partial_j u \partial_i v, \quad q_{0j}(Du,Dv) = Q_{0j}(u,v),
\]

\[
Q_0(u,v) = \partial_i u \partial_j v - \nabla u \cdot \nabla v, \quad q_0(Du,Dv) = Q_0(u,v).
\]
Lemma 2.1. Let $1 < r \leq 2$ , $b > \frac{1}{r} , \alpha_1 + \alpha_2 > \frac{3}{r} - 1 , \alpha_0 , \alpha_1 , \alpha_2 \geq 0 , \alpha_1 + \alpha_2 - \alpha_0 = \frac{2}{r} , \alpha_1 , \alpha_2 \leq \frac{2}{r} - \frac{1}{2}$ and $\alpha_1 , \alpha_2 \neq \frac{2}{r} - \frac{1}{2}$. The following estimate applies
\[ \|q_j(u, v)\|_{\mathcal{X}_{r, 0}^{\alpha_0}} \lesssim \|u\|_{\mathcal{X}_{1,b}^\alpha} \|v\|_{\mathcal{X}_{2,b}^\alpha}. \]

Proof. We decompose $uv = u_+v_+ + u_+v_- + u_-v_+ + u_-v_-\,$, where $u_{\pm}(t) = e^{\pm i t D} f$ and $v_{\pm}(t) = e^{\pm i t D} g$. It is sufficient to consider $u_+v_+$ and $u_+v_-$. Using
\[ \hat{u}_\pm(\tau, \xi) = c\delta(\tau \mp |\xi|)\hat{f}(\xi) , \hat{v}_\pm(\tau, \xi) = c\delta(\tau \pm |\xi|)\hat{g}(\xi). \]
The Fourier symbol of $q_j$ is bounded by $|\frac{\eta \times (\xi - \eta)}{|\eta||\xi - \eta|}|$, so that in order to estimate $\|q_j(u_+, v_{\pm})\|_{\mathcal{X}_{r, 0}^{\alpha_0}}$ we have to consider
\[
\left\| \left| \frac{\eta \times (\xi - \eta)}{|\eta||\xi - \eta|} \right| |\delta(\tau - |\eta| \mp |\xi - \eta|)\hat{f}(\eta)\hat{g}(\xi - \eta) d\eta \right\|_{L^r_{\xi}} \leq \sup_{\xi, \tau} \left| \frac{\eta \times (\xi - \eta)}{|\eta||\xi - \eta|} \right| |\delta(\tau - |\eta| \mp |\xi - \eta|)| |\xi - \eta|^{\alpha_1} |\xi - \eta|^{-\alpha_2} d\eta \right|_{L^r_{\xi}}. \]
In the elliptic case, where we have the factor $\delta(\tau - |\eta| - |\xi - \eta|)$, we use the following estimate:
\[ \left| \frac{\eta \times (\xi - \eta)}{|\eta||\xi - \eta|} \right| \lesssim \left| \frac{\xi^{|\frac{d}{2}|}}{|\eta||\xi - \eta|} \right| = \left| \frac{\xi^{|\frac{d}{2}}(\tau - |\xi|)}{|\eta||\xi - \eta|} \right| \lesssim |\xi|^{\frac{d}{2}} \frac{|\tau - |\xi||}{|\eta||\xi - \eta|^{\frac{d}{2}}}, \]
and in the hyperbolic case with the factor $\delta(\tau - |\eta| + |\xi - \eta|)$:
\[ \left| \frac{\eta \times (\xi - \eta)}{|\eta||\xi - \eta|} \right| \lesssim \left| \frac{\xi^{|\frac{d}{2}}(|\tau| - |\xi||)}{|\eta||\xi - \eta|^{\frac{d}{2}}} \right| \lesssim |\xi|^{\frac{d}{2}} \frac{|\tau - |\xi||}{|\eta||\xi - \eta|^{\frac{d}{2}}}. \]

(cf. [5], Lemma 13.2). Thus we have to prove $\sup_{\xi, \tau} I_{\pm}(\xi, \tau) \lesssim 1$, where
\[ I_{\pm} := |\xi|^{\alpha_1 r + \frac{d}{2}} |\tau - |\xi||^\frac{d}{2} \int_{|\xi| - |\eta|^{\alpha_1 + \frac{d}{2}} |\eta|^{\alpha_1} \frac{d\eta}{|\eta|^{\alpha_1}}}. \]

Elliptic case. By [5], Prop. 4.3 we obtain
\[ \int_{|\xi| - |\eta|^{\alpha_1} |\eta|^{\alpha_1 + \frac{d}{2}}} \frac{d\eta}{|\eta|^{\alpha_1 + \frac{d}{2}}} \sim \tau^{A}(\tau - |\xi|)^B, \]
where we assume without loss of generality $\alpha_1 \geq \alpha_2$, so that in the case $\alpha_1 > \frac{2}{r} - \frac{1}{2}$ we obtain $A = \max((\alpha_1 + \frac{1}{2}) r, 2) - (\alpha_1 + \alpha_2 + 1) r = - (\alpha_2 + \frac{1}{2}) r$ and $B = 2 - (\alpha_1 + \frac{1}{2}) r$. This implies
\[ I_+ \lesssim |\xi|^{(\alpha_1 + \frac{d}{2}) r - (\alpha_1 + \frac{d}{2}) r} |\tau - |\xi||^{2 - \alpha_1 r} \lesssim \tau^{(\alpha_0 - \alpha_1 - \alpha_2) r + 2} = 1 \]
by our assumptions $\alpha_1 \leq \frac{2}{r} + \frac{1}{2}$ and $\alpha_2 - \alpha_0 = \frac{2}{r} + \frac{1}{2}$ and $\alpha_0 , \alpha_1 , \alpha_2 \geq 0$. In the case $\alpha_1 < \frac{2}{r} - \frac{1}{2}$ we obtain similarly $A = 2 - (\alpha_1 + \alpha_2 + 1) r, B = 0$, so that
\[ I_+ \lesssim |\xi|^{(\alpha_1 + \frac{d}{2}) r - (\alpha_1 + \alpha_2 + 1) r} |\tau - |\xi||^\frac{d}{2} \lesssim \tau^{(\alpha_0 - \alpha_1 - \alpha_2) r + 2} = 1. \]

Hyperbolic case.
Subcase: $|\eta| + |\xi - \eta| \leq 2|\xi|$. By [5], Prop. 4.5 we obtain
\[ \int_{|\eta| + |\xi - \eta| \leq 2|\xi|} \frac{d\delta(\tau - |\eta| + |\xi - \eta|)}{|\xi - \eta|^{(\alpha_1 + \frac{d}{2}) r} |\eta|^{(\alpha_1 + \frac{d}{2}) r} d\eta \sim |\xi|^{A}(\tau - |\xi|)^B, \]
where in the case $0 \leq \tau \leq |\xi| : A = \max((\alpha_2 + \frac{1}{2})r, 2) - (\alpha_1 + \alpha_2 + 1)r$, $B = 2 - \max((\alpha_2 + \frac{1}{2})r, 2)$.

If $\alpha_2 > \frac{3}{2} - \frac{1}{2}$ we obtain $A = -(\alpha_1 + \frac{1}{2})r$, $B = 2 - (\alpha_2 + \frac{1}{2})r$, so that

$$I_\perp \lesssim |\xi|^{(\alpha_2 + \frac{1}{2})r}|||\xi|-(\alpha_1 + \frac{1}{2})r|\tau - |\xi||^{2-\alpha_2r} \lesssim |\xi|^{2r(\alpha_0 - \alpha_1 - \alpha_2)} = 1,$$

by our assumptions $\alpha_2 \leq \frac{2}{\tau}, \alpha_1 + \alpha_2 - \alpha_0 = \frac{2}{\tau}$ and $\alpha_0, \alpha_1, \alpha_2 \geq 0$. If $\alpha_2 < \frac{2}{\tau} - \frac{1}{2}$ we have $A = 2 - (\alpha_1 + \alpha_2 + 1)r$, $B = 0$, so that

$$I_\perp \lesssim |\xi|^{(\alpha_0 + \frac{1}{2})r}|||\xi| - |\tau||^{\frac{2}{\alpha}}|\xi|^{2-(\alpha_1 + \alpha_2 + 1)r} \lesssim 1.$$

In the case $-|\xi| \leq \tau \leq 0$ we have $A = \max((\alpha_1 + \frac{1}{2})r, 2) - (\alpha_1 + \alpha_2 + 1)r$, $B = 2 - \max((\alpha_1 + \frac{1}{2})r, 2)$. Similarly as before we obtain $I_\perp \lesssim 1$.

Subcase: $|\eta| + |\xi - \eta| \geq 2|\xi|$. We use [5], Lemma 4.4 and obtain

\[
\int_{|\eta|+|\xi-\eta|\geq2|\xi|} \delta(\tau - |\eta| + |\xi - \eta|) |\xi|^{(\alpha_2 + \frac{1}{2})r} |\xi - \eta|^{(\alpha_1 + \frac{1}{2})r} d\eta
\]

\[
\sim \int_{2}^{\infty} (|\xi| |x + \tau|^{-\alpha_2 + \frac{1}{2}r} |\xi - \tau|^{-\alpha_1 + \frac{1}{2}r} |\tau|^{-r} |\xi|^2 - |\xi|^2 ) dx
\]

\[
\sim \int_{2}^{\infty} (x + \tau)^{-\alpha_2 + \frac{1}{2}r} (x - \tau)^{-\alpha_1 + \frac{1}{2}r} |\xi|^{-r} |\tau|^{-r} |\xi|^2 dx.
\]

The lower bound of the integral is in fact 2, as the proof of [5], Lemma 4.4 shows. Using $|\tau| \leq |\xi|$ the integral is bounded, provided $\alpha_1 + \alpha_2 > \frac{3}{2} - 1$, and we obtain

$$I_- \lesssim |\xi|^{2r(\alpha_0 - \alpha_1 - \alpha_2)r^2} |\xi| - |\tau||^{2} |\xi|^{2-(\alpha_1 + \alpha_2 + 1)r} \lesssim 1,$$

by our assumption $\alpha_1 + \alpha_2 - \alpha_0 = \frac{3}{2}$.

Finally, combining the estimate for $I_\perp$ and (2.1) with the transfer principle Prop. 1.1 we obtain the result.

**Lemma 2.2.** Let the assumptions of Lemma 2.1 be satisfied. The following estimate applies

$$\|q_{0j}(u, v)\|_{\tilde{H}^{r}_{\alpha_0, 0}} \lesssim \|u\|_{\tilde{H}^{r}_{\alpha_1, h}} \|v\|_{\tilde{H}^{r}_{\alpha_2, h}}.$$

**Proof.** The symbol of $q_{0j}$ can be estimated by [5], Lemma 13.2 as follows:

$$|\tilde{q}_{0j}(\eta, \xi - \eta)| \lesssim \frac{(|\eta| + |\xi - \eta|)^{\frac{1}{2}} (|\eta| + |\xi - \eta| - |\xi|)^{\frac{1}{2}}}{|\eta|^{\frac{1}{2}} |\xi - \eta|^{\frac{1}{2}}} = \frac{\tau^\frac{1}{2} (|\tau| - |\xi|)^{\frac{1}{2}}}{|\eta|^{\frac{1}{2}} |\xi - \eta|^{\frac{1}{2}}}$$

in the elliptic case, and

$$|\tilde{q}_{0j}(\eta, \xi - \eta)| \lesssim \frac{|\eta|^\frac{1}{2} (|\xi| - |\eta| - |\xi - \eta|)^{\frac{1}{2}}}{|\eta|^{\frac{1}{2}} |\xi - \eta|^{\frac{1}{2}}} = \frac{|\xi|^\frac{1}{2} |\xi| - |\tau|^{\frac{1}{2}}}{|\eta|^{\frac{1}{2}} |\xi - \eta|^{\frac{1}{2}}}$$

in the hyperbolic case. In the hyperbolic case we obtain the same bounds as for $q_{ij}$ in Lemma 2.1, whereas in the elliptic case we have to replace one factor $|\xi|^\frac{1}{2}$ by $\tau^\frac{1}{2}$.

Thus we have to show $sup_{\xi, \tau} I' \lesssim 1$, where

$$I' = |\xi|^{\alpha_0 r} |\tau|^2 |\tau - |\xi|| \int \frac{\delta(\tau - |\eta| - |\xi - \eta|)}{|\eta| - \xi|^{(\alpha_2 + \frac{1}{2})r} |\eta|^{(\alpha_1 + \frac{1}{2})r}} d\eta.$$

As in Lemma 2.1 we obtain in the case $\alpha_1 > \frac{3}{2} - \frac{1}{2}$:

$$I' \lesssim |\xi|^{\alpha_0 r} |\tau|^{-\alpha_2 + \frac{1}{2}r} |\tau - |\xi||^{2-\alpha_1 r} |\tau|^{2-(\alpha_1 + \alpha_2 + 1)r} = 1.$$
if we assume \( \alpha_1 + \alpha_2 - \alpha_0 = \frac{2}{r} \). In the case \( \alpha_1 < \frac{2}{r} - \frac{1}{2} \) we obtain similarly

\[
I' \leq \|\tilde{\xi}^{(0, r, \frac{2}{r} - (\alpha_1 + \alpha_2 + 1) r)}|\tau| - \|\tilde{\xi}|^2 \leq r^{-(\alpha_1 + \alpha_2 - \alpha_0) r + 2} = 1.
\]

The transfer principle completes the proof. \( \Box \)

**Lemma 2.3.** Let \( 1 < r \leq 2 \), \( b > \frac{1}{r} \), \( \alpha_0, \alpha_1, \alpha_2 \geq 0 \), \( \alpha_1, \alpha_2 < \frac{2}{r} \), \( \alpha_1 + \alpha_2 \leq \frac{2}{r} \), and \( \alpha_1, \alpha_2 \neq \frac{2}{r} - 1 \). The following estimate applies:

\[
\|q_0(u, v)\|_{\tilde{X}^r_{\alpha_0, 0}} \lesssim \|u\|_{\tilde{X}^r_{\alpha_1, b}}\|v\|_{\tilde{X}^r_{\alpha_2, b}}.
\]

**Proof.** By \([5]\), Lemma 13.2 we obtain

\[
|\tilde{q}_0(\eta, \xi - \eta)| \sim \frac{(|\eta| + |\xi - \eta|)(|\eta| + |\xi - \eta| - |\xi|)}{|\eta||\xi - \eta|}
\]

and

\[
|\tilde{q}_0(\eta, \xi - \eta)| \sim \frac{|\xi||\xi - \eta| - |\xi - \eta||}{|\eta||\xi - \eta|}.
\]

**Elliptic part:** We use the first bound for the elliptic part, we have \( \tau = |\eta| + |\xi - \eta| \) so that \( \tau \geq |\xi| \), and we have to show

\[
I := \|\tilde{\xi}^{(0, r, \tau)}|\tau| - |\xi|\|^r \int \frac{\delta(\tau - |\eta| - |\xi - \eta|)}{|\eta|(|\alpha_1 + 1)|\tau - |\xi|(|\alpha_1 + 1) r| d\eta \lesssim 1.
\]

By \([5]\), Lemma 4.3 the integral behaves like \( \tau^A|\tau - |\xi|| B \), where \( A = \max((\alpha_1 + 1) r, 2) - (\alpha_1 + \alpha_2 + 2) r = (\alpha_1 + \alpha_2 + 2) r, B = 2 - (\alpha_1 + 1) r \), if \( \alpha_1 > \frac{2}{r} - 1 \), so that

\[
I \sim \|\tilde{\xi}^{(0, r, \tau)}|\tau - |\xi|\|^r(\alpha_1 + 1) r \lesssim (\alpha_0 - \alpha_1 - \alpha_2) r + 1,
\]

if we assume \( \alpha_1 \leq \frac{2}{r}, \alpha_1 + \alpha_2 - \alpha_0 = \frac{2}{r} \) and \( \alpha_0 \geq 0 \). In the case \( \alpha_1 < \frac{2}{r} - 1 \) we have \( A = 2 - (\alpha_1 + \alpha_2 + 2) r, B = 0 \), so that

\[
I = \|\tilde{\xi}^{(0, r, \tau)}|\tau - |\xi|\|^r(\alpha_1 + \alpha_2 + 2) r \lesssim 1
\]
as before.

**Hyperbolic part:** Subcase \( |\eta| + |\xi - \eta| \leq 2|\xi| \). Using the second bound for \( \tilde{q}_0 \) we have to prove

\[
I := \|\tilde{\xi}^{(0, r, \tau)}|\tau| - |\xi|\|^r \int_{|\eta| + |\xi - \eta| \leq 2|\xi|} \frac{\delta(\tau - |\eta| + |\xi - \eta|)}{|\eta|(|\alpha_1 + 1)|\tau - |\xi|(|\alpha_1 + 1) r| d\eta \lesssim 1.
\]

By \([5]\), Lemma 4.5 the integral behaves as follows:

a. If \( 0 \leq \tau \leq |\xi| \) like \( \|\xi| A(|\xi| - \tau) B \), where \( A = \max((\alpha_2 + 1) r, 2) - (\alpha_1 + \alpha_2 + 2) r \) and \( B = 2 - \max((\alpha_2 + 1) r \). In the case \( \alpha_2 > \frac{2}{r} - 1 \) we obtain \( A = -(\alpha_1 + 1) r \) and \( B = 2 - (\alpha_1 + \alpha_2 + 2) r \), so that

\[
I \sim \|\tilde{\xi}^{(0, r, \tau)}|\tau| - |\xi|\|^r(\alpha_2 r + 1) r \lesssim (\alpha_0 - \alpha_1 - \alpha_2) r + 1
\]
by the assumptions \( \alpha_2 \leq \frac{2}{r} \) and \( \alpha_1 + \alpha_2 - \alpha_0 = \frac{2}{r} \). In the case \( \alpha_2 < \frac{2}{r} - 1 \) we obtain \( A = 2 - (\alpha_1 + \alpha_2 + 2) r, B = 0 \), thus

\[
I \lesssim \|\tilde{\xi}^{(0, r, \tau)}|\tau| - |\xi|\|^r(\alpha_1 + \alpha_2 + 2) r \lesssim |\xi|(|\alpha_1 - \alpha_2| r + 1) = 1.
\]

b. If \( -|\xi| < \tau \leq 0 \) the integral behaves like \( \|\xi| A(|\xi| + \tau) B \), where \( A = \max((\alpha_1 + 1) r, 2) - (\alpha_1 + \alpha_2 + 2) r, B = 2 - \max((\alpha_1 + 1) r, 2) \), so that in the case \( \alpha_1 < \frac{2}{r} - 1 \) we obtain \( A = 2 - (\alpha_1 + \alpha_2 + 2) r, B = 0 \). Therefore

\[
I \lesssim \|\tilde{\xi}^{(0, r, \tau)}|\tau| - |\xi|\|^r(\alpha_1 + \alpha_2 + 2) r \lesssim 1.
\]
If $\alpha_1 > \frac{2}{r} - 1$ we obtain with $A = -(\alpha_2 + 1)r$, $B = 2 - (\alpha_1 + 1)r$ the estimate

$$I \lesssim |\xi|^{(\alpha_0+1)r}||\tau|-|\xi||^r|\xi|^{-(\alpha_1+1)r}|\tau| - |\xi|^{-(\alpha_0-\alpha_2)r}||\tau|-|\xi||^{2-\alpha_1}r \lesssim 1,$$

by the assumption $\alpha_1 \leq \frac{2}{r}$. Subcase: $|\eta| + |\xi - \eta| > 2|\xi|$. By [5], Lemma 4.4 we obtain

$$\int_{|\eta| + |\xi - \eta| > 2|\xi|} \frac{\delta(\tau - |\eta| + |\xi - \eta|)}{\eta[|\alpha_1+1)r|\xi - |\eta|^{(\alpha_2+1)r}}} d\eta$$

$$\sim \int_{\tau}^{\infty} (|\xi| + \tau)^{-(\alpha_1+1)r}(|\xi| - \tau)^{-(\alpha_2+1)r}|\xi|^2 x^2 - \tau^2) dx$$

$$\sim \int_{\tau}^{\infty} (x + \frac{\tau}{|\xi|})^{-(\alpha_1+1)r+1} (x - \frac{\tau}{|\xi|})^{-(\alpha_1+1)r+1} dx : |\xi|^{-(\alpha_1+\alpha_2+2)r+2}.$$ 

Using $|\tau| \leq |\xi|$ and the assumption $\alpha_1 + \alpha_2 > \frac{3}{r} - 2$ the integral is bounded. Thus we obtain

$$I \lesssim |\xi|^{(\alpha_0+1)r}||\tau|-|\xi||^r|\xi|^{-(\alpha_1+\alpha_2+2)r+2} \lesssim |\xi|^{(\alpha_0-\alpha_1)r+2} = 1.$$ 

The transfer principle completes the proof. \hfill \square

**Lemma 2.4.** Let $r = 1 + , b > \frac{1}{r}$, $\alpha_1 < \frac{2}{r} - 1$, $\alpha_2 > 1$ and $\alpha_1 + \alpha_2 > \frac{3}{r}$. Then the following estimate applies

$$\|uv\|_{X^{r,0}_{s,t}} \lesssim \|u\|_{X^{r}_{s,1,b}} \|\nabla v\|_{X^{r}_{s,2-1,b}}.$$ 

**Proof.** By Hölder and Young we obtain

$$\|uv\|_{X^{r,0}_{s,t}} = \|\tilde{u}v\|_{L^q_x L^r_t}$$

$$\lesssim \|\xi|^{-(\alpha_1+1)(|\tau| - |\xi|)}^{-b}_{L^q_x L^r_t} \|u\|_{X^{r}_{s,1,b}}$$

$$\cdot \|\xi|^{-(\alpha_2+1)}\|\xi|^{-1}(|\tau| - |\xi|)^{-b}_{L^q_x L^r_t} \|\nabla v\|_{X^{r}_{s,2-1,b}}$$

$$\lesssim \|u\|_{X^{r}_{s,1,b}} \|\nabla v\|_{X^{r}_{s,2-1,b}}.$$ 

Here we need $1 + \frac{1}{r_1} = \frac{1}{p_2} + \frac{1}{q_2} = \frac{1}{p_1} + \frac{1}{q_1} + \frac{1}{p_2} + \frac{1}{p_1}$ and $\frac{1}{r_1} + \frac{1}{r_2} = 1 + \frac{1}{p_1}$. Choose $r_1 = \frac{1}{p_2} = \frac{1}{2} + \frac{1}{q_2}$, and $p_2 = \frac{3}{\alpha_0} \pm, q_2 = 3 \pm$, where the signs are chosen dependent on the regions $|\xi| \geq 1$ or $|\xi| \leq 1$, so that we obtain $\frac{1}{q_1} = \frac{1}{2} - \frac{3}{\alpha_0} \pm$. This requires $\alpha_1 < \frac{2}{r} - 1$. Moreover we need $q_1 (\alpha_2 - 1) > 3$, which can be fulfilled if $\alpha_1 + \alpha_2 > \frac{3}{r}$ and $\alpha_2 > 1$. \hfill \square

As a consequence of these results we obtain the following lemma.

**Lemma 2.5.** Let $r = 1 + , b > \frac{1}{r}$, and $q(u,v) = q_{ij}(u,v)$ or $q(u,v) = q_{0j}(u,v)$ or $q(u,v) = q_{0}(u,v)$. The following estimate applies:

$$\|q(u,v)\|_{X^{r,0}_{s,t}} \lesssim \|\nabla u\|_{X^{r}_{s,-1,b}} \|v\|_{X^{r}_{s,b}}.$$ 

**Proof.** This follows from Lemma 2.1, 2.2, 2.3 with $\alpha_0 = 1$, $\alpha_1 = \frac{2}{r}$, $\alpha_2 = 1$ and Lemma 2.4. \hfill \square

We want to apply this result to the nonlinearity $A^\mu \partial_\mu \phi$ and recall the known null structure of this term, which can be found in [18] or [15]. We use the Hodge decomposition $A = A^{cf} + A^{df}$, where $A^{cf} = \Delta^{-1} \nabla (\nabla \cdot A)$ and $A^{df} = - \Delta^{-1} \nabla \times \nabla \times A$ are the curl-free and divergence-free part, respectively. This decomposes the term as follows:

$$A^\mu \partial_\mu \phi = (-A_0 \partial_0 \phi + A^{cf} \nabla \phi) + A^{df} \nabla \phi =: P_1 + P_2.$$
Now
\[ P_2 = A^{ij} \nabla \phi = (\nabla w_i \times \nabla \phi)^l, \]
where \( w = \Delta^{-1} \nabla \times A \). The symbol of \( P_2 \) is bounded by
\[
\frac{\eta \times (\xi - \eta)}{\eta} \lesssim |\xi - \eta| \max_{i,j} |\bar{\eta}^{ij}(\eta, \xi - \eta)|.
\]
Using the Lorenz gauge \( \partial_t A_0 = \nabla \cdot A \) we obtain \( A^{cf} = \Delta^{-1} \nabla \partial_t A_0 \), thus
\[ P_1 = -A_0 \partial_t \phi + \Delta^{-1} \nabla \partial_t A_0 \cdot \nabla \phi. \]
Recalling \( A_{0_\pm} = \frac{1}{\xi}(A_0 \pm (iD)^{-1} A_0) \) and \( \phi_\pm = \frac{1}{2} (\phi \pm (i\Lambda_m)^{-1} \phi_t) \) this reads as follows:
\[
i P_1 = (A_{0_+} + A_{0_-}) A_m (\phi_+ - \phi_-) + D^{-1} \nabla (A_{0_+} - A_{0_-}) \cdot \nabla (\phi_+ + \phi_-)
\]
\[= \sum_{\pm_1, \pm_2} \pm_2 (A_{0_{\pm_1}} A_m \phi_{\pm_2} + D^{-1} \nabla (\pm_1 A_{0_{\pm_1}}) \cdot \nabla (\pm_2 \phi_{\pm_2})).\]
Thus the symbol of \( P_1 \) behaves as follows (cf. [17]):
\[
|a_{\pm_1, \pm_2}(\eta, \xi - \eta)| \lesssim 1 + |\xi - \eta| \left( 1 - \frac{(\pm_1 \eta) \cdot (\pm_2 (\xi - \eta))}{|\eta| |\xi - \eta|} \right)
\]
\[= 1 + |\xi - \eta| g_0(\pm_1 \eta, \pm_2 (\xi - \eta)).\]
These bounds for the symbol of \( A^{\mu} \partial_\mu \phi \) are now combined with Lemma 2.5 and Lemma 2.4, which implies the following result.

**Lemma 2.6.** For \( r = 1 \) the following estimate applies:
\[
\|A^{\mu} \partial_\mu \phi\|_{X^r_{-1, b}} \lesssim \|\nabla A\|_{X^r_{-1, b}} \|\phi\|_{X^r_{-1, b}}.
\]

Next we want to estimate the term \( Im(\bar{\phi} \partial_\xi \phi) \).

**Lemma 2.7.** Let \( 1 < r \leq 2 \), \( b > \frac{1}{r} \), \( a_0, a_1, a_2 \geq 0 \), \( a_1 < 1 + \frac{2}{r} \), \( a_2 < \frac{2}{r} \), \( a_1 - 1 + a_2 \geq \frac{3}{r} \) and \( (a_0 - a_1 - a_2 + 1)r + 2 = 0 \). The following estimate applies:
\[
\|\bar{\phi} \partial_\xi \phi\|_{X^r_{a_0, 0}} \lesssim \|\bar{\phi}\|_{X^r_{a_2, b}} \|\partial_\xi \phi\|_{X^r_{a_1 - 1, b}}.
\]

**Proof.** Arguing similarly as in the lemmas before we have to estimate in the elliptic case
\[
I = \xi^{\alpha_0} \int \frac{\delta(\tau - |\eta| - |\xi - \eta|)}{|\eta|^{\alpha_0 r} |\xi - \eta|^{(a_1 - 1)r}} d\eta \sim \xi^{\alpha_0 r} \tau^A |\tau| - |\xi|,\]
by [5], Prop. 4.3, where \( A = \max(\alpha_2 r, (a_1 - 1)r, 2) - (a_1 + a_2 - 1)r = 2 - (a_1 + a_2 - 1)r \), \( B = 2 - \max(\alpha_2 r, (a_1 - 1)r, 2) = 0 \), provided \( a_1 - 1 < \frac{2}{r} \), \( a_2 < \frac{2}{r} \). Thus
\[
I \sim |\xi|^{\alpha_0 r} \tau^{2 - (a_1 + a_2 - 1)r} |\tau|^{a_0 r} \tau^{-(a_1 - 1)r} r + 2 = 1
\]
provided \( (a_0 - a_1 - a_2 + 1)r + 2 = 0 \).

In the hyperbolic subcase \( |\eta| + |\xi - \eta| \leq 2|\xi| \) we obtain similarly as in the elliptic case by [5], Prop. 4.5:
\[
I = \xi^{\alpha_0 r} \int |\eta|^{\alpha_0 r} |\xi - \eta|^{(a_1 - 1)r} d\eta \sim |\xi|^{\alpha_0 r} |\xi|^{2 - a_2 r - (a_1 - 1)r} = 1,
\]
whereas the subcase $|\eta| + |\xi - \eta| > 2|\xi|$ is handled as follows:

$$I = |\xi|^{\alpha r} \int_{|\eta| + |\xi - \eta| > 2|\xi|} \frac{\delta(\tau - |\eta| + |\xi - \eta|)}{|\eta|^{2\alpha r} |\xi - \eta|^{(\alpha_1 - 1)r}} \, d\eta$$

$$\approx |\xi|^{\alpha r} \int_{2}^{\infty} \left(\frac{|\xi| x + \tau}{|\xi|}\right)^{-\alpha_2 r + 1} \left(\frac{|\xi| x - \tau}{|\xi|}\right)^{-(\alpha_1 - 1)r + 1} \, dx$$

$$\approx |\xi|^{\alpha r} \int_{2}^{\infty} \left(\frac{x + \tau}{|\xi|}\right)^{-\alpha_2 r + 1} \left(\frac{\tau}{|\xi|}\right)^{-(\alpha_1 - 1)r + 1} \, dx \cdot |\xi|^{2-(\alpha_1 + \alpha_2 - 1)r}$$

$$\lesssim |\xi|^{2(\alpha_0 - \alpha_1 - \alpha_2 + 1)r} = 1$$

for $(\alpha_0 - \alpha_1 - \alpha_2 + 1)r > 2$, where the integral is bounded, because $|\tau| \leq |\xi|$ and $(\alpha_1 - 1) + \alpha_2 > \frac{3}{\tau}$ by assumption. The transfer principle completes the proof. \qed

Corollary 2.1. For $r = 1 +$, $b > \frac{1}{\tau}$ and $\epsilon > 0$ the following estimate applies:

$$\|\phi \nabla \phi\|_{X_{1-0}} \lesssim \|\phi\|_{X_{2,b}} \|\nabla \phi\|_{X_{1,b}}.$$  

Proof. We use Lemma 2.7 with $\alpha_0 = 1 - \epsilon$, $\alpha_2 = \frac{3}{2} - \epsilon$, $\alpha_1 = 2$, which gives

$$\|\phi \nabla \phi\|_{X_{1-0}} \lesssim \|\phi\|_{X_{2,b}} \|\nabla \phi\|_{X_{1,b}} \lesssim \|\phi\|_{X_{2,b}} \|\nabla \phi\|_{X_{1,b}},$$

and Lemma 2.4 with $\alpha_1 = 1$, $\alpha_2 = 2$. \qed

Next we want to handle the cubic term $A_{\mu} A^\mu \phi$. We prepare this by the following lemma.

Lemma 2.8. For $r = 1 +$, $b > \frac{1}{\tau}$ and $0 < \epsilon < \frac{3}{2}(1 - \frac{1}{\tau})$ the following estimate applies:

$$\|u v\|_{X_{1+0,b}} \lesssim \|\nabla u\|_{X_{1-0,b}} \|v\|_{X_{2,b}}.$$  

Proof. By Lemma 2.4 we obtain

$$\|u v\|_{X_{1+0,b}} \lesssim \|\nabla u\|_{X_{1-0,b}} \|v\|_{X_{2,b}}. \quad (2.2)$$

We reduce namely by the fractional Leibniz rule to the estimates

$$\|u v\|_{X_{1-0,b}} \lesssim \|\nabla u\|_{X_{1-0,b}} \|v\|_{X_{1-0,b}}$$

and

$$\|u v\|_{X_{1-0,b}} \lesssim \|u\|_{X_{1-2,b}} \|\nabla v\|_{X_{1,b}}.$$  

The first inequality follows by Lemma 2.4 with $\alpha_1 = 1 - \epsilon$, $\alpha_2 = 2 - \epsilon$, so that $\alpha_1 + \alpha_2 > \frac{3}{2}$ by the assumption $\epsilon < \frac{3}{2}(1 - \frac{1}{\tau})$. The second inequality follows similarly with parameters $\alpha_1 = 1 - 2\epsilon$, $\alpha_2 = 2$.

Next we apply the "hyperbolic Leibniz rule" (cf. [2], chapter 4.2):

$$||\tau| - |\xi|| \leq ||\rho| - |\eta|| + ||\tau - \rho| - |\xi - \eta|| + b_\pm(\xi, \eta),$$

where

$$b_+(\xi, \eta) = |\eta| + |\xi - \eta| - |\xi|, \quad b_-(\xi, \eta) = |\xi| - |\eta| - |\xi - \eta|,,$$

so that

$$||D_b^\mu(u v)||_{X_{1+0,b}} \lesssim ||D_b^\mu(u)||_{X_{1+0,b}} + ||(D_b^\mu u)v||_{X_{1+0,b}} + ||u(D_b^\mu v)||_{X_{1+0,b}}, \quad (2.3)$$

where $D_b^\mu w(\xi, \tau) = ||\xi| - |\tau||^\mu \hat{w}(\xi, \tau)$ and $B_b^\mu w(\xi, \tau) = b_\pm^\mu(\xi, \tau) \hat{w}(\xi, \tau)$. By Young and Hölder we obtain

$$||D_b^\mu D^{1+\epsilon} u||_{X_{0,b}} \lesssim ||(||\xi|^{1+\epsilon} (|\tau| - |\xi|)^{\beta\hat{a}}) \ast \hat{\overline{v}}||_{L^r_{\xi}}.$$
\begin{align*}
\lesssim & \|\xi\|^{-(1-2\epsilon)}_{L^2_x} \|\xi\|^{1+\epsilon}_{L^2_x} \|\xi\|^{1-2\epsilon}_{L^2_x} \|\xi\|^{b}_{L^2_x} \|\xi\|^{\epsilon}_{L^2_x} \\
& \cdot \|\langle \tau - |\xi|\rangle^{-b} \xi\|^{b}_{L^2_x} \|\xi\|^{1-2\epsilon}_{L^2_x} \|\langle \tau - |\xi|\rangle^{-b} \xi\|^{\epsilon}_{L^2_x} \\
& \lesssim \|\nabla\|v\|_{X^{s,b}_t}\|v\|_{X^{s,b}_t}.
\end{align*}

Here we need $1 + \frac{1}{p} = \frac{3}{2} + \frac{1}{q} + \frac{1}{r} + \frac{1}{s} = 1 - \frac{1}{p}$, so we choose $p = \frac{3}{1-2\epsilon} + \epsilon$.

By similar arguments we also obtain this bound for the term $\|D^b u\|_{X^{s,b}_t}$.

It remains to prove
\begin{equation}
\|D^b u\|_{X^{s,b}_t} \lesssim \|\nabla u\|_{X^{s,b}_t} \|\nabla v\|_{X^{s,b}_t}.
\end{equation}

For the $+$-sign we are in the elliptic case and prove for suitable $l \leq 2 - \epsilon$:
\begin{align*}
I &= \|\xi\|^{(1+\epsilon)r}\|\tau - |\xi|\|^{br}_{L^p} \int \delta(\tau - |\eta| - |\xi - \eta|) d\eta \lesssim 1.
\end{align*}

By [5], Prop. 4.3 we obtain by $\tau = |\eta| + |\xi - \eta| \geq |\xi|$
\begin{align*}
I \sim & \|\xi\|^{(1+\epsilon)r}\|\tau - |\xi|\|^{br}_{L^p} \|\tau - |\xi|\|^{B} = \|\xi\|^{(1+\epsilon)r}\|\tau - |\xi|\|^{br}_{L^p} \|\tau - |\xi|\|^{2-2r}
\lesssim & \tau^{br + 2 - (1+\epsilon)(r+\epsilon) - 1},
\end{align*}

because $A = \max(2r,2(r+\epsilon) - (1+\epsilon)) = 2 - 2r$ and $B = 2 - 2r$ for $l \leq 2$, and if we assume $l = \frac{2}{r} - 1 + b + \epsilon \leq 2 - \epsilon$, which is fulfilled for $\epsilon < \frac{3}{2}(1 - \frac{2}{r})$. As in Lemma 2.1 this implies \eqref{2.4} by the transfer principle.

For the $-$-sign we are in the hyperbolic case. In the subcase $|\eta| + |\xi - \eta| \leq 2|\xi|$ we have to prove
\begin{align*}
I &= \|\xi\|^{(1+\epsilon)r}\|\tau - |\xi|\|^{br}_{L^p} \int \delta(\tau - |\eta| + |\xi - \eta|) d\eta \lesssim 1.
\end{align*}

Now by [5], Prop. 4.5 we obtain similarly as in the elliptic case in the region $0 \leq \tau \leq |\xi|$
\begin{align*}
I \sim & \|\xi\|^{(1+\epsilon)r}\|\tau - |\xi|\|^{br}_{L^p} \|\tau - |\xi|\|^{B} = \|\tau - |\xi|\|^{br + 2 - 2r}\|\xi\|^{(1+\epsilon)(r+\epsilon) - 1}
\lesssim & |\xi|^{br + 2 - (1+\epsilon)(r+\epsilon) - 1},
\end{align*}

because $A = \max(2r,2(r+\epsilon) - (1+\epsilon)) = 2 - 2r$ and $B = 0$ the same estimate. In the subcase $|\eta| + |\xi - \eta| > 2|\xi|$ we use [5], Lemma 4.4, which implies:
\begin{align*}
I \sim & \|\xi\|^{(1+\epsilon)r}\|\tau - |\xi|\|^{br}_{L^p} \int \rho^{(r+\epsilon)r} d\rho \lesssim |\xi|^{(1+\epsilon)(r+\epsilon) - 1}.
\end{align*}

The integral converges, provided $(l+2)r - 2 > 1 \Leftrightarrow l > \frac{2}{r} - 2$, which is the case. Therefore we obtain \eqref{2.4} by the transfer principle.
Now we are prepared to handle the cubic terms.

**Lemma 2.9.** Let \( r = 1 + \) and \( b > \frac{1}{r} \). The following estimates apply:
\[
\|A_\mu A^\mu \phi\|_{X^r_{1,0}} \lesssim \|\nabla A\|_{X^r_{1-r,b}} \|\phi\|_{X^r_{b}}, \\
\|A(\phi^2)\|_{X^r_{1,0}} \lesssim \|\nabla A\|_{X^r_{1-r,b}} \|\phi\|_{X^r_{b}}^2
\]
for \( 0 < \epsilon < \frac{3}{2}(1 - \frac{1}{r}) \).

**Proof.** We obtain by Lemma 2.7 with \( \alpha_0 = 1, \alpha_1 = 2 + \epsilon, \alpha_2 = \frac{2}{r} - \epsilon \):
\[
\|A_\mu A^\mu \phi\|_{X^r_{1,0}} \lesssim \|A\|_{X^r_{1-r,b}} \|A\phi\|_{X^r_{1+r,b}}
\]
and by Lemma 2.4:
\[
\|A_\mu A^\mu \phi\|_{X^r_{1,0}} \lesssim \|\nabla A\|_{X^r_{1-r,b}} \|\nabla(A\phi)\|_{X^r_{b}}.
\]
This implies
\[
\|A_\mu A^\mu \phi\|_{X^r_{1,0}} \lesssim \|\nabla A\|_{X^r_{1-r,b}} \|\nabla(A\phi)\|_{X^r_{b}} \lesssim \|\nabla A\|_{X^r_{1-r,b}} \|\phi\|_{X^r_{b}},
\]
where we applied Lemma 2.8 in the last step. The second estimate is proven in the same way.

We now consider the nonlinearities in the equations (1.29) and (1.30) for \( F_{\mu\nu} \).

**Lemma 2.10.** Let \( r = 1 + \) and \( b > \frac{1}{r} \). The following estimates apply:
\[
\|\nabla \phi \times \nabla \phi\|_{X^r_{1,0}} \lesssim \|\nabla \phi\|_{X^r_{b}}, \\
\|\partial_t \phi \nabla \phi - \nabla \phi \partial_t \phi\|_{X^r_{1,0}} \lesssim \|\partial_t \phi\|_{X^r_{b}} \|\nabla \phi\|_{X^r_{b}}.
\]

**Proof.** For the first estimate we use Lemma 2.1 with \( \alpha_0 = 0, \alpha_1 = \alpha_2 = \frac{1}{r} < 1 \) and \( \alpha_1 + \alpha_2 > \frac{3}{2} - 1 \). The second estimate results from Lemma 2.2.

The cubic terms are handled by the following lemma.

**Lemma 2.11.** For \( r = 1 + \) and \( b > \frac{1}{r} \) the following estimates are true:
\[
\|\nabla(A\phi^2)\|_{X^r_{b}} \lesssim \|\nabla A\|_{X^r_{1-r,b}} \|\phi\|_{X^r_{b}}^2, \\
\|\partial_t(A\phi^2)\|_{X^r_{b}} \lesssim \|\nabla A\|_{X^r_{1-r,b}} \|\phi\|_{X^r_{b}}^2
\]
for \( 0 < \epsilon < \frac{3}{2}(1 - \frac{1}{r}) \).

**Proof.** The first estimate is proven exactly like Lemma 2.9. For the last estimate we modify the proof of Lemma 2.7 for the case \( \alpha_0 = 1 \) in order to prove:
\[
\|\partial_t(\phi \nabla \phi)\|_{X^r_{b}} \lesssim \|\phi\|_{X^r_{1-r,b}} \|\nabla \phi\|_{X^r_{1+r,b}}.
\]
We simply replace \(|\xi|^{\alpha_0 r} = |\xi|^r\) by \( \tau^r \) and obtain the same estimate for \( I \) in the elliptic case, whereas in the hyperbolic case we use \( |\tau| \leq |\xi| \), which leads to the previous bounds for \( I \). Using this new estimate we may handle the term \( \|\partial_t(A\phi^2)\|_{X^r_{b}} \) exactly like \( \|A\phi^2\|_{X^r_{b}} \) in Lemma 2.9.

Now we interpolate the bi- and trilinear estimates in \( X^r_{1+r}\)-spaces for \( r = 1 + \) just proven and for \( r = 2 \), where for the latter we rely on the results in [15].

Let \( \delta > 0 \) be given and \( s = \frac{5}{2r} - \frac{1}{2} + \delta, \frac{5}{2} - \delta \). Then for \( r > 1 \) sufficiently close to 1 we have \( \delta > \frac{5}{2} - \frac{5}{2r} + \omega \), so that \( \delta = \frac{5}{2} - \frac{5}{2r} + \omega \) with \( \omega \geq 0 \). For \( \omega = 0 \) we have \( s = 2, l = \frac{3}{2} + \frac{1}{2r} \).
Lemma 2.12. Let \(1 < r \leq 2\), \(b = \frac{1}{r} + \), \(\delta > 0\), \(s = \frac{3}{r} - \frac{1}{2} + \delta\), \(l = \frac{3}{r} - 1 + \delta\). The following estimate applies:
\[
\|A^\mu \partial_r \phi\|_{X_{r-1,b-1}^{1,s,b}} \lesssim \|\nabla A\|_{X_{r-1,1}^{1,s,b}} \|\phi\|_{X_{r-1}^{1,s,b}}.
\]

Proof. The result for \(r = 2\) is given in [15], Chapter 5, Claim 1:
\[
\|A^\mu \partial_r \phi\|_{X_{2}^{1,s,b}} \lesssim \|\nabla A\|_{X_{2}^{1,s,b}} \|\phi\|_{X_{2}^{1,s,b}}.
\]
for arbitrary \(\epsilon > 0\). For \(r = 1 +\), \(b > \frac{1}{r}\) and \(s = 2\), \(l = \frac{3}{r} + \frac{1}{2r}\) we use Lemma 2.6:
\[
\|A^\mu \partial_r \phi\|_{X_{r-1,0}^{1,s,b}} \lesssim \|\nabla A\|_{X_{r-1,0}^{1,s,b}} \|\phi\|_{X_{r-1}^{1,s,b}} \lesssim \|\nabla A\|_{X_{r-1,1}^{1,s,b}} \|\phi\|_{X_{r-1}^{1,s,b}}.
\]
because \(\frac{3}{r} - 1 \leq \frac{1}{r} + \frac{1}{2r} = l - 1\). By the fractional Leibniz rule this inequality remains true for \(\omega > 0\), thus for the given \(\delta\) and \(r > 1\) close enough to 1. By bilinear complex interpolation with interpolation parameter \(\theta = 2 - \frac{2}{r}\) we obtain in the whole range \(1 < r \leq 2\) and \(b > \frac{1}{r}\) the claimed estimate. \(\square\)

Lemma 2.13. Let \(b, s, l, m\) be given as in Lemma 2.12. The following estimate applies:
\[
\|\phi \nabla \phi\|_{X_{r-1,0}^{1,s,b}} + \|\phi A^\mu m\|_{X_{r-1,0}^{1,s,b}} \lesssim \|\phi\|^2_{X_{r-1}^{1,s,b}}.
\]

Proof. The estimate for \(r = 2\) is given by [15], Chapter 5, Claim 3:
\[
\|D^{-1} (\phi \nabla \phi)\|_{X_{2}^{1,s,b}} \lesssim \|\phi\|^2_{X_{2}^{1,s,b}}.
\]
For \(r = 1 +\), \(b > \frac{1}{r}\) and \(s = 2\), \(l = \frac{3}{r} + \frac{1}{2r}\) we obtain by Cor. 2.1:
\[
\|\phi \nabla \phi\|_{X_{r-1,0}^{1,s,b}} \lesssim \|\nabla \phi\|_{X_{r-1,0}^{1,s,b}} \lesssim \|\phi\|^2_{X_{r-1}^{1,s,b}},
\]
where we remark that \(\nabla \phi\) may be replaced by \(A^\mu m \phi\). As before interpolation gives the claimed estimate. \(\square\)

Lemma 2.14. For \(r, b, s, l\) as in Lemma 2.12 the following estimates apply:
\[
\|A^\mu A^\nu \phi\|_{X_{r-1,b-1}^{1,s,b}} \lesssim \|\nabla A\|_{X_{X_{r-1,b}^{1,s,b}} \|\phi\|_{X_{r-1,b}^{1,s,b}}},
\]
\[
\|\phi\|^2_{X_{r-1,0}^{1,s,b}} \lesssim \|\nabla A\|_{X_{X_{r-1,b}^{1,s,b}} \|\phi\|^2_{X_{r-1,b}^{1,s,b}}}.
\]

Proof. We interpolate between [15], Chapter 5, Claim 4 and Claim 5 and Lemma 2.9, which implies for \(r = 1 +\), \(s = 2\), \(l = \frac{3}{r} + \frac{1}{2r}\):
\[
\|A^\mu A^\nu \phi\|_{X_{r-1,b-1}^{1,s,b}} \lesssim \|\nabla A\|_{X_{X_{r-1,b}^{1,s,b}} \|\phi\|_{X_{r-1,b}^{1,s,b}}},
\]
if \(1 - \epsilon \leq l - 1 = \frac{1}{r} + \frac{1}{2r}\), which is admissible by Lemma 2.9. Moreover Lemma 2.11 implies similarly:
\[
\|\phi\|^2_{X_{r-1,0}^{1,s,b}} \lesssim \|\nabla A\|_{X_{X_{r-1,b}^{1,s,b}} \|\phi\|^2_{X_{r-1,b}^{1,s,b}}}
\]
As before interpolation completes the proof. \(\square\)

Lemma 2.15. For \(r, b, s, l\) as in Lemma 2.12 the following estimates apply:
\[
\|\partial_r \phi \partial_b \phi - \partial_b \phi \partial_r \phi\|_{X_{r-2,b-1}^{1,s,b}} \lesssim \|\phi\|_{X_{r-1}^{1,s,b}} \|\partial_r \phi\|_{X_{r-1}^{1,s,b}},
\]
\[
\|\nabla \phi \times \nabla \phi\|_{X_{r-2,b-1}^{1,s,b}} \lesssim \|\phi\|^2_{X_{r-1}^{1,s,b}},
\]
\[
\|\partial_b (A^\mu \phi)\|_{X_{r-2,b-1}^{1,s,b}} \lesssim \|\nabla A\|_{X_{r-1,b}^{1,s,b}} \|\phi\|^2_{X_{r-1,b}^{1,s,b}},
\]
\[
\|\nabla (A^\mu \phi)\|_{X_{r-2,b-1}^{1,s,b}} \lesssim \|\nabla A\|_{X_{r-1,b}^{1,s,b}} \|\phi\|^2_{X_{r-1,b}^{1,s,b}}.
\]
Proof. Concerning the first estimate we combine the following estimate by [15], Chapter 6 (more precisely we use Claim 1 and inequality (39),(40) in [15]):

\[ \|D^{-1}(\partial_t \phi \overline{\partial_k \phi} - \partial_k \phi \overline{\partial_t \phi})\|_{X^2_{-\frac{1}{4}r, \frac{1}{4}r}} \lesssim \|\phi\|_{X^2_{-\frac{1}{4}r, \frac{1}{4}r}} \|\overline{\partial_t \phi}\|_{X^2_{-\frac{1}{4}r, \frac{1}{4}r}} \]

and Lemma 2.2 for \( r = 1+ , \alpha_0 = 0 , \alpha_1 , \alpha_2 = \frac{1}{r} : \)

\[ \|\partial_t \phi \overline{\partial_k \phi} - \partial_k \phi \overline{\partial_t \phi}\|_{X^r_{0,b}} \lesssim \|\nabla \phi\|_{X^r_{1,b}} \|\partial \phi\|_{X^r_{1,b}} . \]

Similarly the second estimate is proven by [15], Chapter 6 and Lemma 2.1. Concerning the remaining estimates we interpolate the case \( r = 2 \) by [15], Chapter 6, Claims 3 and 5, and Lemma 2.11. 

3. Proof of the Theorems.

Proof of Theorem 1.1. By Theorem 1.4 the claimed result follows by the contraction mapping principle, if the following estimates apply for the system (1.7), (1.8):

\[ \|A^{-1} M(\phi_+, \phi_-, A_+, A_-)\|_{X^{r}_{-1,-e_0, \pm}} \lesssim R^2 + R^3 \]  

(3.1)

and

\[ \|N(\phi_+, \phi_-, A_+, A_-)\|_{X^{r}_{-1,-e_0, \pm}} \lesssim R^2 + R^3 , \]

(3.2)

where

\[ R = \sum_\pm \left( \|\phi_\pm\|_{X^{r}_{1,\pm}} + \|\nabla A_\pm\|_{X^{r}_{-1,-e_0,\pm}} \right) . \]

The estimate (3.1) is a consequence of Lemma 2.12 and Lemma 2.14, whereas (3.2) follows from Lemma 2.13 and Lemma 2.14.

Remark: We make use of the following well-known estimate for the linear wave equation \( \Box F = G \). Considering the equivalent first order equation \( (\partial_\mu \pm D) F_\pm = -(\pm 2D)^{-1} G \), where \( F_\pm = \frac{1}{2}(F \pm (iD)^{-1} F_i) \), so that \( F = F_+ + F_- \) and \( \partial_\mu F = iD(F_+ - F_-) \), we may use [7], Chapter 2.2 to conclude

\[ \|\nabla F_\pm\|_{X^{r}_{-2,b, \pm}[0,T]} \lesssim \|\Box F(0)\|_{\mathring{H}^{r-2,r}} + \|\Box F(0)\|_{\mathring{H}^{r-2,r}} + T^{0+} \|G\|_{X^{r}_{-2,b,1- \pm}[0,T]} , \]

which immediately implies

\[ \|\nabla F\|_{X^{r}_{-2,b}[0,T]} + \|\partial t F\|_{X^{r}_{-2,b}[0,T]} \]

(3.3)

\[ \lesssim \|\Box F(0)\|_{\mathring{H}^{r-2,r}} + \|\Box F(0)\|_{\mathring{H}^{r-2,r}} + T^{0+} \|G\|_{X^{r}_{-2,b,1-}[0,T]} . \]

Proof of Theorem 1.2. By the linear estimate (3.3) we have to prove the following properties:

\( (\nabla F_{\mu \nu})(0) \in \mathring{H}^{s-2,r} \)

(3.4)

\( (\partial_\mu F_{\mu \nu})(0) \in \mathring{H}^{s-2,r} \)

(3.5)

\( \Box F_{\mu \nu} \in X^{r}_{s-2,b-1}[0,T] \).

(3.6)

(3.6) is a consequence of Lemma 2.15 and Theorem 1.1, (3.4) is our assumption (1.10), so that it remains to prove (3.5). By (1.1) we obtain

\( \partial_t F_{0k} = -\partial_t F_{k0} = -\partial^2 F_{kd} + j_k \).

(3.7)

Now we have \( j_{k_t} = Im(\phi_0 \overline{\partial_k \phi_0}) + |\phi_0|^2 a_{0k} \). In the case \( r = 1+ \) we may estimate by Young and Hölder:

\[ \|\phi_0 \overline{\partial_k \phi_0}\|_{\mathring{H}^{r,r}} \approx \|\phi_0 \overline{\partial_k \phi_0}\|_{L^{\ell^r}} \]
Here we need $1 + \frac{1}{p} = \frac{2}{3} + \frac{1}{p} + \frac{2}{3} - , so that $\frac{1}{p} = \frac{1}{3} - \frac{1}{6} + < \frac{1}{3} , so that the integrals converge. $3^+$ and $3^-$ belongs to the region $|\xi| \geq 1$ and $|\xi| \leq 1$, respectively. In the case $r = 2$ we obtain by Sobolev's multiplication law:

$$
\|\phi \partial_k \phi \|_{H^{s-2}} \lesssim \|\phi\|_{H^s} \|\partial_k \phi\|_{H^{s-1}}
$$

for $s > \frac{1}{2}$, especially for $s = \frac{3}{4} + , so that by interpolation we obtain

$$
\|\phi \partial_k \phi \|_{H^{s-2},r} \lesssim \|\phi\|_{H^{s,r}} \|\partial_k \phi\|_{H^{s-1,r}} < \infty.
$$

Moreover we obtain in the case $r = 1 +$ similarly as before:

$$
\|\phi\|^2 a_{ok} \|_{\hat{H}^{0,r}} \lesssim \|\phi\|^2 \|\nabla a_{ok}\|_{\hat{H}^{1,r}} \lesssim \|\phi\|^2 \|\nabla a_{ok}\|_{\hat{H}^{2,r}}.
$$

In the case $r = 2, s = \frac{3}{4} + , l = \frac{1}{2} + \delta$ we use Sobolev’s multiplication law (cf. [19], Prop. 3.15). If the frequency of $\hat{a}_{ok}$ is small we obtain

$$
\|\phi\|^2 a_{ok} \|_{H^{s-2}} \lesssim \|\phi\|^2 \|\partial^l a_{ok}\|_{H^{s+1}} \lesssim \|\phi\|^2 \|\nabla a_{ok}\|_{H^{s-1}},
$$

and in the case of high frequencies of $\hat{a}_{ok}$ :

$$
\|\phi\|^2 a_{ok} \|_{H^{s-2}} \lesssim \|\phi\|^2 \|\partial^l a_{ok}\|_{H^{s+1}} \lesssim \|\phi\|^2 \|\nabla a_{ok}\|_{H^{s-1}}
$$

first for $s \leq \frac{3}{2}$, but then also for larger $s$ by the Leibniz rule. By interpolation we obtain

$$
\|\phi\|^2 a_{ok} \|_{H^{s-2},r} \lesssim \|\phi\|^2 \|\nabla a_{ok}\|_{H^{s-1},r} < \infty.
$$

This implies $j_{k(\xi)\in\mathbb{Z}^d} \in \hat{H}^{s-2,r}, so by (3.7) \partial_t F_{0k(\xi)\in\mathbb{Z}^d} \in \hat{H}^{s-2,r}, because by (1.10) : F_{kl} \in \hat{H}^{s-1,r}$. Finally we obtain :

$$
\partial_t F_{jk} = \partial_j (\partial_k A_0 + F_{0k} - \partial_k A_0 + F_{0j}) = \partial_j F_{0k} - \partial_k F_{0j},
$$

so that $\partial_t F_{jk} \in \hat{H}^{s-2,r}$ by (1.10), thus (3.5) is proven. □

**Proof of Theorem 1.3.** Starting with the solution $(\phi_\pm, A_\pm)$ of Theorem 1.1 and defining $\phi = \phi_+ + \phi_-, A = A_+ + A_-$, it is possible to show that $(\phi, A)$ fulfills (1.1),(1.2) and the Lorenz condition. Moreover $F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu$ fulfills (1.29) and (1.30), so that the claimed regularity follows by Theorem 1.1 and Theorem 1.2. Because these facts were proven in [15], Section 6 (see also [18], Section 5) we omit the calculation. □
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