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\section{Introduction}

In this work, we consider a problem that has a long history in Numerical Analysis, namely the computation of the matrix logarithm. A logarithm of a given non-singular matrix \( A \in \mathbb{R}^{n \times n} \) is defined as any solution of the matrix equation

\[ e^X = A, \]

where \( e^X \) denotes the matrix exponential of \( X \). When \( A \) has no eigenvalues on the closed negative real axis, then there exists a unique real logarithm of \( A \) whose eigenvalues lie in the strip \( \{ z \in \mathbb{C} : -\pi < \text{Im}(z) < \pi \} \); see, e.g., [1, Theorem 1.31]. This unique logarithm is known as the \textit{principal logarithm} of \( A \). Although we will later omit the word “principal” for simplicity, in this article we limit ourselves to this case as this is mostly used in a wide variety of applications and denote it with \( \log(A) \).
Several approaches have been proposed in the literature for the evaluation of the matrix logarithm, but the most reliable and efficient seems to be the one that combines the Padé approximant method with an inverse scaling and squaring procedure [2,3]. This method first exploits the fact that
\[ \log(A) = 2^s \log(A^{1/2^s}) \]
to determine a positive integer \( s \) such that \( A^{1/2^s} \) is close to the identity matrix and then computes \( \log(A^{1/2^s}) \) with a Padé approximant. Available algorithms using this strategy are [4–6] to be coupled with stable ways of evaluating the Padé approximant [7,8]. More recent results include variants using mixed-precision [9]; the use of the dual inverse scaling and squaring algorithm [10], i.e., the solution of the matrix equation \( r(X) = A^{2^{-r}} \) for \( r(\cdot) \) a rational approximant to \( e^z \) at \( z = 0 \); and the use of quadrature rules based upon a double exponential transformation [11]. For cases in which working with complex arithmetic is feasible, it is possible to use also quadrature formulas for contour integral formulations, see [12].

For inverse scaling and squaring algorithms there are two points that should be addressed more systematically:

1. the value of \( s \) is typically obtained by progressively taking the square roots of \( A \) up to \( \|A^{1/2^s}\| < 1; \)
2. it is not possible to decide in advance which degree to use in the Padé approximant to obtain a given accuracy.

The main goal of this work is therefore to provide a theoretical error analysis that leads to establishing these parameters \( a \) priori. The starting point for doing this is the following identity (cf. [13, Eq. 15.4.1])
\[ \frac{\log(1 + z)}{z} = 2F_1\left[ \begin{array}{c} 1, 1 \\ 2, -z \end{array} \right] \]
which expresses the logarithmic function as a special case of the Gauss hypergeometric function. In fact, by virtue of this, the results on the Padé approximations to the Gauss hypergeometric functions help to find the results corresponding to \( \log(1 + z)/z \), cf. [14, Sec. 4].

The organization of the paper is as follows. In Section 2 we report some properties of hypergeometric functions useful for our analysis. In Section 3, we prove that the \( k \)-point Gauss–Legendre rule used to approximate the function (1) is a \( [k - 1/k] \)-Padé approximant. Starting from this fact, we present an explicit error estimate. The analysis is then extended in Section 4 to the case of the matrix logarithm. Some numerical experiments are proposed in Section 5. Finally, the concluding remarks are given in Section 6.

To have reproducible research, the code for generating all the results and figures is made available in the GitHub repository Cirdans-Home/padelogarithm.

2. Padé approximants to Gauss hypergeometric functions

In this section, for the convenience of the reader, we recall the basic results for Gauss hypergeometric functions and report some properties of these functions useful for our
analysis. The Gauss hypergeometric function is meant the power series

$$2F_1 \left[ \begin{array}{c} a, b \\ c \end{array} ; z \right] = \sum_{j=0}^{+\infty} \frac{(a)_j(b)_j}{(c)_j j!} z^j, \quad |z| < 1,$$

(2)

where $z$ is the complex variable, $a, b, c$ are parameters that can take arbitrary real or complex values (provided that $c \neq 0, -1, -2, \ldots$), and the symbol $(q)_j$ denotes the Pochhammer symbol defined as

$$(q)_j = \begin{cases} 1 & \text{if } j = 0, \\ q(q+1)\cdots(q+j-1) & \text{otherwise.} \end{cases}$$

When $\Re(c) > \Re(b) > 0$ we have an integral representation which constitutes an analytic continuation for (2), cf. [15, Eq. (15.3.1)],

$$2F_1 \left[ \begin{array}{c} a, b \\ c \end{array} ; z \right] = \frac{\Gamma(c)}{\Gamma(b)\Gamma(c-b)} \int_0^1 t^{b-1}(1-t)^{c-b-1}(1-tz)^{-a} dt;$$

(3)

here $\Gamma$ is the Euler gamma function, i.e., the analytic continuation to all complex numbers (except the non-positive integers) of the convergent improper integral function,

$$\Gamma(t) = \int_0^{+\infty} x^{t-1} e^{-x} dx.$$

By setting in (2) $b = 1$, the corresponding Gauss hypergeometric function can be approximated with the $[m/k]$-Padé approximant determined by the pair of polynomials $(P_{mk}^{a,c}(z), Q_{mk}^{a,c}(z))$.

Assuming that these two polynomials are normalized, that is $Q_{mk}^{a,c}(0) = 1$, and that they are relatively prime, as reported in [14, eqs. (30)-(31)], for $m \geq k - 1$ we have

$$2F_1 \left[ \begin{array}{c} a, 1 \\ c \end{array} ; z \right] \approx \frac{P_{mk}^{a,c}(z)}{Q_{mk}^{a,c}(z)},$$

with

$$P_{mk}^{a,c}(z) = \sum_{j=0}^{m} \left( \sum_{\ell=0}^{j} \frac{(a)_{j-\ell}(-k)_\ell(-a-m)_\ell}{\ell!(1-c-m-k)_{j-\ell}(c)_{j-\ell}} \right) z^j,$$

(4)

$$Q_{mk}^{a,c}(z) = 2F_1 \left[ \begin{array}{c} -k, -a-m \\ 1-c-m-k \end{array} ; z \right].$$

(5)

Actually, to be more precise, the formula (4) for the numerator has been presented in [16], while Baker and Graves-Morris in [17, p. 60] give the formula (5) for the denominator (see also [18, p. 65]).

3
3. The Gauss–Legendre approximation

As already said in the introduction, we start from the identity given in (1), i.e.,

$$\frac{\log(1 + z)}{z} = \frac{1}{2} \, {}_2F_1\left[\begin{array}{c}1, 1 \\ 2\end{array} ; -z\right].$$

Thus, using (3) and $\Gamma(1) = 1$, we obtain an integral representation for this function which reads as

$$\frac{\log(1 + z)}{z} = \int_0^1 (1 + tz)^{-1} \, dt.$$

Applying the change of variable $t \to (1 + x)/2$ we can write

$$\frac{\log(1 + z)}{z} = \int_{-1}^1 \frac{1}{z(1 + x) + 2} \, dx, \quad z \in \mathbb{C} \setminus (-\infty, -1].$$

(6)

The integrand is analytic in a neighborhood of $[-1, 1]$ as long as $z$ stays away from $(-\infty, -1)$. Then, the Gauss–Legendre quadrature is an obvious choice for approximating this integral. Denoting by $x_i$ and $\omega_i$, $i = 1, 2, \ldots, k$, the nodes and weights of the $k$-point Gauss–Legendre quadrature on $[-1, 1]$, we have that this quadrature is stated as

$$R_{k-1,k}(-z) = \sum_{i=1}^{k} \omega_i \frac{\omega_i}{z(1 + x_i) + 2}.$$

(7)

The most reliable and fastest way of computing the $\{x_i, \omega_i\}_{i=1}^k$ depends on the value of $k$, see, e.g., [19, Fig. 2.1]. For our purposes we generally need a low number of quadrature nodes, thus we rely on the default choice made by Chebfun’s `legpts` routine [19].

**Remark 1.** A completely different approach for attaining an integral expression of $\log(1 + z)$ can be obtained by applying the transformation $x = -1 - 2/t$ to (6), thus rewriting it as

$$\frac{\log(1 + z)}{z} = \int_{-\infty}^{-1} \frac{t^{-1}}{t - z} \, dt.$$

This shows indeed that the function

$$f(z) = \frac{\log(1 + z)}{z},$$

belongs to the class of Cauchy-Stieltjes functions. This allows obtaining an error analysis for the calculation of the matrix function based on the solution of the fourth problem of Zolotarev for which we refer to [20], and which is of use every time we know how to solve the Zolotarev problem for a set that contains the spectrum and generate the corresponding extremal rational function or its poles.

Let us also remark that for matrix Lie groups, such as the groups of orthogonal and symplectic matrices, there exist variants of the Gauss–Legendre approach discussed...
here that are shown to be structure-preserving, see [21].

### 3.1. Not a diagonal Padé approximant

Using the results reported at the end of Section 2 we know that the \([k - 1/k]-\)Padé approximant for the function given in (1) reduces to

\[
\begin{align*}
2F_1 \left[ \begin{array}{c} 1, 1/2 \\ -z \end{array} \right] & \approx \frac{P_{k-1,k}^{[1,2]}(-z)}{2F_1 \left[ \begin{array}{c} -k, -k/2k \\ -z \end{array} \right]}, \tag{8}
\end{align*}
\]

where

\[
P_{k-1,k}^{[1,2]}(-z) = \sum_{j=0}^{k-1} \left( \sum_{\ell=0}^{j} \frac{(1)_{j-\ell}(-k)_{\ell}(-k)_{\ell}}{\ell!(2\ell)_{j-\ell}} \right) (-z)^j. \tag{9}
\]

Now we want to determine what relationship exists between this Padé approximant and the quadrature formula (7). If we can prove that the denominators of these two approximations coincide, we also know that the numerator is the same. In fact, once the denominator in (8) is given, the numerator \(P_{k-1,k}^{[1,2]}(-z)\) is determined by the definition of Padé approximant. Concerning the denominator, from (2) we have

\[
\begin{align*}
2F_1 \left[ \begin{array}{c} -k, -k/2k \\ -z \end{array} \right] & = \sum_{j=0}^{k-1} \frac{(-k)_{j}(-k)_{j}}{(-2k)_{j}j!} (-z)^j \\
& = \sum_{j=0}^{k} \binom{k}{j} \frac{(-k)_{j}}{(-2k)_{j}} z^j \\
& = \sum_{j=0}^{k} \binom{k}{j} \frac{(k-j+1)_{j}}{(2k-j+1)_{j}} z^j \\
& = \frac{1}{(-2k)^{k}} \sum_{j=0}^{k} \binom{k}{j} \binom{2k-j}{k} z^j. \tag{10}
\end{align*}
\]

Now, an explicit expression for the shifted Legendre polynomials is given by

\[
\tilde{L}_k(w) = (-1)^k \sum_{s=0}^{k} \binom{k}{s} \binom{k+s}{s} (-w)^s.
\]
Clearly, this implies that

\[-z^k \tilde{L}_k(-z^{-1}) = -z^k \sum_{s=0}^{k} \binom{k}{s} \binom{k+s}{s} (z^{-1})^s = \sum_{s=0}^{k} \binom{k}{k-s} \binom{k+s}{k} z^{-s} = \sum_{j=0}^{k} \binom{k}{j} \left( \frac{2k-j}{k} \right) z^j. \tag{11}\]

Therefore, from (10) and (11) we deduce the relation that connects the denominator of the Padé approximant with the shifted Legendre polynomials, namely

\[\text{2F1} \left[ \frac{-k, -k}{-2k}; -z \right] = \frac{1}{(2k)^k}(-z)^k \tilde{L}_k(-z^{-1}).\]

However, considering that the shifted Legendre polynomials are defined in terms of Legendre polynomials as

\[\tilde{L}_k(w) = L_k(2w - 1),\]

it is also immediate to obtain the following identity which relates the denominator of the approximant Padé with the Legendre polynomials

\[\text{2F1} \left[ \frac{-k, -k}{-2k}; -z \right] = \frac{1}{(2k)^k}(-z)^k L_k \left( \frac{-2}{z} - 1 \right). \tag{12}\]

It is worth pointing out that this relation also expresses the connection we were looking for. In fact, multiplying by \((2k)^k\) we find that the right side thus obtained coincides with the denominator of the rational function which defines the Gauss–Legendre quadrature formula in (7). Therefore, the following result holds.

**Proposition 3.1.** The Gauss–Legendre rule in (7) is the \([\lfloor k - 1/k \rfloor, k\)-Padé approximant for the function \(\log(1 + z)/z\) given by

\[R_{k-1,k}(-z) = \frac{P_{k-1,k}^{[1.2]}(-z)}{2F1} \left[ \frac{-k, -k}{-2k}; -z \right],\]

where \(P_{k-1,k}^{[1.2]}(-z)\) is defined by (9).

**Remark 2.** We stress that the connection between Gauss quadratures and Padé approximants is a well-known result, see, e.g., [22, p. 34]. For the case of the Gauss–Legendre formula, the observation is available in [23, Lemma 4.6] without deriving the expression given by Proposition 3.1. We observe also that \(zR_{k-1,k}(-z)\) is then the \([k,k]-\text{Padé approximant of the log}(1 + z)\) function, see, e.g., [1, Section 11.4].
3.2. Error analysis

In order to obtain an estimate of the error for the rational approximation $z R_{k-1,k}(-z)$, we consider results based on the theory of Gauss hypergeometric functions. In fact, following [16, Theorem 2] we know that

$$2F_1 \left[ \begin{array}{c} 1 \ 1 \\ 2 \end{array} ; -z \right] = \frac{-F_{k-1,k}^{[1,2]}(-z)}{2F_1 \left[ \begin{array}{c} -k \ -k \\ 2k \end{array} ; -z \right]} = \frac{2F_1 \left[ \begin{array}{c} k + 1 \ k + 1 \\ 2k + 2 \end{array} ; -z \right]}{2F_1 \left[ \begin{array}{c} -k \ -k \\ 2k \end{array} ; -z \right]} = \frac{2^{2k} (2k)^{-2}}{2k + 1}.$$ 

Then, from the above considerations, we obtain

$$\log(1 + z) - z R_{k-1,k}(-z) = \frac{2F_1 \left[ \begin{array}{c} k + 1 \ k + 1 \\ 2k + 2 \end{array} ; -z \right]}{2F_1 \left[ \begin{array}{c} -k \ -k \\ 2k \end{array} ; -z \right]} = \frac{2^{2k+1} (2k)^{-1}}{2k + 1}.$$ 

Using (12) and recalling that the Legendre polynomials have definite parity, that is they are even or odd according to

$$\mathcal{L}_k(-w) = (-1)^k \mathcal{L}_k(w),$$

the previous relationship becomes

$$\log(1 + z) - z R_{k-1,k}(-z) = \frac{2F_1 \left[ \begin{array}{c} k + 1 \ k + 1 \\ 2k + 2 \end{array} ; -z \right]}{\mathcal{L}_k \left( \frac{z}{2} + 1 \right)} = \frac{2^{2k+1} (2k)^{-1}}{2k + 1}.$$ 

In the form in which it is found, this result is not very convenient for numerical work. However, if we assume that $k$ is large, then we may obtain an asymptotic estimate for the error in terms of elementary functions. To this aim, we use the asymptotic form of the Gauss hypergeometric functions given in [24, eq. (16) p. 77].

$$\log \left( \frac{z}{2} - 1 \right)^{\frac{e^{-\lambda} - a - \lambda}{2}} = \frac{2^{a+b+1} \Gamma(a-b+1+2\lambda) \Gamma(1/2) \lambda^{-1/2} e^{-(a+b)\xi}}{\Gamma(a-c+1+\lambda) \Gamma(c-b+\lambda)} \times \left( 1 - e^{-\xi} \right)^{c+1/2} (1 + e^{-\xi})^{-c-a-b-1/2} [1 + \mathcal{O}^{-1}]$$
Such a formula applied to the numerator in (13) gives:

\[
\left( \frac{v - 1}{2} \right)^{-1-k} \binom{k + 1, k + 1}{2k + 2} \binom{2}{1 - v} = \frac{2 \Gamma(2k + 2) \Gamma(1/2) k^{-1/2}}{\Gamma(k + 1) \Gamma(k + 1)}
\times e^{-k(1+\xi)}(1 - e^{-\xi})^{-1/2}(1 + e^{-\xi})^{-1/2}[1 + O(k^{-1})]
= 2(2k + 1) \binom{2k}{k} \sqrt{\frac{2\pi}{k}} \left( v - (v^2 - 1)^{1/2} \right)^{k+1}
\times 2^{1/2} \left( 1 - v (v - (v^2 - 1)^{1/2}) \right)^{-1/2} [1 + O(k^{-1})],
\]

where

\[ v - (v^2 - 1)^{1/2} = e^{-\xi}. \]

Considering that \( \Gamma(1/2) = \sqrt{\pi} \) and setting

\[ \frac{2}{1 - v} = -z \]

we obtain

\[ z^{k+1} \binom{k + 1, k + 1}{2k + 2} ; -z = (2k + 1) \binom{2k}{k} \sqrt{\frac{2\pi}{k}} \left( 1 + \frac{2}{z} - \frac{2}{z} (1 + z)^{1/2} \right)^{k+1}
\times \left( 1 - \left( 1 + \frac{2}{z} \right) \left( 1 + \frac{2}{z} - \frac{2}{z} (1 + z)^{1/2} \right) \right)^{-1/2} [1 + O(k^{-1})]. \]

Instead, for the denominator in (13) we observe that

\[ \mathcal{L}_k(w) \sim \frac{1}{\sqrt{2\pi k}} \frac{(w + (w^2 - 1)^{1/2})^{k+1/2}}{(w^2 - 1)^{1/4}}. \]

Therefore, setting \( w = \frac{2}{z} + 1 \), we find

\[ \mathcal{L}_k \left( \frac{2}{z} + 1 \right) \sim \frac{1}{\sqrt{2\pi k}} \frac{(\frac{2}{z} + 1 + \frac{2}{z} (1 + z)^{1/2})^{k+1/2}}{(\frac{2}{z} (1 + z)^{1/2})^{1/2}}. \]

The ratio of the two asymptotic formulas for the numerator (14) and the denominator (15) – having multiplied both of them by \( (1 + \frac{2}{z} + \frac{2}{z} (1 + z)^{1/2})^{1/2} \) – lead to the following relation which gives the expression for the remainder

\[
\log(1 + z) - z R_{k-1,k}(-z) \sim 2\pi \left( 1 + \frac{2}{z} + \frac{2}{z} (1 + z)^{1/2} \right)^{1/2} \left( \frac{2}{z} (1 + z)^{1/2} \right)^{1/2}
\times \left( 1 - \left( 1 + \frac{2}{z} \right) \left( 1 + \frac{2}{z} - \frac{2}{z} (1 + z)^{1/2} \right) \right)^{-1/2}
\times \left( 1 + \frac{2}{z} - \frac{2}{z} (1 + z)^{1/2} \right)^{k+1}
\times \left( \frac{1 + \frac{2}{z} + \frac{2}{z} (1 + z)^{1/2}}{1 + \frac{2}{z} + \frac{2}{z} (1 + z)^{1/2}} \right)^{1/2}
\]
\[
\begin{align*}
&= 2\pi \left( \frac{2}{z} (1 + z)^{1/2} + \frac{4}{z^2} (1 + z)^{1/2} + \frac{4}{z^2} (1 + z) \right)^{1/2} \\
&\times \left( \frac{2}{z} (1 + z)^{1/2} + \frac{4}{z^2} (1 + z)^{1/2} - \frac{4}{z^2} (1 + z) \right)^{-1/2} \\
&\times \left( \frac{1 + \frac{2}{z} - \frac{2}{z^2} (1 + z)^{1/2}}{1 + \frac{2}{z} + \frac{2}{z^2} (1 + z)^{1/2}} \right)^{k+1}.
\end{align*}
\]

(16)

Consequently, (16) becomes

\[
\log(1 + z) - z R_{k-1,k}(-z) \sim 2\pi \left( \frac{1 + \frac{2}{z} + \frac{2}{z^2} (1 + z)^{1/2}}{1 + \frac{2}{z} - \frac{2}{z^2} (1 + z)^{1/2}} \right)^{1/2}
\]

\[
\times \left( \frac{1 + \frac{2}{z} - \frac{2}{z^2} (1 + z)^{1/2}}{1 + \frac{2}{z} + \frac{2}{z^2} (1 + z)^{1/2}} \right)^{k+\frac{1}{2}}
\]

\[
= 2\pi \left( \frac{z + 2 - 2(1 + z)^{1/2}}{z + 2 + 2(1 + z)^{1/2}} \right)^{k+\frac{1}{2}}
\]

\[
= 2\pi \left( \frac{1 - (1 + z)^{1/2}^2}{1 + (1 + z)^{1/2}^2} \right)^{k+\frac{1}{2}}
\]

\[
= 2\pi \left( \frac{1 - (1 + z)^{1/2}}{1 + (1 + z)^{1/2}} \right)^{2k+1}.
\]

(17)

This concludes the analysis, which we can summarize in the following result.

**Proposition 3.2.** The error with respect to the \([k/k]-\text{Padé approximation}\) of \(\log(1 + z)\) based on the approximation in (7) is

\[
|\log(1 + z) - z R_{k-1,k}(-z)| \sim 2\pi \left| \frac{1 - (1 + z)^{1/2}}{1 + (1 + z)^{1/2}} \right|^{2k+1}, \quad k \to +\infty.
\]

**Example 3.3.** We can illustrate the result of Proposition 3.2 by comparing the error with the bound for increasing values of \(k\) with a few lines of MATLAB code

```matlab
k = 3; % Number of quadrature points
[x,omega] = legpts(k);
R = @(z,x,omega) arrayfun(@(t) sum(omega./((t.*(x+2))'),-z);
bound = @(z,k) arrayfun(@(t) max(2*pi*abs(((1 - sqrt(1+t))... ./((1+sqrt(1+t))).*(2*k+1)),eps)),z);
err = @(z) abs(log(1+z) - z.*R(-z,x,omega.)));
z = linspace(-1,3,100);
semilogy(z,err(z),'-r',z,bound(z,k),'--', 'LineWidth',2)
grid on, axis tight, title(sprintf('k = %d',k))
legend({'Error','Estimate'})
```

The repeated application for \(k = 3, 6, \ldots, 18\) returns the results in Figure 1 which show a very good agreement between the estimate and the actual error.
4. Using the estimate for the matrix logarithm

The bound from Proposition 3.2 is a bound for scalar functions thus we need to transform it into a bound for matrix functions, i.e., we need a way to estimate

$$\| \log(I + B) - BR_{k-1,k}(-B) \| = \| E_k(B) \|,$$

for a given matrix $B \in \mathbb{R}^{n \times n}$ such that $I + B$ has no eigenvalues on the closed negative real axis and being $\| \cdot \|$ the 2-norm. For matrices $B$ such that $\|B\| < 1$ the common procedure to estimate the bound is using that for any Padé $R_{m,k}$ approximant [3]

$$\| \log(I + B) - R_{m,k}(-B) \| \leq \| \log(I + \|B\|) - R_{m,k}(-\|B\|) \|.$$

Indeed, under this restriction, and selecting the rational approximant as in (7), we can immediately obtain a bound using Proposition 3.2.

**Corollary 4.1.** Let $B$ be a matrix for which $\log(I + B)$ admits a principal logarithm with $\|B\| < 1$, then

$$\| \log(I + B) - BR_{k-1,k}(-B) \| \sim 2\pi \left( \frac{1 - (1 + \|B\|)^{1/2}}{1 + (1 + \|B\|)^{1/2}} \right)^{2k+1}, \quad k \to +\infty.$$

To remove such a constraint on the norm of $B$ we need to use the concept of field of values of a matrix.
Definition 4.2. Given an \( A \in \mathbb{C}^{n \times n} \) we define its field of values as the subset of the complex plane

\[
W(A) = \left\{ \frac{x^H Ax}{x^H x} \mid x \in \mathbb{C}^n \setminus \{0\} \right\}.
\]

For a normal matrix \( A \), \( W(A) \) reduces to the convex hull of the eigenvalues, while in the general case one only knows that the spectrum is contained in \( W(A) \), with the latter possibly being significantly larger. This is of interest to us because it permits us to state the following results.

Proposition 4.3 (Crouzeix and Palencia [25]). Let \( A \in \mathbb{C}^{n \times n} \) be a matrix, and \( g(z) \) be a holomorphic function defined on \( W(A) \). Then,

\[
\|g(A)\| \leq C \max_{x \in W(A)} |g(x)|,
\]

where \( C \) is a universal constant smaller or equal than \( 1 + \sqrt{2} \).

This let us discharge the problem of bound \( E_k(B) \) to the problem of bounding the maximum of \( E_k(x) \) on \( W(B) \) whenever \( W(B) \subset \{ x \in \mathbb{C} : \text{Re}(x) > -1 \} \), that is

\[
\|\log(I + B) - BR_{k-1,k}(-B)\| \leq C \max_{x \in W(B)} |\log(1 + x) - xR_{k-1,k}(-x)|
\]

\[
\leq 2(1 + \sqrt{2})\pi \max_{x \in W(B)} \left| \frac{1 - (1 + x)^{1/2}}{1 + (1 + x)^{1/2}} \right|^{2k+1}.
\]

Due to the maximum modulus principle – \( (17) \) is holomorphic on \( W(B) \) – then the maximum of its absolute value in \( (18) \) is reached on the boundary of \( W(B) \), see, e.g., the plots of the level sets in logarithmic scale in Figure 2. This gives us a precise description

![Figure 2](image-url)

**Figure 2.** Level sets in log\(_{10}(\cdot)\) scale of the absolute value of (17) for different values of \( k \).
accuracy of using (7) with spectra with eigenvalues with an absolute value larger than 1, while also expelling the deterioration due to the eigenvalues of $B$ with the real part near to $-1$; see again the left part of the estimate in Figure 1.

**Example 4.4.** To illustrate the bound based on the field of values, we consider a sequence of Toeplitz matrices, i.e., of matrices that are constant along the diagonals, given by

$$(T_n)_{i,j} = \begin{cases} 
2.5, & i - j = 0, \\
-1, & i - j = 1, \\
1, & i - j = -5, 
\end{cases} \quad i, j = 0, \ldots, n - 1,$$

we associate to $T_n \in \mathbb{R}^{n \times n}$ its generating function $a(\theta) = 2.5 - e^{i\theta} + e^{-5i\theta}$, that is simply the function whose Fourier coefficients give the entries of $(T_n)_{i,j}$. Generating functions convey information about the infinite operator of whose the matrix $T_n$ is a finite section, and can be used to infer several spectral information regarding the matrix sequence, see, e.g., Figure 3a. We compute $\log(T_{500})$ by means of (7), and evaluate the bound by using as an approximation of the field of value the maximum and the minimum of $|a(\theta)|$ on $[-\pi, \pi]$. To have a reference logarithm we use MATLAB’s `logm` function. From the results depicted in Figure 3b, we find a good accordance between the two quantities.

We observe in passing that in this case, the bound from Corollary 4.1 is not applicable since $\|T_{500} - I\| \approx 3.4015 > 1$. Observe also that this permits us to obtain a bound for the computation of $\log(T_{500})v$, $v \in \mathbb{R}^{500}$, with a rational Krylov method [23] since we can run it with the poles

$$\xi_\ell = -\frac{2}{1 + x_\ell}, \quad \ell = 1, 2, \ldots, k$$

obtained from (7); see, e.g., the result in Figure 3c in which we compare

$$\|V_k \log(I_k + V_k^T (T_{500} - I)V_k) V_k^T 1 - \log(T_{500})1\|, \quad k = 1, \ldots, 15, \quad 1 = (1, 1, \ldots, 1)^T,$$

for $V_k$ the basis of the rational Krylov space $K_k(T_{500} - I, v, \{\xi_\ell\}_{\ell=1}^k)$, and the bound (18).

A limitation of the proposed bound is given by the request to have a matrix whose field-of-value is contained in the right half plane. There are matrices that, despite having eigenvalues in the right half plane, have a field of values that contains the origin, e.g.,

$$A = \begin{bmatrix} 0.1 & 10^6 \\ 0 & 0.1 \end{bmatrix}, \quad \mathcal{W}(A) = \begin{array}{|c|c|c|}
\hline
\text{level} & -4 & \text{level} \\
\hline
-4 & 0 & 4 \\
\hline
-2 & 2 & 4 \cdot 10^5 \\
\hline
\end{array}$$

(19)

An alternative in this case is represented by the usage of the $\epsilon$-pseudospectrum of the matrix $A$. 
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Figure 3. Example 4.4. In panel 3a we report the spectral information obtained through the generating function $a(\theta)$, in panel 3b we report instead the absolute error evaluated with respect to MATLAB’s $\logm$ function against the error bound. Finally, panel 3c gives a comparison of the bound for the rational Krylov method with poles given by (7).
Definition 4.5. We define the $\epsilon$-pseudospectra as

$$\Lambda_\epsilon(A) = \{ z \in \mathbb{C} : \| (zI - A)^{-1} \| \geq \epsilon^{-1} \}.$$ 

For which one can prove a result analogous to Proposition 4.3.

Proposition 4.6. Let $f$ be a function that is analytic on $\Lambda_\epsilon(A)$ for a fixed $\epsilon > 0$. Then, provided that the boundary $\partial \Lambda_\epsilon(A)$ of $\Lambda_\epsilon(A)$ consists of a finite union of Jordan curves,

$$\| f(A) \| \leq \frac{\mathcal{L}(\partial \Lambda_\epsilon(A))}{2\pi \epsilon} \max_{z \in \Lambda_\epsilon(A)} |f(z)|,$$

for $\mathcal{L}(\partial \Lambda_\epsilon(A))$ the arc-length of the boundary.

For the example given in (19), we find that the $\epsilon$-pseudospectra for $\epsilon = 10^{-8.5}$ and below are contained in the positive semi-plane, see Figure 4.

![Figure 4. $\epsilon$-pseudospectra of the matrix $A$ from (19) computed with EigTool (github.com/eigtool/eigtool).](image)

An algorithm for obtaining a numerical evaluation of the field of values is available in [26] and implemented in Chebfun’s `fov` command. Furthermore, the possibility and manner of constructing other spectral sets that can be used to obtain inequalities such as the one in Proposition 4.3 has recently been investigated, see, e.g., [27]. This could be of use to obtain spectral sets smaller than the field of values and which, above all, exclude the branch cut of the logarithm. On the other hand, the computation, i.e. the approximation, of the $\epsilon$-pseudospectra can be significantly more difficult than the computation of the field of value [28]. Typically there are two approaches, that of evaluating the resolving function on a grid of points and then considering the level sets as the edges of the regions of interest [29,30]–albeit with some tricks to reduce the computational intensity of the task–and that of using algorithms based on curve tracing [31]. Some algorithms have also been devised for the large-scale case [32,33].

Each of these bounds should be accompanied by an analysis of the accuracy that is actually achievable, for the implementation of the formula (7). This is expected to be
limited in norm by the product of the conditioning of the linear systems to be solved

\[ \kappa = \max_{i=1,\ldots,k} \kappa_2((2I + (1 + x_i)B)/\omega_i) \]

\[ = \max_{i=1,\ldots,k} \| (2I + (1 + x_i)B)/\omega_i \| \| \omega_i (2I + (1 + x_i)B)^{-1} \|, \]

and the unit round-off in the given precision\(^1\) times a constant depending only on the order of the rational approximation \(k\); see [7, Section 3].

4.1. Inverse scaling and squaring

In general, the spectrum and the field of values of a matrix for which we want to compute the logarithm will not be in the region of rapid convergence described by the bound. The procedure in these cases is to transport the spectrum to a region where the Padé expansion is a better approximation using an inverse scaling and squaring algorithm, i.e., exploit the property of the logarithm for which

\[ \log(A) = 2^s \log(A^{1/2^s}), \quad s \in \mathbb{N}, \]

and observing that under the same assumptions on \(A\) for which a principal logarithm exists, there is a unique matrix \(X\) satisfying \(X^2 = A\), i.e., the principal square root of \(A\). The key point of this procedure is clearly the identification of the appropriate value of \(s\) to reach an approximation of the logarithm within a predetermined tolerance.

Since we compute

\[ \log(A) = 2^s \log(A^{1/2^s}) = 2^s \log(I + (A^{1/2^s} - I)) \]

\[ = 2^s (A^{1/2^s} - I) \sum_{i=1}^k \omega_i \left(2I + (1 + x_i)(A^{1/2^s} - I)\right)^{-1} \]

\[ = 2^s (A^{1/2^s} - I) \sum_{i=1}^k \omega_i \left(1 - x_i I + (1 + x_i)A^{1/2^s}\right)^{-1}, \]

we need to work with the bounds given by

\[ \| E(A, s, k) \| = \| E_k(A^{1/2^s} - I) \| \sim 2(1 + \sqrt{2})\pi \max_{x \in \mathcal{W}(A)} \left( \frac{1 - x^{1/2^{s+1}}}{1 + x^{1/2^{s+1}}} \right)^{2^{k+1}}, \]

for which we want to solve the problem of finding

\[ s, k \in \mathbb{N} : \| E(A, s, k) \| \sim 2(1 + \sqrt{2})\pi \max_{x \in \mathcal{W}(A)} \left( \frac{1 - x^{1/2^{s+1}}}{1 + x^{1/2^{s+1}}} \right)^{2^{k+1}} = \mathcal{E}(s, k) \leq \varepsilon, \quad (20) \]

for a given tolerance \(\varepsilon\) on the final error; consider, e.g., the case depicted in Figure 5.

Since \(s\) and \(k\) are both integers, we can simply look at the different values of \(\mathcal{E}(s, k)\). We also want to minimize the cost due to the computation of the square roots \((s \times 2^s/3n^3)\)

\(^1\)E.g., for MATLAB in double precision this is \(u = 2^{-53} \approx 10^{-16}\).
using \([1, \text{Algorithm 6.7}]\), and the evaluation of the Padé approximant \((k \times 2/3n^3\) using
the LU factorization), therefore we can select

\[
(s, k) = \arg \min_{(s,k): \mathcal{E}(s,k) < \epsilon} \left\{ \frac{28s}{3} + \frac{2k}{3} \right\} = \arg \min_{(s,k): \mathcal{E}(s,k) < \epsilon} c(s,k).
\]

\[
\begin{align*}
\text{s = 0, k = 6} & & \text{s = 1, k = 6} & & \text{s = 2, k = 6} \\
0 \quad 0 \quad 0 \quad 0 & & 2 \quad 2 \quad 2 \quad 2 & & 2 \quad 2 \quad 2 \quad 2
\end{align*}
\]

Figure 5. Depiction of the bound (20) for the 10 \( \times \) 10 matrix \( A = \text{gallery}(\text{forsythe'},10,1e-10,0); \). The thick black line on the \( x - y \) plane is the field of value of \( A \), while the red line is the bound (20) for different values of \( s \) and \( k \).

A similar bound can be obtained also using the \( \epsilon \)-pseudospectra from Proposition 4.6 by substituting on the right hand-side the bound from Corollary 4.1. Succinctly, this allows us to choose \( s \) and \( k \) as

\[
(s, k) = \arg \min_{(s,k): \mathcal{E}(s,k; \epsilon) < \epsilon} \left\{ \frac{28s}{3} + \frac{2k}{3} \right\} = \arg \min_{(s,k): \mathcal{E}(s,k; \epsilon) < \epsilon} c(s,k),
\]

for

\[
\mathcal{E}(s,k; \epsilon) = \frac{\mathcal{L}(\partial \Lambda_s(A))}{\epsilon} \max_{x \in \Lambda_s(A)} \left| \frac{1 - x^{1/2^{2^k+1}}}{1 + x^{1/2^{2^k+1}}} \right|^{2^{k+1}}.
\]

5. Numerical experiments

The numerical examples are run with MATLAB version 9.12.0.1975300 (R2022a) on a Ubuntu 22.04.1 LTS (Jammy Jellyfish) notebook with 16 Gb of RAM and an Intel(r) Core(TM) i7-8750H CPU at 2.20 GHz. The codes to run the examples are available on the GitHub repository Cirdans-Home/padelogarithm.

5.1. Values of \( s \) and \( k \)

Here we consider some example matrices and report the values of \( s \) and \( k \) chosen by the MATLAB logm routine [5,8] and through the bound (20) together with the error of the approximation computed with respect to that of \( \text{logm} \); see Table 1.
Table 1. Number of inverse scaling and squaring steps \( s \) made for different test matrices selected by the \texttt{logm} routine, and by using the bound (20). The first column reports the code needed to generate the test matrix. The last two columns report the absolute and relative errors computed with respect to the \texttt{logm} routine.

| Matrix | \texttt{logm} | Bound (20) | \texttt{logm} | Bound (20) |
|--------|--------------|------------|--------------|------------|
| \( A = \text{gallery('forsythe',10,}\ldots \); \( k = 1e-10,0) \); \( A = \exp(A) \); | 3 | 6 | 32 | 0 | 13 | 8 | 4.73e-16 | 4.73e-16 |
| \( A = [\cos(100) \sin(100); \ -\sin(100) \cos(100)] \); | 4 | 6 | 41 | 2 | 12 | 26 | 9.17e-16 | 3.24e-16 |

5.2. Double exponential form

We consider here a comparison with the adaptive double exponential (ADE) formula from [11, Algorithm 2]. We used always \( k = 10 \) node to start the adaptive step. The tolerances to be reached and the truncation has been set to achieve comparable absolute and relative errors with our approach. An estimate of the cost of the algorithm is given by the number of steps \( k \times n^3 \) for the ADE formula, and \( (2s^6 + 2k) \times n^3 \) for the Gauss–Legendre with \( s \) inverse scaling and squaring steps, and \( k \) quadrature nodes.

Table 2. Comparisons between the adaptive double exponential formula from [11, Algorithm 2] and the Gauss–Legendre rule with inverse scaling and squaring, and values of \( s \) and \( k \) fixed as in (20).

| Matrix | ADE | \texttt{logm} | Bound (20) |
|--------|-----|--------------|------------|
| \( \text{gallery('parter',10);} \); \( k = 10 \); \( \text{log } (T_{a,b,c}) = \exp(a) \begin{bmatrix} 1 & b & b^2/2 + c \\ 1 & 1 & b \\ 0 & 0 & 1 \end{bmatrix} \); \( a \leq 0.05 \), \( b = 10^3 \), and \( c = 10^{-3} \), then the resulting matrices have a field of values that exceeds the analyticity region of the function in the bound (18). As we | 73 | 5.39e-15 | 3.07e-15 | 1 | 12 | 17 | 8.06e-16 | 4.58e-16 |
| \( \text{gallery('hanowa',10);} \); \( k = 10 \); \( \text{log } (T_{a,b,c}) = \exp(a) \begin{bmatrix} 1 & b & b^2/2 + c \\ 1 & 1 & b \\ 0 & 0 & 1 \end{bmatrix} \); \( a \leq 0.05 \), \( b = 10^3 \), and \( c = 10^{-3} \), then the resulting matrices have a field of values that exceeds the analyticity region of the function in the bound (18). As we | 145 | 1.49e-15 | 6.99e-16 | 1 | 15 | 19 | 4.97e-16 | 2.33e-16 |
| \( \text{gallery('dorr',10,0.05);} \); \( k = 10 \); \( \text{log } (T_{a,b,c}) = \exp(a) \begin{bmatrix} 1 & b & b^2/2 + c \\ 1 & 1 & b \\ 0 & 0 & 1 \end{bmatrix} \); \( a \leq 0.05 \), \( b = 10^3 \), and \( c = 10^{-3} \), then the resulting matrices have a field of values that exceeds the analyticity region of the function in the bound (18). As we | 145 | 1.74e-14 | 5.20e-15 | 2 | 12 | 26 | 1.58e-15 | 4.71e-16 |

The error is computed again against the reference solution given by \texttt{logm}. The results in Table 2 show that knowing \textit{a priori} the bound on the error permits to reduce of the computational cost.

5.3. \( \epsilon \)-pseudospectrum bound

Let us consider here an example from [6, Section 3], for \( a, b, c \in \mathbb{R} \) we consider the following parameterized family of matrices with known logarithm

\[
T_{a,b,c} = \exp(a) \begin{bmatrix} 1 & b & b^2/2 + c \\ 0 & 1 & b \\ 0 & 0 & 1 \end{bmatrix}, \quad \log (T_{a,b,c}) = \begin{bmatrix} a & b & c \\ 0 & a & b \\ 0 & 0 & a \end{bmatrix}.
\]
have discussed at the bottom of Section 4, we can use in that case an \( \epsilon \)-pseudospectrum, and thus Proposition 4.6 in conjunction with (18) to determine the parameters. In

![Figure 6](image)

**Figure 6.** \( \epsilon \)-pseudospectra for the matrices \( T_{a,b,c} \) for different values of \( a \). The thick black line (\( \epsilon = 10^{-6} \)) represents the level-set used for the evaluation of the bound with the red circles used as evaluation points. Since we only need it for the bound, the pseudospectrum is calculated with a grid of only twenty points.

Figure 6 we report the contour curves of the \( \epsilon \)-pseudospectra for different values of the parameter \( a \) and \( \epsilon = 10^{-6} \) which guarantee that the region in which we apply Proposition 4.6 is in the domain of analyticity of the error expression. To obtain such curves we used a combination of EigTool\(^2\), for obtaining a grid sampling of the resolvent function, and Chebfun to interpolate the level-set of interest and compute its arc-length. Indeed, we are using generic routines and better performance could be

![Table 3](image)

**Table 3.** Bound and results obtained for the \( \epsilon \)-pseudospectra depicted in Figure 6. We employ different values of \( a \) and compare the absolute error in \( \| \cdot \|_2 \) between the exact logarithm \( \log(T_{a,b,c}) \) and the approximated one obtained with the values of \( s \) and \( k \) from Proposition 4.6. To compute the matrix logarithm the routines from the advanpix (https://www.advanpix.com/) library to work in quadruple precision have been used.

| \( a \) | \( s \) | \( k \) | Abs. Err. | Bound    |
|-------|-------|-------|----------|----------|
| 0.05  | 2     | 11    | 1.03e-28 | 7.73e-17 |
| 0.1   | 2     | 11    | 1.59e-28 | 2.11e-17 |
| 0.3   | 2     | 10    | 3.07e-26 | 7.92e-18 |
| 0.5   | 2     | 10    | 5.04e-22 | 8.72e-18 |

attained by using instead of a grid sampling algorithm a curve tracing one. In Table 3 we therefore report the different results in terms of error and the corresponding value of the bound. Observe that these test matrices are quite ill-conditioned, thus there is a limitation to the precision to which we can actually compute any matrix function on it. To show the properties of the bound, we therefore employ the advanpix library to perform the computation in augmented (quadruple) precision. The determination of the values of the pseudospectra, \( s \) and \( k \) was carried out with double precision as in all other cases. We observe that the bound is still predictive, but it is less accurate than in cases where we could use the field of value directly.

\(^2\)See github.com/eigtool/eigtool.
6. Conclusions

We have derived an accurate error analysis for a family of Padé approximations used for computing the logarithm of a matrix. This allows quantifying in a precise way the error committed with respect to the location of the spectrum of the matrices in question. The bound obtained can also be useful in describing the convergence of a rational Krylov method that uses as poles those of the rational approximation obtained through the Gauss–Legendre formulas. When information is available on the field of values of the matrix whose logarithm is to be evaluated, the new convergence analysis allows estimating a priori the number of poles and inverse scaling and squaring steps necessary to achieve a certain accuracy.
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