Abstract—With urgent requirements on the transient pressure test in the explosion field, the number of test nodes is increasing, which puts higher requirements on centralized management and control as well as process monitoring. A distributed measuring system, based on wireless communication technology, can manage and control all test nodes scattered in the testing area through a wireless network, realizing scatter operation, collaboration and centralized control, and thus is a key research point in today’s distributed measuring field. Based on the basic principles of the distributed testing, this paper designs a wireless distributed measuring system used for pressure measurement of explosion fields. The central control can realize long-distance management, controlling and monitoring of many test nodes through a wireless local network, including the working parameter configuration of the each node in the testing preparation stage; the working state monitoring reset of each node in the waiting for explosion stage and so on; and the real-time transmission of the testing data.
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I. INTRODUCTION

In the damage effectiveness evaluation of a weapon system, the transient pressure of the shock wave is an important method to directly test the blast effect, which is of great importance to the study of damage effect and personal protection [1]. Traditionally, people use storage testing technology to test shock waves, but with the urgent requirements of transient pressure in the explosion field and the updating explosion equivalent, the testing environment is becoming more complicated and is in demand of several testing equipment layouts in the explosion field. In this testing, the reading of the data after the explosion, the state monitoring the test equipment before the explosion, and the management of the system require the testing staff’s cooperation, which can lower the efficiency of the testing. Recently, because of the need for distributed testing of explosion fields and the wide application and continual development of the distributed testing system, the researchers are combining a distributed testing system with a design transient pressure testing system in the explosion field.

Distributed testing has a long history. At its early stage in the 1970s, researchers began to research relevant distributed testing theories and successfully applied it to industrial automation test and control. In the 1980s, with the development of data communication technology and automatic test technology, the distributed testing system based on a bus structure was born [2] in which different instruments and testing modules could transmit information through the bus and be centrally controlled by the computer. Remote sensing technology can obtain surface information quickly and efficiently, so it plays an important part in the investigation of geological disasters [3]. Testing technology based on storage technology cannot meet the new requirements of distributed testing of a recent explosion area. To better complete the data transmission and node control of the distributed testing of a recent explosion area, the researchers at home started to integrate wireless communication technology into the distributed testing design [4].

Wireless LAN technology, as the product of a combination of a computer network and wireless communication, has the characteristics of easy installation, high-speed transmission, and scalability. The distributed testing system based on Wireless LAN technology became the focus of the recent study. The research, which relates to the distributed testing system, was conducted both in China and overseas. Literature [6] is a real-time study on the distributed system, which is based on a wireless local area network that provides the theoretical bases of the recently distributed system design of the wireless LAN.

Recently, the system, which is based on wireless distributed testing, has been widely studied overseas and has been applied to the testing of field signals, environmental monitoring, and other circumstances. There are two kinds of communication technology most widely used: one is wireless technology using the existing matured protocols, such as the technology of the Zigbee [5]; the other uses custom wireless protocols to transmit data. The technology of the Zigbee is hop internet technology, which is based on the wireless domain internet protocol and recently has been applied to the testing equipment mainly used for wireless trigger control rather than data transmission. Hop internet technology needs multiple nodes to transmit data indirectly; its slow transmission rate and the limited bandwidth are not fit for burst mode data transmission after an explosion. Relatively speaking, the custom wireless protocol cannot do the network architecture. It always uses signal point transmission rather than multi-point transmission, aiming at the distributed testing of the many testing nodes.
large number of testing nodes require data transmission, and this kind of the wireless transmission is not fit for distributed testing.

This paper presents a wireless distributed testing system based on WLAN. The system combined wireless communication technology with a distributed test system, making full use of the centralized management of the distributed test system and integrating the flexible character of being wireless. The system adopts Wireless LAN technology to connect all the testing nodes to the wireless local area network and realizes the monitoring, control and management in real-time, which makes it suitable for testing the complex field signal and competent for complex signal tests.

Because of the large loss of wireless nodes on testing nodes when near the ground, a general standard antenna, which is 2.4G, will wear out when near the ground; therefore, this project designed a kind of high-gain antenna that will reduce the influence the ground has on it.

There is large amount of test data to gather in an explosion, so to improve transmission efficiency, a WLAN-based distributed measurement system using a star network topologic structure that consists of a data management center, field test nodes, and communication network was established.

II. THE BASIC PRINCIPLES AND THE DESIGN OF THE DISTRIBUTED TESTING SYSTEM

The distributed testing system is produced by the integration of the testing technology, communication technology and computer network technology, which uses the network as the communication means to test, measure and control the whole process and to apply to the testing technology of the area scattering. The distributed testing system refers to the computer measuring network system in which all the testing dots scatter in certain areas to connect the measuring equipment of a certain function, measuring the computer and controller through a LAN (Local Area Network, LAN) or the internet to realize the scatter operation, centralized management, collaborative work, information sharing and measuring process monitoring [7].

A. The forming and the working principles of the testing node

The testing node of the testing transient pressure consists of the sensor, signal conditioning circuit, AD converter, FPGA, NAND flash, Wi-Fi wireless module and USB. The photo of the testing system is shown as the Figure 2.

The whole part selects the FPGA as the main control chip to control the logical timing. The NAND flash is suitable for storage of a large quantity data. The USB is used as a spare for data transmission to improve the reliability when the wireless communication breaks down or the wireless transmission is not needed. The flow chart of the testing nodes is shown in Figure 3. Its working process is that after the testing nodes power on, they enter the selecting state using a physical switch or the wireless control; otherwise they will be in a state of data waiting. After entering the signal selecting state, the system will continually store the data selected by the AD into the FIFO, and when the FIFO’s one page is full, it will be stored into the NAND flash. When selecting the system signals, the FPGA monitors the data selected by the AD all the time, and once there is a meeting of the judging standard, it records the address of the NAND flash page. The judging standard mainly consists of two parts. The first one is the testing nodes set the threshold according to the explosive power and the signals greater than the set threshold in the monitoring; the second one is if the data of the AD, which is monitored, expand rapidly.
Figure 3. the flow chart of the testing system

The hardware structure is shown as Figure 4. The main control chip of the testing node selects the FPGA device of the Spartan6 series, which is low power consumption and low cost from the XILINX Company. It has the advantages of low power consumption, high performance, high speed, and a more comprehensive and rich interface, which meets the requirements of the application. The FPGA is used as the main control chip to select the storage signals and communicate with the remote control center at the same time meets the design requirements of the intelligent testing nodes.

IV. THE DESIGN OF WLAN

The WLAN wireless module is the part by which the testing nodes access the wireless local area network, and its work is to communicate wirelessly according to the user’s configuration parameters. Different wireless local area networks have different requirements. The configuration is also different. The configuration parameters of this design after overall consideration are as follows.

(1) TCP setting.

The TCP agreement is for the transport layer agreement of the connection, and in order to transmit the data reliably, it provides a series of data checks and retransmission mechanisms, it can realize effective control and multiplexing, and it can be used for data transmission, which requires high reliability.

(2) The server and client setting.

The testing nodes are set as the server, and the remote control center as the client. In this way, the client can effectively control the testing nodes and the amount of the data set, avoiding any jam caused by the network. Meanwhile, the testing nodes are used as the server, monitoring the requests of the client, responding to the connection requests of the client, and establishing connections.

(3) IP address and the port number.

This project selected a static IP setting in that every testing node only has one IP address and port number. When the remote control center communicates with the testing nodes, the client software can communicate through socket technology by the IP address and the port number [10].
V. THE DESIGN OF THE WIRELESS LOCAL AREA NETWORK

According to the design process of the wireless local area network, it finally forms the wireless local area network design scheme of the explosion area distributed testing. Its make-up is shown as Figure 6. The front AP completes the cover of the wireless local area network in which all the testing nodes are linked to the front AP to connect the wireless local area network. The front AP connects the repeater bridge through the cable to realize long distance transmission. The bridge selects the point to point transmission mode, and when using the antenna, the repeater bridge should make sure of the direction of the antenna alignment, otherwise it will affect the distance of the transmission. The transmission distance is set at 2km in this system. The remote bridge selects the method of using the cable to connect the client and the network interface of the client’s PC. In the whole system, the AP and bridge all select the power supply mode of the POE and the lithium battery as the power supply. The front AP selects the high power RocketM2 and the AM-2G15-120 of the high-gain antenna and selects the fixed channel set, avoiding the same frequency interface as the wireless bridge. The wireless bridge selects NSM2 with a small size integrated antenna, and the longest distance of the transmission is 15km. It is suitable for wireless data transmission of a long distance. All of the IP addresses of the wireless local area network select a static setting. Its IP address is in the same segment with the testing nodes, and in this way, the remote control center can manage all the testing nodes through the client. Every testing node has only one IP address to manage and control it conveniently [11].

VI. THE REMOTE CONTROL CENTER

The remote control center mainly consists of the PC machine and the client software. The PC machine is the hardware platform of the client software, and in using its powerful hardware resource, it has better processing ability and its operation system is an integrated network protocol, which can has easy access to the internet and local area network through the network interface or a wireless network card [12, 13]. The design of the client software selects the LabVIEW platform to develop, mainly aiming at the centralized control and management of each testing node, collecting the data of the testing node, invoking the relevant program to process the testing data and so on. The remote control center connects with the AP through the network interface, inserts into the whole wireless local area network of the distributed testing system, and then controls the whole distributed testing system. The client selects the TCP/IP agreement, and the technology development in the LabVIEW platform. In the distributed testing system based on the C/S framework, the remote control center is the client. The client software integrates all the controlling orders; the AP transmits the order to control the testing nodes. All of the functions of the client software are shown in Figure 7: (1) the monitoring state of all the testing nodes, (2) the setting of the parameters of the testing nodes, (3) the wireless control, and (4) the recycle and processing of the data.
VII. THE PERFORMANCE TESTING

In order to test the performance of the testing system, 16 sets of the equipment were networked; all the testing nodes were laid out in a radius of 10m, 20m and 30m and buried deep with the antenna and surface at the same level, the covering AP connects the bridge by the cable, and it stands 6 meters high. Its fan antenna leaned at an angle of about $2\,\text{C} \sim 3\,\text{C}$; the remote client PC connected the bridge; the bridge was 6meters high, which is about 2km away from the AP, as shown in Figure 8. The distance of the AP and the testing nodes determined the cover area and location of the AP, and this experiment mainly verified the limits of the communication distance of the testing nodes and the AP.

After the testing nodes were linked to the covering AP and the wireless bridge was networked successfully, the remote client PC then set the parameters, back read the parameters, selected synchronous and stop selecting at the same time, and after that, made a burst-mode data transmission of 1MB. The transmission performance of the wireless bridge was verified by all the testing nodes’ real-time communication. Diagram 1 shows the results after several times of testing.

Table 1 shows the testing results of the covered distance.

| Linear distance (m) | The range of the signal strength (dBm) | Transmission time (s) | Transmission rate (kbps) |
|---------------------|----------------------------------------|-----------------------|--------------------------|
| 100m                | -54 to -58                             | 48                    | 165                      |
| 150m                | -59 to -64                             | 48                    | 165                      |
| 200m                | -72 to -76                             | 50                    | 168                      |
| 250m                | -84 to -87                             | 54                    | 150                      |

(1)When the AP is 150m away from the testing center, $d = 150m$, $d_{\text{max}} = 180m$, $d_{\text{min}} = 160m$ at present $\beta = 7.6$. All of the testing nodes in the test could establish wireless access with the AP, which could also be realized under the wireless control order. In the burst-mode transmission of the data, all of the data of the testing nodes could be back read at full speed.

(2)When the AP is 200m away from the testing center, $d = 200m$, $d_{\text{max}} = 230m$, $d_{\text{min}} = 180m$, $\beta = 6.8$. The testing nodes in the test could establish wireless connection with the AP, which could also be realized under the wireless order. But in the burst-mode transmission of the data, the testing nodes could not be back read at the same time and the reading process caused obvious data loss. When decreased to 5-7, it could better complete the data transmission.

VIII. CONCLUSIONS

The wireless distributed testing system is the combination of the storage testing technology and the wireless transmission technology and centrally controls, manages and monitors all the testing nodes with independent function, completely solving the problem of complicated operations caused by highly scattered testing nodes and a large amount of information. And it has already been the main technical scheme of data transmission and control. The technical scheme has remarkable superiority for completing complicated and remote tasks, it makes high-speed transmission and handle data efficiently possible. The wireless distributed testing system is advantageous, especially in the high temperature,
high pressure, harsh electromagnetic, and other complicated environments, and has broad prospects for application.
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