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Abstract

Super-resolution can improve the clarity of low-resolution (LR) images, which can increase the accuracy of high-level computer vision tasks. Portable devices have low computing power and storage performance. Large-scale neural network super-resolution methods are not suitable for portable devices. In order to save the computational cost and the number of parameters, Lightweight image processing method can improve the processing speed of portable devices. Therefore, we propose the Enhanced Information Multiple Distillation Network (EIMDN) to adapt lower delay and cost. The EIMDN takes feedback mechanism as the framework and obtains low level features through high level features. Further, we replace the feature extraction convolution operation in Information Multiple Distillation Block (IMDB), with Ghost module, and propose the Enhanced Information Multiple Distillation Block (EIMDB) to reduce the amount of calculation and the number of parameters. Finally, coordinate attention (CA) is used at the end of IMDB and EIMDB to enhance the important

This work was funded by the Researchers Supporting Project No. (RSP-2021/102) King Saud University, Riyadh, Saudi Arabia. This research was supported by the National Natural Science Foundation of China, grant number [61772454, 62072056]. This research was supported by the Programs of Transformation and Upgrading of Industries and Information Technologies of Jiangsu Province, grant number [JITC-1900AX2038/01] We express our thanks to Dr. Shiming He who checked our manuscript.

http://doi.org/10.3837/tiis.2021.11.011
ISSN : 1976-7277
information extraction from Spaces and channels. Experimental results show that our proposed method can achieve convergence faster with fewer parameters and computation, compared with other lightweight super-resolution methods. Under the condition of higher peak signal-to-noise ratio (PSNR) and higher structural similarity (SSIM), the performance of network reconstruction image texture and target contour is significantly improved.
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1. Introduction

Image is an important carrier to record people's lives and historical scenes. There are a lot of image data in urban governance, such as traffic flow prediction, remote sensing, and evidence collection. With the proliferation of high-resolution display devices, low-resolution images can't get good visual effect on high-resolution devices. Single image super-resolution can save the cost of upgrading imaging equipment to achieve high resolution image reconstruction performance. Therefore, single image super-resolution has high research value.

Single image super-resolution (SISR) is a kind of low-level and ill-posed image processing problem [1-5]. Since real low-resolution (LR) images have innumerable high-resolution (HR) images corresponding to them, traditional interpolation methods cannot extract high-frequency information from low-resolution images, resulting in the failure to obtain pleasant visual effect. The Super-Resolution Convolution Neural Network (SRCNN) proposed by Dong et al. [6] was the first method to apply three-layer convolutional neural network, and achieved better performance than the traditional super-resolution method.

However, the network structure is usually deepened because of the better super-resolution performance pursuing. Even if the reconstruction block use the deconvolution and the sub-pixel convolution in the end of network, the computational cost and the number of parameters will inevitably increase. For example, the convolution depth of the Residual Super-resolution Network (EDSR) proposed by Kim et al. [7] reaches 150 layers, and the Residuals Attention Mechanism Network (RCAN) proposed by Zhang et al. [8] reaches 415 layers. However, the convolution depth of the lightweight cascading residuals super-resolution network (CARN) [9], is only 34 layers. The lightweight super-resolution algorithm greatly reduces the computational cost and the number of parameters on the premise of maintaining a reasonable reconstruction performance. Therefore, it has a high availability in real-time super resolution equipment and terminal equipment with poor computing power.

Hui et al. [10] proposed lightweight image SR and information multiple distillation network (IMDN). In the IMDB, channel split operation is carried out for the feature extraction convolution, and the input feature channels are divided into feature channels with a fixed number of smaller channels. It not only ensures a good reconstruction performance but also
reduces the amount of calculation and the number of parameters.

To further improve IMDN, we consider the three ways: Ghost module [11], Feedback mechanism [12], and Coordinate attention (CA) mechanism [13]. We propose the Enhanced Information Multiple Distillation Network (EIMDN) based on the IMDN with the three methods. First, we propose the Enhanced Information Multiple Distillation Block (EIMDB) which use the Ghost module to replace the 3×3 convolution from IMDB feature extraction. And we propose the middle feature extraction and a deep feature extraction module, which consists of EIMDB and IMDB, respectively. Then, we replace the contrast aware channel attention (CCA) mechanism in IMDB with CA mechanism, which can achieve the performance of channel attention and retain the long-term spatial dependence. Finally, we use the feedback mechanism to combine the deep feature extraction with the shallow feature extraction and fed into the middle feature extraction module to improve the context connection between features. Compared with the existing lightweight super-resolution methods, our method achieves a better super-resolution reconstruction performance while maintaining a low number of parameters and computation. The main contributions in this paper can be summarized as follows:

- We propose EIMDB and use Ghost module to replace the convolution operation of the feature extraction part in IMDB, which further reduces the number of parameters and the amount of calculation.
- We propose middle feature extraction and high feature extraction, respectively using EIMDB and IMDB, and using feedback mechanism to improve the context connection between features. And we introduced the CA mechanism to replace the CCA mechanism in IMDB, which improved the reconstruction performance.
- We propose the EIMDN. Compared with the existing lightweight super-resolution methods, we reduce the number of parameters and the computational cost while ensuring the reconstruction performance of the network.

The rest of this paper is organized as follows. The related work is present in Section 2. The Section 3 is explained the architecture of our network and submodule composition. The Section 4 present the design of experiments, along with a comparison with existing lightweight methods. The final Section summarizes our network and further work.

2. Related Work

2.1 Single Image Super-Resolution Based on Deep Learning

The (SRCNN) was proposed by Dong et al. [6] for the first time, introduced three-layer convolutional neural network into the field of image super-resolution, and achieved better results than traditional methods. The Deep Recursive Convolution Network (DRCN) proposed by Kim et al. [14] introduced the recursive neural network to super-resolution and made the feature extraction part repeat learning through recursive structure without in-creasing the number of network parameters. However, early deep learning super-resolution network use the up-scaling image as the network input, which leads to large feature map scale and increases the number of parameters and computation of the network. Then, the Faster Super-resolution Convolutional Neural Network (FSRCNN) proposed by Dong et al. [15] and the Sub-pixel Convolutional Network (ESPCN) proposed by Shi et al. [16] introduced the methods of deconvolution and sub-pixel convolution, respectively to extract the features of low-resolution images directly through the network. The two methods reduce the computational cost due to the large feature map.
With the deepening of the network, the overfitting of convolutional neural network limited the training of image reconstruction. The EDSR proposed by Lim et al. [7] used global residual connection and local residual connection, which further deepens the network and achieved a better reconstruction performance while reducing the training overfitting. The RCAN model proposed by Zhang et al. [8] added the Squeeze-Excitation channel attention mechanism to the residual blocks, which improved the image reconstruction performance further. Recently, Image Processing Transformer (IPT) proposed by Chen et al. [17] used Transformer [34] to extract deep features and achieve multiple low-level computer vision tasks such as super-resolution image rain-removal, defogging and denoising. The IPT used ImageNet [35] dataset and 32 V100 GPUs for training, which made the image reconstruction reaching one of the best performances.

Although the large-scale SISR network can achieve great image reconstruction performance, the large-scale network not only need a long time of training and a huge amount of computing resources, but also cannot be applied to portable terminal devices and low computing power of the Internet of Things devices.

2.2 Lightweight Single Image Super-Resolution

The lightweight super-resolution method was proposed to apply to portable terminal devices. The CARN proposed by Ahn et al. [12] used global and local cascade connection to improve the contextual learning between features under the same network depth structure, and proposed a CARN-M network with about 60% fewer parameters than CARN. The Information distillation network (IDN) proposed by Hui et al. [18] introduces the concept of information distillation, dividing the functional extraction module into information enhancement unit and compression unit, extracting important information and deleting redundant information, respectively. The IMDB also proposed by Hui et al. [13] splits the feature channels successively, and uses information distillation on the different feature channels, respectively. The CCA mechanism is added at the end of the module, which plays the role of extracting important channel information. Therefore, we use feedback mechanism, Ghost module, and CA attention mechanism to improve the IMDN.

3. Our Proposed Method -- EIMDN

3.1 Network Architecture

As shown in Fig. 1, the network architecture is divided into five parts: shallow feature extraction, middle feature extraction, deep feature extraction, image reconstruction and feedback mechanism. We will introduce our network structure in the following five parts. We define $I_{LR} \in \mathbb{R}^{h \times w \times 3}$ the input low-resolution image, $I_{SR} \in \mathbb{R}^{H \times W \times 3}$ the corresponding output super-resolution image, and $I_{HR} \in \mathbb{R}^{H \times W \times 3}$ the ground truth (original high-resolution image) of the input image $I_{LR}$. The $W$ and $H$ represent the width and high of the $I_{HR}$. THE $w$ and $h$ represent the width and high of the $I_{LR}$. Our goal is to reconstruct the high-resolution image $I_{SR}$ from the input $I_{LR}$ by our proposed end to end EIMDN network.
3.1.1 Shallow feature extraction

Shallow feature extraction increases the number of channels use convolution from the red, green, and blue (RGB) channels of low-resolution images, so that more channels can be imputed in the middle and deep feature extraction. Specifically, we use a 3×3 convolution and a 1×1 convolution, and the number of output channels are 256 and 64, respectively, which can be represented as follow:

\[ F_L = conv_{1\times1}(conv_{3\times3}(I_{LR})), \]

where \( F_L \) represents the shallow feature extraction module output, \( conv_{1\times1} \) and \( conv_{3\times3} \) represent the 1×1 and 3×3 kernel size of convolution operation, respectively, and \( I_{LR} \) represents the low-resolution images of the input.

3.1.2 Middle feature extraction

We propose the concept of middle feature extraction, aiming to obtain the middle feature information in the feature map through the EIMDB module with fewer parameters and less the computational cost. We used \( N \) EIMDB modules to extract middle features. The detail of EIMDB is introduced in Section 3.2, and middle feature extraction can be represented as follow:

\[ F_M = F_{EIMDB}^N \left( \cdots F_{EIMDB}^i \left( \cdots \left( F_{EIMDB}^1(F_L) \right) \cdots \right) \right), \]

where \( F_M \) represents the middle feature extraction module output, and \( F_{EIMDB}^i \) represents the \( i_{th} \) EIMDB output in the middle feature extraction (0 < \( i \) ≤ \( N \)).

3.1.3 Deep feature extraction

Although the parameters and the calculation cost of the EIMDB are greatly reduced because the EIMDB is not good at extracting deep information. Therefore, we use the \( M \) IMDB modules as the deep feature extraction module to extract the deeper information. Combine with middle feature extraction, we not only decrease the parameters and the calculational cost, but also ensure the extraction effect of feature information. The deep feature extraction can be represented as follow:

\[ F_D = F_{IMDB}^M \left( \cdots F_{IMDB}^i \left( F_{IMDB}^1(F_M) \right) \cdots \right), \]
where $F_D$ represents the deep feature extraction module output, and $F_{IMDB}^j$ represents the $j$th IMDB in the deep feature extraction output ($0 < j \leq M$).

### 3.1.4 Image reconstruction

The deep feature extraction and middle feature extraction output feature map are firstly integrated through concatenate and 1×1 convolution, and then the pixel-add operation is carried out with the output of shallow feature extraction, followed by a 3×3 convolution and a sub-pixel convolution, with the output channels of 64 and 3, respectively. The reconstruction part can be represented as follow:

$$I_{SR} = F_R = f_{sub}(conv_{1 \times 1}(concat(F_M, F_H), I_{LR}),$$

where $I_{SR}$ represents super-resolution image output, which is image reconstruction module output $F_R$, $f_{sub}(\cdot)$ represents the subpixel convolution operation, and $concat(\cdot)$ represents the concatenate operation.

### 3.1.5 Feedback mechanism

We introduce the feedback mechanism in the Super-resolution network based on feedback mechanism (SRFBN) [19]. The feedback mechanism combines the deep feature extraction with the shallow feature extraction in order to improve the contextual relevance of the features without increasing the number of parameters. In the ablation study in 4.4, we discuss the influence of feedback mechanism on the recovery effect. The feedback mechanism can be represented as follow:

$$F_{FB} = conv_{1 \times 1} \left( concat \left( conv_{1 \times 1} \left( concat(F_M, F_H) \right), F_L \right) \right),$$

where $F_{FB}$ represents the feedback mechanism module output, and the output channels by the two 1×1 convolution operation is 64.

### 3.2 Information Multiple Distillation Block (IMDB)

As shown in Fig. 2, the IMDB splits the feature map into four 3×3 convolutions for feature extraction. After each convolution, some channels are split into inputs to the next level of convolution, while the remaining channels are retained. Specifically, the number of input channel layers of the four convolutions are 64, 48, 48, 48, and the number of output channel layers are 64, 64, 64, 16, respectively. After the first three convolution outputs, the channel layers are divided into 48 and 16 by split operation, which are respectively passed into the next convolution operation and reservation. The reservation can be regarded as the feature of refinement. Then, the 16 layers of channels retained by the four convolutions are reconstructed into 64 layers by concatenate operation. Finally, the CA mechanism is introduced to extract important features. IMDB can be shown as follows:

$$F_{refine1}^i, F_{coarse1}^i = f_{split} \left( conv_{3 \times 3} \left( F_{IMDB,in}^i \right) \right),$$

$$F_{refine2}^i, F_{coarse2}^i = f_{split} \left( conv_{3 \times 3} \left( F_{coarse1}^i \right) \right),$$

$$F_{refine3}^i, F_{coarse3}^i = f_{split} \left( conv_{3 \times 3} \left( F_{coarse2}^i \right) \right),$$

$$F_{refine4}^i = conv_{3 \times 3} \left( F_{coarse3}^i \right),$$

$$F_{IMDB}^i = conv_{1 \times 1} \left( F_{CA} \left( concat \left( F_{refine1}^i, F_{refine2}^i, F_{refine3}^i, F_{refine4}^i \right) \right) \right),$$

where $F_{IMDB,in}^i$ represents the input of the $i$th IMDB, $F_{refine}^i$ and $F_{coarse}^i$ respectively represent the feature map to be cut and feature map for further feature extraction, and $f_{split}(\cdot)$
represents the feature channel segmentation operation, $F_{CA}$ represents the CA mechanism, which is illustrated in section 3.3.2, and $F_{EIMDB}^i$ represents the output of the $i_{th}$ IMDB module.

$$F_{EIMDB}^i = \text{concat}(F_{\text{split}}(F_{GM}(F_{EIMDB, in})), F_{\text{split}}(F_{GM}(F_{\text{coarse, 1}})), F_{\text{split}}(F_{GM}(F_{\text{coarse, 2}})), F_{\text{split}}(F_{GM}(F_{\text{coarse, 3}})))$$

$$F_{\text{split}}(F_{GM}(F_{coarse, 3})) = F_{GM}(F_{coarse, 3})$$

$$F_{EIMDB}^i = \text{conv}_{1 \times 1}(F_{CA}(F_{\text{split}}(F_{GM}(F_{EIMDB, in}))))$$

where $F_{EIMDB, in}$ represents the input of the $i_{th}$ EIMDB, $F_{\text{refine}}$ and $F_{\text{coarse}}$ respectively represent the feature map to be cut and feature map for further feature extraction, and $F_{\text{split}}(\cdot)$ represents the feature channel segmentation operation. $F_{CA}$ represents the CA attention mechanism, and $F_{EIMDB}^i$ represents the output of the $i_{th}$ EIMDB module.

### 3.3 Enhanced Information Multiple Distillation Block (EIMDB)

The IMDB four convolution of feature extraction with Ghost module operation are replaced, as shown in Fig. 3, which decreased the parameters and the amount of calculation. At the same time, CA mechanism is used to replace CCA mechanism in the IMDB, which not only retains the channel attention, but also increases the spatial attention in both high and weight directions in images. The EIMDB can be shown as follows:

$$F_{\text{split}}(F_{GM}(F_{EIMDB, in})), F_{\text{split}}(F_{GM}(F_{\text{coarse, 1}})), F_{\text{split}}(F_{GM}(F_{\text{coarse, 2}})), F_{\text{split}}(F_{GM}(F_{\text{coarse, 3}}))$$

$$F_{EIMDB}^i = \text{conv}_{1 \times 1}(F_{CA}(F_{\text{split}}(F_{GM}(F_{EIMDB, in}))))$$

where $F_{EIMDB, in}$ represents the input of the $i_{th}$ EIMDB, $F_{\text{refine}}$ and $F_{\text{coarse}}$ respectively represent the feature map to be cut and feature map for further feature extraction, and $F_{\text{split}}(\cdot)$ represents the feature channel segmentation operation. $F_{CA}$ represents the CA attention mechanism, and $F_{EIMDB}^i$ represents the output of the $i_{th}$ EIMDB module.

### 3.3.1 Ghost module

Some lightweight image recognition networks (such as MoblieNet [37] and MobileNeXt [38]) usually use depth-wise convolution instead of traditional convolution because of group convolution. The group convolution reduces the computational cost and the number of parameters by reducing the correlation between feature channels. Therefore, Ghost module using group convolution aims to remove the redundancy of feature channels. We use Ghost module to replace the feature extraction convolution part in IMDB.
As shown in Fig. 4, Ghost module is composed of two parts: primary convolution and cheap operation. Assume that the number of input feature channels is \( D \) and the number of output feature channels of Ghost module is \( K \). Primary convolution removes redundant feature channels by convolution kernel size of 1×1. The number of feature channels after 1×1 convolution is \( d \) (0 < \( d \) < \( D \)). The primary convolution is shown as follow:

\[
\text{Feat}_1 = \text{conv}_{1\times1}(I_F),
\]

where \( \text{Feat}_1 \) represents the feature map after primary convolution, and \( I_F \) represents the input of Ghost module.

Cheap operation learns useful information from retained feature map by group convolution, and the number of output channels is \( K - d \). Then concatenate operation combines the feature map of the two parts as the output of Ghost module, which is shown as follows:

\[
\text{Feat}_2 = g_{\text{conv}}_{3\times3}(\text{Feat}_1),
\]

\[
F_{GM} = \text{concat}(\text{Feat}_1, \text{Feat}_2),
\]

where \( \text{Feat}_2 \) represents the feature map after cheap operation, \( g_{\text{conv}}_{3\times3} \) represents the kernel size of 3×3 group convolution, and \( F_{GM} \) represents the output of Ghost module.

![Fig. 4. The Ghost module architecture.](image)

### 3.3.2 Coordinate attention

We use the CA mechanism to replace the original CCA in IMDB. As shown in Fig. 5, the CA mechanism firstly combine the vertical and horizontal input feature channels into two-dimension aware feature map by coordinate global average pooling. Then, the aware feature map is used to extract the vertical and horizontal dependencies, respectively. By the extraction of channel attention. The aware feature maps carry the coordinate attention information in the input features by horizontal and vertical pixel-multiplication respectively.

The coordinate global average pooling of CA mechanism is represented as follow:

\[
F_{pool}^X(w) = \frac{1}{W} \sum_{0 \leq i < W} x_c(h, i),
\]

\[
F_{pool}^Y(h) = \frac{1}{H} \sum_{0 \leq i < H} x_c(j, w),
\]

where \( F_{pool}^X(w) \) and \( F_{pool}^Y(h) \) represent one-dimensional pooling with width as the direction and length as the direction respectively, \( W \) and \( H \) are the width and length of input feature mapping respectively, and \( x_c(\cdot) \) represents the value of pixel points at a fixed position.

The CA mechanism can not only extract the important channel information, but also obtain the spatial location information, with fewer increasing of the computational cost and the number of parameters. The necessity of the CA mechanism is discussed in Section 4.4.1.
Fig. 5. Architecture of CA mechanism, where $C$ is the number of channels, $W$ and $H$ are width and height respectively, and the reduction ratio $r = 8$.

3.4 Loss Function

The $L_1$ loss function is chosen to optimize the network. Using the loss function of the feedback mechanism, we calculate the $L_1$ loss function using the super-resolution image output of the two iterations $I^L_{SR}$. The $I_{HR}$ is original high-resolution image, and average it as:

$$\mathcal{L}(\Theta) = \frac{1}{T} \sum_{t=1}^{T} ||I_{HR} - I^L_{SR}||_1,$$

where the $\Theta$ is network parameter, $T = 2$ is the overall number of iterations, $t$ is the network iteration, $I^L_{SR}$ and $I_{HR}$ represent the super-resolution image and, original high-resolution image respectively.

4. Experimental Results and Analysis

4.1 Datasets

Table 1 shows the information of datasets. The training set is DIV2K [20], including 800 images with 2K resolution of people, handmade products, buildings (cities, villages), natural scenery, plants and animals. The training set is amplified in three ways: rotating the image randomly by 90°, 180° and 270°; horizontally or vertically flipping the image; or down-sampling the HR image by 0.6~0.9. Five widely used super-resolution benchmarks, Set5 [21], Set14 [22], BSD100[23], Urban100 [24], and Manga109 [25], are used to evaluate the model performance. The Urban100 contains 100 challenging images of city scenes with dense high-frequency feature details. Manga109 is 109 comic cover pictures, with high frequency and low frequency information as well as text information, to test the model's comprehensive processing ability of text and picture.
Table 1. The information of datasets

| Usage  | Datasets     | Number | Source                        |
|--------|--------------|--------|-------------------------------|
| Training | DIV2K [20]  | 800    | ETH Zurich                    |
| Test   | Set5 [21]    | 5      | INRIA                         |
| Test   | Set14 [22]   | 14     | Israel Institute of Technology|
| Test   | BSD100 [23]  | 100    | University of California, Berkeley|
| Test   | Urban100 [24]| 100    | University of Illinois        |
| Test   | Manga109 [25]| 109    | University of Tokyo           |

4.2 Implementation Details

The experiment uses the method of He et al. [36] to initialize the network parameters. The initial learning rate is $10^{-4}$, which is multiplied by 0.5 every 200 epochs, and the total iteration is 1000 times. Adam [26] algorithm ($\beta_1=0.9$, $\beta_2=0.999$) is used to optimize the network parameters. We set the image patch-size as 48×48 and the batch-size as 16. The experimental environment is Pytorch1.6.0 of GPU version, the GPU is used for training with NVIDIA RTX 2070 Super, and the operating system is Ubuntu16.08. The CPU uses Inter i5-10400F. The Memory size is 32GB.

The evaluation criteria commonly use peak signal-to-noise ratio (PSNR) and structural similarity (SSIM). We calculate the PSNR and SSIM on the luminance channel (i.e., Y channel of the YCbCr channels converted from the RGB channels):

$$PSNR = 10 \cdot \log_{10} \left( \frac{MAX_f^2}{MSE} \right),$$

$$SSIM(x, y) = \frac{(2\mu_x\mu_y+c_1)(2\sigma_{xy}+c_2)}{\mu_x^2+\mu_y^2+c_1} \frac{\sigma_{xy}+c_2}{\sigma_x^2+c_2\sigma_y^2+c_2},$$

where the $MSE$ is the mean square error, and the $MAX_f$ is the maximum value that represents the color of an image point, the $x$ and $y$ are $I_{HR}$ and $I_{SR}$, respectively, the $\mu$ and $\sigma$ are mean value and standard deviation, respectively, and the $c$ is constant term.

From the experiment, we propose two models, EIMDN-L and EIMDN-S as our network. The number of EIMDB (N) and IMDB (M) used by EIMDN-L is N=6 and M=6, respectively; the number of EIMDB and IMDB used by EIMDN-S is N=3 and M=3, respectively. The EIMDN-L+ represent the EIMDN-L used the DIV2K and Flickr2K for training set. Our EIMDN-L+ is the best model of performance evaluation.

4.3 Performance Evaluation

Table 2 shows the EIMDN-S and EIMDN-L compared with the state-of-the-art (SOTA) lightweight SR methods. It is well known that with the increase of up-scaling factors, the difficulty of image super-resolution reconstruction is increase. Therefore, a lot of lightweight SR methods cannot get better performance in height up-scaling factors. The EIMDN-L is better than most models at up-scaling factor ×3 and ×4. In the up-scaling factor ×4, the PSNR value of the EIMDN-L in the test set Manga109 is higher than the VDSR and the CARN 2.35dB and 0.11dB, respectively. The EIMDN-L can deepen the learning depth of high-frequency information by feedback mechanism, which is difficult to extract in high magnification. It can achieve good reconstruction performance in high up-scaling factors. Through CA mechanism, more high frequency information in channel and spatial can be filtered and retained. The performance of our EIMDN-L in Urban100 test set is significantly higher than other data sets, because Urban100 test set contains urban buildings with more high-frequency details, and the EIMDN-L is good at reconstruct the building details. Therefore, the Urban 100 test set have better performance by our EIMDN-L.
reduce the number of parameters and remove the redundant channels of feature, each channel with other models. This indicates that although the Ghost module adopted by our EIMDB can

| Method         | Scale | PSNR/SSIM Set5 | PSNR/SSIM Set14 | B100 | Urban100 | Manga109 |
|----------------|-------|----------------|-----------------|------|----------|----------|
| VDSR [27]      | ×2    | 37.53/0.9587   | 33.03/0.9142    | 31.90/0.8960 | 30.76/0.9140 | 37.22/0.9750 |
| DRCN [7]       | ×3    | 37.63/0.9588   | 33.04/0.9118    | 31.85/0.8942 | 30.75/0.9133 | 37.55/0.9732 |
| LapSRN [28]    | ×4    | 37.52/0.9591   | 32.99/0.9124    | 31.80/0.8952 | 30.41/0.9103 | 37.27/0.9740 |
| DRRN [29]      |       | 37.74/0.9591   | 33.23/0.9136    | 32.05/0.8973 | 31.23/0.9188 | 37.88/0.9749 |
| MemNet [30]    |       | 37.78/0.9597   | 33.28/0.9142    | 32.08/0.8978 | 31.31/0.9195 | 37.72/0.9740 |
| IDN [18]       |       | 37.83/0.9600   | 33.30/0.9148    | 32.08/0.8958 | 31.27/0.9196 | 38.01/0.9749 |
| SRMDNF [31]    |       | 37.79/0.9601   | 33.32/0.9159    | 32.05/0.8958 | 31.33/0.9204 | 38.07/0.9761 |
| CARN [12]      |       | 37.76/0.9590   | 33.52/0.9166    | 32.06/0.8979 | 31.92/0.9256 | 38.36/0.9765 |
| CARN-M [12]    |       | 37.53/0.9583   | 33.26/0.9141    | 31.92/0.8960 | 30.83/0.9233 | 36.34/0.9696 |
| SRRAM [32]     |       | 37.82/0.9592   | 33.48/0.9171    | 32.12/0.8983 | 30.25/0.9264 | -/ -      |
| ESRN-F [33]    |       | 37.95/0.9602   | 33.56/0.9171    | 32.16/0.8996 | 31.99/0.9276 | -/ -      |
| (Ours) EIMDN-S |       | 38.00/0.9605   | 33.63/0.9177    | 32.19/0.8999 | 31.78/0.9283 | 38.88/0.9774 |
| (Ours) EIMDN-L |       | 38.77/0.9600   | 33.42/0.9162    | 32.05/0.8981 | 31.72/0.9242 | 38.36/0.9763 |
| (Ours) EIMDN-L+|       | 38.79/0.9605   | 33.68/0.9191    | 32.14/0.8993 | 32.19/0.9289 | 38.56/0.9678 |
| (Ours) EIMDN-L+|       | 38.11/0.9608   | 33.76/0.9193    | 32.22/0.9002 | 32.46/0.9316 | 39.13/0.9779 |

In the up-scaling factor ×2, our method does not always achieve the best effect compared with other models. This indicates that although the Ghost module adopted by our EIMDB can reduce the number of parameters and remove the redundant channels of feature, each channel
retains more high-frequency details at a lower up-scaling factor. This cause some important feature channels to be lost in the removal of redundant steps and does not achieve the best results at up-scaling factor ×2.

The EIMDN-S achieve weaker reconstruction performance than the EIMDN-L because of lower parameters and computational cost. But compared with the SOTA, the EIMDN-S still maintains a good reconstruction performance.

4.4 Ablation Experiment

We discuss two ablation experiments: The influence of feedback mechanism and CA mechanism; The influence of different number of IMDB and EIMDB.

4.4.1 The influence of feedback mechanism and CA mechanism

We compare the performance of four network models: Baseline (IMDN-S with neither feedback nor CA mechanism as our benchmark for comparison), Without Feedback (EIMDN-S without feedback mechanism), Without CA (EIMDN-S using CCA mechanism rather than CA mechanism), EIMDN-S in the case of up-scaling factor ×3 of Set5 test set.

As shown in Table 3, compared with the Baseline network, the PSNR and SSIM of the Without CA network and the Without Feedback network increase 0.09 dB, 0.05 dB, and 0.0005, 0.0003, respectively. The proposed EIMDN-S has the best performance, which is 0.1dB and 0.0008 higher than the PSNR and SSIM of the benchmark network. The experiment proves that the feedback mechanism and CA mechanism can improve the performance of image reconstruction.

| Module          | CA | Feedback | Set5 PSNR | Set5 SSIM |
|-----------------|----|----------|-----------|-----------|
| Baseline        |    |          | 34.22     | 0.9257    |
| Without Feedback| √  |          | 34.27     | 0.9260    |
| Without CA      |    | √        | 34.31     | 0.9262    |
| EIMDN-S         | √  | √        | 34.32     | 0.9265    |

4.4.2 The influence of different number of IMDB and EIMDB

We discuss the influence of the number of EIMDB and IMDB in the network. As shown in Table 4, we set 6 network the number of EIMDB and IMDB as N=6 M=0, the N=3 M=3, the N=4 M=4, the N=5 M=5, the N=6 M=6 and the IMDN in 5 test sets and up-scaling factor ×3.

| Module | Param. (K) | Set5 PSNR | Set5 SSIM | Set14 PSNR | Set14 SSIM | Urban100 PSNR | Urban100 SSIM | Manga109 PSNR | Manga109 SSIM |
|--------|------------|-----------|-----------|------------|------------|--------------|--------------|---------------|--------------|
| N=6    | 224        | 34.03     | 0.9242    | 30.02      | 0.8353     | 27.45        | 0.8357       | 32.80         | 0.9380       |
| N=3 M=3| 502        | 34.32     | 0.9265    | 30.27      | 0.8408     | 27.94        | 0.8478       | 33.43         | 0.9430       |
| N=4 M=4| 627        | 34.39     | 0.9268    | 30.32      | 0.8413     | 28.08        | 0.8503       | 33.51         | 0.9436       |
| IMDN   | 703        | 34.36     | 0.9270    | 30.32      | 0.8417     | 28.17        | 0.8519       | 33.61         | 0.9445       |
| N=5 M=5| 753        | 34.41     | 0.9272    | 30.38      | 0.8428     | 28.16        | 0.8523       | 33.58         | 0.9442       |
| N=6 M=6| 879        | 34.47     | 0.9274    | 30.40      | 0.8434     | 28.22        | 0.8535       | 33.69         | 0.9449       |
Fig. 6. The influence of the number of EIMDB and IMDB in the network on the Set5 (scale: ×3).

Fig. 7. The EIMDN-L and EIMDN-S (red star) parameters and performance comparison with SOTA method in Urban100 dataset and up-scaling factor (a) ×3 , (b) ×4.
With the increase of the number of EIMDB and IMDB, the number of parameters will increase slightly, and the performance of image reconstruction will also be improved. In the case of $N=5$ and $M=5$, the performance surpasses that of IMDN on PSNR and SSIM.

The $N=6$ module proves the necessity of setting middle feature extraction module and deep feature extraction module. As shown in Fig. 6, although the EIMDB can the number of huge parameters is reduced, the performance of image reconstruction is significantly reduced. Therefore, we propose a middle feature extraction module and a deep feature extraction
module to extract features at different levels, which can decrease parameters and calculation amount to pursue the performance of super-resolution image reconstruction.

4.5 The Parameters and The Computational Cost Comparison

4.5.1 The parameters comparison

For lightweight SR, it is important that decrease the network parameters to guarantee the reconstruction performance. As shown in Fig. 7, compared with the SOTA method in Urban100 dataset, our EIMDN-L achieved a good PSNR effect with a slight increase in the number of parameters. EIMDN-S also achieves better results in the case of lower number of parameters, and achieves the tradeoff between image super-resolution reconstruction and model size.

4.5.2 The computational cost comparison

We use the multi-add operation proposed by CARN [12] to evaluate the computational complexity of the model. Specifically, Multi-adds is the number of composite multiply-accumulate operations for a single image. We assume the HR image size to be 720p (1280 × 720) to calculate multi-adds. As shown in Table 5, compared with the SOTA methods, our EIMDN-S maintains a lower the computational cost. However, our EIMDN-L has slightly increased the computational cost while achieving better reconstruction results.

| Scale | VDSR | DRRN | IDN | CARN | CARN-M | IMDN | EIMDN-S | EIMDN-L |
|-------|------|------|-----|------|--------|------|---------|---------|
| ×2    | 612.6| 6796.9| 124.6| 222.8| 91.2   | 158.8| 139.2   | 242.7   |
| ×3    | 612.6| 6796.9| 56.3 | 118.8| 46.1   | 71.5 | 62.9    | 108.9   |
| ×4    | 612.6| 6796.9| 32.3 | 90.9 | 32.5   | 40.9 | 36.1    | 62.0    |

4.6 Visual Effect Comparison

The IDN, CARN-M, CARN and IMDN methods are selected to compare the visual effects of reconstructed images from Set14 and Urban100 datasets under the conditions of up-scaling factor ×2, ×3 and ×4. As shown in Fig. 8, our EIMDN-L does a good job of restoring the correct texture of glass grating from the "Img_046" image in Urban100. The EIMDN-S is like other lightweight methods for reconstruction. As shown in Fig. 9 and Fig. 10, from the "Img_062" and the "Barbara", we can also observe that our reconstruction effect is more favorable and more details can be recovered. Our EIMDN-S has similar performance compared with the SOTA methods, but the EIMDN-L method is significantly superior to the contrast method.

5. Conclusion and Future Work

We propose a lightweight SISR network, EIMDN with Ghost module and CA attention mechanism based of IMDN, which reduces the number of parameters and improves the extraction of key features. We also used a feedback mechanism to enhance the fusion between low and high features and further enhance the reconstruction effect. Compared with the existing SOTA method, our method achieves good results on ×3 and ×4 up-scaling factors, which are 0.05dB and 0.09dB higher than IMDN on Urban100 dataset, respectively. Future
work will use Transformer to enhance our network performance or apply our network in different dataset (like medical or remote sensing dataset). Also, we will apply our method to IoT for edge computing or portable devices.
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