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Abstract—The objective of multimodal information fusion is to mathematically analyze information carried in different sources and create a new representation which will be more effectively utilized in pattern recognition and other multimedia information processing tasks. In this paper, we introduce a new method for multimodal information fusion and representation based on the Labeled Multiple Canonical Correlation Analysis (LMCCA). By incorporating class label information of the training samples, the proposed LMCCA ensures that the fused features carry discriminative characteristics of the multimodal information representations, and are capable of providing superior recognition performance. We implement a prototype of LMCCA to demonstrate its effectiveness on handwritten digit recognition, face recognition and object recognition utilizing multiple features, bimodal human emotion recognition involving information from both audio and visual domains. The generic nature of LMCCA allows it to take as input features extracted by any means, including those by deep learning (DL) methods. Experimental results show that the proposed method enhanced the performance of both statistical machine learning (SML) methods, and methods based on DL.

Index Terms—Labeled multiple canonical correlation analysis (LMCCA), information fusion, handwritten digit recognition, face recognition, object recognition, human emotion recognition.

I. INTRODUCTION

Since multimodal data contains rich and complimentary information about the semantics presented in the sensory and media data, effective interpretation and integration of multimodal information are quite central for the efficacious utilization of multimedia in a wide variety of applications, such as multiple cameras based event summarization [68] etc. Thus, information fusion is becoming an increasingly important topic in multimedia research communities [1]. In general, there are three categories of information fusion, applied at different levels of the information flow, i.e. feature/data level, score level and decision level [2]. Feature/data level fusion combines the original data or extracted features through certain strategies before classification [3]. Fusion at the score level combines the outputs of multiple intermediate classifiers or mid-level feature extractions, each dealing with a single modality, through a rule based scheme or by taking them as new features of a different classification algorithm [4]. The decision level fusion usually generates the final results by aggregating the outputs of the classifiers of different modalities using rule based methods [5].

Since feature level contains richer information about the raw data, it is expected to perform better in comparison with fusion at score level and decision level [6]. Therefore, feature level fusion has drawn more attention from the multimedia community recently. Although rapid and impressive progress has been made in feature level fusion, the identification of the discriminative representation among various modalities, and the design of a fusion strategy that effectively utilizes the complementary information remain a challenge. A wide variety of methods have been proposed to address this challenge [7-8]. Arguably, the first attempt is serial feature fusion [9-10] which directly groups multiple features into one union-vector. Though it is simple, it brings out very limited discriminative information embedded in the extended feature space for better recognition. Since then feature fusion has rapidly evolved into a science based on statistics, in particular the theory of correlation.

The objective of correlation analysis is to identify and measure the intrinsic association across different modalities, by which the useful information carried by all modalities pertaining to certain semantics can be determined. To this end, canonical correlation analysis (CCA) becomes a natural choice. It has been applied to direct blind channel equalization, computer vision, neural networks and speech recognition [11-13]. In [14-16], generalized canonical correlation analysis, a.k.a. GCCA is proposed to deal with information fusion analysis. Since the supervised information (intra-class information) is introduced to GCCA, it improves the final recognition performance.

However, since CCA and GCCA only deal with the mutual relationship between two random vectors, limiting the application of these techniques. Thus, as a natural extension of CCA, multiple canonical correlation analysis (MCCA) [17] was proposed to deal with the fusion of more than two modalities/features. It has been used in joint blind source separation [18-19], the study of functional magnetic resonance imaging (fMRI) datasets [20] and so forth. Nevertheless, MCCA does not explore the discriminatory representation and is not capable of providing satisfactory recognition performance. Then, a discriminative multiple canonical correlation analysis (DMCCA) method [58] was presented to extract discriminatory representations from the input data sources, providing an elegant framework for information fusion based
A. Fundamentals of CCA

The objective of CCA is to find basis vectors for two sets of variables such that the correlation between the projections of the variables onto these basis vectors are mutually maximized. Therefore, all useful information is maximally preserved through the projections.

Let $x_1 \in R^m, x_2 \in R^n$ be two sets of variables as the entries. CCA finds a pair of directions $\omega_{x_1}$ and $\omega_{x_2}$ that maximize the correlation between the projections of the two canonical vectors: $X_1 = \omega_{x_1}^T x_1$, $X_2 = \omega_{x_2}^T x_2$, which is mathematically expressed as:

$$\arg \max_{\omega_{x_1}, \omega_{x_2}} \omega_{x_1}^T R_{x_1x_2} \omega_{x_2},$$ (1)

where $R_{x_1x_2} = x_1 x_2^T$ is the cross-correlation matrix of the vectors $x_1, x_2$.

Simultaneously, $x_1$ and $x_2$ should satisfy the following constraints:

$$\omega_{x_1}^T R_{x_1x_1} \omega_{x_1} = \omega_{x_2}^T R_{x_2x_2} \omega_{x_2} = 1,$$ (2)

where $R_{x_1x_1} = x_1 x_1^T$ and $R_{x_2x_2} = x_2 x_2^T$.

By solving equation (1) using the algorithm of Lagrange multipliers, we obtain the following relationship [17]:

$$\begin{bmatrix} 0 & R_{x_1x_2} \\ R_{x_2x_1} & 0 \end{bmatrix} \omega = \mu \begin{bmatrix} R_{x_1x_1} & 0 \\ 0 & R_{x_2x_2} \end{bmatrix} \omega,$$ (3)

where $\mu$ is the canonical correlation value and $\omega = [\omega_{x_1}^T, \omega_{x_2}^T]^T$ is the projected vector.

B. Fundamentals of GCCA

Let $x_1 \in R^m, x_2 \in R^n$ be two sets of variables as the entries. The correlation between the two random variables $x_1$ and $x_2$ is

$$J(\omega_{x_1}, \omega_{x_2}) = \frac{\omega_{x_1}^T R_{x_1x_2} \omega_{x_2}}{(\omega_{x_1}^T R_{x_1x_1} \omega_{x_1} \omega_{x_2}^T R_{x_2x_2} \omega_{x_2})^{\frac{1}{2}}}.$$ (4)

Then, GCCA is mathematically expressed as:

$$\arg \max_{\omega_{x_1}, \omega_{x_2}} \sum_{k,l=1}^{2} c_{kl} g(J(\omega_{x_k}, \omega_{x_l}))$$ (5)

subject to

$$\omega_{x_1}^T R_{x_1x_1} \omega_{x_1} = \omega_{x_2}^T R_{x_2x_2} \omega_{x_2} = 1,$$ (6)

where $c_{kl}$ is the coefficient of a design matrix and $g$ stands for the identity, the absolute value, or the square function [15]. The two vectors $\omega_{x_1}$ and $\omega_{x_2}$ maximizing the criterion function in equation (5), are called GCCA. The solution to equation (5) is obtained by solving the Lagrange multipliers as follows [14]:

$$\begin{bmatrix} 0 & R_{x_1x_2} \\ R_{x_2x_1} & 0 \end{bmatrix} \omega = \eta \begin{bmatrix} S_{x_1x_1} & 0 \\ 0 & S_{x_2x_2} \end{bmatrix} \omega$$ (7)

where $S_{x_1x_1}$ and $S_{x_2x_2}$ denote the within-class scatter matrix of training samples in feature space $x_1$ and $x_2$; $\eta$ is the canonical correlation value and $\omega = [\omega_{x_1}^T, \omega_{x_2}^T]^T$ is the projected vector.
C. Fundamentals of MCCA

Given \( P \) sets of real random variables \( x_1, x_2, \ldots, x_P \) with the dimensions of \( m_1, m_2, \ldots, m_P \). The objective of MCCA is to find \( \omega = [\omega_{x_1}^T, \omega_{x_2}^T, \ldots, \omega_{x_P}^T]^T \) which satisfies a similar requirement of CCA which is mathematically expressed as:

\[
\arg\max_{\omega_1, \omega_2, \ldots, \omega_P} \frac{1}{P(P-1)} \sum_{k,l=1 \atop k \neq l}^P \omega_{x_k}^T R_{x_k \omega_{x_l}}(k \neq l) \tag{8}
\]

subject to

\[
\sum_{k=1}^P \omega_{x_k}^T R_{x_k \omega_{x_k}} = P, \tag{9}
\]

where \( R_{x_k \omega_{x_l}} = x_k x_l^T \). Equation (8) can be transformed into equation (10) by introducing Lagrange multipliers

\[
\frac{1}{P-1} (C - D) \omega = \beta D \omega, \tag{10}
\]

where

\[
C = \begin{bmatrix}
    x_1 x_1^T & \ldots & x_1 x_P^T \\
    \vdots & \ddots & \vdots \\
    x_P x_1^T & \ldots & x_P x_P^T
\end{bmatrix} \tag{11}
\]

\[
D = \begin{bmatrix}
    x_1 x_1^T & \ldots & 0 \\
    \vdots & \ddots & \vdots \\
    0 & \ldots & x_P x_P^T
\end{bmatrix} \tag{12}
\]

with \( \beta \) being the multiple canonical correlation value. The value of \( \beta \) can be calculated by the generalized eigenvalue (GEV) method.

D. The Formulation of LMCCA

In this subsection, we propose the method of LMCCA to improve the performance of information fusion. The advantages of LMCCA for information fusion rest on the following facts: 1) the correlation among the variables in multiple channels is taken as the metric of their similarity; 2) the class information is considered by LMCCA.

It is known that Linear Discriminant Analysis (LDA) [21-22] explores the projected vectors in the underlying space that best discriminate among classes (rather than those that best describe the data) and creates a linear combination of those which yields the largest mean differences between the desired classes. Mathematically, the purpose is to maximize the between-class scatter matrix and minimize the within-class scatter matrix simultaneously. In light of this purpose, LMCCA is proposed to improve the multiple canonical correlation criterion function by introducing the within-class measure information of the training samples to the multiple feature space.

Given \( P \) sets of zero-mean random variables \( x_1 \in \mathbb{R}^{m_1}, x_2 \in \mathbb{R}^{m_2}, \ldots, x_P \in \mathbb{R}^{m_P} \) for \( c \) classes and \( Q = m_1 + m_2 + \cdots + m_P \). Let \( \omega_{x_i}, (t = 1, 2, \ldots, P) \) denotes the within-class scatter matrix of training samples in different features space, i.e.

\[
S_{\omega_{x_i}} = \sum_{i=1}^c p(\omega_i) \left[ \sum_{j=1}^{l_i} \frac{1}{l_i} (x_{tij} - m_{x_{ti}})(x_{tij} - m_{x_{ti}})^T \right] \tag{13}
\]

where \( x_{tij} \in x_t \) \((t = 1, 2, \ldots, P)\) denotes the \( j \)th training sample in class \( i \) of the feature set \( t \); \( p(\omega_i) \) is the prior probability of class \( i \); \( l_i \) is the number of training samples in class \( i \); and \( m_{x_{ti}} \) are the mean vectors of training samples in class \( i \) with the feature space \( t \), respectively.

In order to reach maximum correlation when the projected vectors minimize the within-class scatter matrix, the criterion function of LMCCA is given as:

\[
\arg\max_{\omega_{x_1}, \omega_{x_2}, \ldots, \omega_{x_P}} \frac{1}{P(P-1)} \sum_{k,l=1 \atop k \neq l}^P \omega_{x_k}^T R_{x_k \omega_{x_l}}(k \neq l) \tag{14}
\]

subject to

\[
\sum_{k=1}^P \omega_{x_k}^T S_{\omega_{x_k} \omega_{x_k}} = P \tag{15}
\]

where \( R_{x_k \omega_{x_l}} = x_k x_l^T \) denotes the cross-correlation matrix of \( x_k \) and \( x_l \).

Equation (14) is further written as:

\[
\arg\max_{\omega_{x_1}, \omega_{x_2}, \ldots, \omega_{x_P}} \frac{1}{P - 1} \sum_{k,l=1 \atop k \neq l}^P \omega_{x_k}^T R_{x_k \omega_{x_l}}(k \neq l) \tag{16}
\]

As \( \omega_{x_i} \) satisfies constraint (15), we apply the Lagrange multiplier to transform equation (16) into:

\[
J(\omega_{x_1}, \omega_{x_2}, \ldots, \omega_{x_P}) = \frac{1}{P - 1} \sum_{k,l=1 \atop k \neq l}^P \omega_{x_k}^T R_{x_k \omega_{x_l}}(k \neq l) - \frac{1}{2} \sum_{k=1}^P \omega_{x_k}^T S_{\omega_{x_k} \omega_{x_k}} - P \tag{17}
\]

Let

\[
\frac{\partial J(\omega_{x_1}, \omega_{x_2}, \ldots, \omega_{x_P})}{\partial \omega_{x_i}} = \frac{1}{P - 1} \sum_{t=1, t \neq i}^P R_{x_t \omega_{x_i}} - \lambda S_{\omega_{x_i} \omega_{x_i}} = 0 \tag{18}
\]

According to (18), equation (16) is further written as:

\[
\frac{1}{P - 1} E \omega = \lambda F \omega \tag{19}
\]

where

\[
E = \begin{bmatrix}
    0 & R_{x_1} & R_{x_1} & \cdots & R_{x_1} & \ldots & R_{x_1} \\
    R_{x_2} & 0 & R_{x_2} & \cdots & R_{x_2} & \cdots & R_{x_2} \\
    \vdots & \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
    R_{x_P} & R_{x_P} & R_{x_P} & \cdots & 0
\end{bmatrix} \tag{20}
\]
where $Q$ is the number of total feature dimensions.

The derivation of equation (25) is given in Appendix A. Based on (25), the optimally projected dimension in LMCCA has no relation to the number of training samples, a property especially significant when dealing with big data problems. This immediately leads to an algorithm to solve LMCCA’s problem with $d$ serial eigenvectors expressed as follows:

$$X = \begin{bmatrix} \omega_{x_1,d} & 0 & 0 & \ldots & 0 \\ 0 & \omega_{x_2,d} & 0 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & \ldots & \omega_{x_P,d} \end{bmatrix}^T \begin{bmatrix} x_1 \\ x_2 \\ \vdots \\ x_P \end{bmatrix}, \quad (26)$$

where $\omega_{x_i,d}(t = 1, 2, \ldots, P)$ denotes $d$ serial eigenvectors and $P$ is the number of features.

From the above mathematical analysis, the discrimination power of the LMCCA effectively models the relationship among multiple information sources. We then study the complexity of LMCCA and related algorithms. Without loss of generality, we select a total of $N$ training samples with $P$ sets of variables $x_1 \in R^{m_1}, x_2 \in R^{m_2}, \ldots, x_P \in R^{m_P}$ for $c$ classes and $Q = m_1 + m_2 + \ldots + m_P$. Then, the complexity of different algorithms is given in Table I, where $e = \max(m_i, m_j)(i, j \in (1, 2, \ldots, P))$ and $k = \max(m_1, m_2, \ldots, m_P)$.

### Table I

| Algorithm | Complexity |
|-----------|------------|
| CCA       | $O(N \times e^2) + O(e^3)$ |
| GCCA      | $O(N \times e^2) + O(e^3) + O(N \times (m_1 + m_2))$ |
| MCCA      | $O(N \times k^2) + O(k^3)$ |
| LMCCA     | $O(N \times k^3) + O(k^3) + O(N \times Q)$ |

From Table I, compared with MCCA, LMCCA introduced an extra computational complexity of $O(N \times Q)$. However, the gain in performance over MCCA in the experiments (4.5% for handwritten digits to 12% for emotion recognition) as shown in Section IV outweighs the extra cost in computation.

### E. The Relationship between CCA, MCCA, GCCA, LMCCA

The derivation of LMCCA shows that CCA, MCCA and GCCA are special cases of LMCCA as demonstrated below:

1. When $P=2$, (20) and (21) turn into the following form
   $$E = \begin{bmatrix} 0 & R_{x_1,x_2} \\ R_{x_2,x_1} & 0 \end{bmatrix}, \quad F = \begin{bmatrix} S_{\omega_{x_1}} & 0 \\ 0 & S_{\omega_{x_2}} \end{bmatrix} \quad (27)$$
   Thus, LMCCA is reduced to the method of GCCA [10].

2. When $S_{\omega_{x_1}}, \ldots, S_{\omega_{x_P}}$ are autocorrelation matrixes, i.e.
   $$S_{\omega_{x_1}} \rightarrow R_{x_1,x_1}, \ldots, S_{\omega_{x_P}} \rightarrow R_{x_P,x_P}, \quad (28)$$
   (20) and (21) turn into the following form
   $$E = \begin{bmatrix} 0 & \cdots & R_{x_1,x_P} \\ \vdots & \ddots & \vdots \\ R_{x_P,x_1} & \cdots & 0 \end{bmatrix} \quad (29)$$
   $$F = \begin{bmatrix} R_{x_1,x_1} & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & R_{x_P,x_P} \end{bmatrix} \quad (30)$$
   LMCCA is reduced to the method of MCCA.

3. When $P=2$ and $S_{\omega_{x_1}}, S_{\omega_{x_2}}$ are autocorrelation matrixes,
   $$S_{\omega_{x_1}} \rightarrow R_{x_1,x_1}, S_{\omega_{x_2}} \rightarrow R_{x_2,x_2}, \quad (31)$$
   (20) and (21) turn into the following form
   $$E = \begin{bmatrix} 0 & R_{x_1,x_2} \\ R_{x_2,x_1} & 0 \end{bmatrix}, \quad F = \begin{bmatrix} R_{x_1,x_1} & 0 \\ 0 & R_{x_2,x_2} \end{bmatrix} \quad (32)$$
   LMCCA is reduced to the method of CCA.
III. FEATURE EXTRACTION AND CLASSIFICATION

In this section, we present the classification method used with LMCCA and features used in the four application scenarios: handwritten digit recognition, face recognition, object recognition and human emotion recognition. Handwritten digit recognition is a typical field of application for automatic classification methods. Its main application areas fall in postal mail sorting, bank check processing and form data entry. Face recognition is a vitally important research area spanning multiple fields and disciplines. It is essential for effective communications and interactions among people with applications to bankcard identification, mugshot searching, surveillance systems, etc. Object recognition is a process for identifying a specific object in a digital image or video. It is popularly used in numerous applications such as video stabilization, automated vehicle parking systems, and cell counting in bioimaging. Human emotion has been playing an important role in our daily social interactions and activities. In this paper, the study of audio and visual information for emotion recognition serves as an example in the performance evaluation of the proposed method.

A. Feature Extraction

To demonstrate the effectiveness of LMCCA, different features are extracted as follow:

1) Handwritten Digit Features: There are many energy based descriptor available to handwritten digit features extraction such as Harris, Contrast etc [69]. In this paper, we extracted three sets of features for handwritten digit recognition [23-24]:

a) 24-dimensional: the mean of the digit images transformed by the Gabor filter.
b) 24-dimensional: the standard deviation of the digit images transformed by the Gabor filter.
c) 36-dimensional: Zernike moment feature [23].

2) Face Features: In the evaluation of the proposed method for face recognition, we extracted the following three kinds of features [25-27]:

d) 36-dimensional: the histogram of oriented gradient (HOG) of the face images.
e) 33-dimensional: the local binary Patterns (LBP) of the face images.
f) 48-dimensional: Gabor transformation features with the face images.

3) Object Features: In terms of object recognition, GIST [44], Pyramid of Histogram of Oriented Gradients (PHOG) [45] and Local Binary Patterns (LBP) [46] are extracted as features:

g) 20-dimensional: GIST of the object images.
h) 59-dimensional: PHOG of the object images.
i) 40-dimensional: LBP of the object images.

4) Audio Features for Emotion Recognition: In this work three sets of audio features, Prosodic, MFCC and Formant Frequency (FF), are utilized to represent audio characteristics in emotion recognition [28-32]:
j) 25-dimensional: Prosodic features used in [33].
k) 65-dimensional: MFCC features (the mean, median, standard deviation, max, and range of the first 13 MFCC coefficients).
l) 15-dimensional: Formant Frequency features (the mean, median, standard deviation, max and min of the first three formant frequencies).

5) Visual Features for Emotion Recognition: For facial features, we calculated the mean, standard deviation and median of the magnitude of the facial images transformed by the Gabor filter. The designed Gabor filter bank consists of filters in 4 scales and 6 orientations [34-37].
m) 24-dimensional: the mean of the facial images transformed by the Gabor filter.
n) 24-dimensional: the standard deviation of the facial images transformed by the Gabor filter.
o) 24-dimensional: the median of the facial images transformed by the Gabor filter.

After that, a generic block diagram of the proposed fusion-recognition system is depicted as Fig. 1.

![Fig. 1 The block diagram of LMCCA fusion-recognition system](image)

B. Classification Method

For the classification method, we use the algorithm proposed in [38]. The classification algorithm is summarized below:

1. Given two sets of features, represented by feature matrices

   \[ X_1 = [x_1^1, x_1^2, x_1^3, \ldots x_1^d], \]

   \[ X_2 = [x_2^1, x_2^2, x_2^3, \ldots x_2^d]. \]

2. \( \text{dist}[X_1, X_2] \) is defined as

   \[ \text{dist}[X_1, X_2] = \sum_{j=1}^{d} ||x_1^j - x_2^j||_2, \]

   where \( ||a - b||_2 \) denotes the Euclidean distance between the two vectors \( a \) and \( b \).

3. Let the feature matrices of the \( N \) training samples be
\(F_1, F_2, ... F_N\) and each sample belongs to some class \(C_i\) (\(i = 1, 2, ... c\)).

4. For a given test sample \(I\), if
\[
dist[I, F_i] = \min_j dist[I, F_j](j = 1, 2, ..., N),
\]
and
\[
\text{classof} \{F_i\} \in C_i,
\]
the resulting decision is \(I \in C_i\).

Finally, in summary, the information fusion algorithm based on LMCCA is given below:

- **Step 1.** Extract information from multimodal sources to form the training sample spaces.
- **Step 2.** Convert the extracted features into the normalized form and compute the matrixes \(F\) and \(G\).
- **Step 3.** Compute the eigenvalues in the matrix \(\lambda\) and eigenvectors in the matrix \(\omega\) of equation (22).
- **Step 4.** Obtain the fused information expression from equation (26), which is used for classification.

IV. PERFORMANCE EVALUATION AND ANALYSIS

To evaluate the effectiveness of the proposed solution, we conduct experiments on Mixed National Institute of Standards and Technology (MNIST) handwritten digit database, ORL face database, Caltech 101 object database, Ryerson Multimedia Lab (RML) [33] and eNTERFACE (eNT) [39] emotion database.

A. Performance of Handwritten Digit Recognition

The MNIST database, or modified NIST database, is constructed out of the original NIST database. All the digits at size normalized, and centered in a fixed size image where the center of gravity of the intensity lies at the center of the image with 28 \(\times\) 28 pixels, where the pixels take on binary value. Example images from MNIST database are shown in Fig. 2.

![Fig. 2 Example images from the MNIST database](image)

In the experiments, 3000 handwritten digital samples from 10 classes, or digits (from 0 to 9), are selected. We divide the samples into training and testing subsets, each containing 1500 samples. The performance of using mean, standard deviation and Zernike moment features is first evaluated shown in TABLE II. The recognition accuracy is calculated as the ratio of the number of correctly classified samples over the total number of testing samples.

TABLE II suggests we use the standard deviation (52.60\%) and Zernike moment (70.20\%) features which perform the best individually, in CCA and GCCA which only take two sets of features. Then the performance of LMCCA with those of serial fusion, CCA, GCCA, and MCCA is ready to be compared. The overall recognition rates are given in Fig. 3, showing that the proposed LMCCA outperforms the other methods. In addition, from this figure, it is clear that the application of LMCCA achieves the best performance when the projected dimension \(d\) is equal to 23, which is less than the total number of features \(Q=24+24+36=84\), confirming nicely with the mathematical proof in Section II and Appendix A.

We further implemented the experiments using deep learning based methods [42-43] and the parameters are given as follows:

- **CNN:** iterations=550 and learning rate is 0.03.
- **PCANet:** the filter size \(k_1=k_2=7\) and the number of filters in each stage \(L_1=L_2=4\).

Table III summarizes their best performance and comparison with the SML methods. LMCCA shows the best performance on this dataset.

![Fig. 3 Experimental results of SML methods on MNIST database](image)

**TABLE III**

| Method                  | Highest Accuracy | Dimension(Number) |
|-------------------------|------------------|-------------------|
| Serial Fusion [9]       | 70.33\%          | —                 |
| CCA [11]                | 74.60\%          | 36                |
| GCCA [14]               | 75.53\%          | 24                |
| MCCA [19]               | 72.73\%          | 33                |
| CNN [42]                | 76.40\%          | —                 |
| PCANet [43]             | 79.20\%          | —                 |
| LMCCA                   | 79.96\%          | 23                |

It is worth noting that both Zernike moment and standard deviation provide better individual performance, 70.20\% and 56.20\%, than that by mean alone, 49.13\%, for the MNIST database. Since CCA and MCCA only analyze the correlation between different variables without considering discriminative
representations, when it is used in multimodal information fusion and there is very different performance among features such as the MNIST database, there is no guarantee that using more features would achieve higher recognition accuracy.

### B. Performance of Face Recognition

The ORL database contains images from 40 individuals, each providing 10 different images. Each image is normalized and centered in a gray-level image with size $64 \times 64$, or 4096 pixels in total. Ten sample images of two subjects from the ORL database are shown in Fig. 4.

![Fig. 4 Images of two persons in the ORL database](image)

The proposed algorithm is tested on the whole ORL database. The evaluation is based on cross-validation, where five images of each subject are chosen for training, while the remaining five images are used for testing. Thus, the training sample set size is 200 and the testing sample set size is 200. The performance of using HOG, LBP and Gabor features in a face image is shown in TABLE IV. From TABLE IV, it suggests we use the HOG (90.50%) and Gabor (85.50%) which provide the best individual performance as the input to CCA and GCCA.

The performance by the methods of CCA, GCCA, MCCA, and LMCCA is shown in Fig. 5. From the experimental results, clearly, LMCCA is more effective to handle the face recognition problem. Moreover, LMCCA achieves the optimal performance when the projected dimension $d$ is equal to 27, which is less than $Q=36+33+48=117$. After that, comparison among serial fusion of the three features, CCA, GCCA, MCCA, discriminative sparse representation (DSR) [51], collaborative representation classification (CRC) [52], $l_1$-regularized least squares (L1LS) [53], dual augmented lagrangian method (DALM) [54] and two DL methods [42-43] are presented. The parameters for the two DL methods are shown as follows:

| Method   | Highest Accuracy | Dimension(Number) |
|----------|------------------|-------------------|
| Serial Fusion [9] | 77.50% | — |
| CCA [11] | 94.50% | 32 |
| GCCA [14] | 95.50% | 30 |
| MCCA [19] | 94.50% | 72 |
| DSR [51] | 94.50% | — |
| CRC [52] | 88.50% | — |
| L1LS [53] | 92.50% | — |
| DALM [54] | 90.00% | — |
| CNN [42] | 76.00% | — |
| PCANet [43] | 92.00% | — |
| LMCCA | 98.00% | 27 |

![Fig. 5 Face recognition experimental results on ORL database](image)

### C. Performance of Emotion Recognition

The third and more detailed performance evaluation of the proposed method is conducted on human emotion recognition on RML and eNTERFACE (eNT) emotion database. The RML database consists of video samples of the six principal emotions (angry, disgust, fear, surprise, sadness and happiness), performed by eight subjects speaking six different languages (English, Mandarin, Urdu, Punjabi, Persian, and Italian). The frame rate for the videos is 30 fps with audio recorded at a sampling rate of 22050Hz. The image frame is $720 \times 480$ pixels, and the average size for face region is $112 \times 96$ pixels [41]. The eNT database contains video samples from 43 subjects, also expressing the six basic emotions, with a video frame rate of 25 fps and a sampling rate of 48000Hz for audio channel. The image frames have a size of $720 \times 576$ pixels, with the average size of the face region $260 \times 300$ pixels [41]. Example facial expression images from RML and eNT are shown in Fig. 6.
In the experiments, from each database, 456 video clips of the six basic emotions are selected for capturing the change of audio and visual information with respect to time simultaneously. The video clips from each database are randomly divided into 360 training and 96 testing samples, respectively. For benchmark purpose, the performance of using mean, standard deviation, median, Prosodic, MFCC and Formant Frequency features is first evaluated and tabulated in TABLE VI.

| Single Feature        | Recognition Accuracy |
|-----------------------|----------------------|
| Prosodic (RML)        | 45.83%               |
| MFCC (RML)            | 34.38%               |
| Formant Frequency (RML)| 22.92%               |
| Mean (RML)            | 60.42%               |
| Standard Deviation (RML)| 69.79%               |
| Median (RML)          | 57.29%               |
| Prosodic (eNT)        | 55.21%               |
| MFCC (eNT)            | 39.58%               |
| Formant Frequency (eNT)| 31.25%               |
| Mean (eNT)            | 75.00%               |
| Standard Deviation (eNT)| 80.21%               |
| Median (eNT)          | 72.92%               |

TABLE VI suggests we use the Prosodic (45.83%, 55.21%) and standard deviation (69.79%, 80.21%) features which perform the best individually, in CCA and GCCA which only take two sets of features. We also experiment on the method of serial fusion on RML and eNTERFACE database with all the six features, respectively. The experimental results are tabulated in TABLE VII. From TABLE VII, it demonstrates that there is no guarantee that serial fusion can achieve better recognition accuracy by using more features.

Then, the overall performance by LMCCA and that by CCA, GCCA and MCCA on RML and eNT datasets are plotted in Fig. 7 and Fig. 8, respectively. The results show that the discriminative power of the LMCCA provides more effective modeling for bimodal audiovisual information fusion. Again, LMCCA achieves the best performance when the projected dimension $d$ is equal to 9 (RML) and 28 (eNT) respectively, which is less than $Q=24+24+24+25+65+15=177$, confirming nicely with the mathematical proof in Section II and Appendix A.

After that, we compare the performance of LMCCA with those of CCA, GCCA, MCCA and a hybrid DL model (HDLM) [55]. The relation between highest recognition accuracy and dimension using different methods is shown in TABLE VIII. It is observed from the table that LMCCA is competitive with HDLM on RML dataset, but performs remarkably better than the methods being compared on eNT.

D. Performance of Object Recognition

Since MNIST, ORL, RML and eNT are all fairly small or medium datasets, we further validated our method on Caltech 101 dataset which consists of images from 101 object categories, containing from 31 to 800 images per category. The size of each image is roughly 300 × 200 pixels. The significant variation in color, pose and lighting makes this dataset challenging. A number of previously published papers have reported results on this data set [44-48]. Some sample images of nine categories from the Caltech 101 dataset are given in Fig. 9.
TABLE VIII
RELATION BETWEEN OPTIMAL ACCURACY AND DIMENSION (AUDIOVISUAL)

| Method            | Highest Accuracy | Dimension(Number) |
|-------------------|------------------|-------------------|
| LMCCA(RML)        | 78.13%           | 9                 |
| HDLM(RML) [55]    | 80.36%           | —                 |
| MCCA(RML) [19]    | 66.00%           | 55                |
| GCCA(RML) [14]    | 73.96%           | 26                |
| CCA(RML) [11]     | 60.42%           | 48                |
| LMCCA(eNT)        | 93.75%           | 28                |
| HDLM(eNT) [55]    | 85.97%           | —                 |
| MCCA(eNT) [19]    | 82.29%           | 25                |
| GCCA(eNT) [14]    | 82.29%           | 19                |
| CCA(eNT) [11]     | 71.88%           | 20                |

Fig. 9 Images from the Caltech 101 database

For fair comparisons, we performed experiments as in other studies [44-48]. Specifically, for each trial, we selected 30 images from each class as training samples. The remaining images from each class were tested, and the average recognition accuracy was reported. The performance of GIST [44], PHOG [45], and LBP [46] is tabulated in TABLE IX.

TABLE IX
RESULTS OF OBJECT RECOGNITION WITH A SINGLE FEATURE (CALTECH 101)

| Single Feature | Recognition Accuracy |
|----------------|----------------------|
| GIST [44]      | 20.97%               |
| PHOG [45]      | 20.15%               |
| LBP [46]       | 20.77%               |

Fig. 10 Experimental Results on The Caltech 101 Database

TABLE X
RELATION BETWEEN OPTIMAL ACCURACY AND DIMENSION (CALTECH 101)

| Method           | Highest Accuracy | Dimension(Number) |
|------------------|------------------|-------------------|
| Serial Fusion [9] | 27.34%           | —                 |
| CCA [11]         | 22.37%           | 20                |
| GCCA [14]        | 29.29%           | 20                |
| MCCA [19]        | 40.11%           | 115               |
| CNN [42]         | 38.45%           | —                 |
| PCANet [43]      | 42.99%           | —                 |
| EP Method [47]   | 33.00%           | —                 |
| Visual Cortex [48]| 42.00%           | —                 |
| DEFEATnet [49]   | 77.60%           | —                 |
| SP Pooling [50]  | 91.44%           | —                 |
| LMCCA            | 45.23%           | 48                |

To further demonstrate the effectiveness of the proposed method, we extracted three different features from DL networks and LMCCA is applied to develop new representation from the extracted DL features. Alex network is applied to our experiments and the extracted features of three fully connected layers fc6, fc7 and fc8 are used for fusion. The performance

CNN: iterations=5000 and learning rate is 0.005.
PCANet: the filter size $k_1=k_2=7$ and the number of filters in each stage $L_1=L_2=8$.
DEFEATnet: the dictionary size is fixed to be 1024, 2048, and 4096 in the layer 1, layer 2, and layer 3, respectively.
SP Pooling: the number level of pyramid structure is four and the pyramid is $6 \times 6, 3 \times 3, 2 \times 2, 1 \times 1$ (totally 50 bins). In addition, the standard 10-view prediction with each view a $224 \times 224$ crop is used in our experiments.

The relation between highest recognition accuracy and dimension with different methods is tabulated in TABLE X which brings out some interesting observations:

1. Even on this challenging dataset, the performance of most of the pure SML methods (MCCA, EP, Visual Cortex and LMCCA) and that of the pure DL methods (CNN and PCANet) are essentially the same, with LMCCA being the winner.

2. The DL+SML methods, DEFEATnet and SP Pooling, are hybrid of SML and DL, with DEFEATnet incorporating prior knowledge into DL and SP Pooling combining spatial pyramid pooling [56-57] and CNN method.
is given in TABLE XI.

| Feature | Performance |
|---------|-------------|
| fc6     | 77.84%      |
| fc7     | 77.65%      |
| fc8     | 73.31%      |

Then, the proposed LMCCA is applied to the three extracted features before recognition is performed. The comparison with other related methods is shown in TABLE XII.

| Methods                  | Performance | Method Types |
|--------------------------|-------------|--------------|
| B. Du et al. (2017) [59] | 78.60%      | DL fusion    |
| L. Mansourian et al. (2017) [60] | 75.37%      | SML fusion   |
| P. Tang et al. (2017) [61] | 82.45%      | SML+DL fusion|
| G. Lin et al. (2017) [62] | 78.73%      | SML fusion   |
| W. Xiong et al. (2017) [63] | 75.90%      | SML fusion   |
| S. Kim et al. (2017) [64] | 83.00%      | SML+DL fusion|
| W. Yu et al. (2018) [65] | 77.90%      | SML+DL fusion|
| L. Sheng et al. (2018) [66] | 74.78%      | SML fusion   |
| C. Ma et al. (2018) [67] | 43.52%      | SML fusion   |
| Our method (LMCCA)       | 83.68%      | SML+DL fusion|

In TABLE XII, we compared LMCCA with nine methods belonging to three classes: 1) Features extracted by DL and fused by neural nets (DL fusion); 2) Feature extracted by classical methods and fused by SML (SML fusion); 3) Features extracted by both classical and DL and fused by SML (SML+DL fusion). With LMCCA in fusion, the proposed method outperforms all the others, demonstrating the effectiveness of the proposed method in information fusion and its suitability to work with different feature extraction methods. Note the other good performers [61, 64] are also based on SML+DL fusion principles. The comparison clearly demonstrates the proposed LMCCA is capable of improving the quality of features extracted by DL, leading to enhanced recognition performance.

V. CONCLUSIONS

In this paper, we propose a generic method for information fusion based on the labeled multiple canonical correlations analysis (LMCCA) and establish a unified framework for canonical correlation analysis with intra-class information. Furthermore, we analytically and experimentally verify the upper limit on the number of projected dimensions of LMCCA to achieve the best recognition performance. Since the dimension of the best performance has no relation to the number of training samples, it can form a practical platform to deal with the big data fusion problems. To demonstrate the effectiveness and generic nature of LMCCA, the method is used to different applications. Experimental results demonstrate that the proposed method outperforms the related SML methods and some DL methods on all small/medium datasets.

We further studied fusion based on LMCCA and DL principles, and applied to object recognition on the Caltech 101 dataset. The results clearly demonstrate the effectiveness of methodology fusion.

APPENDIX A

The solutions to matrix transformation (e.g., LDA and PCA) are usually the eigenvectors associated with the eigenvalues in a form similar to that of equation (22):

\[
\frac{1}{P-1} \text{inv}(F) \times (G-F)\omega = \lambda \omega
\]  

where \( \text{inv}() \) refers to the inverse transform of a matrix. However, unless the matrix \( F \) has full rank, the block matrix in equation (38) is singular. A popular approach [40] of dealing with singular matrices and controlling complexity is to add a multiple of the identity matrix \( \rho I (\rho > 0) \) to \( F \). Thus, the generalized form of equation (38) is written as:

\[
\frac{1}{P-1} \text{inv}(F^+) \times (G-F)\omega = \eta \omega
\]  

where

\[
F^+ = \begin{cases}
F & \text{when } F \text{ is a non–singular matrix} \\
F + \rho I & \text{when } F \text{ is a singular matrix}
\end{cases}
\]

Equation (39) is further written as:

\[
F_1^+ R_{x_1 x_2 \omega_1} + F_1^+ R_{x_1 x_3 \omega_3} + \cdots + F_1^+ R_{x_1 x_p \omega_p} = \eta \omega_1
\]

\[
F_2^+ R_{x_2 x_1 \omega_1} + F_2^+ R_{x_2 x_3 \omega_3} + \cdots + F_2^+ R_{x_2 x_p \omega_p} = \eta \omega_2
\]

\[
\vdots
\]

\[
F_p^+ R_{x_p x_1 \omega_1} + F_p^+ R_{x_p x_2 \omega_2} + \cdots + F_p^+ R_{x_p x_p \omega_p-1} = \eta \omega_{p-1}
\]

Rearranging equation (41) leads to

\[
F_1^+ (R_{x_1 x_2 \omega_2} + R_{x_1 x_3 \omega_3} + \cdots + R_{x_1 x_p \omega_p}) = \eta \omega_1
\]

\[
F_2^+ (R_{x_2 x_1 \omega_1} + R_{x_2 x_3 \omega_3} + \cdots + R_{x_2 x_p \omega_p}) = \eta \omega_2
\]

\[
\vdots
\]

\[
F_p^+ (R_{x_p x_1 \omega_1} + R_{x_p x_2 \omega_2} + \cdots + R_{x_p x_p \omega_p-1}) = \eta \omega_{p-1}
\]

where

\[
F_q^+ = \begin{cases}
S_{\omega x_q} & \text{when } S_{\omega x_q} \text{ is a non–singular matrix} \\
S_{\omega x_q} + \rho I_q & \text{when } S_{\omega x_q} \text{ is a singular matrix}
\end{cases}
\]

and \( S_{\omega x_q} \) denotes the within-class scatter matrix of \( x_q \) in the form of \( R_{m_q \times m_q} \). \( S_{\omega x_q} \) is explicitly given in the following form

\[
S_{\omega x_q} = \sum_{i=1}^{c} p(\omega_i) \sum_{j=1}^{l_i} \frac{1}{l_i} \left( (x_{qij} - m_{xq}) (x_{qij} - m_{xq})^T \right)
\]
From equation (42), the rank of $\omega_{x_q}(q = 1, 2, \ldots P)$ satisfies
\[
\text{rank}(\omega_{x_q}) \leq \text{rank}(F_q^+). \tag{45}
\]

Now, we analyze the following two cases.

1) when $S\omega_{x_q}$ is a full rank matrix

Since $p(\omega_i)$ and $l_i$ are constants without any influence on the rank of within-class scatter matrix, equation (44) is further expanded to
\[
Sw_{x_q} = S_{x_q}S_{x_q}^T \tag{46}
\]

where $S_{x_q}$ is in the following form
\[
S_{x_q} = [S^1_{x_q}, S^2_{x_q}, \ldots, S^c_{x_q}] \tag{47}
\]

\[
S^1_{x_q} = [x_q(11) - m^x_{q1}, x_q(12) - m^x_{q1}, \ldots, x_q(1l) - m^x_{q1}]
\]
\[
S^2_{x_q} = [x_q(21) - m^x_{q2}, x_q(22) - m^x_{q2}, \ldots, x_q(2l) - m^x_{q2}]
\]
\[
\vdots
\]
\[
S^c_{x_q} = [x_q(c1) - m^x_{qc}, x_q(c2) - m^x_{qc}, \ldots, x_q(clc) - m^x_{qc}]
\]

Adding all the column vectors of $S^1_{x_q}, S^2_{x_q}, \ldots, S^c_{x_q}$ to the first column yields
\[
S_{x_q} = [0, x_q(12) - m^x_{q1}, \ldots, x_q(1l) - m^x_{q1}]
\]
\[
S_{x_q} = [0, x_q(22) - m^x_{q2}, \ldots, x_q(2l) - m^x_{q2}]
\]
\[
\vdots
\]
\[
S_{x_q} = [0, x_q(c2) - m^x_{qc}, \ldots, x_q(clc) - m^x_{qc}]
\]

\[
\text{rank}(S_{x_q}) \leq N - c \tag{50}
\]

where $N$ is the number of the total training samples and $c$ is the number of classes.

Therefore
\[
\text{rank}(S\omega_{x_q}) \leq \min\{\text{rank}(S_{x_q}), \text{rank}(S_{x_q}^T)\} \leq N - c \tag{51}
\]

Besides, since $S\omega_{x_q}$ is in the form of $R^{m_q \times m_q}$, the rank of $S\omega_{x_q}$ satisfies the following relation
\[
\text{rank}(S\omega_{x_q}) \leq m_q \tag{52}
\]

Since $S\omega_{x_q}$ is a full rank matrix, the dimension of $x_q$ satisfies inequality (53)
\[
m_q \leq N - c, \tag{53}
\]

combining (51) and (52) shows that the rank of $F_q^+$ satisfies the following relation
\[
\text{rank}(F_q^+) \leq m_q \tag{54}
\]

2) when $S\omega_{x_q}$ is a singular matrix

$F_q^+ = S\omega_{x_q} + \rho I_q (I_q \in R^{m_q \times m_q}, q = 1, 2 \ldots P)$ \tag{55}

obviously,
\[
\text{rank}(F_q^+) \leq m_q \tag{56}
\]

Thus, in summary, the rank of $F_q^+$ satisfies $\text{rank}(F_q^+) \leq m_q$ under each of the two different conditions. Therefore,
\[
\text{rank}(\omega_{x_q}) \leq \text{rank}(F_q^+) \leq m_q \tag{57}
\]

Since there are $P$ sets of features, the rank of $\omega$ satisfies
\[
\text{rank}(\omega) \leq \text{rank}(F_1^+) + \text{rank}(F_2^+) + \ldots + \text{rank}(F_P^+) \tag{58}
\]

Thus
\[
\text{rank}(\omega) \leq m_1 + m_2 + \ldots + m_P = Q \tag{59}
\]

Therefore, the number of projected dimension $d$ corresponding to the optimal recognition accuracy satisfies:
\[
d \leq Q \tag{60}
\]
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