A computational grid-to-place-cell transformation model indicates a synaptic driver of place cell impairment in early-stage Alzheimer’s Disease
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Abstract

Alzheimer’s Disease (AD) is characterized by progressive neurodegeneration and cognitive impairment. Synaptic dysfunction is an established early symptom, which correlates strongly with cognitive decline, and is hypothesised to mediate the diverse neuronal network abnormalities observed in AD. However, how synaptic dysfunction contributes to network pathology and cognitive impairment in AD remains elusive. Here, we present a grid-cell-to-place-cell transformation model of long-term CA1 place cell dynamics to interrogate the effect of synaptic loss on network function and environmental representation. Synapse loss modelled after experimental observations in the APP/PS1 mouse model was found to induce firing rate alterations and place cell abnormalities that have previously been observed in AD mouse models, including enlarged place fields and lower across-session stability of place fields. Our results support the hypothesis that synaptic dysfunction underlies cognitive deficits, and demonstrate how impaired environmental representation may arise in the early stages of AD. We further propose that dysfunction of excitatory and inhibitory inputs to CA1 pyramidal cells may cause distinct impairments in place cell function, namely reduced stability and place map resolution.

Author Summary

Cognitive decline in Alzheimer’s Disease (AD) correlates most strongly with dysfunction and loss of synapses in affected brain regions. While synaptic dysfunction is a well-established early symptom of AD, how impaired synaptic transmission may lead to progressive cognitive decline, remains subject to active research. In this study, we examine the effect of synapse loss on neuronal network function using a computational model of place cells in the hippocampal network. Place cells encode a cognitive map of an animal’s environment, enabling navigation and spatial memory. This provides a useful indicator of cognitive function, as place cell function is well characterized and abnormalities in place cell firing have been shown to underlie navigational deficits in rodents. We find that synapse loss in our network is sufficient to produce progressive impairments in place cell function, which resemble those observed in mouse models of the disease, supporting the hypothesis that synaptic dysfunction may underlie the cognitive impairment in AD. Furthermore, we observe that loss of excitatory and inhibitory synapses produce distinct spatial impairments. Future experiments investigating the relative contribution of different synaptic inputs may thus allow new
insights into the neuronal network alterations in AD and potentially enable the identification of new therapeutic targets.

**Introduction**

AD is the most common cause of dementia, marked by progressive memory impairment and other cognitive deficits that ultimately lead to a loss of functional independence [1]. The neurodegeneration in AD is associated with a reduction in neuronal activity and neuronal atrophy [1–3]. However, in patients and mouse models of AD, cognitive impairment correlates most strongly with synaptic dysfunction, which precedes cellular loss, suggesting AD is primarily a synaptopathology [4–8]. Furthermore, pathological forms of amyloid β and tau protein, key hallmarks of AD, have been found to trigger numerous molecular cascades that induce synaptic dysfunction and loss [4, 9, 10].

While it is well established that AD reduces neuronal activity, clinical observations, including the occurrence of epileptic seizures, suggest a more complex derangement of activity [11]. Recent neuroimaging studies have revealed that hyperactivity is the primary neuronal dysfunction in early AD, and may further exacerbate disease progression by increasing the release of amyloid β and tau protein [12–14]. There is substantial evidence suggesting an underlying disturbance of the excitation-inhibition balance as a result of impaired synaptic transmission [15]. For instance, impairments in slow-wave propagation in an APP/PS1 mouse model could be rescued by enhancing GABAergic inhibition [16]. An enhanced understanding of neuronal network alterations and the underlying actors may enable the identification of new therapeutic targets, and subtle changes in hippocampal activity provide promising early and easily-accessible biomarkers for diagnosis [17–19].

Pathological lesions of AD are primarily found in the hippocampus and associated structures [1]. Correspondingly, declarative episodic memory and navigation, which involve processing in the hippocampus, are typically impaired early [20]. Navigation and spatial memory require the activity of place cells, which encode a ‘cognitive map’ of an animal’s environment [21], and spatial impairments correlate with abnormalities in place cell activity in mouse models of AD [22–25]. Further experiments examining place cell dysfunction in early AD may shed light on how hippocampal network dysregulation is related to cognitive deficits. However, this is a challenging question to address experimentally, as it requires longitudinal tracking of individual cells and synaptic transmission. Using optical imaging, registration of the same neurons becomes increasingly difficult as the number of and interval between sessions increase [26]. Computational modelling may enable identification of critical timepoints and functional links to refine such *in vivo* experiments. The aim of this study therefore was to create a functional model of long-term place cell dynamics in hippocampal region CA1, in order to investigate how AD-related changes in connectivity impair network function throughout disease progression.

The computational model we have used here is based on a feedforward grid-cell-to-place-cell transformation, previously used with Hebbian learning and competitive network interactions to produce place field formation [27–30]. There is substantial evidence supporting the biological plausibility of grid cells as the major determinant of place cell firing. Grid cells are not only the most abundant type of spatially-modulated cell in the superficial entorhinal cortex (EC) [31], but also comprise a major proportion of the excitatory input to place cells [32]. In addition, place field size decreases in response to EC lesions [33], grid cell realignment coincides with place cell remapping [34] and grid cells have been implicated in the temporal organisation of place cell firing [35, 36]. In the absence of other inputs, direct EC input is sufficient to establish and maintain place cell firing [37], although spatial information
content is reduced [38].

The model we present here is to our knowledge the first grid-cell-to-place-cell transformation model able to recapitulate the dynamics of CA1 place cell behaviour over long timescales, including long-term persistent place fields and stable place cell density [39–43]. Our modeling results provide strong support for the hypothesis that synaptic dysfunction drives cognitive impairment in early AD by disturbing the firing homeostasis of cortico-hippocampal circuits [15,44,45]. We further predict that excitatory and inhibitory synaptic dysfunction have distinct effects on place cell function in AD, suggesting a direction for future experimental work.

Results

To study the effect of AD-related synapse loss on hippocampal place coding, we simulated a population of CA1 pyramidal cells, which received excitatory input from grid cells and inhibitory feedback from interneurons, beginning from the model of Acker et al. [28]. Place cell function was analysed in a 1 m linear environment, with cells characterised by their firing rates within each 1 cm bin along the track. The model was constrained to parameters that reproduced key characteristics of long-term CA1 place coding (see Methods). We then analysed and contrasted the effect of progressive excitatory and inhibitory synapse loss on network function to examine whether AD-related synapse loss may induce impairments in place cell function.

Key requirements for long-term stability of CA1 place cell dynamics

In order to simulate place cell function over time, we implemented a grid-cell-to-place-cell transformation model previously described by Acker et al. [28]. In line with the recently established mean synapse lifetime of only 10 days in CA1 [46,47], the model employed daily synapse turnover and demonstrated that Hebbian plasticity is sufficient to stabilize place fields, suggesting that memory can persist in the correlation structure of a dynamic network [48].

Our implementation of this model involved 10,000 grid cells and 2,000 pyramidal cells and produced dense place fields, with cells losing their place fields or remapping over time, while a subset of cells retained stable place fields (Fig 1A), as observed experimentally [42,43]. However, the number of cells with significant place fields declined rapidly due to a lack of novel place field formation (Fig 1B), leaving only the subset of ‘long-term stable’ place cells. We therefore further constrained the model to those parameters that reproduced the stable place cell density observed experimentally [43,49], which involved shorter feedback inhibition cycles, additional homeostatic constraints and a more realistic network architecture.
Improved feedback inhibition and synaptic plasticity

Interneuron-mediated feedback involved inhibition of pyramidal cells with firing rates below a given fraction of the highest firing rate. However, cell activities were compared across the entire track, whereas interneuron-mediated feedback is hypothesised to be precisely temporally coordinated, generating gamma-frequency rhythms [50, 51]. To better approximate this, feedback inhibition was restricted to individual bins along the track, which promoted firing in positions of low general activity with otherwise low place field coverage.

While synaptic scaling kept the average synaptic weight constant, the proportion of active cells decreased over time (Fig 1B). Strategies that aimed to counteract this instability by reducing competition included lower levels of Hebbian plasticity and
constraints on synaptic weights and weight change, however, these approaches
diminished stability, causing strongly fluctuating place cell numbers with no long-term
stable cells.

To introduce additional homeostatic constraints, Hebbian learning was replaced by
the Bienenstock-Cooper-Munro (BCM) learning rule [52]. BCM learning relies on basic
Hebbian principles but incorporates a dynamic threshold for weight change that
depends on recent postsynaptic activity and enables bidirectional modification of
synapse strength. Consequently, high firing rates increase the threshold for potentiation
and may result in synaptic depression instead, thus increasing competition. Under BCM
learning, the rate of novel place field formation increased slightly, but not sufficiently, to
balance place field loss.

Unsuccessful strategies to stabilize place field density

As most forms of synaptic homeostasis observed experimentally operate over hours or
days [53,54], the rate of homeostasis was reduced. Multiplicative synaptic scaling does
not allow for the homeostasis rate to be adjusted, so subtractive normalization was
implemented. Under subtractive normalization, all synapses converging onto a neuron
are changed by the same magnitude to keep the total synaptic input fixed, rather than
weight adjustments being proportional to individual strength [55], thereby generating
more competition [56]. Here, the sum of weights converging onto each cell rarely
stabilized at the homeostatic point, as this would have required negative weights, yet the
subtractive decay term was not sufficient to effectively limit growth of relatively stronger
weights. Thus, subtractive normalization did not elicit the desired weight stabilization.

Incorporation of multiple enclosures was motivated by theories that place fields from
different enclosures may ‘mix’ in familiar environments [57]. Running sessions in novel
environments, represented by distinct grid cell arrangements [34], induced new place
fields that were retained in the familiar environment through their effects on synaptic
weights. However, continuous introduction of new enclosures was required to prevent
stabilization at a specific subset of place cells, but still resulted in a general decline with
occasional spikes in place cell number. These spikes were likely mediated by close
correspondence of the novel and familiar grid inputs, facilitating rapid place field
formation.

It has also been proposed that the co-existence of more and less stable stimulus
responses may result from a diversity in synaptic plasticity [58]. Indeed, applying
diverse learning rates across cells resulted in more place field formation than the BCM
rule alone, however, again, it was not sufficiently high for stabilization. Furthermore,
there was a stronger afferent synaptic strength divide, such that cells with slow
plasticity were generally outcompeted.

Stable place cell density through improved connectivity

The CA1 network was scaled according to relative cell and synapse numbers in the rat
[59](Fig 2A), as there was less extensive data available for the mouse. Layer III of the
EC is estimated to consist of 250,000 principal cells, 80% of which are spatially tuned
[60,61]. Using estimated CA1 population sizes [59], this gives a pyramidal to grid cell
ratio of 1.5575:1 and a pyramidal cell to interneuron ratio of 8:1. Due to the vast
diversity and incomplete functional characterisation of interneurons, a single
hypothetical type of ‘average’ interneuron was used. For simplicity, synaptic
connections among pyramidal cells and interneurons were omitted.
Fig 2. Stable place cell density and properties in the scaled model. (A) Schematic of new CA1 connectivity. (B) Proportion of total and new place cells over 365 days. (C) Probability of recurrence for active cells and place cells across sessions 5 to 35 days apart. (D) Representative probability density function of place field width. Inset: Mean place field width over 365 days, excluding widths $>50$ cm. Error bars show standard error. Simulations were carried out with BCM learning.

As a result of lower excitatory synaptic density, pyramidal cell firing rates were lower but remained stable. The mean firing rate over 365 days was 0.52 Hz, with a range of 0-8.23 Hz, which corresponds closely to mean firing rates detected previously in CA1 place cells in vivo [62–65]. Interestingly, the network reproduced the stable place cell density observed experimentally, with cells dynamically losing and gaining place fields (Fig 2B-C). On average, 61% of cells were active each day, 72% of which formed significant place fields. Place field width ranged between 5 – 40 cm with a mean width of 12.6 cm (Fig 2D). As some cells fired throughout most of the track but there were no place fields of intermediate width (Fig 2D), cells with firing fields of $>50$ cm were not classified as place cells.

Stable place field emergence in this model suggests the previous high synaptic density may have been a limiting factor by restricting variability in cell input even in the presence of high synaptic turnover.
The probability of recurrence of place cells with place fields that have drifted less than 5 cm between any two sessions, a measure of how likely it is for a cell to retain its place field, decreased from 98% and 51.9% for sessions 5 and 30 days apart, respectively, to 32% and 17.2% in the new model (Fig 2B). At stable place cell density, this indicates increased variability in the place cell ensemble.

At sufficient network size, determined to be approximately 5,000 grid cells and 7,788 pyramidal cells, the general features of the model are robust to cell number changes. However, as the model is scaled up, competition increases, leading to a lower proportion of place cells (10,000 grid cells: mean ± SEM = 19.9% ± 0.2%; 7,500 grid cells: 28.5% ± 0.1%; 5,000 grid cells: 43.8% ± 0.1%; $F(2, 18) = 7164.82$, $p < 7.6^{-27}$).

The general features are also robust to the choice of inhibition model, although using an ‘E%-max’ inhibition model, in which cells whose firing rate is within 10% of the most excited cell escape inhibition, as opposed to a ‘winner-takes-all’ model, increases the proportion of place cells due to lower competition (winner-takes-all: mean ± SEM = 29.0% ± 0.2%; E%-max: 43.8% ± 0.1%). The ‘E%-max’ model was used here as it accounts for feedback delay [66].

Excitatory synapse loss reduced firing and place map stability

In APP/PS1 mouse models, progressive reductions in spine density on the distal dendrites of CA1 pyramidal neurons, which are innervated by EC layer III, have been detected at 4-15 months of age [67], with a similar extent of loss occurring in 5xFAD models [68].

This extent of grid-to-pyramidal cell synapse loss in our model gradually reduced the median firing rate, while increasing the range of firing rates (day 20: median ± std = 0.34 ± 0.72 Hz, range = 3.71 Hz; day 360: 0.26 ± 0.73 Hz, range = 4.45 Hz). In addition, the firing rates became more uniform with less strongly pronounced ‘bumps’ (Fig 3A-B).
Fig 3. Each model exhibits characteristic changes in firing rate. Violin plots showing mean firing rates of CA1 pyramidal cells over 360 days in the wildtype (A), the grid-to-pyramidal-cell synapse loss model (B), the interneuron-to-pyramidal-cell synapse loss model (C) and the double synapse loss model (D). Median indicated by white dot within boxplot.
Synaptic scaling led to a compensatory increase in the mean and range of synaptic weights (Fig 4B), which likely mediated the relatively small reduction and increased variability of mean firing rates.

The proportion of place cells decreased (Fig 4A), while the remaining cells retained a constant place field width (mean ± SEM = 12.6 ± 0.02 cm). The reduced number of place cells may have slightly diminished coverage of the environment. In addition, the probability of recurrence of active cells and place cells between sessions 20 days apart, declined over time (Fig 4C-E), indicating lower stability.

**Fig 4.** Place cell proportion and place map stability decreased as excitatory synapses were lost. (A) Proportion of place cells over 365 days in the grid-to-pyramidal-cell (GC-PC) synapse loss and wildtype (WT) model. (B) Mean synaptic weight over 365 days. Inset: Range of weights in the GC-PC loss model (orange) and the wildtype (blue). (C-E) Probability of recurrence for place cells and active cells across sessions 20 to 60 days apart from day 20 (C), day 200 (D) and day 300 (E).
Inhibitory synapse loss increased neuronal activity and place field size

Progressive axonal loss, with normal bouton density on unaffected axons, has been detected on CA1 O-LM interneurons in 4-11 months old APP/PS1 mice in two separate studies [69,70].

In our model, this extent of loss of inhibitory synapses caused a gradual increase in the median and standard deviation of mean firing rates (day 40: 0.35 ± 0.73 Hz; day 360: 0.58 ± 1.01 Hz), resulting in a significant difference to the wildtype (day 360: 0.35 ± 0.71 Hz; $p < 4^{-63}$, Wilcoxon rank sum test) (Fig 3C). Furthermore, the fraction of place cells (Fig 5A) and active cells (day 20: 61.1%; day 360: 73.1%), as well as the probability that an active cell remained active between sessions (day 20: 65.4%; day 300: 72.5%) increased gradually. However, there was no difference in the recurrence probability of place cells between sessions 20 days apart (mean over days 20-300: 15.7%). Thus, impaired inhibition increased neuronal activity but did not affect across-session stability.

**Fig 5.** Place cell proportion and mean place field width increased over time when inhibitory synapses were lost. (A) Proportion of place cells over 365 days in the interneuron-to-pyramidal cell (IN-PC) synapse loss and wildtype (WT) model. (B) Mean place field width over 365 days, excluding widths > 50 cm. Error bars show standard error. Probability density function of place field widths on day 20 (C) and 360 (D).
Although the proportion of place cells increased, the fraction of active cells that form
significant place fields decreased from 92.5% to 85.7% between days 20-360. This is
likely linked to increased activity, as the proportion of cells with multiple place fields
(mean ± SEM days 200-360: wildtype = 2.9% ± 0.09%; IN-PC loss: 3.6% ± 0.1%),
which did not classify as place cells, and cells that were active throughout most of the
track (Fig 5D) increased over time.

In addition to more place field formation, the mean place field width slightly
increased (Fig 5B-D), indicating a reduced place map resolution.

**Excitatory and inhibitory synapse loss impaired place map resolution and stability**

When both excitatory and inhibitory synapses were affected, the median neuronal
activity also increased significantly (day 40: 0.35 ± 0.76 Hz, day 360: 0.49 ± 1.02 Hz;
p < 1.1^-37, Wilcoxon rank sum test) and the range of mean firing rates was higher than
in the previous models (range of mean firing rates = 0 − 4.78 Hz; GC-PC loss:
0 − 4.04 Hz, IN-PC loss: 0 − 3.79 Hz)(Fig 3D).

In addition to a progressive increase in the proportion of highly active cells (Fig 3D),
more frequent changes in the firing rate could be observed (Fig 6). For instance, in the
wildtype just under half of all silent cells remained silent across sessions 20 days apart,
while this was only true for a third of cells in the synapse loss model. Nevertheless,
activity shifts were mostly gradual in both models, as exemplified by most new highly
active cells coming from the pool of ‘intermediately active’ cells (Fig 6).
Fig 6. The proportion of highly active cells increases and firing rates are less stable in the synapse loss model. Sankey diagrams showing the proportion of cells classified by mean firing rate and flow between categories across sessions 20 days apart for the wildtype (A) and the synapse loss model (B) starting on day 260. Cells were classified as silent (mean firing rate = 0 Hz), rarely active (0 – 0.5 Hz), intermediately active (0.5 – 2 Hz) and highly active (> 2 Hz).
The proportion of place cells remained constant over time (mean ± SEM = 43.5% ± 0.1%; Fig 7A), despite increased activity. There was a gradual increase in mean place field width (day 20: mean ± SEM = 12.7 ± 0.1 cm; day 360: 13.8 ± 0.1 cm) comparable to the inhibitory synapse loss model (day 360: 13.7 ± 0.1 cm). Furthermore, there was more variability and abnormal place field sizes (Fig 7B), likely mediated by a lack of inhibition in conjunction with lower excitatory input.

As in the excitatory synapse loss model, the recurrence probability of place cells was gradually reduced (Fig 7C-E). Place cell density was maintained by a slight increase in new place cells (mean ± SEM for days 40-360: 18.8% ± 0.1%, wildtype: 17.8% ± 0.1%; Fig. 7A).

Fig 7. Place cell properties diverge from the wildtype in the double synapse loss model. (A) Proportion of total (dark lines) and new (pale lines) place cells over 365 days in the double synapse loss and wildtype (WT) model. (B) Probability density function of place field widths on day 360. Inset: Mean field width over 365 days, excluding widths > 50 cm. Error bars show standard error. (C-E) Probability of recurrence for active cells and place cells across sessions 20 to 60 days apart from day 20 (C), day 200 (D) and day 300 (E).
Discussion

In this study, we investigated the effect of AD-related synapse loss on hippocampal network function using a computational model, in which place fields were generated through the interplay between excitatory grid cell input and inhibitory feedback from interneurons. By incorporating homeostatic mechanisms and synaptic connectivity based on experimental findings, the model was able to replicate key aspects of CA1 place cell dynamics. To our knowledge, this is the first model that generates stable place cell dynamics from grid cell inputs long-term. By focusing on place cell function, the model can be used to predict how alterations at the synapse level may affect the emergent properties of the CA1 network.

Development of the dynamic CA1 network model

To increase place field formation, interneuron-mediated feedback on more plausible timescales and BCM learning were implemented. While Hebbian plasticity is dominantly used in place cell models, the BCM rule has also been shown to support place coding [71,72]. However, to enable temporal competition using the BCM rule, the rate of synaptic change must be substantially slower than the rate of input presentation, which requires extensive environmental sampling [52]. In contrast, computational modelling suggests fast synaptic changes are required to generate place fields at a realistic timescale [73]. This implies that place coding may involve a learning scheme other than the BCM rule, or multiple learning schemes depending on the input. Alternatively, de Almeida et al. [27] have proposed that place field formation may not rely on synaptic plasticity, except for refinements and long-term stability. They demonstrated place field formation in a grid-cell-to-place-cell model without learning, consistent with close to normal CA1 place coding during exploration in mice with non-functional N-methyl-D-aspartate-receptors (NMDARs), despite exhibiting an NMDAR-dependent form of long-term potentiation [74]. Furthermore, features of BCM learning have been observed in the hippocampus, most notably a dynamic postsynaptic-activity-dependent threshold for synaptic strengthening [75,76]. As such, BCM-like learning remains a plausible alternative to Hebbian learning and has successfully produced the desired grid-cell-to-place-cell transformation at the timescale considered here.

Place cell density was stabilized using a more biologically plausible connectivity, thereby facilitating more realistic feedback inhibition and more dynamic grid cell input through lower synaptic density.

Our model also incorporated synaptic scaling, for which underlying biophysical mechanisms have been identified, including activity-dependent modulation of glutamate receptor expression [77]. While homeostatic mechanisms operate at a slower timescale in vivo, modelling studies commonly speed up homeostasis to stabilize Hebbian learning [78–80]. The mechanisms underlying this temporal contradiction between Hebbian plasticity and homeostasis remain unclear, however, proposed explanations include a yet unidentified rapid compensatory process [78].

In mice, it has been reported that 31% of CA1 pyramidal cells are active, while 20% form significant place fields in an environment [43]. While comparisons are difficult due to differences in experimental setup and the possibility of missing silent cells in in vivo recordings, our model, with 61.0% active cells and 43.8% place cells, likely involves a higher proportion of place cells than is observed in vivo, even compared to rat estimates [81,82]. As the fraction of active cells and place cells decreased with increasing cell numbers, this may be due to the small network size.

Place map stability, with a recurrence probability of place cells of 32% and 17% for sessions 5 and 30 days apart, respectively, is comparable to experimental values of 25%
and 15% \cite{43}. As observed \textit{in vivo}, the recurrence probability was found to only be moderately time dependent.

The mean place field size of 12.6 cm was relatively small, with reported lengths in 1m linear tracks ranging between 20 - 25 cm \cite{43,83}. Place fields are generally smaller in computational models \cite{28,29,84} and it has been argued that grid cell inputs may not be sufficient to produce realistic field sizes without additional input from weakly spatially-modulated cells or recurrent connections among CA3 place cells \cite{85}. In some studies, place field size has been increased by adjusting the grid scale \cite{29,84}. Thus, there are multiple strategies that may enable more realistic place field sizes, however, such discrepancies in spatial scale are unlikely to significantly affect the network properties \cite{29}.

\cite{43} have found that place cells generally maintain identical place fields \textit{in vivo}, whereas our model exhibited a high level of remapping, prompting strict positional constraints on place fields considered ‘identical’ across sessions. The proportion of new cells within the place cell ensemble increased with cell number (7,788 pyramidal cells: 30.3\%, 11,682: 37.9\%, 15,575: 39.3\%), indicating the involvement of a larger pool of cells. Thus, the frequent remapping may have been caused by the small network size.

**Excitatory synapse loss may reduce place map stability**

Progressive loss of excitatory synapses caused synaptic weight rearrangements consistent with compensatory spine growth and glutamate receptor expression observed \textit{in vivo} and in AD patients \cite{67,68}. Despite synaptic scaling, the median firing rate decreased and there was more firing variability. The decreased activity may have also impacted interneuron function by lowering the inhibition threshold, thereby providing an additional buffer for the firing rate. Lower mean firing rates in combination with some highly active neurons have also been observed in the CA1 region of 3xTg and APP/PS1 mice, in which this was accompanied by lower entropy, a measure of firing pattern diversity, indicating reduced coding capacity \cite{86,87}.

There was a lower proportion of place cells compared to the wildtype, which has also been observed in 6-months-old APP/PS1 and APP-KI mice \cite{23,24}. Our model also suggests that excitatory synapse loss could mediate reduced stability of place maps. As reduced stability coincides with spatial memory impairments in APP-KI and 3xTg mice \cite{23,87}, which also exhibit synaptic abnormalities \cite{88,89} but have normal place field sizes \cite{23,87}, it may be a key mechanism contributing to memory deficits in AD.

**Inhibitory synapse loss may link hyperactivity to reduced map resolution**

As interneurons play a key role in the spatiotemporal control of neuronal activity \cite{15,90}, disturbances of which correlate strongly with cognitive deficits \cite{24,91,92}, the ‘GABAergic hypothesis’, which suggests impaired inhibition may be a critical link between the diverse dysfunctions occurring in AD, has gained popularity in recent years \cite{15}.

The increase in firing rate, proportion of highly active cells and cells that were active throughout the whole track is consistent with the hyperactivity observed in CA1 \textit{in vivo} \cite{93}. Place fields were larger and showed increased variability compared to the wildtype, as has been observed in Tg2576 and APP/TTA mice in conjunction with lower spatial information content \cite{22,25}. Increased place cell number and place field size indicate a lower resolution place map, as hypothesised to occur in experimental models \cite{25}.
Excitatory and inhibitory synapse loss may distinctly contribute to network dysregulation

Korzhova et al. [94] recently identified a progressive increase in activity of intermediately active cells as the primary source of highly active neurons in the cortex of APP/PS1 mice, which was also observed in our model, supporting their hypothesis that network pathology may stem from stable aberrant activity of single cells.

When both excitatory and inhibitory synapses were affected, the resolution and stability of the place map were significantly diminished, accompanied by increased neuronal activity. This combination of dysfunctions has also been detected in an APP transgenic model [25], and in a mouse model overexpressing synaptojanin-1 (Synj1), a regulator of synaptic function, which has been implicated in AD [95,96]. This provides further support for synaptic dysfunction underlying place cell abnormalities and suggests that both excitatory and inhibitory synaptic dysfunction contribute to place cell dysfunction in AD and produce distinct impairments in environmental representation.

Implications for future work

The causative link established here between synaptic dysfunction and cognitive impairments is in line with current theories implicating impaired functional connectivity as the major driver of AD pathogenesis [15,19,45].

Based on our findings, we predict that hyperactivity in CA1 should coincide with place cell abnormalities and spatial impairments. Furthermore, we hypothesise that impaired spatiotemporal control of pyramidal cell firing by interneurons may be a major contributor to abnormal place field size. Similarly, decay of excitatory EC inputs may underlie reduced ensemble stability. An experimental study employing EC lesions supports our finding that place map stability is reduced in the absence of such inputs, however they also reported increased place field sizes [97]. Recent evidence suggests pyramidal cells in EC layer II also directly innervate CA1 interneurons and that synapses between these populations are selectively lost in Tg2576-APPswe mice [98]. The Tg2576-APPswe model had enlarged place fields, which could be rescued by optogenetic activation of the EC-interneuron synapses. As such, place field enlargement in response to EC lesions may have been mediated by impaired interneuron function.

The relative contribution of excitatory and inhibitory synapse dysfunction in AD is still unclear but may enable the identification of new therapeutic targets. Due to the high inter-connectivity within the hippocampal circuit, addressing this question experimentally requires precise silencing of synaptic transmission, however silencing with the required spatiotemporal control is challenging, potentially limiting the feasibility of such experiments [99].

Potential extensions to the model

A biophysical model would enable examination of other interesting network properties observed in AD, such as hypersynchrony [100]. The model could also be further improved by including synaptic weights, synaptic homeostasis and an explicit firing rate for the interneurons, ideally also accounting for the diversity of interneuron types in CA1. Homeostatic inhibitory mechanisms, including altered receptor levels and GABAergic synaptic sprouting have been reported in vivo [101,102]. Furthermore, it would be interesting to extend the model to incorporate place cell remapping, as this has been found to be impaired in AD [23].

A general limitation of grid-cell-to-place-cell feedforward networks is recent evidence for place-cell-to-grid-cell feedback, including the disappearance of grid cell firing in response to place cell inactivation, although the function of this feedback remains
unclear [103]. Furthermore, recent experimental findings have challenged the view that grid cells are the major determinant of place field formation, including the formation of place fields after grid cell disruption [97, 104] and the earlier emergence of place cell firing during rat development [105, 106]. Input from subcortical structures, the pre- and parasubiculum and CA3 have all been found to contribute to the spatial tuning of CA1 place fields [30, 107–109]. Spatial input from CA3, for instance, is essential for rapid contextual learning in novel environments, temporal coding at the population level and memory retrieval [38, 110]. In light of this evidence, Bush et al. [30] have proposed that place cell firing is determined by a variety of sensory inputs, with grid cells providing complementary self-motion-derived input to support precise navigation. However, the relative contribution of different cell populations to CA1 place coding remains subject to active research and may even be dynamic, varying with condition or state [111].

While synaptic loss has been found to occur prior to the formation of amyloid plaques [112], plaque proximity-dependent loss has been reported in mouse models [113–115]. As such, it would also be interesting to explore the effect of concentrated areas of synaptic loss. In addition, shrinking cell population sizes, affecting interneurons as early as 6-to-12-months of age, have been detected in vivo [70, 116–118], and may contribute to network dysfunction.

Overall, our model shows that synapse loss in CA1 is sufficient to generate the network abnormalities observed in experimental models and AD patients, including hyperactivity [93, 100]. Furthermore, the resulting network abnormalities were shown to induce place cell dysfunction, which has been hypothesised to underlie spatial memory impairment in AD. Thus, our model shows synapse loss is sufficient to drive progressive network dysfunction and impaired spatial representation.

Methods

Grid cell simulation

We simulated a 1 metre linear track, with cells characterized by their firing rate in each 1 cm bin. Grid cells were simulated as described by Blair et al. [119] (Eq 1), such that their firing rate varied in a hexagonal grid with orientation, phase and offset randomly chosen from a uniform distribution.

\[
x_j(p, \lambda, \theta, c) = g \left( \sum_{k=1}^{3} \cos \left( \frac{4\pi}{\sqrt{3}\lambda} u(\theta_k + \theta) \cdot (p - c) \right) \right),
\]

where \(x_j(p, \lambda, \theta, c)\) is the firing rate of grid cell \(j\) at position \(p\) with inter-vertex spacing \(\lambda\), angular offset \(\theta\) and spatial phase \(c\). \(\lambda\) varies between 30 -- 100 cm, \(c\) ranges between 0 -- 100 cm and \(\theta\) ranges between 0 -- 60°. \(\cdot\) indicates the dot product operator. \(\theta_k\) is given by \((\cos(\theta_k), \sin(\theta_k))\), such that the cosine function gives a pattern of alternating maxima and minima in direction \(\theta_k\). The hexagonal grid is generated by the sum of cosine patterns \(\theta_1 = -30^\circ, \theta_2 = 30^\circ\) and \(\theta_3 = 90^\circ\). \(g(x) = \exp[a(x - b)] - 1\) is a monotonically increasing gain function with \(b = -3/2\) and \(a = 0.3\), giving a firing rate of 0 -- 3 Hz. Parameters were adapted from de Almeida et al. [27].
Pyramidal cell simulation

Pyramidal cell activity was modelled as the sum of excitatory grid cell inputs \cite{27},

\[ y_i(p) = \vec{x}(p) \cdot \vec{w}_i, \]  

(2)

where \( y_i(p) \) is the firing rate of pyramidal cell \( i \) at position \( p \) in Hz, \( \vec{x}(p) \) is the vector of firing rates of all grid cells that project to pyramidal cell \( i \), at position \( p \), and \( \vec{w}_i \) is the vector of synaptic weights converging onto pyramidal cell \( i \).

Synaptic weights

The initial weight \( w_{ij}(s) \) of a synapse between grid cell \( j \) and pyramidal cell \( i \) was assumed to vary with synaptic area \( s \) ranging between \( 0 - 0.2 \mu m^2 \), as described by de Almeida et al. \cite{27},

\[ w_{ij}(s) = \frac{s}{0.2} \left( \frac{s}{s + 0.0314} \right). \]  

(3)

The probability density of the synaptic area of excitatory synapses onto granule cells in the model is given by \cite{27}

\[ P(s) = A \left[ 1 - \exp \left( -\frac{s}{\sigma_1} \right) \right] \left[ \exp \left( -\frac{s}{\sigma_2} \right) + B \exp \left( -\frac{s}{\sigma_3} \right) \right], \]  

(4)

with \( A = 100.7, B = 0.002, \sigma_1 = 0.022 \mu m^2, \sigma_2 = 0.018 \mu m^2, \) and \( \sigma_3 = 0.15 \mu m^2, \) as determined by Trommald and Hulleberg \cite{120}.

Feedback inhibition

The effects of the diverse interneuron populations observed experimentally were approximated via one homogeneous population of ‘typical’ interneurons. Feedback inhibition was based on a model in which the first pyramidal cell to fire within a gamma-oscillation cycle excites an interneuron, which then inhibits the activity of later firing pyramidal neurons. In this rate-based model, it was assumed that neurons with greater excitatory input, and thus higher firing rates, are more likely to quickly overcome the decaying inhibition at the start of each gamma-oscillation cycle, and therefore fire earlier within each cycle \cite{28}. Two modes of inhibition were employed, as specified: in the ‘winner-takes-all’ mode, only the most excited cell escaped inhibition; while in the ‘E%-max’ mode, cells were inhibited if their firing rate was not within some fraction of the excitation of the most excited cell \cite{27}. E\% was approximated to account for feedback delay, determined by the ratio of the membrane time constant to the time lag between a cell spiking and the incidence of feedback inhibition, which approximately gives E\% = 10\% \cite{66}.

The feedback inhibition mechanism initially compared pyramidal cell firing rates across the entire track. As specified in the Results section, the feedback inhibition cycle was shortened by incorporating position-specific inhibition within each bin along the track.

Thus, a pyramidal cell was inhibited when the condition

\[ y_i(p) < (1 - k) \max (y^r(p)), \]  

(5)

was satisfied, where \( y_i(p) \) is the the firing rate of pyramidal cell \( i \) at position \( p \), \( k \) determines the fraction \((1 - k)\) of cells that escape inhibition, with \( k = 1 \) in the ‘winner-takes-all’ case and \( k = 0.1 \) in the ‘E%-max’ case, and \( y^r(p) \) is the firing rates of all cells that project to interneuron \( r \), at position \( p \).
Network architecture

The model was initially comprised of 10,000 grid cells and 2,000 pyramidal cells, with each pyramidal cell being innervated by 1,200 random grid cells, approximating the number of spatially-tuned EC cells that project to CA1 pyramidal cell, as described by [28]. The described feedback inhibition mechanism was mimicked by incorporating equal numbers of interneurons and pyramidal cells, with each interneuron receiving information from all pyramidal cells and projecting to a single cell each.

Where specified in the Results section, the network architecture was updated to fit experimental data on relative cell and synapse numbers in CA1 [59]. The network architecture was scaled to 5,000 grid cells, such that there were 7,788 pyramidal cells and 974 interneurons. Each pyramidal cell was innervated by 31 grid cells and 3 interneurons, with each interneuron being innervated by 19 pyramidal cells.

Synaptic plasticity

Hebbian learning

Where specified, synaptic weights $w_{ij}$ between grid cell $j$ and pyramidal cell $i$ were updated once a day using Hebbian learning,

$$\frac{dw_{ij}}{dt} = x_j(p) y_i(p) \eta,$$

where $x_j(p)$ is the firing rate of grid cell $j$ at position $p$, $y_i(p)$ is the firing rate of place cell $i$ at position $p$, and $\eta = 0.003$ is the learning rate [28].

BCM learning

Where specified, synaptic weights were instead updated once a day according to the BCM rule [52],

$$\frac{dw_{ij}}{dt} = x_j(p) \phi(y_i(p), \xi),$$

where $\xi = (\frac{y_i}{y_0})^2 y_i$ is the learning rate with positive constant $y_0 = 50$ and $\phi(y, \xi) = y(y - \xi)$ with limit $l = 2$, such that

$$\phi(y, \xi) = \begin{cases} -l, & \text{if } \phi(y, \xi) \leq -l \\ l, & \text{if } \phi(y, \xi) \geq l \\ \phi(y, \xi), & \text{otherwise.} \end{cases}$$
Homeostatic mechanisms

Multiplicative scaling was applied to synaptic weights after each update by dividing by the sum of all weights converging onto each pyramidal cell and multiplying by the expected sum of synaptic strengths [121]. This value corresponded to the expected value of the sum of \( n \) random draws from the empirical distribution of weights, where \( n \) is the number of synapses converging onto each cell.

Where specified, subtractive normalization was instead applied after Hebbian learning [122]

\[
 w_{ij} = w_{ij} - \eta_{\text{homeo}} \left( \sum_j w_{ij} - \theta_{\text{homeo}} \right),
\]

where \( \theta_{\text{homeo}} = 50 \) and \( \eta_{\text{homeo}} \) is the homeostatic learning rate, set to 0.1 of the Hebbian learning rate to mimic the relative temporal timescale of Hebbian plasticity and homeostatic mechanisms in the hippocampus [78].

Synapse turnover

Synapses were turned over once a day to achieve a mean synapse lifetime \( \tau \) of 10 days [46]. The number of synapses replaced per cell was derived using the exponential decay model

\[
 N(t) = N_0 e^{-\frac{t}{\tau}},
\]

where \( N(t) \) and \( N_0 \) are the number of synapses on day \( t \) and 0, respectively, and the number of synapses replaced per cell corresponds to \( N_0 - N(t) \). Naive synapses received random weights from the synaptic strength distribution. In the scaled model, interneuron-to-pyramidal-cell connections were turned over at the same rate.

AD-related synapse loss

Loss of grid-cell-to-pyramidal-cell synapses and interneuron-to-pyramidal-cell synapses were implemented individually and in combination, as specified, to analyze the effects of excitatory and inhibitory synapse loss on place cell function.

Interneuron-to-pyramidal-cell synapse loss due to axonal loss in the APP/PS1 model [69] was implemented by eliminating a fraction of randomly chosen synapses each day using the quadratic regression for the change in the number of synapses \( \Delta S(T) \) at timepoint \( T \) months from the first running session,

\[
 \Delta S(T) = -0.0532T^2 - 2.2179T.
\]

Grid-cell-to-pyramidal-cell synapses were eliminated according to the pattern of synaptic density reduction in APP/PS1 mice [67], using the regression

\[
 \Delta S(T) = -0.2716T^2 - 9.0677T
\]

for \( T \leq 12 \) months.

Place field analysis

A significant place field was defined as a single continuous region of \( 5 - 50 \) cm (see Results section), in which the cell’s firing rate was within 20% of the its maximum firing rate during the running session [28]. For calculating the probability of recurrence of a place cell, a place field was deemed to have been maintained across sessions if the location of the centroid was within 10 cm of the centroid in the previous session if samples were taken every 20 days, or 5 cm if samples were taken every 5 days.
Acknowledgements

We acknowledge useful discussions with Dr. Mary Ann Go, Dr. Amanda Foust, Klara Kaleb and Grace Ang. This work was supported by Mrs Anne Uren and the Michael Uren Foundation.

References

1. Erkkinen MG, Kim MO, Geschwind MD. Clinical neurology and epidemiology of the major neurodegenerative diseases. Cold Spring Harbor Perspectives in Biology. 2018; doi:10.1101/cshperspect.a033118.

2. Prvulovic D, Van De Ven V, Sack AT, Maurer K, Linden DEJ. Functional activation imaging in aging and dementia. Psychiatry Research - Neuroimaging. 2005; doi:10.1016/j.pscychresns.2005.06.006.

3. Mrdjen D, Fox EJ, Bukhari SA, Montine KS, Bendall SC, Montine TJ. The basis of cellular and regional vulnerability in Alzheimer’s disease. Acta Neuropathologica. 2019; doi:10.1007/s00401-019-02054-4.

4. Chabrier MA, Cheng D, Castello NA, Green KN, LaFerla FM. Synergistic effects of amyloid-beta and wild-type human tau on dendritic spine loss in a floxed double transgenic model of Alzheimer’s disease. Neurobiology of Disease. 2014;64:107–117. doi:https://doi.org/10.1016/j.nbd.2014.01.007.

5. Chen MK, Mecca AP, Naganawa M, Finnema SJ, Toyonaga T, Lin SF, et al. Assessing Synaptic Density in Alzheimer Disease with Synaptic Vesicle Glycoprotein 2A Positron Emission Tomographic Imaging. JAMA Neurology. 2018; doi:10.1001/jamaneurol.2018.1836.

6. Selkoe DJ. Alzheimer’s disease is a synaptic failure. Science. 2002; doi:10.1126/science.1074069.

7. Terry RD, Masliah E, Salmon DP, Butters N, DeTeresa R, Hill R, et al. Physical basis of cognitive alterations in alzheimer’s disease: Synapse loss is the major correlate of cognitive impairment. Annals of Neurology. 1991; doi:10.1002/ana.410300410.

8. Scheff SW, DeKosky ST, Price DA. Quantitative assessment of cortical synaptic density in Alzheimer’s disease. Neurobiology of Aging. 1990; doi:10.1016/0197-4580(90)90059-9.

9. Spires-Jones TL, Hyman BT. The Intersection of Amyloid Beta and Tau at Synapses in Alzheimer’s Disease. Neuron. 2014; doi:10.1016/j.neuron.2014.05.004.

10. Mucke L, Selkoe DJ. Neurotoxicity of amyloid β-protein: Synaptic and network dysfunction. Cold Spring Harbor Perspectives in Medicine. 2012; doi:10.1101/cshperspect.a006338.

11. Vossel KA, Tartaglia MC, Nygaard HB, Zeman AZ, Miller BL. Epileptic activity in Alzheimer’s disease: causes and clinical relevance. The Lancet Neurology. 2017; doi:10.1016/S1474-4422(17)30044-3.

12. Busche MA, Konnerth A. Neuronal hyperactivity - A key defect in Alzheimer’s disease? BioEssays. 2015; doi:10.1002/bies.201500004.
13. Yamamoto K, ichi Tanei Z, Hashimoto T, Wakabayashi T, Okuno H, Naka Y, et al. Chronic Optogenetic Activation Augments Aβ Pathology in a Mouse Model of Alzheimer Disease. Cell Reports. 2015;doi:10.1016/j.celrep.2015.04.017.

14. Wu JW, Hussaini SA, Bastille IM, Rodriguez GA, Mrejeru A, Rilett K, et al. Neuronal activity enhances tau propagation and tau pathology in vivo. Nature Neuroscience. 2016;doi:10.1038/nn.4328.

15. Ambrad Giovannetti E, Fuhrmann M. Unsupervised excitation: GABAergic dysfunctions in Alzheimer’s disease. Brain Research. 2019;doi:10.1016/j.brainres.2018.11.042.

16. Busche MA, Kekuš M, Adelsberger H, Noda T, Förstl H, Nelken I, et al. Rescue of long-range circuit dysfunction in Alzheimer’s disease models. Nature Neuroscience. 2015;doi:10.1038/nn.4137.

17. Goutagny R, Krantic S. Hippocampal oscillatory activity in Alzheimer’s disease: Toward the identification of early biomarkers? Aging and Disease. 2013;.

18. Hamm V, Héraud C, Cassei JC, Mathis C, Goutagny R. Precocious alterations of brain oscillatory activity in Alzheimer’s disease: A window of opportunity for early diagnosis and treatment. Frontiers in Cellular Neuroscience. 2015;doi:10.3389/fncel.2015.00491.

19. Brier MR, Thomas JB, Ances BM. Network dysfunction in Alzheimer’s disease: refining the disconnection hypothesis. Brain connectivity. 2014;doi:10.1089/brain.2014.0236.

20. Markowitsch HJ, Staniloiu A. Amnesic disorders. The Lancet. 2012;doi:10.1016/S0140-6736(11)61304-4.

21. O’Keefe J, Conway DH. Hippocampal place units in the freely moving rat: Why they fire where they fire. Experimental Brain Research. 1978;doi:10.1007/BF00239813.

22. Cacucci F, Yi M, Wills TJ, Chapman P, O’Keefe J. Place cell firing correlates with memory deficits and amyloid plaque burden in Tg2576 Alzheimer mouse model. Proceedings of the National Academy of Sciences of the United States of America. 2008;doi:10.1073/pnas.0802908105.

23. Jun H, Bramian A, Soma S, Saito T, Saido TC, Igarashi KM. Disrupted Place Cell Remapping and Impaired Grid Cells in a Knockin Model of Alzheimer’s Disease. Neuron. 2020;doi:10.1016/j.neuron.2020.06.023.

24. Cayzac S, Mons N, Ginguay A, Allinquant B, Jeantet Y, Cho YH. Altered hippocampal information coding and network synchrony in APP-PS1 mice. Neurobiology of Aging. 2015;doi:10.1016/j.neurobiolaging.2015.08.023.

25. Zhao R, Fowler SW, Chiang ACA, Ji D, Jankowsky JL. Impairments in experience-dependent scaling and stability of hippocampal place fields limit spatial learning in a mouse model of Alzheimer’s disease. Hippocampus. 2014;doi:10.1002/hipo.22283.

26. Sheintuch L, Rubin A, Brande-Eilat N, Geva N, Sadeh N, Pinchasof O, et al. Tracking the Same Neurons across Multiple Days in Ca2+ Imaging Data. Cell Reports. 2017;doi:10.1016/j.celrep.2017.10.013.
27. De Almeida L, Idiart M, Lisman JE. The input-output transformation of the hippocampal granule cells: From grid cells to place fields. Journal of Neuroscience. 2009;doi:10.1523/JNEUROSCI.6048-08.2009.

28. Acker D, Paradis S, Miller P. Stable memory and computation in randomly rewiring neural networks. Journal of Neurophysiology. 2019;doi:10.1152/jn.00534.2018.

29. Cheng S, Frank LM. The structure of networks that produce the transformation from grid cells to place cells. Neuroscience. 2011;doi:10.1016/j.neuroscience.2011.09.002.

30. Bush D, Barry C, Burgess N. What do grid cells contribute to place cell firing? Trends in Neurosciences. 2014;doi:10.1016/j.tins.2013.12.003.

31. Hafting T, Fyhn M, Molden S, Moser MB, Moser EI. Microstructure of a spatial map in the entorhinal cortex. Nature. 2005;doi:10.1038/nature03721.

32. Zhang SJ, Ye J, Miao C, Tsao A, Cerniauskas I, Ledergerber D, et al. Optogenetic dissection of entorhinal-hippocampal functional connectivity. Science. 2013;doi:10.1126/science.1232627.

33. Van Cauter T, Poucet B, Save E. Unstable CA1 place cell representation in rats with entorhinal cortex lesions. European Journal of Neuroscience. 2008;doi:10.1111/j.1460-9568.2008.06158.x.

34. Fyhn M, Hafting T, Treves A, Moser MB, Moser EI. Hippocampal remapping and grid realignment in entorhinal cortex. Nature. 2007;doi:10.1038/nature05601.

35. Schlesiger MI, Cannova CC, Boublil BL, Hales JB, Mankin EA, Brandon MP, et al. The medial entorhinal cortex is necessary for temporal organization of hippocampal neuronal activity. Nature Neuroscience. 2015;doi:10.1038/nn.4056.

36. Hafting T, Fyhn M, Bonnevie T, Moser MB, Moser EI. Hippocampus-independent phase precession in entorhinal grid cells. Nature. 2008;doi:10.1038/nature06957.

37. Brun VH, Otnæss MK, Molden S, Steffenach HA, Witter MP, Moser MB, et al. Place cells and place recognition maintained by direct entorhinal-hippocampal circuitry. Science. 2002;doi:10.1126/science.1071089.

38. Nakashiba T, Young JZ, McHugh TJ, Buhl DL, Tonegawa S. Transgenic inhibition of synaptic transmission reveals role of CA3 output in hippocampal learning. Science. 2008;doi:10.1126/science.1151120.

39. Guskjolen A, Josselyn SA, Frankland PW. Age-dependent changes in spatial memory retention and flexibility in mice. Neurobiology of Learning and Memory. 2017;doi:10.1016/j.nlm.2016.12.006.

40. Thompson LT, Best PJ. Long-term stability of the place-field activity of single units recorded from the dorsal hippocampus of freely behaving rats. Brain Research. 1990;doi:10.1016/0006-8993(90)90555-P.

41. Kentros CG, Agnihotri NT, Streeter S, Hawkins RD, Kandel ER. Increased attention to spatial context increases both place field stability and spatial memory. Neuron. 2004;doi:10.1016/S0896-6273(04)00192-8.
42. Kinsky NR, Sullivan DW, Mau W, Hasselmo ME, Eichenbaum HB. Hippocampal Place Fields Maintain a Coherent and Flexible Map across Long Timescales. Current Biology. 2018;doi:10.1016/j.cub.2018.09.037.

43. Ziv Y, Burns LD, Cocker ED, Hamel EO, Ghosh KK, Kitch LJ, et al. Long-term dynamics of CA1 hippocampal place codes. Nature Neuroscience. 2013;doi:10.1038/nn.3329.

44. Frere S, Slutsky I. Alzheimer’s Disease: From Firing Instability to Homeostasis Network Collapse. Neuron. 2018;doi:10.1016/j.neuron.2017.11.028.

45. Styr B, Slutsky I. Imbalance between firing homeostasis and synaptic plasticity drives early-phase Alzheimer’s disease. Nature Neuroscience. 2018;doi:10.1038/s41593-018-0080-x.

46. Attardo A, Fitzgerald JE, Schnitzer MJ. Impermanence of dendritic spines in live adult CA1 hippocampus. Nature. 2015;doi:10.1038/nature14467.

47. Pfeiffer T, Poll S, Bancelin S, Angibaud J, Inavalli VVGK, Keppler K, et al. Chronic 2P-STED imaging reveals high turnover of dendritic spines in the hippocampus in vivo. eLife. 2018;doi:10.7554/eLife.34700.

48. Chambers AR, Rumpel S. A stable brain from unstable components: Emerging concepts and implications for neural computation. Neuroscience. 2017;doi:10.1016/j.neuroscience.2017.06.005.

49. Bittner KC, Grienberger C, Vaidya SP, Milstein AD, Macklin JJ, Suh J, et al. Conjunctive input processing drives feature selectivity in hippocampal CA1 neurons. Nature Neuroscience. 2015;doi:10.1038/nn.4062.

50. Lasztóczi B, Klausberger T. Layer-specific GABAergic control of distinct gamma oscillations in the CA1 hippocampus. Neuron. 2014;doi:10.1016/j.neuron.2014.01.021.

51. Zemankovics R, Veres JM, Oren I, Hájos N. Feedforward inhibition underlies the propagation of cholinergically induced gamma oscillations from hippocampal CA3 to CA1. Journal of Neuroscience. 2013;doi:10.1523/JNEUROSCI.3680-12.2013.

52. Bienenstock EL, Cooper LN, Munro PW. Theory for the development of neuron selectivity: Orientation specificitv and binocular interaction in visual cortex. Journal of Neuroscience. 1982;doi:10.1523/jneurosci.02-01-00032.1982.

53. Turrigiano GG. The dialectic of hebb and homeostasis. Philosophical Transactions of the Royal Society B: Biological Sciences. 2017;doi:10.1098/rstb.2016.0258.

54. Watt AJ, Desai NS. Homeostatic plasticity and STDP: Keeping a neuron’s cool in a fluctuating world. Frontiers in Synaptic Neuroscience. 2010;doi:10.3389/fnsyn.2010.00005.

55. Elliott T. An analysis of synaptic normalization in a general class of Hebbian models. Neural Computation. 2003;doi:10.1162/08997660360581967.

56. Abbott LF, Nelson SB. Synaptic plasticity: Taming the beast. Nature Neuroscience. 2000;doi:10.1038/81453.
57. Agmon H, Burak Y. A theory of joint attractor dynamics in the hippocampus and the entorhinal cortex accounts for artificial remapping and grid cell field-to-field variability. eLife. 2020;doi:10.7554/elife.56894.

58. Sweeney Y, Clopath C. Population coupling predicts the plasticity of stimulus responses in cortical circuits. eLife. 2020;doi:10.7554/elife.56053.

59. Bezaire MJ, Soltész I. Quantitative assessment of CA1 local circuits: Knowledge base for interneuron-pyramidal cell connectivity. Hippocampus. 2013;doi:10.1002/hipo.22141.

60. Mulders WHAM, West MJ, Slomianka L. Neuron numbers in the presubiculum, parasubiculum, and entorhinal area of the rat. Journal of Comparative Neurology. 1997;doi:10.1002/(SICI)1096-9861(19970818)385:1¡83::AID-CNE5¿3.0.CO;2-8.

61. Sargolini F, Fyhn M, Hafting T, McNaughton BL, Witter MP, Moser MB, et al. Conjunctive representation of position, direction, and velocity in entorhinal cortex. Science. 2006;doi:10.1126/science.1125572.

62. Chen G, Lu Y, King JA, Cacucci F, Burgess N. Differential influences of environment and self-motion on place and grid cell firing. Nature Communications. 2019;doi:10.1038/s41467-019-08550-1.

63. McHugh TJ, Blum KI, Tsien JZ, Tonegawa S, Wilson MA. Impaired hippocampal representation of space in CA1-specific NMDAR1 knockout mice. Cell. 1996;doi:10.1016/S0092-8674(00)81828-0.

64. Yan J, Zhang Y, Jia Z, Taverna FA, McDonald RJ, Muller RU, et al. Place-cell impairment in glutamate receptor 2 mutant mice. The Journal of neuroscience : the official journal of the Society for Neuroscience. 2002;doi:10.1523/jneurosci.22-03-j0002.2002.

65. Rotenberg A, Mayford M, Hawkins RD, Kandel ER, Muller RU. Mice expressing activated CaMKII lack low frequency LTP and do not form stable place cells in the CA1 region of the hippocampus. Cell. 1996;doi:10.1016/S0092-8674(00)81829-2.

66. De Almeida L, Idiart M, Lisman JE. A second function of gamma frequency oscillations: An E%-max winner-take-all mechanism selects which cells fire. Journal of Neuroscience. 2009;doi:10.1523/JNEUROSCI.6044-08.2009.

67. Smith DL, Pozueta J, Gong B, Arancio O, Shelanski M. Reversal of long-term dendritic spine alterations in Alzheimer disease models. Proceedings of the National Academy of Sciences of the United States of America. 2009;doi:10.1073/pnas.0908706106.

68. Neuman KM, Molina-Campos E, Musial TF, Price AL, Oh KJ, Wolke ML, et al. Evidence for Alzheimer’s disease-linked synapse loss and compensation in mouse and human hippocampal CA1 pyramidal neurons. Brain Structure and Function. 2015;doi:10.1007/s00429-014-0848-z.

69. Schmid LC, Mittag M, Poll S, Steffen J, Wagner J, Geis HR, et al. Dysfunction of Somatostatin-Positive Interneurons Associated with Memory Deficits in an Alzheimer’s Disease Model. Neuron. 2016;doi:10.1016/j.neuron.2016.08.034.
70. Ramos B, Baglietto-Vargas D, del Rio JC, Moreno-Gonzalez I, Santa-Maria C, Jimenez S, et al. Early neuropathology of somatostatin/NPY GABAergic cells in the hippocampus of a PS1 × APP transgenic model of Alzheimer’s disease. Neurobiology of Aging. 2006;27(11):1658–1672. doi: https://doi.org/10.1016/j.neurobiolaging.2005.09.022.

71. Barry C, Hayman R, Burgess N, Jeffery KJ. Experience-dependent rescaling of entorhinal grids. Nature Neuroscience. 2007; doi:10.1038/nn1905.

72. Lever C, Burgess N, Cacucci F, Hartley T, O’Keefe J. What can the hippocampal representation of environmental geometry tell us about Hebbian learning? Biological Cybernetics. 2002; doi:10.1007/s00422-002-0360-z.

73. Savelli F, Knierim JJ. Hebbian analysis of the transformation of medial entorhinal grid-cell inputs to hippocampal place fields. Journal of Neurophysiology. 2010; doi:10.1152/jn.00932.2009.

74. Kentros C, Hargreaves E, Hawkins RD, Kandel ER, Shapiro M, Muller RV. Abolition of long-term stability of new hippocampal place cell maps by NMDA receptor blockade. Science. 1998; doi:10.1126/science.280.5372.2121.

75. Roth-Alpermann C, Morris RGM, Korte M, Bonhoeffer T. Homeostatic shutdown of long-term potentiation in the adult hippocampus. Proceedings of the National Academy of Sciences of the United States of America. 2006; doi:10.1073/pnas.060089103.

76. Abraham WC, Mason-Parker SE, Bear MF, Webb S, Tate WP. Heterosynaptic metaplasticity in the hippocampus in vivo: A BCM-like modifiable threshold for LTP. Proceedings of the National Academy of Sciences of the United States of America. 2001; doi:10.1073/pnas.181342098.

77. Lissin DV, Gomperts SN, Carroll RC, Christine CW, Kalman D, Kitamura M, et al. Activity differentially regulates the surface expression of synaptic AMPA and NMDA glutamate receptors. Proceedings of the National Academy of Sciences of the United States of America. 1998; doi:10.1073/pnas.95.12.7097.

78. Zenke F, Gerstner W, Ganguli S. The temporal paradox of Hebbian learning and homeostatic plasticity. Current Opinion in Neurobiology. 2017; doi:10.1016/j.conb.2017.03.015.

79. Zenke F, Hennequin G, Gerstner W. Synaptic Plasticity in Neural Networks Needs Homeostasis with a Fast Rate Detector. PLoS Computational Biology. 2013; doi:10.1371/journal.pcbi.1003330.

80. Chen JY, Lonjers P, Lee C, Chistiakova M, Volgushev M, Bazhenov M. Heterosynaptic plasticity prevents runaway synaptic dynamics. Journal of Neuroscience. 2013; doi:10.1523/JNEUROSCI.5088-12.2013.

81. Leutgeb S, Leutgeb JK, Treves A, Moser MB, Moser EI. Distinct ensemble codes in hippocampal areas CA3 and CA1. Science. 2004; doi:10.1126/science.1100265.

82. Karlsson MP, Frank LM. Network dynamics underlying the formation of sparse, informative representations in the hippocampus. Journal of Neuroscience. 2008; doi:10.1523/JNEUROSCI.4261-08.2008.

83. Hussaini SA, Kempadoo KA, Thuault SJ, Siegelbaum SA, Kandel ER. Increased Size and Stability of CA1 and CA3 Place Fields in HCN1 Knockout Mice. Neuron. 2011; doi:10.1016/j.neuron.2011.09.007.
84. Solstad T, Boccara CN, Kropff E, Moser MB, Moser EI. Representation of geometric borders in the entorhinal cortex. Science. 2008;doi:10.1126/science.1166466.

85. Neher T, Azizi AH, Cheng S. From grid cells to place cells with realistic field sizes. PLoS ONE. 2017;doi:10.1371/journal.pone.0181618.

86. Chockanathan U, Warner EJ, Turpin L, O’Banion MK, Padmanabhan K. Altered dorsal CA1 neuronal population coding in the APP/PS1 mouse model of Alzheimer’s disease. Scientific Reports. 2020;10(1):1077. doi:10.1038/s41598-020-58038-y.

87. Mably AJ, Gereke BJ, Jones DT, Colgin LL. Impairments in spatial representations and rhythmic coordination of place cells in the 3xTg mouse model of Alzheimer’s disease. Hippocampus. 2017;doi:10.1002/hipo.22697.

88. Zhang H, Wu L, Pchitskaya E, Zakharova O, Saito T, Saido T, et al. Neuronal store-operated calcium entry and mushroom spine loss in amyloid precursor protein knock-in mouse model of Alzheimer’s disease. Journal of Neuroscience. 2015;doi:10.1523/JNEUROSCI.1034-15.2015.

89. Clark JK, Furgerson M, Crystal JD, Fechheimer M, Furukawa R, Wagner JJ. Alterations in synaptic plasticity coincide with deficits in spatial working memory in presymptomatic 3xTg-AD mice. Neurobiology of Learning and Memory. 2015;doi:10.1016/j.nlm.2015.09.003.

90. Palop JJ, Mucke L. Amyloid-B-induced neuronal dysfunction in Alzheimer’s disease: From synapses toward neural networks. Nature Neuroscience. 2010;doi:10.1038/nn.2583.

91. Siwek ME, Müller R, Henseler C, Trog A, Lundt A, Wormuth C, et al. Altered theta oscillations and aberrant cortical excitatory activity in the 5XFAD model of Alzheimer’s disease. Neural Plasticity. 2015;doi:10.1155/2015/781731.

92. Zhang X, Zhong W, Brankaˇck J, Weyer SW, Müller UC, Tort ABL, et al. Impaired theta-gamma coupling in APP-deficient mice. Scientific Reports. 2016;doi:10.1038/srep21948.

93. Busche MA, Chen X, Henning HA, Reichwald J, Staufenbiel M, Sakmann B, et al. Critical role of soluble amyloid-β for early hippocampal hyperactivity in a mouse model of Alzheimer’s disease. Proceedings of the National Academy of Sciences of the United States of America. 2012;doi:10.1073/pnas.1206171109.

94. Korzhova V, Marinkovi´c P, Goltstein PM, Herm S, Liebscher S. Long-term dynamics of aberrant neuronal activity in Alzheimer’s disease. bioRxiv. 2019; p. 801902. doi:10.1101/801902.

95. Miranda AM, Herman M, Cheng R, Nahmani E, Barrett G, Micevska E, et al. Excess Synaptojanin 1 Contributes to Place Cell Dysfunction and Memory Deficits in the Aging Hippocampus in Three Types of Alzheimer’s Disease. Cell Reports. 2018;doi:10.1016/j.celrep.2018.05.011.

96. McIntire LBJ, Berman DE, Myaeng J, Staniszewski A, Arancio O, Di Paolo G, et al. Reduction of synaptojanin 1 ameliorates synaptic and behavioral impairments in a mouse model of Alzheimer’s disease. Journal of Neuroscience. 2012;doi:10.1523/JNEUROSCI.2034-12.2012.
97. Schlesiger MI, Boublil BL, Hales JB, Leutgeb JK, Leutgeb S. Hippocampal Global Remapping Can Occur without Input from the Medial Entorhinal Cortex. Cell Reports. 2018;doi:10.1016/j.celrep.2018.02.082.

98. Yang X, Yao C, Tian T, Li X, Yan H, Wu J, et al. A novel mechanism of memory loss in Alzheimer’s disease mice via the degeneration of entorhinal-CA1 synapses. Molecular Psychiatry. 2018;doi:10.1038/mp.2016.151.

99. Wiegert JS, Mahn M, Prigge M, Printz Y, Yizhar O. Silencing Neurons: Tools, Applications, and Experimental Constraints. Neuron. 2017;doi:10.1016/j.neuron.2017.06.050.

100. Palop JJ, Mucke L. Network abnormalities and interneuron dysfunction in Alzheimer disease. Nature Reviews Neuroscience. 2016;doi:10.1038/nrn.2016.141.

101. Vezzani A, Sperk G, Colmers WF. Neuropeptide Y: Emerging evidence for a functional role in seizure modulation. Trends in Neurosciences. 1999;doi:10.1016/S0166-2236(98)01284-3.

102. Palop JJ, Chin J, Roberson ED, Wang J, Thwin MT, Bien-Ly N, et al. Aberrant Excitatory Neuronal Activity and Compensatory Remodeling of Inhibitory Hippocampal Circuits in Mouse Models of Alzheimer’s Disease. Neuron. 2007;doi:10.1016/j.neuron.2007.07.025.

103. Bonnevie T, Dunn B, Fyhn M, Hafting T, Derdikman D, Kubie JL, et al. Grid cells require excitatory drive from the hippocampus. Nature Neuroscience. 2013;doi:10.1038/nn.3311.

104. Brandon MP, Koenig J, Leutgeb JK, Leutgeb S. New and Distinct Hippocampal Place Codes Are Generated in a New Environment during Septal Inactivation. Neuron. 2014;doi:10.1016/j.neuron.2014.04.013.

105. Wills TJ, Cacucci F, Burgess N, O’Keefe J. Development of the hippocampal cognitive map in preweanling rats. Science. 2010;doi:10.1126/science.1188224.

106. Langston RF, Ainge JA, Couey JJ, Canto CB, Bjerknes TL, Witter MP, et al. Development of the spatial representation system in the rat. Science. 2010;doi:10.1126/science.1188210.

107. Liu P, Jerrard LE, Bilkey DK. Excitotoxic lesions of the pre- and parasubiculum disrupt the place fields of hippocampal pyramidal cells. Hippocampus. 2004;doi:10.1002/hipo.10161.

108. Miller VM, Best PJ. Spatial correlates of hippocampal unit activity are altered by lesions of the fornix and entorhinal cortex. Brain Research. 1980;doi:10.1016/0006-8993(80)91214-7.

109. Xu X, Sun Y, Holmes TC, López AJ. Noncanonical connections between the subiculum and hippocampal CA1. Journal of Comparative Neurology. 2016;doi:10.1002/cne.24024.

110. Middleton SJ, McHugh TJ. Silencing CA3 disrupts temporal coding in the CA1 ensemble. Nature Neuroscience. 2016;doi:10.1038/nn.4311.

111. Guzowski JF, Knierim JJ, Moser EI. Ensemble dynamics of hippocampal regions CA3 and CA1. Neuron. 2004;doi:10.1016/j.neuron.2004.11.003.
112. Perez-Cruz C, Nolte MW, Van Gaalen MM, Rustay NR, Termont A, Tanghe A, et al. Reduced spine density in specific regions of CA1 pyramidal neurons in two transgenic mouse models of Alzheimer’s disease. Journal of Neuroscience. 2011;doi:10.1523/JNEUROSCI.6142-10.2011.

113. Koffie RM, Meyer-Luehmann M, Hashimoto T, Adams KW, Mielke ML, Garcia-Alloza M, et al. Oligomeric amyloid β associates with postsynaptic densities and correlates with excitatory synapse loss near senile plaques. Proceedings of the National Academy of Sciences of the United States of America. 2009;doi:10.1073/pnas.0811698106.

114. Sauerbeck AD, Gangolli M, Reitz SJ, Salyards MH, Kim SH, Hemingway C, et al. SEQUIN Multiscale Imaging of Mammalian Central Synapses Reveals Loss of Synaptic Connectivity Resulting from Diffuse Traumatic Brain Injury. Neuron. 2020;doi:10.1016/j.neuron.2020.04.012.

115. Dong H, Martin MV, Chambers S, Csernansky JG. Spatial relationship between synapse loss and β-amyloid deposition in Tg2576 mice. Journal of Comparative Neurology. 2007;doi:10.1002/cne.21176.

116. Giesers NK, Wirths O. Loss of Hippocampal Calretinin and Parvalbumin Interneurons in the 5XFAD Mouse Model of Alzheimer’s Disease. ASN Neuro. 2020;doi:10.1177/1759091420925356.

117. Takahashi H, Brasnjevic I, Rutten BPF, Van Der Kolk N, Perl DP, Bouras C, et al. Hippocampal interneuron loss in an APP/PS1 double mutant mouse and in Alzheimer’s disease. Brain Structure and Function. 2010;doi:10.1007/s00429-010-0242-4.

118. Lu MH, Zhao XY, Xu DE, Chen JB, Ji WL, Huang ZP, et al. Transplantation of GABAergic Interneuron Progenitor Attenuates Cognitive Deficits of Alzheimer’s Disease Model Mice. Journal of Alzheimer’s Disease. 2020;doi:10.3233/JAD-jad200010.

119. Blair HT, Welday AC, Zhang K. Scale-invariant memory representations emerge from moiré interference between grid fields that produce theta oscillations: A computational model. Journal of Neuroscience. 2007;doi:10.1523/JNEUROSCI.4724-06.2007.

120. Trommald M, Hulleberg G. Dimensions and density of dendritic spines from rat dentate granule cells based on reconstructions from serial electron micrographs. Journal of Comparative Neurology. 1997;doi:10.1002/(SICI)1096-9861(19970106)377:1<15::AID-CNE3>3.0.CO;2-M.

121. Turrigiano GG. The Self-Tuning Neuron: Synaptic Scaling of Excitatory Synapses. Cell. 2008;doi:10.1016/j.cell.2008.10.008.

122. Miller KD, MacKay DJC. The Role of Constraints in Hebbian Learning. Neural Computation. 1994;doi:10.1162/neco.1994.6.1.100.