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ABSTRACT

This paper presents an alternative generator architecture for image generation, having a novel information feedback system. Contrary to conventional methods in which the latent space unilaterally affects the feature space in the generator, the proposed method trains not only the feature space but also the latent one by interchanging their information. To this end, we introduce a novel module, called information feedback (IF) block, which jointly updates the latent and feature spaces. To show the superiority of the proposed method, we present extensive experiments on various datasets including subsets of LSUN and FFHQ. Experimental results reveal that the proposed method can dramatically improve the image generation performance, in terms of Frechet inception distance (FID), kernel inception distance (KID), and Precision and Recall (P & R).

1. Introduction

The generative model aims to synthesize complex real-world data distributions from random vectors sampled from prior distributions. The existing generative models can be roughly divided into three groups [5]: autoregressive models [28, 43], variational auto encoders (VAE) [19], and generative adversarial networks (GANs) [7]. Between these generative models, GANs-based ones have achieved impressive results in various fields including image generation [16, 15, 26, 54], text-to-image translation [34, 10], image-to-image translation [12, 6, 55], and image inpainting [51, 37, 41]. Following this trend, this paper aims to investigate and further develop the GANs-based generative model.

In general, the GANs-based image generation technique produces random images from a target dataset, given only access to an initial set of training images [22]. To achieve this goal, two different networks, i.e., generator and discriminator, are trained simultaneously, but their objective functions are opposed to each other. Specifically, the discriminator is trained to classify the input as either a real image or a fake one, whereas the generator is trained to produce the fake image that the discriminator cannot distinguish. That means the generator and discriminator compete with each other to minimize their own objective functions. Theoretically, given enough data and model capacity, the generator is converged to produce the real data distribution [7, 22]. However, since the competition between the generator and discriminator is held in the high-dimensional feature space, the training procedure of GANs is unstable and often fails. Thus, it is hard to observe the ideal situation where the generator synthesizes the target real samples perfectly.

To alleviate this problem, extensive studies have been carried out. Some papers [47, 26, 8, 20, 53] noticed that the sharp gradient space of the discriminator gives rise to the unstable GANs training. Thus, to prevent the discriminator from making sharp gradients, various regularization [53, 54, 25, 35] and normalization techniques [26, 22] have been proposed. More specifically, existing papers [8, 46, 45, 20, 36] usually add the regularization term, which constrains the magnitude of the gradient space, into the objective functions. For example, some papers [8, 46, 45] employed the regularization term, called gradient penalty, which use the magnitude of the gradient space as the penalty term. As the normalization strategy, spectral normalization (SN) [26], which normalizes the Lipschitz constant around one, is widely used in recent studies [49, 48, 33]. These regularization or normalization techniques are effective to improve the GAN performance, but the instability problem in the GAN training is still left.

To boost the GANs performance, some papers proposed generator or discriminator architectures with a novel deep learning modules [27, 49, 29, 33, 48, 30]. Miyato et al. [27] introduced a conditional projection technique that effectively provides the conditional information to the discriminator. Yeo et al. [49] proposed a cascading rejection module which iteratively classifies real and generated images by making orthogonal features. Recently, Park et al. [29] proposed a novel residual blocks which contains an additional side-residual path. Furthermore, Park et al. [33] developed a novel residual shortcut module, called gating shortcut, which removes (or remove) the meaningful feature (or unnecessary feature) via the residual shortcut. In recent, Yeo et al. [48] proposed a novel normalization technique that conducts the region adaptive affine transformation.

On the other hand, there are some attempts [32, 38, 31, 17] to modulate the convolutional kernel to improve the GANs performance. Park et al. [32] introduced a perturbed convolution (PConv), which is designed to prevent the discriminator from overfitting problem. Sagong et al. [38] proposed conditional convolution, called cConv, which provides conditional information to the generator by scaling and shifting the weight matrix following the given condition. This
method can improve the conditional GANs (cGANs) performance well, but it can be used only for the cGAN scheme not the unconditional image generation task. Recently, Park et al. [31] proposed a latent-adaptive convolution technique called GConv, which modulates the convolutional kernel following the given latent vector. This approach shows better performance than standard convolution technique in both GANs and cGANs schemes.

Traditionally, the generator uses the vector sampled from the latent space, i.e. random noise vector, as the input to the initial layer. In this paper, we will refer to this generator as a traditional generator. However, the traditional generator has a drawback in which it is difficult to generate a high-resolution image. To address this problem, some studies employed novel training skills, such as progressive growing [14] or skip connection [13], to the traditional generator, and showed that these training skills effectively lead the generator to produce the high-resolution image. To further enhance the generalization capability of the generator, Karras et al. [17] introduced a novel weight modulating technique, called StyleGAN, which scales the weight matrix using the value derived from the latent space. More specifically, StyleGAN utilized a nonlinear mapping network to project a random noise vector to a higher dimensional latent space, and the resulting vector is injected into different blocks of a generator to control the data generation process [5]. Since this method shows fine performance, many recent studies [17, 52, 15, 44] have explored various techniques while setting StyleGAN as their baseline model. Although recent StyleGAN-based generative models have shown notable performance, research to newly design the generator architecture is still in progress.

This paper mainly focuses on developing a novel generator architecture that significantly improves the GANs performance. Contrary to the ongoing studies that set the StyleGAN as their baseline model, we propose a novel generative model that handles the latent space in a different way. In the conventional methods including the traditional generator and StyleGAN, the latent space unilaterally affects the feature space in the generator. That means the information in the latent space is provided to the generator in a one-way. For instance, in StyleGAN, the nonlinear mapping network produces information without considering the current status of the image generation process. Here, we have pondered upon whether this approach is the best way to handle the latent space; we believe that there could be more effective way to deal with the latent space.

This paper investigates a generator architecture containing an information feedback system, which is named information feedback GANs (IF-GANs). In contrast with existing generative models, the proposed method not only trains the feature space in the generator but also reforms the latent space using the information in the feature space. To this end, we introduce a novel module, called information feedback (IF) block, which jointly updates the latent and feature spaces by interchanging their information. In order to prove the superiority of the proposed method, we conducted experiments on various subsets of LSUN and FFHQ datasets. Quantitative evaluations show that the proposed method can improve the image generation performance, in terms of Frechet inception distance (FID) [9], kernel inception distance (KID) [2], and Precision and Recall (P & R) [21, 39]. In the remainder of this paper, we explain the background and preliminaries in Section 2 and introduce the proposed method in Section 3. In Section 4, extensive experimental results are presented to show the superior performance of the proposed method compared to conventional ones, and Section 5 concludes the paper.

The main contributions of this paper are described as follows:

- We propose a novel generative model, named IF-GANs, which shows impressive image generation performance.
- We design an architectural module called IF block, which is suitable for jointly training the feature and latent spaces, further substantially benefiting the image generation performance.
- We prove the feasibility of a novel generator framework, which is not attempted in the previous studies. To this end, we conduct extensive experiments on various subsets of LSUN and FFHQ datasets. In addition, we show that the proposed method achieves the remarkable performance with various quantitative evaluation metrics including FID, KID, and P & R.

2. Background and Preliminaries

2.1. Generative Adversarial Networks

In the training procedure of GANs [7], the generator \( G \) is trained to produce samples following the real data distribution \( P_{data}(x) \) and the discriminator \( D \) is optimized to classify the generated real and generated samples. The objective functions of \( D \) and \( G \) are defined as

\[
L_D = -E_{x\sim P_{data}(x)}[\log D(x)] - E_{z\sim P_z(z)}[\log(1 - D(G(z)))] \tag{1}
\]

\[
L_G = -E_{z\sim P_z(z)}[\log(D(G(z)))] \tag{2}
\]

where \( x \) indicates a sample from \( P_{data}(x) \) and \( z \) means a latent vector sampled from latent space \( P_z(z) \) such as Gaussian normal distribution. By minimizing these formulas, \( G \) could synthesize \( P_{data}(x) \) successfully if \( D \) is trained optimally. However, owing to various issues such as the gradient vanishing problem, the above formula often causes the training failure. To moderate this problem, many studies have reformulated Eqs. 1 and 2. For instance, Mao et al. [24] introduced a objective function based on least square error (LSGAN) and Arjovsky et al. [11] used Wasserstein distance to their objective function (WGAN). The current
widely-used objective functions are hinge loss [3, 49, 27, 26, 32, 37, 41, 4] and non-saturating logistic loss with R1 regularization [25, 17, 16, 15]. More specifically, the non-saturating logistic loss with R1 regularization is formulated as follow:

\[
L_D = E_{x \sim P_{data}(x)} \left[ \log(1 + e^{-D(x)}) + \frac{\gamma}{2} \| \nabla D(x) \|^2 \right] + E_{z \sim P_z(z)} \left[ \log(1 + e^{D(G(z))}) \right], 
\]

(3)

\[
L_G = E_{z \sim P_z(z)} \left[ \log(1 + e^{-D(G(z))}) \right]. 
\]

(4)

where \( \gamma \) is a hyper-parameter that constrains the gradient magnitude of the discriminator. In our experiments, we used Eqs. 3 and 4 to train the GANs.

2.2. Conventional Generator Architectures

In this paper, we categorize existing generator architectures into two different groups: traditional generator and StyleGAN-based generator. As shown in Figs. 1(a) and (b), the traditional generator uses the given latent space \( Z \) at the initial stage, whereas StyleGAN-based generator maps the \( Z \) to intermediate latent space \( W \), and uses \( W \) to the image generation process. We agree that there are many recent works [17, 15, 29, 33, 52, 3] that modify the generator architecture, but they still use \( Z \) at the beginning of the generator [33, 3, 29] or build \( W \) [17, 52, 15] like StyleGAN.

Here we pinpoint the problem with the conventional approaches that latent feature, i.e. the feature obtained from the latent space, is first built in the initial stage, without reflecting on the feature of the image to be generated (image feature). For instance, the StyleGAN-based generator produces \( W \) using multiple fully-connected layers, and uses \( W \) to the image generation task. It is worth noting that \( W \) affects the image generation task, but not vice versa. That means the image feature cannot modulate \( W \) to be more conducive to the image generation task. Based on these observations, we hypothesize that the GANs performance could be further improved if latent features are updated by considering the image generation process. To prove our hypothesis, we proposed a novel generator architecture that not only trains the image feature but also modulates the latent one, by considering each other.

3. Proposed Method

The overall architecture of the proposed method, which consists of multiple IF blocks, is depicted in Fig. 1(c). In the remainder of this section, we will first introduce the IF block that is a core of the proposed method, and then present the deep learning module, i.e. gating module, used at the IF block.

3.1. Information Feedback Block (IF Block)

As illustrated in Fig. 2, the IF block consists of two different branches: latent branch (green box in Fig. 2) and...
The illustration of the IF block. The IF block consists of the latent and image branches, and both branches share their information by using the gating module.

Figure 3: The illustration of the gating module. In the gating module, based on the gating mechanism, $f_m^*$ is refined by using the $f_s$.

The major difference between the conventional generators and the proposed one is that the image feature affects the latent feature. Moreover, the latent feature is provided to the image branch. In addition, similar to the feedback system in which the output of a system is circled back and used as the input, the output of the image branch distributes the information to the latent feature used as the input of the image branch. That means the input latent feature gets feedback to become a more proper feature to the image branch; the updated latent feature can present meaningful information to the image branch in the next IF block. Note that this modification in the information flow leads to significant performance improvement. We will show the detailed explanations with ablation studies in Section 4.2.

3.2. Gating module
In our recent study [33], the capability of the gating module in the GANs scheme has been proved. Following this work, we apply the gating module to effectively blend two different features, latent and image features. As shown in Fig. 3, the gating module gets two different inputs, the main feature $f_m$ and the side feature $f_s$. Specifically, $f_m$ is a feature whose information will be retained or removed through the gating operation, whereas $f_s$ is a feature providing the information needed for $f_m$ refinement. Therefore, at the gating module in the image branch, we use the image feature as $f_m$ and the latent feature as $f_s$. In contrast, at the gating module in the latent branch, the latent feature is utilized as $f_m$ and the image feature as $f_s$.

The detailed process in the gating module is as follows: First, since $f_m$ and $f_s$ have different scales, we use the BN [11] to balance the scales of them. Then, we produce the gate feature $f_g$ using a convolutional layer having the sigmoid function as the activation function. This procedure can be formulated as follows:

$$f_g = \sigma[\text{Conv}(f_m \odot f_s)],$$  

where Conv and $\odot$ indicate the $1 \times 1$ convolution layer and channel concatenation operation, respectively, whereas $\sigma$ means the sigmoid function. In addition, we produce the refinement feature $f_r$, which will be combined with $f_m^*$, in a similar manner, as shown below:

$$f_r = \text{Conv}(f_m \odot f_s).$$  

After that, by using $f_g$ and $f_r$, we produce the output of the gating module, $f_m^*$, as follows:

$$f_m^* = \text{Conv}[f_g \odot f_m + (1 - f_g) \odot f_r],$$  

where $\text{Conv}$ indicates a convolutional layer with a $1 \times 1$ kernel.
where \( \otimes \) is the element-wise multiplication operation. Here, Eq. 7 can be interpreted as follows: the first term \( f_g \otimes f_m \) means what information needs to be retained in the \( f_m \). In addition, the second term \( (1 - f_g) \otimes f_s \) indicates that \( f_m \) is updated by using the refined information \( f_s \) which contains the information coming from \( f_s \). That means, by using Eq. 7, the gating module learns how to effectively blend the information in two different features, i.e. \( f_m \) and \( f_s \). Note that this paper does not intend to design an optimal gating module for the IF block; another module could be designed to achieve better performance. Instead of newly designing the gating module, this paper cares more about whether it is possible to boost the GANs performance by training the latent and image features together.

4. Experiments

4.1. Implementation Details

Dataset To show the effectiveness of the proposed method, we performed experiments on the FFHQ [16] and various classes in LSUN [50], i.e. church, bed, and car. The resolution of images are resized to \( 128 \times 128 \) and \( 256 \times 256 \) pixels.

Network Architecture The goal of this paper is to show the effectiveness of the novel generator architecture. Thus, for a fair comparison, we compared the performance of existing generators and the proposed one in the same environment. Toward this end, in all our experiments, we used the common discriminator which follows the discriminator architecture of StyleGAN-v2 [17]. Specifically, the discriminator consists of multiple residual blocks using leaky ReLU [23] with \( \alpha = 0.2 \) as the activation function. More detailed architecture of the discriminator is explained in [17].

On the other hand, we implemented the traditional and proposed generator architectures as follows: For building the StlyeGAN-based generator, we used the official Pytorch implementation of StyleGAN-v2 paper [17]. In contrast, we implemented the traditional generator by stacking up the multiple residual blocks following the previous papers [26, 3, 33] but did not use spectral normalization in the generator. We also implemented the proposed method by stacking up the multiple IF blocks. The detailed architecture of the proposed method and feature dimensions are summarized in Table 1. In summary, we built the StlyeGAN-based generator using the official code, whereas we implemented the traditional generator and proposed method. Note that for a fair comparison, we adjusted the hyperparameters of the official StlyeGAN-v2 source code to match the number of feature dimensions in each resolution with the proposed method. Since our experiments use a smaller number of feature dimensions than the original StlyeGAN-v2 generator, it showed poor performance compared to its original performance. We will further explain the reason for the performance degradation and the validity of the experiments in Sec. 4.2.

![Table 1](image.png)

| Generator | Discriminator |
|-----------|---------------|
| \( z \in \mathbb{R}^{12} \sim N(0, I) \) | RGB image |
| FC, 4 x 4 x 512 | 1 x 1 Conv, 64 |
| IF block, 512 | ResBlock, down, 64 |
| IF block, 512 | ResBlock, down, 128 |
| IF block, 256 | ResBlock, down, 256 |
| IF block, 128 | ResBlock, down, 512 |
| IF block, 64 | ResBlock, down, 512 |
| BN, ReLU | Mini-batch Std |
| 1 x 1 Conv, Tanh | Dense, 512 |
| | Dense, 1 |

Table 1

| Generator | Discriminator |
|-----------|---------------|
| \( z \in \mathbb{R}^{12} \sim N(0, I) \) | RGB image |
| FC, 4 x 4 x 512 | 1 x 1 Conv, 32 |
| IF block, 512 | ResBlock, down, 32 |
| IF block, 512 | ResBlock, down, 64 |
| IF block, 256 | ResBlock, down, 128 |
| IF block, 128 | ResBlock, down, 256 |
| IF block, 64 | ResBlock, down, 512 |
| IF block, 32 | ResBlock, down, 512 |
| BN, ReLU | Mini-batch Std |
| 1 x 1 Conv, Tanh | Dense, 512 |
| | Dense, 1 |

Training Details As mentioned in Sec. 2.1, we employed the non-saturating logistic loss with \( R_1 \) regularization as the objective function where we set \( \gamma = 10 \). In addition, we used the Adam optimizer [18] with \( \beta_1 = 0.9 \) and \( \beta_2 = 0.99 \). The batch size of the discriminator and generator are set to 32, and both networks are trained for 300k iterations. The learning rates of the generator and discriminator are set to 0.0025, where the learning rate decayed linearly over the last 50k iterations. In addition, we employed the lazy regularization technique [17] where \( R_1 \) regularization is performed only once every 16 mini-batches. All models are trained on a single Nvidia RTX 3090 graphic processing unit (GPU).

Evaluation Metrics. In this paper, we employed the most popular metrics in the GANs scheme, FID [9], KID [40], and P&R [21, 39], which quantify how realistic the generated image is. In particular, the FID measures the Wasserstein-2 distance between the feature distributions of the real and generated images, which are obtained via the pre-trained Inception model [42]. On the other hand, the KID calculates the squared maximum mean discrepancy (MMD) between Inception representations. The generated samples with better quality have lower FID and KID scores. P&R quantify the percentage of generated images that are similar to training images and the percentage of training images that can be generated, respectively. In our experiments, we randomly
Table 2
Comparison of GAN performances between the traditional generator, StyleGAN-based generator, and the proposed method on FFHQ and LSUN datasets in terms of FID, KID, and P & R. We marked the lowest FID and KID scores in bold. In addition, we marked the scores with the highest sum of P and R in bold.

| Dataset | Metrics | 128 × 128 Resolution | 256 × 256 Resolution |
|---------|---------|----------------------|----------------------|
|         | Traditional | StyleGAN | Proposed | Traditional | StyleGAN | Proposed |
| FFHQ    | FID   | 5.70     | 7.38     | 5.07     | 6.54     | 6.83     | 5.41     |
|         | KID   | 0.0024   | 0.0028   | 0.0020   | 0.0027   | 0.0024   | 0.0019   |
|         | P/R   | 0.67/0.42 | 0.68/0.28 | 0.67/0.44 | 0.67/0.41 | 0.70/0.30 | 0.67/0.44 |
| Church  | FID   | 4.73     | 6.68     | 4.38     | 5.42     | 6.43     | 4.74     |
|         | KID   | 0.0026   | 0.0040   | 0.0024   | 0.0030   | 0.0041   | 0.0024   |
|         | P/R   | 0.51/0.51 | 0.58/0.34 | 0.51/0.53 | 0.50/0.49 | 0.56/0.35 | 0.51/0.48 |
| Bed     | FID   | 7.82     | 8.58     | 5.49     | 7.11     | 8.50     | 7.14     |
|         | KID   | 0.0054   | 0.0060   | 0.0029   | 0.0052   | 0.0055   | 0.0049   |
|         | P/R   | 0.51/0.29 | 0.51/0.24 | 0.50/0.42 | 0.48/0.34 | 0.50/0.20 | 0.52/0.34 |
| Car     | FID   | 4.07     | 8.05     | 4.09     | 6.25     | 7.66     | 5.05     |
|         | KID   | 0.0019   | 0.0028   | 0.0013   | 0.0023   | 0.0030   | 0.0017   |
|         | P/R   | 0.58/0.42 | 0.64/0.19 | 0.58/0.44 | 0.57/0.38 | 0.62/0.21 | 0.59/0.40 |

Table 3
Performances of the proposed method when replacing the gating module with the simple mathematical operations on FFHQ and LSUN datasets in terms of FID, KID, and P & R.

| Dataset | Sum | FID | KID | P | R |
|---------|-----|-----|-----|---|---|
| FFHQ    | 5.64 | 0.0026 | 0.66 | 0.43 |
| Church  | 4.79 | 0.0028 | 0.52 | 0.52 |
| Bed     | 7.41 | 0.0048 | 0.50 | 0.41 |
| Car     | 4.87 | 0.0018 | 0.53 | 0.43 |

Table 4
Performances of the proposed method when removing the gating module in the latent branch on FFHQ and LSUN datasets in terms of FID, KID, and P & R.

| Dataset | Sum | FID | KID | P | R |
|---------|-----|-----|-----|---|---|
| FFHQ    | 5.90 | 0.0027 | 0.67 | 0.41 |
| Church  | 4.56 | 0.0024 | 0.53 | 0.49 |
| Bed     | 6.63 | 0.0042 | 0.49 | 0.42 |
| Car     | 4.65 | 0.0017 | 0.58 | 0.44 |


4.2. Experimental Results

Quantitative Results To highlight the superiority of the proposed method, we measured the GANs performance on various datasets such as FFHQ and subsets of LSUN. Indeed, since this paper presented a novel framework of the generative model, it is a little difficult to compare the GAN performance with specific algorithms. Therefore, we compared the performance of the proposed method with the popular baseline models referred to as the traditional generator and StyleGAN-based generator. Table 2 shows the experimental results. At first, we noticed the performances of the traditional generator and StyleGAN-based generator. In general, many studies have believed that the StyleGAN-based generator shows better performance than the traditional generator. However, in our experiments, the traditional generator showed better performance than the StyleGAN-based generator in all datasets. Owing to these experimental results, one may have doubts about the reliability of our experiments. Indeed, there are two main causes for these results: First, since we use a single GPU, we could not follow the original parameters setting, e.g. batch size and a number of feature dimensions, in the official StyleGAN-v2 code. Second, for a fair comparison with the proposed method, we used the training skills that improve the GAN performance, such as lazy regularization and noise addition presented in [16, 17], to the traditional generator. (The traditional generator usually employs the SN to both generator and discriminator, instead of using the $\text{R}_1$ regularization technique.) Due to these reasons, this paper does not refer to the traditional generator and StyleGAN-based generator as the specific algorithms; this paper mainly focuses on presenting a novel framework of the generative model rather than improving the performance of a specific algorithm.
As shown in Table 2, the proposed method showed better FID and KID performances than the traditional generator. Here, we noted these results since they effectively revealed the superiority of the proposed method compared with the traditional generator. In our experiments, we utilized the same deep learning modules and training skills, such as modified BN [3], noise addition [16], and lazy regularization skill [17], for both traditional and proposed generators; the only difference between both models is whether to update the latent feature or not. That means the proposed generator achieved better performance than the traditional one by jointly updating the latent and image features. In addition, compared with the StyleGAN-based generator, our new design not only achieves lower FID and KID scores but also exhibits notable shift from precision to recall. As mentioned in [17, 21], these results are generally desirable since recall can be traded into precision via truncation, whereas the opposite is not true. Based on these results, we concluded that the proposed generative model is more effective to generate high-quality images compared with the existing approaches.

Ablation Studies Furthermore, to clearly show which part of the proposed method improves the GANs performance, we conducted ablation studies. At first, we checked the effectiveness of the gating module. Indeed, the features in the latent and image branches can be combined by using simple mathematical operations such as sum or concatenation. Thus, we conducted additional experiments that replace the gating module with sum and concatenation operations. In our ablation studies, we set the resolution of all datasets as 128 × 128. As observed in Tables 2 and 3, the gating module in the proposed method showed better performance than the simple operations, especially in terms of FID and KID scores. We agree that there could be another module more suitable to combine features in two different branches. However, as mentioned in 3.2, this paper cares more about whether it is possible to improve the GANs performance by integrating those features. Instead, we noticed that the proposed method still exhibited comparable or better performance than the conventional generators, even if using simple mathematical operations including sum and concatenation.

On the other hand, we checked the effectiveness related to the joint training of latent and image features. Toward this end, we removed the gating module in the latent branch, which updates the latent feature using the image feature. That means, in this case, the latent feature affects the image feature, but not vice versa. Note that we do not conduct an ablation study about removing the gating module in the image branch, where the image feature is updated by using the latent feature, since if that gating module is removed, the latent branch cannot provide any information to the image branch. That means the latent branch is not used for the image generation task. In our experiments, the resolution of all datasets is set to 128 × 128, and the experimental results are summarized in Table 4. As shown in Tables 2 and 4, the proposed method without the gating module in the image branch showed poor performance, even compared with the traditional generator. That means the IF block is not useful when only updating the image feature; the
IF block is effective when training both image and latent features by interchanging their information. Based on these observations, we concluded that the GANs performance can be considerably boosted by jointly modulating the latent and image features even with a simple operation.

**Qualitative Results** Fig. 4 shows the sample images of the proposed method. Indeed, we agree that it is reasonable to compare the generated image quality of the conventional and the proposed methods. However, since random noise is used as the input to generate the images, it is difficult to fairly compare the image quality of conventional and proposed methods. Therefore, following the previous papers [3, 49, 33, 31], this paper only presents the generated images of the proposed method. As illustrated in Fig. 4, the proposed method produces visually pleasing image on the challenging datasets; the proposed method could synthesize the images with complex scenes.

**Limitations** Despite the significant improvements, the proposed method still faces one confusion, *i.e.* hardware efficiency. Since a single IF block contains the two gating modules consisting of multiple normalization and convolutional layers, it needs more computational costs than the existing method; the proposed method requires more GPU memory and computational time. However, as demonstrated in Table 3, the proposed method still shows superior performance to conventional methods, even using simple mathematical operations instead of the gating module. Thus, in our future work, we will further investigate the simple but effective module which could alleviate the computational complexity of IF block.

5. Conclusion

We have presented a novel generative model, called IF-GAN, having the information feedback system which jointly updates the latent and image features. Toward this end, we have introduced a deep learning module called IF block that interchanges the information in the latent and feature spaces via the gating module. We have demonstrated the effectiveness of the proposed method by showing extensive experimental results. In addition, we have further investigated the validity of the proposed method in its broad aspects through ablation studies. Therefore, we believe that the proposed method is useful to various GAN-based image generation tasks.
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