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Abstract—In this article, we focus on the simulation of active stereovision depth sensors, which are popular in both academic and industry communities. Inspired by the underlying mechanism of the sensors, we designed a fully physics-grounded simulation pipeline that includes material acquisition, ray tracing-based infrared (IR) image rendering, IR noise simulation, and depth estimation. The pipeline is able to generate depth maps with material-dependent error patterns similar to a real depth sensor in real time. We conduct real experiments to show that perception algorithms and reinforcement learning policies trained in our simulation platform could transfer well to the real-world test cases without any fine-tuning. Furthermore, due to the high degree of realism of this simulation, our depth sensor simulator can be used as a convenient testbed to evaluate the algorithm performance in the real world, which will largely reduce the human effort in developing robotic algorithms. The entire pipeline has been integrated into the SAPIEN simulator and is open-sourced to promote the research of vision and robotics communities.

Index Terms—Active stereovision, depth sensor, robot simulation, sensor simulation, sim-to-real.

I. INTRODUCTION

RECENTLY, researchers in the robotics community are becoming increasingly interested in training robots in simulation environments, due to the convenience of conducting large-scale experiments (e.g., grasp label generation [1], [2], [3], [4], [5], [6] and object manipulation by deep reinforcement learning [7], [8], [9]).

In this work, we aim to achieve low optical sensing domain gap (not physical domain gap) of robot simulators with a light-weight pipeline. We drive the exploration by important applications: 1) Given computer-aided design (CAD) models of objects, the robot simulator generates a large amount of simulated data, on which learning-based perception models (e.g., object detection, pose estimation) and policy learning algorithms (e.g., object grasping) are trained and can work in the real world without any fine-tuning; 2) Before carrying out real-world experiments, researchers can evaluate perception or policy learning algorithms in simulation, which requires that the performance in the real world and the simulator should be consistent. We choose to narrow the sim-to-real optical sensing domain gap by studying the simulation of depth sensors, more precisely, active stereovision depth sensors. This choice distinguishes us from most recent efforts except for few ones. We list five reasons to simulate active stereovision depth sensors instead of RGB sensors (cameras) or other depth sensors. The first two reasons justify the choice of depth sensor over RGB camera, and the last three justify the choice of active stereovision sensor over other depth sensors.

1) Depth map is more suitable for robotic tasks. For many robotic tasks that require interaction, 3-D geometry information of the physical world is of utmost importance [3], [10], [11], [12]. However, this information cannot be retrieved easily from RGB cameras.

2) Depth maps do not involve color information, which is extremely challenging to align between the simulator and the real world. A few recent papers [13], [14], [15] for depth map simulation are also motivated by this observation.

3) Active stereovision depth sensor has wide adoption. Compared with other kinds of depth sensors, active stereovision depth sensors have relatively high accuracy, high spatial resolution, low cost, and robustness to lighting conditions [16], and therefore, are widely used in academic and industry scenarios [17].

4) Active stereovision depth sensor simulation requires the estimation of fewer parameters. Active stereovision depth sensors usually work at a specific wavelength, mostly infrared (IR). In an indoor environment, the energy within the narrow IR band is quite limited, and IR cameras will filter out most of the light in other spectra. Therefore, when modeling the environment, passive environment light is negligible, allowing us to ignore the complex environment illumination, which is the main challenge if we otherwise simulate passive stereovision sensors or RGB sensors.
The simulation process must also create material-dependent depth errors more accurately and improve the sim-to-real performance of 6-D pose estimation algorithms. (Zoom in to better see the IR patterns and pose estimation results).

5) Real-time realistic ray tracing techniques have matured just recently. Active stereovision sensors use IR lights to probe the environment and form stereo image pairs. State-of-the-art ray tracing pipelines allow us to simulate the transport of IR lights with high fidelity in real time, which is only available recently with hardware acceleration and learning-based denoising.

However, depth sensing by active stereovision faces unique challenges relevant to the materials of objects, which needs special attention when building a simulation pipeline. As shown in Fig. 1, the measurement results on objects with optically challenging materials (e.g., transparent) are inferior, due to the complex lighting effects of the projected pattern on these surfaces. To generate simulation data with a relatively low domain gap, the simulation process must also create material-dependent error patterns similar to real sensors.

We explore how to build a light-weight yet effective pipeline to model environments and conduct active stereovision depth sensor simulation that is able to simulate visual observations with a low domain gap. As shown in Fig. 2, the pipeline includes the acquisition of object material parameters, the simulation of the IR pattern projector, the transport of IR lights by ray tracing, the simulation of sensor noise, and lastly, stereo matching, all grounded on the physics of the process. We highlight two innovations in the pipeline. The first is how we acquire object material parameters. We propose a multispectral loss function to acquire object material parameters, which include visual appearance loss and neural network based perceptual loss to help eliminate the mismatch in brightness and color in both visible spectrum and IR spectrum. Our second highlighted innovation is in adding textured light support. Existing ray tracing rendering systems usually do not support the rendering of textured lights. We include textured light support to simulate the IR pattern projector. In order to achieve real-time simulation of the depth sensor, we further integrate learning-based denoisers into the renderer such that we can generate high-fidelity IR images with hundreds of frame per second (FPS) using a small number of samples per pixel (SPP). Another time-consuming part is stereo matching. We build a GPU-accelerated stereo matching module that consists of common algorithms in real-world depth sensors. The accelerated module can achieve 200+ FPS under common settings while usual CPU implementations can hardly achieve 1 FPS.

In order to validate the effectiveness of our depth simulator for various down-stream applications in vision and robotics communities, we conducted experiments including generating training data for object detection, 6-D pose estimation and robot grasping, and estimating the ranking of pose estimation algorithms. The proposed depth simulator is able to generate large-scale training data for different perception and policy learning algorithms. It enables the trained algorithms to transfer to the real world without any fine-tuning, even for optically challenging objects whose depth measurements are noisy and incomplete. It can also decrease the cost of comparing different algorithms’ performances.

In summary, the contributions of this work are as follows.

1) We present a physics-grounded active stereovision depth sensor simulator that has been validated effective for various applications by real-world experiments. The simulator has been integrated with the SAPIEN\textsuperscript{1} robot physics simulation platform \cite{18} and open-sourced for community usage.

2) We build a dataset with precisely aligned simulated data and real data, which can be used to evaluate the transferability of object detection and 6-D pose estimation algorithms.

3) We propose a material acquisition method based on the multispectral matching loss and the pixel-wise alignment between the simulation and the real data.

The rest of this article is organized as follows. In Section II, we discuss related works. Section III introduces the mechanism of active stereovision depth sensor and the concept of physically based rendering (PBR). Section IV gives an overview of our depth sensor simulation method. Section V describes the material acquisition method in detail. Section VI presents the active stereovision depth sensor simulation pipeline and key technical contributions. Section VII describes the experimental setup in simulation and the real world. Section VIII shows the quantitative and qualitative results of various algorithms on domain transferability for various applications. Section IX validates our design choices through ablation studies. Finally, Section X concludes this article.

\textsuperscript{1}SAPIEN simulator: https://github.com/haosulab/SAPIEN

Fig. 1. Depth measurement of real active stereovision depth sensors is greatly affected by the object materials. The projected pattern is not well reflected on the translucent or transparent surface, resulting in incomplete measurement. However, conventional rasterization rendering cannot simulate this phenomenon. In this article, we aim to close the optical sensing domain gap by building an active stereovision depth sensor simulator in a physics-grounded fashion, so that it can simulate the material-dependent depth errors more accurately and improve the sim-to-real performance of 6-D pose estimation algorithms. (Zoom in to better see the IR patterns and pose estimation results).
II. RELATED WORK

A. Sim-to-Real

In computer vision and robotics, using synthetic data for training and transferring model to the real world has been a common approach. A first idea is to use rendered CAD models to train algorithms for solving vision tasks, such as view point estimation [19] and object detection [20]. Sim-to-real approaches can be divided into two main categories: domain randomization and domain adaptation. Domain randomization applies random augmentation on training data to enforce the learning-based methods to extract task-relevant features and be more robust to data corruption [21], [22], [23]. However, the distribution of data augmentation has significant influence on the model’s transferability [24], and it is difficult to make the augmentation distribution cover that of real data while not being too wide for learning methods. Domain adaptation aims to align data between simulation with real domains through manually-designed rules or learned mapping [25], [26], [27]. Compared to domain adaptation for RGB images, domain adaptation for depth images is far less studied [28], [29]. The goal of our work is similar to domain adaptation, which is to close the sim-to-real domain gap by making the simulated data more realistic. However, we choose to achieve this goal through a physics-grounded simulation method, rather than learning-based domain adaptation.

B. Depth Sensor Simulation

For rasterization and ray-tracing renderers, a clean depth map is generated as a by-product. The simplest way to simulate the depth sensor is to just use this depth. But it cannot reflect the error characteristics of sensor depth in the real world. Thus, using the clean depth in the training data may harm the sim-to-real performance for learning-based methods.

Keller and Kolb [30] applied a physical model that simulates the time-of-flight (ToF) phase image generation for depth map synthesis. Meister et al. [31] proposed to simulate the multipath interference of ToF sensors via ray tracing. These two methods are designed for ToF sensors and cannot be used for active stereovision sensors. Landau et al. [32] simulated the Kinect depth sensor by perturbing the simulated IR image with empirical noise models and performing stereo matching, and the authors validated the effectiveness on flat surfaces and edges. However, the geometry and material of the objects are not taken into account for simulation. Planche et al. [33] simulated the depth image from CAD models and validated that their method could be used for learning-based pose estimation and classification on real chairs. However, the depth error caused by specularity and transparency cannot be accurately simulated by rasterization, and they did not perform through studies on the most advanced learning algorithms.

Bousmalis et al. [25] employed generative adversarial networks (GAN) to generate simulated data and decoupled the task-specific content and domain appearance to improve the generalizability of GAN. Sweeney et al. [34] learned to predict no-depth-return pixels for depth simulation in a supervised fashion; however, their method to generate the required real training data is time-consuming and prone to error. Gu et al. [35] used hold prediction network and color-guided GAN to degrade the synthetic depth. Shen et al. [36] proposed to preserve the geometric information in the generated depth by enforcing the differential features to be invariant through the generation process. One common drawback of these statistical learning depth sensor simulation methods is that the physical mechanisms of light transport, such as specular reflection and refraction, are not taken into account, so they are not able to generate material-dependent depth errors. Pashevich et al. [37] proposed to search for the optimal sequence of augmentation policies (e.g., white noise, salt noise, etc.) through Monte Carlo tree search (MCTS). However, the complex material-dependent depth errors cannot be imitated by combining simple augmentation policies.

Most recently, Planche and Singh [38] built an end-to-end differentiable depth simulation pipeline based on differentiable ray-tracing. They optimize the rendering and stereo matching...
parameters by using the loss between the simulated depth and the real depth. However, their simulation speed is slow due to current differentiable ray-tracers. Moreover, the differentiable rendering technique they used [39] does not support rendering of transparent materials, which limits the depth simulation fidelity on these materials. Also, in order to make the pipeline differentiable, the authors build a differentiable stereo matching module, but this pipeline greatly compromises customization capability. For example, it cannot incorporate the directional cost calculation procedure, which is widely used in commercial active stereovision depth sensors and can significantly improve the matching quality.

C. Depth Completion

Besides depth sensor simulation, depth completion is another technique to improve detecting, grasping, and manipulating optically challenging objects. It aims to improve the quality of captured incomplete and noisy depth maps [40]. ClearGrasp [41] used the RGB image to predict surface normals, occlusion boundaries, and object masks before using global optimization to reconstruct the depth map. However, global optimization is impractical for real-time robot applications due to its high time cost. Zhu et al. [42] proposed to use a local implicit neural representation based on ray-voxel pairs to complete the depth and then iteratively refined the depth estimation. To accelerate the computation, they developed a customized CUDA kernel, which requires advanced GPU programming skills. Xu et al. [43] proposed to combine depth completion with object point cloud completion to better utilize the geometry priors and achieved improved performance. But it requires object masks for point cloud completion, which may be unavailable in certain scenarios. TransCG [44] constructed a large-scale real-world dataset for transparent object depth completion and trained a 2-D convolutional neural network (CNN)-based depth completion network on the dataset. However, constructing the real-world dataset with ground-truth depth and expanding it to include novel objects required a considerable amount of time.

Although depth completion methods are able to complete the depth map, they do not take into account the noise pattern in measurable areas and may introduce additional artifacts, limiting their ability to narrow the domain gap. Moreover, depth completion increases the computation cost when used for downstream tasks. In contrast, depth sensor simulation is able to improve the network’s performance on real corrupted depth maps without introducing any additional burden at inference time.

D. Material Acquisition

The goal of material acquisition is to estimate material properties from images with known geometry, and is a long-standing problem in the field of computer graphics. To adequately sample the surface function, classical methods typically require complex controlled camera and lighting setups, e.g., light stage [45] or structured lights [46], [47]. A few recent methods utilize neural network to extract bidirectional reflectance distribution function (BRDF) maps from captured images, and have enabled material acquisition from more casual setups, such as flash photographs [48], [49], [50]. More recently, Zhang et al. [51] proposed employing a neural radiance field [52] based pipeline to jointly recover a fully factorized 3-D model from images captured under a single illumination. These methods represent materials in the form of spatially varying BRDF, which typically includes diffuse albedo, normal, roughness, and metallic maps. The majority of these methods do not consider transparent materials. Consequently, they cannot be applied to many common real objects such as bottles and glasses. Our setting differs from these previous works in that we assume a known CAD model with a diffuse base color, which is very common in the field of robotics. With this information, we can assume a PBR material for each object part and search for material parameters efficiently.

E. Robot Simulation

Thanks to the recent progress of physics simulation [53], [54], [55], it has drawn increasing interest to build full-physics robot simulation environments [9], [56], [57], [58], [59]. Compared to robot simulation with abstract action [60], [61], [62], full-physics robot simulation supports low-level policy learning that could be transferred to the real world. Therefore, we integrate our depth simulator with state-of-the-art robot simulator SAPIEN [18], targeting at vision-based robot policy learning. To the best of authors knowledge, our work is the first physics-grounded depth simulator integrated into a robot simulation environment.

III. PRELIMINARIES

A. Active Stereovision Depth Sensor

Existing commercial optical depth sensors can be broadly categorized into the following four groups: passive stereovision, active stereovision, structured light, and ToF. In this section, we will introduce the mechanism of active stereovision depth sensors. We refer to [17] for a detailed introduction of the principles of other depth sensing techniques.

As shown in Fig. 3, an active stereovision depth sensor consists of an IR pattern projector, two IR cameras, and an RGB camera. All transformations between the three cameras are known. The projector casts an IR pattern (typically random dots) onto the scene. The two IR cameras capture the scene with the reflected pattern in the IR spectra. The depth map is computed by stereo matching on the two captured IR images. One common postprocess is to warp the depth map to the RGB image from the RGB camera to generate aligned RGBD...
data. Compared with passive stereovision, active stereovision can measure texture-less areas. Compared with structured light which uses coded pattern(s), active stereovision is unaffected when multiple devices measure the same area simultaneously. Compared with ToF, active stereovision has higher spatial resolution and is not affected by multipath interference.

While an active stereovision depth sensor can achieve the satisfactory performance on objects with diffused surfaces where the projected pattern is uniformly reflected, the results on objects with challenging materials (e.g., glossy or transparent) are inferior due to the complex lighting effects of the projected pattern on these surfaces. To generate simulation data with a relatively low domain gap, the simulation process must also generate the same material-dependent measurement error patterns as real sensors.

B. Physically Based Rendering

PBR seeks to render images in a way that models the transport of light in the real world. In nature, a light source emits light rays that travel to surfaces interrupting their progress. Depending on the surface material, the rays could get absorbed, reflected, refracted, or any combination of these. A PBR pipeline seeks to model both the light transport process and the surface material in a physically correct way.

\textbf{Light transport process:} Many rendering techniques have been proposed to model the light transport process, such as ray casting, recursive path tracing, and photon mapping. These methods are covered by an umbrella term ray tracing. In general, a ray tracing algorithm calculates the color for each pixel by tracing a path from the camera and accumulates the material-dependent weight along the path to light sources. Compared to the traditional scan-line-based renderer (rasterizer), ray-tracing-based renderers (ray-tracers) are typically slower but can produce much more photo-realistic images with complex indirect lighting effects. They have shown promising sim-to-real transferability on vision tasks, e.g., object recognition [63], [64]. Recent years have seen great progress on accelerating ray tracing from both academia and industry. The adoption of deep-learning-based denoising [65], [66] and super-resolution [67] has made real-time ray tracing possible. In this work, we implement a new ray-tracing-based renderer that integrates many of these cutting-edge acceleration approaches and customizable features to support our depth sensor simulation pipeline.

\textbf{Surface material modeling:} Another crucial factor in producing photo-realistic images, as aforementioned, is the physically correct modeling of surface materials and light transportation. In the real world, the bidirectional scattering distribution function (BSDF) describes how light scatters from a surface. It is defined as the ratio of scattered radiance in a direction \( \mathbf{o} \) (outgoing light direction) caused per unit irradiance incident from direction \( \mathbf{i} \) (incoming light direction). We denote it as \( f(\mathbf{i}, \mathbf{o}, \mathbf{n}) \) where \( \mathbf{n} \) denotes the local surface normal. The BSDF is often called BRDF or BTDF when restricted to only reflection or transmission. The BSDF of a real-world surface is very complex. However, researchers have proposed many parameterized models to approximate the function. Among all these efforts, the Disney PBR material model [68] (referred to as PBR material) is most widely recognized. Based on a large-scale investigation of various real materials, the model parameterizes the BSDF into a set of parameters including base color, metallic, specular, roughness, anisotropic, sheen, clearcoat, transmission, emission, etc. This model is widely adopted by industry-level softwares, such as Blender, Renderman, and Unreal Engine. A detailed demonstration of the effect of these parameters can be seen in Blender Principled BSDF Introduction.\(^2\) In our rendering solution, we have adopted a version of the PBR material model that includes base color, metallic, specular, roughness, index of refraction (IOR), transmission, and emission as its parameters. These parameters suffice to model most common materials in the real world (see Fig. 4, for examples). Many recent works have employed a PBR material [60], [69], [70]. But they all neglect some of the parameters (metallic, transmission, or emission). Combined with their rasterization-based renderers, this could lead to unrealistic results for some common household objects, such as lamps, mirrors, and glasses under complex lighting conditions.

IV. METHOD OVERVIEW

In this section, we give a more detailed description of our objective and our method to achieve it.

The objective of our work is to close the optical sensing domain gap between the depth sensor simulator and the real depth sensor. The depth sensor simulator is defined as

\[
I_{\text{depth}} = D_\psi(S_{\text{objects}}, S_{\text{lighting}})
\]

where \( I_{\text{depth}} \) is the output depth map, \( \psi \) is the depth sensor simulator parameters, \( S_{\text{objects}} \) and \( S_{\text{lighting}} \) are the object status and the lighting status in the robot simulation environment. \( S_{\text{objects}} \) includes the geometries, PBR materials (base color, metallic, specular, roughness, transmission, IOR, emission), and poses of objects. \( S_{\text{lighting}} \) includes the positions and intensities of light sources. In this article, we assume the geometries and base colors of objects are available from textured CAD models.\(^3\) The positions of light sources are approximated in the real world. This is a common and useful setup in robotic research. In many

\(^2\)[Online]. Available: https://docs.blender.org/manual/en/latest/render/shader_nodes/shader/principled.html

\(^3\)For example, if we use a multiview stereo 3-D scanner to reconstruct the surface of 3-D objects, we will acquire such textured CAD models.
scenarios, such as logistics, a collection of CAD models can be build beforehand for all the objects of interest.

The optical sensing domain gap can be evaluated as follows: a group of perception models are evaluated on one simulation dataset and one real dataset, which are accurately aligned. The optical sensing domain gap is considered smaller if the evaluation results on the simulation dataset are more correlated with those on the real dataset. Moreover, the effectiveness of simulation as the training domain is reflected by the algorithm performance in the real world.

In order to close the optical sensing domain gap, we will 1) acquire the unknown PBR materials of objects, including metallic, specular, roughness, and transmission, along with the intensities of light sources; and 2) construct $D_{\theta}(\lambda)$ by simulating an active stereovision depth sensor in a physics-grounded fashion.

V. MATERIAL ACQUISITION

Synthesizing data from textured CAD models is a common practice in previous robotic works [3], [71], [72]. Almost all of these works assume a simple material model (e.g., Lambertian) and do not set the material parameters carefully. This is generally acceptable when using a rasterization-based renderer, which inherently cannot generate indirect lighting effects such as specular reflection, refraction, and shadows, without additional tricks. Because our goal is to count in all real-world factors including these lighting effects, a ray-tracing renderer along with a good PBR material model are needed.

In order to acquire the object material parameters, we first develop a labor-saving and markerless pipeline to achieve pixel-wise alignment between the simulation and real scenes. Furthermore, with the scene setting aligned, we can achieve material acquisition by optimizing PBR material parameters for each object part.

A. Pixel-Wise Alignment Between Simulation and Real World

To retrieve the materials of objects, it is necessary to accurately align the scene configuration, including camera parameters, object geometries, and poses, between the simulation and the real world so that the rendered images are pixel-wise aligned with the real-world captures. Previous works achieved this goal by estimating the object poses in the initial camera frame, using markers (e.g., quick response (QR) code cardboards) to track the pose of camera frames, and computing the object pose for each frame [73], [74], but it is undesirable to leave markers in captured images. We eliminate the need for markers by first generating the rendered images and then aligning the real scene layout with the simulation instead of aligning the simulation with the real world.

Fig. 5 shows the setup for material acquisition. The active stereovision depth sensor is fixed at the robot end effector. Objects are placed on the table, and the depth sensor captures them from different angles. To align the simulation environment with the real world, we need to compute the relative transformations for depth sensors, the robot, and the table in the following steps:

1) the camera intrinsic matrices of the depth sensor are obtained from the firmware;

2) the relative transformations between cameras and the table of all the viewpoints are computed using OpenCV’s solvePnP [75], [76];

3) the relative transformation between the depth sensor and the robot end effector is computed using hand-eye calibration from OpenCV [77].

Once all the relative transformations are obtained, we use the aligned poses of the depth sensors, the robot, and the table to construct the simulation environment and maintain them across all scenes.

After building the simulation environment, we proceed to create aligned object layouts between the simulation and the real world. We first use the physics simulation to generate a physically plausible scene layout of objects in simulation following the pipeline in [3]. Second, we render images of the scene. With well-aligned transformations between the simulation and the real world, the pose of the table is precisely aligned in rendered images and captured images. As shown in the right part of Fig. 5, we generate the mixed image in real time by overlaying the rendered image on the captured image as the feedback, and adjust the object poses according to this real-time feedback without the aid of markers. Because the layout is physically plausible, we can accurately align the object poses in the real world with those in the simulation. We measure the displacement accuracy using a motion capture system, and the result demonstrates that we can achieve an error of less than 2 mm, 1.5°, which is sufficient for the evaluation of pose estimation.

B. Material Acquisition

With the scene layout already aligned between the simulation and the real world, we can now retrieve the material parameters of objects in the scene. Note that we need approximated positions of main light sources in this step (~ 10 cm accuracy in our experiments), and the light intensities will be optimized automatically along with the material parameters. We first preprocess the real captured images using automatic exposure and white-balancing to align the image brightness and color, and then we search through light intensities and several important PBR material parameters, including roughness, metallic, specular, and transmission, for each object part to find the best match.

1) Multispectral Matching Loss: For an aligned pair of multispectral images $(I_{\text{RGB}}^{\text{sim}}, I_{\text{IR}}^{\text{sim}})$ and $(I_{\text{RGB}}^{\text{real}}, I_{\text{IR}}^{\text{real}})$, the matching loss $L$ is defined as

$$L = L_{\text{RGB}} + \lambda L_{\text{IR}}$$

(2)
where $L_{\text{percept}}$ is the perceptual loss used to match the overall appearance of the objects. The perceptual loss is defined as the $L_2$ difference between AlexNet features of the input rendered 2-D images [78]. We empirically find that by adding the perceptual loss, we can achieve better material acquisition results with no need for strict color, exposure, and lighting condition alignment, while plain $L_2$ could give suboptimal results due to bias on brightness and color.

2) Adaptive Grid Search: Thanks to the real-time performance of our ray-tracing pipeline, we can perform a grid search on the PBR material parameters for each object part to find the optimal match. The parameter set $\mathcal{P}$ we search for includes roughness, metallic, specular, and transmission. We first perform a coarse-level grid search with 10 grid samples for each parameter. After obtaining the best set $\mathcal{P}\text{\tiny coarse}$, we perform another fine-level grid search with 10 grid samples in the neighborhood of $\mathcal{P}\text{\tiny coarse}$ to acquire the final material parameter approximation $\mathcal{P}\text{\tiny fine}$. These identified material parameters are then applied to 3-D models and used to render images.

VI. ACTIVE STEREOVISION DEPTH SENSOR SIMULATION

In this section, we introduce individual components of our end-to-end solution for active stereovision depth sensor simulation.

This proposed pipeline follows the same underlying mechanism of real active stereovision depth sensors. Specifically, we simulate the full processing flow from IR pattern projection and rendering to IR noise simulation and depth reconstruction. We build our pipeline based on SAPIEN [18] as it already has state-of-the-art physical simulation and user-friendly robotic interfaces integrated so that we can focus on the sensor simulation.

A. Real-Time PBR

Originally, SAPIEN features a real-time rasterization renderer, which meets the demands of many simple robotic and vision tasks that do not require a high degree of realism. However, complex optical effects such as indirect lights, soft shadows, cannot be easily rendered by such a rasterization-based pipeline, leading to unrealistic results.

Building upon the SAPIEN platform, we add a new ray-tracing renderer named Kuafu in this article. Kuafu is implemented with the Vulkan ray-tracing API, which provides the real-time performance as well as cross-vendor and cross-platform compatibility. Kuafu renderer can generate physically correct realistic rendering results (see Fig. 4) and can render in real time for common robotic scenes under reasonable settings. In addition, Kuafu supports many advanced render functionalities, including geometry instancing, environment map, and customizable render target. To support the realistic sensor simulation pipeline, we highlight the following features.

1) PBR Material Support: Kuafu adopts a subset of the widely-used Disney PBR material model [68]. For the shader implementation, we follow these existing frameworks to use the Lambertian model or (optional) the Oren-Nayar model [79] for diffused component modeling and GGX microfacet model [80] for specular component modeling. Our material model includes base color, metallic, specular, roughness, IOR, transmission, and emission. All parameters can be either from a single scalar or from an assigned image texture, giving it great flexibility to model all common object materials. It is worth noting that we feature full support for transmissive and emissive materials, which is uncommon in previous simulation platforms, however supporting these materials is crucial for accurate sensor simulation, as will be shown in later sections.

The final BSDF model we use is a mix between the diffuse term and the specular term

$$f(i, o, m) = w_d f_d(i, o, m) + (1 - w_d) f_s(i, o, m)$$

where $\mu$ is the material metallic, $\alpha$ is the object transmission, $f_d$ is the diffuse term (Lambertian or Oren-Nayar), and $f_s$ is the specular term (GGX microfacet model). $i, o, m$ denote unit incoming light direction, outcoming light direction, and local surface normal, respectively.

2) Textured Light Support: Kuafu supports a wide variety of light types, including directional, point, spot, and area lights. Most lights in Kuafu feature texture map support. This is implemented in shaders by first determining which pixel of the light texture the ray passes through when tracing shadow rays, and then attenuating the light intensity according to the light texture. This feature further improves flexibility and extends to a broad range of usages. For instance, combined with the variable texture support, one can use lights with programmed textures to simulate the shape from the shading pipeline [81] by changing the light pattern across the frames. Also, the pattern projector in active stereovision sensors can be simulated by a textured spot light in Kuafu, and thus, this functionality is crucial for our proposed simulation pipeline.

3) Denoising Support: Images from a vanilla ray tracing pipeline typically contain significant noise due to the underlying Monte Carlo sampling process. The noise is especially severe when the scene is underilluminated or rendered with a small number of SPP, both of which can be encountered when rendering IR images. To reduce these undesired noises while using smaller SPPs, we integrate two deep-learning-based denoisers into the renderer—NVIDIA OptiX Denoiser [82] and Intel Open Image Denoise. By explicitly sharing GPU memory between Kuafu and the OptiX CUDA buffer, we eliminate user-space memory copying and thus achieve high-quality denoising with a minimal performance impact. As showed by Chaitanya et al. [66], deep-learning-based denoisers can achieve visual appearance very similar to PBR. Therefore, we feel it reasonable that our work can still be summarized as physically grounded.

$^4$Kuafu Real-Time Ray Tracing Renderer: https://github.com/jetd1/kuafu
SimSense is an encapsulated module that integrates

\( k(\theta) = 100.47 \)

\( \theta = (\mu, \sigma^2) \) [84].

For a specific sensor that we choose to simulate, we estimate the parameters of its noise model by capturing multiple sets of IR images, where each set contains frames of the same static scene. In this way, we can calculate the noise-free approximation of each scene by averaging the frames, and then estimate the noise model parameters with a maximum a posteriori probability estimate.

D. Depth Generation by Stereo Matching

After noise simulation, a series of computationally expensive stereo matching steps need to be performed to generate the final depth map. Usual CPU implementations have a computation time that is far from real time. To accelerate our pipeline, we build a high-speed GPU-based depth computing module named SimSense. SimSense is an encapsulated module that integrates all necessary algorithms to compute depth from a pair of stereo images. It is highly configurable and has been fully accelerated with CUDA.

With a pair of stereo images as input, SimSense first performs a stereo rectification to project the images onto a common image plane. It then performs a center-symmetric census transform (CSCT) [85] on the input as suggested in the RealSense overview [86]. After CSCT, a four-path semiglobal matching (SGM) [87] is performed to search for the best disparity candidates, with hamming distance as the cost function. A uniqueness test is done to filter out disparities that are not better than the second best match by a threshold. Sub-pixel-level disparity is generated by performing quadratic curve fitting. Several common disparity postprocessing steps including left-right consistency check and median filtering can be done to refine the disparity map. The refined disparity map is then converted into a depth map, with an optional depth registration that aligns the depth map to the RGB camera frame.

We follow the parallel scheme proposed by Hernandez-Juarez et al. [88] to accelerate CSCT and SGM. CSCT and matching cost computation of SGM make use of shared memory to optimize for data reuse. Cost aggregation of SGM is further accelerated with warp-based optimization. Rectification, uniqueness test, subpixel interpolation, left-right consistency check, median filter, and depth registration are integrated within the parallel scheme with little overhead. Besides the original SGM, SimSense also supports semiglobal block matching (SGBM).

After obtaining the rendered IR image \( I_{\text{clean}} \) (in light intensity), we corrupt the image with random noise to simulate the noise encountered in real optical systems. Our noise model contains two parts: a multiplicative term \( \gamma \) modeling the laser speckle and an additive term \( n \) modeling camera thermal noise

\[ f_\gamma(x; k, \theta) = \frac{1}{\Gamma(k)} \theta^k x^{k-1} e^{-\frac{x}{\theta}} \]  

where \( k \) and \( \theta \) are two noise parameters. The camera thermal noise can be modeled by a Gaussian distribution \( N(\mu, \sigma^2) \) [84].

B. IR Image Rendering

With the support of textured spot light, it is straightforward to render IR images in Kuafu. In our implementation, when rendering IR images, we assume that all existing lights in the environment will also cast rays in the IR spectrum, with reduced intensity \( a \cdot I \), where \( I \) is the light intensity in the visible spectrum and \( a \) is an attenuating factor set to 0.05 in all our experiments. We also assume a weak ambient light value simulating radiance from the environment (e.g., sunlight). We render images with this special light setting, and then take the R channel of the denoised images as the final IR rendering results. The rendering speed of an IR image is shown in Table 1.

There are indeed commercial physically based solutions like Blender and 3dsMax, which feature a similar full ray-tracing pipeline. However, these solutions are often heavy and could bring in a large amount of run-time overhead. By implementing a similar full-featured pipeline ourselves, we can:

1. achieve performance gains by optimizing out the unnecessary steps;
2. implement certain techniques for the better efficiency and performance (e.g., sharing GPU memory between Kuafu and the stereo matcher, and customize on-device postprocessing);
3. build a unified pipeline into robotics simulators.

Users can use the Kuafu renderer and depth simulator out-of-the-box in our SAPIEN robotics simulator with only a few lines of code.

C. Sensor Noise Simulation

After the IR projection, rendering, and denoising steps, we can acquire clean IR images with complex indirect lighting effects. However, real-world cameras and projectors are imperfect. Due to hardware or manufacturing limitations, real-world cameras, and projectors will introduce different kinds of noise into IR images.

We generally follow the model used in [32] to model the IR sensing noise. After obtaining the rendered IR image \( I_{\text{clean}} \) (in light intensity), we corrupt the image with random noise to simulate the noise encountered in real optical systems. Our noise model contains two parts: a multiplicative term \( \gamma \) modeling the laser speckle and an additive term \( n \) modeling camera thermal noise

\[ I_{\text{noisy}} = \gamma * I_{\text{clean}} + n \]  

where * and + denote element-wise operations. According to [83], the total power received by a pixel can be modeled as the sum of exponentially distributed power (Rayleigh voltage) random variables. As a result, we can fit a gamma distribution to sample this noise

\[ f_\gamma(x; k, \theta) = \frac{1}{\Gamma(k)} \theta^k x^{k-1} e^{-\frac{x}{\theta}} \]  

where \( k \) and \( \theta \) are two noise parameters. The camera thermal noise can be modeled by a Gaussian distribution \( N(\mu, \sigma^2) \) [84].

Table 1 shows the computation time performance of SimSense.

| Sample per pixel | w/o Denoiser | w/ Denoiser |
|------------------|--------------|-------------|
| 2                | 352.80       | 140.63      |
| 8                | 146.51       | 100.47      |
| 32               | 57.36        | 43.70       |
| 128              | 27.93        | 24.79       |

The experiments are conducted on a single RTX 4090 graphics card. The rendering resolution is 960 x 540.

Table 1
Rendering Frame Rate (FPS) With Different Numbers of SPP
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TABLE II

| Max disparity | SGM (Ours) | SGBM (Ours) | SGBM (OpenCV) |
|---------------|------------|-------------|----------------|
| 64           | 414.51     | 342.24      | 0.73           |
| 96           | 326.79     | 268.98      | 0.71           |
| 128          | 281.26     | 232.49      | 0.68           |
| 256          | 147.13     | 128.56      | 0.60           |

Our SimSense algorithms run on a single RTX 4090 graphics card. The OpenCV implementation is run on a machine with an Intel i5-10400 CPU @ 2.90 GHz and 16 G memory. The input image resolution is 960 × 540 and the generated depth map resolution is 1920 × 1080.

with a comparison to the CPU implementation of SGBM with OpenCV.

Key parameters are designed to be adjustable throughout the pipeline. Thanks to the configurability of the module, the entire system can easily adapt to new sensors.

VII. SYSTEM SETUP

A. Experimental Setup

Fig. 6 shows the experimental setup in simulation and the real world. It consists of a 7 DoF robot arm (UFACTORY xArm 7), a parallel gripper (Robotiq 2F-140), 2 IR active stereovision depth sensors (Intel RealSense D415), and objects. One of the depth sensors is fixed on the table (referred to as base RealSense) and the other is mounted to the robot end effector (referred to as hand RealSense). We further build the simulation environment in SAPIEN [18] and align the real world and simulation as described in Section V-A. Fig. 7 shows the alignment result.

B. Objects and Material Acquisition

As shown in Fig. 8, there are two kinds of objects used in our experiments: 9 3D-printed objects and 8 real-life objects. 3D-printed objects are printed using color plaster powder from CAD models, therefore, the geometry and texture consistency between physical objects and CAD models is guaranteed and researchers can print these objects by themselves. Note that “texture” here only refers to surface reflectance, also known as albedo or diffuse color of an object. Because the materials of 3D-printed objects are all Lambertian diffused, we further choose 8 real-life objects of different optical materials (specular, translucent, transparent), which are challenging for active stereovision depth sensors. We approximate the material parameters of all the objects by conducting material acquisition as described in Section V. For each object, it takes less than 1 s to render the synthetic images for object pose alignment. And it takes about 2 min to control the robot arm to move the camera around the object and capture images in the real world. Finally, it takes less than 1 h to search for the best material parameters for an object.

C. Sensor Parameters

For our Intel RealSense D415, to estimate the parameters of our noise model as described in Section VI-C, we capture 33 sets of IR images, where each set contains 100 frames of a static scene. The estimated parameters are $\mu = -0.231$, $\sigma =$.
0.83, \( k = 3.98, \theta = 0.254 \). To retrieve the IR projector pattern of D415, we capture a perpendicular wall multiple times to filter out noise and then use simple thresholding to extract the pattern.

VIII. DOMAIN TRANSFERABILITY EVALUATION ON DIVERSE APPLICATIONS AND ALGORITHMS

We define four applications of the proposed depth sensor simulator to evaluate the domain transferability.

1) Generate training data for object detection Object detection is one of the most widely deployed perception algorithms. In Section VIII-A, we generate a training dataset using the proposed depth sensor simulator. On the simulated training dataset, learning-based object detection algorithms are trained before being evaluated on the real-world dataset.

2) Generate training data for 6-D pose estimation Pose estimation is critical for downstream robotic applications (pick-and-place, manipulation). Compared with object detection, it is more difficult to manually label accurate annotations of 6-D poses. In Section VIII-B, we choose three learning-based 6-D pose estimation algorithms and run them through the same pipeline as object detection.

3) Generate training data for robot grasping In contrast to object detection and 6-D pose estimation, where annotations can be generated simply from the state of the static virtual scene, the annotations of robot grasping require physical interaction with the environment. To do this, we integrate the proposed depth simulator with the full-physics robot simulation environment SAPIEN [18]. In Section VIII-C, we train a continuous robot control policy in the simulation environment, and directly test the policy in the real world.

4) Estimate the ranking of pose estimation algorithms in real world In addition to generating training data, the proposed depth sensor simulator can also be used to rank algorithms. It facilitates researchers to compare different algorithms in simulation without conducting experiments in the real world.

In Section VIII-D, we generate a simulated dataset using our proposed depth sensor simulator, and align it with a real-world dataset. Different pose estimation approaches are assessed on the datasets simulated by our simulator and other approaches. We compare the rankings of algorithms on simulated datasets with rankings on the real-world dataset.

A. Generate Training Data for Object Detection

1) Training Dataset: For both learning-based object detection and pose estimation, we generate a large-scale synthetic training dataset. As shown in Figs. 6 and 7, the scene in the dataset is constructed by randomly choosing 5 objects and placing them on the table, and depth maps are generated by simulating the depth sensor from different viewpoints. In order to avoid generating unreasonable object layouts, we use physics simulation to generate physically plausible object layouts following [3]. We use 41,000 images for training. We use SPP=128 for ray-tracing rendering with learning-based denoising and sensor noise simulation. During training, we use online data augmentation, including color jitting and color drop for RGB images, Gaussian noise, and randomly setting depth to zero for depth maps.

2) Real-World Test Dataset: In order to collect a real-world test dataset with the ground-truth object detection and pose estimation labels, we first generate scene layouts in the simulation and build the real-world scenes using the sim-real pixel-wise alignment as described in Section V-A, so that we can acquire precise object poses without the aid of markers. We collect 504 real images of 24 different scenes using the two depth sensors as the real-world test dataset.

3) Input Modality: Depth Versus RGB, RGBD: Here, we evaluate the impact of input modality on object detection. We choose YOLOv3 [89] as the object detection algorithm. We use three types of input: depth, RGB, and RGBD. We use the pretrained weights on COCO [90] and the weights of the first layer are not loaded for depth and RGBD input.

4) Experimental Results: We use mAP@0.5 (mean of average precision with IoU threshold=0.5) as the evaluation metric. Table III shows the comparison result of object detection on real-world images. “Clean depth” represents using the depth buffer from the renderer. “Rasterization” represents simulating the process of active stereovision depth sensor by using rasterization rendering. The performance improvement on RGB images can be attributed to the improved fidelity of ray-tracing rendering, which is consistent with existing works [63], [64]. Comparing the three input modalities, we can find that depth maps have the best transferability, as they are primarily affected by geometry, whereas RGB images are also affected by surface texture, material, and environmental illumination. It can be shown that, when using the depth map as input, the detection network trained on the simulated data generated by our method has better performance than rasterization and clean depth, demonstrating that our method provides for development of better object detection algorithms.

| Table III | COMPARISON OF mAP@0.5 OF OBJECT DETECTION ON REAL DATA |
|-----------|--------------------------------------------------------|
| Data      | Depth | RGB | RGBD |
| Clean depth | 0.730 | -   | -    |
| Rasterization | 0.942 | 0.839 | 0.875 |
| Ours      | 0.977 | 0.941 | 0.943 |

The bold entries show that our method outperforms the other two methods.
We compare our proposed depth sensor simulation method with two learning-based depth completion methods: ClearGrasp [41] and TransCG [44].

2) Frustum PointNets [92]. Frustum PointNets first predict 2-D bounding boxes of objects in the depth map and further estimate the 6-D object poses using points within the 3-D frustums. In our experiments, we use YoloV3 [89] for 2-D detection and adopt the Hough voting strategy from PVN3D to improve the performance.

3) SegICP [93]. SegICP first predicts per-pixel semantic segmentation in the depth map, unprojects the pixels of one object into 3-D point cloud, computes the object pose by registering the point cloud with CAD models of different initial poses and selects the result with minimal error as the prediction.

Note that we only use depth information for all the three algorithms, and no RGB information is used.

Baseline methods: We compare our proposed depth sensor simulation method with one simple baseline (referred to as Clean) that simply uses the depth buffer from the renderer and four state-of-the-art sim-to-real methods: DepthSynth [33], PixelDA [25], learning to augment (referred to as LearnAug) [37], and differentiable depth sensor simulation (referred to as DDS) [38]. We chose these four works for benchmarking because each represents a distinct type of depth sensor simulation method. DepthSynth simulates the process of an active stereovision depth sensor by rendering binocular images using rasterization rendering and generating the simulated depth by using stereo matching. It represents methods simulating the depth sensor’s mechanism. PixelDA is an unsupervised GAN-based domain adaptation method that decouples the task-specific content and domain appearance, and it represents learning-based domain adaptation methods. LearnAug is a domain randomization method that searches for the optimal sequence of data augmentation policies through MCTS to maximize the trained detection network’s performance on a real dataset with ground-truth object detection annotations. It represents domain randomization methods. DDS builds an end-to-end differentiable stereo matching pipeline and optimizes the rendering parameters by using the loss between the real captured depth maps and the generated depth maps. It represents differentiable-rendering-based optimization methods.

Experimental results: We evaluate the performance of pose estimation algorithms by using the percentage of predictions whose rotation and translation errors are smaller than certain thresholds. In this article, we choose two thresholds: (10°, 10 mm), (20°, 20 mm). For symmetrical objects, the rotation error is computed as the smallest error of all possible rotations. In order to analyze the influence of object materials, we further compute the metrics of real objects and 3D-printed objects separately.

Fig. 9 shows the qualitative results. As can be seen in the real depth image, the 3D-printed objects can be properly measured by the real active stereovision depth sensor, whereas the measurement of real objects is noisy and incomplete, which makes it more challenging to simulate. All three pose estimation algorithms can make accurate predictions when trained solely on the simulated data generated by our depth simulator, which validates the effectiveness of our method for generating training data for 6-D pose estimation.

Table IV shows the comparison result of different pose estimation algorithms on real-world depth images. In general, our method can significantly improve the performance of all three algorithms, with the improvement on real objects being greater than that on 3D-printed objects. Because PVN3D uses PointNet++ to extract the geometry information for pose estimation, it is more sensitive to geometry distortion. It has unsatisfactory performances when trained on PixelDA and LearnAug, demonstrating that these two methods introduce additional unrealistic geometric distortions, which is also claimed in Shen et al. [36]. Compared with 3D-printed objects, the performance of DepthSynth on real objects is decreased. It is because 3D-printed objects are Lambertian diffused on which light is uniformly reflected and can be well rendered by rasterization rendering technique, but the light transformation process on real objects is complicated and cannot be correctly rendered by rasterization. The probable reason that DDS’s performance is suboptimal is that it uses a differentiable stereo matching module whose capability is limited compared with SGBM. Moreover, the differentiable rendering used in DDS does not support the rendering of transparent materials.

Comparison with depth completion methods: We compare our proposed depth simulation method with two learning-based depth completion methods: ClearGrasp [41] and TransCG [44].

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
TABLE IV
COMPARISON OF 6D OBJECT POSE ESTIMATION ON REAL DEPTH IMAGES

| Pose algo. | Training data | Overall(%) | Real(%) | Printed(%) |
|------------|---------------|------------|---------|------------|
|            | 10°, 10mm 20°, 20mm | 10°, 10mm 20°, 20mm | 10°, 10mm 20°, 20mm |
| PVN3D      | Clean         | 11.54      | 16.47   | 9.59       | 16.62     | 12.82 | 16.09 |
|            | DepthSynth    | 54.06      | 68.93   | 30.49      | 51.59     | 74.09 | 54.07 |
|            | PixelDA       | 0.00       | 0.00    | 0.00       | 0.00      | 0.00  | 0.00  |
|            | LearnAug      | 0.32       | 0.48    | 0.35       | 0.71      | 0.28  | 0.28  |
|            | DDS           | 23.57      | 39.21   | 23.11      | 42.42     | 23.96 | 36.48 |
|            | Ours          | 63.37      | 83.45   | 42.60      | 74.81     | 80.95 | 90.77 |
| Frustum    | Clean         | 2.98       | 4.93    | 1.55       | 2.15      | 4.35  | 7.53  |
|            | DepthSynth    | 40.93      | 68.26   | 34.33      | 62.22     | 46.62 | 74.32 |
|            | PixelDA       | 15.51      | 26.81   | 12.42      | 27.39     | 18.57 | 27.55 |
|            | LearnAug      | 18.89      | 30.23   | 11.27      | 18.78     | 26.10 | 41.33 |
|            | DDS           | 20.63      | 35.99   | 21.21      | 39.65     | 20.15 | 32.89 |
|            | Ours          | 43.25      | 75.08   | 38.53      | 71.08     | 47.25 | 78.46 |
| SegICP     | Clean         | 5.69       | 7.20    | 2.48       | 3.84      | 8.16  | 9.79  |
|            | DepthSynth    | 55.65      | 68.26   | 39.12      | 60.43     | 69.61 | 75.62 |
|            | PixelDA       | 15.04      | 20.01   | 5.04       | 10.21     | 23.37 | 28.21 |
|            | LearnAug      | 37.07      | 46.50   | 19.37      | 33.17     | 51.70 | 58.16 |
|            | DDS           | 30.71      | 42.30   | 22.16      | 39.13     | 37.95 | 44.98 |
|            | Ours          | 65.52      | 79.64   | 50.56      | 74.72     | 78.17 | 83.81 |

The best result of all three pose estimation algorithms is marked as bold, and the best result of each algorithm is marked as underlined.

TABLE V
COMPARISON OF DEPTH COMPLETION AND DEPTH SENSOR SIMULATION

| Pose algo. | Training data | Test data |
|------------|---------------|-----------|
|            | Overall(%)    |           |
| PVN3D      | 10°, 10mm 20°, 20mm |
| Clean      | Real          | 13.73     | 19.56    |
| Clean      | ClearGrasp    | 1.67      | 6.45     |
| Clean      | TransCG       | 0.00      | 0.04     |
| Ours       | Real          | 63.37     | 83.45    |
| Frustum    | Clean         | 3.85      | 5.12     |
| Clean      | ClearGrasp    | 0.16      | 0.52     |
| Clean      | TransCG       | 0.00      | 0.12     |
| Ours       | Real          | 43.25     | 75.08    |
| SegICP     | Clean         | 5.63      | 7.46     |
| Clean      | ClearGrasp    | 1.39      | 3.29     |
| Clean      | TransCG       | 0.48      | 0.71     |
| Ours       | Real          | 65.52     | 79.64    |

The bold entities show that our method outperforms the other three methods for all the three pose estimation algorithms.

C. Generate Training Data for Robot Grasping

1) Experimental Setting: In this section, we choose robot grasping as the task to validate the effectiveness of our method for continuous policy learning, as it is one of the most fundamental robotic tasks. The experimental setting is similar to [13] and [11]. To evaluate the sim-to-real performance of different objects, we only focus on the grasping of a single object. The input is the depth map from the wrist-mounted depth sensor (3B in Fig. 6). The action of each step is \( a = [\Delta x_g, \Delta y_g, \Delta z_g, \Delta \theta_g] \in \mathbb{R}^4 \), where \((x_g, y_g, z_g)\) is the gripper position, \(\theta_g\) is the rotation of the gripper around the z-axis. After \(N_g\) steps, the gripper goes down a predefined distance, closes, and lifts. The grasp is considered as success if the object is lifted stably.

We follow the pipeline of [9] to train the grasping policy: we first train an RL policy using privileged states as input, and train a depth-map-based policy by using behavior cloning (BC). We directly deploy the trained depth-map-based policy on the real robot without any finetuning.

Experimental Details: We choose 6 optically challenging real objects and 2 3D-printed objects for the real grasping experiment. The object is randomly placed on the table with the range of \( x \in [0.15 \text{ m}], y \in [0.30 \text{ m}], \theta \in [0.6 \text{ rad}] \). For the RL part, we choose SAC [94] as the RL algorithm. We use Adam as the optimizer with a learning rate of \( 1 \times 10^{-3} \), buffer size \( 10^6 \), discount coefficient 0.99, and target smoothing coefficient 0.01. The agent is trained for 540k steps and evaluated for every 8k steps. The network weights of the best performance are chosen for the following BC part.

For the BC part, the resolution of the depth map is \( 352 \times 224 \). The number of demonstrations is \( 6 \times 10^5 \). Data augmentation, including Gaussian noise and randomly setting depth to zero, is used for both our method and baseline methods. We use Adam as the optimizer with a learning rate of \( 1 \times 10^{-4} \), batch size 256, and 100 epochs. The model of the best performance in

For ClearGrasp, we train the surface normal estimation module on the synthetic RGB images rendered by the ray-tracing renderer, and complete the real depth map using ground-truth boundaries and object masks. For TransCG, we use the pre-trained weight\(^6\) released by the authors to complete the depth map. For these two methods, we train the pose estimation algorithms on the synthetic clean depth and evaluate them on the depth completion outputs. Table V shows the comparison results. For all three algorithms, the pose estimation accuracies on completed depth maps are worse than those on the original captured depth maps. This is likely due to the limited generalizability of learning-based depth completion methods to unseen objects and scenes, which may introduce more artifacts to depth maps and reduce pose estimation algorithms’ transferability.

\(^6\)[Online]. Available: https://github.com/galaxies99/transcg
TABLE VI
EXPERIMENTAL RESULTS OF GRASPING IN REAL WORLD FOR CONTINUOUS POLICY LEARNING ON DIFFERENT SIMULATED DEPTHS

| Object type | Object name | Simulated depth | Clean | DepthSynth | Ours |
|-------------|-------------|-----------------|-------|------------|------|
| Real        | Coca Cola   | 7/10            | 9/10  | 10/10      |      |
|             | Jack Daniels| 4/10            | 7/10  | 8/10       |      |
|             | Golden ball | 3/10            | 6/10  | 10/10      |      |
|             | S.Pellegrino| 3/10            | 3/10  | 7/10       |      |
|             | Tennis ball | 10/10           | 7/10  | 10/10      |      |
|             | Voss        | 8/10            | 8/10  | 10/10      |      |
| Printed     | Beer Can    | 5/10            | 8/10  | 10/10      |      |
|             | Sharpener   | 9/10            | 7/10  | 10/10      |      |
| Overall     | 49/80       | 55/80           | 77/80 |

The bold entities show that our method outperforms the other two methods for all the objects except Tennis ball.

Fig. 10. 10 unseen optically challenging objects for evaluating the generalizability of the grasping policy.

simulation is used for grasping in the real world. We use SPP=8 with learning-based denoiser for a shorter rendering time cost.

Experimental results: For the real grasping experiment, each object is randomly placed on the Table X times within the same range as simulation training. Table VI shows the comparison results of grasping in the real world for continuous policy learning on different simulated depths. The policy trained on our simulated depth achieves an overall success rate of 96.25%, which validates the effectiveness of our method for continuous policy learning algorithm training. Note that the success rate of grasping different objects is dependent not only on the sim-to-real transferability of the policy but also on the target object’s shape and friction coefficient. For instance, Golden ball cannot be grasped if there is a little offset between the gripper and the ball, whereas Voss, and Sharpener may be grasped with a larger offset. We further evaluate the trained grasping policy on 10 unseen optically challenging objects as shown in Fig. 10. It achieved a success rate of 100%, which validates the generalizability of the trained policy.

D. Estimate the Ranking of Algorithms in Real World

1) Experimental Setting: In this section, we validate the effectiveness of our method as algorithm benchmarking for 6-D object pose estimation algorithms. We choose the three pose estimation algorithms: PVN3D, Frustum, and SegICP. For each algorithm, we train it on three simulated depth image datasets generated by different methods (Clean, DepthSynth, ours) and make $3 \times 3 = 9$ pose estimation models with different performances for algorithm benchmarking. We evaluate the performances of the 9 models on both the real test data and the simulated test data generated using baseline methods and our method, respectively. Because the real depth images and the simulated depth images are precisely aligned as described in Section V-A, the evaluation results on the real-world test dataset and the simulated test dataset can be compared directly.

Experimental results: An ideal simulated test dataset should deliver evaluation results of different models that are consistent with real-world evaluation results. Therefore, we compute the correlation coefficients of the evaluation results between the real-world test dataset and the simulated test dataset. Table VII shows the experimental results. Our method can deliver more consistent evaluation results than baseline methods on both metrics. In addition, the difference between our method and DepthSynth is greater on real objects than that on 3D-printed objects, which demonstrates that our method can simulate the depth error pattern on optically challenging objects more accurately than DepthSynth.

Fig. 11 shows the performance of the 9 models on real objects and 3D-printed objects. The evaluation results of our method are aligned with the results on real-world depth maps for both kinds of objects. For real objects, the evaluation results of models trained on DepthSynth have higher scores when tested on DepthSynth, which is inconsistent with the results on real-world depth maps. Fig. 12 shows the depth maps of different simulation methods and the real sensor and the 6-D object pose estimation results of PVN3D trained on different simulated data and tested on different simulated data along with real data. Our method can simulate the holes and noise on the specular and transparent objects as the depth map captured by the real depth sensor. For the models trained on different simulated data, the evaluation results on our simulated depth are aligned with the ones on real-world depth maps. For the model trained on DepthSynth, it can estimate the object poses accurately from DepthSynth simulated depth, but fail on both our simulated depth and the real-world depth.

IX. ABLATION STUDY

In this section, we conduct experiments to validate our design choices and evaluate the influence of key hyperparameters. We choose the application of generating training data for 6-D pose estimation for the ablation study. According to the order of our
TABLE VII
CORRELATION COEFFICIENTS OF 6-D OBJECT POSE ESTIMATION RESULTS BETWEEN DIFFERENT TEST DEPTH IMAGES AND REAL TEST DEPTH IMAGES

| Test depth | Overall | Real | Printed |
|------------|---------|------|---------|
|            | 10°, 10mm | 20°, 20mm | 10°, 10mm | 20°, 20mm | 10°, 10mm | 20°, 20mm |
| Clean      | -0.562   | -0.887 | -0.689   | -0.791   | -0.383   | -0.790   |
| DepthSynth | 0.973    | 0.977  | 0.925    | 0.947    | 0.988    | 0.987    |
| Ours       | 0.982    | 0.991  | 0.959    | 0.986    | 0.993    | 0.992    |

The bold entities show that our method outperforms the other two methods.

Fig. 12. Qualitative comparison of depth images of different simulation methods and real sensor and the pose estimation results of PVN3D trained and tested on different depth data. Our method can simulate the depth noise pattern on optically challenging objects (specular, transparent). The evaluation results on simulated test data generated by our method are consistent with the real evaluation results for all the three models trained with different simulated data.

TABLE VIII
ABLATION STUDY ON MATERIAL ACQUISITION FOR GENERATING TRAINING DATA FOR 6-D POSE ESTIMATION

| Pose algo. | Material parameters | Overall(%) | Real(%) | Printed (%) |
|------------|---------------------|------------|---------|------------|
|            |                     | 10°, 10mm  | 20°, 20mm | 10°, 10mm  | 20°, 20mm  | 10°, 10mm  | 20°, 20mm  |
| PVN3D      | Default             | 60.87      | 79.44   | 37.23      | 66.58      | 80.88      | 90.33      |
|            | Random1             | 62.70      | 80.28   | 42.16      | 70.13      | 80.07      | 88.86      |
|            | Random2             | 62.66      | 80.73   | 40.09      | 67.10      | 81.83      | 92.31      |
|            | Random3             | 62.10      | 79.88   | 40.09      | 67.15      | 80.73      | 90.40      |
|            | Ours w/o Lpercept   | 64.09      | 83.02   | 43.12      | 72.73      | 81.83      | 91.72      |
|            | Ours                | 63.29      | **83.25** | 42.60      | **74.63**  | 80.81      | 90.55      |
| Frustum    | Default             | 41.67      | 73.33   | 34.63      | 66.75      | 47.62      | 79.27      |
|            | Random1             | 43.57      | 74.48   | 39.05      | 70.82      | 47.40      | 77.58      |
|            | Random2             | 42.18      | 73.89   | 36.88      | 67.97      | 46.67      | 78.90      |
|            | Random3             | 40.99      | 71.83   | 37.40      | 68.31      | 44.03      | 74.80      |
|            | Ours w/o Lpercept   | 42.02      | 72.66   | 36.80      | 67.53      | 47.55      | 77.00      |
|            | Ours                | 42.42      | **74.37** | 39.39      | 72.38      | 44.98      | 76.04      |
| SegICP     | Default             | 55.04      | 66.55   | 39.13      | 58.96      | 68.50      | 72.97      |
|            | Random1             | 42.18      | 49.64   | 36.45      | 50.22      | 47.03      | 49.16      |
|            | Random2             | 62.38      | 76.55   | 44.84      | 68.92      | 77.14      | 83.00      |
|            | Random3             | 65.27      | 68.06   | 42.86      | 62.51      | 67.62      | 72.75      |
|            | Ours w/o Lpercept   | 50.63      | **60.23** | 36.28      | **53.59**  | 62.78      | 65.93      |
|            | Ours                | 62.66      | 76.43   | **46.93**  | 71.17      | **75.97**  | **80.88**  |

The best result of all three pose estimation algorithms is marked as bold, and the better result of each algorithm is marked as underlined.

sensor simulation pipeline, we first validate the effectiveness of material acquisition (see Section IX-A), then the effect of rendering settings (see Section IX-B), and finally the sensor noise simulation (see Section IX-C).

A. Material Acquisition

Table VIII shows the comparison result of different pose estimation algorithms trained on different material parameters.
TABLE IX
ABLATION STUDY ON RENDERING SETTINGS, INCLUDING SPP AND DENOISING

| Pose algo | SPP | Denoiser | Overall(%) | Real(%) | Printed(%) |
|-----------|-----|----------|------------|---------|-----------|
|           |     |          | 10°, 10mm | 20°, 20mm | 10°, 10mm | 20°, 20mm |
| PVPN3D    | 2   | X        | 64.33      | 83.85    | 44.94     | 75.38     | 80.75     | 90.84     |
|           | 2   | ✓        | 65.00      | 85.91    | 43.55     | 77.58     | 83.15     | 92.97     |
|           | 8   | X        | 60.48      | 79.88    | 41.39     | 72.38     | 76.63     | 86.23     |
|           | 8   | ✓        | 62.42      | 83.25    | 41.99     | 74.72     | 79.71     | 90.48     |
|           | 32  | X        | 63.89      | 84.44    | 42.42     | 75.67     | 82.05     | 91.87     |
|           | 32  | ✓        | 63.29      | 83.25    | 42.60     | 74.83     | 80.81     | 90.55     |
|           | 128 | X        | 63.29      | 82.46    | 43.72     | 73.16     | 79.85     | 90.33     |
|           | 128 | ✓        | 63.37      | 83.45    | 42.60     | 74.81     | 80.95     | 90.77     |
| Frustum   | 2   | X        | 42.42      | 74.60    | 38.87     | 73.77     | 45.42     | 75.31     |
|           | 2   | ✓        | 42.42      | 75.36    | 36.19     | 72.03     | 47.69     | 78.17     |
|           | 8   | X        | 41.90      | 75.12    | 36.71     | 72.38     | 46.30     | 77.44     |
|           | 8   | ✓        | 43.10      | 75.63    | 37.58     | 72.38     | 47.72     | 78.39     |
|           | 32  | X        | 42.06      | 74.76    | 37.14     | 71.00     | 46.23     | 77.95     |
|           | 32  | ✓        | 42.42      | 74.37    | 39.39     | 72.38     | 44.98     | 76.04     |
|           | 128 | X        | 42.70      | 74.96    | 38.35     | 71.60     | 46.37     | 77.80     |
|           | 128 | ✓        | 42.25      | 75.08    | 38.53     | 71.08     | 47.25     | 78.46     |
| SegICP    | 2   | X        | 64.92      | 80.60    | 47.88     | 76.35     | 79.34     | 85.71     |
|           | 2   | ✓        | 65.44      | 81.19    | 48.40     | 76.19     | 79.85     | 85.42     |
|           | 8   | X        | 66.23      | 81.51    | 50.48     | 76.34     | 79.56     | 85.71     |
|           | 8   | ✓        | 65.40      | 80.79    | 48.48     | 74.98     | 79.71     | 85.71     |
|           | 32  | X        | 50.04      | 60.60    | 38.53     | 58.27     | 59.78     | 62.64     |
|           | 32  | ✓        | 62.66      | 76.43    | 46.93     | 71.17     | 75.97     | 80.88     |
|           | 128 | X        | 52.62      | 62.34    | 40.61     | 56.80     | 62.78     | 67.03     |
|           | 128 | ✓        | 65.52      | 79.64    | 50.56     | 74.72     | 78.17     | 83.81     |

The best result of all three pose estimation algorithms is marked as bold, and the best result of each algorithm is marked as underlined.

Fig. 13. (a) Rendered IR image and (b) simulated depth maps of different rendering settings.

Our method is compared to a default material parameter set and three random material parameter sets. The default material is set to roughness = 0, metallic = 0, specular = 0, transmission = 1 for Jack Daniels, S.Pellegrino, and VOSS, and transmission = 0 for all other objects. The performance on real objects are consistently improved for all the three algorithms, which demonstrates that the simulation of optically challenging objects requires more accurate material parameters. By combining plain $L_2$ loss and the perceptual loss, we can improve the performance across the majority of metrics, because $L_{percept}$ is more robust to exposure and lighting condition misalignment.

B. Rendering Settings

Table IX shows the comparison result of different rendering settings: SPP and whether to use the learning-based denoiser. We set SPP to 2, 8, 32, 128. It can be seen that using the denoiser improves the performance across the majority of metrics and the impact of SPP is not remarkable for all the three algorithms. As shown in Fig. 13, when SPP is low, the IR pattern on the metallic ball is noisy and is erased by the learning-based denoiser. Since the two rendered IR images are equally affected by the denoiser and SPP, the effect is decreased for stereo matching depth maps. Therefore, when focusing on the transferability of depth maps, we can use a low SPP with the denoiser to simulate the depth, whereas we better use a high SPP when aiming for high-fidelity RGB or IR images.

C. Sensor Noise Simulation

Table X shows the comparison of different sensor noise scales. For the majority of metrics, the best performance is observed with the identified sensor scale. When using a more aggressive...
noise, the trained algorithm may become more robust to noise, but performance is compromised as a result.

X. CONCLUSION

Despite the thrive of novel algorithms developed in simulators, there has always been strong dispute on whether algorithms learned in simulators can transfer to the real world, among engineers, paper reviewers, and conference attendees. The opponents of robot simulators argue that, obtaining high-quality simulation, if possible at all, will be extremely costly in modeling the 3-D environment and synthesizing realistic data.

In this article, we have presented a physics-grounded active stereovision depth sensor simulator that can generate low optical sensing domain gap depth maps with realistic material-dependent error patterns. As validated by the experimental results, our depth sensor simulator can significantly narrow the sim-to-real optical sensing domain gap and enable the trained algorithms to transfer to the real world without any fine-tuning. We attribute this achievement to the reasons as follows.

As shown in Fig. 14, images captured by complementary metal–oxide–semiconductor (CMOS) in the real world are determined by the camera, the illumination and the objects. Our work takes into account most of these factors in a physics-grounded fashion. Most importantly, by simulating the active stereovision depth sensor instead of passive RGB cameras, we eliminate the complex influence of environmental lighting in the real world and replace it with actively projected pattern that is known and controllable. In fact, we believe that we leverage a key advantage of robot systems which deserve the exploration by many future works—compared with humans, robots can customize their sensing system and actively emit controllable signals to facilitate sensing. By taking this advantage, we can simplify the simulation process and better narrow the sim-to-real domain gap. We look forward to many future works to dig deeper in leveraging this advantage in the sim-to-real transfer field.

In the future, we would further close the sim-to-real gap of depth sensing by modeling more advanced effects, e.g., motion blur and rolling shutter effect. Also, as revealed in this work, object material capturing is a key to credible sensor simulation. Our current object material acquisition method requires the geometry to be precisely aligned between the simulation and the real world, which is more difficult and time-consuming for deformable objects. For future work, we plan to develop a novel material acquisition method that supports unpaired simulated and real images. Moreover, our current method does not account for the fact that some material properties of real deformable objects can change due to interaction. We will also study and integrate more type of sensors in our simulation platform to facilitate more sim-to-real studies in robotics and vision community.
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