The role of positively charged amino acids and electrostatic interactions in the complex of U1A protein and U1 hairpin II RNA
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ABSTRACT

Previous kinetic investigations of the N-terminal RNA recognition motif (RRM) domain of spliceosomal protein U1A, interacting with its RNA target U1 hairpin II, provided experimental evidence for a ‘lure and lock’ model of binding in which electrostatic interactions first guide the RNA to the protein, and close range interactions then lock the two molecules together. To further investigate the ‘lure’ step, here we examined the electrostatic roles of two sets of positively charged amino acids in U1A that do not make hydrogen bonds to the RNA: Lys20, Lys22 and Lys23 close to the RNA-binding site, and Arg7, Lys60 and Arg70, located on ‘top’ of the RRM domain, away from the RNA. Surface plasmon resonance-based kinetic studies, supplemented with salt dependence experiments and molecular dynamics simulation, indicate that Lys20 predominantly plays a role in association, while nearby residues Lys22 and Lys23 appear to be at least as important for complex stability. In contrast, kinetic analyses of residues away from the RNA indicate that they have a minimal effect on association and stability. Thus, well-positioned positively charged residues can be important for both initial complex formation and complex maintenance, illustrating the multiple roles of electrostatic interactions in protein–RNA complexes.

INTRODUCTION

RNA-binding proteins (RNA-BPs) are critical to many regulatory processes in the cell, including transcriptional termination, mRNA splicing, mRNA export from the nucleus into the cytoplasm, intracellular localization of transcripts, mRNA translation, mRNA stability, and processing of tRNA and rRNA (1). RNA-BPs also play key roles in maintaining the structure and activity of important intracellular machinery, including the spliceosome, ribosome, telomerase and the signal recognition particle (1–5). In order to perform their variety of functions, RNA-BPs must bind to their specific RNA targets with affinities that correspond to the function of the complex, ranging from relatively nonspecific, transient binding (such as the binding involved in general RNA processing) to highly specific and stable interactions (such as those involved in the formation of intracellular machinery). Owing to the strong negative electrostatic field associated with the RNA phosphate backbone (6,7), charged interactions are likely to be important for proper protein binding and ultimately for complex function. Indeed, electrostatic interactions have been shown to play a role in the function of RNA-BPs involved in intracellular processes such as translational initiation and elongation, ribosomal assembly and tRNA synthetase complex formation (8–12). As these electrostatic forces can extend...
up to 11 Å from the RNA phosphate backbone (13), they are thought to play a role in the initial attraction between RNA and positively charged residues on RNA-BPs. Previous kinetic studies from our laboratory have demonstrated that electrostatic interactions play a role in bringing the spliceosomal U1A protein and its RNA target in the U1 small nuclear RNA (U1 snRNA) together (14).

U1A, the A protein of the U1 small nuclear ribonucleoprotein (U1 snRNP) complex, is one of the most-studied representatives of the largest family of RNA-BPs, characterized by the presence of one or more RNA recognition motifs (RRMs). RRMs are the most commonly found RNA-binding domain in eukaryotes and are present in hundreds of proteins that perform a wide variety of functions in the cell (2,15,16). U1A consists of two RRMs separated by a central hinge region, and studies of fragments of the U1A protein have suggested that the N-terminal RRM of U1A is necessary and sufficient for specific binding to its target in U1snRNA: U1 hairpin II (U1hpII) (17–19). Here we focus on the interaction of the N-terminal RRM (herein referred to as U1A) and U1hpII. The well-characterized U1A/U1hpII complex provides an ideal model to investigate the role of electrostatic interactions in protein–RNA binding (2,20–23). Examination of the U1A/U1hpII crystal and NMR structures reveals that a number of positively charged residues are located in close proximity to the RNA-binding site and that these positive charges are conserved in metazoans (5,22,24,25). Equilibrium and computational studies probing the overall electrostatic contribution of these residues in the U1A model system have indicated that electrostatic forces contribute importantly to the energy needed for the interaction (14,20,21,26). A steep salt dependence of U1A/U1hpII binding confirms this notion (14,21). Indeed, substitution of positively charged U1A residues with uncharged amino acids generally results in decreased affinity of U1A for U1hpII (14,26–28). Molecular dynamics simulations of the U1A/U1hpII interaction have indicated that electrostatic interactions may allow favorable positioning of residues involved in specific close range interactions (20). The results of these studies have emphasized the importance of charged residues in U1A/RNA binding. However, much remains to be elucidated about the mechanism by which electrostatic interactions contribute to the formation and/or stabilization of protein–RNA complexes. Surface plasmon resonance-based biosensor (Biacore) analysis has been a powerful tool to examine the kinetics of the U1A/U1hpII interaction. Using this method we have provided experimental support for a ‘lure and lock’ model, in which electrostatic interactions mediate early interactions, while close range interactions lead to locking down of the RNA target (14,29). We have recently suggested a model for the stepwise process of U1A/U1hpII locking (30). In an effort to further dissect the lure step of this interaction, here we investigate the role of electrostatic interactions in the U1A/U1hpII complex. To focus on purely electrostatic components of the interaction, we concentrated on positively charged amino acids that do not make hydrogen bonds to the RNA in the protein–RNA complex. Our kinetic analyses of mutant proteins interacting with U1hpII and salt dependence experiments indicate that, depending on their location, such residues function not only in luring the RNA to the protein, but they also help stabilize the U1A/U1hpII complex. This finding provides new evidence for multiple roles of electrostatic interactions in protein–RNA complexes.

MATERIALS AND METHODS

Construction of U1A mutants and protein purification

Throughout these studies, an N-terminal fragment of the human U1A protein containing the first RRM was used (14). This fragment has been demonstrated to be necessary and sufficient for specific and high-affinity binding to U1hpII (18,19). The protein was either obtained as an untagged amino acid 2–98 fragment (single point mutant proteins) (22) or as a C-terminally tagged protein (amino acids 1–101) produced as described previously (14). The tagged 101 fragment contained engineered BstEII and BssHII restriction sites that result in two conservative amino acid substitutions: Phe75Tyr and Lys88Arg, respectively. No kinetic differences were observed when comparing tagged and untagged versions of the protein (data not shown). All mutants were generated by site-directed mutagenesis and confirmed by sequencing. The concentration of each protein was estimated using the Bradford assay (BioRad, Hercules, CA) and confirmed by Coomassie blue staining of an extensive protein dilution series next to a standard on SDS–PAGE gels.

Biosensor analysis

Binding experiments were performed on a BIACORE 2000 instrument (Biacore Inc., Piscataway, NJ). U1hpII RNA was chemically synthesized carrying a 5'-biotin tag (Dharmacon Research, Boulder, CO) to allow immobilization of the RNA onto streptavidin-coated sensor chips (SA chips, Biacore Inc.). RNA was diluted to a final concentration of 1 μM in HBS buffer [10 mM Hepes, pH 7.4, 150 mM NaCl, 3 mM EDTA and 0.005 % surfactant P20 (Biacore, Inc.)] followed by heating at 80°C for 10 min and cooling to room temperature to allow annealing of the stem. The sample was then diluted 500-fold in running buffer [10 mM Tris–HCl, pH 8.0, 150 mM NaCl, 5% glycerol, 125 μg ml⁻¹ yeast tRNA (Roche, IN), 62.5 μg ml⁻¹ acetylated BSA (New England Biolabs, MA), 1 mM DTT, 0.05% (v/v) surfactant P20] and injected over the chip, an intermediate density RNA surface (100–125 resonance units). To test for the specificity of the RNA-binding interaction, binding of all proteins with lower affinities were used, and a low density RNA surface (35–50 resonance units). To test for the specificity of the RNA-binding interaction, binding of all proteins to a control surface consisting of a U1hpII RNA in which the order of the loop nucleotides had been reversed from 5'-AUUGCACUCC-3' to 5'-CCUCACGUUA-3' (‘reverseU1 hpII’) was also assessed. Reversion of the loop sequence changes 8 of the 10 loop nucleotides, including 6 of the 7 highly conserved loop residues, but leaves the loop structure intact (28). Proteins were serially diluted in running buffer to the concentrations indicated in Figure 2 and injected at 20°C at a flow rate of 50 μl min⁻¹ for 1 min. Disruption of any complex that remained bound after a 5 min dissociation was achieved using a 1 min injection of 2 M NaCl at 20 μl min⁻¹. Samples with different concentrations of protein were injected
in random order, and every injection was performed in triplicate within each experiment. All experiments were done three to ten times. In order to subtract any background noise from each dataset, all samples were also run over an unmodified sensor chip surface and random injections of running buffer were performed throughout every experiment ['double referencing' (31)]. In the experiments that were designed to determine the effect of NaCl concentrations, the buffer contained NaCl at 220, 330 or 500 mM. Data were processed using Scrubber and analyzed using CLAMP XP (32) (developed by the Center for Biomolecular Interaction Analysis at the University of Utah, www.cores.utah.edu/interaction) and a simple 1:1 Langmuir interaction model with a correction for mass transport (33). The fitting of each data set yielded rates for association ($k_a$) and dissociation ($k_d$), from which the equilibrium dissociation constant was calculated ($K_d = k_d/k_a$). The $k_a$, $k_d$ and $K_d$ from three or more experiments were used to calculate the mean values of these variables and the SEM. The results for all mutants were compared (with the wild-type protein and to each other) using the Student’s $t$-test to determine statistical significance. Equal and unequal variance for the samples was determined using the $F$-test.

**Molecular dynamics simulations**

To study the U1A/U1hpII complex, a 2 ns simulation was carried out, based on the B and Q chains of the X-ray coordinates of human U1A (amino acids 2–97) complexed with the RNA hairpin 5'-AAUCCAUUGCACUCCGG AUUU-3' (22) (PDB ID: 1URN). Briefly, we removed the 5' adenine and two uracil bases and extended the stem with a 5 bp RNA helix, in order to better match the RNA used in the Biacore experiments: 5'-AGCUUAUCCAUUGCACGGAUAUU-3' (Figure 1C). The RNA stem extension was added by superimposing a 9 bp duplex RNA (built with the NUCGEN module in AMBER 6) onto the experimentally determined stem, such that 4 bp of the 9 bp duplex were fitted to 4 bp of the experimental structure. The four fitted base pairs of the ideal duplex were then deleted, leaving the 5 bp extension. Since the protein of the X-ray structure was incomplete, it was necessary to complete the partial sidechains for Lys20 and Lys96. In addition, the X-ray structure contained two mutated residues (His31 and Arg36), which were mutated back to the wild-type residues, Tyr31 and Gln36, respectively. The mutated protein residues and the RNA backbone atoms connecting the X-ray structure to the NUCGEN-built RNA stem extension were relaxed using a 3000-step minimization in vacuo, in which all other atoms were restrained. Water molecules present in the X-ray structure were retained for the simulation, except that the removal of 8 of these 157 water molecules was necessary to allow the positioning of the extended RNA stem and the sodium counterions (crystal water molecules closer than 1 Å to the atoms of the extended RNA stem were removed). Using LeaP, sodium ions were added to make the complex electroneutral (22 ions). The simulation was run using the SANDER module of AMBER 6.0 and SHAKE (34) was applied to all hydrogen atoms. Equilibration of the solvent molecules was achieved by first raising the temperature of the system to 298 K during the first 10 000 steps (100 ps) with position-restraint of all protein atoms with a force constant of 20 kcal/(mol Å). The solute atoms remained so constrained for another 40 000 steps, allowing the water to relax around the solute at 298 K. After this equilibration period, all subsequent simulations were run using the interpolated particle mesh Ewald method to determine Lennard-Jones and electrostatic interactions (35). Following the 100 ps solute-restrained period, the restraint on the solute atoms was removed and a 2 ns simulation was performed, the first 100 ps of which was considered to be part of the equilibration of the system. The target pressure was 1 atm, the time constant was 0.002 ps, and the Lennard-Jones cutoff was 8 Å. The simulation system included 27 496 atoms and contained 8 333 water molecules in a box of dimensions

![Figure 1](image-url) Representation of the protein, protein–RNA complex and RNA target. (A) The amino acid sequence of the N-terminal RRM of U1A showing structural features in blue, conserved RNP domains in green, and positively charged amino acids mutated in this study in red. (B) Space filling model of the U1A/U1hpII complex as taken from the X-ray crystal structure (22) (pdb ID 1URN). Highlighted in blue are the positively charged residues mutated in this study; the RNA target is indicated in red. For orientation purposes, Lys20 is pointing into the plane away from the viewer, while Lys22 is pointing out of the plane towards the viewer. (C) U1hpII RNA used in our kinetic analyses. Nucleotides U-5 to G15 are identical to the wild-type RNA target. The numbering scheme is based on the loop residues numbered 1 through 10, with backward and forward numbering used for the 5' and 3' ends of the stem, respectively. The loop residues essential for high affinity U1A binding are seen in a red box; the 5' A carries the biotin linker.
72.5 × 59.1 × 81.9 Å. The simulation data were analyzed as follows: individual atom interactions between protein and RNA atoms were identified using the analysis algorithm PRORNA (E. J. Chambers, M. J. Law, K. A. Patel, M. Z. Bayramyan and I. S. Haworth, manuscript in preparation). Other analyses were performed using PTRAJ in AMBER 6 and MOLTOOL (I. S. Haworth, unpublished algorithm). Simulation dynamics were visualized using VMD (36).

RESULTS AND DISCUSSION

Choice of mutated residues

We used the co-crystal structure of the N-terminal RRM of U1A complexed with U1hpII (22) to determine which residues would be appropriate to study. As our goal was to dissect the role of electrostatics in the interaction, we selected positively charged residues of which the side chains are not implicated in any hydrogen bonding with the RNA. We focused on two areas of the RRM for study. The first was the region close to the RNA stem, containing Lys20, Lys22 and Lys23 (Figure 1A and B), the former two of which had been shown previously to play a role in association (14). Our goal was to examine the role of individual amino acids in this region of the protein. We hypothesized that these might be required for optimal association. For comparison, we also studied a second region of the RRM that lies far from the RNA in the complex. This region, which is located ‘on top’ of the polypeptide, has three positively charged residues, Arg7, Lys60 and Arg70, which form a triangle at the crown of the molecule (Figure 1B). We hypothesized that positive charge in this area might play a role in binding, either assisting in the general attraction of the RNA, or in fact interfering with RNA recruitment by attracting the RNA to the wrong side of the molecule. For the current studies we elected not to make mutations to non-polar alanine residues (as in our previous studies), but instead mutated the residues to glutamine, resulting in the replacement of positively charged side chains by uncharged polar side chains while maintaining a similar side chain length.

Charged crown residues have little effect on U1A/U1hpII binding kinetics

We began our investigation by examining the RNA-binding kinetics of proteins in which Arg7, Lys60 and Arg70 had been individually mutated to Gln. A U1hpII RNA surface (Figure 1C) was generated on a Biacore sensor chip, and proteins were injected at different concentrations. Association and dissociation rates were calculated by fitting the data to a simple 1:1 interaction model including a step to account for mass transport (Figure 2) (32). Binding of the Arg7Gln mutant was kinetically similar to that of wild-type U1A. Interestingly, the Lys60Gln and Arg70Gln mutants both associated slightly faster than wild-type U1A (Table 1 and Figure 3) and formed a complex that was slightly (statistically significantly) less stable than wild type. These results suggested that these residues, positioned far from the RNA interface, might play a small negative role in complexation, presumably by attracting the RNA to the wrong side of the protein. To further investigate this, we designed triple mutants, changing the three residues simultaneously to either Gln or Glu (Figure 2). The triple mutants did not bear out a clear role of the crown residues in the interaction with the RNA (Table 1 and Figure 3); mutation of all three residues to Gln caused no significant changes in kinetic behavior compared with wild-type U1A. Mutation to Glu appeared to cause a small, significant decrease in association, and a minor impact on complex stability. In combination, they had a very modest negative effect on the affinity, perhaps through general repulsion of the RNA. Taken together, these results indicate that charged residues on the crown of the RRM have a minor contribution to the overall electrostatic interactions of U1A with U1hpII. This suggests that positively charged amino acids far away from the RNA-binding surface of an RNA-BP do not play a very significant role in RNA binding.

Multiple roles for charges close to the interaction interface

We continued our investigation by mutating residues close to the RNA interface: Lys20, Lys22 and Lys23 were changed individually into Gln. The solvent exposure, proximity to the RNA, and previous mutational analyses of Lys20, Lys22 and Lys23 suggested that these residues would be prime candidates for important electrostatic interactions. A previous investigation of individual Lys22 and Lys23 mutations by another laboratory had indicated that substitutions of these residues result in a loss of RNA-binding affinity (26). Examination of the co-crystal structure shows Lys20 and 22 positioned close to the phosphate backbone of the RNA stem, while Lys23 is located on helix A of the protein close to RNA loop nt 8–10 [Figure 1, (22)]. Loop nt 1–7, which form a rigid network of close range interactions with the protein, are required for specific binding, while loop nt 8–10 are thought to be somewhat mobile (22,37–39). The latter 3 nt are structurally important, but their sequence is irrelevant (28,37,40). Their position near Lys23 suggests that one or more of these nucleotides could interact with this residue (Figure 1B).

The binding kinetics of mutants Lys20Gln, Lys22Gln and Lys23Gln interacting with U1hpII were examined (Figure 2). Each showed a statistically significant ~2- to 3-fold decrease in association rate when compared with wild-type U1A (Table 1 and Figure 3). In addition to this association defect, Lys22Gln also showed a statistically significant 3-fold decrease in complex stability. In contrast, the small decrease in complex stability for Lys23Gln was not statistically different from wild-type U1A. While the impact of the mutations on affinity were modest, these results suggest that all of these positively charged residues in U1A play a role in RNA binding, albeit in different aspects of the interaction. To investigate further, a series of double and triple mutants were constructed and the kinetics of their interaction with U1hpII were examined.

First we simultaneously mutated Lys20 and Lys22 to Arg, Gln and Glu (Lys20Lys22Arg, Lys20Lys22Gln and Lys20Lys22Glu) (Table 1 and Figures 2 and 3). The binding kinetics of the Lys20Lys22Arg mutant were not statistically significantly different from that of wild-type U1A, showing that substitution to a different positively charged residue is well tolerated, and supporting the idea that the role of these residues is related primarily to their charge. In contrast,
the Lys20Lys22Gln and Lys20Lys22Glu mutants showed increasing defects in the interaction with RNA. The association rate defect of Lys20Lys22Gln was twice that of the individual Gln mutants (~4-fold loss, \( P < 0.001 \)), showing an additive effect. In contrast, the effect of the double Gln mutation on stability was similar to that of Lys22Gln alone (~3-fold, \( P < 0.001 \)). The relatively stronger effect of a double Lys20Lys22 mutant on association versus dissociation had been noted earlier when these residues had been simultaneously replaced by alanine (14), but those earlier experiments did not distinguish between the roles of the two lysines. Here it becomes clear that the stability defect arises from mutation of Lys22. When the two lysines were replaced by Glu instead of Gln, the loss is association was doubled (~8-fold, \( P < 0.001 \)) and the complex was almost 30-fold less stable than the wild type. Thus, addition of negative charge close to the phosphate backbone not only slows association, but also destabilizes the protein–RNA complex.

Figure 2. Sensorgrams showing kinetic analyses of wild-type U1A and mutant proteins with U1hpII RNA. Black lines represent triplicate injections which were performed in random order over a U1hpII surface at the indicated concentrations. Association was monitored for 1 min followed by a 5 min dissociation phase. Red lines represent the global fit of datasets using CLAMP (32). Kinetic parameters for the experiments are shown in Table 1.
We next added the mutation of Lys23, making triple mutants in which Lys20, Lys22 and Lys23 were simultaneously mutated to Arg, Gln or Glu. Lys20Lys22Lys23Arg showed small but statistically significant differences in association and dissociation rates and affinity compared with wild-type U1A (Table 1 and Figure 3). These differences were, however, not significant when compared with Lys20Lys22Arg. Thus, the cumulative Arg replacement appears to marginally disturb the interaction with RNA. Addition of the Lys23Gln mutation to the double Gln mutant (Lys20Lys22Lys23Gln) did not add to the association defect, but further decreased the stability of the complex. The ~9-fold loss in complex stability of the triple Gln mutant was statistically significantly different from both wild-type and Lys20Lys22Gln proteins (Table 1 and Figure 3). This indicates that in the absence of positive charge at positions 20 and 22, Lys 23 clearly plays a role in maintaining the integrity of the complex. The insertion of negative charge at the Lys23 position (Lys20Lys22Lys23Glu) was very deleterious to RNA binding, resulting in a loss of affinity of four orders of magnitude compared with wild-type U1A. This loss in affinity was due to a deficiency in both association and dissociation rates and affinity compared with wild-type U1A. This suggests that Lys23 must be positively charged in order for the complex to be stable. The K_d values for the wild-type and Lys20Lys22Gln proteins are shown in Table 1. The K_d values for the Lys20Lys22Lys23Gln and Lys20Lys22Lys23Glu proteins are also shown in Table 1. The K_d values for the Lys20Lys22Lys23Arg protein are also shown in Table 1.
double mutant (Table 1 and Figure 3). Thus, addition of negative charge at this position not only impacts the formation of the complex, but has a pronounced effect on the ability of the complex to stay together once it has formed. The further destabilization by addition of a Lys23Glu mutation to the double Glu mutant suggests that Lys23 may interact electrostatically with one or more phosphates of the last 3 nt of the RNA loop.

Effects of increasing the NaCl concentration

To further analyze the electrostatic contribution of Lys20, Lys22 and Lys23 to RNA binding, we analyzed the binding kinetics of the wild-type RRM, double mutants of Lys20Lys22, and triple mutants of Lys20Lys22Lys23 to Arg, Gln or Glu at increasing salt concentrations (220, 330 and 500mM NaCl) (Table 2 and Figure 4). The steep salt dependence of U1A binding had already been reported by us and others, and supports the importance of electrostatic interactions in this system (14,21). If the role of the three targeted lysine residues is to allow proper electrostatic interactions in this system (14,21), the smallest negative effect (the addition of salt might even reverse the charge at these positions) would be expected to be reduced due to the removal of charge at these positions (12,41). Accordingly, kinetic analysis of the Glu mutants in increased salt would be expected to show the smallest negative effect (the addition of salt might even mitigate the deleterious effect of the inserted Glu residues).

Examination of the association rates of all proteins tested showed that the greatest impact of increasing ionic strength was on wild-type and the double and triple Arg mutant proteins (Table 2 and Figure 4). Compared with the interaction at 150 mM NaCl, in 500 mM NaCl the wild-type protein showed a 28-fold loss in association rate, and the Lys20Lys22Arg mutant exhibited a similar 21-fold loss. A more substantial 77-fold loss in the association rate of Lys20Lys22Lys23Arg was seen, which could be due to small perturbations of protein structure that affect the local interaction of these amino acids with the RNA. When charge was removed from these positions, as is the case with the double and triple Gln mutants, the decrease in association rate was less marked. At 500 mM NaCl, the Lys20Lys22Gln mutant showed a 17-fold decrease in its association rate and the Lys20Lys22Lys23Gln showed a 13-fold loss, compared with the association rates observed at 150 mM NaCl. The mitigation of the salt effect on these mutants suggests that positive charge in these positions is important for complex formation. Further evidence of the importance of these residues was provided by examination of the double and triple Glu mutants. Lys20Lys22Glu showed a 10-fold loss in association rate, and Lys20Lys22Lys23Glu showed no loss in association when compared 500 with 150 mM; its association rate actually appeared to improve (Table 2). The replacement of positive charges important for complex formation with negative charges would result in repulsion of the RNA from the protein-binding pocket. Increasing the NaCl concentration could mask this repulsion, thereby alleviating the negative effects of the Glu mutations on association.

Table 2. Effect of NaCl on interaction kinetics of U1A and mutants with U1hpII

| [NaCl] (mM) | $k_a$ (M$^{-1}$s$^{-1}$) | Fold decrease$^a$ | $k_d$ (s$^{-1}$) | Fold increase$^b$ | $K_D$ (M) | Fold decrease$^b$ |
|-------------|-----------------|-----------------|-----------------|-----------------|-----------|-----------------|
| Wild type   | 150 (1.22 ± 0.08) × 10$^7$ | (4.8 ± 0.2) × 10$^{-4}$ | (4.0 ± 0.2) × 10$^{-11}$ |        |
| 220         | (6.2 ± 0.4) × 10$^{6}$   | (4.27 ± 0.05) × 10$^{-4}$ | (7.0 ± 0.5) × 10$^{-11}$ |        |
| 330         | (2.33 ± 0.09) × 10$^{5}$ | (5.4 ± 0.4) × 10$^{-3}$ | (2.3 ± 0.1) × 10$^{-10}$ |        |
| 500         | (4 ± 1) × 10$^4$        | (1.31 ± 0.09) × 10$^{-3}$ | (3.2 ± 0.1) × 10$^{-9}$ |        |
| Lys20Lys22Arg | 150 (1.0 ± 0.1) × 10$^7$ | (4.2 ± 0.2) × 10$^{-4}$ | (4.6 ± 0.5) × 10$^{-11}$ |        |
| 220         | (8.4 ± 0.6) × 10$^6$    | (4.67 ± 0.04) × 10$^{-4}$ | (5.6 ± 0.3) × 10$^{-11}$ |        |
| 330         | (3.0 ± 1) × 10$^5$      | (6.8 ± 0.2) × 10$^{-4}$ | (2.3 ± 0.2) × 10$^{-9}$ |        |
| 500         | (4.6 ± 0.3) × 10$^4$    | (1.71 ± 0.01) × 10$^{-3}$ | (3.8 ± 0.3) × 10$^{-9}$ |        |
| Lys20Lys22Gln | 150 (2.8 ± 0.2) × 10$^7$ | (1.38 ± 0.07) × 10$^{-3}$ | (5.0 ± 0.5) × 10$^{-10}$ |        |
| 220         | (1.48 ± 0.05) × 10$^6$  | (2.21 ± 0.04) × 10$^{-3}$ | (1.50 ± 0.04) × 10$^{-9}$ |        |
| 330         | (8 ± 2) × 10$^5$        | (4.5 ± 0.1) × 10$^{-3}$ | (6 ± 1) × 10$^{-9}$ |        |
| Lys20Lys22Glu | 150 (1.57 ± 0.096) × 10$^7$ | (1.39 ± 0.09) × 10$^{-6}$ | (6.7 ± 0.4) × 10$^{-11}$ |        |
| 220         | (9.1 ± 0.2) × 10$^6$    | (1.74 ± 0.03) × 10$^{-5}$ | (8.9 ± 0.2) × 10$^{-9}$ |        |
| 330         | (4.2 ± 0.5) × 10$^5$    | (2.6 ± 0.1) × 10$^{-4}$ | (1.93 ± 0.03) × 10$^{-8}$ |        |
| 500         | (5.52 ± 0.08) × 10$^4$  | (4.5 ± 0.1) × 10$^{-3}$ | (6.5 ± 0.7) × 10$^{-8}$ |        |
| Lys20Lys22Lys23Arg | 150 (5.6 ± 0.8) × 10$^6$ | (5.8 ± 0.2) × 10$^{-2}$ | (3.0 ± 0.2) × 10$^{-7}$ |        |
| 220         | (2.5 ± 0.2) × 10$^5$    | (8.1 ± 0.4) × 10$^{-4}$ | (1.03 ± 0.04) × 10$^{-10}$ |        |
| 330         | (5.7 ± 0.2) × 10$^4$    | (1.21 ± 0.03) × 10$^{-3}$ | (3.3 ± 0.3) × 10$^{-10}$ |        |
| 500         | (7.3 ± 0.3) × 10$^3$    | (2.91 ± 0.02) × 10$^{-2}$ | (2.1 ± 0.2) × 10$^{-9}$ |        |
| Lys20Lys22Lys23Gln | 150 (3.7 ± 0.4) × 10$^5$ | (4.2 ± 0.2) × 10$^{-3}$ | (4.0 ± 0.2) × 10$^{-8}$ |        |
| 220         | (1.1 ± 0.1) × 10$^4$    | (5.7 ± 0.1) × 10$^{-3}$ | (1.2 ± 0.1) × 10$^{-9}$ |        |
| 330         | (8.1 ± 0.6) × 10$^3$    | (1.38 ± 0.07) × 10$^{-2}$ | (5.3 ± 0.7) × 10$^{-9}$ |        |
| 500         | (2.9 ± 0.2) × 10$^2$    | (2.5 ± 0.2) × 10$^{-2}$ | (1.71 ± 0.04) × 10$^{-8}$ |        |
| Lys20Lys22Lys23Glu | 150 (2.7 ± 0.2) × 10$^2$ | (1.13 ± 0.02) × 10$^{-1}$ | (6.8 ± 0.2) × 10$^{-8}$ |        |
| 220         | (3.9 ± 0.7) × 10$^1$    | (2.2 ± 0.5) × 10$^{-1}$ | (4.3 ± 0.3) × 10$^{-7}$ |        |
| 330         | (2.4 ± 0.3) × 10$^0$    | (1.32 ± 0.04) × 10$^{-1}$ | (5.5 ± 0.7) × 10$^{-7}$ |        |
| 500         | (9 ± 2) × 10$^{-2}$     | (2.3 ± 0.4) × 10$^{-2}$ | (5.9 ± 0.8) × 10$^{-7}$ |        |

$^a$The $K_D$ was calculated for each independent Biacore experiment from the fitted $k_a$ and $k_d$ ($K_D = k_d/k_a$). The $k_a$, $k_d$ and $K_D$ from three or more experiments were used to calculate the mean values of these variables and the SEM.

$^b$Fold difference compared with the same protein tested in 150 mM NaCl is indicated.
As we had reported previously, complex stability does not seem to be affected as strongly as association by changes in NaCl concentration (14). In fact, a 1 min injection of 2 M NaCl is required to fully remove bound protein and regenerate the RNA surfaces on the Biacore sensor chip. This salt resistance is not unexpected, as the picomolar affinity of the U1A/U1hpII complex results from numerous stacking and hydrogen-bonding interactions, and electrostatics presumably play a minor role. Thus, removal of the electrostatic contribution of the three lysines to complex stability would probably not greatly increase susceptibility to disruption by salt. Indeed, the double and triple Gln mutants showed only a slightly increased salt sensitivity, compared with the wild-type and Arg substitution mutants; at 500 mM NaCl the Gln mutants showed ~8- and ~6-fold losses in complex stability compared with ~3- to ~5-fold losses for the wild-type and Arg mutant proteins (Table 2 and Figure 4, lower panel). In the case of Glu substitutions, the consequences would be difficult to predict; increased salt might mitigate the effect of the Glu residues on complex stability; however, the added negative charge could also make the weakened complex more prone to salt disruption. Interestingly, both effects appear to be evident: the double Glu mutant showed a very modest ~3-fold loss in complex stability in 500 mM NaCl compared with 150 mM salt (Table 2 and Figure 4). The RNA/bound complex of the triple Glu mutant seemed similarly resistant to increased salt concentrations up to 330 mM. However, in 500 mM NaCl the mutant complex was ~20-fold less stable than it was in 150 mM NaCl (Table 2 and Figure 4). It is likely that the threshold NaCl concentration at which the protein–RNA complex is disrupted is lower for the already unstable complex of U1hpII with the triple Glu mutant.

In summary, the salt dependence experiments confirm the important role electrostatics play in bringing RNA and protein together; the ionic shielding of charged residues at higher salt concentrations reduced the mutual attraction of protein and RNA. Conversely, removal of charge at the lysines reduced the negative effect of increased salt concentrations on those mutants because fewer positive residues were present. Complex dissociation appeared less prone to the effect of salt, perhaps because once established, electrostatic interactions may be less liable to be disrupted if they are partially shielded in the complex. This would explain the more pronounced effect of mutations versus increased salt on complex stability; when the Lys residues are mutated to Glu permanent negative charges are built into the protein.

Figure 4. The effect of salt concentration on the behavior of U1A and its mutants. Upper panel: bars represent the loss in association rate for each protein at 220 (open), 330 (gray) and 500 (closed) mM NaCl, compared with 150 mM NaCl. Note that for the triple Glu mutant there is actually a relative gain in the association rate at 220 and 550 mM NaCl (Table 2). Lower panel: bars indicate the increase in dissociation rate for each protein at 220, 330 and 500 mM NaCl, compared with 150 mM NaCl. The SEM is indicated by error bars.

As we had reported previously, complex stability does not seem to be affected as strongly as association by changes in NaCl concentration (14). In fact, a 1 min injection of 2 M NaCl is required to fully remove bound protein and regenerate the RNA surfaces on the Biacore sensor chip. This salt resistance is not unexpected, as the picomolar affinity of the U1A/U1hpII complex results from numerous stacking and hydrogen-bonding interactions, and electrostatics presumably play a minor role. Thus, removal of the electrostatic contribution of the three lysines to complex stability would probably not greatly increase susceptibility to disruption by salt. Indeed, the double and triple Gln mutants showed only a slightly increased salt sensitivity, compared with the wild-type and Arg substitution mutants; at 500 mM NaCl the Gln mutants showed ~8- and ~6-fold losses in complex stability compared with ~3- to ~5-fold losses for the wild-type and Arg mutant proteins (Table 2 and Figure 4, lower panel). In the case of Glu substitutions, the consequences would be difficult to predict; increased salt might mitigate the effect of the Glu residues on complex stability; however, the added negative charge could also make the weakened complex more prone to salt disruption. Interestingly, both effects appear to be evident: the double Glu mutant showed a very modest ~3-fold loss in complex stability in 500 mM NaCl compared with 150 mM salt (Table 2 and Figure 4). The RNA/bound complex of the triple Glu mutant seemed similarly resistant to increased salt concentrations up to 330 mM. However, in 500 mM NaCl the mutant complex was ~20-fold less stable than it was in 150 mM NaCl (Table 2 and Figure 4). It is likely that the threshold NaCl concentration at which the protein–RNA complex is disrupted is lower for the already unstable complex of U1hpII with the triple Glu mutant.

In summary, the salt dependence experiments confirm the important role electrostatics play in bringing RNA and protein together; the ionic shielding of charged residues at higher salt concentrations reduced the mutual attraction of protein and RNA. Conversely, removal of charge at the lysines reduced the negative effect of increased salt concentrations on those mutants because fewer positive residues were present. Complex dissociation appeared less prone to the effect of salt, perhaps because once established, electrostatic interactions may be less liable to be disrupted if they are partially shielded in the complex. This would explain the more pronounced effect of mutations versus increased salt on complex stability; when the Lys residues are mutated to Glu permanent negative charges are built into the protein.

Molecular dynamics simulations reveal different roles for positively charged residues

Our kinetic analyses point to distinct roles of the three lysine residues at positions 20, 22 and 23 in the U1A/U1hpII interaction. Lys20 would appear to be predominantly involved in complex formation, as the Lys20Gln mutant displays no deficiency in association rate at 220 (open), 330 (gray) and 500 (closed) mM NaCl, compared with 150 mM NaCl. Note that for the triple Glu mutant there is actually a relative gain in the association rate at 220 and 550 mM NaCl (Table 2). In contrast, Lys22 seems to be important for both association and stability of the complex, as the Lys22Gln mutant is deficient in both of these parameters. Kinetic measurements of the Lys20Lys22 double mutant supports this idea: the association defects of Lys20Lys22Gln are additive compared with the individual glutamine mutants, but the stability defects are equivalent to that of Lys22Gln alone (Table 1 and Figure 3). The effect of mutating Lys23 is interesting. Although the single Lys23Gln mutant is predominantly deficient in association, the triple mutant data suggest that a mutation in this position in the context of the Lys20Lys22 double mutant does not affect association, but rather stability of the complex (Table 1 and Figure 3). In addition, introduction of negative charge in the glutamic acid mutants causes a dramatic destabilization of the protein–RNA complex. This indicates that neutralization of the negative charge inherent to the RNA target is important. The difference in the roles of Lys20 and Lys22 is intriguing, particularly considering that the position of Lys20 and Lys22 is very similar in the protein–RNA complex; both residues lie close to the RNA stem in the co-crystal structure. In contrast, Lys23 lies in an α-helix close to the RNA loop. In order to gain a better understanding
of the role of these residues in complex stability, we undertook molecular dynamics simulations of the U1A/U1hpII complex.

As a starting point, we used the U1A/U1hpII complex X-ray structure (22). Following initial minimization, the 2 ns simulation showed both Lys20 and 22 interacting with the phosphate backbone of the RNA stem: Lys20 forms a salt bridge to the phosphates at positions C-2 and U-3, while Lys22 is close to the phosphates at positions A-4 and U-5 (Figure 5). Interactions of Lys20 and 22 with the phosphates of stem nucleotides in this region had been noted in a previous 1.2 ns simulation by Tang and Nilsson (20). In our simulation, these interactions appeared to shift at 800–1000 ps into the simulation, when Lys20 formed a closer interaction with the phosphate at U-3 than the one at C-4, and Lys22 ‘slid’ down the stem to form stable interactions with the U-6 and U-5 phosphates (Figure 5). Comparison of the stability of these two interactions over time suggests why mutation of Lys22 to Gln results in a more unstable complex than Lys20 mutation: while both Lys20 and 22 periodically move away from the phosphate backbone, the interaction of Lys22 with the RNA is much more consistent than that of Lys20. Loss of the interaction at position 22 would therefore be expected to compromise complex stability more than loss of the Lys20 interaction. Comparison of these results to five other simulations of wild-type U1A and mutants (mutations distant from the lysines) confirms the role of Lys 20 and 22 (data not shown). In four of them, the interaction of Lys22 with the stem is more consistent than that of Lys20. Furthermore, the simulation of Tang and Nilsson (20), performed on U1A RRM1 interacting with a U1hpII with a slightly shorter stem than we used, showed the same trends in the original simulation. Extension of this simulation to 2 ns showed Lys22 interacting with the stem ~65% of the time, and Lys20 ~40% of the time (data not shown). For Lys22 this is probably an underestimate because in our simulations, it tends to interact with the phosphate of the nucleotide at position −5 and −6 in the stem (Figure 1C), which are absent in the RNA Tang and Nilsson used (20). The importance of the stem contacts for U1A binding is supported by studies of an almost stem-less U1hpII, in which a 2 bp stem in the context of loss of other stabilizing interactions (such as a single Lys23-Gln mutation on complex stability. However, in the context of loss of other stabilizing interactions (such as a Lys22 mutation), the contacts between the loop phosphates and Lys23 may play a more important role. The strong deleterious effect of the triple Glu mutations, which probably cause repulsion of the RNA stem as well as loop, support this idea.

Implications for the binding of RRM-containing proteins

This study has provided evidence for multiple roles of positively charged non hydrogen-bonding amino acids in protein–RNA interactions. Utilizing the well-characterized interaction of U1A with U1hpII as a model system, we have examined the impact of positive charge located either far away from the RNA-binding pocket (on the ‘crown’ of the protein) or close to the RNA-binding surface. The residues we examined are fully conserved in U1A from a wide variety of vertebrates and all but Arg7 are conserved in Drosophila U1A. Mutational analysis of residues Arg7, Lys60 and Arg70 did not reveal a clear role for these amino acids in the interaction with U1hpII. It has been reported that charged residues can contribute significantly to RNA binding even at distances up to 11 Å (12); however, the ‘crown’ residues are further away,

Our 2 ns simulation also indicated that Lys23 is involved in charge-based interactions with the RNA backbone: it interacts with the C10 phosphate in the U1hpII loop (Figure 5). This interaction, which had also been observed by Tang and Nilsson (20) appears to be quite stable, and mutation of Lys23 to Gln would abolish this. Because Lys23 interacts with the phosphate backbone, the bases, which do not make any specific contacts, would remain very mobile compared with loop nt 1–7, as seen in simulations of the complex (data not shown, (20,39)). The mobility of this region is further underscored by the fact that the Lys23-C10 interaction is seen in only two of the five other wild-type or mutant U1A simulations we evaluated. It has been reported that nt 8–10 of the RNA loop can be replaced by a polyethylene glycol linker without affecting the binding affinity (40). This would suggest that interaction with the phosphate oxygens at this position of the RNA are not crucial, which is in agreement with the modest effect of the single Lys23Gln mutation on complex stability. However, in the context of loss of other stabilizing interactions (such as a Lys22 mutation), the contacts between the loop phosphates and Lys23 may play a more important role. The strong deleterious effect of the triple Glu mutations, which probably cause repulsion of the RNA stem as well as loop, support this idea.

![Figure 5](image-url) Interactions of Lys20, Lys22 and Lys23 with RNA phosphates during a 2 ns molecular dynamics simulation of the U1A/U1hpII complex. Each plot shows the distance between the N-zeta group of the indicated amino acid and the phosphorous atom of the indicated base over time. Note that the Lys22 interactions are much more consistent than those of Lys20, and that Lys23 interacts with the C10 phosphate but not with that of C9.
and located on a surface location incompatible with the position of bound RNA in the final complex. In fact, positive charge away from the binding site might be expected to be deleterious due to attraction of the RNA to the wrong side of the molecule. However, we found no evidence for this, as mutation of these residues to remove their positive charge was not beneficial to RNA binding. This may be because in the wild-type protein their positive charge is compensated somewhat by acidic residues in the region, such as Glu5, Glu61 and Asp90. However, we also find such residues near Lys20, Lys22 and Lys23, and this does not preclude participation in RNA binding. It should be noted that our studies with the N-terminal U1A RRM and U1hpII do not exclude the possibility that Arg7, Lys60 and Arg70 may play an RNA-binding role in the context of full length U1A interacting with the complete U1 snRNA.

Mutation of residues near the RNA-binding pocket, Lys20, Lys22 and Lys23, shows that these three amino acids are important for the interaction of U1A with U1hpII, and that they play different roles when interacting with the RNA. Our salt-based kinetic analysis reveals the importance of positive charges close to the RNA phosphate backbone. In both wild type and Arg mutants, we see a large salt dependence of association. Removal of charge at these locations (Lys20Lys22Gln and Lys20Lys22Lys23Gln) results in a reduction of the salt dependence, indicating that positive charge in this region is important for the attraction of RNA to the binding pocket. Accordingly, addition of negative charge is deleterious to proper binding. Complex stability seems less drastically impacted by increasing ionic strength. This is probably due to the fact that the stability of the protein–RNA complex is mainly based on hydrogen-bonding and stacking interactions, a large number of which hold protein and RNA together. Basic amino acids playing roles similar to Lys20, Lys22 and Lys23 have been identified on the periphery of the RNA-binding pocket in ribosomal protein L11 and the phage lambda N protein (12,13), although their function in the kinetics of binding remain to be determined.

The different roles of Lys20 and Lys22 are interesting, since these amino acids are located in similar positions and form similar interactions with the RNA stem in the protein–RNA complex. The molecular dynamics simulations revealed that the residence time of each amino acid close to the phosphate backbone differs, and this may explain their unequal contributions to complex stability. Where do the lysine side chains move to when they are away from the phosphate backbone? Preliminary investigation of the motion of the lysines suggests that these residues may interact with negatively charged amino acids elsewhere within the U1A protein. If this is true, then one can envision a scenario in which the negatively charged phosphate backbone competes with negatively charged amino acids in the protein for interactions with Lys20 and Lys22. These competing residues need not lie close to the RNA-binding surface, but must be within reach of the lysines. Removal of such competing negative charges in the protein could allow a more stable protein–RNA interaction. This raises the interesting possibility that the ability of proteins to dissociate from RNA could be modulated by competing local charges, and thus that the affinity of proteins for their targets could be influenced by residues that do not directly contact the RNA. We are currently investigating this possibility through mutational analysis, using the U1A model system.

Although a number of studies have focused in detail on the role of electrostatics in RNA–protein interaction (e.g. 6–13), much about the function of electrostatic interactions in protein–RNA complexes remains to be investigated. Our analysis of the U1A/U1hpII complex provides an example of the role of electrostatics in an RRM/RNA interaction. The examination of structures of other RRM proteins bound to RNA suggests that electrostatic interactions play comparable roles in these complexes. Two examples are the solution structure of nucleolin complexed with snRNE RNA (42), and the co-crystal structures of the neuronal protein HuD, complexed with its AU-rich RNA targets (43). Nucleolin contains four RRMs, but the N-terminal two RRMs bind to a stem–loop RNA target with nanomolar affinity. Similar to the charge-based interactions observed in the U1A/U1hpII complex, positively charged amino acids Lys55 and Lys95 appear to interact with the phosphate backbone of the RNA loop and stem, respectively. HuD contains three RRMs, but the N-terminal two RRMs provide the main RNA-binding ability (44). The two RRMs lie side by side, and form a large RNA-binding platform across which the linear, unstructured AU-rich RNA is draped. Similar arrangements are seen in other two-RRM complexes with linear RNA targets (45,46). In the HuD co-crystals, Lys69 and Lys108, and Arg155, 166 and 172 contact the phosphate backbone, while Lys74 and Arg123 lie in positions that could also be relevant. It would be of considerable interest to determine whether such residues fall into different functional categories like they do in U1A, and whether this is related to the nature of the adjacent amino acids in the local environment. Such knowledge would be useful, not only to gain a better understanding of the mechanisms controlling protein–RNA interaction, but also for the development of designed targeted nucleic acid-binding proteins that might be used to modulate gene expression in a research or clinical setting.
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