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Abstract—The goal of threshold group testing is to identify up to d defective items among a population of n items, where d is usually much smaller than n. A test is positive if it has at least u defective items and negative otherwise. Our objective is to identify defective items in sublinear time the number of items, e.g., poly(d ln n), by using the number of tests as low as possible. In this paper, we reduce the number of tests to O(h × 4.57 ln n n2 +2 ln n) and the decoding time to O(dec0 × h), where dec0 = O(d4 ln 3 d ln n n2 +2 ln n), h = O(d2 ln n n2 +2 ln n), d0 = max{u, d − u}, p ∈ [0, 1], and W(x) = Θ(nx − ln x). If the number of tests is increased to O(h × 4.57 ln n n2 +2 ln n), the decoding complexity is reduced to O(dec1 × h), where dec1 = max{d4 ln 3 d ln n n2 +2 ln n, W(x) = Θ(nx − ln x)}. Moreover, our proposed scheme is capable of handling errors in test outcomes.

1. INTRODUCTION

Detection of up to d defective items in a large population of n items is the main objective of group testing proposed by Dorfman [1]. In this seminal work, instead of testing each item one by one, he proposed to pool a group of items for testing. In classical group testing (CGT), the outcome of a test on a subset of items is positive if the subset has at least one defective item and negative otherwise. Damaschke [2] introduced threshold group testing (TGT) by revising the definition of the outcome of a test. The outcome of a test on a subset of items is positive if the subset has at least u defective items, negative if it has up to ℓ defective items, where 0 ≤ ℓ < u, and arbitrary otherwise. The parameter g = u − ℓ ≤ 1 is called the gap. When g = 0, i.e., ℓ = u − 1, threshold group testing has no gap. When u = 1, TGT reduces to CGT. Threshold group testing can be considered as a special case of complex group testing [3] or generalized group testing with inhibitors [4]. Most of existing work, such as [2] and [5–8], deal with g ≥ 0. In this paper, the focus is on threshold group testing with no gap, i.e., g = 0.

There are two fashions for designing tests. The first is adaptive group testing in which the design of a test depends on the designs of the previous tests. This fashion usually consumes lots of time for implementing, however, achieves optimal bounds on the number of tests. For tackling with slow implementing time, non-adaptive group testing (NAGT) is introduced. In this fashion, all tests are designed in a priori and performed simultaneously. Nowadays, NAGT is widely applied in several applications such as computational and molecular biology [9], multiple access channels [10], and neuroscience [11]. The focus of this work is on NAGT. The term CNTG stand for Classical Non-Adaptive Group Testing which is CGT associated with NAGT. Similarly, the term NATG stands for Non-Adaptive Threshold Group Testing, which is TGT associated with NAGT. When there is no gap, NAGT is denoted as u-NATG.

In any model of group testing, it is enticing to minimize the number of tests and to efficiently identify the set of defective items. CGT has been intensively studied for a long time for resolving these two requirements. By using AGT, the number of tests is O(d ln n) [9], which is optimal in term of theoretical results. The decoding algorithm is usually included in the test design. In NAGT, Porat and Rothschild [11] first proposed explicit nonadaptive constructions using O(d ln n) tests with no efficient (sublinear to n) decoding algorithm. To have efficient decoding algorithm, says poly(d, ln n), while keeping the number of tests as low as possible, says O(d(ln+1)1+o(1) ln+1+o(1)n), several schemes have been proposed [12–14]. Using probabilistic methods, Cai et al. [15] required only O(d(ln d · ln n)) tests to find defective items in time O(d(ln n + n2)).

From the genesis day of TGT, Damaschke [2] showed that the set of positive items can be identified with up to g false positives and g false negatives by using ( u ) non-adaptive tests. Since the number of tests is quite large, Cheraghchi [5] reduced it to O(d2+2 ln d · ln(n/d)) tests. With the assumption that the number of defective items is exactly d, De Marco et al. [6] and Chan et al. [7] reduced the number of tests to O(dv2 ln(n/d)) and O(ln 1 ε · d(n ln n)1+o(1)), respectively. D’yachkov et al. [16] could achieve O(d2 ln n · (u−1)4 ln d−1 ln d) tests as n goes to infinity.

Although the authors in [5, 6] and [16] proposed nearly optimal bounds on the number of tests, there are no decoding algorithms associated with their schemes. By setting that the number of defective items is exactly d and u = o(d), Chan et al. [7] used O(ln 1 ε · d(n ln n)1+o(1)) tests to identify defective items in time O(n ln n + n · ln 1 ε), which is linear to the number of items, where ε ∈ (0, 1). Chen and Fu [8] proposed schemes that can find the defective items using
O \left( \frac{d^t}{u \cdot (d - u)} \cdot d \ln \frac{n}{u} \right) tests in time \( O(n^u \ln n) \), which is impractical as \( n \) or \( u \) grows. Bui et al. \cite{17} proposed a scheme that can identify the set of defective items with \( t = O \left( \frac{d^t}{u \cdot (d - u)} \cdot d \ln \frac{n}{u} \cdot \frac{\ln \frac{d}{u}}{\ln \frac{d}{u - 1}} \right) \) tests in sublinear time \( t \times O(\sqrt{\ln \frac{n}{t}}) \). However, the number of tests is quite large and the decoding time is not efficient for small \( n \). Recently, by setting \( d = O(n^a) \) for \( 0 < a < 1 \) and \( u = o(d) \), Reisizadeh et al. \cite{18} use \( \Theta(\sqrt{\ln n}) \) tests to identify all defective items in time \( O(n^{1.5} \cdot \ln^4 n) \) w.h.p with the aid of a \( O(u \ln n) \times \binom{n}{u} \) look-up matrix, which is feasible when \( n \) or \( u \) grows.

A. Contribution

In this paper, we consider the case where \( g = 0 \), i.e., \( \ell = u - 1 \) (\( u \geq 2 \)). We inherit then improve the results in \cite{17}. The main idea in \cite{17} is to create two matrices: one for locating defective items, denoted an \( h \times n \) matrix \( G \), and the other one for identifying the defective items in each row of \( G \), denoted an \((2k + 1) \times n\) matrix \( A \). Let \( \text{dec}(A) \) be the decoding complexity of \( A \) for each row of \( G \). After using a concatenation technique on \( G \) and \( A \), the final measurement matrix \( T \) is used for identifying all defective items. The number of tests in \( T \) is \( h(2k + 1) \) and the decoding complexity is \( h \times \text{dec}(A) \). Our contribution is to reduce \( h \) and \( \text{dec}(A) \) while \( k \) relatively remains same. As a result, the number of tests and the decoding complexity are significantly improved in accordance with existing results as shown in Table \ref{table}.

Although Cheraghchi \cite{5}, De Marco et al. \cite{6}, and D’yachkov et al. \cite{16} proposed nearly optimal bounds on the number of tests, there are no decoding algorithms associated with their schemes. Chen et al. \cite{8} required \( \frac{d^t}{u \cdot (d - u)} \ln \frac{2}{u} \) tests with the decoding complexity \( O(n^u \ln n) \), which is impractical. By setting that the number of defective items is exactly \( d \) and \( u = o(d) \), Chan et al. \cite{7} achieved a small number of tests \( O \left( \ln \frac{1}{\epsilon} \cdot d \sqrt{\ln n} \right) \). However, the decoding complexity is linear to the number of items, namely \( O(n \ln n + n \frac{1}{\epsilon}) \), where \( \epsilon > 0 \) is the precision parameter. Recently, by setting \( d = O(n^b) \) for \( 0 < b < 1 \) and \( u = o(d) \), Reisizadeh et al. \cite{18} can use \( \Theta(\sqrt{\ln n}) \) tests to identify all defective items in time \( O(n^{1.5} \cdot \ln n) \). The main drawback of this approach (along with the conditions \( d = O(n^b) \) and \( u = o(d) \)) is that a \( O(u \ln n) \times \binom{n}{u} \) look-up matrix must be stored, which is unfeasible when \( n \) and \( u \) grow.

Our proposed scheme balances the trade-off between the number of tests and the decoding complexity. Moreover, there are no "unnatural" constraints on the number of defective items and the threshold. Specifically, the number of defective items is up to \( d \) and \( 2 \leq u \leq d \). There are two approaches for balancing the number of tests and decoding complexity. First, the set of defective items can be identified with \( O \left( \frac{d^t}{u(\ln d + \ln n)^2} \right) \) tests in time \( O(\text{dec}_0 \times h) \), where \( h = \frac{d^t \cdot \ln \frac{d}{u}}{(\ln d + \ln n)^2} \), \( \text{W}(x) = \Theta(\ln x - \ln n x) \), and \( \text{dec}_0 = O \left( \frac{d^t \cdot \ln \frac{d}{u} \cdot \ln n}{\ln (d + \ln n)^2} \right) + O \left( \frac{d^t \cdot \ln n}{\ln (d + \ln n)^2} \right) \) for \( d_0 = \max\{u, d - u\} \) and \( p \in [0, 1] \). Second, the decoding time can be reduced to \( O \left( \text{dec}_1 \times h \right) \) if the number of tests is increased to \( O \left( \frac{d^t \cdot \ln n}{\ln (d + \ln n)^2} \right) \approx O \left( \frac{d^t \cdot \ln n}{\ln (d + \ln n)^2} \right) \), where \( \text{dec}_1 = \max \left\{ \frac{d^t}{u(\ln d + \ln n)^2}, \frac{d^t}{u(\ln d + \ln n)^2} \right\} \). In addition, the proposed scheme is capable of handling \( \Omega(p h/d_0) \) erroneous outcomes.

B. Organization

The paper is organized as follows. Section \ref{sec:preliminaries} presents some preliminaries on notations, problem definition, and \( d \)-disjunct matrices. Section \ref{sec:results} reviews a previous work. Section \ref{sec:improvements} presents how to improve the previous work and results. The final section summarizes the key points and addresses some open problems.

II. PRELIMINARIES

For consistency, we use capital calligraphic letters for matrices, non-capital letters for scalars, bold letters for vectors, and capital letters for sets. All matrices are binary. Capital letters with asterisk is denoted for multisets in which elements may appear multiple times. For example, \( D = \{1, 2\} \) is a set and \( S^* = \{1, 1, 2\} \) is a multiset.

Let function \( \text{add}(\cdot) \) be a function that returns a multiset including all elements in the input sets/multisets. For example, if the input sets are \( A^* = \{1, 2, 3\} \) and \( B = \{2, 3, 4\} \), then we have \( \text{add}(A^*, B) = \{1, 1, 2, 2, 3, 4\} \). Here are some of the notations used:

1) \( n, d, x = (x_1, \ldots, x_n)^T \): number of items, maximum number of defective items, and binary representation of \( n \) items.
2) \( D = \{i_1, i_2, \ldots, i_{|D|}\} \): the set of defective items; cardinality of \( D \) is \(|D| \leq d \).
3) \( \ominus, \odot \): operation related to \( u \)-NATGT and CNAGT, to be defined later.
4) \( T \): \( t \times n \) measurement matrix used to identify at most \( d \) defective items in \( u \)-NATGT, where integer \( t \geq 1 \) is the number of tests.
5) \( G = (g_{ij}) \): \( h \times n \) matrix, where \( h \geq 1 \).
6) \( M = (m_{ij}) \): a \( k \times n \) \((d + 1)\)-disjunct matrix, where \( k \geq 1 \).
7) \( \mathbf{M} = (m_{ij}) \): the \( k \times n \) complementary matrix of \( M \); \( m_{ij} = 1 - m_{ij} \).
8) \( G_{i*, i*, m_{i*, n}} \): row \( i \) of matrix \( T \), row \( i \) of matrix \( G \), row \( i \) of matrix \( M \), and column \( j \) of matrix \( \mathbf{M} \), respectively.
9) \( G_{S} \): an \( h \times |S| \) submatrix of an \( h \times n \) matrix \( G \) formed by restricting \( G \) to the columns picked by \( S \).
10) \( \text{diag}(G_{i*}) \): \( \text{diag}(g_{i1}, \ldots, g_{iN}) \): diagonal matrix constructed by input vector \( G_{i*} \).
11) \( \text{supp}(\cdot) \): support index set of the input vector. For example, \( \text{supp}(1, 0, 1, 0, 0, 1) = \{1, 3, 6\} \).
12) \( e, \ln \): base of natural logarithm, natural logarithm.
13) \(|\cdot| \): weight; i.e, number of non-zero entries of input vector or cardinality of input set.
14) \([x], [x] : \) ceiling and floor functions of \( x \).
A. Problem definition

In a population of \( n \) items, up to \( d \) items, which are called defective items, satisfy some certain properties. In \( u \)-NATGT, a subset containing at least \( u \) defective items satisfies the certain properties while a subset containing up to \( u-1 \) items does not hold. It is equivalent to the fact that the outcome of a test (for checking the certain properties) on a subset of \( n \) items is positive if the subset has at least \( u \) defective items, and negative otherwise. Our goal is to identify the set of defective items with as few tests as possible and as quick as possible.

Let \( D, [n] = \{1, 2, \ldots, n\} \), and \( S \) be the set of defective items, the index set of \( n \) items, and an arbitrary subset of \([n]\), respectively. Formally, the outcome of a test (a test in short) on the subset \( S \) is positive if \( |D \cap S| \geq u \) and negative if \( |D \cap S| < u \). For any \( t \) non-adaptive tests, they can be represented as a \( t \times n \) binary measurement matrix \( \mathcal{T} = (t_{ij}) \), where column \( j \) and row \( i \) represent for item \( j \) and test \( i \), respectively. An entry \( t_{ij} = 1 \) means that item \( j \) belongs to test \( i \), and \( t_{ij} = 0 \) means otherwise. Binary vector \( \mathbf{x} = (x_1, \ldots, x_n)^T \) represents for \( n \) items, where \( x_1 = 1 \) indicates that item 1 is defective, and \( x_j = 0 \) indicates otherwise. From the assumption, it is clear that \( D = \supp(x) \) and \( |D| \leq d \). The outcome of the \( t \) tests is \( y = (y_1, \ldots, y_t)^T \), where \( y_i = 1 \) if test \( i \) is positive and \( y_i = 0 \) otherwise. The procedure to get the outcome vector \( y \) is called the \textit{encoding procedure}. The procedure used to identify defective items from \( y \) is called the \textit{decoding procedure}. The relationship between \( x, \mathcal{T} \), and \( y \) can be represented as follows:

\[
y = \mathcal{T} \otimes x = \begin{bmatrix} T_{1,*} \otimes x \\ \vdots \\ T_{t,*} \otimes x \end{bmatrix} = \begin{bmatrix} y_1 \\ \vdots \\ y_t \end{bmatrix}
\]

where \( \otimes \) is a notation for the test operation in \( u \)-NATGT, namely, \( y_i = T_{i,*} \otimes x = 1 \) if \( |\supp(x) \cap \supp(T_{i,*})| = |D \cap \supp(T_{i,*})| \geq u \), and \( y_i = 0 \) otherwise for \( i = 1, \ldots, t \).

B. Disjunct matrices

When \( u = 1 \), \( u \)-NATGT reduces to CNAGT. To distinguish CNAGT and \( u \)-NATGT, we change notation \( \otimes \) to \( \bullet \) and use a \( k \times n \) measurement matrix \( \mathcal{M} \) instead of the \( t \times n \) matrix \( \mathcal{T} \). The outcome vector \( y \) is equal to

\[
y = \mathcal{M} \otimes x = \begin{bmatrix} M_{1,*} \otimes x \\ \vdots \\ M_{k,*} \otimes x \end{bmatrix} = \begin{bmatrix} y_1 \\ \vdots \\ y_k \end{bmatrix}
\]

where \( \bullet \) is the Boolean operator for vector multiplication in which multiplication is replaced with the AND (\&) operator and addition is replaced with the OR (\|) operator, and \( y_i = M_{i,*} \otimes x = V_{j=1}^k x_j \wedge m_{ij} \) for \( i = 1, \ldots, k \). Similarly to \((1)\), \( y_i = 1 \) if \( |\supp(x) \cap \supp(M_{i,*})| = |D \cap \supp(M_{i,*})| \geq u \), and \( y_i = 0 \) when \( |\supp(x) \cap \supp(M_{i,*})| = 0 \).

The formal definition of a \( d \)-disjunct matrix is as follows.

\textbf{Definition 1.} \textit{Matrix} \( \mathcal{M} \) \textit{is} \( d \)-\textit{disjunct} if for any two disjoint subsets \( S_1, S_2 \subseteq [n] \) such that \( |S_1| = d \) and \( |S_2| = 1 \), there exists at least 1 row in which the column in \( S_2 \) has 1 while all the columns in \( S_1 \) have 0’s, i.e., \( \bigcap_{j \in S_2} \supp(M_j) \setminus \bigcup_{j \in S_1} \supp(M_j) \geq 1 \).
The objective is to recover defective items deterministically generated without using probability is the best for practice (although it is not good in term of complexity). Therefore, we prefer to use that result here.

**Theorem 1.** [14 Theorem 8] Let $1 \leq d \leq n$ be integers. Then there exists a nonrandom $d$-disjunct matrix $M$ with $k = O\left(\frac{d^3 \ln^2 n}{n} + \frac{d^2 \ln \ln (d \ln n)}{n}\right)$. Each column of $M$ can be computed in time $O(k^{1.5}/d^2)$. Then matrix $M$ can be used to identify at most $d$ defective items in time $O\left(\frac{d^3 \ln^6 \ln^3 n}{d \ln n} + \frac{d^2 \ln^4 n}{d \ln n}\right)$. When $d$ is the power of 2, $d^3 - d - 1$.

The decoding complexity can be reduce by increasing the number of tests as follows:

**Theorem 2.** [14 Corollary 3] Let $1 \leq d \leq n$ be integers. There exists a nonrandom $k \times n$ measurement matrix $T$ with $k = O\left(\frac{d^3 \ln^2 n}{\ln (ln M)} + \frac{d^2 \ln \ln (d \ln n)}{n}\right)$, which is used to identify at most $d$ defective items in time $O(k)$. Moreover, each column of $T$ can be computed in time $O\left(\frac{d^3 \ln^6 \ln^3 n}{d \ln n} + \frac{d^2 \ln^4 n}{d \ln n}\right)$.

We denote the procedure of getting $x$ from $M \odot x$ as $x = \text{decode}(M, M \odot x)$.

**III. REVIEW OF BUI ET AL.’S SCHEME**

The scheme proposed by Bui et al. [12] is reviewed here. The authors created two inseparable matrices: an indicating matrix $G$ and a defective-solving matrix $A$. The task of $A$ is to recover any $x$ from $y = A \odot x$ if $|x|$ is equal to $u$. The task of $G$ is to ensure that there exists $\kappa$ rows, e.g., $i_1, i_2, \ldots, i_\kappa$, such that $|D \cap \text{supp}(G_{i_1})| = \cdots = |D \cap \text{supp}(G_{i_\kappa})| = u$ and $(D \cap \text{supp}(G_{i_1})) \cup \ldots \cup (D \cap \text{supp}(G_{i_\kappa})) = D$. The final measurement matrix $T$ generated from $G$ and $A$ is then used to identify all defective items. The details of this scheme is described as the following.

**A. When the number of defective items equals the threshold**

The authors first considered a special case in which the number of defective items equals the threshold, i.e., $|x| = u$. Let $M = (m_{ij})$ be a $k \times n$ $(d+1)$-disjunct matrix as described in Section II-B. Then a measurement matrix is created as

$$A = \left[\begin{array}{c}
M \\
\overline{M}
\end{array}\right]$$

where $\overline{M} = (\overline{m}_{ij})$ is the complement matrix of $M$, $\overline{m}_{ij} = 1 - m_{ij}$ for $i = 1, \ldots, k$ and $j = 1, \ldots, n$.

Given measurement matrix $A$ and a representation vector of $u$ defective items $x$ ($|x| = u$), what we observe is $z = A \odot x$. The objective is to recover $y' = M \odot x = (y_1', \ldots, y_k')^T$ from $z$. Then $x$ can be recovered by using Theorem 1 or 2.

Assume that the outcome vector is

$$z = A \odot x = [M \odot x] = y$$

where $y = M \odot x = (y_1, \ldots, y_k)^T$ and $\overline{y} = \overline{M} \odot x = (\overline{y}_1, \ldots, \overline{y}_k)^T$. Then vector $y' = M \odot x$ is always obtained from $z$ by using the following rules:

1. If $y_i = 1$, then $y_i = 1$.
2. If $y_i = 0$ and $\overline{y}_i = 1$, then $y_i' = 0$.
3. If $y_i = 0$ and $\overline{y}_i = 0$, then $y_i' = 1$.

Therefore, vector $x$ can always be recovered.

**B. Encoding procedure**

After preparing matrix $A$ for identifying exactly $u$ defective items, the next task is to create matrix $G$ and the final measurement matrix $T$. The authors generated matrix $G$ such that there exists $\kappa = \frac{|D|}{u}$ rows, denoted as $i_1, i_2, \ldots, i_\kappa$, satisfying (i) $|D \cap \text{supp}(G_{i_1})| = \cdots = |D \cap \text{supp}(G_{i_\kappa})| = u$ and (ii) $(D \cap \text{supp}(G_{i_1})) \cup \ldots \cup (D \cap \text{supp}(G_{i_\kappa})) = D$. Then the final measurement matrix $T$ of size $(2k + 1)h \times n$ is created as follows:

$$T = \left[\begin{array}{c}
G_{i_1} \times \text{diag}(G_{i_1}) \\
A \times \text{diag}(G_{i_1}) \\
\vdots \\
G_{i_\kappa} \times \text{diag}(G_{i_\kappa}) \\
A \times \text{diag}(G_{i_\kappa})
\end{array}\right] = \left[\begin{array}{c}
G_{i_1} \times \text{diag}(G_{i_1}) \\
A \times \text{diag}(G_{i_1}) \\
\vdots \\
G_{i_\kappa} \times \text{diag}(G_{i_\kappa}) \\
A \times \text{diag}(G_{i_\kappa})
\end{array}\right]$$

The vector observed using $u$-NATGT after performing the tests given by the measurement matrix $T$ is

$$y = T \odot x = (y_1, \ldots, y_k)^T \odot x = \left[\begin{array}{c}
G_{i_1} \times \text{diag}(G_{i_1}) \\
A \times \text{diag}(G_{i_1}) \\
\vdots \\
G_{i_\kappa} \times \text{diag}(G_{i_\kappa}) \\
A \times \text{diag}(G_{i_\kappa})
\end{array}\right] \text{diag}(G_{i_1}) \times x = \left[\begin{array}{c}
y_1 \\
y_1' \\
\vdots \\
y_1' \\
y_1'
\end{array}\right]$$

where $x_i = \text{diag}(G_{i_1}) \times x$, $y_i = G_{i_1} \times x$, $y_i = M \odot x_i = (y_{i_1}, \ldots, y_{i_k})^T$, $\overline{y}_i = \overline{M} \odot x_i = (\overline{y}_{i_1}, \ldots, \overline{y}_{i_k})^T$, and $z_i = [y_i^T, \overline{y}_i^T]^T$ for $i = 1, 2, \ldots, h$.

Vector $x_i$ is the vector representing the defective items in row $G_{i_1}$. Therefore, we have $|\text{supp}(x_i)| \leq d$, and $y_i = 1$ if and only if $|\text{supp}(x_i)| \geq u$. 


The decoding procedure follows the properties of $M$, $G$, and $T$. From $5$, the authors presumed the cardinality of every $x_i$ is $u$ $(\supp(x_i)) = |D \cap \supp(G_{i,*})| = u$. Then by using the scheme in section III-A for each $x_i$, they could recover $y'_i = (y'_{i1}, \ldots, y'_{ik})^T$, which is presumed to be $M \odot x_i$. A vector is obtained by using decode($y'_i, M$). However, because $|\supp(x_i)|$ may not equal $u$, the vector obtained from decode($y'_i, M$) may not be $x_i$. They thus used a sanitization procedure to eliminate this case based on the properties of $M$.

The whole decoding algorithm is summarized as Algorithm 1. It is briefly explained as follows: Line 2 enumerates $h$ rows of $G$. Line 3 checks if there are at least $u$ defective items in row $G_{i,*}$. Lines 4 to 8 calculate $y'_i$, and line 9 gets a possible set of defective items. Lines 10 to 12 check whether all items in $G_i$ are truly defective then adds them into the defective set $D$. Finally, line 15 returns the defective set.

The decoding complexity of this algorithm is described as $O(n, d, u; e)$-measurement matrix $G$ is a good $(n, d, u; e)$-measurement matrix, i.e. erroneous outcomes are not considered. Intuitively, a good $(n, d, u; e)$-measurement matrix can handle up to $e$ erroneous outcome. We then show how to efficiently construct a good measurement matrix in the next section.

### A. On construction of a good measurement matrix

We first state the notation of threshold disjunct matrices proposed by Cheraghchi $5$.

**Definition 2.** Let $2 \leq u \leq d < n$ be integers and $D$ be the defective set, where $|D| \leq d$. An $(n, d, u; e)$-measurement matrix $G$ is good if there exists $\varphi$ rows, e.g., $i_1, \ldots, i_\varphi$, such that:

1. $|D_{i_1}| = |D_{i_2}| = \ldots = |D_{i_{\varphi}}| = u$, where $D_{i_l} = supp(G_{i_l}) \cap D$ for $l = 1, \ldots, \varphi$.
2. $D = D_{i_1} \cup \ldots \cup D_{i_{\varphi}}$.
3. Any item in $D$ appears more than $e$ times in $add(D_{i_1}, \ldots, D_{i_{\varphi}})$.

The matrix $G$ in Theorem 3 is a good $(n, d, u; 2)$-measurement matrix. Theorem 3 by extending it to handle erroneous outcomes. Then, for its instantiations, we minimize $h$ and decode($M, y$) while $k$ relatively remains same, where $y$ is some input vector. As a result, the number of tests and the decoding complexity are significantly improved.

To achieve this goal, we define a good measurement matrix as follows:

**Theorem 3.** [7] Simplified version of Theorem 3] Let $2 \leq u \leq d < n$ be integers and $D$ be the defective set. Suppose that an $h \times n$ matrix $G$ contains $\kappa$ rows, denoted as $i_1, \ldots, i_\kappa$, such that (i) $|D \cap \supp(G_{i_1})| = \ldots = |D \cap \supp(G_{i_\kappa})| = u$ and $(D \cap \supp(G_{i_1})) \cup \ldots \cup (D \cap \supp(G_{i_\kappa})) = D$. Suppose that a $k \times n$ matrix $M$ is an $(d + 1)$-disjunct matrix that can be decoded in time $O(A)$ and each column of $M$ can be generated in time $O(B)$. Then an $(2k + 1)h \times n$ measurement matrix $T$, as defined in [4], can be used to identify up to $d$ defective items in $u$-NAWTG in time $O(h \times (A + uB))$.

Algorithm 1 is denoted as FindDefectiveItems($y, M$) if we substitute $D$ by multisets $D_*$ and replace Line 11 as “$D^* = add(D^*, G_{i,*})$”; i.e., the output of FindDefectiveItems($y, M$) may have duplicated items which are used to handle the presence of erroneous outcomes.

### IV. PROPOSED SCHEME

We improve the result in Theorem 3 by extending it to handle erroneous outcomes. Then, for its instantiations, we minimize $h$ and decode($M, y$) while $k$ relatively remains same, where $y$ is some input vector. As a result, the number of tests and the decoding complexity are significantly improved.

To achieve this goal, we define a good measurement matrix as follows:

**Definition 3.** [5] Definition 6] A Boolean matrix $G$ with $n$ columns is called $(d, u; e)$-regular if for every subset of columns $S \subseteq [n]$ (called the critical set) and every $Z \subseteq [n]$ (called the zero set) such that $u \leq |S| \leq d$, $|Z| \leq |S|$, $S \cap Z = \emptyset$, there are more than $e$ rows of $G$ at which $G_{i,*}$ has weight exactly $u$ and (at the same rows) $G_{i,*}Z$ has weight zero. Any such row is said to $u$-satisfy $S$ and $Z$. If, in addition, for every distinguished column $j \in S$, more than $e$ rows of $G$ both $u$-satisfy $S$ and $Z$ and have a 1 at the $j$th column, the matrix is called threshold $(d, u; e)$-disjunct (and the corresponding “good” rows are said to $u$-satisfy $S$ and $Z$).

The following lemma shows that a threshold $(\max\{u, d - u\}, u; e)$-disjunct matrix is a good $(n, d, u; e)$-measurement matrix.

**Lemma 1.** Let $0 < u \leq d \leq n$, and $0 \leq e$ be integers. Then any threshold $(\max\{u, d - u\}, u; e)$-disjunct matrix is a good $(n, d, u; e)$-measurement matrix.

**Proof.** Let $D = \{d_1, \ldots, d_k\}$ be the defective set, where $|D| = \kappa \leq d$. Suppose $G$ is any threshold $(\max\{u, d - u\}, u; e)$-disjunct. We break down the condition $u \leq d$ into two categories: $u \leq d \leq 2u$ and $d \geq 2u + 1$.

When $u \leq d \leq 2u$, we have $\max\{u, d - u\} = u$. Let $D_1$ and $D_2$ be the two subsets of $D$ such that $D = D_1 \cup D_2$ and $|D_1| = |D_2| = u$. Since $G$ is threshold $(u, u; e)$-disjunct and $d \leq 2u$, we have $|D \setminus D_1| \leq |D_2| = u$ and $|D \setminus D_2| \leq |D_1| = u$...
Therefore, there are more than $e$ rows of $G$ at which $G \mid D_1$, $(G \mid D_2)$ has weight exactly $u$ and (at the same rows) $G \mid D_2$, $(G \mid D_1)$ has weight zero. Suppose that the number of these rows in $G \mid D_1$ and $G \mid D_2$ is $\varphi$. Since $D_1 = D_1 \cup D_2$, each item in $D$ appears more than $e$ times in these $\varphi$ rows. Matrix $G$ is thus a good $(n, d, u; e)$-measurement matrix.

When $d \geq 2u + 1$, we have $\max\{u, d - u\} = d - u$. Let $S \subset [n]$ and $|S| = d - u$. Since $2u + 1 \leq d$, for every $Z \subset [n]$, $|Z| = u + 1 \leq |S| = d - u$. Since $Z \cap S = \emptyset$, we have $|Z| + |S| = d + 1 > d$. We choose a collection of sets of defective items as follows: $P_l = \{j_l\}$ for $l = 1, \ldots, \kappa$.

We then choose $\kappa$ subsets $S_l$ and $Z_l$ for $l = 1, \ldots, \kappa$ to show that $D = \cup_{l=1}^{\kappa} S_l$ and there are more than $e$ rows of $G$ at which $G \mid S_l$ has weight exactly $u$ and (at the same rows) $G \mid Z_l$ has weight zero. The first condition ensures that all defective items are included in the selected subsets. The second condition is equivalent to the statement that there are more than $e$ rows containing exactly $u$ defective items.

To prove that, two cases are needed to be considered here:
1. $u \leq |D| < d - u$ and $d - u \leq |D| \leq d$. For the former case, choose $S_l \cap [n] = D$ and $|S_l| = d - u$, and $Z_l \subset [n] \setminus S_l$ and $|Z_l| = u + 1$. For the latter case, we set
   - $S_l = P_l \cup D_l$, where $D_l \subset D \setminus P_l$, $P_l \cap D_l = \emptyset$, and $|D_l| = d - u - 1$.
   - $Z_l \subset [n] \setminus S_l$, $D \setminus S_l \subseteq Z_l$, and $|Z_l| = u + 1$.

It is obvious that $|Z_l| = u + 1 \leq |S_l| = d - u$ and $S_l \cap Z_l = \emptyset$. Moreover, since $u \leq |S_l| \leq d$, we have that $S_l$ is a critical set and $Z_l$ is a zero set in $G$. Thus, there are more than $e$ rows of $G$ at which $G \mid S_l$ has weight exactly $u$, $G \mid Z_l$ has weight zero at the same rows, and $G \mid S_l \cap Z_l$ has weight one at the same rows. Let denote $e + 1$ rows of these rows as $r_1, \ldots, r_{e+1}$.

Finally, we have:
1. $|D_{r_1}| = \ldots = |D_{r_{e+1}}| = u$, where $D_{r_1} = \text{supp}(G_{r_1}) \cap S_l = \text{supp}(G_{r_1}) \cap D$ for $l = 1, \ldots, \kappa$, and $x = 1, \ldots, e + 1$.
2. $D = D_{r_1} \cup \ldots \cup D_{r_{e+1}} \cup \ldots \cup D_{r_1} \cup \ldots \cup D_{r_{e+1}}$.
3. Any item in $D$ appears more than $e$ times in $\text{add}(D^*; D_{r_1}, \ldots, D_{r_{e+1}}, D_{r_1}, \ldots, D_{r_{e+1}})$.

According to Definition 2, matrix $G$ is a good $(n, d, u; e)$-measurement matrix.

Cheraghchi [5] proposed a good construction on a threshold disjunct matrix as follows.

**Lemma 2.** [5] Lemma 23] For every $p \in [0, 1)$ and integer parameter $0 < u < d < n$, there exists an $h \times n$ threshold $(d, u; \Omega(p\phi/d))$-disjunct matrix with probability $1 - o(1)$, where $h = O(d^2 (\ln \frac{n}{u}) / (1 - p)^2)$.

Because of Lemma 1 and 2, we get the following theorem:

**Theorem 4.** For every $p \in [0, 1)$ and integer parameter $0 < u < d < n$, there exists an $h \times n$ good $(d, u; \Omega(p\phi/d))$-measurement matrix with probability $1 - o(1)$, where $h = O(d^2 (\ln \frac{n}{d_0}) / (1 - p)^2)$ and $d_0 = \max\{u, d - u\}$.

### B. Encoding procedure

We will get the measurement matrix with low number of tests that can tackle up to $e$ erroneous outcomes as follows. Suppose that $G$ is either an $k \times n$ $(d + 1)$-disjunct matrix in Theorem 1 or Theorem 2 and $G$ is an $h \times n$ good $(n, d, u; 2e = \Omega(\phi/d))$-measurement matrix in Theorem 4. Then the final measurement matrix $T$ is generated as in [4]. Note that $h = O(d^2 (\ln \frac{n}{d_0}) / (1 - p)^2)$ for some $p \in [0, 1)$ and $d_0 = \max\{u, d - u\}$.

### C. The decoding procedure

The decoding procedure is summarized as Algorithm 2.

The procedure is as similar to the procedure in Algorithm 1. However, the input matrices $M$ and $G$ are different from the ones in Algorithm 2. Step 1 initializes the defective set as an empty set. Then Step 2 adds all potential defectives to set $R^*$ by recalling Algorithm 1. Step 3 scans all elements in $R^*$ at which an item is declared as a defective item if it appears at least $e + 1$ times in Steps 4 to 7. Step 8 simply returns the defective set.

**Algorithm 2** DecNatGT(y, M, M, e): Decoding procedure for u-NATGT with error-tolerance.

**Input:** Outcome vector $y$, $M$, $\tilde{M}$.

**Output:** The set of defective items $D$.

1. $D = \emptyset$. \hspace{1cm} \triangleright \text{Initialize defective set.}$
2. $R^* = \text{FindDefectiveItems}^*(y, M)$. \hspace{0.5cm} \triangleright \text{Get all potential defectives.}$
3. $\text{foreach } x \in R^* \text{ do}$ \hspace{1cm} \triangleright \text{Remove false positives.}$
4. \hspace{1cm} \text{if } x \text{ appears in } R^* \text{ at least } e + 1 \text{ times then}$
5. \hspace{2cm} $D = D \cup \{x\}$. \hspace{0.5cm} \triangleright \text{x is the true defective item.}$
6. \hspace{2cm} Remove all elements that equal $x$ in $R^*$.\hspace{0.5cm}$
7. $\text{end if}$
8. $\text{end foreach}$
9. $\text{return } D$. \hspace{1cm} \triangleright \text{Return set of defective items.}$

### D. Correctness of the decoding procedure

Let consider Step 2. Because $G$ is a good $(n, d, u; 2e)$-measurement matrix, there exists $\varphi$ rows, e.g., $r_1, \ldots, r_\varphi$, such that:
1. $|D_{r_1}| = |D_{r_2}| = \ldots = |D_{r_\varphi}| = u$, where $D_{r_i} = \text{supp}(G_{r_i}) \cap D$ for $l = 1, \ldots, \varphi$.
2. $D = D_{r_1} \cup \ldots \cup D_{r_\varphi}$.
3. Any item in $D$ appears more than $2e$ times in $\text{add}(D_{r_1}, \ldots, D_{r_\varphi})$.

Therefore, any defective item will appear at least $2e + 1$ times in $R^*$ if there is no error in test outcomes. If there are up to $e$ errors in the outcome vector $y$, any false defective cannot appear more than $e$ times in $R^*$. Therefore, a defective item will appear at least $2e + 1 - e = e + 1$ times in $R^*$.

Steps 3 to 8 remove all false or duplicated items in $R^*$. Finally, Step 8 simply returns the defective set.
E. Decoding complexity

The maximum cardinality of $R^t$ in Step 2 is $uh$. Therefore, Steps 3 to 8 takes $O(uh)$ time. Then Theorem 4 can be revised to tackle erroneous outcomes as follows.

**Theorem 5.** Let $2 \leq u \leq d \leq n$ be integers. Suppose that matrix $G$ is an $h \times n$ good $(n, d, u, 2e)$-measurement matrix and matrix $M$ is a $k \times n$ $(d+1)$-disjunct matrix that can be decoded in time $O(A)$. Each column of $M$ can be generated in time $O(B)$. Then an $(2k+1)h \times n$ measurement matrix $T$, as defined in 4, can be used to identify up to $d$ defective items in $u$-NATG in time $O(h(x(A+uB))+O(uh) = O(h(x(A+uB)))$ in the presence of up to $e$ erroneous outcomes.

F. Instantiations of decoding complexity

We instantiate Theorem 5 by choosing $G$ as an $h \times n$ good $(n, d, u, 2e)$-measurement matrix in Theorem 4, i.e.,

$h = O(d^2\left(\ln\frac{n}{d}\right)/(1-p^2))$ where $d_0 = \max\{u, d - u\}$ and $p \in [0, 1)$. If $M$ is an $(d+1)$-disjunct matrix in Theorem 1, we have:

**Corollary 2.** Let $2 \leq u \leq d < n$ be integers, $d_0 = \max\{u, d - u\}$, and some $p \in [0, 1)$. There exists a $t \times n$ measurement matrix $T$ such that up to $d$ defective items in $u$-NATG can be identified in time $O(\text{dec}_0 \times h)$ in the presence of up to $e = O(\text{ph}/d_0)$ erroneous outcomes, where $t = O\left(h \times \frac{d^2\ln^2 n}{W^2(d\ln n)}\right)$ and $h = O(d_0^2\left(\ln\frac{n}{d}\right)/(1-p^2))$.

**Proof.** Since matrix $M$ is a $k \times n$ $(d+1)$-disjunct matrix in Theorem 2 we have:

- $k = O\left(\frac{d^2\ln^2 n}{W^2(d\ln n)}\right)$,
- $A = \text{dec}_0 = O\left(\frac{d^2\ln^2 n}{W^2(d\ln n)}\right) + O\left(\frac{d^6\ln^4 n}{W^2(d\ln n)}\right)$,
- $B = O\left(\frac{d^2\ln^2 n}{W^2(d\ln n)}\right)$.

Because $uB < A$, the decoding complexity is $O(h \times (A + uB)) = O(hA) = O(h\text{dec}_0)$. The number of tests $t$ is $h(2k + 1) = O\left(\frac{d^2\ln^2 n}{(1-p^2)}\times\frac{d^2\ln^2 n}{W^2(d\ln n)}\right)$.

To reduce the decoding complexity, matrix $M$ is chosen as an $(d+1)$-disjunct matrix in Theorem 2. In this case, the number of tests would be increased.

**Corollary 2.** Let $2 \leq u \leq d < n$ be integers, $d_0 = \max\{u, d - u\}$, and some $p \in [0, 1)$. There exists a $t \times n$ measurement matrix $T$ such that up to $d$ defective items in $u$-NATG can be identified in time $O\left(h \times \frac{d^2\ln^2 n}{W^2(d\ln n)}\right)$ in the presence of up to $e = O(\text{ph}/d_0)$ erroneous outcomes, where $t = O\left(h \times \frac{d^2\ln^2 n}{W^2(d\ln n)}\right)$ and $h = O(d_0^2\left(\ln\frac{n}{d}\right)/(1-p^2))$.

**Proof.** Since matrix $M$ is a $k \times n$ $(d+1)$-disjunct matrix in Theorem 2 we have:

- $k = O\left(\frac{d^2\ln^2 n}{W^2(d\ln n)}\right)$,
- $A = O\left(\frac{d^2\ln^2 n}{W^2(d\ln n)}\right)$.

The decoding complexity is $O(h \times (A + uB)) = O(h\max\{A, uB\})$. The number of tests $t$ is $h(2k + 1) = O\left(\left(\frac{d^2\ln^2 n}{W^2(d\ln n)}\right)^{\frac{1}{2}}\times\left(\frac{d^2\ln^2 n}{W^2(d\ln n)}\right)\right)$.

V. Conclusion

We have improved encoding and decoding procedures for non-adaptive threshold group testing. The number of tests and the decoding complexity are low in our proposed scheme. Moreover, error tolerance is also considered. However, the proposed scheme works only for $g = 0$. Therefore, extending the results for $g > 0$ should be studied in future work.

**References**

[1] R. Dorfman, “The detection of defective members of large populations,” The Annals of Mathematical Statistics, vol. 14, no. 4, pp. 436–440, 1943.

[2] P. Damaschke, “Threshold group testing,” in General theory of information transfer and combinatorics, pp. 707–718, Springer, 2006.

[3] H.-B. Chen, H.-L. Fu, and F. K. Huang, “An upper bound of the number of tests in pooling designs for the error-tolerant complex model,” Optimization Letters, vol. 2, no. 3, pp. 425–431, 2008.

[4] T. V. Bui, M. Kuribayashi, M. Cheraghchi, and I. Echizen, “A framework for generalized group testing with inhibitors and its potential application in neuroscience,” arXiv preprint arXiv:1810.01086, 2018.

[5] M. Cheraghchi, “Improved constructions for non-adaptive threshold group testing,” Algorithmica, vol. 67, no. 3, pp. 384–417, 2013.

[6] G. De Marco, T. Jurzakinski, M. Rózanski, and G. Stachowiak, “Sub-quadratic non-adaptive threshold group testing,” in ICT, pp. 177–189, Springer, 2017.

[7] C. L. Chan, S. Cai, M. Bakshi, S. Jaggi, and V. Saligrama, “Stochastic threshold group testing,” in ITW, pp. 1–5, IEEE, 2013.

[8] H.-B. Chen and H.-L. Fu, “Nonadaptive algorithms for threshold group testing,” Discrete Applied Math., vol. 157, no. 7, pp. 1581–1585, 2009.

[9] D. Du, F. K. Huang, and F. Hwang, Combinatorial group testing and its applications, vol. 12. World Scientific, 2000.

[10] A. D’yachkov, N. Polyanski, V. Shchukin, and I. Vorobyev, “Separable codes for the symmetric multiple-access channel,” in 2018 IEEE ISIT, pp. 291–295, IEEE, 2018.

[11] E. Porat and A. Rothschild, “Explicit non-adaptive combinatorial group testing schemes,” in International Colloquium on Automata, Languages, and Programming, pp. 748–759, Springer, 2008.

[12] H. Q. Ngo, E. Porat, and A. Rudra, “Efficiently decodable error-correcting list disjunct matrices and applications,” in International Colloquium on Automata, Languages, and Programming, pp. 557–568, Springer, 2011.

[13] M. Cheraghchi, “Noise-resilient group testing: Limitations and constructions,” Discrete Applied Mathematics, vol. 161, no. 1–2, pp. 81–95, 2013.

[14] T. V. Bui, T. Kojima, M. Kuribayashi, R. Haghverdinezhad, and I. Echizen, “Efficient (nonrandom) construction and decoding for non-adaptive group testing,” arXiv preprint arXiv:1804.03819, 2018.

[15] S. Cai, M. Jahangoshahi, M. Bakshi, and S. Jaggi, “Grobeshke: noisy group testing (quick and efficient),” in Allerton, pp. 1234–1241, 2013.

[16] A. D’yachkov, V. Rykov, C. Deppe, and V. Lebedev, “Superimposed codes and threshold group testing,” in Information Theory, Combinatorics, and Search Theory, pp. 509–533, Springer, 2013.

[17] T. V. Bui, M. Kuribayashi, M. Cheraghchi, and I. Echizen, “Efficiently decodable non-adaptive threshold group testing,” CoRR, vol. abs/1712.07509, 2017.

[18] A. Reisizadeh, P. Abdalla, and R. Pedarsani, “Sub-linear time stochastic threshold group testing via sparse-graph codes,”