Analysis of air pollution time series using complexity-invariant distance and information measures
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Abstract

Air pollution is known to be a major threat for human and ecosystem health. A proper understanding of the factors generating pollution and of the behavior of air pollution in time is crucial to support the development of effective policies aiming at the reduction of pollutant concentration. This paper considers the hourly time series of three pollutants, namely NO\textsubscript{2}, O\textsubscript{3} and PM\textsubscript{2.5}, collected on sixteen measurement stations in Switzerland. The air pollution patterns due to the location of measurement stations and their relationship with anthropogenic activities, and specifically land use, are studied using two approaches: Fisher-Shannon information plane and complexity-invariant distance between time series. A clustering analysis is used to recognize within the measurements of a same pollutant groups of stations behaving in a similar way. The results clearly demonstrate the relationship between the air pollution probability densities and land use activities.
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1. Introduction

Air pollution is one of the major global threats causing deep impacts on human health and ecosystems \cite{1,2}. It is considered to be the major cause of premature death and disease, and the International Agency for Research on Cancer has classified it as carcinogenic \cite{3,4}. Particulate Matter (PM) is known to have huge impacts on human health, being related to respiratory problems, bronchitis, reduced lung functionality \cite{5,6}.

Air pollution has strong impact on flora and fauna, along with soil and water quality. Most of the ecosystem services are nowadays threatened by the exposure to air pollutant \cite{7}. Nitrogen dioxide (NO\textsubscript{2}) interferes with both terrestrial and
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marine ecosystems, as it increases the quantity of nutrient nitrogen in the natural systems causing eutrophication and potentially leading to changes in species diversity or to invasion of new species [8]. Moreover, NO₂ is partly responsible for the acidification of soils and waters. Ground level ozone (O₃) emissions can impact agricultural crops as well as forests as they reduce the growth rate of plants, hence having negative impacts on biodiversity and ecosystem services [9].

Climate change is strongly related to pollutant concentration too. Both O₃ and some of the constituent of PM such as black carbon are short-term forcers directly contributing to global warming. Moreover, the already mentioned impact of O₃ on vegetation growth may also cause a reduction of its capacity of uptake of carbon dioxide. On the other hand, climate change may enlarge the impacts on the environment of several air pollutant [10].

Many other spheres of human life are impacted by air pollution. Indeed, it can cause damage to the built environment and to cultural heritage through the biodegradation and soiling, caused by the particulate matter, or the fading of colours inducted by O₃. Finally, air pollution also have negative economic impacts, mainly due to the reduced labour productivity, additional health expenditure and crops or yield losses [11] [12].

The recognition of the effects of air pollution has led the international community to the development of an increasing amount of policies to reduce the emissions of pollutants. Air pollution is nowadays perceived as one of the biggest concerns by citizens [13], and major efforts have been done by policy makers to meet the World Health Organization air quality guidelines [14], as well as the United Nations Sustainable Development Goals. The latter policy framework targets to substantially reduce the number of deaths and illness caused by air pollution by 2030, and improving air quality plays a key role in reaching this target [15] [16].

Modelling and interpreting air pollution data are recognized as key steps to foster the reduction of the negative effects of air pollution [17]. Several studies have been paying attention to the characterization of air pollution time series [18] [19] [20], their estimations with statistical learning methods [21], and to the understanding of the pollution sources [22] [23] [24]. Moreover, in [25] [26] [27] authors used complexity measures to characterise the dynamics of several pollutant, including cadmium, iron, lead and particulate matter.

In this study the time series of three pollutants, namely NO₂, O₃ and PM₂.₅, collected with hourly frequency on sixteen measurement stations in Switzerland are analyzed. Focus of the paper is on the characterization of the considered time series using complexity measures to provide insights concerning the phenomena and pollution patterns due to the location of measurement stations and its relationship with anthropogenic activities and land use. Specifically, a clustering analysis will be performed by applying a complexity-invariant distance between time series to recognize within the measurements of a same pollutant groups of stations behaving in a similar way. The discovered clusters will then be represented in the Fisher-Shannon information plane for a deeper understanding of the air pollution patterns. The applied methods will give the results in line
with the physical behaviour of the pollution phenomenon, enabling for a better understanding of the patterns of air pollution, their dependencies on land use and the level of predictability. These contributions are expected to be useful to support the development of more efficient policies aiming at the reduction of emission of pollutant in air.

The remainder of the paper is organized as follows. Section 2 explores the air pollution dataset investigated in this paper and presents the methodological framework for the application of time series clustering and for the construction of the Fisher-Shannon plane. Section 3 presents and discusses the results obtained. Finally, section 4 summarizes the conclusions and discusses potential future works.

2. Materials and Methods

2.1. Data collection

This paper explores the relationship between the behaviour of several air pollutant and land use. The latter is here considered to be an indicator of the anthropogenic local activities in the area. Hourly pollution time series have been collected from sixteen measuring station belonging to the Swiss National Air Pollution Monitoring Network (NABEL) [28].

Three different pollutants have been studied, namely NO$_2$, O$_3$ and PM$_{2.5}$. The stations are located in different environments including urban, suburban, rural and mountainous sites as well as along highways (Fig. 1). The location of
Table 1: Location of the measuring station. for each station, the land use in the station area and the measured pollutant are indicated.

| ID | Station        | Location (land use) | PM2.5 | O3 | NO2 |
|----|----------------|---------------------|-------|----|-----|
| 1  | Bern           | Urban-traffic       | √     | √  | √   |
| 2  | Lausanne       | Urban-traffic       | -     | √  | √   |
| 3  | Zurich         | Urban               | √     | √  | √   |
| 4  | Lugano         | Urban               | √     | √  | √   |
| 5  | Basel          | Suburban            | √     | √  | √   |
| 6  | Dubendorf      | Suburban            | √     | √  | √   |
| 7  | Harkingen      | Rural-Highway       | √     | √  | √   |
| 8  | Sion           | Rural-Highway       | -     | √  | √   |
| 9  | Beromunster    | Rural < 1000 m      | √     | √  | √   |
| 10 | Magadino       | Rural < 1000 m      | √     | √  | √   |
| 11 | Payerne        | Rural < 1000 m      | √     | √  | √   |
| 12 | Tanikon        | Rural < 1000 m      | -     | √  | √   |
| 13 | Chaumont       | Rural > 1000 m      | -     | √  | √   |
| 14 | Davos          | Rural > 1000 m      | -     | √  | √   |
| 15 | Rigi           | Rural > 1000 m      | √     | √  | √   |
| 16 | Jungfraujoch   | High-montain        | √     | √  | -   |

the stations is extremely relevant, because we will consider the corresponding land use as an indication of the type of human activities in the neighbouring area of the stations (Table 1).

The data were recorded from 1st of September 2017 to 28th of February 2019. Figure 2 shows examples of the time series plots of the three pollutants used in this research. A complete exploratory data analysis is provided in the Supplementary Materials, highlighting how the distribution of the pollutants concentration are skewed with right tail, showing the presence of extreme values in the time series and temporal (cross)correlations. The time series exhibit different cycles, including a 12 hours one and a weekly one. However, only the daily cycle was detectable for all the time series. Hence, we only removed it from the raw data, and we considered the remaining cyclical effects as a significant part of the physical process of the emission of pollutant to be studied. Daily cycle and trend have been removed by Seasonal Decomposition of Time Series by Loess (STL) [29]. Hereafter, the research focuses on the remainder of the time series after the STL decomposition in order to extract information locally.

2.2. Fisher-Shannon plane

A random variable can be described by two positive real numbers - the Shannon Entropy Power (SEP) and the Fisher Information Measure (FIM) [30]. Let X be a univariate continuous random variable following a Probability Density
Function (PDF), noted \( f(x) \). The SEP of \( X \), noted \( N_X \), is defined in [31, 32]

\[
N_X = \frac{1}{2\pi e} \exp\{2H_X\},
\]

(1)

where \( H_X \) is the differential entropy provided by \( H_X = \mathbb{E}[\log f(x)] \).

The FIM of \( X \), noted \( I_X \), is also known as the Fisher information of \( X \) with respect to a scalar translation parameter [33]. It is defined as follows [32]

\[
I_X = \mathbb{E} \left[ \left( \frac{\partial}{\partial x} \log f(x) \right)^2 \right].
\]

(2)

The PDF of \( X \) can then be analyzed displaying the SEP and FIM within the so-called Fisher-Shannon (FS) plane [34, 35, 36]. In the FS plane, the only reachable values are in the set \( \{(N_X, I_X) \in \mathbb{R}^2 | N_X > 0, I > 0 \text{ and } N_X \cdot I_X \geq 1\} \). This is due to the isoperimetric inequality for entropies which states that \( N_X \cdot I_X \geq 1 \), with equality if and only if \( X \) is a Gaussian random variable [33, 32].

Integrals were numerically estimated to obtain the SEP and the FIM from data. More precisely, \( f(x) \) and its derivative \( f'(x) \) are replaced by their kernel density estimators (KDE) in the integral forms of (1) and (2) [37, 38, 39, 40, 41]. The KDE approach is the following [42]: given \( n \) independent realizations

![Figure 2: Examples of the time series of NO\textsubscript{2}, O\textsubscript{3} and PM\textsubscript{2.5} measured at the Basel and Rigi stations.](image)
\( \{x_1, \ldots, x_n\} \) of \( X \), the PDF \( f(x) \) is approximated by

\[
\hat{f}_h(x) = \frac{1}{nh} \sum_{i=1}^{n} K \left( \frac{x - x_i}{h} \right),
\]

(3)

where \( h \) is the bandwidth parameter and \( K(u) \) is the kernel, which is supposed to be a unimodal probability density function that is symmetric around zero and has an integral over \( \mathbb{R} \) summing up to 1.

In this paper, the Gaussian kernel with zero mean and unit variance is used, and the estimator (3) becomes

\[
\hat{f}_h(x) = \frac{1}{nh} \sum_{i=1}^{n} \exp \left\{ \frac{1}{2} \left( \frac{x - x_i}{h} \right)^2 \right\}.
\]

(4)

A natural estimates for the PDF derivative, \( f'(x) \), is obtained by deriving \( \hat{f}_h(x) \), which yields

\[
\hat{f}'_h(x) = \frac{1}{nh^3} \sum_{i=1}^{n} (x - x_i) \exp \left\{ \frac{1}{2} \left( \frac{x - x_i}{h} \right)^2 \right\}.
\]

(5)

Finally, the estimate of (1) and (2) are respectively

\[
\hat{N}_X = \frac{1}{2\pi e} \exp \left\{ 2 \int \hat{f}_h(x) \log \hat{f}_h(x) \, dx \right\},
\]

and

\[
\hat{I}_X = \int \frac{(f'_h(x))^2}{\hat{f}_h(x)} \, dx.
\]

The bandwidth is chosen by the Sheather-Jones direct plug-in method [43], which approximates the optimal bandwidth with respect to the Asymptotic Mean Integrated Squared Error (AMISE). The quantity \( \hat{N}_X \) measures the amount of disorder in the data, while \( \hat{I}_X \) is a measure which quantifies its organization.

2.3. Time series clustering

Time series clustering refers to the unsupervised problem of assigning labels to unlabeled data objects [44]. Specifically, two time series are assigned to the same group if they are highly similar according to a predefined criterion. Once a similarity measure is computed between the time series, clustering is performed using conventional algorithms. Among these, one of the most popular is \( k \)-means [45].

Crucial point in time series clustering is the choice of a suitable similarity/dissimilarity measure. There are many measures and features proposed in time series clustering, see, for example a review in [46]. In this paper the Complexity-Invariant Distance measure is adopted (CID) [47]. CID is based on the use of a measure of complexity difference between two time series as a
correction factor for a standard distance measure between two time series. Let \( X \) and \( Y \) be two time series.

A simple complexity estimate can be defined as:

\[
CE_X = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n-1} (x_i - x_{i+1})^2}.
\] (6)

By using an Euclidean distance, the Complexity-Invariant Distance measure is computed as follows:

\[
CID_{(X,Y)} = CF_{(X,Y)} \sqrt{\sum_{i=1}^{n} (x_i - y_i)^2}
\] (7)

where \( CF_{(X,Y)} \) is the correction factor defined by

\[
CF_{(X,Y)} = \frac{\max(CE_X, CE_Y)}{\min(CE_X, CE_Y)}.
\] (8)

Once the distance between time series has been computed, clustering can be performed using \( k \)-means. Evidently, the problem of the selection of the optimal number of clusters has to be solved \[48\]. To this aim, in the application proposed in this paper the silhouette width has been used \[49\]. Silhouette measures how well an object - in this case a time series - fits to its own cluster. The silhouette width for the \( i \)-th object is defined as:

\[
s(i) = \frac{b(i) - a(i)}{\max(a(i), b(i))}
\] (9)
in which \( a(i) \) is the average distances between \( i \) and the other objects belonging to the same cluster to which \( i \) is attributed, and \( b(i) \) is the minimum between the average distances among the object \( i \) and all the objects in the other clusters.

A set of clusters can be characterized by the average silhouette width. A common procedure to select the optimal number of clusters in \( k \)-means is to test different values of \( k \) and select as optimal the number of clusters resulting in the higher average silhouette width.

3. Results and Discussion

To analyze the behaviour of the three pollutants studied in this paper, \( \hat{I}_X \) and \( \hat{N}_X \) have been computed. Subsequently, for each pollutant, a clustering analysis has been carried out. The results have then been plotted in the Fisher-Shannon plane to show the relationship of the order/disorder of the pollutant time series with the land use information.

Both \( \hat{I}_X \) and \( \hat{N}_X \) have been computed for NO\(_2\), O\(_3\) and PM\(_{2.5}\) at all the measurement stations. Figure\[3\] shows the Fisher-Shannon plane for the three different pollutants, together with the location of each station. The pattern of
the points in the planes is extremely interesting. Indeed, it unveils a dependence of the rate of information and disorder on the specific location of each station and, specifically, on the kind of land use in the area. This pattern is extremely clear for NO$_2$ and PM$_{2.5}$. These pollutants are generated as a consequence of combustion of fuels, for power generation, domestic heating or transport reasons.

The Air Quality in Europe report of 2018 [50] indicated the road transport as one of the sectors mostly contributing to the total NO$_2$ and PM$_{2.5}$ emission, together with the commercial, institutional and household sectors. Being related to traffic, the emission of the two pollutants can vary significantly during the day, i.e. being higher in the rush hours, or in seasons. Similarly, household emission are basically related to heating, which is mainly needed in winter, or cooling, needed only in the hotter weeks of summer. This irregularity in the emission of the pollutants explains the high degree of disorder measured for the stations located in urban, urban-traffic, suburban and highway sites. For these stations, the highest value of $N_X$ and the lowest of $I_X$ have been found. Moreover, it is interesting to highlight how in the case of NO$_2$ the stations showing the highest level of disorder are the ones located in the urban-traffic and rural-highway zones. Indeed, [50] indicates how transports are the major contributors to NO$_2$ pollution, being responsible for the 39% of its emission. At the same time, the 56% of PM$_{2.5}$ is generated by commercial, institutional and household activities, represented in our dataset in the classes urban and urban traffic, which have also been found to have the highest disorder in the corresponding plane. For NO$_2$, the Beromunster station, located in a rural area (<1000 meters), has a different pattern from the other stations belonging to the same class, showing values of $I_X$ and $N_X$ similar to those of suburban areas. Further analysis should be done on this station in order to characterize this behaviour properly.

Up to now, O$_3$ has not been mentioned. That is because it is usually not directly emitted in atmosphere, but is generated as a reaction between NO$_x$, hydrocarbons and sunlight. A well known consequence of this chemical rule is the so-called ozone paradox. Ozone levels tend to be as high in rural areas than they are in cities, as in the latter there is a higher availability of NO, generally produced by traffic, that can react with O$_3$ to generate nitrogen dioxide and oxygen. The degree of disorder measured for the different stations, is, therefore, somehow a reflection of the availability of NO at the station area. As a consequence, in the O$_3$ Fisher-Shannon plane the stations of Beromunster, Magadino and Payerne have a behaviour close to those of urban stations.

For each pollutant, time series have been clustered using the approach described in Section 2.3. Figure 3-d shows the average silhouette values for the three pollutants, highlighting how for the three of them the optimal number of clusters is two. These two clusters are represented in the Fisher-Shannon plane (Figure 3-a-c). Once again, the relationship with the land use and human activities in the location of the stations is recovered, showing how the group including the stations in rural areas have the highest values of Fisher Information and the lowest of Shannon Entropy Power, indicating low degree of disorder. Conversely, the second cluster includes the stations which time series have a higher level of
Figure 3: Fisher-Shannon plane for NO\textsubscript{2} (a), O\textsubscript{3} (b) and PM\textsubscript{2.5} (c) time series. Axis are in log-scale. The numeric labels are the same as in Table 1. Points are colored according to the location of each station, while their shape indicate the cluster to which they belong.

(d): Average silhouette width for different number of clusters and for each pollutant. In the three cases, the optimal number of clusters is found to be equal to two.
disorder, having an higher level of uncertainty and a lower level of information. Relevant patterns, like those described for O$_3$ rural stations, are also recovered by the clusters. Further investigations should analyze whether this pattern has also implications on the level of predictability of the phenomenon.

4. Conclusions

In this paper hourly air pollution time series of NO$_2$, O$_3$ and PM$_{2.5}$ from sixteen stations in Switzerland have been analyzed. Fisher Information Measure and Shannon Entropy Power have been computed for each time series, allowing the recognition of a clear relationship between the level of disorder in the concentration of air pollutant and the location of the measurement station, which has been treated as an indicator of the type of land use and of the human activities in the area. This permitted to relate the behaviour of the time series to their emission sources. A clustering analysis further supported the results by the identification of two different groups of time series, the one collected in the traffic-related or urban areas and the one collected in the rural sites.

The data collected at the locations characterized by the presence of stronger anthropogenic sources of pollutant emission have been found to have greater degrees of disorder, with higher values of Shannon Entropy and lower values of Fisher Information. This statistical finding is in line with the physical behaviour of the pollution phenomenon, which is known to be dependent from time-irregular or yearly-seasonal emissions. However, the higher disorder of data collected in urban areas or along trafficked highways may also imply a lower level of predictability of the emissions. This is an extremely relevant finding, because of the emission forecasts are considered to be crucial to support the development of effective policies to reduce the air pollution, especially in urban areas.
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