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We introduce a novel machine learning strategy, kernel addition Gaussian process regression (KA-GPR), in molecular-orbital-based machine learning (MOB-ML) to learn the total correlation energies of general electronic structure theories for closed- and open-shell systems by introducing a machine learning strategy. The learning efficiency of MOB-ML (KA-GPR) is the same as the original MOB-ML method for the smallest criegee molecule, which is a closed-shell molecule with multi-reference characters. In addition, the prediction accuracies of different small free radicals could reach the chemical accuracy of 1 kcal/mol by training on one example structure. Accurate potential energy surfaces for the H_{10} chain (closed-shell) and water OH bond dissociation (open-shell) could also be generated by MOB-ML (KA-GPR). To explore the breadth of chemical systems that KA-GPR can describe, we further apply MOB-ML to accurately predict the large benchmark datasets for closed- (QM9, QM7b-T, GDB-13-T) and open-shell (QMSpin) molecules.

I. INTRODUCTION

In recent years, a variety of machine learning (ML) approaches have emerged which promise to mitigate the cost of highly accurate electronic structure methods while preserving accuracy. The majority of these ML approaches are restricted to weakly-correlated, closed-shell organic molecules, and important recent advancements have not yet been carried over into the open-shell or strongly-correlated systems. In particular, only a few practical demonstrations of open-shell ML methods are developed, including the NN framework developed by Kulik and co-workers and AIMNet-ME, to predict the energies of open-shell molecular systems at DFT accuracy. Although density functional theory is the most commonly used computational tool to compute the energies of these challenging systems, DFT methods are not able to systematically deliver results with controlled accuracy. Currently, only a few ML approaches are able to provide accurate solutions to Schrödinger equation beyond DFT levels for open-shell and strongly-correlated system, i.e., PauliNet, SpookyNet and DeepErwin.

Molecular-orbital-based machine learning (MOB-ML) is a ML approach that provides state-of-the-art accuracies of post-Hartree-Fock (post-HF) theories at HF costs in various closed-shell benchmark systems. In this communication, we extend the current MOB-ML framework to the more complicated open-shell and strongly-correlated systems with multi-reference characters for general electronic structure theory using multi-reference configuration interaction (MRCI) as an example. By the kernel addition Gaussian process regression (KA-GPR), the MOB-ML models could be constructed by directly predicting the total correlation energies. The performance of MOB-ML is demonstrated on various chemical systems, including criegee, H_{10} chain, 9 small radicals, QM9, QM7b-T, GDB-13-T, water bond dissociation, and QMSpin datasets.

II. THEORY AND METHOD

A. MOB-ML formalism for general electronic structure theory at ground state

MOB-ML is a ML approach that predicts correlation energies using MOB features generated from HF computations. Throughout this paper, we use capital letters \( I, J, A, B \ldots \) to represent spin orbitals, and lowercase letters \( i, j, a, b \ldots \) to represent spatial orbitals. Utilizing Nesbet’s theorem, the correlation energy can be written exactly as a sum of contributions from occupied pairs of spin orbitals \((I, J)\):

\[
E_{\text{corr}} = \sum_{IJ/\text{occ}} \epsilon_{IJ}. \tag{1}
\]

For closed-shell systems, the pair energies can also be defined for each pair of occupied spatial orbitals \((i, j)\) as:

\[
\epsilon_{ij} = \epsilon_{ij ij} + \epsilon_{ij ji} + \epsilon_{ij ji} + \epsilon_{ij ij}. \tag{2}
\]

In previous studies, we have examined the special case of this general equation for closed-shell systems and performed all the calculations in terms of spatial orbitals. However, MOB-ML can be straightforwardly applied to both closed-shell and open-shell systems with or without multi-reference characters at ground state by extending the spatial orbital formulation to the general form in spin orbitals. Specifically, we seek to construct the map:

\[
\epsilon_{IJ} \approx \epsilon_{\text{ML}}(f_{IJ}), \tag{3}
\]

where \( f_{IJ} \) denotes the MOB feature vector representing the spin orbitals \( I \) and \( J \). For general spin orbitals, the pair correlation energy is defined as:

\[
\epsilon_{IJ} = \sum_{AB \text{occ}} \langle \Phi_0 | \hat{H} | \Phi_{IJ}^A \rangle \langle \Phi_{IJ}^B | \Psi_0 \rangle, \tag{4}
\]
where \( |\Phi_0\rangle \) is the HF ground state, \( |\Phi_0^{AB}\rangle \) is the HF excited state by exciting orbitals \( I,J \) to \( A,B \), and \( |\Psi_0\rangle \) is the true ground state. According to Eq. 3 the pair energies can be calculated for any electronic structure method that has an explicit expression of the group state wavefunction and also satisfies \( E = \langle \Phi_0 | H | \Psi_0 \rangle \). However, for methods not using HF orbitals, the pair energies are computationally expensive and also complicated to implement. For example, MRCI uses the multi-configurational self-consistent field (MCSCF) orbitals. The calculation of each pair energy for any single Slater determinant would require the calculation of the overlap between two Slater determinants with different orbitals, which becomes

\[
\langle a_1a_2 \ldots a_N|b_1b_2 \ldots b_N \rangle = \det(S_{ab}),
\]

where \( \{a_i\} \), \( \{b_i\} \) are the two sets of spatial orbitals, and \( S_{ab} \) is their overlap matrix. The computational cost to naively calculate all the pair energies scales as \( O(N^4) \), which is extremely expensive due to the large amount of the Slater determinants in MRCI.

**B. MOB-ML features generated from ROHF for open-shell systems**

We use ROHF as the open-shell HF reference in MOB-ML, where the spin-up and down electrons share the same orbitals but have different occupations. According to Ref. [29], the MOB-ML closed-shell features can be written as functions of Fock, Coulomb, and exchange matrices with number of occupation \( n_{\text{occ}} \):

\[
f = f(F,J,K; n_{\text{occ}}),
\]

where \( n_{\text{occ}} \) is used to determine the split of occupied and virtual spaces. We generalize the closed-shell MOB-ML features to open-shell systems by defining the spin-up features and spin-down features as

\[
\begin{align*}
  f^\uparrow &= f(F,J,K; n_{\text{occ}}^\uparrow) \\
  f^\downarrow &= f(F,J,K; n_{\text{occ}}^\downarrow).
\end{align*}
\]

Although the \( F,J,K \) matrices for spin up and down electrons are the same in ROHF, the different occupation numbers result in different feature elements for the two spin types.

**C. Kernel addition Gaussian process regression (KA-GPR) for closed-shell and open-shell systems**

Since the definition of spin-up and spin-down features in Eq. 7 reduce to Eq. 6 for closed-shell molecules, we present the formalism of KA-GPR for open-shell systems and treat closed-shell systems as special cases. Let \( f^\uparrow_p \) be the MOB diagonal feature vector of the spatial orbital \( \phi_i \), spin \( s \) in molecule \( M_p \). KA-GPR regresses energies \( E_p \) as a function of its feature vectors \( \{f^\uparrow_p | i \in \text{occupied orbitals}, s = \uparrow, \downarrow\} \). Given a basic kernel \( K : f^\uparrow_p, f^\uparrow_q \rightarrow K(f^\uparrow_p, f^\uparrow_q) \), the kernel matrix element of two input molecules \( M_p \) and \( M_q \) in KA-GPR is defined as

\[
K_{pq} = \frac{1}{2} \sum_{ij} K(f^\uparrow_i, f^\uparrow_j).
\]

For closed-shell system, it reduces to

\[
K_{pq} = \sum_{ij} K(f_i, f_j).
\]

Given the training molecules \( \{M_p\} \), the predicted correlation energy for a test molecule \( p' \) is

\[
E_{p'}^{\text{corr,ML}} = \sum_p K_{p'p} \omega_p,
\]

where the \( \omega \) vector is solved by

\[
\sum_q (K_{pq} + \alpha_n^2 \delta_{pq}) \omega_q = E_p^{\text{corr}}.
\]

where \( \alpha_n^2 \) is the Gaussian noise. KA-GPR implies an exact decomposition of the predicted correlation energy \( E_{p'}^{\text{corr,ML}} \) to spin orbitals (represented by \( (i,s) \)) given by

\[
E_{p'}^{\text{corr,ML}} = \sum_i \left( \sum_s K(f^i_p, f^i_{p'}) \omega_i \right).\]

In the MOB-ML (KA-GPR) framework, the kernel sum only includes the diagonal MOB features and omits the contributions from the off-diagonal part because the pair energies obtained from the off-diagonal part could be directly folded into the diagonal part:

\[
\varepsilon_i = \sum_j \varepsilon_{ij}.
\]

This framework could be considered as an implicit one-body decomposition of the correlation energies. The successes of OrbNe[24] and QML (MO, Δ-learning) approaches, which both use one-body features, also exhibit that it is sufficient for ML to provide accurate predictions with implicit one-body decompositions. Also, the kernel construction costs of including off-diagonal contributions will significantly increase the computational cost of the kernel construction from \( O(N^2) \) to \( O(N^4) \), where \( N \) is the number of occupied orbitals.

**III. COMPUTATIONAL DETAILS**

**A. Dataset preparation**

The criegee dataset contains 800 thermalized structures for the smallest criegee molecule (\( \text{CH}_2\text{O} \)). The small radical dataset includes 9 open-shell radicals and each radical contains 200 thermalized structures. All the thermalized structures above are sampled at 50 fs intervals from individual \( \text{ab initio} \) molecular dynamics (AIMD) trajectories at
FIG. 1. Mean absolute errors (MAEs) of predicted correlation energies for 100 test criegee geometries using MOB-ML. For the reference theory of CCSD(T)/cc-pVTZ (blue), we display the results from learning the pair energies by GPR and total correlation energies by KA-GPR, respectively. For the reference theory of MRCI+Q/cc-pVTZ (orange), only the results learnt by KA-GPR using total correlation energy labels are reported. All the features are generated from the computation results of RHF/cc-pVTZ. All the MAEs are plotted as functions of the number of training geometries on a logarithm scale (“learning curves”). The Lewis structures of the criegee molecule are also shown. All the prediction MAEs are also listed in the Supporting Information Table S1.

350 K performed with the Q-CHEM 5.0 package\textsuperscript{61} using the B3LYP\textsuperscript{52,53,62-65} or 31G\textsuperscript{66} level of theory. For the water bond dissociation dataset, 50 thermalized structures are first randomly selected from the MOB-ML water dataset\textsuperscript{29} for each selected water structure, one O-H bond is randomly picked and stretched with 20 different bond distances ranging from 0.74 Å to 5.43 Å. All the MRCI with Davidson correction using a relaxed reference (MRCI+Q\textsuperscript{35}) energies for these datasets are generated using the default settings in MOLPRO 2021.\textsuperscript{29} with a CASSCF reference space. For the H\textsubscript{10} dataset, all the 49 structures and reference MRCI+Q-F12 energies are directly obtained from Ref.\textsuperscript{52}.

All the MOB features for the criegee, H\textsubscript{10} chain, small radical, and water bond dissociation datasets are generated from ENTOS QCORE\textsuperscript{70} software with the same feature generation protocol described in Husch et al.\textsuperscript{58} The density-fitted RHF/cc-pVTZ and RHF/cc-pVTZ-F12\textsuperscript{71} computations are conducted for criegee and H\textsubscript{10} datasets, respectively. The density-fitted ROHF computations for small radical and water bond dissociation datasets are conducted with cc-pVTZ and aug-cc-pVTZ\textsuperscript{72} basis sets, respectively. QM9\textsuperscript{54,55} contains 133885 optimized structures of drug-like molecules with up to nine heavy atoms (HAs) of C, O, N, and F. QM7b-T and GDB-13-T\textsuperscript{56,57} contain thermализed structures of 7211 molecules (7211 x 7) with at most seven HAs and 1000 molecules (1000 x 6) with thirteen HAs of C, O, N, Cl, and S, respectively. The structures, reference data and features of QM9 and two thermalized organic molecule datasets are directly obtained from Ref.\textsuperscript{32} and Ref.\textsuperscript{29}, respectively, and are the same as the ones used in the literature studies.\textsuperscript{29,31,41,42} For the QMSpin dataset, the singlet and triplet optimized structures and total MRCI+Q-F12/cc-pVDZ-F12 energies are directly obtained from the QMSpin dataset.\textsuperscript{58,59} The closed-shell features for singlet energies and the open-shell features for triplet energies are computed from RHF/cc-pVDZ and ROHF/cc-pVDZ using ENTEOS QCORE\textsuperscript{70} respectively.

B. MOB-ML model construction

There is no need to perform feature selection to avoid overfitting since we adapt a kernel addition technique to construct a kernel directly, and all the diagonal MOB features are used in the training. The training protocols in Eq. 9 and Eq. 8 are used for the closed-shell and open-shell KA-GPR models, respectively. The negative log marginal likelihood objective is minimized with respect to three kernel hyperparameters (one variance, one lengthscale, and one noise variance) using the L-BFGS optimizer with a convergence threshold of $1 \times 10^{-6}$. All the training was performed on NVIDIA Tesla V100-SXM2-32GB GPUs with multi-GPU speed-ups. The example KA-GPR codes are available online at https://github.com/SUSYUSTC/KAGPR.git

IV. RESULTS

A. MOB-ML for closed-shell systems with multi-reference characters: Criegee and H\textsubscript{10} chain

Figure 1 first examines the performance of MOB-ML on the simplest criegee intermediate CH\textsubscript{2}OO, a closed-shell molecule with multi-reference character with reference theories of CCSD(T)/cc-pVTZ and MRCI+Q/cc-pVTZ. The test set is fixed and contains 100 randomly selected geometries from the entire dataset, and the training sets include the randomly selected geometries from the 700 remaining structures. The predicted mean absolute errors (MAEs) are plotted versus the number of training structures. Since the average T1 and D1 diagnostics of the entire dataset are bigger than 0.02 (Mean=0.044)\textsuperscript{29,74} and 0.05 (Mean=0.179)\textsuperscript{29} respectively, the criegee molecule has multi-reference character and large non-dynamical correlation effects. Therefore, the results from single-reference theories, such as Møller-Plesset perturbation and coupled-cluster theories, are unreliable, and multi-reference treatments are required.\textsuperscript{108} For CCSD(T), the results of directly learning total correlation energies by KA-GPR have similar accuracy to those of original MOB-ML pair-wise decomposition. This observation indicates that the KA-GPR has little or no accuracy loss to transfer between different configurations of the same molecule. For MRCI+Q, only the KA-GPR results are reported due to the non-trivial implementation of the MRCI pair energies. The chemical accuracy of 1 kcal/mol is achieved for both levels of theories with only 10 training geometries. By training on 700 geometries, accuracies of 0.0027 and 0.0045 kcal/mol are reached for CCSD(T) and MRCI+Q, respectively.

We additionally test the performance of MOB-ML(KA-GPR) on the potential energy surface (PES) for the H\textsubscript{10} chain.
in Fig[2] The fixed test set contains 9 randomly selected structures, and the training sets are constructed as subsets from the reminder. The best MOB-ML (KA-GPR) model reaches 0.013 kcal/mol accuracy by training on 40 structures, which is significantly better than the MAE of DeepErwin (0.272 kcal/mol) on the same test geometries, though we note that DeepErwin uses a deep neural network-based ansatz for a variational Monte Carlo approach that works differently than MOB-ML.

FIG. 2. Mean absolute errors (MAEs) of predicted correlation energies for 9 test closed-shell H$_{10}$ configurations using MOB-ML. An example structure of H$_{10}$ is also shown, where $a$ is the bond length of each H$_2$ and $x$ is the distance between two H$_2$. All the prediction MAEs are also listed in the Supporting Information Table S2.

B. Accurate predictions on benchmark closed-shell organic molecule datasets: QM9, QM7b-T, and GDB-13-T

To further investigate the effects of changing learning protocol to KA-GPR on the accuracy and transferability of large closed-shell organic benchmark systems, including QM9, QM7b-T, and GDB-13-T, tested in the previous studies[1,2,4,8,13,14,20,21,29,31,41,42]. In this work, we compare the results of three MO-based or AO-based ML approaches using Delta—learning ideas, MOB-ML (GMM/GPR) [2,13,29,31,41,42] and OrbNet-Equi ($\Delta$-learning)[2] and QML (MO, $\Delta$-learning)[33,34] for these benchmark datasets. We note that QML (MO, $\Delta$-learning) also adapts the kernel addition technique in the kernel ridge regression to construct its models.

Figure 3 plots the results of models trained and tested on the QM9 dataset using MOB-ML (KA-GPR) with a reference theory of MP2/cc-pVTZ. MOB-ML (GMM/GPR) [33,34] and MOB-ML (KA-GPR) provide similar accuracies with all different training sizes, which verifies the conclusion that KA-GPR has little or no accuracy loss when transferring between different molecules with the same size. Both MOB-ML approaches perform better than OrbNet-Equi($\Delta$-learning) and QML (MO, $\Delta$-learning) across all the training sizes. This result might be attributed to the fact that the total correlation energies learnt by MOB-ML have a smaller variation than the energy differences between B3LYP/6-31G(2df,p) and HF/STO-3G or GFN-xTB. In addition, the features extracted from HF/cc-pVTZ computations might have a higher quality with more information content than the ones obtained from HF/STO-3G and GFN-xTB computations.

To further assess the transferability of the KA-GPR learning protocol in MOB-ML, we train MOB-ML models on the QM7b-T dataset and test them on both QM7b-T and GDB-13-T datasets in Fig. 4(a) and (b), respectively. In panel (a), the models are trained on the training sets containing only one conformer of the selected QM7b-T molecules and tested on the reminder conformers and molecules. For the training sizes smaller than 1000, MOB-ML models generated by learning pair energies provide significantly better accuracy than those generated by learning the total correlation energies. However, MOB-ML (KA-GPR) out-competes MOB-ML (GMM/GPR) when training over 3000 QM7b-T geometries. This is because the actual number of training points in the MOB-ML (KA-GPR) models is much fewer than the one in the MOB-ML (GMM/GPR) models. Both MOB-ML protocols have better accuracy than the state-of-the-art QML (MO, $\Delta$-learning) approach. The best MOB-ML (KA-GPR) model trained on 6500 QM7b-T geometries reaches an accuracy of 0.126 kcal/mol.

The same set of models trained on QM7b-T molecules are then applied to predict the GDB-13-T geometries in Fig. 4(b) for all three ML approaches. MOB-ML (KA-GPR) has the same input features as MOB-ML (GMM/GPR) and a similar kernel computation protocol as QML (MO, $\Delta$-learning), and its MAEs are much worse than the ones of MOB-ML (GMM/GPR) but similar those of QML (MO, $\Delta$-learning). Learning the pair energies can ensure the accurate prediction of total correlation energies, as they are the sum of the pair energies. However, directly learning their sum can only guarantee to provide correct correlation energies but not accurate decomposed pair energies. Therefore, the pair-wise decomposition of the total correlation energies in MOB-ML is significant in ensuring the size extensivity and the transferability.
predicted MAE (kcal/mol) of 0.3. We selected subsets with different sizes, and predict the corresponding true and predicted optimized structure energies of each GDB-13-T molecule are also shown. The corresponding computational cost of the feature generation in each ML approach is also listed in the legend, and the shaded areas correspond to the chemical accuracy region of 1 kcal/mol MAE.

We then extend the KA-GPR framework to a more challenging system, the OH bond dissociation PES of water, computed at the MRCI+Q/aug-cc-pVTZ level of theory. We selected 500 structures from the water bond dissociation dataset as the test set. In this test set, 480 of the 500 are randomly selected from the subset generated 49 initial AIMD structures with 20 different bond lengths (980 in total), and the remaining 20 structures are on one test water molecule bond dissociation PES.

In MOB-ML, we use ROHF with a spin multiplicity=3 instead of RHF with spin multiplicity=1 as the reference to predict the singlet MRCI+Q ground state. RHF does not provide meaningful MOB features due to the qualitatively wrong descriptions of the electronic structure when the O and H are distant enough. Meanwhile, ROHF could always generate correct descriptions for triplet states over the entire PES, which also qualitatively describe the molecular information of each geometry. Since the exact singlet and triplet state energies coincide at an infinite O-H distance using ROHF reference in MOB-ML is expected to give better predictions even for the singlet ground state energies. The corresponding dissociation curves are shown in Fig. 1 of Supporting Information. In principle, the MOB-ML model could be learnt by two sets of features for bond dissociation:

\[ E_{\text{ML}}^{\text{corr}} = e^{RHF} [f_{ij}, RHF] \]

\[ E_{\text{ML}}^{\text{corr}} = e^{ROHF} [f_{ij}, ROHF] \]

The definitions of correlation energies here are extended to the differences between the total energy and RHF or ROHF energies. Since it is more challenging to get the dissociated region correct, we use the open-shell features generated by ROHF calculations and predict the energy differences between ROHF and true MRCI+Q energies with correct reference wave functions.

Figure 6 plots the learning curve of the single OH bond dissociation dataset and the bond dissociation PES of one test water structure. The chemical accuracy of 1 kcal/mol is reached by training on 30 geometries. The most accurate model learnt on 500 training geometries provides an MAE of

FIG. 4. Learning curves for MP2/cc-pVTZ energy predictions from MOB-ML trained on QM7b-T and applied to (a) QM7b-T and (b) GDB13-T. The literature results of learning pair energies by unsupervised clustering via Gaussian mixture and local regression with AltBBMM regressor in MOB-ML, i.e., MOB-ML (GMM/GPR, pair-wise), and QML (MO, Δ-learning) using features generated from HF/cc-pVTZ computations are plotted. In panel (b), the prediction accuracies of the relative conformer energies (dash lines) computed by subtracting the corresponding true and predicted optimized structure energies of each GDB-13-T molecule are also shown. The corresponding computational cost of the feature generation in each ML approach is also listed in the legend, and the shaded areas correspond to the chemical accuracy region of 1 kcal/mol MAE.

As the first set of examples for open-shell systems, we examine the performance of MOB-ML to learn the energies of nine different small radicals using the open-shell KA-GPR framework (Eq. 8). All the models are trained on randomly selected subsets with different sizes, and predict the corresponding fixed test sets with 100 geometries. MOB-ML (KA-GPR) reaches accuracies smaller than 1 × 10⁻³ kcal/mol for all four radicals and both theories when training on 80 geometries in panel (a) and (b) of Fig 5. Panel (c) plots the results of five medium-size radicals with a reference theory of LUCCSD/cc-pVTZ, and MOB-ML (KA-GPR) performs reasonably well for all of these medium-size radicals. Except for the 1-dH-butyl radical, eight other tested radicals reached the chemical accuracy of 1 kcal/mol with only one training example.

C. Performance of MOB-ML to learn energies of small organic radicals

D. MOB-ML for water bond dissociation PES
0.065 kcal/mol. In addition, the predicted PES from the best model of the test water molecule is nearly identical to the true PES.

\[ E_{\text{singlet}}^t = E_{\text{triplet}}^t - E_{\text{triplet}}^s \]  
\[ E_{\text{triplet}}^t = E_{\text{triplet}}^t - E_{\text{singlet}}^t \]  
\[ E_{\text{adiabatic}}^t = E_{\text{triplet}}^t - E_{\text{singlet}}^t \]

where \( E_{\text{singlet}}^t \), \( E_{\text{singlet}}^s \), \( E_{\text{triplet}}^t \), and \( E_{\text{triplet}}^s \) are the singlet energies of singlet structures, the triplet energies of singlet structures, the triplet energies of triplet structures, and the singlet energies of triplet structures, respectively. The singlet and triplet energy models are learnt on the same sets of training QMSpin structures.

Figure 7 displays the prediction accuracies of singlet and triplet energy models and the corresponding spin gap energies in panels (a) and (b), respectively. The singlet energy model has a steeper learning curve than the triplet energy model, suggesting that learning open-shell molecules is more complicated than learning closed-shell molecules. The best accuracies of MOB-ML (KA-GPR) by training on 10000 QMSpin structures are 0.623 kcal/mol and 1.20 kcal/mol for the singlet energy and triplet energy models, respectively. There is only one literature ML approach, SpookyNet\(^\text{[17]}\), testing on this QMSpin dataset. By training on 20000 energy points in total, the MAE of MOB-ML (KA-GPR) for the entire test dataset is 0.872 kcal/mol, which outcompetes the result from SpookyNet with electronic embeddings (1.57 kcal/mol). In panel (b), the prediction accuracies of MOB-ML (KA-GPR) for the vertical spin gap of triplet structures and the adiabatic gap reach the chemical accuracy of 1 kcal/mol. The vertical gap of singlet structures reaches an MAE of 1.517 kcal/mol, which is slightly worse than the results of two other gaps.

V. CONCLUSION

In this work, we introduce a novel training protocol in MOB-ML, KA-GPR, to extend MOB-ML to learning the correlation energies of closed-shell and open-shell molecular systems computed with general electronic structure theories (using MRCI as an example) by directly training...
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