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Recent researches on neural network have shown significant advantage in machine learning over traditional algorithms based on handcrafted features and models. Neural network is now widely adopted in regions like image, speech and video recognition. But the high computation and storage complexity of neural network inference poses great difficulty on its application. CPU platforms are hard to offer enough computation capacity. GPU platforms are the first choice for neural network process because of its high computation capacity and easy to use development frameworks.

On the other hand, FPGA-based neural network inference accelerator is becoming a research topic. With specifically designed hardware, FPGA is the next possible solution to surpass GPU in speed and energy efficiency. Various FPGA-based accelerator designs have been proposed with software and hardware optimization techniques to achieve high speed and energy efficiency. In this paper, we give an overview of previous work on neural network inference accelerators based on FPGA and summarize the main techniques used. An investigation from software to hardware, from circuit level to system level is carried out to complete analysis of FPGA-based neural network inference accelerator design and serves as a guide to future work.
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1 INTRODUCTION
Recent research on Neural Network (NN) is showing great improvement over traditional algorithms in machine learning. Various network models, like convolutional neural network (CNN), recurrent neural network (RNN), have been proposed for image, video, and speech process. CNN [28] improves the top-5 image classification accuracy on ImageNet [50] dataset from 73.8% to 84.7% in 2012 and further helps improve object detection [13] with its outstanding ability in feature extraction. RNN [21] achieves state-of-the-art word error rate on speech recognition. In general, NN features a high fitting ability to a wide range of pattern recognition problems. This ability makes NN a promising candidate for many artificial intelligence applications.
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Table 1. Performance and resource utilization of state-of-the-art neural network accelerator designs

|                  | AlexNet[28] | VGG19[56] | ResNet152[22] | MobileNet[24] | ShuffleNet[79] |
|------------------|-------------|-----------|---------------|---------------|----------------|
| **Year**         | 2012        | 2014      | 2016          | 2017          | 2017           |
| **# Param**      | 60M         | 144M      | 57M           | 4.2M          | 2.36M          |
| **# Operation**  | 1.4G        | 39G       | 22.6G         | 1.1G          | 0.27G          |
| **Top-1 Accuracy** | 61.0%      | 74.5%     | 79.3%         | 70.6%         | 67.6%          |

But the computation and storage complexity of NN models are high. In Table 1, we list the number of operations, number of parameters (add or multiplication), and top-1 accuracy on ImageNet dataset [50] of state-of-the-art CNN models. Take CNN as an example. The largest CNN model for a 224 × 224 image classification requires up to 39 billion floating point operations (FLOP) and more than 500MB model parameters [56]. As the computation complexity is proportional to the input image size, processing images with higher resolutions may need more than 100 billion operations. Latest work like MobileNet [24] and ShuffleNet [79] are trying to reduce the network size with advanced network structures, but with obvious accuracy loss. The balance between the size of NN models and accuracy is still an open question today. In some cases, the large model size hinders the application of NN, especially in power limited or latency critical scenarios.

Therefore, choosing a proper computation platform for neural-network-based applications is essential. A typical CPU can perform 10-100G FLOP per second, and the power efficiency is usually below 1GOP/J. So CPUs are hard to meet the high performance requirements in cloud applications nor the low power requirements in mobile applications. In contrast, GPUs offer up to 10TOP/s peak performance and are good choices for high performance neural network applications. Development frameworks like Caffe [26] and Tensorflow [4] also offer easy-to-use interfaces which makes GPU the first choice of neural network acceleration.

Besides CPUs and GPUs, FPGAs are becoming a platform candidate to achieve energy efficient neural network processing. With a neural network oriented hardware design, FPGAs can implement high parallelism and make use of the properties of neural network computation to remove additional logic. Algorithm researches also show that an NN model can be simplified in a hardware-friendly way while not hurting the model accuracy. Therefore FPGAs are possible to achieve higher energy efficiency compared with CPU and GPU.

FPGA-based accelerator designs are faced with two challenges in performance and flexibility:

- Current FPGAs usually support working frequency at 100-300MHz, which is much less than CPU and GPU. The FPGA’s logic overhead for reconfigurability also reduces the overall system performance. A straightforward design on FPGA is hard to achieve high performance and high energy efficiency.

- Implementation of neural networks on FPGAs is much harder than that on CPUs or GPUs. Development framework like Caffe and Tensorflow for CPU and GPU is absent for FPGA.

Many designs addressing the above two problems have been carried out to implement energy efficient and flexible FPGA-based neural network accelerators. In this paper, we summarize the techniques proposed in these work from the following aspects:

- We first give a simple model of FPGA-based neural network accelerator performance to analyze the methodology in energy efficient design.

- We investigate current technologies for high performance and energy efficient neural network accelerator designs. We introduce the techniques in both software and hardware level and estimate the effect of these techniques.
We compare state-of-the-art neural network accelerator designs to evaluate the techniques introduced and estimate the achievable performance of FPGA-based accelerator design, which is at least $10\times$ better energy efficient than current GPUs.

We investigate state-of-the-art automatic design methods of FPGA-based neural network accelerators.

The rest part of this paper is organized as follows: Section 2 introduces the basic operations of neural networks and the background of FPGA-based NN accelerator. In section 3, we analyze the design target of NN accelerators and corresponding methods. Section 4 and section 5 review the techniques in NN model compression and accelerator design respectively. Section 6 compares existing designs and evaluate the techniques. Section 8 introduces the methods for a flexible accelerator design. Section 9 concludes this paper.

2 PRELIMINARY

Before discussing the system design for neural network acceleration, we first introduce the basic concepts of neural networks and the typical structure of FPGA-based NN accelerator design.

2.1 Neural Network

In this section, we introduce the basic functions in a neural network. In this paper, we only focus on the inference of NN, which means using a trained model to predict or classify new data. The training process of NN is not discussed in this paper. A neural network model can be expressed as a directed graph shown in Figure 1(a). Each vertex of the graph denotes a layer which conducts operations on data from a previous layer or input and generates results to the next layer or output. We refer the parameter of each layer as weights and the input/output of each layer as activations through this paper.

Convolution (CONV) layers and fully connected (FC) layers are two common types of layers in NN models. The functions of these two layers are shown in Figure 1(b). CONV layers conduct 2D convolutions on a set of input feature maps $F_{in}$ and add the results to get output feature maps $F_{out}$. FC layers receive a feature vector as input and conduct matrix-vector multiplications.

![Fig. 1. (a) Computation graph of a neural network model. (b) CONV and FC layers in NN model. (c) CONV and FC layers dominate the computation and parameter of a typical NN model: VGG11.](image)

In this section, we introduce the basic functions in a neural network. In this paper, we only focus on the inference of NN, which means using a trained model to predict or classify new data. The training process of NN is not discussed in this paper. A neural network model can be expressed as a directed graph shown in Figure 1(a). Each vertex of the graph denotes a layer which conducts operations on data from a previous layer or input and generates results to the next layer or output. We refer the parameter of each layer as weights and the input/output of each layer as activations through this paper.

Convolution (CONV) layers and fully connected (FC) layers are two common types of layers in NN models. The functions of these two layers are shown in Figure 1(b). CONV layers conduct 2D convolutions on a set of input feature maps $F_{in}$ and add the results to get output feature maps $F_{out}$. FC layers receive a feature vector as input and conduct matrix-vector multiplications.
Besides CONV and FC layers, NN layers also have pooling, ReLU [28], concat [58], element-wise [22] and other types of layers. But these layers contribute little to the computation and storage requirement of a neural network model. Figure 1(c) shows the distribution of weights and operations in the VGG-11 model [56]. In this model, CONV and FC layers together contribute more than 99% of the network’s weights and operations, which is similar to most of the CNN models. Compared with CNN, RNN models [6, 21] usually have no CONV layers and only FC layers contributes to most of the computation and storage. So most of the neural network acceleration systems focus on these two types of layers.

2.2 FPGA-based Accelerator

In recent years, FPGA is becoming a promising solution for algorithm acceleration. Compared with CPU, GPU, and DSP platforms, for which the software and hardware are designed independently, FPGA enables the developers to implement only the necessary logic in hardware according to the target algorithm. By eliminating the redundancy in general hardware platforms, FPGAs can achieve higher efficiency. Application specific integrated circuits (ASICs) based solutions achieve even higher efficiency but requires much longer development cycle and higher cost.

![Fig. 2. (a) A typical structure of an FPGA-based NN accelerator. (b) Gap between NN model size and the storage unit size on FPGAs. The bar chart compares the register and SRAM sizes on FPGA chips in different scales. The dotted line denotes the parameter sizes of different NN models with 32-bit floating point parameters.](image)

For FPGA-based neural network accelerator, a typical architecture of the system is shown in Figure 2(a). The system usually consists of a CPU host and an FPGA part. A pure FPGA chip usually works with a host PC/server through PCIe connections. SoC platforms (like the Xilinx Zynq Series) and Intel HARPv2 [18] platform integrate the host and the FPGA in the same chip or package. Both the host and the FPGA can work with their own external memory and access each others’ memory through the connection. Most of the designs implement NN accelerator on the FPGA part and control the accelerator with the software on the host.

Typical FPGA chips consist large on-chip storage units like registers and SRAM (Static Random-Access Memory), but still too small compared with NN models as shown in Figure 2(b). Common models implement 100-1000MB parameters while the largest available FPGA chip implements 150MB on-chip SRAM. This gap requires that external memory like DDR SDRAM is needed. The bandwidth and power consumption of DDR limits the system performance.

The computation capacity of FPGA is relatively higher. Common FPGAs implement hundreds to thousands of DSP units, each of which can compute $18 \times 27$ or $18 \times 19$, achieving up to 10 TFLOP/s (floating point operations per second) on the largest FPGAs. But for low-end FPGAs like Xilinx
XC7Z020, this number is reduced to 20GFLOP/s, which is hard to support real-time video processing for applications on mobile platforms.

Even faced with the above challenges, researchers have proposed a series of optimization methods from algorithm to architecture to design high performance NN accelerators on FPGA, which will be discussed in the following sections of this paper.

3 DESIGN METHODOLOGY AND CRITERIA

Before going into the details of the techniques used for neural network accelerators, we first give an overview of the design methodology. In general, the design target of a neural network inference accelerator includes the following two aspects: high speed (high throughput and low latency), and high energy efficiency. The symbols used in this section are listed in Table 2.

| Symbol | Description | Unit |
|--------|-------------|------|
| IPS    | Throughput of the system, measured by the number of inference processed each second | s⁻¹ |
| W      | Workload for each inference, measured by the number of operations* in the network, mainly addition and multiplication for neural network. | GOP |
| $OP_{peak}$ | Peak performance of the accelerator, measured by the maximum number of operations can be processed each second. | GOP/s |
| $OP_{act}$ | Run-time performance of the accelerator, measured by the number of operations processed each second. | GOP/s |
| $\eta$ | Utilization ratio of the computation units, measured by the average ratio of working computation units in all the computation units during each inference. | - |
| $f$ | Working frequency of the computation units. | GHz |
| $P$ | Number of computation units in the hardware design. | - |
| $L$ | Latency for processing each inference | s |
| $C$ | Concurrency of the accelerator, measured by the number of inference processed in parallel. | - |
| $Eff$ | Energy efficiency of the system, measured by the number of operations can be processed within unit energy. | GOP/J |
| $E_{total}$ | Total system energy cost for each inference. | J |
| $E_{static}$ | Static energy cost of the system for each inference. | J |
| $E_{op}$ | Average energy cost for each operation in each inference. | J |
| $N_{x,acc}$ | Number of bytes accessed from memory ($x$ can be SRAM or DRAM). | byte |
| $E_{x,acc}$ | Energy for accessing each byte from memory($x$ can be SRAM or DRAM). | J/byte |

* Each addition or multiplication is counted as 1 operation.

**Speed.** The throughput of an NN accelerator can be expressed by equation 1. The on-chip resource for a certain FPGA chip is limited. We can increase the peak performance by: 1. increasing the number of computation units $P$ by reducing the size of each computation unit and 2. increasing...
the working frequency $f$. Reducing the size of computation units can be achieved by sacrificing the data precision, which may hurt the model accuracy and requires hardware-software co-design. On the other hand, increasing working frequency is pure hardware design work. Corresponding techniques on software models and hardware are introduced in section 4 and 5 respectively. A high utilization ratio $\eta$ is ensured by reasonable parallelism implementation and efficient memory system. The property of the target model, i.e. the data access pattern or data-computation ratio also affect if the hardware can be fully utilized at run-time. But most of the previous work targeting higher utilization ratio focus on the hardware side.

$$IPS = \frac{OPS_{act}}{W} = \frac{OPS_{peak} \times \eta}{W} = \frac{fP \times \eta}{W}$$

(1)

Most of the FPGA-based NN accelerators compute different inputs one by one. Some designs process different inputs in parallel. So the latency of the accelerator is expressed as equation 2. Common concurrent design includes layer pipeline and batch processing. This is usually considered together with loop unrolling and will be introduced in section 5.2. In this paper, we focus more on optimizing the throughput. As different accelerators may be evaluated on different NN models, a common criterion of speed is the $OPS_{act}$, which eliminates the effect of different network models to some extent.

$$L = \frac{C}{IPS}$$

(2)

Energy Efficiency. Energy efficiency ($Eff$) is another critical criteria to computing systems. For neural network inference accelerators, energy efficiency is defined as equation 3. Like throughput, we count the number of operations rather than the number of inference to eliminate the difference of workload $W$. If the workload for the target network is fixed, increasing the energy efficiency of a neural network accelerator means to reduce the total energy cost, $E_{total}$ to process each input.

$$Eff = \frac{W}{E_{total}}$$

(3)

$$E_{total} \approx W \times E_{op} + N_{SRAM,acc} \times E_{SRAM,acc} + N_{DRAM,acc} \times E_{DRAM,acc} + E_{static}$$

(4)

The total energy cost mainly comes from 2 parts: computation and memory access, which is expressed in equation 4. The first item in equation 4 is the dynamic energy cost for computation. Given a certain network, the workload $W$ is fixed. Researchers have been focusing on optimizing the NN models by quantization (narrowing the bit-width used for computation) to reduce $E_{op}$ or sparsification (setting more weights to zeros) to skip the multiplications with these zeros to reduce $N_{op}$, which follows similar rules as for throughput optimization.

The second and third item in equation 4 is the dynamic energy cost for memory access. As shown in section 2.2, FPGA-based NN accelerator usually works with an external DRAM. We separate the memory access energy into DRAM part and SRAM part. $N_{x,acc}$ can be reduced by quantization, sparsification, efficient on-chip memory system, and scheduling method. Thus these methods help reduce dynamic memory energy. Corresponding methods will be introduced in section 5.3. The unit energy $E_{x,acc}$ can hardly be reduced given a certain FPGA platform.

The fourth item $E_{static}$ denotes the static energy cost of the system. This energy cost can hardly be improved given the FPGA chip and the scale of the design.

From the analysis of speed and energy, we see that neural network accelerator involves both optimizations on NN models and hardware. In the following sections, we will introduce previous work in these two aspects respectively.
4 HARDWARE ORIENTED MODEL COMPRESSION

As introduced in section 3, the design of energy efficient and fast neural network accelerator can benefit from the optimization of NN models. A larger NN model usually results in higher model accuracy. This means it is possible to trade the model accuracy for the hardware speed or energy cost. Neural network researchers are designing more efficient network models from AlexNet [28] to ResNet [22], SqueezeNet [25] and MobileNet [24]. Latest work tries to directly optimize the processing latency by searching a good network structure [59] or skip some layers at run-time to save computation [65]. Within these methods, the main differences between the handcrafted/generated networks are the size of and the connections between each layer. The basic operations are the same and the differences hardly affect the hardware design. For this reason, we will not focus on these techniques in this paper. But designers should consider using these techniques to optimize the target network.

Other methods try to achieve the tradeoff by compressing existing NN models. They try to reduce the number of weights or reduce the number of bits used for each activation or weight, which help lower down the computation and storage complexity. Corresponding hardware designs can benefit from these NN model compression methods. In this section, we investigate these hardware oriented network model compression methods.

4.1 Data Quantization

One of the most commonly used methods for model compression is the quantization of the weights and activations. The activations and weights of a neural network are usually represented by floating point data in common developing frameworks. Recent work tries to replace this representation with low-bit fixed-point data or even a small set of trained values. On the one hand, using fewer bits for each activation or weight helps reduce the bandwidth and storage requirement of the neural network processing system. On the other hand, using a simplified representation reduce the hardware cost for each operation. The benefit of hardware will be discussed in detail in section 5. Two kinds of quantization methods are discussed in this section: linear quantization and non-linear quantization.

4.1.1 Linear Quantization. Linear quantization finds the nearest fixed-point representation of each weight and activation. The problem with this method is that the dynamic range of floating-point data greatly exceeds that for fixed-point data. Most of the weights and activations will suffer from overflow or underflow. Qiu et al. [49] finds that the dynamic range of the weights and activations in a single layer is much more limited and differs across different layers. Therefore they assign different fractional bit-widths to the weights and activations in different layers. To decide the fractional bit-width of a set of data, i.e. the activations or weights of a layer, the data distribution is first analyzed. A set of possible fractional bit-widths are chosen as candidate solutions. Then the solution with the best model performance on training data set is chosen. In [49], the optimized solution of a network is chosen layer by layer to avoid an exponential design space exploration. Wang et al. [64] try to use large bit-width for only the first and last layer and quantize the middle layers to ternary or binary. The method needs to increase the network size to keep high accuracy but still brings hardware performance improvement. Guo et al. [17] choose to fine-tune the model after the fractional bit-width of all the layers are fixed.

The method of choosing a fractional bit-width equals to scale the data with a scaling factor of $2^k$. Li et al. [29] scales the weights with trained parameter $W_l^i$ for each layer and quantize the weights with 2-bit data, representing $W_l^i$, 0 and $-W_l^i$. The activations in this work are not quantized. So the network still implements 32-bit floating point operations. Zhou et al. [82] further quantize the
weights of a layer with only 1 bit to \( \pm s \), where \( s = E(|w|) \) is the expectation of the absolute value of the weights of this layer. Linear quantization is also applied to the activations in this work.

4.1.2 Non-linear Quantization. Compared with linear quantization, non-linear quantization independently assigns values to different binary codes. The translation from a non-linear quantized code to its corresponding value is thus a look-up table. This kind of methods helps further reduce the bit-width used for each activation or weight. Chen et al. [9] assign each of the weight to an item in the look-up table by a pre-defined hash function and train the values in look-up tables. Han et al. [20] assign the values in look-up tables to the weights by clustering the weights of a trained model. Each look-up table value is set as the cluster centre and further fine-tuned with training data set. This method can compress the weights of state-of-the-art CNN models to 4-bit without accuracy loss. Zhu et al. [83] propose the ternary-quantized network where all the weights of a layer are quantized to three values: \( W^n \), 0, and \( W^p \). Both the quantized value and the correspondence between weights and look-up table are trained. This method sacrifices less than 2\% accuracy loss on ImageNet dataset on state-of-the-art network models. The weight bit-width is reduced from 32-bit to 2-bit, which means about 16\( \times \) model size compression.

![Fig. 3. Comparison between different quantization methods from [17, 20, 29, 49, 82, 83]. The quantization configuration is expressed as (weight bit-width)\( \times \) (activation bit-width). The "(FT)" denotes that the network is fine-tuned after a linear quantization.](image)

4.1.3 Comparison. We compare some typical quantization methods from [17, 20, 29, 49, 82, 83] in Figure 3. All the quantization results are tested on ImageNet data set and the absolute accuracy loss compared with corresponding baseline floating point models is recorded. Comparing different methods on different models is a little bit unfair. But it still gives some insights. For linear quantization, 8-bit is a clear bound to ensure negligible accuracy loss. With 6 or fewer bits, using fine-tune or even training each weight from the beginning will cause noticeable accuracy degradation. If we require that 1\% accuracy loss is within the acceptable range, linear quantization with at least 8\( \times \)8 configuration and the listed non-linear quantization are available. We will further discuss the performance gain of quantization in section 5.
4.2 Weight Reduction

Besides narrowing the bit-width of activations and weights, another method for model compression is to reduce the number of weights. One kind of method is to approximate the weight matrix with a low-rank representation. Qiu et al. [49] compress the weight matrix $W$ of an FC layer with singular value decomposition. An $m \times n$ weight matrix $W$ is replaced by the multiplication of two matrices $A_{m \times p}B_{p \times n}$. For a sufficiently small $p$, the total number of weights is reduced. This work compresses the largest FC layer of VGG network to 36% of its original size with 0.04% classification accuracy degradation. Zhang et al. [80] use a similar method for convolution layers and takes the effect of the following non-linear layer into the decomposition optimization process. The proposed method achieves 4 times speed up on state-of-the-art CNN model targeting at ImageNet, with only 0.9% accuracy loss.

Pruning is another kind of method to reduce the number of weights. This kind of methods directly remove the zeros in weights or remove those with small absolute values. The challenge in pruning is the tradeoff between the ratio of zero weights and the model accuracy. One solution is the application of lasso method, which applies L1 normalization to the weights during training. Liu et al. [33] apply the sparse group-lasso method on the AlexNet [28] model. 90% weights are removed after training with less than 1% accuracy loss. Another solution is to prune the zero weights during training. Han et al. [20] directly remove the weights of a network which are zero or have small absolute value. The left weights are then fine-tuned with the training dataset to recover accuracy. Experimental results on AlexNet show that 89% weights can be removed while keeping the model accuracy.

The hardware gain from weight reduction is the reciprocal of the compression ratio. According to the above results, the potential speed improvement from weight reduction is up to 10×.

5 HARDWARE DESIGN: EFFICIENT ARCHITECTURE

In this section, we investigate the hardware level techniques used in state-of-the-art FPGA-based neural network accelerator design to achieve high performance and high energy efficiency. We classify the techniques into three levels: computation unit level, loop unrolling level, and system level.

5.1 Computation Unit Designs

Computation unit level designs affect the peak performance of the neural network accelerator. The available resource of an FPGA chip is limited. A smaller computation unit design means more computation units and higher peak performance. A carefully designed computation unit array can also increase the working frequency of the system and thus improve peak performance.

5.1.1 Low Bit-width Computation Unit. Reduce the number of bit-width for computation is a direct way to reduce the size of computation units. The feasibility of using fewer bits comes from the quantization methods as introduced in section 4.1. Most of the state-of-the-art FPGA designs replace the 32-bit floating-point units with fixed-point units. Podili et al. [47] implement 32-bit fixed-point units for the proposed system. 16-bit fixed-point units are widely adopted in [14, 30, 49, 70, 73]. ESE [19] adopts 12-bit fixed-point weight and 16-bit fixed-point neurons design. Guo et al. [17] use 8-bit units for their design on embedded FPGA. Recent work is also focusing on extremely narrow bit-width design. Prost-Boucle et al. [48] implements 2-bit multiplication with 1 LUT for ternary networks. Experiments in [46] show that FPGA implementation of Binarized Neural Network (BNN) outperforms that on CPU and GPU. Though BNN suffers from accuracy loss, many designs explore the benefit of using 1-bit data for computation [12, 27, 31, 41, 43, 44, 60, 71, 81].
The designs mentioned above focus on computation units for linear quantization. For non-linear quantization, translating the data back to full precision for computation still costs many resources. Samragh et al. [51] propose the factorized coefficients based dot product implementation. As the possible values of weights are quite limited for non-linear quantization, the proposed computation unit accumulates the multipliers for each possible weight value and calculate the result as the weighted sum of the values in look-up tables. In this way, the multiplication needed for one output neuron equals to the number of values in look-up table. The multiplications are replaced by random-addressed accumulations.

Most of the designs use one bit-width through the process of a neural network. Qiu et al. [49] finds that neurons and weights in FC layers can use fewer bits compared with CONV layers while the accuracy is maintained. Heterogeneous computation units are used in the designs of [16, 81].

The size of computation units of different bit-widths is compared in Table 3. Three kinds of implementations are tested: separate multiplier and adder with logic resource on Xilinx FPGA, multiply-add function with DSP units on Xilinx FPGA, and multiply-add function with DSP units on Altera FPGA. The resource consumption is the synthesis result by Vivado 2018.1 targeting Xilinx XC7K060 FPGA and Quartus Prime 16.0 targeting Altera Arria 10 GX1150 FPGA. The pure logic modules and the floating-point multiply and add modules are generated with IP core. The fixed-point multiply and add modules are implemented with \( A \times B + C \) in Verilog and automatically mapped to DSP by Vivado/Quartus.

We first give an overview of the size of the computation units by logic-only implementations. By compressing the weights and activations from 32-bit floating-point number to 8-bit fixed-point number, the multiplier and the adder are scaled down to about 1/10 and 1/50 respectively. Using 4-bit or smaller operators can bring further advantage but also incur significant accuracy loss as introduced in section 4.1.

Recent FPGAs consist of a large number of DSP units, each of which implements hard multiplier, pre-adder and accumulator core. The basic pattern of NN computation, multiplication and sum, also fits into this design. So we also test the multiply and add function implemented with DSP units. Because of the different DSP architectures, we test on both Xilinx and Altera platforms. Compared with the 32-bit floating-point function, fixed-point functions with narrow bit-width still shows an advantage in resource consumption. But for Altera FPGA, this advantage is not obvious because the DSP units natively support floating-point operations.

Fixed-point functions with 16-or-less-bit fixed-point data are well fit into 1 DSP unit on either Xilinx or Altera FPGA. This shows that quantization hardly benefits the hardware if we use narrower bit-width like 8 or 4 in the aspect of computation. The problem is that the wide multipliers and adders in DSP units are underutilized in these cases. Nguyen et al. [45] propose the design to implement two narrow bit-width fixed-point multiplication with a single wide bit-width fixed-point multiplier. In this design, two multiplications, \( AB \) and \( AC \), are executed in the form of \( A(B << k + C) \). If \( k \) is sufficiently large, the bits for \( AB \) and \( AC \) does not overlap in the multiplication result and can be directly separated. The design in [45] implements two 8-bit multiplications with one 25 \( \times \) 18 multiplier, where \( k \) is 9. Similar methods can be applied to other bit-width and DSPs.

5.1.2 Fast Convolution Method. For CONV layers, the convolution operations can be accelerated by alternative algorithms. Discrete Fourier Transformation (DFT) based fast convolution is widely adopted in digital signal processing. Zhang et al. [75] propose a 2D DFT based hardware design for efficient CONV layer execution. For an \( F \times F \) filter convolved with \( K \times K \) filter, DFT converts the \((F - K + 1)^2K^2\) multiplications in the space domain to \(F^2\) complex multiplications in the frequency domain. For a CONV layer with \( M \) input channel and \( N \) output channel, \( MN \) times of frequency domain multiplications and \((M + N)\) times DFT/IDFT are needed. The conversion of convolution
Table 3. FPGA resource consumption comparison for multiplier and adder with different types of data.

|                  | Xilinx Logic |                  | Xilinx DSP |                  | Altera DSP |
|------------------|--------------|------------------|------------|------------------|------------|
|                  | multiplier   | adder            | multiply & add | multiply & add | multiply & add |
|                  | LUT FF       | LUT FF           | LUT FF DSP | ALM DSP         |
| fp32             | 708 858      | 430 749          | 800 1284 2 | 1                | 1          |
| fp16             | 221 303      | 211 337          | 451 686 1  | 213 1            |
| fixed32          | 1112 1143    | 32 32            | 111 64 4  | 512 1            |
| fixed16          | 289 301      | 16 16            | 0 0 1     | 4                |
| fixed8           | 75 80        | 8 8              | 0 0 1     | 0                |
| fixed4           | 17 20        | 4 4              | 0 0 1     | 0                |

kernels is once for all. So the domain conversion process is of low cost for CONV layers. This technique does not work for CONV layers with stride≠1 or 1 × 1 convolution. Ding et al. [11] suggest that a block-wise circular constraint can be applied to the weight matrix. In this way, the matrix-vector multiplication in FC layers are converted to a set of 1D convolutions and can be accelerated in the frequency domain. This method can also be applied to CONV layers by treating the K × K convolution kernels as K × K matrices and is not limited by K or stride.

Frequency domain methods require complex number multiplication. Another kind of fast convolution involves only real number multiplication [68]. The convolution of a 2D feature map F\textsubscript{in} with a kernel K using Winograd algorithm is expressed by equation 5.

\[ F_{\text{out}} = A^T [(G F_{\text{in}} G^T) \odot (B F_{\text{in}} B^T)] A \]

(5)

\( G, B \), and \( A \) are transformation matrices which only related to the sizes of kernel and feature map. \( \odot \) denotes an element-wise multiplication of two matrices. For a 4 × 4 feature map convolved with a 3 × 3 kernel, the transformation matrices are described as follows:

\[
G = \begin{bmatrix}
1 & 0 & 0 \\
\frac{1}{2} & \frac{1}{2} & \frac{1}{2} \\
\frac{1}{2} & -\frac{1}{2} & \frac{1}{2} \\
0 & 0 & 1
\end{bmatrix} \quad B = \begin{bmatrix}
1 & 0 & -1 & 0 \\
0 & 1 & 1 & 0 \\
0 & -1 & 1 & 0 \\
0 & 1 & 0 & -1
\end{bmatrix} \quad A = \begin{bmatrix}
1 & 0 \\
1 & 1 \\
1 & -1 \\
0 & -1
\end{bmatrix}
\]

Multiplication with transformation matrices \( A, B \) and \( G \) induce only a small number of shift and addition because of the special matrix entries. In this case, the number of multiplication is reduced from 36 to 16. The most commonly used Winograd transformation is for 3 × 3 convolutions in [36, 70].

The theoretical performance gain from fast convolution depends on the convolution size. Limited by the on-chip resource and the consideration of flexibility, current designs are not choosing large convolution sizes. Existing work point out that up to 4× theoretical performance gain can be achieved by fast convolution with FFT [75] or Winograd [36] with reasonable kernel sizes. Zhuge et al. [84] even try to use both FFT and Winograd methods in their design to fit different kernel sizes in different layers.

5.1.3 Frequency Optimization Methods. All the above techniques introduced targets at increasing the number of computation units within a certain FPGA. Increasing the working frequency of the computation units also improves the peak performance.

Latest FPGAs support 700-900MHz DSP theoretical peak working frequency. But existing designs usually work at 100-400MHz [17, 38, 49, 73, 77]. As claimed in [69], the working frequency is limited by the routing between on-chip SRAM and DSP units. The design in [69] uses different
working frequencies for DSP units and surrounding logic. Neighbor slices to each DSP unit are used as local RAMs to separate the clock domain. The prototype design in [69] achieves the peak DSP working frequency at 741MHz and 891MHz on FPGA chips of different speed grades. Xilinx has also proposed the CHaiDNN-v2 [1] and xfDNN [2] with this technique and achieves up to 700MHz DSP working frequency. Compared with existing designs for which the frequency is within 300MHz, this technique brings at least 2× peak performance gain.

5.2 Loop Unrolling Strategies
CONV layers and FC layers contribute to most of the computations and storage requirement of a neural network as introduced in section 2. We express the CONV layer function in Figure 1(b) as nested loops in Algorithm 1. To make the code clear to read, we merge the loops along x and y directions for feature maps and 2-D convolution kernels respectively. An FC layer can be expressed as a CONV layer with feature map and kernel both of size 1×1. Besides the loops in Algorithm 1, we also call the parallelism of the process of multiple inputs as a batch. As we treat FC layers and CONV layers all as nested loops, the loop unrolling strategy can be applied both in CNN accelerators and RNN accelerators. But as the case for FC layers are rather simple, we tend to use CNN as examples in this section.

Algorithm 1 Convolution Layer

Require: feature map $F_{in}$ of size $M \times Y \times X$; convolution kernel $Ker$ of size $N \times M \times K \times K$; bias vector $b$ of size $N$

Ensure: feature map $F_{out}$
1: function CONVLayer($F_{in}, Ker$)
2: Let $F_{out} \leftarrow$ zero array of size $N \times (Y - K + 1) \times (X - K + 1)$
3: for $n = 1; n < N; n++$ do $\triangleright$ Output channel loop
4:   for $m = 1; m < M; m++$ do $\triangleright$ Input channel loop
5:     for each $(y, x)$ within $(Y - K + 1, X - K + 1)$ do $\triangleright$ Feature map loop
6:       for each $(k_y, k_x)$ within $(K, K)$ do $\triangleright$ Kernel loop
7:          $F_{out}[n][y][x]+ = F_{in}[m][y - k_y + 1][x - k_x + 1] \ast Ker[n][m][k_y][k_x]$
8:     $F_{out}[n]+ = b[n]$
9: return $F_{out}$

5.2.1 Choosing Unroll Parameters. To parallelize the execution of the loops, we unroll the loops and parallelize the process of a certain number of iterations on hardware. The number of the parallelized iterations on hardware is called the unroll parameter. Inappropriate unroll parameter selection may lead to serious hardware underutilization. Take a single loop as an example. Suppose the trip count of the loop is $M$ and the parallelism is $m$. The utilization ratio of the hardware is limited by $m/M \lceil M/m \rceil$. If $M$ is not divisible by $m$, then the utilization ratio is less than 1. For processing an NN layer, the total utilization ratio will be the product of the utilization ratio on each of the loops.

For a CNN model, the loop dimension varies greatly among different layers. For a typical network used on ImageNet classification like ResNet [22], the channel numbers vary from 3 to 2048; the feature map sizes vary from $224 \times 224$ to $7 \times 7$, the convolution kernel sizes vary from $7 \times 7$ to $1 \times 1$. Besides the underutilization problem, loop unrolling also affect the datapath and on-chip memory design. Thus loop unrolling strategy is a key feature for a neural network accelerator design.
Various work are proposed focusing on how to choose the unroll parameters. Zhang et al. [74] propose the idea of unrolling the input channel and output channel loops and choose the optimized unroll parameter by design space exploration. Along these two loops, there is no input data cross-dependency between neighboring iterations. So no multiplexer is needed to route data from the on-chip buffer to computation units. But the parallelism is limited as $7 \times 64 = 448$ multipliers. For larger parallelism, this solution is easy to suffer from the underutilization problem. Ma et al. [38] further extends the design space by allowing parallelism on the feature map loop. The parallelism reaches $1 \times 16 \times 14 \times 14 = 3136$ multipliers. A shift register structure is used to route feature map pixels to the computation units.

The kernel loop is not chosen in the above work because kernel sizes vary greatly. Motamedi et al. [42] use kernel unrolling on AlexNet. Even with $3 \times 3$ unrolling for the $11 \times 11$ and $5 \times 5$ kernels, the overall system performance still reaches 97.4% of its peak performance for the convolution layers. For certain networks like VGG [56], only $3 \times 3$ convolution kernels are used. Another reason to unroll kernel loop is to achieve acceleration with fast convolution algorithms. Design in [75] implements fully parallelized frequency domain multiplication on $4 \times 4$ feature map and $3 \times 3$ kernel. Lu et al. [36] implement Winograd algorithm on FPGA with a dedicated pipeline for equation 5. The convolution of a $6 \times 6$ feature map with a $3 \times 3$ kernel is fully parallelized.

The above solutions are only for a single layer. But there is hardly a one-size-fits-all solution for a whole network, especially when we need high parallelism. Designs in [30, 35, 78] propose fully pipelined structures with each layer a pipe stage. As each layer is executed with an independent part of the hardware and each part is small, loop unrolling method can be easily chosen. This method is memory consuming because ping-pong buffers are needed between adjacent layers for the feature maps. Aggressive design with binarized weights [71] can fit into FPGA better. Design in [76] is similar but implemented on FPGA clusters to resolve the scalability problem. Shen et al. [54] and Lin et al. [32] group the layers of a CNN by the loops’ trip count and map each group onto one hardware module. These solutions can be treated as unrolling the batch loop because different inputs are processed in parallel on different layer pipeline stages. The design in [36] implements parallelized batch both within a layer and among different layers.

Most of the current designs follow one of the above methods for loop unrolling. A special kind of design is for sparse neural networks. Han et al. [19] propose the ESE architecture for sparse LSTM network acceleration. Unlike processing a dense network, all the computation units will not work synchronously. This causes difficulty in sharing data between different computation units. ESE implements only the output channel (the output neurons of the FC layers in LSTM) loop unrolling within a layer to simplify hardware design and parallelize batch process.

Data Transfer and On-chip Memory Design. Besides the high parallelism, the on-chip memory system should efficiently offer the necessary data to each computation units every cycle. To implement high parallelism, neural network accelerators usually reuse data among a large number of computation units. Simply broadcasting data to different computation units leads to large fan-out and high routing cost and thus reduce the working frequency. Wei et al. [67] use the systolic array structure in their design. The shared data are transferred from one computation unit to the next in a chain mode. So the data is not broadcasted, and only local connections between different computation units are needed. The drawback is the increase in latency. The loop execution order is scheduled accordingly to cover the latency. Similar designs are adopted in [7, 38].

For software implementation on GPU, the im2col function is commonly used to map 2D convolution as a matrix-vector multiplication. This method incurs considerable data redundancy and can hardly be applied to the limited on-chip memory of FPGAs. Qiu et al. [49] uses the line buffer...
design to achieve the $3 \times 3$ sliding window function for 2-d convolution with only two lines of duplicated pixels.

5.3 System Design

A typical FPGA-based neural network accelerator system is shown in Figure 4. The logic part of the whole system is denoted by the blue boxes. The host CPU issues workload or commands to the FPGA logic part and monitors its working status. On the FPGA logic part, a controller is usually implemented to communicate with the host and generates control signals to all the other modules on FPGA. The controller can be an FSM or an instruction decoder. The on the fly logic part is implemented for certain designs if the data loaded from external memory needs preprocess. This module can be data arrangement module, data shifter [49], FFT module [75], etc. The computation units are as discussed in section 5.1 and section 5.2. As introduced in section 2.2, on-chip SRAM of an FPGA chip is too limited compared with the large NN models. So for common designs, a two-level memory hierarchy is used with DDR and on-chip memory.

5.3.1 Roofline Model. From the system level, the performance of a neural network accelerator is limited by two factors: the on-chip computation resource and the off-chip memory bandwidth. Various researches have been proposed to achieve the best performance within a certain off-chip memory bandwidth. Zhang et al. [74] introduce the roofline model in their work to analyze whether a design is memory bounded or computation bounded. An example of a roofline model is shown in Figure 5.

The figure uses the computation to communication (CTC) ratio as the $x$-axis and hardware performance as the $y$-axis. CTC is the number of operations that can be executed with a unit size of memory access. Each hardware design can be treated as a point in the figure. So $y/x$ equals to the bandwidth requirement of the design. The available bandwidth of a target platform is limited and can be described as the theoretical bandwidth roof in Figure 5. But the actual bandwidth roof is below the theoretical roof because the achievable bandwidth of DDR depends on the data access pattern. Sequential DDR access achieves much higher bandwidth than random access. The other roof is the computation roof, which is limited by the available resource on FPGA.
5.3.2 Loop Tiling and Interchange. A higher CTC ratio means the hardware is more likely to achieve the computation bound. Increasing the CTC ratio also reduce DDR access, which significantly saves energy according to [23]. In section 5.2, we have discussed the loop unrolling strategies to increase the parallelism while reducing the waste of computation for a certain network. When the loop unrolling strategy is decided, the scheduling of the rest part of the loops decides how the hardware can reuse data with on-chip buffer. This involves loop tiling and loop interchange strategy.

Loop tiling is a higher level of loop unrolling. All the input data of a loop tile will be stored on-chip, and the loop unrolling hardware kernel works on these data. A larger loop tile size means that each tile will be loaded from external memory to on-chip memory fewer times. Loop interchange strategy decides the processing order of the loop tiles. External memory access happens when the hardware is moving from one tile to the next. Neighboring tile may share a part of data. For example in a CONV layer, neighboring tile can share input feature map or the weights. This is decided by the execution order of the loops.

In [38, 74], design space exploration is done on all the possible loop tiling sizes and loop orders. Many designs also explore the design space with some of the loop unrolling, tiling and loop order is already decided [42, 49]. Shen et al. [55] also discuss the effect of batch parallelism over the CTC for different layers. This is a loop dimension not focused on in previous work.

All the above work give one optimized loop unrolling strategy and loop order for a whole network. Guo et al. [17] implements flexible unrolling and loop order configuration for different layers with an instruction interface. The data arrangement in on-chip buffers is controlled through instructions to fit with different feature map sizes. This means the hardware can always fully utilize the on-chip buffer to use the largest tiling size according to on-chip buffer size. This work also proposes the "back and forth" loop execution order to avoid total on-chip data refresh when an innermost loop finishes.

5.3.3 Cross-Layer Scheduling. Alwani et al. [5] address the external memory access problem by fusing two neighboring layers together to avoid the intermediate result transfer between the two layers. This strategy helps reduce 95% off-chip data transfer with extra 20% on-chip memory cost. Even software program gains 2× speedup with this scheduling strategy. Yu et al. [72] realize this
idea on a single-layer accelerator design by modifying the order of execution through an instruction interface.

5.3.4 Regularize Data Access Pattern. Besides increasing CTC, increasing the actual bandwidth roof helps improve the achievable performance with a certain CTC ratio. This is achieved by regularizing the DDR access pattern. The common feature map formats in the external memory include NCHW or CHWN, where N means the batch dimension, C means the channel dimension, H and W means the feature map y and x dimension. Using any of these formats, a feature map tile may be cut into small data blocks stored in discontinuous addresses. Guan [14] suggest that a channel-major storage format should be used for their design. This format avoids data duplication while long DDR access burst is ensured. Qiu et al. [49] propose a feature map storage format that arranges the $H \times W$ feature map into $(HW/rc)$ tile blocks of size $r \times c$. So the write burst size can be increased from $c/2$ to $rc/2$.

6 EVALUATION
In this section, we compare the performance of state-of-the-art neural network accelerator designs and try to evaluate the techniques mentioned in section 4 and section 5. We mainly reviewed the FPGA-based designs published in the top FPGA conferences (FPGA, FCCM, FPL, FPT), EDA conferences (DAC, ASPDAC, DATE, ICCAD), architecture conferences (MICRO, HPCA, ISCA, ASPLOS) since 2015. Because of the diversity in the adopted techniques, target FPGA chips, and experiments, we need a trade-off between the fairness of comparison and the number of designs we can use. In this paper, we pick the designs with 1) whole system implementation; 2) experiments on real NN models with reported speed, power, and energy efficiency.

The designs used for comparison are listed in Table 4. For data format, the "INT A/B" means that activations are A-bit fixed-point data and weights are B-bit fixed-point data. We also investigate the resource utilization and draw advice to both accelerator designers and FPGA manufacturers.

Each of the designs in Table 4 drawn as a point in Figure 6, using $\log_{10}(\text{power})$ as x coordinate and $\log_{10}(\text{speed})$ as y-axis. Therefore, $y - x = \log_{10}(\text{energy efficiency})$. Besides the FPGA-based designs, we also plot the GPU experimental results used in [17, 19] as standards to measure the FPGA designs’ performance.

Bit-width Reduction. Among all the designs, 1-2 bit based designs [27, 41, 43] show outstanding speed and energy efficiency. This shows that extremely low bit-width is a promising solution for high-performance design. As introduced in section 4.1, linear quantized 1-2 bit network models suffer from great accuracy loss. Further developing related accelerator will be of little use. More efforts should be put on the models. Even trading speed with accuracy can be acceptable considering the current hardware performance.

Besides the 1/2bit designs, the rest of the designs adopts 32-bit floating-point data or linear quantization with 8 or more bits. According to the results in section 4.1, within 1% accuracy loss can be achieved. So we think the comparison between these designs is fair in accuracy. INT16/8 and INT16 are commonly adopted. But the difference between these designs is not obvious. This is because the underutilization of DSPs discussed in section 5.1.1. The advantage of INT16 over FP32 is obvious except for [77], where the hard-core floating-point DSPs are utilized. To a certain extent, this shows the importance of fully utilizing the DSPs on-chip.

Fast Convolution Algorithm. Among all the 16-bit designs, [36] achieves the best energy efficiency and the highest speed with the help of the $6 \times 6$ Winograd fast convolution, which is $1.7 \times$ faster and $2.6 \times$ energy efficient than the 16-bit design in [77]. The design in [75] achieves $2 \times$ speedup and $3 \times$ energy efficiency compared with [74] where both designs use 32-bit floating-point
Table 4. Performance and resource utilization of state-of-the-art neural network accelerator designs

| Data Format | Speed (GOP/s) | Power (W) | Eff. (GOP/J) | Resource (%) | FPGA chip |
|-------------|---------------|-----------|--------------|--------------|-----------|
| 1bit        | 329.47        | 2.3       | 143.2        | 1 34 11      | Zynq XC7Z020 |
| 1bit        | 40770         | 48        | 849.38       | - - -        | GX1155 |
| 2bit        | 410.22        | 2.26      | 181.51       | 41 83 38     | Zynq XC7Z020 |
| INT8        | 84.3          | 3.5       | 24.1         | 87 84 89     | XC7Z020 |
| INT16/8     | 117.8         | 19.1      | 6.2          | 13 22 65     | 5SGSD8 |
| INT16/8     | 222.1         | 24.8      | 8.96         | 40 27 40     | XC7VX690T |
| INT16/8     | 645.25        | 21.2      | 30.43        | 100 38 70    | GX1150 |
| INT16/12    | 2520          | 41        | 61.5         | 54 89 88     | XCKU060 |
| INT16       | 12.73         | 1.75      | 7.27         | 95 67 6      | XC7Z020 |
| INT16       | 136.97        | 9.63      | 14.22        | 89 84 87     | XC7Z045 |
| INT16       | 229.5         | 9.4       | 24.42        | 92 71 83     | XC7Z045 |
| INT16       | 354           | 26        | 13.6         | 78 81 42     | XC7VX690T |
| INT16       | 364.4         | 25        | 14.6         | 65 25 46     | 5SGSD5 |
| INT16       | 565.94        | 30.2      | 22.15        | 60 63 65     | XC7VX690T |
| INT16       | 431           | 25        | 17.1         | 42 56 52     | XC7VX690T |
| INT16       | 785           | 26        | 30.2         | 53 8.3 30    | XCVU440 |
| INT16       | 1280.3        | 160       | 8            | - - -        | XC7Z020+ |
| INT16       | 1790          | 37.46     | 47.8         | 91 43 53     | GX1150 |
| INT16       | 2940.7        | 23.6      | 124.6        | - - -        | ZCU102 |
| FP16        | 1382          | 45        | 30.7         | 97 58 92     | GX1150 |
| INT32       | 229           | 8.04      | 28.5         | 100 84 18    | Stratix V |
| FP32        | 7.26          | 19.63     | 0.37         | 42 65 52     | XC7VX485T |
| FP32        | 61.62         | 18.61     | 3.3          | 80 61 50     | XC7VX485T |
| FP32        | 123.5         | 13.18     | 9.37         | 88 85 64     | Stratix V |
| FP32        | 866           | 41.73     | 20.75        | 87 - 46      | GX1150 |

data and FPGA with 28nm technology node. Compare with the theoretical 4× performance gain introduced in section 5.1.2, there is still 1.3 – 1.5× gap. Not all the layers can use the most optimized fast convolution method because of kernel size limitation.

**System Level Optimization.** The overall system optimization is not well addressed in most of the work. As this is also related to the HDL design quality, we can roughly evaluate the effect. Here we compare three designs[30, 35, 73] on the same XC7VX690T platform and try to evaluate the effect. All the three designs implement 16-bit fixed-point data format except that [35] uses 8-bit for weights. No fast convolution or sparsity is utilized in any of the work. Even though, [30] achieves 2.5× the energy efficiency of [35]. It shows that a system level optimization has a strong effect even comparable to the use of fast convolution algorithm.

We also investigate the resource utilization of the designs in Table 4. Three kinds of resources (DSP, BRAM, and logic) are considered. We plot the designs in Figure 7 using two of the utilization ratio as x and y coordinate. We draw the diagonal line of each figure to show the designs’ preference on hardware resource. The BRAM-DSP figure shows an obvious preference on DSP over BRAM. A similar preference appears on DSP over logic. This indicates that current FPGA designs are...
more likely computation bounded. FPGA manufacturers targeting neural network applications can adjust the resource allocation accordingly. Compared with that, the preference on logic and BRAM seems to be random. A possible explanation is that some of the designers use both logic and DSPs to implement high parallelism, while some prefers to use only DSPs to achieve high working frequency.

**Comparison with GPU.** In general, FPGA-based designs have achieved comparable energy efficiency to GPU with 10-100GOP/J. But the speed of GPUs still surpasses FPGAs. Scaling up the
FPGA-based design is still a problem. Zhang et al. [76] propose the FPGA-cluster-based solution using 16-bit fixed-point computation. But the energy efficiency is worse than the other 16-bit fixed-point designs.

Here we estimate the achievable speed of an ideal design. We use the 16-bit fixed-point design in [36] as a baseline, which is the best 16-bit fixed-point design with both the highest speed and energy efficiency. 8-bit linear quantization can be adopted according to the analysis in section 4.1, which achieves another 2× speedup and better energy efficiency by utilizing 1 DSP as 2 multipliers. The double frequency optimization further improves the system speed by 2×. Consider a sparse model which is similar to the one in [19] with 10% non-zero values. We can estimate a similar 6× improvement as [19]. In general about 24× speedup and 12× better energy efficiency can be achieved, which means 72TOP/s speed with about 50W. This shows that it is possible to achieve over 10× higher energy efficiency on FPGA over 32-bit floating-point process on GPU.

The left problem is: does all the techniques: double MAC, sparsification, quantization, fast convolution, and the double frequency design work well together? Pruning a single element in a 2D convolution kernel is of no use for fast convolution because the 2D kernel is always processed as a whole. Directly pruning 2D kernels as a whole may help. But the reported accuracy of this method is lower [39] than a fine-grained pruning. The irregular data access pattern for processing sparse network and the increase in parallelism also brings challenges to the design of memory system and scheduling strategy.

7 TECHNIQUE DISCUSSION

To give a better overview of all the techniques introduced in section 4 and 5, we give a brief summary in this section to see how these techniques contribute to FPGA-based NN accelerator designs. Each technique is judged from two aspects: how it affects hardware design and to which level it relates to NN models. Figure 8 shows the summary.

A hardware design basically consists of three parts: datapath, memory, and scheduling. For the design target of high speed, datapath decides the $O_{\text{peak}}$ while the memory system and scheduling strategy decides $\eta$. For the design target of energy efficiency, datapath decides $E_{\text{op}}$ while the memory system decides $N_{\text{SRAM,cc}}$ and $N_{\text{DRAM,cc}}$. We can see that existing researches are approaching the design target from every aspect by utilizing the neural network model features from single neuron level to the whole network level.

What is the future of FPGA-based neural network inference accelerator? Currently, much of the techniques lie in the neuron level and the convolution level. There are two reasons for this. The first reason is that few feature can be utilized in layer level and network level. Most of the
existing NN models introduce a simple structure with cascaded layers [28, 56] or simply adding a by-path [22]. New features like depth-wise convolution [24] and the complex branch in SSD [34] may bring more design opportunities. But few work focuses on these models. The second reason is that the scale of an FPGA chip is limited. An FPGA chip usually consists of hundreds to thousands of DSPs. This number is still too small compared with a single neural network layer with more than 100M operations.

So further opportunities may come from two aspects. The first is the evolution of network structure. The second is the scaling up of FPGA-based system, with larger chips or multiple chips. Existing designs using small models with binary weights are making their FPGAs relatively larger. These designs already introduce some subversive ideas like mapping the whole networks spatially onto hardware [71]. Besides the opportunities, designers are also faced with the scaling up challenges, from the limitation of loop unrolling, bandwidth, etc.

8 DESIGN AUTOMATION AND FLEXIBILITY

Mapping a certain CNN model onto an FPGA accelerator still requires much heavier work than developing with existing deep learning frameworks. In some application scenarios, various NN models are to be supported with the FPGA accelerator. Thus the design automation of CNN accelerators is also important. Various researches have been focusing on CNN accelerator design toolflows. Venieris, et al. [63] give a detailed discussion on different toolflows in supported models, interface, hardware architecture, design space exploration and arithmetic precision. In this chapter, as we have been focusing on detailed techniques used in model optimization and hardware design, we only classify the toolflows into two categories: hardware design automation and software design automation. Hardware design automation generates different hardware designs according to different NN models. Software design automation keeps the same accelerator and generates different inputs to the accelerator. The discussion in this section can serve as a supplementary to [63].
8.1 Hardware Design Automation

Hardware design automation is widely adopted in FPGA-based accelerators because of the reconfigurability of FPGAs [10, 37, 40, 52, 61, 62, 66]. These proposed techniques focus on automatically generate the HDL design based on the network parameter. Difference between these methods is the selection of an intermediate level description of the network to cover the gap between high-level network description and low-level hardware design.

A straightforward way is no intermediate description. The design flow in [37] searches the optimized parameter for a handcrafted Verilog template with the input network description and platform constraint. This method is similar to the optimization methods mentioned in section 5. DiCecco et al. [10] use a similar idea based on OpenCL model. This enables that the development tool be integrated with Caffe and one network can be executed on different platforms.

Venireis, et al. [62] describes the network model as a DFG in their design tool. Then the network computation process is translated to hardware design with DFG mapping method.

DnnWeaver [52] use a virtual instruction set to describe a network. The network model is first translated into an instruction sequence. Then the sequence is mapped as hardware FSM states but not executed like traditional CPU instructions.

Hardware design automation directly modifies the hardware design to support different networks. This means the hardware can always achieve the best performance on the target platform. This is suitable for FPGA because of its reconfigurability. It works in situations where network switching is not frequent and the reconfiguration overhead does not care. For example, for a large-scale cloud service, the change in network models can be covered by switching between different FPGA chips. So the FPGAs do not need to be reconfigured frequently.

8.2 Software Design Automation

Software design automation tries to run different networks on the same hardware accelerator by simply changing the input, in most cases, an instruction sequence. The difference between these work is the granularity of instruction. At a lower level, Guo, et al. [17] propose the instruction set with only three kinds of instructions: LOAD, CALC, and SAVE. The granularity of the LOAD and SAVE instructions are the same as the data tiling size. Each CONV executes a set of 2-D convolutions given the feature map size encoded in the instruction. The channel number is fixed as the hardware unrolling parameter. At this level, the software compiler can carry out static scheduling and dynamic data reuse strategy accordingly for each layer. DNNDK [3] uses similar ideas but with more functions in the instructions to support various networks.

Zhang et al. [73] use a layer level instruction set. The control of a CNN layer is designed as a configurable hardware FSM. Compared with [17], this reduces the memory access for instruction while increasing the hardware cost on the configurable FSM.

TVM [8] implements a uniform mapping optimization framework for different kinds of platforms including CPU, GPU, FPGA, and ASIC. The framework allows developers to define customized parallel primitive to support customized hardware, including FPGA accelerators. This means the scheduling granularity is more flexible.

Instruction based methods do not modify hardware and thus enables that the accelerator can switch between networks at run-time. An example of the application scenario is the real-time video processing system on a mobile platform. The process of a single frame can involve different networks if the task is complex enough. Reconfigure the hardware causes unacceptable overhead while instruction based methods can solve the problem if all the instructions of all the networks are prepared in memory.
8.3 Mixed Method

Wang, et al. [66] propose a design automation framework mixing the above two by both optimizing hardware design and compile software instructions. The hardware is first assembled with pre-defined HDL templates using the optimized hardware parameter. The data control flow of the computation process is controlled by software binaries, which is compiled according to the network description. It is possible that the hardware can be used for a new network by simply changing the software binaries.

9 CONCLUSION

In this paper, we review state-of-the-art neural network accelerator designs and summarize the techniques used. According to the evaluation result in section 6, with software hardware co-design, FPGA can achieve more than 10× better speed and energy efficiency than state-of-the-art GPU. This shows that FPGA is a promising candidate for neural network acceleration. We also review the methods used for accelerator design automation, which shows that current development flow can achieve both high performance and run-time network switch.

But there is still a gap between current designs and the estimation. On the one hand, quantization with extremely narrow bit-width is limited by the model accuracy, which needs further algorithm research. On the other hand, combining all the techniques needs more research in both software and hardware to make them work well together. Commercial tools including DNNDK [3] is taking a first step but still has a lone way to go. Scaling up the design is also a problem. Future work should focus on solving these challenges.
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