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ABSTRACT

Within the quantum computing, there are two ways to encode a normalized vector \( \{ \alpha_i \} \). They are one-hot encoding and binary coding. The one-hot encoding state is denoted as \( |\psi_O^{(N)}\rangle = \sum_{i=0}^{N-1} \alpha_i |0\rangle^\otimes N-i-1 |1\rangle |0\rangle^\otimes i \) and the binary encoding state is denoted as \( |\psi_B^{(N)}\rangle = \sum_{i=0}^{N-1} \alpha_i |b_i\rangle \), where \( b_i \) is interpreted in binary of \( i \) as the tensor product sequence of qubit states. In this paper, we present a method converting between the one-hot encoding state and the binary encoding state by taking the Edick state as the transition state, where the Edick state is defined as \( |\psi_E^{(N)}\rangle = \sum_{i=0}^{N-1} \alpha_i |0\rangle^\otimes N-i-1 |1\rangle^\otimes i \). Compared with the early work, our circuit achieves the exponential speedup with \( O(\log^2 N) \) depth and \( O(N) \) size.

1 Introduction

Encoding normalized vectors into the amplitude of the initial quantum state is required in most quantum algorithms. Normally, there are two ways to encode the normalized vectors, which are one-hot encoding and binary encoding. For the vector \( \{ \alpha_i \} \), the one-hot encoding state is denoted as \( |\psi_O^{(N)}\rangle = \sum_{i=0}^{N-1} \alpha_i |0\rangle^\otimes N-i-1 |1\rangle |0\rangle^\otimes i \) and the binary encoding state is denoted as \( |\psi_B^{(N)}\rangle = \sum_{i=0}^{N-1} \alpha_i |b_i\rangle \), where \( b_i \) is interpreted in binary of \( i \) as the tensor product sequence of qubit states. The notation \( N \) presents the length of the vector \( \{ \alpha_i \} \). One-hot encoding state is often used to solve combinatorial optimization problems by using quantum approximate optimization algorithm [1][2] because the Ansatz is easier to design and uses fewer multi-qubit gates. While the binary encoding is more popular in the quantum Fourier algorithms such as HHL [3] and quantum linear discriminant analysis (QLDA) [4].

When encoding an \( N \)-length vector, one-hot encoding needs \( N \) qubits while binary encoding needs \( \log N \) qubits. Also, the uniform superposition states whose coefficients are \( \alpha_i = 1/\sqrt{N} \) for each \( i \) are easier to prepare in binary coding by using the Hadamard gates whose depth is \( O(1) \). By contrast, the preparation of W states (the uniform superposition states in one-hot encoding) requires an \( O(\log N) \)-depth scheme [5].

However, if we want to evolve the quantum state into a specific constrained state, the one-hot encoding may be easier to be implemented than the binary encoding. For example, some QAOA algorithms [2][6] apply one-hot encoding because it supports a simpler compilation of the mixer operator. Moreover, the one-hot encoding has higher fault tolerance than the binary encoding.

Given the vector \( \{ \alpha_i \} \), the circuit to prepare \( |\psi_O^{(N)}\rangle \) and \( |\psi_B^{(N)}\rangle \) from \( |0\rangle \) has \( O(N) \) depth [7][8][9]. However, if the vector is unknown, how to design a converter scheme between \( |\psi_O^{(N)}\rangle \) and \( |\psi_B^{(N)}\rangle \) is a challenging problem. The converter plays an important role in a quantum algorithm using one-hot encoding at first and binary encoding at last. Some schemes [10][11] use the converter as a intermediate step to implement the quantum compression on the symmetric pure state.
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In this paper, we present a new method converting between the one-hot encoding state and the binary encoding state by taking the Edick state as the transition state. The Edick state is defined as \( |\psi^{(N)}_E\rangle = \sum_{i=0}^{N-1} \alpha_i |0\rangle^{\otimes N-1-i} |i\rangle \otimes 1 \). The converter circuit depth is \( O(\log^2 N) \) and the size is \( O(N) \). Compared with the early work \([11]\) whose depth and size is \( O(N \log N) \), our scheme achieves an exponential speedup. Besides, with the help of some schemes \([12,13,14]\), our solution can also realize the conversion between one-hot code and Grey code \([7]\) in quantum encoding.

The Edick state is inspired by the Dicke state \([11]\), which is denoted as \( |D_k^N\rangle = \binom{n}{k}^{-\frac{1}{2}} \sum_{x \in \{0,1\}^n, \text{wt}(x)=k} |x\rangle \). We have, e.g. \( |D_3^2\rangle = \frac{1}{\sqrt{6}} (|1100\rangle + |1010\rangle + |1001\rangle + |0110\rangle + |0101\rangle + |0011\rangle) \). Based on the idea from \([11]\), we use our converter to prepare one-hot encoding state and binary coding state for binomial distribution, which is denoted as \( |\psi\rangle = \sum_{k=0}^{N-1} \sqrt{f(k,p)} |k\rangle \), where \( f(k,p) = \binom{n}{k} p^k (1-p)^{n-k} \) is the probability density function of the binomial distribution with \( B(n, p) \). According to the central limit theorem, the binomial distribution \( B(n, p) \) tends to the normal distribution \( \mathcal{N}(np, np(1-p)) \) as \( n \) increases. Therefore, this method can approximately prepare a normal distribution state, which is used in the some quantum finance applications \([6,15]\).

The paper is listed as bellow: In Sec. 2 we propose the exponential speedup scheme converting between the one-hot encoding state and the binary encoding. Sec. 3 gives an application of the converter to prepare the binomial distribution state. Sec. 4 compares our scheme with other related works. Sec. 5 shows the numerical simulation of the converter and Sec. 6 is the conclusion.

\section{Conversion between the one-hot encoding state and the binary encoding state}

In this section, we present two schemes to prepare the one-hot encoding state \( |\psi^{(N)}_O\rangle \) and the binary encoding state \( |\psi^{(N)}_B\rangle \) from the Edick state \( |\psi^{(N)}_E\rangle \), \( |\psi^{(N)}_O\rangle \), \( |\psi^{(N)}_B\rangle \) and \( |\psi^{(N)}_E\rangle \) respectively include \( N \), \( \lceil \log N \rceil \) and \( N-1 \) qubits. It is easy to see the following theorem.

\textbf{Theorem 1.} If there exists two operators \( U_O \) and \( U_B \), satisfying that \( U_O \left( |\psi^{(N)}_E\rangle \otimes |1\rangle \right) = |\psi^{(N)}_O\rangle \) and \( U_B \left( |\psi^{(N)}_E\rangle \right) = |0\rangle^{\otimes N-1-\lceil \log N \rceil} \left| \psi^{(N)}_B\right\rangle \left| 1\right\rangle \) then it is clear that \((U_B \otimes I)U_O^{-1} \left| \psi^{(N)}_O\right\rangle = |0\rangle^{\otimes N-1-\lceil \log N \rceil} \left| \psi^{(N)}_B\right\rangle \left| 1\right\rangle \) and \( U_O(U_B^{-1} \otimes I)\left| \psi^{(N)}_O\right\rangle = \left| \psi^{(N)}_O\right\rangle \) can transfer between the one-hot encoding state and the binary encoding.

\subsection{U_O^{(N)}: From \( |\psi^{(N)}_E\rangle \) to \( |\psi^{(N)}_O\rangle \)}

We use the idea of recursion to propose a \( O(\log N) \) complexity scheme. The circuit is shown as Fig. 1 and Fig. 2. A detailed example of \( U_O^{(N)} \) is shown in Appendix A.

![Figure 1: Edick to one-hot encoding state circuit \( U_O^{(N)} \) when \( N \) is even.](image)

\begin{itemize}
  \item \( |\psi^{(N)}_E\rangle \) has \( N-1 \) qubits and \( |\psi^{(N)}_O\rangle \) has \( N \) qubits, so here we should tensor a qubit
  \item \( |\psi^{(N)}_E\rangle \) has \( N-1 \) qubits and \( |\psi^{(N)}_B\rangle \) has \( \lfloor \log N \rfloor \) qubits, so here we should tensor \( N-1-\lfloor \log N \rfloor \) qubits
\end{itemize}
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When \( N \) is even, \( \frac{N}{2} \) CNOT gates are applied with the odd qubits as the control qubits and their next qubits as the target qubits. Then, the quantum state is

\[
CNOT^\otimes \frac{N}{2} \left( |\psi_E^{(N)}\rangle \otimes |1\rangle \right) = \sum_{0 \leq i \leq N, i \% 2 = 1} \alpha_i |0\rangle^\otimes N-i-1 |10\rangle^\otimes (i+1)/2 + \sum_{0 \leq i \leq N, i \% 2 = 0} \alpha_i |0\rangle^\otimes N-i-1 |11\rangle^\otimes (i-1)/2.
\]

(1)

Given that we have prepared a smaller circuit \( U^{(N/2)}_O \) and have applied it on all odd qubits, then according to the definition of \( U_O \) the state becomes

\[
\sum_{0 \leq i \leq N, i \% 2 = 1} \alpha_i |0\rangle^\otimes N-i-1 |10\rangle^\otimes i + \sum_{0 \leq i \leq N, i \% 2 = 0} \alpha_i |0\rangle^\otimes N-i-1 |11\rangle^\otimes (i-1)/2.
\]

(2)

Finally, \( \frac{N}{2} - 1 \) CNOT gates are applied with all even qubits as the control qubits and their next qubits as the target qubits, and the quantum state is transformed to \( |\psi_O^{(N)}\rangle \). It should be noted that \( U_O^{(2)} \) is equal to the CNOT gate:

\[
(a_0 |0\rangle + a_1 |1\rangle) |1\rangle \rightarrow a_0 |01\rangle + a_1 |10\rangle.
\]

(3)

![Figure 2: Edick to one-hot encoding state circuit \( U_O^{(N)} \) when \( N \) is odd.](image)

When \( N \) is odd, the initial state can be rewritten as

\[
\alpha_{N-1} |1\rangle |1\rangle^\otimes N-1 + |0\rangle |\psi_O^{N-1}\rangle |1\rangle.
\]

(4)

After applying \( U_O^{(N-1)} \), the state is

\[
\alpha_{N-1} |11\rangle |0\rangle^\otimes N-2 + |0\rangle |\psi_O^{N-1}\rangle.
\]

(5)

Then, using the CNOT gate on the first two qubits, we can obtain

\[
\alpha_{N-1} |1\rangle |0\rangle^\otimes N-1 + |0\rangle |\psi_O^{N-1}\rangle = |\psi_O^{(N)}\rangle.
\]

(6)

### 2.2 \( U_B^{(N)} \): From \( |\psi_E^{(N)}\rangle \) to \( |\psi_B^{(N)}\rangle \)

Starting with a simple case, if \( N \) is 3, we can use a CNOT gate to transform the Edick state to the binary encoding state, which is the same as the one-hot encoding state.

\[
\alpha_0 |00\rangle + \alpha_1 |01\rangle + \alpha_2 |11\rangle \rightarrow \alpha_0 |00\rangle + \alpha_1 |01\rangle + \alpha_2 |10\rangle.
\]

(7)

---

4“Odd” is for the qubit number but not for the index \( i \).
If $N$ is a small number ($N \leq 6$), the recursion method [10] introduced in Appendix D can prepare $|\psi_B^{(N)}\rangle$ from $|\psi_E^{(N)}\rangle$. However, the recursion method has $O(N \log N)$ depth, so it is not efficient when $N$ is large.

If $N$ is odd, we can divide $N - 1$ qubits into two parts and use the divide-and-conquer method to prepare $U_B^{(N+1)/2}$ from $U_B^{(N+1)/2}$. The circuit is shown as Fig. 3 and a detailed example of $U_B^{(N)}$ is shown in Appendix B. The step of the scheme is as follows:

**Step 0.** The Edick state can be rewritten as:

$$
\sum_{i=0}^{(N-1)/2-1} \alpha_i |0\rangle \otimes \frac{N-1}{2} (|0\rangle \otimes \frac{N-1}{2} - i |1\rangle) + 
\sum_{i=(N-1)/2}^{N-1} \alpha_i (|0\rangle \otimes \frac{N-1}{2} - i |1\rangle) |rac{N-1}{2}\rangle.
$$

**Step 1.** Implement $U_B^{(N+1)/2}$ on the first part and the second part respectively.

$$
U_B^{(N+1)/2} \otimes U_B^{(N+1)/2} \rightarrow 
\sum_{i=0}^{(N-1)/2-1} \alpha_i |0\rangle \otimes \frac{N-1}{2} (|0\rangle \otimes \frac{N-1}{2} - m |b_i\rangle) 
+ 
\sum_{i=(N-1)/2}^{N-1} \alpha_i (|0\rangle \otimes \frac{N-1}{2} - m |b_{i-(N-1)/2}\rangle)
$$

where $m = \lceil \log \frac{N-1}{2} \rceil$.

**Step 2.** Apply adder-plus-$d$ gate $\mathcal{H} : \mathcal{H} |b_j\rangle = |b_{j+d}\rangle$ on the last $m + 1$ qubit, where $d = 2^m - \frac{N-1}{2}$. So if $d > 0$, we have

$$
I \otimes \mathcal{H} \rightarrow 
\sum_{i=0}^{(N-1)/2-1} \alpha_i |0\rangle \otimes \frac{N-1}{2} (|0\rangle \otimes \frac{N-1}{2} - m |b_{i+d}\rangle) 
+ 
\sum_{i=(N-1)/2}^{N-1} \alpha_i (|0\rangle \otimes \frac{N-1}{2} - m |b_{i-(N-1)/2}\rangle)
$$

where $|1\rangle |0\rangle \otimes m = |b_{2m}\rangle$. A scheme to implement the adder-plus-$d$ gate is shown in Appendix C.
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**Step 3.** For all $j \in \left[\frac{N-1}{2} - m + 1, \frac{N-1}{2}\right]$, apply the CNOT gate, whose control qubit is $j$ th qubit and target qubit is $\frac{N+1}{2} + j$ th qubit.

$$\begin{aligned}
I \otimes \text{CNOT} &\rightarrow \sum_{i=0}^{(N-1)/2-1} \alpha_i \left|0\right> \otimes \frac{N-1}{2} \left(\left|0\right> \otimes \frac{N-1}{2} - m \left|b_{i+d}\right>\right) \\
+ &\sum_{i=(N-1)/2}^{N-1} \alpha_i \left(\left|0\right> \otimes \frac{N-1}{2} - m \left|b_{i-(N-1)/2}\right>\right) \left(\left|0\right> \otimes \frac{N-1}{2} - m - 1 \left|1\right> \left|b_{i-(N-1/2)}\right>\right) = \sum_{i=0}^{N-1} \alpha_i \left|0\right> \otimes \frac{N-2}{2} - m \left|b_{i+d}\right>.
\end{aligned} \tag{11}$$

**Step 4.** For all $j \in \left[\frac{N-1}{2} - m + 1, \frac{N-1}{2}\right]$, apply the Toffoli gate, whose control qubits are $N - m - 1$ th and $\frac{N-1}{2} + j$ th qubit and target qubit is $j$ th qubit.

$$\begin{aligned}
\text{Toffoli} &\rightarrow \sum_{i=0}^{(N-1)/2-1} \alpha_i \left|0\right> \otimes \frac{N-1}{2} \left(\left|0\right> \otimes \frac{N-1}{2} - m \left|b_{i+d}\right>\right) \\
+ &\sum_{i=(N-1)/2}^{N-1} \alpha_i \left(\left|0\right> \otimes \frac{N-1}{2} \left|b_{i-(N-1)/2}\right>\right) \left(\left|0\right> \otimes \frac{N-1}{2} - m - 1 \left|1\right> \left|b_{i-(N-1/2)}\right>\right) = \sum_{i=0}^{N-1} \alpha_i \left|0\right> \otimes \frac{N-2}{2} - m \left|b_{i+d}\right>.
\end{aligned} \tag{12}$$

**Step 5.** Apply the inverse of the adder-plus-$d$ gate $\mathcal{H}^{-1}$ (adder-minus-$d$ gate) and we get the final state.

$$\begin{aligned}
I \otimes \mathcal{H}^{-1} &\rightarrow \sum_{i=0}^{N-1} \alpha_i \left|0\right> \otimes \frac{N-2}{2} - m \left|b_i\right>.
\end{aligned} \tag{13}$$

If $d = 0$, **step2** and **step5** are canceled. After **step1**, **step3**, **step4** the quantum state becomes:

![Diagram](image)

Figure 4: $U_B^{(N)}$ when $d = 0.$
As to
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The reason of the second equation in Eq. 17 is that the CNOT gate in Fig. 2 can be combined with the last \( i > j \). This is because for all \( i > j \) th and \( N - m - 1 \) th qubits and the target qubits are \( N - m - 2 \) th, \( \frac{N - 1}{2} - m \) th and \( N - m - 1 \) th qubits. This action transforms

\[
\begin{align*}
\alpha N^{-1} & \left( |0\rangle \otimes \frac{N - 1}{2} - m -1 |1\rangle |0\rangle^m \right) \\
\xrightarrow{\text{CNOT}} & \alpha N^{-1} \left( |0\rangle \otimes \frac{N - 1}{2} - m -2 |1\rangle |0\rangle^{m+1} \right)
\end{align*}
\]

and keep the other terms in the Eq. [14] unchanged. Therefore, the final state becomes

\[
\sum_{i=0}^{N-1} \alpha_i |0\rangle^\otimes N - m - 3 |b_i\rangle.
\]

If \( N \) is even, three methods with different depth and ancilla number (seen in Sec. 2.3 and Sec. 5) are used to prepare \( \psi_B^{(N)} \). These three methods are: (I). the recursion method, (II). the expanding-to-N + 1 method, and (III). the expanding-to-2^k method.

The recursion method is shown in Appendix D and uses \( U_B^{(N-1)} \) to prepare \( U_B^{(N)} \) without ancilla. The expanding-to-N + 1 method is to prepare \( U_B^{(N+1)} \) to replace \( U_B^{(N)} \) and the expanding-to-2^k is to prepare \( U_B^{(2^k+1)} \) to replace \( U_B^{(N)} \).

This is because for all \( i > j \), \( U_B^{(i)} \) can also transform \( \psi_E^{(j)} \) to \( \psi_B^{(j)} \).

2.3 Circuit depth and size

From Fig. 1, \( d_o(N) \), the depth of \( U_O^{(N)} \) satisfies

\[
d_o(N) = d_o(N/2) + 2, \text{ if } N \text{ is even} \\
d_o(N) = d_o(N - 1), \text{ if } N \text{ is odd}
\]

and \( s_o(N) \), the size of \( U_O^{(N)} \) satisfies

\[
s_o(N) = s(N/2) + N - 1, \text{ if } N \text{ is even} \\
s_o(N) = s(N - 1) + 1, \text{ if } N \text{ is odd}
\]

The reason of the second equation in Eq. 17 is that the CNOT gate in Fig. 2 can be combined with the last \( (N - 1)/2 - 1 \) gates in Fig. 1. From Eq. 17 and 18 we have \( d_o(N) = 2 \log N - 1 \) and \( s_o(N) < 1 + N + \log N \) (proof in Appendix F). Therefore, \( U_O^{(N)} \)'s depth is \( O(\log N) \) and size is \( O(N) \).

As to \( U_B^{(N)} \), if we use the expanding-to-2^k method, we only calculate the complexity when \( N = 2^m + 1 \), which satisfies:

\[
d_b(N) = d_b(\frac{N + 1}{2}) + O(\log N), \\
s_b(N) = 2s_b(\frac{N + 1}{2}) + O(\log N).
\]
If we use the expanding-to-$N+1$ method, according to Fig. 3, the adder-plus-$d$ gate $H$ can be implemented by $O(m) = O(\log N)$ depth and $O(m^2) = O(\log^2 N)$ size (the Fourier method in Appendix C). Moreover, CNOT gates’ depth is $O(1)$ and size is $O(m)$, and Toffoli gates’ depth is $O(m)$ and size is $O(m)$. By the way, if we replace the Fourier adder-plus-$d$ gate with the carry-lookahead adder (QLCA) gate [16], the depth of the adder gate drops to $O(\log m)$. However, the depth of the entire circuit remains the same.

Therefore, it is clear that

$$d_b(N) = d_b\left(\frac{N+1}{2}\right) + O(\log N), \text{ if } N \text{ is odd.}$$

$$d_b(N) = d_b(N+1), \text{ if } N \text{ is even.} \quad (20)$$

and

$$s_b(N) = 2s_b\left(\frac{N+1}{2}\right) + O(\log^2 N), \text{ if } N \text{ is odd.}$$

$$s_b(N) = s_b(N+1), \text{ if } N \text{ is even.} \quad (21)$$

If we use the recursion method, CNOT gates ($O(\log N)$ depth and $O(\log N)$ size) and multiple qubit Toffoli gates ($O(\log N)$ depth and $O(\log^2 N)$ size [17]) should be added to the circuit. Therefore, the whole circuit satisfies that

$$d_b(N) = d_b\left(\frac{N+1}{2}\right) + O(\log N), \text{ if } N \text{ is odd.}$$

$$d_b(N) = d_b(N+1) + O(\log N), \text{ if } N \text{ is even.} \quad (22)$$

and

$$s_b(N) = 2s_b\left(\frac{N+1}{2}\right) + O(\log^2 N), \text{ if } N \text{ is odd.}$$

$$s_b(N) = s_b(N-1) + O(\log^2 N), \text{ if } N \text{ is even.} \quad (23)$$

After solving Eq. 19 $\sim$ Eq. 23 (proof in Appendix F), we come to the conclusion that $d_b(N) = O(\log^2 N)$ and $s_b(N) = O(N)$ no matter which method we choose among (I). the recursion method, (II). the expanding-to-$N+1$ method or (III). the expanding-to-$2^k$ method.

After combining $U_O^{(N)}$ and $U_B^{(N)}$, the entire circuit has $O(\log^2 N)$ depth and $O(N)$ size.

### 3 Preparation of the binomial distribution state

By using the idea in [11], we can use RY gate to prepare the binomial Edick state $\left|\psi_E^{(N+1)}\right\rangle = \sum_{i=0}^{N} \sqrt{f(i,p)} \left|0\right\rangle^{\otimes N-i} \left|1\right\rangle^{\otimes i}$, where $f(i,p) = \binom{N}{i} p^i (1-p)^{N-i}$ is the probability density function of the binomial distribution $B(N,p)$. We can also simulate the normal distribution in this way, because according to the central limit theorem, the binomial distribution $B(n,p)$ tends to the normal distribution $\mathcal{N}(np,np(1-p))$ as $n$ increases. Then, we use the converter in Sec. 2 to prepare the one-hot binomial state and the binary binomial state. The circuit is shown as Fig. 5 and a detailed introduction is shown in Appendix E.

The reference [11] has proved that the depth and the size of $U_{N,N-1}$ are $O(N)$ and $O(N^2)$. Therefore, according to Sec. 2,3 the whole binomial state generation circuit’s depth is $O(N)$ and the size is $O(N^2)$. Moreover, due to the binomial theorem, our scheme has no error in theory when preparing binomial distribution states.

If we want to prepare a normal distribution, we can adjust the value of $\theta$ to determine the variance. Since the variance

$$\sigma = np(1-p) = \frac{N \sin^2 \theta}{4},$$

(24)
an N-qubit circuit can simulate any variance from 0 to $\frac{N}{4}$ by only adjusting the parameter $\theta$.
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4 Comparison with other works

Plesch et al. [10] propose a method to implement the quantum compression, which is applied to prepare the binomial distribution state and then Bärtchi et al. [11] solve this problem by the Dicke state. Both schemes use the converter scheme as a intermediate step. Plesch’s method has \(O(N \log N)\) depth and \(O(N \log^2 N)\) size and Bärtchi’s method improve the size to \(O(N \log N)\). Xiaoming Sun et al. [18] propose a conversion method when \(N = 2^n\). With \(2N\) ancilla qubits, the conversion can be implemented by a quantum circuit using single-qubit gates and CNOT gate of depth \(O(\log N)\) and size \(O(N)\). Compared to these schemes, our converter achieves an exponential speedup with \(O(\log^2 N)\) depth and \(O(N)\) size without ancilla.

Bärtchi et al. [11] also propose a method called CNOT stair to generate one-hot encoding state from the Edick state circuit shown as Fig. 6. The qubit \(|1\rangle\) should be tensored with \(|\psi^{(N)}_E\rangle\) first and then \(U^{(N)}_O\) applies \(O(N^2)\) CNOT gates on all \(N\) qubits. This circuit includes \(\frac{1}{2}N^2\) CNOT gates and its depth is \(2N - 3\). In contrast, our scheme can achieve exponentially speed up in this part by \(O(\log N)\) depth and \(O(N)\) size.

Under the support of the converter scheme, the complexity of preparing binomial distribution states also decreases slightly compared to the previous two schemes [10, 11]. The depth of Plesch’s method and Bärtchi’s method are \(O(N^2)\) and \(O(N \log N)\) respectively, while our method’s depth is \(O(N)\). Compared with the arbitrary preparation methods [7, 8, 9] that has the same complexity with our scheme, we do not need to calculate the value of \(f(k, p)\) in classical way. The classical complexity to calculate \(f(k, p)\) should be more than \(O(N)\), because as \(N\) increases, the computational complexity of a single probability increases, and the computation needs to be done \(N + 1\) times from \(f(0, p)\) to \(f(N, p)\). Besides, from a \(B(n, p)\)-state preparation to a \(B(n, q)\)-state preparation, only 1-depth circuit need to be changed (only change the parameter of the first \(N\) \(R_y\) gates), but the arbitrary preparation methods need to change massive rotation gates.

A recent paper [19] using mid-circuit partial measurements has shown that an \(O(\log N)\)-depth circuit has ability to prepare the normal distribution state with the success probability of more than \(\frac{1}{\pi t_1}\), where \(t_1\) is a constant variable decides the qubits counts and the circuit depth. This scheme also uses the central limit theorem to prepare the normal distribution by quantum random walks. In contrast, our circuit does not require the manipulation of intermediate measurements so it is deterministic and is easier to prepare. Moreover, when the variance of the normal distribution is within a certain range \((0 \sim \frac{N}{4})\), we can realize the preparation of the quantum state only by changing the angle of the \(R_y\) gate, while method in [19] should change the number of iterations of the circuit to approximate the target variance.
5 Numerical simulation

In this section, we decompose the converter $U_O(U_B^{-1} \otimes I)$ into single qubit gates and CNOT gates in Qiskit, and then count the circuit depth and size of three methods: (I), the recursion method, (II), the expanding-to-$N + 1$ method (III), the expanding-to-$2^k$ method.

Given that $N = 2^k + 1$ and $k$ from 1 to 15, Fig. 7 shows the converter depth is near $4k^2$ and Fig. 8 shows the size is linear with $N$, which is approximate to $23N$. Therefore, if we use the Expanding-to-$2^k$ method, the depth is between $4 \log^2 N$ to $4 \log^2 2N$ and the size is between $23N$ to $46N$.

![Figure 7: The depth of the converter circuit when $N = 2^k + 1$.](image)

![Figure 8: The size of the converter circuit when $N = 2^k + 1$.](image)

Fig. 9 and Fig. 10 show the depth and size of the circuit by using expanding-to-$N + 1$ method when $N$ is from 3 to 300. The depth is between $4 \log^2 N$ and $23 \log^2 N$ and the size is between $23N$ to $108N$. As $N$ approaches the integer power of 2, the lines in two figures drop with a decreasing step function and jump suddenly because the number of adder-plus-d gates is reduced. The number of the ancilla in expanding-to-$2^k$ and expanding-to-$N + 1$ is shown as Fig. 11. The expanding-to-$2^k$ method requires at most $N - 1$ qubits while expanding-to-$N + 1$ requires at most $\frac{N-5}{3}$ qubits.

Fig. 12 and Fig. 13 show the depth and size of the circuit by using recursion method when $N$ is from 3 to 300. The depth is between $4 \log^2 N$ and $28.5 \log^2 N$ and the size is between $23N$ to $100N$. Without ancilla, the constant of the recursion is approximate to that of the Expanding-to-$N + 1$ method. Different from Fig. 9 and Fig. 10, the lines in Fig. 11 and Fig. 12 drop sharply and rise gradually when $N$ is near the integer power of 2.

6 Conclusion

In conclusion, we presented a scheme to convert between the one-hot encoding state and the binary encoding state. The entire converter circuit consists of the Edick to one-hot circuit and the Edick to binary circuit. With the combination of the two parts, the circuit depth is $O(\log^2 N)$ and size is $O(N)$, which improves upon the previous work.

We also use this converter to prepare binomial distribution quantum states. Due to the central limit theorem, this quantum state can approximate the normal distribution state as $N$ increases. The state generation circuit has $O(N)$ depth and $O(N^2)$ size. If there is a better way to prepare the Edick state, the depth and size of the line have the potential to be further reduced.
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Figure 9: The depth of the converter circuit using Expanding-to-$N + 1$.

Figure 10: The size of the converter circuit using Expanding-to-$N + 1$.

Figure 11: The number of ancilla in Expanding-to-$N + 1$ and Expanding-to-$2^k$.

Figure 12: The depth of the converter circuit using recursion.
In the simulation, we find the lower bound of the converter depth is $4 \log_2 N$ and that of the converter size is $23N$. If we use the \textit{expanding-to-2} method, by adding at most $N$ ancilla, the upper bound of the depth is $4 \log_2 2N$ and that of the size is $46N$. If we use the \textit{expanding-to-N} + 1 method, by adding at most $N/3$ ancilla, the upper bound of the depth is $23 \log_2 N$ and that of the size is $108N$. If we use the \textit{recursion} method, without ancilla, the upper bound of the depth is $28.5 \log_2 N$ and that of the size is $100N$.
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A The procedure in $U^{(4)}_O$ and $U^{(5)}_O$

Here, we give the transformation of the quantum state in $U^{(4)}_O$ and $U^{(5)}_O$.

$U^{(4)}_O$:

\[
\begin{align*}
|000\rangle & \xrightarrow{\otimes|1\rangle} |0001\rangle \xrightarrow{\text{CNOT 1 to 2, 3 to 4}} |0001\rangle \xrightarrow{U^{(2)}_O 1 \to 3} |0001\rangle \xrightarrow{\text{CNOT 2 to 3}} |0001\rangle \\
|001\rangle & \xrightarrow{\otimes|1\rangle} |0011\rangle \xrightarrow{\text{CNOT 1 to 2, 3 to 4}} |0010\rangle \xrightarrow{U^{(2)}_O 1 \to 3} |0010\rangle \xrightarrow{\text{CNOT 2 to 3}} |0010\rangle \\
|011\rangle & \xrightarrow{\otimes|1\rangle} |0111\rangle \xrightarrow{\text{CNOT 1 to 2, 3 to 4}} |0110\rangle \xrightarrow{U^{(2)}_O 1 \to 3} |0110\rangle \xrightarrow{\text{CNOT 2 to 3}} |0100\rangle \\
|111\rangle & \xrightarrow{\otimes|1\rangle} |1111\rangle \xrightarrow{\text{CNOT 1 to 2, 3 to 4}} |1010\rangle \xrightarrow{U^{(2)}_O 1 \to 3} |1000\rangle \xrightarrow{\text{CNOT 2 to 3}} |1000\rangle.
\end{align*}
\]

As to $U^{(5)}_O$, first tensor $|1\rangle$ with the quantum state.

\[
\begin{align*}
|0000\rangle & \xrightarrow{\otimes|1\rangle} |00001\rangle \xrightarrow{U^{(4)}_O} |00001\rangle \xrightarrow{\text{CNOT 1 TO 2}} |00001\rangle \\
|0001\rangle & \xrightarrow{\otimes|1\rangle} |00011\rangle \xrightarrow{U^{(4)}_O} |00010\rangle \xrightarrow{\text{CNOT 1 TO 2}} |00010\rangle \\
|0011\rangle & \xrightarrow{\otimes|1\rangle} |00111\rangle \xrightarrow{U^{(4)}_O} |00100\rangle \xrightarrow{\text{CNOT 1 TO 2}} |00100\rangle \\
|0111\rangle & \xrightarrow{\otimes|1\rangle} |01111\rangle \xrightarrow{U^{(4)}_O} |01000\rangle \xrightarrow{\text{CNOT 1 TO 2}} |01000\rangle \\
|1111\rangle & \xrightarrow{\otimes|1\rangle} |11111\rangle \xrightarrow{U^{(4)}_O} |11000\rangle \xrightarrow{\text{CNOT 1 TO 2}} |10000\rangle.
\end{align*}
\]

B The procedure of $U^{(7)}_B$

Here, we give the transformation of the quantum state in $U^{(7)}_B$. 
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We can use the Fourier gate to prepare the adder-plus-\(d\) gate.

\[ U_B^{(7)} : \]

\[
\begin{array}{c|c}
000000 & U_B^{(4)} \otimes U_B^{(4)} \\
010010 & CNOT \rightarrow 000001 \\
000001 & \text{adder-plus-1} \rightarrow 000010 \\
010101 & CNOT \rightarrow 000100 \\
000111 & \text{adder-plus-1} \rightarrow 001000 \\
011011 & CNOT \rightarrow 010000 \\
010110 & \text{adder-plus-1} \rightarrow 100000 \\
011111 & CNOT \rightarrow 110000 \\
\end{array}
\]

C  The adder-plus-\(d\) gate.

We can use the Fourier gate to prepare the adder-plus-\(d\) gate as Fig. 15.

An \(n\)-qubit adder-plus-\(d\) gate (\(n = \lceil \log \frac{N}{2} \rceil + 1\) in our scheme) is composed of a quantum Fourier transformation (QFT) gate, \(n\) phase gates and an inverse quantum Fourier transformation (IQFT) gate. Given that the initial state is \(|b_j\rangle\), we obtain

\[
\frac{1}{2^{n/2}} \sum_{k=0}^{n-1} (|0\rangle + e^{2\pi i \frac{jk}{2^n}} |1\rangle)
\]

after applying the QFT gate. Then, the action of phase gates \(\otimes_{k=0}^{n-1} U(2d\pi \frac{2^k}{2^n})\), where \(U(\lambda) = \begin{bmatrix} 1 & 0 \\ 0 & e^{i\lambda} \end{bmatrix}\), is given by

\[
\frac{1}{2^{n/2}} \sum_{k=0}^{n-1} (|0\rangle + e^{2\pi i (j+d) \frac{2^k}{2^n}} |1\rangle),
\]

and finally, the state evolves into \(|b_{j+d}\rangle\) after IQFT.
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The Fourier adder-plus-\(d\) gate has \(O(n)\) depth and \(O(n \log n)\) size. If we want to pursue a smaller complexity, we can use the quantum carry lookahead adder (QLCA) method \([16]\). By adding \(O(n)\) ancilla, QCLA can implement the adder with \(O(\log n)\) depth and \(O(n)\) size.

**D The recursion converter**

In this section, we introduce the recursion converter presented by Plesch et al. \([10]\). Although Plesch et al. prove that the circuit depth has \(O(N \log^2 N)\) depth and size, the circuit depth can decrease to \(O(N \log N)\), because Saeedi et al. has presented a scheme to decompose \(n\)-qubit Toffoli gates in linear depth.

In Plesch’s scheme, the scheme is used to convert between the one-hot encoding state and the binary encoding state. Here by a slight change, the circuit can convert between the Edick state and the binary state. An \(N = 6\) qubit converter is shown as Fig. 15.

![4-qubit converter](image)

Figure 15: The converter with binary calculation.

Given that \(N \geq 2\) qubit converter \(C_{N-1}\) has been prepared and we have already prepared \(|\psi_E^{(N)}\rangle\). After applying \(C_{N-1}\) on the last \(N \geq 2\) qubits, the quantum state becomes

\[
\alpha_{N-1} |1\rangle \otimes |0\rangle^{N-1-\lceil \log N \rceil} |b_{N-2}\rangle + |0\rangle \sum_{i=0}^{N-2} \alpha_i |0\rangle^{N-1-\lceil \log N \rceil} |b_i\rangle.
\]  

(27)

After calculating the bitwise XOR \(c = c_1 \cdots c_{\lceil \log N \rceil} = b_{N-1} \oplus b_{N-2}\), for all \(i\) satisfying \(c_i = 1\), CNOT gates are implemented on the first qubit and the \(N - \lceil \log N \rceil + i\)th qubit. Then, use the multiple qubit Toffoli gate to flip the first qubit if the last \(\lceil \log N \rceil\) qubit is \(|b_{N-1}\rangle\). Thus the final state becomes the binary state. In the original scheme \([10]\), we can replace \(c\) with \(b_{N-1}\) to prepare \(|\psi_B^{(N-1)}\rangle\) from \(|\psi_E^{(N-1)}\rangle |b_N\rangle\)

**E Generation of the binomial distribution state.**

As Fig. 5 shown, we first implement \(R_Y(\theta) \otimes N\) on \(|0\rangle^\otimes N\), where \(\theta = 2 \arcsin \sqrt{p}\) and \(R_Y(\theta) = \begin{bmatrix} \cos \frac{\theta}{2} & -\sin \frac{\theta}{2} \\ \sin \frac{\theta}{2} & \cos \frac{\theta}{2} \end{bmatrix}\) and we will obtain

\[
R_Y(\theta) \otimes N (|0\rangle^\otimes N) = \sum_{k=0}^{N} \sqrt{f(k, p)} |D_k^N\rangle,
\]  

(28)

where \(|D_k^N\rangle = \binom{N}{k}^{-\frac{1}{2}} \sum_{x \in \{0, 1\}^N, wt(x) = k} |x\rangle\) is the Dicke state. Second, we implement the inverse gate of \(U_{N, N-1}\) presented in \([11]\) and the state becomes

\[
U_{N, N-1} |0\rangle^\otimes N-k |1\rangle^\otimes k = |D_k^N\rangle
\]  

(29)
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for each \( k \in \{0, 1, \cdots, N\} \), so \( U_{N,N-1}^{-1} \) satisfies that

\[
U_{N,N-1}^{-1} \sum_{k=0}^{N} \sqrt{f(k,p)} |D_k^n\rangle = \sum_{i=0}^{N} \sqrt{f(i,p)} |0\rangle^{\otimes N-i} |1\rangle^{\otimes i}.
\]  

(30)

\( U_{N,N-1} \) can be decomposed to Split & Cyclic Shift gate (\( \text{SCS}_{n,k} \)) that is in the form of

\[
U_{N,N-1} := \prod_{\ell=2}^{N-1} \left( \text{SCS}_{\ell,\ell-1} \otimes I^{\otimes N-\ell} \right) \cdot \left( I^{\otimes N-k-1} \otimes \text{SCS}_{N,N-1} \right),
\]

(31)

where \( \text{SCS}_{n,k} \) satisfies that

\[
\text{SCS}_{n,k}|0\rangle^{\otimes k+1} = |0\rangle^{\otimes k+1},
\]

\[
\text{SCS}_{n,k}|0\rangle^{\otimes k+1-\ell}|1\rangle^{\otimes \ell} = \sqrt{\frac{\ell}{n}} |0\rangle^{\otimes k+1-\ell}|1\rangle^{\otimes \ell} + \sqrt{\frac{n-\ell}{n}} |0\rangle^{\otimes k-\ell}|1\rangle^{\otimes \ell},
\]

(32)

\[
\text{SCS}_{n,k}|1\rangle^{\otimes k+1} = |1\rangle^{\otimes k+1}.
\]

As proved in \cite{11}, \( \text{SCS}_{n,k} \) can be decomposed to 1 two-qubit gates and \( k-1 \) three-qubit gates shown as Fig. 16 and Fig. 17.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure16.png}
\caption{Two-qubit gates \( \text{SCS}_2 \).}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure17.png}
\caption{Three-qubit gates \( \text{SCS}_3 \).}
\end{figure}

Finally, we apply \( U_B^{(N+1)} \) or \( U_O^{(N+1)} \) to transform the Edick state to the one-hot encoding state or the binary encoding state\(^5\) which is denoted as

\[
U_B^{(N+1)} \left( \sum_{i=0}^{N} \sqrt{f(i,p)} |0\rangle^{\otimes N-i} |1\rangle^{\otimes i} \otimes |1\rangle \right) = \sum_{i=0}^{N} \sqrt{f(i,p)} |0\rangle^{\otimes N-i} |1\rangle |0\rangle^{\otimes i}
\]  

(33)

\[
U_O^{(N+1)} \left( \sum_{i=0}^{N} \sqrt{f(i,p)} |0\rangle^{\otimes N-i} |1\rangle^{\otimes i} \otimes |1\rangle \right) = \sum_{i=0}^{N} \sqrt{f(i,p)} |0\rangle^{\otimes N-\log N} |b_i\rangle.
\]

(34)

F Proof in Sec. 2.3

F.1 The solution of Eq. [17]

We use the binary \( b_N = c_n c_{n-1} \cdots c_1 \) to represent \( N \). From Eq. [17] we have

\[
d_o(c_n c_{n-1} \cdots c_1) = d_o(c_n c_{n-1} \cdots c_2) + 2
\]

\[
= d_o(c_n c_{n-1} \cdots c_3) + 2 \cdot 2
\]

\[
= d_o(c_n c_{n-1}) + 2(n-2)
\]

\[
= 2n-1 = 2[\log N] - 1
\]

\(^5\)A extra ancilla qubits should added to \( U_O^{(N+1)} \) if the one-hot encoding state is required.
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F.2 The solution of Eq. 18

We use the binary $b_N = c(nc_{n-1} \cdots c_1$ to represent $N$. From Eq. 18 we have

$$s_o(c(nc_{n-1} \cdots c_1) = s_o(c(nc_{n-1} \cdots c_2) + c_1$$

$$= s_o(c(nc_{n-1} \cdots c_2) + N$$

$$= s_o(c(nc_{n-1} \cdots c_3) + N + \lfloor \frac{N}{2} \rfloor + c_1 + c_2$$

$$= s_o(c(nc_{n-1} + \sum_{i=0}^{n-2} \lfloor \frac{N}{2^i} \rfloor + \sum_{i=1}^{n} c_i$$

$$= 1 + \sum_{i=0}^{n-3} \lfloor \frac{N}{2^i} \rfloor + \sum_{i=1}^{n-1} c_i < 1 + N + \log N$$

F.3 The solution of Eq. 19

Note $M = N - 1$, $d(M) = d_b(N)$ and $s(M) = s_b(N)$, so $b_M = 10^{\otimes(m+1)}$. We have

$$d_b(N) = d(10^{\otimes(m+1)})$$

$$= d(10^{\otimes(m)}) + O(m)$$

$$= d(10^{\otimes(m-1)}) + O(m) + O(m - 1)$$

$$= d(10) + O(m^2) = O(\log^2 N)$$

$$s_b(N) = 2s(10^{\otimes(m)}) + O(m)$$

$$= 4s(10^{\otimes(m-1)}) + O(m) + 2O(m - 1)$$

$$= 2^m s(10) + \sum_{i=0}^{m-1} 2^i O(m - i)$$

$$= O(2^m) + km \sum_{i=0}^{m-1} 2^i - k \sum_{i=0}^{m-1} 2^i$$

$$= O(2^m) + 2^m + O(m) = O(N)$$

F.4 The solution of Eq. 20

Note that $M = N - 1$, $d(M) = d_b(N)$. If we use the binary $b_M = c(nc_{n-1} \cdots c_1$ to represent $M$, then $O(\log N) = O(n)$. So we have

$$d_b(N) = d(c(nc_{n-1} \cdots c_1)$$

$$= d(c(nc_{n-1} \cdots c_2 + c_1) + O(n)$$

$$= d(c(nc_{n-1} \cdots c_3 + c_2 \lor c_1) + O(n) + O(n - 1)$$

$$= d(c(nc_{n-1} + c_{n-2} \lor \cdots \lor c_1) + \sum_{i=0}^{n-3} O(n - i) = O(\log^2 N)$$
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F.5 The solution of Eq. 21

Note that $M = N - 1$, $s(M) = s_b(N)$. If we use the binary $b_M = c_n c_{n-1} \cdots c_1$ to represent $M$, then $O(\log N) = O(n)$. So we have

$$s_b(N) = s(c_n c_{n-1} \cdots c_1)$$

$$= s(c_n c_{n-1} \cdots c_2 + c_1) + O(n^2)$$

$$= 2^2 s(c_n c_{n-1} \cdots c_3 + c_2 \lor c_1) + O(n^2) + 2O((n - 1)^2)$$

$$= 2^{n-2} d(c_n c_{n-1} + c_{n-2} \lor \cdots \lor c_1) + \sum_{i=0}^{n-3} 2^i O((n - i)^2)$$

$$= O(2^n) + 2^n \sum_{k=3}^{n} 2^{-k} O(k^2) = O(2^n) - O(n^2) = O(N)$$

F.6 The solution of Eq. 22

Note that $M = N - 1$, $d(M) = d_b(N)$. If we use the binary $b_M = c_n c_{n-1} \cdots c_1$ to represent $M$, then $O(\log N) = O(n)$. So we have

$$d_b(N) = d(c_n c_{n-1} \cdots c_1)$$

$$= d(c_n c_{n-1} \cdots c_2 0) + c_1 O(n)$$

$$= d(c_n c_{n-1} \cdots c_2) + (c_1 + 1) O(n)$$

$$= d(c_n c_{n-1} \cdots c_3) + (c_1 + 1) O(n) + (c_2 + 1) O(n - 1)$$

$$= d(c_n c_{n-1}) + \sum_{i=1}^{n-2} (c_i + 1) O(n - i + 1)$$

$$< 2O(n^2) = O(\log^2 N)$$

F.7 The solution of Eq. 23

Note that $M = N - 1$, $s(M) = s_b(N)$. If we use the binary $b_M = c_n c_{n-1} \cdots c_1$ to represent $M$, then $O(\log N) = n$. So we have

$$s_b(N) = s(c_n c_{n-1} \cdots c_1)$$

$$= s(c_n c_{n-1} \cdots c_2 0) + c_1 O(n^2)$$

$$= 2s(c_n c_{n-1} \cdots c_2) + (c_1 + 1) O(n^2)$$

$$= 2^2 s(c_n c_{n-1} \cdots c_3) + (c_1 + 1) O(n^2) + 2(c_2 + 1) O((n - 1)^2)$$

$$= 2^{n-3} s(c_n c_{n-1}) + \frac{1}{2} \sum_{i=1}^{n-2} 2^i (c_i + 1) O((n - i + 1)^2)$$

$$< O(2^n) + \sum_{i=1}^{n-2} 2^i O((n - i)^2) = O(2^n) + 2^n \sum_{k=2}^{n-1} 2^{-k} O(k^2)$$

$$= O(2^n) - O(n^2) = O(N)$$