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ABSTRACT

Massive stars exhibit a variety of instabilities, many of which are poorly understood. We explore instabilities induced by centrifugal forces and angular momentum transport in massive rotating stars. First, we derive and numerically solve linearized oscillation equations for adiabatic radial modes in polytropic stellar models. In the presence of differential rotation, we show that centrifugal and Coriolis forces combined with viscous angular momentum transport can excite stellar pulsation modes, under both low- or high-viscosity conditions. In the low-viscosity limit, which is common in real stars, we demonstrate how to compute mode growth/damping rates via a work integral. Finally, we build realistic rotating 30 M☉ star models and show that overstable (growing) radial modes are predicted to exist for most of the star’s life, in the absence of non-adiabatic effects. Peak growth rates are predicted to occur while the star is crossing the Hertzsprung–Russell gap, though non-adiabatic damping may dominate over viscous driving, depending on the effective viscosity produced by convective and/or magnetic torques. Viscous instability could be a new mechanism to drive massive star pulsations and is possibly related to instabilities of luminous blue variable stars.
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1 INTRODUCTION

Massive stars can lose a significant amount of mass during their evolution, and the physical mechanisms behind the mass-loss are not well understood. One well-studied mechanism is line-driven winds (e.g. Vink 2021), which are caused primarily by scattering between photons and iron-group elements. Another well-studied mechanism is envelope stripping by a binary companion, which occurs in a large fraction of binary stars (Sana et al. 2012). Smith (2014) presents a comprehensive review of theories and observations of massive star mass-loss.

However, it is becoming increasingly clear that some stars such as luminous blue stars (LBVs, or S Doradus variables) lose their mass through outbursts or eruptions (see Smith 2017; Davidson 2020 for recent reviews). While it is generally agreed that radiation pressure in these near-Eddington (or super-Eddington) stars is an important factor for their mass-loss (e.g. Jiang et al. 2018), the details of the outburst mechanisms are not well understood. Moreover, supernova observations have made it abundantly clear that a significant fraction of massive stars undergo outbursts or enhanced mass-loss in the final years of their lives (see e.g. Wu & Fuller 2021 for a list of examples). The mechanisms underlying LBV eruptions and presupernova outbursts are highly debated, motivating continued studies of massive star instabilities.

One possible mechanism for variability and mass-loss in LBVs are instabilities related to rapid stellar rotation. Indeed, Groh, Hillier & Damineli (2006), Groh et al. (2009) have shown that some LBVs do appear to rotate very rapidly, near their critical rotation rate of \( \Omega_{\text{crit}} \approx \sqrt{GM_*/R^3} \) (where \( M_* \) and \( R \) are mass and radius of the star). Zhao & Fuller (2020) showed that efficient angular momentum transport can cause massive stars evolving off the main sequence (and through the LBV instability region) to have surface rotation rates that approach the critical rate (see also Langer 1998; Ekström et al. 2008; Hastings, Wang & Langer 2020), driving centrifugally enhanced mass-loss. However, it is not clear whether the mass ejection mechanism would be centrifugally enhanced winds (e.g. Gagnier et al. 2019), loss of mass into a decretion disc, or whether mass-loss occurs via rotationally enhanced instabilities.

Zhao & Fuller (2020) demonstrated that the stellar envelopes can be (in a local sense) unstable in the presence of rapid rotation, especially the layers of the star near the iron opacity bump where the adiabatic index of the star is small. However, their simple calculation employed a local approximation (i.e. they did not perform a global stability calculation) and only considered the parametrized limits of zero angular momentum (AM) transport or instantaneous AM transport over the pulsation cycle. Efficient AM transport increases instability because it allows mass elements perturbed outwards to gain AM from inner layers, further accelerating the outer layers via the centrifugal force. However, it is not clear whether a global centrifugal instability actually occurs in realistic stars with a finite angular momentum transport time-scale between different stellar layers.

In this paper, we examine the possibility of rotationally driven instabilities in massive stars by computing radial oscillation mode frequencies for realistic stellar models. Instability could come in two flavours. The first is a centrifugal instability (i.e. imaginary mode frequency) due to efficient AM transport as suggested by Zhao & Fuller (2020). The second is a viscous overstability (i.e. complex mode frequency) sourced by differential rotation of the star and harnessed by an effective AM viscosity. Section 2 describes our equation and computational method, Section 3 applies these
calculations to simple polytropic models to illustrate the concepts, and Section 4 applies the calculations to realistic stellar models. We discuss observational implications and physical uncertainties in Section 5, and we conclude in Section 6.

2 ROTATIONAL INSTABILITY

In this section, we derive perturbation (oscillation) equations from the equations of motion in a rotating star, including centrifugal forces and viscous angular momentum transport. Then we discuss behaviours of oscillation modes under low- or high-viscosity limits. Finally, we derive an approximate expression for mode growth/decay rates in the low-viscosity limit, and discuss conditions for the instability to arise.

2.1 Equation of motion

We assume a star locally rotating at an angular frequency of \( \Omega(r) \) which is a function of radius \( r \) with rotation axis in the \( z \) direction. We assume \( \Omega \) is well below the critical limit such that quantities like density and pressure are still functions of only radius (i.e. latitudinal variations are ignored), and gravity remains in the radial direction. For each radius, we adopt a reference frame that is locally corotating with the star at that point. For a mass element located at spherical coordinate \((r, \theta, \phi)\), the equation of motion in a corotating frame is

\[
\ddot{r} + \Omega \times r = -\nabla_p \rho + f_{\text{grav}} + f_{\text{con}} + f_{\text{cen}} \left( \sin \theta \dot{r} + \cos \theta \dot{\phi} \right) + f_{\text{visc}} \dot{\phi} + f_{\text{ext}}.
\]

(1)

Here \( \ddot{r} = \frac{d^2r}{dr^2} \) and \( \frac{d}{dr} \) is the total derivative (or material derivative); \( \rho(r) \) is the pressure and \( \rho(r) \) is the density; \( f_{\text{grav}} = -GM\dot{r}/r^2 \), where \( M(r) \) is the total mass enclosed inside radius \( r \); \( f_{\text{con}} = -2\Omega \times v \) is the Coriolis force where \( v = \dot{r} \) is the velocity. The centrifugal force is decomposed into two directions, with amplitude \( f_{\text{cen}} = \Omega^2 \sin \theta \). The \( \Omega \times r \) term is the Euler force, which vanishes under equilibrium, but is non-zero after perturbation.

Above, \( f_{\text{visc}} \) is the viscous force due to differential rotation:

\[
f_{\text{visc}} = \frac{1}{\rho r^4} \frac{\partial}{\partial r} \left( \rho r^4 \nabla \theta \right) \sin \theta.
\]

(2)

Although AM transport (e.g. via magnetic or turbulent stresses) need not act viscously, we model it with an effective viscosity \( \nu \) and emphasize that \( \nu \) can be much greater than the microscopic viscosity.

With this form of AM transport, the total torque on the star is \( J = \int f_{\text{tor}} \sin \theta dM \propto \rho r^4 \nu \Omega / \partial r \dot{\theta} \left| \Omega \right| = 0 \), which means the total AM is conserved.

In the equilibrium state, we have \( \ddot{r} = \dot{r} = 0 \), thus the Coriolis force is zero, and the viscous force should be cancelled out by some external force, which is the \( f_{\text{ext}} \) term in equation (1). Averaging over latitudinal coordinate, we obtain radial hydrostatic equilibrium

\[
\frac{1}{\rho} \frac{dp}{dr} + \frac{GM}{r^2} - \frac{2}{3} \Omega^2 r = 0,
\]

(3)

with the average centrifugal force in the radial direction \( f_{\text{cen}} = 2\Omega^2 r/3 \).

The centrifugal force can be a source of instability in massive rotating stars (Zhao & Fuller 2020), which we examine below. Since we will only consider radial modes in this paper, we spherically average the equations over the \( \phi \) direction, which means an effective multiplier of \( \sqrt{2}/3 \) in the rotational rate. For simplicity we absorb the multiplier and redefine \( \Omega \) as \( \sqrt{2}/3 \Omega \) such that the outward centrifugal force is \( \Omega^2 r \). We also define the dimension-less variables based on the critical rotational rate of the star. For a star with mass \( M \) and radius \( R \), the critical rotational rate is defined as \( \Omega_{\text{crit}} = \sqrt{GM}/R \).

Dimension-less variables are denoted with a tilde, e.g. \( \tilde{\Omega} = \Omega / \Omega_{\text{crit}} \), \( \tilde{\omega} = \omega / \Omega_{\text{crit}} \), and \( \tilde{v} = v/(\Omega_{\text{crit}} R) \).

2.2 Lagrangian perturbations

We now introduce linear perturbations to the equilibrium structure to calculate oscillation modes (see e.g. Dziembowski 1971). We consider radial modes with no angular dependence. For each mode, the perturbation can be decomposed into products of a radial eigenfunction, and a corresponding oscillatory part \( e^{i\omega t} \), where \( \omega \) is the oscillation frequency. Naturally, if the imaginary part of \( \omega \) is positive, the mode will grow exponentially. We use a Lagrangian perturbation formalism, such that the shell of the star are displaced as \( r \rightarrow r + \delta r(r, t), \Omega \rightarrow \Omega + \delta \Omega(r, t), \rho \rightarrow \rho + \delta \rho(r, t) \), and \( p \rightarrow p + \delta p(r, t) \). Each small perturbation is a function of time \( t \), and the initial (unperturbed) radius \( r \).

The first basic relation is mass conservation, which generates the continuity equation \( dM = 4\pi r^2 \rho dr \). The mass inside the shell \((r, r + dr)\) is conserved under the small perturbation, thus we have

\[
\frac{d}{dr} \left( \frac{\delta r}{r} \right) = -\frac{1}{r} \left( \frac{3}{r} \frac{\delta r}{r} - \frac{1}{\Gamma_1} \frac{\delta p}{p} \right).
\]

(4)

Here \( \Gamma_1 \) is the adiabatic index, and we assume an adiabatic equation of state such that \( \delta p/\rho = \delta p/p \Gamma_1 / \). We then perturb the momentum equation (equation 1). In the radial direction, we have

\[
\delta F = -\frac{p}{\rho} \frac{d}{dr} \left( \frac{\delta p}{p} \right) = -\frac{1}{\rho} \frac{dp}{dr} \left( \frac{\delta p}{p} + 2 \frac{\delta r}{r} \right) + \frac{2GM}{r^2} \frac{\delta r}{r} + \frac{2\Omega^2}{\tilde{\Omega}} \frac{\delta \phi}{\tilde{\phi}} + \frac{\delta \Omega}{\tilde{\Omega}}.
\]

(5)

The \( \phi \)-component of the momentum equation is a little more tricky. In order for the background state to be in equilibrium, we imagine a force \( f_{\text{ext}} \) that opposes the viscous force \( f_{\text{visc}} \) such that the background state is in equilibrium and \( \phi = 2\Omega \). We imagine \( f_{\text{ext}} \) is not affected by a linear perturbation. Physically, this is similar to stellar evolutionary effects (e.g. magnetic braking or spin-up via contraction) that maintain differential rotation in spite of viscous restoring forces. Since the rotation rate is \( \Omega = \phi \), we have \( \delta \phi = \delta \Omega \) and \( \delta \phi = \delta \Omega \). We are using a frame that is always corotating with the shell, so the \( \phi \)-coordinates do not change throughout the perturbation cycle and the \( \phi \) term of equation (1) is zero in the \( \phi \)-direction, but the Euler term is non-zero. We also need to consider perturbations in the
Coriolis force and viscous force. The full linear perturbation gives
\[
\frac{\delta \Omega}{\Omega} + 2 \frac{\delta r}{r} + \frac{2 \delta p}{\rho} \frac{d}{dr} \left( \frac{2}{\Gamma_1} \frac{\delta r}{r} + 6 \frac{\delta v}{v} + \frac{\delta \Omega}{\Omega} + \frac{1}{q} \frac{d}{dr} \left( \frac{\delta \Omega}{\Omega} \right) \right) = 0.
\]
(6)

Here
\[
q = \frac{d \ln \Omega}{d \ln r},
\]
(7)
is the background shear. We expect \( q < 0 \) since stellar cores typically rotate faster than their surfaces. Time derivatives in the above equations can be replaced with a factor of \(-i \omega\), so we treat the eigenfunctions \( r \delta r, r \delta p, \) and \( \delta \Omega / \Omega \) as functions of \( r \) only.

The same equations can also be derived from the inertial frame. Unno et al. (1989) studied a similar problem using Eulerian perturbations applied to an inertial frame. In Appendix A, we translate the Eulerian perturbation equations of Unno et al. (1989) into Lagrangian ones as we defined in this article. We show that equations (5) and (6) are fully recovered, hence the two methods yield identical results.

As an approximation, Zhao & Fuller (2020) assumed a linear relation between the perturbations in rotational rate and radius,
\[
\frac{\delta \Omega}{\Omega} = f_2 \frac{\delta r}{r}.
\]
(8)

AM conservation (i.e. no viscous torques) would imply \( f_2 = -2 \), while \( f_2 \sim 0 \) would be expected for very rapid AM transport. If \( f_2 \) is assumed to be constant, then equations (4) and (5) can be solved without considering equation (6). If we further decompose the perturbations into \( e^{-i \omega (r - \delta r)} \), where \( k \) is the wavenumber, we find that in the long-wavelength limit (\( k \to 0 \)), equations (4) and (5) combine to yield
\[
\omega^2 \approx (3 \Gamma_1 - 4) f_{\text{grav}} - (2 f_2 + 3 \Gamma_1 - 1) f_{\text{cen}},
\]
(9)

which is the same dispersion relation given in Zhao & Fuller (2020). Note that large viscous torques (\( f_2 \sim 0 \)) are more destabilizing than zero viscous torques (\( f_2 = -2 \)).

In what follows, we neglect the perturbation in viscosity, \( \delta \nu \), though that term should be included in more detailed calculations based on a specific form of viscosity (e.g. magnetic or convective viscous torques). To solve the equations above, we first redefine some variables and get four first-order linear equations. The four dimension-less variables are
\[
y_1 = \frac{\delta r}{r}, \quad y_2 = \frac{\delta p}{\rho}, \quad y_3 = \frac{\delta \Omega}{\Omega} + \frac{2}{\Gamma_1} \frac{\delta r}{r} + 6 \frac{\delta v}{v} + \frac{1}{q} \frac{d}{dr} \left( \frac{\delta \Omega}{\Omega} \right),
\]
\[
y_4 = \frac{2}{\Gamma_1} \frac{\delta r}{r} + 6 \frac{\delta v}{v} + \frac{\delta \Omega}{\Omega} + \frac{1}{q} \frac{d}{dr} \left( \frac{\delta \Omega}{\Omega} \right).
\]
(10)

Then equations (4)–(6) can be written as
\[
r \frac{dy_1}{dr} = - \left( 3 y_1 + \frac{1}{\Gamma_1} y_2 \right),
\]
(11)
\[
r \frac{dy_2}{dr} = \frac{GM \rho}{rp} \left[ \left( 4 + r \frac{\omega^2}{GM} - 3 \frac{\Omega^2}{GM} \right) y_1 + \left( 1 - r \frac{\Omega^2}{GM} \right) y_2 + \frac{2}{\Gamma_1} \frac{\delta \Omega}{\Omega} y_3 \right],
\]
(12)
\[
r \frac{dy_3}{dr} = q \left( -6 y_1 - \frac{2}{\Gamma_1} y_2 - y_3 + y_4 \right),
\]
(13)
\[
r \frac{dy_4}{dr} = - \frac{\omega^2}{qv} \left( 2 y_1 + y_3 \right).
\]
(14)

With four equations, four boundary conditions must be imposed based on physical considerations. We enumerate them below.

(i) At \( r = 0 \), the left-hand side of equation (11) is zero, so the right-hand side must also be zero, requiring
\[
3 y_1 + \frac{1}{\Gamma_1} y_2 = 0.
\]
(15)

(ii) At \( r = 0 \), a non-diverging value of \( \dot{\phi} \) due to the viscous term (equation 2) requires that \( q \propto r^2 \) (to lowest order in \( r \)) near the origin. The left-hand side of equation (14) is zero, which means a vanishing right-hand side requires:
\[
2 y_1 + y_3 = 0.
\]
(16)

(iii) At \( r = R \) (or at the surface), we see the term \( GM \rho (r \rho) \) diverges in equation (12). To reconcile the divergence, we must have
\[
(4 + \omega^2 - \Omega^2) y_1 + (1 - \Omega^2) y_2 + 2 \Omega^2 y_3 = 0.
\]
(17)

(iv) At \( r = R \) where \( \rho \to 0 \), the viscous acceleration must remain finite (see equation 2), hence \( q \to 0 \) at the outer boundary. Equation (14) thus requires
\[
2 y_1 + y_3 = 0.
\]
(18)

In the simpler case of \( \delta \Omega / \Omega = f_2 (\delta r / r) \), there are only two equations and two boundary conditions. The inner boundary condition is the same as equation (15). The momentum equation (12) becomes
\[
\frac{dy_3}{dr} = \frac{GM \rho}{r \rho} \left[ \left( 4 + r \frac{\omega^2}{GM} - 3 \frac{\Omega^2}{GM} \right) y_1 + \left( 1 - r \frac{\Omega^2}{GM} \right) y_2 + \frac{2}{\Gamma_1} \frac{\delta \Omega}{\Omega} y_3 \right],
\]
(19)

and hence the outer boundary condition changes to
\[
(4 + \omega^2 - (2 \Omega^2 - 1) \Omega^2) y_1 + (1 - \Omega^2) y_2 = 0.
\]
(20)

In the case of no AM transport with \( f_2 = -2 \), angular momentum conservation is automatically satisfied.

To summarize, we have two situations with different sets of equations to solve.

(i) The ‘full’ version including four equations (equations 11–14) and four boundary conditions (equations 15–18), where perturbed quantities and \( \omega \) are all complex. Viscous AM transport is included in this model.

(ii) The ‘simplified’ version including two equations (equations 11 and 19) and two boundary conditions (equations 15 and 20), where perturbed quantities and \( \omega^2 \) are all real. Viscous friction is replaced by the prescription that \( \delta \Omega / \Omega = f_2 (\delta r / r) \).

We numerically solved these equations with a shooting method, with details included in Appendix B. In brief, we first discretize the differential equations at a set of grid points. Then we build a determinant function and ‘shoot’ (search) over a range of frequency for eigenvalues such that the determinant is equal to zero. Finally, we solve for the corresponding eigenfunctions. The whole process is explained in Townsend & Teitter (2013) for the code GYRE. Due to the different equations that we solve, we implemented our own solver. We also introduce a new scheme for solving for complex eigenvalues that is different from Goldstein & Townsend (2020).

2.3 High- and low-viscosity limits

Physically, in the low viscosity limit (\( \nu \to 0 \)), the viscous AM transport is negligible so each shell of the star conserves angular...
momentum and requires \( \delta(\Omega^2) = 0 \), which means that \( f_\Omega = -2 \) holds everywhere. On the contrary, if \( \nu \rightarrow \infty \), the viscous force is very significant so perturbations in \( \Omega \) become difficult. In this limit, the star is a rigidly rotating body so that \( J = I \Omega \), where \( I \) is the momentum of inertia. Then AM conservation implies that \( \delta \Omega^2 = -\frac{1}{2} \Omega \), where \( \delta \Omega = \int r^2 (2\nu \Omega r) dM \). If \( \delta \Omega r \) is an oscillatory function, then \( \delta \Omega^2 = -\frac{1}{2} \Omega \approx 0 \).

2.3.1 Low-viscosity limit

As demonstrated above, when \( \nu \rightarrow 0 \), the solutions to the four-variable equations will reduce to the two-variable equations with \( f_\Omega = -2 \). In many stellar models, the viscosity is very low \( (\nu \ll 1) \), which means \( f_\Omega = -2 \) can be a good approximation. However, we would still like to calculate mode growth/damping rates in the low viscosity limit, similar to calculations of mode growth/damping rates in the weakly non-adiabatic limit. To compute the imaginary part of eigenvalues of the four-variable equations, we may study the behaviour near the low-viscosity limit.

We start from the \( f_\Omega = -2 \) approximation, where the perturbation equation can be written into a second-order differential equation in terms of \( y_1 \) only:

\[
\mathcal{L} y_1 = \lambda w y_1.
\]

Here \( \mathcal{L} \) is a linear operator which is in the standard Sturm–Liouville form such that \( P(x)u' + Q(x)u = \lambda w(x)u \), where

\[
P(r) = -\Gamma_1 r^4, \quad Q(r) = -\frac{dP}{dr} r^3 (3\Gamma_1 - 4) - (2f_\Omega + 3)\Omega^2 w.
\]

The eigenvalue \( \lambda = \omega^2 \) is real, and \( w = r^4 \) is the weight function. The inner product of two quantities \( X \) and \( Y \) is defined as

\[
\langle X, Y \rangle = \int_0^R X Y r^4 dr.
\]

We then write the four-variable equations (equations 11–14) into second order operators and \( (y_1, y_3) \) (i.e. by eliminating \( y_2 \) and \( y_4 \)).

The new equations can be written into a succinct matrix form as

\[
\begin{pmatrix}
L_1 + 2f_\Omega \Omega^2 & -2w \Omega^2 y_2 \\
\omega^2 L_3 & \omega^2 L_3
\end{pmatrix}
\begin{pmatrix}
y_1 \\
y_3
\end{pmatrix}
= \begin{pmatrix}
\lambda w \\
2\sqrt{\lambda}
\end{pmatrix}
\begin{pmatrix}
y_1 \\
y_3
\end{pmatrix}.
\]

Here \( w = iqvr^2 \), and \( L_1 \) and \( L_3 \) are defined as

\[
L_1 = -2r^2 \frac{d^2}{dr^2} - 2\frac{d}{dr};
\]

\[
L_3 = \frac{\rho}{q} \frac{d^2}{dr^2} + \left( \frac{r}{q^2} + \frac{1}{q} + 1 \right) \frac{d}{dr}.
\]

When \( \nu \rightarrow 0 \), the whole equation will return to the \( f_\Omega = -2 \) condition.

We perturb the equations away from that solution for a small viscosity by expanding \( y_1 \rightarrow y_1 + \delta y_1 \) and \( y_3 \rightarrow y_3 + \delta y_3 = f_\Omega y_1 + \delta y_3 \), and \( \lambda \rightarrow \lambda + \delta \lambda = \omega^2 + 2i\omega \delta \omega \). Above, \( \delta y_1 \) is composed of a sum of modes with different eigenvalues, i.e. it is orthogonal to \( y_1 \). Inserting the perturbed quantities into the top row of equation (25), keeping the lowest order terms, using \( f_\Omega = -2 \), and using orthogonality (i.e. \( \langle y_1, \delta y_1 \rangle = 0 \)), we have

\[
\delta y_1 = \langle y_1, \Omega^2 (-2\delta y_3 - 2\delta y_1) \rangle \omega (y_1, y_1) .
\]

In the limit \( \nu \rightarrow 0 \), the perturbed eigenvectors should be linearly proportional to \( \nu \), so we assume

\[
\delta y_1 + \delta y_3 = \alpha_0 \nu,
\]

where \( \alpha_0 \) is a coefficient of the order of unity. Then in the \( y_3 \)-equation (bottom row of equation 25), we keep only terms with one power of \( \nu \), which yields

\[
\frac{iqv}{r^2} (L_1 - 2L_3) y_1 = \omega (2\delta y_1 + \delta y_3) .
\]

By combining equations (28) and (30), we find

\[
\delta \omega = -i \frac{\langle y_1, (q\Omega^2 \nu / r^2)(L_1 - 2L_3) y_1 \rangle}{\omega^2 (y_1, y_1)} .
\]

Note that the perturbation to the mode frequency is purely imaginary, such that the real part of \( \omega \) is unchanged, and equation (31) is the mode growth rate in the low viscosity limit. This is analogous to a work integral in the weakly non-adiabatic limit.

The above result gives us a new method to estimate mode growth rates without solving the whole complex four-variable equation. Since \( \nu \) can be very small (e.g. \( \nu \sim 10^{-5} \)) and is in the denominator of equation (14), numerical problems can arise in the full set of equations. On the contrary, solving \( y_1 \) using \( f_\Omega = -2 \), and then computing a mode growth rate from equation (31) is much easier and usually more accurate. We numerically validate this method in the following section.

We may also relate \( \delta \omega \) to the work done by the viscous force due to small perturbations. Since \( L_1 y_1 + L_3 y_3 = r d y_4 / d r = r \delta f_\Omega / (\Omega q v) \), and \( \delta f_\theta = r \delta \Omega + \delta \Omega = -\Omega y_1 \), we find

\[
\delta \omega = \frac{i}{4\pi \omega^2 (y_1, y_1)} \int_0^R \delta f_\Omega \delta \omega dM = \frac{i}{4\pi \omega^2 (y_1, y_1)} \int_0^r dW / dr.
\]

where \( dW / dr \) is the work done on the star by the viscous force. If \( dW / dr > 0 \), the viscous force does work on the star, causing the mode to grow such that \( \delta \omega > 0 \).

It is useful to evaluate equation (31) in certain limits. Note that

\[
L_1 - 2L_3 = \int_0^R \rho r^3 \Omega^2 r (1 + q) \left| \frac{dy_1}{dr} \right|^2 dr.
\]

We plug this into equation (31) and integrate by parts. If we adopt the WKB approximation such that only derivatives of \( y_1 \) are kept, we find

\[
\delta \omega \propto \int_0^R \rho r^3 \Omega^2 r (1 + q) \left| \frac{dy_1}{dr} \right|^2 dr.
\]

Then in the \( q \rightarrow 0 \) limit,

\[
\delta \omega \propto -\frac{\omega^2}{\omega^2 (y_1, y_1)} < 0,
\]

which means the oscillation modes are always stable in the low-shear and WKB limits, and they cannot grow in the absence of shear. This makes sense, as shear is the energy source for viscously driven modes.

We see from equation (33) that a necessary but not sufficient condition for an unstable mode in the WKB limit is \( q < -1 \) somewhere within the star. High-order modes only grow if the shear is sufficiently negative, i.e. with large degrees of outwardly decreasing differential rotation. This type of shear often arises in stellar models where contracting inner layers spin-up and composition gradients impede angular momentum transport, producing large negative shears.
3 POLYTROPIC MODELS

To understand the possibility of viscous mode excitation in stars, we first examine simple polytropic stellar models. These models are based on a polytropic equation of state, i.e. \( p = K \rho^\gamma \), where \( \gamma \) is a constant polytropic index and \( K \) is a constant. Hydrostatic equilibrium is modified by the centrifugal force, and we still assume the rotational rate is well below the critical limit so latitudinal dependence of density and pressure is ignored. To solve for the stellar structure, we first introduce new variables \( \xi \) and \( \hat{\xi} \), defined as \( \rho \propto \xi^{\gamma(\gamma-1)} \), \( r = r_0 \hat{\xi} \), and \( r_0^\gamma = \gamma \rho_c/[4\pi(\gamma-1)G\rho_c^2] \), where \( \rho_c \) and \( \rho_c \) are pressure and density at the centre. Hydrostatic equilibrium then requires

\[
\frac{1}{\hat{\xi}^2} \frac{d}{d\hat{\xi}} \left( -\hat{\xi}^2 \frac{d\hat{\theta}}{d\hat{\xi}} + \Lambda \hat{\xi}^3 \right) = \hat{\theta}^{1/(\gamma-1)}.
\]

Here \( \Lambda = \Omega^2/(4\pi G \rho_c) \) is the additional term that modifies the Lane–Emden equation (Lane 1870) to include the centrifugal force. Due to the additional term, the radius of the star \( (\xi_1, \text{the first positive root to } \hat{\theta}(\hat{\xi}) = 0) \) will change.

3.1 Low-viscosity limit

We first focus on a \( \gamma = 3/2 \) polytropic model with a constant low viscosity, \( \nu = 0.005 \). We also set a constant adiabatic index, \( \Gamma = 5/3 \). The rotational profile is chosen such that derivatives of \( \Omega \) are zero at both the core and surface:

\[
\Lambda = A \exp[-f_A \left( \frac{\xi^2}{2} - \frac{\hat{\xi}_1^3}{3} \right)].
\]

We choose \( A \approx 0.0032 \), \( f_A = 0.05 \), and \( \hat{\xi}_1 \approx 4.429861 \), which is self-consistently the radius of the polytropic star. As a result, we have \( q = (f_A/2) \cdot \xi^2 (\hat{\xi}_1 - \hat{\xi}) \), which satisfies \( q \propto \xi^2 \) near the centre and \( q = 0 \) at the surface. The density profile of the distorted polytrope is shown in Fig. 1.

We then calculate the oscillation modes using the full set of equations (equations 11–14) and compare them with the \( f_{\Omega} = -2 \) approximation (equation 19). Modes are distinguished with a radial order \( n \), which is the number of nodes (or roots) of \( \delta r \Omega \), and modes with higher \( n \) have higher frequency. In Fig. 2, we can see that the \( \delta r \Omega \) eigenfunctions are quite similar under the two conditions. We also compare the ratio between perturbations in rotational rate and radius, which show reasonable agreement with \( f_{\Omega} = -2 \) in much of the star for all three modes. Deviation from \( f_{\Omega} = (\delta \Omega/\Omega)/(\delta r/r) \approx -2 \) occurs near nodes where \( \delta r \Omega \rightarrow 0 \).

Table 1 shows the mode frequencies using \( f_{\Omega} = -2 \) and those computed for low viscosity. In this case, all three modes have positive imaginary components of their eigenfrequencies, meaning all three modes are unstable. This proves that viscosity coupled with differential rotation can (in principle) excite stellar oscillation modes. For each mode, the real part of the eigenvalue is almost the same as the \( f_{\Omega} = -2 \) approximation, and the absolute difference \( (\Re(f_{\Omega})/\Re(f_{\Omega})) \) is at least three times smaller than the imaginary part \( (\Im(f_{\Omega})) \), which is expected from the linear perturbation in viscosity developed in Section 2.3. We also compare \( \Re(f_{\Omega}) \) with the growth rate in the low-viscosity limit (equation 31) in Table 1. For all three modes, we see \( \Re(f_{\Omega}) \approx \Re(a) \) holds, and the relative difference is \( \lesssim 20 \) per cent. This demonstrates the value of the perturbation analysis of Section 2.3 such that we may calculate mode growth/damping rates using equation (31) without solving the full set of complex equations (equations 11–14).

Figure 1. A rotating stellar model with polytropic index \( \gamma = 3/2 \), adiabatic index \( \Gamma = 5/3 \), and a constant small viscosity \( \nu = 0.005 \). Top: rotational profile and shear of the star used for calculations in Fig. 2, plotted as a function of normalized radial coordinate. Bottom: density profile of the star when it is not-rotating (red dashed line) or rotating as shown in the top panel (blue line), highlighting the change caused by centrifugal support.

3.2 High-viscosity limit

It is also instructive to examine the high-viscosity limit. Fig. 3 shows a \( \gamma = 3/2 \) polytropic model with a constant \( \Gamma = 5/3 \). The rotation profile follows equation (36) with the same \( A \), but with \( f_A = 10^{-3} \) and \( \xi_1 = 4.509417 \) such that \( q \) approaches zero at each boundary. As a result, there is a nearly constant rotational rate \( \hat{\Omega} \sim 0.35 \) so that \( q \approx 0 \). The rotation causes the radius \( \hat{\xi}_1 \) to slightly increase, along with a slight deviation to the density profile. We assume the star has constant and very high viscosity of \( \nu = 10^{07} \), such that \( |q\nu| \) is very large.

Since we are considering a case with \( q \ll 1 \), and \( qv \gg 1 \) solutions require a special form of \( \delta \Omega/\Omega \) that the last term of equation (6) remains finite. This requires \( \delta \Omega/\Omega \approx a + f \cdot (b q r) dr \approx a + f \hat{r} \Omega(r) - \Omega(0)/\Omega(0) \), where \( a \) and \( b \) are constants. The boundary values require \( a \approx -2\gamma_1 \), and \( b \approx -\Omega(0)[2 + a]/[\Omega(r) - \Omega(0)] \). In this limit, the magnitude of \( q \) does not affect the solution (through its functional form does), and the growth rate depends on the magnitude of \( \nu \) but not the magnitude of \( q \).

Additionally, conservation of total angular momentum requires \( \int \Omega M \, dM = -\int \hat{\Omega} M \, r \, dr \). For high-order modes with an oscillatory \( \hat{\Omega} r \), the right-hand side is small and we expect the average value of \( \delta \Omega/\Omega \) to be small, even though the local value of \( \delta \Omega/\Omega \) is not small. Hence, using \( f_{\Omega} = 0 \) may be a good approximation even though the actual values of \( f_{\Omega} \) are not typically close to zero.

We calculate the radial oscillation modes with high viscosity from equations (11)–(14), in addition to calculating them with the \( f_{\Omega} = 0 \) approximation. In Fig. 4, we compare oscillation modes solved under the two conditions. We see that the eigenvalues are quite close, and the shapes of \( \hat{\Omega} r \) eigenfunctions are also very similar. The agreement is worst for the \( n = 0 \) mode, as expected because it produces a significant change in the moment of inertia so we do not expect \( f_{\Omega} = 0 \) to be a very good approximation. In this case, only one of the modes computed (the \( n = 0 \) mode) is found to be overstable, while...
the Bottom components by including calculated Table 2, without nodes 0.005.

Figure 2. Radial oscillation modes of the low viscosity polytropic model shown in Fig. 1. Top panel: radial displacement eigenfunctions solved by fixing $f_2 = -2$ (i.e. no viscosity), with associated frequencies shown by the legend. Middle two panels: radial displacement and rotation perturbation eigenfunctions for modes including a small viscosity of $\nu = 0.005$. The mode frequencies are now complex, with positive imaginary components corresponding to excited modes. The real parts of the mode frequencies and eigenfunctions are very close to the $f_2 = -2$ approximation. Bottom panel: ratios between $\Omega r/r$ and $\delta r/r$ for the three modes shown in the middle two panels. We see that $f_2 = -2$ is a good approximation, except near nodes of the eigenfunctions.

Table 1. Mode frequencies of the polytropic star as shown in Fig. 1. Columns in this table are: (1) mode radial order; (2) mode frequency calculated with $f_2 = -2$ approximation; (3) real part of mode frequency including low viscosity; (4) relative difference between frequencies with and without viscosity; (5) imaginary part of mode frequency including low viscosity; (6) imaginary part of mode frequency calculated from the low-visibility limit (equation 31).

| $n$ | $\omega$ (no vis.) | $\Re(\omega)$ (vis.) | $\Im(\delta \omega)$ (vis.) | $\Delta \omega$ (vis.) | $\Delta \delta \omega$ |
|-----|-------------------|----------------------|-----------------------------|------------------------|------------------------|
| 0   | 2.016127          | 2.016074             | 0.000052                    | 0.000824               | 0.000688               |
| 1   | 3.610328          | 3.610890             | 0.000562                    | 0.004543               | 0.003592               |
| 2   | 5.076167          | 5.079960             | 0.003793                    | 0.005925               | 0.005396               |

Figure 3. The same as Fig. 1, but this time for a polytropic model with high viscosity $\nu = 10^5$ and nearly flat rotation profile.

the $n = 1$ and $n = 2$ modes are damped. As expected, we find that $\delta \Omega/\Omega$ has the same shape for each mode (regardless of radial order), as explained above. We see that $f_2$ is not generally close to zero, but for high-order modes it oscillates around zero, such that the $f_2 = 0$ approximation may be appropriate.

4 REALISTIC MODELS

In this section, we perform our calculations for more realistic massive star models generated using the MESA stellar evolution code (Paxton et al. 2011, 2013, 2015, 2018, 2019). Our chosen model has an initial mass of 30 $M_\odot$ at solar metallicity and the initial rotational profile is flat with $\Omega = 0.25$. Rather than using a realistic AM viscosity prescription like Fuller, Piro & Jermy (2019), we chose a simplified viscosity prescription of $\nu = 10^{-11}(r/R)^2$, which is quite low even at the surface. We have found that realistic viscosity prescriptions generate abrupt changes in $\Omega$ with radius which are numerically problematic. Our choice of viscosity enforces nearly rigid rotation during the main sequence but allows for large amounts of differential rotation in the post-main sequence, as often occurs in stellar models with more realistic AM transport prescriptions.

The evolution track of the star is shown in Fig. 5. At $t = 5.67 \times 10^6$ yr, the star leaves the main sequence when the central hydrogen mass fraction is below 0.01 percent. After the main sequence phase, the star expands its radius by nearly 2 orders of magnitude, and the surface rotation rate drops. However, the dimension-less rotation rate $\tilde{\Omega}$ initially increases to a value near unity (see explanation in Zhao & Fuller 2020) as the star crosses the Hertzsprung gap, and then decreases to small values when the star becomes a convective red supergiant. Near $t = 5.73 \times 10^6$ yr the star begins to burn helium in the core (the central helium mass fraction is below 90 percent). Figs. 6 and 7 show the stellar structure (density, rotation rate, and viscosity profile) for a main sequence model and an HR gap model, respectively. The model crossing the HR gap has a larger radius and its mass is more concentrated at the centre of the star (within $\sim 1 R_\odot$, while the outer radius is $\sim 200 R_\odot$). The HR gap model also features a large degree of differential
rotation, whereas the main sequence model is nearly rigidly rotating. For comparison we also show the evolution track of a star with the same initial setups but without rotation in Fig. 5.

The bottom panels of Figs 6 and 7 show the eigenfunctions and growth rates of the first three radial modes in the main sequence and HR gap models. The eigenfunctions are more localized to the outer layers of the star than the polytropic models in Section 3, as expected due to the large relative density contrast in the realistic stellar models. Most importantly, we see that the growth rates of these modes can be negative or positive (more often the latter), indicating that radial modes can, in principle, be viscously excited in massive stars.

Next, we calculate the viscous growth/damping rates as a function of evolutionary state of our model. Due to the low viscosity, we use the \( f_{\Omega} = -2 \) approximation for the real part of the eigenvalues, and calculate the imaginary part based on equation (31) (see Section 2.3). We also present eigenvalues with \( f_{\Omega} = 0 \) for comparison. Figs 8 and 9 show the evolution of eigenvalues of the three lowest order radial oscillation modes as a function of evolutionary state. The real parts of the eigenvalues are always larger than \( \tilde{\omega} > 1 \), even for efficient AM transport from the \( f_{\Omega} = 0 \) limit. This means that the stars are never dynamically unstable to radial perturbations as suggested by Zhao & Fuller (2020), even with efficient AM transport during the pulsation cycle.

Instead, we find that modes are usually overstable due to viscous driving, with small (but positive) imaginary components of their frequencies. Just after the end of the main sequence, the imaginary part of \( \tilde{\omega} \) peaks at \( \sim 10^{-3} \). This corresponds to physical growth times of \( \sim 100 \) yr. This makes sense, as the level of differential rotation is smaller on the main sequence (producing low growth rates), and the surface rotation rate is smaller during helium burning (again producing low growth rates). The growth times of \( \sim 100 \) yr in the HR gap are shorter than the star’s evolutionary time at this phase, potentially allowing viscously driven modes to grow to large amplitudes.

5 DISCUSSION

5.1 Observational implications

We have demonstrated the possibility of a new source of instability of massive stars, that of viscous overstabilities in differentially rotating stars. The instability utilizes an effective AM viscosity to tap the
energy stored in differential rotation to drive acoustic oscillation modes. Though our study focused on low-order radial oscillation modes, it is possible that other types of modes (e.g., high-order radial acoustic modes, non-radial acoustic modes, gravity modes, etc.) could be driven by the viscous instability as well. At the moment it is unclear which types of modes would grow fastest or be most likely to be observed. A comprehensive investigation should include non-adiabatic effects in the perturbation analysis to determine whether viscous driving can dominate over non-adiabatic sources of driving/damping.

In none of our models did we find a direct centrifugal instability as proposed by Zhao & Fuller (2020) based on a local analysis. In other words, we never found instabilities where $\Omega_0^2 < 0$. Instead, we showed that viscous overstability, with $\mathcal{O}_0 > 0$, is prevalent in our massive stellar models. If viscous instability occurs in nature, it would then be most likely to be observed as a stellar pulsation, similar to thermally or convectively driven acoustic/gravity modes. Unlike direct centrifugal instability, it seems less likely that viscous overstability would result in global outbursts and/or mass-loss from massive stars like those observed in LBVs.

Our study focused on massive stellar models, but viscous instabilities could occur in any type of differentially rotating star. For example, low-mass red giant stars are known to be strongly differentially rotating through asteroseismology (e.g. Beck et al. 2012), and could potentially harbour viscously driven modes.

### 5.2 Viscosity

In this work, we have included a viscous AM transport term, showing that this form of AM transport can destabilize stellar oscillations.
We have not specified the actual source of viscosity. The microscopic viscosity will almost always be too small to produce any achievable driving. An effective convective viscosity might be the best candidate, naively producing a viscosity of the order of $v_{\text{con}} \sim v_{\text{con}} \ell_{\text{con}}$, where $v_{\text{con}}$ and $\ell_{\text{con}}$ are the typical convective velocity and mixing length. Magnetic torques can also behave similarly to an effective viscosity of strength $\nu_{\text{AM}} \sim B^2 / \ell_0 (\rho q \Omega)$ (e.g. Spruit 2002). Even sluggish convection or moderate magnetic fields can produce torques orders of magnitude larger than those due to microscopic viscosity, so these possibilities should be investigated in more detail.

Additionally, our calculations have not included a Lagrangian perturbation to the viscosity, $\delta \nu$, since it is not clear how to calculate this term. Future calculations focused on specific sources of AM viscosity should be used to estimate $\delta \nu$, and to determine whether this term can affect mode growth rates.

5.3 Non-adiabatic, non-linear, and non-radial modes

Since ours is one of the first investigations into viscously driven instabilities, we have neglected non-adiabatic effects for simplicity. We have focused on low-order acoustic modes where non-adiabatic effects are minimized, but future work should investigate these effects, which could dominate the driving and/or damping of acoustic modes. For instance, it is well known that massive, very luminous stars could undergo strange mode instabilities (Glatzel 1994; Papaloizou et al. 1997). These pulsations modes are partially trapped in the surface layers of the star and have very short growth times. In contrast, the low-order acoustic modes examined here extend deeper into the star and have longer growth/damping times. The non-linear evolution of strange mode instability has been investigated by Yadav & Glatzel (2017), who finds it can cause large expansion of the envelope and a decrease of effective temperature, qualitatively similar to S Doradus outbursts. The non-linear evolution of viscously driven modes is very unclear.

For reference, we show non-adiabatic mode frequencies of a non-rotating 30 $M_\odot$ star in Fig. 10, which are calculated with the stellar pulsation code GYRE (Townsend & Teitler 2013; Goldstein & Townsend 2020). The real parts of the eigenvalues are close to the adiabatic case of the rotating star (Fig. 8), while the imaginary parts are very different due to the different source of driving and damping. In the non-adiabatic case, the modes are mostly damped rather than driven, though there are some moments of instability on the main sequence and during helium burning. When compared with the viscously driven modes shown in Fig. 8, we find the non-adiabatic damping rates are higher ($|\omega_\delta| \sim 0.1$) than the viscous driving rates ($|\omega_\delta| \sim 10^{-5}$) which means that non-adiabatic damping may overshadow the destabilization due to the viscous instability. However, since the growth rate of viscously driven modes is roughly proportional to the effective viscosity (see equation 31), the viscous instability could operate if the effective viscosity is relatively large compared to the ad-hoc value we used in our models. Future work
should attempt to calculate realistic effective viscosities to better estimate viscous driving rates.

While our study has focused on radial modes, it is possible that non-radial modes could also be driven by viscous instability. For instance, axisymmetric $\ell = 2$ modes also perturb the star’s moment of inertia, possibly allowing outer layers to be accelerated outwards via AM transport from inner layers during the pulsation cycle. Investigating the possibility of non-radial viscous mode excitation, including non-axisymmetric modes, will be an interesting topic for future work.

6 CONCLUSIONS

We have examined the impact of viscous angular momentum transport on the radial pulsations of stars. We first derived the system of equations including viscous torques, and then solved these equations for simple polytropic models. We showed that viscosity can drive the growth of radial pulsations, especially for steep outwardly decreasing rotation profiles, as expected to occur in real stars.

(i) When the viscosity of the star is high and the rotational profile is flat, the oscillation frequencies of high-order modes can be fairly well approximated by fixing $f_\Omega \equiv (\delta\Omega/\Omega) / (\delta r/r) = 0$ because its value averages close to zero due to global angular momentum conservation. In the low-viscosity limit, the mode growth rates can be easily computed via a work integral based on the $f_\Omega = -2$ solution. Since the effective viscosity is typically expected to be small in realistic stars, this approximation can be extended to predict when viscous instabilities occur.

(iii) Applying these calculations to a 30$M_\odot$ stellar model with an ad-hoc viscosity profile, we find viscously driven overstable modes through much of its lifetime until helium burning. We do not find unstable centrifugally driven modes as speculated by Zhao & Fuller (2020). The growth rate of viscously driven modes is largest near the Hertzsprung gap where the star has significant differential rotation and rapid surface rotation. Hence, viscous instability may be most likely to drive pulsations and/or mass-loss during this phase of stellar evolution.

Our models do not include detailed treatments of the source of viscous angular momentum transport, so this should be improved in future work. Moreover, we focused on radial and adiabatic modes, but non-radial modes could also be driven by viscous instability, while non-adiabatic effects may often dominate mode growth/damping rates. We leave these uncertainties for future studies.
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**APPENDIX A: DERIVATION WITH EULERIAN PERTURBATIONS**

To demonstrate the validity of equations (5) and (6), we show that they are equivalent to those derived from Eulerian perturbations. We start with equation (3.17) of Unno et al. (1989), which treated Eulerian perturbations of a rotating star in an inertial frame. The rotation rate $\Omega$ is defined via $v_0 = \Omega \times r = \Omega r \sin \theta \phi$, where $v_0$ is the rotational velocity in the inertial frame. Note that when operating on a scalar quantity, $\partial/v = \partial/\partial t + (v \cdot \nabla) = \partial/\partial t + \Omega \partial/\partial \phi$.

Hence we can write equation (3.17) of Unno et al. (1989) as

$$
\frac{d\xi}{dr} \xi_r + 2\Omega \times v' + (v' \cdot \nabla) r \sin \theta \phi = -\nabla p' - \nabla \Phi' + \frac{\rho'}{\rho^2} \nabla p + f'_{\text{vis}}.
$$

(A1)

Here $\xi = [\xi, \theta, \phi]$ are the spherical coordinate unit vectors, and the first term has adopted the Einstein summation convention. Eulerian perturbations are labelled with primes. We also added a term $f'_{\text{vis}}$, which is the perturbation of the viscous force and it only has a $\phi$ component. Caution must be taken when taking time derivatives, because the unit vectors $\hat{e}_i$ have non-zero total time derivatives.

Next we relate the Eulerian and Lagrangian perturbations. Equation (3.18) of Unno et al. (1989) gives the relation between $v'$ and the Lagrangian displacement $\xi$ (which is equivalent to $\delta \hat{r}$ in the main text).

$$
v' = \frac{d(\xi)}{dr} e_r - (\xi \cdot \nabla) r \sin \theta \phi.
$$

(A2)

Note that $\xi \cdot \nabla = 0$. Since we only study radial modes, axisymmetry is assumed and thus $\xi$-derivatives are ignored. After some algebra, the left-hand side of equation (A1) becomes

$$
\text{LHS} = \frac{\partial^2}{\partial r^2} \xi + 2\Omega \times \frac{\partial}{\partial t} \xi + (\xi \cdot \nabla \Omega^2) (r \sin^2 \theta \dot{r} + r \sin \theta \cos \theta \dot{\theta})
$$

(A3)

We then relate the Eulerian and Lagrangian perturbations in $\rho$, $p$, and $\Phi$, they both follow the general form like $\delta \rho = \rho' + \xi \cdot \nabla \rho$. Moreover, there are additional relations:

(i) adiabatic equation of state: $\delta p/\delta \rho = \Gamma_1 \delta \rho/\rho$;
(ii) force equilibrium: $\nabla p = -\rho \dot{\xi} + \rho \Omega^2 (r \sin \theta \dot{\theta} + \cos \theta \dot{\theta})$;
(iii) mass conservation: equation (4);
(iv) gravity perturbation: $\delta \Phi/\delta r = g = -4\pi G \rho \xi_r$.

After copious algebra, the right-hand side of equation (A1) becomes

$$
\text{RHS} = \left[\frac{-p}{\rho} \frac{\partial}{\partial r} \left(\frac{\delta \rho}{\rho}\right) - \frac{1}{\rho} \frac{\partial}{\partial r} \left(\frac{\rho p}{\rho} + \frac{2 \xi_r}{r}\right) + 2 \frac{\xi_r}{r} + \Omega^2 r \sin^2 \theta \frac{\xi_r}{r} + r^2 \sin^2 \theta \frac{\partial \Omega^2 \xi_r}{\partial r} \right] \dot{r} + f'_{\text{vis}} \dot{\phi}.
$$

(A4)

Combining the $\dot{r}$ components of the LHS and the RHS recovers equation (5), after integrating over $\theta$ and redefining $\Omega$ as we do in the main text. We have also used the definition $\delta \xi / \delta t \equiv r \delta \sin \theta$. Note that the differential rotation term in equation (A4) arises from taking the radial derivative of the background pressure gradient, and it cancels the $r$-component of the differential rotation term on the left-hand side of equation (A3). The $\dot{\phi}$ component of equation (A4) is just $\delta \Omega = \delta f_{\text{vis}} - (\xi \cdot \nabla) f_{\text{vis}}$. The $\phi$ component of the LHS is $\xi_\phi + 2\Omega \xi_\phi \sin \theta$. Combining the LHS and RHS recovers equation (6), so the $\phi$ component of our equation of motion is also verified.

Above, we equated the time-derivative of $\xi_\phi$ with a ‘perturbed’ rotation rate $\delta \Omega$. This is equivalent to using an accelerating reference frame that remains corotating with the shell during the pulsation cycle, as we do in the main text. In this accelerating frame, $\xi_\phi = 0$ because we only consider radial modes, but $\delta \Omega / \delta t$ is non-zero. The Euler force becomes

$$
\frac{d\Omega}{dr} r = \frac{\delta \Omega}{dr} r \times r = \delta \Omega r \sin \theta \dot{\phi}.
$$

(A5)

This is identical to the term $\partial^2 \xi_\phi / \partial t^2 = (\partial / \partial t)(\delta \Omega r \sin \theta) = \delta \Omega r \sin \theta$ that appears in the analysis above in a frame with fixed rotation rate, which accounts for the first term in equation (6). So regardless of whether one adopts an inertial frame, a frame with fixed rotation rate, or a co-rotating but accelerating frame, the eigenvalue equations are identical, as they should be.

**APPENDIX B: SOLVING PERTURBATION EQUATIONS**

Here we describe how we solved the complex differential equations (11)–(14) including viscosity. The equations and variables are both dimensionless, in the form of

$$
\frac{dy}{dx} = A(x) y,
$$

(B1)

where $A$ is an $n \times n$ matrix, $n$ is the number of variables (four in this case), and $y$ is a vector consisting of the $n$ variables. There are also inner and outer boundaries

$$
B_i(x) y_i = 0, \quad B_o(x_N) y_N = 0.
$$

(B2)

Here $B_i$ and $B_o$ are matrices with $n$ columns; $x_i$ and $x_N$ are endpoints (while the subscripts indicate the discretized grid point, assuming there are $N$ grid points).

We may also include integration relations, in the form of

$$
\int_{x_1}^{x_N} I(x) y dx = 0.
$$

(B3)

Here $I$ is a matrix with $n$ columns. The total number of boundary conditions and integration conditions should be $n$.

**B1 Discretizing the equations**

We discretize $x$ into $N - 1$ divisions and label them as $x_1, \ldots, x_N$. For the $j$-th point, we may use the differential stencil so that equation (B1) becomes

$$
x_{j+1} + x_{j-1} - 2 x_j = \frac{A}{2} \left( y_{j+1} + y_{j-1} - \frac{y_j}{2} \right).
$$

(B4)

This means that $y_{j}$ and $y_{j-1}$ can be related by $L_i y_{j+1} + R_j y_j = 0$, where $L_i$ and $R_i$ are both $n \times n$ matrices.

Equation (B3) can be approximated with the trapezoidal integration scheme as

$$
\sum_{j=2}^{N} \left( \frac{x_j + x_{j-1}}{2} \right) \left( \frac{y_j + y_{j-1}}{2} \right) (x_j - x_{j-1}) = 0.
$$

(B5)
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Equivalently, the trapezoidal integration scheme can also be written as \( \sum_{j=1}^{N} w_j y_j = 0 \), where \( w_j \) is the coefficient corresponding to \( y_j \). Thus \( (w_1, w_2, \ldots, w_N)^T \) is also a row vector.

If we assume \( \mathbf{Y} = (y_1, \ldots, y_N) \), which is a vector with \( nN \) elements, then all those pieces (equations B2, B4, and B5) can be written as a large sparse \( nN \times nN \) matrix \( \mathbf{S}(\omega) \) such that \( \mathbf{S}\mathbf{Y} = 0 \). When \( \omega \) is an eigenvalue we must have \( \det \mathbf{S}(\omega) = 0 \), thus the next step is to search for roots to the function defined as \( \mathcal{D}(\omega) = \det \mathbf{S}(\omega) \).

### B2 Searching for eigenvalues

Without viscous or non-adiabatic effects, the eigenvalue is constrained to be real, which means we need to solve for \( \mathcal{D}(\omega) = 0 \) along the real \( \omega \) axis. The numerical solution is not complicated.

Once the eigenvalue is not guaranteed to be real, we expect the function \( \mathcal{D}(\omega) \) to be complex as well. Naively, \( \mathcal{D}(\omega) = 0 \) means \( \Re \mathcal{D}(\omega) = 0 \) and \( \Im \mathcal{D}(\omega) = 0 \). When we plot contours of both \( \Re \mathcal{D}(\omega) = 0 \) and \( \Im \mathcal{D}(\omega) = 0 \) on the complex plane, we will see eigenvalues are at crosses of the two groups of contours (also see Goldstein & Townsend 2020). At each eigenvalue, we see quadrants due to signs of \( \Re \mathcal{D}(\omega) \) and \( \Im \mathcal{D}(\omega) \).

We briefly introduce our numerical root-finding technique below.

(i) Discretize a rectangular complex region in the real and imaginary components of \( \omega \) into a mesh. Then we calculate \( \Re \mathcal{D}(\omega) \) and \( \Im \mathcal{D}(\omega) \) at all mesh points. By calculating \( |\mathcal{D}(\omega)| \) initial guesses for the eigenvalues can be found.

(ii) Near the vicinity of an initial guess, we can also search for four points in different quadrants of the contours, where signs of \( (\Re \mathcal{D}(\omega), \Im \mathcal{D}(\omega)) \) are \((+, +), (+, -), (-, -), \) and \((-+, +)\). Within a certain radius near the initial guess, we may find multiple candidates in each quadrant.

(iii) Find the quadrilateral (made with four points, each from a different quadrant) that will enclose the initial guess. This can be achieved with two criteria: (i) the quadrilateral encloses the initial guess; (ii) the minimum distance from the initial guess to the edges of the quadrilateral should be sufficiently large.

(iv) Shrink the optimal quadrilateral found above. For example, start with the edge connecting points with signs of \((+, +)\) and \((+, -)\) and check \( \mathcal{D} \) at their midpoint: if signs of \( \mathcal{D} \) are the same with the \((+, +)\) one, replace the \((+, +)\) representative with the midpoint, or vise versa.

(v) Iterate to the next neighbouring edge following the procedure in the step above until convergence. The numerical approximation of \( \omega \) can be given as the arithmetic mean of the four points, while the tolerance can be estimated from size of the quadrilateral.

The method is robust once we find a proper initial guess and an initial quadrilateral, which means the mesh of \( \omega \) cannot be too sparse. Moreover, the regime used to search for the initial quadrilateral cannot be too large, otherwise curvatures of the contours are possible to spoil convergence. The problem can be mitigated once we have a finer mesh in the \( \omega \) plane.

As an illustration we present an example in Fig. B1, where we show two contours of \( 1 - x^2 - y^2 = 0 \) and \( 1 - (x - 1)^2 - y^2 = 0 \) in the \( x - y \) plane. The cross-section of the two contours where both equations are satisfied is located at \((1/2, \sqrt{3}/2)\). We first place four initial points near in the quadrants and iteratively shrink the edges of the quadrilateral following the routine described above, and we see convergence to the solution after several iterations. We also show examples of high- and low-viscosity polytropic models in Fig. B2.

After finding the eigenvalues, we can solve for the eigenvectors \( \mathbf{Y} \) by solving the homogeneous linear equation for \( \mathbf{S} \) or by integrating the differential equations (e.g. the Magnus integrator in Townsend & Teitler 2013).
Instabilities of massive stars

pgstar_flag = .true.
relax_initial_Z = .true.
new_Z = 0.017d0
new_rotation_flag = .true.
change_rotation_flag = .true.
new_omega_div_omega_crit = 0.25
set_initial_omega_div_omega_crit = .true.
!
&controls
use_other_wind = .false.
fitted_fp_ft_1_rot = .true.
w.Div_wcrit_max = 0.7
!
------------------------------------------------- Convergence
okay_to_reduce_gradT_excess = .true.
gradT_excess_age_fraction = 0.999d0
gradT_excess_max_change = 0.01d0
timestep_factor_for_retries = 0.8
timestep_factor_for_backups = 0.8
min_timestep_factor = 0.9
max_timestep_factor = 1.2d0
backup_hold = 10
retry_hold = 3
redo_limit = -1
relax_hard_limits_after_retry = .false.
newton_iterations_limit = 7
max_model_number = 30000
max_number_retries = 5000
!
Fixing_the_position_of_the_Lagrangian_region
of_the_mesh_helps
convergence_near_the_Eddington_limit
max_logT_for_k_below_const_q = 100
max_q_for_k_below_const_q = 0.995
min_q_for_k_below_const_q = 0.995
max_logT_for_k_const_mass = 100
max_q_for_k_const_mass = 0.99
min_q_for_k_const_mass = 0.99
extra Spatial_resolution
max_dq = 0.02
fix.eps_grav.transition_to.grid = .true.
extra_controls_for_timestep
these_are_for_changes_in_mdot_at_the_onset_of
mass_transfer
delta lg star_mass_limit = 1d-3
delta lg star_mass_hard_limit = 2d-3
!
these_are_to_properly_resolve_core_hydrogen
!
depletion
delta lg XH_cnr_limit = 0.04d0
delta lg XH_cnr_max = 0.0d0
delta lg XH_cnr_min = -4.0d0
delta lg XH_cnr_hard_limit = 0.06d0
!
this_is_mainly_to.Resolve_properly_when_the_star
!
goes_off_the_main_sequence
delta HR_limit = 0.002d0
!
delta lg R_limit = 0.001d0
!
delta lg R_hard_limit = 0.001d0
!
relax_default_dHe/He, otherwise growing He core
!
can cause things to go at a snail pace
dHe_div_He_limit = 2.0
!
we’re not looking for much precision at the
very late stages
dX_nuc_drop_limit = 5d-2
!
! -----------------------------------------------
Rotation
!
am_nu_ST_factor = 0
smooth_nu_ST = 5
smooth_D_ST = 5
use_other_am_mixing = .true.
am_time_average = .true.
premix_omega = .true.
recalc_mixing.info.each_substep = .true.
am_nu_factor = 1
am_nu_non_rotation_factor = 1d0
am_nu_visc_factor = 1
am_nu_ES_factor = 1
angsm1 = 0.0
am_D_mix_factor = 3.33d-2
D_ES_factor = 1
!
this_is_to_avoid_odd_bevaviour_when_a_star
!
switches_from_accerting_to_mass_losing
max_mdot_jump_for_rotation = 1d99
!
! ----------------------------------------------- MAIN
initial_mass = 30
initial_z = 0.02
use_Type2_opacities = .true.
Zbase = 0.017d0
predictive_mix(1) = .true.
predictive_superad_thresh(1) = 0.005
predictive_avoid_reversal(1) = ’he4’
predictive_zone_type(1) = ’any’
predictive_zone_loc(1) = ’core’
predictive_bdy_loc(1) = ’top’
dX_div_X_limit_min X = 1d-4
dX_div_X_limit = 5d-2
dX_nuc_drop_min X_limit = 1d-4
dX_nuc_drop_limit = 5d-2
!
! ----------------------------------------------- WIND
hot_wind_scheme = ’Dutch’
cool_wind_RGB_scheme = ’Dutch’
cool_wind_AGB_scheme = ’Dutch’
RGB_to_AGB_wind_switch = 1d-4
Dutch_scaling_factor = 0.1 0.5
mdot_omega_power = 0.43
!
! ----------------------------------------------- OVERSHOOT-
overshoot_f_above_nonburn_core = 0.02
overshoot_f0_above_nonburn_core = 0.005
overshoot_f_above_nonburn_shell = 0.02
overshoot_f0_above_nonburn_shell = 0.005
overshoot_f_below_nonburn_shell = 0.02
overshoot_f0_below_nonburn_shell = 0.005
overshoot_f_above_burn_shell = 0.02
overshoot_f0_above_burn_shell = 0.005
overshoot_f_above_burn_h_shell = 0.02
overshoot_f0_above_burn_h_shell = 0.005
overshoot_f_below_burn_h_shell = 0.02
overshoot_f0_below_burn_h_shell = 0.005
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set_min_D_mix = .true.
min_D_mix = 1d2

!-------------------------------------
MISC
photo_interval = 10
profile_interval = 5
max_num_profile_models = 3000
history_interval = 1
terminal_interval = 10
write_header_frequency = 10
max_number_backups = 500
relax_max_number_retries = 2000
max_number_retries = 4000

!-------------------------------------
MESH
mesh_delta_coeff = 0.7
varcontrol_target = 3d-4

!-------------------------------------
GYRE
write_pulse_data_with_profile = .true.
pulse_data_format = 'GYRE'
! set_uniform_am_nu_non_rot = .true.
! uniform_am_nu_non_rot = 1d50
/ ! end of controls namelist

&pgstar

This paper has been typeset from a \TeX/\LaTeX\ file prepared by the author.