Silicon qubit fidelities approaching incoherent noise limits via pulse engineering
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The performance requirements for fault-tolerant quantum computing are very stringent. Qubits must be manipulated, coupled, and measured with error rates well below 1% [1, 2]. For semiconductor implementations, silicon quantum dot spin qubits have demonstrated average single-qubit Clifford gate error rates that approach this threshold [3–6], notably with error rates of 0.14% in isotopically enriched $^{28}$Si/SiGe devices [7]. This gate performance, together with high-fidelity two-qubit gates and measurements, is only known to meet the threshold for fault-tolerant quantum computing in some architectures when assuming that the noise is incoherent, and still lower error rates are needed to reduce overhead. Here we experimentally show that pulse engineering techniques, widely used in magnetic resonance [8], improve average Clifford gate error rates for silicon quantum dot spin qubits to 0.043%, a factor of 3 improvement on previous best results for silicon quantum dot devices [7]. By including tomographically complete measurements in randomised benchmarking, we infer a higher-order feature of the noise called the unitarity, which measures the coherence of noise. This in turn allows us to theoretically predict that average gate error rates as low as 0.026% may be achievable with further pulse improvements. These fidelities are ultimately limited by Markovian noise, which we attribute to charge noise emanating from the silicon device structure itself, or the environment.

Randomised benchmarking [9–12] is the gold standard for quantifying the performance of quantum gates, and can be used to efficiently obtain accurate estimates of the average gate fidelity in the high-accuracy regime independent of state preparation and measurement (SPAM) errors. The standard method for randomised benchmarking, however, is designed to provide only the average gate fidelity, and not any further details about the noise. To improve quantum gates further, one would also like diagnostic information about the character of the noise processes, i.e., its frequency spectrum, whether it is primarily due to environmental couplings or control errors, etc. Quantum tomography methods can provide such information but are in general inefficient and highly sensitive to SPAM errors. For these reasons, variants of randomised benchmarking that quantify higher-order noise features as well as the average gate fidelity have been developed [13–15].

As an early example of this approach, the randomised benchmarking data of Ref. [17] demonstrating average Clifford gate fidelities of 99.59% in SiMOS qubits exhibited non-exponential decay features, which was subsequently attributed to low-frequency detuning noise in the system [16]. That is, randomised benchmarking of this device not only demonstrated its high performance, but also provided details of the noise characteristics. These details in turn suggest a method to further reduce the infidelity: Low frequency noise is particularly amenable to pulse engineering techniques, which exploit the quasi-static nature of the noise process, and so appropriate engineering of gate pulses should in principle lead to higher fidelities.

Here, we demonstrate that pulse engineering techniques can be used to increase the average Clifford gate fidelity of single-qubit gate operations on the same SiMOS quantum dot, from 99.83% to 99.96%. In terms of coherence this leads to an improvement in $T_1^{RB}$ from 620$\mu$s to 9.4ms, a factor of 15 times improvement compared with square pulses. See Figure 1 for details of our qubit experiment, and the shaped optimised pulse used in this work. We exploit recent developments in randomised benchmarking to give high-precision, high-credibility estimates of this average gate fidelity.

Furthermore, by using tomographic measurements in our randomised benchmarking, we are able to quantify the unitarity [13] of the noise: a higher-order noise feature that quantifies the average change in purity of a state, averaged over a given gate set, see Figure 2. Inaccurate but highly pure dynamics still have high unitarity. Unitarity allows us to quantify the coherence in the noise independent of the error rate. Measuring both the unitarity and the average error rate allows us to estimate
I

GRAPE optimised Clifford gates. a, Scanning electron micrograph (SEM) image of a SiMOS qubit device with the same design studied here. The quantum dot that holds our qubit is confined via gate CB laterally and under gate G1, denoted by the letter Q, and has a size of roughly 40nm in diameter. An IQ-modulated microwave source is connected to the ESR line, driving the control field $B_1$. $V_{TG}$ and $V_{GI}$ are controlled/pulsed during the experiment, and spin-to-charge conversion is detected via $I_{sensor}$. Axes corresponding to terms of the Hamiltonian acting on the qubit in a rotating frame referenced to the microwave, where $H = \Omega_x \sigma_x + \Omega_y \sigma_y + \epsilon z \sigma_z$. The qubit sees $B_1$ as effective $\Omega_x$ and $\Omega_y$ control axes. Additional noise of $\epsilon z$ acts on the direction of the DC field $B_0$. b, Microwave modulation $\Omega_e$ (blue), $\Omega_y$ (red) for the basic 7 types of Clifford gate ($I$, $X$, $Z$, $2\pi/3$, $X/2$, $Z/2$, $H$), found through GRAPE iteration. Standard square pulse (black) for $I$, $X$, $X/2$ that are used to construct the standard Clifford sequence. All other gates can be constructed by having phase shift on the microwave, for example $Y$-phase gates are performed by having a $\pi/2$ phase offset.

Figure 1 | Device image, experimental setup, and GRAPE optimised Clifford gates. a, Scanning electron micrograph (SEM) image of a SiMOS qubit device with the same design studied here. The quantum dot that holds our qubit is confined via gate CB laterally and under gate G1, denoted by the letter Q, and has a size of roughly 40nm in diameter. An IQ-modulated microwave source is connected to the ESR line, driving the control field $B_1$. $V_{TG}$ and $V_{GI}$ are controlled/pulsed during the experiment, and spin-to-charge conversion is detected via $I_{sensor}$. b, Axes corresponding to terms of the Hamiltonian acting on the qubit in a rotating frame referenced to the microwave, where $H = \Omega_x \sigma_x + \Omega_y \sigma_y + \epsilon z \sigma_z$. The qubit sees $B_1$ as effective $\Omega_x$ and $\Omega_y$ control axes. Additional noise of $\epsilon z$ acts on the direction of the DC field $B_0$. c, Microwave modulation $\Omega_e$ (blue), $\Omega_y$ (red) for the basic 7 types of Clifford gate ($I$, $X$, $Z$, $2\pi/3$, $X/2$, $Z/2$, $H$), found through GRAPE iteration. Standard square pulse (black) for $I$, $X$, $X/2$ that are used to construct the standard Clifford sequence. All other gates can be constructed by having phase shift on the microwave, for example $Y$-phase gates are performed by having a $\pi/2$ phase offset.

Pulse engineering. Our previous study of the cause of qubit gate infidelity for SiMOS qubits [10] identified low-frequency drift in the qubit detuning as the dominant noise term. The timescale of this drift process is very long compared with the timescale for control of the qubit, enabling pulse engineering techniques to be used to identify compensating pulses for this noise term. Specifically, we use Gradient Ascent Pulse Engineering (GRAPE) [8] to identify pulses for our qubit control that are robust against low-frequency detuning noise. This method uses a theoretical model for the noise, together with gradient ascent methods to identify (locally) optimal pulses.

We identify 7 improved Clifford gate operators using this procedure, as detailed in the supplementary information and [Figure 1]. The full set of 24 single-qubit Clifford gates can be simply achieved by phase shifting one of the 7 basic operators (manipulating the sign of $\Omega_x$ and $\Omega_y$, and/or swapping them). For example, a $Y$ gate can be constructed via swapping $\Omega_x$ and $\Omega_y$ of the $X$ gate.

Calibration. Four different controllers were used to ensure the spin qubit environment and control parameters did not drift during the whole of the 35 hours-long experiment. (See supplementary information section for full details). Calibration data suggests that the main source of noise $\epsilon z$ comes from the nuclear-spin from residue 29Si, where the change of resonance frequency has strong step like behaviour and no clear correlation with charge rearrangement. Similar nuclear-spin like behaviour has been observed in the same device while operating in two-qubit mode [17].

Tomographic measurement. Figure 2a shows an example of a single shot sequence during the randomised benchmarking. The projection pulses that measure each spin projection are shown in Figure 2b. They are designed in a way that can be easily multiplexed and have built-in echoing ability. To further confirm these projection pulses are able to correctly construct a robust density matrix, a tomographic Rabi Chevron map is performed in Figure 2c,d, combined with the calibration technique described above. The colour coded density matrix map packs all the spin projection maps into one, giving a stronger feel for the correlation between $XYZ$ axes. Surprisingly, the measured and without-fit-simulated data in Figure 2 looks almost identical, save that the simulated map has less background white noise. Notice even at far detuning ($\Delta f_{ESR} > 3MHz$), where a normal $Z$ projection only Rabi map would appear to have no readout signal, we can still see $XY$ phase oscillation for both sets of data. The coloured Rabi Chevron measurement serves as strong validation of our tomographic readout, feedback control and microwave calibration, and confirms the data quality in our randomised benchmarking experiment.

Randomised benchmarking. We assess the performance of our improved gates using randomised benchmarking [9][11]. Randomised benchmarking and its vari-
The noise \( \text{An overview of randomised benchmarking gate fidelity as well as the coherence (unitarity) of randomised benchmarking to determine the average of each of the measurement projections in an alternating manner, using the identical square projection pulses shown in Figure 2b, with calibrations activated. For scheme S, this gave a measured randomised benchmarking decay factor (\( p \)) of 99.66(5)\%, which equates to an average per-Clifford fidelity of 99.83(2)\%. With scheme O, this resulted in a decay factor of 99.914(9)\%, which equates to an average per-Clifford fidelity of 99.957(4)\%, where the error indicates the 95% confidence levels. For comparison purposes we note that the literature often reports not only a Clifford gate fidelity but also a fidelity based on gate
depolarising channel with average infidelity, so that 0
depolyrised noise, where it obtains its minimum value.

The unitarity can be used to distinguish ‘unitary’ er-
rors (which may arise from such things as control errors
and/or low frequency noise) from stochastic errors (which
are generally associated with high-frequency noise).

For a system of dimension \( d \), the unitarity is defined
as an integral of pure states (\( \psi \)) over the Haar measure
as follows:

\[
u(\mathcal{E}) = \frac{d}{d-1} \int d\psi \text{Tr} \left( \mathcal{E} \left( |\psi\rangle\langle\psi| - \frac{1}{d} I \right)^2 \right),
\]

and provides a measure as to where the noise sits be-
tween being completely coherent noise, where the unitar-
ity achieves its maximum value of 1, to being completely
depolarising noise, where it obtains its minimum value.
The minimum value depends on the fidelity and we have
\( u(\mathcal{E}) \geq \left[ 1 - \frac{\delta r}{(d-1)^2} \right]^2 \), which is saturated by a completely
depolarising channel with average infidelity, \( r = 1 - F \).

We can define a new quantity, the incoherence, which is
related to the unitarity as follows:

\[
\omega(\mathcal{E}) = \frac{d-1}{d} \left( 1 - \sqrt{u(\mathcal{E})} \right).
\]

The incoherence is defined so that it takes a maximum value given by the infidelity, and a minimum value of 0
(purely coherent noise), so that 0 \( \leq \omega(\mathcal{E}) \leq r(\mathcal{E}) \).
value of the incoherence represents the minimum infidelity that might be achievable if one had perfect unitary control over the system. Defined as above, the incoherence (when compared to the infidelity) directly gives an indication of the amount of the infidelity that is attributable to incoherent (statistical) noise sources.

The incoherence therefore allows us to: a) estimate useful information relating to the type of noise afflicting the system; b) provides a guide as to how much improvement can be made to the fidelity of the system by the correction of purely coherent errors (such as overrotations); and c) can be used to provide tighter bounds on the likely diamond distance of the average noise channel \( \delta \) and to reduce uncertainty in the interleaved benchmarking protocol \([20]\), see Fig. 3b.

The incoherence (Equation 3) for scheme S is \( 0.5(1) \times 10^{-3} \) and for the scheme O is \( 0.2(1) \times 10^{-3} \). Using the incoherence allows a direct comparison with the reported infidelities, see Fig. 3b. With scheme S the incoherence is approximately 30% of the infidelity and for the improved pulses 61% of the infidelity. Two conclusions can be drawn from this. First, the data provides strong, quantitative evidence that the improved pulses have reduced the errors on the gates primarily by reducing coherent errors. Second, we observe that the infidelity for the optimised pulses is below the incoherence for the square pulses, and that there are still coherent errors in the improved gates. Therefore, by using the scheme O we have not only improved our unitary control but have also reduced the incoherent noise in the system.

Figure 3 illustrates an intuitive explanation of these results. Scheme O minimises the effect of noise on timescales greater than 8\( \mu \)s, decreasing the infidelity of the system and the coherence of the remaining infidelity. The small trade-off, however, is that the pulse optimised gates are slightly more susceptible to higher frequency noise, up to the bandwidth of the pulse, leaving us with some coherent noise. Finally, near DC imperfections such as miscalibrations and microwave phase errors will also contribute to degrade the fidelity, but with lesser impact on its incoherence.

We have demonstrated that the unitarity can be used not just to characterise noise but also as a tool to increase gate fidelities. As a final note, we observe that the incoherence (\( \omega \)) is indicative of the infidelity that would in principle be achieved if all coherent errors in the system were eliminated. Specifically, the data indicates that with the improved pulses, if perfect unitary control could be achieved, then the perfect Clifford fidelity of the gates could be as high as 99.974%.
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**SUPPLEMENTARY INFORMATION**

**Stochastic Gradient Ascent Pulse Engineering**

We model our qubit system using the Hamiltonian

\[ H = \Omega_x \sigma_x + \Omega_y \sigma_y + \epsilon_z \sigma_z, \]

where \( \Omega_x, \Omega_y \) are the \( I \)-quadrature/Q-quadrature (in-phase/out-phase) microwave amplitudes, and \( \epsilon_z \) is a fixed (DC) random variable representing the \( Z \) detuning for a single pulse sequence.

The amplitudes \( \Omega_x \) and \( \Omega_y \), as functions of time, are the two controls available that define our shaped microwave pulse. In each iteration of GRAPE, we calculate the derivative \( \frac{\delta \Psi}{\delta \Omega} \) of the target operator fidelity \( \Psi \) corresponding to each sample point \( \Omega_x \) and \( \Omega_y \), and update them accordingly to maximise \( \Psi \). Our GRAPE implementation is stochastic, sampling \( \epsilon_z \) on every iteration from a Gaussian distribution of \( \frac{1}{2\pi T_z^*} = 16.7kHz \) noise strength, where \( T_z^* = 30\mu s \). (Note that \( \epsilon_z \) is constant within a single iteration.) In our search for improved pulses, we constrain the maximum pulse length to 8 \( \mu s \), four times longer than a square \( \pi \)-pulse. The amplitude of each pulse is also constrained by \( \Omega_x^2 + \Omega_y^2 = \Omega_{nax}^2 \), where \( \Omega_{max} = \frac{1}{2\pi T_z^*} = \frac{1}{2\pi T \times 1.7kHz} = 285.7kHz \) is the maximum allowed effective \( B_1 \) amplitude.

Each optimised pulse is constructed via 800 \( \Omega \) samples at a sample rate of 10ns, with a time length of 8\( \mu s \).

For a given, small, learning factor \( \eta \), a single iteration step can be written as:

1. Randomise \( \epsilon_z \)
2. Calculate \( \frac{\delta \Psi}{\delta \Omega} \) for all \( \Omega \) point-wise, with the current Hamiltonian \( H \)
3. Update \( \Omega \rightarrow \Omega + \eta \frac{\delta \Psi}{\delta \Omega} \)
4. Filter \( \Omega \) for smoothness and bound condition \( \Omega_x^2 + \Omega_y^2 \geq \Omega_{max}^2 \)

The pulse optimisation can perform roughly 100 iterations per second with MATLAB, within a few minutes solutions that have close infidelities to Figure 1(c) can be found. Here, we optimise 7 basic Clifford gate operators using the GRAPE method described above. These basic gates can be expanded to the complete group of 24 Clifford gates by phase shifting one of the 7 basic operators (manipulating the sign of \( \Omega_x \) and \( \Omega_y \), and/or swapping them). For example, a \( Y \) gate can be constructed via swapping \( \Omega_x \) and \( \Omega_y \) of the \( X \) gate. Figure 1(c) shows the optimised Clifford gates that were found and used for the randomised benchmarking experiment. The normal square pulses in black are plotted in the same scale for comparison.

Figure 4a shows the simulation of the infidelities, comparing the optimised pulses and square-pulses for the basic 7 Clifford gates, given a fixed \( \sigma_z \) detuning noise. The square pulse constructed Clifford gates have no errors when the detuning noise is 0, but infidelities grow rapidly with increasing detuning. On the other hand, gates constructed from the optimised pulses have higher infidelity when no detuning exists, but can tolerate a wider detuning offset range. Figure 4b takes account of the complete \( \sigma_z \) noise distribution, and shows the calculated overall infidelity against the \( \sigma_z \) standard deviation. Again, if the qubit system has \( \sigma_z \) noise level near 0, the square pulse gates would have much lower infidelities. However, when \( \sigma_z \) is sitting around a noise level of 16.7kHz, the infidelities are minimised for the optimised case. This pre-experimental simulation shows the pulse optimised Clifford gates have an order of magnitude improvement over the square pulse Clifford gates under the condition of a single noise source \( \sigma_z \) being quasi-static with a standard deviation of 16.7kHz. Composite pulses have also been shown to improve fidelity in ion trap experiments [23].

To validate that the noise model also fits the randomised benchmarking result, we re-simulate the experiment using the identical ESR control sequence (identical Clifford sequence) that is being applied for every single shot; see Figure 5. The noise is modelled in the same way as the GRAPE model, namely, quasi-static detuning noise with standard deviation of 16.7kHz, which will be updated every 400\( \mu s \) (\( T_{z\text{Hahn}} \) time). An additional noise level of \( \frac{1}{\sqrt{2\pi T_z^*}} = 7.5kHz \) is also simulated, which is the Gaussian noise level assuming the \( T_z^* \) measurement is infinitely long. The close agreement between experimental data and simulation in the square pulses scheme suggests that the noise model introduced in the search for GRAPE pulses fits well. However, the expected optimised pulses’ performance is much higher than the experimental results. This is due to a breakdown of the noise model when higher frequency noise on detuning and microwave control start to dominate when the quasi-static noise is suppressed. Noting the low decay exponents in the square pulses scheme (in both experiment and simulation), it again suggests that non-Markovian behaviour arises in randomised benchmarking in the presence of low frequency noise [16].

**Feedback and Calibration**

We implemented 4 different controllers to ensure the spin qubit environment and parameters do not drift. The first two controllers are responsible for spin-to-charge readout process, and the other two for the Hamiltonian coefficients. Figure 6a shows how all the 4 controllers and their respective parameters change throughout the whole 35 hours of the randomised benchmarking experiment. Figure 6b is the schematic of the circuitry controlling the sensor current \( I_{sensor} \). The difference between \( I_{sensor} \) and the desired sensing point \( I_{ref} \) is passed through a gain of \( \beta \), and fed back into \( V_{TG} \). This controller en-
Figure 4 | Simulation for Clifford gates. a. Infidelity simulation of Clifford gates under fixed detuning, $\sigma_z$ noise. b. Infidelity simulation with standard deviation on detuning. $\sigma_z$ noise. The infidelities are calculated through integrating Gaussian type noise on detuning, with mean of 0. Inset: The fidelity of Clifford gates where detuning standard deviation is 16.7kHz (dotted line in (c)), the assumed noise power when running GRAPE iteration.

Figure 6c is the schematic of the circuitry controlling the dark blip count $b_{\text{dark}}$. The dark blip count refers to the excessive blips that occur even when the qubit spin is down, gathered as the blip detection count at the later half of the readout time window. Dark count occurrence is usually caused by not biasing the readout level in the middle of the Zeeman splitting energy. Having the dark blip count being too high or low may cause the readout visibility to be saturated and will have an effect on the analysis of the randomised benchmarking decay rate. Here we set the blip$_{\text{ref}}$ to 0.16 for maximum readout visibility for the controller. The above two controllers are automatically applied by doing extra analysis of $I_{\text{sensor}}$ traces for each acquisition (a single digitiser data transfer of collective single shot traces of $I_{\text{sensor}}$), and do not required additional adjustment. The next two controllers require interleaved measurements that are independent of the randomised benchmarking sequence. These are done periodically, after every 16 acquisitions. Here, we can modify our Hamiltonian into:

$$H = \Omega_{\text{drift}} \Omega_{\text{ESR}} (\Omega_x \sigma_x + \Omega_y \sigma_y) + (f_{\text{ESR}} + \epsilon_z) \sigma_z,$$

where $f_{\text{ESR}}$ is the ESR centre frequency adjustment that can be seen as a multiplier on $\sigma_z$. This can cancel the effect of detuning noise offset, $\epsilon_z$. $\Omega_{\text{drift}}$ is the effective physical ESR amplitude multiplier that drifts over time and is balanced by $\Omega_{\text{ESR}}$ through the controller to maintain the relation: $\Omega_{\text{ESR}} \Omega_{\text{drift}} = 1$. We also have the relation $\Omega_{x,y} = \Omega_{\text{ESR}} \Omega_{x,y}$ which is shown in Figure 1a. $f_{\text{ESR}}$ is updated by measuring the difference between the two control sequences, shown in Figure 6f. We have one sequence of $X/2 \Rightarrow Y/2$ with 0.2$\mu$s gap, while the other one has the $Y/2$ changed to $-Y/2$. The two calibration sequences would have equal spin up probability that is close to 0.5 if no resonance frequency offset exists and will have a different probability if $f_{\text{ESR}} + \epsilon_z \neq 0$, regardless of other SPAM errors. We then take the spin up probability difference of these two sequences and feed this back into $f_{\text{ESR}}$ with a certain stable gain, where now the controller will enforce $f_{\text{ESR}} + \epsilon_z \sim 0$, since $\epsilon_z$ has a very slow drift over the calibration period (range of minutes). Similarly, after calibrating $f_{\text{ESR}}$, we perform another calibration sequence pair shown in Figure 6g, where now the first has $X/2$ repeated for 32 times, and followed by another $X/2$ at the end, versus the second having $-X/2$ at the end. Given that the $f_{\text{ESR}} + \epsilon_z$ term is negligible at this stage, the spin up probability of these two sequences are also close to 0.5 and only the same when $\Omega_{\text{ESR}} \Omega_{\text{drift}} = 1$. Any difference of these two probabilities will feedback into $\Omega_{\text{ESR}}$. The repetition of 32 is chosen for higher accuracy of calibrating $\Omega_{\text{ESR}}$ whilst still maintaining a stable controller. A repetition number that is too high or low may cause the readout visibility to be saturated and will have an effect on the analysis of the randomised benchmarking decay rate. Here we set the blip$_{\text{ref}}$ to 0.16 for maximum readout visibility for the controller.
Figure 5 | Randomised Benchmarking re-simulation Comparison of experimental data from randomised benchmarking and re-simulation using identical control sequences, with different interleaved gates and pulse schemes. The noise model used in the simulation is a mimic of the GRAPE model, assuming a quasi-static detuning noise, which is updated every 400µs ($T_{2H$ahn$}$ time). Black trace: Experimental data. Red trace: Re-simulation with detuning noise level of 16.7kHz. Blue trace: Re-simulation with detuning noise level of 7.5kHz. The fitting equation is $F = \frac{4}{3} \exp(-2 \times l \times r)^a + \frac{1}{2}$, where $F$ is the state fidelity, $l$ is the Clifford gate length, $r$ is the randomised benchmarking infidelity, $a$ is the decay exponent, and $A$ is the visibility.

around 5 seconds each. Figures b,d,f,h show a plot of feedback values over the measurement time period for the controllers on their left side.

During the randomised benchmarking measurement, traces of $V_{TG}$, $V_{G1}$, and $f_{ESR}$ appear to be binary/step like, suggesting changes in the qubit environment are more event like rather than drifting. The cause of these jump events could include local charge rearrangement, battery switching of gate sources, or local nuclear spin flip. However, $\Omega_{ESR}$ appears to be a drift like mechanism, which we believe is due to the high sensitivity of microwave source to temperature and power supply. Interestingly, we observe no clear correlation between all the 4 traces; this is a strong indication that $f_{ESR}$ jumps of the qubit come from nuclear spin flip, rather than local charge rearrangement that would require a big offset in read-out level $V_{G1}$ with given Stark shift level [24].

Randomised benchmarking

The essence of randomised benchmarking is that it uses long sequences of gates with the aim of amplifying small errors in the implementation of these gates. By choosing the sequences of gates from a unitary 2-design the average noise channel over random sequences of such gates will reduce to a depolarising channel with the same fidelity (to the identity) as the average noise between idealised versions of these gates (the average fidelity) [12]. As here, where the design chosen is the Clifford group, then we call this the per Clifford fidelity. The fidelity of a channel to the identity is given by

$$F(\mathcal{E}) = \int d\psi \langle \psi | \mathcal{E}(\rho_{\psi}) | \psi \rangle,$$  

(4)
where the integral is over all pure states $|\psi\rangle$ in accordance with the Haar measure.

Typically the Clifford group is chosen because of its importance as the foundation of many fault-tolerant architectures, meaning that the gates implementing the group are precisely the type of gates likely to appear in such implementations. Whilst randomised benchmarking is a scalable protocol that can be applied to multi-qubit systems, here we are utilizing it to benchmark a single qubit and the discussion below is predicated on the single-qubit system in question.

Typically a randomised benchmarking experiment involves:

1. choosing a sequence length $m$,
2. preparing a state ($\rho$) in the computational basis,
3. applying the chosen number of random gates, drawn from the unitary 2-design (here the Clifford group),
4. applying a further gate, which if all the previous operations were ideal would return $\rho$ to the computational basis,
5. measuring $\rho$ in the computational basis, to determine if it has been so returned.

Figure 6 | Feedback control and calibration for randomised benchmarking over 35 hours. a, Feedback control of SET sensor bias current. Difference of the SET current and the desired bias current is fed back into $V_{TG}$, with a gain of $\beta$. b, Change of $V_{TG}$ over the whole randomised benchmarking measurement period. c, Feedback control of SET sensor bias current. Difference of the SET current and the desired bias current is fed back into $V_{TG}$, with a gain of $\beta$. d, Change of $V_{TG}$ over the whole randomised benchmarking measurement period. e, Calibration of resonance frequency. The resonance frequency is tracked by taking the difference of two ESR pulse sequences, one does a $X/2$ followed by $Y/2$, and the other with $X/2$ followed by $-Y/2$. The two pulse sequences are interlaced in a single acquisition with total of 500 single shots, taking around 5 seconds to execute. f, Change of $f_{ESR}$ over the whole randomised benchmarking measurement period. g, Calibration of ESR amplitude, ensuring a fixed 1.75$\mu$s $\pi$-pulse time. Similarly to the process in (e), but now both sequences perform an $X/2$ pulse 32 times followed by an $X/2$ or $-X/2$. h, Change of microwave amplitude, $\Omega_{ESR}$ over the whole randomised benchmarking measurement period. No strong correlations are observed between all the 4 feedback parameters over 35 hours, suggesting most slow drifts/glitches in the qubit system are independent.
The above steps are typically repeated a sufficient number of times to estimate the survival probability for that \( m \). A different \( m \) is chosen and the whole process repeated to build up an estimate of the survival probability \( q \) over a range of sequence lengths. These estimates are then used to fit to the model:

\[
q(m) = Ap^m + B,
\]

where \( p \) is the depolarising parameter, related to the average fidelity \( \bar{F} \) as: \( \bar{F} = (1 + p)/2 \). Here \( A \) and \( B \) represent parameters related to the state preparation and measurement (SPAM) errors.

A variation of the randomised benchmarking protocol allows the fidelity of various Clifford gates to be estimated \([19]\). Here the first protocol is used as a reference run, and the experiment is conducted again, save that a copy of the gate to be estimated is interleaved between the randomly chosen Clifford gates. By making the simplifying assumption that \( \bar{F}_{\text{combined}} = \bar{F}_{\text{ref}}\bar{F}_C \) an estimate of the fidelity of that Clifford gate \( \bar{F}_C \) can be obtained. See \([14, 20]\) for a detailed discussion of bounds on the above assumption.

### Randomised benchmarking sequence

We can now perform the randomised benchmarking experiment using the methods described earlier. The results are shown in the main text (Figure 3) and in Figure 7. We also present the data as follows: for every measurement acquisition of a randomised benchmarking sequence, we obtain a density matrix which is reconstructed via 120 single shot spin readouts with tomographic measurement (see main text). The density matrix can be rotated in a way that its expected final measurement data set for every single acquisition that is studied in this paper, before any averaging and analysis take place. In order to present the measurement data in as raw a form as possible, other than the realigned phase information being taken away (since it only has trivial physical meaning in a randomised benchmarking experiment), no other corrections including SPAM error renormalisation are performed. The colour point that has higher brightness means the measured final state from a randomised benchmarking sequence has higher fidelity. If the colour red is mixed in the data point, this suggests unitary errors occurred which may result in a measurement having low fidelity but a high coherence/unitarity (analysis in Figure 3). Note that there is no colour saturation in Figure 7(a), meaning there are no data compression losses unless through limitation of viewing/printing device for this paper. However, the colour-semi-circle at high coherence/visibility is saturated, but no experimental data points lie within those regions. The grey boxes at the top right corner for each map are unperformed data points due to early termination of the measurement. Figure 7(b,c) describes how the whole randomised benchmarking experiment is stepped through in time sequence, and the numbers in circle are the order of stepping in time. To begin with, note that the Clifford gate sequences in every single data point shown in Figure 7(a) are re-randomised and different. Now, we have 1(square) and 2(optimised) that steps through the different interleaved gates in Figure 7(b). It starts from the standard square pulse reference (no interleaved gate) with a randomised Clifford gate sequence. Once tomographic readout acquisition is done, it moves on to the next interleaved gate, \( I \), and regenerates a new randomised Clifford gate sequence with same sequence length, \( m \), which takes about 1.7 seconds (at short \( m \)). After the last interleaved gate, \(-Y/2 \) acquisition is completed, which concludes process 1, the same measurement is repeated again but with the GRAPE optimised pulses, referred to as process 2. At the end of 1 + 2, the frequency and power calibration then kicks in to adjust the qubit environment (see above). A total of 16 acquisitions are cycled through (8 interleaved gates and two types of Clifford gate pulses) and this takes about 40 seconds (at short \( m \)) including the calibration. When the interleaved gate cycle is done, we now move to Figure 7(c) where process 3 starts. Process 3 is a simple 5 repetition sequence of 1 + 2 + calibration, it is repeated on the \( y \)-axis in Figure 7(a), and takes about 3 minutes (at short \( m \)) to complete. Process 4 changes \( m \) after completion of process 3, stepping through \([1, 2, 3, 4, 5, 6, 8, 10, 13, 16, 20, 25, 32, 40, 50, 63, 79, 100, 126, 158, 200, 251, 316, 398, 501, 631, 794, 1000, 1259, 1585, 1995, 2512, 3162] \) sequentially, a total of 33 steps shown on the \( x \)-axis of Figure 7(a), and takes about 250 minutes to complete. Finally, 5 repeats everything above a total of 9 times and stacks up on the \( y \)-axis of Figure 7(a), with a final product of 45 rows. The complete measurement can be expressed as process stack \((1 + 2 + \text{calibration}) \times 3 \times 4 \times 5\), and lasts for 35 hours.

**Eliminating the nuisance parameter \( B \).**

We note that using tomographic measurements also allows a variation of the RB protocol similar to variations previously discussed in the literature \([9, 16, 18]\). For any particular sequence the tomographic measurements at the end of the sequence include not only a
measurement that corresponds to the expected ‘maximal-overlap’ measurement of the state, but also one that corresponds to a ‘minimal-overlap’ measurement. This ‘minimal-overlap’ measurement can be included by setting \( \bar{q}(m, s) = 1 - \bar{q}(m, s) \) for each such measurement and combining this into the average estimate of the survival probability for each sequence length, \( m \). If this is done the constant \( B \) gets mapped to \( [B + (1 - B)]/2 = 1/2 \). This removal of the SPAM parameter \( B \) leaves only two free parameters with which to fit the data, leading to tighter credible regions for the parameter of interest (\( p \)).

The randomised benchmarking procedure described above was carried out for 33 different sequence lengths of \( m \) (see Figure 3). The survival percentage for each sequence of a particular length was averaged (as discussed above) and a weighted least squares non-linear fit was performed to the data, using Equation 5, with \( B \) set to 0.5. The data points were weighted by the inverse variance of the observed data at a particular \( m \).

To take into account possible gate dependent noise, the non-linear fit to the data was re-analysed, this time ignoring the \( m \) of less than four (which are the only \( m \) that are likely to be noticeably affected by gate-dependent noise) [12], with no significant impact on the results. To finalise the analysis, Qinfer [25, 26] was used to analyse the data using Bayesian techniques (a sequential Monte-Carlo estimation) of the parameter \( p \). As can be seen in Figure 3, the credible region found accords with the least square fit methods. This provides an indication as to correctness of the model, which might not be the case if the system were still impacted by low frequency noise [27]. Finally we note that the use of repeat sequences complicates the analysis surrounding the use of least squares estimates and the Bayesian techniques used by Qinfer. However, using bootstrapping methods on the data confirms the robustness of the estimates.

**Figure 7 | Randomised benchmarking experimental data.** a, The realigned partial density matrix data for each acquisition, produced via tomographic readout. The density matrix is realigned to spin up with respect to its expected final state \( (\pm XYZ) \), and the phase information is removed. The partial density matrix is colour encoded via a semi-circle (d). b, The sequence of randomised benchmarking experiments. Each grid box represents the collection of density matrices for a single interleaved gate, formatted as in (a). 1: Step through each interleaved gate sequence using standard square pulses, Reference, \( I, X, Y, X/2, -X/2, Y/2, -Y/2 \), for a total of 8 acquisitions. 2: Similar to 1 but with GRAPE optimised pulses, for a total of 8 acquisitions. c, Sequence of randomised benchmarking experiments after stepping through each interleaved gate sequence. 3: Repeat the 8 + 8 = 16 acquisitions 5 times, stacked up on the \( y \)-axis. 4: Step through sequence lengths, \( m \) of \([1, 2, 3, 4, 5, 6, 8, 10, 13, 16, 20, 25, 32, 40, 50, 63, 79, 100, 126, 158, 200, 251, 316, 398, 501, 631, 794, 1000, 1259, 1585, 1995, 2512, 3162] \), stacked up on the \( x \)-axis, total of 33 steps. 5: repeat everything again, stacked up on the \( y \)-axis, total of 9 repetitions. d, Colour semi-circle representation of a partial (phase-less) density matrix. Higher lightness means higher fidelity, and higher red component means higher \( XY \) spin component mixed in.

**Determining the unitarity from tomographic measurements**

The tomographic measurements allow the unitarity of the average noise channel to be measured [13]. The protocol is similar to a randomised benchmarking experiment, save that no inverting gate is applied and the resulting state is best measured as an average over the non-identity Pauli operators, known as the purity measurement. For a single qubit this can be accomplished by measuring \( Q = \langle S_x \rangle^2 + \langle S_y \rangle^2 + \langle S_z \rangle^2 \), where each expectation value
is taken with respect to the state in question. The projective measurements carried out by the tomography allow us to make numerical estimates for each of the components of the purity measurement and thus for $Q$. Then using the techniques discussed above, this is fit to a curve of the form $Q(m) = A + Bu(m)^{m-1}$, where $u(m)$ is the unitarity and $A, B$ are parameters that absorb SPAM noise.
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