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Abstract. We start presenting an $L^\infty$-gradient bound for solutions to non-homogeneous $p$-Laplacean type systems and equations, via suitable non-linear potentials of the right hand side. Such a bound implies a Lorentz space characterization of Lipschitz regularity of solutions which surprisingly turns out to be independent of $p$, and that reveals to be the same classical one for the standard Laplacean operator. In turn, the a priori estimates derived imply the existence of locally Lipschitz regular solutions to certain degenerate systems with critical growth of the type arising when considering geometric analysis problems, as recently emphasized by Rivière [31].

1. Introduction and results

In this paper we consider a class of elliptic systems and scalar equations with $p$-growth of Schrödinger type

$$-\text{div} a(Du) = b(x,u,Du)V(x), \quad \text{in } \Omega$$

whose model involves the degenerate $p$-Laplacean operator:

$$\text{div} (|Du|^{p-2}Du) = |Du|^qV(x) \quad 0 \leq q \leq p-1.$$  

The above systems are considered in a bounded, Lipschitz domain $\Omega \subset \mathbb{R}^n$, with $n \geq 2$ while in general we shall assume at least that $V \in L^2(\Omega, \mathbb{R}^N)$; the higher dimensional case $n \geq 3$ will be of special importance for the connections we shall outline. The solutions considered are the usual energy ones coming for the spaces naturally associated to the considered operator, i.e. distributional solutions $u : \Omega \to \mathbb{R}^N$ with $u \in W^{1,p}(\Omega, \mathbb{R}^N), N \geq 1$; as usual, for the results we are going to consider, we assume also $p > 1$. The main emphasis will the be on the extreme cases of the system (1.2) with respect to $q$, that is $q = 0$

$$-\Delta_p u \equiv -\text{div} (|Du|^{p-2}Du) = V$$  

and $q = p-1$

$$-\text{div} (|Du|^{p-2}Du) = |Du|^pV(x).$$

Further emphasis is then given on the conformal case $p = n > 2$

$$-\text{div} (|Du|^{n-2}Du) = |Du|^{n-1}V(x).$$

In fact, the problems treated are related to a few recent and fundamental results of Rivière [31], who in the two-dimensional case $n = 2$ considered systems of the type

$$-\Delta u = W(x) \cdot Du,$$

where $W(x)$ is a antisymmetric tensor field; in this case a main result in [31] is that $Du \in L^{2+\delta}$ for some $\delta > 0$, which in turn implies the Hölder continuity of $u$. As explained in [32] an additional bootstrap argument eventually leads to $Du \in L^q$ for every $q < \infty$. The general $n > 2$ dimensional version of the system (1.6) which is relevant for the problems presented in [31, 32] is given by the conformal system

$$-\Delta_n u = |Du|^{n-2}W(x) \cdot Du,$$
which clearly falls in the realm of (1.5), and for which one would like to prove $Du \in L^{n+\delta}$ according to Rivièere’s far reaching theory. At this stage, as emphasized by Rivièere, another, stronger meaningful condition to consider on the vector field $W$ is that it belongs to the limiting Lorentz space space $L(n, 1)$; therefore, the subtler anti-symmetry condition - which in this setting works as a cancellation condition - is replaced by a limiting size condition. The identification of the limiting $L(n, 1)$ condition was first done by Hélein in his beautiful work on the moving frames techniques, introduced to treat cases of maps taking values in manifold without symmetries; see [7] [16]. With such an assumption the system in (1.7) now falls in the realm of those in (1.5), and in this case we can prove an existence and regularity theorem which in particular yields locally Lipschitz solutions. What of course differs here from what is considered in [31] [32] is the a priori regularity for any local solution of (1.5) required there, since we are proving here regularity only for solutions obtained by approximation via suitable regularized problems. On the other hand an interesting point is that the a priori estimates are independent - as it must happen in such cases - of the particular approximation chosen; see also Remark [14].

More in general, the results we are presenting in this paper address the issue of the boundedness of the gradient of the non-homogeneous $p$-Laplacean system and give sharp answers to the question. In particular, we show that when the right hand side function $V$ belongs to the limiting Lorentz space $L(n, 1)$ the gradient of the solution considered is locally bounded.

1.1. Results. We consider equations/systems of the type

$$- \text{div } a(Du) = V(x).$$

The continuous vector field $a: \Omega \times \mathbb{R}^N \to \mathbb{R}^N$ is assumed to be $C^1$-regular in the gradient variable $z$ in $\mathbb{R}^N$ when $p \geq 2$ and in $\mathbb{R}^n \setminus \{0\}$ if $1 < p < 2$ and $s > 0$. The following standard growth and ellipticity assumptions are assumed:

$$\begin{align*}
|a(z)| + |\partial a(z)|(|z|^2 + s^2)^{\frac{p}{2}} &\leq L(|z|^2 + s^2)^{\frac{p}{2} - 1} \\
\nu^{-1}(|z|^2 + s^2)^{\frac{p}{2} - 1} |z|^2 &\leq (\partial a(z)\lambda, \lambda)
\end{align*}$$

whenever $z \in \mathbb{R}^N \setminus \{0\}$ and $\lambda \in \mathbb{R}^N$, where $0 < \nu \leq L$ and $s \geq 0$ is a fixed parameter introduced to distinguish the degenerate case ($s = 0$) from the non-degenerate one ($s > 0$). The prototype of (1.8) is - choosing $s = 0$ - clearly given by the $p$-Laplacean equation/system in (1.3). On the right hand side vector field $V$ we shall initially assume that is an $L^2$-map with values in $\mathbb{R}^N$, defined on $\Omega$; eventually letting $V \equiv 0$ in $\mathbb{R}^n \setminus \Omega$, without loss of generality we may assume that $V \in L^2(\mathbb{R}^n, \mathbb{R}^N)$. Moreover, although a lighter assumption can be considered, in order to consider only the core aspects of the problem - that is the a priori estimates - we shall give a treatment in the context of the usual monotonicity methods, therefore not considering so called very weak solutions - that is distributional solutions not lying in $W^{1,p}$. We shall therefore always assume that the right hand side $V$ belongs to the dual space $W^{-1,p'}$. In turn, for this it will be sufficient to have that $V \in L^{p')}$ therefore the minimal requirement on $V$ will be

$$V \in L^m(\mathbb{R}^n, \mathbb{R}^N), \quad m := \max \left\{2, \frac{np}{np - n + p}\right\}.$$

Results of the type considered here when $V \in L^2 \setminus W^{-1,p'}$ - which on the other hand only happens when $p < 2n/(n + 2)$ - can be still obtained, but these involve as mentioned above, very weak solutions; in this case an approximation procedure as considered in [3] [4] together with the a priori regularity estimates leads to assert the existence of a locally Lipschitz very weak solution $u \in W^{1,p-1}$. For the sake
of brevity we shall not pursue this path here. As a matter of fact, all the a priori estimates obtained in the following do not necessitate (1.10) but only that \( V \) belongs to \( L^2 \). In turn, the need for considering \( V \in L^2 \) comes from the very fact that our results will be formulated via the use of a suitable non-linear potential of the function \( |V|^2 \), and that reveals to be a natural object when dealing with the boundedness of the gradient. More precisely we define the non-linear potential \( P^V(x,R) := \int_0^R \left( \frac{|V|^2(B(x,g))}{g^{n-2}} \right)^{\frac{1}{p'}} \frac{dg}{g} \), where, here and for the rest of the paper, we use the more compact notation \( |V|^2(B(x,g)) := \int_{B(x,g)} |V(y)|^2 \, dy \).

Estimates via non-linear potentials are a by now classical tool when studying the regularity of solutions of non-linear elliptic equations in divergence form: a classical one is the so called Wolff potential defined by \( W^V_{\beta, p}(x,R) := \int_0^R \left[ \frac{|V|(B(x,g))}{g^{n-\beta p}} \right]^{\frac{1}{p'}} \frac{dg}{g} \), where \( V \) is a Radon measure. In this respect pointwise estimates for solutions are obtained in \([22, 35, 30, 11]\). The peculiarity of the non-linear potential introduced in (1.11) relies in that it allows to derive in a particularly favorable way several borderline estimates which seem unreachable otherwise.

The first results we present are about general local weak solutions to (1.8) and indeed involve an \( L^\infty \)-estimate of the gradient via the non-linear potential \( P^V \).

**Theorem 1.1.** Let \( u \in W^{1,p}_{\text{loc}}(\Omega) \) be a weak solution to the equation (1.2) for \( p > 1 \) under the assumptions (1.9) and (1.10); there exists a constant \( c \) depending only on \( n, p, \nu, L \) such that

\[
|Du|_{L^\infty(B_R)} 
\leq c \left( \int_{B_R} (s + |Du|^p) \, dx \right)^{\frac{1}{p'}} + c\|P^V(\cdot, R)\|_{L^\infty(B_R)}
\]

holds whenever \( B_R \subset \Omega \).

For more notation we refer to Section 2. An immediate corollary involves a sharp characterization of the Lipschitz continuity of solutions via the use of Lorentz spaces.

**Theorem 1.2.** Let \( u \in W^{1,p}_{\text{loc}}(\Omega) \) be a weak solution to the equation (1.2) for \( p > 1, n > 2 \), under the assumptions (1.9) and (1.10); assume that \( V \in L(n,1) \) holds. Then \( Du \) is locally bounded in \( \Omega \). Moreover, for every open subset \( \Omega' \Subset \Omega'' \Subset \Omega \) there exists a constant \( c \) depending on \( n, p, \nu, L \) and \( \text{dist}(\Omega', \partial \Omega) \) such that

\[
\|Du\|_{L^\infty(\Omega'')} 
\leq c \|Du\|_{L^p(\Omega')} + c\|V\|_{L(n,1)(\Omega')} + c\|V\|^1_{1/p'}
\]

The interesting point in the previous result is that it shows that the classical, and optimal, Lipschitz regularity criterium for the equation \( \Delta u = V \), that is indeed \( V \in L(n,1) \) - a criterium that easily follows from the analysis of Riesz potentials - extends to the degenerate systems involving the \( p \)-Laplacean operator, independently of the values of \( p \), and in regardless the degeneracy/singularity of the equations in question. Even more surprisingly, we shall see in a few lines how this result extends to the case of the \( p \)-Laplacean system. We refer to Section 4 below for the relevant definitions concerning Lorentz spaces.

Next, we give analogous results for systems, that is when solutions are vector valued i.e. \( N > 1 \). In this case it is necessary to introduce an additional structure condition, without which singularities of solutions in general appear and only partial
regularity holds in general, no matter how regular the right hand side of the system is; see for instance [27]. The structure assumption in question is
\begin{equation}
\tag{1.14}
a(z) = g(|z|^2)z
\end{equation}
for a non-negative function \( g \in C^1((0, \infty)) \). Assumptions as (1.14) were first considered by Uhlenbeck in her seminal paper [37], and since then they have been used several times to rule out singularities of solutions.

**Theorem 1.3.** Let \( u \in W^{1,p}_{\text{loc}}(\Omega, \mathbb{R}^N) \) be a weak solution to (1.8) under the assumptions (1.9), (1.10) and (1.14); there exists a constant \( c \) depending only on \( n, p, \nu, L \) such that (1.12) holds whenever \( \mathcal{B}_R \subset \Omega \). In particular \( Du \) is locally bounded when \( V \in L(n, 1) \) for \( n > 2 \), and in this case estimate (1.13) holds.

As it will be immediately clear from the proof, in the previous statement we may just assume that \( V \in L(n, 1) \) locally in \( \Omega \).

We now present a series of results concerning systems and equations whose model is given by the one in (1.2) with \( q > 0 \). Of particular interest for us is the one appearing in (1.7), already treated by Rivièrè in [31] for the case \( n = 2 \); here we shall give a few result towards some problems exposed by Rivièrè in [32], and covering the systems in (1.7) viewed as a particular case of the one in (1.5). As usual in such cases - systems with right hand side having a potentially critical growth - we shall prove existence and regularity results for the associated Dirichlet problems. With \( b: \Omega \times \mathbb{R}^N \times \mathbb{R}^N \rightarrow \mathbb{R} \) being a Carathéodory functions satisfying
\begin{equation}
|b(x, u, Du)| \leq (\Gamma + |Du|^\theta) \quad 0 < \theta \leq p - 1, \quad \Gamma \geq 0,
\end{equation}
we shall consider the Dirichlet problem
\begin{equation}
\tag{1.15}
\begin{cases}
-\text{div} a(Du) = b(x, u, Du)V(x) & \text{in} \quad \Omega \\
u = u_0 & \text{on} \quad \partial \Omega.
\end{cases}
\end{equation}

Since our point is to prove local Lipschitz regularity of solutions, the regularity of the boundary data is not very relevant in this context; on the other hand we can nevertheless assume the following almost minimal assumptions:
\begin{equation}
\tag{1.16}
u_0 \in W^{1,p_0}(\Omega) \quad \text{for} \quad p_0 = p \text{ if } p < n \quad \text{and} \quad p_0 > n \text{ for } p = n.
\end{equation}
The first result we present is about the case \( q = p - 1 \) that with some abuse of terminology will be called critical; see next section for further discussion.

**Theorem 1.4 (Critical case).** Assume that \( b(\cdot) \) satisfies (1.21) with \( q = p - 1 \) and \( p \leq n \). There exist constants \( c_0, \varepsilon_0 > 0 \), depending only on \( n, N, p, \nu, L \) and \( \Omega \), such that if
\begin{equation}
\tag{1.17}
\|V\|_{L^\infty(\Omega)} < c_0 \quad \text{and} \quad \sup_{B(x, R)} P^V(x, R) \leq \varepsilon_0
\end{equation}
hold, then there exists a locally Lipschitz solution \( u \in W^{1,p}(\Omega) \) to (1.15) - (1.16). Moreover there exists a constant \( c \), depending only on \( n, p, \nu, L \), but otherwise independent of the solution \( u \), of the vector fields \( a(\cdot), b(\cdot) \), and on the datum \( V(\cdot) \), such that whenever \( B_R \subset \Omega \) it holds
\begin{equation}
\tag{1.18}
\|Du\|_{L^\infty(B_R/2)} \leq c \left( \int_{B_R} (s + \Gamma + |Du|^p) dy \right)^{\frac{1}{p}}.
\end{equation}

Then we analyze the case \( q < p - 1 \), again called subcritical with some abuse of terminology.
Theorem 1.5 (Sub-critical case). Assume that $b(\cdot)$ satisfies (1.1) with $0 < q < p - 1$ and $p \leq n$; moreover, assume that
\begin{equation}
\|V\|_{L^2(\Omega)} + \|V\|_{L^q(\Omega)} < \infty \quad \text{and} \quad \sup_{B(x,R)} \mathbf{P}^V(x,R) < \infty
\end{equation}
hold with
\[ \gamma := \frac{np}{np - nq - n + p} < n. \]
Then there exists a locally Lipschitz solution $u \in W^{1,p}(\Omega, \mathbb{R}^N)$ to (1.15)-(1.16).

Moreover there exists a constant $c$, depending only on $n, p, \nu, L$, but otherwise independent of the solution $u$, of the vector fields $a(\cdot), b(\cdot)$, and on the datum $V(\cdot)$, such that whenever $B_R \subset \Omega$ it holds
\begin{equation}
\|Du\|_{L^\infty(B_R/2)} \leq c \left( \int_{B_R} (s + \Gamma + |Du|^p dy) \right)^{\frac{1}{p}} + c \|\mathbf{P}^V(\cdot, R)\|_{L^{\infty}(B_R)}.
\end{equation}

Notice that formally letting $q \to 0$ in the previous result we obtain a problem of the type (1.8) and indeed in this case $\gamma \to np/(np - n + p)$ when $q \to 0$, so that the assumption $\|V\|_{L^2(\Omega)} + \|V\|_{L^q(\Omega)} < \infty$ in (1.19) reduces to (1.10).

Finally, again the case of systems.

Theorem 1.6 (Vectorial case $N > 1$). The results of Theorems 1.4-1.5 remain valid when considering, in (1.15), an elliptic system satisfying the structure condition (1.14). In particular, the existence and regularity results of Theorems 1.4-1.5 are valid when considering solutions $u \in u_0 + W^{1,p}(\Omega, \mathbb{R}^N)$ to the $p$-Laplacean system
\begin{equation}
\begin{cases}
-\Delta_p u = b(x, u, Du)V(x) & \text{in} \quad \Omega \\
u = u_0 & \text{on} \quad \partial \Omega,
\end{cases}
\end{equation}
with $u_0$ as in (1.16).

Remark 1.1 (Criticality/subcriticality). In Theorem 1.5 the smallness assumption on $\mathbf{P}^V(x,R)$ in (1.17) can be obviously replaced by
\begin{equation}
\lim_{R \to 0} \sup_{B(x,R)} \mathbf{P}^V(x,R) = 0.
\end{equation}

This follows since the assumption on the smallness of $\mathbf{P}^V$ is only used to prove the validity of the local estimate (1.18), and therefore (1.22) turns out to be sufficient after a standard localization process; see also Remark 1.3 below. In turn, as explained in the proof of Theorem 1.2 - see in particular Section 4 and (4.4) below - both the assumptions (1.19) and in fact (1.22) too can be simultaneously replaced by
\begin{equation}
V \in L(n, 1).
\end{equation}

Also note that $L^n$ is the largest space for which we can test equation (1.4) with $W^{1,p}$-functions still getting integrable quantities. For (1.4) the criticality is checked by using Young’s inequality and Sobolev embedding theorem; indeed, for $p < n$ we have (use (7.8) below with $\gamma = n$)
\[ |Du|^{p-1} |V| u \leq |u|^\frac{np}{n+p} + V^n + |Du|^p. \]

The upgrade from $L^n$ to $L(n, 1)$ gives the microscopical room sufficient for the gradient boundedness, thereby getting back the system in question from the realm of the critical problems to that of the subcritical ones. Note that any larger space of the type $L(n, \gamma)$, $\gamma > 1$ would not fit, and already in the case of the Laplacean operator.
Remark 1.2. Since all our proofs are based on the growth conditions of the right hand side in (1.15), different structure conditions can be considered in order to cover the cases as in (1.7).

Remark 1.3. The constant $c_0$ appearing in (1.17) can be explicitly computed in terms of the constant occurring in the Sobolev embedding theorem on $\Omega$, that is $\|w\|_{L^{q^*}} \leq c(n,q,\Omega) \|Dw\|_{L^q}$ for $w \in W^{1,q}_0(\Omega)$, where $q^*$ denotes the Sobolev embedding inequality - we will choose $q \approx p$. This fact can be easily checked by careful tracing the constant dependence in the proofs in Section 7.

Remark 1.4. An interesting feature of the proof of Theorems 1.4 and 1.5 is that the validity of the a priori estimates (1.18)-(1.20) is independent of the assumptions $\|V\|_{L^n(\Omega)} < c_0$ and $\|V\|_{L^\gamma(\Omega)} < \infty$ in the following sense. We derive the a priori estimates (1.18)-(1.20) for solutions $u_\varepsilon$ to certain regularized problems approximating the original one i.e. systems where the left hand side operator is smoother and non-degenerate, and such that the right hand side $b_\varepsilon(\cdot)V_\varepsilon$ is bounded both with respect with $Du$ and $x$. For such solutions the validity of (1.18)-(1.20) is independent of the assumptions $\|V\|_{L^n(\Omega)} < c_0$ and $\|V\|_{L^\gamma(\Omega)} < \infty$. Such assumptions are eventually needed in the final approximation process $\varepsilon \to 0$.

Remark 1.5. From the proofs of the a priori estimates given in this paper it will be clear that in (1.12), (1.18) and (1.20) the integral in the right hand side can be replaced by
\[
\left( \int_{B_R(s + \Gamma + |Du| \varepsilon)} |t \, dy \right)^{1/t}
\]
for every $t > 0$; the constant $c$ then depends also on $t$ and blows-up for $t \to 0$.

1.2. Technical novelties. Let us here add a few comments about the techniques employed in this paper. We start with the a priori estimate (1.12) and Theorem 1.1. The proof exploits in a suitable way a few hidden facts linked to the underlying property of $p$-harmonic maps $u$ to be such that functions of the type $|Du|^p$ are in turn sub-solutions to uniformly elliptic equations. This is commonly called Bernstein's trick and in the setting of degenerate problems its use goes back to the work of Uhlenbeck [37]. In our context this fact cannot be used directly - since we are not dealing with homogeneous equations - but we will nevertheless take advantage of this fact in an indirect way, deriving Caccioppoli type inequalities with a suitable remainder term involving $|V|^2$ for the function
\[
v \approx |Du|^p.
\]
This is the content of Lemma 3.1 below. According to the classical approach to regularity going back to De Giorgi [5], this sole ingredient is then shown to be enough to prove the local boundedness of $v$, and therefore of the gradient $Du$; see Lemma 3.3 below. This yields an a priori estimate involving the $L^{2p}$-norm of $Du$ and of the potential $P^V$ in (1.11) of a certain rescaled version $\tilde{V}$ of $V$; finally, a further iteration/interpolation scheme allows to derive the desired a priori estimate involving $Du$ in the natural energy space $L^p$. The whole procedure must be carried out for suitably regularized problems in order to allow for the use of certain quantities - like second derivatives of solutions - whose existence would not be otherwise guaranteed when considering general degenerate problems. As for the a priori estimate of Theorem 1.3, we can follow the same approach of Theorem 1.1 once the Caccioppoli type inequality of Lemma 3.1 is proved for functions as (1.24); this is ultimately a consequence of the quasi-diagonal structure (1.14) in that it use allows for certain quantities to become controllable; see Section 5 below.

The precise form of the estimate (1.12) - that is the use of the non-linear potential $P^V$ - allows now for a rapid derivation of all the other a priori estimates in the
paper. Indeed, as already observed in Remark 1.11 the use of the potential $P^V$ allows to establish in a sharp way the borderline spaces to which the right hand side must belong on order to make system critical or subcritical. As a matter of fact the proof of the Lorentz space criterion in Theorem 1.2 follows directly by the property of $P^V$; see Section 4 below. As for the a priori estimates 1.18-1.20 these follow using 1.12 with $V$ replaced by $b(x,u,Du)V(x)$ and via the use suitable interpolation/interation inequalities; see Section 6 below and Remark 1.3. Once the a priori estimates for Theorems 1.4 and 1.5 have been obtained the approximation scheme necessary to solve problem (1.15) is finally built in Section 7.

Not surprisingly some delicate problems occur in the conformal case 1.4. Once the a priori estimates for Theorems 1.4 and 1.5 have been obtained the use suitable interpolation/interation inequalities; see Section 6 below and Remark 1.3. These follow using (1.12) with $A$ basic property of the map $W$ is the following: For any $\varphi \in (W(z_2) - W(z_1))^2$, $|z_2 - z_1|^2$ and $|z_2|^2$.

From this last inequality it follows that $W(\cdot)$ is a locally bi-Lipschitz bijection of $\mathbb{R}^n$ into itself. The strict monotonicity properties of the vector field $a(\cdot)$ implied by the left hand side in 1.13 can be recast using the map $W(\cdot)$. Indeed combining 1.13 and 1.2 yields, for $c \equiv c(n,p,\nu) > 0$, and whenever $z_1, z_2 \in \mathbb{R}^n$

(2.3) $c^{-1}|W(z_2) - W(z_1)|^2 \leq (a(z_2) - a(z_1), z_2 - z_1)$.

When $p \geq 2$ the previous inequality immediately implies

(2.4) $c^{-1}|z_2 - z_1|^p \leq (a(z_2) - a(z_1), z_2 - z_1)$.
We also notice that assumptions (1.9) together with a standard use of Hölder’s inequality, imply the existence of a constant $c \geq 1$ such that
\begin{equation}
|z|^p \leq c\langle a(z), z \rangle + cs^p,
\end{equation}
whenever $z \in \mathbb{R}^{Nn}$.

The next is a classical iteration lemma typically used in the regularity theory of variational equations.

**Lemma 2.1.** ([13, Chapter 6]) Let $\varphi : [R/2, R] \to [0, \infty)$ be a bounded function such that the inequality
\begin{equation}
\varphi(r) \leq \frac{\varphi(r')} {2} + \frac{B} {(r - r')^\gamma} + A
\end{equation}
holds whenever $R/2 < r < R$, for fixed constants $A, B, \gamma \geq 0$. Then it holds that
\begin{equation}
\varphi(R/2) \leq \frac{cB} {\gamma^2} + cA
\end{equation}
for a suitable constant $c$ depending only on $\gamma$.

We recall the following fundamental rigidity theorem of the Hodge decomposition with respect to power perturbations; see [20, 21].

**Theorem 2.1.** (Iwaniec & Sbordone [21, Theorem 3]) Let $\Omega \subset \mathbb{R}^n$ be a regular domain, and let $w \in W^{1,t}_0(\Omega, \mathbb{R}^N)$, with $t > 1$ and $N \geq 1$; let $\delta \in (-1, t - 1)$. Then there exists a vector field $\varphi \in W^{1,1+\delta}_0(\Omega, \mathbb{R}^N)$ and a divergence free matrix field $H \in L^{1+\delta}(\Omega, \mathbb{R}^{Nn})$ such that
\begin{equation}
|Dw|^\delta Dw = D\varphi + H
\end{equation}
and
\begin{equation}
\|H\|_{L^{1+\delta}(\Omega)} \leq c \delta \|Dw\|_{L^t(\Omega)}^{1+\delta}
\end{equation}
hold, for a constant $c$ depending only on $n, \Omega$.

The previous result will not be used here to derive a priori estimates for solutions, but it will rather be employed to perform the approximation procedure necessary proving Theorems 1.5-1.6 in the conformal case $p = n$, see Section 7 below.

The next is a suitable, boundary version of Gehring’s lemma, which actually also holds under less restrictive assumptions that those considered here. The statement below will anyway suite our purposes, the main emphasis here being on the stability of the exponents and their correct dependence upon the various constants.

**Theorem 2.2.** Let $v \in W^{1,p}(\Omega, \mathbb{R}^N)$ be a solution to the Dirichlet problem
\begin{equation}
\begin{aligned}
&\text{div} \tilde{a}(Dv) = g \quad \text{in} \quad \Omega \\
&v \equiv v_0 \quad \text{on} \quad \partial\Omega,
\end{aligned}
\end{equation}
where the vector field $\tilde{a} : \Omega \to \mathbb{R}^{Nn}$ satisfies assumptions (1.9), $g \in L^\infty(\Omega, \mathbb{R}^N)$ and $v_0 \in W^{1,p_0}(\Omega, \mathbb{R}^N)$ for some $p_0 > p$; here $\Omega$ is a Lipschitz domain. Then there exists an exponent $p_1$, \begin{equation}
p < p_1 \equiv p_1(n, N, \nu, L, [\partial\Omega]_{C^{0,1}}) \leq p_0,
\end{equation}
independent of the solution considered $v$, of the boundary datum $v_0$, of the vector field $\tilde{a}(\cdot)$, and of the function $g$, such that $v \in W^{1,p_1}(\Omega, \mathbb{R}^N)$. 

In the way stated above the result can be deduced from the stronger results available in the literature, see for instance in \[2, 9, 27, 23\]. For later applications we remark that the main point of interest here is that the exponent in (2.6) is independent of the size of the norm \(\|g\|_{L^\infty}\). Instead, as expected, the only thing blowing-up up when \(\|g\|_{L^\infty} \to \infty\) is the constant \(c\) appearing in the a priori estimate for \(\|Du\|_{L^p_{0}}\) associated to the previous result, and that is indeed not reported here since it is not going to be used in the following.

2.1. Smoothing. We finally recall a few facts linked to some standard regularization methods; let us fix a family \(\{\phi_\varepsilon\}_{\varepsilon > 0}\) of standard mollifiers in \(\mathbb{R}^N\) and obtained in the following way: \(\phi_\varepsilon(z) := \varepsilon^{-N} \phi(z/\varepsilon)\). Here \(\phi \in C^\infty(\mathbb{R}^N)\) and it is such that

\[
\text{supp } \phi = B_1 \quad \text{and} \quad \int_{\mathbb{R}^N} \phi(z) \, dz = 1.
\]

We define the regularized vector fields

\[
a_\varepsilon(z) := (a * \phi_\varepsilon)(z), \quad \varepsilon > 0.
\]

It obviously follows that \(a_\varepsilon(\cdot) \in C^\infty(\mathbb{R}^N)\) and moreover, as in [13, Lemma 3.1] - whose arguments apply here since (2.7) is assumed - we have that the following growth and ellipticity properties are satisfied for constants \(\nu_0, L_0\) depending on \(n, N, \nu, L, p\) but otherwise independent of \(\varepsilon\):

\[
\begin{align*}
|a_\varepsilon(z)| + |\partial a_\varepsilon(z)||z|^2 + s_\varepsilon^2 \frac{z^2}{\varepsilon^2} \leq L_0(|z|^2 + s_\varepsilon^2) \\
\nu_0^{-1}(|z|^2 + s_\varepsilon^2) \frac{z^2}{\varepsilon^2} \leq \langle \partial a_\varepsilon(z) \lambda, \lambda \rangle
\end{align*}
\]

whenever \(z, \lambda \in \mathbb{R}^N\), where

\[
s_\varepsilon := s + \varepsilon > 0.
\]

We recall that by the very definition in (2.8) we have that

\[
a_\varepsilon \to a \quad \text{uniformly on compact subsets of } \mathbb{R}^N.
\]

We now discuss the smoothing procedure when dealing with vector fields \(a(\cdot)\) under the additional structure assumption (1.14); the approximation should be done in order to preserve (1.14) so that we shall build the approximation starting from (1.14) - see also [13, Lemma 3.2]. For \(\varepsilon > 0\) we define

\[
a_\varepsilon(z) := g_\varepsilon(|z|^2) z, \quad \text{where } g_\varepsilon(t) := g(\varepsilon^2 + t).
\]

Using (1.10) and (1.11) it is now easy to see that the same (1.10) and (2.11) are satisfied with \(s_\varepsilon\) defined as in (2.10). Observe that, in particular (2.10) are satisfied with \(\nu_0 = \nu\) and \(L = L_0\).

3. Theorem 1.1

The proof falls is divided in four steps, and follows the path outlined in Section 1.2. Moreover, since the result is local in nature we may assume with no loss of generality that \(u \in W^{1,p}(\Omega)\).

Step 1: Approximation. Since the statement is local in nature and so is estimate (1.14), we shall prove Theorem 1.1 replacing \(\Omega\) by any open subset \(\Omega' \Subset \Omega\) with smooth boundary; therefore the ball \(B_R\) considered in (1.12) will be such that \(B_R \Subset \Omega'\). In the same way all the balls considered in the rest of the proof will be contained in \(\Omega'\). We first regularize the left hand side vector field according to (2.8) and then the right hand side potential as

\[
V_\varepsilon(x) := \max\{\min\{V(x), 1/\varepsilon\}, -1/\varepsilon\}.
\]
We define $u_\varepsilon \in u + W^{1,p}_0(\Omega')$ as the unique solution to the following Dirichlet problem:

$$
(3.2) \quad \begin{cases}
-\text{div} a_\varepsilon(Du_\varepsilon) = V_\varepsilon & \text{in } \Omega' \\
u_\varepsilon = u & \text{on } \partial\Omega'.
\end{cases}
$$

By (2.9) standard regularity theory applies - see Section 3.3 below - and we have

$$
(3.3) \quad u_\varepsilon \in W^{2,2}_\text{loc}(\Omega') \cap C^{1,\alpha}(\Omega')
$$

for some $\alpha \in (0,1)$ depending on $\varepsilon$, and therefore, considering the function

$$
(3.4) \quad v_\varepsilon := (s_\varepsilon^2 + |Du_\varepsilon|^2)^{\frac{1}{2}},
$$

we observe that (3.3) implies

$$
(3.5) \quad v_\varepsilon \in W^{1,2}_\text{loc}(\Omega') \cap C^{0,\alpha}_\text{loc}(\Omega').
$$

Note that formally it is $v \equiv |Du|^p$ when $s_\varepsilon = 0$. We shall derive energy estimates for $v_\varepsilon$, which are uniform with respect to $\varepsilon$. Moreover, in the following we shall use the shorthand notation $v \equiv v_\varepsilon, u \equiv u_\varepsilon, V \equiv V_\varepsilon$ and $a_\varepsilon(Du_\varepsilon) \equiv a(Du)$, recovering the full notation from time to time in order to emphasize the uniformity of the estimates with respect to $\varepsilon$. Finally we shall denote $\Omega' \equiv \Omega$.

**Step 2: A Caccioppoli type inequality.** Here we show that the functions $v_\varepsilon$ defined in (3.4) satisfy a suitable energy inequality - of so called Caccioppoli type - that in turn will imply the desired pointwise estimate for the gradient. Specifically, we have

**Lemma 3.1** (Caccioppoli’s inequality for $v_\varepsilon$). Let $v_\varepsilon \equiv v$ be the function defined in (3.4); there exists a constant $c_1$, which only depends on $n, p, \nu, L$, but is otherwise independent of $\varepsilon$, such that whenever $B_R \subset \Omega$ is a ball with radius $R$ it holds that

$$
(3.6) \quad \int_{B_{R/2}} |D(v - k)_+|^2 \, dx \leq \frac{c_1}{R^2} \int_{B_R} (v - k)^2 \, dx + c_1 \int_{\Omega} |\bar{V}|^2 \, dx,
$$

where

$$
(3.7) \quad \bar{V} \equiv \bar{V}_\varepsilon := \left(s_\varepsilon^2 + \|Du_\varepsilon\|_{L^\infty(B_R)}^2\right)^{\frac{1}{2}} v_\varepsilon.
$$

**Proof.** In the following we shall keep on using Einstein’s convention on repeated indexes. In the weak formulation of (3.2)

$$
(3.8) \quad \int_{\Omega} (a(Du), D\varphi) \, dx = \int_{\Omega} a_i(Du)D_i\varphi \, dx = \int_{\Omega} \varphi V \, dx,
$$

we use $D_s\varphi$ instead of $\varphi$ for $s \in \{1, \ldots, n\}$ as testing function; integration by parts then yields

$$
(3.9) \quad \int_{\Omega} \partial_s a_i(Du)D_s u D_i\varphi \, dx = - \int_{\Omega} D_s\varphi V \, dx.
$$

Then we introduce

$$
\tilde{a}_{i,j}(x) := \frac{\partial_s a_i(Du(x))}{(s_\varepsilon^2 + |Du(x)|^2)^{\frac{1}{2}}},
$$

which is a bounded and uniformly elliptic matrix in view of (1.9); in view of (2.9) this means that

$$
(3.10) \quad |\tilde{a}_{i,j}(x)| \leq L_0 \quad \nu_0|\lambda|^2 \leq \langle \tilde{a}(x)\lambda, \lambda \rangle
$$

for every $x \in \Omega$ and $\lambda \in \mathbb{R}^n$, where as in (2.9) it holds that $0 < \nu_0 \leq L_0 < \infty$; $\nu_0, L_0$ are independent of $\varepsilon$, and only depend on $n, p, \nu, L$. In the following, for $z \in \mathbb{R}^n$, we shall also let

$$
H_\varepsilon(z) := (s_\varepsilon^2 + |z|^2)^{\frac{1}{2}}, \quad H(Du) \equiv H_\varepsilon(Du_\varepsilon) := (s_\varepsilon^2 + |Du_\varepsilon|^2)^{\frac{1}{2}}.
$$
With such a notation we have $H(Du)^p = v$ and \((3.9)\) reads
\[
\int_{\Omega} \tilde{a}_{i,j} H(Du)^{p-2} D_j D_s u D_i \varphi \, dx = - \int_{\Omega} D_s \varphi V \, dx.
\]

Note that by \((3.3)-(3.5)\) a standard density argument this last equation remains valid whenever $\varphi \in W^{1,2}(\Omega)$ has compact support in $\Omega$. Therefore, with $\eta \in C^\infty_c(B_R)$ being a non-negative cut-off function, in \((3.11)\) we may use the test function $\varphi := \eta^2 (v - k)_+ D_s u$

Note that in view of \((3.3)-(3.5)\) this is an admissible test function in \((3.11)\). Then we observe that, for $h \in \{1, \ldots, n\}$, we have
\[
D_h \varphi = \eta^2 (v - k)_+ D_h D_s u + \eta^2 D_s u D_h (v - k)_+ + 2\eta (v - k)_+ D_h \eta D_s u,
\]
and therefore, summing up over $s \in \{1, \ldots, n\}$ yields
\[
I_1 + I_2 + I_3 := \int_{\Omega} \eta^2 \tilde{a}_{i,j} H(Du)^{p-2} D_j D_s u D_i D_s u (v - k)_+ \, dx
+ \int_{\Omega} \eta^2 \tilde{a}_{i,j} H(Du)^{p-2} D_j D_s u D_s u D_i (v - k)_+ \, dx
+ 2 \int_{\Omega} \eta \tilde{a}_{i,j} H(Du)^{p-2} D_j D_s u D_s u (v - k)_+ D_i \eta \, dx
:= - \int_{\Omega} \eta^2 D_s D_s u (v - k)_+ V \, dx - \int_{\Omega} \eta^2 D_s u D_s u (v - k)_+ V \, dx
- 2 \int_{\Omega} \eta D_s \eta D_s u (v - k)_+ V \, dx := II_1 + II_2 + II_3.
\]

The terms appearing in the left hand side of \((3.13)\) can be in turn estimated via Young’s inequality and ellipticity as follows. Keeping \((3.4)\) in mind and noticing that
\[
D_j v = p H^{p-2}(Du) D_j D_s u D_s u
\]
we have that
\[
\int_{\Omega} \eta^2 \tilde{a}_{i,j} D_j (v - k)_+ D_i (v - k)_+ \, dx = p I_2
\]
and therefore \((3.10)\) yields
\[
\nu_0 \int_{\Omega} |D(v - k)_+|^2 \eta^2 \, dx \leq p I_2.
\]

Again using ellipticity we have
\[
I_5 := \int_{\Omega} \eta^2 H^{p-2}(Du) |D^2 u|^2 (v - k)_+ \, dx \leq \nu_0^{-1} I_1.
\]

Finally, using Young’s inequality with $\delta \in (0, 1)$, we gain
\[
I_3 \leq c \int_{\Omega} \eta |D\eta| |D(v - k)_+| (v - k)_+ \, dx
\leq \delta \int_{\Omega} |D(v - k)_+|^2 \eta^2 + c(\delta) \int_{\Omega} (v - k)_+^2 |D\eta|^2 \, dx.
\]

By choosing $\delta \equiv \delta(n, p, \nu, L)$ small enough in order to re-absorb terms we arrive at
\[
I_5 + \int_{\Omega} \eta^2 |D(v - k)_+|^2 \, dx \leq c \int_{\Omega} |D\eta|^2 (v - k)_+^2 \, dx + c |II_1 + II_2 + II_3|,
\]
with $c$ depending only on $n, p, \nu, L$. As for the right hand side terms we shall simply initially estimate, everywhere inside the integrals, as follows:
\[
|D_s u| \leq \|Du\|_{L^\infty} \equiv \|Du\|_{L^\infty(\text{supp} \, \eta)}.
\]
Now, recalling the definition of \( v \), we have that whenever we evaluate functions on the set \( \text{supp } \eta \) it holds
\[
(v - k)_+ \leq \sqrt{(v - k)_+} H(Du) \frac{\sqrt{2}}{2} \leq (s_k^2 + \|Du\|_{L^\infty})^{\frac{1}{2}} \sqrt{(v - k)_+} H(Du) \frac{\sqrt{2}}{2},
\]
and therefore, using Young’s inequality with \( \delta \in (0, 1) \), we further have
\[
|II_1| \leq c \int \eta^2 |D^2u|(v - k)_+ |V| \, dx \\
\leq c(s_k^2 + \|Du\|_{L^\infty})^{\frac{1}{2}} \int \eta^2 [(v - k)_+]^{\frac{1}{2}} H(Du) \frac{\sqrt{2}}{2} |D^2u| |V| \, dx \\
(3.17) \leq \delta I_5 + c(s_k^2 + \|Du\|_{L^\infty}) \int \eta^2 |V|^2 \, dx.
\]
Again by Young’s inequality we have, with \( \delta \in (0, 1) \), that
\[
|II_2| \leq \delta \int \eta^2 |D(v - k)_+|^2 \, dx + c(\delta) \|Du\|_{L^\infty} \int \eta^2 |V|^2 \, dx,
\]
and
\[
|II_3| \leq c \int \eta^2 |D\eta^2(v - k)_+^2 \, dx + c\|Du\|_{L^\infty} \int \eta^2 |V|^2 \, dx.
\]
Matching all the previous inequalities, choosing \( \delta \) small enough in order to re-absorb the terms involving \( \delta \) in the right hand side, and finally taking \( \eta \) in a standard way - i.e. \( \eta \equiv 1 \) on \( B_{R/2} \), \( 0 \leq \eta \leq 1 \), and \( \|D\eta\|_{L^\infty} \leq c R^{-1} \) - we arrive at the Caccioppoli’s inequality \((3.6)\).

Step 3: An oscillation improvement estimate. Here we prove the following:

**Lemma 3.2.** Let \((v, \tilde{V})\) be a couple of functions defined in an open subset \( \Omega \), with \( v \geq 0 \), and such that \((3.6)\) holds whenever \( k \geq 0 \), for a fixed \( B \equiv B_R \subset \Omega \); moreover let \( k, d > 0 \) be fixed and assume that
\[
|1/2) \cap \{v > k\}| \leq \frac{1}{d^2} \int_{(1/2)B} (v - k)_+^2 \, dx
\]
holds. Then there exists a constant \( c \equiv c(n, c_1) \) such that there holds
\[
\left( \frac{1}{d^2 R^n} \int_{(1/2)B} (v - k)_+^2 \, dx \right)^{\frac{1}{2}} \\
\leq c \left( \frac{1}{d^2 R^n} \int_B (v - k)_+^2 \, dx \right)^{\frac{1}{2}} + c \left( \frac{|\tilde{V}|^2(B)}{d^2 R^{n/2}} \right)^{\frac{1}{2}},
\]
where \( \chi \in (0, 1) \) depends only on \( n \).

**Proof.** Let \( B \equiv B(x_0, R) \) for some \( x_0 \in \Omega' \) be the ball in question. We start observing that we can reduce to the case \( B \equiv B_1 \) and \( d = 1 \). Indeed, let us define
\[
w(y) := \frac{v(x_0 + Ry)}{d}, \quad W(y) := \frac{R \tilde{V}(x_0 + Ry)}{d}, \quad y \in B_1.
\]
The couple \((w, W)\) satisfies inequality \((3.6)\) with \((B_R, d, k)\) replaced by \((B_1, 1, k/d)\); moreover we observe that also \((3.20)\) is fulfilled for \( w \) with \( k \) replaced by \( k/d \). Therefore it suffices to prove the lemma for \((w, W)\), i.e., i.e. inequality \((3.21)\), on \( B \equiv B_1 \) where \( k \) is replaced by \( k/d \); the general case follows scaling back to \((v, \tilde{V})\).

Therefore we pass to the proof for the special situation considered above assuming that
\[
\int_{B_{1/2}} |D(v - k)_+|^2 \, dx \leq c_1 \int_{B_1} (v - k)_+^2 \, dx + c_1 \int_{B_1} |\tilde{V}|^2 \, dx.
\]
Moreover we assume that \(|B_1 \cap \{v > k\}| > 0\), otherwise (3.21) trivializes. Similarly, we may also assume that
\[ \int_{B_1} (v - k)^2_+ dx > 0. \]
Now we denote by
\[ 2 < t := \begin{cases} \frac{2n-2}{n-2} & \text{if } n > 2 \\ \text{any number larger than two} & \text{if } n = 2 \end{cases} \]
the usual Sobolev embedding exponent and apply Sobolev embedding theorem
\[ \left( \int_{B_{1/2}} (v - k)^t_+ dx \right)^{\frac{1}{t}} \leq c \int_{B_{1/2}} |D(v - k)_+|^2 dx + c \int_{B_{1/2}} (v - k)^2_+ dx. \]
Together with (3.22) the last estimate now yields the following reverse H"older-type inequality:
\[ (3.23) \quad \left( \int_{B_{1/2}} (v - k)^t_+ dx \right)^{\frac{1}{t}} \leq c \int_{B_{1/2}} (v - k)^2_+ dx + c \int_{B_1} |\tilde{V}|^2 dx. \]
On the other hand by (3.20) we have
\[ \left( \int_{B_{1/2}} (v - k)^2_+ dx \right)^{\frac{1}{t}} = \left( \int_{B_{1/2}} (v - k)^t_+ dx \right)^{\frac{1}{t} - 1} \int_{B_{1/2}} (v - k)^2_+ dx \]
\[ \leq |B_{1/2} \cap \{v > k\}|^{1 - \frac{1}{t}} \int_{B_{1/2}} (v - k)^2_+ dx. \]
In turn, applying H"older’s inequality yields
\[ \int_{B_{1/2}} (v - k)^2_+ dx \leq |B_{1/2} \cap \{v > k\}|^{1 - \frac{1}{t}} \left( \int_{B_{1/2}} (v - k)^t_+ dx \right)^{\frac{1}{t}}. \]
The last two inequalities give now
\[ (3.24) \quad \left( \int_{B_{1/2}} (v - k)^2_+ dx \right)^{\frac{1}{t}} \leq \left( \int_{B_{1/2}} (v - k)^t_+ dx \right)^{\frac{1}{t}}. \]
Inequality (3.21) now follows estimating the right hand side of (3.24) by mean of (3.21), taking of course \(\chi = 2/t \in (0, 1)\). \(\square\)

**Step 3: Iteration and a priori estimate for \(v\).** Here we iterate Lemma 3.2 - applied in the context of Step 1 - in order to get a first pointwise estimate of \(v\) in terms of \(\tilde{V}\). More precisely, we prove the following abstract result, that will be eventually applied with the choice \(v \equiv v_\varepsilon\) (here we are slightly abusing the notation) and for \(\tilde{V}\) defined in (3.7).

**Lemma 3.3** (Abstract potential estimate). Let \(v \in W^{1,2}_{\text{loc}}(\Omega)\) be a function satisfying (3.6) whenever \(B_R \subset \Omega'\), for a certain function \(\tilde{V} \in L^2(\Omega')\) and for every \(k, d > 0\). Then there exists a constant \(c\), depending only on \(n\) and \(c_1\), such that
\[ |v(x)| \leq c \left( \int_{B(x, R)} |v|^2 dy \right)^{\frac{1}{2}} + cP\tilde{V}(x, 2R), \]
holds for every ball \(B(x, 2R) \subset \Omega'\).
Proof. We shall use a suitable modifications of De Giorgi’s iteration technique [22] following the approaches proposed in [22]. We consider a dyadic sequence of radii $R_j := 2^{i-1} R$, $j \in \mathbb{N}$, and let $B_j := B(x, R_j)$. We define $k_0 := 0$, and, recursively for $j \geq 0$,

$$k_{j+1} := k_j + \left( \frac{1}{\delta^2 R_j^d} \int_{B_{j+1}} (v - k_j)^2 \, dx \right)^{1/2} .$$

The number $\delta \in (0, 1)$ will be chosen in a few lines; it is going to be suitably small, but will be always chosen in a way making it depending only on $n$ and $c_1$. We note that $\{k_j\}$ is a non-decreasing sequence. We will prove the validity of the estimate

$$k_{j+1} - k_j \leq \frac{1}{2} (k_j - k_{j-1}) + c \left( \frac{\overline{V}^2(B_j)}{R_j^n} \right)^{1/2}$$

for every $j \in \mathbb{N}$, and for a constant $c$ only depending on $n, c_1$. In order to prove this for $j \in \mathbb{N}$ we preliminary observe that we may assume $k_{j+1} > k_j$; otherwise itself is trivially satisfied. Then we start showing that

$$\delta^j \leq c \frac{k_j - k_{j-1}}{k_{j+1} - k_j} + c \left( \frac{\overline{V}^2(B_j)}{R_j^n} \right)^{1/2}$$

holds for every $j \in \mathbb{N}$, with a constant $c$ depending only on $n, c_1$, and where

$$d_j := \frac{k_{j+1} - k_j}{2^n} .$$

Here $\chi \in (0, 1)$ is the number introduced in Lemma 3.2. By mean of the definition given in (3.26) we have

$$|B_j \cap \{v > k_j\}| \leq \left( \frac{1}{(k_j - k_{j-1})^2} \int_{B_{j+1} \cap \{v > k_j\}} (v - k_j)^2 \, dx \right)^{1/2} \leq \frac{1}{(k_j - k_{j-1})^2} \int_{B_j} (v - k_j - 1)^2 \, dx \leq \delta^2 R_j^n = 2^n \delta^2 R_j^n = \frac{2^n}{(k_{j+1} - k_j)^2} \int_{B_{j+1}} (v - k_j)^2 \, dx .$$

Observe that we repeatedly used (3.26). From the last chain of inequalities it is clear that choosing $\delta$ small enough in order to have $\delta^2 \leq 2^{-(n+1)} R_j^{-n} |B_j|$ - which imposes on $\delta$ a smallness condition depending only on $n$ - we obtain

$$|B_j \cap \{v > k_j\}| \leq \frac{1}{2} |B_j| .$$

With the definition in (3.26) we are able to apply Lemma 3.2 for the choices $k \equiv k_j$, $d \equiv d_j$ and $B \equiv B_{j+1}$, as assumption (3.20) turns out to be satisfied. This yields

$$\left( \frac{1}{d_j^2 R_j^d} \int_{B_{j+1}} (v - k_j)^2 \, dx \right)^{1/2} \leq c \left( \frac{1}{d_j^2 R_j^d} \int_{B_j} (v - k_j)^2 \, dx \right)^{1/2} + c \left( \frac{\overline{V}^2(B_j)}{d_j^2 R_j^n} \right)^{1/2} ,$$

where $\chi \in (0, 1)$ is the number introduced in Lemma 3.2. In turn, using (3.20) again we observe that

$$\left( \frac{1}{d_j^2 R_j^d} \int_{B_j} (v - k_j)^2 \, dx \right)^{1/2} \leq \left( \frac{1}{d_j^2 R_j^d} \int_{B_j} (v - k_j)^2 \, dx \right)^{1/2} = 2^n \delta \left( \frac{d_j-1}{d_j} \right) .$$
Merging the last inequality with (3.31), and using (3.28) together with the definition of \( d_j \) in (3.29), we find

\[
\delta^x \leq c \left( \frac{1}{d_j^2 R_j^n} \int_{B_{j+1}} (v - k_j)^2 \, dx \right)^{\frac{1}{2}} 
\leq \frac{1}{d_j^2 R_j^n} \int_{B_j} (v - k_j)^2 \, dx + c \left( \frac{|\bar{V}|^2(B_j)}{d_j^2 R_j^n} \right)^{\frac{1}{2}} 
\leq c \delta^{k_{j+1} - k} + c \left( \frac{|\bar{V}|^2(B_j)}{d_j^2 R_j^n} \right)^{\frac{1}{2}},
\]

for a constant \( c \) which depends only on \( n, c_1 \); the proof of (3.28) is therefore complete. We can now show that (3.27) holds. Indeed, if \( k_{j+1} - k_j \leq (1/2)(k_j - k_{j-1}) \) holds so also (3.27) does, trivially. Otherwise, we have \( (k_j - k_{j-1})/(k_{j+1} - k_j) < 2 \), which, used in (3.32), yields

\[
\delta^x \leq \tilde{c} \delta + c \left( \frac{|\bar{V}|^2(B_j)}{d_j^2 R_j^n} \right)^{\frac{1}{2}},
\]

with \( \tilde{c} \) depending only on \( n, c_1 \). Therefore reducing further the size of \( \delta \equiv \delta(n, c_1) \) in order to have \( \delta < (1/2c)^{1/(1-\epsilon)} \), and recalling the choice of \( d_j \), we conclude with

\[
k_{j+1} - k_j \leq c \left( \frac{|\bar{V}|^2(B_j)}{R_j^n} \right)^{\frac{1}{2}},
\]

so that (3.27) follows in any case. The proof of (3.25) can now be obtained iterating (3.27):

\[
k_m - k_1 \leq k_{m+1} - k_1 = \sum_{j=1}^{m} (k_{j+1} - k_j) 
\leq \frac{1}{2} \sum_{j=1}^{m} (k_j - k_{j-1}) + c \sum_{j=1}^{m} \left( \frac{|\bar{V}|^2(B_j)}{R_j^n} \right)^{\frac{1}{2}}
\leq \frac{1}{2} k_m + c \sum_{j=1}^{m} \left( \frac{|\bar{V}|^2(B_j)}{R_j^n} \right)^{\frac{1}{2}} \leq \frac{1}{2} k_m + c \mathbf{P} \bar{V}(x, 2R),
\]

where we used the content of Remark 3.1 below and that \( k_0 = 0 \) by definition. Therefore we have that

\[
\lim_{m \to \infty} k_m \leq 2k_1 + c \mathbf{P} \bar{V}(x, 2R).
\]

On the other hand, since \( v \) is continuous - see (3.29) - and since (3.30) implies that \( \inf_{B_m} v \leq k_m \) we have

\[
|v(x)| = \lim_{m \to \infty} \inf_{B_m} v \leq \lim_{m \to \infty} k_m \leq 2k_1 + c \mathbf{P} \bar{V}(x, 2R)
\]

where \( c \) depends only on \( n, c_1 \). At this point estimate (3.28) follows taking the definition of \( k_1 \) into account. The proof of Lemma 3.3 is complete. \( \square \)

At this point we can apply both Lemmas 3.2 and 3.3 to get that the following inequality:

\[
|v_\varepsilon(x)| \leq c \left( \int_{B(x, R)} |v_\varepsilon|^2 \, dy \right)^{\frac{1}{2}} + c \mathbf{P} \bar{V}_\varepsilon(x, 2R),
\]
holds for every ball $B(x, 2R) \subset \Omega'$, for a constant $c$ depending only on $n, p, \nu, L$, but otherwise independent of $\varepsilon$. It goes without saying that the function $[3.7]$ is now the one defined in $[3.7]$ while $v_\varepsilon$ has been introduced in $[3.3]$.

Step 4: A priori estimate for $Du$. We now derive the a priori estimate for $\|Du\|_{L^\infty} \equiv \|Du_\varepsilon\|_{L^\infty}$, which will be of course uniform with respect to $\varepsilon > 0$. In terms of $Du \equiv Du_\varepsilon$ and $V \equiv V_\varepsilon$ estimate $[3.34]$ amounts to have

\[
(s_\varepsilon^2 + |Du(x)|^2)^{\frac{p}{2}} \leq c \left( \int_{B(x, \bar{R})} (s_\varepsilon^2 + |Du|^2)^p dy \right)^{\frac{1}{p}} + c \left( s_\varepsilon^2 + \|Du\|_{L^\infty(B(x, \bar{R}))}^2 \right)^{\frac{p}{2}} \|PV(x, \bar{R})\|_{L^\infty(B_R)}
\]

whenever $B(x, \bar{R}) \subset \Omega'$. Note that since the radii considered are arbitrary in $[3.34]$, upon enlarging the constants involved by a factor essentially depending on $n$, we may avoid considering $PV(x, 2\bar{R})$ and use $PV(x, \bar{R})$. We now fix a ball $B_R \subset \Omega$ and related concentric balls $B_{R/2} \subset B_\varepsilon \subset B_R$ with $R/2 < \rho \leq r < R$. We use $[3.35]$ with $x \in B_{\rho}$ and with $\bar{R} = r - \rho$ in such a way that $B(x, \bar{R}) \subset B_r$; at this stage we recall that $V$ is defined on all $\mathbb{R}^n$. It follows that

\[
(s_\varepsilon^2 + \|Du\|_{L^\infty(B_r)}^2)^{\frac{p}{2}} \leq \frac{c}{(r - \rho)^{\frac{p}{2}}} \left( \int_{B_r} (s_\varepsilon^2 + |Du|^2)^p dy \right)^{\frac{1}{p}} + c \left( s_\varepsilon^2 + \|Du\|_{L^\infty(B_r)}^2 \right)^{\frac{p}{2}} \|PV(\cdot, R)\|_{L^\infty(B_R)}
\]

and therefore

\[
(s_\varepsilon^2 + \|Du\|_{L^\infty(B_r)}^2)^{\frac{p}{2}} \leq \frac{c}{(r - \rho)^{\frac{p}{2}}} \left( \int_{B_r} (s_\varepsilon^2 + |Du|^2)^p dy \right)^{\frac{1}{p}} + c \left( s_\varepsilon^2 + \|Du\|_{L^\infty(B_r)}^2 \right)^{\frac{p}{2}} \|PV(\cdot, R)\|_{L^\infty(B_R)}.
\]

By using Young’s inequality we obtain

\[
(s_\varepsilon^2 + \|Du\|_{L^\infty(B_r)}^2)^{\frac{p}{2}} \leq \frac{1}{2} \left( s_\varepsilon^2 + \|Du\|_{L^\infty(B_r)}^2 \right)^{\frac{p}{2}} + c \left( s_\varepsilon^2 + |Du|^2 \right)^{\frac{p}{2}} dy + c \|PV(\cdot, R)\|_{L^\infty(B_R)}^{\frac{p}{2}}.
\]

We now apply Lemma 2.3 with the choice

\[
\varphi(t) := \left( s_\varepsilon^2 + \|Du\|_{L^\infty(B_r)}^2 \right)^{\frac{p}{2}}
\]

and deduce that

\[
(s_\varepsilon^2 + \|Du_\varepsilon\|_{L^\infty(B_{R/2})}^2)^{\frac{p}{2}} \leq c \left( \int_{B_{R}} (s_\varepsilon^2 + |Du_\varepsilon|^2)^p dy + c \|PV_\varepsilon(\cdot, R)\|_{L^\infty(B_{R/2})}^{\frac{p}{2}} \right),
\]

with a constant $c$ depending only on $n, p, \nu, L$; we recovered here the full notation with the subscript $\varepsilon$ everywhere. This is the final a priori estimate for $Du_\varepsilon$ we were looking for.

Step 5: Passage to the limit and conclusion. This is now a rather standard procedure; for completeness we briefly recall the convergence argument. We consider the weak formulations

\[
\int_{\Omega'} (a_\varepsilon(Du_\varepsilon), D\varphi) \, dx = \int_{\Omega'} V_\varepsilon \varphi \, dx
\]
and choose \( \varphi = u_\varepsilon - u \) as a testing function. Using (1.10), (2.5) and Young’s inequality in a standard way we obtain

\[
\int_{\Omega'} |Du_\varepsilon|^p \, dx \leq c \int_{\Omega'} (|Du|^p + s^p) \, dx + c \int_{\Omega'} |V||u_\varepsilon - u| \, dx,
\]

for a constant \( c \equiv c(n, p, \nu, L) \). We now distinguish two cases; the first is when \( p \geq 2 \), then we use Young’s inequality with \( \delta \in (0, 1) \) and Poincaré’s inequality in order to have

\[
\int_{\Omega'} |V||u_\varepsilon - u| \, dx \leq \delta \int_{\Omega'} (|Du_\varepsilon| + |Du|)^p \, dx + c(\delta) \int_{\Omega'} |V|^p' \, dx
\]

so that, after properly choosing \( \delta \), the last two estimates and \( p' \leq 2 \) give

\[
\int_{\Omega'} |Du_\varepsilon|^p \, dx \leq c \int_{\Omega'} (|Du|^p + s^p) \, dx + c \int_{\Omega'} (1 + |V|^2) \, dx.
\]

In the case \( 1 < p < 2 \) by using Young’s inequality with \( \delta \in (0, 1) \) and Sobolev embedding we find

\[
\int_{\Omega'} |V||u_\varepsilon - u| \, dx \leq \delta \int_{\Omega'} (|Du_\varepsilon| + |Du|)^p \, dx + c(\delta) \left( \int_{\Omega'} |V|^{(p')'} \, dx \right)^{\frac{p}{p'}}
\]

so that, after properly choosing \( \delta \) we have

\[
\int_{\Omega'} |Du_\varepsilon|^p \, dx \leq c \int_{\Omega'} (|Du|^p + s^p) \, dx + c \left( \int_{\Omega'} (1 + |V|^m) \, dx \right)^{\frac{p}{p'}}.
\]

Here we are using the standard notation, i.e. by \( p^* \) we denote Sobolev’s conjugate exponent \( np/(n - p) \) if \( p < n \), respectively any number larger than 2 otherwise; accordingly \( (p^*)' \) denotes its Hölder conjugate, that is \( p^*/(p^* - 1) \). In any case we come up with bound

(3.38) \[ \|Du_\varepsilon\|_{L^p(\Omega)} \leq c \]

which is uniform in \( \varepsilon \). We are now ready to prove that

(3.39) \[ u_\varepsilon \to u \quad \text{strongly in } W^{1,p}(\Omega'). \]

The fact that both \( u_\varepsilon \) and \( u \) are solutions now gives

(3.40) \[ \int_{\Omega'} \langle a_\varepsilon(Du_\varepsilon) - a_\varepsilon(Du), D\varphi \rangle \, dx \]

which holds whenever \( \varphi \in C_0^\infty(\Omega) \); we test (3.39) with \( \varphi = u_\varepsilon - u \). We notice that by (2.11) and (3.38) it follows that

(3.41) \[ III_\varepsilon := \int_{\Omega'} \langle a(Du) - a_\varepsilon(Du), D(u_\varepsilon - u) \rangle \, dx \to 0. \]

As for the left-hand side in (3.40), by (2.3) we have

(3.42) \[ \int_{\Omega'} |W(Du_\varepsilon) - W(Du)|^2 \, dx \leq c \int_{\Omega'} \langle a_\varepsilon(Du_\varepsilon) - a_\varepsilon(Du), D(u_\varepsilon - u) \rangle \, dx. \]

Now we observe that

(3.43) \[ \int_{\Omega'} |Du_\varepsilon - Du|^p \, dx \leq c \left( \int_{\Omega'} \langle a_\varepsilon(Du_\varepsilon) - a_\varepsilon(Du), D(u_\varepsilon - u) \rangle \, dx \right)^{\min(1,p/2)}, \]
holds for a constant \( c \) independent on \( \varepsilon \). Indeed, in the case \( p \geq 2 \) (3.43) is a trivial consequence of (2.3); in the case \( 1 < p < 2 \) Hölder’s inequality and (2.2) give
\[
\int_{\Omega} |Du_\varepsilon - Du|^p \, dx \\
\leq c \left( \int_{\Omega} (|Du_\varepsilon|^p + |Du|^p) \, dx \right)^{\frac{2}{p}} \left( \int_{\Omega} |W(Du_\varepsilon) - W(Du)|^2 \, dx \right)^{\frac{p}{2}}
\]
and again (3.43) holds by mean of (2.3), (3.38) and (3.42). Finally, we turn estimating the last term in (3.40); when \( p \geq 2 \) we have
\[
\int_{\Omega} (V_\varepsilon - V)(u_\varepsilon - u) \, dx \leq c \|V_\varepsilon - V\|_{L^p(\Omega')} \|Du_\varepsilon - Du\|_{L^p(\Omega)},
\]
Combining this last estimate with (3.40)-(3.43) and using Young’s inequality yields
\[
\|Du_\varepsilon - Du\|_{L^p(\Omega')} \leq c \|V_\varepsilon - V\|_{L^{p'}(\Omega')} + cII_\varepsilon,
\]
so that (3.39) follows as \( p' \leq 2 \) when \( p \geq 2 \). When \( p < 2 \) we estimate
\[
\int_{\Omega} (V_\varepsilon - V)(u_\varepsilon - u) \, dx \leq c \|V_\varepsilon - V\|_{L^{p'}(\Omega')} \|Du_\varepsilon - Du\|_{L^p(\Omega')},
\]
for a constant independent of \( \varepsilon \). Using this last inequality together with (3.40)-(3.41) we arrive at
\[
\|Du\|^p_{L^\infty(B_{R/2})} \leq c \|V_\varepsilon - V\|_{L^{p'}(\Omega')} \|Du_\varepsilon - Du\|_{L^p(\Omega')} + cII_\varepsilon.
\]
Once again (3.39) follows via Young’s inequality and taking (1.10) into account. Finally, (1.12) follows letting \( \varepsilon \to 0 \) in (3.37) and using lower semicontinuity to deal with the left and side of the inequality as follows:
\[
\|Du\|^p_{L^\infty(B_{R/2})} \leq \liminf_{\varepsilon \to 0} (s^2 + \|Du_\varepsilon\|^2_{L^\infty(B_{R/2})})^{\frac{p}{2}}
\leq c \liminf_{\varepsilon \to 0} \int_{B_{R/2}} (s^2 + |Du_\varepsilon|^2)^{\frac{p}{2}} \, dy + c\|P^\varepsilon(\cdot, R)\|^p_{L^{\infty}(B_R)}
\leq c \int_{B_{R}} (s^2 + |Du|^2)^{\frac{p}{2}} \, dy + c\|P^\varepsilon(\cdot, R)\|^p_{L^{\infty}(B_R)}.
\]
(3.44)
The proof of Theorem 1.1 is complete.

Remark 3.1. In the last line of (3.33) we have used the following estimation, which is standard when dealing with non linear potentials as \( P^\varepsilon \):
\[
P^\varepsilon(x, 2R) = \sum_{j=0}^{\infty} \int_{R_j}^{R_{j+1}} \left( \frac{V^\varepsilon_2(B(x, \theta))}{\theta^{n-2}} \right)^{\frac{1}{2}} \, d\theta \\
\geq \sum_{j=0}^{\infty} \int_{R_j}^{R_{j+1}} \left( \frac{V^\varepsilon_2(B(x, R_{j+1}))}{R_{j+1}^{n-2}} \right)^{\frac{1}{2}} \, d\theta \\
\geq \log \frac{2}{n} \sum_{j=0}^{\infty} \left( \frac{V^\varepsilon_2(B(x, R_{j+1}))}{R_{j+1}^{n-2}} \right)^{\frac{1}{2}} \, d\theta = c(n) \sum_{i=1}^{\infty} \left( \frac{V^\varepsilon_2(B(x, R_i))}{R_i^{n-2}} \right)^{\frac{1}{2}}.
\]

4. Theorem 1.2

We first recall a few basic definitions relevant in order to deal with Lorentz spaces; we shall use the notion of decreasing rearrangement. Let \( \mu : \Omega \to \mathbb{R}^k \), with \( k \in \mathbb{N} \), being a measurable map such that \( \{x \in \Omega : |\mu(x)| > t\} \) \( < \infty \) for every
$t > 0$. Again we assume that $\mu$ is extended to the whole $\mathbb{R}^n$ letting $\mu \equiv 0$ outside $\Omega$. The decreasing rearrangement $\mu^*: [0, \infty) \rightarrow [0, \infty]$ is pointwise defined by

$$\mu^*(s) := \sup \{ t \geq 0 : \{ x \in \mathbb{R}^n : |\mu(x)| > t \} > s \}.$$ 

This is in other words the (unique) non-increasing, right continuous decreasing function which is equi-distributed with $|\mu|$, i.e. $\{|\mu| > t\} = \{|\mu^* > t|\}$ holds whenever $t \geq 0$. Now, the usual definition of the Lorentz space $L(\gamma, q)$, for $\gamma \in (0, \infty)$ and $q \in (0, \infty)$ prescribes that

$$[\mu]_{L(\gamma, q)} := \left( \frac{1}{\gamma} \int_0^\infty \left( \mu^*(\varrho)^{1/\gamma} \right)^q \frac{d\varrho}{\varrho} \right)^{\frac{1}{q}} < \infty.$$ 

Moreover, by Fubini’s theorem it also follows that

$$[\mu]_{L(\gamma, q)} = \left( \frac{1}{\gamma} \int_0^\infty \left( \lambda^\gamma [\mu > \lambda] \right)^{\frac{q}{\gamma}} \frac{d\lambda}{\lambda} \right)^{\frac{1}{q}}.$$ 

Lorentz spaces refine the standard Lebesgue spaces in the sense that the second index tunes the first in the following sense whenever $0 < q < t < r < \infty$ we have, with continuous embeddings, that

$$L^t \equiv L(t, t) \subset L(t, q) \subset L(t, t) \subset L(t, r) \subset L(q, q) \equiv L^q,$$

while all the previous inclusions are strict. We shall use a characterization of Lorentz spaces using an averaged version of $\mu^*$, due to Hunt [10]: let us consider, for $s > 0$, the following maximal operator:

$$(4.2) \quad \mu^{**}(s) := \frac{1}{s} \int_0^s \mu^*(t) \, dt$$

and, accordingly, for $q < \infty$

$$\|\mu\|_{L(\gamma, q)} := \left( \frac{1}{\gamma} \int_0^\infty \left( \mu^{**}(\varrho)^{1/\gamma} \right)^q \frac{d\varrho}{\varrho} \right)^{\frac{1}{q}}.$$ 

Then - see for instance [33, Theorem 3.21] - it holds that

$$(4.3) \quad [\mu]_{L(\gamma, q)} \leq \|\mu\|_{L(\gamma, q)} \leq c(\gamma, q) [\mu]_{L(\gamma, q)} \quad \text{for } \gamma > 1.$$ 

The following Lemma can be obtained exactly as [12, Lemma 3.1].

**Lemma 4.1.** Let $V \in L^2(\mathbb{R}^n)$; for every $R > 0$ it holds that

$$\sup_{x \in \Omega} P^V(x, R) \leq c \int_0^{2\omega_n R^n} \left( \left( |V|^2 \right)^{**} (\varrho)^{\frac{1}{2}} \right)^{\frac{1}{2}} \frac{d\varrho}{\varrho},$$

where the constant $c$ depends only on $n$ and $\omega_n := |B_1|$ is the measure of the unit ball in $\mathbb{R}^n$.

**Proof of Theorem (1.2)** We again recall that, up to letting $V \equiv 0$ outside $\Omega$, we can assume that $V \in L(n, 1)(\mathbb{R}^n)$. We first observe that

$$\int_0^\infty \left( \left( |V|^2 \right)^{**} (\varrho)^{\frac{1}{2}} \right)^{\frac{1}{2}} \frac{d\varrho}{\varrho} \leq \|V|^2\|_{L(n/2, 1/2)}^{1/2},$$

and this in view of (4.3) and $n > 2$. The last inequality together with (4.4) gives

$$\sup_{x \in \Omega} P^V(x, R) \leq c \|V|^2\|_{L(n/2, 1/2)}^{1/2}. $$

In turn we observe that from the definition of Lorentz spaces we have $V \in L(n, 1)$ iff $|V|^2 \in L(n/2, 1/2)$ and moreover, by mean of (4.1), it is easy to see that

$$[|V|^2]_{L(n/2, 1/2)} = |V|^2_{L(n/2, 1/2)}.$$
Connecting the last two inequalities and using (4.3) again we finally obtain
\[(4.5) \quad \sup_{x \in \Omega} \mathbf{P}^V(x, R) \leq c \|V\|_{L^{(n, 1)}} .\]

At this point the local boundedness of \(Du\) follows by Theorem (1.1) and the last inequality; moreover, estimate (4.3) follows from (1.12) and a standard covering argument using a localization of (4.5).

\[\square\]

5. Theorem (1.3)

Here we give the modifications to the proof of Theorem (1.1) which are necessary to deal with the vectorial case \(N > 1\), therefore obtaining Theorem (1.3). The point is that the structure assumption (1.14) allows to recover the Caccioppoli estimate (4.5) sup over \(\Omega\), while the approximation scheme remains essentially unchanged and we are going to show that inequality (3.6) holds with the vectorial case. Needless to say, the approximation scheme remains crucial structure condition (1.14). Then the rest of the proof proceeds unchanged with respect to the scalar case \(N = 1\). For this reason the proof is structured following the various steps made in the proof of Theorem (5.3).

Step 1: Approximation. The approximation is similar to the one settled down for the proof of Theorem (1.1), the truncation of the potential is the one in (3.1) but it must be of course done componentwise, that is
\[(5.1) \quad V^\alpha(x) := \max \{\min\{V^\alpha(x), 1/\epsilon\}, -1/\epsilon\}, \quad \alpha \in \{1, \ldots, N\},\]
while the approximation of the vector field will be done using the regularized vector fields defined in (2.12). According to the convention already used for the proof of Theorem (1.1) we shall abbreviate \(g(\cdot) \equiv g_\epsilon(\cdot), a(\cdot) \equiv a_\epsilon(\cdot)\) and \(V^\epsilon \equiv V^\alpha\), eventually recovering the full notation when convenient.

Step 2: Caccioppoli inequality for \(v\). We keep the notation introduced for the proof of Theorem (1.1). We restart from (5.8), that this time takes the form
\[\int_\Omega a^\alpha_i(Du)D_j \varphi^\alpha dx = \int_\Omega \varphi^\alpha V^\alpha dx ,\]
for \(\alpha \in \{1, \ldots, N\}\). We again use \(D_s \varphi\) instead of \(\varphi\) for \(s \in \{1, \ldots, n\}\); integration by parts then yields
\[(5.2) \quad \int_\Omega \partial_{i,j} a^\alpha_i(Du)D_j D_s u^\beta D_i \varphi^\alpha dx = - \int_\Omega D_s \varphi^\alpha V^\alpha dx .\]
for \(\alpha, \beta \in \{1, \ldots, N\}\). As a test function we again take \(\varphi := \eta^2(v - k)_+ D_s u\) and sum up over \(s \in \{1, \ldots, n\}\); we have
\[I_1 + I_2 + I_3 := \int_\Omega \eta^2 \partial_{i,j} a^\alpha_i(Du)D_j D_s u^\beta D_i \varphi^\alpha(v - k)_+ dx + \int_\Omega \eta^2 \partial_{i,j} a^\alpha_i(Du)D_j D_s u^\beta D_s a^\alpha D_i (v - k)_+ dx + 2 \int_\Omega \eta \partial_{i,j} a^\alpha_i(Du)D_j D_s u^\beta D_s a^\alpha (v - k)_+ D_i \eta dx = - \int_\Omega \eta^2 D_s u^\alpha (v - k)_+ V^\alpha dx - \int_\Omega \eta^2 D_s a^\alpha D_s (v - k)_+ V^\alpha dx - 2 \int_\Omega \eta D_s \eta D_s u^\alpha (v - k)_+ V^\alpha dx := I_1 + I_2 + I_3 .\]

We will just have to estimate the terms on the left hand side; the estimation for the ones appearing on the right hand side will be then analogous to the one shown.
Therefore, connecting the last three equalities and using (5.4)-(5.5) we have
\begin{equation}
I_5 := \int_\Omega \eta^2 H^{p-2}(Du)|D^2 u|^2(v-k)_+ \, dx \leq cI_1.
\end{equation}

On the other hand let us observe that \((1.14)\) implies
\begin{equation}
\partial_{x_i} a_{ij}^\alpha(z) = 2g(|z|^2)z_i z_j^\alpha + g(|z|^2)\delta_{ij} \delta^{\alpha\beta},
\end{equation}
where the \(\delta_{ij} \delta^{\alpha\beta}\) denotes the Kronecker’s symbol. Moreover, let us define
\begin{equation}
\tilde{\alpha}_{ij}^\alpha(x) := \frac{\partial_{x_i} a_{ij}^\alpha(Du(x))}{(s^2 + |Du(x)|^2)^\frac{p-2}{2}},
\end{equation}
which is again a uniformly elliptic matrix, and uniformly with respect to \(\varepsilon\). Summing upon all repeated indexes and using Einstein’s summation yields
\begin{align*}
I_2 &= \int_\Omega \eta^2 \partial_{x_j} a_{ij}^\alpha(Du)D_j D_s u^\alpha D_s u^\alpha D_i(v-k)_+ \, dx \\
&= \int_\Omega \eta^2 2g(|Du|^2)D_i u^\alpha D_j D_s u^\alpha D_s u^\alpha D_j D_i(v-k)_+ \, dx \\
&\quad + \int_\Omega \eta^2 g(|Du|^2)\delta_{ij} \delta^{\alpha\beta} D_j D_s u^\beta D_s u^\alpha D_i(v-k)_+ \, dx =: I_{2,1} + I_{2,2}.
\end{align*}

Now, using that \(D_s v = pH^{p-2}(Du)D_j D_s u^\beta D_j u^\beta\), we have
\begin{align*}
I_{2,1} &= \sum_{\alpha,\beta,i,j,s} \int_\Omega \eta^2 2g(|Du|^2) D_i u^\alpha D_j D_s u^\alpha D_j D_s u^\beta D_j D_i(v-k)_+ \, dx \\
&= \frac{p}{\eta^2} \sum_{\alpha,\beta,i,j} \int_\Omega \eta^2 2H^{2-p}(Du) g'(|Du|^2) D_i u^\alpha D_s u^\alpha D_s u^\beta D_j(v-k)_+ D_i(v-k)_+ \, dx \\
&\quad + \frac{\eta^2}{2} \sum_{\alpha,\beta,i,j} \int_\Omega \eta^2 H^{2-p}(Du) g'(|Du|^2) D_i u^\alpha D_j u^\alpha D_s u^\beta D_s(v-k)_+ D_j(v-k)_+ \, dx
\end{align*}
and
\begin{align*}
I_{2,2} &= \sum_{\alpha,\beta,i,j,s} \int_\Omega \eta^2 g(|Du|^2)\delta_{ij} \delta^{\alpha\beta} D_j D_s u^\alpha D_j D_i(v-k)_+ \, dx \\
&= \frac{p}{\eta^2} \int_\Omega \eta^2 H^{2-p}(Du) g(|Du|^2) \delta_{ij} D_i(v-k)_+ D_j(v-k)_+ \, dx.
\end{align*}

Therefore, connecting the last three equalities and using (5.4)-(5.5) we have
\begin{align*}
I_2 &= \frac{p}{\eta^2} \int_\Omega \eta^2 H^{2-p}(Du) \left[2g'(|Du|^2) D_i u^\alpha D_j u^\alpha \right. \\
&\quad \left. + g(|Du|^2) \delta_{ij} \delta^{\alpha\beta}\right] D_i(v-k)_+ D_j(v-k)_+ \, dx \\
&= \frac{p}{\eta^2} \int_\Omega \eta^2 \tilde{\alpha}_{ij}^\alpha D_i(v-k)_+ D_j(v-k)_+ \, dx.
\end{align*}
As a consequence we gain
\begin{equation}
\nu \int_\Omega |D(v-k)_+|^2 \eta^2 \, dx \leq pI_2.
\end{equation}
In a similar way we have
\begin{align*}
I_3 &= 2 \int_\Omega \eta(v-k)_+ \partial_{x_j} a_{ij}^\alpha(Du)D_j D_s u^\beta D_s u^\alpha D_i \eta \, dx \\
&= 2 \int_\Omega \eta(v-k)_+ 2g'(|Du|^2) D_i u^\alpha D_j u^\beta D_j D_s u^\beta D_s u^\alpha D_i \eta \, dx.
\end{align*}
Therefore the new estimates are now
\[
\int_\Omega \eta g((Du)^2)\delta_{ij}\delta^{\alpha\beta}D_jD_\alpha DuD_\beta D_{ij} \eta dx
\]
\[
= \frac{2}{p} \int_\Omega \eta(v-k)_+H^{2-p}(Du)[2g'((Du)^2)D_\alpha D_\beta u^\alpha D_\beta u^\beta
+ g((Du)^2)\delta_{ij}\delta^{\alpha\beta}D_j(v-k)_+D_i \eta dx
\]
\[
= \frac{2}{p} \int_\Omega \eta(v-k)_+\bar{a}_{ij}^\alpha(\eta D_j)(v-k)_+D_i \eta dx.
\]
Therefore using Young’s inequality with $\delta \in (0,1)$ we have
\[
|I_3| \leq c \int_\Omega \eta |D\eta|(v-k)_+|D(v-k)_+| dx
\]
\[
\leq \delta \int_\Omega \eta^2 |D(v-k)_+|^2 dx + c(\delta) \int_\Omega |D\eta|^2(v-k)_+^2 dx.
\]
Connecting the previous estimates and choosing $\delta$ small enough in order to reabsorb terms we once again obtain
\[
I_5 + \int_\Omega \eta^2 |D(v-k)_+| dx \leq c \int_\Omega |D\eta|^2(v-k)_+^2 dx + c|II_1 + II_2 + III_3|.
\]
At this point we may proceed exactly as after (3.15) and we finally arrive at (3.6).

**Step 3: Conclusion.** Inequality (3.6) in turn implies the a priori estimate (3.37) exactly as for the proof of Theorem 1.1. The passage to the limit applies as in the scalar case. Finally the Lipschitz regularity assertion under the assumption $V \in L(n,1)$ follows exactly as in Section 4.

### 6. A priori estimates for Theorems 1.4-1.6

Here we show a priori estimates for solutions in the context of Theorems 1.4-1.6, a final remark clarifies the case of estimates for Theorem 1.9, that is the vectorial case $N > 1$. The estimates derived here will be combined with the approximation scheme of the next section and for this reason will be given for a priori more regular solutions; specifically, we shall argue under the regularity assumptions of Step 2 in Theorem 1.1. Therefore we assume to have a solution $u$ of (3.38) such that (3.39-3.42) are satisfied; moreover, we shall assume that $V$ is bounded. Finally, the vector field $a(\cdot)$ will satisfy (1.3) with $s > 0$.

We shall modify the proof given in Section 3, restarting from (3.49), which now becomes
\[
\int_\Omega \partial_\alpha a_\alpha(Du)D_jD_\alpha uD_j \varphi \ dx = - \int_\Omega b(x,u,Du)V D_\alpha \varphi \ dx,
\]
whenever $s \in \{1,\ldots,n\}$. We develop the left hand side as after (3.49) and arrive at (3.13) where in the right hand side terms the function $V$ must be replaced by $b(x,u,Du)V$. In turn in the estimation of the terms $II_1$, $II_2$ and $II_3$ we shall use the bound
\[
\eta |b(x,u,Du)Du| \leq \eta \left(\Gamma + \|Du\|_{L_\infty(supp\eta)}\right)^{q+1}.
\]
Therefore the new estimates are now
\[
|II_1| \leq c \int_\Omega \eta^2 |D^2u|(v-k)_+ |b(x,u,Du)||V| dx
\]
\[
\leq c(s + \Gamma + \|Du\|_{L_\infty(supp\eta)})^{q+1} \int_\Omega \eta^2 (v-k)_+^\frac{q+2}{2} H(Du)^{\frac{q+2}{2}} |D^2u||V| dx
\]
\[
\leq \delta I_5 + c(\delta) (s + \Gamma + \|Du\|_{L_\infty(supp\eta)})^{2(q+1)} \int_\Omega \eta^2 |V|^2 dx,
\]
\[
|II_2| \leq \delta \int_\Omega |D(v-k)_+|^2 \eta^2 dx + c(\delta) (\Gamma + \|Du\|_{L_\infty(supp\eta)})^{2(q+1)} \int_\Omega \eta^2 |V|^2 dx,
\]
and 
\[ |\mathcal{I}_3| \leq c \int_{\Omega} (v - k)^2 |D\eta|^2 \, dx + c \left( \Gamma + \|Du\|_{L^\infty(\text{supp } \eta)} \right)^{2(q+1)} \int_{\Omega} \eta^2 |V|^2 \, dx \,.
\]

Using such estimates and proceeding as after (3.19) we finally arrive at (3.20), but this time with 
\[ (6.1) \quad \tilde{V} := (s + \Gamma + \|Du\|_{L^\infty(B_{R/2})})^{q+1} V. \]

Having arrived at this stage we proceed as for Steps 2 and 3 in the proof of Theorem 1.3 and conclude that 
\[ |v(x)| \leq c \left( \int_{B(x,R)} |v|^2 \, dy \right)^{1/2} + c \|P^V(x,2R)\|, \]
holds whenever \( B(x,R) \subset \Omega' \); in turn with (6.1) this implies, after some elementary manipulations, the following analog of (3.35):
\[ (s + \Gamma + |Du(x)|)^p \leq c \left( \int_{B(x,R)} (s + \Gamma + |Du|)^{2p} \, dy \right)^{1/2} + c \left( \int_{B(x,R)} (s + \Gamma + |Du|)^t \, dy \right)^{1/2}, \]
(6.2)
where \( t < 2p \) is a positive number and \( c \) is a constant which depends only on \( n,p,\nu,L \). We now distinguish two cases; the first is when \( q < p - 1 \). In this case we use Young’s inequality obtaining 
\[ (s + \Gamma + \|Du\|_{L^\infty(B_{3R/2})})^p \leq \frac{1}{2} \left( s + \Gamma + \|Du\|_{L^\infty(B_{3R/2})} \right)^p \]
(6.4)
\[ + \frac{c}{(r - \theta)^{np/t}} \left( \int_{B_{3R/2}} (s + \Gamma + |Du|)^t \, dy \right)^{1/2} + c \|P^V(\cdot,R)\|^p_{L^\infty(B_{3R/2})}, \]
where \( c \) now also depends on \( q \). We now apply again (2.15) and conclude with 
\[ (s + \Gamma + \|Du\|_{L^\infty(B_{3R/2})})^p \leq c \left( \int_{B_{3R/2}} (s + \Gamma + |Du|)^t \, dy \right)^{1/2} + c \|P^V(\cdot,R)\|^p_{L^\infty(B_{3R/2})}, \]
(6.5)
Taking \( t = p \) the a priori estimate (1.20) follows. The second case is the critical one, that is when \( q = p - 1 \); in this case instead of (6.3) we have 
\[ (s + \Gamma + \|Du\|_{L^\infty(B_{R/2})})^p \]
\[ \leq c \frac{c^p}{(r - \theta)^{np/t}} \left( \int_{B_{R/2}} (s + \Gamma + |Du|)^t \, dy \right)^{1/2} \]
(6.6)
\[ + c_2 \left( s + \Gamma + \|Du\|_{L^\infty(B_R)} \right)^p \|P^V(\cdot,R)\|_{L^\infty(B_R)}, \]
and we recall that \( c_2 \) only depends on \( n,p,\nu,L \). At this stage we cannot use Young’s inequality to evaluate the last term in (6.6); instead we require the smallness condition on the potential, i.e. we need to assume that the number \( \varepsilon_0 \) in (1.17) satisfies 
\[ c_2 \varepsilon_0 \leq \frac{1}{2}, \]
and this allows us to reabsorb the second term appearing on the right hand side on the left. Proceeding in this way and using Lemma 2.1 we this time conclude with

$$(6.7) \quad s + \Gamma + \|Du\|_{L^\infty(B_R/2)} \leq c \left( \int_{B_R} (s + \Gamma + |Du|)^t \, dy \right)^{\frac{1}{t}}.$$  

Again the usual a priori estimate for $Du$ follows taking $t = p$.

**Remark 6.1.** Needless to say the above computations apply to the vectorial cases considered in (1.14) and in Theorem 1.3. This simply follows by combining the approach of this section with the estimates derived in Section 5 and settles the a priori estimates needed for Theorem 1.6.

**Remark 6.2.** It is clear estimates (6.5) and (6.7) continue to hold when $t > p$, by simply applying Hölder’s inequality to the right hand side integral.

7. **Theorems 1.4-1.6: approximation and proof**

In the previous sections we have built a priori estimates for a priori regular solutions to (1.15); in this section we complete the proof by nesting them in a suitable approximation and convergence scheme. We shall directly give the proof simultaneously for Theorems 1.4 and 1.5, therefore in the following we shall assume

$$(7.1) \quad \|V\|_{L^\gamma(\Omega')} \leq c_0 < \infty \quad \gamma = \frac{np}{np - nq - n + p} \leq n.$$  

Note that $\gamma < n$ iff $q < p - 1$. At a certain stage we shall distinguish the case $q = p - 1$ (Theorem 1.4) and the case $q < p - 1$ (Theorem 1.5). More specifically, in the case $q = p - 1$ we will need to impose an additional restriction on the constant $c_0$ appearing in (7.1) and this will lead to assume (1.17); in the case $q < p - 1$ no additional restriction will be imposed and therefore this will lead to assume simply $\|V\|_{L^\gamma(\Omega')} < \infty$ as in (1.19).

The proof goes briefly as follows: we build an approximation scheme by solving problems with a truncated and therefore bounded - but not uniformly bounded - right hand sides $\mu_\varepsilon$; this allows to get local regular solutions $u_\varepsilon$. We first prove a uniform bound on the $W^{1,p}$-norm of the approximating solutions $u_\varepsilon$. Then, using this bound we prove a uniform $L^1$-estimate of the right hand sides $\mu_\varepsilon$, which then up to a subsequence converge to (a vector valued measure) $\mu$ in the sense of measures; at this stage we forget about the specific structure the right hand sides and apply methods form the theory of measure data problems to get a first strong convergence - in $W^{1,1}$ - for the approximating solutions. Then combining this with the local $W^{1,\infty}$ a priori estimates of the previous section we gain the strong convergence of the solutions $u_\varepsilon$ locally in $W^{1,t}$ to $u$, for every $t < \infty$. In turn this allows to identify the limiting right hand side $\mu = b(x,u,Du)V$ and to show that $u$ solves (1.15), while the local estimates follows passing to the limit those found in Section 6.

In the rest of the proof we shall denote by $\varepsilon$ a specific sequence of positive numbers $\varepsilon \equiv \varepsilon_k$ with $k \in \mathbb{N}$, such that $\varepsilon_k$; from time to time we shall need to extract a subsequence; this will not be relabeled and we shall keep on denoting it by $\varepsilon$.

**Step 1: Approximation scheme.** The approximation scheme now goes as follows: we consider the componentwise truncated potentials $V_\varepsilon(\cdot)$ defined as in (6.4), and moreover we let

$$b_\varepsilon(x,u,z) := \frac{b(x,u,z)}{1 + \varepsilon|b(x,u,z)|}.$$  

Note that in anyway we have that
\[ |b_\varepsilon(x, u, z)| \leq 1/\varepsilon \quad \text{and} \quad |b_\varepsilon(x, u, z)V_\varepsilon| \leq \sqrt{N}/\varepsilon^2. \]

Moreover
\[ b_\varepsilon \to b \quad \text{uniformly on compact subsets of } \Omega \times \mathbb{R}^N \times \mathbb{R}^{Nn}. \]

(7.3)

Accordingly, we define \( u_\varepsilon \in W^{1,p}_0(\Omega, \mathbb{R}^N) \) as the a solution to the Dirichlet problem
\[
\begin{cases}
-\text{div} a_\varepsilon(Du_\varepsilon) = b_\varepsilon(x, u_\varepsilon, Du_\varepsilon)V_\varepsilon & \text{in } \Omega \\
u_\varepsilon = u_0 & \text{on } \partial \Omega.
\end{cases}
\]

The vector field \( a_\varepsilon(\cdot) \) has been introduced in Section 2.1 and is defined according to (2.3) in the scalar case \( N = 1 \), and according to (2.12) in the vectorial case \( N > 1 \), when in fact we assume (1.4) is in force for the original vector field \( a(\cdot) \).

The existence follows again by standard monotonicity methods - see for instance [26] and in particular [21, Théorème 2] - and standard regularity theory provides the Lipschitz continuity of the solution; for this we refer for instance to [6, 7, 37].

**Step 2: Uniform coercivity bounds.** Here we establish uniform bounds - with respect to \( \varepsilon \) - for the sequence \( \{Du_\varepsilon\} \) in Lebesgue spaces. We distinguish between the cases \( p < n \) and \( p = n \).

The case \( p < n \). Let us first show that, under the assumptions of Theorems \[1.4, 1.5\] that there exists a constant \( c \), depending on \( n, N, p, \nu, L, \Gamma, \Omega, ||Du_0||_{L^p} \) but otherwise independent of \( \varepsilon \), such that
\[
\|Du_\varepsilon\|_{L^p(\Omega)} \leq c.
\]

We consider the weak formulation
\[
\int_\Omega \langle a_\varepsilon(Du_\varepsilon), D\varphi \rangle \, dx = \int_\Omega b_\varepsilon(x, u_\varepsilon, Du_\varepsilon)V_\varepsilon \varphi \, dx
\]
and test it with \( \varphi = u_\varepsilon - u_0 \); using the growth conditions and performing elementary manipulations we are lead to
\[
\int_\Omega |Du_\varepsilon|^p \, dx \leq c \int_\Omega (s_\varepsilon + |Du_0|)^p \, dx + c \int_\Omega |b(x, u_\varepsilon, Du_\varepsilon)||u_0 - u_\varepsilon||V| \, dx,
\]
where the constant \( c \) depends only on \( n, N, p, \nu, L \). As usual we denote by \( p^* = np/(n - p) \) for \( p < n \) the usual Sobolev conjugate exponent. Notice that with such a notation we always have that \( \gamma > (p^*)' \) as long as \( q > 0 \) - that is the case under the present assumptions - and moreover
\[
\left( \frac{\gamma}{(p^*)'} \right)' = \gamma(p^* + 1) = \frac{np - n + p}{nq}.
\]

We finally notice that
\[
q(p^*)' \left( \frac{\gamma}{(p^*)'} \right)' = p.
\]

We now estimate the right hand side of (7.7) via Hölder’s and Young’s inequalities, where \( \delta \in (0, 1) \) has to be chosen later:
\[
\int_\Omega |b(x, u_\varepsilon, Du_\varepsilon)||u_0 - u_\varepsilon||V| \, dx \leq c \int_\Omega (\Gamma + |Du_\varepsilon|)^q |u_0 - u_\varepsilon||V| \, dx
\]
\[
\leq c \left( \int_\Omega [(\Gamma + |Du_\varepsilon|)^q |V|]^{(p^*)'} \, dx \right)^{1/(p^*)'} \left( \int_\Omega |u_0 - u_\varepsilon|^{p^*} \, dx \right)^{1/p^*}
\]
\[
\leq \delta \int_\Omega (|Du_0|^p + |Du_\varepsilon|^p) \, dx
\]
In turn we notice - again by Hölder’s inequality - that

\[ q < p \]

where

\[ \delta \]

depends on \( n, p, \nu, L, q, \Omega \) and \( \delta \). Combining this with (7.7) we arrive at

\[ \int \Omega |D\varepsilon (u_\varepsilon, D u_\varepsilon)| c_3 \delta \int \Omega |D u_\varepsilon|^p d x + c \int \Omega (s_\varepsilon + |D u_\varepsilon|)^p d x \]

(7.11)

where \( c_3 \) and \( c_4 \) depend both on \( n, p, \nu, L, q, \Omega, \delta \). Choosing \( \delta, \tilde{\delta} \) small enough to obtain \( c\delta + \tilde{\delta} \leq 1 \) we obtain from (7.11) immediately that

\[ \int \Omega |D u_\varepsilon|^p d x \leq (c\delta + \tilde{\delta}) \int \Omega |D u_\varepsilon|^p d x + c \int \Omega (s_\varepsilon + \Gamma + |D u_\varepsilon|)^p d x + c\| V \|_{L^\infty(\Omega)}^p \int \Omega |D u_\varepsilon|^p d x \]

where the constant \( c \) depends on \( n, p, \nu, L, q, \Omega, \delta, \tilde{\delta} \). Choosing \( \delta, \tilde{\delta} \) small enough to obtain \( c\delta + \tilde{\delta} \leq 1/2 \) we conclude with (7.5). When \( q = p - 1 \) we are in the situation of Theorem 1.5 and we go back to (7.11). Note that \( \gamma = n \) in this case. Now we first choose \( \delta \) small enough in order to reabsorb the term \( c_3 \delta \int \Omega |D u_\varepsilon|^p d x \) in the left hand side. This amounts to choosing \( c_3 \delta \leq 1/2 \). This fixes the constant \( c_4 \) in dependence of \( \delta \) and we obtain from (7.11) immediately that

\[ \int \Omega |D u_\varepsilon|^p d x \leq 2c \int \Omega (s_\varepsilon + |D u_\varepsilon|)^p d x + 2c_4 \| V \|_{L^\infty(\Omega)}^p \int \Omega (\Gamma + |D u_\varepsilon|)^p d x \]

Next we choose \( c_0 \) from (1.17) small enough in order to have

\[ 2^p c_4 \| V \|_{L^\infty(\Omega)}^p \leq 2^p c_4 c_0^\frac{p}{p-1} \leq \frac{1}{2} \]

and again we conclude with (7.5). Note that the size of the constant \( c_0 \) appearing in (1.17) is exactly determined in (7.12) and this justifies the content of Remark 1.8.
Case \( p = n \). In this case we show that there is an exponent \( t \) - which will be chosen properly close to \( n \) - satisfying
\[
(7.13) \quad n < t < p_0
\]
and depending only on \( n, p, v, L, p_0, q, \Omega \), but otherwise independent of \( \varepsilon \), such that the following analogue of (7.9):
\[
(7.14) \quad \|D u_\varepsilon\|_{L^t(\Omega)} \leq c,
\]
holds. The constant \( c \) in the last inequality will depend only on the fixed data \( n, N, p, v, L, \gamma, \Omega, \|Du_0\|_{L^q}, t - n \), being otherwise independent of \( \varepsilon \); we recall that the exponent \( p_0 > n \) has been defined in (1.10). Applying Theorem 2.2 with the choices \( \delta \equiv a, v \equiv u, v_0 \equiv u_0, g \equiv b(x, u_\varepsilon, D u_\varepsilon) \), we conclude with
\[
(7.15) \quad Du_\varepsilon \in L^{p_1}(\Omega, \mathbb{R}^{Nn}), \quad p_1 \equiv p_1(n, N, \gamma, L, |\partial \Omega|_{C^{0,1}}) \in (n, p_0).
\]
Now we select \( t > n \), which is eventually going to be chosen very close to \( n \), and appeal to Theorem 2.1 that we apply to \( w = u_\varepsilon - w \) with the choice \( \delta = t - n \); the exact value of the number \( t \) will be chosen throughout the proof in such a way to determine the dependence on the various constant stated after (7.13). We initially take \( t \) close enough to \( n \) to have
\[
(7.16) \quad n < t \leq p_1.
\]
By Theorem 2.4 we find
\[
(7.17) \quad \varphi \in W^1_s, \frac{n}{n-t} (\Omega) \quad \text{and} \quad H \in L^{\frac{n}{n-t}}(\Omega, \mathbb{R}^n)
\]
such that
\[
|D(u_\varepsilon - u_0)|^{t-n}D(u_\varepsilon - u_0) = D\varphi + H,
\]
and moreover the inequalities
\[
(7.18) \quad \|H\|_{L^{\frac{n}{n-t}}(\Omega)} \leq c(n, \Omega) (t-n)\|D(u_\varepsilon - u_0)\|_{L^t(\Omega)}^{t-n+1}
\]
and
\[
(7.19) \quad \|D\varphi\|_{L^{\frac{n}{n-t}}(\Omega)} \leq c(n, \Omega) \|D(u_\varepsilon - u_0)\|_{L^t(\Omega)}
\]
hold. We test (7.6) written in the form
\[
\int_{\Omega} \langle a_\varepsilon(Du_\varepsilon) - a_\varepsilon(Du_0), D\varphi \rangle \, dx = \int_{\Omega} b(x, u_\varepsilon, Du_\varepsilon) V \varphi \, dx - \int_{\Omega} \langle a_\varepsilon(Du_0), D\varphi \rangle \, dx
\]
with \( \varphi \) defined in (7.17), observing that this choice is admissible by (7.15) and (7.16); keep also in mind (1.10). We proceed estimating the resulting terms. We use monotonicity inequalities in (2.20)-(2.24) - which hold by (2.9) - to estimate
\[
\int_{\Omega} |Du_\varepsilon|^t \, dx \leq c \int_{\Omega} (s_\varepsilon + |Du_0|)^t \, dx + c \int_{\Omega} |b(x, u_\varepsilon, Du_\varepsilon)|^t |\varphi| \, V \, dx
\]
and
\[
(7.20) \quad + c \int_{\Omega} (s_\varepsilon + |Du_\varepsilon|)^{n-1} |H| \, dx + c \int_{\Omega} (s_\varepsilon + |Du_0|)^{n-1} |D(u_\varepsilon - u_0)|^{t-n+1} \, dx.
\]
Observe that to derive the previous estimate we applied Young’s inequality with exponents \( t/(t-n+1) \) and \( t/(n-1) \). Let us first estimate the third term in the right hand side of (7.20). By Hölder’s inequality and (7.18) we have
\[
\int_{\Omega} (s_\varepsilon + |Du_\varepsilon|)^{n-1} |H| \, dx \leq \left( \int_{\Omega} (s_\varepsilon + |Du_\varepsilon|)^t \, dx \right)^{\frac{n-1}{t}} \left( \int_{\Omega} |H|^{t-n+1} \, dx \right)^{\frac{t-n+1}{n-1}}
\]
\[
(7.21) \quad \leq c(n, \Omega) (t-n) \int_{\Omega} (s_\varepsilon + |Du_\varepsilon| + |Du_0|)^t \, dx.
\]
By more trivial means, and in particular by Young’s inequality with \( \delta \in (0,1) \), we have
\[
\int \Omega (s_\varepsilon + |D u_0|)^{n-1} |D(u \varepsilon - u_0)|^{t-n+1} \, dx
\]
(7.22)
\[\leq \delta \int \Omega |D u_\varepsilon|^{t} \, dx + c(\delta) \int \Omega (s_\varepsilon + |D u_0|)^{t} \, dx. \]
We proceed by estimating the last integral appearing in (7.20); to this aim, also accordingly to (7.24), we introduce
\[
\gamma := \frac{n}{n-q},
\]
and then we further reduce \( t \) in order to have
\[
n < t < \frac{n(n-1)}{n - q - 1}. \]
Notice that the last choice is possible since we are assuming \( q > 0 \). Denoting by \( r \) denotes conjugate exponent to \( t/(n-1) \), i.e.
\[
r := \frac{t}{t-n+1} < n,
\]
- the last inequality being a consequence of the fact that \( t > n \) - we note that (7.24) implies
\[
\gamma > (r^*)'.
\]
Here, as usual we have that \( r^* = nr/(n-r) \), a definition which makes sense by (7.24). Now we have, by mean of Hölder’s, Sobolev’s and Young’s inequality with \( n \in \mathbb{R} \), we may further use Hölder’s inequality as follows:
\[
\int \Omega |b(x, u_\varepsilon, Du_\varepsilon)| |\varphi||V| \, dx \leq c \int \Omega (|\Gamma + |Du_\varepsilon||)^{q} |\varphi||V| \, dx
\]
\[\leq c \left( \int \Omega \left( |\Gamma + |Du_\varepsilon|| \right)^{q} |V|^{(r^*)'} \, dx \right)^{\frac{1}{r^*}} \left( \int \Omega |\varphi|^{r^*} \, dx \right)^{\frac{1}{r^*}}
\]
\[\leq c(n, \Omega, (t-n)) \left( \int \Omega \left( |\Gamma + |Du_\varepsilon|| \right)^{q} |V|^{(r^*)'} \, dx \right)^{\frac{1}{r^*}} \left( \int \Omega |\varphi|^{r^*} \, dx \right)^{\frac{1}{r^*}}
\]
\[\leq \delta \int \Omega |D \varphi|^{r^*} \, dx + c(\delta, \Omega, (t-n)) \left( \int \Omega \left( |\Gamma + |Du_\varepsilon|| \right)^{q} |V|^{(r^*)'} \, dx \right)^{\frac{1}{r^*}} \left( \int \Omega |\varphi|^{r^*} \, dx \right)^{\frac{1}{r^*}}
\]
(7.27)
\[\leq \delta \int \Omega (|Du_\varepsilon|^{r^*} + |Du_\varepsilon|^r) \, dx + c \left( \int \Omega \left( |\Gamma + |Du_\varepsilon|| \right)^{q} |V|^{(r^*)'} \, dx \right)^{\frac{1}{r^*}} \left( \int \Omega |\varphi|^{r^*} \, dx \right)^{\frac{1}{r^*}},
\]
for a constant \( c = c(\delta, \Omega, (t-n)) \); we observe that such a constant blows-up when \( t \uparrow n \), being related to the constant occurring in the Sobolev embedding inequality for the exponent \( r \) defined in (7.24), and in fact \( r \uparrow n \) when \( t \downarrow n \). In turn, by (7.24) we may further use Hölder’s inequality as follows:
\[
\left( \int \Omega \left( |\Gamma + |Du_\varepsilon|| \right)^{q} |V|^{(r^*)'} \, dx \right)^{\frac{1}{r^*}(r-1)}
\]
\[\leq c \left( \int \Omega |V|^{r^*} \, dx \right)^{\frac{1}{r^*}(r-1)} \left( \int \Omega \left( |\Gamma + |Du_\varepsilon|| \right)^{q} \left( \frac{r^*}{r} \right)^{\gamma} \, dx \right)^{1/(r^*)^{\gamma}}.
\]
(7.28)
Keeping (7.23) in mind we record the identities
\[
\left( \frac{\gamma}{r^*} \right)^{\gamma} = \frac{\gamma(nr - n + r)}{\gamma(nr - n + r) - nr} = \frac{nr - n + r}{rq - n + r} = \frac{n(n-1) + t}{qt + (n-t)(n-1)},
\]
(7.29)
\[
\text{(7.30)} \quad q(r^*)^\prime \left( \frac{\gamma}{(r^*)^\prime} \right)^\prime = \frac{nr}{rq-n+r} = \frac{nq}{q + (n - 1)(n - 1)},
\]
and
\[
\text{(7.31)} \quad \frac{r}{(r^*)^\prime(r - 1)} \left( 1 \left( \frac{\gamma}{(r^*)^\prime} \right)^\prime \right) = \frac{qt + (n - t)(n - 1)}{n(n - 1)}.
\]

We start observing that
\[
\text{(7.32)} \quad \frac{nq}{q + (n - 1)(n - 1)} \leq t \iff q \leq n - 1
\]
and
\[
\text{(7.33)} \quad \frac{qt + (n - t)(n - 1)}{n(n - 1)} \leq 1 \iff q \leq n - 1
\]
hold, with equality - in both \text{(7.32)} and \text{(7.33)} - occurring iff \( q = n - 1 \). Moreover, we observe that, thanks to \text{(7.30)} and \text{(7.31)}, inequality \text{(7.28)} gives
\[
\left( \int_{\Omega} \left[ (\Gamma + |Du_c|)^q |V|^r \right]^{(r^*)^\prime} dx \right)^{1/(r^*)^\prime}
\leq c \|V\|_{L^\infty(\Omega)} \left( \int_{\Omega} (1 + \Gamma + |Du_c|)^t dx \right)^{1/t} + c(\xi) \|V\|_{L^\infty(\Omega)}^{\frac{t}{t-1}},
\]
\[
\text{(7.34)}
\]
In the remaining borderline case \( q = n - 1 \) we notice that equality holds in \text{(7.32)} - \text{(7.33)} and therefore, keeping also \text{(7.31)} in mind, estimate \text{(7.25)} reduces to
\[
\text{(7.35)} \quad \left( \int_{\Omega} \left[ (\Gamma + |Du_c|)^q |V|^r \right]^{(r^*)^\prime} dx \right)^{1/(r^*)^\prime} \leq c \|V\|_{L^\infty(\Omega)} \int_{\Omega} (\Gamma + |Du_c|)^t dx.
\]
We now again distinguish between the cases \( q < n - 1 \) and \( q = n - 1 \). In the first case, matching \text{(7.35)} with \text{(7.27)}, and using the resulting inequality together with \text{(7.21)} - \text{(7.22)} in \text{(7.20)} finally yields
\[
\int_{\Omega} |Du_c| dx \leq c_5 \left[ c(\delta, \Omega, (t-n)) \xi + \delta + (t-n) \right] \int_{\Omega} |Du_c| t dx + c_6 \int_{\Omega} (s + \Gamma + 1 + |Du_0|)^t dx + c_7 \|V\|_{L^\infty(\Omega)}^{\frac{n}{t-1}},
\]
where the constant \( c_6 \) depends only on \( n, p, \nu, L, \delta, \Omega \) and \( c_5 \) only on \( n, p, \nu, L, \Omega \). Note that the constant \( c(\delta, \Omega, (t-n)) \) inside the square brackets blows-up when \( t \leq n \) and the same happens to \( c_7 \), which also blows-up for \( \xi \to 0 \). Now we first select \( \delta \) small enough and \( t \) close enough to \( n \) to have
\[
\text{(7.37)} \quad c_6 \delta + c_5 (t-n) \leq \frac{1}{4}
\]
and then we take \( \xi \) small enough in order to have
\[
\text{c_6\xi c(\delta, \Omega, (t-n))} \leq \frac{1}{4}.
\]
In view of the dependence of the constant $c_4$ on the parameters specified above this finally determines $\delta, \zeta$ and especially $r$ as a function of $n, p, \nu, L$. Recalling that $t < p_0$, we conclude with

\begin{equation}
(7.38) \int_\Omega |Du_\varepsilon|^t \, dx \leq \frac{1}{2} \int_\Omega |Du_\varepsilon|^t \, dx + c \int_\Omega (s_\varepsilon + \Gamma + 1 + |Du_0|)^p \, dx + c|V|^{\frac{n}{n-1}} \|V\|^{\frac{n}{n-1}}_{L^\infty(\Omega)},
\end{equation}

and $(7.14)$ follows in the case $q < n - 1$. For the case $q = n - 1$ we use $(7.38)$ with $(7.27)$, we match the resulting inequality with $(7.21)$-$(7.22)$ in $(7.20)$, we get

\begin{equation}
\int_\Omega |Du_\varepsilon|^t \, dx \leq c_5 \left[ c(\delta, \Omega, (t-n))|V|^{\frac{n}{n-1}}_{L^\infty(\Omega)} + \delta + (t-n) \right] \int_\Omega |Du_\varepsilon|^t \, dx
\end{equation}

+ $c \int_\Omega (s_\varepsilon + \Gamma + 1 + |Du_0|)^t \, dx$,

where again $c_5$ depends only on $n, p, \nu, L, \Omega$. We first choose $\delta$ and $t$ in order to satisfy $(7.37)$: to conclude we use the assumption $(1.14)$ - and this is the moment the size of the constant $c_3$ is determined - in order to estimate

\begin{equation}
c_5c(\delta, \Omega, (t-n))|V|^{\frac{n}{n-1}}_{L^\infty(\Omega)} \leq c_5c(\delta, \Omega, (t-n))c_0^{\frac{n}{n-1}} \leq \frac{1}{2}.
\end{equation}

Such choices in $(7.38)$ imply

\begin{equation}
\int_\Omega |Du_\varepsilon|^t \, dx \leq \frac{1}{2} \int_\Omega |Du_\varepsilon|^t \, dx + c \int_\Omega (s_\varepsilon + \Gamma + 1 + |Du_0|)^p \, dx,
\end{equation}

and $(7.14)$ follows in the case $q = n - 1$ too.

**Step 3: Convergence and conclusion of the proof.** We here adapt a few compactness arguments which have been developed in the context of measure data problems, and this will allow for a rapid conclusion. We shall follow the strategy introduced in [8] Section 4], showing in some detail the modifications needed for its adaptation to our context. A difference with [8] is that we are dealing with a sequence of vector fields $a_\varepsilon$, instead that with a fixed one - that is $a_\varepsilon(z) = g(z)|z|^2 z$ - as in [8]. We also observe that the restriction $2 - 1/n < p$ appearing in [8] does not affect the approximation argument in that paper, only coming from the a priori estimates thereby developed for measure data problems. Here we use the convergence arguments in the full range $p > 1$. Let us first prove the convergence argument in the more delicate vectorial case $N > 1$, when the additional structure assumption $(1.14)$ is in force, therefore completing the proof of Theorem 1.6. At the end we shall add the remarks necessary to treat the general scalar case $N = 1$, when on the other hand $(1.14)$ is not assumed.

We now switch to the convergence proof. Let us first prove the convergence argument in the more delicate vectorial case $N > 1$, when the additional structure assumption $(1.14)$ is in force, and therefore completing the proof of Theorem 1.6. At the end we shall add the remarks necessary to treat the general scalar case $N = 1$, when on the other hand $(1.14)$ is not assumed. Summarizing $(7.39)$ and $(7.40)$ we can assert that, whenever $q \leq p - 1$ and $p \leq n$, the following bound holds:

\begin{equation}
(7.39) \|Du_\varepsilon\|_{L^p(\Omega)} \leq c.
\end{equation}

The constant $c$ - in general depending on $n, p, \nu, L$ - will also depend on $t$ in the case $p = n$, being increasing when $t \to n$. By $(7.39)$, and choosing $t$ suitably close to we that the measures defined by

\begin{equation}
\mu_\varepsilon := |Du_\varepsilon|^q V \, dx
\end{equation}

have uniformly bounded masses. This is essentially a consequence of proved in the previous steps; indeed when $p < n$, exactly as in $(7.29)$ we estimate

\begin{equation}
|\mu_\varepsilon|(|\Omega) \leq \int_\Omega (1 + |Du_\varepsilon|)^q |V| \, dx \leq c \int_\Omega (1 + |Du_\varepsilon|)^{\frac{n}{n-1}} + |V|^n \, dx
\end{equation}
\[
\left. \begin{array}{c}
\alpha \\
\end{array} \right\} \text{ is a Lipschitz map to be chosen. Observe that estimate (7.44) follows since the vector fields } a_{\varepsilon}(Dv), D(\psi(u_{\varepsilon} - v)) \eta(u_{\varepsilon} - v) \phi \, dx. \\
\end{array}
\]

Here, exactly as in [8], the map \( \psi \) is defined as a “vectorial truncation”, that is

\[\psi(z) := \alpha(|\xi|) \frac{\xi}{|\xi|}, \quad \xi \in \mathbb{R}^N\]

where \( \alpha : (0, \infty) \to (0, \infty) \) is a bounded differentiable function such that both \( \alpha \) and \( \alpha' \) are bounded; moreover, as in [8], \( \psi \) is a Lipschitz map to be chosen. Observe that estimate (7.44) follows since the vector fields \( a_{\varepsilon}(\cdot) \) satisfy the monotonicity estimate (2.41) uniformly in \( \varepsilon \); this is in turn a consequence of (2.40). Now, we may proceed as in [8] in letting \( \varepsilon \to 0 \). Due to (2.12) we notice that (see again [8] for the definition of \( \psi \)) whenever \( z \in \mathbb{R}^N \) and \( \xi \in \mathbb{R}^N \) it holds that

\[
\langle a_{\varepsilon}(\cdot), D\psi(\xi)z \rangle = g_{\varepsilon}(|z|^2) \langle z, D\psi(\xi)z \rangle
\]

\[
= g_{\varepsilon}(|z|^2) \alpha'(|z|) \left( z, \frac{\xi}{|\xi|} \right)^2 + g_{\varepsilon}(|z|^2) \frac{\alpha(|\xi|)}{|\xi|} \left[ |z|^2 - \left( z, \frac{\xi}{|\xi|} \right)^2 \right] \geq 0
\]
so that - applying the previous relation with $z \equiv Du_\varepsilon$ and $\xi \equiv u_\varepsilon - II_\varepsilon$ can be estimated as follows:

\begin{equation}
II_\varepsilon \leq \int_\Omega (a_\varepsilon(Du_\varepsilon), D\psi(u_\varepsilon - v)Du \psi(1 - \eta(u_\varepsilon - v))) \, dx.
\end{equation}

By \((7.34)\) and the fact that $\eta, \psi$ and $D\psi$ are bounded we can pass in this term as in [8] Section 4, p. 361) to the limit $\varepsilon \to 0$ obtaining

\[ \limsup_{\varepsilon \to 0} II_\varepsilon \leq \int_\Omega (\eta, (D\psi)(u - v)Du \psi(1 - \eta(u - v))) \, dx. \]

As for the term $III_\varepsilon$ we recall that the map $v$ is always considered to be Lipschitz continuous, and therefore, making also use of \((2.11)\) yields

\[ \limsup_{\varepsilon \to 0} III_\varepsilon = - \int_\Omega (a(Du), D(u - v)) \eta(u - v) \, dx. \]

The passage to the limit $\varepsilon \to 0$ for $I_\varepsilon$ can be done easily exactly as in [8]. The rest of the proof can be done exactly as after [8 (11)]. The final conclusion in our setting is that $h$ defined in \((7.42)\) equals zero and therefore

\begin{equation}
Du_\varepsilon \to Du \quad \text{strongly in} \quad L^1(\Omega, \mathbb{R}^N).
\end{equation}

The argument for the case $1 < p < 2$ is quite similar; according to the arguments in [8] the term in \((7.43)\) must be replaced by

\[ T_\varepsilon := c \int_\Omega (|Du_\varepsilon| + |Du|)^{p-2}|Du_\varepsilon - Du|^2 \eta(u_\varepsilon - v) \, dx. \]

On the other hand we observe that from the a priori estimates \((6.5) - (6.7)\) and the a priori bound in \((7.39)\), we easily gain that for every open subset $\Omega' \subseteq \Omega$ there exists a constant $c$ depending only on $n, N, p, \nu, L$ and $\text{dist}(\Omega', \partial \Omega)$, but otherwise independent of $\varepsilon > 0$, such that $\|Du_\varepsilon\|_{L^\infty(\Omega')} < c$ holds. In turn this estimate together with \((7.38)\) and a standard diagonal argument implies

\begin{equation}
Du_\varepsilon \to Du \quad \text{strongly in} \quad L^1_{\text{loc}}(\Omega, \mathbb{R}^N) \quad \text{for every} \ t < \infty.
\end{equation}

The last result together with a standard consequence of Lebesgue's dominated convergence theorem and with \((2.11)\) and \((7.3)\), allows finally to let $\varepsilon \to 0$ in \((7.4)\) - recall that there $\varphi$ has compact support in $\Omega$ - thereby getting

\[ \int_\Omega (a(Du), D\varphi) \, dx = \int_\Omega b(x, u, Du) V \varphi \, dx, \]

that is the limiting map $u$ weakly solves \((1.18)\). The proof of the a priori estimates \((1.15)\) and \((1.20)\) follows letting $\varepsilon \to 0$ in \((6.7)\) and \((6.8)\) respectively - there we take $t = p$ - making also use of \((7.49)\), as already done for \((6.41)\). The proof in the vectorial case $N > 1$ is therefore complete; this means we have Theorem 1.6.

As for the scalar case $N = 1$, that is when \((1.14)\) is not in force, we notice that the only point in the convergence argument for vectorial case above where \((1.14)\) was used was the estimate in \((7.34)\), which in turn is a consequence of \((7.40)\). At this stage we add a couple of remarks. The first is that we can always assume that $a_\varepsilon(0) = 0$, this by replacing $a_\varepsilon(z)$ by $a_\varepsilon(z) - a_\varepsilon(0)$ which changes nothing in the problem i.e. $\text{div}(a_\varepsilon(Du_\varepsilon) - a_\varepsilon(0)) = \text{div} a_\varepsilon(Du_\varepsilon)$. The advantage is that now we may assume that

\begin{equation}
\langle a_\varepsilon(z), z \rangle \geq \nu_0 |z|^p.
\end{equation}

The second observation is that since now the solutions are scalar valued we can replace the function in \((7.39)\) by $\psi(t) := \min\{t, 1\}$ for $t \geq 0$. In this way in \((7.46)\) we still have $\langle a_\varepsilon(z), \psi'(\xi)z \rangle = \psi'(\xi) \langle a_\varepsilon(z), z \rangle \geq 0$, this being a consequence of
At this point (7.47) follows and the rest of the proof for Theorems 1.4 and 1.5 remains unchanged as for the scalar case.

8. Possible extensions

In this section we want to briefly outline a few possible extensions of the above results to operators with more general growth conditions, for instance considered in the paper of Lieberman [25]. We shall confine ourselves to equations and systems of the type (1.8), with assumptions (1.9) replaced by

\[
\begin{cases}
|a(z)| \leq Lh(|z|), \quad |\partial a(z)| \leq Lh'(|z|) \\
v^{-1}h'(|z|)|\lambda|^2 \leq \langle \partial a(z)\lambda, \lambda \rangle
\end{cases}
\]

where \(h: [0, \infty) \to [0, \infty)\) is a non-decreasing \(C^1((0, \infty))\) such that

\[
0 < \delta_0 \leq \frac{h'(t)t}{h(t)} \leq \Lambda.
\]

Note that in the case \(h(t) = t^{p-1}\) we recover the standard \(p\)-Laplacean operator with \(\delta_0 = p-1 > 0\) as long as \(p > 1\).

The point is now that the boundedness criteria of Theorems (1.1)-(1.3) hold true and in particular estimate (1.12) holds in the form

\[
\|Du|h(|Du|)\|_{L^\infty(B_{R/2})} \leq c \left( \int_{B_R} |Du|h(|Du|) \, dx \right)^{\frac{1}{2}} + c \|P^V(\cdot, R)\|_{L^\infty(B_R)}^{\frac{1}{2}} + c.
\]

The proof rests as usual on the approximation argument - that can be realized combining the arguments here with those in [25] - and with the a priori estimates. We shall here sketch the proof of this last one, which in turn relies on the fact that the Caccioppoli’s inequality (3.6) holds with

\[
v := h(|Du|)|Du|.
\]

To this aim, going back to the proof of (3.6), let us observe this fact in the context here leads to the following analog of (3.13):

\[
I_1 + I_2 + I_3 := \int_{\Omega} \eta^2 \tilde{a}_{i,j} H(Du) D_j D_s u D_s u (v - k)_+ \, dx \\
+ \int_{\Omega} \eta^2 \tilde{a}_{i,j} H(Du) D_j D_s u D_s u (v - k)_+ \, dx \\
+ 2 \int_{\Omega} \eta \tilde{a}_{i,j} H(Du) D_j D_s u D_s u (v - k)_+ D_i \eta \, dx = II_1 + II_2 + II_3.
\]

This time we have defined

\[
H(|Du|) := h'(|Du(x)|) + h(|Du(x)|)/|Du(x)|
\]

and, obviously

\[
\tilde{a}_{i,j}(x) := \frac{\partial_i a_s(Du(x))}{H(Du(x))}.
\]

Observe that this last matrix is uniformly elliptic - with eigenvalues uniformly bounded from above and below by a constant depending on \(\nu, L, \delta_0, \Lambda\) - by (8.1) and (8.2). By observing that this time it is \(D_j v = H(Du) D_j D_s u D_s u\) and replacing in the estimates (5.13) - (5.19) the function \(H(Du)p^{-2}\) used there by \(H(Du)\) introduced
in (8.6), we can proceed estimating as done there as far as the left hand side terms are concerned. As the right hand side ones, this time we estimate

\[(v-k)_+ = \sqrt{(v-k)_+} + \sqrt{\frac{h(|Du|)}{|Du|}} |Du| \leq \frac{1}{\sqrt{\delta}} |Du|_{L^\infty} \sqrt{(v-k)_+} \sqrt{H(Du)},\]

so that (3.17) can be replaced by

\[|II_1| \leq \delta I_5 + c \|Du\|_{L^\infty}^2 \int_\Omega \eta^2 |V|^2 \, dx.\]

The estimates for the terms II_2, II_3 follow exactly as in (3.18)-(3.19). This leads to (3.6) with \(\tilde{V}\) defined as \(\tilde{V} := \|Du_{\epsilon}\|_{L^\infty(B(\tilde{R}))} V\).

Proceeding as in the proof of Theorem 1.1 we arrive at

\[h(|Du(x)|) |Du(x)| \leq c \left( \int_{B(x,\tilde{R})} (h(|Du|)|Du|)^2 \, dy \right)^{\frac{1}{2}} + c \|Du\|_{L^\infty(B(x,\tilde{R}))} P^V(x,\tilde{R}).\]

(8.7)

In turn, proceeding as after (3.35) and using the fact that \(t \leq h(t) + 1\) we conclude with (8.3).

Similar adjustments can be done in the vectorial case \(N > 1\).

9. Appendix: Basic facts about regularity

Let us now recall a few basic facts about regularity of solutions to equations and systems of the type

\[\text{div } a(Dw) = f \quad \text{ in } \Omega',\]

where we are assuming assumptions (1.10) with \(s > 0\) on the left hand side vector field \(a(\cdot)\); on the right hand side we shall assume that \(|f| \leq M\). These are the equations and systems of the type considered in (3.2) when proving the a priori estimates of Theorems 1.1-1.5. In order to make sense to all the involved quantities there we needed to have (3.3), that is

\[(9.1)\]

\[w \in W^{2,2}_{\text{loc}}(\Omega', \mathbb{R}^N) \cap C^{1,\alpha}_{\text{loc}}(\Omega', \mathbb{R}^N).\]

We shall now recall how to prove (9.1): both in the scalar and in the vectorial case with the additional structure assumption we have that \(w \in C^{1,\alpha}_{\text{loc}}(\Omega', \mathbb{R}^N)\) for some \(\alpha > 0\) depending on \(M\). As far as the higher differentiability is concerned we have that

\[\int_{\Omega'} (s + |Dw|^2) |D^2w|^2 \, dx < \infty\]

whenever \(\Omega' \subset \Omega'\). When \(p \geq 2\) this immediately implies \(w \in W^{2,2}_{\text{loc}}(\Omega', \mathbb{R}^N)\) since \(s > 0\); for the case \(1 < p < 2\) we using the fact that \(Dw \in L^\infty(\Omega, \mathbb{R}^{Nn})\) we again conclude that \(w \in W^{2,2}_{\text{loc}}(\Omega', \mathbb{R}^N)\) and (9.1) is established. Similar results holds for solutions under the assumptions (8.1). Good references on such aspects, including the assumptions in (8.1) - are for instance [22, 23].
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