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Abstract
The high luminosity upgrade of the CERN Large Hadron Collider (HL-LHC) will result in a pile-up of around 200 proton-proton collisions per bunch crossing. In order to reduce the impact of pile-up on physics analyses the ATLAS and CMS experiments are planning to use the timing of the reconstructed objects within one event. The primary proton-proton collisions have an RMS spread of $\approx 170$ ps within one bunch crossing, and a time resolution of around 30 ps is required for pile-up mitigation. This performance requires dedicated detectors for the timing of minimum ionising particles. The timing detectors will be subjected, for the goal integrated luminosity of 3000 fb$^{-1}$, to radiation levels corresponding to a 1-MeV neutrons fluence ($\Phi_{eq}$) of about $10^{14}$ or $10^{15}$ cm$^{-2}$ for the barrel and end-cap detector regions, respectively.

In this paper, deep diffused Avalanche Photo Diodes (APDs) are examined as candidate timing detectors for HL-LHC applications. Devices with an active area of $8 \times 8$ mm$^2$ are characterised using a pulsed infrared laser and, in some cases, a high energy muon beam. The timing performance as well as the uniformity of response are examined.

The effects of radiation damage on current, signal amplitude, noise, and timing of the APDs are evaluated using detectors with an active area of $2 \times 2$ mm$^2$. These detectors were irradiated with neutrons up to $\Phi_{eq} = 10^{15}$ cm$^{-2}$. Their timing performance was characterised using a pulsed infrared laser.

1. Introduction
The high luminosity upgrade of the CERN Large Hadron Collider (HL-LHC) foreseen to start in 2026 will provide an instantaneous luminosity of up to $5 \cdot 10^{34}$ cm$^{-2}$s$^{-1}$ with a bunch spacing of 25 ns, and an average pile-up of up to 200 collisions per bunch crossing\textsuperscript{[1]}. This value of pile-up presents a challenge for the experiments, as currently ATLAS and CMS have reached a typical number of concurrent interactions within the same bunch crossing (pile-up) of approximately 35\textsuperscript{[2,3]}. At present, the effects of pile-up on physics analyses are mitigated by resolving the primary vertices within one bunch crossing along the beam axis. The physics objects are then associated to the corresponding vertices by using the tracking information. This strategy was used also at Tevatron, where the pile-up was $\approx 6$. The pile-up at HL-LHC will pose a challenge to this method, as a significant fraction of the primary vertices will have a distance smaller than the resolution of the vertex detectors, making an association to the reconstructed physics objects impossible.

A different method to associate the reconstructed objects to separate vertices relies on the measurement of the time of arrival of the particles at the detectors. A sufficiently accurate time measurement effectively reduces the vertex density, improving the event reconstruction capability of the experiments.
Since the RMS spread of the primary vertices at HL-LHC is foreseen to be $\approx 170$ ps within one bunch crossing, a minimum ionising particle (MIP) time resolution of $\approx 30$ ps is necessary to improve the association of the particles to their correct vertex [4, 5].

To reach this performance, dedicated detector systems will be needed and both ATLAS and CMS are planning such upgrades [4,5]. The timing detectors will be subjected, for the integrated luminosity goal of 3000 fb$^{-1}$, to radiation levels corresponding to a 1-MeV neutrons fluence ($\Phi_{eq}$) of about $10^{14}$ or $10^{15}$ cm$^{-2}$ for the barrel and end-cap detector regions, respectively.

By exploiting the design margins of HL-LHC, it will be possible to achieve an ultimate luminosity of up to $7.5 \cdot 10^{34}$ cm$^{-2}$s$^{-1}$ and an ultimate integrated luminosity of 4000 fb$^{-1}$ [1]. In this scenario the pile-up and fluence to which the detectors will be exposed will increase proportionally to the instantaneous and integrated luminosity, respectively.

All the proposed technologies for ATLAS and CMS timing layers involve silicon with internal gain: Silicon Photomultipliers (SiPMs) or Low Gain Avalanche Diodes (LGADs) [4,5]. In this context, avalanche silicon diode structures with a capacitively coupled readout for charged particle timing were evaluated. The characteristics of these detectors make them suitable for applications where a pixel size of approximately 1 cm$^2$ is appropriate. This paper summarises the characterisation of deep diffused Avalanche Photo Diodes (APDs) produced by Radiation Monitoring Devices [6] used as timing detectors for charged particles. To improve the detector’s timing performance, the APDs are used to directly detect the traversing particles, without a radiator medium where light is produced. Studies of these sensors as Minimum Ionising Particle (MIP) timing detectors, using an AC-coupled readout, were performed previously and showed promising results [7]. The timing performance as well as the radiation hardness of these devices are addressed. Section 2 provides a general description of the deep diffused APDs. In Section 3 a detailed description of the devices used in this study is given. Section 4 contains the measurement of the gain of the APDs with an active area of $8 \times 8$ mm$^2$ using blue light. Both the bias and temperature dependence of the gain are explored. Section 5 reports the characterisation of neutron-irradiated APDs with an active area of $2 \times 2$ mm$^2$. Sections 6 and 7, respectively, summarise uniformity and timing measurements of APDs with an active area of $8 \times 8$ mm$^2$ with DC-coupled and AC-coupled readout. Section 8 describes the methods and results obtained through beam tests of APDs with an active area of $8 \times 8$ mm$^2$ with AC-coupled readout. Finally, Section 9 summarises the results obtained in this study.

2. Deep Diffused APDs

Deep diffused APDs consist of a pn-junction operated in reverse bias. Bias voltage is applied to the detector in order to achieve an electric field high enough for the charge carriers to undergo impact ionisation. This mechanism is responsible for the multiplication of the charge carriers released by the passage of a charged particle or light impinging on the detector.

The pn-junction is located several tens of microns from the detector surface. This, together with the shape of the doping profile, prevents the depletion region from reaching the detector’s surface, avoiding breakdown and noise due to surface effects. The concept of full depletion voltage, usually applied to detectors produced through the planar process, is not used with this type of APD.

The occurrence of breakdown and noise from the edges of the detector die is mitigated by reducing the electric field in these regions. This can be achieved by bevelling the detector’s edges [8]. The current APD design reduces the electric field at the edges of the depletion region by distributing the doping in the sensor such that the depletion region is “bent” and terminated on one of the sensor’s surfaces [7]. A mesa structure, where the n-type silicon forms a plateau that is joined to the p-type silicon, reduces the electric field at the sensor’s surface, see figure 1.

Deep diffused APDs get their name from the process used to produce a pn-junction several tens of microns from the detector surface. The APDs used in this work are produced on silicon using the method explained in [8,9]. Grooves are carved on both sides of an n-doped silicon wafer and p-type dopants are diffused into the silicon. The grooves run parallel to the future die edges and shape the distribution of the p-type dopants into the silicon. This process results in an n-doped region enclosed by the p-doped silicon. The wafer is ground and polished on both sides. One side is ground more than the other in order to reach the n-doped region. At this point, the n-doped region is exposed on one side and surrounded by p-type silicon. The
Figure 1: Schematic cross-sections of a deep diffused APD. Top: centre of the detector. The thickness of the depleted region corresponds to a bias voltage of 1.8 kV. Bottom: detector edge.

The pn-junction runs parallel to the detector surface and curves toward the side with the exposed n-doped region. Non-metallic conductive layers are added on both sides to provide ohmic contacts to the p and n-doped volumes. A mesa structure is then etched following the pn-junction on the side where the n-doped region is exposed. Finally, polyimide is deposited around the mesa structure and the wafer is diced.

In the following, the faces of the detectors will be referred to as p- and n-side, according to the sketch shown in figure 1.

The doping concentration of the n-type silicon is constant over the thickness of the detector, since it results from the initial doping of the silicon wafer. The p-type silicon has a different doping profile. As the p-type dopants are introduced through diffusion, the doping concentration of the p-type silicon is higher toward the p-side of the detector and falls toward the pn-junction. This results in a broader peak of the electric field at the pn-junction, when compared to the triangular shape of an abrupt junction. The broadening of the peak increases the distance over which the charge carriers drift in the highest field region, requiring a lower peak field for a given gain value. This reduces the ratio between the electron and hole multiplication coefficients, reducing in turn the excess noise factor due to multiplication [10].

The applied bias voltage is usually around 1.8 kV, resulting in a gain of up to 500. At this bias voltage the thickness of the depletion region is around 150 µm.

3. Samples and Irradiations

All the APDs used in this study present the structure detailed in the previous section. Detectors of two different sizes were used. In this section, the geometry and readout of the different APDs are explained.

3.1. 2 × 2 mm² APDs

APDs with a nominal active area of 2 × 2 mm² were used to study the effects of neutron irradiation. The dies of these devices have an area of 3.1 × 3.1 mm² and a circular mesa structure with a diameter of about 0.8 mm. These devices are mounted on ceramic supports, two metallic leads are used to contact the p- and n-sides of the detector. The n-side of the detector faces the ceramic support. The contact between the APD and the metal leads is achieved using conductive glue.

The 2 × 2 mm² APDs have a DC-coupled readout. In order to facilitate the handling and electrical connection to the sensors, each APD was mounted on a printed circuit board (PCB) for its characterisation both before and after irradiation. The PCB was equipped with a temperature sensor and the connectors needed to link the APD to the measuring devices.

The sensors were irradiated with neutrons at the nuclear reactor of the Jožef Stefan Institute in Ljubljana [11]. The fluences accumulated by the sensors ranged from $\Phi_{eq} = 3 \cdot 10^{13}$ cm$^{-2}$ to...
Φ_{eq} = 10^{15} \text{cm}^{-2}. Neither bias nor cooling were applied during the irradiation, the temperature of the samples is estimated to range between 20 and 45°C during irradiation\textsuperscript{[12]}. After irradiation, the samples were stored at a temperature below −18°C to avoid the annealing of the defects produced during irradiation. No annealing steps were performed after irradiation, however, it is estimated that the annealing due to handling after irradiation corresponds roughly to one hour at room temperature.

### 3.2. 8 × 8 mm\(^2\) APDs

APDs with a nominal active area of 8 × 8 mm\(^2\) were characterised in several beam tests. The dies of these devices have an area of 10 × 10 mm\(^2\) and a square mesa structure with 7.5 mm sides.

As shown in section 5.1, the amplitude of the signal produced by the sensor when illuminated by a laser depends on the distance between the point in which the sensor is struck by the laser and the point where the sensor is connected to the readout electronics. This behaviour is the result of the non-negligible resistance of the conducting layers applied to the p- and n-side of the detector.

Two methods were used to improve the uniformity of response. The first one relies on an AC-coupled readout of the p-side of the detector. A gold layer is applied to the n-side of the detector to improve its conductivity. The electrical contact to the p-side is achieved through the formation of a bond-pad and wire-bonding. The p-side is covered by a Kapton layer and a metallic mesh is placed above the Kapton. The mesh picks-up the signal and provides an electrical path with a resistivity lower than the one of the conductive layer. The sensors produced with this configuration were usually placed on PCBs containing the readout electronics. These detectors are usually operated by applying the high voltage to the p-side and keeping the n-side at ground potential. In this way it is possible for the electronics to directly read out both signals from the mesh and the n-side of the sensor.

Another method used to improve the uniformity of response is the metallisation of both the p- and n-side of the detector. The metallisation consists in an aluminium deposition containing openings for laser illumination. The detectors produced with this configuration have a DC-coupled readout and were used in laboratory tests. These sensors were mounted on the same kind of PCBs used for the 2 × 2 mm\(^2\) APDs, that contain a temperature sensor and the connectors to bias and readout the sensor.

In this paper detectors with both DC- and AC-coupled readout are characterised, but at the time of writing only DC-coupled devices have been characterised after irradiation.

### 4. Gain Measurement of 8 × 8 mm\(^2\) APDs using a Blue LED

The gain of 8 × 8 mm\(^2\) APDs was measured using a pulsed LED. The LED had a wavelength of 425 nm and the pulses had a duration of 20 ns. The APD was uniformly illuminated during the measurements. The APD signal was shaped, and the measured pulse height used for the determination of the gain. Unity gain refers to the amplification of the gain to the gain obtained at 0°C when the temperature of the APD is changed. Here \(\Delta T(0°C)\) gives the temperature difference from 0°C. The result of this scaling law is shown in figure 2(\text{Right}). It describes the data up to a gain of \(≈1000\) and may prove useful for discriminating among impact ionisation models that appear in the literature and as options in TCAD\textsuperscript{[1]} software for modelling such devices. It should be noted that this particular definition of gain, as it applies to visible light photodetection in an APD, is different from the gain obtained from the response to minimum ionising particles (or the IR laser model used) since, in the former case all photoelectrons traverse the region where impact ionisation occurs.

### 5. Laboratory Characterisation of Irradiated 2 × 2 mm\(^2\) APDs

#### 5.1. Experimental Methods

Two experimental setups were used to characterise the APDs.

The current-voltage (IV) characteristic of the detectors was measured using a voltage source and a

---

\textsuperscript{1}Technology Computer Aided Design.
Figure 2: **Left:** Gain of a 8 × 8 mm² APDs as a function of bias voltage at different temperatures. The measurement was performed using a blue LED. **Right:** By shifting the bias for each curve according to the law described in the text, a scaling law is found.

picoammeter connected in series to the sensor under test. The sensor was placed inside a climate chamber flushed with dry air where the temperature was set to −20°C and it could be controlled with an accuracy of 0.2°C. The temperature sensor on the PCB was used to ensure that the APD reached thermal equilibrium with the air in the climate chamber before starting the measurements.

The response of the APDs to a pulsed infrared laser was measured in a different setup and used to determine the variation of the sensor’s signal and time resolution as a function of bias voltage and irradiation fluence. The laser has a wavelength of 1064 nm and the pulses have a duration of 200 ps. The repetition rate was chosen to be 200 Hz. The intensity of the light impinging on the APD was determined to correspond to a charge deposition in the sensor of 15 or 0.8 MIPs per pulse, depending on the measurement. A shutter is used to change the light intensity. The amount of deposited charge per laser pulse was measured using a non-irradiated pad diode of known thickness. The wavelength used has an absorption length in silicon of about 1 mm, resulting in the generation of electron hole pairs through the whole sensor thickness. The light pulses are propagated from the laser to the sensor through an optical fibre. A coupler diverts part of the light to a photodiode that is used to monitor the light intensity. An optical system focuses the light on the sensor surface producing a beam spot of about 15 μm in diameter. The bias voltage of the sensor under test is provided by a voltage source containing a picoammeter used to monitor the current flowing through the sensor. The temperature of the APD was controlled using a cooling system constituted by a Peltier element and a chiller. The temperature measured by the temperature sensor on the PCB was used as input to the Peltier control system. The APD was housed in a light-tight Faraday cage flushed with dry air during the measurements. The APD signal was amplified using a CIVIDEC C2HV broadband amplifier [13]. Both the signals of the APD and the photodiode were digitised using an oscilloscope with 2.5 GHz bandwidth and a sampling rate of 20 GSa/s.

For the measurement of the APD signal amplitude and uniformity of response, an amplification of 10 dB was used, together with a light intensity corresponding to 15 MIPs. This amplification was achieved by attenuating the APD signal with a 30 dB attenuator and then amplifying it with a 40 dB amplifier. The 40 dB amplifier is the same used in the time resolution measurements. The reduction of the gain to 10 dB is necessary in order to perform the amplitude measurements over the desired bias voltage range while remaining in the amplifier’s linear range. For each measurement condition, the waveforms were averaged 256 times in the oscilloscope before being stored for analysis.

The time resolution measurements were performed applying a 40 dB amplification to the APD signal. No averaging was applied to the waveforms. A gain of 40 dB provides a better signal to noise ratio for the APD signal, compared to the 10 dB used for the amplitude measurement. The inten-
Figure 3: Current-voltage characteristics of the 2 × 2 mm² APDs measured at −20°C for different neutron fluences.

The uniformity of response was measured using an infrared laser with pulses of an intensity corresponding to 15 MIPs and an amplification of 10 dB. The laser was focused on different parts of the sensors and the average of 256 waveforms was stored and the signal amplitude extracted. The signal amplitude as a function of position of the laser spot on the sensors is shown in figure 4. The difference in the bias voltage applied to the detectors is due to the current drawn by the detectors under bias. The biasing and readout circuit had a total resistance of 13 MΩ connected in series to the sensor under test. The bias voltage applied to the readout circuit was 1700 V for all samples, the difference in voltage from this value are due to the potential drop caused by the sensors’ dark current flowing through the 13 MΩ load. All the values of bias voltage presented in the following take into account this effect.

The sensor irradiated to $\Phi_{eq} = 3 \cdot 10^{14}$ cm$^{-2}$ shows a breakdown around 1600 V, therefore no information about its IV characteristic is available at higher bias voltages. This also applies to the amplitude measurements presented below.

**Non-irradiated sensors can not be seen in the IV curve until the gain is sufficiently high.**

The irradiation enhances the bulk generation current of the devices, as can be seen in the region between 0 and 1200 V, where the gain of the sensors does not influence the curves. As the bulk current is amplified, the shape of the irradiated sensors’ curves is different from that of the non-irradiated sensor. The change in the magnitude of the current at high voltages is different with respect to the non-irradiated sensor, suggesting that the gain of the detectors is reduced by irradiation, or respectively that a higher bias voltage is required to obtain the same gain as for the non-irradiated sensor.

The current related damage rate ($\alpha$) was estimated at 200 V, where no multiplication is expected. Under the assumption that the depleted volume at this voltage does not change with irradiation, the measured value of $\alpha$ is of the expected order of magnitude. Further studies of the current generation in these detectors after irradiation can be found in [14].

The sensor irradiated to $\Phi_{eq} = 3 \cdot 10^{14}$ cm$^{-2}$ shows a breakdown around 1600 V, therefore no information about its IV characteristic is available at higher bias voltages. This also applies to the amplitude measurements presented below.

**Uniformity of response.** The uniformity of response was measured using an infrared laser with pulses of an intensity corresponding to 15 MIPs and an amplification of 10 dB. The laser was focused on different parts of the sensors and the average of 256 waveforms was stored and the signal amplitude extracted. The signal amplitude as a function of position of the laser spot on the sensors is shown in figure 4. The difference in the bias voltage applied to the detectors is due to the current drawn by the detectors under bias. The biasing and readout circuit had a total resistance of 13 MΩ connected in series to the sensor under test. The bias voltage applied to the readout circuit was 1700 V for all samples, the difference in voltage from this value are due to the potential drop caused by the sensors’ dark current flowing through the 13 MΩ load. All the values of bias voltage presented in the following take into account this effect.

The sensor irradiated to $\Phi_{eq} = 3 \cdot 10^{14}$ cm$^{-2}$ could be biased at a higher voltage with respect to the IV measurement. This is probably a consequence of the annealing of the radiation damage of the detector, due to handling and measurements performed.
at room temperature, since the measurement shown in figure 3 were performed after the current-voltage and amplitude measurements. This suggests that the annealing status of the detectors can influence their breakdown behaviour.

The elongated ovals in figure 4 indicate a larger signal amplitude in these regions. This effect, although not fully understood for these devices, is thought to be similar in origin to the one studied in section 6 for APDs with an active area of \(8 \times 8\) mm\(^2\). In each plot of figure 4, a circular region with increased amplitude is present. This region corresponds to the mesa structure in the back of the devices. Part of the light from the laser is reflected from the curved surface of the mesa toward the active area of the detectors, resulting in an increased signal. The sensitive area of the detectors is affected by irradiation. However, the response of the detectors appears uniform close to the detector centre, in the area enclosed by the mesa structure. The measurements shown in the rest of this section were performed by shining the light in the centre of the detectors.

**Signal amplitude.** The amplitude was measured from the baseline of the pulse, calculated using the part of the waveform preceding the laser pulse. The results are shown in figure 5 as a function of bias voltage and fluence.
The measured amplitudes present similar values up to 1200 V, for all the fluences. For voltage values above 1200 V, the signal amplitude decreases with increasing fluence, indicating a reduction of the gain for the irradiated detectors. The behaviour of the detectors indicates that for fluences at least up to $\Phi_{eq} = 6 \times 10^{13} \text{cm}^{-2}$ the gain of the detectors could be recovered by applying a higher bias voltage.

**Time resolution.** The time resolution of the sensors was determined using an infrared laser focused on the detector centre. An optical system was used to have two light pulses shine on the sensor under test for each pulse produced by the laser. A waveform corresponding to one laser pulse is shown in figure 6. The amplification used for the time resolution measurements was 40 dB, and no averaging was applied to the waveforms. 2000 waveforms were acquired for each measurement condition.

The average signal amplitude as a function of bias voltage and fluence is shown in figure 7. The noise of the APDs, as a function of bias voltage and irradiation fluence, is shown in figure 8. The noise is defined as the standard deviation of the pulse due to laser illumination. The noise of the APDs, as a function of bias voltage and irradiation fluence, is shown in figure 8. The noise of the APDs with $\Phi_{eq} \leq 6 \times 10^{13} \text{cm}^{-2}$ shows a stronger dependence on the applied bias voltage than the other detectors irradiated to $\Phi_{eq} = 10^{15} \text{cm}^{-2}$. This suggests that the multiplication mechanism affects the noise of the sensors.

The noise is defined as the standard deviation of the distribution of the waveform points around the baseline, for the portion of the waveform preceding the pulse due to laser illumination. The noise of the APDs, as a function of bias voltage and irradiation fluence, is shown in figure 8. The noise of the APDs with $\Phi_{eq} \leq 6 \times 10^{13} \text{cm}^{-2}$ shows a stronger dependence on the applied bias voltage than the other detectors. The noise of the APDs is less than the noise of the sensors. The signal-to-noise ratio (SNR) is defined as the signal amplitude divided by the standard deviation of the noise. The SNR is not a monotone function of the applied bias voltage. The sensor irradiated to $\Phi_{eq} = 10^{15} \text{cm}^{-2}$ shows a weaker dependence on SNR on bias voltage than the other sensors. This is attributed to the lower value of gain of this sensor compared to the others.

The average 20%-to-80% rise time of the sensors is shown in figure 10. The crossing time of the 20% and 80% thresholds was determined using a linear interpolation between two points of the experimental setup. The limiting factor for the non-irradiated sensor is the amplifier, that has a linear range corresponding to an output amplitude of $\pm 1 \text{V}$. For the irradiated sensors, the maximum current provided by the high voltage power supply was reached, limiting the gain achieved by the devices. The difference between the amplitude of the two signal peaks present in each waveform was less than 5% for each measurement. The time resolution of the sensor irradiated to $\Phi_{eq} = 3 \times 10^{14} \text{cm}^{-2}$ was not measured due to its breakdown behaviour that poses a risk to the electronics used in these measurements.
Figure 8: 2×2 mm² APDs’ noise as a function of bias voltage and fluence measured at −20°C. An amplification of 40 dB was used.

Figure 9: Signal to noise ratio (SNR) of the 2×2 mm² APDs as a function of bias voltage and fluence measured at −20°C. The laser intensity corresponds to 0.8 MIPs. An amplification of 40 dB was used.

Figure 10: 20%-to-80% rise time of the 2×2 mm² APDs signal as a function of bias voltage and fluence measured at −20°C. The laser intensity corresponds to 0.8 MIPs. An amplification of 40 dB was used.

waveform. The values for the sensor irradiated to $\Phi_{eq} = 10^{15}$ cm$^{-2}$ lie between 5.1 and 5.3 ns and are not shown since they are affected by its low SNR, that does not allow for a correct determination of the 20% point. The rise time increases with increasing bias voltage. The difference between the rise time of the sensors lies within 11%, the rise time does not seem to be affected by irradiation.

The time resolution of the sensors was determined using the two pulses acquired in each waveform. The waveforms are divided in two parts of 50 ns each. The pulses are analysed independently. The time difference between the pulses is calculated using a constant fraction discriminator (CFD) algorithm. This algorithm was chosen since it allows to study the effect of different thresholds applied to the pulses with relative ease, without having to account for the pulse amplitude. The thresholds applied to the pulses were optimised for each measurement condition, choosing the combination that resulted in the best time resolution. The time resolution is defined as the standard deviation of the distribution of the time difference ($\Delta t$) between the pulses. The crossing time of the thresholds was determined using a linear interpolation between two points of the waveform. Since the difference in the amplitude of the pulses measured in the same waveform was less than 5%, the time jitter of the sensor and readout electronics for a single pulse (or single pulse time resolution) can be calculated by dividing the two pulses time resolution by $\sqrt{2}$. The single pulse time resolution of the detectors is shown in figure 11 as a function of bias and fluence. The jitter of the sensor irradiated to $\Phi_{eq} = 10^{15}$ cm$^{-2}$ lies between 508 and 553 ps. These values are not shown in the figure for clarity. The other sensors show a
Figure 11: Single pulse time resolution of the 2 × 2 mm² APDs as a function of bias voltage and fluence measured at −20°C. The laser intensity corresponds to 0.8 MIPs. An amplification of 40 dB was used.

Figure 12: Single pulse time resolution of the 2 × 2 mm² APDs as a function of signal to noise ratio and fluence measured at −20°C. The laser intensity corresponds to 0.8 MIPs. An amplification of 40 dB was used.

The trend of decreasing jitter as a function of bias voltage. The behaviour is however not monotonous.

The jitter is found to scale approximately as 1/SNR. Figure 12 shows the jitter as a function of SNR. The dashed line represents a 1/SNR behaviour.

The jitter of the sensors is not degraded by the neutron-induced radiation damage corresponding to a fluence of at least $\Phi_{eq} = 6 \cdot 10^{13}$ cm$^{-2}$. These results are expected to hold for timing measurements of charged particles. The overall resolution is however expected to worsen due to the fluctuations of the amount of charge deposited per unit length along the particle path. These fluctuations, also known as Landau noise [15], can influence the leading edge of the sensor’s signal and therefore worsen the time resolution.

6. Uniformity Study of 8 × 8 mm² APDs using an Infrared Laser

The uniformity of response of the 8 × 8 mm² APDs was studied using an infrared laser. The amplitude and integrated signal are shown in figure 13 as a function of the position where the laser illuminated the detector. The sensor was mounted with the n-side facing the PCB, and the laser shone on the p-side. The sensor was electrically connected using opaque conductive paint. The point of contact on the p-side can be seen at the coordinate (4.5, 6) mm. Since the absorption length of the light used in the measurements is greater than the sensor thickness, several features of the surface below the sensor can be seen in the figure. The square mesa structure and the conductive paint used to glue the detector to the PCB used for the measurements can be seen as areas of increased amplitude and signal integral due to their reflection of the light toward the sensor. The PCB has a hole below the detector centre, that results in decreased values of amplitude and signal integral. Since the signal amplitude is affected by both the deposited charge in the detector and the detector properties, the amplitude was normalised using the integrated signal in order to mitigate the former effect. The ratio between the amplitude and the integrated signal is shown in figure 13. The effects of the surface below the sensor are reduced and a dependency of the ratio between amplitude and charge on the distance between the laser spot and the point where the signal is collected from the sensor is shown. The amplitude of the signal decreases with increasing distance from the electrical contact. This effect is attributed to the non-negligible resistivity of the conductive layers applied to the detector. The dependency of the signal amplitude on the detector position can result in a worsened time resolution.

The two approaches taken to reduce this source of non-uniformity are described in section 3. The DC-coupled metallisation resulted in a difference in the ratio between amplitude and charge of less than 2% over a distance of 7 mm between the points illuminated by the laser. No dependency on the distance between illumination and electrical contact was observed. This measurement was performed on a sensor biased to 1800 V at a temperature of 20°C. The metallisation was performed at the clean room facility of CMI-EPFL [16]. The structure consists of an aluminium grid on the n-side and a continuous aluminium layer with an opening at the detector.
centre on the p-side of the detector. This configuration allows the illumination of the detector centre without reflections.

7. Timing Performance of $8 \times 8$ mm$^2$ APDs using an Infrared Laser

The time resolution of the metallised $8 \times 8$ mm$^2$ APDs with DC-coupled readout was studied using the same setup and procedure used for the characterisation of the irradiated $2 \times 2$ mm$^2$ APDs in section 5. A light intensity corresponding to 0.8 MIPs and an amplification of 40 dB were used. The light was shone in the centre of the detector. The signal amplitude and noise are shown in figure 14 and 15 respectively. The signal amplitude is smaller than the one of the $2 \times 2$ mm$^2$ devices shown in section 5. This can be a consequence of a lower gain of the device under test or due to a bigger capacitance of the device. The noise is also smaller than the one of the $2 \times 2$ mm$^2$ devices. Both signal amplitude and noise increase as a function of bias voltage. The signal to noise ratio is lower than the one of the non-irradiated $2 \times 2$ mm$^2$ APD presented in section 5 ranging from 18 to 62.

The 20%-to-80% rise time of the signal is shown in figure 16. The values are bigger than the ones of the $2 \times 2$ mm$^2$ devices. This is a consequence of the
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Figure 15: $8 \times 8$ mm$^2$ APD’s noise as a function of bias voltage measured at 20°C. An amplification of 40 dB was used.
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Figure 16: 20%-to-80% rise time of the metallised $8 \times 8$ mm$^2$ APD signal as a function of bias voltage measured at 20°C. The laser intensity corresponds to 0.8 MIPs. An amplification of 40 dB was used.

Figure 17: Single pulse time resolution of the metallised $8 \times 8$ mm$^2$ APDs as a function of bias voltage measured at 20°C. The laser intensity corresponds to 0.8 MIPs. An amplification of 40 dB was used.

bigger sensor capacitance.

The jitter was calculated with the same procedure presented in section 5. The jitter decreases with increasing bias voltage and is found to scale with a 1/SNR behaviour.

The metallised $8 \times 8$ mm$^2$ APDs often did not allow for a stable operation when biased above 1700 V. The source of the instability is under investigation. This instability influenced the choice of values of bias voltage used in this section.

8. Beam Tests of $8 \times 8$ mm$^2$ APDs with AC-coupled Readout

AC-coupled mesh readout $8 \times 8$ mm$^2$ APDs were characterised in terms of their uniformity of response using a 150 GeV muon beam in the H4 beam line at the CERN SPS [17]. For the measurements described below a fast transimpedance amplifier with roughly 10 Ohm effective input impedance was used [18]. The bandwidth of the amplifier was 1 GHz. The measurements were carried out within the infrastructure of PICOSEC [19]. In particular, the PICOSEC setup provided particle tracking with a resolution of 40 μm and a time reference based on a Hamamatsu MCP PMT 2 which detected charged particles by the Cerenkov light produced in the quartz entrance window providing a reference time jitter of < 10 picoseconds [20]. The reference frame used in the beam test was right handed, with the beam parallel to the z axis, and the particles moving from positive to negative z values. The x and y axes were horizontal and vertical, respectively, their origin corresponds with the centre of the APD.

Using the above setup and a 2.5 GHz 20 GSa/s digital oscilloscope to record the waveforms the timing measurements of the mesh readout APDs were derived using a 20% constant fraction algorithm to define the signal arrival time. To ensure the consistency of this timing measurement the dependence of the waveform characteristics and in particular the rise time dependence on the impact position of the muons was studied using the H4 beam data. For this particular study a sample of ≈1000 events were recorded with the sensor operated at a bias voltage of 1750 V resulting in a most probable amplitude (MIP peak) of 65 mV at the oscilloscope input. The APD and amplifier were operated at room temperature (∼20°C) during the measurements.

A threshold of 40 mV was applied to the MCP PMT signal to ensure an accurate reference time information for the time of arrival and rise time measurements. The typical pulse rise time (measured at 20-80% levels) was 630 ps with an RMS

$^{2}$Micro Channel Plate Photomultiplier. The model used was R3809U-50.
spread of \( \approx 160 \) ps. Figure 18 shows the average rise time as a function of the impact position of the particles along the \( x \) and \( y \) directions. The rise time is independent of the charged particle impact point.

Figure 19 shows the time of arrival of the particles as measured by the mesh readout APD as a function of the impact position. The MCP PMT is used to define the origin of the time axis. The dependence of the signal amplitude on the muons’ impact position along the \( x \) axis is shown in figure 20. The figure shows the average amplitude obtained at different positions on the detector. No threshold was applied to the MCP PMT signal for this measurement. The amplitude shows small variations within the detector active area and falls within \( \approx 200 \) \( \mu \text{m} \) from the detector edges (\( \approx 4.5 \text{mm} \) from the centre). The same result is obtained for the \( y \) axis.

9. Summary

For their operation at HL-LHC, the ATLAS and CMS experiments foresee detector upgrades that add timing information of reconstructed charged particles, aiming at a time resolution of around 30 ps. The detectors used in these systems will be exposed to irradiation fluences of up to \( \Phi_{\text{eq}} = 10^{15} \text{cm}^{-2} \) for the goal integrated luminosity of HL-LHC of 3000 \( \text{fb}^{-1} \).

The dependence of the gain of deep diffused APDs on bias voltage and temperature was studied using a pulsed blue LED. A scaling law for the gain was found, allowing to determine which change in bias voltage is necessary to maintain the same gain when varying the APD temperature.

The parameters influencing the time resolution of deep diffused APDs with DC-coupled readout, as well as the uniformity of response of these devices, were measured.

Deep diffused APDs with an active area of \( 2 \times 2 \text{mm}^2 \) produced by RMD were irradiated with reactor neutrons up to a fluence of \( \Phi_{\text{eq}} = 10^{15} \text{cm}^{-2} \). The uniformity of response was studied using a pulsed infrared laser. The sensitive area of the detectors is affected by irradiation, maintaining a uniform response at the centre of the sensors. Current, amplitude, and timing characteristics of the detectors were measured at a temperature of -20\(^\circ\)C, before and after irradiation. From the current-voltage characteristic it was found that the bulk current of the detectors increases with irradiation.
and that the gain decreases with irradiation. The latter observation is supported by measurements of the APDs signal performed using a pulsed infrared laser illuminating the centre of the detectors. The time jitter of the APDs was determined using a pulsed infrared laser with an intensity corresponding to 0.8 MIPs per pulse. The laser illuminated the centre of the detectors. The jitter is not degraded by exposure to fluences of up to at least $\Phi_{eq} = 6 \cdot 10^{13} \text{cm}^{-2}$. The jitter of the device irradiated to $\Phi_{eq} = 3 \cdot 10^{14} \text{cm}^{-2}$ could not be determined due to its unstable behaviour, while the device irradiated to $\Phi_{eq} = 10^{15} \text{cm}^{-2}$ did not show any gain.

The uniformity of response of deep diffused APDs with an active area of $8 \times 8 \text{mm}^2$ was studied using an infrared laser. The amplitude of the signal shows a dependency on the distance between the point where the laser is shone and the electrical contact of the sensor. The deposition of an aluminium layer on the detector surfaces improved the uniformity. The timing characteristics of the metallised $8 \times 8 \text{mm}^2$ APD were studied using a pulsed infrared laser with an intensity corresponding to 0.8 MIPs per pulse. The time jitter was found to be 22 ps at a voltage of 1750 V. The metallised sensors often showed instabilities when biased above 1700 V. The origin of these instabilities is under investigation.

The AC-coupled mesh readout of $8 \times 8 \text{mm}^2$ APDs resulted in an excellent uniformity of response as studied using a high energy muon beam. This readout relies on the mesh providing a low impedance path for the signal induced by the charge carriers motion within the silicon. The rise time, signal amplitude, and time of arrival do not show a significant dependence on the impact position of the particles on the sensor. The mesh readout also reduces the capacitance seen by the amplifier, enabling development of fast low noise signal processing front end, which will be discussed elsewhere.

Deep diffused APDs were characterised for response uniformity and timing performance in laboratory and test beam studies, before and after irradiation. An extensive set of results is presented. Further investigation is needed to fully characterise these detectors for their use in the future upgrades of the LHC experiments.
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