Iterative Phase-Only Hologram Generation Based on the Perceived Image Quality
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Abstract: Image quality metrics are a critical element in the iterative Fourier transform algorithms (IFTAs) for the computer generation of phase-only holograms. Conventional image quality metrics such as root-mean-squared error (RMSE) are sensitive to image content and unable to reflect the perceived image quality accurately. This would have a significant impact on the calculation speed and the quality of the generated hologram. In this work, the structure similarity (SSIM) was proposed as an image quality metric in IFTAs due to its ability to predict the perceived image quality in the presence of the white Gaussian noise and its independence on the image content. This would enable IFTAs to terminate when further iterations would no longer lead to improvement in the perceived image quality. As a result, up to 75% of unnecessary iterations were eliminated by the use of SSIM as the image quality metric.
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1. Introduction

Phase-only holograms can be used for 2-D [1–4] or 3-D image projection [5,6], free space optical switches [7–11] and optical tweezers [12,13]. These systems generally enjoy a high efficiency due to the absence of any light absorbing element such as cross-polarizers [14]. Two-dimensional image projection is one of the most mature applications due to the simplicity of the optical systems and its high tolerance to system errors [4]. In order to form the target image, however, the phase-only hologram needs to be calculated in the first place. This is usually a computationally intensive process. Iterative Fourier transform algorithms (IFTAs) [15] including Gerchberg–Saxton (GS) [16], Fienup [17], and ‘Fienup with don’t-care’ (FiDOC) [18,19], are able to accelerate the calculation significantly by using the fast Fourier transform (FFT). In these algorithms, the errors in the image reconstructed from the computer-generated phase-only hologram are evaluated based on certain key image quality metrics at the end of each iteration. The iteration process is terminated until a predefined requirement is satisfied or the number of the iteration reaches the predefined threshold. Therefore, the image quality metrics used in IFTA algorithms should be able to reflect the perceived image quality [20] in the phase-only holographic projection system. It will directly affect both the quality of the reconstructed image and the speed of the algorithm.

The choice of the image quality metrics is dependent on the specific type of errors in the reconstructed images. Chu et al. [21] proposed some effective statistical methods to characterize the noise of a large number of samples and revealed that the noise usually has a Poisson or Gaussian distribution. These methods have the potential to be applied to investigate the noise characteristics in the images reconstructed from the phase-only holograms calculated by IFTAs. Georgiou et al. [4]
investigated the probability density function (PDF) for the grey-scale values in a reconstructed chessboard pattern. However, it did not identify the type of noise in the reconstructed images. This work aims to further study the noise characteristics in the images reconstructed from the phase-only holograms that are calculated by IFTAs.

At present, the root-mean-squared error (RMSE) \[22,23\] is the most widely used image quality metric in IFTAs. Gerchberg et al. proved that the RMSE would always converge towards a lower value as the iteration moved forward in IFTAs. The speed of convergence is usually quicker in Fienup algorithm than in the standard GS algorithm. However, it has been proved that RMSE was unable to reflect the perceived image quality accurately \[24\]. In other words, reconstructed images with similar values of RMSE might have a significantly different perceived image quality.

Efforts have been made to establish the relationship between the objective image quality metrics and the subjective image quality. Just-noticeable difference (JND) \[25\] has been proposed to define the subjective image quality and it has been linked with the luminance and color characteristics of the display system \[26,27\]. Barten \[28\] proposed the square-root integral (SQRI) to evaluate the image quality. However, the calculation of SQRI is rather complicated. Wang et al. \[24,29\] proved that structure similarity (SSIM) is a simple and consistent image quality metric to assess the perceived quality of images. This work will investigate the suitability of SSIM as the image quality metric in the IFTAs. To authors’ knowledge, it is the first time that the perceived image quality is used in the IFTAs for the phase-only hologram generation.

2. Existing IFTAs

GS algorithm \[16\] is the most widely used algorithm for the computer generation of phase-only holograms. GS algorithm involves iterative calculation of the light field distributions on the hologram plane and the image plane via a known propagating function of the optical system. In most cases, the propagating function is the Fourier transform. One loop of GS can be mathematically described as:

\[
h_n' = FT^{-1}(g_{n-1}),
\]

\[
h_n = \frac{h_n'}{|h_n'|},
\]

\[
g_n' = FT(h_n),
\]

\[
g_n = G_0 \frac{g_n'}{|g_n'|},
\]

where \(h_n'\) and \(g_n'\) are the light field distributions at the hologram plane and image plane, respectively; \(FT\) and \(FT^{-1}\) represent the Fourier transform and the inverse Fourier transform, respectively; and \(G_0\) is the intensity of the target image. The initial field distribution at the image plane, \(g_0\), is assigned \(G_0\) multiplied by a random phase. Then the loop will be repeated until the reconstructed image quality meets the requirement.

The GS algorithm is very stable and always leads to convergence. However, it usually needs a large number of iterations to achieve a reasonably good image quality. To improve the calculation speed, various derivatives of the GS algorithm have been developed, most notably among them Fienup \[17\] and FiDOC \[18,19\]. In the Fienup algorithm, Equation (5) is used to replace the standard Equation (4) in the standard GS algorithm. This introduces the feedback mechanism into the iterations.

\[
g_n = G_n \frac{g_n'}{|g_n'|}
\]

The \(G_n\) in this equation is expressed as:

\[
G_n = G_0 + (G_0 - |g_n'|)k,
\]
where $k$ is the feedback coefficient.

FiDOC algorithm further improved Fienup algorithm by assigned areas around the target images as the don’t-care area. The don’t-care area on the image plane allows noise on the hologram plane in the form of spatial frequency components. As a result, the reconstruction quality in the don’t-care area is sacrificed while the image quality in the target area is enhanced. Correspondingly, the feedback function for $G_n$ is changed into \cite{18,19}:

$$G_n = M\left[G_0 + (G_0 - |g'_n|)k\right] + \gamma(1 - M)|g'_n|,$$

(7)

where $\gamma$ is the noise suppression parameter for the image plane; $M$ equals 1 within and the target area and 0 in the don’t-care area.

3. Noise Characteristics in the Reconstructed Images

The perceived image quality could depend on the type of distortions in the image. In this work, the test image pattern shown in Figure 1 is used to investigate the noise characteristics in the reconstructed images from the holograms calculated by IFTAs. The pattern had $512 \times 512$ pixels and consisted of three areas from the top to the bottom. The top and the bottom areas had the exact same dimensions of $128 \times 512$ pixels and the corresponding grey values were 64 and 192, respectively. The middle area had $256 \times 512$ pixels with a grey value of 128.

![Figure 1. The image pattern used to analyze the noise characteristics in the image reconstructed from holograms calculated by iterative Fourier transform algorithms (IFTAs).](image)

First, the standard GS algorithm was used to calculate the phase-only holograms that were able to reconstruct this target image pattern in Figure 1. Figure 2 shows the reconstructed images after 50, 100, 150 and 200 GS iterations. The differences between them are small but still can be perceived by human eyes. It can be seen that the quality of the reconstructed images is improved as the number of iterations increases. Figure 3 shows the histograms of grey values in these images. It can be seen that the distributions of the grey values are a superposition of three Gaussian distributions. Fittings for these grey value distributions were carried out based on the following equation:

$$f(x) = a_1e^{-\left(\frac{x-\mu_1}{\sigma_1}\right)^2} + a_2e^{-\left(\frac{x-\mu_2}{\sigma_2}\right)^2} + a_3e^{-\left(\frac{x-\mu_3}{\sigma_3}\right)^2}.$$  

(8)

![Figure 2. Reconstructed images after (a) 50; (b) 100; (c) 150; and (d) 200 Gerchberg–Saxton (GS) iterations.](image)
The fitting results are listed in Table 1. The coefficient of determination, i.e., $r^2$, is $>0.999$ for all of the fittings. This indicates that Equation (8) is able to reflect the grey value distribution in the reconstructed images accurately. Therefore, the noise in the reconstructed images has a Gaussian distribution. The improvement in the quality of the reconstructed image as the iteration progresses can be reflected by the decrease in the Gaussian variance, i.e., values of $\delta_1$, $\delta_2$ and $\delta_3$. In other words, the reconstructed images are less affected by white Gaussian noise with increased number of GS iterations.

| Coefficients | Number of Iterations |
|--------------|----------------------|
|              | 50       | 100      | 150      | 200      |
| $a_1$        | 6087.9   | 9317.1   | 12,103.0 | 14,522.3 |
| $a_2$        | 11,365.6 | 17,663.8 | 22,999.3 | 27,765.5 |
| $a_3$        | 5588.5   | 8684.9   | 11,338.1 | 13,765.3 |
| $\mu_1$     | 66.1     | 65.4     | 65.1     | 64.9     |
| $\mu_2$     | 127.8    | 127.9    | 127.9    | 127.9    |
| $\mu_3$     | 190.2    | 190.8    | 191.1    | 191.2    |
| $\delta_1$  | 6.1      | 4.0      | 3.1      | 2.5      |
| $\delta_2$  | 6.5      | 4.2      | 3.2      | 2.7      |
| $\delta_3$  | 6.6      | 4.3      | 3.3      | 2.7      |
| $r^2$        | 0.99981  | 0.99990  | 0.99993  | 0.99995  |

Fieneup and FiDOC algorithms were also used to calculate the phase-only holograms. In the FiDOC algorithm, the don’t-care area accounts for 25% of the original image in this dimension. Therefore, the total dimension became $640 \times 640$ pixels. Figure 4 compares the reconstructed images from the calculated holograms after 200 GS, Fieneup and FiDOC iterations. It can be seen that both the Fieneup and FiDOC algorithms outperformed the GS algorithm. The distributions of the grey values in these three reconstructed images are plotted in Figure 5.

The corresponding fitting results based on Equation (8) are listed in Table 2. It should be noted that the results for Figure 4c only include the target area. Again, the coefficient of determination, i.e., $r^2$, exceeds 0.9999 in all these three fittings. This further confirms the main source of distortion in the images reconstructed from the holograms calculated by IFTAs is the white Gaussian noise. Different types of IFTAs will only lead to different degrees of white Gaussian noise in the reconstructed images.

![Figure 3](image_url)
The number of iterations that is required usually depends on the image content. In practice, an image quality metric is used to evaluate the quality of the reconstructed image at the end of each iteration so that the algorithm can be terminated once the quality meets the system requirement. Therefore, quality metrics are used to evaluate the quality of the reconstructed images.

Figure 4. Reconstructed images from holograms calculated by (a) GS algorithm; (b) Fienup algorithm; and (c) ‘Fienup with don’t-care’ (FiDOC) algorithm, after 200 iterations.

Figure 5. Distributions of grey values in the images reconstructed from holograms calculated by (a) GS algorithm; (b) Fienup algorithm; and (c) FiDOC algorithm, after 200 iterations.

Table 2. The fitted values in the grey value distribution models for the images reconstructed from phase-only holograms calculated by GS, Fienup and FiDOC algorithms after 200 iterations.

| Coefficients | GS       | Fienup   | FiDOC    |
|--------------|----------|----------|----------|
| $a_1$        | 14,522.33| 21,265.85| 22,270.95|
| $a_2$        | 27,765.50| 40,998.93| 41,226.04|
| $a_3$        | 13,765.31| 20,282.40| 20,691.99|
| $\mu_1$      | 64.90    | 64.53    | 64.57    |
| $\mu_2$      | 127.93   | 127.95   | 127.94   |
| $\mu_3$      | 191.21   | 191.56   | 191.53   |
| $\delta_1$   | 2.55     | 1.74     | 1.66     |
| $\delta_2$   | 2.67     | 1.80     | 1.79     |
| $\delta_3$   | 2.68     | 1.83     | 1.79     |
| $r^2$        | 0.99995  | 0.99996  | 0.99998  |

4. Image Quality Metrics and Perceived Image Quality

IFTAs need to perform a number of iterations to achieve a good reconstructed image quality. The number of iterations that is required usually depends on the image content. In practice, an image quality metric is used to evaluate the quality of the reconstructed image at the end of each iteration so...
that the algorithm can be terminated once the quality meets the system requirement. Therefore, the image quality metrics used in IFTAs need to be able to accurately predict the perceived image quality so that the algorithm can stop at the right time.

RMSE is the most widely used image quality metric for IFTAs and it can be calculated as:

\[
RMSE = \sqrt{\frac{1}{MN} \sum_{m,n} Err(m,n)^2},
\]

where \( Err(m,n) \) is the difference between the normalized grey values of the \((m, n)\) pixels in the reconstructed and the target images.

Since the RMSE is not able to consistently evaluate the image quality accurately, SSIM is proposed in this work as the image quality metric instead. The calculation of SSIM between images \( x \) and \( y \) can be expressed as [24,29]:

\[
SIMM(x, y) = \left( \frac{2\mu_x\mu_y + C_1}{\mu_x^2 + \mu_y^2 + C_1} \right) \left( \frac{2\sigma_x\sigma_y + C_2}{\sigma_x^2 + \sigma_y^2 + C_2} \right)
\]

where \( \mu_x \) and \( \mu_y \) are the means of the two image patterns, respectively; \( \sigma_x \) and \( \sigma_y \) the local standard deviations of the two image patterns, respectively; \( C_1 \) and \( C_2 \) are two small positive constants used to stabilize each term. In this work, the reconstructed and target images were divided into a matrix of small areas of 11 × 11 pixels and the local SSIM values between the corresponding areas were calculated individually. The overall SSIM between the reconstructed and target images are subsequently determined by averaging these local SSIM values across the whole area. The values for \( C_1 \) and \( C_2 \) are chosen to be 0.01 and 0.03, respectively. The value of SSIM can range from 0 to 1. A higher value indicates the reconstructed image has a better similarity with the target image and therefore a better quality.

The relationship between the perceived image quality and the values of RMSE and SSIM is analyzed based on the LIVE Image Quality Assessment Database [29–31] released by Laboratory for Image and Video Engineering (LIVE) at University of Texas at Austin. This database provides the difference mean opinion scores (DMOS) of the subjective image quality ratings on 29 natural images with five types of distortions, including JPEG2000, JPEG, white Gaussian noise, Gaussian blur and Rayleigh fast-fading. The data was collected by performing a subjective experiment of image quality assessment according to the single-stimulus protocol. Participants in the experiment were asked to rate the quality of the images by ‘Bad’, ‘Poor’, ‘Fair’, ‘Good’ or ‘Excellent’. These ratings were translated into scores of 20, 40, 60, 80 and 100, respectively. Since the primary source of the noise generated by the IFTAs is the white Gaussian noise, we only used the results of the images distorted by this type of noise in this study. Five different degrees of white Gaussian noise were evaluated in the database. In total, there are 145 stimuli in total, excluding the 29 original images. The original images are assumed to have a perfect image quality. The RMSE and SSIM of these 145 stimuli with respect to their corresponding original images were calculated. Their relationships with the perceived image quality are plotted in Figures 6 and 7. It can be seen that higher RMSE values are associated with poor image quality and higher SSIM values represent good image quality. SSIM values larger than 0.6 can always guarantee a good image quality while the corresponding boundary for RMSE is ~0.02. Linear relationships were observed in both figures. Linear fittings were applied to the results in these figures. Results show that SSIM has a more linear relationship with the perceived image quality in the presence of white Gaussian noise than RMSE does. Since the images reconstructed from the phase-only holograms calculated by IFTAs are also distorted by the white Gaussian noise, SSIM is expected to be a reliable quality metric for the perceived image quality in IFTAs. In other words, we can use SSIM to evaluate the image reconstructed from phase-only holograms calculated by IFTAs.
5. Content Dependence of the Image Quality Metrics

Another advantage of SSIM over RMSE is its consistency over different images. In this work, GS algorithm was used to generate the phase-only holograms corresponding to the 29 natural images in the LIVE Image Quality Assessment Database. A total of 400 GS iterations were carried out for each image. The large number of iterations used in this test is to ensure that all the reconstructed images have a good quality. The reconstructed images were evaluated by both RMSE and SSIM. Figure 8 shows the RMSE and SSIM values for the 29 reconstructed images.
It can be seen that the RMSE values ranges from \(<0.01\) to \(>0.05\) while the SSIM values are between 0.92 and 0.99. In other words, the absolute values of RMSE are more dependent on the image content instead of the image quality. Since the termination of IFTAs usually is determined by a predefined threshold of the image quality metric, it would be impossible to set a universal RMSE threshold value for IFTAs given its large dependence on the image content. As a result, the direct use of RMSE as the image quality metric in IFTAs would become much more complicated. In contrast, the limited spread of the SSIM values makes it a more consistent image quality metric in IFTAs.

6. Impact on the Speed of Hologram Generation

Although the image quality metrics do not affect the convergence speed of the IFTAs for the hologram generation, however, all the IFTAs rely on the image quality metrics to know when they should terminate the iterations, i.e., when further iterations would not yield improvement in the image quality, especially the perceived image quality.

In the first test, the GS algorithms using the RMSE or SSIM as the image quality metrics were used to generate the phase-only holograms for the 29 natural images in the LIVE Image Quality Assessment Database. The algorithm would terminate when it reaches convergence, i.e., when the image quality metric varies less than 10% for the past ten consecutive iterations. The required number of iterations for each image were plotted in Figure 9 for both image quality metrics. It can be seen that the GS algorithm using SSIM as the image quality metric converges more quickly for 18 out of the 29 tested images than the same algorithm based on the RMSE. The same analysis was carried out for the Fienup and FiDOC algorithms based on RMSE and SSIM. The results were plotted in Figures 10 and 11. For the Fienup algorithm, SSIM would terminate the iterations quicker for 24 out of the 29 tested images. For the FiDOC algorithm, the SSIM would terminate the iterations quicker for 28 out of the 29 tested images. It can be seen that the SSIM is able to terminate the iterations more quickly in all the three IFTAs.

Figure 12 plots the average number of iterations required in each IFTA configuration. For the 29 images tested in this study, the performance of GS and Fienup algorithms were similar when RMSE was used as the image quality metric. The use of SSIM reduced the number of required iterations in GS and Fienup algorithms by 25% and 50%, respectively. FiDOC algorithm was able to significantly improve the calculation speed on its own, which was consistent with previous results [18,19]. In addition to this, SSIM was able to further reduce the required number of iterations by 75% in the FiDOC algorithm, compared to when RMSE was used as the image quality metric.

![Figure 9. The required number of iterations to reach the convergence for the GS algorithms based on RMSE and SSIM.](image-url)
Figure 10. The required number of iterations to reach the convergence for the Fienup algorithms based on RMSE and SSIM.

Figure 11. The required number of iterations to reach the convergence for the FiDOC algorithms based on RMSE and SSIM.

Figure 12. The average number of iterations required for GS, Fienup and FiDOC algorithms based on RMSE and SSIM.
The don’t-care area used in the FiDOC algorithm increases the dimensions of the image, which makes the calculation time for each iteration longer. Figure 13 plots the average calculation time for the 29 test images using different algorithm settings. The calculation was carried out in MATLAB 2019a on a Windows 10 PC with Intel i9-9820x processor and 128 GB RAM. When RMSE is used as the image quality metric, FiDOC algorithm is actually the slowest despite the minimal number of iterations required. When SSIM is used as the image quality metric, the reduction of the iteration number by the FiDOC algorithm can actually lead to improvement in the calculation speed.

![Figure 13](image1.png)

**Figure 13.** The average calculation time required for GS, Fienup and FiDOC algorithms based on RMSE and SSIM.

In order to further validate the results, McGill Calibrated Colour Image Database [32] was used to compare the performance of FiDOC algorithm using RMSE or SSIM as the image quality metrics. This database contained over 1500 images, which made the results more representative. Figure 14 plots the average iterations among all the images using the two algorithm configurations under comparison. It can be seen that SSIM was able to reduce the required number of iterations by over two-thirds, when compared with the RMSE. This is consistent with results obtained based on the LIVE Image Quality Assessment Database in general.

![Figure 14](image2.png)

**Figure 14.** The average calculation time required for FiDOC algorithm using RMSE or SSIM as the image quality metrics, based on the McGill Calibrated Colour Image Database.

It should be stressed again that the SSIM as an image quality metric does not speed up the IFTAs themselves. The extra iterations performed when RMSE was used as the image metric may still lead to improvement in the reconstruction quality in some cases. However, such improvement had little impact on the perceived image quality. Therefore, these extra iterations are not necessary. SSIM’s
ability to predict the perceived image quality of reconstructed images consistently enabled IFTAs to terminate as early as possible. As a result, the required number of iterations for the IFTAs can be kept at the minimum.

7. Conclusions

This work has identified that the main distortion in the images reconstructed from the phase-only holograms calculated by IFTAs is the white Gaussian noise. The perceived quality of such images can be better evaluated by using SSIM instead of RMSE. As a result, the SSIM was proposed as the image quality metric in IFTAs in this work. To the authors’ knowledge, this is the first time that perceived image quality has been used as the quality metric in IFTAs. Moreover, SSIM also proves to be less dependent on the image content as the natural images with similar perceived quality always have comparable SSIM values. All these properties enable the IFTAs using SSIM as the image quality metric to terminate when further iterations would not lead to significant improvement in the perceived image quality. As a result, the required number of iterations can be kept as the minimum and calculation speed is improved. In particular, up to 75% of unnecessary iterations were eliminated in the FiDOC algorithm. When necessary, SSIM can also be used in conjunction with other metrics, e.g., peak signal-to-noise ratio, diffraction efficiency and uniformity error, to determine the best results for the target application.
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