Power-Synchronized Grid-Following Inverter Without a Phase-Locked Loop

BEHROOZ BAHRA NI , (Senior Member, IEEE)
Department of Electrical and Computer Systems Engineering, Monash University, Clayton, VIC 3800, Australia
e-mail: behrooz.bahrani@monash.edu
This work was supported by Australian Renewable Energy Agency (ARENA) through the Advancing Renewable Program under Grant 2020/ARP007.

ABSTRACT This paper proposes a power-synchronized control strategy for grid-following inverters (GFLIs) to regulate their power exchange with the grid without any need for sensing/regulating the point of connection voltage. Contrary to conventional GFLIs, which rely on phase-locked loops for grid synchronization and have difficulties in weak grid conditions, the proposed strategy is power synchronized and utilizes the inverter terminal voltage for power control leading to its seamless performance in ultra-weak grids. Additionally, since the proposed approach does not require any voltage regulation at the point of connection to the grid, contrary to grid-forming inverters, it can reliably operate in stiff and/or series-compensated grids as well. The proposed approach benefits from a decoupling control structure that is tuned using a loop-shaping method. Compared to conventional GFLIs, this approach does not need any extra hardware; hence, it can easily be retrofitted into the existing large fleet of GFLIs. The performance of the proposed controller is evaluated in Matlab/PLECS for both weak and stiff grids, and the findings are experimentally validated in a scaled-down setup.

INDEX TERMS Grid-following inverters, grid-forming inverters, phase-locked loop, power control, power synchronization, vector current control.

I. INTRODUCTION

Thanks to the increasing climate change concerns and accelerated decline in renewable energy costs, inverter-based resources (IBRs) are rapidly displacing synchronous generators in various power systems around the globe. To export energy, IBRs need to get synchronized with the grid. Their synchronization, however, is primarily based on control algorithms and differs from swing-equation-based synchronization of synchronous generators.

Based on their grid synchronization, two main categories of IBRs exist: 1) grid-following inverters (GFLIs) and 2) grid-forming inverters (GFMIs). GFLIs mainly rely on measuring or estimating the point of connection (PoC) voltage to get synchronized with the grid [1]–[4]. Sensing/estimating the PoC voltage, its phase-angle and frequency are extracted by a phase-locked loop (PLLs), which are then used by a vector current controller [5]–[7]. GFMIs, however, exploit active power-frequency droop control for grid synchronization, [8]–[12]. GFMIs regulate the PoC voltage while the frequency and magnitude of this voltage is provided by active and reactive power control loops, which mainly operate based on droop control. The first category is called grid-following as they follow the PoC voltage by a PLL, while the second one is called grid-forming as they form the voltage of the PoC [13].

GFLIs can seamlessly operate in strong grids and export their maximum power. However, as they rely on PLLs, their performance in weak grids deteriorates, and operation in very weak grids can lead to their instability or side-band oscillations [13]–[16]. These side-band oscillations are mainly due to the asymmetrical control dynamics of synchronous reference frame PLLs. To mitigate the issues PLL face in weak grids, several strategies are proposed. A symmetrical PLL that provides phase-angles in both d- and q-axes is proposed in [17]. Embedding a virtual impedance in the PLL structure, the PLL is synchronized with a remote, strong grid in [1], [18]. Using a band-pass filter, the negative resistance of the PLL is damped by tuning the filter in [19]. In [20], using a feed-forward loop from the PLL to the current control loop,
symmetrical dynamics in the d- and q-axes are achieved. All of these approaches, however, rely on a PLL and require the PoC voltage measurement.

GFMIs, on the other hand, face stability issues when operating in stiff grids [13]. The main reason is regulating the PoC voltage in stiff grids is challenging as the PoC and the grid are electronically close to each other [21], [22]. Two types of synchronization instability exist for GFMIs: 1) side-band oscillations and 2) synchronous oscillations. To mitigate side-band and synchronous oscillations in GFMIs, several strategies are proposed [23], [24]. Additionally, GFMIs cause side-band oscillations in series-compensated, weak grids [25]. A current feed-forward control added to the modulation voltage is adopted to mitigate these oscillations in series-compensated grids in [25]. In addition to these stability issues, GFMIs performance upon fault recovery poses various challenges as their current needs to be limited to protect their semiconductors switches [26].

In the recent literature, several approaches for PLL-less operation of GFLIs, mainly based on direct power control (DPC), have been proposed. A DPC strategy without any inner current loop has been proposed in [27]. This approach, however, does not provide mechanism to limit the current due to lack of an inner current and also results in a variable switching frequency, causing an unexpected broadband harmonic spectrum range. To ensure a constant switching frequency, other variants of the DPC have been proposed that use space vector modulation [28], or calculate the inverter voltage error in each switching period [29]. Model predictive control-based (MPC)-DPC approaches, which consider system constraints and nonlinearities, are also proposed to achieve constant switching frequency [30], [31]. However, MPC-DPC methods result in an excessive computational burden.

A voltage-modulated DPC (VMDPC) for IBRs is proposed in [32]–[34]. This approach does not require a PLL for its synchronization while it has the same control structure as the conventional vector current control approaches. As its synchronization is not dependent on a PLL, the VMDPC does not suffer from the shortcomings of conventional GFLIs. However, since the VMDPC still requires the PoC voltage to control the power exchange with the grid, its performance in weak grids is deteriorated [34]. The reason is that in weak grids, power injection by the IBR significantly affects the PoC voltage, which in turn can destabilize the system. Although the VMDPC, compared to other DPC-based solutions, provides superior performance, a detailed comparison between the VMDPC and the conventional PLL-based vector current controller reveals that the VMDPC does not provide much of improvement compared to PLL-based methods, in particular, in weak grid conditions [35].

This paper proposes a power-synchronized control strategy for grid-following IBRs that, similar to the VMDPC, does not rely on a PLL to get synchronized with the grid. However, contrary to the VMDPC and many other synchronization techniques, including conventional GFLIs and GFMIs, the proposed method does not require PoC voltage regulation, sensing, or estimation, and it can stably operate in both weak and stiff grids. To avoid complications caused by PoC voltage sensing, the proposed controller utilizes the inverter terminal voltage and controls the power at the terminal of the IBR. To control the real/reactive power exchange, the proposed approach relies on a cascade control architecture whose outer power loop provides the grid frequency and the reference of its inner current control loop. The inner current loop is in place to ensure current limitation if needed. Hence, the main contribution of this paper is proposing a power-synchronized grid-following inverter that

- does not require a PLL,
- does not require PoC voltage sensing (unless used for fault detection) or PoC voltage regulation,
- provides decoupled real/reactive power control,
- can limit its injected current for protection purposes,
- can operate in ultra-weak/stiff grids,
- can replace the existing large fleet of conventional GFLIs.

The rest of this paper is structured as follows. Section II presents an overview of the conventional GFLI and GFM control strategies. Section III describes the proposed control approach, and its performance is evaluated in Section IV. Finally, the conclusions are provided in Section V.

II. GRID-FOLLOWING VS GRID-FORMING INVERTERS

The block diagram of a conventional GFLI is shown in Fig. 1 in which an IBR is connected to the grid via its filter. The filter is represented by an inductor, \( L_f \), and its series resistance, \( R_f \). The grid is represented by an ideal voltage source, and a series inductance and resistance, \( L_g \) and \( R_g \), respectively. The main purpose of the GFLI topology is to regulate its power exchange with the grid. This is typically carried out via a vector current controller whose references, i.e., \( I_{dq,ref} \), are provided by external power control loops. The vector current controller requires the phase-angle of the grid to which it is interfaced to convert the inverter current to a dq-frame. In GFLIs, a PLL provides the phase-angle of the grid voltage at the PoC. The most common PLL is the synchronous reference frame PLL, which forces the q-component of the PoC voltage to zero leading to decoupled real and reactive power control. That is, the real power depends on the d-component

![FIGURE 1. A conventional grid-following inverter and its control block diagrams.](image-url)
of the current, while the reactive power depends on its q-component.

The block diagram of a GFMI is shown in Fig. 2 whose circuitry is similar to the GFLI, while the inverter filter includes an extra capacitor. The GFMI control strategy, however, does not rely on a PLL for grid synchronization. As shown in Fig. 2, a primary control level, mainly based on droop or virtual synchronous generator concepts [8], [36], [37], provides the grid frequency, which is then integrated to calculate the phase-angle required for Park transformation. Additionally, the primary control level provides capacitor voltage references, i.e., \( V_{d_0 \text{ref}} \), for an internal voltage control loop. The voltage control loop then provides the references for the inverter vector current control loop, which is identical to the vector current control loop of the GFLI. The main differences between the GFLI and GFMI control strategies are their synchronization mechanism and also the existence of a voltage control loop in the GFMI. From the hardware point of view, the GFMI topology typically requires a capacitor connected at the PoC, while this capacitor is not mandatory for the GFLI topology. However, GFLIs often have this capacitor at the PoC, mainly for voltage filtering as they require the PoC voltage for grid synchronization. Note that the current control of the GFMI (and GFLI if equipped with an LCL filter) needs to damp the LC resonance [6].

**FIGURE 2.** A typical grid-forming inverter and its control block diagrams.

The vast majority of currently installed IBRs are GFLIs, which are known for their less-than-stellar performance in weak grids. Although GFMI controllers can seamlessly operate in weak grid conditions, retrofitting the existing large fleet of GFLI IBRs with the GFMI concept is not a simple task as in addition to upgrading the control platform, GFMIs require a capacitor for voltage control, which is not always present in the existing GFLIs. Additionally, GFMIs could exhibit stability issues in stiff and/or series-compensated grids [13]. To address these issues, in the following section, combining certain features of GFLIs and GFMIs, a control strategy for IBRs is proposed that does not require any PoC voltage sensing/relaying for its operation. The proposed controller is power synchronized, and it relies on the inverter terminal voltage and current to regulate power exchange with the grid. Since this approach does not regulate the voltage at the PoC, it is not categorized as a GFMI, although it exploits power synchronization concept similar to conventional GFMIs. However, as the proposed controller requires a grid to follow for its operation, it may be categorized as a grid-following approach.

### III. PROPOSED POWER-SYNCHRONIZED INVERTER

The proposed power-synchronized inverter and its control strategy are shown in Fig. 3 in which an IBR is interfaced to the grid via an inductor. As the PoC voltage is not required for this control strategy, either L or LCL filters can be utilized, i.e., a capacitor is not necessarily installed at the PoC. The proposed controller operates in a rotating reference frame aligned with the inverter current, i.e., the q-component of the inverter current is zero. A power calculator block, based on the instantaneous power theory, calculates the power delivered by the inverter. Note that for power calculation, the inverter terminal voltage, \( v_{t,abc} \), or \( v_{t,abc}^* \) if the inverter is not overmodulated, is used. In case \( v_{t,abc} \) is used, as it is heavily polluted with inverter switching harmonics, the calculated real/reactive power must be filtered by a second-order filter with a relatively low cut-off frequency, e.g., 200 Hz. Then, using a cascade control structure, a power control block provides the grid frequency and \( I_{d,\text{ref}} \) for an inner inverter current control loop. The current control loop is identical to that of the GFMI or GFLI concept. In the following, first, a model of the system is derived, and then, based on the model, a 2×2 controller for the power control block is designed.

**FIGURE 3.** The proposed power-synchronized grid-following inverter and its control block diagrams.

### A. SMALL-SIGNAL SYSTEM MODELLING

Assume a rotating reference frame aligned with the inverter current, i.e., \( i_q = 0 \) A. In this dq-frame, the inverter current, \( I_d \angle 0^\circ \), and its terminal voltage, \( V_t \angle \delta \), can be expressed as

\[
I_d = I_d + j0 \quad \text{and} \quad V_t = V_t \cos \delta + jV_t \sin \delta.
\]

(1)

Additionally, in every dq-frame, the inverter power is

\[
P + jQ = \frac{3}{2} (V_t i_d + V_t i_q) + j(V_t i_d - V_t i_q).
\]

(2)

Replacing for \( i_d \) and \( V_t \) form (1) in (2), one can write

\[
P + jQ = \frac{3}{2} (V_t i_d \cos \delta + jV_t i_q \sin \delta).
\]

(3)

As shown in (3), in the dq-frame aligned with the inverter current, the real power is proportional to the d-component of
the inverter terminal voltage, while the reactive power is proportional to its q-component. Assuming a small disturbance around $\delta$ and $I_d$, i.e., $\delta = \delta_0 + \Delta \delta$ and $I_d = I_{d,0} + \Delta I_d$, the following dynamic model around the operating point $[\delta_0, I_{d,0}]$ is derived:

$$
\begin{bmatrix}
\Delta P \\
\Delta Q
\end{bmatrix} =
\begin{bmatrix}
-\frac{3}{2} V_i I_{d,0} \sin \delta_0 & \frac{3}{2} V_i \cos \delta_0 \\
\frac{3}{2} V_i I_{d,0} \cos \delta_0 & \frac{3}{2} V_i \sin \delta_0
\end{bmatrix}
\begin{bmatrix}
\Delta \delta \\
\Delta I_d
\end{bmatrix}
+ \begin{bmatrix}
\frac{3}{2} V_i \cos \delta_0 \\
\frac{3}{2} V_i \sin \delta_0
\end{bmatrix}
\begin{bmatrix}
\Delta \omega \\
\Delta I_{d,ref}
\end{bmatrix}
\times G.
$$

(4)

Assume the current controller can be approximated by a first-order delay with a delay of $\tau$. Additionally, assume the calculated real and reactive power are filtered by a second-order low-pass filter (LPF) $H$ with a damping factor of 0.7 and a bandwidth of 200 Hz. Then, assuming $\omega = -\frac{\delta_0}{\tau}$, one can write

$$
\begin{bmatrix}
\Delta P \\
\Delta Q
\end{bmatrix} =
\begin{bmatrix}
\frac{2}{3} V_i \omega 2 \sin \delta_0 & \frac{3}{2} V_i \cos \delta_0 \\
\frac{3}{2} V_i \cos \delta_0 & \frac{3}{2} V_i \sin \delta_0
\end{bmatrix}
\begin{bmatrix}
\Delta \delta \\
\Delta I_d
\end{bmatrix}
+ \begin{bmatrix}
\frac{3}{2} V_i \cos \delta_0 \\
\frac{3}{2} V_i \sin \delta_0
\end{bmatrix}
\begin{bmatrix}
\Delta \omega \\
\Delta I_{d,ref}
\end{bmatrix}
\times G.
$$

(5)

where $G$ is the plant transfer function matrix. $\omega$ used for Park transformation represents a clockwise rotation while changes in $\delta$ are counterclockwise; hence the negative sign for deriving $\omega$. Note that this model does not depend on the grid dynamics and its impedance as far as the vector current control is tuned such that its performance can be modeled by a first-order delay. This is achievable if fair estimates of the filter and grid impedance are available. The filter impedance can be precisely measured, and the grid impedance may be estimated via the grid short circuit ratio (SCR) and X/R ratio, which are often available at the point of connection in a power system. Additionally, several approaches for grid impedance estimation are available [38], [39].

To verify the accuracy of the model of (5), the nonparametric model (spectral model) of a simulated system with the parameters given in Table 1 is identified in Matlab/PLECS. The identification is carried out by injecting a Pseudo-Random Binary Sequence (PRBS) at the inputs of the system, i.e., $\omega$ and $I_{d,ref}$, and monitoring the system outputs, i.e., $P$ and $Q$, when operating at the rated conditions. The identified model is shown in dashed blue in Fig. 4. For comparison, the frequency response of 50 parametric models are also shown in this figure with shades of blue. These 50 models have the same parameters as shown in Table 1, however, their operating points differ within the following range $I_{d,0} \in [100 3000]$ A, and $\delta_0 = 0.4$ rad. Lighter shades of blue correspond to larger $I_{d,0}$, while darker shades correspond to smaller $I_{d,0}$. As shown in Fig. 4, the identified nonparametric model corresponding to the rated operating point is in very close agreement with the frequency response of the parametric models with a large $I_{d,0}$. Note that variations in $\delta_0$ also affect the system model, however, changes in $\delta_0$ are not illustrated in Fig. 4.

**TABLE 1.** The parameters of the study system of Fig. 3.

| Quantity     | Value  | Comment                          |
|--------------|--------|----------------------------------|
| $L_t$        | 100 $\mu$H | Inverter Filter Inductance        |
| $R_e$        | 0.01 $\Omega$ | Series Resistance of $L_t$        |
| $L_c$        | 770 $\mu$H | Grid Inductance                  |
| $R_g$        | 0.07 $\Omega$ | Grid Resistance                  |
| $S_{bat,\text{in}}$ | 5 MVA | Inverter Rated Power             |
| SCR          | 1.2    | Grid Short Circuit Ratio (SCR) at $S_{bat,\text{in}}$ |
| $V_{dc}$     | 690 V  | Grid Line-to-Line Voltage (rms)   |
| $V_{bat}$    | 3000 V | DC Bus Voltage                   |
| $f_{sw}$     | 5 kHz  | PWM Carrier Frequency            |
| $f_{\text{sam}}$ | 2.5 kHz | PRBS Identification Sampling Frequency |
| $f$          | 50 Hz  | System Nominal Frequency         |
| $f_{\text{sam}}$ | 230 Hz | Power Measurement LPF Bandwidth  |

**B. Control Structure and Design**

Based on the parametric model derived in the previous section for the rated conditions, one can design a $2 \times 2$ controller, which can regulate the real and reactive power exchange of...
the inverter with the grid in a decoupled way. The block diagram of the controller is depicted in Fig. 5 and can be described as

\[
\begin{bmatrix}
\omega \\
I_{d,\text{ref}}
\end{bmatrix} = \begin{bmatrix}
K_{p1,1} & K_{p1,3} \\
K_{p1,2} & K_{p1,4}
\end{bmatrix} \begin{bmatrix}
e_p \\
e_Q
\end{bmatrix}. \tag{6}
\]

This control structure consists of four PI controllers whose coefficients can be tuned using a loop-shaping-based method described in [40]. Using the frequency response of the system, this method can design fixed-order controllers (2 × 2 PI controllers in this case) to satisfy specific design criteria. To shape the open-loop transfer function matrix, i.e., controllers in this case) to satisfy specific design criteria.

To ensure the stability of the closed-loop system, (8) must satisfy the generalized Nyquist stability criterion. Therefore, the minimization problem must also satisfy the following constraints [40]:

\[
\begin{align*}
\min_{\rho} & \| L(\rho) - \mathbf{L}_D \|^2 \\
\text{s.t.} & \quad -\Re\{[1 + L_{Dq}(-j\omega)](1 + L_{Dq}(j\omega))\} < 0 \\
& \quad \forall \omega \in \mathbb{R} \quad \text{and} \quad q = 1, 2 \tag{10}
\end{align*}
\]

The minimization problem of (8) must be subject to several constraints that shape the sensitivity function of the closed-loop system and also guarantee the stability of the controller. To this end, the problem of (8) must be subject to the following linear constraints [40]:

\[
|W_1(j\omega)|[1 + L_{Dq}(j\omega, \rho)] - \Re\{[1 + L_{Dq}(-j\omega)](1 + L_{Dq}(j\omega, \rho))\} < 0
\]

\[
\forall \omega \in \mathbb{R} \quad \text{and} \quad q = 1, 2 \tag{10}
\]

where \(W_1(j\omega)\) is a weighting filter. In this paper, \(W_1(j\omega) = 0.5\), which guarantees a gain margin of at least two and a phase margin of greater than 29 degrees [41]. Additionally, to ensure the stability of the closed-loop system, (8) must satisfy the generalized Nyquist stability criterion. Therefore, the minimization problem must also satisfy the following constraints [40]:

\[
\begin{align*}
r_q(\omega, \rho) - \Re\{[1 + L_{Dq}(-j\omega)](1 + L_{Dq}(j\omega, \rho))\} < 0 \\
\ |1 + L_{Dq}(j\omega)| \\
\forall \omega \quad \text{and} \quad q = 1, 2 \tag{11}
\end{align*}
\]

Further details about the minimization problem and the constraints can be found in [6], [40].

In this paper, taking the parametric model of (5) for the rated power conditions, i.e., when the inverter is exporting its full power when connected to a grid with parameters in Table 1, a controller is designed as follows:

\[
\mathbf{K} = \begin{bmatrix}
9.063e-6 + \frac{5.59e-6}{s} & -2.09e-5 - \frac{1.47e-4}{s} \\
2.25e-6 - 74.49 \frac{s}{s} & -4.78e-7 + \frac{29.86e-3}{s}
\end{bmatrix} \tag{13}
\]

\[L_{D_1} = \begin{bmatrix}
\alpha_1(s + a) \sqrt{s^2} & 0 \\
0 & \alpha_1(s + a) \sqrt{s^2}
\end{bmatrix} \tag{9}
\]

in which \(\omega_c = 100 \text{ rad} / s\) and \(a = 100\). The bandwidth of the closed-loop system can be manipulated by the choice of \(\omega_c\). Note that other open-loop transfer functions could be used, however, since both the plant and the PI controllers have integrators, the open-loop transfer function must have two integrators as well. Since \(\frac{s}{s^2}\) is not a stable system, a zero must be added to the desired open-loop transfer function matrix to ensure stability and provide desired dynamic performance.

The minimization problem of (8) must be subject to several constraints that shape the sensitivity function of the closed-loop system and also guarantee the stability of the controller. To this end, the problem of (8) must be subject to the
FIGURE 6. The frequency response of the closed-loop system for 50 parametric models with various operating points where $\delta_0 = 0.4$ rad & $i_d, 0 \in [100 \text{ } 3000]$ A. Lighter shades correspond to larger currents.

FIGURE 7. The closed-loop system poles operating with the controller of (13) for 50 operating points where $\delta_0 = 0.4$ rad & $i_d, 0 \in [100 \text{ } 3000]$ A. Lighter shades correspond to larger currents.

FIGURE 8. The closed-loop system poles operating with the controller of (13) for 75 operating points where $\delta_0 \in [-0.4 \text{ } 0.4]$ rad & $i_d, 0 = 3000$ A. Lighter shades correspond to larger angles.

changes from its nominal value (3000 A) to a very low value (100 A), are depicted in Fig. 7. Moreover, the same analysis is carried out when the phase angle of the inverter terminal voltage, i.e., $\delta_0$, changes from -0.4 rad to 0.4 rad, and the closed-loop system poles are shown in Fig. 8. For all of these operating points, the poles of the closed-loop system are on the left-hand side of the imaginary axis. These analyses confirm the designed controller is robust with respect the variations in the inverter power set-points and maintains the system stability for various operating points.

IV. PERFORMANCE EVALUATION

To evaluate the performance of the proposed control strategy, the system of Fig. 3 is simulated in Matlab/PLECS. Additionally, a scaled-down setup, shown in Fig. 9, is implemented using a Regatron grid simulator and an Imperix inverter controlled by a BoomBox Imperix Controller. The Imperix inverter is a SiC-based two-level three-phase inverter. Also, the Boombox controller is a fully programmable control platform, including both DSP and FPGA, that can be programmed using either C or directly from Matlab/Simulink. For the simulation tests, two sets of tests (real/reactive power set-point changes and grid frequency/phase changes) are conducted for a very weak and a very stiff grid, and the performance of the proposed control strategy is contrasted with that of the VMDPC [33], [34], which is a PLL-less GFLI. Additionally, in the experimental tests, the performance of the proposed controller upon power set-point changes and grid voltage changes is evaluated.

FIGURE 9. The experimental setup.
A. SIMULATION RESULTS

1) STIFF GRID WITH SCR OF 48

Assuming the parameters of Table 1 and the designed controller of (13), the performance of the proposed control strategy is evaluated for a very strong grid (SCR = 48). To achieve this SCR, the grid inductance/resistance are selected as 17.5 $\mu$H and 0.0017 $\Omega$, respectively. Note that as the PoC voltage is not required for the proposed approach, there is no upper bound for the SCR at which the controller remains stable. The reason is that from the controller’s point of view, a filter inductance of 100 $\mu$H plus a grid inductance of 17.5 $\mu$H is not different from a filter inductance of 115 $\mu$H plus a grid inductance of 2.5 $\mu$H, where the second scenario results in an SCR of 336.

The inverter is initially operating in a steady-state and injects $P = 1$ MW and $Q = 0$ MVAR. At $t = 0.1$ s ($t = 0.25$ s), the real power (the reactive power) set-point steps up to 4 MW (2 MVAR). Additionally, at $t = 0.4$ s, the power factor of the inverter is changed from 0.9 to 0.45. Fig. 10 shows the results of the conducted test for this stiff grid. The three-phase PoC voltage and the inverter current are depicted in Fig. 10(a) and 10(b), respectively.

The dq-components of the inverter terminal voltage reference and the dq-components of the inverter’s current are shown in Fig. 10(c) and 10(d), respectively. The dq-components of the inverter terminal voltage reference change such that the q-component component of the inverter current is regulated at zero while its d-component varies to ensure the real/reactive power set-points are tracked with zero steady-state error. Additionally, as shown in Fig. 10(e), the controller tracks the grid frequency such that the reference frame in which the controller operates is synchronized with the grid. The real/reactive power of the inverter are shown in Fig. 10(f), and as predicted, the controller tracks the changes with zero steady-state error in around 10 ms.

To test the impact of the grid voltage frequency and phase changes on the controller, the frequency of the grid voltage is changed to 50.25 Hz at $t = 0.6$ s. This change is applied such that it results in a phase jump of 20°. The inverter initially injects 2 MW of real power and 4 MVAR of reactive power. As shown in Fig. 11, the controller can maintain the stability of the system upon this change in the system and successfully rejects this severe disturbance. The three-phase PoC voltage and inverter current are shown in Fig. 11.
Fig. 11(a) and 11(b), respectively. The dq-components of the inverter terminal voltage reference and the dq-components of the inverter current are also depicted in Fig. 11(c) and 11(d), respectively. The grid frequency extracted by the control strategy is shown in Fig. 11(e), which undergoes a significant change upon the step-change in the grid frequency, however, the controller is able to successfully track the change. Finally, the real/reactive power of the inverter are shown in Fig. 11(f), which upon the step-change experience a transient and are eventually controlled at their references.

To contrast the performance of the proposed controller with an existing controller, the same tests are applied to the VMDPC strategy operating in a system with parameters given in Table 1. The block diagram of the VMDPC is depicted in Fig. 12. Unlike the proposed controller in this paper, the VMDPC requires the PoC voltage for its operation, which deteriorates its performance in week grids. The VMDPC parameters are tuned according to the procedure described in [32], [34]. The same real/reactive power set-point change and grid frequency change are applied, and the results are reported in Fig. 13 and Fig. 14, respectively. The VMDPC can track the power set-points in a reasonable amount of time, however, the real and reactive power experience significant oscillation upon every change. To damp these oscillations, one can reduce the proportional gain of the PI controllers used in the VMDPC, however, this reduces the bandwidth of the controller and results in slower dynamics.

FIGURE 13. The simulation results of VMDPC [33], [34] operating in a very strong grid when subjected to changes in its real/reactive power set-points: (a) the three-phase PoC voltage, (b) the three-phase inverter current, and (c) the real/reactive power of the inverter.

FIGURE 14. The simulation results of VMDPC [33], [34] operating in a very strong grid when subjected to a grid frequency change: (a) the three-phase PoC voltage, (b) the three-phase inverter current, and (c) the real/reactive power of the inverter.

2) WEAK GRID WITH SCR OF 1.2

To evaluate the performance of the proposed controller in a weak grid, the SCR of the system simulated in the previous test is decreased to 1.2, i.e., the grid impedance is increased 40 times, while other parameters are identical to those of the previous test, and a similar test pattern is applied to the set-points. Fig. 15 shows the results of the conducted test for this weak grid and confirms the performance of the controller is very similar to that of a strong grid. The inverter three-phase PoC voltage and current are shown in Fig. 15(a) and 15(b), respectively. Compared to the previous test, the PoC voltage contains more harmonics. The main reason is that the grid impedance in the stiff grid case is much lower; hence, the PoC is electrically closer to the grid. However, since the overall inductance between the inverter and the grid is higher in the weak grid case, the harmonic content of the inverter current is less in this case. The dq-components of the inverter terminal voltage reference and the dq-components of the inverter current are illustrated in Fig. 15(c) and 15(d), respectively. Additionally, the grid frequency extracted by the controller is shown in Fig. 15(e). It can be seen that upon each change, the dq-components of the inverter terminal voltage reference change such that the q-component of the inverter current is regulated at zero while the d-component of the inverter current changes to meet the inverter power injection set-points. The system frequency is also extracted by the controller such that the dq-frame of the control strategy is synchronized with the grid in the steady-state. Finally, the real and reactive power of the inverter are depicted in Fig. 15(f). The controller
can track changes in the power set-points in around 10 ms, while the impact of the real power (reactive power) change on the reactive power (real power) is negligible, which confirms the decoupling effect of the controller.

To evaluate the impact of the grid voltage frequency changes and phase jumps on the controller, the frequency of the grid voltage is changed to 50.25 Hz at $t = 0.6$ s. Similar to the previous test, this change is applied such that it results in a phase jump of $20^\circ$. The inverter initially injects 2 MW of real power and 4 MVAR of reactive power. As shown in Fig. 16, the controller can maintain the stability of the system upon this change in the system and successfully rejects this severe disturbance. The three-phase PoC voltage and inverter current are shown in Fig. 16(a) and 16(b), respectively. The dq-components of the inverter terminal voltage reference and the dq-components of the inverter current are also depicted in Fig. 16(c) and 16(d), respectively. The grid frequency extracted by the control strategy is shown in Fig. 16(e), which undergoes a significant change upon the step-change, but the controller is able to successfully track the change. Finally, the real/reactive power of the inverter are shown in Fig. 16(f), which upon the step-change experience a transient and are eventually regulated at their references. As the inverter is electrically further from the grid, the post-disturbance waveforms undergo a less severe transient compared to the strong grid case.

To contrast the performance of the proposed controller in a weak grid with the VMDPC, the same tests are applied to the VMDPC strategy operating in a system with parameters given in Table 1. Tuning the VMDPC parameters according to the procedure described in [32] results in an unstable system for the parameters given in Table 1 when operating in a very weak grid. Therefore, the proportional gains of the PI controllers of the VMDPC are decreased such that the system is stable upon changes. This results in very slow dynamics upon various contingencies. The same real/reactive power set-point change and grid frequency change are applied, and the results are reported in Fig. 17. Since the dynamic response of the VMDPC is very slow in the weak grid, the time sequence of the tests are prolonged in this case to allow the VMDPC to reach steady-state after each test. The PQ steps are applied at $t = 0.4$ s and $t = 1.3$ s, while the power factor is changed at $t = 2.2$ s, and the grid frequency change is applied at...
FIGURE 17. The simulation results (the real/reactive power) of the VMDPC [33], [34] operating in a very weak grid when subjected to changes in its real/reactive power set-points and a grid frequency change.

$t = 3.4$ s. Also, due to the prolonged time, only the DC values, i.e., real/reactive power, are shown.

As shown in Fig. 17, although the VMDPC tracks the power set-points and rejects the frequency change disturbance, upon every change, the real/reactive power reach steady-state in more than 1 s. For the proposed controller, however, the results for the stiff grid are in very close agreement with those of the weak grid, although there are slight differences between the two cases immediately after a contingency. Note that the only difference in the proposed control strategy for the weak and strong grid cases is the internal current controller, which is tuned according to the grid impedance for each case.

B. EXPERIMENTAL RESULTS

In this section, adopting the experimental setup shown in Fig. 9, the performance of the proposed control strategy is evaluated in a scaled-down setup whose parameters are shown in Table 2. The performance of the controller is evaluated for both strong and weak grids. To conduct the experiments, two test scenarios are adopted: 1) grid-related scenarios in which a voltage sag, a voltage imbalance, and a voltage phase jump (each for 0.2 s) are applied for strong and weak grids, and 2) the real power reference changes for strong and weak grids.

TABLE 2. The parameters of the experimental setup.

| Quantity        | Value        | Comment                                      |
|-----------------|--------------|----------------------------------------------|
| $L_g$           | 14 mH        | Grid Inductance for Weak Grid (SCR=0.9)      |
| $L_k$           | 2 mH         | Grid Inductance for Strong Grid (SCR=6.4)    |
| $R_f$           | 2 mH         | Filter Inductance                            |
| $R_g$           | 1.1 Ω        | Grid Resistance for Weak Grid                |
| $R_e$           | 0.3 Ω        | Grid Resistance for Strong Grid              |
| $R_c$           | 0.2 Ω        | Filter Resistance                            |
| $S_{thres}$     | 2500 VA      | Inverter Rated Power                         |
| $V_g$           | 100 V        | Grid Line-to-Line Voltage Amplitude          |
| $V_{dc}$        | 350 V        | DC Bus Voltage                               |
| $f_{sw}$        | 20 KHz       | PWM Carrier Frequency                        |
| $f_{ref}$       | 50 Hz        | System Nominal Frequency                     |
| $f_{inv}$       | 200 Hz       | Power Measurement LPF Bandwidth             |

Note that to avoid excessive transients upon inverter startup, one can start the power controller inactive and set $\omega$ to its rated value, i.e., $2\pi 50$ rad/s, and $I_{d,ref} = 0$ A. Then, after the initial transients settle down, setting $P_{ref} = 0$ W and $Q_{ref} = 0$ VAR, the two PI-controllers responsible for generating $\omega$ can be started to get synchronized with the grid. After the transients for this step are settled down, the PI controllers responsible for $I_{d,ref}$ can be started. This procedure results in a smooth startup and is adopted in the experimental tests.

1) GRID VOLTAGE-RELATED SCENARIOS

The experimental setup of Fig. 9 initially operates in the steady-state, and injects $P = 1200$ W and $Q = 900$ VAR to the grid. The filter/impedance value corresponding to a strong grid (see Table 2) is utilized that results in an SCR of 6.4. At $t = 0.1$ s, the grid voltage experiences a voltage sag, and its amplitude drops to 0.75 pu. Subsequently, at $t = 0.3$ s, the voltage is restored, however, 10% of voltage imbalance is applied to the grid voltage. Finally, at $t = 0.5$ s, the imbalance is removed, however, a phase jump of 15° is applied.

Fig. 18(a) and 18(b) show the three-phase grid voltage and inverter terminal voltage reference, respectively. As only one inductor is used to represent the combined inverter filter and the grid impedance, the PoC voltage is not shown.

FIGURE 18. The experimental results of the system of Fig. 3 operating in a strong grid with an SCR of 6.4 when the grid voltage amplitude drops, the grid voltage becomes unbalanced, and the grid voltage phase angle jumps for 15°: (a) the three-phase grid voltage, (b) the three-phase inverter terminal voltage reference, (c) the dq-components of the inverter terminal voltage reference, (d) the three-phase inverter current and their references, (e) the dq-components of the inverter current and their references, (f) the system frequency extracted by the controller, and (g) the inverter’s real/reactive power.
Fig. 18(c) depicts the dq-components of the inverter terminal voltage reference. The three-phase inverter current and their dq-components are shown in Fig. 18(d) and 18(e), respectively. The grid frequency extracted by the controller is shown in Fig. 18(f), which confirms the controller ability to track frequency changes and maintain the system’s stability upon various contingencies. Additionally, the real/reactive power are illustrated in Fig. 18(g), which confirm the inverter ability to reject disturbances in around 10 ms. It must be noted that the waveforms shown for experimental tests do not contain any switching harmonic as their sampling frequency is equal to the switching frequency.

For the weak grid, the grid inductance (resistance) is increased to 14 mH (1.1 Ω), which corresponds to an SCR of 0.9. The same test sequence as the strong grid is applied to the grid voltage in this weak grid, and the results are reported Fig. 19, which are the dual of those reported in Fig. 18. Contrasting the results in these figures confirms that the controller can seamlessly perform in both weak and strong grids and maintain its stability.

2) POWER SET-POINT CHANGES

To evaluate the performance of the controller when subjected to changes in the power set-points, the experimental platform of Fig. 9 is first configured such that it represents a strong grid with an SCR of 6.4, i.e., the grid inductance is 2 mH. The setup initially operates in the steady-state and injects $P = 0$ W and $Q = 1500$ VAR to the grid. At $t = 0.1$ s and $t = 0.3$ s, the real power set-points steps up to 500 W and 1500 W, respectively, and finally, at $t = 0.5$ s, it steps down to 500 W again.

Fig. 20(a) and 20(b) show the three-phase grid voltage and inverter terminal voltage reference, respectively. As only one inductor is used to represent the combined inverter filter and the grid impedance, the PoC voltage is not shown. Fig. 20(c) depicts the dq-components of the inverter terminal voltage reference. The three-phase inverter current and their dq-components are shown in Fig. 20(d) and 20(e), respectively. The grid frequency extracted by the controller is shown in Fig. 20(f), which confirms the controller ability to track frequency changes and maintain the system’s stability upon
real power set-point changes. Additionally, the real/reactive power are illustrated in Fig. 20(g), which confirm the ability of the inverter in tracking the set-point changes in around 10 ms in a decoupled way.

Similar to the previous test, for the weak grid, the grid inductance (resistance) is increased to 14 mH (1.1 Ω), which corresponds to an SCR of 0.9. The same set-point change sequence as the strong grid is applied to the real power in this weak grid, and the results are reported Fig. 21, which are the dual of those reported in Fig. 20. Contrasting the results in these figures confirms the controller can seamlessly perform in both weak and strong grids and maintain its stability.

3) INVERTER STARTUP
To start the inverter, one can start with the power controller inactive, and set $\omega$ to its rated value, i.e., $2\pi 50$ rad/s, and $I_{d,ref} = 0$ A. Then, after the initial transients settle down, setting $P_{ref} = 0$ W and $Q_{ref} = 0$ VAR, the two PI-controllers responsible for generating $\omega$ can be started (at $t = 0.3$ s in Fig. 22) to get synchronized with the grid. Then, after the transients for this step are settled down, the PI controllers responsible for $I_{d,ref}$ can be started (at $t = 0.6$ s in Fig. 22). This procedure results in a smooth startup. In Fig. 22, the experimental results for the inverter startup for the weak grid are shown in which the inverter starts, and after 1 s, the real power set-point is stepped up to 500 W. The strong grid startup is very similar to the weak grid and not shown here.

V. CONCLUSION
This paper proposes a power-synchronized control strategy for grid-following inverters that contrary to the existing solutions for grid-following inverters does not require any PLL or PoC voltage sensing for its operation. Hence, the proposed controller can seamlessly operate in ultra-weak grids. Additionally, as opposed to grid-forming inverters, as the proposed approach does not rely on voltage regulation at the PoC, it can reliably operate in stiff and/or series-compensated grids as well. While no PoC voltage sensing/regulation is needed, the proposed controller utilizes the inverter terminal voltage and its current to control the real and reactive power exchange with the grid in a decoupled way.
the dynamic performance of the proposed controller can be effortlessly tuned via the choice of a desired open-loop transfer function. From a hardware point of view, the proposed approach is identical to existing grid-following inverters; hence, it can be easily retrofitted into the existing large fleet of grid-following inverters to enhance their performance in weak grids.
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