Distributed power saving scheme in consideration of QoS requirement for IEEE 802.11e network
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Abstract: This paper proposes a scheme for the distributed power saving mechanism of IEEE 802.11e networks in consideration of the Quality of Service requirement. In the proposed protocol, each station enters into sleep-mode and active-mode periodically according to the appropriate trigger interval. For obtaining the appropriate trigger interval, this paper presents the objective function of power consumption in consideration of the acceptable delay required by each access category. Each station optimizes its trigger interval according to the objective function. Simulation results show the effectiveness of the proposed scheme.

Key Words: power saving mechanism, Quality of Service, optimization

1. Introduction

The increasing popularity of wireless Internet access in mobile device such as PDA or smart phones increases the incorporation of the widely spread distributed wireless network technology. These devices pose two challenges: One is to satisfy Quality of Service (QoS) requirements such as delay and throughput, and the other is to save consumed power. Many protocols were proposed for overcoming these challenges [2–14]. IEEE 802.11e [1] was standardized as the MAC protocol to support the high-priority flows. IEEE 802.11e Enhance Distributed Channel Access (EDCA) is defined in IEEE 802.11e (extended IEEE 802.11 Distributed Coordination Function). Specific stations (flows) take high-priority and preferentially use wireless resources. Unscheduled Automatic Power Save Delivery (U-APSD), which is defined as a distributed power saving mechanisms in IEEE 802.11e, addresses the above challenges. In U-APSD, each station enters into sleep-mode and active-mode periodically according to the trigger interval. The delay introduced by U-APSD can be reduced compared with the basic Power Save Mode (PSM) in IEEE 802.11 because a trigger frame can be sent at any point in time. However, it is difficult to decide a trigger interval because QoS of data-frame depends on the algorithm which decides when to send trigger frame for receiving the buffered frames. In addition, there is a trade-off between QoS and the power consumption in U-APSD.

The schemes in [3–5] adaptively configured distributed power saving mechanisms in order to meet the QoS required by the applications. In those schemes, each station decides the trigger interval...
based on the data-frame arrival interval without using any control messages from the Access Point (AP). Since it is an extension of U-APSD, it is possible to keep QoS with saving power consumption. However, since those schemes do not consider the acceptable delay of each access category, high-priority data-frames results in extra delay. Extra delay is one of the serious problems for high-priority data-frame.

The power saving schemes for IEEE 802.11, which decides power management mode of each station according to an optimal sequence such that the acceptable delay is guaranteed with minimum power consumption, were proposed in [13, 14]. The scheme in [13] obtained the objective function of power consumption in consideration of the acceptable delay and the trigger interval, which minimizes the objective function. However, since the scheme in [13] is based on IEEE 802.11 PSM, it is difficult to decide the trigger interval in order to guarantee QoS required by each access category. In addition, since behavior of each station is controlled by the AP, it is difficult to extend to distributed networks.

This paper, which was previously presented in part at KJCCS 2013 [15], proposes a scheme for the distributed power saving mechanism of IEEE 802.11e networks in consideration of the QoS requirement. In the proposed protocol, each station enters into sleep-mode and active-mode periodically according to the appropriate trigger interval. For obtaining the appropriate trigger interval, this paper presents the objective function of power consumption in consideration of the acceptable delay required by each access category. Each station optimizes its trigger interval according to the objective function. The delay and the power consumption of the proposed scheme are evaluated by simulations.

2. Related Works

2.1 U-APSD

Unscheduled Automatic Power Save Delivery (U-APSD) is the distributed APSD method, which is defined in 802.11e for improving the QoS provided to EDCA-compliant stations. The basic idea of the U-APSD is to use a specific interval, which is called Unscheduled Service Period (U-SP), for an AP to deliver data-frames to a station and to use trigger sending for requesting buffered frames in the AP. Figure 1 shows the example scenario of U-APSD. The station using U-APSD can start U-SP with sending trigger frame. After the AP responds with ACK, a U-SP starts and the AP begins to deliver data-frames, which is destined for the EDCA-compliant station. During the U-SP, the AP

![Fig. 1. Example scenario of U-APSD.](image-url)
Fig. 2. Delay and power consumption of U-APSD as a function of trigger interval.

delivers at least one data-frame to the station. If the AP receives a trigger frame from the station and has no buffered frame destined for the station, the AP sends a null-data frame to the station because the AP need to send at least one frame to the station. At the end of a U-SP, the AP informs the station about the end of the U-SP using End of Service Period (EOSP) field set to 1 in QoS control field in data-frame. When receiving null-data frame or data-frame with EOSP set to 1, the station enters into sleep mode and the AP cannot deliver further data-frames until a new U-SP starts. If there are more buffered data-frames destined for the station, the AP sets EOSP field in frame control field to 0 and informs the station that more frames destined to the station are buffered. The delay introduced by U-APSD can be reduced compared with the basic power save mode because a trigger can be generated at any point in time.

2.2 Problem of U-APSD
It is difficult to decide a trigger interval because QoS of data-frame depends on the algorithm which decides when to send trigger frame for receiving the buffered frames. Figure 2 shows the delay and power consumption of a U-APSD-compliant station. It is seen from Figs. 2 that there is a trade-off between the delay and the power consumption in U-APSD. It is also seen from Fig. 2 that the delay significantly increases while the power saving becomes less effective when the trigger interval is long. Many studied proposed the way to decide trigger interval [3–8].

2.3 Enhanced U-APSD
The schemes in [3–5] adaptively configured distributed power saving mechanisms in order to meet the QoS required by the applications. If a station sends trigger frames at the same rate that data-frames arrive at the AP, each trigger frame will result in a single frame delivered by the AP. If a station sends trigger frames at a rate that is above the rate of arrivals at the AP, each trigger frame will result in either one or no frames delivered by the AP. If a station sends trigger frames at a rate below the rate of arrivals at the AP, each trigger frame will result in one or more frames delivered by the AP. According to the above observations, the enhanced U-APSD, which was proposed in [4], decides the trigger interval according to

\[
T_{trg}(n + 1) = T_{trg}(n) - \gamma \frac{\partial}{\partial T_{trg}}(T_{trg} - \overline{T_{DL}})^2,
\]

where \(T_{trg}(n)\) represents the current value of trigger interval, \(\overline{T_{DL}}\) is the average data-frame arrival interval, and \(\gamma < 1\). By using the obtained \(T_{trg}\), it is possible to save power consumption with keeping
QoS. However, since the enhanced U-APSD does not consider the acceptable delay required by each access category, high-priority flows result in extra delay.

2.4 Smart PSM

The power saving schemes for IEEE 802.11, which decide the power management mode of each station according to an optimal sequence such that the acceptable delay performance is guaranteed with minimum power consumption, were proposed in [13, 14]. In [13, 14], the AP keeps tracks of action sequences, which include trigger interval, active period, and sleep period, of each station. In [13], an acceptable delay is translated into a penalty function. The objective function of power consumption in consideration of the penalty function was derived. The AP calculates action sequences according to the objective function. The AP informs each station about calculated action sequences. Each station can save power consumption with keeping the acceptable delay by following the action sequences. However, it is difficult for the scheme in [13] difficult to decide the appropriate trigger interval for guaranteeing QoS required by each access category because the required QoS and the required power-saving-effect differs by access category. Also, since the behavior of each station is controlled by the AP, it is difficult to extend to distributed networks.

3. System Model

The basic idea of the proposed scheme is to derive trigger interval in U-APSD in consideration of the power consumption and the acceptable delay.

Figure 3 shows the flowchart of the proposed scheme. At first, each station initiates Sleep Timer (ST). A station, which is in the sleep mode, wakes up when ST becomes 0. After waking up, the station sends a trigger frame to the AP for requesting each of buffered data-frames and sets Waiting Timer (WT) for ACK reception from the AP (ACK-WT). If the station receives an ACK frame from the AP within ACK-WT, it sets WT for data-frame-reception (Data-WT). If the station does not receive an ACK frame within ACK-WT, it re-sends a trigger frame to the AP. If the number of re-sendings exceeds retry limit (RL), the station sets ST and enters into sleep-mode.

If the station does not receive a data-frame within Data-WT, the station prepares for trigger-frame-sending. If the station receives a frame during Data-WT, it checks whether the received frame is null-data frame or not. If the received frame is null-data frame, the station sends an ACK-frame to the AP. After sending the ACK-frame, the station sets ST and enters into sleep-mode. If the received frame is not null-data frame, the station records the access category, reception time, and reception number of the frame. Based on the recorded reception time and reception number, the station estimates the data-frame arrival interval. The arrival interval of $i$-th data-frame is estimated by

$$T_{DL}(i) = \alpha[reception\_time(i) - reception\_time(i-1)] + (1 - \alpha)T_{DL}(i-1),$$

where $\alpha (< 1.0)$ is a smoothing factor.

After recording the reception time, the station checks the value of EOSP. If the value of EOSP is 0, the station sends an ACK frame to the AP and sets Data-WT and waits for the next data-frame. If the value of EOSP is 1, the station sends an ACK frame to the AP and determines the trigger interval based on the estimated data-frame arrival interval and the access category. After determining the trigger interval, the station sets ST and enters into sleep-mode. The way to derive trigger interval is explained in the next section.

4. Objective function

This section presents the objective function for deriving the optimum trigger interval in consideration of the power consumption and the delay of each access category in IEEE 802.11e network. As well as the objective function in [13], the proposed objective function consists of the function of power consumption and the penalty function of delay.
4.1 Function of power consumption

Let $T_{trg}$ and $T_{DL}$ be trigger interval and the data-frame arrival interval, respectively. The number of data-frames, which a station receives during one U-SP, is

$$n = \frac{T_{trg}}{T_{DL}}. \quad (2)$$

The active period for one station consists of idle time, trigger-sending time, ACK reception time, data-frame reception time, and ACK sending time. The sending period, the reception period, and the idle period are $T_{send} = TRIGGER + ACK, T_{receive} = n(\text{FRAME} + ACK)$, and $T_{idle} = (n+1)(\text{DIFS} + 2\text{SIFS})$, respectively. $\text{DIFS}, \text{SIFS}, \text{TRIGGER}, \text{ACK}$, and $\text{FRAME}$, are distributed inter-frame
space duration, shot inter-frame space duration, trigger frame-length, ACK frame length, and data-frame-length, respectively. The active period and the sleep period are

\[ T_{\text{active}} = T_{\text{send}} + T_{\text{receive}} + T_{\text{idle}} \]

and

\[ T_{\text{sleep}} = T_{\text{trg}} - T_{\text{active}} \]

respectively. The power consumption for one cycle as a function of \( T_{\text{trg}} \) is

\[ P_w(T_{\text{trg}}) = \frac{T_{\text{send}} P_{\text{send}} + T_{\text{receive}} P_{\text{receive}} + T_{\text{idle}} P_{\text{idle}} + (T_{\text{trg}} - T_{\text{active}}) P_{\text{sleep}}}{T_{\text{trg}}} \]

where \( P_{\text{send}} \) is the power consumption of sending-mode, \( P_{\text{receive}} \) is that of reception mode, \( P_{\text{idle}} \) is that of idle mode, and \( P_{\text{sleep}} \) is that for sleep mode.

### 4.2 Penalty function for delay

If the number of buffered data-frames in the AP during \( T_{\text{trg}} \) destined for a station is more than 1, the AP has at least one data-frame in its buffer, which causes the extra delay. The number of buffered data-frames in the AP destined for a station is

\[ N = \frac{T_{\text{trg}}}{2T_{\text{DL}} \left( \frac{1}{1 + \frac{T_{\text{frame}}}{T_{\text{DL}}}} \right)} \]

where \( T_{\text{frame}} = \text{SIFS} + \text{DIFS} + \text{FRAME} \). For reducing the effect of the extra delay, \( N \) should be less than 1. On the other hand, for saving the power consumption, \( N \) should be equal to or more than one. Let \( p_{\text{AC}} \) be a factor for delay bound of each access category. The penalty function for delay, which is no unit function, is

\[ D(T_{\text{trg}}) = 1 + \left( \frac{T_{\text{trg}}}{2p_{\text{AC}} T_{\text{DL}} \left( 1 + \frac{1}{T_{\text{frame}}/T_{\text{DL}}} \right)} \right)^z \]

\( z \) reflects the extent to which the station is willing to tolerate the extra delay. The acceptable delay becomes harder as \( z \) increases. The extra delay is bounded by \( \frac{T_{\text{trg}}}{2p_{\text{AC}} T_{\text{DL}} \left( 1 + \frac{1}{T_{\text{frame}}/T_{\text{DL}}} \right)} \). The delay bound is decided by slowdown factor \( p_{\text{AC}} \). Figure 4 shows the penalty function \( D(T_{\text{trg}}) \) for different \( p_{\text{AC}} \), and that for different \( z \). It is seen from Fig. 4 that \( p_{\text{AC}} \) and \( z \) lead to the extra delay tolerance level. The qualitative description of the acceptable delay and corresponding parameters (\( p_{\text{AC}} \) and \( z \)) are presented in Table I.

![Fig. 4. Penalty function as a function of trigger interval.](image)
Table I. Acceptable delay and corresponding parameters.

| Priority (AC) | Extra delay tolerance level | $z$ | $p_{AC}$ |
|---------------|-----------------------------|-----|---------|
| high          | low                         | high| low     |
| medium        | medium                      | medium| medium |
| low           | high                        | low | high   |

Fig. 5. Example of the objective function for different $p$.

Table II. Parameter for the example of objective function.

| Parameter    | Value   |
|--------------|---------|
| ACK          | 18 [$\mu$s] |
| DIFS         | 34 [$\mu$s] |
| SIFS         | 16 [$\mu$s] |
| FRAME        | 682 [$\mu$s] |
| $TEIGGER$    | 18 [$\mu$s] |
| $P_{send}$   | 660 [mW] |
| $P_{receive}$| 395 [mW] |
| $P_{idle}$   | 35 [mW] |
| $T_{DL}$     | 4 [ms] |
| $(p_{AC}, z)$| (1.2, 5), (0.8, 20) |

4.3 Objective function

Based on Eqs. (3) and (5), the objective function $f(T_{trg})$ is

$$f(T_{trg}) = P_{w}(T_{trg}) \cdot D(T_{trg}).$$  \hspace{1cm} (6)

The optimized trigger timing is obtained by

$$T_{trg}^* = \underset{T_{trg} \in \mathbb{R}}{\text{arg min}} f(T_{trg}).$$  \hspace{1cm} (7)

Figure 5 shows an example of the objective function. Parameters, which are used in the example, are shown in Table II. The value of the objective function decreases as the trigger interval increases because of the effect of power saving. On the other hand, the value of the objective function increases after the trigger interval exceeds delay bound because of the effect of the penalty function. It is seen
from Fig. 5 that the minimum value of \( f(T_{trg}) \) and \( T_{trg}^* \) depend on \( p_{AC} \) and \( z \). The proposed scheme can save power in consideration of QoS required by each access category by using corresponding parameters to the acceptable delay.

5. Evaluation
The proposed scheme is evaluated by NS-2 simulator. Simulation parameters are shown in Table III. Simulation topology is shown in Fig. 6. In the simulation, there are four stations. Station 1 sends high-priority data (AC\_VI) to Station 2 via the AP. Station 3 sends low priority data (AC\_BE) to Station 4 via the AP. Data-frames are generated according to the Poisson arrival with arrival rate \( 1/T_{DL} \). Power consumption of sending is 660 [mW], that of reception is 395 [mW], that of idle state is 35 [mW], and that of sleep state is 1 [mW]. The buffer size of the AP is 100 [packets]. The minimum contention window size \( CW_{min} \) used for AC\_VI is 3, and that for AC\_BE is 15. The

| Parameter                  | Value     |
|----------------------------|-----------|
| Data Rate                  | 6 [Mbps]  |
| Basic Rate                 | 6 [Mbps]  |
| Data Payload               | 512 [bytes] |
| ACK                        | 14 [bytes] |
| DIFS                       | 34 [μs]   |
| SIFS                       | 16 [μs]   |
| TRIGGER                    | 18 [μs]   |
| Retry Limit                | 7         |
| \( CW_{min} \) (AC\_VI)    | 3         |
| \( CW_{max} \) (AC\_VI)    | 7         |
| \( CW_{min} \) (AC\_BE)    | 15        |
| \( CW_{max} \) (AC\_BE)    | 1023      |
| \( P_{send} \)            | 660 [mW]  |
| \( P_{receive} \)         | 395 [mW]  |
| \( P_{idle} \)            | 35 [mW]   |
| \( P_{sleep} \)           | 1 [mW]    |
| \( T_{DL} \)              | 4 [ms]    |
| \( z(AC\_VI) \)           | 20        |
| \( z(AC\_BE) \)           | 5         |
| \( p_{AC\_VI} \)          | 0.8       |
| \( p_{AC\_BE} \)          | 1.2       |
| Simulation time            | 100 [s]   |

Fig. 6. Simulation topology.
Table IV. Average delay of each scheme.

| Protocol | AC_VI   | AC_BE   |
|----------|---------|---------|
| Proposed | 1.35 [ms] | 2.44 [ms] |
| Conventional | 1.58 [ms] | 2.31 [ms] |

Table V. Delay-variance of each scheme.

| Protocol | AC_VI | AC_BE |
|----------|-------|-------|
| Proposed | 0.85  | 8.09  |
| Conventional | 1.86  | 7.49  |

Table VI. Power consumption of each scheme.

| Protocol | AC_VI | AC_BE |
|----------|-------|-------|
| Proposed | 172.7 [mW] | 146.7 [mW] |
| Conventional | 155.8 [mW] | 153.5 [mW] |

maximum contention window size $CW_{\text{max}}$ used for AC_VI is 7, and that for AC_BE is 1023. The delays and the power consumptions of following four flows are evaluated: AC_VI-flow of the proposed scheme, AC_BE-flow of the proposed scheme, AC_VI-flow of the scheme in [4] (enhanced U-APSD), and AC_BE-flow of the enhanced U-APSD. The delay is defined as the average time between data-frame-sending time and data-frame-receiving time. The power consumption is defined as the average consumed power in the simulation time.

Tables IV and V show the average delay and the delay-variance of each scheme, respectively. It is seen from Tables IV and V that the AC_VI-flow-delay of the proposed scheme is better than that of the U-APSD. This is because the station, which receives high-priority data, emphasizes the low delay rather than the low power consumption in the proposed scheme. On the other hand, the AC_BE-flow-delay of the proposed scheme is worse than that of the U-APSD.

Table VI shows the power consumption of the proposed scheme and that of the enhanced U-APSD. Since the station, which receives AC_VI-flow, emphasizes the low delay rather than the effect of power-consumption-reduction in the proposed scheme, the power consumption of the station with AC_VI-flow is higher than that with AC_BE-flow. In the enhanced U-APSD, the power consumption of the station with AC_VI-flow is almost the same as that with AC_BE-flow because the trigger interval of each station is almost the same. It is seen from Tables IV and VI that the decrease-rate in delay and the increase-rate in power consumption of the proposed scheme are almost the same. This is because the effect on delay becomes large especially when the data-frame arrival is short. In order to avoid the extra delay, the stations, which receives high-priority data, sacrifice the effect on power saving.

Figure 7 shows the delay of the proposed scheme and that of the enhanced U-APSD as a function of the data-frame arrival interval. The delay of AC_VI-flow in the proposed scheme is lower than those of the other flows at any data-frame arrival interval. This is because the trigger interval for AC_VI-flow is set to short value in order not to increase the number of buffered data-frames in the AP. On the other hand, the delay of the AC_BE-flow in the proposed scheme is almost the same as that of the enhanced U-APSD. Since the proposed scheme considers the acceptable delay of each AC, the AC_VI-flow-delay of the proposed scheme is lower than that of the enhanced U-APSD.

Figure 8 shows the power consumption of the proposed scheme and that of the enhanced U-APSD as a function of data-frame arrival interval. The power consumption of the station with AC_VI-flow of the proposed scheme is the highest of all stations. Especially when $T_{DL}$ is short, the power consumption of the station with AC_VI-flow of the proposed scheme is higher than those of the other stations. When $T_{DL}$ is short, the station frequently sends trigger frame for requesting high-priority data-frame, which causes the high power consumption. On the other hand, power consumption of the station with AC_VI-flow of the proposed scheme is almost the same as those of the other stations when
When $T_{DL}$ is long, the sleep period of a station is much longer than the active period, which leads to save power consumption. The power consumption of the station with AC_BE-flow of the proposed scheme is the lower than those of the other stations especially when $T_{DL}$ is short. It is seen from Figs. 7 and 8 that the proposed scheme prevented AC_VI-flow from resulting in the extra delay with saving power consumption especially when the data-frame arrival interval is short. It is also seen from Figs. 7 and 8 that that the AC_VI-flow of the proposed scheme achieves low delay with saving power when the data-frame arrival interval is long. This is because the active period becomes much shorter than the trigger interval and the sleep period as the data-frame arrival interval increases.
6. Conclusion
This paper proposed a scheme for the distributed power saving mechanism of IEEE 802.11e networks in consideration of the QoS requirement. In the proposed protocol, each station enters into sleep-mode and active-mode periodically according to the appropriate trigger interval. For obtaining the appropriate trigger interval, this paper presented the objective function of power consumption in consideration of the acceptable delay required by each access category. Each station optimizes its trigger interval according to the objective function. It has been seen from simulation results that the proposed scheme prevented high-priority flow from resulting in the extra delay with saving power consumption. It has also been seen from simulation results that the proposed scheme can save power consumption of the station with low-priority flow especially when the data-arrival-rate is high.
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