Prediction of forest fire using ensemble method
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Abstract. In this paper we consider the application of ensemble classification method, which is called as the Adaptive Boosting (AdaBoost) method, to predict the occurrences of forest fire. To illustrate the method, we consider the application of the method using the same public data set, which has been used in the previous studies, but the ensemble approach is not considered in these studies yet. We also compare the performance of the ensemble method with several other classical classification methods, such as the Decision tree and SVM method. All computation are done using open source software R. We find that in the empirical study, the hybrid algorithms between the fuzzy c-means clustering and the ensemble approach will outperform the other classification methods considered in the study.

1. Introduction

Forest fire is an important environmental world phenomenon and has many impacts to human life, infrastructures, and the environment. One of the key successes that help the forest fire firefighting is the early warning systems of fire detection. This system is related to accurate prediction of fire condition which can be caused by several variables. For forest fire prediction, there are various techniques in literature has been proposed which can be classified into three main models, namely physics-based model, statistical models, and machine learning models, see e.g. [4]. It is also known that the data and variables that often used in the literature are coming from various sources, such as satellite data (infra-red or hotspots sensors) and ground sensors (e.g., the weather and or other meteorological data), see e.g. [1].

Among many approaches, machine learning and data mining approach has receive many attention by many researchers. Based on meteorological and forest weather index (FWI) variables. [1] studied classification algorithm, namely the Multiple Regression (MR), Decision trees (DT), Random Forests (RF), Neural Networks (NN) and Support Vector Machines (SVM) to model the forest fire prediction. More related recent studies are available. Wijayanto [5] applied the classification algorithm for hotspot occurrence using Adaptive Neuro-Fuzzy inference system (ANFIS) system. Vega-Garcia et al [6] considered Neural Networks (NN) and logistic regression analysis (binary logit model) for forest prediction. In particular, [2] considers hybrid approach between clustering technique, normalization to preprocess the data and apply classification approach to the normalized data. They show that the combination of the Fuzzy C-Means clustering with Cosine distance, Min-Max normalization and Back-Propagation Neural Networks (with one hidden layer) classification method can give a relatively accurate prediction compare to other classification approach (SVM, K-Nearest Neighborhood, DT, and Naive Bayes) and the case without the clustering the data. It is known in literature that k-means and/or Fuzzy C-means (FCM) clustering methods has been used to cluster the fires phenomenon (see e.g. [7-9]). In this paper, we improve the performance of method considered in [2] by considering the
ensemble method, in particular applying what so called the Adaptive Boosting (AdaBoost) approach [10]. We also check the performance of method by randomly splitting the data into data training and data testing, to obtain more objective measure of performance of the considered method. In the empirical study, we compare the performance of AdaBoost with the performance of DT and SVM method.

The rest of this paper is organized as follows. In this section we already provide a quick introduction to the problem that we considered in this paper. In Section 2, we outline short description of necessary theory related to our considered approach and provide the algorithms. In Section 3, we provide empirical results. Section 4 concludes the results.

2. Methods

2.1. Clustering Method: Fuzzy C- Means Clustering
Fuzzy C-Means (FCM) clustering algorithm was proposed by [11,12] and can be considered as the generalization of K-means clustering approach. Given a finite set of data \( X = \{x_1, \cdots, x_n\} \), the FCM algorithm will classify the data into \( m \) fuzzy clusters. Here the algorithms will give the \( m \) cluster centers \( C = \{c_1, \cdots, c_m\} \) and a partition matrix \( W = w_{ij} \in [0,1], i = 1, \cdots, n, j = 1, \cdots, m \) where each element of \( W \), i.e. \( w_{ij} \) gives the membership degree of each element \( x_i \) belongs to cluster \( c_j \). See e.g. [13] for further detail.

2.2. Ensemble Classification: Adaboost Method
Adaptive Boosting or AdaBoost, is a machine learning ensemble approach. Using AdaBoost, the performance of the 'weak learners' can be improved by combining them into a weighted sum that is called as a boost classifier, which has the form
\[
F_t(x) = \sum_{i=1}^{T} f_i(x)
\]
where each \( f \) is a weak learner that takes an object \( x \) as input and returns the class of the input \( x \). There are various variations of AdaBoost algorithms, the algorithm used in this study is called Stagewise Additive Modeling using a Multi-class Exponential loss function (SAMME) AdaBoost. See [10] for the detail.

3. Results and Discussion

3.1. Data Description
For the empirical study, we use the same data as the study in [1] and [2], which is available in the UCI machine learning repository. The dataset contains 12 variables, which is describing the meteorological and forest weather index (FWI) variables. The dataset has a total of 517 samples, from year 2000 until 2007. Following [2], here we only use 8 variables, namely FFMC, DMC, DC, ISI, Temperature, RH, Wind and Rain.

3.2. Algorithms
The algorithms we use following closely with [2], with some improvements, as follows

**Preprocessing steps**
1. We use all of the data and split the data into two categories, which is the case of data with the variable area has the value 0 and labeled as “No Burned Area” and the case of data area has the value larger than 0 and labeled as “Burned Area”
2. Normalize all of the seven variables in both of the categories using min-max normalization, which is defined as
\[ v'_i = \frac{v_i - \min A}{\max A} \]

where \( \min A \) and \( \max A \) is the minimum and the maximum values of an variable \( A \), \( v_i \) denotes the data value in attribute \( A \) that will be mapped into the new range.

**Clustering step**

3. We cluster the “Burned Area” data using fuzzy c-means approach into two classes, namely the “Light Burned Area” and the “Heavy Burned Area”. Here we apply the command `fcm` in package `ppclust` in R. For the distance similarity measurement, various approaches have been implemented in R, we only consider to use two approaches, which is cosine and correlation distance metric.

4. We combine the data of “No Burned Area” and the clustered data

**Classification step**

5. We randomly split the data into training data (70 percent and 80 percent) and testing data (30 percent and 20 percent)

6. We apply the AdaBoost approach to the training data and the best obtain model is tested in to the testing data. Here we use the command `boosting` in the package `adabag` in R for implementation of SAMME [10] algorithms.

7. To check the performance of the classification method, we use the accuracy measure, defined as

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]

where \( TP, TN, FP, FN \) denotes the true positive, the true negative, the false positive and the false negative cases, respectively, in the categorical classification data. An additional measure is the Cohen’s Kappa statistic measurement [14].

For comparison purpose, we also implement the DT and SVM classification approach in step 6. It is implemented in R using function `rpart` in package `rpart` [15] and `svm` in package `e1071` [16], respectively.

**3.3. Discussion**

The summary of the empirical results is given in Table 1. Here we consider several training and testing sample sizes for checking the performance of considered clustering and classification methods. The performance of each method in data training and data testing are given in the table. In can be seen that the SVM method will perform the worst either for classify the training or the testing data. In the training data, Adaboost method will always improve the performance of DT, which is the weaker version of the classification method. In the data testing, Adaboost seems to be most of the time will perform the best to classify the data testing. The performance of Adaboost sometimes can reach 100 percent accuracy for our considered study. We also may see that the cosine distance metric will be always better for the data training, but the results mixed for the data testing. Therefore, in general, this empirical study show that the hybrid algorithms between the fuzzy c-means clustering and the Adaboost ensemble will be a promising approach to predict the size of the forest fire.
### Table 1. Summary of the performance of hybrid methods

| Fuzzy C-Means (distance similarity) | Data Training | Data Testing | SAMME-AdaBoost | DT | SVM |
|-------------------------------------|---------------|--------------|----------------|----|-----|
| Cosine                              | 70%           | 30%          | 0.9862         | 0.9758 | 0.9696 | 0.9458 |
| Correlation                         | 70%           | 30%          | 0.9806         | 0.9687 | 0.8581 | 0.7638 |
| Cosine                              | 80%           | 20%          | 0.9879         | 0.9789 | 0.971 | 0.949 |
| Correlation                         | 80%           | 20%          | 0.9709         | 0.9527 | 0.9686 | 0.8738 | 0.7905 |
| Cosine                              | 90%           | 10%          | 0.9849         | 0.9741 | 0.9505 | 0.9136 |
| Correlation                         | 90%           | 10%          | 0.9849         | 0.9741 | 0.9505 | 0.9136 |

### 4. Conclusion

One of the key successes that help the forest fire firefighting is the early warning systems of fire detection. The study of prediction of the forest fire size occurrences using meteorological and FWI variables is one of the important study in early warning fire detection. This study show that the hybrid algorithms between the fuzzy c-means clustering and the Adaboost ensemble will be a promising approach to predict the size of the forest fire and outperform of the other considered method in the literature. We suggest the interested reader to further study other hybrid approaches between the clustering methods and the boosting or ensemble methods as the alternatives of the approach considered in this paper.
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