Comprehensive modeling of Joule heated cantilever probes

M. Spieser\textsuperscript{2}, C. Rawlings\textsuperscript{1,3}, E. L"ortscher\textsuperscript{1}, U. Duerig\textsuperscript{1}, and A.W. Knoll\textsuperscript{1}\textsuperscript{*}

\textsuperscript{1} IBM Research-Zurich, 8803 R"uschlikon, Switzerland and
\textsuperscript{2} SwissLitho AG, 8805 Z"urich, Switzerland

(Dated: October 2, 2018)

Abstract

The thermo-electrical properties of a complex silicon cantilever structure used in thermal scanning probe lithography are modeled based on well established empirical laws for the thermal conductivity in silicon, the electrical conductivity in the degenerate silicon support structure, and a comprehensive physical model of the electrical conductivity in the low-doped heater structure. The model calculations are performed using a set of physically well defined material parameters and finite element methods to solve the coupled thermal and electrical diffusion equations in the cantilever. The material parameters are determined from a non-linear regression fit of the numerical results to corresponding measured data which also includes Raman measurements of the heater temperature. Excellent agreement between predicted and measured data in the absence of air cooling is obtained if a tapered doping profile in the heater is used. The heat loss through the surrounding air is also studied in a parameter free three-dimensional simulation. The simulation reveals that the heater temperature can be accurately predicted from the electrical power supplied to the cantilever via a global scaling of the power in the power-temperature correlation function which can be determined from the vacuum simulation.
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I. INTRODUCTION

The use of heated atomic force microscopy (AFM) tips for the study of thermal properties and for surface patterning with nanometer scale lateral resolution was pioneered more than 20 years ago and has seen a tremendous research activity ever since. A significant technical step forward was achieved by the development of all Si micromachined heatable AFM probes. This development enabled the reproducible batch fabrication of such probes similar to standard AFM cantilevers. In essence, the heatable probe consists of a U-shaped two terminal structure made of highly doped Si legs providing the electrical contact to the low doped end section which acts as a resistive heater element for the Si tip. Owing to the micrometer dimension of the probes fast thermal response times on the order of micro-seconds are achieved. The fast thermal response of such micro cantilevers spurred a significant research effort exploring data storage applications based on the thermal embossing of a polymeric storage medium. The concept was later expanded by exploiting the scaling provided by the parallel operation of a large number of probes in a cantilever array to achieve competitive read/write data rates. More recently, heated cantilever probes have become commercially available and are now increasingly used as sensitive nanoscale thermometers or as point heat sources to perform chemical modifications on surfaces. The chemical modification is used for a direct conversion of precursor materials for the chemical functionalization, the control of surface charge, the fabrication of functional electronic, magnetic, or ferroelectric structures. Thermal scanning probe lithography (tSPL) has emerged as a new technologically promising application. Here, the thermal stimulus induces either a cross-linking reaction in a standard resist material or it causes polymeric resist materials to spontaneously decompose into volatile moieties thereby creating a positive tone lithographic pattern. The prediction of the tip temperature from the applied electrical power is one of the critical issues in all of these applications. The problem has been addressed mostly by means of numerical simulations of the thermo-electrical characteristics of U-shaped thermal probes. However, the thermal probes used in our own tSPL work are substantially more complex, see Figure and published results cannot be readily carried over. Moreover, we feel that a scholarly presentation of the subject, in particular with regard to the description of the thermal and electrical materials parameters, will be beneficial to other researchers working in the field. The other subtle and non-trivial, yet
important, aspect discussed in this paper is the thermal coupling to the surrounding air, a subject which has been scarcely discussed from a fundamental physics based modeling point of view.

The paper is organized as follows: The methods and materials parameters used for the thermo-electric modeling are thoroughly discussed in Section II. Special focus is placed on the description of the low doped heater section of the tip. In particular, we introduce a tapered doping profile to account for dopant diffusion occurring during high temperature annealing steps in the manufacturing process of the cantilevers. The tapered profile is crucial to obtain physically meaningful fit results and good agreement of the modeled thermo-electrical cantilever characteristics with experimental data. In Section III we discuss the Raman measurements of the heater temperature which we can determine with an error margin of $\pm 5$ K at room temperature rising to $\pm 25$ K above 650 K. We use the Raman data as a benchmark test for the predictive power of our simulations. The simulation results for a cantilever operating in vacuum, viz. at negligible heat coupling to air, are presented in Section IV. Despite the sophisticated model used in the simulations the error of the predicted heater temperature was significant, up to 100 K, above 850 K using merely the current-voltage characteristics as input parameter for the fit. However, we show that excellent prediction of the heater temperature within the calibration error of the Raman measurement is obtained using the electrical power supplied to the cantilever as parameter in a empirical temperature-power correlation determined from the model fit including electrical and Raman data. In Section V we elaborate on the thermal coupling of the cantilever to surrounding air. Based on a simple physical argument we show that the coupling efficiency strongly depends on the geometry of the heater and it can reach values as high as $10^4$ W m$^{-2}$K$^{-1}$ in micrometer size structures. Using the fit parameters from the vacuum simulation for the material parameters and published data for the thermal conductivity of air we obtain also for a cantilever in air good agreement between measured and simulated current-voltage characteristics as well as excellent predictability of the heater temperature from the temperature-power correlation established in the vacuum case.
II. ELECTRO-THERMAL MODELING

Fig. 1 shows the three-legged thermal probe design, also termed cantilever, used in this study. Such cantilevers have been used in our own tSPL work over the past few years. The cantilevers are fabricated from a phosphorous n-doped [100] oriented silicon-on-insulator (SOI) wafer with a nominal doping concentration of $3.3 \times 10^{17}$ cm$^{-3}$ and the cantilever axis points along the [110] direction. The thickness of the cantilever is nominally 400 nm. The fabrication details can be found in Refs [22, 23]. The structure comprises a resistive heater for the tip which is positioned such that it aligns with the hottest spot of the heater during operation and second heater element positioned on the right arm for thermo-electric height sensing [5, 24]. The heater elements, shown in dark blue in Fig. 1(b), constitute in essence Si resistors with a doping concentration of the SOI wafer. The heater elements are contacted by the Si support structure which is highly doped at nominally $2.2 \times 10^{20}$ cm$^{-3}$ by means of phosphor ion implantation followed by a 30’ thermal activation at 1150° C.

In this study we are only concerned with predicting the steady state tip temperature as a function of the bias potential, $V_b$ which energizes the tip heater using a series resistor, $R_s$, and the heater current $I_h$ is returned to ground via the left lever arm, see Fig. 1(b). The task is to solve two coupled diffusion equations for the temperature and voltage distributions in the cantilever. The temperature distribution in the steady state is given by

$$\nabla \cdot (\kappa(T) \nabla T(x, y)) = \dot{q} \tag{1}$$

where $\kappa$ is the thermal conductivity in Si which only depends on the temperature $T$, see below, and $\dot{q}$ is the density of the dissipated electrical power. Similarly we have for the voltage distribution

$$\nabla \cdot (\sigma(x, y, T) \nabla V(x, y)) = 0 \tag{2}$$

and the coupling term due to Joule heating is given by

$$\dot{q} = \sigma(x, y, T) (\nabla V \cdot \nabla V) \tag{3}$$

where the electrical conductivity $\sigma$ depends on the temperature as well as on the local doping concentration and thus also becomes a function of the planar coordinates. The boundary conditions for the temperature equation are $T = 293$ K at the end sections of the lever. For the voltage equation we have $V = 0$ at the grounded terminal, $V = V_b - I_h R_s$ at the
FIG. 1. (a) SEM image of the thermal probes investigated in this study. (b) Schematic of the probe outline and electrical measurement set-up. Low doped heater elements are shown in dark blue whereas the remaining structure (gray) is highly doped to provide a low electrical resistance contact to the bonding pads. Symbols $R_h$, $R_{l1}$, $R_{l2}$, and $R_r$ refer to the resistive elements of the simplified equivalent circuit shown in (c). (c) Simplified equivalent circuit of the cantilever structure and measurement circuit. The high doped leg sections connecting the heater element, $R_h$, to the electrical measurement set-up are represented by the resistors $R_{l1}$ and $R_{l2}$, respectively. The voltage drop occurring over $R_{l2}$ is sensed via the read sensor terminal represented by $R_r$. The series resistor $R_s$ in the external circuit is required in order to obtain a single valued function for the heater current, $I_h$, versus applied bias, $V_h$, when the heater temperature exceeds the inversion temperature of the low doped section giving rise to a negative differential resistance of the overall device.
center terminals, and \( \nabla V \cdot \vec{n}_x = 0 \) at the \( V_r \) terminal where \( \vec{n}_x \) denotes the unit vector along the lever axis. The total heater current \( I_h \) is obtained by integrating the current density \( j_x = \sigma (\nabla V \cdot \vec{n}_x) \) either at the center terminals or at the grounded left terminal over the corresponding lever cross sections.

The predictive power of the simulation critically depends on how well the materials parameters \( \kappa \) and \( \sigma \) describe the physical behavior of the cantilever. The problem is accentuated by the fact that the thermal conductivity depends on the details of the phonon scattering mechanism due to impurities and the nearby boundary in thin Si structures \[25\]. Likewise, the electrical conductivity strongly depends on the doping concentration and electron scattering in the thin Si structure. These effects cannot be predicted a priori with sufficient accuracy. Therefore we are forced to introduce a set of fit parameters henceforth denoted by bold symbols in the materials equations.

The thermal conductivity in high quality single crystal Si, \( \kappa_{Si} \), is taken from Table IV in Ref.\[26\] and it has been shown that \( \kappa_{Si} \) does not significantly depend on the doping concentration in the temperature, 300 K - 1200 K, and doping regime, \( 10^{17} - 10^{20} \text{ cm}^{-3} \), considered here \[27\]. In essence \( 1/\kappa_{Si} \) increases linearly with temperature with a distinct increase of the slope at 680 K. With reference to \( \kappa_{Si} \) we write

\[
\kappa(T) = c_\kappa \kappa_{Si}(T)
\]

\[
\frac{1}{\kappa_{Si}(T)} \simeq 1 \text{ W}^{-1}\text{cmK} \left(0.707 + 3.15 \times 10^{-3} (T - 300\text{K}) + 5.25 \times 10^{-4} (1 + \tanh(T - 680\text{K})) (T - 680\text{K})\right)
\]

where the tanh term provides an approximation for the step wise increase in the slope at 680 K. The scale parameter \( c_\kappa \) accounts for the reduction of the thermal conductivity due to increased phonon scattering in our structure. \( c_\kappa \) is expected to be less than 1 which provides a first sanity check for the model.

The electrical conductivity in the low doped section depends strongly on temperature and doping concentration \( n_d \). From experience we know that the effective resistance of the heater element is significantly lower than expected from the heater dimensions and the doping level. We attribute this observation to dopant diffusion during the high-temperature annealing step for activating the electrons in the high doped regions. Assuming a diffusivity of \( D \simeq 10^{-12} \text{ cm}^2\text{s}^{-1} \) \[28,29\] for the phosphorous diffusion at 1150\textdegree C and an annealing time of \( t_a = 1800 \text{ s} \) we estimate that the doping concentration markedly increases from the
nominal value of $3.3 \times 10^{17} \text{ cm}^{-3}$ at a distance of $\simeq 1 \mu \text{m}$ from the heater ends. To account for this effect we introduce a continuous doping profile which is approximated by the known solution for the 1-dimensional step profile diffusion

$$n_{td}(x) = n_d + (n_{hd} - n_d) \left(1 + \frac{\text{erf} \left(\frac{x-l_h/2}{\Delta}\right) + \text{erf} \left(\frac{-x-l_h/2}{\Delta}\right)}{2}\right)$$  \hspace{1cm} (5)$$

where $n_{hd} = 2.2 \times 10^{20} \text{ cm}^{-3}$ is the doping concentration from ion implantation in the low resistivity cantilever structure and $l_h = 4 \mu \text{m}$ denotes the geometrical heater length defined by the manufacturing process and the x-coordinate points along the heater axis.

Since neither the nominal doping concentration in the heater, $n_d$, nor the dopant diffusivity expressed in terms of the parameter $\Delta = 2\sqrt{D\tau}$ are known with sufficient accuracy we treat these numbers as fit parameters. The local electrical conductance in the heater section is calculated following Ref. [24]

$$\sigma_{td}(x, T) = 1.6 \times 10^{-19} \text{ C} (n_e(x, T)\mu_e(x, T) + n_h(x, T)\mu_h(x, T))$$  \hspace{1cm} (6)$$

where the electron and hole densities are given by

$$n_e(x, T) = \frac{1}{2} \left(n_{td}(x) + \sqrt{n_{td}^2(x) + 4n_i^2(x, T)}\right)$$  \hspace{1cm} (7)$$

$$n_h(x, T) = n_i^2(x, T)/n_e(x, T)$$

with

$$n_i(x, T) \simeq 2.70 \times 10^{19} \text{ cm}^{-3} \left(\frac{T}{300 \text{ K}}\right)^{3/2} \exp \left(\frac{E_g(x, T)}{2k_B T}\right) \text{ and}$$  \hspace{1cm} (8)$$

$$E_g(x, T) \simeq 1.17 \text{ eV} - \frac{4.73 \times 10^{-4} \text{ eV K}^{-1} T^2}{T + 636 \text{ K}} - 0.025 \text{ eV} \times (n_{td}(x)/10^{18} \text{ cm}^{-3})^{1/3}$$

where the pre-factor in the $n_i$ expression is adjusted to reproduce the published value of $n_i(300 \text{ K}) = 9.65 \times 10^{9} \text{ cm}^{-3}$ in low doped silicon. The last term in the $E_g$-equation accounts for the so-called band gap narrowing due to the dopant atoms (see Figure 7 in Ref. [31]). The electron (effective mass $m_e \simeq 0.33$) and hole (effective mass $m_h \simeq 0.55$) mobilities can be expressed in terms of impurity scattering (denoted by the index $i$) and phonon scattering (denoted by the index $ph$) contributions

$$\mu_e(x, T) = \frac{1}{\frac{1}{\mu_{i,e}(x)} + \frac{1}{\mu_{ph,e}(T)}}$$  \hspace{1cm} (9)$$

$$\mu_h(x, T) = \frac{1}{\frac{1}{\mu_{i,h}(x)} + \frac{1}{\mu_{ph,h}(T)}}$$
with
\[
\mu_{i,e}(x) \simeq 4.1 \times 10^{11} \text{cm}^2\text{V}^{-1}\text{s}^{-1} \frac{1\text{cm}^{-3/2}}{n_{id}^{1/2}(x)} \tag{10}
\]
\[
\mu_{i,h}(x) = \left(\frac{m_e}{m_h}\right)^{1/2} \mu_{i,e}(x) \simeq 0.746 \mu_{i,e}(x)
\]
and
\[
\mu_{ph,e}(T) \simeq 1.6 \times 10^3 \text{cm}^2\text{V}^{-1}\text{s}^{-1} \left(\frac{300\text{K}}{T}\right)^p \tag{11}
\]
\[
\mu_{ph,h}(T) = \left(\frac{m_e}{m_h}\right)^{5/2} \mu_{ph,e}(T) \simeq 0.279 \mu_{ph,e}(T)
\]
The exponent \(p\) in the phonon mobility expression Eqn.\(11\) constitutes a fourth empirical fit parameter which is on the order of 2 as noted in Ref. \[24\] whereas theoretical models would predict a value of 1.5.

Finally we follow Ref. \[32\] for parameterizing the temperature dependent conductivity \(\sigma_{hd}(T)\) in the quasi-metallic high doped regions. It has been observed that \(\sigma_{hd}^{-1}(T)\) can be described by a simple linear law for temperatures above 300 K and at doping levels greater than \(\simeq 10^{19} \text{cm}^{-3}\)
\[
\frac{1}{\sigma_{hd}(T)} = a_0 + a_1 (T - 300\text{K}) \tag{12}
\]
The coefficients \(a_0\) and \(a_1\) in the linear equation, which at a doping concentration of \(1.3 \times 10^{20}\) cm\(^{-3}\) are on the order of \(6 \times 10^{-4}\) ohm cm and \(1.6 \times 10^{-6}\) ohm cm K\(^{-1}\), respectively (see Fig. 1 in Ref. \[32\]), constitute the last two fit parameters in the model.

III. RAMAN TEMPERATURE MEASUREMENTS

To assess the simulation in terms of correctly predicting the tip temperature we performed Raman spectroscopy studies in analogy to the approach published in Refs \[21, 33\]. The method exploits the temperature dependence of the resonance frequency of the T2g vibrational mode which is manifested by a shift of the corresponding Stokes peak in the Si Raman spectrum. The measurements were performed using a grating spectrometer (Horiba Jobin Yvon, LabRam HR) operated at 0.1 cm\(^{-1}\) grating resolution and a Linkam TMS600 sample chamber which was adapted for vacuum (\(\simeq 10^{-2}\) mbar) operation. The instrument is located in a sophisticated temperature and vibration controlled laboratory environment \[34\] to ensure that Raman measurements are not compromised by instrumental drift.
FIG. 2. (a) Schematic of the Raman measurement set-up. (b) Raman spectra recorded in the temperature range from 300 K to 870 K on a Si test sample. Note that the laser power (1 mW) and the integration time (30 s) have been adapted to yield a similar photon count as observed in the measurements of the tip temperature. (c) Raman shift versus sample temperature: Open circles correspond to measured data and the dashed line is a linear fit which constitutes the calibration function. Inset figure shows the deviation of the measure data from the calibration curve. The dashed lines indicate the calibration error which increases approximately linearly with temperature.

Illumination of the sample and collection of the scattered light is accomplished by means of a long working distance 50x objective lens with a numerical aperture of 0.5. The primary light is provided by a 632 nm HeNe laser source with an output power of 12 mW and using calibrated optical attenuators to reduce the beam power incident on the cantilever structure, see Fig. 2(a). Specifically, Raman spectra were recorded at an incident power of 10 μW at temperatures below 950 K and the power was increased to 100 μW above 950
K to compensate for the loss of signal strength with increasing temperature, see Fig. 2(b). Considering the fact that approximately 10% of the laser light is actually absorbed in the cantilever structure the laser induced heating is not significant in comparison to the overall temperature error inferred from calibration experiments. The Raman spectra are recorded by placing the tip apex at the center of the objective focus. The Raman signal emanating from the tip is significantly enhanced owing to the field magnification effect at the tip apex which has a radius of curvature of less than 10 nm. Specifically we observed a 30x - 80x stronger Raman signal with respect to a flat Si surface. This enabled us to record clean spectra of the T2g optical phonon Stokes peak at $\simeq 520 \text{ cm}^{-1}$ within 10 to 60 seconds depending on the tip temperature.

The temperature is inferred from measuring the shift of approximately $-0.022 \text{ cm}^{-1} K^{-1}$ of the T2g phonon frequency induced by thermal strain. The latter could also be influenced by mechanical stress in the structure leading to a shift on the order of $10^{-3} \text{ cm}^{-1} \text{MPa}^{-1}$. From thermo-mechanical simulations we know that the stress levels in the heater section are below 20 MPa and consequently the stress induced error of the temperature measurement is less than 1 K and thus negligible. Calibration experiments were performed on a Si (100) wafer using the exact same set-up as for the cantilever measurement. The laser power was increased to 1 mW to compensate for the lower signal strength on planar samples. The Si wafer is uniformly heated using the hot plate in the sample stage from room temperature up to the maximum temperature of the hot plate of 900 K. Raman spectra are recorded at approximately 25 K temperature intervals and the signal is integrated over 30 seconds yielding spectra with approximately the same signal to noise ratio as in the cantilever measurements, see Fig. 2(b). The Raman shifts $\Delta R$ are obtained by fitting a Lorentzian profile to the measured spectral peaks. The temperature difference with respect to room temperature $T_{RT}$ can be fitted to a linear calibration function $T_{cal} - T_{RT} = 5 \text{ K} - 41.1 \text{ K cm} \times \Delta R$ which yields approximately a symmetric distribution of the calibration error $T_{cal} - T_{hot\,plate}$, see Fig. 2(c). The calibration error can be parameterized in the form $\pm \delta T_{cal} \simeq 5 \text{ K} + 0.02 \times (T_{cal} - T_{RT})$. The constant 5 K term is a systematic error due to the fact that $T(\Delta R)$ is not exactly a linear function over the full temperature range. Superimposed on this error is a seemingly random error due to an overall measurement inaccuracy which increases linearly with temperature.
IV. COMPARISON OF MODELING RESULTS WITH EXPERIMENTAL DATA IN THE ABSENCE OF COUPLING TO AIR

The observables of the measurement are the current flowing through the tip heater, $I_h$, the value of the electrical potential sensed by the right lever arm, $V_r$, and the tip temperature $T_{tip}$ while $V_b$ acts as control parameter, see Fig. 1 (b,c). $V_r$ measures the voltage drop occurring solely in highly doped Si and thus it helps to improve the fidelity of the simulation by decoupling the electrical conduction in low and high doped regions. The other important element is the series resistor, $R_s$, which ensures that $I_h(V_b)$ is a single valued function despite of the negative differential resistance exhibited by the tip heater when the intrinsic carrier density exceeds the doping concentration at high temperatures (typically above 800 K) [24, 37].

The heat flux perpendicular to the lever plane is negligible in vacuum since there is no coupling to air and the black body radiation, on the order of 1 $\mu$W at the highest temperature of 1150 K, is more than three orders of magnitude smaller than the overall dissipated power in the lever ($\approx$ 4 mW) at such heater temperatures. The thermal and electrical transport parameters in Eqs(4-12) are assumed to be constants across the lever cross section. Moreover, the lever thickness is constant over the entire structure. Therefore, a homogeneous temperature and current distribution along the out of plane axis is obtained and the simulation problem is reduced to a 2-dimensional one. We use the the FEniCS finite element solver [38, 39] to calculate the temperature and voltage distributions in the lever for a given set of fit parameters and a range of bias potentials $V_b$ from which we then compute the observables $I_h(V_b)$, $V_r(V_b)$, and $T_{tip}(V_b)$. The computed data serves as input for a non-linear Levenberg-Marquardt least square fit implemented in Python using the LMFIT function [40] to find the optimal parameter set which best fits the corresponding measured data.

The measurements of $I_h(V_b)$, $V_r$, and $T_{tip}(V_b)$ are performed simultaneously in the evacuated sample chamber of the Raman set-up. $V_b$ is ramped from 1 V to 11 V in 25 equally spaced increments and the cantilever is allowed to equilibrate for 10 seconds before data is taken. Three types of simulations termed optimization I, II, and III are performed using \{I_h(V_b)\}, \{I_h(V_b), V_r(V_b)\}, and \{I_h(V_b), V_r(V_b), T_{tip}(V_b)\} as input vector in the parameter optimization, respectively. Equal weight is assigned to the observables in the fit procedure.
FIG. 3. (a,d,g) Heater current $I_h$, (b,e,g) reader voltage $V_r$, and (c,f,i) tip temperature $T_{tip}$ as a function of bias potential. Open circles correspond to the measured data and full circles correspond to the model prediction. Option I (panels (a)-(c)), II (panels (d)-(f)), and III (panels ((g)-(i))) respectively refer to the input vector $\{I_h(V_b)\}$, $\{I_h(V_b), V_r(V_b)\}$, and $\{I_h(V_b), V_r(V_b), T_{tip}(V_b)\}$ used in the parameter optimization.

by normalizing the observables by their respective maximum values. Approximately 100 iterations are needed to obtain a set of fit parameters with less than $10^{-5}$ relative error with respect to the true optimum. Each iteration involves 7 FEniCS simulations to compute the derivative matrix for the least square fit program each of which consumes about 2 minutes of computation time on a workstation computer.

A comparison of the measured and simulated data are shown in Figs 3 and 4. Using solely $I_h(V_b)$ as input vector (optimization I) results in a significant error in the prediction of the reader potential, $V_r$, and tip temperature, $T_{tip}$. As can be seen from the correlation matrix, Fig. 4(d), all fit parameters are strongly interdependent among each other making the parameter estimation prone to systematic errors due to model inadequacies. Adding $V_r(V_b)$ to the input vector (optimization II) removes the $V_r$ error and a significant improvement of the model accuracy is obtained for the tip temperature up to 1100 K. One also sees from the correlation matrix, see Fig. 4(e), that a much better decoupling of the fit parameters is obtained. Including the tip temperature data to the fit vector (option III)
FIG. 4. Error of the predicted observables versus bias voltage $V_b$ for the three fit options I-III (measured values minus predicted values): (a) Heater current $I_h$, (b) reader voltage $V_r$, (c) tip temperature $T_{tip}$. The dashed lines in (c) indicate the expected calibration error of the Raman temperature measurement. (d) - (f) Covariance matrix of the parameter fit normalized by the diagonal elements for option I-III. Fit parameters are: Scale parameter for the thermal conductivity $c_\kappa$ (see Eqn(4)), width of the doping profile $\Delta$ and nominal doping level $n_d$ of the heater (see Eqn(5)), phonon scattering exponent $p$ (see Eqn(11)), and electrical resistivity in highly doped Si expressed in terms of the parameters $a_0$ and $a_1$ (see Eqn(12)). Option I - III respectively refer to the input vector \{I_h(V_b)\}, \{I_h(V_b), V_r(V_b)\}, and \{I_h(V_b), V_r(V_b), T_{tip}(V_b)\} used in the parameter optimization.

yields excellent agreement between predicted and measured tip temperature over the entire temperature range. However, the current error increases somewhat but the relative error remains below 2%. More importantly, we achieve an excellent mutual decoupling between the thermal conductivity parameter $c_\kappa$, the electrical leg resistance parameters $a_0$ and $a_1$, and the electrical heater parameters $\Delta$, $n_d$, and $p$, see Fig. 4(f). The values of the fit parameters obtained from the three optimization schemes are listed in Table I. It is apparent that the most sensitive parameters are the doping level of the heater, $n_d$ and the phonon scattering exponent $p$ which are significantly different depending on the optimization model. On the other hand, robust predictions for $c_\kappa$, $\Delta$, $a_0$, and $a_1$ parameters are obtained in particular if one compares optimization II and III. Given the model parameters one can easily compute the resistances of the heater, $R_h$, the leg structure, $R_{l1} + R_{l2}$, and the total cantilever, $R_h + R_{l1} + R_{l2}$, as a function of tip temperature, see Fig. 5. As expected, the overall resistance of the cantilever is dominated by the heater resistance up to a heater temperature.
FIG. 5. Resistance of the total cantilever, the low doped heater element, and the high doped leg structure versus heater temperature as determined from the simulation.

| optimization vector | $c_\kappa$ | $\Delta$ | $n_d$ | $p$ | $a_0$ | $a_1$ | $T_i$ |
|---------------------|------------|----------|-------|-----|-------|-------|-------|
| $I_h$               | 0.744(7)   | 0.681(30)| 4.10(62)| 2.64(2)| 5.87(21)| 1.67(10)| 805   |
| $I_h, V_r$          | 0.675(8)   | 0.649(53)| 6.87(140)| 2.80(2)| 9.32(6)| 1.08(3)| 851   |
| $I_h, V_r, T_{tip}$ | 0.686(5)   | 0.647(51)| 5.75(94)| 2.65(5)| 9.34(15)| 1.11(5)| 831   |

TABLE I. Compilation of parameter values obtained from fitting the simulation data to the experimental data using the observables $I_h(V_b)$ (option I), $I_h(V_b) - V_r(V_b)$ (option II), and $I_h(V_b) - V_r(V_b) - T_{tip}(V_b)$ (option III) as input vector for the fit. The numbers in brackets refer to the fit uncertainty in least significant figures. The inversion temperature $T_i$ corresponding to the doping concentration $n_d$ and $p$ value is tabulated in the last column.

of 1200 K and only at temperatures larger than 1300 K the leg resistance starts to take over. Nevertheless, we point out that one needs to account for the temperature dependence of the leg resistance in order to achieve good agreement of the modeling results with the measured data.

To assess the robustness of the model we performed measurements and model fitting on three additional cantilevers taken from the same wafer batch. In all cases we obtain excellent consistency of the model parameters within less than 10% error margin with the exception of the doping concentration of the heater which exhibits a significantly larger scatter, see Table II. We attribute this parameter sensitivity to the short length of the heater. We also ran model fits fixing the doping concentration in eqn (5) to the nominal value of $n_d = 3.3 \times 10^{17}$.
TABLE II. Compilation of parameter values obtained from fitting the simulation data obtained from four different levers to the experimental data using optimization vector $I_h(V_b) - V_r(V_b) - T_{tip}(V_b)$ as input vector for the fit (option III). The results discussed in the manuscript refer to lever 1. The parameter values obtained by fixing the doping concentration to the nominal value of $n_d = 3.3 \times 10^{17}$ cm$^{-3}$ are also quoted for each lever.

cm$^{-3}$ which has little effect on the other parameters. Therefore we can say that the model not only reliably reproduces the electrical characteristics of our cantilever design but one also obtains accurate measurements of the physical parameters used to describe the thermal and electrical conduction in the high and low doped silicon. We also note that the model provides reliable numbers for the dopant diffusion at the interface between high doped leg structures to the low doped heater section in a non-destructive experiment. This property is highly valuable for the control and optimization of the critical thermal annealing process used in the fabrication of the cantilevers.

The more standard representation of the electrical lever characteristics is in the form of a so-called I-V curve which is a map of the heater current $I_h$ observed at a lever potential $V_l = V_b - R_s I_h$, see Fig. 6(a). The prominent feature in the I-V curve is the knee-point at which the differential lever resistance assumes a zero value, i.e. $dV_l/dI_h = 0$. This condition is equivalent to $dR_l/dT = 0$ where $R_l = V_l/I_h$ denotes the lever resistance. The knee point has often been used as reference point for the temperature calibration assuming that the temperature at this point coincides with the inversion temperature $T_i$ of the heater. The latter is defined by $d\rho(T_i)/dT = 0$. From the heater doping level of $n_d = 5.75 \times 10^{17}$ cm$^{-3}$ we...
FIG. 6. (a) Heater current $I_h$ versus lever potential $V_l$: Open circles correspond to measured data and filled circles correspond to the model prediction using parameters from the option III fit. Note that the simulation predicts a knee temperature (indicated by the arrows) which is 50 K lower than the measured value. (b) Tip temperature $T_{tip}$ versus electrical power $P_l = V_l \times I_h$ dissipated in the lever: Open circles correspond to measured data and filled circles correspond to the model prediction using parameters from the option III fit. The dashed line represents the algebraic form (see Eqn (13)) of the temperature-power correlation. The inset panel shows the difference between measured and predicted tip temperature as a function of $P_l$ (The dashed lines indicate the expected calibration error of the Raman temperature measurement.).

We obtain $T_i = 831$ K, see Table II, which is significantly lower than the predicted, 893 K, and the measured, 943 K, values. There are two reasons for this discrepancy: (1) The resistivity of the high doped Si increases with temperature which needs to be compensated by a corresponding negative temperature coefficient of the resistance of the heater section. This effect accounts for an approximately 15 K shift of the knee temperature towards a higher value. (2) The doping profile in the heater is highly non-uniform, see Fig. 7(a), and as a result, the inversion temperature is also non-uniform. To obtain an overall negative differential heater resistance a significantly higher temperature is required in order to compensate the positive differential resistance from the parts of the heater in which the temperature is below the local inversion temperature, see Fig. 7(b). Another consequence of the non-uniform doping profile is the fact that the effective heater width increases with temperature and as a result the heater becomes more efficient with increasing temperature.

Despite the rather sophisticated model used in the simulation we have difficulties to accurately predict the I-V curve in the vicinity of the knee point. In particular, the predicted knee temperature is systematically underestimated by $\simeq 50$ K. This observation tells us that the I-V curve is extremely sensitive to how accurately one models the heater section. Ignoring
the tip in the model might be one of the reasons for this shortcoming. We also did not include the Joule-Thomson effect in the model. However, we know from other simulations that the Joule-Thomson effect does not fundamentally improve the prediction accuracy but it leads to a shift of the temperature distribution by less than 500 nm in the direction of the current flow.

More interesting from a temperature calibration point of view is the fact that an excellent agreement between measured and predicted tip temperature is obtained if the temperature is plotted as a function of the electrical power $P_L = V_L I_h$ dissipated in the lever, see Fig. 6(b). The correlation can be expressed in terms of a simple algebraic equation yielding less than 25 K temperature error over the entire temperature range

$$T_{\text{tip}} = T_{RT} + 103 \times \frac{P_L}{1 \text{ mW}} + 11.2 \times \left( \frac{P_L}{1 \text{ mW}} \right)^{3.1}$$

for $P_L \leq P_{th} = 2.95 \text{ mW} \equiv T_{\text{tip}} \leq T_{th} = 916 \text{ K}$

and

$$T_{\text{tip}} = T_{RT} + 213 \times \frac{P_L}{1 \text{ mW}}$$

for $P_L > P_{th} \equiv T_{\text{tip}} > T_{th}$

where $T_{RT}$ denotes the tip temperature at zero power. The nice feature of the power curve is the sharp transition from non-linear to linear behavior at the threshold temperature $T_{th}$ which provides a good estimate for the actual knee temperature. The non-linear dependence of the tip temperature as a function of applied power below $T_{th}$ is mainly caused by the decrease of the thermal conductivity in Si with increasing temperature which helps to confine the heat within the heater. Note, however, that the fit exponent of 3.1 expresses merely an observed correlation and its value is neither universal nor does it have a deeper physical meaning. The linear relation above $T_{th}$ is a robust feature which has been observed in simulations of other lever structures and doping levels in the heater. It appears to be a rather fortuitous coincidence which is hard to explain in simple terms.

V. CANTILEVER MODELING IN THE PRESENCE OF AIR

Including the thermal coupling to air substantially increases the complexity of the modeling task because the heat flux per unit area strongly depends on the geometry. To illustrate this property we consider a circular disk of radius $r$ which is at a temperature $T$,
FIG. 7. (a) Doping profile calculated according to Eqn(5) and inversion temperature in the heater section for $\Delta = 0.647 \, \text{mm}$ and $n_d = 5.75 \times 10^{17} \, \text{cm}^{-3}$, see option III in Table I. The x-axis is centered with respect to the heater which has a nominal length of 4 $\mu$m. Note that the effective heater length is reduced by approximately a factor of 2 due the diffusion of doping atoms from the highly doped connecting Si structures during the thermal activation and annealing step in the fabrication process. (b) Local resistivity $\rho$ and local heater temperature $T$ as determined from the simulation at different operating points. Solid lines in the $\rho$-curves correspond to a positive value of $d\rho/dT$ whereas negative values are obtained in the dashes sections. The curve labeled ($V_l = 3.06 \, \text{V} / I_h = 0.93 \, \text{mA}$) corresponds to the knee point at $T_{\text{kip}} = 893 \, \text{K}$ indicated in Fig. 5. The curves labeled ($V_l = 1.90 \, \text{V} / I_h = 0.95 \, \text{mA}$) and ($V_l = 2.74 \, \text{V} / I_h = 1.43 \, \text{mA}$) represent situations in the plateau region below the knee point and in the high temperature region above the knee point, respectively.

...
FIG. 8. Schematic of the heat flux emanating from a circular disk heater with radius $r$ and at a temperature $T$. The heater is placed midway between two planar surfaces which are at a temperature $T_0$ and which are separated by a distance $2h$. (a) If the radius of the heater is larger than the distance from the planes, the heat flux can be approximated by the constant temperature gradient solution and correspondingly the flux density scales as $1/h$. (b) In the opposite limit, $r < h$, the heat flux is governed by the $1/d$ scaling of temperature gradient where $d$ denotes the distance from the heater leading to a flux funneling towards the heater. As a result, the mean heat flux density scales as $1/r$. 

which scales proportional to the radius, and we obtain for the transfer coefficient $K_{\text{air}} = J/((T - T_0)2\pi r^2) = (2/\pi)\kappa_{\text{air}}/r \simeq 1.5 \times 10^4 \text{Wm}^{-2}\text{K}^{-1} \times (1 \mu\text{m}/r)$. The coupling coefficient depends on the size of the structure and it can assume values on the order of $10^4 \text{Wm}^{-2}\text{K}^{-1}$ at the micrometer scale. In other words, the heat flux into air is governed either by the distance to the nearest heat sink or the dimension of the heated structure depending upon whichever is the smallest. Therefore one cannot simply use some global coupling resistance as has been done in some of the published work.

The only viable way to treat the heat flux into the surrounding air in a physical meaning full way is to solve Eqs(1-3) in a full 3-D simulation which adds substantial complexity to the modeling task (typically 3 orders of magnitude more execution time for running a finite element simulation). Here we consider a cantilever which is freely suspended in air as an approximation to the real experimental situation in the measurement set-up. The air volume is meshed in a 60 $\mu$m radius sphere around the cantilever and the open boundary problem is solved using the Kelvin transform for the exterior space. The boundary conditions for the temperature are $T = 293 \text{ K}$ at infinity and at the end sections of the lever. The thermal conductivity of air for the temperature range pertaining to our problem is parameterized as
FIG. 9. (a) Heater current $I_h$, (b) reader voltage $V_r$, and (c) tip temperature $T_{tip}$ as a function of bias potential for a lever structure operated in air. Open circles correspond to the measured data and full circles correspond to the model prediction using the parameter set determined from the vacuum simulation (option III) and the expression in Eqn (14) for the thermal conductivity in air. (d) - (f) Error of the model prediction corresponding to the observables in (a) - (c). The dashed lines in (f) indicate the expected calibration error of the Raman temperature measurement.

follows [43]

$$\kappa_{\text{air}} = 1 \text{Wcm}^{-1}\text{K}^{-1} \times \left( 2.60 \times 10^{-4} + 4.70 \times 10^{-7} \text{K}^{-1} T + 1.48 \times 10^{-7} \text{K}^{-1/2} T^{1/2} - 6.63 \times 10^{-2} T^{1} + 9.14 K^2 T^{-2} - 6.50 \times 10^2 K^3 T^{-3} \right). \quad (14)$$

To simplify matters and as a test for the predictive power of the model we use the material and heater parameters determined from optimization III of the vacuum data. The agreement between the predicted and measured observables is indeed very good, see Fig. 9 considering the fact that there are no adjustable parameters in the simulation.

As expected from the discussion in the context of the vacuum results the predicted I-V curve deviates substantially from the measured one, see Fig. 10(a), and the simulation again predicts a knee temperature which is a bit more than 50 K below the measured value. However, as was already the case before, the tip temperature versus power characteristics of the simulation and the measurement overlap with less than 25 K error. The intriguing finding of this study is the fact that one can use exactly the same functional form for the correlation function to represent the data by merely scaling $P_{i,\text{vacuum}} = P_{i,\text{air}}/k$ in Eqn (13) by a constant factor $k = 1.29$. In other words, the additional heat loss due to the heat
FIG. 10. (a) Heater current $I_h$ versus lever potential $V_l$ for a lever structure operated in air: Open circles correspond to measured data and filled circles correspond to the model prediction using parameters from the vacuum simulation (option III) and the expression in Eqn [14] for the thermal conductivity in air. Note that the simulation predicts a knee temperature (indicated by the arrows) which is 54 K lower than the measured value. (b) Tip temperature $T_{tip}$ versus electrical power $P_l = V_l \times I_h$ dissipated in the lever: Open circles correspond to measured data and filled circles correspond to the model prediction. The dashed line represents the algebraic form of the temperature-power correlation substituting $P_l/k$ in Eqn [13] with $k=1.29$. The inset panel shows the difference between measured and predicted tip temperature as a function of $P_l$ (The dashed lines indicate the expected calibration error of the Raman temperature measurement).

conduction in air is a constant fraction, namely 0.29, of the total power dissipated in the lever irrespective of the tip temperature. One may expect that this property is also approximately preserved in more complex situations involving for example air cooling by a nearby surface on one side of the lever and open space on the other side. The scale factor will be different, of course, but it can be determined from a measurement of the lever power $P_{knee}$ at the knee point and using the relation $P_{knee} = k \times P_{th}$ where $P_{th}$ is determined from a much simpler vacuum simulation.

VI. CONCLUSIONS

One may argue that the excellent predictive power of our simulation is simply due to the large number of fit parameters used in the model. This view ignores the fact that the fit parameters have a distinct physical meaning and are not just expansion coefficients in an empirical correlation function. As such, our model is robust in the sense that we obtain a consistent set of fit parameters from different cantilever specimens. This allows us to pin down material parameters with better than 10% reliability, which is remarkable given
the complex geometry and device physics, in particular of the low doped heater section. We also demonstrate that dopant diffusion induced by a thermal annealing step in the fabrication process is significant and we can actually measure the diffusion length in a non-destructive manner. We also find that the I-V curve is extremely hard to predict accurately at the knee point despite the fact that we use a rather sophisticated tapered doping profile model to describe the low-doped heater section. Ignoring the presence of the tip in the numerical model could be responsible for this shortcoming. This hypothesis is supported by the air simulations. Here the influence of the tip is further accentuated by the effective air coupling provided by the sharp apex structure which leads to an additional heat loss channel. Ignoring this channel could be the cause for the significant discrepancy between predicted and measured I-V curves in Fig. 9(a). On the other hand, we find that the correlation between tip temperature and electrical power dissipated in the lever is accurately reproduced by our simulations both in vacuum and in air. A particularly intriguing result is the fact that the correlation in air and in vacuum can be expressed in terms of exactly the same analytical function by merely applying a linear scaling of the power. In other words, the heat which is globally dissipated into air is a constant fraction of the applied electrical power irrespective of the tip temperature. This result, which is hard to rationalize given the complex geometry dependence of the heat dissipation into air and the highly temperature dependent thermal conductivity in air, in combination with I-V curve measurements is of significant practical value for an accurate prediction of the tip temperature under various degrees of air cooling in real experimental situations.
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