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Abstract. We present a new method for statistical verification of quantitative properties over a partially unknown system with actions, utilising a parameterised model (in this work, a parametric Markov decision process) and data collected from experiments performed on the underlying system. We obtain the confidence that the underlying system satisfies a given property, and show that the method uses data efficiently and thus is robust to the amount of data available. These characteristics are achieved by firstly exploiting parameter synthesis to establish a feasible set of parameters for which the underlying system will satisfy the property; secondly, by actively synthesising experiments to increase amount of information in the collected data that is relevant to the property; and finally, propagating this information over the model parameters, obtaining a confidence that reflects our belief whether or not the system parameters lie in the feasible set, thereby solving the verification problem.

1 Introduction

Formal verification relies on full access to accurate models describing the behaviour of systems in order to guarantee their correctness. Such models are often hard to obtain for systems encompassing partially understood behaviours and uncertain events. For a partially unknown system, the unknown model characteristics can be represented via non-determinism in the form of parameters. The resulting parameterised model captures all available knowledge on the underlying system of interest.

We target the verification of a fragment of Probabilistic Computation Tree Logic (PCTL) on partially unknown systems with actions. We develop a new approach that incorporates the available information captured by a parameterised model with the active collection of a limited amount of data from the underlying system. The verification problem is tackled in three phases. In the first phase we use the available parameterised model to synthesise the set of parameters for which the property of interest is satisfied (called the feasible set).

In the second phase a series of experiments are designed and executed on the system to update the knowledge available about the parameters of the parameterised model. More precisely, a procedure executes the designed experiments,
obtains data from the system and, by means of Bayesian statistics, updates distributions over the likely parameter values of the parameterised model. This updated knowledge is returned to the experiment design module, and the process is repeated until a preset limit on the total amount of collectible data is reached. The design of such experiments is important to attain a reasonable level of confidence in the acceptance or rejection of a property with a limited amount of data.

In the final phase, we combine the output from the parameter synthesis with the updated distributions over the model parameters to quantify the confidence that the system satisfies (or does not satisfy) the property.

This work extends the contributions in [19] by focussing on systems with actions: the presence of (action) non-determinism provides the potential for experiment design, whereby we select actions to improve the accuracy of our confidence value. More precisely we design experiments that maximise the usefulness of the data collected. Intuitively, this means that we want to design experiments to prioritise the collection of data that leads to proving or disproving the satisfaction of the property. In this work, we present the complete approach, and evaluate the contribution of our experiment design procedure. We argue that automated experiment design allows us to draw sensible conclusions robustly with a limited amount of data.

Structure of the paper. Section 2 provides the necessary background information for the rest of paper to build upon. Section 3 presents an overview of our algorithm. Subsequent sections detail the different phases of the algorithm: in Section 4 we show how we collect data; Section 5 provides details on the confidence computation; and the key contribution of this work is Section 6, which outlines our experiment design approach.

1.1 Problem Statement

Consider a partially unknown system $S$, with external non-determinism in the form of actions, and suppose we can gather a limited amount of sample trajectories from this system. Assume the partial knowledge about the system is encompassed within a parameterised model class describing the behaviour of $S$. We investigate two sub-problems:

- Can we efficiently use this limited amount of data from a system $S$ to quantify a confidence that the system $S$ verifies a given PCTL property?
- How should we design an experiment on the system such that the gathered data allows us to verify the property with the greatest degree of accuracy? Let the choice of actions of system $S$ be something we can control during the experiment, and let there only be a limited amount of available experiment time; can we optimise the sequence of actions to increase the accuracy of the confidence quantification?
1.2 Related Work

We compare our work to two branches of research: Statistical Model Checking (SMC) and research concerned with learning models from system data. We contrast our experiment design method with existing strategy synthesis techniques for fully known Markov decision processes (MDPs).

We emphasise that we tackle a different problem than SMC: we target partially unknown systems and gather data from the underlying system; SMC[16] targets fully known models that are too big for conventional verification, and generates large amounts of data from the models themselves. When applied to model-free scenarios [23, 24], SMC generates this data from the underlying system. By using partial model knowledge, we substantially reduce this data requirement. In addition, SMC for systems with non-determinism [4, 12] considers only bounded-time properties, and depends on the ability to generate traces from the model of length greater than the bound. By incorporating parameter synthesis tools, we are able to consider unbounded-time properties and to draw conclusions from much shorter traces.

Research on learning models from system data is broad. [18, 22] use a Bayesian approach to learn full Markov models of completely unknown systems. Our work uses a similar Bayesian method but differs because we include information from the partial model, which allows us to consider known relationships between parameters and thus reduce the amount of data needed for inference. [1, 3] use active learning to discover full MDP models from data, prioritising actions by variance minimisation or KL divergence. The inclusion of a partial model in our method allows us to instead prioritise gathering data that contributes to the acceptance or rejection of a given property over the system. Although [3] learns the model with the goal of system verification, the authors provide no means of quantifying a confidence that the system satisfies the property, as they do not have a way to assess which transition probabilities have the greatest contribution to the satisfaction of the property.

Considering different model classes, experiment design is also used in system identification [7]. Recent studies [10, 11] have incorporated experiment design to data-driven statistical verification over dynamical systems with partly unknown dynamics, controllable inputs and noisy measurements. Similar to our approach, they also compute a confidence estimate on the properties of interest by gathering data through optimal experiment design.

Action selection for Markov decision processes, though in our context used for experiment design, is a known problem that in general amounts to synthesising strategies. [15] presents an overview for MDPs with static rewards, and [8] provides solutions for MDPs with non-Markovian rewards. Closer to our approach, [9] synthesises strategies for MDPs online, where an agent learns a state cost only after selecting an action. [13] use inference-based techniques over strategies to pick a strategy that maximises the expected reward for an MDP with arbitrary rewards.
2 Background

We model a fully known system as a Markov decision process [2].

**Definition 1** A discrete-time Markov decision process (MDP) \( M \) is a tuple \((S, \text{Act}, T, \text{init}, \text{AP}, L)\), where:

- \( S \) is a finite, non-empty set of states,
- \( \text{Act} \) is a set of actions,
- \( T : S \times \text{Act} \times S \rightarrow [0, 1] \) is the transition probability function, such that \( \forall s \in S \) and \( \forall a \in \text{Act} \), \( \sum_{s' \in S} T(s, a, s') \in \{0, 1\} \),
- \( \text{init} : S \rightarrow [0, 1] \) denotes an initial probability distribution over the states \( S \), such that \( \sum_{s \in S} \text{init}(s) = 1 \),
- The states in \( S \) are labelled with atomic propositions \( a \in \text{AP} \) via the labelling function \( L : S \rightarrow 2^{\text{AP}} \).

An action \( a \in \text{Act} \) is enabled in state \( s \) if and only if \( \sum_{s' \in S} T(s, a, s') = 1 \). Let \( \text{Act}(s) \) denote the set of enabled actions in \( s \). For any state \( s \in S \), it is required that \( \text{Act}(s) \neq \emptyset \). Each state \( s' \in S \) for which \( T(s, a, s') > 0 \) is called an \( a \)-successor of \( s \). Those states \( s \) satisfying the condition \( \text{init}(s) > 0 \) are called initial states.

We assume that the MDP is not known exactly, and instead belongs to the set of MDPs represented by a parametric Markov decision process.

**Definition 2** A discrete-time parametric Markov decision process (pMDP) is a tuple \( M_\theta = (S, \text{Act}, T_\theta, \text{init}, \text{AP}, L, \Theta) \), where \( S, \text{init}, \text{Act}, \text{AP}, L \) are as in Definition 1. The entries in \( T_\theta \) are specified in terms of parameters, collected in a parameter vector \( \theta \in \Theta \), where \( \Theta \) is the set of all possible evaluations of \( \theta \). Each evaluation gives rise to an induced Markov decision process \( M(\theta) \).

\[ \forall s \in S, \forall a \in \text{Act}(s), \forall \theta \in \Theta : \sum_{s' \in S} T_\theta(s, a, s') = 1, \] namely any \( \theta \in \Theta \) induces an MDP \( M(\theta) \) where the transition function \( T_\theta \) can be represented by a stochastic matrix. We also assume a prior distribution on the model parameters (to be used in Bayesian inference). We assume all non-parameterised transition probabilities are known exactly.

As in [19], we consider linearly parameterised MDPs, where unknown transition probabilities can be linearly related. More precisely, given \( \Theta \subseteq [0, 1]^n \) and parameter vector \( \theta = (\theta_1, \ldots, \theta_n) \in \Theta \) with \( \theta_i \in [0, 1] \), a pMDP is considered linearly parameterised if all outgoing transition probabilities of state-actions pairs have probability \( g_i(\theta) \) or \( 1 - g_i(\theta) \), where \( g_i(\theta) = k_0 + k_1\theta_1 + \ldots + k_n\theta_n \) with \( k_i \in [0, 1] \) and \( \sum k_i \leq 1 \). This restriction is due to the transformations presented in [19] necessary to perform Bayesian inference over the model parameters. As before, \( \forall s \in S, \forall a \in \text{Act}(s), \forall \theta \in \Theta : \sum_{s' \in S} T_\theta(s, a, s') = 1 \).
2.1 Strategies

A strategy for an MDP resolves nondeterminism by choosing an action in each state of the model. In our work experiment design amounts to synthesising a strategy for an MDP, i.e., a sequence of actions, under which we generate data from the system. We focus on deterministic memoryless strategies in this paper, i.e., strategies that always pick the same action in any given state, independent of the history of states already visited. Future work will extend to both memory-dependent and randomised strategies.

**Definition 3.** A deterministic memoryless strategy for an MDP $\mathcal{M}$ is a function $\pi : S \rightarrow \text{Act}$ s.t. $\pi(s) \in \text{Act}(s) \forall s \in S$.

2.2 Properties – Probabilistic Computational Tree Logic

We consider system specifications (aka properties) given in a fragment of Probabilistic Computational Tree Logic (PCTL) [2]. Since we use PRISM [14] for parameter synthesis, we consider non-nested, unbounded-time “until” properties expressed in PCTL.

**Definition 4** Let a discrete-time MDP be given. Let $\phi$ be a formula interpreted over states $s \in S$, and $\varphi$ be a formula interpreted on paths of the MDP. Also, let $\triangledown \in \{<, \leq, \geq, >\}$, $n \in \mathbb{N}$, $p \in [0,1]$, $c \in AP$. The Syntax of the PCTL fragment we consider is given by:

$$\phi := \text{true} | c | \phi \land \phi | \lnot \phi | P_\phi(\varphi), \qquad \varphi := \bigcirc \phi | \phi U \phi.$$  

**Definition 5** Consider a PCTL formula $\phi := P_\phi(\phi_1 U \phi_2)$. Let $\mathbb{P}(M(s, \varphi))$ denote the probability associated to the paths of an MDP $M$ starting from $s \in S$ satisfying the path formula $\varphi$ under the strategy $\pi$. Let $\mathbb{P}(M)$ denote all deterministic memoryless strategies for $M$. The satisfaction of the formula $\phi$ by $M$ is given by:

$$M \models P_\phi(\phi_1 U \phi_2) \iff \forall s \in S, \mu_{init}(s) > 0 : \min_{\pi \in \mathbb{P}(M)} \mathbb{P}_M(s, \phi_1 U \phi_2) \triangledown p.$$  

We introduce the feasible set of parameters, denoted $\Theta_\phi$, which is the set of parameter evaluations for which the property is satisfied.

**Definition 6** Let $M(\theta)$ be an induced MDP of the pMDP $M_\theta$, indexed by parameter vector $\theta \in \Theta$. Let $\phi$ be a formula in PCTL. The feasible set $\Theta_\phi$ is defined as: $\theta \in \Theta_\phi \iff M(\theta) \models \phi$.

We use $\mathbb{P}(A)$ to denote the probability of an event $A$, $p(\cdot)$ to represent probability density functions and $P_\phi(\cdot)$ for the probabilistic operator in PCTL.
3 Overview of the Method

Our method is made up of three distinct phases, as shown in Fig. 1.

1. We use a parameter synthesis tool to determine a set of feasible parameters for which the property is satisfied by the system, based on the given parametric Markov decision process, see Section 3.1.

2. (a) We synthesise a strategy for collecting data, based on the feasible set and the prior distribution over the parameters, see Section 6.
(b) We collect data from the underlying system using the synthesised strategy, see Section 4.
(c) We use Bayesian inference to infer a distribution over the likely values of the parameters, based on the collected data, and update the respective prior distributions with the new information, see Section 4. If we can sequentially collect more data, loop back to step 2 (a).

3. We compute the confidence that the system satisfies the property, based on the data collected, see Section 5.

Updating the posterior distributions for parametric Markov decision processes with linear relationships between the parameters requires special treatment, as detailed in Section 4.

![Fig. 1: Overview of the verification procedure.](image)

3.1 Parameter Synthesis

The first phase of the method uses parameter synthesis to find the feasible set of parameters, namely parameter evaluations corresponding to models of the considered pMDP that satisfy the given PCTL property. This step leads to the set of parameters $\Theta_\phi = \{\theta \in \Theta : \mathbf{M}(\theta) \models \phi\}$.

The output of the parameter synthesis procedure is a mapping from hyper-rectangles (which are subsets of parameter evaluations) to truth values, namely “true” if the property is satisfied in the hyper-rectangle and “false” otherwise.
Implementation: We use PRISM [14] for parameter synthesis: the tool computes a rational function of the parameters, which expresses the result obtained from model checking the PCTL property on the parameterised model. Our approach can also make use of Storm [21], which shows potential to be scalable to much larger systems. Storm lifts a parametric Markov decision process to a parameter-free Stochastic Game (SG) between two players, and solves the resulting SG via standard value iteration.

4 Bayesian Inference in Parametric Markov Decision Processes

In this work, we collect data from the underlying system and use Bayesian learning to infer a probability distribution over parameters of the pMDP model based on the collected data. Bayesian inference maintains a probability distribution over these parameters and updates the distribution by employing Bayes’ rule as more observations are gathered [22]. An initial prior distribution \( p(\theta) \) is assumed.

Data. We collect finite traces from the underlying system, in the form of a sequence of visited states and actions. We use \( D \) to denote a set of finite traces. We split the data into transition counts: \( D_{s_k,\alpha_1,s_l} \) denotes the number of times the transition from \( s_k \) to \( s_l \) under action \( \alpha_1 \) appears within the data set \( D \). Each transition count is the outcome of an independent trial in a multinomial distribution\(^3\) with event probabilities given by the transition probabilities.

Assume for now that the transitions are parameterised either with constants or with single parameters of the form \( \theta_i \) or \( 1 - \theta_i \). We can group transition counts for identically parameterised transitions. We shall denote by \( D_{\theta_j} \) the transition counts for all transitions with probability given by \( \theta_j \).

We wish to obtain posterior distributions for each parameter via marginal distributions (which, in this case, are binomial distributions), by applying parameter-tying [20] techniques. We thus obtain a number of transition counts for \( 1 - \theta_j \) as the sum of all transitions not parameterised with \( \theta_j \), under an action that has a transition parameterised with \( \theta_j \), and denote it by \( D_{\neg \theta_j} \). Hence \( D_{\theta_j} \) and \( D_{\neg \theta_j} \) are calculated as:

\[
D_{\theta_j} = \sum_{s_k \in S, s_l \in S, \alpha_k \in Act} D_{s_k,\alpha_k,s_l} \text{ for } T(s_i,\alpha_k,s_l) = \theta_j \text{, and}
\]

\[
D_{\neg \theta_j} = \sum_{s_k \in S, s_l \in S, \alpha_k \in Act} D_{s_k,\alpha_k,s_l} \text{ for } T(s_i,\alpha_k,s_l) \neq \theta_j \land \exists s_m \in S : T(s_i,\alpha_k,s_m) = \theta_j.
\]

Let \( D_{\theta_j,\neg \theta_j} \) denote the pair \( (D_{\theta_j}, D_{\neg \theta_j}) \). For parameterisations where the transition probabilities are expressed as linear functions of parameters, we obtain

\(^3\) A multinomial distribution is defined by its density function \( f(\cdot \mid p, N) \propto \prod_{i=1}^{k} p_{n_i}^{n_i} \) for \( n_i \in \{0,1,...,N\} \) and such that \( \sum_{i=1}^{k} n_i = N \), where \( N \in \mathbb{N} \) is a parameter and \( p \) is a discrete distribution over \( k \) outcomes.
Bayesian Inference with Data. Consider a parametric Markov decision process $\mathbf{M}_\theta = (S, \text{Act}, \Theta, \text{init}, \text{AP}, L, \theta)$ with $\Theta \subseteq [0,1]^n$. Suppose that we have obtained $D_{\theta_j}$ and $D_{-\theta_j}$ for all $\theta_j \in \theta$, and that we have assumed non-informative, uniform prior distributions for all parameters $\theta_j \in \theta$, denoted by $p(\theta_j)$. The posterior density $p(\theta_j \mid D)$ is given by Bayes’ rule:

$$p(\theta_j \mid D) = \frac{P(D \mid \theta_j)p(\theta_j)}{P(D)} = \frac{p(\theta_j)D_{\theta_j}^D(1-\theta_j)^{D_{-\theta_j}}}{P(D_{\theta_j},-\theta_j)}.$$

A standard approach [5, 17, 22] is to consider the prior to be a Dirichlet distribution. The posterior distribution is then updated by adding the event counts to the hyperparameters of the prior. The Dirichlet prior distribution for the pair $(\theta_j, 1-\theta_j)$ is denoted as $\text{Dir}(\theta_j \mid \mu^\theta)$ with hyperparameters $\mu^\theta = (\mu^\theta_1, \mu^\theta_2)$. Thus, the updated posterior distribution for the parameter $\theta_j$ is given as: $\theta_j \sim p(\theta_j \mid D) = \text{Dir}(\theta_j \mid D_{\theta_j},-\theta_j + \mu^\theta)$.

The posterior distribution for the entire parameter vector $\theta$, given by $p(\theta \mid D)$ is equal to the product of the posterior distributions for all $\theta_i \in \theta$. This holds due to the independence of each $\theta_i$ over independent state-action pairs in the pMDP. Note that, if we have a linearly parameterised MDP, we obtain some of the transition counts in the form of multinomial distributions. We hence obtain realisations of the posterior by a sampling procedure from [19] as explained in Section 4.

Extension: obtaining $D_{\theta_j,-\theta_j}$ for Linear Parameterisations. Linearly parameterised MDPs, as stated in Definition 2, have transition probabilities expressed using affine functions of the form $g_l(\theta) = k_0 + k_1\theta_1 + \ldots + k_n\theta_n$. We apply two transformations, as introduced in [19], to the pMDPs. The transformations result in an expanded model that contains only transition probabilities expressed as constants, or in the form of $\theta_j$ or $1-\theta_j$, for any parameter $\theta_i \in \theta$. The expanded model allows us to derive distributions for $D_{\theta_j,-\theta_j}$ for all component parameters $\theta_j \in \theta$, which we denote by $D^*_\theta$.

- Transition splitting, which expands a transition with probabilities expressed as $k_0 + k_1\theta_1 + \ldots + k_n\theta_n$ into $n$ transitions with probabilities expressed as $k_0, k_1\theta_1, \ldots, k_n\theta_n$, respectively. This is illustrated in Fig. 2.
- State splitting, which expands a transition with probabilities expressed as $k_1\theta_1$, into transitions with constant probabilities $k_1$ and $1-k_1$, and transitions with single parameter probabilities $\theta_j$ and $1-\theta_j$. This is illustrated in Fig. 3.
The expansions stated above are shown to be transitive and generally applicable to any linearly parameterised Markov decision process. The new model, however, has transitions that did not feature in the original model, and hence we are unaware of the corresponding exact transition counts. Therefore, we handle these new transition counts as multinomial distributions over the transition probabilities.

As an example of transition splitting, consider Fig. 2 again. The expansion of the MDP introduces 4 new states, \( n_0, n_1, n_2, n_3 \). The transition counts \( D_{n_0,\alpha_1,n_0} \) and \( D_{n_0,\alpha_1,n_1} \) are unknown, but we know the total must be equal to \( D_{n_0,\alpha_1,s_3} \). Hence, they follow the binomial distribution,

\[
P(D_{n_0,\alpha_1,n_0} = N) = \binom{D_{n_0,\alpha_1,s_3}}{N} \left( \frac{k_3\theta_3}{k_3\theta_3 + k_4\theta_4} \right)^N \left( \frac{k_4\theta_4}{k_3\theta_3 + k_4\theta_4} \right)^{D_{n_0,\alpha_1,s_3} - N}.
\]

The procedure for state splitting is similar; consider Fig. 3. The expansion of the MDP introduces 2 new states, \( s_1, s_2 \). The transition counts \( D_{s_0,\alpha_2,s_1} \) and \( D_{s_0,\alpha_2,s_2} \) are amongst the unknown transition counts. However, we know the counts \( D_{s_0,\alpha_2,s_1} + D_{s_0,\alpha_2,s_2} \) is equal to \( D_{s_0,\alpha_2,s_3} \) because the total counts into state \( s_2 \must remain equal. Hence we can specify the binomial distribution:

\[
P(D_{s_0,\alpha_2,s_2} = N) = \binom{D_{s_0,\alpha_2,s_3}}{N} \left( \frac{1 - k_2}{1 - k_2 + 1 - \theta_2} \right)^N \left( \frac{1 - \theta_2}{1 - k_2 + 1 - \theta_2} \right)^{D_{s_0,\alpha_2,s_3} - N}.
\]

We also know that the total counts into \( s_1 \) remain equal after the expansion and therefore \( D_{s_0,\alpha_2,s_1} = D_{s_0,\alpha_2,s_1} \). Using this method, we can find distributions that represent all unknown transition counts. Note that these distributions depend on several \( \theta_i \in \Theta \); we explain how we perform Bayesian inference over these distributions in the following section.

**Bayesian Inference with Distributions over Transition Counts.** We use \( D_{\theta_j,\alpha_j} \) to denote the set of all possible completions of \( D_{\theta_j,\alpha_j} \). We can apply Bayes’ rule over the distributions over the transition counts as:

\[
p(\theta_j|D_{\theta_j,\alpha_j}) = \sum_{D_{\theta_j,\alpha_j} \in D^*} p(\theta_j|D_{\theta_j,\alpha_j}) \mathbb{P}(D_{\theta_j,\alpha_j}|D).
\]

![Fig. 2: Transformation of a linearly-parameterised MDP: transition splitting.](image-url)
As mentioned before, completed data sets have a multinomial distribution dependent on the parameterisation, hence the distribution of \( D_{\theta_j} \) is given by
\[
P(D_{\theta_j} \mid \theta_j) = \int_{\Theta} P(D_{\theta_j} \mid \theta_j) p(\theta_j) d\theta_j.
\]
For a given \( D_{\theta_j}, \theta_j \), the conditional distribution \( P(D_{\theta_j} \mid \theta_j) \) is \( P(D_{\theta_j} \mid \theta_j) / P(D_{\theta_j}) \) with \( D_{\theta_j}, \theta_j \in D_{\theta_j} \), and \( P(D) = \sum_{D^*} \int_{\Theta} P(D_{\theta_j} \mid \theta_j) p(\theta_j) d\theta_j \).

Realisations of the posterior \( p(\theta_j \mid D_{\theta_j}, \theta_j) \) can be obtained by sampling without computing the entire integral. We generate a set of \( N \) samples of \( D_{\theta_j}, \theta_j \) by sampling from the distribution \( P(D_{\theta_j} \mid \theta_j) \) and then generate a sample of \( \theta_j \) from the distribution \( P(\theta_j \mid D_{\theta_j}, \theta_j) \) for each sample of \( D_{\theta_j}, \theta_j \). These samples are then used directly to compute the confidence.

5 Computation of Confidence

We determine a confidence, \( C \), for the satisfaction of a PCTL formula \( \phi \) by a system \( S \) of interest. We first presented this procedure in previous work [19], and we need no extension to this due to the external nondeterminism being factored out in the Bayesian inference calculation given in the previous section.

**Definition 7.** Given a PCTL formula \( \phi \) that has a binary satisfaction function, i.e., the property is either satisfied or not, and posterior distributions \( p(\theta_i \mid D) \) for all \( \theta_i \in \theta \), as obtained in the previous section, the confidence in \( S \models \phi \) can be quantified by Bayesian inference as
\[
C = P(S \models \phi \mid D) = \int_{\Theta^o} \prod_{\theta_i \in \theta} p(\theta_i \mid D_{\theta_i}, \theta_i)d\theta,
\]
(1)
The operation shown in Eq. (1) is equivalent to computing the confidence that each parameter is within its feasible set, and then taking the product of all the parameter confidence values. The integral of a Dirichlet distribution is hard to compute using analytical methods, and so we use Monte Carlo integration. This also allows integration with the calculation of the posterior distribution for pMDPs with linear parameterisations, where we have obtained the posterior distribution by means of sampling, as described in Section 4.
6 Online Experiment Design

The key contribution in this paper is the design of experiments to generate maximally useful data. We describe in the preceding sections how we use a limited amount of data efficiently to obtain a confidence that the system satisfies the property. In this section, we propose a method for selecting the deterministic memoryless strategy that provides the most useful data to input into our confidence computation in Section 5. This allows us to compute the most accurate confidence value for the finite data set of limited size, i.e., the confidence should be high if the underlying system satisfies the property, and low if the underlying system does not satisfy the property.

6.1 Predicted Confidence

We predict the confidence after taking a transition from state $s$ under action $\alpha$. We define the predicted confidence, $C_{s,\alpha}^{\text{pred}}$, to be the confidence computed using the expected parameter counts, after taking a single transition from $s$ under action $\alpha$: these are denoted by $E_{s,\alpha}(D_{\theta_i,-\theta_i})$ for all $\theta_i \in \Theta$. Formally,

$$C_{s,\alpha}^{\text{pred}} = \int_{\theta} \prod_{\theta_i \in \Theta} p(\theta_i \mid E_{s,\alpha}(D_{\theta_i,-\theta_i})) d\theta,$$

where $p(\theta_i \mid E_{s,\alpha}(D_{\theta_i,-\theta_i}))$ is the predicted posterior distribution obtained by updating the prior, $\text{Dir}(\theta_i \mid \mu^{\theta_i})$, with the expected parameter counts, i.e., $\text{Dir}(\theta_i \mid \mu^{\theta_i} + E_{s,\alpha}(D_{\theta_i,-\theta_i}))$.

We first compute the expected transition counts for the state-action pair, $E_{s,\alpha}(D_{s,\alpha})$, from which we extract the expected parameter counts using the method in Section 4. Consider a state $s$ with an action $\alpha$, and two transitions with probabilities $T_\theta(s, \alpha, s') = g_1(\theta) = k_0 + k_1\theta_1 + ... + k_n\theta_n$, and $T_\theta(s, \alpha, s) = 1 - g_1(\theta)$. The expected transition counts are given by a multinomial distribution over the outgoing transitions under that action, with event probabilities equal to the expected transition probabilities. Note that prior distribution for any parameter $\theta_i \in \Theta$ is $\text{Dir}(\theta_i \mid \mu^{\theta_i})$. To compute the expected transition probabilities, we require the expected values of the parameters, given by $E(\theta_i) = \frac{\mu_i}{\mu_i + \mu_{i'}}$ for all $\theta_i \in \Theta$. The expected value of the transition probabilities are then given by evaluating $g_1(E(\theta))$ and $1 - g_1(E(\theta))$. Hence the expected transition counts $E_{s,\alpha}(D_{s,\alpha,s'})$ and $E_{s,\alpha}(D_{s,\alpha,s})$, are equal to the expected transition probabilities for $T_\theta(s, \alpha, s')$ and $T_\theta(s, \alpha, s)$. Consider only the transition parameterised with $T_\theta(s, \alpha, s') = g_1(\theta)$:

$$E_{s,\alpha}(D_{s,\alpha,s'}) = E(T(s, \alpha, s')) = g_1(E(\theta)) = k_0 + k_1E(\theta_1) + ... + k_nE(\theta_n) = k_0 + \sum_{i=1:n} k_i \frac{\mu_{i'}}{\mu_i + \mu_{i'}}.$$

We can extract the parameter counts as described in Section 4, to obtain $E_{s,\alpha}(D_{\theta_i,-\theta_i})$. 

6.2 Optimisation of Predicted Confidence Gain

The underlying system either satisfies or does not satisfy the given property, so we wish to minimise the difference between our confidence value and the closest among 0 or 1, or to maximise the difference between a confidence of 0.5 and our confidence, i.e., the maximum absolute value of \(0.5 - C\). We can therefore define a predicted confidence gain for a state-action pair \((s, \alpha)\), denoted by \(G_{s,\alpha}\), as the maximisation of this difference, i.e., the biggest step towards either 0 or 1.

\[
G_{s,\alpha} = |0.5 - C_{s,\alpha}^{\text{pred}}| - |0.5 - C|
\]

For a finite trace of length \(N\), we can calculate the optimal predicted confidence gain for state \(s\) and discrete time step \(t\), denoted by \(x_t^s\), as

\[
x_t^s = \begin{cases} 
\max_{\alpha \in \text{Act}(s)} (G_{s,\alpha} + \sum (T(s, \alpha, s') \cdot x_{t+1}^{s'})) & \text{if } 0 < t < N \\
0 & \text{if } t \geq N.
\end{cases}
\]

It is important to note that the confidence gain is not a static quantity, because \(G_{s,\alpha}\) depends on the distribution over the relevant component parameters of \(\theta\) at time \(t\).

6.3 Optimal Confidence Gain: Experiment Design via Strategy Synthesis

Due to memory dependency of the confidence gain, computing an optimal strategy is intractable, and cannot be solved via conventional dynamic programming methods [8]. However, we put forward a few alternatives.

Explicitly evaluated memoryless strategies. The conventional way of solving a MDP with non-Markovian rewards is to translate the model into an equivalent MDP with Markovian rewards, whose states result from augmenting those of the original model with extra information capturing enough history to make the reward Markovian. This is in general computationally expensive [8]. Given that we will be performing strategy synthesis repeatedly in our method (i.e., once each time a new batch of data is sequentially gathered), we compromise and use a straightforward selection method to find the best memoryless strategy. This reduces the number of possible strategies and allows us to consider each possible strategy individually. We simplify the calculations in Section 6.1 to compute the expected transition counts for a full trace of length \(N\), and then compute the predicted confidence gain for the entire memoryless strategy. This method works well for small trace lengths, however computing the expected transition counts for a full trace of length \(N\) amounts to performing a matrix multiplication \(N\) times, so this can be time consuming for large \(N\).

Alternative off-line method. An alternative approach would be to disregard the memory dependency of the confidence gain. This corresponds to an off-line approach: we compute a strategy on the model frozen at the time we start generating traces, assuming that the prior distributions remains unchanged over the
trace horizon $N$. We assign confidence gains to state-action pairs and treat them as static rewards. This allows us to use classical dynamic programming to find the best memoryless strategy, which would require introducing a discount factor on the rewards, to avoid infinite returns inside strongly-connected components. This method may be faster for long trace lengths than explicitly evaluating possible strategies, as done previously; however, the selected strategy may not be the best memoryless strategy when the trace lengths are large, and specifically when the prior distributions, which are assumed to remain unchanged, actually change significantly over time as the trace length is being reached.

Comparison. Consider the small pMDP shown in Fig. 4, parameterised with $\theta = (\theta_1, \theta_2)$, and the property $P_{\leq 0.5}(\text{true } s_1)$. Both parameters have the same prior distributions and both contribute equally to the feasible set. Intuitively, choosing action $\alpha_2$ or $\alpha_3$ is better than choosing action $\alpha_1$, because any trace starting with $\alpha_1$ only contains one parameterised transition. However, it is also intuitive that choosing $\alpha_2$ is better than $\alpha_3$ because any trace starting with $\alpha_3$ only gives us information about $\theta_1$, whereas traces with $\alpha_2$ give us information about both parameters.

The dynamic programming approach will pick nondeterministically between action $\alpha_3$ and $\alpha_2$ for the first trace, because the reward assigned to $(s_0, \alpha_3)$ is the same as the reward assigned to $(s_0, \alpha_2)$ as the initial priors and the feasible sets are the same. The priors will not be updated until after the full trace is collected. Our strategy synthesis approach calculates the expected updates for these priors, and will thus be able to detect a better strategy, which selects action $\alpha_2$.

Fig. 4: Example pMDP where offline strategy synthesis may not be optimal

In our experimental evaluation, we use the explicitly evaluated memoryless strategy. Henceforth, the explicitly evaluated memoryless strategy will be referred to as the synthesised strategy.

7 Results

We experimentally evaluate the research questions posed in the problem statement: question 1 – given a limited amount of data, can we use it efficiently to
quantify a confidence that our system satisfies a given property? question 2 – can we design experiments that increase the accuracy of this confidence?

Experimental Set-up. Our approach is implemented in C++. We use PRISM [14] for parameter synthesis, and GSL-2.3 [6] for random number generation.

To answer question 2, we evaluate our synthesised strategy approach against two alternatives. The first comparison is against a memoryless strategy, randomly selected from the set of all possible memoryless strategies. We term the resultant strategy as random static strategy. The second comparison strategy randomly selects actions at each state as data is collected, and therefore we term it as no strategy. All three approaches use the same Bayesian inference framework over parameter counts.

We present the analysis of our approach on the simple pMDP model in Fig. 5 and with the PCTL property $P_{\geq 0.5}(true \cup complete)$. We also run our approach on models up to 1000 states, but find the scalability depends on the number of actions in the model. We assign non-informative priors to the parameters. Note that in our model, $\theta_2$ does not contribute to the satisfaction of the property, and having validated that this does not affect the confidence results, we set $\theta_2$ equal to $\theta_1$. We simulate a range of underlying systems, corresponding to models $M(\theta)$ with different values for $\theta$, which allows us to assess the accuracy of our confidence values against a ground truth, $G_{true}$. For a simulated system modelled by $M(\theta)$, this is given by:

$$G_{true} = \begin{cases} 0 & \text{if } \theta_1 \notin [0.369, 0.75], \\ 1 & \text{if } \theta_1 \in [0.369, 0.75]. \end{cases}$$

We collect data from the simulated system in the form of a history of state-action pairs visited. We compute the mean squared error (MSE) between the ground truth from Eq. (2) and the confidence estimate, formally:

$$MSE = \frac{1}{n} \sum_{i=1}^{n} (G_{true} - G_i)^2,$$

where $n$ is the number of trials and $G_i$ is the output confidence estimate for the $i$-th run.

Fig. 5: A simple pMDP for the experimental evaluation.
Fig. 6: Errors produced by the confidence computation for the three strategies considered. Plots (a) and (b) show the MSE for each type of strategy and for 10 traces of different trace lengths over different simulated systems. Plot (c) presents the MSE for the synthesised strategy over different simulated systems and combinations of number of traces with varying trace lengths.

Fig. 7: Convergence of confidence outcomes to the ground truth over a simulated underlying system with both parameters ($θ_1$, $θ_2$) set to be equal to 0.7.

**Observations and Discussion.** The MSE in the confidence from all three strategies, over a range of underlying systems and varying quantities of data (i.e., for different numbers and lengths of traces), are shown in Fig. 6. The convergence of the confidence outcome is shown in Fig. 7, with box plots showing the interquartile range (IQR), omitting any outliers, and whiskers extending to the most extreme data points not considered to be outliers.

**Accuracy of confidence results.** The confidence for all approaches is low around the lower boundary of $Θ_θ$, and the MSE is high, shown in Fig. 6. This is consistent with the goal of the confidence calculation, where one would need to know the exact value of the system parameter $θ$ if its value is near this edge, to be able to decide whether it falls in $Θ_θ$ or not, and hence the calculation has a high sensitivity around this boundary. This sensitivity increases as the amount of data increases, as seen by comparing the MSE for $θ_1 = 0.4$ in Fig. 6a, where the trace length is 2, with Fig. 6b when the trace length has increased up to 10. To explore why this is the case, consider that to compute the confidence we integrate the posterior distribution over the feasible set $Θ_θ = [0.369, 0.75]$. The posterior distribution for $θ_1 = 0.369$ should have a peak centred at 0.369 and half of the probability mass falling in the feasible set, leading to $C = 0.5$. The height and width of the posterior distribution are determined by the amount and spread of data available and for a tall and thin distribution (encompassing a large amount
of data), a small change in the position of the peak can move a large percentage of mass of the distribution in or out of the feasible set. This is prominent in Fig. 6b since our approach synthesises a strategy that would yield the highest information gain, i.e., the most useful data. However, as we move away from the edge, increased data effectively places probability mass away from the uncertain regions, thus reducing both variance and MSE. Neither of the other two alternatives has the ability to collect as much useful data and therefore variance is high even at the far ends of the parameter spectrum. The ability of our method to collect more useful data is also illustrated in the convergence graphs shown in Fig. 7, where synthesis approach converges to the ground truth quicker than both comparison strategies.

We conclude that our strategy synthesis does improve the accuracy of the confidence calculation, unless the parameter value falls close to the boundary of $\Theta_\phi$, and that away from this boundary the confidence converges to the ground truth and we are able to verify the property over $S$ based on the data collected.

**Robustness.** We run our implementation with varying lengths of traces, where the total number of transitions in the data remains the same, and the results summarised in Fig. 6c show that our approach, on this case study, is relatively insensitive to this variation (compare Fig. 6a with Fig. 6b). Our method depends on the number of parameterised transitions we visit and so depends on the trace length being long enough to visit some parameterised transitions. This is in contrast to Statistical Model Checking techniques, where the accuracy of the approach depends on the trace length being great enough to satisfy the property, e.g., to reach some desired state. In both cases this will vary depending on the structure of the model.

**8 Conclusions**

In this paper, we have presented an approach for statistical verification of a fragment of unbounded-time PCTL properties on partially unknown systems, by automating the design of smart experiments that maximise the amount of useful data collected from the underlying system. We validate that our approach increases the accuracy of the confidence that the system satisfies the property, compared to selecting data randomly. We are able to achieve meaningful confidence outcomes with comparably limited amounts of available data.

We are pursuing extensions of this framework for much wider class of probabilistic models, in particular continuous time models, with a broad range of applications.
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