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Abstract

We show that an order in a quartic field has fewer than 3000 essentially different generators as a $\mathbb{Z}$-algebra (and fewer than 200 if the discriminant of the order is sufficiently large). This significantly improves the previously best known bound of $2^{72}$.

Analogously, we show that an order in a quartic field is isomorphic to the invariant order of at most 10 classes of integral binary quartic forms (and at most 7 if the discriminant is sufficiently large). This significantly improves the previously best known bound of $2^{80}$.

1 Introduction

Let $\mathcal{O}$ be an order in a number field $K$. The ring $\mathcal{O}$ is said to be monogenic if it is generated by one element as a $\mathbb{Z}$-algebra, i.e., $\mathcal{O} = \mathbb{Z}[\alpha]$ for some $\alpha \in \mathcal{O}$; the element $\alpha$ is then called a monogenizer of $\mathcal{O}$. Note that if $\alpha$ is a monogenizer of $\mathcal{O}$, than so is $\pm \alpha + c$ for any $c \in \mathbb{Z}$.

Two monogenizers $\alpha$ and $\alpha'$ of $\mathcal{O}$ are called equivalent if $\alpha' = \pm \alpha + c$ for some $c \in \mathbb{Z}$. An equivalence class of monogenizers of $\mathcal{O}$ is called a monogenization of $\mathcal{O}$.

It is a beautiful theorem of Győry [20] that any order $\mathcal{O}$ can have at most finitely many monogenizations. This naturally raises the question as to how many monogenizations an order $\mathcal{O}$ can have. It is elementary that an order $\mathcal{O}$ in a quadratic field $K$ always has exactly one monogenization. For cubic fields, it follows from work of Bennett [5] on cubic Thue equations that an order $\mathcal{O}$ in a cubic field has at most 10 monogenizations.

For degrees $n \geq 4$, Evertse and Győry proved in [16] that an order $\mathcal{O}$ in a number field $K$ of degree $n$ can have at most $(3 \times 7^{2n})^{n-2}$ monogenizations. The best known result to date for $n \geq 4$ is due to Evertse [14], who proved that an order $\mathcal{O}$ in a number field $K$ of degree $n$ can have at most $2^{4(n+5)(n-2)}$ monogenizations. In the case $n = 4$, Evertse’s result thus shows that an order in a quartic field can have at most $2^{72}$ monogenizations.

The purpose of this article is to substantially improve this previously best known bound in the case $n = 4$ as follows.

**Theorem 1.1** An order $\mathcal{O}$ in a quartic number field can have at most 2760 monogenizations (and at most 182 monogenizations if $|\text{Disc}(\mathcal{O})|$ is sufficiently large).

A related problem is to understand the number of ways an order $\mathcal{O}$ in a number field $K$ of degree $n$ can arise as the invariant order of an integral binary $n$-ic form. Given
an irreducible integral binary $n$-ic form $f(x, y) = a_0 x^n + a_1 x^{n-1} y + \cdots + a_n y^n$, there is a naturally associated order $O_f$ in the degree-$n$ field $K_f = \mathbb{Q}[x]/f(x, 1)$, given as follows. If $\theta$ denotes a root of $f(x, 1)$ in $K_f$, then the invariant order $O_f$ of $f$ has $\mathbb{Z}$-basis given by

$$1, a_0 \theta, a_0 \theta^2 + a_1 \theta, \ldots, a_0 \theta^{n-1} + a_1 \theta^{n-2} + \cdots + a_{n-2} \theta.$$ 

If $f$ and $f'$ are integral binary $n$-ic forms that are in the same class (i.e., $f'(x, y) = f((x, y) \gamma)$ for some element $\gamma \in \text{GL}_2(\mathbb{Z})$), then $O_f$ and $O_{f'}$ are also isomorphic as rings. Moreover, $\text{Disc}(O_f) = \text{Disc}(f)$ for any integral binary $n$-ic form $f$. The ring $O_f$ can in fact be naturally defined even when $f$ is not irreducible or does not have leading coefficient nonzero; see [25, 32] for further details and references.

It follows from the seminal work of Birch and Merriman [11] that an order $O$ in a number field $K$ of degree $n$ can arise as the invariant order of at most finitely many classes of binary $n$-ic forms. This naturally raises the question as to how many classes of binary $n$-ic forms there can be having a given invariant order. In the case $n = 3$, the parametrization of cubic orders due to Levi and Delone–Faddeev implies that every order $O$ in a cubic field is the invariant order of a unique integral binary cubic form up to equivalence. For degrees $n \geq 4$, Bérczes, Evertse, and Győry proved in [7] that an order $O$ in a number field $K$ of degree $n$ can be the invariant order of at most $2^{24n^3}$ classes of integral binary $n$-ic forms. This upper bound was subsequently improved to $2^{5n^2}$ by Evertse and Győry [17, Theorem 17.1.1].

In the case $n = 4$, the result of Evertse and Győry shows that an order in a quartic field can arise as the invariant order of at most $2^{80}$ classes of binary quartic forms. In this article, we substantially improve this previously best known bound in the case $n = 4$ as follows.

**Theorem 1.2** An order $O$ in a quartic number field is isomorphic to the invariant order of at most 10 classes of integral binary quartic forms (and at most 7 classes if $|\text{Disc}(O)|$ is sufficiently large).

We prove Theorem 1.2 via a parametrization of quartic rings and their cubic resolvent rings by pairs of integral ternary quadratic forms that we established in [9], together with a parametrization of quartic rings having monogenized cubic resolvent rings by integral binary quartic forms due to Wood [31]. The relationship between quartic index equations and pairs of ternary quadratic forms was first studied by Gaál, Pethő and Pohst in [18]. Here, our aim is to take this relationship further by interpreting this connection using the aforementioned parametrizations of quartic rings and their cubic resolvents.

Specifically, we apply the above parametrizations of quartic rings and their cubic resolvent rings by suitable pairs of ternary quadratic forms to reduce Theorem 1.2 to counting solutions to certain pairs of Thue equations, one of which is quartic and the other cubic. The bound in Theorem 1.2 then arises as a product of the best known bounds on the number of solutions to quartic Thue equations and the number of solutions to cubic Thue equations.

The best known upper bound on the number of solutions to cubic Thue equations is due to Bennett [5], and due to Okazaki [26] in the case of sufficiently large absolute discriminant (see Theorem 2.1). Meanwhile, by combining her work in [11, 30] with the recent computational results of Bennett and Rechnitzer [6], Akhtari deduces the best known
upper bounds on the number of solutions to quartic Thue equations in Appendix A (see Theorem 3.3). We thank her for this valuable contribution.

Meanwhile, the bounds in Theorem 1.2 are seen to arise along the way as the best known bounds on the number of solutions to cubic Thue equations. Thus any future improvements to the aforementioned best known bounds on the number of solutions to cubic and quartic Thue equations would also yield corresponding improvements to the bounds stated in Theorems 1.1 and 1.2.

2 Preliminaries on the quadratic and cubic cases

2.1 Rings of rank \(n\)

A ring of rank \(n\) is a commutative ring with unity that is free of rank \(n\) as a \(\mathbb{Z}\)-module. Rings of rank \(n = 2, 3, 4,\) or \(5\) are called quadratic, cubic, quartic, and quintic rings, respectively.

To any ring \(R\) of rank \(n\) we may attach the trace function \(\text{Tr} : R \to \mathbb{Z}\), which assigns to an element \(\alpha \in R\) the trace of the endomorphism \(R \to R\) defined by \(\alpha \mapsto \alpha R^\times R\). The discriminant \(\text{Disc}(R)\) of such a ring \(R\) is then defined as the determinant \(\det(\text{Tr}(\alpha_i\alpha_j)) \in \mathbb{Z}\), where \(\{\alpha_i\}\) is any \(\mathbb{Z}\)-basis of \(R\).

The content \(c(R)\) of a ring \(R\) of rank \(n\) is the maximum integer \(k\) such that \(R = \mathbb{Z} + kR'\) for some ring \(R'\) of rank \(n\); the ring \(R\) is called primitive if its content is \(1\). The content \(c(O_f)\) of the invariant order \(O_f\) of a binary \(n\)-ic form \(f\) is equal to the content \(c(f)\) of the form \(f\) itself (i.e., the gcd of the coefficients of \(f\)), and indeed \(O_f = \mathbb{Z} + c(O_f)O_{f/c(f)}\).

If \(f\) has leading coefficient \(1\), then \(f(x, 1)\) is a monic integer polynomial in one variable, and \(O_f = \mathbb{Z}[x]/(f(x, 1))\); moreover, \(O_f\) is primitive in this case, since the gcd of the coefficients of \(f\) is \(1\). An explicit multiplication table for \(O_f\) in terms of the coefficients of \(f\), for a general integral binary form \(f\), was given by Nakagawa [25]; see also the work of Wood [32] for a coordinate-free description of \(O_f\).

Important in the proof of Theorems 1.1 and 1.2 is the parametrization of quartic rings by pairs of integral ternary quadratic forms. Before discussing this parametrization, we review the parametrizations of rings of rank \(n \leq 3\). (The only ring of rank \(1\) is \(\mathbb{Z}\).)

2.2 The quadratic case

Quadratic rings are parametrized by their discriminants \(D\), which are integers congruent to 0 or 1 (mod 4). The unique quadratic ring \(S(D)\) of discriminant \(D\), up to isomorphism, is given by

\[
S(D) := \mathbb{Z}[(D + \sqrt{D})/2],
\]

or alternatively, \(S(D) := \mathbb{Z}[x]/(x^2 - D + (D^2 - D)/4)\). In particular, all quadratic rings are monogenic, and indeed all have exactly one monogenization.

The invariant ring of an integral binary quadratic form of discriminant \(D\) is simply \(S(D)\). Thus the number of \(\text{GL}_2(\mathbb{Z})\)-classes of integral binary quadratic forms having given invariant ring \(S(D)\) is equal to the number of such classes having discriminant \(D\).

The latter number of classes is also equal to the number of (not-necessarily-invertible) oriented ideal classes \(I\) of \(S(D)\), up to automorphisms of \(S(D)\). (See, e.g., [8] §3.2 for the
definition of an oriented ideal class.) This can be seen by noting that an oriented ideal class $I$ of $S(D)$ naturally corresponds to the integral binary quadratic form given by the norm form of $I$ (i.e., if $I$ is spanned by $\alpha, \beta$ as a $\mathbb{Z}$-module, then $I$ corresponds to the binary quadratic form $N(\alpha x + \beta y)/N(I)$). Conversely, it is well known that an integral binary quadratic form $f$ of discriminant $D$ arises in this way from a unique oriented ideal class $I$ of $S(D)$, up to automorphisms of $S(D)$, whose norm form is in the $\text{GL}_2(\mathbb{Z})$-class of $f$ (see, e.g., [S §3.2]).

The number of oriented ideal classes $I$ of $S(D)$, up to automorphisms of $S(D)$, can in turn be described in terms of the narrow class group of $S(D)$ (in the sense of [S §3.2]) and of its subrings. Namely, the invertible oriented ideal classes $I$ of $S(D)$, up to automorphisms of $S(D)$, are in bijection with the elements $I$ of the oriented class group $\text{Cl}^+(S(D))$ of $S(D)$, modulo the equivalence relation $I \sim I^{-1}$; the number of such classes is thus given by

$$\sum_{D/k^2 \equiv 0 \text{ or } 1 \pmod{4}} \frac{1}{2}[h^+(S(D/k^2)) + h_2^+(S(D/k^2))].$$

We summarize this discussion in the following theorem:

**Theorem 2.1** Every quadratic ring $S(D)$ has exactly one monogenization. The number of classes of binary quadratic forms having invariant order isomorphic to $S(D)$ is the number of (not-necessarily-invertible) oriented ideal classes $I$ of $S(D)$, up to automorphisms of $S(D)$, and is given by (1).

### 2.3 The cubic case

The parametrization of cubic rings is due to Levi [23], Delone–Faddeev [13], and in its most general form, Gan–Gross–Savin [19]. The statement is that isomorphism classes of cubic rings are in natural one-to-one-correspondence with classes of integral binary cubic forms. Given an integral binary cubic form $f(x, y) = ax^3 + bx^2y + cxy^2 + dy^3$, the associated cubic ring $R(f)$ has $\mathbb{Z}$-basis $\langle 1, \omega, \theta \rangle$, with multiplication table given by

$$\begin{align*}
\omega \theta &= -ad \\
\omega^2 &= -ac - b\omega + a\theta \\
\theta^2 &= -bd - d\omega + c\theta.
\end{align*}$$

This is indeed the multiplication table for the invariant order of the binary cubic form $f$.

Conversely, given a cubic ring $R$, let $\langle 1, \omega, \theta \rangle$ be a $\mathbb{Z}$-basis for $R$. Translating $\omega$ and $\theta$ by the appropriate elements of $\mathbb{Z}$, we may assume that $\omega \theta \in \mathbb{Z}$; in the terminology of [13], a basis satisfying the latter condition is called normal. If $\langle 1, \omega, \theta \rangle$ is a normal basis, then there exist constants $a, b, c, d, l, m, n \in \mathbb{Z}$ such that

$$\begin{align*}
\omega \theta &= n \\
\omega^2 &= m - b\omega + a\theta \\
\theta^2 &= l - d\omega + c\theta.
\end{align*}$$
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One checks that the associative law $\omega^2 \cdot \theta = \omega \cdot \omega \theta$ and $\omega \cdot \theta^2 = \omega \theta \cdot \theta$ implies that $n = -ad$, $m = -ac$, and $\ell = -bd$. Thus, to the cubic ring $R$, we may associate the binary cubic form $f(x, y) = ax^3 + bx^2y + cxy^2 + dy^3$, and we clearly have $R = R(f)$.

One checks that changing the $\mathbb{Z}$-basis $(\omega, \theta)$ of $R/\mathbb{Z}$ by an element $\gamma \in \text{GL}_2(\mathbb{Z})$, and then renormalizing, results in $f(x, y)$ being replaced by $\det(\gamma)^{-1}f((x, y)\gamma)$; thus changing the basis of $R(f)/\mathbb{Z}$ leads to a $\text{GL}_2(\mathbb{Z})$-equivalent form under this correspondence.

We have proven the following theorem.

**Theorem 2.2** There is a bijection between $\text{GL}_2(\mathbb{Z})$-classes of integral binary cubic forms and isomorphism classes of cubic rings.

In coordinate-free terms, the form $f(x, y)$ represents the cubic map $R/\mathbb{Z} \to \wedge^2(R/\mathbb{Z}) \cong \mathbb{Z}$ given by $r \mapsto r \wedge r^2$. There is again an equality of discriminants $\text{Disc}(R(f)) = \text{Disc}(f)$, and the cubic rings $R(f)$ that are integral domains correspond to binary cubic forms $f$ that are irreducible over $\mathbb{Q}$. For details, see [10, §2].

We may now ask: for which integral binary cubic forms $f(x, y)$ is the corresponding cubic ring $R(f)$ monogenic? To answer this question, we observe that, if $R(f)$ is monogenic, then via a change of basis, we may assume that $\omega$ is a generator of $R(f)$ as a $\mathbb{Z}$-algebra. The determinant of the change of basis of $R(f)$ from $(1, \omega, \omega^2)$ to $(1, \omega, \theta)$ is clearly seen from (2) to be $a$. Thus, by switching the sign of $\omega$ if necessary, we must have $a = 1$. Conversely, if $a = 1$, then $R(f)$ is spanned over $\mathbb{Z}$ by $1, \omega, \omega^2$, and so is generated by $\omega$ as a $\mathbb{Z}$-algebra.

It follows that $R(f)$ is monogenic if and only if $f(x, y)$ represents 1; moreover, since the action of $\text{GL}_2(\mathbb{Z})$ on the basis $(\omega, \theta)$ of $R/\mathbb{Z}$ results in a corresponding action of $\text{GL}_2(\mathbb{Z})$ on the form $f$, we see that the monogenizations of $R(f)$ are naturally in one-to-one correspondence with the representations of 1 by $f$.

**Theorem 2.3** Let $R$ be a cubic ring and $f$ its associated integral binary cubic form. Then there is a bijection between the monogenizations of $R$ and the representations of 1 by $f$.

Thus, to bound the number of monogenizations of a cubic order $R(f)$, we are reduced to bounding the number of solutions of the cubic Thue equation $f(x, y) = 1$. This equation has a long history, going back to the work of Thue [30], who proved the finiteness of the number of solutions for binary forms $f$ of any degree, with subsequent improved bounds and variants by many authors including Siegel [28], Lewis–Mahler [24], Evertse [15], Bombieri–Schmidt [12], Stewart [29], and Győry [21] (see also [21, 33, 27, 22]).

The best known bounds currently on the number of solutions to cubic Thue equations are due to Bennett [5] and Okazaki [26] (see also Akhtari [11]), in the cases of arbitrary nonzero discriminant and sufficiently large absolute discriminant, respectively:

**Theorem 2.4** (Bennett [5], Okazaki [26]) An integral binary cubic form $f$ of nonzero discriminant can represent 1 at most 10 times, and at most 7 times if $f$ has sufficiently large absolute discriminant.

Hence a cubic ring of nonzero discriminant can have at most 10 monogenizations, and a cubic ring of sufficiently large absolute discriminant can have at most 7 monogenizations. (It is known that $\mathbb{Z}[\zeta_7 + \zeta_7^{-1}]$ has 9 monogenizations, so the constant 10 in Theorem 2.4 is thus optimal or nearly optimal!) We summarize this discussion in the following theorem.
Theorem 2.5 A cubic ring \( R \) can have at most 10 monogenizations, and a cubic ring of sufficiently large absolute discriminant at most 7 monogenizations. Every cubic ring is isomorphic to the invariant order of exactly one class of binary cubic forms.

3 The quartic case

3.1 The parametrization of quartic rings and cubic resolvent rings

We now recall the parametrization of quartic rings together with their cubic resolvent rings, by pairs of integral ternary quadratic forms, as developed in [9]. To state the theorem, let \( W_\mathbb{Z} \) denote the space of pairs \( (A, B) \) of ternary quadratic forms having coefficients in \( \mathbb{Z} \).

We identify ternary quadratic forms over \( \mathbb{Z} \) with their “cubic resolvent rings”:

\[
2 \cdot (A, B) = \left( \begin{array}{ccc}
a_{11} & a_{12} & a_{13} \\
a_{12} & a_{22} & a_{23} \\
a_{13} & a_{23} & a_{33}
\end{array} \right), \quad \left( \begin{array}{ccc}
b_{11} & b_{12} & b_{13} \\
b_{12} & b_{22} & b_{23} \\
b_{13} & b_{23} & b_{33}
\end{array} \right),
\]

where \( a_{ij}, b_{ij} \in \mathbb{Z} \).

The group \( \text{GL}_3(\mathbb{Z}) \times \text{GL}_3(\mathbb{Z}) \) acts naturally on the space \( W_\mathbb{Z} \). Namely, an element \( g_3 \in \text{SL}_3(\mathbb{Z}) \) acts on \( W_\mathbb{Z} \) by \( g_3 \cdot (A, B) = (g_3 A g_3^t, g_3 B g_3^t) \), while an element \( g_2 = (\begin{smallmatrix} a & b \\ c & d \end{smallmatrix}) \) acts by \( g_2 \cdot (A, B) = (pA qB, rA + sB) \). The ring of polynomial invariants for the action of \( \text{GL}_3(\mathbb{Z}) \times \text{GL}_3(\mathbb{Z}) \) on \( W_\mathbb{Z} \) is generated by one element, which is called the discriminant. The discriminant \( \Delta(A, B) \) of an element \( (A, B) \in W_\mathbb{Z} \) is given by the discriminant of the binary cubic form \( 4 \text{Det}(Ax - By) \) in \( x \) and \( y \), and is thus an invariant of degree 12 in the entries of \( A \) and \( B \).

We find that \( \text{GL}_3(\mathbb{Z}) \times \text{GL}_2(\mathbb{Z}) \)-orbits on the space \( W_\mathbb{Z} \) parametrize quartic rings together with their “cubic resolvent rings”:

Theorem 3.1 ([9]) There is a canonical bijection between the set of \( \text{GL}_3(\mathbb{Z}) \times \text{GL}_2(\mathbb{Z}) \)-orbits on the space \( W_\mathbb{Z} = (\text{Sym}^2 \mathbb{Z}^3 \otimes \mathbb{Z}^2)^* \) of pairs of integral ternary quadratic forms and the set of isomorphism classes of pairs \( (Q, R) \), where \( Q \) is a quartic ring and \( R \) is a cubic resolvent ring of \( Q \).

Under this bijection, the discriminant of an element \( (A, B) \in (\text{Sym}^2 \mathbb{Z}^3 \otimes \mathbb{Z}^2)^* \) is equal to the discriminant of the corresponding quartic ring \( Q \). Furthermore, the binary cubic form corresponding to the cubic ring \( R \) by the Delone–Faddeev correspondence is \( 4 \cdot \text{Det}(Ax - By) \).

We denote the quartic ring corresponding to a pair of integral ternary quadratic forms by \( Q(A, B) \), and the associated cubic resolvent ring by \( R(A, B) \).

We recall from [9] that a cubic resolvent ring \( R \) of a quartic ring \( Q \) is an integral analogue of the classical cubic resolvent field of a quartic field. In the case of an order in an \( S_4 \)- or \( A_4 \)-quartic field \( K \), it may be defined as a subring of the cubic invariant ring \( R^{\text{inv}}(Q) \) of \( Q \), which is an order in the cubic resolvent field of \( K \). More precisely, let \( \tilde{K} \) denote the Galois closure of the quartic field \( K \) in a fixed algebraic closure \( \overline{Q} \) of \( Q \), let \( K_1 = K, K_2, K_3, \ldots \).
$K_4$ denote the conjugates of $K$ in $\tilde{K}$ permuted by the Galois group $S_4$, and let $F$ denote the cubic subfield of $\tilde{K}$ fixed by $D_4 = \langle (12), (134) \rangle$. Then there is a natural map

$$\tilde{\phi}(x) = x_1x_2 + x_3x_4$$

(4)

from $K$ to $F$, used in the classical solution to the quartic equation, where we have used $x_1, x_2, x_3, x_4$ to denote the conjugates of $x$ in $\tilde{K}$.

The cubic invariant ring $R^{\text{inv}}(Q)$ is defined as $\mathbb{Z}[\{x_1x_2 + x_3x_4 : x \in Q\}]$, i.e., the order in $F$ generated by $x_1x_2 + x_3x_4$ over all $x \in Q$. Even when $Q$ is an order in a quartic field that is not $A_4$- or $S_4$- we may still define $R^{\text{inv}}(Q)$ as a cubic ring in a fixed formal Galois closure of $K$; see [9].

A cubic resolvent ring $R$ of the quartic ring $Q$ is then defined as follows.

**Definition 3.2** Let $Q$ be a quartic ring, and $R^{\text{inv}}(Q)$ its cubic invariant ring. A cubic resolvent ring of $Q$ is a cubic ring $R$ such that $\text{Disc}(Q) = \text{Disc}(R)$ and $R \supset R^{\text{inv}}(Q)$.

We thus have a natural quadratic map $\tilde{\psi}(x) : Q \to R$ for any quartic ring $Q$ and cubic resolvent ring $R$, defined by (4), which evidently descends to a quadratic map $\psi(x) : Q/\mathbb{Z} \to R/\mathbb{Z}$, since $\psi(x + c) = \psi(x) + c\text{Tr}(x) + 2c^2$ for any $x \in Q$ and $c \in \mathbb{Z}$.

In coordinate-free language, Theorem 3.1 states that isomorphism classes of pairs $(Q, R)$—where $Q$ is a quartic ring and $R$ is a cubic resolvent—are in natural bijection with isomorphism classes of quadratic maps $\phi : M \to L$, where $M$ and $L$ are free $\mathbb{Z}$-modules having ranks 3 and 2 respectively. Under this bijection we have that $M = Q/\mathbb{Z}$ and $L = R/\mathbb{Z}$.

Important to us is the following theorem on the existence of cubic resolvent rings, and the uniqueness of cubic resolvent rings in the primitive case:

**Theorem 3.3 ([9])** Every quartic ring has at least one cubic resolvent ring. In general, a quartic ring of content $k$ has $\sigma(k)$ cubic resolvent rings, where $\sigma$ denotes the sum-of-divisors function. Hence every primitive quartic ring has a unique cubic resolvent ring.

In particular, every monogenic quartic ring $Q = \mathbb{Z}[x]/(x^4 + bx^3 + cx^2 + dy + e)$ has a unique cubic resolvent ring $R$, and it is given by $R = \mathbb{Z}[x]/(x^3 - cx^2 + (bd - 4e)x + 4ce - d^2 - b^2e)$.

### 3.2 The parametrization of quartic rings with monogenic cubic resolvent rings

We now turn to the parametrization of quartic rings having monogenic cubic resolvent rings, as developed by Wood [31]. Suppose $R = R(A, B)$ is a monogenic cubic ring, where $(A, B)$ is a pair of integral ternary quadratic forms. If $f(x, y) = ax^3 + bx^2y + cy^2 + dy^3$ denotes the integral binary cubic form $4 \cdot \text{Det}(Ax - By)$, then the fact that $R = R(f)$ is monogenic implies that $f$ represents 1. By a change of variables in $\text{GL}_2(\mathbb{Z})$, we may thus assume $a = 1$, i.e., $4 \cdot \text{Det}(A) = 1$.

Now if $4 \cdot \text{Det}(A) = 1$, then $A$ is $\text{GL}_3(\mathbb{Z})$ equivalent to the matrix

$$A_1 := \begin{bmatrix} 1/2 & 1/2 \\ 1/2 & -1 \\ 1/2 & 1/2 \end{bmatrix};$$

(5)
see \[31\]. Therefore, if \( R(A, B) \) is a monogenic cubic ring with multiplication table given by (2) and monogenizer \( \omega \), so that \( f(1, 0) = 1 \), then by a transformation in \( \GL_2(Z) \times \GL_3(Z) \), we may assume that \( A \) is the quadratic form \( A_1 \) given by (5). The quadratic form \( B \) is then determined up to transformations in \( \SO_{A_1}(Z) \) (the orthogonal group of \( A_1 \), so that \( A \) remains fixed as \( A_1 \)), in \( \{\pm 1\} \) (which acts by either fixing or negating \( B \)), and in \( F_{Z,1} \), the group of unipotent lower triangular transformations over \( Z \) (which adds multiples of \( A \) to \( B \)). By a transformation in \( F_{Z,1} \), we may assume that the upper right entry of \( B \) is zero.

Thus we obtain a representation of \( \{\pm 1\} \times \SO_{A_1}(Z) \) on integral ternary quadratic forms \( B \) whose top right entry is zero. In particular, we have a five-dimensional representation of \( \SO_{A_1}(Z) \). Now the quadratic form in (5) is \( A_1(p, q, r) = q^2 - pr \), which is a scalar multiple of the discriminant of the binary quadratic form \( H(x, y) = px^2 + 2qxy + ry^2 \). Thus \( \SO_{A_1}(Z) \) is isomorphic to \( \PGL_2(Z) \), and our five-dimensional representation, being irreducible, must be isomorphic to the space of binary quartic forms when viewed as a representation of \( \PGL_2 \).

We can see this isomorphism explicitly, as follows. Let \( V_Z \) denote the space of integral binary quartic forms. Then \( V_Z \) embeds into \( W_Z \) via the map \( \psi \) defined by

\[
\psi : ax^4 + bx^3y + cx^2y^2 + dxy^3 + ey^4 \mapsto \begin{pmatrix} \frac{1}{2} & 1/2 \\ -1 & \frac{1}{2} \end{pmatrix}, \begin{pmatrix} a & b/2 & 0 \\ b/2 & c & d/2 \\ 0 & d/2 & e \end{pmatrix}.
\]

We denote the set of all pairs \((A_1, B)\) of ternary quadratic forms in \( W_Z \) by \( W_{Z,1} \). The group \( F_{Z,1} \times \{\pm 1\} \times SO_{A_1} \subset \GL_2(Z) \times \SL_3(Z) \) preserves \( W_{Z,1} \). We also note that the map \( \psi \) is discriminant preserving, i.e., the discriminant of an element of \( V_Z \) is equal to the discriminant of its image in \( W_Z \). For a binary quartic form \( f \), if we write \( \psi(f) = (A_1, B) \), then we call the binary form \( \text{Det}(A_1x - By) \) the cubic resolvent form of \( f \); note that this form is monic, i.e., its leading coefficient as a polynomial in \( x \) is 1.

Next, we observe that every \( F_{Z,1} \)-equivalence class of \( W_{Z,1} \) contains a unique element \((A_1, B)\) such that the top right entry of \( B \) is equal to 0. It follows that \( \psi \) maps the space of binary quartic forms \( V_Z \) bijectively to the set of \( F_{Z,1} \)-orbits on \( W_{Z,1} \) via the composite map

\[
V_Z \rightarrow W_{Z,1} \rightarrow F_{Z,1} \backslash W_{Z,1}.
\]

We may ask how the action of \( \GL_2(Z) \) on \( V_Z \) explicitly manifests itself (via \( \psi \)) as an action on \( F_{Z,1} \backslash W_{Z,1} \). To answer this, note that the center of \( \GL_2(Z) \) acts trivially on its representation on binary quadratic forms \( px^2 - 2qxy + ry^2 \) via \( \gamma \cdot f(x, y) := f((x, y) \cdot \gamma)/(\det \gamma) \). This action of \( \GL_2(Z) \) preserves the discriminants \( 4(q^2 - pr) \) of these binary quadratic forms, yielding the map

\[
\rho : \PGL_2(Z) \rightarrow \SL_3(Z), \text{ given explicitly by}
\]

\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix} \mapsto \frac{1}{ad - bc} \begin{pmatrix} a^2 & cd & c^2 \\ 2bd & ad + bc & 2ac \\ b^2 & ab & a^2 \end{pmatrix}.
\]

Since \( A_1 \) is the Gram matrix of the ternary form \( q^2 - pr \), we see that the image of \( \PGL_2(Z) \) is contained in the orthogonal group \( \SO_{A_1}(Z) \), and is in fact equal to it (see \[31\]).
For any base ring $T$, let $V_T$ denote the space of binary quartic forms with coefficients in $R$. The center of $\text{GL}_2(T)$ acts trivially under the “twisted action” of $\text{GL}_2(T)$ on $V_T$ defined by
\[
\gamma \cdot f(x, y) := (\det \gamma)^{-2} f((x, y)\gamma),
\]
yielding an action of $\text{PGL}_2(R)$ on $V_T$. Note that the $\text{PGL}_2(Z)$-orbits on $V_Z$ are the same as the $\text{GL}_2(Z)$-orbits on $V_Z$, since $(-1, -1) \in \text{GL}_2(Z)$ acts trivially on $V_Z$.

It is now easily checked that $\psi(\gamma \cdot f)$ and $\rho(\gamma) \cdot \psi(f)$ are the same element in $F_{Z,1} \setminus W_{Z,1}$ for all $\gamma \in \text{PGL}_2(Z)$ and $f \in V_Z$. Therefore, we have the following theorem.

**Theorem 3.4**  
*The map $\psi$ defined by (8) gives a canonical bijection between $\text{PGL}_2(Z)$-orbits on $V_Z$ and $F_{Z,1} \times \text{SO}(A_1, Z)$-orbits on $W_{Z,1}$.*

Finally, one checks that, for an integral binary quartic form $f$, the invariant order of the form $f$ is indeed isomorphic to the quartic ring $Q(\psi(f))$ associated to the pair of ternary quadratic forms $\psi(f)$. Moreover, negating $B$ in a pair $(A, B)$ negates the monogenizer $\beta$ of the corresponding cubic resolvent ring $R$ in the associated pair $(Q, R)$; and negating $B$ corresponds to negating $f$ in the corresponding binary quartic form. Since we are considering $\beta$ and $-\beta$ as equivalent monogenizers of $R = Z[\beta]$, we obtain the following theorem due to Wood (see [31] for more details):

**Theorem 3.5** (Wood [31])  
*The orbits of $\{\pm 1\} \times \text{PGL}_2(Z)$ on the space $V_Z$ of integral binary quartic forms $f$ are in natural bijection with isomorphism classes of triples $(Q, R, \beta)$, where $Q$ is a quartic ring, $R$ is a monogenic cubic resolvent ring of $Q$, and $\beta$ is a monogenizer of $R$ up to equivalence. Under this bijection, the invariant order of a binary quartic form $f$ is isomorphic to the quartic ring $Q$ in the corresponding triple $(Q, R, \beta)$.*

### 3.3 Conclusion: Proofs of Theorems 1.1 and 1.2

We begin by bounding the number of classes of binary quartic forms that can yield a given quartic order $Q$ as its invariant order.

First, we may reduce to the case of primitive quartic orders and primitive binary quartic forms. Indeed, we have $Q = O_f$ if and only if $Q' = O_{f/c(f)}$, where $Q'$ is the primitive quartic ring satisfying $Q = Z + c(Q)Q'$. Hence the number of classes of $f$ such that $Q = O_f$ is equal to the number of classes of primitive forms $f'$ such that $Q' = O_{f'}$.

Second, by Theorem 3.3, given a primitive quartic order $Q'$, the number of classes of integral binary quartic forms, up to negation, whose invariant order is isomorphic to $Q'$ is given by the number of pairs $(R', \beta)$, where $R'$ is a cubic resolvent ring of $Q'$ and $\beta$ is a monogenizer of $R'$. By Theorem 3.3, such a cubic resolvent $R'$ is unique since $Q'$ is primitive. Furthermore, by Theorem 2.5 the number of possible monogenizers $\beta$ of $R'$ is at most 10 (and at most 7 if $|\text{Disc}(Q)| = |\text{Disc}(R)|$ is sufficiently large). We have proven Theorem 1.2.

We now consider the number of possible monogenizers of a quartic order $Q$. Suppose $Q = Z[\alpha]$ for some monogenizer $\alpha \in Q$. Let $g(x)$ be the (monic integral) characteristic polynomial of the map $Q \times Z \rightarrow Q$, so that $Q \approx Z[x]/(g(x))$, and let $h(x, y)$ be the binary quartic form that is the homogenization of $g$. If $R = R(f)$ is the (unique) cubic resolvent
ring of $R$ with corresponding monogenizer $\beta$ as in Theorem 3.3, then the triple $(Q, R, \beta)$ corresponds to the $\text{PGL}_2(\mathbb{Z})$-orbit of the integral binary quartic form $h(x, y)$ under the bijection of Theorem 3.5. The number of distinct monogenizers that lead to the same triple $(Q, R, \beta)$, via the homogenization of its characteristic polynomial, is then clearly the number of representations of $\pm 1$ by $h$ (i.e., the number of monic $g(x)$, up to transformations $x \mapsto \pm x + c$ with $c \in \mathbb{Z}$, whose homogenization is $\text{PGL}_2(\mathbb{Z})$-equivalent to $h(x, y)$).

On the other hand, we have seen above in the proof of Theorem 1.2 that the number of different triples $(Q, R, \beta)$ for a given monogenic quartic order $Q$ is at most the number of monogenizations of its cubic resolvent ring $R = R(f)$, i.e., the number of representations of 1 by the binary cubic form $f$ corresponding to $R$.

Thus the number of monogenizations of $Q$ is equal to the number of representations of $\pm 1$ by the binary quartic form $h$ corresponding to the triple $(Q, R, \beta)$, summed over all possible monogenizers $\beta$ of the cubic resolvent ring $R = R(f)$ of $Q$, which are in turn indexed by the representations of 1 by the binary cubic form $f$!

In particular, we may bound the number of possible monogenizations of a quartic order $Q$ by the product of the maximal possible number of solutions to a quartic Thue equation $h(x, y) = \pm 1$ (where the solutions $(x, y)$ and $(-x, -y)$ are considered equivalent) and the maximal possible number of solutions to a cubic Thue equation $f(x, y) = 1$.

The best known current bounds are due to Akhtari, and are proven in the Appendix:

**Theorem 3.6 (Akhtari)** An integral binary quartic form $f$ of nonzero discriminant represents $\pm 1$ at most 276 times, and at most 26 times if $f$ has sufficiently large absolute discriminant.

Noting that $276 \times 10 = 2760$ and $26 \times 7 = 182$ thus yields Theorem 1.1.
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**Appendix A  (by Shabnam Akhtari)**

The purpose of this Appendix is to combine results from [1, 3, 6] to conclude the following.

**Theorem A.1** A quartic Thue equation $f(x, y) = \pm 1$ has at most 276 integer solutions and, moreover, if the absolute discriminant of $f(x, y)$ is sufficiently large, then $f(x, y) = \pm 1$ has at most 26 integer solutions, where $(x, y)$ and $(-x, -y)$ are considered the same solution.

*Supported by NSF Grant DMS-2001281.*
The bound 276 in Theorem A.1 is obtained using the computational results of Bennett and Rechnitzer in their work in progress [6]. They show that if $|D| \leq 10^6$, where $D = \text{Disc}(f)$, then the equation $f(x, y) = \pm 1$ has at most 8 integer solutions. We thank Mike Bennett for sharing their results with us.

It is conjectured that the number of integer solutions to quartic Thue equations $f(x, y) = \pm 1$ does not exceed 8. This conjecture may be verified for forms with absolute discriminant larger than $10^6$ in the future by computational methods. We will list how such computations would improve the upper bounds in Theorem A.1 in a table at the end.

The upper bound 26 of Theorem A.1 was established in [3], assuming that the discriminant $D$ of the quartic form $f(x, y)$ satisfies $|D| \geq D_0$ where $D_0$ is an effectively computable constant. Essentially no effort was made in [3] to make the constant $D_0$ explicit, as the main goal was to establish the best possible upper bound for the number of solutions of quartic Thue equations by excluding only a finite number of $\text{GL}_2(\mathbb{Z})$-equivalence classes of quartic forms. From a less technical part of this work, namely [3, Section 4], it is clear that $D_0$ must be taken at least $4^{4}(3.5)^{4\times65}$. From more complicated parts, where the theory of linear forms in logarithms is applied, the existence of such an effectively computable constant is clear, but no estimates can be easily provided.

In [1], upper bounds for the number of primitive integer solutions of Thue equations $|f(x, y)| = m$, having any given degree $n \geq 3$, were obtained under the assumption that the positive integer $m$ is sufficiently small in terms of the absolute discriminant of the binary form $f(x, y)$. The following is [1, Theorem 1.2] stated for $m = 1$ and $n = 4$.

**Theorem A.2** Let $f(x, y) \in \mathbb{Z}[x, y]$ be an irreducible binary quartic form with discriminant $D$. Let $D_1 = (3.5)^{12}4^4 \approx 8.651 \times 10^8$, and assume $|D| > D_1^{1/(1-\kappa)}$, where $0 < \kappa < 1$. Then the number of integer solutions to the equation $|f(x, y)| = 1$ is at most

$$[36 + 8/\kappa].$$

(9)

To simplify some of the expressions in Theorem A.2, we have replaced $0 < \varepsilon < 1/6$ in the statement of [1, Theorem 1.2] by $\kappa/6$, where $0 < \kappa < 1$.

**Corollary A.3** Let $f(x, y) \in \mathbb{Z}$ be a binary quartic form with discriminant $D$. If $|D| \geq 2.71336712 \times 10^{80}$, then the equation $f(x, y) = \pm 1$ has at most 44 integer solutions.

**Proof:** Since for any $0 < \kappa < 1$, we have $[36 + 8/\kappa] \geq 44$, we choose a value of $\kappa$ for which $36 + 8/\kappa < 45$, i.e., $\kappa > 8/9$. Taking $\kappa = 0.8888888889 > 8/9$, we have

$$D_1^{1/(1-\kappa)} = 2.71336712 \times 10^{80}.$$ 

By Theorem A.2 we conclude that $f(x, y) = \pm 1$ has at most 44 integer solutions. □

The upper bounds in Theorem A.2 are not quite as small as the bound 26 in Theorem A.1 but they can be applied to deduce bounds for the number of solutions of quartic equations $f(x, y) = \pm 1$ with smaller discriminant and with given discriminant ranges as well.

We will deduce Theorem A.1 from the following more general version of Theorem A.2.
Theorem A.4 Let $f(x, y) \in \mathbb{Z}[x, y]$ be an irreducible binary quartic form with discriminant $D$. Let $D_1 = (3.5)^{12}4^4 \approx 8.651 \times 10^8$, and let $r$ be a positive integer such that $|r^{12}D| > D_1^{1/(1-\kappa)}$, where $0 < \kappa < 1$. Then the number of integer solutions to the equation $|f(x, y)| = 1$ is at most

$$\psi(r)[36 + 8/\kappa],$$

where $\psi$ is the Dedekind $\psi$-function defined by

$$\psi(r) = r \prod_{p|r}(1 + 1/p).$$

Proof: Let $f(x, y)$ be a binary form of degree $n$ and let $A = \begin{pmatrix} a & b \\ c & d \end{pmatrix}$ be a $2 \times 2$ integral matrix. Define the binary form $f_A$ by

$$f_A(x, y) := f(ax + by, cx + dy).$$

Then

$$\text{Disc}(f_A) = (\det A)^{n(n-1)}\text{Disc}(f).$$ (11)

Now let $r$ be a positive integer. There exist $\psi(r)$ sublattices $L_1, L_2, \ldots, L_{\psi(r)} \subset \mathbb{Z}^2$ such that $\mathbb{Z}^2/L_i \cong \mathbb{Z}/r\mathbb{Z}$. Let $A_1, \ldots, A_{\psi(r)}$ be integer $2 \times 2$ matrices such that $A_i$ corresponds to a linear transformation mapping $\mathbb{Z}^2$ onto $L_i$; thus $|\det(A_i)| = r$ for each $i$.

We have $\mathbb{Z}^2 = \bigcup_{i=1}^{\psi(r)} L_i$. Therefore, the number of solutions of $|f(x, y)| = 1$ is at most

$$N_{f_1} + N_{f_2} + \cdots + N_{f_{\psi(r)}},$$

where $N_{f_j}$ denotes the number of solutions to $f_{A_j}(x, y) = \pm 1$. By (11), we have

$$|\text{Disc}(f_{A_j})| = r^{n(n-1)}|\text{Disc}(f)|.$$

This means that if $N$ is an upper bound for the number of solutions to $g(x, y) = \pm 1$, where $g$ ranges over all irreducible binary quartic forms with absolute discriminant at least $C r^{n(n-1)}$ for some positive constant $C$, then

$$\psi(r)N$$

will be an upper bound for the number of solutions to $f(x, y) = \pm 1$ for any binary $n$-ic form $f$ with absolute discriminant at least $C$.

Now let $f$ be a binary quartic form and $r$ a positive integer satisfying the conditions of the theorem. Applying Theorem A.2 to each $f_{A_j}$, giving $N = [36 + 8/\kappa]$, and then taking the bound in (12), now yields Theorem A.4. \(\square\)

Proof of Theorem A.1: Let $C > 0$ be a constant such that the number of integer solutions to the quartic Thue equation $f(x, y) = \pm 1$ is at most 44 whenever $|\text{Disc}(f)| < C$. We know the latter assumption to be true when $C = 10^8$ due to the work of Bennett and Rechnitzer [6], and so we will be particularly interested in this value of $C$.

For a positive integer $r$, let

$$\kappa(r) := 1 - \frac{\log D_1}{\log(r^{12}C)} - \epsilon$$

(13)
for a very small $\epsilon > 0$ (say $\epsilon = 10^{-9}$ or even smaller). To obtain the best-possible upper bounds, using Theorem A.4 for the number of integer solutions of quartic Thue equations with no restriction on the size of the discriminant, we simply need to minimize the function

$$\psi(r)\left\lceil \frac{36 + 8}{\kappa(r)} \right\rceil,$$

where $r$ ranges over all positive integers with

$$r^{12}C \geq D_1.$$

Indeed, for each such $r$, we have $r^{12}C > D_1^{1/(1-\kappa(r))}$ where $0 < \kappa(r) < 1$, so that Theorem A.4 with $\kappa = \kappa(r)$ applies to all quartic Thue equations $f(x,y) = \pm 1$ where $|\text{Disc}(f)| \geq C$.

We list in Table 1 the optimal value of $r$, and the resulting bound (14), for various values of $C \geq 10^6$. Since $\kappa < 1$, we have $36 + 8/\kappa > 44$. Therefore, for any integer $r = 4$ or $r \geq 6$, we have

$$\psi(r)\left\lceil \frac{36 + 8}{\kappa(r)} \right\rceil \geq 352.$$

This shows that for $C \geq 10^6$, we need only determine the value of $r \in \{1,2,3,5\}$ satisfying (15) that minimizes the value of (14). In particular, when $C = 10^6$, of these latter values of $r$, only $r = 2,3,5$ satisfy $r^{12}C \geq D_1$, and the choice of $r = 3$ yields the optimal upper bound $\psi(r)\left\lceil \frac{36 + 8}{\kappa(r)} \right\rceil = 276$. This completes the proof of Theorem A.1.

Due to expected advances in computation, we have also included in Table 1 the upper bounds for the number of integer solutions of quartic Thue equations that would be implied by Theorem A.2 if we knew that any quartic Thue equation $f(x,y) = \pm 1$, with $|\text{Disc}(f)| < 10^k$ ($k > 6$), has at most 44 integer solutions.

These bounds are obtained from Theorem A.4 as follows. For $k = 7$, we check $r = 2,3,$ and we see that $r = 3$ yields the better upper bound of 248. Since, for any $0 < \kappa < 1$ and

| $k$ | $r$ | $\kappa(r)$ | $\psi(r)\left\lceil \frac{36 + 8}{\kappa(r)} \right\rceil$ |
|-----|-----|-------------|------------------------------------------------|
| 6   | 3   | 0.237       | 276                                            |
| 7   | 3   | 0.297       | 248                                            |
| 8   | 2   | 0.230       | 210                                            |
| 9   | 2   | 0.291       | 189                                            |
| 10  | 1   | 0.106       | 111                                            |
| 11  | 1   | 0.187       | 78                                             |
| 12  | 1   | 0.255       | 67                                             |
| 13  | 1   | 0.312       | 61                                             |
| 14  | 1   | 0.361       | 58                                             |
| 15  | 1   | 0.404       | 55                                             |
| 20  | 1   | 0.553       | 50                                             |
| 30  | 1   | 0.702       | 47                                             |
| 45  | 1   | 0.801       | 45                                             |
| $>80$ | 1 | $>0.889$ | 44                                             |

Table 1: Optimal bounds for $C = 10^k$. 

$\blacksquare$
prime $r \geq 4$, we have

$$\psi(r)[36 + 8/\kappa] > 248,$$

we need not consider larger values of $r$. Similarly, for $k = 8$, we need only check the values $r = 2, 3$, and this time $r = 2$ yields the better upper bound of 210. For $k = 9$, we need to check $r = 1$ in addition to $r = 2, 3$, since $r^{12}10^9 \geq D_1$ also for $r = 1$; we find that $r = 2$ yields the best upper bound of 189. Finally, once $k \geq 10$, we see that the choice $r = 1$ yields an upper bound that is less than $3 \times 44$, and hence no other $r$ can possibly yield a better bound. Thus we may take $r = 1$ for all $k \geq 10$.

If the absolute discriminant of a binary form is larger than

$$2.71336712 \times 10^{80},$$

then we obtain the upper bound 44 already stated in Corollary A.3.
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