Salient object detection of fusing foreground seeds and center priori
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Abstract. In this paper, a salient object detection algorithm based on foreground seeds and center priori fusion is proposed. Firstly, using corner detection and edge linking algorithms obtains two convex hulls, and the approximate position of the target region is preliminarily determined by their intersection points. Then using the convex hull edge as the standard, the similarity of the hyperpixel in the convex hull is detected, and removing superpixels similar to most external edges. Finally, a center priori model fused with the foreground seeds, and the final significant image is obtained by using Bayesian optimization framework. By comparing and merging different visual features, it is shown that this proposed algorithm is very effective in the saliency object detection.

1. Introduction

Salience detection is one of the hotspots in computer vision [1]. It is widely used in moving detection and tracking, object extraction [2,3] and so on.

At present, salience detection algorithms can be broadly divided into two categories. One is top-down task-driven algorithm, the other is bottom-up data-driven algorithm. For complex scenes, especially when the basic attributes of the foreground target are grasped ahead of time, the top-down detection algorithm is usually used, which directly defines the foreground for significant detection [4], and the accuracy of detection is relatively high. Easier access to target characteristics; In this kind of algorithm, the key step is how to determine the target area more accurately.

Previous researches have been carried out, such as [4] using the harris algorithm to obtain convex hull to determine the target region, [5] expanding the convex hull range and searching for foreground seeds in convex hull. The corner detection of image and compressed image is carried out in reference to obtain two convex hulls, whose intersection is used to locate the target. Because only the gradient information of the image is considered in this method, the corner detection of the compressed image may make the location of the target region inaccurate when the compression cannot smooth out the gradient change.

In addition, most prominent targets are in or near the center of images. Therefore, central priori is often used in salient detection. Although most objects can be detected by a central priori model, there are some images in which the object is not in the center, which leads to the lack of an ideal detection result [6].
2. Our algorithm

In order to solve the above problems, based on the previous studies, we propose a salient object detection method based on the fusion of foreground seeds and center priori. It consists of three parts:

1) Firstly, the harris corner of the input image [4] is found, and the convex hull is constructed to obtain the foreground seed.

2) Secondly, a central priori model was constructed and fused with foreground seeds to form a priori image.

3) Using Bayesian formula to construct the final salient image:
   A) The priori probability of Bayesian formula is taken as the salient value of the priori image;
   B) Using the constructed convex hull to calculate the likelihood probability of Bayesian formula;
   C) Finally, the priori probability and the likelihood probability are put into Bayesian formula to calculate, and the calculated probability is taken as the salient value of the pixel to obtain the final significant image.

3. Foreground seed

In a visual scene, the most attractive area is the most representative region, which is the significant image element in salience detection, which is also called foreground seed. On the basis of foreground seeds, they spread to the surrounding area until the whole significant region. Therefore, it is very important to locate the seeds accurately. There are many methods to select foreground seeds, the most common and simple method is convex hull [7-9].

3.1. Calculation of convex hull

In this paper, harris operator [4] is used to estimate corner points and contour points, and edge interference points are removed by threshold method to obtain convex hull. However, using corner detection is not enough for salient detection, and the location information of object should be considered. Therefore, in order to locate the object region more accurately, the convex hull of the image is calculated from two different angles of corner detection and position information.

The main part of the object is inside the convex hull, while the outer part is mainly the background area. However, there are still many backgrounds in the convex hull. In order to solve this problem, the compressed image of the original image is used in the paper to detect the secondary corner, and the new convex hull is obtained to improve the original convex hull. The convex hull obtained is closer to the target. However, for the object on the edge, it will not be smoothed out because of the compression, so the influence of the diagonal point still exists, making the convergence of convex hull to the target is not ideal in this case.

For the above reasons, in order to obtain the minimum convex hull which is closer to the target, the concept of edge join is introduced in this paper, and the position feature is added to calculate the convex hull. Definitions of edge connections as Eq. (1):

\[
\text{bdC}_i = \frac{\text{len}(R_i)}{\sqrt{\text{Area}(R_i)}}
\]

In which, \(\text{len}(R_i)\) represents the number of pixels on the image edge of the \(R_i\) in the \(i\) region, \(\sqrt{\text{Area}(R_i)}\) is the area of the region \(R_i\). \(\text{bdC}_i\) represents the edge join value of the \(i\) region \(R_i\).

3.2. Selection of foreground seeds

Based on the minimum convex hull \(c\), the foreground region \(Fc\), is estimated. Rough foreground seeds are obtained by collecting superpixels satisfying the conditions in \(Fc\). In order to further determine the foreground seed, the adjacent super-pixels are added to \(c\), and the background region which is closer to the target region around the outer edge of \(c\) is defined, and a foreground seed is defined as:

\[
\text{Sim}_i = \frac{1}{\sum_{k \in \{L, R, B\}} (c_i^k - c_j^k)^2}
\]
in which, \( c_i \) is the value of the super pixel \( i \) on the \( k \) th color channel. When the superpixel \( i \) in \( c \) is not similar to most of the superpixels in \( c' \), it can be identified as a foreground seed.

4. Center prior model

Because the image object is usually located in the center or near the center of the image, a priori model of the initial center is constructed, which lightens the image region which the convex hull fails to encircle. But it also lights up non-significant areas, so the results are still unsatisfactory. For this reason, color features are added to the initial central priori model to construct a central priori model, which not only lightens the prominent region of the image, but also inhibits the non-significant region, which makes the detection results more accurate.

Constructing a preliminary central priori model:

\[
C(i) = \exp\left(-\frac{(x_i - x_0)^2}{2\sigma_x^2} - \frac{(y_i - y_0)^2}{2\sigma_y^2}\right)
\]  

(3)

in which, \( x_i \) and \( y_i \) represent the average horizontal value and the average vertical coordinate value of the super-pixel \( i \), and \( x_0 \) and \( y_0 \) represent the horizontal coordinate value and the vertical coordinate value of the center point of the input image. Parameters \( \sigma_x \) and \( \sigma_y \) mean horizontal and vertical variances, respectively, in this paper sets \( \sigma_x = \sigma_y = 0.5 \) and normalizes the pixel coordinate value to \([0,1]\).

For each super-pixel in the image, an \( n \times n \) correlation matrix is constructed by using the cieL*a*b* color feature:

\[
R(i,j) = t(i,j)
\]  

(4)

Where \( i,j \in [1,N] \), \( N \) is the number of superpixels in the image; \( t(i,j) \) denotes the Euclidean distance between the color of the first and the \( j \) super pixels, and sets \( t(i,j) = 0 \). Calculate the sum of each column in \( R \) and get a vector:

\[
V = \{ \sum_{i=1}^{N} t(i,1), \sum_{i=1}^{N} t(i,2), \ldots, \sum_{i=1}^{N} t(i,N) \}
\]  

(5)

The vector \( v \) is normalized and the value in \( v \) is used as the weight of each superpixel. The central priori model of this paper is constructed:

\[
C_i = v_i \times c(i)
\]  

(6)

Where \( c(i) \) is the primary central priori model, and \( v_i \) denotes the first term in the vector \( v \).

The foreground seed was fused with the central priori model, and a priori image was obtained [6]. In the prior image, \( s_i \) as the pixel salient value:

\[
S_i = Sim_i \times (1 - e^{-\beta C_i})
\]  

(7)

In which, the seed of foreground is \( Sim_i \), \( C_i \) as the central priori model, and \( \beta \) as an equilibrium parameter.

5. Likelihood probability model

Usually, the significant value of pixels in convex hull is relatively high, but in some cases, the color of parts of prominent targets in the image is not obvious, so it is easy to be used as background area in detection. However, pixels in some background which are similar to foreground color and have significant color may be mistaken for salient object by the algorithm. Therefore, the likelihood probability inside the convex hull is considered as the likelihood probability of the salient object \( p(v|l) \) and the likelihood probability outside the convex hull as the likelihood probability of the background \( p(v|b) \).
For the number of pixels, the pixel \( v \) of the image, \( n_{out} \) is the number of pixels outside the convex hull, and \( N_{in}(f(v)) \) and \( N_{out}(f(v)) \) are the statistical values of the color inside and outside the convex hull, respectively. Similar to reference [5], the likelihood probability of the whole graph is calculated:

\[
p(v|l) = \prod_{f \in [L,a,b]} \frac{N_{in}(f(v))}{n}
\]

\[
p(v|b) = \prod_{f \in [L,a,b]} \frac{N_{out}(f(v))}{N_{out}}
\]

Where \( L, a, b \) is an independent feature in the CIELab color model.

For the priori image \( s_i \), obtained by Eq.(7), the value of \( s_i \) is regarded as the priori probability of the first super-pixel \( p(l) \), for each pixel of the image, the priori probability is equal to the priori probability of the super-pixel in which the pixel is located. Then the priori probability of the pixel and the likelihood probability of the pixel in the image are put into the Bayesian formula and the calculated probability is taken as the significant value of each pixel so as to obtain the final significance diagram. Bayesian Model Formula used in this algorithm:

\[
p(l|v) = \frac{p(l)p(v|l)}{p(l)p(v|l) + p(b)p(v|b)}
\]
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**Figure 1.** Comparison of detection results between different algorithms on two datasets.

The Eq.(8) and Eq. (9) is put into the Eq.(10) to obtain the significant value of each pixel in the graph. Where, \( p(*) \) denotes probability, \( p(l) \) denotes a priori probability of significance.

6. Simulation experiment and result analysis

The experimental environment of this paper is CPU intel core 2.90 GHz, memory 16GB, SSD hard disk, and the experimental platform is Matlab, test dataset ECSSD and MSRA 10k [7]. MSRA 10k contains a relatively simple background, and ECSSD contains rich colors, diverse textures and complex backgrounds. The six significant detection algorithms are: HC [7], CTC [8], SCUL [9], HCCH [10], MDBL [11], ODSR [12].

Figure 1 contains a sample of salient images generated on MSRA 10k and ECSSD by this algorithm and six other algorithms. As can be seen from Figure 1a, because of the simple background of MSRA 10k, the performance of this algorithm is better than other algorithms. It can be seen from Figure 1b that on the ECSSD dataset, the performance of this algorithm is also the best, and the significant object in the image can be detected well.

6.1. Result analysis

There are many indexes to evaluate the effectiveness of salience detection algorithm. The commonly used indexes are \( PR \), \( F\text{-measure} \) and \( \text{Mean Absolute Error} \) (MAE) [13].
6.1.1 Precision-Recall (PR) curve. The PR curve is the most commonly used method to evaluate the effectiveness of the algorithm. The $P$ and $R$ are shown in Eq. (11) and Eq. (12), respectively.

$$
P = \frac{|B \cap G|}{|B|} \quad (11)
$$

$$
R = \frac{|B \cap G|}{|G|} \quad (12)
$$

Among them, $G$ is the significant truth image of the artificial marker; $B$ is the binary mask image generated by the threshold saliency image $S$; and the image area is represented as $|\cdot|$. If than the segmentation threshold, the pixel significant value is greater, the pixel is marked as a significant foreground, otherwise marked as a background. While the threshold is changed from 0 to 255, a complete PR curve can be drawn to evaluate the performance of the algorithm in different states, as shown in figure 2a, 2b. It can be seen from these two images that our algorithm is comparable to two excellent algorithms (ODSR and MDBL). Our experimental results show that on MSRA 10k the proposed algorithm has the best performance and on ECSSD is comparable to ODSR.

6.1.2 F-measure ($F_\beta$). In this paper, the Precision and Recall are weighted and averaged by F-measure value, as shown in Eq. (13):

$$
F_\beta = \frac{(1+\beta^2) \times P \times R}{\beta^2 \times P + R} \quad (13)
$$

in which $\beta^2=0.3$, the higher the $\beta$, the better the effect of the algorithm. We can see from the following Figure 3, that on MSRA 10k the algorithm has the best $F_\beta$ value, the ODSR is inferior to it, and the better $F_\beta$ value on ECSSD is similar to MDBL, as shown in Figure 3. These results further prove the validity of our proposed method.
6.1.3 Mean absolute error (MAE). In order to describe more accurately the consistency between salient images and truth images, MAE is introduced as an evaluation supplementary metric to calculate the errors between salient images $S$ and marked significant truth images $G$, as shown in Eq.(14):

$$\text{MAE} = \frac{1}{W \times H} \sum_{i=1}^{W} \sum_{j=1}^{H} |S(i,j) - G(i,j)|$$  \hspace{1cm} (14)

In which, $S(i, j)$ is the significant value, $W$ represents width and $H$ represents height of the image. The experimental results show that the MAE of the proposed algorithm is the smallest in two databases, which indicates that the proposed algorithm is superior to other algorithms and has a high accuracy.

| Algorithms | MSRA 10k | ECSSD | Time/s |
|------------|----------|-------|--------|
| HC         | 0.317    | 0.297 | 0.203  |
| CTC        | 0.281    | 0.274 | 0.317  |
| Our        | 0.109    | 0.112 | 0.218  |
| SCUL       | 0.218    | 0.211 | 0.241  |
| HCCH       | 0.176    | 0.192 | 0.352  |
| MDBL       | 0.107    | 0.113 | 0.479  |
| ODSR       | 0.102    | 0.114 | 0.375  |

6.2. Algorithm efficiency

It can be seen from Table 1 that the running time of this algorithm is moderate. Particularly for the better MDBL algorithm and the newer ODSR algorithm, the speed of this algorithm is much faster than them. For faster algorithms (such as HC), the effect of this algorithm is far ahead. The speed of the proposed algorithm is faster than that of MDBL and ODSR algorithm which run well. But for faster algorithms (such as HC), the effect is better.

7. Conclusion

In this paper, a salient object detection algorithm is proposed. Firstly, we construct the seeds of foreground. Secondly we combine the central priori and Bayesian optimization framework to obtain the final significant image. The experimental results show that the proposed algorithm highlights the significant object, and embodies the superiority of the algorithm. By comparing and merging different visual features, it is shown that this proposed algorithm is very effective in the saliency object detection.
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