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**Abstract**

The nematode (roundworm) *Caenorhabditis elegans* is one of the most popular animal models for the study of developmental biology, as its invariant development and transparent body enable *in toto* cellular-resolution fluorescence microscopy imaging of developmental processes at 1-min intervals. This has led to the development of various computational tools for the systematic and automated analysis of imaging data to delineate the molecular and cellular processes throughout the embryogenesis of *C. elegans*, such as those associated with cell lineage, cell migration, cell morphology, and gene activity. In this review, we first introduce *C. elegans* embryogenesis and the development of techniques for tracking cell lineage and reconstructing cell morphology during this process. We then contrast the developmental modes of *C. elegans* and the customized technologies used for studying them with the ones of other animal models, highlighting its advantage for studying embryogenesis with exceptional spatial and temporal resolution. This is followed by an examination of the physical models that have been devised—based on accurate determinations of developmental processes afforded by analyses of imaging data—to interpret the early embryonic development of *C. elegans* from subcellular to intercellular levels of multiple cells, which focus on two key processes: cell polarization and morphogenesis. We subsequently discuss how quantitative data-based theoretical modeling has improved our understanding of the mechanisms of *C. elegans* embryogenesis. We conclude by summarizing the challenges associated with the acquisition of *C. elegans* embryogenesis data, the construction of algorithms to analyze them, and the theoretical interpretation.
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1. Introduction

*Caenorhabditis elegans* is a transparent free-living nematode that dwells in decaying organic samples in soil and feeds on microorganisms such as bacteria. Its embryogenesis occurs inside an axisymmetric oval egg with a length and width of ~50 μm and ~30 μm, respectively, over a period of 10–12 h at 20 °C [1,2]. After hatching, *C. elegans* grows from ~250 to ~850 μm in length via four larval stages and over a period of 44–46 h at 20 °C [13]. The tiny size of *C. elegans* means that a microscope is usually needed to observe its anatomy and behavior. Its life cycle from zygote to egg-laying adult is only ~3 days at room temperature, and as each individual lays ~300 eggs in ~60 h, it is an efficient and low-cost organism for biological research, particularly genetics research [1,4]. There are two sexes of *C. elegans*: hermaphrodite and male. Hermaphrodites’ progeny generated by self-fertilization are nearly all hermaphrodites with only ~0.1 % males, while those produced by mating are ~50 % males [2]. The hermaphrodite progeny generated by self-fertilization have the same genome as their hermaphrodite parent, which enables molecular biologists to perform experiments with high genotypic and phenotypic stability (Fig. 1A).

Since the early 20th century, it has been known that adult *C. elegans* have a constant number of somatic cells; this is an example of the deterministic phenomenon known as eutely [5,6]. Thus, although *C. elegans* has numerous types of organs and tissues, such as the skin, pharynx, neuron, muscle, and gonad, hermaphrodite embryos comprise only 558 living cells and male embryos comprise only 560 living cells, with the corresponding adults comprising 959 and 1,031 cells, respectively [7]. This has enabled every cell’s behavior and function during its lifespan to be fully recorded, revealing the highly invariant somatic-cell lineages of the embryonic and postembryonic stages (Fig. 1B) [8–12]. However, *C. elegans* cells do show variations in the timing and orientation of their cell division [13–15]. The variety of cell fates is a consequence of progressive cell-fate specification that occurs after fertilization. First, the zygote (P0) undergoes four successive rounds of asymmetric division to give rise to the soma (i.e., four somatic founder cells: AB, EMS, C, and D) (Fig. 1B). This leaves one remaining germline precursor cell (P4), which undergoes one round of symmetric division to generate two primordial germ cells (Z2 and Z3) [12,16–18]. Second, somatic cells are further differentiated upon induction by cellular signaling, such as by Wnt signaling originating from the embryo posterior, which also induces the asymmetric localization of cellular contents in daughter cells and leads to fate specification [19–21], or by Notch signaling transduced through intercellular physical contact, which drives the differentiation of AB descendants at the 4- and 12-cell stages [22–24]. These stereotypical developmental patterns exhibit the key characteristics of metazoan development, which allows for the study of various biological processes. For instance, in *C. elegans*, there are only two intestinal precursor cells (i.e., Ea and Ep, specified by Wnt signaling) undergoing gastrulation and there’s only one excretory/kidney cell (i.e., ABplappaa, specified by Notch signaling) [25,26]. In addition, as *C. elegans* has many genes controlling various physiological and behaviors, it is an excellent animal model for the mechanistic study of many types of processes [27–29]. For example, as a pilot project for the Human Genome Project, the *C. elegans* genome was completely sequenced in 1998. This revealed that its genome consists of ~19,000 protein-coding genes, while the number of genes in the human genome was estimated as ~30,000–40,000 [30,31]. These studies have required the development of genetic and genomic technologies that, together with sequencing data, have founded a new era of data-driven systems biology studies of worms and other species [32–35]. This has resulted in substantial improvements in our understanding of how genes and proteins function and interact during development and respond to environmental stimuli.

Studies using *C. elegans* have generated several fundamental discoveries that have had significant scientific, social, and economic effects. For example, the 2002 Nobel Prize in Physiology or Medicine was awarded to Sydney Brenner, John E. Sulston, and H. Robert Horvitz, “for their discoveries concerning genetic regulation of organ development and programmed cell death” [36,37]. *C. elegans* was established as a model animal nearly half a century ago by Brenner, who described the induction of *C. elegans* mutants and uncovered its huge pool of genetic units [27,28]. Sulston and co-workers performed laborious naked-eye studies of *C. elegans* to trace its complete cell lineage, from zygote to adult, which serves as a repeatable reference for the migration, division, and differentiation of every *C. elegans* cell [8,9,12]. Horvitz and co-workers explored the invariant cell apoptosis pattern in *C. elegans* development to identify the “death genes” and “survival genes” that control apoptosis and the genes that regulate the removal of dead cells, which has facilitated much research in developmental and cell biology, especially in cancer biology [38–41]. Subsequently, Andrew Z. Fire and Craig C. Mello were awarded the 2006 Nobel Prize in Physiology or Medicine “for their discovery of RNA interference – gene silencing by double-stranded RNA,” whereby the expression of selected genes is suppressed by double-stranded RNA homologous to these genes’ RNA [36,37,42,43]. This gene-knockdown method and cellular-resolution data on the development of *C. elegans* have facilitated high-throughput identification and analysis of cell- and lineage-specific gene functions [15,44–46]. Furthermore, the 2008 Nobel Prize in Chemistry was awarded to Osamu Shimomura, Martin Chalfie, and Roger Y. Tsien “for the discovery and development of the green fluorescent protein, GFP” [36,37]. Chalfie, a neurobiologist, pioneered the use of GFP to visualize gene expression in the mechanosensory neurons of living *C. elegans* larvae, which paved the way for direct monitoring of gene or cellular/tissue activities in vivo at both spatial and temporal scales [47]. Thus, the above-mentioned discoveries and technological developments have established a solid foundation for quantitative, systematic, and single-cell-based research on *C. elegans* embryogenesis.
2. Cellular-resolution studies of embryogenesis

In this section, we review methods used for cell tracing and lineage tracking (hereinafter referred to as lineaging) and cell morphology reconstruction in *C. elegans*. The developmental characteristics of and technologies that have been used to study the ascidian, fruit fly, and zebrafish are briefly introduced and compared with the developmental characteristics of and technologies that have been used to study *C. elegans*, to demonstrate its strength as a model system.

**Fig. 1.** *C. elegans* embryogenesis and cell lineage analysis. (A) Simplified diagram of adult hermaphrodite *C. elegans*. (B) Embryonic cell lineage trees composed of the cells with a complete lifespan recorded from the 4- to 350-cell stages [76]. The branch length (cell cycle length) of the tree is an average of 46 wild-type embryos, and the blue bar at the bottom terminal of each branch denotes the standard deviation of the corresponding cell cycle length. (C) Images of fluorescently labeled cell nuclei and cell membranes (middle row) and the corresponding nucleus tracing (upper row) and membrane segmentation (lower row); a scale bar (white line) denotes 10 μm (the original data are from [76]). (D) Images of cells with fluorescently labeled cell nuclei (left) and *hhl-1* promoter reporters (middle) and the corresponding cell tracing and expression profiling with expression intensity scaling (right); a scale bar as in C (all of these subfigures are reproduced from [67]). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
2.1. Cell tracing and lineaging

Given the nematode species’ stereotypical developmental pattern in terms of their cell position, cycle, and fate, it has been recognized that customized methods are needed for tracing nematode cell lineage [548–50]. Although it is relatively easy to identify cells in a juvenile or adult nematode, it is extremely difficult to identify cells in a developing embryo, in particular during later embryogenesis when (compared with early embryogenesis) there are more cells and those from the same lineage and with the same fate look similar. This means that researchers must be able to recognize patterns while the blastomere is in rapid cleavage and the cell volume is continuously decreasing. This problem was taken seriously when Sydney Brenner showed his vision in the utility of C. elegans in biological research [27–29]. Several of his postdoctoral researchers and others devoted themselves to establishing the cell lineage pattern of C. elegans and in around 1980, after years of laborious observation and recording, achieved the historic milestone of a full description of its cell lineage, from zygote to adult. Remarkably, this was achieved using manual techniques, aided by Nomarski microscopy, and it provided a reliable reference for further research using this organism [8–12]. The nomenclature for cell identity was established based on an arbitrary lineal origin and the relative location of offspring cells with respect to the anterior–posterior, left–right, and dorsal–ventral body axes [9,12]. As mentioned, the zygote is named P0, and its successively derived germline precursor cells inherit the prefix “P” and are labeled with a suffix (1–4) to denote their generation. P4 divides symmetrically to produce two primordial germ cells, Z2 and Z3, which then arrest until the larval stage. The somatic founder cells generated by P0, P1, P2, and P3 are named AB, EMS, C, and D, respectively. The daughter cells of a somatic cell take their name from their mother cell’s name and its initial location relative to its sister cell (“a” for anterior, “p” for posterior, “l” for left, “r” for right, “d” for dorsal, and “v” for ventral). For example, the daughter cell of AB that is located in the anterior relative to its sister cell is named “Abd,” and the daughters of Abd that are located on either side along the left–right axis are respectively named “Abal” and “Abar.” Hence, all of the cells proliferated throughout C. elegans embryogenesis are unambiguously identified and named (Fig. 1B).

Given that manual determination of the entire embryonic cell lineage of C. elegans was extremely laborious, it was not feasible to use this approach for determining the entire embryonic cell lineage of a mutant or perturbed embryo [10,12]. In addition, manually collected cell-lineage data are only qualitative or semi-quantitative. However, ~15 years after the publication of the pioneering study of Sulston and co-workers, a method for the quantitative tracking of C. elegans embryonic cell lineage was developed based on the use of a multifocal-plane time-lapse video recording system and customized tracing/visualizing software, Biocell [13,51]. This method enables systems-level studies, such as cell sorting and developmental variability in each individual cell, with cell nuclei in Nomarski images up to the 400-cell stage used for manual cell identification [52,53]. In 2006, Bao and co-workers developed a platform for automated cell tracing and lineaging called StarryNite, in which cell nuclei are ubiquitously labeled with a histone::GFP fusion protein that increases the contrast between the nuclei and cytoplasm, and thus facilitates segmentation of images acquired by time-lapse three-dimensional (3D) confocal microscopy (Fig. 1C) [54,55]. The labeled nuclei are used for cell identification, which is followed by manual editing to remove errors produced by StarryNite [55,56]. Image acquisition is performed up to the 550-cell stage at 1-min intervals, and these intervals can be reduced to 10 s to observe a transient process [14,15,54,55,57]. The software StarryNite enables the extraction of information on cell position, division timing and axis, and lineage/division history from ~250 3D time-lapse image stacks consisting of ~20,000 two-dimensional (2D) images, while a companion program, AceTree, provides a graphical user interface for manual checking and editing, and visualization and analysis of tracking results (e.g., by plotting a lineage tree) [56]. Manual editing of a 350-cell embryo and a 550-cell embryo can be performed by an expert in 0.5–2 h and 8–16 h, respectively depending on image quality [14,15]. Such cell tracing and lineaging approaches are feasible until the muscle starts twitching [58], as this prevents the acquisition of meaningful images.

The above-described analytical tools have been continually improved to achieve better performance [59–62]. When introducing another fluorescent marker to label the gene of interest by promoter- or protein-fusion, the lineage tracking system is able to generate the lineal of the gene in each cell of a developing embryo [63–66]. As such, the software tool AceBatch was developed to automate this task and adapted to the existing systems constituted by StarryNite and AceTree [64–66]. This is exemplified by the lineal expression profiling of the muscle-specific transcription factor hhh-1 (Fig. 1D) [67]. Thus far, expression patterns during C. elegans development have been collected for thousands of genes, thereby allowing inference of regulatory control in particular pathways [44,45,63–70]. This systems-level approach to the collection of spatial and genomic information is readily adaptable to other nematode species, which has facilitated comparative and evolutionary biology studies [71–73]. Furthermore, cell lineage data obtained by the above-described method have been used to establish statistical references for C. elegans embryogenesis to enable cellular-resolution systematic characterization of developmental properties and to build visualization software, such as Dev-scape, WormGUIDES, and STAR [58,74,75]. The above-mentioned analytical tools are summarized in Table 1.

2.2. Cell morphology reconstruction

Cell morphology is the 3D space that is surrounded by a cell membrane, and is defined by multiple parameters, including cell shape, volume, surface area and relationship to and area of contact with other cells. Cell morphology is a result of both intracellular and intercellular forces, and experimental and theoretical studies have shown that it reveals the mechanical state of a (multi)cellular system and plays a pivotal role in many critical biological processes during metazoan development [77–84]. During C. elegans embryogenesis, cell morphology is involved in many functions. First, cell shape is associated with cell fate and cell lineage. For example, AB and P1 are the first two cells derived from P0, and the descendents of AB are more spherical than those of P1. For

Table 1

| Software       | Functions                                                                 | References |
|----------------|---------------------------------------------------------------------------|------------|
| Biocell        | Manual cell tracing and lineaging aided by Nomarski image stacks; visualization of the results of cell tracing and lineaging | [13]       |
| StarryNite     | Automated probabilistic cell tracing and lineaging aided by fluorescence-labeled image stacks | [54,55,60,61] |
| AceTree        | Manual editing and visualization of the results of automated cell tracing and lineaging, and gene-expression profiling | [55,56,62] |
| AceBatch       | Automated profiling of cellular expression                               | [64]       |
| Dev-scape      | Systematic visualization of the results of cell tracing and lineaging, and gene-expression profiling | [74]       |
| WormGUIDES     | Systematic visualization of the results of cell tracing and lineaging      | [58]       |
| STAR           | Systematic visualization of the results of cell tracing and lineaging      | [75]       |
instance, the gut cells, a sublineage derived from P1, are roughly cuboid and are packed in a regular array after gastrulation [76,85,86]. Moreover, the severely deformed cell shape that comprises filopodia and lamellipodia structures can mediate the movement of cells, such as ABpl during the left–right asymmetric chiral morphogenesis from the 7–to 8-cell stages [75,76,87,88]. Second, cell volume, which is determined by the symmetric or asymmetric division of a mother cell, influences the nucleus-to-cyttoplasm ratio and the molecular contents allocated to the daughter cell, which regulates this cell's fate, cycle length and the robustness of its arrangement [89–92]. Third, cell–cell contact serves as a physical basis for signal transduction between specific cell pairs that regulates the signal-receiving cell's orientation during division (e.g., Wnt signaling from C to ABar at the 8-cell stage) and fate specification (e.g., Notch signaling from MS to ABalp and ABara instead of to ABala and ABarp at the 12-cell stage) [22–24,93]. Moreover, cell–cell contact geometry coordinates the orientation of cells during division by directing cortical myosin flows via intracellular mechanical force [94–96]. These findings highlight the emerging demand for a reliable cell-level-accurate 3D time-lapse morphological atlas of C. elegans embryos.

Given that all cell nuclei can be fluorescently labeled and automatically traced in a C. elegans embryo, this approach has served as a convenient way to obtain data from which to infer the morphological properties of cells (e.g., their relationships to neighboring cells) in wild-type and mutant C. elegans embryos and those of other nematodes. The morphometric inference was first used 25 years ago when the whole-embryo cell lineage, cell division, and cell position during C. elegans embryogenesis were documented quantitatively, where the cell–cell contacts could be estimated from nucleus-based cell positions and raw images [13]. Bignone (2001) used these data and distance geometry methods (which had been established for studying protein-folding problems) to systematically predict a cell–cell contact map of C. elegans embryo based on the distance between cells defined by nucleus positions [97]. More commonly, 3D cell centers represented by cell nuclei are transformed into cell morphologies via the Delaunay triangulation and Voronoi tessellation approaches. First, each point in a continuous space is assigned to its closest cell (center); second, every cell is allocated a convex polyhedral region, i.e., forming a Voronoi diagram [98–101]. Voronoi diagrams have been widely used in combination with 3D time-lapse cell–nucleus position data of C. elegans embryos for characterizing and visualizing embryonic morphology, which has greatly facilitated studies in many areas of biology [75,102–113]. Moreover, this implementation has been used to delineate several key mechanisms in C. elegans embryogenesis that are supported by experimental evidence, such as Notch signaling and the positional variability mediated by physical contact, cell adhesion, and gap junctions [109,110].

However, although the generation of a Voronoi diagram is an efficient way to process and depict temporal series of 3D images that contain hundreds of cell nuclei, it is an indirect inference of cell surface and thus has inherent disadvantages [114]. First, it identifies two cell nuclei dividing during cytokinesis as separate cells, even though they remain within the membrane of their mother cell. Second, the nucleus inside a cell can exhibit drastic movement without the body or shape of the cell being obviously affected, especially during the mitotic process [115,116]. Third, a Voronoi diagram partitions space into convex polyhedra with planar surfaces, whereas a deformed cell may have severely curved and irregular surfaces [76,87,88]. Fourth, the partitioned polyhedra are packed tightly against those representing neighboring cells, which means that an authentic anuclear cavity, such as a blastocoel, cannot be established [117]. Thus, a Voronoi analysis usually requires a large sample size of cells or embryos to reach sufficiently high statistical reliability and, when applied to a cell-specific problem, must be checked by comparison with direct observations of membrane morphology to avoid the generation of false-positive or false-negative results [109].

A few studies have extracted cell morphology based on empirical data on cell membranes acquired by general image segmentation software or manual annotation [89–91,107,118]. However, although C. elegans cell membranes can be tagged with a fluorescent marker to enable cellular boundaries to be determined, existing image-segmentation methods are difficult to apply to the labeled C. elegans embryos due to their relatively small size. Therefore, there is an urgent need for an automatic, reliable, and efficient segmentation tool for studies of C. elegans cellular morphology. Accordingly, in the past 5 years, many researchers have developed experimental methods to label cell membranes with fluorescent proteins and designed new segmentation algorithms customized for processing 3D time-lapse series of images of C. elegans embryogenesis (Table 2) [76,109,119–122]. In 2017, Azuma et al. reported the cell segmentation software named Biologically Constrained Optimization-based cell Membrane Segmentation (BOMS), in which biological knowledge is included as a constraint in the segmentation process, i.e., it is assumed that the embryo size is nearly invariant and the nucleus is surrounded by a cell membrane [119]. In the evaluation of 25 shape features, this method exhibited an average deviation of 5.6 % from the results generated by manually annotating a 24-cell-stage embryo. In 2019, Cao et al. integrated several existing algorithms to preprocess raw images before watershed segmentation and devised a computational pipeline named 3D Membrane Morphological Segmentation (3DMM) [120]. For C. elegans embryogenesis up to the ∼86-cell stage, the dice ratio (i.e., the overlap between segmentation output and ground truth) of 3DMM (>0.97) is greater than that of BOMS. In another vein, Thiels et al. designed the pipeline spheresDT/Mpacts-PICS and showed that a mechanical model considering intracellular and

| Table 2 | Comparison of algorithms used for reconstructing cell morphology during C. elegans embryogenesis. |
|---------|----------------------------------------------------------------------------------|
| Algorithm | Information source for segmentation | Features | References |
| Voronoi diagram | Nucleus | Computationally efficient; capable of processing the entire embryogenesis up to muscle twitching | [75,102–113] |
| BOMS | Membrane | Aided by prescribed biological constraints (i.e., the nucleus is surrounded by the membrane and the embryo size is almost unchanged over time) | [119] |
| 3DMM | Membrane | Integration of existing approaches to preprocess the raw images before segmentation (i.e., statistical intensity normalization, Hessian matrix enhancement, region filter, and surface regression) | [120] |
| spheresDT/ Mpacts-PICS | Membrane | Morphology refinement with a mechanical model that considers aspects such as cell surface tension, intracellular pressure, and intercellular force | [122] |
| CShaper | Membrane | Based on deep learning; when combined with the nucleus position, this algorithm is capable of identifying the cavity inside an embryo | [76] |
intercellular forces can substantially refine the segmented cell morphologies [122–124]. It's a remarkable finding that cell mechanics—which are difficult to directly observe or measure in vivo—can be inferred from a combination of an appropriate mechanical model and 3D cell-membrane images [122,125,126].

CShaper is a novel segmentation algorithm based on deep learning that takes advantage of a new transgenic strain of C. elegans that ubiquitously expresses GFP in nuclei and the red fluorophore mCherry in cell membranes during embryogenesis (Fig. 1C) [76]. CShaper performs automated segmentation of cell membranes to reconstruct cell morphology during C. elegans embryogenesis. Thus, in combination with an automated lineaging algorithm, CShaper enables the automated generation of cellular morphologies and the resolution of cell identities from the 4- to 350-cell stages at an interval of ~1.5 min [76]. Evaluations of dice ratios, Hausdorff distances (i.e., the largest distance from a voxel in the segmented region to its closest voxel in the ground truth region), and F1 values (i.e., the proportion of correctly segmented cells) have demonstrated that CShaper outperforms five existing segmentation algorithms (3DUNet, CellProfiler, FusionNet, RACE, and SingleCellDetector) when applied to the C. elegans embryo [127–131]. This increased performance of CShaper is due to its deep learning architecture, the large sample size it uses for training, and its customization to C. elegans embryogenesis. For example, for a specific time point, over 95% of cells are segmented before the 200-cell stage, although the loss ratio increases to 18% during the 200- to 350-cell stages. In addition, CShaper can reconstruct the cavities inside an embryo, i.e., the non-nucleated empty space, from tracked cell-nucleus positions. Thus, 17 wild-type embryos have been imaged, segmented, and linearly normalized to form a statistical reference consisting of quantitative morphological information, such as cell volumes, cell surface areas, cell–cell contact relationships, and areas, which has been publicly documented as a resource. Each embryo was imaged and segmented until the complete divisions of AB128 (which reach the ninth generation of the AB lineage and yield 256 progeny), MS16 (which reach the sixth generation of the MS lineage and yield 32 progeny), E8 (which reach the fifth generation of the E lineage and yield 16 progeny), C8 (which reach the fifth generation of the C lineage and yield 16 progeny), D4 (which reach the fourth generation of the D lineage and yield 8 progeny), and germline precursor cell P4 (which yields 2 progeny) (Fig. 1B).

As a result, a list of cells that each have 17 morphological trajectories were generated, with the smallest cell having an average volume of ~8.5 μm³. The reference validates 10 cell–cell contacts that have been proposed to be involved in signaling, quantifies the variability of cell size (volume and surface area) and cell–cell contacts (relationship, area, and duration), and shows that cell irregularity is lineage-dependent and likely coupled with cell motility.

Currently, membrane-based cell morphology remains unclear beyond the 350-cell stage in the C. elegans embryo, where many morphogenetic events (e.g., ventral clef closure, dorsal intercalation, epidermal enclosure, elongation, and most apoptosis) occur [132]. The methodology of cell tracing and lineaging for late developmental stages has been established in nematode species because the fluorescently labeled nucleus signal is localized and thus there is a high signal–noise ratio [65,133–135]. However, beyond the 350-cell stage, the performance of membrane-based image segmentation decreases drastically over time, irrespective of the algorithm used. Consequently, there are four major challenges in the reconstruction of cell morphology: (1) the cell volume becomes exponentially smaller but the image resolution of microscopy remains constant over embryo development; (2) scattering and loss of laser intensity through the embryo body decrease image quality, especially in images of the last focal plane to be collected; (3) resolution of the z-axis (in the axial direction) is much lower than that of the x- and y-axes (in the lateral directions), resulting in blurred images for the cell boundary that is parallel to a focal plane; and (4) the embryo boundary is formed by only a single layer of the fluorescently labeled cell membrane, whereas the cell–cell interfaces inside an embryo consist of two layers of membrane, so the membranes of cells located on an embryo surface are more difficult to be correctly segmented (due to reduced fluorescence intensity) than those of cells inside an embryo. In principle, higher-quality images could be obtained by increasing laser intensity; however, this increases phototoxicity, which may perturb normal development, and increases the photobleaching of fluorescent proteins. Finally, compared with other organisms' embryonic cells, the relatively smaller size of C. elegans embryonic cells presents a significant challenge to both fluorescence imaging and image segmentation. Technology improvements in all of the above-mentioned aspects are necessary for enabling the reliable reconstruction of 3D time-lapse cell morphology in the late embryonic development of C. elegans.

In terms of algorithmic improvements, one possible strategy could be to consolidate the advantages of various segmentation algorithms, such as those involving deep learning, biological constraints, and mechanical modeling (Table 2). In terms of imaging improvements, the performance of cell segmentation would be enhanced in a C. elegans strain that expressed a more uniform and brighter membrane tag across developmental stages and cell types than current strains. In addition, compared with confocal microscopy, Light Sheet Fluorescence Microscopy (LSFM) has a faster imaging speed and causes less phototoxicity and photobleaching, while Structured Illumination Microscopy (SIM) has a resolution approaching the diffraction limit [136–139]. Thus, to further improve the performance of segmentation, image acquisition should be explored using LSFM-based and SIM-based imaging systems that have been developed and adapted for C. elegans embryogenesis, such as inverted selective plane illumination microscopy, dual-view inverted selective plane illumination microscopy, and instant structured illumination microscopy [111,140–147].

2.3. Comparison with other animal models

Cell tracing and lineaging and cell morphology reconstruction have also been performed in organisms other than C. elegans, such as two other invertebrates—the ascidian Phallusia mammillata and the fruit fly Drosophila melanogaster—and a vertebrate, the zebrafish (Danio rerio) (Table 3). Like that of C. elegans, the embryonic development of P. mammillata involves an invariant cell lineage and cell-level stereotypic spatial patterns, i.e., each cell can be uniquely identified in different embryos based on its reproducible developmental behaviors, such as fate and position [77,148,149]. The P. mammillata cell lineage was traced up to its tailbud stage (the ~850-cell stage) based on nucleus recognition using the software Mov-IT [150]. In addition, P. mammillata cell-membrane segmentation was achieved up to the neurula stage (the ~750-cell stage) using images obtained with multiview light-sheet microscopy [77], which is around twice the number of cells for which this has been achieved in C. elegans. However, (1) the volume of the P. mammillata embryo is ~60–70% of C. elegans, meaning that the smallest P. mammillata cell that can be segmented is much larger than that of C. elegans; and (2) rigorous manual curation must be incorporated into the P. mammillata cell membrane-segmentation procedure. Cell morphology reconstruction was also attempted in D. melanogaster. Compared with C. ele-
Table 3
Developmental characteristics and technical limits of cell tracing and lineaging and cell morphology reconstruction in four widely used animal models.

| Organism                      | Morphological change during development | Developmental characteristics | Terminal cell number for cell tracing and lineaging | Terminal cell number and smallest cell volume for cell morphology reconstruction |
|-------------------------------|------------------------------------------|------------------------------|---------------------------------------------------|---------------------------------------------------------------------------------|
| Nematode (C. elegans)         | Zygote: with invariant cell lineage and cell-level stereotypical spatial patterns | ~550 cells (prior to muscular twitching) [54–56] | ~350 cells (completion of gastrulation); ~8.5 μm³ [76] |
| Ascidian (P. mammillata)      | Invertebrate; with invariant cell lineage and cell-level stereotypical spatial patterns | ~850 cells (tailbud stage) [150] | ~750 cells (neurula stage); ~350 μm³ [77] |
| Fruit fly (D. melanogaster)   | Invertebrate; without invariant cell lineage and cell-level stereotypical spatial patterns | >6,000 cells (Stage 11) [153] | ~6,000 cells (Stage 6); ~450 μm³ [130,154] |
| Zebrafish (D. rerio)          | Vertebrate; without invariant cell lineage and cell-level stereotypical spatial patterns | ~9,500 cells (segmentation period) [150] | ~5,500 cells (gastrula period); ~450 μm³ [130] |

Note: The first and second columns of this table are adapted from [157,158], except those for P. mammillata [156], and the second column depicts the embryonic stages when zygotic transcription is essential. The smallest cell volume for cell morphology reconstruction represents the smallest cell reported to have been segmented. The value listed for D. melanogaster is obtained from the segmentation outputs of RACE [130], and this value is assumed to apply to D. rerio as well, considering that the same microscopy method and segmentation algorithm was used for both species.

and P. mammillata, D. melanogaster has a much larger embryo and its cell lineage and spatial patterns are not invariant at the cellular level. After fertilization, D. melanogaster undergoes 13 rounds of pseudo-synchronous divisions to form a syncytium, followed by blastoderm cellularization involving ~6,000 cells (Stage 5), and subsequently gastrulation onset (Stage 6) [151,152]. Whole-embryo cell segmentation has been achieved up to D. melanogaster gastrulation (Stage 6), and nucleus-based cell tracing has been attempted up to Stage 11, when the germ band is subdivided into metameric units by parasegmental furrows [130,151,153,154]. However, cell identity is only partially determinable in a D. melanogaster embryo as cell tracing and lineaging are not achievable in the first several rounds of cell cycles post-fertilization, as during this period the cells are sparsely located inside the embryo instead of on the periphery of the embryo and are thus difficult to distinguish. Automated reconstruction of cell morphology has also been attempted in D. rerio. The software RACE has been developed to extract cell morphology from D. rerio embryos in the gastrula period (the ~5,500-cell stage, 6 h after fertilization), and Mov-IT has been developed to perform nucleus tracing up to the segmentation period (the 9,500-cell stage, 11 h after fertilization) [130,150,155].

Although automated cell tracing and lineaging and cell morphology reconstruction are feasible in all four animal models, C. elegans embryogenesis has the most condensed developmental trajectories out of all organisms. For instance, C. elegans gastrulation begins at the 26-cell stage, while P. mammillata gastrulation begins at the 112-cell stage, and both D. melanogaster and D. rerio gastrulations begin after thousands of cells are formed [117,150,152,156]. Moreover, C. elegans embryogenesis ends with ~550 living cells, the identity of each of these can be resolved by nucleus-based cell tracing and lineaging, and the fate of each of these has been documented [12,54–56]; this can be advantageous for systematically studying developmental events at the cellular level. Thus, researchers studying C. elegans to answer various questions in metazoan embryogenesis may benefit by focusing on only a single cell or all cells in an embryo.

3. Physical models

In this section, we review the application of physical models for elucidating two biological phenomena, i.e., cell polarization and morphogenesis, and understanding the underlying genetic programs selected by evolution.

3.1. Reaction-diffusion modeling of cell polarization

Cell polarization is responsible for many significant biological processes in the zygote, in germline precursor cells, and in their derived somatic cells during C. elegans embryogenesis [159,160]. Cell polarization in P0-P3 occurs sequentially, and many of its associated regulatory pathways have been revealed by experiments. Thus, the cell polarization in those cells has served as the basis for theoretical studies in recent years.

3.1.1. Known molecular mechanisms

Cell polarization plays a decisive role in the segregation of cell contents, the orientation of cell division, and the specification of cell fate and has therefore been a focus in developmental biology for many years (reviewed in [161]). Four consecutive rounds of asymmetric divisions governed by cell polarization occur in P0, P1, P2, and P3 during C. elegans embryogenesis, thereby providing a framework for research on cell polarization (Fig. 2A) [162]. In each asymmetric division, a new somatic founder cell is generated, while the other daughter cell—the next P cell—remains multipotent. After that, the last P cell, P4, undergoes symmetric division and yields two primordial germ cells, Z2 and Z3, due to its too small size and loss of cell polarity [163]. Cell polarity is first estab-
lished in P0 and is triggered by the entry of sperm, with the entry site determining the posterior of the embryo (Fig. 2B) [164]. Two groups of membrane-bound partitioning-defective (PAR) proteins generate cell polarity by mutually inhibiting their membrane association and thus localize on opposite sides of a cell (Fig. 2C and 2D). At the 1-cell stage, the embryo is embedded in an ellipsoidal eggshell whose major axis becomes the anterior–posterior (a–p) axis of the embryo by polarization, and the PAR proteins in the a and
p regions are therefore named aPAR (PAR-3, PAR-6, and PKC-3) and pPAR (PAR-1 and PAR-2) [165]. The localization of PAR proteins conveys positional information to their downstream molecules, such as MEX-5/MEX-6, PIE-1, and P granule, which are thus polarized and spatially separated [159]. Additionally, a few molecules, such as actomyosin, CDC-42, CHIN-1, and possibly some downstream molecules (e.g., MEX-5/MEX-6), are involved in the interaction network and cortical activity that facilitate cell polarization [17,166,167].

A key aim of systems biology is to integrate mathematical and physical approaches with biological knowledge to interpret how genetic circuits determine the dynamics and function of a network system, as this enables the delineation of biological mechanisms and establishes a sound foundation for synthetic biological studies [168–172]. The determination that aPAR and pPAR shuttle between the membrane and the cytosol, diffuse, and interact with each other provides a good basis for such studies [173]. Many auxiliary molecular interactions (motifs) and coupling mechanisms (such as advective transport in the cortex) can be exploited for characterizing the delicate control of cell-polarization patterning and its underlying design principles [174].

3.1.2. Critical role of the mutual inhibition of aPAR and pPAR

The knowledge obtained from empirical studies of P0–P4 has allowed mathematical and physical modeling-based investigations of the theoretical principle of cell polarization in *C. elegans*. Toste-vin et al. (2008) introduced one-dimensional reaction–diffusion equations to model the distributions of aPAR and pPAR in the cortex and cytosol of *C. elegans* zygote, based on which they suggested that these proteins’ simple mutual inhibition is sufficient to generate their anterior–posterior domain separation [175]. In a comprehensive computational study of protein network circuits capable of cell polarization, Chau et al. (2012) showed that mutual inhibition is a core mechanism in such circuits [172]. Using a combination of computational and experimental techniques, Goehring et al. (2011) demonstrated that the advective flow of actomyosin in the cortex of *C. elegans* zygote is a critical trigger and facilitator of the robust segregation of PAR proteins and established a mechanochemical scheme for cell polarization [176,177]. In other research, Kravtsova et al. (2014) provided theoretical evidence that actomyosin contractility is required to stabilize the polarity pattern and that this mechanical cue can only break cell symmetry in the presence of certain chemical interactions [178]. Seirin-Lee et al. (2015) examined the morphometric features of the polarity distribution and found that polarity proteins’ advective transport in the membrane and cytosol and their mass concentrations in these regions regulate the width of the posterior domain [179], Seirin-Lee et al. (2020) also mathematically and numerically explored the polarity distribution from upstream to downstream molecules (i.e., from PARs to MEX-5/MEX-6 to PIE-1) [180], Gross et al. (2019) probed how guiding cues and biochemical feedback affect *C. elegans* cell polarization and manifest a transition point where the system changes from a guide-dominated to a feedback-dominated state [181]. In addition to the explorations of the *C. elegans* 1-cell embryo, Lim et al. (2021) used computational modeling, fluorescent imaging, and genetic perturbation to scrutinize the differentiated *C. elegans* 2-cell embryo, which revealed that the balance of the most upstream PAR proteins independently determines whether the symmetric or asymmetric mode of division occurs [182].

The effect of geometric cues on cell polarization is also a popular research theme. Dawes et al. (2013) used a reaction–diffusion model and an Allen–Cahn equation in two-dimensional space to elucidate that the cortical thickness distribution can determine the position of the interface between the exclusive domains of aPAR and pPAR [183]. Aras et al. (2018) used a phase field model to simulate the actomyosin contraction dynamics during the first cell polarization and division in the *C. elegans* embryo; this revealed that the rigid eggshell of the embryo generates asymmetric cortical tension that restricts changes in cell shape and consequently affects cell morphology and the timing of polarity establishment [184]. Another study, Gejele et al. (2020), found that the local ratio of membrane-surface-to-cytosolic-volume, which is high at the two terminals of an embryo and low in the middle of an embryo, plays an important role in the formation of polarity by mediating protein shuffling between the membrane and the cytosol [185]. The cell size was also determined to be crucial for the establishment of polarity, due to the reaction–diffusion system describing the interplay between aPAR and pPAR not being linearly scalable; this explains why the asymmetric division doesn’t take place in the last germline precursor cell, P4 [163]. In theory, the location of the transition region between anterior and posterior domains is sensitive to changes in cell shape when a cell is relatively small, which implies that additional programmed regulation might be employed to ensure the precision and robustness of cell polarization [186].

3.1.3. Investigation of additional motifs and regulations

In addition to the mutual inhibition exhibited by PAR proteins, other proteins and their interactions and feedback have been extensively investigated using theoretical methods. Dawes et al. (2011) studied the self-association of aPAR, which is realized by PAR-3 oligomerization, and proved that it functions in establishing and stabilizing polarity regardless of cortical activity [187]. In another work, Seirin-Lee et al. (2020), minimal network analysis, and eFAST sensitivity analysis revealed that the active regulation of aPAR by CDC-42 helps maintain the anterior and posterior polarity domains and polarization itself [188]. Given the fact that the depletion of the downstream protein MEX-5/MEX-6 is harmful to the polarity of upstream PAR proteins in later germline precursor cells, Seirin-Lee (2021) hypothesized their inhibitory regulation on aPAR’s association on membrane and active regulation on aPAR’s dissociation from membrane; computation showed that both two assumed loops can reinforce PAR polarity [17,167,189]. Further research on cell polarization in P2, which has the opposite polarity to its ancestors P1 and P0 in vivo, showed that the above-mentioned effect was due to the contact-based MES-1/SRC-1 signaling from P2’s sister cell, EMS, that enhances the on-rate of PAR-2 [190].

Overall, these above-described theoretical explorations have delineated crucial aspects of the diverse and precise control of cell polarization in *C. elegans*. These programs give rise to the stereotypical development of *C. elegans* embryos and are vital for optimal cell proliferation, morphogenesis, and differentiation [92,160,191]. Other experimental observations, such as that the LGL-1 is localized in the posterior of *C. elegans*, can be included to form a complete interaction network for future studies [191].

3.2. Mechanical modeling of cell positioning and cell morphology

Many mechanical models have been used to investigate embryonic morphogenesis in various species. As the early development of *C. elegans* is highly precise and repeatable in individual embryos, for the past two decades researchers have attempted to reproduce the progression of its cellular arrangement in silico.

3.2.1. Multi-particle model

In 2003, Kajita et al. reported their physical model that describes the cell shape and the intercellular and intracellular mechanical interactions in the early embryo of *C. elegans* (Fig. 3A) [192]. In this model, multiple particles with a certain mass are used to represent various subcellular structures; for example, (1) the cell membrane consists of particles that interact with each
Mechanical modeling of cell positioning and cell morphology in C. elegans embryogenesis. (A) Schematic diagrams of the multi-particle model (left), the coarse-grained model (middle), and the phase field model (right) at the 4-cell stage. (B) Embryonic morphologies acquired from in silico simulation by the phase field model (first row) and in vivo experiment (second row) from the 2- to 8-cell stages. The subfigures of in silico embryonic morphologies are reproduced from [57], and the in vivo embryonic morphologies with their segmentation outputs are rendered by CShaper, with a scale bar representing an actual length of 10 µm depicted beneath each [76].

3.2.2. Coarse-grained model

The coarse-grained model simplifies a cell by representing it as a single point, with the interaction (e.g., repulsion and attraction) between cells being pairwise and distance-dependent, so it incurs low computational costs (Fig. 3A). As this model has minimal parameters it can reveal some fundamental rules of a mechanical system. In 2013, Fickentscher et al. adopted the coarse-grained model to determine whether cell arrangement patterns are primarily an outcome of mechanical interaction and relaxation [194]. In their form of the model, the cells are treated as repellent elastic balls enveloped by an ellipsoidal eggshell and governed by Langevin equations with random noise, and cell division and cell adhesion are not considered. Surprisingly, the simulated close-pack configurations at the 4-, 8-, and 12-cell stages are within the natural range measured by imaging cell nucleus positions via light-sheet microscopy, indicating the role of mechanical cues in determining cell arrangement. Furthermore, they found that the formation of the planar diamond-shaped pattern at the 4-cell stage, in which the dorsal–ventral axis is established, is primarily controlled by repulsive force exerted by the eggshell. Fickentscher et al. (2016) then incorporated cell division into their model and also asked “how do individual cells know that dividing right now is a good choice for a meaningful and robust mechanically driven arrangement of all cells in the embryo?” [90]. They concluded in this and another study that the experimentally observed anticorrelation between cell cycle length (T) and cell volume (V) is significant and lineage-specific [90,91]. After experimentally fitting the formulated T–V relationship, they found that a simulation of the cell arrangement at the 24-cell stage (i.e., prior to the onset of gastrulation) resembles the in vivo situation. Their simulations with a range of values of parameters suggest that programmed cell-division asymmetry provides sufficient time for cells to relax into their required positions after cell division. Moreover, as the number of cells increases and their size decreases as embryogenesis advances, the system becomes more sensitive to local perturbations and thus more prone to producing irrecoverable defects.

Tian et al. (2020) concentrated on the cell division sequence that is highly conserved between C. elegans embryos and other Caenorhabditis species and showed that both the interval of relaxation and the order of cell division events must be controlled for the correct cell arrangement pattern to be generated [72,73,75,195]. In addition, they found that the synchrony of cell divisions is programmed in a particular manner to ensure that cells
move collectively, so that cell arrangement patterns do not bifurcate. Moreover, they determined that the cell division orientation known to be regulated by cell–cell contact geometry and cell–cell signaling is important for generating the stereotypical cell arrangement pattern in vivo.

In summary, the above-described theoretical studies using coarse-grained models have highlighted that cell division is carefully programmed to ensure that there is a precise and robust progression of cell arrangement during *C. elegans* embryogenesis.

The coarse-grained model has also been applied to study specific biological phenomena. In 2017, Yamamoto et al. reported that the *RNA*i knockdown of the genes *dpy-1* and *lon-1* generated *C. elegans* eggshells with variable aspect ratios, in which at the 4-cell stage they identified a variety of cell arrangement patterns (i.e., diamond, pyramid, T-shaped, and linear patterns) [196]. The distribution of cell arrangement patterns with respect to aspect ratio cannot be reproduced by a coarse-grained model that considers only cell–cell repulsion but can be reproduced by the improved coarse-grained model that considers cell–cell attraction in addition to cell–cell repulsion [90,194,196]. Fluorescence imaging of the cell adhesive protein HMR-1 showed that it accumulates in significantly lower amounts at the interface between EMS and P2 than at the interface between other cells, and the improved model—which incorporates this in the form of an asymmetric adhesion map—captures the empirical distribution of cell arrangement patterns [196]. Moreover, the *RNA*i-mediating elimination of cell adhesion generates a different distribution of cell arrangement patterns, confirming the role of cell–cell adhesion map in determining the cell arrangement pattern. Another study revealed that microinjecting an actin inhibitor into the AB cell to interfere with its adhesion function effectively altered the formation of an asymmetric adhesion map—captures the empirical distribution of cell arrangement patterns [196]. Moreover, they determined that the model performs well even at the 51-cell stage, except for three cells that exhibit a deviation larger than their radii, suggesting that the system at this stage remains largely governed by mechanical cues but that additional modifications (e.g., inhomogeneous cell stiffness and cell adhesion) might have a non-negligible effect on some cells. In addition, these researchers found that the cell–cell contact relationship conserved among embryos is poorly reproduced by the coarse-grained model, although the inclusion of a heterogeneous cell–cell adhesion map derived from cell–cell contact data somewhat improves the reconstruction performance of the model [201].

The limitation of the coarse-grained model was also discussed by Yamamoto et al. [2017] in light of its failure to reproduce the T-reverse-type pattern in an elongated eggshell with depleted cell adhesion [196]. The discrepancy between coarse-grained simulations and experiments is not surprising, given that the model oversimplifies each cell (i.e., as a single point) and therefore does not include information on cell morphology. Models with higher complexity (e.g., the multi-particle model and the phase field model) are needed to answer questions on cell morphology and more complex cellular properties.

### 3.2.3. Phase field model

The phase field model, which was originally developed in materials science to describe the concentration, interaction, and separation of multiple components, uses a diffusible scalar (phase) field to represent an object and track its interfacial interactions with other objects (Fig. 3A). Recently, this approach has been used in cell modeling, wherein a cell is treated as a 2D or 3D field and thus has interfacial interactions with other cells and with an external boundary, and the shape of a cell is programmable to determine its response to mechanical and biochemical stimuli [206,207]. Recently, this approach has been applied to examine *C. elegans* embryonic morphogenesis.

In 2019, Jiang et al. reported a phase field model for simulating cell growth, cell division, cell–cell contact, and the mechanical moduli of a cell and modeled cell compaction and packing under soft constraints [208]. They tested the model in two dimensions and found that it generates cell morphologies and positions that are similar to those experimentally observed in the *C. elegans* embryo. Kuang et al. [2022] utilized the 3D time-lapse cell morphology data of the CShaper system to construct a more sophisticated 3D phase field model that takes into account cell surface tension, cell–eggshell and cell–cell repulsion, cell–cell attraction, and cell volume constriction [57,76]. They showed that by inputting *in vivo* data of cell–division order, orientation, and volume segregation ratio into the model and performing step-by-step model construction and verification, the model accurately reconstructs cell morphology and the conserved cell–cell contact map (Fig. 3B). Furthermore, they found that the cell adhesion program can be inferred without *a priori* knowledge by comparison of the simulated morphologies with the experimentally observed morphologies [196,209]. The model is also able to characterize the *in vivo* system in space and time, such that it can account for the timing and orientation of cell division and the cell–cell attraction matrix programmed from the 6- to 8-cell stages. However, despite
the outstanding accuracy of the phase field model, high computational time and memory costs are incurred during its computation of the partial differential equation and the dense grid, which hampers its further application. Accordingly, the phase-field framework was recently upgraded by resolution refinement, formula optimization, and numerical scheme improvement, which enables it to compute over 100 cells with considerable efficiency and accuracy [210].

The phase-field method has also been applied to solve the problem of T-reversed-type cell arrangement at the 4-cell stage, which was observed in a genetically perturbed egg with a high aspect ratio and weak/no cell adhesion, and which cannot be reproduced by a coarse-grained model [196,211]. Seirin-Lee et al. (2022) used a 2D phase field model and real eggshell morphologies extracted from experimental images to reproduce the T-reversed-type pattern under a condition with experimental parameters [211]. They assigned an ellipsoid and a capsule eggshell with the same aspect ratio in the simulation and found that the capsule eggshell, which is more similar than the ellipsoid eggshell to the real eggshell in a T-reversed-type embryo, leaves more extra-embryonic space for cell movement. This was verified by experimental data, establishing that this extra-embryonic space is another geometric factor that modulates the cell arrangement in concert with mechanical parameters, such as cell stiffness and cell adhesion.

In summary, the quantitative morphology data obtained from the above-described studies have effectively guided the development of comprehensive mechanical models that serve as ground truth. This has deepened our understanding of the in vivo developmental system of C. elegans and enhanced our ability to predict its behavior.

4. Summary and outlook

Rapid technological advancements in live-cell imaging allow rapid acquisition of high-resolution images of molecular and cellular events throughout development. Thus, what scientific questions can or should we ask and what roles can computational modeling play in this regard? Developmental biologists have delineated the developmental patterns of C. elegans and uncovered details of its developmental processes and regulatory mechanisms by direct observation and/or genetic perturbation experiments. These explorations have mainly been conducted using genetic approaches, such as the identification of stepwise Wnt and Notch signaling events between specific interacting cell pairs [19–24,26,93]. These have been followed by more systems-level studies, aided by 4D live-cell imaging data, which have taken into account all of the cells derived from different lineages with different fates and have accurately measured the positioning and division timing and orientation of each cell throughout embryogenesis [13,54–56]. This quantitative single-cell-resolution 4D data and the stereotypical procedures of C. elegans embryogenesis have drawn the attention of mathematicians and physicists, who have attempted to provide theoretical explanations for various observations, such as why the developmental program has the design. For instance, in modeling cell positioning, physical simulations show why the timing and orientation of cell division and cell–cell adhesion are programmed as they are in vivo [57,90,195,196]. In mechanical terms, this programming ensures the precise and robust realization of the developmental path of embryonic morphology [19,20,75,89,91–95,197,209,212]. Physical modeling also provides answers to the perennial question of why and how the C. elegans developmental procedure is so reproducible. However, there remains a large gap between data and theory, as there are much more data than theory and modeling can absorb, interpret, and exploit. Accordingly, there is a need for more theorists to be involved in studies to assist in the interpretation of high-quality quantitative data. Seamless collaboration between experimentalists and theorists will be crucial for developing a deep understanding of the embryogenesis program from both genetic and physical perspectives by making full use of data and models.

Reliable quantitative data serve as ground truth to verify or falsify theoretical and computational models. The physicist Richard Feynman wrote on his blackboard “what I cannot create, I do not understand”; similarly, reconstituting a biological process in silico is a way to test how well the process is understood [213]. The increasing amount of data on C. elegans embryogenesis will greatly aid the construction of accurate theories, algorithms, and mathematical language to describe this organism’s development. Conversely, theoretical endeavors will stimulate new experiments, new applications of technologies, and the generation of new data. For example, the in situ measurement of cell mechanical properties (e.g., cell–cell adhesion mediated by HMR-1) is extremely difficult to perform when the signal-to-noise ratio of fluorescence drastically decays during blastomere cleavage [196,209]. This impedes accurate modeling, especially of developmental stages with dozens to hundreds of cells [57,201]. This problem also occurs in the reconstruction of cell morphology from imaging data beyond the 350-cell stage [76]. For these and other reasons, we believe that in many cases the advancement of data generation and theory should be complementary and mutually stimulating.

The interaction and integration of quantitative data and modeling are essential to answer two key questions that have been posed by the developmental biologist Lewis Wolpert: “Will the egg be computable?” and “Do we understand development?” [214,215]. These questions are related but not the same. On the one hand, even if egg development could be perfectly simulated in silico, it is not guaranteed that this would inevitably result in a comprehensive understanding of the process. This is analogous to the fact that simulating the exact trajectory of all of the air molecules in a room would not necessarily result in an understanding of thermodynamics. On the other hand, it is possible that a certain level of understanding can be achieved without detailed and “realistic” modeling (again, the example of thermodynamics). Thus, the answer to one question would help to answer the other question, and vice versa. Overall, models aid understanding, and models of different scales and complexity are needed to answer different questions.

Funding

This work was supported by funding from the National Natural Science Foundation of China (Grant No 12000053 and 32088101) to G. Guan and C. Tang and from the Hong Kong Research Grants Council (Grant No HKBU12101520, HKBU12101522, N_HKBU201/18, and FNRA-IG/21-22/SCI_02) to Z. Zhao.

Declaration of Competing Interest

The authors declare that they have no known competing financial interests or personal relationships that could have appeared to influence the work reported in this paper.

Acknowledgments

We thank all members of the Tang Lab and the Zhao Lab for their constructive comments and Xiangyu Kuang and Yixuan Chen for helpful discussions and diagram presentations. We are also grateful to Prof. Feng Liu and Prof. Peng Xia for their professional advice on the summary of advanced experimental biotechnology.
Our gratitude is also extended to Kai Kang for his assistance in data visualization.

References

[1] Byerly L, Cassada RC, Russell RL. The life cycle of the nematode C. elegans. I. Wild-type growth and reproduction. Dev Biol 1976;51(1):23–33.

[2] Riddle DL, Blumenthal T, Meyer BJ, Priess JR. C. elegans II. 2nd edition. Cold Spring Harbor Laboratory Press; 1997.

[3] Soebe G, Betist MC, Korswagen HC. Regulation of Caenorhabditis elegans body size and male tail development by the novel gene lon-8. BMC Dev Biol 2007;7:72.

[4] Ha NM, Tran SH, Shim Y-H, Kang K. Caenorhabditis elegans as a powerful tool in natural product bioactivity research. Appl Biom Chem 2022;65:18.

[5] Martini E. Die Zellkonstanten und ihre Beziehungen zu anderen zoologischen Vorgessen. Zeit Anat Entwickelt 1923;70:179–259.

[6] van Cleave HJ. Eutely or cell constancy in its relation to body size. Q Rev Biol 1932;7(1):59–67.

[7] Kenyon C. Cell lineage and the control of Caenorhabditis elegans development. Philos Trans R Soc Lond B Biol Sci 1985;312(1153):21–38.

[8] Sulston JE. Post-embryonic development in the ventral cord of Caenorhabditis elegans. Philos Trans R Soc Lond B Biol Sci 1976;275(938):287–97.

[9] Sulston JE, Horvitz HR. Post-embryonic cell lineages of the nematode Caenorhabditis elegans. Dev Biol 1977;56(1):110–56.

[10] Deppe U, Schierenberg E, Cole T, Krieg C, Schmitt D, Yoder B, et al. Cell lineages of the embryo of the nematode Caenorhabditis elegans. Proc Natl Acad Sci U S A 1978;75(1):376–80.

[11] Schnabel R, Hutter H, Moerman D, Schnabel H. Assessing normal embryogenesis in Caenorhabditis elegans using a 4D microscope: Variability of development and regional specification. Dev Biol 1997;194(2):234–65.

[12] Richards JL, Zacharias AL, Walton T, Burdick JT, Murray JI. A quantitative analysis of division timing reveals a common genetic architecture controlling asynchrony and fate asymmetry. Mol Syst Biol 2015;11(6):814–15.

[13] Wong M-K, Guan D, Ng KC, Ho VWS, Xin X, Li R, et al. Timing of tissue-specific cell division requires a differential onset of cytoskeleton transcription during metamorphic transition. J Biol Chem 2016;291(24):12501–2.

[14] Yang M, Yu Y, Euskirchen GM, Wysoker A, Prasher DC. Green fluorescent protein as a marker for gene expression. Science 1994;263(5148):802–5.

[15] Boveri T. Über die Entstehung des Gegensatzes zwischen den Geschlechtszellen und den somatischen Zellen bei Ascaris megalophae. Neueste Bemerkungen zur Entwicklungsgeschichte der Nematoden. Sitzungsber. Ges. Phystol. Med. 1892;3:114–25.

[16] Goldschmidt RB. Das Nervensystem von Ascaris lumbricoides und megalocephala. I. Z Wiss Zool 1908;90:73–136.

[17] Goldschmidt RB. Das Nervensystem von Ascaris lumbricoides und megalocephala. II. Z Wiss Zool 1909;92:306–57.

[18] Hurd SN, White JC. Cortical and cytoplasmic flow polarity in early embryonic cells of Caenorhabditis elegans. Cell 1993;77(1):1543–55.

[19] Schnabel R, Bischoff M, Hintze A, Schulz AK, Heijnoi A, Meinhardt H, et al. Global sorting of the C. elegans embryo defines a new mechanism for pattern formation. Dev Biol 2006;294(2):418–31.

[20] Bischoff M, Schnabel R. Global cell sorting is mediated by local cell-cell interactions in the C. elegans embryo. Dev Biol 2006;294(2):432–44.

[21] Bao Z, Murray JI, Boyle T, Ooi SL, Sandel MJ, Waterston RH. Automated cell lineage tracing in Caenorhabditis elegans. Proc Natl Acad Sci U S A 2006;103(27):10807–12.

[22] Murray JB, Bao Z, Boyle TJ, Waterston RH. The lineage of fluorescently-labeled Caenorhabditis elegans embryos with StarryNite and AceTree. Nat Protoc. 2006;1(3):1468–76.

[23] Bao Z, Murray JI, Krasxia CL, Waterston RH, AceTree: A tool for visualizing Caenorhabditis elegans embryo development. Nature 2006;7:275.

[24] Kuang X, Guan G, Wong M-K, Chan L-Y, Zhao Z, Tang C, et al. Compatable embryonic gene expression in Caenorhabditis elegans embryo with a phase field model. PLoS Comput Biol 2012;18(1):e1000755.

[25] Santella A, Catena R, Kovacevic I, Shah P, Yu Z, Marquina-Solis J, et al. WormGUIDES: An interactive single cell developmental atlas and tool for collaborative multidimensional data exploration. BMC Bioinform 2015;16:189.

[26] Aydin Z, Murray JI, Waterston RH, Noble WS. Using machine learning to speed up manual image annotation: Application to a 3D imaging protocol for measuring single cell gene expression in the developing C. elegans embryo. BMC Bioinform 2010;11:84.

[27] Santella A, Du Z, Novotkinsen S, Hajtandonski A-K, Bao Z. A hybrid blob-slice model for accurate and efficient detection of fluorescence labeled nuclei in C. elegans. BMC Bioinform 2011;12:580.

[28] Santella A, Du Z, Bao Z. A semi-local neighborhood-based framework for probabilistic cell lineage tracing. BMC Bioinform 2014;15:217.

[29] Katzman B, Tang D, Santella A, Bao Z. AceTree: A major update and case study in the long term maintenance of open-source scientific software. BMC Bioinform 2018;19:121.

[30] Hunt-Newbury K, Viverios R, Johnson R, Mah A, Anastas D, Fang L, et al. High-throughput in vivo analysis of gene expression in Caenorhabditis elegans. PLoS Biol 2007;5(9):e237.

[31] Murray JB, Bao Z, Boyle TJ, Roche MK, Berdichevsky I, Nicholas TJ, et al. Automated analysis of embryonic gene expression with cellular resolution in C. elegans. Nat Methods 2008;5(3):703–9.

[32] Murray JB, Boyle TJ, Preston B, Vafeados D, Berdichevsky I, Nicholas TJ, et al. Multidimensional regulation of gene expression in the C. elegans embryo. Genome Res 2012;22(7):1282–94.

[33] Murray JB, Bao Z. Automated lineage and expression profiling in live Caenorhabditis elegans embryos. Cold Spring Harb Protoc 2012;887–99.

5512
Seirin-Lee S. The role of cytoplasmic MEX-5/6 polarity in asymmetric cell division. Bull Math Biol 2021;83(4):29.

Seirin-Lee S. Positioning of polarity formation by extracellular signaling during asymmetric cell division. J Theor Biol 2016;400:52–64.

Hoeger C, Hyman AA. Principles of PAR polarity in Caenorhabditis elegans embryos. Nat Rev Mol Cell Biol 2013;14:315–22.

Kajita A, Yamamura M, Kohara Y. Computer simulation of the cellular arrangement using physical model in early cleavage of the nematode Caenorhabditis elegans. Bioinformatics 2003;19(6):704–16.

Kajita A, Yamamura M, Kohara Y. Physical modeling of the cellular arrangement in C. elegans early embryo: Effect of rounding and stiffening of the cells. Genome Inform 2002;13:224–32.

Fickentscher R, Strunz P, Weiss M. Mechanical cues in the early embryogenesis of Caenorhabditis elegans. Biophys J 2013;105(8):1805–11.

Chen L-Q. Phase-field models for microstructure evolution. Annu Rev Mater Res 2002;32:163–94.

Moure A, Gomez H. Phase-field model of cellular migration: Three-dimensional simulations in fibrous networks. Comput Method Appl M 2017;320:162–97.

Cao Y, Gabache E, Rappel W-J. Plasticity of cell migration resulting from mechanochanical coupling. eLife 2019;8:e48478.

Chen L-Q. Phase-field models for microstructure evolution. Annu Rev Mater Res 2002;32:163–94.