Neutral Theory and Rapidly Evolving Viral Pathogens
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Abstract

The evolution of viral pathogens is shaped by strong selective forces that are exerted during jumps to new hosts, confrontations with host immune responses and antiviral drugs, and numerous other processes. However, while undeniably strong and frequent, adaptive evolution is largely confined to small parts of information-packed viral genomes, and the majority of observed variation is effectively neutral. The predictions and implications of the neutral theory have proven immensely useful in this context, with applications spanning understanding within-host population structure, tracing the origins and spread of viral pathogens, predicting evolutionary dynamics, and modeling the emergence of drug resistance. We highlight the multiple ways in which the neutral theory has had an impact, which has been accelerated in the age of high-throughput, high-resolution genomics.
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Introduction

Rapidly evolving pathogens, especially RNA viruses such as HIV-1, Influenza A virus (IAV), and Hepatitis C virus (HCV), are subject to some of the strongest evolutionary forces that have been reported in evolutionary biology. Within individual hosts, viruses undergo adaptive change at genomic sites that are targeted by the humoral (Bush et al. 1999; Frost et al. 2005), cellular (Kawashima et al. 2009), and innate immune responses (Rehermann 2009), sometimes sweeping to fixation in a matter of weeks (Henn et al. 2012), and subject to selective coefficients as high as 0.03 (on average) for individual escape mutations (Liu et al. 2006). Establishing infection in new hosts often requires numerous adaptive changes, such as receptor specificity adjustments in IAV (Taubenberger and Kash 2010) or SARS coronavirus (Li et al. 2005), or long-term evolutionary arms races with host antiviral defense systems (Sawyer et al. 2004). Viruses are often subject to multiple, sometimes conflicting forces, for example imposed by the constraints within vectors, (Woelk and Holmes 2002) or the disparities between population and individual level fitness effects (Poon et al. 2007). The development of drug resistance is a key example of anthropogenic selection (Blair et al. 2015) that has been extensively studied and modeled (Hughes and Andersson 2015). Initial escape mutations almost invariably carry a fitness cost (Mammano et al. 2000), but are frequently compensated for by subsequent fitness-restoring mutations (Maisnier-Patin and Andersson 2004). Many seminal methods for detecting signatures of natural selection in molecular data were first applied to viral data (Nielsen and Yang 1998) or host immune loci (Hughes et al. 1990). Yet, despite tremendous observed divergence in many such systems (e.g., with HIV-1 isolates differing from each other by as much as 40%), discernible phenotypic differences between them in terms of virulence, transmissibility, and pathogenicity, while detectable (Pant Pai et al. 2012), are not dramatic. Moreover, within-host diversity is often surprisingly limited (Lemey et al. 2006). Here, we provide an overview of how much of the variation observed may be neutral, not necessarily in spite of, but because of, complex and dynamic selection pressures. We focus on HIV-1, a chronic infection, and influenza A virus (IAV), an acute infection, to illustrate these concepts, driven by the availability of large sequence databases and the research interest in these recalcitrant significant public health burdens.

Viral Diversity

RNA virus populations represent a large, yet finite set of replicating nucleotide sequences, for example, there are over 107 infected cells in a typical HIV infection (Chun et al. 1997). Combined with a short generation time and a high per-generation mutation rate, genetic variation is generated at a high rate, even in IAV infection, where the duration of infection is typically short (Poon et al. 2016). This variation can be harnessed to make both qualitative (e.g., clinical) and quantitative inferences from sampled viral gene sequence data. In this context, classical population genetics theory has been well developed, with the frequency of an allele, and thus diversity within a population, influenced by a combination of mutation, recombination or reassortment, natural selection, and population dynamics. RNA-dependent RNA polymerases are highly error-prone during replication, with misincorporation, or mutation, on the order of approximately one per 103–105 nucleotides polymerized (Ward et al. 1988). Infection of a cell by multiple, heterogeneous sequences can produce hybrid progeny as the result of recombining parental
sequences as frequently as once per generation for HIV (Schlub et al. 2010). Furthermore, when the viral genome consists of multiple, distinct segments of RNA, as in the case of influenza, reassortment of segments may occur in a dual infection leading to the production of new genotypes. This mechanism is postulated to account for the major antigenic shift of IAV, and is responsible for major pandemics (Vijaykrishna et al. 2015). Neutral theory treats these processes as stochastic in nature and assumes that most mutations are selectively neutral or slightly deleterious. Although considerable effort has gone into debating whether an underlying neutral model is applicable to rapidly evolving viruses (see Leigh Brown [1997] and citations thereof), the assumption of selective neutrality for the majority of mutations has served as a useful, and even necessary null hypothesis for evolutionary hypothesis testing in the context of highly diverse viral populations.

**Intrahost Population Dynamics**

Despite the capacity of viral populations within infected individuals to generate genetic variation, viral diversity at any one time may be relatively low. Viral infections are typically founded by a small number of infectious particles, resulting in a bottleneck that can dramatically reduce genetic variation (McCrone and Lauring 2018). In addition, selectively neutral or even somewhat deleterious mutations can arise to high frequency during these bottlenecks. Albeit less dramatic, bottlenecks may even be present within infected individuals, due to spatial structuring of target cells (Frost et al. 2001; Salemi et al. 2014). If sweeps are frequent, clonal interference may occur such that even selected mutations may evolve in a manner more typical of neutral mutations (Gerrish and Lenski 1998)—a phenomenon dubbed “genetic draft” (Gillespie 2000).

**Between-Host Dynamics**

In contrast to within-host dynamics, evidence of selection at the between-host level is weaker. Viruses such as HIV-1 and HCV exhibit phylogenies that closely resemble those generated by a time-varying coalescent model. Once corrections are made for changing generation time over the course of the epidemic, the level of genetic variation at the population level is broadly consistent with the number of infected individuals (Frost and Volz 2013). In addition to the structure of the phylogenetic tree being consistent with neutral expectations, even selected mutations may evolve at the population level as if affected by drift. Over multiple infections, viruses experience different host environments, and the resulting fluctuating selection pressure can also result in additional “noise” more consistent with a small census population size (Poon et al. 2007; Fryer et al. 2010). Consequently, HIV-1 has adapted rather slowly to humans since its emergence as a pandemic pathogen (Fryer et al. 2012).

**Molecular Clock and Divergence Dating**

The divergence of viral molecular sequences over time, whether within or among hosts, becomes a powerful tool in investigating the temporal origins of viral strains or outbreaks, particularly when this divergence exhibits a clock-like behavior (Gojobori et al. 1990). The early observation that proteins evolve at a constant, or clock-like, rate over time (Zuckerkandl and Pauling 1965) was a natural argument in support of neutral theory. The divergence of HIV-1 and IAV has been repeatedly found to conform to the molecular clock hypothesis, both at the level of the entire viral population (Buonaguro et al. 1986; Korber et al. 2000), and within individual hosts (Poon et al. 2012). The original strict clock estimates of the time of introduction for the HIV-1 group M pandemic (Korber et al. 2000) were only slightly refined using much more complex models (Salemi et al. 2001; Faria et al. 2014), and studies of known transmission histories demonstrated the applicability of the molecular clock (Leitner and Albert 1999) to HIV-1 transmission studies, albeit with some caveats due to the within-host evolution and transmission dynamics. A different overall rate of nonsynonymous relative to synonymous substitutions is often observed due to differing degrees of selection pressure (Gojobori et al. 1990; Frost et al. 2005), but the clock based on synonymous substitutions appears to be a good proxy for within-host replication dynamics (Lemey et al. 2007).

The action of some types of episodic natural selection is compatible with clock-like evolution (Gillespie 1986). However, several important selective regimes deviate from the strict (or even relaxed) molecular clocks. Selective regimes are usually very different between interior branches of viral phylogenies, reflective of long-term evolutionary pressures informed by transmission and largely purifying selection, and terminal branches that represent within-host evolution that is more neutral or even maladaptive at the level of the population (Pond et al. 2006; Pybus et al. 2007). This may lead to strong deviations from neutral clock-like behavior (Wertheim and Kosakovsky Pond 2011). Differing population dynamics in different host species or geographical location may result in highly correlated evolutionary rates in the phylogeny. This can confound estimates of the molecular clock, but can be corrected by incorporating external information, such as host range (Worobey et al. 2014; Frost et al. 2015). Indeed, incorporating detailed sequence information such as risk group, location of isolation, and even relative geographical
distances into a relaxed molecular clock model, a growing field known as phylodynamics (Grenfell et al. 2004), has been used effectively to expand on previous molecular epidemiology studies to include estimates of spatial origins, migration and transmission rates, and predictors of disease spread (Lemey et al. 2009; Faria et al. 2014; Rife et al. 2017). In HIV infection, there is evidence to suggest that the rate of the evolution at the population level is intimately associated with the rate of transmission. Rapid transmission restricts the time for the virus to diversify within the host, which in turn leads to a low rate of the molecular clock at the between-host level (Maljkovic Berry et al. 2007).

Drug Resistance Development and Reversion

Rapid fixation of escape mutations in response to treatment with incompletely suppressive therapy or a therapy with a low genetic barrier of resistance is a classical example of natural selection in action (Belshe et al. 1989; Larder and Kemp 1989). However, evolutionary dynamics leading to the rise of drug resistance and following the acquisition of drug resistance mutations are anything but simple. Although some mutations can dramatically reduce fitness of resistance variants in comparison with wildtype when the drug is not present (Brenner et al. 2002), many have rather minor effects on fitness (Kühnert et al. 2018). Upon transmission to a drug-naive host, many drug resistance mutations revert to wildtype alleles, although at markedly different rates (Little et al. 2008), but some remain fixed in new hosts (Castro et al. 2013). There has been considerable debate as to whether drug-resistant mutations are sourced from standing genetic variation (i.e., preexisting mutations at low frequency) or from new mutations that occur during therapy. Studies have reported many instances of low-frequency variants being swept to fixation by the action of a drug (Tsibris et al. 2009). However, there is also evidence that drug resistance mutations are repeatedly generated and turn over during error-prone replication (Gianella et al. 2011).

Largely consistent patterns of escape mutations (Paredes et al. 2017) together with strong phenotypic effects would suggest a predominant role for deterministic evolution (Coffin 1995). However, the large variation in the timing and development of drug resistance among patients has suggested a notable stochastic component (Frost et al. 2000; Pennings et al. 2014), further reinforced by the complex pharmacokinetics of antiviral drugs in different tissues (Lorenzo-Redondo et al. 2016). The neutral theory enhanced our understanding of this variation and its relationship to epistatic interactions between resistance sites and the conditionally neutral genetic background, that is, sites for which mutation does not alter the fitness of the pathogen, but may alter the fitness effects of subsequent mutations. Resistance mutations can become highly advantageous (or entrenched) despite being destabilizing in the wildtype background, suggesting that anticipation of epistatic effects is important for the design of future therapies (Flynn et al. 2017).

Evolutionary Plasticity and Neutral Fitness Landscapes

A central goal of evolutionary biology is to understand how genetic variation underpins phenotypic variation, and ultimately fitness. The way pleiotropic and epistatic gene effects are organized within the genotype–phenotype (G–P) map is expected to play a pivotal role in the ability of viruses to adapt and evolve. For example, HIV-1 resistance mutations confer different degrees of resistance (Petropoulos et al. 2000; Rhee et al. 2004), vary in their degree of cross-resistance to different drugs or drug classes (Harrigan et al. 2001), and differ in the fitness costs incurred in the absence of treatment (Croteau et al. 1997; Martinez-Picado et al. 1999; Mammano et al. 2000). The fitness landscape of these resistance mutations, particularly the effect of their epistatic interactions on this landscape, has been a challenge to characterize quantitatively, although recent progress has been made thanks to high-throughput data generation (e.g., Hinkley et al. 2011). The finding by Kouyos et al. (2012) of an increasing ability of populations to move across the fitness landscape without changing their fitness with increasing magnitude of epistatic effects was an influential factor in understanding the role of the conditionally neutral genetic background in phenotypic variation, specifically the connectivity of neutral networks (Huynen 1996; Huynen et al. 1996), within a real system. The observed fitness landscape for drug-resistant HIV-1, though rugged, is exclusively due to the cancelling out of selective effects and the large fraction of relatively equally fit viral variants with significantly differing genotypic profiles (Kouyos et al. 2012). Fontana et al. (1993a, 1993b) found that landscapes in which fitness is predicted by RNA secondary structure combine neutrality and ruggedness similarly to the landscapes described specifically for HIV drug resistance.

Similar to HIV-1 drug resistance, IAV is capable of evading immune recognition through antigenic drift of its surface proteins, hemagglutinin (HA) and neuraminidase (NA), complicating long-term control of the disease through vaccination (Smith et al. 1999). One of the most striking complications for the reconstruction of the IAV G–P map for HA is that, although genetic change is gradual, antigenic change is punctuated. HA inhibition assays show that H3N2 sequences can be clustered, each with unique antigenic properties. Between 1968 and 2003, these clusters emerged and replaced each other within as little as 2–8 years (Smith et al. 2004). Empirical evidence suggests that there is immunity against one strain confers almost complete immunity against other strains from the same antigenic cluster (Gill and Murphy 1977), whereas cross-immunity is as low as 60–85% between clusters adjacent in time (Gill and Murphy 1977; Meiklejohn et al. 1978). Interpreting influenza clusters in terms of intertwined neutral networks that map both main mutations and epistatic interactions corroborated phylogenetic evidence (also modeled under neutral evolution) (Grenfell et al. 2004) in that weak within-cluster selection and the selective sweeps that accompany cluster transitions are sufficient to explain the restricted interpandemic diversity of HA in light of large antigenic changes (Koelle et al. 2006).
**Next-Generation Sequencing-Based Studies**

The introduction of next-generation sequencing (NGS) technologies afforded an opportunity to measure intrahost viral diversity with remarkable precision and resolution. In addition to relatively rapid adaptive change driven by the immune system (Henn et al. 2012) or drug pressure (Flynn et al. 2015), HIV-1 undergoes longer term evolutionary changes that include reversion of substitutions at positions where changes acquired in previous hosts are no longer advantageous (Zanini et al. 2015)—a pattern also reported for HCV (Ray et al. 2005).

The ability to measure intrahost populations using NGS more reliably has also revealed that, whereas continual positive selection of antigenically drifted variants drives global patterns of IAV population dynamics, stochastic processes such as strain migration and within-clade reassortment dominate IAV evolution within the human host, with minority variants rarely shared among individuals (McCrone and Lauring 2018). Single-cell analysis of IAV infection has demonstrated that high variation in the number of progeny released by an infected cell as well as extrinsic noise affecting viral replication can drive down genetic variation and increase the importance of stochastic effects, particularly early on in infection (Heldt et al. 2015). The same is not said to be true in pigs, however, as diversity within even partially immune swine is significant and highly dynamic over the course of infection (Diaz et al. 2015), underscoring the role played by within-host evolution in antigenic shift and the need for further NGS studies of genetic plasticity in intermediate hosts.

**Deep Mutational Scanning**

A high mutation rate, short generation time, and strong selection of both single-point and epistatic mutations certainly play a role in the capacity of HIV and IAV evolutionary escape from immunity. However, other viruses with comparable mutation rates, such as measles, show little propensity for antigenic change (Sheshberadaran et al. 1983; Duffy et al. 2008), despite obvious selective benefits. Several explanations have been offered to account for these differences (Koelle et al. 2006; Lipsitch and O’Hagan 2007; Heaton et al. 2013), but the impact of evolutionary plasticity has been difficult to test prior to developments in NGS, as the full understanding of mutational tolerance requires in-depth consideration of all possible mutations at each site. This type of analysis cannot be done simply by examining variability among observed naturally occurring viruses, since the filtering lens of selection cannot be removed or corrected for. Moreover, only a fraction of theoretically tolerable mutations have been fixed in natural viral populations due to the finite timespan during which evolution has been exploring possible sequences (Kondrashov et al. 2010). The application of NGS techniques to in vitro functional selection of large mutant protein libraries (≈10^9), referred to as deep mutational scanning (DMS, Fowler et al. [2010]; Araya and Fowler [2011]), has proven to be a rapid and inexpensive methodology for exploring individual viral fitness landscapes that would be difficult to perform using structural or evolutionary analyses alone. DMS investigations of IAV demonstrated the ability of HA to tolerate a remarkably wide array of single-point mutations without loss of function, particularly at antigenic sites (Thyagarajan and Bloom 2014), providing support for the role of a vast nearly neutral landscape in IAV evolution as well, even in the absence of epistatic compensation. A similar study involving the rapidly adapting HIV envelope glycoprotein (Env) (Haddox et al. 2016) uncovered a reduced tolerance to amino acid mutations in broadly neutralizing antibody (nAb) epitopes, consistent with the conserved nature of these regions and crucial for further studies of the role of nAbs in HIV prevention. Despite an overall tolerance of synonymous mutations in Env, reduced tolerance in the region of the Rev-Response element (RRE), one of several conserved HIV-1 RNA structures (Watts et al. 2009), was observed, emphasizing the dangers of overestimating the neutral effects of synonymous mutations. The stark contrast in RRE synonymous tolerance to the rest of Env also suggests that while there may be strong local RNA-structure constraints, many genomic regions are quite tolerant to change (Watts et al. 2009; Pollom et al. 2013).

The results of the described DMS studies have presented evidence comparable to those of evolutionary methods deeply rooted in neutral theory, while also offering opportunities for the development of experimentally informed evolutionary models as improvements to modern phylogenetic approaches (Bloom 2014). Further examination could reveal additional sites targeted by the wide array of drugs available and by other arms of the host immune response. Additional studies using viral replication in alternative cell populations should also make it possible to isolate the specific role of these selective pressures in shaping HIV and IAV evolution in the context of evolutionary plasticity.

**Conclusions**

The use of models and predictions derived from the neutral theory of evolution continues to provide critical information as to the evolutionary and population dynamics of pathogens and the forces driving these dynamics. Additionally, analyses of neutral networks connecting genotypic and phenotypic variation have given detailed descriptions of the role of single-point mutations and epistatic interactions in shaping the viral fitness landscape, particularly for HIV and IAV. Advanced sequencing techniques applied to these and similar studies continue to provide deeper understanding of viral adaptation, while uncovering new evidence as to how evolutionary plasticity can vary among rapidly evolving RNA viruses that differ so much with respect to antigenic change.

Deep sequencing and other high throughput technologies are poised to vastly broaden our understanding of viral evolution. We are dramatically expanding the catalog of known viruses across species (Shi et al. 2018), mapping the interplay between viral evolution and immune responses in a single host (Liao et al. 2013), studying the dynamics of individual infected cells (Heldt et al. 2015), and developing much more sensitive diagnostic tools (Van Laethem et al. 2015). When coupled with error-reducing experimental techniques
(Jabara et al. 2011), deep sequencing is directly measuring population properties that could only be estimated before, and offer new avenues of investigation through the application of machine learning approaches to the "big data" generated by these techniques. These experimental data will serve as invaluable checks of the validity of theoretical predictions, including the neutral theory, and, as is often the case, prompt their refinement and reassessment.
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