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Abstract

Traditionally, in Audio Recognition pipeline, noise are suppressed by the “frontend”, relying on preprocessing techniques such as speech enhancement. However, it is not guaranteed that noise will not cascade into downstream pipelines. To understand the actual influence of noise on different type of neural models without the preprocessing step. We measure the recognition performances of 4 different neural network models on the task of environment sound classification under the 3 types of noises: occlusion (to emulate intermittent noise), Gaussian noise (models continuous noise), and adversarial perturbations (worst case scenario). Our intuition is that the different ways in which these models process their input (i.e. CNNs have strong locality inductive biases, which Transformers do not have) should lead to observable differences in performance and/ or robustness, an understanding of which will enable further improvements. We perform extensive experiments on AudioSet \cite{1} which is the largest weakly-labeled sound event dataset available. We also seek to explain the behaviors of different models through output distribution change and weight visualization.\textsuperscript{1}
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1. Introduction

As various audio recognition (AR) systems such as Automatic Speech Recognition (ASR), acoustic event detection (AED) are being deployed onto our phones; into cars; indoor & outdoor; \textit{noise robustness} is becoming ever more crucial to any type of AR system \cite{2}. Traditional AR pipeline relies on preprocessing/enhancement step to filter out the noise that exists in the input. However, enhancement by no means guarantees noise free \cite{3, 4}, noise still cascades to downstream pipelines. Therefore, it is also important to understand the robustness of models. In this work, we focus on model robustness without adopting any preprocessing step, and we focus on the Acoustic Event Detection (AED) task in the scope of this paper: Given an audio stream, we need to predict the most proper semantic label for the acoustic event. General environmental sounds, compared to their well-studied human speech subset, do not usually contain strong contextual dependencies or senses, but span a wide range of frequencies and are naturally noisy. From a pure machine learning modeling perspective, we believe the AED task is a better angle for us to gain deeper understanding of specific neural architectures without worrying much about language models. Meanwhile, our findings about different neural models on the AED task could inform modeling choices for all other audio-related tasks such as ASR, speaker identification, and etc.

In AED task, CNN variants \cite{5} had many proven successes until being challenged by ViT \cite{6} architecture in 2021. A recent comparison \cite{7} showed CNNs are more efficient and easier to train compared to ViT, whereas ViT can beat pure CNNs in performance (mean Average Precision – mAP) by a small margin on the AED task. Despite the neck-to-neck performance, fundamentally, these 2 types of neural models are largely different in inductive biases due to their disparate learning mechanisms: convolutional neural networks are efficient since they effectively downsample the input with a sliding kernel (learned), discretizing the mathematical convolution into polynomial multiplication; whereas ViT networks model the global correlation among patches through the self-attention mechanism, which is inherently quadratic. Given such distinctions, we suspect the 2 types of networks would have very different properties (e.g. robustness) when performing audio classification. Some recent work in the vision domain advocated for ViT’s robustness \cite{8}, while its robustness on audio recognition (AR) remain unexplored.

In this work, we seek to thoroughly understand the difference of noise robustness between the CNN variants and ViT models on the AED task. We pick competitive single-checkpoint models from the recent study \cite{7}, and select 4 variants of CNN and transformer networks for comparison. Our comparison includes CNN+Transformer, Vision Transformer (ViT), ResNet and CRNN on the task of Audio Event Detection (AED) using the largest dataset available: AudioSet \cite{1}.

In our study, we start with the model’s “clean” performance...
Figure 2: Different masking of the 10s Audio. The sample sound here is a “hammer” class. Youtube id: –BfvyPmVMo. The 4 vertical lines are the actual hammering sound.

1. We systematically compared the performances of different transformer variants between several CNN variants under the influence of different input noises on the large-scale dataset AudioSet. Our observations suggest that attention models bear very different model-based inductive bias than pure convolution counterparts.

2. We measure robustness of these different neural architectures, and we conclude that, trained on the same datasets doing the same task, self-attention architectures are more robust to noise perturbations than convolutional models in all regards.

2. Acoustic Event Detection Baselines

AudioSet [1] contains 2,042,985 10-second YouTube video clips, summing up to 5,800 hours annotated with 527 types of sound events (weak label). The same group [9] released a set of temporally-strong labels (103,464 train, 16,996 eval). The full trainset has 2 subsets: class-wise balanced set (22,176 samples) and unbalanced (2,042,985 samples) set, and eval set with 20,383 samples [10].

Benchmark on the AED task: Table 1 lists state-of-the-art single models and for the AED task trained on the full AudioSet and test on the eval set. To limit variability, we do not include (implicit & explicit) ensembled models, multi-modal models. In [7], they trained 6 model types, we select 4 models with competitive performance, so that comparison could be carried out fairly. The training procedure details and parameters are identical to what is described in [7]. The architecture of each model are shown in Figure 1, ResNet50’s architecture is omitted due to its prevalence. We use the 64x400 feature input models in the experiments of this work for better efficiency. (Shown in bold in Table 1)

Table 1: The best mAP of various models in comparison, w/. or w/o ImageNet pretraining, and using 64×400 logMel spectrogram features.

| Model          | #param | 64×400 | w/ pretrain | w/o pretrain |
|----------------|--------|--------|-------------|--------------|
| AST/ViT        | 87.9M  | 0.410  | 0.264       |
| CNN+Trans      | 12.1M  | -      | 0.411       |
| ResNet50       | 25.6M  | 0.382  | 0.370       |
| CRNN           | 10.5M  | -      | 0.406       |

2 does not specify which second specific event happens
3 The waveform is downsamples to 16 kHz; frames of 1,024 samples (64 ms) are taken with a hop of 400 samples (25 ms); each frame is Hanning windowed and padded to 4,096 samples before taking the Fourier transform; the filterbank of 64 triangle filters spans a frequency range from 0 Hz to 8 kHz.
3. Experiments & Results

3.1. Natural Occlusions

To verify our hypothesis that attention models and convolution models are fundamentally different, we leverage time-domain occlusion as probing tool for analysis. We apply blank (silent) temporal masks to cover different parts of the 10s audio, and apply it to all the samples in the eval set of AudioSet, as shown in Figure 2(a-g). Then, we measure the performance change on the eval set of our trained model. Note that in Figure 2(a,p), if we were to mask WAV file with silences and then extract logMel feature from the masked WAV file, we would end up with Gibbs phenomenon due to performing FFT over the step function, namely the occlusion. In this paper, since our focus is to study the neural models’ response over occlusion, the over-shooting thorn-shaped artifacts (Figure 2(q)) and the narrower occlusion on spectrogram (caused by FFT window leaking information into silence) are not desired. Therefore, we occlude logMel features directly without worrying about such behaviors.

As we can see in Table 2, intuitively, the less information the model sees, the lower performance it would lead to. This can be observed at Figure 2(a-c), Table 2 first 5 rows show that occluding consecutive blocks of sound by 40% (i.e. mask 4s out of 10s) and 50% would degrade the performance of all the 4 models by 6% and 8% mAP respectively.

On top of consecutive masking, we experimented with intermittent masking, which can be denoted as:

$$\exists_t(X_t) = \begin{cases} 
1 & \text{if } t \in [(n-1)d, nd], n \in \{2, 4, 6, \ldots, T\} \\
0 & \text{if else}
\end{cases}$$

(1)

where \(d\) is the masking interval, and \(T\) being the total length of audio, \(T = 10s\) for AudioSet samples. As Table 2 row 6-9 show, the shorter the mask intervals, the lower the performance would be, despite the fact that the equivalent information is the same between masking every 0.125s and masking every 1s.

Surprising, we could observe the existence of a threshold masking interval which significantly decreases the model performance. For instance, masking \(d = 0.25s\) for AST/ViT and CRNN almost nullified the models capability to recognize. As George Miller’s experiment [11], neural networks resemble human memory in some ways, showing there’s a “magic number” period of information machine perception could remember. Taking a closer look into the class-wise performance, under 0.125s – 0.25s masking, there are only a handful of classes that the models could still predict with above 0.3 mAP: Speech, Music, and Whistling, and whispering, smoke detector and fire alarm. Even the classes previously found [2] to be robust to high-frequency adversarial noise, e.g. Police car, emergency vehicle, and siren classes are beyond recognizing for our model.

Counter-intuitively, if we assemble the \(d = 0.125s\) fragments which were not masked to form a new 5s audio, the performance would recover dramatically, despite that we can clearly see the cutoff effect from the spectrograms. (see Figure 2(h,i), Table 2 row 10-13) Interestingly, the performance of reassembled spectrogram would “recover” to the equivalent value as if the mask was a consecutive 5s mask on the spectrogram, comparable to Table 2 row 2-5. Several observations:

1. ViT/AST architectures are comparatively more robust architecture under occlusion, with its performance comparatively outperforms all other models under different type of occlusions. CRNN’s robustness is also very competitive.
2. If noise spans longer than the convolution receptive field, it causes huge performance drop, this specific behavior could be leveraged to infer neural architecture under a blackbox setting.
3. This is a very effective and novel and super potent threat model for adversary attack in audio domain. The above finds are supposed to work mainly on 2D FFT features.

3.2. Strong label masking

With the release of new strong labels from AudioSet[9], we have knowledge of when does specific event happen exactly for 16,996 samples among the entire 20,123 eval set. We mask out the specifically labeled portion of each audio sample for the entire eval set of AudioSet, and compare different model’s test performance on the audio without the labeled events. In essence, we are either occluding the most relevant part as shown in Figure 2(j). The results are shown in table 2 on the line “Masking Strong”. As we can see, it is surprising that the models are still preserving average 0.19 mAP, indicating the neural models are leveraging a tremendous portion of context around the labeled event in the audio, to predict the actual audio event in this case. ViT/AST models comparatively “remember” the most information.

3.3. Gaussian Noise Masking

It is a common practice to add Gaussian noise to speech to model continuous noise. We test 2 types of Gaussian noises in this work: 1) We add Gaussian noise \(\sim N(0,0.1)\) to the .wav file and let the noise cascade into the logMel filters through the FFT step and the Mel Filters. 2) We directly add Gaussian noise \(\sim N(0,0.1)\) onto the logMel spectrogram feature. Both Gaussian noises are added to all the samples in the eval set of AudioSet, on which we report performances of different models in comparison. Figure 2(k,l) illustrate the resulting logMel spectrograms of these 2 types of Gaussian noises. As we can see, the resulting spectrogram of 1D Gaussian noise is visibly lower magnitude than the 2D Gaussian noise. Table 2 showcase the resulting differences. There are some surprising observation here, ViTs are more susceptible to 1D Gaussian noise whereas CRNN and CNN+Transformers are more susceptible to 2D Gaussian. This is potentially due to the attention mechanism of ViT are heavily leveraging temporal relations which would get more influence from the 1D Gaussian noise.

3.4. Adversarial Masking

Finally, we want to study the “worst case” scenarios by computing adversarial perturbations against the models.

3.4.1. Adversarial Perturbations background

The problem of computing universal adversarial perturbation to attack a classification model \(f\) by maximizing the following [12]:

$$E_{(x,y) \sim \mathcal{D}} \max_{x' \in C(x)} \frac{1}{2} \left| L(f(x'), y) \right|$$

subject to \(C(x) = \{a \in \mathbb{R} : ||a - x||_p \leq \epsilon\} \) (2)

where \(L\) is the loss function, \(x\) is input and \(y\) is label, \(\mathcal{D}\) is the dataset, and \(x' = x + \delta\) is our perturbed input. We want to
find some perturbation $x'$ that looks “indistinguishable” from $x$, yet is classified incorrectly by $f$ even when $x$ is classified correctly. To solve such a constrained optimization problem, one of the most common methods utilized to circumvent the non-exact-solution issue is the Projected Gradient Descent (PGD) method [12]:

$$
\delta := P_x \left( \delta - \alpha \frac{\nabla_x L(x + \delta, y)}{\| \nabla_x L(x + \delta, y) \|_p} \right)
$$

where $P_x$ is the projection onto the $\ell_p$ ball of radius $\epsilon$, and $\alpha$ is the gradient step size. To practically implement gradient descent methods, we use very small step size and iterate it by $\epsilon/\alpha$ steps.

Recently, the research community has examined the robustness of the ViTs. [8, 13, 14] have concurrently studied and claimed that ViT are more robust learning compared to their CNN counterparts. [13] advocates adversarial robustness is correlated to transformer blocks. Meanwhile, ViT are shown to be more vulnerable against patch attacks [15]. However, existing works mostly examine such robustness on vision attacks, not much work has been done to understand ViT’s behaviors on audio dataset. Given the unique characteristics or audio, we do not expect the robustness ViT showed on vision tasks could be copied to audio tasks.

### 3.4.2. Adversarial Perturbation on LogMel Spectrogram

In this work, we compute white-box adversarial perturbations against the 4 models and add them on the input feature (log-Mel spectrogram) level. Specifically, we compute perturbation in both $\ell_\infty$ and $\ell_2$ norm, with the $\ell_\infty$ attack being a single step FGSM. Here, for every model that is under attack, we compute perturbation by PGD and use 20 step, step size 0.01, and $\epsilon = 0.1$. Figure 2(m) shows the effect of an $\ell_2$ norm perturbation. We can see the effect resembles Gaussian noise but more potent. Figure 2(n) (needs to zoom in to see clearly) illustrates the FGSM attack in $\ell_\infty$ norm, the perturbation is effectively creating sparse zero-valued pixels in the logMel spectrogram.

All of our experiment results are shown in Table 2 last 2 rows. Here, we can see that ViT/AST models are once again more robust than other models. Interestingly, its performance under $\ell_\infty$ or $\ell_2$ norm attack with the same attack budget do not seem to differ much. ResNet’s performance cratered under the influence of adversarial perturbation, indicating that without modules specifically modeling temporal dependencies, it is difficult to defend adversarial perturbations. Also note here CRNNs are comparatively less robust against adversarial perturbation, despite being very robust against occlusions. It is intriguing that different neural architectures would respond to attacks under $\ell_\infty$ or $\ell_2$ norms very differently.

### 4. Conclusion and On-going work

ViT/AST architecture are comparatively more robust compared to all the other 3 types of neural architectures against various types of noises, although the mechanism is currently still unknown and being actively investigated. All neural networks learn/memorize vast amount of contextual data to perform predictions, the specific labeled events only accounts for 50% of the mAP in AudioSet’s case.

We still do not have a clear way to explain the reason behind the drastically different behaviors of different neural architectures against adversarial perturbations. This is currently under investigation. In the mean time, we observe AUC, d-prime of ViT models are drastically different than all other 3 models in comparison, which could throw doubt on its robustness, such variations are currently being studied.
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