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We present a spatio-temporal AI framework that concurrently exploits both the spatial and time-variable features of gravitationally lensed supernovae in optical images to ultimately aid in the discovery of such exotic transients in wide-field surveys. Our spatio-temporal engine is designed using recurrent convolutional layers, while drawing from recent advances in variational inference to quantify approximate Bayesian uncertainties via a confidence score. Using simulated Young Supernova Experiment (YSE) images as a showcase, we find that the use of time-series images yields a substantial gain of nearly 20 per cent in classification accuracy over single-epoch observations, with a preliminary application to mock observations from the Legacy Survey of Space and Time (LSST) yielding around 99 per cent accuracy. Our innovative deep learning machinery adds an extra dimension in the search for gravitationally lensed supernovae from current and future astrophysical transient surveys.

INTRODUCTION

Strong gravitational lensing of astrophysical transient sources, such as supernovae and active galactic nuclei (AGN), involves bending of light from the background source as the light travels towards the observer through a lens galaxy, producing multiple images of the strongly lensed object. Time delays between these images are particularly sensitive to the cosmic expansion rate and observations of several gravitationally lensed quasars were successfully used to place competitive constraints on the Hubble constant¹². Time delay distances combined with observations of type Ia supernovae were also used to measure curvature of the Universe³,⁴.

Type Ia supernovae, as considered in this work, possess several advantages over AGN, such as quasars, as time delay indicators. Since they are standardisable candles, they can be used to directly compute the lensing magnification, thereby mitigating issues posed by the degeneracy between the lens potential and H₀. With exceptionally well-characterised light curve morphology, extracting the time delays is less complicated relative to quasars which display significant variation in their spectral sequences⁶–⁸. Finally, after the supernova has faded away, follow-up observations may be conducted to better constrain the lens galaxy properties, such as the mass profile, without contamination from the supernova⁹. On the other hand, the expected time delays from type Ia supernovae are typically much shorter and image separations are smaller than in known lensed quasars, making the precise measurement of time delays more challenging.

Lensed supernovae remain, nevertheless, exotic astrophysical objects, with the challenges inherent to their discovery rendering them extremely difficult to observe. The two main indicators are the multiply-imaged lensing signature (image multiplicity)¹⁰ and exceptionally amplified (magnification) flux¹¹. As of date, only three multiply-imaged resolved systems have been discovered¹²–¹⁴, with two of them lensed by galaxy clusters and one by a galaxy lens, along with a handful of highly magnified unresolved detections¹⁵–¹⁸, all discovered serendipitously rather than by means of dedicated searches. A major impediment is that these supernovae are visible for at most hundred days after explosion, in contrast to the much longer timescales of quasars. Consequently, it is of paramount importance to flag lensed candidates while the supernova is still active so that high-resolution imaging or spectroscopy may be used to confirm the lensed nature and to measure a time delay, thereby further limiting the window of opportunity. The situation is yet exacerbated due to most strong gravitational lenses yielding image separations that are below the resolution of ground-based optical surveys¹⁹.

Given the scarcity of gravitationally lensed astrophysical transients and the typical volume of imaging data sets, machine learning (ML) techniques, adept at detecting subtle patterns and correlations in data, provide a natural solution to this problem. As such, various ML algorithms²⁰–²⁸ for finding strongly lensed systems, particularly well-suited for hosting lensed supernovae or quasars, in photometric surveys have been recently developed. These ML studies typically employ deep convolutional neural networks that are tuned to identify the characteristic signature of the arc features constituting the Einstein rings.

In this work, we aim to harness the power of artificial intelligence (AI), in particular, ML algorithms, to design a new tool specifically tailored for finding gravitationally lensed supernovae from the Young Supernova Experiment²⁹. Our approach introduces some innovative features with respect to the existing ML-based lens finders to cope with the distinct challenges posed by the Young Supernova Experiment, as outlined below. Our proposed methodology is, nevertheless, also of practical relevance for other current or next-generation surveys, as long as the images constituting the training set accurately emulates the characteristics of the actual observations.

The Young Supernova Experiment²⁹ (hereafter YSE) constitutes a recent endeavour of a novel optical time-domain survey on the Pan-STARRS telescopes. YSE is geared towards the discovery of fast-rising supernovae within a few hours to days of explosion, thereby complementing other currently ongoing surveys. Moreover, YSE is presently the only time-domain survey with observations in four bands, with the capacity to discover faint transients (~ 21.5 mag in gri and...
feature for YSE-like observations. An additional limitation resolved or partially resolved lensed images are a common source as observed in typical YSE settings. Furthermore, unsharp PSF and non-existent background noise, and the same observing conditions, i.e. remarkably high resolution, very quality of seeing, as characterised by the instrument’s PSF.

Such an undertaking is, however, riddled with challenges in the YSE context. It is extremely unlikely that YSE will early so as to initiate the follow-up sequence in a timely fashion. The substantial volume of new observations from YSE is, therefore, an exciting hunting ground for lensed supernovae. Therefore lensed supernova candidates sufficiently early so as to initiate the follow-up sequence in a timely fashion. The substantial volume of new observations from YSE is, therefore, an exciting hunting ground for lensed supernovae. Therefore lensed supernova candidates sufficiently early so as to initiate the follow-up sequence in a timely fashion. The substantial volume of new observations from YSE is, therefore, an exciting hunting ground for lensed supernovae.

Such an undertaking is, however, riddled with challenges in the YSE context. It is extremely unlikely that YSE will fully resolve the particularly conspicuous signature of the Einstein rings in lensed systems. This is mainly due to the instrumental capabilities of the Pan-STARRS telescopes, such as the point spread function (PSF) and the typical background noise level. As an illustration of the innate difficulty of this task, Fig. 1 depicts the stark contrast between a gravitationally lensed supernova in an ideal setting with almost perfect observing conditions, i.e. remarkably high resolution, very sharp PSF and non-existent background noise, and the same source as observed in typical YSE settings. Furthermore, unresolved or partially resolved lensed images are a common feature for YSE-like observations. An additional limitation emanates from the fact that for typical lensing configurations predicted for the survey, the second brightest image has flux near or below the detection limit. As a consequence, the aforementioned ML-based lens finders are not immediately adequate for our particularly strenuous problem due to the absence of the distinctive features of such lensed systems. Fig. 2, displaying a random sample of simulated lensed and unlensed (i.e. normal) supernovae further corroborates the challenging nature of finding lensed supernovae from the YSE survey.

To make tangible progress in the search for lensed supernovae in the YSE context, there is a pressing need for highly effective detection algorithms. To this end, we design a neural network that is sensitive to both spatial and temporal correlations and takes into account the temporal evolution of an astrophysical transient over multiple epochs, in addition to its spatial information from a single-epoch image. An example of an extra distinctive trait, even for unresolved images, is a spatial shift in the light centroid of the lensed point sources over sequential epochs, contrary to unlensed sources. Searches for sources with spatially extended and time-variable sources were also proposed as a method to select lensed quasar candidates. This constitutes the rationale behind our novel approach where we employ time-series images in training a spatio-temporal engine, based on recurrent convolutional layers, to perform a binary classification of lensed and unlensed supernovae. We build on recent advances pertaining to variational inference to yield approximate Bayesian uncertainties on the neural network predictions. A measure of the network confidence associated with a given prediction yields an additional metric to aid in swiftly pinpointing promising lensed candidates that can be prioritised during the subsequent human vetting step. The above innovative aspects distinguish our approach from previous ML-based lens finders proposed in the literature.

RESULTS

To illustrate the improvement in classification accuracy, by virtue of the informative features encoded in the respective neural network inputs, we design and implement three separate neural classifiers:

(A) Single-epoch model trained using single-epoch images randomly selected from the time-series images;

(B) Compressed temporal model trained using compressed 2D temporal representations of the time-series images;

(C) Spatio-temporal model trained using all time-series images.

All above ML models output a network probability score, but are fed distinct types of input images. The time-series images may be unevenly distributed in time. To obtain the compressed temporal representation, we implement a variant of the smooth manifold extraction (SME) algorithm, recently proposed in the field of medical image processing, to combine the arbitrary number of time-series images per source into a single informative image. An illustration of the temporal evolution of the observed image for a particular simulated lensed supernova is provided in Fig. 3, along with the compressed SME representation. Nevertheless, the SME compression inevitably leads to some
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Figure 3 | Temporal evolution of the image stamp, as observed by YSE, of a simulated realisation of a lensed supernovae. The image on the far right corresponds to the compressed time-series representation via smooth manifold extraction (SME).
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Figure 4 | Schematic representation of our Bayesian neural classifiers. The three models have distinct inputs, but with a similar scalar output, corresponding to a probability score, that is used for classification. The spatio-temporal model, unlike the single-epoch and compressed temporal models, optimally exploits the information characterised by the temporal evolution of the astrophysical transient. We combine our neural classifiers with variational inference to provide a confidence score, thereby quantifying approximate Bayesian uncertainties associated with each network prediction. The dimensions of the image tensors and number of feature maps, resulting from the various operations, are also indicated. Dropout masks are applied after each convolutional or dense layer, except for the final output layer. The AI engines have a relatively low model complexity with $O(10^4)$ trainable parameters.

loss of temporal information. In contrast, the spatio-temporal model fully exploits the temporal correlations between the multiple-epoch images and can handle arbitrary number of time-series images per source. For the single-epoch model, lensing can manifest itself solely via spatial extension of the source due to partial blending of lensed images, while for the spatio-temporal one, both spatial and temporal dependence of the flux are used to differentiate between lensed and unlensed supernovae. The latter model is also more sensitive to the distinctive patterns of the variation in brightness of lensed sources compared to the compressed temporal network, and should, in principle, be more robust to image subtraction artefacts, a common occurrence when dealing with difference images, due to their stochastic nature.

The network architecture of our three AI models for finding lensed supernova is illustrated in Fig. 4. Both the single-epoch and compressed temporal models employ the same convolutional neural network (CNN) architecture, while the spatio-temporal network is constructed using recurrent convolutional layers that encode long short-term memory (LSTM) cells. We implement our neural classifiers within the Monte Carlo (MC) Dropout framework to approximately quantify the
Bayesian uncertainties associated with a particular classification via a confidence score. All relevant details pertaining to the background, numerical implementation and optimisation of our Bayesian neural classifiers, the generation of simulated lensed and unlensed YSE-like time-series images constituting our training, validation and test sets, and the time-series image compression algorithm are provided in Methods.

Evaluating neural classifier performance

In order to evaluate the performance of our trained Bayesian neural classifiers on the test set, we employ several standard classification metrics. To quantify the accuracy of our model, we first compute the true positive rate (TPR) and false positive rate (FPR). The former, also known as completeness, is defined as the fraction of detected lensed sources, whilst the latter, also referred to as the contamination rate, is defined as the fraction of normal supernovae incorrectly classified as lensed sources:

\[
\text{TPR} = \frac{N_{\text{TP}}}{N_{\text{TP}} + N_{\text{FN}}}, \quad \text{FPR} = \frac{N_{\text{FP}}}{N_{\text{FP}} + N_{\text{TN}}},
\]

where \(N_{\text{TP}}, N_{\text{FN}}, N_{\text{FP}}\) and \(N_{\text{TN}}\) denote the number of true positives, false negatives, false positives and true negatives, respectively. These summary statistics are a function of the detection threshold applied to the neural classifier’s probability score. The overall performance of the trained classifier is, hence, conventionally assessed by the receiver operating characteristic (ROC) curve. This diagnostic curve depicts the TPR as a function of the FPR and is generated by gradually increasing the detection threshold in the range \([0, 1]\), as illustrated in Fig. 5 for our three models. Random predictions by the classifier will produce a diagonal line, with the area under the curve, denoted by the AUC score, equal to 0.5, whilst a perfect classifier will have an AUC score of unity. All three models achieve decent AUC scores, with that of the spatio-temporal one approaching unity, showcasing the gradual improvement of the use of the full time-series images over single-epoch images, as a result of the additional temporal information.

In this work, we adopt the default value of 0.5 for the detection threshold for both of our models. Given this threshold, we can visualise the overall classification accuracy using the confusion matrix, as shown in Fig. 6. The confusion matrix describes the percentage of samples from each class that are accurately classified and simultaneously expresses that of erroneous classifications. As a robust measure of the quality of binary classifications, the Matthews correlation coefficient (MCC) is a commonly used metric to summarise the confusion matrix:

\[
\text{MCC} = \frac{N_{\text{TP}}N_{\text{TN}} - N_{\text{FP}}N_{\text{FN}}}{\sqrt{(N_{\text{TP}} + N_{\text{FP}})(N_{\text{TP}} + N_{\text{FN}})(N_{\text{TN}} + N_{\text{FP}})(N_{\text{TN}} + N_{\text{FN}})}}
\]

with the limiting values of MCC = \([-1, 1]\) corresponding to predictions in total disagreement and perfect agreement, respectively, with observations, while MCC = 0 implies random classifier predictions. The MCC scores for our models are given in Fig. 6, further demonstrating the improved classification efficacy with the inclusion of temporal information.

An essential aspect to consider when using a neural classifier is whether its output, i.e. the network probability score, accurately reflects the probability of a source being lensed or unlensed. In order to verify how closely the network’s output correlates with probability, we perform a classifier calibration test in Fig. 7. All three models display nearly perfect calibration, implying that the network probability scores may be interpreted as the probability that a certain source is lensed. Moreover, our Bayesian neural classifiers quantify the reliability of the network classifications via a confidence score, with the distribution of such scores associated with wrongly classified transients depicted in Fig. 8. We find that, on average, for all three neural classifiers, only around 5 per cent of erroneously classified sources have a confidence score exceeding 0.5, thereby justifying the utility of this additional metric when evaluating potential lensed supernovae.

Application to mock LSST observations

Next-generation transient surveys are poised to drastically increase the number of known lensed supernovae. For instance, the Legacy Survey of Space and Time (LSST) from the Vera C. Rubin Observatory should lead to the imminent discovery of several hundreds of lensed supernovae, while the Nancy Grace Roman Space Telescope is expected to find a few dozens. For such surveys with enhanced resolution and seeing, we expect an improved classification performance of the spatio-temporal model. To showcase the relevance of our spatio-temporal engine for such upcoming surveys, we verify the classification efficacy for mock observations generated within a preliminary LSST-like set-up (cf. Table 1). The gold line in Fig. 5 depicts the resulting ROC curve with an AUC score of almost unity (AUC = 0.998), with the corresponding confusion matrix provided in Fig. 6 (MCC = 0.978) indicating an overall classification accuracy of around 99 per cent.

DISCUSSION

We presented a novel AI-assisted spatio-temporal engine, based on recurrent convolutional layers, to identify gravitationally lensed supernovae from the presently ongoing YSE...
Figure 6 | Confusion matrix showing the classification efficacy of the three models employing single-epoch images, the compressed temporal representation and all the time-series images, respectively, for the YSE set-up. The spatio-temporal model yields an improvement of nearly 20% in overall classification accuracy relative to the single-epoch model, with 99% accuracy for LSST images.

Figure 7 | Classifier calibration indicating how well the network probability score corresponds to probability. The diagonal dashed line implies perfect calibration, i.e. a perfect match between the probability score and accuracy. The calibration curves for the three Bayesian neural classifiers show a remarkable degree of calibration, such that it is justified to use the network probability score as a proxy for the probability that a source is lensed.

Figure 8 | Distribution of confidence scores for misclassified (false positives and false negatives) images. On average, for all three models, only around 5% of wrongly classified sources have a confidence score larger than 0.5, thereby demonstrating the reliability of this metric to reflect the neural network uncertainty associated with a given classification.

Survey. Our approach draws from recent advances in variational inference to quantify approximate Bayesian uncertainties, thereby assigning a confidence score to each model prediction that accurately reflects the uncertainty inherent to the network classification. Incorporating the temporal information encoded in the evolution of a given source led to a significant gain of almost 20 per cent in classification accuracy relative to single-epoch observations for the test data set generated within the YSE set-up. Such neural classifiers are complementary to the standard selection based on typical lens galaxy redshifts and lens-supernova angular separations, with the combination of these two distinct approaches crucial for rapidly identifying promising lensed supernova candidates.

Our spatio-temporal model is tailored to detect time-variable lensing features in the time series of difference images. To illustrate that the temporal correlations in the time series images of a given source are conducive to the classification accuracy, we trained a CNN using the compressed time-series representation. To this end, we implemented a variant of the smooth manifold extraction technique, originally proposed for processing a stack of images produced via 3D fluorescence microscopy, to compress the observed time-series images of an astrophysical transient into a single informative image. We find that the spatio-temporal model results yet in an improvement of around 10 per cent in accuracy relative to its compressed temporal counterpart. This gain in accuracy matches our intuitive expectations since the variation in observed brightness of lensed supernovae has a particular trend.

Having an estimate of the confidence associated with a given neural classifier prediction undeniably brings some additional insights when sifting through an avalanche of plausible transients as recorded by an instrument. Human vetting, as the typical final step after the ML-based pre-filtering, should benefit from the extra information about the neural network uncertainties when assessing and prioritising potential lensed supernovae. Moreover, the confidence metric can also be incorporated alongside the network probability score on the data acquisition platform for prompt detection alerts concerning extremely promising lensed candidates. This opens the possibility of automating decision-making pertaining to follow-up observations and reporting.

The AI machinery presented here may be naturally adapted in the context of upcoming transient surveys that would deliver unprecedented volumes of lensed candidates. Indeed, we performed an initial application to LSST-like difference im-
ages and showed that the classification accuracy of the spatio-temporal model rises to around 99 per cent, thereby demonstrating its efficacy for next-generation surveys. The classification accuracy can be even further enhanced when images in the remaining filters are included, thereby improving an effective temporal resolution of the image series. As such, a straightforward extension is to include additional channels in our network so as to work at the level of multi-band images.

An interesting application of our spatio-temporal engine is to determine gravitational time-delays from multiple-epoch images of lensed supernovae and subsequently infer the Hubble constant \( \H0 \), which constitutes our ongoing study. This yields a complementary framework to standard cosmographic analyses in the quest for independent measurements of the cosmic acceleration.
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METHODS

Image simulation procedure

We employ the multi-purpose lens modelling package LENSTRONOMY \(^1\) to generate images that accurately reflect the actual YSE observations. The YSE survey is designed to acquire well-sampled light curves in four bands (griz) for several thousands of transient astrophysical sources up to a redshift of around 0.2. The current field of view of YSE is approximately 750 square degrees of the sky with a cadence of three days, with the area covered by the survey to be doubled in the near future, with a median seeing (FWHM of PSF) of 1.2 arcsec. The image properties and YSE-like survey characteristics, as adopted in this work, are detailed in Table 1. YSE utilises the difference imaging technique for the identification of new sources in optical images, whereby a historic reference image is subtracted from a given input image to excise the static and non-varying sources, such that transient sources manifest as residual flux that can be detected and measured photometrically with conventional methods.

We consider a supernova as a point source in its host galaxy. Since YSE provides difference images that contain only the astrophysical transients, we simulate images that consist of solely the lensed or unlensed supernova, i.e. the host and lens galaxies are not represented. As such, their respective light profiles are not of relevance to our image simulation pipeline. We assume a standard ΛCDM cosmological model, as characterised by the latest best-fit values from the Planck Collaboration\(^2\). While the actual YSE image stamp extends over 75 arcsecs in length, we consider only the central portion covering an area of 144 arcsec\(^2\), thereby obviating image artefacts, such as strips of dead pixels, in the real observations. This cutout size is sufficiently large to encode all relevant lensing features.

A key component in our image generation pipeline is the choice of a model profile with the prerequisite flexibility to sufficiently characterise lensing systems in practice. Previous ML-based studies involving lens modelling made use of the singular isothermal ellipsoid (SIE) lens mass profile\(^3\)–\(^6\). An extension to this model is the power-law elliptical lens mass distribution (PEMD)\(^7\)–\(^8\), where the 3D power-law mass slope $\gamma_{\text{lens}}$ is allowed to vary. The PEMD model has been adopted in recent studies\(^9\)–\(^11\), and we employ the same model in our work. The PEMD profile can be expressed in

\[ f(r) = \frac{M(< r)}{r^{\gamma_{\text{lens}}}} \]

\(^1\)https://lenstronomy.readthedocs.io/en/latest/
In the next section, given a particular lensing configuration, we simulate light curves of Type Ia supernovae with magnification effects modeled as outlined in Table 2, motivated by observational and theoretical considerations via Monte Carlo simulations. Specifically, we employ a joint probability distribution of the Einstein radius, lens orientation angle, and shear angles, such that the lens is aligned with the major axis of the lens, and are subsequently centered at the position of the lens. We also account for the external shear component that is characterized by the shear modulus and the shear angle. To circumvent issues arising from cyclic boundary conditions due to the periodic nature of the angles, the target lens mass ellipticity and external shear are expressed as follows:

\[ \kappa(x, y) = \frac{3 - \gamma_{\text{lens}}}{2} \left( \frac{\theta_E}{\sqrt{q_{\text{lens}}^2 + y^2}} \right) \gamma_{\text{lens}}^{-1}, \]  

(3)

where \( q_{\text{lens}} \) denotes the projected axis ratio of the lens, \( \gamma_{\text{lens}} \) is the logarithmic slope of the 3D density profile, and \( \theta_E \) corresponds to the Einstein radius. The coordinates \((x, y)\), by definition, result from a rotation of the sky coordinates by the lens orientation angle \( \phi_{\text{lens}} \), such that the \( x \)-axis is aligned with the major axis of the lens, and are subsequently centered at the position \((x_{\text{lens}}, y_{\text{lens}})\) of the lens center. We also account for the external shear component that is characterized by the shear modulus \( \gamma_{\text{ext}} \) and the shear angle \( \phi_{\text{ext}} \). To circumvent issues arising from cyclic boundary conditions due to the periodic nature of the angles, the target lens mass ellipticity and external shear are expressed as follows:

\[ e_1 = \frac{1 - q_{\text{lens}}}{1 + q_{\text{lens}}} \cos(2\phi_{\text{lens}}) \]  

(4)

\[ e_2 = \frac{1 - q_{\text{lens}}}{1 + q_{\text{lens}}} \sin(2\phi_{\text{lens}}) \]  

(5)

\[ \gamma_1 = \gamma_{\text{ext}} \cos(2\phi_{\text{ext}}) \]  

(6)

\[ \gamma_2 = \gamma_{\text{ext}} \sin(2\phi_{\text{ext}}). \]  

(7)

Table 1 | Simulated image characteristics. The images constituting the training, validation and test sets are generated in accordance with the YSE survey specifications, thereby closely emulating real YSE observations. The image properties for our preliminary LSST set-up are also provided. \( N^\alpha(\mu, \sigma) \) denotes a skew-normal distribution with skewness parameter \( \alpha \).

| Image property         | YSE              | LSST             |
|------------------------|------------------|------------------|
| PSF (FWHM)             | \( N^\alpha(5, 0.95, 0.375) \) | \( N^\alpha(4, 0.55, 0.299) \) |
| Pixel size ("')        | 0.25             | 0.2              |
| Pixel background noise (\( \sigma_{\text{bkg}} \)) | 6.5              | 6.1              |
| Exposure time (s)      | 27               | 30               |
| Image stamp size (")   | 12.0             | 9.6              |
| Image stamp area (arcsec^2) | 144             | 92               |
| Number of pixels       | 48 x 48          | 48 x 48          |
| Cadence (days; i-band) | 6                | 9                |
| Zero-point magnitude (i-band) | 24.74         | 27.79            |
| Limiting magnitude (i-band) | 21.40          | 23.90            |

To generate an ensemble of simulated YSE-like images, we sample the relevant parameters from their respective distributions, as detailed in Table 2, motivated by observational and theoretical considerations via Monte Carlo simulations. Specifically, we employ a joint probability distribution of Einstein radii, lens galaxy redshifts and supernova redshifts for strongly lensed Type Ia supernovae detectable in YSE. Using this probability distribution as a prior, we generate lensing configurations by drawing random positions of the source within the area of strong lensing, while keeping the position of the lens fixed to the centre of the image. For every lensing configuration, we then verify whether the total magnification enables detection of the lensed supernova in i-band. The peak magnitude (without magnification) is calculated assuming Type Ia supernovae with light curves simulated as outlined in the next section. Given a particular lensing configuration, the in-built lens equation solver in LENSTRONOMY can be used to compute the positions of the multiple lensed images of the supernova and their associated magnifications. We also account for a microlensing effect, whereby the strongly lensed supernovae is microlensed by the stars in the lens galaxy, by incorporating a stochastic perturbation in the computed magnification. The perturbation does not vary in time and thus, it neglects the evolution of supernova photosphere, which may additionally modify the shape of light curves and change the actual time delays measured from the arrival time of the light curve peaks. However, keeping in mind that the secondary images of lensed supernovae expected in YSE are just around or below the detection limit, the adopted microlensing model is sufficient for the purpose of generating reliable images in the conditions limited by the survey’s design. The stochastic perturbation in the macrolensing magnification field is computed assuming a Gaussian distribution with a standard deviation of 0.05, similar to what was assumed in Park et al. for generating simulated images of gravitationally lensed AGN.

In this work, we consider only i-band images, and we therefore adopt the zero-point magnitude for i-band in line with the Pan-STARRS1 specifications. Unlensed supernovae have a magnification of unity and are rendered at the position of the host galaxy. Fig. 2 depicts a random set of simulated realizations of lensed and unlensed supernovae, generated in accordance with YSE i-band specifications so as to closely resemble the actual YSE observations. An analogous procedure is used to simulate LSST-like observations with the image properties specified in Table 1.

**Simulating time-series images**

In order to closely emulate the YSE data output, which consists of multiple images taken at different observational epochs, we generate series of images. Compared to single-epoch observations, this provides the advantage of fully capturing the multiplicity of the lensed sources, even when the multiple lensed images do not all appear simultaneously.

We model the supernova variability using synthetic light curves. In this work, we only consider Type Ia supernovae, since their characteristic light curves are easy to model and they constitute a large fraction (~ 40%) of the predicted Pan-STARRS1, specifically the 5% of Type Ia supernovae. This constraint is to simulate LSST-like observations with the image properties specified in Table 1.
Table 2 | Parameter distributions for lensed and unlensed systems.

| Parameter                        | Distribution                  |
|----------------------------------|-------------------------------|
| Lens redshift                    | \( z_{\text{lens}} \sim \mathcal{N}(0.4, 0.1) \) |
| Lensed source redshift           | \( z_{\text{ext}} \sim \mathcal{N}^5(2.5, 0.67, 0.1) \) |
| Unlensed source redshift         | \( z_{\text{ext}} \sim \mathcal{N}^5(5.08, 0.1) \) |
| Lensed source position \( (\alpha, \delta) \) | \( \alpha, \delta \sim \mathcal{U}(-\theta_E, \theta_E) \) |
| Unlensed source position \( (\alpha, \delta) \) | \( \alpha, \delta \sim \mathcal{N}(0, 0.65) \) |

Lens galaxy

| Elliptical power-law mass        | \( x_{\text{lens}}, y_{\text{lens}} \sim (0, 0) \) |
| Einstein radius \( (\theta_E) \) | \( \theta_E \sim \mathcal{N}^5(9, 0.35, 0.75) \) |
| Power-law slope \( (\gamma) \)   | \( \gamma_{\text{lens}} \sim \mathcal{N}(2.0, 0.1) \) |
| Axis ratio \( (q_{\text{lens}}) \) | \( q_{\text{lens}} \sim \mathcal{N}(0.7, 0.15) \) |
| Orientation angle (rad) \( (\phi_{\text{lens}}) \) | \( \phi_{\text{lens}} \sim \mathcal{U}(-\pi/2, \pi/2) \) |

Environment

| External shear modulus \( (\gamma) \) | \( \gamma_{\text{ext}} \sim \mathcal{U}(0, 0.05) \) |
| Orientation angle (rad) \( (\phi_{\text{ext}}) \) | \( \phi_{\text{ext}} \sim \mathcal{U}(-\pi/2, \pi/2) \) |

Light curve

| Stretch \( (x_1) \) | \( x_1 \sim \mathcal{N}^5(-3.6, 0.96, 1.2) \) |
| Colour \( (c) \) | \( c \sim \mathcal{N}^5(5.5, -0.11, 0.13) \) |
| Absolute magnitude \( (M_{\text{abs}}) \) | \( M_{\text{abs}} \sim \mathcal{N}(-19.43, 0.12) \) |
| Milky Way extinction \( (E(B-V)) \) | \( E(B-V) \sim \mathcal{U}(0, 0.1) \) |

Table 2 displays the input parameters employed in the image simulation pipeline to generate the training, validation, and test data sets. The distribution of input parameters is normalised with mean \( \mu \) and standard deviation \( \sigma \), and \( \mathcal{N}(\mu, \sigma) \) is a normal distribution with skewness parameter \( \alpha \). The distribution of input parameters is normalised with mean \( \mu \) and standard deviation \( \sigma \), and \( \mathcal{N}(\mu, \sigma) \) is a normal distribution with skewness parameter \( \alpha \), while \( \mathcal{U}(x, y) \) denotes a uniform distribution with bounds \( x \) and \( y \).

In this work, we implement a variant of the original SME algorithm, tailored for our specific problem, in order to scan for model the apparent magnitude (including \( K \)-corrections) for both the lensed and unlensed sources. For the lensed systems, the brightness of each image follows the variability of the light curve, with a correction for the computed magnification, stochastic microlensing perturbations and time delays. Finally, we transform the apparent magnitude to data counts per second using the zero-point magnitude of the instrument, which, when multiplied with the exposure time, yields the amplitude in the desired units for LENSSTRAVELY. The observational epochs for each configuration are sampled with a 6-day cadence in the time interval that the observed supernova is brighter than the limiting Pan-STARRS magnitude, resulting in a varying number of images per system. The temporal evolution of a given lensed source, as observed under YSE-like settings, is indicated in Fig. 3. The Mock Lenses in Time software package \(^{61}\), published towards the end of our study, presents another alternative for generating time-series images and incorporates a more rigorous treatment of microlensing.

To optimise the three neural networks, we generate a balanced training data set, i.e. with around 50 per cent lensed and unlensed sources, containing a total of 40000 realisations, where 20 per cent is kept for validation. For model performance evaluation, we generate a separate test set consisting of two subsets containing purely lensed and unlensed sources, respectively, with each subset holding 10000 realisations. The images are simulated as detailed in the previous section, along with an extra layer of complexity to incorporate the temporal evolution aspect in the pipeline. The number of time-series observations for each source will depend on its light curve variation and YSE cadence. A new value of PSF is drawn for each multiple-epoch observation as we do not expect correlations in PSF due to the low YSE cadence. Our simulated data set consists solely of sources whose apparent magnitudes are within the YSE (i-band) limiting magnitude. To train the single-epoch model, single-epoch observations are randomly drawn from the time-series observations of each source. For the compressed temporal model, we employ the smooth manifold extraction technique, as described in the following section, to combine the series of an arbitrary number of images per source into a single informative image. The spatio-temporal model, in contrast, is trained using all the time-series images of a given source, with arbitrary time intervals between the single-epoch observations.

**Smooth manifold extraction**

The smooth manifold extraction \(^{32}\) (SME) algorithm is a technique that allows the extraction of the signal embedded in a stack of 2D images, while preserving the local spatial relationships in the original volume of data. It was originally proposed in the field of medical image processing to compress the series of images obtained via fluorescence microscopy into a single 2D representation. The underlying motivation was to improve upon the standard maximum intensity projection (MIP) method that extracts a discontinuous layer of pixels from a 3D stack of images, thereby resulting in artefacts in the final compressed or projected image that may lead to misleading interpretations.

In this work, we implement a variant of the original SME algorithm, tailored for our specific problem, in order to scan...
the time-series images of a given source and extract the signal without modifying the image properties, or the background noise, of single-epoch observations. In contrast, the implementation of MIP is straightforward as it consists in retrieving the level of maximum intensity along the temporal axis for each \((x, y)\) spatial position, with the map of levels referred to as the index map \(Z\). MIP is not suited to our classification problem as it biases the network learning process. This is due to the fact that the simulated lensed sources have, on average, a higher number of time-series snapshots than the unlensed ones, such that MIP results in distinct background characteristics for the two cases.

The rationale of the SME optimisation routine is to fit a smooth 2D manifold onto the foreground signal, while disregarding the background, thereby propagating the index map from the foreground to the local background. To this end, we constrain each pixel in the index map by minimising the distance between the highest intensity region and the local variance of the index map. The former ensures foreground proximity of the index map, while the latter enforces its smoothness. The optimal index map is, therefore, obtained by minimising the cost function:

\[
Z_{\text{SME}} = \argmin_Z \sum_{(x,y)} W(x,y)[Z_{\text{max}}(x,y) - Z(x,y)] + \sigma_Z(x,y),
\]

where \(Z_{\text{max}}\) corresponds to the MIP index map and \(\sigma_Z\) is the local spatial standard deviation computed for a \(3 \times 3\) window centred on \((x, y)\). The \(W\) operator assigns a weight to each pixel to quantify whether it encodes a signal. As weighting scheme, we opt for the following \texttt{softplus} function:

\[
W(f_{i \in (x,y)}) = \log \left(1 + \sqrt{a \exp \left[k(f_i - b)\right]}\right)/k,
\]

where the constants are set to \(a = 10^{-3}\), \(b = 30\) and \(k = 0.125\), on the basis of numerical experiments. Finally, we adopt a tolerance threshold \(\epsilon\) that is sufficiently stringent to allow the cost function to converge. The numerical implementation of our variant of the SME algorithm, as outlined in Algorithm 1, employs a distinct weighting strategy and convergence scheme with respect to the original implementation\cite{35}, and results in smooth convergence of the cost function. A comparison of the temporal index maps for SME and MIP, and their respective compressed image representations, is illustrated in Fig. 9.

**Algorithm 1** Smooth manifold extraction

1: procedure SME(I)
2: Input is an image stack \(I\) with dimensions \(W \times H \times D\)
3: \(Z_{\text{max}}(x,y) = \arg\max I(x,y,z) \Rightarrow \text{MIP index map}\)
4: \(I_{\text{MIP}} = I[x, y, Z_{\text{max}}(x,y)] \Rightarrow \text{MIP 2D image}\)
5: \(Z_0 = Z_{\text{max}}(x,y) \Rightarrow \text{Initialise } Z\) with MIP index map
6: Initial step size \((T_0)\), step factor \((\Delta T)\), tolerance \((\epsilon)\)
7: \(i = 1, T_0 = D/100, \Delta T = 0.99, \epsilon = 5 \times 10^{-3}\)
8: while \(|Z_i - Z_{i-1}||/||Z_0||| > \epsilon\) do
9: \(\forall (x,y) \in W \times H\) do
10: All quantities below are a function of \((x,y)\)
11: \(\Delta Z_i \in \{-T_i, 0, T_i\}\)
12: \(Z_i \leftarrow Z_{i-1} + \Delta Z_i\)
13: \(Z_i \leftarrow \arg\min Z_{\text{MIP}}\|Z_{\text{max}} - Z_i + \sigma_Z\)
14: end for
15: \(T_i \leftarrow T_i \times \Delta T\)
16: \(i \leftarrow i + 1\)
17: end while
18: return \(I[x, y, Z_i(x,y)] \equiv I_{\text{SME}} \Rightarrow \text{SME 2D image}\)
19: end procedure

Conventional neural networks

Before outlining the basic principles underlying Bayesian neural networks, as relevant to our study, a concise description of conventional neural networks is first in order, so as to highlight the contrast with the former.

In a supervised classification problem, the neural network, \(\mathbb{N}(\omega, \gamma) : D \rightarrow \tau\), as an arbitrarily complex and flexible model, maps some input data \(D\) to a prediction of the desired label \(\tau\) associated with the data, where \(\omega\) and \(\gamma\) correspond to the trainable model parameters, known as weights, and hyperparameters (e.g. network architecture, weights initialisation, type of activation and loss functions), respectively. The weights are optimised during training to minimise a certain loss function. The latter is a differentiable function of the data and the weights, quantifying how well the network’s output matches the associated label of the input data, and is often taken to be the negative log-likelihood. The training routine is, therefore, equivalent to determining a maximum likelihood estimate of the weights, resulting purely in single point pre-
dictions by the neural network.

The network’s prediction accuracy and overall efficacy is generally evaluated via a performance metric, with the conventional choice for a classification task being the accuracy, i.e. the fraction of correctly assigned labels. Nevertheless, this is not sufficient to assess the reliability of any individual network prediction and it is, hence, imperative to quantify the confidence associated with a given prediction. For a standard neural classifier, the final output layer is an $N$-dimensional vector, corresponding to a classification problem with $N$ classes, whose components sum to unity, such that they can be interpreted as probabilities. The trained network, for a given test realisation, then assigns the label to the one with largest output probability score.

A caveat is that the network probability score should not be interpreted as the confidence in the prediction as it is explicitly dependent on the maximum likelihood estimates of the weights, the training data and the set of hyperparameters adopted during the network training procedure. To quantify the confidence associated with a predicted label, it is essential to account for two classes of uncertainties $^{65}$, namely aleatoric and epistemic uncertainties, encompassing the uncertainties in the data and model, respectively. The former describes the inherent uncertainty by virtue of the random nature of the observations of interest, while the latter refers to the limitations of the model to accurately describe the set of observations.

**Bayesian neural classifiers**

To overcome the limitation of point weight estimates and quantify the uncertainty associated with the model weights, neural networks combined with variational inference, commonly designated as **Bayesian neural networks** $^{63-65}$, cast the model parameters as probability distributions and subsequently marginalise the network’s output over these distributions within a Bayesian statistical framework to yield a network score posterior. In other words, a trained Bayesian neural network represents an ensemble of networks, which allows the uncertainty on a specific classification to be quantified. While there is a panoply of distinct approaches and implementations, recent studies demonstrate the potential of such techniques in providing reliable classification uncertainties $^{66, 67}$.

The network output probability captures, to some extent, a measure of the aleatoric uncertainties intrinsic to the data. To more adequately account for this source of uncertainties, we must ensure that the training data set is representative of the distribution of possible observations, as enforced by sampling all the input parameters relevant for the image generation pipeline from their respective plausible distributions (cf. Table 2). Next, to account for the epistemic uncertainties, the most common approach is to replace each network weight by a parametrised distribution to eventually infer the posterior distribution of the weights conditional on the input data during training via Bayes identity:

$$ P(\omega|\mathcal{D}) = \frac{L(\mathcal{D}|\omega)P(\omega)}{P(\mathcal{D})}, \quad (11) $$

Since the posterior $P(\omega|\mathcal{D})$ is intractable in practice, variational inference is typically used to approximate the posterior by a variational distribution $q_\theta(\omega)$, where $\theta$ characterises an ensemble of distributions. The training objective is then to ensure that the variational distribution $q_\theta(\omega)$ matches the posterior distribution $P(\omega|\mathcal{D})$ as closely as possible, as quantified by the Kullback-Leibler (KL) divergence $^{66}$:

$$ \text{KL}[q_\theta(\omega)||P(\omega|\mathcal{D})] \equiv \int d\omega \, q_\theta(\omega) \log \frac{q_\theta(\omega)}{P(\omega|\mathcal{D})}. \quad (12) $$

Using Bayes identity, the above loss function can be expressed in terms of the likelihood $L(\mathcal{D}|\omega)$ and the prior distribution $P(\omega)$ for the network weights $^{66}$:

$$ \text{KL}[q_\theta(\omega)||P(\omega|\mathcal{D})] = \text{KL}[q_\theta(\omega)||P(\omega)] - \mathbb{E}_{q_\theta(\omega)}[\log L(\mathcal{D}|\omega)] + K, \quad (13) $$

with the constant $K$ resulting from the Bayesian evidence and the second term being the standard negative log-likelihood. We can obtain a Monte Carlo estimate of this loss by sampling the weights from the variational distribution, $\omega \sim q_\theta(\omega|\mathcal{D})$.

In this work, we adopt the variational inference technique known as Monte Carlo (MC) Dropout $^{37}$. This method derives from the dropout regularisation approach $^{70}$, whereby a fraction of model weights are randomly set to zero during each training step, effectively lowering the number of model parameters to ultimately mitigate risks of overfitting. Dropout is traditionally deactivated at inference time, such that network predictions are deterministic. It was subsequently shown that training and evaluating neural networks with dropout is equivalent to implementing approximate Bayesian inference $^{71}$, whereby multiple model evaluations can be used to perform Monte Carlo integration of the posterior distribution. Formally, MC Dropout implies that a Bernoulli distribution is assumed as the variational distribution. Under this formulation, it can be shown that including an $\ell_2$ regularisation term, i.e. having Gaussian priors over the network weights, approximately entails computing the KL divergence with respect to an implicit prior $^{37}$. Consequently, training a neural network with dropout masks and $\ell_2$ weight regularisation minimises the loss from equation (13), such that it is feasible to perform proper variational inference without intensifying the computational workload $^{65}$.

We use the posterior predictions obtained via the MC Dropout method to derive a confidence score, as a single summary statistic, that encapsulates the epistemic uncertainty for each network classification. To this end, we make use of the information entropy $\mathcal{H}$ in the binary classification context $^{72}$:

$$ \mathcal{H}(p) = -p \log_2 p - (1 - p) \log_2 (1 - p), \quad (14) $$

where $p$ is the network output probability. The neural classifier confidence $C$ can then be computed from the average entropy of $N_{MC}$ posterior samples, as follows $^{67}$:

$$ C = 1 - \frac{1}{N_{MC}} \sum_{i=1}^{N_{MC}} \mathcal{H}_i, \quad (15) $$

where $\mathcal{H}_i$ denotes the binary entropy of the $i^{th}$ sample, yielding a confidence score in the range $[0, 1]$. While this approach provides uncertainties that are correlated with the network probability scores, the dispersion resulting from multiple samples is still informative, with ten MC samples found to
improve classification performance significantly relative to a deterministic network\(^\text{97}\). In our work, we set \(N_{MC} = 50\).

Our choice of variational method is driven primarily by the intended practical utility of our AI tool for sifting through huge volumes of plausible lensed transients. Having a separate confidence score for a specific source, in addition to the network probability score, is informative for both human vetting and automated filtering pipelines. The numerical implementation is also straightforward, with the extra requirements being the inclusion of dropout masks after the convolutional and dense layers, except for the final output layer, with \(\ell_2\) weight regularisation. The network training routine is also unchanged with respect to a conventional neural network, with the additional computational workload being the multiple model evaluations at inference time for a given input image. The MC Dropout method is robust as long as we restrict our neural network to low model complexity and employ a large training data set, such that it is justified to assume minimal dropout rates and \(\ell_2\) regularisations. A more rigorous way of quantifying epistemic uncertainties is by training an ensemble of networks with randomly drawn architectures, variational distributions and hyperparameters, but this is beyond the scope of the practical tool developed in this work.

### Convolutional neural network

The single-epoch and compressed temporal models are cast as a convolutional neural network (CNN)\(^\text{73,74}\), composed of convolutional and max-pooling layers, and eventually a fully-connected layer leading to the final output layer. Each convolutional layer has a set of kernels that learn to detect a certain type of feature present in the network input. We made use of 2D kernels whose weights are first randomly initialised and subsequently updated during the network training routine. Each convolutional kernel yields a feature map that indicates the strength and location of the feature detected by the kernel. The fully-connected layers consist of units known as neurons. Each neuron in a given layer is connected to every neuron in adjacent layers and applies a non-linear activation function to a weighted sum of its inputs to return a single output.

For our classification problem, the input data set for the single-epoch and compressed temporal models comprises a collection of lensed and unlensed supernova images (single-epoch or compressed time-series representation, respectively), while the ground truth labels are binary in nature. As depicted in Fig. 4, the CNN architecture consists of three blocks of two convolutional layers employing 6, 12 and 24 kernels of sizes 5 \(\times\) 5, 3 \(\times\) 3 and 1 \(\times\) 1, respectively, with unit stride and zero-padding, followed by a max-pooling operation. The first layer learns features on scales of 1.25 arcsec. With the successive stacking of convolutional layers, low-level local features gleaned in the initial layers are merged into high-level global features by the following layers, rendering the network sensitive to features on larger scales. This allows both local and global information to propagate through the deep learning machinery. We applied the non-linear rectified linear unit (ReLU)\(^\text{23}\) activation function, \(f(x) = \max(0,x)\), to every feature map, except for the output layer. The feature maps are then fed to a max-pooling layer that extracts the maximum value over 2 \(\times\) 2 non-overlapping regions of the feature maps for dimensionality reduction. The output from the final convolutional layer and its corresponding pooling layer is flattened into a 1D vector and fed to two fully-connected layers with 12 and 4 neurons, respectively. The final output layer has a sigmoid activation to yield outputs in the range \([0,1]\), as per the convention for networks designed for binary classification.

### Convolutional recurrent neural network

Recurrent neural networks\(^\text{76}\) (or RNNs) consist of neurons, where the output of each neuron in a given layer is not only connected to the next layer but is also fed as input to itself. The temporal behaviour of such an architecture renders RNNs suitable for learning sequential models or time series. Long short-term memory (LSTM)\(^\text{36}\) networks are a specific type of RNNs, which build upon these models by encoding a new element in the neurons, known as the memory cell \((c_t)\). The role of the latter is to accumulate the information from the previous inputs \(x_{t-1}\), thereby allowing the neuron to recall the information that it has already processed. By relying on a gating mechanism, the neuron decides whether to accumulate the new input \(x_t\) in the memory cell \(c_t\) and whether it should forget the prior state \(c_{t-1}\) and propagate \(c_t\) to the hidden state \(h_t\). LSTM is implemented via the following equations:

- **Input gate**
  \[
  i_t = \sigma(W_i x_t + b_i + U_i h_{t-1} + b_h) \quad (16)
  \]

- **Forget gate**
  \[
  f_t = \sigma(W_f x_t + b_f + U_f h_{t-1} + b_h) \quad (17)
  \]

- **Cell gate**
  \[
  g_t = \tanh(W_g x_t + b_g + U_g h_{t-1} + b_h) \quad (18)
  \]

- **Output gate**
  \[
  o_t = \sigma(W_o x_t + b_o + U_o h_{t-1} + b_h) \quad (19)
  \]

- **Cell state**
  \[
  c_t = f_t \odot c_{t-1} + i_t \odot g_t \quad (20)
  \]

- **Hidden state**
  \[
  h_t = o_t \odot \tanh(c_t) \quad (21)
  \]

where \(x_t\) is the input at time \(t\), \(\sigma\) is the recurrent (sigmoid) activation function, \(W\) and \(U\) are the trainable weights, while \(b\) indicates the bias terms and \(\odot\) denotes element-wise product. \(h_{t-1}\) is the hidden state at the prior time step or its initialisation state at \(t = 0\), and similarly for \(c_{t-1}\). In essence, \(h_t\) and \(c_t\) encapsulate the short (fast) and long (slow) correlations in the data, respectively, and hence, correspond to the cell’s slow and fast hidden states. This dichotomy alleviates the issue of vanishing or exploding gradients that plague vanilla RNNs.

Convolutional LSTM (hereafter ConvLSTM)\(^\text{35}\) is an extension of the LSTM network tailored to exploit spatially-correlated features, in addition to temporal correlations, in data. The main change is that the 1D vectors representing the inputs, cell states and gates in equations (16)–(21) are now 3D tensors, and the products with the weight matrices \(W\) and \(U\) now represent convolutions over spatial dimensions, with the updates of the cell’s states proceeding as before. A schematic representation of the ConvLSTM cell is displayed in Fig. 10.

The ConvLSTM architecture of the spatio-temporal network is illustrated in Fig. 4. The input data set contains a collection of time-series images of lensed and unlensed supernovae, with the ground truth labels and final network output being identical to those of the CNN models. The input time-series images are first processed through three ConvLSTM layers, encoding 6, 12 and 24 cells, respectively, combining 2D convolutions in the spatial domain with recurrent LSTMs across the temporal dimension. For dimensionality reduction, max-pooling operations are applied after each ConvLSTM layer, followed by a couple of LSTM layers after a
Some common applications of RNNs involve speech recognition, language translation and video tagging. In the field of astrophysics, the ConvLSTM model was recently used to infer galaxy properties from 21 cm lightcone images, with this study also showing that the ConvLSTM network outperforms a standard 3D CNN for this particular problem.

Network implementation and training

We implement our Bayesian neural classifiers using the KERAS framework via a TENSORFLOW backend. To train the neural networks, we use the ADAM optimiser for robust and reliable convergence, and the binary cross-entropy loss function designed for binary classification problems. We set the learning rate to $\eta = 10^{-4}$, along with the default values, $\beta_1 = 0.9$ and $\beta_2 = 0.999$, for the first and second moment exponential decay rates, respectively. We use a fixed batch size of 100 samples and train our neural classifiers for around 50 epochs, with the training routine for the CNN and ConvLSTM running to completion in around ten and forty minutes, respectively, on an NVIDIA V100 Tensor Core GPU.

To limit network overfitting, we adopt the early stopping regularisation technique, and implement an early stopping criterion of five epochs. To this end, 20% of the training data set is randomly selected to comprise a validation set. Training is terminated when the validation loss ceases to improve for five consecutive epochs, with the weights of the previously saved best fit model restored. We use a marginal dropout probability of $10^{-2}$ between the convolutional and fully-connected layers, along with $\ell_2$ weight regularisation penalty of $10^{-4}$, which provide further regularisation. The inclusion of the dropout masks and $\ell_2$ regularisation, however, is primarily for the purpose of variational inference to quantify the confidence score associated with a given network classification. Our CNN architecture, consisting of 12075 trainable parameters, has a relatively low model complexity and requires negligible regularisation given the large volume of training data. Our ConvLSTM architecture has roughly five times more parameters with 65961 trainable weights, but is still generally of low complexity (in machine learning terms). We leave any (automated) hyperparameter tuning to a future work.