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ABSTRACT We study the quantization of chiral fermions coupled to generalized Dirac operators arising in NCG Yang-Mills theory. The cocycles describing chiral symmetry breaking are calculated. In particular, we introduce a generalized locality principle for the cocycles. Local cocycles are by definition expressions which can be written as generalized traces of operator commutators. In the case of pseudodifferential operators, these traces lead in fact to integrals of ordinary local de Rham forms. As an application of the general ideas we discuss the case of noncommutative tori. We also develop a gerbe theoretic approach to the chiral anomaly in hamiltonian quantization of NCG field theory.

1. INTRODUCTION

The nonabelian chiral anomaly appears in two different (but related) ways. First, it modifies the structure of current algebra. Historically, this was the way quantum mechanical symmetry breaking was first observed, [1], but it took some time before a clear mathematical formulation of this phenomenon was obtained, [2]. On the other hand, the anomaly appears in the path integral formulation as a lack of gauge invariance of the effective action, [3]. In either way, the anomaly can be thought of as an element of an appropriate group (or Lie algebra) cohomology group.

The nonabelian gauge anomaly arises from a left-right nonsymmetric coupling of vector potentials to a Dirac fermion field. This process can be generalized in a straight-forward way in noncommutative geometry models. Instead of a standard Dirac operator one considers self-adjoint (invertible) unbounded operators $D$ with the property that $1/|D|^p$ is ‘almost’ trace-class for a given real number $p \geq 1$. ’Almost’ means that the spectral integral $\int_0^\Lambda (|\lambda|^p + \epsilon)^{-1} d\mu(\lambda)$ is at most logarithmically divergent at $\Lambda \to \infty$, for any positive number $\epsilon$. After fixing such an operator we
study generalized Dirac operators $D_A = D + A$ where $A$ is any hermitean bounded perturbation.

We stress that our considerations are very general: The family of Dirac operators could for example arise from a coupling of vector potentials through a star product (generalized Moyal brackets). All what is needed is that the $L_p$ estimate mentioned above is valid. This has been proven to hold in a class of star product quantizations [4] defined by a constant antisymmetric $\theta$ matrix. We shall study some consequences of this in section 7.

Our starting point for a construction of a NCG field theory model is a triple $(D, \int, B)$, where $D$ is the Dirac operator acting in a Hilbert space $H$, $B$ is an associative algebra of operators in $H$ such that $[D, b]$ is bounded for all $b \in B$. In addition, there is an 'integration', or a generalized trace map, from operators ('p-forms') of the type $\omega = b_0[\epsilon, b_1][\epsilon, b_2]...[\epsilon, b_p]$, or alternatively $|D|^{-p}b_0[D, b_1]...[D, b_p]$, to complex numbers, [5], see also the discussion around Definition 10.8 in [24] for more details. Here $\epsilon = D/|D|$ is the sign of the Dirac operator. In some cases (but not always) one can prove an equality between the integrals of the two alternative expressions, [5]. The generalized vector potentials are then linear combinations of 1-forms $A = b_0[D, b_1]$, or sometimes $a = b_0[\epsilon, b_1]$.

We study the BRST double complex based on de Rham forms on the space of vector potentials $A$ with values in the space of the above operator p-forms $\omega$, with $p = 0, 1, 2, ...$. The NCG BSRT complex has been previously studied from different points of view in [6] and more recently in [7].

One of the central results in the present paper concerns the question of locality of the BRST cocycles. In abstract NCG models it is not a priori clear what this could mean because in the operator approach there is in general no space-time manifold to define local fields. However, in the ordinary space-time geometric setup many of the basic quantities can be written as 'traces' of commutators of pseudodifferential operators. For example, this holds for nonabelian Schwinger terms [8] and the gauge anomaly in the path integral formulation [9]. It turns out that these traces are in fact integrals of local differential forms. We adopt this as our starting point: We prove that in the NCG field theory models there is a 'local' anomaly formula expressing the BRST cocycles as traces of commutators of nontrace-class operators.

The second main result concerns the description of the hamiltonian anomaly in gerbe theoretic terms in which the basic object is a 3-cohomology class, the Dixmier-Douady class. The results are largely generalizations of the corresponding considerations for the standard coupling of local vector potentials to chiral fermions [10]. However, there is one important technicality which makes a difference between the 'classical' and the NCG case. In the classical case the Dixmier-Douady class defines a de Rham form on the space of gauge orbits $\mathcal{A}/G$. This is a smooth manifold when one restricts to the case of so-called based gauge transformations $\mathcal{G}_0$. In the NCG models the concept of based gauge transformations is not well-defined and the space of gauge orbits has singularities.

In order to avoid these singularities we realize that space of NCG gauge potentials for the Schatten index $p$ as loops in gauge potentials for index $p−1$. Correspondingly,
the group of gauge transformations for index \( p \) is the group of smooth loops in the gauge group for the case of index \( p - 1 \) which allows us to define based gauge transformations in the usual way as loops pass the neutral element at a fixed value of the argument. This leads then to a construction of a gerbe and its Dixmier-Douady class as a de Rham form in a standard way.

We want to thank Göran Lindblad for drawing to our attention the reference [23].

2. THE GENERAL SETUP FOR NCG DESCENT EQUATIONS AND ANOMALIES

Let \( D_0 \) be an unbounded selfadjoint operator in a complex Hilbert space \( H \) such that \( |D_0|^{-1} \in L_{p+} \), that is, \( |D_0|^{-p} \in L_{1+} \) for some \( p \geq 1 \). Here \( L_{1+} \) is the Dixmier ideal in the algebra of bounded operators in \( H \). A positive operator \( T \) is in \( L_{1+} \) if it is compact and

\[
\frac{1}{\log N} \sum_{k=1}^{N} \lambda_k
\]

has a finite limit, where \( \lambda_1 \geq \lambda_2 \geq \ldots \) are the eigenvalues of \( T \). We also assume for simplicity that \( D_0 \) is invertible. However, the following discussion can be easily generalized to the case when \( D_0 \) is a finite rank perturbation of an invertible operator.

We shall work with bounded perturbations of the 'free Dirac operator' \( D_0 \), denote \( D_A = D_0 + A \) where \( A \) is a bounded selfadjoint operator in \( H \) such that \( [D_0, A] \) is bounded. We shall denote \( F_A \) a smoothed sign operator associated to \( D_A \). The technical complication is that the map \( A \mapsto D_A/|D_A| \) is not continuous when \( D_A \) has zero modes. Instead, we can take a smooth function \( f : \mathbb{R} \to \mathbb{R}_+ \) such that \( f(x) - |x| \) approaches zero faster than any power of \( x \) as \( |x| \to \infty \) and \( f(x) \geq m \) for some positive constant, and we define \( F_A = D_A/f(D_A) \). For example, take \( f(x) = +\sqrt{x^2 + e^{-x^2}} \). Then \( A \mapsto F_A \) is norm continuous. If \( D_A \) is the classical Dirac operator associated to a vector potential \( A \) on a compact manifold then the difference \( D_A/|D_A| - F_A \) is an infinitely smoothing pseudodifferential operator and in particular a trace class operator.

The sign operator \( D_A/|D_A| \) defines a Fock space representation of the canonical anticommutation relations algebra CAR. The generators in the CAR algebra are denoted by \( a(v), a^*(v) \), where \( v \in H \). The algebra is defined by the basic relations

\[
a(u)a(v) + a(v)a(u) = 0 = a^*(u)a^*(v) + a^*(v)a^*(u) \\
(2.1) a^*(u)a(v) + a(v)a^*(u) = \langle v, u \rangle,
\]

where the Hilbert space inner product \( \langle \ldots \rangle \) is antilinear in the first argument. The Dirac representation is then fixed by the requirement that there is a vacuum
vector $|A \rangle \in \mathcal{F}_A$ such that

\[(2.2) \quad a^*(u)|A \rangle = 0 = a(v)|A \rangle \quad \text{for} \quad u \in H_-(A) \quad \text{and} \quad v \in H_+(A)\]

where $H = H_+(A) \oplus H_-(A)$ is the polarization to the spectral subspaces $D_A \geq 0$, $D_A < 0$, respectively.

Because of the potential zero modes of the Dirac operator the Dirac vacuum cannot in general be defined as a continuous function of $A$. Instead, we must be content with a choice of a polarization $H = W(A) \oplus W(A)^\perp$ such that $W(A) \sim H_+(A)$, where the equivalence is defined by the condition that the projection operators to the given subspaces differ only by Hilbert-Schmidt operators. The Hilbert-Schmidt condition comes from the requirement that the CAR representations defined by the two polarizations should be equivalent; for a review on CAR representations see [11]. Let $\epsilon_W = \pi_W - \pi_W^+$ the grading operator defined by the orthogonal projection $\pi_W : H \to W$. Then $\epsilon_W(A) - \epsilon_{H_+(A)}$ is Hilbert-Schmidt and $\epsilon_{H_+(A)} - F_A$ is trace class and so $F_A$ is an approximation of $\epsilon_W(A)$ modulo Hilbert-Schmidt operators.

The advantage of working with $F_A$ is that it is easier to produce explicit formulas (as we saw above), compared with the grading operators $\epsilon_W(A)$.

As an operator function $D_A/f(D_A)$ of $D_A$, the operator $F_A$ satisfies $g^{-1}F_A g = F_A g$, with $A^g = g^{-1}A g + g^{-1}[D_0, g]$ for a unitary transformation $g$ such that $[D_0, g]$ is bounded. Denote by $\mathcal{B}$ the algebra of bounded operators $b$ in $H$ such that $[D_0, b]$ and $|[D_0], b]$ are bounded. Then all the operators $A = b_0[D_0, b_1]$, for $b_i \in \mathcal{B}$, satisfy the condition $|[D_0], A]$ is bounded. We denote by $U_{p+}$ the group of unitary elements in $\mathcal{B}$. Any element $g \in U_{p+}$ satisfies $[\epsilon, g] \in L_{p+}$ where $\epsilon = D_0/|D_0|$.\[\text{Lemma 2.3.} \quad F_A - \epsilon \in L_{p+} \quad \text{for any bounded operator } A \quad \text{such that } |[D_0], A]$ is bounded.\]

\[\text{Proof. 1) We first prove that } |D_0 + A| - |D_0| \quad \text{is bounded. We have assumed that } D_0 \quad \text{is invertible, so } |D_0| \geq \mu \quad \text{for some positive constant } \mu. \quad \text{We use the norm estimate } \quad ||X| - |Y|| \leq ||X^*X - Y^*Y||^{1/2}, \quad \text{see for example } [23, \text{Section X.2}]. \quad \text{Set } G = D_0A + AD_0 \quad \text{and split } G = G_+ + G_- \quad \text{where } G_+ \quad \text{commutes with } \epsilon \quad \text{and } G_- \text{ anticommutes with } \epsilon. \quad \text{The linear equation } \quad G = |D_0|Z + Z|D_0| \quad \text{can be solved as } Z = Z_+ + Z_-, \quad \text{with } Z_+ = A_+ \epsilon \quad \text{and} \quad Z_- = \int_0^\infty e^{-t|D_0|}[|D_0|, \epsilon A_-]e^{-t|D_0|}dt, \quad \text{and thus } Z \quad \text{is bounded, since } ||e^{-t|D_0|}|| \leq e^{-t\mu} \quad \text{and since } ||D_0|, \epsilon A_-| = \epsilon ||D_0|, A_-] \quad \text{is bounded by assumption. Setting } X = D_0A \quad \text{and } Y = |D_0| + Z \text{ in the above norm estimate we observe that } |D_0 + A| - |D_0| + Z| \text{ is bounded. In the case when } ||Z|| \leq \mu \text{ the operator } |D_0| + Z \text{ is positive and so } |D_0| + Z = |D_0| + Z \quad \text{and it follows that } |D_0 + A| - |D_0| = (|D_0 + A| - |D_0| + Z) + (|D_0| + Z - |D_0|) \text{ is bounded. In the}]

general case, replace $D_0 \mapsto D' = D_0 + i\alpha$ for a real number $\alpha$. Clearly $|D_0 + i\alpha| - |D_0|$ and $|D_0 + A + i\alpha| - |D_0 + A|$ are bounded, so the question whether $|D_0 + A| - |D_0|$ is bounded is equivalent to whether $|D' + A| - |D'|$ is bounded. Now $|D'| \geq |\alpha|$ and so we have $||Z|| \geq |D'|$ when we choose $\alpha$ large enough and the proof reduces to the special case above.

2) We may assume without essential restriction that $D_0 + A$ is invertible so we can select $f(x) = |x|$ and

$$F_A - \epsilon = (D_0 + A)^{-1}|D_0 + A| - D_0^{-1}|D_0| = (1 + D_0^{-1}A)^{-1}D_0^{-1}|D_0 + A| - D_0^{-1}|D_0|$$

$$= \{(1 + D_0^{-1}A)^{-1} - 1\} \epsilon + (1 + D_0^{-1}A)^{-1}D_0^{-1}T,$$

for some bounded operator $T$. The second term on the right is then in $L_{p+}$ since $D_0^{-1} \in L_{p+}$ and the first term is of the form $((1 + S)^{-1} - 1)\epsilon$ with $S \in L_{p+}$ and thus it belongs also to $L_{p+}$. \hfill \Box$

The following discussion is based on a parameterization of the fermionic Fock space by the operator $a = F_A - \epsilon$. Thus the Dirac vacuum for the vector potential $A$ is given by any grading operator $\epsilon_a$ which differs from $\epsilon + a$ by a Hilbert-Schmidt operator. Geometrically, this leads to the construction of a smooth infinite-dimensional vector bundle $F$ over the parameter space $A$ of generalized vector potentials. The fiber $F_A$ is the Fock space defined by the grading operator $\epsilon_a$. The quantized Dirac operator $\hat{D}_A$ acts as an unbounded positive operator in the fiber.

The group $U_{p+}$ acts in the base space of the bundle. The problem arises whether the action can be lifted to the total space such that $g^{-1}\hat{D}_{Ag} = \hat{D}_{A\gamma}$. In case of smooth vector potentials, $A = \gamma^k A_k$, and massless Dirac operator it is known that the answer is negative. Instead, there is an extension $\hat{G}$ of the group of gauge transformations $G$ which acts in the total space. The obstruction to the $G$ action is the extension term in the commutation relations of the Lie algebra $\text{Lie}(G)$. This extension (Schwinger term) is a 2-cocycle $c_{n,2}$ of $\text{Lie}(G)$ in the module of complex functions of the variable $A$. In the case of one space dimension, $n = 1$, the cocycle does not depend on $A$ and one may restrict to the module of constant functions.

There is an equivalent alternative way to view the obstruction. The standard construction in canonical quantization leads naturally to a bundle $PF$ of projective Fock spaces which do not depend on any choices of the grading operator $\epsilon_a$. The existence of a Fock bundle which gives $PF$ as its projectivization is then related to triviality of a Dixmier-Douady class in $H^3(A/G, \mathbb{Z})$, [10].

The main content of the present article is to explain how the local formulas for gauge anomalies, Schwinger terms, the Dixmier-Douady class, and all the cocycles related to these through the standard BRST descent equations extend to certain cocycles on the space of bounded operators $A$ and the Lie algebra $\text{Lie}(U_{p+})$ such that a restriction to the classical case gives standard local formulas. A central ingredient is to use (noncyclic) extensions of the trace functional to nontrace-class operators.
The 'infinitesimal version' of the gauge transformation $A \mapsto A^g$ in terms of the parameter $a$ is

$$\delta X a = [a, X] + [\epsilon, X] \quad \text{for} \quad X \in u_p = \text{Lie}(U_{p+}).$$

Let us recall the basic definitions in NCG differential calculus for Fredholm modules [5]. The differentials of order $n$ are linear combinations of operators of the type $b_0[\epsilon, b_1] \ldots [\epsilon, b_n]$ where $b_i \in B$. One denotes $db = [\epsilon, b]$ for $b \in B$. If $\phi \in \Omega^n$ is a differential of order $n$ then $d\phi = \epsilon\phi + (-1)^{n+1}\phi\epsilon$. This gives a map $d : \Omega^n \to \Omega^{n+1}$ with $d^2 = 0$. The cohomology of this complex is trivial.

The coboundary operator associated to infinitesimal gauge transformations is denoted by $\delta$. We work with cochains of order $k$, $\tau \in \Omega^k$, consisting of functions $\tau(a; X_1, \ldots, X_k)$ of $a \in \Omega^1$ and of Lie algebra elements $X_i \in u_p$, linear in each $X_i$ and totally antisymmetric in the arguments $X_i$. The standard Lie algebra coboundary operator is defined by

$$\begin{align*}
(\delta \tau)(a; X_1, \ldots, X_{n+1}) &= \sum_i (-1)^{i-1} \delta X_i \tau(a; X_1, \ldots, \hat{X}_i, \ldots, X_{n+1}) + \\
&\quad \sum_{i<j} (-1)^{i+j} \tau(a; [X_i, X_j], \ldots, \hat{X}_i, \ldots, \hat{X}_j, \ldots, X_{n+1}),
\end{align*}$$

where the hat means that the corresponding argument is deleted and $\delta X_i$ is the Lie derivative acting on functions of $a$, the action on the argument being given by (2.4). We remind that the multilinear forms $\tau$ on a Lie algebra can be interpreted as left invariant differential forms on the corresponding Lie group (and vice versa) through the standard identification of a Lie algebra as left invariant vector fields.

We shall also work with a $(d, \delta)$ double complex consisting of $\delta$ forms taking values in the $d$ complex $\Omega^*$, using the standard BRST sign convention. The BRST ghost $v$ can be interpreted as the Maurer-Cartan 1-form on the gauge group, that is, at the identity element it is the the tautological 1-form sending a Lie algebra element onto itself, $v = g^{-1}\delta g$. The sign conventions are encoded into the algebraic rules

$$\begin{align*}
d^2 &= \delta^2 = \delta d + d\delta = 0 \\
\delta(v) &= -v^2 = \delta v + v\delta \\
\delta(a) &= -[a, v]_+ - v^2 = \delta a + a\delta \\
d(v) &= [\epsilon, v]_+ = dv + vd \\
d(a) &= [\epsilon, a]_+ = da + ad.
\end{align*}$$

We denote $[a, b]_+ = ab + ba$.

Here a remark on notation is in order. We want to treat at the same time both the even and odd Fredholm modules (related to odd/even $k$). To obtain the correct signs in (2.6), we need to make a reinterpretation of $x = v, \delta, \epsilon$ and $a$. 
Even Fredholm module. In this case we have, by definition, a hermitean operator \( \Gamma \) in \( H \) with \( \Gamma^2 = 1 \) which anticommutes with \( \epsilon \) and \( a \), and the correct signs are accounted for if we interpret the ghost as \( \Gamma v \). To be precise, one should distinguish between \( v, \delta, \epsilon \) and \( a, s \)

\[
s(v) = \Gamma v, \quad s(\delta) = \Gamma \delta.
\]

\[
s(\epsilon) = \epsilon, \quad s(a) = a.
\]

(2.7)

Odd Fredholm module. We do not have a \( \Gamma \) at hand but we introduce it by doubling the original Hilbert space, \( H \to H \otimes \mathbb{C}^2 \), and introducing the usual Pauli sigma matrices \( \sigma_3 \) and \( \sigma_1 \) acting on the second factor. We can then define

\[
s(v) = v \otimes \sigma_1, \quad s(\delta) = \delta \otimes \sigma_1
\]

\[
s(\epsilon) = \epsilon \otimes \sigma_3, \quad s(a) = a \otimes \sigma_3.
\]

(2.8)

In particular, the formulas \( d(v) = [\epsilon, v]_+ \) and \( d(a) = [\epsilon, a]_+ \) mean

\[
d(s(v)) = [s(\epsilon), s(v)]_+ = [\epsilon, v] \otimes \sigma_3 \sigma_1
\]

\[
d(s(a)) = [s(\epsilon), s(a)]_+ = [\epsilon, a]_+ \otimes \sigma_3^2 = [\epsilon, a]_+ \otimes 1.
\]

where the sigma matrices account for the correct signs. We stress that the auxiliary space is just a tool to keep track of the signs (the even and odd case could actually be handled in a unified manner, but we choose to utilize \( \Gamma \) in the even case).

In both cases, the symbols \( x = v, \delta, \epsilon \) and \( a \) in (2.6) should actually be interpreted as \( s(x) \) as specified above, and only for simplicity of the notation we write \( x \) instead of \( s(x) \). We will sometimes also use this simplified notation below, in particular in the Appendix, but we will always clearly point this out.

In the standard discussion of anomalies in quantum field theory one constructs cocycles \( c_{n,k} \) in the \( (\Omega^*, \delta) \) complex by integrating de Rham forms \( \omega_{n,k} \) in \( \Omega^*_n \) over a compact manifold of dimension \( n \). In the NCG setting integration of forms is replaced by applying an appropriate trace functional to the operator valued forms. In fact, in the case of an odd Fredholm module the integral is normally defined as the trace \( \text{tr}_C \phi \) where the conditional trace is defined as \( \text{tr}_C(X) = \frac{1}{2} \text{tr}(X + \epsilon X \epsilon) \).

However, in our notation we have to take the trace also in the auxiliary space \( \mathbb{C}^2 \), and the correct definition is

\[
\int \phi = \frac{1}{2} \text{tr}_C \sigma_3 \phi.
\]

(2.9)

In the case of an even Fredholm module the standard definition of the integral is \( \text{tr}_C(\Gamma \phi) \) whereas with our conventions the operator expression \( \phi \) is already equipped (for odd \( k \)) with the \( \Gamma \) factor and we set

\[
\int \phi = \text{tr}_C \phi.
\]

(2.10)
In the case of even $k$ (in an even module) the integral vanishes.

The translation from the classical to NCG setting is straightforward. The de Rham exterior derivation is replaced by the operation $d$ described above (to the forms after the symbol '∫'). All the formal manipulations are done exactly in the same way as in the classical BRST complex. Of course, the nontriviality of the cohomology classes depends on what is meant by the trace (and the definition of the trace is intertwined by the choice of $(H,D_0,B)$).

The construction of a family of cocycles $c_{j,k}$ over a Fredholm module starts from the (NCG) operator valued Chern class $F^n$, where $F = d(a) + a^2 \in \Omega^2$ is the curvature. The Chern-Simons form is defined by

$$c_{2n-1,0}(a) = \int n \int_0^1 dt[a[td(a) + t^2a^2]^{n-1}],$$

where $td(a) + t^2a^2 = F(t)$ is the curvature associated with $ta$ (a path connecting $a$ and 0). The other terms in the complex (starting from the Chern class) are given by similar formulas where one has the curvature associated with $d + \delta$ and a path of vector potentials connecting $a + v$ and 0,

$$c_{2n-k-1,k} = \int n \int_0^1 dt[a[td(a) + t^2a^2 + (1-t)d(v)]^{n-1}]\big|_{[k]}, \quad k = 0, \ldots, n-1$$

where now the curvature in the square brackets is obtained starting from the vector potential $ta + v$, and $(\cdots)|_{[k]}$ means the projection onto those terms which are of degree $k$ in the 'ghost' $v$, and similarly,

$$c_{2n-k-1,k} = \int n \int_0^1 dt[v[td(v) + (t^2-t)v^2]^{n-1}]\big|_{[k]}, \quad k = n, \ldots, 2n$$

where now the curvature is associated with $tv$. We stress that in the previous formulas for $c_{2n-k-1,k}$, we use the simplified notation where $x = v, a$ is short for $s(x)$ as discussed above. (We also recall that one can obtain different but equivalent formulas for $c_{2n-k-1,k}$ depending on the choice of path $a + v \to 0$, and we find it convenient to use the path consisting of two straight lines $a + v \to v$ and $v \to 0$ leading to cocycles with lowest possible powers of $a$ [12].)

The crucial property are the cocycle relations $\delta c_{j,k} = 0$ for all $j$ and $k$. In the standard case these are a consequence of the fact that the cocycles are integrals of traces of matrix valued de Rham forms, $c_{j,k} = \int_M \text{tr} \omega_{j,k}$, which are linked by the so-called descent equations. These equations start with a relations connecting the Chern class and the Chern-Simons form, $F^n = d\omega_{2n-1,0} + (\cdots)$, and then continue,

$$\delta(\omega_{2n-1-k,k}) + d(\omega_{2n-1,k+1}) = (\cdots), \quad k = 0, \ldots, 2n - 1$$

where $(\cdots)$ are terms which have zero trace; they are explicitly commutators of matrix forms. Since all but the first term in the l.h.s. in these latter equations vanish.
under the combined trace and integral (the second term on the l.h.s. vanishes due to Stokes theorem) and \( \delta \int = \int \delta \), one obtains the cocyle relations. In fact, in the standard case one usually applies to these descent equations the matrix trace, and therefore the terms (\( \cdots \)) on the r.h.s. become zero. In the NCG generalizations, an analog of the separate matrix trace is usually not available (the matrix trace and the ordinary integration are combined in the abstract integral), and it is therefore natural to also keep the terms (\( \cdots \)) [6]. In fact, as we will show, the terms (\( \cdots \)) contain interesting information: in case of the double complex based in a spectral triple they allow to connect the forms \( \omega_{j,k} \) and \( \omega_{j+2,k} \) in different dimensions (\( d \) degree) but identical form degree, which, for example, provides an important link of the Schwinger terms in different dimensions (Theorem A4) and, in general, will allow us to obtain local forms of the NCG cocycles (Theorem 3.1).

As an example, the second Chern form is in the classical case the matrix trace of \( F^2 \), where \( F = d(A) + A^2 \) is the curvature form associated to a connection \( A = A^\mu dx_\mu \). In general, one then can check by straightforward algebraic manipulations

\[
F^2 = d(\omega_{3,0}) + [a, \tilde{\omega}_{3,0}]_+
\]

where \( \omega_{3,0} = \frac{1}{2}[d(a), a]_+ + \frac{2}{3}a^3 \) is the three dimensional Chern-Simons form (before applying the trace functional) and \( \tilde{\omega}_{3,0} = \frac{1}{2}[d(a), a]_+ + \frac{1}{2}a^3 \) is another 3-form. Note that for standard de Rham forms, the second term vanishes under the matrix trace. If we apply this relation in the Fredholm module setting we use \( \int F^2 = \text{tr}_C(\Gamma F^2) \), and since \( \Gamma [a, \tilde{\omega}]_+ = [\Gamma a, \tilde{\omega}] \) the second term becomes a trace of a commutator which vanishes for appropriate \( p \). Of course, in the classical case also the integral of the first term is zero in the case of a manifold without boundary. The other descent equations are, in the simplified notation where \( x = a, v, \omega_{3-k,k} \) etc. is short for \( s(x) \) as in Eqs. (2.7)-(2.8),

\[
\begin{align*}
\delta(\omega_{3,0}) + d(\omega_{2,1}) &= -\frac{1}{3}[a, \omega_{2,1}]_+ - [v, \omega_{3,0}]_+ \\
\delta(\omega_{2,1}) + d(\omega_{1,2}) &= -\frac{2}{3}[a, \omega_{1,2}]_+ - [v, \omega_{2,1}]_+ \\
\delta(\omega_{1,2}) + d(\omega_{0,3}) &= -[v, \omega_{1,2}]_+ \\
\delta(\omega_{0,3}) &= -\frac{1}{2}[v, \omega_{0,3}]_+
\end{align*}
\]

where

\[
\begin{align*}
\omega_{2,1} &= \frac{1}{2}[a, d(v)]_+, & \omega_{1,2} &= \frac{1}{2}[d(v), v]_+, & \omega_{0,3} &= -\frac{1}{3}v^3,
\end{align*}
\]

all of them can be checked by straightforward algebraic manipulations. As we have already said, the BRST ghost \( v \) can be interpreted as the Maurer-Cartan form on a group manifold, and thus are to be evaluated along tangent vectors \( X_j \) at the neutral element (i.e, Lie algebra elements). Moreover, in the end we are interested in integrals of the operator forms and we need the treat the cases of odd or even Fredholm modules separately, as discussed above.
For example, the form $\omega_{1,2}$ when evaluated for Lie algebra elements $X, Y$ and integrated in an odd module of appropriate Schatten index $p$, gives

$$
\int \omega_{1,2}(X,Y) = \frac{1}{2} \text{tr}_C ([d(X), Y]_+ - [d(Y), X]_+),
$$

where $d(X) = [\epsilon, X]$, and $\omega_{0,3}$ leads to

$$
\int \omega_{0,3}(X, Y, Z) = -\text{tr}_C ([X, Y], Z)_+,
$$

and $\omega_{2,1}$ in an even module (appropriate $p$) leads to

$$
\int \omega_{2,1}(X) = -\frac{1}{2} \text{tr}_C [a, \Gamma d(X)]_+ = \frac{1}{2} \text{tr}_C \Gamma [a, d(X)].
$$

3. 'LOCAL' NCG ANOMALIES AND SCHWINGER TERMS

In the case of the classical BRST complex all the cocycles $c_{j,k}$ are given in terms of differential forms which are differential polynomials in variables $a, v$. The Fredholm module cocycles involve terms like $[\epsilon, v], \epsilon a + a \epsilon$, and therefore are nonlocal in nature; when evaluated using the symbol calculus of pseudodifferential operators they contain terms of arbitrary high order in the partial derivatives.

However, even in the case of the Fredholm module cocycles (for classical vector potentials and gauge transformations) the locality is preserved in a certain sense. Namely, it turns out that the cocycles $c_{j,k}$ are equivalent (in the BRST cohomology) to cocycles $c'_{j,k}$ which can be written as renormalized traces of commutators of PSDO’s. In the case of Schwinger terms this was observed in [8] and the same principle was applied to the calculation of the gauge anomaly for the chiral Dirac determinant in [9]. The trace of a commutator depends only on the term in the asymptotic expansion of a PSDO which has order equal to $-\dim M$, and for this reason one needs to take into account only a finite number of derivatives of the symbols (since each differentiation in a homogeneous term decreases the order by one). In this sense the trace of a commutator is a local expression. In a more general setup, beyond the PSDO calculus, we take this as a definition of locality: cocycles which are traces of commutators in the algebra are called local.

We set up the following assumptions. There is a complex linear functional $\text{TR}$ on the algebra generated by $D_0, |D_0|$ and $B$ such that 1) it is equal to the ordinary trace for trace class operators, 2) it has the property that $\text{TR}[A, B] = 0$ when $AB, BA \in L_{1+}$, and 3) $\text{TR}[\epsilon, W] = 0$ (odd case), $\text{TR}[\Gamma \epsilon, W] = 0$ (even case), for bounded operators $W$, with $\epsilon = D_0/|D_0|$. 
Example 1 Set $p = 1$ and consider the cocycle $c(X,Y) = \text{tr}_C X[\epsilon,Y]$, for $X,Y \in B$. Here everything is defined in the original Hilbert space $H$ and not in $H \otimes \mathbb{C}^2$. We can write
\[
c_{1,2}(X,Y) = \frac{1}{4} \text{tr} \epsilon X[\epsilon,Y] = \text{tr}_C X[\epsilon,Y] = \frac{1}{2} \text{TR} X[\epsilon,Y] = \frac{1}{2} \text{TR} [X\epsilon,Y] - \frac{1}{2} \text{TR} \epsilon[X,Y].\]
The last term is the coboundary of the cochain $\theta(X) = \frac{1}{2} \text{TR} \epsilon X$ and therefore the class of $c_{1,2}$ is given by
\[
c_{\text{loc}}(X,Y) = \frac{1}{2} \text{TR} [X\epsilon,Y].\]
One can also check by a direct computation that $c_{\text{loc}}$ is a cocycle.

\[2(\delta c_{\text{loc}})(X,Y,Z) = \text{TR} \{(X,Y)\epsilon, Z] + \text{cycl.}\}\]
\[= \text{TR} \{(X,Y), \epsilon, Z]\} + \text{cycl.}\]
\[= \text{TR} \epsilon, [X,Y], Z\} + \text{TR} [Y, [\epsilon, X], Z]\} - \text{TR} [X, [\epsilon, Y], Z]\} + \text{cycl.}\]

By 3) the first term on the right vanishes and by 2) the second and third term vanish. In the case when $X,Y$ are multiplication operators, by smooth functions, on the circle $S^1$ the local cocycle becomes the central term in an affine Lie algebra,
\[
c_{\text{loc}}(X,Y) = \frac{1}{2\pi i} \int_{S^1} \text{tr} XdY,
\]

where the trace under the integral sign is a finite-dimensional matrix trace for the matrix valued functions $X,Y$.

The cocycle $c_{1,2}$ (or $c_{\text{loc}}$) arises in canonical quantization in the following way. To each pair of basis vectors $e_i, e_j$ in $H$ there corresponds an operator $\hat{e}_{ij} = a^*(e_i)a(e_j)$ in the Fock representation. We may label the basis vectors such that $e_i \in H_+$ for $i = 0,1,2,\ldots$ and $e_i \in H_-$ for $i = -1,-2,\ldots$, where $H_{\pm} = \frac{1}{2}(1 \pm \epsilon)H$. Then a matrix $(\alpha_{ij})$ in this basis has the canonical quantization as the operator $\hat{\alpha} = \sum \alpha_{ij}\hat{e}_{ij}$. For infinite matrices this might diverge. Actually, that happens already when $\alpha$ is the unit matrix. To circumvent this one introduces the normal ordering $\hat{e}_{ij} \mapsto \hat{e}_{ij} - \delta_{ij}\theta(-i)$ with $\theta(x) = x$ for $x \geq 0$ and $\theta(x) = 0$ for $x < 0$. With these new operators $\hat{e}_{ij}$ the operator $\hat{\alpha}$ is defined in a dense domain for any bounded operator $\alpha$ such that $[e, \alpha]$ is Hilbert-Schmidt and the commutation relations are given by
\[
[\hat{\alpha}, \hat{\beta}] = [\alpha, \beta] + c(\alpha, \beta),\]

[21].

Example 2 Here we consider the problem arising from quantization of gauge currents in three space dimensions. Typically, $[e, X]$ is not Hilbert-Schmidt but it belongs to the ideal $L_{3,+} \subset L_4$. For this reason the expression for the 2-cocycle in
the previous example does not converge for 3-dimensional gauge currents. Instead, one has to introduce a renormalization of the 2-cocycle,

\[ c_{3,2}(a; X, Y) = \frac{1}{8} \text{tr}_C a(\epsilon, X, [\epsilon, Y]), \]

with \( a = F_A - \epsilon \). One can check by a direct calculation that this is a cocycle in the sense that

\[ c_{3,2}(a; [X, Y], Z) + \delta_X c_{3,2}(a; Y, Z) \text{ + cyclic perm. of } X, Y, Z = 0. \]

Let next \( \eta(a; X) = \frac{1}{8} \text{TR} \epsilon a(\epsilon, X) \). By a direct calculation one can check that

\[ c_{3,2} = \delta \eta + c_{\text{loc}} \]

where now

\[ 8c_{\text{loc}}(a; X, Y) = \text{TR}[Y, \epsilon a(\epsilon, X)] - \text{TR}[X, \epsilon a(\epsilon, Y)] + 2\text{TR}[X \epsilon, Y] - 2\text{TR}[Y \epsilon, X] \]

is explicitly a generalized trace of a sum of commutators. Using the ‘bare’ BRST notation (without the auxiliary space \( \mathbb{C}^2 \)) we can write

\[ c_{\text{loc}} = \frac{1}{4} \text{TR}[v \epsilon, v] - \frac{1}{8} \text{TR}[v, \epsilon a(\epsilon, v)]. \]

In this example the canonical quantization of gauge currents is ill-defined even after normal ordering, precisely because \( [\epsilon, X] \) is not Hilbert-Schmidt. However, there is an operator theoretic interpretation for second quantized \( \hat{X}, \hat{Y} \). These are now generators for unitary transformations between Fock spaces carrying inequivalent representations of the CAR algebra. Geometrically, there is a bundle of Fock spaces parametrized by the external field \( a \) and the gauge transformations act as unitary maps between the fibers. [22].

**Example 3** As a final example we discuss the gauge anomaly in two space-time dimensions. Here we are in the even case and we have \( \Gamma \epsilon = -\epsilon \Gamma \) and we consider gauge transformations \( X \) which commute with \( \Gamma \). Then \( c_{2,1}(a; X) = \text{tr}_C \Gamma a(\epsilon, X) \) is a cocycle,

\[ \delta_X c_{2,1}(a; Y) - \delta_Y c_{2,1}(a; X) - c_{2,1}(a; [X, Y]) = 0, \]

using the fact that \( \text{tr}_C [\epsilon, \cdot] = 0 \). In this case

\[ c_{2,1}(a; X) = \text{TR}[\Gamma a \epsilon, X] + (\delta \eta)(a), \]

where \( \eta(a) = \text{TR} \Gamma a \epsilon \). In BRST notation, for an even module, \( c_{\text{loc}} = \text{TR}[a \epsilon, s(v)] \).

We leave it as an exercise for the reader to show that when inserting \( \epsilon = D_0/|D_0| \), \( D_0 = -i \sum_k \gamma^k \frac{\partial}{\partial x_k} \), \( D_A = D_0 + \sum \gamma^k A_k(x) \), and \( a = D_A/|D_A| - \epsilon \) one obtains the standard formula for the nonabelian gauge anomaly in two space-time dimensions,

\[ c_{\text{loc}} = \frac{1}{4\pi} \int \text{tr} (A_1 \partial_2 X - A_2 \partial_1 X), \]

for a smooth infinitesimal gauge transformation \( X \) of compact support.

In the general case we have the following result:
Theorem 3.1. Let \( n = 1, 2, \ldots \) and \( k = 0, 1, 2, \ldots \) and let the cocycle \( c_{2n-1-k,k} \) be computed from the descent equations in Section 2. Then for even \( k \) the cohomology class \([c_{2n-1-k,k}]\) is represented by a cocycle \( c_{2n-1-k,k}^{\text{loc}} \) which is a generalized trace of a sum of commutators; each commutator is a polynomial in the operators \( a, \epsilon, \) and \( X_j \) (the latter operators correspond to the tangent vectors at which the ghosts where evaluated). In the case of odd \( k \) one has to add a term proportional to a generalized trace of \( \omega_{0,k} \).

This theorem is a reformulation of Theorems A4 and A5 in the Appendix, which also gives more explicit formulas.

4. A MODEL FOR \( A/G \)

When \( A \) is the space of classical smooth vector potentials on a compact manifold \( M \) and \( G \) is the group of based smooth gauge transformations (based means that \( g(p) = 1 \) at some given point \( p \in M \)) then the quotient \( X = A/G \) is a smooth infinite dimensional Banach manifold. If one tries to generalize this to the NCG setting, by replacing \( A \) by all bounded perturbations of the free Dirac operator and taking \( G \) as the group of unitaries in the algebra \( B \), one encounters the problem that there is no natural way to define what is meant by based gauge transformations; this leads to the difficulty that \( X \) is not a manifold, it has a lot of singularities since at a generic point in \( A \) the action of \( G \) is not free. Here we shall construct a model for \( A \) and \( G \) such that the quotient will be free of singularities.

Our construction is essentially based on Bott periodicity. Recall that the inductive limit \( U(\infty) \) of the group \( SU(N) \) as \( N \to \infty \) has odd homotopy type: All its homotopy groups \( \pi_{2k+1}U(\infty) \) are isomorphic to \( \mathbb{Z} \) whereas the even homotopy groups are trivial. For this reason the group of based gauge transformations \( \Gamma = \pi_1(U(N)) \), in the limit \( N \to \infty \), for \( M = S^{2n} \) is homotopic to \( U(\infty) \). In the odd dimensional case, \( M = S^{2n+1} \), the group of gauge transformations has even homotopy type: All the even homotopy groups are isomorphic to \( \mathbb{Z} \) and the odd homotopy groups are trivial. Denoting the gauge group in the even case by \( G \) (which has the homotopy type of \( U(\infty) \)) then the group of gauge transformations in the odd case is the group of based loops \( \Omega G \). This latter group has the homotopy type of \( U_p' \) for any \( p \geq 1 \) where \( U_p' \) is defined in the following way: Let \( \epsilon \) be a grading operator (it could be the sign of a Dirac operator) in a Hilbert space, with eigenvalues \( \pm 1 \), both eigenspaces infinite dimensional. Set \( U_p'(H) = \{ g \in U(H) | [\epsilon, g] \in L_p \} \). Here \( U(H) \) is the (contractible) group of all unitaries in the Hilbert space \( H \). Recall that \( U_p'(H) \) is the group of unitary elements in the algebra \( B \). All elements \( g \in U_{p+} \) satisfy \( [\epsilon, g] \in L_{p+} \).

Let \( D_p, p \) an even integer, be a hermitian operator in \( H \) such that \( 1/|D_p| \in L_{p+} \) and let \( \Gamma \) be a hermitian operator in \( H \) such that \( \Gamma^2 = 1 \) and \( \Gamma D_p = -D_p \Gamma \). Let \( D_{p+1} = i \Gamma \frac{d}{dt} + D_p \). This operator is self-adjoint in an appropriate dense domain in the Hilbert space \( \mathcal{H} = L^2(S^1, H) \) and has the property \( 1/|D_{p+1}| \in L_{(p+1)+} \).
A generalized vector potential is defined as a hermitean time dependent bounded operator $A(t)$ in $H$. The 'Dirac operator' coupled to $A(t)$ is then $D_{p+1} + A(t)$. The vector potential can be split as $A = A_0 + A_1$, where $A_0$ commutes with $\Gamma$ (the 'time component' of $A$) and $A_1$ anticommutes with $\Gamma$ (this is the 'space component' of $A$). The time dependent gauge transformations are smooth functions $g(t)$ with values in the group $U_{p+1}(H, \Gamma)$ of unitary operators $g \in U_{p+1}(H)$ such that $[\Gamma, g] = 0$. We can split $H = H_1 \oplus H_2$ to eigenspaces of $\Gamma$ corresponding to eigenvalues $\pm 1$. Since $g \in U_{p+1}(H, \Gamma)$ commutes with $\Gamma$ we can write $g$ as a direct sum of linear operators $g_i : H_i \rightarrow H_i$, $i = 1, 2$.

The group $U_{p+1}(H, \Gamma)$ is a subgroup of the group $U'_{p+1}(H, \Gamma)$ which consists of unitary operators $g$ such that $[\epsilon, g] \in L_{p+1}$ and $\Gamma g = g \Gamma$. These conditions mean that $g = g_1 + i g_2$ with $g_2 - \epsilon g_1 \epsilon \in L_{p+1}$. Thus the group $U_{p+1}'$ is parametrized by pairs of unitary operators $(g_2, h)$ with $g_2$ an arbitrary unitary operator in $H_2$ and $h = g_2^{-1} \epsilon g_1 \epsilon$ an unitary operator in $H_2$ such that $h - 1 \in L_{p+1}$; we denote the group of these elements by $U_{p+1}'(H_2)$. Thus by Kuiper’s theorem $U_{p+1}'(H, \Gamma)$ is homotopy equivalent to $U_{p+1}(H_2)$. A similar result holds for the subgroup $U_{p+1} \subset U_{p+1}'$. In this case one chooses as parameters $g_2$ and $\tilde{h} = g_2^{-1} D_-^{-1} g_1 D_+$ and the conditions are as before. Here $D_+ : H_2 \rightarrow H_1$ is the restriction of $D_{p+1}$ to $H_2$. (If $D_+$ has zero modes, replace $D_+^{-1}$ by $D_-/(D_- D_+ + 1)$.)

For each time dependent perturbation there is a unique (nonperiodic) gauge transformation $g(t)$ such that $g(0) = 1$ and $A'(t) = g^{-1} A g + g^{-1} [D_p, g] + i g^{-1} \partial_t g$ is the generalized temporal gauge, i.e., the even component $A_0' = 0$. It follows that the quotient $A/\mathcal{G}_0$, where $\mathcal{G}_0$ is the group of periodic gauge transformations $g(t)$ with $g(0) = 1$, is equal to the product $\mathcal{A}_1 \times U_{p+1}(H, \Gamma)$. Here $\mathcal{A}_1$ is the space of bounded operators $A$ in $H$ such that $\Gamma A = - \Gamma A$ and the coordinate $g \in U_{p+1}(H, \Gamma)$ comes from the holonomy $g = g(2\pi)$ around the circle.

Since $\mathcal{A}_1$ is an affine space, $A/\mathcal{G}_0$ is homotopy equivalent to $U_{p+1}(H, \Gamma)$.

We end this section by a remark on the homotopy type of the various groups involved. When the condition $[\epsilon, g] \in L_{p+1}$ is replaced by $[\epsilon, g] \in L_p$ we obtain the group $U'_{p}(H, \Gamma) \subset U_{p+1}(H, \Gamma)$. Note that also $U_{p+1} \subset U'_{p+\alpha}$ for any $\alpha > 0$. Similarly one can define $U_p$ with $U_p \subset U_{p+1} \subset U_{p+\alpha}$. According to Palais [13], the groups $U_p$ for all $p \geq 1$ are homotopy equivalent with $U(\infty)$. Similarly $U'_{p}(H)$ is homotopy equivalent to the group $U_0'(H)$ of unitary operators $g$ such that $[\epsilon, g]$ is of finite rank. It is plausible that the same holds for the groups $U_{p+1}$ and $U_{p+1}'$, but the proof in [13] cannot directly be applied to these cases. The topology of these groups is determined by a norm topology on the operator ideals $L_{p+1}$.

The natural norm on $L_{p+1}$ for $p > 1$ is given as

$$||T||_{p+1} = \sup_{N \geq 1} N^{\frac{1}{p+1}} \sigma_N(T)$$

where $\sigma_N(T)$ is the sum of the $N$ largest eigenvalues of $|T|$. In the case $p = 1$ the factor $N^{\frac{1}{p+1}}$ is replaced by $(\log N)^{-1}$. 


5. THE GERBE OVER \( \mathcal{A}/\mathcal{G}_0 \)

Each \( A \in \mathcal{A} \) and \( \lambda \notin \text{Spec}(D_A) \) defines a fermionic Fock space \( \mathcal{F}_{A,\lambda} \) with a Dirac vacuum \( |A, \lambda\rangle \). To begin with, we have the polarization \( \mathcal{H} = \mathcal{H}_+(A, \lambda) \oplus \mathcal{H}_-(A, \lambda) \) to a pair of infinite dimensional subspaces, defined by the spectral projections \( D_A > \lambda \) and \( D_A < \lambda \). Then the Fock space \( \mathcal{F}_{A,\lambda} \) is generated by the algebra of creation and annihilation operators \( a^*(u), a(u) \) with the relations (2.1) and the characterization of the vacuum \( |A, \lambda\rangle \) as in (2.2).

The Fock spaces depend on the choice of the vacuum level \( \lambda \). However, for \( \lambda, \mu \notin \text{Spec}(D_A) \) there is a natural projective isomorphism \( \mathcal{F}_{A,\lambda} \equiv \mathcal{F}_{A,\mu} \). This construction is equivariant with respect to the gauge group action, leading to a projective bundle \( \mathcal{P}\mathcal{F} \) over \( \mathcal{A}/\mathcal{G}_0 \).

The question is whether there exists a true vector bundle \( \mathcal{F} \) over \( X = \mathcal{A}/\mathcal{G}_0 \) such that \( \mathcal{P}\mathcal{F} \) is the projectivization of \( \mathcal{F} \).

In general, there is an obstruction to the existence of \( \mathcal{F} \). This obstruction can be described in terms of an element \( \omega \) in \( H^3(\mathcal{A}/\mathcal{G}_0, \mathbb{Z}) \). This may or may not correspond to a nontrivial de Rham cohomology class. However, in the present setting there is a nontrivial obstruction as a de Rham form.

A more geometric way to describe the obstruction problem is to construct a family of local complex line bundles \( \text{DET}_{\lambda\lambda'} \) over \( U_{ll'} = U_l \cap U_{l'} \) with \( U_l = \{ A \in \mathcal{A}/\mathcal{G}_0 | \lambda \notin \text{Spec}(D_A) \} \). Here \( \text{DET}_{ll'} \) is the top exterior power of the (finite dimensional) spectral subspace of \( D_A \) corresponding to the open interval \( (l, l') \) (with \( l < l' \)). These line bundles have a set of natural isomorphisms

\[
\text{DET}_{ll'} \otimes \text{DET}_{l'l''} = \text{DET}_{ll''}
\]

which give the relations needed to define a gerbe over \( \mathcal{A}/\mathcal{G}_0 \). The gerbe is trivial if there is a family of local line bundles \( \text{DET}_l \) over the open sets \( U_l \) such that \( \text{DET}_{ll'} = \text{DET}^{-1}_{l'} \otimes \text{DET}_{l'} \). Physically, these latter bundles are the local fermionic vacuum bundles. The nontriviality of the gerbe is measured by the nontriviality of the Dixmier-Douady class \( \omega \), [14].

The nontriviality of the obstruction as a de Rham form follows from the considerations in [10, 15]. The setting in the latter paper was similar to the present case except that a smaller base space, \( G_1 \) of unitaries which differ from the identity by a trace class operator, was considered instead of \( U_{p+}(H, \Gamma) \).

On the group \( G_1 \) the obstruction form is particularly simple. It is given as the left invariant form

\[
\omega(X, Y, Z) = \frac{i}{8\pi^2} \text{tr} X[Y, Z]
\]

where \( X, Y, Z \in \text{Lie}(G_1) \). This is normalized such that its integral over a fundamental 3-cycle in \( U^3(H) \simeq U_3'(H, \Gamma) \) is equal to one. As it stands, \( \omega \) does not extend to \( U'_p(H, \Gamma) \) for \( p > 3 \). Instead, we have to construct another representative for the cohomology class which extends to \( U'_p(H, \Gamma) \), and actually also to the larger group \( U_{p+}(H, \Gamma) \). Since \( U_{q+}(H, \Gamma) \subset U'_q(H, \Gamma) \) for \( q < p \), we get a normalized representative for the cohomology class also in the former group.
We shall treat both the even and odd cases at the same time and \( U'_p \) stands for \( U'_p(H, \Gamma) \) in the case of an even Fredholm module and \( U_p = U'_p(H) \) in the odd case. In both cases we denote the left invariant Maurer-Cartan 1-form on the group by \( g^{-1}\delta g \).

Next we consider the \((d, \delta)\) BRST bicomplex on the group manifold \( U'_p \). As before, \( \delta \) is the exterior differentiation on the group manifold with a choice of signs when acting on \( d \) forms such that \( d\delta + \delta d = 0 \). We set \( \Delta = d + \delta \), so \( g^{-1}\Delta g = g^{-1}[\epsilon, g] + g^{-1}\delta g \) and the second component is the Maurer-Cartan 1-form on the group, i.e., the BRST ghost \( v \).

The form

\[
\theta_{k-j,j} = \int (g^{-1}\Delta g)^k [j]
\]

is closed in the \( \delta \) cohomology complex for any \( k = 0, 1, 2, \ldots \). Here \( \cdot \cdot \cdot [j] \) denotes the component of \( \delta \) degree (= ghost degree) \( j \). In order that the integral is defined as a (graded) trace we have to assume that \( k - j \geq p \).

Actually \( \theta_{k-j,j} = 0 \) for all even \( k \)'s. This follows from the anticommutator relations for \( d, \delta \) and from the cyclic properties of the integral. The closedness for odd \( k \) follows from

\[
\delta \theta = \int \delta (g^{-1}\Delta g)^k = \int \Delta (g^{-1}\Delta g)^k = -\int (g^{-1}\Delta g)^{k+1} = 0,
\]

since \( k + 1 \) is even.

For \( j = k \) and with a proper normalization \( \theta_{k,j} \) is the generator of \( H^k(U'_p, \mathbb{Z}) \) whereas for \( j = 0 \) the integral gives the Fredholm index of \( P_+gP_+ \), where \( P_+ = \frac{1}{2}(1 + \epsilon) \).

The case \( j = 3 \) is of interest to us. In this case \( k - j = 2n \) is even, so \( \theta_{2n,3} \) is an integral of an even \( d \)-form. We check that this is a nontrivial cohomology class. For that purpose, choose \( H \) as the Hilbert space of square integrable sections in a tensor product of a Dirac spinor bundle over the torus \( T^{2n} = (S^1)^{2n} \) and a trivial \( \mathbb{C}^N \) bundle with the natural \( U(N) \) action in the fibers. The gauge transformations \( g : T^{2n} \to U(N) \) act as multiplication operators on the spinor fields. Choosing \( D_0 \) as the Dirac operator defined by the metric on the torus and the trivial vector potential \( A = 0 \) in the \( \mathbb{C}^N \) bundle, one has, [5,16],

\[
\text{tr}_C \Gamma a_0[\epsilon, a_1] \ldots [\epsilon, a_{2n}] = \frac{1}{n!(2\pi i)^n} \int_{T^{2n}} \text{tr} a_0 da_1 \ldots da_{2n},
\]

for smooth functions \( a_j : T^{2n} \to \mathfrak{g} \), where \( \mathfrak{g} \) is the Lie algebra of \( U(N) \) in its fundamental representation and \( 'd' \) on the right means the de Rham exterior derivative. It follows that, for any map \( g(\cdot) : S^3 \to Map(T^{2n}, U(N)) \), we have

\[
\int_{S^3} \theta_{2n,3} = \frac{1}{n!(2\pi i)^n} \int_{S^3 \times T^{2n}} \text{tr} (g^{-1}dg)^{2n+3},
\]
where $g$ is thought of as a $U(N)$ valued function on $S^3 \times T^{2n}$. In particular, for large $N$, this integral is equal to $24\pi^2 \times$ a nonzero integer when $g$ represents a nontrivial homotopy class in $\pi_{3+2n}(U(N)) \simeq \mathbb{Z}$. Since $\theta_{2n,3}$ is nontrivial on the subgroup of smooth gauge transformations in $U_{2n+}(H,\Gamma)$ it must represent a nonzero cohomology class of the latter group and therefore also in the moduli space $X = \mathcal{A}/\mathcal{G}_0$.

Specializing from the result of Theorem 3.1 (cf. Lemma A3 in the appendix) to the flat case $a = g^{-1}[\epsilon, g]$ we observe that the forms $\theta_{2n,3}$ can be written as sums of generalized traces of commutators plus a properly normalized 3-form $\text{TR}(g^{-1}\delta g)^3$, modulo exact forms.

6. SCHWINGER TERMS FROM THE DIXMIER-DOUADY CLASS

In this section we shall work with the Fredholm modules based on the ideals $L_p$ instead of $L_{p+}$, and likewise with the groups of the type $U_p'$. This is because we want to use available information (based on results in [13]) on the homotopy type of the infinite dimensional groups.

Let $\theta_3$ be a closed integral 3-form on $X = \mathcal{A}/\mathcal{G}_0$. The pull back $\pi^*\theta_3 = \psi_3$ with respect to the canonical projection is a closed 3-form on the contractible space $\mathcal{A}$ and therefore $\psi_3 = d\psi_2$ for some 2-form $\psi_2$. (In this section $d$ means always the de Rham exterior derivative.)

Let $U_\alpha$ be an open contractible subset of $X$ and write $\theta_3 = d\theta_{2,\alpha}$ on $U_\alpha$. We define

$$\eta_\alpha = \psi_2 - \pi^*\theta_{2,\alpha}$$

on $\pi^{-1}(U_\alpha)$. Now $d\eta_\alpha = \psi_3 - d\pi^*\theta_{2,\alpha} = \psi_3 - \pi^*d\theta_{2,\alpha} = \psi_3 - \pi^*\theta_3 = 0$.

If $U_\beta$ is another open subset of $X$ then on $U_\alpha \cap U_\beta$ we have $\eta_\alpha - \eta_\beta = \pi^*(\theta_{2,\alpha} - \theta_{2,\beta})$. From this follows, by the definition of the pull back map, that $\eta_\alpha$ and $\eta_\beta$ agree when evaluated along gauge orbits. Thus there is a vertical 2-form $\eta$ on $\mathcal{A}$, defined everywhere on $\mathcal{A}$, but which is closed only along gauge directions.

The vertical form $\eta$ defines an extension of the Lie algebra of $\mathcal{G}$ by the abelian Lie algebra $\mathfrak{a}$ consisting of functions $f : \mathcal{A} \to \mathbb{C}$. The commutators are defined by

$$[(X, f), (Y, g)] = ([X, Y], \delta_X g - \delta_Y f + \eta(X, Y)).$$

On the right the Lie algebra elements $X, Y$ are interpreted as vertical vector fields on $\mathcal{A}$. The Jacobi identity is precisely the condition that $\eta$ is closed along vertical directions.

We can compute $\eta$ more explicitly. Let $\mathcal{P}G$ denote the group of smooth paths in a group $G$ originating from the identity in $G$. The product is defined as a pointwise multiplication along paths. Any $A \in \mathcal{A}$ splits uniquely as $A = A_0 + A_1$ to even and odd components with respect to $\Gamma$. The even component $A_0$ is equal to $ig(t)^{-1}\partial_t g(t)$ for a uniquely defined smooth function $g : [0,1] \to U_p'((\Gamma, H))$ with $g(0) = 1$. As in Section 4, we can write $\mathcal{A} = A_1 \times \mathcal{P}U_p'((\Gamma, H))$ and $\mathcal{A}/\mathcal{G}_0 = A_1 \times U_p'(\Gamma, H)$. 
Since $A_1$ is a vector space, any closed form on $A_1$ is exact and we may assume without loss of generality that $\theta_3$ is a pull-back of a form on $U'_p(\Gamma, H)$ with respect to the projection on the second factor.

By a direct calculation one can check that $d\psi_2 = \pi^*\theta_3$ when $\psi_2$ is defined as

$$\psi_2(u,v) = \int_0^1 \theta_3(g^{-1}\partial_t g, u_0(t), v_0(t))dt,$$

where the components $u_0, v_0$ of the tangent vectors $u, v \in A$ are given as paths in the Lie algebra of $U'_p(\Gamma, H)$. The along vertical directions, $\eta$ is equal to $\psi_2$ and thus

$$\eta(g; X,Y) = \int_0^1 \theta_3(g^{-1}\partial_t g, X(t), Y(t))dt,$$

for periodic functions $X(t), Y(t)$ with values in $\text{Lie}(U'_p(\Gamma, H))$.

Since $\pi_2(U'_p(\Gamma, H)) = 0$, the group $G_0$ of (based) loops in $U'_p(\Gamma, H)$ is simply connected. On the other hand, $\pi_2(\mathcal{L}_k U'_p(\Gamma, H)) = \pi_3(U'_p(\Gamma, H)) = \mathbb{Z}$ for any of the connected components $\mathcal{L}_k$ of the group $LU'_p$ of smooth loops in $U'_p$. By Hurewicz’ theorem, $H^2(\mathcal{L}_k U'_p(\Gamma, H), \mathbb{Z}) = \mathbb{Z}$. In fact, the 2-form $\eta$ restricted to a gauge orbit gives a representative for the basic class in $H^2(\mathcal{L}_k U'_p, \mathbb{Z})$.

We shall work only in the connected component of identity $\mathcal{L}_0 U'_p$. The group extension of $\mathcal{L}_0 U'_p(\Gamma, H)$ corresponding to the Lie algebra extension above can be explicitly constructed in the same way as was done in [17] in the case of groups of classical gauge transformations.

The construction starts from the Cartesian product $\mathcal{P}(\mathcal{L}_0 U'_p) \times \text{Map}(A, S^1)$. The product is defined as

$$(f_1, \alpha_1)(f_2, \alpha_2) = (f_1 f_2, \alpha_1 \alpha^f_2 \exp(2\pi i \int_K \eta)), \quad \text{where } f_1 f_2 \text{ is just the point-wise product in the path group, } \alpha^f \text{ is the function obtained form } \alpha \text{ by gauge transforming (using the right action) the argument by } f(1) \in \mathcal{L}_0 U'_p. \quad \text{The phase is evaluated by integrating the vertical 2-form } \eta \text{ over a 2-surface } K \text{ in the fiber at } A \in A. \quad \text{The surface is chosen such that its boundary consists of the paths } A \cdot f_1(t), A \cdot f_1(1)f_2(t), \text{ and } A \cdot f_1(t)f_2(t). \quad \text{The value of the phase factor does not depend on the choice of } K \text{ since the difference in the exponent is } 2\pi i \text{ times an integral of the integral 3-form } \omega_3 \text{ over a closed 3-surface in } U'_p \text{ and this is an integer.}$$

The extension $\mathcal{L}_0 U'_p$ is now defined as

$$\mathcal{P}(\mathcal{L}_0 U'_p) \times \text{Map}(A, S^1) / \mathcal{Q},$$

where $\mathcal{Q}$ is the group of based loops (at the identity) in $\mathcal{L}_0 U'_p$ and the right action of $\mathcal{Q}$ is defined as the point-wise right action on $\mathcal{P}(\mathcal{L}_0 U'_p)$ and as the simultaneous phase shift $\alpha \to \alpha'$,

$$\alpha'(A) = \alpha(A) \exp(2\pi i \int_{\Sigma} \eta),$$
where $\Sigma$ is the 2-surface in the fiber through $A$, bounded by the loop $A \cdot g(t)$, $g \in \mathcal{Q}$.

7. THE CASE OF A NONCOMMUTATIVE TORUS

In this section we want to apply the general results for computing cocycles on a noncommutative torus. We start by recalling the basic definitions, [18].

Consider an algebra consisting of finite linear combinations of 'noncommutative Fourier modes' $u^r$, where $r = (r_1, \ldots, r_n)$ is a vector of integers,

$$u^r = e^{\pi i \sum_{j<k} \theta_{jk} r_j r_k} u_{r_1} \cdots u_{r_n}$$

and the relations in the algebra are given as

$$u_i u_j = e^{-2\pi i \theta_{ij}} u_j u_i,$$

where $\theta$ is a real antisymmetric matrix. These relations lead to the multiplication formula

$$(7.1) \quad u^r \cdot u^{r'} = \lambda(r, r') u^{r+r'}$$

with $\lambda(r, r') = \exp(-\pi i \sum r_j \theta_{jk} r'_k)$.

There is an antilinear conjugation defined by $(u^r)^* = u^{-r}$ and a trace $\tau$ such that $\tau(u^r) = 0$ if $r \neq 0$ and $\tau(u^0) = \tau(1) = 1$. We define a Hilbert space $H$ by tensoring the above algebra with the spinor and internal symmetry space $V = \mathbb{C}^{[(n+1)/2]} \otimes \mathbb{C}^N$ and completing with respect to the inner product defined by $< u^r, u^{r'} > = \tau((u^r)^* u^{r'}) = \delta_{rr'}$. Here $[a]$ is the integer part of a real number $a$. The trace is extended to the tensor product of the torus algebra and of $\text{End} V$ by the matrix trace on $\text{End} V$. The adjoint of a multiplication operator by the element $u^r$ is $(u^r)^* = u^{-r}$.

There is a commutative family of derivations $\delta_j$ ($j = 1, 2, \ldots, n$) defined by $\delta_j(u^r) = r_j u^r$. These derivations are represented by unbounded operators $P_j$ in the Hilbert space $H$ through $P_j u^r = r_j u^r$ which means that $[P_j, u^r] = r_j u^r$ for the corresponding multiplication operators $u^r$ (we use the same notation for elements in the noncommutative torus algebra and vectors in the Hilbert space).

The (free) Dirac operator is defined by

$$D_0 = \sum \gamma^k \delta_k,$$

where the gamma matrix algebra is defined using the standard Euclidean metric, $\gamma_i \gamma_j + \gamma_j \gamma_i = 2 \delta_{i,j}$.

As in the case of pseudodifferential operators on an ordinary torus we can introduce a symbol calculus. Consider first classical PSDO symbols $f = f(p)$ which are functions of the momenta $p_j$ only and which have an asymptotic expansion
\( f \sim f_N + f_{N-1} + \ldots \) as a series of homogenenous symbols \( f_j \) of order \( j \) in the momenta, i.e., \( f_j(\lambda p) = \lambda^j f(p) \) for \( \lambda > 1 \) and for large momenta. Each such a symbol defines an (in general unbounded) operator in \( H \) through \( fu^r = f(r)u^r \). More generally, we consider operators

\[
  f = \sum_r u^r f^{(r)},
\]

where each \( f^{(r)} \) is a classical symbol of the above type tensored with a matrix operating in \( V \). The definition makes sense even for infinite linear combinations assuming that the sequence \( |f^{(r)}(p)| \) is rapidly decreasing as \( |r| \to \infty \) for all values of \( p \). From the definitions follows that

\[
  u^{-r} f(p) u^r = f(p + r)
\]

and therefore the product of a pair \( f, g \) of operators is defined by the ‘star product’

\[
  (f \ast g)^{(r)}(p) = \sum_s f^{(r-s)}(p)g^{(s)}(p + s)\lambda(r - s, s).
\]

The only difference as compared to the commutative torus is the appearance of complex phases \( \lambda \) on the right-hand side. The trace of the operator \( f \) (when it is defined) is given by

\[
  \text{tr} f = \sum_{p \in \mathbb{Z}^n} \text{tr} f^{(0)}(p),
\]

where the trace on the right is the ordinary matrix trace in \( V \). As usual, \( f \) is trace-class if and only if \( \text{ord}(f) < -n \). The border line case \( \text{ord}(f) = -n \) is of special interest to us.

For complex numbers \( z \) with an enough large real part one can define

\[
  \zeta(z; f) = \text{tr} f(|P| + 1)^{-z}.
\]

If \( f \) is trace-class then \( \zeta \) is holomorphic at \( z = 0 \) and \( \text{tr} f = \zeta(0; f) \). If \( \text{ord}(f) \geq -n \), the function \( \zeta \) has in general a pole at \( z = 0 \). The pole depends only on the component \( f_{-n} \). The proof of this statement follows from the corresponding result for PSDO’s on the commutative torus since the spectrum of \( f^{(0)} \) is exactly the same as in the commutative case. For the same reason the the residue at \( z = 0 \) can be calculated as a momentum space integral,

\[
  \text{Res}(f) = \text{res}_{z=0} \zeta(z; f) = \int_{|p|=1} \text{tr} f^{(0)}_{-n}(p) dp.
\]

For classical PSDO’s on a compact manifold there is a useful formula relating the renormalized (noncyclic) trace of a commutator to an operator residue. This
formula was used for calculation of Schwinger terms in [8,19] and later generalized in [20] to a wider class of operators. First one defines a renormalized trace for nontraceclass PSDO’s by
\[ (7.7) \quad \text{TR} A = \lim_{z \to 0} (\text{tr} A|D|^{-z} - \frac{1}{z} \text{Res}A). \]

The lack of cyclicity of TR is given by
\[ (7.8) \quad \text{TR}[A,B] = \text{Res} A[\ell,B], \]
where \( \ell = \log |D_0| = \log |P| \). We check that the same formula holds in the case of noncommutative torus. By linearity, it is sufficient to prove the formula for each Fourier mode separately. So we take \( A = u^r f(p) \) and \( B = u^s g(p) \).

By the definition of the trace, \( \text{TR} AB \) is nonzero only when \( s = -r \), so we assume this. But now \( \text{TR} AB = \text{TR} \lambda(r,s) \tilde{f}g \), where \( \tilde{f}(p) = f(p - r) \).

Since \( \lambda(r,s) = 1 \) when \( s = -r \), the trace formula for NC torus reduces to the formula on commutative torus and thus (7.8) holds.

Let us look closer at the case \( n = 3 \). We have seen that the Schwinger term in three dimensions is equivalent (modulo coboundaries) to the ‘local’ expression
\[ 8 \omega_{3,2} = \text{TR} \{ [X, \epsilon a[\epsilon, Y]] - [Y, \epsilon a[\epsilon, X]] - 2[X\epsilon, Y] + 2[Y\epsilon, X] \}. \]

We now apply the residue formula in the case of noncommutative multiplication operators \( X, Y \) and we obtain
\[ (7.9) \quad 8 \omega_{3,2} = -\text{Res} \epsilon a[\epsilon, Y][\ell, X] + \text{Res} \epsilon a[\epsilon, X][\ell, Y]. \]

Taking \( a = F - \epsilon \) and \( F = (D_0 + A)|D_0 + A|^{-1} \), the sign of a Dirac operator defined by a potential \( A = \sigma^k A_k \) on the noncommutative torus, a straight-forward computation gives
\[ (7.10) \quad \omega_{3,2} = \frac{i}{6} \tau(A[[D_0, X], [D_0, Y]]) = \frac{i}{3} \epsilon^{ijk} \tau(A_i(\delta_j(X)\delta_k(Y) - \delta_j(Y)\delta_k(X))). \]

We have used the expansion
\[ F = \epsilon + A/|P| - \epsilon A^k P_k/|P|^2 + O(1/|P|^2) \]
and the formulas
\[ [\epsilon, u^{(r)}] = u^{(r)}(u^{(-r)}\epsilon u^{(r)} - \epsilon) = u^{(r)} \left( \frac{(P_k + r_k)\sigma^k}{|P + r|} - \frac{P_k\sigma^k}{|P|} \right) \]
\[ = u^{(r)} \left( r_k\sigma^k/|P| - \epsilon P_k r^k/|P|^2 + O(1/|P|^2) \right) \]
and similarly
\[ [\ell, u^{(r)}] = u^{(r)} P_k r^k/|P|^2 + O(1/|P|^2). \]

The derivation of (7.10) is then completed by taking account
\[ \text{tr} \sigma_i\sigma_j\sigma_k = 2i\epsilon_{ijk} \text{ and } \text{Res} \frac{p_ip_j}{|p|^5} = \frac{4\pi}{3} \delta_{i,j}. \]
APPENDIX: NONCOMMUTATIVE DESCENT EQUATIONS

We assume linear operators \( d \) and \( \delta \) acting on polynomials generated by \( a, v, d(a), d(v), \delta(a), \) and \( \delta(v) \), such that \( d^2 = 0 = \delta^2 = d\delta + \delta d \). These operations are then uniquely fixed by the additional rules in (2.6) together with \( e^2 = I \). As mentioned in the text, we will use the simplified notation \( x = a, \epsilon, v \) and \( \delta \) short for \( s(x) \) defined in (2.7) resp. (2.8) for even resp. odd Fredholm modules throughout this Appendix except in the Remark at the end.

We now state and give a proof of the non-commutative descent equations. We define

\[
F(t) = td(a) + t^2a^2 + (1-t)d(v) \\
F'(t) = (t^2 - t)v^2 + td(v)
\]

and

\[
\omega_{2n-1} = \int_0^1 dt \Psi_{2n-1}(t), \quad \tilde{\omega}_{2n-1} = \int_0^1 dt t\Psi_{2n-1}(t),
\]

and similarly for \( \omega'_{2n-1} \) and \( \tilde{\omega}'_{2n-1} \), where

\[
\Psi_{2n-1}(t) = \sum_{\nu=0}^{n-1} F(t)^{n-1-\nu}aF(t)^\nu \\
\Psi'_{2n-1}(t) = \sum_{\nu=0}^{n-1} F'(t)^{n-1-\nu}vF'(t)^\nu.
\]

The non-commutative descent equations can be summarized by the following algebraic identities:

**Lemma A1.**

\[
\delta(\omega_{2n-1}) + d(\omega_{2n-1}) = -[v, \omega_{2n-1}]_+ - [a, \tilde{\omega}_{2n-1}]_+ + F^n - (d(v))^n
\]

(A.2)

\[
\delta(\omega'_{2n-1}) + d(\omega'_{2n-1}) = -[v, \tilde{\omega}'_{2n-1}]_+ + (d(v))^n
\]

where \( F = d(a) + a^2 \).

Comparing equal powers of \( v \) we obtain from (A.2)

\[
d(\omega_{2n-1,0}) = -[a, \omega_{2n-1,0}]_+ + F^n \\
\delta(\omega_{2n-k,k-1}) + d(\omega_{2n-1-k,k}) = -[v, \omega_{2n-k,k-1}]_+ - [a, \tilde{\omega}_{2n-k-1,k}]_+ \]

\( k = 1, \ldots n - 1 \)

(A.3)

\[
\delta(\omega_{n-1,n}) + d(\omega_{n-1,n}) = -[v, \omega_{n-1,n}]_+ \\
\delta(\omega_{2n-k,k-1}) + d(\omega_{2n-k-1,k}) = -[v, \tilde{\omega}_{2n-k,k-1}]_+ \]

\( k = n + 1, \ldots 2n - 1 \)

\[\delta(\omega_{0,2n-1}) = -[v, \tilde{\omega}_{0,2n-1}]_+\]
where the $k$ in $\omega_{2n-k-1,k}$ is the ghost degree i.e. power in $v$, and

\[
\omega_{2n-1} = \omega_{2n-1,0} + \omega_{2n-2,1} + \ldots + \omega_{n,n-1} + \ldots \\
\omega'_{2n-1} = \omega_{n-1,n} + \omega_{n-2,n+1} + \ldots + \omega_{0,2n-1} + \ldots
\]

(note that the equation for $k = n$ is obtained by combining the two equations

\[
\delta(\omega_{n,n-1}) = -[v, \omega_{n,n-1}] + (d(v))^n \\
d(\omega_{n-1,n}) = (d(v))^n
\]

obtained from the first and the second relation in Eq. (A.2), respectively).

Proof of Eq. (A.2). We observe that

\[
F(t) = (\epsilon + \delta + ta + v)^2 - I
\]

implying $\partial_t(F(t)) = [\epsilon + \delta + ta + v, a]_+$, and therefore

\[
F^n - (d(v))^n = \int_0^1 dt \partial_t(F(t))^n = \\
\int_0^1 dt \sum_{\nu=0}^{n-1} F(t)^{n-1-\nu}[\epsilon + \delta + ta + v, a]_+ F(t)^\nu = \\
\int_0^1 dt [\epsilon + \delta + ta + v, \Psi_{2n-1}]_+
\]

(we used that $\epsilon + \delta + ta + v$ commutes with $F(t)$), implying the first identity in Eq. (A.2). In a similar manner,

\[
F'(t) = (\epsilon + \delta + tv)^2 - I
\]

implies $\partial_t(F'(t)) = [\epsilon + \delta + tv, v]_+$ and thus

\[
(d(v))^n = \int_0^1 dt \partial_t(F'(t))^n = \\
\int_0^1 dt \sum_{\nu=0}^{n-1} F'(t)^{n-1-\nu}[\epsilon + \delta + tv, v]_+ F'(t)^\nu = \\
\int_0^1 dt [\epsilon + \delta + tv, \Psi'_{2n-1}]_+
\]

yielding the second identity in Eq. (A.2). \qed

Some applications. A simple special case of Eqs. (A.3) is the following result. We point out that here, $x = a$ and $\epsilon$ need not to be interpreted as $s(x)$ but can be taken directly as operators in $H$. 
Lemma A2. For flat $a$, i.e., $a = g^{-1}[\epsilon, g] = [g^{-1}\epsilon, g]$ for some invertible operator $g$, the following holds true

\[(A.4) \quad a^{2n+1} = 4a^{2n-1} + 2[\epsilon, a^{2n-1}] - [a, \epsilon a^{2n-1}]\]

for all positive integers $n$.

Proof. For flat $a$ we have $F = d(a) + a^2 = 0$, and thus the first equation in (A.3), implies $[\epsilon, \omega_{2n-1,0}] = -[a, \tilde{\omega}_{2n-1,0}]$ where $\omega_{2n-1,0}$ is obtained from $\omega_{2n-1}$ above by substituting $F(t) = (t^2 - t)a^2$, i.e., $\omega_{2n-1,0} = \int_0^1 dt n(t^2 - t)^{n-1}a^{2n-1} \equiv c_n a^{2n-1}$, and similarly $\tilde{\omega}_{2n-1,0} = \int_0^1 dt n(t^2 - t)^{n-1}a^{2n-1} \equiv \tilde{c}_n a^{2n-1}$. Note that

\[2\tilde{c}_n - c_n = \int_0^1 dt n(2t - 1)(t^2 - t)^{n-1} = 0\]

implying

\[2[\epsilon, a^{2n-1}] = -[a, a^{2n-1}] + \epsilon[a, a^{2n-1}]\]

Multiplying this identity by $\epsilon$ we obtain

\[2\epsilon[\epsilon, a^{2n-1}] = 4a^{2n-1} + 2[\epsilon, a^{2n-1}] = -\epsilon[a, a^{2n-1}] + [a, \epsilon a^{2n-1}]\]

Inserting $[\epsilon, a] = d(a) = -a^2$ we obtain Eq. (A.4). $\square$

Note that the Lemma gives as a byproduct a simple proof of the known index formula for the Fredholm index $\text{ind}P_gP_+$, where $g \in U'_p(H_+ \oplus H_-)$ and $P_+$ is the projection to $H_+$. Namely, since according to [13] the connected components of $U'_p$ are labelled by the Fredholm index of $P_gP_+$, the index is a homotopy invariant, and the multiplication operator by the function $f(x) = e^{inx}$ on the unit circle $0 \leq x \leq 2\pi$ has index $\text{ind}P_+fP_+ = n$ (by a simple exercise in Fourier analysis), it is sufficient to check that

\[n = \frac{1}{2} \text{tr} f^{-1}[\epsilon, f]\]

and the general formula

\[\text{ind}P_gP_+ = 2^{-p} \text{tr} (g^{-1}[\epsilon, g])^p\]

follows for odd positive integers $p$.

Local cocycles. The basic result implying the existence of the local cocycles is the following
Lemma A3. The forms defined above obey

\[ \epsilon[v, \omega_{2n-k,k-1}^+] + \epsilon[a, \tilde{\omega}_{2n-k-1,k}^+] \simeq \epsilon_{n,k} \omega_{2n-k+1,k}, \quad k = 1, \ldots, n-1 \]
\[ \epsilon[v, \omega_{n-1}^+] \simeq \epsilon_{n,n} \omega_{n+1,n} \]
\[ \epsilon[v, \tilde{\omega}_{2n-k-1,k}^+] \simeq \epsilon_{n,k} \omega_{2n-k+1,k}, \quad k = n+1, \ldots, 2n \]
\[ (A.5) \]

where
\[ \epsilon_{n,k} = \frac{2n+1-k}{n+1} \]

and ‘\( \simeq \)’ means ‘equal up to commutator terms’.

Proof. To prove the first relation in Eq. (A.5) we observe
\[ \epsilon[v, \omega_{2n-k,k-1}^+] + \epsilon[a, \tilde{\omega}_{2n-k-1,k}^+] = [\epsilon, v]^+ + \omega_{2n-k,k-1} + [\epsilon, a]^+ + \tilde{\omega}_{2n-k-1,k} + \]
\[ [\epsilon \omega_{2n-k-1,k}, v] + [\epsilon \tilde{\omega}_{2n-k-1,k}, a] \simeq d(v) \omega_{2n-k,k-1} + d(a) \tilde{\omega}_{2n-k-1,k} \]

and thus what we actually need to prove is
\[ (A.6) \quad d(v) \omega_{2n-k,k-1} + d(a) \tilde{\omega}_{2n-k-1,k} \simeq \frac{2n+1-k}{n+1} \omega_{2n-k+1,k}. \]

For that it is convenient to define an ordering symbol \( \{ \} \) so that
\[ \sum_{N=0}^{\infty} (a_1 + a_2 + \ldots a_k)^N := \sum_{m_1, m_2, \ldots, m_k = 0}^{\infty} \{ a_1^{m_1}, a_2^{m_2}, \ldots, a_k^{m_k} \} \]

for all operators \( a_j \) (we regard this as generating function defining all possible \( \{ a_1^{m_1}, a_2^{m_2}, \ldots, a_k^{m_k} \} \)). We observe that this definition implies
\[ a_1 \{ a_1^{m_1}, a_2^{m_2}, \ldots, a_k^{m_k} \} \simeq \frac{m_1 + 1}{m_1 + m_2 + \ldots + m_k + 1} \{ a_1^{m_1+1}, a_2^{m_2}, \ldots, a_k^{m_k} \}. \]

We can thus write \( \omega_{2n-k-1,k} = \int_0^1 dt \Omega_{2n-k-1,k} \) and \( \tilde{\omega}_{2n-k-1,k} = \int_0^1 dt t \Omega_{2n-k-1,k} \) where
\[ \Omega_{2n-k-1,k} = \{ u^k, (p + q)^{n-k-1}, a \} = \sum_{\ell=0}^{n-k-1} \{ u^k, p^{n-k-\ell-1}, q^\ell, a \} \]

with \( u \equiv (1-t)d(v), \ p \equiv td(a) \) and \( q \equiv t^2 a^2 \). To prove Eq. (A.6) we thus need to show that
\[ \frac{2n+1-k}{n+1} \int_0^1 dt \{ u^k, p^{n-k-\ell}, q^\ell, a \} \simeq \]
\[ \int_0^1 dt \left( \frac{u}{1-\ell} \{ u^{k-1}, p^{n-k-\ell}, q^\ell, a \} + p \{ u^k, p^{n-k-\ell-1}, q^\ell, a \} \right), \]
which follows from
\[
\int_0^1 dt \left( \frac{2n + 1 - k}{n + 1} - \frac{k}{n + 1} \frac{n - k - \ell}{(n + 1)(1 - t)} \right) t^{n-k-\ell}t^{2\ell}(1 - t)^k
= \frac{1}{n + 1} \int_0^1 dt \partial_t (t^{n+1-k+\ell}(1 - t)^k) = 0.
\]

The proof of the second and third relations in Eq. (A.5) is similar but simpler: Recalling \( u = (1 - t)d(v) \) we get
\[
\epsilon[v, \omega_{n,n-1}]_+ \simeq d(v)\omega_{n,n-1} = \int_0^1 dt \frac{1}{1 - t} u[u^{n-1}, a]_+ = \int_0^1 dt \frac{n}{1 - t} \frac{n}{n + 1} [u^n, a]_+ = \int_0^1 dt [u^n, a]_+ = c_{n,n} \omega_{n+1,n}
\]
since
\[
\frac{n}{n + 1} \int_0^1 dt (1 - t)^{n-1} = \int_0^1 dt (1 - t)^n,
\]
and finally, with \( r \equiv td(v) \) and \( s \equiv (t^2 - t)v^2 \)
\[
\epsilon[v, \omega_{2n-k,k-1}]_+ \simeq d(v)\omega_{2n-k,k-1} = \int_0^1 dt r\{r^{2n-k}, s^{k-1-n}, v\} \simeq \int_0^1 dt \frac{2n + 1 - k}{n + 1} \{r^{2n+1-k}, s^{k-1-n}, v\} = c_{n,k} \omega_{2n-k+1,k}.
\]

We obtain a generalization of Lemma A2:

**Theorem A4.** Let
\[
\omega'_{2n-k,k} = C_{n,k} \omega_{2n-k,k} \quad \text{where} \quad C_{n,k} = (-1)^n \frac{(2n - 1 - k)!!}{2^n n!}.
\]
Then
\[
(A.7) \quad \omega'_{2n+1-k,k} \simeq \omega'_{2n-1-k,k} - \frac{C_{n,k}}{2C_{n,k-1}} \delta(\epsilon\omega'_{2n-k,k-1}).
\]

**Proof.** Using the Lemmas above, we observe that
\[
(A.8) \quad -\delta(\epsilon\omega_{2n-k,k-1}) + 2\omega_{2n-1-k,k} \simeq -c_{n,k}\omega_{2n+1-k,k} \quad k = 1, 2, \ldots, 2n - 1,
\]
where we have used that \( \epsilon d(\omega) = \epsilon[\epsilon, \omega]_+ \simeq 2\omega \). By multiplying this with \((1/2)C_{n,k}\) and using the recursion relation
\[
-\frac{1}{2}c_{n,k}C_{n,k} = C_{n+1,k},
\]
we get Eq. (A.7). \( \square \)
Theorem A5. For even $k$ the $k$-cocycle
\[ \omega_{2n+1-k,k}^{\text{loc}} = \omega_{2n+1-k,k} + \delta B_{2n-k,k-1} \]
is local for some cochain $B_{2n-k,k-1}$, i.e., a sum of commutator terms. In the case when $k$ is odd one has to add a term proportional to $\omega_{0,k}$ to the right-hand-side of the equation.

Proof. Eq. (A.8) implies
\[
\omega_{2n+1-k,k} \simeq -\frac{2}{c_{n,k}} \omega_{2n-1-k,k} - \frac{1}{c_{n,k}} \delta(\omega_{2n-k,k-1}) \simeq \\
\sum_{\ell' = 0}^{\ell} (-1)^{\ell'+1} \frac{2^{\ell'}}{c_{n,k}c_{n-1,k} \cdots c_{n-\ell',k}} \delta(\omega_{2n-2\ell'-k,k-1}) + (-1)^{\ell+1} \frac{2^{\ell}}{c_{n,k}c_{n-1,k} \cdots c_{n-\ell,k}} \omega_{2n-1-2\ell-k,k}.
\]

In particular,
\[
\omega_{2n+1-2k,2k} \simeq \sum_{\ell' = 0}^{n-k} (-1)^{\ell'+1} \frac{1}{2} \frac{(n+1)!}{(n-\ell')!(n-2k)!} \delta(\omega_{2n-2\ell'-2k,2k-1})
\]
and
\[
\omega_{2n-2k,2k+1} \simeq \sum_{\ell' = 0}^{n-k-1} (-1)^{\ell'+1} \frac{1}{2} \frac{(n+1)!}{(n-\ell')!(n-2k-1)!} \delta(\omega_{2n-2\ell'-2k-1,2k}) + (-1)^{n-k} \frac{1}{2} \binom{n+1}{k} \omega_{0,2k+1}
\]
which also gives an explicit formula for $B_{2n-k,k-1}$. □

Remark: Theorem A5 does not yet imply Theorem 3.1: we recall that we worked on an abstract BRST level here and $x = a, \varepsilon, v$ and $\delta$ etc. was short for $s(x)$ as in Eq. (2.7) resp. (2.8). As discussed in the text, to obtain forms $\omega_{2n-1-k,k}(a; X_1, \ldots, X_k)$ one has to evaluate the ghosts $v$ at tangent vectors $X_j$ and, in the case of an odd Fredholm module, take the trace in the auxiliary space with the Pauli matrix $\sigma_3$. To complete the proof of Theorem 3.1 one needs to check that the commutators mentioned in Theorem A5 — which are on the abstract BRST level — turn into the commutators on the operator level mentioned in Theorem 3.1. We now show that this is indeed the case. For that we need to distinguish $s(x)$ from $x$. The
commutators referred to in Theorem A5 are then of the form \([s(\alpha), s(\beta)]\) where \(s(\alpha)\) and \(s(\beta)\) are monomials in \(s(v)\), \(s(a)\) and \(s(\epsilon)\).

In the case of an even Fredholm module, there is no extra auxiliary space (cf. (2.7)), and the BRST commutators \([s(\alpha), s(\beta)]\) immediately become operator commutator after the evaluation of the ghosts at the tangent vectors.

We thus can concentrate on odd Fredholm modules. Let \(n_\alpha\) be the ghost degree of \(\alpha\) (the number of \(s(v)\)) and \(d_\alpha\) the sum of the numbers of \(s(\epsilon)\) and \(s(a)\) (which is of course only defined modulo 2), and similarly for \(\beta\). Then \(s(\alpha) = \pm \alpha \otimes \sigma_3^d_\alpha \sigma_1^{n_\alpha}\) and similarly for \(\beta\), and thus

\[
[s(\alpha), s(\beta)] = \pm \left( (-1)^{n_\alpha d_\beta} \alpha \beta - (-1)^{d_\alpha n_\beta} \beta \alpha \right) \otimes \sigma_3^{d_\alpha + d_\beta} \sigma_1^{n_\alpha + n_\beta}.
\]

In the odd case the ghost degree \(k = n_\alpha + n_\beta\) is even and \(d_\alpha + d_\beta\) is odd. Evaluating \([s(\alpha), s(\beta)]\) for Lie algebra elements \(X_j\), we obtain (up to an irrelevant overall factor)

\[
\sum_{P \in S_k} \text{sign}_P \left( \alpha(X_{P(1)}, \ldots, X_{P(n_\alpha)}) \beta(X_{P(n_\alpha + 1)}, \ldots, X_{P(k)}) -
\right.
\]

\[
\left. (-1)^{n_\alpha n_\beta} (-1)^{n_\alpha d_\beta + d_\alpha n_\beta} \beta(X_{P(n_\alpha + 1)}, \ldots, X_{P(k)}) \alpha(X_{P(1)}, \ldots, X_{P(n_\alpha)}) \right)
\]

where \(S_k\) is the permutation group of \(k\) elements and \(\text{sign}_P\) gives the parity of a permutation \(P\). One now needs to show that this always corresponds to a sum of commutators. For that we need only to check that the exponent \(n_\alpha n_\beta + n_\alpha d_\beta + n_\beta d_\alpha\) is always even. But this follows from the fact that here \(n_\alpha + n_\beta\) is even and \(d_\alpha + d_\beta\) is odd.
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