High-Field Magnetometry with Hyperpolarized Nuclear Spins
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Quantum sensors have attracted broad interest in the quest towards sub-micron scale NMR spectroscopy. Such sensors predominantly operate at low magnetic fields. Instead, however, for high resolution spectroscopy, the high-field regime is naturally advantageous because it allows high absolute chemical shift discrimination. Here we propose and demonstrate a high-field spin magnetometer constructed from an ensemble of hyperpolarized $^{13}$C nuclei in diamond. The $^{13}$C nuclei are initialized via Nitrogen Vacancy (NV) centers and protected along a transverse Bloch sphere axis for minute-long periods. When exposed to a time-varying (AC) magnetic field, they undergo secondary precessions that carry an imprint of its frequency and amplitude. The method harnesses long rotating frame $^{13}$C sensor lifetimes $T_2^*$ $>$ 20s, and their ability to be continuously interrogated. For quantum sensing at 7T and a single crystal sample, we demonstrate spectral resolution better than 100 mHz (corresponding to a frequency precision < 1ppm) and single-shot sensitivity better than 70 pT. We discuss advantages of nuclear spin magnetometers over conventional NV center sensors, including deployability in randomly-oriented diamond particles and in optically scattering media. Since our technique employs densely-packed $^{13}$C nuclei as sensors, it demonstrates a new approach for magnetometry in the “coupled-sensor” limit. This work points to interesting opportunities for microscale NMR chemical sensors constructed from hyperpolarized nanodiamonds and suggests applications of dynamic nuclear polarization (DNP) in quantum sensing.

I. INTRODUCTION

The discrimination of chemical analytes with sub-micron scale spatial resolution is an important frontier in Nuclear Magnetic Resonance (NMR) spectroscopy [1–3]. Quantum sensing methods have attracted attention as a pathway to accomplish these goals [4]. These are typified by sensors constructed from the Nitrogen Vacancy (NV) defect center in diamond [5,6] – electrons that can be optically initialized and interrogated [7,8], and made to report on nuclear spins in their environment. However, NV sensors are still primarily restricted to bulk crystals and operation at low magnetic fields ($B_0$ < 0.3 T) [9–12]. Instead, for applications in NMR, high fields are naturally advantageous because the chemical shift dispersion is larger, and analyte nuclei carry higher polarization [13]. The challenge of accessing this regime arises from the rapidly scaling electronic magnetogyric ratio $\gamma_e$, that makes electronic control difficult at high fields [14,15]. Simultaneously, precise field alignment [16] is required to obtain viable NV spin-readout contrast [17]. The latter has also made nanodiamond (particulate) magnetometers challenging at high fields. If viable, such sensors could yield avenues for “targetable” NMR detectors that are sensitive to analyte chemical shifts [18–20], and provide a sub-micron scale spatial resolution determined by particle size [2,12,21]. In this paper we propose alternate approach towards overcoming these challenges. We construct a magnetometer out of hyperpolarized nuclear spins (See Fig. 1): $^{13}$C nuclei in the diamond serve as the primary magnetic field sensors, while NV centers instead play a supporting role in optically initializing them [22,23].

The advantages of $^{13}$C nuclei as sensors stem from their attractive properties. Their low $\gamma_n = \frac{\gamma_e}{3000}$, enables control and interrogation at high fields ($B_0$ $>$ 1 T). In contrast to NV electronic spins, transitions of spin-$1/2$ $^{13}$C nuclei are determined solely by magnetic field and not influenced by crystal lattice orientation [23,24]. They have long rotating frame lifetimes $T_2^*$ [25], orders of magnitude greater than their NV center counterparts. Similarly, their longitudinal lifetimes $T_1^*$ $>$ 10 min [26,27] are long even at modest fields. This can allow a physical separation between field regions corresponding to $^{13}$C initialization and sensing, and for the $^{13}$C sensors to be transported between them [27]. $^{13}$C nuclei can be non-destructively readout via RF techniques [28], allowing continuous sensor interrogation without reinitialization. This allows real-time tracking of a changing magnetic field for extended periods [29]. RF $^{13}$C readout is also background-free and immune to optical scattering [30,31], permitting deployment in real-world media.

While these properties appear attractive at first glance, nuclear spins are often considered ineffective as quantum sensors. The low $\gamma_n$, while ideal for high field operation, would be expected to report on nuclear spins in their environment. However, NV sensors, while ideal for high field operation, would be expected to report on nuclear spins in their environment. However, NV sensors, while ideal for high field operation, would be expected to report on nuclear spins in their environment. However, NV sensors, while ideal for high field operation, would be expected to report on nuclear spins in their environment. However, NV sensors, while ideal for high field operation, would be expected to report on nuclear spins in their environment. However, NV sensors, while ideal for high field operation, would be expected to report on nuclear spins in their environment. However, NV sensors, while ideal for high field operation, would be expected to report on nuclear spins in their environment. However, NV sensors, while ideal for high field operation, would be expected to report on nuclear spins in their environment. However, NV sensors, while ideal for high field operation, would be expected to report on nuclear spins in their environment.
II. RESULTS AND DISCUSSION

As a proof of concept, experiments here are conducted on a single-crystal diamond, but can be extended to powders. The sample has ~1 ppm NV center concentration and natural abundance $^{13}$C. Hyperpolarization occurs through a method previously described at 38 mT [23,36]. Fig. 2 shows the subsequently applied $^{13}$C magnetometry protocol at 7 T. It entails a train of $\theta$ pulses, spin-locking the nuclear spins along $\hat{x}$ (Fig. 2A). $^{13}$C nuclei remain in quasi-equilibrium along $\hat{x}$ for several seconds [25].

to yield low sensitivity [4], and poor state purity (thermal polarization is $\approx10^{-5}$ even at 7 T). Strong (~1 kHz) dipolar coupling between $^{13}$C nuclei makes Ramsey-like sensing protocols untenable. This results in a rapid free induction decay (FID) $T_2^*$<2 ms [28], and limits sensor integration time.

Here, we demonstrate that these shortcomings can be mitigated. We exploit optical hyperpolarization of $^{13}$C nuclei (Fig. 1A) [22,23,32,33] and spin-lock readout scheme that suppresses evolution under dipolar interactions [25,34]. The resulting $>$10,000-fold extension in $^{13}$C lifetimes, from $T_2^*$→$T_2^\star$, provides the basis for expanding sensor readout to minute long periods [25]. These long $^{13}$C rotating-frame lifetimes can at least partially offset sensitivity losses arising from the low $\gamma$. The sensing strategy is described in Fig. 1B. Hyperpolarized $^{13}$C nuclei are placed along the transverse axis $\hat{x}$ (red arrow) on the Bloch sphere at high field, where they are preserved for multiple-second long $T_2$ periods [25]. Any subsequent deviation of the spin state from $\hat{x}$-$\hat{y}$ plane can be continuously monitored and constitutes the magnetometer signal. In the presence of the target magnetic field, $B_{AC}(i)=B_{AC}\cos(2\pi f_{AC}t+\varphi_0)\hat{z}$ at a frequency $f_{AC}$, the nuclei undergo a secondary precession in the $\hat{y}$-$\hat{z}$ plane that carries an imprint of $f_{AC}$. Long $T_2^*$ yields high spectral resolution.

FIG. 2. Magnetometry Protocol. (A) $^{13}$C sensing sequence consists of a train of $\theta$ flip-angle pulses (green) separated by interpulse period $\tau$. Upper trace (blue) representatively shows an applied AC field of frequency $f_{AC}$; it is denoted here in the “resonant” configuration for $\theta=\pi/2$. Pulses have width $t_\psi$, separated by acquisition periods $t_{acq}$. (B) Directly observed $^{13}$C Larmor precession. During $t_{acq}$, $^{13}$C precession is sampled every 1 ms. Orange points show representative raw data taken in a single-shot for six readout windows between successive pulses. Here $t_{acq}=32$ $\mu$s, $t_\psi$=30 $\mu$s, $\tau=73$ $\mu$s, and $f_{AC}$=2 kHz, and phase is not matched with trace in (A). (C) Zoom into a 1 $\mu$s portion of an acquisition windows. Fourier transform (blue) displays the heterodyned Larmor precession at $f_{het}$=20 MHz. (D) Rotating frame signal. Magnitude of signal at $f_{het}$ in each window is plotted (blue points), extracting the 20 MHz±32 kHz component in (C). Line joining points shows oscillations whose frequency components reflects harmonics of $f_{AC}$ (see Fig. 5).

FIG. 3. Long-time $^{13}$C magnetometry signal. (A) Representative pulsed spin-lock signal in Fig. 2 ($\tau=73\mu$s, $t_\psi=30\mu$s) with no applied field (red line), and with $f_{AC}$=2.76 kHz (blue line), applied near resonance ($f_{res}$=2.780 kHz). The former decays with $T_2^*$=31 s; AC field, however, yields a faster decay with superimposed oscillations (see Fig. 2A). (B) Decaying signal component $S_d$ obtained via a moving average filter. (C) Oscillatory signal component $S_0$ extracted as $S_0=S-S_d$; (D) Inset: zoom into data in a 7.2 ms window (boxed) showing oscillations at $f_{AC}$ (see Fig. 5).

Flip angle $\theta$ can be arbitrarily chosen, except for $\theta=\pi$ [28]. Pulse duty cycle is high (19-54%) and interpulse spacing $\tau<100$ $\mu$s (Fig. 2A). The nuclei are inductively interrogated in $t_{acq}$ windows between pulses. Orange points in Fig. 2B show typical raw data. For each window, the magnitude of the heterodyned Larmor precession, (Fig. 2C, here at 20 MHz) — effectively the rotating frame transverse magnetization component — constitutes the magnetometer signal. These are the blue points in Fig. 2D. Every pulse, therefore, provides one such point; in typical experiments we apply $N\geq$200k pulses. In the absence of an external field, successive points show very little decay. However, with an AC field at $f_{AC}$, there is an oscillatory response (evident in blue line Fig. 2D). It is strongest at the “resonance condition”,

$$f_{res} = \frac{\theta}{2\pi}$$

corresponding to when the AC field periodicity is matched to the time to complete a $2\pi$ rotation. Fig. 2A describes the resonant situation for $\theta=\pi/2$.

Fig. 3 shows the magnetometer signal over 20 s (275k pulses)
with no applied field and $f_{AC}=2.760$kHz (close to resonance). In the former case, there is a slow decay $T_2^*=31$ s (red line in Fig. 3A) [25]. The AC field however causes a comparatively rapid $^{13}$C decay (blue line in Fig. 3A) along with magnetization oscillations (see Fig. 3C). We separate these contributions, decomposing the signal (dashed box) as $S=S_d+S_o$, where $S_d$ is the (slow) decay component (Fig. 3B) and $S_o$ is the oscillatory part with zero mean (Fig. 3C, zoomed in Fig. 3D). In practice, $S_d$ is obtained via a 73 ms moving average filter applied to $S$ in Fig. 2, and the oscillatory component isolated as $S_o=S-S_d$.

We first focus attention to the decay component $S_d$. In Fig. 4, we vary $f_{AC}$ and study the change in integrated value of $S_d$ over a 5 s period (Fig. 3B). Here the phase of the applied AC field is random. Fig. 4A reveals that the $^{13}$C decay is unaffected for a wide range of frequencies, except for a sharp decay response (dip) centered at resonance $f_{res}$ (dashed vertical line). With a Gaussian fit, we estimate a linewidth $\approx 223$ Hz. The dip matches intuition developed from average Hamiltonian theory (AHT) (Fig. 4B-C) (see below). It can be considered to be an extension of dynamical decoupling (DD) sensing [37–40] for arbitrary $\theta$. Fig. 4D shows the scaling of $f_{res}$ with pulse width $t_p$, and agrees well with theory, assuming $t_p=36\mu s$ for $\theta=\pi/2$.

Fig. 4E-F, display individual decays in Fig. 4A on a linear scale and logarithmic scale against $\psi$. Points far from resonance (e.g. (i) DC and (iv) 5 kHz) exhibit a stretched exponential decay $\propto \exp(-t^{1/2})$, characteristic of interactions with the P1 center spin bath [25]. These manifest as the straight lines in Fig. 4F. On the other hand, for points within the $f_{res}$ dip in Fig. 4A, we observe a potentially chaotic response evidenced by sharp jumps (Fig. 4E-F). These features belie a simple explanation from AHT alone. The jumps occur for strong Rabi frequencies, and when $f_{AC}$ approaches resonance, evident in the comparison between $f_{AC}=5$kHz and $f_{AC}=2.885$kHz in Fig. 4E-F (blue and yellow lines) (see SI XI). Elucidating the route to chaos here is beyond the scope of this manuscript and will be considered elsewhere. Fig. 4G describes the linewidth dependence of the obtained resonance dip as a function of the number of pulses $N$ applied, estimated from a Gaussian fit.

Despite this relatively broad linewidth, high resolution magnetometry can be extracted from the oscillatory component $S_o$ (Fig. 3C). Fig. 5A shows $S_o$ over 20 s for $f_{AC}=2.760$ kHz. Fig. 5B zooms into a representative 22 ms window. Strong $^{13}$C oscillations are evident here. Taking a Fourier transform, we observe four sharp peaks (Fig. 5C). We identify the two strongest peaks as...
being exactly at $f_{AC}$ and $2f_{AC}$ (shown in Fig. 5C with the labels 1 and 2); we will refer to them as primary and secondary harmonics respectively. They are zoomed for clarity in Fig. 5D-E (along with the noise level in Fig. 5F), from where we extract the AC magnetometry linewidths as 92 mHz and 96 mHz respectively. Two other smaller peaks in Fig. 5C are aliased versions of the third and fourth harmonics (marked 3 and 4), at frequencies $f_3 = 2B - 3f_{AC} = 5.418$ kHz and $f_4 = 2B - 4f_{AC} = 2.658$ kHz. The bandwidth $B = 1/(2\tau)$ here is determined by the interpulse interval in Fig. 2A. For clarity, Fig. 5G shows the data in Fig. 5C in a logarithmic scale, with the harmonics marked.

We emphasize differences with respect to DD quantum sensing [10,11]. Oscillations here are at the absolute AC frequency $f_{AC}$, as opposed to the difference frequency from $\tau^{-1}$ in the DD case. Second, sensing can be obtained with an arbitrary flip angle $\theta$ (except $\pi$), allowing for greater robustness compared to DD sequences that require precisely calibrated $\theta=\pi$ pulses. Pulse error affects AC magnetometry peak intensity but not their position. Fig. 5H shows the scaling of the harmonic intensities with $|B_{AC}|$. We observe a linear and quadratic dependence of the primary and secondary harmonic intensities (see Fig. 5H), differing from DD sensing.

We now perform experiments to determine the frequency response of the sensor, unraveling the sensitivity profile at different frequencies (Fig. 6). We seek to determine how it relates to the $f_{res}$ dip in Fig. 4. We apply a chirped AC field, $f_{AC}(t) = f_{ini} + (\Delta B/T)t$, with $f_{ini}=1$ kHz, in a 1-4 kHz window ($\Delta B=3$ kHz) in Fig. 6A (shaded region). The sweep is slow, ($T=20$ s), and occurs only once during the full sequence, and does not start synchronously with it. If the frequency response was independent of frequency, we would expect an approximately box-like Fourier signal intensity over $\Delta B$. Instead, we obtain a narrow response with a central cusp in a small portion of the $\Delta B$ band (zoomed in Fig. 6B). This response is strongest close to resonance (Eq. (1)). Simultaneously, we observe a strong Gaussian response in the region outside $\Delta B$ (Fig. 6C). We identify these features as the primary and secondary harmonic response respectively (labeled 1 and 2) as before. Indeed, their frequency centroids are in the ratio 1:2 (see Fig. 5C); $f_{res}$ arises where the cusp dips to its lowest point (dashed line in Fig. 6B). We hypothesize that the cusp arises because the actual signal response reflects a dispersive lineshape, flipping in sign on either side of resonance $f_{res}$ (see Sec. III).

Fig. 6 suggests the potential for real-time magnetic field “tracking”. We consider this experimentally in Fig. 7. Fig. 7A shows $S_0$ corresponding to a single-shot of the experiment in Fig. 6A. Sensor response is enhanced as the frequency crosses resonance $f_{res}$ (dashed line). Three 15 ms windows are displayed in Fig. 7B. Their Fourier transforms reveal that the frequency response fol-
III. THEORY

We now turn to a theoretical description of $^{13}$C sensor operation. We outline two complementary viewpoints to explain the observations in Fig. 4 and Fig. 5: a first picture equivalent to DD quantum sensing, and second using an “rotating-frame” NMR experiment analogue. Consider first that the $^{13}$C Hamiltonian in the lab-frame is, $\mathcal{H} = \mathcal{H}_z + \mathcal{H}_{dd} + \mathcal{H}_{AC}$, where $\mathcal{H}_z = w_L I_z$ is the Zeeman Hamiltonian, $\mathcal{H}_{dd} = \sum_{k \neq l} b_{kl} (3 I_k I_z - I_z I_k)$ is the interspin dipolar interaction and $\mathcal{H}_{AC} = \gamma_n B_{AC} \cos(2\pi f_{AC} t + \varphi_0) I_z$ is the applied AC field. Here $I$ refer to spin-1/2 Pauli matrices, $w_L$ is the nuclear Larmor frequency, $\varphi_0$ is the initial (arbitrary) phase of the AC field, and we estimate the median dipolar coupling $J = \langle b_{kl} \rangle = 663 \text{Hz}$. The spins are prepared initially along $\hat{x}$ in a state $\rho(0) = \rho_{11}$, where $\varepsilon \approx 0.2\%$ is the hyperpolarization level.

The sequence in Fig. 2A can be conveniently treated in the rotating frame by average Hamiltonian theory (AHT) [44]. After $N$ pulses, its action can be described by the unitary, $U(N\tau) = \prod_{i=1}^{N} \exp\left(i \mathcal{H}(i\tau)\right)$, where we assume $\delta$-pulses for simplicity. The signal obtained following the procedure in Fig. 2 then simply corresponds to the measurement of $\langle (I_x)^2 + (I_y)^2 \rangle^{1/2}$, or equivalently the spin survival probability in the $\hat{x} - \hat{y}$ plane. This evolution can be expressed as, $U(N\tau) = \prod_{i=1}^{N} \exp\left(i \mathcal{H}(i\tau)\right)$, where $\mathcal{H}(i\tau)$ are toggling frame Hamiltonians after every pulse [44], $\mathcal{H}(i\tau) = \exp\left(i j_0 t_0 i\tau \right) \mathcal{H} \exp\left(-i j_0 t_0 i\tau \right)$. For time $t = N\tau$, this can be recast as, $U(t) = \exp\left(i \mathcal{H}_F t_0\right)$, where $\mathcal{H}_F$ captures the effective system dynamics under the pulses. To leading order in parameter $\zeta = 2\pi \tau / \tau_0$ in a Magnus expansion [45–47], and assuming $\zeta \ll 1$, the dynamics can be captured by an average Hamiltonian, $\mathcal{H}_F^{(0)} = \sum_{j=1}^{N} \mathcal{H}(j\tau)$.

Since non-commuting effects do not affect the leading order term, we can consider the effect of each of the dipolar part and the AC field separately, $\mathcal{H}_F^{(0)} = \mathcal{H}_{dd}^{(0)} + \mathcal{H}_{AC}^{(0)}$. For the former, we have [28],

$$\mathcal{H}_{dd}^{(0)} = \sum_{j=1}^{N} \mathcal{H}^{(j)}_{dd} \approx \sum_{j<k} d_{kk}^{CC} \left( \frac{3}{2} H_{eff} - \vec{I}_j \cdot \vec{I}_k \right),$$

with the flip-flop Hamiltonian, $H_{eff} = I_j z_k z + I_j y_k y$. The initial state $\rho(0)$ is conserved under $\mathcal{H}_{dd}^{(0)}$, since $\rho(0), H_{dd}^{(0)} = 0$. This leads to a quasi-equilibration of spins along $\hat{x}$, with a lifetime that scales with a power law of the pulsing frequency $\tau^{-1}$ [25]. This is the red signal in Fig. 3A (here $\zeta = 0.19$). We note that for sufficiently small $\zeta$, Eq. (2) is valid for arbitrary flip-angle $\theta$, except for certain special values ($\theta \approx \pi, 2\pi$).

A similar AHT analysis can be carried out for the $\mathcal{H}_{AC}$ term. Consider first a DC field ($\mathcal{H}_{AC} = 0$) and $\theta = \pi/2$. Fig. 2C shows the toggling frame Hamiltonians $\mathcal{H}_{AC}^{(j)}$, which consists only of single body terms and hence can be plotted in a phasor representation. In a cycle consisting of four pulses (required to complete a $2\pi$ rotation), the average Hamiltonian $\mathcal{H}_{AC}^{(0)} = 0$, evident from the symmetrically distributed phasors in Fig. 4(i). Hence the DC field is decoupled. Alternately, consider the resonant AC case ($\mathcal{H}_{AC} = f_{AC}$). The analysis here is simplest to carry out assuming a square-wave (as opposed to sinusoidal) field. In this situation, the phasor diagram is asymmetrical and the average Hamiltonian after four pulses, $\mathcal{H}_{AC}^{(0)} \approx - I_x$. When stroboscopically observed, the spins rotate away from the $\hat{x} - \hat{y}$ plane; this yields the dip in the integrated signal in Fig. 4.

An illuminating alternate viewpoint is obtained by noting that under spin-locking the spins are quantized in the rotating frame with an effective field, $\Omega_{eff} = \Omega(t) \sin(\frac{\pi}{2})$, where the factor in brackets is the pulsing duty cycle, and $\Omega$ is the Rabi frequency. The resonance frequency identified above is then exactly, $f_{res} = \Omega_{eff}$. Therefore the experiment can cast as an rotating-frame analogue of a conventional (lab-frame) NMR experiment: the spins are quantized along $\hat{x}$, $\Omega_{eff}$ serves analogous to the Larmor frequency, and at the resonance condition ($f_{AC} = f_{res}$), $B_{AC}$ is the effective Rabi frequency. Spins initially prepared along $\hat{x}$, are then constantly tipped away from this axis by $f_{AC}$. The dip in Fig. 4 reflects this tilt away from the $\hat{x} - \hat{y}$ plane. For the resonant case, the trajectory of the spins in the rotating frame can be simply written as,

$$\rho(t) = I_x \sin(\gamma_n B_{AC} t) + I_y \sin(\gamma_n B_{AC} t) \sin(2\pi f_{AC} t) + I_z \cos(\gamma_n B_{AC} t) \cos(2\pi f_{AC} t).$$

In effect, the spins are undergoing a “secondary” precession in the rotating frame around $\hat{x}$ at frequency $\Omega_{eff}$. For each point on this motion, they are also precessing in the lab frame at $\omega_L$. The latter yields the inductive signal measured in the raw data in Fig. 2B. Upon taking a Fourier transform (Fig. 2C), we are able to extract the magnitude of the spin vector in the $\hat{x} - \hat{y}$ plane, which has the form, $S(t) = \cos^2(\gamma_n B_{AC} t) + \sin^2(\gamma_n B_{AC} t) \sin^2(2\pi f_{AC} t)^{1/2}$. This is the signal measured in Fig. 3, and the oscillations here at $f_{AC}$ and $2 f_{AC}$, corresponding to the observed first and second harmonics respectively. While this analysis was for the resonant case, it is simple to extend it to off-resonant AC fields (see SI XIII). Once again the oscillations can be demonstrated to be at
IV. DISCUSSION OF 13C SENSOR PERFORMANCE AND SPECIAL FEATURES

We now elucidate parameters of 13C sensor performance and discuss some of its special features (see SI [35] for a summary). Our emphasis in this paper was not to optimize sensitivity, but through experiments similar to Fig. 4 (detailed in SI XV) for a bias field $B_0=7$ T, we obtain a single-shot sensitivity of $760\pm127$ pT/√Hz via measurement of signal amplitude, and $410\pm90$ pT/√Hz via measurement of signal phase respectively. This neglects hyperpolarization time because a sensor initialization event can allow interrogation for several minutes [25]. A single-shot of the measurement (for $t=34$s) can detect a minimum field of $\pm70$ pT. While the sensitivity here is lower than NV quantum sensors at low field, we emphasize that this corresponds to an exquisite AC field precision of $\sim 10^{-11}$ over the 7 T bias field. As such, the sensitivity here is competitive with respect to other high-field sensors (see SI XVII for a detailed comparison), while also allowing advantages in the multiplexed sensing of AC fields that is not feasible via other sensor technologies at high field (SI XVII).

Sensitivity itself can be significantly enhanced. Sample filling factor (presently $\eta \approx 10\%$) and the hyperpolarization level ($\approx 0.3\%$) can both be boosted by close to an order of magnitude. Employing a 10% 13C enriched sample would provide a further ten-fold gain in inductive signal strength [28]. From this, we estimate a sensitivity approaching 2 nT/√Hz is feasible in a (10μm)$^3$ volume, sufficient to measure fields from precessing 1H nuclei in the same volume at high field [12].

The frequency resolution of the 13C sensor is $\delta f \approx 1/N\tau$. Currently, Fig. 5 demonstrates a resolution better than 100mHz. However, finite memory limitations restricted capturing the 13C Larmor precession here to $t<35$s (Fig. 5A). Overcoming these memory limits can allow acquisition of the entire spin-lock decay, lasting over 573 s [25]. Under these conditions, we estimate a frequency resolution of 2.2 mHz is feasible. This would correspond to a frequency precision of 3 ppt at a 7 T bias field, more than sufficient precision to discriminate chemical shifts. On the other hand, sensor bandwidth $B=1/2\tau$ is determined by the minimum interpulse delay (see Fig. 4C). Current Rabi frequencies limit bandwidth to $\sim 20$ kHz. We estimate that improving filling factor $\eta$ and RF coil Q factor (presently 50), could increase $B$ further to $\approx 500$ kHz. The sensor strategy lends itself to a wide operating field range. While our experiments were carried out at 7 T, the slow scaling 13C magnetogyric ratio makes sensing viable even for fields $\geq 24$ T. This greatly expands the field range for spin sensors, where the operating field is predominantly $<0.3$ T (notable exceptions are Refs. [13, 15], but require complex instrumentation).

We emphasize the robustness of our sensing method to pulse error. It can be operated with any flip angle $\theta \neq \pi$ [28]. Moreover, $f_{res}$ has a relatively wide profile $\approx 230$ Hz (see Fig. 4A), meaning that flip-angle (RF) inhomogeneity has little impact. These features are responsible for the $>275$k pulses applied to the 13C spins in experiments in this work.

Finally, we note some special features of our magnetometry protocol. Compared to previous work [48] using hyperpolarized gaseous 129Xe nuclei as sensors, our experiments employed hyperpolarized nuclear spins in solids. This provides natural advantages due to an ability for in-situ replenishment of hyperpolarization at the sensing site. Moreover, multiple AC fields can be discerned in a Fourier reconstruction in a single-shot, as opposed to point-by-point [48].

Fundamentally, experiments here illustrate the feasibility of quantum sensing in the coupled sensor limit [49,50], making the spins sensitive to external fields while negating the effect of inter-sensor interactions. Sensor operation exploits “Floquet prethermalization” [51–54] – quasi-equilibrium nuclear states under pe-
periodic driving [25]. As such, this provides a compelling demonstration of exploiting stable non-equilibrium phases [51,52,55] for sensing applications.

From a technological perspective, RF interrogated sensing, as described here, presents advantages in scattering environments [30] (see SI XVI). All data in this paper are carried out with the diamond immersed in ~4mL water, over 2000-fold the volume of the sample. Traditional NV sensors are ineffective in this regime due to scattering losses and concomitant fluorescence fluctuations. Similarly, optically hyperpolarized sensors present advantages because majority of the sensor volume can be illuminated by the impinging lasers, because there are no geometrical constraints from requirements of collection optics. In our experiments, we employed an array of low-cost laser diode sources [56] for hyperpolarization that illuminates the sample almost isotropically. This allows recruiting a larger volume of spins for sensing with a low cost overhead [56]. Extension to powder samples could be advantageous for optimally packing a sensor volume.

V. OUTLOOK

The work presented here can be extended in several promising directions. First, the high resolution-to-bandwidth ratio ($\delta f/2B \approx 10^5$) possible via $^{13}$C sensing at high fields (see Fig. 5), suggests possibilities for detecting chemical shifts from precessing analyte nuclei external to the diamond. Seminal work by Warren et al. [57,58] and Bowtell [59] showed that nuclear spins of one species (“sensor”) could be used to indirectly probe NMR information of other physically separated (“analyte”) nuclei. This indirect NMR detection strategy is appealing as the absolute dimensions diminish to sub-micron length scales [2]. Building on these ideas, we envision the possibility of micro-scale NMR detectors using hyperpolarized $^{13}$C nuclei in nanodiamond (ND) particles. These experiments require control applied to the target nuclei in order to heterodyne chemical shifts to within the $^{13}$C sensor bandwidth [60,61], and only one-half of the particle surfaces to be exposed to the analyte [57]. We will explore these experiments in a future manuscript.

Second, while the current experiments exploit a low-field DNP mechanism for the initialization of the $^{13}$C sensors, interesting opportunities arise from employing complementary all-optical DNP techniques that operates directly at high field [62,63]. This will allow in-situ sensors at high field without the need for sample shuttling.

More broadly, this work suggests an interesting applications of DNP for quantum sensing. It is intriguing to consider sensor platforms constructed in optically-active molecular systems [64, 65] where abundant, long-lived nuclear spins, can be initialized via interactions with electronic spin centers. Finally, we envision technological applications of the $^{13}$C sensors described here for bulk magnetometry [66], sensors underwater and in scattering media, and for spin gyroscopes [67–70].

VI. CONCLUSIONS

We have proposed and demonstrated a high-field magnetometry approach with hyperpolarized $^{13}$C nuclear spins in diamond. Sensing leveraged long transverse spin $^{13}$C lifetimes and their ability to be continuously interrogated, while mitigating effects due to interspin interaction. We demonstrated magnetometry with high frequency resolution (<100mHz), high field precision ($\sim 10^{-13}$), and high-field (7T) operation, yielding advantages over counterpart NV sensors in this regime. This work opens avenues for NMR sensors at high fields, and opens new and interesting possibilities for employing dynamic nuclear polarization for quantum sensing.
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VII. SCALING OF PRIMARY AND SECONDARY HARMONIC INTENSITIES

In this section, we present extended data on how Fig. 5H was measured, demonstrating how relative scaling of signal intensities between the first and second harmonics changes with respect to pulse width $t_p$. We perform in Fig. S1 a series of experiments with conditions similar to Fig. 6, conducting an AC field chirps in a 1-4 kHz window ($\Delta B=3$ kHz) in 20 s. Here, we varied pulse width while fixing the acquisition windows at $t_{acq}=32$ $\mu$s. Dead times between pulses and acquisition were also kept constant.

Following Eq. (1) then, the resonance condition shifts with $t_p$. This is evident in Fig. S1A, where we plot the zoomed response of the first harmonic (red) and second harmonic (blue dashed) respectively, while normalizing the peak of the second harmonic profile. We observe that the relative strength of the second harmonic intensity increases with pulse duty cycle.

From Fig. S1A, the resonance frequency is obtained from the
This is accomplished with a combination of RF and z-coils as shown in Fig. S2A. The RF coil employed for $^{13}$C readout is in a saddle geometry and is laser-cut out of OFHC copper with 3 turns and a coil height of 1 cm. We measure a Q-factor of 50 at 75 MHz and a sample filling factor of $\sim$0.3. The z-coil employed to apply the AC field is a loop of a 2-turn coaxial cable that minimizes electric fields (Fig. S2A).

Fig. S2C shows the circuits employed in these experiments. High SNR RF detection of the $^{13}$C nuclear precession is obtained via a quarter wave line and bandpass filter combination following a transmit/receive switch, and the signal is digitized by a high-speed arbitrary waveform generator (Tabor Proteus). The high data acquisition rate of the device (1 GS/s) allows for high-fidelity sampling of the $^{13}$C induction signal between the pulses. We refer the reader to Sec. X for more details on data processing. The AC field is applied with a Rigol DG1022 signal generator, weakly amplified by an AE Techron 724 amplifier to provide sufficient current swing. This is useful in the experiments shown in Fig. 6 and Fig. 7 of the main paper, wherein frequency sweeps are employed to determine the frequency response of the sensor.

**IX. EXPERIMENTS PROBING COIL CROSS-COUPLING**

We performed a series of experiments to ensure that the applied z-coil signals are not picked up by the RF coil. This would eliminate the possibility that the oscillatory $^{13}$C dynamics in Fig. 5 arise from coil cross-coupling. We note at the outset that such pickup is expected to be negligible because:

i. The RF and z-coils are orthogonal to $<1^\circ$ and have little mutual inductance coupling, and

ii. The applied AC fields are in the 10 Hz-10 kHz range, far outside the detection range of the NMR RF circuit (tuned to 75 MHz$\pm$30 kHz). These applied AC signals are strongly suppressed by the quarter wave line and bandpass filters in the circuit, which deliver a $>80$ dB suppression.

Simple experiments bear out this intuition (Fig. S3). In these measurements, we applied a 1.75 kHz AC field of 100 mVpp amplitude with the Rigol signal generator and found the corresponding signal in the output under the following conditions:

i. In Fig. S3A, we removed the sample completely from the probe. The pulses (as in Fig. 2A of the main paper) were then applied and the resulting data was processed by the data handling pipeline shown in Fig. 2. We only observed noise in these measurements (Fig. S3A) and a Fourier transform (right panel) did not reveal any signals corresponding to the applied AC field; instead, we only observed noise.

ii. In Fig. S3B, we applied a test signal at 75 MHz with an additional x-coil, referred to here as the "external coil", in order to mimic a spin precession signal from the $^{13}$C nuclei. The sample was still absent from the probe in these measurements. As expected, the experimental data reveals a flat non-decaying signal, and a Fourier transform contains a multitude of peaks due to noise. However there are no peaks at 1.75 kHz and 3.5 kHz, the expected positions of the first and second harmonics of the applied AC field. These are marked by the orange dashed lines, and the insets in Fig. S3B show a zoom into these regions, showing only noise.

iii. In Fig. S3C, we performed an experiment with the diamond sample thermally polarized for 10 s with no hyperpolarization.

**VIII. NMR PROBE**

We now provide details of the NMR probe employed in the high field magnetometry experiments at 7 T. For this, we designed and built an NMR probe (see Fig. S2A-B) that:

i. is capable of high fidelity $^{13}$C inductive detection at 75 MHz,

ii. with high RF homogeneity, allows ~275k pulses to be applied to the nuclear spins at high power (~30 W) and high duty cycle (~50%, applied every 73 $\mu$s) (Fig. 2A), and

iii. permits the application of a time-varying (AC) magnetic field simultaneous with the pulse sequence (Fig. 2A).

As expected, the experimental data reveals a flat non-decaying signal, and a Fourier transform contains a multitude of peaks due to noise. However there are no peaks at 1.75 kHz and 3.5 kHz, the expected positions of the first and second harmonics of the applied AC field. These are marked by the orange dashed lines, and the insets in Fig. S3B show a zoom into these regions, showing only noise.

iv. In Fig. S3C, we performed an experiment with the diamond sample thermally polarized for 10 s with no hyperpolarization.
Once again, we only observed noise with no signature of the applied AC field.

iv. In Fig. S3D, the diamond sample was hyperpolarized, resulting in Fourier peaks at 1.75 kHz and 3.5 kHz characteristic of the applied AC field.

Therefore, we conclude that the AC field harmonics are obtained as a combined action of the spin-lock pulse sequence with the AC field on the hyperpolarized $^{13}$C nuclei. This conclusion is strengthened by the fact that the effective frequency response of the $^{13}$C sensor is not constant, and depends on the exact pulse spacing (see Fig. 7 of the main paper) resulting in a sharp response near the resonance condition.

X. DATA PROCESSING

The data processing pipeline employed in this manuscript follows a similar approach as described in Ref. [25]. Here, we highlight salient features and emphasize the differences. The NMR signal is sampled continuously in $t_{acq}$ windows between the pulses (Fig. 2A), at a sampling rate of 1GS/s via the Tabor Proteus. In typical experiments as in Fig. 2A, the pulses are spaced apart by $\tau=73$ $\mu$s and the acquisition windows are $t_{acq}=32$ $\mu$s. The spin precession is heterodyned to 20 MHz which is the oscillation frequency sampled in the measurements (as shown in Fig. 2C). For each acquisition window, we take a Fourier transform and extract the 20MHz peak as in Fig. 2 of the main paper. This corresponds to the application of a digital bandpass filter with a linewidth of $\tau^{-1}_{acq} \approx 31.2$kHz. For the 20 s long acquisition periods employed in the paper and a pulse spacing of 73 $\mu$s, we have ~275k data collection windows.

In the experimental data, we focus on two complementary aspects (highlighted in Fig. 3 of the main paper):

(i) The decay of the pulsed spin-lock signal as the AC field approaches the resonance condition.

(ii) Oscillations riding on the pulsed spin-lock signal, which carry the imprint of the AC field applied to the nuclei.

To isolate the decay (i), we smooth the pulsed spin-lock data over an interval of 73ms. This corresponds to a 13.7 Hz digital low-pass filter that suppresses the oscillations. Subtracting the smoothed data from the raw data curve reveals the oscillations (ii).

We emphasize that the $^{13}$C oscillatory dynamics manifest as an amplitude modulation and not from the frequency shift of the spin precession outside the detection window. For example, Fig. 2B-D of the main paper shows the raw data obtained between the pulses and their corresponding Fourier transforms for the signal from an AC frequency of 2 kHz and a voltage intensity of 100 mVpp. Evidently, the AC field intensity is so low that it does not cause a shift in the Fourier transform peaks which remain at 20 MHz. To appreciably shift the frequency here, the AC field would have to be at least 30 G in strength — the fields we employ are two orders of magnitude lower. There is, instead, an amplitude variation between the FT peaks which is plotted in Fig. 2D of the main paper.
XI. SIGNATURES OF CHAOS IN SIGNAL DECAYS

Interestingly, we observe signatures resembling chaotic dynamics in the spin-lock profiles as one approaches the resonance condition. This is evident in Fig. 4E-F of the main paper. We postpone a more detailed discussion of the origin of this behavior to a separate manuscript, but present here (see Fig. S4) supplementary data to Fig. 4E-F of the main paper. Fig. S4 shows data corresponding to 43 concurrent runs of the experiment, vertically offset for clarity. Here $f_{AC}=2.8$ kHz, and $f_{AC}=2.885$ kHz respectively, close to, and at resonance ($f_{res}=2.885$ kHz) respectively. We observe sharp jumps in the decay profiles; these punctuate the longer periods where the decay is slow. The extent of this possibly chaotic dynamics increases as one approaches resonance and falls sharply away from it (Fig. 4E-F). We also note that we only observe them at high nuclear Rabi frequencies.

XII. AVERAGE HAMILTONIAN ANALYSIS

Here we present a more detailed average Hamiltonian analysis for the operation of the magnetometry sequence. For the majority of this section, unless otherwise explicitly stated, we treat the system in the lab frame. The total Hamiltonian of the system is $\hat{H} = \hat{H}_2 + \hat{H}_{dd} + \hat{H}_{AC}$ where $\hat{H}_2 = \omega L_z$ is the Zeeman Hamiltonian, $\hat{H}_{dd} = \sum \alpha \beta b_{\alpha\beta} (3I_kI_\ell - I_k^2 - I_\ell^2)$ corresponds to the dipolar interaction, $\hat{H}_{AC} = \gamma_B B_{AC} \cos(2\pi f_{AC}t + \varphi_0)I_z$ is applied field to be sensed, $\omega L_z = \gamma_B B_0$ is the Larmor frequency, and $B_{AC}$, $w_{AC}$, and $\varphi_0$ are the applied AC field amplitude, frequency, and phase respectively.

We will simplify the dipolar Hamiltonian, separate from the rest of the terms, using average Hamiltonian theory (AHT) by only keeping the leading-order term. These assumptions are reasonable under the condition $\xi = 2\pi \tau / \tau < 1$. For each pulse period, we will treat the system in the toggling frame defined by the pulses up to that point. For the period after the $j^{th}$ pulse, the toggling frame transformation is given by

$$\hat{H}^{(j)}_{dd} = \exp(-ij\theta I_z)\hat{H}_{dd} \exp(ij\theta I_z),$$

Consider the case when $\theta = \frac{\pi}{4}$. In this case, the toggling frame wraps to the original frame after a period of $4\tau$. For a multiple period of $4\tau$ then, the system dynamics is captured by the average Hamiltonian,

$$\hat{H}^{(0)}_{dd} = \sum \hat{H}^{(j)}_{dd} = \sum_{j<k} b_{kl} \left( \frac{3}{2} (I_jI_k + I_kI_j) - I_jI_k \right).$$

Higher order AHT terms are evaluated in detail in Ref. [28]. The initial state $\rho(0) = I_z$ is protected against dipolar coupling because $[\hat{H}^{(0)}_{dd}, \rho(0)]=0$. Since the state is protected over an average, we will neglect the dipolar term in all of the following sections.

We now treat the external field Hamiltonian, $\hat{H}_{AC}$ using the same method, once again assuming $\theta = \pi/2$. A DC field, whose lab frame Hamiltonian is given by $H_{AC} = \gamma_B B_z L_z$, will be rotated by $\pi/2$ by each toggling frame transformation such that after a four pulse period, the Hamiltonian will average to 0. It is possible to map the toggling frame Hamiltonians for each pulse period on a phasor in order to see this more clearly (Fig. 4C). For this case, the toggling frame Hamiltonians will cover the phaseymetrical such that the vectorial sum on the phasor will be 0. This also works for the more general case $\theta = \frac{2\pi k}{n}$ for integers $k$ and $n$, as the points will trace a regular polygon on the phasor, which will still vanish when summed.

However, for a resonant AC field (assumed to be a square wave for simplicity) with frequency $f_{AC}=1/4\tau$, the average Hamiltonian is a linear combination of $I_z$ and $I_z$ for the special cases where the AC field phase is $\varphi = \frac{\pi}{6}$ or $\frac{\pi}{3}$, the $I_z$ terms cancel out but there is a net $I_x$ term. For any AC field with $f_{AC} \neq f_{res}$, the external field Hamiltonian will average to zero, albeit over a longer timescale.

XIII. SPIN EVOLUTION FOR OFF-RESONANCE FIELDS

In the main paper, we had elucidated theory of the experiment as a “rotating-frame” NMR analogue. This calculation was provided for the resonant case, i.e. $f_{AC} = f_{res}$. Fig. S5 shows a simulation of the signal $S(t) = \left[ \cos^2(\gamma_B B_{AC}t) + \sin^2(\gamma_B B_{AC}t) \sin^2(2\pi f_{res}t) \right]^{1/2}$, obtained for a representative example of $f_{AC}=20$Hz. Plotted is the magnitude of the Fourier transform of the oscillatory signal $S(t)$ similar to Fig. 3C and Fig. 5 of the main paper. The Fourier transform in Fig. S5A reveals the precedence of two harmonics (primary and secondary). Fig. S5B plots the magnitudes of both harmonics, which is in good qualitative agreement with the data in Fig. 5H.

In this section, we extend this calculation to the off-resonant case, i.e. for arbitrary applied frequency $f_{AC}$. Here we neglect the effect of dipolar interaction driven evolution, assuming it is suppressed via the analysis above. Consider first that the rotating
frame Hamiltonian (at $\omega_L$) can be written of the form,
\[
\mathcal{H} = \Omega I_x + \gamma_n B_{AC} \cos(2\pi f_{AC} t) I_z.
\]
(6)

In a second rotating frame at $2\pi f_{AC}$ and assuming a rotating wave approximation $\gamma_n |B_{AC}| \ll f_{AC}$, one can write down the state evolution as,
\[
\rho_R(t) = \cos \alpha \cos(Q t) I_x + \cos \alpha \sin(Q t) I_y + \sin \alpha I_z,
\]
(7)

where $\tan \alpha = (\Omega - 2\pi f_{AC})/(\gamma B_{AC})$, and $Q = \cos \theta \left[ (\Omega - 2\pi f_{AC}) \tan \alpha + \frac{1}{2} \gamma B_{AC} \right]$. In the original rotating frame, the state then has the form,
\[
\rho_R(t) = \left( \cos^2 \alpha \cos(Q t) + \sin^2 \alpha \right) I_x + \cos \alpha \sin(Q t) I_y.
\]
(8)

Finally returning to the lab frame where the measurement is carried out, yields the state evolution,
\[
\rho(t) = \left( \cos^2 \alpha \cos(Q t) + \sin^2 \alpha \right) I_x + \cos \alpha \sin(Q t) \cos(2\pi f_{AC} t) I_y + \cos \alpha \sin(Q t) \sin(2\pi f_{AC} t) I_z.
\]
(9)

Ultimately, since we measure $S = [\langle I_x \rangle^2 + \langle I_y \rangle^2]^{1/2}$, there is an oscillation of the form,
\[
S = \left[ \left( \cos^2 \alpha \cos(Q t) + \sin^2 \alpha \right)^2 + \cos^2 \alpha \sin^2(Q t) \cos^2(2\pi f_{AC} t) \right]^{1/2}
\]
(10)

that carries first and second harmonics of $f_{AC}$, similar to Fig. S5.

**XIV. SIMULATION OF SEQUENCE PERFORMANCE**

**A. Dipolar Network Simulation**

For the result in Fig. 4B, we numerically simulate a sequence operation assuming a Hamiltonian of the form, $\mathcal{H} = k_{dd} \mathcal{H}_{dd} + k_z \mathcal{H}_z$, where $\mathcal{H}_{dd}$ and $\mathcal{H}_z$ are both normalized such that, $||\mathcal{H}_{dd}|| = 1$, where $||.||$ refers to the Frobenius norm.

We assume application of a square-modulated AC magnetic field at frequency $f_{AC}$. We consider the average results from 10 random configurations of a $N=5$ spin $^{13}$C nuclear network, and simulate dynamics under the full spin Hamiltonian $\mathcal{H}$. Let $t_j$ denote “switching events”, i.e. time instants where either a pulse is applied, or there is a sign switch in the AC field. The propagator then evaluates to, $U = \prod_j U_j$, where $U_p = \exp[i(k_{dd} \mathcal{H}_{dd} + k_z H_z s_j) \Delta t_j]$, and $\Delta t_j = (\tau_{j+1} - \tau_j)$, and $s_j$ is a sign term with $s_1 = 1$. We have (i) in case of a pulse event, $U_j = U_p e^{i\hat{H}_z}$, with $s_{j+1} = s_j$; (ii) upon a field sign switch $U_j = U_p$, with $s_{j+1} = -s_j$; and (iii) when both occur simultaneously, $U_j = U_p e^{i\hat{H}_z}$, with $s_{j+1} = -s_j$. The sequence fidelity is evaluated via the survival probability in the $\hat{x}$-$\hat{y}$ plane.

In order to obtain the linewidth scaling with respect to the number of pulses as shown in Fig. 4G, we run this simulation for different numbers of pulses (all multiples of 4) and the resulting frequency response is fit to a gaussian profile peaking around the resonance frequency. The linewidth is then extracted as the FWHM of the fit and plotted as a function of the number of pulses (L). This process is then repeated for different dipolar coupling strengths ($k_{dd}$).

In order to compare this numerical result with zeroth-order AHT, we run a similar simulation for AHT where instead of computing the propagator for each time event, we record the toggling frame “angle” for the time block between that event and the next. A pulse rotates the toggling frame by $\theta$ and a sign flip of the square wave rotates it by $\pi$. We then compute the average Hamiltonian for $\mathcal{H}_z$ to be $\bar{\mathcal{H}}_z = \sum_j \exp(i\theta_j) \Delta t_j$ where $j$ is the index for a given time block, $\theta_j$ is the toggling frame angle for that time block, and $\Delta t_j$ is the length of that time block. The real part of the resulting complex number corresponds to the coefficient of the $I_z$ term and the imaginary part, the $-I_z$ term. The dipolar term is treated similarly. The effect of a toggling frame rotation by $\theta$ on the dipolar Hamiltonian is given by,
### Spin properties

| Category            | Parameter | Single NV | Subensemble NV | Nanodiamond NV | Bulk Crystal NV | $^{13}$C Crystal (this work) |
|---------------------|-----------|-----------|----------------|----------------|-----------------|-----------------------------|
|                     | $T_1$     | $\approx 5$ ms | 3 ms | $\sim 1$ ms | $\sim 1$ ms | $1518 \pm 20$ s$^1$ |
|                     | $T_2$     | $\approx 5$ µs | 750 ns | $\sim 1$ µs | $\sim 1$ µs | $1.5$ ms$^1$ |
| Sensor concentration|           | $10^{10}$ cm$^{-3}$ | $3 \times 10^{17}$ cm$^{-3}$ | $6 \times 10^{17}$ cm$^{-3}$ | $2 \times 10^{17}$ cm$^{-3}$ | $2 \times 10^{21}$ cm$^{-3}$ |

#### Sensor spins

| Category                  | Parameter          | Single spin | Subensemble spin | Nanodiamond spin | Bulk Crystal spin | $^{13}$C Crystal (this work) |
|---------------------------|--------------------|-------------|------------------|------------------|-------------------|-----------------------------|
| Sensor spin coupling $<d>$| NA                 | 51 kHz      | 103 kHz          | 26 kHz           | 660 Hz            |
| Sensor interaction figure-of-merit $<d>T_z^2$ | NA | 0.039 | $\sim 0.1$ | 0.026 | 1 |

#### Sensor properties

| Category      | Parameter          | Single NV | Subensemble NV | Nanodiamond NV | Bulk Crystal NV | $^{13}$C Crystal (this work) |
|---------------|--------------------|-----------|----------------|----------------|-----------------|-----------------------------|
| Sensitivity   | 4.3 nT/√Hz         | 50 pT/√Hz | 0.1 µT$^a$ | 0.9 pT/√Hz | 410 pT/√Hz |                        |
| Bandwidth     | $\geq 10$ MHz$^c$  | $\approx 41$ kHz | 2 MHz | 20 kHz | 8 kHz |
| Frequency resolution | $\approx 556$ kHz | $<1$ mHz | 29 kHz | 6 kHz | 2.2 mHz |
| Precision     | $6.2 \times 10^{-3}$ /√Hz | $5.7 \times 10^{-10}$ /√Hz | $4.1 \times 10^{-6}$ /√Hz | $2 \times 10^{-10}$ /√Hz | $5.8 \times 10^{-11}$ /√Hz |
| Operating field | 69 mT | 88 mT | 24.2 mT | 4.6 mT | 7 T$^i$ |

#### Sensor interrogation

| Category | Parameter | Single NV | Subensemble NV | Nanodiamond NV | Bulk Crystal NV | $^{13}$C Crystal (this work) |
|----------|-----------|-----------|----------------|----------------|-----------------|-----------------------------|
| Projective/ continuous | Projective | Continuous |
| Transportable | No | Yes |
| Scattering media | No | Yes |
| High field operation | No | Yes |

#### Special niches

| Category | Single NV | Subensemble NV | Nanodiamond NV | Bulk Crystal NV | $^{13}$C Crystal (this work) |
|----------|-----------|----------------|----------------|-----------------|-----------------------------|
|          |           |                |                |                 |                             |

(a) Bulasubramanian, G. et al. Ultralong spin coherence time in isotopically engineered diamond. Nat. Mater. 8, 383–387 (2009). (b) Glenn, D. et al. High-resolution magnetic resonance spectroscopy using a solid-state spin sensor. Nature 555, 351–354 (2018). (c) Holzgrafe, J. et al. Nanoscale NMR Spectroscopy Using Nanodiamond Quantum Sensors. Phys. Rev. Applied 13, 044004 (2020). (d) Wolf, T. et al. Subpicotesla Diamond Magnetometer. Physical Review X 5, 041001 (2015). (e) Value not reported in paper, estimate based on: Joas T. et al. Quantum sensing of weak radio-frequency signals by pulsed Mollow absorption spectroscopy. Nat. Comm. 8, 964 (2017). (f) Values were not reported in the papers, estimates based on existing literature. (g) Assuming 10% conversion from nitrogen. (h) Sensitivity was not reported as /√Hz. (i) Quoted here is the transverse spin lifetime as reported in: Beatrez, W. et al. Floquet prethermalization with lifetime exceeding 90s in a bulk hyperpolarized solid (2021). (j) Full range of magnetometer is 0.1 – 24 T (k) Considering the single crystal sample with dimensions 3x3x1mm an assumed penetration depth of 0.15mm.

Fig. S7. Comparison between NV center magnetometers and $^{13}$C nuclear sensors considering representative literature for different sensor sizes. $^{13}$C sensors have complementary properties to NV sensors and are attractive in some operating niches.

The time propagator then becomes $U = \exp(-i(\mathcal{H}_d^{(0)} + \mathcal{H}_z^{(0)})t)$ where $t = \sum_j \tau_j$ is the total time run by the simulation and the fidelity is once again evaluated. Both simulations are then run for multiple AC frequencies in order to obtain the results for Fig. 4B.

### B. Delta Pulse Simulations

The general spin trajectory under a $\pi/2$ pulse train as depicted in Fig. 1B is obtained by considering a single spin system initialized in the $\rho(0) = \cos(\frac{\pi}{6})I_x + \sin(\frac{\pi}{6})I_y$ state, a $\frac{\pi}{6}$ deviation from the $\hat{x}$-axis and on the $\hat{x}$-$\hat{y}$ plane. The spin is under the previously mentioned pulse sequence and an external AC field resonant with that sequence ($f_{AC} = f_{\text{res}} = \frac{1}{4\tau}$) along the $\hat{z}$-direction with an intensity of 16 nT. Our strategy is to numerically solve the classical Bloch equations for this system in the rotating frame. We achieve that by doing a finite element analysis with a time step such that each pulse period has 2000 points (~85 ns) and rotating the state along the $\hat{z}$-axis by $2\pi\gamma_B B(t)\Delta t$ where $B(t)$ is the magnetic field intensity at time $t$ and $\Delta t$ is the timestep. If a pulse happens after a timestep, the state is rotated by $\pi/2$ along the $\hat{x}$-axis. The simulation is run for 100 cycles of the AC field period and plotted on a Bloch sphere in order to obtain the graph in Fig. 1B.
Fig. S8. Magnetometer landscape focusing on a comparison with respect to sensitivity and bias field of operation. Points quote values from literature listed in footnote (right). Micro/nano sensors and macro sensors are depicted as squares and circles respectively. Filled points represent AC magnetic field sensors and outlined points represent DC sensors. $^{13}$C magnetometers (depicted as a star) occupy a niche for high sensitivity magnetometry at high bias field.

**XV. ESTIMATION OF SENSITIVITY**

To estimate the sensitivity of the $^{13}$C sensor, we perform a careful calibration experiment with an AC fields of known intensity and compare against the strength of the signal response for the first harmonic of the obtained oscillatory signal. In particular, in these experiments, we apply an AC field via a calibrated current input through z-coil in Fig. S2. The current is measured via the voltage drop through a series resistor, and the field is estimated using Biot-Savart law.

We then measure the strength of the oscillatory signal for different values of $|\mathbf{B}_0|$, measuring them via the magnitude and phase of the FT signal in Fig. 2 of the main paper. This is shown in Fig. S6. Measurements here are carried out in a single shot for $t=34s$. The phase signal concentrates all the intensity in the first harmonic and hence carries higher sensitivity. However, it needs to be unwrapped to extract only the phase of the spins in the rotating frame (removing the trivial phase accrued during the $\tau_p$ pulse periods). We will detail a numerical procedure for this unwrapping in a forthcoming paper. In each case, we estimate sensitivity by fitting the obtained signal to a linear fit. Interpolating the fit allows us to discern the minimum magnetic field that would produce a signal change on the order of the noise level. Through this, we estimate a smallest measurable signal in a single-shot as $130\pm22 \, \text{pT}$ and $70\pm15 \, \text{pT}$ respectively, yielding a sensitivity of $760\pm127 \, \text{pT}/\sqrt{\text{Hz}}$ and $410\pm90 \, \text{pT}/\sqrt{\text{Hz}}$ respectively at 95% CI. These are the results quoted in the main paper.

**XVI. COMPARISON BETWEEN NV AND $^{13}$C MAGNETOMETERS**

Here we contrast the key features of $^{13}$C nuclear spins and NV centers focused on applications in magnetometry. We include in this comparison four representative papers from the literature for different regimes of NV center quantum sensors - (i) single NV electrons well-isolated in the lattice [71], (ii) sub-ensembles of NV centers (occupying <100 $\mu$m$^3$) in single crystal samples [12], (iii) ensembles of NVs in microdiamond [72], and (iv) dense NV centers in bulk single crystal samples [73]. For each, we elucidate values of key spin parameters, and in the last column in Fig. S7 compare them to corresponding properties of $^{13}$C nuclear spins for the single crystal sample used in this work (same as that employed in Ref. [25]). This table (Fig. S7) shows the complementary properties of NV electrons and $^{13}$C nuclei for sensing. To make the comparison clearer, we focus on five major aspects as detailed below —

i. **Spin properties:** focusing on the respective values of $T_2^*$, $T_2$, and $T_1$. For $T_2$, we quote the values obtained pulsed driving (e.g. DD) that is relevant for quantum sensing. For the $^{13}$C case, we quote the rotating frame lifetime value $T_2^*$ under pulsed spin locking [25]. This sets the total interrogation time that the $^{13}$C sensors can permit. We qualify that this does not correspond to the total time over which the $^{13}$C sensors can continue to accrue phase; which instead depends on an interplay between $T_1^*$ and $f_{AC}$, and is more difficult to estimate. We do emphasize however that for the $^{13}$C case, the extension in the $T_2^*$ value, $T_2^*/T_2^* \approx 600,000$ in [25]), is considerably larger than a naive scaling from the corresponding electron spin values by just the ratio of gyromagnetic ratios.
**ii. Independent or coupled sensors:** In the Table (Fig. S7), we estimate the coupling strengths $\langle d \rangle$ between the quantum sensors in each of the samples considered. Even at natural abundance, the $^{13}$C sensor concentration at least four orders of magnitude denser than NV center sensors. Evidently then, NV center quantum sensors largely operate in the limit of uncoupled (independent) sensors, wherein their $T_2^*$ times are dominated by interactions with other spins as opposed to inter-sensor interactions. In contrast, $^{13}$C sensors operate in the limit where interspin couplings, scaling with enrichment as $\eta^{1/2}$, dominate the $T_2^*$ FID times. This can be seen by comparing the product $\langle d \rangle T_2^*$. Our pulsed spin-lock scheme is able to mitigate the effect of these couplings, allows interrogation up to $T_2^*$.

**iii. Sensor properties for AC magnetometry:** focusing on sensitivity, bandwidth, spectral resolution, precision, and operating field. We note that while our experiments were carried out on a diamond crystal that was uniformly illuminated, we estimate a penetration depth <0.15 mm [56, 74]. Sensitivity refers to the smallest field that can be reproducibly measured over the bias magnetic field. Precision here refers to the magnetic field sensitivity by the bias field. In contrast to the lower field operation of the NV center quantum sensors, the $^{13}$C sensor operates at 7 T. We estimate that the full dynamic range reaches can exceed 24 T, presenting the key strength of the approach here. Assuming a measurement up to 573 s (as demonstrated in Ref. [25]), a frequency resolution of 2.2 mHz is viable for the $^{13}$C sensor, without reinitialization.

**iv. Sensor interrogation:** focusing on how in each case the sensors are prepared and read out. We note that $^{13}$C readout is not projective and can proceed simultaneously with the magnetometry pulse sequence without reinitialization. Once the spins are polarized, the sensing period can last up to 10 min [25]. NV center sensors must be reinitialized before readout.

**v. Special niches:** Finally, in Table (Fig. S7), we summarize some special features of the $^{13}$C sensors. This can special niches for the operation of these sensors. First, the long $T_1$ time can potentially allow a separation between of field regions corresponding to $^{13}$C initialization, sensing, and readout. This can enable transportability of the magnetometer between different field regions. Second, RF interrogation allows operation in optically dense or scattering media. Finally, their low magnetogyric ratio allows operation at high magnetic fields.

**XVII. COMPARISON TO OTHER HIGH-FIELD MAGNETOMETERS**

Our $^{13}$C sensors are particularly suited for the high-field magnetometry of time-varying signals. Particularly, their ability to obtain a high frequency resolution ($\sim 2.2$ mHz) over a 8 kHz bandwidth in a wide range of magnetic fields is an important advantage over competing magnetometers. In this section, we compare $^{13}$C sensors to common magnetometry techniques. We have included SQUID, Fluxgate, Scanning Hall Probe Microscopy (SHPM), Magneto-Optic Kerr Effect (MOKE), and $^1$H NMR magnetometers in this comparison because of their ubiquity, and NV centers because of their close relation to $^{13}$C sensors.

Fig. S8 graphically depicts a “landscape” of these sensor technologies, focusing on their sensitivity and bias field of operation. Sensitivity (y-axis) is defined as the smallest measurable field $\delta B$ over the bias field $B_0$ (x-axis) and is smaller for better magnetic field sensors. Because sensitivity depends, in general, on sensor size, Fig. S8 draws a distinction between nano/microscale (squares) and macroscale (circles) sensors, as well as AC field sensors (filled) and DC field sensors (outlined). Shaded regions show representative values for each technology.

Hyperpolarized $^{13}$C sensors, as described in this paper, are illustrated by the pink star in Fig. S8. $^{13}$C magnetometers present advantageous with respect to SQUID, Fluxgate, and NV center technologies regarding their ability for AC sensing detection and high field operation. The sensitivity reported in this paper, 410 pT/$\sqrt{\text{Hz}}$, is better than that of MOKE, SHPM, and $^1$H NMR high-field sensors, while also allows AC magnetometry with high-frequency resolution. We expect to further improve sensitivity with technical enhancements of our hyperpolarization and measurement apparatus.