The discrete mKdV equation revisited: a Riemann-Hilbert approach
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Abstract

We study the plus and minus type discrete mKdV equation. Some different symmetry conditions associated with two Lax pairs are introduced to derive the matrix Riemann-Hilbert problem with zero. By virtue of regularization of the Riemann-Hilbert problem, we obtain the complex and real solution to the plus type discrete mKdV equation respectively. Under the gauge transformation between the plus and minus type, the solutions of minus type can be obtained in terms of the given plus ones.

1 Introduction

The discrete mKdV (dmKdV) equation

\[ u_t(n, t) = (1 \pm u^2(n, t)) \left[ u(n + 1, t) - u(n - 1, t) \right], \quad (1.1) \]

is an integrable equation in mathematical physics, and it is an important member of the discrete Ablowitz-Ladik equations. For specific purpose, we call equation (1.1) the plus and minus type dmKdV. In this paper, we study the plus type dmKdV equation with the help of the Riemann-Hilbert (RH) method following [5], then the solutions of the minus type can be obtained by virtue of a gauge transformation.
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The plus type dmKdV equation (1.1) admits the following Lax pair formulation [6]:
\[
\psi(n + 1, t) = \gamma_n(I + Q_n)Z\psi(n, t), \quad \psi_t(n, t) = (k\sigma_3 + \tilde{Q}_n)\psi(n, t),
\]
where \( I \) is the identity matrix, \( \gamma_n = \sqrt{\det(I + Q_n)^{-1}} \), and the matrices \( Q_n, Z, \tilde{Q}_n \) take the form
\[
Q_n = \begin{pmatrix} 0 & u(n, t) \\ -u(n, t) & 0 \end{pmatrix}, \quad Z = \begin{pmatrix} z & 0 \\ 0 & 1 \end{pmatrix},
\]
(1.3)
\[
\tilde{Q}_n = Q_n + Z^{-1}Q_{n-1}Z, \quad k = \frac{1}{2}(z - z^{-1}),
\]
with \( z \) is a spectral parameter. We note that the Lax pair formulation (1.2) can be rewritten as
\[
\psi(n + 1, t) = (I + Q_n)Z\psi(n, t), \quad \psi_t(n, t) = (k\sigma_3 + \tilde{Q}_n - Q_nQ_{n-1})\psi(n, t),
\]
(1.4)
which are the ones in [6].

The plus type dmKdV equation (1.1) admits another Lax pair formulation [3]
\[
\varphi(n + 1, t) = \gamma_n(E + Q_n)\varphi(n, t), \quad \varphi_t(n, t) = (\omega\sigma_3 + \tilde{Q}_n)\varphi(n, t),
\]
where \( Q_n \) is defined as (1.3) and
\[
E = \begin{pmatrix} z & 0 \\ 0 & z^{-1} \end{pmatrix}, \quad \gamma_n = \frac{1}{\sqrt{\det(E + Q_n)}},
\]
(1.6)
\[
\tilde{Q}_n = EQ_n + Q_{n-1}E, \quad \omega = \frac{1}{2}(z^2 - z^{-2}).
\]
We note that the Lax pair (1.5) can be rewritten in a similar form as (1.4) which are the ones as in [3].

It is known that self-dual network can also be reduced to the discrete analogue of the mKdV equation [7], we note that there are many other differential-difference equations which can be transformed into the dmKdV equation [8–15]. The dmKdV equation has widely applications in the fields as plasma physics, electromagnetic waves in ferromagnetic, antiferromagnetic or dielectric systems, and can be solved by the method of inverse scattering transform, Hirota bilinear, Algebro-geometric approach and others [3, 6, 16–32].

In this paper, we firstly consider the Lax pair (1.2) and introduce a special symmetry condition, which imply that \( u(n, t) \) in (1.1) can be extended to complex value. For
simplicity, we suppose that \( u(n,t) \neq \pm i \) and \( \gamma_n \) is chosen as one of branches. It is noted that the complex solution in this paper is different from the complexiton solution introduced by W.X. Ma [33–36], in which the complexiton solutions are obtained in the sense of complex eigenvalues, and are still real. Next we consider the linear system (1.5) under the usual symmetry condition which confine the potential \( u(n,t) \) to be real. We note that to obtain the real solution of the plus type dmKdV equation, one needs to introduce some constraint condition. For one soliton solution as an example, we assume that \((2n + 1)\eta + 2 \cosh 2\xi \sin 2\eta t = m\pi\), where \( m = 0, \pm 1, \pm 2, \cdots \) and the discrete spectrum for \( N = 1 \) is defined as \( z_1 = e^{\xi+\imath \eta} \).

The organization of this paper is as follows. In section 2, we derive the complex solution of the plus type dmKdV equation by virtue of RH problem associated with linear system (1.2). In section 3, we derive the real solution of the plus type dmKdV equation by virtue of RH problem associated with linear system (1.5). In section 4, we study the gauge transformation between the plus and minus type dmKdV equation, from which the solution of minus type can be obtained in terms of the given plus one.

2 Complex solution of the dmKdV equation

2.1 The spectral analysis

For the sake of convenience, we write the spectral equation (1.2) in terms of the matrix

\[
J(n) = \psi(n)Z^{-n}e^{-k\sigma_3 t}.
\]

Hence, the dmKdV equation allows the Lax representation:

\[
J(n + 1) = \gamma_n(I + Q_n)ZJ(n)Z^{-1}, \quad (2.7)
\]

and

\[
J_t(n) = k[\sigma_3, J(n)] + \tilde{Q}_nJ(n). \quad (2.8)
\]

Here and after we suppress the variables dependence for simplicity of notation.

Now we introduce matrix Jost functions \( J_{\pm}(n,z) \) of the spectral equation (2.7) obeying the asymptotic conditions

\[
J_{\pm}(n,z) \to I, \quad n \to \pm \infty. \quad (2.9)
\]
Then there exists the scattering matrix \( S(z) \) admitting
\[
J_-(n, z) = J_+(n, z)Z^n S(z)Z^{-n}, \quad S(z) = \begin{pmatrix}
a_+(z) & -b_+(z) \\
b_+(z) & a_+(z)
\end{pmatrix}.
\] (2.10)

Here we assume that the Jost functions and the scattering matrix satisfy the symmetry condition
\[
J_T \pm \big( n, z \big) = J_{\mp}^{-1}(n, z), \quad \det J_{\pm} \big( n, z \big) = 1,
\] (2.11)
and
\[
S_T \big( n, z \big) = S_{\mp}^{-1}(n, z), \quad \det S(n, z) = 1, \quad z^{-1} = z.
\] (2.12)

In the following, we consider the asymptotic behavior of the solution \( J(n, z) \). To this end, we first let
\[
J(n, z) = J^{(0)}(n) + z^{-1}J^{(1)}(n) + O(z^{-2}), \quad z \to \infty,
\] (2.13)
and substitute it into the spectral equation (2.7). This yields
\[
J^{(0)}_{11}(n + 1) = \gamma_n J^{(0)}_{11}(n), \quad J^{(0)}_{22}(n + 1) = \gamma_n^{-1} J^{(0)}_{22}(n),
\] (2.14)
and \( J^{(0)}_{12}(n) = 0 \),
\[
J^{(1)}_{12}(n) = -u(n) J^{(0)}_{22}(n), \quad J^{(0)}_{21}(n + 1) = -u(n) J^{(0)}_{11}(n + 1).
\] (2.15)

Next, according to the symmetry (2.11), we let
\[
J^{-1}(n, z) = \tilde{J}_{(0)} + z \tilde{J}_{(1)} + O(z^2), \quad z \to 0,
\]
and find similarly \( \tilde{J}_{(0)21}(n) = 0 \),
\[
\tilde{J}_{(0)11}(n + 1) = \gamma_n \tilde{J}_{(0)11}(n), \quad \tilde{J}_{(0)22}(n + 1) = \gamma_n^{-1} \tilde{J}_{(0)22}(n),
\]
\[
\tilde{J}_{(0)12}(n + 1) = -u(n) \tilde{J}_{(0)11}(n + 1), \quad \tilde{J}_{(1)21}(n) = -u(n) \tilde{J}_{(0)22}(n).
\] (2.16)

We will now discuss the analytic of the Jost solutions. The spectral equation (2.7), as an iterative relation, can be written as
\[
J(n, z) = \nu(n) \lim_{N \to \infty} \prod_{l=0}^{N} (Z^{-1}(I - Q_l)) J(N + 1, z) Z^{N-n+1},
\] (2.17)
here and after we introduce two new functions $\nu_{\pm}(n)$ as following
\[
\nu_+(n) = \prod_{l=n}^{\infty} \gamma_l, \quad \nu_-(n) = \prod_{l=-\infty}^{n-1} \gamma_l. \quad (2.18)
\]
We note that the first column of the matrix equation (2.17) involves two positive power series in $z$, while the second column involves two negative power series in $z$. Thus the first column $J_{+,1}^{[1]}(n, z)$ of the Jost function $J_+$ is analytical for $|z| < 1$, denoted by $\mathbb{C}_I$, and the second column $J_{+,1}^{[2]}(n, z)$ is analytical for $|z| > 1$ or $(\mathbb{C}_O)$. By the same way one can show that the column $J_{-,1}^{[1]}(n, z)$ is analytical for $|z| > 1$ or $(\mathbb{C}_O)$. We introduce a matrix function
\[
\Phi_+(n, z) = \begin{pmatrix} J_{-}^{[1]} & J_{+}^{[2]} \end{pmatrix}
\]
which is analytical in $\mathbb{C}_O$ and solves the spectral equation (2.7).

It follows from the symmetry condition (2.11) that the rows $(J_-)^{-1}_{1}$ and $(J_+)^{-1}_{2}$ are analytical in $\mathbb{C}_I$. Thus the matrix function
\[
\Phi_-^{-1}(n, z) = \begin{pmatrix} (J_-)^{-1}_{1} & (J_+)^{-1}_{2} \end{pmatrix}
\]
is analytical in $\mathbb{C}_I$ and solves the adjoint spectral problem of (2.7).

By virtue of the definition (2.10) of the scattering matrix, we find
\[
\Phi_+(n, z) = J_\pm Z^n S_\pm Z^{-n}, \quad (2.19)
\]
where
\[
S_+ = \begin{pmatrix} a_+ & 0 \\ b_+ & 1 \end{pmatrix}, \quad S_- = \begin{pmatrix} 1 & b_- \\ 0 & a_- \end{pmatrix}.
\]
Hence, on use of (2.11), we obtain
\[
\det \Phi_+ = \det J_\pm \det S_\pm = a_+(z). \quad (2.20)
\]
Following the same procedure as the one used for $\Phi_+$, one obtains
\[
\Phi_-^{-1}(n, z) = Z^n T_\pm Z^{-n} J_\pm^{-1}, \quad \det \Phi_-^{-1}(n, z) = a_-(z),
\]
\[
T_+ = \begin{pmatrix} a_- & b_- \\ 0 & 1 \end{pmatrix}, \quad T_- = \begin{pmatrix} 1 & 0 \\ b_- & a_- \end{pmatrix}. \quad (2.21)
\]
Asymptotic formulae for these sectionally analytic functions can be derived from equations (2.13) to (2.16),

\[ \Phi_+(n, z) \to \Phi_+^{(0)}(n) = \begin{pmatrix} \nu_-(n) & 0 \\ -u(n-1)\nu_-(n) & \nu_+(n) \end{pmatrix}, \quad z \to \infty, \]  

(2.22)

and

\[ \Phi_-^{-1}(n, z) \to \Phi_-^{-(0)}(n) = \begin{pmatrix} \nu_-(n) & -u(n-1)\nu_-(n) \\ 0 & \nu_+(n) \end{pmatrix}, \quad z \to 0. \]  

(2.23)

where \( \nu_{\pm}(n) \) defined in (2.18). Indeed, to obtain equation (2.22), we know, from the definition of \( \Phi_+ \) and the asymptotic expansion (2.13), that

\[ \Phi_+^{(0)}(n) = \begin{pmatrix} J_0(0) - 11 \nu_0(n) - 22 \nu_2(n) \\ J_0(0) - 11 \nu_0(n) + 22 \nu_2(n) \end{pmatrix}, \quad z \to \infty; \]

(2.25)

which gives (2.22) in terms of the boundary condition (2.9). Equation (2.23) can be obtained from (2.16) in the same way.

We note that the symmetry condition about these sectionally analytic functions can be obtained from that of the Jost solutions as

\[ \Phi_+^T(n, z^-) = \Phi_-^{-1}(n, z). \]  

(2.24)

In addition, equations (2.19) and (2.20) imply that \( a_+(z) \) and \( a_-(z) \) are analytical in the domain of \( \mathbb{C}_O \) and \( \mathbb{C}_I \) respectively. Furthermore they admit the following asymptotic behavior

\[ a_+(z) \to \nu, \quad z \to \infty; \quad a_-(z) \to \nu, \quad z \to 0, \]  

(2.25)

where \( \nu = \nu_+(n)\nu_-(n) = \prod_{l=-\infty}^{\infty} \gamma_l. \)

It is noted that the potential \( u(n) \) can be reconstructed by the analytic functions. Indeed, from the first equation of (2.15), we find

\[ u = -\frac{J_{12}^{(1)}(n)}{J_{22}^{(0)}(n)} = -\lim_{z \to \infty} \frac{(z\Phi_+)(12)}{(\Phi_+)(22)} = -\frac{\Phi_+^{(1)}(12)}{\Phi_+^{(0)}(22)}, \]  

(2.26)

while the second equation of (2.15) is an identity.
2.2 RH problem and its regularization

Now we can introduce the RH problem

\[ \Phi^{-1}(n, z)\Phi(n, z) = Z^n G(z) Z^{-n}, \quad |z| = 1, \]

\[ G(z) = T_+ S_+ = T_- S_- = \begin{pmatrix} 1 & b_-(z) \\ b_+(z) & 1 \end{pmatrix}. \]  

(2.27)

The normalization of the RH problem is given by (2.22) which is noncanonical. Hence the dmKdV potential can be retrieved by virtue of the solution of RH problem.

In order to obtain the soliton solutions of the dmKdV equation, we take \( G(z) = I \) and suppose \( a_+(z) \) has simple zeros at \( z_j \in \mathbb{C}, \ j = 1, \cdots, N \). From the symmetry (2.24), we know that \( \det \Phi_+ (z_j) = 0, \ \det \Phi_-^{-1} (z_l^-) = 0, \ j, l = 1, \cdots, N \). In this case, problem (2.27) is called the RH one with zeros which can be solved by virtue of its regularization.

To obtain the relevant regular problem, we introduce a rational matrix function

\[ \chi_j^{-1} = I + \frac{z_j - z_j^-}{z - z_j} P_j, \quad P_j = \frac{|y_j\rangle \langle y_j|}{\langle \tilde{y}_j | y_j \rangle}, \]

where the eigenvector \( |y_j\rangle \) solves \( \Phi_+ (n, z_j) |y_j\rangle = 0 \). Since \( \Phi_+ (n, z_j) \) admits the linear system (2.7) and (2.8), then we have

\[ \Phi_+ (n, t, z_j) Z^{-1} (z_j) |y_j\rangle (n + 1, t) = 0, \]

\[ \Phi_+ (n, t, z_j) (|y_j\rangle - k_j \sigma_3 |y_j\rangle) (n, t) = 0, \]

which imply that

\[ |y_j\rangle (n, t) = Z^n (z_j) e^{k_j \sigma_3 t} |y_j\rangle_0, \quad k_j = (z_j - z_j^-)/2, \]

(2.28)

where \( |y_j\rangle_0 \) is an arbitrary constant vector. In addition, one finds that \( \langle \tilde{y}_j | \Phi_-^{-1} (n, z_l^-) \rangle = 0 \).

Therefore the product \( \Phi_+ (z) \chi_j^{-1} (z) \) is regular at the point \( z_j \) and \( \chi_l (z) \Phi_-^{-1} (z) \) is regular at \( z_l^- \), where

\[ \chi_l = I - \frac{z_l - z_l^-}{z - z_l^-} P_l. \]

(2.29)

The regularization of all the other zeros is performed similarly and eventually we obtain the following representation for the analytic solution

\[ \Phi_\pm = \phi_\pm \Gamma, \quad \Gamma = \chi_N \chi_{N-1} \cdots \chi_1, \]

(2.30)
where the holomorphic matrix functions \( \phi_\pm \) solve the regular RH problem
\[
\phi^{-1}_-(n, z) \phi_+(n, z) = I. \tag{2.31}
\]

We note that the soliton matrix \( \Gamma \) can be decomposed into simple fractions
\[
\Gamma = I - \sum_{j,l=1}^{N} \frac{1}{z - z_l} |y_j\rangle (D^{-1})_{jl} \langle \tilde{y}_l|, \quad D_{lj} = \frac{\langle \tilde{y}_l| y_j \rangle}{z_j - z_l}. \tag{2.32}
\]

In the following, we will establish the relationship between the solution of dmKdV equation and the soliton matrix. Taking into account the asymptotic formula (2.22) and the expression of \( \Gamma \) (2.32), we choose \( \Phi^{(0)}_+ = \phi_+ \). Then, in view of (2.30), we find
\[
\Gamma(n, z) = I + z^{-1} \Gamma^{(1)}(n) + O(z^{-2}), \quad z \to \infty. \tag{2.33}
\]
and \( \Phi^{(1)}_{+12}(n) = \nu_-(n) \Gamma^{(1)}_{12}(n) \). In addition, the assumption \( G(z) = I \) implies that \( b_\pm(z) = 0 \) and then \( a_+(z) a_-(z) = 1 \) in view of (2.12). From (2.25), we know that \( \nu = \nu_+(n) \nu_-(n) = 1 \). Hence the potential \( u(n) \) can be rewritten as
\[
u \left( n \right) = u_+(n) \nu_+(n) \nu_-(n) = \nu_2^2(n) \Gamma^{(1)}_{12}(n). \tag{2.34}
\]

Next we will establish the relationship between \( \nu_\pm \) and \( \Gamma \). Since \( G(z) = I \), the RH problem (2.27) reduces to \( \Phi_+ = \Phi_- \), from which we can consider the asymptotic behavior of \( \Phi_+ \) near \( z = 0 \). Indeed, the asymptotic formulae (2.21) and (2.22) imply that
\[
\Phi_+ \to \Phi_-^{(0)}(n) = \begin{pmatrix} \nu_+(n) & u(n-1) \nu_-(n) \\ 0 & \nu_-(n) \end{pmatrix}, \quad z \to 0.
\]
Thus from (2.30) we obtain
\[
\Gamma(n, z)|_{z=0} = (\Phi_+^{(0)})^{-1}(n) \Phi_+|_{z=0}
= \begin{pmatrix} \nu_2^2(n) & u(n-1) \\ u(n-1) & \nu_2^2(n-1) \end{pmatrix}, \tag{2.35}
\]
which implies that \( \nu_2^2(n) = \Gamma_{22}(n+1, z = 0) \). As a result, the potential \( u(n) \) takes the form
\[
u \left( n \right) = -\Gamma^{(1)}_{12}(n) \Gamma_{22}(n+1, z = 0). \tag{2.36}
\]
2.3 Complex soliton solutions

In this section, we will derive the soliton solutions of the dmKdV equation (1.1). To this end, we let

$$z_j = e^{ξ_j + iη_j}, \quad ξ_j > 0, \quad |y_j⟩_0 = \left( e^{a_j + iα_j} \right).$$

Hence the vector \(|y_j⟩, (j = 1, 2, \cdots, N)\) take the form

$$|y_j⟩ = e^{\frac{1}{2}(θ_j(n) + iφ_j(n))} \left( e^{\frac{1}{2}(X_j(n,t) + iφ_j(n,t))} \right), \quad (2.37)$$

where

$$X_j(n,t) = nξ_j + 2 \sinh ξ_j \cos η_j t + a_j,$$
$$φ_j(n,t) = nη_j + 2 \cosh ξ_j \sin η_j t + α_j,$$

with θ_j(n) = X_j(n,0), φ_j(n) = φ_j(n,0).

In particularly, for N = 1, equation (2.32) reduces to

$$Γ(n, z) = I - \frac{z_1 - z^*_1}{z - z^*_1} |y_1⟩⟨y_1|,$$ \quad (2.39)

from which we have the complex form of one-soliton solution to dmKdV equation

$$u(n,t) = \frac{z^2}{2} - \frac{1}{2} \text{sech}\{X_1(n+1,t) + iφ_1(n+1,t)\}. \quad (2.40)$$

For N = 2, we find

$$Γ^{(1)}(n, z) = -\frac{1}{\det D} \left\{ D_{22} |y_1⟩⟨y_1| - D_{21} |y_2⟩⟨y_1| \right. + D_{11} |y_2⟩⟨y_2| - D_{12} |y_1⟩⟨y_2| \right\}, \quad (2.41)$$

and

$$Γ(n, 0) = I + \frac{1}{\det D} \left\{ z_1 \left[ D_{22} |1⟩⟨1| - D_{21} |2⟩⟨1| \right] \right. \right.$$ \quad \left. + z_2 \left[ D_{11} |2⟩⟨2| - D_{12} |1⟩⟨2| \right] \right\}, \quad (2.42)

where \(\det D\) is obtained according to the definition of (2.32) and (2.37) as

$$\det D = ΞΩ_2(n), \quad Ξ = \left( \prod_{j,l=1}^{2} (z_j - z^*_l) \right)^{-1} \frac{2e^{θ_1 + θ_2 + i(φ_1 + φ_2)}}{z_1 z_2}. \quad (2.43)$$
and
\[
\Omega_2(n) = (z_1 - z_2)^2 \cosh \{\vartheta_1(n, t) + \vartheta_2(n, t)\}
\]
\[+ (z_1 z_2 - 1)^2 \cosh \{\vartheta_1(n, t) - \vartheta_2(n, t)\} - (z_1^2 - 1)(z_2^2 - 1), \]  
(2.44)

with
\[\vartheta_j(n, t) = X_j(n, t) + i\varphi_j(n, t).\]

In addition, from (2.37), (2.41) and (2.42), we know that
\[
\Gamma_{12}(n) = -\frac{V_2(n + 1)}{\Omega_2(n)}, \quad \Gamma_{22}(n, 0) = \frac{\Omega_2(n)}{\Omega_2(n + 1)},
\]  
(2.45)

where
\[
V_2(n) = (z_2 - z_1)(z_1 z_2 - 1) \left[ z_1(z_2^2 - 1) \cosh \{\vartheta_1(n, t)\} 
\right]
\]
\[\left. - z_2(z_1^2 - 1) \cosh \{\vartheta_2(n, t)\} \right]. \]  
(2.46)

Hence the solution of the plus type dmKdV equation for \(N = 2\) can be given by
\[
u(n) = \frac{V_2(n + 1)}{\Omega_2(n + 1)}. \]  
(2.47)

It is noted that the solution \(u(n)\) can also be derived through \(\Gamma_{12}(n + 1, z = 0)\) by (2.35). It is verified that the representations of solution by \(\Gamma_{12}(n + 1, z = 0)\) are same as the ones in (2.40) and (2.47).

3 Real solutions of the dmKdV equation

3.1 The spectral analysis

In the section, we consider the linear system (1.5) and assume that the solution \(u(n, t)\) is a real function. After the transformation
\[
J(n) = \varphi(n) e^{-\omega \sigma_3 t},
\]
the dmKdV equation allows the Lax representation:
\[
J(n + 1) = \gamma_n(E + Q_n)J(n)E^{-1}, \]  
(3.1)

and
\[
J_t(n) = \omega[\sigma_3, J(n)] + \hat{Q}_n J(n). \]  
(3.2)
We assume that the function $J(n, z)$ admits the following symmetry conditions

$$J^\dagger(n, \bar{z}) = J^{-1}(n, z), \quad \sigma_3 J(n, -z) \sigma_3 = J(n, z),$$  \hspace{1cm} (3.3)

where $\bar{z} = (z^*)^{-1}$ with $z^*$ denotes the complex conjugate of $z$.

The Jost functions $J_\pm(n, z)$ and the scattering matrix $S(z)$ can be introduced in the same way as in (2.9) and (2.10). It is readily verified that the matrices $J_\pm(n, z)$ and $S(z)$ are unimodular, and satisfy the symmetry conditions (3.3).

We note that similar considerations apply to the asymptotic behavior of the Jost functions $J_\pm(n, z)$, one find

$$J(n, z) = J^{(0)}(n) + z J^{(1)}(n) + O(z^{-2}), \quad z \to \infty,$$

$$J(n, z) = J^{(0)}(n) + z J^{(1)}(n) + O(z^2), \quad z \to 0,$$

where the diagonal matrices $J^{(0)}(n)$ and $J^{(0)}(n)$ admit the following iterative relations

$$J^{(0)}(n + 1) = \begin{pmatrix} \gamma_n & 0 \\ 0 & \gamma_n^{-1} \end{pmatrix} J^{(0)}(n), \quad J^{(0)}(n + 1) = \begin{pmatrix} \gamma_n^{-1} & 0 \\ 0 & \gamma_n \end{pmatrix} J^{(0)}(n).$$  \hspace{1cm} (3.5)

In addition, the solution can be constructed by

$$u(n) = -\frac{J^{(1)}(n)}{J^{(0)}(n)}.$$  \hspace{1cm} (3.6)

The analytical properties of the Jost functions $J_\pm(n, z)$ are the same as the ones in complex section above, and can be used to define the same sectionally holomorphic $\Phi_\pm(n, z)$ and $\Phi^{-1}_\pm(n, z)$ as (2.19) and (2.21) with $Z$ replaced by $E$. Furthermore, we have the symmetry condition about $\Phi_\pm(n, z)$

$$\Phi_\dagger^\pm(n, \bar{z}) = \Phi^{-1}(n, z),$$  \hspace{1cm} (3.7)

and the asymptotic behavior

$$\Phi_\pm(n, z) \to \Phi_\pm^{(0)}(n) = \begin{pmatrix} \nu_-(n) & 0 \\ 0 & \nu_+(n) \end{pmatrix}, \quad z \to \infty,$$  \hspace{1cm} (3.8)

and

$$\Phi^{-1}(n, z) \to \tilde{\Phi}_-^{(0)}(n) = \begin{pmatrix} \nu_-(n) & 0 \\ 0 & \nu_+(n) \end{pmatrix}, \quad z \to 0,$$  \hspace{1cm} (3.9)

where the real functions $\nu_\pm(n)$ are defined as in (2.18).
3.2 The regularization of the RH problem and the soliton solutions

The RH problem associated with $\Phi_\pm(n,z)$ can be constructed as in (2.27), while the normalization of the RH problem is given by (3.8).

In order to obtain the real soliton solutions of the dmKdV equation, we take $G(z) = I$ and suppose $a_\pm(z) = \det \Phi_\pm(n,z)$ has simple zeros at $\pm z_j \in \mathbb{C}_0$, $j = 1, \cdots, N$. From the symmetries (3.7), we know that $\det \Phi_\pm(\pm z_j) = 0$, $\det \Phi_\mp^{-1}(\pm \bar{z}_l) = 0$, $j, l = 1, \cdots, N$.

For convenience, we introduce the notations

$$k_{2j} = z_j, \quad k_{2j-1} = -z_j.$$

Then the soliton matrix can be written in the form

$$\Gamma(n,z) = \chi_{2N} \chi_{2N-1} \cdots \chi_2 \chi_1,$$  \hspace{1cm} (3.10)

where

$$\chi_l = I - \frac{k_l - \bar{k}_l}{z - k_l} P_l, \quad \chi_j^{-t} = I + \frac{k_j - \bar{k}_j}{z + k_j} P_j, \quad P_j = \frac{|j\rangle\langle j|}{\langle j|j\rangle},$$ \hspace{1cm} (3.11)

with the eigenvector $|j\rangle = |j\rangle^t$ and $|j\rangle$ solves $\Phi_+(n,k_j)|j\rangle = 0$. In this case, one may find that $|2j\rangle = \sigma_3|2j - 1\rangle$ and $P_{2j} = \sigma_3 P_{2j-1} \sigma_3$. Hence the product $\Phi_+(z) \chi_j^{-1}(z)$ is regular at the point $k_j$ and $\chi_l(z) \Phi_l^{-1}(z)$ is regular at $\bar{k}_l$.

Since $\Phi_+(n,z)$ solves the linear system (3.1) and (3.2), we know that the eigenvector $|j\rangle$ takes the form

$$|j\rangle(n,t) = E^n(k_j)e^{\omega_j \sigma_3 l}|j_0\rangle, \quad \omega_j = \omega(k_j).$$  \hspace{1cm} (3.12)

The regular RH problem can be derived similarly as (2.31) and (2.30), where the soliton matrix $\Gamma$ has the following decomposition

$$\Gamma = I - \sum_{j,l=1}^{2N} \frac{1}{z - k_l} |j\rangle(D^{-1})_j l\langle l|, \quad D_{lj} = \frac{\langle l|j\rangle}{k_j - k_l}.$$ \hspace{1cm} (3.13)

For $N = 1$, we take $z_1 = e^{\xi+i\eta}$, that is $k_2 = z_1, k_1 = -z_1$,

$$|2\rangle = \begin{pmatrix} e^{\theta+i\phi} \\ e^{-(\theta+i\phi)} \end{pmatrix}, \quad |1\rangle = \sigma_3 |2\rangle,$$ \hspace{1cm} (3.14)
where
\[ \theta = n\xi + \sinh 2\xi \cos 2\eta + \alpha, \quad \phi = n\eta + \cosh 2\xi \sin 2\eta + \beta. \quad (3.15) \]

In this case, the soliton matrix takes the form
\[ \Gamma(n, t, z) = I - \frac{D_-}{z - \bar{z}_1} - \frac{D_+}{z + \bar{z}_1}, \quad (3.16) \]

where
\[ D_- = \frac{z_1 - \bar{z}_1}{2} \begin{pmatrix} e^{\theta} & e^{2i\phi} \\ z_1 e^{i\theta} + \bar{z}_1 e^{-i\theta} & z_1 e^{i\theta} - \bar{z}_1 e^{-i\theta} \end{pmatrix}, \quad D_+ = -\sigma_3 D_- \sigma_3. \quad (3.17) \]

From (3.16) and (3.17), we have
\[ \Gamma(n, z = 0) = \frac{z_1 - \bar{z}_1}{z_1} \begin{pmatrix} z_1 e^{i\theta} + \bar{z}_1 e^{-i\theta} & 0 \\ z_1 e^{-i\theta} + \bar{z}_1 e^{i\theta} & 0 \end{pmatrix}, \quad (3.18) \]

and
\[ \Gamma^{(1)}(n) = -(z_1^2 - \bar{z}_1^2) \begin{pmatrix} 0 & e^{2i\phi} \\ z_1 e^{i\theta} + \bar{z}_1 e^{-i\theta} & 0 \end{pmatrix}, \quad (3.19) \]

where \( \Gamma^{(1)}(n) \) is defined by the asymptotic behavior
\[ \Gamma(n, z) = I + z^{-1} \Gamma^{(1)}(n) + O(z^{-2}), \quad z \to \infty. \quad (3.20) \]

Next we will give the solution of dmKdV equation (1.1) for \( N = 1 \). To this end, we take the asymptotic behavior of the sectionally holomorphic \( \Phi^+(n, z) \) as
\[ \Phi^+(n, z) = \Phi^{(0)}_+(n) + z^{-1} \Phi^{(1)}_+(n) + O(z^{-2}), \quad z \to \infty, \]

which together with \( \Phi^+(n, z) = \Phi^{(0)}_+(n) \Gamma(n, z) \) imply that \( \Phi^{(1)}_+(n) = \Phi^{(0)}_+(n) \Gamma^{(1)}(n) \).

Note that the solution \( u(n, t) \) can be rewritten as
\[ u(n, t) = -\frac{\Phi^{(1)}_+(n)}{\Phi^{(0)}_+(n)} = -\frac{\nu_-(n)}{\nu_+(n)} \Gamma^{(1)}_+(n), \quad (3.21) \]

in view of (3.6), (3.8) and the definition of \( \Phi^+(n, z) \). On the other hand, since \( S^\dagger(z) = S^{-1}(z), \det S(z) = 1, \) and \( a_+(z) = \det \Phi^+(n, z) \to \nu_+(n)\nu_-(n), \quad z \to \infty, \) as well as \( G(z) = I \) in the RH problem as in (2.27), then
\[ \nu = \nu_+(n)\nu_-(n) = 1. \quad (3.22) \]
Taking notice of the RH problem reduces to $\Phi_+ (n, z) = \Phi_- (n, z)$, which allows us to discuss the asymptotic behavior of $\Phi_+ (n, z)$ near $z = 0$,

$$\Phi_+ (n, z) \to \Phi^{(0)}_-(n), \quad z \to 0,$$

(3.23)

where $\Phi^{(0)}_-(n)$ defined in (3.9). Now using again $\Phi_+ (n, z) = \Phi^{(0)}_+(n) \Gamma(n, z)$, we know that

$$\Gamma(n, z = 0) = \begin{pmatrix} \nu^{-2}(n) & 0 \\ 0 & \nu^{2}(n) \end{pmatrix}.$$  

(3.24)

Hence the solution $u(n, t)$ can be reconstructed from (3.24), (3.22) and (3.26)

$$u(n, t) = -\Gamma_{22}(n, z = 0) \Gamma^{(1)}_{12}(n),$$  

(3.25)

For $N = 1$, we have the one soliton solution of dmKdV equation (1.1) from (3.18) and (3.19) as

$$u(n, t) = e^{2\xi} \sinh 2\xi \text{sech}(2\theta + \xi),$$  

(3.26)

in terms of the assumption $\eta + 2\phi = 0$, where $\theta$ and $\phi$ are defined in (3.15).

### 4 Gauge transformation

In this section, we discuss the Gauge transformation between the plus type dmKdV equation and the minus one. Here we confine ourselves to the system (1.4). In [6], the minus type dmKdV equation is the compatibility condition of the Lax pair

$$\chi(n + 1) = \tilde{L}_n \chi(n), \quad \chi_t(n) = \tilde{M}_n \chi(n),$$  

(4.1)

where $\tilde{L}_n = (I + U_n)Z$, $\tilde{M}_n = k\sigma_3 + \tilde{U}_n$ and

$$U_n = \begin{pmatrix} 0 & \tilde{u}(n) \\ \tilde{u}(n) & 0 \end{pmatrix},$$  

$$\tilde{U}_n = U_n + Z^{-1}U_{n-1}Z - U_n U_{n-1}.$$  

(4.2)

We let $\chi(n) = G_n \psi(n)$. If $\psi(n)$ and $Q_n$ solve the linear equations (1.4), then

$$\tilde{L}_n = G_{n+1} L_n G_n^{-1},$$  

$$\tilde{M}_n = G_{n+1} M_n G_n^{-1},$$  

(4.3)
and
\[ \tilde{u}(n) = -iu(n - 2), \] (4.4)

where \( L_n = (I + Q_n)Z, M_n = k\sigma_3 + \tilde{Q}_n - Q_nQ_{n-1} \) and
\[ G_n = \rho_n^\pm \begin{pmatrix} 1 - iu(n - 1)\tilde{u}(n)\lambda & -u(n - 1) - i\tilde{u}(n)\lambda \\ -\tilde{u}(n)\lambda + iu(n - 1)\lambda^2 & u(n - 1)\tilde{u}(n)\lambda + i\lambda^2 \end{pmatrix}, \] (4.5)

with
\[ \rho_n^+ = \prod_{k=n}^{+\infty} \frac{1 + u^2(k)}{1 - \tilde{u}^2(k)}, \quad \rho_n^- = \prod_{k=-\infty}^{-1} \frac{1 - \tilde{u}^2(k)}{1 + u^2(k)}. \]

Indeed, \( \tilde{L}_n = G_{n+1}L_nG_n^{-1} \) implies that the matrix \( G_n \) can be represented in the following form
\[ G_n = \begin{pmatrix} a_0(n) + a_1(n)\lambda & b_0(n) + b_1(n)\lambda \\ c_1(n)\lambda + c_2(n)\lambda^2 & d_1(n)\lambda + d_2(n)\lambda^2 \end{pmatrix}. \]

Then we have a set of equations
\[ a_0(n + 1)(1 + u^2(n)) = a_0(n)(1 - \tilde{u}^2(n)), \] (4.6a)
\[ b_0(n + 1) = -u(n)a_0(n + 1), \quad c_1(n) = -\tilde{u}(n)a_0(n), \] (4.6b)
\[ \tilde{u}(n)b_0(n) = u(n)c_1(n + 1) + d_1(n + 1) - d_1(n), \] (4.6c)
\[ d_2(n + 1)(1 + u^2(n)) = d_2(n)(1 - \tilde{u}^2(n)), \] (4.6d)
\[ b_1(n) = -\tilde{u}(n)d_2(n), \quad c_2(n + 1) = u(n)d_2(n + 1), \] (4.6e)
\[ a_1(n + 1) - a_1(n) - u(n)b_1(n + 1) = \tilde{u}(n)c_2(n), \] (4.6f)
\[ b_0(n) = u(n)a_1(n + 1) + b_1(n + 1) - \tilde{u}(n)d_1(n), \] (4.6g)
\[ c_2(n) = -\tilde{u}(n)a_1(n) + c_1(n + 1) - u(n)d_1(n + 1). \] (4.6h)

Hence, equation (4.6a) implies \( a_0(n) = \rho_n^\pm, \) then \( b_0, c_1 \) and \( d_1 \) can be obtained from (4.6b) and (4.6c). We take \( d_2(n) = \alpha\rho_n^\pm \) by (4.6d), then by (4.6e) and (4.6f), \( b_1, c_2 \) and \( a_1 \) is at hand, where \( \alpha \) is some constant. Thus \( G_n \) in (4.5) is obtained. In addition, the last two equation (4.6g) and (4.6h) product
\[ a\tilde{u}(n + 1) = u(n - 1), \quad \tilde{u}(n + 1) = -\alpha u(n - 1), \] (4.7)
in view of the identity $\rho_{n+1}^\pm(1 + u^2(n)) = \rho_n^\pm(1 - \tilde{u}^2(n))$. Thus (4.4) is proven. It is remarked that the second equation of (4.3) is valid for $G_n$ given by (4.5), since the gauge transformation between (1.4) and (4.1) implies

$$\tilde{L}_{n,t} - \tilde{M}_{n+1} \tilde{L}_n + \tilde{L}_n \tilde{M}_n = G_{n+1}(L_{n,t} - M_{n+1} L_n + L_n M_n) G_n^{-1}.$$ 

In this equation, $L_{n,t} - M_{n+1} L_n + L_n M_n = 0$ implies the plus type equation of (1.1), while $\tilde{L}_{n,t} - \tilde{M}_{n+1} \tilde{L}_n + \tilde{L}_n \tilde{M}_n = 0$ gives the minus one.

We note that the gauge transformation about the similar problem of (1.5) gives rise to

$$\tilde{u}(n) = -i u(n - 1).$$

Hence the solutions of minus type dmKdV equation can be obtained by (4.4) or (4.8) from the given plus ones. It is interesting to remark that the soliton solutions to minus type dmKdV equation can be also obtained without needing to consider the nonvanishing boundary conditions [31], and the solutions are complex value by equation (4.4) or (4.8) for above two cases.

Acknowledgments

Projects 11001250 and 11171312 are supported by the National Natural Science Foundation of China. The work of JY Zhu is partially supported by the Foundation for Young Teachers in Colleges and Universities of Henan Province.

References

[1] M. J. Ablowitz and J. F. Ladik, Nonlinear differential-difference equations, J. Math. Phys. 16, 598-603 (1975).

[2] M. J. Ablowitz and J. F. Ladik, A nonlinear difference scheme and inverse scattering, Stud. Appl. Math. 55, 213-229 (1976).

[3] M.J. Ablowitz and J.F. Ladik, Nonlinear differential-difference equations and Fourier analysis, J. Math. Phys. 17, 1011-1018 (1976).
[4] M. J. Ablowitz and J. F. Ladik, On the solution of a class of nonlinear partial
difference equations, Stud. Appl. Math. 57, 1-12 (1977).

[5] E. V. Doktorov, N. P. Matsuka and V. M. Rothos, Perturbation-induced radiation
by the Ablowitz-Ladik soliton, Phys. Rev. E 68, 066610 (2003).

[6] X.G. Geng and D. Gong, Quasi-periodic solutions of the discrete mKdV hierarchy,
Int. J. Geom. Methods M. 10, 1250094 (2013).

[7] A. Noguchi, H. Watanabe and K. Sakai, J. Phys. Soc. Jpn. 43, 1441-1446 (1977).

[8] K. Narita, Decoupling of the N-soliton solution for a new discrete MKdV equation,
Chaos, Solitons Fractals 4, 2237-2244 (1994).

[9] S. Palit and A. R. Chowdhury, On the Miura map for discrete integrable systems
J. Phys. A: math. Gen. 29, 2861-2867 (1996).

[10] C. Chandre, A comparison of two discrete mKdV equations, Physica Scripta 55,
129-130 (1997).

[11] K. Narita, Miura transformations between Sokolov-Shabat’s equation and the dis-
crete MKdV equation, J. Phys. Soc. Jpn. 66, 4047-4048 (1997).

[12] K. Narita, Multiple shock wave solution for new highly nonlinear difference-
differential equation related to the discrete MKdV equation, J. Phys. Soc. Jpn.
68, 1505-1507 (1999).

[13] A. Mukaihira, Y. Nakamura, Integrable discretization of the modified KdV equa-
tion and applications, Inverse Problems 16, 413-424 (2000).

[14] P. Liu, M. Jia and S. Y. Lou, Lax pair and exact solutions of a discrete coupled
system related to coupled KdV and coupled mKdV equations, Physica Scripta 76,
674-679 (2007).

[15] K. Narita, N-soliton solution of a lattice equation related to the discrete MKdV
equation, J. Math. Anal. Appl. 381, 963-965 (2011).

[16] M. J. Ablowitz and H. Segur, Solitons and the Inverse Scattering Transform
(SIAM, Philadelphia, 1981).
[17] N. N. Bogolyubov, A. K. Prikarpatskii and V. G. Samoilenko, Discrete periodic problem for the modified nonlinear Korteweg-de Vries equation, Soviet Physics - Doklady 26, 490-492 (1981).

[18] Q. Li, Q. Y. Duan and J. B. Zhang, Soliton solutions of the mixed discrete modified Korteweg-de Vries hierarchy via the inverse scattering transform, Physica Scripta 86, 065009 (2012).

[19] Q. Li, D. J. Chen, J. B. Zhang and S. T. Chen, Solving the non-isospectral Ablowitz-Ladik hierarchy via the inverse scattering transform and reductions, Chaos Solitons Fractals 45, 1479-1485 (2012).

[20] F. W. Nijhoff, G. R. W. Quispel and H. W. Capel, Direct linearization of nonlinear difference-difference equations, Phys. Lett. A 97, 125-128 (1983).

[21] J. f. Zhang and C. Q. Dai, Jacobian elliptic function method for nonlinear differential-difference equations, Chaos, Solitons Fractals 27, 1042-1047 (2006).

[22] Q. Yang and H. J. Zhang, Exact two-soliton solutions for discrete mKdV equation, Commun. Theor. Phys. 49, 1553-1556 (2008).

[23] X. Y. Wen and Y. T. Gao, Darboux transformation and explicit solutions for discretized modified Korteweg-de Vries lattice equation, Commun. Theor. Phys. 53, 825-830 (2010).

[24] Y. F. Zhang, J. Q. Mei and Y. C. Hon, Exact soliton solutions of the discrete modified Korteweg-de Vries (mKdV) equation, Phys. Essays 23, 276-284 (2010).

[25] Z. Wang and W. X. Ma, Discrete Jacobi sub-equation method for nonlinear differential-difference equations, Math. Method Appl. Sci. 33, 1463-1472 (2010).

[26] A. Ankiewicz, N. Akhmediev and J. M. Soto-Crespo, Discrete rogue waves of the Ablowitz-Ladik and Hirota equations, Phys. Review E 82, 026602 (2010).

[27] Y. Feng and H. Q. Zhang, Theta function solutions for two discrete equations, Commun. Nonlinear Sci. 15, 2267-2271 (2010).

[28] Z. N. Zhu, H. Q. Zhao and X. N. Wu, On the continuous limits and integrability of a new coupled semidiscrete mKdV system, J. Math. Phys. 52, 043508 (2011).
[29] K. Narita, Decoupling of the N-soliton solution for a new discrete mKdV equation, Chaos, Solitons Fractals 4, 2237-2244 (1994).

[30] S. F. Shen, J. Zhang and Y. X. Wang, New Jacobi-elliptic function solutions of the semi-discrete coupled mKdV system, Phys. Lett. A 343, 148-152 (2005).

[31] E. C. Shek and K. W. Chow, The discrete modified Korteweg-de Vries equation with non-vanishing boundary conditions: Interactions of solitons, Chaos Solitons Fractals 36, 296-302 (2008).

[32] C. M. Ormerod, Reductions of lattice mKdV to q-P-VI, Phys. Lett. A 376, 2855-2859 (2012).

[33] W. X. Ma, Complexiton solutions to the Korteweg-de Vries equation, Phys. Lett. A 301, 35-44 (2002).

[34] W. X. Ma and K. Maruno, Complexiton solutions of the Toda lattice equation, Physica A 343, 219-237 (2004).

[35] W. X. Ma, Complexiton solutions of the Korteweg-de Vries equation with self-consistent sources, Chaos Solitons Fractals 26, 1453-1458 (2005).

[36] W. X. Ma, Complexiton solutions to integrable equations, nonlinear Anal. 63, e2461-e2471 (2005).