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Abstract—Graph structured data often possess dynamic characteristics in nature, such as the addition of links and nodes, in many real-world applications. Recent years have witnessed the increasing attentions paid to dynamic graph neural networks for modelling graph data. However, almost all existing approaches operate under the assumption that, upon the establishment of a new link, the embeddings of the neighboring nodes should undergo updates to learn temporal dynamics. Nevertheless, these approaches face the following limitation: If the node introduced by a new connection contains noisy information, propagating its knowledge to other nodes becomes unreliable and may even lead to the collapse of the model. In this paper, we propose Ada-DyGNN: a robust knowledge Adaptation framework via reinforcement learning for Dynamic Graph Neural Networks. In contrast to previous approaches, which update the embeddings of the neighbor nodes immediately after adding a new link, Ada-DyGNN adaptively determines which nodes should be updated. Considering that the decision to update the embedding of one neighbor node can significantly impact other neighbor nodes, we conceptualize the node update selection as a sequence decision problem and employ reinforcement learning to address it effectively. By this means, we can adaptively propagate knowledge to other nodes for learning robust node embedding representations. To the best of our knowledge, our approach constitutes the first attempt to explore robust knowledge adaptation via reinforcement learning specifically tailored for dynamic graph neural networks. Extensive experiments on three benchmark datasets demonstrate that Ada-DyGNN achieves the state-of-the-art performance. In addition, we conduct experiments by introducing different degrees of noise into the dataset, quantitatively and qualitatively illustrating the robustness of Ada-DyGNN.

Index Terms—Dynamic graph neural networks, reinforcement learning, robust knowledge adaptation.

I. INTRODUCTION

Graph structured data are ubiquitous in a variety of domains, such as the Internet and the world-wide web [1], [2], [3], social networks [4], [5], [6], scientific citation networks [7], [8], [9], bioinformatics [10], [11], [12], and so on.

To better model graph structured data, graph neural networks have recently attracted increasing attention because of their advantages in dealing with complex relations or interactions. So far, many graph neural network approaches have been proposed in the past decade [13], [14], [15], [16], [17], [18], [19], [20]. The representative works include graph attention networks (GAT) [21], GraphSAGE [22], graph convolutional networks (GCN) [23], etc.

Graph neural networks mentioned above are originally designed for static graphs. However, graph structured data are often dynamic in nature in many real-world applications [24], [25], [26], [27], [28], [29], [30]. Thus, these static graph neural network models often fail in handling such graph data, due to their oversight of the temporal evolution. To address this issue, several dynamic graph neural networks have been successively proposed to learn the temporal dynamics [31], [32], [33], [34], [35], [36], [37], [38]. For instance, DyRep [31] formulates representation learning as a latent mediation process. It proposes a deep temporal point process model with two-time scales to effectively capture the temporal dynamics of observations. TGN [38] proposes an efficient framework to combine a memory-related module and graph-based operators for dynamic graphs. DyGNN [39] presents an approach for learning node representations when new links are added in the graph. It focuses on modeling the sequential information of edges and the time intervals between interactions to effectively propagate new information to the influenced nodes.

The aforementioned temporal graph neural network models have achieved promising performance on dynamic graphs of various domains. Typically, these models assume that the embeddings of neighbor nodes need to be updated to capture temporal dynamics once new links are added. As shown in Fig. 1, a new edge $e_{t}$ is established between interactive nodes $v_{1}$ and $v_{2}$. Previous methods usually aggregate the knowledge from the neighbor nodes of the two interactive nodes, and then propagate the knowledge to update their embeddings [38], [40], [41]. However, in many real-world dynamic graph applications, e.g., recommendation systems, nodes often contain noise, and outdated links between nodes may exist. In a recommendation system, users and items can be represented as the nodes of a graph. When an user clicks on an item, a link between them is established. An item clicked accidentally or mistakenly by an user can be treated as noise. Moreover, if a link exists for a long period (e.g., ten years), it is very likely that the link relation between the user and the item is outdated. In such cases, the aforementioned methods suffer from the following limitations:
If a neighbor node contains noisy information (e.g., \(v_7\) in Fig. 1), propagating its knowledge to other nodes based on the existing message-passing mechanism is evidently unreliable and may even lead to the collapse of the model. If certain existing linkage relations between nodes happen to be out of date, e.g., the edge \(e_0\) between \(v_1\) and \(v_3\) in Fig. 1, it is no longer suitable to propagate knowledge of \(v_0\) and \(e_0\) due to the obsolete information, when the new edge \(e_5\) is built. Thus, it is necessary to study how to mitigate the impact of noise or outdated links to effectively propagate new information and update node embeddings in dynamic graphs.

In this paper, we propose Ada-DyGNN: a reinforcement learning based knowledge adaptation framework for Dynamic Graph Neural Networks, to address the above challenges in a unified framework. When new connections between nodes are established, Unlike previous approaches that blindly update the embeddings of related nodes (e.g., neighbors), Ada-DyGNN dynamically and adaptively distinguish which nodes should be influenced and updated. Since determining whether one node should be updated will influence the subsequent neighbor nodes, we formulate the node update selection as a sequence decision problem. Moreover, the process of sampling which neighbors to update is discrete, posing a challenge for direct optimization through stochastic gradient descent-based methods [42]. In light of these, we attempt to address this problem via reinforcement learning, which excels in optimizing discrete sampling problems and can capture long-term dependencies and global effects. To optimize the policy network, we propose a new reward function to encourage the stability of local structures, defined based on neighbor similarity. In this way, we can adaptively determine when to propagate knowledge to other neighbor nodes, enabling to learn robust node representations.

The contributions of this work can be summarized as:

- We put forward Ada-DyGNN: a robust knowledge adaptation framework to capture temporal evolution for dynamic graph neural networks. To the best of our knowledge, our approach constitutes the first attempt to study how to adaptively select the nodes to be updated in dynamic graphs.

- We develop a reinforcement learning based method to adaptively distinguish which nodes should be updated, thereby avoiding bringing about the negative impact on the embeddings of the nodes. Moreover, we devise a new reward function for optimizing the policy network, so as to ensure the stability of the local structure in the evolution of dynamic graphs.

- Extensive experiments on three benchmark datasets demonstrate the effectiveness of Ada-DyGNN. Furthermore, we evaluate Ada-DyGNN on a dataset accompanying with different levels of noise, which clearly illustrates our model is robust to noise.

The rest of this paper is organized as follows. We review the related work in Section II and introduce the details of the proposed method in Section III. The results of experimental evaluation are reported in Section IV, followed by conclusion and future work in Section V.

II. RELATED WORK

In this section, we will briefly review the related works to our method, including static graph neural networks, dynamic graph neural networks and reinforcement learning.

A. Static Graph Neural Networks

Static graph neural networks have achieved promising results in learning static graph data. A variety of static graph neural networks have been proposed recently [21], [43], [44], [45], [46], [47], [48]. For example, GCN [23] is a graph convolutional neural network that proposes to conduct the convolution operation on graph data. GAT [21] takes advantage of the self-attention mechanism to aggregate neighbor information with different weights. GraphSAGE [22] designs an efficient neighbor sampling mechanism for aggregating information in large-scale graphs. The work in GIN [49] analyzes that the upper bound of the representation ability of graph neural networks is the Weisfeiler-Lehman isomorphism test [50], and builds a GNN model that could reach to this upper bound. APPNP [51] devises an efficient message propagation model on graph data based on the personalized PageRank [52]. The work in [53] effectively alleviates the over-smoothing issue and proposes a deep graph neural network, called GCNII. However, these static graph neural networks fail to learn the temporal patterns on dynamic graphs and are shown to be sub-optimal when learning on the dynamic graphs [38], [41].

B. Dynamic Graph Neural Networks

Dynamic graph neural networks aim to capture the temporal dynamics for updating the node embeddings, when new connections or links between nodes are established. Based on the properties of dynamic graphs, current dynamic graph neural networks can be roughly divided into two categories [54], [55], [56], [57]: discrete-time based methods and continuous-time based methods. The earlier works on dynamic graph mainly focus on the discrete-time method, where the dynamic graphs are regarded as a series of snapshots. The static graph neural network models can be then applied to these snapshots [58], [59], [60], [61], [62], [63]. For instance, DynGEM [64] uses a deep auto-encoder to incrementally generate stable node embeddings over time on dynamic graphs. DynamicTriad [65] aims to capture triad structures in dynamic graphs.
A dynamic graph consists of nodes and chronological edges as the sequence of actions until our interest. Notations used in this paper summarize the notations used in this paper. A node represents a user, and an edge represents a connection between them. The timestamp of an interaction is denoted as $t_x$.

The graph is updated when a new interaction occurs. Note that the set of nodes at timestamp $t$ is denoted as $V_t$. The set of nodes at timestamp $t$ and its first-order neighbors at timestamp $t$ are denoted as $N_1(t)$ and $N_2(t)$, respectively. The union of $N_1(t)$ and $N_2(t)$ at timestamp $t$ is denoted as $N_3(t)$. The representation of node $v_i$ at timestamp $t$ is denoted as $m(t)$.

### A. Preliminaries

**Notations:** A dynamic graph consists of nodes and chronological edges. We define $V = \{v_1, v_2, \ldots, v_n\}$ as the entire node set and $E(t) = \{(v_1, v_2), (v_2, v_3), \ldots, (v_{n-1}, v_n)\}$. Let $t_1 = 0$ and $t_2 = \ldots = t_m = t$. The node embeddings at time $t$ are denoted as $X(t) = \{x_1(t), x_2(t), \ldots, x_n(t)\}$. $x_i(t) \in \mathbb{R}^{d_{in}}$ denotes the embedding of node $v_i$ at timestamp $t$, where $d_{in}$ is the dimension of $x_i(t)$. Table I summarizes the notations used in this paper.

**Problem Definition:** As the graph evolves, i.e., new edges are continuously added, the inherent properties of nodes will change over time. Dynamic graph neural networks aim to capture the temporal evolution in dynamic graphs to continuously update node embeddings. The task can be specifically defined as follows: before a certain timestamp $t_i$, we observe a sequence of historical edge sets of a dynamic graph, $\{E(1), \ldots, E(t)\}$, and temporal node embedding matrices $\{X(1), \ldots, X(t)\}$. At time $t$, a new edge $\{v_s, v_d, t\}$ is added to the graph. Note that the new edge may link two existing nodes, or build a connection to a new node. Our goal is to design a robust knowledge propagation mechanism to obtain the updated embeddings $X(t)$ of the nodes in the dynamic graph. Note that when deleting an edge, robust knowledge adaptation can be resolved similarly to edge addition. Here, we mainly introduce the method when the edge is added.

### B. Time-Aware Attentional Aggregating Module

To utilize the temporal information, we construct a time-aware attentional aggregating module to propagate neighborhood information. Specifically, when a new interaction $\{v_s, v_d, t\}$ occurs, we first calculate the message $m_{s,t}$ for nodes $v_s$ and $v_d$, respectively. We mainly introduce how to calculate $m_{s,t}$. The method for $m_{s,t}$ is the same. We set $v_s$ as the central node, and assume the historical interactions on $v_s$ are $\{v_s, v_1, t_1\}, \ldots, \{v_s, v_k, t_k\}$. Note that we do not distinguish the direction of interaction on neighborhoods. The time intervals for the neighbors of the central node are $\Delta t_1 = t - t_1, \Delta t_2 = t - t_2, \ldots, \Delta t_k = t - t_k$. The time interval on the central node is 0. Based on the fact that the impact of interactions with different time intervals can vary to a great extent, a newer interaction...
should have greater influence on the graph than an older one. Thus, we utilize a simple time-decay function \( \phi(\Delta t) = \frac{1}{1 + \Delta t} \) to reach this goal. Our time-aware attentional aggregating module combines the attention mechanism with temporal-related prior information, in order to more effectively aggregate neighborhood information for node embedding learning. The time-aware attentional coefficients can be computed as:

\[
\alpha_{si} = \frac{\exp(\sigma(a^T[W_g x_s(t)]||\phi(\Delta t_j)W_g x_s(t)))}{\sum_{j \in \mathcal{N}_s(t)} \exp(\sigma(a^T[W_g x_s(t)]||\phi(\Delta t_j)W_g x_j(t)))},
\]

(1)

where \( \alpha_{si} \) denotes the time-aware attentional coefficient between node \( v_s \) and \( v_i \), and it measures the importance of \( v_i \) to \( v_s \) by additionally taking the time interval into consideration. \( W_g \in \mathbb{R}^{d_w \times d_v} \) is a learnable weight matrix. \( a \in \mathbb{R}^{d_v} \) is a learnable weight vector. \( \sigma \) is the LeakyReLU activation function. \( \| \) represents the concatenation operation.

Then, we aggregate the neighborhood information to calculate the message of source node \( v_s \) as:

\[
\mathbf{m}_s(t) = \sigma_1 \left( \sum_{i \in \mathcal{N}_s(t)} \alpha_{si} \phi(\Delta t_j)W_g x_i(t) \right),
\]

(2)

where \( \mathbf{m}_s(t) \) is the message of source node \( v_s \), with the dimension of \( \frac{d_m}{2} \). \( \sigma_1 \) is the ReLU activation function.

Similarly, we calculate the message of the destination node \( v_d \) in the same way as:

\[
\mathbf{m}_d(t) = \sigma_1 \left( \sum_{i \in \mathcal{N}_d(t)} \alpha_{di} \phi(\Delta t_i)W_g x_i(t) \right),
\]

(3)

where \( \mathbf{m}_d(t) \) is the message of the destination node \( v_d \), with the dimension of \( \frac{d_m}{2} \).

Next, we integrate the two messages \( \mathbf{m}_s(t) \) and \( \mathbf{m}_d(t) \), together with the edge feature \( e(t) \) as the interaction message at timestamp \( t \).

\[
\mathbf{m}(t) = \mathbf{m}_s(t) || \mathbf{m}_d(t) || \sigma_1(W_e e(t)),
\]

(4)

where \( W_e \in \mathbb{R}^{d_m \times d_e} \) is a learnable weight matrix. Note that \( e(t) \) is initialized as the zero vector when the edge feature is not available in the dynamic graph. The interaction message \( \mathbf{m}(t) \in \mathbb{R}^{2d_m} \) encompasses information from the edge between \( v_s \) and \( v_d \), as well as their respective neighborhoods at timestamp \( t \).

Upon establishing the connection between \( v_s \) and \( v_d \), we compute the intermediate states of both central nodes and neighbor nodes by leveraging the interaction message \( \mathbf{m}(t) \). We propose the following time-aware attention mechanism to discern the
influence of the interaction message $m(t)$ on each node:

$$
\beta_i = \frac{\exp(\sigma_2(\phi(\Delta t_i) x_i(t) \mathbf{W}_p m(t)))}{\sum_{j \in \mathcal{N}_{i\neq d}(t)} \exp(\sigma_2(\phi(\Delta t_j) x_j(t) \mathbf{W}_p m(t)))},
$$

(5)

$$
\mathbf{h}_i(t) = \beta_i \mathbf{W}_p \mathbf{m}(t),
$$

(6)

where $\beta_i$ is the attentional coefficient of node $v_i$. It measures the influence of the interaction message $m(t)$ on $v_i$. $\sigma_2$ is the Sigmoid activation function. $\mathbf{h}_i(t) \in \mathbb{R}^{d_e}$ is the intermediate state of $v_i$. It will be sent to our reinforced neighbor selection module as a part of the inputs. $\mathbf{W}_p \in \mathbb{R}^{d_e \times 2d_e}$ is a learnable weight matrix. Note that we use the term $x_i(t) \mathbf{W}_p m(t)$ to calculate $\beta_i$ in (5). The reason for choosing the inner product function is that $x_i(t)$ and $m(t)$ belong to different spaces, as indicated by (2) and (3). In (2) and (3), we first learn a matrix $\mathbf{W}_g$ to map $x_i(t)$ to another feature space, and then aggregate neighbor information to obtain the message $m(t)$. Therefore, in order to effectively calculate $\beta_i$, we aim to learn another transformation matrix $\mathbf{W}_p$ to project $m(t)$ to the same space as $x_i(t)$. Subsequently, we utilize the inner product between $x_i(t)$ and $\mathbf{W}_p m(t)$ to measure their similarity.

C. Reinforced Neighbor Selection Module

In a dynamic graph, as new edges are added continuously, the inherent properties of nodes will vary over time. Thus, the embeddings of the two interactive nodes might need to be updated, and the neighbors of central nodes (i.e., the two interactive nodes) might be influenced. Previous studies, such as [39], attempt to update the embeddings of the central nodes and all of their neighborhoods once a new edge is established. However, such a learning strategy is not reasonable in many real-world applications, due to the following reasons: if the neighbor node contains noisy information, it might not be helpful to propagate its information to other nodes. In contrast, such a propagation mechanism could lead to the collapse of the learning model. Moreover, some linkage relations between nodes might happen to be out of date as the graph is evolving, thus it might be not suitable to propagate new information between them.

Based on the above consideration, we attempt to adaptively select neighbors to update. Note that, since sampling which of neighbors to update is discrete, we could not optimize it through stochastic gradient descent based methods [42], [82]. More importantly, the process of deciding whether neighbor nodes should be updated or retained can be regraded as a sequence decision problem. Thus, we address this problem via reinforcement learning, which is good at optimizing discrete problem and can capture long-term dependencies and global effects for making decisions. As shown in Fig. 2, we construct the environment by the dynamic graph and the time-aware attentional aggregating module. When a new interaction occurs, the agent receives states from the environment, which are the concatenation of the interaction messages and the intermediate embeddings. Then, the agent takes actions based on current states and a learned policy network, which can determine whether to update or retain the embedding for each node. After that, new embeddings of the influenced nodes can be obtained based on the intermediate state and a MLP. Finally, we maximize the reward to optimize the policy network. Reinforcement learning mainly consists of three elements: state, action, reward. Next, we will introduce them in detail.

State: When an interaction $(v_s, v_d, t)$ occurs at time $t$, we compute the state $s_i(t)$ for each node $v_i \in \mathcal{N}_{i\neq d}(t)$. The state $s_i(t)$ is composed of the following two kinds of features:

- the node embedding $x_i(t)$.
- the intermediate state $\mathbf{h}_i(t)$ of node $v_i$.

The former summarizes the history information of node $v_i$ until timestamp $t$. The latter represents the received message with distinguishing impact. The state $s_i(t)$ can be expressed as:

$$
s_i(t) = \mathbf{h}_i(t) || x_i(t).
$$

(7)

Action: The action of the agent is denoted as $a_i \in \{0, 1\}$, representing whether the agent decides to update the node $v_i$ or not. $a_i = 1$ stands for the agent decides to update the representation of node $v_i$, while $a_i = 0$ means that the agent decides to keep the representation of node $v_i$. $a_i$ is sampled according to a probability distribution produced by a learned policy network $\pi$, which consists of two fully-connected layers. Formally, the policy $\pi(s_i(t))$ is calculated as follows:

$$
\pi(s_i(t)) = \sigma_2(\mathbf{W}_1 \sigma_1(\mathbf{W}_2 s_i(t))),
$$

(8)

where $\sigma_1$ and $\sigma_2$ are ReLU and sigmoid activation functions respectively. $\mathbf{W}_1 \in \mathbb{R}^{1 \times d_e}$ and $\mathbf{W}_2 \in \mathbb{R}^{d_e \times 2d_e}$ are two learnable weight matrices. When a node $v_i \in \mathcal{N}_{i\neq d}(t)$ is determined to be updated, we utilize its previous embedding $x_i(t)$ and its intermediate state $\mathbf{h}_i(t)$ to obtain its updated embedding. The new embedding $x_i(t+)$ of $v_i$ can be calculated as:

$$
x_i(t+) = \sigma_1(\mathbf{W}_u (x_i(t)||\mathbf{h}_i(t))),
$$

(9)

where $\mathbf{W}_u \in \mathbb{R}^{d_e \times 2d_e}$ is a learnable weight matrix. If the agent decides to retain its embedding, its embedding $x_i(t+)$ will be kept as:

$$
x_i(t+) = x_i(t).
$$

(10)

Note that the initial embedding of $x_i$, i.e., $x_i(0)$, is initialized randomly.

Reward: Given that graph datasets typically include topological relationships, we leverage the inherent structure of the graph to define rewards for the generalization of our method. Motivated by the previous work [64] that has proven the importance of the stability of node embeddings for dynamic graphs and defined the stability by directly measuring the embedding difference between adjacent snapshots, we believe that a high similarity between node embeddings can indicate better retention of historical topological information. Thus, we define the stability of the local structure by requiring the embeddings of the center node and its neighbor nodes to be as similar as possible. Meanwhile, we regard the stability of the local structure as our reward, defined as:

$$
r = \frac{\sum_{i \in \mathcal{N}_s(t)} \cos(x_s(t+), x_i(t+))}{|\mathcal{N}_s(t)|} + \frac{\sum_{i \in \mathcal{N}_d(t)} \cos(x_d(t+), x_i(t+))}{|\mathcal{N}_d(t)|},
$$

(11)
where \( N^s_u(t) \) and \( N^d_u(t) \) represent the neighbor set of node \( v_u \) and node \( v_i \) at timestamp \( t \), respectively. \(|N^s_u(t)|\) and \(|N^d_u(t)|\) represent the size of \( N^s_u(t) \) and \( N^d_u(t) \), respectively. \( \cos(\cdot) \) is the cosine similarity function. The first part of the reward measures the similarity between the embeddings of source node \( v_u \) and its temporal neighbor nodes at timestamp \( t \), while the second part measures the similarity between the embeddings of destination node \( v_d \) and its temporal neighbor nodes at timestamp \( t \). By maximizing the reward \( r \), we can preserve the historical topological information and maintain the stability of local structures, so as to achieve robust knowledge adaptation in dynamic graphs.

**Optimization**: We optimize our policy network by self-critical training [77], which has been widely used on sequential tasks such as sequential recommendation [82]. We adopted the self-critical training because it adds an inference time baseline on the basis of the REINFORCE algorithm [76] to normalize the rewards, which could speed up convergence. Fig. 3 shows the training details of our policy network. We take actions independently with two different strategies as shown in Fig. 3. The first strategy is a baseline, which greedily update node with the probability great than or equal to 0.5. The second strategy samples the actions from the probability distributions, which is the actual action we taken on propagation. The acquired rewards for the greedy strategy and sampling strategy are \( \hat{r} \) and \( r \), respectively. Finally, we optimize the policy network by:

\[
\theta \leftarrow \theta + \eta \frac{1}{|N^s_u(t)|} \sum_{i \in N^s_u(t)} (r - \hat{r}) \nabla \theta \log \pi_{\theta}(s_i(t)), \tag{12}
\]

where \( \theta \) are the learned parameters of the policy network \( \pi \), \(|N^s_u(t)|\) is the size of \( N^s_u(t) \), and \( \eta \) is the leaning rate.

**D. Model Training**

The time-aware attentional aggregating module and the reinforced neighbor selecting module are jointly optimized during training. Algorithm 1 lists the details of the training procedure of our method. At the beginning of each epoch, the node embeddings are randomly initialized since the raw node features are unavailable. Following [38], [41], we randomly initialize the embeddings with a fixed seed to ensure the initialized values are the same at timestamp 0. It is important to note that the node embeddings are not treated as learnable parameters. Instead, they are initialized with a fixed value at timestamp 0, and subsequently dynamically updated by our Ada-DyGNN as the dynamic graph evolves. Especially, when a new edge \( (v_u, v_d, t) \) is established, we first calculate the interaction message by the time-aware attentional aggregating module. After that, for each node in \( N^s_u(t) \), we calculate its intermediate state. Then, we concatenate the node embedding and the intermediate state to obtain the RL state. The state is then fed into the policy network to generate the policy distributions. According to the policy distributions, we calculate the rewards to optimize the policy network with the self-critical training method. Finally, we sample a negative node \( v_n \), and construct a negative edge \( (v_u, v_n, t) \). We use the cross-entropy loss to optimize the time-aware attentional aggregating module, defined as:

\[
L_{ce} = -\log(\sigma_2(x_u(t)^T x_d(t+))) - \log(\sigma_2(1 - x_u(t)^T x_u(t+))), \tag{13}
\]

where \( \sigma_2 \) is the sigmoid activation function.

Note that the selection of node updates in the RL component is restricted to the neighbors of the central node; that is, we do not choose the negative sample for updating when new links are added. Consequently, we do not incorporate negative examples when calculating the reward function in (11).

**IV. Experiments**

To demonstrate the effectiveness of our model, we conduct extensive experiments on three real-world temporal graph datasets for future link prediction tasks. To further evaluate our model, we compare it with the state-of-the-art baselines.
A. Experiment Setup

1) Datasets: We use three real-world datasets in our experiments: UCI [83], Wikipedia [40] and Reddit [40]. The statistics of these three datasets are shown in Table II.

**UCI dataset**: UCI is a directed graph dataset that describes the online message communications among student users on an online platform at the University of California, Irvine. In the UCI dataset, the nodes represent users, and the edges signify message communications between users on the online platform.

**Wikipedia dataset**: The Wikipedia dataset is a bipartite graph that illustrates editing interactions between users and web pages in a free online encyclopedia Wikipedia. The nodes represent both users and web pages in Wikipedia. An interaction in this dataset denotes a user editing a Wikipedia web page.

**Reddit dataset**: The Reddit dataset is also a bipartite graph that records posting interactions in a large online platform of topic communities, Reddit. The nodes represent Reddit users and sub-reddits. When a user posts a passage to a sub-reddit, a new edge is created between the user and the sub-reddit.

2) Baselines: We compare our method with 9 baselines: GCN [23], GraphSAGE [22], GAT [21] are three static GNN models, which could not leverage temporal information. For performing the three baselines, we regard the dynamic graphs as a series of static graphs by disregarding temporal information. DyGNN [39], DyRep [31], CTDNE [54], TGAT [41], Jodie [40], TGN [38] are six dynamic graph neural networks. We provide a brief introduction to these methods as follows:

- **GCN [23]** is a neural network that operates the convolution operation on graph structured data. It has made breakthroughs in the semi-supervised node classification task.
- **GraphSAGE [22]** can learn node representations in a large graph with limited computing resources by designing an efficient neighbor sampling mechanism.
- **GAT [21]** applies the self-attention mechanism to assign different weights to different neighbors for effectively aggregating neighbor information.
- **DyGNN [39]** is composed of an update component and a propagation component based on memory cells to process dynamic graph data. It could capture the temporal information as the dynamic graph evolves.
- **DyRep [31]** is a representation learning method based on temporal point process for dynamic graphs.
- **CTDNE [54]** is a transductive method for dynamic graphs, which takes advantage of the random walk to obtain the embeddings of the nodes.
- **TGAT [41]** is a variant of GAT tailored for dynamic graphs. It can infer node representations in the inductive setting.
- **Jodie [40]** is a coupled recurrent neural network model. It learns embedding from node’s trajectory to predict future interactions.
- **TGN [38]** is a generic continuous-time inductive framework for temporal graph networks with well-designed memory modules and graph-based operators.
- **Ada-DyGNN** is our proposed method that aims to devise a robust knowledge adaptation mechanism for dynamic graphs. Ada-DyGNN can adaptively select the neighbor nodes to be updated via reinforcement learning, as the graph evolves.

3) Evaluation Metrics: Following [38], [39], we evaluate the performance of the compared methods on future link prediction tasks from the following two perspectives:

- **Mean Reciprocal Rank (MRR)**: We utilize a ranking metric, Mean Reciprocal Rank (MRR), to evaluate the performance. The calculation method can be expressed as follows: for each edge \((v_s, v_t, t)\) in the testing set as the positive sample, we fix \(v_s\) and replace \(v_t\) by other nodes \(v_n\) in the entire node set \(V\), as negative samples \((v_s, v_n, t)\). Then we rank the \(|V|\) samples (one positive sample and \(|V| - 1\) negative samples) in the descending order by the cosine similarity between node pairs. Mathematically, MRR can be expressed as:

\[
MRR = \frac{1}{M} \sum_{i=1}^{M} \frac{1}{\text{rank}_i}
\]

where \(M\) is the number of edges in the testing set, and \(\text{rank}_i\) is the rank of the \(i^{th}\) testing edge out of all the \(|V|\) samples. A higher MRR score corresponds to better performance.

- **AP and AUC**: We use two popular classification metrics, Average Precision (AP) and Area Under Curve (AUC), to evaluate the performance. In this context, the link prediction between two nodes is regarded as a binary classification task. Unlike ranking, we generate one negative sample for each testing edge when calculating AP and AUC.

Note that AP and AUC measure the positive sample with a single negative sample, while MRR compares it with a mass of negative samples (equal to the size of \(V\)). Therefore, MRR is more challenging than AP and AUC.

4) Implementation Details: We use the Adam optimizer [84] to train our model. The early stopping strategy is adopted with a patience on validation sets of 10 epochs. The dropout rate is set to 0.5 and the learning rate is set to 0.0001. Both dimensions, \(d_n\) and \(d_m\), are consistently set to 64 throughout the experiment. On the three real-world datasets, the degree of nodes varies dramatically. For the sake of the efficiency and parallel processing ability, our reinforced neighbor selection module only samples the most \(k = 200\) recent interaction neighbors. We also perform the experiments to show the performances of our method with different values of \(k\). In our experiment, we study our method in both transductive and inductive settings. In both settings, we use the first 80% of the edges as the training set, 10% of the edges as the validation set and the rest 10% edges as the testing set. Differently, in the inductive setting we predict future edges.

**TABLE II**

| Statistics of Three Real-World Graph Datasets |
|---------------------------------------------|
| Dataset         | UCI | Wikipedia | Reddit |
| Number of nodes | 1899 | 9227      | 10984  |
| Number of edges | 59835| 157474    | 672447 |
| Time duration   | 194 days | 1 month  | 1 month |
of nodes never seen in the training set, while in the transductive setting we predict future edges of nodes observed in the training set. We run each experiment 10 times, and report the average results.

B. General Performance

Table III, IV and V list the experimental results. As shown in Table III, our Ada-DyGNN model consistently outperforms all the static and dynamic approaches in terms of MRR. This illustrates that designing robust knowledge adaptation mechanism is beneficial to dynamic graph neural networks. For the transductive setting, our Ada-DyGNN relatively improves the performance by 217.0%, 2.2%, 50.2% in terms of MRR over DyRep which in general achieves the second best results based on Table III on the UCI, Wikipedia, Reddit datasets, respectively.

For the inductive setting, our Ada-DyGNN relatively improves the MRR by 437.0%, 2.6%, 20.2% times over DyRep on the UCI, Wikipedia, Reddit datasets, respectively. The dynamic graph neural network models, including DyRep, TGAT, Jodie, TGN and our Ada-DyGNN, generally achieve better performance than three static models GCN, GraphSAGE and GAT, which demonstrates the necessity of capturing temporal information in dynamic graphs. On the Wikipedia and Reddit datasets, CTDNE and DyGNN obtain worse results over the static models. We guess that this may be because CTDNE and DyGNN fail to model the edge features, leading to the information loss. Tables IV and V show the experiment results in terms of AP and AUC for the future link prediction task. Our Ada-DyGNN still achieves the best performance over the baselines under all the cases. Thus, we can come to the same conclusion as the above statement.
Fig. 4. Actions taken by our neighbor selection module under different levels of noise.

### C. Ablation Study

In this subsection, we perform ablation study to verify the effectiveness of our two components: 1) time-aware attentional aggregating module which consists of one aggregate process for calculating the interaction message and one information propagation process for calculating the intermediate embeddings, as shown in Fig. 2; 2) the reinforced neighbor selection module. We design two variants for the attention based module, and three variants for the neighbor selection strategies as:

- Ada-DyGNN-agg-w.o.-time: we remove the time-decay coefficient in the aggregate process.
- Ada-DyGNN-pro-w.o.-time: we remove the time-decay coefficient in the information propagation process.
- Ada-DyGNN-select-all: we update all the neighbors of the interacted nodes.
- Ada-DyGNN-select-none: we do not update any neighbors of the interacted nodes.
- Ada-DyGNN-select-random: we randomly update the neighbors of the interacted nodes.

We conduct the ablation study on the three datasets in both transductive and inductive settings. Tables VI and VII show the experimental results. Ada-DyGNN performs better than Ada-DyGNN-agg-w.o.-time and Ada-DyGNN-pro-w.o.-time, indicating that time-related information can boost the performance of our method. In addition, Ada-DyGNN outperforms the methods using three neighbor selection variants, which demonstrates our robust knowledge adaptation mechanism can effectively determine when to propagate knowledge to other nodes, enabling to learn robust node representations.

### D. Visualizations of Robustness

In order to intuitively understand our reinforced neighbor selection module, we design a robustness visualization experiment by showing the actions output by the policy network under different levels of noise added to the UCI dataset. As shown in Fig. 4, the variance $\sigma^2$ of the Gaussian noise is set to 0, 0.01, 0.03, and 0.1 from left to right. The red point is the central node, into which we add the above noise. The noisy information would be blindly propagated to the yellow node and its all neighborhoods if using previous methods. In Fig. 4, we observe that, in the yellow node’s neighborhoods, the number of nodes selected to be updated decreases as the level of noise increases when using our method. This indicates that the noisy information could be prevented to some extent by our method, such that the negative influence can be lowered, and thus our method is robust to noise.
Fig. 5. Reward curves of our method on the UCI, Wikipedia, and Reddit datasets, respectively.

Fig. 6. Loss curves of our method on the UCI, Wikipedia, and Reddit datasets, respectively.

TABLE VIII

| Models     | Settings | $\sigma^2 = 0$ | $\sigma^2 = 0.01$ | $\sigma^2 = 0.03$ | $\sigma^2 = 0.1$ | $\sigma^2 = 0.3$ |
|------------|----------|----------------|-------------------|-------------------|-----------------|-----------------|
|            |          | MRR  | DEC | MRR  | DEC | MRR  | DEC | MRR  | DEC | MRR  | DEC |
| DyRep      | Transductive | 0.0312 | 0.0311 | 0.3% | 0.0305 | 2.2% | 0.0268 | 14.1% | 0.0152 | 51.7% |
|            | Inductive    | 0.0165 | 0.0164 | 0.6% | 0.0164 | 0.6% | 0.0161 | 2.4% | 0.0126 | 23.6% |
| TGN        | Transductive | 0.0159 | 0.0158 | 0.6% | 0.0156 | 1.9% | 0.0141 | 11.3% | 0.0111 | 30.2% |
|            | Inductive    | 0.0143 | 0.0142 | 0.7% | 0.0140 | 2.1% | 0.0116 | 18.9% | 0.0081 | 43.4% |
| Ada-DyGNN  | Transductive | 0.0989 | 0.0988 | 0.1% | 0.0981 | 0.8% | 0.0958 | 3.1% | 0.0941 | 5.0% |
|            | Inductive    | 0.0886 | 0.0885 | 0.1% | 0.0884 | 0.2% | 0.0878 | 0.9% | 0.0855 | 3.5% |

TABLE IX

| Models     | Settings | $\sigma^2 = 0$ | $\sigma^2 = 0.01$ | $\sigma^2 = 0.03$ | $\sigma^2 = 0.1$ | $\sigma^2 = 0.3$ |
|------------|----------|----------------|-------------------|-------------------|-----------------|-----------------|
|            |          | AP  | DEC | AP  | DEC | AP  | DEC | AP  | DEC | AP  | DEC |
| DyRep      | Transductive | 0.5507 | 0.5448 | 1.1% | 0.5426 | 1.5% | 0.5395 | 2.0% | 0.5273 | 4.2% |
|            | Inductive    | 0.5074 | 0.4993 | 1.6% | 0.4990 | 1.6% | 0.4981 | 1.8% | 0.4944 | 2.6% |
| TGN        | Transductive | 0.5499 | 0.5465 | 0.4% | 0.5365 | 1.6% | 0.5273 | 2.7% | 0.5081 | 4.9% |
|            | Inductive    | 0.5140 | 0.5137 | 0.1% | 0.5094 | 0.6% | 0.5064 | 0.9% | 0.4959 | 2.2% |
| Ada-DyGNN  | Transductive | 0.9191 | 0.9154 | 0.4% | 0.9070 | 1.3% | 0.9015 | 1.9% | 0.8830 | 3.9% |
|            | Inductive    | 0.8238 | 0.8256 | 0.1% | 0.8235 | 0.1% | 0.8181 | 0.9% | 0.8137 | 1.2% |

E. Quantitative Robustness Analysis

We further quantitatively verify the robustness of our model by adding different levels of noise to the UCI dataset. In order to demonstrate its robustness, we compare our method with DyRep and TGN, where DyRep achieves the second result in Table III and TGN achieves the second best result based on Tables IV and V. After adding the Gaussian noise on each neighbor’s embedding, we aggregate the neighborhood information by different methods for updating node embeddings. We set the variance $\sigma^2$ of the Gaussian noise to 0.01, 0.03, 0.1, and 0.3 to simulate different levels of noise. Table VIII lists the results in terms of the MRR metric. ‘DEC’ denotes the decrements compared to the performance of the corresponding model when $\sigma^2 = 0$. As shown in Table VIII, when $\sigma^2 = 0.01$ and $\sigma^2 = 0.03$, the noise has a minimal influence on all the models. However, when $\sigma^2 = 0.1$ and $\sigma^2 = 0.3$, the performances of DyRep and TGN drop dramatically, while our method has smaller performance drops than them. Tables IX and X show the experimental results in terms of AP and AUC, respectively. Since the link prediction task evaluated by AP and AUC is easier than that by the MRR metric, the performances of our method in terms of AP and
TABLE X
**ROBUSTNESS ANALYSIS OF OUR METHOD IN THE TRANSDUCTIVE AND INDUCTIVE SETTINGS IN TERMS OF AUC ON THE UCI DATASET**

| Models       | Settings | $\sigma^2 = 0$ | $\sigma^2 = 0.01$ | $\sigma^2 = 0.03$ | $\sigma^2 = 0.1$ | $\sigma^2 = 0.3$ |
|--------------|----------|----------------|------------------|------------------|------------------|------------------|
|              |          | AUC            | AUC              | AUC              | AUC              | AUC              |
| DyRep        | Transductive | 0.5720          | 0.5706          | 0.5616          | 0.5603          | 0.5436          | 0.500            |
|              | Inductive | 0.4879          | 0.4850          | 0.4781          | 0.4759          | 0.4685          | 0.450            |
| TGN          | Transductive | 0.8478          | 0.8429          | 0.8314          | 0.8262          | 0.8084          | 0.510            |
|              | Inductive | 0.7924          | 0.7870          | 0.7805          | 0.7760          | 0.7700          | 0.210            |
| Ada-DyGNN    | Transductive | 0.9259          | 0.9237          | 0.9177          | 0.9077          | 0.8880          | 0.410            |
|              | Inductive | 0.8204          | 0.8170          | 0.8152          | 0.8132          | 0.8110          | 0.110            |

AUC drop slightly less than that in terms of MRR. Moreover, the decrement of our model is still less than that of the compared methods in both transductive and inductive settings. The above robustness analysis once again shows that our method of designing a reinforced knowledge propagation mechanism is robust to noise.

F. Further Study on Attention Mechanism

In Section III-B, we devise an attention mechanism to aggregate temporal information. The design of (1) for computing attentional coefficient $\alpha$ is based on GAT [21]. However, as pointed out in [85], there is a static attention problem in GAT, where the learned layer $W$ and $a$ are not separated by a non-linearity. GAT might collapse into a single linear layer, computing a shared ranking of attention coefficients across all nodes, which makes it challenging to distinguish noises. To this end, GATv2 [85] introduces a straightforward modification to GAT to compute attention, significantly enhancing robustness to noise. Thus, we conduct another experiment by leveraging the stronger attention mechanism, GATv2, to investigate the impact of the attention mechanism on the model’s performance. Motivated by GATv2, we modified our (1) as:

$$\alpha_{si} = \frac{\exp(a^T(\sigma(W_g[x_i(t)]\phi(\Delta t_i)x_{si}(t))))}{\sum_{j \in \mathcal{N}_i(t)} \exp(a^T(\sigma(W_g[x_j(t)]\phi(\Delta t_j)x_{sj}(t))))}. \quad (15)$$

The results are listed in Table XI. It is evident that the performance of our method can be improved in most cases when applying a stronger attention mechanism. Thus, it would be interesting to explore other stronger attention mechanisms in future work.

G. Impact of the Number of Neighbors

As a trade off between speed and performance, we set a limit to the neighborhood size $k$ in our reinforced based agent. i.e., we only send the most recent $k$ neighbors to the agent for selection. Thus, we study the impact of different numbers of neighbors on the model performance. We search $k$ from {50, 100, 200} respectively and test the performance of our method on all the three datasets in both transductive and inductive setting. Tables XII, XIII, and XIV report the experimental results in terms of MRR, AP, and AUC, respectively. Note that $k = 0$ means that we do not update any neighbor nodes of the two interacted nodes. We observe that when $k = 0$, the performance of the model drops significantly. This illustrates simply dropping all neighbor nodes to avoid noise propagation will lead to significant information loss. When setting $k$ into 50, 100, or 200, the performance of Ada-DyGNN is relatively stable. Generally, Ada-DyGNN achieves the best performance when $k$ is set to 100 or 200. We set $k = 200$ throughout the experiment.

H. Impact of Varying Dimensions

To investigate the impact of varying dimensions on the model’s performance, we conduct another experiment using our method with different dimensions on the UCI dataset. Note that in order to minimize the need for hyperparameter tuning, we set
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in the experiment. The result are listed in the Table XV. From the table, it is evident that as the dimension increases, the performance is improved. When the dimensions are set to 128, the model exhibits a slight improvement compared to using the dimension 64.

I. Convergence Analysis

Finally, we analyze the convergence of our method. Figs. 5 and 6 show the convergence curves of Ada-DyGNN on all the three datasets, where the horizontal axis denotes the training epochs and the vertical axis refers to the reward values and the training losses, respectively. Our method converges after around 25 epochs.

V. CONCLUSION AND FUTURE WORK

In this paper, we proposed a robust knowledge propagation method for dynamic graph neural networks. We devised a reinforcement learning based strategy to dynamically determine whether the embedding of a node should be updated. In this way, we can effectively propagate knowledge to other nodes and learn robust node representations for dynamic graphs. Extensive experimental results demonstrated that our model outperformed the state-of-the-arts and exhibited strong robustness against noise.

It is worth noting that, we devise our model based on two important assumptions in dynamic graphs: (1) newer interactions have a greater impact than older ones, and (2) neighbors should exhibit consistency. These assumptions naturally hold in most of the dynamic graphs. For example, in the domain of recommendation systems, where users tend to interact with recently interested items. However, in case where interaction are irrelevant to history or the graph exhibits inconsistency [86], our model might under-perform.

Several interesting future works can be followed up, including:

- Hierarchical decisions: our current Ada-DyGNN model takes actions on the node-wise level, i.e. update or not on a single node. In the future work, we could use a hierarchical reinforcement learning strategy to generate decisions at different levels. For example, a higher level decision on the graph restricts the amount of the updating nodes, and a lower level decision decides to update which nodes.

- Knowledge adaptation on more complicated graphs: there is only one type of relationship between nodes on dynamic graphs in this paper. We can extend our method to handle multi-relational graph by designing multiple strategies to propagated information between neighbor nodes.

- Diverse graph tasks: we evaluate our proposed model on the future link prediction task in the experiment. We can explore our model on more graph tasks, e.g. node classification, graph classification, community detection.
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