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Abstract—This article addresses the problem of few-shot skin disease classification by introducing a novel approach called the subcluster-aware network (SCAN) that enhances accuracy in diagnosing rare skin diseases. The key insight motivating the design of SCAN is the observation that skin disease images within a class often exhibit multiple subclusters, characterized by distinct variations in appearance. To improve the performance of few-shot learning (FSL), we focus on learning a high-quality feature encoder that captures the unique subclustered representations within each disease class, enabling better characterization of feature distributions. Specifically, SCAN follows a dual-branch framework, where the first branch learns classwise features to distinguish different skin diseases, and the second branch aims to learn features, which can effectively partition each class into several groups so as to preserve the subclustered structure within each class. To achieve the objective of the second branch, we present a cluster loss to learn image similarities via unsupervised clustering. To ensure that the samples in each subcluster are from the same class, we further design a purity loss to refine the unsupervised clustering results. We evaluate the proposed approach on two public datasets for few-shot skin disease classification. The experimental results validate that our framework outperforms the state-of-the-art methods by around 2%–5% in terms of sensitivity, specificity, accuracy, and F1-score on the SD-198 and Derm7pt datasets.

Index Terms—Few-shot learning (FSL), rare skin disease classification.

I. INTRODUCTION

In the past decade, advances in deep convolutional neural networks and the availability of a large number of annotated images have continued to push the boundaries in a variety of medical image analysis tasks, such as organ segmentation [1], [2], tumor segmentation [3], [4], [5], [6], and disease screening [7], [8], [9], [10], [11]. Apart from the relatively sufficient examples of the common diseases, there are more than 6000 known rare diseases, at much lower prevalence, affecting 7% of the population worldwide [12]. The diagnosis of rare conditions is challenging for clinicians due to a lack of experience and for machines due to a lack of clinical samples. Rare skin disease diagnosis is one of the application domains that suffer from data deficiency. For example, the SD-198 dataset [13] consists of 6584 skin images with 198 disease classes, and 70 of these classes contain relatively fewer images than the other skin disease classes, as shown in Fig. 1. This article aims to develop a deep learning model, which is trained with images of common skin diseases while generalizing well on rare skin diseases.

To address the challenge of rare skin disease diagnosis, few-shot learning (FSL) has emerged as a promising solution. FSL aims to learn transferable knowledge on common classes (base classes) and apply it to the rare ones (novel classes) with only a handful of labeled data. Current FSL methods for few-shot skin disease classification can be broadly divided into two groups: meta-learning-based [14], [15], [16], [17], [18], [19], [20], [21] and transfer-learning-based [22], [23], [24], [25], [26], [27]. Meta-learning-based methods are mainly based on model-agnostic meta-learning (MAML) [28] and Prototypical Networks [29], with a focus on different problems in rare skin disease classification. For example, Li et al. [15] built a difficulty-aware meta-learning (DAML) model based on MAML [28] to address the different weights of sampled tasks in the imbalanced skin dataset. The other group of FSL methods, transfer-learning-based methods, aim to learn a powerful feature extractor in the pretraining stage with sufficient data, which can be quickly adapted to novel classes in the fine-tuning stage with a few novel examples. For example, Xiao et al. [27] designed a multitask framework that leverages contrastive learning as the auxiliary task to improve the performance of the classification task.

![Fig. 1. Long-tailed class distribution in the SD-198 dataset. The X-axis refers to 198 skin disease classes, and the Y-axis refers to the number of images in the corresponding class.](image-url)
However, there exists a key challenge for rare skin disease classification that has rarely been addressed by the previous FSL methods. Skin disease images have large intraclass variations [30] and form multiple latent groups within a class, i.e., subclusters, for some classes, as shown in Fig. 2. To address this issue, the prototypical clustering networks (PCNs) [14] were proposed to learn multiple prototypes for each class. In their experiments, they manually set a fixed number of clusters for all classes, typically dividing each class into two subclusters. This approach may lead to inaccurate structure learning for certain classes, as different classes often display varying subcluster structures. Instead of a fixed subcluster number for all classes, we should identify various subcluster numbers for different classes.

Therefore, in this article, we design a novel dual-branch subcluster-aware network (SCAN), for few-shot skin disease classification. Our approach stands out from previous methods by dynamically identifying the unique subclustered structures within each class. This innovation is inspired by the discovery of intrinsic subclustered structures in skin disease datasets. By learning these structures from skin images, the network is able to extract more precise feature representations on the base classes, leading to enhanced performance on novel classes. To achieve this objective, SCAN incorporates a powerful feature encoder that combines supervised classification (class branch) and unsupervised clustering (cluster branch).

The class branch learns classwise features to distinguish different skin diseases, while the cluster branch learns subclustered features to preserve the subclustered structure within each class. To facilitate the learning of dynamic subclustered representation, we introduce a cluster branch with a cluster loss, which employs unsupervised clustering to partition all base class samples into several clusters. To ensure that the samples in each subcluster are from the same class, we further design a purity loss to refine the unsupervised clustering results. Inspired by the concept of triplet loss, the purity loss guides the anchor away from the wrong cluster center and pulls it closer to the correct class center. Notably, our framework can identify the different numbers of subclusters according to the different class structures. In the fine-tuning stage, we evaluate the performance of the pretrained encoder on novel classes with sampled episodes.

Experimental results on two skin disease benchmark datasets, SD-198 [13] and Derm7pt [31], show that our method outperforms the state-of-the-art methods in both one-shot and five-shot settings. Our method achieves significant improvements compared to the prior best method in various metrics such as sensitivity, specificity, accuracy, and F1-score, with approximately 2% improvement observed for the SD-198 dataset and 5% improvement for the Derm7pt dataset. In summary, our contributions can be summarized as follows.

1) We present a dual-branch framework for rare skin disease classification following the paradigm of transfer-learning-based FSL methods. Our framework effectively identifies inherent and unique subcluster structures within each common disease class, leading to improved classification accuracy for rare disease classes.

2) Within our framework, we develop a powerful feature encoder that combines supervised classification (class branch) and unsupervised clustering (cluster branch). Moreover, we introduce the purity loss to improve the result of intraclass clustering in the unsupervised cluster branch.

3) Our method is evaluated on two public skin disease datasets, SD-198 [13] and Derm7pt [31], and achieves state-of-the-art results for few-shot skin disease classification. The code is available at https://github.com/xmed-lab/SCAN.

II. RELATED WORK

A. FSL in Computer Vision

FSL aims to acquire prior knowledge from base classes (with large labeled examples) and propagate it to novel classes (with insufficient labeled examples, unseen during the training stage). FSL approaches can be categorized into two groups based on their training processes: meta-learning- and transfer-learning-based methods.

Meta-learning-based methods, which are motivated by meta-learning principles, have been extensively explored in FSL [28], [29], [32], [33], [34], [35], [36], [37], [38]. Early works, such as MAML [28], Reptile [32], Matching Networks [33], Prototypical Networks [29], and Relation Networks [34], adopt a meta-learning framework that trains the model episodically, enabling it to learn how to update the network using a few sampled examples. This enables these methods to achieve promising accuracy on novel classes with very limited labeled data. Meta-learning-based methods can be further divided into two subbranches. The first subbranch is gradient-based methods, such as MAML and Reptile, which aim to learn good initialization parameters for each episode. These methods can quickly adapt to unseen classes within one or a few gradient descent steps. The second subbranch is metric-based methods, which utilize encoded feature vectors and employ a distance metric to assign labels based on the nearest neighbor principle. These methods use similarity measures such as cosine similarity (e.g., Matching Networks) or Euclidean distance (e.g., Prototypical Networks).

In recent years, a second group of FSL methods based on transfer learning has emerged [39], [40], [41], [42], [43], [44], [45], [46], [47], [48]. These methods, including Baseline [39], S2M2_R [43], and PT-MAP [46], train a standard classification network on base classes and fine-tune the classifier head on episodes generated from novel classes. As learning
meaningful feature representations is essential to various deep-
learning tasks [49], [50], [51], [52], the transfer-learning-based
methods aim to train a strong feature extractor that generates
transferable features for the novel set. Experimental results
have shown that simple transfer-learning-based methods, such
as training a classification network with standard cross-entropy
loss, can achieve comparable performance to previous FSL
methods while offering a simpler and more effective process
[39], [53]. Due to their superior performance of transfer-
learning-based methods, we explore them as ways to predict
rare skin diseases.

B. FSL for Skin Disease Classification

Due to the unbalanced distribution of skin disease classes
and the deficiency of images for rare conditions, it is
essential to apply FSL methods to alleviate the reliance on
massive training data. Previous studies have explored meta-
learning-based methods, particularly within the gradient- and
metric-based subbranches. In the gradient-based subbranch,
Li et al. [15] built a DAML method, which is based on the
MAML framework. DAML considers the varying difficulties
of different episodic tasks. The model adjusts the weights
of task-specific losses by downweighting the easy tasks and
increasing the weights of the hard tasks. This approach reduces
the importance of easier tasks and emphasizes the significance
of more challenging tasks. Singh et al. [20] trained the
Reptile [32] model with additional regularization techniques
such as mixup, cutout, and cutmix. These techniques enhance
model generalization by introducing variations and augmenta-
tions during training. The incorporation of these regularization
methods improved the model’s performance by 2%–5%.

In our work, we do not use additional data from other domains
or unlabeled data. We focus on training the effective feature
encoder on common skin disease images and transferring that
knowledge to rare skin disease images.

In addition, few methods consider the subcluster structures
within skin disease classes, except for PCNs proposed by
Prabhu et al. [14]. The authors extend Prototypical Networks
by representing each class as multiple prototypes, instead of
a single one. However, PCN divides each class into fixed \( k \)
subclusters, which is determined without considering the specific
clustering results for different classes. In contrast to PCN,
our designed framework aims to dynamically learn the specific
intrinsic subclusters for each skin disease type. By doing so,
we can generate more accurate feature representations for
transference to unseen classes. Our approach goes beyond the
fixed \( k \) subcluster division in PCN and allows for a more
flexible and tailored representation learning process.

III. METHODOLOGY

A. Problem Setting

In FSL, data are partitioned into two disjoint sets: the base
set and the novel set. We denote the images from the base set
as \( D_b = \{ (x_i, y_i) \}_{i=1}^{N_b} \), which contains \( N_b \) labeled images from
\( C_b \) base classes and \( y_i \in \{1, \ldots, C_b\} \). Let \( D_n = \{ (x_i, y_i) \}_{i=1}^{N_n} \)
denote the images from the novel set, with few samples from
\( C_n \) novel classes, where \( C_b \cap C_n = \emptyset \). The main goal of few-shot skin disease classification is to learn rich and
transferable feature representations from the base set such that
they can easily be adapted to the novel set with only a few
labeled data.

To evaluate the generalization ability on the unseen classes,
we sample \( N \)-way \( K \)-shot episodes from novel set \( D_n \) following
the most common way proposed by Vinyals et al. [33].
Each episode contains a support set for fast adaptation and
a query set for model evaluation. In the support set, \( N \)
classes are randomly selected from \( C_n \) novel classes and
\( K \) labeled images are sampled from each class, denoted as
\( S = \{ (x_i, y_i) \}_{i=1}^{N \times K} \). In the query set, \( q \) images are picked
from the same \( N \) classes without their labels, denoted as
\( Q = \{ (x_i) \}_{i=1}^{N \times q} \). The label information of query set \( Q \) is only
available when computing the accuracy.

Our work is based on the transfer-learning FSL paradigm.
Therefore, we train a feature encoder in the pretraining stage
with the data from the base set, as shown in Fig. 3. Then,
we preserve the feature extractor \( f_o \) of the trained model and
freeze the network parameters. In the following fine-tuning
stage, we fine-tune a new classifier by using the images from
the support set in a sampled episode and evaluate the accuracy
on the query set, as shown in Fig. 4.

B. Framework Overview

To specifically identify the subclusters within each class,
we design the SCAN in the pretraining stage. The overall
framework is shown in Fig. 3, which consists of a dual-branch
network structure as well as several auxiliary memory banks.

The dual-branch network includes a feature extractor \( f_o \)
for feature encoding, a projection head \( z_o \) for dimensional reduc-
tion, and two linear classifiers \( C(\cdot|W^{\text{base}}_{\text{class}}) \) and \( C(\cdot|W^{\text{base}}_{\text{cluster}}) \)
for class and cluster prediction, respectively. We train the
network using the labeled data in the base set by minimizing
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Fig. 3. Overview of the proposed SCAN. We train this network on base class data in the pretraining stage.

Fig. 4. Example of fine-tuning stage for a two-way one-shot task on novel class set. We utilize the feature encoder $f_\theta$ trained in the pretraining stage and fix the parameters. (a) In each episode, a classifier is trained by the support set images. (b) Evaluating on the query set images.

Fig. 5. Effects of cluster loss $L_{\text{cluster}}$ [from (a) to (b)] and purity loss $L_{\text{purity}}$ [from (b) to (c)]. (a) Class aware. (b) Subcluster aware (unsupervised). (c) Subcluster aware (purified).

three losses: $L_{\text{class}}$, $L_{\text{cluster}}$, and $L_{\text{purity}}$. $L_{\text{class}}$ is a standard cross-entropy loss computed for the class branch, which aims to classify skin disease according to the class labels. The other two losses are used in the cluster branch, with more details introduced in Section III-C.

C. Subcluster-Aware Network

Due to the intrinsic subcluster structure in the skin disease datasets, the model trained with the classwise cross-entropy loss cannot learn the structural relationships within each skin disease class, as shown in Fig. 5(a). Considering the subcluster structures for skin disease images, we present a novel SCAN to learn subcluster embeddings for skin disease classification.

To achieve this, we create three memory banks, i.e., feature memory, class centroid memory, and cluster centroid memory, as shown in Fig. 3. The feature memory bank saves the feature embeddings and their class and cluster labels. The size of the feature memory bank is set as $N_b$, which is the total number of training images. At the beginning of the training, we utilize the feature extractor $f_\theta$ to embed all the training images into feature embeddings and save them in the feature memory bank. Then, we initialize the cluster labels by applying $K$-means on all the saved feature embeddings. The class centroid memory saves the center embedding of each class by averaging all the features from the corresponding class. The size of the class centroid memory bank is set to the total number of classes in the base class dataset. Similar to the class centroid memory, the cluster centroid memory stores the mean feature of each cluster, and the size is the number of total clusters.
Then, in each forward propagation, the network and memory banks are updated through the procedures in the following.

1) Forward Propagation: We derive the feature embedding \( f_i = z_b(f_c(x_i)) \in \mathbb{R}^d \) for an input image \( x_i \), where \( d \) refers to the dimension of \( f_i \). After sending \( f_i \) to two classifiers, we obtain the class probability prediction \( p_{i,c} \in \mathbb{R}^{C_b} \) and the cluster probability prediction \( p_{i,s} \in \mathbb{R}^{C_b} \) correspondingly. Here, \( C_b \) is the number of base classes and \( C_k \) is the number of clusters. We set \( C_k > C_b \) such that the model can acquire finer structures than the original granularity defined by the class labels.

2) Computing Class Loss \( L_{\text{class}} \): A standard cross-entropy loss in (1) is used to compute class loss \( L_{\text{class}} \)

\[
L_{\text{class}} = \frac{1}{N_b} \sum_{i=1}^{N_b} \sum_{c=1}^{C_b} -y_{i,c} \log p_{i,c} \tag{1}
\]

where \( N_b \) denotes the amount of training data in base classes and \( \mathbb{1}(\cdot) \) is the indicator function. \( y_{i,c} \) is equal to 1 if \( c \) is the correct class label of input image \( x_i \); otherwise, \( y_{i,c} = 0 \). \( p_{i,c} \) denotes the \( c \)th item in the class probability vector \( p_i \), which represents the probability of \( x_i \) predicted as class \( c \).

3) Computing Cluster Loss \( L_{\text{cluster}} \): With the cluster label of feature \( f_i \) recorded in the feature memory, denoted as \( y'_i \), we calculate the cluster loss \( L_{\text{cluster}} \) by the following equation:

\[
L_{\text{cluster}} = \frac{1}{N_b} \sum_{i=1}^{N_b} \sum_{s=1}^{C_k} -y'_{i,s} \log p'_{i,s} \tag{3}
\]

\[
y'_{i,s} = \mathbb{1}[y'_i = s] \tag{4}
\]

Similarly, \( y'_{i,s} \) is equal to 1 if \( s \) is the cluster label of input image \( x_i \), and otherwise, \( y'_{i,s} = 0 \). \( p'_{i,s} \) denotes the cluster probability of \( x_i \) predicted as cluster \( s \).

4) Computing Purity Loss \( L_{\text{purity}} \): The above two losses, \( L_{\text{class}} \) and \( L_{\text{cluster}} \), are effective in forming the subcluster structure of the features. However, the clustering may not precisely occur within the class as the class labels are not utilized during cluster prediction. Samples from different classes are likely to be wrongly gathered into the same cluster because of the interclass similarity, as shown in Fig. 5(b). To address this issue, we propose a purity loss \( L_{\text{purity}} \) [see (5)] to refine the clustering results

\[
L_{\text{purity}} = \sum_{i=1}^{N_b} L_{\text{triplet}}(f_i, f'_i, f''_i) \tag{5}
\]

\[
= \sum_{i=1}^{N_b} \max(\|f_i - f''_i\|_2^2 - \|f_i - f'_i\|_2^2 + \alpha, 0)
\]

where \( f_i \) is the anchor, the positive sample \( f''_i \) is the center of the anchor’s class, and the negative sample \( f'_i \) is the nearest feature in the same cluster of \( f_i \) with a different class label. The margin between positive and negative pairs is denoted as \( \alpha \). The purity loss is defined as the sum of the triplet loss over all the samples in the base set.

The purity loss refines the clustering results by pulling the anchor toward its correct class and pushing it away from the wrong cluster, as shown in Fig. 5(c). Specifically, the loss is activated only when the distance between the anchor and positive item is longer than the distance between the anchor and negative sample by a margin \( \alpha \). By minimizing the purity loss, we can improve the quality of the learned subclusters and correct the improper clustering results caused by interclass similarity.

5) Updating Memory Banks: Finally, we update the contents in three memory banks according to the feature embeddings in the current epoch for the usage of next iteration.

In the feature memory bank, we smoothly update feature embeddings with a momentum decay rate \( \beta \in (0, 1] \)

\[
f_{m,i} \leftarrow \beta f_{i} + (1 - \beta)f_{m,i} \tag{6}
\]

where \( f_i \) is the feature embedding with sample ID \( i \in \{1, 2, \ldots, N_b\} \) and \( f_{m,i} \) represents the feature saved at the \( i \)th location in the feature memory bank. The cluster label is assigned to item \( i \) according to the nearest cluster center. The class labels remain the same since the ground truth does not change during training. In the class centroid memory bank, the centers of all the classes \( c_i \in C_b \) are recalculated by the updated embeddings in the feature memory bank. In the cluster centroid memory bank, the centers of all the cluster \( s_j \in C_k \) are recalculated by the updated embeddings and cluster labels.

To sum up, the whole loss function [see (7)] of our proposed SCAN framework is the summation of three parts

\[
L_{\text{SCAN}} = L_{\text{class}} + L_{\text{cluster}} + \lambda L_{\text{purity}} \tag{7}
\]

where \( \lambda \) is the weight for purity loss.

IV. EXPERIMENTS

A. Datasets

SD-198 dataset [13] consists of 6584 clinical images captured by mobile phones or digital cameras. The dataset collects a diverse range of 198 skin disease classes, with each class containing 10–60 examples. The images differ in color, exposure, and illumination, and contain a wide range of patients of various ages, genders, skin colors, disease locations, and durations. To fairly compare with existing methods, we follow the settings of previous work [16]. In their study, a subset of images is selected from 90 out of 198 classes, and these images are subsequently divided into base and novel sets. The base set consists of 20 classes, with each class containing 60 images. The novel set consists of 70 classes, with the number of images per class ranging from 10 to 19. In total, the base set contains 1200 images and the novel set contains 965 images.

Derm7pt dataset [31] includes more than 2000 color images from 20 skin lesion classes. In line with previous research [16], we exclude two classes, namely, “miscellaneous” and “melanoma,” from our analysis. Subsequently, the remaining 18 classes are divided into base and novel sets. According to their settings, the base set consists of 13 classes, with the number of images per class varying from 40 to 698. The novel set consists of five classes, with each class containing 10–34 images. The base set contains a total of 1892 images, while the novel set contains 114 images.

We resize all the input images to \( 80 \times 80 \) pixels for the above two datasets and apply the standard augmentations,
including random cropping, color jittering, rotation (−30° to +30°), and horizontal flipping.

**B. Implementation Details**

To fairly compare with existing few-shot methods, we employ Conv4, Conv6 [29], and wide ResNet (WRN) [55] as backbones. To show the flexibility of our method, we further integrate our SCAN framework with ResNet18 and ResNet34 [56]. For the projection head \( z_{\theta} \), we use a nonlinear structure \([\text{fc-bn-relu-dropout-fc-relu}]\), which reduces the feature embedding dimensions to 256. Both classifiers \( C(\cdot|W_{\text{base}}) \) and \( C(\cdot|W_{\text{cluster}}) \) have the same structure, i.e., a fully connected layer followed by a softmax function. The number of classes \( C_b \) is 20 for SD-198 and 13 for Derm7pt, while the number of clusters \( C_k \) is set to 40 and 25. For the hyperparameters in loss functions, we set \( \alpha \) in (5) as 0.3, \( \beta \) in (6) as 0.5, and \( \lambda \) in (7) as 1. To train our SCAN model, we set the batch size to 16 and 64 for the SD-198 and Derm7pt datasets, respectively. We choose the SGD optimizer with a 0.0075 learning rate, 0.9 momentum, and \( 10^{-5} \) weight decay for 800 epochs of training.

To evaluate the performance on the novel set \( D_n \), we freeze the parameters of the feature extractor \( f_{\theta} \) and use it to encode images in a novel set to feature embeddings. Episodes are generated from the novel set randomly. We set two-way one-shot, two-way five-shot, five-way one-shot, and five-way five-shot for the SD-198 dataset, and set two-way one-shot and two-way five-shot for the Derm7pt dataset. Five query images are selected in each episode for both two datasets. For each episode, we train an episodic-specific linear classifier on the support set with the augmentation techniques introduced in [45] and test the average accuracy and the F1-score on the query set. The final results are reported as the mean classification accuracy over 600 randomly sampled episodes with 95% confidence intervals.

**C. Results**

1) Results on SD-198 Dataset: The results of our proposed SCAN approach together with several other different methods on the SD-198 dataset are reported in Tables I and II. Table I shows the accuracy and F1-score with two-way one-shot and two-way five-shot settings, and Table II lists the sensitivity, specificity, accuracy, and F1-score with five-way one-shot and five-way five-shot settings. Among the compared methods, PCN [14] and Meta-derm [16] are two meta-learning-based FSL algorithms designed for rare skin disease classification. PCN [14] uses the subcluster idea, which is similar to ours. However, it divides each class into the same number of subclusters, which fails to represent the unique structures of different classes. When we consider the diverse numbers of subclusters for various classes, the model learns more accurate feature embeddings for the base set and performs better results...
TABLE III
TWO-WAY ONE-SHOT AND TWO-WAY FIVE-SHOT FEW-SHOT CLASSIFICATION RESULTS (%) ON THE DERM7PT DATASET. RESULTS OF OTHER METHODS ARE PRODUCED BY OUR REIMPLEMENTATION. †RESULTS REPORTED IN THIS ARTICLE.

| Method                  | Backbone | 2-way 1-shot Accuracy | F1-score | 2-way 5-shot Accuracy | F1-score |
|-------------------------|----------|-----------------------|----------|-----------------------|----------|
| PCN [14]                | Conv4    | 59.98±1.28            | 58.54±1.63 | 70.62±1.38            | 71.85±1.48 |
| SCAN (ours)             | Conv4    | 61.42±1.49            | 61.90±1.66 | 72.58±1.28            | 74.05±1.32 |
| Meta-derm [16]          | Conv6    | 61.8†                  | -        | 76.59†                | -        |
| NCA [42]                |          | 62.80±1.34            | 63.75±1.50 | 76.65±1.21            | 73.60±1.25 |
| Baseline [39]           |          | 56.32±1.29            | 54.61±1.46 | 67.18±1.15            | 68.13±1.22 |
| S2M2_R [43]             |          | 59.43±1.34            | 59.61±1.50 | 74.28±1.14            | 75.26±1.17 |
| NegMargin [44]          |          | 61.37±1.33            | 61.52±1.52 | 79.83±1.34            | 80.69±1.36 |
| PT+NCM [46]             |          | 58.00±1.44            | 57.50±1.65 | 70.12±1.30            | 71.07±1.36 |
| PEM,E-NCM [47]          |          | 60.92±1.68            | 61.12±1.73 | 74.33±1.48            | 74.96±1.51 |
| EASY [48]               |          | 60.40±1.72            | 60.57±1.77 | 72.63±1.48            | 73.01±1.50 |
| SCAN (ours)             |          | 66.75±1.35            | 67.71±1.45 | 82.57±1.13            | 83.73±1.12 |

TABLE IV
ABLATION STUDIES ON THE IMPROVEMENTS WITH VARIOUS BACKBONE ARCHITECTURES ON THE SD-198 DATASET. THE ACCURACY (%) OF TWO-WAY AND FIVE-WAY SETTINGS ARE DISPLAYED.

| Method                  | Backbone | 2-way 1-shot | 2-way 5-shot | 5-way 1-shot | 5-way 5-shot |
|-------------------------|----------|--------------|--------------|--------------|--------------|
| Baseline [39]           | Conv4    | 73.98±1.38   | 88.67±1.01   | 80.62±0.41   | 89.40±0.36   |
| SCAN (ours)             | Conv4    | 77.12±1.44   | 90.22±0.95   | 81.85±0.41   | 89.79±0.34   |
| Baseline [39]           | Conv6    | 73.48±1.43   | 86.35±1.08   | 80.03±0.42   | 87.63±0.37   |
| SCAN (ours)             | Conv6    | 76.75±1.42   | 87.45±1.08   | 81.37±0.42   | 89.53±0.36   |
| Baseline [39]           | ResNet18 | 71.52±1.45   | 84.22±1.13   | 78.95±0.41   | 86.87±0.37   |
| SCAN (ours)             | ResNet18 | 73.57±1.33   | 85.83±1.13   | 80.19±0.40   | 88.30±0.34   |
| Baseline [39]           | ResNet34 | 71.92±1.45   | 84.53±1.17   | 78.83±0.40   | 86.80±0.37   |
| SCAN (ours)             | ResNet34 | 73.08±1.42   | 85.03±1.12   | 79.54±0.42   | 87.45±0.40   |
| Baseline [39]           | WRN-28-10| 75.72±1.47   | 88.95±1.00   | 80.63±0.42   | 89.46±0.38   |
| SCAN (ours)             | WRN-28-10| 80.20±1.44   | 91.48±0.88   | 83.23±0.44   | 92.16±0.31   |

on the novel set. Meta-derm [16] is built on Reptile and ProtoNets by using a substitute group equivariant convolutions, and they present the state-of-the-art accuracy on the SD-198 dataset with two-way one-shot and five-shot settings. They do not consider the large intra-class variation issue for skin diseases; therefore, our method exceeds the accuracy of the Meta-derm method by 11.45% and 3.75% in two-way one-shot and two-way five-shot experiments, respectively.

Apart from the meta-learning-based methods, we also conduct comparison experiments on seven state-of-the-art transfer-learning-based FSL methods. NCA [42] proposes neighbor component analysis loss, which can learn the relationships between features. The Baseline [39] method was proposed as the baseline model for transfer-learning-based FSL methods. It trains the feature encoder with a standard cross-entropy loss. S2M2_R [43] utilizes self-supervision and Manifold Mixup to enhance the feature encoder. NegMargin [44] applies a negative margin softmax loss when training on the base set and obtains the increased results on the novel set. Instead of training a powerful feature encoder in the pretraining step, some methods apply feature postprocessing tricks in the fine-tuning step. PT+NCM [46] proposes power transform (PT) on the support and the query features to align their distributions closer to Gaussian-like distributions. In addition to PT, PEM,E [47] applies the Euclidean normalization and mean subtraction to further reduce the task bias. EASY [48] uses random resized crops to augment support set images and leverages the ensemble tricks to further boost the performance. Compared to them, SCAN pays more attention to the feature encoder training instead of the postprocessing tricks. We propose the specific unsupervised cluster branch to handle the inherent subcluster issue in skin disease datasets. Therefore, our model learns more precise feature embeddings on the base set and shows better performance on the novel set.

2) Results on Derm7pt Dataset: The results of our proposed SCAN method and other compared methods on the Derm7pt dataset are presented in Table III. We compare SCAN with two state-of-the-art meta-learning and seven transfer-learning FSL methods. In general, the experimental results show that our method provides superior performance on the Derm7pt dataset among all the compared algorithms. For the setting of two-way five-shot, SCAN exceeds all the compared methods except for Meta-derm [16] when using Conv6 as the backbone architecture.

D. Ablation Study

1) Backbone Architectures: In addition to the WRN-28-10 architecture, we conducted performance tests of the SCAN method on Conv4, Conv6, ResNet18, and ResNet34 architectures to assess its robustness across different backbone networks. We compared SCAN with the Baseline method [39], which utilizes only the $L_{\text{class}}$ loss. The results are presented in Table IV. Our proposed method, SCAN, consistently improves the performance across various backbone networks. However,
TABLE V
ABLATION STUDIES ON THE EFFECTIVENESS OF CLUSTER BRANCH AND THE PURITY LOSS ON THE SD-198 DATASET. THE ACCURACY (%) OF TWO- AND FIVE-WAY SETTINGS AND THE CLUSTER ERROR RATE (%) ARE REPORTED

| Class branch ($\mathcal{L}_{\text{class}}$) | Cluster branch ($\mathcal{L}_{\text{cluster}}$) | Cluster branch ($\mathcal{L}_{\text{purity}}$) | 2-way 1-shot | 2-way 5-shot | 5-way 1-shot | 5-way 5-shot | Cluster Error Rate |
|------------------------------------------|-----------------------------------------------|-----------------------------------------------|---------------|---------------|---------------|---------------|-------------------|
| ✓                                        | ✓                                            | ✓                                            | 75.72±1.47    | 88.95±1.00    | 80.63±0.42    | 89.46±0.38    | -                 |
| ✓                                        | ✓                                            | ✓                                            | 63.37±1.46    | 75.28±1.25    | 71.58±0.42    | 78.54±0.39    | 61.03             |
| ✓                                        | ✓                                            | ✓                                            | 78.65±1.46    | 89.46±0.98    | 81.29±0.42    | 90.88±0.37    | 35.10             |
| ✓                                        | ✓                                            | ✓                                            | **80.20±1.44**| **91.48±0.88**| **83.23±0.44**| **92.16±0.31**| **20.58**         |

Fig. 6. t-SNE visualization results of feature embeddings learned by SCAN. Six classes in the base set of the SD-198 dataset: (a) perioral dermatitis, (b) rhinophyma, (c) psoriasis, (d) sebaceous gland hyperplasia, (e) actinic solar damage (actinic keratosis), and (f) epidermoid cyst. Various numbers of subclusters are identified for different classes.

we observed that the performance of ResNet backbones generally falls behind that of Conv backbones. This discrepancy may be attributed to overfitting on the base set. By increasing the width of the residual blocks, the overfitting problem is mitigated. The best performance is achieved when employing the WRN backbone.

2) Effectiveness of Each Component: We conducted evaluations to assess the effectiveness of each component in the SCAN framework. The results are presented in Table V and include four scenarios: 1) using only the class branch; 2) using only the cluster branch; 3) using both the class and cluster branches without the purity loss; and 4) using both the class and cluster branches with the purity loss. In addition to reporting the accuracy of the novel set, we introduced a metric called the cluster error rate to evaluate the quality of the learned subclusters on the base set. The cluster error rate measures the percentage of samples that are assigned to incorrect clusters out of the entire dataset. It is calculated by summing the number of items with different class labels from the major examples for each cluster and dividing it by the total size of the training set.

Based on the results in Table V, we highlight the following three key findings. First, models trained with only the class branch or the cluster branch exhibit poor performance, with two-way one-shot accuracy of 75.72% and 63.37%, respectively. The cluster branch performs worse than the class branch, likely due to the absence of supervised class labels in the cluster branch. Second, combining both the class and cluster branches leads to a significant improvement in accuracy. For instance, the accuracy of the two-way one-shot setting is enhanced from 75.72% to 78.65%. This indicates the effectiveness of addressing the challenge posed by large intraclass variation. Third, the inclusion of the purity loss helps refine the clustering results, resulting in a significant decrease in the cluster error rate. This demonstrates the ability of the purity loss to enhance the quality of the learned subclusters. Overall, these findings confirm the effectiveness of the different components in the SCAN framework for learning dynamic subcluster structures and improving the classification performance.

3) Visualization of Feature Distribution in Base Classes: To showcase the capability of our proposed SCAN framework in learning the dynamic subcluster structures, we utilize t-SNE visualization [57] to depict the feature distributions within the base classes of the SD-198 dataset. Fig. 6 presents the t-SNE visualization of six base classes, where the pseudo subcluster labels learned by SCAN are leveraged to illustrate the feature distribution within each class. The subcluster structures shown in Fig. 6 reveal varying numbers of subclusters for each class, ranging from one to three. This dynamic identification of subcluster numbers for different classes demonstrates the capability of SCAN.
To validate the rationality of the clustering outcomes, we display some representative images from each subcluster for the six base classes in Fig. 7(a)–(f). For the classes perioral dermatitis and rhinophyma, the entire class is considered a unified group due to the high similarity among items. As shown in Fig. 7(a) and (b), the affected regions of these two classes are mostly concentrated in the same area (the chin region for perioral dermatitis and the nose area for rhinophyma). In cases where a class forms multiple subclusters, the images within different subclusters originate from distinct body locations, resulting in diverse symptoms.

In summary, our proposed method effectively learns the cluster arrangement within each class through the incorporation of an additional unsupervised cluster branch and two restricted losses. This enables the dynamic exploration of subcluster structures within the dataset.

4) Discriminability Analysis on Feature Embeddings: In this section, we explore the impact of the proposed method on the features in the base and novel set. In the pretraining stage on the base classes, the class branch aims to increase the distance among different class centers (i.e., the interclass distance), while the cluster branch aims to increase the distances within a class (i.e., the intraclass distance).

To quantitatively measure the impact of two branches on both the base and novel classes, we compute the interclass distance ($D_{\text{inter}}$), the intraclass distance ($D_{\text{intra}}$), and the discriminative index ($\phi$), based on the definitions provided in [44] and [58]. The equations of three metrics are

$$D_{\text{intra}} = \frac{1}{k} \sum_{m=1}^{k} \sum_{i \neq j \in \mathcal{C}_m} \left\| \frac{1}{|\mathcal{C}_m|} \sum_{x_i \in \mathcal{C}_m} f_\theta(x_i) - \mu(c_m) \right\|^2_2$$

(9)

$$\phi = \frac{D_{\text{inter}}}{D_{\text{intra}}}$$

(10)

where $\mu(c_m)$ denotes the center of class $c_m$ and is calculated by the mean of the $L2$-normalized feature embeddings of class $c_m$.

$D_{\text{inter}}$ is computed by the mean $L2$ distances between every pair of class centers. $D_{\text{intra}}$ is computed by the mean $L2$ distances between every sample in a class and its corresponding class center. The discriminative index $\phi$ is defined as the division of $D_{\text{inter}}$ and $D_{\text{intra}}$. The higher value of $\phi$ indicates more discriminative feature embeddings, as it indicates a larger ratio of interclass distance and intraclass distance.

We present the results of $D_{\text{inter}}$, $D_{\text{intra}}$, and $\phi$ on the base and novel classes of the SD-198 dataset in Table VI. For the base classes, we observe that the class branch increases the interclass distance from 0.5990 to 1.6377, and the cluster branch increases the intraclass distance from 0.1801 to 0.5067. These results validate the roles of two branches on the base classes, as mentioned in our previous intuitive explanation. As a result of the increased intraclass distance and relatively unchanged interclass distance, the discriminative index decreases for the base classes when adding the cluster branch to the class branch. However, we argue that less discrimination in base set features does not indicate a conflict between two branches, as our primary focus is the performance of the novel classes. For the novel classes, the combination of two branches leads to an increase in interclass distance and a decrease in

![Fig. 7. Examples of subclusters learned by SCAN. Images from six classes in the base set of the SD-198 dataset: (a) perioral dermatitis, (b) rhinophyma, (c) psoriasis, (d) sebaceous gland hyperplasia, (e) actinic solar damage (actinic keratosis), and (f) epidermoid cyst.]

| Class branch | Cluster branch | Base classes | Novel classes |
|--------------|---------------|--------------|--------------|
|              |               | $D_{\text{inter}}$ | $D_{\text{intra}}$ | $\phi$ | $D_{\text{inter}}$ | $D_{\text{intra}}$ | $\phi$ |
| √            |               | 1.7251       | 0.1801       | 9.5777 | 0.7631       | 0.6235       | 1.2283 |
| √            |               | 0.5990       | 0.6964       | 0.8601 | 0.7807       | 0.6739       | 1.1585 |
| √            |               | 1.6377       | 0.5067       | 3.2321 | 0.8318       | 0.5893       | 1.4115 |

Table VI Discriminative Analysis on the Base and Novel Classes of SD-198 Dataset. The Interclass Distance ($D_{\text{inter}}$), the Intraclass Distance ($D_{\text{intra}}$), and the Discriminative Index ($\phi$) Are Computed
intra-class distance compared to using either the class or the cluster branch alone.

These results demonstrate that our proposed method enables the feature encoder to embed more generalizable feature representations by learning the subcluster structures of the base classes. Consequently, the feature encoder can extract more discriminative features for the novel classes, resulting in the improved classification accuracy.

5) Visualization of Classification Results on Novel Classes:
To compare the episodic predictions among various methods, we display three examples for the five-way, one-shot experiment of Baseline [39], PCN [14], and our proposed SCAN method, as shown in Fig. 8. The first row shows the sampled support set images, with one example per class from a total of five classes. The yellow bounding box indicates the ground truth category for the query images. The subsequent three rows illustrate the results of the query images for each method. The green and red boxes represent correct and incorrect predictions, respectively, on the target class in the support set.

In general, our method demonstrates higher accuracy in predicting the listed query set compared to the other methods, particularly evident in episodes (1) and (2) of Fig. 8. While our method correctly identifies examples that exhibit high similarity to the support image, such as the first three images in (1), it also effectively handles cases that are distinguishable from the given support item. For instance, it accurately predicts the last two columns in (1) and the first and fifth columns in (2). However, it is worth noting that the incorrect prediction in the third column of episode (3) suggests that the performance may be influenced by large interclass similarity. This is evident as the third query image bears more resemblance to the support image from the first class than to the image sampled from its own class.

6) Ablation Studies on Hyperparameters:
We conducted additional experiments to assess the efficacy of the hyperparameters in SCAN. Fig. 9 presents the results of two-way one-shot and two-way five-shot on two datasets, demonstrating their correlation with the cluster number. Our findings indicate that our method enhances the overall performance across a range of cluster numbers. Notably, cluster numbers that are either too small or too large fail to adequately represent the subcluster structures. The highest accuracy is attained when the cluster number is 40 for the SD-198 dataset and 25 for the Derm7pt dataset.

7) Computational Efficiency Analysis:
To evaluate the computational efficiency of our proposed method, we conducted a comparison with the Baseline [39] and PCN [14] methods on the SD-198-20 dataset. The Baseline and PCN methods have identical network architectures, which only contain the class branch. We utilized the same backbone, hyperparameters, and GPU for all methods. The results of time, floating-point operations (FLOPs), and model parameters are reported in Table VII. We trained all three methods for 800 epochs and recorded the average time consumed for one epoch. Our proposed SCAN method takes approximately 8 s longer than the Baseline method and 4 s longer than the PCN method to complete the clustering calculations. However, our performance is vastly superior to the Baseline and PCN methods, improving the accuracy by 4.48% and 7.09%, respectively. We also computed the number of FLOPs for all methods, using an input size of $3 \times 80 \times 80$ and a batch size of 1.

Table VII

| Method       | Time per epoch | FLOPs   | Model parameters |
|--------------|----------------|---------|------------------|
| Baseline [39]| 12.28 sec      | 32.81 GMac | 36.60 M          |
| PCN [14]     | 16.44 sec      | 32.81 GMac | 36.60 M          |
| SCAN (ours)  | 20.93 sec      | 32.81 GMac | 37.12 M          |
The results show that the FLOPs numbers are nearly the same for all three methods. The additional computational effort of the linear classifier in the cluster branch of SCAN can be considered negligible. Finally, we compared the number of parameters of SCAN with the other two methods. The SCAN method has approximately 0.52 M more parameters than the Baseline and PCN methods. These additional parameters in SCAN are derived from the extra linear classifier in the cluster branch.

Overall, our proposed method achieves superior performance compared to the Baseline and PCN methods, while the additional computational cost is minimal. This highlights the effectiveness and efficiency of our proposed method for rare skin disease diagnosis.

V. CONCLUSION

In this article, we present a novel SCAN for rare skin disease classification. According to our key insights, skin disease datasets have existing latent subgroups within a class. Therefore, our proposed SCAN effectively learns the intrinsic subcluster structures of skin disease via a well-designed dual-branch framework and three additive losses. The results tested on two public skin image datasets show that our method excels over other state-of-the-art methods by around 2%–5% for various settings.
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