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SUMMARY We propose a novel and efficient approach for tracking 2D articulated human body parts. In our approach, the human body is modeled by a graphical model where each part is represented by a node and the relationship between a pair of adjacent parts is indicated by an edge in the graph. Various approaches have been proposed to solve such problems, but efficiency is still a vital problem. We present a new Quick Shift Belief Propagation (QSBP) based approach which benefits from Quick Shift, a simple and efficient mode seeking method, in a part based belief propagation model. The unique aspect of this model is its ability to efficiently discover modes of the underlying marginal probability distribution while preserving the accuracy. This gives QSBP a significant advantage over approaches like Belief Propagation (BP) and Mean Shift Belief Propagation (MSBP). Moreover, we demonstrate the use of QSBP with an action based model; this provides additional advantages of handling self-occlusion and further reducing the search space. We present qualitative and quantitative analysis of the proposed approach with encouraging results.
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1. Introduction

Tracking human body parts or body pose has recently attracted increased attention from computer vision researchers. These approaches typically focus on the body parts in more detail than tracking human location as a whole. This is an important problem to solve because it can serve as a front end for higher-level processes to understand human activities in several applications, such as human-computer interaction, virtual reality, and character animation. A number of algorithms have been proposed to address human body pose tracking. One of the initial approaches was based on the use of markers; however, this method requires a great deal of user intervention. The system using markers is uncomfortable in many applications due to the use of special equipment which must be installed on the body. On the other hand, the marker-less system can run without special equipment.

Among the marker-less methods, several researchers turn to image-based approaches. In the image-based techniques, features from image (s) are served as its input to estimate human pose. There are two main approaches: discriminative and generative approaches. In the discriminative approach (or bottom up approach), candidate body parts are first extracted from the image and then used to generate possible configurations of human body. The performance of this approach is based on results of feature extraction since it is used to represent body parts.

In the generative approach (or top down approach), human is normally modeled as a skeleton model and the main concept is an effort to fit a predefined human model into image data. A large number of projected samples are generated and their similarity with respect to the input image is measured and compared. Such approaches are generally computationally intensive because of the complex search over the high dimension state space. The computational cost of these approaches is $O(Nm^2)$, where $N$ is the number of samples for each body part and $m$ is the number of body parts. Several approaches have been proposed to reduce the computation load. Constraints are normally introduced to limit the search space for some specific applications, e.g. walking parallel to a plane [1] or golf swing movements [2]. Motion models and prior knowledge are also employed to predict the state space trajectory or to reduce the search space [1]. Lee et al. [3] detected some body parts separately and used them to update subsets of the state space. Alternative approaches attempted to reduce the number of samples using support vector machines [4], annealed particle filtering [5], hybrid Monte Carlo filtering [6] and kernel particle filtering [7].

Several researchers turned to part-based approach that employs Bayesian inference concept to estimate human pose. It has been popular due to reduction in computational cost from $O(Nm^2)$ to $O(mn^2)$ [8]–[14]. In this approach, the human body is represented by a graphical model where each part is represented by a node and the relationship between the adjacent parts is indicated by an edge of the graph. Each body part is considered separately and then is combined into the global solution later. However, the computational time is still quite substantial, which limits its application from real-time human body tracking. Various approaches [15], [16] have been proposed to alleviate this problem, but efficiency is still a vital problem. The high-dimensional space is generally associated with exponential increase of computation time, and that is the motivation of our paper.

The main contribution of our paper is the introduction of a novel method for fast tracking of articulated body while maintaining high precision. The proposed QSBP model is based on the key idea of efficiently refining the estimate of the mode of marginal probability in each iteration of belief propagation. This leads to the reduction in compu-
utilize multiple cameras [5], [27]. The occlusion constraint is proposed in likelihood computation [28]. Wang and Mori proposed occlusion and spatial constraints by representation of human with multiple tree models [30]. Some approaches make use of the prior 2D and/or 3D information about the structure or kinematics of human body. Some shape based [22], motion-based [4], [23], and a combination of both approaches [24], [25] have been proposed in the literature. Their availability of large databases of shapes and motion patterns increases robustness to viewpoint change.

However, tracking 2D articulated human body parts is still a difficult problem with high computational cost. In this paper, we focus on this problem. We introduce a novel and efficient approach for tracking 2D articulated human body parts. It extends the belief propagation by applying mode seeking. As we will show in Sect. 2.3, the computational complexity of our proposed approach is approximately 36 and 99 times faster than those of MSBP and BP in case of 4-state (2D position plus body part length and angle) tracking. We also incorporate model video to limit our search space and to enhance tracking accuracy especially in case of occlusions.

1.2 Quick Shift

Quick Shift, proposed by Vedaldi and Soatto [20], is a simple and extremely efficient mode seeking method. Like Mean Shift, Quick Shift is a local optimization algorithm. Like Mean Shift, Quick Shift is a local optimization algorithm. Mean Shift can be regarded as a gradient ascent method [31] while the Quick Shift does not require gradient information. Quick Shift is a quick Euclidean version of medoid shift that is guaranteed to converge for all starting locations [32].

In mode seeking techniques, it is started by defining the multivariate kernel density estimate. Like these techniques, Quick Shift also starts by computing the kernel density estimate

\[
f(a) = \frac{1}{M} \sum_{i=1}^{M} \varphi(a - a_i),
\]

where \(a_i\) is the \(i^{th}\) data point and \(a_i \in X = \mathbb{R}^d\), \(\varphi(a)\) is a kernel function [32] (e.g. Gaussian) and \(M\) is the number of data points. The main concept of Quick Shift is the iterative movement of each mode estimate from its current position to a new position which is the nearest neighbor with higher probability until a mode is reached. The updated position of data point \(a_i\) at iteration \(k + 1\) is computed by

\[
y^{k+1}_i = \arg \min_{a_i} D(y^k_i, a_i),
\]

\[
P(b) = \frac{1}{M} \sum_{j=1}^{M} \varphi(D(b, a_j)),
\]

where \(D(y_i, a_j)\) is the distance between current positions of \(y^k_i\) and data point \(a_j\), \(P(a_i)\) is probability value of data point \(a_i\). The mode seeking is repeated on \(y^k_i\) until no further change in labelling occurs and then the modes are obtained.

The part-based is an approach that is more powerful than others since it can reduce computational cost from \(O(N^m)\) to \(O(mN^2)\). This approach represents parts of the human body with a graphical model. The main idea is to pass messages iteratively between adjacent nodes of the graph. Two popular techniques used to calculate the messages are the belief propagation and mean field Monte Carlo methods [8]. Their difference lies in the pattern of messages. Shen et al. [9] compared and reported that belief propagation offered better performance than that of mean field Monte Carlo.

The tracking is performed by generating a number of candidate samples for each node and then calculating their beliefs. The beliefs are computed from observation functions and messages. Ramanan et al. [10], [11] proposed 2D human tracking by considering candidate parts first and then combining those to find the optimal solution by Belief Propagation (BP). Gao and Shi [12] detected human faces and hands by color cues to guide the sample generation for face and hand parts in order to achieve better efficiency in tracking. In some papers, both messages and beliefs (or marginal distributions) are represented by weighted samples [17]–[19] or NBP. The samples in NBP are drawn by the Gibbs sampler for all iterations, which leads to a huge increase in computational time. To alleviate this problem of NBP, Han et al. [15] proposed to approximate the mixture of Gaussians by mode propagation and kernel filtering. They report that their method is 80 times faster than BP for tracking a 2D articulated body model; however, it is still far from adequate for real-time tracking requirements. Park et al. [16] proposed MSBP. They further reduce time complexity by computing only samples that moves toward the best solution. It is 30–50 times faster in 2D state vector tracking, and 300 times faster in 3D state vector tracking than BP.

To handle self-occlusion problem, some approaches
where \( z_i \) is the final position of \( y_i \).

All data points (initial values of mode estimates) move toward a single mode as shown in Fig. 1. To balance under- and over-fragmentation of the modes, a threshold parameter, \( \kappa \), is introduced into Eq. (2)

\[
y_{i}^{k+1} = \arg \min_{a} \ D(y_{i}^{k}, a_j).
\]

where \( y_i \) is the final position of \( y_i \). Connected and encoded by a potential function, \( \psi_j(x_i, x_j) \).

Human body parts represented in the model are shown in Fig. 2 (b).

2. Proposed Method

At each frame, a silhouette of the human body is obtained by a background subtraction. The silhouette as well as its original image are served as the input in our tracking method. The main concept of our approach is applying mode seeking to reduce computational time. A model video concept [21] is used for initializing the motion model in our proposed method. The initial state is served as an initial configuration for our QSBP. For the next step, samples are generated around the initial state and their probabilities are measured by belief propagation. Only the best solution of each node is selected to be a part of the optimal pose solution. We applied Quick Shift with belief propagation for mode seeking in each body part so that all samples (initial values of the mode estimates) are not necessary moved to a single point. In this sense, it reduces risks of getting into spurious solutions which have highest probability. From our approach, the modes are selected as initial samples in the next iteration of belief propagation.

2.1 Human Model

We model a 2D view of a human body as a graphical model with \( N \) hidden nodes and pair-wise potentials as shown in Fig. 2 (a). The hidden nodes are represented by \( X = \{ x_i | i \in [1, N] \} \), where \( x_i \) is the \( i^{th} \) body part consisting of 4 states, i.e., position coordinate, orientation and length. A corresponding observation set is denoted by \( Z = \{ z_i | i \in [1, N] \} \), where \( z_i \) is the image observation node for the \( i^{th} \) body part. The relationship between \( x_i \) and \( z_i \) is represented by an observation function \( \phi_i(x_i, z_i) \). In addition, every pair of adjacent body parts \( x_i \) and \( x_j \) (as defined by the structure), is connected and encoded by a potential function, \( \psi_{ji}(x_i, x_j) \).

2.2 Model Video

A model video [21] is utilized for initializing the motion model in our approach. The main concept of the model video is to estimate the joint locations in the test video automatically using two geometric constraints. Given the locations of joints in the model video and the first frame of test video, the affine constraint is used to estimate initial positions based on invariance ratio between model video and test video. Moreover, the epipolar constraint is used to reduce estimation error of different actors and view points in the model and test videos.

One advantage of this work is the avoidance of error propagation from frame to frame in the estimation process, because each joint estimate is computed based on correspondence between the first frame of the model and the test videos. Another advantage is robustness to variations in anthropometry, execution rate, viewpoint and execution style. Moreover, it is not computationally expensive and does not require extensive training. We have found from empirical studies that a good tracking performance can be obtained if the model video gives an initial state within 1.5 times of the grid size. Figure 3 (a) shows the input frame. The candidate joints from the model video [21] are generated and overlaid on the input image as displayed in Fig. 3 (b). The best match with the silhouette is selected to be the initial samples as can be seen in Fig. 3 (c).

2.3 Quick Shift Belief Propagation

The belief propagation algorithm is an iterative method to infer the hidden state until it converges to the optimal solution. The marginal probability of \( x_i \) at iteration \( n \), \( p^n(x_i|Z) \) can be computed by taking the product of incoming messages \( m_j^i(x_i) \) and local observations, as shown in Eq. (5). The incoming messages also contain prior knowledge of the node obtained from the neighboring nodes, as shown in Eq. (6).

\[
p^n(x_i|Z) \leftarrow \alpha \phi_i(x_i, z_i) \prod_{j \in \Gamma(i)} m_j^i(x_i).
\]
The message at the first iteration, $m^0_j(x_i)$, is defined to be 1. From the iterative concept of belief propagation, the best solution is obtained in the final iteration by

$$x = \arg \max_{x_i \in \{x_1, x_2, \ldots, x_N\}} p^n(s_i|Z),$$

where $N$ is the number of samples in the grid. Figure 3 (d) shows the best solution in the final iteration of tracking and Fig. 3 (e) illustrates error distance in each iteration of tracking using our approach. It can be seen that the error distance is reduced until reaching the best solution.

### 2.4 Mode Seeking in Belief Propagation

In mode seeking, we use marginal probability of belief propagation in movement of mode estimates. Only samples around the modes are computed, not the entire surface of belief propagation. This makes the convergence to an optimal solution very fast and computation time is reduced. The updated position of sample $s_i$ at iteration $k + 1$ of the mode seeking is computed by

$$y^{k+1}_i = \arg \min_{s_j \in \{s_1, s_2, \ldots, s_N\}, D(y^k_i, s_j) < \kappa} D(y^k_i, s_j),$$

where $D(y^k_i, s_j)$ is the distance between current positions of $y^k_i$ and sample $x_j$ which is less than a distance threshold $\kappa$ and $P(x_i|Z)$ is the marginal probability value of sample $i$. From Quick Shift mode seeking concept, the position of $y^k_i$ is updated until no further change in labelling occurs and then modes of samples are obtained as a unique set

$$mode = \{y^*_i\},$$

where $y^*_i$ is the final position of $y^k_i$.

We find the mode of marginal probability by our approach which is faster than by MSBP [16]. Because moving toward a mode of Quick Shift is based on the locally maximum probability value, while the Mean Shift is based on weighted mean value. In this sense, the number of iterations in moving of Quick Shift approach is less than that of Mean Shift which makes its convergence to the optimal solution much faster than Mean Shift. Figures 4 (a) and (b) show convergence to the optimal solution by QSFP and MSBP, respectively. From these figures, each initial sample is plotted by a solid square marker. The only grid members (plotted by markers inside of a grid window) around the initial sample are considered in moving toward a mode of the sample. The new position of the mode estimate in each iteration until they reach a mode are shown by a circle marker.

### Main steps of proposed approach

1. Generate initial joint predictions from model video [21] as shown in Fig. 3 (b).
2. Select the best match to be initial samples as shown in Fig. 3 (c).
3. Iterate steps 4-7 until convergence.
The observation function is computed by KHONGKRAPHAN and KAEWTRAKULPONG: EFFICIENT HUMAN BODY TRACKING BY QUICK SHIFT BELIEF PROPAGATION and (b) Mean Shift. A comparison of moving toward a mode value by (a) Quick Shift, and (b) Mean Shift.

4. Generate a local grid of samples around each initial sample.
5. Compute message by Eq. (7).

\[ m_{ij}^{m}(x_i) \leftarrow \sum_{z_j} \left( \psi_{ji}(x_i, x_j) \phi_{ji}(x_j, z_j) \right) \prod_{k \in \Gamma(j)/j} m_{kj}^{m-1}(x_j) \]

6. Compute marginal probability using in Eq. (5).

\[ p^m(x_i | Z) \leftarrow \alpha \phi_i(x_i, z_i) \prod_{j \in \Gamma(i)} m_{ji}^*(x_j) \]

7. Seek mode using Quick Shift, set each mode as initial sample for the next iteration.
8. Select the best solution as

\[ x = \arg \max \ p^m(x_i | Z), \]

2.5 Observation Function and Potential Function

The observation function \( \phi_i(x_i, z_i) \) is used to measure the joint likelihood of \( z_i \) and \( x_i \). In order to measure the likelihood, each body part \( x_i \) is modelled by a planar patch and projected onto the input image, and then its likelihood (or similarity) is computed. In this work, region overlapping [3], [5] and RGB color are the features used for similarity measurement. The region overlapping feature of node \( x_i \) is computed by

\[ w_j = \frac{1}{2} \left( \frac{n_{i,o}}{n_{i,p}} + \frac{n_{i,o}}{n_m} \right), \quad n_m = \arg \max \ i \ n_{i,o} \]  

where \( n_{i,o} \) is the number of pixels in overlapping region between projected region of \( i^{th} \) sample and the silhouette. \( n_{i,p} \) is the number of pixels in the \( i^{th} \) projected region. This measure is very simple and efficient; however, its reliability reduces greatly in case of occlusion. This is because overlapped parts form a larger foreground region which provides high values of this feature in several false locations.

In case of occlusion, we therefore switch to using a more detailed color feature (Sect. 3 explains how to detect the beginning and the end of occlusion). For the color feature, each human body part is formed by a color histogram based on RGB components. From the color models of the node \( c(x_i) \) and the template, \( t \), the similarity measure is defined by the histogram intersection between the color shape matching model of the sample and the template as

\[ w_j = \sum_{j=1}^{n} c_{ji} \cap t_j, \]

where \( c_{ji} \) is the normalized number of pixels in the \( j^{th} \) bin of the \( i^{th} \) node and \( t_j \) is the normalized number of pixels in the \( j^{th} \) bin of template in RGB color histogram and \( n \) is the number of bins in each histogram. The observation function \( \phi_i(x_i, z_i) \) of node \( x_i \) is computed by

\[ \phi_i(x_i, z_i) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(x_i - z_i)^2}{2\sigma^2}}, \]

where \( w_i \) is the similarity of node \( x_i \), obtained by Eq. (11) or Eq. (12) and \( \nu \) is its standard deviation. For a low value of \( \nu \), a more weight is given to the appearance similarity.

The \( \psi_{ji}(x_i, x_j) \) potential function is used to show the relationship between body parts \( i \) and \( j \). We model the potential function by a Gaussian to represent the distribution of the Euclidean distance between the two adjacent body parts.

\[ \psi_{ji}(x_i, x_j) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{\|x_i - x_j\|^2}{2\sigma^2}}, \]

where \( x_i \) is the \( i^{th} \) body part, \( \psi_{ji}(x_i, x_j) \) is a potential function of body parts \( i \) and \( j \), \( D(x_i, x_j) \) is the Euclidean distance between the connected points of body parts \( i \) and \( j \), and \( \sigma \) is its standard deviation. In the same way as \( \nu \), \( \sigma \) specifies insensitivity to displacement of adjacent body parts.

3. Occlusion Handling

A common problem in human body tracking is self-occlusion problem. To reduce the computational complexity and handle self-occlusion problem of tracking in our method, we used prediction information from a model video [21] as the motion model. It is used for sample generation in the first iteration. We use two measures for detecting start and end of self-occlusion as in [21]. The first measurement is \( \alpha_{ij} \), which represents the area of the foreground silhouette, corresponding to the \( j^{th} \) segment in the \( i^{th} \) frame.
The second measure is $\beta_j^t$, which represents the proportion of the detected segment $j$ that is occluded by the other segments of the cardboard model. The condition for occlusion is based on the normalized change over time $\tau$,

$$\frac{\sum_{i=t-\tau}^{t-1} a_{ij}^{i+1} - a_{ij}^t}{\tau a_{ij}^t} < T, \quad \frac{\sum_{i=t-\tau}^{t-1} \beta_{ij}^{i+1} - \beta_{ij}^t}{\tau \beta_{ij}^t} > T,$$

where $T$ is the percentage threshold and $\tau$ is the number of previous frames that are used to consider occlusion. Positive $T$ value signifies occlusion entering, while the negative $T$ value indicates occlusion termination.

4. Experiments

To evaluate the performance of our proposed method, we tested it on several videos and compared it with the BP and MSBP methods in both simple and occlusion cases. We tested our method on 6 sequences of UCF dataset, containing 400, 162, 400, 560, 500 and 500 frames. These videos included aerobics style activities that were also used in [21]. Moreover, we experimented on 2 sequences of CMU dataset (also used in [16]), containing 199 and 190 frames including walking action in both front and side views. These videos include both simple and self-occlusion cases. To present qualitative and quantitative results, we compared our approach with [16]. Note that the joint locations were manually initialized in the first frame, and then an RGB template of each human part is automatically generated from the initialized joint locations. The sample prediction was then performed automatically for the remaining frames like the method presented in [21].

In our experiments, we generated samples with a size of 8,000 samples for BP, and a $5 \times 5 \times 3 \times 3$ grid for both MSBP and QSBP, respectively. Those methods were run until convergence (joint position movement is less than 2 pixels or 50 iterations are reached.) The threshold parameter in mode seeking of Quick Shift and the kernel size of MSBP were chosen as half of the grid size. For occlusion handling, we used 70 percentage in our experiments and the number of previous frames was chosen as 15 to consider occlusion. The bin size of RGB histogram was $16 \times 16 \times 16$. In observation function, the standard derivation of observation function and potential function were chosen as 0.4 and 3, respectively.

We applied model video to the sample prediction in the first iteration of belief propagation. The samples of model video on UCF and CMU datasets are shown in Figs. 5 (a) and (b), respectively. Samples of tracking results are displayed in Fig. 6. The figure shows samples of human model fitting on 4 sequences. The fitting results of QSBP, BP and MSBP approaches are shown in Figs. 6 (a), (b) and (c), respectively.
respectively. Since similar results among all methods were obtained, only two results were included for BP and MSBP in Figs. 6 (b) and (c). It can be seen that the model fits well to the images for each approach. The results show that the accuracy of QSBP is comparable to those of BP and MSBP as illustrated in Fig. 7 (a). However, the computational time of QSBP is significantly less than those of BP or MSBP (Fig. 7 (b)). In particular, for our case of 4-state (2D position plus body part length and angle) tracking, our proposed technique is respectively 36 and 99 times faster than those of MSBP and BP. On average, the numbers of iterations to get the best solution are 9, 30 and 42 for QSBP, MSBP and BP, respectively. The 2D tracking results are compared with ground truth which is manually obtained. The average distance errors from the corresponding ground truth are shown in Fig. 7 (a). It can be seen that all methods provide accuracy; however, our approach is far more efficiency than the others as shown in Fig. 7 (b).

5. Conclusion

We propose a part-based tracking algorithm by integrating Quick Shift, a simple and efficient mode seeking method, into the belief propagation framework. The main idea is to find the mode of marginal probability of belief propagation to be used to predict points in the next iteration, and that way only samples around modes are computed in each iteration of belief propagation. Therefore, our proposed method needs fewer samples than NBP or MSBP. In addition, it converges to the best solution faster than the other methods. This approach can reduce the computational complexity dramatically due to the reduction of search space while preserving accuracy. In addition, we apply model video in the first iteration of belief propagation for predicting and resolving occlusion problems. The method was experimented on several videos and the results showed very good performance and robustness in both accuracy and efficiency.
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