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Abstract

Little inquiry has explicitly addressed the role of action spaces in language-guided visual navigation – either in terms of its effect on navigation success or the efficiency with which a robotic agent could execute the resulting trajectory. Building on the recently released VLN-CE [25] setting for instruction following in continuous environments, we develop a class of language-conditioned waypoint prediction networks to examine this question. We vary the expressivity of these models to explore a spectrum between low-level actions and continuous waypoint prediction. We measure task performance and estimated execution time on a profiled LoCoBot [1] robot. We find more expressive models result in simpler, faster to execute trajectories, but lower-level actions can achieve better navigation metrics by approximating shortest paths better. Further, our models outperform prior work in VLN-CE and set a new state-of-the-art on the public leaderboard – increasing success rate by 4% with our best model on this challenging task.

1. Introduction

A long-term goal of instruction-guided visual navigation research is to develop AI for robotic agents that can reliably follow paths described by natural language navigation instructions in new environments. Much of the existing work in this domain is robot-agnostic and has focused on highly-abstract simulators where agents navigate by choosing between a small, fixed set of nearby locations that the agent then transitions to deterministically [4, 15, 22, 26] – essentially assuming some underlying robot-specific control system can perform navigation. The Vision-and-Language Navigation (VLN) [4] task is representative of this class of problem settings.

In sim-to-real experiments, Anderson et al. [3] demonstrate that a major performance bottleneck for transferring VLN agents trained in high-level simulators to real robotic systems is producing appropriate sets of nearby locations (or waypoints) to choose from; however, it is infeasible to study waypoint prediction in the discrete, highly-abstract simulator as the agent can only occupy predefined locations.

Recently, Krantz et al. [25] introduced a variant of VLN instantiated in continuous simulated environments (denoted VLN-CE) such that agents can move to arbitrary positions. In contrast to the highly-abstract action space in VLN, agents in [25] navigate by executing a sequence of low-level actions such as moving forward 0.25 meters or turning by 15 degree increments. This end-to-end, instruction-to-low-level-control design choice has implications both in simulation and for potential sim-to-real transfer to a robotic platform. During training, these policies must jointly learn...
navigation and language grounding over long sequences of actions (~55 per episode). As a result, [25] shows that models mirroring successful VLN agents perform substantially worse in VLN-CE.

On a real robot, the frequent stop, start, and turns induced by this action space can be slow to execute (requiring frequent changes in velocity and calls to a planner), result in state estimation error, and strain hardware [24, 19]. Further, executing the deep policy network to predict actions at each time step can put extra demand on robot power supplies.

This work explores a spectrum of action spaces between these two extremes – studying instruction-guided navigators that predict relative waypoints with varied expressivity. At one end, our agents are free to predict relative waypoints as continuous points within some maximum range. On the other, the action space is reduced to taking a fixed step in a direction chosen from a small, finite set of angles – mimicking [25] but collapsing consecutive turns. In between, we experiment with mixing discrete and continuous components to parameterize waypoint predictions.

To do this, we develop an attention-based waypoint prediction network for instruction following. Given a navigation instruction and a panoramic RGBD observation at the current position, our agents predict a distribution over relative waypoints in polar coordinates (consisting of a heading angle $\theta$ and a distance $r$). A low-level continuous navigator is then executed to move in a straight line towards the waypoint – leaving concerns about obstacle avoidance to the waypoint predictor. We train our agents as model-free control policies using large-scale reinforcement learning [38] on the VLN-CE dataset. We evaluate our agents using standard metrics for VLN-CE as well as the estimated execution time for resulting trajectories on a LoCoBot [1] robot.

We find that more expressive waypoint prediction networks result in simpler paths that are faster to execute; however, more constrained action spaces can achieve better performance by more closely approximating shortest paths. Our waypoint models paired with continuous low-level navigators reduce the average estimated time to execute a trajectory by 2.2 times compared to low-level turn/forward models. When paired with discrete low-level navigators to match VLN-CE’s action space, our models improve navigation success rate by 1-4% over prior work on the VLN-CE leaderboard\footnote{eval.ai/web/challenges/challenge-page/719}– a max relative improvement of 14%.

**Contributions.** We summarize our contributions as:

- Developing a class of language-conditioned waypoint prediction networks for the VLN-CE task,
- Providing empirical analysis of waypoint prediction expressivity’s effect on navigation success and estimated time to execute trajectories on a representative robot,
- Demonstrating that our models paired with low-level navigators set a new state-of-the-art on the VLN-CE test leaderboard by an absolute 4% success rate.

We provide open-source code and pre-trained models at https://github.com/jacobkrantz/VLN-CE.

### 2. Related Work

**Instruction-Guided Navigation.** Many works have examined instruction-guided navigation. Task descriptions vary across a number of axes, including instruction source (templated [22], natural language [4]), instruction language (monolingual, multilingual [26]), environment setting (indoor, outdoor [15, 22]), environment realism (synthetic simulation [29], realistic simulation [4], real-world [8, 3]), navigation affordance (sparse navigation graphs [4], continuous space [25, 8]), and agent (ground-based, quadcopters [6]).

One popular task is Vision-and-Language Navigation (VLN) [4]. VLN has natural language instructions and uses indoor, photo-realistic environments from the Matterport3D dataset [10]. A ground-based agent acts on a sparse navigation-graph. In this work, we consider the recently released Vision-and-Language Navigation in Continuous Environments (VLN-CE) [25], a task that lifts VLN to continuous 3D environments. We explore waypoint models that leverage more abstract action spaces in VLN-CE.

**Hierarchical Visual Navigation.** Waypoint-based models can be considered a type of hierarchical agent, which has been proposed for many tasks relating to visual navigation. Beyond an intuitive problem decomposition, these are commonly motivated by a desire to carve out self-contained sub-tasks solvable with existing approaches [5], circumvent challenges faced by reinforcement learning (RL) algorithms (e.g. credit assignment and exploration over long time horizons) [12, 39], or to introduce interpretable representations [16]. However, these works address embodied navigation tasks that do not condition on language.

More related to our work are those that predict waypoints directly [5, 13, 14]. Chaplot et al. [13] address the image-goal navigation task with a topological agent that updates a graph with candidate “ghost nodes”, selects a node to navigate to, and performs low-level navigation. Our waypoint-based model differs in that we combine the waypoint prediction and selection steps and condition both with the task goal. Chen et al. [14] take a similar approach to ours for audio-visual navigation – predicting waypoints conditioned on audio goals (e.g. a teapot whistling) while building a metric map. Our approach predicts waypoints directly from language instructions without a metric map.

Several hierarchical models have been developed for instruction-guided navigation tasks. For an outdoor environment, Misra et al. [29] decompose the task into goal prediction and action generation. While effective in (nearly) fully-observable environments, this method does not readily transfer to novel environments with partial observability. Likewise, Blukis et al. [7] develop a network that predicts
and updates a position-visitation distribution en route to the goal. This approach leverages assumptions of an aerial vehicle operating in outdoor environments, namely, nearly full observability compared to an indoor ground-based agent and rare obstacle collisions afforded by aerial free-space. In concurrent work, Irshad et al. [23] considers discrete action models to be high-level policies and jointly learns a low-level policy for velocity-based continuous control.

Recent sim2real transfer work in VLN has considered adding a software harness that emulates an ‘online’ navigation graph by predicting candidate waypoints [3]. This mechanism is not conditioned on instructions and just uses local visual / lidar observations. VLN agents trained in topological simulators can then navigate on this graph by invoking a classical navigation stack in the real world. However, these models were found to perform significantly worse than when given a known navigation graph – suggesting that waypoint prediction remains a bottleneck for VLN transfer. Instead of a two-stage process, we present an alternative – developing a language-conditioned waypoint prediction network in a continuous simulator.

**Training Instruction Followers.** Many instruction-guided navigation works learn policies via imitation learning [4, 18, 6, 37, 35, 25, 27]. Behavior cloning can result in exposure bias. Methods like student forcing and dataset aggregation reduce this but require a queriable expert policy and discourage exploration [4, 33]. Some works train agents with a combination of imitation learning and reinforcement learning (RL) [8, 26]. In this work, we learn linguistically-motivated waypoint predictions purely from RL.

### 3. Task Description

We consider the episodic task of instruction-guided visual navigation in previously-unseen environments. An agent must navigate a path specified by natural language instructions and stop at a goal location. The agent has egocentric RGBD perception. The environment is continuous, requiring the agent to navigate freely about the 3D space and contend with obstacles and occlusion.

**VLN-CE Task.** We set our work in the context of the Vision-and-Language Navigation in Continuous Environments (VLN-CE) task [25]. VLN-CE is based on the Room-to-Room dataset used in the original VLN task [4]. VLN has agents navigate on a pre-defined graph of viewpoints with scenes from the Matterport3D dataset [10]. VLN-CE replaces the viewpoint topology with full Matterport3D scene reconstructions, lifting the VLN task to more realistic navigation in continuous space. We conduct our experiments in VLN-CE because it enables our study of agents that predict arbitrary relative waypoints. We adopt the task settings of VLN-CE with specific extensions detailed below.

**Observation Space.** The agent observes RGB and depth images. For both modalities, we extend the 90° HFOV of VLN-CE to panoramic 360° HFOV. Each panorama is captured as twelve frames angled in 30° increments, where each frame has a 90° HFOV at a resolution of 256 x 256. Panoramic vision is common in related visual navigation tasks like VLN and PointGoal navigation [18, 13] and panoramic sensors could be used in real applications.

**Action Space.** Waypoint-based agents can operate independently of the low-level action space used to reach the predicted waypoints. We experiment with two action spaces that operate in discrete time. Specifically, we train and evaluate our agent with continuous-space actions that specify real-valued turn angles and straight-line distances. Such actions can be accomplished by zero-turn-radius robots such as Locobot [20]. Like VLN-CE, we assume perfect actuation to keep results comparable. We also evaluate our agent with the VLN-CE’s discrete action space to enable direct comparison with past work (forward 0.25m, left 15 degrees, right 15 degrees, and stop). Actions specifying velocities or accelerations are beyond the scope of this work, but are compatible with waypoint-based agents [5].

### 4. Method

We describe our implementation of a waypoint-based instruction-following agent. A waypoint prediction network (WPN) predicts navigation waypoints or a STOP action directly from pixels and natural language. Waypoints are passed to a lower-level navigator in relative polar coordinates. We employ a simple two-step navigator that turns in the direction of the waypoint then moves forward the predicted distance. This navigator does no direct language processing, separating the task between two agent components.

#### 4.1. Waypoint Prediction Network (WPN)

An overview of our network is shown in Fig. 2. At each time step, our agent observes the world through a panoramic RGBD sensor represented by 12 RGBD observations captured at regular angular intervals ($\theta = 0, 15, 30, ..., 330$). Our agent predicts the next navigation waypoint in relative coordinates by selecting one of these discrete observations as a coarse heading $\hat{\theta}^D$ and then predicting an angular offset $\hat{\theta}^{off\_set}$ and distance $\hat{r}$ such that the waypoint is specified by the polar coordinates $(\hat{r}, \hat{\theta}^D + \hat{\theta}^{off\_set})$. We base our model architecture on the cross-modal attention network of Krantz et al. [25], adapting the single-modality visual encoders to panoramas, adding attention over panorama frames, and developing action generation layers for waypoint prediction.

**Visual Encoding.** Our network encodes RGB and depth observations separately. Each RGB frame is encoded with a ResNet-18 [21] pre-trained on ImageNet, collectively producing features $V_i \in \mathbb{R}^{12 \times 1 \times j}$ for 12 frames containing $i$ feature map channels of flattened spatial dimensions $j$. Similarly, each depth frame is encoded with a ResNet-50 pre-trained on a PointGoal navigation task [38], collectively...
producing features $D_t \in \mathbb{R}^{12 \times k \times f}$. We provide static pose features $P \in \mathbb{R}^{12 \times 2}$ consisting of the sine and cosine of the camera angle. These features disambiguate the relative angle between frames and are commonly used by VLN panorama agents to encode previous actions [18].

The difference between an agent’s visual observations at time $t$ vs. $t-1$ can be more substantial with waypoint-based navigation than with a lower-level action space, e.g., when a waypoint is predicted through a doorway. We provide this visual context explicitly by including a subset of visual features from the previous time step. Specifically, we include features for the panoramic frame facing nearest the heading of the last waypoint prediction: $V_{t-1}^{(i)}$ and $D_{t-1}^{(i)}$ where $i = \theta_{t-1}^D$. These features are mean-pooled across their spatial dimension, resulting in a visual context vector $c = [V_{t-1}^{(i)}; D_{t-1}^{(i)}]$, where $[;]$ denotes concatenation.

**Instruction Encoding.** We use the same instruction encoding as Krantz et al. [25]. The natural language instruction $\mathcal{O}_{\text{inst.}}$ is a lightly-tokenized sequence of words observed at each time step. We map $\mathcal{O}_{\text{inst.}}$ to a sequence of GloVE [32] embeddings $w_1, w_2, \ldots, w_N$ for an instruction of length $N$ words. A bi-directional LSTM then produces hidden states

$$S = \{s_1, s_2, \ldots, s_N\} = \text{BiLSTM}(w_1, w_2, \ldots, w_N).$$

**Previous Action Encoding.** Our network observes the predicted waypoint from the previous time step as a vector $a_{t-1} = \hat{r}_{t-1}, \sin(\theta_{t-1}^D), \cos(\theta_{t-1}^D), \hat{d}_{t-1}^\text{offset}$. We use a dedicated recurrent network to track visual history like Krantz et al. [25], including inputs of RGB features $V_t$, the previous action $a_{t-1}$, and the additional visual context $c$. We mean-pool $V_t$ across both the spatial and frame dimensions, resulting in vector $\hat{V}_t$. Our visual history is then encoded as

$$h_t^{(\text{vis.})} = \text{GRU} \left([\hat{V}_t, c, a_{t-1}, h_{t-1}^{(\text{vis.})}]\right).$$

**Cross-Modal Attention.** We use scaled dot-product attention (Attn) for all attention mechanisms in our network [36]. The output of the visual history module $h_t^{(\text{vis.})}$ attends to the recurrent instruction features $S$:

$$\hat{S} = \text{Attn} \left(S, h_t^{(\text{vis.})}\right).$$

These attended instruction features are then used to perform spatial attention on each RGB and depth frame $i$:

$$\hat{Y}_t^{(i)} = \text{Attn} \left(\hat{Y}_t^{(i)}; \hat{S}\right) \quad \hat{D}_t^{(i)} = \text{Attn} \left(\hat{D}_t^{(i)}; \hat{S}\right)$$

which is shown in Fig. 2 as Spatial Attn. The resulting features are concatenated with pose features $P$, resulting in instruction-conditioned and heading-aware RGBD features for each panorama frame:

$$\hat{X}_t = [\hat{V}_t; \hat{D}_t; P].$$

**Action Prediction.** We use the final recurrent state $h_t^{(a)}$ and the frame-specific features $\hat{X}_t$ to predict a waypoint in relative polar coordinates. Our waypoint prediction begins as a coarse heading prediction sampled from a distribution over the 12 frames and a STOP action: $\theta_{\text{w}} \sim \text{Pano}$. The logits of Pano are the dot product between $h_t^{(a)}$ and $\hat{X}_t$:

$$\text{Pano} = \text{softmax} \left([\hat{X}_t \cdot h_t^{(a)}; W_s h_t^{(a)} + b_s]\right).$$

For each frame heading $i$ in Pano, we predict distributions over a heading offset refinement and a distance as shown in Fig. 2. In Sec. 5.2, we explore how the expressivity of the waypoint action space affects performance. To
Accordingly, we define the entropy term \( L \) from the final hidden state \( h_t \):

\[
\text{Offset}^{(i)} = \tanh \left( W_o \left[ \tilde{z}_t^{(i)}, h_t^{(a)} \right] + b_o \right) \quad \text{and} \quad \text{Dist}^{(i)} = \text{sigmoid} \left( W_d \left[ \tilde{z}_t^{(i)}, h_t^{(a)} \right] + b_d \right)
\]

where the range of \( \text{Offset}^{(i)} \) is \([-15^\circ, 15^\circ]\) and the range of \( \text{Dist}^{(i)} \) is \([0.25m, 4.0m]\). For discrete distributions, we replace the tanh and sigmoid activation functions with a softmax for an offset domain of \([-15^\circ, -10^\circ, ..., 15^\circ]\) and a distance domain of \([0.25m, 0.75m, ..., 2.75m]\). For constant predictions, the offset is \(0^\circ\) and the distance is \(0.25m\), corresponding to the forward step size of the standard VLN-CE action space.

We sample a heading offset \( \hat{\theta}_{\text{offset}} \sim \text{Offset}(\hat{\theta}^D) \) and a distance \( \hat{\rho} \sim \text{Dist}(\hat{\theta}^D) \) conditioned on the chosen coarse heading \( \hat{\theta}^D \). This produces a polar waypoint prediction \((\hat{\rho}, \hat{\theta}^D + \hat{\theta}_{\text{offset}})\). We visualize a set of possible waypoint action spaces in Tab. 1.

### 4.2. Training the Waypoint Prediction Network

Existing work on the VLN-CE task trains agents with imitation learning [25]. Motivated by recent advancements in embodied navigation, we instead train our waypoint prediction network with decentralized distributed proximal policy optimization (DDPPO) [38]. DDPPO is a scaled version of the proximal policy optimization (PPO) algorithm with an actor-critic policy structure [34]. We consider the loss function used in [38] for PointGoal navigation. It employs the clipped PPO objective \( L_{\text{action}} \), a clipped critic loss \( L_{\text{value}} \), and an entropy bonus \( L_S \) to encourage exploration:

\[
L_{\text{standard}} = L_{\text{action}} + c_v L_{\text{value}} - c_o L_S.
\]

Let \( \theta \)-parameterized policy \( \pi_\theta \) be the waypoint prediction network. For \( L_{\text{action}} \), we compute the probability \( \pi_\theta(A_t) \) of an action \( A_t = (\hat{\theta}^D, \hat{\theta}_{\text{offset}}, \hat{\rho}) \) for a panorama frame selection \( \hat{\theta}^D \), a heading offset \( \hat{\theta}_{\text{offset}} \), and a distance \( \hat{\rho} \) as:

\[
\pi_\theta(\hat{\theta}^D) \cdot \text{Offset}(\hat{\theta}^D)(\hat{\theta}_{\text{offset}}) \cdot \text{Dist}(\hat{\theta}^D)(\hat{\rho}).
\]

Accordingly, we define the entropy term \( L_S \) as:

\[
L_S = c_o S(\text{Pano}) + c_o S(\text{Offset}) + c_d S(\text{Dist})
\]

to control the amount of exploration within specific action components. For \( L_{\text{value}} \), we predict a state-value estimate from the final hidden state \( h_t^{(a)} \) as \( \hat{v} = \text{linear}(h_t^{(a)}) \).

We expand this loss function with an additional zero-trending regularization term \( L_{\text{offset}} = |\hat{\theta}_{\text{offset}}| \), which we found empirically led to better exploration of the joint Pano-Offset heading space. Together, this yields our total loss function:

\[
L_{\text{total}} = L_{\text{standard}} + c_r L_{\text{offset}}.
\]

**Reward Function.** Our reward function is informed by the extrinsic reward structure of Wang et al. [37] and the time penalty (or slack reward) from Savva et al. [28]. We include a success reward \( r_{\text{success}} \), the change in distance to target \( \Delta_{\text{dist to target}} \), and a slack reward \( r_{\text{slack}} \):

\[
r(s, t) = r_{\text{success}} - \Delta_{\text{dist to target}} + r_{\text{slack}},
\]

where \( r_{\text{success}} = 2.5 \) once a stop action is called within 3m of the target location (otherwise equal to 0) and \( \Delta_{\text{dist to target}} = D(s_t) - D(s_{t-1}) \) is progress towards the goal in terms of geodesic distance. The slack reward as defined by [28] is constant and applied at every time step. A waypoint predictor that maximizes this reward term would predict the furthest navigable waypoint toward the goal. This is undesirable for instruction-following where agents need to consider intermediate navigation decisions in light of partial observability. In the instruction “go into the bedroom”, an agent must first decide to continue past other similar-looking doorways (such as a bathroom) before choosing to enter the bedroom. We mitigate this training bias toward distant waypoints by scaling the slack reward based on waypoint distance instead of time. Specifically, we scale slack based on distance predicted: \( r_{\text{slack}} = -0.05 \cdot \frac{d_{\text{predicted}}}{0.25m} \), which additionally penalizes unreachable waypoints.

### 5. Experiments

In this section, our main experiments address the following questions within the context of the VLN-CE task:

1) **How does the expressivity of waypoint predictions affect performance?** On one end of the expressivity spectrum, an agent may select waypoints from a small set of discrete candidates, and on the other end, an agent may consider any continuous location within some range. We examine the impact of different levels of expressivity in Sec. 5.2. Generally, we find that less expressive action spaces lead to minor improvements in standard metrics over more expressive versions but result in trajectories that would be slower to execute on real agents due to frequent stops and turns.

2) **How do our waypoint-based models compare to prior work in low-level action spaces?** Compared to existing work on VLN-CE [25], our base models are trained with additional sensors (forward-facing vs. panoramic cameras) and continuous navigators with arbitrary turn angles and step distances. While we argue these observation and navigator action spaces are more reflective of real robotic agents, we ablate these in Sec. 5.3 to compare with prior work. We find that our models result in significant improvements over prior work on the public VLN-CE leaderboard.
5.1. Experimental Setup

VLN-CE Dataset. We use the VLN-CE dataset [25] which consists of 16,844 path-instruction pairs (5,611 unique paths) across 90 scenes. The dataset is split into train (Train), seen validation (Val-Seen), unseen validation (Val-Unseen), and test (Test). Both Val-Unseen and Test contain scenes the agent has not been exposed to during training.

Metrics. We evaluate our agent using established metrics from VLN-CE [25]. Specifically, we report the metrics used by the VLN-CE Challenge leaderboard which include trajectory length (\(T_{L}\)), navigation error (\(N_{E}\), oracle success rate (\(O_{S}\)), success rate (\(S_{R}\)), and success weighted by inverse path length (\(S_{P_{L}}\)). Note that success occurs when an agent invokes the stop action within 3m of the goal. Please see [2, 4] for a detailed description of these metrics.

Implementation Details. We implement our agents in PyTorch [31] and use the Habitat Simulator [28]. We extend Habitat’s DDPPO [38] training implementation to the VLN-CE task and add components for training waypoint prediction agents. We distribute training across 64 GPUs, collecting around 200M steps of experience to reach peak performance (5 days on average). We use the same set of hyper-parameters for each experiment and include those values in the supplementary. We use early stopping during the training process and select the checkpoint with the highest SPL on Val-Unseen for all models. During the evaluation, the waypoint prediction network takes the mode of each action distribution which leads to deterministic results.

5.2. Impact of Waypoint Expressivity

To study the effect of waypoint expressivity, we consider a spectrum of prediction domains for our model’s distance and offset components. In Tab. 1, we consider predicting continuous values (C), choosing between a set of discrete values (D), or not predicting at all and using a fixed value (−). These combinations result in decision spaces visualized in the figure on the left of Tab. 1 where blue-shaded regions reflect possible waypoints under various \(C/D/−\) settings of offset and distance prediction. The labels at the top-left of each graph match the corresponding row(s) of the table.

WPN. Row 1 is our fully continuous waypoint prediction network (WPN) which can select any point within a toroid around the agent bounded by 0.25 and 4m. In row 2, we consider discrete distance prediction over six choices ranging from 0.25m to 2.75m in increments of 0.5m – resulting in a decision space of six continuous rings. In row 3, we additionally constrain the offset to seven choices ranging from \(-15^\circ\) to \(15^\circ\) in increments of \(5^\circ\) – further segmenting the rings into a dense set of discrete points. In row 4, we fix the offset prediction to 0, resulting in a sparse ‘wagon-wheel’ of 36 possible waypoints. This progresses from fully continuous to highly constrained subspaces.

We observe the most significant differences in performance from changes to the offset prediction space. Continuous offsets outperform their discrete or fixed counterparts by 3-8% success (rows 1 & 2 vs. 3 & 4). Intuitively, continuous offset prediction enables more position control at longer distances (compare the outer edge of plot 1 with 4). Surprisingly, the dense discrete setting (row 3) under-performed no offsets (row 3 vs. 4) by 3% success. We suspect this is due to differences in training dynamics – we observe rapid training convergence for this model which could lead to relative under-exploration of the action space.

HPN. In rows 5 & 6 we ablate distance prediction entirely, moving a fixed 0.25m in the chosen heading. To reflect this, we refer to these ablations as Heading Prediction Networks (HPNs). For a continuous offset (row 5), this allows a waypoint to be predicted in a single ring of radius 0.25m. Row 6 further ablates the offset prediction, resulting in a “pick-pano” model that effectively mimics the existing VLN-CE action space Forward-Left-Right with collapsed turn actions (e.g. reducing any consecutive sequence of turns followed by a forward step into a single action). As before, we observe continuous offsets lead to improvements.

Counter-intuitively, we find these fixed-distance models generally outperform their WPN counterparts in terms of success by 2-3% (e.g. rows 1/2 vs. 5 and row 3 vs. 6).

Table 1. Results of our waypoint model on Val-Seen and Val-Unseen splits using the continuous navigator to reach waypoints. We demonstrate the influence of our action space components by successively constraining the waypoint action space. We find that the least-constrained heading prediction network performs the best according to conventional VLN metrics across both validation splits.

| # | Model | Dist. | Offset | Val-Seen | Val-Unseen |
|---|---|---|---|---|---|
| 1 | Waypoint Pred. | C | C | 10.29 | 6.05 | 51 | 40 | 35 | 10.38 | 6.90 | 41 | 34 | 29 | 186 | 20 |
| 2 | Network (WPN) | D | C | 10.51 | 6.12 | 49 | 38 | 33 | 10.62 | 6.62 | 43 | 36 | 30 | 153 | 23 |
| 3 | Network (WPN) | D | D | 9.11 | 6.57 | 44 | 35 | 32 | 8.23 | 7.48 | 35 | 28 | 26 | 93 | 20 |
| 4 | - | D | - | 9.06 | 6.45 | 46 | 39 | 35 | 8.16 | 7.20 | 38 | 31 | 28 | 90 | 22 |
| 5 | Heading Pred. | C | - | 8.71 | 5.17 | 53 | 47 | 45 | 7.71 | 6.02 | 42 | 38 | 36 | 297 | 11 |
| 6 | Network (HPN) | - | - | 8.63 | 5.44 | 51 | 44 | 42 | 7.72 | 6.21 | 38 | 34 | 32 | 308 | 11 |
In Tab. 3, we compare our models using a discrete navigator (DN) at inference. As shown in the figure (left), the discrete navigator approximates the path of the continuous version. We find our models are somewhat robust to this change in navigator but drop 1-3% success. In contrast, VLN-CE assumes turns of 15 degree increments vs. 0 degree increments for real-world execution. Our agents are trained with continuous navigators that can turn to arbitrary angles and move forward by arbitrary distances – matching realistic zero-turn radius robots. In contrast, VLN-CE assumes turns of 15 degree increments and forward steps of 0.25m. To compare with prior work, we implement a discrete navigator (DN) that uses this low-level action space to reach waypoints approximately. Our DN assumes free space and selects actions that greedily minimize distance to the waypoint. We assume no explicit localization. Table 2 shows our WPN model using continuous localization. Tab. 2 shows our WPN model using continuous navigator (CN), our WPN drops only 1-2 SPL in Val-Unseen using a discrete navigator (DN).

Table 3. Results on the VLN-CE Challenge leaderboard. Both of our model submissions outperform existing state of the art on Test, with our heading prediction network (HPN) showing the highest success rate (SR) with the lowest trajectory length (TL).

5.3. Comparison with Discrete Action Models

Our agents are trained with continuous navigators that can turn to arbitrary angles and move forward by arbitrary distances – matching realistic zero-turn radius robots. In contrast, VLN-CE assumes turns of 15 degree increments and forward steps of 0.25m. To compare with prior work, we implement a discrete navigator (DN) that uses this low-level action space to reach waypoints approximately. Our DN assumes free space and selects actions that greedily minimize distance to the waypoint. We assume no explicit localization. Table 2 shows our WPN model using continuous navigator (CN) vs. discrete navigators at inference. As shown in the figure (left), the discrete navigator approximates the path of the continuous version. We find our models are somewhat robust to this change in navigator but drop 1-3% success. In rows 3 & 6 we re-evaluate all model checkpoints using the discrete navigator, finding that while different checkpoints maximize SPL, the performance is similar to rows 2 & 5.

In Tab. 3, we compare our models using a discrete navigator (DN) at inference. As shown in the figure (left), the discrete navigator approximates the path of the continuous version. We find our models are somewhat robust to this change in navigator but drop 1-3% success. In rows 3 & 6 we re-evaluate all model checkpoints using the discrete navigator, finding that while different checkpoints maximize SPL, the performance is similar to rows 2 & 5.
Figure 3. A qualitative example of our best waypoint agent (WPN+CN) successfully navigating to the goal in an unseen environment.

We submit both our best performing waypoint prediction network (WPN) and heading prediction network (HPN) variants based on Val-Unseen SPL. The existing state-of-the-art belongs to a cross-modal attention model trained by dataset aggregation (DAgger) and aided by progress monitor and data augmentation (CMA+PM+DA+Aug) [25]. Both WPN+DN and HPN+DN surpass the performance of existing work, with HPN+DN setting the new state of the art on the VLN-CE task by 4 SR (14% relative) and 5 SPL (20% relative). This is despite evaluating our networks with a navigator they were not exposed to during training.

Looking closely at the differences between prior work and our HPN+DN model, our agent has access to panoramic observations, has a more abstract heading-based action space, and is trained with RL. To ablate these differences, we start from our “pick-pano” HPN model (Tab. 1 row 6) and ablate panoramic observation to a single forward-facing camera. In Val-Unseen, this model surpasses row 6 by 2 SR (achieving a 36/32 SR/SPL). This agent has a lower seen-to-unseen gap than row 6 by 4 SR and 5 SPL (Val-Seen: 40/37 SR/SPL). This suggests that the reduced visual information of this model leads to less overfitting of the training environments. We further ablate the high-level action space of this model, matching the observation and action spaces of prior work. We find that this agent is unable to train to convergence after 300M steps of experience and identify the longer time horizon as a challenge requiring deeper study.

5.4. Qualitative Example

We present a qualitative example of our best waypoint agent navigating an unseen environment (Fig. 3). In Step 1, the agent traverses a large room by predicting a waypoint 2.25m away. In Step 4, the waypoint prediction is shorter at 1.25m, directly in front of the end table referenced in the instruction. Together, these predictions demonstrate the agent’s ability to implicitly reason about scene geometry and predict language-grounded waypoints. Each step in this example can be aligned with an abstract semantic sub-goal, e.g. “continue through the hallway” (Step 2) and “go to the end table” (Step 4). Agents that directly predict actions from the VLN-CE action space need to make 10+ decisions to execute each sub-goal – an unintuitive and time-inefficient exercise. We provide additional navigation examples in the supplementary.

5.5. Waypoint Prediction Analysis

We analyze characteristics of the waypoints predicted by our best WPN model (Tab. 1 row 2). In both Val-Seen and Val-Unseen, the mean distance prediction is 1.6m with a standard deviation of 0.8m. We find that waypoint distances decrease with time, such that that predictions in the first 25% of an episode average 2.3m, predictions in the middle 50% average 1.6m, and predictions in the final 25% average 0.76m. This behavior is reasonable in the context of instruction-following – commonly, the beginning of a path is described as taking macro actions (e.g. “Exit the bedroom...”), while the end of a path can be described more particularly (e.g. “...and wait between the two chairs.”).

6. Discussion

In this work, we present a model class that predicts navigation waypoints directly from language and vision. In exploring the expressivity of the waypoint action space, we find that more expressive models have favorable real-world execution properties, including a 2x reduction in expected execution time and a modular architecture that abstracts interaction with robot-specific navigation stacks. On the other hand, less expressive action spaces lead to higher traditional VLN metrics. Our best submission to the VLN-CE leaderboard demonstrates this through a 4% improvement in success (14% relative) and a 5 point improvement in SPL (20% relative) over prior work. We recognize that a significant gap still remains between topological VLN and continuous VLN-CE. Addressing this gap and the related sim2real gap [3] will require developing an effective interface between language understanding and robotic control.
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7. Supplementary

7.1. Hyperparameter Details

We use the shared hyperparameters in Tab. 4 for all experiments involving RL training. We base our hyperparameter choices on those used by [38] for PointGoal navigation and adjust specific values as necessary to obtain efficient training convergence on the VLN-CE task. Notably, we find that the slack reward scalar \((r_{\text{slack}})\) has a significant impact on training – changing the default value of -0.01 to -0.05 leads to reduced reward variance during training, faster convergence, and more efficient paths in both training and validation (a higher \(SPL\)). We suspect the vehicle of this change is more cautious multi-step exploration of the state space, which in moderation can be effective in a setting of dense reward with a valid shortest-path-to-goal assumption.

The Discount Factor. The action space of the HPN model is effectively a subset of the unconstrained WPN action space. Despite HPN models obtaining higher success metrics than WPN models, WPN models learn different behaviors during training (e.g., making distance predictions greater than 0.25m). We find this is a consequence of the discounted reward. In small-scale WPN experiments, setting the discount factor to 1 leads to HPN-style actions whereas setting it to 0 (or values even higher, like 0.5) leads to taking max-distance steps towards the goal. Our experiments use \(\gamma = 0.99\) to balance immediate gain (emphasizing larger steps) with long-term success.

7.2. Constructing a LoCoBot Motion Model

In Sec. 5.2, we estimate the time a LoCoBot robot running our navigation policy would take to execute trajectories in the real world. To support this metric (EET), we determine a motion model from repeated empirical timings of a physical LoCoBot. This model consists of a rotation function that maps turn angle to time and a translation function that maps straight-line distance to time. Together, these functions can estimate execution time for both our continuous navigator and discrete navigator. We profile the base controllers \(\text{MoveBase}, \text{ILQR},\) and \(\text{Proportional}\) and show their respective motion models in Fig. 4. We find that \(\text{MoveBase}\) generally leads to faster execution time and use it for all time estimates. We recognize there can be a time vs. accuracy trade-off but for the purposes of EET we are primarily interested in time.

To fit the rotation function, we record the time elapsed between issuing the rotation command and the robot stopping after turning an angle \(\phi = 30^\circ, 60^\circ, \ldots, 180^\circ\). We compute an average time-to-turn by repeating this collection 5 times for each turn angle. We then fit a quadratic function, yielding:

\[
y_{\text{rotate}} = 0.000358\phi^2 + 0.108\phi + 2.23.
\]  

(16)

Table 4. Hyperparameters shared by all experiments.

| PPO Parameters |
|-----------------|
| Parallel simulation environments | 4 |
| Rollout length (steps per environment) | 16 |
| DDPPO sync fraction | 0.6 |
| Number of PPO Epochs | 2 |
| Mini-batches per epoch | 4 |
| Optimizer | Adam |
| Learning rate | \(2.0 \times 10^{-4}\) |
| Epsilon (\(\epsilon\)) | \(1.0 \times 10^{-5}\) |
| Learning rate decay | False |
| PPO-clip | 0.2 |
| clip decay | False |
| Clip the value loss | True |
| Generalized advantage estimation (GAE) | True |
| Normalized | True |
| \(\gamma\) | 0.99 |
| \(\tau\) | 0.95 |
| Value loss coefficient (\(c_r\)) | 0.5 |
| Offset regularization coefficient (\(c_o\)) | 0.1146 |
| Entropy coefficient (\(c_p\)) | 0.1 |
| Pano entropy coefficient (\(c_y\)) | 1.5 |
| Offset entropy coefficient (\(c_o\)) | 1.0 |
| Distance entropy coefficient (\(c_d\)) | 1.0 |
| Max gradient norm | 0.2 |

| Reward Parameters |
|-------------------|
| Success (\(r_{\text{success}}\)) | 2.5 |
| Success distance | 3.0m |
| slack reward (\(r_{\text{slack}}\)) scalar | -0.05 |

for \(\text{MoveBase}\). We repeat the process for the translation function, collecting 5 timings for each distance \(x = 0.25m, 0.5m, \ldots, 2.75m\). We find a linear fit of:

\[
y_{\text{translate}} = 4.2x + 0.362. \quad (17)
\]

Motion models for other robots can be computed in similar fashion.

7.3. Adapting Success Weighted by Completion Time (SCT)

Success weighted by Completion Time (SCT) [40] is an evaluation metric that scales the agent’s episodic binary success by the relative time taken to complete the trajectory. Concretely, SCT is defined as:

\[
\text{SCT} = \frac{T}{\max(C, T)} \quad (18)
\]

where \(C\) is the agent’s estimated completion time and \(T\) is the minimal time required for an oracle to reach the goal as afforded by the agent’s dynamics. While originally designed for unicycle-cart dynamics, we adapt SCT to our
experimental settings and report results for each model in Tab. 1. To compute the completion time $C$, we use the estimated execution time (EET) based on our LoCoBot motion model. To determine the minimal time $T$, we adapt the RRT*-Unicycle algorithm to reflect our point-turn dynamics model, our agent’s action space, and multi-floor environments. Specifically, we:

1. Redefine the cost to travel from one agent pose to another in terms of our LoCoBot motion model,

2. Sample navigable points up to 4.0m away from existing graph nodes to reflect the action space of our least-constrained WPN model, and

3. Extend the 2D algorithm to work in multi-floor environments by a) swapping all instances of 2D Euclidean distance with geodesic distance computed on a navigation mesh, and b) sampling, projecting, and interpolating random points from the space of all navigable points.
Figure 4. Motion models of a profiled LoCoBot robot. We compute fits for the base controllers MoveBase, ILQR, and Proportional.

| TL/EET (cm/s) | 5.0 - 6.5 | 6.5 - 8.0 | 8.0 - 9.5 | 9.5 - 11.0 | 11.0 - 12.5 |
|---------------|-----------|-----------|-----------|------------|-------------|

Figure 5. Example episodes of our WPN+CN model in Val-Unseen broken down by the estimated average execution speed (TL/EET). Successful episodes are shown to highlight differences in SPL. Estimated execution time (EET) is calculated from a rotation model and translation model fit to a profiled LoCoBot robot. In each map, the agent starts at the blue square and attempts to navigate to the red square. The agent heading icon denotes the agent’s position and heading at the time of each waypoint prediction. Gray regions represent navigable space. These examples show that episodes consisting of short waypoint predictions and large turns lead to slower speed estimates, whereas further waypoints with smaller turns lead to faster speed estimates.