Extended coherently delocalized states in a frozen Rydberg gas
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The long-range dipole-dipole interaction can create delocalized states due to the exchange of excitation between Rydberg atoms. We show that even in a random gas many of the single-exciton eigenstates are surprisingly delocalized, composed of roughly one quarter of the participating atoms. We identify two different types of eigenstates: one which stems from strongly-interacting clusters, resulting in localized states, and one which extends over large delocalized networks of atoms. These two types of states can be excited and distinguished by appropriately tuned microwave pulses, and their relative contributions can be modified by the Rydberg blockade. The presence of so many highly delocalized eigenstates could be relevant to puzzling results in several current experiments.

Assemblies of cold Rydberg atoms are ideal instruments to investigate interactions in many-particle systems. Rydberg atoms possess many readily tunable properties and can, in many circumstances, be treated with essential state Hamiltonians, easing theoretical interpretation [1–6]. Although in recent years several groups have successfully created well-defined and reproducible structures of Rydberg atoms [7–10], the most common experimental scenario is a frozen Rydberg gas [11, 12]. In such an environment, the Rydberg atoms are distributed randomly and are immobile over typical experimental timescales due to the ultracold temperature [13].

A particularly clear example of a random Rydberg gas is given by considering only two Rydberg states per atom, i.e. ↑ = νp and ↓ = νs, where ν is the principal quantum number and s, p refer to the Rydberg electron’s orbital angular momentum. We consider the single-exciton sector of the full Hamiltonian, which is spanned by states |n⟩ = |↓↓...↑...↓⟩. This notation implies a labeling scheme for the atoms where the sole ↑ excitation lies at atom n. ↑ and ↓ atoms exchange excitation via resonant dipole-dipole interactions, resulting in collective eigenstates of the form

$$|\psi_\ell⟩ = \sum_n c_n^{(\ell)}|n⟩.$$  

The coefficients $c_n^{(\ell)}$ determine the extent to which $|\psi_\ell⟩$ is coherently delocalized. For example, the random nature of the gas implies, with high probability, the existence of pairs of atoms with exceptionally short interparticle separations. These pairs can interact strongly and decouple energetically from the rest of the system, resulting in dimer states having $c_n^{(\ell)} \neq 0$ at just two atoms. These two-particle states exhibit a range of fascinating behavior and dynamics due to their strong mutual interactions. For instance, induced motion along the Born-Oppenheimer potential curves may instigate plasma formation [14, 15], or the atoms could bind into a micrometer-scale molecular state in a potential minimum [9, 16, 17]. The rich physics of the eigenenergy distributions has has been studied extensively [18–21], but the nature of the eigenstates has remained mostly unexplored.

In this Letter we show that, in a random gas, most of the single exciton states are coherently delocalized over a large part (roughly a quarter) of the constituent atoms. Fig. 1 illustrates this result. Panels a and b depict two paradigmatic states in, for pictorial clarity, a two-dimensional gas. The amplitude of the ↑ state at each atom is represented by the dot’s color and size. Panel (a) shows one of the dimer states previously mentioned. There exist a few other eigenstates with similarly localized dimer character; the eigenenergies of these dimers are much larger in absolute value than the mean eigenenergy. One could surmise, that the gas fragments into a hierarchy of clusters (monomers, dimers, trimers, tetramers, etc.) with corresponding eigenstates that at
best are delocalize over the size of the cluster, which remains small relative to the total gas size. In contrast, the state in (b), whose eigenenergy is near the mean eigenenergy, exhibits remarkably large delocalization over many atoms.

Panel (c) shows that this delocalization is not unique to this state. Delocalization is quantified by the coherence (defined below in Eq. (4)), which indicates the number of atoms involved in a single eigenstate. Clearly, states involving around one third of the atoms are very common. In the following, we will define the relevant equations and describe our numerical simulation of the random Rydberg gas. We can then address additional aspects of the system, such as the role of the anisotropy of the dipole-dipole interaction and the possibilities to control the number of dimer states via the Rydberg blockade. These tools lead to a better understanding of this system, allowing us to revisit the delocalized states in this result in a new light.

The Hamiltonian of a random Rydberg gas takes on an appealing form when recast into the basis of single-exciton states $|n\rangle$ defined above:

$$H = \sum_{n=1}^{N} \epsilon_n |n\rangle\langle n| + \sum_{n} \sum_{m\neq n} V_{nm}(\vec{R}_n, \vec{R}_m) |n\rangle\langle m|.$$ (2)

In general the states $|n\rangle$ and $|m\rangle$ possess degenerate magnetic quantum number sublevels and the interaction $V_{nm}$ has a tensorial form $\frac{\mu^2}{R_{nm}^3}(1 - 3 \cos^2 \theta)$. To avoid this complication we assume an applied magnetic field of around ten Gauss to isolate the $m_l = 0$ subspace via the Zeeman shift of $1.4 \text{ MHz/G}$.[24] The interaction then depends on $R_{nm}$, the interparticle distance between atoms $n$ and $m$, and $\theta$, the relative angle between $\vec{R}_{nm}$ and $\vec{B}$:

$$V_{nm}(\vec{R}_n, \vec{R}_m) = \frac{\mu^2}{R_{nm}^3}(1 - 3 \cos^2 \theta).$$ (3)

The transition dipole between $\uparrow$ and $\downarrow$ states is labeled $\mu$. Retardation effects can be neglected for the experimental parameters considered here.

Delocalization can be a challenging concept to quantify since it is not an observable, being instead a property of the wave function itself. Several complementary measures can be used to extract the most relevant information [25][26]; two standard ones are the “inverse participation ratio” (IPR) [25] and the coherence [27],

$$C_t = \sum_{n} \sum_{m\neq n} |\rho_{nm}^{(t)}|^2,$$ (4)

where $\rho_{nm}^{(t)} = \langle \psi_n^{(t)} | \psi_m^{(t)} \rangle$. We focus on coherence since it has a more intuitive interpretation. As a rule of thumb, its value corresponds to the number of atoms coherently sharing the $\uparrow$ excitation. $C = 1$ corresponds exactly to a dimer state.

To create eigenstates $|\psi_L\rangle$, one can first excite an initial ultracold gas of density $n_{\text{atom}}$ to the state $G = | \downarrow \downarrow ... \downarrow \rangle$. In a typical scenario, roughly 1% of the initial unexcited atoms are promoted to the Rydberg state, and so the Rydberg density $n$ can easily range from $10^8 - 10^{11} \text{ cm}^{-3}$. For typical ultracold gas dimensions of $V \sim (100 \mu \text{m})^3$, this process results in $N \approx 1000$ Rydberg atoms. We measure distances and energies in units of mean interparticle distance $n^{1/3}$ and mean interaction strength, respectively. Although the energy scales vary with density, the eigenstates are density-independent.

To obtain a specific gas realization we simulate an atomic cloud by placing $N$ atoms within a cube of volume $L^3$ following a uniform distribution. The importance of edge effects caused by the boundaries of the simulation volume is reduced for larger values of $N$, although we do not consider edge effects to be particularly problematic since they, to some extent, reflect the real physical boundaries of the sub-millimeter scale of the atomic cloud. Although realistic atomic clouds do not have truly uniformly distributed particles, we expect the results to be qualitatively similar. With the atomic positions simulated thusly, the Hamiltonian (Eq. 2) is specified for that realization and can be numerically diagonalized.

At least $10^4$ realizations of a random gas of $N$ atoms are averaged to obtain the distribution of states shown in Fig. 1. As seen in the left inset there are no states with coherence $C$ smaller than one, implying that it is impossible to excite individual atoms in the gas. Following the sudden onset at $C = 1$ the coherence probability rapidly decreases at a rate nearly independent of $N$, before leveling off and continuing at a finite value into a very long tail (right inset). The tail extends to coherence values around one-third of $N$, and even increases to form a broad peak at large $C$.

To gain more insight into this coherence distribution we investigate the correlation between eigenenergy and delocalization. Fig. 2 displays the probability to find a state with a given eigenenergy and coherence. This distribution clearly reveals that the low coherence peak in Fig. 1 is associated with large energy shifts; the energy tails (not shown at this scale) are almost exclusively dimer states with $C = 1$. Since the probability to find small clusters of atoms is independent of $N$, so is the coherence probability over this range, as confirmed by Fig. 1. In contrast, states with high coherence are strongly associated with states having approximately the mean interaction energy. This suggests that these large decoherences are provided by networks of mutually interacting atoms. There is also a clear asymmetry in this distribution with respect to the mean eigenenergy which is not visible in the marginal distribution.

To study this further, we take advantage of an inherent mechanism to suppress the population of dimers in a random Rydberg gas: the Rydberg blockade [28][31]. Until now we have ignored the induced dipole-dipole interaction between states of the same parity since it is far weaker ($\sim R^{-6}$) than the resonant dipole-dipole interac-
tion ($\sim R^{-3}$). However, this interaction has a profound impact on the distribution of atomic positions making up the initial state $G$ because the energy of the two-atom state $|↓↓\rangle$ is no longer equal to twice the energy of an isolated $|↓\rangle$ state. Two atoms closer than the “blockade radius” can therefore not be simultaneously excited [32].

To crudely incorporate this effect we eliminate, from the initial distribution of Rydberg atom positions, one atom from each pair having a mutual separation less than one $R_B$. In the laboratory, varying $\nu$ or the laser bandwidth $\Omega$ can tune the blockade radius over a wide range of values, $R_B \propto (\nu^{11}/\Omega)^{1/6}$. The Rydberg blockade is a useful theoretical tool to relate localization and coherence to the interparticle separations in the gas [19]. Imposing the blockade prevents the formation of small clusters of atoms, such as the localized dimer states shown in the green circles selected in Fig. 1a. Figure 3 reveals a sharp loss in this peak at low coherence mirroring the increased suppression of clusters. As the blockade radius increases to one interparticle distance the low coherence peak is totally erased, compensated by an increase in the number of highly delocalized states.

Finally, we can examine the nature of these eigenstates by varying the strength (determined by the power-law exponent $R^{-a}$) and isotropy of the interaction. We merely summarize the conclusions here of a full study to be presented elsewhere [33]. For all power law potentials with $2 \leq a \leq 6$ and for both anisotropic and isotropic interactions a large population of very delocalized states with high coherence remains, but the overall delocalization strength does decrease as the interaction becomes more short-ranged. This is clearest in the peak at very large coherence, which is highly pronounced if $a$ is less than or equal to the gas’s dimension, and gradually shrinks as $a$ increases until it vanishes completely. The distribution of eigenenergies becomes more sharply peaked near zero as $a$ increases. We find also that increased anisotropy in the interaction increases the amount of delocalization, but this effect seems to be rather subtle and deserves further investigation. We observe that the anisotropy complicates a simple one-to-one correspondence between small interparticle distances and large interactions, and this could be a reason why extended networks featuring large decoherence are more probable for anisotropic interactions. One can guarantee that close pairs that happen to lie near the magic angle $\theta \approx 54^\circ$ of the dipole-dipole potential will only weakly interact and hence become part of extended states rather than dimers; this is manifested in the angular correlations along these rays visible in Fig. 1b.

After compiling these results together, an explanation for the formation of delocalized states emerges. It is clear that strongly localized states are associated with very strong interactions, and hence with small clusters at favorable orientations for the dipole-dipole anisotropy. These clusters decouple from and stop interacting with the rest of the system, leaving behind a residual distribution of atoms which is no longer truly uniformly distributed since it has very few remaining small clusters. The Rydberg blockade exaggerates this by even more strongly suppressing cluster formation in the initial distribution. The remaining atoms left to participate are still randomly arranged, but their spacing is more regular than allowed in a uniform distribution. Excitations therefore extend over very many atoms. We note that, as most previous effort has been devoted to the eigenvalue statistics, rather than eigenstate properties, of such random systems, this property has to the best of our knowledge only scarcely been noticed [34, 35].

Of course, these coherent delocalized states are only physically relevant if they are robust to noise or disorder. If perturbations on the order of the smallest interactions in the gas can destroy these states, then the delocalization is in some sense trivial and, more crucially, could never be realized experimentally. A sophisticated
study of the effects of disorder and decoherence requires a full inclusion of these effects into the evolution of the density matrix, which is beyond the scope of this Letter. Instead, as a crude check of the effects of some of these perturbations, we include diagonal disorder by adding random energy shifts to the diagonal of the Hamiltonian, or remove small off-diagonal matrix elements under some cutoff threshold. Both effects tend to suppress the long-range coherence, but we find that this suppression is not strong in this system: the localization length is only reduced by a factor of around two-thirds even when the disorder strength is on the order of one mean interaction or when interactions up to a tenth of the mean interaction are removed. This shows that these states are robust, and furthermore indicates that the interactions between various atoms contained in the delocalized states are still fairly large, which help to preserve it under perturbation. In conclusion, we have undertaken an extensive numerical study of the properties of collective eigenstates of an excitation in a random medium with long-range interactions. We stress that our observations are generic to a variety of physical situations with long-range interactions between randomly placed particles, although the random Rydberg gas emphasized here, having naturally long-range interactions with rich angular structure, random statistics, and the mechanism of Rydberg blockade for eliminating localized states, is an ideal physical realization. As demonstrated by Figs. 1 and 3 we find that the majority of eigenstates in a random gas are highly delocalized, with coherences extending upwards of one-third of the atoms. These states can be accessed experimentally via microwave absorption: in Fig. 4 we show the distribution of coherence values which can be excited by a 500 ns pulse for Rydberg states around $\nu = 60$. The microwave intensity is tuned to ensure that only highly delocalized states can be excited, showing that they can be studied selectively in typical experimental parameter regimes.

While for the strongly interacting dimer states there is quite fast motion associated [36] for the extended states we do not expect fast motion, since on the one hand the interaction is smaller than in the dimer states, on the other hand the delocalization in addition reduces the induced forces [67]. An interesting perspective is to study the resulting adiabatic and non-adiabatic dynamics of such extended states in a gas [38].

The observation that there exist strongly delocalized states with appreciable oscillator strength (of order unity) may aid in the interpretation and understanding of the phase modulation spectroscopy of very dilute gases interacting through the resonant dipole potential, although in a totally different energetic regime as these were not Rydberg atoms. In such experiments unexpectedly large signals have been observed [39] and, in the absence of a more compelling explanation, attributed to many body effects [10] [41]. The delocalized states that we find here can greatly amplify such signals. Although a full explanation requires a study of the two or more exciton system, preliminary studies indicate that the 2-exciton states have a coherence length that scales as $N^2/4$. The Rydberg parameter range explored here allows one to perform similar experiments under a more controlled setting to try to unravel this puzzle.
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