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We establish an exact mapping between (i) the equilibrium (imaginary time) dynamics of non-interacting fermions trapped in a harmonic potential at temperature $T = 1/\beta$ and (ii) non-intersecting Ornstein-Uhlenbeck (OU) particles constrained to return to their initial positions after time $\beta$. Exploiting the determinantal structure of the process we compute the universal correlation functions both in the bulk and at the edge of the trapped Fermi gas. The latter corresponds to the top path of the non-intersecting OU particles, and leads us to introduce and study the time-periodic Airy$_2$ process, $A^b_2(u)$, depending on a single parameter, the period $b$. The standard Airy$_2$ process is recovered for $b = +\infty$. We discuss applications of our results to the real time quantum dynamics of trapped fermions.
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I. INTRODUCTION

A. Background: from Ornstein-Uhlenbeck process to Airy$_2$ process

The Airy$_2$ process was introduced in Ref. [1] in the context of the discrete space, continuous time polynuclear growth model. Since then this process has appeared in many different contexts, such as directed last passage percolation [2], Dyson’s Brownian motion [3], non-intersecting Brownian bridges and excursions (watermelons) [4][5], growth models [6], random tilings [7], interacting particle transport [8] and in the continuum KPZ equation [9] (for a review see [10][11]). To understand this process one can consider the following simple example. Consider a single Ornstein-Uhlenbeck (OU) process [12] where the position of a particle $x(\tau)$ in a one-dimensional harmonic potential evolves by the Langevin equation:

$$\frac{dx(\tau)}{d\tau} = -\mu_0 x(\tau) + \eta(\tau),$$

(1)

where $\eta(\tau)$ is a centered Gaussian white noise, with correlator $\langle \eta(\tau) \eta(\tau') \rangle = \delta(\tau - \tau')$. Consider the process starting at $x_0$ at time $\tau_0$. The probability density $P_{\text{OU}}(x, \tau|x_0, \tau_0)$ (the so-called classical OU propagator) to arrive at $x$ at time $\tau \geq \tau_0$ has a Gaussian form

$$P_{\text{OU}}(x, \tau|x_0, \tau_0) = \frac{\mu_0}{\pi(1 - e^{-2\mu_0(\tau-\tau_0)})} \exp \left( -\frac{\mu_0(x - x_0 e^{-\mu_0(\tau-\tau_0)})^2}{1 - e^{-2\mu_0(\tau-\tau_0)}} \right).$$

(2)

We now define an OU bridge over the time interval $[\tau_0, \tau_f]$ as a conditioned OU process that connects the initial position $x_0$ at $\tau_0$ and the final position $x_f$ at time $\tau_f$. To calculate the probability density of the OU bridge at time $\tau \in [\tau_0, \tau_f]$ we split the time interval into two pieces: $[\tau_0, \tau]$ and $[\tau, \tau_f]$. For the first interval, the propagator is given in Eq. (2). For the second interval, we consider a further propagation of this process from time $\tau$ to time $\tau_f \geq \tau$ such that the final position is again $x_f$ at time $\tau_f$. Therefore, the probability density function (PDF) at $x$ at an intermediate time $\tau_0 \leq \tau \leq \tau_f$ of the OU bridge over the time interval $[0, \tau_f]$ is given by the product

$$P_{\text{bridge}}(x, \tau) = \frac{P_{\text{OU}}(x, \tau|x_0, \tau_0)P_{\text{OU}}(x_0, \tau_f|x, \tau)}{P_{\text{OU}}(x_0, \tau_f|x_0, \tau_0)}.$$  

(3)

The denominator in Eq. (3) ensures that $P_{\text{bridge}}(x, \tau)$ is normalized to unity, i.e., $\int_{-\infty}^{\infty} P_{\text{bridge}}(x, \tau) dx = 1$, for any $\tau_0 \leq \tau \leq \tau_f$. If we now take the limits $\tau_0 \to -\infty$ and $\tau_f \to +\infty$, it is easy to see from Eqs. (2) and (3) that $P_{\text{bridge}}(x, \tau)$ is independent of $\tau$ and is given by

$$P_{\text{stat}}(x) = \sqrt{\frac{\mu_0}{\pi}} e^{-\mu_0 x^2},$$

(4)

where the subscript “stat” indicates that this PDF is stationary, i.e., independent of time $\tau$. Note that $P_{\text{stat}}(x)$ for the OU bridge in Eq. (4) is also the large $\tau$ limit of the standard OU propagator in Eq. (2) (identical to the equilibrium Gibbs measure of a particle in a quadratic potential $\mu_0 x^2 / 2$ at temperature $1/2$). In fact, this OU bridge process can also be identified to a time-periodic OU process (to be elaborated later in the paper) with period infinity [13].

We can now generalize this OU bridge to an $N$-particle system, i.e., $N$ OU bridges, conditioned not to cross each other, $x_1(\tau) > x_2(\tau) > \cdots > x_N(\tau)$, at any time $\tau_0 \leq \tau \leq \tau_f$. As in the case of $N = 1$, the $N$-body free-propagator over the time interval $[\tau_0, \tau]$, such that they do not cross each other, can be obtained using the celebrated Karlin-McGregor formula [14]. Similarly, one can write the propagator for the $N$ non-crossing OU paths over the right interval $[\tau, \tau_f]$. Then, as in the $N = 1$ case [4], we take the product of the two propagators. We then take the limits $\tau_0 \to -\infty$ and $\tau_f \to +\infty$, assuming that they started close the origin (respecting the above ordering) at time $\tau_0 \to -\infty$ and are conditioned to return to the same initial positions at time $\tau_f \to +\infty$. As in the $N = 1$ case, the joint PDF (JPDF) of the positions of the $N$ OU bridges become independent of $\tau$ and is given by [15]

$$P_{\text{stat}}(x_1, \cdots, x_N) = A_N e^{-\mu_0 \sum_{j=1}^{N-1} x_j^2} \prod_{j=1}^{N} (x_i - x_j)^2$$

(5)

for $x_1(\tau) > x_2(\tau) > \cdots > x_N(\tau)$, and zero otherwise, where $A_N$ is a normalization constant. This JPDF is isomorphic to the JPDF of the eigenvalues of a random matrix belonging to the Gaussian Unitary Ensemble (GUE) [16]. As in the $N = 1$ case, these non-intersecting OU bridge processes can be identified to the non-crossing time-periodic OU paths with period infinity (see later).
We now consider the trajectories of these non-intersecting OU bridges, and study the correlations between observables at different times. In particular let us consider the position of the top path $x_1(\tau)$ as a function of $\tau$. This process $x_1(\tau)$, properly centered and scaled, converges in the large $N$ limit to a stationary process, $\mathcal{A}_2(u)$, as a function of a rescaled time $u$ (to be defined more precisely later), called the Airy$_2$ process. This construction of the Airy$_2$ process presented here is equivalent to the similar construction using Dyson’s Brownian motion [11][13]. This particular construction is useful for us for generalization to finite temperature later.

Note that in a system of non-intersecting Brownian bridges (known as the watermelon problem [1][2][4][17][20]) the statistics of the top path, properly centered and scaled, is described by $\mathcal{A}_2(u) - u^2$, where $u$ is again the rescaled time. Likewise, in the context of the (1+1)-dimensional KPZ class growth models in the curved (droplet) geometry, the rescaled height $h(x,t)$ of the interface, at a fixed large time $t$, converges to $\mathcal{A}_2(u) - u^2$ (where $u$ in this case the represents rescaled spatial position $x$) [1][2][21][22].

Let us now describe briefly the main characteristics of the Airy$_2$ process. Its one point marginal distribution at fixed time $\tau$ is given by the Tracy-Widom GUE distribution $F_2(s)$ [23]

$$\text{Prob}(\mathcal{A}_2(u) < s) = F_2(s) = \det[I - P_s K_{AI} P_s] = \exp(\text{Tr} \ln(I - P_s K_{AI} P_s))$$

(6)

where $I$ is the identity, $P_\tau$ is the projector on the interval $[s, +\infty]$ and $\det$ stands for a Fredholm determinant on the space $L^2(\mathbb{R})$ with the Airy kernel

$$K_{AI}(r,r') = \int_0^{+\infty} dv \text{Ai}(r+v)\text{Ai}(r'+v).$$

(7)

Note that Eq. (6) can be evaluated in several ways, one being to use the expansion $\text{Tr} \ln(I - A) = -\sum_{p=1}^{+\infty} \frac{1}{p!} \text{Tr} A^p$.

In addition, one can generalize this one point distribution to multi-time JPDF. For example the two-time joint cumulative distribution function (JCDF) reads [1][10]

$$\text{Prob}(\mathcal{A}_2(u_1) < s_1, \mathcal{A}_2(u_2) < s_2) = \det \begin{pmatrix} I - P_{s_1} K_{u_1,u_1} P_{s_1} & -P_{s_1} K_{u_1,u_2} P_{s_2} \\ -P_{s_2} K_{u_2,u_1} P_{s_1} & I - P_{s_2} K_{u_2,u_2} P_{s_2} \end{pmatrix},$$

(8)

where $K_{u,u'}$ is the extended Airy kernel defined as

$$K_{u,u'}(r,r') = \begin{cases} \int_0^{+\infty} dv \text{Ai}(r+v)\text{Ai}(r'+v)e^{-v(u-u')}, & \text{for} \ u \geq u' \\ \int_{-\infty}^0 dv \text{Ai}(r+v)\text{Ai}(r'+v)e^{-v(u-u')}, & \text{for} \ u < u' \end{cases}$$

(9)

The right hand side of Eq. (8) is a generalization of the standard Fredholm determinant, where the kernel itself has a $2 \times 2$ matrix structure. To evaluate the Fredholm determinant in (8) one may use, as above, an expansion in traces of powers of the matrix-operator in [8], which has a block structure (for an example see section VII C). By analyzing the asymptotics of this extended kernel, one can show that the connected part of the correlation function is stationary and has a power law tail [1][23]

$$\text{Prob}(\mathcal{A}_2(u_1) < s_1, \mathcal{A}_2(u_2) < s_2) - \text{Prob}(\mathcal{A}_2(u_1) < s_1)\text{Prob}(\mathcal{A}_2(u_2) < s_2) \sim \frac{1}{|u_1 - u_2|^2},$$

(10)

for large $|u_1 - u_2|$. Similarly the $n$-time correlation function of the Airy$_2$ process can be written as a Fredholm determinant, where the kernel itself has a $n \times n$ matrix structure. This property is a consequence of an underlying determinantal structure which will be explained later.

Another interesting application of this process, which we will develop extensively in this paper, concerns the quantum mechanical problem of $N$ non-interacting fermions in a harmonic trap at zero temperature. In a recent series of papers we have studied the connection between the position of the trapped fermions $x_j$ and the eigenvalues of the GUE random matrix [25][30] (see also [31][32]). Indeed the quantum JPDF for the positions of the fermions in the many-body ground state is identical to the JPDF of the GUE eigenvalues, given in [6]. As a consequence, the average density of fermions in the trap at zero temperature, $T = 0$, in the large $N$ limit, is given by the Wigner semi-circular law for the GUE eigenvalues which vanishes outside a finite interval. Hence this predicts that the Fermi gas in a harmonic trap has a sharp edge where the density vanishes. One immediate consequence of this mapping is that the position of the rightmost fermion, $x_{\text{max}}$ at $T = 0$, suitably centered and scaled, converges in the large $N$ limit, to the GUE Tracy-Widom distribution [6]. In addition the suitably scaled $n$-point correlation functions of the Fermi gas near the edge, can be expressed as an $n \times n$ determinant based on the Airy kernel. In [31] these properties have been shown to hold more generally for other smooth trapping potentials.

Moreover, these zero temperature properties of the trapped Fermi gas were extended to finite temperature $T > 0$ [27][29]. In the large $N$ limit, the determinantal structure of the correlation functions persist even at finite temperature, with a $T$-dependent kernel, generalizing the $T = 0$ Airy kernel. Interestingly the same kernel was found to appear in the solution of the continuum 1+1 dimensional KPZ equation at finite time [27][29].
B. Summary of the main results of this paper

All the above results on trapped fermions concern only static quantities at equilibrium. It is natural to ask how these systems of fermions at equilibrium evolve in imaginary time \( \tau \) (which can be seen as the analytic continuation of the real time equilibrium quantum dynamics of the fermions \( \tau = it \)). Similar questions have been studied in the condensed matter literature \[33, 35\] but mostly in the bulk of the Fermi gas, or in the absence of a confining potential. Our main focus here is on the dynamics at the edge, for which it is useful to exploit connections to random matrices \[39\] and determinantal processes \[40\]. In this paper we address the question of the dynamics of trapped non-interacting fermions in both imaginary and real time. It is useful first to summarize our main results.

- First we establish an exact mapping between the quantum propagator in imaginary time of \( N \) non-interacting fermions in a harmonic potential, and the transition probability of a collection of \( N \) non-intersecting classical Ornstein-Uhlenbeck (OU) processes.

- Next, we extend this mapping to the imaginary time dynamics of \( N \) non-interacting fermions in a harmonic potential at finite temperature \( T = 1/\beta \) and a collection of \( N \) non-intersecting classical Ornstein-Uhlenbeck (OU) processes, periodic in time with period \( \beta \) (see Fig. 1). In particular the positions of the fermions at the edge of the trapped Fermi gas correspond to the positions of the top paths of the collection of the time periodic OU processes. An immediate consequence of our results is that at \( T = 0 \) for the fermions in the harmonic trap, the imaginary time dynamics of the rightmost fermion, properly centered and scaled, is the Airy 2 process, discussed in the introduction. This is thus a new application of the Airy 2 process. Furthermore we show a direct mapping between the (imaginary) time-dependent fermion positions and the time-dependent eigenvalues in the Dyson’s Brownian motion.

- Using the Eynard-Mehta (EM) theorem \[41\] known in random matrix theory, we show that both the fermion and the OU processes possess an extended determinantal structure, which we exploit to compute several correlation functions as determinants of an extended kernel. We provide, both in the bulk \[90-91\] of the Fermi gas and at the edge \[95-96\], explicit forms both in space and time of the kernel at finite temperature in the large \( N \) limit. We show that, for a large class of confining potentials, these scaling forms are universal, i.e. independent of the details of the trapping potential. At the edge this universal kernel \( K_{\text{edge}} \) depends on a single parameter, the reduced inverse temperature \( b = \mu_0 N^{1/3} \beta \).

- Recalling that the imaginary time dynamics of the position of rightmost fermion, \( x_{\text{max}}(\tau) \), in a harmonic potential at zero temperature, suitably scaled, converges in the large \( N \) limit to the Airy 2 process, it is then natural to ask what is the process \( x_{\text{max}}(\tau) \) at finite temperature \( T = 1/\beta > 0 \) in the large \( N \) limit. Here we provide this generalization, which we call the periodic Airy 2 process. We denote this process by \( A^b(u) \) where \( u = b \tau / \beta \) is the rescaled time. This process is stationary, periodic of period \( b \), and invariant in distribution under parity transformation \( u \rightarrow -u \). We show that it also has a determinantal structure which involves the universal kernel \( K_{\text{edge}}^b \) given in Eqs. (95-96).

- The real time dynamics of the fermions both in the bulk and at the edge, at finite temperature, can be described using an analytic continuation from our results in imaginary time. In particular we provide the exact result for the two time density-density correlation function: while the result in the bulk can be related to results for free fermions known in the literature (with no trap), the results at the edge are non-trivial. We show that the large time decay at the edge is \( \sim t^{-3/2} \) at \( T = 0 \), with a crossover to exponential decay at finite temperature. Finally, we also show that successive quantum measurements of the fermion positions can be addressed by similar techniques.

The rest of the paper is organized as follows. In section II as a warm up, we provide an exact correspondence between imaginary time quantum propagator of \( N \) non interacting fermions in a harmonic potential and the transition probability of a collection of \( N \) non-intersecting classical Ornstein-Uhlenbeck (OU) processes. In section III we extend this connection to finite temperature \( T \) for the fermion problem, which then corresponds to non-intersecting classical OU paths periodic in time of period \( \beta = 1/T \). In section IV we recall the Eynard-Mehta (EM) theorem and the associated determinantal structure for the multi-time (imaginary time) correlation function of the fermions. In section V we apply the EM theorem to the ground state of fermions, and provide the scaling forms of the extended kernels in the bulk and at the edge at zero temperature. In section VI we extend these results to finite temperature. In section VII we infer the corresponding consequences for the time-periodic OU processes. In particular, by considering the time evolution of the top path of the OU processes, we define and characterize the periodic Airy 2 process, \( A^b(u) \), where \( b \) is the period, and calculate explicitly some asymptotic properties of the two-time correlation function of this process. In section VIII we consider non-intersecting time-periodic Brownian motions in more general potentials and
argue that the top line is always described by the universal periodic Airy$_2$ process. In section III we apply the results of the previous sections to study the real time quantum equilibrium dynamics of the fermions at the edge of the Fermi gas. Finally we conclude in section XI.

More details are provided in the Appendices. The Appendix A contains an explicit mapping between the Dyson’s Brownian motion, the non-crossing OU processes, and the fermions in an harmonic trap. The Appendix B contains an explicit construction of a time-periodic OU process. In Appendices C, D and E, we provide more details on the Eynard-Mehta theorem, the extended kernel and the multi-time correlation functions, respectively.

II. DYNAMICS OF N FERMIONS IN A HARMONIC TRAP AND N NON-CROSSING ORNSTEIN-UHLENBECK PROCESS

In this section we provide an exact mapping between the imaginary time quantum propagator of $N$ non-interacting fermions in a harmonic trap and the transition probability of a collection of $N$ non-intersecting classical Ornstein-Uhlenbeck (OU) processes. We first recall the $N=1$ single particle case, and later provide the many-body generalization.

A. Single particle

We start with the single particle OU process in Eq. (1). The PDF $P(x,\tau)$ of the particle position satisfies the Fokker-Planck equation

$$\partial_\tau P = \frac{1}{2} \partial_x^2 P + \mu_0 \partial_x (xP) ,$$

with initial condition $P(x,\tau_0) = \delta(x-x_0)$ at time $\tau = \tau_0$. The solution is the OU propagator given in Eq. (2) For $\tau_0 \to -\infty$ the distribution is time independent at any finite $\tau$ and is given by (1).

We now recall how this propagator can be related to the quantum propagator in imaginary time of a simple harmonic oscillator with Hamiltonian

$$\hat{H} = -\frac{\hbar^2}{2m} \frac{\partial^2}{\partial x^2} + \frac{1}{2} m \omega^2 x^2 - \frac{\hbar \omega}{2}.$$  

A shift in the potential energy has been added for later convenience so that the quantized energy levels are given by $\epsilon_k = \hbar \omega k$, where $k = 0, 1, 2, \ldots$. The corresponding eigenfunctions are denoted by $\phi_k(x)$. From now on, for simplicity, we will work in the units where $\hbar = m = 1$ and set $\omega = \mu_0$ to make the correspondence between the OU process and the quantum problem. In these units the normalized eigenfunctions are

$$\phi_k(x) = \left(\frac{\sqrt{\omega}}{\sqrt{\pi} 2^k k!}\right)^{1/2} e^{-\frac{x^2}{2}} H_k(\sqrt{\omega}x) ,$$

where $H_k$ is the Hermite polynomial of degree $k$. The imaginary time propagator for this harmonic oscillator, between $\tau_0$ and $\tau$ can be written in quantum mechanical notations as [42]

$$G(x,\tau|x_0,\tau_0) = \langle x | e^{-(\tau-\tau_0)\hat{H}} | x_0 \rangle = \sum_{k=0}^{+\infty} \phi_k(x) \phi^*_k(x_0) e^{-\epsilon_k(\tau-\tau_0)}$$

and satisfies

$$\partial_\tau G = -\hat{H} G ,$$

with initial condition $G(x,\tau_0|x_0,\tau_0) = \delta(x-x_0)$. It is easy to check that

$$P_{\text{OU}}(x,\tau|x_0,\tau_0) = e^{-\mu_0 x^2 \tau^2} G(x,\tau|x_0,\tau_0) e^{\mu_0 x^2 \tau^2} ,$$

which identifies the quantum propagator in imaginary time of a single particle in a harmonic trap, with the classical propagator of the OU process.
B. $N$ particles

Let us now start with the fermion problem. Consider $N$ non-interacting fermions in a one-dimensional harmonic trap with $N$-body Hamiltonian

$$
\mathcal{H}_N = \sum_{j=1}^{N} \hat{H}_j ,
$$

where the single particle Hamiltonian is given in (12). For non-interacting fermions each many-body eigenstate of $\mathcal{H}_N$ associated to energy $E$, and denoted by $\psi_E(x_1, \cdots, x_N)$, is a Slater determinant, normalized to unity, consisting of occupied single-particle states

$$
\psi_E(x_1, \cdots, x_N) = \frac{1}{\sqrt{N!}} \det_{1 \leq i, j \leq N} \phi_{k_i}(x_j) ,
$$

(18)

where $k_1 < k_2 \cdots < k_N$ are the labels of the single particle eigenfunctions $\phi_{k_i}(x)$. The quantum propagator in imaginary time of the $N$ fermion system can be written as

$$
G^{(N)}(x_1, \cdots, x_N; \tau|y_1, \cdots, y_N; 0) = \langle x_1, \cdots, x_N| e^{-\mathcal{H}_N \tau} |y_1, \cdots, y_N \rangle = \sum_E \psi_E(x_1, \cdots, x_N) \psi_E^*(y_1, \cdots, y_N) e^{-E \tau}
$$

(19)

where the loose notation of summation over $E$ includes possible degeneracies, and where the $\psi_E$’s are given in (18). Using the determinantal form of the $\psi_E$’s in (18) and the Cauchy-Binet formula for a discrete integration measure, we obtain a determinantal formula for the $N$ fermion quantum propagator

$$
G^{(N)}(x_1, \cdots, x_N; \tau|y_1, \cdots, y_N; 0) = \frac{1}{N!} \sum_{0 \leq k_1 < k_2 \cdots < k_N} \det_{1 \leq i, j \leq N} \phi_{k_i}(x_j) \det_{1 \leq i, j \leq N} \phi^*_{k_i}(y_j) e^{-\tau \sum_{i=1}^{N} \epsilon_{k_i}}
$$

(20)

$$
= \frac{1}{N!} \sum_{k_1, k_2, \cdots, k_N = 0}^{+\infty} \det_{1 \leq i, j \leq N} \phi_{k_i}(x_j) \det_{1 \leq i, j \leq N} \phi^*_{k_i}(y_j) e^{-\tau \sum_{i=1}^{N} \epsilon_{k_i}}
$$

(21)

$$
= \frac{1}{N!} \det_{1 \leq i, j \leq N} G(x_i, \tau|y_j, 0) ,
$$

(22)

where $G(x_i, \tau|y_j, 0)$ is the single particle quantum propagator given in equation (14). Evidently, for $N = 1$ it reduces to the single particle quantum propagator.

We now define the transition probability $P^{(N)}_{\text{OU}}(x_1, \cdots, x_N; \tau|y_1, \cdots, y_N; 0)$ that a set of $N$ distinguishable OU processes $x_i(t), i = 1, \cdots, N, 0 \leq t \leq \tau$, starting at the initial positions $y_1 > y_2 > \cdots > y_N$ at time $0$ arrive at $x_1 > x_2 > \cdots > x_N$ at time $\tau$ and have not crossed each other in the time interval $t \in [0, \tau]$. For $N$ particles the generalization of Eq. (16) can be written (in the ordered sector)

$$
P^{(N)}_{\text{OU}}(x_1, \cdots, x_N; \tau|y_1, \cdots, y_N; 0) = N! e^{-\frac{\mu}{2} \sum_{i=1}^{N} x_i^2} G^{(N)}(x_1, \cdots, x_N; \tau|y_1, \cdots, y_N; 0) e^{\frac{\mu}{2} \sum_{i=1}^{N} y_i^2} .
$$

(23)

Note that the factor $N!$ comes from the fact that the $N$ OU processes are distinguishable, while the corresponding quantum particles are indistinguishable. Using the determinantal form (22) for the quantum propagator, and Eq. (16) this transition probability can also be written as

$$
P^{(N)}_{\text{OU}}(x_1, \cdots, x_N; \tau|y_1, \cdots, y_N; 0) = \det_{1 \leq i, j \leq N} P_{\text{OU}}(x_i, \tau|y_j, 0) ,
$$

(24)

thus recovering the celebrated Karlin-McGregor formula for non intersecting paths [13], in this particular case of OU processes. Note that Eqs. (23), (24) are valid only in the ordered sector of coordinates, and furthermore that the transition probability $P^{(N)}_{\text{OU}}$ when integrated over the ordered sector of $x_i$ coordinates, gives the probability that the $N$ paths do not cross each other up to time $\tau$.

There also exist an interesting connection between the $N$ non-crossing OU paths and the Dyson’s Brownian motion, which is detailed in Appendix A. Using this correspondence one can infer that the (imaginary time) evolution of the positions of the fermions maps onto the time evolution (via the DBM) of the eigenvalues of a GUE matrix.
III. N FERMIONS IN A HARMONIC TRAP AT FINITE TEMPERATURE AND NON-CROSSING
TIME-PERIODIC OU PATHS

So far we have been addressing the quantum-classical correspondence between the imaginary time dynamics of N trapped fermions and the stochastic dynamics of N non-crossing OU processes. In this section, we consider the single time properties of N fermions prepared at thermal equilibrium at temperature $T$. We show that there is again a mapping to a classical stochastic process of N non crossing OU paths, but the paths are now periodic in the time direction with period $\beta = 1/T$. We call this process the time periodic non-crossing OU process. In the following sections we will combine these two aspects (state preparation and dynamics) to study the multi-time correlations at thermal equilibrium. In this section also, we start with a single particle and then generalize to N particles.

A. Single particle

Consider a single quantum harmonic oscillator at finite temperature $T = 1/\beta$ in the canonical ensemble. The PDF of the position of the particle, obtained from the quantum density matrix, is

$$P_T(x) = \frac{1}{Z_1} \sum_{k=0}^{+\infty} |\phi_k(x)|^2 e^{-\beta \epsilon_k} = \frac{G(x, \beta|x, 0)}{Z_1}$$  \hspace{1cm} (25)

where $Z_1 = \sum_{k=0}^{+\infty} e^{-\beta \epsilon_k}$ is the partition sum and the propagator $G$ is defined in Eq. (14).

One can now ask how to interpret this quantity in terms of the OU process. Consider the OU process on the time interval $[0, \beta]$ with the condition that $x(0) = x(\beta)$. This is called the time periodic OU process, to emphasize that the periodicity here is in the time direction and not in the spatial direction. Setting $x = x_0$ in (25), it follows that

$$P_T(x) = \frac{1}{Z_1} P_{OU}(x, \beta|x, 0),$$  \hspace{1cm} (26)

where $P_{OU}(x, \tau|x_0, 0)$ is given in (2). One can visualize this process as a fluctuating directed line wrapped around the cylinder of perimeter $\beta$ in a quadratic well, see Fig. From Eq. (2), and evaluating the partition function $Z_1$, we obtain

$$P_T(x) = \sqrt{\frac{\mu_0}{\pi}} \tanh \left( \frac{\beta \mu_0}{2} \right) e^{-\mu_0 \tanh \left( \frac{\beta \mu_0}{2} \right) x^2}.$$  \hspace{1cm} (27)

One can check that $P_T(x)$ is normalized to unity upon integration over $x$. Note that although it is a simple Gaussian distribution, it actually involves a sum over all excited states of the harmonic oscillator. Clearly, as $\beta \to +\infty$, i.e. $T \to 0$, one obtains $P_0(x) = P_{stat}(x)$ as in (14). Thus $P_T(x)$ in (27) is the stationary measure of the time-periodic OU process on a cylinder of perimeter $\beta$ (see Appendix B for a more precise description).

B. N particles

We consider the canonical ensemble with a finite temperature $T = 1/\beta$. The quantum JPDF of the N fermion positions is given by the generalization of the single particle formula in (25)

$$P_T(x_1, \cdots, x_N) = \frac{1}{Z_N(\beta)} \sum_E |\psi_E(x_1, \cdots, x_N)|^2 e^{-\beta E}$$  \hspace{1cm} (28)

where $\psi_E(x_1, \cdots, x_N)$ is the many-body energy eigenfunction with energy $E$ and the sum is over a complete orthonormal basis of eigenstates. The partition sum $Z_N(\beta) = \sum_E e^{-\beta E}$ is the normalization constant which ensures that $P_T$ is normalized to unity in $\mathbb{R}^N$. Note that $P_T$ is a symmetric function in all of its arguments.

Hence one can rewrite the JPDF (28) as

$$P_T(x_1, \cdots, x_N) = \frac{1}{N! Z_N(\beta)} \sum_{0 \leq k_1 < \cdots < k_N} |\det_{1 \leq i,j \leq N} \phi_{k_i}(x_j)|^2 e^{-\beta \sum_{i=1}^N \epsilon_{k_i}} ,$$  \hspace{1cm} (29)
where $\epsilon_k$ are the eigenenergies of the occupied levels, and the sum is over all possible fillings of the single particle levels by the fermions, with at most one fermion in a given level. The partition sum is thus

$$Z_N(\beta) = \sum_E e^{-\beta E} = \sum_{0 \leq k_1 < \cdots < k_N} e^{-\beta \sum_{i=1}^N \epsilon_k},$$

and one can explicitly check the normalization to unity of $P_T$ on $\mathbb{R}^N$. Since the determinant vanishes for coinciding $k_i$ one can replace (using the invariance under permutation of the $k_i$'s) the sum $\sum_{k_3 < \cdots < k_N}$ by the unconstrained sum $\frac{1}{N!} \sum_{k_1, \ldots, k_N}$. Next, using the discrete version of the Cauchy-Binet formula, one obtains

$$P_T(x_1, \cdots, x_N) = \frac{1}{N!Z_N(\beta)} \det_{1 \leq i,j \leq N} G(x_i, \beta | x_j, 0)$$

where

$$G(x, \beta | x', 0) = \sum_{k=0}^{+\infty} \phi_k(x) \phi_k^*(x') e^{-\beta \epsilon_k} = \left( \frac{\omega}{2\pi \sinh(\beta \omega)} \right)^{1/2} \exp \left( -\frac{\omega}{2\sinh(\beta \omega)} ((x^2 + x'^2) \cosh(\beta \omega) - 2xx') \right)$$

is just the single-particle harmonic oscillator propagator in imaginary time $\beta$. Note that $P_T(x_1, \cdots, x_N)$ is a symmetric and positive function which integrates to unity on $\mathbb{R}^N$. Clearly for $N = 1$ the formula (31) for the JPDF reduces to Eq. (25). Using (16) we can rewrite equation (31) as

$$P_T(x_1, \cdots, x_N) = \frac{1}{N!Z_N(\beta)} \det_{1 \leq i,j \leq N} P_{OU}(x_i, \beta | x_j, 0)$$

Therefore we have from (24)

$$P_T(x_1, \cdots, x_N) = \frac{1}{N!Z_N(\beta)} P_{OU}^{(N)}(x_1, \cdots, x_N; \beta | x_1, \cdots, x_N, 0).$$

Note that since the arrival and final points here are the same, this identity is correct for arbitrary ordering of the $x_i$. One can check that $P_T$ given by this formula is normalized to unity. This is the generalization for $N$ particles, of the formula (26) for $N = 1$. We can visualize this as a set of $N$ distinguishable non-crossing OU paths wrapped on the cylinder of perimeter $\beta$ as shown in Fig. 1. This completes the correspondence between the quantum (equal time) JPDF for the fermion problem, and a set of $N$ non-crossing time-periodic OU processes. A similar construction was
used in the context of fluctuating \((1 + 1)\)-dimensional non-intersecting interfaces in an external potential \cite{[43]}. Note that in the limit \(T \to 0\) one can see that the JPDF \(P_0(x_1, \cdots, x_N)\) becomes equal to the JPDF of the eigenvalues of a GUE random matrix as given in \cite{[43]}. Hence \(P_T(x_1, \cdots, x_N)\) is the finite temperature generalization of this JPDF, but evaluated at any fixed time \(\tau \in [0, \beta]\).

IV. EYNARD-MEHTA THEOREM, NON-INTERACTING FERMIONS AND DETERMINANTAL PROCESS

In section \cite{[41]}, we have obtained the complete quantum propagator in imaginary time for \(N\) non interacting fermions. It has the form of a \(N \times N\) determinant of single particle propagators \cite{[22]}. It is however a daunting task to extract, from this large determinant, explicit results for multi-time correlation functions. It turns out, however that if one prepares the system in any eigenstate \(|E\rangle\) of the \(N\) body Hamiltonian, it is possible to obtain more explicit formulae for correlation function. In this section we demonstrate this fact. We will show that the multi-time JPDF possess an extended determinantal structure which allows to express any marginal JPDF (obtained by integrating over any subset of positions) as a determinant constructed from a single extended kernel. We show that this can be achieved by exploiting the Eynard-Mehta (EM) theorem \cite{[41] [43] [44] [45]}, which is recalled below. For concreteness, we consider \(N\) fermions in a harmonic trap, though the results of this section are actually valid for more general potentials.

A. Joint multi-time PDF in a given many-body fermionic eigenstate

To proceed we first consider the \(N\) non-interacting fermions in a given, arbitrary, many-body eigenstate of energy \(E\) of \(\mathcal{H}_N\) \cite{[17]}. We can conveniently label such a state by introducing the set of occupation numbers, denoted by \(\{n_k\}\), \(k = 0, 1, 2, \ldots\) with \(n_k = 0, 1\), with \(n_{k_1} = n_{k_2} = \ldots = n_{k_N} = 1\) for the occupied single particle states and \(n_k = 0\) otherwise. They satisfy the constraint \(\sum_{k=0}^{\infty} n_k = N\). The corresponding many-body eigenfunction is given by a Slater determinant, with the corresponding eigenenergery,

\[
\Psi_E(x) \equiv \Psi_{\{n_k\}}(x) = \frac{1}{\sqrt{N!}} \det \phi_{k_i}(x_j), \quad E \equiv E_{\{n_k\}} = \sum_{k=0}^{\infty} n_k \epsilon_k
\]

with, e.g. \(E = \mu_0 (k_1 + k_2 + \cdots + k_N)\) for the harmonic oscillator. From now on we use the shorthand notation \(x \equiv \{x_1, \cdots, x_N\}\). For convenience we also use the quantum mechanical notation \(\Psi_E(x) = \langle E|x\rangle\).

To each eigenstate \(|E\rangle\) we associate its \(m\)-time quantum JPDF at time slices \(\tau_1 < \tau_2 < \cdots < \tau_m\), with \(\tau_i \in [0, \beta]\),

\[
P_E(x^{(1)}, \cdots, x^{(m)}) = \frac{1}{B_{N,m}} \langle E|x^{(1)}\rangle \langle x^{(1)}|e^{-(\tau_2-\tau_1)\mathcal{H}_N}|x^{(2)}\rangle \cdots \langle x^{(m-1)}|e^{-(\tau_m-\tau_{m-1})\mathcal{H}_N}|x^{(m)}\rangle \langle x^{(m)}|E\rangle
\]

where \(\mathcal{H}_N\) is the \(N\)-body Hamiltonian defined in the previous sections. Here

\[
B_{N,m} = \langle E|e^{-(\tau_m-\tau_1)\mathcal{H}_N}|E\rangle = e^{-E(\tau_m-\tau_1)}
\]

is a normalization constant such that

\[
\int \left[ \prod_{\ell=1}^{N} \prod_{i=1}^{m} dx^{(\ell)}_i \right] P_E(x^{(1)}, \cdots, x^{(m)}) = 1
\]

obtained by using the completeness relation \(\int \prod_{\ell=1}^{N} dx^{(\ell)} |x^{(\ell)}\rangle \langle x^{(\ell)}| = I\) where the \(I\) is the identity in the \(N\) body Hilbert space. Note that \(P_E\) is a symmetric function upon any permutation of the particles at each given time, i.e. in each set \((x^{(\ell)}_1, \cdots, x^{(\ell)}_N)\) for each \(\ell\). Note also that for the case \(m = 1\) one recovers the usual one time quantum JPDF

\[
P_E(x) = |\langle E|x\rangle|^2 = |\Psi_E(x)|^2
\]

Let us note that the matrix elements in \cite{[36]} are the \(N\) fermion quantum propagator and can be written as determinants of the quantum propagator of the single particle problem

\[
\langle x|e^{-\tau\mathcal{H}_N}|y\rangle = G^{(N)}(x_1, \cdots, x_N; \tau|y_1, \cdots, y_N; 0) = \frac{1}{N!} \det_{1 \leq i,j \leq N} G(x_i, \tau|y_j, 0)
\]

as demonstrated in \cite{[22]}.
B. Determinantal structure of the multi-time JPDF in a given fermionic eigenstate

We now define the correlation functions associated to the quantum probability measure \([36]\) for a fixed eigenstate of the energy \(|E\rangle\). We first recall the definitions and properties of the correlation functions at a fixed time. For this we set \(m = 1\) in \([36]\). Using \(B_{N,1} = 1\) in \([37]\), we obtain the JPDF as a determinant \([29]\)

\[
P_E(x) = |\psi_E(x_1, \cdots, x_N)|^2 = \frac{1}{N!} \det_{1 \leq i,j \leq N} \phi_k(x_j) = \frac{1}{N!} \det_{1 \leq i,j \leq N} K(x_i, x_j; \{n_k\})
\]

in terms of the fixed eigenstate kernel

\[
K(x, y; \{n_k\}) = \sum_{k=0}^{+\infty} n_k \phi_k(x) \phi_k(y),
\]

where \(n_k\) are the occupation numbers \((= 0, 1)\) associated to the eigenstate \(|E\rangle\), defined above. Note that this kernel has a self-reproducing property

\[
\int dxK(x, z; \{n_k\})K(z, y; \{n_k\}) = K(x, y; \{n_k\}).
\]

One now defines the \(n\)-point correlation functions \(R_n\) in the eigenstate \(|E\rangle\) as

\[
R_n(x_1, \cdots, x_n; \{n_k\}) = \frac{N!}{(N-n)!} \int dx_{n+1} \cdots dx_N P_E(x) .
\]

Using the determinantal form \([41]\) for \(P_E\) and the self-reproducing property \([43]\) one can show that all the \(R_n\)'s can be written as \(n \times n\) determinants

\[
R_n(x_1, \cdots, x_n; \{n_k\}) = \det_{1 \leq i,j \leq n} K(x_i, x_j; \{n_k\}).
\]

This is usually referred to as the determinantal structure associated to non-interacting fermions. Accordingly, their positions form a determinantal point process. In particular the density is given by

\[
N \rho_N(y) = R_1(y) = \left\langle \sum_{i=1}^{N} \delta(x_i - y) \right\rangle_E = K(y, y; \{n_k\}) = \sum_{k=0}^{+\infty} n_k |\phi_k(y)|^2
\]

where \(\langle \cdots \rangle_E\) denotes the average in the quantum state \(|E\rangle\) i.e., with respect to (w.r.t.) \([41]\).

We now consider a number of time slices \(m > 1\), in equation \([36]\). We recall that for \(m = 1\) we could write \(P_E\) as a determinant \([41]\). The theorem of Eynard-Mehta states that for any \(m \geq 1\), \(P_E\) can also be written as a \(mN \times mN\) determinant as follows \([41] [44]\)

\[
P_E(x^{(1)}, \cdots, x^{(m)}) = \frac{1}{N!^m} \det_{1 \leq i,j \leq N, i \leq \ell, \ell' \leq m} K(x_i^{(\ell)}, \tau_i; x_j^{(\ell')}, \tau_{\ell'}; \{n_k\})
\]

in terms of the **extended kernel** given by

\[
K(x, \tau_i; y, \tau_j; \{n_k\}) = \sum_{k=0}^{\infty} n_k e^{-\epsilon_k(\tau_j - \tau_i)} \phi_k(x) \phi_k(y) , \quad \tau_i \geq \tau_j
\]

\[
K(x, \tau_i; y, \tau_j; \{n_k\}) = -\sum_{k=0}^{\infty} (1 - n_k) e^{-\epsilon_k(\tau_j - \tau_i)} \phi_k^*(x) \phi_k(y) , \quad \tau_i < \tau_j.
\]

Note that in the original EM theorem the kernel is not expressed explicitly in terms of the occupation numbers \(n_k\). Here we re-expressed this kernel in terms of the \(n_k\) variables using the formulation of Ref. \([44]\) as detailed in the Appendix \([\Box]\). We found this formulation of the extended kernel the most convenient way to generalize to finite temperature (see next section). Note that for the case \(m = 1\) we only need to consider the first equation \([48]\) since \(\tau_i = \tau_j\), and we recover the known result for \(m = 1\) in \([41]\). Note that the ordering in \([48]-[49]\) concerns only the slice index \(j\). Although we used it in a situation where the variables \(\tau_i\) are in increasing order, the determinantal formula extends formally to a more general case (as used below in the study of real time dynamics).
The Eynard-Metha theorem in fact guarantees that there is an extended determinantal structure for all spatio-temporal correlations: upon integration of (47) over any subset of the space coordinates \(x_i^{(f)}\) at various times, the corresponding marginal probability remains a determinant with the same kernel. In particular consider the natural generalization of the density involving several times, i.e. the following correlation function

\[
\hat{R}_m(y_1, \tau_1; \cdots, y_m, \tau_m; \{n_k\}) = \left< \sum_{i=1}^{N} \delta(x_i^{(1)} - y_1) \cdots \sum_{j=1}^{N} \delta(x_j^{(m)} - y_m) \right>_E
\]

which is by definition symmetric under the exchange of any pair \((y_i, \tau_i)\) and \((y_j, \tau_j)\). For a given ordering of the times \(\tau_1 < \cdots < \tau_m\), it can be expressed as an \(m \times m\) determinant using the EM theorem

\[
\hat{R}_m(y_1, \tau_1; \cdots, y_m, \tau_m; \{n_k\}) = \text{det} \left. K(y_{\ell}, \tau_{\ell}; y_{\ell'}, \tau_{\ell'}; \{n_k\}) \right|_{1 \leq \ell, \ell' \leq m},
\]

where \(K\) is given in (48)-(49). For instance, for \(m = 2\), the two time density-density correlation reads, for \(\tau_1 < \tau_2\)

\[
\hat{R}_2(y_1; \tau_1, y_2; \tau_2; \{n_k\}) = \sum_p n_p |\phi_p(y_1)|^2 \sum_k n_k |\phi_k(y_2)|^2 + \sum_{p,k} (1 - n_p)n_k \phi_p^*(y_1) \phi_p(y_2) \phi_k(y_1) \phi_k^*(y_2) e^{-(\epsilon_p - \epsilon_k)(\tau_2 - \tau_1)}.
\]

By integration over \(y_1\) one finds \(NR_1(y_2)\). For \(\tau_2 = \tau_1\) one finds instead

\[
\hat{R}_2(y_1; \tau_1, y_2; \tau_1; \{n_k\}) = \sum_p n_p |\phi_p(y_1)|^2 \sum_k n_k |\phi_k(y_2)|^2 - \sum_{p,k} n_p n_k \phi_p(y_1) \phi_p^*(y_2) \phi_k(y_1) \phi_k^*(y_2)
\]

recovering the formula for the two point same time correlation function \(R_2\). Similar determinantal formulas are available for more general space time correlation functions, as detailed in the Appendix where the self-reproducing properties of the extended kernel are also discussed.

One consequence of the determinantal structure is that one can express as Fredholm determinants averages of the form

\[
\langle \prod_{\ell=1}^{m} \prod_{i=1}^{N} \left(1 + g_\ell(x_i^{(f)}) \right) \rangle_E = \text{Det}[I + gK]
\]

where \((gK)_{\ell,\ell'}(x, y)\) with \(1 \leq \ell, \ell' \leq m\) is the matrix kernel

\[
(gK)_{\ell,\ell'}(x, y) = g_\ell(x)K(x, \tau_\ell; y, \tau_{\ell'}; \{n_k\}).
\]

Let us choose now \(g_\ell(x) = P_J(x) - 1 = -P_{\bar{J}}(x)\) where \(P_J(x)\) denotes the indicator function (i.e., projector) on the subset \(J\) of \(\mathbb{R}\), with \(P_J(x) = 1\) if \(x \in J\) and \(P_J(x) = 0\) otherwise, and \(\bar{J}\) denotes the complementary subset. This allows to express the generalized multi-time ”hole probabilities” (see Fig. 2) as

\[
\text{Prob}(x_i^{(f)} \in J_\ell; i = 1, \cdots, N; \ell = 1, \cdots, m) = \text{Det}[I - PK]
\]

\[
(PK)_{\ell,\ell'}(x, y) = P_J(x)K(x, \tau_\ell; y, \tau_{\ell'}; \{n_k\}),
\]

which generalizes the standard hole probability for \(m = 1\).

V. APPLICATION OF THE EM THEOREM: EXTENDED KERNELS AT THE BULK AND THE EDGE OF THE GROUND STATE OF N FERMIONS IN A HARMONIC TRAP

In this section we specialize to the case where \(|E\rangle\) is the ground state, of wave-function denoted \(|\Psi_0\rangle\). We apply the results the previous calculation to study the imaginary time dynamics at the bulk and the edge of the Fermi gas at \(T = 0\). The occupation numbers are \(n_k = 1\) for \(k = 0, \cdots, N - 1\) and \(n_k = 0\) for \(k \geq N\). This leads to the JPDF of the positions of the fermions at equal time as

\[
P_0(x) = |\psi_0(x_1, \cdots, x_N)|^2 = \frac{1}{N!} \text{det}_{1 \leq i, j \leq N} K_N(x_i, x_j),
\]
in terms of the GUE kernel

\[ K_N(x, y) = \sum_{k=0}^{N-1} \phi_k^*(x) \phi_k(y). \]  

(60)

Note that Eq. (59) identifies with the GUE measure in (5), see Ref. [29] (section III).

Let us now discuss the large \( N \) limit. In that limit there are asymptotic Plancherel-Rotach formula (see for instance Ref. [46]) for the eigenfunctions \( \phi_k(x) \) of the harmonic oscillator, which allow to describe the system at large \( N \). As is well known the density \( \rho(x) \), Eq. (46), converges to the Wigner semi-circle law

\[ \rho_N(x) = \frac{1}{\sqrt{N}} f_W \left( \frac{\alpha x}{\sqrt{N}} \right), \quad f_W(z) = \frac{1}{\pi} \sqrt{2 - z^2}. \]  

(61)

It exhibits a sharp edge \( x_{\text{edge}} = \sqrt{2N}/\alpha \), where here \( \alpha = \sqrt{\omega} \) as we chose \( \hbar = m = 1 \), such that for \( N \to +\infty \) the density vanishes outside the interval \([ -x_{\text{edge}}, x_{\text{edge}} ]\). It is well known (see [29] for a recent review) that there are thus two regions of interest:

- In the bulk, the density is finite and one can define a typical interparticle spacing at point \( x \)

\[ \ell_N(x) = \frac{2}{\pi N \rho_N(x)}. \]  

(62)

On that scale, the kernel exhibits the following scaling form in the large \( N \) limit, for \( |x - y| = \mathcal{O}(\ell_N(x)) \), in terms of the sine-kernel

\[ K_N(x, y) \simeq \frac{1}{\ell_N(x)} K_{\text{bulk}} \left( \frac{|x - y|}{\ell_N(x)} \right), \quad K_{\text{bulk}}(z) = \frac{\sin(2z)}{\pi z}. \]  

(63)

- Near the edge \( x_{\text{edge}} \), the density vanishes and at finite \( N \) there are strong quantum fluctuations. The density is smeared on a scale of order

\[ w_N = \frac{1}{\alpha \sqrt{2}} N^{-1/6} \]  

(64)

and the kernel, in the region \( |x - x_{\text{edge}}| = \mathcal{O}(w_N), |y - x_{\text{edge}}| = \mathcal{O}(w_N) \), takes the scaling form

\[ K_N(x, y) \simeq \frac{1}{w_N} K_{\text{edge}} \left( \frac{x - x_{\text{edge}}}{w_N}, \frac{y - x_{\text{edge}}}{w_N} \right). \]  

(65)
in terms of the Airy kernel
\[ K_{\text{edge}}(s, s') = \int_0^{+\infty} dv \text{Ai}(s + v) \text{Ai}(s' + v). \] (66)

Let us now discuss the multi-time generalization of these results. Specializing the formulas (47)-(49) to the ground state, we obtain that the multi-time correlations are given as determinants in terms of the so called extended Hermite state, as described in section III. By analogy with the one-time finite temperature JPDF in (28), (33) and (39), we define the extended Hermite kernel
\[ K_N(x, \tau_1; y, \tau_j) = \sum_{k=0}^{N-1} e^{-k\omega(\tau_j - \tau_1)} \phi_k^*(x) \phi_k(y) , \tau_i \geq \tau_j \] (67)
\[ K_N(x, \tau_1; y, \tau_j) = \sum_{k=N}^{\infty} e^{-k\omega(\tau_j - \tau_1)} \phi_k^*(x) \phi_k(y) , \tau_i < \tau_j. \] (68)

In the large \( N \) limit the asymptotics of this kernel has been obtained, and exhibit again two regimes:

- In the bulk, one finds the extended sine-kernel (see for instance Ref. [24], Eqs. (7.1) and (7.11))
\[ K_N(x, \tau_1; y, \tau_j) = \frac{1}{\ell_N(x)} K_{\text{bulk}} \left( \frac{|x-y|}{\ell_N(x)}, \frac{\tau_1 - \tau_j}{\ell_N(x)^2} \right) \] (69)
\[ K_{\text{bulk}}(z, \tau) = \frac{1}{\pi} \int_0^{1/2} e^{\tau/2} \cos(vz) dv , \tau \geq 0 \] (70)
\[ K_{\text{bulk}}(z, \tau) = -\frac{1}{\pi} \int_{1/2}^{+\infty} e^{\tau/2} \cos(vz) dv , \tau < 0. \] (71)

Note that there is a global factor \( e^{3/2 \omega^2 x^2 (\tau_i - \tau_j)} \) in (69) which we discarded since it drops in any correlation function.

- Near the edge \( x_{\text{edge}} = \sqrt{2N} \), in the region \(|x - x_{\text{edge}}| = \mathcal{O}(w_N), |y - x_{\text{edge}}| = \mathcal{O}(w_N)\) one finds the extended Airy kernel with the scaling form (see Ref. [39] and Ref. [24] Eq. (7.1) and (7.3))
\[ K_N(x, \tau_1; y, \tau_j) \simeq \frac{1}{w_N} K_{\text{edge}} \left( \frac{x - x_{\text{edge}}}{w_N}, \frac{y - x_{\text{edge}}}{w_N}, (\tau_i - \tau_j) \omega N^{1/3} \right) \] (72)
in terms of the Airy kernel
\[ K_{\text{edge}}(s, s', u) = \int_0^{+\infty} dv e^{-uv} \text{Ai}(s + v) \text{Ai}(s' + v) , u \geq 0 \] (73)
\[ K_{\text{edge}}(s, s', u) = -\int_0^{0} dv e^{-uv} \text{Ai}(s + v) \text{Ai}(s' + v) , u < 0. \] (74)

The third (time) argument of the scaling function \( K_{\text{edge}} \) reflects that in the scaling region the time \( \tau \) scales as \( N^{-1/3} \) for large \( N \). This is a manifestation of the local Brownian scaling with \( \tau \sim w_N^2 \) where \( w_N \sim N^{-1/6} \) [see Eq. (64)] is the relevant length scale at the edge. Note that there is a global factor \( e^{\omega \omega (\tau_i - \tau_j)} \) in (72) which we discarded since it drops in any correlation function. This extended Airy kernel also describes the correlations of the Airy2 process, as discussed in the introduction, and will be discussed in more details below.

VI. APPLICATION OF THE EM THEOREM: GENERALIZATION TO FINITE TEMPERATURE

A. General framework

We now consider \( N \) fermions in a harmonic potential in the canonical ensemble at finite temperature \( T = 1/\beta \), as described in section III. By analogy with the one-time finite temperature JPDF in [28], [33] and [39], we define the canonical multi-time JPDF at finite temperature as
\[ \tilde{P}_\beta(x^{(1)}, \ldots , x^{(m)}) = \frac{1}{Z_N(\beta)} \sum_E P_E(x^{(1)}, \ldots , x^{(m)}) e^{-\beta E}, \] (75)
where $P_E(x^{(1)}, \ldots, x^{(m)})$ is given in (36). Note that for $m = 1$, $\tilde{P}_\beta(x) = P_T(x_1, \ldots, x_N)$ defined in (33). Using (36) it is easy to rewrite this finite temperature JPDF as

$$\tilde{P}_\beta(x^{(1)}, \ldots, x^{(m)}) = \frac{1}{Z_N(\beta)} \langle x^{(1)} | e^{-(\tau_2 - \tau_1)H_N} | x^{(2)} \rangle \cdots \langle x^{(m-1)} | e^{-(\tau_m - \tau_{m-1})H_N} | x^{(m)} \rangle \langle x^{(m)} | e^{-(\beta - (\tau_m - \tau_1))H_N} | x^{(1)} \rangle.$$  

(76)

Note that $\tilde{P}_\beta$ is a symmetric function under any permutation in each set $(x^{(l)}_1, \ldots, x^{(l)}_N)$ for each $l$. It is normalized to unity upon integration of the coordinates over $\mathbb{R}^{N^m}$. Note that integrating over all time slices except one leads to

$$\int dx^{(2)} \cdots dx^{(m)} \tilde{P}_\beta(x^{(1)}, \ldots, x^{(m)}) = \frac{1}{Z_N(\beta)} \langle x^{(1)} | e^{-\beta H_N} | x^{(1)} \rangle = P_T(x^{(1)}_1, \ldots, x^{(1)}_N)$$  

(77)

where $P_T$, given in (28), is the equilibrium JPDF at a single time.

Although this canonical JPDF (76) for arbitrary $N$ is a product of determinants, see Eq. (22), and is thus itself a determinant, the associated point process is not determinantal as correlation functions (i.e. obtained by integrating over some of the variables) are not themselves determinants. To preserve the determinental structure, as was noted in the case $m = 1$ [27, 29, 47] it is necessary to study the problem in the grand canonical ensemble where the number of fermions $N$ fluctuates. One defines the grand canonical partition function as

$$Z(\beta, \mu) = \sum_{E, N} e^{-\beta E - \mu N}.$$  

(78)

In the large $N$ limit the averages of physical observables, such as correlation functions, become identical in the canonical and grand canonical ensembles.

Note that the total number of fermions and energy are, respectively, $N = \sum_{k \geq 0} n_k$ and $E = \sum_{k \geq 0} n_k \epsilon_k$ where $n_k = 0, 1$ depending on whether the $k$-th single particle level is empty or occupied. Consequently, in the grand canonical ensemble the occupation numbers $n_k$ are i.i.d. Bernoulli random variables. We now define the multi-correlations at finite temperature both in the canonical and grand canonical ensembles. Here we give only the multi-time density correlation. The canonical correlation is

$$\hat{R}_m(y_1, \tau_1; \ldots; y_m, \tau_m; \beta) = \frac{1}{Z_N(\beta)} \sum_{E} e^{-\beta E} \left\langle \sum_{i=1}^{N} \delta(x^{(i)}_1 - y_1) \cdots \sum_{j=1}^{N} \delta(x^{(j)}_m - y_m) \right\rangle_E$$  

(79)

$$= \frac{1}{Z_N(\beta)} \sum_{\{n_k\}} \left[ \det_{1 \leq \ell, \ell' \leq m} K(y_\ell, \tau_\ell; y_{\ell'}, \tau_{\ell'}; \{n_k\}) e^{-\beta \sum_{k \geq 0} n_k \epsilon_k} \delta \left( \sum_{k \geq 0} n_k, N \right) \right]$$  

(80)

where the last delta is a Kronecker delta function, while the grand canonical correlation is

$$\hat{R}_m^G(y_1, \tau_1; \ldots; y_m, \tau_m; \beta, \mu) = \frac{1}{Z(\beta, \mu)} \sum_{E, N} e^{-\beta E - \mu N} \left\langle \sum_{i=1}^{N} \delta(x^{(i)}_1 - y_1) \cdots \sum_{j=1}^{N} \delta(x^{(j)}_m - y_m) \right\rangle_E$$  

(81)

$$= \frac{1}{Z(\beta, \mu)} \sum_{\{n_k\}} \left[ \det_{1 \leq \ell, \ell' \leq m} K(y_\ell, \tau_\ell; y_{\ell'}, \tau_{\ell'}; \{n_k\}) e^{-\beta \sum_{k \geq 0} n_k \epsilon_k - \mu \sum_{k \geq 0} n_k} \right]$$  

(82)

where, in these formula, the superscript ‘G’ refers to the grand-canonical ensemble and $K$ is the extended kernel given in [48, 49].

We now use the property that

$$\left\langle \sum_{1 \leq \ell, \ell' \leq m} K(y_\ell, \tau_\ell; y_{\ell'}, \tau_{\ell'}; \{n_k\}) \right\rangle = \det_{1 \leq \ell, \ell' \leq m} K(y_\ell, \tau_\ell; y_{\ell'}, \tau_{\ell'}; \{\langle n_k \rangle \}),$$  

(83)

which holds for any averaging such that the variable $n_k$ are independent. Note that we also use the linearity of $K$ in the $n_k$ (see [29] for a proof). This property can be used in the grand canonical ensemble with

$$\langle n_k \rangle = \frac{1}{e^{\beta (\epsilon_k - \mu)} + 1}.$$  

(84)

Hence the grand canonical correlation can be written as the following determinant

$$\hat{R}_m^G(y_1, \tau_1; \ldots; y_m, \tau_m; \beta, \mu) = \det_{1 \leq \ell, \ell' \leq m} K(y_\ell, \tau_\ell; y_{\ell'}, \tau_{\ell'}; \beta, \mu)$$  

(85)
where the extended, grand canonical kernel, obtained by replacing \( n_k \) by \( \langle n_k \rangle \) in (48-49) is

\[
K(x, \tau_i; y, \tau_j; \beta, \mu) = \left\{ \begin{array}{ll}
\sum_{k=0}^{\infty} \frac{e^{\langle n_k \rangle (\tau_i - \tau_j)}}{e^{\langle n_k \rangle} - 1} \phi_k^*(x) \phi_k(y), & \tau_i \geq \tau_j \\
-\sum_{k=0}^{\infty} \frac{e^{\langle n_k \rangle (\tau_i - \tau_j)}}{e^{\langle n_k \rangle} - 1} \phi_k^*(x) \phi_k(y), & \tau_i < \tau_j
\end{array} \right.
\]  

(86)

where for convenience we have inserted in the kernel a global factor \( e^{-\mu(\tau_i - \tau_j)} \) which cancels out in any correlation function. The extended kernel is a function only of the time difference \( \tau_i - \tau_j \) and is not continuous at \( \tau_i = \tau_j \) where it has a jump

\[
[K(x, \tau_i; y, \tau_j; \beta, \mu)]_{\tau_i = \tau_j^+} - [K(x, \tau_i; y, \tau_j; \beta, \mu)]_{\tau_i = \tau_j^-} = \delta(x - y).
\]

(87)

Note that the second form is obtained from the first one by replacing \( \tau_i - \tau_j \rightarrow \beta + \tau_i - \tau_j \), more precisely

\[
\sum_{\nu}^{\text{per}} (\varphi_{\nu}^T(x) \varphi_{\nu}(y) \delta(\tau_i - \tau_j)),
\]

(88)

Hence the extended kernel is an anti-periodic in each time variable with period \( \beta \). As a consequence it is sufficient to consider the fundamental domain \( (\tau_i, \tau_j) \in [0, \beta] \times [0, \beta] \). For any other value of \( (\tau_i, \tau_j) \) one can construct the kernel using the anti-periodicity property (85).

In the fermionic literature this extended kernel is known as the “temperature Green’s function” which however is often studied for non-interacting fermions in absence of external confining potential (i.e., using plane waves as single particle eigenfunctions), see for instance Ref. [33] p. 233 Chapter 7 formula (23.30) where we can identify the extended kernel with \( G^0(y, \tau_j; x, \tau_i) \) given there in the absence of the confining potential - note the order of the arguments. In that context, determinantal formulas such as (85) can be seen as consequences of the Wick theorem [48] extended to non-equal times and arbitrary confining potentials, although they are not often explicitly stated as such in the condensed matter literature.

### B. Bulk and edge regime in the harmonic trap at finite temperature

We now derive the expressions for the extended kernel in the limit of large \( N \) both in the bulk and at the edge. We do not give details since the derivation is a simple combination of the results of [27] and the zero temperature results discussed above.

- In the bulk, the characteristic temperature scale is \( N \omega \), which is the Fermi energy, hence one introduces, as in [27] [29], the scaling variable

\[
y = \beta N \omega.
\]

(89)

The relation (84) implies that the chemical potential is related to the mean number of particles \( N \) as \( e^{\beta \mu} = e^y - 1 \). Then one finds a finite temperature generalization of the extended sine-kernel

\[
K(x, \tau_i; y, \tau_j; \beta, \mu) = \frac{1}{\ell_N(x)} K_{y}^{\text{bulk}} \left( \frac{|x - y|}{\ell_N(x)}, \frac{\tau_i - \tau_j}{\ell_N(x)} \right)
\]

(90)

\[
K_{y}^{\text{bulk}}(z, \tau) = \left\{ \begin{array}{ll}
\frac{1}{\pi} \int_{0}^{\infty} e^{y z^2 / 2} \frac{\cos(v z)}{1 + e^{v \tau}} dv, & 0 < \tau < \tau_\beta \\
-\frac{1}{\pi} \int_{0}^{\infty} e^{y z^2 / 2} \frac{\cos(v z)}{1 + e^{v \tau}} dv, & -\tau_\beta < \tau < 0
\end{array} \right.
\]

(91)

\[
\tau_\beta = \beta / \ell_N(x)^2 = \frac{y}{2}(1 - \omega^2/(2N)).
\]

(92)

To derive (92) we have used equation (62) for \( \ell_N(x) \) and the expression for the density \( \rho_N(x) \) in equation (61). Note that as we discussed in the previous section the kernel \( K(\tau_i, x; \tau_j, y; \beta, \mu) \) is antiperiodic with period \( \beta \). Hence the scaled kernel in Eqs. (91), (91) is antiperiodic in the variable \( \tau \) with period \( \tau_\beta \) given by (92) in the chosen rescaled units. It is easy to check that

\[
K_{y}^{\text{bulk}}(z, \tau = 0^+) - K_{y}^{\text{bulk}}(z, \tau = 0^-) = \delta(z),
\]

(93)

in agreement with the general property (87). Since \( \tau_\beta \leq y/2 \) one can check that the integrals in (91) are always convergent, and that the process is thus well defined.
FIG. 3. Sketch of a trajectory of \( N = 4 \) non-intersecting time-periodic OU processes contributing to the multi-time correlation function \( \tilde{P}_\beta(\mathbf{x}^{(1)}, \mathbf{x}^{(2)}, \mathbf{x}^{(3)}) \), i.e., with \( m = 3 \) [see Eq. (98)].

- Near the edge \( x_{\text{edge}} = \sqrt{2N/\omega} \), in the region \( |x - x_{\text{edge}}| = \mathcal{O}(w_N) \), \( |y - x_{\text{edge}}| = \mathcal{O}(w_N) \) the relevant temperature scale is \( N^{1/3}/\omega \), hence one defines

\[
b = \beta \omega N^{1/3}.
\]

Then one finds the finite temperature extended Airy kernel, with the scaling form

\[
K(x, \tau_i; y, \tau_j; \beta, \mu) \simeq \frac{1}{w_N} K^\text{edge}_b \left( \frac{x - x_{\text{edge}}}{w_N}, \frac{y - x_{\text{edge}}}{w_N}, (\tau_i - \tau_j)\omega N^{1/3} \right)
\]

in terms of the finite temperature extended Airy kernel

\[
K_b^\text{edge}(s, s', u) = \begin{cases} 
\int_{-\infty}^{+\infty} dv \frac{e^{-u v}}{e^{w v + 1}} \text{Ai}(s + v) \text{Ai}(s' + v) & , \quad 0 \leq u < b \\
\int_{-\infty}^{+\infty} dv \frac{e^{-u v}}{e^{w v + 1}} \text{Ai}(s + v) \text{Ai}(s' + v) & , \quad -b \leq u < 0
\end{cases}
\]

The same remark as above holds for the antiperiodicity of the kernel. The rescaled kernel is now antiperiodic in the variable \( u \) with period \( b \). Again one easily checks that

\[
K^\text{edge}_y(s, s', u = 0^+) - K^\text{edge}_y(s, s', u = 0^-) = \delta(s - s')
\]

in agreement with the general property \( \delta(s - s') \).

VII. RELATION TO MULTI-TIME CORRELATION FUNCTIONS IN THE OU AND FINITE TEMPERATURE AIRY PROCESS

A. Link between fermions at finite temperature and non-intersecting time-periodic OU processes

Here we discuss the connection between the multi-time JPDF of fermions at finite temperature and the time-periodic \( N \) non-intersecting OU processes. The one-time case was studied before in section III. We start from the multi-time JPDF of the fermions \( \tilde{P}_\beta(\mathbf{x}^{(1)}, \cdots, \mathbf{x}^{(m)}) \) defined in Eq. (76). Each term in the \( m \)-fold product can be interpreted in terms of the OU propagator. Using Eqs. (19) and (22) we can thus rewrite Eq. (76) as

\[
\tilde{P}_\beta(\mathbf{x}^{(1)}, \cdots, \mathbf{x}^{(m)}) = \frac{1}{(N!)^m Z_N(\beta)} \left[ \prod_{\ell=1}^{m-1} P^\text{OU}_N(\mathbf{x}^{(\ell+1)}, \tau_{\ell+1}|\mathbf{x}^{(\ell)}, \tau_\ell) \right] \times P^\text{OU}_N(\mathbf{x}^{(1)}, \tau_1 + \beta | \mathbf{x}^{(m)}, \tau_m),
\]

where in this case, at variance with Eq. (76), each \( \mathbf{x}^{(\ell)} = x_1^{(\ell)} > \cdots > x_N^{(\ell)} \) is an ordered set of coordinates, and the times are ordered as \( 0 \leq \tau_1 < \tau_2 < \cdots < \tau_N \leq \beta \). We can therefore see the right hand side as the probability that the
time-periodic non-intersecting OU process, wrapped on a cylinder of perimeter \( \beta \), passes through the ordered points \( x^{(1)} \) at times \( \tau _{\ell} \) (see Fig. 3).

To check the normalization of the above formula let us recall that

\[
\int dy P_{\text{OU}}^{(N)}(x, \tau | y, \tau') P_{\text{OU}}^{(N)}(y, \tau' | z, \tau'') = P_{\text{OU}}^{(N)}(x, \tau | z, \tau'')
\]

where the integration \( \int dy \) here can either be over the ordered coordinates, or unordered coordinates (it does not change the result, since \( P_{\text{OU}}^{(N)}(x, \tau | y, \tau') \) vanishes unless the orders of \( x \) and \( y \) coincide). Integrating Eq. (98) on both sides over all variables except \( x^{(1)} \) it is easy to see, using the symmetry of \( \tilde{P}_{\beta} \) under any permutation of each set \( (x_{1}^{(\ell)}, \cdots , x_{N}^{(\ell)}) \) for each \( \ell \), and (99), that one recovers formula (34).

Hence we have shown that the finite temperature fermion JPDF \( \tilde{P}_{\beta}(x^{(1)}, \cdots , x^{(m)}) \) can be identified with the multi-time JPDF of the positions of \( N \) non-intersecting OU process wrapped on a cylinder of perimeter \( \beta \). This identification demonstrates that for any fixed \( N \) there is a classical interpretation as a stochastic process behind the finite temperature fermions. Note however that for any finite \( N \) (in the canonical ensemble) the fermion positions do not form a determinantal point process, except at zero temperature. Consequently, the non-intersecting OU process also is not determinantal for fixed \( N \), except in the zero temperature limit (\( \beta \to +\infty \) limit). However, as we have discussed in previous sections, in the grand canonical ensemble the finite temperature fermions form an extended determinantal process, thanks to the EM theorem. For large \( N \), using the equivalence between canonical and grand canonical ensembles it then follows that all multi-time correlations of the time-periodic OU process also become determinantal in the limit \( N \to +\infty \), at any finite temperature.

B. Periodic Airy process

We can now define the periodic version of the Airy\(_{2} \) process as follows. It can be done equivalently on the finite temperature fermions and on the non-intersecting time-periodic OU processes, using the above equivalence. For convenience we start with the fermion picture. We are interested in the trajectory in imaginary time \( \tau \) of the rightmost fermion at finite temperature. Using the equivalence to the OU process, this corresponds to the top of the \( N \) non-intersecting paths, propagating over the cylinder of perimeter \( \beta \). At zero temperature, when the cylinder is of infinite perimeter, this process, properly centered and scaled in the large \( N \) limit, is precisely the Airy\(_{2} \) process. The finite perimeter of the cylinder \( \beta \) deforms this process which we call the “periodic Airy\(_{2} \) process”.

In order to describe this process more precisely, in principle we should start with the formula for \( \tilde{P}_{\beta}(x^{(1)}, \cdots , x^{(m)}) \) in (70) which describes the JPDF of the positions of the \( N \) fermions at \( m \) different times \( \tau _{1}<\cdots<\tau _{m} \). Ordering the coordinates at each time slice and defining the rightmost position at time \( \tau _{k} \) as \( x_{\text{max}}^{(k)} = \max_{1 \leq i \leq N} x_{i}^{(k)} \), we would like to integrate over the lowest \( N-1 \) positions at each time slice. This will give us the periodic Airy\(_{2} \) process which is characterized by the multi-time joint cumulative distribution function (JCDF)

\[
\text{Prob}(x_{1}^{(1)} < z_{1}, \cdots , x_{m}^{(m)} < z_{m}) .
\]

Using the equivalence to OU processes this JCDF then also describes the multi-time CDF of the position of the top path. Note that by construction this process is periodic, of period \( \beta \), in the time direction.

In the large \( N \) limit the position of the rightmost fermion is described by the edge statistics. Hence we consider the rescaled process \( \xi (u) \) in rescaled time

\[
\xi^{(k)} = \xi (u_{k}) = \frac{x_{\text{max}}^{(k)} - x_{\text{edge}}}{w_{N}}, \quad u_{k} = \omega \tau _{k} N^{1/3},
\]

where we recall that \( x_{\text{edge}} = \sqrt{2N} \sqrt{\omega} \) and \( w_{N} = N^{-1/6} \sqrt{\omega} \) as in Eq. (64). Note that the time scale involved in this process is \( \tau \sim \omega \) \( \sim N^{-1/3} \), a manifestation of Brownian scaling. For large \( N \) it converges to an extended determinantal process described by the finite temperature extended Airy kernel given in Eqs. 69-70. We will denote this process as the periodic Airy\(_{2} \) process

\[
\xi (u) \equiv A_{2}^{1}(u),
\]

which depends on the single dimensionless parameter \( b = \beta \omega N^{1/3} \). By construction this process is periodic in time with period \( \beta \). It follows from its definition that the multi-time JCDF of the rescaled process \( A_{2}^{1}(u) \) is given by a Fredholm determinant with the extended finite temperature kernel (90).
To be more precise we start with the one-time CDF $F_2^b(s)$ of the periodic Airy$_2$ process

$$F_2^b(s) := \text{Prob}(\mathcal{A}_{2b}(u) < s) = \text{Det}[I - P_b \mathcal{K}_{b}^\text{edge} P_s]$$  \hspace{1cm} (104)$$

where $P_s$ is the projector on the interval $[s, +\infty[$, with the edge kernel

$$\mathcal{K}_{b}^\text{edge}(s, s') = \int_{-\infty}^{+\infty} dv \frac{1}{e^{-bv} + 1} \text{Ai}(s + v) \text{Ai}(s' + v),$$  \hspace{1cm} (105)$$

where $\mathcal{K}_{b}^\text{edge}(s, s', u = 0)$ is obtained from (96) by setting $u = 0$. The Fredholm determinant $F_2^b(s)$ based on the kernel $\mathcal{K}_{b}^\text{edge}(s, s')$ converges to the Tracy Widom GUE distribution, $F_2(s)$, in the limit $b \to +\infty$. For any finite $b$ it gives the centered and scaled distribution of the position $x_{\max}(T)$ of the rightmost fermion at finite temperature and has also been found [27, 29] to identify with a generating function which appears in the KPZ equation growth problem at finite time, with the correspondence $t_{KPZ} = b^1$. Note that $F_2^b(s)$ here is called $Q_b(s)$ in Eq. (137) of [29] and the scaled edge density, $\mathcal{K}_{b}^\text{edge}(s, s)$, is denoted by $F_{1,b}(s)$ in Eq. (126) of [29].

Let us consider now the two-time JCDF of the periodic Airy$_2$ process. It is expressed as the Fredholm determinant of a $2 \times 2$ matrix kernel

$$\text{Prob}(\mathcal{A}_{2b}(u_1) < s_1, \mathcal{A}_{2b}(u_2) < s_2) = \text{Det} \left( \begin{array}{cc} I - P_b K_u P_s & -P_s K_{u_1 - u_2} P_s \\ -P_s K_{u_2 - u_1} P_s & I - P_s K_{u_2} P_s \end{array} \right)$$  \hspace{1cm} (106)$$

where we denote $K_{u,u'} = K_{u - u'}$ with the definition

$$K_u(s, s') := \mathcal{K}_b^\text{edge}(s, s', u) = \begin{cases} \int_{-\infty}^{+\infty} dv \frac{e^{-uv}}{e^{-bv} + 1} \text{Ai}(s + v) \text{Ai}(s' + v), & 0 \leq u < b \\ -\int_{-\infty}^{+\infty} dv \frac{e^{-uv}}{e^{-bv} + 1} \text{Ai}(s + v) \text{Ai}(s' + v), & -b \leq u < 0 \end{cases}$$  \hspace{1cm} (107)$$

and we have $K_0(s, s') = \mathcal{K}_b^\text{edge}(s, s')$. The kernel $K_u$ is antiperiodic of period $b$ (see section [VIB]) which allows to obtain its value for arbitrary $u$ from the above equation. The antiperiodicity of the kernel guarantees that all correlation functions of the process are periodic in time. Let us note that in the zero temperature limit, i.e. for $b \to +\infty$ one recovers exactly the two-time JCDF of the standard Airy$_2$ process [see formula (8)]. This is more general, and extends to arbitrary multi-time correlations, i.e. one has $\mathcal{A}_{2b}(u) \to \mathcal{A}_2(u)$ as $b \to \infty$, as a process in $u$.

It is useful to define

$$K_{u; s_1, s_2}(s, s') = K_u(s + s_1, s' + s_2) = \mathcal{K}_b^\text{edge}(s + s_1, s' + s_2, u).$$  \hspace{1cm} (108)$$

Then one can rewrite, in more compact notations, the Fredholm determinant of the $2 \times 2$ matrix kernel

$$\text{Prob}(\mathcal{A}_{2b}(u_1) < s_1, \mathcal{A}_{2b}(u_2) < s_2) = \text{Det} \left( \begin{array}{cc} I - P_b K_{0; s_1, s_1} P_0 & -P_0 K_{u_1 - u_2; s_1, s_2} P_0 \\ -P_0 K_{u_2 - u_1; s_1, s_2} P_0 & I - P_0 K_{0; s_2, s_2} P_0 \end{array} \right)$$  \hspace{1cm} (109)$$

C. Application: tails of the two-point function

As an application we will extract the tails of the two-point function for large $s_1, s_2$ and focus on two cases: zero temperature ($b$ large) and high temperature ($b \ll 1$). As will be discussed below, for these tails we can consider the trace expansion to second order of the Fredholm determinant in (109). We denote the block matrix inside the Fredholm determinant in (109) as $I - M$ where $M$ has the structure

$$M = \begin{pmatrix} A & B \\ C & D \end{pmatrix}.$$  \hspace{1cm} (110)$$

We can now use the general expansion

$$\text{Det}(I - M) = 1 - \text{Tr} M + \frac{1}{2} (\text{Tr} M)^2 - \text{Tr} M^2 + O(M^3).$$  \hspace{1cm} (111)$$
In the following we will be interested in the limit where all $A, B, C, D$ are small (in some sense to be made more precise below). For this it is useful to first subtract the diagonal parts (setting $B = C = 0$) which leads to

$$\text{Det} \begin{pmatrix} I - A & -B \\ -C & I - D \end{pmatrix} - \text{Det} \begin{pmatrix} I - A & 0 \\ 0 & I - D \end{pmatrix} = \text{Det} \begin{pmatrix} I & I \\ -C(I - A)^{-1} & I \end{pmatrix} (\text{Det}(I - B(I - D)^{-1}C(I - A)^{-1}) - 1)$$

$$= \text{Det}(I - A) \text{Det}(I - D) (\text{Det}(I - B(I - D)^{-1}C(I - A)^{-1}) - 1)$$

$$= -\text{Tr} BC + O(B^2 C^2, BCA, BCD) .$$

Using (112) in (109), and fixing $u_1 \geq u_2$ for convenience, we obtain, for large $s_1$ and $s_2$, the connected part of the two point joint CDF of the $A_{2}^{b}$ process as

$$\text{Prob}(A_{2}^{b}(u_1) < s_1, A_{2}^{b}(u_2) < s_2) - \text{Prob}(A_{2}^{b}(u_1) < s_1) \text{Prob}(A_{2}^{b}(u_2) < s_2)$$

$$\simeq -\text{Tr}[P_{s_1} K_{u_1 - u_2} P_{s_2} K_{u_2 - u_1}] = - \int_{s_1}^{+\infty} ds \int_{s_2}^{+\infty} ds' K_{u_1 - u_2}(s, s') K_{u_2 - u_1}(s', s) .$$

Using the definition of the finite temperature extension Tracy-Widom CDF $F_{2}^{b}(s)$ in (6), and taking derivatives of (114) with respect to $s_1$ and $s_2$, we obtain the JPDF $P(s_1, u_1; s_2, u_2) = \partial_{s_1} \partial_{s_2} \text{Prob}(A_{2}^{b}(u_1) < s_1, A_{2}^{b}(u_2) < s_2)$ for $0 \leq u_2 < u_1 < \beta$ as

$$P(s_1, u_1; s_2, u_2) - \partial_{s_1} F_{2}^{b}(s_1) \partial_{s_2} F_{2}^{b}(s_2) = -K_{u_1 - u_2}(s_1, s_2) K_{u_2 - u_1}(s_1, s_2)$$

$$= \int_{s_1}^{+\infty} dv e^{-uv} \text{Ai}(s_1 + v) \text{Ai}(s_2 + v) \times \int_{-\infty}^{+\infty} dv' e^{-v'v} + 1 - \text{Ai}(s_1 + v') \text{Ai}(s_2 + v').$$

They satisfy the relation

$$\tilde{\phi}_b(s_1, s_2, u) = \phi_b(s_1, s_2, b - u) .$$

Note that for $b = 0$ it reduces to the Airy propagator, provided $u > 0$ (or, more generally for $u$ complex with a non-negative real part)

$$2\phi_{b=0}(s_1, s_2, u) = 2\tilde{\phi}_{b=0}(s_1, s_2, -u) = \int_{-\infty}^{+\infty} dv e^{uv} \text{Ai}(s_1 + v) \text{Ai}(s_2 + v) = \frac{1}{\sqrt{4\pi uv}} e^{-\frac{(s_1 - s_2)^2}{4v} - \frac{1}{2} E^2 + \frac{1}{2} \pi^2} .$$

We now use these relations to study the various interesting limits $b \to \infty$ and $b \to 0$.

(i) Zero temperature limit $b \to +\infty$. At zero temperature, changing $v' \to -v'$ in the second integral in (116) and taking $b \to +\infty$ limit gives

$$P(s_1, u_1; s_2, u_2) - \partial_{s_1} F_{2}(s_1) \partial_{s_2} F_{2}(s_2)$$

$$= \int_{0}^{+\infty} dv e^{-(u_1 - u_2)v} \text{Ai}(s_1 + v) \text{Ai}(s_2 + v) \times \int_{0}^{+\infty} dv' e^{-(u_1 - u_2)v'} \text{Ai}(s_1 - v') \text{Ai}(s_2 - v') .$$

We now give only the large $u_1 - u_2$ behavior

$$P(s_1, u_1; s_2, u_2) - \partial_{s_1} F_{2}(s_1) \partial_{s_2} F_{2}(s_2) \approx \frac{\text{Ai}(s_1)^2 \text{Ai}(s_2)^2}{|u_1 - u_2|^2} ,$$

which is consistent, in the limit where $s_1, s_2$ are large, with the known result valid for any $s_1, s_2$ [24]

$$\text{Prob}(A_{2}(u_1) < s_1, A_{2}(u_2) < s_2) = F_{2}(s_1) F_{2}(s_2) + \frac{F'_{2}(s_1) F''_{2}(s_2)}{|u_1 - u_2|^2} + \mathcal{O}(|u_1 - u_2|^{-4}) .$$
Note that the coefficient of the $1/|u_1 - u_2|^2$ term can be retrieved by keeping all orders in $A, D$ in the second line of Eq. (112). Indeed taking a derivative of (104) w.r.t. $s$ leads to the following identity $F_2'(s) = F_2(s)\langle Ai(1-PK_{A_1}F_4)\rangle^{-1}|Ai|$. Noting that at large $|u_1 - u_2|$, $B$ and $-C$ become projectors equal to $|Ai\rangle\langle Ai|/|u_1 - u_2|$, one obtains that $-F_2(s_1)F_2(s_2)\text{Tr}B(I-D)^{-1}C(I-A)^{-1} \simeq F_2'(s_1)F_2'(s_2)/|u_1 - u_2|^2$ at large $|u_1 - u_2|$. 

(ii) High temperature limit $b \to 0$.

To investigate the small $b$ regime, it is first convenient to rewrite (116) in the form

$$P(s_1, u_1; s_2, u_2) - F_2'(s_1)F_2'(s_2) = \phi_b(s_1, s_2, b - (u_1 - u_2))\phi_b(s_1, s_2, u_1 - u_2)$$

(125)

where we have defined the integrals in (96). Although one already see in formula (121) the diffusion kernel appearing, as it will also appear below, it does not help us here to evaluate (125) which is restricted to the interval $0 \leq u_2 < u_1 < b$. To analyze (125) at small $b$, we use (127) that the one-point CDF $F_2(s)$ of the process, in the limit $b \ll 1$ and $s \gg 1/b$ is given by

$$\partial_s F_2(s) \simeq \frac{1}{\sqrt{4\pi b}} e^{-bs}.$$  

(127)

This shows that in the small $b$ limit the natural rescaling of $s$ is

$$s_1 = \tilde{s}_1/b, \quad s_2 = \tilde{s}_2/b$$

(128)

and we study $\tilde{s}_1, \tilde{s}_2$ of order one but, large, which is the tail regime. In addition, since $u_1 - u_2 \sim b$ the Brownian scaling of the underlying OU process indicates that one should focus on the regime $s_2 - s_1 \sim \sqrt{b}$, hence we denote $s_2 - s_1 = \tilde{s}_{21}\sqrt{b}$. One can thus rewrite (119) as

$$\phi_b(s_1, s_2, u_1 - u_2) = \int_{-\infty}^{+\infty} \frac{e^{b(u_1 - u_2)v}}{e^{bv} + 1} Ai(s_1 + v)Ai(s_1 + \tilde{s}_{21}\sqrt{b} + v)$$

$$= \frac{1}{b} \int_{-\infty}^{+\infty} \frac{e^{(u_1 - u_2)w}}{e^{bw} + 1} Ai\left(\frac{s_1 + w}{b}\right)Ai\left(\frac{s_1 + w}{b} + \tilde{s}_{21}\sqrt{b}\right),$$

(129)

(130)

where we have defined $w = bv$. This integral is dominated by the region $w + \tilde{s}_1 < 0$. In this regime we use the fact that the product of Airy functions in the integral can be replaced by

$$ Ai((w + \tilde{s}_1)/b)Ai((w + \tilde{s}_1)/b + \sqrt{b}\tilde{s}_{21}) \to \frac{\sqrt{b}}{2\pi \sqrt{|\tilde{s}_1 + w|}} \cos(\sqrt{\tilde{s}_1 + w}\tilde{s}_{21})$$

(131)

which amounts to neglect fast oscillating terms. Inserting in (130) and making a change of variable $y = \sqrt{|\tilde{s}_1 + w|}$ we obtain

$$\phi(s_1, s_2, u_1 - u_2) = \frac{1}{\pi\sqrt{b}} e^{-(\tilde{u}_1 - \tilde{u}_2)^2} \int_{0}^{+\infty} dy \cos(y\tilde{s}_{21}) e^{-(\tilde{u}_1 - \tilde{u}_2)^2y^2} = \frac{1}{4\pi b (\tilde{u}_1 - \tilde{u}_2)^2} e^{-\frac{\tilde{s}_{21}^2}{4(\tilde{u}_1 - \tilde{u}_2)^2}} e^{-\frac{\tilde{s}_{21}^2}{4(\tilde{u}_1 - \tilde{u}_2)^2}}$$

(132)

where we have replaced $1/(1 + e^{-y^2 - \tilde{s}_1^2}) \simeq 1$, since we study the tail $\tilde{s}_1 \gg 1$.

$$P(s_1, u_1; s_2, u_2) - \frac{1}{4\pi b} e^{-2\tilde{s}_1} = \frac{1}{4\pi b} e^{-\tilde{s}_1} \sqrt{\tilde{u}_1 - \tilde{u}_2} \left(1 - (\tilde{u}_1 - \tilde{u}_2)^2\right) e^{-\frac{\tilde{s}_{21}^2}{4(\tilde{u}_1 - \tilde{u}_2)^2}} + O(e^{-2\tilde{s}_1}).$$

(133)

This is the finite temperature analog of the zero temperature result given in (123). Note that in the limit $\tilde{u}_1 - \tilde{u}_2 \to 0^+$ we find

$$P(s_1, u_1; s_2, u_2) \to \frac{1}{4\pi b} e^{-b\tilde{s}_1} \delta(s_1 - s_2) \simeq \partial_s F_2(s_1)\delta(s_1 - s_2),$$

(134)

which is consistent since one must recover the one-point PDF in that limit. In the picture of the OU process, the result in (133) has the following nice interpretation in the original variables $s, u$. Consider the top path of the periodic OU process. Given its position $s_1$ at time $u_1$, the probability to propagate to a position $s_2$ at time $u_2$ is simply given, for large values of $s_1$, by the propagator of a Brownian bridge on the interval $[0, b]$. This reflects the fact that in the high temperature limit and for high values of $s_1, s_2$, the non-crossing condition becomes irrelevant in the dynamics. Note that the one point function (127) is different from the one of the single particle OU process which is a Gaussian (27).
VIII. UNIVERSALITY OF THE TIME-PERIODIC AIRY$_2$ PROCESS

Until now we have studied specifically the example of the Ornstein-Uhlenbeck process which corresponds to the quantum harmonic oscillator. Let us start with the single particle problem. One can consider a larger class of stochastic processes described by the Langevin equation of a particle diffusing in a classical potential $U(x)$

\[ \frac{dx(\tau)}{d\tau} = -U'(x(\tau)) + \eta(\tau) \]  

where $\eta(\tau)$ is a centered Gaussian white noise, with correlator $\langle \eta(\tau)\eta(\tau') \rangle = \delta(\tau - \tau')$. For $U(x) = \frac{1}{2} \mu_0 x^2$ this corresponds to the OU process in \[1\]. For general $U(x)$ the propagator for this classical process is given by \[12\]

\[ P_U(x, \tau | x_0, \tau_0) = e^{-U(x)} G_V(x, \tau | x_0, \tau_0) e^{U(x_0)} \]  

where $G_V(x, \tau | x_0, \tau_0) = \langle x | e^{-H(\tau - \tau_0)} | x_0 \rangle$ is the quantum propagator associated to the Hamiltonian

\[ H = -\frac{1}{2} \partial_x^2 + V(x) \]  

\[ V(x) = \frac{1}{2} (U''(x) + U'(x)^2) \]  

which is such that the ground state energy of $H$ is automatically zero. It is easy to see that the ground state wave function $\psi_0(x)$ is given by, up to a normalization constant $\psi_0(x) \sim e^{-U(x)}$ and the stationary measure of the process \[135\] is given by $P_{\text{stat}}(x) \sim e^{-2H(x)}$ which is assumed to be normalizable. In the case of the OU process one has $V(x) = \frac{1}{2} \mu_0 x^2 - \frac{1}{2}$ [see Eq. \(12\)].

We now consider $N$- non intersecting particles, each evolving with the Langevin equation \[135\]. Following the OU example, as described in section \[III\] this $N$ non-crossing particle process can be mapped onto the quantum problem of $N$ non interacting fermions trapped in the quantum potential $V(x)$. We can now apply the universality properties which were shown in \[29\] and that we now recall. We assume that the quantum potential $V(x)$ is smooth and sufficiently confining. In this case the average density at zero temperature is given by

\[ \rho_N(x) = \frac{1}{N} K_N(x, x) = \frac{1}{\pi N} \sqrt{2(\mu - V(x))} \theta(\mu - V(x)) \]  

where $\theta(z)$ is the Heaviside theta function (i.e., $\theta(z) = 1$ if $z \geq 0$ and $\theta(z) = 0$ if $z < 0$) and $\mu$ is determined by the normalization condition $\int dx \rho_N(x) = 1$. This density has an edge at $x = x_{\text{edge}}$ where the density is vanishing, i.e.,

\[ V(x_{\text{edge}}) = \mu \]  

In \[29\] it was shown that at finite temperature the one-time correlation functions are given, in the edge region, by determinants of a kernel which takes the same scaling forms as for the harmonic oscillator with renormalized width and reduced temperature (see equations (281) and (282) in \[29\])

\[ w_N = (2|V'(x_{\text{edge}})|)^{-1/3} \]  

\[ b = 2^{-1/3}|V'(x_{\text{edge}})|^{2/3} \beta \]  

It is now easy to see that the multi-time correlations for the more general process described above are again given by determinants of an extended kernel. This extended kernel takes a universal form at the edge given by

\[ K(x, \tau_i; y, \tau_j; \beta, \mu) = \frac{1}{w_N} k_{\beta}^{\text{edge}} \left( \frac{x - x_{\text{edge}}}{w_N}, \frac{y - x_{\text{edge}}}{w_N}, (\tau_i - \tau_j) b / \beta \right) \]  

where $k_{\beta}^{\text{edge}}$ is the same function \[90\] as for the harmonic oscillator. The scale factors $w_N$ and $b$ depend on the explicit form of $V(x)$ and are given in \[140\].

In conclusion this shows that the top path of $N$ non-crossing particles diffusing in the generic potential $U(x)$ as in \[135\], wrapped around a cylinder of perimeter $\beta$, properly centered and scaled, is described by the universal periodic Airy$_2$ process. This holds provided the corresponding quantum potential is sufficiently confining to provide the soft-edge universality of the fermion problem. Equivalently this universality also holds for the multi-time (in imaginary time) correlation functions for the trapped fermions.

IX. APPLICATION TO REAL TIME EQUILIBRIUM DYNAMICS OF TRAPPED FERMIONS: DYNAMICAL DENSITY-DENSITY CORRELATIONS

Here we consider the real time quantum dynamics of fermions. We restrict to equilibrium dynamics at finite temperature $T$, which can be obtained from the analysis of the previous sections.
A. Real time quantum dynamics of a single particle

Let us recall first the one-particle problem. Let us recall that in quantum mechanics the time dependent average (over measurements) denoted \( \langle O \rangle_t \) of an observable \( O \) (for instance the position \( \hat{x} \) or the momentum \( \hat{p} \) etc.), is given by the expectation value

\[
\langle O \rangle_{\psi(t)} = \langle \psi(t) | \hat{O} \psi(t) \rangle = \langle \psi(0) | \hat{O}(t) | \psi(0) \rangle = \text{Tr} \left[ |\psi(0)\rangle \langle \psi(0)| \hat{O}(t) \right]
\]

where \( |\psi(t)\rangle \) is the quantum state of the system at time \( t \). By definition

\[
\hat{O}(t) = e^{i\hat{H}t/\hbar} \hat{O} e^{-i\hat{H}t/\hbar}
\]

is the observable in the Heisenberg representation (where it becomes time dependent), which allows to take expectation values over the initial state \( |\psi(0)\rangle \). Here \( \hat{H} \) is the Hamiltonian of the system, and we restrict to time independent Hamiltonians \( \hat{H} \) (in the time dependent case one needs time-ordered exponentials). If several measurements are performed successively, of observables \( \hat{O}_j \) at times \( t_j \), with \( t_1 < t_2 < \ldots < t_m \), then the joint average (over quantum measurements) is given by the expectation value of the product

\[
\langle O_1(t_1) \cdots O_m(t_m) \rangle_{\psi(0)} = \langle \psi(0) | \hat{O}_m(t_m) \cdots \hat{O}_1(t_1) | \psi(0) \rangle = \text{Tr} \left[ \psi(0) \langle \psi(0)| \hat{O}_m(t_m) \cdots \hat{O}_1(t_1) \right]
\]

where \( \hat{O}_j(t_j) = e^{i\hat{H}t_j/\hbar} \hat{O}_j e^{-i\hat{H}t_j/\hbar} \).

At finite temperature, in the canonical ensemble, the system is described not by a single quantum state but by a statistical mixture of states represented by a density matrix, and one must replace in the above formula

\[
|\psi(0)\rangle \langle \psi(0)| \rightarrow \frac{1}{Z(\beta)} \sum_k |\phi_k\rangle e^{-\beta e_k} \langle \phi_k| = \frac{1}{Z(\beta)} e^{-\beta \hat{H}}
\]

and obtain the correlation function at temperature \( T = 1/\beta \)

\[
\langle O(t_1) \cdots O(t_m) \rangle_T = \frac{1}{Z(\beta)} \text{Tr} \left[ e^{-\beta \hat{H}} \hat{O}_m(t_m) \cdots \hat{O}_1(t_1) \right]
\]

with \( Z(\beta) = \text{Tr} e^{-\beta \hat{H}} \). It is immediate to see that the one-time observable \( \langle O_1(t_1) \rangle_T = \frac{1}{Z(\beta)} \text{Tr} \left[ e^{-\beta \hat{H}} \hat{O}_1(t_1) \right] = \frac{1}{Z(\beta)} \text{Tr} \left[ e^{-\beta \hat{H}} \hat{O} \right] \) is independent on \( t_1 \) and given by the canonical equilibrium expectation value. The \( n \)-time correlations with \( m > 1 \) are however non-trivial functions of the \( m - 1 \) time differences \( t_2 - t_1, \ldots, t_m - t_{m-1} \), a property called time translational invariance (TTI). These functions describe the quantum equilibrium dynamics. Note that if one considers instead evolution from a pure state \( |\psi(0)\rangle \) as above, the \( m \)-time correlations are in general not TTI (hence they depend on all the \( m \) times) unless the initial state is an eigenstate of \( \hat{H} \) in which case they are TTI (see example below). This is the case for instance for the ground state.

By choosing in \( \langle 144 \rangle \) the operators \( \hat{O}_j = |x^{(j)}\rangle \langle x^{(j)}| \) and the initial condition \( \psi(0) = |\phi_k\rangle \), an eigenstate \( k \) of the harmonic oscillator (for instance the ground state) we define a real-time quantum correlation function involving times \( t_j \) as

\[
C_{\phi_k}(x^{(1)}, \ldots, x^{(m)}) = e^{i\epsilon_k(t_m-t_1)} \langle \phi_k | x^{(m)} \rangle \langle x^{(m)} | e^{-iH(t_m-t_{m-1})} x^{(n-1)} \rangle \cdots \langle x^{(2)} | e^{-iH(t_2-t_1)} x^{(1)} \rangle \langle x^{(1)} | \phi_k \rangle \]

\[
= e^{i\epsilon_k(t_m-t_1)} \langle \phi_k | x^{(m)} \rangle G(x^{(m)}, x^{(m-1)}; i(t_m-t_{m-1})) \cdots G(x^{(2)}, x^{(1)}; i(t_2-t_1)) \langle x^{(1)} | \phi_k \rangle,
\]

where \( G(x, x'; \tau) \equiv G(x, \tau; x', 0) \) is the Euclidean quantum mechanical propagator of the harmonic oscillator, given in Eq. \( \langle 32 \rangle \) taken at argument \( \tau \rightarrow i \tau \) since we are considering here the real time dynamics.

Similarly at finite temperature one defines the following quantum correlation at times \( t_j \)

\[
C_T(x^{(1)}, \ldots, x^{(m)}) = \frac{1}{Z(\beta)} \langle x^{(1)} | e^{i\beta i(t_m-t_1)} G(x^{(m)}, x^{(m-1)}; i(t_m-t_{m-1})) \cdots G(x^{(2)}, x^{(1)}; i(t_2-t_1)) \rangle
\]

\[
= \frac{1}{Z(\beta)} G(x^{(1)}, x^{(m)}; \beta - i(t_m-t_1)) G(x^{(m)}, x^{(m-1)}; i(t_m-t_{m-1})) \cdots G(x^{(2)}, x^{(1)}; i(t_2-t_1)) .
\]

Let us now compare the expressions for the real time correlations in \( \langle 147 \rangle \) and in \( \langle 148 \rangle \) with the multi-time JPDF in imaginary time given in \( \langle 56 \rangle, \langle 57 \rangle \) and \( \langle 76 \rangle \) respectively, upon setting \( N = 1 \) for the single particle case that we
are considering here. These results are related to each other by the replacement $\tau \to \imath t$ as expected. Indeed the expressions (36) and (76) can be reordered using that the respective probabilities are ordered. Stationarity of the imaginary time process corresponds to the TTI property of the real time evolution. There are however two important differences between these observables in real and imaginary times. First, the process is periodic of period $\beta$ in imaginary time, while it is defined on the real line for real time $t$. Secondly, both real time correlations in (147) and (148) are not a priori real, hence do not have a probabilistic interpretation, unlike their imaginary time counterparts.

B. Real time quantum dynamics of non-interacting fermions in a harmonic trap

1. General framework

The real time dynamics of $N$ non-interacting fermions can be studied by similar methods. One substitutes $|\psi(0)\rangle$ as a $N$-fermion state, $\hat{H} \to \mathcal{H}_N$, and $\hat{O}_j$ as $N$-body observables, in all formula above. Considering the operators $\hat{O}_j = |x_j\rangle \langle x_j| \rangle$ in (144), Eq. (147) generalises into a formula for the quantum correlation of the real time dynamics starting from an eigenstate $|E\rangle$ (pure state) of the $N$-body Hamiltonian. This formula is identical to the one for the quantum JPDF, $P_E(x^{(1)}, \cdots, x^{(m)})$, in Eq. (36) with the replacement $\tau_j \to \imath t_j$. Hence it has a determinantal property with exactly all the same formula for multi-time correlations given by determinants as in section IV A. In particular if we choose $|E\rangle$ to be the ground state of the harmonic oscillator we obtain, replacing $\tau \to \imath t$ in Eq. (67)-(68), the real time extended Hermite kernel

$$K_N(x, t_i; y, t_j) = \sum_{k=0}^{N-1} e^{-ik\omega(t_j - t_i)} \phi_k^*(x) \phi_k(y), \quad t_i \geq t_j$$

(149)

and

$$K_N(x, t_i; y, t_j) = -\sum_{k=N}^{\infty} e^{-ik\omega(t_j - t_i)} \phi_k^*(x) \phi_k(y), \quad t_i < t_j$$

(150)

where the superscript $r$ indicates real time. For instance we obtain the multi-time quantum correlation of the number density operator

$$\langle \hat{\rho}(y_1, t_1) \cdots \hat{\rho}(y_m, t_m) \rangle_E = \det_{1 \leq \ell, \ell' \leq m} K_N(y_\ell, t_\ell; y_{\ell'}, t_{\ell'})$$

(151)

where the number density operator (i.e. normalized to $N$) is defined as

$$\hat{\rho}(y, t) = e^{\imath \hat{H} t} \hat{\rho}(y) e^{-\imath \hat{H} t}, \quad \langle x|\hat{\rho}(y)|x'\rangle = \sum_{i=1}^{N} \delta(x_i - y) \delta(x - x')$$

(152)

We can also study the real time dynamics of the fermion system at finite temperature. As in the case of imaginary time it is more convenient to consider the grand canonical ensemble. One finds again that the correlation functions can be written as determinants with the extended, grand canonical kernel in real time

$$K^r(x, t_i; y, t_j; \beta, \mu) = \left\{ \begin{array}{ll}
\sum_{k=0}^{\infty} e^{\imath(k-\mu)(t_i - t_j)} \phi_k^*(x) \phi_k(y), & t_i \geq t_j \\
-\sum_{k=N}^{\infty} e^{\imath(k-\mu)(t_i - t_j)} \phi_k^*(x) \phi_k(y), & t_i < t_j
\end{array} \right.$$

(153)

where for convenience we have inserted in the kernel a global factor $e^{-\imath \mu (t_i - t_j)}$ which cancels out in any correlation function. This extended kernel is a function only of the time difference $t_i - t_j$ and is not continuous at $t_i = t_j$ where it has a $\delta(x - y)$ jump as in (37). Note that the second line in (153) is obtained from the first one by replacing $t_i - t_j \to -i\beta + t_i - t_j$. In fact this extended kernel is an anti-periodic in each time variable with period $-i\beta$.

As we have stated it before, in absence of the confining potential, i.e. when the system is translationally invariant (free fermions), this kernel has been well studied in the solid-state physics literature. However there it is usually presented in the frequency domain. To make contact with this literature, it is useful to give the expression of this extended kernel in the general case in the frequency domain. We first reexpress the kernel in (153) to make apparent the time translational invariance as $K^r(x, t_i; y, t_j; \beta, \mu) = K^r(x, y; t_i - t_j; \beta, \mu)$. One finds

$$\int_{-\infty}^{+\infty} dt e^{-\imath \omega t - \eta |t|} K^r(x, y; t; \beta, \mu) = -i \sum_{k=0}^{\infty} \phi_k^*(x) \phi_k(y) \left( \frac{1}{\omega + \mu - \epsilon_k + i\eta} + \frac{\langle n_k \rangle}{\omega + \mu - \epsilon_k - i\eta} \right),$$

(154)

where $\langle n_k \rangle$ is the Fermi factor given also in (84).
2. Real time dynamics at the edge

As an application let us consider the real time dynamics near the edge. We obtain that it is described by the real time extended edge kernel

\[ K^r(x, t_i; y, t_j; \beta, \mu) \approx \frac{1}{w_N} \kappa_{b, \text{edge}}^r \left( \frac{x - x_{\text{edge}}}{w_N}, \frac{y - x_{\text{edge}}}{w_N}, (t_i - t_j)\omega N^{1/3} \right) \]  

(155)

in terms of the finite temperature real time extended Airy kernel

\[ \kappa_{b, \text{edge}}^r(s, s', u) = \begin{cases} \int_{-\infty}^{+\infty} dv \frac{e^{-ivu}}{e^{-\beta v} + 1} \text{Ai}(s + v) \text{Ai}(s' + v) = \phi_b(s, s', iv) , & u \geq 0 \\ -\int_{-\infty}^{+\infty} dv \frac{e^{-ivu}}{e^{-\beta v} + 1} \text{Ai}(s + v) \text{Ai}(s' + v) = -\phi_b(s, s', -iv) , & u < 0 \end{cases} \]  

(156)

which is now defined for arbitrary real \( u \). Note that these integrals are convergent. Recalling that we have defined \( \beta (\epsilon_k - \mu) = -bv \), it is easy to see that the first line in (156) corresponds to contributions from states below the Fermi surface and the second from states above the Fermi surface.

From this kernel we can calculate the density-density correlation at temperature \( T \) as

\[ \langle \hat{\rho}(x, t_1)\hat{\rho}(y, t_2) \rangle_T = \frac{1}{w_N^2} g_{b, \text{edge}} \left( \frac{x - x_{\text{edge}}}{w_N}, \frac{y - x_{\text{edge}}}{w_N}, (t_1 - t_2)\omega N^{1/3} \right) \]  

(157)

\[ g_{b, \text{edge}}(s, s', u) = \kappa_{b, \text{edge}}^r(s, s, 0) \kappa_{b, \text{edge}}^r(s', s', 0) - \kappa_{b, \text{edge}}^r(s, s', u) \kappa_{b, \text{edge}}^r(s, s', -u) \]  

(158)

\[ = \phi_b(s, s, 0)\phi_b(s', s', 0) + \phi_b(s, s', iv)\phi_b(s, s', iv) \]  

(159)

which is a complex and even function of \( u \), the last line being true only for \( u > 0 \), and \( b = \omega N^{1/3}/T \) and \( \kappa_{b, \text{edge}}^r(s, s', u) \) is given in (156). Note that we can write the result in the frequency domain as

\[ \kappa_{b, \text{edge}}^r(s, s', \omega) = \int du e^{-i\omega u - \eta |u|} \kappa_{b, \text{edge}}^r(s, s', u) = -i \int_{-\infty}^{+\infty} dv \left[ \frac{\Phi_>(v)}{\omega + v + i\eta} + \frac{\Phi_< (v)}{\omega + v - i\eta} \right] \]  

(160)

\[ \Phi_>(v) = \frac{1}{e^{bv} + 1} \text{Ai}(s + v) \text{Ai}(s' + v) , \quad \Phi_< (v) = \frac{1}{e^{-bv} + 1} \text{Ai}(s + v) \text{Ai}(s' + v) , \]  

(161)

where \( \eta = 0^+ \), and the functions \( \Phi_>(v) \) and \( \Phi_< (v) \) correspond to contributions from below and above the Fermi surface, respectively.

3. Real time density-density correlation at the edge

Let us now analyze the behavior of the density-density correlation function. For \( u = 0 \) one recovers the equal time equilibrium correlation \( g_{b, \text{edge}}^\text{eq}(s, s', u = 0) = g_{b, \text{edge}}(s, s') \), given below Eq. (133) in [29], and which vanishes at coinciding points, i.e., \( g_{b, \text{edge}}(s, s, u = 0) = 0 \). For \( u = 0^+ \) one has

\[ g_{b, \text{edge}}(s, s', u = 0^+) = \kappa_{b, \text{edge}}^r(s, s', 0)\delta(s - s') . \]  

(162)

In the large time difference limit \( |t_2 - t_1| \to +\infty \) one expects that

\[ \langle \hat{\rho}(x, t_1)\hat{\rho}(y, t_2) \rangle_T \to \langle \hat{\rho}(x, t_1) \rangle_T \langle \hat{\rho}(y, t_2) \rangle_T = \rho_N(x)\rho_N(y) \]  

(163)

where we have used the fact that the single time expectation value of the density is time-independent. As shown in Eqs. (125)-(126) in [29] it takes the scaling form near the edge

\[ \rho_N(x) = \frac{1}{w_N} F_{1, b} \left( \frac{x - x_{\text{edge}}}{w_N} \right) , \quad F_{1, b}(s) = \kappa_{b, \text{edge}}^\text{eq}(s, s) = \kappa_{b, \text{edge}}^r(s, s, 0) \]  

(164)

where \( \kappa_{b, \text{edge}}^r(s, s, u) \) is defined in (156). It can be seen indeed in (158)-(159) that the second term decreases to zero as \( u \to \infty \) leading to

\[ \lim_{u \to \infty} g_{b, \text{edge}}(s, s', u) = \kappa_{b, \text{edge}}^r(s, s, 0)\kappa_{b, \text{edge}}^r(s', s', 0) . \]  

(165)
the dotted line corresponds to the asymptotic result (173) valid for large $u$ function of $s$ and large $s$ for $b = 10$. The solid line corresponds to the numerical evaluation of the exact formula given in Eq. (168) while the dotted line corresponds to the asymptotic result (173) valid for large $u$ and large $b$ with $u \sim b$.

We thus define the connected part of the density-density correlation

\[
\langle \rho(x,t_1)\rho(y,t_2) \rangle_T = \langle \hat{\rho}(x,t_1)\hat{\rho}(y,t_2) \rangle_T - \langle \hat{\rho}(x,t_1) \rangle_T \langle \hat{\rho}(y,t_2) \rangle_T
\]

\[
= \frac{1}{u^2}\mathcal{g}_b^{\text{edge,c}} \left( \frac{x - x_{\text{edge}}}{w_N}, \frac{y - x_{\text{edge}}}{w_N}, (t_1 - t_2)\omega N^{1/3} \right)
\]

\[
\mathcal{g}_b^{\text{edge,c}}(s, s', u) = -\mathcal{K}_b^{\text{edge,r}}(s, s', u)\mathcal{K}_b^{\text{edge,r}}(s', s, -u) = \tilde{\phi}_b(s, s', iu)\phi_b(s, s', iu) .
\]

We now study the low temperature scaling limit $b \rightarrow +\infty$ and $u \rightarrow +\infty$, keeping the ratio $u/b$ fixed. We will use the following relation

\[
\tilde{\phi}_b(s, s', iu) + \phi_b(s, s', iu) = \frac{1}{\sqrt{4\pi iu}} e^{-ix' su' - \frac{i}{2}u(s+s') - i\frac{3}{2}} - 2i \int_{-\infty}^{+\infty} dv \frac{\sin(uv)}{e^{bv} + 1} \text{Ai}(s + v)\text{Ai}(s' + v) .
\]

In this low temperature limit one easily shows that for $u > 0$ and large $u \sim b \rightarrow +\infty$ one has

\[
\int_{-\infty}^{+\infty} dv \frac{e^{-iuv}}{e^{-bv} + 1} \text{Ai}(s + v)\text{Ai}(s' + v) = \int_{-\infty}^{+\infty} dv \frac{i\sin(uv)}{e^{-bv} + 1} \text{Ai}(s + v)\text{Ai}(s' + v) \simeq -i \frac{\pi}{b \sinh\left(\frac{\pi u}{b}\right)} \text{Ai}(s)\text{Ai}(s') .
\]

This implies

\[
\tilde{\phi}_b(s, s', iu) \simeq -i \frac{\pi}{b \sinh\left(\frac{\pi u}{b}\right)} \text{Ai}(s)\text{Ai}(s')
\]

\[
\phi_b(s, s', iu) \simeq \frac{1}{\sqrt{4\pi iu}} e^{-ix' su' - \frac{i}{2}u(s+s') - i\frac{3}{2}} + \mathcal{O}\left(\frac{1}{b}, \frac{1}{u}\right)
\]

where we have used (170) and in (169) we can neglect the last term which is of order $\mathcal{O}(1/b)$ or $\mathcal{O}(1/u)$ as compared to the first term which is, in modulus, of order $\mathcal{O}(1/\sqrt{u})$. Putting together these two results, the connected part of the density-density correlation function is given by (for $u > 0$)

\[
\mathcal{g}_b^{\text{edge,c}}(s, s', u) \simeq -\sqrt{i\pi} \frac{\text{Ai}(s)\text{Ai}(s')}{2b \sinh\left(\frac{\pi u}{b}\right)} \frac{1}{u^{1/2}} e^{-i\left(-\frac{(x-x')^2}{4u} + \frac{i}{2}u(s+s')+\frac{3}{2}\right)} .
\]
propagates in a linear potential). In the zero temperature limit \( b \to +\infty \) the connected correlation scaling function decays algebraically as a function of time as

\[
g_b^{\text{edge,c}}(s, s', u) \sim u^{-3/2}, \tag{174}
\]

while in the opposite limit \( u \gg b \) it decays exponentially as

\[
g_b^{\text{edge,c}}(s, s', u) \sim u^{-1/2} \exp \left( -\frac{\pi u}{b} \right). \tag{175}
\]

In Fig. 4 we show a plot of the modulus of \( g_b^{\text{edge,c}}(s, s', u) \) at coinciding point and as a function of \( u \) and compare it with the asymptotic result in Eq. (173).

Let us compare this result at the edge with the result for free fermions (non-interacting fermions in the absence of a confining potential), at \( T = 0 \) for simplicity \[34, 35\]. The real time Green’s function (with the notations of the present paper)

\[
\int_{-\infty}^{+\infty} dx e^{-ikx} G^r_{\text{free}}(x, t; 0, 0) = (-\theta(k - k_F)\theta(-t) + \theta(k_F - k)\theta(t)) e^{i\frac{1}{2}k^2t} \tag{176}
\]

where \( k_F \) is the Fermi momentum. The connected density-density correlation function is given by the product

\[
\langle \hat{\rho}(x, t)\hat{\rho}(0, 0) \rangle_{T=0,\text{free}} = -G^r_{\text{free}}(x, t; 0, 0)G^r_{\text{free}}(x, -t; 0, 0). \tag{177}
\]

One of the factors is the hole Green's function (involving integration below the Fermi level) which at large time behaves as

\[
\int_0^{k_F} \frac{dk}{2\pi} e^{-ik^2t} \sim \int_0^{+\infty} \frac{dk}{2\pi} e^{-ik^2t} \sim t^{-1/2}, \tag{178}
\]

while the other one is the particle Green's function (involving momentum integration above the Fermi level) which decays at large time as

\[
\int_{k_F}^{\infty} \frac{dk}{2\pi} e^{-ik^2t} \sim t^{-1}. \tag{179}
\]

Note that the same results can also be derived in the bulk, in presence of a confining potential from Eq. (60). This is of course expected since deep inside the bulk the fermions do not feel the confining potential. Putting both factors together thus leads to an asymptotic \( t^{-3/2} \) real time decay of the connected density correlation both for free fermions and in the bulk of confined fermions. Although the exponent \( 3/2 \) is the same as the one obtained above in the case of the edge, the detailed mechanism seem different. Indeed at the edge the \( t^{-1/2} \) decay comes from the particle contribution (above the Fermi surface) while the \( t^{-1} \) decay comes from the hole contribution. Interestingly there seems to be a “role reversal”, between the bulk and the edge, of the time decay.

\[\text{C. Joint measurements}\]

Let us finish this section on real time dynamics by mentioning the problem of joint quantum measurements at different times. For simplicity let us focus on two measurements at two different times \( (m = 2) \). We start with a single particle and perform successive measurements of its position at times \( t_1 \) and \( t_2 > t_1 \). As is well known from the principles of quantum mechanics, the possible outcomes of the measurement of an observable \( \hat{O} \) in the quantum state \( |\psi\rangle \) are the eigenvalues \( \alpha \) of \( \hat{O} \), obtained with respective probabilities \( ||P_\alpha|\psi\rangle||^2 \) where \( P_\alpha \) is the projector on the corresponding eigen-subspace \( E_\alpha \). Importantly, just after the measurement the new quantum state is \( \hat{P}_\alpha |\psi\rangle \). Hence we must introduce projectors associated to the observable. If we measure position and if the particle lives on a lattice the relevant projector is \( P_x = |x\rangle\langle x| \). In the continuum one may consider instead a projector e.g. on an interval \( P_I = \int_{x \in I} dx |x\rangle\langle x| \), which indeed statistics \( P_I^2 = P_I \). Given these preliminaries, we can now write the probability of the joint outcome of two successive measurements of the position as

\[
\text{Prob}(x_1 \in I_1, t_1; x_2 \in I_2, t_2) = \text{Tr} \left[ P_{t_2} e^{-iH(t_2-t_1)} P_{t_1} e^{-iHt_1} \hat{D} e^{iHt_1} P_{t_1} e^{iH(t_2-t_1)} P_{t_2} \right]. \tag{180}
\]
where the last $P_{ij}$ on the left can be omitted thanks to cyclicity of the trace. In this formula $\hat{D}$ is the initial density matrix, that is $\hat{D} = |\psi(0)\rangle\langle\psi(0)|$ if one considers the evolution starting from a pure state, and $\hat{D} = e^{-\beta\hat{H}/Z(\beta)}$ for the evolution in thermal equilibrium. If we work on a lattice we can write the same formula, with $P(x_1, t_1; x_2, t_2)$ on the l.h.s. (the probability to observe $x_1$ at $t_1$ and then $x_2$ at $t_2$) and $P_{ij} = |x_j\rangle\langle x_j|$, $j = 1, 2$.

The normalization of (180) is subtle. Clearly setting $I_1 = I_2 = \mathbb{R}$ yields unity, and setting either $P_{i1} = 1$ or $P_{i2} = 1$ yields the correct probabilities for a single measurement $P(x, t_j) = \langle x | e^{-i\hat{H}} \hat{D} e^{i\hat{H}} | x \rangle$ Hence setting e.g. $P_{i1} = 1$ means that no measurement has been performed at time $t_1$. Going to the lattice case, we see that $\sum_{x_1, x_2} P(x_1, t_1; x_2, t_2) = 1$, but that $\sum_{x_1, x_2} P(x_1, t_1; x_2, t_2) \neq 1$. This is because by performing a measurement at time $t_1$, one perturbs the system (one projects its quantum state into one of the eigen-subspace associated to the observable) and, even if one does not read the outcome of the measurement, it is different from not performing the measurement.

Consider now the evolution from an energy eigenstate $|E\rangle$. We first evolve this state for a time $t_1$, perform the measurement at $t_1$, evolve further from time $t_1$ to $t_2$ and perform the measurement at $t_2$. The probability of the outcome is then

$$
\text{Prob}(x_1 \in I_1, t_1; x_2 \in I_2, t_2) = \int d x_2 \left| \langle x_2 | e^{-i\hat{H}(t_2-t_1)} \int d x_1 | x_1 \rangle \right|^2 \langle x_1 | E \rangle^2
$$

(181)

in terms of the quantum propagator

$$
G(x, x_0; it) = \langle x | e^{-it\hat{H}} | x_0 \rangle = \sum_{k=0}^{+\infty} \phi_k(x) \phi_k^*(x_0) e^{-i\omega_k t}.
$$

(183)

Let us now discuss the case of $N$ non-interacting fermions. The formula (182) extends to this case, replacing $x_j \to \mathbf{x}^{(j)}$ the set of coordinates of the $N$ fermions, and $|E\rangle$ being the $N$-fermion energy eigenstate, where we use the notations of section IV A. We can now compare the integrand in (182) (with these replacements) with the formula (30) and we see that it is equal to $P_E(\mathbf{x}^{(1)}, \mathbf{x}^{(2)}, \mathbf{x}^{(3)} = \mathbf{x}^{(1)'})$ for $m = 3$ with the replacement $\tau_2 - \tau_1 \to i(t_1 - t_2)$ and $\tau_2 - \tau_3 \to i(t_2 - t_1)$. Following the discussion in the section IV A, we know that this quantity can be written as a determinant, see Eq. (47), thanks to the Eynard-Mehta theorem. This shows that the EM theorem can also be a useful tool to analyze the probability of outcomes of quantum measurements in real time for $N$ non-interacting fermions.

X. CONCLUSION

In conclusion, we have extended our previous works on the statics of one-dimensional trapped non-interacting fermions to the equilibrium dynamics. In imaginary time we have established an exact mapping between the quantum propagator of the fermions, and the transition probability of a set of $N$ non-crossing classical Ornstein-Uhlenbeck processes. For fermions at thermal equilibrium at temperature $T$, we have shown that there exists a similar mapping, but the corresponding non-crossing Ornstein-Uhlenbeck processes are now periodic in time of period $\beta = 1/T$. We have unveiled an extended determinantal structure of the space time correlations in these two problems, based on an application of the Eynard-Mehta theorem of random matrix theory. Thanks to these properties, we were able to derive the precise universal form of the space-time correlation kernel at the edge of the trapped Fermi gas, at finite temperature. This is a non-trivial extension of the zero temperature result known previously. This also allowed us to introduce and study a new classical stochastic process, which we called the time-periodic Airy$_2$ process that describes the temporal evolution of the top path of $N$ non-intersecting OU processes constrained to return to their initial position after a time period $b \sim 1/T$. The zero temperature version of this process, that is $b \to +\infty$, corresponds to the standard Airy$_2$ process known in the literature. We showed that the joint cumulative distribution function of the process at finite $b$ can be expressed in terms of Fredholm determinants involving the extended edge kernel which we computed explicitly. Although our results were derived for the harmonic trapping potential, we argued that this extended edge kernel, as well as the associated periodic Airy$_2$ process are universal, i.e independent of the details of the trapping potential. This implies the corresponding universality for the classical non-intersecting diffusions in more general potentials.

The special case of the harmonic trapping potential has some additional interesting properties. For example in the fermion problem, the position and momentum variables play a symmetric role. Hence all the results obtained here for position variables, also hold for the momentum variables. For example we have shown that the (imaginary) time
evolution of the fermion positions are isomorphic to the time evolution of the eigenvalues of a Hermitian matrix under the Dyson’s Brownian motion. Hence, replacing all position variables by the momentum variables, and using the symmetry between position and momentum, it follows that the (imaginary) time evolution of the fermion momenta is also isomorphic to the time evolution of the eigenvalues of a GUE random matrix under the Dyson’s Brownian motion.

As another application of our results, we have studied the real time quantum dynamics of the trapped fermions at the edge of the trapped Fermi gas. We have derived the scaling function of the dynamical density-density correlation, and obtained its large time asymptotic decay, found to be a power law $t^{-3/2}$ at $T = 0$ and exponential at finite $T$.

The present work raises several interesting questions for future works. For instance, we can ask whether the periodic Airy$_2$ process introduced here will also appear in other problems of statistical physics or probability theory. This may not be too far-fetched given the fact that the standard Airy$_2$ equation \cite{3, 16} appears in many different contexts, such as in the large time limit of the (1+1)-dimensional KPZ growth models. In fact our previous results provide a tantalizing hint in that direction. Indeed in \cite{24} we showed that the PDF of the time-periodic Airy$_2$ process at a single point, $A_i^2(0)$, coincides exactly (up to a convolution with a Gumbel distribution) with the height of the KPZ equation at time $t_{KPZ}$ with droplet initial condition, with the correspondence $t_{KPZ} = b^3$. Whether these facts can be tied together is an open subject for future research.
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Appendix A: Non-crossing OU paths, Dyson’s Brownian motion and trapped fermions in imaginary time

In this appendix we first recall the relation between $N$ non-crossing OU paths and the Dyson’s Brownian motion. Then we establish a relation between the DBM and the quantum imaginary time propagator of $N$ non-interacting fermions in a harmonic trap.

It is interesting to note that the transition probability $P^{(N)}_{OU}$ of the non-crossing OU processes, defined in \cite{23}, can be related to the propagator of the Dyson’s Brownian motion (DBM) for the GUE. We recall that the DBM corresponds to a complex Hermitian $N \times N$ matrix whose independent entries (both real and imaginary part) perform an OU process in time $\tau$. One can then show the $N$ real eigenvalues $x_i$‘s evolve with $\tau$ via the Langevin equation \cite{8, 16}

$$\frac{dx_i(\tau)}{d\tau} = -\mu_0 x_i(\tau) + \sum_{j \neq i} \frac{1}{x_i(\tau) - x_j(\tau)} + \eta_i(\tau), \quad (A1)$$

where the $\eta_i(\tau)$‘s are independent unit white noises. If the initial $x_i$‘s are ordered, they keep the same order at all times automatically, i.e. they do not cross each other. Let us define the probability density $P^{(N)}_{DBM}(x_1, \ldots, x_N; \tau | y_1, \ldots, y_N; 0)$ that the set of eigenvalues, starting initially from $y_1 > y_2 > \cdots > y_N$ end up at $x_1 > x_2 > \cdots > x_N$ at time $\tau$ (which is normalized to unity if integrated over the $x_i$ in this ordered sector). It is then easy to check that the DBM and the non-crossing OU process are related by (see for example Refs. \cite{11, 49, 50})

$$P^{(N)}_{DBM}(x_1, \ldots, x_N; \tau | y_1, \ldots, y_N; 0) = \frac{\prod_{1 \leq i < j \leq N} (x_i - x_j)^2}{\prod_{1 \leq i < j \leq N} (y_i - y_j)} P^{(N)}_{OU}(x_1, \ldots, x_N; \tau | y_1, \ldots, y_N; 0). \quad (A2)$$

To check that $P^{(N)}_{DBM}$ is indeed normalized to unity, when integrated over the ordered sector of the $x_i$‘s, we proceed as follows: we insert the exact form for $P^{(N)}_{OU}$ from \cite{23, 20} in \eqref{A2}. Then we note that the many-body ground state wave function is

$$\psi_0(x_1, \cdots, x_N) = A_N \prod_{1 \leq i < j \leq N} (x_i - x_j) e^{-\frac{\mu_0}{2} \sum_{i=1}^{N} x_i^2}, \quad (A3)$$

where $A_N$ is a normalization constant. Using the antisymmetry of the Slater determinants, we can extend the integration over the full space of the $x_i$‘s and then use orthonormality of the eigenstates, leading to the expected normalization to unity.
In addition, using [A2] and [23], we can also relate the DBM directly to the imaginary time evolution of fermions, as seen explicitly in the following relation [using (A3)]

\[
P^{(N)}_{\text{DBM}}(x_1, \ldots, x_N; \tau | y_1, \ldots, y_N; 0) = \frac{\psi_0(x_1, \ldots, x_N)}{\psi_0(y_1, \ldots, y_N)} \langle x_1, \ldots, x_N | e^{-\mathcal{H}_N \tau} | y_1, \ldots, y_N \rangle .
\]

This is a direct relation between the classical propagator of the eigenvalues of a complex Hermitian matrix, starting from arbitrary matrix entries, and the quantum propagator for the positions of the fermions. Note that in this relation the (imaginary) time dependent positions of the fermions are put in correspondence to the eigenvalues of the time dependent matrix evolving via the DBM.

**Appendix B: More on the time-periodic OU process**

In this section we provide a prescription to construct a time-periodic OU process. Because of the periodicity constraint in the time direction it is not evident that this is a stochastic process evolving via a Markov rule local in time. We restrict here to a single particle for simplicity, though it can be generalized to \(N\)-particle system.

1. **Langevin equation local in time**

Consider a single Brownian particle moving in a harmonic potential in one dimension following the Langevin equation \([1]\). If we now impose a constraint that this particle has to return to its initial position after a fixed time \(\beta\) (the OU bridge), can one write an effective Langevin equation, local in time, such that this condition is automatically satisfied by the evolution and that the process is generated with the correct statistical weight. This is indeed possible, as was shown in Ref. [51], for a large class of constrained stochastic problems. In the case of the time-periodic OU process, the appropriate Langevin equation reads (see Eq. (26) in Ref. [51])

\[
\frac{dx}{d\tau} = \mu_0 - x \cosh((\beta - \tau)\mu_0) \sinh((\beta - \tau)\mu_0) + \eta(\tau), \quad x(0) = x_0,
\]

where \(\eta(\tau)\) is the unit white noise. This Langevin equation is such that if we run it with initial condition \(x(0) = x_0\) we obtain the process conditioned to return in \(x_0\) at time \(\beta\). In addition to match with the one-time marginal distribution of the time-periodic OU process, we must choose the initial condition \(x_0\) with the measure \(P_T(x_0)\) given in Eq. (27). This automatically generates the correct propagator for the time-periodic OU process.

2. **Identification as the stationary measure of a confined Edwards-Wilkinson model**

Another method to generate the measure of the time-periodic OU process is as follows. Consider a single OU process evolving as \([1]\). The measure over the path \(x(\tau)\) can be written as

\[
P[x(\tau)] \sim e^{-\frac{1}{2} \int_0^\beta d\tau \left[ \left( \frac{dx(\tau)}{d\tau} + \mu_0 x(\tau) \right)^2 \right]} \sim e^{-\frac{1}{2} \int_0^\beta d\tau \left[ \left( \frac{dx(\tau)}{d\tau} \right)^2 + \mu_0^2 x(\tau)^2 \right]} .
\]

To obtain the second relation we have performed an integration by part and used the periodicity of the path \(x(\beta) = x(0)\). One way to generate the measure over paths given in (B2) is the following. We think of the path \(x(\tau)\) as a fluctuating field in “space” \(\tau\) with periodic boundary condition of period \(\beta\). We now introduce an additional “time evolution” of a field \(x(\tau, s)\), with periodicity \(\beta\) in the \(\tau\) variable, in a fictitious time \(s\) with evolution equation

\[
\partial_s x(\tau, s) = \partial_{\tau}^2 x(\tau, s) - \mu_0^2 x(\tau, s) + \zeta(\tau, s)
\]

where \(\zeta(\tau, s)\) is a Gaussian white noise with zero mean and correlator \(\langle \zeta(\tau_1, s_1) \zeta(\tau_2, s_2) \rangle = 2\delta(\tau_1 - \tau_2)\delta(s_1 - s_2)\), periodic in space \(\tau\) with period \(\beta\). It is easy to see that in the limit of large “time” \(s\) the measure of \(x(\tau, s)\) converges to an equilibrium measure given precisely by (B2).

**Appendix C: How to express \(P_E\) in (36) using the Eynard-Mehta theorem**

In this Appendix we provide some details on the derivation of the specific representation of the EM theorem as stated in the text in Eq. (47). We follow the exposition of the theorem given in [14] (section 7.4). The correspondence
of notations is as follows. The time slice index there \( k = 1, \ldots, m \) is denoted \( \ell = 1, \ldots, m \) here. The label of states \( n \) there, is called \( k \) here. The \( \phi_{k,n}(x) \) of \([44]\) are the same orthonormal basis \( \phi_{n}(x) \) as introduced here (which is independent of the index \( \ell \) since our Hamiltonian is time independent). Furthermore we have the correspondence between the notations of \([44]\) (on the left hand side below) and ours (right hand side) in section IV A

\[
\begin{align*}
  k &\rightarrow \ell, \quad n \rightarrow k \\
  \sigma_{k+1,m} &\rightarrow e^{-\epsilon_k(\tau_{\ell+1}-\tau_{\ell})} \\
  \sigma_k(X) &\rightarrow \det_{1 \leq i,j \leq N} \phi_i(x_j) \\
  v_{k+1}(x,y) &\rightarrow G(x,\tau_{\ell+1}|y,\tau_{\ell})
\end{align*}
\]

where \( G(x,\tau_{\ell+1}|y,\tau_{\ell}) \) is defined in \([32]\).

The transition probability of the Markov process defined in \([44]\) (in their notations, and using superscripts for different times)

\[
\text{Prob}(X^{(1)}, \ldots, X^{(m)}) = \frac{\det \phi_i(x^{(1)}_j) \det v_{1,2}(x^{(1)}_1,x^{(2)}_2) \cdots \det v_{m-1,m}(x^{(m-1)}_1,x^{(m)}_2)}{\prod_{k=0}^{N-1} e^{-\epsilon_k(\tau_{\ell}-\tau_{\ell-1})}}
\]

where, here, \( \text{det} \) stands for \( \det_{1 \leq i,j \leq N} \) and in \([44]\) all \( X^{(\ell)} \) are ordered \( x^{(\ell)}_1 < \ldots < x^{(\ell)}_m \) (here they are denoted \( x^{(\ell)} \) and are not necessarily ordered). Hence one can check that our quantum probability \([36]\), in one given sector ordered in all the \( X^{(\ell)} \) reads

\[
P_E(x^{(1)}, \ldots, x^{(m)}) = \frac{1}{N!^m} \text{Prob}(X^{(1)}, \ldots, X^{(m)})
\]

which is consistent with the normalizations (unordered one here, ordered one in \([44]\)). Note that this correspondence, as stated above, gives directly the result when \( |E\) is the ground state. However it is easily extendable to any \(N\)-fermion eigenstate \( |E\) of \( \mathcal{H}_N \) parameterized by a set of occupation numbers \( n_k = 0, 1 \), such that \( \sum n_k = N \). Indeed, one can just relabel the single particle states \( \phi_{a,b}(x) \) of \([44]\) so that the \( N \) occupied ones (with \( n_k = 1 \)) correspond to the labels \( b = 0, \ldots, N - 1 \) and in that case the denominator in Eq. \([C5]\) changes to \( \prod_{k=1}^{\infty} e^{-\epsilon_k(\tau_{\ell}-\tau_{\ell-1})} \). This leads to the statement of the EM theorem in terms of occupation numbers as given in Eq. \([47]\) in the text. Finally note that \([44]\) focuses on position variables \( x^{(\ell)}_j \) on a discrete lattice, but is straightforward to extend it to continuous space \( x^{(\ell)}_j \in \mathbb{R} \) and considering probability densities instead of probability at a discrete site.

**Appendix D: Self-reproducibility of the extended kernel**

It is interesting to note the following self-reproducibility property of the extended kernel defined in Eqs. \([48]-[49]\). Using the orthonormality of the wave functions, and the fact that \( n_k^2 = n_k \) for fermion occupation numbers, we find

\[
\int dy K(x,\tau;y,\tau';\{n_k\})K(y,\tau';z,\tau'';\{n_k\}) = \eta_{\tau,\tau',\tau''}K(x,\tau;z,\tau'';\{n_k\})
\]

with

\[
\eta_{\tau,\tau',\tau''} = 1, \quad \eta_{\tau'';\tau'';\tau'} = -1
\]

and \( \eta_{\tau,\tau',\tau''} = 0 \) in all other cases.

**Appendix E: Determinantal form of general correlation functions**

In the text we have defined multi-time correlations involving a single particle at each time slice, i.e. the spatio-temporal correlation of the fermion density, in Eqs. \([50]-[51]\). Here we define more general correlation functions, involving arbitrary number \( \ell_j \) of fermions in each time slice \( \tau_j \), \( j = 1, \ldots, m \), and give a determinantal expression for such a correlation. For \( \tau_1 < \cdots < \tau_m \) one defines the correlation function in a fixed eigenstate \( |E\) of the \( N \)-body Hamiltonian, labeled by a set of occupation numbers \( \{n_k\} \)

\[
\hat{R}_{\ell_1,\ldots,\ell_m}(\{x^{(1)}_1,\tau_1\}, \ldots, \{x^{(m)}_1,\tau_1\}, \ldots, \{x^{(1)}_m,\tau_m\}, \ldots, \{x^{(m)}_m,\tau_m\}) := \prod_{k=1}^{m} \frac{N!}{(N-n_{\ell_k})!} \int \prod_{k=1}^{m} d\varepsilon^{(k)}_i P_E(x^{(1)}_1, \ldots, x^{(m)}_m)
\]
where $P_E$ is given in (36). The Eynard-Mehta theorem implies that it is given by

$$
\hat{R}_{\ell_1, \ldots, \ell_m}(x^{(1)}_1, \tau_1; \cdots; x^{(1)}_{\ell_1}, \tau_1, \cdots; x^{(m)}_1, \tau_1; \cdots; x^{(m)}_{\ell_m}, \tau_m) = \det_{1 \leq p, q \leq m, 1 \leq i \leq \ell_p, 1 \leq j \leq \ell_q} K(x^{(p)}_i, \tau_i; x^{(q)}_j, \tau_q; \{n_k\}).
$$
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