Abstract—This paper studies the problems of load balancing and flow control in data center network, and analyzes several common flow control schemes in data center intelligent network and their existing problems. On this basis, the network traffic control problem is modeled with the goal of deep reinforcement learning strategy optimization, and an intelligent network traffic control method based on deep reinforcement learning is proposed. At the same time, for the flow control order problem in deep reinforcement learning algorithm, a flow scheduling priority algorithm is proposed innovatively. According to the decision output, the corresponding flow control and control are carried out, so as to realize the load balance of the network. Finally, experiments show, the network traffic bandwidth loss rate of the proposed intelligent network traffic control method is low. Under the condition of random 60 traffic density, the average bisection bandwidth obtained by the proposed intelligent network traffic control method is 4.0mbps and the control error rate is 2.25%. The intelligent network traffic control method based on deep reinforcement learning has high practicability in the practical application process, and fully meets the research requirements.
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I. INTRODUCTION

With the development of mobile Internet, Internet of things, big data and cloud computing, the number of network users and network scale are growing rapidly. At the same time, the network business is becoming increasingly diversified, and the network structure is becoming more and more complex [1]. In the face of the explosive growth of network traffic, how to realize the load balance of network traffic through reasonable control and scheduling methods, avoid the occurrence of network congestion, so as to ensure the quality of network service and improve the network throughput has become an increasingly important research topic in the field of computer network [2].

Scholars in related fields have carried out research on this. Reference [3] proposed a network flow control method based on ECMP, using ECMP to forward most of the traffic, and using SDN to selectively reroute some key traffic to balance the link utilization network. Develop and solve simple LP problems to reroute these selected key flows to balance the link utilization of the network and achieve network flow control. However, this method is only suitable for multi-homed terminal hosts, and there are limitations in network flow control. Reference [4] proposed a flow congestion control algorithm based on Hedera and data center TCP. A large number of experiments were carried out on the fat tree data center network, and the probability distribution of its throughput was comprehensively studied. The method will suffer from high load conditions. Influence. However, this method only solves the congestion phenomenon, and there is no solution for places with too little traffic, and there are limitations. Reference [5] proposed a machine learning prediction method to strengthen congestion control in the 5G Internet of Things environment. Using the 5G Internet of Things to work in a high-traffic network with multiple nodes/sensors, a machine learning model based on the decision tree algorithm, under the scalable creation of intelligent applications by Mahout, predict the best enhancement of congestion control in 5G Internet of Things wireless sensors. The model is implemented on the training data set to determine the best parameter settings in the 5G environment. It can predict the optimal solution to improve the performance of the congestion control method, but the network traffic bandwidth loss rate of this method is relatively high. Reference [6] proposed a performance-aware energy-saving method for data center networks. Adopt heuristic algorithms, use switch grouping and link merging to switch traffic to a small number of network devices, Valiant load balancing is used to distribute load on active links and shut down unused switches and links. This method has little impact on the network
performance, but the control error rate of this method is high. Whether in a large number of data center networks arising from cloud computing and Internet, or in the backbone network and LAN communication network constantly updated in the past decade, the traditional flow control and congestion control solutions are becoming more and more inadequate. This is because the traditional solutions are often targeted at some specific network and traffic scenarios. With the continuous emergence of new network structure and traffic mode, the solutions for specific network scenarios will no longer be suitable for the new environment.

To solve the above problems, an intelligent network flow control method based on deep reinforcement learning is proposed. The scheme calculates the global optimal routing strategy through the intelligent network traffic control method based on deep reinforcement learning, provides the corresponding network traffic information for the traffic control decision, and ensures the network traffic control quality control. The proposed intelligent network traffic control method has low network traffic bandwidth loss rate, more average bisection bandwidth and low control error rate.

II OPTIMIZATION OF INTELLIGENT NETWORK TRAFFIC CONTROL METHOD

A. Deep mining method of intelligent network traffic based on deep reinforcement learning

Deep reinforcement learning is a technology combining deep learning method to deal with reinforcement learning problems. The concept and principle of reinforcement learning are introduced, and some typical reinforcement learning algorithms are given [7]. Then the concept of deep learning and deep neural network are briefly introduced [8]. Finally, the deep reinforcement learning and the deep reinforcement learning algorithm used in the subsequent algorithm design are introduced in detail [9]. This paper introduces some basic concepts in reinforcement learning.

The essence of reinforcement learning is the process of exploring in the environment and obtaining a behavior strategy that can maximize the expected benefits. Network traffic reinforcement learning is as Fig. 1.

![Figure 1. Schematic diagram of network traffic reinforcement learning](image)

According to Fig. 1, the decision-making body in reinforcement learning is an agent. The agent is in an interactive environment and can perceive the state information of the environment by observing the environment. In different environments, agents may have a variety of actions to choose from [10]. In which state, which action should be performed depends on the strategy adopted by the agent. After the agent makes an action, the environment will give feedback according to the state of the agent and the action of the agent to reflect the quality of the action. According to different feedback, agents can adjust their own strategies. After an agent performs an action, the action may change the state of the agent in the environment, which is called state transition [11]. After the state transition occurs, the agent can continue to make the next round of decisions, execute the next action, and get a series of state action state sequence. The whole process will end when the agent reaches a certain final state or experiences a certain period of time, and the goal of reinforcement learning is to learn a group of optimal behavior strategies, so that the agent can accumulate and maximize the benefits during this period of time [12]. In reinforcement learning, the mathematical model provided by the decision-making process in statistics is usually used to describe the process of reinforcement learning. This is because the essence of reinforcement learning is to solve sequential decision optimization problems, and Markov decision process is a typical tool to solve sequential decision problems in operational research and statistics. Because the Markov decision process has the Markov property, it means that in the process of each state transition, the state of the next moment is only determined by the current state of the agent, and does not depend on the past or future state.

\[
P[\{s_{t+1}|s_t\}] = P[\{s_{t+1}|s_{t-1},...,s_t\}] \tag{1}
\]

The whole elements of reinforcement learning can be described by five tuples (S, A, P, R, Y) of Markov decision process: action, state S of executable action set, state transition probability of agent in environment \( P[\{s_{t+1}|s_t\}] \), probability of action a transferring to states' in states, reward 0.11discount coefficient fed back by environment after state transition, indicates the difference between current and future rewards. Based on the above five tuples, we can define the cumulative reward sum of agents after multi-step state transition in the environment as:

\[
G_t = P[\{s_{t+1}|s_t\}] r_{t+1} + \gamma r_{t+2} + ... = P[\{s_{t+1}|s_t\}] \sum_{k=0}^{\infty} \gamma^k r_{t+k+1} \tag{2}
\]

In formula (2), the discount coefficient \( \gamma \) determines the importance of short-term reward and long-term reward. When \( \gamma \) is close to 0, the agent pays more attention to short-term reward, while when \( \gamma \) is close to 1, the agent pays more attention to short-term reward. After defining the cumulative reward sum \( G_t \), we can get the definition of state value function \( V_s(s) \) the expectation of the cumulative reward sum obtained by an agent starting from a certain state s and taking actions according to strategy is \( V_s(s) \), that is:

\[
V_s(s) = E_s[ \sum_{k=0}^{\infty} \gamma^k r_{t+k+1} | s_t = s ] \tag{3}
\]

Similarly, the state action value function \( Q_s(s,a) \) can be defined. Starting from a certain states, the expectation of
the cumulative reward sum obtained by the agent after taking action a according to the strategy is
\[ Q(s,a) = V^*(s)E[G\mid s_t = s, a_t = a] = V^*(s)E[\sum_{t=0}^{\infty} \gamma^t r_{t+1} \mid s_t = s, a_t = a] \]  

(4)

Furthermore, the definition of the optimal value function \( V(s) \) is given: for an agent with optimal strategy \( \pi^* \), the state value function \( V(s) \) in each states is the optimal value function in that state, that is:
\[ V(s) = V^*(s), \forall s \in S \]  

(5)

The optimal value function satisfies:
\[ V(s) = \max_a V_a(s), \forall s \in S \]  

(6)

Similarly, the optimal state action value function under state \( S \) can be obtained:
\[ Q(s,a) = \max_a Q_a(s,a), \forall s \in S, \forall a \in A \]  

(7)

There is a corresponding relationship between the optimal value function \( V(s) \) and the optimal state action value function \( Q(s,a) \).
\[ V(s) = \max_a Q(s,a) \]  

(8)

When the definition of the optimal value function and the optimal state action value function are obtained, the optimal strategy can be found by solving the optimal value function or the optimal state action value function. The goal of reinforcement learning is to find the optimal strategy that agents can find in the environment. According to the different cognitive degree of agents to the environment, the methods to solve the optimal strategy can be divided into two categories: model-based method and model-free method [13]. Before using reinforcement learning to solve problems, it is necessary to model the environment. The process of environment modeling is to obtain the state set, action set, action state transition relationship and reward function in the environment. If all these have been obtained before solving the problem, the method of solving the optimal strategy is called model-based method when the model is known. If some or all of the state set, action set, and action state transition relationship and reward function are unknown, it is necessary to explore and model the environment while solving the optimal strategy [14]. This method is called model free method. When the model is known, the process of solving the optimal strategy can be regarded as an optimization problem under dynamic programming. In this case, dynamic programming method can be used to solve the optimal strategy. Because the Markov decision process has the Markov property, according to the formula:
\[ V(s) = E_{\pi}[G_{t+1} \mid s_t = s] = E_x[E_{\pi}[r_x + \gamma G_{x+1} \mid s_x = s]] \]  

(9)

Perform the action state full probability expansion for the expectation in the formula:
\[ V(s) = E_x[E_{\pi}[r_x + \gamma G_{x+1} \mid s_x = s]] = \sum_{a \in A} \pi(s,a) \sum_{x \in S} P_{s \rightarrow x}^a (r_x^a + \gamma E_{x}[G_{x+1} \mid s_x = s]) \]  

(10)

Replace the formula with:

\[ V(s) = \sum_{a \in A} \pi(s,a) \sum_{x \in S} P_{s \rightarrow x}^a (r_x^a + \gamma V(x)) \]  

(11)

For the state action value function \( Q(s, a) \), the same form of equation can also be obtained by similar derivation:
\[ Q(s, a) = \sum_{x \in S} P_{s \rightarrow x}^a (r_x^a + \gamma \max_{a \in A} Q(x, a)) \]  

(12)

According to the optimal value function, it can be concluded that:
\[ V(s) = \max_{a \in A} \sum_{x \in S} P_{s \rightarrow x}^a (r_x^a + \gamma V(x)) \]  

(13)

The above formula is called optimal equation, which reveals the relationship between the value function of adjacent states and the state action value function in the network structure state space. This relationship is the basis of using dynamic programming to solve the optimal strategy. When the state set, action set, action state transition relationship and reward function in the environment are unknown, the strategy cannot be evaluated as the model-based method, because the model is unknown and the action state full probability expansion cannot be done as the formula. At this time, we can only observe and record the state transition and the reward value by exploring in the network environment, and solve the optimal control strategy of intelligent network traffic through experience.

B. Intelligent network traffic anomaly detection

The purpose of cognitive network traffic control is to share the following functions for subsequent policy routing: one is to filter abnormal traffic; the other is to control the traffic of all kinds of services according to the service perception and classification results of cognitive nodes, so as to prevent network congestion and ensure the expected value of service quality of all kinds of services. For abnormal traffic, zero bandwidth allocation can be used to discard such packets; for normal traffic, bandwidth allocation is made in proportion to the available bandwidth of the link. The setting of bandwidth allocation depends on the quality of service and service parameters corresponding to different traffic types, and the delay, delay jitter and other performance requirements of different traffic types should be considered [15]. Traffic monitoring is the process of collecting data, collecting data and analyzing data from network equipment [16]. The module collects some specific index parameters from the network and feeds them back to the network maintenance personnel. These data can be used to analyze the network performance, understand the network dynamic, predict and diagnose the possible problems. In order to ensure that the estimated value function can converge to the optimal value function, it is necessary to traverse every state in the state space [17]. Therefore, the strategy used in Monte Carlo sampling needs to be exploratory for different states. A common exploratory strategy is. The grey strategy will select the action with the largest state action value function in all actions with a certain probability, and the other probabilities will select the action randomly.
\[
\pi(s) = \begin{cases} 
\arg\max \ Q(s, a), & p = 1 - \varepsilon \\
\text{random}, & p = \varepsilon 
\end{cases} 
\]  

Each sampling and updating of the method requires a complete process from the start state to the end state. When the process experiences too many state transitions, the efficiency of the Monte Carlo method will be reduced [18]. The time series difference method does not need to update after reaching the end state, but updates the estimated value of the state action value function after each action. The updating method of time series difference method makes use of the idea of dynamic programming, and uses the state action value function of subsequent states to approximately estimate the current state action value function.

\[
Q_s(s, a) = \sum_{s' \in S} P(s' | s, a) \left( r_s + \gamma V_s(s') \right) 
\]

The updating formula of state action value function can be obtained by incremental summation.

DQN is a deep reinforcement learning algorithm based on value function. Construct a deep reinforcement learning model based on the DQN algorithm. In reinforcement learning, besides solving the optimal strategy based on value iteration, it can also be solved based on strategy iteration. Similarly, in deep reinforcement learning, the model can be optimized based on strategy, which is called strategy gradient. The basic idea of strategy gradient is to continuously calculate the expected cumulative reward of the current strategy and the gradient of the model strategy parameters, and then update the model strategy parameters based on the gradient until it converges to the optimal strategy [19]. Compared with the deep reinforcement learning algorithm based on value function and its improved model, the deep reinforcement learning algorithm based on strategy gradient has a wider range of application. In traditional networks, network control and data forwarding architecture are usually closely coupled, which leads to the complexity of network control. With the continuous development of network technology, the demand for network flexibility and scalability is also higher and higher. SDN is different from the traditional network architecture [20]. It separates the network into control plane and data plane, which can realize the centralized management of the network. At the same time, it can realize more efficient and fine-grained network control by programming, which makes the network more flexible and intelligent [21]. Traffic control technology is an important part of traffic engineering. Traffic engineering refers to a series of related technologies and methods to optimize the network performance, including network measurement, traffic control, load balancing, congestion control, fault recovery and so on. The core of the traffic control algorithm based on deep reinforcement learning is the deep reinforcement learning algorithm in deep reinforcement learning [22]. This paper gives a detailed introduction of the deep reinforcement learning algorithm. The following will specifically explain how to use the deep reinforcement learning algorithm to deal with the optimization problem of network traffic control. The DQN deep neural network is as Fig. 2.

![Schematic diagram of DQN deep neural network](image)

Figure 2. Schematic diagram of DQN deep neural network

It should be emphasized that the number of layers in the full connection layer and the number of neurons in the full connection layer are not fixed, but need to be determined according to the size of the network. It cannot give the exact relationship between the network size and the number of full connection layers and neurons. However, according to a large number of experimental results, the neural network structure with two full connection layers and 120 neurons in each full connection layer performs better in the small-scale network with less than 15 hosts and less than 20 switches. For the larger network, it needs to be adaptive when increasing the number of the whole connective layer or neurons [23]. Traffic control can control and manage the traffic in the network in a centralized or distributed way to realize the load balance of the network, so as to improve the bandwidth utilization and throughput of the network and reduce the network delay. In the network of deep reinforcement learning architecture, the SDN controller with centralized network control function is introduced, and the global network view can be obtained from the data plane, which makes the network traffic control based on deep reinforcement learning more effective and flexible [24]. Efficient and reasonable network flow control scheme can improve the network transmission performance, avoid network congestion, and provide bandwidth support for the upper application layer, so as to meet the user needs of the application layer. In the traditional IP network, the routing method based on the shortest path algorithm is often used to distribute the traffic to each physical link. According to the static link weight, the optimal path of data forwarding is calculated between switches in the network. However, although the routing strategy based on the shortest path algorithm can give the optimal path of a single traffic, it cannot avoid the congestion problem caused by multiple traffic concentrated on some links. The overall structure of deep learning is as Fig. 3.
According to Fig. 3, the overall architecture of deep learning consists of five parts, from top to bottom: application plane, north interface, control plane, South interface and data plane. The application plane consists of a number of deep reinforcement learning business applications, which are developed by network managers and can call one or more northbound interface APIs provided by the control plane. Network managers can use the API of these northbound interfaces to obtain control plane information, schedule network resources, or flexibly implement business functions in other programmable ways. Through the application plane of deep reinforcement learning architecture, network managers can make full use of the openness of SDN to realize various intelligent services [25]. The interface between the application plane and the control plane, which provides the corresponding interface API for the application plane, enables the deep reinforcement learning business application to issue instructions to the control plane or obtain relevant network information. Different from the southbound interface, there are many kinds of SDN controllers, so there is no unified northbound interface standard. Control plane: control plane is the center of deep reinforcement learning architecture, which is SDN controller and can realize the control function of traditional network devices. The control plane can be regarded as a centralized abstraction of control functions of distributed network devices in traditional networks. After separating the control plane from the data plane, the control plane can only focus on network strategy planning and flow control, while the data plane is responsible for data forwarding. On the one hand, the SDN controller of the control plane is responsible for providing the north interface for the business applications in the upper application plane, on the other hand, it is responsible for transmitting the network control information of the application layer to the data plane through the South interface [26]. The interface between the control plane and the data plane provides a transmission medium for the information interaction between the SDN controller and the underlying forwarding device. With the help of the southbound interface, the SDN controller can collect the topology information and traffic information of the underlying forwarding device in the network, and can also send the network control information such as the flow table to the underlying forwarding device, so as to control the packet forwarding behavior. The current southbound interface protocols include OpenFlow protocol, NETCONF protocol and PCEP, among which OpenFlow protocol is the mainstream southbound protocol. The data plane is mainly composed of the underlying physical forwarding device, and the forwarding operation of the forwarding device depends on the flow label issued by the SDN controller. In order to use the southbound interface, these forwarding devices need to support the southbound interface protocol for communication with the upper layer. The data plane is the executor of the upper layer network policy. It does not have the decision-making ability. It needs to accept the upper layer application policy and implement the corresponding configuration in the data plane to realize the user data forwarding.

C. Realization of intelligent network flow control

For the problem of network load balancing, if we want to find a feasible load balancing scheme, the first thing to do is to determine the network scenario of the load balancing scheme. For different uses of the network, it often has a different network architecture and topology, and the network routing and forwarding protocols deployed and running on it are also designed for the network architecture. Therefore, for a specific network, we need to design specific load balancing and congestion control mechanisms according to its special network architecture, topology and communication protocol. In this paper, the load balancing problem in data center network is discussed. Compared with campus network, intranet and other common networks, the network structure of data center network is significantly different [27]. The communication goals and traffic patterns of campus network and intranet are usually regular and predictable. The path between the source node and the destination node in the network structure is relatively single, which makes the network manager only set a small number of redundant paths for fault tolerance when designing the network structure. In the data center network, in order to realize the flattening of the network and ensure the equal status of each host in the network, multiple paths are often provided between hosts [28]. Before the implementation of the algorithm, we first need to determine the basic information in the network: the link information between hosts [29]. Based on the above information, we use the proposed flow scheduling priority algorithm to calculate the order of selecting paths for flows. When the algorithm is running, the basic information in the network must be consistent with the network information in the deep reinforcement learning model training. The flow chart of intelligent network traffic control method based on deep reinforcement learning is as Fig. 4.
The initial state is input Information network based on deep reinforcement learning architecture is as Fig. 4 strategy. The intelligent network traffic control scheme action output until the forwarding paths of all flows in the same time, and then repeats the process of state input and selection of the first flow, and gets the next state at the input of deep neural network. The deep neural network preprocesses state information is used as the initial state preprocess the global traffic demand information, and the can be provided by the SDN controller. After inputting the learning architecture, the global traffic demand information increase the network throughput. In the deep reinforcement learning execution algorithm, execution algorithm can reuse the available bandwidth to streams in the network are finished. At this time, the timer. The purpose of periodic execution algorithm is to the second case is to execute periodically according to the case is to detect a new elephant flow in the network, and under two conditions to schedule the global traffic. The first of the network, so as to ensure the effect of network flow calculation method is set according to the specific situation of the network type, scale, transmission protocol, routing method, the bandwidth gain of the new routing strategy. The calculation of the network, which means that each output result of the algorithm can be regarded as the rerouting of all flows in the network. Due to the need to use control signaling to change the flow path, this global rerouting will bring some overhead to the network, and may also lead to the increase of flow delay and packet disorder. Therefore, after obtaining the output of the algorithm, we should determine whether the network traffic control method is that the output result of the algorithm is not the forwarding path of a certain flow in the network, but the forwarding path of all flows in the network, which means that each output result of the algorithm can be regarded as the rerouting of all flows in the network. Due to the need to use control signaling to change the flow path, this global rerouting will bring some overhead to the network, and may also lead to the increase of flow delay and packet disorder. Therefore, after obtaining the output of the algorithm, we should determine whether the bandwidth gain obtained by using the new routing strategy is greater than the cost of rerouting. The cost of rerouting is related to the difference between the new and old routing strategies, that is, the number of forwarding paths changed by the new routing strategy compared with the current routing strategy in the network. When the number of flows that need to change the forwarding path is very large, the cost of rerouting will also be very large. Some quantitative methods can be used to calculate the cost of rerouting, which can be compared with the bandwidth gain of the new routing strategy. The specific calculation method of the cost is related to the network type, scale, transmission protocol, routing method, control signaling overhead, etc., so it is impossible to give a unified solution in this paper. In practical application, the calculation method is set according to the specific situation of the network, so as to ensure the effect of network flow control.

According to Fig. 4, the algorithm will be executed under two conditions to schedule the global traffic. The first case is to detect a new elephant flow in the network, and the second case is to execute periodically according to the timer. The purpose of periodic execution algorithm is to reserve new available bandwidth for the link when some streams in the network are finished. At this time, the execution algorithm can reuse the available bandwidth to increase the network throughput. In the deep reinforcement learning architecture, the global traffic demand information can be provided by the SDN controller. After inputting the global traffic demand information, the algorithm will preprocess the global traffic demand information, and the preprocessed state information is used as the initial state input of deep neural network. The deep neural network outputs the action Q value to determine the forwarding path selection of the first flow, and gets the next state at the same time, and then repeats the process of state input and action output until the forwarding paths of all flows in the network are obtained, that is, the new traffic routing strategy. The intelligent network traffic control scheme based on deep reinforcement learning architecture is as Fig. 5.

In order to evaluate the proposed intelligent network traffic control method, a network environment simulation model based on flow level is written in Python. The simulation model can simulate the generation of network traffic and the load generated on the link in the form of numerical simulation. In the experiment, NS2 network simulation software is used to simulate and analyze different algorithms. The network topology used in the experiment is standard dumbbell structure. The figure shows the throughput comparison of the DQN based traffic

III ANALYSIS OF EXPERIMENTAL RESULTS

Figure 4. Flow chart of intelligent network traffic control method based on deep reinforcement learning

Figure 5. Intelligent network flow control scheme based on deep reinforcement learning architecture

It can be seen from the system design scheme in the
The control algorithm and the other four algorithms under different traffic densities: random20 and random40, and the comparison of the network traffic bandwidth loss rate of the five algorithms under different traffic densities. The comparison results of throughput and network traffic bandwidth loss rate of the five algorithms under different traffic densities are as Figs. 6-9.

According to Figs. 6-9, the x-axis in the above figures is the average traffic bandwidth demand in the network. With the increase of average traffic bandwidth demand, the changes of throughput and network traffic bandwidth loss rate are recorded. The demand of traffic bandwidth in the network will gradually increase from 0.1 Gbps to 5.5 Gbps, which means that the demand range of traffic bandwidth generated in the network is from 0.5 Gbps. With the increase of the average bandwidth requirement of traffic in the network, the throughput of all algorithms in the network increases, but finally tends to be stable. This is because the upper limit of link bandwidth capacity in the network determines the upper limit of the transmission capacity of the network itself, that is, the maximum throughput of the network. Although the throughput of the network will gradually increase with the increase of traffic bandwidth demand, it will not exceed the maximum throughput of the network. The traffic control algorithm used in the network is also an important factor affecting the maximum throughput of the network. Under three different traffic densities, the throughput obtained by using DQN based traffic control algorithm and mahout algorithm is significantly higher than that obtained by ECMP, VLB and Hedera. The throughput of DQN based traffic control algorithm is close to mahout when the network traffic density is random20, slightly higher than mahout when the network traffic density is random40, and slightly higher than mahout when the network traffic density is random40. The reason for this phenomenon is that when the traffic density in the network is low, the throughput gain obtained by reasonably scheduling the traffic is also small. According to the offline increasing first fit algorithm in mahout, the traffic forwarding path selection is approximate to the optimal global network routing strategy. At this time, the traffic control algorithm based on DQN can get better performance than ECMP, VLB and Hedera have better routing strategies, but they can only get approximate results compared with mahout. When the traffic density is high, it is more likely to happen in the network. For example, the scheduling algorithm based on DQN can get more gain, so the throughput of the algorithm is higher than mahout and the other three algorithms. The
average bisection bandwidth comparison of the three traffic modes is as in Fig. 10.

Figure 10. Average bisection bandwidth comparison of algorithms under three traffic modes

Because the simulation network of fat tree structure used in the experiment is small, the effective transmission bandwidth between two pods in the network is taken as the index of average bisection bandwidth. It can be seen that the average bisection bandwidth obtained by DQN based intelligent network traffic control method under random 20 traffic density is similar to Mahout, which is higher than other algorithms, while the average bisection bandwidth obtained by DQN based intelligent network traffic control method under random 40 traffic density is similar to mahout the average bisection bandwidth obtained by the proposed intelligent network traffic control method is 3.2% and 4.8% higher than that obtained by mahout, which performs best among other algorithms. From the above experimental results, it can be seen that in the typical data center network with fat tree structure, the intelligent network traffic control method based on deep reinforcement learning can perform the same performance as offline increasing first in mahout under the condition of low traffic density. The performance of fit algorithm is close to that of other four traffic control algorithms, and it achieves better performance in high traffic density network environment. This means that the proposed intelligent network traffic control method based on deep reinforcement learning is more suitable for those data center networks with high traffic density and heavy network load. Therefore, a more intelligent network traffic control scheme is needed to optimize the network routing strategy based on the global traffic bandwidth demand. Experiments show that the designed intelligent network traffic control method is more effective than the control scheme can realize this requirement.

In order to prove that the method in this paper can accurately control the flow, the method in this paper is compared with the other four methods. When comparing the five methods to control the flow output, the comparison result of the flow control error rate is shown in Fig. 11.

Figure 11. Comparison of network traffic data

According to the analysis results of Fig. 11, as the random flow density increases, the control error rates of the five methods all become larger. In the case of random 20 flow density, random 40 flow density, and random 60 flow density, the intelligent network based on DQN the control error rates of the flow control methods are 1.6%, 1.9%, and 2.25% respectively, and the control error rates are all lower than the other four methods, indicating that the method in this paper can better control the network flow, because the method in this paper uses the deep learning reinforcement method. The status information of the environment can be perceived by observing the environment, thereby reducing the control error rate.

IV CONCLUSION

This paper studies the problem of load balancing and flow control in data center network, and innovatively proposes an intelligent network flow control scheme based on deep reinforcement learning. The experimental results show that compared with the other four methods, this scheme can effectively optimize the network routing strategy and realize the network load balancing, so as to improve the overall transmission performance of the network. The network traffic bandwidth loss rate of the proposed intelligent network traffic control method is low. Under random 40 traffic density or random 60 traffic density, the average bisection bandwidth obtained by the proposed intelligent network traffic control method is 3.65mbps and 4.0mbps respectively. Under random 20 traffic density, random 40 traffic density and random 60 traffic density, the control error rates of intelligent network flow control method based on dqn are 1.6%, 1.9% and 2.25% respectively. The proposed intelligent network traffic control scheme based on deep reinforcement learning is based on deep reinforcement learning structure. The SDN controller provides the required global network traffic information for the algorithm. At the same time, the global network routing strategy output by the DQN based traffic control algorithm will be distributed to the network data plane in the form of flow table through the SDN controller, so as to give full play to the deep reinforcement learning the flexibility of the network traffic control method is improved. The environment built in this paper cannot be measured in the real city-wide area, and the application and implementation of real cities need to be further studied. The research on intelligent network flow
control method provides a reliable basis for the optimization, integration, planning, construction and operation and maintenance of intelligent network flow control, and reduces the repeated investment in intelligent network flow control. The research results can promote the steady and rapid development of data communication network, and have good backward compatibility.
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