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Abstract An industrially applicable nozzle is the subject of this study. The nozzle is an auxiliary equipment of a pneumatic pulsator system for unclogging outlets of silos which store loose materials. The aim is to determine the amount of heat which is generated during one work cycle of the system. Investigation in this field has not been carried out so far, and the present-day designing process is significantly based on heuristic knowledge. The heat is calculated by using results of a numerical simulation. The Finite Volume Method has been used with a thermodynamically ideal gas model. The airflow is assumed to be transient, compressible and supersonic, and it is driven by a time-varying pressure difference. There is an estimation of discretization error of the numerical results carried out in order to confirm the reliability of the solution. The error estimation shows that the results lie in the vicinity of the exact solution of the governing equations. Instantaneous results of the simulation indicate a locally flow which intensifies flow parameters in a similar way as the converging-diverging nozzles do. The value of the total heat generated during gas conversion within the nozzle is negative; thus, the nozzle could be cooled during its functioning.

List of symbols

| Symbol | Description |
|--------|-------------|
| $n$    | Normal vector (–) |
| $q$    | Heat flux vector (W/m$^2$) |
| $u$    | Velocity vector (m/s) |
| $C_p$  | Specific heat at constant pressure (J/kg K) |
| $C_v$  | Specific heat at constant volume (J/kg K) |
| $E$    | Total energy (J) |
| $e$    | Internal energy of gas (J/kg) |
| $h$    | Mesh size (–) |
| $k$    | Turbulent energy (J/kg) |
| $n$    | Number of subdivisions (–) |
| $P$    | Rank of error (–) |
| $p$    | Pressure (Pa) |
| $Q$    | Heat transfer rate (W) |
| $r$    | Mesh refinement factor (–) |
| $S$    | Surface area (m$^2$) |
1 Introduction

The subject of the study is an industrially applicable nozzle which is an auxiliary equipment of a pneumatic pulsator system. The aim is to determine the amount of the heat which is generated during one work cycle of the system. Results of numerical simulations are used for that purpose.

Pneumatic pulsators are widely used in heavy industry where loose materials are stored and/or transported. The basic function of the pulsators is to destroy an adverse structure in loose and bulk material. Main types of these structures are clinging, bridging, ratholing and arching. A visualization of them is shown in Fig. 1, in which an example location of a pneumatic pulsator system is also presented.

Fig. 1 Examples of adverse structures of loose material in a silo
The influence of flow parameters on the strength of the pulsator was also considered.

In some circumstances, the pulsators are equipped in a sort of auxiliary nozzles. The task of the nozzles is to direct the pneumatic impact (directional nozzles) or to protect the pulsator from the heat which can be generated within the silo (heat-resistant nozzle). The nozzles are the last element of the pneumatic pulsator system in the direction of the airflow, and they often have direct contact with the loose material. In numerous applications, both tasks are combined. One of these types of the nozzles is the subject being investigated herein.

The pneumatic pulsator, its head in particular, can be regarded as a quick-release valve. During the pulsator functioning, air is evacuated through the head from the pressure accumulator, thereby emptying it. Air evacuation from the pressure accumulator is a thermodynamic conversion of the gas. The heat generated during this conversion is transported with the airflow and partially transferred onto the walls of the nozzle. A combination of this heat with the one within the silo can cause a failure for the pulsator or the nozzle. The aim of the study is to determine the amount of heat which is generated in the nozzle during one work cycle of the pulsator.

Nozzles have been subjects of studies from many years, and this is a too wide field of activity to be fully presented in this article. However, most researchers investigate nozzles which are applied in the aeronautical or astronautical fields.

The literature review has been started from papers which report analytical and numerical calculations as well as experiments in the field of supersonic flow, excluding flows around airfoils [18]. Supersonic airflow with shock waves can be analytically studied only for rather simple, academic cases. Gas flows using an ideal model of the gas in the case of reflections on simple shapes are investigated in [1], where numerical values are compared to experimental ones. A good practice for shock wave investigation can be found in [5]. This paper describes a flow exiting an open end of a channel, and the numerical results are validated by using an experiment. A supersonic flow in a channel with an open end is also reported in [16]. It is worth to mention that the methods for calculation of compressible flows are still developed [8].

In many cases, a supersonic flow through a converging-diverging nozzle [20], especially through injectors [28], is studied. Investigations of the cavitating flow at high velocities using numerical methods are emphasized in these studies. Many papers consider flows in ejectors. Flow phenomena are reported in scientific studies [4], whereas others consider the influence of the geometry on a specific industrial application [10, 29]. Converging-diverging nozzles are still a subject of investigations due to their wide scope of application [30].

During the literature survey, a deficiency of studies in supersonic airflows which could be applied in heavy-industry equipment has attracted the authors’ attention. Furthermore, all aforementioned papers consider flows in closed channels and the considered domains consist of the fluid only inside the channels. Due to the application of the pulsator, the influence on the environment needs to be taken into account.

There was a research and development project undertaken on the pneumatic pulsator in the Department of Process Equipment of Warsaw University of Technology in 2007. The first analysis was published in the report consisting of numerical simulation results in the following year [25]. The phenomenon of vena contracta inside the pneumatic pulsator during the airflow was emphasized in this report. Further work consisting of numerical simulation and optimization of the pulsator was reported in [23]. Computational fluid dynamics (CFD) was also used to predict a fluid–structure interaction (FSI) during the supersonic airflow through the pulsator [26]. The influence of flow parameters on the strength of the pulsator was also considered.

The first attempt to investigate the nozzle of the pulsator was reported in [27], where the combination of the continuous adjoint method and CFD was used to optimize the flow due to pressure drop.

The present article is another step in reporting the development of a whole system for unclogging loose material silos. The subject of the study is a nozzle which is applied in energy and cement plants. The nozzle is basically used to protect the pulsator from the heat in furnaces and silos which store hot contents. Cement industry is a good example where hot pieces of clinker can stick to the wall of the silo.

The nozzle is made of cast iron with the thickness of the walls between 10 and 25 mm. Its visualization is shown in Fig. 2a. The nozzle can be attached to the pneumatic pulsator of nominal outlet diameter 150 mm, and its main dimensions are: length along the flow direction 320 mm, width 487 mm and height 325 mm.
2 Numerical model

The airflow through the pneumatic pulsator is driven by a pressure difference between internal and environmental pressure. The airflow produces the pneumatic impact, which is a force, and by definition, it is a function of momentum and time. Thus, the flow in the pneumatic pulsator is transient. Furthermore, it is regarded as a compressible and a supersonic phenomenon. To calculate the unsteady compressible supersonic flow, the application `sonicFoam` is used which is part of the `OpenFOAM` toolbox [15]. The toolbox implements the finite volume method (FVM) which is widely utilized in numerical simulations of fluid flows.

Air is modelled as compressible, thermodynamically ideal gas with invariant gas constant. A very short time of the flow phenomena makes it possible to assume adiabatic flow for solving the governing equations. However, this assumption does not exclude the heat transfer onto the walls of the nozzle if infinitely many work cycles are taken into account.

In their studies of nozzles, many authors use axisymmetric models (e.g., [9]) due to their simplicity and low computational effort. Such a far-reaching simplification of the model will not be applied in this study.

The flow domain is divided into a finite number of cells by using the `blockMesh` application, which is also a part of the `OpenFOAM` toolbox. The result of the division is a structured mesh as shown in Fig. 2b.

2.1 Governing equations

The compressible airflow through the nozzle is governed by laws of conservation. Some of them are expressed by the following equations:

- conservation of mass (continuity equation):
  \[ \frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = 0 \]  
  \( 1 \)

- conservation of momentum:
  \[ \frac{\partial \rho \mathbf{u}}{\partial t} + \nabla \cdot (\rho \mathbf{u} \mathbf{u}) - \nabla \cdot \mu \nabla \mathbf{u} = -\nabla p \]  
  \( 2 \)

- conservation of energy:
  \[ \frac{\partial \rho e}{\partial t} + \nabla \cdot (\rho e \mathbf{u}) - \nabla \cdot \left( \frac{k}{C_v} \right) \nabla e = p \nabla \cdot \mathbf{u} \]  
  \( 3 \)
Equations (1)–(3) must be complemented with equations by which the gas constant (i.e. state equation (4)) and internal energy [Eq. (5)] can be calculated:

$$R = C_p - C_v = \frac{p}{\rho T} = 287 \text{ J/kg K},$$

$$e = C_v T.$$  \hspace{1cm} (4)

During the airflow, the heat conduction also proceeds. Thus, an appropriate conduction equation (i.e. Fourier’s law) has to be added to the system of equations:

$$q = -\lambda \nabla T.$$  \hspace{1cm} (6)

In order to solve the aforementioned equations by using FVM, Gauss linear integration is used, which is second-order accurate, for spacial discretization. To discretize the time derivatives, an implicit Euler, first-order accurate, scheme is used.

### 2.2 Turbulence model

The system of governing equations delivers results just for laminar flows. For turbulent flows while no turbulence is modelled, the direct numerical simulation (DNS) can be applied \[13,14\]. DNS is recently often utilized in scientific research, but it requires a very dense mesh; thus, it is hardly ever used in industrial applications because of the high computational effort. For the case described in this article, where $$Re = 1.5 \times 10^6$$, a mesh size of over 80 billion of cells would have had to be applied if DNS had been used \[19\]. Therefore, a turbulence model is needed to deliver accurate results.

A suitable turbulence model can be chosen from many available, but to produce reliable results several factors have to be taken into account. The two-equation model standard k-$$\varepsilon$$ \[12\] has been chosen for the investigated case. The name of the model is taken from the equations which describe kinetic energy of turbulence (k) and dissipation rate of this energy ($$\varepsilon$$). From the many advantages of using this model, two have to be mentioned. First, this model is suitable when flow does not separate, and second, it creates good results when the parameters of free stream are more important than the influence of the fluid onto the walls \[17,22\]. The equations of the k-$$\varepsilon$$ model are added to the governing equation with some buoyant terms neglected:

$$\frac{\partial}{\partial t} (\rho k) + \nabla \cdot (\rho k \mathbf{u}) = \nabla \cdot \left[ \left( \mu + \frac{\mu_t}{\sigma_k} \right) \nabla k \right] + P_k - \rho \varepsilon - Y_M + S_k,$$  \hspace{1cm} (7)

$$\frac{\partial}{\partial t} (\rho \varepsilon) + \nabla \cdot (\rho \varepsilon \mathbf{u}) = \nabla \cdot \left[ \left( \mu + \frac{\mu_t}{\sigma_\varepsilon} \right) \nabla \varepsilon \right] + C_{1\varepsilon} \frac{\varepsilon}{k} P_k - C_{2\varepsilon} \rho \frac{\varepsilon^2}{k} + S_\varepsilon,$$  \hspace{1cm} (8)

$$\mu_t = \rho C_{\mu} k^2 \varepsilon \frac{\varepsilon}{\varepsilon},$$  \hspace{1cm} (9)

where $$C_{1\varepsilon} = 1.44$$, $$C_{2\varepsilon} = 1.92$$, $$C_\mu = 0.09$$, $$\sigma_k = 1.3$$, $$\sigma_\varepsilon = 1.0$$ are model constants. The values of these constants are taken from experiments, and they are well validated in practical applications \[22\]. $$P_k$$ represents the generation of turbulence kinetic energy due to the mean velocity gradients, $$P_k = -\rho \mathbf{u}^T \mathbf{u} \nabla \mathbf{u}$$, where $$\mathbf{u}$$ is a vector of velocity fluctuation and the term $$\mathbf{u}^T \mathbf{u}$$ delivers the mean value of the tensor product. Equations (7) and (8) include the moduli of the mean rate-of-strain tensor $$S_k$$ and $$S_\varepsilon$$, defined as $$S \equiv \sqrt{2} (S : S)$$. The term $$S : S$$ gives the scalar product of the rate-of-strain tensor. In Eq. (7), the term $$Y_M$$ denotes viscous destruction and is calculated by $$Y_M = 2\nu (\nabla^2 \mathbf{u}^T)^2$$.

### 2.3 Boundary conditions

In order to solve the system of governing equations, a numerical model needs to be complemented by boundary and initial conditions. Time-varying conditions are modelled by using variable inlet pressure. It increases linearly from 0.1 MPa at the start of the simulation up to 0.6 MPa at time 0.02 s. The outlet pressure (and other terms) is calculated according to wave transmissive boundary condition, which is of the Robin type \[24\], as follows:

$$\frac{\partial \phi}{\partial t} + \mathbf{u} \cdot \nabla \phi = \frac{\mathbf{u}}{l_{\infty}} (\phi_{\infty} - \phi),$$  \hspace{1cm} (10)
where the values of outlet terms $\phi$ are calculated by using far field values $\phi_\infty$ being located in a known distance from the outlet $l_\infty$. The wave transmissive boundary condition has been applied at the outlet for scalar fields of pressure ($p_\infty = 10^5$ Pa) and temperature ($T_\infty = 300$ K) and for velocity vector field ($u_\infty = 0$ m/s). All the outlet terms with the wave transmissive boundary condition applied have $l_\infty = 10$ m assumed. The wave transmissive boundary condition minimizes the number of cells in the numerical mesh. The values obtained by using this condition are “transferred” from the outlet of the nozzle to the environment. Furthermore, it does not allow shock waves to be reflected back to the flow domain, what is possible with Neumann-type boundary conditions.

The inlet boundary conditions are Dirichlet type for scalars (pressure and temperature) and Neumann type for velocity; i.e. $\mathbf{n} \cdot \nabla \mathbf{u} = 0$.

There is a symmetrical flow assumed in the numerical model; thus, there is only one half of the nozzle analysed with the symmetry plane boundary condition applied. This condition equalizes the components of the gradients which are normal to the plane to zero; i.e. $\mathbf{n} \cdot \nabla \phi = 0$.

### 3 Heat generated

When the air flows through the nozzle, there is a gas conversion in which heat is generated. This heat can be transferred onto the walls of the nozzle during infinitely many consecutive work cycles. The heat is determined according to the energy balance [21], and its increment is the result of delivered heat and external work as follows:

$$\frac{dE}{dt} = H + L, \quad (11)$$

where $H$ is the sum of the heat exchanged with the environment and the heat of physiochemical reactions in a time unit, and $L$ is the work exchanged with the environment in a time unit.

The derivative of energy is:

$$\frac{dE}{dt} = \frac{\partial}{\partial t} \int_V \rho \left( e + \frac{1}{2} \mathbf{u} \cdot \mathbf{u} \right) dV + \oint_S \rho \left( e + \frac{1}{2} \mathbf{u} \cdot \mathbf{u} \right) \mathbf{u} \cdot \mathbf{n} dS. \quad (12)$$

The gas conversion is assumed adiabatic in the absence of internal heat sources (no chemical reactions). Thus:

$$\frac{dE}{dt} = \oint_S \rho \left( e + \frac{1}{2} \mathbf{u} \cdot \mathbf{u} \right) \mathbf{u} \cdot \mathbf{n} dS. \quad (13)$$

Calculation of the generated heat is based on mean values of source quantities (source terms) which are taken from the values at the inlet and the outlet of the nozzle. The mean values for scalar fields and vector volume fields are obtained according to the following equation:

$$\bar{\phi}_S = \frac{1}{S} \int_S \phi dS. \quad (14)$$

Mass flux of the gas is a scalar surface field and is determined for each boundary cell. Because the walls are impermeable, only the fluxes of the inlet and the outlet are taken into account and they are obtained by summing cell fluxes of the inlet and the outlet. Because the symmetry plane boundary condition is applied, the mass flux must be doubled:

$$\Phi = 2 \int_S \rho \mathbf{u} \cdot \mathbf{n} dS. \quad (15)$$

The mean values of scalar fields and vector volume fields are not influenced by the symmetry plane boundary condition.

The instantaneous heat generated during the gas conversion in the nozzle is calculated by using Eqs. (13) and (15) with impermeability of the walls taken into account:

$$Q = \frac{dE}{dt} = \left( \frac{dE}{dt} \right)_{in} - \left( \frac{dE}{dt} \right)_{out} = \Phi_{in} \left( e + \frac{1}{2} \mathbf{u} \cdot \mathbf{u} \right)_{in} - \Phi_{out} \left( e + \frac{1}{2} \mathbf{u} \cdot \mathbf{u} \right)_{out}. \quad (16)$$

The heat primarily depends on the velocity vector field. This is an important conclusion in order to perform the error estimation properly.
Table 1 Convergence history for normalized residuals

| Source quantity | Conv. crit. | Final residual (min–max) |
|-----------------|-------------|--------------------------|
| \( p \)         | \( 1 \times 10^{-8} \) | \( 6.20 \times 10^{-10} - 3.84 \times 10^{-9} \) |
| \( u \)         | \( 1 \times 10^{-5} \) | \( 1.8 \times 10^{-7} - 6.8 \times 10^{-6} \) |
| \( e \)         | \( 1 \times 10^{-5} \) | \( 6.544 \times 10^{-8} - 9.997 \times 10^{-6} \) |
| \( k \)         | \( 1 \times 10^{-8} \) | \( 1.15 \times 10^{-10} - 9.90 \times 10^{-9} \) |
| \( \varepsilon \) | \( 1 \times 10^{-8} \) | \( 5.90 \times 10^{-11} - 9.97 \times 10^{-9} \) |

4 Error estimation

FVM is an iterative method which uses discretization of the continuous fluid domain. Thus, the continuous quantities are approximated by discrete ones and an error of approximation is a permanent element of the method. This error should be estimated to indicate “how far” the numerical results lay from the exact solution.

The estimation of the discretization error must be followed by a verification if none of the gross errors are made. The first step is a checking of the convergence history for all time steps. Table 1 presents the reached convergence (final residual) with convergence criteria. If any of the values of the final residuals is larger than the corresponding convergence criterion, the gross error is made and the numerical model has to be corrected. Formulae for the residual calculations are reported in [6,7], where a deeper knowledge on numerical methods, discretization schemes and error estimation can be found. To estimate the discretization error, a procedure described in [3], and references therein, has been utilized.

The generated heat obtained according to Eq. (16) is mostly influenced by velocity. Hence, this quantity has been chosen for estimating the discretization error. The procedure of estimation requires results of additional simulations by using finer and coarser mesh than the basic one. The refinement factor is a ratio of mean cell sizes between finer-to-basic and basic-to-coarser meshes. For the investigated case, the factors are, respectively, \( r_f = n_f/n_0 \approx 1.3 \) and \( r_c = n_0/n_c \approx 1.33 \).

The error order is calculated iteratively by using the following equation:

\[
P = \frac{1}{\log(r)} \log \left( \frac{\epsilon_c + q(P)}{\epsilon_f} \right),
\]

\[
q(P) = \log \left( \frac{r_f^P - s}{r_c^P - s} \right),
\]

\[
s = \text{sign} \left( \frac{\epsilon_c}{\epsilon_f} \right),
\]

where absolute and relative errors are obtained, respectively:

\[
\epsilon_f = \phi_f - \phi_0,
\]

\[
\epsilon_c = \phi_0 - \phi_c,
\]

\[
\epsilon_{rf} = \left| \frac{\phi_f - \phi_0}{\phi_f} \right|,
\]

\[
\epsilon_{rc} = \left| \frac{\phi_0 - \phi_c}{\phi_0} \right|,
\]

Aforementioned results allow to deliver the value of grid convergence index (GCI) by using the following equations:

\[
\text{GCI}_f = \frac{1.25 \epsilon_{rf}}{r_f^P - 1} = 0.19 \times 10^{-3},
\]

\[
\text{GCI}_c = \frac{1.25 \epsilon_{rc}}{r_c^P - 1} = 1.05 \times 10^{-3}.
\]

The values of GCI make it possible to qualify, beyond the discretization error, the correctness of the model. If the value of GCI for a coarse mesh is larger than the one for a fine mesh \( \text{GCI}_c > \text{GCI}_f \), it means that the results for the fine mesh are more reliable [2], which confirms the model correctness.
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*Fig. 3* Visualization of the results at the time of process $t = 0.015$ s. **a** Pressure, **b** temperature, **c** pathlines
5 Results and discussion

The results of the simulation are scalar and vector fields. The visualization of the instantaneous results for simulation time $t = 0.015$ s is shown in Fig. 3. Scalar fields, i.e. pressure and temperature, are shown in Fig. 3a.
and b, respectively. Figure 3c presents the volume vector field of velocity, which is visualized by stream lines which are coloured by velocity magnitude. The results presented in the visualization can only be considered for quality analysis; however, an interesting phenomenon can be noticed in the results of the velocity field. A vortex created near the symmetry plane denotes a regressive flow occurrence. The possible explanation is that there is a locally choked flow. For flow of an ideal gas, the Mach number $Ma = \frac{u}{\sqrt{\gamma RT}}$ depends on velocity and temperature, and choked flow occurs for a Mach number near 1.

Transient analysis is carried out by using the graphs shown in Fig. 4. Each of the graphs uses results of the simulation at the inlet and the outlet of the nozzle which are averaged by using Eq. (14). It can be noticed that there is an increase in the pressure (Fig. 4a) and the temperature (Fig. 4b) at the outlet, while the velocity (Fig. 4c) decreases at the same time. The maximal outlet pressure is over twice as large as the maximal inlet pressure. During the high compression of the gas, the temperature at the outlet increases to over 400 K and is much larger than the temperature of delivered air. That proofs the locally choked flow.

The results of the simulation are utilized to calculate the heat rates delivered to ($Q_{in}$) and received from ($Q_{out}$) the nozzle by using Eq. (13). The difference between the heat rates gives a heat increment which is the value of the rate of the heat generated during the gas conversion within the nozzle. The heat increment for each time step is calculated by using Eq. (16) and is shown in Fig. 5. Values of the heat rates are strictly related to velocity and temperature changes. It can be noticed that the values of delivered and released heat rates increase when the pressure raises and they decrease steeply when the pressure drops. The heat increment has no such clear trend. However, while the heat rates $Q_{in}$ and $Q_{out}$ decrease, the heat increment reaches values below zero. Therefore, the gas conversion could be divided into two periods. The division could be defined by the moment in time when the heat increment drops below zero. This moment is at the process time of about 17 ms. During the first period, the nozzle is slightly heated because the heat increment has positive values. In contrast, the nozzle is cooled during the last period.

In order to get the information whether the nozzle is heated or cooled during the whole process, the total heat must be determined. In terms of definition of the heat rate, the total heat is an integral of the heat rate over the time. The integral is switched to a sum if the discrete data are taken into account. For the constant time step $\Delta t = 10^{-5}$ s, the total heat is calculated as follows:

$$E = \int_{t_0}^{t_1} Q \, dt = \sum Q \cdot \Delta t$$

$$E = -3704.2 \, J$$  \hspace{1cm} (24)$$

The negative value means that the total delivered heat is smaller than the total heat which is transferred through the outlet of the nozzle. Thus, the results of the simulation indicate that the gas conversion within the nozzle is exothermic.
6 Concluding remarks

Numerical simulation of the supersonic compressible airflow has been carried out, and the results have been estimated and presented in the article. A thermodynamically ideal model of the gas was applied. Provided that the value of the temperature does not exceed 420 K, the model of the gas is not erroneous [11]. Instantaneous results of the simulation have indicated a locally flow which intensifies the flow parameters in a similar way the converging-diverging nozzles do.

The investigation has been aimed at developing and applying a method to calculate the heat which is generated during the gas conversion. The investigated subject is the nozzle which is an auxiliary equipment of the pneumatic pulsator for unclogging the outlets of the silos for loose materials. The method has been intended to use in further investigation on the other elements of the pneumatic pulsator system. The generated heat has been calculated on the basis of the numerical simulation results. The negative value of the heat indicates that the nozzle would be cooled during infinitely many work cycles. Considering the location and application of the nozzle in furnaces and silos with high temperature processes, this is a positive aspect because of additional protection of the pulsator against thermal deformations.
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