ABSTRACT

The research field of adversarial machine learning witnessed a significant interest in the last few years. A machine learner or model is secure if it can deliver main objectives with acceptable accuracy, efficiency, etc. while at the same time, it can resist different types and/or attempts of adversarial attacks. This paper focuses on studying aspects and research trends in adversarial machine learning specifically in text analysis and generation. The paper summarizes main research trends in the field such as GAN algorithms, models, types of attacks, and defense against those attacks.
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1 Introduction

A basic Generative Adversarial Network (GAN) model includes two main modules, a generator, and a discriminator. The generator and discriminator are implicit function expressions, usually implemented by deep neural networks [Creswell et al. 2018].

Applying GAN in Natural Language Processing (NLP) tasks such as text generation is challenging due to the discrete nature of the text. Consequently, it is not straightforward to pass the gradients through the discrete output words of the generator [Haidar and Rezagholizadeh 2019].

As text input is discrete, text generators model the problem as a sequential decision making process. In the model, the state is the previously generated characters, words, or sentences. The action or prediction to make is the next character/word/sentence to be generated. The generative net is a stochastic policy that maps current state to a distribution over the action space.

A generative adversarial network GAN can create new data instances that resemble original training data. Original GAN described by [Goodfellow et al. 2014] has the following components and workflow:

- Two NNs: a discriminator and a generator. The discriminator role is as of a simple classifier, that should distinguish real instances (positive examples, from the original training dataset) from fake instances (i.e. negative example), created by the generator.

- The generator tries to fool the discriminator by synthesizing fake instances that resemble real ones. As training progresses, the generator gets closer to producing instances that can fool the discriminator. If generator trained very well, the discriminator gets worse at telling the difference between real and fake. Generally speaking, the generator module task is harder than that of the discriminator. For the least, the discriminator job is binary, but the generator job is much more complex.
• The two NNs compete with two different goals. The goal of the discriminator is to discriminate between the real and the fake instances. The goal of the generator is to eventually learn more about the real instances or data and fool the discriminator.
• Both are trained separately. Each one assumes that the other module is fixed at the time of cycle training (to avoid dealing with a moving target that can be more complex). An accuracy of 100% for the generator to generate fake instances indicates an accuracy of 50% for the discriminator.
• As another sign of competition/game between rivals, the generator instances become negative training examples for the discriminator. The discriminator punishes the generator for producing incorrect instances and rewards it for producing correct instances. The generator evolves to make the discriminator punishes less and rewards more.
• In effect, a good discriminator should not reveal enough information for the generator to make progress. In addition to discriminator and generator modules, GANs include the following components:
  • Generator random input module
  • A generator network that transforms the random input into a data instance
  • Generator loss that punishes the generator for failing to fool the discriminator
  • Back-propagation module: It adjusts weights by calculating the weight’s impact on the output

1.1 Discriminator/Generator: Conditional versus Joint Probability

We can model the difference between the discriminator and the generator as the difference between conditional probability \( p(Y | X) \) and joint probability \( p(X, Y) \) in given a set of data instances \( X \) and a set of labels \( Y \). The conditional probability \( p(Y | X) \) is also known as the posterior probability for \( A \). \( p(Y) \) and \( p(X) \) denote the prior probability of events \( Y \) and \( X \), respectively. The conditional entropy indicates how much extra information you still need to supply on average to communicate \( Y \) given that the other party knows \( X \). The joint entropy represents the amount of information needed to specify the value of two discrete random variables.

There are many variations on how each one of those two components (i.e. the generator and discriminator) work or is trained to function.

GANs have a problem in text generation since the gradients from discriminator can not be passed to the generator explicitly. To deal with this issue, GAN based models (e.g. SeqGAN: Yu et al. [2016]; Goal GAN: Florensa et al. [2018]; MaliGAN: Che et al. [2017]; LeakGAN: Guo et al. [2018]; RankGAN: Lin et al. [2017]; MaskGAN: Fedus et al. [2018]; Xu et al. [2018]; Caccia et al. [2018]) treat text generation as a sequential decision making process and utilize policy gradient: Williams [1992] to overcome this difficulty. The score predicted by a discriminator is used as the reinforcement to train the generator, yielding a hybrid model of GAN and RL. Other models utilize RL agents to control GANs. RL agent forms a decision-making network that interacts with the environment by taking available actions and collects rewards. As a scalability limitation, an agent that is trained using RL is only capable of achieving the single task that is specified via its reward function.

1.2 GANs Methods for Training and Back-Propagation

Applying GAN in text analysis is challenging as text is discrete. Consequently, their is a need to pass the gradients through the discrete output words of the generator. Haidar and Rezagholizadeh [2019]. But how do generator and discriminator modules, train themselves to improve?

The generator module can train itself using self, auto or variational encoders. The code in the decoder can randomly take values to produce different outputs. The goal of the self-encoder is to make the reconstruction error smaller and smaller. The generator uses back-propagation from the discriminator to improve its future instances and update model weights.

The discriminator can also train itself, learn a discriminator process, that can distinguish an instance label as real or generated. It is trained based on real instances from the original dataset and fake instances from the generator.

1.3 GAN loss functions

GAN uses loss functions that evaluate the distance between the distribution of the data that is generated by the GAN and the distribution of the real data. A GAN can have two loss functions for generator and discriminator training.

• Minimax loss: The generator tries to minimize the loss function while the discriminator tries to maximize it, Goodfellow et al. 2014
• Wasserstein loss: The default loss function for TF-GAN Estimators, Arjovsky et al. [2017]. In those GANs, the discriminator will not try to make a binary decision whether an instance is real or fake, but to provide a value between zero and one. A threshold can be decided in this range between values for fake instances versus values for real instances.

2 Character/word/sentence level attacks

While most of AML research publications demonstrate on picture-based datasets, a growing recent trend is the applications of AML in text analysis or NLP. In one taxonomy, AML in NLP can be divided into the following attack levels:

• Character-level attacks. Those involve different possible types of character-level manipulations such as: swap, substitution, deletion, insertion, repeating, one-hot character embedding, and visual character embedding (Hosseini et al. [2017], Zhang et al. [2015], TextBugger Li et al. [2018], Belinkov and Bisk [2017], Gao et al. [2018], Hotflip Ebrahimi et al. [2017], Brown et al. [2019], Pruthi et al. [2019], Eger et al. [2019], Le et al. [2020]).

While character-level attacks are simple, it is easy to defend against when deploying a spell check and proofread algorithms.

• Word-level attacks: Similar to character-level attacks, approaches to word-level attacks through manipulation include: word embedding, language models, filter words through synonyms, substitutes. (e.g., Ebrahimi et al. [2017], Ebrahimi et al. [2018], Kuleshov et al. [2018], Yang et al. [2020], Jin et al. [2020a], Wallace et al. [2019], Gao et al. [2018], Garg and Ramakrishnan [2020], Zhou et al. [2019], Ribeiro et al. [2018], Zang et al. [2020], Alzantot et al. [2019], Li et al. [2016a], Li et al. [2018], Ribeiro et al. [2018], Wang and Zhang [2019], Wang et al. [2020]).

The search algorithms include gradient descent, genetic algorithms, saliency-based greedy algorithm, sampling (Papernot et al. [2016a], Sato et al. [2018], Gong et al. [2018], Alzantot et al. [2018], Zhou et al. [2019], Liang et al. [2017], Ren et al. [2019], Jin et al. [2020a]).

In comparison with character-level attacks, the attacks created by word-level approaches, are more imperceptible for humans and more difficult for machine learning algorithms to defend.

• Sentence-level attacks. Those attacks are usually based on text paraphrasing, demand longer time in adversary text generation. Examples of research publications in sentence level include (Jia and Liang [2017], Iyyer et al. [2018], Cheng et al. [2019], Michel et al. [2019], Lei et al. [2018], Zheng et al. [2020], Jethanandani and Tang [2020]).

• Hybrid or multi-level attacks: Attacks which can use a combination of character, word, and sentence level approaches (HotFlip: Ebrahimi et al. [2017], Blohm et al. [2018], Wallace et al. [2019]).

3 Sequence generative/text generator/generative models approaches

Natural Language Generation (NLG) techniques allow the generation of natural language text based on a given context. NLG can involve text generation based on predefined grammar such as the Dada Engine, Baki et al. [2017] or leverage deep learning neural networks such as RNN, Yao et al. [2017] for generating text. We will describe some of the popular approaches that can be found in relevant literature in the scope of AML.

• Classical: training language models with teacher/professor forcing teacher forcing is common approach to training RNNs in order to maximize the likelihood of each token from the target sequences given previous tokens in the same sequence, Williams and Zipser [1989]. In each time step, s, of training, the model is evaluated based on the likelihood of the target, t, given a groundtruth sequence. Teacher forcing is used for training the generator, which means that the decoder is exposed to the previous groundtruth token. RNNs trained by teacher forcing should be able to model a distribution that matches the target, where the joint distribution is modeled properly if RNN models prediction of future steps. Created error when using the model is propagated over each next or following step, resulting in low performance. A solution to this is training the model using professor forcing, Lamb et al. [2016].

In professor forcing, RNN should give the same results when a ground truth is given as input (when training, teacher forcing) as when the output is looped back into the next step. This can be forced by training a discriminator that classifies wether the output is created with a teacher forced model or with a free running model.
• Conventional inference methods/ maximum likelihood estimation (MLE)
  MLE is conducted on real data samples, and the parameters are updated directly according to the data samples. This may lead to an overly smooth generative model. The goal is to select the distribution that maximizes the likelihood of generating the data. For practical sample scenarios, MLE is prone to over-fitting/exposure bias issues on the training set. Additionally, during the inference or generation stage, the error at each time step will accumulate through the sentence generation process. [Ranzato et al. 2015]

  The following methods utilize MLE:
  – Hidden Markov Model (HMM): A Hidden Markov model (HMM) is a probability graph model that can depict the transition laws of hidden states, and mine the intentional features of data to model the observable variables. The foundation of an HMM is a Markov chain, which can be represented by a special weighted finite-state automaton. The majority of generative models require the utilization of Markov chains. [Goodfellow et al. 2020], [Creswell et al. 2018]. The observable sequence in HMM is the participle of the given sentence in the part-of-speech PoS tag, while the hidden state is the different PoS.
  – Method of moments: The method of moments (MoM) or method of learned moments is an early principle of learning. [Pearson 1893]. There are situations in which MoM is preferable to MLE. One is when MLE is more computationally challenging than MoM, Ravuri et al. 2018. In the generalized method of moments (GMM), in addition to the data and the distribution class, a set of relevant feature functions is given over the instance space. [Hansen 1982], [Rabiner 1989]. Other research contributions in AML MoM or moment matching include: [Salimans et al. 2016], [Mroueh and Sercu 2017], [Lewis and Syrgkanis 2018], [Bennett et al. 2019].
  – Restricted Boltzmann Machine (RBM): Restricted Boltzmann Machine (RBM) is a two-layer neural network consisting of a visible layer and a hidden layer, Hinton 2010. It is an important generative model that is capable of learning representations from data. Generative models have evolved from RBM based models, such as Helmholtz machines (HMs), [Fodor et al. 1988] and Deep Belief Nets, DBN, [Hinton et al. 2006], to Variational Auto-Encoders (VAEs), [Kingma and Welling 2013] and Generative Adversarial Networks (GANs)

• Cooperative training method In Cooperative Training Method, CTM, a language model is trained online to offer a target distribution for minimizing the divergence between the real data distribution and the generated distribution. [Xie et al. 2017], [Yin et al. 2020].

• RL-based versus RL-free text generation
  GAN models were originally developed for learning from a continuous, not discrete distribution. However, the discrete nature of text input handicaps the use of GANs.
  In GANs, a reinforcement learning algorithm is used for policy gradient, to get an unbiased gradient estimator for the generator and obtain the reward from the discriminator. [Chen et al. 2018].
  – RL-based generation
    Reinforcement learning (RL) is a technique that can be used to train an agent to perform certain tasks. Due to its generality, reinforcement learning is studied in many disciplines.
    GAN models that use a discriminating module to guide the training of the generative module as a reinforcement learning policy has shown promising results in text generation. [Guo et al. 2018]. Various methods have been proposed in text generation via GAN (e.g. [Lin et al. 2017], [Rajeswar et al. 2017], [Che et al. 2017], [Yu et al. 2017], [Che et al. 2017]).
    There are several models of RL, some of which were applied to sentence generation, e.g., actor-critic algorithm and deep Q-network, (e.g. [Sutton et al. 2000], [Guo 2015], [Babdanau et al. 2016].
    One optimization challenge with RL-based approaches is that they may yield high-variance gradient estimates. [Maddison et al. 2016], [Zhang et al. 2017].
  – RL free GANs for text generation
    Examples of models that use an alternative to RL:
    * Latent space based solutions
    * Continuous approximation of discrete sampling
    Those models apply a simple soft-argmax operator, or Gumbel-softmax trick to provide a continuous approximation of the discrete distribution on text.
    Examples of research efforts in this category include: TextGAN, [Zhang et al. 2017] and GumbelSoftmax GAN (GSGAN), [Kusner and Hernández-Lobato 2016], [Jang et al. 2016], [Maddison et al. 2016], FM-GAN, [Chen et al. 2018], GSGAN, [Kusner and Hernández-Lobato 2016], and RelGAN, [Nie et al. 2018].
3.1 Long versus short text generation

Literature in this area differentiates between the generation of short texts (e.g. less than 20 words) and the generation of long text. Applications for each one can be different from the other.

The majority of publications focus on short text generation as it seems to be less challenging. Different challenges are discussed in the literature specially in long text generation. For example, one of the unique challenges for long text generation is the sparse reward issue, in which a scalar guiding signal is only available after an entire sequence has been generated. Vezhnevets et al. [2017], Guo et al. [2018], Sutton et al. [2000]. The main disadvantage of sparse reward problem is making the training sample inefficient, Tuan and Lee [2019]. Model-based RLs have been proposed recently to solve problems with extremely sparse rewards, Pathak et al. [2017].

3.2 Supervised versus unsupervised text generation

Majority of work in this area falls in the supervised category (e.g. Robin [1994], Tanaka-Ishii et al. [1998], Bahdanau et al. [2016], Bengio et al. [2015], Vinyals and Le [2015], Wiseman et al. [2017], Bhowmik and De Melo [2018], Puduppully et al. [2019]).

As a supervised problem, in a particular sentence, the terms/words in the sentence can be seen as the input features while the next term/feature is the target.

Examples of publications that fall in the unsupervised text generation include: (Graves [2013], Yu et al. [2017], Zhang et al. [2018a], Hu et al. [2017], Schmitt et al. [2020]). Unsupervised text can be generated from explainable latent topics, Wang et al. [2018], structured data, Schmitt et al. [2019], Sheffer et al. or Knowledge graphs (KGs), Bhowmik and De Melo [2018], Koncel-Kedziorski et al. [2019], Schmitt et al. [2020], Jin et al. [2020].

4 Machine learning algorithms for text generation

- Using RNN (LSTM versus GRU versus BidirectionalRNN) for text generation

State-of-the-art text-generation models are based on recurrent neural networks (RNNs). Several papers discussed using different deep learning RNN algorithms such as those mentioned above in automatic text generation, (e.g. Kiddon et al. [2016], Hu et al. [2018], Abdelwahab and Elmaghraby [2018], Lu et al. [2018], Nie et al. [2018], Zhu et al. [2018], Wang et al. [2019], Mangal et al. [2019], Moita and Modipa [2020], Mangal et al. [2019]). Unlike traditional methods, RNN-based approaches rely on data-driven without manual intervention and emphasize on end-to-end encoder-decoder structure.

Different performance metrics and methods are used to evaluate the output of the process such as log-likelihood, loss function, overall processing time, etc. The loss function that is used when training the model is the negative log likelihood or the negative log probability on the target sequence.

LSTM shows to be a very good model in several aspects in comparison with the other evaluated models, Mei et al. [2015], Zang and Wan [2017], Mangal et al. [2019]. Many recent GANs for text generation, such as, Kusner and Hernandez-Lobato [2016], Yu et al. [2017], Guo et al. [2018], Lin et al. [2017] and Fedus et al. [2018] are using LSTM.

Some papers such as Sutskever et al. [2011] and Pouget-Abadie et al. [2014] have shown that standard LSTM decoder does not perform well in generating long text sequences.

- Template-based, Rule-based versus neural text generation

Classical approaches to text generation include: template-based, rule-based, n-gram-based and log-linear based models. Rule-based techniques are grammar-based methods with structured-rules written based on accumulated knowledge. Template-based approaches can be as simple as replacing words of users’ choices by their synonyms, Reiter [1995], Deemter et al. [2005], Wiseman et al. [2018], Peng et al. [2019].

N-gram models are widely used in NLP tasks such as text generation. In n-gram approach, the last word of the n-gram (i.e. to be predicted) can be inferred from the other words that already appear in the same n-gram, De Novais et al. [2010].

- Beam search and Greedy Search

Two popular deterministic decoding approaches are beam search and greedy search, Sutskever et al. [2014].
Beam search maintains a fixed-size set of partially-decoded sequences. Beam search is a common search strategy to improve results for several tasks such as text generation, machine translation and dependency parsing. Greedy search selects the highest probability token at each time step. Greedy search can be seen as a special case of beam search.

- **Sequence to sequence models and knowledge enhancement methods**
  Seq-to-Seq models are common architectures for text generation tasks where both the input and the output are modeled as sequences of tokens. In other words, the model converts an input sequence into an output sequence. More specifically, the first model encodes the input sequence as a set of vector representations using a recurrent neural network (RNN). The second RNN then decodes the output sequence step-by-step. Seq-to-Seq models are commonly trained via maximum likelihood estimation (MLE), Chen et al. [2019].

  One challenge with seq-to-seq models is that the input text alone often does not provide enough knowledge to generate the desired output which will impact the quality of the generated output. Several methods are proposed to enhance model knowledge beyond input text such as attention, memory, linguistic features, graphs, pre-trained language models, and multi-task learning. Many of those techniques are listed in Yu et al. [2020] and https://github.com/wyu97/KENLG-Reading.

  One of those particular enhancement techniques is attention, Bahdanau et al. [2014] in which an encoder compresses the input text and a decoder with an attention mechanism generates output target word(s). The decoder is bound to generate a sequence of tokens.

- **Recursive Transition Network (RTN)**
  The authors in Baki et al. [2017] discuss using a Recursive Transition Network, Woods [1970] for generating fake content similar in nature to legitimate content. RTN is used to detect simplification constructs. Nodes of the graph are labeled, and arcs may be labeled with either node names or terminal symbols. RNNs are essentially equivalent to an extension of context-free grammars in which regular expressions are allowed on the right side of productions.

- **Relational memory**
  The basic idea of relational memory is to consider a fixed set of memory slots and allow for interactions between memory slots through using self-attention mechanisms, Vaswani et al. [2017]. RM is proposed to record key information of the generation process, for example, record the information from previous generation processes. The goal is to enhance the text generation process through such learning/memory as well as patterns for long text generation. Such RL can provide a stateful, rather than stateless text generation process. Self attention is also used between the memory slots to enable interaction between them and facilitate long term dependency modeling, Vaswani et al. [2017].

  Several relational-based text generations that showed better ability of modeling longer-range dependencies are described in literature, Santoro et al. [2018], RelGAN, Nie et al. [2018].

- **Google LM**
  Released by Google, Google LM is a language pre-trained model that is trained on a billion-word corpus, a publicly available dataset containing mainly news data Jozefowicz et al. [2016], Chelba et al. [2013]. It is based on a two-layer LSTM with 8192 units in each layer, Garbacea et al. [2019].

- **Scheduled Sampling (SS)**
  SS is proposed to bridge the gap between training and inference for sequence prediction tasks. It is used to avoid exposure bias in seq-to-seq generation, Bengio et al. [2015], Mihaylova and Martins [2019]. During the inference process of seq-to-seq generation, true previous target tokens are unavailable. As a result, they are thus replaced by tokens generated by the model itself, which may yield a discrepancy between how the model is used at training and inference, Bengio et al. [2015].

  One limitation with scheduled sampling is that target sequences can be incorrect in some steps since they are randomly selected from the ground truth data, regardless of how input was chosen, Zheng et al. [2018], Ranzato et al. [2015] (Ranzato et al., 2015).

- **Generating text with GANs**
  GANs are implicit generative or Language Models (LMs) learned via a competition between a generator network and a discriminator network. The discriminator distinguishes uniquely GANs from other LMs. Particularly for our subject, AML, adversarial training with the discriminator is used in GANs as opposed to training based on solely maximum likelihood and categorical cross entropy in other LMs. The conventional LMs are not trained in an adversarial manner. Unlike traditional approaches (e.g. teacher forcing, SS), GANs do not suffer from exposure bias, Rajeswar et al. [2017], Tevet et al. [2018]. Exposure bias occurs when models are fed with their predicted data rather than the ground-truth data at inference time. This causes generating poor samples due to the accumulated error, Yin et al. [2020].
5 Adversarial training techniques

Adversarial training is a method to help systems be more robust against adversarial attacks. Below are examples of some adversarial training techniques reported in literature.

- **Fast Gradient Sign Method (FGSM)**
  FGSM is used to add adversarial examples to the training process \cite{Goodfellow2014, Wong2020}. During training, part of the original samples is replaced with its corresponding adversarial samples generated using the model being trained.
  Kurakin et al. suggested to use Iterative FGSM, IFGSM, FGSM-LL or FGSM-Rand variants for adversarial training, in order to reduce the effect of label leaking, \cite{Kurakin2016}. Their are also other variants of FGSM such as: Momentum Iterative Fast Gradient Sign Method (MI-FGSM), \cite{Dong2018}.

- **PGD-based training**
  Proposed by \cite{Madry2017}. At each iteration all the original samples are replaced with their corresponding adversarial samples generated using the model being trained.
  PGD was enhanced using different efforts such as:
  - Optimization tricks such as momentum to improve adversary, \cite{Dong2018}.
  - Combination with other heuristic defenses such as matrix estimation, \cite{Yang2019}.
  - Defensive Quantization, \cite{Lin2019}.
  - Logit pairing, \cite{Mosbach2018, Kannan2018}.
  - Thermometer Encoding, \cite{Buckman2018}.
  - Feature Denoising, \cite{Xie2019}.
  - Robust Manifold Defense, \cite{Jalal2017}.
  - L2 nonexpansive nets, \cite{Qian2018}.
  - Jacobian Regularization, \cite{Jakubovitz2018}.
  - Universal Perturbation, \cite{Shafahi2020}.
  - Stochastic Activation Pruning, \cite{Dhillon2018}.
  As of today, training with a PGD adversary remains empirically robust, \cite{Wong2020}.

- **Jacobian-based saliency map approach (JSMA)**
  JSMA is a gradient based white-box method that is proposed to use the gradient of loss with each class labels with respect to every component of the input, \cite{Papernot2016b}. JSMA is useful for targeted miss-classification attacks, \cite{Chakraborty2018}.

- **Accelerating Adversarial Training**
  The cost of adversarial training can be reduced by reusing adversarial examples and merging the inner loop of a PGD and gradient updates of the model parameters, \cite{Shafahi2019, Zhang2019}.

- **DAWNBench competition**
  Some submission projects to DAWNBench competition have shown good performance results on CIFAR10 and ImageNet classifiers in comparison with research-reported training methods, \cite{Coleman2017, Wong2020}.

6 Text Generation Models/Tasks/Applications

Text generation refers to the process of automatic or programmable generation of text with no or least of human intervention. The sources utilized for such generation process can also vary based on the nature of the application. The types of applications from generating text in particular are growing. We will discuss just a few in this section.

6.1 Next-Word Prediction

For many applications that we use through our smart phones, or websites, next word prediction (NWP, also called auto-completion) is a typical NLP application. From a machine-learning perspective, NWP is a classical prediction problem where previous and current text can be the pool to extract the prediction model features and other parameters and the next word to predict is the target feature. Different algorithms are proposed to approach NWP problem such as term frequencies, artificial intelligence, n-grams, neural networks, etc.
6.2 Dialog Generation

Human-machine dialog generation/prediction is an essential topic of research in the field of NLP. It has many different applications in different domains. The quality and the performance of the process can widely vary based on available resources, training/pre-training and also efficiency.

Seq2seq neural networks have demonstrated impressive results on dialog generation, \cite{Vinyals2015, Chang2019}. GANs are used in dialogue generations in several research publications \cite{Li2016b, Hamilton2017, Kannan2018, Nabeel2019}.

6.3 Neural Machine Translation

Neural Machine Translation (NMT) is a learning approach for automated translation, with potentials to overcome weaknesses of classical phrase-based translation systems or statistical machine learning. The main difference is that NMT is based on a model not based on some patterns. NMT tries to replicate the functions of the human brain and assess content from various sources before generating output. Further enhancements on NMT were achieved using attention based neural machine translation.

One of the popular early open source NMTs is Systran: https://translate.systran.net/, the first NMT engine launched in 2016. Other examples include those of: Google Translate, Facebook, e-bay and Microsoft.

Adversarial NMT is introduced in which training of the NMT model is assisted by an adversary, an elaborately designed 2D-convolutional neural network (CNN), \cite{Yang2017, Wu2018, Zhang2018b, Shetty2018}.

7 Text Generation Metrics

One of the key issues in text generation is that there is no widely agreed-upon automated metric for evaluating the text generated output. Text generation metrics can be classified based on several categories. Here is a summary of categories and metrics:

- **Document Similarity based Metrics**
  One of the popular approaches to measure output TG is through comparing it with some source documents or human natural language. Some of the popular metrics in this category are Bilingual Evaluation Understudy (BLEU), \cite{Papineni2002} and Embedding Similarity (EmbSim), \cite{Zhu2018}.
  BLEU has several variants such as BLEU-4 and BLEU-1.
  This category can also include some of the popular classical metrics such as: Okapi BM25 \cite{Robertson1994}, Word Mover’s Distance (WMD), \cite{Kusner2015}, Cosine, Dice and Jaccard measures in addition to Term Frequency-Inverse Document Frequency (TF-IDF).

- **Likelihood-based Metrics**
  Log-likelihood is the negative of the training loss function, (NLL). NLL (also known as multiclass cross-entropy) outputs a probability for each class, rather than just the most likely class. The typical approach in text generation is to train the model using a neural network performing maximum likelihood estimation (MLE) by minimizing the negative log-likelihood, NLL over the text corpus. For GANs, in the standard GAN objective, the goal or objective function is to minimize NLL for the binary classification task, \cite{Goodfellow2014}.
  Maximum Likelihood suffers from predicting most probable answers. This means that a model trained with maximum likelihood will tend to output short general answers that are very common in the vocabulary. The log-likelihood improves with more dimensions as it is easier to fit the hypotheses in the training step having more dimensions. Consequently, the hypothesis in the generating step have lower log-likelihood.

- **Perplexity**
  Perplexity measures a model’s certainty of its predictions.
  There are several advantages to using perplexity, \cite{Keukeleire2020}:
  - Calculating perplexity is simple and doesn’t require human interference
  - It is easy to interpret
  - I is easy to optimize a model for an improved perplexity score
  Held-out likelihood is usually presented as perplexity, which is a deterministic transformation of the log-likelihood into an information-theoretic quantity

- **Inception Score (IS)**
  IS rewards high confidence class labels for each generated instance, \cite{Salimans2016}. IS can provide a
general evaluation of GANs trained on ImageNet. However, it has limited utility in other settings. [Fowl et al. 2020].

- Frechet Inception Distance (FID)
  FID is used to measure the Wasserstein-2 distance. [Vaserstein 1969] between two Gaussians, whose means and covariances are taken from embedding both real and generated data, [Heusel et al. 2017], [Cifka et al. 2018]. FID assumes that the training data is "sufficient" and does not reward producing more diversity than the training data. [Fowl et al. 2020].

- N-gram based metrics
  Distinct-n is a measure of diversity that computes the number of distinct n-grams, normalized by the number of all ngrams, [Li et al. 2015].

- Sentence similarity metrics, SentenceBERT (sent-BERT, Reimers and Gurevych 2019)

- ROUGE metrics
  ROUGE metrics were mostly used for text generation, video captioning and summarization tasks, [Lin 2004]. They were introduced in 2004 as a set of metrics to evaluate machine-generated text summaries. ROUGE has several variants such as: ROUGE-1, ROUGE-2 and ROUGE-L.

- METEOR
  METEOR (Metric for Evaluation of Translation with Explicit Ordering) was proposed in 2005, [Banerjee and Lavie 2005]. METEOR metric was mainly used for text generation, image and video captioning, and question answering tasks.

- Embedding-based metrics
  The main approach is to embed generated sentences in latent space and then evaluate them in this space, [Tevet et al. 2018], [Du and Black 2019]. Suggest to cluster the embedded sentences with k-means and then use its inertia as a measure for diversity.

- Other less common metrics such as: GLEU score, edit distance, phoneme and diacritic error rate.

- Metrics for GANs, traditional probability-based LM metrics, [Tevet et al. 2018]. Several papers indicated the need to use new metrics to evaluate GANs (e.g. [Esteban et al. 2017], [Zhu et al. 2018], [Saxena and Cao 2019]). Some of the metrics proposed for GANs include:
  - Divergence based Metrics such as F-GAN, [Nowozin et al. 2016], LS-GAN [Mao et al. 2017], KL-divergence [Koochali et al. 2019], and Self-BLEU [Zhu et al. 2018].
  - Integral Probability Metrics such as: Wasserstein GAN (WGA) [Arjovsky et al. 2017], [Gulrajani et al. 2017].
  - Domain-specific metrics, e.g. attack success rate, [Gao et al. 2020].
  - Random Network Distillation (RND), [Burda et al. 2018].

8 Text Generation Datasets

There are many datasets for the general tasks/research of NLP such as those mentioned in the following links:

- https://aclweb.org/aclwiki/Data_sets_for_NLG
- https://paperswithcode.com/task/data-to-text-generation
- https://project-awesome.org/tokenmill/awesome-nlg#datasets
- https://github.com/niderhoff/nlp-datasets
- https://lionbridge.ai/datasets/the-best-25-datasets-for-natural-language-processing/
- https://machinelearningmastery.com/datasets-natural-language-processing/
- https://www.kdnuggets.com/tag/datasets

We will list few datasets/benchmarks that are used in GAN research papers in particular

- COCO Image Captions, [Chen et al. 2015] and
- EMNLP2017 WMT: http://statmt.org/wmt17/translation-task.html, [Guo et al. 2018]
- WeiboDial, [Qian et al. 2018]
9 Memory based models, RNN versus LSTM

As we mentioned earlier, vanilla RNNs do not perform well when the learning sequences have long term temporal dependence due to issues such as exploding gradients, Bengio et al. [2015]. Alternatively, Convolutional neural networks (CNNs), recurrent neural networks (RNNs), Gated recurrent unit (GRU) and Long-short term memory (LSTM) models are effective approaches in the field of sequential modeling methods. The design of the forget gate is the essence of these models, Sun et al. [2020].

An LSTM model is a type of RNN that can remember relevant information longer than a regular RNN. As a result, they can better learn long-term patterns Olah [2015].

LSTM models provide a mechanism that is able to both store and discard the information saved about the previous steps, limiting the accumulated error using Constant Error Carousels, Hochreiter and Schmidhuber [1997], Manzelli et al. [2018].

10 Defense Against NLP Adversarial Attacks

Generating adversarial attacks on text has shown to be more challenging than for images and audios due to their discrete nature. Variations on original text can be applied on different levels, character, word or sentence levels. Recent relevant studies showed examples of NLP vulnerabilities such as, Zhou et al. [2019]:

- Reading comprehension, Jia and Liang [2017].
- Text classification, Alzantot et al. [2018], Liang et al. [2017], Wong [2017]
- Machine translation, Cheng et al. [2020], Ebrahimi et al. [2018]
- Dialogue systems, Cheng et al. [2019]
- Dependency parsing, Zheng et al. [2020].

10.1 Black versus white box attacks

Current adversarial attacks can be roughly be divided into three categories: white-box attacks, black-box and gray-box attacks, according to whether the data, model architecture, and parameters of the target are accessible. In black-box attacks (also called zero-knowledge attack), no or very limited information about the target model is accessible. For example, a certain number of model queries (i.e. oracle queries) are granted.

Some of the defenses, Guo et al. [2018], Xie et al. [2017] are shown to be quite robust against black-box attacks.

In gray-box attacks/limited knowledge attacks, partial knowledge about the model under attack (e.g., type of features, or type of training data) is assumed. On the other side, is white-box attack/ perfect-knowledge attacks. Those are attacks that exploit model internal information. They assume complete knowledge of the targeted model, including its parameter values, architecture, training method, and in some cases its training data. Table 1 shows samples of research publications in all three categories. There are some papers that are identified to more than one category.

At the high level, there are three classes or dimensions of attacks, Barreno et al. [2010]:

- Causative versus Exploratory In causative attacks, the training process is altered and models are trained with adversary datasets. In exploratory attacks, attacker tries to exploit the existing weaknesses
- Integrity versus availability: false negatives versus false positive.
- Targeted at a particular input or indiscriminate in which input fails
- Reactive versus proactive: A reactive defense is where one waits to be attacked and detects an adversarial example. On the other hand, proactive attacks involve training the model to be more resilient against adversarial
• Dirichlet Neighborhood Ensemble (DNE), a randomized smoothing method for training a model against substitution-based attacks. [Zhou et al. (2020)]
• Adversarial training as a defense method. [Miyato et al. (2016), Sato et al. (2018), Zhu et al. (2019)]
• Increasing the model robustness by adding perturbations on word embedding, [Goodfellow et al. (2014)]
• Certified defenses: Some certified defenses were proposed in literature in order to provide guarantees of robustness to some specific types of attacks, [Huang et al. (2019), Jia and Liang (2017)]
• Defensive distillation: Defensive distillation can take an arbitrary NN and increase its robustness, reducing the success rate of attacks’ ability, [Carlini and Wagner (2017)]
• Defense through randomization, [Cohen et al. (2019), Liu et al. (2018)]

11 Summary and Conclusion

In this paper, recent literature in adversarial machine learning for text generation tasks is summarized. Our goal is to present a one-stop source for researchers and interested readers to learn the basic components and research trends in this field. We noticed a continuous expansion in the applications, models and algorithms. This paper can serve as an introduction to this field and readers may need to follow through some of the researchers and references we referred to based on their focuses or interests.

References

Antonia Creswell, Tom White, Vincent Dumoulin, Kai Arulkumaran, Biswa Sengupta, and Anil A Bharath. Generative adversarial networks: An overview. *IEEE Signal Processing Magazine*, 35(1):53–65, 2018.

Md Akmal Haidar and Mehdi Rezagholizadeh. Textkd-gan: Text generation using knowledge distillation and generative adversarial networks. In Canadian Conference on Artificial Intelligence, pages 107–118. Springer, 2019.

Ian J Goodfellow, Jonathon Shlens, and Christian Szegedy. Explaining and harnessing adversarial examples. *arXiv preprint arXiv:1412.6572*, 2014.

Lantao Yu, Weinan Zhang, Jun Wang, and Yong Yu SeqGAN. Sequence generative adversarial nets with policy gradient. arxiv e-prints, page. *arXiv preprint arXiv:1609.05473*, 2016.

Carlos Florensa, David Held, Xinyang Geng, and Pieter Abbeel. Automatic goal generation for reinforcement learning agents. In *International conference on machine learning*, pages 1515–1528. PMLR, 2018.

Tong Che, Yanran Li, Ruixiang Zhang, R Devon Hjelm, Wenjie Li, Yangqiu Song, and Yoshua Bengio. Maximum-likelihood augmented discrete generative adversarial networks. *arXiv preprint arXiv:1702.07983*, 2017.

Jiaxian Guo, Sidi Lu, Han Cai, Weinan Zhang, Yong Yu, and Jun Wang. Long text generation via adversarial training with leaked information. In *Proceedings of the AAAI Conference on Artificial Intelligence*, volume 32, 2018.

Kevin Lin, Dianqi Li, Xiaodong He, Zhengyou Zhang, and Ming-Ting Sun. Adversarial ranking for language generation. In *Advances in neural information processing systems*, pages 3155–3165, 2017.

William Fedus, Ian Goodfellow, and Andrew M Dai. Maskgan: Better text generation via filling in the_. *arXiv preprint arXiv:1801.07736*, 2018.

Jingjing Xu, Xuancheng Ren, Junyang Lin, and Xu Sun. Diversity-promoting gan: A cross-entropy based generative adversarial network for diversified text generation. In *Proceedings of the 2018 Conference on Empirical Methods in Natural Language Processing*, pages 3940–3949, 2018.

Massimo Caccia, Lucas Caccia, William Fedus, Hugo Larochelle, Joelle Pineau, and Laurent Charlin. Language gans falling short. *arXiv preprint arXiv:1811.02549*, 2018.

Ronald J Williams. Simple statistical gradient-following algorithms for connectionist reinforcement learning. *Machine learning*, 8(3-4):229–256, 1992.

Martin Arjovsky, Soumith Chintala, and Léon Bottou. Wasserstein gan. *arXiv preprint arXiv:1701.07875*, 2017.

Hossein Hosseini, Sreeram Kannan, Baosen Zhang, and Radha Poovendran. Deceiving google’s perspective api built for detecting toxic comments. *arXiv preprint arXiv:1702.08138*, 2017.

Xiang Zhang, Junbo Zhao, and Yann LeCun. Character-level convolutional networks for text classification. *Advances in neural information processing systems*, 28:649–657, 2015.

Jinfeng Li, Shouling Ji, Tianyu Du, Bo Li, and Ting Wang. Textbugger: Generating adversarial text against real-world applications. *arXiv preprint arXiv:1812.05271*, 2018.
Yonatan Belinkov and Yonatan Bisk. Synthetic and natural noise both break neural machine translation. *arXiv preprint arXiv:1711.02173*, 2017.

Ji Gao, Jack Lanchantin, Mary Lou Soffa, and Yanjun Qi. Black-box generation of adversarial text sequences to evade deep learning classifiers. In *2018 IEEE Security and Privacy Workshops (SPW)*, pages 50–56. IEEE, 2018.

Javid Ebrahimi, Anyi Rao, Daniel Lowd, and Dejing Dou. Hotflip: White-box adversarial examples for text classification. *arXiv preprint arXiv:1712.06751*, 2017.

Stephan Brown, Petar Milkov, Sameep Patel, Yi Zen Looi, Ziqian Dong, Huanying Gu, N Sertac Arta, and Edwin Jain. Acoustic and visual approaches to adversarial text generation for google perspective. In *2019 International Conference on Computational Science and Computational Intelligence (CSCI)*, pages 355–360. IEEE, 2019.

Danish Pruthi, Bhuwan Dhingra, and Zachary C Lipton. Combating adversarial misspellings with robust word recognition. *arXiv preprint arXiv:1905.11268*, 2019.

Steffen Eger, Gözde Gül Sahin, Andreas Rücklé, Ji-Ung Lee, Claudia Schulz, Mohsen Mesgar, Krishnkant Swarnkar, Edwin Simpson, and Iryna Gurevych. Text processing like humans do: Visually attacking and shielding nlp systems. *arXiv preprint arXiv:1903.11508*, 2019.

Thai Le, Suhang Wang, and Dongwon Lee. Malcom: Generating malicious comments to attack neural fake news detection models. *arXiv preprint arXiv:2009.01048*, 2020.

Javid Ebrahimi, Daniel Lowd, and Dejing Dou. On adversarial examples for character-level neural machine translation. *arXiv preprint arXiv:1806.09030*, 2018.

Volodymyr Kuleshov, Shantanu Thakoor, Tingfung Lau, and Stefano Ermon. Adversarial examples for natural language classification problems. 2018.

Puyudi Yang, Jianbo Chen, Cho-Jui Hsieh, Jane-Ling Wang, and Michael I Jordan. Greedy attack and gumble attack: Generating adversarial examples for discrete data. *Journal of Machine Learning Research*, 21(43):1–36, 2020.

Di Jin, Zhihong Jin, Joey Tianyi Zhou, and Peter Svolvits. Is bert really robust? a strong baseline for natural language attack on text classification and entailment. In *Proceedings of the AAAI Conference on Artificial Intelligence*, volume 34, pages 8018–8025, 2020a.

Eric Wallace, Shi Feng, Nikhil Kandpal, Matt Gardner, and Sameer Singh. Universal adversarial triggers for attacking and analyzing nlp. *arXiv preprint arXiv:1908.07125*, 2019.

Siddhant Garg and Goutham Ramakrishnan. Bae: Bert-based adversarial examples for text classification. *arXiv preprint arXiv:2004.01970*, 2020.

Yichao Zhou, Jyun-Yu Jiang, Kai-Wei Chang, and Wei Wang. Learning to discriminate perturbations for blocking adversarial attacks in text classification. *arXiv preprint arXiv:1909.03084*, 2019.

Marco Tulio Ribeiro, Sameer Singh, and Carlos Guestrin. Semantically equivalent adversarial rules for debugging nlp models. In *Proceedings of the 56th Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers)*, pages 856–865, 2018.

Yuan Zang, Fanchao Qi, Chenghao Yang, Zhiyuan Liu, Meng Zhang, Qun Liu, and Maosong Sun. Word-level textual adversarial attacking as combinatorial optimization. In *Proceedings of the 58th Annual Meeting of the Association for Computational Linguistics*, pages 6066–6080, 2020.

Moustafa Alzantot, Yash Sharma, Supriyo Chakraborty, Huan Zhang, Cho-Jui Hsieh, and Mani B Srivastava. Genattack: Practical black-box attacks with gradient-free optimization. In *Proceedings of the Genetic and Evolutionary Computation Conference*, pages 1111–1119, 2019.

Jiwei Li, Will Monroe, and Dan Jurafsky. Understanding neural networks through representation erasure. *arXiv preprint arXiv:1612.08220*, 2016a.

Jianyu Wang and Haichao Zhang. Bilateral adversarial training: Towards fast training of more robust models against adversarial attacks. In *Proceedings of the IEEE International Conference on Computer Vision*, pages 6629–6638, 2019.

Yajie Wang, Haoran Lv, Xiaohui Kuang, Gang Zhao, Yu-an Tan, Quanxin Zhang, and Jingjing Hu. Towards a physical-world adversarial patch for blinding object detection models. *Information Sciences*, 2020.

Nicolas Papernot, Patrick McDaniel, Xi Wu, Somesh Jha, and Ananthram Swami. Distillation as a defense to adversarial perturbations against deep neural networks. In *2016 IEEE Symposium on Security and Privacy (SP)*, pages 582–597. IEEE, 2016a.

Motoki Sato, Jun Suzuki, Hiroyuki Shindo, and Yuji Matsumoto. Interpretable adversarial perturbation in input embedding space for text. *arXiv preprint arXiv:1805.02917*, 2018.
Zhitao Gong, Wenlu Wang, Bo Li, Dawn Song, and Wei-Shinn Ku. Adversarial texts with gradient methods. *arXiv preprint arXiv:1801.07175*, 2018.

Moustafa Alzantot, Yash Sharma, Ahmed Elgohary, Bo-Jhang Ho, Mani Srivastava, and Kai-Wei Chang. Generating natural language adversarial examples. *arXiv preprint arXiv:1804.07998*, 2018.

Bin Liang, Hongcheng Li, Miaoqiang Su, Pan Bian, Xirong Li, and Wenchang Shi. Deep text classification can be fooled. *arXiv preprint arXiv:1704.08006*, 2017.

Shuhuai Ren, Yihe Deng, Kun He, and Wanxiang Che. Generating natural language adversarial examples through probability weighted word saliency. In *Proceedings of the 57th annual meeting of the association for computational linguistics*, pages 1085–1097, 2019.

Robin Jia and Percy Liang. Adversarial examples for evaluating reading comprehension systems. *arXiv preprint arXiv:1707.07328*, 2017.

Mohit Iyyer, John Wieting, Kevin Gimpel, and Luke Zettlemoyer. Adversarial example generation with syntactically controlled paraphrase networks. *arXiv preprint arXiv:1804.06059*, 2018.

Yong Cheng, Lu Jiang, and Wolfgang Macherey. Robust neural machine translation with doubly adversarial inputs. *arXiv preprint arXiv:1906.02443*, 2019.

Paul Michel, Xian Li, Graham Neubig, and Juan Miguel Pino. On evaluation of adversarial perturbations for sequence-to-sequence models. *arXiv preprint arXiv:1903.06620*, 2019.

Qi Lei, Lingfei Wu, Pin-Yu Chen, Alexandros G Dimakis, Inderjit S Dhillon, and Michael Witbrock. Discrete adversarial attacks and submodular optimization with applications to text classification. *arXiv preprint arXiv:1812.00151*, 2018.

Haizhong Zheng, Zi Qi Zhang, Honglak Lee, and Atul Prakash. Understanding and diagnosing vulnerability under adversarial attacks. *arXiv preprint arXiv:2007.08716*, 2020.

Mahir Jethanandani and Derek Tang. Adversarial attacks against lipnet: End-to-end sentence level lipreading. In *2020 IEEE Security and Privacy Workshops (SPW)*, pages 15–19. IEEE, 2020.

Matthias Blohm, Glorianna Jagfeld, Ekta Sood, Xiang Yu, and Ngoc Thang Vu. Comparing attention-based convolutional and recurrent neural networks: Success and limitations in machine reading comprehension. *arXiv preprint arXiv:1808.08744*, 2018.

Shahryar Baki, Rakesh Verma, Arjun Mukherjee, and Omprakash Gnawali. Scaling and effectiveness of email masquerade attacks: Exploiting natural language generation. In *Proceedings of the 2017 ACM on Asia Conference on Computer and Communications Security*, pages 469–482, 2017.

Yuanshun Yao, Bimal Viswanath, Jenna Cryan, Haitao Zheng, and Ben Y Zhao. Automated crowdturfing attacks and defenses in online review systems. In *Proceedings of the 2017 ACM SIGSAC Conference on Computer and Communications Security*, pages 1143–1158, 2017.

Ronald J Williams and David Zipser. A learning algorithm for continually running fully recurrent neural networks. *Neural computation*, 1(2):270–280, 1989.

Alex M Lamb, Anirudh Goyal Alias Parth Goyal, Ying Zhang, Saizheng Zhang, Aaron C Courville, and Yoshua Bengio. Professor forcing: A new algorithm for training recurrent networks. In *Advances in neural information processing systems*, pages 4601–4609, 2016.

Marc’ Aurelio Ranzato, Sumit Chopra, Michael Auli, and Wojciech Zaremba. Sequence level training with recurrent neural networks. *arXiv preprint arXiv:1511.06732*, 2015.

Ian Goodfellow, Jean Pouget-Abadie, Mehdi Mirza, Bing Xu, David Warde-Farley, Sherjil Ozair, Aaron Courville, and Yoshua Bengio. Generative adversarial networks. *Communications of the ACM*, 63(11):139–144, 2020.

Karl Pearson. Asymmetrical frequency curves. *Nature*, 48(1252):615–616, 1893.

Lars Peter Hansen. Large sample properties of generalized method of moments estimators. *Econometrica: Journal of the Econometric Society*, pages 1029–1054, 1982.

Lawrence R Rabiner. A tutorial on hidden markov models and selected applications in speech recognition. *Proceedings of the IEEE*, 77(2):257–286, 1989.

Tim Salimans, Ian Goodfellow, Wojciech Zaremba, Vicki Cheung, Alec Radford, and Xi Chen. Improved techniques for training gans. *arXiv preprint arXiv:1606.03498*, 2016.

Youssef Mroueh and Tom Sercu. Fisher gan. In *Advances in Neural Information Processing Systems*, pages 2513–2523, 2017.
Greg Lewis and Vasilis Syrgkanis. Adversarial generalized method of moments. *arXiv preprint arXiv:1803.07164*, 2018.

Andrew Bennett, Nathan Kallus, and Tobias Schnabel. Deep generalized method of moments for instrumental variable analysis. In *Advances in Neural Information Processing Systems*, pages 3564–3574, 2019.

Jerry A Fodor, Zenon W Pylyshyn, et al. Connectionism and cognitive architecture: A critical analysis. *Cognition*, 28(1-2):3–71, 1988.

Geoffrey E Hinton, Simon Osindero, and Yee-Whye Teh. A fast learning algorithm for deep belief nets. *Neural computation*, 18(7):1527–1554, 2006.

Diederik P Kingma and Max Welling. Auto-encoding variational bayes. *arXiv preprint arXiv:1312.6114*, 2013.

Cihang Xie, Jianyu Wang, Zhishuai Zhang, Zhou Ren, and Alan Yuille. Mitigating adversarial effects through randomization. *arXiv preprint arXiv:1711.01991*, 2017.

Haiyan Yin, Dingcheng Li, Xu Li, and Ping Li. Meta-cotgan: A meta cooperative training paradigm for improving adversarial text generation. In *AAAI*, pages 9466–9473, 2020.

Liqun Chen, Shuyang Dai, Chenyang Tao, Haichao Zhang, Zhe Gan, Dinghan Shen, Yizhe Zhang, Guoyin Wang, Ruiyi Zhang, and Lawrence Carin. Adversarial text generation via feature-mover’s distance. In *Advances in Neural Information Processing Systems*, pages 4666–4677, 2018.

Sai Rajeswar, Sandeep Subramanian, Francis Dutil, Christopher Pal, and Aaron Courville. Adversarial generation of natural language. *arXiv preprint arXiv:1705.10929*, 2017.

Lantao Yu, Weinan Zhang, Jun Wang, and Yong Yu. Seqgan: Sequence generative adversarial nets with policy gradient. In *Proceedings of the AAAI conference on artificial intelligence*, volume 31, 2017.

Richard S Sutton, David A McAllester, Satinder P Singh, and Yishay Mansour. Policy gradient methods for reinforcement learning with function approximation. In *Advances in neural information processing systems*, pages 1057–1063, 2000.

Hongyu Guo. Generating text with deep reinforcement learning. *arXiv preprint arXiv:1510.09202*, 2015.

Dzmitry Bahdanau, Philemon Brakel, Kelvin Xu, Anirudh Goyal, Ryan Lowe, Joelle Pineau, Aaron Courville, and Yoshua Bengio. An actor-critic algorithm for sequence prediction. *arXiv preprint arXiv:1607.07086*, 2016.

Chris J Maddison, Andriy Mnih, and Yee Whye Teh. The concrete distribution: A continuous relaxation of discrete random variables. *arXiv preprint arXiv:1611.00712*, 2016.

Yizhe Zhang, Zhe Gan, Kai Fan, Zhi Chen, Ricardo Henao, Dinghan Shen, and Lawrence Carin. Adversarial feature matching for text generation. *arXiv preprint arXiv:1706.03850*, 2017.

Matt J Kusner and José Miguel Hernández-Lobato. Gans for sequences of discrete elements with the gumbel-softmax distribution. *arXiv preprint arXiv:1611.04051*, 2016.

Eric Jang, Shixiang Gu, and Ben Poole. Categorical reparameterization with gumbel-softmax. *arXiv preprint arXiv:1611.01146*, 2016.

Weili Nie, Nina Narodytska, and Ankit Patel. Relgan: Relational generative adversarial networks for text generation. In *International conference on learning representations*, 2018.

Alexander Sasha Vezhnevets, Simon Osindero, Tom Schaul, Nicolas Heess, Max Jaderberg, David Silver, and Koray Kavukcuoglu. Feudal networks for hierarchical reinforcement learning. *arXiv preprint arXiv:1703.01161*, 2017.

Yi-Lin Tuan and Hung-Yi Lee. Improving conditional sequence generative adversarial networks by stepwise evaluation. *IEEE/ACM Transactions on Audio, Speech, and Language Processing*, 27(4):788–798, 2019.

Deepak Pathak, Pulkit Agrawal, Alexei A Efros, and Trevor Darrell. Curiosity-driven exploration by self-supervised prediction. In *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition Workshops*, pages 16–17, 2017.

Jacques Robin. Revision-based generation of natural language summaries providing historical background: corpus-based analysis, design, implementation and evaluation. 1994.

Kumiko Tanaka-Ishii, Kôiti Hasida, and Itsuki Noda. Reactive content selection in the generation of real-time soccer commentary. In *COLING 1998 Volume 2: The 17th International Conference on Computational Linguistics*, 1998.

Samy Bengio, Oriol Vinyals, Navdeep Jaitly, and Noam Shazeer. Scheduled sampling for sequence prediction with recurrent neural networks. *Advances in neural information processing systems*, 28:1171–1179, 2015.

Oriol Vinyals and Quoc Le. A neural conversational model. *arXiv preprint arXiv:1506.05869*, 2015.
Sam Wiseman, Stuart M Shieber, and Alexander M Rush. Challenges in data-to-document generation. arXiv preprint arXiv:1707.08052, 2017.

Rajarshi Bhowmik and Gerard De Melo. Generating fine-grained open vocabulary entity type descriptions. arXiv preprint arXiv:1805.10564, 2018.

Ratish Puduppully, Li Dong, and Mirella Lapata. Data-to-text generation with content selection and planning. In Proceedings of the AAAI Conference on Artificial Intelligence, volume 33, pages 6908–6915, 2019.

Alex Graves. Generating sequences with recurrent neural networks. arXiv preprint arXiv:1308.0850, 2013.

Zhishuai Zhang, Siyuan Qiao, Cihang Xie, Wei Shen, Bo Wang, and Alan L Yuille. Single-shot object detection with enriched semantics. In Proceedings of the IEEE conference on computer vision and pattern recognition, pages 5813–5821, 2018.

Zhiting Hu, Zichao Yang, Xiaodan Liang, Ruslan Salakhutdinov, and Eric P Xing. Controllable text generation. arXiv preprint arXiv:1703.00955, 4, 2017.

Martin Schmitt, Sahand Sharifzadeh, Volker Tresp, and Hinrich Schütze. An unsupervised joint system for text generation from knowledge graphs and semantic parsing. In Proceedings of the 2020 Conference on Empirical Methods in Natural Language Processing (EMNLP), pages 7117–7130, 2020.

Yau-Shian Wang, Yun-Nung Chen, and Hung-Yi Lee. Topicgan: Unsupervised text generation from explainable latent topics. 2018.

Martin Schmitt, Sahand Sharifzadeh, Volker Tresp, and Hinrich Schütze. Unsupervised text generation from structured data. arXiv preprint arXiv:1904.09447, 2019.

Oren Sheffer, Or Castel, and Raz Landau. Going grean: A novel framework and evaluation metric for the graph-to-text generation task.

Rik Koncel-Kedziorски, Dhanush Bekal, Yi Luan, Mirella Lapata, and Hannaneh Hajishirzi. Text generation from knowledge graphs with graph transformers. arXiv preprint arXiv:1904.02342, 2019.

Zhijing Jin, Qipeng Guo, Xipeng Qiu, and Zheng Zhang. Genwiki: A dataset of 1.3 million content-sharing text and graphs for unsupervised graph-to-text generation. In Proceedings of the 28th International Conference on Computational Linguistics, pages 2398–2409, 2020b.

Chloé Kiddon, Luke Zettlemoyer, and Yejin Choi. Globally coherent text generation with neural checklist models. In Proceedings of the 2016 Conference on Empirical Methods in Natural Language Processing, pages 329–339, 2016.

Zhiting Hu, Haoran Shi, Bowen Tan, Wentao Wang, Zichao Yang, Tiancheng Zhao, Junxian He, Lianhui Qin, Di Wang, Xuezhe Ma, et al. Texar: A modularized, versatile, and extensible toolkit for text generation. arXiv preprint arXiv:1809.00794, 2018.

Omar Abdelwahab and Adel Elmaghraby. Deep learning based vs. markov chain based text generation for cross domain adaptation for sentiment classification. In 2018 IEEE International Conference on Information Reuse and Integration (IRI), pages 252–255. IEEE, 2018.

Sidi Lu, Yaoming Zhu, Weinan Zhang, Jun Wang, and Yong Yu. Neural text generation: Past, present and beyond. arXiv preprint arXiv:1803.07133, 2018.

Yaoming Zhu, Sidi Lu, Lei Zheng, Jiaxian Guo, Weinan Zhang, Jun Wang, and Yong Yu. Txygen: A benchmarking platform for text generation models. In The 41st International ACM SIGIR Conference on Research & Development in Information Retrieval, pages 1097–1100, 2018.

Hechong Wang, Wei Zhang, Yuesheng Zhu, and Zhiqiang Bai. Data-to-text generation with attention recurrent unit. In 2019 International Joint Conference on Neural Networks (IJCNN), pages 1–8. IEEE, 2019.

Sanidhya Mangal, Poorva Joshi, and Rahul Modak. Lstm vs. gru vs. bidirectional rnn for script generation. arXiv preprint arXiv:1908.04332, 2019.

Mercy M Moila and Thipe I Modipa. The development of a sepedi text generation model using long-short term memory. In Proceedings of the 2nd International Conference on Intelligent and Innovative Computing Applications, pages 1–5, 2020.

Hongyuan Mei, Mohit Bansal, and Matthew R Walter. What to talk about and how? selective generation using lstms with coarse-to-fine alignment. arXiv preprint arXiv:1509.00838, 2015.

Hongyu Zang and Xiaojun Wan. Towards automatic generation of product reviews from aspect-sentiment scores. In Proceedings of the 10th International Conference on Natural Language Generation, pages 168–177, 2017.

Ilya Sutskever, James Martens, and Geoffrey E Hinton. Generating text with recurrent neural networks. In ICML, 2011.
Jean Pouget-Abadie, Dzmitry Bahdanau, Bart Van Merriënoer, Kyunghyun Cho, and Yoshua Bengio. Overcoming the curse of sentence length for neural machine translation using automatic segmentation. *arXiv preprint arXiv:1409.1257*, 2014.

Ehud Reiter. Nlg vs. templates. *arXiv preprint cmp-lg/9504013*, 1995.

Kees van Deemter, Marit Theune, and Emiel Krahmer. Real versus template-based natural language generation: A false opposition? *Computational linguistics*, 31(1):15–24, 2005.

Sam Wiseman, Stuart M Shieber, and Alexander M Rush. Learning neural templates for text generation. *arXiv preprint arXiv:1808.10122*, 2018.

Hao Peng, Ankur P Parikh, Manaal Faruqui, Bhuvan Dhingra, and Dipanjan Das. Text generation with exemplar-based adaptive decoding. *arXiv preprint arXiv:1904.04428*, 2019.

Eder Miranda De Novais, Thiago Dias Tadeu, and Ivandré Paraboni. Improved text generation using n-gram statistics. In *Ibero-American Conference on Artificial Intelligence*, pages 316–325. Springer, 2010.

Ilya Sutskever, Oriol Vinyals, and Quoc V Le. Sequence to sequence learning with neural networks. *Advances in neural information processing systems*, 27:3104–3112, 2014.

Dzmitry Bahdanau, Kyunghyun Cho, and Yoshua Bengio. Neural machine translation by jointly learning to align and translate. *arXiv preprint arXiv:1409.0473*, 2014.

Renjie Zheng, Mingbo Ma, Baigong Zheng, and Liang Huang. Speculative beam search for simultaneous translation. *arXiv preprint arXiv:1909.05421*, 2019.

Liqun Chen, Yizhe Zhang, Ruiyi Zhang, Chenyang Tao, Zhe Gan, Haichao Zhang, Bai Li, Dinghan Shen, Changyou Chen, and Lawrence Carin. Improving sequence-to-sequence learning via optimal transport. *arXiv preprint arXiv:1901.06283*, 2019.

Wenhao Yu, Chenguang Zhu, Zaitang Li, Zhiting Hu, Qingyun Wang, Heng Ji, and Meng Jiang. A survey of knowledge-enhanced text generation. *arXiv preprint arXiv:2010.04389*, 2020.

William A Woods. Transition network grammars for natural language analysis. *Communications of the ACM*, 13(10):591–606, 1970.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N Gomez, Luksasz Kaiser, and Illia Polosukhin. Attention is all you need. In *Advances in neural information processing systems*, pages 5998–6008, 2017.

Adam Santoro, Ryan Faulkner, David Raposo, Jack Rae, Mike Chrzanowski, Theophane Weber, Daan Wierstra, Oriol Vinyals, Razvan Pascanu, and Timothy Lillicrap. Relational recurrent neural networks. In *Advances in neural information processing systems*, pages 7299–7310, 2018.

Rafal Jozefowicz, Oriol Vinyals, Mike Schuster, Noam Shazeer, and Yoshua Wu. Exploring the limits of language modeling. *arXiv preprint arXiv:1602.02410*, 2016.

Ciprian Chelba, Tomas Mikolov, Mike Schuster, Qi Ge, Thorsten Brants, Phillipp Koehn, and Tony Robinson. One billion word benchmark for measuring progress in statistical language modeling. *arXiv preprint arXiv:1312.3005*, 2013.

Cristina Garbacea, Samuel Carton, Shiyan Yan, and Qiaozhu Mei. Judge the judges: A large-scale evaluation study of neural language models for online review generation. *arXiv preprint arXiv:1901.00398*, 2019.

Tsvetomila Mihaylova and André FT Martins. Scheduled sampling for transformers. *arXiv preprint arXiv:1906.07651*, 2019.

Renjie Zheng, Yilin Yang, Mingbo Ma, and Liang Huang. Ensemble sequence level training for multimodal mt: Osu-baidu wmt18 multimodal machine translation system report. *arXiv preprint arXiv:1808.10592*, 2018.

Guy Tevet, Gavriel Habib, Vered Shwartz, and Jonathan Berant. Evaluating text gans as language models. *arXiv preprint arXiv:1810.12686*, 2018.

Eric Wong, Leslie Rice, and J Zico Kolter. Fast is better than free: Revisiting adversarial training. *arXiv preprint arXiv:2001.03994*, 2020.

Alexey Kurakin, Ian Goodfellow, and Samy Bengio. Adversarial machine learning at scale. *arXiv preprint arXiv:1611.01236*, 2016.

Yinpeng Dong, Fangzhou Liao, Tianyu Pang, Hang Su, Jun Zhu, Xiaolin Hu, and Jianguo Li. Boosting adversarial attacks with momentum. In *Proceedings of the IEEE conference on computer vision and pattern recognition*, pages 9185–9193, 2018.
Aleksander Madry, Aleksandar Makelov, Ludwig Schmidt, Dimitris Tsipras, and Adrian Vladu. Towards deep learning models resistant to adversarial attacks. *arXiv preprint arXiv:1706.06083*, 2017.

Yuzhe Yang, Guo Zhang, Dina Katabi, and Zhi Xu. Me-net: Towards effective adversarial robustness with matrix estimation. *arXiv preprint arXiv:1905.11971*, 2019.

Ji Lin, Chuang Gan, and Song Han. Defensive quantization: When efficiency meets robustness. *arXiv preprint arXiv:1904.08444*, 2019.

Marius Mosbach, Maksym Andriushchenko, Thomas Trost, Matthias Hein, and Dietrich Klakow. Logit pairing methods can fool gradient-based attacks. *arXiv preprint arXiv:1810.12042*, 2018.

Harini Kannan, Alexey Kurakin, and Ian Goodfellow. Adversarial logit pairing. *arXiv preprint arXiv:1803.06373*, 2018.

Jacob Buckman, Aurko Roy, Colin Raffel, and Ian Goodfellow. Thermometer encoding: One hot way to resist adversarial examples. In *International Conference on Learning Representations*, 2018.

Cihang Xie, Yuxin Wu, Laurens van der Maaten, Alan L Yuille, and Kaiming He. Feature denoising for improving adversarial robustness. In *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition*, pages 501–509, 2019.

Ajil Jalal, Andrew Ilyas, Constantinos Daskalakis, and Alexandros G Dimakis. The robust manifold defense: Adversarial training using generative models. *arXiv preprint arXiv:1712.09196*, 2017.

Qiao Qian, Minlie Huang, Haizhou Zhao, Jingfang Xu, and Xiaoyan Zhu. Assigning personality/profile to a chatting machine for coherent conversation generation. In *IJCAI*, pages 4279–4285, 2018.

Daniel Jakubovitz and Raja Giryes. Improving dnn robustness to adversarial attacks using jacobian regularization. In *Proceedings of the European Conference on Computer Vision (ECCV)*, pages 514–529, 2018.

Ali Shafahi, Mahyar Najibi, Zheng Xu, John P Dickerson, Larry S Davis, and Tom Goldstein. Universal adversarial training. In *AAAI*, pages 5636–5643, 2020.

Guneet S Dhillon, Kamyar Azizzadenesheli, Zachary C Lipton, Jeremy Bernstein, Jean Kossaifi, Aran Khanna, and Anima Anandkumar. Stochastic activation pruning for robust adversarial defense. *arXiv preprint arXiv:1803.01442*, 2018.

Nicolas Papernot, Patrick McDaniel, Somesh Jha, Matt Fredrikson, Z Berkay Celik, and Ananthram Swami. The limitations of deep learning in adversarial settings. In *2016 IEEE European symposium on security and privacy (EuroS&P)*, pages 372–387. IEEE, 2016b.

Anirban Chakraborty, Manaar Alam, Vishal Dey, Anupam Chattopadhyay, and Debdeep Mukhopadhyay. Adversarial attacks and defences: A survey. *arXiv preprint arXiv:1810.00069*, 2018.

Ali Shafahi, Mahyar Najibi, Mohammad Amin Ghiasi, Zheng Xu, John Dickerson, Christoph Studer, Larry S Davis, Gavin Taylor, and Tom Goldstein. Adversarial training for free! In *Advances in Neural Information Processing Systems*, pages 3358–3369, 2019.

Dinghui Zhang, Tianyuan Zhang, Yiping Lu, Zhanxing Zhu, and Bin Dong. You only propagate once: Accelerating adversarial training via maximal principle. In *Advances in Neural Information Processing Systems*, pages 227–238, 2019.

Cody Coleman, Deepak Narayanan, Daniel Kang, Tian Zhao, Jian Zhang, Luigi Nardi, Peter Bailis, Kunle Olukotun, Chris Ré, and Matei Zaharia. Dawnbench: An end-to-end deep learning benchmark and competition. *Training*, 100 (101):102, 2017.

Jinxin Chang, Ruifang He, Longbiao Wang, Xiangyu Zhao, Ting Yang, and Ruifang Wang. A semi-supervised stable variational network for promoting replier-consistency in dialogue generation. In *Proceedings of the 2019 Conference on Empirical Methods in Natural Language Processing and the 9th International Joint Conference on Natural Language Processing (EMNLP-IJCNLP)*, pages 1920–1930, 2019.

Zhen Yang, Wei Chen, Feng Wang, and Bo Xu. Improving neural machine translation with conditional sequence generative adversarial nets. *arXiv preprint arXiv:1703.04887*, 2017.
Lijun Wu, Yingce Xia, Fei Tian, Li Zhao, Tao Qin, Jianhuang Lai, and Tie-Yan Liu. Adversarial neural machine translation. In Asian Conference on Machine Learning, pages 534–549. PMLR, 2018.

Zhirui Zhang, Shujie Liu, Mu Li, Ming Zhou, and Enhong Chen. Bidirectional generative adversarial networks for neural machine translation. In Proceedings of the 22nd conference on computational natural language learning, pages 190–199, 2018b.

Rakshith Shetty, Bernt Schiele, and Mario Fritz. A4nt: author attribute anonymity by adversarial training of neural machine translation. In 27th {USENIX} Security Symposium ({USENIX} Security 18), pages 1633–1650, 2018.

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-Jing Zhu. Bleu: a method for automatic evaluation of machine translation. In Proceedings of the 40th annual meeting of the Association for Computational Linguistics, pages 311–318, 2002.

S. E. Robertson and S. Walker. Some simple effective approximations to the 2-poisson model for probabilistic weighted retrieval. In Proceedings of the 17th Annual International ACM SIGIR Conference on Research and Development in Information Retrieval, pages 232–241, 1994.

Matt J. Kusner, Yu Sun, Nicholas I. Kolkin, and Kilian Q. Weinberger. From word embeddings to document distances. In Proceedings of the 32nd International Conference on International Conference on Machine Learning - Volume 37, pages 957–966. JMLR.org, 2015.

Pia Keukeleire. Correspondence between perplexity scores and human evaluation of generated tv-show scripts. 2020.

Leonid Nisonovich Vaserstein. Markov processes over denumerable products of spaces, describing large systems of automata. Problemy Peredachi Informatsii, 5(3):64–72, 1969.

Chin-Yew Lin. Rouge: A package for automatic evaluation of summaries. In Text summarization branches out, pages 74–81, 2004.

Satanjeev Banerjee and Alon Lavie. Meteor: An automatic metric for mt evaluation with improved correlation with human judgments. In Proceedings of the acl workshop on intrinsic and extrinsic evaluation measures for machine translation and/or summarization, pages 65–72, 2005.

Chin-Yew Lin. Rouge: A package for automatic evaluation of summaries. In Text summarization branches out, pages 74–81, 2004.

Sebastian Nowozin, Botond Cseke, and Ryota Tomioka. f-gan: Training generative neural samplers using variational divergence minimization. In Advances in neural information processing systems, pages 271–279, 2016.

Divya Saxena and Jiannong Cao. D-gan: Deep generative adversarial nets for spatio-temporal prediction. arXiv preprint arXiv:1907.08556, 2019.

Alireza Koochali, Peter Schichtel, Andreas Dengel, and Sheraz Ahmed. Probabilistic forecasting of sensory data with generative adversarial networks—forgan. IEEE Access, 7:63868–63880, 2019.
Xinlei Chen, Hao Fang, Tsung-Yi Lin, Ramakrishna Vedantam, Saurabh Gupta, Piotr Dollár, and C Lawrence Zitnick. Microsoft coco captions: Data collection and evaluation server. arXiv preprint arXiv:1504.00325, 2015.

Xingxing Zhang and Mirella Lapata. Chinese poetry generation with recurrent neural networks. In Proceedings of the 2014 Conference on Empirical Methods in Natural Language Processing (EMNLP), pages 670–680, 2014.

Catherine Wah, Steve Branson, Peter Welinder, Pietro Perona, and Serge Belongie. The caltech-ucsd birds-200-2011 dataset. 2011.

Aolan Sun, Jianzong Wang, Ning Cheng, Huayi Peng, Zhen Zeng, Lingwei Kong, and Jing Xiao. Graphpb: Graphical representations of prosody boundary in speech synthesis. arXiv preprint arXiv:2012.02626, 2020.

Christopher Olah. Understanding lstm networks. 2015.

Sepp Hochreiter and Jürgen Schmidhuber. Long short-term memory. Neural computation, 9(8):1735–1780, 1997.

Rachel Manzelli, Vijay Thakkar, Ali Siahkamari, and Brian Kulis. An end to end model for automatic music generation: Combining deep raw and symbolic audio networks. In Proceedings of the Musical Metacreation Workshop at 9th International Conference on Computational Creativity, Salamanca, Spain, 2018.

Catherine Wong. Dancin seq2seq: Fooling text classifiers with adversarial text example generation. arXiv preprint arXiv:1712.05419, 2017.

Minhao Cheng, Jinfeng Yi, Pin-Yu Chen, Huan Zhang, and Cho-Jui Hsieh. Seq2sick: Evaluating the robustness of sequence-to-sequence models with adversarial examples. In AAAI, pages 3601–3608, 2020.

Marco Barreno, Blaine Nelson, Anthony D Joseph, and J Doug Tygar. The security of machine learning. Machine Learning, 81(2):121–148, 2010.

Yi Zhou, Xiaoqing Zheng, Cho-Jui Hsieh, Kai-wei Chang, and Xuanjing Huang. Defense against adversarial attacks in nlp via dirichlet neighborhood ensemble. arXiv preprint arXiv:2006.11627, 2020.

Takeru Miyato, Andrew M Dai, and Ian Goodfellow. Adversarial training methods for semi-supervised text classification. arXiv preprint arXiv:1605.07725, 2016.

Chen Zhu, Yu Cheng, Zhe Gan, Siqi Sun, Thomas Goldstein, and Jingjing Liu. Freelb: Enhanced adversarial training for language understanding. arXiv preprint arXiv:1909.11764, 2019.

Po-Sen Huang, Robert Stanforth, Johannes Welbl, Chris Dyer, Dani Yogatama, Sven Gowal, Krishnamurthy Dvijotham, and Pushmeet Kohli. Achieving verified robustness to symbol substitutions via interval bound propagation. arXiv preprint arXiv:1909.01492, 2019.

Nicholas Carlini and David Wagner. Towards evaluating the robustness of neural networks. In 2017 ieee symposium on security and privacy (sp), pages 39–57. IEEE, 2017.

Jeremy M Cohen, Elan Rosenfeld, and J Zico Kolter. Certified adversarial robustness via randomized smoothing. arXiv preprint arXiv:1902.02918, 2019.

Xuanqing Liu, Minhao Cheng, Huan Zhang, and Cho-Jui Hsieh. Towards robust neural networks via random self-ensemble. In Proceedings of the European Conference on Computer Vision (ECCV), pages 369–385, 2018.