One-loop corrections to neutralino-stop coannihilation revisited
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We discuss the $\mathcal{O}(\alpha_s)$ supersymmetric QCD corrections to neutralino-stop coannihilation into a top quark and a gluon in the Minimal Supersymmetric Standard Model (MSSM). This particular channel can be numerically important in wide ranges of the MSSM parameter space with rather light stops. We discuss technical details such as the renormalization scheme and the phase-space slicing method with two cutoffs. We also comment on improvements with respect to earlier works on the given process. Further, we study for the first time the phenomenologically very interesting interplay of neutralino-stop coannihilation with neutralino-pair annihilation into quark pairs taking the full next-to-leading order SUSY-QCD corrections into account. We demonstrate that the numerical impact of these corrections on the total (co)annihilation cross section and finally on the theoretically predicted neutralino relic density is significant.
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I. INTRODUCTION

While there is striking evidence for the existence of cold dark matter (CDM) in our Universe today, its exact nature remains one of the most important open questions of modern physics. Recent measurements of the cosmic microwave background (CMB) from the Planck satellite, combined with results from WMAP polarization data, have allowed to determine the dark matter relic density $\Omega_{\text{CDM}}h^2$ of the Universe to precisely [1, 2]

$$\Omega_{\text{CDM}}h^2 = 0.1199 \pm 0.0027.$$  (1.1)

Beyond the Standard Model, a common assumption is that cold dark matter invokes a new particle, which is stable due to some $Z_2$ symmetry. The relic density can then be predicted based on cosmology and particle physics. Denoting the dark matter candidate by \( \chi \), the theoretical value of its relic density \( \Omega_{\chi}h^2 \) is given by

$$\Omega_{\chi}h^2 = \frac{m_{\chi}n_{\chi}}{\rho_{\text{crit}}},$$  (1.2)

where \( h \) is the Hubble constant, \( m_{\chi} \) is the mass of the dark matter particle, and \( \rho_{\text{crit}} \) is the critical density of the Universe. Moreover, \( n_{\chi} \) denotes today’s number density of the dark matter particle in the Universe. This number can be obtained by solving the Boltzmann equation,

$$\frac{dn_{\chi}}{dt} = -3Hn_{\chi} - \langle \sigma_{\text{ann}}v \rangle \left[n_{\chi}^2 - \left(n_{\chi}^{\text{eq}}\right)^2 \right],$$  (1.3)

which describes the time evolution of the number density of a thermal relic in the Universe. The term proportional to the Hubble parameter \( H \) describes the dilution due to the expansion of the Universe, while the second term on the right-hand side corresponds to (co)annihilation of the relic particle into Standard Model particles. It contains the (co)annihilation cross section \( \langle \sigma_{\text{ann}}v \rangle \)

$$\langle \sigma_{\text{ann}}v \rangle = \sum_{i,j} \langle \sigma_{ij}v \rangle \frac{n_{\chi}^{eq}}{n_{\chi}^{eq}} \frac{n_{\chi}^{eq}}{n_{\chi}^{eq}},$$  (1.4)

where the sum runs over all \( Z_2 \)-odd particles of the theory. In this manner, Eq. (1.4) accounts for pair-annihilation of the dark matter particle as well as for coannihilation processes [3] with other \( Z_2 \)-odd particles. The equilibrium number densities appearing in Eqs. (1.3) and (1.4) are related to the mass of the corresponding particle as well as to the temperature \( T \) through \( n_{\chi}^{eq} \approx \exp\left\{ -m_{\chi}/T \right\} \). As a consequence, the ratios of the number densities appearing in Eq. (1.4) are given by

$$\frac{n_{\chi}^{eq}}{n_{\chi}^{eq}} \approx \exp\left\{ -m_{\chi}/T \right\}.$$  (1.5)

This shows that coannihilation processes are relevant in scenarios where another particle is almost degenerate in mass with the dark matter particle.

In the present paper, we focus on the case of the Minimal Supersymmetric Standard Model (MSSM), in which the lightest neutralino is the most popular candidate for cold dark matter. The neutralino is a mixture of the bino \( b \), the wino \( W \), and the higgsinos \( H_1 \) and \( H_2 \),

$$\tilde{\chi}^0_1 = Z_{1B} \tilde{B} + Z_{1W} \tilde{W} + Z_{1H_1} \tilde{H}_1 + Z_{1H_2} \tilde{H}_2.$$  (1.6)

In case of a light stop, its coannihilation processes can be numerically dominant in the calculation of the cross section [4, 5].

The parameters of the Boltzmann equation are affected by theoretical uncertainties, which have to be reduced in
order to meet the experimental precision of Eq. (1.1). On the cosmology side, e.g., variations in the Hubble expansion rate or altered assumptions on the underlying cosmological model give rise to uncertainties in the relic density prediction [11]. On the particle physics side, the main uncertainty resides in the calculation of the (co)annihilation cross sections $\sigma_{ij}$ appearing in Eq. (1.4). In publicly available tools such as micrOMEGAs 12 or DarkSUSY 15, these cross sections are evaluated only at the tree level taking into account effective quark masses and running couplings for certain cases. However, it is well known, that higher-order corrections can have a sizable impact on such cross sections and thus on the theory prediction of the relic density.

This has been explicitly shown for different annihilation channels and scenarios with the common conclusion that the impact of the higher-order corrections on the relic density can be numerically more important than the current experimental uncertainty of Eq. (1.1). Previous studies include neutralino pair-annihilation into quark-antiquark pairs [14–17] and electroweak final states [18–23] as well as coannihilations of the lighter neutralinos and charginos [17]. Neutralino-stop coannihilation with Higgs or electroweak vector bosons in the final state has also been studied at the one-loop level [24].

It is the aim of the present paper to extend and to combine the already existing analyses. With respect to our previous paper [24], we now also include the neutralino-stop coannihilation with a gluon and a top quark in the final state. This final state was already considered in the analysis of Ref. [25], although no further details were given concerning the corresponding calculation. Moreover, Ref. [25] focused on a rather special case of a bino-like neutralino, which coannihilates exclusively with a right-handed stop according to $\tilde{B}t_R \rightarrow tg$ and $\tilde{B}t_R \rightarrow bW^+$.

Our analysis extends Ref. [25] in several important aspects. First, we discuss in detail the treatment of the arising ultraviolet (UV) and infrared (IR) divergences in the process with a gluon in the final state, e.g., non-trivial issues like the renormalization of the strong coupling constant $\alpha_s$ as well as the phase-space slicing method, which is applied in order to cancel the infrared divergences and to properly evaluate the real emission cross sections. Moreover, our analysis is general and remains valid when the neutralino has sizable admixtures of wino and higgsinos altering its couplings and annihilation channels. Also, the lightest stop is likely to be a mixture of the left- and right-handed superpartners of the top quark, and a large mixing in the stop sector [26, 27] is often required for a Higgs mass of about 125 GeV [28, 29]. Moreover, all corresponding final states with electroweak vector bosons have been taken into account.

Furthermore, we study for the first time the phenomenologically very realistic and interesting interplay of neutralino pair annihilation into quark pairs [13] and neutralino-stop coannihilation processes. Apart from the newly added stop-neutralino coannihilation into a gluon and a top quark, we include the coannihilation into a top quark and a Higgs boson which becomes significant if one attempts to achieve a Higgs mass of around 125 GeV by a large trilinear coupling in the stop sector as shown in Ref. [24].

Our paper is organized as follows: In Sec. II we present our calculation and discuss technical details such as the renormalization scheme and the infrared treatment. Numerical results for the annihilation cross section and the neutralino relic density are shown in Sec. III which includes also a phenomenological discussion of the results. Finally, conclusions are given in Sec. IV.

\section{II. TECHNICAL DETAILS}

The analysis presented in this paper involves a calculation of the coannihilation cross section at next-to-leading order in the strong coupling constant. In order to provide predictions for the relic density up to the next-to-leading order, one has to consistently calculate all relevant processes up to that same order. In our case, we consider the pair-annihilation of neutralinos into heavy quarks and coannihilation of the lightest neutralino and scalar top quarks into a quark and an electroweak gauge boson, a Higgs boson, or a gluon.

Most of these processes have been separately analyzed in our previous work [17, 24]. Here, we combine them for the first time within a single analysis and further add a new and important coannihilation process, namely the process with a gluon in the final state. Next-to-leading order corrections to these processes involve one-loop diagrams, which are ultraviolet and infrared divergent. The UV divergences are cancelled by renormalization, while the IR divergences vanish when including $2 \rightarrow 3$ processes with an additional parton in the final state.

In the following, we discuss additions which have to be made to the renormalization scheme and to the treatment of IR divergences in order to treat the coannihilation processes with a gluon in the final state (see Fig. 1). The necessary one-loop diagrams and $2 \rightarrow 3$ processes for a gluon in the final state are depicted in Figs. 2–4. All diagrams have been calculated by using the publicly available tools FeynArts [30], FeynCalc [31] and Form [32]. In order to regularize the occurring UV divergences, we calculate in $D = 4 - 2\epsilon$ dimensions and use the dimensional reduction (DR) scheme, which preserves
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\caption{Leading-order Feynman diagrams for neutralino-squark coannihilation into a quark and a gluon.}
\end{figure}
supersymmetry in contrast to the conventional minimal subtraction scheme (\text{MS}). The whole calculation is performed in the ’t Hooft-Feynman gauge, which means we have included also external Faddeev-Popov ghosts.

In comparison to our previous calculation in Ref. [24], the coannihilation process $\chi_1^0 \ell_1 \rightarrow t g$ involves diagrams with a more complicated gauge structure. As a result several different color factors appear. Therefore, in every contribution, virtual or real, we identify the gauge invariant color classes and treat each color class independently.

The color class proportional to the Casimir operator eigenvalue $C_F$ is similar to our previous calculation, where instead of the gluon, we had a color singlet electroweak boson in the final state. All ultraviolet and infrared divergences in that case can be treated analogously as in Ref. [24].

The additional complications come from the contributions proportional to the other Casimir operator eigenvalue $C_A$. This class of diagrams includes diagrams with a triple-gluon coupling which introduce collinear infrared divergences in addition to the infrared soft and ultraviolet divergences. This causes a much more intricate divergence structure and requires a dedicated treatment, especially of the infrared divergences.

There is yet another small invariant class of diagrams which is proportional to the $SU(3)$ invariant $T_f$ and is connected to a closed fermion loop. If the fermion happens to be a light quark, these contributions are also infrared divergent.

## A. Renormalization

Ultraviolet divergences that arise when calculating loop diagrams can be removed by a suitable redefinition of parameters and fields. In Ref. [24], we have proposed a renormalization scheme suitable for all relevant annihilation and coannihilation processes. To circumvent known issues of previous on-shell and \text{MS} renormalization schemes, we have put forward a mixed scheme where some input parameters are defined on-shell ($m_t$, $m_{\ell_1}$, $m_{\tilde{b}_1}$, $m_{\tilde{b}_2}$) and others are defined in the \text{DR} renormalization scheme ($m_b$, $A_t$, $A_b$). The renormalization and factorization scales are set to 1 TeV, which corresponds to the scale at which the \text{DR}-input values are given [23]. In our last paper [17], we have improved on the treatment of heavy quark masses and their Yukawa couplings.

Here, we will focus on the renormalization of the strong coupling constant $\alpha_s$ and of the gluon field, which are necessary ingredients to render finite the one-loop cross section of the newly added coannihilation process with a gluon in the final state.

### 1. Gluon wave-function renormalization

Having an external gluon requires the renormalization of the gluon field. We renormalize the gluon field by rescaling it using a wave-function renormalization constant $Z_g$,

$$A^\mu \rightarrow \sqrt{Z_g} A^\mu = \left[ 1 + \frac{1}{2} \delta Z_g \right] A^\mu. \quad (2.1)$$

The wave-function renormalization constant $Z_g$ is connected to the general two-point Green’s function of a vector field which can be parametrized as

$$\Pi^{\mu\nu}(k^2) = \left[ g^{\mu\nu} - \frac{k^\mu k^\nu}{k^2} \right] \Pi^T(k^2) + \frac{k^\mu k^\nu}{k^2} \Pi^L(k^2), \quad (2.2)$$

where $\Pi^T$ and $\Pi^L$ are the transverse and longitudinal form factors which receive contributions from all diagrams in Fig. 3. By requiring that the gluon propagator has a unit residue even at the one-loop level, we obtain the following expression for the renormalization constant:

$$\delta Z_g = -\text{Re} \left\{ \frac{\partial \Pi^T(k^2)}{\partial k^2} \right\}_{k^2=0}, \quad (2.3)$$

This renormalization constant is both ultraviolet and infrared divergent. The ultraviolet divergence of the constant can be written as

$$\delta Z_g^{\text{UV}} = \frac{\alpha_s}{4\pi} \frac{1}{\varepsilon} \left[ C_A - 2 T_f n_q \right], \quad (2.4)$$

where the ultraviolet divergence manifests itself as a pole $\frac{1}{\varepsilon}$, $n_q$ indicates the number of all quarks, and the constants $C_A$ and $T_f$ are the conventional $SU(3)$ invariants

$$C_A = N_C = 3, \quad T_f = \frac{1}{2}. \quad (2.5)$$

The infrared divergence of the gluon wave-function renormalization constant is caused by an exchange of a massless gluon in the one-loop diagrams contributing to the Green’s function and also by a collinear radiation of a massless particle (gluon, Faddeev-Popov ghost, or a massless quark) from another massless particle. The infrared divergent part of the gluon wave-function renormalization constant is

$$\delta Z_g^{\text{IR}} = \frac{\alpha_s}{4\pi} \frac{1}{\varepsilon} \left[ -\frac{5}{3} C_A + \frac{4}{3} T_f n_{q'} \right]. \quad (2.6)$$

where $n_{q'}$ is the number of effectively massless quarks.

### 2. Renormalization of $\alpha_s$

In order to specify the renormalization of any parameter, one needs to give its definition which is unavoidably tied to its input value and the corresponding counterterm resulting from the definition. Throughout our calculation, we use the strong coupling constant defined in the \text{DR}-scheme in the MSSM. Its value in this scheme is scale dependent and has to be obtained from the conventional value extracted from experimental data which is defined in the \text{MS}-scheme in the Standard Model and extracted at the scale $Q = m_Z$ of the mass of the $Z$-boson. The procedure to obtain the desired value of $\alpha_s$ can be sketched as follows:

$$A^\mu \rightarrow \sqrt{Z_g} A^\mu = \left[ 1 + \frac{1}{2} \delta Z_g \right] A^\mu. \quad (2.1)$$
There are several steps in the transformation which can be performed in different order: We have to change the scale of the coupling constant, transform the coupling from the $\overline{\text{MS}}$-scheme to the $\text{DR}$-scheme and add effects of heavy particles such as the top quark and all colored supersymmetric particles (for a discussion of different approaches see [34]). We chose the following sequence of transformations:

In the first step, we use the well-known scale dependence of the strong coupling constant in the Standard Model in the $\overline{\text{MS}}$-scheme which at N$^\text{m}$LO is given by

$$\frac{\text{d} a_s}{\text{d} \log \mu_r^2} = \beta_{\text{N}^\text{m}\text{LO}}(a_s) = - \sum_{k=0}^{m} a_s^{k+2} \beta_k , \quad (2.8)$$

with the shorthand notation $a_s \equiv \alpha_s^{\overline{\text{MS}}, n_f=5}/4\pi$. The renormalization scale is denoted by $\mu_r$, and $n_f$ stands for the number of effectively massless quark flavors, which is set to $n_f = 5$ in our case.

After we have shifted the scale using three-loop renormalization group equations from $Q^2 = m_Z^2$ to the final scale $Q^2_{\text{fin}} = 1 \text{ TeV}^2$, all remaining steps of Eq. (2.7) are performed at this scale.

The next step is rather more involved, as it requires a consistent definition of $\alpha_s$ in the dimensional reduction scheme within QCD without supersymmetry. The two-loop relation between the two definitions of the strong

We use the expansion coefficients $\beta_k$ of the $\beta$-function of QCD at $k = 3$, i.e., at N$^3$LO [33]

$$\begin{align*}
\beta_0 &= 11 - 2/3 n_f , \\
\beta_1 &= 102 - 38/3 n_f , \\
\beta_2 &= 2857/2 - 5033/18 n_f + 325/54 n_f^2 , \\
\beta_3 &= 29243.0 - 6946.30 n_f + 405.089 n_f^2 + 1093/729 n_f^3 .
\end{align*} \quad (2.9)$$

FIG. 2. Quark and squark self-energies at the one-loop level contributing through the propagators in the $s$- and $t$-channel, respectively.

FIG. 3. Gluon self-energies at the one-loop level leading to the gluon wave-function renormalization constant $\delta Z_g$, which enters the counterterm of the strong coupling constant as well as directly the counterterms to the quark-quark-gluon and squark-squark-gluon coupling.
The coupling constant can be written as \[ \alpha_s = \alpha_s^{\text{MS}} \left[ 1 + \frac{\alpha_s^{\text{MS}} C_A}{\pi} \left( \frac{11}{12} C_A - \frac{1}{8} C_F n_f \right) \right], \] where it is understood that both coupling constants are evaluated at the same scale, in the Standard Model and with \( n_f = 5 \).

The last step is to obtain a coupling constant in the MSSM, taking into account the existence of heavier supersymmetric particles which alter the scale dependence. The effects of the heavy top quark are also taken into account in this step in parallel with all other particles.
so that we obtain $\alpha_s^{\text{full}} \equiv \alpha_s^{\text{full}}$. The relation between the final strong coupling and the Standard Model one can be cast into the form

$$\alpha_s^{\text{full}} = \alpha_s^{\text{DR}} \left[ 1 - \frac{\alpha_s^{\text{DR}}}{\pi} \zeta_1 + \left( \frac{\alpha_s^{\text{DR}}}{\pi} \right)^2 (2 \zeta_1^2 - \zeta_2) \right],$$  

(2.11)

where the first-order decoupling coefficient $\zeta_1$ is given by

$$\zeta_1 = \frac{1}{6} \log \frac{Q_{\text{fin}}^2}{m_t^2} - \frac{1}{24} \sum_{q=1,2} \log \frac{Q_{\text{fin}}^2}{m_q^2} - \frac{1}{2} \log \frac{Q_{\text{fin}}^2}{m_\eta^2}. \tag{2.12}$$

The explicit result for the second-order decoupling coefficient is too long to be shown here in its entirety. For all the details and the results for some special cases, we refer the reader to Ref. [37].

After we have established the value of the strong coupling constant, the corresponding counterterm remains to be specified. The counterterm of $\alpha_s$ in the MSSM in the $\overline{\text{DR}}$-scheme is

$$\delta \alpha_s = \frac{\alpha_s}{8\pi} \Delta \left[ n_q - 3C_A \right].$$  

(2.13)

where $\Delta = \frac{1}{2} - \gamma_E + \log 4\pi$.

With the treatment described above, a UV-finite calculation is achieved, which has been validated by various consistency checks.

B. Phase-space slicing

The infrared (IR) divergences occurring in the virtual corrections are cancelled by including the real emission processes

$$\tilde{\chi}_i^0(p_1) + \tilde{t}_i(p_2) \rightarrow t(p_3) + g(p_4) + g(k)$$  

(2.14)

and

$$\tilde{\chi}_i^0(p_1) + \tilde{t}_i(p_2) \rightarrow t(p_3) + q(p_4) + \bar{q}(k).$$  

(2.15)

The corresponding diagrams are depicted in Fig. 4. Whereas the infrared divergences of the virtual part can be explicitly isolated in $D = 4 - 2\varepsilon$ dimensions, those in the real part result from the integration over the gluon phase space.
As mentioned earlier, the non-trivial color structure is essential to the structure of infrared divergences. The diagrams proportional to $C_F$ lead only to soft divergences, where one cutoff is sufficient. The diagrams with the color factor $C_A$, on the other hand, give rise to both the soft and the collinear divergences, and a two-cutoff treatment is necessary. The last class of diagrams is the one proportional to $T_f$, which is only collinear divergent. The decomposition in the different color classes simplifies the analytical and numerical cross-check of expected cancellations. In the following, we address each class separately.

1. Soft limit

In the soft limit the eikonal approximation allows to factorize the squared amplitudes of the diagrams containing the infrared divergence according to

$$|\mathcal{M}|_S^2 = |\mathcal{M}_0|^2$$

$$\times \left\{ (-g_s^2 C_F) \left[ \frac{p_2^2}{(p_2,k)^2} + \frac{p_3^2}{(p_3,k)^2} - \frac{2p_2.p_3}{(p_2,k)(k.p_3)} \right] + \frac{(-g_s^2 C_A)}{2} \left[ \frac{2p_2.p_4}{(p_2,k)(p_1,k)} + \frac{2p_3.p_4}{(p_3,k)(p_1,k)} \right] \right\},$$

with $g_s$ being the strong coupling constant and $C_A = 3$ together with $C_F = 4/3$ the color factors. $|\mathcal{M}_0|^2$ is the factorized $2 \rightarrow 2$ tree-level squared matrix element. We will treat the two different color classes separately as the first proportional to $C_F$ contains only soft infrared divergences and leads to single poles in $\varepsilon$ and the second class proportional to $C_A$ combines both soft and collinear divergences. In this case, the combination of infrared divergences manifests itself through the appearance of double poles in $\varepsilon$. This difference between the two color classes requires a different treatment of the phase-space integration.

In the case of pure soft divergent amplitudes the cross-section contribution of each term of Eq. (2.18) can be written in the generic form

$$\frac{d\sigma}{d\Omega} = \frac{d\sigma}{d\Omega}_0 \times \left( g_s^2 \mu^{4-D} \right) \frac{C_F}{8\pi^3} \frac{1}{d^{D-1}k} \frac{1}{(2\pi)^{D-4}} \frac{1}{2\omega (a.k)(k.b)}$$

where the integration over the $D$-dimensional momentum $k$ of the radiated particle is performed over energies up to the soft cutoff $\delta_s$. Further, $\mu$ stands for the chosen renormalization scale and $d\Omega_2$ denotes the two-body phase space of the tree-level final-state partons with momenta $p_3$ and $p_4$.

In order to isolate the soft infrared divergence, we reduce the phase-space element and split off the angular part $d\Omega_{D-2}$ which does not contain any divergence in...
TABLE I. Overview over all squared matrix elements corresponding to diagrams in Fig. 3 together with the classification of their divergent behavior (convergent, soft, soft-collinear, hard-collinear) and the corresponding cuts imposed on the integration to avoid the divergences. In the last column the corresponding squared amplitudes are listed indicating if the diagrams squared correspond to the S-channel or the T-channel and indicating also the particle which radiates the gluon in each of the diagrams: \(i = \text{initial state squark}, \ p = \text{propagator}, \ f = \text{final state quark}, \ g = \text{gluon}, \ v = \text{vertex}; \) or in case of the radiated particle not being a gluon, the particle which is radiated off: \(\eta = \text{ghost} \) and \(q = \text{light quark.}\)

| Condition for pure hard 2 \(\rightarrow\) 3 processes | Squared amplitudes |
|-------------------------------------------------------|---------------------|
| Convergent \(x_2 > 2\delta_2/\sqrt{s}\) and \(x_3 > 2\delta_3/\sqrt{s}\) | SiTv, SpTv, SiTv, SgTv |
| SiTv, SiSp, SiSp, SpSp, SpSp, SfSf, SfSf | TtTv, TtTv, TtTv, TtTv, TtTv, TtTv |
| Soft \(x_1 < 1 + \mu_1^2 - \delta_1/\sqrt{s}\) and \(x_2 > 2\delta_2/\sqrt{s}\) and \(x_3 > 2\delta_3/\sqrt{s}\) | SiSg, SpSg, SfSg |
| SiSg, SpSg, SfSg, TtSg, PtSg, TtSg, SgSg, TtSg, PtSg, TtSg | TtSg, PtSg, TtSg |
| Soft-collinear \(x_1 < 1 + \mu_1^2 - \delta_1/\sqrt{s}\) and \(x_2 > 2\delta_2/\sqrt{s}\) and \(x_3 > 2\delta_3/\sqrt{s}\) | SgSg, SfSg, SfSg |
| SgSg, SfSg, SfSg, TtSg, PtSg, TtSg, SgSg, TtSg, PtSg, TtSg | TtSg, PtSg, TtSg |
| Hard-collinear \(x_1 < 1 + \mu_1^2 - \delta_1/\sqrt{s}\) | TtSg, TtSg, TtSg |

The detailed expressions for the energies \(E_{2,3,4}\), as well as for \(\beta_{1,2}\) can be found in App. A.2. For each of the this case

\[
\int \frac{d^{D-1}k}{(2\pi)^{D-1}2\omega} = \int \frac{d\vec{k}}{2\pi^D} \int d\Omega_{D-2}. \tag{2.20}
\]

Taking into account the \(k^2\) in the denominator which arises from calculating the two scalar products in the denominator of Eq. (2.19), the single pole can be isolated as

\[
\int_0^{\delta_2} dk \ k^{D-5} = \frac{\delta_2^{(D-4)} - \frac{\delta_1^{(D-4)}}{2\varepsilon}}{D-4}. \tag{2.21}
\]

When performing the integration over the remaining phase space, two different cases can occur: Both momenta in the scalar products of Eq. (2.18) are equal \((I_{1,2})\) or different \((I_{1,2})\). The corresponding integrals can be found in App. A.1.

The collinear divergences in the second and more complicated contribution to \(|\mathcal{M}|^2\) require additional care when integrating over the angular part of the \(D\)-dimensional momentum of the additional gluon. Therefore, the angular part of the integral is rewritten as [38]:

\[
\int \frac{d^{D-1}k}{(2\pi)^{D-1}2\omega} = \int \frac{dk \ k^{D-2}}{(2\pi)^{D-1}2k} \int d\theta_1 \sin^{D-3} \theta_1 d\theta_2 \sin^{D-4} \theta_2 d\Omega_{D-4}. \tag{2.22}
\]

The differential cross section for the second part of \(|\mathcal{M}|^2\) can be re-formulated

\[
\left(\frac{d\sigma}{d\Gamma_2}\right) = -\left(\frac{d\sigma}{d\Gamma_2}\right) \frac{g^2}{16\pi^3} \frac{\mu^{4-D}}{\Gamma(1-\varepsilon)} \frac{1}{s} \times \int_0^{\delta_2} d\vec{k} \ k^{D-5} \int_0^{\pi} d\theta_1 \sin^{D-3} \theta_1 \int_0^{\pi} d\theta_2 \sin^{D-4} \theta_2 \times \left[ -\frac{4(m_1^2 - t)}{x_{p_2k} x_{p_3k}} - \frac{2(s - m_2^2)}{x_{p_3k} x_{p_4k}} - \frac{2(s - m_2^2)}{x_{p_4k}} \right], \tag{2.23}
\]

where we use the abbreviations \(x_{p_2k}, x_{p_3k}\), and \(x_{p_4k}\) defined as follows:

\[
(p_2.k) = \frac{k}{2} \left( \frac{2E_2}{\sqrt{s}} + \beta_1 \cos \theta_1 \right) \equiv \frac{k}{2} x_{p_2k}, \tag{2.24}
\]

\[
(p_3.k) = \frac{k}{2} \left( \frac{2E_3}{\sqrt{s}} - \beta_2 \sin \theta \sin \theta_1 \cos \theta_2 - \beta_2 \cos \theta_1 \cos \theta_2 \right) \equiv \frac{k}{2} x_{p_3k}, \tag{2.25}
\]

\[
(p_4.k) = \frac{k}{2} \left( \frac{2E_4}{\sqrt{s}} + \beta_2 \sin \theta \sin \theta_1 \cos \theta_2 + \beta_2 \cos \theta_1 \cos \theta_2 \right) \equiv \frac{k}{2} x_{p_4k}, \tag{2.26}
\]
three terms of Eq. (2.23), the integration over \( \theta_1 \) and \( \theta_2 \)
can be cast in the following form
\[
I^{(l,m)}_\varepsilon = \int_0^\pi d\theta_1 \sin^{1-2\varepsilon} \theta_1 \int_0^\pi d\theta_2 \sin^{-2\varepsilon} \theta_2 \frac{(a + b \cos \theta_1)^{-1}}{(A + B \cos \theta_1 + C \sin \theta_1 \cos \theta_2)^m}.
\]

(2.27)

Similar to the purely soft case, the integration over the momentum in Eq. (2.22), results in a soft divergence. The additional collinear divergence comes in through the integrals \( I^{(l,m)}_\varepsilon \) which have been already studied for different cases of the occurring parameters in the literature, e.g. in Refs. [43, 44].

After rearranging the relevant parts of Eq. (2.18) in order to achieve integrals of the form of Eq. (2.27) and taking into account Eq. (2.21), we finally obtain the soft-collinear contribution
\[
\left( \frac{d \sigma}{d \Gamma_2} \right)_{0} = \left( \frac{d \sigma}{d \Gamma_2} \right)_{0} \frac{g^2 C_A \pi^\varepsilon}{16 \pi^3 s} \frac{(1 - 2\varepsilon)}{(2\varepsilon)} \frac{\mu^2}{\delta_z^2} \times [4(m_2^2 - t)I^{(l,1)}_\varepsilon(x_{p2k} x_{p4k}) + 2(s - m_3^2)I^{(l,1)}_\varepsilon(x_{p2k}) + 2(s - m_3^2)I^{(l,1)}_\varepsilon(x_{p4k})],
\]
where we identify the cases \( I^{(l,1)}_\varepsilon \) and \( I^{(l,1)}_\varepsilon \) of the general integral given in Eq. (2.27).

Whereas \( I^{(l,1)}_\varepsilon \) results in a finite contribution, \( I^{(l,1)}_\varepsilon \) gives rise to the collinear divergence. Combined with the soft divergence from the integration over the momentum, it leads to a double pole for the soft-collinear diagrams. Further details can be found in App. A.3.

Thus, we have isolated all occurring soft and soft-collinear divergences of the real emission diagrams and treated them according to their color structure. The contribution proportional to \( C_F \), given in Eq. (2.18), contains only single poles which are completely cancelled by the virtual counterpart without any other contribution. The contribution proportional to \( C_A \) in Eq. (2.18) leads to double and single poles and only the double poles are cancelled directly by adding virtual contributions. The single poles need to be combined with other single poles from the same color class in the hard-collinear limit and only their sum cancels with the poles of the corresponding virtual contributions.

### 2. Hard-collinear limit

In the following, we discuss the treatment of the collinear divergences in the hard-collinear part of the phase space. The parts of the amplitude which are not collinear divergent are not subject to the treatment described here in this section. Collinear divergences occur, when the momentum \( p_5 \) of the emitted massless particle becomes collinear to the momentum \( p_4 \) of the massless emitter particle. In the collinear limit, we can regard these two momenta as a single effective momentum \( p_{45} = p_4 + p_5 \). Further details on the definition of the momenta can be found in App. A.2.

Due to the factorization theorem [43, 46], the squared matrix element of the \( 2 \to 3 \) processes in the collinear limit can be described as the \( 2 \to 2 \) matrix element multiplied by an appropriate splitting kernel
\[
\sum \frac{|M_{1+2 \to 3+4+5}|^2}{|M_{1+2 \to 3+4}|^2} \approx \sum \frac{|M_{1+2 \to 3+4+5}|^2}{|M_{1+2 \to 3+4}|^2} P_{44}(z, \varepsilon) g^2 \mu^2 \frac{2}{s_{45}},
\]

(2.29)

where \( s_{45} = p_4 p_5 \) describes the collinearity and \( P_{44} \) the corresponding Altarelli-Parisi splitting kernels [44] as given in App. A.4. Thus, in the hard-collinear limit (\( E_{4,5} > \delta_s \) and \( 0 \leq s_{45} \leq \delta_c \)), the differential cross section can be written as
\[
\left( \frac{d \sigma}{d \Gamma_2} \right)_{0} = \left( \frac{d \sigma}{d \Gamma_2} \right)_{0} \frac{g^2(4\pi \mu^2)^\varepsilon}{8 \pi^4 \Gamma(1 - 2\varepsilon)} \times \int_0^{\delta_c} d\delta_{45} \int_0^{\delta_s} d\delta_{45} \frac{P_{44}(z, \varepsilon)}{(2(1 - z))^\varepsilon},
\]

(2.30)

where \( d\Gamma_2 \) denotes the two-body phase space of the particles with momenta \( p_3 \) and \( p_{45} \). Moreover, \( z \) describes the momentum fraction of particle with momentum \( p_4 \) to the quasi-particle \( p_{45} \). Further details on the definitions can be found in App. A.2 and we refer to Ref. [48] for all other details on the derivation.

The collinear divergence can be isolated thanks to the fact that the integral over the momentum fraction in Eq. (2.30) is independent of \( s_{45} \):
\[
\int_0^{\delta_c} d\delta_{45} = - \frac{1}{\varepsilon} \delta_c^{-\varepsilon}.
\]

(2.31)

The integration bounds of the integral over the momentum fraction \( z \) in Eq. (2.30) have to reflect the fact that the energies of the final state particles in the hard-collinear region are bound from below by the soft cutoff \( \delta_s \). Therefore, the amplitudes which correspond to the process \( \chi_1 t_1 \to t g g \) and are divergent also in the soft limit, have to be integrated by using the following integration bounds
\[
1 - \frac{1 - \delta_s}{1 - \frac{s_{12}}{s_{12}}} \lesssim z \leq 1 - \frac{1 - \delta_s}{1 - \frac{s_{12}}{s_{12}}} \beta
\]

(2.32)

with
\[
\beta = 1 - \frac{s_{12}}{s_{12}}.
\]

(2.33)

Note that in this part the momentum of the additional gluon is denoted by \( p_5 \) in contrast to \( k \) in the previous section.
Further details on the derivation can be found in App. A.

There is still a class of diagrams which was not yet mentioned. It is the one belonging to the processes $\tilde{t}_1^0 \to t q\bar{q}$ with light quarks in the final state. The squared matrix elements of this class contain the color factor $T_f$. These diagrams do not give rise to any soft divergences but are collinear divergent. The integration in this case is possible over the whole momentum fraction phase space $0 \leq z \leq 1$.

Performing all integrations, the differential cross section can be written as
\[ \left( \frac{d \sigma}{d \hat{t}_2} \right) = \left( \frac{d \sigma}{d \hat{t}_2} \right)_{0} \left[ \left( A_{0}^{g \to qg} + A_{0}^{g \to q\sigma} \right) + \left( \frac{1}{z} + \log 4 \pi - \gamma_E + \log \mu^2 \right) \left( A_{z}^{g \to gq} + A_{z}^{g \to q\sigma} \right) \right], \]
with the corresponding form factors given by
\[ A_{0}^{g \to qg} = \frac{n f}{3} \left[ \log \delta_c - \frac{5}{3} \right], \]
\[ A_{0}^{g \to q\sigma} = -\frac{n f}{3}, \]
\[ A_{0}^{g \to gg} = C_A \left( \frac{6 \gamma}{18} - \frac{\pi^2}{3} - \left( \log 2 \delta_s - \log \left( \sqrt{s} - m_h^2 \right) \right)^2 \right) - \log \delta_c \left( \frac{11}{6} + \log 4 \delta_s^2 - 2 \log \left( \sqrt{s} - m_h^2 \right) \right) + 2 \text{Li}_2 \left( \frac{\delta_s}{\sqrt{\delta_s}} \right), \]
\[ A_{z}^{g \to gg} = C_A \left[ \frac{11}{6} + \log 4 \delta_s^2 - 2 \log \left( \sqrt{s} - m_h^2 \right) \right]. \]

Further details on the derivation can be found in Ref. 38. A different definition of the soft cutoff $\delta_s$ in the previous section and the fact that we have considered a massive particle with momentum $p_3$ lead to a small difference in expressions when compared to Ref. 38. These differences have to be taken also into account in the $O(\delta_c/\delta_s)$ terms which we have also included in our analysis.

3. Cutoff independence

The phase-space slicing method allows for the cancelation of all occurring infrared divergences over the whole phase space. In the calculation of the full $2 \to 3$ process, this method introduces a dependence on the cutoffs $\delta_s$ and $\delta_c$.
\[ \sigma_{\text{full}}^{2\to3} = \sigma_S(\delta_s) + \sigma_{\text{HC}}(\delta_s, \delta_c) + \sigma_{\text{HC}}(\delta_s, \delta_c). \]
The final result, however, does not depend on these cutoffs if the splitting is performed properly. The cutoff independence is therefore a powerful numerical check, especially since the different contributions as classified in Tab. 4 can be investigated separately. An example of such a check is shown in Fig. 5.

First, we show two special subsets of matrix elements where the infrared divergence comes either only from the soft or only from the collinear region. It stands to reason that these subsets of matrix elements need only one cutoff for the phase-space slicing to isolate the divergence, either the soft cutoff $\delta_s$ or the collinear cutoff $\delta_c$.

For the process with a gluon in the final state, the upper-left plot of Fig. 5 shows the behavior of the purely soft contributions to the cross section. The relevant squared amplitudes are given in the second row of Tab. 4. They include gluon emission from the initial stop, the propagator top or stop, respectively, and the final state top. The graph shows the sum of the corresponding $2 \to 3$ processes and their soft gluon approximation. If the cutoff independence is fulfilled, the sum of both should stay constant when varying the soft cutoff parameter while being independent from the collinear cutoff altogether. In the upper-right subfigure of Fig. 5 a similar plot for the purely hard-collinear light quark emission is shown. Here the corresponding $2 \to 3$ processes and their collinear approximation are added up. As there are no soft-collinear contributions in this case, it can be studied independently from the soft cutoff. The collinear approximation is well valid up to roughly $\delta_c/s = 2 \cdot 10^{-3}$.

Generally, for too small values for the cutoffs problems can occur regarding the cutoff independence. In this case, the full $2 \to 3$ matrix element would be integrated already over a part of the phase space where the divergence resides, which renders the numerical integration unreliable. Similar problems would arise for too large cutoffs, where we reach a region where the soft (or collinear) limit does not hold any more and the approximation breaks down. Therefore, we have checked for cutoff independence in a limited interval, e.g., for the soft cutoff $\delta_s/\sqrt{s} \in (10^{-5}, 10^{-2})$ or the collinear cutoff $\delta_c/s \in (10^{-6}, 10^{-3})$. As can be seen in Fig. 5, the result is indeed independent of the cutoff over the given intervals.

As discussed in Sec. 1B2, the matrix elements which include the $g \to gg$ splitting are divergent both in the soft and in the collinear limit, which is clearly manifested by the appearance of double poles. As a consequence, the cutoff behavior can be studied only in dependence of both, the soft and collinear cutoff. This is shown in the lower plot of Fig. 5. Here, a broad plateau is visible, which demonstrates that also in the soft-collinear case the calculation is independent from both cutoffs over a large region of phase space. For our study we have chosen the cutoffs to be $\delta_s/\sqrt{s} = 3.0 \cdot 10^{-4}$ and $\delta_c/s = 3.0 \cdot 10^{-5}$. We have verified that the chosen value for the soft cutoff is also appropriate for the other possible coannihilation final states, e.g., for the $t\bar{t}b$ final state.
FIG. 8. Plots demonstrating the cutoff independence of our NLO calculation for the case of a final state with a top quark and a gluon. Upper left: Purely soft IR-convergent contribution arising from gluon emission off quarks and squarks. Upper right: Purely collinear IR-convergent contribution arising from light quark emission. Bottom: Soft-collinear IR-convergent contribution arising from gluon emission off a gluon.

| $\tan \beta$ | $\mu$ | $m_A$ | $M_1$ | $M_2$ | $M_3$ | $M_{q_1,2}$ | $M_{q_3}$ | $M_h$ | $M_\tilde{t}$ | $T_1$ |
|---|---|---|---|---|---|---|---|---|---|---|
| 5.8 | 2925.8 | 948.8 | 335.0 | 1954.1 | 1945.6 | 3215.1 | 1578.0 | 609.2 | 326 | 3.9 |

TABLE II. Parameters in the pMSSM defining the example scenario in the pMSSM. All quantities except $\tan \beta$ are given in GeV.

| $m_{\tilde{\chi}_1^0}$ | $m_{\tilde{t}_1}$ | $m_{h^0}$ | $\Omega_{\tilde{\chi}_1^0}h^2$ | $\text{BR}(b \rightarrow s\gamma)$ |
|---|---|---|---|---|
| 338.3 GeV | 375.6 GeV | 122.0 GeV | 0.1136 | $3.25 \cdot 10^{-4}$ |

TABLE III. Physical neutralino, stop, and Higgs masses as well as neutralino relic density and the inclusive branching ratio of the decay $b \rightarrow s\gamma$.

III. RESULTS AND DISCUSSION

In the following, we discuss the impact of the radiative corrections on the (co)annihilation cross section and the neutralino relic density on the basis of an example scenario as defined in Tab. II. For the sake of generality, we have chosen to work in the phenomenological MSSM (pMSSM) with eleven free parameters. In this setup, the Higgs sector is parametrized by the ratio of the vacuum expectation values of the two Higgs doublets, $\tan \beta$, the off-diagonal Higgsino mass parameter $\mu$, and the pole mass of the pseudoscalar Higgs boson, $m_A$. The bino,
wino, and gluino mass parameters $M_1$, $M_2$, and $M_3$ are chosen to be independent, which allows the most general situation at the level of the decomposition of the neutralino dark matter candidate. The masses of left- and right-handed squarks of the first and second generation are parametrised by a common mass parameter $M_{\tilde{q}_{1,2}}^2$. For the third generation of up-type squarks, we have two parameters $M_{\tilde{q}_{3}}^2$, corresponding to left-handed stops and sbottoms as well as right-handed sbottoms, and $M_{\tilde{t}_{3}}^2$ for the right-handed stops. The trilinear coupling parameter for the stops is $T_t = A_t Y_t$, while the remaining trilinear couplings are set to zero. Finally, the slepton sector being less relevant in our study, we restrict our analysis to a common mass parameter $M_{\tilde{\ell}}^2$ for all left- and right-handed sleptons and neutrinos.

The corresponding mass spectrum is obtained using the public spectrum generator SPheno 3.2.3 \[48\]. We show the most relevant masses like the mass of the lightest neutralino, the lightest stop, and the light CP-even Higgs-boson in Tab. IV. The neutralino relic density given in Tab. III has been obtained by using the standard micrOMEGAs 2.4.1 calculation. Finally, the value of the inclusive branching ratio of the decay $b \rightarrow s\gamma$ as obtained by SPheno is also indicated in Tab. III.

### A. Phenomenology

Before studying in detail the impact of the loop corrections on the cross section and on the neutralino relic density, we want to discuss the phenomenology of the chosen scenario. In Fig. 9, we show the cosmologically favored region (see Eq. (1.1)) in the $M_1$–$M_{\tilde{\chi}}$ parameter plane together with the four leading contributions to the total (co)annihilation cross section $\sigma_{\text{ann}}$. The other remaining free parameters are set as indicated in Tab. III. The region in parameter space where the relic density is compatible with the measured value by the Planck satellite within one sigma, is denoted by an orange band.

The Planck preferred region in the case of our scenario follows an approximate straight line of constant mass difference between the lightest neutralino and the lightest scalar top quark. Comparing the plots in Fig. 9 we see that the preferred region runs through areas where different (co)annihilation processes dominate.

For larger values of both $M_1$ and $M_{\tilde{\chi}}$, the coannihilation into a final state with a vector boson dominates. Out of all possible vector bosons, the gluon gives the largest contribution because of the strong interaction of the gluon with the top quark. This contribution can be as large as 30%, whereas the other vector contributions together are typically only half as important – up to 10-20%.

In the opposite corner of the preferred region, where the importance of the final state with a vector boson diminishes, the neutralino and the scalar top quark coannihilate predominantly into a Higgs boson and a quark (see the lower-right plot in Fig. 9). This process was analyzed in Ref. \[24\], where it was shown that the importance of this process is connected to the large trilinear coupling in the $t$-channel exchange diagram. Our scenario features such a large trilinear coupling as a means to satisfy the Higgs mass constraint. Therefore, it is to be expected that this channel becomes very important for smaller values of $M_{\tilde{\chi}}$, which enhances the contribution of the $t$-channel diagram in this process. The contribution of this class of processes to the relic density can be as high as 40%.

The last important contribution is the neutralino annihilation into a top anti-top pair (see the upper-left plot in Fig. 9). This contribution lies predominantly above the preferred region and it is more important for lighter stop masses as the driving matrix element is the scalar top quark exchange in the $t$-channel.

The parameter point of Tab. III is chosen within the plane of Fig. 9. It features a neutralino relic density of $\Omega_{\tilde{\chi}^0} h^2 = 0.1136$ and a Higgs mass of $m_h = 122.0$ GeV, which both lie within theoretical and experimental uncertainties. The mass difference between the lightest stop and the lightest neutralino is 37.3 GeV, which favors their coannihilation. The corresponding relative contributions to the total neutralino annihilation cross section of Eq. (1.4) of the dominant processes are listed in Tab. IV. With the neutralino annihilation and neutralino-stop coannihilation processes summing up to 76%, we are able to correct a large fraction of the total coannihilation cross section.

### B. Coannihilation cross section

In the following, we study the impact of the one-loop corrections on the cross section of the different (co)annihilation sub-channels. In Fig. 10, we show the cross section of the four dominant (co)annihilation channels as a function of the centre-of-mass momentum $p_{cm}$. For each channel we show our tree-level (black dashed line), the full one-loop (blue solid line), and the micrOMEGAs (orange solid line) cross section. The grey shaded area depicts the thermal velocity distribution in arbitrary units in order to demonstrate in which region of $p_{cm}$ the cross section contributes to the neutralino relic density. Furthermore, in the lower part, we show the

| Channel | Cross Section |
|---------|---------------|
| $\tilde{\chi}_1^0 \rightarrow t g$ | 23% |
| $\tilde{\chi}_1^0 \rightarrow t h^0$ | 23% |
| $\tilde{\chi}_1^0 \rightarrow t Z^0$ | 5% |
| $\tilde{\chi}_1^0 \rightarrow b W^\pm$ | 10% |
| $\tilde{\chi}_1^0 \rightarrow t f$ | 15% |
| $\sum_{\text{corr}}$ | 76% |

TABLE IV. Dominant (co)annihilation channels contributing to $\Omega_{\tilde{\chi}^0} h^2$ for the example scenario of Tab. III.
FIG. 9. Two-dimensional scan in $M_1$ and $M_{3q}$ showing the relative contribution of different processes to the total (co)annihilation cross section $\sigma_{\text{ann}}$. The orange band indicates the region of parameter space which is (at 1σ confidence level) favored by the Planck measurement corresponding to Eq. (1.1). Corresponding relative shifts of the differently calculated cross sections (second item in the legend).

The upper-left plot shows the cross section for neutralino annihilation into tops. The sharp peak around $p_{\text{cm}} \approx 330$ GeV corresponds to the resonances of the heavier $CP$-even and pseudoscalar Higgs bosons.

A difference between our and the micrOMEGAs cross section at tree level can be observed. However, differences even at tree level are a general and expected feature. The first general difference is the different definition of masses and mixing matrices due to our chosen renormalization scheme. Another difference is that micrOMEGAs provides a tree level with effective couplings. Especially, the treatment of the top quark mass gives rise to large differences. Whereas in our calculation we use the on-shell mass for the top with $m_{t_{\text{OS}}} = 172.3$ GeV, in micrOMEGAs the DR-mass with $m_{t_{\text{DR}}} = 161.6$ GeV is taken into account. This can lead to large differences in particular in diagrams containing Yukawa couplings. In case of neutralino pair-annihilation this kind of different technical treatment causes only a relatively small difference of around 10%. If we consider further the effect of our one-loop calculation, a large shift of around 35% with respect to the default micrOMEGAs result is obtained.

In the upper-right plot, a similar plot for neutralino-stop coannihilation into a top and the lightest Higgs boson is shown. In this case, the relative difference between both tree-level calculations is roughly 35%. This is again triggered by the difference of the definition of the top mass which has a huge impact due to the Yukawa couplings in the $s$- and $t$-channel diagrams. With the $t$-channel being enhanced due to a large trilinear coupling, the effect is even larger. This leads also to a huge shift between the one-loop corrected result with respect to micrOMEGAs of around 43%. However, we can observe that our NLO calculation with respect to our own tree-level calculation differs only by less than 10%, which confirms perturbativity.

In the case of an electroweak vector boson in the final state, the difference of the two tree-level calculations lies at around 15%. This is smaller than for the Higgs boson final state, as the Yukawa couplings are less im-
important. However, the effect is larger than for the neutralino pair annihilation, as the latter is more phase space suppressed and the s-channel dominated $W$ boson final state is more sensitive to the exact definition of the mixing angles. With the loop corrections being negative (in contrast to the channels discussed before) this, however, causes smaller loop corrections of about 10%.

However, the process with the gluon in the final state shows a completely different behavior. Here, our tree-level cross section with respect to the one of micrOMEGAs is lower by 9%. In this case, the main reason for the difference lies in the fact that for the gluon final state the renormalized $\alpha_s$ already enters at the tree level and thus causes a difference. After accounting for the next-to-leading order contribution, the SUSY-QCD corrections lead to a positive shift of roughly 40% over micrOMEGAs result. This is usual for such calculations and caused by the strong loop corrections containing $\alpha_s^2$.

Altogether, the one-loop corrections account for relative corrections of the range of 10% to 45% with respect to the cross sections used by micrOMEGAs. This shows the necessity to take into account these loop corrections and to further study their impact on the neutralino relic density.

### C. Neutralino relic density

For studying the impact of the next-to-leading order corrections on the neutralino relic density, we again have a look at the two-dimensional $M_1 – M_{\tilde{q}}$ plane in the vicinity of our example scenario. The left plot of Fig. 11 shows in green the total contribution of processes we have corrected. As before, we use orange to highlight the parameter space compatible up to one-sigma with the Planck measurement. On the right hand side a zoom-in of this parameter plane is shown. The region favored by the Planck result is again indicated in orange color. This region is based on the out-of-the-box micrOMEGAs calculation. In blue, we show our one-loop result. This calcu-
lation includes all SUSY-QCD corrections to neutralino annihilation into heavy quarks as well as to neutralino-stop coannihilation into all final states. We are able to correct up to 80% of the total (co)annihilation processes of which around 65% are coannihilation processes.

As discussed in Sec. [11] the one-loop-corrected cross sections of the various channels differ from the default micrOMEGAs cross section by up to 45%. This leads to a relative correction to the micrOMEGAs relic density of 17.5% (shown as black solid lines in Fig. [1]). This correction causes a clear shift of the Planck favored one-sigma band in the parameter space. The separation of the bands shows that the calculated loop corrections are important and have to be taken into account as their impact can be larger than the corresponding experimental uncertainty.

Finally, we want to study the interplay of different channels and their corresponding corrections in our chosen scenario. In Fig. [12] we study the relic density along a line in the $M_1-M_{\tilde{q}}$ plane. For each value of the bino mass parameter $M_1$, the corresponding value of the squark mass parameter $M_{\tilde{q}}$ is chosen such that the neutralino relic density obtained with micrOMEGAs meets exactly the central value of the limits in Eq. (1.1).

The left plot in Fig. [12] shows the relative contributions of all relevant channels on the top panel and the ratio of the stop and neutralino masses in the bottom panel. Investigating the mass ratio, we see that as we move towards larger values of $M_1$, the mass of the scalar top quark gets closer to the lightest neutralino and as expected the importance of the coannihilation process grows. We can identify three distinct regions in the $M_1$ parameter, each with a different composition of contributing channels. Below we will show how this composition influences the radiative corrections to the relic density. For that purpose, the right plot in Fig. [12] depicts the next-to-leading corrections along the same line in the $M_1-M_{\tilde{q}}$ plane broken down to different contributions.

For lower $M_1$ ($M_1 \sim 250$ GeV), the neutralino pair-annihilation into top quarks dominates and accounts for up to 55% of the total annihilation cross section. The second most important contribution in this region is the neutralino-stop coannihilation into a Higgs boson and a quark which can reach up to 30%. As shown in Fig. [16] both of these processes receive substantial next-to-leading order corrections. The neutralino pair-annihilation into top quarks is increased by about 35% and the coannihilation into a Higgs boson and a quark receives a 40% correction with respect to micrOMEGAs. As a consequence, the relic density is decreased by about 18%.

Going towards higher values of $M_1$, pair-annihilation becomes less important, and coannihilation processes with the lightest stop dominate. This is due to the fact that the stop mass is getting closer to the neutralino mass, as illustrated in the lower part of the left panel in Fig. [12]. Coannihilation dominates when the relative mass difference is lower than 15%. For medium values of $M_1 \sim 320$ GeV, three contributions, the neutralino pair-annihilation, the neutralino-stop coannihilation into a Higgs boson and a quark and the neutralino-stop coannihilation into a gluon and a quark, compete and each of them amount to about 20%. Although all three processes contribute almost the same, the radiative corrections to these processes are not the same at all. Out of the processes considered, the largest corrections come from the coannihilations with the strongly interacting gluon in the final state. Even though, the corrections to the processes are large, the total correction to the relic density is not as large as for small $M_1$ because we are correcting only 70% of the total annihilation cross section as compared to 85% in the case of lower values of $M_1$.

For large values of $M_1$ ($M_1 \sim 380$ GeV), the coannihilation into a quark and a vector boson takes over. Out of all vector boson final states, the gluon is enhanced the most due to the strong coupling constant. The next important channel is the coannihilation into $6W^+$ which is larger than the rest because the bottom quark is much lighter than the top quark. The neutralino pair-annihilation is largely suppressed and the coannihilation with $h^0$ in the final state is reduced as well, although it is still comparable with the coannihilation into $6W^+$. These facts are also reflected in the decomposition of the next-to-leading corrections to the relic density (shown on the right in Fig. [12]). Almost 90% of the correction stems from the gluon final state and the neutralino pair-annihilation hardly contributes to the loop correction. The remaining two processes are of almost equal importance with corrections of opposite signs, which means that their contribution to the total correction almost cancels and changes signs at about $M_1 \sim 360$ GeV as can be seen on the right in Fig. [12]. Although for large $M_1$ the fraction of processes we correct is not as large (only about 65%), the one-loop SUSY-QCD correction is still substantial (about 15%) owing to the large correction to the $tg$ final state.

In summary, the comparison between our one-loop result and the values obtained by micrOMEGAs, as shown in Figs. [11] and [12], demonstrates that with corrections to the theoretically predicted relic density of up to almost 25% the one-loop corrections can be significant and therefore necessary to take into account for a precise determination of the favored parameter space.

IV. CONCLUSIONS

In this paper, we have studied for the first time the combination of one-loop corrections to neutralino pair-annihilation and neutralino-stop coannihilation. We extended our previous work [24] by the coannihilation process with a gluon in the final state, which needs additional, dedicated treatment with respect to other neutralino-stop coannihilation processes. We have described in detail the performed $\alpha_s$ renormalization including the full 2-loop MSSM matching coefficients as
FIG. 11. Scan in the $M_1$–$M_{\tilde{q}_3}$ plane in the vicinity of our example scenario. On the left hand side we show in green the total contribution of corrected (co)annihilation processes. The favored region of parameter space by the one-sigma Planck results is depicted in orange. On the right hand side a zoom-in is shown. The blue band shows additionally the favored Planck one-sigma band taking into account the presented loop corrections.

FIG. 12. Relative contribution of the dominant (co)annihilation channels (left) and neutralino relic density (right) along a slope in the $M_1$–$M_{\tilde{q}_3}$ plane in the vicinity of our example scenario. The slope is chosen such that the neutralino relic density (orange solid line) obtained by the standard micrOMEGAs calculation exactly meets the central value of the limit given in Eq. (1.1). In the right panel we show the relic density obtained by micrOMEGAs (MO), by our tree-level calculation of the relevant processes, and by our one-loop calculation (NLO). We also indicate the relic density when taking into account one-loop corrections only for the $t\bar{t}$ final state, and only for $t\bar{t}$ and $tg$ final states. The upper and lower limits imposed by Eq. (1.1) are indicated by the grey area. We show in addition the ratio between the stop and the neutralino mass (lower left) and the relative correction to the neutralino relic density (lower right).

well as the derivation of the gluon wave-function renormalization constant. As in the case of a gluon in the final state, not only soft, but also collinear divergences appear, the one-cutoff phase-space slicing as used in Ref. [24] was extended by using phase-space slicing with two cutoffs. We have used the eikonal and the leading pole approximation in the soft and collinear limit, respectively, and have shown in detail how the poles can be extracted in this case. Further, we have demonstrated that this method renders the real emission finite without being cutoff dependent.

We have chosen a representative parameter point, where we have shown that a scenario with an admixture of neutralino pair-annihilation into quarks and coannihilation meets the today’s limits regarding the relic density constraint, the Higgs mass and low energy observables. Further, this kind of scenarios with a light stop being almost degenerate in mass with the neutralino LSP is
very attractive as they are not yet excluded by direct or monojet searches in this mass region.

We have discussed in detail the impact of our performed one-loop correction to the (co)annihilation cross sections for different final states. Corrections of up to 40 – 45% with respect to the default micrOMEGAs value have been observed, especially for the lightest Higgs and gluon final state. Combining all corrected channels, which make up roughly 80% of the total (co)annihilation cross section in our example scenario, a relative correction to the default micrOMEGAs relic density of almost 20% is achieved. This leads to a clear shift of the Planck one-sigma band in the parameter space. Thus, we could demonstrate that these corrections are non-negligible and therefore interesting to be taken into account.

All loop corrections are implemented in a computer package, called DM@NLO [47], which can be easily linked to micrOMEGAs in order to obtain a more precise theoretical prediction of the neutralino relic density.
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Appendix A: Details of the two-cutoff method

1. Soft integrals

The integrals for the purely soft divergent cases

$$I_{ab} = \int_{|k| \leq \delta} \frac{d^3k}{2\omega} \frac{2a.b}{(a.k)(k.b)}$$ (A1)

can be generically calculated. Denoting $\Delta = \frac{1}{2} - \gamma_E + \log 4\pi$, the result for the self-contracted case is

$$I_{ab} = 2\pi \left\{ \Delta + \log \frac{4\delta^2}{\mu^2} + \log \frac{a^0 - |\vec{a}|}{a^0 + |\vec{a}|} \right\}.$$ (A2)

The corresponding integral for an interference of two real emission diagrams with different radiated particles $a$ and $b$ can be written as

$$I_{ab} = \frac{4\pi \alpha(\mu)}{(\alpha b)^2 - b^2} \left\{ \frac{1}{2} \left( -\Delta + \log \frac{4\delta^2}{\mu^2} \right) \log \frac{(\alpha a)^2}{b^2} + \log \frac{P^0 - |\vec{P}|}{P^0 + |\vec{P}|} \right\} \left[ \text{Li}_2 \left( 1 - \frac{P^0 - |\vec{P}|}{\alpha a^2 - b^2} \right) + \text{Li}_2 \left( 1 - \frac{P^0 + |\vec{P}|}{\alpha a^2 - b^2} \right) \right]_{P=0}^{P=\alpha a},$$ (A3)

with

$$\alpha = \frac{2p_p p_j \pm \sqrt{4(p_p p_j)^2 - m_i^2 m_j^2}}{2m_i^2},$$ (A4)

where $m_i$ and $m_j$ describe the masses of the particles of which a gluon is radiated off. The symbols $p_i^\mu$ and $p_j^\mu$ indicate their corresponding momenta. The solution is chosen such that the condition $(\alpha a^0 - b^0)/b^0 > 0$ is valid. A detailed derivation of the above integrals can be found in Ref. [50].

2. Definition of momenta and energies

In the following, we summarize the definitions of the $D$-dimensional momenta of the real emission process. We follow the notation of Ref. [53].

In the soft-collinear case, the momentum of the additionally radiated gluon or the light quark is defined as

$$k^\mu = \kappa (1, ..., 0, \sin \theta_1 \sin \theta_2, \sin \theta_1 \cos \theta_2, \cos \theta_1).$$ (A5)

The $D$-dimensional momenta of the corresponding tree-
level diagrams can be written as

\begin{align}
   p_1^\mu &= \frac{\sqrt{s}}{2} \left( \frac{2E_1}{\sqrt{s}}, \ldots, 0, 0, \beta_1 \right), \\
   p_2^\mu &= \frac{\sqrt{s}}{2} \left( \frac{2E_2}{\sqrt{s}}, \ldots, 0, 0, -\beta_1 \right), \\
   p_3^\mu &= \frac{\sqrt{s}}{2} \left( \frac{2E_3}{\sqrt{s}}, \ldots, 0, \beta_2 \sin \theta, \beta_2 \cos \theta \right), \\
   p_4^\mu &= \frac{\sqrt{s}}{2} \left( \frac{2E_4}{\sqrt{s}}, \ldots, 0, -\beta_2 \sin \theta, -\beta_2 \cos \theta \right),
\end{align}

where $p_1^\mu$ and $p_2^\mu$ indicate the momentum of the incoming particles (e.g. neutralino and stop) and $p_3^\mu$ and $p_4^\mu$ the outgoing particles (e.g. top and gluon). Their energies and velocities $\beta_{1,2}$ are given by

\begin{align}
   E_1 &= \frac{s + m_1^2 - m_2^2}{2\sqrt{s}}, \\
   E_2 &= \frac{s + m_2^2 - m_1^2}{2\sqrt{s}}, \\
   E_3 &= \frac{s + m_3^2 - m_4^2}{2\sqrt{s}}, \\
   E_4 &= \frac{s + m_4^2 - m_3^2}{2\sqrt{s}}, \\
   \beta_1 &= \frac{\lambda^{1/2}(s, m_1^2, m_2^2)}{s}, \\
   \beta_2 &= \frac{\lambda^{1/2}(s, m_3^2, m_4^2)}{s},
\end{align}

with $\lambda(x,y,z)$ being the Källén function.

In the collinear limit ($p_i^2 \ll (zp)^2$), we can express the outgoing momenta of the two relevant particles $p_4^\mu$ and $p_5^\mu$ with one effective momentum $p_{45}^\mu = p_4^\mu + p_5^\mu + \mathcal{O}(p_i^2)$

\begin{align}
   p_{45}^\mu &= (p, 0, 0, p), \\
   p_4^\mu &\simeq (zp + \frac{p_1^2}{2zp}, \tilde{p}_1, zp), \\
   p_5^\mu &\simeq \left( (1-z)p + \frac{p_2^2}{2(1-z)p}, -\tilde{p}_1, (1-z)p \right),
\end{align}

where $\tilde{p}_1$ indicates the transverse components of the particle with momentum $p_1^\mu$ in the centre-of-mass system. Also, $z$ denotes the momentum fraction of particle $p_4$ with respect to the merged $D$-dimensional momentum $p_{45}$ and $(1-z)$ the complementary fraction of particle $p_5$ in the direction of the $z$-axis.

### 3. Soft-collinear integrals

In the soft-collinear case it is advantageous to re-write the corresponding scalar products such that they obey the form

\begin{align}
   I^{(l,m)}_\varepsilon &= \int_0^\infty \! d\theta_1 \sin^{1-2\varepsilon} \theta_1 \int_0^\pi \! d\theta_2 \sin^{-2\varepsilon} \theta_2 \\
   &\times \frac{(a + b \cos \theta_1)^{-l}}{(A + B \cos \theta_1 + C \sin \theta_1 \cos \theta_2)^m}.
\end{align}

Most of these integrals are well-known and tabulated in the literature, see e.g. Refs. [38] [42]. According to the relation between $A$, $B$, and $C$ as well as $a$ and $b$, special integrals have to be chosen. In our case, we need two different integrals. The first one,

\begin{align}
   I^{(0,1)}_\varepsilon &= \frac{\pi}{\sqrt{B^2 + C^2}} \left\{ \ln \frac{A + \sqrt{B^2 + C^2}}{A - \sqrt{B^2 + C^2}} \\
   &+ 2 \varepsilon \left[ \text{Li}_2 \left( \frac{2\sqrt{B^2 + C^2}}{A + \sqrt{B^2 + C^2}} + \frac{1}{4} \ln^2 \frac{A + \sqrt{B^2 + C^2}}{A - \sqrt{B^2 + C^2}} \right) \right] + \mathcal{O}(\varepsilon^2) \right\}.
\end{align}

fulfills the condition $A^2 \neq B^2 + C^2$ and can be found in Ref. [42].

For the second one a more general integral is necessary, which corresponds to the conditions $a^2 \neq b^2$ as well as $A^2 = B^2 + C^2$. To render finite contributions, we need this type of integral up to $\mathcal{O}(\varepsilon)$, which could not be found in the present literature. Therefore, a similar integral of Ref. [43] has been used for its derivation,

\begin{align}
   I^{(1,1)}_\varepsilon &= \frac{1}{\lambda(A - bB)} \left\{ -\frac{1}{\varepsilon} + \ln \frac{(aA - bB)^2}{(a^2 - b^2)A^2} \\
   &- \varepsilon \left[ \ln^2 \frac{(a - b)A}{A(a - b)} - \frac{1}{2} \ln^2 \frac{a + b}{a - b} \right] \\
   &+ 2 \text{Li}_2 \left( \frac{b(B - A)}{A(a - b)} \right) - 2 \text{Li}_2 \left( -\frac{b(A + B)}{A(a - b)} \right) \right\} + \mathcal{O}(\varepsilon^2).
\end{align}

We have verified the corresponding terms up to $\mathcal{O}(\varepsilon^0)$ by comparing with Ref. [41].

### 4. Hard-collinear integrals

In the collinear limit the squared matrix element of a $2 \to 3$ process factorizes due to the factorization theorem into the leading order squared matrix element and an Altarelli-Parisi splitting kernel [47]. For the expressions appearing in this paper, we need the $D$-dimensional unregulated splitting functions

\begin{align}
   P_{ij}(z, \varepsilon) &= P_{ij}(z) + \varepsilon P'_{ij}(z)
\end{align}

with [38]

\begin{align}
   P_{gg}(z) &= 2N \left[ \frac{z}{1-z} + \frac{1 + z}{z} + z(1-z) \right], \\
   P'_{gg}(z) &= 0, \\
   P_{qg}(z) &= \frac{1}{2} \left[ z^2 + (1-z)^2 \right], \\
   P'_{qg}(z) &= -z(1-z).
\end{align}

The integration bounds of Eq. [2.32] can be obtained by applying the hard condition on the energies $E_4$ and $E_5$. With the hard condition

\begin{align}
   \delta_s \frac{\sqrt{s_{12}}}{2} \leq E_{4,5} \leq \frac{\sqrt{s_{12}}}{2} \left( 1 - \frac{m_2^2}{s_{12}} \right)
\end{align}
and $E_4$ and $E_5$ being defined as

$$E_5 = \frac{s_{12} - s_{34}}{2\sqrt{s_{12}}} \quad \text{and} \quad E_4 = \frac{s_{12} - s_{35}}{2\sqrt{s_{12}}}, \quad (A25)$$

the integration bound for $z$ can be derived as

$$1 - \frac{1 - \frac{m_3^2}{s_{12}}}{1 - \frac{m_3^2}{s_{12}}} \leq z \leq 1 - \frac{1 - \frac{m_3^2}{s_{12}}}{1 - \frac{m_3^2}{s_{12}}}, \quad (A26)$$

with $\beta$ being defined as

$$\beta = 1 - \frac{m_3^2}{s_{12}}. \quad (A27)$$

The relations necessary for the derivation are:

$$s_{12} = (p_3 + p_{45})^2 \simeq m_3^2 + 2p_3.p_{45} + s_{45},$$

$$s_{34} = (p_3 + p_4)^2 \simeq m_3^2 + 2p_3.p_4,$$

$$\simeq m_3^2 + z(2p_3.p_{45}),$$

$$s_{45} = (p_3 + p_{5})^2 = m_3^2 + 2p_3.p_5,$$

$$\simeq m_3^2 + (1 - z)(2p_3.p_{45}),$$

$$\simeq m_3^2 + (1 - z)(s_{12} - m_3^2 - s_{45}). \quad (A28)$$

With these conditions the $O(\frac{1}{s_{12}})$ term can be retained as described in Ref. [38].
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