Density perturbations in axion-like particles: classical vs quantum field treatment
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Abstract

Axions and axion-like particles are bosonic quantum fields. They are often assumed to follow classical field equations due to their high degeneracy in the phase space. In this work, we explore the disparity between classical and quantum field treatments in the context of density and velocity fields of axions. Once the initial density and velocity field are specified, the evolution of the axion fluid is unique in the classical field treatment. However, in the quantum field treatment, there are many quantum states consistent with the given initial density and velocity field. We show that evolutions of the density perturbations for these quantum states are not necessarily identical and, in general, differ from the unique classical evolution. To illustrate the underlying physics, we consider a system of large number of bosons in a one-dimensional box, moving under the gravitational potential of a heavy static point-mass. We ignore the self-interactions between the bosons here. Starting with homogeneous number density and zero velocity field, we determine the density perturbations in the linear regime in both quantum and classical field theories. We find that classical and quantum evolutions are identical in the linear regime if only one single-particle state is occupied by all the bosons and the self-interaction is absent. If more than one single-particle states are occupied, the density perturbations in quantum evolutions differ from the classical prediction after a certain time which depends upon the parameters of the system.
I. INTRODUCTION

Axions or axion-like particles are highly motivated candidates for dark matter (see e.g. [1–6]). Although they are bosonic quantum fields, in the context of cosmology and large scale structure formation, they are often approximated as classical scalar fields due to their high degeneracy in the phase space [4, 5, 7–21]. In the non-relativistic regime, the classical field approximation leads to a wave description of the axions where the complex wavefunction satisfies the Schrödinger-Gross-Pitaevskii (SGP) equation. The wave description can be mapped into a classical fluid description of axions where number density and velocity field of the axions follow the continuity equation and the Euler equation with an additional ‘quantum pressure’ term (see e.g., [21, 22]).

It has been argued that the classical field approximation may not provide an accurate description of axions with contact or gravitational self-interactions, especially in the context of thermalization of axions [22–27]. There is a time-scale after which the classical results significantly differ from the results of quantum field treatment. Since thermalization of axions was the central issue, most of the previous studies focussed on how the occupation numbers evolve in quantum and classical field theories. In this work, we investigate whether the density and velocity field of axions evolve differently in quantum and classical field treatments.

In the classical field approximation, the evolution of axion fluid is uniquely specified by initial values of the number density \( n(\vec{x}, 0) \) and the velocity field \( \vec{v}(\vec{x}, 0) \). In the quantum field treatment, the evolution of the system is uniquely specified only by the initial state of the system. We show that the evolution of axion number density in the quantum field description is not unique for given initial values of number density \( n(\vec{x}, 0) \) and velocity field \( \vec{v}(\vec{x}, 0) \). There exist a large number of quantum states corresponding to the given values of \( n(\vec{x}, 0) \) and \( \vec{v}(\vec{x}, 0) \). Evolutions of number densities for all these quantum states are not identical and, in general, differ from the unique classical evolution. We argue that, for certain quantum states, the classical and quantum evolutions of density may be different, even in the absence of self-interactions among axions.

In Sec. II, we provide a formalism to determine the evolution of number density in the quantum field treatment. We explain why quantum and classical field treatments of a system of axions may yield different results within the linear regime. In Sec. III we consider a toy-model of axions in a one-dimensional box. Using both classical and quantum field theories, we find the growth of density perturbations under the gravitational potential of a static point mass. We show that, depending upon the parameters and the quantum state of the system, the quantum field treatment may result into significantly different outcome as compared to the classical result. Section IV provides a summary.

II. EVOLUTION OF DENSITY AND VELOCITY

Axions and axion-like particles are quantum scalar field with mass \( m \). In the non-relativistic regime, they are described by a complex scalar field \( \psi(\vec{x}, t) \) satisfying the Schrödinger-Gross-Pitaevskii (SGP) equation (see e.g. [22]):

\[
i\partial_t \psi(\vec{x}, t) = \frac{(-1)}{2m} \nabla^2 \psi(\vec{x}, t) + m\hat{V}[\psi(\vec{x}, t)] \psi(\vec{x}, t)
\]

where \( \hat{V} \) is the potential operator. In general, it is a functional of the field \( \psi(\vec{x}, t) \) which satisfies the equal-time commutation relations: \([\psi(\vec{x}, t), \psi(\vec{y}, t)] = 0\) and \([\psi(\vec{x}, t), \psi^\dagger(\vec{y}, t)] = \)
\[ \delta^{(3)}(\vec{x} - \vec{y}) \]. In quantum field theory, number density \( n(\vec{x}, t) \) and the current density \( \vec{j}(\vec{x}, t) \) are given by the expectation values of the following operators:

\[
\hat{n}_Q(\vec{x}, t) = \psi^\dagger(\vec{x}, t)\psi(\vec{x}, t) \\
\hat{j}_Q(\vec{x}, t) = \frac{1}{2im} \left( \psi^\dagger(\vec{x}, t)\vec{\nabla}\psi(\vec{x}, t) - \vec{\nabla}\psi^\dagger(\vec{x}, t)\psi(\vec{x}, t) \right) .
\] (2.2)

The velocity field \( \vec{v}_Q(\vec{x}, t) \) is given by \( \frac{\hat{j}_Q(\vec{x}, t)}{\hat{n}_Q(\vec{x}, t)} \). Since we are working in the Heisenberg picture, the quantum state of the system does not evolve. For example, if the initial quantum state is \( |A\rangle \), the number density at time \( t \) is given by \( \langle A | \hat{n}_Q(\vec{x}, t) | A \rangle \). Using Eq. 2.1 and 2.2, we get

\[
\partial_t \langle \hat{n}_Q \rangle + \vec{\nabla} \cdot \langle \hat{j}_Q \rangle = 0 \\
\partial_t \langle \hat{j}_Q \rangle + \langle \psi^\dagger(\vec{\nabla}\vec{V})\psi \rangle = \langle \hat{F}_Q \rangle
\] (2.3, 2.4)

where

\[
\hat{F}_Q = \frac{1}{4m^2} \left[ \psi^\dagger(\vec{\nabla}^2\psi) + (\vec{\nabla}\psi^\dagger)\psi \\
- (\vec{\nabla}^2\psi^\dagger)(\vec{\nabla}\psi) - (\vec{\nabla}^2\psi^\dagger)(\vec{\nabla}\psi) \right] .
\] (2.5)

In general, \( \langle \psi^\dagger(\vec{\nabla}\vec{V})\psi \rangle \neq \langle \hat{n}_Q \rangle \langle \vec{\nabla}\hat{V} \rangle \) and \( \langle \hat{F}_Q \rangle \) cannot be expressed in terms of \( \langle \hat{n}_Q \rangle \) and \( \langle \hat{j}_Q \rangle \). Therefore, the initial values of \( \langle \hat{n}_Q \rangle \) and \( \langle \hat{j}_Q \rangle \) cannot determine their evolutions. Evolutions of \( \langle \hat{n}_Q \rangle \) and \( \langle \hat{j}_Q \rangle \) are uniquely determined only if the initial quantum state of the system is known, as we show in Sec. II B.

In the commonly used classical field treatment, \( \psi(\vec{x}, t) \) in Eq. 2.1 is replaced by a complex wavefunction \( \Psi(\vec{x}, t) \) which satisfies the SGP equation:

\[
i\partial_t \Psi(\vec{x}, t) = \left( \frac{-1}{2m} \right) \nabla^2 \Psi(\vec{x}, t) + mV[\Psi(\vec{x}, t)] \Psi(\vec{x}, t) .
\] (2.6)

Writing \( \Psi(\vec{x}, t) = |\Psi(\vec{x}, t)|e^{i\beta(\vec{x}, t)} \), one can map the axions into a fluid with number density \( n_{cl}(\vec{x}, t) = |\Psi(\vec{x}, t)|^2 \) and velocity field \( \vec{v}_{cl}(\vec{x}, t) = \frac{1}{m} \vec{\nabla} \beta(\vec{x}, t) \). The classical SGP equation implies that \( n_{cl}(\vec{x}, t) \) and \( \vec{v}_{cl}(\vec{x}, t) \) satisfy the continuity equation and the Euler equation with an additional ‘quantum pressure’ term (see e.g. Ref. [22]):

\[
\partial_t n_{cl} + \vec{\nabla} \cdot (n_{cl}\vec{v}_{cl}) = 0 \\
\partial_t \vec{v}_{cl} + (\vec{v}_{cl} \cdot \vec{\nabla})\vec{v}_{cl} = -\vec{\nabla}V - \vec{\nabla}q
\] (2.7)

where

\[
q = \frac{(-1)}{2m^2} \frac{\nabla^2 \sqrt{n_{cl}}}{\sqrt{n_{cl}}} .
\] (2.8)

Since the equations are first order in time, the number density \( n_{cl}(\vec{x}, t) \) and the velocity field \( \vec{v}_{cl}(\vec{x}, t) \) are uniquely determined by the initial values, \( n_{cl}(\vec{x}, 0) \) and \( \vec{v}_{cl}(\vec{x}, 0) \).

In the quantum theory, for given \( n(\vec{x}, 0) \) and \( \vec{j}(\vec{x}, 0) \), there exist a set of initial quantum states, \( S \equiv \{|\text{in}\rangle \} \) such that each state in \( S \) satisfies

\[
\langle \text{in} | \hat{n}_Q(\vec{x}, 0) | \text{in} \rangle = n(\vec{x}, 0) \\
\langle \text{in} | \hat{j}_Q(\vec{x}, 0) | \text{in} \rangle = \vec{j}(\vec{x}, 0) .
\] (2.9)
We explore whether the evolutions of number densities corresponding to all the initial quantum states in $S$ are identical. In Sec. II A, we explain how the number density is related to the quantum state of the system of bosons. In Sec. II B and II C, we describe how to find the evolution of the density in quantum and classical field theories, respectively, by treating the potential as a perturbation.

A. Number density in quantum field treatment

The most fundamental difference between classical and quantum field treatments is that $\Psi(\vec{x}, t)$ in the classical field theory is a complex wavefunction, whereas $\psi(\vec{x}, t)$ in the quantum field theory is an operator which acts on the state of the system of axions. The number density is given by $|\Psi(\vec{x}, t)|^2$ in the classical field theory. In quantum field theory, it is given by the expectation value of $\hat{n}(\vec{x}, t) = \psi^\dagger(\vec{x}, t)\psi(\vec{x}, t)$.

The quantum field $\psi(\vec{x}, t)$ is expanded in terms of a set of orthonormal and complete functions $u_{\vec{k}}(\vec{x}, t)$:

$$\psi(\vec{x}, t) = \sum_{\vec{k}} a_{\vec{k}}(t)u_{\vec{k}}(\vec{x}, t)$$

where the annihilation operators $a_{\vec{k}}(t)$ satisfy $[a_{\vec{k}}(t), a_{\vec{k}}^\dagger(t)] = \delta_{\vec{k}\vec{k}'}$, and $u_{\vec{k}}(\vec{x}, t)$’s satisfy:

$$\sum_{\vec{k}} u_{\vec{k}}(\vec{x}, t)u_{\vec{k}}^\dagger(\vec{y}, t)^* = \delta(\vec{x} - \vec{y})$$

$$\int d^3 x u_{\vec{k}}(\vec{x}, t)^*u_{\vec{k}}^\dagger(\vec{x}, t) = \delta_{\vec{k}\vec{k}'}.$$  (2.11)

$u_{\vec{k}}(\vec{x}, t)$ can be any set of complete orthonormal functions e.g., the momentum eigenstates, the eigenstates of an Hamiltonian. In the rest of the paper, we assume $u_{\vec{k}}$’s to be time-independent.

The quantum state of a system of $N$ identical bosons can be written as

$$|\text{in}\rangle = \sum_{\{j\}} c_{\{j\}} |\{N_1, N_2, ..., N_M\}_j\rangle$$    (2.12)

where the summation is over all possible combinations of placing $N$ identical particles in $M$ single-particle states: $\{u_{\vec{k}_1}(\vec{x}), u_{\vec{k}_2}(\vec{x}), ..., u_{\vec{k}_M}(\vec{x})\}$ and $(N_1 + N_2 + ... + N_M) = N$. Let us consider one such combination, $|\{N_1, N_2, ..., N_M\}_j\rangle$, where $N_1$ particles are in the single-particle state $u_{\vec{k}_1}(\vec{x})$, $N_2$ particles in $u_{\vec{k}_2}(\vec{x})$ and so on. If this is the quantum state at time $t = t_0$, then

$$|N_1, ..., N_M\rangle = \left(\prod_{i=1}^{M} \frac{1}{\sqrt{N_i!}} (a_{\vec{k}_i}^\dagger(t_0))^{N_i}\right)|0\rangle$$  (2.13)

where $|0\rangle$ represents the vacuum state. It is straightforward to show that

$$a_{\vec{k}}(t_0)|N_1, ..., N_M\rangle = \delta_{\vec{k}\vec{k}_1}\sqrt{N_1} |N_1 - 1, ..., N_M\rangle + \cdots + \delta_{\vec{k}\vec{k}_M}\sqrt{N_M} |N_1, ..., N_M - 1\rangle$$  (2.14)
and, the operation of $\psi(\vec{x}, t_0)$ yields
\[
\begin{align*}
\psi(\vec{x}, t_0) |N_1, ..., N_M\rangle &= \sqrt{N_1} u^{k_1}(\vec{x}) |N_1 - 1, ..., N_M\rangle \\
&+ \ldots + \sqrt{N_M} u^{k_M}(\vec{x}) |N_1, ..., N_M - 1\rangle .
\end{align*}
\]
Therefore, the number density corresponding to the state $|N_1, ..., N_M\rangle$ at time $t_0$ is
\[
\begin{align*}
n_Q(\vec{x}, t_0) &= \langle N_1, ..., N_M | \psi^\dagger(\vec{x}, t_0) \psi(\vec{x}, t_0) |N_1, ..., N_M\rangle \\
&= N_1 \left| u^{k_1}(\vec{x}) \right|^2 + \ldots + N_M \left| u^{k_M}(\vec{x}) \right|^2 .
\end{align*}
\]

We emphasize two following points: the above expression is the number density corresponding to an eigenstate of occupation number operator and $u^{k_i}$'s can be any set of complete orthonormal functions satisfying Eqs. 2.11. Now we discuss how homogeneous and inhomogeneous number densities are represented in the framework of quantum field theory. We also point out an inconsistency between quantum field theory and the commonly used classical field treatment when more than one single-particle states are occupied.

1. Homogeneous number density

If we choose $u^{k_i}$'s to be the momentum eigenstates: $u^{k_i}(\vec{x}) = \frac{1}{\sqrt{V}} e^{-i\vec{k}_i \cdot \vec{x}}$, the number density corresponding to the state $|A\rangle = |N_1, ..., N_M\rangle$ turns out to be
\[
\begin{align*}
\langle N_1, ..., N_M | \psi^\dagger(\vec{x}, t_0) \psi(\vec{x}, t_0) |N_1, ..., N_M\rangle &= \frac{N}{V}
\end{align*}
\]
following Eq. 2.16. A homogeneous fluid consisting of $N_i$ particles in momentum eigenstates $\vec{k}_i$ $(i = 1, 2, ..., M)$ may appear to be counter-intuitive. However, from the viewpoint of quantum mechanics, each particle is in one of the momentum eigenstates and, as a result, has maximum uncertainty in position which leads to the homogeneity.

One can also arrive at this conclusion by considering a many-particle wavefunction of the bosons. We are explaining in terms of the simplest scenario with two bosons where one is in momentum eigenstate $u^{k_1}(\vec{x}) = \frac{1}{\sqrt{V}} e^{-i\vec{k}_1 \cdot \vec{x}}$ and the other at $u^{k_2}(\vec{x}) = \frac{1}{\sqrt{V}} e^{-i\vec{k}_2 \cdot \vec{x}}$. The symmetrized wavefunction is
\[
\begin{align*}
\Psi(\vec{x}_1, \vec{x}_2) &= \frac{1}{\sqrt{2!}} \left( u^{k_1}(\vec{x}_1) u^{k_2}(\vec{x}_2) + u^{k_1}(\vec{x}_2) u^{k_2}(\vec{x}_1) \right) \end{align*}
\]
The number density at $\vec{x}$ is given by
\[
\begin{align*}
n(\vec{x}) &= \sum_{j=1}^{2} \int d^3 x_1 \ d^3 x_2 \ \delta^3(\vec{x} - \vec{x}_j) |\Psi(\vec{x}_1, \vec{x}_2)|^2 = \frac{2}{V}
\end{align*}
\]
when $\vec{k}_1 \neq \vec{k}_2$. Generalization of this into larger number of bosons is possible but tedious due to the symmetrization. In fact, this is where a quantum field framework is advantageous.
2. Inhomogeneous number density

To explain how the quantum state of an inhomogeneous fluid may be written in terms of momentum eigenstates, let us consider the following quantum state:

$$|B\rangle = c_1 |N_1 N_2\rangle + c_2 |N_1 -1, N_2 +1\rangle$$  \hspace{1cm} (2.20)

where $c_1$ and $c_2$ are complex coefficients satisfying $|c_1|^2 + |c_2|^2 = 1$ and $(N_1 + N_2) = N$. Number of particles in states other than $u^{\vec{k}_1}(\vec{x})$ and $u^{\vec{k}_2}(\vec{x})$ are zero. The result of $\psi(\vec{x},t_0)$ acting on $|B\rangle$ is

$$\psi(\vec{x},t_0) |B\rangle = \frac{1}{\sqrt{V}} [c_1 e^{-i\vec{k}_1 \cdot \vec{x}} \sqrt{N_1} |N_1 -1, N_2\rangle + c_1 e^{-i\vec{k}_2 \cdot \vec{x}} \sqrt{N_2} |N_1, N_2 -1\rangle + c_2 e^{-i\vec{k}_1 \cdot \vec{x}} \sqrt{N_1 -1} |N_1 -2, N_2 +1\rangle + c_2 e^{-i\vec{k}_2 \cdot \vec{x}} \sqrt{N_2 +1} |N_1 -1, N_2\rangle] .$$  \hspace{1cm} (2.21)

The first and the last terms of Eq. (2.21) interfere and result into a mode of density perturbation with wavevector $\vec{k}_{21} = (\vec{k}_2 - \vec{k}_1)$:

$$n_\Omega(\vec{x},t_0) = \langle B | \psi(\vec{x},t_0) \psi(\vec{x},t_0) | B\rangle$$

$$= \frac{N}{V} \left[ 1 + 2 |c_1|^2 \sqrt{\frac{N_1 N_2}{N} (N_2 + 1)} \cos(\vec{k}_{21} \cdot \vec{x} + \delta_{21}) \right]$$  \hspace{1cm} (2.22)

where $\delta_{21} = \delta_2 - \delta_1$ and $c_1 = |c_1| e^{-i\delta_1}$ ($l = 1, 2$). In general, density perturbation in mode $\vec{k}$ is caused by the exchange of a boson between a pair of momentum-eigenstates $u^{\vec{k}_1}$ and $u^{\vec{k}_2}$, provided $(\vec{k}_j - \vec{k}_i) = \vec{k}$ or $(-\vec{k})$.

3. An inconsistency between quantum field treatment and the commonly used classical theory

In the commonly used classical field treatment, the wavefunction is expressed as $\Psi(\vec{x},t) = \frac{1}{\sqrt{V}} \sum_{\vec{k}} A^*_\vec{k}(t) e^{-i\vec{k} \cdot \vec{x}}$. Then the occupation number in the eigenstate of momentum $\vec{k}$ is defined as $N_\vec{k}(t) = A^*_\vec{k}(t) A^\dagger_\vec{k}(t)$. In this spirit, one would express the classical wavefunction corresponding to the quantum state $|N_1(\vec{k}_1), N_2(\vec{k}_2)\rangle$ as

$$\Psi(\vec{x}) = \frac{1}{\sqrt{V}} \left[ N_1 e^{-i\vec{k}_1 \cdot \vec{x}} + \sqrt{N_2} e^{-i\vec{k}_2 \cdot \vec{x}} \right] .$$  \hspace{1cm} (2.23)

The corresponding number density in the classical field theory is $n_\Omega(\vec{x}) = |\Psi(\vec{x})|^2$ which is inhomogeneous. However, the number density in the quantum field theory corresponding to the quantum state $|N_1(\vec{k}_1), N_2(\vec{k}_2)\rangle$ is homogeneous as shown in Sec. \ref{sec:21}

The reason behind this apparent inconsistency is that $N_\vec{k}(t) = A^*_\vec{k}(t) A^\dagger_\vec{k}(t)$ does not represent the number of particles in state $\vec{k}$. This should come as no surprise because the SGP equation describes the evolution of the single-particle state $\Psi(\vec{x})$ which is occupied by a large number of bosons and $A^*_\vec{k}(t)$’s are merely the Fourier mode of this single-particle state. Consequently, the classical field description cannot describe the process of thermalization through which the bosons condensate into the ground state \cite{23, 24, 26}. 

6
B. Evolution of density perturbation in quantum field theory

We assume the potential consists of an external gravitational potential \( \hat{V}_{\text{ext}}(\vec{x}) \) due to a static distribution of baryons with mass density \( \rho_B(\vec{x}) \):

\[
\hat{V}_{\text{ext}}(\vec{x}, t) = (-G) \int_V d^3x' \frac{\rho_B(\vec{x}')}{|\vec{x} - \vec{x}'|}
\]

and the potential due to the gravitational self-interactions \( \hat{V}_{\text{self}}[\psi(\vec{x}, t)] \) between the axions:

\[
\hat{V}_{\text{self}}[\psi(\vec{x}, t)] = (-Gm) \int_V d^3x' \frac{\psi^*(\vec{x}', t) \psi(\vec{x}', t)}{|\vec{x} - \vec{x}'|}.
\]

We take \( u^k(x) \)'s to be the momentum eigenstates: \( u^k(x) = \frac{1}{\sqrt{V}} e^{-i\vec{k} \cdot \vec{x}} \) and write \( a_k(t) = e^{-i\omega(k)t} b_k(t) \) where \( \omega(k) = \frac{\vec{k} \cdot \vec{k}}{2m} \). Then using Eq. 2.1, we get the equation of motion for \( b_k(t) \)

\[
i\partial_t b_k = \sum_{k'} e^{i\Omega_{k,k'}^k} P(\vec{k} - \vec{k}') b_{k'}
+ \sum_{k',k_1,k_2} e^{i\Omega_{k,k_1}^{k_1,k_2}} Q(\vec{k} - \vec{k}', \vec{k}_1 - \vec{k}_2) b_{k_1}^* b_{k_2} b_{k_2}.
\]

where \( \Omega_{k,k'} = \omega(k) - \omega(k') \) and \( \Omega_{k,k_1,k_2} = \omega(k) + \omega(k_1) - \omega(k') - \omega(k_2) \) and

\[
P(\vec{q}) = \frac{(-Gm)}{V} \int_V d^3x' d^3x'' e^{i\vec{q} \cdot \vec{x}' - i\vec{q} \cdot \vec{x}''} \rho_B(\vec{x}'),
Q(\vec{q}_1, \vec{q}_2) = \frac{(-Gm^2)}{V^2} \int_V d^3x' d^3x'' e^{i\vec{q}_1 \cdot \vec{x}' + i\vec{q}_2 \cdot \vec{x}''}.
\]

For a given quantum state \(|\text{in}\rangle\), the number density is calculated by taking the expectation value of the corresponding operator

\[
n_Q(\vec{x}, t) = \langle \text{in}| \hat{n}_Q(\vec{x}, t) |\text{in}\rangle = \frac{1}{V} \sum_{k,k'} e^{i(\vec{k} - \vec{k}') \cdot \vec{x} + i\Omega_{k,k'}^k} \langle \text{in}| b_{k'}^\dagger(t) b_k(t) |\text{in}\rangle.
\]

Since the initial state \(|\text{in}\rangle\) is associated to \( b_{k_0}(t_0) \)'s, one has to solve Eq. 2.26 to find \( b_k(t) \) in terms of \( b_k(t_0) \).

In perturbative expansion, \( b_k(t) \) can be written as

\[
b_k(t) = b_k^0(t) + b_k^1(t) + b_k^2(t) + ...
\]

where \( b_k^n(t) \) contains terms with \( n \)th power of \( G \). Both \( P(\vec{q}) \) and \( Q(\vec{q}) \) are first order terms. Therefore, in the zeroth order of Eq. 2.26

\[
i\partial_t b_k^0(t) = 0 \implies b_k^0(t) = b_k^0(0) = b_k(0)
\]

where we have taken the initial time to be \( t_0 = 0 \). In the last equality, we have used the fact that the perturbative terms are zero at the initial time i.e. \( b_k^1(0) = b_k^2(0) = ... = 0 \) (see Eq. 2.31 for example). Solving Eq. 2.26 in the first order, we get
where we have used Eq. 2.30. In the first order, the density operator is given by

\[ b_k^\dagger(t) = \sum_{\vec{k}'} (-it) \text{sinc}\left(\frac{1}{2}\Omega_{\vec{k}'}^2 t\right) e^{\frac{it}{2} \vec{Q}_{\vec{k}'}^2} P(\vec{k} - \vec{k}') b_{\vec{k}'}(0) \]

\[ + \sum_{\vec{k}',\vec{k}_1,\vec{k}_2} (-it) \text{sinc}\left(\frac{1}{2}\Omega_{\vec{k}',\vec{k}_1,\vec{k}_2}^2 t\right) e^{\frac{it}{2} \vec{Q}_{\vec{k}',\vec{k}_1,\vec{k}_2}^2} Q(\vec{k} - \vec{k}', \vec{k}_1 - \vec{k}_2) b_{\vec{k}_1}^\dagger(0)b_{\vec{k}_2}(0)b_{\vec{k}_2}(0) \]  \hspace{1cm} (2.31)

where \( \text{sinc}(x) = \frac{\sin x}{x} \). The zeroth order term of \( \hat{n}_Q(\vec{x}, t) \) is

\[ \hat{n}_Q^0(\vec{x}, t) = \frac{1}{V} \sum_{\vec{k},\vec{k}'} e^{i(\vec{k} - \vec{k}') \cdot \vec{x}} \sum_{\vec{k}_1,\vec{k}_2} e^{i(\vec{k}_1 - \vec{k}_2) \cdot \vec{x}} \]  \hspace{1cm} (2.32)

where we have used Eq. 2.30. In the first order, the density operator is given by

\[ \hat{n}_Q^1(\vec{x}, t) = \frac{1}{V} \sum_{\vec{k},\vec{k}'} e^{i(\vec{k} - \vec{k}') \cdot \vec{x} + it \Omega_{\vec{k}'}^2} \left[ b_k^\dagger(t)b_{\vec{k}'}^0(0) + b_k^0(t)b_{\vec{k}'}^\dagger(0) \right] \]

\[ = \frac{1}{V} \sum_{\vec{k},\vec{k}',\vec{k}''} e^{i(\vec{k} - \vec{k}') \cdot \vec{x} + it \left( \Omega_{\vec{k}'}^2 + \frac{1}{2} \Omega_{\vec{k}''}^2 \right)} \left( -it \right) \text{sinc}\left(\frac{1}{2}t\Omega_{\vec{k}''}^2 \right) b_{\vec{k}'}^\dagger(0)b_{\vec{k}''}(0) \]

\[ + \frac{1}{V} \sum_{\vec{k},\vec{k}',\vec{k}'',\vec{k}_1,\vec{k}_2} \left[ e^{i(\vec{k} - \vec{k}'') \cdot \vec{x}} \left( \Omega_{\vec{k}''}^2 + \frac{1}{2} \Omega_{\vec{k}_1}^2 \right) \left( -it \right) \text{sinc}\left(\frac{1}{2}t\Omega_{\vec{k}_1}^2 \right) \cdot Q(\vec{k} - \vec{k}'', \vec{k}_1 - \vec{k}_2) b_{\vec{k}_1}^\dagger(0)b_{\vec{k}_2}(0)b_{\vec{k}''}(0)b_{\vec{k}_2}(0) \]  \hspace{1cm} (2.33)

where \( \text{sinc}(x) = \frac{\sin x}{x} \). The initial number density \( n(\vec{x}, 0) \) is related to the zeroth order by

\[ \langle \text{in} | \hat{n}_Q^0(\vec{x}, 0) | \text{in} \rangle = n(\vec{x}, 0) \]  \hspace{1cm} (2.34)

where \( |\text{in}\rangle \) is the initial quantum state of the system. The perturbative terms in the number density are zero at \( t = 0 \) (see Eq. 2.33). In the first order, the contributions from external potential and self-gravitational potential are decoupled, and depend upon the expectation values of \( b_{\vec{k}}^\dagger(0)b_{\vec{k}''}(0) \) and \( b_{\vec{k}}^\dagger(0)b_{\vec{k}''}(0)b_{\vec{k}_1}(0)b_{\vec{k}_2}(0) \), respectively. Up to the linear perturbation, there are no additional terms arising from the commutation of \( b_{\vec{k}}(t) \) and \( b_{\vec{k}}^\dagger(t) \) in quantum field treatment. However, in non-linear regime, such terms will be present and may result into further deviation from classical results.

**C. Evolution of density perturbation in classical field theory**

In the classical field theory, the wavefunction \( \Psi(\vec{x}, t) \) can be written as

\[ \Psi(\vec{x}, t) = \frac{1}{\sqrt{V}} \sum_{\vec{k}} e^{-i\vec{k} \cdot \vec{x} - i\omega(\vec{k}) t} A_{\vec{k}}(t) \]  \hspace{1cm} (2.35)

where \( A_{\vec{k}}(t) \) is a complex number. \( A_{\vec{k}}(t) \) is equivalent to \( b_{\vec{k}}(t) \) in the quantum theory except the fact that \( b_{\vec{k}}(t) \) is an operator. Following the similar steps as in Sec. II B, we calculate
the number density. In the zeroth order, the classical number density is
\[ n_{\text{cl}}^0(\vec{x}, t) = \frac{1}{V} \sum_{\vec{k}, \vec{k}'} e^{i(\vec{k} - \vec{k}') \cdot \vec{x} + it \Omega_{\vec{k}'}^2} A_{\vec{k}}^*(0) A_{\vec{k}'}(0) \]  
and, in the first order, it is
\[ n_{\text{cl}}^1(\vec{x}, t) = \frac{1}{V} \sum_{\vec{k}, \vec{k}', \vec{k}''} e^{i(\vec{k} - \vec{k}') \cdot \vec{x} + it \Omega_{\vec{k}'}^2 + \frac{1}{2} \Omega_{\vec{k}''}^2 \vec{k}''} (-it) \operatorname{sinc}(\frac{t}{2} \Omega_{\vec{k}''}^2) P(\vec{k}'' - \vec{k}'') \ A_{\vec{k}}^*(0) A_{\vec{k}''}(0) \]
\[ + \frac{1}{V} \sum_{\vec{k}, \vec{k}', \vec{k}''} \left[ e^{i(\vec{k} - \vec{k}') \cdot \vec{x} + it \Omega_{\vec{k}'}^2 + \frac{1}{2} \Omega_{\vec{k}''}^2 \vec{k}''} (-it) \operatorname{sinc}(\frac{t}{2} \Omega_{\vec{k}''}^2) \right] \]
\[ \cdot Q(\vec{k}'' - \vec{k}''', \vec{k}_1 - \vec{k}_2) A_{\vec{k}}^*(0) A_{\vec{k}_1}^*(0) A_{\vec{k}'''}(0) A_{\vec{k}_2}(0) \]
\[ + \text{(complex conjugates)} \]  
From Eq. 2.35, \( A_{\vec{k}}(0) \) can be determined by inverse Fourier transform of the initial wavefunction \( \Psi(\vec{x}, 0) \).

D. Why may the classical evolution differ from the quantum evolution?

We assume that both classical and quantum evolutions start from the same initial values of density and current density. The initial quantum state \( |\text{in}\rangle \) must satisfy
\[ \langle \text{in}| \hat{n}_Q(\vec{x}, 0) |\text{in}\rangle = \frac{1}{V} \sum_{\vec{k}, \vec{k}'} e^{i(\vec{k} - \vec{k}') \cdot \vec{x}} \langle \text{in}| b_{\vec{k}}^\dagger(0) b_{\vec{k}'}(0) |\text{in}\rangle = n(\vec{x}, 0) \]
\[ \langle \text{in}| \hat{j}_Q(\vec{x}, 0) |\text{in}\rangle = \frac{(-1)}{2mV} \sum_{\vec{k}, \vec{k}'} (\vec{k} + \vec{k}') \langle \text{in}| b_{\vec{k}}^\dagger(0) b_{\vec{k}'}(0) |\text{in}\rangle = j(\vec{x}, 0) . \]  
(2.38)

Similarly, for the classical field approximation, we must have
\[ \frac{1}{V} \sum_{\vec{k}, \vec{k}'} e^{i(\vec{k} - \vec{k}') \cdot \vec{x}} A_{\vec{k}}^*(0) A_{\vec{k}'}(0) = n(\vec{x}, 0) \]
\[ \frac{(-1)}{2mV} \sum_{\vec{k}, \vec{k}'} (\vec{k} + \vec{k}') A_{\vec{k}}^*(0) A_{\vec{k}'}(0) = j(\vec{x}, 0) . \]  
(2.39)

Up to the first order, the classical field treatment yields identical result as the quantum field treatment if
\[ A_{\vec{k}}^*(0) A_{\vec{k}'}(0) = \langle \text{in}| b_{\vec{k}}^\dagger(0) b_{\vec{k}'}(0) |\text{in}\rangle \]  
(2.40)
for any \( \vec{k}, \vec{k}' \). In the presence of self-interactions, an additional condition has to be satisfied for classical and quantum evolutions to be identical:
\[ A_{\vec{k}}^*(0) A_{\vec{k}_1}^*(0) A_{\vec{k}'}(0) A_{\vec{k}_2}(0) = \langle \text{in}| b_{\vec{k}}^\dagger(0) b_{\vec{k}_1}^\dagger(0) b_{\vec{k}_1}(0) b_{\vec{k}_2}(0) |\text{in}\rangle \]  
(2.41)
for any \( \vec{k}, \vec{k}', \vec{k}_1 \) and \( \vec{k}_2 \).

We emphasize that Eqs. 2.38, 2.39 do not necessarily imply Eq. 2.40. In the next section we describe a toy model where Eqs. 2.38, 2.39 hold but Eq. 2.40 does not hold for a generic quantum state of the system. We explore the differences between the classical evolution and quantum evolutions corresponding to various initial quantum states.
III. PARTICLES IN A 1D BOX

In this section, we study the quantum and classical evolutions of the number density for a simple and well-defined system. We consider \( N \) axions with mass \( m \) in a 1D box of length \( L \) between \( x = 0 \) and \( x = L \). There is a heavy and static point mass \( M \) at \( x = x_0 \). The axions move under the gravitational field of the point mass. We ignore the self-interaction of the axions here. The potential operator is given by

\[
\hat{V}_{\text{ext}}(x,t) = \frac{(-GM)}{|x-x_0| + \mu}
\]

(3.1)

where \( \mu \ll L \) is introduced as a regulator to avoid the singularities. The axion field is given by

\[
\psi(x,t) = \frac{1}{\sqrt{L}} \sum_k a_k(t) e^{-ikx}
\]

(3.2)

where the momenta \( k \) are quantized

\[
k = \frac{2\pi n_k}{L}, n_k = 0, \pm 1, \pm 2, \ldots
\]

(3.3)

The expression for \( P(q) \) (see Eqs. 2.27) is written in terms of dimensionless functions \( \tilde{P}(q) \):

\[
P(q) = \frac{1}{L} \int_0^L dx \frac{(-GMm)}{|x-x_0| + \mu} e^{iqx} = \left( -\frac{GMm}{L} \right) \tilde{P}(q)
\]

(3.4)

The expressions for \( \tilde{P}(q) \) is given in Appendix A.

For the given initial density \( n(x,0) \) and velocity field \( v(x,0) \), one has to find out the initial wavefunction \( \Psi(x,0) \) and \( A_k(0) \) in the classical field theory. Then the density perturbations can be calculated using Eq. 2.37. In quantum field theory, the initial quantum state must correspond to the initial density \( n(x,0) \) and current density \( j(x,0) = n(x,0)v(x,0) \). The density perturbation for that state can be calculated by taking the expectation value of the operators in Eq. 2.33. Here, we consider the scenario where the axion fluid is initially homogeneous with zero current density (hence, zero velocity field) everywhere:

\[
n(x,0) = \frac{N}{L} \quad \text{and} \quad j(x,0) = 0.
\]

(3.5)

In Sections IIIA and IIIB, we find evolution of the number density in quantum and classical field treatments, respectively. In Section III C, we compare the results in classical and quantum field theories for certain numerical values of the parameters of the system.

A. Quantum field theory

We consider the most generic quantum state (see Eq. 2.16) corresponding to homogeneous number density and zero velocity field:

\[
|\text{in}\rangle = |N_1(p_1), N_2(p_2), N_3(p_3), \ldots\rangle
\]

(3.6)
where there are $N_i$ particles in momentum state $k = p_i (i = 1, 2, 3, \ldots)$ and
\begin{equation}
\sum_i N_i = N \quad \text{and} \quad \sum_i N_i p_i = 0 .
\end{equation}
(3.7)

The last equality ensures $\langle \text{in} | \hat{j}_Q(x,0) | \text{in} \rangle = 0$. In the zeroth order, the number density remains constant:
\begin{equation}
n_Q^0(x,t) = n(x,0) = \frac{N}{L} .
\end{equation}
(3.8)

In the first order, the density contrast, $\delta(x,t) = \frac{1}{n(x,0)} \left[ (\hat{n}^1(x,t)) - n(x,0) \right]$ corresponding to the state $|\text{in}\rangle$ becomes
\begin{equation}
\delta_Q(x,t) = 2 \left( \frac{GMmt}{L} \right) \sum_i f_i \tilde{F}(p_i, x, t)
\end{equation}
(3.9)

where $f_i = \frac{N_i}{N}$ and $\tilde{F}(q, x, t)$ is a dimensionless function given by
\begin{equation}
\tilde{F}(q, x, t) = \sum_k \text{sinc} \left( \frac{1}{2} \Omega^k_q t \right) \left[ -\cos \left( (k-q)x + \frac{1}{2} \Omega^k_q t \right) \tilde{P}_f(k-q) + \sin \left( (k-q)x + \frac{1}{2} \Omega^k_q t \right) \tilde{P}_r(k-q) \right]
\end{equation}
(3.10)

with $\text{sinc}(x) = \frac{\sin x}{x}$. The expressions for $\tilde{P}(q)$’s are given by Eqs. [A2,A3]. As shown by Eq. [3.9] each single-particle state that is occupied, contributes to the density perturbation.

**B. Classical field theory**

For the initial conditions in Eqs. [3.5] the classical wavefunction $\Psi(x,0)$ is determined up to a constant phase:
\begin{equation}
\Psi(x,0) = \sqrt{\frac{N}{L}} \implies A_k(0) = \sqrt{N} \delta_{k,0} .
\end{equation}
(3.11)

The number density in the zeroth order is
\begin{equation}
n_{cl}^0(x,t) = \frac{N}{L} .
\end{equation}
(3.12)

The density contrast in the first order is found to be
\begin{equation}
\delta_{cl}(x,t) = 2 \frac{GMmt}{L} \tilde{F}(p = 0, x, t) .
\end{equation}
(3.13)

The above equation is equivalent to the quantum field result, Eq. [3.9] with all the particles in $p_1 = 0$ state ($f_1 = 1$ and all other $f_i$’s are zero).
C. Quantum vs classical evolution

For initially homogeneous system of axions with zero velocity field, the generic quantum evolution of the density contrast is given by Eq. 3.9 and the corresponding classical evolution is given by Eq. 3.13.

(1) When $\Omega_{q}^{k}t \ll 1$ in Eq. 3.10, sinc($\frac{1}{2}\Omega_{q}^{k}t$) $\approx$ 1 and, $\tilde{F}(q, x, t)$ is independent of $q$. Then Eqs. 3.9 and 3.13 are almost equal, i.e. the quantum and classical evolutions closely follow each other. In this regime, the evolution does not depend upon the initial quantum state of the system.

(2) When $\Omega_{q}^{k}t \gg 1$, sinc($\frac{1}{2}\Omega_{q}^{k}t$) $\sim$ $\delta(\Omega_{q}^{k}t)$ and, $\tilde{F}(q, x, t)$ depends upon $q$. Therefore, in this regime, different initial quantum states corresponding to the same initial density and velocity field, may result into different number density and velocity field.

The quantum evolution depends upon the initial quantum state of the system and, in general, differ from the unique classical evolution after a certain time $t = t_{\text{classical}}$ defined by

$$\Omega_{k}^{p}t_{\text{classical}} = \frac{(n_{p}^{2} - n_{k}^{2})}{mL^{2}} = 0.1(n_{p}^{2} - n_{k}^{2}) \quad (3.14)$$

where we have used $p = \frac{2\pi n_{p}}{L}$ and $k = \frac{2\pi n_{k}}{L}$. The fraction 0.1 is somewhat arbitrary. The required condition is that the typical value of $\Omega_{k}^{p}t$ is of $\mathcal{O}(1)$. Here, we express the momentum $p$ in terms of the state $n_{p}$ of the particle. So $p$ is independent of the mass $m$. Consequently, the energy difference $\Omega_{k}^{p}$ is inversely proportional to $m$ when we change the mass $m$ keeping the particle state $n_{p}$ fixed. If we were to keep the velocity $v_{n_{p}} = \frac{2\pi n_{p}}{mL}$ fixed, the energy difference $\Omega_{k}^{p}$ should have been proportional to the mass $m$.

D. Examples with numerical values

For a 1D box of length $L$, the momenta of the particles are given by: $k_{n} = 2\pi n/L$ and velocities are $v_{n} = 2\pi n/(mL)$. Our calculations are valid for non-relativistic bosons, therefore we must choose the numerical values such that $v_{n} \ll 1$ i.e. $mL \gg 1$. For $m = 10^{-20}$ eV and length of the box as $L = 1$ pc, the velocities are of the order of

$$\frac{1}{mL} = 6.2 \times 10^{-4}\left(\frac{10^{-20} \text{ eV}}{m}\right)\left(\frac{1 \text{ pc}}{L}\right) \quad (3.15)$$

which are well within the non-relativistic regime. For a time-scale of 1 Myr, we get

$$mt = 4.8 \times 10^{8}\left(\frac{m}{10^{-20} \text{ eV}}\right)\left(\frac{t}{1 \text{ Myr}}\right). \quad (3.16)$$

Following Eq. 3.14, the timescale of the validity of classical field approximation is

$$t_{\text{classical}} = 2.7 \times 10^{-5} \text{ Myr}(\frac{m}{10^{-20} \text{ eV}})(\frac{L}{1 \text{ pc}})^{2}. \quad (3.17)$$

The above equation holds for all values of $m$ and $L$ as well as for any external potential if the system is in the regime of linear perturbation.

The magnitude of density perturbation is governed by $(GMmt/L)$. We define the timescale of validity of the linear perturbation $t = t_{\text{linear}}$ such that

$$\frac{GMmt_{\text{linear}}}{L} = 10^{-5}. \quad (3.18)$$
We choose the static point mass to be $M = M_\odot$ which yields

$$t_{\text{linear}} = 0.45 \text{ Myr} \left( \frac{10^{-20} \text{ eV}}{m} \right) \left( \frac{M_\odot}{M} \right) \left( \frac{L}{1 \text{ pc}} \right).$$

(3.19)

We place the point mass $M$ at $x_0 = 0.6L$ and take the regulator as $\mu = 10^{-13}L$. Figure 1 shows $t_{\text{linear}}$ and $t_{\text{classical}}$ as a function of $m$ for $M = M_\odot$, $L = 1$ pc. For $m \lesssim 10^{-18} \text{ eV}$, $t_{\text{classical}}$ is less than $t_{\text{linear}}$, i.e. the quantum evolution of the number density differs from the classical evolution within the linear regime.

Here we show how different initial quantum states corresponding to the same density and velocity field, may result into different evolutions of the density contrast. We consider the following initial quantum states written in the form $|f_1(n_1), f_2(n_2), ...\rangle$ where $f_i = \frac{N_i}{N}$ and $p_i = \frac{2\pi n_i}{L}$:

$$|1\rangle = |1.0(0), 0, 0, ...\rangle$$
$$|2\rangle = |0.9(0), 0.05(-2), 0.05(2), 0, 0, ...\rangle$$
$$|3\rangle = |0.5(0), 0.3(2), 0.15(-3), 0.15(-1), 0, 0, ...\rangle.$$  

(3.20)

Since $\sum f_i = 1$ and $\sum f_in_i = 0$, all of these quantum states correspond to the same initial condition i.e., Eqs. 3.5. We emphasize that, in classical field theory, the initial wavefunction is uniquely specified by the initial conditions, Eqs. 3.5. If we write the classical wavefunction corresponding to the quantum states $|2\rangle$ and $|2\rangle$, we get inhomogeneous density and non-zero velocity field which result into entirely different evolutions of the number densitites (see the discussion in Sec. II A 3).

Quantum evolution of the number density corresponding to the state $|1\rangle$ is the same as the classical evolution. In the left panel of Fig. 2, we show the evolution of density contrast $\delta$ at a specific point $x = 0.6L$ in classical (Eq. 3.13) and quantum field theories (Eq. 3.9), for $m = 10^{-20} \text{ eV}$. As expected from Eq. 3.17, the classical and quantum evolutions differ from each other at about $t = 2.7 \times 10^{-5} \text{ Myr}$. In the right panel of Fig. 2, we show the same for $m = 10^{-17} \text{ eV}$, and the evolutions differ from each other at about $t = 2.7 \times 10^{-2} \text{ Myr}$ as predicted by Eq. 3.17. However, at that time, the density evolutions enter non-linear regime ($t_{\text{linear}} = 4.5 \times 10^{-4} \text{ Myr}$ for $m = 10^{-17} \text{ eV}$ following Eq. 3.19) where our analytical expressions are not valid.

IV. SUMMARY

In classical field theories, the axions are represented by a complex wavefunction which satisfies the Schrödinger-Gross-Pitaevskii equation in the non-relativistic regime. The number density and velocity field of axions follow the continuity equation and Euler-like equation with an additional ‘quantum pressure’ term. The classical evolution is uniquely determined once the initial density and velocity field are specified. We write down the analogues of the continuity and Euler-like equations in quantum field theory. We show that, in quantum field treatment, the evolution of axions is uniquely specified only if the initial quantum state of the system is known. There exist a large number of quantum states corresponding to the same density and velocity field. Evolutions of number density for these quantum states are not identical and, in general, differ from the classical evolution.

We consider a toy-model with a large number of axions in a one-dimensional box and moving under the gravitational potential of a static point mass. Initially, the number density...
is homogeneous and the velocity field is zero everywhere. Here we ignore the self-interactions between the axions. We show that, after a certain time, the quantum evolution of the number density depends upon the initial quantum state of the system and differs from the classical evolution. We give an estimate of the timescale of the validity of classical field approximation. We also show that, for certain parameters of the system, the classical and quantum evolutions of density perturbation may differ from each other within the linear regime. We note that the differences between classical and quantum evolutions depend upon what fraction of quanta is in a certain single-particle state, but not on the absolute number of axions.

In a future work, we will discuss whether the difference between classical and quantum field evolutions of density perturbation is significant for cosmological axions. For such studies, it is important to include the expansion of the Universe as well as the effects of self-interactions between the axions.
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Appendix A: Expressions for $\tilde{P}(q)$

$\tilde{P}(q)$ is defined in Eqs. 3.4 as:

$$
\tilde{P}(q) = \int_{0}^{L} dx \frac{1}{|x-x_0|+\mu} e^{iqx} .
$$  \hspace{1cm} (A1)

The expressions for the real and imaginary parts of $\tilde{P}(q) = \tilde{P}_R(q) + \tilde{P}_I(q)$ are

$$
\tilde{P}_R(q \neq 0) = \cos(qx_0) \left[ \text{Ci}(qx_0 + q\mu) + \text{Ci}(qL - qx_0 + q\mu) - 2\text{Ci}(q\mu) \right] - \sin(qx_0) \left[ \text{Si}(qL - qx_0) - \text{Si}(qx_0) \right]
$$

$$
\tilde{P}_R(q = 0) = 2 \ln \left( \frac{\sqrt{x_0(1-x_0)}}{\mu} \right)
$$  \hspace{1cm} (A2)

and

$$
\tilde{P}_I(q \neq 0) = \sin(qx_0) \left[ \text{Ci}(qx_0 + q\mu) + \text{Ci}(qL - qx_0 + q\mu) - 2\text{Ci}(q\mu) \right] - \cos(qx_0) \left[ \text{Si}(qL - qx_0) - \text{Si}(qx_0) \right]
$$

$$
\tilde{P}_I(q = 0) = 0 .
$$  \hspace{1cm} (A3)

$\text{Ci}(x)$ and $\text{Si}(x)$ are integrals of $\frac{\cos x}{x}$ and $\frac{\sin x}{x}$ respectively:

$$
\text{Ci}(b) - \text{Ci}(a) = \int_{a}^{b} \frac{\cos x}{x} \, dx
$$

$$
\text{Si}(b) - \text{Si}(a) = \int_{a}^{b} \frac{\sin x}{x} \, dx .
$$  \hspace{1cm} (A4)
FIG. 1. Time-scale of the validity of linear perturbation, $t_{\text{linear}}$ (see Eq. 3.19), and the time-scale of the validity of classical field approximation, $t_{\text{classical}}$ (see Eq. 3.17) as functions of $m$. We have taken for $M = M_\odot$ and $L = 1$ pc.

FIG. 2. Left panel: Variation of the density contrast $\delta$ at a specific point $x = 0.6L$ in classical field theory (see Eq. 3.13) and in quantum field theory for different initial quantum states (see Eq. 3.9). Quantum states $|1\rangle$, $|2\rangle$ and $|3\rangle$ are defined in Eq. 3.20. Quantum evolution corresponding to the state $|1\rangle$ is identical to the classical evolution. In this example, we have chosen $m = 10^{-20}$ eV, $M = M_\odot$ and $L = 1$ pc. The vertical dashed line indicates the timescale for the validity of classical field approximation, $t_{\text{classical}} = 2.7 \times 10^{-5}$ Myr (see Eq. 3.17). Right panel: The same as the left panel except for $m = 10^{-17}$ eV. The vertical dashed line corresponds to $t_{\text{classical}} = 2.7 \times 10^{-2}$ Myr (see Eq. 3.17).