Self-organization of atoms coupled to a chiral reservoir
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Tightly confined modes of light, as in optical nanofibers or photonic crystal waveguides, can lead to large optical coupling in atomic systems, which mediates long-range interactions between atoms. These one-dimensional systems can naturally possess couplings that are asymmetric between modes propagating in different directions. Strong long-range interaction among atoms via these modes can drive them to a self-organized periodic distribution. In this paper, we examine the self-organizing behavior of atoms in one dimension coupled to a chiral reservoir. We determine the solution to the equations of motion in different parameter regimes, relative to both the detuning of the pump laser that initializes the atomic dipole-dipole interactions and the degree of reservoir chirality. In addition, we calculate possible experimental signatures such as reflectivity from self-organized atoms and motional sidebands.
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I. INTRODUCTION

Optical systems such as tapered optical nanofibers and photonic crystal waveguides have attracted great interest due to their ability to support tightly confined modes of light [1–4]. The small mode volume in such setups results in a large coupling between the guided mode and atoms near the structure, modifying the optical properties and responses of nearby atoms [5–10]. Atoms can be held in the evanescent field along a nanofiber by use of a two-color dipole trap, which provides confinement in azimuthal and radial directions. By introducing a standing wave, the trap can be made to constrain the atoms along the axial direction [11–16]. In photonic-crystal waveguides, a trap scheme making use of Casimir-Polder forces could accomplish a similar goal [17,18]. If there is no axial trapping, the atoms are free to move along the fiber or waveguide. The atoms can then be driven either through the guided mode or by side illumination. If dissipation is introduced, then self-organized solutions to the equations of motion with stable spatial configurations of the atoms exist [19]. Similar phenomena have also been theoretically explored [20] and observed [21] for cold atoms in a cavity. This organization arises due to the forces associated with emission and reabsorption of photons into the guided modes, which can be described by an effective dipole-dipole interaction [22–27]. Furthermore, the effectively infinite-range character of photon-mediated exchange in 1D and strong coupling to the guided modes causes these interatomic forces to become quite prominent [28]. The final configuration of the atoms in position and momentum space will depend on optical properties of the driving field.

The optical interface in nanophotonic systems need not be perfectly bidirectional [29–32]. This is due to the fact that a tightly confined mode has longitudinal polarization [33]. An atom may preferentially interact with the left- or right-propagating mode, which could provide valuable tools for quantum optics [34]. However, self-organized configurations may be modified or nonexistent in cases where the interaction has this chiral nature. Some study for small numbers of atoms has been done in a scattering-matrix formulation in Ref. [35], but chiral systems were not the main focus of that work. Self-organized configurations have several potential technological applications, including optical processing, nanophotonic interfaces, and quantum information storage [36–39]. In addition, they may serve as simulators for various quantum mechanical many-body models [40], and the strong optical nonlinearity due to the atoms coupled to the waveguide can lead to photon-photon interactions [41–44].

In this paper, we present analytic and numerical results showing that chiral systems will still produce self-organized solutions. We will show how these solutions differ from the symmetric case when the pump field is both near and far from resonance and present proposals for experimental detection of self-organization behavior in chiral systems that include an analysis of optical response to probe lasers as well as an examination of the structure of motional sidebands in chiral systems.

The remainder of this paper is organized as follows. In Sec. II, we introduce the system under investigation. We then, in Sec. III, examine cases where the interaction is entirely unidirectional both near and far from resonance before examining (Sec. IV) the behavior when the system is biased toward one direction but still allows atoms to couple to both left- and right-propagating modes with different strengths. Next we discuss in Sec. V means of producing couplings with varying chirality and identifying experimental signatures of differently self-organized configurations. Finally, Sec. VI summarizes our results, and the Appendix contains mathematical details omitted from the main text.

II. SETUP

A. Physical system and equations of motion

Suppose that $N$ atoms are free to move axially along the waveguide, and that the confinement in the radial and azimuthal directions is strong enough to neglect these degrees of freedom, making the system effectively one dimensional. The atoms have a single transition with angular frequency $\omega$ and associated wave vector in the fiber $k$. The ground and
excited state of the atoms are denoted $|g\rangle$ and $|e\rangle$, respectively. The atoms are illuminated from the side by a pump laser with frequency $\omega_L$, corresponding detuning $\delta = \omega_L - \omega$, and real Rabi frequency $\Omega$. It should be noted that it is not necessary to illuminate from the side, as atoms can also be illuminated through the guided mode. These dynamics would be different as each atom would be driven at a different phase. While this may form an interesting basis for future work, here we restrict ourselves to side illumination. However, the numerical methods of this work would also be applicable to these systems if the appropriate phase was added to the driving Rabi frequencies. This setup is illustrated in Fig. 1. The total decay rate for an atom into all modes, both guided and free space, is denoted $\Gamma_{\text{tot}}$. Some of this decay goes into free space and is lost to the system, which occurs at rate $\gamma$. The decay rate specifically into the guided modes is $\Gamma_{\text{ID}}$, a sum of $\Gamma_L$ and $\Gamma_R$, the decay into left and right directions, respectively:

$$\Gamma_{\text{tot}} = \Gamma_{\text{ID}} + \gamma = \Gamma_L + \Gamma_R + \gamma.$$  \hspace{1cm} (1)

In numerical results of this paper, $\Gamma_{\text{ID}} = 0.25\Gamma_{\text{tot}}$, which is a value easily accessible in current photonic crystal waveguides [24]. This was the value used in previous work on the symmetric case, so that all results will match those of Ref. [19] in the limit $\Gamma_L = \Gamma_R$. While $\Gamma_{\text{ID}} = 0.25\Gamma_{\text{tot}}$ is higher than accessible with current optical nanofiber technology [45], reducing $\Gamma_{\text{ID}}$ does not qualitatively change the self-organization behavior, as discussed in Sec. V. In particular, self-organized stable configurations still exist if $\Gamma_{\text{ID}}$ takes a smaller or larger value. Higher values of $\Gamma_{\text{ID}} / \Gamma_{\text{tot}}$ have the advantage of stronger self-organized potentials, and therefore require less cooling, also discussed in Sec. V.

We define a “chiral decay rate”

$$\chi \equiv \Gamma_R - \Gamma_L.$$  \hspace{1cm} (2)

The advantage of separating off the chiral decay rate is that the equations of motion will now be similar to previous work [19] with an additional term that represents the excess coupling in one direction, as will be shown in Eqs. (9)–(11). The chirality of the system can be characterized by the fraction of the decay into guided modes that is preferentially directed in one direction. We define $\chi_r \in [-1, 1]$,

$$\chi_r \equiv \frac{\chi}{\Gamma_{\text{ID}}} = \frac{\Gamma_R - \Gamma_L}{\Gamma_{\text{ID}}}.$$  \hspace{1cm} (3)

If $\chi_r = 0$, then $\Gamma_R = \Gamma_L$, whereas if $\chi_r = 1$, then $\Gamma_L = 0$ and all spontaneous emission into the fiber is into rightward-propagating modes. In this fully chiral case, the interaction is one way, and atoms only affect atoms to their right. In this work, we without loss of generality take $\chi_r \geq 0$. In all cases, numerical parameters are those of the cesium $D_2$ line [46]; the transition has wave number in vacuum $\hbar k/(2\pi) = 11727\text{ cm}^{-1}$ and decay rate in free space $\gamma = 5.2\text{ MHz}$. Throughout this paper we present results as dimensionless ratios wherever possible, but atomic parameters are necessary in our simulations to specify the ratio between the recoil frequency $\omega_r = \hbar k^2/2m$ (where $m$ is atomic mass) and total emission rate $\gamma$.

The full atom-field Hamiltonian can be reduced to a dissipative spin model by integrating out photonic degrees of freedom, as in Ref. [47]. This procedure is carried out explicitly in the Appendix. The evolution of the system density matrix $\rho$ is then given by the master equation

$$\dot{\rho} = -\frac{i}{\hbar}[H, \rho] - \frac{1}{2} \sum_m (L^\dagger_m L_m \rho + \rho L^\dagger_m L_m - 2 L_m \rho L^\dagger_m).$$  \hspace{1cm} (4)

This can be compared to previous work on symmetry-broken master equations, Refs. [48,49]. The coherent evolution is described by the following Hamiltonian:

$$H = \sum_j \left[ \frac{p_j^2}{2m} - \hbar \delta \sigma^{j}_{ee} - \hbar (\Omega \sigma^{j}_{eg} + \text{H.c.}) \right] + \sum_{i \neq j} \hbar \Gamma_L \sin(k|z_i - z_j|)\sigma^{j}_{eg} \sigma^{i}_{ge} + i\hbar \frac{\chi}{2} \sum_j \sum_{i \neq j} \left( \sigma^{j}_{eg} \sigma^{i}_{ge} e^{-ik|z_i - z_j|} - \sigma^{j}_{ge} \sigma^{i}_{eg} e^{ik|z_i - z_j|} \right).$$  \hspace{1cm} (5)

where $\sigma^{j}_{\mu \nu}$ is the atomic state operator $|\mu\rangle \langle \nu|$ for the atom $j$ with $\mu,\nu \in \{e,g\}$ corresponding to excited and ground states. The position of the $j$th atom is given by $z_j$.

The first term of Eq. (5) is a kinetic energy for momentum $p_j$ and mass $m$. The second term, proportional to $\delta$, is the energy of the excited state in the rotating frame. The third term, proportional to $\Omega$, represents the interaction between the pump laser and the atoms. The fourth term, proportional to $\Gamma_L$, sums over all pairs and describes the process of exchange of atomic excitations, mediated by a guided photon in the case of a symmetric coupling. The sinusoidal modulation reflects the propagation phase of the photon mediating the interaction; the interaction is infinite ranged.

The excess in the coupling to the other mode has been moved into the fifth term, proportional to $\chi$. We have chosen to work with $\Gamma_L$ and $\chi$ (rather than $\Gamma_{\text{ID}}, \chi$) in Eq. (5) to facilitate comparison to the symmetric case, simply by setting $\chi = 0$.

The incoherent evolution in the master equation [Eq. (4)] is described by the jump operators $L_m$, where $m$ runs over the $N$ independent atomic emissions into free space with rate $\gamma$, the symmetric decays in both directions of the guided mode with
rate $\Gamma_L$, and the asymmetric decay with rate $\chi$:

$$L_j = \sqrt{\gamma} \sigma^j_{ge},$$

$$L_{L,R} = \sqrt{\Gamma_L} \sum_j e^{\mp ik_z \delta} \sigma^j_{ge},$$

$$L_i = \sqrt{\chi} \sum_j e^{-ik_z \delta} \sigma^j_{ge}.$$  

The exponential in Eq. (7) has a minus sign for the decays into rightward-propagating modes. This formulation is equivalent to previous work in chiral dissipative systems [50], where $\Gamma_L$ and $\Gamma_R$ are kept separated. In the $\chi_L = 1$ case, this is a cascaded system, as described by Refs. [48,49,51]. The jump operators $L_{i,L,R}$ are identical to those used to describe atoms coupled symmetrically to a waveguide, as in Ref. [19].

We work in a classical limit for the motion of the atoms, obtaining evolution equations for the expectation values of momentum and position. This approximation is justified if the atoms are not cooled to near their motional ground state. As we will be dealing exclusively with expectation values from now on, we will omit angle brackets for notational convenience—$\langle z \rangle$, $\sigma^j_{ge}$, and $p$ should be read as expectation values. In addition, we will make the approximation that atomic excitation is low enough that saturation can be neglected (we treat a factor $|\sigma^j_{ge} - \sigma^j_{ee} | \approx 1$), which also implies that the spins are not correlated, i.e., $\langle \sigma^j_{ge} \sigma^j_{ge} \rangle \approx \langle \sigma^j_{ge} \rangle \langle \sigma^j_{ge} \rangle$. The de-correlation follows by writing a two-atom wave function and evaluating the two expectation values. Since $\sigma^j_{ge}$ and $\sigma^j_{ee}$ are both small, the $|ee\rangle$ component of the wave function can be neglected, and under this condition the two expectation values are equal. The equations of motion are

$$\dot{z}_j = \frac{p_j}{m},$$

$$\dot{\sigma}^j_{ge} = \left( i \delta - \frac{\Gamma_{tot}}{2} \right) \sigma^j_{ge} + i \Omega e^{ik_z \delta} \sum_{i \neq j} \sigma^j_{ge} e^{ik_z |z_i-z_j|} - \chi \sum_{i < j} \sigma^j_{ge} e^{ik_z |z_i-z_j|},$$

$$\dot{p}_j = -\hbar k \chi |\sigma^j_{eg}|^2 - 2\hbar k \chi \text{Re} \sum_{i < j} \sigma^j_{eg} \sigma^j_{ge} e^{ik_z |z_i-z_j|} - 2\hbar k \Gamma_L \text{Re} \sum_i \left[ \sigma^j_{ge} \sigma^j_{eg} e^{ik_z |z_i-z_j|} \text{sgn}(z_j-z_i) \right] - \gamma p_j p_j.$$  

The term $\gamma p_j$ does not arise from Eq. (4); it is an external damping which removes energy from the system so that the atoms can come to equilibrium. This is required to achieve numerical convergence; without this term the atoms do not achieve a self-organized equilibrium. The external damping in these equations could be provided by the same cooling systems that will be necessary to trap the atoms initially. A standard optical molasses setup would destroy the coherences that are necessary to produce the dipole-dipole interaction. However, other cooling schemes may be able to provide the needed damping force. One possibility could be a form of stroboscopic cooling, in which the system is alternated between periods of cooling and periods of interaction. The resulting dynamics would then resemble those analyzed here. A further discussion of cooling and the damping coefficient required to stabilize the system can be found in Sec. V D.

The momentum equation, Eq. (11), contains a term $-\hbar k \chi |\sigma^j_{ge}|^2$. This is not present in the symmetric case (where $\chi = 0$). It arises because spontaneous emission is no longer symmetric. The symmetric case lacks this term and converges to states with $p_j = p_f$ for all $j$, as the $\gamma p_j$ damping term removes kinetic energy from the system, but this is not expected for chiral couplings. Instead, self-organized solutions in the chiral case will be those for which $p_i = p_f$ for all pairs of atoms $i,j$. There will be a center-of-mass motion but the atoms will remain fixed in relative spacing. The final momentum will be inversely proportional to $\gamma p_j$, and without damping the system will continue accelerating.

**B. Numerical strategy for finding steady-state behavior**

We begin with atoms in random positions and with no initial momentum or coherences. At time $t = 0$, a pump field of real Rabi frequency $\Omega$ and detuning $\delta$ switches on, and atoms begin interacting. The system is evolved in time according to Eqs. (9) and (10) until all the derivatives in the equations of motion are zero, except for position (due to the expected center-of-mass motion).

In general, there may not be a unique steady state that arises from this procedure. First, since the atomic positions only enter into the equations of motion through phase factors $e^{ik_z \delta}$, there is a multiplicity of solutions arising from invariance under shifts of the atomic position by integer wavelengths. In addition, different initial conditions in the random positions of the atoms could in principle lead to different steady-state solutions, which is particularly true when the atoms are driven close to resonance. In order to find a replicable and reliable steady state, we follow a particular route in parameter space. As discussed in Sec. III A, for infinite detuning the atomic coherences decouple from the positions, which leads to a unique steady-state solution. In practice, the procedure starts with a detuning $\delta = \pm 20\Gamma_{tot}$, large enough that a deterministic configuration emerges close to the $\delta = \pm \infty$ solution. After the initial run, the $\delta = \pm 20\Gamma_{tot}$ equilibrium results for $p, \sigma$, and $z$ are used as initial conditions for a new simulation with $\delta$ slightly closer to resonance. This scheme can find steady states under a near-resonant pumping that can be replicated from one run of the program to the next. In addition, such a preparation procedure could perhaps mirror an experimental scheme to produce these arrangements.

This procedure illustrates the necessity of the damping rate $\gamma p_j$. If the initial condition is far away from the steady state, then there will be potential energy stored in the initial positions of the atoms. Since atomic interactions mediated by photon exchange conserve momentum, the self-organizing forces are not capable of bringing the configuration to a low-energy equilibrium; dissipation is required to achieve self-organization. However, the final configuration is determined by interatomic distances, and these are not affected by the damping rate as can be seen by setting $p_j = 0$ in Eq. (11). Therefore, the damping rate does not affect what steady-state configuration is found. If $\gamma p_j$ is set to zero after a steady
state has been achieved, the self-organized configuration will remain intact, but it will now accelerate due to asymmetric spontaneous emission. The self-organization survives in an accelerating frame.

III. CHIRAL SELF-ORGANIZATION

In this section we explore the types of self-organized solutions that arise when \( \chi_r = 1 \), that is, in the case of a one-way (cascaded) interaction. In this regime, the asymmetric decay rate \( \chi \) is equal to the total decay into guided modes \( \Gamma_{1D} \). However, to make clear which terms we are including from the general equations, we still write \( \chi \). First, we discuss the simpler case of the “weak-scattering” limit (large detuning) before deriving a general solution which allows for any detuning.

A. Weak scattering

In Eq. \( \text{(10)} \), one sees that the atomic coherence of each atom \( j \) is driven by a combination of the external field with Rabi frequency \( \Omega \) and the fields scattered into the waveguide by other atoms \( i \neq j \). The weak-scattering limit is defined as the regime in which the scattered fields are negligible. Quantitatively, a sufficient condition is \( N \Gamma_{1D} \ll \sqrt{\delta^2 + \Gamma_{1D}^2}/4 \) and \( \Omega \ll \Gamma_{1D} \delta \). This allows us to say that \( \sigma^{<}_{j} = s_0 \), for all \( j \) which can be determined by solving the \( \sigma^{>}_{j} \) equation \( \text{(10)} \) if the terms involving other atoms are discarded:

\[
|s_0|^2 = \frac{|\Omega|^2}{\delta^2 + \Gamma_{1D}^2}/4. \tag{12}
\]

The value of \( s_0 \) actually has no effect on the steady-state positions of the atoms in the weak scattering case. Throughout this paper in the numerics we set \( \Omega = 0.1 \sqrt{\delta^2 + \Gamma_{1D}^2}/4 \) so as to enforce constant saturation of the atoms even as \( \delta \) changes. Note that a different prefactor value for \( \Omega \) rescales the \( \sigma \) expectation values, and choosing different values of \( \Omega \) affects the transient behavior but not the actual steady-state solutions.

The dynamics of a chiral system are not Hamiltonian. This is because every atom has a damping term included which does not conserve energy. This differs from the symmetric case, where the damping can be omitted without leading to runaway momentum and the problem can be solved by energy minimization of the many-body potential in the weak-scattering limit. We use the chiral part of the equation of motion for momentum, Eq. \( \text{(11)} \), but we set all \( \sigma^{<}_{j} = s_0 \) due to the weak-scattering limit.

\[
\dot{p}_j = -\hbar \chi s_0^2 - 2\hbar \chi s_0^2 \text{Re} \sum_{i<j} e^{ik(z_j-z_i)} - \gamma_p p_j. \tag{13}
\]

For an equilibrium state, the momentum will be constant, so

\[
p_j = -\frac{\hbar \chi s_0^2}{\gamma_p} \left[ 1 - 2 \text{Re} \sum_{i<j} e^{ik(z_j-z_i)} \right]. \tag{14}
\]

For the leftmost atom, the second term disappears as an empty sum. The right-hand side of Eq. \( \text{(14)} \) must be the same for every atom to yield a self-organized configuration, \( p_i = p_j \) for all \( i, j \). Therefore, the sum must vanish for all atoms. The condition is

\[
\text{Re} \sum_{i<j} e^{i(k(z_j-z_i))} \propto \frac{\partial}{\partial z_j} \sum_{i<j} \sin(k(z_j-z_i)) = 0. \tag{15}
\]

The condition of stationary momentum is identical to a condition in which a potential acting on a single particle is minimized,

\[
V_j = 2\hbar \chi s_0^2 \sum_{i<j} \sin(k(z_j-z_i)). \tag{16}
\]

This resembles a dipole potential acting on the \( j \)th atom which considers only the influence of atoms to its left. Minimizing this ensures that the sum in Eq. \( \text{(15)} \) vanishes. Therefore, equilibrium for each particle is achieved by minimizing this potential, even though the system as a whole does not minimize any general many-body potential.

As previously noted, there is a multitude of solutions associated with the displacement of atoms by an integer number of wavelengths. Therefore, instead of the actual position \( z_j \), we will consider the fractional distance \( f_j \) satisfying \( 0 < f_j \leq 1 \), defined such that \( z_j = k(n_j + f_j) \) where \( n_j \) is an integer \( [19] \). All arguments \( k z_j \) to periodic functions are replaced with \( 2\pi f_j \). In addition, the position of the leftmost atom is defined to be \( f_0 = 1 \) without loss of generality. The position of the next atom is found by minimizing the next potential, which is

\[
V_1 = 2\hbar \chi s_0^2 \sin2\pi(f_1 - 1) = 2\hbar \chi s_0^2 \sin2\pi f_1. \tag{17}
\]

This is minimized with setting \( f_1 = 3/4 \). The potential experienced by the next atom follows from these positions, and so on. To find \( f_j \), we rewrite Eq. \( \text{(16)} \) as

\[
V_j = E_j \cos(2\pi f_j - \delta_j), \tag{18}
\]

where

\[
\delta_j = \arctan \left( \frac{\sum_{i<j} \sin 2\pi f_i}{\sum_{i<j} \cos 2\pi f_i} \right) \frac{\pi}{2}. \tag{19}
\]

\[
E_j = -2\hbar \chi s_0^2 \sqrt{\sum_{k,l} \cos 2\pi(f_k - f_l)} \tag{20}
\]

\[
= -2\hbar \chi s_0^2 \sqrt{j + 2 \sum_{k<l} \cos 2\pi(f_k - f_l)} \tag{21}
\]

The last equality follows from Eq. \( \text{(15)} \). Equation \( \text{(18)} \) implies that the minimal single-particle energy \( E_j \) is achieved when

\[
f_j = \frac{\delta_j}{2\pi}. \tag{23}
\]

The total energy of the chain is \( \sum E_j \propto N^{3/2} \) to leading order in \( N \).

As shown in Fig. 2, numerical results agree with the positions predicted by Eq. \( \text{(23)} \) for both the \( \chi_r = 1 \) results as calculated by the methods of this section as well as the \( \chi_r = 0 \) results \( [19] \). In addition, equilibrium configurations in the weak-scattering limit are included for several intermediate chiralities. For chiralities less than \( \chi_r = 1 \), the arrangement of atoms is closer to that of the symmetric case, where the spacing between atoms is uniform and equal to \( (1 - \frac{k}{2\pi})L \). \( [19] \).
The similarity between symmetric and intermediate cases is more pronounced near the right end of the chain, where the spacing between atoms is quite close to uniform. This can be understood intuitively by realizing that atoms on the right side of the chain receive photons from substantially fewer atoms in both the symmetric and chiral cases, while an atom towards the left receives photons from almost all other atoms in the chiral case. Therefore, we might expect atoms further down the chain to resemble the symmetric case more. In addition, it is known that the energy of the symmetric weak-scattering chain would resemble the symmetric case more. In addition, the spacing between atoms is quite close to uniform. This can be understood intuitively by realizing that atoms on the right side of the chain receive photons from substantially fewer atoms in both the symmetric and chiral cases, while an atom towards the left receives photons from almost all other atoms in the chiral case. Therefore, we might expect atoms further down the chain to resemble the symmetric case more. In addition, it is known that the energy of the symmetric weak-scattering case scales as $N^2$ [19], so the fact that it dominates over the chiral configuration (with $E \propto N^{3/2}$) is sensible.

### B. Near resonance

In the purely chiral case, the system can be solved exactly for any detuning, even outside of the weak-scattering limit discussed in Sec. III A. Consider the equations of motion for a single atom $j$ in the purely chiral case:

$$\dot{p}_j = -\hbar k \chi |\sigma_{ge}^j|^2 - 2\hbar k \chi \Re \sum_{i<j} \sigma_{eg}^i \sigma_{ge}^j e^{ik(z_j - z_i)} - \gamma_p p_j,$$

$$\dot{\sigma}_{ge}^j = \left(i \delta - \frac{\Gamma_{tot}}{2}\right) \sigma_{ge}^j + i \Omega \sum_{i<j} \sigma_{eg}^i e^{ik(z_j - z_i)}.$$

Setting both time derivatives to zero gives

$$p_j = -\frac{\hbar k \chi}{\gamma_p} \left[|\sigma_{ge}^j|^2 + 2 \Re \sum_{i<j} \sigma_{eg}^i \sigma_{ge}^j e^{ik(z_j - z_i)}\right],$$

$$\sigma_{ge}^j = \frac{-i \Omega + \chi \sum_{i<j} \sigma_{eg}^i e^{ik(z_j - z_i)}}{i \delta - \frac{\Gamma_{tot}}{2}}.$$

Once again, all the $p_j$’s must be the same. Therefore, all $p_j = p_0$, and since the equations of motion for $p_0$ do not refer to the position of the other atoms, it can be found to be

$$p_j = -\frac{\hbar k \chi}{\gamma_p} |\sigma_{ge}^0|^2. \quad (28)$$

where the value of $\sigma_{ge}^0$ follows from the $j = 0$ case of Eq. (27).

By substituting this into Eq. (26), the general condition for all atoms is found,

$$|\sigma_{ge}^j|^2 - |\sigma_{ge}^0|^2 = -2\hbar k \chi \Re \sum_{i<j} \sigma_{eg}^i \sigma_{ge}^j e^{ik(z_j - z_i)} e^{ik(z_i - z_j)}.$$

The damping rate $\gamma_p$ dropped out of the equations of motion entirely, just as in the weak-scattering case. It is also important that the equations of motion for $j$ do not make any references to an atom $i > j$. Thus these equations can be easily solved iteratively starting from the first atom, $j = 0$, for any value of $\chi_r$. This time is defined as the latest time at which the atomic momentum is more than 1% away from its equilibrium value. This data represents 10 000 separate instances of the weak-scattering limit with $\chi_r = 1$ in random initial positions each time. For each trial, the time for the first atom to converge to its final position was calculated, and this time was then subtracted from all data points to isolate the trends. Atoms further down the chain converge later in the process.
\(\delta\). This iterative approach requires a purely one-way coupling \((\chi_r = 1)\). As shown in Fig. 3, this analytical result agrees with the numerical results precisely, although closer to resonance the numerical method does not converge to a self-organized solution.

The iterative nature of the calculation appears to have physical significance. In simulation, each atom tends to come to equilibrium “one by one,” with an atom equilibrating later if further down the chain. This trend in equilibration times is illustrated for the weak-scattering case in Fig. 4.

### IV. SMALL CHIRALITIES NEAR RESONANCE

In Sec. III A, we discuss results at arbitrary chirality for pump fields far from resonance, while Sec. III B focused on cases near resonance only for fully chiral \((\chi_r = 1)\) cases. In this section, we turn our attention to the general case, with pump fields at arbitrary detunings and \(\chi_r\) any value.

For \(\chi_r \gtrsim 0.65\) the system does not converge to a steady state in the weak-scattering regime. Instead, a limit cycle behavior is observed, in which the atomic configuration periodically returns to previous points, but it does not settle into a steady-state or self-organized behavior. Similar limit cycle behavior in driven dissipative systems was observed in Ref. [52]. In general, the limit cycle behavior emerges at \(\chi_r > 0.6\) and vanishes at \(\chi_r > 0.99\). The locations of these dynamical transitions are sensitive to the number of atoms used in the simulation. This behavior makes our protocol for starting in a far-detuned pump field and slowly stepping down closer to resonance unavailable, and we do not examine such chiralities further.

For smaller chiralities at most detunings, there are not large differences between cases with intermediate chirality \(\chi_r < 0.65\) and the symmetric case. Much of the relevant behavior and analysis is contained in Ref. [19].

For small, positive detunings, small changes in chirality can produce drastic differences in behavior. In the case of a symmetric interaction, the atoms form a “phase-slip” configuration in which two halves of the atomic ensemble form a nearly regular lattice with spacing \(\lambda\), with a \(3\lambda/4\) phase slip between them. If the two collections of atoms were single bodies interacting with a dipole-dipole potential, then their interaction would be proportional to \(\sin 2\pi (f_2 - f_1)\), and the \(3\lambda/4\) positional difference between them minimizes this two-body potential. The phase-slip configuration does not occur at large chiralities, but can emerge at lower nonzero chiralities. As chirality increases from \(\chi_r = 0\), an \(N\) atom chain will no longer form two \(N/2\) groups, but instead the groups become increasingly imbalanced until the phase slip becomes unstable at \(\chi_r \approx 0.3\) and collapses to a single lattice with spacing close to \(\lambda\) (Fig. 5).

The configurations in Fig. 5 are obtained by beginning far off resonance and slowly lowering \(\delta\) as described in Sec. II B. However, we can also converge first to a phase-slip configuration close to the critical chirality (where the phase-slip configuration disappears) and then use this as the initial condition for a simulation with slightly higher chirality. This will still lead to a collapse at roughly the same \(\chi_r\), but it allows the collapse process to be observed. Collapse due to a quench in chirality from \(\chi_r = 0.26\) to \(\chi_r = 0.27\) is a runaway process, in which atoms cross the phase slip one by one. This process cascades until there is only one chain and no phase slip.

A heuristic picture offers insight into the process of this collapse. Consider the equation of motion for atom \(j\). If other atoms are frozen in their equilibrium positions and coherences, the force atom \(j\) would experience if it were moved away from its original \(z_j\) can be determined by calculating \(p_j\). (Note that the equilibrium coherence at each \(z_j\) should also be recalculated.) By integrating the resulting curve, an effective potential is obtained. The problem is not actually well described by a potential, and this effective potential includes nonconservative terms like the damping force. This process can be performed for any atom \(j\), but targeting the one just before the phase slip allows us to examine its stability against small perturbations. At \(\chi_r = 0\), the equilibrium configuration starts out with a “double well” potential (Fig. 6), with both sides stable. As chirality increases, one well weakens and eventually vanishes leaving only a single stable point. The behavior of the effective potential should be compared to the number of stable

\[
\begin{align*}
\text{FIG. 5.} & \text{ Evolution of the phase-slip configurations as } \chi_r \text{ increases from 0 to 0.27 at } \delta = \Gamma_{\text{tot}}. \text{ These are produced by the numerical protocol outlined in Sec. II B.} \\
\end{align*}
\]

\[
\begin{align*}
\text{FIG. 6.} & \text{ Effective potential resulting from integrating the force equation (11) in various equilibrium configurations, ranging from symmetric } (\chi_r = 0) \text{ to just before collapse } (\chi_r = 0.25) \text{ at detuning } \delta = \Gamma_{\text{tot}}. \text{ This curve was generated by examining the force on the last atom before the phase slip (the rightmost atom in the left superatom), as illustrated in the inset. Note that a constant vertical offset on any of these lines has no physical significance.}
\end{align*}
\]
configurations at each point in parameter space. For \( \chi_r = 0 \), the \( N/2 \) split is not the only stable configuration; as many as seven atoms out of a total of 50 can be moved from one side to the other and still maintain a stable phase-slip configuration. At the other extreme, at \( \chi_r = 0.25 \), there are only two stable phase-slip configurations. This movement of atoms across the phase slip is accomplished by converging to a stable solution at a particular \( \chi_r \), and then manually setting \( f_j = f_{j+1} \), moving the atom across the phase slip. This modified steady state is then used as the initial condition for another run of the simulation to ensure that another steady state exists with this configuration. Situations that exhibit a double-well structure allow the atom to be placed on either side of the phase slip, but this freedom slowly disappears as \( \chi_r \) increases.

V. EXPERIMENTAL CONSIDERATIONS

In this section, we first outline a scheme by which tunable chirality can be achieved in the optical nanofiber platform (Sec. V A). We also present an analysis of the optical response of self-organized ensembles by transfer matrix methods (Sec. V B) and consider the motional modes in the weak-scattering regime (Sec. V C). Finally, we consider other experimental concerns including the influence of finite temperature (Sec. V D). Throughout this section, we use the \( D_2 \) line of neutral cesium, with details given in Ref. [46].

A. Achieving variable chirality

In this work, \( \chi_r \) is treated as a tunable chirality, but we have not discussed how this might be achieved. In many systems, this can be achieved by taking advantage of spin-orbit coupling in light. A thorough theoretical treatment of this phenomenon can be found in Refs. [53,54]. Experimental measurement of chiral behavior in nanofibers is described in Ref. [29], while similar measurement controlling directional emission from a nanobeacon was performed in Refs. [55,56]. An external magnetic field breaks cylindrical symmetry and provides a quantization axis (horizontal in Fig. 7) by setting the direction of the two-level atomic dipole. Due to the confinement of light in the fiber, its polarization has a longitudinal component which is parallel to the wave vector \( \mathbf{k} \) (in or out of the page in Fig. 7) and a transverse component perpendicular to the quantization axis. If the longitudinal and transverse amplitudes are equal (as shown at the top of Fig. 7), this yields a circular polarization relative to the quantization axis. However, if the direction of \( \mathbf{k} \) is reversed then the two components (transverse and longitudinal) will now change phase with respect to each other. Therefore, light propagating in opposite directions will have opposite circular polarizations (opposite signs in text on top of Fig. 7). Similarly, at a diametrically opposite position on the fiber surface (bottom of Fig. 7), the component of polarization transverse to \( \mathbf{k} \) has been reversed. Thus, at the bottom of Fig. 7, the pairing of circular polarization and direction of propagation will be reversed compared to the top of the figure. At angular positions between these two positions, the two modes are mixed, meaning light traveling in either direction will consist of both polarizations. An atom can be coupled to a given light field with variable, controllable chirality by adjusting its azimuthal position.

Consider using a cesium atom in its electronic ground state, \( ^6S_{1/2} \). Under a pump field resonant to the \( |^6S_{1/2}, F = 4, m_F = 4 \rangle \rightarrow |^6P_{3/2}, F = 5, m_F = 5 \rangle \) transition, excited electrons can only decay into the \( |^6S_{1/2}, F = 4, m_F = 4 \rangle \) state. In addition, this decay can only occur via the emission of a \( \sigma^+ \) polarized photon. If an atom is trapped on one side of the fiber (the “top” side in Fig. 7), then it predominantly emits in the \( -z \) direction. On the opposite side atoms predominantly emit in \( +z \). At an intermediate position (i.e., along the quantization axis), atoms have access to both modes equally, and decay symmetrically. Adjusting the azimuthal position of the atomic ensemble relative to the quantization axis varies the coupling from symmetric to chiral. This is possible by adjusting the polarization of the trapping light, which entirely controls the azimuthal position of the trap. This scheme is similar to that used by previous experimental realizations of chirality [57,58].

B. Optical signatures

Next, we establish a method by which chiral self-organization can be detected through its optical response to a weak probe field. Ordered spatial configurations of atoms can be probed by sending weak guided light through the ensemble and looking at changes in reflection and transmission compared to both a disordered state and a different ordered configuration [45,59,60]. The optical properties of the atomic ensemble can be calculated using a transfer matrix formalism [61,62]. It is natural to assume that the atomic response to the probe field will have the same chirality as the light responsible for self-organization, which requires transfer matrix equations incorporating a chirality [45,63]. However, if the probe has the same chiral properties as the light used
for pumping, the interaction with probe light changes with chirality. There are then two variables changing with χ_{r} for pumping, the interaction with probe light changes with chirality. There are then two variables changing with χ_{r}: the spatial configuration of the atoms in equilibrium and the nature of their interaction with the probe. Therefore, for what follows, we set Γ_{L} = Γ_{R} = Γ for the optical response to the probe light. Physically, the probe light might differ in either polarization or mode structure from the light which mediated self-organization, in such a way that the interaction it has with the ensemble is not chiral. This allows us to see the influence only of the change in equilibrium configuration.

Assuming such symmetric probing, the transfer matrix for a single atom in response to a probe field of detuning Δ is given by

\[ m = \frac{1}{i} \left( \begin{array}{cc} r^2 - r^2 & r \\ -r & 1 \end{array} \right). \] (30)

Here, the transmission and reflection coefficients are

\[ r = -\frac{2\Gamma}{2\Gamma + \gamma - 2i\Delta} \] (31)

and

\[ t = 1 - \frac{2\Gamma}{2\Gamma + \gamma - 2i\Delta}. \] (32)

This transfer matrix computes fields on the left of an optical element using the value of fields on the right, as shown in Fig. 8.

The transfer matrix for an entire ensemble is the product of these individual atomic transfer matrices as well as others corresponding to free propagation over a distance d, which accounts for accumulated phase between atoms:

\[ \left( \begin{array}{cc} M_{11} & M_{12} \\ M_{21} & M_{22} \end{array} \right) \] (33)

This calculation yields a transfer matrix M characterizing the optical response of the entire atomic array. From M the optical properties of the ensemble can be extracted by making an analogy to the single-atom transfer matrix. If the elements of the final matrix are M_{ij}, the derivation for the original single-atom transfer matrix can be reversed to find the transmission T and reflection R coefficients for the calculated transfer matrix in terms of those elements [45,63]:

\[ T_{R} = \frac{1}{M_{22}}, \] (34)

\[ R_{L} = -\frac{M_{21}}{M_{22}}, \] (35)

\[ R_{R} = \frac{M_{12}}{M_{22}}, \] (36)

\[ T_{L} = M_{11} - \frac{M_{12}M_{21}}{M_{22}}. \] (37)

Here, R and L refer to the transmission and reflection response to right- or left- propagating light. Due to the atomic arrangement, the response to light on either side of the optical element formed by the atomic ensemble may not be symmetric, even if the individual atomic responses are.

The collapse of phase-slip configurations as χ_{r} increases is reflected in optical response by a sudden increase in the width of the reflection peak, as shown in Fig. 9. This can be understood by the well-known result that evenly spaced atoms form a mirror due to Bragg reflection [47,61,64]. The quality of this mirror grows as the number of atoms in the ensemble increases. After the collapse, two small mirrors with a phase slip between them become a single larger mirror, with a corresponding increase in the reflective effectiveness.

Results from the weak-scattering regime are shown in Fig. 10. Even assuming a symmetric atomic response to probe light, the ensemble responds differently to different directions of incoming light when it has been self-organized under highly chiral (e.g., χ_{r} = 1) interactions. One way to understand this asymmetry is to consider the behavior of the light as it impinges on the χ_{r} = 1 arrangement shown in Fig. 2. Because the average atomic spacing approaches an evenly spaced lattice on one side of the ensemble, light that encounters that side first is primarily Bragg reflected. From the other direction, however, the light first encounters an irregularly spaced lattice of atoms which scatter the light into free space.

If, unlike the previous cases, the probe and the atomic coupling are both chiral, then the probe light will be strongly...
scattered when incident in the direction that atoms are sensitive to. At the same time, light passing in the opposite direction will not interact with the atoms. In this case, light can pass in one direction but not the other. The ability of chiral systems to provide a direction-dependent optical element has been demonstrated before [65], but not in a self-organized context.

C. Vibrational modes

Vibrational modes also allow a trapped atomic ensemble to be interrogated, most obviously by the appearance of motional sidebands in the atomic spectrum. Also, an atom driven at twice a trap frequency will undergo parametric heating [66,67]. Because this resonant effect is sensitive to the trap frequencies, it can be used for measurement and characterization of trap parameters [68,69]. Since the atoms in a self-organized configuration are trapped by a potential generated by the other atoms, parametric heating provides information about the organizing potential. These modes may also have use in quantum information processing or storage [38]. Therefore, in this section, we examine the structure of the phonon spectrum for atoms in the chiral case.

A full treatment by matrix diagonalization of the modes in a symmetric interaction can be found in Ref. [19]. For the fully chiral case in the weak-scattering limit, simple expressions for all the motional modes exist. Without a damping term, the first term in Eq. (11) produces a constant acceleration which is identical for all atoms. Since this change in reference frame does not affect the motional modes, we drop this term and impose the weak-scattering limit, reducing Eq. (11) to

$$\dot{p}_j = -2 \hbar k \chi_{0j}^2 \sum_{i<j} \cos k (z_j - z_i).$$

(38)

This force is equivalent to atom $j$ experiencing the potential given in Eq. (18). Expanding that potential to second order around equilibrium yields a natural frequency of oscillation:

$$\omega_j = \sqrt{4 \chi_{0j}^2 \omega_r \sqrt{j}},$$

(39)

where $\omega_r = \hbar k^2/(2m)$ is the recoil frequency of the atom.

Only one $\omega_j$ directly emerges from the potential formulation. However, atoms to the left of $j$ will oscillate at other frequencies $\omega_i$, modulating the equilibrium position of $z_j$. Therefore, atomic motion from one atom also contributes to the motion of atoms further to the right, and the motion of $z_j$ will contain frequency components $\omega_i$ for all $i < j$.

These multiple frequencies are precisely the behavior seen if every atom is perturbed slightly from equilibrium (Fig. 11). The second atom has only one frequency present and the others have increasingly more. Note that the motion of the leftmost atom is not visible, as we set $f_0 = 1$ when defining coordinates. Since it experiences no potential, it has no natural frequency of oscillation. Thus experimental procedures addressing these sidebands would be specific to a subset of atoms. Unlike the symmetric case, in which the frequency of the motional modes is proportional to $\sqrt{N}$ for large $N$, the chiral case has frequencies which are not changed by the addition of more atoms. The frequency $\omega_j$ will not appear if there are not at least $j + 1$ atoms, but once it is present it will not be modified if more atoms are added. This could be advantageous in an experiment where the number of atoms trapped is not known.

D. Other experimental challenges

A number of experimental considerations could complicate the treatment presented here. Some of these are factors which were consciously discarded in order to make the system more amenable to solutions, like a classical treatment of motion. Others, however, involve additional elements which were never included.

The precise value of $\Gamma_{1D}/\Gamma_T$ could affect the self-organizing behavior of the atomic ensemble. This paper...
uses $\Gamma_{1D} = 0.25\Gamma_{tot}$, which, while achievable in photonic crystal waveguides, is overly optimistic for nanofiber setups. However, while coupling strengths are an important practical concern for conducting the experiment, they do not have a large effect on the results presented here. As an example, consider the $\chi_r = 1$ case. Far from resonance, the single-particle potentials given in Eq. (16) apply. Since the spatial period of the sinusoidal potential a particle experiences is given by $k$ and does not depend on decay rates, Eq. (20) gives minima at the same places for any $\Gamma_{1D}$, so the spacings will be the same for all $\Gamma_{1D}$. Closer to resonance, changing $\Gamma_{1D}$ does affect the spacing. As shown in Fig. 12, the effect is a change in lattice spacings.

Another broad class of concerns would be those that violate the condition of 1D dynamics. The first concern would be that atomic motional modes in the transverse direction could be excited. However, if the main effect of these perturbations is to bring the atoms closer or further from the waveguide, this can be modeled as random noise on the value of $\Gamma_{1D}$. Figure 12 suggests that self-organized configurations will not be sensitive to this effect. These modes could also be resonant with the motional modes shown in Fig. 11. For nanofiber platforms, this concern also applies to torsional modes [70] which could be resonant with motional modes of atomic ensembles and lead to heating. These mode energies, their couplings to atoms, and the associated time scales will be system specific, and such particulars are outside the scope of our work.

The experimental procedure required for preparation of a self-organized state has not been discussed. If the desired pump is far from resonance, numerical simulations show that initial positions do not affect the final steady-state configuration. However, in practice, it may be more convenient to release atoms from a longitudinal standing-wave potential trapping them all at $f_j = 1$. Closer to resonance, an experiment could be designed to emulate the procedure of adiabatically adjusting the detuning from the weak-scattering limit to near resonance. In all cases, the methods of this paper could be applied to compute the expected steady state resulting from the particular initial conditions of the experiment.

Our semiclassical treatment of the atomic motion concerned only expectation values of momenta and positions, and did not address the variance of these operators. However, this is an oversimplification, which led to all atoms having identical momenta. In reality, the incoherent emission will lead to heating of the motional degrees of freedom. A more complicated treatment of the problem could either treat the motion quantum mechanically or implement classical stochastic dynamics. Because damping exists in the system, the end result will be a finite temperature [71]. In order to evaluate the final achieved temperature, we disregard transverse degrees of freedom and then apply the Einstein diffusion relation to the one-dimensional motion of an atom [72]. In our system this takes the form of

$$m \gamma_p k_B T = D.$$  \hspace{1cm} (40)

Here $D$ is the momentum diffusion coefficient in the system. Focusing on the weak-scattering limit, the rate of momentum diffusion will be given by $\frac{1}{2} (\hbar k s_0)^2 \Gamma_{tot}$ [72],

$$D = (\hbar k)^2 \frac{\Omega^2 \Gamma_{tot}^2 / 2}{(\Gamma_{tot} / 2)^2 + \delta^2}.$$ \hspace{1cm} (41)

This is the average rate of emission ($\frac{1}{2} \hbar k s_0^2 \Gamma_{tot}$) multiplied by the square of the size of the momenta “kick” received ($\hbar k$). Note that in reality the emission of a photon may not provide a full $\hbar k$ of transverse momentum depending on its direction of emission, but to simplify the calculation we assume the worst-case diffusion coefficient. Equations (40) and (41) can be rearranged to yield

$$T = \frac{\hbar \omega_r \Gamma_{tot} k_B^2 S_0^2}{\gamma_p k_B} \approx 0.98 \text{ nK}.$$ \hspace{1cm} (42)

Here we have substituted the physical parameters of the $D_2$ line of neutral cesium and $s_0 = 0.1$, as elsewhere in the work. To evaluate whether this temperature is problematic for chiral self-organization, we compare the characteristic energy to the minimum trapping energy in Eq. (20). This condition becomes

$$\frac{E_j}{k_B T} = \frac{2 \Gamma_{1D} \gamma_p}{\omega_r} \gg 1.$$ \hspace{1cm} (43)

For the value of $\Gamma_{1D} = 0.25\Gamma_{tot}$ we used in our simulations, this would imply $\gamma_p > \omega_r$. This damping rate is impossible for Doppler cooling in the two-level approximation, but is accessible for Sisyphus cooling schemes [72,73]. However, if the two-level approximation is abandoned then there is no need for us to necessarily cool using the same transition which mediates the chiral interaction, meaning that Doppler cooling may still suffice. Note that none of these considerations affect which states are steady states of the equations of motion, but simply give conditions required to achieve these steady states.

VI. CONCLUSION AND OUTLOOK

We have looked at self-organization in systems with direction-dependent atom-light coupling and found that self-organization survives in a reference frame moving along with the resulting center-of-mass motion. Handling this center-of-mass motion may require damping the atomic motion. In
The full Hamiltonian is given by
\[
H = \sum_{j} \frac{p_{j}^{2}}{2m} + i\hbar \omega \sigma_{ee}^{j} + i\hbar \int dz \left( a_{L}^{j}(z) \frac{\partial a_{L}}{\partial z} - a_{R}^{j}(z) \frac{\partial a_{R}}{\partial z} \right) \\
- \hbar \sqrt{2\pi} \int dz \left[ \sum_{j} \delta(z-z_{j}) \left\{ \sigma_{ee}^{j} (\beta_{L} a_{L}(z) + \beta_{R} a_{R}(z)) \right\} \right] \\
+ H.c. \right].
\]
\[\text{(A1)}\]

Here the \(a_{L}, a_{R}\) are the field annihilation operators for left and right propagating fields, respectively, while the \(\sigma_{ee}, \sigma_{gg}, \sigma_{L}, \sigma_{R}\) are atomic state operators for each atom, where \(\mu, \nu \in \{e, g\}\) stand for excited or ground states. \(\beta_{L, R}\) is the atom-field coupling strength for each mode and \(v\) is the speed of light in the waveguide. This Hamiltonian does not include the emission into free space, which has jump operator
\[
L_{j} = \sqrt{\gamma} \sigma_{gg}^{j}.
\]
\[\text{(A2)}\]

Formally integrating the equations of motion for \(a_{R}\) and \(a_{L}\), we write the field operators as a sum of the input field and a contribution from the radiating atoms [47]:
\[
\begin{align*}
\sigma_{gg}^{j}(z, t) &= \sigma_{gg}^{j}(z-\nu t) + \frac{i\sqrt{2\pi} \beta_{R}}{v} \sum_{k} \Theta(z-z_{k}) \sigma_{ee}^{j} \\
& \times \left( \frac{t - |z - z_{k}|}{v} \right), \\
\sigma_{gg}^{j}(z, t) &= \sigma_{gg}^{j}(z+\nu t) + \frac{i\sqrt{2\pi} \beta_{L}}{v} \sum_{k} \Theta(z_{k} - z) \sigma_{ee}^{j} \\
& \times \left( \frac{t - |z - z_{k}|}{v} \right).
\end{align*}
\]
\[\text{(A3, A4)}\]

Here \(\Theta\) is the Heaviside theta function. The Heisenberg equation of motion for \(\sigma_{gg}^{j}\) is
\[
\begin{align*}
\dot{\sigma}_{gg}^{j} &= -i \omega \sigma_{gg}^{j} - i\sqrt{2\pi} \left( \sigma_{ee}^{j} - \sigma_{gg}^{j} \right) (\beta_{L} a_{L}(z_{j}) + \beta_{R} a_{R}(z_{j})), \\
& \text{(A5)}
\end{align*}
\]

Now insert Eqs. (A3) and (A4) into Eq. (A5) and make an approximation that \(\sigma_{ee}^{j}\) is slowly varying. Specifically, rather than treat the retardation exactly, we take \(\sigma_{gg}^{j}(t-\epsilon) = \sigma_{gg}^{j}(t) e^{i\omega \epsilon},\) essentially reducing the retardation effect to a relative phase depending on the frequency of light \(\omega_{L}^r\). This approximation is valid as long as the bandwidth of the dynamics \(\Delta \omega\) satisfies \(\Delta \omega L/v \ll 1\), where \(L\) is the system size. The equation of motion becomes
\[
\dot{\sigma}_{gg}^{j} = -i \omega \sigma_{gg}^{j} + \frac{\nu}{2} \sigma_{gg}^{j} + F(t) + \left( \sigma_{ee}^{j} - \sigma_{gg}^{j} \right) \left[ -i\sqrt{2\pi} \left( \beta_{L} a_{L}(z_{j}) + \beta_{R} a_{R}(z_{j}) \right) \\
+ \frac{2\pi \beta_{L}^{2}}{v} \sum_{i} \Theta(z_{j} - z_{i}) \sigma_{ee}^{j} e^{i\delta|z_{j} - z_{i}|} + \frac{2\pi \beta_{R}^{2}}{v} \sum_{i} \Theta(z_{j} - z_{i}) \sigma_{gg}^{j} e^{i\delta|z_{j} - z_{i}|} \right].
\]
\[\text{(A6)}\]

This includes free space decay term and the associated Langevin noise \(F(t)\) [78].

If only one atom is present, then there is only one term in each of the two sums in Eq. (A6), and they together contribute
\[
\frac{2\pi \beta_{L}^{2}}{v} \sigma_{gg}^{j} + \frac{2\pi \beta_{R}^{2}}{v} \sigma_{gg}^{j}.
\]

The single-atom spontaneous emission rate into the waveguide is
\[
\Gamma = \Gamma_{L} + \Gamma_{R} = \frac{2\pi \beta_{L}^{2}}{v} + \frac{2\pi \beta_{R}^{2}}{v},
\]
which agrees with
the symmetric case in the limit $\beta_L = \beta_R$. Removing the single-atom spontaneous emission from the sum and moving to the rotating frame yields the final equation for the evolution of $\sigma_{ge}^j$:

$$\dot{\sigma}_{ge}^j = \left(i\hbar - \frac{\gamma + \Gamma}{2}\right)\sigma_{ge}^j + \left(\sigma_{ge}^j - \sigma_{ge}^j\right)\left[-i\sqrt{2}\pi\left(\beta_L a_{L, in}(z_j + vt) + \beta_R a_{R, in}(z_j - vt)\right) + \Gamma_L \sum_{i \neq j} \Theta(z_i - z_j)\sigma_{ge}^i e^{i |z_i - z_j|} + \Gamma_R \sum_{i \neq j} \Theta(z - z_j)\sigma_{ge}^j e^{i |z_j - z|}\right].$$

(A7)

At this point, in the symmetric case, $\Gamma_L = \Gamma_R$ allows the sums to be combined. In an attempt to duplicate as many features of the symmetric case as possible, we define $\chi = \Gamma_R - \Gamma_L$. Then the equation of motion can be rearranged to contain one complete and one incomplete sum:

$$\dot{\sigma}_{ge}^j = \left(i\hbar - \frac{\gamma + \Gamma}{2}\right)\sigma_{ge}^j + \left(\sigma_{ge}^j - \sigma_{ge}^j\right)\left[-i\sqrt{2}\pi\left(\beta_L a_{L, in}(z_j + vt) + \beta_R a_{R, in}(z_j + vt)\right) + \Gamma_L \sum_{i \neq j} \sigma_{ge}^i e^{i |z_i - z_j|} + \chi \sum_{i \neq j} \Theta(z_j - z_i)\sigma_{ge}^j e^{i |z_j - z_i|}\right].$$

(A8)

In the absence of input fields, these are precisely the dynamics yielded by the Hamiltonian, Eq. (5), as well as the jump operators of Eqs. (6)--(8).
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