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Abstract

Multi-label image classification is the task of predicting a set of labels corresponding to objects, attributes or other entities present in an image. In this work we propose the Classification Transformer (C-Tran), a general framework for multi-label image classification that leverages Transformers to exploit the complex dependencies among visual features and labels. Our approach consists of a Transformer encoder trained to predict a set of target labels given an input set of masked labels, and visual features from a convolutional neural network. A key ingredient of our method is a label mask training objective that uses a ternary encoding scheme to represent the state of the labels as positive, negative, or unknown during training. Our model shows state-of-the-art performance on challenging datasets such as COCO and Visual Genome. Moreover, because our model explicitly represents the uncertainty of labels during training, it is more general by allowing us to produce improved results for images with partial or extra label annotations during inference. We demonstrate this additional capability in the COCO, Visual Genome, News500, and CUB image datasets.

1. Introduction

Images in real-world applications generally portray many objects and complex situations. Multi-label image classification is a visual recognition task that aims to predict a set of labels corresponding to objects, attributes, or actions given an input image [15, 46, 48, 50, 6, 32, 9]. This task goes beyond the more well studied single-label multi-class classification problem where the objective is to extract and associate image features with a single concept per image. In the multi-label setting, the output set of labels has some structure that reflects the structure of the world. For example, dolphin is unlikely to co-occur with grass, while knife is more likely to appear next to a fork. Effective models for multi-label classification aim to extract good visual features that are predictive of image labels, but also exploit the complex relations and dependencies between visual features and labels, and among labels themselves.

To this end, we present the Classification Transformer (C-Tran), a multi-label classification framework that leverages a Transformer encoder [47]. Transformers have demonstrated a remarkable capability of being able to exploit complex and rich dependencies among sets of inputs using multiple layers of multi-headed self-attention operations. In our approach, a Transformer encoder is trained to reconstruct a set of target labels given an input set of masked label embeddings and a set of features obtained from a convolutional neural network. Unlike the Transformer encoders used for language modeling [13], C-Tran uses a label mask training objective that allows us to represent the state of the labels as positive, negative, or unknown. At test time, C-Tran is able to predict a set of target labels using only input visual features by masking all the input labels as unknown. Figure 1 gives an overview of this strategy. We demonstrate that this approach leads to superior results on a number of benchmarks compared to other recent approaches that exploit label relations using graph convolutional networks and other recently proposed strategies.

Beyond obtaining state-of-the-art results on the introduced regular multi-label classification task, we also claim that C-Tran is a more general model for reasoning under
prior label observations. Because our approach explicitly models the uncertainty of the labels during training, it can also be used at test time with partial or extra label annotations by setting the state of some of the labels as either positive or negative instead of masking them out as unknown. For instance, consider the example shown in Figure 2(a) where a model is able to predict person and umbrella with relatively high accuracies, but is not confident for categories such as rain coat, or car that are clearly present in the picture. Suppose we know some labels and set them to their true positive (for rain coat) or true negative (for truck) values. Provided with this new information, the model is able to predict car with a high confidence as it moves mass probability from truck to car, and predicts other objects such as umbrella with even higher confidence than in the original predictions (Figure 2(b)). In general, we consider this setting as realistic since many images also have metadata in the form of extra labels such as location or weather information (Figure 2(c)). This type of conditional inference is a much less studied problem. Our general approach to multi-label image classification with Transformers is able to naturally handle all these scenarios under a unified framework. We compare our results with a competing method relying on iterative inference \[49\], and against sensitive baselines, demonstrating superior results under variable amounts of extra labels such as location or weather information. The labels city and rain are known extra labels \(\mathbf{y}^e\), and all others are unknown target labels \(\mathbf{y}^t\).

The benefits of our proposed framework can be summarized as follows:

- **Flexibility:** It is the first model that can be deployed in multi-label image classification under arbitrary amounts of extra or partial labels. We use a unified model architecture and training method that lets users to apply our model easily in any setting.
- **Accuracy:** We evaluate our model on six datasets across three inference settings and achieve state-of-the-art results on all six. The label mask training strategy enhances the correlations between visual concepts leading to more accurate predictions.
- **Interactivity:** The use of state embeddings enables users to easily interact with the model and test any counterfactuals. C-Tran can take human interventions as partial evidence and provides more interpretable and accurate predictions.

\section{Problem Setup}

In this section, we formally explain the three different multi-label image classification inference settings that we use to demonstrate the utility of our approach.

**Regular Multi-label Classification.** In regular multi-label image classification, the goal is to predict a set of labels for an input image. Let \(x\) be an image, and \(y\) be a ground truth set of \(\ell\) binary labels \(\{y_1, y_2, \ldots, y_{\ell}\}, y_i \in \{0, 1\}\). The goal of multi-label classification is to construct a classifier, \(f\), to predict a set of labels given an image so that: \(\hat{y} = f(x)\).

**Inference with Partial Labels.** While regular classification methods aim to predict the full set of \(\ell\) labels given only an input image, some subset of labels \(\mathbf{y}_k \subseteq \mathbf{y}\) may be observed, or known, at test time. This is also known as having partial labels available. For example, many images on the web are accompanied by some labeled text such as captions on social media. In this reformulated setting, the goal is to predict the unknown labels \(\mathbf{y}_u = \mathbf{y} \setminus \mathbf{y}_k\) given both the image \(x\) and the known labels during inference: \(\hat{y}_u = f(x, \mathbf{y}_k)\). Note that we assume that all labels are properly annotated during training. This setting is specifically for inference with partially annotated labels, and it differs from other works that tackle the problem of training models from partially annotated data \[54, 14, 27\].

**Inference with Extra Labels.** Similar to partially labeled images, there are many cases where we observe extra labels that describe the image, but are not part of the target label set. For example, we may know that an image was taken in a city. While “city” might not be one of the labels we want to predict, it can still alter our perception about what might be in the image. In this setting, we append any potential extra labels, denoted \(\mathbf{y}^e\), to the target label set \(\hat{\mathbf{y}}^e\). If there are \(\ell^t\) target labels, and \(\ell^e\) potential extra labels, we now have a set of \(\ell^t + \ell^e\) total labels that we train the model to
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...representative of the ℓ tor and channel, respectively. We can then consider each vector of label embeddings $L = \{l_1, l_2, ..., l_{\ell}\}, l_i \in \mathbb{R}^d$, which are representative of the ℓ possible labels in y. Label embeddings are learned from an embedding layer of size $d \times \ell$.

Adding Label Knowledge via State Embeddings S: In traditional architectures, there is no way to encode partially known or extra labels as input to the model. To address this drawback, we propose a technique to easily incorporate such information. Given label embedding $l_i$, we simply add a “state” embedding vector, $s_i \in \mathbb{R}^d$:

$$\tilde{l}_i = l_i + s_i,$$

where the $s_i$ takes on one of three possible states: unknown (U), negative (N), or positive (P). For instance, if label $y_i$ is a known positive value prior to inference (meaning that we have prior knowledge that the label is present in the image), $s_i$ is the positive embedding, P. The state embeddings are retrieved from a learned embedding layer of size $d \times 3$, where the unknown state vector (U) is fixed with all zeros.

State embeddings enable a user to (1) not use any prior information by adding the unknown embedding, (2), use partially labeled or extra information by adding the negative and positive embeddings to those labels, and (3) easily test interventions in the model by asking “how does the prediction change if set this label to positive (negative)?”. We note that using prior information is completely optional as input to our model during testing, enabling it to also flexibly handle the regular inference setting.

3. Method: C-Tran

Considering the three inference settings described, we propose Classification Transformers (C-Tran), a general multi-label classification framework that works in all three. During inference, our method predicts a set of unknown labels. During inference some labels are known, and in extra label inference some labels external to the target set are known. In Sections 3.1-3.3, we introduce the C-Tran architecture, and in Section 3.4, we explain the label mask training procedure.

3.1. Feature, Label, and State Embeddings

**Image Feature Embeddings Z:** Given input image $x \in \mathbb{R}^{H \times W \times 3}$, the feature extractor outputs a tensor $Z \in \mathbb{R}^{h \times w \times d}$, where $h$, $w$, and $d$ are the output height, width, and channel, respectively. We can then consider each vector $z_i \in \mathbb{R}^d$ from $Z$, with $i$ ranging from 1 to $P$ (where $P = h \times w$), to be representative of a subregion that maps back to patches in the original image space.

**Label Embeddings L:** For every image, we retrieve a set of label embeddings $L = \{l_1, l_2, ..., l_{\ell}\}, l_i \in \mathbb{R}^d$, which are representative of the ℓ possible labels in y. Label embeddings are learned from an embedding layer of size $d \times \ell$.

**Adding Label Knowledge via State Embeddings S:** In...
Let \( H = \{z_1, \ldots, z_{h \times w}, \tilde{t}_1, \ldots, \tilde{t}_\ell\} \) be the set of embeddings that are input to the Transformer encoder. In Transformers, the importance, or weight, of embedding \( h_i \in H \) with respect to \( h_i \in H \) is learned through “self-attention”. The attention weight, \( \alpha_{ij} \), between embedding \( i \) and \( j \) is computed in the following manner. First, we compute a normalized scalar attention coefficient \( \alpha_{ij} \) between embeddings \( i \) and \( j \). After computing the \( \alpha_{ij} \) value for all \( i \) and \( j \) pairs, we update each \( h_i \) to \( h_i' \) using a weighted sum of all embeddings followed by a nonlinear ReLU layer:

\[
\alpha_{ij} = \text{softmax}((W^q h_i)^T (W^k h_j)/\sqrt{d})
\]

\[
\tilde{h}_i = \sum_{j=1}^M \alpha_{ij} W^v h_j
\]

\[
h_i' = \text{ReLU}(\tilde{h}_i W^r + b_1) W^o + b_2,
\]

where \( W^k \) is the key weight matrix, \( W^q \) is the query weight matrix, \( W^o \) is the value weight matrix, \( W^r \) and \( W^o \) are transformation matrices, and \( b_1 \) and \( b_2 \) are bias vectors. This update procedure can be repeated for \( L \) layers where the updated embeddings \( h_i' \)'s are used as input to the successive Transformer encoder layer. The learned weight matrices \( \{W^k, W^q, W^v, W^r, W^o\} \in \mathbb{R}^{d \times d} \) are not shared between layers. We denote the final output of the Transformer encoder after \( L \) layers as \( H' = \{z_1', \ldots, z_{h \times w}', \tilde{t}_1', \ldots, \tilde{t}_\ell'\} \).

### 3.3. Label Inference Classifier

Lastly, after feature and label dependencies are modeled via the Transformer encoder, a classifier makes the final label predictions. We use an independent feedforward network (FFN\(_i\)) for final label embedding \( l_i' \). FFN\(_i\) contains a single linear layer, where weight \( w_i^* \) for label \( i \) is a \( 1 \times d \) vector, and \( \sigma \) is a sigmoid function:

\[
\hat{y}_i = \text{FFN}_i(l_i') = \sigma ((w_i^* \cdot l_i') + b_i)
\]

### 3.4. Label Mask Training (LMT)

State embeddings (Eq. 1) lets us easily incorporate known labels as input to C-Tran. However, we want our model to be flexible enough to handle any amount of known labels during inference. To solve this problem, we introduce a novel training procedure called Label Mask Training (LMT) that forces the model to learn label correlations, and allows C-Tran to generalize to any inference setting.

Inspired by the Cloze task [44] and the BERT “masked language model” [15] which learn semantic information by predicting missing words from their context, we implement a similar procedure. During training, we randomly mask a certain amount of labels, and use the ground truth of the other labels (via state embeddings) to predict the masked labels. This differs from masked language model training in that we have a fixed set of inputs (all possible labels) and we randomly mask a subset of them for each sample.

Given that there are \( \ell \) possible labels, the number of “unknown” (i.e. masked) labels for a particular sample, \( n \), is chosen at random between \( 0.25\ell \) and \( \ell \). Then, \( n \) unknown labels, denoted \( y_u \), are sampled randomly from all possible labels \( y \). The unknown state embedding is added to each unknown label. The rest are “known” labels, denoted \( y_k \) and the corresponding ground truth state embedding (positive or negative) is added to each. We call these known labels because the ground truth value is used as input to C-Tran alongside the image. Our model predicts the unknown labels \( y_u \), and binary cross entropy is used to update the model parameters.

By masking random amounts of unknown labels (and therefore using random amounts of known labels) during training, the model learns many possible known label combinations. This allows the C-Tran to be used in any inference setting where there may be arbitrary amounts of known information.

We mask out at least 0.25\( \ell \) labels for each training sample for several reasons. First, most masked language model training methods mask out around 15% of the words [13, 4]. Second, we want our model to be able to incorporate anywhere from 0 to 0.75\( \ell \) known labels during inference. We assume that knowing more than 75% of the labels is an unrealistic inference scenario.

Essentially, our label mask training pipeline tries to minimize the following loss approximately:

\[
L = \sum_{n=1}^{N_{tr}} \mathbb{E}_{p(y_k)} \{ \text{CE}(\hat{y}_u^{(n)}, y_u^{(n)} | y_k) \},
\]

where \( \text{CE} \) represents the cross entropy loss function. \( \mathbb{E}_{p(y_k)} \{ \cdot | y_k \} \) denotes to calculate the expectation regarding the probability distribution of known labels: \( y_k \).

### 3.5. Implementation Details

#### Image Feature Extractor.

For fair comparisons, we use the same image size and pretrained feature extractor as the previous state-of-the-art in each setting. For all datasets except CUB, we use the ResNet-101 [20] pretrained on ImageNet [12] as the feature extractor (for CUB, we use the same as [23]). Since the output dimension of ResNet-101 is 2048, we set our embedding size \( d \) as 2048. Following [8, 7], training are images resized to \( 640 \times 640 \) and randomly cropped to \( 576 \times 576 \) with random horizontal flips. Testing images are center cropped instead. The output of the ResNet-101 model is an \( 18 \times 18 \times d \) tensor, so there are a total of 324 feature embedding vectors, \( z_i \in \mathbb{R}^d \).

#### Transformer Encoder.

In order to allow a particular embedding to attend to multiple other embeddings (or multiple groups), C-Tran uses 4 attention heads [47]. We use a L=3 layer Transformer with a residual layer [20] around each embedding update and layer norm [1].
Optimization. For training, Adam [22] is used as the optimizer with betas=(0.9, 0.999) and weight decay=0. We train the models with a batch size of 16 and a learning rate of $10^{-5}$. We use dropout [17] of $p = 0.1$ for regularization.

4. Experimental Setup and Results

In the following subsections, we explain the datasets, baselines, and results for the three multi-label classification inference settings.

4.1. Regular Inference

Datasets. We use two large-scale regular multi-label classification datasets: COCO-80 and VG-500. COCO [35], is a commonly used large scale dataset for multi-label classification, segmentation, and captioning. It contains 122,218 images containing common objects in their natural context. The standard multi-label formulation for COCO, which we call COCO-80, includes 80 object class annotations for each image. We use 82,081 images as training data and evaluate all methods on a test set consisting of 40,137 images. The Visual Genome dataset [25], contains 108,077 images with object annotations covering thousands of categories. Since the label distribution is very sparse, we only consider the 500 most frequent objects and use the VG-500 subset introduced in [7]. VG-500 consists of 98,249 training images and 10,000 test images.

Baselines and Metrics. For COCO-80, we compare to ten well known multi-label classification methods. For VG-500 we compare to four previous methods that used this dataset.

Referencing previous works [9, 8, 7], we employ several metrics to evaluate the proposed method and existing methods. Concretely, we report the average per-class precision (CP), recall (CR), F1 (CF1) and the average overall precision (OP), recall (OR), F1 (OF1), under the setting that a predicted label is positive if the output probability is greater than 0.5. We also report the mean average precision (mAP). A detailed explanation of the metrics are shown in the Appendix. For fair comparisons to previous works [16, 58], we also consider the setting where we evaluate the Top-3 predicted labels following. In general, mAP, OF1, and CF1 are the most important metrics [9].

Results. C-Tran achieves state-of-the-art performance across almost all metrics on both datasets, as shown in Table 1 and Table 2. Considering that COCO-80 and VG-500 are two widely studied multi-label datasets, absolute mAP increases of 0.8 and 1.0, respectively, can be considered notable improvements. Importantly, we do not use any predefined feature and label relationship information (e.g. pre-trained word embeddings). This signals that our method can effectively lean the relationships.

4.2. Inference with Partial Labels

Datasets. We use four datasets to validate our approach in the partial label setting. In all four datasets, we simulate four amounts of partial labels during inference. More specifically, for each testing image, we select $\epsilon$ percent of labels as known. $\epsilon$ is set to 0% / 25% / 50% / 75% in our experiments. $\epsilon=0\%$ denotes no known labels, and is equivalent to the regular inference setting.

In addition to COCO-80 and VG-500, we benchmark our method on two more multi-label image classification datasets. Wang et al. [49] derived the top 1000 frequent words from the accompanying captions of COCO images to use as target labels, which we call COCO-1000. There are 82,081 images for training, and 5,000 images for validation and testing, respectively. We expect that COCO-1000 provides more and stronger dependencies compared to COCO-80. We also use the NEWS-500 dataset [49], which was collected from the BBC News. Similar to COCO-1000, the target label set consists of 500 most frequent nouns derived from image captions. There are 151,873 images for training, 10,304 for validation and 10,451 for testing.

Baselines and Metrics. Feedback-prop [49] is an inference method introduced for partial label inference that make use of arbitrary amount of known labels. This method back-propagates the loss on the known labels to update the intermediate image representations during inference. We use the LF method on ResNet-101 Convolutional Layer 13 from [49]. We compute the mean average precision (mAP) score of predictions on unknown labels.

Results. As shown in Table 3, C-Tran outperforms Feedbackprop, in all $\epsilon$ percentages of partially known labels on all datasets. In addition, as the percentage of partial labels increases, the improvement of C-Tran over Feedbackprop also increases. These results demonstrate that our method can effectively leverage known labels and is very flexible with the amount of known labels. Feedbackprop updates image features which implicitly encode some notion of label correlation. C-Tran, instead, explicitly models the correlations of between labels and features, leading to improved results especially when partial labels are known. On the other hand, Feedback-prop requires careful hyperparameter tuning on a separate validation set and needs time-consuming iterative feature updates. Our method does not require any hyperparameter tuning and just needs a standard one-pass inference. We include qualitative examples in Appendix, demonstrating that effectiveness of our method.

4.3. Inference with Extra Labels

Datasets. For the extra label setting, we use the Caltech-UCSD Birds-200-2011 (CUB) dataset [53]. It contains 9,430 training samples and 2,358 testing samples. We conduct a multi-classification task with 200 bird species on this
dataset. Multi-class classification is a specific instantiation of multi-label classification, where the target classes are mutually exclusive. In other words, each image has only one correct label. We use the processed CUB dataset from Koh et al. [23] where they include 112 extra labels related to bird species. We call this dataset CUB-312. They further cluster extra labels into 28 groups and use varying amounts of known groups at inference time. To make a fair comparison, we consider four different amounts of extra label groups for inference: 0 group (0%), 10 groups (36%), 15 groups (54%), and 20 groups (71%).

Baseline and Metrics. Concept Bottleneck Models [23] incorporate the extra labels as intermediate labels ("concepts" in the original paper). They construct bottleneck layer to first predict the extra labels, and then use those predictions to predict bird species. I.e., if we let \( y^e \) be the extra information labels, [23] predicts the target class labels \( y^t \) using the following computation graph: \( x \to y^e \to y^t \). We also consider two baselines from [23]. The first is standard multi-layer perception model that does not use a bottleneck layer. The second is a multi-task learning model that predicts the target and concept labels jointly. For fair comparison, we use the same feature extraction method for all methods, Inception-v3 [43]. Since the target task is multi-class, we evaluate the target predictions using accuracy scores.

### Results

Table 4 shows that C-Tran achieves an improved accuracy over Concept Bottleneck models on the CUB-312 task when using any amount of extra label groups. Notably, the multi-task learning model produces the best performing results when \( \epsilon=0 \). However, it is not able to incorporate known extra labels (i.e., \( \epsilon>0 \)). C-Tran instead, consistently achieves the best performance. Additionally, we can test interventions, or counterfactuals, using C-Tran. For example, "grey beak" is one of the extra labels, and we can set the state embedding of "grey beak" to be positive or negative and observe the change in bird class predictions. We provide samples of extra label intervention in the Appendix.

#### 4.4. Ablation and Model Analysis

In this section, we conduct ablation studies to analyze the contributions of each C-Tran component. We examine two settings: regular inference (equivalent to 0% known partial labels) and 50% known partial label inference. We evaluate on four datasets: COCO-80, VG-500, NEWS-500, and COCO-1000. First, we remove the image features \( Z \) and predict unknown labels given only known labels. This experiment, C-Tran (no image), tells us how much information model can learn just from labels. Table 5 shows that we get relatively high mean average precision scores on some datasets (NEWS-500 and COCO-1000). This indicates that
even without image features, C-Tran is able to effectively learn rich dependencies from label annotations.

Second, we remove the label mask training procedure to test the effectiveness of this technique. More specifically, we remove all label state embeddings, $S$; thus all labels are unknown during training. Table 5 shows that for both settings, regular (0%) and 50% partial labels known, the performance drops without label mask training. This signifies two critical findings of label mask training: (1) it helps with dependency learning as we see improvement when no partial labels are available during inference. This is particularly true for datasets that have strong label co-occurrences, such as NEWS-500 and COCO-1000. (2) given partial labels, it can significantly improve prediction accuracy. We provide a t-SNE plot [36] of the label embeddings learned with or without label mask training. As revealed in Figure 4, embeddings learned with label mask training show more meaningful semantic topology; objects belonging to the same group are clustered together.

We also analyze the importance of the number of Transformer layers, $L$, in the regular inference setting for COCO-80. Mean average precision scores for 2, 3, and 4 layers were 85.0, 85.1, and 84.3, respectively. This indicates: (1) our method is fairly robust to the number of Transformer layers, (2) multi-label classification likely doesn’t require a very large number of layers like some other NLP tasks, which use 96 layers [4]. While we show C-Tran is a powerful method in many multi-label classification settings, we recognize that Transformer layers are memory-intensive for a large number of inputs. This limits the number of possible labels $\ell$ in our model. Using four NVIDIA Titan X GPUs, the upper bound of $\ell$ is around 2000 labels. However, it is possible to increase the number of labels. We currently use the ResNet-101 output channel size ($d = 2048$) for our Transformer hidden layer size. This can be linearly mapped to a smaller number. Additionally, we could apply one of the Transformer variations that have been proposed to model very large input sizes [10, 42].

### 5. Related Work

**Multi-label Image Classification.** Multi-label classification (MLC) is gaining popularity due to its relevance in real world applications. Recently, [40] showed that the remaining error in ImageNet is not due to the feature extraction, but rather that ImageNet is annotated with single labels even when some images depict more than one object.

Recent literature addressing multi-label classification roughly fall into four groups. (1) **Conditional Prediction:** The first type, autoregressive models [11, 39, 48, 37] estimate the true joint probability of output labels given the input by using the chain rule, predicting one label at a time. (2) **Shared Embedding Space:** The second group learns to project input features and output labels into a shared latent embedding space [57, 3]. (3) **Structured Output:** The third kind describes label dependencies using structured output inference formulation [28, 45, 2, 18, 33, 34, 38]. (4) **Label Graph Formulation:** Several recent studies [9, 30, 8, 7] used graph neural networks to model label dependency an obtained state-of-the-art results. All methods relied on knowledge-based graphs being built from label co-occurrence statistics. Our proposed model is most similar to (4), but it does not need extra knowledge to build a graph and can automatically learn the label dependency.

**Inference with Partial Labels** Wang et al. proposed feedbackprop, a new inference strategy to handle any set of partial labels at test time [49]. The core idea is to optimize
intermediate image representations according to known labels and then predict the unknown labels based on the updated representations. However, this requires many iterations at inference time, resulting in a significantly slower classifier. Additionally, the model is never exposed to partial evidence during training, which limits the potential improvement. Several methods [24, 21] utilize partial labels using a fixed set of labels. However, these cannot generalize to arbitrary sets of known labels. In more realistic inference settings, there may be any subset of known labels available during inference. If there are $\ell$ total labels, then the number of known labels, $n = |\mathbf{y}_k|$ ranges from 0 to $\ell-1$. The number of possible known label sets is then $\binom{\ell}{n}$. C-Tran, instead integrates a novel representation indicating each label state as positive, negative or unknown. This representation enables us to leverage partial signals into the model training, and make our model compatible with any known label set during inference. Notably, C-Tran is the first learning method that can exploit arbitrary amounts of partial evidence during both training and inference.

Many works tackle the problem of partial label multilabel classification training [54, 14, 27]. While this sounds similar to our setting, there are several key distinctions. First, these methods focus on the case of “partial annotations”, which means that they assume not all labels are annotated correctly during training. We assume that all labels are correctly annotated during training. Second, partial label training methods cannot be easily extended to the partial label inference setting. In other words, these methods can just take images as input and fail to incorporate extra useful information (partial/extra labels) during inference.

**Inference with Extra Labels** [23] introduces Concept Bottleneck Models which incorporates intermediate concept labels as a bottleneck layer for the target label classification. Similar to [24], this model assumes that the concept labels are a fixed set. While interpretability is an advantage, bottleneck models [29, 26] rely on the assumption that the manually curated concepts are sufficient features for target class prediction, contradicting the feature learning approach of deep learning. C-Tran, uses state embeddings instead of a concept bottleneck layer to represent each concept as known (positive or negative) or unknown. This representation enables C-Tran to leverage partial labels (concepts) during training, and make our model compatible with any known labels (concepts) during inference. Importantly, we do not have any assumptions of the size of labels (concepts) to be known during inference.

6. Conclusion

This paper proposes a novel deep learning method, called C-Tran, for a wide variety of “multi-label image classification” applications. Our approach is easy to implement, requires no extra resources, and can effectively leverage any amount of partial or extra labels during inference. C-Tran learns sample-adaptive interactions through attention and can discover how the labels attend to different parts of an input image. We showcase the effectiveness of our approach in regular multi-label classification settings and multi-label classification with partially observed or extra labels. C-Tran outperforms all state-of-the-art methods in all scenarios. We further provide a quantitative and qualitative analysis showing that C-Tran boosts the performance by explicitly modeling the interactions between target labels and between image features and target labels. As the next steps, we plan to extend C-Tran to hierarchical scene categorization applications. We also plan to explore the design of better training strategies to make C-Tran generalize to settings where some labels have never been observed in training.
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A. Appendix

A.1. Qualitative Examples

Inference with Partial Labels In Figure 5, we show qualitative results on COCO-80 demonstrating the use of partial labels. In these examples, we first show the predictions for ResNet-101, as well as C-Tran without using partial labels. The last column shows the C-Tran predictions when using $\epsilon = 25\%$ partial labels (which is 21 labels for COCO-80) as observed, or known prior to inference. For many examples, certain labels cannot be predicted well without using partial labels.

Inference with Extra Labels In Figure 6, we show qualitative results on CUB-312 demonstrating the use of extra labels. In the CUB-312 dataset, the extra labels are high level concepts of bird species that are not target labels. In these examples, we first show the predictions for C-Tran without using extra labels labels, and the last column shows the C-Tran predictions when using $\epsilon = 54\%$ of the extra labels (which is 60 labels for CUB-312) as observed, or known prior to inference. We can see that many bird species predictions are completely changed after using the extra labels as input to our model.

A.2. Detailed Diagram of C-Tran Settings

In Figure 7 shows a detailed diagram of all possible training and inference settings used in our paper, and how C-Tran is used in each setting. By using the same random mask training, we can apply our model to any of the three inference settings.

A.3. Multi-Label Classification Metrics

$$\text{OP} = \frac{\sum_i N_{ci}^c}{\sum_i N_i^p}$$

$$\text{OR} = \frac{\sum_i N_{ci}^c}{\sum_i N_i^g}$$

$$\text{OF1} = \frac{2 \times \text{OP} \times \text{OR}}{\text{OP} + \text{OR}}$$

$$\text{CP} = \frac{1}{C} \sum_i N_{ci}^c$$

$$\text{CR} = \frac{1}{C} \sum_i N_i^g$$

$$\text{CF1} = \frac{2 \times \text{CP} \times \text{CR}}{\text{CP} + \text{CR}}$$

where $C$ is the number of labels, $N_{ci}^c$ is true positives for the $i$-th label, $N_i^p$ is the total number of images for which the $i$-th label is predicted, and $N_i^g$ is the number of ground truth images for the $i$-th label.

A.4. More Discussions of C-Tran

Connecting to Transformers and BERT

Our proposed method, C-Tran, draws much inspiration from works in natural language processing. The transformer model [47] proposed “self attention” for natural language translation. Self attention allows each word in the target sentence to attend to all other words (both in the source sentence and the target sentence) for translation. [13] introduced BERT for language modeling. BERT uses self attention with masked words to pretrain a language model.

Self attention and BERT are both examples of complete graphs, but on sentences rather than image features and labels. C-Tran uses the same self-attention mechanisms as [47] and [13], but instead of using only the word embeddings from a sentence, we use feature and label embeddings.

In computer vision, [5] used Transformers for object detection. Our method varies in several distinct ways. First, we are primarily interested in using partial evidence for image classification, and our unique state embeddings allow C-Tran to use such evidence. Second, we model image and label features jointly in a Transformer encoder, whereas [5] use an encoder/decoder framework. Our method allows the image features to be updated conditioned on the labels, which is a key characteristic of our model.

Connecting to Graph Based Neural Relational Learning

Another line of recent works employ object localization techniques [56, 52] or attention mechanism [51, 58] to locate semantic meaningful regions and try to identify underlying relations between regions and outputs. However, these methods either require expensive bounding box annotations.
| Images | True Labels | ResNet-101 | C-Tran | C-Tran + partial labels |
|--------|-------------|------------|--------|------------------------|
| ![Image](ID:000000362831) | fork, knife, | fork, sandw | fork, | spoon=1,           |
|        | spoon, bowl, |  | knife, | trafficlight=0,    |
|        | chair, diningtable | | diningtable, | bench=0, dog=0, |
|        |             | | person, |            | ...                 |
|        |             | | cup |             |                     |
| ![Image](ID:000000106216) | person, car, | person, | car, | car,                  |
|        | truck, parkingmeter, horse, | person, | person, | person,                 |
|        |              | tennisracket, | tennisracket, | truck,               |
|        |              | chair, tie, sportsball | chair, | horse,               |
|        |              |             | sportsball | bicycle               |
|        |              |             |             |                     |
| ![Image](ID:000000243213) | airplane, | airplane, | car=0, | airplane,              |
|        | train | boat, | motorcycle=0, | boat, |
|        |              | car, | bus=0, | person,               |
|        |              | truck, | truck=0, | bird,                |
|        |              | person, | person, | zebra=0,              |
|        |              | tie, | bird |                     |
|        |              | sportsball, | sportsball, | train |
| ![Image](ID:000000170129) | bottle, | bottle, | for | spoon,               |
|        | spoon, diningtable, cellphone | for, | spoon, | bicycle=0,           |
|        |             | diningtable, | diningtable, | car=0,               |
|        |             | book, | book, | truck=0,             |
|        |             | bowl, | bowl, | ...                  |
| ![Image](ID:000000262896) | bottle, spoon, | bottle, | fork, | spoon,               |
|        | diningtable, cellphone | for, | spoon, | bicycle=0,           |
|        |             | diningtable, | diningtable, | car=0,               |
|        |             | book, | book, | truck=0,             |
|        |             | bowl, | bowl, | ...                  |

Figure 5. Qualitative examples of C-Tran + partial labels on the COCO-80 dataset. In the last column, we use $\epsilon = 25\%$ partial labels, some of which are shown. Correctly predicted labels are in bold.

or merely get regions of interest roughly due to the lack of label supervision. One recent study by [55] also showed that modeling the associations between image feature regions and labels helps to improve multi-label performance. In our work, C-Tran uses graph attentions and enables each target label to attend differentially to relevant parts of an input image.

For multi-label classification (MLC), [18] formulate MLC using a label graph and they introduced a conditional dependency SVM where they first trained separate classifiers for each label given the input and all other true labels and used Gibbs sampling to find the optimal label set. The main drawback is that this method requires separate classifiers for each label. [41] proposes a method to label the pairwise edges of randomly generated label graphs, and requires some chosen aggregation method over all random graphs.

The authors introduce the idea that variation in the graph structure shifts the inductive bias of the base learners. One recent study [31] used graph neural networks for multi-label classification on sequential inputs. The proposed method models the label-to-label dependencies using GNNs, however, does not represent input features and labels in one coherent graph. A key aspect of C-Tran is that the Transformer encoder can be viewed as a fully connected graph which is able to learn any relationships between features and labels. The Transformer attention mechanism can be regarded as a form of graph ensemble learning [19]. Above all, previous methods using graphs to model label dependencies do not allow for partial evidence information to be included in the prediction.
Figure 6. Qualitative examples of C-Tran + extra labels on the CUB-312 dataset. In the last column, we use $\epsilon = 54\%$ extra labels, some of which are shown.

Figure 7. Detailed example of the general training method and three different inference settings where C-Tran can be applied.