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**ABSTRACT**

The Big Data is unavoidable considering the place of the digital is the predominant form of communication in the daily life of the consumer. The control of its stakes and the quality its data must be a priority in order not to distort the strategies arising from their treatment in the aim to derive profit. In order to achieve this, a lot of research work has been carried out companies and several platforms created. MapReduce, is one of the enabling technologies, has proven to be applicable to a wide range of fields. However, despite its importance recent work has shown its limitations. And to remedy this, the Distributed Hash Tables (DHT) has been used. Thus, this document not only analyses the and MapReduce implementations and Top-Level Domain (TLD)s in general, but it also provides a description of a model of DHT as well as some guidelines for the planning of the future research.
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1. INTRODUCTION

Big Data is fascinating because of the potentialities it suggests in terms of organizational performance and strategic decision-making [2], [4]. With this excessive growth of its massive data, their analysis has become a tedious challenges and their safety a priority. That's why Google MapReduce has quickly become a highly reputable reference. It is a simple and scalable fault-tolerant data processing environment that allows its users to process massive distributed and large-scale data to extract new knowledge. Recent studies have shown the limitations of MapReduce [5] and have proposed DHTs [6], [7] as solutions for incidents that could impact the digital world. As part of this work, we present our architecture inspired by [6] to which we will add some properties of digital imaging [8] for better data management and we will end with an intuitive comparison of our model with existing models. Our future work will focus on a hybrid DHT - MapReduce architecture that will exploit the limitations of MapReduce and the performance of our DHT and an analysis of the simulation results of our model and existing models.

2. OUR WORK OBJECTIVE

The undeniable interest in Big Data has led to the birth of new massive data processing platforms. The objective of our work is to propose an intuitive "turnkey" model to improve the performance of these platforms secure data storage and reduce processing costs.

The basic idea is to provide multiple backup master nodes, which can substitute for any node to compensate for the failure of the single master node of a MapReduce process.
Our prototype is an adaptive platform exploiting the advantages of DHT and MapReduce. It uses an EHT to manage node intermittencies, MapReduce master node overloads, and work resumption in a decentralized but efficient manner to provide a more robust middleware that can be effectively exploited in dynamics distributed environments.

Our work is based on the following three steps:

1) Related works;
2) Model description;
3) Comparative analysis of our model.

3. **RELATIVE WORKS**

3.1. **Big Data**

The term "Big Data" was popularized by John Mashey, a computer scientist at Silicon Graphics in the 1990s. He refers to databases that are too large and complex to be studied with traditional statistical methods and, by extension, to all the new tools for analysing this data. In 2001, Douglas Laney analysed this new trend through a very simple list of three "3V", then expanded to five "5V".

- Volume: the large amount of information contained in these databases.
- Velocity: the speed of their creation, collection, transmission and analysis.
- Variety: the differences in nature, format and structure.
- Value: the ability of these data to generate profit.
- Truthfulness: their validity, i.e. quality and accuracy as well as their reliability.

In short, Big Data represents the art of collecting, storing and processing large masses of data to offer new perspectives [4], [21].

3.2. **Mapreduce Programming Model**

MapReduce is a massively parallel programming model suitable for processing very large quantities of data. It was popularized by Jeffrey Dean and Sanjay Ghemawat [2]. This programming model revolves around of two main steps Map and Reduce (see Fig. 1). Its principle of operation is to decompose a task into smaller tasks. The decomposition process consists of dividing the initial data volume \( N \) into smaller volumes \( n_i \), which will be handled separately. MapReduce relies on the manipulation of couples (key, value).

The Reduce() function combines all these results into one pair (key, value)) unique [2] [12].
3.3. Hadoop MapReduce

Hadoop is an open source Apache project based on the MapReduce paradigm [2]. It is a fault-tolerant platform that aims to support the logistics of task distribution. Since very large volumes of data are involved, MapReduce is typically used in combination with a distributed file management system, in the case of Hadoop, it is the Hadoop Data File System (HDFS). HDFS has a master/slave architecture. In this logic, a Hadoop cluster consists of a single master server, named NameNode, which manages the file system and access rights; but also servers that are both a calculation tool and a storage tool, named DataNodes, usually one per node.

3.4. Distributed Hash Table (DHT)

DHTs possess several properties that are essential to the operation of peer-to-peer systems in which they are used at the application level. Indeed, they offer a coherent hash function and efficient algorithms the location of the node responsible for a given pair (key, value). These are distributed storage systems that use an infrastructure based on key routing protocols. We have selected four of the major DHTs offering different functionalities such as efficiency and simplicity with Chord, controlled data placement with SkipNet, Pastry routing and localization and other features with Kademlia.

The maintenance of the routing tables used to store information on the evolution of a network is very important unrealistic in a distributed environment, the substitution of DHTs by the creation of virtual networks over the initial networks, allow to reduce the size of the table in each node while considerably increasing the efficiency search algorithm [6]. The construction technique of the overlay remains the same and takes place in three steps regardless of the DHT topology [11]:

- The definition of a so-called "ideal" topology if all nodes are mutually reachable and any query leads to a satisfactory result in an efficient way.
- The description of the arrival and departure operations of the nodes in the network.
- The definition of a maintenance protocol (self-organization) that solves the problem related to the removal of a node and the increased fault tolerance periodically repairs disturbances on the network topology.

3.5. DHTs First Generation

- Chord [13] Organizes its address space whose 2m possible addresses (identifier, id) are ordered on the following date along its circumference. Pair and resource have an identifier (hash function SHA-1 m = 160bits), guaranteeing a homogeneous distribution of resources.
Pastry [14] Minimizes the message path in terms of number of IP hops. A Pastry node is associated with a 128-bit nodeID key, randomly generated with a hash function, and the nodes thus form a space naming circular of $[0, 2^{128}]$.

Kademlia (kad) [15] Ensures that a node has at least one contact in each subtree, with this contact being the one with the most contacts in each subtree guarantee, it can find any other node whose identifier is different from its own.

SkipNet [16] Controls the placement of data on the network and the maintenance of routing within an administrative area.

3.6. DHT / MapReduce

The traditional MapReduce platform is centralized, with parallel processing performance managed on one master node supervising the progress of all compute nodes are often limited by bottlenecks when the number of compute nodes increases [17]. To remedy this, several solutions were proposed:

- The P2P-MapReduce model by Marozzo et al [18] performs job state replication, manages the main failures and allows intermittent node participation in a decentralized way but efficace. Using a P2P approach, it extends MapReduce to make it suitable for large-scale, highly dynamic environments where failures need to be managed to avoid a critical waste of resources and computing time.

- ChordMR [19] with an architecture with three basic roles: User, Master and Slave. User nodes are responsible for job submission. Master nodes organized in Chord are responsible for job assignment and execution. And the slave nodes in charge of MapReduce tasks are still kept in the traditional structure like Hadoop.

- ChordReduce [20] takes its name from the two components on which it is built. Chord provides the backbone of the network and file system, offering scalable, distributed storage and fault-tolerant routing. MapReduce runs on top of the Chord network and uses the underlying distributed hash table functionality. ChordReduce is capable of running on any arbitrary distributed configuration. It ensures that no single node is a point of failure and that no single node has to coordinate the efforts of other nodes during processing. Its design is to implement additions to Chord's existing functionality, treating each target task or calculation as data that can be distributed in the same way as routed files.

4. DESCRIPTION OF OUR DHT ARCHITECTURE MAPREDUCE

4.1. Recalls some properties of hyperbolic geometry: Hyperbolic plane and Poincaré disc

The model we use to represent this hyperbolic plane is the Poincaré disk model. In this model, we refer to the points of the plane using complex coordinates. An important property of the hyperbolic plane is that we can pave it with polygons of any size, called p-gons. Each paving is represented by a notation of the form $p, q$ where each polygon has $p$ faces and where $q$ polygons touch each other at each vertex.

This form of notation is called a schläfli symbol. There is a hyperbolic $p, q$ paving for each couple ($p, q$) obeying the inequality:
In a tiling, p is the number of faces of the polygons of the primal and q is the number of faces of the polygons of the dual. We make p tend towards infinity, thus transforming the primal into an infinite regular tree of degree q. This particular paving cuts the hyperbolic plane into distinct spaces and builds an address tree having vertices with unique coordinates, as shown by Coxeter et al. in [22][23].

As it is a regular address tree of degree q, the root node can give a unique address to each of its q neighbors and any node other than the root can give a unique address to q-1 neighbors.

In the Poincaré disk model, the distance between any two points z and w is given by a curve that minimizes the length between these two points and is called a geodesic of the hyperbolic plane.

Each node of the network will be assigned a virtual address which will be defined by the point coordinates of the hyperbolic plane noted H2 of curvature radius equal to -1.

4.2. Architecture presentation

Our prototype is built from the DHT [6] starting point of our research and MapReduce. In our approach, we propose a distributed platform based on a DHT model built on an overlaying network without imposing a particular topology just like the major DHTs proposed in 3.5, but using several master nodes defined by a virtual address, as described below.

Our new architecture proposes master nodes resulting from a two-level virtual addressing (hyperbolic and coloring). It gives us more scalability in a distributed environment and allows us to cope with failures related to the uniqueness of the master node and the intermittencies of the other nodes of the traditional MapReduce platform.

The routing proposed in this overlaying network is a gluttonous routing which is carried out by using hyperbolic virtual distances. Routing operations are carried out on the fly, taking into account only the virtual distance separating each neighbouring node from the destination node. Typically, when the η node tries to reach the µ node, it calculates the distance between its correspondent µ and each of its own neighbours, and it selects, in fine, the neighbours v having
the shortest hyperbolic distance with the destination node $\mu$. Mathematically, the distance between any two points $u$ and $v$, taken in the hyperbolic space $H$, is determined by equation 4.2.1 [7]:

$$d_H(u, v) = \text{arccosh}(1 + 2\lambda) \quad (4.2.1)$$

Ou

$$\lambda = \frac{|v-u|^2}{(1-|u|^2)(1-|v|^2)} \quad (4.2.2)$$

4.3. Our Big Data Storage Model using a DHT Structure

**Step 1:** Each Big Data object is associated to a generation a 512-bit key (Object IDentifier OID) following the principle of (Global Unique Identifier GUI). Let $O_i$ an object we have OID($O_i$) = Key(512 bits).

**Step 2:** The 512-bit key of the object to be stored is sequentially divided into two parts of 256 bits each (called subkey(256)).

**Step 3:** Each sub-key is mapped as follows:

- The first 24 bits are used to determine the RGB color code of a voxel of coordinates $(X_i, Y_i, Z_i)$ in the hyperboloid.

- Respectively the following 64 bits in decimal determine the value of the $X_i$ coordinates; then, it is the same for the two following series of 64 bits, which allow calculating $Y_i, Z_i$.

- Note $P_1$ the voxel colored by the code of the first 24 bits of the first series of 256 bits.

- Note $P_2$ the colored voxel constructed from the second series of 256 bits of the key $O_i$.

- Thus the pair $(P_1, P_2)$ is unique for each object to be stored in our structure.

**Step 4:** For each sub key after determining the RGB color code with the first 24 bits then the coordinates $(X_i, Y_i, Z_i)$ on $(64+64+64)$ bits = 192 bits, there are 40 bits left. The 40 bits will be split in two and will be used to calculate the coordinates of points $V_{i1}$ ($x_{i1}, y_{i1}$) and $V_{i2}$ ($x_{i2}, y_{i2}$) which represents the location of the data on the open Poincaré disk with radius 1.

**Step 5:** As $x_{i1}, x_{i2}, y_{i1}, y_{i2}$ must be inside the Poincaré disk, then $|x_{i1}| < 1, |x_{i2}| < 1, |y_{i1}| < 1, |y_{i2}| < 1$. To do so, we perform the following transformation:

Let $x_{i1} = 01000110001100011100 = 20$ bits.

We set $|x_{i1}| = \frac{010001100011100}{111111111111111} < 1$

**Step 6:** In the distributed storage mechanism, the object $O_i$ is stored on the node $n_i$ closest to $V_{i1}$ and then replicated in the node $n_j$ closest to $V_{i2}$ according to a glutton routing process.
Step 7: In the Poincaré disk model, the hyperbolic tree is scalable [7]. Figure 3 illustrates the object storage process in a DHT-based system.
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**Figure 3.** Big data storage in a DHT MapReduce structure

### 4.4. Our DHT Mapreduce Model Formal Evaluation

Existing solutions often require a predefined topology (Ring, Ring/Plaxton, Hypercube, Chained List, etc.) and routing tables, often resulting in high bandwidth consumption and high latency [6], [17], [20].

Our architecture does not carry any constraint linked to any topology or routing table. It uses a greedy routing algorithm based on virtual coordinates coming from the hyperbolic plane whose performances have been proven [6].

Thus, it will allow us to solve the latency problem in MapReduce processing by giving a large number of nodes (for example of the order of 108), resulting from a virtual RGB color addressing of a voxel of coordinates (Xi, Yi, Zi) in the hyperboloid, which will relay to the master node in the progressive monitoring of all the compute nodes, in order to avoid bottlenecks when the number of compute nodes increases. Thus, we will be able to overcome the hardware and software problems of the above-mentioned or proprietary solutions and provide a two-tier model of data backup and parallel processing security.

### 5. Conclusion

Our DHT is a model without topological constraints unlike most existing models. It is both robust and efficient, allowing self-organization and optimal management of nodes in its theoretical design, qualities derived from the initial model. Also, the addition of the foundations of digital imaging, allowed us to guarantee a better distributed storage and secularization of data access in a theoretical way that should be simulated.

The main contribution of our work is to provide an autonomous load balancing mechanism by associating to the initial DHT a node replication capability. Thus, several master nodes will be responsible for the execution of MapReduce tasks, backup and recovery in case of failure of other master nodes.
Next, we will implement a fully functional version of our model and perform detailed experiments to test its performance. This will precede the implementation of our hybrid DHT - MapReduce model, which will exploit the limitations of existing models and the advantages of MapReduce.
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