RADIAL SOLUTIONS FOR A DYNAMIC DEBONDING MODEL IN DIMENSION TWO
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Abstract. In this paper we deal with a debonding model for a thin film in dimension two, where the wave equation on a time-dependent domain is coupled with a flow rule (Griffith’s principle) for the evolution of the domain. We propose a general definition of energy release rate, which is central in the formulation of Griffith’s criterion. Next, by means of an existence result, we show that such definition is well posed in the special case of radial solutions, which allows us to employ representation formulas typical of one-dimensional models.
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INTRODUCTION

In recent years, mathematical analysis gave a fundamental contribution to the theory of dynamic fracture, by means of existence and uniqueness results which show that mechanical models are well posed. This issue was studied in several frameworks: sharp crack \[27, 29, 10, 5, 6\], phase field \[18, 23, 3\], delamination \[32, 34, 33\]. However, further understanding is needed of propagation criteria capable of predicting crack paths without geometric constraints. In contrast, in the quasistatic setting, where inertial effects are neglected, different notions of solutions were discussed, see \[3, 26\] and references therein.

In this paper we deal with a closely related model, that is dynamic debonding \[15\]. We consider a flexible, inextensible, thin film, initially attached to a planar rigid substrate. The film is progressively peeled off by applying a tension and an opening to its edge. The free part of the film (debonded region, subject to inertia) is parametrized in the reference configuration by a time-dependent domain where (the third component of) the displacement satisfies the equation of the vibrating membrane, i.e., the wave equation. The part of the film still attached to the substrate is called bonded region. The interface between the two parts is called debonding front. Its evolution is unknown and governed by energetic criteria, which results in a flow rule coupled to the equation of motion of the free part (as typical in dynamic fracture). The problem is to determine the evolution of the debonding front and of the displacement.

Problems of dynamic debonding were considered in \[14, 19, 11, 20, 21, 22, 30, 28, 29\] assuming that the debonding front is a line orthogonal to the \(x_1\)-axis and the displacement is parallel to the \(x_1\)-axis and depends only on \(x_1\) and not on \(x_2\). Under such assumptions the setting is one-dimensional, so one can exploit the properties of the wave equation in dimension one, for instance the formula of d’Alembert, in order to completely solve the problem. For numerical modeling we mention e.g. \[1\] and references therein.

Here we attack the two-dimensional model by considering a special case with radial solutions. More precisely, we assume that at the initial time the bonded region is a disk whose center is the origin (so the initial debonding front is a circle). Outside of such disk, the initial displacement is radial (i.e., it depends only on the distance from the center of the disk), as well as the initial speed and the time-dependent boundary condition. Under such assumptions, and in absence of body forces, we show that the problem of dynamic debonding has a radial solution, i.e., at every time the debonding front is a circle centered at the origin and the displacement is a radial function.

To obtain this result, we first consider a prescribed evolution of the debonding front, so we fix a nondecreasing, Lipschitz function \(t \mapsto \rho(t)\) and consider the time-dependent domain \(B_R \setminus B_{R - \rho(t)}\).
We show that there is a unique radial solution to the wave equation on the time-dependent domain $B_R \setminus B_{R-\rho(t)}$, complemented with radial initial and boundary conditions (see Theorem 1.6). Notice that the existence of solutions to the wave equation in a growing domain could be proven by abstract methods, see e.g. [2]. On the other hand, if $\rho$ is sufficiently regular, uniqueness follows from methods by Ladyzenskaya [17], which in our case show a posteriori that the unique solution is radial (Remark 1.8 and Appendix B). Anyhow, in our paper we provide a proof based on explicit representation formulas, which turn out useful in the analysis of the coupled problem.

In fact, when the evolution of the debonding front $t \mapsto \rho(t)$ is not a priori known, we show that it can be selected by a flow rule, called Griffith’s principle and based on energetic criteria (see Definition 3.1 and Theorem 3.7). In order to state such propagation law, a central quantity is the energy release rate, which accounts for the energy variation due to an infinitesimal growth of the domain. After proving that this sort of energy derivative exists, one can state Griffith’s criterion, which requires that the domain is nondecreasing in time and may grow only if the energy release rate equals a material parameter measuring the toughness of the glue between the film and the substrate. There is a strong coupling between the flow rule and the wave equation, since the energy release rate implicitly depends on the displacement and its derivatives.

In this work, we limit ourselves to considering solutions where the bonded region is a disk. (By our first results, this implies that the displacement is a radial function, provided the initial data are sufficiently regular; see Remark 3.3.) This ansatz allows us to simplify the setting: indeed, since we know the shape of the debonded region, which is described by a single parameter, we can explicitly compute the energy release rate. Specifically, using polar coordinates we can pass to a one-dimensional problem, where the wave equation contains some damping terms similar to that considered in [30], weighted with a different kernel. By means of a further nontrivial change of variables (see Section 1.1), we can recast the problem in a form that is suitable for the methods developed in [11, 22, 30] based on fixed point theorems and representation formulas for the solutions of the wave equation. Moreover, following [30] it is possible to include a damping term accounting for friction produced by air resistance (i.e., the term with coefficient $\alpha$ in (1.3) below). It is also possible to account for toughness discontinuities. Because of our ansatz, uniqueness holds only among those configurations with a radial debonding front.

The scope of our work is to give a general definition of energy release rate and Griffith’s criterion for debonding models in dimension two. The well posedness of the problem is here tested in the special case of radial solutions, which simplifies the setting as hinted above. To some extent, the ansatz of radial solutions is comparable to the restriction to prescribed crack paths in fracture mechanics. However, in our work the definition of energy release rate is formulated without a priori assumptions on the solutions, so Griffith’s criterion can be stated for a very wide class of possible debonding fronts (see Definition 2.5 and Proposition 2.6). We thus believe that our results represent a first step towards the understanding of more general models in dimension two, where the circular symmetry is possibly broken.

1. THE PROBLEM WITH PRESCRIBED DEBONDING FRONT

We consider a flexible, inextensible, thin film, initially attached to a planar substrate parametrized in the reference configuration on the $(x_1, x_2)$-plane and progressively peeled off from the substrate. In this section we assume that the evolution of the debonded region and of the debonded front is prescribed on a time interval $[0, T]$; in Section 3 we will remove such prescription.

We assume that the debonded region is parametrized on a growing annulus (Figure 1), whose width is given by a function $\rho : [0, T] \rightarrow [\rho_0, R)$, where $R > \rho_0 > 0$ are fixed. We assume

$$\rho \in C^{0,1}([0,T]; [\rho_0, R)), \quad \rho(0) = \rho_0 \quad \text{and} \quad 0 \leq \dot{\rho}(t) < 1 \quad \text{for a.e.} \quad t \in [0,T].$$

(1.1)

For $r < R$, we define $C_{r,R} := \{ x \in \mathbb{R}^2 \mid r < |x| < R \}$ and

$$O_\rho := \{(t,x) \in [0, +\infty) \times \mathbb{R}^2 \mid 0 < t < T, \ x \in C_{R-\rho(t),R} \}.$$  

(1.2)

At time $t$, the deboned region is parametrized in the reference configuration on $C_{R-\rho(t),R}$.

Moreover, we fix a coefficient $\alpha \geq 0$ which governs a term related to the friction produced by air resistance on the vibrating film. Thus, for $t \in [0,T]$ and $x = (x_1, x_2) \in C_{R-\rho(t),R}$, the transverse component $u(t,x)$ of the displacement satisfies the following damped wave equation, complemented
Definition 1.1. We say that a function $\alpha u$ considered the restriction of $u$ with
requirement that $\dot{u}$ is subsonic, i.e., less than the wave speed.

We will assume that $\dot{u}$ is peeled off from the substrate through a tension exerted on its edge and an opening displacement exerted on the edge of the film.

by initial and boundary conditions:

$$
\begin{align*}
& u_{tt}(t, x) - \Delta_x u(t, x) + \alpha u_t(t, x) = 0 & t \in (0, T), R - \rho(t) < |x| < R, \\
& u(t, x) = w(t) & t \in (0, T), |x| = R, \\
& u(t, x) = 0 & t \in (0, T), |x| = R - \rho(t), \\
& u(0, x) = u_0(x) & R - \rho_0 < |x| < R, \\
& u_t(0, x) = u_1(x) & R - \rho_0 < |x| < R.
\end{align*}
$$

We will seek for radial solutions of problem (1.3), i.e., such that there exists $U : [0, T] \times (0, R) \to \mathbb{R}$ with $u(t, x) = U(t, r)$ for every $t \in [0, T]$ and $|x| = r$. Hence we define the following spaces:

$$
\begin{align*}
L^2\text{rad}(C_{r, R}) := \{ u \in L^2(C_{r, R}) | \exists \tilde{u} : (r, R) \to \mathbb{R} \text{ such that } u(x) = \tilde{u}(|x|) \} \text{ for a.e. } x \in C_{r, R},
\end{align*}
$$

$$
\begin{align*}
W^{1,2}\text{rad}(C_{r, R}) := \{ u \in W^{1,2}(C_{r, R}) | \exists \tilde{u} : (r, R) \to \mathbb{R} \text{ such that } u(x) = \tilde{u}(|x|) \} \text{ for a.e. } x \in C_{r, R},
\end{align*}
$$

$$
\begin{align*}
W^{1,2}\text{rad}(B(0, R)) := \{ u \in W^{1,2}(B(0, R)) | \exists \tilde{u} : (0, R) \to \mathbb{R} \text{ such that } u(x) = \tilde{u}(|x|) \} \text{ for a.e. } x \in B(0, R).
\end{align*}
$$

We will assume that

$$
\begin{align*}
& w \in W^{1,2}(0, T), \quad u_0 \in W^{1,2}_{\text{rad}}(C_{\rho_0, R}), \quad u_1 \in L^2_{\text{rad}}(C_{R-\rho_0, R}),
\end{align*}
$$

with the compatibility conditions

$$
\begin{align*}
u_0(R) = w(0), \quad u_0(R - \rho_0) = 0.
\end{align*}
$$

We are now in a position to state the notion of solution to (1.3). To this end, a standard argument allows one to make precise the initial condition on the velocity: given a solution $u \in W^{1,2}(O_\rho)$, we consider the restriction of $u(t)$ to $C_{\rho_0, R}$; since $u_t, u_x \in L^2((0, T); L^2(C_{\rho_0, R}))$, then $u_{tt} = \Delta_x u(t, x) - \alpha u_t(t, x) \in L^2((0, T); W^{-1,2}(C_{\rho_0, R}))$, hence $u_t \in W^{1,2}((0, T); W^{-1,2}(C_{\rho_0, R})) \subset C^0([0, T]; W^{-1,2}(C_{\rho_0, R}))$.

**Definition 1.1.** We say that a function $u \in W^{1,2}(O_\rho)$ is a solution of (1.3) if

1. $u_{tt}(t, x) - \Delta_x u(t, x) + \alpha u_t(t, x) = 0$ holds in the sense of distributions in $O_\rho$,
Then, passing to polar coordinates, we get that
\[ u \]

The initial conditions are defined in an analogous way:
\[ v_0(r) = u_0(x), \quad v_1(r) = u_1(x) \quad \text{with} \quad |x| = R - r. \] (1.7)

Then, passing to polar coordinates, we get that \( u \) solves (1.3) if and only if \( v \) solves the following system:
\[
\begin{aligned}
&v_t(t, r) - v_{rr}(t, r) + \frac{1}{R - r} v_r(t, r) + \alpha v_l(t, r) = 0 \quad t \in (0, T), \quad 0 < r < \rho(t), \\
v(t, 0) = w(t) \\
v(t, \rho(t)) = 0 \quad t \in (0, T), \\
v(0, r) = v_0(r) \\
v_l(0, r) = v_1(r)
\end{aligned}
\] (1.8)

We notice that if \( w, u_0 \) and \( u_1 \) satisfy (1.4) and (1.5), then
\[ w \in W^{1,2}(0, T), \quad v_0 \in W^{1,2}(0, \rho_0), \quad v_1 \in L^2(0, \rho_0), \] (1.9)

and the following compatibility conditions hold:
\[ v_0(0) = w(0), \quad v_0(\rho_0) = 0. \] (1.10)

1.1. Equivalent reformulation. We now introduce the function
\[ h(t, r) := (R - r)^{\frac{1}{2}} e^{\frac{-\alpha t}{2}} v(t, r) \quad t \in (0, T), \quad 0 < r < R. \] (1.11)

Simple computations give the following relations:
\[
\begin{align*}
v_1(t, r) &= (R - r)^{-\frac{1}{2}} e^{-\frac{\alpha t}{2}} \left( h_1(t, r) - \frac{\alpha}{2} h(t, r) \right), \\
v_r(t, r) &= (R - r)^{-\frac{1}{2}} e^{-\frac{\alpha t}{2}} \left( h_r(t, r) + \frac{1}{2} (R - r)^{-1} h(t, r) \right), \\
v_l(t, r) &= (R - r)^{-\frac{1}{2}} e^{-\frac{\alpha t}{2}} \left( h_l(t, r) - \alpha h_t(t, r) + \frac{\alpha^2}{4} h(t, r) \right), \\
v_{rr}(t, r) &= (R - r)^{-\frac{1}{2}} e^{-\frac{\alpha t}{2}} \left( h_{rr}(t, r) + (R - r)^{-1} h_r(t, r) + \frac{3}{4} (R - r)^{-2} h(t, r) \right).
\end{align*}
\]

Then from (1.3) we get the auxiliary problem
\[
\begin{aligned}
&h_{tt}(t, r) - h_{rr}(t, r) - \frac{1}{4} \left( \alpha^2 + \frac{1}{(R - r)^2} \right) h(t, r) = 0 \quad t \in (0, T), \quad 0 < r < \rho(t), \\
h(t, 0) = z(t) \quad t \in (0, T), \\
h(t, \rho(t)) = 0 \quad t \in (0, T), \\
h(0, r) = h_0(r) \quad 0 < r < \rho_0, \\
h_l(0, r) = h_1(r) \quad 0 < r < \rho_0,
\end{aligned}
\] (1.12)

where the boundary conditions and the initial data are given by
\[
\begin{align*}
z(t) &:= R^\frac{3}{2} e^{\frac{-\alpha t}{2}} w(t), \\
h_0(r) &:= (R - r)^{\frac{1}{2}} v_0(r), \\
h_1(r) &:= (R - r)^{\frac{1}{2}} \left( v_1(r) + \frac{\alpha}{2} v_0(r) \right).
\end{align*}
\] (1.13)

We mention that if \( w, v_0 \) and \( v_1 \) satisfy (1.9) and (1.10), then \( z, h_0 \) and \( h_1 \) satisfy
\[ z \in W^{1,2}(0, T), \quad h_0 \in W^{1,2}(0, \rho_0), \quad h_1 \in L^2(0, \rho_0), \] (1.14)
with the compatibility conditions
\[ h_0(0) = z(0), \quad h_0(\rho_0) = 0. \] (1.15)
Moreover \( u \) is a solution of problem (1.3) if and only if \( h \) is a solution of (1.12).

In [30] the authors studied the equations
\[ h_{tt} - h_{xx} + \alpha h_t = 0 \quad \text{and} \quad h_{tt} - h_{xx} - \frac{\alpha^2}{4} h = 0. \]

When dealing with (1.12), which features a nonconstant kernel multiplying a first derivative, we will follow an approach similar to the one of [30], based on representation formulas for the damped one-dimensional wave equation. Thus, as in [11] we introduce two functions defined for \( t \in [0, T] \),
\[ \phi(t) := t - \rho(t) \quad \text{and} \quad \psi(t) := t + \rho(t). \]

Since \( \psi \) is strictly increasing, we can then define
\[ \omega := [0, T + \rho(T)] \to [\rho_0, T - \rho(T)], \quad \omega(t) := \begin{cases} \phi \circ \psi^{-1}(t) & \text{if } t \geq \rho_0, \\ -\rho_0 & \text{if } t < \rho_0, \end{cases} \]
and we notice that \( \omega \) is a Lipschitz function whose derivative satisfies for a.e. \( t \in [0, T] \)
\[ 0 \leq \dot{\omega}(t) = \frac{1 - \dot{\rho}(\psi^{-1}(t))}{1 + \dot{\rho}(\psi^{-1}(t))} \leq 1. \]

We introduce the sets
\[ \Omega := \{(t, r) \in (0, T) \times (0, R) \mid 0 < r < \rho(t)\}, \]
\[ \Omega'_1 := \{(t, r) \in \Omega \mid t \leq r \quad \text{and} \quad t + r \leq \rho_0\}, \]
\[ \Omega'_2 := \{(t, r) \in \Omega \mid t > r \quad \text{and} \quad t + r < \rho_0\}, \]
\[ \Omega'_3 := \{(t, r) \in \Omega \mid t < r \quad \text{and} \quad t + r > \rho_0\}, \]
\[ \Omega' := \Omega'_1 \cup \Omega'_2 \cup \Omega'_3. \] (1.16)

Moreover we define the dependence cone of the point \((t, r)\), given by
\[ C(t, r) := \{(\tau, \sigma) \in \Omega \mid 0 \leq \tau \leq t \quad \text{and} \quad r - t + \tau \leq \sigma \leq r + t - \tau\}. \] (1.17)
It will turn useful to define the set \( P(t, r) \) as
\[ P(t, r) := \begin{cases} C(t, r) & \text{if } t < \rho_0 \quad \text{and} \quad t + r < \rho_0, \\ C(t, r) \setminus C(t, r, 0) & \text{if } t > \rho_0 \quad \text{and} \quad t + r < \rho_0, \\ C(t, r) \setminus C(\psi^{-1}(t+r), \rho(\psi^{-1}(t+r))) & \text{if } t < \rho_0 \quad \text{and} \quad t + r > \rho_0. \end{cases} \] (1.18)

See Figure 2.

**Figure 2.** Sets appearing in formula (1.12) in the three cases \((t, r) \in \Omega'_1\) (A), \((t, r) \in \Omega'_2\) (B), \((t, r) \in \Omega'_3\) (C). For convenience the \( t \)-axis is vertical. In each case the region in dark gray is the set \( P(t, r) \), while the dependence cone \( C(t, r) \) is the union of the regions in dark and light gray.
Consider now the undamped wave equation in the time-dependent interval \((0, \rho(t))\), complemented with initial and boundary conditions as in (1.12),

\[
\begin{aligned}
&\left\{\begin{array}{l}
\mathcal{S}_U(t, r) - \mathcal{S}_V(t, r) = 0 \\
\mathcal{S}_U(t, 0) = z(t) \\
\mathcal{S}_V(t, \rho(t)) = 0 \\
\mathcal{S}_V(0, r) = h_0(r) \\
\mathcal{S}_U(0, r) = h_1(r)
\end{array}\right. \\
&\quad\text{if } t \in (0, T), \quad 0 < r < \rho(t),
\end{aligned}
\]

\[
\mathcal{S}_V(t, 0) = 0 \\
\mathcal{S}_V(t, \rho(t)) = 0 \\
\mathcal{S}_U(0, r) = 0
\]

\[\text{if } t \in (0, T), \quad 0 < r < \rho_0.
\]

\begin{equation}
(1.19)
\end{equation}

In [11] it has been shown that this problem has a unique solution \(\hat{\mathcal{S}}\), which satisfies the following d’Alembert formula in \(\Omega’\):

\[
\mathcal{S}_V(t, r) = \frac{1}{2}h_0(t-r) + \frac{1}{2}h_0(-t+r) + \frac{1}{2}\int_{t-r}^{t} h_1(s) \, ds
\]

\[\text{if } (t, r) \in \Omega_1', \]

\[
\mathcal{S}_V(t, r) = \frac{1}{2}h_0(t-r) + \frac{1}{2}h_0(t+r) + \frac{1}{2}\int_{t-r}^{t+r} h_1(s) \, ds
\]

\[\text{if } (t, r) \in \Omega_2'.
\]

\begin{equation}
(1.20)
\end{equation}

\[
\mathcal{S}_V(t, r) = \frac{1}{2}h_0(t-r) + \frac{1}{2}h_0(-\omega(r+t)) + \frac{1}{2}\int_{t-r}^{-\omega(r+t)} h_1(s) \, ds
\]

\[\text{if } (t, r) \in \Omega_3'.
\]

Indeed, according to the principle of causality, \(\mathcal{S}\) depends on the data interior to the dependence cone.

By a standard computation (which we detail for the reader’s convenience), we may derive a law holding for any solution of problem (1.12).

**Proposition 1.2.** A function \(h \in W^{1,2}(\Omega')\) is a solution of problem (1.12) in \(\Omega'\) if and only if

\[
h(t, r) = \mathcal{S}_V(t, r) + \frac{1}{2}\int_{P(t, r)} \frac{1}{4} \left(\alpha^2 + \frac{1}{(R - \sigma)^2}\right) h(\tau, \sigma) \, d\sigma \, d\tau
\]

\[\text{for a.e. } (t, r) \in \Omega',
\]

\[\text{where } P(t, r) \text{ and } \mathcal{S}_V \text{ are given by (1.18) and (1.20), respectively.}
\]

**Proof.** Let \(h \in W^{1,2}(\Omega')\) be a solution of problem (1.12) and consider the following change of variables,

\[
\begin{cases}
\xi = t - r, \\
\eta = t + r.
\end{cases}
\]

\[\text{(1.22)}
\]

We remark *en passant* that the line \(t = 0\) corresponds to \(\xi + \eta = 0\). Then the function \(\tilde{h}(\xi, \eta) := h \left(\frac{\xi + \eta}{2}, \frac{\xi - \eta}{2}\right)\) satisfies

\[
\partial_{\xi, \eta} \tilde{h} = \frac{1}{16} \left(\frac{\alpha^2}{(R - \eta - \frac{\xi}{2})^2}\right) \tilde{h}
\]

\[\text{in the sense of distributions in } \Lambda', \text{ where } \Lambda' \text{ is the image of } \Omega' \text{ through the affine transformation (1.22).}
\]

Let us denote by \(\Lambda_i'\) the image of \(\Omega_i'\) through the change of coordinates \((i = 1, 2, 3)\). Now define the right-hand side of (1.23) by \(H\) and denote by \(\tilde{C}(\xi, \eta)\) and \(\tilde{P}(\xi, \eta)\) the sets given by (1.17) and (1.18), respectively, in terms of the new coordinates. We fix a point \((\xi, \eta)\) in \(\Omega'\), corresponding to \((\tilde{\xi}, \tilde{\eta}) \in \Lambda'\), and distinguish the three cases where such point lies in \(\Lambda_1', \Lambda_2', \text{ or } \Lambda_3'.
\]

**Case \((\tilde{\xi}, \tilde{\eta}) \in \Lambda_1'\):** Observe that in this case one has \(\tilde{\eta} \leq 0\) and \(\tilde{P}(\tilde{\xi}, \tilde{\eta}) = \tilde{C}(\tilde{\xi}, \tilde{\eta})\) is defined by the conditions \(-\tilde{\eta} \leq \xi \leq \tilde{\xi}\) and \(|\xi| \leq \eta \leq \tilde{\eta}\), where we took into account that \(\xi \leq 0\) on the given domain (see Figure 3). By double integration one gets:

\[
\tilde{h}(\xi, \eta) = \tilde{h}(-\eta, \eta) + \int_{-\eta}^{\eta} \tilde{h}_\xi(\xi, |\xi|) \, d\xi + \int_{\tilde{P}(\xi, \eta)} \tilde{H}(\xi, \eta) \, d\xi \, d\eta.
\]
Then, by a change of variables in the last integral from the domain of integration \( P(\xi, \eta) \) to \( P(t, \tau) \), by observing that \( \tilde{h}(-\eta, \eta) = h_0(\tau + \tau) \) and by computing
\[
\begin{align*}
\int_{-\eta}^{\eta} \tilde{h}_\xi(\xi, |\xi|) \, d\xi &= -\frac{1}{2} \int_{\tau+\tau}^{\tau+\tau} \left( h_t(0, r) - h_r(0, r) \right) \, dr \\
&= -\frac{1}{2} h_0(\tau - \tau) - \frac{1}{2} h_0(\tau + \tau) + \frac{1}{2} \int_{\tau-\tau}^{\tau+\tau} h_1(s) \, ds,
\end{align*}
\]
one obtains that (1.21) holds in \( \Omega'_1 \) (see also Figure 2).

(2) Case \((\xi, \eta) \in \Omega'_2\): Observe that in this case \( \tilde{P}(\xi, \eta) \) is defined by the conditions \( \xi \leq \eta \leq \tau \) and \( -\eta \leq \xi \leq \tilde{\xi} \) (see Figure 3). By double integration one gets:
\[
\tilde{h}(\xi, \eta) = \tilde{h}(\xi, \xi) + \int_{\xi}^{\eta} \tilde{h}_\eta(-\eta, \eta) \, d\eta + \int_{\tilde{P}(\xi, \eta)} \tilde{H}(\xi, \eta) \, d\xi \, d\eta.
\]

Then, by changing the variables in the last integral from the domain of integration \( \tilde{P}(\xi, \eta) \) back to \( \tilde{P}(t, \tau) \), by observing that \( \tilde{h}(\xi, \xi) = z(\tau - \tau) \) and \( \tilde{h}(-\eta, \eta) = h_0(\tau + \tau) \) and by computing
\[
\begin{align*}
\int_{0}^{\tau} \tilde{h}_\eta(-\eta, \eta) \, d\eta = -\frac{1}{2} \int_{\tau-\tau}^{\tau+\tau} \left( h_t(0, r) + h_r(0, r) \right) \, dr \\
&= -\frac{1}{2} h_0(\tau - \tau) + \frac{1}{2} h_0(\tau + \tau) + \frac{1}{2} \int_{\tau-\tau}^{\tau+\tau} h_1(s) \, ds,
\end{align*}
\]
one obtains that (1.21) holds in \( \Omega'_2 \) (see also Figure 2).

(3) Case \((\xi, \eta) \in \Omega'_3\): Observe that in this case one has \( \xi < 0 \) and \( \tilde{P}(\xi, \eta) \) is defined by the conditions \( \omega(\eta) \leq \xi \leq \tilde{\xi} \) and \( |\xi| \leq \eta \leq \eta \), where we took into account that \( \xi < 0 \) on the given domain (see Figure 3). By double integration one gets:
\[
\tilde{h}(\xi, \eta) = \tilde{h}(\omega(\eta), \eta) + \int_{\omega(\eta)}^{\xi} \tilde{h}_\xi(\xi, |\xi|) \, d\xi + \int_{\tilde{P}(\xi, \eta)} \tilde{H}(\xi, \eta) \, d\xi \, d\eta.
\]
Then, by a change of variables in the last integral from \( \tilde{P}(\xi, \eta) \) to \( P(\tau, r) \), by observing that \( \tilde{h}(\omega(\eta), \eta) = 0 \) and by computing

\[
\int_{\omega(\eta)}^{\xi} \tilde{h}_\xi(\xi, |\xi|) \, d\xi = -\frac{1}{2} \int_{-\omega(\tau + \tilde{r})}^{\tau - \tilde{r}} (h_t(0, r) - h_r(0, r))(r) \, dr
\]

\[
= \frac{1}{2} h_0(\tau - \tilde{r}) - \frac{1}{2} h_0(-\omega(\tau + \tilde{r})) + \frac{1}{2} \int_{-\omega(\tau + \tilde{r})}^{\tau - \tilde{r}} h_1(s) \, ds,
\]

one obtains that (1.21) holds in \( \Omega'_t \) (see also Figure 2).

Finally, to prove the converse implication it is sufficient to show that \( J(\xi, \eta) := \int_{\tilde{P}(\xi, \eta)} \tilde{H}(\xi, \eta) \, d\xi \, d\eta \) solves \( \partial_t^2 J(\xi, \eta) = \tilde{H}(\xi, \eta) \). We detail the computation only in case (3), the others being similar. In this case,

\[
J(\xi, \eta) = \int_{\omega(\eta)}^{\xi} \int_{\tau(\xi, \eta)}^{\xi} \tilde{H}(\xi, \eta) \, d\eta \, d\xi.
\]

We then have \( \partial_t J(\xi, \eta) = -j(\omega(\eta), \eta) \omega(\eta) + J_{\omega(\eta)} \tilde{H}(\xi, \eta) \, d\xi \). By deriving with respect to \( \xi \) the conclusion follows immediately.

Below we shall use the following formula for the solutions of problem (1.8).

**Remark 1.3.** Let \( v \) be a solution of problem (1.8). Let \( \mathcal{V} \) be the solution of the pure wave equation given by (1.19) replacing the boundary data \( h_0, h_1, \) and \( z \) by \( v_0, v_1, \) and \( w \), respectively. Then the very same argument of Proposition 1.3 shows that

\[
v(t, r) = \mathcal{V}(t, r) + \frac{1}{2} \int_{\tilde{P}(t, r)} \left( \frac{-v_\tau(\tau, \sigma)}{(R-r)} - \alpha v_\tau(\tau, \sigma) \right) \, d\tau \, d\sigma \quad \text{for a.e. } (t, r) \in \Omega'.
\]

We summarize the regularity of the terms appearing in (1.21) in the following lemma. (For a detailed proof we refer to [30, Lemmas 1.10 and 1.11].)

**Lemma 1.4.** The following hold true.

(i) Let \( \mathcal{F} \) be defined as in (1.19). Then \( \mathcal{F} \in C^0(\overline{\Omega'}) \cap W^{1,2}(\Omega') \). Moreover, setting \( \mathcal{F} \equiv 0 \) outside \( \Omega \),

\[
\mathcal{F} \in C^0([0, T]; W^{1,2}(0, R)) \cap C^1([0, T]; L^2(0, R)).
\]

(ii) Let \( H \in L^2(\Omega') \) and for every \( (t, r) \in \Omega' \) define

\[
\Phi[H](t, r) := \int_{\tilde{P}(t, r)} H(\tau, \sigma) \, d\tau \, d\sigma.
\]

Then \( \Phi[H] \in C^0(\overline{\Omega'}) \cap W^{1,2}(\Omega') \). Moreover, setting \( \Phi[H] \equiv 0 \) outside \( \Omega' \),

\[
\Phi[H] \in C^0([0, T]; W^{1,2}(0, R)) \cap C^1([0, T]; L^2(0, R)).
\]

1.2. Existence of solutions for prescribed debonding front. In order to obtain existence and uniqueness of a solution to problem (1.12), we will seek a solution in a small time interval \([0, \tilde{T}] \subset [0, T]\); afterwards we shall extend the solution to \([0, T] \). As a consequence, we have existence and uniqueness of a radial solution to problem (1.3): moreover, if \( \rho \) is sufficiently regular, the results in Appendix B show that such radial function is the unique solution to problem (1.3) in the sense of Definition 1.1. The solution to (1.12) is found as a fixed point of a certain linear operator. More precisely, let

\[
\mathcal{Y} := \{ h \in C^0(\overline{\Omega'}) \mid h \text{ satisfies the initial and boundary conditions in (1.12)} \}
\]

and consider

\[
\mathcal{L} : \mathcal{Y} \to C^0(\overline{\Omega'}), \ h \mapsto \mathcal{L}[h]
\]

defined by

\[
\mathcal{L}[h](t, r) := \mathcal{F}(t, r) + \frac{1}{2} \int_{\tilde{P}(t, r)} \frac{1}{4} \left( \alpha^2 + \frac{1}{(R-r)^2} \right) h(\tau, \sigma) \, d\sigma \, d\tau \quad \text{for a.e. } (t, r) \in \Omega'.
\]
Then we have the following result, the proof of which is based on [30, Proposition 1.13]; we detail the proof in order to show how the kernel $\frac{1}{4} \left( \alpha^2 + \frac{1}{(R-\rho)^2} \right)$ affects the constant in (1.27). We employ the following notation:

$$\Omega_S := \{(t, r) \in \Omega \mid t < S\}$$

for $S \in (0, T)$.

**Proposition 1.5.** Let $\bar{\rho} := \min \left\{ \frac{\rho_0}{2}, \frac{R-\rho_0}{2} \right\}$. Let $\bar{T} \in (0, \bar{\rho})$ satisfy

$$\frac{\rho_0 \bar{T}}{4} \left( \alpha^2 + \frac{4}{(R-\rho_0)^2} \right) < 1. \quad (1.27)$$

Then operator $L$ defined by (1.26) is a contraction from $Y \cap C^0(\bar{\Omega}_{\bar{T}})$ into $C^0(\bar{\Omega}_{\bar{T}})$.

**Proof.** By Lemma 1.4 the operator $L$ maps $Y \cap C^0(\bar{\Omega}_{\bar{T}})$ into itself. Now let $h^{(1)}, h^{(2)} \in Y \cap C^0(\bar{\Omega}_{\bar{T}})$ and let $(t, r) \in \bar{\Omega}_{\bar{T}}$. Since $h^{(1)}, h^{(2)} \in Y$, one observes that in $L[h^{(1)}] - L[h^{(2)}]$ there is a cancellation of the term $\mathcal{F}$ which only depends on the boundary conditions; hence,

$$|L[h^{(1)}](t, r) - L[h^{(2)}](t, r)| \leq \frac{1}{8} \int \int_{P(t, r)} \left( \alpha^2 + \frac{1}{(R-\rho)^2} \right) (h^{(1)}(\tau, \sigma) - h^{(2)}(\tau, \sigma)) \, d\sigma \, d\tau$$

$$\leq \frac{1}{8} \left( \max_{(\tau, \sigma) \in P(t, r)} \left( \alpha^2 + \frac{1}{(R-\rho(T))^2} \right) \right) \int \int_{P(t, r)} |h^{(1)}(\tau, \sigma) - h^{(2)}(\tau, \sigma)| \, d\sigma \, d\tau$$

$$\leq \frac{|\Omega_{\bar{T}}|}{8} \left( \alpha^2 + \frac{4}{(R-\rho(T))^2} \right) \|h^{(1)} - h^{(2)}\|_{C^0(\bar{\Omega}_{\bar{T}})}$$

$$\leq \frac{\rho_0 \bar{T}}{4} \left( \alpha^2 + \frac{4}{(R-\rho_0)^2} \right) \|h^{(1)} - h^{(2)}\|_{C^0(\bar{\Omega}_{\bar{T}})}.$$
Then the function
\[ \bar{h}(t, r) = \begin{cases} \bar{h}^{(1)}(t, r) & \text{if } (t, r) \in \Omega \setminus \Gamma_T, \\ \bar{h}^{(2)}(t, r) & \text{if } (t, r) \in \Omega \setminus \Gamma_T, \end{cases} \]
belongs to \( C^0([0, T_2]; W^{1,2}(0, R)) \cap C^1([0, T_2]; L^2(0, R)) \) and it is the only solution of \( (1.12) \) in \( \Omega_T \).

To conclude and prove existence and uniqueness of a solution \( h \in W^{1,2}(\Omega) \) of problem \( (1.12) \), defined on the whole \([0, T]\), we only need to show that, iterating the procedure, we may reach the fixed time horizon \( T \) in a finite number of step. Indeed, define recursively
\[
\begin{align*}
T_{k+1} &= T_k + \frac{1}{2} \min \left\{ \frac{\rho_k - R - \rho_k}{2}, 4 \rho_k \left( \frac{\alpha^2 + \frac{1}{(R - \rho_k)^2}}{2} \right)^{-1} \right\}, \\
T_0 &= 0,
\end{align*}
\]
with \( \rho_k = \rho(T_k) \) for every \( k \in \mathbb{N} \). This family is well defined as long as \( T_k \leq T \). Since \( \rho_0 \leq \rho_k \leq \rho(T) < R \), the remainder of the sequence \( T_{k+1} - T_k \) is bounded from below by a positive constant, hence \( T_{k+1} > T \) for some \( k \geq 1 \).

The following corollary is an immediate consequence of Theorem 1.6.

**Corollary 1.7.** Let \( \rho \) be as in (1.1). 
(i) Assume (1.9) and (1.10). Then there exists a unique solution \( v \in W^{1,2}(\Omega) \) of problem (1.8). Moreover, \( v \) satisfies (1.24), it has a continuous representative on \( \overline{\Omega} \), still denoted by \( v \), and, setting \( v \equiv 0 \) outside \( \overline{\Omega} \), it holds:
\[ v \in C^0([0, T]; W^{1,2}(0, R)) \cap C^1([0, T]; L^2(0, R)). \]
(ii) Assume (1.4) and (1.5). Then there exists a unique radial solution \( v \in W^{1,2}(\mathcal{O}_\rho) \) of problem (1.8).

**Remark 1.8.** The results of this section ensure uniqueness of solutions to (1.3) only among radial functions. However, if the prescribed debonding front \( \rho \) is of class \( C^{2,1} \), we may apply Proposition B.4 in the Appendix below. By combining such results, we obtain that there is a unique solution \( u \) to (1.3) in the sense of Definition 1.1 (without a priori restrictions on the solutions). Moreover, such solution is radial and the function \((t, r) \mapsto u(t, (R-\rho, 0))\) satisfies (1.24).

## 2. Energy criterion for the debonding evolution

The flow rule governing the evolution of the debonding front is based on a stability criterion involving the kinetic energy, the potential energy, and the dissipations. We define the energy terms in the setting of problem (1.3), thus we use now the \( x \)-coordinates in the plane. For given \( \rho: [0, T] \to [\rho_0, R] \) satisfying (1.1), let \( u \in W^{1,2}(\mathcal{O}_\rho) \) be the unique radial solution found in Corollary 1.7(ii), corresponding to the data \( u_0, u_1, \) and \( w \) introduced in (1.4) and (1.5). For \( t \in [0, T] \) the internal energy is given by
\[ E(t) := \frac{1}{2} \iint_{R-\rho(t) < |x| < R} (u_t^2(t, x) + |\nabla_x u(t, x)|^2) \, dx \]  
and the energy dissipated by the friction of air is given by
\[ A(t) := \alpha \int_0^t \int_{R-\rho(\tau) < |x| < R} u_t^2(\tau, x) \, dx \, d\tau. \]
We define the total energy of \( u \),
\[ T(t) := E(t) + A(t). \]

### 2.1. Energy balance

We now provide a formula for the time derivative of the total energy, which gives a first expression for the energy balance. To this end it is convenient to resort to the functions \( v \) and \( h \) defined in (1.6) and (1.11), respectively. The terms containing first derivatives in the equation for \( v \), (1.8), are denoted by
\[ G(\tau, \sigma) := -\frac{1}{R-\sigma} v_\sigma(\tau, \sigma) - \alpha v_t(\tau, \sigma) \in L^2(\Omega'). \]
The corresponding term in the equation for \( h \), (1.12), is denoted by
\[ F(\tau, \sigma) := \frac{1}{4} \left( \alpha^2 + \frac{1}{(R-\sigma)^2} \right) h(\tau, \sigma) \in L^2(\Omega'). \]
Moreover, by Corollary [1,7(i)], we have that

\[ G \in C^0([0,T];L^2(0,R)), \quad F \in C^0([0,T];W^{1,2}(0,R)). \]  

(2.6)

Henceforth, for simplicity we provide some formulas only in the interval \([0, \frac{\pi}{2}]\); in fact, in the subsequent results we argue in small time intervals, as done in Proposition [1.5] and Theorem [1.6].

The following proposition holds true (for the proof see Appendix [A]).

**Proposition 2.1.** The total energy \( T \) defined as in (2.3) belongs to \( AC([0,T]) \).

Moreover, for a.e. \( t \in [0,\frac{\pi}{2}] \) the following formulas hold true:

\[
\dot{T}(t) = -\pi \dot{\rho}(t) \left( \frac{1}{1 + \dot{\rho}(t)} \right) (R - \rho(t)) \left[ \dot{v}_0 (\rho(t) - t) - v_1 (\rho(t) - t) - \int_0^t G(\tau, \tau + \rho(t) - t) \, d\tau \right] \]
\[
+ 2\pi R \dot{w}(t) \left[ \dot{w}(t) - \left( \dot{v}_0 (t) + v_1 (t) + \int_0^t G(\tau, t-\tau) \, d\tau \right) \right] \]
\[
= -\pi \dot{\rho}(t) \left( \frac{1}{1 + \dot{\rho}(t)} \right) e^{-\alpha t} \left[ h_0 (\rho(t) - t) - h_1 (\rho(t) - t) - \int_0^t F(\tau, \tau + \rho(t) - t) \, d\tau \right] \]
\[
+ 2\pi R \dot{w}(t) \left[ \dot{w}(t) + \frac{1}{2} \left( \alpha - R^{-1} \right) w(t) - R^{-\frac{1}{2}} e^{-\frac{\alpha}{2} t} \left( h_0 (t) + h_1 (t) + \int_0^t F(\tau, t-\tau) \, d\tau \right) \right].
\]

(2.7)

**Remark 2.2.** The time derivative of the energy can be computed more directly if more regularity is assumed. Indeed, by formally applying the Leibniz differentiation rule, integrating by parts, and using the equations (1.8) and (1.12) satisfied by \( v \) and \( h \), it is possible to see that for a.e. \( t \in [0,\frac{\pi}{2}] \)

\[
\dot{T}(t) = \pi (R - \rho(t)) \dot{\rho}(t) \left[ v_1^2 (t, \rho(t)) + v_2^2 (t, \rho(t)) \right] \]
\[
+ 2\pi (R - \rho(t)) v_1 (t, \rho(t)) v_r (t, \rho(t)) - 2\pi R v_1 (t, 0) v_r (t, 0) \]
\[
= \pi \dot{\rho}(t) e^{-\alpha t} \left( h_1^2 (t, \rho(t)) + h_2^2 (t, \rho(t)) \right) + 2\pi e^{-\alpha t} h_r (t, \rho(t)) \]
\[
- 2\pi e^{-\alpha t} \left( h_r (t, 0) - \frac{\alpha}{2} z(t) \right) \left( h_r (t, 0) + \frac{1}{2} R^{-1} z(t) \right). \]

These formulas show that the term \( (R-r)^{-1} v_r \) in (1.8) and (2.3) gives no contribution to the energy balance: indeed, some cancellations occur when integrating (2.7) by parts. This is clear if one compares (1.3) and (1.8), since no dissipated energy should be associated to a term arising from the change of coordinates. In contrast, the damping term \( \alpha v_t \) entails a dissipated energy accounted in \( A \).

In order to justify the differentiation of \( T \), it is more convenient to use the representation formulas for the solutions which lead to (2.1) and (2.8). Moreover (2.8) has also the advantage that it does not contain partial derivatives of \( h \), provided one inserts the initial data \( h_0 \) and \( h_1 \).

**Remark 2.3.** The time derivative of the energy can be computed for a.e. \( t \in [0,T] \) by formally translating the initial data: precisely, for fixed \( t_0 > 0 \),

\[
\dot{T}(t) = -\pi \dot{\rho}(t) \left( \frac{1-\dot{\rho}(t)}{1+\dot{\rho}(t)} \right) (R-\rho(t)) \left[ v_r (t_0, \rho(t)-t+t_0) - v_l (t_0, \rho(t)-t+t_0) - \int_0^t G(\tau, \tau + \rho(t)-t) \, d\tau \right] \]
\[
+ 2\pi R \dot{w}(t) \left[ \dot{w}(t) - \left( v_r (t_0, t-t_0) + v_l (t_0, t-t_0) + \int_0^t G(\tau, t-\tau) \, d\tau \right) \right] \]

for a.e. \( t \in [t_0, t_0 + \frac{\omega}{2}] \cap [0,T] \). A similar argument holds for (2.8).

Since Proposition 2.1 guarantees the existence of the energy derivative only almost everywhere, we now present an improvement with a formula for the right derivative of \( T \) at a given point. To this end, we fix \( T \in (0,T) \) and consider a function \( \overline{w} \in W^{1,2} (0,T) \) and a function \( \overline{\rho} : [0,T] \to (\rho_0, R) \) satisfying (1.1) and such that

\[
\overline{w}(t) = w(t) \quad \text{and} \quad \overline{\rho}(t) = \rho(t) \quad \text{for every} \ t \in [0,T].
\]

(2.9)

Let \( u \) and \( \overline{u} \) be the solutions of problem (1.3) corresponding to \( \rho, u_0, u_1, w \) and to \( \overline{\rho}, u_0, u_1, \overline{w} \), respectively. We regard the energies as functionals depending on \( \overline{\rho} \) and on \( \overline{w} \), thus for every \( t \in [0,T] \) we
introduced in (2.10)–(2.11). We first consider the case where such speed is defined as a right derivative as in (2.12), i.e., \( \dot{\rho}(\tau) \) exists. Moreover, if \( \tau \in [0, R] \setminus N \), one has the following explicit formula:

\[
\dot{T}(\tau; \rho, \overline{\rho}, \overline{w}) = -\pi \beta \frac{1-\beta}{1+\beta} e^{-\alpha \tau} \left[ h_0(\rho(\tau)-\tau) - h_1(\rho(\tau)-\tau) - \int_0^\tau F(\tau, \tau+\rho(\tau)-\hat{\tau}) d\tau \right]^2 + \gamma Q(\tau, \gamma),
\]

where \( F \) is defined as in (2.15) and

\[
Q(\tau, \gamma) := 2\pi R \left[ \gamma + \frac{1}{2} (\alpha - R^{-1}) w(\tau) - R^{-\frac{1}{2}} e^{-\frac{1}{2} \tau} \left( h_0(\tau) + h_1(\tau) + \int_0^\tau F(\tau, \tau-\tau) d\tau \right) \right].
\]

It follows that \( \dot{\mathcal{T}}(t, \mathcal{T}) \) is the power of external forces, see also (2.24). The first term in (2.13) is related to the energy release rate as we outline below.

2.2. Dynamic energy release rate. The energy release rate [15] quantifies the energy gained by an infinitesimal debonding (or crack) growth, thus it is usually defined as the opposite of the derivative of the energy with respect to debonding elongation. In our model, the energy release rate is defined by taking into account both the potential and the kinetic energy. In order to rigorously define this notion in our setting, we follow [11] and [30] and use the time derivative of the energy studied above, suitably scaled by a factor corresponding to the derivative of the debonded surface.

In this section we provide a definition of dynamic energy release rate that can be applied to a general setting without a priori assumptions on the solutions. For simplicity we state the definition in dimension two, however it is straightforward to extend our considerations to general dimension \( n > 2 \).

Let \( E_{\rho(t)} := \{ x \in \mathbb{R}^2 \mid R - \rho(t) \leq f(x) \leq R \} \) be a growing domain depending on a prescribed function \( f \) (in our case \( f(x) = |x| \)). Assume

\[
f \in C^1(\mathbb{R}^2), \quad \nabla f \neq 0 \text{ in } E_{\rho(T)}. \tag{2.15}
\]

Let \( \mathcal{T} \) be defined as in (2.8) using the set \( E_{\rho(t)} \) as domain of integration and recall the notation introduced in (2.10)–(2.11). We first consider the case where the debonding speed \( \beta \) is strictly positive, where such speed is defined as a right derivative as in (2.12), i.e., \( \dot{\rho}(\tau) = \beta \in (0, 1) \).
Definition 2.5. Let $\rho$ be as in (1.1). Assume (1.4) and (1.5). For a.e. $\tilde{t} \in [0, T]$ and for every $\beta \in (0, 1)$, the dynamic energy release rate corresponding to debonding speed $\beta$ is defined as

$$G_\beta(\tilde{t}) := \lim_{t \to \tilde{t}^+} \frac{\mathcal{T}(t; \rho(t), \overline{w}) - \mathcal{T}(\tilde{t}; \rho(t), \overline{w})}{|E_\rho(t) \setminus E_\rho(\tilde{t})|},$$

(2.16)

where $\overline{w}$ is an arbitrary Lipschitz extension of $\rho \circ \overline{w} : [0, \tilde{t}] \to \mathbb{R}$ satisfying (2.9) and (2.12), while

$$\overline{w}(t) := \begin{cases} w(t) & \text{if } t \in [0, \tilde{t}], \\ w(\tilde{t}) & \text{if } t \in (\tilde{t}, T]. \end{cases}$$

Whenever the right derivative $\mathcal{T}(\tilde{t}^+; \rho(t), \overline{w})$ exists (cf. Theorem 2.3), the following proposition guarantees that the dynamic energy release rate in (2.16) is well defined.

Proposition 2.6. Assume that the right derivative $\mathcal{T}(\tilde{t}^+; \rho(t), \overline{w})$ exists. If (2.15) holds, then the limit in (2.16) exists, it only depends on $\tilde{t}$ and $\beta \in (0, 1)$, and

$$G_\beta(\tilde{t}) = -\frac{d}{dt}|E_{\rho(t)}|_{t=\tilde{t}^+} = \frac{1}{\beta} \mathcal{T}(\tilde{t}^+; \rho(t), \overline{w}).$$

Proof. We need to show that the right derivative of $t \mapsto |E_{\rho(t)}|$ exists at $t = \tilde{t}^+$. Indeed, the coarea formula

$$\int_{\mathbb{R}^2} g(x)|\nabla f(x)| \, dx = \int_{\mathbb{R}} \left( \int_{\{f=s\}} g(y) \, d\mathcal{H}^1(y) \right) \, ds$$

for the function $g(y) = \frac{x \cdot \nabla f(y)}{\| \nabla f(y) \|}$ implies that

$$|E_{\rho}| = \int_{R-R} \left( \int_{\{f=s\}} \frac{1}{\| \nabla f(y) \|} \, d\mathcal{H}^1(y) \right) \, ds.$$ 

Hence, recalling (2.15) we obtain the key formula

$$\frac{d}{d\rho} |E_{\rho}| \bigg|_{\rho=\rho(\tilde{t})} = \int_{\{f=\rho-R(\tilde{t})\}} \frac{1}{\| \nabla f(y) \|} \, d\mathcal{H}^1(y).$$

Clearly we have

$$\frac{d}{dt}|E_{\rho(t)}|_{t=\tilde{t}^+} = \hat{\rho}(\tilde{t}^+) \frac{d}{d\rho} |E_{\rho}| \bigg|_{\rho=\rho(\tilde{t})},$$

which only depends on $\tilde{t}$ and on the right derivative $\hat{\rho}(\tilde{t}^+) = \beta > 0$. \hfill $\square$

We remark that our definition of energy release rate applies to the case already studied in [14, 19, 11, 30], that is the case of a strip $(0, R) \times (0, 1)$ with debonding front $x_1 = R - \rho(t)$ and debonded region $(R-\rho(t), R) \times (0, 1)$. In this setting one may take $f(x) = x_1$.

In the radial case studied in this paper, one has $f(x) = |x|$, $|E_{\rho}| = \pi (R^2 - (R-\rho)^2)$, and

$$\frac{d}{d\rho} |E_{\rho}| = 2\pi(R-\rho), \quad \frac{d}{dt}|E_{\rho(t)}|_{t=\tilde{t}} = 2\pi(R-\rho(\tilde{t})) \hat{\rho}(\tilde{t}).$$

Hence, (2.16) reduces to

$$G_\beta(\tilde{t}) = -\frac{1}{2\pi \beta (R-\rho(t))} \mathcal{T}(\tilde{t}^+; \rho(t), \overline{w}).$$

This definition has to be completed for $\beta = 0$. We do this exploiting the ansatz of radial solutions.

In general, one should verify the following property, which may depend on the representation of the solutions to the wave equation and is instrumental for deriving Griffith’s criterion below: for a.e. $\tilde{t}$ the function

$$(0, 1) \ni \beta \mapsto G_\beta(\tilde{t})$$

is bounded, continuous, strictly decreasing, and $\lim_{\beta \to 1^-} G_\beta(\tilde{t}) = 0$. (2.17)

Then one defines

$$G_0(\tilde{t}) := \lim_{\beta \to 0^+} G_\beta(\tilde{t}) > G_\beta(\tilde{t}) \quad \text{for every } \beta \in (0, 1).$$

(2.18)

In the case of radial solutions, (2.17) is a consequence of (1.21), as shown in the following remark.
Remark 2.7. By Theorem 2.4 we know that for a.e. $\bar{t} \in [0, T)$
\begin{equation}
G_\beta(\bar{t}) = \frac{1}{2(R-\rho(\bar{t}))} \frac{1-\beta}{1+\beta} e^{-\alpha t} \left[ h_0(\rho(\bar{t}) - \bar{t}) - h_1(\rho(\bar{t}) - \bar{t}) - \int_0^\bar{t} F(\tau, \tau + \rho(\bar{t}) - \bar{t}) d\tau \right]^2.
\end{equation}

For $\beta = 0$, arguing by continuity, for a.e. $\bar{t} \in [0, T)$ we have
\begin{equation}
G_0(\bar{t}) = \frac{1}{2(R-\rho(\bar{t}))} e^{-\alpha t} \left[ h_0(\rho(\bar{t}) - \bar{t}) - h_1(\rho(\bar{t}) - \bar{t}) - \int_0^\bar{t} F(\tau, \tau + \rho(\bar{t}) - \bar{t}) d\tau \right]^2.
\end{equation}

We may extend this also for $\bar{t} > \frac{\rho_0}{2}$ as hinted in Remark 2.3, obtaining (2.21) for $\bar{t} \in [0, T)$; however in the rest of the paper we only need such formulas for small $\bar{t}$. In particular, it turns out that
\begin{equation}
G_\beta(\bar{t}) = \frac{1-\beta}{1+\beta} G_0(\bar{t})
\end{equation}
for a.e. $\bar{t} \in [0, T)$.

2.3. Griffith's criterion. The flow rule for the debonding evolution involves a material coefficient depending on the point in the reference configuration, given by a bounded measurable radial function $\pi : B(0, R) \to (0, +\infty)$, quantifying the toughness of the glue between the film and the substrate. The amount of energy dissipated during the debonding process in the time interval $(0, t)$, for $t \in [0, T]$, is
\begin{equation}
\int_{R-\rho(t)<|x|<R-\rho_0} \pi(|x|) \, dx = 2\pi \int_{\rho_0}^{\rho(t)} (R-r) \kappa(r) \, dr = 2\pi \int_0^t (R-\rho(s)) \kappa(\rho(s)) \dot{\rho}(s) \, ds,
\end{equation}
where $\kappa : [\rho_0, R] \to (0, +\infty)$ is defined by $\kappa(r) = \pi(x)$ for $|x| = R-r$, cf. [10].

We are now in a position to state the principle governing the evolution of the debonding front. Henceforth, the function $\rho$ is unknown and is a solution of the following system, that is a formulation of the classical criterion of Griffith featuring the dynamic energy release rate:
\begin{equation}
\begin{cases}
0 \leq \dot{\rho}(t) < 1, \\
G_{\rho(t)}(t) \leq \kappa(\rho(t)), \\
[G_{\rho(t)}(t) - \kappa(\rho(t))] \dot{\rho}(t) = 0.
\end{cases}
\end{equation}
Griffith’s criterion requires that: the debonded region is set nondecreasing in time; the energy release rate is less than or equal to the toughness at the debonding front; the debonded region may actually increase only if the energy release rate is critical.

Moreover, it is possible to see that Griffith’s criterion (2.23) is equivalent to postulating an energy-dissipation balance (EDP) and a maximum dissipation principle (MDP):
\begin{equation}
\begin{aligned}
&\text{(EDP)} \hspace{1cm} T(t) + \int_{R-\rho(t)<|x|<R-\rho_0} \pi(|x|) \, dx = T(0) + W(t) \quad \text{for every } t \in [0, T], \\
&\text{(MDP)} \hspace{1cm} \dot{\rho}(t) = \max \{ \beta \in [0, 1] \mid \kappa(\rho(t)) \beta = G_\beta(\rho(t)) \} \quad \text{for every } t \in [0, T],
\end{aligned}
\end{equation}
where $W$ is the work of the external loading. For $t \in [0, T)$ it holds
\begin{equation}
W(t) = \int_0^t \dot{w}(s) Q(s, \dot{w}(s)) \, ds,
\end{equation}
where $Q$ is defined in (2.13) and (2.14). We refer to [11] Section 2.2 for a proof of the equivalence between (EDP)-(MDP) and (2.23). Here we only observe that one needs (2.17) in order to show that (MDP) implies $G_{\rho(t)}(t) \leq \kappa(\rho(t))$ in (2.23). Indeed, this is trivial if $\dot{\rho}(t) > 0$; on the other hand, assuming $\kappa(\rho(t)) < G_0(t)$ would imply $\kappa(\rho(t)) = G_{\beta}(t)$ for some $\beta \in (0, 1)$, which gives a contradiction if $\dot{\rho}(t) = 0$.

Using (2.21) it is easy to see that (2.23) is equivalent to the following ordinary differential equation:
\begin{equation}
\dot{\rho}(t) = \max \left\{ 0, \frac{G_0(t) - \kappa(\rho(t))}{G_0(t) + \kappa(\rho(t))} \right\} \quad \text{for a.e. } t \in [0, T].
\end{equation}
It will be convenient to resort again to the function $h$ defined in (1.11). By (2.20) the differential equation, for a.e. $t \in [0, \frac{\rho_0}{2}]$, can be rewritten as

\[
\dot{\rho}(t) = \max \left\{ 0, \left[ \frac{h_0(\rho(t)-t) - h_1(\rho(t)-t) - \int_0^t F(\tau, \tau+\rho(t)-t) \, d\tau}{h_0(\rho(t)-t) - h_1(\rho(t)-t) - \int_0^t F(\tau, \tau+\rho(t)-t) \, d\tau} \right]^2 - 2(R-\rho(t)) e^{\alpha t} \kappa(\rho(t)) \right\}.
\]

Notice that the latter equation is strongly coupled with the wave equation in the time-dependent interval $(0, \rho(t))$ due to the term $F$ defined in (2.5). In the following section we shall see how to solve such differential equation and deal with the coupled problem: this will show that the definition of dynamic energy release rate (Definition 2.5) and the formulation of Griffith’s criterion (2.23) are well posed in the case of radial solutions.

3. Evolution of the debonding front

In this section the function $\rho$ is unknown and it is found as a solution to Griffith’s criterion (2.23). We prove the existence of a pair $(u, \rho)$ which solves the coupled problem (1.3)–(2.23) (see Definition 3.1 below). In general, uniqueness only holds among radial functions; however, if the data of the problem are sufficiently regular, it turns out that the displacement $u$ is the only solution of the wave equation in the growing domain $\mathcal{C}_{R-\rho(t), R}$: see Remark 3.3 for details.

Recalling the definition of $\kappa$ in (2.22), we will assume that there exist $c_1, c_2 > 0$ such that $0 < c_1 \leq \kappa(r) \leq c_2$ $\forall x \in \mathbb{R}^2$, $\rho_0 \leq r < R$, (3.1) for every $r \in [\rho_0, R)$ there exists $\varepsilon = \varepsilon(r) > 0$ such that $\kappa \in C^{0,1}([r, r + \varepsilon])$. (3.2)

Throughout this section we will assume that the data of the problem $u_0, u_1, w$, originally introduced in (1.1), satisfy the following assumptions,

\[
w \in C^{1,0}(0, +\infty), \quad u_0 \in C^{1,0}_{rad}(\mathcal{C}_{R-\rho_0, R}), \quad u_1 \in L^\infty_{rad}(\mathcal{C}_{R-\rho_0, R}), \quad (3.3)
\]

where the subscript rad means that the initial data are radial, as above. Then we give the following definition of radial solution to the coupled problem (1.3)–(2.23).

**Definition 3.1.** Let $\rho : [0, T] \to [\rho_0, R)$ be as in (1.1). Let $u : [0, T] \times B(0, R) \to \mathbb{R}$ be a measurable function of class $W^{1,2}$. Define $\mathcal{G}_\beta$ as in (2.16) and (2.18). We say that the pair $(u, \rho)$ is a radial solution to the coupled problem (1.3)–(2.23) if:

1. $u(t, \cdot) \in W^{1,2}_{rad}(\mathcal{C}_{R-\rho(t), R})$ for every $t \in [0, T]$;
2. $u$ solves problem (1.3) in $\mathcal{O}_\rho$, where $\mathcal{O}_\rho$ is as in (1.2);
3. $u \equiv 0$ outside $\mathcal{O}_\rho$;
4. $(u, \rho)$ satisfies Griffith’s criterion (2.23) for a.e. $t \in [0, T]$.

In the existence proof we resort to the variable $h$ defined in (1.6) and (1.11). Hence we reduce to a one-dimensional problem, (1.12)–(2.23), which is solved using the results of [30] Section 4. In this section we only mention the parts of the proof which differ from [30]. As already done before, we first consider a small time interval $[0, T]$ and assume $T \in (0, \frac{\rho_0}{2})$. Under this assumption, Griffith’s criterion is equivalent to the ordinary differential equation (2.23), with initial condition $\rho(0) = \rho_0$. In order to study such equation, we introduce an auxiliary function $\lambda$, defined as the inverse of the map $t \mapsto t - \rho(t)$. In particular we have $\rho(t) = t - \lambda^{-1}(t)$.

**Remark 3.2.** From now on, if not otherwise specified, $\rho$ and $\lambda$ will be tacitly related as just described. Moreover we will stress the dependence on $\lambda$ (and hence on $\rho$) by writing $\Omega^\lambda$, $P^\lambda$, $S^\lambda$, and $\Phi[F]$, instead of $\Omega$, $P$, $S$, and $\Phi[F]$, respectively; cf. (1.13), (1.14), (1.19), and (1.25). Moreover, for the dynamic energy release rate we will use the notation $\mathcal{G}_0^{h,\lambda}$ instead of $\mathcal{G}_0$; see (2.19) and (2.20) for the dependence on the solution $h$ given by (1.6) and (1.11).

Since $0 \leq \dot{\rho} < 1$ a.e., the function $\lambda$ is absolutely continuous. By (2.20) and by deriving the relation $\lambda(t-\rho(t)) = t$ we get

\[
\begin{align*}
\dot{\lambda}(t-\rho(t)) &= 1 \quad \text{if } \mathcal{G}_0^{h,\lambda}(t) \leq \kappa(\rho(t)), \\
\dot{\lambda}(t-\rho(t)) &= \frac{\mathcal{G}_0^{h,\lambda}(t) + \kappa(\rho(t))}{2\kappa(\rho(t))} \quad \text{if } \mathcal{G}_0^{h,\lambda}(t) > \kappa(\rho(t)).
\end{align*}
\]
Hence, recalling also (1.7), (1.13), and (2.20), we obtain that $\lambda$ satisfies the following differential equation:

$$
\left\{
\begin{array}{l}
\dot{\lambda}(s) = \frac{1}{2} \left( 1 + \max \{ \Lambda^{h,\lambda}(s), 1 \} \right) \\
\lambda(-\rho_0) = 0,
\end{array}
\right. \quad s \in [-\rho_0, \lambda^{-1}(T)],
$$

(3.4)

where for a.e. $s \in [-\rho_0, \lambda^{-1}(T)]$

$$
\Lambda^{h,\lambda}(s) := \frac{\dot{h}_0(-s) - h_1(-s) - \int_{0}^{\lambda(s)} F(\tau, \tau - s) \, d\tau}{2(R - \lambda(s) + s) \, e^{\alpha \lambda(s)} \, \kappa(\lambda(s) - s)}. 
$$

(3.5)

We observe that, by assumption (3.3), $\Lambda^{h,\lambda}$ is $L^\infty(-\rho_0, \lambda^{-1}(T))$ which implies, by (3.4), that $\lambda$ is Lipschitz.

Now, we recast the coupled problem (1.3)–(2.25) into a fixed point problem. Recalling that we have assumed $T \in (0, \frac{M}{2})$, by (1.20), (1.21), (1.25), and (2.5) the coupled problem is equivalent to

$$
\left\{
\begin{array}{l}
h(t, r) = \left( \hat{h}(t, r) + \frac{1}{2} \Phi^{\lambda}[F](t, r) \right) \chi_{\Omega^\lambda}(t, r) \\
\lambda(s) = \frac{1}{2} \int_{-\rho_0}^{s} \left( 1 + \max \{ \Lambda^{h,\lambda}(\sigma), 1 \} \right) \, d\sigma
\end{array}
\right. \quad \text{for a.e. } (t, r) \in (0, T) \times (0, R),
$$

(3.6)

for every $s \in [-\rho_0, \lambda^{-1}(T)]$.

For $y \in (0, \rho_0)$ we define the following sets (cf. Figure 4):

$$
I^y := [-\rho_0, -\rho_0 + y],
$$

$$
Q^{T,y} := \{(t, r) \mid 0 \leq t \leq T, \rho_0 - y + t \leq r \leq \rho_0 + t\},
$$

(3.7)

$$
Q^{\lambda,T,y} := Q^{T,y} \cap \Pi^\lambda.
$$

Moreover, for $M > 0$ we introduce the following spaces:

$$
X_1(M, T, y) := \{ h \in C^0(Q^{T,y}) \mid \| h \|_{C^0(Q^{T,y})} \leq M \},
$$

$$
X_2(T, y) := \{ \lambda \in C^0(I^y) \mid \lambda(-\rho_0) = 0, \| \lambda \|_{C^0(I^y)} \leq T, s \mapsto \lambda(s)-s \text{ is nondecreasing} \},
$$

$$
X(M, T, y) := X_1(M, T, y) \times X_2(T, y).
$$

Then, for $(h, \lambda) \in X(M, T, y)$, we consider the following two operators associated with the coupled problem (3.6), and defined by

$$
\Psi_1[h, \lambda](t, r) := \left( \hat{h}(t, r) + \frac{1}{2} \Phi^{\lambda}[F](t, r) \right) \chi_{\Omega^\lambda}(t, r) \quad \text{for } (t, r) \in Q^{T,y},
$$

(3.8)

$$
\Psi_2[h, \lambda](s) := \frac{1}{2} \int_{-\rho_0}^{s} \left( 1 + \max \{ \Lambda^{h,\lambda}(\sigma), 1 \} \right) \, d\sigma \quad \text{for } s \in I^y.
$$

(3.9)

Finally we set

$$
\Psi[h, \lambda] := (\Psi_1[h, \lambda], \Psi_2[h, \lambda]).
$$

(3.10)

Then we have the following result.
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**Figure 4.** Sets defined in formula (3.7): $Q^{\lambda,T,y}$ is the region in dark gray, while $Q^{T,y}$ is the union of the regions in dark and light gray.
Lemma 3.3. Assume $T \in (0, \frac{d}{a})$. For every $M > 0$, there exists $\bar{y} \in (0, \rho_0)$ such that, for every $y \in (0, \bar{y})$, the operator $\Psi$ defined by (3.8)–(3.10) maps $\mathcal{X}(M, T, y)$ into itself.

Proof. Fix $M > 0$ and let $y \in (0, \rho_0)$. Consider $(h, \lambda) \in \mathcal{X}(M, T, y)$. By Lemma 1.4, we know that $\Psi_1[h, \lambda]$ is continuous on $Q^{T,y}$, while, by construction, $\Psi_2[h, \lambda]$ is absolutely continuous on $I^y$, being $\Lambda^{h, \lambda} \in L^\infty(-\rho_0, \lambda^{-1}(T))$. Moreover,

$$\Psi_2[h, \lambda](-\rho_0) = 0 \quad \text{and} \quad \frac{d}{dy}\Psi_2[h, \lambda](s) \geq 1 \quad \text{for a.e. } s \in I^y.$$ 

Hence, it is enough to find $y \in (0, \rho_0)$ such that

$$\|\Psi_1[h, \lambda]\|_{C^0(Q^{T,y})} \leq M \quad \text{and} \quad \Psi_2[h, \lambda](-\rho_0 + y) \leq T.$$ 

So let us consider $(t, r) \in Q^{T,y}$ and estimate $\Psi_1[h, \lambda](t, r)$ as follows:

$$|\Psi_1[h, \lambda](t, r)| \leq |\mathcal{H}^{h, \lambda}(t, r)| + \frac{1}{2}|\Phi^{\lambda}\{F\}(t, r)|$$

$$\leq |\mathcal{H}^{h, \lambda}(t, r)| + \frac{1}{8}\int_{\mathcal{P}_r(t, r)}\left(\alpha^2 + \frac{1}{(R-\sigma)^2}\right)h(\tau, \sigma)\,d\tau\,d\sigma$$

$$\leq \int_{\rho_0}^{\rho_0 + y}\left(|\hat{h}_0(\sigma)| + |h_1(\sigma)|\right)\,d\sigma + \frac{1}{8}\left(\alpha^2 + \frac{1}{(R-\rho(T))^2}\right)\,MTy,$$

where we have used (1.20) (observe that $Q^{T,y} \subset \Omega_1 \cup \Omega_2$) and the fact that $|Q^{T,y}| \leq Ty$. For $\Psi_2[h, \lambda](-\rho_0 + y)$ we proceed as follows:

$$\Psi_2[h, \lambda](-\rho_0 + y) = \int_{-\rho_0}^{-\rho_0 + y} \left(1 + \max\{\Lambda^{h, \lambda}(\sigma), 1\}\right)\,d\sigma$$

$$\leq \int_{-\rho_0}^{-\rho_0 + y} \left(2 + \Lambda^{h, \lambda}(\sigma)\right)\,d\sigma \leq y + \frac{1}{2}\int_{-\rho_0}^{-\rho_0 + y} \Lambda^{h, \lambda}(\sigma)\,d\sigma$$

$$\leq y + \frac{1}{2}\int_{-\rho_0}^{-\rho_0 + y} \left(\hat{h}_0(\sigma) - h_1(-\sigma) - \int_0^{\lambda(\sigma)} F(\tau, \tau + \sigma)\,d\tau\right)^2\,d\sigma$$

$$\leq y + \frac{1}{2}\int_{-\rho_0}^{-\rho_0 + y} \left(\hat{h}_0(\sigma) - h_1(-\sigma) + \left(\int_0^{\lambda(\sigma)} F(\tau, \tau + \sigma)\,d\tau\right)^2\,d\sigma$$

Then plugging the definition of $F$, cf. (2.30), and recalling that $|Q^{T,y}| \leq Ty$, we obtain

$$0 \leq \Psi_2[h, \lambda](-\rho_0 + y) \leq y + \frac{1}{2c_1(R-c_2-\rho_0)}\int_{-\rho_0}^{-\rho_0 + y} \left(\hat{h}_0(\sigma) - h_1(-\sigma)\right)^2\,d\sigma$$

$$+ \frac{1}{32c_1(R-c_2-\rho_0)M^2T^2}\left(\alpha^2 + \frac{1}{(R-c_2-\rho_0)^2}\right)^2 y.$$ 

Then we conclude since both the expressions on the right-hand side of (3.11) and (3.12) go to 0 as $y \to 0^+$.

Lemma 3.4. Assume $T \in (0, \frac{d}{a})$. Fix $M > 0$ and let $\bar{y} \in (0, \rho_0)$ be given by Lemma 3.3. Then, for every $y \in (0, \bar{y})$, $\Psi_1(\mathcal{X}(M, T, y))$ is an equicontinuous family of $\mathcal{X}_1(M, T, y)$.

Proof. Let $y \in (0, \bar{y})$ and $(h, \lambda) \in \mathcal{X}(M, T, y)$ and fix $\varepsilon > 0$. First we observe that

$$|\mathcal{P}^h(t_1, r_1) \mathcal{P}^\lambda(t_2, r_2)| \leq C_1 \text{Per}(\mathcal{P}^\lambda(t_1, r_1))|\langle t_1, r_1 \rangle - \langle t_2, r_2 \rangle| \leq C_2(T + y)|\langle t_1, r_1 \rangle - \langle t_2, r_2 \rangle|,$$

for every $(t_1, r_1), (t_2, r_2) \in Q^{T,y}$, where $\text{Per}(\mathcal{P}^\lambda(t_1, r_1))$ is the perimeter of the set $\mathcal{P}^\lambda(t_1, r_1)$ and $C_1$ and $C_2$ are two positive constants. Moreover, by (3.3) there exists $\delta_1 > 0$ such that for every $a, b \in [0, \rho_0]$ satisfying $|a - b| \leq \delta_1$ it holds

$$|\hat{h}_0(a) - \hat{h}_0(b)| + \left|\int_a^b h_1(s)\,ds\right| \leq \frac{\varepsilon}{2}.$$
Now define\[
\delta := \min \left\{ \frac{\delta_1}{2}, \frac{\varepsilon}{MC_2(T + y)(\alpha^2 + \frac{1}{(R - \rho^\lambda(T))^2})} \right\}
\]and take \((t_1, r_1), (t_2, r_2) \in Q^{\lambda, T, y}\) such that \(|(t_1, r_1) - (t_2, r_2)| \leq \delta\). Then,\[|\Psi[h, \lambda](t_1, r_1) - \Psi[h, \lambda](t_2, r_2)| \leq J_1 + J_2,
\]where\[
J_1 := |\mathcal{H}_1^\lambda(t_1, r_1)\chi_{\Omega^\lambda}(t_1, r_1) - \mathcal{H}_1^\lambda(t_2, r_2)\chi_{\Omega^\lambda}(t_2, r_2)|,
\]
\[
J_2 := \frac{1}{2} \left| \Phi[\mathcal{F}](t_1, r_1)\chi_{\Omega^\lambda}(t_1, r_1) - \Phi[\mathcal{F}](t_2, r_2)\chi_{\Omega^\lambda}(t_2, r_2) \right|
\]We now estimate \(J_2\). Since \(\mathcal{H}_1^\lambda\chi_{\Omega^\lambda}\) and \(\Phi[\mathcal{F}]\chi_{\Omega^\lambda}\) are continuous on \(Q^{\lambda, T, y}\) and vanish on \(Q^{T, y} \setminus \Omega^\lambda\), it is enough to consider the case in which both \((t_1, r_1)\) and \((t_2, r_2)\) are in \(\Omega^\lambda\). Then for \(J_2\) we obtain\[
J_2 \leq \frac{1}{8} \int_{\Omega^\lambda(t_1, r_1) \Delta \Omega^\lambda(t_2, r_2)} \left( \alpha^2 + \frac{1}{(R - \rho^\lambda(T))^2} \right) |h(\tau, \sigma)| d\tau d\sigma
\]
\[
\leq \frac{1}{8} \left( \alpha^2 + \frac{1}{(R - \rho^\lambda(T))^2} \right) M|\Omega^\lambda(t_1, r_1) \Delta \Omega^\lambda(t_2, r_2)|
\]
\[
\leq \frac{1}{8} \left( \alpha^2 + \frac{1}{(R - \rho^\lambda(T))^2} \right) MC_2(T + y)|(t_1, r_1) - (t_2, r_2)|
\]
\[
\leq \frac{1}{8} \left( \alpha^2 + \frac{1}{(R - \rho^\lambda(T))^2} \right) MC_2(T + y) \delta \leq \frac{\varepsilon}{2}
\]
For the estimate of \(J_1\), one proceeds in the same way as in the proof of [30] Lemma 4.4, obtaining \(J_1 < \frac{\varepsilon}{2}\). Hence, the above estimates for \(J_1\) and \(J_2\) yield to\[|\Psi[h, \lambda](t_1, r_1) - \Psi[h, \lambda](t_2, r_2)| \leq \varepsilon
\]and the lemma is proven. \(\square\)

Fix \(M > 0\) and let \(y \in (0, \bar{y})\) with \(\bar{y}\) be given by Lemma 3.3. Then, consider the following space:\[Z(M, T, y) := \text{cl}_{C^0} \left( \Psi(X(M, T, y)) \times X_2(T, y), \right),\]endowed with the distance defined as\[d((h^{(1)}, \lambda^{(1)}), (h^{(2)}, \lambda^{(2)})) := \max \left\{ \|h^{(1)} - h^{(2)}\|_{L^2(Q^{T, y})}, \|\lambda^{(1)} - \lambda^{(2)}\|_{C^0(I^y)} \right\}\]for every \((h^{(1)}, \lambda^{(1)}), (h^{(2)}, \lambda^{(2)}) \in Z(M, T, y)\). Then by Lemma 3.4 and by the Ascoli-Arzelà Theorem, \((Z(M, T, y), d)\) is a complete metric space. Hence we have the following result. In the proof we show that we can reduce to the setting of [30], where a corresponding result is proven for the kernel \(F = h\); after seeing this, the proof then follows from [30] Proposition 4.5.

**Proposition 3.5.** Assume \(T \in (0, \frac{1}{R^2})\). In addition to \((3.1) - (3.2)\), assume that \(\kappa \in C^{0,1}([\rho_0, R])\). Then for every \(M > 0\) there exists \(y \in (0, \rho_0)\) such that the operator \(\Psi\) is a contraction from the \((Z(M, T, y), d)\) into itself.

**Proof.** From now on, we will denote by \(C\) a constant that may change from line to line. Fix \((h^{(1)}, \lambda^{(1)}), (h^{(2)}, \lambda^{(2)}) \in Z(M, T, y)\), where \(y\) will be chosen later on. By now we require that \(y \in (0, \bar{y})\), where \(\bar{y}\) is given by Lemma 3.3.

**Lipschitz estimate on \(\Psi_2\).** For a.e. \(s \in I^y\) we introduce the functions\[j(s) := |\hat{h}_0(-s)| + |h_1(-s)| + 1
\]and\[J[h^{(i)}, \lambda^{(i)}](s) := \hat{h}_0(-s) - h_1(-s) - \int_0^s \lambda^{(i)}(\tau, \tau - s) d\tau,
\]where, for \(i = 1, 2\), the functions \(F^{(i)}\) are defined as in (2.5) using the functions \(h^{(i)}\), respectively. First we observe that, by (3.3), \(j \in L^2(-\rho_0, 0)\) and there exists a positive constant \(C\) such that\[|J[h^{(i)}, \lambda^{(i)}](s)| \leq Cj(s) \quad \text{for a.e. } s \in I^y.
\] (3.13)
Then, recalling (3.4.6) and (3.1.4) we have the following estimate:

\[
\|\Psi_2[h^{(1)}, \lambda^{(1)}] - \Psi_2[h^{(2)}, \lambda^{(2)}]\|_{C^0(I^y)} \leq \frac{1}{2} \int_{-\rho_0}^{-\rho_0+y} \left| \Lambda^{h^{(1)}, \lambda^{(1)}}(\sigma) - \Lambda^{h^{(2)}, \lambda^{(2)}}(\sigma) \right| d\sigma
\]

\[
\leq \frac{1}{2} \int_{-\rho_0}^{-\rho_0+y} \left| \frac{(J[h^{(1)}, \lambda^{(1)}])(\sigma)}{2(R-\lambda^{(1)}(\sigma)+\sigma) e^{\alpha\lambda^{(1)}(\sigma)} \kappa(\lambda^{(1)}(\sigma)-\sigma)} - \frac{(J[h^{(2)}, \lambda^{(2)}])(\sigma)}{2(R-\lambda^{(2)}(\sigma)+\sigma) e^{\alpha\lambda^{(2)}(\sigma)} \kappa(\lambda^{(2)}(\sigma)-\sigma)} \right| d\sigma
\]

where for \( \sigma \in I^y \) we set

\[
d^{(1)}(\sigma) := \left( -R - \lambda^{(1)}(\sigma) + \sigma \right) e^{\alpha\lambda^{(1)}(\sigma)} \kappa(\lambda^{(1)}(\sigma)-\sigma),
\]

\[
d^{(2)}(\sigma) := \left( -R - \lambda^{(2)}(\sigma) + \sigma \right) e^{\alpha\lambda^{(2)}(\sigma)} \kappa(\lambda^{(2)}(\sigma)-\sigma),
\]

\[
D(\sigma) := 2d^{(1)}(\sigma) d^{(2)}(\sigma).
\]

We observe that, by the Lipschitz condition on \( \lambda^{(1)} \) and \( \lambda^{(2)} \) and by assumption (3.1.4), for a.e. \( \sigma \in I^y \) the term \( |D(\sigma)| \) is bounded from below by a positive constant, \( d_1(\sigma) \) and \( d_2(\sigma) \) are bounded from above, and the quantity \( |d_1(\sigma) - d_2(\sigma)| \) can be estimated in terms of \( |\lambda_1(\sigma) - \lambda_2(\sigma)| \). Hence, by the triangle inequality and by (3.1.4) we get

\[
\|\Psi_2[h^{(1)}, \lambda^{(1)}] - \Psi_2[h^{(2)}, \lambda^{(2)}]\|_{C^0(I^y)} \leq C \int_{-\rho_0}^{-\rho_0+y} \left| J^{(1)}(\sigma) - J^{(2)}(\sigma) \right| d\sigma + C \int_{-\rho_0}^{-\rho_0+y} \left( j(\sigma) \right)^2 d\sigma
\]

\[
\leq C \int_{-\rho_0}^{-\rho_0+y} \left( j(\sigma) \right)^2 |d_1(\sigma) - d_2(\sigma)| d\sigma
\]

\[
\leq C \int_{-\rho_0}^{-\rho_0+y} \left( j(\sigma) \right)^2 |\lambda_1(\sigma) - \lambda_2(\sigma)| d\sigma,
\]

where we have used the fact that

\[
\left| J^{(1)}(\sigma) - J^{(2)}(\sigma) \right| \leq \left| \int_0^{\lambda^{(1)}(\sigma)} F^{(1)}(\tau, \tau - \sigma) d\tau - \int_0^{\lambda^{(2)}(\sigma)} F^{(2)}(\tau, \tau - \sigma) d\tau \right| \leq C \left| \int_0^{\lambda^{(1)}(\sigma)} h^{(1)}(\tau, \tau - \sigma) d\tau - \int_0^{\lambda^{(2)}(\sigma)} h^{(2)}(\tau, \tau - \sigma) d\tau \right|.
\]

Then, one can proceed in the same way as in the proof of (30) inequality (4.15) (originally written in the case \( F^{(i)} = h^{(i)} \)) deducing that, choosing \( y \) small enough, one gets:

\[
\|\Psi_2[h^{(1)}, \lambda^{(1)}] - \Psi_2[h^{(2)}, \lambda^{(2)}]\|_{C^0(I^y)} \leq \frac{1}{2} d((h^{(1)}, \lambda^{(1)}), (h^{(2)}, \lambda^{(2)})).
\]

**Lipschitz estimate on \( \Psi_1 \).** By the triangle inequality

\[
\|\Psi_1[h^{(1)}, \lambda^{(1)}] - \Psi_1[h^{(2)}, \lambda^{(2)}]\|_{L^2(Q^T,v)} \leq \|\Psi_{\Omega^{(1)}} - \Psi_{\Omega^{(2)}}\|_{L^2(Q^T,v)}
\]

\[
+ \frac{1}{2} \norm{\Phi^{(1)} F^{(1)}}_{L^2(Q^T,v)} \|\chi_{\Omega^{(1)}} - \chi_{\Omega^{(2)}}\|_{L^2(Q^T,v)}.
\]

We proceed estimating the two norms separately. For the first term \( \|\Psi_{\Omega^{(1)}} - \Psi_{\Omega^{(2)}}\|_{L^2(Q^T,v)} \) one can proceed in the same way of the proof of (30) inequality (4.20), obtaining

\[
\|\Psi_{\Omega^{(1)}} - \Psi_{\Omega^{(2)}}\|_{L^2(Q^T,v)} \leq C \sqrt{y} \|\lambda^{(1)} - \lambda^{(2)}\|_{C^0(I^y)}.
\]
We detail the estimate of the second term:
\[
\left\| \Phi^{(1)} F^{(1)} \right\|_{L^2(Q^{T,y})}^2 - \Phi^{(2)} F^{(2)} \right\|_{L^2(Q^{T,y})}^2
\]
\[
= \int_{Q^{(1),T,y} \setminus Q^{(2),T,y}} \left\| \int_{p^{(1)}(t,r)} \frac{1}{4} \left( \alpha^2 + \frac{1}{(R-\sigma)^2} \right) h^{(1)}(\tau,\sigma) d\tau d\sigma \right\|^2 dt
\]
\[
+ \int_{Q^{(2),T,y} \setminus Q^{(1),T,y}} \left\| \int_{p^{(2)}(t,r)} \frac{1}{4} \left( \alpha^2 + \frac{1}{(R-\sigma)^2} \right) h^{(2)}(\tau,\sigma) d\tau d\sigma \right\|^2 dt
\]
\[
+ \int_{Q^{(1),T,y} \cap Q^{(2),T,y}} \left\| \int_{p^{(1)}(t,r)} F^{(1)}(\tau,\sigma) d\tau d\sigma - \int_{p^{(2)}(t,r)} F^{(2)}(\tau,\sigma) d\tau d\sigma \right\|^2 dt
\]
\[
\leq C \int_{Q^{(1),T,y} \setminus Q^{(2),T,y}} \left\| h^{(1)}(\tau,\sigma) d\tau d\sigma \right\|^2 dt
\]
\[
+ C \int_{Q^{(2),T,y} \setminus Q^{(1),T,y}} \left\| h^{(2)}(\tau,\sigma) d\tau d\sigma \right\|^2 dt
\]
\[
+ C \int_{Q^{(1),T,y} \cap Q^{(2),T,y}} \left\| h^{(1)}(\tau,\sigma) d\tau d\sigma - h^{(2)}(\tau,\sigma) d\tau d\sigma \right\|^2 dt,
\]
where we have used the fact that the kernel \( \left( \alpha^2 + \frac{1}{(R-\sigma)^2} \right) \) is bounded by a constant on each domain of integration. Now the proof proceeds in the same way of the proof of \([31]\) inequality (4.22)) (where an analogous estimate is proven for \( F^{(1)} = h^{(1)} \)), which shows that
\[
\left\| \Phi^{(1)} F^{(1)} \right\|_{L^2(Q^{T,y})}^2 - \Phi^{(2)} F^{(2)} \right\|_{L^2(Q^{T,y})}^2 \leq y C d((h^{(1)}, \lambda^{(1)}), (h^{(2)}, \lambda^{(2)}))^2.
\]
Then by choosing \( y \) small enough we finally deduce
\[
\|\Psi_1[h^{(1)}(\lambda^{(1)})] - \Psi_1[h^{(1)}(\lambda^{(2)})]\|_{L^2(Q^{T,y})} \leq \frac{1}{2} d((h^{(1)}, \lambda^{(1)}), (h^{(2)}, \lambda^{(2)})).
\]
The conclusion of the proof follows.

Now we are in the position to state and prove the main result of this section. Here we remove the restriction \( T \in (0, \frac{\pi}{2}) \) made in the previous technical results. The existence of a solution holds either in the time interval \( [0, +\infty) \), or up to a time where the debonding front reaches the origin, so the film is completely debonded, apart from a point. (Recall that the origin is degenerate for our statement of Griffith’s criterion.)

**Theorem 3.6.** Let \( \kappa \) satisfy assumptions (3.1)–(3.2). Assume (3.3) and (1.5). Then, there exist \( T^* > 0 \) and a unique radial solution \((u, \rho)\) to the coupled problem \((1.3)–(2.23)\) in \([0, T^*)\], in the sense of Definition 3.1. Moreover:

1. it either holds \( T^* = +\infty \), or \( T^* < +\infty \) and \( \lim_{s \to T^*} \rho(s) = R; \)
2. \( u \) has a continuous representative on \([0, T^*) \times B(0, R) \) and

\[
u \in C^0([0, T^*); W^{1,2}_{rad}(B(0, R))) \cap C^1([0, T^*); L^2_{rad}(B(0, R))).
\]

**Proof.** It suffices to prove that there exists a unique pair \((h, \rho)\) solution of \((1.12)–(2.23)\) and thus obtain the desired solution \((u, \rho)\) to the coupled problem \((1.3)–(2.23)\), in the sense of Definition 3.1. The solution we find is unique among radial solutions; for further comments on the uniqueness of displacements, see the Remarks below.

We observe that, by restricting \((1.12)\) to the triangle \( T = \{(t,r) | 0 \leq t \leq \rho_0, \ 0 \leq r \leq \rho_0 - t\} \) and arguing as in Proposition 1.5 there exist a unique solution \( h^{(0)} \) of \((1.12)\) in \( T \). Observe that this domain is independent of the debonding evolution.

Fix now \( \varepsilon = \varepsilon(\rho_0) > 0 \) as in assumption (3.2), and introduce a toughness \( \tilde{\kappa} \) that coincides with \( \kappa \) in \([\rho_0, \rho_0 + \varepsilon] \) and is constantly equal to \( \kappa(\rho_0 + \varepsilon) \) after \( \rho_0 + \varepsilon. \) Clearly \( \tilde{\kappa} \in C^{0,1}([\rho_0, R]). \) We can
now apply Proposition 3.5 and find \( y \in (0, \rho_0) \) and \( T^y \in \left(0, \frac{\sqrt{2}}{2}\right) \) such that there exists a unique pair \((h^{(1)}, \lambda^{(1)})\) with

\[
\begin{aligned}
  h^{(1)}(t, r) &= \left( \varphi^{(1)}(t, r) + \frac{1}{2} F^{(1)}(t, r) \right) \chi_{Q^{(1)}}(t, r) &\text{ for a.e. } (t, r) \in QT^y \backslash y, \\
  \lambda^{(1)}(s) &= \frac{1}{2} \int_{-\rho_0}^{s} \left( 1 + \max \{ A^{(1)}(s, \lambda^{(1)}(\sigma)), 1 \} \right) d\sigma &\text{ for every } s \in \mathbb{I}^y.
\end{aligned}
\]

(3.14)

Now let \( \rho^{(1)} \) be defined by \( \rho^{(1)} := t - (\lambda^{(1)})^{-1}(t) \). Notice that \( \rho^{(1)}(0) = \rho_0 \). Then, by the continuity of \( \tilde{\kappa} \), by the fact that \( \tilde{\kappa} = \kappa \) on \([\rho_0, \rho_0 + \varepsilon]\), and by the regularity properties given by Lemma 1.4 there exists \( T \in (0, T^y) \) such that

(1) the pair \((h^{(1)}, \lambda^{(1)})\) is the unique solution of (3.14) in \([0, T]\), where \( \kappa \) is replaced by \( \tilde{\kappa} \);

(2) the function \( h \) defined as

\[ h = h^{(0)} \chi_T + h^{(1)} \chi_{Q^y \setminus T} \]

solves (1.12) on \( T \cup QT^y \);

(3) the pair \((h, \rho^{(1)})\) solves (1.12)–(2.25) in \([0, T]\) and

\[ h \in C^0([0, T]; W^{1,2}(0, R)) \cap C^1([0, T]; L^2(0, R)). \]

This provides a short-time existence and uniqueness result for the coupled problem (1.12)–(2.25). Observe that a solution \((h, \rho)\) to the problem is locally unique as long as it is well-defined. Indeed, denote (with a slight abuse of notation) again with \([0, T]\) a given interval where (1.12)–(2.25) holds. For fixed \( \mathbf{7} \in [0, T] \) one can consider the auxiliary problem (3.14), replacing \( \rho_0 \) by \( \rho(\mathbf{7}) \), \( h_0 \) by \( h(\mathbf{7}, \cdot) \in W^{1,2}(0, \rho(\mathbf{7})) \) and \( h_1 \) by \( h(\mathbf{7}, \cdot) \in L^2(0, \rho(\mathbf{7})) \); notice that \( h(\mathbf{7}, 0) = z(\mathbf{7}) \) and \( h(\mathbf{7}, \rho(\mathbf{7})) = 0 \), so the compatibility conditions are satisfied. The same argument above then entails the existence of a uniquely defined solution in a neighborhood of \( \mathbf{7} \), which must therefore coincide with the given one. By a standard prolongation argument, we can eventually define \( T^* \) as the maximal time of existence for the solution \((h, \rho)\) of (1.12)–(2.25) in \([0, T^*)\). If \( T^* = +\infty \) we conclude. If \( T^* < +\infty \), then, since \( \rho(s) < R \) for every \( s \in (0, T^*) \), surely one has \( \lim_{s \to T^*} \rho(s) \leq R \). Set \( \rho(T^*) \) to be equal to this limit. Now, if by contradiction a strict inequality \( \rho(T^*) < R \) holds, the prolongation argument sketched above may still be applied (with \( \mathbf{7} \) replaced by \( T^* \)). This contradicts the maximality of \( T^* \) and gives \( \lim_{s \to T^*} \rho(s) = R \). The proof is concluded.

We conclude the discussion of the coupled problem by observing that the debonding front \( \rho \) found in the previous theorem is more regular if the data of the problem are regular. As a consequence, we can prove that the corresponding displacement \( u \) is the unique solution of the wave equation in the growing domain given by \( \rho \). This justifies to some extent the ansatz of radial solutions: indeed, starting from regular radial data, there is a radial debonding front satisfying Griffith’s criterion and the corresponding displacement is always radial.

**Remark 3.7.** With suitable assumptions on the the data of the problem, the regularity of the function \( \rho \) found in the previous theorem actually increases. Namely, assume that the toughness \( \kappa \) is in the class \( C^{0,1}([\rho_0, R]) \) and that the initial data \( u_0, u_1 \), and \( w \) satisfy

\[ w \in C^{1,1}(0, +\infty), \quad u_0 \in C^{1,1}_{rad}(C_{R-\rho_0, R}), \quad u_1 \in C^{0,1}_{rad}(C_{R-\rho_0, R}), \]

(3.15)

where \( \text{rad} \) means that the initial data are radial, as above. Then, we have that \( \rho \in C^{1,1}([0, T^*]) \).

To see this, we first observe that

\[ t \mapsto f(t) := \int_0^t F(\tau, \tau + \rho(t) - t) d\tau \in C^{0,1}([0, \rho(0)/2]) \]

(3.16)

(cf. definition and regularity of \( F \) in (2.5)–(2.6)). Indeed, the derivative of the right-hand side of (3.16) is given by

\[ \hat{f}(t) = F(t, \rho(t)) + \int_0^t \frac{d}{d\tau} F(\tau, \tau + \rho(t) - t) d\tau. \]

(3.17)
where
\[
\frac{d}{dt} F(\tau, \tau + \rho(t) - t) = \frac{\partial}{\partial \sigma}[F(\tau, \tau + \rho(t) - t)](\dot{\rho}(t) - 1)
\]
\[
= \frac{1}{4} \left( R - \rho(t) + t \right)^2 h(\tau, \tau + \rho(t) - t)(\dot{\rho}(t) - 1)
\]
\[
+ \frac{1}{4} \left( \alpha^2 + \frac{1}{(R - \rho(t) + t)^2} \right) h_r(\tau, \tau + \rho(t) - t)(\dot{\rho}(t) - 1).
\] (3.18)

Recalling that \( h \in C^0(0, T^*); W^{1,2}(0, R) \), \( h_r \in C^0(0, T^*); L^2(0, R) \), and \( \rho \in L^\infty([0, \rho_0^u]) \), we have \( f \in L^\infty([0, \rho_0^u]) \), so that \( f \in C^{0,1}([0, \rho_0^u]) \). From this, and by (3.15), we deduce that
\[
\dot{t} \mapsto \max \left\{ 0, \frac{\mathcal{G}_0(t) - \kappa(\rho(t))}{\mathcal{G}_0(t) + \kappa(\rho(t))} \right\} \in C^{0,1}([0, \rho_0^u])
\]
(cf. (2.20)). By Remarks 2.9 and 2.7, we can extend this regularity property to the whole interval \([0, T^*]\). We conclude that the right-hand side of (2.23) belongs to \( C^{1,1}([0, T^*]) \) as well, so that \( \rho \in C^{1,1}([0, T^*]) \).

**Remark 3.8.** Consider the pair \((u, \rho)\) found in the previous theorem, solving the coupled problem (1.3)–(2.23) in the sense of Definition 3.1. With suitable assumptions on the data of the problem, one can also show that the function \( u \) is the unique solution of (1.3) corresponding to the debonding evolution \( t \mapsto \rho(t) \), without the constraint on the displacement to be radial. Namely, assume that the toughness \( \kappa \) is of class \( C^{1,1}([\rho_0, R]) \), that the initial data \( u_0, u_1, \) and \( w \) satisfy
\[
w \in C^{2,1}(0, +\infty), \quad u_0 \in C^{2,1}_{\text{rad}}(\mathcal{C}_R - \rho_0, R), \quad u_1 \in C^{1,1}_{\text{rad}}(\mathcal{C}_R - \rho_0, R),
\]
and that the following first-order compatibility conditions hold:
\[
\begin{cases}
\dot{h}_1(0) = \dot{z}(0), \\
h_1(\rho_0) + \dot{h}_0(0) \max \left\{ 0, \frac{\dot{h}_0(\rho_0) - h_1(\rho_0)}{h_0(\rho_0) - h_1(\rho_0)} \right\} = 0,
\end{cases}
\]
where \( h \) is given by (1.11) and \( z \) by (1.13). We then claim that
\[
\frac{\mathcal{G}_0(t) - \kappa(\rho(t))}{\mathcal{G}_0(t) + \kappa(\rho(t))} \in C^{1,1}([0, T^*]).
\] (3.21)

To see this, observe that, since \( \rho \in C^{1,1}([0, T^*]) \) by Remark 3.7 with (3.19), (3.20), one has that \( h \in C^{1,1}(\Omega^\rho) \). With this, and again using that \( \rho \in C^{1,1}([0, T^*]) \), the function \( \dot{f} \) in (3.17)–(3.18) actually belongs to \( C^{0,1}([0, \rho_0^\mu]) \), hence \( f \in C^{1,1}([0, \rho_0^u]) \). Again exploiting Remarks 2.9 and 2.7 and by the regularity assumption (3.19), we get (3.21).

Now (2.23) ensures that \( \hat{\rho} \) coincides with the positive part of the \( C^{1,1} \) function in (3.21), therefore we may (just) say that \( \rho \) is \( C^{2,1} \) in an open neighborhood of each point \( \mathcal{T} \in A \), where
\[
A := \{ t \in [0, T^*] : \dot{\rho}(t) \neq 0 \},
\]
since \( \mathcal{G}_0(t) - \kappa(\rho(t)) > 0 \) for every \( t \) in an open neighborhood of \( \mathcal{T} \in A \). For instance, we observe that if the following condition is fulfilled,
\[
(\dot{\mathcal{G}}_0(\rho_0) - \mathcal{V}_1(\rho_0))^2 > 2\kappa(\rho_0),
\]
then \( \mathcal{G}(0) > 0 \), hence it exists \( \overline{\mathcal{T}} > 0 \) such that \( \rho \in C^{2,1}([0, \overline{\mathcal{T}}]) \). Therefore, by applying Proposition 3.4, the function \( u \) given by Theorem 3.6 is the unique solution of (1.3) in the growing domain \( \mathcal{C}_{R - \rho(t), R} \).

We also observe that, if \( \partial A \) is finite (which can be checked a posteriori), then \( \rho \) is \( C^{2,1} \)-piecewise in \([0, T^*] \). In this latter case one can apply Remark 3.7 and obtain again that the function \( u \) is the unique solution of (1.3) in \( \mathcal{C}_{R - \rho(t), R} \).
Appendix A. Proof of Proposition 2.1

In this appendix we provide a proof of Proposition 2.1. The proof follows the lines of Proposition 2.1, with some modifications due to the nonconstant kernel in (1.12), however we present the argument in order to highlight the role of the terms appearing in the energy balance formula (2.7)–(2.8).

As in Remark 1.3 we denote by \( \mathcal{U} \) the solution to the pure wave equation (1.19) with data \( v_0, v_1, \) and \( w \) as in (1.9)–(1.11). We extend \( \mathcal{U} \) by setting \( \mathcal{U}(t,r) = 0 \) if \( r > (\rho(t), R) \). For \( (t,r) \in \Omega' \), there is a formula for \( \mathcal{U} \) analogous to (1.20) (where \( \Omega' \) is defined in (1.19)). It is convenient to use the equivalent formula

\[
\mathcal{U}(t,r) = \mathcal{U}_1(t+r) + \mathcal{U}_2(t-r) \quad \forall (t,r) \in \Omega',
\]

where

\[
\mathcal{U}_1(s) := \begin{cases}
\frac{1}{2} v_0(s) + \frac{1}{2} \int_0^s v_1(\sigma) \, d\sigma & \text{if } s \in (0, \rho_0], \\
-\frac{1}{2} v_0(-\omega(s)) + \int_0^{-\omega(s)} v_1(\sigma) \, d\sigma & \text{if } s \in (\rho_0, 2t^*),
\end{cases}
\]

\[
\mathcal{U}_2(s) := \begin{cases}
\frac{1}{2} v_0(s) - \frac{1}{2} \int_0^s v_1(\sigma) \, d\sigma & \text{if } s \in (-\rho_0, 0], \\
w(s) - \frac{1}{2} v_0(s) - \frac{1}{2} \int_0^s v_1(\sigma) \, d\sigma & \text{if } s \in (0, \rho_0),
\end{cases}
\]

and \( t^* \) is defined by \( t^* = T \) if \( \rho(T) > T \), otherwise \( t^* \) is the unique solution of \( t^* = \rho(t^*) \). In fact notice that if \( (t,r) \in \Omega'_1 \), then \( t-r \in (-\rho_0, 0) \) and \( t+r \in (0, \rho_0] \); if \( (t,r) \in \Omega'_2 \), then \( t-r, t+r \in (0, \rho_0) \); if \( (t,r) \in \Omega'_3 \), then \( t-r \in (-\rho_0, 0) \) and \( t+r \in (\rho_0, 2t^* \) cf. also Figure 2.

We will need the derivatives of \( \mathcal{U} \), as well as the derivatives of a generic function (1.25) defined by double integration on the domain \( P(t,r) \) given in (1.18); in the following lemma we recall the corresponding formulas, computed in [30, Lemmas 1.10 and 1.11] to which we refer for the proof.

Lemma A.1. The following hold true.

(i) Let \( \mathcal{U}, \mathcal{U}_1, \) and \( \mathcal{U}_2 \) be as in (A.1)–(A.2). Then for every \( t \in \left[0, \frac{\rho_0}{2}\right] \) and for a.e. \( r \in (0, R) \) the partial derivatives of \( \mathcal{U} \) are given by

\[
\mathcal{U}_t(t,r) = \begin{cases}
\mathcal{U}_1(t+r) + \mathcal{U}_2(t-r) & \text{if } r \in (0, \rho(t)), \\
0 & \text{if } r \in (\rho(t), R),
\end{cases}
\]

\[
\mathcal{U}_r(t,r) = \begin{cases}
\mathcal{U}_1(t+r) - \mathcal{U}_2(t-r) & \text{if } r \in (0, \rho(t)), \\
0 & \text{if } r \in (\rho(t), R).
\end{cases}
\]

(ii) Let \( H \in L^2(\Omega') \) and \( \Phi[H] \) as in (1.25). Then for every \( t \in \left[0, \frac{\rho_0}{2}\right] \) the partial derivatives \( \Phi[H]_t(t, \cdot), \Phi[H]_r(t, \cdot) \) exist and for every \( t \in \left[0, \frac{\rho_0}{2}\right] \) and for a.e. \( r \in (0, R) \) we have

\[
\Phi[H]_t(t,r) = \begin{cases}
g_1(t,r) + g_2(t,r) & \text{if } r \in (0, \rho(t)), \\
0 & \text{if } r \in (\rho(t), R),
\end{cases}
\]

\[
\Phi[H]_r(t,r) = \begin{cases}
g_1(t,r) - g_2(t,r) & \text{if } r \in (0, \rho(t)), \\
0 & \text{if } r \in (\rho(t), R),
\end{cases}
\]

with

\[
g_1(t,r) := \begin{cases}
\int_0^t H(\tau, t+r-\tau) \, d\tau & \text{if } 0 \leq r \leq \rho_0-t, \\
-\dot{\omega}(t+r) \int_0^{\psi^{-1}(t+r)} H(\tau, \tau-\omega(t+r)) \, d\tau + \int_{\psi^{-1}(t+r)}^t H(\tau, t+r-\tau) \, d\tau & \text{if } \rho_0-t \leq r \leq \rho(t)
\end{cases}
\]

and

\[
g_2(t,r) := \begin{cases}
\int_0^t H(\tau, r+t-\tau) \, d\tau & \text{if } t \leq r \leq \rho(t), \\
-\int_0^{t-r} H(\tau, t-r-\tau) \, d\tau + \int_{t-r}^t H(\tau, r+t-\tau) \, d\tau & \text{if } 0 \leq r \leq t.
\end{cases}
\]
We remark that formulas (A.3)–(A.4) correspond to an integration on the boundary of \( P(t, r) \).

**Proof of Proposition 2.1.** We detail the proof of formula (2.7). Recalling that \( A \) is absolutely continuous by construction, cf. (2.2), changing variables one has for a.e. \( t \in [0, T] \)
\[
\dot{A}(t) = 2\pi \alpha \int_0^{\rho(t)} (R-r) v_t^2(t, r) \, dr.
\]
The internal energy defined in (2.1) is rewritten as
\[
\mathcal{E}(t) = \pi \int_0^{\rho(t)} (R-r) (v_t^2(t, r) + v_r^2(t, r)) \, dr.
\] (A.5)

By Remark 1.3 we know that for every \((t, r, \omega)\) we get
\[
v(t, r) = \mathfrak{M}(t, r) + \frac{1}{2} \int_{R(t, r)} \left( -\frac{v_t(\tau, \sigma)}{R-\sigma} - \alpha v_t(\tau, \sigma) \right) \, d\sigma \, d\tau = \mathfrak{M}(t, r) + \frac{1}{2} \Phi[G](t, r),
\]
where \( \Phi \) is defined as in (1.25) and \( G \) is given by (2.4). Hence, by Lemma A.1(i), for every \( t \in [0, T] \) we get
\[
v_t(t, r) = \dot{\mathfrak{M}}_1(t+r) + \dot{\mathfrak{M}}_2(t-r) + \frac{1}{2} \Phi[G]_t(t, r) \quad \text{for a.e. } r \in [0, \rho(t)],
\]
\[
v_r(t, r) = \dot{\mathfrak{M}}_1(t+r) - \dot{\mathfrak{M}}_2(t-r) + \frac{1}{2} \Phi[G]_r(t, r) \quad \text{for a.e. } r \in [0, \rho(t)].
\] (A.6)

We now use the formulas for \( \Phi[G]_t(t, r) \) and \( \Phi[G]_r(t, r) \) provided by Lemma A.1(ii), where we still denote by \( g_1 \) and \( g_2 \) the functions given by (A.3)–(A.4) with \( H = G \). Hence by (A.5) and by the relation \((a+b)^2 + (a-b)^2 = 2(a^2+b^2)\) we have
\[
\frac{1}{2\pi} \mathcal{E}(t) = 2 \int_0^{\rho(t)} (R-r)(v_t^2(t, r) + v_r^2(t, r)) \, dr
\]
\[
= \int_t^{t+\rho(t)} (R-y+t) \left( \dot{\mathcal{M}}_1(y) + \frac{1}{2} g_1(t, y-t) \right)^2 \, dy + \int_{t-\rho(t)}^t (R+y-t) \left( \dot{\mathcal{M}}_2(y) + \frac{1}{2} g_2(t, t-y) \right)^2 \, dy.
\] (A.7)

It is now convenient to compute the expression of \( g_1(t, y-t) \) separately for \( y \in (t, \rho_0) \) and \( y \in (\rho_0, t+\rho(t)) \), by (A.3)
\[
g_1(t, y-t) = \begin{cases} 
\int_0^t G(\tau, y-\tau) \, d\tau & \text{if } t \leq y \leq \rho_0, \\
-\dot{\omega}(y) \int_0^{\psi^{-1}(y)} G(\tau, \tau-\omega(y)) \, d\tau + \int_0^t G(\tau, y-\tau) \, d\tau & \text{if } \rho_0 \leq y \leq t + \rho(t),
\end{cases}
\]
where one can observe that the \( t \)-dependence is only at one limit of the integrals. Analogously, computing \( g_2(t, t-y) \) for \( y \in (t-\rho(t), 0) \) and \( y \in (0, t) \), by (A.4) one has
\[
g_2(t, t-y) = \begin{cases} 
\int_0^t G(\tau, \tau-y) \, d\tau & \text{if } t - \rho(t) \leq y \leq 0, \\
-\int_0^y G(\tau, \tau+y) \, d\tau + \int_y^t G(\tau, \tau-y) \, d\tau & \text{if } 0 \leq y \leq t.
\end{cases}
\]

It follows that
\[
\frac{d}{dt} g_1(t, y-t) = G(t, y-t), \quad \frac{d}{dt} g_2(t, t-y) = G(t, t-y).
\] (A.8)

We now want to derive (A.7). To this aim, we analyse the regularity of the term \( g_1 \) for \( t \in \left[0, \frac{\rho_0}{2}\right] \) and \( y \in \left[t, \rho_0+\rho(t)\right] \), the case \( y \in [t, \rho_0] \) being similar. We define \( f(t, y) := g_1(t, y-t) \) and set \( I^y := \{ t \in \left[0, \frac{\rho_0}{2}\right] \mid y \leq t + \rho(t) \} \) and \( \Omega := \{ (t, y) \mid 0 \leq t \leq \frac{\rho_0}{2}, \rho_0 \leq y \leq t + \rho(t) \} \). Since \( G \in C^0([0, T], W^{1,2}(0, R)) \) and \( \dot{\omega} \) is Lipschitz, the following hold:

1. For every \( t \in \left[0, \frac{\rho_0}{2}\right] \) we have \( f(t, \cdot) \in \mathcal{L}^\infty(\rho_0, t+\rho(t)) \).
2. For a.e. \( y \in [\rho_0, t+\rho(t)] \) we have \( f(\cdot, y) \in W^{1,2}(I^y) \).
3. We have \( \frac{\partial}{\partial y} f = G \in L^2(\Omega) \) (cf. (A.8)).
Analogous observations hold for \( g_2 \) with slight modifications. Moreover, the function \( t \to t + \rho(t) \) is Lipschitz and nondecreasing. By Theorem A.8, these properties guarantee that we can apply the chain rule when deriving (A.7). Hence we can compute the total derivative of the energy \( \mathcal{E} \), which we split into two terms,

\[
\dot{\mathcal{E}}(t) = S_1(t) + S_2(t),
\]

where \( S_1 \) contains the boundary terms and \( S_2 \) contains the integrals terms. Precisely, the function \( S_1 \) is given by

\[
S_1(t) := -2\pi R \left( \tilde{\mathcal{W}}_1(t) + \frac{1}{2} g_1(t, 0) \right)^2 + 2\pi (1 + \dot{\rho}(t)) (R - \rho(t)) \left( \tilde{\mathcal{W}}_1(t + \rho(t)) + \frac{1}{2} g_1(t, \rho(t)) \right)^2 \\
- 2\pi (1 - \dot{\rho}(t)) (R - \rho(t)) \left( \tilde{\mathcal{W}}_2(t - \rho(t)) + \frac{1}{2} g_2(t, \rho(t)) \right)^2 + 2\pi R \left( \tilde{\mathcal{W}}_2(t) + \frac{1}{2} g_2(t, 0) \right)^2 .
\]

By straightforward computations and changing back the variables to \( r = y - t \) and \( r = t - y \), respectively, the function \( S_2 \) is given by

\[
S_2(t) := 2\pi \int_t^{t + \rho(t)} \left( \tilde{\mathcal{W}}_1(y) + \frac{1}{2} g_1(y, y - t) \right)^2 dy - 2\pi \int_{t - \rho(t)}^t \left( \tilde{\mathcal{W}}_2(y) + \frac{1}{2} g_2(y, t - y) \right)^2 dy \\
+ 2\pi \int_t^{t + \rho(t)} (R - y + t) \left( \tilde{\mathcal{W}}_1(y) + \frac{1}{2} g_1(y, y - t) \right) \left( -v_r(t, y - t) - \alpha v_t(t, y - t) \right) dy \\
+ 2\pi \int_{t - \rho(t)}^t (R - y - t) \left( \tilde{\mathcal{W}}_2(y) + \frac{1}{2} g_2(y, t - y) \right) \left( -v_r(t, t - y) - \alpha v_t(t, t - y) \right) dy \\
= -2\pi \alpha \int_0^{R - y} v_t(r, t) \ dr,
\]

where we have used the formulas for \( v_t \) and \( v_r \) in (A.6). Notice, moreover, that \( S_2 + \hat{A} = 0 \), hence

\[
\hat{T}(t) = S_1(t) + S_2(t) + \hat{A}(t) = S_1(t).
\]

We are left with the term \( S_1 \). In order to simplify that expression, we plug the definitions of \( g_1 \) and \( g_2 \) (A.3)–(A.4), recalling that \( H = G \). By an explicit computation of the derivatives of the functions \( \tilde{\mathcal{W}}_1 \) and \( \tilde{\mathcal{W}}_2 \) given in (A.2), from (A.9) we get

\[
S_1(t) = -2\pi R \left[ \frac{\dot{v}_0(t) + v_1(t)}{2} + \frac{1}{2} \int_0^t G(\tau, t - \tau) \ d\tau \right]^2 \\
+ 2\pi (1 + \dot{\rho}(t)) (R - \rho(t)) \dot{\omega}_2(t + \rho(t)) \left[ \frac{\dot{v}_0(\rho(t) - t) - v_1(\rho(t) - t)}{2} - \frac{1}{2} \int_0^t G(\tau, \tau + \rho(t) - t) \ d\tau \right]^2 \\
- 2\pi (1 - \dot{\rho}(t)) (R - \rho(t)) \left[ \frac{\dot{v}_0(\rho(t) - t) - v_1(\rho(t) - t)}{2} - \frac{1}{2} \int_0^t G(\tau, \tau + \rho(t) - t) \ d\tau \right]^2 \\
+ 2\pi R \left[ \dot{\omega}(t) - \frac{\dot{v}_0(t) + v_1(t)}{2} + \frac{1}{2} \int_0^t G(\tau, t - \tau) \ d\tau \right]^2 .
\]

By using the relation \(-a^2 + (b - a)^2 = b(b - 2a)\) and the formula \( \dot{\omega}(t + \rho(t)) = \frac{1 - \dot{\rho}(t)}{1 + \dot{\rho}(t)} \) we obtain

\[
S_1(t) = 2\pi R \dot{\omega}(t) \left[ \dot{\omega}(t) - \left( \dot{v}_0(t) + v_1(t) + \int_0^t G(\tau, t - \tau) \right) \right] \\
+ \frac{\pi}{2} (R - \rho(t)) \left( (1 + \dot{\rho}(t)) \frac{(1 - \dot{\rho}(t))^2}{(1 + \dot{\rho}(t))^2} - (1 - \dot{\rho}(t)) \right) \left[ \dot{v}_0(\rho(t) - t) - v_1(\rho(t) - t) - \int_0^t G(\tau, \tau + \rho(t) - t) \ d\tau \right]^2 .
\]

Finally, in this expression we plug

\[
\left( (1 + \dot{\rho}(t)) \frac{(\dot{\rho}(t) - 1)^2}{(1 + \dot{\rho}(t))^2} - (1 - \dot{\rho}(t)) \right) = -2\dot{\rho}(t) \frac{1 - \dot{\rho}(t)}{1 + \dot{\rho}(t)} ,
\]

thus we see that formula (2.7) holds. Moreover, arguing by translation as in Remark 2.3 we deduce that \( T \in AC([0, T]) \).
In order to prove the validity of formula (2.3) one can observe that $h(t, r) = (R-r)^\frac{1}{2} e^{\frac{2t}{2}} v(t, r)$, then one can rewrite
\[
E(t) = \pi e^{-\alpha t} \int_0^{\rho(t)} \left( h(t, r) - \frac{\alpha}{2} h(t, r) \right)^2 + \left( h_r(t, r) + \frac{1}{2}(R-r)^{-1} h(t, r) \right)^2 \, dr
\]
and proceed with analogous computations as above. \hfill \Box

APPENDIX B. A general uniqueness result

In this appendix we provide a uniqueness result for problem (1.3) when the debonding front $\rho$ is prescribed and is sufficiently regular; together with the results of Section 3 this in particular implies that the solution is radial. To this end, we follow a classic technique using changes of variables [13]: in our case, the space domain $\mathcal{C}_{R-\rho(t), \rho}$ is transformed into the fixed annulus $\mathcal{C}_{R-\rho_0, R}$. Correspondingly, the wave equation is transformed into a second order hyperbolic equation in divergence form. These problems are well studied (see e.g. [24] for hyperbolic equations with coefficients and [25, 31, 8, 7, 35, 16] for applications to time-dependent domains), however we were unable to find in literature a proof directly applicable to our setting. Therefore we provide a uniqueness result for such equation employing methods by Ladyzenskaya [17]. Our proof is based on a suitable modification of a result proven in [12, Thm. 3.10], where the authors consider a domain with a growing crack.

We first state a uniqueness result for a damped wave equation with coefficients dependent on time and space. Afterwards we will recast problem (1.3) in an equation of this type. Let $T > 0$ and $\mathcal{C}$ be an open domain of $\mathbb{R}^2$ with Lipschitz boundary. We introduce the coefficients with the following assumptions:

\begin{equation}
B \in \text{Lip}([0, T]; L^\infty(\mathcal{C}; \mathbb{R}^{2 \times 2})) \quad \text{with coercivity constant} \quad c_B > 0,
\end{equation}

\begin{equation}
a \in \text{Lip}([0, T]; L^\infty(\mathcal{C}; \mathbb{R}^2)),
b \in \text{Lip}([0, T]; L^\infty(\mathcal{C}; \mathbb{R}^2)) \quad \text{with} \quad \text{div} b \in \text{Lip}([0, T]; L^\infty(\mathcal{C})),
c \in \text{Lip}([0, T]; L^\infty(\mathcal{C})).
\end{equation}

Then we introduce the following definition.

**Definition B.1.** We say that $U : [0, T] \times \mathcal{C} \to \mathbb{R}$ is a generalized solution of problem

\[
\begin{align*}
U_{tt} - \text{div} (B(t) \nabla U) + a(t) \cdot \nabla U - b(t) \cdot \nabla U_t + c(t) U_t &= 0 \quad \text{in} \ (0, T) \times \mathcal{C},
U(t, \xi) &= 0 \quad t \in (0, T), \ \xi \in \partial \mathcal{C},
U(0, \xi) &= 0 \quad \xi \in \mathcal{C},
U_t(0, \xi) &= 0 \quad \xi \in \mathcal{C},
\end{align*}
\]

if

(i) $U \in L^\infty((0, T); H^1_0(\mathcal{C}))$,
(ii) $U_t \in L^\infty((0, T); L^2(\mathcal{C}))$,
(iii) $U_{tt} \in L^2((0, T); H^{-1}_0(\mathcal{C}))$,

and $U$ satisfies

\[
\langle U_{tt}(t), V \rangle_{H^1_0(\mathcal{C})} + \langle B(t) \nabla U(t), \nabla V \rangle_{L^2(\mathcal{C})} + \langle a(t) \cdot \nabla U(t), V \rangle_{L^2(\mathcal{C})}
+ \langle U(t), \text{div}(b(t) V) \rangle_{L^2(\mathcal{C})} + \langle U_t(t), c(t) V \rangle_{L^2(\mathcal{C})} = 0
\]

for a.e. $t \in [0, T]$ and every $V \in H^1_0(\mathcal{C})$.

Then we have the following result.

**Lemma B.2.** There is a unique generalized solution for problem (B.2), i.e. $U = 0$.

**Proof.** We follow the proof of Dal Maso and Lucardesi [12, Thm. 3.10] highlighting the differences in our case. Let $U$ be a generalized solution of (B.2): we shall prove that $U = 0$. Let us fix $s \in (0, T)$ and choose a specific test function $V \in L^2((0, T); H^1_0(\mathcal{C}))$ defined by

\[
V(t) := \begin{cases} 
- \int_t^s U(\tau) \, d\tau & \text{if} \ t \in [0, s], \\
0 & \text{if} \ t \in [s, T].
\end{cases}
\]
Note that $V(T) = V(s) = 0$ and that $V, V_t \in L^\infty((0, T); H^1_0(C)$ since $U \in L^\infty((0, T); H^1_0(C)$ and

$$V_t(t) := \begin{cases} U(t) & \text{if } t \in [0, s), \\ 0 & \text{if } t \in (s, T]. \end{cases}$$

Using this specific choice of test function in Definition [B.1] and integrating over time we get

$$\int_0^s \langle U_t(t), V(t) \rangle_{H^1_0(C)} dt + \langle B(t) \nabla U(t), \nabla V(t) \rangle_{L^2(C)}$$

$$+ \langle a(t) \cdot \nabla U(t), V(t) \rangle_{L^2(C)} + \langle U_t(t), \text{div}(b(t)V(t)) \rangle_{L^2(C)} + \langle U_t(t), c(t)V \rangle_{L^2(C)} dt = 0. \quad (B.3)$$

We now proceed estimating all five terms in the integration above.

As for the first term, integrating by parts with respect to time we have

$$\int_0^s \langle U_t(t), V(t) \rangle_{H^1_0(C)} dt = -\frac{1}{2} \|U(s)\|_{L^2(C)}^2, \quad (B.4)$$

where we have used the fact that $U_t(0) = 0$ and $V(s) = 0$ in $H^1_0(C)$.

For the second term we proceed as follows: since $V \in \text{Lip}([0, T]; H^1_0(C))$, by [B.1] we have $B\nabla V \in \text{Lip}([0, T]; L^2(C))$, so integrating again by parts with respect to time and using the fact that $V(s) = 0$ in $H^1_0(C)$ we get

$$\int_0^s \langle B(t) \nabla U(t), \nabla V(t) \rangle_{L^2(C)} dt = -\frac{1}{2} \langle \nabla V(0), B(0) \nabla V(0) \rangle_{L^2(C)} - \frac{1}{2} \int_0^s \langle \nabla V(t), B_t(t) \nabla V(t) \rangle_{L^2(C)} dt. \quad (B.5)$$

For the third term we proceed as follows: by [B.1] we have $a_t \in L^\infty((0, T); L^\infty(C; \mathbb{R}^2))$, so integrating by parts with respect to time we obtain

$$\int_0^s \langle a(t) \cdot \nabla U(t), V(t) \rangle_{L^2(C)} dt = \int_0^s \langle \nabla V_t(t), a(t)V(t) \rangle_{L^2(C)} dt$$

$$= -\langle \nabla V(0), a(0)V(0) \rangle_{L^2(C)} - \int_0^s \langle \nabla V(t), a(t)V(t) \rangle_{L^2(C)} dt - \int_0^s \langle \nabla V(t), a(t)U(t) \rangle_{L^2(C)} dt, \quad (B.6)$$

where we have used the fact that $V(s) = 0$ in $H^1_0(C)$.

For the fourth term we use the following relation: $\text{div}(bV) = V \text{div} b + \nabla V \cdot b$. By [B.1] we can proceed as for the second term. Integrating by parts with respect to time we obtain

$$\int_0^s \langle U_t(t), V(t) \text{div} b(t) \rangle_{L^2(C)} dt$$

$$= -\int_0^s \langle U(t), V_t(t) \text{div} b(t) \rangle_{L^2(C)} dt - \int_0^s \langle U(t), V(t) (\text{div} b_t(t)) \rangle_{L^2(C)} dt, \quad (B.7)$$

where we have used the fact that $V(s) = 0$ and $U_t(0) = 0$. Moreover integrating with respect to time and space we get

$$\int_0^s \langle U_t(t), \nabla V(t) \cdot b(t) \rangle_{L^2(C)} dt$$

$$= \frac{1}{2} \int_0^s \langle \text{div} b(t), |U(t)|^2 \rangle_{L^1(C)} dt - \int_0^s \langle U(t), \nabla V(t) \cdot b_t(t) \rangle_{L^2(C)}, \quad (B.8)$$

where we have used the fact that $V(s) = 0$, $U(0) = 0$, and $U(t) = 0$ on $\partial C$.

For the fifth term we integrate by parts with respect to time and get

$$\int_0^s \langle U_t(t), c(t)V \rangle_{L^2(C)} dt = -\int_0^s \langle U(t), c(t)U(t) \rangle_{L^2(C)} dt - \int_0^s \langle U(t), c_t(t)V(t) \rangle_{L^2(C)} dt, \quad (B.9)$$

where we have used the fact that $V(s) = 0$ and $U(0) = 0$ in $H^1_0(C)$.
Finally (B.3)–(B.9) yield
\[
\frac{1}{2} \|U(s)\|_{L^2(\Omega)}^2 + \frac{1}{2} \langle \nabla V(0), B(0) \nabla V(0) \rangle_{L^2(\Omega)} = -\frac{1}{2} \int_0^s \langle \nabla V(t), B_t(t) \nabla V(t) \rangle_{L^2(\Omega)} \, dt \]
\[
- \langle \nabla V(0), a(0)V(0) \rangle_{L^2(\Omega)} - \int_0^s \langle \nabla V(t), a_t(t)V(t) \rangle_{L^2(\Omega)} \, dt - \int_0^s \langle \nabla V(t), a(t)U(t) \rangle_{L^2(\Omega)} \, dt \\
- \int_0^s \langle V(t), V_t(t) \rangle_{L^2(\Omega)} \, dt - \int_0^s \langle V(t), V(t) (\text{div} b)_t(t) \rangle_{L^2(\Omega)} \, dt \\
- \int_0^s \langle V(t), c(t)U(t) \rangle_{L^2(\Omega)} \, dt - \int_0^s \langle U(t), V(t) \rangle_{L^2(\Omega)} \, dt \\
- \frac{1}{2} \int_0^s \langle \nabla U(t), B_t(t) \nabla U(t) \rangle_{L^2(\Omega)} \, dt - \frac{1}{2} \int_0^s \langle \nabla V(t), a(t)U(t) \rangle_{L^2(\Omega)} \, dt \\
- \frac{1}{2} \int_0^s \langle b(t), |U(t)|^2 \rangle_{L^1(\Omega)} \, dt - \int_0^s \langle V(t), \nabla V(t) \cdot b_t(t) \rangle_{L^2(\Omega)} \, dt \\
- \int_0^s \langle V(t), c(t)U(t) \rangle_{L^2(\Omega)} \, dt - \int_0^s \langle U(t), c(t)U(t) \rangle_{L^2(\Omega)} \, dt.
\]
By coercivity of \( B \) we deduce that
\[
\langle \nabla V(0), B(0) \nabla V(0) \rangle_{L^2(\Omega)} \geq c_B \|\nabla V(0)\|_{L^2(\Omega)}^2.
\] (B.11)

From now on, \( C \) will denote a positive constant which may change from line to line, independent of \( s \). Since \( \|B_t(t)\|_{L^\infty(\Omega)} \leq C \) for a.e. \( t \in (0, T) \), we deduce that
\[
- \frac{1}{2} \int_0^s \langle \nabla V(t), B_t(t) \nabla V(t) \rangle_{L^2(\Omega)} \, dt \leq C \int_0^s \|V(t)\|_{H^1(\Omega)}^2 \, dt.
\] (B.12)

Since \( a, a_t \in L^\infty((0, T) \times \Omega) \), we obtain that
\[
- \int_0^s \langle \nabla V(t), a_t(t)V(t) \rangle_{L^2(\Omega)} \, dt - \int_0^s \langle \nabla V(t), a(t)U(t) \rangle_{L^2(\Omega)} \, dt \leq C \int_0^s (\|V(t)\|_{H^1(\Omega)}^2 + \|U(t)\|_{L^2(\Omega)}^2) \, dt.
\] (B.13)

By (B.11)
\[
- \int_0^s \langle V(t), V_t(t) \rangle_{L^2(\Omega)} \, dt - \int_0^s \langle V(t), V(t) (\text{div} b)_t(t) \rangle_{L^2(\Omega)} \, dt \\
+ \frac{1}{2} \int_0^s \langle \text{div} b(t), |U(t)|^2 \rangle_{L^1(\Omega)} \, dt - \int_0^s \langle V(t), \nabla V(t) \cdot b_t(t) \rangle_{L^2(\Omega)} \, dt \leq C \int_0^s (\|V(t)\|_{H^1(\Omega)}^2 + \|U(t)\|_{L^2(\Omega)}^2) \, dt.
\] (B.14)

Similarly,
\[
- \int_0^s \langle U(t), c(t)U(t) \rangle_{L^2(\Omega)} \, dt - \int_0^s \langle U(t), c_t(t)V(t) \rangle_{L^2(\Omega)} \, dt \leq C \int_0^s (\|V(t)\|_{H^1(\Omega)}^2 + \|U(t)\|_{L^2(\Omega)}^2) \, dt.
\] (B.15)

Finally, using the fact that \( a \in \text{Lip}((0, T); L^\infty(\Omega; \mathbb{R}^2)) \), by a weighted Young inequality there is a positive constant \( \varepsilon > 0 \) such that
\[
\langle \nabla V(0), a(0)V(0) \rangle_{L^2(\Omega)} \leq \varepsilon \|\nabla V(0)\|_{L^2(\Omega)}^2 + \frac{C}{\varepsilon} \|V(0)\|_{L^2(\Omega)}^2 \leq \varepsilon \|\nabla V(0)\|_{L^2(\Omega)}^2 + \frac{C}{\varepsilon} \int_0^s \|U(t)\|_{L^2(\Omega)}^2 \, dt.
\]

By a suitable choice of \( \varepsilon \), (B.10)–(B.15) provide us with the following estimate:
\[
\|U(s)\|_{L^2(\Omega)}^2 + C_1 \|\nabla V(0)\|_{L^2(\Omega)}^2 \leq C_2 \int_0^s (\|U(t)\|_{L^2(\Omega)}^2 + \|V(t)\|_{H^1(\Omega)}^2) \, dt,
\] (B.16)

for two positive constants \( C_1 \) and \( C_2 \).

Now we define the auxiliary function
\[
Z(s) := \int_0^s U(\tau) \, d\tau,
\]
so we can rewrite $V(t) = Z(t) - Z(s)$ for every $t \in [0, s]$. In particular, we plug the following estimates into (B.16):

$$\|\nabla V(0)\|_{L^2(C)}^2 = \|\nabla Z(s)\|_{L^2(C)}^2,$$

$$\int_0^s \|V(t)\|^2_{H^1_0(C)} dt \leq 2s \|Z(s)\|_{H^1_0(C)}^2 + 2 \int_0^s \|Z(t)\|^2_{H^1_0(C)} dt,$$

$$\|Z(s)\|_{L^2(C)}^2 \leq 2T \int_0^s \|U(t)\|^2_{L^2(C)} dt.$$

Hence (B.16) implies

$$\|U(s)\|_{L^2(C)}^2 + (C_1 - 2C_2s) \|Z(s)\|_{H^1_0(C)}^2 \leq (2TC_1 + 2C_2) \int_0^s \left(\|U(t)\|^2_{L^2(C)} + \|Z(t)\|_{H^1_0(C)}^2\right) dt.$$

By choosing $s = s_0$ sufficiently small, we can apply Gronwall’s Lemma and obtain $U = 0$ in $[0, s_0]$. By recursively applying the same argument to $[s_0, 2s_0], [2s_0, 3s_0], \ldots$, in a finite number of steps we obtain uniqueness on all the interval $[0, T]$. \hfill \Box

In the next lemma we consider a family of time-dependent Lipschitz domains $C(t)$ and denote $C := C(0)$. We assume that $C(t)$ is mapped into $C$ via a time-dependent diffeomorphism. Define

$$O := \{(t, x) \in [0, +\infty) \times \mathbb{R}^2 \mid 0 \leq t < T, \ x \in C(t)\}.$$

We check that, under suitable assumptions on such diffeomorphisms, a hyperbolic equation is still transformed into a hyperbolic equation.

**Lemma B.3.** Let $\Psi : \overline{C} \rightarrow \mathbb{R}^2$ and $\Phi : [0, T] \times \overline{C} \rightarrow \mathbb{R}^2$ be two functions of class $C^{1,1}$ such that, for every $t \in [0, T]$, $\Psi(t, \cdot)$ maps $\overline{C}$ into $\overline{C}$ and $\Phi(t, \cdot)$ maps $\overline{C}$ into $\overline{C}(t)$, and

$$\Psi(t, \Phi(t, \xi)) = \xi \quad \forall t \in [0, T], \forall \xi \in \overline{C},$$

$$\Phi(t, \Psi(t, x)) = x \quad \forall t \in [0, T], \forall x \in \overline{C}(t). \quad \text{(B.17)}$$

For every $t \in [0, T]$, assume that $\Psi(t, \cdot)$ and $\Phi(t, \cdot)$ are $C^{2,1}$-diffeomorphisms and that there exists $\delta > 0$ such that

$$|\dot{\Phi}(t, \xi)|^2 \leq 1 - \delta \quad \forall t \in [0, T], \forall \xi \in \overline{C}. \quad \text{(B.18)}$$

Then the matrix $B$ given by

$$B(t, \xi) := D\Psi(t, \Phi(t, \xi))D\Psi(t, \Phi(t, \xi))^T - \ddot{\Psi}(t, \Phi(t, \xi)) \otimes \dot{\Psi}(t, \Phi(t, \xi)) \quad \text{(B.19)}$$

belongs to $\text{Lip}([0, T]; E^\infty(C; \mathbb{R}^{2 \times 2}_{\text{sym}}))$ and it is coercive.

**Proof.** The regularity properties and the symmetry of $B$ follow directly by definition and by the assumptions on $\Psi$ and $\Phi$. We prove it is coercive. We first recall that it holds

$$\dot{\Psi}(t, \Phi(t, \xi)) = -D\Psi(t, \Phi(t, \xi)) \dot{\Phi}(t, \xi) \quad \forall t \in [0, T], \forall \xi \in \overline{C},$$

which stems out from deriving (B.17) with respect to time on both sides. Furthermore, under the above regularity assumptions, the matrix $D\Psi(\cdot, \cdot)D\Psi(\cdot, \cdot)^T$ is positive definite uniformly with respect to $(t, x) \in \overline{C}$, so that it exists a constant $c_\Phi > 0$ with

$$(D\Psi(t, \Phi(t, \xi))D\Psi(t, \Phi(t, \xi))^T \eta)^T \cdot \eta = |D\Psi(t, \Phi(t, \xi))^T \eta|^2 \geq c_\Phi |\eta|^2$$

for all $(t, \xi) \in [0, T] \times \overline{C}$. Hence, by the definition of $B$ (cf. (B.19)), for every $\eta \in \mathbb{R}^2$, one has

$$(B(t, \xi) \eta) \cdot \eta = \left((D\Psi(t, \Phi(t, \xi))D\Psi(t, \Phi(t, \xi))^T \eta) \cdot \eta - (\ddot{\Psi}(t, \Phi(t, \xi)) \otimes \dot{\Psi}(t, \Phi(t, \xi))\eta) \cdot \eta\right) \cdot \eta \geq |(D\Psi(t, \Phi(t, \xi))^T \eta)^2 - |\dot{\Phi}(t, \xi)|^2 |D\Psi(t, \Phi(t, \xi))^T \eta|^2 \geq |D\Psi(t, \Phi(t, \xi))^T \eta|^2 \geq \delta c_\Phi |\eta|^2,$$

for every $t \in [0, T]$ and for every $\xi \in \overline{C}$, where in the last inequality we have used the assumption on $\Phi$ (cf. (B.18)). \hfill \Box
We are now ready to prove the uniqueness of a solution for problem (1.3) for fixed debonding front \( \rho \), by providing an explicit diffeomorphism that maps the annulus \( C_{R - \rho(t), R} \) into the fixed domain \( C_{R - \rho_0, R} \) for every \( t \in [0, T] \). (Recall (1.1), (1.2) for the definition of the domains.) The idea is to consider an affine transformation of the radius depending on time, namely \( r \mapsto p(t)r + q(t) \), such that for every \( t \in [0, T] \)

\[
\begin{align*}
p(t)R + q(t) &= R, \\
p(t)(R - \rho(t)) + q(t) &= \rho_0,
\end{align*}
\]

which yields to

\[
\begin{align*}
p(t) &= \frac{R - \rho_0}{\rho(t)}, \\
q(t) &= R \left(1 - \frac{R - \rho_0}{\rho(t)}\right).
\end{align*}
\]

This generates the following change of variables in the plane depending on time:

\[
\Psi : [0, T] \times (\mathbb{R}^2 \setminus \{0\}) \rightarrow \mathbb{R}^2, \quad (t, x) \mapsto \Psi(t, x),
\]

where \( \Psi(t, x) \) is given by

\[
\Psi(t, x) := \left(p(t)x_1 + q(t)\frac{x_1}{|x|} - R, \ p(t)x_2 + q(t)\frac{x_2}{|x|} - \rho(t)\right),
\]

and, for every \( t \in [0, T] \), \( \Psi(t, C_{R - \rho(t), R}) = \mathcal{C}_{R - \rho_0, R} \). Moreover we define

\[
\Phi : [0, T] \times (\mathbb{R}^2 \setminus \{0\}) \rightarrow \mathbb{R}^2, \quad (t, \xi) \mapsto \Phi(t, \xi),
\]

where \( \Phi(t, \xi) \) is given by

\[
\Phi(t, \xi) := \left(\frac{\xi - q(t)}{p(t)}\xi_1, \frac{\xi - q(t)}{p(t)}\xi_2\right),
\]

and, for every \( t \in [0, T] \), \( \Phi(t, \mathcal{C}_{R - \rho_0, R}) = \mathcal{C}_{R - \rho(t), R} \). We are now in a position to deduce that there is only one solution to problem (1.3), provided some regularity is assumed on the function \( \rho \). In particular it follows that such solution is the one determined in (1.6) and fulfilling (1.21).

**Proposition B.4.** Let \( \rho : [0, T] \rightarrow [\rho_0, R] \) be such that \( \rho \in C^{2, 1}([0, T]) \), \( \rho(0) = \rho_0 > 0 \) and \( 0 \leq \dot{\rho}(t) < 1 \)

for every \( t \in [0, T] \). Then problem (1.3) admits at most one solution.

**Proof.** By the regularity of \( \rho \) and by the fact that \( \rho(t) \geq \rho_0 > 0 \) for every \( t \in [0, T] \), one deduces that the functions \( \Psi \) and \( \Phi \) defined by (B.20) and (B.21) are of class \( C^{1, 1} \), they satisfy (B.17), and, for every \( t \in [0, T] \), \( \Psi(t, \cdot) \) and \( \Phi(t, \cdot) \) are \( C^{2, 1} \)-diffeomorphisms. By the continuity of \( \dot{\rho} \), we may fix \( \delta \) such that \( \dot{\rho}(t)^2 \leq 1 - \delta \) for all \( t \in [0, T] \). Now let \( \mathcal{C}_\rho \) be as in (1.2) and \( u \in W^{1, 2}(\mathcal{C}_\rho) \) be a solution of problem (1.3). For brevity let \( \mathcal{U} := \mathcal{C}_{R - \rho_0, R} \) and introduce the following auxiliary function \( U \), defined by

\[
U(t, \xi) := u(t, \Phi(t, \xi)) \quad \text{for every} \quad t \in [0, T], \xi \in \mathcal{C}.
\]

It holds equivalently \( u(t, x) = U(t, \Psi(t, x)) \) for every \( (t, x) \in \mathcal{C}_\rho \). Performing the change of variables (cf., for instance, [12], Equation (2.25)), one deduces that \( U \) is a generalized solution of

\[
\begin{align*}
U_t - \text{div}(B(t) \nabla U) + a(t) \cdot \nabla U + 2b(t) \cdot \nabla U_t + c(t) U_t &= 0 \quad \text{in} \quad (0, T) \times \mathcal{C}, \\
U(t, \xi) &= w(t) \quad \text{if} \quad t \in (0, T), \xi = R, \\
U(t, \xi) &= 0 \quad \text{if} \quad t \in (0, T), \xi = R - \rho_0, \\
U(0, \xi) &= u_0(\Phi(0, \xi)) \quad \xi \in \mathcal{C}, \\
U_t(0, \xi) &= u_1(\Phi(0, \xi)) + \dot{\Phi}(0, \xi) \cdot \nabla u_0(\Phi(0, \xi)) \quad \xi \in \mathcal{C},
\end{align*}
\]

where for every \( t \in [0, T] \) and \( \xi \in \mathcal{C} \) we have defined

\[
\begin{align*}
B(t, \xi) &:= D\Psi(t, \Phi(t, \xi))D\Psi(t, \Phi(t, \xi))^T - \dot{\Psi}(t, \Phi(t, \xi)) \odot \dot{\Psi}(t, \Phi(t, \xi)), \\
a(t, \xi) &:= -\{B^{-1}(t, \xi) \nabla (\det D\Phi(t, \xi)) + \partial_t [b(t, \xi) \det D\Phi(t, \xi)] \det D\Psi(t, \Phi(t, \xi)) + \alpha \dot{\Psi}(t, \Phi(t, \xi)), \\
b(t, \xi) &:= -\dot{\Psi}(t, \Phi(t, \xi)), \\
c(t, \xi) &:= \alpha.
\end{align*}
\]
By the regularity of \( \rho \) and the consequential regularity of \( \Phi \) and \( \Psi \), we deduce that assumptions (B.1) hold. Moreover by the fact that \( \dot{\rho}(t)^2 \leq 1 - \delta \) for every \( t \in [0, T] \), we can deduce, by direct computation, that \( |\dot{\Phi}(t, \xi)|^2 \leq 1 - \delta \) for every \( t \in [0, T] \) and \( \xi \in \mathbb{C} \). In fact,

\[
|\Phi(t, \xi)|^2 = \left| \frac{q(t)p(t) + (|\xi| - q(t)) \dot{\rho}(t)}{p^2(t)} \right|^2 = \frac{R\dot{\rho}(t) \frac{R - \rho_0}{\rho^2(t)} - |\xi| \dot{\rho}(t) \frac{R - \rho_0}{\rho^2(t)}}{(R - \rho_0)^4} \left( \frac{R - |\xi|}{R - \rho_0} \right)^2 (\dot{\rho}(t))^2
\]

where \( \left( \frac{R - |\xi|}{R - \rho_0} \right)^2 \leq 1 \) for every \( \xi \in \mathbb{C} \). Then by Lemma B.3 we deduce that \( B \in \text{Lip}([0, T]; L^\infty(\mathbb{C}; \mathbb{R}^{2 \times 2}_{\text{sym}})) \) and it is coercive. Hence the conclusion follows by Lemma B.2.

\[\square\]

Remark B.5. We observe that the hypotheses of Proposition B.4 can be weakened in the following way. Let \( \rho : [0, T] \to [\rho_0, R] \) be such that \( \rho \in C^1((0, T]) \), \( \rho(0) = \rho_0 > 0 \) and \( 0 \leq \dot{\rho}(t) < 1 \) for a.e. \( t \in [0, T] \). Moreover, assume that there exists a finite partition \( \{[t_i, t_{i+1}] \}_{i=0}^m \) of the interval \([0, T]\), such that \( \rho \) is \( C^2((t_i, t_{i+1})] \) for \( i = 0, \ldots, m-1 \). Then, it is enough to apply Proposition B.4 on each subinterval \([t_i, t_{i+1}]\) and to update \( \rho_0 = \rho(t_i) \) at each \( i \)-step. By continuity of \( \rho \), the uniqueness on the whole interval \([0, T]\) follows.
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