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Convexity has played a prodigious role in various areas of science through its properties and behavior. Convexity has booked record developments in the field of mathematical inequalities in the recent few years. The Slater inequality is one of the inequalities which has been acquired with the help of convexity. In this note, we obtain some estimations for the Slater gap while dealing with the notion of convexity in an extensive manner. We acquire the deliberated estimations by utilizing the definition of convex function, Jensen’s inequality for concave functions, and triangular, power mean, and Hölder inequalities. We discuss several consequences of the main results in terms of inequalities for the power means. Moreover, by utilizing the main results, we give estimations for the Csiszár and Kullback–Leibler divergences, Shannon entropy, and the Bhattacharyya coefficient. Furthermore, we present some estimations for the Zipf–Mandelbrot entropy as additional applications of the acquired results. The perception and approaches adopted in this note may pretend more research in this direction.

1. Introduction

In the diverse fields of science, convex functions are of the greatest importance due to their dominant manners and wealthy structure [1–3]. In recent years, the abundant applicability of convex functions has been observed in engineering [4], differential equations [5], epidemiology [6], information theory [7], statistics [8], optimization [9], and many others. Moreover, convex functions have some unique properties and, due to such properties, it became a focus point for researchers [10, 11]. Furthermore, convex functions have also been generalized, refined, and extended in different directions while utilizing their characteristics and behavior [12]. In a formal way, the convex function can be defined as follows.

Definition 1. Let \([a, b]\) be an interval in \( \mathbb{R} \) and \( \Psi \) be a real-valued function defined on \([a, b]\). Then, the function \( \Psi \) is said to be convex, if the inequality

\[
\Psi (\beta x + (1 - \beta) y) \leq \beta \Psi (x) + (1 - \beta) \Psi (y),
\]

(1)

holds, for all \(x, y \in [a, b] \) and \( \beta \in [0, 1]\).

If the inequality (1) is valid in the opposite direction, then the function \( \Psi \) is said to be concave.

The field of mathematical inequalities is one of the favorable areas for the class of convex functions, where it has been employed extensively. Many inequalities would not be conceivable to prove without convex functions [13–17]. Majorization [18], Favard [19], Jensen–Mercer [20], and Hermite–Hadamard [21] inequalities are some of the important inequalities which have been acquired with the use of...
convex functions. The Jensen inequality [22] is one of the most important inequalities among the aforementioned inequalities for the class of convex functions. Jensen’s inequality has a very strong relationship with ordinary convexity in the sense that it generalizes the definition of convex function. Another important fact about this inequality is that it is the origin of many other classical inequalities [23]. The mathematical form of Jensen’s inequality is stated in the next theorem.

**Theorem 1.** Assume that \( \Psi \) is a real-valued convex function defined on \([a, b]\) and \( y_i \in [a, b], \ q_i \geq 0 \) for each \( i \in \{1, 2, \ldots, m\} \) with \( \sum_{i=1}^{m} q_i > 0 \); then,

\[
\Psi\left(\frac{1}{\sum_{i=1}^{m} q_i} \sum_{i=1}^{m} q_i y_i \right) \leq \frac{1}{\sum_{i=1}^{m} q_i} \sum_{i=1}^{m} q_i \Psi(y_i). \tag{2}
\]

If \( \Psi \) is a concave function, then (2) holds in the opposite direction.

The continuous form of (2) is verbalized in the following theorem.

**Theorem 2.** Let \( \Psi: [c, d] \rightarrow \mathbb{R} \) be any convex function and assume that \( g_1, g_2: [a, b] \rightarrow [c, d] \) are arbitrary integrable functions such that \( g_1(y) \geq 0 \). If \( \Psi \circ g_2 \) is an integrable function and \( \int_{a}^{b} g_1(y)dy > 0 \), then

\[
\Psi\left(\int_{a}^{b} g_1(y)g_2(y)dy \int_{a}^{b} g_1(y)dy \right) \leq \int_{a}^{b} g_1(y)\Psi\left(g_2(y)\right)dy \int_{a}^{b} g_1(y)dy. \tag{3}
\]

If \( \Psi \) is a concave function, then (3) holds in the opposite direction.

The Jensen inequality has a variety of interesting properties and also has a very desirable structure [24]. Furthermore, there are a huge number of applications of this inequality in the different fields of science [4, 7, 25, 26]. Due to the huge importance and applicability of this inequality, a lot of work has been carried out on it [8, 27]. In 1980, Slater [28] presented a companion inequality to the aforementioned inequality while using a convex function, which is well known as Slater’s inequality in the literature. The formal form of the Slater inequality is given below.

**Theorem 3.** Let \( \Psi: (a, b) \rightarrow \mathbb{R} \) be any function and \( q_i \geq 0, \ y_i \in (a, b) \) for each \( i \in \{1, 2, \ldots, m\} \) such that \( \sum_{i=1}^{m} q_i > 0 \) and \( \sum_{i=1}^{m} q_i \Psi'(y_i) \neq 0 \). If the function \( \Psi \) is convex and increasing, then

\[
\frac{\sum_{i=1}^{m} q_i \Psi(y_i)}{\sum_{i=1}^{m} q_i} \leq \Psi\left(\frac{\sum_{i=1}^{m} q_i y_i \Psi'(y_i)}{\sum_{i=1}^{m} q_i \Psi'(y_i)}\right). \tag{4}
\]

In 1985, Pečarić [29] generalized the Slater inequality by relaxing the monotonicity condition of the function.

**Theorem 4.** Assume that \( \Psi: (a, b) \rightarrow \mathbb{R} \) is any convex function and \( q_i \geq 0, \ y_i \in (a, b) \) for each \( i \in \{1, 2, \ldots, m\} \) such that \( \sum_{i=1}^{m} q_i > 0 \) and \( \sum_{i=1}^{m} q_i \Psi'(y_i) \neq 0 \). If \( \sum_{i=1}^{m} q_i y_i \Psi'(y_i) / \sum_{i=1}^{m} q_i \Psi'(y_i) \neq 0 \), \( \sum_{i=1}^{m} q_i y_i \Psi'(y_i) / \sum_{i=1}^{m} q_i \Psi'(y_i) \neq 0 \), then (4) is true.

Inequality (4) can also be written in the following form:

\[
\Psi\left(\frac{\sum_{i=1}^{m} q_i y_i \Psi'(y_i)}{\sum_{i=1}^{m} q_i \Psi'(y_i)}\right) - \frac{\sum_{i=1}^{m} q_i \Psi(y_i)}{\sum_{i=1}^{m} q_i} \geq 0. \tag{5}
\]

Throughout the article, by the Slater gap (difference), we shall mean that the left side of the above inequality.

In the recent decades, a lot of work has been dedicated to Slater’s inequality by numerous researchers from different angles by following different techniques and methods. In 1985, Pečarić [30] acquired some extensions of Slater’s inequality by taking convex functions of several real variables. In 2000, Matić and Pečarić [31] established a couple of companion inequalities to Jensen’s inequality in both discrete and integral versions by utilizing convex functions. Then, they used these generalized inequalities and deduced Slater’s as well as some related inequalities. In 2010, Khan and Pečarić [32] obtained an improvement and a reversion of Slater’s inequality by utilizing some earlier established results. In 2013, Khan et al. [33] presented refinements of Slater’s and other related inequalities of the Slater type for convex functions defined on linear spaces. Moreover, they also provided refinements for majorization type inequalities. In 2018, Song et al. [34] established Slater’s inequality for strongly convex functions and also presented some more results of the Jensen type for the aforementioned class of convex functions.

### 2. Estimations of the Slater Gap

In this section, we are going to establish some new estimations for the Slater gap. The proposed estimations will be acquired by utilizing the definition of convex function, Jensen’s inequality for concave functions, Hölder, power mean, and triangular inequalities. First, we state a lemma in which a general inequality is constructed while using a twice differentiable function.

**Lemma 1.** Assume that \( y_i \in (a, b), \ q_i \in \mathbb{R} \) for each \( i \in \{1, 2, \ldots, m\} \) with \( \sum_{i=1}^{m} q_i = 0 \) and also let \( \Psi: (a, b) \rightarrow \mathbb{R} \) be any function such that \( \Psi'' \) exists. If \( \sum_{i=1}^{m} q_i \Psi'(y_i) \neq 0 \) and \( \sum_{i=1}^{m} q_i y_i \Psi'(y_i) / \sum_{i=1}^{m} q_i \Psi'(y_i) \neq 0 \), then

\[
\left|\Psi\left(\frac{\sum_{i=1}^{m} q_i y_i \Psi'(y_i)}{\sum_{i=1}^{m} q_i \Psi'(y_i)}\right) - \frac{\sum_{i=1}^{m} q_i \Psi(y_i)}{\sum_{i=1}^{m} q_i}\right| \leq \sum_{i=1}^{m} q_i \left|\int_{t=0}^{1} \frac{\Psi''}{2} \right| dt. \tag{6}
\]
Proof. Without loss of generality, let $y_i \neq \sum_{i=1}^{m} q_i \Psi' (y_i)$ for each $i \in \{1, 2, \ldots, m\}$. Utilizing the integration by parts rule, we have

\[
\frac{1}{\sum_{i=1}^{m} q_i} \sum_{i=1}^{m} q_i \left( y_i - \frac{\sum_{i=1}^{m} q_i y_i \Psi' (y_i)}{\sum_{i=1}^{m} q_i \Psi' (y_i)} \right)^2 \int_0^1 t \Psi' \left( ty_i + (1 - t) \frac{\sum_{i=1}^{m} q_i y_i \Psi' (y_i)}{\sum_{i=1}^{m} q_i \Psi' (y_i)} \right) dt
\]

\[
= \frac{1}{\sum_{i=1}^{m} q_i} \sum_{i=1}^{m} q_i \left( y_i - \frac{\sum_{i=1}^{m} q_i y_i \Psi' (y_i)}{\sum_{i=1}^{m} q_i \Psi' (y_i)} \right)^2
\]

\[
\times \left[ \frac{t}{\left( y_i - \frac{\sum_{i=1}^{m} q_i y_i \Psi' (y_i)}{\sum_{i=1}^{m} q_i \Psi' (y_i)} \right)} \Psi' \left( ty_i + (1 - t) \frac{\sum_{i=1}^{m} q_i y_i \Psi' (y_i)}{\sum_{i=1}^{m} q_i \Psi' (y_i)} \right) \right]_0^1
\]

\[
= \frac{1}{\sum_{i=1}^{m} q_i} \sum_{i=1}^{m} q_i \left( y_i - \frac{\sum_{i=1}^{m} q_i y_i \Psi' (y_i)}{\sum_{i=1}^{m} q_i \Psi' (y_i)} \right)^2
\]

\[
\left[ \frac{1}{\left( y_i - \frac{\sum_{i=1}^{m} q_i y_i \Psi' (y_i)}{\sum_{i=1}^{m} q_i \Psi' (y_i)} \right)} \Psi' (y_i) - \frac{1}{\left( y_i - \frac{\sum_{i=1}^{m} q_i y_i \Psi' (y_i)}{\sum_{i=1}^{m} q_i \Psi' (y_i)} \right)} \Psi' (y_i) \right]
\]

\[
= - \frac{1}{\sum_{i=1}^{m} q_i} \sum_{i=1}^{m} q_i \Psi (y_i) + \Psi \left( \frac{\sum_{i=1}^{m} q_i y_i \Psi' (y_i)}{\sum_{i=1}^{m} q_i \Psi' (y_i)} \right).
\]

From this, we can write that

\[
\Psi \left( \frac{\sum_{i=1}^{m} q_i y_i \Psi' (y_i)}{\sum_{i=1}^{m} q_i \Psi' (y_i)} \right) - \frac{1}{\sum_{i=1}^{m} q_i} \sum_{i=1}^{m} q_i \Psi (y_i) = \frac{1}{\sum_{i=1}^{m} q_i} \sum_{i=1}^{m} q_i \left( y_i - \frac{\sum_{i=1}^{m} q_i y_i \Psi' (y_i)}{\sum_{i=1}^{m} q_i \Psi' (y_i)} \right)^2
\]

\[
\times \int_0^1 t \Psi' \left( ty_i + (1 - t) \frac{\sum_{i=1}^{m} q_i y_i \Psi' (y_i)}{\sum_{i=1}^{m} q_i \Psi' (y_i)} \right) dt.
\]

Instantly, taking absolute of (8) and then applying the triangular inequality, we acquire (6).
In the following theorem, we obtain an estimate for the Slater gap by applying the definition of the convex function.

\[ \left| \frac{\sum_{i=1}^{m} q_i y_i \Psi'(y_i)}{\sum_{i=1}^{m} q_i \Psi'(y_i)} \right| \leq \frac{1}{\sum_{i=1}^{m} q_i \Psi'(y_i)} \left| \sum_{i=1}^{m} q_i \Psi(y_i) \right| \leq \sum_{i=1}^{m} \frac{q_i}{\sum_{i=1}^{m} q_i} \left( y_i - \frac{\sum_{i=1}^{m} q_i y_i \Psi'(y_i)}{\sum_{i=1}^{m} q_i \Psi'(y_i)} \right)^2 \]

\[ \times \left( (q+1)|\Psi''(y_i)|^p + \left| \frac{\sum_{i=1}^{m} q_i y_i \Psi'(y_i)}{\sum_{i=1}^{m} q_i \Psi'(y_i)} \right|^p \right)^{\frac{1}{p}}. \]

**Theorem 5.** Assume that the hypotheses of Lemma 1 are true, and further let the function $|\Psi''|^p$ be convex for $p > 1$. Then,

By utilizing Hölder inequality on the right side of (6), we obtain

\[ \left| \frac{\sum_{i=1}^{m} q_i y_i \Psi'(y_i)}{\sum_{i=1}^{m} q_i \Psi'(y_i)} \right| \leq \frac{1}{\sum_{i=1}^{m} q_i \Psi'(y_i)} \left| \sum_{i=1}^{m} q_i \Psi(y_i) \right| \leq \sum_{i=1}^{m} \frac{q_i}{\sum_{i=1}^{m} q_i} \left( y_i - \frac{\sum_{i=1}^{m} q_i y_i \Psi'(y_i)}{\sum_{i=1}^{m} q_i \Psi'(y_i)} \right)^2 \]

\[ \times \left( \int_0^1 t^{p+1} \left( t y_i + (1-t) \frac{\sum_{i=1}^{m} q_i y_i \Psi'(y_i)}{\sum_{i=1}^{m} q_i \Psi'(y_i)} \right)^p dt \right)^{\frac{1}{p}}. \]

By utilizing the convexity of $|\Psi''|^p$ on the right side of (10), we acquire

\[ \left| \frac{\sum_{i=1}^{m} q_i y_i \Psi'(y_i)}{\sum_{i=1}^{m} q_i \Psi'(y_i)} \right| \leq \frac{1}{\sum_{i=1}^{m} q_i \Psi'(y_i)} \left| \sum_{i=1}^{m} q_i \Psi(y_i) \right| \leq \sum_{i=1}^{m} \frac{q_i}{\sum_{i=1}^{m} q_i} \left( y_i - \frac{\sum_{i=1}^{m} q_i y_i \Psi'(y_i)}{\sum_{i=1}^{m} q_i \Psi'(y_i)} \right)^2 \]

\[ \times \left( |\Psi''(y_i)|^p \int_0^1 t^{p+1} dt + \left| \frac{\sum_{i=1}^{m} q_i y_i \Psi'(y_i)}{\sum_{i=1}^{m} q_i \Psi'(y_i)} \right|^p \int_0^1 (t^{p+1} dt) \right)^{\frac{1}{p}}. \]

Now, evaluating the integrals in (11), we receive (9). Utilizing Jensen’s inequality for concave functions, we receive an estimate for the Slater gap stated in the following theorem.

**Theorem 6.** Suppose that the assumptions of Lemma 1 are true. Furthermore, if $|\Psi''|^p$ is concave for $p > 1$, then

\[ \left| \frac{\sum_{i=1}^{m} q_i y_i \Psi'(y_i)}{\sum_{i=1}^{m} q_i \Psi'(y_i)} \right| \leq \frac{1}{\sum_{i=1}^{m} q_i \Psi'(y_i)} \left| \sum_{i=1}^{m} q_i \Psi(y_i) \right| \leq \sum_{i=1}^{m} \frac{q_i}{\sum_{i=1}^{m} q_i} \left( y_i - \frac{\sum_{i=1}^{m} q_i y_i \Psi'(y_i)}{\sum_{i=1}^{m} q_i \Psi'(y_i)} \right)^2 \]

\[ \times (1/p + 1)^{1/p} \left| \Psi'' \left( \frac{(p+1)y_i + \left( \frac{\sum_{i=1}^{m} q_i y_i \Psi'(y_i)}{\sum_{i=1}^{m} q_i \Psi'(y_i)} \right)}{p+2} \right) \right|. \]

**Proof.** By utilizing (10), we acquire
\[
\left| \psi\left( \sum_{i=1}^{m} q_i y_i \frac{y_i'}{y_i} (y_i) \right) - \frac{1}{\sum_{i=1}^{m} q_i} \sum_{i=1}^{m} q_i \psi (y_i) \right| \leq \sum_{i=1}^{m} \frac{q_i}{\sum_{i=1}^{m} q_i} \left| y_i - \frac{\sum_{i=1}^{m} q_i y_i}' (y_i) }{\sum_{i=1}^{m} q_i \psi (y_i)} \right|^2 \times (1/p + 1)^{1/p} \left( \int_0^1 t^p \left| \psi' (ty_i + (1-t) \frac{\sum_{i=1}^{m} q_i y_i}' (y_i) }{\sum_{i=1}^{m} q_i \psi (y_i)} \right|^p dt \right)^{1/p}.
\]

As the function \( |\psi'|^p \) is concave, therefore by applying Jensen’s inequality to (13), we obtain

\[
\left| \psi\left( \sum_{i=1}^{m} q_i y_i \frac{y_i'}{y_i} (y_i) \right) - \frac{1}{\sum_{i=1}^{m} q_i} \sum_{i=1}^{m} q_i \psi (y_i) \right| \leq \sum_{i=1}^{m} \frac{q_i}{\sum_{i=1}^{m} q_i} \left| y_i - \frac{\sum_{i=1}^{m} q_i y_i}' (y_i) }{\sum_{i=1}^{m} q_i \psi (y_i)} \right|^2 \times (1/p + 1)^{1/p} \left| \psi' \left( \int_0^1 t^p dt \right) \right|^{1/p}.
\]

Inequality (12) can easily be deduced by finding the integrals in (14).

In the following theorem, we construct an inequality which provides an estimate for the Slater gap while using the definition of the convex function and the renowned Hölder inequality.

**Theorem 7.** Let all the assumptions of Theorem 5 be valid. Additionally, if \( s > 1 \) such that \( 1/p + 1/s = 1 \), then

\[
\left| \psi\left( \sum_{i=1}^{m} q_i y_i \frac{y_i'}{y_i} (y_i) \right) - \frac{1}{\sum_{i=1}^{m} q_i} \sum_{i=1}^{m} q_i \psi (y_i) \right| \leq (1/s + 1)^{1/s} \sum_{i=1}^{m} \frac{q_i}{\sum_{i=1}^{m} q_i} \left| y_i - \frac{\sum_{i=1}^{m} q_i y_i}' (y_i) }{\sum_{i=1}^{m} q_i \psi (y_i)} \right|^2 \times \left( \int_0^1 \psi (t) \right)^{1/p} + \left( \int_0^1 \psi' \left( \frac{\sum_{i=1}^{m} q_i y_i}' (y_i) }{\sum_{i=1}^{m} q_i \psi (y_i)} \right) \right)^{1/p}.
\]

**Proof.** From (6), we can write that

\[
\left| \psi\left( \sum_{i=1}^{m} q_i y_i \frac{y_i'}{y_i} (y_i) \right) - \frac{1}{\sum_{i=1}^{m} q_i} \sum_{i=1}^{m} q_i \psi (y_i) \right| \leq \sum_{i=1}^{m} \frac{q_i}{\sum_{i=1}^{m} q_i} \left| y_i - \frac{\sum_{i=1}^{m} q_i y_i}' (y_i) }{\sum_{i=1}^{m} q_i \psi (y_i)} \right|^2 \times \left( \int_0^1 t \psi \left( ty_i + (1-t) \frac{\sum_{i=1}^{m} q_i y_i}' (y_i) }{\sum_{i=1}^{m} q_i \psi (y_i)} \right) \right) dt.
\]

Now, using Hölder inequality on the right side of (16), we obtain
\[
\left| \psi \left( \frac{\sum_{i=1}^{m} q_i y_i}{\sum_{i=1}^{m} q_i \psi (y_i)} \right) - \frac{1}{\sum_{i=1}^{m} q_i} \sum_{i=1}^{m} q_i \psi (y_i) \right| \leq \frac{m}{\sum_{i=1}^{m} q_i} \left( y_i - \frac{\sum_{i=1}^{m} q_i y_i} {\sum_{i=1}^{m} q_i \psi (y_i)} \right)^2 \\
\times (1/s + 1)^{1/s} \left( \int_0^1 \psi'' \left( ty_i + (1-t) \left( \frac{\sum_{i=1}^{m} q_i y_i}{\sum_{i=1}^{m} q_i \psi (y_i)} \right) \right) \right)^{1/p} dt.
\]

(17)

Instantly, applying the definition of convex function on the right side of (17), we get

\[
\left| \psi \left( \frac{\sum_{i=1}^{m} q_i y_i}{\sum_{i=1}^{m} q_i \psi (y_i)} \right) - \frac{1}{\sum_{i=1}^{m} q_i} \sum_{i=1}^{m} q_i \psi (y_i) \right| \leq \frac{m}{\sum_{i=1}^{m} q_i} \left( y_i - \frac{\sum_{i=1}^{m} q_i y_i} {\sum_{i=1}^{m} q_i \psi (y_i)} \right)^2 \\
\times (1/s + 1)^{1/s} \left( \int_0^1 \psi'' (y_i) \right)^{1/p} dt \left( \int_0^1 t dt \right) \left( \int_0^1 (1-t) dt \right)^{1/p}.
\]

(18)

Finding integrals in (18), we obtain (15).

By utilizing the Hölder inequality and Jensen’s inequality for concave functions, we obtain an estimate for the Slater gap given in the following theorem.

**Theorem 8.** Let the assumptions of Theorem 6 be hold. Moreover, if \( s > 1 \) such that \( 1/p + 1/s = 1 \), then

\[
\left| \psi \left( \frac{\sum_{i=1}^{m} q_i y_i}{\sum_{i=1}^{m} q_i \psi (y_i)} \right) - \frac{1}{\sum_{i=1}^{m} q_i} \sum_{i=1}^{m} q_i \psi (y_i) \right| \leq \frac{m}{\sum_{i=1}^{m} q_i} \left( y_i - \frac{\sum_{i=1}^{m} q_i y_i} {\sum_{i=1}^{m} q_i \psi (y_i)} \right)^2 \\
\times (1/s + 1)^{1/s} \left| \psi'' \left( y_i + \frac{\sum_{i=1}^{m} q_i y_i \psi (y_i) / \sum_{i=1}^{m} q_i \psi (y_i)}{2} \right) \right|.
\]

(19)

**Proof.** Utilizing the Jensen inequality on the right side of (17), we deduce

\[
\left| \psi \left( \frac{\sum_{i=1}^{m} q_i y_i}{\sum_{i=1}^{m} q_i \psi (y_i)} \right) - \frac{1}{\sum_{i=1}^{m} q_i} \sum_{i=1}^{m} q_i \psi (y_i) \right| \leq \frac{m}{\sum_{i=1}^{m} q_i} \left( y_i - \frac{\sum_{i=1}^{m} q_i y_i} {\sum_{i=1}^{m} q_i \psi (y_i)} \right)^2 \\
\times (1/s + 1)^{1/s} \left| \psi'' \left( y_i \int_0^1 t dt + \left( \frac{\sum_{i=1}^{m} q_i y_i \psi (y_i)}{\sum_{i=1}^{m} q_i \psi (y_i)} \right) \int_0^1 (1-t) dt \right) \right|.
\]

(20)

Now, evaluating integrals in (20), we obtain (19).
Theorem 9. Let the conditions of Theorem 5 be true. Then,

\[
\left| \psi \left( \frac{\sum_{i=1}^{m} q_i y_i' (y_i)}{\sum_{i=1}^{m} q_i y_i (y_i)} \right) - \frac{1}{\sum_{i=1}^{m} q_i} \sum_{i=1}^{m} q_i \psi (y_i) \right| \leq \left( \frac{1}{2} \right)^{1-1/p} \sum_{i=1}^{m} q_i \left( y_i - \frac{\sum_{i=1}^{m} q_i y_i' (y_i)}{\sum_{i=1}^{m} q_i y_i (y_i)} \right)^2
\]
\[
\times \left( \frac{2|\psi''(y_i)|^p + |\psi''(\sum_{i=1}^{m} q_i y_i' (y_i)/\sum_{i=1}^{m} q_i y_i (y_i))|^p}{6} \right)^{1/p}.
\] (21)

Proof. Applying the power mean inequality on the right side of (16), we receive

\[
\left| \psi \left( \frac{\sum_{i=1}^{m} q_i y_i' (y_i)}{\sum_{i=1}^{m} q_i y_i (y_i)} \right) - \frac{1}{\sum_{i=1}^{m} q_i} \sum_{i=1}^{m} q_i \psi (y_i) \right| \leq \left( \frac{1}{2} \right)^{1-1/p} \sum_{i=1}^{m} q_i \left( y_i - \frac{\sum_{i=1}^{m} q_i y_i' (y_i)}{\sum_{i=1}^{m} q_i y_i (y_i)} \right)^2
\]
\[
\times \left( \int_0^1 |\psi''(ty_i + (1-t)(\sum_{i=1}^{m} q_i y_i' (y_i)/\sum_{i=1}^{m} q_i y_i (y_i)))|^q dt \right)^{1/p}.
\] (22)

Now, utilizing the convexity of $|\psi''|^p$ on the right side of (22), we acquire

\[
\left| \psi \left( \frac{\sum_{i=1}^{m} q_i y_i' (y_i)}{\sum_{i=1}^{m} q_i y_i (y_i)} \right) - \frac{1}{\sum_{i=1}^{m} q_i} \sum_{i=1}^{m} q_i \psi (y_i) \right| \leq \left( \frac{1}{2} \right)^{1-1/p} \sum_{i=1}^{m} q_i \left( y_i - \frac{\sum_{i=1}^{m} q_i y_i' (y_i)}{\sum_{i=1}^{m} q_i y_i (y_i)} \right)^2
\]
\[
\times \left( |\psi''(y_i)|^p \int_0^1 t^2 dt + |\psi''(\sum_{i=1}^{m} q_i y_i' (y_i)/\sum_{i=1}^{m} q_i y_i (y_i))|^p \int_0^1 (t - t^2) dt \right)^{1/p}.
\] (23)

By finding the integrals in (23), we get (21).

In the following theorem, we acquire an estimate for the Slater gap by utilizing the power mean inequality and the famous Jensen’s inequality for concave functions. \hfill \Box

Theorem 10. Let all the suppositions of Theorem 6 be valid. Then,

\[
\left| \psi \left( \frac{\sum_{i=1}^{m} q_i y_i' (y_i)}{\sum_{i=1}^{m} q_i y_i (y_i)} \right) - \frac{1}{\sum_{i=1}^{m} q_i} \sum_{i=1}^{m} q_i \psi (y_i) \right| \leq \frac{1}{2} \sum_{i=1}^{m} q_i \left( y_i - \frac{\sum_{i=1}^{m} q_i y_i' (y_i)}{\sum_{i=1}^{m} q_i y_i (y_i)} \right)^2
\]
\[
\times \left| \psi'' \left( 2y_i + \left( \sum_{i=1}^{m} q_i y_i' (y_i)/\sum_{i=1}^{m} q_i y_i (y_i) \right) \right) \right|.
\] (24)
Proof. Since the function $|Ψ''|^p$ is concave, therefore, by applying Jensen’s inequality on the right side of (22), we arrive

$$
Ψ\left(\frac{\sum_{i=1}^{m} q_i y_i'}{(\sum_{i=1}^{m} q_i y_i')'}\right) - \frac{1}{\sum_{i=1}^{m} q_i} \sum_{i=1}^{m} q_i y_i' \left(\frac{\sum_{i=1}^{m} q_i y_i'}{(\sum_{i=1}^{m} q_i y_i')'}\right)^2 \leq \frac{1}{2} \sum_{i=1}^{m} q_i \left(\frac{\sum_{i=1}^{m} q_i y_i'}{(\sum_{i=1}^{m} q_i y_i')'}\right)^2
$$

$$\times \psi'\left(\frac{1}{\int_0^1 t^2 dt + \left(\sum_{i=1}^{m} q_i y_i' \left(\frac{\sum_{i=1}^{m} q_i y_i'}{(\sum_{i=1}^{m} q_i y_i')'}\right)^2 \int_0^1 (t - t^2)dt\right)}\right)\right|_{\frac{1}{\int_0^1 t^2 dt}}.
$$

Instantly, simplifying (25), we deduce (24). □

3. Applications for the Power Means

In this section of the note, we will establish some new relations for the power means. The intended relations will be acquired by putting some particular convex functions in the main results. Now, we recall the definition of the power mean.

Definition 2. For any positive $m$-tuples $\mathbf{s}_1 = (y_1, y_2, \ldots, y_m)$ and $\mathbf{s}_2 = (\zeta_1, \zeta_2, \ldots, \zeta_m)$ with $\sum_{i=1}^{m} y_i = \bar{\Psi},$ the power mean of the order $u \in \mathbb{R}$ is defined as

$$M_u(\mathbf{s}_1, \mathbf{s}_2) = \left\{ \left(\sum_{i=1}^{m} y_i \zeta_i^u \right)^{1/u}, u \neq 0, \left( \prod_{i=1}^{m} q_i \right)^{1/p}, u = 0 \right\}.$$

The following corollary is the consequence of Theorem 5 for the power means.

Corollary 1. Assume that $\mathbf{s}_1 = (y_1, y_2, \ldots, y_m)$ and $\mathbf{s}_2 = (\zeta_1, \zeta_2, \ldots, \zeta_m)$ are positive tuples such that $\sum_{i=1}^{m} y_i = \bar{\Psi}$ and $p > 1.$ Also, let $u, t \in \mathbb{R}$ with $t < u.$ Then, the following statements are true:

(i) If $t, u > 0,$ then

$$M_u(\mathbf{s}_1, \mathbf{s}_2) = \left(\sum_{i=1}^{m} y_i \zeta_i^u \right)^{1/u}, u \neq 0, \left( \prod_{i=1}^{m} q_i \right)^{1/p}, u = 0.$$

(ii) If $t, u < 0$ with $t/u \not\in (2, 2 + 1/p),$ then

$$\left(\sum_{i=1}^{m} y_i \zeta_i^u \right)^{1/u} - M_u(\mathbf{s}_1, \mathbf{s}_2) \leq \frac{t(t - u)}{u^2} \sum_{i=1}^{m} y_i \left(\frac{\sum_{i=1}^{m} q_i y_i'}{(\sum_{i=1}^{m} q_i y_i')'}\right)^2 \left(\sum_{i=1}^{m} y_i \zeta_i^u \right)^{1/u} \times \left(\frac{(p + 1)\zeta_i^{p(t - 2u)} + (\sum_{i=1}^{m} y_i \zeta_i^u)^{p(t/u - 1)} (t/u)^{(2u - 2)} (p(t/u - 1) \bar{\Psi} + (\sum_{i=1}^{m} y_i \zeta_i^u)^{p(t/u - 1)} (t/u)^{(2u - 2)} (p(t/u - 1) \bar{\Psi})^{p(t/u - 1)} \right)^{1/p}.$$
(iii) Obviously, the functions $\Psi$ and $|\Psi''|^p$ are both convex on $(0, \infty)$ for the specified values of $t, u$, and $p$. Therefore, the inequality (28) can easily be deduced by adopting the procedure of (i).

We utilized Theorem 6 and constructed a relation for the power means stated in the following corollary.

\[
\left( \frac{\prod_{i=1}^{m} \Psi_i(s_i, s_2)}{\sum_{i=1}^{m} y_i \zeta_i^{u-u}} \right)^{\frac{1}{p+1}} - M_t^p(s_1, s_2) \leq \left( \frac{1}{p+1} \right)^{1/p} \left( \frac{1}{y_i^2} \sum_{i=1}^{m} y_i \left( \frac{\prod_{i=1}^{m} \Psi_i(s_i, s_2)}{\sum_{i=1}^{m} y_i \zeta_i^{u-u}} \right)^2 \right. \\
\left. \times \left( \frac{(p+1)\zeta_i^{u} + \prod_{i=1}^{m} \Psi_i(s_i, s_2)/\sum_{i=1}^{m} y_i \zeta_i^{u-u}}{p+2} \right)^{1/u-2} \right).
\]

**Corollary 2.** Let $s_1 = (y_1, y_2, \ldots, y_m)$ and $s_2 = (\zeta_1, \zeta_2, \ldots, \zeta_m)$ be any positive tuples with $\sum_{i=1}^{m} y_i = \gamma$ and $p > 1$. Furthermore, assume that $u, t < 0$ such that $t < u$ and $t/u \in (2, 2 + 1/p)$. Then,

\[
M_t^p(s_1, s_2) = \left( \frac{\prod_{i=1}^{m} \Psi_i(s_i, s_2)}{\sum_{i=1}^{m} y_i \zeta_i^{u-u}} \right)^{1/u} - M_t^p(s_1, s_2) \leq \left( \frac{1}{p+1} \right)^{1/p} \left( \frac{1}{y_i^2} \sum_{i=1}^{m} y_i \left( \frac{\prod_{i=1}^{m} \Psi_i(s_i, s_2)}{\sum_{i=1}^{m} y_i \zeta_i^{u-u}} \right)^2 \right. \\
\left. \times \left( \frac{(p+1)\zeta_i^{u} + \prod_{i=1}^{m} \Psi_i(s_i, s_2)/\sum_{i=1}^{m} y_i \zeta_i^{u-u}}{p+2} \right)^{1/u-2} \right).
\]

**Corollary 3.** Assume that all hypotheses of Corollary 1 are true. Moreover, if $s > 1$ such that $1/p + 1/s = 1$, then we have the following assertions:

(i) If $t, u > 0$, then

(ii) If $u, t < 0$ with $t/u \notin (2, 2 + 1/p)$, then

(iii) If $u > 0$ and $t < 0$, then (31) holds.

Proof. First, we prove (30). For this, consider $\Psi(x) = y^{uf}$ defined on $(0, \infty)$. Then, certainly for $t, u > 0$, and $p > 1$, the function $\Psi$ is concave, and the function $|\Psi''|^p$ is convex. Therefore, inequality (30) can easily be acquired by taking $\Psi(y) = y^{uf}$, $q_i = y_i$, and $y_i = \zeta_i^{u}$ in (12).

Now, we prove (31). Obviously, both the functions $\Psi$ and $|\Psi''|^p$ are convex on $(0, \infty)$ for $t, u < 0$, and $p > 1$. Therefore, by taking $\Psi(y) = y^{uf}$, $q_i = y_i$, and $y_i = \zeta_i^{u}$ in (15), we receive (3.29).

For the case, when $u > 0$ and $t < 0$, follow the procedure of (31).  

We utilized Theorem 8 and obtained a relation for power means, which is stated in the next corollary.

**Corollary 4.** Suppose that all the assumptions of Corollary 2 are true. Furthermore, if $s > 1$ such that $1/s + 1/p = 1$, then
\[
\left(\frac{\mathcal{E}M_1(s_1, s_2)}{\sum_{i=1}^{m} Y_i \gamma_i^{-u}}\right)^{t/u} - M_1(s_1, s_2) \leq \left(\frac{1}{s + 1}\right)^{1/(s - u)} \frac{1}{t - u} \sum_{i=1}^{m} Y_i \left(\xi_i - \frac{\mathcal{E}M_1(s_1, s_2)}{\sum_{i=1}^{m} Y_i \gamma_i^{-u}}\right)^2
\]

\[
\times \left(2\xi_i \gamma_i^{-u} + \frac{\gamma_i^{-u}}{2}\right)^{t/u-2}.
\]

(32)

**Proof.** Let us take \(\Psi(x) = y^{t/u}\) defined \((0, \infty)\). Then, \(\Psi\) is a convex function, and \(|\Psi''|^p\) is a concave function on \((0, \infty)\) for \(\gamma, \sigma, \gamma' > 0\). Hence, to deduce (32), use \(\Psi(y) = y^{t/u}, \ q_i = \gamma_i,\) and \(y_i = \xi_i\) in (19).

The following corollary is the consequence of Theorem 9 for the power means.

**Corollary 5.** Let all the suppositions of Corollary 1 be held. Then, the following statements are valid:

(i) If \(t, u > 0\), then

\[
\left(\frac{\mathcal{E}M_1(s_1, s_2)}{\sum_{i=1}^{m} Y_i \gamma_i^{-u}}\right)^{t/u} - M_1(s_1, s_2) \leq \left(\frac{1}{s + 1}\right)^{1/(s - u)} \frac{1}{t - u} \sum_{i=1}^{m} Y_i \left(\xi_i - \frac{\mathcal{E}M_1(s_1, s_2)}{\sum_{i=1}^{m} Y_i \gamma_i^{-u}}\right)^2
\]

\[
\times \left(2\xi_i \gamma_i^{-u} + \frac{\gamma_i^{-u}}{2}\right)^{t/u-2}.
\]

(33)

(ii) If \(u, t < 0\) with \(t/u \notin (2, 2 + 1/p)\), then

\[
\left(\frac{\mathcal{E}M_1(s_1, s_2)}{\sum_{i=1}^{m} Y_i \gamma_i^{-u}}\right)^{t/u} - M_1(s_1, s_2) \leq \left(\frac{1}{s + 1}\right)^{1/(s - u)} \frac{1}{t - u} \sum_{i=1}^{m} Y_i \left(\xi_i - \frac{\mathcal{E}M_1(s_1, s_2)}{\sum_{i=1}^{m} Y_i \gamma_i^{-u}}\right)^2
\]

\[
\times \left(2\xi_i \gamma_i^{-u} + \frac{\gamma_i^{-u}}{2}\right)^{t/u-2}.
\]

(34)

(iii) If \(u > 0\) and \(t < 0\), then (34) holds.

**Proof.** (i) Let \(\Psi(y) = y^{t/u}, y > 0\). Then surely, the functions \(\Psi\) and \(|\Psi''|^p\) are concave and convex, respectively, with respect to the given conditions. Therefore, using \(\Psi(y) = y^{t/u}, \ q_i = \gamma_i,\) and \(y_i = \xi_i\) in (21), we arrive (33).

(ii) and (iii) For the specified conditions on \(t, u,\) and \(p\) given in the cases (ii) and (iii), respectively, both the functions \(\Psi\) and \(|\Psi''|^p\) are convex on \((0, \infty)\). Therefore, to deduce (3.32), follow the procedure of (i).

We receive the following relation for the power means as a consequence of Theorem 10.

**Corollary 6.** Let all the hypotheses of Corollary 2 be true. Then,

\[
\left(\frac{\mathcal{E}M_1(s_1, s_2)}{\sum_{i=1}^{m} Y_i \gamma_i^{-u}}\right)^{t/u} - M_1(s_1, s_2) \leq \left(\frac{1}{s + 1}\right)^{1/(s - u)} \frac{1}{t - u} \sum_{i=1}^{m} Y_i \left(\xi_i - \frac{\mathcal{E}M_1(s_1, s_2)}{\sum_{i=1}^{m} Y_i \gamma_i^{-u}}\right)^2
\]

\[
\times \left(2\xi_i \gamma_i^{-u} + \frac{\gamma_i^{-u}}{2}\right)^{t/u-2}.
\]

(35)

**Proof.** Consider \(\Psi(y) = y^{t/u}\) defined on \((0, \infty)\), then undoubtedly, the functions \(\Psi\) and \(|\Psi''|^p\) are convex and concave for the stated conditions. Therefore, to get (35), assume \(\Psi(y) = y^{t/u}, \ q_i = \gamma_i,\) and \(y_i = \xi_i\) in (24).
The following are some more relations for the power means as a consequence of Theorem 5.

\[ \frac{M_0(s_1, s_2)}{M_{-1}(s_1, s_2)} \leq \exp \left( \frac{1}{\bar{p}} \sum_{i=1}^{m} y_i (\zeta_i - M_{-1}(s_1, s_2))^2 \right) \times \left( \frac{(p+1)\zeta_i^{-2p} + M_{-2}(s_1, s_2)}{(p+1)(p+2)} \right)^{1/p} \]  

\[ (i) \]

\[ \exp \left( \frac{M_1^2(s_1, s_2)}{M_1(s_1, s_2)} \right) - M_1(s_1, s_2) \leq \frac{1}{\bar{p}} \sum_{i=1}^{m} y_i \left( \log \zeta_i - M_1^2(s_1, s_2) \right)^2 \times \left( \frac{(p+1)\zeta_i^{-p} + \exp(M_1^2(s_1, s_2)/M_1(s_1, s_2))}{(p+1)(p+2)} \right)^{1/p} \]  

\[ (ii) \]

**Proof.** First, we prove (36). For this, let us take \( \Psi(y) = -\log y \) defined on \((0, \infty)\). Then obviously, \( \Psi \) and \( |\Psi''|p \) are convex functions with the mentioned condition. Therefore, by putting \( \Psi(y) = -\log y \), \( q_i = y_i \), and \( y_i = \zeta_i \) in (9), we obtain (36).

Now, we prove (37). For this, consider \( \Psi(y) = \exp y \) defined on \((-\infty, \infty)\). Then, certainly \( \Psi \) and \( |\Psi''|p \) are convex on \((-\infty, \infty)\) for the specified value of \( p \). Therefore, to receive (37), use \( \Psi(y) = \exp y \), \( q_i = y_i \), and \( y_i = \log \zeta_i \) in (9).

\[ \frac{M_0(s_1, s_2)}{M_{-1}(s_1, s_2)} \leq \exp \left( \frac{1}{\bar{s}+1} \frac{1}{\bar{p}} \sum_{i=1}^{m} y_i (\zeta_i - M_{-1}(s_1, s_2))^2 \right) \times \left( \frac{\zeta_i^{-2p} + M_{-2}(s_1, s_2)}{2} \right)^{1/p} \]  

\[ (i) \]

\[ \exp \left( \frac{M_1^2(s_1, s_2)}{M_1(s_1, s_2)} \right) - M_1(s_1, s_2) \leq \frac{1}{\bar{s}+1} \frac{1}{\bar{p}} \sum_{i=1}^{m} y_i \left( \log \zeta_i - M_1^2(s_1, s_2) \right)^2 \times \left( \frac{\zeta_i^{-p} + \exp(M_1^2(s_1, s_2)/M_1(s_1, s_2))}{2} \right)^{1/p} \]  

\[ (ii) \]

**Proof.** Inequality (38) can easily be obtained by putting \( \Psi(y) = -\log y \), \( y > 0 \), \( q_i = y_i \), and \( y_i = \zeta_i \) in (15).

The following corollary provides relations for the power means, which can easily be obtained from Theorem 7.

**Corollary 8.** Let the assumptions of Corollary 7 be true. Moreover, if \( s > 1 \) such that \( 1/p + 1/s = 1 \), then

\[ \exp \left( \frac{M_1^2(s_1, s_2)}{M_1(s_1, s_2)} \right) - M_1(s_1, s_2) \leq \frac{1}{\bar{s}+1} \frac{1}{\bar{p}} \sum_{i=1}^{m} y_i \left( \log \zeta_i - M_1^2(s_1, s_2) \right)^2 \times \left( \frac{\zeta_i^{-p} + \exp(M_1^2(s_1, s_2)/M_1(s_1, s_2))}{2} \right)^{1/p} \]  

\[ (i) \]
The next corollary is the consequence of Theorem 9 for the power means.

\[ \frac{M_0(s_1, s_2)}{M_1(s_1, s_2)} \leq \exp \left( \frac{1}{2} \right) 1 - \frac{1}{p} \sum_{i=1}^{m} y_i (\zeta_i - M_{-1}(s_1, s_2))^2 \times \left( \frac{2s_i^{-2p} + M_{-2p}(s_1, s_2)}{6} \right)^{1/p} \]  \hfill (40)

(ii)

\[ \exp \left( \frac{M_2^2(s_1, s_2)}{M_1(s_1, s_2)} \right) - M_1(s_1, s_2) \leq \left( \frac{1}{2} \right) 1 - \frac{1}{p} \sum_{i=1}^{m} y_i (\log \zeta_i - M_{1}(s_1, s_2))^2 \times \left( \frac{2s_i^{-2p} + \exp (M_2^2(s_1, s_2)/M_1(s_1, s_2))}{6} \right)^{1/p} \]  \hfill (41)

Proof. Putting \( \Psi(y) = -\log y, y > 0, q_i = y_i, \) and \( y_i = \zeta_i \) in (21), we get (40).

Now, to obtain (41), take \( \Psi(y) = \exp y, y \in (-\infty, \infty), q_i = y_i, \) and \( y_i = \log \zeta_i \) in (21). \qed

4. Applications in Information Theory

In this section, we are going to present applications of the main results in the information theory. The applications will provide different estimations for Csiszár and Kullback–Leibler divergences, Shannon entropy, and for the Bhattacharyya coefficient. To proceed to the desired goals, first we state the definition of Csiszár divergence.

**Corollary 9.** Suppose that all the assumptions of Corollary 7 are valid, then

(i)

\[ \exp \left( \frac{M_2^2(s_1, s_2)}{M_1(s_1, s_2)} \right) - M_1(s_1, s_2) \leq \left( \frac{1}{2} \right) 1 - \frac{1}{p} \sum_{i=1}^{m} y_i (\log \zeta_i - M_{1}(s_1, s_2))^2 \times \left( \frac{2s_i^{-2p} + \exp (M_2^2(s_1, s_2)/M_1(s_1, s_2))}{6} \right)^{1/p} \]

Definition 3. Let \( \Psi : (0, \infty) \to \mathbb{R} \) be any function and \( s_1 = (y_1, y_2, \ldots, y_m), s_2 = (\zeta_1, \zeta_2, \ldots, \zeta_m) \) be arbitrary positive m- tuples. Then, the Csiszár divergence is defined by

\[ C_{\Psi}(s_1, s_2) = \sum_{i=1}^{m} y_i \Psi \left( \frac{\zeta_i}{y_i} \right) \]  \hfill (42)

The following theorem is an application of Theorem 5 for the Csiszár divergence.

**Theorem 11.** Assume that \( s_1 = (y_1, y_2, \ldots, y_m) \) and \( s_2 = (\zeta_1, \zeta_2, \ldots, \zeta_m) \) are positive m- tuples such that \( \sum_{i=1}^{m} y_i = 1 \). Furthermore, let \( \Psi' \) be a convex function on \( (0, \infty) \) for \( p > 1 \) and \( \sum_{i=1}^{m} \zeta_i y_i \Psi' (\zeta_i/y_i) > 0 \). Then,

\[ \left| \psi' \left( \frac{\sum_{i=1}^{m} \zeta_i y_i \Psi' (\zeta_i/y_i)}{C_{\Psi'}(s_1, s_2)} \right) - C_{\Psi'}(s_1, s_2) \cdot \frac{1}{p} \sum_{i=1}^{m} y_i \zeta_i \right| \leq \frac{1}{p} \sum_{i=1}^{m} y_i \zeta_i \left( \frac{\sum_{i=1}^{m} \zeta_i y_i \Psi' (\zeta_i/y_i)}{C_{\Psi'}(s_1, s_2)} \right)^2 \times \left( \frac{(p+1)\Psi''(\zeta_i/y_i) + \Psi''\left( \frac{\sum_{i=1}^{m} \zeta_i y_i \Psi' (\zeta_i/y_i)}{C_{\Psi'}(s_1, s_2)} \right)}{(p+1)(p+2)} \right)^{1/p} \]  \hfill (43)
Proof. To receive (42), put $q_i = y_i$ and $y_i = \zeta_i/y_i$ in (9).

The following theorem provides a bound for the Csiszár divergence.

\[
\left| \frac{\sum_{i=1}^{\infty} \xi_i \Psi'(\xi_i/y_i)}{C_{\Psi'}(s_1, s_2)} - \frac{C_{\Psi}(s_1, s_2)}{p} \right| \leq \frac{1}{p(p+1)} \sum_{i=1}^{\infty} y_i \left( \frac{\xi_i}{y_i} - \frac{\sum_{i=1}^{\infty} \xi_i \Psi'(\xi_i/y_i)}{C_{\Psi'}(s_1, s_2)} \right)^2 \times \left| \frac{\sum_{i=1}^{\infty} \xi_i \Psi'(\xi_i/y_i)/C_{\Psi'}(s_1, s_2)}{p+2} \right|^p.
\]

\[\text{Theorem 12. Assume that } s_1 = (y_1, y_2, \ldots, y_m) \text{ and } s_2 = (\zeta_1, \zeta_2, \ldots, \zeta_m) \text{ are positive } m\text{-tuples such that } \sum_{i=1}^{m} y_i = \Psi. \text{ If } \sum_{i=1}^{m} \xi_i \Psi'(\xi_i/y_i)/\sum_{i=1}^{m} y_i, \text{ then } [\Psi''(\xi_i/y_i)]^p \text{ is a concave function on } (0, \infty) \text{ for } p > 1, \text{ then}
\]

\[
\left| \frac{\sum_{i=1}^{\infty} \xi_i \Psi'(\xi_i/y_i)}{C_{\Psi'}(s_1, s_2)} - \frac{C_{\Psi}(s_1, s_2)}{p} \right| \leq \frac{1}{p(p+1)} \sum_{i=1}^{\infty} y_i \left( \frac{\xi_i}{y_i} - \frac{\sum_{i=1}^{\infty} \xi_i \Psi'(\xi_i/y_i)}{C_{\Psi'}(s_1, s_2)} \right)^2 \times \left| \frac{\sum_{i=1}^{\infty} \xi_i \Psi'(\xi_i/y_i)/C_{\Psi'}(s_1, s_2)}{p+2} \right|^p.
\]

Proof. Inequality (44) can easily be acquired by assuming $q_i = y_i$ and $y_i = \zeta_i/y_i$ in (12).

Utilizing Theorem 7, we acquire an estimate for the Csiszár divergence.

\[
\left| \frac{\sum_{i=1}^{\infty} \xi_i \Psi'(\xi_i/y_i)}{C_{\Psi'}(s_1, s_2)} - \frac{C_{\Psi}(s_1, s_2)}{p} \right| \leq \frac{1}{p(p+1)} \sum_{i=1}^{\infty} y_i \left( \frac{\xi_i}{y_i} - \frac{\sum_{i=1}^{\infty} \xi_i \Psi'(\xi_i/y_i)}{C_{\Psi'}(s_1, s_2)} \right)^2 \times \left| \frac{\sum_{i=1}^{\infty} \xi_i \Psi'(\xi_i/y_i)/C_{\Psi'}(s_1, s_2)}{p+2} \right|^p.
\]

\[\text{Theorem 13. Let all the conditions of Theorem 11 be true. Additionally, if } s > 1 \text{ such that } 1/p + 1/s = 1, \text{ then}
\]

\[
\left| \frac{\sum_{i=1}^{\infty} \xi_i \Psi'(\xi_i/y_i)}{C_{\Psi'}(s_1, s_2)} - \frac{C_{\Psi}(s_1, s_2)}{p} \right| \leq \frac{1}{p(p+1)} \sum_{i=1}^{\infty} y_i \left( \frac{\xi_i}{y_i} - \frac{\sum_{i=1}^{\infty} \xi_i \Psi'(\xi_i/y_i)}{C_{\Psi'}(s_1, s_2)} \right)^2 \times \left| \frac{\sum_{i=1}^{\infty} \xi_i \Psi'(\xi_i/y_i)/C_{\Psi'}(s_1, s_2)}{p+2} \right|^p.
\]

Proof. Utilizing (15) by taking $q_i = y_i$ and $y_i = \zeta_i/y_i$, we arrive (45).

The following inequality gives an estimate for the Csiszár divergence, which can be acquired from Theorem 8.

\[
\left| \frac{\sum_{i=1}^{\infty} \xi_i \Psi'(\xi_i/y_i)}{C_{\Psi'}(s_1, s_2)} - \frac{C_{\Psi}(s_1, s_2)}{p} \right| \leq \frac{1}{p(p+1)} \sum_{i=1}^{\infty} y_i \left( \frac{\xi_i}{y_i} - \frac{\sum_{i=1}^{\infty} \xi_i \Psi'(\xi_i/y_i)}{C_{\Psi'}(s_1, s_2)} \right)^2 \times \left| \frac{\sum_{i=1}^{\infty} \xi_i \Psi'(\xi_i/y_i)/C_{\Psi'}(s_1, s_2)}{p+2} \right|^p.
\]

Proof. Putting $q_i = y_i$ and $y_i = \zeta_i/y_i$ in (19), we obtain (46).
With the help of Theorem 9, we establish a relation for the Csiszár divergence, which is stated in the next theorem.

**Theorem 15.** Let all the assumptions of Theorem 11 be satisfied. Then,

\[
\left| \Psi \left( \sum_{i=1}^{m} \zeta_i \frac{\Psi'(\zeta_i/y_i)}{C_{\Psi'}(s_1, s_2)} \right) - \frac{C_{\Psi}(s_1, s_2)}{\Psi} \right| \leq \frac{1}{2^{1-p}} \sum_{i=1}^{m} y_i \left( \frac{\zeta_i}{y_i} - \frac{\sum_{i=1}^{m} \zeta_i \Psi'(\zeta_i/y_i)}{C_{\Psi'}(s_1, s_2)} \right)^2 \times \left( 2\Psi''(\zeta_i/y_i) + \Psi'' \left( \sum_{i=1}^{m} \zeta_i \Psi'(\zeta_i/y_i)/C_{\Psi'}(s_1, s_2) \right) \right)^{1/p}.
\]

**Proof.** To obtain (47), use \( q_i = y_i \) and \( y_i = \zeta_i/y_i \) in (21).

The following estimate for the Csiszár divergence is deduced from Theorem 10.

**Theorem 16.** Suppose that all the hypotheses of Theorem 12 are true, then

\[
\left| \Psi \left( \sum_{i=1}^{m} \zeta_i \frac{\Psi'(\zeta_i/y_i)}{C_{\Psi'}(s_1, s_2)} \right) - \frac{C_{\Psi}(s_1, s_2)}{\Psi} \right| \leq \frac{1}{2p} \sum_{i=1}^{m} y_i \left( \frac{\zeta_i}{y_i} - \frac{\sum_{i=1}^{m} \zeta_i \Psi'(\zeta_i/y_i)}{C_{\Psi'}(s_1, s_2)} \right)^2 \times \left( \frac{2\Psi''(\zeta_i/y_i) + \sum_{i=1}^{m} \zeta_i \Psi'(\zeta_i/y_i)/C_{\Psi'}(s_1, s_2)}{3} \right)^{1/p}. \]

**Proof.** Use \( q_i = y_i \) and \( y_i = \zeta_i/y_i \) in (24), we get (48).

Now, recall the definition of Shannon entropy.

**Definition 4.** For any positive probability distribution \( s_1 = (y_1, y_2, \ldots, y_m) \), the Shannon entropy is defined as

\[
S(s_1) = -\sum_{i=1}^{m} y_i \log y_i. \tag{49}
\]

\[
\log \sum_{i=1}^{m} y_i^2 + S(s_1) \leq \sum_{i=1}^{m} y_i \left( \frac{1}{Y_i} - \frac{1}{\sum_{i=1}^{m} Y_i} \right)^2 \frac{(\sum_{i=1}^{m} Y_i^2)^{2p}}{(p+1)(p+2)} \left( \frac{(p+1)Y_i^{2p} + (\sum_{i=1}^{m} Y_i^2)^{2p}}{(p+1)(p+2)} \right)^{1/p}. \tag{50}
\]

**Proof.** To acquire the inequality (50), let us consider the function \( \Psi(y) = -\log y \), which is defined on \((0, \infty)\). Then by successive differentiations, we have \( |\Psi''|^p = y^{-2} \) and \( |\Psi''|^p = 2p(2p+1)y^{2(p+2)} \). Clearly, both \( \Psi'' \) and \( |\Psi''|^p \) are positive on \((0, \infty)\) for \( p > 1 \), which admit that the functions \( \Psi \) and \( |\Psi''|^p \) are convex. Therefore, by using \( \Psi(y) = -\log y \) and \( \zeta_i = 1 \), \((i = 1, 2, \ldots, m) \) in (43), we obtain (50).

The following inequality provides an estimate for the Shannon entropy.

**Corollary 10.** Let \( s_1 = (y_1, y_2, \ldots, y_m) \) be any probability distribution, and \( p > 1 \). Then,

\[
\log \sum_{i=1}^{m} y_i^2 + S(s_1) \leq \left( \frac{1}{s+1} \right)^{1/s} \sum_{i=1}^{m} y_i \left( \frac{1}{Y_i} - \frac{1}{\sum_{i=1}^{m} Y_i} \right)^2 \left( \frac{(p+1)Y_i^{2p} + (\sum_{i=1}^{m} Y_i^2)^{2p}}{2} \right)^{1/p}. \tag{51}
\]

**Corollary 11.** Assume that all the conditions of Corollary 10 are valid. Moreover, if \( s > 1 \) such that \( 1/p + 1/s = 1 \), then
Proof. Taking \( \Psi(y) = -\log y, y > 0 \), and \( \zeta_i = 1, (i = 1, 2, \ldots, m) \) in \((45)\), we receive \((51)\). \( \square \)

As applications of Theorem 9, we receive a relation for Shannon entropy stated in the coming corollary. \( \square \)

**Corollary 12.** Suppose that the assumptions of Corollary 10 are satisfied, then

\[
\log \sum_{i=1}^{m} y_i^2 + S(s_i) \leq \left( \frac{1}{2} \right)^{1-1/p} \sum_{i=1}^{m} y_i \left( \frac{1}{y_i} - \frac{1}{\sum_{i=1}^{m} y_i^2} \right)^2 \left( \frac{2y_i^2 + (\sum_{i=1}^{m} y_i^2)^2}{6} \right)^{1/p}
\]

\( (52) \)

Proof. Utilizing \((47)\) for \( \Psi(y) = -\log y, y > 0 \), and \( \zeta_i = 1, (i = 1, 2, \ldots, m) \), we deduce \((52)\).

\[
\log \left( \sum_{i=1}^{m} y_i^2 \right) - K_d(s_1, s_2) \leq \left( \frac{1}{s+1} \right) \sum_{i=1}^{m} y_i \left( \frac{\zeta_i}{y_i} - \left( \frac{\sum_{i=1}^{m} y_i^2}{\zeta_i} \right)^{-1} \right)^2 \times \left( \frac{(p+1)(\frac{y_i}{\zeta_i})^{2p} + (\sum_{i=1}^{m} y_i^2/\zeta_i)^{2p}}{(p+1)(p+2)} \right)^{1/p}
\]

\( (54) \)

Proof. To get \((54)\), we need to just put \( \Psi(y) = -\log y, y > 0 \) in \((43)\).

An application of Theorem 7 for the Kullback–Leibler divergence is given in the next corollary. \( \square \)

\[
\log \left( \sum_{i=1}^{m} y_i^2 \right) - K_d(s_1, s_2) \leq \left( \frac{1}{s+1} \right)^{1/s} \sum_{i=1}^{m} y_i \left( \frac{\zeta_i}{y_i} - \left( \frac{\sum_{i=1}^{m} y_i^2}{\zeta_i} \right)^{-1} \right)^2 \times \left( \frac{(y_i/\zeta_i)^{2p} + (\sum_{i=1}^{m} y_i^2/\zeta_i)^{2p}}{2} \right)^{1/p}
\]

\( (55) \)

Proof. Applying inequality \((45)\) while taking \( \Psi(y) = -\log y, y > 0 \), we acquire \((55)\). \( \square \)

The next corollary gives an estimate for the Kullback–Leibler divergence.

\[
\log \left( \sum_{i=1}^{m} y_i^2 \right) - K_d(s_1, s_2) \leq \left( \frac{1}{2} \right)^{1-1/p} \sum_{i=1}^{m} y_i \left( \frac{\zeta_i}{y_i} - \left( \frac{\sum_{i=1}^{m} y_i^2}{\zeta_i} \right)^{-1} \right)^2 \times \left( \frac{2(y_i/\zeta_i)^{2p} + (\sum_{i=1}^{m} y_i^2/\zeta_i)^{2p}}{6} \right)^{1/p}
\]

\( (56) \)

Proof. Using \( \Psi(y) = -\log y, y > 0 \) in \((47)\), we get \((56)\).

The Bhattacharyya coefficient can be defined as follows.

\[\text{Definition 6.} \quad \text{For any positive probability distributions } s_1 = (y_1, y_2, \ldots, y_m) \text{ and } s_2 = (\zeta_1, \zeta_2, \ldots, \zeta_m), \text{ the Bhattacharyya coefficient is defined as}\]
The following corollary provides a bound for the Bhattacharyya coefficient.

\[
B_c(s_1, s_2) = \sum_{i=1}^{m} \sqrt{Y_i \zeta_i},
\]

(57)

**Proof.** Consider the function \( \Psi(y) = -\sqrt{y} \), which is defined on \((0, \infty)\). Then, \( \Psi''(y) = 1/(4y^{3/2}) \) and \( \Psi'' = (1/4)^3 p/2(3p/2 + 1)y^{-3p/2 - 2} \), which implies that \( \Psi'' \) and \( \Psi''' \) are positive on \((0, \infty)\) for \( p > 1 \). Thus, this shows that both the functions \( \Psi \) and \( \Psi''' \) are convex. Hence, utilizing (43) for \( \Psi(y) = -\sqrt{y} \), we obtain (58).

\[
B_c(s_1, s_2) = \frac{B_c(s_1, s_2)}{\sum_{i=1}^{m} Y_i^{3/2 - 1/2} \zeta_i} \leq \frac{1}{4(s + 1)^{1/2}} \sum_{i=1}^{m} Y_i \left( \frac{\zeta_i - B_c(s_1, s_2)}{\sum_{i=1}^{m} Y_i^{3/2 - 1/2} \zeta_i} \right)^2 \times \left( (p + 1)(y_i/\zeta_i)^{2p/3} + \left( \sum_{i=1}^{m} Y_i^{3/2 - 1/2} / B_c(s_1, s_2) \right)^{2p/3} \right)^{1/p}.
\]

(58)

**Corollary 16.** Let \( s_1 = (y_1, y_2, \ldots, y_m) \) and \( s_2 = (\zeta_1, \zeta_2, \ldots, \zeta_m) \) be any positive probability distributions, and \( p > 1 \). Then, an estimate for the Bhattacharyya coefficient is stated in the coming corollary.

\[
\text{Corollary 17. Assume that all hypotheses of Corollary 16 are valid. Furthermore, if } s > 1 \text{ such that } 1/p + 1/s = 1, \text{ then}
\]

\[
B_c(s_1, s_2) \leq \left( \frac{1}{2} \right)^{3-(1/p)} \sum_{i=1}^{m} Y_i \left( \frac{\zeta_i - B_c(s_1, s_2)}{\sum_{i=1}^{m} Y_i^{3/2 - 1/2} \zeta_i} \right)^2 \times \left( \frac{2(y_i/\zeta_i)^{2p/3}}{6} + \left( \sum_{i=1}^{m} Y_i^{3/2 - 1/2} / B_c(s_1, s_2) \right)^{2p/3} \right)^{1/p}.
\]

(59)

\[
\text{Corollary 18. Suppose that the assumptions of Corollary 16 are true, then}
\]

\[
B_c(s_1, s_2) \leq \left( \frac{1}{2} \right)^{3-(1/p)} \sum_{i=1}^{m} Y_i \left( \frac{\zeta_i - B_c(s_1, s_2)}{\sum_{i=1}^{m} Y_i^{3/2 - 1/2} \zeta_i} \right)^2 \times \left( \frac{2(y_i/\zeta_i)^{2p/3}}{6} + \left( \sum_{i=1}^{m} Y_i^{3/2 - 1/2} / B_c(s_1, s_2) \right)^{2p/3} \right)^{1/p}.
\]

(60)

5. Applications for the Zipf–Mandelbrot Entropy

The present section of the note is dedicated to the Zipf–Mandelbrot entropy. Here, we establish a number of relations for the aforementioned entropy by using the main results. First, we discuss some basics about the aforementioned entropy.

For any \( \theta \geq 0, v > 0, i \in \{1, 2, \ldots, m\}, \) and \( m \in \{1, 2, \ldots\} \), the generalized harmonic number is defined as follows:

\[
M_{m, \theta, v} = \sum_{i=1}^{m} \frac{1}{(i + \theta)^v}.
\]

(61)

The relation

\[
\Phi(i, m, \theta, v) = \frac{1/(i + \theta)^v}{M_{m, \theta, v}}.
\]

(62)
represents the probability mass function for the Zipf–Mandelbrot law.

The mathematical form of the Zipf–Mandelbrot entropy is given below:

\[ Z(M, \theta, v) = \frac{s}{M_{m,\theta,v}} \sum_{i=1}^{m} \log(i + \theta) + \log M_{m,\theta,v} \]  

(63)

**Proof.** Taking \( y_i = 1/M_{m,\theta,v} (i + \theta)^v \) in (54), we acquire (64).

\[ Z(M, \theta, v) + \frac{1}{M_{m,\theta,v}} \sum_{i=1}^{m} \log \left( \frac{1}{M_{m,\theta,v}} \sum_{i=1}^{m} \frac{1}{(i + \theta)^v} \right) - \log M_{m,\theta,v} \]

\[ \leq \frac{1}{M_{m,\theta,v}} \sum_{i=1}^{m} \frac{1}{(i + \theta)^v} \left( M_{m,\theta,v} (i + \theta)^v - \left( \frac{1}{M_{m,\theta,v}} \sum_{i=1}^{m} \frac{1}{(i + \theta)^v} \right)^{-1} \right)^2 \]

\[ \times \left( \frac{(p + 1)(M_{m,\theta,v} (i + \theta)^v \xi_i)^{-2p} \left( 1/M_{m,\theta,v} \sum_{i=1}^{m} (i + \theta)^v \xi_i \right)^{-2p}}{(p + 1)(p + 2)} \right)^{1/p} \]

(64)

**Corollary 20.** Assume that \( \theta_1, \theta_2 \geq 0 \) and \( v_1, v_2 > 0 \). If \( p > 1 \), then

\[ Z(M, \theta_1, v_1) - \frac{v_2}{M_{m,\theta_1,v_1}} \sum_{i=1}^{m} \log(i + \theta_2) - \log M_{m,\theta_2,v_2} \]

\[ + \log \left( \frac{M_{m,\theta_2,v_2}}{M_{m,\theta_1,v_1}} \sum_{i=1}^{m} \frac{(i + \theta_2)^{v_2}}{(i + \theta_1)^{v_2}} \right) \]

\[ \leq \frac{1}{M_{m,\theta_1,v_1}} \sum_{i=1}^{m} \frac{1}{(i + \theta_1)^{v_1}} \left( M_{m,\theta_2,v_2} (i + \theta_2)^{v_2} - \left( M_{m,\theta_1,v_1} (i + \theta_1)^{v_1} \right)^{-1} \right)^2 \]

\[ \times \left( \frac{(p + 1)(M_{m,\theta_2,v_2} (i + \theta_2)^{v_2})^{-2p} \left( M_{m,\theta_1,v_1} (i + \theta_1)^{v_1} \right)^{-2p}}{(p + 1)(p + 2)} \right)^{1/p} \]

(65)

**Proof.** Inequality (65) can easily be deduced by putting \( y_i = 1/M_{m,\theta_1,v_1} (i + \theta_1)^{v_1} \) and \( \xi_i = 1/M_{m,\theta_2,v_2} (i + \theta_2)^{v_2} \) in (54).
Corollary 21. Assume that all the suppositions of Corollary 19 are satisfied. Moreover, if \( s > 1 \) such that \( 1/p + 1/s = 1 \), then

\[
Z(M, \theta, v) + \frac{1}{M_{m,\theta, v}} \sum_{i=1}^{m} \frac{\log \zeta_i}{(i + \theta)^{\gamma_1}} + \log \left( \frac{1}{M_{m,\theta, v}} \sum_{i=1}^{m} \frac{1}{(i + \theta)^{\gamma_2} \zeta_i} \right)
\]

\[
\leq \frac{1}{M_{m,\theta, v}(s + 1)^{1/s}} \sum_{i=1}^{m} \frac{1}{(i + \theta)^{\gamma_1}}
\]

\[
\times \left( M_{m,\theta, v}(i + \theta)^{\gamma_1} - \left( \frac{1}{M_{m,\theta, v}^2} \sum_{i=1}^{m} \frac{1}{(i + \theta)^{\gamma_2} \zeta_i} \right)^{-1} \right)^2
\]

\[
\times \left( \frac{(M_{m,\theta, v}(i + \theta)^{\gamma_1})^{-2p} + \left(1/M_{m,\theta, v}^2 \sum_{i=1}^{m} 1/(i + \theta)^{2\gamma_2} \zeta_i \right)^{2p}}{2} \right)^{1/p}
\]

(66)

Proof. By utilizing (55) for \( \gamma_1 = 1/M_{m,\theta, v}(i + \theta)^{\gamma_1} \), we obtain (66).

In the following corollary, an estimation for the Zipf–Mandelbrot entropy is obtained as an application of Theorem 7.

Corollary 22. Let the conditions of Corollary 20 be true. Moreover, if \( s > 1 \) such that \( 1/s + 1/p = 1 \), then

\[
Z(M, \theta, v) - \frac{v_2}{M_{m,\theta, v}^2} \sum_{i=1}^{m} \frac{\log (i + \theta_2)}{(i + \theta_1)^{\gamma_1}} - \log M_{m,\theta, v}^2
\]

\[
+ \log \left( \frac{M_{m,\theta, v}^2 \sum_{i=1}^{m} (i + \theta_2)^{\gamma_1}}{M_{m,\theta, v}^2 (i + \theta_1)^{2\gamma_2}} \right)
\]

\[
\leq \frac{1}{M_{m,\theta, v}(s + 1)^{1/s}} \sum_{i=1}^{m} \frac{1}{(i + \theta_1)^{\gamma_1}}
\]

\[
\times \left( \frac{M_{m,\theta, v}^2 (i + \theta_1)^{\gamma_1}}{M_{m,\theta, v}^2 (i + \theta_2)^{\gamma_1}} - \left( \frac{M_{m,\theta, v}^2 \sum_{i=1}^{m} (i + \theta_2)^{\gamma_1}}{M_{m,\theta, v}^2 (i + \theta_1)^{2\gamma_2}} \right)^{-1} \right)^2
\]

\[
\times \left( \frac{(M_{m,\theta, v}^2 (i + \theta_2)^{\gamma_1}/M_{m,\theta, v}^2 (i + \theta_1)^{\gamma_1})^{-2p} + \left(1/M_{m,\theta, v}^2 \sum_{i=1}^{m} (i + \theta_2)^{\gamma_1}/(i + \theta_1)^{2\gamma_2} \right)^{2p}}{2} \right)^{1/p}
\]

(67)
Proof. Taking $y_i = 1/M_{m_\theta,v_1}(i + \theta_1)^{v_1}$ and $\zeta_i = 1/M_{m_\theta,v_2}(i + \theta_2)^{v_2}$ in (55), we receive (67).

The following corollary is an application of Theorem 9.

Corollary 23. Suppose that the assumptions of Corollary 19 are valid, then

$$Z(M, \theta, v) + \frac{1}{M_{m_\theta,v}} \sum_{i=1}^{m} \log(y_i) + \log\left(\frac{1}{M_{m_\theta,v}^2} \sum_{i=1}^{m} \frac{1}{(i + \theta)^{2v}} \zeta_i\right)$$

$$\leq \left(\frac{1}{2}\right)^{1-1/p} \frac{1}{M_{m_\theta,v}} \sum_{i=1}^{m} \frac{1}{(i + \theta)^v}$$

$$\times \left(M_{m_\theta,v}(i + \theta)^{v_1} - \left(\frac{1}{M_{m_\theta,v}^2} \sum_{i=1}^{m} \frac{1}{(i + \theta)^{2v}} \zeta_i\right)^{-1}\right)^2$$

$$\times \left(2(M_{m_\theta,v}(i + \theta)^{v_1})^{-2p} + \left(\frac{1}{M_{m_\theta,v}^2} \sum_{i=1}^{m} 1/(i + \theta)^{2v}\zeta_i\right)\right)^{1/p}. \quad (68)$$

Proof. Use $y_i = 1/M_{m_\theta,v}(i + \theta)^v$ in (56) to arrive (68).

Corollary 24. Assume that all the suppositions of Corollary 20 are valid, then

$$Z(M, \theta_1, v_1) - \frac{v_2}{M_{m_\theta_1,v_1}} \sum_{i=1}^{m} \frac{(i + \theta_1)^{v_1}}{(i + \theta_1)^{2v_1}} \log\left(\frac{1}{M_{m_\theta_1,v_1}^2} \sum_{i=1}^{m} \frac{(i + \theta_1)^{v_1}}{(i + \theta_1)^{2v_1}} \zeta_i\right)$$

$$+ \log\left(\frac{M_{m_\theta_1,v_2}/M_{m_\theta_1,v_1}(i + \theta_2)^{v_2}}{M_{m_\theta_1,v_2}^2 \sum_{i=1}^{m} (i + \theta_1)^{2v_1}}\right)^{-1}$$

$$\times \left(M_{m_\theta_1,v_2}(i + \theta_2)^{v_2} - \left(\frac{M_{m_\theta_1,v_2}^2 \sum_{i=1}^{m} (i + \theta_1)^{2v_1}}{M_{m_\theta_1,v_1}^2 \sum_{i=1}^{m} (i + \theta_1)^{2v_1}} \zeta_i\right)^{-1}\right)^2$$

$$\times \left(2(M_{m_\theta_1,v_2}(i + \theta_2)^{v_2}/M_{m_\theta_1,v_1}(i + \theta_1)^{v_1})^{-2p} + \left(M_{m_\theta_1,v_2}/M_{m_\theta_1,v_1}^2 \sum_{i=1}^{m} (i + \theta_2)^{v_2}/(i + \theta_1)^{2v_1}\zeta_i\right)\right)^{1/p}. \quad (69)$$

Proof. To acquire (69), we need to put $y_i = 1/M_{m_\theta_1,v_1}(i + \theta_1)^{v_1}$ and $\zeta_i = 1/M_{m_\theta_2,v_2}(i + \theta_2)^{v_2}$ in (56).

6. Conclusions

The mathematical inequalities have a wealthy history with the diverse type of applications in several areas of science. It has been observed that a lot of inventive concepts about mathematical inequalities and their applications can be received with the support of convex functions. The Slater inequality is one of the inequalities which has been established with the help of convex functions. This inequality is actually a companion inequality to the famous Jensen’s inequality. In this note, we obtained some estimations for the Slater inequality by utilizing the definition of the convex function, Jensen’s inequality for concave functions, Hölder, power mean, and triangular inequalities. We gave different relations for the power means as consequences of the acquired estimations. Furthermore, we presented some applications of the received estimations in the form of inequalities for Csiszár and Kullback–Leibler divergence, Shannon entropy, and the Bhattacharyya.
coefficient. Moreover, we gave some additional applications of the established estimations for Zipf–Mandelbrot entropy.
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