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Abstract. Currently the Dempster-Shafer based algorithm and Uniform Random Probability based algorithm are the preferred method of resolving security games, in which defenders are able to identify attackers and only strategy remained ambiguous. However this model is inefficient in situations where resources are limited and both the identity of the attackers and their strategies are ambiguous. The intent of this study is to find a more effective algorithm to guide the defenders in choosing which outside agents with which to cooperate given both ambiguities. We designed an experiment where defenders were compelled to engage with outside agents in order to maximize protection of their targets. We introduced two important notions: the behavior of each agent in target protection and the tolerance threshold in the target protection process. From these, we proposed an algorithm that was applied by each defender to determine the best potential assistant(s) with which to cooperate. Our results showed that our proposed algorithm is safer than the Dempster-Shafer based algorithm.
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1 Introduction

With the current state of politics, economics, and conflicting ideologies, security has become an ever increasing concern and the driving force behind much strategic development. For example, the security game solving algorithm of DOBSS [1] serves as the core of the ARMOR system, which has been successfully utilized in security patrol schedule at Los Angeles International Airport [2,3].

In such situation, limited resources pose a constant challenge issue to providing full security coverage. Examples of limitations include restricted finances, man power, supplies, etc. In these situations, defenders must often recruit outside agents to aid in the protection of their targets. So, defenders need to do a decision making process to choose some outside agents as cooperator. The situation becomes further exacerbated when information on the outside agents is unavailable or ambiguous. Ambiguous information refers to the uncertainty
of the defender in relation to the objective and behavior of outside agents were they to engage in such cooperation process.

Much literature on the topic of security games attempts to address the issues involved with ambiguous information. In these games, the defenders cannot assign a value for the probability of the outside agent’s objective (i.e., whether these agents will behave more like attackers or defenders in a cooperation process). Here Bayesian models cannot be applied as they require that the defenders be able to assign a precise probability value for the outside agents [4]. For example, consider a battlefield in which security forces try to protect vital resources, while the enemy tries to penetrate their defense and commit espionage. When the security forces employ outside forces to reinforce their strength, they cannot determine for certain whether the i.e., which resources are being targeted.

In this article, we will refer to the agents who are responsible to protect the target as ”defenders” and the outside agents who are asked by the defenders to enhance the protection process are referred to ”potential assistants”. Based on the need of defenders to form cooperation processes to enhance protection, and also ambiguity of the decision framework, we propose a model to handle uncertainty in security games. In order to handle such situations, we use the Choquet Expected Utility [5]. Furthermore, we will define two factors of the agents which are used by the others to choose appropriate agents as cooperators. From the agent’s point of view, an appropriate agent is one with whom cooperation leads to an increase in payoff for the defender.

In this article (i) We deal with ambiguous information of the agents about the other agents of different types, (ii) We propose two notions that are based on human behavior, to calculate the ambiguity degree of one agent’s belief about the other one, (iii) We propose an algorithm for solving security games with such ambiguous information, (iv) We evaluate our algorithm - and find that our model is efficient and safe for handling security games.

The rest of the article is organized as follows. Section 2 recaps the Choquet Expected Utility and its usage in decision making. Section 3 introduces our security game as a formal game and proposes an algorithm to solve it. Section 4 describes the experiments conducted to evaluate the performance of the algorithm. Finally, Section 5 concludes our article.

2 Background

This section outlines some backgrounds and describes some key components of decision making under ambiguity. In this study the cooperation process model is based on that employed by Shehory and Sykara and Sless, Hazon, and Kraus in their respective studies[6,7]. To serve their goals, the agents have to participate in a cooperation process by some amount of their capabilities. In this model, the agents request a percent of the obtained payoff from their cooperation and they gain from the cooperation in accordance to their level of participation and the amount of request they suggest.
Marinacci et al studied details of cooperation of the agents in the presence of ambiguity [5]. The ambiguous setting was described by Paolo Ghirardato [8] as an extension of maximum expected utility which introduces by Savage[9]. The Ellsberg paradox [10] is an example that shows the importance of studying ambiguous situations and how they differ from certain situations. The Ellsberg Paradox concerns subjective probability theory, which fails to follow the expected utility theory. To handle ambiguous situations, they defined some real-valued function as neo-additive probabilities, which are called capacities. Using these capacities, they introduced the Choquet Expected Utility as a generalization of expected utility.

In the presence of ambiguity, the majority of agents respond by behaving cautiously. Such cautious behavior is referred to as ambiguity-aversion. Bade [11] explains the effect of ambiguity aversion on equilibrium outcomes based on the relaxation of randomized strategy. In contrast, a minority of agents behave more carelessly, which is referred to as ambiguity-preference. The majority of the time, agents do not act purely in accordance to either ambiguity aversion or ambiguity preference, but rather somewhere in between. Also, Wakker [12] extends the notions of ambiguity to arbitrary events and characterizes optimistic and pessimistic attitudes.

To better understanding the rest of the article, we present below some review of the works done on the field of ambiguity.

We assume the uncertainty a decision maker faces can be described by a non-empty set of states, denoted by $S$. This set maybe finite or infinite. Associated with the set of states is the set of events, taken by sigma-algebra of subsets of $S$, denoted by $\mathcal{E}$. We assume for each $s$ in $S$, $\{s\}$ is in $\mathcal{E}$. Capacities are real-valued functions defined on $\mathcal{E}$ that generalize the notion of probability distributions.

Formally, a capacity is a normalized monotone set function [13].

**Definition 1.** A capacity is a function $\nu: \mathcal{E} \rightarrow \mathbb{R}$ which assigns real numbers to events, such that $E, F \in \mathcal{E}$ and $F \subseteq E$ implies $\nu(E) \geq \nu(F)$. Also $\nu(\emptyset) = 0$ and $\nu(S) = 1$.

Let $f: S \rightarrow \mathbb{R}$ be a $\mathcal{E}$-measurable real-valued function. According to the state $s$ the decision maker(agent) decides to execute an action whose results lead to a state from a finite set of states $s'$ and obtaining payoff $f(s')$. That is, the set $f(S)$ is finite. The Choquet integral can therefore be written in the following intuitive form.

**Definition 2.** For any simple function $f$ the Choquet integral with respect to the capacity $\nu$ is defined as:

$$\int f d\nu = \Sigma_{s \in f(s)} [\nu(s | f(s) \geq t) - \nu(s | f(s) > t)].$$

(1)

The Choquet integral is interpreted as the expected value of the function $f$ with respect to the capacity $\nu$ [5]. Our research make use of a special kind of
capacity called the neo-additive capacity. Neo-additive capacities can be viewed as a convex combination of an additive capacity and a special capacity that only distinguishes between whether an event is impossible, possible or certain. To introduce this kind of capacity, suppose the set of events, is partitioned into three subsets: the set of all null events ($N$), the set of universal events ($U$) and the set of special events ($\epsilon^*$). The null set of events is the set of events that are impossible to occur. Also, the universal set is the set of events which are certain to occur. Finally, every other set is essential in the sense that it is neither impossible nor certain. The Hurwitz capacity can be viewed as a convex combination of two capacities, one of which reflects complete ignorance or complete ambiguity in everything bar a universal event occurring and the second which reflects complete self-confidence in everything bar null events. Formally, we define a neo-additive capacity as a convex combination of a Hurwitz capacity and a congruent additive capacity.

**Definition 3.** For a given set of null events $N \subseteq \epsilon$, a finitely additive probability distribution $\pi$ on $(S, \epsilon)$, which is congruent with $N$ and a pair of numbers $\sigma, \alpha \in [0, 1]$, a neo-additive capacity $\nu(|N, \pi, \sigma, \alpha)$ is defined as:

$$\nu(E|N, \pi, \sigma, \alpha) = (1 - \sigma)\pi(E) + \sigma\mu^N_\alpha(E). \quad (2)$$

For the purpose of this research, each agent shall have a set of possible types $\epsilon$ which can take one of them as its career to participate in a cooperation. It can be interpreted as mathematical definition of various intentions of agent when it starts a cooperation. $E \subseteq \epsilon$ is equivalent to one specific type that the agent can choose. $\pi$ is the probability distribution that an agent assigns over types of the others initially. Meanwhile, $\sigma$ is the ambiguity degree that the agent has about assigning a probability distribution over types of the others. Finally $\alpha$ is the optimistic or pessimistic attitude toward making decision about types of the others. It is straightforward to derive the Choquet integral of a simple function $f$ with respect to a neo-additive capacity:

**Definition 4.** The Choquet expected value of a simple function $f : S \Rightarrow R$ with respect to the neo-additive capacity $\nu(|N, \pi, \sigma, \alpha)$ is given by:

$$\int f d\nu = (1 - \sigma)E_\pi[f] + \sigma(\alpha\max\{x : f^{-1}(x) \notin N\} + (1 - \alpha)\min\{y : f^{-1}(y) \notin N\}) \quad (3)$$

It is important to note that neo-additive capacities satisfy three conditions: (i) They are additive for pairs of disjoint events which are not null and do not form a partition of a universal event. (ii) They exhibit uncertainty aversion for some events. (iii) They exhibit uncertainty preference for some other events. The ambiguous information of agents represented by neo-additive capacities face some decision problems optimistically and face others pessimistically, i.e., there may exist two agents with the same belief and ambiguity degree $(\pi, \sigma)$, The one with smaller $\alpha$ is more ambiguity-averse.
3 Methods and Materials

This section explains our security game model and its corresponding details. It presents a method to solve such games.

Problem Description

Consider a domain that contains a set of $n$ targets and a set of agents. The set of agents is partitioned into a set of defenders and a set of potential assistants. Each defender is responsible for protecting only one target. Based on the amount of energy that the agents use in target protection, the owner of the target must reward or punish them accordingly. The amount of reward or punishment is referred to as payoff. Due to the limitation of the defenders on power supply, they must rely on outside assistance to enhance their ability to protect. The main issue in this context is that there are diverse types of agents that precise probability cannot be assigned to them by the others. Thus the goal of the defenders becomes finding a way to choose the appropriate cooperators among the set of potential assistants, that will result in an increase in the obtained payoff.

Preliminaries

For this experiment, we assumed that there are three types of agents: the good, the bad, and the worst. These types show the true objectives of the agents and their tendencies in target protection. The good type of the agent is defined as a non-attacker that intends to fully protect the target. There defender experiences no reduction in payoff. The bad type of agent is an attacker with whom cooperating leads to modest loss in the payoff of its cooperators. The worst type of the agent is the one with whom cooperating leads to significant loss in payoff. Since the defender is uncertain of the type (i.e., intentions) of its cooperators, it is possible and likely that the real payoff cooperation will differ from the initial amount expected.

When the defender $d$ cooperates with type $T_a$ of a potential assistant which uses $w_a$ percent of its ability to protect the target $t$, the payoff the defender obtains from such a cooperation is shown by $r_d(w,T_a)$, in which $w = (w_a, w_d)$ and $w_d$ is the percent of the amount of ability the defender uses in the target protection. This value is assigned by the owner of the target to the defender $d$ according to the specifications of the cooperator (i.e., Its type and the amount of ability used in the protection process). Suppose potential assistant $a$ is chosen by the defender $d$ of type $T_d$ as a cooperator. The obtained payoff of potential assistant $a$ is shown by $r_a(w,T_d)$. Since good types of potential assistants employ more ability in the protection process, the defender obtains higher payoff that what it obtained before cooperation. However if the defender $d$ assesses the type $T_a$ incorrectly, i.e., assessing the type $T_a$ the worst type as a good type, then the real payoff obtained by defender ($r_d(w,T_a)$) might be lower than what it obtained
previously. This is true about the payoff which is obtained by the assistant \( a \) when cooperates with type \( T_d \) of a defender.

Essentially, the decrease in payoff of the defender \( d \) is interpreted as failure of the defender in choosing the best type of potential assistant as a cooperator and the consequent decrease in payoff depends on the type of potential assistant selected. Conversely an increase in the payoff of the defender \( d \) is seen as a success in choosing the appropriate type of assistant. The increase in payoff depends on how potential assistants can be helpful in the protection process (i.e., How much ability they employ in the protection process). This situation is true about the increase and decrease in payoff of potential assistants in a cooperation process.

All of the agent (defenders and potential assistants) use two important notions to assess the other agents before participating any cooperation. The first notion is the "behavior" of the agents in reference to a certain target. This notion is defined as an ordered pair of the amount of ability the agent uses to protect the target and the requested amount of payoff from the what expected to obtain from cooperation while protecting the target. Defenders utilize this notion as an index to measure the loyalty of the agent to the target. The other important notion is known as the "tolerance threshold," which is an index between zero and one. This notion is applied by each agent in target protection to obtain a value representing the degree of self-confidence the agent has in regards to the amount of ability it uses in the protection process. To better understand the notions, consider the following example:

Suppose the behavior of the agent \( i \) about the target \( t \) is represented by \((a^i_t, b^i_t)\), also the tolerance threshold of the defender \( j \) about the ability it uses in protecting the target \( t \) is \( TT^j_t \). The concept behind these two notions and the method in which agents make their selections is based upon human behavior. These notions are selected by the agent subjectively according to its needs. For example the agent may need to increase its payoff by \( b^i_t \), so its decides to protect the target by increasing the amount of its participating ability in the cooperation process, and request its expected payoff.

Furthermore, if resources are restricted, the agent will exercise more caution in utilizing its ability to protect the target (the agent would be aware not to waste its resources carelessly), while the degree of self-confidence or the tolerance threshold decreases. Note that confidence is inversely related to ambiguity, i.e., more confidence means less ambiguity and vice versa. In our model, the agents can precisely recognize the behavior and the tolerance threshold of one another. In addition, they can calculate the real payoffs given various situations. The application of these notions to evaluate the ambiguity degree is as follows:

If \( \frac{b^i_t}{a^i_t} \leq TT^j_t \) holds, the agent \( j \) can confidently determine the type of the agent \( i \) with which it is interacting in order to protect the target \( t \). There is no ambiguity; the agent is loyal. On the other hand, if \( \frac{b^i_t}{a^i_t} > TT^j_t \) holds, the agent \( j \) cannot verify the loyalty of the agent \( i \), i.e., ambiguity about type of the agent is present. In this scenario, the ambiguity degree of agent \( j \) about agent \( i \) in cooperation to protect target \( t \), \( \sigma^j_{i,t} \), can be computed as follows:
\[ \sigma^t_{j,i} = \frac{\log_2(b_{it} - TT^t_j)}{\log_2 TT^t_j} \]  

We can verify the behavior of this function by exploring the impact of different variables, such as tolerance threshold. Suppose the agent \( i \) has a specific behavior \((a^j_i, b^j_i)\) to deal with the target \( t \). As more impatient the agent \( j \) is to deal with the target \( t \), the lower its tolerance threshold becomes and the numerator of the fraction increases. Moreover, a decrease in the tolerance threshold results in a decrease in the denominator. Meanwhile, increase in the numerator and decrease in the denominator lead to increase in the ambiguity degree of agent \( j \) about agent \( i \) \((\sigma^t_{j,i})\). Inversely, the more patient the agent \( j \) is, the higher it’s tolerance threshold. In this case the numerator of the function will be lower and the denominator higher, which translates to a decrease in the ambiguity degree.

As shown earlier, the ambiguity degree of the agents towards the types of potential assistants is computed using notions of tolerance threshold and behavior. There we have defined our game as an ambiguous security game in which each agent has some ambiguity degree in respect to its potential assistants in different cooperations.

**Formal Definition of the Game**

Using the information obtained from the game, we define our game as \((N, T, B, S, r, U, PI)\) such that:

- \( N = (d, pa) \) is the set of players, where \( d \) stands for defender and \( pa \) stands for potential assistants.
- \( T \) contains elements of \( T_i \) which shows the type set of agent \( i \).
- \( B = \{B_i | i \in N\} \) represents the behavior set of each agent.
- \( S = S_d \times S_{pa} \) where \( S_d = S_{pa} = \{s_1, s_2, ..., s_n\} \) is the pure strategy set of the attacker and the defender representing the different values for the tolerance threshold of each agent.
- \( r = \{r_i(w, Tj) | i,j \in N\} \) and \( r_i(w, Tj) \) is the real payoff obtained by player \( i \) when it cooperate with player \( j \). \( w \) is the ordered pair of the amount of ability used by the player \( j \) and the amount of ability used by the player \( i \).
- \( U = \{U_i(s_i, (a_j, b_j)) | i,j \in N \& s_i \in S_i \& (a_j, b_j) \in B\} \) is the payoff that the player \( i \) expects to obtain according to strategy profile \( S \) while it cooperates with \( j \) whose behavior is \((a_j, b_j)\).
- \( PI \) is the set of initial beliefs \( \pi \) of players about type of each other.

The goal of the defender is to examine different possible values for its tolerance threshold and select the one which maximizes payoff. In our security game, first the defender commits an optimal strategy (selects its optimal tolerance threshold) to the potential assistants, and then the potential assistants
try to find the optimal strategy for themselves [14]. Because each defender is responsible for protecting only one target, we suppose that its expected payoff is obtained through all available potential assistants in the cooperation. It is also worth mentioning that the expected payoff of the potential assistant is to be received from the defender regardless of the attendance of the other potential assistants in the cooperation. Given the above definition, the payoff that the defender $d$ expects to obtain with tolerance threshold $s_d$ when taking agent $p$ with behavior $(a_p, b_p)$ as its assistant to protect the target $t$ ($u_d(s_d, (a_p, b_p))$) is expressed by the following:

$$u_d(s_d, (a_p, b_p)) = (1 - \sigma_{t_d,p}^t)\pi(t_p) + \sigma_{t_d,p}^t[\alpha_{\max} t_r(t_d, a_p, t_p) + (1 - \alpha)\min t_r(t_d, a_p, t_p)].$$  \hspace{1cm} (5)

This formula is a variant of formula (4). In this formula, $\sigma_{t_d,p}^t$ is the ambiguity degree of the defender in relation to the potential assistant $p$, this value can be computed by formula (5). $\pi(t_p)$ is the initial belief of the defender on the types of the opponents, which $t_p$ shows a specific type from all available types of the potential assistant. $\alpha$ is the degree of optimism, which shows how optimistic the defender is in its computations. Suppose the set of potential assistants who cooperate with the defender to protect the target $t$ is shown by $C_t$, then the total payoff which is obtained by defender $d$ to protect target $t$ is represented by:

$$U_d((s_d, s_p), B) = b_d^t \times \sum_{i \in C_t} u_d(s_d, b_i)$$  \hspace{1cm} (6)

The payoff of the potential assistant, as it begins to assist the defender, is computed by:

$$U_p(s_p, (a_d, b_d)) = b_p((1 - \sigma_{a_d,p}^t)\pi(t_p) + \sigma_{a_d,p}^t[\alpha_{\max} t_r(a_d, t_d) + (1 - \alpha)\min t_r(a_d, t_d)].$$  \hspace{1cm} (7)

This formula is a variant of formula (4). Note to the difference between the number of arguments of function $U_d$ and $U_p$. It is important to know that in formula (6) and (8), if $\sigma_{a_d,p}^t = 0$, these formulas are reduced to Savage Expected Utility. If $\alpha = 0$ the agent is on pessimistic view and if $\alpha = 1$, it is in its optimistic view. Given the defenders strategy $s_d$ the optimal strategy of the potential assistant is $s_a^*$ if:

$$U_p(s_a^*, (a_d, b_d)) \geq U_p(s_a, (a_d, b_d)) \forall s_a \in S_a$$  \hspace{1cm} (8)

In the ambiguous security game, given the defender strategy $s_d$, if the optimal response strategies of the potential assistant are $s_a^*$, then $s_d^*$ is the defenders optimal strategy if:
Algorithm

As mentioned previously, the defender executes its optimal strategy first. To accomplish this, it must evaluate the strategies of the potential assistants and choose the best one based on the strategies which are chosen by the potential assistants.

The defender finds its optimal strategy in two phases. In the first phase, he needs to recognize which one of the potential assistants is willing to cooperate with him in the cooperation process. The potential assistant is willing to cooperate with defender \( d \) if the payoff the defender expects to obtain from this cooperation is higher than its previously obtained payoff. In the second phase, the defender \( d \) starts to compare its different strategies on the basis of the amount of payoff it expects to get.

In the first phase, the defender calculates the ambiguity degree for each potential assistant and all possible strategies they can choose using formula (5). According to the different values obtained, the defender uses formula (8) to compute the expected payoff for each potential assistant. The defender then compares, for each potential assistant, the different strategies that they can choose on the basis of their corresponding expected payoff and determines their optimal strategy. The defender finds, for each potential assistant, their optimal strategy and their corresponding expected payoff (formula 9). If the maximum expected payoff of a potential assistant is higher than its previously obtained payoff, the defender will know that the potential assistant is willing to cooperate with him. The first phase concludes with the defender having identified the set of potential assistants who are willing to cooperate. This set is shown by \( C_t \) where \( t \) is the target that the defender is responsible to protect.

In the second phase, the defender evaluates its options through a similar process to the first phase. Using formula (5), it quantifies ambiguity degrees and from formula (6) the corresponding expected payoff for each strategy. The winning strategy of the defender is the one that maximizes its expected payoff (formula 10). The algorithmic process of the game solution is shown in algorithm 1.

The time complexity of the algorithm is computed in the theorem below.

Theorem 1. In security games with ambiguous agent types, the complexity of finding optimal pure strategies of a selected defender, is \( O(#\text{players}, #\text{outcomes}) \).

Proof. Each pure strategy to which the first player may commit will induce a subgame for the remaining players. We can solve each such subgame recursively to find all of its optimal strategy profiles; each of these will give the original first player some utility. Those that give the first player maximum utility correspond exactly to the optimal strategy profiles of the original game.
Algorithm 1 Choquet Expected Utility Based Solution Algorithm

Require: Strategy set \( S \), Type set \( T \),
Behavior set \( B \), reward and penalties

Ensure: \( S^* \)

for Each strategy from defender’s strategy set do
    for Each potential assistant do
        Use formula (8) and (9) to find the optimal strategy of the potential assistant and his expected payoff in the view of the defender.
    end for
    Compare the expected payoff of potential assistants with their previous payoff and find the set of agents who are willing to cooperate with defender \( (C_t) \)
end for

find the maximum payoff of the defender obtained while he cooperates with the set of willing potential assistants using formulas (6) and (7),

\[
    s^* = \arg \max_s \sum_{i \in C_t} U_d(S, B)
\]

Note that if the defender \( d \) assesses the type of the potential assistant \( a \) as a cooperator wrongly, it means \( T_a \) is the worst type but the defender miscategorizes it as a good type, the real obtained payoff by the defender would decrease. The defender \( d \) inaccurately assesses the type of the others when it miscalculates the expected payoff. An error in computation is a result of flawed initial beliefs apropos the other agents.

4 Experiments

In this section, we are going to evaluate our model via experimentation. One of the more realistic works is done by Zhang and his colleagues in[14]. They use a model (D-S theory based model) to handle the ambiguous information about the types of the attacker in a security game. They define a basic probability assignment or a mass function and use it to define a preference degree of each agent over different strategies. In order to prove the efficiency of our proposed algorithm we are going to evaluate our model by the D-S theory based solution concept. To use D-S theory, the mass function that the agents assign to different events must include capacities used in our algorithm. In order to incorporate capacity from our algorithm to the mass function, we used the following method [15]:

\[
    m(S) = \Sigma_{H \subseteq S} (-1)^{(|S|-|H|)} \nu(H)
\]

Now we use the experiments to show that, the worst case in our model is better than the method which uses D-S theory based model.

To perform our evaluations, we suppose that there are five targets and a set of agents who want to protect the targets and gain payoff from their owners. At first, every target is protected by only one agent as defender. The remaining agents are called potential assistants which are going to be used when necessary.
For simplicity, we assume that at first, agents who work as defender gain a fixed amount of payoff from owners of the targets and potential assistants gain zero payoff. Also, we suppose that all of our agents can be in one of three types which are the good type, the bad type and the worst type.

For simplicity of programming, we initialize each argument of the ordered pair of the behavior of agents by random values in the interval $[0,1]$. These values show the percentage of expected payoff the agent requested and the percent of the employed ability to protect the target respectively.

In addition, each agent has a tolerance threshold about their amount of employed ability to protect the target. The value which is assigned to the tolerance threshold of the agent is relevant to the amount of its employed ability in the target protection. The higher the amount of employed ability of the agent, the lower the tolerance threshold of the agent will be in the target protection. For example in our algorithm if $0.6 < a_{t_i} < 0.8$ holds, the agent assigns value 0.2 to its tolerance threshold in the cooperation process. If $0.4 < a_{t_i} < 0.6$ holds the assigned value to the tolerance threshold ($TT_{t_i}$) will be 0.4 and so on.

Due to the randomly assigned values to the behavior of the agents, we run our experiments 100 times according to the mentioned algorithm in previous section and use the average of the experiments as the outcome of the algorithm.

First of all, we evaluate the impact of changing the number of agents on the outcome of our proposed algorithm (CEU-based solution algorithm) and D-S theory based algorithm. We observe that in the worst case, the number of true detections in our algorithm is more than the number of true detections in D-S theory based algorithm. In one of the comparison we assume all the agents are ambiguity-preference (the degree of optimism of all agent is high) and in the other one we assume the agents are neither ambiguity averse nor ambiguity preference (the degree of optimism of all agent is moderated). It shows that being ambiguity averse or ambiguity preference has no impact of the goodness of CEU-based algorithm (see Figure 1(a), (b)).

It is important to know that in our implementation, the true detections of the defender are based on comparing the amount of payoff the defender expects to obtain before participating in the cooperation and what it really obtains after participating. If its expected payoff is equal to the real payoff it will obtain after cooperating with a potential assistant, the defender truly detects the type of its assistant.

Another evaluation which is done in our experiments is exploring the impact of changing the number of strategies agents can choose (changing the values can be assigned to tolerance threshold) on the outcome of two algorithms. The result of this evaluation shows that changing the number of strategies has no impact on the goodness of CEU based algorithm to do more true detections (See Figure 2(a),(b)).

Also, we use two metrics to shows how the CEU-based algorithm is better than the D-S theory based algorithm. One of the metrics is "sensitivity" which we use it to compare the two algorithms. (See Figure(3)). Regardless of different number of strategies and different number of types the agent can have, the figure
shows that the CEU based algorithm is more sensitive than D-S theory based algorithm. We find the sensitivity measure using the formula:

$$Sensitivity = \frac{\# of True\ Positives}{\# of True\ Positives + \# of False\ Negatives}$$

(11)

To explore the errors in the two algorithms, we use MRSE measure (Mean Root Square Error). We find the value of normalized MRSE for each algorithm and refer to the difference between them as distance of the worst penalties (See Figure (4)).

Observation 1: Our model guarantees more safety than the model based on D-S theory by considering different degrees of optimism.

Observation 2: The Choquet Expected Utility solution based algorithm is safer than the model based on D-S theory, by considering different number of types and strategies for each agent.

Some evaluations have been done in [14] in order to prove the efficiency of D-S theory based algorithm against the algorithm based on Uniform Random Probability. Based on these experiments, we can conclude that the Choquet Expected Utility based algorithm is safer that the algorithm based on Uniform Random Probability algorithm.
Fig. 2: Comparing the performance of CEU-based solution algorithm with D-S theory based solution algorithm considering different number of types and strategies each agent could have. (number of types=4)

Fig. 3: Comparing the Sensitivity of two algorithms considering different number of types for each agent (number of agents=40).
Fig. 4: Comparison of the two algorithms based on distance of the worst penalties.

5 Conclusion and Future work

This paper proposes a new paradigm of security games, in which the defenders on one hand they need the help of potential assistants in order to have incessant protection of their vital targets against attackers due to their limited capabilities. On the other hand, regard to the presence of ambiguous information of the agents about their tendencies, the defenders cannot decide precisely about selection of their cooperators. We consider that at first the defender execute his optimal strategies and then potential assistants do their tasks, since that the strategies of the defenders are known to potential assistants, so the defender must first consider the strategies that can be chosen by potential assistants to have the better understanding of the situation. We develop an algorithm based on the Choquet Expected Utility to find the defender’s optimal strategy and discuss their computing complexity. Furthermore, we evaluate our model by lots of experiments, we find: (i) The agents face their ambiguity by defining the two notions, behavior and tolerance threshold. (ii) Our model guarantee more safety than the model based on D-S theory by regardless of agents being ambiguity-averse or ambiguity-preference. (iii) We show that our model is more sensitive than D-S theory based model and as a result it is more efficient than Uniform Random probability based algorithm. (iv) We use the Mean Root Square Error (RMSE) to show that errors in CEU-based algorithm are less than D-s theory based algorithm. So our model can well handle the interaction of agents to protect a common target in the presence of ambiguous information.

As the future works we are going to deal with equilibria issues in our proposed framework according to the work done by Weber [16] that they investigated the difference among equilibria with respect to various attitudes toward ambiguity, and showed that different types of contingent ambiguity affect equilibrium behavior, and based on what Kilka [17], and Wu and Gonzalez [18] experimented about this topic.
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