A material decomposition method for dual-energy CT via dual interactive Wasserstein generative adversarial networks

Zaifeng Shi\textsuperscript{a,c,*}, Huilong Li\textsuperscript{a}, Qingjie Cao\textsuperscript{b}, Zhongqi Wang\textsuperscript{a}, Ming Cheng\textsuperscript{a}

\textsuperscript{a} School of Microelectronics, Tianjin University, Tianjin 300072, China
\textsuperscript{b} School of Mathematical Sciences, Tianjin Normal University, Tianjin 300072, China
\textsuperscript{c} Tianjin Key Laboratory of Imaging and Sensing Microelectronic Technology, Tianjin 300072, China

\textbf{Purpose:} Dual-energy computed tomography (DECT) is highly promising for material characterization and identification, whereas reconstructed material-specific images are affected by magnified noise and beam-hardening artifacts. Although various DECT material decomposition methods have been proposed to solve this problem, the quality of the decomposed images is still unsatisfactory, particularly in the image edges. In this study, a data-driven approach using a dual interactive Wasserstein generative adversarial network (DIWGAN) is developed to improve DECT decomposition accuracy and perform edge-preserving images.

\textbf{Methods:} In the proposed DIWGAN, two interactive generators are used to synthesize the decomposed images of two basis materials by modeling the spatial and spectral correlations from input DECT reconstructed images, and the corresponding discriminators are employed to distinguish the difference between the generated images and labels. The DECT images reconstructed from high- and low-energy bins are sent to
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two generators separately, and each generator synthesizes one material-specific image, thereby ensuring the specificity of the network modeling. In addition, the information from different energy bins is exploited through the feature sharing of two generators. During decomposition model training, a hybrid loss function including L1 loss, edge loss, and adversarial loss are incorporated to preserve the texture and edges in the generated images. Additionally, a selector is employed to define the generator that should be trained in each iteration, which can ensure the modeling ability of two different generators and improve the material decomposition accuracy. The performance of the proposed method is evaluated using a digital phantom, the XCAT phantom, and real data from a mouse.

**Results:** On the digital phantom, the regions of bone and soft tissue are strictly and accurately separated using the trained decomposition model. The material densities in different bone and soft-tissue regions are near the ground truth, and the error of material densities is lower than 3 mg/ml. Compared with Butterfly-Net, the root-mean-square error (RMSE) of soft-tissue images generated by the DIWGAN decreased by 0.01 g/mL, whereas the peak-signal-to-noise ratio (PSNR) and structural similarity (SSIM) of the soft-tissue images reached 31.43 dB and 0.9987, respectively. The mass densities of the decomposed materials are nearest to the ground truth when using the DIWGAN method. The noise standard deviation of the decomposition images reduced by 69%, 60%, 33%, and 21% compared with direct matrix inversion, iterative decomposition, fully convolutional network, and Butterfly-Net, respectively. Furthermore, the performance
of the mouse data indicates the effectiveness of the proposed material decomposition method in real scanned data.

**Conclusions:** A DECT material decomposition method based on deep learning is proposed, and the relationship between reconstructed and material-specific images is mapped by training the DIWGAN model. Results from both the simulation phantoms and real data demonstrate the advantages of this method in suppressing noise and beam-hardening artifacts.
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1. INTRODUCTION:

X-ray computed tomography (CT) can provide tomographic images of human tissues and is typically used in clinical practice and medical diagnosis. Compared with conventional CT, dual-energy computed tomography (DECT) can acquire additional diagnostic information by utilizing two different spectra. Hence, DECT can decompose material-specific images, known as material decomposition, which has many advanced imaging applications, such as contrast agent quantification, abdomen angiography detection, and kidney stone characterization. Compton scattering and photoelectric absorption can be combined linearly to estimate the linear attenuation coefficient of each voxel in reconstructed images. Because the physical effect is related to the elemental atomic number, energy-specific attenuation can be represented by the combined attenuation of two basis materials.

Pioneered by Alvarez and Macovski in 1976, various approaches for DECT material decomposition have been proposed, and they can be classified into three categories: direct reconstruction, raw-data-based, and image-based methods. Direct reconstruction methods incorporate the dual-energy CT transmission and material decomposition models to realize decomposition and reconstruction simultaneously. However, their computational cost is high, and their decomposition accuracy is sensitive to the system configuration. Regarding raw-data-based methods, projections from detectors are decomposed into material-specific sinograms initially, and then the material images can be obtained by conventional CT reconstruction algorithms such as
filtered back projection (FBP). The decomposition accuracy of these methods is often affected significantly by the mismatch of the projection data in different energy bins. Therefore, the acquired projections must exhibit spatial geometric consistency, which is challenging in current DECT systems. Unlike decompositions based on raw data, image-based methods employ reconstructed images directly and obtain decomposed images according to the linear attenuation coefficient of each pixel. The images acquired from commercial DECT scanners can be conveniently used compared with the other two methods. Nevertheless, noise magnification during decomposition is a persistent problem, and many approaches have been proposed for image-based material decomposition. For instance, Niu et al. proposed an iterative approach to suppress DECT image noise by considering the full variance–covariance matrix of material images. To obtain a more uniform noise power spectrum for DECT, Harms et al. proposed a framework for penalized weighted least-squares optimization with similarity-based regularization. To fully utilize prior knowledge, Xu et al. developed the dictionary learning method to improve the quality of low-dose CT images. Subsequently, this approach was employed in DECT for image reconstruction and decomposition. It was proven effective for exploiting learned or adapted prior information to suppress decomposition noise and artifacts. However, owing to the noise and artifacts in the reconstructed images, it is difficult to map the relationship between the images under different energy bins and the basis material images in these
conventional methods. Hence, more advanced methods must be developed to further improve the material decomposition accuracy.

Deep learning, with its effective feature extraction and modeling ability, has been used in recent years in various medical imaging applications, such as image segmentation, classification, and recognition. A perspective article from Wang indicated that various tomographic modalities are representable when using deep learning. Subsequently, an increasing number of medical image analysis methods have been proposed, including noise reduction of low-dose CT images, sparse-view CT reconstruction, and organ segmentation. In addition, some researchers have focused on applying deep learning to material decomposition. Badea et al. proposed the use of convolutional neural networks (CNNs) for spectral micro-CT material decomposition and achieved satisfactory results. Additionally, Xu et al. adopted a fully convolutional network (FCN) to decompose DECT images. To establish a tight connection between a decomposition model and a network, Zhang et al. designed a butterfly network (Butterfly-Net) to fully optimize the performances of networks and achieved promising material decomposition. In 2014, Goodfellow et al. proposed a novel network architecture, known as the generative adversarial network (GAN), which can preserve texture details more effectively and produce visually appealing images by adversarial training. For example, to suppress noise caused by dose reduction, Wolterink et al. used the GAN to generate normal-dose CT images from low-dose CT images. Compared with traditional CNN methods, it avoided the blur effect on the
resultant denoised images. However, GANs are typically affected by mode collapse and exhibit convergence problems; therefore, different loss functions for the discriminator have been proposed, such as least square, \(^{29}\) f-divergence, \(^{30}\) and the Wasserstein distance.\(^{31,32}\) Among these GAN variants, the Wasserstein GAN is arguably the most popular; it not only solves the problem of unstable training, but also provides a reliable indicator of the training process. In addition, employing two generators\(^ {33}\) or discriminators\(^ {34}\) in the adversarial training process have been proven effective in solving the mode collapse problem. Furthermore, the loss function of the generator is essential in network learning, and different loss functions or their combinations have been used to accomplish specific learning tasks efficiently.\(^ {35}\) For example, Yang et al. coupled the mean squared error (MSE) loss of both image and frequency domains as well as a perceptual loss to provide superior reconstruction images for Magnetic Resonance Imaging.\(^ {36}\)

Inspired by the promising performance of adversarial training, an image-based material decomposition method using dual interactive Wasserstein generative adversarial network (DIWGAN) was proposed to solve the problem of noise magnification and to remove beam-hardening artifacts from DECT material decomposition. In contrast to the current CNN-based material decomposition methods, two interactive generators are used in the DIWGAN to synthesize the corresponding material images and exchange information from different energy bins. Two generators are trained with a hybrid loss to improve the decomposition performance of image
texture and edges. Additionally, a selector is employed for training the generators alternatively, which can prevent the two generators from being trapped in a local optimum.

The remainder of this paper is organized as follows: in Section 2, the basics of DECT material decomposition and detailed information regarding the proposed network are provided. The corresponding experiments and results are presented in Section 3. The discussion and conclusion are presented in Sections 4 and 5, respectively.

2. MATERIALS AND METHODS:

2.A. Image-based material decomposition for DECT

For image-based material decomposition, the input data comprises a pair of reconstructed images from two energy bins. According to image-based decomposition theory,37 the linear combination of pixel values in the basis material images can represent the linear attenuation coefficient of each pixel in the input images. Suppose the total number of pixels in a reconstructed image is \( n \), and the two basis material images can be obtained from the reconstructed DECT images by a direct matrix inversion, which is written as follows:

\[
x = A^{-1} \mu,
\]

(1)

where \( \mu \) and \( x \) are \( 2n \) vectors comprising reconstructed and decomposed images, respectively, and \( A^{-1} \) represents the decomposition matrix. However, noise always exists in reconstructed images; therefore, it is difficult to accurately obtain the linear attenuation coefficient of different materials in \( A^{-1} \). Consequently, noise will be
increased significantly while obtaining material-specific images, and this can be treated as an ill-posed problem. Inspired by the powerful mapping ability of deep learning, we propose using a mapping function $F$ to realize material decomposition for DECT. Therefore, the relationship between the reconstructed and decomposed images can be expressed as follows:

$$x = F(\mu)$$

where $F$ is approximated using a trained network model (i.e., the DIWGAN) in our method.

2.B. Material decomposition based on DIWGAN

For DECT material decomposition, the data distribution of the two basis materials must be generated from the reconstructed images under two different energy bins. The two basis materials will always have different data distributions, whereas the reconstructed images from high- and low-energy bins are significantly related. Therefore, two generators were used in the proposed approach for different targets, and the correlations of the reconstructed images were fully utilized through the feature exchange between them. Inspired by the butterfly network,\textsuperscript{26} which realized feature sharing by one crossover architecture based on residual learning, we employed three crossover architectures between two generators. The network structure of the generators was based on U-net\textsuperscript{38}; therefore, the tissue features from three different levels can be shared during the decomposition. An overview of the proposed network for DECT material decomposition is shown in Fig. 1.
The images from high- and low-energy bins were sent to two generators (G1, G2) separately, and each generator synthesized one material-specific image, which can ensure the specificity of the network modeling. In addition, G1 and G2 interacted with each other to share information from different input data such that both the spatial and spectral correlations were learned during the training. To ensure that these two generators yielded accurate material-specific images, the corresponding discriminators (D1, D2), restricted by the discriminator loss, were adopted in the proposed network. The data distributions of the ground truth (Pr) and the generated image (Pg) were compared using the Wasserstein distance instead of the JS divergence used in the original GAN32. The min–max problem between G1(2) and D1(2) can be described as follows:

$$\min_{G_{1(2)}} \max_{D_{1(2)}} L_{\text{WGAN}}(D_{1(2)}, G_{1(2)}) = -E_{Y \sim P_Y} [D_{1(2)}(Y)] + E_{X \sim P_X} [D_{1(2)}(G_{1(2)}(X))]$$

$$+ \lambda E_{\tilde{Y} \sim P_{\tilde{Y}}} [(\| \nabla_{\tilde{Y}} D_{1(2)}(\tilde{Y}) \|_2 - 1)^2]$$

$$\text{Fig. 1. Overview of proposed DECT material decomposition method.}$$
where the first two terms denote the Wasserstein distance estimation. $X$ represents the input image with data distribution $P_x$, and $\hat{Y}$ represents the ground truth. The last term is the regularization term, and $\lambda$ represents the penalty coefficient. $\hat{Y}$ is generated by uniformly sampling the corresponding synthetic and real samples along a straight line. Through adversarial training, the generators synthesized decomposed material images that were the same as the real material-specific images. In the proposed method, the differences between the target and the generated images were lessened by a hybrid loss that included $L_1$, edge, and adversarial losses. Owing to the differences between the two basis materials, the hybrid loss values of $G_1$ and $G_2$ differed during the network training. If two generators were trained together, then the $G_1$ and $G_2$ losses would have the same weight in the backpropagation process; therefore, the network performance would be determined by the loss with the greater value, which will result in convergence problems. Inspired by a previous study, a selector (S) was employed to solve this problem. Using the values of the hybrid loss as input, S can decide the generator to be trained in the next iteration. Hence, the $G_1$ and $G_2$ losses can obtain the adaptive weights during the training and converge them to the minimum rather than a compromise, thereby guaranteeing the mapping ability of the generators. A specific description of the proposed network structure is provided in the following.

2.B.1. Generative model

As shown in Fig. 1, the two generators $G_1$ and $G_2$ were constructed with the same architecture because both aim to synthesize a material-specific image from a
reconstructed image. This encoder–decoder architecture comprises of two parts: a contracting path and an expansive path. The two generators focused on extracting the features from the corresponding energy bins independently in the contracting path and realize information exchange and material decomposition in the expansive path. The numbers of fitters in the convolutional layer were 64, 128, 256, and 512, which were used to extract the features from different levels. The kernel size was $3 \times 3$, with a stride of one unit. Max pooling layers were adopted to reduce the size of maps, thereby allowing the network to obtain coarse features and prevent overfitting. The kernel size and the stride of the pooling layer were $2 \times 2$ and 2, respectively. In the expansive path, deconvolution with a $3 \times 3$ kernel and stride 2 was performed to preserve the spatial information and ensure that the sizes of the input and output images matched. Specifically, the architecture of each generator was based on U-net, and the features were classified into three levels by the pooling layers in the contracting path. Copy and cropping were performed to add these features from one generator to the other; therefore, in the expansive path, the features from two energy bins can be utilized to generate material-specific images. It is noteworthy that the information exchange between images from the high- and low-energy bins is necessary for DECT material decomposition. Generally, the reconstructed images from low-energy bins contain many detailed texture information of the tissues, whereas some small features are invisible in the high-energy images. In addition, the noise distribution differs, and by cropping the feature maps learned from the two energy bins, the network can fully
utilize the information from different energies, thereby significantly improving the robustness and accuracy of the decomposition model. Near the output layer, a $3 \times 3$ kernel with one channel was used to match the dimensions of the material-specific images. All the convolutional layers were proceeded by an activation function, known as the rectified linear unit (ReLU),\textsuperscript{40} which was used to improve the fitting ability of the network.

2.B.2. Discriminative model

The architecture of the proposed discriminator shared by $D_1$ and $D_2$ is shown in Fig. 1. The discriminator uses either the generated material-specific images or the gold-standard decomposed images as input and judges whether the input is ideal material-specific images. To capture both the low- and high-level features of the input, six convolutional layers were used for feature extraction, and every two contained the same numbers of filters, which were 64, 128, and 256. All the kernel sizes were $3 \times 3$ with a stride of 1 pixel, and ReLU was added after each convolutional layer. Near the output, two fully connected layers were adopted in the architecture for feature integration and expression, and the numbers of units were 1024 and 1, respectively. In addition, the discriminator was trained by estimating the Wasserstein distance of the generated images and ground truth from the output such that the corresponding generator would yield accurate decomposed images. $D_1$ and $D_2$ were employed for two different material images, and the probability of the input images being considered as the real decomposed images was used as part of the loss functions of $G_1$ and $G_2$, respectively.
2.B.3 Selector

The selector used the values of loss functions from G1 and G2 as input and determined the generator that should be trained in the next iteration. Let $L_{c1}$ and $L_{c2}$ represent the values that G1 loss ($L_{g1}$) and G2 loss ($L_{g2}$) will approach during the training, respectively. To select a suitable value for $L_{c1}$ and $L_{c2}$, two generators were first trained synchronously and after one of the generator losses had converged, the initial values of $L_{c1}$ and $L_{c2}$ were selected based on the average values of G1 and G2 losses from three consequent epochs, respectively. Subsequently, $L_{c1}$ and $L_{c2}$ were adjusted according to the convergence of G1 and G2 losses via multiple experiments. The distance ($d_k$) between the losses of the generators and the corresponding objective values can be expressed as follows:

$$d_k = |L_{gk} - L_{ck}| (k = 1, 2),$$

where the subscript $k$ represents the two generators G1 and G2. By comparing the values of $d_1$ and $d_2$, the performances of the two generators were evaluated during each iteration. In the next iteration, the generator with a larger distance was trained. This training strategy ensures that each generator obtains the adaptive training times and improves the training efficiency of the DIWGAN.

2.B.4 Hybrid Loss function

To improve the material decomposition performance of the DIWGAN, various factors should be considered during network training, such as the value in each voxel,
image edges, and texture details. Therefore, a hybrid loss including L1, edge, and adversarial losses was proposed to supervise DIWGAN learning.

The L1 loss is a mean-based measure, which is also known as the mean absolute error. It ensures that each voxel of the generated material-specific images has an accurate correspondence to the ground truth. Compared with the typically used L2 loss, the L1 loss does not excessively punish large differences or tolerate small errors; additionally, it can maintain the same fine characteristics.\(^\text{41}\) The L1 loss can be expressed as follows:

\[
L_1 = \frac{1}{hwd} |G(X) - Y|, \tag{5}
\]

where \(h, w,\) and \(d\) represent the height, width, and depth of the input reconstructed images, respectively; \(G(X)\) represents the synthetic images from the generators; \(Y\) represents the ground truth. In addition, because the basis material images always have common or complementary boundaries, the edge information cannot always be well preserved during the decomposition. We propose using the edge loss to improve the performance, which can be expressed as follows:

\[
L_{\text{edge}} = \|\nabla Y_x - \nabla X_x\|^2 + \|\nabla Y_y - \nabla X_y\|^2 + \|\nabla Y_z - \nabla X_z\|^2, \tag{6}
\]

where the subscripts \(x, y,\) and \(z\) represent the directions of gradient descent of the input images \(X\) and ground truth \(Y\). This loss attempts to minimize the magnitudes of the gradients between the generated images and the ground truth. Hence, the edges that always exhibit a strong gradient can be well preserved during the minimizing process. Moreover, as an essential aspect in adversarial training, adversarial loss enables the
generator to synthesize decomposed material images that are similar to the real material-specific images. Unlike the L1 and edge losses, the adversarial loss can eliminate the requirement of modeling explicit pixel-wise objective functions. Instead, a rich similarity metric is learned to distinguish between real and fake data, which optimizes the concepts beyond the pixel level in images, resulting in more realistic results. The adversarial loss is defined as follows:

\[
L_{adv} = \min_G \max_D L_{WGAN}(D,G)
\]  

(7)

This min–max optimization framework enables generators to provide the same high-level features in decomposed images as in the ground truth. The texture information of fine tissue structures will be well preserved by minimizing the adversarial loss.

By combining all the losses above, the hybrid loss can be expressed as follows:

\[
L_g = \lambda_1 L_1 + \lambda_2 L_{edge} + \lambda_3 L_{adv},
\]  

(8)

where \(\lambda_1, \lambda_2, \text{ and } \lambda_3\) denote the weights of the different losses; these parameters were set according to the scales of different loss terms and adjusted based on the training results. Through the linear combination of these terms, the beneficial performance afforded by various losses can be achieved simultaneously, and the generator can yield high-quality material-specific images by minimizing the hybrid loss.

2.C. Experimental datasets and setup

2.C.1 Data acquisition and evaluation
To test and validate the proposed network in DECT material decomposition, a number of datasets were used to train the decomposition model and evaluate its performance. In this experiment, real human phantoms from 4D XCAT from Duke University\textsuperscript{42} were randomly drawn as training and testing data. To improve the robustness of the proposed network, 10 patients of different genders, ages, heights, and weights were recruited for the experiment, and the human phantoms used were non-enhanced. The Edge-on X-ray detector model proposed previously\textsuperscript{43} was used to provide data from two different energy bins. It operated as a dual-layer detector, and the absorption, scattering, and random noise of different levels were simulated in the adsorption process of photons. A GE\_Maxiray\_125 tube operated at 140 kVp was applied to produce X-ray photons, and Sidden’s ray-driven algorithm\textsuperscript{44} was employed to simulate the fan-beam geometry. The distance between the source-to-rotation center and detector-to-rotation center was set to 59.5 cm. The image region measured 33 cm $\times$ 33 cm, and the number of views over 360° was 360. Because the entire DECT scanning process was based on simulation, the acquired system matrix did not require further calibrations in the experiment. In addition, the datasets of mice acquired by spectral micro-CT from MARS\textsuperscript{45} were used to evaluate the potential of the proposed method in real scanned data. The reconstructed images of the mouse head measuring 256 cm $\times$ 256 cm from 36–52 and 52–80 keV energy bins were selected, and the pixel size was 110 $\mu$m $\times$ 110 $\mu$m.
In the experiment, images of the human phantoms were reconstructed using the FBP algorithm. To satisfy the clinical geometry, the energy threshold of the Edge-on detector was set to 80 keV, and because the photons under 20 keV were few, 0 to 20 keV was considered as the auxiliary energy bin in the experiment. Hence, the two energy bins were allocated as 20–80 and 80–140 keV. To obtain the training label, two ideal monochromatic images under 50 and 110 keV of one slice were derived from XCAT, and an algorithm known as direct matrix inversion was used to obtain the material-specific images by decomposing the input ideal images. Compared with using polychromatic images to obtain the label, the linear attenuation coefficient of different tissues in the monochromatic images is more precise, and the monochromatic images can effectively reduce beam-hardening artifacts. In total, 640 pairs of images with 256 × 256 pixels under the two energy bins and the corresponding labels were derived from different slices of eight patients. In addition, 160 pairs of slices from the remaining two patients were obtained to test the decomposition performance. These slices were extracted from both the lungs and heads, and bone and soft tissue were the two basis materials. To further improve the size of the training datasets and prompt the network to learn more detailed information, we partitioned the input images and labels into overlapping 128 × 128 image patches, and the sliding interval was 16 pixels. Finally, we obtained 518400 pairs of image patches for training.

To evaluate the decomposition performance and effectiveness of the proposed network, a digital phantom filled with bone and soft tissue, phantom from XCAT, and
real mouse dataset were used in the experiment. In addition, four typical approaches, including direct matrix inversion, iterative decomposition,\textsuperscript{12} FCN method,\textsuperscript{24} and Butterfly-Net\textsuperscript{26} were used for comparison. The PSNR, SSIM, and RMSE were calculated for a quantitative evaluation. To further evaluate the statistical performance of different decomposition approaches, the mean and standard deviation (SD) in different regions of interests (ROIs) were calculated and compared. The RMSE was calculated using the mass density, which is more straightforward for evaluating the degree of quantitative accuracy; other indicators in the experiment were obtained based on the values of volume fractions.

\textbf{2.C.2 Network training and convergence}

In the experiments, all the generators and discriminators were optimized using the Adam algorithm,\textsuperscript{46} and the learning rate was set to $1 \times 10^{-4}$ with two hyper-parameters, $\beta_1 = 0.5$ and $\beta_2 = 0.9$. Following a previous suggestion\textsuperscript{32}, the parameter $\lambda$ was set to 10, which was used to balance the Wasserstein distance and the regularization term. During the training, the mini-batch size was set to 32. According to our experience, $\lambda_1 = 1$, $\lambda_2 = 0.5$, and $\lambda_3 = 0.01$ were selected to balance the weights of different losses; and $L_{c1}$ and $L_{c2}$ were set to 10 and 8, respectively to balance the training of the two generators. The network was implemented on an Nvidia RTX 2080 GPU based on the Tensorflow framework.\textsuperscript{47} To visualize the training process of the network, the training and validation curves of $G_1$ and $G_2$ losses are plotted in Figs. 2 (a) and (b), respectively. First, the training curves of both generators decreased rapidly, indicating that the
learning rate was suitable, and the gradient descent process was performed. After the network iterated for 800 epochs, both curves became smooth and converged to a minimum. The trend of the validation curves was the same as that of the training curves, and their values were similar, indicating the good fitting ability of the network model. The total training time of the proposed network model was approximately 45 h.

Fig. 2. Training and validation curves of $G_1$ and $G_2$ losses.

3. Results:

3.A. Digital phantom study

A digital phantom with different material densities was constructed to evaluate the decomposition accuracy and robustness of the trained decomposition model. The reconstructed images from both the high- and low-energy bins were obtained similarly to generate the training data. Figure 3(a) and (b) show the reconstructed images from the 20–80 and 80–140 keV energy bins, respectively. The bone and soft-tissue regions are marked in Fig. 3(a), and the specific densities are shown in Table 1.
Fig. 3 Results of digital phantom evaluation. (a) and (b) show reconstructed images from 20–80 and 80–140 keV energy bins. (c) and (d) show soft tissue and bone images generated by our proposed network. The display window size is [0 0.5].

Table 1
A list of material densities on different regions generated by DIWGAN.

| Region | Ground Truth(g/ml) | DIWGAN(g/ml) |
|--------|--------------------|--------------|
| Soft tissue | 1.500 | 1.497 |
| Bone A | 1.000 | 1.002 |
| Bone B | 1.500 | 1.500 |
| Bone C | 1.800 | 1.799 |
| Bone D | 2.000 | 2.003 |
| Bone F | 2.400 | 2.402 |

The decomposition results of the bone and soft tissue from the DIWGAN are shown in Figs. 3 (c) and (d), respectively. The regions of bone with different densities and soft tissue were strictly and accurately separated, and the noise in the input images was invisible in the generated material images. In addition, to quantitatively evaluate the decomposition accuracy of the DIWGAN, the bone and soft-tissue densities in the generated images were tested. As shown in Table 1, the material densities in different bone and soft-tissue regions were near the ground truth, and the error of the material densities was lower than 3 mg/mL, demonstrating the quantitative decomposition accuracy of our trained network model.

3.B. XCAT phantom study

To test the effectiveness of the proposed material decomposition model, the slices
from the test datasets were selected for qualitative and quantitative comparisons. The decomposition results from different methods are shown in Fig. 4. The first column is the ground truth of the decomposed images for bone and soft tissue. Figures 4 (b1)–(b4) show the material images generated by direct matrix inversion; as shown, noise was apparent because this method only linearly combined the images from high- and low-energy bins, resulting in magnified noise levels. As shown in Figs. 4 (c1)–(c4), the iterative decomposition suppressed the noise and artifacts, but it delivered a smooth image because of the smoothness regularization term in the decomposition function. In addition, beam-hardening artifacts remained visible, particularly in the soft-tissue images of the head. This may be because these conventional material decomposition algorithms are only responsible for decomposition and do not contain any beam-hardening corrections. We discovered that the FCN method removed most artifacts, and that noise was invisible in the material images, as shown in Figs. 4 (d1)–(d4). Regarding the Butterfly-Net shown in Figs. 4 (e1)–(e2), the noise and beam-hardening artifacts were also invisible. However, the performance of edge preservation was unsatisfactory compared with that of the ground truth because only the MSE was used as the loss function in the FCN and Butterfly-Net, thereby yielding burring edge images during network training. Figures 4 (f1)–(f4) show that both the bone and soft-tissue images generated by our proposed method were visually similar to the standard images. Compared with the comparisons above, our decomposition model yielded clear material image edges with the least amount of noise and artifacts. To further clarify this point,
the corresponding ROIs (A and B) of the soft tissue marked with red rectangles in Fig. 4 (a2, a4) of different material decomposition methods were extracted and magnified, as shown in Fig. 5. The first column shows the targets; it is clear that the soft-tissue image quality degraded by the direct matrix inversion, as shown in Figs. 5 (b1) and (b2). Using the iterative decomposition method, beam-hardening artifacts were observed in the soft-tissue images of the head, as shown in Fig. 5 (c2). On the contrary, the results from Figs. 5 (d1, d2), (e1, e2), and (f1, f2) further confirmed that the learning-based methods are promising in avoiding noise magnification. Moreover, comparing Fig. 5 (f1) with Figs. 5(d1) and (e1), the proposed DIWGAN can provide clear image edges and structures, which will be beneficial in distinguishing anatomical structures.

![Fig. 4. Decomposed bone and soft-tissue images of lung and head by different methods. The display window sizes of lung and head are [0, 1.5] and [0.1, 1.1], respectively.](image-url)
To further evaluate the advantages of the proposed method, the difference material images with respect to the ground truth are shown in Fig. 6, and the display window width in terms of CT numbers of lung and head were [-2640, 639] and [-3459, 1459] HU, respectively. We observed that the difference images generated by the direct matrix inversion and iterative decomposition had significant errors, whereas the other three methods had fewer errors. Regarding the difference images of soft tissue generated by the FCN method, many blotchy artifacts appeared and are likely to be treated as image features, which might disturb tissue identification in some cases. Butterfly-Net can suppress this type of artifact to some extent, and our proposed DIWGAN can obtain the highest-quality images of soft tissue. In terms of the difference images of the bone, the results demonstrate that our proposed method can improve the accuracy significantly.
To quantitatively evaluate the material decomposition accuracy of all the methods, the RMSE, PSNR, and SSIM were calculated over the entire decomposed images. The evaluation results are listed in Table 2. Owing to the simple structure of the bone, the RMSE and PSNR obtained by the FCN, Butterfly-Net, and our proposed method were similar to those obtained using direct matrix inversion and iterative decomposition. In addition, the SSIM, an indicator used frequently to measure the similarity between two images, proved that the bone images generated by the proposed DIWGAN were the most similar to the ideal images among all the competitors. In terms of the soft-tissue images, some noise and artifacts still remained in the direct matrix inversion and iterative decomposition results, which resulted in inaccurate measured values. The FCN
method can remove most of the noise and artifacts; however, it cannot easily discriminate noise or image features in edge areas. This can be confirmed from the larger RMSE compared with that of the proposed method. Compared with Butterfly-Net, the RMSE of the soft-tissue images generated by the DIWGAN decreased by 0.01 g/ml. The PSNR and SSIM of the soft-tissue images reached 31.43 dB and 0.9987, respectively, demonstrating the better decomposition accuracy and image quality of the proposed method. Additionally, the average RMSEs, PSNRs, and SSIMs of both lung and head data in all of the test sets are shown in Fig. 7. Cases 1 and 2 represent slices of bone and soft tissue from the lung, respectively, whereas Cases 3 and 4 represent those from the head, respectively. The results further proved the superior robustness of the proposed DIWGAN over the other decomposition methods.

Table 2
Quantitative evaluation results of different decomposition methods.

| Material       | Index   | Direct inversion | Iterative decomposition | FCN   | Butterfly-Net | DIWGAN |
|----------------|---------|------------------|-------------------------|-------|---------------|--------|
| Bone(lung)     | RMSE(g/cm³) | 0.19             | 0.18                    | 0.07  | 0.07          | 0.06   |
|                | PSNR(dB)  | 24.51            | 25.47                   | 34.00 | 34.81         | 35.29  |
|                | SSIM     | 0.9939           | 0.9938                  | 0.9963| 0.9962        | 0.9963 |
| Soft tissue(lung) | RMSE(g/cm³) | 0.16             | 0.16                    | 0.08  | 0.07          | 0.06   |
|                | PSNR(dB)  | 22.47            | 23.71                   | 27.47 | 28.62         | 30.12  |
|                | SSIM     | 0.9896           | 0.9899                  | 0.9959| 0.9961        | 0.9968 |
| Bone(head)     | RMSE(g/cm³) | 0.26             | 0.21                    | 0.13  | 0.11          | 0.11   |
|                | PSNR(dB)  | 22.65            | 22.74                   | 31.25 | 32.26         | 34.52  |
|                | SSIM     | 0.9880           | 0.9884                  | 0.9990| 0.9991        | 0.9991 |
| Soft tissue(head) | RMSE(g/cm³) | 0.26             | 0.20                    | 0.11  | 0.10          | 0.08   |
|                | PSNR(dB)  | 21.47            | 21.65                   | 30.80 | 31.21         | 31.43  |
|                | SSIM     | 0.9871           | 0.9879                  | 0.9987| 0.9987        | 0.9987 |
To quantitatively demonstrate the statistical advantages of the DIWGAN, the mean and SD of the ROIs marked with dotted red rectangles in Fig. 4 were calculated, and the results are shown in Table 3. Compared with direct matrix inversion, the DIWGAN reduced the noise SD of the selected ROIs in the decomposed images by 69.1%, 86.2%, and 79.5%. Meanwhile, compared with the iterative decomposition method, the noise SD reduced by 65.2%, 85.6%, and 60.0%. As for the results generated by the FCN, our proposed method exhibited better performances, i.e., noise SD reduction by 33.0%, 61.7%, and 35.8% for three ROIs. In terms of Butterfly-Net, the proposed method reduced the noise SD by 22.3%, 42.5%, and 21.2%. In addition, the profiles of a fine structure in the decomposed soft-tissue image under the red line in Fig. 8 (a) are shown in Fig. 8 (b) to demonstrate the distribution of the linear attenuation coefficient in each voxel from different methods. The DIWGAN was the most similar to the ground truth among all the competitors, further proving the advantages of the proposed method.
### Table 3
A list of mean and SD on the different ROIs generated by different methods.

| Methods          | ROI 1          | ROI 2          | ROI 3          |
|------------------|----------------|----------------|----------------|
| Direct inversion | 1.3344±0.0236  | 2.5716±0.1354  | 2.6024±0.0254  |
| Iterative decomposition | 1.3345±0.0210  | 2.5825±0.1299  | 2.4908±0.0130  |
| FCN              | 1.3313±0.0109  | 2.8369±0.0488  | 2.1961±0.0081  |
| Butterfly-Net    | 1.3292±0.0094  | 2.8853±0.0325  | 2.1987±0.0066  |
| DIWGAN           | **1.3254±0.0073** | **2.9694±0.0187** | **2.1789±0.0052** |

Fig. 8. Profiles of decomposition results under red line via different decomposition methods.

### 3.C. Real data test

To evaluate the effectiveness of our proposed method in real scanned data, mouse data were used to test the trained material decomposition model. To adapt the spectral range and scan protocols of the mouse datasets, the training data used in the experiment were regenerated with a pixel size of 110 µm × 110 µm under 36–52 and 52–80 keV energy bins. In addition, because the reconstructed mouse images contained a significant amount of noise, we increased the noise level of the regenerated training data, and the same amount of data was employed to retrain the decomposition model. After all the loss functions converged to a minimum, the reconstructed images of the mouse, as shown in Fig. 9 (a1, a2), were used to test the network performance. Figures 9 (b1–f1) and (b2–f2) show the decomposition results of the bone and soft tissue from
different methods, respectively. We observed that the decomposition performances of
the direct and iterative decompositions were poor. Noise was amplified in the
decomposed soft-tissue images, and a large amount of tissue information was lost. In
the learning-based methods, noise was suppressed significantly, and most of the tissue
structures were preserved. As shown in Figs. 9 (d2, e2, and f2), the bone image
generated by the DIWGAN was the most similar to the original structure in the
reconstructed images. However, some detailed tissue structures were lost, particularly
in the decomposed soft-tissue images; in our opinion, this was caused by the
inconsistent noise distribution between the simulation and real data. In addition, the
blooming artifact of the bone remained in the soft-tissue image generated by learning-
based methods, which was discovered through the bright aliasing around the high-
contrast boney structure in Figs. 9(d1, e1, and f1). Nevertheless, the results still
demonstrated the decomposition potential of the DIWGAN in real scanned data, and
the decomposition accuracy can be further improved if the model is trained with real
scanned data.

| Reconstructed images | Direct inversion | Iterative decomposition | FCN | Butterfly-Net | DIWGAN |
|----------------------|-----------------|------------------------|-----|---------------|--------|
| (a1)                 | (b1)            | (c1)                   | (d1)| (e1)          | (f1)   |
| (a2)                 | (b2)            | (c2)                   | (d2)| (e2)          | (f2)   |
Fig. 9. Decomposition results of mouse. (a1) and (a2) represent reconstructed images from low- and high-energy bins with display window size [0, 0.5] cm⁻¹. (b1–f1) and (b2–f2) are decomposed soft tissue and bone images generated by different methods with display window size [0, 3.5], respectively.

3.D. Ablation experiment of hybrid loss function

To further illustrate the advantages of the proposed hybrid loss function, the effects of different loss function combinations were compared, and the results are shown in Fig. 10. A fine structure with significant gradient changes was selected to demonstrate the decomposition accuracy and edge preservation. The profile of the decomposed soft-tissue image under the red line in Fig. 10(a) is shown in Fig. 10(b) to demonstrate the distribution of the linear attenuation coefficient in each voxel. As shown, the material decomposition performance was poor when only the L₁ loss was used. When the L₁ and edge losses were used simultaneously, the linear attenuation coefficient in the image edge voxels was more accurate, but it can be further improved compared with the ground truth. Among all the comparators, the hybrid loss including L₁, L_edge and L_adv achieved the best performance with a value the most similar to the ground truth. This may be because the L₁ and edge losses are both pixel-wise objective functions, and the network can only learn the pixel-level correlation between the reconstructed and material-specific images. The adversarial loss enables the modeling of explicit pixel-wise objective functions to be avoided, and a rich similarity metric is learned to distinguish real data from and fake ones; therefore, features beyond the pixel level in images can be learned and hence more realistic results can be obtained.
Fig. 10. Profiles of fine structure in soft-tissue image with different loss functions.

4. DISCUSSION:

The experimental results suggest that the material decomposition accuracy can be improved by the proposed data-driven approach. The high-quality images of bone and soft tissue generated by the DIWGAN demonstrate that noise and beam-hardening artifacts were successfully suppressed through adversarial training. The noise distribution and spectral correlation from different energy bins were learned using two interactive generators, and the feedback from the discriminators prevented smoothing in the material-specific images.

Practically and theoretically, training the network with only adversarial loss may cause missing diagnostic information. The hybrid loss used in the proposed method significantly affected the decomposition performance. The $L_1$ loss can ensure that the reconstructed images are mapped in a pixel-wise manner to the corresponding material images, and the edge enables causes the network to provide material-specific images with clear edges. In addition, when training the two generators synchronously, we
discovered that they were always trapped in a local optimum, which degraded the decomposition performance of the trained model. Hence, a selector was employed to solve this problem, which was central to network training. By comparing different material decomposition methods, we discovered that the learning-based methods outperformed the traditional approaches. This might be because some noise has the same linear attenuation coefficient as the tissues. They were difficult to be distinguished by the direct matrix inversion and iterative decomposition methods, which leads to the noise magnification after decomposition. On the contrary, owing to the reference images, the noise and artifacts can be easily removed during model training. Based on the experimental results generated by the FCN, Butterfly-Net, and DIWGAN in this study, barely any noise and artifacts were detected, but the performances of the FCN and Butterfly-Net in the structure edges were unsatisfactory, which may be limited by their loss function. Hence, instead of minimizing only one mean-based loss, a hybrid loss along with adversarial training demonstrated significant potential in improving the network ability in terms of edge preservation. The experimental results confirmed that combining different losses according to the learning tasks is effective for further improving the performances of learning-based methods.

However, some issues exist in the proposed method. First, the parameters of the selector, which were used to balance the training of two generators, were selected via numerous experiments, and they were sensitive to datasets of different types and sizes. A possible solution is to design a network for the selector to learn from the distance
between the ground truth and the generated images of two generators, and then define one that should be trained in the next iteration. Furthermore, the training data used in our experiment were obtained from only one type of dual-energy CT detector, which could not guarantee satisfactory performances for other spectral CT detectors. Hence, extended datasets from different types of detectors are required to further improve the robustness of this method.

5. CONCLUSIONS:

An image-based material decomposition method, known as the DIWGAN, was described and evaluated in this study. Two interactive generators were used to generate the corresponding material-specific images, and both spectral and spatial correlations were exploited by sharing feature maps. In addition, the hybrid loss enabled the generators to yield noise-free images with clear structure information, and the selector ensured that the losses of the generators converged to a minimum. The results demonstrated the effectiveness of the proposed DIWGAN, which could be beneficial for image-domain material decomposition. For our future study, we will adapt this method to different spectral CT detectors by using the corresponding data to train the decomposition model. In addition, three generators and the corresponding discriminators can be used in the network architecture such that it can be applied to three-material decompositions. Each generator is responsible for synthesizing one specific material and the feather exchanging can also be realized in the same way used in our proposed DIWGAN.
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