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Abstract

We study the relationship between ADHM/Nahm construction and “solution generating technique” of BPS solitons in noncommutative gauge theories. ADHM/Nahm construction and “solution generating technique” are the most strong ways to construct exact BPS solitons. Localized solitons are the solitons which are generated by the “solution generating technique.” The shift operators which play crucial roles in “solution generating technique” naturally appear in ADHM/Nahm construction and we can construct various exact localized solitons including new solitons: localized periodic instantons (=localized calorons) and localized doubly-periodic instantons. Nahm construction also gives rise to BPS fluxons straightforwardly from the appropriate input Nahm data which is expected from the D-brane picture of BPS fluxons. We also show that the Fourier-transformed soliton of the localized caloron in the zero-period limit exactly coincides with the BPS fluxon.
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1 Introduction

Noncommutative gauge theories are fascinating generalizations of ordinary gauge theories and often appear mysteriously in string theories. Recently, it is shown that gauge theories on D-branes with background constant $B$-field are equivalent to noncommutative gauge theories in some limit \cite{1}, \cite{2}, \cite{3} and it becomes possible to study some aspects of D-brane dynamics such as tachyon condensations in terms of noncommutative gauge theories which is comparatively easier to deal with. Especially noncommutative BPS solitons are worth studying because they describe the static configurations of D-branes and are important in studying non-perturbative aspects of the gauge theories on it.

Noncommutative spaces are characterized by the noncommutativity of the spatial coordinates:

$$[x^i, x^j] = i\theta^{ij}. \tag{1.1}$$

This relation looks like the canonical commutation relation in quantum mechanics and leads to “space-space uncertainty relation.” Hence the singularity which exists on commutative spaces could resolve on noncommutative spaces. This is one of the distinguished features of noncommutative theories and gives rise to various new physical objects, for example, smooth $U(1)$ instantons \cite{5}, \cite{6}, “visible Dirac-like strings” \cite{10} and the fluxons \cite{11}, \cite{12}. $U(1)$ instantons exist due to the resolution of small instanton singularities of the complete instanton moduli space \cite{13}. However $U(1)$ instantons still exist even when the singularities of the complete instanton moduli space don’t resolve, that is, when the self-duality of the gauge field is the same as that of the noncommutative parameter $\theta^{ij}$ \cite{14}, \cite{15}, \cite{16}.

There are two powerful ways to construct exact noncommutative BPS solitons, that is, ADHM/Nahm construction and “solution generating technique.” ADHM or Nahm construction is a wonderful application of the one-to-one correspondence between the instanton or monopole moduli space and the space of ADHM or Nahm data and gives rise to arbitrary instantons \cite{17} or monopoles \cite{18} respectively. ADHM/Nahm construction has a remarkable D-brane description \cite{19}, \cite{20}, \cite{21}. D-branes give intuitive explanations for various results of known field theories and explain the reason why the instanton or monopole moduli spaces and the space of ADHM or Nahm data correspond one-to-one.

\footnote{For a review see \cite{4}.}

\footnote{On commutative side, e.g. \cite{2}, \cite{3}, \cite{4}, \cite{5}}
However there still exist unknown parts of the D-brane descriptions and it is expected that further study of the D-brane description of ADHM/Nahm construction would reveal new aspects of D-brane dynamics, such as Myers effect [22] which in fact corresponds to some boundary conditions in Nahm construction. On the other hand, “solution generating technique” is a transformation which leaves an equation as it is and gives rise to various new solutions from known solutions of it. The new solutions have a clear matrix theoretical interpretation [23], [24], [25] and concerns with the important fact that a D-brane can be constructed by lower dimensional D-branes. Hence the study of the relation between the two constructions is very important to deepen our understanding of D-branes.

The $U(1)$ instantons with the same self-duality as the noncommutative parameter $\theta^{ij}$ and BPS fluxons can be constructed by applying “solution generating technique” [23] to the corresponding BPS equations [14] and [12], [27], [28] respectively. The solitons which are generated from the vacuum by “solution generating technique” are called localized solitons in the matrix theoretical contexts. In general, the new solitons generated from known solitons by “solution generating technique” are the composite of known solitons and localized solitons. Hence localized solitons are essential in “solution generating technique” and, in fact, special to noncommutative gauge theories. Localized instantons have been constructed not only by “solution generating technique” [14] but also by ADHM construction [15], [16]. BPS fluxons are the special class of BPS solitons in (3 + 1)-dimensional noncommutative gauge theory and must be found by Nahm construction. However they have not been found yet. Moreover in order to get BPS fluxons by “solution generating technique,” we have to modify the technique [27] or use some trick [28].

There is another BPS soliton to which ADHM/Nahm construction can be applied: the caloron. Calorons are periodic instantons in one direction, that is, instantons on $\mathbb{R}^3 \times S^1$. They were first constructed explicitly in [31] as infinite number of 't Hooft instantons periodic in one direction and used for the discussion on non-perturbative aspects of finite-temperature field theories [31], [32]. Calorons can intermediate between instantons and monopoles and coincide with them in the limits of $\beta \to \infty$ and $\beta \to 0$ respectively where $\beta$ is the perimeter of $S^1$ [33]. Hence calorons also can be reinterpreted clearly from D-brane picture [34] and constructed by Nahm construction [35], [36], [37].

The D-brane pictures of them are the following (see figure 1). Instantons and monopoles

---

5 “Solution generating technique” can be also applied to the self-dual BPS equation of (2 + 1)-dimensional Abelian-Higgs model only when the Higgs vacuum expectation value $v$ satisfies $v^2 = 1/\theta$ [29], [27], [28], [26].
are represented as D0-branes on D4-branes and D-strings ending to D3-branes respectively. Hence calorons are represented as D0-branes on D4-branes lying on $\mathbb{R}^3 \times S^1$.

In the T-dualized picture, $U(N)$ 1 caloron can be interpreted as $N - 1$ fundamental monopoles and the $N$-th monopole which appears from the Kaluza-Klein sector [34]. The value of the fourth component of the gauge field at spatial infinity on D4-brane determines the positions of the D3-branes which denote the Higgs expectation values of the monopole. The positions of the D3-branes are called the jumping points because at these points, the D1-brane is generally separated. In $N = 2$ case, the separation interval (see figure 1) $D$ satisfies $D \sim \rho^2 / \beta$ [34], [37], and if the size $\rho$ of periodic instanton is fixed and the period $\beta$ goes to zero, then one monopole decouples and the situation exactly coincides with that of PS-monopole [38]. BPS fluxons are represented as infinite D-strings piercing D3-branes in the background constant $B$-field and considered to be the T-dualized noncommutative calorons in the limit with the period $\beta \to 0$ and the interval $D \to 0$, which suggests $\rho = 0$. (cf. figure 2)
In the present paper, we give the various exact BPS solitons by ADHM/Nahm construction: localized instantons, localized calorons, localized doubly-periodic instantons and BPS fluxons which are essential in “solution generating technique.” The shift operators which play crucial roles in “solution generating technique” naturally appear in ADHM construction and other important points are all derived straightforwardly in ADHM/Nahm construction. In this way, we discuss the relationship between the two methods. The solutions of the localized calorons and the localized doubly-periodic instantons are new results. We also discuss a Fourier transformation of the localized calorons and show that the Fourier-transformed configurations of the localized calorons in the $\beta \rightarrow 0$ limit indeed coincides with BPS fluxons, which could be considered that BPS fluxons corresponding to D1-branes are the solitons of T-dualized solitons of localized calorons corresponding to D0-brane with the period $\beta \rightarrow 0$ up to space rotation [39], [40], [41].

This paper is organized as follows. In section 2, we briefly review “solution generating technique” and localized solitons. In section 3, we present ADHM construction of instantons and apply them to localized solitons. In section 4, we take the Fourier-transformation of the localized calorons and show that in the $\beta \rightarrow 0$ limit, the transformed solitons exactly coincide with BPS fluxons. Finally section 5 is devoted to conclusion and discussion.
2 A Review of “Solution Generating Technique” and Localized Solitons

In this section, we make a brief review of “solution generating technique” and some application of it which generates localized instantons and BPS fluxons.

Noncommutative gauge theories have two equivalent descriptions, that is, star-product formalism and operator formalism. There is a commutative description equivalent to the noncommutative gauge theories and the commutative and the noncommutative description are connected by Seiberg-Witten map \[3\]. In the present paper, we mainly use the operator formalism and when we make a physical interpretation, we shift to the commutative description by Seiberg-Witten map.

Let’s present noncommutative gauge theories in the operator formalism and establish notations. In this formalism, we start with the noncommutativity of the spatial coordinates \(\{\hat{x}^1, \hat{x}^2\}\) and define noncommutative gauge theories considering the coordinates as operators. From now on, we denote the hat on the operators in order to emphasize that they are operators. Here, for simplicity, we treat a noncommutative plane with the coordinates \(\hat{x}^1, \hat{x}^2\) which satisfy \([\hat{x}^1, \hat{x}^2] = i\theta, \theta > 0\).

Defining new variables \(\hat{a}, \hat{a}^\dagger\) as
\[
\hat{a} := \frac{1}{\sqrt{2\theta}} \hat{z}, \quad \hat{a}^\dagger := \frac{1}{\sqrt{2\theta}} \hat{\bar{z}},
\]
where \(\hat{z} = \hat{x}^1 + i\hat{x}^2, \quad \hat{\bar{z}} = \hat{x}^1 - i\hat{x}^2\), then we get the Heisenberg’s commutation relation:
\[
[\hat{a}, \hat{a}^\dagger] = 1.
\]

Hence the spatial coordinates can be considered as the operators acting on Fock space \(\mathcal{H}\) which is spanned by the occupation number basis \(|n\rangle := \{(\hat{a}^\dagger)^n/\sqrt{n!}\} |0\rangle, \hat{a}|0\rangle = 0\):
\[
\mathcal{H} = \bigoplus_{n=0}^{\infty} \mathbb{C}|n\rangle.
\]

The fields on the space depend on the spatial coordinates and are also the operators acting on the Fock space \(\mathcal{H}\). They are represented by the occupation number basis as
\[
\hat{f} = \sum_{m,n=0}^{\infty} f^{(mn)} |m\rangle \langle n|.
\]
The matrix element \(f^{(mn)}\) is infinite-size. If the fields has rotational symmetry on the plane, that is, the fields commute with the number operator \(\hat{n} := \hat{a}^\dagger \hat{a} \sim (\hat{x}^1)^2 + (\hat{x}^2)^2\),
they become diagonal:

\[ \hat{f} = \sum_{n=0}^{\infty} f^{(n)}|n\rangle\langle n|. \]

(2.5)

The derivative of an operator \( \hat{O} \) can be defined by

\[ \partial_{\mu} \hat{O} := [\hat{\partial}_{\mu}, \hat{O}], \quad \text{where} \quad \hat{\partial}_{\mu} := -i(\theta^{-1})_{\mu\nu} \hat{x}^\nu, \]

(2.6)

which satisfies Leibniz rule and the desirable relation : \( \partial_{\mu} \hat{x}^\nu = \delta^{\nu}_{\mu} \). Moreover defining the following anti-Hermitian operator

\[ \hat{D}_{\mu} := \hat{\partial}_{\mu} + \hat{A}_{\mu}, \]

(2.7)

where the \( \hat{A}_{\mu} \) is a gauge field and anti-hermitian, then the covariant derivative of an adjoint field \( \hat{\Phi} \) can be defined by \([\hat{D}_{\mu}, \hat{\Phi}]\).

We note that using this anti-Hermitian operator \( \hat{D}_{\mu} \), the field strength \( \hat{F}_{\mu\nu} \) is rewritten as

\[ \hat{F}_{\mu\nu} = [\hat{D}_{\mu}, \hat{D}_{\nu}] - i(\theta^{-1})_{\mu\nu}. \]

(2.8)

Here the constant term \(-i(\theta^{-1})_{\mu\nu}\) appears so that it should cancel out the term \([\hat{\partial}_{\mu}, \hat{\partial}_{\nu}] (= i(\theta^{-1})_{\mu\nu}) \) in \([\hat{D}_{\mu}, \hat{D}_{\nu}]\) and becomes an obstruct in applying “solution generating technique” to BPS equations.

From now on, we mainly use complex representations such as \( \hat{D}_z := (1/2)(\hat{D}_1 - i\hat{D}_2) = -(1/2\theta)\hat{z} + \hat{A}_z \).

2.1 “Solution Generating Technique”

“Solution generating technique” is a transformation which leaves an equation as it is, that is, one of the auto-Bäcklund transformations. The transformation is almost a gauge transformation and defined as follows:

\[ \hat{D}_z \rightarrow \hat{U}^\dagger \hat{D}_z \hat{U}, \]

(2.9)

where \( \hat{U} \) is an almost unitary operator and satisfies

\[ \hat{U} \hat{U}^\dagger = 1. \]

(2.10)

We note that we don’t put \( \hat{U}^\dagger \hat{U} = 1 \). If \( \hat{U} \) is finite-size, \( \hat{U} \hat{U}^\dagger = 1 \) implies \( \hat{U}^\dagger \hat{U} = 1 \) and then \( \hat{U} \) and the transformation (2.9) become a unitary operator and just a gauge
transformation respectively. Now, however, $\hat{U}$ is infinite-size and we only claim that $\hat{U}^\dagger \hat{U}$ is a projection because $(\hat{U}^\dagger \hat{U})^2 = \hat{U}^\dagger (\hat{U} \hat{U}^\dagger) \hat{U} = \hat{U}^\dagger \hat{U}$. The operator $\hat{U}$ which satisfies $\hat{U} \hat{U}^\dagger = 1$ and $\hat{U}^\dagger \hat{U} = (\text{projection})$ is often called the partial isometry.

The transformation (2.9) generally leaves an equation of motion as it is [26]:

$$\frac{\delta L}{\delta \mathcal{O}} \to \hat{U}^\dagger \frac{\delta L}{\delta \mathcal{O}} \hat{U},$$

(2.11)

where $\mathcal{L}$ and $\mathcal{O}$ are the Lagrangian and the field in the Lagrangian. Hence if one prepares a known solution of the equation of motion $\frac{\delta \mathcal{L}}{\delta \mathcal{O}} = 0$, then we can get various new solution of it by applying the transformation (2.9) to the known solution.

The typical example of the partial isometry $\hat{U}$ is a shift operator. In $U(1)$ gauge theory, one of the shift operators acting on the Fock space (2.3) is

$$\hat{U}_k = \sum_{n=0}^{\infty} |n\rangle \langle n + k|,$$

(2.12)

which satisfies

$$\hat{U}_k \hat{U}_k^\dagger = 1, \quad \hat{U}_k^\dagger \hat{U}_k = 1 - \hat{P}_k,$$

(2.13)

where $\hat{P}_k$ is a projection onto the $k$-dimensional subspace of the Fock space $\mathcal{H}$ and expressed as

$$\hat{P}_k := \sum_{m=0}^{k-1} |m\rangle \langle m|.$$  

(2.14)

Here we note that in star product formalism, the behavior of the shift operator at large $|x|$ is order 1 which is denoted by $\mathcal{O}(1)$. The new soliton solutions from vacuum solutions are called localized solitons. The dimension of the projection $\hat{P}_k$ in fact represents the charge of the localized solitons. In general, the new solitons generated from known solitons by “solution generating technique” are the composite of known solitons and localized solitons.

“Solution generating technique” (2.9) can be generalized so as to include moduli parameters. In $U(1)$ gauge theory, the generalized transformation becomes as follows:

$$\hat{D}_z \to \hat{U}_k^\dagger \hat{D}_z \hat{U}_k - \sum_{m=0}^{k-1} \frac{\alpha_z^{(m)}}{2\theta} |m\rangle \langle m|,$$

(2.15)

where $\alpha_z^{(m)}$ is an complex number and represents the position of the $m$-th localized soliton.
2.2 Localized Instantons

Localized instantons are obtained by applying “solution generating technique” (2.15) to the BPS equations of 4-dimensional noncommutative gauge theory.

First let’s consider the 4-dimensional noncommutative space with the coordinates $x^\mu$, $\mu = 1, 2, 3, 4$ whose noncommutativity is introduced as the canonical form:

$$\theta^{\mu\nu} = \begin{pmatrix} 0 & \theta_1 & 0 & 0 \\ -\theta_1 & 0 & 0 & 0 \\ 0 & 0 & 0 & \theta_2 \\ 0 & 0 & -\theta_2 & 0 \end{pmatrix}. \quad (2.16)$$

The fields on the 4-dimensional noncommutative space whose noncommutativity is (2.16) are operators acting on Fock space $\mathcal{H} = \mathcal{H}_1 \otimes \mathcal{H}_2$ where $\mathcal{H}_1$ and $\mathcal{H}_2$ are defined by the same steps as the previous discussion corresponding to noncommutative $x_1$-$x_2$ plane and noncommutative $x_3$-$x_4$ plane respectively. The element in the Fock space $\mathcal{H} = \mathcal{H}_1 \otimes \mathcal{H}_2$ is denoted by $|n_1\rangle \otimes |n_2\rangle$ or $|n_1, n_2\rangle$. We introduce the complex coordinates as $z_1 = x_1 + ix_2$, $z_2 = x_3 + ix_4$.

Here we make the noncommutative parameter $\theta^{\mu\nu}$ anti-self-dual: $\theta_1 = -\theta_2 =: \theta > 0$, so that “solution generating technique” could work well on the BPS equation which is discussed later soon. In this case, we can define annihilation operators as $\hat{a}_1 := (1/\sqrt{2\theta})\hat{z}_1$, $\hat{a}_2 := (1/\sqrt{2\theta})\hat{\bar{z}}_2$ and creation operator $\hat{a}_1^\dagger := (1/\sqrt{2\theta})\hat{\bar{z}}_1$, $\hat{a}_2^\dagger := (1/\sqrt{2\theta})\hat{z}_2$ in Fock space $\mathcal{H} = \oplus_{n_1, n_2=0}^\infty \mathbb{C}|n_1\rangle \otimes |n_2\rangle$ such as

$$[\hat{a}_1, \hat{a}_1^\dagger] = 1, \quad [\hat{a}_2, \hat{a}_2^\dagger] = 1, \quad \text{otherwise} = 0, \quad (2.17)$$

where $|n_1\rangle$ and $|n_2\rangle$ are the occupation number basis generated form the vacuum state $|0\rangle$ by the action of $\hat{a}_1^\dagger$ and $\hat{a}_2^\dagger$ respectively.

4-dimensional noncommutative gauge theory is defined by the pure Yang-Mills action:

$$\mathcal{L}_{\text{YM}} = -\frac{1}{4g_{\text{YM}}^2} \int d^4x \, \text{Tr} F_{\mu\nu} F^{\mu\nu}, \quad (2.18)$$

where $\int d^4x$ denotes $\text{Tr}_\mathcal{H}$.

The anti-self-dual BPS equations are obtained as the condition that the action density should take the minimum:

$$(\hat{F}_{z_1 z_2} + \hat{F}_{\bar{z}_2 z_2} =) \quad -[\hat{D}_{z_1}, \hat{D}_{z_2}^\dagger] - [\hat{D}_{\bar{z}_2}, \hat{D}_{\bar{z}_2}^\dagger] - \frac{1}{2} \left( \frac{1}{\theta_1} + \frac{1}{\theta_2} \right) = 0,
\hat{F}_{z_1 z_2} = [\hat{D}_{z_1}, \hat{D}_{z_2}] = 0, \quad (2.19)$$
The fields are denoted by the occupation number basis as

\[ \hat{A}_\mu(\hat{x}) = \sum_{m_1,m_2,n_1,n_2=0}^{\infty} c^{(m_1,m_2,n_1,n_2)}_\mu |m_1,m_2\rangle \langle n_1,n_2| \]

\[ = \sum_{m_1,m_2,n_1,n_2=0}^{\infty} c^{(m_1,m_2,n_1,n_2)}_\mu |m_1\rangle \otimes |m_2\rangle \langle n_1| \otimes |n_2|, \tag{2.20} \]

where \( c^{(m_1,m_2,n_1,n_2)}_\mu \) is a number. We note that only when noncommutative parameter \( \theta^{ij} \) is anti-self-dual, the constant term \((1/\theta_1 + 1/\theta_2)\) disappears and “solution generating technique” can leave the BPS equation (2.19) as it is.

Localized instanton solutions are generated by “solution generating technique” from the vacuum solution which trivially satisfies the BPS equation (2.19) and given by

\[ \hat{D}_{zi} = \hat{U}_k^\dagger \hat{D}_{zi} \hat{U}_k = \sum_{m=0}^{k-1} (i \theta)_{i\mu} \langle 0, m | \langle 0, m |, \tag{2.21} \]

where the shift operators can be taken for example as [12]

\[ \hat{U}_k = \sum_{n_1=1,n_2=0}^{\infty} |n_1, n_2\rangle \langle n_1, n_2| + \sum_{n_2=0}^{\infty} |0, n_2\rangle \langle 0, n_2 + k|, \tag{2.22} \]

which satisfies

\[ \hat{U}_k \hat{U}_k^\dagger = 1, \quad \hat{U}_k^\dagger \hat{U}_k = 1 - \sum_{m=0}^{k-1} |0\rangle \langle 0| \otimes |m\rangle \langle m|. \tag{2.23} \]

The field strength and the instanton number \( \nu[\hat{A}] \) are calculated as

\[ \hat{F}_{\mu\nu} = -i(\theta^{-1})_{\mu\nu} |0\rangle \langle 0| \otimes \hat{P}_k, \tag{2.24} \]

\[ \nu[\hat{A}] := \frac{1}{16\pi^2} \int d^4x \hat{F}_{\mu\nu} \hat{F}^{\mu\nu} = -\text{dim}_H |0\rangle \langle 0| \otimes \hat{P}_k = -k. \tag{2.25} \]

Therefore the existence of the non-trivial projection \( \hat{P}_k \) is crucial in generating localized solitons and the dimension of the projection corresponds to the instanton number.

The interpretation of the moduli parameter \( \alpha^{(m)}_i \) is clear in commutative description. The exact Seiberg-Witten map [13] of the solution (2.21) is obtained in [14] and the D0-brane density is

\[ J_{D0}(x) = \frac{2}{\theta^2} + \sum_{m=0}^{k-1} \delta(x_1 - \lambda_1^{(m)}) \delta(x_2 - \lambda_2^{(m)}) \delta(x_3 - \lambda_3^{(m)}) \delta(x_4 - \lambda_4^{(m)}), \tag{2.26} \]

where the real parameters \( \lambda_i^{(m)} \) are the real or the imaginary part of \( \alpha_i^{(m)} \), that is, \( \alpha_1^{(m)} = \lambda_1^{(m)} + i\lambda_2^{(m)}, \quad \alpha_2^{(m)} = \lambda_3^{(m)} + i\lambda_4^{(m)} \). The first term and the second term of the right hand
side in (2.26) show the uniform distribution of the D0-branes on D4-brane and localized k-D0-brane charge respectively, which represents just the k-localized instantons. The moduli parameter $\alpha_i^{(m)}$ or $\lambda_\mu^{(m)}$ are clearly interpreted as the positions of the localized instantons.

### 2.3 BPS Fluxons

BPS fluxons are obtained by applying “solution generating technique” to the BPS equation of (3+1)-dimensional noncommutative gauge theory with the coordinates $(x^0, x^i)$, $i = 1, 2, 3$ whose noncommutativity is $\theta^{12} = \theta > 0$.

(3+1)-dimensional noncommutative gauge theory is defined by the Yang-Mills-Higgs action:

$$I_{YMH} = -\frac{1}{4g^2_{YM}} \int d^4x \text{Tr} \left( \hat{F}_{\mu\nu} \hat{F}^{\mu\nu} + 2[\hat{D}_\mu, \hat{\Phi}][\hat{D}_\mu, \hat{\Phi}] \right),$$

(2.27)

where $\hat{\Phi}$ is an adjoint Higgs field and $\int dx_1 dx_2$ denotes $\text{Tr}_H$. The anti-self-dual BPS equations are obtained as subsection 2.2:

$$\begin{align*}
\hat{B}_3 &= [\hat{D}_3, \hat{D}_z] + \frac{1}{\theta} = -[\hat{D}_3, \hat{\Phi}], \\
\hat{B}_z &= [\hat{D}_3, \hat{D}_z] = -[\hat{D}_z, \hat{\Phi}],
\end{align*}$$

(2.28)

where $\hat{B}_i$ are magnetic fields. This equation is often called Bogomol’nyi equation [13]. The fields with rotational symmetry on $x_1$-$x_2$ plane are denoted by the occupation number basis as

$$\begin{align*}
\hat{\Phi} &= \sum_{n=0}^{\infty} \Phi^{(n)}(x_3)|n\rangle\langle n|, \\
\hat{A} &= \sum_{n=0}^{\infty} A^{(n)}(x_3)|n\rangle\langle n|.
\end{align*}$$

(2.29)

Because of the constant term in the left hand side of the first equation of (2.28), “solution generating technique” (2.13) cannot work. The modified “solution generating technique” which leaves the BPS equation (2.28) as it is is found in [27], [28]:

$$\begin{align*}
\hat{\Phi} &\to \hat{U}_k \hat{\Phi} \hat{U}_k - \frac{x_3}{\theta} \hat{P}_k + \sum_{m=0}^{k-1} \lambda^{(m)}_\Phi |m\rangle\langle m|, \\
\hat{D}_3 &\to \partial_3 + \hat{U}_k \hat{A}_3 \hat{U}_k - i \sum_{m=0}^{k-1} \frac{\lambda^{(m)}_3}{\theta} |m\rangle\langle m|, \\
\hat{D}_z &\to \hat{U}_k \hat{D}_z \hat{U}_k - \sum_{m=0}^{k-1} \frac{\lambda^{(m)}_z}{2\theta} |m\rangle\langle m|,
\end{align*}$$

(2.30)
where \( \hat{U}_k \) and \( \hat{P}_k \) are the same as (2.12) and (2.14) respectively. The important modification is to add the linear term of \( x_3 \) to the transformation of the Higgs field \( \hat{\Phi} \). The localized soliton solutions in this theory are generated from the vacuum solution by the transformation (2.30)

\[
\hat{\Phi} = -k^{-1} \sum_{m=0}^{k-1} \left( \frac{x_3}{\theta} - \lambda_{\Phi}^{(m)} \right) |m\rangle \langle m|,
\]

\[
\hat{D}_z = \hat{U}_k^\dagger \hat{\partial}_z \hat{U}_k - \sum_{m=0}^{k-1} \frac{\alpha_z^{(m)}}{2\theta} |m\rangle \langle m|,
\]

\[
\hat{A}_3 = -i \sum_{m=0}^{k-1} \frac{\lambda_{A_3}^{(m)}}{\theta} |m\rangle \langle m|,
\]

\[
\hat{B}_3 = 1/\theta \hat{P}_k, \quad \hat{B}_1 = \hat{B}_2 = 0,
\]

which is called the BPS fluxon \[11\], \[12\] because this is similar to a flux-tube rather than a monopole.

The D1-brane density in the commutative side is obtained by Seiberg-Witten map in \[44\]:

\[
J_{D1}(x) = \frac{1}{\theta} \delta(\Phi) + \sum_{m=0}^{k-1} \delta(x_1 - \lambda_{1}^{(m)}) \delta(x_2 - \lambda_{2}^{(m)}) \delta(\Phi + (x_3 - \lambda_{3}^{(m)})/\theta).
\]

Hence the parameter \( \lambda_{i}^{(m)} \) shows the positions of BPS fluxon and here we use the relation \( \lambda_{\Phi} = \lambda_3/\theta \) (cf. figure \[4\]). We can take \( \lambda_{4}^{(m)} = 0 \) because \( \lambda_{4}^{(m)} \) doesn’t appear in (2.32) and has no physical meaning.

3 ADHM/Nahm Construction of Localized Solitons

In this section, we first review ADHM construction of commutative instantons and then apply it to localized instantons, localized periodic instantons (=localized calorons), localized doubly-periodic instantons and BPS fluxons. The procedure of the constructions are the same as the commutative case and gives rise to various exact BPS solitons straightforwardly. The shift operators and moduli terms naturally appear in ADHM construction of localized instantons, and the linear term of \( x_3 \) in (2.30) is necessarily obtained in Nahm construction of BPS fluxons. The localized calorons and the localized doubly-periodic instantons are new solitons.
3.1 A Review of ADHM Construction of Instantons and Calorons

In this subsection, we discuss ADHM construction of commutative instantons. First let’s introduce the Euclidean 4-dimensional Pauli matrices:

\[ e_\mu := (-i\sigma_i, 1), \quad e_\mu^\dagger = (i\sigma_i, 1), \]

(3.1)

which correspond to the basis of the quaternion as algebra: \( e_i e_j = -\delta_{ij} + \epsilon_{ijk} e_k \) and also satisfy the following relations:

\[
\begin{align*}
  e_\mu e_\nu^\dagger &= \delta_{\mu\nu} + i\eta_{\mu\nu}^{(+)} \otimes \sigma_i, \\
  e_\mu^\dagger e_\nu &= \delta_{\mu\nu} + i\eta_{\mu\nu}^{(-)} \otimes \sigma_i.
\end{align*}
\]

(3.2)

Here \( \eta_{\mu\nu}^{(\pm)} \) are called ’t Hooft symbol and concretely represented as

\[
\eta_{\mu\nu}^{(\pm)} = \epsilon_{i\mu\nu}^4 \pm \delta_{i\mu} \delta_{i\nu} \mp \delta_{i\nu} \delta_{i\mu}.
\]

(3.3)

These symbols are anti-symmetric and (anti-)self-dual. Next we define “0-dimensional Dirac operator” which is \((N + 2k) \times 2k\) matrix as

\[
\nabla := \begin{pmatrix} S & J^\dagger \\
(x^\mu - T^\mu) \otimes e^\mu & -i(z_2 - B_2) & -i(z_1 - B_1^\dagger) \\
-i(z_1 - B_1) & i(z_2 - B_2^\dagger)
\end{pmatrix},
\]

(3.4)

where \( S \) and \( T_\mu \) are \( N \times 2k \) and \( k \times k \) matrices respectively and \( T_\mu \) are Hermitian: \( T^\mu_\mu = T_\mu \). \( I \) and \( J \) are \( k \times N \) and \( N \times k \) matrices respectively and \( B_1 := T_1 + iT_2, \ B_2 := T_3 + iT_4 \).

The matrices satisfy the following relations which is equivalent to that \( \nabla^\dagger \nabla \) commute with Pauli matrices \( \sigma_i \):

\[
\begin{align*}
  [B_1, B_1^\dagger] + [B_2, B_2^\dagger] + II^\dagger - J^\dagger J \ (\equiv -[z_1, \bar{z}_1] - [z_2, \bar{z}_2]) &= 0, \\
  [B_1, B_2] + IJ &= 0,
\end{align*}
\]

(3.5)

which are called ADHM equations. Moreover we have to put another condition on the matrices that \( \nabla^\dagger \nabla \) is invertible, which is in fact necessary in ADHM construction.

ADHM construction consists of the following three steps. The first step is to solve the ADHM equations. Next step is to solve the following “0-dimensional Dirac equation” in the background of the solution of ADHM eq. (3.5):

\[
\nabla^\dagger V = 0,
\]

(3.6)
where $V$ is $(N + 2k) \times N$ matrices and satisfies the normalization condition:

$$V^\dagger V = 1,$$

(3.7)

and completeness condition:

$$VV^\dagger = 1 - \nabla (\nabla^\dagger \nabla)^{-1} \nabla^\dagger.$$  

(3.8)

which comes from the assumption that $\nabla^\dagger \nabla$ is invertible. It is convenient to introduce the following decomposed matrices of $V$:

$$V = \begin{pmatrix} u \\ v \end{pmatrix} = \begin{pmatrix} u \\ v_1 \\ v_2 \end{pmatrix},$$

(3.9)

where $u, v$ and $v_{1,2}$ are $N \times N$, $2k \times N$ and $k \times N$ matrices respectively. We note that $u$ and $v$ behave $O(1)$ and $O(r^{-1})$ at $r = |x| \to \infty$ respectively [48]. The final step is to construct the (anti-)self-dual gauge fields using the solution $V$ of the “0-dimensional Dirac equation” (3.6) as follows:

$$A_\mu = V^\dagger \partial_\mu V = u^\dagger \partial_\mu u + v^\dagger \partial_\mu v.$$  

(3.10)

The field strength is calculated from the gauge fields:

$$F = dA + A \wedge A = dV^\dagger \wedge dV + V^\dagger dV \wedge V^\dagger dV = dV^\dagger \wedge dV - dV^\dagger V \wedge V^\dagger dV = dV^\dagger (1 - VV^\dagger) \wedge dV = dV^\dagger (\nabla^\dagger \nabla)^{-1} \nabla^\dagger \wedge dV = V^\dagger (d\nabla) (\nabla^\dagger \nabla)^{-1} \wedge (d\nabla^\dagger) V = v^\dagger \epsilon_\mu dx^\mu (\nabla^\dagger \nabla)^{-1} \wedge \epsilon^\nu_\nu dx^\nu v = iv^\dagger (\nabla^\dagger \nabla)^{-1} \eta^\dagger(-) v dx^\mu \wedge dx^\nu.$$  

(3.11)

$$F_{\mu\nu} = 2iv^\dagger (\nabla^\dagger \nabla)^{-1} \eta^\dagger(-) v.$$  

(3.12)

Hence anti-self-dual gauge fields have been constructed. In the last line of the equation (3.11), we use the condition that $\nabla^\dagger \nabla$ should commute with Pauli matrices.

Let’s construct $G = SU(2) \ 't \ Hooft \ k \ instantons$

$G = SU(2) \ 't \ Hooft \ k \ instantons$

Let’s construct $G = SU(2) \ 't \ Hooft \ k$-instanton solution following the steps in ADHM construction. The solution of ADHM equation (3.3) is simply given for this instanton as

$\text{This condition on noncommutative space is discussed in [46], [47]}$
follows:

\[
S = \left( \begin{array}{cccc}
\rho_1 & 0 & \cdots & \rho_k & 0 \\
0 & \rho_1 & \cdots & 0 & \rho_k \\
\end{array} \right),
\]

\[
T_\mu = \text{diag} \sum_{m=0}^{k-1} (\lambda^{(m)}_\mu),
\]

(3.13)

where the symbol “diag” denotes diagonal sum and \(\lambda^{(m)}_\mu\) and \(\rho_m\) are real numbers. “0-dimensional Dirac equation” (3.6) is also simply solved:

\[
V = \frac{1}{\sqrt{N}} \left( -((x^\mu - T^\mu) \otimes e^\mu_\mu)^{-1} S^\dagger \right),
\]

(3.14)

where the normalization factor \(N\) is determined by normalization condition (3.7) as

\[
N = 1 + \sum_{m=0}^{k-1} \frac{\rho_m^2}{|x - \lambda^{(m)}|^2},
\]

(3.15)

and

\[
((x^\mu - T^\mu) \otimes e^\mu_\mu)^{-1} = \text{diag} \sum_{m=0}^{k-1} \frac{(x^\mu - \lambda^{(m)}_\mu)}{|x - \lambda^{(m)}|^2} \otimes e^\mu_\mu.
\]

(3.16)

\(\hat{u}\) and \(\hat{v}\) are actually \(O(1)\) and \(O(r^{-1})\) respectively. The gauge fields are given by

\[
A_\mu = V^\dagger \partial_\mu V = -\frac{i}{N} \sum_{m=0}^{k-1} \frac{\rho_m^2 \eta^{(+)}(x^\nu - \lambda^{(m)}_\nu)}{|x - \lambda^{(m)}|^4} = -\frac{i}{2} \eta^{(+)} \partial^\nu \log N.
\]

(3.17)

This solution is called ’t Hooft-instanton solution and singular at \(x = \lambda^{(m)}\), which results from that a singular gauge is taken.

\(G = SU(2)\) 1 caloron

The solution (3.17) can be generalized to periodic-instanton solution. We can take the instanton number \(k = \infty\) and all the size of the instantons \(\rho_m = \rho\) and put them periodically along the \(x_4\) axis where the period is \(\beta\). This soliton is called the caloron \[31\] and then \(N\) becomes

\[
N = 1 + \sum_{m=-\infty}^{\infty} \frac{\rho^2}{|x - m \beta x_4|^2} = 1 + \frac{\rho^2}{\beta |\vec{x}|} \frac{\sinh \left( \frac{2\pi}{\beta} |\vec{x}| \right)}{\cosh \left( \frac{2\pi}{\beta} |\vec{x}| \right) - \cos \left( \frac{2\pi}{\beta} x_4 \right)},
\]

(3.18)

where \(\vec{x} = (x_1, x_2, x_3)\).
The caloron solution coincides with PS-monopole solution \[38\] up to gauge transformation with $\beta \to 0$. PS-monopole solution is given by

$$
\Phi = -\frac{x^i \sigma_i}{|\vec{x}|^2} \left( \frac{a|\vec{x}|}{\tanh a|\vec{x}|} - 1 \right), \\
A_i = \frac{\epsilon_{ijk} x^j}{|\vec{x}|^2} \left( \frac{a|\vec{x}|}{\sinh a|\vec{x}|} - 1 \right),
$$

where the real constant $a$ represents the vacuum expectation value of the Higgs field, which appears in the gauge transformation. This is reinterpreted clearly from D-brane picture in \[34\]. (cf. figure 4.) We will discuss the similar discussion about localized caloron solution in section 4.

### 3.2 ADHM Construction of Localized Instantons and Calorons

Now let’s generalize the above discussion to noncommutative case. The difference to commutative case is that the coordinates are operators which act on the Fock space. ADHM equation is deformed by the noncommutativity of the spatial coordinates as follows:

$$
[B_1, B_1^\dagger] + [B_2, B_2^\dagger] + II^\dagger - J^\dagger J = -2(\theta_1 + \theta_2), \\
[B_1, B_2] + IJ = 0.
$$

We note that the constant term in the right hand side of the first equation disappears only when the noncommutative parameter is anti-self-dual, that is, $\theta_1 + \theta_2 = 0$, which is necessary for the existence of the localized instantons.

The steps to give rise to instantons are the same as the commutative case.

**localized $U(1)$ $k$ instantons**

Now let’s find localized $U(1)$ instanton solutions using ADHM construction, which is considered as the noncommutative version of the ’t Hooft instanton solution in the $\rho^{(m)} \to 0$ limit.

ADHM equations (3.20) are simply solved and the solution of them for localized instantons is

$$
I = J = 0, \quad B_1 = \text{diag}_{m=0}^{k-1}(\alpha_1^{(m)}), \quad B_2 = \text{diag}_{m=0}^{k-1}(\alpha_2^{(m)}),
$$

where $\alpha_i^{(m)}$ should show the position of the $m$-th instanton because $B_{1,2}$ is the scalar field on D0-branes. $I$ and $J$ contain the information of the size of instantons and hence
\( I = J = 0 \) characterize the localized instantons because localized instantons have no moduli parameter of the size and singular on commutative side as (2.26).

Next we solve “0-dimensional Dirac equation” in the background of the solutions (3.21) of the ADHM equation. This is also simple. Observing the right hand side of the complete condition (3.8), we get \( \hat{v}_1^{(m)} = |\alpha_1^{(m)}, \alpha_2^{(m)}\rangle \langle p_1^{(m)}, p_2^{(m)}| \) and \( \hat{v}_2 = 0 \), where \( |p_1^{(m)}, p_2^{(m)}| \) is the normalized orthogonal state in \( \mathcal{H}_1 \otimes \mathcal{H}_2 \):

\[
\langle p_1^{(m)}, p_2^{(m)}| p_1^{(n)}, p_2^{(n)} \rangle = \delta_{mn}, \tag{3.22}
\]

and \( |\alpha_1^{(m)}, \alpha_2^{(m)}\rangle \) is the normalized coherent state and satisfies

\[
\hat{z}_1 |\alpha_1^{(m)}, \alpha_2^{(m)}\rangle = |\alpha_1^{(m)}, \alpha_2^{(m)}\rangle, \\
\hat{z}_2 |\alpha_2^{(m)}, \alpha_2^{(m)}\rangle = |\alpha_2^{(m)}, \alpha_2^{(m)}\rangle, \\
\langle \alpha_1^{(m)}, \alpha_2^{(m)}| \alpha_1^{(m)}, \alpha_2^{(m)}\rangle = 1. \tag{3.23}
\]

The eigen values \( \alpha_1^{(m)} \) and \( \alpha_2^{(m)} \) of \( \hat{z}_1 \) and \( \hat{z}_2 \) are decided to be just the same as the \( m \)-th diagonal components of the solution \( B_1, B_2 \) in (3.21). Though \( \hat{u} \) is undetermined, \( \hat{V} \) already satisfies \( \nabla^\dagger \hat{V} = 0 \), which comes from that in the case that the self-duality of gauge fields and noncommutative parameter are the same, the coordinates in each column of \( \nabla^\dagger \) play the same role in the sense that they are annihilation operators or creation operators.

The last condition is the normalization condition (3.7) and determines \( \hat{u} = \hat{U}_k \) where \( \hat{U}_k \hat{U}_k^\dagger = 1, \hat{U}_k^\dagger \hat{U}_k = 1 - \hat{P}_k = 1 - \sum_{m=0}^{k-1} |p_1^{(m)}, p_2^{(m)}\rangle \langle p_1^{(m)}, p_2^{(m)}| \). This is just the shift operator and naturally appears in this way. The shift operator and \( \hat{u} \) have the same behavior at \( |x| \to \infty \) and this is consistent.

Gathering the results, the solution of (3.9) is

\[
\hat{V} = \begin{pmatrix}
\hat{u} \\
\hat{v}_1^{(m)} \\
\hat{v}_2^{(m)}
\end{pmatrix} = \begin{pmatrix}
\hat{U}_k \\
|\alpha_1^{(m)}, \alpha_2^{(m)}\rangle \langle p_1^{(m)}, p_2^{(m)}| \\
0
\end{pmatrix}, \tag{3.24}
\]

where \( \hat{v}_i^{(m)} \) is the \( m \)-th low of \( \hat{v}_i \). This is the general form of the solution of “0-dimensional Dirac equation” and gives rise to localized instanton solution:

\[
\hat{A}_{zi} = \hat{V}^\dagger [\hat{\partial}_{zi}, \hat{V}] = \hat{u}^\dagger \hat{\partial}_{zi} \hat{u} + \hat{\partial}_{zi} \hat{u} - \hat{\partial}_{zi} \tag{3.25}
\]

\[
= \hat{U}_k^\dagger \hat{\partial}_{zi} \hat{U}_k - \sum_{m=0}^{k-1} \frac{|\alpha_1^{(m)}\rangle \langle \alpha_1^{(m)}|}{2\theta^i} |p_1^{(m)}, p_2^{(m)}\rangle \langle p_1^{(m)}, p_2^{(m)}| - \hat{\partial}_{zi}. 
\]
If $|p_1^{(m)}, p_2^{(m)}⟩ = |0, m⟩$ and $\hat{U}_k$ is the same as (2.22), then the gauge fields is the same as (2.21).

The solution $\hat{V}$ of “0-dimensional Dirac equation” also contains all informations of the instantons. The instanton number $k$ is represented by the dimension of the projected states$|p_1^{(m)}, p_2^{(m)}⟩$ which appears in the relations of the shift operator $\hat{u} = \hat{U}_k$ or the bra part of $\hat{V}_1^{(m)}$. The information of the position of $k$ localized solitons is shown in the coherent state $|α_i^{(m)}⟩$ in the ket part of $\hat{V}_1^{(m)}$.

**localized $U(1)$ 1 caloron**

Now let’s construct a localized caloron solution as commutative caloron solution in subsection 3.1, that is, we take the instanton number $k \to \infty$ and put infinite number of localized instantons in the $x_4$ direction at regular intervals. We have to find an appropriate shift operator so that it gives rise to an infinite-dimensional projection operator and put the moduli parameter $λ_4$ periodic.

The solution is found as:

$$
\hat{A}_{z_1} = \hat{U}^\dagger_{k,∞} \hat{\partial}_{z_1} \hat{U}_{k,∞} - \hat{\partial}_{z_1} - \sum_{m=0}^{k-1} \frac{α^{(m)}_1}{2θ} |m⟩⟨m| \otimes 1_{\mathcal{H}_2},
$$

$$
\hat{A}_{z_2} = \hat{U}^\dagger_{k,∞} \hat{\partial}_{z_2} \hat{U}_{k,∞} - \hat{\partial}_{z_2} + \sum_{m=0}^{k-1} \sum_{n=-∞}^{∞} \frac{α^{(m)}_2 - i n β}{2θ} |m⟩⟨m| \otimes |n⟩⟨n|, \quad (3.26)
$$

where the shift operator is defined as

$$
\hat{U}_{k,∞} = \sum_{n_1=0}^{∞} |n_1⟩⟨n_1+k| \otimes 1_{\mathcal{H}_2}. \quad (3.27)
$$

The field strength is calculated as

$$
\hat{F}_{12} = -\hat{F}_{34} = i \frac{1}{θ} \hat{P}_k \otimes 1_{\mathcal{H}_2}, \quad (3.28)
$$

which is trivially periodic in the $x_4$ direction. It seems to be strange that this contains no information of the period $β$. Hence one may wonder if this solution is the charge-one caloron solution on $\mathbb{R}^3 × S^1$ whose perimeter is $β$. Moreover one may doubt if this suggests that this soliton represents D2-brane not infinite number of D0-branes.

The apparent paradox is solved by mapping this solution to commutative side by exact Seiberg-Witten map. The commutative description of D0-brane density is as follows

$$
J_{D0}(x) = \frac{2}{θ^2} + \sum_{m=0}^{k-1} \sum_{n=-∞}^{∞} δ(x_1 - λ_1^{(m)})δ(x_2 - λ_2^{(m)})δ(x_3 - λ_3^{(m)})δ(x_4 - λ_4^{(m)} - nβ). \quad (3.29)
$$
The information of the period has appeared and the solution (3.26) is shown to be an appropriate charge-one caloron solution with the period $\beta$. The above paradox is due to the fact that in noncommutative gauge theories, there is no local observable and the period becomes obscure. And as is pointed out in [44], the D2-brane density is exactly zero. Hence the paradox has been solved clearly.

This soliton can be interpreted as a localized instanton on noncommutative $\mathbb{R}^3 \times S^1$.

**localized $U(1)$ 1 doubly-periodic instantons**

In similar way, we can construct doubly-periodic (in the $x_3$ and $x_4$ directions) instanton solution:

\[
\hat{A}_{z_1} = \hat{U}_{k \times \infty} \hat{\theta}_{z_1} \hat{U}_{k \times \infty} - \hat{\theta}_{z_1} - \sum_{m=0}^{k-1} \frac{\alpha_{1}^{(m)}}{2\theta} |m\rangle \langle m| \otimes 1_{\mathcal{H}_2},
\]

\[
\hat{A}_{z_2} = \hat{U}_{k \times \infty} \hat{\theta}_{z_2} \hat{U}_{k \times \infty} - \hat{\theta}_{z_2} + \sum_{m=0}^{k-1} \sum_{n_1, n_2 = -\infty}^{\infty} \frac{\bar{\alpha}_{2}^{(m)} + \beta_1 n_1 - i\beta_2 n_2}{2\theta} |m\rangle \langle m| \otimes |\bar{\alpha}^{(l_1, l_2)}_{n_1 n_2}\rangle \langle \bar{\alpha}^{(l_1, l_2)}_{n_1 n_2}|, \quad (3.30)
\]

where the system $\{|\bar{\alpha}^{(l_1, l_2)}_{n_1, n_2}\rangle\}_{n_1, n_2 \in \mathbb{Z}}$ is von Neumann lattice [50] and an orthonormal and complete set [51], [52]. Von Neumann lattice is the complete subsystem of the set of the coherent states which is over-complete, and generated by $e^{l_1 \hat{\partial}_1}$ and $e^{l_2 \hat{\partial}_2}$, where the periods of the lattice $l_1, l_2 \in \mathbb{R}$ satisfies $l_1 l_2 = 2\pi \theta$. (See also [53], [54].) This complete system has two kind of labels and suitable to doubly-periodic instanton. Of course, another complete system can be available if one label the system appropriately.

The field strength in the noncommutative side is the same as (3.28) and the commutative description of D0-brane density becomes

\[
J_{D0}(x) = \frac{2}{\theta^2} + \sum_{m=0}^{k-1} \sum_{n_1, n_2 = -\infty}^{\infty} \delta(x_1 - \lambda_1^{(m)}) \delta(x_2 - \lambda_2^{(m)}) \times \delta(x_3 - \lambda_3^{(m)} - n_1 \beta_1) \delta(x_4 - \lambda_4^{(m)} - n_2 \beta_2), \quad (3.31)
\]

which guarantees that this is an appropriate charge-one doubly-periodic instanton solution with the period $\beta_1, \beta_2$.

This soliton can be interpreted as a localized instanton on noncommutative $\mathbb{R}^2 \times T^2$.

The exact known solitons on noncommutative torus are very refined or abstract as is found without Seiberg-Witten map, we can discuss the physical meaning of the moduli parameter $\lambda_\mu$ on noncommutative side, for example, see [44], [30], [49].

To make this system complete, the sum over the labels $(n_1, n_2)$ of von Neumann lattice is taken removing some one pair. We apply this summation rule to the doubly-periodic instanton solution (3.30).
in [51], [55], [56], [57]. It is therefore notable that our simple solution (3.30) is indeed doubly-periodic. The point is that we treat noncommutative $\mathbb{R}^4$ not noncommutative torus and apply “solution generating technique” to $\mathcal{H}_1$ side only.

localized $U(N) k$ instantons

There is an obvious generalization of the construction of $U(N)$ localized instanton as follows. In the solution of ADHM equations, $I, J$ can be still zero and $B_{1,2}$ are the same as that of $N = 1$ case. The solution of “0-dimensional Dirac equation” (3.30) is given by

$$\hat{V} = \begin{pmatrix} \hat{u} \\ \hat{v}_1^{(m,a)} \\ \hat{v}_2^{(m,a)} \end{pmatrix} = \begin{pmatrix} \hat{U}_k \\ |\alpha_1^{(m_a)}, \alpha_2^{(m_a)}\rangle \langle p_1^{(m_a)}, p_2^{(m_a)}| \\ 0 \end{pmatrix},$$

(3.32)

where $m_a$ runs over some elements in $\{0, 1, \ldots, k - 1\}$ whose number is $k_a$ and all $m_a$ are different. (Hence $\sum_{a=1}^N k_a = k.$) The $N \times N$ matrix $\hat{U}_k$ is a partial isometry and satisfies

$$\hat{U}_k\hat{U}_k^\dagger = 1, \quad \hat{U}_k^\dagger\hat{U}_k = 1 - \hat{P}_k,$$

(3.33)

where the projection $\hat{P}_k$ is the following diagonal sum:

$$\hat{P}_k := \text{diag}_{a=1}^N \left( \text{diag}_{m_a} |p_1^{(m_a)}, p_2^{(m_a)}\rangle \langle p_1^{(m_a)}, p_2^{(m_a)}| \right).$$

(3.34)

$|\alpha_i^{(m_a)}\rangle$ is the normalized coherent state (3.23).

Next in the case of $|p_1^{(m_a)}, p_2^{(m_a)}\rangle = |0, m_a\rangle$, then the shift operator is, for example, chosen as the following diagonal sum:

$$\hat{U}_k = \text{diag}_{a=1}^N \left( \sum_{n_1=1, n_2=0}^{\infty} |n_1, n_2\rangle \langle n_1, n_2| + \sum_{n_2=0}^{\infty} |0, n_2\rangle \langle 0, n_2 + k_a| \right).$$

(3.35)

$|\alpha_1^{(m_a)}, \alpha_2^{(m_a)}\rangle$ is the normalized coherent state and defined similarly as (3.23). We can construct another non-trivial example of a shift operator in $U(N)$ gauge theories by using noncommutative ABS construction [58]. The localized instanton solution in [16] is one of these generalized solutions for $N = 2$.

We can construct $U(N)$ localized calorons and $U(N)$ localized doubly-periodic instantons in the same way.

3.3 Nahm Construction of BPS Fluxons

In this subsection, we discuss the Nahm construction of $k$-BPS fluxon solutions. The procedure is all the same as localized instantons.
In order to construct fluxon solution, we have to introduce “1-dimensional Dirac operator”:

\[
\hat{\nabla} := \begin{pmatrix}
J & I^\dagger \\
\frac{i}{d\xi} - i(x_3 - T_3) & -i(\hat{z}_1 - T_z^\dagger) \\
-i(\hat{z}_1 - T_z) & \frac{i}{d\xi} + i(x_3 - T_3)
\end{pmatrix},
\]

(3.36)

where \(I, J\) and \(T_\mu(\xi)\) are \(k \times N, N \times k\) and \(k \times k\) matrices respectively and \(T_\mu^\dagger = T_\mu, T_z := T_1 + iT_2\). We have taken the gauge \(T_4 = 0\).

Now we introduce a formal product and an inner product of \(N + 2k\) vectors \(\vec{V}(\xi)\) and \(\vec{V}'(\xi)\) as follows respectively

\[
\vec{V} \cdot \vec{V}' := \sum_{a=1}^{N} u_a^\dagger u'_a \delta(\xi - \xi_a) + \vec{v}^\dagger \vec{v}',
\]

(3.37)

\[
\langle \vec{V}, \vec{V}' \rangle := \int_{a_-}^{a_+} d\xi \, \vec{V} \cdot \vec{V}' = \sum_{a=1}^{N} u_a^\dagger u'_a + \int_{a_-}^{a_+} d\xi \, \vec{v}^\dagger \vec{v}',
\]

(3.38)

where \(\vec{u}\) and \(\vec{v}\) are the \(N\) vector in the upper side of \(\vec{V}\) and the \(2k\) vector in the lower side of \(\vec{V}\) respectively and \(u_a\) is the \(a\)-th low of \(\vec{u}\). The components of \(\vec{V}\) may contain differential operators. The interval of integration in the inner product depends on the kind of the monopoles and is determined by the region where the D1-brane spans in the transverse direction against the D3-branes (cf. figure 1). The elements in the “1-dimensional Dirac operator” (3.36) satisfy the following relation which is equivalent to that \(\hat{\nabla} \cdot \hat{\nabla}\) commutes with Pauli matrices \(\sigma_i\):

\[
[T_z, T_z^\dagger] + \left[\frac{d}{d\xi} + T_3, \frac{d}{d\xi} + T_3\right] + \sum_{a=1}^{N} (I_a J_a^\dagger - J_a^\dagger I_a) \delta(\xi - \xi_a) = -2\theta,
\]

\[
[T_z, \frac{d}{d\xi} + T_3] + \sum_{a=1}^{N} I_a J_a \delta(\xi - \xi_a) = 0.
\]

(3.39)

This is known as Nahm equation \(^9\). As in the case of instantons, the constant term appears in the right hand side of the first equation because of the noncommutative parameters of the spatial coordinates.

If we define \(\tilde{T}_i := T_i + \theta \delta_{i3} \xi\), the equation (3.39) becomes

\[
[\tilde{T}_z, \tilde{T}_z^\dagger] + \left[\frac{d}{d\xi} + \tilde{T}_3, \frac{d}{d\xi} + \tilde{T}_3\right] + \sum_{a=1}^{N} (I_a J_a^\dagger - J_a^\dagger I_a) \delta(\xi - \xi_a) = 0,
\]

\(^9\) Usually Nahm equation is written in the following real representation: \(dT_i/d\xi + i\epsilon_{ijk} T_j T_k + \sum_{a=1}^{N} S_a^i S_a^j \delta(\xi - \xi_a) = -\theta \delta_{i3}\).
\[ [\hat{T}_z, \frac{d}{d\xi} + \hat{T}_3] + \sum_{a=1}^{N} I_a J_a \delta(\xi - \xi_a) = 0. \] (3.40)

This is the same as that on commutative space.

Nahm construction also have three steps as ADHM construction, that is, the first step is to solve the Nahm equation (3.39) and the next step is to solve the following "1-dimensional Dirac equation" in the background of the solution of Nahm equation with the normalization condition:

\[ \nabla \cdot \hat{V} = \sum_{a=1}^{N} \left( \frac{J_a^i}{I_a} \right) \hat{u}_a \delta(\xi - \xi_a) + \begin{pmatrix} \frac{i}{d\xi} + i(x_3 - T_3) & i(\hat{z}_1 - T_z^\dagger) \\ i(\hat{z}_1 - T_z) & \frac{i}{d\xi} - i(x_3 - T_3) \end{pmatrix} \begin{pmatrix} \hat{v}_1 \\ \hat{v}_2 \end{pmatrix} = 0, \] (3.41)

\[ \langle \hat{V}, \hat{V} \rangle = 1. \] (3.42)

The third step is to construct the anti-self-dual configuration of Higgs field \( \hat{\Phi} \) and gauge fields \( \hat{A}_i \) as follows:

\[ \hat{\Phi} = \langle \hat{V}, \xi \hat{V} \rangle, \quad \hat{A}_i = \langle \hat{V}, \partial_i \hat{V} \rangle. \] (3.43)

In the solution of the Higgs field, \( \xi \) appears in place of derivative, which suggests that the Higgs field would be the Fourier-transformed field of the gauge field \( \hat{A}_4 \).

Now let’s construct BPS \( k \)-fluxon solution. We put \( G = U(1) \) and the coordinate of the jumping point \( \xi_1 = 0 \) for simplicity. The situation is shown in figure 2.

Nahm equation (3.39) or (3.40) are simply solved similarly to ADHM equation:

\[ I = J = 0, \quad T_i(\xi) = \text{diag}^{k-1}_{m=0}(\lambda_i^{(m)} - \theta \delta_{i3} \xi). \] (3.44)

In fact \( I \) and \( J \) contain the information of the interval at the jumping points \( \xi = \xi_a \) and \( I = J = 0 \) shows that the interval \( D = 0 \) (see figure 2), which corresponds to BPS fluxons.

Next we have to solve the “1-dimensional Dirac equation” (3.41). We note that the interval of integration in the inner product \( \langle \cdot, \cdot \rangle \) is infinite: \(( -\infty, \infty)\) because the fluxon is described as the infinite D1-brane piercing D3-branes.

In the similar way of the instantons, the solution of Dirac equation (3.41) in the background of (3.44) can be found as follows:

\[ \hat{V} = \begin{pmatrix} \hat{u} \\ \hat{v}_1^{(m)} \\ \hat{v}_2^{(m)} \end{pmatrix} = \begin{pmatrix} f^{(m)}(\xi, x_3) |e_z^{(m)}\rangle \langle m| \\ 0 \end{pmatrix}, \] (3.45)
where $|\alpha_2^{(m)}\rangle$ is the same as $|\alpha_1^{(m)}\rangle$ in subsection 2.2 and the partial isometry $\hat{U}_k$ is the same as (2.12).

The function $f^{(m)}(\xi, x_3)$ is determined by the normalization condition (3.42) of $\hat{V}$ and "1-dimensional Dirac equation" (3.41) as

$$f^{(m)}(\xi, x_3) = \left(\frac{\pi}{\theta}\right)^\frac{1}{4} \exp \left[ -\frac{\theta}{2} \left( \xi + \frac{x_3 - \lambda_3^{(m)}}{\theta} \right)^2 \right].$$

(3.46)

Substituting (3.45) and (3.46) into (3.43), we have the anti-self-dual configuration:

$$\hat{A}_3 = \langle \hat{V}, \partial_3 \hat{V} \rangle = \int_{-\infty}^{\infty} d\xi \dot{v}^\dagger \left( -\frac{x_3 - \lambda_3^{(m)}}{\theta} - \xi \right) \dot{v} = \sum_{m=0}^{k-1} \left( -\frac{x_3 - \lambda_3^{(m)}}{\theta} - \Phi^{(m)} \right) |m\rangle\langle m|$$

(3.47)

This is just the BPS fluxon solution (2.31). The linear term of $x_3$ in the Higgs field (2.31) is naturally derived and the meaningless parameter $\lambda_4^{(m)}$ of course never appears.

### 4 Fourier Transformation of Localized Calorons

In this section, we discuss the Fourier transformation of the gauge fields of localized caloron and show that the transformed configuration exactly coincides with the BPS fluxon in the $\beta \to 0$ limit. This discussion is similar to that the commutative caloron exactly coincides with PS monopole in the $\beta \to 0$ limit up to gauge transformation as in the end of subsection 3.1.

The Fourier transformation can be defined as

$$\hat{1}_{H_2} \to 1, \quad \hat{x}_{3,4} \hat{1}_{H_2} \to x_{3,4},$$

$$\hat{A}_\mu \to \widetilde{A}_\mu^{[\ell]} = \lim_{\beta \to 0} \frac{1}{\beta} \int_{\frac{\beta}{2}}^{\frac{\beta}{2}} dx_4 \ e^{2\pi il\frac{x_4}{\beta}} \hat{A}_\mu.$$  

(4.1)

In the $\beta \to 0$ limit, only $l = 0$ mode survives and the Fourier transformation (4.1) becomes trivial. Then we rewrite these zero modes $\widetilde{A}_i^{[0]}$ and $i\widetilde{A}_4^{[0]}$ as $\hat{A}_i$ and $\Phi$ in $(3+1)$-dimensional
The Fourier transformation (4.1) also reproduces the anti-self-dual BPS fluxon rewriting $\theta_1, \theta_2$ and $\hat{z}_1$ as $\theta, -\theta$ and $z$ respectively. We note that the anti-self-dual condition of the noncommutative parameter $\theta_1 + \theta_2 = 0$ in the localized caloron would correspond to the anti-self-dual condition of the BPS fluxon. In the D-brane picture, the Fourier transformation (4.1) can be considered as the composite of T-duality in the $x_4$ direction and the space rotation in $x_3-\Phi$ plane [39], [40], [41]. (cf. figure 3)
5 Conclusion and Discussion

In this paper, we have discussed ADHM/Nahm construction of localized solitons in non-commutative gauge theories and discuss Fourier transformation of localized calorons. We have found the various localized solitons including new solitons: localized calorons and localized doubly-periodic instantons. The shift operators and the moduli terms naturally appear in ADHM construction. BPS fluxons are also obtained straightforwardly by the steps of Nahm construction without modifications or tricks. The Fourier-transformed localized calorons exactly coincide with BPS fluxons which is consistent with the T-dual picture of the corresponding D-brane system up to space rotation.

One of further studies is the Nahm construction of exact non-Abelian caloron solutions in noncommutative gauge theory and the study of T-duality of the gauge fields or more fundamentally the Dirac zero mode $\hat{V}$. T-duality is usually studied not for the fields on D-brane but for the metric or $B$-field. However T-duality of the gauge fields described by operator formalism is very important because the formalism is suitable to deal with algebraically and the study might be a key point of noncommutative ADHM or Nahm duality and noncommutative Nahm transformation on non-commutative 4-torus [59]. If we find some concrete representation of Nahm transformation, we must be able to reveal many aspects on it.

Another direction is the completion of noncommutative ADHM or Nahm duality. One-to-one correspondence between instanton/monopole solutions and ADHM/Nahm data up to gauge equivalence is rather trivial from the D-brane picture with background constant $B$-field. Nevertheless the study is worthwhile because the detailed D-brane interpretation of noncommutative ADHM/Nahm duality might be useful for finding higher dimensional ADHM/Nahm constructions which corresponds to D0-D6 system or D0-D8 system with appropriate background constant $B$-field [60], [61]. In these system, the existence of the $B$-field is important to make the systems BPS and hence noncommutative gauge theoretical description of them which is equivalent to the D-brane system might give rise to some hints toward exact solution in higher dimensional gauge theories.

What plays crucial role to generate noncommutative solitons is shift operators and projection operators. In this paper, we find appropriate operators in each situation and discuss where they appear in ADHM/Nahm construction. On noncommutative 4-torus, however, it is difficult to find such operators in terms of concrete representation of some

\[10\]For some discussions including these systems with background constant $B$-field, see [62].
basis in the Fock space and we seem to have to use Morita equivalence as in \cite{57}. The relation between the localized doubly-periodic instanton solution (3.30) in our notation and the solution in \cite{54}, \cite{55}, \cite{56}, \cite{57} is interesting.
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