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With increasing amount of data, the threat of malware keeps growing recently. The malicious actions embedded in nonexecutable documents especially (e.g., PDF files) can be more dangerous, because it is difficult to detect and most users are not aware of such type of malicious attacks. In this paper, we design a convolutional neural network to tackle the malware detection on the PDF files. We collect malicious and benign PDF files and manually label the byte sequences within the files. We intensively examine the structure of the input data and illustrate how we design the proposed network based on the characteristics of data. The proposed network is designed to interpret high-level patterns among collectable spatial clues, thereby predicting whether the given byte sequence has malicious actions or not. By experimental results, we demonstrate that the proposed network outperform several representative machine-learning models as well as other networks with different settings.

1. Introduction

Recently, as the file exchanges increase, intelligent attacks using documents with malicious code are increasing rapidly. Most Internet users are aware of the danger of files attached to mails or websites in forms of execution files. However, because people are not conscious at the documents, they become a good channel to deliver malware. Of the documented malware, PDF-based attack is one of the major attacks because of the flexibility of PDFs in contrast to other document formats. Most malicious PDF documents embed binary or JavaScript codes triggering specific vulnerabilities and perform malicious actions, as described in [1]. Various studies have been conducted to detect such malicious PDFs. The previous studies usually focused on feature extraction from the documents and applied the features to machine-learning models. Some of widely used features include the PDF structure information, entity property, metadata information, encoding method, content property, and lexicon-based features. Although such hand-crafted features have shown successful results, it requires much effort to design the features.

As the exponentially increasing amount of data, deep neural networks are drawing much attention in various fields such as image processing, natural language processing, sensor data processing, and speech recognition [2–6]. One of the main benefits of using the deep neural networks is that it is not necessary to define features because the networks automatically extract or compute features. In this work, we propose a novel approach using convolutional neural network (CNN) to tackle the malware detection. The contributions of this study can be summarized as follows: (1) we design a new CNN model well-suited to the malware detection on PDFs, (2) we demonstrate the performance of the proposed network by experiments using our manually labelled PDF dataset, and (3) we provide specific discussion about the experimental results.

The proposed approach does not require feature definition at all, but it is worth noting that it is still necessary to investigate or study the data structure in order to define better input data or design better network structures. As we target the PDFs in this work, we review the structure of the PDFs intensively and illustrate how we design the proposed network according to the characteristics of the input data (i.e., byte sequences). Although we conduct experiments only with the PDF documents, we expect that the proposed network is easily applicable to other formats (e.g., .rtf files).
In the following section, we review previous studies and the structure of PDF documents.

2. Background

2.1. Malware Detection on Stream Data. Malware is a program written to give an undesirable or harmful effect on a computer system. As the technology of malicious code generation by attackers becomes more intelligent, various researches have been conducted for detection and analysis of malicious codes. The malware can be divided into two categories: executables and nonexecutables. There have been many security programs to detect malicious actions in the form of portable executable files (e.g., Norton, Kaspersky). However, the nonexecutables (e.g., malicious actions in PDF documents) are easy to bypass some existing security programs and there is a high risk of false positives. Such document type malware is known to be more dangerous, as it is often considered as being insignificant by common users.

In order to detect the malicious documents, many studies focused on feature extraction based on the PDF structure analysis, where the features can be seen as a summary of the logical structure. In [7], a format-independent static analysis method, namely, a hierarchical document structure (hidost), was proposed. They adopted a structural multimap, where structural paths are represented by keys and the leaves are indicated by values. Several values of the multimap are reduced to a median value to constitute feature vectors that are used to train machine-learning algorithms. Cuan et al. [8] defined features using PDFiD Python script which verifies objects displayed in PDFs. As a simple trick called gradient-descent attack may bypass the proposed approach, they proposed two solutions: using a threshold for each feature and reducing the number of noncritical features. Smutz and Stavrou [9] extracted features from document metadata, such as the number of characters in titles and the size of images. Li et al. [10] developed a robust and secure feature extractor called FEPDF, which parses and extracts features from PDF documents. FEPDF consists of a matching method, detecting the PDF header, detecting all objects, detecting cross-reference, and detecting trailer. They emphasized that FEPDF can identify new malicious PDFs that have not been identified by existing feature extractors.

Note that these studies commonly require intensive feature engineering process, because it will almost determine the performance (i.e., accuracy) of the malware detection. In this paper, we designed a convolutional neural network to tackle the malware detection on nonexecutables. Although the proposed network allows getting results by just pushing the binary sequences into it without feature engineering, it is still important to investigate the structure of the target data. That is, the neural networks automatically capture features, but the features are obtained from input data which must be defined by an expert. Furthermore, understanding of the data structure helps to design better networks. In this paper, we target the PDF files because PDF-based attacks are known to be one of the major attacks recently. The following subsection provides detailed explanation about the structure of the PDFs.

2.2. Stream Data of PDF Files. The PDF document consists of header, body, cross-reference table, and trailer areas. The header contains document version information, and the body has objects that contain information about the actual document. The cross-reference table carries tables used to refer to objects. The trailer contains the root object and cross-reference table position information among the objects in the body region. The applications of PDFs (e.g., PDF reader) allow execution of JavaScript codes within the files, which means that any functions can be dynamically executed through JavaScript API.

The JavaScript code is contained in a stream, one of the PDF object types, where the object types include Boolean values, arrays, dictionaries, streams, and indirect objects. The stream is a collection of consecutive bytes of binary data that varies in length. The stream is normally supposed to contain large image files or page composition objects. A sample of stream object in a benign PDF file is shown in Figure 1. The object number is 141 and has 1,392 bytes. This stream can be decoded using FlateDecode filter, and the result is depicted in Figure 2. The function in this sample seems normal, but it is obvious that the users will be in danger if some malicious actions are contained in the stream.

In Figure 3, an example of a stream object obtained from a malicious PDF document is shown. The object number is 17 and its length is 1,279 bytes. The decoded beginning part of the malicious JavaScript code is shown in Figure 4, where it uses the ‘unescape’ function that decodes a string object encoded with ‘escape’ function. These two functions are intentionally employed to make the users confused, thereby making difficult to detect the malicious actions.

Figures 5 and 6 show another example of a malicious PDF stream object. The JavaScript code in Figure 6 calls the ‘replace’ function which uses regular expressions to replace certain characters with a desired string. As shown so far, the malicious JavaScript codes often appear obfuscated by encoding, and some functions (e.g., replace, unescape) trigger malicious actions.

There have been studies, of course, that focused on the JavaScript codes in the PDFs. Khitan et al. [12] defined features based on functions, constants, objects, methods, and keywords as well as lexical properties of JavaScript codes. Zhang [13] used features such as the number of objects, number of pages, and stream filtering information of JavaScript codes, together with the PDF structure information, entity characteristics, metadata information, and content statistics attributes. Liu et al. [1] proposed a context-aware approach based on the observation that the malicious JavaScript works differently from the normal JavaScript. This approach monitors suspicious activity based on JavaScript statements by putting the original code as an argument to ‘eval’ function and then opens the PDF document. The ‘eval’ function executes the delivered executable JavaScript code and returns a result. That is, it executes the code in a separated environment and finds suspicious codes running dropped malware.

In this study, we do not perform lexical analysis on JavaScript code or run PDF documents for dynamic analysis as in previous studies. We design a convolutional neural
network that takes a byte sequence of a stream as an input and predicts whether the input sequence contains malicious actions or not. In next subsection, we briefly review the previous studies adopting neural networks to tackle the malware detection task.

2.3. Neural Networks for Malware Detection. There have been few studies thus far in applying neural networks to malicious software (malware) detection. Most recent works among them have used features extracted through dynamic analysis, so the features are extracted under the binary run in a virtualized environment. Kolosnjaji et al. [14] proposed a combination of convolutions and long short-term memory (LSTM) [15] to classify malware types based on the features of the API call sequences. Huang and Strokes [16] defined a manual 114 high-level features out of API calls as well as original function calls to predict malware types. This approach is essentially composed of two models, malware detection and malware type classification. The authors argued that the shared parameters of the two models contribute to improving the overall performance. These studies of dynamic analysis are performed on a certain nonpublic emulation environments, which makes it difficult to reproduce the works.

The other line of malware detection is the static analysis, in which features are obtained from the files without running them. Raff et al. [17] applied neural networks to the malware identification problem using the features in forms of 300 raw bytes of the PE-header of each file. This work showed...
that the neural networks are capable of extracting underlying high-level interpretation from the raw bytes, which in turn makes it possible to develop malware detectors without hand-crafted features. Saxe and Berlin [18] utilized a histogram of byte entropy values from the entire files and defined a fixed length feature vector as the input of the neural networks. Le et al. [19] designed CNN-BiLSTM architecture, where the rational of taking bidirectional LSTM (BiLSTM) layer on top of CNN layer is that the BiLSTM layer may interpret sequential dependencies between different pieces generated by the CNN layer. They showed that the CNN layer is effective in representing local patterns of fixed length, and the BiLSTM has a potential to capture arbitrary sequential dependencies of executables. Raff et al. [20] derived a feature vector from the raw bytes and designed a shallow convolutional neural network with a gated convolutional layer, a global max-pooling layer, and a fully connected output layer. They insisted that their work is the first to define a feature vector from the entire binary, and it was hard to develop deeper networks due to the extraordinarily long byte strings (e.g., 1-2M length). Their biggest contribution is that the feature vector is obtained from the entire binary, so that it may grasp the global context of the entire binary. That is, the contents of a binary may have the high amount of positional variation or can be rearranged in arbitrary ordering, so they adopted the global-level feature vectors with a very large dimension. Although their network is designed to have ability to scale well with variable length of binary strings, it essentially will not be applicable to any longer binary strings (e.g., 3-4M length). All of these studies commonly utilized raw bytes of executables.

The proposed network in this paper is designed to take a byte sequence within the nonexecutables as an input and generates an output based on high-level patterns of collectable spatial clues, which implies that the proposed network is applicable to byte sequences with variable lengths. In the following section, we illustrate how we design the proposed network according to the characteristics of the input data (i.e., byte sequences).

### 3. Proposed Method

To detect malicious actions without heavy feature engineering, we designed a deep learning model against stream objects and discriminate the maliciousness in the object level. The stream objects have no size limitation, and a certain part of the stream exhibits malicious actions while the other part does not. Such high-level location invariance makes it difficult to detect the maliciousness of the object. Among deep learning models, convolutional neural networks (CNN) are known as successful in detecting locally contextual patterns. The CNN models have brought dramatic performance advance in the area of image processing [21, 22], and one of its benefits is that it works with smaller amount of data, compared to other deep learning models (e.g., recurrent neural networks, fully connected neural networks).

A graphical representation of our proposed network is depicted in Figure 7, where the network consists of an embedding layer, two convolutional layers, a pooling layer, a fully connected layer, and an output layer. Note that the figure just shows a structure of the network, and the dimensions of the layers and the number of channels must be much larger. The $E$ denotes the embedding size and $S$ means a sequence length. Rather than directly submitting the raw byte values into convolution (i.e., using a scaled version of a byte's value from 0 to 255), we adopt an embedding layer to map each byte to a $E \times S$ real-valued embedding matrix is computed during the training process, so that the matrix will help to grasp a wider breadth of input patterns.

The embedding layer makes it possible to represent meaning of each byte by incorporating all the byte sequences. As discussed in [20], the raw values of byte sequences do not simply represent intensity, and it will be better to find an alternative way to see the values. For example, a byte value 160 does not imply ‘better’ or ‘stronger’ intensity than 130, but the two values must convey different meaning. In the ‘word embedding’ concept in the natural language processing (NLP) field, similar words (e.g., ‘hi’ and ‘hello’) are close to each other in the embedding space, whereas opposite words are far from each other. Likewise, our embedding layer interprets the contextual meaning of byte values and represents them on the embedding space.

Several locally adjacent $E$-dimensional vectors generated from the embedding layer are then fed into the first convolutional layer followed by another convolutional layer. The first convolutional layer is designed to take a $C_1 \times E$ matrix which is supposed to carry spatial clues of malicious actions, in the hope that the collected clues will be enough for the entire network to make a wise decision. In the recent work [20], a convolutional neural network designed for analysing the entire sequence at once was proposed, but this network will not be applicable to longer sequences. In contrast, our network collects simple local clues and generates high-level representation, which means that the proposed network is available to all sequences with variable lengths. Each convolutional layer takes one or more adjacent vectors (or values) from its previous layer as an input and generates an output value by a summation of element-wise multiplication with a filter. This filter, also known as a kernel, is computed during the training process.

The two convolutional layers have $K_1$ and $K_2$ distinct channels (i.e., kernels), respectively, to find different spatial patterns. The convolutional layer slides or convolves from the top-left corner to the bottom-right corner with an arbitrary stride, thereby resulting matrix or vector will carry a compilation of spatial patterns throughout the input. Similar to many studies related to CNN [2, 23, 24], our network has consecutive convolutional layers because multiple stacked convolutional layers are known to have better (higher-level) representation than a single convolutional layer. We have two convolutional layers stacked along the network depth, where the first convolutional layer takes a $C_1 \times E$ matrix as an input, and the second convolutional layer takes a $C_2 \times 1$ vector as an input, respectively. The first layer is supposed to catch simple clues, which will be used for the second
layer to understand underlying higher-level patterns. For
example, the first layer may capture simple clues of JavaScript
statements (e.g., replace), while the second layer represents
textual information about their types or arguments.

One may argue that stacking more convolutional layers
might be better, because the deeper network is often known
to be capable of extracting more complicated patterns. This
might be true, but it should be noted that the deeper network
is not always better than the shallow networks. The length
of network must be considered carefully by investigating the
data; too complicated network will probably overfit, whereas
too simple network will underfit. By examination into the
sequence data, we conclude that the two convolutional layers
will be enough to capture the variety of the spatial patterns of
malicious actions. We also, of course, show that this structure
is indeed better than deeper networks through experiments.

The high-level representation obtained from the two
consecutive convolutional layers is submitted to the pooling
layer that helps to focus on some representative or primary
patterns. Among several types of pooling layer such as
average-pooling and L2-norm pooling, we adopt the max-
pooling layer as it is generally known to be effective in various
tasks. Similar to the convolutional layer, the pooling layer
slides from the top-left corner to the bottom-right corner
with an arbitrary stride, resulting in output vectors of much
smaller size. The output vectors are flattened or concatenated
to form a one-dimensional vector that will be passed to the F-
dimensional fully connected (FC) layer. The FC layer collects
the primary patterns from the pooled values, and the last
output layer represents how likely the given byte sequence
embeds malicious actions.

4. Experiments

4.1. Dataset. We collected PDF files from various antivirus
or antimalware companies and constructed a dataset through
manual labelling process. There often exist several stream
objects in a malicious PDF file, and one of more streams
contains malicious actions. As we observed that all mali-
cious streams contain JavaScript codes, we mark the objects
as 'malicious' if they contain JavaScript codes, otherwise
'benign'. The objects of benign PDF files are all marked as
'benign'. Note that we do not employ whether to contain
JavaScript as a feature at all. The proposed network will
see only the raw byte sequence. The object streams are
hexadecimal representations of text streams, as shown in
Figure 8, where each line of the figure is a part of the
conversion of Figures 2, 4, and 6, respectively.

The data statistics are summarized in Table 1, where each
data instance is defined as a byte-level stream object. As
shown in Figure 9, for each data file, multiple byte streams are
collected, each of which is manually labelled with a positive
(malicious) or a negative (benign) tag. The total amount of
originally collected byte sequences was 4,371, but randomly
downsamplled 989 negative instances.

Note that the byte streams have different lengths as
described in Figure 10, but the proposed network cannot
handle such sequences of variable lengths. As the network is
designed to grasp high-level patterns from collectable spatial
clues of malicious actions, it is not necessary to use the whole
sequence of different length at a time. Rather, we padded
short sequences and cut away the remaining part from long
sequences, so that all sequences have the same length of
1,000. When the network is trained with these fixed length
sequences, it can be applied to divided byte sequences with
the same size in a target file, so that it will predict whether
the target file contains malware or not.

Table 1: Data statistics, where the positive and negative percentages
imply the proportions of the malicious streams and the benign
streams, respectively.

| Size ( # of instances) | 1,978 |
|------------------------|------|
| Positive:Negative (%)  | 50.0:50.0 |
| Length (dimension)     | 1,000 |

4.2. Model. We compared the proposed network with several
representative classification methods such as support vector
machine [25], decision tree, naïve bayes, and random forest
[26]. The brief description and parameter settings of the
methods are summarized in Table 2.

We also examined various settings for our network, and
the best setting was found as follows: (1) the embedding
dimension \( E = 25 \), (2) \( C_1 \) and \( C_2 \) are set to 3, respectively, (3)
pooling layer dimension \( P = 100 \), (4) \( K_1 \) and \( K_2 \) are 32 and
64, respectively, and (5) fully connected layer dimension \( F = 128 \), where the notations can be found in Figure 7. The two
Table 2: Description of comparative classifiers and parameter settings.

| Model                        | Description                                                                 |
|------------------------------|-----------------------------------------------------------------------------|
| Naïve bayes (NB)             | (i) Probabilistic classifier based on the bayes’ theorem                    |
|                              | (ii) Assumes the independence between features                              |
| Decision tree (DT)           | (i) C4.5 classifier using J48 algorithm                                       |
|                              | (ii) Confidence factor for pruning: 0.25                                     |
| Support vector machine (SVM) | (i) Non-probabilistic binary classification model that finds a decision      |
|                              | boundary with a maximum distance between two classes                         |
|                              | (ii) Kernel: Poly                                                            |
|                              | (iii) Exponent=1.0, Complexity c=1.0                                        |
|                              | (iv) Trained via sequential minimal optimization algorithm [11]              |
| Random forest (RF)           | (i) Kind of ensemble model that generates final result by incorporating      |
|                              | results of multiple decision-trees                                           |
|                              | (ii) #trees=100                                                              |
|                              | (iii) #features=log(#trees)+1                                                |
|                              | (iv) Each tree has no depth-limitation                                       |

Convolutional layers have strides (1, 25) and (1, 1), respectively, and the pooling layer has a nonoverlapping stride (100, 1). The sequence length \( S \) must be 1,000. Every layer takes rectified linear unit (ReLU) as an activation function except for the output layer that takes a softmax function. The cost function is defined as a cross entropy over all nodes of the output layer. Consequently, the total numbers of trainable parameters are 89,371.

We adopt Adam’s optimizer [27] with an initial learning rate of 0.001 to train our network. Our training recipe is as follows: (1) L2 gradient-clipping with 0.5, (2) drop-out [28] with a keeping probability 0.25 for the fully connected layer, and (3) batch normalization [29] for the two convolutional layers. We tried to use the regularization methods such as L2 regularization and decov [30] and observed no performance improvements, as the batch normalization and drop-out are known to have regularization effect themselves. The weight matrices of the convolutional layers, the FC layer, and the output layer are initialized by He’s algorithm [31], and bias vectors are initialized with zeros. In the following
subsection, we demonstrate the performance of our network by experimental comparison with the other classifiers and different networks.

4.3. Result. One unfortunate aspect of the field of malware detection is that there is no available public dataset for various reasons. The dataset easily obtainable from public is often not of a sufficient quality, so previous studies could not compare performance (i.e., accuracy) across works because of different data characteristics and labelling procedures. It is inevitably hard to compare our performance with other state-of-the-art studies for the same reason. We compare our network with some comparative machine-learning methods and CNN models with different settings. The measurement is conducted using 10-fold cross validation, where the performance values (i.e., F1 score, precision, and recall) are averaged values of three distinct trials.

The experimental results are described in Table 3, where the two values for each cell correspond to the 'benign' and 'malicious' classes, respectively. For example, the F1 scores of random forest (RF) are 96.4 for 'benign' and 96.1 for 'malicious'. For the four traditional machine-learning models (e.g., DT, NB, SVM, and RF), the values of the input sequence are treated as nominal values. We tested five different structures of CNNs. The first network, Emb+Conv+Conv+Pool+FC, is the best structure which has an embedding layer, two consecutive convolutional layers, a pooling layer, and a fully connected layer followed by an output layer. The number of epoch differs from networks according to the complexity (i.e., the number of layers and parameters) of the networks and the dataset size. For instance, the first network is trained through 30 epochs, whereas training of the second network requires 25 epochs.

Among the traditional machine-learning models, the support vector machine (SVM) exhibits the best F1 scores and random forest (RF) has the comparable results. As also shown in Table 3, it seems obvious that the five CNNs outperform the traditional machine-learning models. From the results of the five networks, we can find two main observations. First, the embedding layer (Emb) seems to play a significant role in better representation of byte sequences, as the second network without the embedding layer exhibits much worse F1 scores than the other networks. Second, the stacked convolutional layers enable interpreting high-level patterns, and the optimal number of layers seems to be two. The third network having a single convolutional layer and the fifth network having three convolutional layers are worse than the first network. The fifth network especially has the worst F1 score among five networks. This indicates that more stacked layers are not always better than shallow networks.

4.4. Discussion. The experimental results can be summarized in two aspects. First, the convolutional neural networks showed superior performance than the traditional machine-learning models. The F1 score of the proposed network is almost 2% greater than the SVM, which can be explained that the convolutional neural networks have better comprehensive power to analyse the underlying spatial patterns of the byte sequences. Second, it seems that the embedding layer followed by the two convolutional layers is best suited to representing high-level patterns of malicious actions. Less or more stacked convolutional layers gave worse results.

Other than the two aspects, we need to discuss about the parameter settings for training. The results of Table 3 are obtained from the network trained with the dimensions and the parameters as aforementioned in Model part. We found the optimal parameter setting by grid search, and some remarkable results with different settings and dimensions are summarized in Table 4. The first two rows correspond to the embedding size E, and the last two rows are associated with the pooling size P. Other remaining rows are related to the training recipe, such as drop-out, gradient-clipping, and batch normalization. The drop-out together with the batch normalization was helpful to generalize the network, and we observed no improvements with additional regularization methods. The gradient-clipping made the network more robust, as it prevented from tripping over desirable points of the gradient space.

We also checked the training time of the comparable methods. Table 5 shows the elapsed seconds for training different methods. The training of the four traditional methods is performed on a machine of Xeon E5-2620 V4 with 128GB RAM, while the CNN models are trained using a machine of i7-9700K with 64GB RAM and two RTX 2080 Ti. The training time of the CNN models strongly depends on the performance of GPUs. All methods are trained using the 1,978 instances, and the number of epochs is equally 30 for the CNN models. Note that the fourth CNN model without a

| Model                  | Precision | Recall | F1     |
|------------------------|-----------|--------|--------|
| DT                     | 96.00 / 90.30 | 89.70 / 96.30 | 92.70 / 93.20 |
| NB                     | 88.40 / 99.70 | 99.70 / 87.00 | 93.70 / 92.90 |
| SVM                    | 94.70 / 98.90 | 99.00 / 94.40 | 96.80 / 96.60 |
| RF                     | 93.50 / 99.40 | 99.40 / 93.10 | 96.40 / 96.10 |
| Emb+Conv+Conv+Pool+FC  | 99.76 / 100.0 | 97.37 / 97.37 | 98.48 / 98.65 |
| Conv+Conv+Pool+FC      | 99.78 / 100.0 | 92.62 / 97.27 | 95.71 / 98.61 |
| Emb+Conv+Pool+FC       | 99.73 / 100.0 | 94.94 / 97.78 | 97.12 / 98.87 |
| Emb+Conv+Conv+FC       | 99.67 / 100.0 | 97.78 / 92.32 | 98.55 / 96.00 |
| Emb+Conv+Conv+Conv+Pool+FC | 99.70 / 100.0 | 92.21 / 95.35 | 95.36 / 97.60 |

Table 3: Experimental results with the PDF dataset, where the two values of each cell are of 'benign' and 'malicious', respectively.
### Table 4: Experimental results with different settings, where the two values of each cell are of 'benign' and 'malicious', respectively.

| Dimensions & Training options          | Precision          | Recall            | F1       |
|----------------------------------------|--------------------|------------------|----------|
| $E = 15$                               | 99.68 / 100.0      | 92.52 / 95.75    | 95.34 / 97.82 |
| $E = 35$                               | 99.73 / 100.0      | 94.03 / 97.47    | 96.58 / 98.71 |
| Drop-out with 0.5                      | 99.70 / 100.0      | 93.53 / 97.37    | 96.23 / 98.66 |
| L2 gradient-clipping with 0.3          | 99.74 / 100.0      | 95.25 / 97.17    | 97.17 / 98.55 |
| L2 gradient-clipping with 0.7          | 99.70 / 100.0      | 92.11 / 97.78    | 95.14 / 98.86 |
| w/o batch-normalization                | 99.70 / 100.0      | 95.96 / 97.27    | 97.68 / 98.61 |
| $P = 50$                               | 99.70 / 100.0      | 95.05 / 97.07    | 97.13 / 98.50 |
| $P = 150$                              | 99.76 / 100.0      | 93.83 / 97.88    | 96.29 / 98.92 |

### Table 5: Training time of comparable methods.

| Model                                           | Time (seconds) |
|-------------------------------------------------|----------------|
| DT                                              | 0.69           |
| NB                                              | 0.16           |
| SVM                                             | 750.88         |
| RF                                              | 1.56           |
| Emb+Conv+Conv+Pool+FC                          | 22.07          |
| Conv+Conv+Pool+FC                              | 21.12          |
| Emb+Conv+Pool+FC                               | 13.85          |
| Emb+Conv+Conv+FC                               | 31.52          |
| Emb+Conv+Conv+Conv+Pool+FC                     | 23.16          |

### 5. Conclusion

The threat of malicious documents keeps growing, because it is difficult to detect the malicious actions within the documents. In this work, we proposed a new convolutional neural network designed to take a byte sequence of non-executables as an input and predicts whether the given sequence has malicious actions or not. We illustrated how we design the network according to the characteristics of the input data and provided discussion about the experiments using the manually labelled dataset. The experimental results showed that the proposed network outperforms several representative machine-learning models as well as other convolutional neural networks with different settings. Though we conducted experiments only with the PDF files, we expect that this approach can be applicable to other types of data if they contain byte streams. Therefore, as a future work, we will collect data of other file types (e.g., .rtf files) and perform further investigation.
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