Multi-mode Analysis of Surface Losses in a Superconducting Microwave Resonator in High Magnetic Fields
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This paper reports on a surface impedance measurement of a niobium titanium superconducting radio frequency (SRF) cavity in a magnetic field (up to 10 T). A novel method is employed to decompose the surface resistance contributions of the cylindrical cavity end caps and walls using measurements from multiple TM cavity modes. The results confirm that quality factor degradation of a NbTi SRF cavity in a high magnetic field is primarily from surfaces perpendicular to the field (the cavity end caps), while parallel surface resistances (the walls) remain relatively constant. This result is encouraging for applications needing high Q cavities in strong magnetic fields, such as the Axion Dark Matter eXperiment (ADMX), because it opens the possibility of hybrid SRF cavity construction to replace conventional copper cavities.

I. MOTIVATION

Superconducting Radio Frequency (SRF) cavity resonators are used in a variety of physics applications to achieve the highest quality factors possible. High quality factor (high Q) cavities are essential for achieving the efficient transfer of large RF power in modern particle accelerators and they are increasingly important for housing and reading out qubits in the quantum information science (QIS) community\textsuperscript{2,3}. In dark matter detection, they are essential for building up resonant power to detect the tiniest signals created by a potential dark matter candidate: the axion\textsuperscript{4}. Superconductors are the standard material for achieving high Q cavities and $Q > 10^{10}$ are commonly achieved in particle accelerator applications\textsuperscript{5}. It has recently been demonstrated that the high Q of SRF cavities can be used to achieve the highest sensitivities possible in dark photon searches\textsuperscript{7}. However, the quality factor of superconducting cavities is severely degraded in the presence of high magnetic fields due to the breakdown of the Meissner effect\textsuperscript{8,9}. Axion haloscopes require microwave resonators to operate in magnetic fields in excess of most common superconductors’ critical field, thus copper cavities have been the standard so far\textsuperscript{10–12}. The measurements in this paper were made as part of a feasibility study for superconductors to be implemented on future runs of the Axion Dark Matter eXperiment (ADMX) operating above 2 GHz. Because of this, only right cylindrical cavity geometries similar to ADMX are discussed; nonetheless, these techniques could be applied to other cavity geometries.

II. INTRODUCTION

The quality factor of a resonant cavity mode can be defined in terms of energy or in terms of surface resistance:

\begin{equation}
Q_0 = \frac{\omega}{P_d} = \frac{G_s}{R_s},
\end{equation}

where $\omega$ is the angular resonant frequency of the cavity mode, $U$ is the electromagnetic energy stored in the cavity mode, $P_d$ is the power dissipated through the cavity interior surfaces, $G_s$ is the geometric factor of the cavity mode, and $R_s$ is the total surface resistance of the cavity. The geometric factor takes into account the spatial distribution of the field for a resonant mode whereas the surface resistance is independent of the mode chosen (not including frequency dependencies). One can arrive at the expression for geometric factor by writing out the total energy stored and power dissipated in the mode\textsuperscript{13}:

\begin{equation}
U = \frac{\mu_0}{2} \int |\vec{H}|^2 \, dV, \quad P_d = \frac{R_s}{2} \int |\vec{H}|^2 \, dS
\end{equation}

The geometric factor is then a ratio of cavity volume and interior surface integrals of the magnetic field of the cavity mode:

\begin{equation}
G_s = \mu_0 \omega \frac{\int |\vec{H}|^2 \, dV}{\int |\vec{H}|^2 \, dS}
\end{equation}

A. ADMX Cavity Considerations

The Axion Dark Matter eXperiment searches for dark-matter axions using an axion haloscope\textsuperscript{14}, which comprises a resonant cylindrical cavity inside a magnetic field.
field. The current configuration, a 136 \ell \text{ copper-plated cavity and 7.6 T magnet, is similar to the one described in Ref.}^{15,16} \text{ In the presence of an external magnetic field, axions inside the cavity can convert to photons with frequency } f = \frac{E}{\hbar}, \text{ where } E \text{ is the total energy of the axion, including the axion rest mass energy, plus a small kinetic energy contribution. If the resultant photon frequency matches that of a resonant mode of the cavity, the photon energy developed within the cavity is enhanced by a factor of } Q_0. \text{ However, the power expected from the conversion of an axion into microwave photons in the ADMX experiment is extremely low, } O(10^{-23} \text{ W}), \text{ requiring an ultra low-noise receiver to detect the photons. The expected power deposited into the cavity is of the form found in Ref.}^{10} \text{ but formatted for the standard operating conditions of ADMX:}

\[
P_{\text{axion}} = 2.2 \cdot 10^{-23} \text{ W} \left( \frac{V}{136 \ell L} \right) \left( \frac{B}{7.6 \text{ T}} \right)^2 \left( \frac{C}{0.4} \right)^2 \left( \frac{g}{0.36} \right)^2 \left( \frac{\rho_0}{0.45 \text{ GeV cm}^{-2}} \right)^2 \left( \frac{f}{740 \text{ MHz}} \right) \left( \frac{Q_L}{30,000} \right)
\]

(4)

Here } V \text{ is the volume of the cavity, } B \text{ is the magnitude of the external magnetic field, } g \text{ is the model dependent axion-photon coupling, } \rho_0 \text{ is the local dark-matter density, } f \text{ is the frequency of the photon, } Q_L \text{ is the loaded quality factor of the cavity, and } C \text{ is the form factor of the cavity mode. In terms of cavity construction, } C \text{ is mostly concerned with } V, Q, \text{ and } C \text{ at a given } f. \text{ Cavity volume is constrained by the baseline resonant frequency because the baseline resonant frequency is set by the radius of the cavity, and the height is fixed by the coil height of the solenoid magnet. Form factor is a measure of the overlap of the external magnetic field with cavity mode electric field;}^{10} \text{ for an empty right cylindrical cavity in a solenoid magnet, the form factor is maximized for the TM}_{010} \text{ mode with a value of } \approx 0.69,^{17,18} \text{ but this value decreases when tuning rods are introduced to about 0.4. Thus these two factors are mostly fixed by the target frequency. The quality factor remains dominated by the RF surface resistance of the material used. For oxygen-free, annealed copper-plated cavities, } Q_0 \text{ is usually around 160,000 for a 1 GHz resonant cavity; higher frequency cavities will have a smaller } Q_0. \text{ Any increase in this value for future axion searches would mean a proportional increase in potential signal power, thus an increase in the average SNR during an axion search, leading ultimately to proportionally faster data-taking runs.}

\section{Superconducting cavities}

Superconductors have an intimate relationship with magnetic fields. Superconductors are defined by the property of when cooled below a critical temperature, } T_C, \text{ the material no longer exhibits an internal electrical resistance; it is superconducting. When materials in this state are exposed to external magnetic flux, surface currents are generated which oppose the external field. This phenomena is called the Meissner effect. The Meissner effect does not cause the field to be completely ejected but instead, the field penetrates the superconductor but only to a very small distance, characterized by a parameter } \lambda, \text{ called the London penetration depth, with field strength decaying exponentially to zero within the bulk of the material. A superconductor with little or no magnetic field within its bulk is said to be in a Meissner state. The Meissner effect breaks down when an external magnetic field becomes too large; this returns the superconductor to a normal state.}^{9}

Superconductors can be classified based on how this breakdown occurs. In Type I superconductors, there exists one critical field, } H_c, \text{ above which the superconductor abruptly returns to a normal conducting state completely. In Type II superconductors, there are two critical fields, } H_{c1} \text{ and } H_{c2}. \text{ If the applied field is below } H_{c1}, \text{ the superconductor repels the field completely. If the applied field is above } H_{c2}, \text{ the field penetrates the superconductor completely and it returns to a normal state. In between these two critical values, the superconductor exhibits a mixed state, where normal regions develop increasingly as the applied field approaches } H_{c2}. \text{ Type II superconductors are predominantly used for SRF cavities operating in magnetic fields, because their } H_{c2} \text{ can be well above } > 10 \text{ T, whereas in Type I superconductors } H_c \text{ is often order } 100 \text{ mT and rarely exceeds one Tesla.}^{11,12}

These normal regions are called flux vortices or fluxons, because they contain circulating super-currents around a normal, flux-penetrating core, and the amount of magnetic flux within each is quantized. The vortex motion within the superconductor is the dominant source of surface resistivity for superconductors in the mixed state.\text{ This is what drives quality factor degradation in SRF cavities; the cavity field exerts a Lorentz force on the fluxons dissipating energy into the vortex motion. In the case of ADMX, this degradation was assumed to be severe enough that copper was chosen over superconductors for the highest } Q \text{ in an } 8 \text{ T field.}

This vortex motion resistivity, however, should be highly dependent on the angle between the applied field and the superconducting surface; a fluxon whose plane of motion is perpendicular to the external field will be in an unstable equilibrium and exhibit the maximum Lorentz force as a result of a cavity field. Whereas a fluxon with the plane of motion parallel to the external field will be in a semi-stable equilibrium and experience a minimal Lorentz force as the result of the cavity field. Therefore it is expected that surfaces perpendicular to the applied
field, with resulting higher total flux penetration, will have a much higher increase in surface resistance than surfaces parallel to the applied field, which should have little to no increase in surface resistance. Because of this, it is proposed that in SRF cavities, the Q degradation would predominantly be from the cavity end caps (in the case of a right cylindrical cavity) while the cavity walls’ resistance remains unchanged by being parallel to the field.

This phenomenon would imply that one could still increase quality factor over standard copper cavities by constructing hybrid surfaced cavities, such as was done by the QUAX collaboration, where only the cavity walls were plated with niobium titanium (NbTi) and the end caps were copper\(^2\). There have also been notable results in the context of axion searches using YBCO tape on cavities at the CAPP institute\(^2\). More recently, Nb\(_3\)Sn cavities have also shown an improvement over copper in high magnetic fields\(^3\). In this study, we show the degradation effect directly with a right cylindrical cavity constructed entirely of NbTi, by decomposing the total surface resistance into its constituent sub-surfaces (end caps and walls). We believe this multi-mode sub-surface decomposition technique to be a novel method of determining varying surface resistances in cavities.

### III. HARDWARE

#### A. Physical Properties Measurement System

A Quantum Design™ Physical Properties Measurement System (PPMS) located at the Lawrence Livermore National Laboratory (LLNL) was used to achieve the temperatures and fields for this measurement. The PPMS is an exchange gas cryostat with a 26.5 mm bore, equipped with a superconducting magnet capable of fields up to 16 T applied axially along the bore; the minimum temperature is 1.8 K. The uniform field region height of the magnet was approximately 40 mm.

#### B. Cavity

The cavities used are pictured in Fig. 1 and were designed specifically for operating in the PPMS system with an interior diameter of 23 mm and interior height of 53 mm. This height is slightly larger than the 40 mm uniform field region, but field measurements show that the non-uniformity is a minor perturbation for the 13 mm outside the region. This ensured the lowest mode frequencies, \(f_{M_{0\ell \alpha}} \approx 10 \text{ GHz} \), for the magnet bore size, 26.5 mm, and ensured a near uniform magnetic field over the length of the cavity. Additionally, by limiting the height to 55 mm, the geometric factor of the walls was within an order of magnitude of the total end cap geometric factor (see Table I). It is of a 'clamshell' design (See Fig. 1B-C) which lends itself well to being sputtered with superconductor, which is planned to follow on from the work presented in this paper. It has three alignment pin holes and four clamping points to keep the two halves together and aligned. The top contains mounts for two fixed pin antennas, a temperature sensor mount, and two mounting holes for attaching the cavity to a compatible read out probe (Fig. 1D). The readout probe allows for easy insertion into the PPMS bore. The readout probe has two stainless steel SMA cables that run its length to vacuum feed-throughs as well as a 25-pin connector for DC lines, currently only being used for the cavity top temperature sensor (see Fig. 2). The bottom contains a center line hole for attaching a Quantum Design™ 'puck' that thermalizes the cavity bottom to the PPMS internal temperature sensor. Versions made of bulk NbTi, aluminum, and copper have been machined so far pictured in Fig. 1A-C. The aluminum prototype was used for fitting and troubleshooting the design, before the final design was machined out of copper and NbTi.

### IV. METHODS

#### A. Decomposing into Sub-surface Resistances

The previously mentioned definition of geometric factor can be used to define geometric factors for each subsurface, \(S_n\) of the total interior cavity surface, \(S\), where \(S = S_1 + S_2 + \ldots + S_N\):

\[
G_n = \mu_0 \omega \int \frac{|\vec{H}|^2}{f} dV / \int \frac{|\vec{H}|^2}{dS_n}
\]

This implies that subsurface geometric factors add reciprocally:

\[
\frac{1}{G_{\text{tot}}} = \frac{1}{G_1} + \frac{1}{G_2} + \ldots + \frac{1}{G_N}
\]

We can also define an associated subsurface quality factor, \(Q_n\), which also follows a reciprocal relation:

\[
\frac{1}{Q_{\text{tot}}} = \frac{1}{Q_1} + \frac{1}{Q_2} + \ldots + \frac{1}{Q_N}
\]

|               | \(TM_{010}\) | \(TM_{011}\) | \(TM_{012}\) |
|---------------|-------------|-------------|-------------|
| Walls         | 457.0 ± 2.2 | 494.6 ± 3.4 | 549.9 ± 5.5 |
| Top End Cap   | 3846 ± 41   | 2045 ± 15   | 2214 ± 6    |
| Bottom End Cap| 4127 ± 55   | 2029 ± 26   | 2192 ± 21   |
| Total Endcaps | 1991 ± 38   | 1019 ± 17   | 1101 ± 12   |
| Total         | 371.7 ± 9.3 | 332.9 ± 7.0 | 366.8 ± 6.2 |
FIG. 1. PPMS Clamshell Cavity machined from a bulk NbTi square stock. a) The NbTi cavity assembled next to aluminum prototype b) a profile of both NbTi halves side by side. c) One half of the copper clamshell close-up. d) a close-up of the cavity top without and with fixed pin antennas attached; additional holes are for mounting to probe.

FIG. 2. The PPMS readout probe with an aluminum clamshell cavity mounted after a test.

Note that because of the mode structure interacting with sub-surfaces differently, \( R_{\text{tot}} \neq R_{s1} + R_{s2} + \ldots + R_{sN} \), rather the total mode resistance will be the weighted sum of the constituent surface resistances. By substituting equations 6 and 7, into equation 1, and solving for \( R_{\text{tot}} \) we arrive at an equation of the form, \( R_{\text{tot}} = C_1R_{s1} + C_2R_{s2} + \ldots + C_NR_{sN} \), where the 'weights' are defined as:

\[
C_n = \frac{1}{\sum_{i=1}^{N} \frac{1}{C_i}}
\]

In the simplest case, \( S = S_1 + S_2 \), the weights are:

\[
C_1 = \frac{G_2}{G_1 + G_2}, \quad C_2 = \frac{G_1}{G_1 + G_2}
\]

B. Converting Multiple Mode Resistances to Surface Resistances

Using this mode decomposition we can then implement a novel method for measuring RF surface impedance; by measuring multiple cavity mode quality factors, and simulating the modes’ geometric factors, the resistance contributions of sub-surfaces can be calculated. The geometric factor for a given cavity mode, \( m \), and given sub-surface, \( s \), is denoted \( G_{ms} \). Following the previous analysis we write the weighted sum that gives the total resistance for mode \( m \):

\[
R_m = C_{m1}R_1 + C_{m2}R_2 + \ldots + C_{mN}R_N
\]

Note that in this case the surface resistances are independent of mode. This linear combination implies a matrix equation:

\[
\vec{R}_m = C_{ms}\vec{R}_s
\]
FIG. 3. A field overlay of the modes’ surface currents in Ansys™HFSS software

where $\vec{R}_m$ is a list of total mode resistances corresponding to $G_m^q$, the total geometric and total quality factor for the mode. The surface resistance vector, $\vec{R}_s$, is a list of surface resistances for each subsurface independent of mode. If these two vectors are equal in length, or rather $\vec{R}_m$ is at least as long as the desired amount of sub surfaces one wants to decompose to, a rectangular matrix can be formed, and the matrix equation 11 can be inverted:

$$\vec{R}_s = C_{ms}^{-1} \vec{R}_m$$

In short, a set of N mode quality factor measurements yields of decomposition up to N subsurface resistances. By taking additional mode measurements one can perform multiple decompositions using different combinations of modes to yield better statistics. It is important to note, however, that this only works for mode combinations that yield a non-zero determinant. In the 2x2 case, the determinant is zero when $G_{11} = G_{21}$, or in other words, when the modes do not have distinct geometric factors. Therefore, it is best to choose modes that have distinct field overlaps with the surfaces of interest, while also being close enough in frequency that any frequency dependencies are below the error threshold. Table II shows the determinant for the 3 possible mode combinations and their associated error; error estimates will be discussed later in this paper.

| Mode Combination | Det($C_{ms}$) | $\Delta$Det($C_{ms}$) |
|------------------|--------------|------------------------|
| TM$_{010}$/TM$_{011}$ | 0.140        | 0.016                  |
| TM$_{010}$/TM$_{012}$ | 0.146        | 0.016                  |
| TM$_{011}$/TM$_{012}$ | 0.006        | 0.013                  |

TABLE II. Determinant of Weight Matrix and associated error for the three possible mode combinations.

nine geometric factors corresponding to the three modes measured ($TM_{010}$, $TM_{011}$, and $TM_{012}$) and the three sub-surfaces we wished to calculate (the interior walls, bottom end cap, and top end cap). These geometric factors are listed in Table I. It is important to note the distinction between top and bottom end cap, because the top caps contain the antenna ports; as one can see in Table I this doesn’t make a big difference, but it is larger than the uncertainty in the geometric factor. Software was developed that could take these results and construct the weighted matrix for any combination of modes and sub-surfaces. One of these software tools allowed us to combine geometric factors of the top and bottom end cap surfaces into a total end cap surface geometric factor, as well as the total mode geometric factor.

D. Measuring Quality factor

The cavity mode quality factor can be measured in situ by using a vector network analyzer (VNA) to measure the scattering parameters through the antennas mounted to the cavity top (see Fig.1D). Transmission measurements ($S_{21}$) are taken by measuring the proportion of power transmitted between two antennae mounted in the cavity. The quality factor is measured as the full-width at half

C. Calculating Geometric factor and weights

The Ansys HFSS software package was used to simulate the clamshell cavity design pictured in Fig.1. The simulated cavity modes’ field structures and surface currents (Fig.3) were used to calculate the volume and surface integrals shown in equation 3 to arrive at a set of
maximum (FWHM) of the Lorentzian observed in the transmission measurement:

\[ Q_\text{L} = \frac{f_0}{\Delta f} \]  

(13)

where \( f_0 \) is the mode resonant frequency and \( \Delta f \) is the FWHM of the peak. This equation is equally accurate for reflection dips, however it tends to be less consistent for a cavity with weakly coupled antennae that produces very small reflection dips. The coupling coefficient of the antennae is measured through the reflection parameters and is defined by the following equation:

\[ \beta = \frac{1 + \text{sign}(\Delta \Gamma_{\text{cav}}(f_0) - \pi)\|\Gamma_{\text{cav}}(f_0)\|}{1 - \text{sign}(\Delta \Gamma_{\text{cav}}(f_0) - \pi)\|\Gamma_{\text{cav}}(f_0)\|} \]  

(14)

where \( \Delta \Gamma_{\text{cav}}(f_0) \) is the cavity reflection coefficient phase on resonance and \( \|\Gamma_{\text{cav}}(f_0)\| \) is the cavity reflection coefficient magnitude on resonance. To obtain the cavity reflection coefficient, a linear fit is performed on the edges of the VNA scan (off-resonance data) to obtain the phase delay of the coaxial cables from VNA to antennas, and this phase delay is subtracted from the VNA reflection data to estimate the cavity reflection coefficient on resonance. The off-resonance edge regions are defined to be the continuous set of points from either edge that is less than \( \frac{1}{3} \) the peak height of the Lorentzian peak; this fraction is arbitrary but needs to be low enough to exclude resonance data. The unloaded or intrinsic cavity quality factor is then defined to be:

\[ Q_0 = Q_\text{L}(1 + \beta) \]  

(15)

Since the cavity measurement was performed with fixed pin length antennae, the antennae were cut back to be as weakly coupled as possible while still having an observable reflection dip. This technique minimized the \( \beta \) coefficient, while still being measurable, so that the loaded quality factor was very close to the unloaded value. We estimate \( \beta < 10^{-2} \) for the cavity assembly. A more in depth discussion of quality factor measurement can be found in Ref.\textsuperscript{24}.

V. RESULTS

The clamshell cavity was cooled to 2K in zero field by cooling to 10K at 10K/min, then to 2K at 1K/min and then held for \( \approx 10 \) minutes to allow the cavity to fully thermalize. The magnet was then ramped in steps (0.1T steps from 0 to 1T and 1T steps from 1 to 10T), and held in between until the mode frequencies and Q factors settled to constant values (\( \approx 1 \) minute), at which point the resonant peaks were recorded from the VNA for the three \( TM \) modes of interest (\( TM_{010}, TM_{011}, \) and \( TM_{012} \)). The zero field Q factor for the NbTi cavity was measured to be \( \approx 70,000 \) at 2K directly after the cavity was machined. The cavity was then sent to Jefferson Laboratory for a cleaning and annealing process. Post-annealing, the cavity had a zero field quality factor at 2K of nearly 1 million. For comparison, the copper cavity had a Q of about 180,000 at 2K. The critical temperature of the NbTi was observed to be approximately \( \approx 8 \)K based on the beginning of the superconducting transition for both the pre-annealed and post-annealed cavity. The mode quality factor as a function of applied magnetic field is shown in Fig.4. These quality factors were then converted to total mode resistances via equation 1 shown in Fig. 5.

In order to test the consistency of this method, a two mode decomposition to the walls and total end caps contributions was performed with combinations of the three modes measured. The \( TM_{010}/TM_{011} \) and \( TM_{010}/TM_{012} \) decomposition surface resistances agreed very well, and confirmed the hypothesis that the end caps were the primary contribution to the surface resistance in field (Fig. 6). The \( TM_{011}/TM_{012} \) combination unfortunately did not produce a physical result: this is because the geometric factors of the two modes were nearly identical, making the determinant of the weights matrix very nearly zero as discussed earlier (almost two orders of magnitude smaller than the other two combinations), inflating errors when taking the inverse (see Table II). Thus, this mode combination was excluded from the data set.

A. Error Budget

The main two sources of error in this resistance calculation are the uncertainties in the geometric factor from simulation and quality factor from the VNA fitting routine. In terms of the latter, the uncertainty in the Lorentzian fit parameters is returned by the fitting routine to give an estimate for \( \Delta Q \). We used the Scipy.optimize.curve_fit function\textsuperscript{25}, which returns an estimated covariance matrix for the fit parameters. Typically, \( \Delta Q \) was on the order of 10\textsuperscript{2}, and any data points with \( \frac{\Delta Q}{Q} > 0.10 \) were noted as outliers, subsequently reviewed by plotting the data. The seven outliers were for the superconducting cavity at low field. When inspecting the fit it became clear that the fit function failed for a large window compared to the peak width. These fits were corrected by reducing the window size during post-processing.

The uncertainty in the geometric factor is calculated by multiple simulations: by varying the model dimensions in the simulation software based on the machining tolerances that cavity was manufactured to (\(+/-0.005\)\textdegree), and re-running the geometric factor calculation for each mode and surface. This was done using a parametric analysis in HFSS, varying the cavity height and radius, 9 sets of geometric factors were generated around the baseline value of cavity height and radius. These sets are the nine geometric factors corresponding to one simulation geometry. The mean and median of each geometric factor were calculated across the sets to obtain a mean and median set of geometric factors. Each simulation set was
FIG. 4. The cavity quality factor for the first three $TM$ modes as function of applied magnetic field. Data was taken at a temperature of 2 K.

FIG. 5. The total mode surface resistance for the first three $TM$ modes as function of applied magnetic field.

then compared to the mean and median sets; the set that was closest to these was chosen as the set of geometric factors to be used and are the values listed in Table I (This set happened to be closest to both the mean and median sets). Next, the set that deviated the most from the mean set was used to calculate the uncertainty. $\Delta G_{ms}$ was calculated as the difference between these minimum and maximum deviation sets. This comparison process is necessary because the mean values of all individual geometric factors do not form a set of geometric factors corresponding to a real cavity geometry, therefore combining them together is not going to produce an accurate representation of the cavity. Instead, one must use a set of geometric factors where all the values correspond to the same simulation geometry. The fractional uncertainties in the geometric factors are plotted in Fig. 7. From there, using rules of error propagation, we can derive the expressions for the uncertainty in the total mode resistances $R_m$:

$$\frac{|\Delta R_m|}{R_m} = \sqrt{\left(\frac{\Delta G_m}{G_m}\right)^2 + \left(\frac{\Delta Q_m}{Q_m}\right)^2}$$

(16)

where $G_m = \sum_s G_{ms}$ and $|\Delta G_m| = \sqrt{(\sum_s \Delta G_{ms}^2)}$. We show the uncertainty in the weights, $\Delta C_{ms}$, for the 2x2 case where $C_{ix} = \frac{G_{iy}}{G_{ix} + G_{iy}}$ where if $x = 1$, then $y = 2$ and vice-versa:

$$\frac{|\Delta C_{ix}|}{C_{ix}} = \sqrt{\left(\frac{\Delta G_{iy}}{G_{iy}}\right)^2 + \left(\frac{\Delta G_{ix}}{G_{ix}}\right)^2}$$

(17)

Taking the inverse of the 2x2 matrix gives us an expression for $\Delta C_{ms}^{-1}$ in terms of error in $C_{ms}$ components as well as error in the determinant of the matrix $\Delta(det(C))$:
FIG. 6. The mean surface resistance contributions of the walls and end caps of the NbTi cavity based on two different 2-mode decompositions: $TM_{010}/TM_{011}$ and $TM_{010}/TM_{012}$. This is compared to the mean copper cavity resistance, averaged over surface type for the same mode combinations.

It is important to note that if the determinant is near zero because the modes aren’t appreciably different, that the fractional error will be inflated after this step. This was the case with the $TM_{011}$ $TM_{012}$ mode combination, where the determinant was an order of magnitude smaller than its error, making it effectively zero, and giving fractional errors $>> 1$, therefore we did not include this decomposition in our data set. (See Table II) Subsequently the fractional error in the $R_s$ set of values was then found to be:

$$\left| \frac{\Delta R_s}{R_s} \right| = \sqrt{\sum_{x=1}^{2} R_x^2 (\Delta C^{-1}_{sx})^2 + (C^{-1}_{sx})^2 \Delta R_x^2}$$  

(20)

where $x$ is used to specifically refer to the second index of the $C^{-1}$ matrix and the mode number of the total.
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