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Abstract: Although the SSA (singular spectral analysis) is a potential tool for analysing time series of different physical processes, the processing of large geophysical data set requires more time and is found to be computationally expansive. In particular for the SVD (singular value decomposition) of large trajectory matrix, the processing units require huge memory and high performance computing system. In the present work, we propose an alternative scheme based on WSSA (windowed singular spectral analysis), which is robust for analysing long data sets without losing any valuable low-frequency information contained in the data. The underlying scheme reduces the floating point operations in SVD computations as the size of the trajectory matrix is small in windowed processing. In order to test the efficiency, the authors applied the proposed method on two geophysical data sets i.e., the climatic record with 30,000 data points and seismic reflection trace with 8,000 data points. The authors have shown that without distorting any physical information, the low-frequency contents of the data are well preserved after the windowed processing in both the cases.
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1. Introduction

The time-series analysis has been widely used to detect hidden fundamental pattern and basic properties of the physical processes that engender it. To analyse the periodicities of any earth system processes with high resolution, it is essential to process the data with available sampling interval of long data sets. SSA (singular spectral analysis) [1–5] is one of the most popular and effective methods for analysing evolutionary time series structures and inherited dynamics. The applicability of SSA extends over a wide range time series from astronomical records to seismic data sets. As it is designed to extract information from short and noisy time series, it provides insight into the unknown or partially known dynamics of the underlying systems that generated the series [1]. The method has been extensively used in trend extraction [6], principle component analysis [7, 8], reconstruction of missing data in series [9–11], and signal extraction from complex noise [12] of different types of atmospheric and geophysical signals. The quantitative interpretation of SSA results in terms of attractor dimensions has been given by number of authors [1, 13]. Recently, several researchers have applied the SSA method to various fields like signal reconstruction and forecasting of time series [14], improving Nakamura technique [15], eliminating the random noise in the seismic data using FX Singular Spectrum Analysis [16] and multichannel SSA [17] and for filtering the geophysical fields and astronomical images [18], etc.

The computation time and cost are two crucial parameters that decide the success and wider applicability of the data processing methods. Even though the SSA method is well proven for variety of applications in signal analysis, its applicability for large data is limited due to the large time and memory requirements for the SVD (singular value decomposition) of Hankel matrix (Trajectory matrix). The SVD scheme is the main computational process of SSA and for a $n \times m$ matrix, it requires $O(nm^2)$ floating point operations [19]. As the length of the data record increases, the authors are bound to calculate SVD for
large trajectory data matrix. For example, the processing of seismic reflection/refraction data using SSA method consumes more time and requires huge memory as the size of the data (seismic trace) becomes high. Consequently, this limits the applicability of SSA for the long data sets. In the present work, the authors introduce a skilled algorithm “WSSA (windowed singular spectral analysis)”, in which the entire dataset of seismic trace is divided into short windows and each part is independently processed using SSA and finally, the outputs obtained from different windows are merged together to get the SSA processed time series of original length. The high variance Eigen components representing the trends are also considered in the reconstruction as they represent the part of signal with high periodicities. Thus, the application of WSSA method reduces the computational cost and time as the size of the trajectory matrix formed using windowed data is small.

2. Methodology

The linear trend in the data must be removed before proceeding to WSSA application. The computational steps of WSSA algorithm are almost similar to that of singular spectral analysis [19, 20]. The crucial steps involved in WSSA methodology are briefly mentioned below:

Step (i): divide the time series \( D (t) = \{ y_1, y_2, ..., y_N \} \) of length \( N \) into \( d \) equal windows and apply the following steps on each window.

Step (ii): embed the phase space portrait or trajectory matrix \( T \) of the data using a proper window length \( L \). While dealing the data of unknown periodicity (i.e., if the authors do not have any prior knowledge on the periodicity of the data), then the authors can choose half of the lag difference of successive same phased point as the window length from the auto correlation plot. Thus, the authors engender the trajectory matrix of size \( L \cdot K \) given by:

\[
T_{L \cdot K} = [Y_1: \ldots : Y_K]
\]  

(1)

where, \( Y_i = \{ y_{i1}, y_{i+1}, ..., y_{i+L} \} \) indicates the vector of length \( L \) and \( K = (N/d) - L + 1 \) and \( Y_{N/d} (t) = \{ y_{1}, y_{2}, ..., y_{N/d} \} \) is the windowed series of length \( N/d \).

Step (iii): the authors apply SVD to decompose the trajectory matrix \( T \) into eigentriplet \( (\sqrt{\varepsilon_i}, U_i, V_i) \) in order to examine features of data:

\[
T = \sum_{i=1}^{d} \sqrt{\varepsilon_i} U_i V_i^T
\]

(2)

Here \( \sqrt{\varepsilon_i}, U_i, V_i \) are eigenvalues, left and right eigenvectors of \( i^{th} \) eigentriplet.

Step (iv): in this step, the \( d \) triplets correspond to non-zero eigenvalues are subdivided into groups based on the periodicity of eigenvectors and eigenvalues. The trajectory matrix reconstructed using the selected triplet groups. As the data are processed in short windows, the first few triplets (those corresponds to log term trend and cycles) must be included in reconstruction processes along with the other higher order triplets to retain the low frequency content of the data:

\[
T_r = \sum_{i=a,b,c} \sqrt{\varepsilon_i} U_i V_i^T
\]

(3)

\[
T_r = \begin{bmatrix}
Y(1,1) & \ldots & Y(1,K) \\
\vdots & \ddots & \vdots \\
Y(L,1) & \ldots & Y(L,K)
\end{bmatrix}
\]

(4)

where, \( a, b, c \) are the triplets that are in the selected groups.

Step (v): the reconstructed trajectory matrix \( T_r \) obtained in the above process will be diagonally averaged to get the reconstructed series of length \( N/d \).

Let us denote the reconstructed series by \( Y_r (t) = \{ g_1, g_2, ..., g_k, ..., g_N \} \). The elements of \( Y_r \) computed from the diagonal averaging of reconstructed trajectory matrix as follows.

The authors set \( L^* = \min (L, K^*) = \max (L, K) \) and let \( y^{*}_{ij} = y_{ij} \) if \( L < K \) and \( y^{*}_{ij} = y_{ij} \) otherwise:

\[
g_k = \begin{cases} 
\frac{1}{k+1} \sum_{m=1}^{k+1} y^{*}_{m, k-m+2} & \text{for } 1 \leq k < L^* \\
\frac{1}{L^*} \sum_{m=k+1}^{L^*} y^{*}_{m, k-m+2} & \text{for } L^* \leq k < K^* \\
\frac{1}{N-k} \sum_{m=k-K^*+1}^{N-k-1} y^{*}_{m, k-m+2} & \text{for } K^* \leq k < N 
\end{cases}
\]

(5)
and $g_1 = y_{(1, 1)}$.

Step (vi): the WSSA processed series of original length ($N$) obtained by merging all the $d$ reconstructed outputs in the final step.

The WSSA reduces the floating point operation in SVD computation of $n \times m$ trajectory matrix from $O(nm^2)$ to $d \times O(n_1m_1^2)$, where $d$ is the number of windows and $n_1 \times m_1$ is the size of the trajectory matrix in each window.

3. Applications

The authors present here two examples from diverse data sources to demonstrate the robustness of the method.

Example 1:

In the first example, the method was applied on three-million-year long (3 million Yr BP-present) mutually consistent records of surface air temperature [21]. According to Ref. [21], the surface air temperature data was extracted from marine benthic oxygen isotopes sampled at 100 year interval using comprehensive ice-sheet model and simple ocean-temperature models. For the present analysis, the total data were divided into seven windows of each length 4,096 samples. The SSA method was then applied on each window to produce reconstructed series. The minimum window length for the trajectory formulation was obtained greater than or equal to 200 samples by plotting the autocorrelation (Fig. 1) of the data as explained in the methodology. The data have been reconstructed by retaining only the first six significant eigentriplets that contain trends and low frequency components which are also of our interest to demonstrate that the underlying method is efficient in preserving the low frequency content. After processing the data using short windows, the authors have reproduced the reconstructed data series of original length by simply combining the windowed data outputs obtained. Fig. 2 shows the original and reconstructed data sets. Fig. 3 shows the power spectral densities of original and reconstructed data series of length 2.8672 million years. It can be observed from the power spectrum of original and reconstructed data sets (Fig. 3), that the low frequency content is preserved in the data even after the windowed processing. As the authors want to suppress the high frequency components, the authors have neglected the higher order triplets of low variance. The efficiency of the time domain filtering using SSA can be observed from the power spectrum (Fig. 3) which shows flattened high frequency component in the processed data.

Example 2:

In the next example, the method has been applied to a single seismic trace of reflection data containing 8,000 samples with 0.25 ms sampling interval. Total data has been divided in to four equal parts with 2,000
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Fig. 1 Autocorrelation of surface air temperature data used to calculate the optimal window length ($L$) for SSA.
samples and each part is processed through WSSA using a window length 500 samples. The data reconstructed using the first 10 eigentriplets by viewing the eigenvectors periodicities to filter high frequency content with frequency above 85 Hz. The combined output of all the four parts is shown in Fig. 4 along with original trace. One can see that the structure of the trace is almost the same after the processing. The power spectral densities of original trace and its windowed SSA output are shown in Fig. 5. Clearly, one can observe from the power spectrums of seismic trace the components with frequency 85 Hz are completely suppressed in the WSSA output. As the main object of the paper is of the low frequency preserving characteristics of WSSA, the authors have not filtered the low frequency content of the trace. In order to perform the high frequency filtering, the authors have omitted the triplets corresponding to that
low periods in the reconstruction step. However, the major low frequency spectral components observed in the original data are preserved in the processed data. The results suggest that the WSSA is a robust and fast technique and it does not alter the low frequency content of the data series.

4. Conclusion

The analysis of low frequency content of a time series using the conventional spectral method depends
solely on the length of the time series. Consequently, for the large data series, the computational cost and time considerably increases in SSA processing. Here, the authors have proposed a windowed SSA to lessen the computational cost and time without missing any low frequency components of the data. The authors have applied the method on two different data sets representing the long historical climate time series and seismic reflection trace to verify efficiency of the proposed method for the preserving the low frequency contents. The authors have demonstrated that the proposed WSSA scheme effectively reduces the floating point operation in SVD computation compared to classical SSA. Also unlike the conventional spectral methods, the size of the window does not affect the long period/low frequency components of the data series.
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