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Abstract: Reachability analysis is at the core of many applications, from neural network verification, to safe trajectory planning of uncertain systems. However, this problem is notoriously challenging, and current approaches tend to be either too restrictive, too slow, too conservative, or approximate and therefore lack guarantees. In this paper, we propose a simple yet effective sampling-based approach to perform reachability analysis for arbitrary dynamical systems. Our key novel idea consists of using random set theory to give a rigorous interpretation of our method, and prove that it returns sets which are guaranteed to converge to the convex hull of the true reachable sets. Additionally, we leverage recent work on robust deep learning and propose a new adversarial sampling approach to robustify our algorithm and accelerate its convergence. We show that our method is faster and less conservative than other approaches, present results for approximate reachability analysis of neural networks and robust trajectory optimization of high-dimensional uncertain nonlinear systems, and discuss future applications.
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1 Introduction

Reachability analysis is at the core of many applications, from robust trajectory planning of uncertain systems, to neural network verification. Generally, it entails characterizing the set of reachable states for a system at any given time in the future. For instance, planning a trajectory for a quadrotor carrying a payload of uncertain mass in severe wind requires ensuring that no reachable state collides with obstacles. In formal verification of neural networks, reachability analysis can be used to quantify the change in output for various input perturbations, and hence ensure prediction accuracy despite adversarial examples. However, reachability analysis is notoriously challenging, as it requires describing all reachable states from any possible initial state and any realization of uncertain parameters of the system. In contrast to approaches which can handle problems with known probability distributions over parameters, e.g., when the state of the system is estimated with Kalman filtering, and parameters are updated through Bayesian inference, sometimes only bounds on unknown parameters are available, which is the case in the frequentist interpretation of parameter estimation [1]. To perform reachability analysis for problems with bounded uncertainty, current methods tend to be encumbered by strong assumptions which are difficult to verify in practice, do not scale well to complex systems, or are too slow to be used within data-driven controllers which use and refine bounds on model parameters in real time. In practice for robotic applications, they often require tuning parameters used to provide theoretical guarantees and yield optimal performance, or using a simplified model of the system, e.g., assuming disturbances affect the system additively. These are reasonable assumptions for many applications, but the general problem remains a challenge.

Contributions In this work, we consider the problem of reachability analysis for general systems with bounded state and parameters uncertainty, and bounded external disturbances. Our proposed approach can tackle high-dimensional nonlinear dynamics, and makes minimal assumptions about the properties of the system. It is fast, parallelizable, simple to implement, and provides accurate

1All code is available at https://github.com/StanfordASL/UP
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Figure 1: \((\text{randUP})\) consists of three steps: 1) initial states, controls, disturbances and parameters are sampled, 2) each particle is propagated according to the nonlinear dynamics, and 3) the convex hull at each time \(k\) is computed. Since each convex hull depends on randomly sampled parameters, it is itself random, and can be mathematically described using theory of random sets \([2]\). In Theorem 2, we prove that each convex hull \(X_k^M(\omega)\) is guaranteed to converge to the true convex hull of the reachable set \(X_k\) as \(M \to \infty\). In Section 4, we propose \((\text{robUP})\): an adversarial sampling scheme robustifying \((\text{randUP})\) by accelerating its convergence.

estimates of reachable sets. Our key novel technical idea consists of leveraging random set theory to provide theoretical convergence guarantees of our algorithm, and paves the way for future applications of this theory to the field of robotics. Specifically, our contributions are as follows:

1. A novel, simple, yet effective sampling-based method to perform reachability analysis for general nonlinear systems and bounded uncertainty. Using the theory of random sets, we prove that our method is guaranteed to asymptotically converge to the convex hull of the reachable sets.
2. We develop a novel adversarial sampling scheme inspired by the literature on robust deep learning to accelerate convergence of our algorithm, and identify its strengths and weaknesses.
3. We show that our method outperforms current approaches by yielding tighter reachable sets with faster computation time. We demonstrate our method on neural network dynamics, and on the robust planning problem of a 13-dimensional nonlinear uncertain spacecraft.
4. We discuss immediate applications of our method, as well as possible future applications of random set theory for robotics and deep learning.

Related work When probability distributions over uncertain parameters are available, sampling-based methods can propagate uncertainty \([3, 4]\) with asymptotic guarantees. Scenario optimization can also be used for reachability analysis \([5]\), and ensure probabilistic convex constraints satisfaction \([6]\). Although various methods exist to approximately tackle such problems \([7, 8, 9, 10]\), accurate probability distributions over parameters are required to ensure safe operation of the underlying autonomous systems. Instead, the problem of reachability analysis with bounded uncertainty is of interest whenever no accurate prior is available, and one must rely on frequentist bounds over parameters \([1]\). For such problems, endowing a sampling-based approach for reachability analysis with guarantees is a challenging task; this often requires precise knowledge of certain mathematical properties of the system, e.g., the Lipschitz constant of the reachability function from any state with respect to the Hausdorff distance, the ratio of the surface area of the true reachable set to its volume \([11]\), or smoothness properties of the boundary of the true reachable set \([12]\).

Alternatively, methods which directly leverage smoothness properties of dynamical systems are capable of computing outer-approximations of reachable sets. Such algorithms often leverage precise knowledge of the Lipschitz constant of the system to bound the Lagrange remainder resulting from a finite order Taylor series approximation \([13, 14]\). Unfortunately, precise Lipschitz constants are rarely available in data-driven control applications, and even with this knowledge these algorithms can be shown to be too conservative in practice (see Section 6). Computing tight upper-bounds on Lipschitz constants of neural networks is an active field of research \([15, 16]\), but current methods are computationally expensive, which prevents their use in learning-based control where the model of the system is updated online (e.g., via gradient descent \([17]\), or linear regression over the last layer \([18]\)). Recently, efficient and scalable sampling-based algorithms have been proposed to estimate Lipschitz constants \([14, 19]\), but such methods are not guaranteed to provide upper bounds \([15]\).

Finally, Hamilton-Jacobi (HJ) reachability analysis can compute reachable sets exactly \([20, 21, 22]\). Unfortunately, handling arbitrary systems (e.g., neural networks) with such approaches is challenging, as they require solving a partial differential equation involving a max/minimization over con-
trols and disturbances. For this reason, these methods typically discretize the state space and thus suffer from the curse of dimensionality [20]. Furthermore, these methods leverage the principle of dynamic programming to compute solutions, and thus cannot handle parameter uncertainty which introduces time correlations along the trajectory (see Section 2). Other common approaches include using surrogate models to directly parameterize reachable sets [22, 23, 24], or state space decomposition techniques and zonotopes [25]. As the methods above perform all computation offline\(^2\), they are not adequate for applications where bounds on model parameters are updated over time.

Unlike prior work, our method treats the general problem of reachability analysis for arbitrary continuously differentiable systems subject to bounded uncertainty. To do so, we leverage random set handling online updates of the environment, but does not address the problem of changing dynamics.

Before proposing an algorithm designed to perform reachability analysis, we recall the three main challenges which neglects the time dependency of the trajectory on \(\theta\). For instance, consider \(x_{k+1} = \theta x_k\), with \(\theta \in \{1, 2\}\), and \(X_0 = \{1\}\). Then, \(X_2 = \{1, 4\}\), which is artificially more conservative than using (2). This is an issue which many uncertainty propagation methods suffer from [13, 24, 8], as it can cause additional conservatism or inaccuracies [29] when considering uncertainty over model parameters.

Before proposing an algorithm designed to perform reachability analysis, we recall the three main difficulties of this problem: a) minimal assumptions are made about the dynamics (1); b) reachable sets should be computed as fast as possible, to enable data-driven applications where model parameters are updated online, and to embed this reachability tool within control feedback loops for robotic applications; c) The method should scale to relatively high dimensions \(n, m, p, q\). In the following section, we present a sampling-based methodology which addresses these key challenges.

\(^2\)Although recent work enables warm-starting HJ reachability analysis [26], such methods still require a few seconds for a 3D linear system, and more than an hour for a 10D quadrotor. [27] proposes a real-time approach handling online updates of the environment, but does not address the problem of changing dynamics.
3 Approximate Reachability Analysis using Random Set Theory

Consider computing $X_k$ exactly. To design an algorithm, we start with the observation that if we could evaluate all possible values of $(x_0, u, \theta, w) \in X_0 \times U^{k-1} \times \Theta \times W^{k-1}$, and compute $x_k$ for each tuple by forward propagation through the dynamics, then $X_k$ would be known exactly. Unfortunately, this is only possible if $X_0, U, \Theta,$ and $W$ are finite and small, which is generally not the case.

Instead, consider sampling a finite number $M$ of initial states $x_{0j}$, control trajectories $u^j$, parameters $\theta^j$, and disturbances $w^j$, resulting in a finite number of states $x^j_k$ which are guaranteed to lie within the true unknown reachable set $X_k$. From this finite set of states, three questions arise:

- How can we best approximate $X_k$ from $\{x^j_k\}_{j=1}^M$?
- What theoretical guarantees result from such a sampling-based approach?
- How can we best select samples $\{x^j_0, u^j, \theta^j, w^j\}_{j=1}^M$, for both efficiency and accuracy?

This section treats the first two questions, and the third will be dealt with in Section 4. Before proposing a solution, it is important to correctly characterize the properties of possible set estimators which leverage the samples $\{x^j_k\}_{j=1}^M$. Although different approaches to approximate sets from samples can be found in the literature, they typically assume that samples are drawn uniformly within the set itself, and leverage smoothness properties of the set boundaries to provide convergence guarantees of their estimators [12, 30, 31]. To treat our more general problem formulation, we opt for an alternative mathematical description of the class of estimators computed from a collection of randomly sampled states $x^j$: they are random sets [2]. Intuitively, different approximate reachable sets will be computed for different realizations of the samples $\{x^j_0, u^j, \theta^j, w^j\}$. Mathematically, two random sets share the same distribution if their probabilities to intersect any compact set $K \subset \mathbb{R}^n$ are equal [2]. A random set is formally defined as a map from a probability space to a family of sets:

**Definition 1 (Random Set).** A map $X : \Omega \rightarrow \mathcal{F}$ from a probability space $(\Omega, \mathcal{A}, \mathbb{P})$ to the family of closed sets in $\mathbb{R}^n$ is a random closed set if $\{\omega \mid X(\omega) \cap K \neq \emptyset\} \in \mathcal{A}$ for every compact set $K \subset \mathbb{R}^n$.

In this work, we seek convex approximations of the reachable sets, as convex sets are widely used for control applications and neural network verification. Specifically, we consider using the convex hull of the samples $\{x^j_k\}_{j=1}^M$. The interpretation of the convex hull of sampled points as a random set was mentioned in [2], but to the best of our knowledge, no prior work uses the theory of random sets for reachability analysis. We leverage random set theory to enable a clear analysis of the properties of our method, despite very weak assumptions about our system.

We propose the simple sampling-based procedure in Algorithm 1 (illustrated in Figure 1) to approximate reachable sets. At each time $k$, we: 1) sample i.i.d. tuples $(x^j_0, u^j, \theta^j, w^j) \in X_0 \times U^{k-1} \times \Theta \times W^{k-1}$ according to arbitrary probability distributions over $X_0, U, \Theta$ and $W$, 2) propagate each sample through the dynamics (1) to obtain states within the true reachable sets $X_k$, and 3) take the convex hull of these states. Different sampling distributions are possible; we discuss domain-specific choices in Section 6. Ellipsoidal sets or zonotopes can be used instead of the true convex hull (see Section 5).

The key advantages of (randUP) over standard reachability analysis tools are that 1) it is easy to understand and implement, 2) the number of particles is a design choice, which can be chosen to best exploit available computation resources, or meet a precision criteria, 3) it is parallelizable, and 4) it requires minimal assumptions about the system, namely continuity of the dynamics, and boundedness of the parameter space. To clarify, $f \in \mathcal{C}^1$ in (1) is only required for the algorithm introduced in the next section, which will leverage gradient information to further improve robustness.

Despite the simplicity of our algorithm, it is guaranteed to converge to the convex hulls of the true reachable sets $X_k$. From a theoretical point of view, this result is important, as it guarantees that by increasing the number $M$ of particles, the true reachable sets $X_k$ will be contained within the sampled convex hulls. At the core of our proof of this result lie mathematical tools from the theory of random sets. Specifically, we first restate a theorem in [2, Prop. 1.7.23], providing necessary and sufficient conditions of convergence of random sets which are key to derive our main result:

---

**Alg. 1. UP using Random Sampling (randUP)**

**Parameters:** Number of samples $M$

**Output:** Convex approximation of reachable sets $X_k$

1: Sample i.i.d. $(x^j_0, u^j, \theta^j, w^j), \quad j = 1, \ldots, M$
2: $x^j_0 \leftarrow \text{Propagate}(x^j_0, u^j, \theta^j, w^j), \quad j = 1, \ldots, M$
3: $X_k^M = \text{Conv}(\{x^j_{k-1}\}_{j=1}^M), \quad k = 1, \ldots, N$
4: return $\{X_k^M\}_{k=1}^N$
Theorem 1 (Convergence of Random Sets to a Deterministic Limit).

A sequence \( \{X^m\}_{m=1}^{\infty} \) of random closed sets in \( \mathbb{R}^n \) almost surely converges to a deterministic closed set \( X \) if and only if the following conditions hold:

(C1) For any \( K \in \mathcal{K} \), with \( \mathcal{K} \) the family of compact sets in \( \mathbb{R}^n \),
\[
X \cap K = \emptyset \implies P(X^m \cap K \neq \emptyset \text{ infinitely often}) = 0. \tag{3}
\]

(C2) For any \( G \in \mathcal{G} \), with \( \mathcal{G} \) the family of open sets in \( \mathbb{R}^n \),
\[
X \cap G \neq \emptyset \implies P(X^m \cap G = \emptyset \text{ infinitely often}) = 0. \tag{4}
\]

With this theorem, we prove that our method in Algorithm 1 computing approximations of the reachable sets is guaranteed to converge to the convex hull of the true reachable sets.

Theorem 2 (Convergence of Random Convex Hulls using (randUP)).

Let \( \{(x^j_0, w^j, \theta^j, w^j)\}_{j=1}^{m} \) be i.i.d. sampled parameters in \( X_0 \times \mathcal{U}^{k-1} \times \Theta \times \mathcal{W}^{k-1} \). Define \( x^j_k \) according to (1), and denote the resulting convex hulls as \( X^m_k = \text{Co}(\{x^j_k\}_{j=1}^{m}) \). Assume that the sampling distribution of the parameters satisfies \( P(x^j_k \in G_k) > 0 \) for any open set \( G_k \) s.t. \( X_k \cap G_k \neq \emptyset \).

Then, as \( m \to \infty \), \( X^m_k \) converges to the convex hull of the reachable set \( \text{Co}(X_k) \) almost surely.

We provide a complete proof in the Appendix and outline it here. First, it consists of showing that \( \{X^m\}_{m=1}^{\infty} \) is a sequence of compact random sets. Then, we leverage Theorem 1 and show that its conditions are fulfilled. The i.i.d. assumption is key to apply the second Borel-Cantelli lemma, and the assumption \( P(x^j_k \in G_k) > 0 \) ensures that any point of the true reachable set has a positive probability of being within \( X^m \). By choosing an appropriate sampling distribution over parameters, both assumptions are simple to satisfy in practice. The key advantages of (randUP) are its asymptotic convergence guarantees for general continuous dynamical systems, and that it is intuitive, practical, and can be applied immediately for various applications. Nevertheless, its generality comes with limitations which we discuss below, and relate to existing results in the literature.

**Outer-approximation** For non-convex sets \( X_k \), the convex hull \( \text{Co}(X_k) \) is an over-approximation. To alleviate this problem, one could take the union of \( \epsilon \)-balls whose radius \( \epsilon \) shrinks depending on the number of samples and the smoothness of the boundary [12, 31] or dynamics [11], which comes with the limitations mentioned in Section 1. This is not an issue for many applications, e.g., optimization-based algorithms for uncertainty-aware planning typically leverage convex hulls to compute feasible obstacle-free paths, as they convexify constraints using first [8], or second order information\(^3\).

**Inner-approximation** For some classes of reachable sets \( X_k \) (e.g., a ball), our method always returns a subset of \( X_k \). This could be a limitation, especially for safety critical applications. This problem is acknowledged in [30], which proposes to inflate the resulting convex hull by a quantity related to the estimated volume of \( X_k \). Unfortunately, their work focuses on set estimation in two dimensions only, and efficiently computing the volume of an arbitrary convex polytope is challenging [32]. Similar related problems are investigated in [12, Chap. 5.4-6, 7.5], which proposes maximum likelihood estimators for Dudley sets, as well as star-shaped sets. Unfortunately, their work requires smoothness properties of the boundaries of the estimated set, which are unknown in our problem setting, or would be related to the Lipschitz constant of \( f \) and provide coarse estimations as discussed earlier. Critically, they assume uniform sampling of points directly within \( X_k \). For reachability analysis, parameters are sampled, and analytically computing the distribution for \( x_k \) is intractable.

**Rate of convergence** Although Theorem 2 provides asymptotic guarantees of convergence to the convex hull of the reachable sets, it does not provide a convergence rate. Rates of convergence for various set estimators are derived in [12, 31], by leveraging smoothness properties, and uniformly sampling directly within \( X_k \). For our problem setting, uniformly sampling parameters and computing reachable states does not lead to a uniform distribution of samples within \( X_k \), and verifying such smoothness properties is a challenge for reachable sets of general dynamical systems. Nevertheless, we believe that random set theory could be used to analyze convergence rates of similar methods (e.g., using the variance of the random sets, as pointed out in [33]), which we leave for future work.

Next, we propose an adversarial sampling scheme capable of accelerating the convergence of (randUP), alleviating the last two problem-specific limitations above.

\(^3\)In the multimodal case, since \( f \in C^1 \), multimodal reachable sets occur if and only if the parameter set is disjoint. In this case, it suffices to run (randUP) on each disjoint set, and return their union.
4 Adversarial Sampling for Robust Uncertainty Propagation

The accuracy of the reachable set approximation depends on the realization of the sampled parameters $z^j (x^j_0, w^j, \theta^j, w^j)$. For instance, a sample $z^{M+1}$ for which $x^{M+1}_k \in \mathcal{X}^M_k$ results in the same convex hull $\mathcal{X}^{M+1}_k = \mathcal{X}^M_k$ and is not informative. This motivates choosing new parameters for which $x^{M+1}_k \notin \mathcal{X}^M_k$. This parallels robust classification and adversarial attacks of neural networks [34, 35, 36]. Indeed, the approximate reachable set $\mathcal{X}^M_k$ can be interpreted as a classifier of the reachable states, and new samples satisfying $x^{M+1}_k \notin \mathcal{X}^M_k$ as adversarial examples. The objective then consists of obtaining a robust classifier of the reachable set. Adversarial examples for deep neural network classifiers are often found by slightly perturbing inputs to cause drastic changes in the associated predictions. For such parametric models, the training loss explicitly depends on the possibly perturbed input. In contrast, our decision boundary is implicitly defined as a polytope around the sampled points instead of as a parametric function of $z^j$. Thus, even if a loss function was available for our problem, computing its gradient at any $z$ to find adversarial examples is challenging. Moreover, defining a loss function is not trivial; the Hausdorff distance between the reachable states, and new samples satisfying $x^{M+1}_k \notin \mathcal{X}^M_k$ as adversarial examples.

With these analogies and challenges in mind, we propose an algorithm which consists of incrementally sampling new parameters $z$ for which the resulting states lie outside the convex hull of the previous samples. Specifically, we search for new parameters which maximize the metric

$$\mathcal{L}^M(z) = \frac{1}{N} \sum_{k=1}^{N} \| x_k(z) - c_k^M \|^2_{Q_k^M},$$

where $c_k^M$ is the geometric center of $\mathcal{X}^M_k$ computed previously with $\{x_k^j\}_{j=1}^M$, $Q_k^M$ are positive definite matrices, and $x_k(z) = f(\cdot, u_{k-1}, \theta, w_{k-1}) \circ \cdots \circ f(x_0, u_0, \theta, w_0)$. Although we take the mean over multiple time steps, it is also possible to assign different time steps for different samples, but this yields minimal differences in practice. We propose to maximize (5) using Projected Gradient Ascent (PGA), and outline the algorithm in Algorithm 2. As the speed of convergence of PGA depends on the condition number of the Hessian of the objective function [41], we choose $Q_k^M$ as the inverse of the covariance matrix of $\{x_k^j\}_{j=1}^M$, which also provides a simple method to weigh the different dimensions of the state trajectory. The projection step of the parameters onto $Z = \mathcal{X}_0 \times \mathcal{U} \times \Theta \times \mathbb{W}^{M-1}$ can be efficiently computed for common compact sets used for learning-based control applications (e.g., rectangular and ellipsoidal sets [42]).

**Algorithm 2. Robust UP using Adversarial Sampling (robUP)**

**Input:** Sampled parameters $\{z^j\}_{j=1}^M = (x_0, w, \theta, w)_{j=1}^M$

**Parameters:** Step size $\eta$, nb. iters. $n_{adv}$

**Output:** Particles $\mathcal{X}^M_{adv} = (x^j_{1,N})_{j=1}^M$

1: $x^j_{1,N} \leftarrow \text{Propagate}(z)$, $j = 1, \ldots, M$
2: $\mathcal{X}^M_0 = (x^j_{1,N})_{j=1}^M$
3: for $i = 1, \ldots, n_{adv}$ do
4: $z^{j} \leftarrow z^j + \eta \nabla_z \mathcal{L}^M(x^j_{1,N})$, $j = 1, \ldots, M$
5: $z^{j} \leftarrow \text{Proj}_Z(z^j)$, $j = 1, \ldots, M$
6: $x^j_{1,N} \leftarrow \text{Propagate}(z^j)$, $j = 1, \ldots, M$
7: $\mathcal{X}^1_0 \leftarrow \mathcal{X}^M_0 \cup (x^j_{1,N})_{j=1}^M$
8: return $\text{Co}(\mathcal{X}^M_{adv})$

5 Leveraging System-Specific Properties and Applications

Despite minimal assumptions about the system, we derived an asymptotic convergence guarantee for our method in Theorem 2 using random set theory. Stronger guarantees can be derived with additional assumptions. Firstly, if the reachable sets are convex, our method is guaranteed to always provide inner approximations for any finite number of samples, and our tool can be immediately used for falsification [43]. This is the case for any convex dynamical system and uncertainty sets.
e.g., for time-varying linear systems with polytopic uncertainty, or certain neural network architectures [44, 45]. Secondly, if smoothness properties of \( f \) are available, inflating our approximate convex hulls by a quantity proportional to the Lipschitz constant and the distance between parameter samples suffices to guarantee an over-approximation. Our current approach remains an interesting alternative to efficiently approximate reachable sets whenever it is a challenge to compute tight Lipschitz constants. Thirdly, as discussed in Section 3, we believe that rates of convergence could be derived by leveraging random set theory and smoothness properties of the boundary of the reachable set. Since current methods make specific assumptions on the distribution of the samples within \( X_k \) [12, 31], we leave such extensions for future work. Finally, our method can be used to improve the efficiency of other algorithms. Specifically, we present a direct application of our method to the problem of selecting the correct homotopy class of paths for robust planning in the next section.

6 Results and Applications

**Linear system** We first compare our approach with [11], which can guarantee \((1 - \epsilon)\) volume coverage of the true reachable set. However, this method requires an oracle performing reachability analysis over \( \mathcal{U} \) from any state, cannot handle parameters uncertainty and disturbances, requires knowledge of Lipschitz constants, the surface area, and volume of the reachable sets, and requires taking a union of reachable sets, resulting in a non-convex set which is challenging to compute. For these reasons, we provide comparisons on a system for which these assumptions hold, and consider \( x_1 = x_0 + u_0 \), \( x_1 \in \mathbb{R}^n \), \( x_0 \in [-1, 1]^n \), \( u_0 \in [-\bar{u}, \bar{u}]^n \). We set \( \eta = 1 \) and \( n_{adv} = 1 \), sample uniformly over \( X_0 \times \mathcal{U}_0 \), and use a grid to construct a \( \delta \)-covering of \( X_0 \) for [11]. Figure 4 reports comparisons of volume coverage. Whereas \((\text{randUP})\) and \((\text{robUP})\) provide consistent volume coverage across all problems, the convergence rate of [11] is heavily dependent on \( \bar{u} \). Furthermore, \((\text{robUP})\) significantly outperforms other methods with a single adversarial sampling step only.

![Figure 4](image1.png)

**Neural network dynamics** Next, we demonstrate our method on a system with learned dynamics. Specifically, we consider a double integrator with \( x_1 = x_0 + u_0 \), \( x_1 \in \mathbb{R}^n \), \( x_0 \in [-1, 1]^n \), \( u_0 \in [-\bar{u}, \bar{u}]^n \). We train a fully connected neural network with two hidden layers of sizes \((128, 128)\) and \( \tanh(\cdot) \) activation functions. We use a quadratic loss and \( L_2 \) regularization, and provide further details about our implementation in PyTorch [46] in the Appendix. We randomize initial conditions and control trajectories within compact sets \( X_0 \times \mathcal{U}_0 \) over a horizon of \( N = 10 \) steps, where \( X_0 \) are ellipsoidal sets, and \( \mathcal{U}_0 \) are fixed open-loop control trajectories. Since the true system is linear, and our trained model achieves an error below \( 10^{-7} \) over the state space, we can compute the volume of the true reachable sets. For each of the 100 initial conditions and fixed control trajectories, we evaluate the volume coverage of both \((\text{randUP})\) and \((\text{robUP})\), and report all results in Figure 5. To compute the projection step onto \( X_0 \) in \((\text{robUP})\), we use the Self-adaptive Alternating Direction Method of Multipliers (S-ADMM) described in [42].

![Figure 5](image2.png)
We use a zero-order hold on the controls, an Euler discretization scheme with \( \Delta t = 5 \) s, and an additive disturbance term \( w_k \) such that \( x_{k+1} = f(x_k, u_k, \theta_k) + w_k \). We assume the mass and inertia are unknown with known bounds \( m \in [7.1, 7.3], J_i \in [0.065, 0.075], |w_{ki}| \leq 10^{-4} \) for \( i = 1, 2, \ldots, 13 \), and \( |w_{ki}| \leq 5 \times 10^{-4} \) for \( i = 4, 5, 6 \). We decide to use (robUP) with \( M = 100 \) and \( n_{adv} = 1 \), as we observed reduced returns over more adversarial steps and samples. We extend the SCP-based planning algorithm from [8] to leverage our uncertainty propagation schemes, and use outer rectangular confidence sets to reformulate all constraints. Planning results for a problem with three cylindrical obstacles are shown in Figure 6. Solving this problem with \( N = 21 \) requires 3 SCP iterations and 1.14 s on a laptop with an i7-6700 CPU (2.60 GHz) and 8 GB of RAM. If the SCP-based planner is initialized with a trajectory within the homotopy class on the left, the optimizer does not converge and returns an unfeasible trajectory. This is not the case with a straight-line initialization, in which case convergence is achieved within the correct homotopy class. Although we cannot guarantee that this trajectory is safe for any possible parameters since our guarantees only hold as \( M \to \infty \), our approach can be used to rapidly invalidate an unfeasible homotopy class of paths, and thus avoids spending additional computational resources to compute a robust solution to this problem.

7 Conclusion

Current approaches for reachability analysis have limitations which prevent their use for complex systems and learning-based robotic applications. To fill this gap, this paper presented a simple but theoretically justified sampling-based approach to perform real-time uncertainty propagation. It makes minimal assumptions about the system, can handle general types of uncertainty, scales well to high-dimensional robotic systems, and significantly out-performs state of the art approaches.

Our new interpretation with random set theory opens new avenues for research. Firstly, it could motivate new methods to perform robust neural network training and verification, and design neural network models predicting reachable sets. Secondly, existing results for random set-valued martingales could provide further insights for reachability analysis. Thirdly, using concentration bounds and smoothness properties of reachable sets could help provide rates of convergence, probabilistic and robust outer-approximations, as long as these assumptions can be verified in practice. Finally, our approach is amenable to parallelization and thus could be further accelerated using GPUs.

\footnote{In [13], uncertainty comes in the form of a Gaussian process representing the dynamics, whereas uncertainty is in the initial state in this experiment. Since computing tight upper bounds on Lipschitz constants of neural networks is a rapidly evolving field of research, we implement [13] using the true Lipschitz constant of the linear system. Further implementation details are provided in the Appendix.}

Figure 6: (robUP) can be used to quickly invalidate unfeasible homotopy classes (red), and provide robust paths for a nonlinear spacecraft system (blue).
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Proof. Without loss of generality, we prove this theorem for any arbitrary fixed time index \( k \). For conciseness, we drop the index \( k \) and denote \( (x^j, X^m, X) = (x^j_k, x^m_k, Co(X_k)) \), the sampled parameters tuple \( z_=(x_0, u, \theta, w) \in \mathbb{R}^z \), and the compact parameters set \( Z=\cap_{m=1}x^m_k×\Theta×W^k \). Also, \( \omega \)

Let \( (\Omega, A, \mathcal{F}) \) a probability space, and \( \mathcal{F} \) the family of closed sets in \( \mathbb{R}^m \). Define \( X^m(\omega) = Co(\{ x^j \}_{j=1}^m) \). Then, \( \{X^m(\omega), m \geq 1\} \) is a sequence of compact random sets satisfying \( X^1(\omega) \subseteq X^2(\omega) \subseteq \ldots \) almost surely (a.s.).

Now that we proved that our convex hulls are random sets, we proceed with the proof that the sequence \( \{X^m(\omega), m \geq 1\} \) converges to \( X \) by proving that we satisfy \( (C1) \) and \( (C2) \) of Theorem 1.

(\(C1)\): Let \( K \in \mathcal{K} \) satisfy \( X \cap K = \emptyset \). Since \( x^j(\omega) \in X \) almost surely for all \( j \), \( X^m \subseteq Co(X) \) almost surely for all \( m \). This implies that \( X^m \cap K = \emptyset \) almost surely for all \( m \). Thus, \( P(X^m \cap K = \emptyset) = 0 \) and \( \sum_{m=1}^\infty P(X^m \cap K = \emptyset) = 0 \). By the first Borel-Cantelli lemma, \( P(X^m \cap K = \emptyset \ i.o.) = 0 \).

(\(C2)\): Let \( G \in \mathcal{G} \) satisfy \( X \cap G = \emptyset \). To prove that \( P(X^m \cap G = \emptyset \ i.o.) = 0 \), we proceed in three steps: (1) we show that sampling points \( x^j \) within \( G \) occurs infinitely often (i.o.); (2) we use the growth property \( X^m \subseteq X^{m+1} \) to rewrite \( (C2) \); (3) we relate the probability of sampling \( x^j \) within \( G \) with the probability of \( X^m \) to intersect with \( G \).

(1) The goal is to show \( P(x^j \in G \ i.o.) = 1 \).

(1.1) We first note that \( \{ \omega \mid x^j(\omega) \in G \} = \{ \omega \mid x^j \in G \} \). Since the parameters \( z^j \) are sampled independently for each \( j \), it can be shown that \( \{ \omega \mid x^j \in G \} \) are also independent for \( j = 1, \ldots, m \).

(1.2) Then, let \( Z_G \subseteq \mathbb{R}^x \) such that for all \( z \in Z_G \), we have \( f(z) \in G \). By continuity of \( f(\cdot) \), \( Z_G \) is also an open set. Then, since \( X \cap G = \emptyset \) and by assumption on the sampling distribution over parameters, we have \( P(x^j \in G) = P(z^j \in Z_G) = \alpha_G > 0 \), where \( \alpha_G \) does not depend on \( j \) since the parameters \( (x_0, u, \theta, w) \) are sampled i.i.d. Therefore, we obtain \( \sum_{j=1}^\infty P(x^j \in G) = \infty \).

(1.3) Next, since the events \( \{ \omega \mid x^j \in G \} \) are independent, and by the above, we apply the second Borel-Cantelli lemma to obtain \( P(x^j \in G \ i.o.) = P(\cup_{n=1}^\infty \cap_{m=n}^\infty x^j \in G) = 1 \).
(1.4) From this result and $\bigcap_{n=1}^{\infty} A_n \subseteq A_1$, we obtain that
\[
P(x^j \in G \text{ i.o.}) \leq \mathbb{P}\left( \bigcup_{m=1}^{\infty} x^m \in G \right) \implies \mathbb{P}\left( \bigcup_{m=1}^{\infty} x^m \in G \right) = 1. \tag{6}
\]

(2) Second, we rewrite (C2) as follows:
\[
P(\mathcal{X}^m \cap G = \emptyset \text{ i.o.}) = \mathbb{P}\left( \bigcap_{n=1}^{\infty} \bigcup_{m=n}^{\infty} \mathcal{X}^m \cap G = \emptyset \right) = 1 - \mathbb{P}\left( \bigcup_{n=1}^{\infty} \bigcap_{m=n}^{\infty} \mathcal{X}^m \cap G \neq \emptyset \right).
\]
Since $\mathcal{X}^m \subseteq \mathcal{X}^{m+1}$, $\forall m$, we have that $\{\omega \mid \bigcap_{n=m}^{\infty} \mathcal{X}^m \cap G \neq \emptyset\} = \{\omega \mid \mathcal{X}^m \cap G \neq \emptyset\}$, and
\[
\mathbb{P}\left( \bigcup_{n=1}^{\infty} \bigcap_{m=n}^{\infty} \mathcal{X}^m \cap G \neq \emptyset \right) = \mathbb{P}\left( \bigcup_{n=1}^{\infty} \mathcal{X}^n \cap G \neq \emptyset \right).
\]
Therefore,
\[
P(\mathcal{X}^m \cap G = \emptyset \text{ i.o.}) = 0 \iff \mathbb{P}\left( \bigcup_{n=1}^{\infty} \mathcal{X}^n \cap G \neq \emptyset \right) = 1. \tag{7}
\]

(3) Finally, we combine the two results from above. First, we note that since $x^j \in \mathcal{X}^j$, we have $\{\omega \mid x^j(\omega) \in G\} \subseteq \{\omega \mid \mathcal{X}^j(\omega) \cap G \neq \emptyset\}$. Hence, we obtain
\[
\bigcup_{j=1}^{\infty} \{\omega \mid x^j(\omega) \in G\} \subseteq \bigcup_{j=1}^{\infty} \{\omega \mid \mathcal{X}^j(\omega) \cap G \neq \emptyset\}.
\]
Combining with (6), we obtain:
\[
\mathbb{P}\left( \bigcup_{n=1}^{\infty} \mathcal{X}^n \cap G \neq \emptyset \right) = 1. \tag{8}
\]
Using (7), (8) is equivalent to $\mathbb{P}(\mathcal{X}^m \cap G = \emptyset \text{ i.o.}) = 0$, which concludes the proof of (C2).

By Theorem 1, we conclude that the sequence $\{\mathcal{X}^m(\omega), m \geq 1\}$ almost surely converges to the deterministic set $\mathcal{X}$ as $m \to \infty$. As $\mathcal{X}$ is defined as the convex hull of the true reachable set $\text{Co}(\mathcal{X}_k)$, this concludes our proof of Theorem 2. \hfill \square
B Further Details and Applications of Adversarial Sampling

We present further results for adversarial sampling for \( n_{adv} \geq 1 \) in Figure 7. First, we visualize the effect of adversarial sampling on a planar version of the 13-dimensional nonlinear spacecraft system under uncertainty presented in Section 6. This result shows that taking more adversarial steps leads to samples concentrated at the boundaries of the reachable sets. However, this does not necessarily correlate with larger sets, since the convex hull over the samples is taken.

Figure 7: Green: \( \text{(randUP)} \). Red: \( \text{(robUP!)} \). Effect of adversarial sampling for \( n_{adv} \in \{1, \ldots, 5\} \) for a planar spacecraft system subject to uncertainty. Projection onto positions given a sequence of open-loop controls.

Next, we justify the choice of \( M = 100 \) and \( n_{adv} = 1 \) when performing robust trajectory optimization in Section 6. Starting from \( x_0 \), we perform 500 experiments where parameters \( \theta \), disturbances \( w_k \), and control trajectories within \( \mathcal{U} \) are randomized. For different \( M \) and \( n_{adv} \), we use \( \text{(robUP!)} \) and compare positional volume coverage, which is crucial to determine whether a given homotopy class of paths is feasible or not, due to obstacle avoidance constraints. Results in Figure 8 show that increasing \((M,n_{adv})\) beyond \((100, 1)\) does not lead to drastic improvements, compared to the volume of the experiment with largest \( M \) and \( n_{adv} \). It is thus a reasonable choice of hyperparameters for this application. In Figure 9, we provide a visualization of the effect of adversarial sampling for this system, where all samples are projected onto \( x, y \).

Figure 9: Effect of adversarial sampling for \( M = 200 \) and \( n_{adv} \in \{1, 2, 5\} \) (in red) on the projection onto \( x, y \) positions of the sampled reachable sets at time \( k = 12 \) for the spacecraft system under uncertainty. In green, \( \text{(randUP)} \) is shown for reference.

Adversarial sampling for sensitivity analysis Since \( \text{(robUP!)} \) actively searches for parameters and disturbances which lie outside the convex hull of the reachable states, it can be used to efficiently find parameters for which the system violates a property: a problem also known as falsification. In particular, further insight can be gained from the solution of the robust path of the robust spacecraft planning problem from Section 6. In Figure 10, the samples and convex hulls at times \( k = 8, 14 \) are shown. For each one, the sampled state \( x^i_k \) closest to obstacles is shown in red. Their respective sampled parameters \( \hat{\theta}^i \) and disturbances \( w^i_k \) are equal to \((m_j^i, J_i^j) = (7.1, 0.075)\) for \( k = 8 \), and \((7.3, 0.065)\) for \( k = 14 \), with saturated \( w^i_k \) in opposite directions for the two particles. This indicates that all variables influence the size of the reachable sets. Moreover, a larger inertia does not necessarily correlate with smaller reachable sets, and both large and smaller values have an impact. For future applications, this methodology could be used to analyze the sensitivity of more challenging dynamical systems with respect to different parameters, guide sampling-based reachability analysis to respect a finite set of critical constraints, and design robust online adaptation rules for learning-based controllers.

Figure 8: To perform robust trajectory optimization for a spacecraft under uncertainty, we run 500 randomized experiments to choose \( M \) and \( n_{adv} \). For an horizon \( N = 20 \), executing \( \text{(robUP!)} \) with \( n_{adv} = 1 \) and \( M \in \{50, 100, 200\} \) requires an average of \( \{83, 173, 304\} \) ms, respectively, on a laptop with an i7-6700 CPU (2.60 GHz) and 8 GB of RAM.

Figure 10: \( \text{(robUP!)} \) can be used for sensitivity analysis.
C Additional Experimental Details

C.1 Uncertainty Propagation using Lipschitz Continuity

In this section, we detail our implementation of the Lipschitz-based uncertainty propagation method which we compare with in Section 6. For these experiments, consider the dynamical system

\[ x_{k+1} = f(x_k) = h(x_k) + g(x_k), \quad x_k \in \mathbb{R}^n. \]  

Note that we drop the dependence on the control input \( u_k \) for conciseness, and since our comparisons concern a sequence of known open-loop controls. For simplicity, we assume \( h \) is an affine map, and \( g \) is Lipschitz continuous, such that for all \( x, \mu \in \mathbb{R}^n \),

\[ |g_i(x) - g_i(\mu)| \leq L_{g_i} \|x - \mu\|_2, \quad i = 1, \ldots, n. \]

The method presented in [13] consists of propagating ellipsoidal sets:

**Definition 2 (Ellipsoidal Set)**

A set \( B(\mu, Q) \), \( \mu \in \mathbb{R}^n, Q \in \mathbb{R}^{n \times n}, Q \succ 0 \), is an ellipsoidal set if

\[ B(\mu, Q) := \{ x \mid (x - \mu)^T Q^{-1} (x - \mu) \leq 1 \} . \]

Assume that \( x_k \in B(\mu_k, Q_k) \). The problem consists of computing \( \mu_{k+1}, Q_{k+1} \) such that \( x_{k+1} \in B(\mu_{k+1}, Q_{k+1}) \). Generally, the reachable set of \( f(x_k) \) given that \( x_k \) lies in an ellipsoidal set will not be an ellipsoidal set. However, an outer-approximation is sufficient for control applications where constraints satisfaction needs to be guaranteed. First, we compute the center of the ellipsoid as

\[ \mu_{k+1} = f(\mu_k). \]  

Since \( h \) is affine, its Jacobian does not depend on \( x \). Thus, we decompose the error to the mean as

\[ x_{k+1} - \mu_{k+1} = h(x_k) - h(\mu_k) + g(x_k) - g(\mu_k) = \nabla h \cdot (x_k - \mu_k) + g(x_k) - g(\mu_k). \]

First, given \( x_k \in B(\mu_k, Q_k) \), we have \( \nabla h \cdot (x_k - \mu_k) \in B(0, Q_{nom,k}) \), with \( Q_{nom,k} = hQ_k h^T \).

Second, we use the Lipschitz property of \( g \) to bound the approximation error component-wise as

\[ |g_i(x_k) - g_i(\mu_k)| \leq L_{g_i} \|x_k - \mu_k\|_2 \leq L_{g_i} \lambda_{\text{max}}(Q_k), \]

where \( \lambda_{\text{max}}(Q_k) \) denotes the largest eigenvalue of \( Q_k \), and since \( x_k \in B(\mu_k, Q_k) \). This defines a rectangular set in which \( g(x_k) - g(\mu_k) \) is guaranteed to lie, which can be outer-approximated by an ellipsoid as

\[ g(x_k) - g(\mu_k) \in B(0, Q_{g_k}), \quad \text{ where } Q_{g_k} = n \cdot \text{diag}(\{(L_{g_i} \lambda_{\text{max}}(Q_k))^2 \}, i = 1, \ldots, n), \]

where \( \text{diag}(\ldots) \) denotes the diagonal matrix with diagonal components \((\ldots)\).

Finally, the two terms can be combined as

\[ x_{k+1} - \mu_{k+1} \in B(0, Q_{nom,k}) \oplus B(0, Q_{g_k}) \subset B(0, Q_{k+1}), \]

where \( Q_{k+1} = \frac{c+1}{c} Q_{nom,k} + (1 + c)Q_{g_k} \), with \( c = \sqrt{\text{Tr}(Q_{nom,k})/\text{Tr}(Q_{g_k})} \), and \( \text{Tr}(\cdot) \) denotes the trace operator. Finally, combining the terms above and by linearity,

\[ x_{k+1} \in B(\mu_{k+1}, Q_{k+1}). \]

Starting from \( x_0 \in B(\mu_0, Q_0) \), and applying this recursion for all \( k = 0, \ldots, N-1 \), this method enables the computation of sequence of sets which outer approximate the true reachable sets of the nonlinear system, given known upper-bounds for the Lipschitz constant of the dynamics.
C.2 Neural network experiment and comparisons

Neural network training To simplify training, aid generalization, and simplify comparisons with the Lipschitz-based method (see C), we decompose the dynamics as $x_{k+1} = f(x_k, u_k) + g(x_k)$, where $h(x_k) = x_k$ is a known nominal term which captures prior knowledge about the system, and $g$ is unknown and needs to be learned by the neural network. We opt for a feed-forward network architecture with 2 hidden layers of width 128 each, with $\tanh(\cdot)$ activation functions. To train the neural network, we re-sample states and controls at each training step as described in the next section, giving rise to the tuples $\{(x_k, u_k, x_{k+1})\}_{k=1}^{b}$. We use a single-step quadratic loss $\sum_{k=1}^{b} \| x_{k+1} - g(x_k, u_k) \|^2_2$, a batch size $B = 20$, and include standard $L_2$-regularization with weight $10^{-6}$. All code is written using PyTorch [46], and the model is trained using Adam [48], with an initial learning rate of 0.02, and a decay factor of $(1 - 10^{-6})$ every gradient descent step. After 10k training steps, the model achieves a loss of around $10^{-7}$ on the validation dataset. We perform further validation through multi-steps rollouts of the system (over 20 timesteps). By adopting a model architecture which leads to minimal error, we are able to compare the reachable sets of the true linear system with those of the neural network, and evaluate volume coverage.

Randomization To provide comparisons of volume coverage, we perform $B = 100$ experiments where we randomize initial states $x_0^b \in \mathcal{X} = \mathcal{B}(\mu_0, Q_0)$ and open-loop control trajectories $u^b = (u_0^b, \ldots, u_{k-1}^b)$, $b = 1, \ldots, B$. We sample $\mu_0^b = (\mu_0^b, \nu_0^b)$ with $\mu_0^b \sim \text{Unif}(-5, 5)$, $\nu_0^b \sim \text{Unif}(-1, 1)$, and constant $Q_0^b = 10^{-3} \text{diag}(10, 10, 2, 2)$. We sample controls as $u_k^b = \bar{u} + \delta u_k^b$ with $\bar{u} \sim \text{Unif}(-0.4, 0.4)$, $\delta u_k^b \sim \text{Unif}(-0.02, 0.02)$.  

Computation time In average, for this neural network, $(\text{randUP})_{i+1}^{k}, (\gamma)_{i+1}^{k}, (\text{robUP})_{i+1}^{k}$ require $(9,28,120,648)$ ms on a laptop with an i7-6700 CPU (2.60GHz) and 8GB of RAM. We did not optimize our implementation. Performing operations in parallel and using a GPU would further accelerate both methods.

Lipschitz method In our experiments, we use $h(x) = x$, and train a neural network to represent $g(x, u)$. To reduce conservatism in our comparisons, we use the Lipschitz constant of the true linear system $x_k = (p_k, v_k) \in \mathbb{R}^3$, $u_k \in \mathbb{R}^2$, $p_{k+1} = p_k + v_k$, and $v_{k+1} = v_k + u_k$, which are given as $L_{q_i} = 1$ for $i = 1, 2$, and $L_{q_i} = 0$ for $i = 3, 4$. 

Volume computation Finally, the volume of the ellipsoidal sets $\mathcal{B}(\mu, Q)$ are computed in closed form as 
\[ \text{Vol}(\mathcal{B}(\mu, Q)) = \frac{\Gamma(n/2)}{\Gamma(n/2 + 2)} \frac{1}{\sqrt{\det(Q^{-1})}}, \]  
(17) 
where $\Gamma(\cdot)$ is the standard gamma function of calculus [49].

D Robust Trajectory Optimization with Sampling-based Convex Hulls

Problem formulation This section proposes a method to perform (approximately) robust trajectory optimization using sampling-based reachability analysis, and sequential convex programming (SCP). Specifically, we extend the method presented in [8] to leverage sampling-based convex hulls.

In the following, we use the same assumptions and notations outlined in Section 2. The goal consists of computing an open-loop trajectory $(x_{0,N}, u_{0,N-1})$ which satisfies all constraints $(x_k \in \mathcal{X}_\text{free}, u_k \in \mathcal{U})$, for any bounded uncertain parameter $\theta \in \Theta$ and disturbances $w_k \in \mathbb{W}$. The initial state $x_0$ is uncertain and lies within a known initial bounded set $\mathcal{X}_0$, and the final state $x_N$ should lie within the final goal region $\mathcal{X}_\text{goal}$. The trajectory should minimize the step and final cost functions $l : \mathcal{X} \times \mathcal{U} \to \mathbb{R}$, $l_f : \mathcal{X} \to \mathbb{R}$ (e.g., fuel consumption, and final velocity). To make this problem tractable, given a sequence of control inputs $u = (u_0, \ldots, u_{N-1})$, we define the nominal trajectory $\mu = (\mu_0, \ldots, \mu_N)$, from a fixed $\mu_0 \in \mathcal{X}_0$, as 
\[ \mu_{k+1} = f(\mu_k, u_k, \bar{\theta}, \bar{w}_k), \quad \bar{\theta} \in \Theta, \quad \bar{w}_k \in \mathbb{W}, \]  
(18) 
where $\theta$ and $w_k$ are fixed nominal parameters and disturbances. Given this nominal trajectory, we aim to minimize the cost of the nominal trajectory $\sum_{k=0}^{N-1} l(\mu_k, u_k) + l_f(\mu_N)$, subject to all
constraints defined above. We define the following robust optimal control problem:

**Robust Optimal Control Problem**

\[
\min_{u_0:N-1} \sum_{k=0}^{N-1} l(\mu_k, u_k) + l_f(\mu_N) \\
\text{subject to } x_{k+1} = f(x_k, u_k, \theta, w_k), \quad w_k \in \mathbb{W}, \quad \theta \in \Theta, \quad k = 0, \ldots, N - 1, \\
\bigwedge_{k=1}^{N} (x_k \in \mathcal{X}_{\text{free}}) \land \bigwedge_{k=0}^{N-1} (u_k \in \mathcal{U}) \land (x_N \in \mathcal{X}_{\text{goal}}) \land (x_0 \in \mathcal{X}_0).
\]

(19a)

(19b)

(19c)

Using the reachable sets \(\{\mathcal{X}_k\}_{k=0}^{N}\) defined in (2), and the nominal trajectory in (18), it is possible to show that the previous problem is equivalent to the following problem:

**Reachability-Aware Optimal Control Problem**

\[
\min_{u_0:N-1} \sum_{k=0}^{N-1} l(\mu_k, u_k) + l_f(\mu_N) \quad \text{s.t.} \quad \bigwedge_{k=1}^{N} \mathcal{X}_k \subset \mathcal{X}_{\text{free}}, \quad \bigwedge_{k=0}^{N-1} u_k \in \mathcal{U}, \quad \mathcal{X}_N \subset \mathcal{X}_{\text{goal}},
\]

(20)

where \(\{\mathcal{X}_k\}_{k=0}^{N}\) depend on the chosen sequence of controls \(u_0:N-1\), and are computed from \(\mathcal{X}_0\).

In this work, the reachable sets are approximated using either \(\text{randUP}\) or \(\text{robUP}\), which yield convex hulls. However, we show next that computing the convex hull of the samples \(x^i_k\) is not always necessary to reformulate common constraints found in robotic applications.

**Sequential convex programming (SCP) and constraints reformulation** In this work, we leverage SCP to solve (20). The SCP technique consists of iteratively formulating convex approximations of (20), and solving each sub-problem using convex optimization. Specifically, at each iteration \((i+1)\), the previous nominal solution \((\mu^i, u^i)\) is used to linearize all constraints, and reformulate (20) as a quadratic program with linear constraints which can be efficiently solved using OSQP [50]. The solution of this problem, denoted as \((\mu^{i+1}, u^{i+1})\), should approach the solution of (20) at convergence, which can be assessed by evaluating \(||\mu^{i+1} - \mu^i|| + ||u^{i+1} - u^i||\). In this work, we use the open-source SCP procedure presented in [8]\(^5\), which includes trust region constraints and additional parameter adaptation rules to encourage convergence to a locally optimal solution to the original non-convex problem.

Next, we present simple methods to use sampling-based reachable sets to reformulate constraints. First, consider dimension-wise constraints of the form

\[
x_{\min,i} \leq x_{\mu,i}(u) \leq x_{\max,i}, \quad \forall (x_0, \theta, w_{0:k-1}) \in \mathcal{X}_0 \times \Theta \times \mathbb{W}^k,
\]

(21)

where \(i \in \{1, \ldots, n\}\). For instance, such constraints can represent velocity bounds, and are incorporated within \(x_k \in \mathcal{X}_{\text{free}}\) in (19c). To reformulate such constraints using the reachable set \(\mathcal{X}_k(u)\) and the nominal trajectory \(\mu\), it suffices to compute its outer-bounding rectangle \(\Delta_k(u)\), defined as \(\Delta_k = \{x_k \mid |x_{\mu,i} - x_{\mu,i}| \leq \delta_{k,i}\}\). Using \(\text{randUP}\) or \(\text{robUP}\), the bounds \(\delta_{k,i} = \max_j |x_{\mu,j} - x_{\mu,j}|\) can be efficiently computed. With these rectangular sets, (21) is conservatively reformulated as

\[
x_{\min,i} + \delta_{k,i}(u) \leq x_{\mu,i}(u) \leq x_{\max,i} - \delta_{k,i}(u).
\]

(22)

Next, linear constraints \(a \cdot x_{k,1:s} \leq b\) on the \(s\) first components of \(x_k\), with \(a \in \mathbb{R}^s, b \in \mathbb{R}\) can be reformulated using outer-bounding ellipsoidal sets for the \(s\) first components of \(x\): \(B^s(\mu_k, Q_k) = \{x \mid (x - \mu_{k,1:s})^T Q_k^{-1} (x - \mu_{k,1:s}) \leq 1\}\). Following derivations in Section C.1, \(Q_k\) can be computed as \(Q_k = s \cdot \text{diag}(\delta_{k,i}^2, i = 1, \ldots, s)\), yielding an ellipsoidal set \(B^s\) which outer-approximates the reachable set \(\mathcal{X}_k\) (projected onto its \(s\) first dimensions). Using this ellipsoidal set, the linear constraint \(a \cdot x_{k,1:s} \leq b\) is conservatively reformulated as \(a^T \mu_{k,1:s} + (a^T Q_k a)^{1/2} \leq b\), following similar derivations as in [8, 13]. Finally, this constraint is linearized, to yield a convex reformulation of the original constraints (19c), and obtain a convex quadratic program with linear constraints which can be solved using OSQP. For the spacecraft planning problem in Section 6, such linear constraints are obtained from non-convex obstacle avoidance constraints, by expressing them using the signed distance function, and linearizing the expression. This procedure is described in [8], where it is shown that it is conservative for general convex obstacles.

---

\(^5\)The implementation of [8] is available at github.com/StanfordASL/ccsacp.