Electronic medical records and physiologic monitors produce unprecedented amounts of clinical data, which increasingly powerful computers may turn into novel insights through machine learning and predictive algorithms. Predictive analytics are statistical methods (e.g., random forest models and neural networks) analyzing current and historical data to make predictions about the future. They may detect specific patterns or signatures of clinical deterioration before it becomes overt, opening the door to proactive instead of reactive medicine. As a result, machine learning and predictive analytics, which are subfields of artificial intelligence, are making the buzz in medical journals, congresses, and on the web. In this article, we tried to stay away from novelty blindness to provide a brief evidence-based and balanced overview of opportunities and pitfalls in acute care medicine.

**What can we predict?**

First, we can improve the prediction of mortality in patients admitted in the intensive care unit (ICU). Using the super ICU learner algorithm (SICULA), Pirrachio et al. [1] better predicted mortality (area under receiver operating characteristic curve, AUROC = 0.88) than with SAPS-II (AUROC = 0.83) and APACHE-II (AUROC = 0.82) scores. If the differences between AUROC values were statistically significant, they remained small, raising questions regarding their clinical relevance.

Machine learning systems have also been proposed to predict specific adverse events in the ICU and operating theaters. Several attempts have been made to predict intubation [2], prolonged mechanical ventilation and tracheostomy [3], hemorrhage [2], central line-associated bloodstream infections [4], sepsis [2, 5], hypotension [6, 7], and pressure injury [8]. Studies have yielded conflicting results with sensitivities and specificities within the 65–85% range [2–8]. If this level of prediction is definitely better than a random guess, it may not be high enough to make therapeutic decisions in the individual patient. In addition, it remains unknown whether such levels of prediction would result in effective prevention and better clinical outcomes.

Machine learning may help as well on hospital wards. Indeed, predictive algorithms are useful for risk stratification, to detect clinical deterioration at an early stage and to predict ICU readmission [9, 10]. The early recognition of deteriorating patients has been shown to be associated with a decrease in the number of rapid response team calls and ICU transfers [11].

**From predictive to prescriptive analytics**

Automation has reduced variability and human errors in non-medical fields. However, closed-loop treatment automation is difficult to implement in clinical practice. Before relying on automated systems, we have to ensure they are going to select the right therapy at the right time. For example, although the automatic titration of vasopressors to ensure a stable blood pressure during surgery is technically feasible, it does not mean that vasopressors are always the right therapeutic answer to a decrease in blood pressure. Depending on the hypotension mechanism, it may actually be wiser to give fluid, or red blood cells, or inotropes, or simply to decrease the depth of anesthesia [12]. In the ICU, the situation is even more complex, since both the interpretation of hemodynamic profiles and therapeutic decisions depend on intricated factors such as patient medical history (cardio-respiratory comorbidities), imaging (echocardiography findings), laboratory tests (lactate), respiratory settings (PEEP level), and treatments received (amount of fluid already administered, dosage of vasopressors). We are not aware of any system, or even prototype, capable of integrating enough information to mimic the human
decision-making process in patients with acute circulatory failure.

In contrast, due to its potential to make clinicians life easier with no additional risk for patients, automation of simple diagnostic tests may soon become available. Assessing the hemodynamic impact of respiratory maneuvers (transient rise in tidal volume, end-inspiratory or expiratory pause, lung recruitment maneuver) is known to be useful to predict fluid responsiveness [13]. Patients who do not experience significant changes in hemodynamics during such maneuvers should not receive fluid boluses. These simple tests could be automatized on anesthesia machines and mechanical ventilators so that anesthetists and intensivists would know at regular intervals, and without any additional workload, about the fluid responsiveness status of their patient [14].

**Beyond the peak of inflated expectations**

If machine learning and predictive analytics have potential to help us improve quality of care, they are not magic bullets. If you supply the best predictive algorithm with inaccurate information (mistakes are frequent in clinical databases, physiologic signals are often damped or distorted), you will likely end up with wrong predictions (Fig. 1). This is the classical concept of “garbage in, garbage out.” Also, even if machine learning algorithms are able to capture complex, nonlinear relationships in the data, no amount of algorithmic finesse or computer power can squeeze out information that is not present [15]. Finally, predictive algorithms are not crystal balls predicting events before they occur, but rather sniffers detecting that something started to happen—like seismographs telling us that an earthquake is coming before we feel it. Any external intervention, either iatrogenic or therapeutic, is susceptible to change the course of a disease and precipitate, or in contrast prevent, an adverse event (Fig. 1). These interventions are by definition unknown from the predictive system. This may considerably limit the predictive value of machine learning algorithms in acute care settings where multiple interventions per day are usually occurring.

In summary, the concepts of prediction and automation are appealing and, thanks to computer and algorithm innovations, no longer belong to the realm of science fiction. Prediction may lead to prevention and become a useful way to improve quality of care, particularly on hospital wards where patients are monitored less closely than in the ICU. However, several factors may limit the applicability of predictive analytics in real-life conditions. They include the risk to analyze wrong data or distorted signals and the possible interference of external interventions, which are, in essence, unpredictable by a machine. Automation has potential to unload clinicians from repetitive tasks and to prevent human errors. However, the complexity of many therapeutic decisions, and sometimes even the lack of consensus regarding what should be done, is a serious limitation to the implementation of automated systems designed to administer therapy.

**Authors’ contributions**

FM wrote the first draft. Both authors read and approved the final manuscript.

**Author details**

1 MiCo, Chemin de Chapallaz 4, Denens, Switzerland. 2 Bicetre University Hospital, Paris South University, Le Kremlin Bicetre, France.

**Acknowledgements**

Not applicable.

**Competing interests**

FM is the founder and managing director of MiCo, a Swiss consulting firm. MiCo does not sale any medical products, and FM does not own shares and does not receive royalties from any MedTech company. JLT is a member of the medical advisory board of Pulsion/Getinge.
Availability of data and materials
Not applicable.

Consent for publication
Not applicable.

Ethics approval and consent to participate
Not applicable.

Funding
No funding.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Received: 11 February 2019   Accepted: 8 April 2019
Published online: 11 April 2019

References
1. Pirrachio R, Petersen ML, Carone M, et al. Mortality prediction in the ICU: can we do better? Results from the Super ICU Learner Algorithm (SICULA) project, a population-based study. Lancet Respir Med. 2015;3:42–52.
2. Moss TJ, Lake DE, Calland JF, et al. Signatures of subacute potentially catastrophic illness in the intensive care unit: model development and validation. Crit Care Med. 2016;44:1639–48.
3. Parreco J, Hidalgo A, Parks JJ, et al. Using artificial intelligence to predict prolonged mechanical ventilation and tracheostomy placement. J Surg Res. 2018;228:179–87.
4. Parreco JP, Hidalgo AE, Badilla AD, et al. Predicting central line-associated bloodstream infections and mortality using supervised machine learning. J Crit Care. 2018;45:156–62.
5. Nemati S, Holder A, Razmi F, et al. An interpretable machine learning model for accurate prediction of sepsis in the ICU. Crit Care Med. 2018;46:547–53.
6. Hatib F, Jian Z, Buddi S, et al. Machine-learning algorithm to predict hypotension based on high-fidelity arterial pressure waveform analysis. Anesthesiology. 2018;129:663–74.
7. Kendale S, Kulkarni P, Rosenberg AD, Wang J. Supervised machine learning predictive analytics for prediction of postinduction hypotension. Anesthesiology. 2018;129:675–88.
8. Alderden J, Pepper GA, Wilson A, et al. Predicting pressure injury in critical care patients: a machine-learning model. Am J Crit Care. 2018;27:461–8.
9. Churpek MM, Yuen TC, Winslow C, et al. Multicenter comparison of machine learning methods and conventional regression for predicting clinical deterioration on the wards. Crit Care Med. 2016;44:368–74.
10. Rojas JC, Carey KA, Edelson DP, et al. Predicting intensive care unit readmission with machine learning using electronic health record data. Ann Am Thorac Soc. 2018;15:846–53.
11. Michard F, Sessler DI. Ward monitoring 3.0. Br J Anaesth. 2018;121:999–1001.
12. Michard F, Liu N, Kurz A. The future of intraoperative blood pressure management. J Clin Monit Comput. 2018;32:1–4.
13. Jozwiak M, Monnet X, Teboul JL. Prediction of fluid responsiveness in ventilated patients. Ann Transl Med. 2018;6:352.
14. Michard F, Biais M. Predicting fluid responsiveness: time for automation. Crit Care Med. 2019;47:618–20.
15. Chen JH, Asch SM. Machine learning and prediction in medicine—beyond the peak of inflated expectations. N Engl J Med. 2017;376:2507–9.