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Abstract

We consider the Klein–Gordon equation on the exterior of the toric anti de-Sitter Schwarzschild black hole with Dirichlet, Neumann and Robin boundary conditions at $\mathcal{I}$. We define a non-degenerate energy for the equation which controls the renormalised $H^1$ norm of the field. We then establish both decay and integrated decay of this energy through vector field methods. Finally, we demonstrate the necessity of ‘losing a derivative’ in the integrated energy estimate through the construction of a Gaussian beam staying in the exterior of the event horizon for arbitrarily long coordinate time.
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1. Introduction

Among asymptotically flat spacetimes satisfying the vacuum Einstein equations:

$$Ric_g = 0, \quad (1)$$

the black hole solutions occupy a privileged position. It is conjectured that the family of rotating black holes described by the Kerr metric represent the final state of gravitational collapse. Within the class of spherically symmetric solutions with scalar matter it is possible to establish this fact rigorously [1]. Establishing such a result without an assumption of symmetry appears to be a very challenging task. Less ambitiously, one might hope to show that the Kerr family of black holes are in some suitable sense stable as solutions of (1) against small perturbations to the initial data. In the absence of a black hole, the nonlinear stability of the Minkowski spacetime against small perturbations was established in the work of Christodoulou–Klainerman [2]. For black hole spacetimes, the nonlinear stability against
generic small perturbations remains an important open problem, although see [3, 4] for an alternative approach.

In the linear setting, considerable progress towards establishing the stability of the black hole spacetimes has been made over the last few years, culminating in the recent proof of decay for solutions of the scalar wave equation on any fixed subextremal Kerr black hole background [5]. Even this highly simplified problem nevertheless requires a very careful analysis. The key issues to be understood are those of \textit{trapping} and \textit{superradiance}. The issue of trapping is related to the presence of null geodesics which orbit the central black hole, neither escaping to infinity, nor falling through the black hole horizon. Trapped null geodesics are an obstacle to linear decay, resulting in decay estimates that ‘lose derivatives’. The other problem to be confronted is the superradiant effect, which manifests itself in the absence of a globally timelike Killing field. As a consequence, the natural conserved ‘energy’ is not coercive and does not control the solution. Overcoming these issues requires a rather subtle argument involving the nature of the set of trapped geodesics and its interplay with the superradiance phenomenon.

In this paper, we shall initiate the mathematical study of the Klein–Gordon equation on a family of black hole backgrounds which, largely, evade the complications of trapping and superradiance present for the Kerr family of black holes: the planar, or toroidal, AdS-Schwarzschild black holes. These are solutions of the vacuum Einstein equations with a negative cosmological constant:

\[ \text{Ric}_g = \Lambda g, \quad \Lambda < 0. \]  

(2)

The presence of a negative cosmological constant for our purposes has two main effects. First, the character of null infinity changes: it becomes a timelike surface, meaning that it is necessary to impose boundary conditions in order for the Klein–Gordon equation to define a well posed evolution problem. Second, for $\Lambda < 0$ it is no longer the case that the horizon of a compact black hole in four dimensions must be spherical: versions of the AdS-Schwarzschild black holes exist whose horizon is a surface of arbitrary genus. We shall consider the case of a toroidal AdS-Schwarzschild black hole, with isometry group $\mathbb{R} \times T^2$. The spherical case has been studied in [6, 7].

The main difference between the toric AdS-Schwarzschild black holes and the spherical AdS-Schwarzschild black hole can be seen at the level of the null geodesics. In the equation governing null geodesics in the toric black hole background, there is no analogue of the centrifugal force that appears for the spherical black hole. Crudely, there exist trapped null geodesics in the spherically symmetric case owing their existence to a combination of the centrifugal repulsion and the confining nature of the AdS boundary. For the toric black hole, the centrifugal force is absent, and so no trapped null geodesics exist. This has a profound effect on the behaviour of solutions to the Klein–Gordon equation on this background.

Aside from the fact that solutions of (2) are of interest in the context of classical relativity, they have also received considerable attention in the context of the putative AdS/CFT correspondence. This conjectures a relation between gravitational theories with negative cosmological constant, and conformal field theories in one fewer dimension. In this context linear fields on the planar\(^3\) AdS-Schwarzschild solution are studied, as they are conjectured to be dual to conformal field theories in Minkowski space at finite temperature.

\(^3\) The difference between planar and toric AdS/Schwarzschild is purely topological: the toric solution arises by periodically identifying the planes of symmetry present in the planar solution.
The main results

We shall first consider solutions of the Klein–Gordon equation:

$$\Box u + \frac{\alpha}{F} u = 0,$$

(3)

where $\alpha < \frac{9}{4}$. When dealing with integrated decay, due to a technical limitation we will restrict it to $\alpha^* < \alpha < \frac{9}{4}$ where $\alpha^*$ is a constant with the properties $\alpha^* \in \left( \frac{5}{2}, \frac{27}{16} \right)$, $(\alpha^* \approx 1.46)$. Our first result is an extension of the results of [8] to the toric AdS-Schwarzschild black hole. That is to say, for a stationary time foliation which is regular at the horizon, we shall establish the following result.

**Theorem 4.1.** Suppose $u$ is a solution to (5) satisfying suitable (Dirichlet, Neumann or Robin) boundary conditions at infinity. Let $\mathcal{E}[u]$ be the renormalised energy density of the field $u$. Then for any $T > 0$ we have:

$$\int_{\{t=T\}} \mathcal{E}[u] \lesssim \int_{\{t=0\}} \mathcal{E}[u],$$

with the implicit constant independent of $T$.

Here and elsewhere, $\mathcal{E}[u]$ is an energy density which does not degenerate at the event horizon, so we gain full control of all derivatives up to, and including, the horizon. Having established boundedness, we then consider the question of decay for solutions of (3). We establish an integrated decay estimate.

**Theorem 5.1.** Suppose $u$ is a smooth solution to (5) satisfying Dirichlet, Neumann or Robin boundary conditions at infinity. Let $\mathcal{E}[u]$ be the renormalised energy density of the field $u$. Then for any $T > 0$ we have

$$\int_{\{0 < r < T\}} \frac{\mathcal{E}[u]}{r} \lesssim \int_{\{t=0\}} \mathcal{E}[u],$$

with the implicit constant independent of $T$.

Here $r$ is a radial coordinate with null infinity corresponding to $r \to \infty$. Clearly, the weight on the left hand side of this estimate is weaker than that on the right. In fact, this degeneration occurs only for derivatives tangent to $\mathcal{I}$. We can improve the weight at the cost of losing a derivative.

**Theorem 5.2.** Suppose $u$ is a smooth solution to (5) satisfying the same boundary conditions as above. Let $\mathcal{E}[u]$ be the renormalised energy density of the field $u$. Then for any $T > 0$ we have:

$$\int_{\{0 < r < T\}} \mathcal{E}[u] \lesssim \int_{\{t=0\}} (\mathcal{E}[u] + \mathcal{E}[u_t]),$$

with the implicit constant independent of $T$.

It is likely that one does not need to lose a whole derivative to improve the weight, but we shall not pursue this point here.
In order to establish the results above, we combine the vector field method with the renormalisation methods of [9]. The boundedness proof follows a very similar approach to that of [8]. To establish decay, we make use of currents constructed from Morawetz vector fields. In contrast to the spherical black holes, the absence of a photon sphere simplifies the construction of appropriate currents.

Combining the integrated decay estimate of theorem 5.2 with the result of theorem 4.1, and an argument based on the redshift, we can establish:

**Theorem 5.3.** Suppose \( u \) is a solution to \((5)\) satisfying suitable (Dirichlet, Neumann or Robin) boundary conditions at infinity. Let \( \mathcal{E}[u] \) be the renormalised energy density of the field \( u \). Then for any \( T > 0 \) we have
\[
\int_{\{t=T\}} \mathcal{E}[u] \lesssim \frac{1}{(1 + T)^2} \sum_{k=0}^{n} \int_{\{t=0\}} \mathcal{E}\left[ \partial_t^k u \right],
\]
with the implicit constant independent of \( T \).

It is worth contrasting this result with that of [6, 7] for the spherical AdS-Schwarzschild and Kerr AdS black holes. They established that in this background solutions of the Klein–Gordon equation satisfy a decay estimate of the form
\[
\int_{\{t=T\}} \mathcal{E}[u] \lesssim \frac{1}{\log(2 + T)} \int_{\{t=0\}} \left( \mathcal{E}[u] + \mathcal{E}[u_t] \right),
\]
and moreover this cannot be improved. The slower rate of decay here is due to the existence of null geodesics which **never** cross the horizon: they are stably trapped between the centrifugal barrier and null infinity (which for these purposes may be thought of as a reflecting barrier).

The fact that our estimates exhibit a loss, either in weight or in derivatives, is due to a ‘trapping at infinity’. There exist null geodesics which start far from the black hole, moving orthogonally to the radial direction, and which take an arbitrarily long time to cross the horizon. Using this fact, one can establish the following using the Gaussian beam methods of [10].

**Theorem 5.4.** There exists no constant \( C > 0 \), independent of \( T \), such that the estimate
\[
\int_{\{0 < t < T\}} \mathcal{E}[u] \leq C \int_{\{t=0\}} \mathcal{E}[u]
\]
holds for all smooth solutions \( u \) of \((5)\).

This result is very robust, and in particular it does not depend on the boundary conditions, nor on the value of the Klein–Gordon mass.

**Outline of the paper**

This paper consists of four main sections. The first one defines the spacetime, sets up the appropriate hypersurfaces we will need and states the relevant divergence theorem. The second section sets up the initial boundary value problems (IBVP) we are interested in, the appropriate renormalisation scheme for well-posedness as seen in [9] and defines the necessary tensorial quantities for proving decay. The third section proves energy decay for the IBVPs, taking the approach of [8]. The final section then seeks to obtain qualitative time
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decay rates for the energy of solutions of the IBVP in the time coordinate using vector field methods found in [11] and [12].

2. Toric AdS Schwarzschild black hole

2.1. The manifold

We define the exterior of the toric AdS-Schwarzschild black hole with mass $M$ and AdS radius $l$ to be the following manifold with boundary

$$\mathcal{M} = \mathbb{R}_{t>0} \times \mathbb{R}_{r>r_c} \times \mathbb{T}^2,$$

with Lorentzian metric

$$g = \left(-\frac{2M}{r} + \frac{r^2}{l^2}\right)dr^2 + \frac{4Ml^2}{r^3}drd\tau + \left(\frac{2Ml^4}{r^5} + \frac{l^2}{r^3}\right)d\tau^2 + r^2(\text{d}x^2 + \text{d}y^2),$$

where $\mathbb{T}^2$ denotes the two dimensional torus and $r_c = (2Ml^2)^{1/2}$ is the event horizon for this space. This metric was first stated in [13, 14].

In these coordinates $(t, r, x, y)$ we make the usual periodic identification for the torus $x \sim x + p_1, y \sim y + p_2.$

As the toric domain is compact integrating over it shall prove no problem and these periods will typically not appear explicitly. There appears to be no obstacle in extending our results to the planar black hole (without identification of $x, y$), provided one assumes some decay for the field in the $x, y$ directions.

For later asymptotic analysis it is also helpful to know the expression of the cometric

$$g^{-1} = \left(-\frac{2Ml^4}{r^5} + \frac{l^2}{r^3}\right)\partial_t^2 + \frac{4Ml^2}{r^3}\partial_t\partial_r + \left(-\frac{2M}{r} + \frac{r^2}{l^2}\right)\partial_r^2 + \frac{1}{r^2}\left(\partial_x^2 + \partial_y^2\right).$$

2.2. Hypersurfaces and measures

In this paper we will make extensive use of the divergence theorem. With this in mind it is helpful to establish a few hypersurfaces and measures.

The volume element for this space is

$$\text{d}^4\text{Vol} = r^2\text{d}r\text{d}\tau\text{d}x\text{d}y = r^2\text{d}\eta.$$

We introduce the following spacetime slab

$$\mathcal{M}[\tau_1, \tau_2] = \mathbb{R}_{\tau_1 \leq \tau \leq \tau_2} \times \mathbb{R}_{r>r_c} \times \mathbb{T}^2.$$

We now define the hypersurfaces we will need.

1. $\Sigma_t$ the hypersurface of constant $t$. This surface has a future directed unit normal given by

$$n = \sqrt{-g^\eta} \partial_t - \frac{g^{\eta t}}{\sqrt{-g^\eta}} \partial_\tau$$

$$= \sqrt{2l^4M \over r^5} + l^2 \over r^2 \partial_t - \frac{2Im}{\sqrt{2}l^2Mr + r^3} \partial_\tau,$$

and induced surface measure
A simple calculation shows that $\Sigma_t$ is a regular space-like hypersurface up to and including the horizon. The following notation will also be useful

$$\Sigma_t^{[R_1, R_2]} = \Sigma_t \cap \{ R_1 \leq r \leq R_2 \}.$$

2 $\Sigma_r$ the hypersurface of constant $r$. This surface has unit normal given by

$$m = \sqrt{g^{rr}} \partial_r = \frac{g^{rr}}{\sqrt{g^{rr}}} \partial_i,$$

and induced surface measure

$$dS_{\Sigma_r} = \sqrt{g^{rr} r^2} dr d\Omega$$

$$= \sqrt{g^{rr}} r^2 \sqrt{-2 l^2 M r^5 + r^8} dr d\Omega.$$

Note that $m$ becomes singular and $dS_{\Sigma_r}$ degenerates as we approach the horizon. The combination $m^\mu dS^\nu_{\Sigma_r}$ is well behaved and gives the appropriate normal volume element to the surface. We again will make use of the notation

$$\Sigma_t^{[T_i, T_j]} = \Sigma_t \cap \{ T_i \leq t \leq T_j \}.$$

3 The surface $T_{t, s}^2$ denotes the intersection of $\Sigma_t$ and $\Sigma_r$. It has an induced surface measure

$$dS_{T_{t, s}^2} = r^2 d\Omega.$$

4 We will also denote the hypersurface of the event horizon by

$$\mathcal{H} = \{ r = r_e \},$$

and define null infinity $\mathcal{I}$ formally as

$$\mathcal{I} = \{ r = \infty \}.$$
Providing the limits exist we can extend this to the spacetime slab $\mathcal{M}_{[T_1,T_2]}$ by sending $R_1 \to r_+$ and $R_2 \to \infty$.

To simplify our dealings with tangential terms we will denote the connection of the induced metric on tori of constant $t$ and $r$ by $\nabla$. We note that in our coordinate system for a function $u \in C^1(\mathcal{M})$ we have

$$|\nabla u|^2 = \frac{1}{r^2} \left( u_t^2 + u_r^2 \right).$$

### 3. The Klein–Gordon equation

#### 3.1. Klein–Gordon equation

The Klein–Gordon for an asymptotically anti de-Sitter spacetime is given as

$$\square_u u + \frac{\alpha}{l^2} u = 0,$$

where $\alpha < \frac{9}{4}$ obeys the Breitenlohner–Freedman bound [15].

Using the coordinate expansion

$$\square_u u = \frac{1}{\sqrt{|g|}} \partial_m \left( \sqrt{|g|} g^{mu} \partial_u u \right)$$

for the wave operator, (5) takes the form:

$$- \left( \frac{2m l^2}{r^5} + \frac{\ell^2}{r^2} \right) u_t + \frac{1}{r^2} \partial_t \left( r^2 \left( \frac{2m}{r} + \frac{\ell^2}{l^2} \right) u_r \right)$$

$$+ \frac{4m l^2}{r^3} u_{rr} - \frac{2m l^2}{r^4} u_t + \frac{1}{r^2} \Delta_{(x,y)} u + \frac{\alpha}{l^2} u = 0.$$
We note that second order radial derivatives degenerate as $r \to r_+$. If we express this PDE in the form

$$-u_{tt} + Bu_t + Lu = 0$$

for some spatial differential operators $B, L$ of degree one and two respectively, we find that $L$ is not strongly elliptic at the horizon and that the standard energy methods are insufficient to prove boundedness of the full $H^1$ norm. We overcome this by exploiting the redshift effect for black holes. The details on how this can be done for general black holes can be found in [16]. We must also confront the issue that standard energy fluxes of this PDE diverge as $r \to \infty$; this is fixed by a renormalization process, in particular by reformulating the problem in terms of the twisted derivative.

3.2. The twisted derivative

Due to the fact that asymptotically anti de-Sitter spaces do not admit a Cauchy hypersurface, in order to have a well-posed problem it is necessary to prescribe boundary data on $\mathcal{I}$. While the standard $\partial_r$ energy currents are sufficient to establish well-posedness for Dirichlet type data, for more general boundary conditions the solution has less radial decay and the standard energy diverges. This was resolved in [9] for the range $\alpha \in \left(\frac{5}{4}, \frac{9}{4}\right)$ by treating the well-posedness of the problem in asymptotically AdS spaces with the use of a renormalisation scheme. The core idea is to reformulate the energies in terms of ‘twisted’ derivatives

$$\hat{\nabla}_\mu u = f \nabla_\mu (f^{-1} u),$$

for a ‘twisting’ function $f > 0$ which captures the decay of the field near $\mathcal{I}$.

Defining $\hat{\nabla}_\mu^\dagger$ as the formal adjoint of $\hat{\nabla}$ with respect to the spacetime $L^2$ inner product

$$\hat{\nabla}_\mu^\dagger u = -\frac{1}{f} \nabla_\mu (fu),$$

we note we can rewrite the Klein–Gordon equation in the form

$$-\hat{\nabla}_\mu^\dagger \hat{\nabla}_\nu u - Vu = 0,$$

where

$$V = -\left(\frac{\nabla_\nu \nabla_\mu f}{f} + \frac{\alpha}{f^2}\right).$$

3.3. Boundary conditions

It will be helpful to define $\kappa > 0$ by $\alpha = \frac{9}{4} - \kappa^2$. We say that $u \in C^1(\mathcal{M}, \mathbb{R})$ obeys Dirichlet, Neumann or Robin boundary conditions if the following hold:

1. Dirichlet, $\kappa > 0$ and

$$r^{\frac{1}{2} - \kappa} u \to 0, \text{ as } r \to \infty,$$

2. Neumann, $\kappa \in (0, 1)$ and

$$r^{\frac{1}{2} + \kappa} \hat{\nabla}_r u \to 0, \text{ as } r \to \infty.$$
3. Robin, $\kappa \in (0, 1)$ and

\[ r^{\frac{1}{2}+\kappa} \nabla u + \beta r^{\frac{1}{2}-\kappa} u \to 0, \quad \text{as} \quad r \to \infty, \]

where $\beta \in C^\infty (\mathcal{I})$.

We will throughout this paper assume as part of our definition of Robin boundary conditions that $\partial_\nu \beta = 0$ and $\beta \geq 0$.

3.4. Well-posedness and asymptotics

In this section we state the well-posedness results and the asymptotic behaviour of the solution as found in [9].

First, let $\Sigma$ be a smooth space-like hypersurface which extends to $\mathcal{I}$ and meets it orthogonally\(^4\). We let $n_{\Sigma}$ be the future directed unit normal of $\Sigma$ and define

\[ \hat{n}_{\Sigma} = m_{\Sigma}, \]

then let $\mathcal{D}^+(\Sigma)$ denote the future Cauchy development of $\Sigma$ together with the portion of $\mathcal{I}$ lying in the future of $\Sigma$.

We choose our twisting function $f$ such that $fr^{\frac{1}{2}-\kappa} = 1 + \mathcal{O}(r^{-2})$ as $r \to \infty$ in order to define the norms

\[
\|u\|_{L^2(\Sigma)}^2 = \int_{\Sigma} \frac{u^2}{r} \, dS_{\Sigma}, \\
\|u\|_{L^2(\Sigma, \kappa)}^2 = \int_{\Sigma} \left( |\nabla u|^2 + \frac{u^2}{r^2} \right) r \, dS_{\Sigma},
\]

and the space $H^1_0(\Sigma, \kappa)$ as the completion of the smooth functions supported away from $\mathcal{I}$. Different choices of twisting function $f$ satisfying the same asymptotic condition give rise to equivalent norms.

**Theorem 3.1.** Well-posedness and asymptotics.

1. Let $u_0 \in H^1_0(\Sigma, \kappa), \, u_1 \in L^2(\Sigma)$. Then there exists a unique $u$ such that $u|_{\Sigma} = u_0, \, \hat{n}_{\Sigma} u|_{\Sigma} = u_1$ which weakly solves

\[ \Box u + \frac{1}{r^2} \left( \frac{9}{4} - \kappa^2 \right) u = 0, \]

in $\mathcal{D}^+(\Sigma)$ with Dirichlet boundary conditions on $\mathcal{I}$. If $S$ is any space-like surface in $\mathcal{D}^+(\Sigma)$ meeting $\mathcal{I}$ orthogonally then $u|_{S} \in H^1_0(S, \kappa), \, \hat{n}_{S} u|_{S} \in L^2(S)$.

2. Let $u_0 \in H^1(\Sigma, \kappa), \, u_1 \in L^2(\Sigma)$ and $0 < \kappa < 1$. Then there exists a unique $u$ such that $u|_{\Sigma} = u_0, \, \hat{n}_{\Sigma} u|_{\Sigma} = u_1$ which weakly solves

\[ \Box u + \frac{1}{r^2} \left( \frac{9}{4} - \kappa^2 \right) u = 0, \]

in $\mathcal{D}^+(\Sigma)$ with Neumann or Robin boundary conditions (for given $\beta$) on $\mathcal{I}$. If $S$ is any space-like surface in $\mathcal{D}^+(\Sigma)$ meeting $\mathcal{I}$ orthogonally then $u|_{S} \in H^1(S, \kappa), \, \hat{n}_{S} u|_{S} \in L^2(S)$.

If the initial conditions satisfy stronger regularity and asymptotic conditions, then $u|_{S} \in H^k_{\text{loc}}(S), \, \hat{n}_{S} u|_{S} \in H^{k-1}_{\text{loc}}(S)$ for any integer $k \geq 2$ and we obtain an asymptotic

\[ \text{boundary}.\]
\[ u = \frac{1}{r^{2-\kappa}} (u^- + \mathcal{O}(r^{-1-\kappa})) + \frac{1}{r^{2+\kappa}} (u^+ + \mathcal{O}(r^{\kappa-1})). \]

Where the functions \( u^- \in H^{k-1}(\mathcal{I}), u^+ \in H^{k-2}(\mathcal{I}) \) satisfy
\[
\begin{align*}
& u^- = 0 \text{ if } u \text{ satisfies Dirichlet data,} \\
& u^+ = 0 \text{ if } u \text{ satisfies Neumann data,} \\
& 2\kappa u^+ - \beta u^- = 0 \text{ if } u \text{ satisfies Robin data.}
\end{align*}
\]

**Remark 3.1.** We will for the remainder of this paper assume our solutions are smooth, and admit asymptotic expansions to all orders. (Such solutions can be constructed from sufficiently smooth initial data.) This assumption can later be removed by a density argument. We state the asymptotics for the solution of the Dirichlet, Neumann and Robin problems, when \( \kappa \in (0, 1) \):

**Dirichlet:**
\[
\begin{align*}
& u = \mathcal{O}(r^{-\frac{1}{2}+\kappa}), & \nabla u = \mathcal{O}(r^{-\frac{1}{2}+\kappa}), \\
& |\nabla u| = \mathcal{O}(r^{-\frac{1}{2}+\kappa}), & \nabla_\nu u = \mathcal{O}(r^{-\frac{1}{2}+\kappa}).
\end{align*}
\]

**Neumann/Robin:**
\[
\begin{align*}
& u = \mathcal{O}(r^{-\frac{1}{2}+\kappa}), & \nabla u = \mathcal{O}(r^{-\frac{1}{2}+\kappa}), \\
& |\nabla u| = \mathcal{O}(r^{-\frac{1}{2}+\kappa}), & \nabla_\nu u = \mathcal{O}(r^{-\frac{1}{2}+\kappa}).
\end{align*}
\]

3.5. The twisted energy momentum tensor

When deriving energy estimates for wave equations on the exterior of black holes, one typically considers the energy momentum tensor. By choosing suitable vector fields as multipliers and commutators one can prove boundedness and decay of solutions (for a discussion of the history of this approach in the black hole setting see [16]). In the case of AdS spaces with Neumann and Robin boundary data one finds that for the standard energy estimate obtained using the vector field \( T = \partial_t \) as a multiplier, the energy is no longer finite. This is resolved by the introduction of the twisted energy momentum tensor defined as
\[
\nabla_{\mu}[u] = \nabla_\mu u \nabla_\nu u - \frac{1}{2} \eta_{\nu\sigma} (\nabla_\sigma u \nabla^\nu u + Vu^2),
\]

where again:
\[
V = -\left( \frac{\nabla_\nu \nabla^\nu f}{f} + \frac{\alpha}{R^2} \right).
\]

Unfortunately the divergence of the twisted energy-momentum tensor (in contrast to the untwisted version) is no longer vanishing for solutions to (5). However, it does have some useful properties.
Lemma 3.1 (taken from [8]).

1. For \( \psi \in C^2(\mathcal{M}) \)

\[
\nabla_\mu \mathcal{T}^\mu_{\nu}[\psi] = \left( -\nabla^\mu \nabla_\mu \psi - V\psi \right) \nabla_\nu \psi + \tilde{S}_\nu[\psi],
\]

where

\[
\tilde{S}_\nu[\psi] = \frac{\dot{\nabla}_\nu f(V)}{2f} \psi^2 + \frac{\nabla^\mu \dot{\nabla}_\mu \psi}{2f} \nabla^\nu \psi.
\]

2. For \( u \) a solution to the PDE and \( X \) a smooth vector field. Defining

\[
J^X_\mu[u] = \tilde{\tau}^\mu_{\nu\rho}[u]X^\nu, \text{ } \tilde{K}^X_\mu[u] = X^\nu \tilde{\tau}^\mu_{\nu\rho}[u] + X^\nu \tilde{S}_\nu[u],
\]

where \( X^\nu \tilde{\tau}^\mu_{\nu\rho} \) is the deformation tensor

\[
X^\nu \tilde{\tau}^\mu_{\nu\rho} = \frac{1}{2} \left( \nabla^\nu X_\rho + \nabla^\rho X_\nu \right) = \frac{1}{2} (L_X g)_{\mu\nu},
\]

we have

\[
\nabla_\mu J^X_\mu[u] = \tilde{K}^X[u].
\]

3. If \( f \) is chosen such that \( V \geq 0 \) then \( \tilde{\tau}^\mu_{\nu\rho} \) satisfies the dominant energy condition, i.e. for a future direct causal vector field \( Y \) we have that \( -\tilde{\tau}^\mu_{\nu\rho} Y^\nu \) is future directed and timelike. If \( Y \) is timelike then \( \tilde{\tau}^\mu_{\nu\rho} Y^\nu Y^\nu \) controls all the first order derivatives of \( u \).

As we have that \( \tilde{S}_\nu \) and thus \( \tilde{K}^X[u] \) depend only on the 1-jet of \( u \) we find that \( J^X_\mu[u] \) is a compatible current in the sense of Christodoulou [17].

Importantly, if we have that \( Z \) is a Killing field that preserves \( f \), i.e. \( L_Z f = 0 \), then \( J^X_\mu[u] \) is a conserved current.

We remark that the renormalization by the twisted derivative encompasses the holographic renormalization of [18] and [19].

4. Energy decay

With the notions of the previous sections in mind we are now in a position to prove an energy decay result for the Klein–Gordon equation in this setting. This follows the same method as in [8] which deals with the spherical case.

First, we choose our twisting function. Experimentation suggests the following function:

\[
f(r) = r^{-\frac{3}{2} + \kappa}.
\]

This choice gives

\[
V(r) = \frac{(3 - 2\kappa)^2 M}{2r^3} > 0,
\]

and we can easily verify that for the timelike vector field

\( T = \partial_t \),
we have
\[ \mathcal{L}_T(f) = 0, \]
so that
\[ \nabla^a J^T_{\mu} = 0. \]

We now integrate over \( B \) to get the following identity:
\[
\int_{\Sigma_{B_{r_1}}} J^T_{\mu} \, n^\mu \, dS_{\Sigma_{r_1}} - \int_{\Sigma_{B_{r_2}}} J^T_{\mu} \, n^\mu \, dS_{\Sigma_{r_2}} = \int_{\Sigma_{\Sigma_{r_1}}} J^T_{\mu} \, m^\mu \, dS_{\Sigma_{r_2}} - \int_{\Sigma_{\Sigma_{r_2}}} J^T_{\mu} \, m^\mu \, dS_{\Sigma_{r_1}}.
\]

Through a long but straightforward calculation one arrives at
\[
\mathcal{F}(u; [R_1, R_2]): = \int_{\Sigma_{R_1}} J^T_{\mu} n^\mu \, dS_{\Sigma_{R_1}}
\]
\[
= \frac{1}{2} \int_{\Sigma_{R_1}} \left( -g_\gamma^\mu \left( \nabla_\gamma u \right)^2 + g_\tau^\mu \left( \nabla_\tau u \right)^2 \right)
\]
\[
+ |\nabla u|^2 + V(r)u^2 r^2 dr \, dx \, dy,
\]
\[
\mathcal{F}_R(u; [T_1, T_2]): = \int_{\Sigma_{T_1}} J^T_{\mu} m^\mu \, dS_{\Sigma_{T_2}}
\]
\[
= \int_{\Sigma_{T_2}} \left( g_\tau^\mu \left( \nabla_\tau u \right)^2 + g_\tau^\mu \left( \nabla_\tau u \right) \left( \nabla_\tau u \right) \right) r^2 dr \, dx \, dy.
\]

We now wish to take the limits \( R_1 \to r_+ \) and \( R_2 \to \infty \) in the fluxes so that energy is defined across the whole exterior of the black hole. Approaching the event horizon we get
\[
\lim_{R_1 \to r_+} \mathcal{F}_R(u; [T_1, T_2]) = \int_{\Sigma_{T_1}} g_\tau^\mu \left( \nabla_\tau u \right)^2 r^2 dr \, dx \, dy = F(u; [T_1, T_2]),
\]
and we observe that \( g_\tau^\mu \) is positive on the horizon, making this flux a positive quantity.

As for the contribution on \( I \) we can quickly see from the asymptotics that for Dirichlet and Neumann data
\[
\lim_{R_1 \to \infty} \mathcal{F}_R(u; [T_1, T_2]) = 0,
\]
however for time independent Robin data
\[
\lim_{R_2 \to \infty} \mathcal{F}_R(u; [T_1, T_2]) = -\lim_{r_+ \to \infty} \int_{\Sigma_{R_1}} \frac{\beta}{r^2} \left( \left( r^{\frac{\gamma - \epsilon}{\epsilon}} u \right)^2 \right) dr \, dx \, dy
\]
\[
= \frac{1}{2} \int_{T_1} \left( r^{\frac{\gamma - \epsilon}{\epsilon}} u \right)^2 \beta \, dx \, dy - \frac{1}{2} \int_{T_2} \left( r^{\frac{\gamma - \epsilon}{\epsilon}} u \right)^2 \beta \, dx \, dy,
\]
where we understand the terms in the integral at \( r = \infty \) to mean \( \lim_{r_+ \to \infty} r^{\gamma - \epsilon} u \). We may thus define the renormalised energy for a function \( u \) as
\[
E_r[u] = \frac{1}{2} \int_{\Sigma_{R_1}} \left( -g_\mu^\mu \left( \nabla_\mu u \right)^2 + g_\tau^\mu \left( \nabla_\tau u \right)^2 + |\nabla u|^2 + \frac{(3 - 2\epsilon)^2 M u^2}{2r^3} \right) r^2 dr \, dx \, dy
\]
\[
+ \frac{1}{2} \int_{T_2} \left( r^{\frac{\gamma - \epsilon}{\epsilon}} u \right)^2 \beta \, dx \, dy,
\]
where we include the latter term for Robin data. This energy is positive definite and finite for our boundary data. It also satisfies the useful identity
so that $E_t[u]$ is a strictly non-increasing function of $t$. Using the redshift effect [16], we can remove the degeneracy at the horizon to establish:

**Theorem 4.1.** Suppose $u$ is a solution to (5) satisfying suitable (Dirichlet, Neumann or Robin) boundary conditions at infinity. Define the non-degenerate renormalised energy density $\mathcal{E}[u]$ by

$$\mathcal{E}[u] := \frac{1}{r}u^2 + r^4(\nabla_t u)^2 + (\nabla u)^2 + r^2 |\nabla u|^2.$$  

Then there exists a constant $C = C(M, l, \kappa) > 0$ such that for any $T_1 < T_2$ we have:

$$\int_{\Sigma_{T_2}} \mathcal{E}[u] \, dr \, dx \, dy \leq \int_{\Sigma_{T_1}} \mathcal{E}[u] \, dr \, dx \, dy.$$

**Remark 4.1.** If enough regularity is assumed on the initial data of (5) one may extend this result: by applying $T$ and the redshift vector field as commutators, together with elliptic estimates and a Sobolev embedding, we can extract pointwise boundedness. In this setting one can prove a result similar to that found in [8].

5. Decay rates

Now that we have established energy decay for solutions to (5) we turn to the problem of establishing integrated decay. Due to limitations of our energy current we show the existence of $\kappa^*$ with $\frac{3}{4} < \kappa^* < 1$, such that our results hold for $\kappa \in (0, \kappa^*)$. We believe the results hold for all $\kappa \in (0, 1)$ however the energy current will be far more complex. We will examine all the previously listed boundary conditions. We remark that this range of $\kappa$ includes the conformally coupled case ($\kappa = \frac{1}{2}$). The methods we will use were first established by Morawetz [20] and [11] for the obstacle problem for waves and also seen in [12, 16] and [21] for the Schwarzschild black hole. The core idea is to repeat a similar argument as in the energy decay proof, only rather than using $\partial_t$ as a multiplier we examine vector fields of the form $h(r)\partial_r$ for some radial function $h$.

5.1. The Morawetz estimate

In this section, we shall establish the following integrated decay estimate.

**Theorem 5.1.** [Precise Version] Suppose $u$ is a smooth solution to (5) with $\kappa \in (0, \kappa^*)$, satisfying Dirichlet, Neumann or Robin boundary conditions at infinity. Then for any $T_1 < T_2$ we have:

$$\int_{M_{T_1, T_2}} \left(\frac{1}{r}u^2 + r^4(\nabla_t u)^2 + \frac{1}{r^2}(\nabla u)^2 + \frac{1}{r} |\nabla u|^2\right) \, d\eta \leq C \int_{\Sigma_{T_1}} \mathcal{E}[u] \, dr \, dx \, dy$$

with $C = C(M, l, \kappa) > 0$.

To prove this we make use of the following two lemmas.
Lemma 5.1 (Divergence of the modified energy current) Let \( u \) be a solution to (5) with Dirichlet, Neumann or Robin boundary conditions. For an energy current defined as
\[
\mathcal{J}^\mu [u] = \mathcal{N}^\mu [u] X^\nu + w_1(r) u \mathcal{N}^\mu u + w_2(r) u^2 X^\mu ,
\]
where
\[
X = r \partial_r,
\]
we then have
\[
\nabla_\mu \mathcal{J}^\mu [u] = \left( 2w_2(r) + \frac{r^2 w_1'(r)}{l^2} - \frac{2M w_1'(r)}{r^3} \right) u \nabla u + \frac{2 l^2 M w_1'(r)}{r^3} u \nabla^2 u
+ \left( \frac{r^2 w_1'(r)}{l^2} + \frac{2M w_1(r)}{r} \right) \nabla^2 u + \frac{2 l^2 M w_1(r)}{r} \left( \nabla u \right)^2
+ \left( \frac{r^2 w_1'(r)}{l^2} - \frac{2M w_1(r)}{r} \right) \left( \nabla u \right)^2.
\]

The proof of this may be found in the technical lemmas section of the paper.

Lemma 5.2 (Bounded integrated divergence). For a current defined as
\[
\mathcal{J}^\mu [u] = \mathcal{N}^\mu [u] X^\nu + w_1(r) u \mathcal{N}^\mu u + w_2(r) u^2 X^\mu ,
\]
where
1. \( u \) solves (5) with Dirichlet, Neumann or Robin data,
2. \( X = r \partial_r \),
3. \( w_1 = -k_1 + f(r) \),
   with \( k_1 > 0 \) and \( f \in \mathcal{O}(r^{-3}) \),
4. \( w_2 = \frac{k_2}{r^5} \),
   with \( 0 \leq k_2 < \frac{(3 - 2\kappa)^2}{4}M \).

We have that
\[
\int_{\mathcal{M}_{T_1T_2}} \nabla_\mu \mathcal{J}^\mu [u] d^4\text{Vol} \leq C \int_{\Sigma_{T_1}} \mathcal{E}[u] dr d\Sigma d
\]
for a constant \( C \) independent of \( T_1 \) and \( T_2 \).

The proof of this may be found in the technical lemmas section of the paper.

Proof of theorem 5.1. We split the estimate into two parts, as inspection of (9) reveals that the coefficient of the tangential derivatives appears with the sign opposite to the higher order
terms of the time derivative’s coefficient. This is problematic when trying to get a signed divergence. So we initially cancel this term off to control a positive quantity. This establishes part of the Morawetz estimate and is then used to control a divergence that includes poorly signed terms of lower order but crucially correctly signed tangential terms.

We define our first current as

\[ \tilde{J}^\mu [u] = \tilde{T}^\mu [u] X^\nu + (\kappa - 1) u \tilde{\nabla}^\mu u + \left( \frac{3 - 2\kappa}{2r^3} M \left( \frac{1}{2} + \frac{\epsilon}{2} \right) \right) u^2 X^\mu \]

with

\[ X = r \partial_r \]

as our multiplier. It can be easily checked that this current satisfies lemma 5.2 providing \( \epsilon < 2(1 - \kappa) \), and by using the divergence formula from lemma 5.1 we get

\[ - \nabla_\mu \tilde{J}^\mu [u] \cdot r^2 = \frac{3 l^4 M}{r^3} (\nabla u)^2 - \frac{4 l^2 M}{r} \tilde{\nabla} u \nabla u + \frac{(3 - 2\kappa)^2 M \epsilon}{4r} u^2 - \frac{1}{2} (3 - 2\kappa)(1 + \epsilon) Mu \tilde{\nabla} u + \left( \frac{r^4}{l^2} + Mr \right) (\tilde{\nabla} u)^2, \]

which we can rewrite as

\[ - \nabla_\mu \tilde{J}^\mu [u] \cdot r^2 = \frac{3 l^4 M}{r^3} (\nabla u)^2 - \frac{4 l^2 M}{r} \tilde{\nabla} u \nabla u + \frac{r^4}{l^2} (\tilde{\nabla} u)^2 + \frac{(3 - 2\kappa)^2 M \epsilon}{4r} u^2 - \frac{1}{2} (3 - 2\kappa)(1 + \epsilon) Mu \tilde{\nabla} u + \frac{r^4}{l^2} + Mr \left( \tilde{\nabla}^2 u \right)^2. \]  

(11)

Note that our choice of \( w_1 \) ensures that there is no term involving \( \nabla u \). We now seek to bound a positive quantity from above by this divergence. First, note that

\[ \left| \frac{4 l^2 M}{r} \tilde{\nabla} u \nabla u \right| \leq \frac{4 l^4 M}{\delta r^3} (\nabla u)^2 + \delta Mr \left( \tilde{\nabla} u \right)^2, \]

for some \( \delta > 0 \) to be later determined. We thus have

\[ \frac{3 l^4 M}{r^3} (\nabla u)^2 - \frac{4 l^2 M}{r} \tilde{\nabla} u \nabla u + \frac{r^4}{l^2} (\tilde{\nabla} u)^2 \]

\[ \geq \frac{l^4 M}{r^3} \left( 3 - \frac{4}{\delta} \right) (\nabla u)^2 + \left( \frac{r^4}{l^2} - \delta Mr \right) (\tilde{\nabla} u)^2. \]

This deals with the first line of (11). Now, for the second line

\[ \frac{(3 - 2\kappa)^2 M \epsilon}{4r} u^2 - \frac{1}{2} (3 - 2\kappa)(1 + \epsilon) Mu \tilde{\nabla} u + Mr \left( \tilde{\nabla} u \right)^2 \]

\[ \geq \frac{M}{r} \left( \frac{3 - 2\kappa}{2} \right)^2 u^2 - \frac{\beta}{2} \left( \frac{3 - 2\kappa}{2} \right)^2 u^2 - \frac{(1 + \epsilon)^2}{2\beta} r^2 (\tilde{\nabla} u)^2 + r^2 \left( \tilde{\nabla} u \right)^2, \]

where \( \beta > 0 \) is a constant from Young’s inequality that we shall later determine. Factoring the above, we deduce
\[
\frac{(3 - 2\kappa)^2 M e}{4r} u^2 - \frac{1}{2} (3 - 2\kappa)(1 + \epsilon) Mu \nabla u + Mr \left( \nabla \nabla u \right)^2
\]

\[
\geq \frac{M}{r} \left( \left( \epsilon - \frac{\beta}{2} \right) \left( \frac{3 - 2\kappa}{2} \right)^2 u^2 + \left( 1 - \frac{(1 + \epsilon)^2}{2\beta} \right) r^2 \left( \nabla \nabla u \right)^2 \right).
\]

Now combining everything we have

\[
- \nabla_i J^i_\mu [u] \cdot r^2 \geq \frac{r^4 M}{r^3} \left( 3 - \frac{4}{\delta} \right) \left( \nabla \nabla u \right)^2 + \left( \frac{r^4}{l^2} - Mr \left( \delta + \frac{(1 + \epsilon)^2}{2\beta} - 1 \right) \right) \left( \nabla \nabla u \right)^2
\]

\[
+ \frac{M}{r} \left( \epsilon - \frac{\beta}{2} \right) \left( \frac{3 - 2\kappa}{2} \right)^2 u^2,
\]

so providing that

\[
\beta < 2\epsilon, \quad \delta > \frac{4}{3},
\]

and

\[
\delta + \frac{(1 + \epsilon)^2}{2\beta} - 1 < 2,
\]

we have a bounded positive quantity.

We now show for which range of \( \epsilon \) this can hold and then convert to the mass range this method works for.

First, note that (13) is equivalent to

\[
\delta < 3 - \frac{(1 + \epsilon)^2}{2\beta},
\]

but for consistency we then need

\[
\frac{4}{3} < 3 - \frac{(1 + \epsilon)^2}{2\beta},
\]

which is equivalent to

\[
\frac{3}{10} (1 + \epsilon)^2 < \beta;
\]

again, for consistency we then also need

\[
\frac{3}{10} (1 + \epsilon)^2 < 2\epsilon,
\]

which is equivalent to

\[
3\epsilon^2 - 14\epsilon + 3 < 0,
\]

which holds for the range

\[
\epsilon \in \left[ \frac{1}{3} (7 - 2\sqrt{10}), \frac{1}{3} (7 + 2\sqrt{10}) \right].
\]

Now we also have the restraint that

\[
\epsilon < 2 - 2\kappa,
\]
that is
\[ \kappa < 1 - \frac{\epsilon}{2}, \]
which is extremized for
\[ \kappa < \frac{1}{6} \left( 2\sqrt{10} - 1 \right) \approx 0.887, \]
thus providing an upper bound for the \( \kappa \) ranges we can currently prove. If we also make the choice
\[ \epsilon = 1 - \kappa, \]
we can easily then show the positivity and boundedness for the range
\[ \kappa \in \left( 0, \frac{1}{6} \left( 2\sqrt{10} - 1 \right) \right). \]
So for \( \kappa \) in this range we may find all the constants to deduce that
\[- \nabla_x J^\mu \cdot r^2 \geq c \left( \frac{1}{r^3} (\nabla u)^2 + r^4 \left( \psi u \right)^2 + \frac{1}{r} u^2 \right) \]
for some \( c = c(M, l, \kappa) > 0 \). We remark that we have used \( r \geq (2M)^\frac{1}{4} \).

We now invoke lemma 5.2 to deduce
\[ \int_{M_{(\Sigma_1, \tau_2)}} \left( \frac{1}{r^3} (\nabla u)^2 + r^4 \left( \psi u \right)^2 + \frac{1}{r} u^2 \right) rd\sigma \leq C \int_{\Sigma_1} \mathcal{E}[\nu] d\sigma. \tag{14} \]
Now that we have control of \( u, \nabla u \) and \( \psi u \) in an integrated sense, we can return to establish an estimate involving \( \nabla u \). To obtain this, we consider the current:
\[ J^\mu = - \left( \frac{1}{r^3} (1 - \kappa) \right) u \psi u. \]
The divergence of this current is readily calculated to give
\[ - \nabla_x J^\mu \cdot r^2 = \left( \frac{6 M}{r^3} - \frac{3}{l^2} \right) u \psi u - \frac{6 I^2 M}{r^3} \nabla u - \frac{4 I^2 M (r^3 - 1)}{r^4} \psi u \nabla u \]
\[ + \left( \frac{I^4 + r}{l^2} + M \left( r - \frac{2}{l^2} \right) \right) \left( \psi u \right)^2 + \frac{\left( I^4 M (3r^3 - 2) - I^2 r^3 \right)}{r^6} \left( \psi u \right)^2 \]
\[ - \frac{(3 - 2\kappa)^2 M (r^3 - 2)}{4r^4} u^2 + \frac{1}{r} |\nabla u|^2 \]
Examining the coefficients of the terms involving \( u, \nabla u \) and \( \psi u \), we see that we already control all of these terms with appropriate weights. In particular, it is clear that we can find \( C > 0 \) such that
\[ \frac{1}{r} |\nabla u|^2 \leq - \nabla_x J^\mu [u] \cdot r^2 + C \left( \frac{1}{r^3} (\nabla u)^2 + r^4 \left( \psi u \right)^2 + \frac{1}{r} u^2 \right). \]
Integrating this estimate, applying lemma 5.2 and estimate (14), we finally conclude
\[ \int_{M_{(\Sigma_1, \tau_2)}} \left( \frac{1}{r^2} u^2 + r^4 \left( \psi u \right)^2 + \frac{1}{r^3} (\nabla u)^2 + \frac{1}{r} |\nabla u|^2 \right) d\sigma \leq C \int_{\Sigma_1} \mathcal{E}[\nu] d\sigma \]
for some \( C > 0 \). \qed
5.2. Integrated decay estimate without weight loss

We can now restate our result regarding the integrated decay with no loss in the radial weights:

**Theorem 5.2.** Suppose \( u \) is a smooth solution to (5) with \( \kappa \in (0, \kappa^+) \), satisfying Dirichlet, Neumann or Robin boundary conditions at infinity. Let \( \mathcal{E}[u] \) be the renormalised energy density of the field \( u \), as in (8). Then

\[
\int_{M_{[\tau_1, \tau_2]}} \mathcal{E}[u] \, d\eta \leq C \int_{\Sigma_{\tau_1}} (\mathcal{E}[u] + \mathcal{E}[u_t]) \, dr \, dx \, dy
\]

for some \( C = C(M, l, \kappa) > 0 \).

In order to prove theorem 5.2, we shall require the following result:

**Lemma 5.3** (Hardy Estimate). Let \( \phi: [r_1, \infty) \rightarrow \mathbb{R} \) be a smooth function such that \( \lim_{r \to \infty} r^2 \phi = 0 \). Then the following inequality holds:

\[
\int_{r_1}^{\infty} \phi^2 \, dr \leq C \left( \int_{r_1}^{\infty} \frac{\phi^2}{r} \, dr + \int_{R}^{\infty} (\nabla \phi)^2 r^2 \, dr \right),
\]

where \( C = C(R, r_1) > 0 \).

The proof of this may be found in the technical lemmas section of the paper.

**Remark 5.1.** For solutions to (5), we have from our earlier asymptotics for Robin data that \( r^2 u \in O(r^{-1-\kappa}) \) so the above Hardy estimate holds.

**Proof of theorem 5.2.** In order to improve the weights in theorem 5.1 we first apply the Hardy estimate of lemma 5.3 to establish that

\[
\int_{M_{[\tau_1, \tau_2]}} u^2 \, d\eta \leq C \int_{\Sigma_{\tau_1}} \mathcal{E}[u] \, dr \, dx \, dy
\]

holds under the same conditions for \( u \) as in theorem 5.1. Next we exploit some of the spacetime’s symmetry. We note that

\[
\left[ \partial_t, \Box + \frac{\alpha}{r^2} \right] = 0,
\]

which tells us that \((\nabla_t u)\) satisfies (5) (provided the initial data is regular enough) and so (17) applies. This yields an estimate of the form

\[
\int_{M_{[\tau_1, \tau_2]}} (\nabla_t u)^2 \, d\eta \leq C \int_{\Sigma_{\tau_1}} \mathcal{E}[u_t] \, dr \, dx \, dy.
\]

We may then recombine with the estimate in theorem 5.1 and find

\[
\int_{M_{[\tau_1, \tau_2]}} (\nabla_t u)^2 + r^4 (\nabla_t u_t)^2 + u^2 \, d\eta \leq C \int_{\Sigma_{\tau_1}} (\mathcal{E}[u] + \mathcal{E}[u_t]) \, dr \, dx \, dy.
\]
It now only remains to recover the tangential derivatives. We will proceed with a more robust estimate here but refer the reader to the remark after this proof if they want a faster but less frugal route.

We now define the current

\[ J^\mu_i [u] = T^\nu_i [u] X^\nu - (2 - \kappa) u \tilde{\nabla}^\mu u \]

where

\[ X = r \partial_r. \]

By examining (9) we can see that this current will not pick up any cross terms. More explicitly, we get

\[-\nabla_{[\nu} J^\mu_{\nu]} \cdot r^2 = \left( \frac{t^2 M}{r^3} - l^2 \right) (\nabla_i u)^2 + \left( \frac{2r^4}{l^2} - Mr \right) (\tilde{\nabla}_i u)^2 + \frac{M(3 - 2\kappa)^2}{4r} u^2 + r^2 |\mathcal{X} u|^2.\]

This current clearly satisfies the conditions of lemma 5.2, and as we control all the non-tangential terms, we have that

\[ \int_{\mathcal{M}_{[\tau_1, \tau_2]}} r^2 |\mathcal{X} u|^2 d\eta \leq C \int_{\Sigma_{\tau_1}} (\mathcal{E}[u] + \mathcal{E}[u_1]) d\tau d\mathbf{x} dy \]

which we combine to get

\[ \int_{\mathcal{M}_{[\tau_1, \tau_2]}} (\nabla_i u)^2 + r^4 (\tilde{\nabla}_i u)^2 + u^2 + r^2 |\mathcal{X} u|^2 d\eta \leq C \int_{\Sigma_{\tau_1}} (\mathcal{E}[u] + \mathcal{E}[u_1]) d\tau d\mathbf{x} dy \]

and finally

\[ \int_{\mathcal{M}_{[\tau_1, \tau_2]}} \mathcal{E}[u] d\eta \leq C \int_{\Sigma_{\tau_1}} (\mathcal{E}[u] + \mathcal{E}[u_1]) d\tau d\mathbf{x} dy. \quad (20) \]

\[ \square \]

Remark 5.2. If we are not concerned about the robustness of this result, we can also exploit

\[ \left[ \partial_\tau, \Box_\tau + \frac{\alpha}{l^2} \right] = 0, \quad (21) \]

\[ \left[ \partial_\tau, \Box_\tau + \frac{\alpha}{l^2} \right] = 0. \quad (22) \]

These would then manifest as \( \nabla_i u \) and \( \tilde{\nabla}_i u \) control. This would give us an estimate of the form

\[ \int_{\mathcal{M}_{[\tau_1, \tau_2]}} \mathcal{E}[u] d\eta \leq C \int_{\Sigma_{\tau_1}} (\mathcal{E}[u] + \mathcal{E}[u_1]) d\tau d\mathbf{x} dy \]

and this would be enough for a decay estimate. With nonlinear applications in mind, avoiding explicit use of the toric symmetry is preferable.

In order to establish a decay statement, we require the following straightforward corollary of Gronwall’s Lemma:
Lemma 5.4. Let $k > 0$, and suppose that $f \in C^4([T_0, \infty))$ satisfies
\[
f'(t) \leq -\varepsilon f(t) + \frac{A}{(1 + t - T_0)^{k}}.
\] (23)
then there exists $C = C(k, \varepsilon) > 0$ such that
\[
f(t) \leq f(T) e^{-\varepsilon(t - T)} + \frac{CA}{(1 + t - T_0)^{k}}.
\]

The proof of this may be found in the technical lemmas section of the paper.
We also require the following quantitative version of the redshift effect, which can be found in theorem 3.8 of [22].

Lemma 5.5. There exists a modified energy $\mathcal{E}_r[u]$, the redshift energy, such that
1. $\mathcal{E}_r[u]$ is equivalent to the non-degenerate energy at time $t$. That is, for any smooth $u$ satisfying appropriate boundary conditions, we have
\[
C^{-1} \int_{\Sigma_t} \mathcal{E}[u] d\nu d\lambda \leq \mathcal{E}_r[u] \leq C \int_{\Sigma_t} \mathcal{E}[u] d\nu d\lambda
\]
for some $C > 0$.
2. If $u$ solves (5) subject to Dirichlet, Neumann or Robin boundary conditions, then $\mathcal{E}_r[u]$ satisfies
\[
\frac{d}{dt} \mathcal{E}_r[u] \leq -\varepsilon \mathcal{E}_r[u] + CE_r[u]
\]
for some $\varepsilon > 0$.

Theorem 5.3. Suppose $u$ is a solution to (5) with $\kappa \in (0, \kappa^*)$, with Dirichlet, Neumann or Robin data. Then
\[
\int_{\Sigma_t} \mathcal{E}[u] d\nu d\lambda \leq \frac{C}{(1 + t)^{\frac{n}{2}}} \sum_{k=0}^{n} \int_{\Sigma_{\nu}} \mathcal{E}[\partial^k \nu u] d\nu d\lambda
\]
for some $C = C(n, M, l, \kappa) > 0$.

Proof. We can easily see that
\[
E_r[u] \leq C \int_{\Sigma_t} \mathcal{E}[u] d\nu d\lambda
\]
as the quantities are equivalent norms for $u$ away from the horizon. Integrating in time, we get
\[
\int_{T_0}^T E_r[u] d\nu \leq C \int_{\lambda[T_0, T]} \mathcal{E}[u] d\eta
\]
so using theorem 5.2 we have that

\[
\int_{T_1}^{N} E_t[u] \, ds \leq C \int_{\Sigma_{T_1}} (\mathcal{E}[u] + \mathcal{E}[u_{1}]) \, dr \, dx \, dy.
\]

Since \( E_t[u] \) is non-increasing, a slight adaptation of [23], lemma 5.8 immediately implies that for any \( t > T_1 \) we have

\[
E_t[u] \leq \frac{C}{1 + \frac{t}{t - T_1}} \int_{\Sigma_{T_1}} (\mathcal{E}[u] + \mathcal{E}[u_{1}]) \, dr \, dx \, dy.
\]

This gives us the decay of the degenerate energy. To establish the decay of the full non-degenerate energy, we apply lemma 5.4 to (24), and we deduce that

\[
\mathbb{E}_t[u] \leq \mathbb{E}_T[u] e^{-\lambda(t - T)} + \frac{C}{1 + \frac{t}{t - T_1}} \int_{\Sigma_{T_1}} (\mathcal{E}[u] + \mathcal{E}[u_{1}]) \, dr \, dx \, dy
\]

\[
\leq C e^{-\lambda(t - T)} \int_{\Sigma_{T_1}} \mathcal{E}[u] \, dr \, dx \, dy + \frac{C}{1 + \frac{t}{t - T_1}} \int_{\Sigma_{T_1}} (\mathcal{E}[u] + \mathcal{E}[u_{1}]) \, dr \, dx \, dy
\]

\[
\leq \frac{C}{1 + \frac{t}{t - T_1}} \int_{\Sigma_{T_1}} (\mathcal{E}[u] + \mathcal{E}[u_{1}]) \, dr \, dx \, dy.
\]

Finally, we obtain

\[
\int_{\Sigma_n} \mathcal{E}[u] \, dr \, dx \, dy \leq \frac{C}{1 + \frac{t}{t - T_1}} \int_{\Sigma_{T_1}} (\mathcal{E}[u] + \mathcal{E}[u_{1}]) \, dr \, dx \, dy,
\]

which gives the result for \( n = 1 \) on setting \( T_1 = 0 \). For higher \( n \), the induction argument follows precisely as in [23], lemma 5.8.

\[\square\]

5.3. Gaussian beam and derivative loss

We now have an integrated decay estimate, but with derivative loss. While we have not quantified precisely how much derivative loss is required, we will show that it is necessary. That is,

**Theorem 5.4.** There exists no constant \( C > 0 \), independent of \( T \), such that the estimate

\[
\int_{\mathcal{M}(u_{1})} \mathcal{E}[u] \, d\eta \leq C \int_{\Sigma_n} \mathcal{E}[u] \, dr \, dx \, dy
\]

holds for all smooth solutions \( u \) of (5).

The proof of this comes from the Gaussian beam construction as seen in [10]. The core idea is to show that there exists null geodesics that can remain outside the event horizon for arbitrary lengths of coordinate time. We then can construct approximate solutions to (5) (Gaussian beams) supported in a tubular neighbourhood of these geodesics such that they lose arbitrary small amounts of energy along them and remain close to true solutions in the energy norm. As we can find solutions that lose arbitrary small amounts of energy for any fixed time interval, we cannot have an estimate of the form in theorem 5.4.
Lemma 5.6. For any given $T > 0$, there exists a null geodesic $\gamma$ such that $\text{Im}(\gamma) \subset M_{[0,T]} \cap \left\{ \frac{3}{2} r < r < R(T) \right\}$ for some large $R(T)$. Furthermore, $\gamma$ is a smooth embedding.

The proof of this may be found in the technical lemmas section of the paper.

We now use a modified theorem from [10]. These modifications are due to the fact that we are not working on a globally hyperbolic manifold, but due to our geodesic being a smooth embedding, an analogous result holds.

Theorem 5.5. (Gaussian Beam). Let $(M, g)$ be a time oriented Lorentzian manifold with time function $t$, foliated by the level sets $\Sigma_t = \{ t = \tau \}$. Furthermore, let $\gamma$ be a smooth geodesic embedding that intersects $\Sigma_0$, and $N$ a timelike, future directed vector field.

For any neighbourhood $\mathcal{N}$ of $\gamma$, for any $T > 0$ with $\Sigma_T \cap \text{Im}(\gamma) \neq \emptyset$ there exists a Gaussian beam $u_\lambda$ of the form $u_\lambda(x) = a_\lambda(x)e^{i\phi(x)}$ with the following properties:

\[ \left\| \Box u_\lambda \right\|_{L^2(M_{[0,T]})} \leq C(T), \]

where the constant $C(T)$ depends on $a_\lambda$, $\phi$ and $T$, but not on $\lambda$. $E_t[u_\lambda] \to \infty$ for $\lambda \to \infty$, and $u_\lambda$ is supported in $\mathcal{N}$, provided we have on $M_{[0,T]} \cap J^+(\mathcal{N} \cap \Sigma_0)$,

\[ \frac{1}{\left| n_{\Sigma_t}(t) \right|} \leq C, \quad g(N, N) \leq -c < 0, \quad -g(N, n_{\Sigma_t}(t)) \leq C, \]

and

\[ |g\left( \nabla_{n_{\Sigma_t}} N, n_{\Sigma_t} \right)|, \quad |g\left( \nabla_{n_{\Sigma_t}} N, e_i \right)|, \quad |g\left( \nabla_{n_{\Sigma_t}} N, e_j \right)| \leq C, \quad \text{for } 1 \leq i, j \leq 3, \]

where $c$ and $C$ are positive constants and $\{n_{\Sigma_t}, e_1, e_2, e_3\}$ is an orthonormal frame.

In our case the vector field $N$ is $\partial_t$ and the time function is simply the $t$ coordinate. With the null geodesic from lemma 5.6 all the conditions can be easily seen to hold provided we bound $\mathcal{N}$ away from $I$.

We will also need the following result about $\phi$ from [10] (2.14).

Lemma 5.7. $\mathcal{J}(\phi|_\gamma) = \mathcal{J}(\nabla \phi|_\gamma) = 0$ and $\mathcal{J}(\nabla \nabla \phi|_\gamma)$ is positive definite on a 3-dimensional subspace transversal to $\gamma$.

Combining the fact that $a_\lambda$ is independent of $\lambda$ with (5.7) we have that the $L^2$ norm of our Gaussian beam is independent of $\lambda$. We collect this observation in a lemma.

Lemma 5.8. Let $u_\lambda$ be the function constructed in theorem 5.5, then there exists a constant $C(T) > 0$ independent of $\lambda$ such that the following bound holds:

\[ \left\| u_\lambda \right\|_{L^2(M_{[0,T]})} \leq C(T). \]
Lemma 5.9. For all $\epsilon > 0$ there exists a solution $v$ of (5) for all boundary data types, initial data supported away from the horizon, with $E_0[v] = 1$ and a Gaussian beam $\tilde{u}_x$ such that $|E_t[v] - E_t[\tilde{u}_x]| < \epsilon$, $\forall \ 0 \leq t \leq T$.

Proof. First, construct $u_\lambda$ from theorem 5.5 using the geodesic in lemma 5.6 ensuring that $\mathcal{N}$ is bounded away from $\mathcal{I}$ and $\mathcal{H}$, and then define

$$\tilde{u}_x := \frac{u_\lambda}{\sqrt{E_0[u_\lambda]}},$$

so we have (by the triangle inequality)

$$\left\| \Box_g \tilde{u}_x + \frac{\alpha}{L^2} \tilde{u}_x \right\|_{L^2(\mathcal{M}_{0,T})} \to 0,$$

as $\lambda \to \infty$.

Now set $v$ to be the solution to

$$\Box_g v + \frac{\alpha}{L^2} v = 0,$$

$$v|_{\Sigma_0} = \tilde{u}_x|_{\Sigma_0},$$

$$n_{\Sigma_0}^* v|_{\Sigma_0} = n_{\Sigma_0}^* \tilde{u}_x|_{\Sigma_0},$$

with Dirichlet, Robin or Neumann boundary conditions.

We now apply the same energy estimates as in section 4 to $\tilde{u}_x$ (we remark that as $\tilde{u}_x$ doesn’t solve (5) this introduces an inhomogeneity in the bulk integral), yielding the inequality

$$E_t[\tilde{u}_x] \leq E_0[\tilde{u}_x] + \left\| \left( \Box_g \tilde{u}_x + \frac{\alpha}{L^2} \tilde{u}_x \right) \nabla \tilde{u}_x \right\|_{L^2(\mathcal{M}_{0,T})}^2,$$

and after a simple application of Cauchy–Schwartz we find that

$$E_t[\tilde{u}_x] \leq C(T) \left( E_0[\tilde{u}_x] + T \sup_{t \in [0,T]} \left( E_t[\tilde{u}_x] \right) \left\| \Box_g \tilde{u}_x + \frac{\alpha}{L^2} \tilde{u}_x \right\|_{L^2(\mathcal{M}_{0,T})} \right),$$

for all $0 \leq t \leq T$. (Note that $\mathcal{N}$ being bounded away from infinity controls the flux there).

Taking supremums on both sides and absorbing an application of Young’s inequality, we get

$$E_t[\tilde{u}_x] \leq C(T) \left( E_0[\tilde{u}_x] + \left\| \Box_g \tilde{u}_x + \frac{\alpha}{L^2} \tilde{u}_x \right\|_{L^2(\mathcal{M}_{0,T})} \right).$$

Applying this inequality to the difference $v - \tilde{u}_x$ gives us the result

$$|E_t[v - \tilde{u}_x]| \leq C(T) \left\| \Box_g \tilde{u}_x + \frac{\alpha}{L^2} \tilde{u}_x \right\|_{L^2(\mathcal{M}_{0,T})} \forall \ 0 \leq t \leq T,$$
as they agree on $\Sigma_0$. So for fixed $\epsilon$ we simply choose $\lambda_0$ large enough and set $\hat{u} := \hat{u}_{\lambda_0}$ and $v = v_{\lambda_0}$.

We now invoke theorem 2.36 from [10] which tells us that the Gaussian beam energy is localised around the geodesic energy. That is,

**Lemma 5.10.** For all $\epsilon > 0$ there exists a neighbourhood $N_0$ of $N$ such that

$$E_T[\hat{u}_{\lambda_0} |_{\Sigma_0}] - \left( -g(T, \dot{\gamma})|_{\text{Im}(\gamma) \cap \Sigma_0} \right) < \epsilon$$

for all $0 \leq t \leq T$.

**Lemma 5.11.** Let $T > 0$, then for all $\epsilon > 0$ there exists a solution $u$ of (5), whose initial data are supported away from the horizon, that can satisfy any choice of the discussed boundary conditions and with $E_0[u] = 1$ such that

$$E_t[u] \geq 1 - \epsilon$$

for all $0 \leq t \leq T$.

**Proof.** As $T$ is Killing, we find that $-g(T, \dot{\gamma})|_{\text{Im}(\gamma) \cap E_0}$ is constant. We may choose this constant to be 1 when we solve for $\gamma$ (see the proof of lemma 5.6 in the technical lemmas section for details). Applying the triangle inequality to the results in lemmas 5.9 and 5.10 yields the result.

**Proof of theorem 5.4.** We proceed by contradiction and assume there exists a constant $C$ independent of $T$ and $u$ such that

$$\int_0^T E_t[u]dt \leq CE_0[u].$$

As the energy is decreasing we have

$$\int_0^T E_T[u]dt \leq \int_0^T E_t[u]dt \leq CE_0[u],$$

which gives us the estimate

$$TE_T[u] \leq CE_0[u].$$

Now let $T = 2C$ and construct $u$ from lemma 5.11 where we choose $\epsilon = \frac{1}{4}$; we then have

$$\frac{3}{2}C \leq C,$$

which is clearly a contradiction. Now that we have established that (28) cannot hold, we may extend the result to non-degenerate energy.

If $u$ is supported away from the horizon, then there exists $C > 0$ such that

$$\int_{\Sigma_0} E[u] \leq CE_0[u].$$
and clearly
\[ \int_0^T E_t[u] \, dt \leq C \int_{M_{[0, T]}} \mathcal{E}[u] \, dt. \]
Assume by contradiction that the statement of theorem 5.4 holds true. Then the above inequalities entail equation (28), contradicting the first part of the proof. \( \square \)

6. Technical lemmas

6.1. Proof of lemma 5.3

**Proof.** First, define a cutoff function
\[ \chi(r) = \begin{cases} 
0 & \text{if } r \leq R, \\
1 & \text{if } r \geq 2R, \\
\text{Smooth} & \text{if } r \in [R, 2R] 
\end{cases} \]
with the property \( \chi'(r) \leq \frac{C}{r} \) for some \( C > 0 \) and monotone.

This can be achieved by a suitable bump function.
Now we write
\[ \|u\|_{L^2} = \|\chi u + (1 - \chi)u\|_{L^2}. \]
After applying the triangle inequality, we estimate the terms separately:
\[ \|1 - \chi u\|_{L^2}^2 = \int_{T_0}^\infty (1 - \chi)^2 u^2 \, dr \leq \int_{T_0}^{2R} r \cdot \frac{u^2}{r} \, dr \leq 2R \int_{T_0}^\infty \frac{u^2}{r} \, dr. \]
For the other term
\[ \|\chi u\|_{L^2(T_0, \infty)}^2 = \int_{T_0}^\infty (\chi u)^2 \, dr = \int_{T_0}^\infty (\chi u)^2 \, dr = \int_{T_0}^\infty \left( \chi u \left(\frac{r^2 - 2\chi}{2\kappa} - 2\right) \right) \, dr \\
= \left. \frac{1}{2\kappa - 2} \chi(u)^2 \right|_0^\infty + \frac{2}{2 - 2\kappa} \int_{T_0}^\infty \chi u (\nabla_{\kappa} u) r \, dr \\
\leq \frac{1}{1 - \kappa} \|\chi u\|_{L^2(T_0, \infty)} \|r \nabla_{\kappa} u\|_{L^2(\infty, \infty)}. \]
Now, looking at
\[ \|r \nabla_{\kappa} u\|_{L^2(\infty, \infty)}^2 = \int_{\infty}^\infty r^2 \left( \nabla_{\kappa} u \right)^2 \, dr \\
\leq C \int_{\infty}^\infty r^2 \left( \chi \nabla u \right)^2 + r^2 (u \partial_r \chi)^2 \, dr \\
\leq C \left( \int_{\infty}^\infty \left( \nabla_{\kappa} u \right)^2 \, dr + \int_{T_0}^\infty \frac{u^2}{r} \, dr \right). \]
combining all these estimates yields (16). \( \square \)
6.2. Proof of lemma 5.1

**Proof.** We recall that

\[ \nabla^\mu (\tilde{\tau}_{\mu\nu}X^\nu) = \chi_{\pi\mu\nu} X^\nu + X^\nu \tilde{S}_\nu. \]

We start with the latter term. A quick computation shows us

\[ \tilde{S}_\nu = \frac{1}{r} \left( (3 - \kappa)V(r)u^2 + \frac{(3 - 2\kappa)}{2} \nabla_\mu u \nabla^\mu u \right). \]

and thus

\[ X^\nu \tilde{S}_\nu = (3 - \kappa)V(r)u^2 + \frac{(3 - 2\kappa)}{2} \nabla_\mu u \nabla^\mu u. \]

We now deal with the deformation tensor term. We can factor the metric out of the deformation tensor

\[ \chi_{\pi\mu\nu} = g - \frac{3 M}{r} dt^2 - \frac{8 l^2 M}{r^3} dr^2 - \frac{l^2}{r} \frac{5 l^2 M + r^3}{r^5} dr^2. \]

Contracting \( g \) into \( \tilde{\tau} \), we get

\[ g_{\mu\nu} \tilde{\tau}^{\mu\nu} = - \nabla_\mu u \nabla^\mu u - 2 V(r)u^2, \]

then combining with the \( S \) terms we get

\[ g_{\mu\nu} \tilde{\tau}^{\mu\nu} + X^\nu \tilde{S}_\nu = (1 - \kappa)V(r)u^2 + \frac{(1 - 2\kappa)}{2} \nabla_\mu u \nabla^\mu u. \]

Contracting the remaining deformation terms, we get

\[ \frac{6 l^2 M}{r^3} \nabla_\mu u \nabla^\mu u - \frac{l^2}{2r^5} \left( \nabla_\mu u \right)^2 - \frac{4 l^2 M + r^3}{2 l^2 r} \left( \nabla_\mu u \right)^2 \]

\[ + \frac{M(3 - 2\kappa)^2}{4r^3} u^2 + \frac{1}{2} |\nabla u|^2. \]

So for the first term we conclude

\[ \nabla^\mu (\tilde{\tau}_{\mu\nu} X^\nu) = - \frac{(2\kappa - 3)^3 M}{4r^3} u^2 + \left( \frac{(2\kappa - 3)M}{r} - \frac{\kappa r^2}{l^2} \right) (\nabla_\mu u)^2 \]

\[ + (1 - \kappa) |\nabla u|^2 - \frac{4(\kappa - 2)l^2 M}{r^3} \nabla_\mu u \nabla^\mu u + \left( \frac{(\kappa - 1)l^2}{r} \right) (\nabla_\mu u)^2 \]

\[ + \frac{(2\kappa - 5)l^4 M}{r^5} (\nabla_\mu u)^2. \]

Now we compute the divergence of the second term. To do this, we write

\[ \nabla_\mu u = (\nabla_\mu u - u \nabla_\mu 1), \]

then we can compute

\[ \nabla_\mu (w_1(r) u \nabla^\mu u) = \nabla_\mu (w_1 u) \nabla^\mu u + w_1 u \nabla_\mu \nabla^\mu u, \]
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and now we explore part of the second term:

\[
\nabla_\mu \nabla^\mu u = \Box u + \nabla_\mu \left( u \nabla^\mu u \right) \\
= \Box u + u \nabla_\mu \nabla^\mu u + \nabla_\mu u \nabla^\mu u \\
= \Box u + u \nabla_\mu \left( \left( \frac{3}{2} - \kappa \right) \frac{g^{\mu r}}{r} \right) + \left( \frac{3}{2} - \kappa \right) \frac{g^{\mu r}}{r} \nabla_\mu u \\
= \Box u + \left( \frac{3}{2} - \kappa \right) u \nabla_\mu \left( \frac{g^{\mu r}}{r} \right) + \left( \frac{3}{2} - \kappa \right) \frac{g^{\mu r}}{r} \left( \nabla_\mu u - u \nabla_\mu u \right) \\
= \Box u + \left( \frac{3}{2} - \kappa \right) u \nabla_\mu \left( \frac{g^{\mu r}}{r} \right) - \left( \frac{3}{2} - \kappa \right) u \frac{g^{\mu r}}{r} \nabla_\mu u + \frac{\left( \frac{3}{2} - \kappa \right)}{r} \nabla^\mu u \\
= \Box u + \left( \frac{3}{2} - \kappa \right) u \frac{1}{r^2} \nabla_\mu \left( r^2 g^{\mu r} \right) - \left( \frac{3}{2} - \kappa \right) \frac{g^{\mu r}}{r} u + \frac{\left( \frac{3}{2} - \kappa \right)}{r} \nabla^\mu u \\
= - \frac{\alpha}{l^2} u + \frac{3}{4} \frac{1}{r^2} u + 2 \frac{M}{l^3} \frac{2}{r^3} - \kappa \frac{3}{2} u - \frac{3}{2} \kappa \frac{2}{r^2} u + \frac{\left( \frac{3}{2} - \kappa \right)}{r} \nabla^\mu u \\
= 2 \frac{M}{r^3} \left( \frac{3}{2} - \kappa \right)^2 u + \frac{1}{r} \nabla^\mu u.
\]

Recombining, we get

\[
\nabla_\mu (w_1 u) \nabla^\mu u + w_1 u \nabla_\mu \nabla^\mu u = \left( \nabla_\mu w_1 \right) u \nabla^\mu u + w_1 \nabla_\mu u \nabla^\mu u + w_1 u \left( \frac{2 M}{r^3} u + \frac{1}{r} \nabla^\mu u \right) \\
= \left( \nabla_\mu w_1 \right) u \nabla^\mu u + w_1 \nabla_\mu u \nabla^\mu u - w_1 u \nabla_\mu \nabla^\mu u \\
+ w_1 u \left( \frac{2 M}{r^3} u + \frac{1}{r} \nabla^\mu u \right) \\
= g^{\mu r} \left( \nabla_\mu w_1 \right) u \nabla^\mu u + w_1 g^{\mu r} \nabla_\mu u \nabla^\mu u + w_1 \frac{2 M}{r^3} u^2.
\]

Explicitly, this is

\[
\frac{2 l^2}{r^3} \left( w_1 \right) u \nabla_\mu u + \left( \frac{r^2 w_1 \left( r \right)}{l^2} - \frac{2 M w_1 \left( r \right)}{r} \right) u \nabla_\mu u + \frac{4 l^2}{r^3} M w_1 \left( r \right) u \nabla_\mu u \nabla^\mu u \\
+ \left( \frac{r^2 w_1 \left( r \right)}{l^2} - \frac{2 M w_1 \left( r \right)}{r} \right) \left( \nabla^\mu u \right)^2 + \left( - \frac{2 l^4 M w_1 \left( r \right)}{r^5} - \frac{5 l^4 M w_1 \left( r \right)}{r^3} \right) \left( \nabla^\mu u \right)^2 \\
+ w_1 \left( r \right) \frac{2 M}{r^3} u^2 + w_1 \left( r \right) \left| \nabla^\mu u \right|^2.
\]
For the last term
\[ \nabla_\mu (w_2(r) u^2 X^\mu) = \nabla_\mu \left( w_2 u^2 X^\mu \right) + w_2 u^2 \nabla_\mu X^\mu \]
\[ = \nabla_\mu (w_2 u^2 X^\mu) + 2 w_2 u \nabla_\mu u X^\mu + 3 w_2 u^2 \]
\[ = \left( r w_2'(r) + 3 w_2(r) \right) u^2 + 2 r w_2(r) u \nabla_\mu u \]
\[ = \left( r w_2'(r) + 2 \kappa w_2(r) \right) u^2 + 2 r w_2(r) u \nabla_\mu u \]

Combining all of these results and tidying up the algebra, we may now fully express the divergence for the current as
\[ \nabla_\mu J^\mu [u] = \left( 2 r w_2(r) + \frac{r^2 w_1'(r)}{l^2} - \frac{2 M w_1'(r)}{r} \right) u \nabla_\mu u + \frac{2 l^2 M w_1'(r)}{r^3} u \nabla_\mu u \]
\[ + \left( r w_2'(r) + 2 \kappa w_2(r) + \frac{3 - 2 \kappa}{4 r^3} M + \frac{2(3 - 2 \kappa) M w_1(r)}{4 r^3} \right) u^2 \]
\[ + \frac{4}{r^3} \left( \frac{2 - \kappa}{l^2} + \frac{l^2 M w_1(r)}{r^3} \right) \nabla_\mu u \nabla_\mu u + \left( (1 - \kappa) + w_1(r) \right) |\nabla u|^2 \]
\[ + \frac{\kappa r^2}{l^2} - \frac{3 - 2 \kappa}{r} M + \frac{r^2 w_1(r)}{l^2} - \frac{2 M w_1(r)}{r} \right) \left( \nabla_\mu u \right)^2 \]
\[ + \frac{\left( -5 - 2 \kappa \right) M}{r^5} - \frac{2 l^4 M w_3(r)}{r^5} - \frac{l^2}{r^2} \left( 1 - \kappa \right) + w_1(r) \right) \left( \nabla_\mu u \right)^2. \]

6.3. Proof of lemma 5.2

**Proof.** To prove this, we apply the divergence theorem (4) to the current and prove that the fluxes across the hypersurfaces are bounded by a constant multiple of the initial energy.

For the surfaces of constant \( r \) we compute that
\[ \int_{S_{\mu}(\eta, r)} \nabla_\mu m^\mu dS = \int_{S_{\mu}(\eta, r)} \left( r^2 w_2(r) - \frac{3 - 2 \kappa}{4 r^3} M \right) u^2 \]
\[ + \frac{r^2}{2 l^2} \left( r^3 - 2 M l^2 \right) \left( \nabla_\mu u \right)^2 + \left( \frac{l^4 M}{r^2} + \frac{l^2 r}{2} \right) \left( \nabla_\mu u \right)^2 \]
\[ - \frac{1}{2} r^3 |\nabla u|^2 + w_1(r) \frac{r}{l^2} \left( r^3 - 2 M l^2 \right) u \nabla_\mu u \]
\[ + \frac{2 l^2 M w_1(r)}{r} u \nabla_\mu u drdxdy. \]

We first investigate the terms on \( I \). Using the asymptotic analysis for Robin data as seen in (6) we can quickly see most of these terms are converging to 0. The limit thus reduces to the study of
\[
\lim_{r \to -\infty} \frac{r^2}{2l^2} \left( r^3 - 2Ml^2 \right) \left( \nabla_r u \right)^2 + \frac{w_1(r)}{l^2} \left( r^3 - 2Ml^2 \right) u \nabla_r u
\]
\[
= \lim_{r \to -\infty} \frac{1}{2l^2} \left( r^2 + \kappa \nabla_r u \right)^2 - \frac{k_2}{l^2} \left( r^2 - \kappa \nabla_r u \right)^2
\]
\[
= \lim_{r \to -\infty} \frac{k_2}{l^2} \left( r^2 - \kappa \nabla_r u \right)^2 = \lim_{r \to -\infty} \lambda \beta \left( r^2 - \kappa \nabla_r u \right)^2,
\]
where in the last line we have substituted in the limit for Robin data, and \( \lambda > 0 \) is some constant independent of \( T \). In integral form this is
\[
\lim_{r \to -\infty} \int_{\Sigma_{\{r_1, T\}}} \tilde{J}_r m^2 dS_{\Sigma} = \lim_{r \to -\infty} \int_{\Sigma_{\{r_1, T\}}} \lambda \beta \left( r^2 - \kappa \nabla_r u \right)^2
\]
\[
= \lambda \int_{T_1}^{T_2} \int_{T_1}^{T_2} \beta \left( r^2 - \kappa \nabla_r u \right)^2 dx dy dt.
\]
As for the contribution of the terms at the horizon \((r = r_+),\) we first bound (30) using Young’s inequality
\[
\lim_{r \to r_+} \int_{\Sigma_{\{r_1, T\}}} \tilde{J}_r m^2 dS_{\Sigma} \leq \lim_{r \to r_+} \int_{\Sigma_{\{r_1, T\}}} \left( r^3 w_2(r) - \frac{(3 - 2\kappa)^2}{4} M + \epsilon \right) u^2
\]
\[
+ \frac{r^2}{2l^2} \left( r^3 - 2Ml^2 \right) \left( \nabla_r u \right)^2
\]
\[
+ \left( \frac{l^4 M}{r^2} + \frac{l^2 r}{2} + \frac{l^4 M^2 w_2^2(r)}{a^2} \right) \left( \nabla_r u \right)^2
\]
\[
- \frac{1}{2} r^3 \left| \nabla r u \right|^2 + \frac{w_1(r)}{l^2} \left( r^3 - 2Ml^2 \right) u \nabla_r u dx dy
\]
\[
\leq \int_{\Sigma_{\{r_1, T\}}} \left( r^3 w_2(r_+) - \frac{(3 - 2\kappa)^2}{4} M + \epsilon \right) u^2
\]
\[
+ \left( \frac{l^4 M}{r^2_+} + \frac{l^2 r_+}{2} + \frac{l^4 M^2 w_2^2(r_+)}{a^2} \right) \left( \nabla_r u \right)^2 dx dy
\]
\[
\leq \int_{\Sigma_{\{r_1, T\}}} \left( k_2 - \frac{(3 - 2\kappa)^2}{4} M + \epsilon \right) u^2 + CE_0 \left[ T_1, T_2 \right].
\]
For \( k_2 < \frac{(3 - 2\kappa)^2}{4} M \) we can always find an \( \epsilon > 0 \) such that the first bracket in the integrand is negative. We may drop the negative terms and evaluate all the radial functions, absorbing their values into a constant \( C \). We thus conclude
\[
\lim_{r \to r_+} \int_{\Sigma_{\{r_1, T\}}} \tilde{J}_r m^2 dS_{\Sigma} \leq \int_{\Sigma_{\{r_1, T\}}} C \left( \nabla_r u \right)^2 dx dy \leq CE_0 \left[ T_1, T_2 \right] \leq CE_0 \left[ T_1, T_2 \right].
\]
We now have expressions for the \( \mathcal{I} \) and \( \Sigma_{r_+} \) contributions.

As the energy is decreasing in time, both surfaces of constant \( t \) can be dealt with in one calculation. So for \( T_1 \leq t \leq T_2 \) we compute
\[
\int_{\Sigma} \mathcal{J}_{\mu} m^{\mu} dS_{\Sigma} = \int_{\Sigma_{0}} \left( 2 I^2 M \left( \nabla_{\mu} u \right)^2 + \left( \frac{2 I^4 M}{r^2} + I^2 r \right) \nabla_{\mu} u \nabla_{\nu} u \right.
\]
\[
+ w_{1}(r) \left( \frac{2 I^4 M}{r^3} + I^2 r \right) u \nabla_{\mu} u - \frac{2 I^2 M w_{1}(r)}{r} u \nabla_{\mu} u dr dx dy
\]
\[
\left. \quad + \left( \frac{2 I^4 M (f(r) - k_{1})}{r^3} + I^2 f(r) \right) u \nabla_{\mu} u - \frac{2 I^2 M w_{1}(r)}{r} u \nabla_{\mu} u dr dx dy \right)
\]
\[
= \int_{\Sigma_{0}} \left( 2 I^2 M \left( \nabla_{\mu} u \right)^2 + \left( \frac{2 I^4 M}{r^2} + I^2 r \right) \nabla_{\mu} u \nabla_{\nu} u - k_{1} I^2 u \nabla_{\mu} u \right.
\]
\[
\left. \quad + \frac{2 I^4 M (f(r) - k_{1})}{r^3} + I^2 f(r) \right) u \nabla_{\mu} u - \frac{2 I^2 M w_{1}(r)}{r} u \nabla_{\mu} u dr dx dy
\]
\[
+ h_{2}(r) u \nabla_{\mu} u - h_{3}(r) u \nabla_{\mu} u dr dx dy,
\]
where \( h_{1}(r) \in \mathcal{O}(r), \) \( h_{2}(r) \in \mathcal{O}(r^{-1}) \) and \( h_{3}(r) \in \mathcal{O}(r^{-2}). \) With this in mind we now apply Young’s inequality to the cross terms
\[
\int_{\Sigma} \mathcal{J}_{\mu} m^{\mu} dS_{\Sigma} \leq \int_{\Sigma} \left( \frac{1}{2 \epsilon_{1}} + \frac{k_{1} I^4}{2 \epsilon_{3}} + \frac{1}{2} \left| h_{2}(r) \right| \right) \left( \nabla_{\mu} u \right)^2
\]
\[
+ \left( \frac{1}{2} \left| h_{2}(r) \right| + \frac{1}{2 \epsilon_{2}} \left| h_{3}(r) \right| \right) u^2 dr dx dy
\]
\[
+ \int_{\Sigma} \left( \frac{\epsilon_{2}}{2} \left| h_{3}(r) \right| + \frac{\epsilon_{1}}{2} \left( h_{1}(r) \right)^2 - 2 I^2 M \right) \left( \nabla_{\mu} u \right)^2 + \frac{k_{1}^2 I^4 \epsilon_{3}}{2} u^2 dr dx dy.
\]
Now \( r \) is bounded away from zero and as the function coefficients are of a low enough order (in terms of \( r \)) we can easily bound the first integral by a constant multiple of the energy at time \( T_{1} \) (the constant depends on the choice of the \( \epsilon_{i} \)'s). However, to deal with the second integral we need to invoke the Hardy inequality
\[
\int_{\Sigma} \mathcal{J}_{\mu} m^{\mu} dS_{\Sigma} \leq \int_{\Sigma} \left( \frac{1}{2 \epsilon_{1}} + \frac{k_{1} I^4}{2 \epsilon_{3}} + \frac{1}{2} \left| h_{2}(r) \right| \right) \left( \nabla_{\mu} u \right)^2
\]
\[
+ \left( \frac{1}{2} \left| h_{2}(r) \right| + \frac{1}{2 \epsilon_{2}} \left| h_{3}(r) \right| \right) u^2 dr dx dy
\]
\[
+ \int_{\Sigma} \left( \frac{\epsilon_{2}}{2} \left| h_{3}(r) \right| + \frac{\epsilon_{1}}{2} \left( h_{1}(r) \right)^2 - 2 I^2 M \right) \left( \nabla_{\mu} u \right)^2 dr dx dy.
\]
We now note that we simply need to choose positive \( \epsilon_{1}, \epsilon_{2} \) and \( \epsilon_{3} \) such that
\[
C_{2} \frac{k_{1}^2 I^4 \epsilon_{3}}{2} r_{+}^2 + \frac{\epsilon_{2}}{2} \left| h_{3}(r_{+}) \right| + \frac{\epsilon_{1}}{2} \left( h_{1}(r_{+}) \right)^2 \leq 2 I^2 M.
\]
We may then find \( C > 0 \) independent of \( T_{1} \) and \( T_{2} \) such that
\[
\int_{\Sigma} \mathcal{J}_{\mu} m^{\mu} dS_{\Sigma} \leq C E_{R}[u]
\]
for \( T_{1} \leq t \leq T_{2} \).
We now apply the divergence theorem to yield
\[
\int_{M_{T_1,T_2}} - \nabla_{\mu}J^\mu \, d^4\text{Vol} \leq C_1 E_{\bar{H}}[u] + C_2 E_{\bar{H}}[u] + C_3 E_{\bar{H}}[u] - C \int_{T_1}^{T_2} \int_{T_1,\infty} \beta(\rho u)^2 \, dx \, dy \, dt,
\]
which may be rewritten as
\[
\int_{T_1}^{T_2} \int_{T_1,\infty} \beta(\rho u)^2 \, dx \, dy \, dt + \int_{M_{T_1,T_2}} \nabla_{\mu}J^\mu \, d^4\text{Vol} \leq C E_{\bar{H}}[u],
\]
thus proving the proposition.

\section*{6.4. Proof of lemma 5.4}

\textbf{Proof.} We first rewrite (23) as
\[
\frac{d}{dt} (f(t)e^{\alpha t}) \leq \frac{Ae^{\alpha t}}{(1 + t - T_1)^{k}}
\]
so that
\[
e^{\alpha t}f(t) - e^{\alpha T_1}(T_1) \leq A \int_{T_1}^{t} \frac{e^{\alpha s}}{(1 + s - T_1)^{k}} \, ds
\]
\[
\leq Ae^{\alpha T_1} \int_{0}^{t-T_1} \frac{e^{\alpha s'}}{(1 + s')^{k}} \, ds'
\]
\[
\leq CAe^{\alpha T_1} \left( \frac{e^{\alpha(t-T_1)}}{(1 + t - T_1)^{k}} \right)
\]
Here, we use
\[
\int_{0}^{t'} \frac{e^{\alpha s'}}{(1 + s')^{k}} \, ds' = \left[ \frac{e^{\alpha s'}}{\alpha(1 + s')^{k}} \right]_{0}^{t'} + k \int_{0}^{t'} \frac{e^{\alpha s'}}{\alpha(1 + s')^{k} + 1} \, ds'
\]
\[
\leq \frac{e^{\alpha t'}}{\alpha(1 + t)^{k}} + k t \max_{s' \in (0,t)} \left| \frac{e^{\alpha s'}}{\alpha(1 + s')^{k} + 1} \right|
\]
\[
\leq C \frac{e^{\alpha t'}}{(1 + t)^{k}};
\]
a simple re-arrangement gives (23).

\section*{6.5. Proof of lemma 5.6}

\textbf{Proof.} The easiest way to construct the geodesic is using the Hamiltonian method. We can quickly spot three integrals of motion arising from the Killing fields $\partial_\rho$, $\partial_\tau$, $\partial_t$ and from the fact that $\gamma$ is null. More explicitly we define three constants $a$, $b$, $c$ and write the equations
\[ a = g(\gamma, \partial_t), \]
\[ b = g(\gamma, \partial_r), \]
\[ c = g(\gamma, \partial_\gamma), \]
\[ 0 = g(\gamma, \gamma). \]

Working in coordinates and taking an affine parameter \( \tau \) for \( \gamma(t, r, x, y) \), we get the following geodesic equation:

\[
\dot{t} = \frac{-1}{\left(-2 \frac{M}{r} + \frac{r^2}{l^2}\right)} \left(a - r \frac{2Ml^2}{r^3}\right),
\]
\[
\dot{r} = \left(d^2 \left(\frac{2M}{r} - \frac{1}{l^2}\right) + a^2\right)^{\frac{1}{2}},
\]
\[
\dot{x} = \frac{b}{r^2},
\]
\[
\dot{y} = \frac{c}{r^2},
\]

where \( d^2 = b^2 + c^2 \) and we chose the negative root of \( \dot{r}^2 \), as we want to look at a photon travelling tangentially at a distance \( R \) from the origin falling into the black hole:

\[
r(0) = R, \]
\[
\dot{r}(0) = 0.
\]

This allows us to directly solve for \( a \) as

\[
a = -d \left(\frac{1}{l^2} - \frac{2M}{r^3}\right)^{\frac{1}{2}}.
\]

We have chosen the negative root, as we would like a positive killing energy and \( \dot{t} \geq 0 \) so we can measure the coordinate time it takes to fall some distance toward the event horizon. Our equation thus becomes

\[
i = \frac{dr^2}{(r^3 - 2Ml^2)} \left(\left(\frac{1}{l^2} - \frac{2M}{r^3}\right)^{\frac{1}{2}} - \frac{2Ml^2}{r^3} \sqrt{2M} \left(\frac{1}{r^3} - \frac{1}{R^3}\right)^{\frac{1}{2}}\right),
\]
\[
\dot{r} = -d \sqrt{2M} \left(\frac{1}{r^3} - \frac{1}{R^3}\right)^{\frac{1}{2}},
\]
\[
\dot{x} = \frac{b}{r^2},
\]
\[
\dot{y} = \frac{c}{r^2}.
\]

So long as \( R > r_i \), we find that these are all signed (away from \( R \)) quantities. This allows to deduce that \( t, r, x, y \) are all monotonic. As \( r \) is monotonic, decreasing the geodesic never reaches \( I \) and we find that \( \dot{t}, \dot{x}, \dot{y} \) also are monotonic. As \( \dot{\gamma} \) is clearly smooth, we deduce that \( \gamma \) is a smooth embedding.

We now wish to study the coordinate time it takes to fall a distance of \( R^2 \) remaining entirely outside the event horizon. More explicitly, let \( \frac{3}{2}r_i < \frac{R}{2} \). We are interested in
\[ \Delta \xi = t \mid_{r=R} - t \mid_{r=\frac{R}{2}}, \]

and to evaluate this we first need the affine time \( \tau_2 \) between \( R \) and \( \frac{R}{2} \). From (32) we can compute this as

\[ \tau_2 = \frac{1}{d^{\frac{d}{2}}} M \int_{\frac{R}{2}}^{R} (\frac{1}{r^2} - \frac{1}{R^2})^{\frac{1}{2}} dr, \]

and rescaling the integral we get

\[ \tau_2 = \frac{R^2}{d^{\frac{d}{2}} M} \int_{\frac{1}{2}}^{1} \frac{y^3}{1 - y^3} dy. \]

Now

\[ 0 < \int_{\frac{1}{2}}^{1} \frac{y^3}{1 - y^3} dy \leq \int_{0}^{1} \frac{y^3}{1 - y^3} dy = \sqrt{\pi} \frac{\Gamma\left(\frac{5}{6}\right)}{\Gamma\left(\frac{1}{3}\right)} < \infty, \]

so this integral is simply some positive constant. We denote it as \( K_F \) and write

\[ \tau_2 = \frac{K_F R^2}{d^{\frac{d}{2}} M}. \]

We now turn to the fall time. Our goal is to show for fixed \( T \) that we can find a geodesic that remains outside the event horizon up to and including \( T \). In order to do this, we consider bounding \( i \) below on the interval \( r \in \left[ \frac{R}{2}, R \right] \):

\[ i \geq \frac{dl^2}{r^2} \left( \frac{1}{r^2} - \frac{2 M}{R^3} \right)^{\frac{1}{2}} - \frac{4dl^2}{R^2} \left( \frac{16Ml^2}{R^3 \sqrt{r^2}} \sqrt{\frac{R}{2}} \right) \]

\[ \geq \frac{dl^2}{r^2} \left( \frac{R^3 - 2Ml^2}{R^3} \right)^{\frac{1}{2}} - \frac{4dl^2}{R^2} \left( \frac{R^3}{R^3 - 16Ml^2} \right). \]

Now fix \( \epsilon > 1 \) and set \( C = l^{-1} \left( 1 - \frac{1}{\epsilon} \right) \); then, provided \( R^3 \geq 2\epsilon Ml^2 \), we have

\[ i \geq \frac{dl^2 C}{R^2} - \frac{4dl^2}{R^2} \left( \frac{R^3}{R^3 - 16Ml^2} \right) \]

\[ = \frac{dl^2}{R^2} \left( \frac{C - \frac{4}{R^2 (R^3 - 16Ml^2)}}{(R^3 - 16Ml^2)} \right). \]

If we then choose \( \epsilon = 9 \) so we require \( R^3 \geq 18Ml^2 \), we have

\[ \dot{r} \geq \frac{dl^2}{R^2} \left( \frac{8}{9} l - \frac{4}{R^2 72Ml^2} \right). \]
Insisting \( R^3 \geq \max \left\{ \frac{18 M l^2}{4d}, \frac{100}{16 M^2 l^2} \right\} \), we find \( i \geq \frac{4d}{45} \frac{1}{R^2} \).

We may now prove an inequality for the fall time (for large \( R \)):

\[
\Delta \xi t = \int_0^{\tau_2} i d\tau \geq K \frac{d l^2}{R^2} \cdot \tau^2 = K \frac{1}{R^2}.
\]

Now fix \( T \) and let \( R = \max \left\{ \frac{9 T^2}{4K^2}, (18 M l^2)^{\frac{1}{3}}, \left( \frac{100}{16 M^2 l^2} \right)^{\frac{1}{3}} \right\} \); we then have

\[
\Delta \xi t \geq \frac{3}{2} T^2,
\]

or in other words a geodesic with \( r > \frac{3}{2} r_T \) for \( 0 \leq t \leq T \).

\[
\square
\]
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