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Abstract

Recurrent spiking neural networks (RSNN) in the brain learn to perform a wide range of perceptual, cognitive and motor tasks very efficiently in terms of time and energy consumption. Moreover, learning can happen rapidly after very few examples. This is due to the optimality of coding and learning schemes, which have yet to be clearly understood. This naturally challenges the formulation of biologically inspired RSNNs in order to improve our understanding of biological intelligence and the efficiency of artificial ones. Several spiking network models have been proposed but it remains a challenge to design RSNNs that use biologically plausible mechanisms capable of solving complex temporal tasks. We use a general probabilistic framework that relies on the principle of maximizing the likelihood for the network to reproduce some temporal dynamics. This principle permits to analytically work out an explicit and biologically plausible plasticity rule. Here we propose a novel target-based learning scheme in which such a rule can be used to efficiently train an RSNN to solve several temporal tasks such as learning multidimensional trajectory and an implementation of the temporal XOR. We finally show that an online approximation of the gradient ascent, in addition to guaranteeing complete locality in time and space, allows learning after very few presentations of the target output. Our model is general and it can be applied to a wide variety of network architectures and types of biological neurons. The derived plasticity learning rule is specific to each neuron model and can produce a theoretical prediction to be experimentally verified.

Introduction

The development of biologically inspired and plausible neural networks has a twofold interest. On one hand Neuroscience aims to achieve a better understanding of the functioning of biological intelligence. On the other hand Machine Learning tries to borrow secrets from biological networks. To justify the last sentence it is enough to consider that despite the huge advancements in Deep Learning [1], deep networks still require a tremendous energetic consumption to be trained, while the human brain works with only 20 watt.

The transmission of information through spikes is a widespread feature in biological networks and is believed to be a key element for efficiency in coding and energy consumption. Spike-timing-based neural codes are experimentally suggested to be important in several brain systems. In the barn owl auditory system, for example, coincidence-detecting neurons receive temporally precise spike signals from both ears [2]. In principle, precise spike-timing can support the detection of causal relations between events, either internal or external to the brain. In humans, precise timing of first spikes in tactile afferents encodes touch signals at the fingertips [3]. If the same touch stimulus is repeated several times, the relative timing of action potentials is reliably reproduced [3]. Similar coding have also been suggested in the rat’s whisker response [4] and for rapid visual processing [5].

Because of the enormous biological relevance of spike-time-based coding, in the last years different spiking network models have been proposed, for feedforward networks [6, 7, 8, 9] and even for recurrent ones [10].
However, capturing long-time temporal dependence on backpropagation-based techniques in recurrent networks requires network unfolding for thousands of steps, severely affecting computational tractability, while at the same time proving synaptic updating rules that are difficult to frame in a biological substrate. Target-based learning framework [12, 13] as opposed to error-based [15, 16] addressed the issue of deep gradient unfolding by providing the network with a target activity to mimic.

In this work, we provide a theoretical framework based on maximum likelihood techniques [16, 17] for target-based learning in biological recurrent networks. We show that the introduction of a likelihood measure as objective function is sufficient to derive biologically realistic target-based synaptic updating rules. Other papers have proposed a similar probabilistic framework for spiking networks [18, 19, 20] but they mainly aimed to train the network to reproduce specific patterns of spikes. Here we propose a target-based learning protocol in which relying on our formalism, the spiking network is capable of learning complex temporal tasks, such as generating target high-dimensional trajectories and solving the temporal XOR. Learning is also efficient, in terms of computational capabilities and number of iterations for the convergence.

The proposed target-based approach solves the credit assignment problem in a natural biological way. Indeed it does not require the assumption of error propagation in the cortex, which is not yet a solid feature in terms of experimental observations. The learning rule emerging from our framework results to be biologically plausible because it is local, namely it does not require the evaluation of global observables over multiple neurons or multiple times.

In order to define a learning rule which is completely local in space and time we perform what is called the online approximation [19], which demonstrates to be extremely beneficial to the training velocity when learning from a small number of presentations.

Results

Network model and learning algorithm

We propose a network of spiking neurons described by the real-valued variable $v^t_j \in \mathbb{R}$, their membrane potential, where the $j \in \{1, \ldots, N\}$ label identifies the neuron and $t \in \{1, \ldots, T\}$ is a discrete time index. Each neuron exposes an observable state $s^t_j \in \{0, 1\}$, which represents the occurrence of a spike from neuron $j$ at time $t$ and it is randomly generated as a function of the membrane potential $p(s^t_j|v^t_j) = g(s^t_j, v^t_j)$. We use $v^t = \{v^t_j\}$ and $s^t = \{s^t_j\}$ to indicate the collections of internal and observable network states.

At least two conceptually distinct frameworks are conceivable for training such a system: error-based and target-based. We considered a target-based approach to train the network as opposed to an error-base one. A target-based approach [12, 13] conceptualizes learning as the successful implementation by the system of a target dynamics $s_{\text{targ}} = \{s^t_{\text{targ}}\}$.

On the contrary, in error-based algorithms [10] learning is formalized as the minimization of an error measure $E$ in the output space, where $E = f(s)$ is a (complex) function of the network activity $s$. In this case the activity is not specified and is inferred via the backpropagation of the error. Viceversa, in target-based system the successful output behaviour of the system must be encoded in the chosen target dynamics. In this section we provide a theoretically based maximum-likelihood approach for deriving explicit learning rules in the target-based framework.

Assuming a synchronous update dynamics, the likelihood of a specific sequence of spikes $\{s^t_{\text{targ}}\}$ can be easily written as the product over all times and neurons of the probability $p(s^t_{j,\text{targ}}|v^t_j)$. Thus the log-likelihood of the network activity $s_{\text{targ}}$ can be introduced as:

$$
\mathcal{L}(s_{\text{targ}}; J) = \log p(s_{\text{targ}}; J) = \log \prod_{t=1}^{T} \prod_{i=1}^{N} p(s^{t+1}_{i,\text{targ}}|v^t_i, s^t_{i,\text{targ}}; J) = \sum_{t=1}^{T} \sum_{i=1}^{N} \log p(s^{t+1}_{i,\text{targ}}|v^t_i, s^t_{i,\text{targ}}; J) \quad (1)
$$

where $J$ is the collection of parameters that are used in the computation. The probability of spike generation can be written as:
the filtered spike signal and is expressed as:

$$p(s^{t+1} | v^t) = \frac{\exp s^{t+1}(\frac{v^t - v^{th}}{\tau_v})}{1 + \exp\left(\frac{v^t - v^{th}}{\delta v}\right)}$$

(2)

where $v^{th}$ is the firing threshold and $\delta v$ defines the amount of noise in the spike generation. In the $\delta v \to 0$ limit the generation is deterministic and $p(s^{t+1} | v^t) = \Theta(v^t - v^{th})$. This was indeed the limit in which we performed the numerical experiments presented in this paper.

**Learning rule for cuBa neurons**

Without loss of generality (see the section dedicated to conductance based neurons) we now assume for simplicity that the neuron integrates its input as a current-based (cuBa) leaky integrate and fire (LIF) neuron which dynamics evolves obeying the following equation:

$$v^t = \left(1 - \frac{\Delta t}{\tau_m}\right) v^{t-1} + \frac{\Delta t}{\tau_m} (J \hat{s}^{t-1} + I^t)$$

(3)

Where $\Delta t$ is the time integration step, $\tau_m$ is the membrane time constant, $J \in \mathbb{R}^{N \times N}$ is the recurrent network matrix that defines the synaptic connections within our model, while $I^t$ is a general external input.

We also assumed that the spikes undergoes an exponential synaptic filtering with a time scale $\tau_s$. $\hat{s}^t$ is the filtered spike signal and is expressed as:

$$\hat{s}^t = \left(1 - \frac{\Delta t}{\tau_s}\right) \hat{s}^{t-1} + \frac{\Delta t}{\tau_s} s^t$$

(4)

The derivation can be generalized to different choices of synaptic filtering kernels (e.g. alpha function). To make the recurrent network reliably reproduce the target pattern of activity we need to maximize the likelihood for the system to express the dynamics defined by $s_{\text{targ}} = \{s_{i,\text{targ}}^t\}$. We refer to such likelihood as $\mathcal{L}(s_{\text{targ}}; J)$ where $J$ are the recurrent synaptic weights of the system. This can be achieved by a gradient based algorithm, which suggests that the optimal plasticity rule is a weight update proportional to the likelihood gradient (see Methods section for derivation):

$$\Delta J_{ij} \propto \frac{\partial \mathcal{L}(s_{\text{targ}}; J)}{\partial J_{ij}} = \sum_{t=1}^{T-1} \left[ s_{i,\text{targ}}^{t+1} - s_{i,\text{pred}}^{t+1} \right] \frac{\partial v_i^t}{\partial J_{ij}}$$

(5)

$s_{i,\text{pred}}^t$ is the activity predicted by the network without the teaching signal. This stands in the $\delta v \to 0$ limit (see Methods for details). It is worth underlining the peculiar form of the obtained expression (Eq[5], which is remarkably similar to the form obtained in [21], where the first term in the left parenthesis can be regarded as an instantaneous prediction error: at each time step the target and spontaneous activity are compared and a learning signal is produced.

The second factor $\frac{\partial v_i^t}{\partial J_{ij}}$ represents what is referred to in the literature as the spike response function [21]: it uses the information of the target trajectory to enable learning only for synapses which are causally related to recent pre-synaptic activity.

A very important point is the way $\{s_{i,\text{targ}}^t\}$ is defined. Compared to unsupervised or reward-based learning paradigms, supervised paradigms on the level of single spikes might appear less relevant from a biological point, since it is questionable what type of signal could tell the neuron about the target spiking sequence. Here we propose a biologically plausible way to generate such target. Let us suppose that the postsynaptic neuron $i$ receives an additional input $I_{\text{teach}}^t$ that could arise from either a second group of neurons, for example belonging to a different cortical area. Biologically this signal can be accounted for as a current targeting the neuron from other cortical areas. We think to this second input as a teaching input that shapes the probability that the neuron fires, defining the target spiking sequence $s_{i,\text{targ}}^t$. A possible choice is to assume that the teaching signal $I_{\text{teach}}^t$ is some function of the desired output $Y_{\text{targ}}$. We consider this choice to be quite natural, indeed when a specific cortex is learning a sequence it is also receiving signal from other cortices. Let’s consider the case in which the motor cortex is learning a motor sequence: at the same
time it is receiving a signal from the visual cortices which elaborate visual information from a teacher who is performing the movement. This visual teaching signal is correlated, by definition, to the desired motor output signal. Also this choice makes it very easy to train the readout from the spatio-temporal activity of the network \( \{ s^t_{\text{targ}} \} \), since it is strongly correlated with the target itself and we interpret this protocol as a way to solve the credit-assignment problem. This choice is similar to the one described in the full-Force scheme \cite{13, 12}. Although similar, they are not equivalent, indeed the full-Force learning algorithm aims to reproduce the target input current to each neuron. On the other our target is a specific spiking pattern, allowing for precise spike timing coding. Such formalism can be applied to accomplish different tasks. Some of them are described below.

**Learning to generate 3D trajectories**

To test the performances of a system governed by the derived learning rule we first tackle the standard three-dimensional temporal pattern generation task.

The task definition is the following: given an input signal \( I^t_{\text{clock}} \) (which we refer to as clock), the network is asked to produce an output target signal through a linear readout of the internal spiking activity. Namely the system is asked to learn a temporal input-output relation-ship between the clock signal and the target trajectory.

The target output \( y^t_{\text{targ}} \in \mathbb{R}^3 \) is a temporal pattern composed of 3 independent continuous signals. Each target signal is specified as the superposition of the four frequencies \( f \in \{1, 2, 3, 5\} \) Hz with uniformly extracted random amplitude \( A \in [0, 5, 2.5] \) and phase \( \phi \in [0, 2\pi] \). The network is also supposed to receive a clock-like input signal \( I^t_{\text{clock}} = J_{\text{in}}^{in} x^t_{\text{clock}}, \) where \( J_{\text{in}}^{in} \in \mathbb{R}^{N \times K} \) and \( x^t_{\text{clock}} \in \mathbb{R}^K \).

For this task we equip our recurrent network with a standard linear read-out layer \( y^t_{\text{out}} = J_{\text{out}}^{out} s^t \), where \( J_{\text{out}}^{out} \in \mathbb{R}^{3 \times N} \) and \( s^t \in \{0, 1\}^N \).

The idea is to construct an internal target pattern of activity \( \{ s^t_{\text{targ}} \} \) for the spiking network that contains the relevant information needed to solve the task, namely a pattern that encodes the target signal. The readout layer is then trained to decode such information from the target pattern using standard optimization techniques (MSE objective function with Adam optimizer), while the recurrent network exploits the maximum-likelihood training procedure to adjust its synaptic matrix \( J \) to generate a recurrent signal that, together with the clock-like input \( I^t_{\text{clock}} \), results in the desired temporal pattern.

To produce a valuable target network activity we use the untrained network and record its spontaneous activity when subject to an input \( I^t = I^t_{\text{clock}} + I^t_{\text{teach}} + I_0 \) composed of the clock-like term \( I^t_{\text{clock}} = J_{\text{in}}^{in} \mathbf{x}^t_{\text{clock}}, \) a random projection of the target signal \( I^t_{\text{teach}} = J_{\text{in}}^{in} \mathbf{y}^t_{\text{targ}} \), and \( I_0 \), a constant current. We assume that \( I_0 = I_0 \) is the same for all the neurons and it is chosen in order to have the firing rate of the neurons in a suitable range. In this scenario both \( J_{\text{in}}^{in} \) and \( J_{\text{in}}^{in} \) are static random Gaussian matrix with zero mean and variance \( \sigma_{\text{in}} \) and \( \sigma_{\text{teach}} \). Our choice was to set the teach \( I^t_{\text{teach}} \) and the clock current \( I^t_{\text{clock}} \) at comparable order of magnitudes (see Table 1 for the number of neurons and the other parameters used for this task).

We observe that the matrix \( J_{\text{in}}^{in} \) contribute to define the internal target pattern \( \{ s^t_{\text{targ}} \} \) since it induces such internal dynamics. The network is asked to learn to autonomously reproduce the target internal dynamics \( \{ s^t_{\text{targ}} \} \) by using the recurrent synapses \( J \) and the clock signal \( I^t_{\text{clock}} \) in absence of the teaching signal \( I^t_{\text{teach}} \). This is achieved through the likelihood maximization, and the weight updates expressed in the previous section. Also the readout weight are trained with a standard minimization of the error function (see Methods section for details).

In the retrieval phase the plasticity is turned-off and the clock current is provided to the network. The spiking generated activity is decoded by the linear readout, and such output is compared to the target trajectory by evaluating the mean square error (MSE).

The system is very efficient to solve the task, interestingly after only 25 steps of a gradient ascent optimizer the system was able to reproduce the trajectory with an error Mean Squared Error MSE = 0.02. In Fig[1] we reported the results for the Pattern Generation task. After 1000 iterations of the Adam optimizer the system achieved a final Mean Squared Error MSE = 0.002, computed across the three-dimensional output (Fig[1B]). The activity of the internal neuron state \( \mathbf{v}^t \), is reported over time, together with a raster plot of the recurrent network activity (Fig[1D]). It is relevant to stress that the obtained performances are significantly better with respect to competing alternative algorithms for spiking neural networks learning temporal sequences.
Figure 1: **Results for the Pattern Generation task.**

A) Graphical representation of the system’s architecture. Each recurrent neuron can be thought of as a two-compartment neuron where the basal region stores the neuron state, while in the apical part the teaching input is received: the resulting learning signal is the difference between these two quantities. The recurrent activity is then decoded via a linear readout layer with three output neurons, one for each trajectory. 

B) Generated temporal trajectories. Dashed lines report the target signal, while the continuous curves represent the system generated temporal patterns as decoded by the trained linear readout layer. An overall MSE (Mean Squared Error) of MSE = 0.0021 was achieved.

C) Comparison of different learning algorithms on the Pattern Generation Task as reported in [10]. Learning performances are evaluated as final MSEs. The blue bar represents the final MSE when only the readout layer is trained, thus no recurrent synapses optimization is performed. Performances of the Clopath [22] learning rule, as well as E-prop1 and Back-Propagation-Through-Time (BPTT), are reported with the corresponding final MSE. It is thus shown how our algorithm significantly improves performances on this particular task.

D) Representation of recurrent network activity. In the upper plot the dynamics of the internal state of six neurons randomly extracted from the network population is reported over time. The lower raster plot presents the activity of a population of 60 neurons from the complete network. Only the first 200 temporal steps of the complete simulations are reported for clarity reasons. The simulation used a network of $N = 500$ neurons and a total simulation time of $T = 1000$ time steps.

A quantitative comparison of performances, measured as final MSEs, is reported in the bar plot of Fig.1C. We remark that for this specific task the clock signal is not necessary. Indeed the network is able to learn the following steps in the dynamics as a function of the previous ones. In test phase the trajectory can be completely retrieved by providing the suitable initial condition to the network. Our choice to use the clock
is taken in order to reproduce exactly the same conditions proposed in the benchmark reported in [10, 11].

Figure 2: **Walking Dynamics.** A) Three-dimensional reconstruction of the walking dynamics produced by the network activity. Reported frames corresponds to \( t = \{0, 20, 40, 60, 80\} \). B) Three-dimensional reconstruction of the spontaneously generated walking dynamics after the end of the learned-by-memory trajectory. A different, but plausible and exactly periodical behaviour emerges, indicating that the system has successfully learnt how to construct and independent walking cycle. Frames shown corresponds to \( t = \{150, 170, 190, 210, 230\} \). C) Collection of 15 out of the 56 temporal angular trajectories for both the target motion (upper plot) and learnt dynamics (lower plot). The system receives explicit instructions for \( t < 150 \) steps, where training is performed. Vertical dotted blue lines highlight the temporal frames reported in panel A. The system then produced a longer, spontaneous dynamics for \( t \in [150, 600] \). Vertical red dotted lines highlight the spontaneous activity frames reported in panel B.

**Walking dynamics**

In this task we challenge our proposed framework to successfully address a complex real-world scenario. The quest is to elaborate the problem of learning a realistic multi-dimensional temporal trajectory. We addressed the benchmark problem [23, 24, 13] of learning the walking dynamics of a humanoid skeleton composed of 31 joints (head, femur etc...) each of which endowed of peculiar rotational degrees of freedom \( \theta(t) \). For example the femur can in principle express rotations on three different axes \( \theta_{\text{femur}} \in \mathbb{R}^3 \), while the wrist is constrained to rotate just around a single axis \( \theta_{\text{wrist}} \in \mathbb{R} \). Joints are moreover considered unstretchable, so the set of rotations \( \Theta = \{ \theta_{\text{joint}}(t) \} \) completely defines the system. The total number of temporal trajectories that our network needs to control is given by the total number of degrees of freedom of the system, which in our problem evaluates to \( D = 56 \). Data used in this task are obtained from the database developed in [25].

An interesting property of the walking dynamics is indeed its periodicity (data is however derived from motion capture techniques that invalidate exact periodicity). It is thus interesting to explore if the network, trained on a single cycle, is capable of correctly generalize the learnt dynamics by producing novel, plausible, walking behaviour.
The protocol used for this task is exactly the same presented in Learning 3D Trajectories section, with the only difference of the dimension of the trajectory to be learned which is \( D = 56 \) instead of 3. From this follow that the input matrix \( J_{\text{teach}} \in \mathbb{R}^{N \times D} \) and that the output layer is composed of \( D \) neurons. The network parameters for this task are defined in Table 1 for details. Results of the described procedure are reported in Fig. 2.

The network successfully memorizes and retrieves the target dynamics with a very small error (MSE = 0.026 on normalized trajectories) after 250 iterations of Adam Optimizer (Fig. 2A and Fig. 2C up to \( t = 150 \)). Also we let the model generate the trajectory after the end of the learned one. Interestingly the network is capable to generate spontaneously a plausible almost periodic dynamics (Fig. 2B and Fig. 2C from \( t = 150 \) on).

![Figure 3: Results for the temporal XOR test. The four possible inputs combinations of the binary temporal XOR operation are reported together with the produced output response of the system. (top) On the upper part of each graph the incoming signals are plotted as a function of time, underlining the temporal structure of the task, where the bit is encoded in the duty cycle of a square wave. On the lower part of the graph both the target and the produced network response activity are reported. Continuous blue lines are used for the retrieved output signals, while dashed red lines represents the desired correct output. (bottom) Rastergam of the related internal spiking activity.](image)

**Temporal XOR**

In order to further validate the generality of the proposed learning framework, we assessed the well known temporal XOR task. In this task the system is asked to respond at time \( t_3 \) with a non-linear XOR transformation between the bits \( A_{1_{\text{in}}} \) and \( A_{2_{\text{in}}} \) encoded by two input signals \( a_1^t \) and \( a_2^t \) provided at preceding times \( t_1 \) and \( t_2 \). They encode the desired bit using the length of the duty cycle of a single pulse square wave: (50% → 0, 25% → 1). This defines 4 possible input signals \( x_{\mu_{\text{in}}} = a_1^t + a_2^t, \mu \in \{0, 1, 2, 3\} \). The system target response \( y_{\text{targ}} \) is a smooth wave form centered at time \( t_3 \) whose amplitude \( A_{3_{\text{out}}} \) encodes the XOR computation of the two inputs: \( A_{3_{\text{out}}} = 2 (A_{1_{\text{in}}} \oplus A_{2_{\text{in}}} - 0.5) \). This particular choice for the definition of the task is to reproduce the protocol described in [12].

The system is trained to generate four internal target sequences \( s_{\text{targ}}^{\mu_{\text{in}}} \) on the four possible input combinations. Each sequence is produced by extracting the spontaneous activity of an untrained network receiving as input both the two square-wave signals encoding the bits to be processed \( I_{\text{bits}} = J_{\text{in}}^{\mu_{\text{in}}} x_{\mu_{\text{in}}}^t \) and, similarly to the previous task, the encoded target response \( I_{\text{teach}} = J_{\text{in}}^{\mu_{\text{teach}}} y_{\text{targ}}^{\mu_{\text{in}}} \). We notice that \( I_{\text{bits}} \) is the equivalent of the clock current described in the previous tasks. In this task such a current is essential since it provides the input signal, which has to be processed by the network. The projecting matrices \( J_{\text{in}}^{\mu_{\text{in}}} \) and \( J_{\text{in}}^{\mu_{\text{teach}}} \) are static random Gaussian matrix with zero mean and variance \( \sigma_{\text{in}} \) and \( \sigma_{\text{targ}} \). The recurrent network training increases
the likelihood of all the four target activities $s^{targ}_\mu$ by processing one sequence at a time in random order and performing the maximum-likelihood prescribed updating rule. Concurrently a standard linear readout is trained to decode the four sequences $s^{targ}_\mu$ with MSE objective function and standard Adam optimizer with default parameters.

Fig. 3 summarizes the outcome of the training procedure on the temporal XOR task: all the four possible inputs combination are correctly handled by the system, which learns to accurately reproduce the desired signal (see Tab. 1 for the number of neurons and the other parameters used for this task).

**Figure 4:** Learning with a few presentations. A) Columns represent the network output after 1, 2, 3 and 4 learning steps (dashed line: target trajectory, solid line: retrieved trajectory). At the fourth step the network reached an MSE = 0.018. B) Online approximation (green) demonstrates to be faster than standard gradient descent (red). Thick lines and shadings: average and variance over 30 realization.

**Learning with a few presentations**

Fast learning from few examples is a major feature in biological systems. For this reason we show an example in which a trajectory is learned by the system after a very few presentations. The task is the same as the one described in the section Learning to generate 3D trajectories with the only difference that here the trajectory is composed of 50 time bins. In Fig. 4 (top) each column reports the retrieval of the 3D trajectory after a
different number of learning iterations (in particular after 1, 2, 3 and 4 presentations). The target sequence is represented in solid lines, while the retrieved trajectory is in dashed lines.

After only 4 presentations the trajectory is already learned by the spiking network with a very low error. Such fast learning is achieved when an online version of the gradient ascent is used. This version of the training in an approximation in which the weights are updated at each time bin \( t \) accordingly to the following equation:

\[
\Delta J_{ik}^t = \eta \frac{\partial}{\partial J_{ik}} \left[ s_{i,targ}^{t+1} - s_{i,pred}^{t+1} \right] v_i^t
\]

instead of updating them after the whole sequence presentation as expressed in eq.5. We refer to this approximation as the online approximation. This approximation has been shown to be a good approximation of the gradient ascent for small learning rate \([19]\). On the other side, in order to have a fast learning, the learning rate cannot be too small. Here we show that the online approximation, in addition to be local in time, and then biologically plausible, it is extremely beneficial to the fast learning. We indeed compared the learning for the standard gradient ascend and for the online approximation. The result is reported in Fig.4 (bottom panel) respectively in red and green.

The online approximation is much faster. It takes on average 5 presentations to learn the trajectory (MSE < 0.01), three times less than what required by the standard gradient ascend.

Learning rule for coBa neurons

As mentioned above our approach is general and allows to analytically derive an optimal plasticity rule for different neuronal models. Namely, a different differential equation brings to a different plasticity rule. We already derived such rule for current-based leaky integrate and fire neurons, here we report learning rule for conductance-based neurons. In this case the evolution for its membrane potential is different because the input affect its dynamics in a multiplicative fashion with the membrane potential \( v_i^t \) itself and is described by the following equation:

\[
v_i^t = \left( 1 - \frac{\Delta t}{\tau_m} \right) v_i^{t-1} + \frac{\Delta t}{\tau_m} \left[ (E_{exc} - v_i^{t-1})J_{exc} + (E_{inh} - v_i^{t-1})J_{inh} + \mathcal{I} \right]
\]

Where \( E_{exc} = 0\) mV and \( E_{inh} = -80\) mV are the reversal potential for excitatory and inhibitory conductances. exc and inh subscripts distinguished between excitatory and inhibitory neurons and synapses. This means that the populations of neurons has to be segregated in excitatory and inhibitory neurons.

Thus the spike response function is different for excitatory and inhibitory weights and are

\[
\nabla J_{exc} v_i^t = \left( 1 - \frac{\Delta t}{\tau_m} - J s_i^{t-1} \right) \nabla J v_i^{t-1} + \frac{\Delta t}{\tau_m} (E_{exc} - v_i^{t-1}) s_i^{t-1} \]

and

\[
\nabla J_{inh} v_i^t = \left( 1 - \frac{\Delta t}{\tau_m} - J s_i^{t-1} \right) \nabla J v_i^{t-1} + \frac{\Delta t}{\tau_m} (E_{inh} - v_i^{t-1}) s_i^{t-1}
\]

The segregation of the network in excitatory and inhibitory neurons requires to pay attention to the constraint that in the optimization the sign of the synapses has to be conserved.

Discussion

In recent years a wealth of novel training procedures have been proposed for recurrent biological networks, both continuous and spike-based. This work proposes a maximum-likelihood target-based learning framework for recurrent spiking systems. Borrowing from the Machine Learning and in particular Deep Learning community, the aim is to enable learning in complex systems by defining a suitable architecture and an objective function to be optimized, from which the synaptic update rule is derived. Inspired by the stochastic nature of the single neuronal unit, the likelihood of a complete network activity is chosen as the training...
objective function. In this picture learning in a biological network is understood to be the processes during which the synaptic matrix is adapted to reproduce a target dynamics with high probability. From this simple theoretical assumption explicit synaptic update rules are derived, which offer a clean interpretation of the single terms. This ensures a tight control on the biological realism of the learning rule. The proposed target-based training protocol has been tested on several temporal tasks: learning to generate trajectory with different dimensionalities (a 3D trajectory and a 56D walking dynamics) and the temporal XOR, which is a non-linear classification problem. In the 3D trajectory generation task the proposed target-based algorithm outperformed the state-of-the-art error-propagation-based algorithms, including e-prop 1 \cite{10} and BPTT. Our model relies on two main assumption: the presence of a teaching signal arriving to the recurrent network and the capability of the neuron to evaluate a local error. The teaching signal is important to generate the internal target representation, and it is plausible to assume that is provided by other cortical areas. The local error is evaluated by the single neuron, and is the difference between the tendency of the neuron to produce a spike and the desired spikes defined by the teaching signal. Theoretical models suggest that this signal might be evaluated by a 2 compartment neuron \cite{21}. Alternately, it has been shown that this learning rule together with a time locality constrain results to be very similar to a standard STDP \cite{15}.

In the sake of biologically plausibility, in order to achieve a complete locality both in space and in time, we proposed what we called the online approximation, which is an update of the weights at every time \( t \), where only the information available at the current time is used. Namely it is not necessary to wait for the end of the presentation of training example to perform the weight update. Such a time local approximation is extremely advantageous when learning from a small number of examples, increasing significantly the learning velocity.

Different models of neurons lead to different plasticity learning rules. E.g. for conductance based and current based neurons \cite{26, 27} different theoretical learning rules are derived in this work. Such diversity is a theoretical prediction and can be verified experimentally.

Comparison with other models and biological plausibility

The proposed learning protocol improves the biological plausibility of network architectures used in other recent papers \cite{10, 13, 19}. The model described in \cite{10} relies on a random projection of the errors to the network. On the other hand we bet on a random projection of the desired output into the network, while each neuron evaluate a local error which defines the plasticity rule. Our protocol is also computationally efficient since learning requires a calculation of order \( O(N^2 \times T \times P) \) where \( P \) is the number of presentations of the target pattern. The online approximation further decreases the computational cost by reducing the number of required presentations \( P \). We claim that this protocol, besides the computational efficiency and the achievement of a smaller MSE, it is also more natural from a biological point of view. Indeed it is very intuitive to imagine that every portion of the cerebral cortex is a recurrent neural network receiving signals from the other cortices. Such hypothesis, which reinforces the necessity of supervised learning, is inspire to the so termed ‘referent activity templates’ which are spike patterns generated by neural circuits present in other portions of the brain, which are to be mimicked by the network subjected to learning \cite{28, 29}.

We remark that our learning rule resembles those proposed in \cite{21, 18, 19}. We focus on a recurrent network of spiking neurons (similarly to \cite{19}) and integrate it with a learning protocol similar the full-FORCE proposed in \cite{12, 13}. Such findings taken together suggest that the capability of a neuron to estimate a local error is beneficial to the learning process. Experimental evidences suggest that \cite{30} single neurons are indeed capable to integrate different stimuli to estimate local errors. In addition to this in \cite{21} it is described a plausible mechanism to achieve such an error in a two-compartment neuron model.

The choice to project the target output into the network during the training makes our learning protocol similar to what proposed in \cite{12, 13}. A major difference is that our learning method relies on optimizing the timing of the spikes emitted by each neuron rather that optimizing the time course of their input current. Such feature is extremely useful to induce a specific spike-timing-based coding.
Methods

Theoretical Derivation of the learning rule for cuBa neurons

In our formalism neurons are modeled as real-valued variable $v^j_t \in \mathbb{R}$, where the $j \in \{1, \ldots, N\}$ label identifies the neuron and $t \in \{1, \ldots, T\}$ is a discrete time variable. Each neuron exposes an observable state $s^j_t \in \{0, 1\}$, which represents the occurrence of a spike from neuron $j$ at time $t$.

We then define the following probabilistic dynamics for our model:

$$s^t = \left(1 - \frac{\Delta t}{\tau_s}\right)s^{t-1} + \frac{\Delta t}{\tau_s}s^t \quad (10)$$

$$v^t = \left(1 - \frac{\Delta t}{\tau_m}\right)v^{t-1} + \frac{\Delta t}{\tau_m}(Js^{t-1} + I^t) \quad (11)$$

$$p(s^{t+1}|v^t) = \frac{\exp(s^{t+1}v^t)}{1 + \exp(s^{t+1}v^t)} \quad (12)$$

Where $\Delta t$ is the discrete time-integration step, while $\tau_s$ and $\tau_m$ are respectively the spike-filtering time constant and the temporal membrane constant. Each neuron is a leaky integrator with a recurrent filtered input obtained via a synaptic matrix $J \in \mathbb{R}^{N \times N}$ and an external signal $I^t$. $v^th$ is the firing threshold and $\delta v$ defines the amount of noise in the spike generation. In the $\delta v \to 0$ limit the generation is deterministic and $p(s^{t+1}|v^t) = \Theta(v^t - v^th)$. The log-likelihood of a complete network activity $s$ can be expressed as:

$$L(s; J) = \log p(s; J) = \log \prod_{i=1}^{T} \prod_{j=1}^{N} p(s^{t+1}_i|v^t, s^t_j; J) = \sum_{i=1}^{T} \sum_{j=1}^{N} \log p(s^{t+1}_i|v^t, s^t_j; J) \quad (13)$$

Where we assumed the parallel update of all the neurons at each time step, and that the probabilistic generation of the spike is independent between neurons at the same time step. Indeed our noisy generation is equivalent to the presence of a source of noise not explicitly described in the system. A possible example is an external source of noise for each neuron. Our description doesn’t account for correlated sources of noise.

We notice that in order to evaluate such likelihood it is important to be able to evaluate the membrane potential at each time $t$. In order to do so it is necessary to know the spikes $s^t$ produced by the network, the law of evolution of the membrane potential (see eq.11) and its initial condition $v^{t-1}$ (which we usually define as a constant $v^0$).

The idea now is to exploit the introduced likelihood $L(s; J)$ as a valuable tool for a target-based learning. We introduce a target activity $s_{\text{targ}}$ and exploit the dependence of the likelihood on the recurrent weights $J$ to increase the likelihood of observing the target pattern as the system’s spontaneous activity. In particular we compute:

$$\nabla_J L(s_{\text{targ}}; J) = \sum_{i=1}^{T} \nabla_J \log p(s^{t+1}_{\text{targ}}|v^t, s^{t-1}_j; J) \quad (14)$$

This framework thus prescribes to implement as a viable learning rule the likelihood gradient $\nabla_J L$. Via this optimization protocol, the system learns to exploit its resources to encode the desired activity.

The maximum likelihood learning rule then prescribes:

$$\frac{\partial L}{\partial J_{ik}} = \frac{1}{\delta v} \sum_{i=1}^{T} \sum_{j} \left[ s^{t+1}_{\text{targ}} - \frac{\exp(v^t_j - v^th)}{1 + \exp(v^t_j - v^th)} \right] \frac{\partial}{\partial J_{ik}} v^t_j \quad (15)$$

Where in eq.15 we have rewritten the likelihood gradient using the index notation. The last term $\frac{\partial}{\partial J_{ik}} v^t_j$ can be iteratively written by differentiating eq.13:
\[
\frac{\partial}{\partial J_{ik}} v_{t+1} = \left( 1 - \frac{\Delta t}{\tau_m} \right) \frac{\partial}{\partial J_{ik}} v_t^{t+1} + \frac{\Delta t}{\tau_m} \hat{s}_{t+1, \text{targ}} \delta_{ij} \tag{16}
\]

and setting an initial condition, e.g. \( \frac{\partial v_t^{t+1}}{\partial J_{ik}} = 0 \). We stress that the differential operator \( \nabla_J \) is only applied to \( v_t^{t+1} \) and not to \( \hat{s}_{t+1, \text{targ}} \), because the latter represents the desired target dynamics, which is assumed to be fixed throughout the training process and thus expresses no dependence on the synaptic matrix \( J \). Because of the Kronecker \( \delta \) in eq.\((16)\), together with its initial condition, \( \frac{\partial v_t^t}{\partial J_{ik}} \) differs from zero only when \( j = i \). We can thus finally write

\[
\frac{\partial L}{\partial J_{ik}} = \frac{1}{\delta v} \sum_{t=1}^{T} \left[ s_{t+1, \text{targ}}^t - \exp \frac{v_t^t - v_{th}}{\delta v} \right] \frac{\partial}{\partial J_{ik}} v_t^t \tag{17}
\]

It follows that the weight plasticity rule can be expressed as

\[
\Delta J = \frac{\eta}{\delta v} \sum_{t=1}^{T} \left[ s_{t+1, \text{targ}}^t - \exp \frac{v_t^t - v_{th}}{\delta v} \right] \nabla_J v_t^t \tag{18}
\]

It is possible to rewrite this expression by recognizing that the second term in the first factor, in the limit \( \delta v \to 0 \) and with \( \eta/\delta v \) finite, represents the network prediction for the spike vector \( s_{t+1, \text{pred}} \) value at the subsequent time step, based on the current network hidden state \( v_t^t \). Shifting the summed index \( t \) one obtains:

\[
\Delta J = \frac{\eta}{\delta v} \sum_{t=0}^{T-1} \left[ s_{t+1, \text{targ}}^{t+1} - s_{t+1, \text{pred}}^{t+1} \right] \nabla_J v_t^t \tag{19}
\]

We note how the obtained expression offers a simple interpretation: it effectively separates into a first learning signal, which is the neuron-wise difference between the teaching signal and the spontaneous network-induced activity, and an eligibility trace, which addresses the credit-assignment problem.

Using this novel maximum-likelihood framework we have obtained an explicit expression for the synaptic weight update, a result that previously eluded other target-based learning algorithm \cite{12}.

**Generation mode**

To set the network in generation mode the plasticity is turned off. Then the network is initialized with the proper initial condition \( v_t^{t+1} = v_0 \) (which is the same as the one defined in the likelihood maximization protocol), and the evolution dynamics is the one defined in eq.\((11)\) and eq.\((12)\). Once the likelihood is maximized we expect that the system has an high probability to reproduce the desired sequence of spikes \( s_{\text{targ}} \).

**Readout training**

The training of the readout weights is performed through a standard minimization of the MSE between the output \( Y = J_{\text{out}} \tilde{s} \) and the target output \( Y_{\text{targ}} \), which results in the following rule

\[
\Delta J_{\text{out}} = \left( Y_{\text{targ}} - J_{\text{out}} \tilde{s} \right) \tilde{s}^\top \tag{20}
\]

Where \( Y_{\text{targ}} = \{ y_{\text{targ}}^t \}, Y_{\text{targ}} \in \mathbb{R}^{3 \times T} \) is the matrix that collects the target signal over time, while \( \tilde{s} \in \mathbb{R}^{N \times T} \) is the matrix that collects the network observable spikes over time.
Table 1: Collection of model parameters used in the various tasks presented in the main text. We have indicated with SG the simple gradient ascent algorithm.

|       | 3D Trajectories | Temporal XOR | Walking Dynamics | Few Presentations |
|-------|-----------------|--------------|-----------------|-------------------|
| $N$   | 500             | 500          | 500             | 500               |
| $T$   | 1000            | 130          | 600             | 50                |
| $\Delta t$ | 1 ms       | 1 ms         | 1 ms            | 1 ms              |
| $v^0_i$ | $-0.5 \forall i$ | $-0.5 \forall i$ | $-0.5 \forall i$ | $-0.5 \forall i$ |
| $s^0_i$ | $s^0_{i,\text{teach}} \forall i$ | $s^0_{i,\text{teach}} \forall i$ | $s^0_{i,\text{teach}} \forall i$ | $s^0_{i,\text{teach}} \forall i$ |
| $\eta/\delta v$ | 0.5 (Adam)    | 0.5 (Adam)   | 0.5 (Adam)      | 1.0 (SG-online)   |
| $\delta v$ | $\rightarrow 0$ | $\rightarrow 0$ | $\rightarrow 0$ | $\rightarrow 0$ |
| $v^{\text{th}}$ | 2 ms        | 2 ms         | 2 ms            | 1.25 ms           |
| $\tau_s$ | 8 ms          | 8 ms         | 8 ms            | 2 ms              |
| $\tau_m$ | 10            | 5            | 10              | 10                |
| $\sigma_{\text{teach}}$ | 2           | 3            | 2               | 2                 |
| $\sigma_{\text{in}}$ | $I_0$       | $I_0$        | $I_0$           | $I_0$             |

Simulation parameters

We report in the table below the network parameters used in the different tasks.

In the 3D trajectory benchmark we used realistic synaptic and membrane timescales, in order to show that we achieved good results with biologically plausible parameters. A smaller membrane timescale usually facilitates the convergence of the method, for this reason we used a shorter time scale in order to further decrease the number of steps required for the learning.
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