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ABSTRACT

Modeling the visual changes that an action brings to a scene is critical for video understanding. Currently, CNNs process one local neighbourhood at a time, thus contextual relationships over longer ranges, while still learnable, are indirect. We present TROI, a plug-and-play module for CNNs to reason between mid-level feature representations that are otherwise separated in space and time. The module relates localized visual entities such as hands and interacting objects and transforms their corresponding regions of interest directly in the feature maps of convolutional layers. With TROI, we achieve state-of-the-art action recognition results on the large-scale datasets Something-Something-V2 and EPIC-Kitchens-100.
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1. Introduction

In this paper, we target the task of recognizing human-object interactions found in daily activities. These actions are fine-grained and inherently compositional between the movement (verb) and the interacting object. Throughout the interaction, the objects are often transformed visually and/or physically, and over longer periods of time. Correctly identifying these actions requires the ability to relate the object’s appearance from beginning to end throughout the transformation. State-of-the-art convolutional neural networks (CNNs), armed with 3D convolutions, are designed to learn such relationships in space and time. However, convolution operations are, by design, locally limited and are therefore inefficient in capturing relationships over a long range.

One way to expand a network’s receptive field over time and space would be to increase the network depth. However, adding more layers naively also increases the memory requirements and computations (He and Sun, 2015) and runs the risk of over-fitting. Instead, architectural additions in the form of skip connections (Huang et al., 2017), attention (Wang et al., 2018; Chen et al., 2018) and graphs (Chen et al., 2019) have been proposed, all with the aim of capturing either long-range or global dependencies more directly.

With the recent advances in object detectors and trackers, a commonly adopted strategy is to first localize key entities such as body parts and/or interacting objects. The action is then recognized based on the detections or tracks, with additional reasoning through graphs (Wang and Gupta, 2018), visual relations (Baradel et al., 2018), or other forms of interaction networks (Materzynska et al., 2020). To represent the detections and tracks, features are drawn from the output of the CNN’s last convolutional layer (Wang and Gupta, 2018; Baradel et al., 2018).

Purely feature-based and purely entity-based approaches rep-
resent two extremes in learning global dependencies in video. On the one hand, feature-based approaches like non-local blocks and GloRe (Wang et al., 2018; Chen et al., 2019) exhaustively relate locations on feature maps. This results in a combinatorially large number of operations, even though the majority of these computations are redundant as most of the locations make little contribution to others. Furthermore, because these methods capture global relationships from the entire feature map indiscriminately, they cannot ensure that learned relationships correspond to causal entities\(^1\), such as the hands and interacting objects. This, in turn, may lead to undesirable biases to the scene (Li et al., 2018; Choi et al., 2019) or other dataset latencies. On the other hand, purely entity-based approaches reason only between detections or tracks. They miss useful cues from the background and lack the ability to reason between entities and the scene itself. Therefore, to boost performance, most approaches (Baradel et al., 2018; Wang and Gupta, 2018; Materzynska et al., 2020) add a separate appearance stream and perform a late fusion to merge this information.

We aim to strike a middle ground between abstract visual features and concrete visual entities. Relying solely on high-level visual entities may not allow us to capture the dynamic changes in objects’ appearance; lower-level visual features can capture these differences, but at the same time may lack sufficient semantic context. Therefore, we propose a module for regions of interest (ROIs) associated with visual entities on mid-level feature maps. Representations of the ROIs are transformed in-place, directly within the feature map. Accordingly, we name our proposed module TROI (Transformed ROIs). Based on detections, the module associates ROI features across an entire video via an attention mechanism. This localized form of attention bypasses the locality constraints of CNN backbones and allows the ROIs to be related to each other in a manner that is global and/or long-range in time. The transformed ROIs continue to be processed within their feature map context by the original CNN backbone to capture global information about the entire video content. An overview is presented in Figure 2.

The TROI module allows us to benefit from localizing visual entities through detectors and trackers while not being entirely limited to high-level semantics, which may absorb the fine-grained appearance differences. For example, in the bottom of Figure 1, the whole and half-sliced eggplants have very different appearances due to the cutting action. At the final layers of a CNN, they may both be correctly identified as ‘eggplant’, or the sliced eggplant may be confused with other (more commonly sliced) objects. Either way, it is highly challenging to model the fine-grained transformations of the appearance. Similarly, for ‘uncovering something’ in the middle of Figure 1, the pen is revealed by the hand at some point during the sequence. If the transition is not captured, the sequence could resemble the action of “putting something next to something” shown in the top of Figure 1. TROI allows CNNs to capture such transformations implicitly while using explicit positional information.

Our work is novel in several regards. First and foremost, our method is the first to focus on relating mid-level features over space and time in middle CNN layers from an entity point of view. This allows us to bypass the large number of operations on irrelevant regions, contrary to feature-based approaches (Wang et al., 2018; Chen et al., 2019). Our in-place transformations in the ROIs unify entity localization and action recognition in CNNs, contrary to other approaches that separate the two in a CNN’s last convolutional layer. Finally, our approach is flexible. Any state-of-the-art relational model can be used to represent spatio-temporal inputs; we choose transformers but also demonstrate the feasibility with GCNs. We summarize our contributions below:

- We propose a new approach for reasoning on mid-level feature maps that captures relationships between detected entities as they transform over time.
- We present a flexible and lightweight module, TROI, that can be integrated into standard CNNs, such as 3D ResNet (Carreira and Zisserman, 2017) and TSM (Lin et al., 2019), to transform regions directly at the feature-map level. TROI uses self-attention to facilitate the global modelling of visual entities and encodes the transformation in place.
- The proposed module achieves the state-of-the-art on two large-scale fine-grained action recognition datasets. Our improvements on Something-Something-V2 (Goyal et al., 2017) and EPIC-Kitchens-100 (Damen et al., 2018) over the state-of-the-art highlight the effectiveness of our strategy in relating mid-level features.

2. Related Works

Convolutional neural networks are the dominant approach for action recognition from video. State-of-the-art methods are 3D CNNs (Tran et al., 2015; Carreira and Zisserman, 2017; Feichtenhofer et al., 2019; Xiao et al., 2020) that extend convolution and pooling to the time dimension, although they tend to be large and expensive models. To balance speed and accuracy, some layers either reduce 3D convolutions into 2D (Xie et al., 2018) or factorize them into 2D spatial and 1D temporal convolutions (Tran et al., 2018). Others have found channel shifting (Lin et al., 2019; Fan et al., 2020) to be highly effective at boosting discriminativeness while limiting computational expense. Our work is orthogonal to these methods in that we propose an additional module that can be integrated into any of the aforementioned architectures, and we demonstrate this on a 3D ResNet (Carreira and Zisserman, 2017) and TSM (Lin et al., 2019).

Relational reasoning aims to directly capture interactions between human-centered entities such as people, objects, or hands. Recent work either reasons implicitly between visual features or explicitly between localized entities. The former has been applied to visual Q&A (Santoro et al., 2017), action localization (Sun et al., 2018), and temporal interactions (Zhou et al., 2018a). Wang et al. (2018) proposes adding a non-local layer

\(^1\)“Causal” here refers to the fact that the action classes in Something-Something and EPIC-Kitchens are defined by the composition of a verb (movement of the hands) and nouns (interacting objects).
to 3D CNNs, which correlates features from all locations using self-attention. Follow-up works have tried to reduce the computational cost of such exhaustive pixel-level relations (Chen et al., 2018; Zhang et al., 2019; Chen et al., 2019). A²Net (Chen et al., 2018) generates a set of global features to propagate the information between positions more efficiently. GloRe (Chen et al., 2019) learns a latent interaction space and uses a fully connected graph to extract relation-aware features. Note that these approaches are region-agnostic and use the entire feature map indiscriminately. As such, they cannot guarantee correspondences to specific entities; furthermore, they perform a large number of operations on irrelevant regions.

Localizing ROIs to use explicit reasoning is well-suited for scenes that are cluttered an/or uninformative for identifying actions. This is often the case in egocentric actions where hands are in contact with the active objects (Pirsiavash and Ramanan, 2012; Damen et al., 2018). Wang and Gupta (2018) construct spatio-temporal graphs over object proposals. Similarly, the interaction network from Materzynska et al. (2020) models spatio-temporal geometric relations between objects in object-graph representations. The Tube Convolutional Neural Network (T-CNN) (Hou et al., 2017) introduces tube of interest (ToI) pooling in the latter CNN layers for spatio-temporal action localization. Baradel et al. (2018) model the inter-frame interactions between object segments using pairwise mappings and an RNN. Recent works by Wang et al. (2020a) and Wang et al. (2020b) compute object-centric features via an attention mechanism that encourages mutual interactions between object regions and enhances action-relevant interactions.

We position our method as being closer to the second group as we conduct relational reasoning over pre-computed region proposals. However, our approach does not need to model the global appearance of frames in a separate stream to support the recognition performance. A very recent work by Herzig et al. (2021) performs an in-place feature update similar to our work, but using transformers as a backbone.

**Relating Entities:** Graphs are a natural way to relate visual entities, and graph convolutional networks (Kipf and Welling, 2016) are popular for relational reasoning in action recognition (Wang and Gupta, 2018; Chen et al., 2019). However, previous works are inflexible in that they assume a fixed graph structure. Within the graph, the temporal ordering between the nodes is lost (Chen et al., 2019). Additionally, as the graphs are often fully connected over entire sets of features, the number of input nodes must be limited (Wang and Gupta, 2018). In both cases, the data structure cannot accommodate variations of real sequences, e.g. when the number of relevant entities changes over time or is simply not detected. TROI aims to fill these two shortcomings by explicitly augmenting the entity representations with positional encodings, and it also allows for a variable number of input entities.

Finally, we note that our work may bear similarity to the Video Action Transformer Network of Girdhar et al. (2019) as we both use transformers. However, we have several key differences in terms of the objective and architecture. The Transformer Network uses action recognition as a supervisory cue to learn transformers for localizing and tracking actions. Our module, on the other hand, uses already localized ROIs to improve recognition. Architecture-wise, Girdhar et al. (2019)’s model includes three times more parameters than TROI and is trained over a full week using 10 GPUs. In contrast, TROI is a lightweight module that can be integrated into many CNNs to transform regions directly at the feature-map level. It adds a negligible parameter count on top of CNN backbones and trains with an order of magnitude less in terms of both time and hardware.
3. Method

3.1. Preliminaries

Given a video, we select $T$ evenly interspersed frames, as is standard in CNNs for action recognition (Lin et al., 2019; Feichtenhofer et al., 2019). Let $X \in \mathbb{R}^{T \times W \times H \times C}$ denote a feature representation of the video, where $W$, $H$ and $C$ are the width, height, and number of channels of the feature map, respectively. $X$ can come from any convolutional layer in a neural network; as we are interested in relating mid-level features, $X$ is the feature map after several convolution operations, e.g. at conv3 or conv4 of a ResNet architecture.

On a selected frame $t$, there are $N_t$ regions of interest (ROIs) around fixed entities such as the hands or interacting objects. We denote the collection of ROIs across the $T$ selected frames as $R = \{r_1, ... , r_N\}$, with $N$ ROIs in total. The objective of our approach is to learn a mapping $g$, parameterized by $\Theta$, to map $X$ to $X'$, i.e.

$$X' = g(X, R, \Theta).$$

$X'$ has the same dimensions as $X$ but is transformed in that the $N$ ROI regions are modified according to the learned relationships between all the entities in the video. To do this, we propose a transformer-based self-attention module, which we name TROI (Transformed ROIs).

We denote with $f_i \in \mathbb{R}^C$ the visual feature within the ROI $r_i$, where $f_i = h(X_i, r_i)$. Here, $h$ is a function that localizes the features corresponding to ROI $r_i$, and $X_i \in \mathbb{R}^{1 \times W \times H \times C}$ is the part of the feature map selected from the frame to which $r_i$ corresponds. In practice, we estimate the ROI $r_i$ based on object detections and localize the associated feature from $X_i$ by applying ROAAlign (He et al., 2017) followed by a spatial average pooling for $h$. To retain positional information from the bounding boxes in space and time, we add a positional encoding (Vaswani et al., 2017) to each $f_i$. For the positional encoding, we follow [details on the transformer architecture].

We compute the attention weights, $A$, for each ROI in $F \in \mathbb{R}^{N \times C}$, we compute a weighted sum over all values $v$, i.e.

$$SA(F) = Av.$$  \hspace{1cm} (4)

The self-attention operation calculates the response at each position, $f_i$, by attending over all other positions in $F$. Multi-head attention extends self-attention by running the same procedure $m$ times; each self-attention procedure is referred to as a head. Multi-head attention has an implicit ensembling effect and generally improves performance by concatenating multiple self-attention outputs:

$$MHA(F) = [SA_1(F), SA_2(F), ..., SA_m(F)]W_m.$$  \hspace{1cm} (5)

where the query, value and key projections are found in the parameter matrix $W_m \in \mathbb{R}^{d \times n \times C}$.

Let $\ell$ be the index of one encoder layer. Then, $F'_\ell \in \mathbb{R}^C$ denotes visual information updated with self-attention, and $F_{\ell-1} \in \mathbb{R}^{N \times C}$ the entire set of updated features in layer $\ell$. We compute these features as

$$G'_\ell = LN(MHA(F'_{\ell-1} + F_{\ell-1}')),$$

$$F'_\ell = LN(MLP(G'_\ell) + G'_\ell)$$  \hspace{1cm} (6)

where $F'_\ell$ corresponds to the updated region features after every encoder layer. The updated features from the previous layers, $F'_{\ell-1}$, are used as input in the following layers. The multi-layer perceptron (MLP) contains two linear transformations with ReLU activations in between. LN corresponds to layer normalization (Ba et al., 2016). We update the original feature map $X$ with the updated features, $F'$ with each $f_i$ in place, so
that the relative spatial positioning of the features from $h$ is retained in the transformed $X'$. The resulting in $f' \in R^{1 \times 1 \times C}$. We then replicate $f'$, $W \times H$ times, to expand it to a size of $W \times H \times C$. Depending on the feature level of $X$ and $X'$, $W$ and $H$ are very small, are either 1 or 2. As such, the replication does not introduce significant redundancy. As a result, we only modify the features for the ROI regions; the rest remain unchanged.

The relational module in TROI was designed with similar motivations as other relational frameworks, such as non-local networks (Wang et al., 2018) and GloRe (Chen et al., 2019). We share some basic components, like self-attention, however, we differ in a key aspect in that non-local networks and GloRe compute the relations between every feature position and all others on the feature maps, $X$, exhaustively. They do not leverage any explicit entity-aware localization, $F$, so they perform many more redundant relations and computations.

3.3. Implementation Details

**Training:** Our models are trained for 80 epochs with a batch-size of 64 over two 48GB GPUs. We use SGD optimization with a momentum of 0.9 and a weight decay of 5e-4. The learning rate is set at 0.01 for the initial 20 epochs, is decreased to 0.001 for the following 20 epochs, and is finally set to 1e-4 for the remaining epochs. The backbone network is initialized with pre-trained Kinetics (Carreira and Zisserman, 2017) weights. We then add TROI and train using the strategy outlined above. For the transformer, two attention heads are used. We use a single classification head to directly predict the action class.

To sample images from the video, we follow Wang et al. (2016) and Lin et al. (2019). A fixed number of frames (8 or 16) is selected evenly in time from each video clip. Using more frames, i.e., 16 instead of 8, typically improves the performance at the expense of larger models. Unless otherwise indicated, we use 8 frames in our experiments. Note that our approach considers each frame individually without temporal association across frames and does not require the class of objects to be known. For data augmentation, we use the strategy suggested by Lin et al. (2019): scale jittering, corner cropping, and random horizontal flipping. The augmented image is then resized to $224 \times 224$.

**Inference:** We follow the same sampling procedure and data-preprocessing strategy as Lin et al. (2019) for EPIC-Kitchens-100 and Goyal et al. (2017) for Something-Something-V2 to ensure a fair comparison with other works.

4. Experiments

4.1. Datasets & Evaluation

We experiment on two large-scale action datasets:

**Something-Something-V2** has 220K trimmed videos with 174 fine-grained action classes of human-object interactions, such as “plugging something into something”. We use two types of bounding boxes for training, both provided by Materzynska et al. (2020): The first is based on ground truth annotations \(^2\), and the second is based on the per-frame bounding box predictions from a multi-object tracking approach (Bewley et al., 2016) applied to the outputs of an object detector (Wu et al., 2019) for the hand and interacting objects. We evaluate on both prediction outputs and GT annotations for a fair comparison with Materzynska et al. (2020). We report the Top-1 and Top-5 accuracies on the validation set using RGB images. Following the methodology of Lin et al. (2019) and Fan* et al. (2020), we sample either “1-Clip” with one center crop of $224 \times 224$, or “2-Clips” with three crops (left, right and center) of $224 \times 224$. Our network is trained with 8 or 16 frames as inputs.

**EPIC-Kitchens-100** features egocentric recordings of 37 subjects. There are around 90K pre-trimmed segments featuring fine-grained actions composed of verb and noun classes, e.g., “pour water”. The dataset contains 4,025 actions composed of 97 verbs and 300 nouns. It provides RGB and optical flow images, as well as bounding boxes extracted by a hand-object detection framework (Shan et al., 2020) that returns class labels left/right hand and left/right interacting object. For each frame, there are up to four bounding boxes for these classes. On average, 70% and 76% of the frames have left and right hand/object detections, respectively. For EPIC-Kitchens, we train and test our methods with offline detections from Shan et al. (2020).

Following the EPIC-Kitchens protocol of Damen et al. (2020a), we report Top-1/5 accuracies for both the validation and test sets. The validation and test sets are further split to distinguish unseen participants and tail classes to measure the model generalization. Tail classes are defined as those contributing to less than 20% of the total instances in the training set. However, as EPIC-Kitchens is a very long-tailed dataset, 88% of the action classes\(^3\) are considered tail classes, making it highly challenging.

4.2. Impact of Adding the TROI Module

In Table 1, we first compare the performance with and without our proposed module on the validation set of EPIC-Kitchens for two state-of-the-art action recognition backbones: 3D ResNet-50 and TSM. We train separate models for RGB and optical flow for predicting the verbs and nouns and average pre-softmax predictions during inference when fusing the two models. In all comparisons, we use a single-layer TROI inserted at conv4, as verified by ablation studies in Sec. 4.3.

On both backbones, integrating our proposed module improves the verb and noun performance by approximately 1% for all the modalities. On the 3D ResNet backbone, we have gains of 1.3% and 0.9% verb accuracy and 1.6% and 1.4% noun accuracy for RGB and flow, respectively. On the TSM backbone, the gains are smaller for RGB (+0.8% for verb +0.6% for noun). When fusing the two modalities, adding TROI gains 1.5% of verb and 1.7% for noun accuracy for 3D ResNet and 0.5% verb & 1.2% noun accuracy for TSM. We speculate that TSM has smaller gains as it is already a very strong baseline; it outperforms 3D ResNet-50 by 8.1% using the two modalities alone for verb accuracy and 3.8% for noun accuracy.

---

\(^2\)7% of training and 9% of validation videos do not have annotations; we simply bypass our relation module for these videos.

\(^3\)3535 actions, 86 verbs, 228 nouns
Could the improvements come simply from localizing the visual entities, i.e., the hands and objects? We verify that this is not the case in Table 2. The first baseline, TSM, has no location information on the visual entities and simply performs action recognition using the entire frame. The second baseline, ROI, ignores all information outside the bounding boxes and classifies only what is within them. Similar to Girdhar et al. (2019), this experiment corresponds to directly taking ROI features and applying a fully connected layer after the transformer-encoder for classification. We can see that the in-place transformation of the regions in the mid-level layers of the CNN is beneficial and outperforms Girdhar et al. (2019). We observe a drop of around 14% and 16% in action accuracy compared to TSM when using ROI in EPIC-Kitchens and Something-Something, respectively. TSM + ROI fuses the two predictions; the accuracies are close to the TSM baseline. TROI, however, results in the best performance and outperforms the TSM baseline by 0.8%, 0.6%, and 0.4% for verb, noun, and action Top-1s, respectively, on EPIC-Kitchens and by 3.8% on Something-Something.

Table 1: Comparison of different backbones and modalities over Top-1 verb and noun accuracy

| Backbone | Data     | Verb Top-1 w/out TROI | Noun Top-1 w/out TROI | Verb Top-1 w/ TROI | Noun Top-1 w/ TROI | Verb Top-1 w/ TROI | Noun Top-1 w/ TROI |
|----------|----------|-----------------------|-----------------------|-------------------|-------------------|-------------------|-------------------|
| 3D ResNet | RGB      | 55.95                 | 44.17                 | 57.26             | 42.58             | 44.17             | 42.58             |
| 3D ResNet | Flow     | 53.52                 | 35.48                 | 54.44             | 33.40             | 35.48             | 33.40             |
| 3D ResNet | RGB + Flow | 60.28               | 46.88                 | 61.75             | 45.11             | 46.88             | 45.11             |
| TSM      | RGB      | 62.91                 | 47.50                 | 63.71             | 46.88             | 47.50             | 46.88             |
| TSM      | Flow     | 63.84                 | 35.85                 | 64.84             | 33.84             | 35.85             | 33.84             |
| TSM      | RGB + Flow | 68.35               | 49.22                 | 68.80             | 48.99             | 49.22             | 48.99             |

Table 2: Effect of localization. We use GT annotations for Something-Something. ROIs and TROI use a TSM backbone. Reported are Top-1 accuracies on the validation set for RGB images.

| Method                  | Verb | Noun | Action | Action |
|-------------------------|------|------|--------|--------|
| TSM                     | 62.91| 46.88| 35.45  | 58.82  |
| ROIs (Girdhar et al., 2019) | 49.62| 30.29| 21.30  | 47.94  |
| TSM + ROIs (Girdhar et al., 2019) | 62.27| 46.14| 34.28  | 59.22  |
| TROI                    | 63.71| 47.50| 36.23  | 64.70  |
| TSM+TROI                | 64.73| 49.15| 37.66  | -      |

4.3. Module Ablation Studies

Below, we validate our design choices on EPIC-Kitchens-100 and Something-Something’s validation sets for RGB images.

Module layers and placement: We first assess the number of encoder layers and the module’s placement relative in the backbone in Table 3. We achieve our best performance with a single encoder layer; the performance is comparable with two layers. Regarding the placement for our module, we find that a location after higher convolutional layers, like conv4 and conv5, provides better results than conv3. This is likely because these layers contain higher-level semantics relevant to the ROIs. If TROI is placed after conv5, the performance degrades slightly; this is likely due to the low resolutions of the feature maps in the later layer, i.e., 7×7, in which small object regions are no longer distinguishable. We also insert multiple blocks on different layers and find that adding TROI in conv4 and conv5 gives the best results; however, the verb recognition performance of this ablation is 1.9% lower and the noun performance is 3.1% lower than a single TROI in conv4. These observations align with Chen et al. (2019), who also report conv4 as the optimal location for their relational method.

Transformer vs. GCN: We next assess the choice of architecture for relational learning and compare the use of a transformer versus a graph convolutional network (GCN). GCNs are the most popular choice in learning relations and are used by Chen et al. (2019) and Wang and Gupta (2018). Similar to Chen et al. (2019), we use a single single-layer graph convolution network. Our findings in Table 4 show that using a GCN does not improve upon the original backbone, while TROI increases the verb accuracy by 1.3%. We believe that the superior performance comes from our explicit temporal modeling via positional encoding, whereas the GCN treats all ROIs as nodes of a fully connected graph. We further evaluate GCNs by using GloRe (Chen et al., 2019), which is a recent relational method that uses graph convolutions to reason (exhaustively) over individual features. GloRe gives 0.4% verb improvement over a 3D ResNet-50 backbone, but Top1 verb accuracy of TROI is still 0.8% better than GloRe while having fewer parameters. This indicates that integrating localized reasoning, i.e., on the object and hand regions, is more effective than purely feature-based approaches.

Table 3: Ablations on design choices of the TROI module reported on the validation set of EPIC-Kitchens for RGB inputs. Reported are Top1 verb and noun accuracies.

| Model | #Layers | Block | Verb Top1 | Noun Top1 |
|-------|---------|-------|-----------|-----------|
| TROI  | 1       | conv4 | 57.26     | 44.17     |
| TROI  | 2       | conv3 | 54.52     | 36.09     |
| TROI  | 2       | conv4 | 57.04     | 44.34     |
| TROI  | 2       | conv5 | 56.63     | 41.30     |

Table 4: Comparison of TROI to a GCN and GCN-based relational module GloRe (Chen et al., 2019). A 3D ResNet-50 backbone is used for all methods; the results are reported on the validation set of EPIC-Kitchens for RGB inputs. Reported are Top1 verb and noun accuracies.

| Model | 3D ResNet-50 | GCN | GloRe | TROI |
|-------|--------------|-----|-------|------|
| Verb Top-1 | 55.95        | 55.89 | 56.37 | 57.26 |
| Noun Top-1 | 42.58        | 42.58 | 42.58 | 44.17 |
| # Params (M) | 28.42        | 28.42 | 28.42 | 33.67 |

Table 5: Comparison of the TROI module reported on the validation set of EPIC-Kitchens for RGB inputs. Reported are Top1 verb and noun accuracies.
Table 5: Influence of object and hand detection quality on the validation set of Something-Something and EPIC-Kitchens using a TSM backbone on RGB.

| Visual Entities       | Something Top1 | EPIC Top1 |
|-----------------------|----------------|-----------|
| All hands & objects   | 62.60          | 36.40     |
| Only objects          | 61.78          | 35.83     |
| Only hands            | 56.10          | 33.41     |
| Right hand & object   | -              | 35.18     |
| Left hand & object    | -              | 34.61     |
| No entities           | 54.25          | 32.04     |
| All entities, IOU@0.05 | 54.59          | 30.45     |
| All entities, IOU@0.25 | 59.12          | 34.97     |
| All entities, IOU@0.50 | 61.75          | 35.73     |

Table 6 also performs a comparison with more recent transformer-based architectures for the validation set of EPIC-Kitchens-100. Note that these networks are heavier parameter-wise and also process more than 8 frames at once. Our model is

4.4. Comparison to the State-of-the-Art (EPIC-Kitchens-100)

We perform a comparison with state-of-the-art action recognition methods on EPIC-Kitchens in Table 6. Like TSM (Lin et al., 2019) and SlowFast (Feichtenhofer et al., 2019), we train two models on RGB and optical flow images individually to predict both verbs and nouns. During inference, we average the pre-softmax predictions from the two models. We note that because the validation and test sets are so large (9.7k / 13.1k instances, respectively), achieving a gain on the order of 0.1 can be quite challenging. In the EPIC-Kitchens-55 report (Damen et al., 2020b), the difference between top submissions is 0.97% & 0.22% for seen and 0.58% & 0.41% for unseen kitchens.

In Table 6, TROI with a TSM backbone outperforms TRN and SlowFast for overall and unseen action accuracies on both the validation and test sets. It achieves higher verb scores than SlowFast (+3.2% and +2.2% in overall Top-1 accuracy), but the noun scores degrade (-0.4% and -1.4%). On the validation set, we improve the action accuracy over TSM (Lin et al., 2019) on overall, unseen and classes by 0.6%, 0.6% and 0.2%. However, on the test set, we decrease the unseen and tail action accuracy by 0.6% and 0.1%. Similar to our comparison to SlowFast, our verb accuracy outperforms TSM in almost all cases, but the noun accuracy is generally lower.

TROI’s poor performance on the noun accuracy, especially in the tail classes, is at first glance puzzling, since it is supplied with interacting object ROIs. We further break down the classes of EPIC-Kitchens and observe that we improve over TSM on actions involving small objects like spoons or knives and mid-sized objects like pans or bowls. But on large objects like fridges or cupboards we do worse. Visualizing the bounding boxes for these classes, we observe that the detection algorithm of Shan et al. (2020) has a strong size prior and localizes object parts such as the fridge or oven handle (see Figure 3). We speculate that in these cases, our TROI module does not evaluate bounding box accuracy. We, therefore, qualitatively check the classes of EPIC-Kitchens to examine where our model improves and where it degrades compared to TSM. In Tables 9, we show the classes where our TROI module improves the noun scores over TSM. These examples show that the hand and object localizations are accurate. In Tables 10, we present the degraded noun classes with TROI. For each noun, we give the total decrease compared to TSM. We also present an example frame to show misleading localizations. Comparing Tables 9 and 10, we can say that the entire object or appliance needs to be localized to identify the noun and therefore the action.

To compensate for this weakness, we test an ensemble (TSM + TROI), fusing our predictions with TROI with a standard TSM. The two complement each other well, as the ensemble provides a considerable gain over both our own work and TSM individually. It also edges out an ensemble of two separately trained TSMs (TSM + TSM). Additionally, we improve upon the state-of-the-art on the validation set, SlowFast, by 1.8%, and the state-of-the-art on the test set, TSM, by 1.2%.

for Something-Something and 2.4% for EPIC-Kitchens. Selecting only the right hand and right object, "r hand & obj", performs better than selecting the entities on the left side, "l hand & obj", on EPIC-Kitchens, with a difference of 0.6%. This is likely due to the imbalance of right-handed participants in this dataset. When no ROIs are used during inference, i.e. our module is bypassed completely, our performance decreases by more than 8% for Something-Something and 4% for EPIC-Kitchens. This decrease is unsurprising as our model is trained with the module in place for all samples and the backbone is adapted to the transformed ROIs on the feature map after the conv4 layer.

Finally, we corrupt the ROIs by shifting the ROIs to decrease the IoU with the original bounding boxes, leaving an IoU of α = {50%, 25% 5%}. This experiment corresponds to explicitly putting emphasis (attending) on wrong ROIs, i.e. the background in the middle layers of the CNN. Our model simply transforms the wrong regions and replaces them on the overall feature map; this overall feature map, however, still contains visual cues of the object and hand. Our performance does not decrease significantly, even with 50% corruption for both datasets. However, decreasing the overlap to 5%, which corresponds to an intentional focus on the background regions, decreases our performance by 8% on Something-Something and by 6% on EPIC-Kitchens.
Table 6: EPIC-Kitchens validation and test server results. All methods use RGB and optical flow images. The best non-ensembled results are indicated in **bold**; best ensembled results are *underlined*. The results of TRN, SlowFast and TSM are computed by Damen et al. (2020a).

![Images of tracking predictions from Bewley et al. (2016); Wu et al. (2019) and GT bounding boxes.](image)

---

**4.5. Comparison to the State-of-the-Art (Something-Something)**

We perform a comparison to the state-of-the-art in Table 7 for the validation set for the 1- and 2-Clip settings with 8 or 16 frames as input. To ensure a fair comparison, we use RGB images to match competing methods, although incorporating flow would likely yield further improvements. Similar to our work is STIN, which also uses localized object and hands and models geometric configurations between the detections. Without requiring an ensemble with a separately trained appearance model, our unified framework (TROI (GT)) outperforms “STIN (GT)” by more than 4.6%. As a variant, we add additional information in the form of max-pooled features from the entire frame (TROI (GT) + scene) and then add the bounding box coordinates into the positional encoding (+ coord). The additional information gives further gains of about 2%. We note that these additional variants do not have much impact for EPIC; this is likely due to the cluttered scenes in EPIC-Kitchens in contrast to Something-Something.

Our approach, TROI with a TSM backbone, outperforms all models for different inputs when trained and tested with prediction outputs. In particular, the gap is quite significant for TRN and STIN, with 10.6% and 22.1% differences in Top-1 accuracies. Compared to the TSM baseline, we have smaller gains (+0.6% in 1-Clip vs. +0.7% in 2-Clip). Our module also outperforms the two state-of-the-art methods bLVNet-TAM (Fan et al., 2019)* and RubiksNet (Fan* et al., 2020). For “TROI (Pred.)”, we train and test our model with Materzynska et al.*

---

*Two-branch architecture with 2 input streams of 8/16 frames each.
Table 7: Comparisons with SOTA architectures on Something-Something’s validation set. Models are trained on RGB input and built on a ResNet-50 backbone using different number of frames as input. Reported are Top-1&-5 accuracies over 1- & 2-Clip settings.

| Method                        | # frames | 1-Clip Top-1 | 1-Clip Top-5 | 2-Clip Top-1 | 2-Clip Top-5 |
|-------------------------------|----------|--------------|--------------|--------------|--------------|
| STIN (Materzynska et al., 2020) (GT) | -        | -            | -            | 60.2     | 84.4        |
| TROI (GT)                     | 8        | 62.6         | 87.7         | 64.9     | 89.3        |
| TROI (GT) + scene             | 8        | 64.4         | **88.8**     | 66.4     | **90.2**    |
| TROI (GT) + scene + coord     | 8        | **64.7**     | 88.6         | **66.8** | **90.1**    |
| STIN (Materzynska et al., 2020) | -        | 37.2         | -            | -        | -           |
| STRG (Wang and Gupta, 2018)   | -        | 52.3         | 78.3         | -        | -           |
| STIN + STRG                   |          | 56.2         | 81.3         | -        | -           |
| Non-Local I3D (Wang et al., 2018) | 32      | 44.4         | 76.0         | -        | -           |
| TSM (Lin et al., 2019)        | 8        | 48.8         | 77.6         | -        | -           |
| RubiksNet (Fan* et al., 2020) |          | 58.8         | 85.6         | 61.3     | 87.3        |
| bLVNet-TAM (Fan et al., 2019) |          | 59.0         | 85.2         | 61.7     | 87.3        |
| TROI (Pred.) + scene          | 8        | **59.4**     | 85.6         | **62.0** | **87.4**    |
| TSM (Lin et al., 2019)        | 16       | 61.4         | 87.0         | 63.4     | 88.5        |
| bLVNet-TAM (Fan et al., 2019) |          | 16 × 2²      | 61.7         | 88.1     | -           |
| ViViT (Arnab et al., 2021)    | 16       | -            | -            | 65.9     | 89.9        |
| TDN (Wang et al., 2021)       | 16       | -            | -            | **66.9** | **90.9**    |
| CT-Net (Li et al., 2020)      | 16       | -            | -            | 64.5     | 89.3        |
| MVFNet (Wu et al., 2021)      | 16       | -            | -            | 65.2     | -           |
| ORViT (Herzig et al., 2021)   | 32       | -            | -            | **67.9** | **90.5**    |
| MoViNet (Kondratyuk et al., 2021) | 50     | -            | -            | 64.1     | 88.8        |
| TROI (GT)                     | 16       | **65.0**     | **89.2**     | **66.9** | **90.2**    |

Table 8: IOUs of overlap thresholds, \( \alpha = \{50\%, 75\%, 90\%\} \) computed between the tracking predictions and the GT bounding boxes. The IOU decreases significantly when \( \alpha \) increases.

| IOU @0.50 | IOU @0.75 | IOU @0.90 |
|-----------|-----------|-----------|
| 79.21     | 59.58     | 18.56     |

Table 9: Qualitative examples of improved (“Imp.”) noun classes over TSM on EPIC-Kitchens. Percentages are differences in accuracy per noun class. We can see that the hand and objects localizations are accurate for these nouns.

With 16 frames as input, we achieve even stronger performance and improve the accuracy of 8 frames by 2.3% and 2% for the 1- and 2-Clip settings, respectively. However, this comes at the expense of more computation. We outperform bLVNet-TAM (Fan et al., 2019) and TSM by more than 4%. We also compare against more recent transformer-based architectures, ViViT (Arnab et al., 2021), TDN (Wang et al., 2021), CT-Net (Li et al., 2020), MVFNet (Wu et al., 2021), ORViT (Herzig et al., 2021), and MoViNet (Kondratyuk et al., 2021). We outperform these models or are comparable to the methods using 16 frames. A very recent work, ORViT (Herzig et al., 2021), using 32 frames, outperforms all works. Our model’s competitive performance demonstrates the effectiveness of augmenting convolutional networks with spatio-temporal relations and exploring transformer-based backbones.
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The relations and transformations of human-centered entities
such as hands or interacting objects are critical cues for video
recognition. We here introduce a relation module that can
be integrated into standard CNNs to model both short and
long-range interactions among such entities. Based on these
interactions, we transform localized regions of interest within
the feature map via self-attention. Our model is effective
on two large-scale action recognition datasets, Something-
Something and EPIC-Kitchens-100. Our framework’s gains
over the state-of-the-art highlight the importance of integrating
temporal and relational information for action recognition
from videos. It also opens up a new avenue of exploration
for relational models via mid-level features. In the future, we
will extend our module by making it more robust to missing
detections and wrongly identified regions.

| Noun    | Deg.(%) | Detection |
|---------|---------|-----------|
| dishwasher | -11.11% |           |
| scissors  | -10.14% |           |
| microwave | -5.88%  |           |
| oven      | -5.21%  |           |
| cupboard  | -1.92%  |           |
| fridge    | -1.32%  |           |

Table 10: Qualitative examples of degraded (“Deg.”) noun classes due to mis-
leading object localizations on EPIC-Kitchens. Percentages represent differen-
tes in accuracy per noun class compared to TSM.

5. Conclusion & Outlook
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