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Abstract. In this paper we extend, for the first time, part of the Weierstrass extremal field theory in the Calculus of Variations to a nonlocal framework. Our model case is the energy functional for the fractional Laplacian (the Gagliardo-Sobolev seminorm), for which such a theory was still unknown.

We build a null-Lagrangian and a calibration for nonlinear equations involving the fractional Laplacian in the presence of a field of extremals. Thus, our construction assumes the existence of a family of solutions to the Euler-Lagrange equation whose graphs produce a foliation. Then, the minimality of each leaf in the foliation follows from the existence of the calibration. As an application, we show that monotone solutions to fractional semilinear equations are minimizers.

In a forthcoming work we generalize the theory to a wide class of nonlocal elliptic functionals and give an application to the viscosity theory.

1. Introduction

The Weierstrass extremal field theory, a classical tool from the Calculus of Variations, provides a sufficient condition for the minimality of critical points. Namely, if an extremal of an elliptic functional can be embedded in a family of critical points whose graphs produce a foliation (in particular, the graphs do not intersect each other), then the given extremal is a minimizer. The proof of this result is based on the construction of a calibration, that is, an auxiliary functional satisfying certain properties (see Definition 1.1). This theory has found important applications in the context of minimal surfaces, among others.

The purpose of this paper is to extend the classical Weierstrass field theory to the setting of functionals associated to nonlocal equations, starting here with the simplest
one. Our main result is the construction of a calibration for the fractional functional
\[ E_{s,F}(w) := \frac{c_{n,s}}{4} \int_{Q(\Omega)} |w(x) - w(y)|^2 \frac{1}{|x-y|^{n+2s}} \, dx \, dy - \int_{\Omega} F(w(x)) \, dx, \]
where \( s \in (0,1) \), \( c_{n,s} \) is a positive normalizing constant, \( F \in C^1(\mathbb{R}) \),
\[ Q(\Omega) := (\mathbb{R}^n \times \mathbb{R}^n) \setminus (\Omega^c \times \Omega^c) = (\Omega \times \Omega) \cup (\Omega \times \Omega^c) \cup (\Omega^c \times \Omega), \]
and \( \Omega \subset \mathbb{R}^n \) is a given bounded domain. Here and throughout the paper, \( \Omega^c = \mathbb{R}^n \setminus \Omega \).

The Euler-Lagrange equation for the functional \( E_{s,F} \) is the semilinear equation
\[ (-\Delta)^s u = F'(u) \quad \text{in } \Omega, \]
where \( (-\Delta)^s u (x) = c_{n,s} \text{P.V.} \int_{\mathbb{R}^n} \frac{u(x) - u(y)}{|x-y|^{n+2s}} \, dy \)
is the fractional Laplacian and P.V. stands for the principal value.

Our construction does not use the Caffarelli-Silvestre extension problem for the fractional Laplacian. This is relevant, since in a subsequent paper \([6]\) it allows us to treat more general nonlocal functionals of the form
\[ E_N(w) := \frac{1}{2} \int_{Q(\Omega)} G_N(x,y,w(x),w(y)) \, dx \, dy, \]
where the Lagrangian \( G_N(x,y,a,b) \) is required to satisfy the natural ellipticity condition
\[ \partial_{ab}^2 G_N(x,y,a,b) + \partial_{ab}^2 G_N(y,x,b,a) \leq 0. \quad (1.2) \]

As in the classical local theory, our calibration is built in the presence of a field of extremals, namely, a one-parameter family of critical points of \( E_{s,F} \) (or of \( E_N \)) whose graphs form a foliation (see Definition 1.2). In particular, the graphs do not intersect each other. For the construction, it suffices to have subsolutions, respectively supersolutions, on each respective side of a given extremal—something very useful for some applications.

As a first application of our calibration, we establish that monotone solutions to translation invariant nonlocal equations are minimizers. This is related to a celebrated conjecture of De Giorgi for the Allen-Cahn equation. More precisely, if \( u \) is a solution satisfying \( \partial_x u > 0 \) in \( \mathbb{R}^n \), then it is a minimizer\(^2\) among functions \( w \) such that
\[ \lim_{\tau \to -\infty} u(x',\tau) \leq w(x',x_n) \leq \lim_{\tau \to +\infty} u(x',\tau) \]
for \( x = (x',x_n) \in \mathbb{R}^{n-1} \times \mathbb{R} \). This result was only known for those nonlocal functionals for which an existence and regularity theory of minimizers is available. We elaborate on this further in Subsection 1.4.

---

\(^1\)The subindices L and N will be used throughout the work to denote local and nonlocal objects, respectively.

\(^2\)Monotone solutions are easily seen to be strictly stable solutions and, as a result, to be minimizers with respect to small compactly supported perturbations. Our result gives a more precise neighborhood in which the solution is minimizing.
As a second application, in a forthcoming paper [6] we establish that minimizers of nonlocal elliptic functionals are viscosity solutions. Although this was previously known for problems where a weak comparison principle is available (see [23, 18, 3]), we can prove it in more general scenarios by using the calibration technique. This has been motivated by the theory of nonlocal minimal surfaces, where the calibration argument of the first author [5] greatly simplified the original proof (that minimizers are viscosity solutions) from [10].

1.1. The notion of calibration. A fundamental problem in the Calculus of Variations consists of finding conditions for a function to be a minimizer of a given functional. More precisely, given a functional $E : \mathcal{A} \to \mathbb{R}$ defined on some set of admissible functions $\mathcal{A}$, and given $u \in \mathcal{A}$, one wishes to know whether $u$ minimizes $E$ among competitors in $\mathcal{A}$ having the same Dirichlet condition as $u$.

In classical local problems, the Dirichlet condition refers to the value of $u$ on the boundary of the domain $\Omega$, while in nonlocal problems one prescribes the value in all the exterior of $\Omega$, namely, in $\Omega^c = \mathbb{R}^n \setminus \Omega$.

One effective strategy to establish the minimality of a given function $u \in \mathcal{A}$ consists of constructing a calibration:

**Definition 1.1.** A functional $C : \mathcal{A} \to \mathbb{R}$ is a calibration for the functional $E$ and the admissible function $u \in \mathcal{A}$ if the following conditions hold:

1. $(C1)$ $C(u) = E(u)$.
2. $(C2)$ $C(w) \leq E(w)$ for all $w \in \mathcal{A}$ with the same Dirichlet condition as $u$.
3. $(C3)$ $C(w) = C(\tilde{w})$ for all $w, \tilde{w} \in \mathcal{A}$ with the same Dirichlet condition as $u$.

Functionals satisfying $(C3)$ are known as null-Lagrangians (see, for instance, [16, Chapter 8] and [17, Section 1.4]). It is, however, convenient to relax this last condition to the less stringent

1. $(C3')$ $C(u) \leq C(w)$ for all $w \in \mathcal{A}$ with the same Dirichlet condition as $u$.

In this work we still refer to functionals satisfying $(C1)$, $(C2)$, and $(C3')$ as calibrations.\footnote{In the literature, functionals satisfying $(C1)$, $(C2)$, and $(C3')$ are sometimes called subcalibrations.}

Recall the meaning of the Dirichlet condition for local and nonlocal problems given right before Definition 1.1.

Once a calibration is available, the minimality of $u$ follows immediately both in the local and nonlocal cases. Indeed, if $C$ is a calibration for $E$ and $u \in \mathcal{A}$, then, for every $w \in \mathcal{A}$ with the same Dirichlet condition as $u$, applying $(C1)$, $(C3')$, and $(C2)$ (in this order) we obtain

$$E(u) = C(u) \leq C(w) \leq E(w).$$

Therefore, $u$ is a minimizer.
1.2. The classical theory of calibrations. Calibrations arose in the development of the classical theory of the Calculus of Variations. Historically, a fundamental question was to determine necessary and sufficient conditions for a function to be a minimizer. A satisfactory answer has been obtained for functionals—that we often call “energies”, following PDE terminology—of the form

$$E_L(w) := \int_{\Omega} G_L(x, w(x), \nabla w(x)) \, dx.$$  \hspace{1cm} (1.3)

In this framework, the function $G_L(x, \lambda, q)$ is called the Lagrangian of $E_L$.

A necessary condition for minimality is the vanishing of the first variation of $E_L$. That is, every minimizer is a critical point of $E_L$ (an extremal) and must satisfy the associated Euler-Lagrange equation. If the Lagrangian $G_L(x, \lambda, q)$ is convex in the variables $(\lambda, q)$, then the functional $E_L$ is convex and, in this case, every extremal is a minimizer. Although many models from Physics exhibit such a convexity property, it is well known that very relevant nonconvex energies appear in applications. This is the case of the Allen-Cahn energy, among many others. For such energy functionals, the Dirichlet problem may admit several extremals, not all of them being minimizers. Still, if $G_L$ is not convex in $(\lambda, q)$, one often has that the Lagrangian $G_L(x, \lambda, q)$ is convex with respect to the gradient variable $q$, which amounts to the ellipticity of the problem.

For nonconvex elliptic problems, one is interested in having sufficient conditions for an extremal to be a minimizer. Two of such conditions, due to Jacobi and Weierstrass, are well known. First, if a solution is strictly stable,\(^4\) then it is a local minimizer in a certain topology, that is, a minimizer in a small neighborhood. This is Jacobi’s condition. The real difficulty is proving minimality in a larger, more interesting class of competitors (or perhaps even absolute minimality). In this direction, the Weierstrass sufficient condition yields minimality among functions taking values in a precise region. To further elaborate on this, we need to introduce the notion of field. Essentially, this is a collection of ordered functions $u^t : \overline{\Omega} \to \mathbb{R}$, with $t$ in some interval $I \subset \mathbb{R}$, enjoying some regularity for the joint function $(x, t) \mapsto u^t(x)$. The key point is that the graphs of these functions produce a foliation of a certain region $G$ in $\mathbb{R}^n \times \mathbb{R}$, which allows to carry out a subtle convexity argument to bound the nonconvex functional by below with a calibration.

While fields are a classical concept in local problems, we can extend their definition to include both the local and nonlocal settings, as follows.

**Definition 1.2.** Given a domain $D \subset \mathbb{R}^n$ (not necessarily bounded) and an interval $I \subset \mathbb{R}$ (not necessarily bounded, nor open), we say that a family $\{u^t\}_{t \in I}$ of functions $u^t : \overline{D} \to \mathbb{R}$ is a field in $D$ if

- the function $(x, t) \mapsto u^t(x)$ is continuous in $\overline{D} \times I$;
- for each $x \in \overline{D}$, the function $t \mapsto u^t(x)$ is $C^1$ and increasing in $I$.

\(^4\)A solution $u$ is said to be strictly stable if the principal eigenvalue of the linearized equation at $u$ is positive.
We say that \( \{u^t\}_{t \in I} \) is a \( C^2 \) field in \( D \) if, additionally, the function \((x, t) \mapsto u^t(x)\) is \( C^2 \) in \( \overline{D} \times I \).

Given a functional \( \mathcal{E} \) acting on functions defined in \( \overline{D} \), and given a subdomain \( \Omega \subset D \), we say that \( \{u^t\}_{t \in I} \) is a field of extremals\(^5\) in \( \Omega \) (roughly speaking, since we should refer to \( \mathcal{E}, D, \) and \( \Omega \)) when it is a field in \( D \) and each of the functions \( u^t \) is a critical point of \( \mathcal{E} \) in \( \Omega \).

In the local setting, we will take \( D = \Omega \). For nonlocal Lagrangians we will set \( D = \mathbb{R}^n \) and \( \Omega \subset \mathbb{R}^n \).

Given a field in \( D \) as above, the region \( \mathcal{G} = \{ (x, \lambda) \in \overline{D} \times \mathbb{R} : \lambda = u^t(x) \text{ for some } t \in I \} \subset \mathbb{R}^n \times \mathbb{R} \)

is foliated by the graphs of the functions \( u^t \), which do not intersect each other (since \( u^t(x) \) is increasing in \( t \)). In particular, we can uniquely define a leaf-parameter function

\[ t : \mathcal{G} \to I, \quad (x, \lambda) \mapsto t(x, \lambda) \quad \text{determined by} \quad u^{t(x, \lambda)}(x) = \lambda. \tag{1.4} \]

The function \( t \) is continuous in \( \mathcal{G} \) by the assumptions in Definition 1.2. We will often refer to the functions \( u^t \) (or their graphs) as the “leaves” of the field.

Having defined what a field is, we can now state the classical theorem of Weierstrass, which was first proven for scalar ODEs:

**Weierstrass sufficient condition.** For the functional \( \mathcal{E}_L \) in (1.3), assuming ellipticity (i.e., that the Lagrangian \( G_L(x, \lambda, q) \) is convex in the gradient variable \( q \)), if a critical point is embedded in a field of extremals,\(^6\)

then the critical point is a minimizer among functions taking values in the foliated region \( \mathcal{G} \) and having the same boundary values as the given critical point. \( \tag{1.5} \)

The proof of (1.5) is based on the construction of a calibration. For this, given an interval \( I \subset \mathbb{R} \), a bounded domain \( \Omega \subset \mathbb{R}^n \), and a \( C^2 \) field of extremals \( \{u^t\}_{t \in I} \) in \( \Omega \), one considers the set of admissible functions \( \mathcal{A}_L = \{ w \in C^1(\overline{\Omega}) : \text{graph } w \subset \mathcal{G} \} \). Then, the functional \( \mathcal{C}_L : \mathcal{A}_L \to \mathbb{R} \), defined through the Legendre transform of the Lagrangian \( G_L \) as

\[
\mathcal{C}_L(w) := \int_{\Omega} \left\{ \partial_q G_L(x, u^t(x), \nabla u^t(x)) \cdot \left( \nabla w(x) - \nabla u^t(x) \right) \right\}_{t=t(x, w(x))} \, dx \\
+ \int_{\Omega} G_L(x, u^t(x), \nabla u^t(x))_{t=t(x, w(x))} \, dx, \tag{1.6}
\]

is a calibration for \( \mathcal{E}_L \) and each critical point \( u^{t_0}, t_0 \in I \). While condition (C1) in Definition 1.1 follows directly from (1.6), and condition (C2) amounts to ellipticity, it

\(^5\)The term *extremal field* is also often used in the literature, but we find it ambiguous.

\(^6\)In fact, it suffices that the leaves of the field above and below the graph of the given critical point are, respectively, super and subsolutions to the Euler-Lagrange equation. This, which is well known, will be easily seen within the proofs of our main results.
is a remarkable fact that the null-Lagrangian property \((C3)\) holds. Its proof will be recalled in Section 3.

As an illustrative example, in the presence of a field of extremals, the functional\(^7\)
\[
\mathcal{E}_{1,F}(w) = \frac{1}{2} \int_\Omega |\nabla w(x)|^2 \, dx - \int_\Omega F(w(x)) \, dx
\]
(which is typically nonconvex), admits a calibration. It is given by
\[
\mathcal{C}_{1,F}(w) = \left. \int_\Omega \left\{ \nabla u^t(x) \cdot (\nabla w(x) - \nabla u^t(x)) + \frac{1}{2} |\nabla u^t(x)|^2 \right\} \right|_{t(x,w(x))} \, dx - \int_\Omega F(w(x)) \, dx.
\]

Notice that, although the functional \(\mathcal{E}_{1,F}\) is not convex, its Lagrangian is elliptic (i.e., convex in the gradient variable \(q = \nabla w(x)\)).

The Weierstrass sufficient condition \((1.5)\) naturally leads to the question of when it is possible to embed a solution of the Euler-Lagrange equation into a field of extremals in a large portion of space. An important case corresponds to functionals which are invariant with respect to some translations. A first example are those Lagrangians which do not depend on a direction of space and, at the same time, the extremal is monotone in that same direction. Such a solution can be translated along the invariant direction to produce a field of extremals. This applies to layer solutions of the Allen-Cahn equation; see Subsection 1.4 below. A second example are those Lagrangians \(G_L(x,\lambda,q)\) which do not depend on the function variable \(\lambda\). In this case, a field can be obtained by translating the solution in the vertical direction. This can be used, for instance, to show that minimal graphs are minimizing minimal surfaces; see Section 2.

Fields of extremals can also be built in the presence of a concrete explicit solution. Here, using the precise solution and PDE at hand, one may be able to construct a field in a more or less explicit way. This approach has been applied in the theory of minimal surfaces to establish the minimality of Simons and Lawson cones, as explained also in Section 2.

1.3. Nonlocal calibrations. While the theory of calibrations for local equations is well understood, there are only two papers, to the best of our knowledge, dealing with nonlocal ones. In [5] the first author found an explicit calibration for the fractional perimeter, as explained in Section 2. Pagliari [21] investigated the abstract structure of calibrations for the fractional total variation.\(^8\)

We now present our main result, which builds a calibration for the functional
\[
\mathcal{E}_{s,F}(w) = \frac{c_{n,s}}{4} \int_{Q(\Omega)} \frac{|w(x) - w(y)|^2}{|x - y|^{n+2s}} \, dx \, dy - \int_\Omega F(w(x)) \, dx
\]
\((1.8)\)

\(^7\)The subindex 1 in the definition of the energy functional refers to the fractional parameter \(s\) in \(\mathcal{E}_{s,F}\), which are the nonlocal analogues of \(\mathcal{E}_{1,F}\) treated later. As \(s\) tends to 1, one recovers \(\mathcal{E}_{1,F}\) from \(\mathcal{E}_{s,F}\) after a suitable normalization; see, for instance, [15].

\(^8\)This functional involves the fractional perimeter of each sublevel set of a given function. The author succeeded in constructing a calibration to prove that halfspaces are minimizers, but other fields of extremals are not mentioned in this work.
in the presence of a field of extremals. Recall (1.1) for the meaning of $Q(\Omega)$, Definition 1.2 for the notion of field, and (1.4) for the leaf-parameter function $t$. The calibration properties (C1), (C2), (C3), and (C3') have been introduced in Definition 1.1. As we will explain in Section 4, the regularity assumptions on the field can be significantly weakened.

**Theorem 1.3.** Let $I \subset \mathbb{R}$ be an interval, $\Omega \subset \mathbb{R}^n$ a bounded domain, and $s \in (0,1)$. Let $\{u^t\}_{t \in I}$ be a $C^2$ field in $\mathbb{R}^n$ in the sense of Definition 1.2 satisfying

$$|u^t(x)| + |\partial_1 u^t(x)| \leq C\quad \text{for all } x \in \mathbb{R}^n \text{ and } t \in I,$$

for some constant $C$. Consider the admissible functions

$$A_s = \{w \in C^0(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n) : \text{graph } w \subset \mathcal{G}\},$$

where

$$\mathcal{G} = \{(x,\lambda) \in \mathbb{R}^n \times \mathbb{R} : \lambda = u^t(x) \text{ for some } t \in I\}.$$ Given $t_0 \in I$ and $F \in C^1(\mathbb{R})$, let $C_{s,F}$ be the functional

$$C_{s,F}(w) := c_{n,s} P.V. \iint_{\Omega} \int_{u^t(x)} |u^t(x) - u^t(y)| \left| \frac{d\lambda}{|t = t(x,\lambda)|} \right| dx dy - \int_{\Omega} F(w(x)) dx \quad (1.9)$$

$$+ \frac{c_{n,s}}{4} \iint_{\Omega} \frac{|u^{t_0}(x) - u^{t_0}(y)|^2}{|x - y|^{n+2s}} dx dy \quad (1.10)$$

defined for $w \in A_s$, where $c_{n,s}$ is the positive constant in (1.8).

Taking $C = C_{s,F}$ and $E = E_{s,F}$ as in (1.8), we have the following:

(a) $C_{s,F}$ satisfies (C1) and (C2) with $u = u^{t_0}$.

(b) Assume in addition that the family $\{u^t\}_{t \in I}$ satisfies

$$(-\Delta)^s u^t - F'(u^t) \geq 0 \quad \text{in } \Omega \quad \text{for } t \geq t_0,$$

$$(-\Delta)^s u^t - F'(u^t) \leq 0 \quad \text{in } \Omega \quad \text{for } t \leq t_0.$$ Then, $C_{s,F}$ satisfies (C3') with $u = u^{t_0}$. In particular, $u^{t_0}$ minimizes $E_{s,F}$ among functions $w$ in $A_s$ such that $w \equiv u^{t_0}$ in $\Omega^c$.

(c) Assume in addition that $\{u^t\}_{t \in I}$ is a field of extremals in $\Omega$, that is, a field in $\mathbb{R}^n$ satisfying

$$(-\Delta)^s u^t - F'(u^t) = 0 \quad \text{in } \Omega \quad \text{for all } t \in I.$$ Then, the functional $C_{s,F}$ satisfies (C3) with $u = u^{t_0}$. Therefore, $C_{s,F}$ is a calibration for $E_{s,F}$ and $u^{t_0}$. As a consequence, for every $t \in I$, the extremal $u^t$ minimizes $E_{s,F}$ among functions $w$ in $A_s$ such that $w \equiv u^t$ in $\Omega^c$.

The meaning of the principal value P.V. in the definition of the functional $C_{s,F}$ will be made precise in Section 4; see Remark 4.3.

Even when the nonlocal energy functional is as simple as $E_{s,F}$ (the energy functional associated to the fractional Laplacian) the form of a calibration, if any could exist, was not known prior to the present work.
Our first attempts at constructing a calibration for \( \mathcal{E}_{s,F} \) consisted on trying to “nonlocalize” the expression (1.7) for the local calibration, mainly by substituting gradients by fractional ones or double integrals of differences. This strategy seems to lead to functionals that are not calibrations. We comment on these attempts with more detail in Appendix B.

A second failed approach consisted of trying to find a satisfactory calibration using the extension problem for the fractional Laplacian. Indeed, applying the local theory in the extended space gives a calibration in terms of a certain field of extremals “upstairs”, but it was not clear at all how to write it in terms of the given field “downstairs” (the reason being that the functional is too involved). Thus, the extension has not been useful to us; see Appendix A.

We were puzzled for a long time until we revisited the work of the first author [5], which found a calibration for the fractional perimeter. It was written in terms of the Euler-Lagrange and Neumann operators associated to the fractional perimeter. We then realized that such a structure was also present, but hidden, in the classical local calibration \( C_L \) in (1.6). More precisely, for every \( t_0 \in I \), in Theorem 3.1 we will see that

\[
C_L(w) = \int_\Omega \int_{u^{t_0}(x)} \mathcal{L}_L(u'(x)) \, \mathrm{d} \lambda \, \mathrm{d}x + \int_{\partial \Omega} \int_{u^{t_0}(x)} \mathcal{N}_L(u'(x)) \, \mathrm{d} \lambda \, \mathrm{d}H^{n-1}(x) + \mathcal{E}_L(u^{t_0}),
\]

where \( \mathcal{L}_L \) and \( \mathcal{N}_L \) are, respectively, the Euler-Lagrange and Neumann operators associated to the functional \( \mathcal{E}_L \) in (1.3). To the best of our knowledge, this is the first time that the local calibration has been written in this way. From this expression, the null-Lagrangian property follows easily.\(^9\) Instead, traditionally one exhibited the null-Lagrangian property of \( C_L \) by either expressing the functional as the flux of a divergence-free vector field in \( \Omega \times \mathbb{R} \) or by certain straightforward although opaque analytic computations; see Section 3. Neither of these approaches reveals the exact role played by the Euler-Lagrange and Neumann operators in the calibration.

Once we found (1.11) for the local case, a simple extension of this expression easily led us to the nonlocal calibration of Theorem 1.3. The key point is that each of the terms in (1.11) has a clear nonlocal counterpart. In fact, the same procedure works for general nonlocal functionals \( \mathcal{E}_N \) of the form

\[
\mathcal{E}_N(w) = \frac{1}{2} \int_{Q(\Omega)} G_N(x, y, w(x), w(y)) \, \mathrm{d}x \, \mathrm{d}y
\]

with Lagrangian \( G_N(x, y, a, b) \) satisfying the natural ellipticity condition (1.2).

\(^9\)Indeed, if \( \{u'(t)\}_{t \in I} \) is a field of extremals, then \( \mathcal{L}_L(u'(t)) \equiv 0 \) and the calibration depends only on the value of \( w \) on \( \partial \Omega \).
1.4. An application to monotone solutions. Our main motivation to find a calibration came from the study of monotone solutions to the fractional Allen-Cahn equation

\[ (-\Delta)^s u = u - u^3 \quad \text{in } \mathbb{R}^n \]

(see [8, 9], for instance, and [12] for more general integro-differential operators). Note that when the operator is the classical Laplacian, these solutions are related to a famous conjecture of De Giorgi; see [7] for instance.

The following is an application of our main theorem to monotone solutions of translation invariant equations.

**Corollary 1.4.** Given \( s \in (0, 1) \) and \( F \in C^3(\mathbb{R}) \), let \( u : \mathbb{R}^n \to \mathbb{R} \) be a bounded solution of

\[ (-\Delta)^s u = F'(u) \quad \text{in } \mathbb{R}^n. \tag{1.12} \]

Assume that \( u \) is increasing in \( x_n \).

Then, for each bounded domain \( \Omega \subset \mathbb{R}^n \), \( u \) is a minimizer of \( E_{s,F} \) among continuous functions \( w : \mathbb{R}^n \to \mathbb{R} \) satisfying

\[ \lim_{\tau \to -\infty} u(x', \tau) \leq w(x', x_n) \leq \lim_{\tau \to +\infty} u(x', \tau) \quad \text{for all } (x', x_n) \in \mathbb{R}^{n-1} \times \mathbb{R} \tag{1.13} \]

and such that \( w \equiv u \) in \( \Omega^c \).

Let us mention that we only assume \( F \in C^3 \) for simplicity, to ensure that \( u \) is of class \( C^2 \) independently of \( s \). We could weaken the regularity assumptions, but this is not the purpose of the article.

To prove Corollary 1.4, we define the one-parameter family of functions \( u^t(x) := u(x', x_n + t) \), where \( x = (x', x_n) \in \mathbb{R}^{n-1} \times \mathbb{R} \). Thanks to the monotonicity assumption, \( u_{x_n} > 0 \), the family \( \{u^t\}_{t \in \mathbb{R}} \) is a field in \( \mathbb{R}^n \) in the sense of Definition 1.2. Moreover, it is a field of extremals on account of the translation invariance of the equation (1.12).

Thus, Theorem 1.3 gives that, on each bounded domain \( \Omega \subset \mathbb{R}^n \), \( u \) is a minimizer of the energy \( E_{s,F} \) among the admissible functions in the statement.

Let us point out that this minimality result was already known and can be proven without using calibrations. Nevertheless, this alternative proof (described in the next paragraph) requires an existence and regularity theorem for minimizers. Such a result is not available for many other nonlocal equations. Our forthcoming work [6] will provide calibrations in a general nonlocal setting, and thus the proof above will allow us to show minimality of monotone solutions for the first time.

Now, we briefly discuss the proof of Corollary 1.4 which does not use calibrations; for the details, see [7]. One considers a minimizer within the region given by (1.13) and with the same exterior datum as the monotone solution. Its existence and regularity can be proved in the case of equation (1.12). Now, the monotone solution can be translated, starting from infinity, until it touches the minimizer from one side, something that must happen in \( \Omega \), not in the exterior. The strong comparison principle then yields that the translated solution and the minimizer must coincide. Moreover, by the exterior condition they must be equal to the original solution. In particular, this proves that
the monotone solution is a minimizer. Furthermore, this proof gives uniqueness of solution with the exterior data of $u$.

1.5. **Outline of the article.** For the proofs of our main theorems, the reader may skip sections 2 and 3.

In Section 2 we briefly comment on the classical perimeter functional and review the work of the first author on the calibration for the nonlocal perimeter [5]. Section 3 is devoted to recalling some known facts from the classical theory of calibrations and proving the new expression (1.11); see Theorem 3.1. In Section 4 we prove Theorem 1.3 under weaker assumptions on the field.

In Appendix A we apply the local theory to the Caffarelli-Silvestre extension to give a calibration for the fractional Laplacian in the extended space. Finally, Appendix B enumerates other natural candidates for a calibration associated to the fractional Laplacian; some of them are shown not to be calibrations.

2. **The classical and nonlocal perimeters**

In this section we recall different notions for the perimeter of a set. First we introduce the classical perimeter functional and its calibration. We will mention several results concerning fields of extremals in this setting. Later we revisit the work of the first author [5] on the construction of a calibration for the nonlocal perimeter. Here we will focus on identifying the key feature that leads to the calibration properties in this nonlocal framework. This will suggest a candidate structure to search for in local functionals, which will lead to (1.11) and then allow us to treat the fractional Laplacian case.

As mentioned in the Introduction, some relevant applications of calibrations concern the theory of minimal surfaces. In broad terms, a minimal surface $\Sigma \subset \mathbb{R}^n$ is a critical point of the $(n-1)$-dimensional area functional. Given a domain $\Omega \subset \mathbb{R}^n$, the classical perimeter of a (regular) set $F \subset \mathbb{R}^n$ inside $\Omega$ is defined by

$$P_L(F) := \mathcal{H}^{n-1}(\Omega \cap \partial F),$$

where $\mathcal{H}^{n-1}$ is the $(n-1)$-dimensional Hausdorff measure. Here we interpret the boundary of $F$ as the surface $\Sigma = \partial F$. The critical points $E$ of $\mathcal{P}_L$ (known as *minimal sets* in the literature) satisfy $H_L[\partial E] = 0$ in $\Omega$, where $H_L[\Sigma]$ denotes the mean curvature of $\Sigma$. The variation of $\mathcal{P}_L$ is taken with respect to perturbations preserving the boundary datum $E \cap \partial \Omega$.

We are interested in showing that certain minimal sets $E$ minimize $\mathcal{P}_L$ among sets $F$ with the same boundary condition $F \cap \partial \Omega = E \cap \partial \Omega$. Assume that for a family of minimal sets $\{E^t\}_{t \in \mathbb{R}}$, the surfaces $\partial E^t$ form a foliation of $\Omega$. For $x \in \Omega$, we let $t(x)$ be the unique $t \in \mathbb{R}$ such that $x \in \partial E^t$. Denote the outward unit normal vector to $\partial F$ by $\nu_{\partial F}$. Then, the perimeter functional admits as a calibration

$$C_{\mathcal{P}_L}(F) := \int_{\Omega \cap \partial F} X \cdot \nu_{\partial F} \, d\mathcal{H}^{n-1},$$

(2.2)
where 

\[ X(x) := \nu_{\partial E^t}\Big|_{t=t(x)}(x) \]

is the vector field given by the normal vectors to the surfaces \( \partial E^t \). Notice that Definition 1.1 can be easily modified to involve subsets of \( \mathbb{R}^n \) instead of functions. Then, properties \((C1)\) and \((C2)\) are easy to check directly, while the null-Lagrangian property \((C3)\) follows from the divergence theorem and the fact that \( \text{div}X = 0 \). As a consequence, each \( E^t \) minimizes \( \mathcal{P}_L \) and, therefore, each \( \partial E^t \) is a minimizing minimal surface.

This discussion leads to the question of when it is possible to embed a minimal surface in a field of extremals. The simplest situation is when the minimal surface is a graph. If \( u: \Omega' \subset \mathbb{R}^{n-1} \to \mathbb{R} \) is a minimal graph, then the graphs of the translations \( u^t = u + t \) give an extremal field in \( \Omega = \Omega' \times \mathbb{R} \). By the calibration \( \mathcal{C}_\mathcal{P}_L \) in (2.2), every minimal graph is a minimizing minimal surface.\(^{10}\) We point out that the functional \( \mathcal{C}_\mathcal{P}_L \) can also be obtained by integrating a closed differential form; see Chapter 1 in [11].

Another interesting situation is when the minimal surface is not a graph but has an explicit expression. Here an extremal field can still be obtained in some cases. For instance, this is done for the Simons cone and for the more general Lawson cones in Bombieri, De Giorgi, and Giusti [4] and in Davini [13]. The strategy here consists of using the symmetries of the cone to reduce the minimal surface equation to an ODE in the plane. It is then shown that the solutions of this ODE do not intersect each other, and thus give a foliation. We remark that, although the cone is an explicit extremal, the extremal field itself is not explicit. An alternative is to build fields made of sub and supersolutions, which are easier to obtain and suffice to show the minimality (see footnote 6). Explicit examples of such fields have been found for Lawson cones, simplifying the proof of the minimality; see De Philippis and Paolini [14] for the Simons cone and Liu [19] for Lawson cones. We mention that the case of minimal surfaces of codimension greater than 1 can also be treated, where the appropriate notion of calibration involves the use of differential forms; see [20].

The perimeter functional \( \mathcal{P}_L \) in (2.1) has a nonlocal analogue. Given a nonnegative symmetric kernel \( K = K(z) \), with \( z \in \mathbb{R}^n \), the \( K \)-nonlocal perimeter of a set \( F \subset \mathbb{R}^n \) inside \( \Omega \) is defined by

\[
\mathcal{P}_N(F) := \frac{1}{2} \iint_{Q(\Omega)} |1_F(x) - 1_F(y)| K(x - y) \, dx \, dy,
\]

where \( Q(\Omega) \) was defined in (1.1). It is well known that the Euler-Lagrange operator associated to \( \mathcal{P}_N \) is the nonlocal mean curvature \( H_K \), which is defined for \( F \) at boundary points \( x \in \partial F \) by

\[
H_K[F](x) := \int_{\mathbb{R}^n} \left( 1_{F^c}(y) - 1_F(y) \right) K(x - y) \, dy,
\]

\(^{10}\)Notice that restricting the area functional to the class of graphs yields a convex functional. In particular, every minimal graph minimizes area in this smaller class, but it is not a priori clear if they are minimizers with respect to all surfaces. The calibration is used to prove this stronger fact.
as introduced in [10]. In particular, if a (sufficiently regular) set \( E \) minimizes \( \mathcal{P}_N \) with respect to sets \( F \) with the same exterior values \( F \setminus \Omega = E \setminus \Omega \), then \( H_K[E](x) = 0 \) for \( x \in \partial E \cap \Omega \).

In [5], the first author showed that, given a measurable function \( \phi : \mathbb{R}^n \to \mathbb{R} \), the functional\(^{11}\)

\[
\mathcal{C}_{\mathcal{P}_N}(F) := \frac{1}{2} \iint_{Q(\Omega)} \text{sign} \left( \phi(x) - \phi(y) \right) \left( \mathbb{1}_F(x) - \mathbb{1}_F(y) \right) K(x - y) \, dx \, dy
\]  

(2.3)

is a calibration for the nonlocal perimeter \( \mathcal{P}_N \) and each superlevel set

\[
E^t := \{ x \in \mathbb{R}^n : \phi(x) > t \},
\]

assuming that these sets have zero nonlocal mean curvature. As a consequence, each \( E^t \) is a minimizer of \( \mathcal{P}_N \) with respect to sets that coincide with \( E^t \) outside \( \Omega \).

Properties (C1) and (C2) are easy to check directly from expression (2.3). However, showing the null-Lagrangian property (C3) requires an alternative expression for \( \mathcal{C}_{\mathcal{P}_N} \). For this, [5] wrote (2.3) in terms of the sets \( E^t \) as follows. Assume for simplicity that \( \phi \) is smooth and \( \nabla \phi(x) \neq 0 \) for all \( x \). Then the level sets are smooth surfaces

\[
\partial E^t = \{ x \in \mathbb{R}^n : \phi(x) = t \},
\]

which have zero Lebesgue measure in \( \mathbb{R}^n \), and it can be readily checked that

\[
\text{sign} \left( \phi(x) - \phi(y) \right) = \left( \mathbb{1}_{(E^t)^c}(y) - \mathbb{1}_{E^t}(y) \right) \bigg|_{t=\phi(x)} \quad \text{for a.e. } (x, y) \in \mathbb{R}^n \times \mathbb{R}^n.
\]

(2.4)

By skew-symmetry of \( \text{sign}(\phi(x) - \phi(y)) \), using (2.4) and splitting the integration domain into \( (\Omega \times \mathbb{R}^n) \cup (\Omega^c \times \Omega) \), we arrive at the alternative expression

\[
\mathcal{C}_{\mathcal{P}_N}(F) = \int_{\Omega \setminus F} H_K[E^t](x) \bigg|_{t=\phi(x)} \, dx
\]

\[\quad + \int_{F \setminus \Omega} \left\{ \int_{\Omega} \left( \mathbb{1}_{(E^t)^c}(y) - \mathbb{1}_{E^t}(y) \right) K(x - y) \, dy \right\} \bigg|_{t=\phi(x)} \, dx,
\]  

(2.5)

see [5] for details. Thus, if for all \( t \) we have \( H_K[E^t] = 0 \) in \( \Omega \), then the quantity \( \mathcal{C}_{\mathcal{P}_N}(F) \)

depends only on the exterior condition \( F \setminus \Omega \), which makes it to be a null-Lagrangian.\(^{12}\)

Passing from (2.3) to (2.5) is the crucial step in [5]. To our knowledge, the structure of the alternative expression (2.5) for \( \mathcal{C}_{\mathcal{P}_N} \) is the only way to prove the null-Lagrangian

\(^{11}\)Let us point out that the idea of using the sign function comes from the Legendre transform of the absolute value that appears in the fractional perimeter functional.

\(^{12}\)As mentioned in the Introduction, to show minimality one does not actually need the full null-Lagrangian property (C3) but rather the weaker condition (C3'). For instance, to prove that the set \( E^0 \) minimizes \( \mathcal{P}_N \), from (2.5) it can be shown that it suffices for the \( E^t \) “above” and “below” \( E^0 \) to be super and subsolutions, respectively. For more details see [5] and compare with Theorem 1.3 and Proposition 3.3 in the following sections.
property. The two terms in (2.5) bring out the true dependence of $C_{P_N}$ on the data:\footnote{The structure in (2.5) also appears in the local framework, where the calibration $C_{P_L}$ given by (2.2) can be written as
\[ C_{P_L}(F) = \int_{\Omega \cap F} H_{\text{L}}[\partial E^t](x)|_{t=t(x)} \, dx - \int_{\partial \Omega \cap F} X \cdot \nu_{\partial \Omega} \, dH^{n-1}. \]
Moreover, it is not difficult to see that the calibration for the \textit{fractional perimeter}, i.e., the $K$-nonlocal perimeter with $K(z) = |z|^{-n-2s}$ for $s \in (0, 1)$, recovers $C_{P_L}$ in the limit when $s \to 1$.}
the first one involves the Euler-Lagrange equation of $P_N$ at each superlevel set $E^t$, while the second one depends only on the set $F$ outside $\Omega$. The existence of such a structure for the nonlocal perimeter suggested that it could also be present, although hidden, in other calibrations, even in the local case, as we will see in the next section.

3. The theory of calibrations for local equations, and a novelty

The purpose of this section is twofold: first, to review the classical theory of fields of extremals and calibrations for “local” functionals and, second, to give a new proof of the calibration properties in this setting. Inspired by the structure of the calibration (2.5) for the nonlocal perimeter, we will find an alternative expression for the classical calibration (3.8) (a new expression to the best of our knowledge), which involves only the Euler-Lagrange and Neumann operators acting on the field.

Consider an energy functional of the form
\[
E_L(w) := \int_{\Omega} G_L(x, w(x), \nabla w(x)) \, dx, \tag{3.1}
\]
where the Lagrangian $G_L(x, \lambda, q)$ is of class $C^2$ in all arguments.

A function that plays an important role when studying minimality to nonconvex energy functionals of the form (3.1) is the so-called \textit{Weierstrass excess function}. It is defined for $x \in \Omega$, $\lambda \in \mathbb{R}$, and $q, \tilde{q} \in \mathbb{R}^n$ by
\[
E(x, \lambda, q, \tilde{q}) := G_L(x, \lambda, \tilde{q}) - G_L(x, \lambda, q) - \partial_q G_L(x, \lambda, q) \cdot (\tilde{q} - q). \tag{3.2}
\]
It is well known (see [17]) that if $u \in C^1(\overline{\Omega})$ is a minimizer of $E_L$ with respect to small $C^0(\Omega)$ perturbations,\footnote{This type of local minimizers are often referred to as \textit{strong minimizers} in the literature.}
then it must satisfy the \textit{Weierstrass necessary condition}
\[
E(x, u(x), \nabla u(x), \xi) \geq 0 \quad \text{for all } x \in \Omega, \xi \in \mathbb{R}^n. \tag{3.3}
\]

Note that condition (3.3) on the excess function is automatically satisfied by every function $u$ whenever $G_L(x, \lambda, q)$ is convex with respect to the variable $q$, i.e., when the problem is elliptic. The Dirichlet energy and more generally the Lagrangian associated to the $p$-Laplacian are important elliptic examples where (3.3) is thus automatically satisfied.

Given an interval $I \subset \mathbb{R}$ and $\{u^t\}_{t \in I}$ a $C^2$ field in $\Omega$ (in the sense of Definition 1.2), we let
\[
G_L := \{(x, \lambda) \in \overline{\Omega} \times \mathbb{R} : \lambda = u^t(x) \text{ for some } t \in I\}
\]
and consider the set of admissible functions
\[ \mathcal{A}_L := \{ w \in C^1(\Omega) : \text{graph } w \subset G_L \}. \]

In the classical theory, one employs the Legendre transform of \( G_L \) to define the functional \( \mathcal{C}_L : \mathcal{A}_L \to \mathbb{R} \) by
\[
\mathcal{C}_L(w) := \int_{\Omega} \left\{ \partial_\xi G_L(x, u^t(x), \nabla u^t(x)) \cdot (\nabla w(x) - \nabla u^t(x)) \right\}_{t=t(x,w(x))} \, dx \\
+ \int_{\partial \Omega} G_L(x, u^t(x), \nabla u^t(x))_{t=t(x,w(x))} \, dx.
\]

Under the assumption that \( \{u^t\}_{t \in I} \) is a field of extremals and every leaf \( u^t \) satisfies the Weierstrass necessary condition (3.3), it is well known that \( \mathcal{C}_L \) is a calibration for the functional \( \mathcal{E}_L \) and each \( u^t; \) see [1, 2, 17]. As an illustrative example, the \( p \)-Dirichlet energy
\[
\mathcal{E}_{p-\text{Dir}}(w) = \frac{1}{p} \int_{\Omega} |\nabla w(x)|^p \, dx
\]
admits the calibration
\[
\mathcal{C}_{p-\text{Dir}}(w) = \int_{\Omega} \left\{ |\nabla u^t(x)|^{p-2} \nabla u^t(x) \cdot (\nabla w(x) - \nabla u^t(x)) + \frac{1}{p} |\nabla u^t(x)|^p \right\}_{t=t(x,w(x))} \, dx.
\]

We will give a new proof that the functional \( \mathcal{C}_L \) is a calibration. As mentioned before, the key point in our approach is to rewrite \( \mathcal{C}_L \) in an alternative form involving only those operators which are of interest to the theory of PDE: the Euler-Lagrange and Neumann operators. These arise when computing the first variation of \( \mathcal{E}_L \) at \( u \in C^2(\Omega) \) in a direction of \( \eta \in C^{\infty}(\Omega) \), that is,
\[
\frac{d}{dz} \mathcal{E}_L(w + z\eta)|_{z=0} = \int_{\Omega} \mathcal{L}_L(w)(x) \eta(x) \, dx + \int_{\partial \Omega} \mathcal{N}_L(w)(x) \eta(x) \, d\mathcal{H}^{n-1}(x).
\]

Here in (3.5), \( \mathcal{L}_L \) denotes the Euler-Lagrange operator
\[
\mathcal{L}_L(w)(x) := -\text{div}(\partial_\xi G_L(x, w(x), \nabla w(x))) + \partial_\lambda G_L(x, w(x), \nabla w(x))
\]
and \( \mathcal{N}_L \) denotes the Neumann operator
\[
\mathcal{N}_L(w)(x) := \partial_\xi G_L(x, w(x), \nabla w(x)) \cdot \nu(x),
\]
where \( \nu \) is the outward unit normal vector to \( \partial \Omega \).

The following identity is our new result.

**Theorem 3.1.** Given an interval \( I \subset \mathbb{R} \) and a bounded domain \( \Omega \subset \mathbb{R}^n \), let \( \{u^t\}_{t \in I} \) be a \( C^2 \) field in \( \Omega \) in the sense of Definition 1.2. Let \( G_L = G_L(x, \lambda, q) \) be a \( C^2 \) function.

---

\(^{15}\)The positivity of the excess function \( E \) for every leaf \( u^t \) is only required to show property (C2). Properties (C1) and (C3) follow directly from the existence of the extremal field.
Then, for any \( t_0 \in I \), the functional \( C_L \) defined in (3.4) can be written as

\[
C_L(w) = \int_{\Omega} \int_{u(t(x,\lambda))}^{w(x)} L_L(u')(x) \, d\lambda \, dx + \int_{\partial \Omega} \int_{u(t(x,\lambda))}^{w(x)} \mathcal{N}_L(u')(x) \, d\lambda \, dH^{n-1}(x) + E_L(u^{t_0}).
\]

(3.8)

The proof of the theorem follows a typical strategy for showing the null-Lagrangian property, as seen for instance in [1]. However, a new trick will allow us to identify in the expression the operators \( L_L \) and \( N_L \) acting on the leaves. This is the first time we have seen the calibration written this way.

**Proof of Theorem 3.1.** In order to prove the result it will be enough to show that

\[
C_L(w) - C_L(\tilde{w}) = \int_{\Omega} \int_{\tilde{w}(x)}^{w(x)} L_L(u')(x) \, d\lambda \, dx + \int_{\partial \Omega} \int_{\tilde{w}(x)}^{w(x)} \mathcal{N}_L(u')(x) \, d\lambda \, dH^{n-1}(x).
\]

(3.9)

for any given \( w, \tilde{w} \in A_L \). That is, we only need to take \( \tilde{w} = u^{t_0} \) and use the easy equality \( C_L(u^{t_0}) = E_L(u^{t_0}) \).

First, let us briefly describe the proof of identity (3.9). We consider \( C_L \) acting on the convex combination \( w_\theta := (1 - \theta)\tilde{w} + \theta w \) and express the left-hand side of (3.9) as \( \int_0^1 \frac{d}{d\theta} C_L(w_\theta) \, d\theta \). While in the literature the functions \( w \) and \( \tilde{w} \) are assumed to have the same boundary conditions, here we do not impose such a restriction. Then, we compute the derivative in \( \theta \) using the expression of \( C_L(w_\theta) \) as an integral in \( x \) and integrating by parts. Finally, after applying Fubini’s theorem to interchange the order of integration, the key point is to make the change of variables \( \theta \mapsto w_\theta(x) \) for each \( x \). This yields the final expression.

Next, let us proceed with the proof. We let \( \zeta := w - \tilde{w} \) and hence \( w_\theta = \tilde{w} + \theta \zeta \). Since

\[
C_L(w) - C_L(\tilde{w}) = \int_0^1 \frac{d}{d\theta} C_L(w_\theta) \, d\theta
\]

(3.10)

and

\[
\frac{d}{d\theta} C_L(w_\theta) = \int_{\Omega} \frac{d}{d\theta} \left\{ G_L(x, u', \nabla u') \big|_{t=t(x,w_\theta(x))} \right\} \, dx
\]

\[
+ \int_{\partial \Omega} \frac{d}{d\theta} \left\{ \partial_q G_L(x, u', \nabla u') \cdot (\nabla w_\theta - \nabla u') \big|_{t=t(x,w_\theta(x))} \right\} \, dx,
\]

(3.11)

we must compute each of the integrands in (3.11).
By the chain rule, the first integrand can be written as

\[
\frac{d}{d\theta} \left\{ G_L(x, u', \nabla u') \right|_{t=t(x, w_{\theta}(x))} \right\} \\
= \partial_{\lambda} G_L(x, u', \nabla u') \left|_{t=t(x, w_{\theta}(x))} \right. \frac{d}{d\theta} \left(u'^{t(x, w_{\theta}(x))}\right) \\
+ \partial_{\lambda} G_L(x, u', \nabla u') \left|_{t=t(x, w_{\theta}(x))} \right. \frac{d}{d\theta} \left(\nabla u'|_{t=t(x, w_{\theta}(x))}\right)
\]

and using that \( \frac{d}{d\theta} \left(u'^{t(x, w_{\theta}(x))}(x)\right) = \frac{d}{d\theta} w_{\theta}(x) = \zeta(x) \), we deduce

\[
\frac{d}{d\theta} \left\{ G_L(x, u', \nabla u') \right|_{t=t(x, w_{\theta}(x))} \right\} \\
= \partial_{\lambda} G_L(x, u', \nabla u') \left|_{t=t(x, w_{\theta}(x))} \right. \zeta + \partial_{\lambda} G_L(x, u', \nabla u') \left|_{t=t(x, w_{\theta}(x))} \right. \frac{d}{d\theta} \left(\nabla u'|_{t=t(x, w_{\theta}(x))}\right).
\]

Similarly, the second integrand in (3.11) is

\[
\frac{d}{d\theta} \left( \left\{ \partial_{\lambda} G_L(x, u', \nabla u') \cdot (\nabla w_{\theta} - \nabla u') \right\} \right|_{t=t(x, w_{\theta}(x))} \right) \\
= \left\{ \partial_t \left[ \partial_{\lambda} G_L(x, u', \nabla u') \right] \cdot (\nabla w_{\theta} - \nabla u') \right\} \left|_{t=t(x, w_{\theta}(x))} \right. \frac{d}{d\theta} \left[t(x, w_{\theta}(x))\right] \\
+ \partial_{\lambda} G_L(x, u', \nabla u') \left|_{t=t(x, w_{\theta}(x))} \right. \frac{d}{d\theta} \left(t(x, w_{\theta}(x))\right) \\
- \partial_{\lambda} G_L(x, u', \nabla u') \left|_{t=t(x, w_{\theta}(x))} \right. \frac{d}{d\theta} \left(\nabla u'|_{t=t(x, w_{\theta}(x))}\right)
\]

\[
= \left\{ \partial_t \left[ \partial_{\lambda} G_L(x, u', \nabla u') \right] \cdot (\nabla w_{\theta} - \nabla u') \right\} \left|_{t=t(x, w_{\theta}(x))} \right. \partial_{\lambda} t(x, w_{\theta}(x)) \zeta \\
+ \partial_{\lambda} G_L(x, u', \nabla u') \left|_{t=t(x, w_{\theta}(x))} \right. \nabla \zeta \\
- \partial_{\lambda} G_L(x, u', \nabla u') \left|_{t=t(x, w_{\theta}(x))} \right. \frac{d}{d\theta} \left(\nabla u'|_{t=t(x, w_{\theta}(x))}\right).
\]

Adding (3.12) and (3.13), substituting in (3.11), and rearranging terms, we see that

\[
\frac{d}{d\theta} C_L(w_{\theta}) \\
= \int_{\Omega} \partial_{\lambda} G_L(x, u', \nabla u') \left|_{t=t(x, w_{\theta}(x))} \right. \zeta \, dx + \int_{\Omega} \partial_{\lambda} G_L(x, u', \nabla u') \left|_{t=t(x, w_{\theta}(x))} \right. \cdot \nabla \zeta \, dx \\
+ \int_{\Omega} \left\{ \partial_t \left[ \partial_{\lambda} G_L(x, u', \nabla u') \right] \cdot (\nabla w_{\theta} - \nabla u') \right\} \left|_{t=t(x, w_{\theta}(x))} \right. \partial_{\lambda} t(x, w_{\theta}(x)) \zeta \, dx.
\]
The second term in (3.14) can be integrated by parts as
\[ \int_{\Omega} \partial_q G_L(x, u^t, \nabla u^t) \big|_{t=t(x, w_\theta(x))} \cdot \nabla \zeta \, dx \]
\[ = \int_{\partial \Omega} \partial_q G_L(x, u^t, \nabla u^t) \big|_{t=t(x, w_\theta(x))} \cdot \nu_{\partial \Omega} \zeta \, d\mathcal{H}^{n-1} \]
\[ - \int_{\Omega} \text{div} \left( \partial_q G_L(x, u^t, \nabla u^t) \right) \big|_{t=t(x, w_\theta(x))} \zeta \, dx \]
\[ - \int_{\partial \Omega} \partial_t \left[ \partial_q G_L(x, u^t, \nabla u^t) \right] \big|_{t=t(x, w_\theta(x))} \cdot \nabla \left[ t(x, w_\theta(x)) \right] \zeta \, dx. \]

(3.15)

We now claim that
\[ \nabla \left[ t(x, w_\theta(x)) \right] = \left( \nabla w_\theta - \nabla u^t \right) \bigg|_{t=t(x, w_\theta(x))} \partial_t t(x, w_\theta(x)), \]
which leads to the identity we wish to prove. Indeed, if (3.16) holds, then, substituting (3.15) in (3.14), we have
\[ \frac{d}{d\theta} \mathcal{C}_L(w_\theta) = \int_{\Omega} \left\{ \partial_t G_L(x, u^t, \nabla u^t) - \text{div} \left( \partial_q G_L(x, u^t, \nabla u^t) \right) \right\} \big|_{t=t(x, w_\theta(x))} \zeta \, dx \]
\[ + \int_{\partial \Omega} \partial_q G_L(x, u^t, \nabla u^t) \big|_{t=t(x, w_\theta(x))} \cdot \nu_{\partial \Omega} \zeta \, d\mathcal{H}^{n-1} \]
\[ = \int_{\Omega} \mathcal{L}_L(u^t) \big|_{t=t(x, w_\theta(x))} \zeta \, dx + \int_{\partial \Omega} \mathcal{N}_L(u^t) \big|_{t=t(x, w_\theta(x))} \zeta \, d\mathcal{H}^{n-1}. \]

(3.17)

Thus, using (3.17) in (3.10), by Fubini’s theorem we deduce
\[ \mathcal{C}_L(u) - \mathcal{C}_L(\widetilde{w}) \]
\[ = \int_{\Omega} \int_{t=t(x, w_\theta(x))}^{1} \mathcal{L}_L(u^t) \zeta \, d\theta \, dx + \int_{\partial \Omega} \int_{0}^{1} \mathcal{N}_L(u^t) \big|_{t=t(x, w_\theta(x))} \zeta \, d\theta \, d\mathcal{H}^{n-1} \]
\[ = \int_{\Omega} \int_{\widetilde{w}(x)}^{w(x)} \mathcal{L}_L(u^t) \big|_{t=t(x, \lambda)} \, d\lambda \, dx + \int_{\partial \Omega} \int_{\widetilde{w}(x)}^{w(x)} \mathcal{N}_L(u^t) \big|_{t=t(x, \lambda)} \, d\lambda \, d\mathcal{H}^{n-1}, \]
where in the last line we have applied the change of variables \( \lambda = \widetilde{w}(x) + \theta \zeta(x) \) for each \( x \).

To show the claim (3.16), we use the definition of the leaf-parameter function \( t(x, \lambda) \). Differentiating \( u^t(x) \big|_{t=t(x, \lambda)} = \lambda \) with respect to \( \lambda \), we have
\[ \partial_t u^t \big|_{t=t(x, \lambda)} \partial_t t(x, \lambda) = 1. \]

(3.18)

Moreover, taking the gradient of the identity \( u^t(x, w_\theta(x)) = w_\theta(x) \), we obtain
\[ \nabla u^t(x) \big|_{t=t(x, w_\theta(x))} + \partial_t u^t(x) \big|_{t=t(x, w_\theta(x))} \nabla \left[ t(x, w_\theta(x)) \right] = \nabla w_\theta(x). \]

(3.19)

Multiplying (3.19) by \( \partial_t t(x, w_\theta(x)) \), applying (3.18) with \( \lambda = w_\theta(x) \), and rearranging terms leads to (3.16) and concludes the proof. \( \square \)
Remark 3.2. The expression (3.8) can be deduced in a more geometric way using the divergence theorem in $\mathbb{R}^{n+1}$. As we see next, this gives an alternative proof of Theorem 3.1. Consider the vector field $X: \overline{\Omega} \times \mathbb{R} \to \mathbb{R}^{n+1} = \mathbb{R}^{n} \times \mathbb{R}$ given by

$$X(x, \lambda) = (X^x(x, \lambda), X^\lambda(x, \lambda)),$$

where

$$X^x(x, \lambda) := -\partial_q G_L(x, u^t(x), \nabla u^t(x)) \big|_{t=t(x,\lambda)},$$

$$X^\lambda(x, \lambda) := \left\{-\partial_q G_L(x, u^t(x), \nabla u^t(x)) \cdot \nabla u^t(x) + G_L(x, u^t(x), \nabla u^t(x)) \right\} \big|_{t=t(x,\lambda)}.$$

Then, an easy computation from [1] shows

$$\text{div} X(x, \lambda) = C_L(u^t)(x) \big|_{t=t(x,\lambda)},$$

where div is the divergence in $\mathbb{R}^{n+1}$, i.e., $\text{div} X(x, \lambda) = \text{div}_x X^x(x, \lambda) + \partial_\lambda X^\lambda(x, \lambda)$. From the definition of $X$, it can also be checked that $C_L$ can be written in the compact form

$$C_L(w) = \int_{\Gamma_w} X \cdot \nu_{\Gamma_w} d\mathcal{H}^n,$$

where $\Gamma_w \subset \mathbb{R}^{n+1}$ is the graph of $w$ and $\nu_{\Gamma_w}$ is the unit vector normal to $\Gamma_w$ pointing “upwards”. In coordinates, $\nu_{\Gamma_w}$ reads $\nu_{\Gamma_w}(x, w(x)) = \left(1 + |\nabla w(x)|^2\right)^{-1/2}(-\nabla w(x), 1)$.

Consider now the regions between the graphs of $w$ and $\tilde{w}$, distinguishing the parts above and below each function

$$R^+ = \{(x, \lambda) \in \Omega \times \mathbb{R}: \tilde{w}(x) < \lambda < w(x)\},$$

$$R^- = \{(x, \lambda) \in \Omega \times \mathbb{R}: w(x) < \lambda < \tilde{w}(x)\},$$
as well as their lateral boundaries on $\partial \Omega \times \mathbb{R}$, that is, $S^+ = \overline{R^+} \cap (\partial \Omega \times \mathbb{R})$ and $S^- = \overline{R^-} \cap (\partial \Omega \times \mathbb{R})$; see Figure 1. Applying the divergence theorem to the field $X$ separately in each of the regions $R^+$ and $R^-$, we see that

$$C_L(w) = C_L(\tilde{w}) + \int_{R^+} \text{div}X \, d\mathcal{H}^{n+1} - \int_{R^-} \text{div}X \, d\mathcal{H}^{n+1} - \int_{S^+} X \cdot \nu_{\partial \Omega} \, d\mathcal{H}^n - \int_{S^-} X \cdot \nu_{\partial \Omega} \, d\mathcal{H}^n,$$

where we have extended the outer normal $\nu_{\partial \Omega}$ parallel to the surface $\partial \Omega \times \mathbb{R}$; see Figure 1. It is also immediate to check that $X \cdot \nu_{\partial \Omega} = N_{\perp}(u^t) |_{t=t(x,\lambda)}$ on $S^+ \cup S^-$, with $N_{\perp}$ as in (3.7). Thus, we obtain the passage from (3.4) to (3.8) as an application of the divergence theorem.

Next we prove the key null-Lagrangian property (C3) for the calibration, which follows readily from the new identity (3.8) for $C_L$:

**Proposition 3.3.** Under the same hypotheses as in Theorem 3.1, assume that, for some $t_0 \in I$, the leaves of the field $\{u^t\}_{t \in I}$ satisfy

$$\mathcal{L}_L(u^t) \geq 0 \quad \text{in } \Omega \quad \text{for } t \geq t_0,$$

$$\mathcal{L}_L(u^t) \leq 0 \quad \text{in } \Omega \quad \text{for } t \leq t_0,$$

(3.20)

where $\mathcal{L}_L$ is the Euler-Lagrange operator introduced in (3.6).

Then, for all $w$ in $\mathcal{A}_L$ such that $w \equiv u^{t_0}$ on $\partial \Omega$, the functional $C_L$ defined in (3.4) satisfies

$$C_L(u^{t_0}) \leq C_L(w).$$

Assume, moreover, that the leaves $\{u^t\}_{t \in I}$ satisfy the Euler-Lagrange equation in $\Omega$, that is,

$$\mathcal{L}_L(u^t) = 0 \quad \text{in } \Omega \quad \text{for all } t \in I.$$

(3.21)

Then, for all $w$ as above, we have

$$C_L(w) = C_L(u^{t_0}).$$

Proof. Notice that, by (3.8), we have $C_L(u^{t_0}) = \mathcal{E}_L(u^{t_0})$. Hence, assuming (3.20), since the boundary integral in (3.8) vanishes ($w \equiv u^{t_0}$ on $\partial \Omega$), it suffices to show that

$$\int_{u^{t_0}(x)} w(x) \mathcal{L}_L(u^t)(x) |_{t=t(x,\lambda)} \, d\lambda \geq 0.$$  

(3.22)

However, this is clear by (3.20) and the fact that $u^t$ are increasing with respect to $t$. If we additionally have (3.21), then the integral in (3.22) is zero and the claim follows. □

The remaining calibration properties (C1) and (C2) can be directly obtained from the original definition (3.4) of $C_L$. First, we prove property (C1):

**Proposition 3.4.** Assume the same hypotheses of Theorem 3.1. Then, for all $t \in I$, the functional $C_L$ defined in (3.4) satisfies

$$C_L(u^t) = \mathcal{E}_L(u^t).$$
Proof. Given $t_0 \in I$, from the definition of the leaf-parameter function it follows that $t(x, u^{t_0}(x)) = t_0$. In particular, $\nabla u^{t_0}(x) = \nabla u^t(x) \big|_{t = t(x, u^{t_0}(x))}$, and substituting in the definition of $C_L$ in (3.4) we see that

$$C_L(u^{t_0}) = \int_\Omega G_L(x, u^{t_0}(x), \nabla u^{t_0}(x)) \, dx = E_L(u^{t_0}).$$

Since $t_0$ was arbitrary, the claim follows. \hfill \Box

Finally, we show property (C2):

**Proposition 3.5.** Under the same hypotheses as in Theorem 3.1, the energy $E_L$ can be decomposed in terms of $C_L$ and the excess function $E$ as

$$E_L(w) = C_L(w) + \int_\Omega E(x, u^t(x), \nabla u^t(x), \nabla w(x)) \big|_{t = t(x, w(x))} \, dx,$$

for all $w$ in $A_L$.

As a consequence, if each leaf of the field $\{u^t\}_{t \in I}$ satisfies the Weierstrass necessary condition (3.3), then

$$C_L(w) \leq E_L(w),$$

for all $w$ in $A_L$.

Proof. For each $x \in \Omega$, take $\lambda = w(x) = u^t(x) \big|_{t = t(x, w(x))}$, $q = \nabla u^t(x) \big|_{t = t(x, w(x))}$, and $\tilde{q} = \nabla w(x)$. Substituting in (3.2) and integrating in $\Omega$, comparing this expression with the definition of $C_L$ in (3.4), the identity follows. \hfill \Box

**Remark 3.6.** If the energy functional includes reaction terms on a portion of the boundary $\Gamma_N \subset \partial \Omega$, i.e.,

$$\tilde{E}_L(w) = \int_\Omega G_L(x, w(x), \nabla w(x)) \, dx - \int_{\Gamma_N} F(w(x)) \, d\mathcal{H}^{n-1}(x),$$

then we can still apply the methods from the local theory of calibrations to show that

$$\tilde{C}_L(w) = \int_\Omega \partial_q G_L(x, u^t(x), \nabla u^t(x)) \cdot (\nabla w(x) - \nabla u^t(x)) \big|_{t = t(x, w(x))} \, dx + \int_\Omega G_L(x, u^t(x), \nabla u^t(x)) \big|_{t = t(x, w(x))} - \int_{\Gamma_N} F(w(x)) \, d\mathcal{H}^{n-1}(x) \, dx$$

is a calibration. Hence, one can establish the minimality of the leaves among competitors with the same boundary data only on $\partial \Omega \setminus \Gamma_N$. Note that in this scenario, extremals satisfy the equation

$$\begin{cases}
    \mathcal{L}_L(u) = 0 & \text{in } \Omega, \\
    \mathcal{N}_L(u) = F'(u) & \text{in } \Gamma_N.
\end{cases}$$

In particular, this allows to treat the extension problem for the fractional Laplacian as explained in Appendix A. In this setting, one considers the Dirichlet energy in a

---

16 This identity is known as the Weierstrass representation formula.
domain of the extended space $\mathbb{R}^{n+1}_{+}$ with an additional potential energy on the part of its boundary lying on $\mathbb{R}^n = \partial \mathbb{R}^{n+1}_{+}$.

4. The calibration for the fractional Laplacian

In this section we construct a calibration for the functional

$$E_{s,F}(w) = \frac{c_{n,s}}{4} \int_{Q(I)} \frac{|w(x) - w(y)|^2}{|x - y|^{n+2s}} \, dx \, dy - \int_{\Omega} F(w(x)) \, dx,$$

where $s \in (0,1)$, $c_{n,s}$ is a positive normalizing constant, and $F \in C^1(\mathbb{R})$. It involves the Gagliardo-Sobolev seminorm and a nonlinear potential term.

If $u$ is a critical point of $E_{s,F}$ with respect to functions with the same exterior data as $u$, then $u$ satisfies the nonlocal semilinear equation

$$(-\Delta)^s u - F'(u) = 0 \quad \text{in } \Omega. \tag{4.1}$$

In this setting, recall the standard subspace of locally integrable functions given by

$$L^1_s(\mathbb{R}^n) := \left\{ u \in L^1_{\text{loc}}(\mathbb{R}^n) : \|u\|_{L^1_s(\mathbb{R}^n)} = \int_{\mathbb{R}^n} \frac{|u(y)|}{1 + |y|^{n+2s}} \, dy < +\infty \right\}.$$

If $u \in L^1_s(\mathbb{R}^n)$ is $C^2$ in a neighborhood of $x \in \mathbb{R}^n$, then the fractional Laplacian $(-\Delta)^s u(x)$ is well defined. More generally, we only need $u$ to be $C^{2s+\alpha}$ in a neighborhood of $x$ for some small $\alpha > 0$ such that $2s + \alpha$ is not an integer. Here $C^\beta$ denotes the space $C^{k,\gamma}$ of functions with Hölder continuous $k$-th order derivatives, where $k = \lfloor \beta \rfloor$, $\gamma = \beta - k$. In particular, for $(-\Delta)^s u$ to be well defined in a domain $\Omega$, we just need that the function $u \in L^1_s(\mathbb{R}^n)$ is smooth in a neighborhood of $\Omega$. The function could be extremely wild outside the domain, as long as it satisfies the growth assumption defining $L^1_s(\mathbb{R}^n)$.

As explained in the Introduction, to build the calibration we will assume the existence of a field in $\mathbb{R}^n$. In particular, we are given a family of functions $u^t : \mathbb{R}^n \to \mathbb{R}$, with $t \in I$ for some interval $I \subset \mathbb{R}$, satisfying certain regularity assumptions. For clarity reasons, in the statement of Theorem 1.3 we have assumed that the function $(x,t) \mapsto u^t(x)$ belongs to $C^2(\mathbb{R}^n \times I) \cap L^\infty(\mathbb{R}^n \times I)$ and $(x,t) \mapsto \partial_t u^t(x)$ is in $L^\infty(\mathbb{R}^n \times I)$. We have also assumed that $t \mapsto u^t(x)$ is increasing in $I$ for all $x \in \mathbb{R}^n$. Thus, the graphs of $u^t$ produce a foliation of a certain region in $\mathbb{R}^n \times \mathbb{R}$. Nevertheless, these conditions can be weakened, as presented next, to yield a more satisfactory theory for the fractional Laplacian.

The following is a weaker definition of field than the one in the statement of Theorem 1.3, but which suffices to establish the result. On the one hand, we allow the functions $u^t$ in the field to be “wild” outside a neighborhood of $\Omega$, as long as their fractional Laplacian is under control. On the other hand, the leaves $u^t$ can touch each other (but not cross) outside $\Omega$. That is, we need $u^t$ to be increasing in $t \in \overline{I}$, but only nondecreasing outside. In particular, the graphs of $u^t$ will only produce a foliation in a certain region of $\overline{I} \times \mathbb{R}$. 
Definition 4.1. Given an interval $I \subset \mathbb{R}$, a bounded domain $\Omega \subset \mathbb{R}^n$, and $s \in (0, 1)$, we say that a family $\{u^t\}_{t \in I}$ of functions $u^t : \mathbb{R}^n \to \mathbb{R}$ is a field (to be precise, we should say a field associated to the $s$-fractional Laplacian, not to be inconsistent with Definition 1.2) when the following conditions hold:

(i) The function $(x, t) \mapsto u^t(x)$ is continuous in $\overline{\Omega} \times I$.

(ii) The function $t \mapsto u^t(x)$ is

- increasing in $I$ for all $x \in \overline{\Omega}$
- nondecreasing in $I$ for a.e. $x \in \Omega^c$
- $C^1$ in $I$ for a.e. $x \in \mathbb{R}^n$

(iii) For each compact interval $J \subset I$, we have

$$\sup_{t \in J} \left\{ \| \partial_t u^t \|_{L^\infty(\mathbb{R}^n)} + \| u^t \|_{L^1(\mathbb{R}^n)} + \| u^t \|_{C^{2+s} \cap \partial N} \right\} < \infty,$$

for some bounded domain $N \subset \mathbb{R}^n$, with $\overline{\Omega} \subset N$, and some $\alpha > 0$.

Essentially, one needs a reasonable regularity of the joint function, as well as some further regularity separately in each of the variables, locally uniformly in the parameter $t$.

By properties (i) and (ii), the leaf-parameter function $t = t(x, \lambda)$ from (1.4) is well-defined and continuous in the region

$$G := \{(x, \lambda) \in \overline{\Omega} \times \mathbb{R} : \lambda = u^t(x) \text{ for some } t \in I\}.$$  \hfill (4.2)

The potential $F$ will play no role in the construction of the calibration for $E_{s,F}$ and, hence, we can focus on the first term. Let

$$E_s(u) := \frac{c_{n,s}}{4} \int_{Q(\Omega)} \frac{|u(x) - u(y)|^2}{|x - y|^{n+2s}} \, dx \, dy$$

and consider the energy space $\dot{H}^s(\Omega) := \{u \in L^1_{\text{loc}}(\mathbb{R}^n) : E_s(u) < \infty\}$.

Let $\{u^t\}_{t \in I}$ be a field in the sense of Definition 4.1, and let $t_0 \in I$. We consider the functional

$$C_s(w) := \int_{\Omega} \int_{u^{t_0}(x)}^{w(x)} (-\Delta)^s u^t(x) \big|_{t=t(x, \lambda)} \, d\lambda \, dx + \frac{c_{n,s}}{4} \int_{\partial N} \left| \frac{u^{t_0} - u^t}{|x - y|^{n+2s}} \right|^2 \, d\lambda$$

acting on continuous functions $w \in C^0(\overline{\Omega})$ with the same exterior datum as $u^{t_0}$, and such that their graph is contained in $G \subset \overline{\Omega} \times \mathbb{R}$ when restricted to $\overline{\Omega}$. Here $G$ has been introduced in (4.2). We denote this set of admissible functions by $A_{s,t_0}$, that is,

$$A_{s,t_0} := \{w \in C^0(\overline{\Omega}) \cap C^2(\Omega) : w = u^{t_0} \text{ on } \partial \Omega, \ w = u^{t_0} \text{ a.e. in } \Omega^c, \text{ graph } (w|_{\overline{\Omega}}) \subset G\}.$$  \hfill (4.4)

Remark 4.2. The functional $C_s$ is well defined in the set $A_{s,t_0}$. Let us check this. For $x \in \Omega$ and $\lambda$ between $u^{t_0}(x)$ and $w(x)$, we have that

$$t(x, \lambda) \in [t_{\min}, t_{\max}] \subset I,$$
where
\[ t_{\min} = \min_{x \in \Omega} t(x, w(x)) \quad \text{and} \quad t_{\max} = \max_{x \in \Omega} t(x, w(x)). \tag{4.5} \]

Then, on the one hand, since the fractional Laplacians \((-\Delta)^s u^t(x)\) are uniformly bounded in \(x \in \Omega\) and \(t \in [t_{\min}, t_{\max}]\) by (iii), the iterated integral in the first term in (4.3) is finite. On the other hand, taking into account the identity
\[
\frac{c_{n,s}}{2} \iint_{Q(\Omega)} \frac{|u^t(x) - u^t(y)|^2}{|x - y|^{n+2s}} \, dx \, dy = \int_{\Omega} u^t(x)(-\Delta)^s u^t(x) \, dx,
\]
the second integral in (4.3) is finite thanks to the uniform boundedness in \(x \in \Omega\) and \(t \in [t_{\min}, t_{\max}]\) of each \(u^t(x)\) and of the fractional Laplacians \((-\Delta)^s u^t(x)\).

**Remark 4.3.** The functional \(C_s\) coincides, in the set \(A_{s,t_0}\), with the functional \(C_{s,F}\) appearing in Theorem 1.3 when \(F = 0\). Indeed, we can write
\[
\int_{\Omega} \int_{u^{t_0}(x)}^{w(x)} (-\Delta)^s u^t(x) \big|_{t=t(x,\lambda)} \, d\lambda \, dx
\]
\[
= \int \int_{\Omega} \int_{u^{t_0}(x)}^{w(x)} \, d\lambda \lim_{\epsilon \downarrow 0} \int_{\Omega \setminus \{|x-y| > \epsilon\}} \, dy \, c_{n,s} \frac{u^t(x) - u^t(y)}{|x - y|^{n+2s}} \big|_{t=t(x,\lambda)}
\]
\[
= \lim_{\epsilon \downarrow 0} \int_{\Omega \times \Omega \setminus \{|x-y| > \epsilon\}} \, dx \, dy \int_{u^{t_0}(x)}^{w(x)} \, d\lambda \, c_{n,s} \frac{u^t(x) - u^t(y)}{|x - y|^{n+2s}} \big|_{t=t(x,\lambda)}
\]
\[
= c_{n,s} \lim_{\epsilon \downarrow 0} \int_{\Omega \setminus \{|x-y| > \epsilon\}} \, dx \, dy \int_{u^{t_0}(x)}^{w(x)} \, d\lambda \, \frac{u^t(x) - u^t(y)}{|x - y|^{n+2s}} \big|_{t=t(x,\lambda)}
\]
by the regularity of the field and where the last equality follows from the fact that \(u^{t_0}(x) = w(x)\) for almost every \(x \in \Omega\). This last expression gives meaning to the principal value in the definition of \(C_{s,F}\) in Theorem 1.3 in the Introduction.

Notice that the expression of \(C_s\) in (4.3) only involves the Euler-Lagrange equation of the field \{"u^t\}_{t \in I}\ and the energy of the leaf \(u^{t_0}\). This will give both (C1) and the null-Lagrangian property (C3). To prove (C2), we next show, in Lemma 4.4, that the functional (4.3) can be recast in a useful alternative form. We include Figure 2 for the convenience of the reader, to better identify the terms involved in the new expression (of Lemma 4.4).

To simplify the statements and proofs below, for \(\epsilon > 0\) we use the truncated kernel \(K_\epsilon(z) = c_{n,s} |z|^{-n-2s} \mathbb{1}_{B_\epsilon}(z)\), and for \(u \in L^1_s(\mathbb{R}^n)\) we let
\[
(-\Delta)^s u(x) = \int_{\mathbb{R}^n} (u(x) - u(y)) K_\epsilon(x-y) \, dy.
\]

\(^{17}\)Note here that \(t(x, u^{t_0}(x)) \equiv t_0\) and that \(t_{\min} \leq t_0 \leq t_{\max}\) since \(w \equiv u^{t_0}\) on \(\partial \Omega\).
In particular, when $\varepsilon$ goes to zero we recover the fractional Laplacian $(-\Delta)^s u^t(x) = \lim_{\varepsilon \downarrow 0} (-\Delta)^s_{\varepsilon} u^t(x)$. We also write

$$C_{\varepsilon}^s(w) := \int_{\Omega} \int_{w^0(x)}^{w(x)} (-\Delta)^s_{\varepsilon} u^t(x) |_{t=t(x,\lambda)} \, d\lambda \, dx$$

$$+ \frac{1}{4} \iint_{Q(\Omega)} |u^{t_0}_0(x) - u^{t_0}_0(y)|^2 K_{\varepsilon}(x - y) \, dx \, dy. \quad (4.6)$$

**Lemma 4.4.** Given an interval $I \subset \mathbb{R}$, a bounded domain $\Omega \subset \mathbb{R}^n$, and $s \in (0, 1)$, let $\{u^t\}_{t \in I}$ be a field in the sense of Definition 4.1. Consider the set of admissible functions $A_{s,t_0}$ defined in (4.4).

Then, for each $\varepsilon > 0$ and $w \in A_{s,t_0}$, with $t_0 \in I$, the functional $C_{\varepsilon}^s$ defined in (4.6) satisfies

$$C_{\varepsilon}^s(w) = -\frac{c_{n,s}}{2} \iiint_{Q(\Omega) \setminus \{x-y<\varepsilon\}} \frac{dx \, dy \, dt}{|x-y|^{n+2s}} \frac{u^t(x) - u^t(y)}{|x-y|^{n+2s}} \partial_t u^t(y) \, dt$$

$$+ \frac{c_{n,s}}{4} \iiint_{Q(\Omega) \setminus \{x-y<\varepsilon\}} \frac{|w(x) - u^t(x,w(x))(y)|^2}{|x-y|^{n+2s}} \, dx \, dy,$$

where we have extended the leaf-parameter function $x \mapsto t(x, w(x))$ continuously outside $\Omega$ by letting $t(x, w(x)) = t_0$ for $x \in \Omega^c$. 

**Figure 2.** The function $w$ (in red) and the leaves $u^t$. 

In particular, when $\varepsilon$ goes to zero we recover the fractional Laplacian $(-\Delta)^s u^t(x) = \lim_{\varepsilon \downarrow 0} (-\Delta)^s_{\varepsilon} u^t(x)$. We also write

$$C_{\varepsilon}^s(w) := \int_{\Omega} \int_{w^0(x)}^{w(x)} (-\Delta)^s_{\varepsilon} u^t(x) |_{t=t(x,\lambda)} \, d\lambda \, dx$$

$$+ \frac{1}{4} \iint_{Q(\Omega)} |u^{t_0}_0(x) - u^{t_0}_0(y)|^2 K_{\varepsilon}(x - y) \, dx \, dy. \quad (4.6)$$
Proof. Throughout the proof, $C_\varepsilon$ denotes a generic positive constant depending only on $n$, $s$, $|\Omega|$, and $\varepsilon$. It is easy to check that
\begin{equation}
(1 + |y|^{n+2s}) K_\varepsilon(x - y) \leq C_\varepsilon \quad \text{for all } x, y \in \mathbb{R}^n. \tag{4.7}
\end{equation}
By (4.7) we have
\begin{equation}
K_\varepsilon(x - y) \left|u^t(x) - u^t(y)\right| \leq C_\varepsilon \left(\|u^t\|_{C^0(\overline{\Omega})} + |u^t(y)|\right) (1 + |y|^{n+2s})^{-1}
\end{equation}
for all $x \in \Omega$, a.e. $y \in \mathbb{R}^n$ and all $t \in I$. Hence, integrating in $y \in \mathbb{R}^n$,
\begin{equation}
\int_{\mathbb{R}^n} K_\varepsilon(x - y) \left|u^t(x) - u^t(y)\right| \, dy \leq C_\varepsilon \left(\|u^t\|_{C^0(\overline{\Omega})} + \|u^t\|_{L^1(\mathbb{R}^n)}\right) \quad \text{for all } x \in \Omega, t \in I.
\tag{4.8}
\end{equation}
Consider now $t_{\min}$ and $t_{\max}$ given in (4.5). By properties (i) and (iii) in Definition 4.1, for $x \in \Omega$ we have
\begin{equation}
\left|\int_{u^{t_0}(x)}^{w(x)} \, d\lambda \int_{\mathbb{R}^n} dy \, K_\varepsilon(x - y) \left|u^t(x) - u^t(y)\right|_{t = t(x,\lambda)}\right| \leq C_\varepsilon \sup_{t \in [t_{\min}, t_{\max}]} \left(\|u^t\|_{C^0(\overline{\Omega})} + \|u^t\|_{L^1(\mathbb{R}^n)}\right) \|w - u^{t_0}\|_{C^0(\overline{\Omega})} < \infty,
\end{equation}
and we can apply Fubini’s theorem to get
\begin{equation}
\int_{\Omega} dx \int_{u^{t_0}(x)}^{w(x)} \, d\lambda (-\Delta)_\varepsilon^s u^t(x)\big|_{t = t(x,\lambda)} = \int_{\Omega} dx \int_{\mathbb{R}^n} dy \, K_\varepsilon(x - y) \int_{u^{t_0}(x)}^{w(x)} \left(u^t(x) - u^t(y)\right) \big|_{t = t(x,\lambda)} \, d\lambda.
\tag{4.9}
\end{equation}
Applying the change of variables $\lambda = u^t(x)$ for a.e. $x \in \Omega$ in (4.9), the integral becomes
\begin{equation}
\int_{\Omega} dx \int_{\mathbb{R}^n} dy \, K_\varepsilon(x - y) \int_{u^{t_0}(x)}^{w(x)} \left(u^t(x) - u^t(y)\right) \big|_{t = t(x,\lambda)} \, d\lambda
= \int_{\Omega} dx \int_{\mathbb{R}^n} dy \, K_\varepsilon(x - y) \int_{t_0}^{t(x,w(x))} \left(u^t(x) - u^t(y)\right) \partial_t u^t(x) \, dt.
\tag{4.10}
\end{equation}
Thanks to the extension of the leaf-parameter function by $t(x, w(x)) = t_0$ for $x \in \Omega^c$, using that $Q(\Omega) = (\Omega \times \mathbb{R}^n) \cup (\Omega^c \times \Omega)$, we can rewrite the right-hand side of (4.10) as
\begin{equation}
\int_{\Omega} dx \int_{\mathbb{R}^n} dy \, K_\varepsilon(x - y) \int_{t_0}^{t(x,w(x))} \left(u^t(x) - u^t(y)\right) \partial_t u^t(x) \, dt
= \iint_{Q(\Omega)} dx \, dy \, K_\varepsilon(x - y) \int_{t_0}^{t(x,w(x))} \left(u^t(x) - u^t(y)\right) \partial_t u^t(x) \, dt.
\tag{4.11}
\end{equation}
The idea now is to use the symmetry of the domain $Q(\Omega)$ to symmetrize the right-hand side of the previous identity. This will allow us to integrate an exact differential of $t$, and this will lead to the identity claimed in the lemma.
Symmetrizing (4.11), we have

\[
\iint_{Q(\Omega)} dx \, dy K_\varepsilon(x - y) \int_{t_0}^{t(x,w(x))} (u^t(x) - u^t(y)) \partial_t u^t(x) \, dt
\]

\[
= \frac{1}{2} \iint_{Q(\Omega)} dx \, dy K_\varepsilon(x - y) \int_{t_0}^{t(x,w(x))} (u^t(x) - u^t(y)) \partial_t u^t(x) \, dt
\]

\[
- \frac{1}{2} \iint_{Q(\Omega)} dx \, dy K_\varepsilon(x - y) \int_{t_0}^{t(y,w(y))} (u^t(x) - u^t(y)) \partial_t u^t(y) \, dt
\]

\[
= -\frac{1}{2} \iint_{Q(\Omega)} dx \, dy K_\varepsilon(x - y) \int_{t_0}^{t(y,w(y))} (u^t(x) - u^t(y)) \partial_t u^t(y) \, dt
\]

\[
+ \frac{1}{2} \iint_{Q(\Omega)} dx \, dy K_\varepsilon(x - y) \int_{t_0}^{t(x,w(x))} (u^t(x) - u^t(y))(\partial_t u^t(x) - \partial_t u^t(y)) \, dt.
\]

(4.12)

Splitting the integral \( \int_{t_0}^{t(y,w(y))} dt \) into the sum \( \int_{t_0}^{t(x,w(x))} dt + \int_{t(x,w(x))}^{t(y,w(y))} dt \) and rearranging terms, the right-hand side of (4.12) becomes

\[
\frac{1}{2} \iint_{Q(\Omega)} dx \, dy K_\varepsilon(x - y) \int_{t_0}^{t(x,w(x))} (u^t(x) - u^t(y)) \partial_t u^t(x) \, dt
\]

\[
- \frac{1}{2} \iint_{Q(\Omega)} dx \, dy K_\varepsilon(x - y) \int_{t_0}^{t(y,w(y))} (u^t(x) - u^t(y)) \partial_t u^t(y) \, dt
\]

\[
= -\frac{1}{2} \iint_{Q(\Omega)} dx \, dy K_\varepsilon(x - y) \int_{t_0}^{t(y,w(y))} (u^t(x) - u^t(y)) \partial_t u^t(y) \, dt
\]

\[
+ \frac{1}{2} \iint_{Q(\Omega)} dx \, dy K_\varepsilon(x - y) \int_{t_0}^{t(x,w(x))} (u^t(x) - u^t(y))(\partial_t u^t(x) - \partial_t u^t(y)) \, dt.
\]

(4.13)

Let us show that the integrals in the right-hand side of (4.13) are well defined. For the first integral, taking absolute values and using Fubini’s theorem, we have

\[
\frac{1}{2} \iint_{Q(\Omega)} dx \, dy K_\varepsilon(x - y) \left| \int_{t(x,w(x))}^{t(y,w(y))} (u^t(x) - u^t(y)) |\partial_t u^t(y)| \, dt \right|
\]

\[
\leq \frac{1}{2} \iint_{Q(\Omega)} dx \, dy K_\varepsilon(x - y) \int_{t(x,w(x))}^{t_{\text{max}}} (u^t(x) - u^t(y)) |\partial_t u^t(y)|_{L^\infty(\mathbb{R}^n)} \, dt
\]

\[
= \frac{1}{2} \int_{t_{\text{min}}}^{t_{\text{max}}} dt \|\partial_t u^t\|_{L^\infty(\mathbb{R}^n)} \iint_{Q(\Omega)} K_\varepsilon(x - y)|u^t(x) - u^t(y)| \, dx \, dy
\]

\[
\leq \int_{t_{\text{min}}}^{t_{\text{max}}} dt \|\partial_t u^t\|_{L^\infty(\mathbb{R}^n)} \int_{\Omega} \int_{\mathbb{R}^n} dy K_\varepsilon(x - y)|u^t(x) - u^t(y)|,
\]

where in the last line we have used that \( Q(\Omega) = (\Omega \times \mathbb{R}^n) \cup (\mathbb{R}^n \times \Omega) \) (not a disjoint union) and the symmetry of \( K_\varepsilon \). Applying the bound (4.8) in (4.14) and by property (iii) in Definition 4.1, we deduce the finiteness of (4.14). It follows that the first integral is well defined.
The second integral in the right-hand side of (4.13) can be integrated explicitly as
\[
\frac{1}{2} \iint_{Q(\Omega)} dx \, dy K_\varepsilon(x - y) \int_{t_0}^{t(x, w(x))} (u^t(x) - u^t(y))(\partial_t u^t(x) - \partial_t u^t(y)) \, dt \\
= \frac{1}{4} \int_{Q(\Omega)} dx \, dy K_\varepsilon(x - y) \int_{t_0}^{t(x, w(x))} \frac{d}{dt} |u^t(x) - u^t(y)|^2 \, dt \\
= \frac{1}{4} \int_{Q(\Omega)} dx \, dy K_\varepsilon(x - y) |w(x) - u^{t(x, w(x))}(y)|^2 \\
- \frac{1}{4} \int_{Q(\Omega)} dx \, dy K_\varepsilon(x - y) |u^{t_0}(x) - u^{t_0}(y)|^2. 
\]
(4.15)

Concatenating the equalities (4.9), (4.10), (4.11), (4.12), and (4.13), and using (4.15), we conclude
\[
\int_{\Omega} dx \int_{u^{t_0}(x)}^{w(x)} d\lambda(-\Delta)^s u^t(x)|_{t=t(x, \lambda)} \\
= -\frac{1}{2} \int_{Q(\Omega)} dx \, dy K_\varepsilon(x - y) \int_{t(x, w(x))}^{t(y, w(y))} (u^t(x) - u^t(y)) \partial_t u^t(y) \, dt \\
+ \frac{1}{4} \int_{Q(\Omega)} dx \, dy K_\varepsilon(x - y) |w(x) - u^{t(x, w(x))}(y)|^2 \\
- \frac{1}{4} \int_{Q(\Omega)} dx \, dy K_\varepsilon(x - y) |u^{t_0}(x) - u^{t_0}(y)|^2,
\]
which is the claim of the lemma. \qed

Having Lemma 4.4 at hand, we can now prove the calibration property (C2).

**Lemma 4.5.** Given an interval $I \subset \mathbb{R}$, a bounded domain $\Omega \subset \mathbb{R}^n$, and $s \in (0, 1)$, let $\{u^t\}_{t \in I}$ be a field in the sense of Definition 4.1. Consider the set of admissible functions $A_{s, t_0}$ defined in (4.4).
Then, for all $w \in A_{s, t_0}$, with $t_0 \in I$, we have
\[
C_s(w) \leq E_s(w).
\]

**Proof.** Let $\varepsilon > 0$. By Lemma 4.4, we have
\[
C^\varepsilon_s(w) = -\frac{1}{2} \iint_{Q(\Omega)} dx \, dy K_\varepsilon(x - y) \int_{t(x, w(x))}^{t(y, w(y))} (u^t(x) - u^t(y)) \partial_t u^t(y) \, dt \\
+ \frac{1}{4} \iint_{Q(\Omega)} |w(x) - u^{t(x, w(x))}(y)|^2 K_\varepsilon(x - y) \, dx \, dy, 
\]
(4.16)

where $t(x, w(x)) = t_0$ for $x \in \Omega^\varepsilon$. We claim that for a.e. $(x, y) \in Q(\Omega)$ we have
\[
-\frac{1}{2} \int_{t(x, w(x))}^{t(y, w(y))} (u^t(x) - u^t(y)) \partial_t u^t(y) \, dt \leq -\frac{1}{2} \int_{t(x, w(x))}^{t(y, w(y))} (w(x) - u^t(y)) \partial_t u^t(y) \, dt. 
\]
(4.17)
Indeed, first of all note that $\partial_t u^t(y) \geq 0$ for a.e. $y \in \mathbb{R}^n$ by property (ii) in Definition 4.1. Moreover, the quantities $u^t(x)$, $u^t(y)$, $w(x)$, and $\partial_t u^t(y)$ are finite for a.e. $(x, y) \in Q(\Omega)$ and all $t \in I$. For those $(x, y) \in Q(\Omega)$, if $t(x, u(x)) \leq t(y, u(y))$ then by property (ii) we have $w(x) = u^{t(x, w(x))}(x) \leq u^t(x)$ for $t \in [t(x, u(x)), t(y, u(y))]$, and the claim follows in this case. When $t(x, u(x)) \geq t(y, u(y))$ the argument is similar.

The right-hand side of (4.17) can be integrated explicitly as

$$
-\frac{1}{2} \int_{t(x, w(x))}^{t(y, w(y))} (w(x) - u^t(y)) \partial_t u^t(y) \, dt = \frac{1}{4} \int_{t(x, w(x))}^{t(y, w(y))} \frac{d}{dt} |w(x) - u^t(y)|^2 \, dt
$$

$$
= \frac{1}{4} |w(x) - w(y)|^2 - \frac{1}{4} |w(x) - u^{t(x, w(x))}(y)|^2. \tag{4.18}
$$

Now, using (4.17) and (4.18) in (4.16), it follows that

$$
C^e_s(w) \leq \mathcal{E}_{K_s}(w).
$$

Finally, by property (iii), $(-\Delta)^s u^t$ converge to $(-\Delta)^s u^t$ in $L^1(\Omega)$, locally uniformly in $t$, as $\varepsilon \downarrow 0$. This is enough to pass to the limit in the inequality above and conclude the proof. \hfill \Box

We can finally give the proof of Theorem 1.3. We will show the identity

$$
C_{s,F}(w) = \int_{\Omega} \int_{w^0(x)}^{w(x)} \left( (-\Delta)^s u^t(x) - F'(u^t(x)) \right) \left| \frac{\partial t}{\partial x} \right| \, d\lambda \, dx + \mathcal{E}_{s,F}(u^t(\lambda)) \tag{4.19}
$$

for $w \in \mathcal{A}_{s,t_0}$, and that this functional is a calibration for $\mathcal{E}_{s,F}$ and each $u^t$ when the family $\{u^t\}_{t \in I}$ is a field of extremals, that is, when each $u^t$ solves the semilinear equation (4.1). In particular, each of the $u^t$ will be a minimizer. More generally, we show that $u^t(\lambda)$ minimizes $\mathcal{E}_{s,F}$ if the $u^t$ above $u^t(\lambda)$ are supersolutions of (4.1) and the $u^t$ below are subsolutions.

**Proof of Theorem 1.3.** First of all, note that for $x \in \Omega$ we have

$$
F(w(x)) - F(u^t(\lambda)) = \int_{u^t(\lambda)}^{w(x)} F'(\lambda) \, d\lambda = \int_{u^t(\lambda)}^{w(x)} F'(u^t(\lambda)) \, d\lambda
$$

and, thanks to Remark 4.3, the functional $C_{s,F}$ given by (1.9) can be written simply as

$$
C_{s,F}(w) = C_s(w) - \int_{\Omega} F(w(x)) \, dx,
$$

where $C_s$ has been introduced in (4.3). This proves (4.19).

(a) From (4.19) it is clear that $C_{s,F}(u^t(\lambda)) = \mathcal{E}_{s,F}(u^t(\lambda))$, which is condition (C1). To obtain (C2) we apply Lemma 4.5, which gives

$$
C_{s,F}(w) = C_s(w) - \int_{\Omega} F(w(x)) \, dx \leq \mathcal{E}_s(u) - \int_{\Omega} F(w(x)) \, dx = \mathcal{E}_{s,F}(w).
$$
(b) To show (C3\textquotesingle), that is, \( C_{s,F}(w) \geq C_{s,F}(u^{t_0}) = \mathcal{E}_{s,F}(u^{t_0}) \), by (4.19) it suffices to show that
\[
\int_{u^{t_0}(x)}^{w(x)} \left( (-\Delta)^s u^t(x) - F'(u^t(x)) \right) |_{t=t(x,\lambda)} \, d\lambda \geq 0
\]
for \( x \in \Omega \). But this is clear from the monotonicity of the field \( u^t \) and the hypotheses in (b).

On the other hand, we have already seen in subsection 1.1 how properties (C1), (C2), and (C3\textquotesingle) yield the minimality of \( u = u^{t_0} \).

(c) By (4.19), using that each \( u^t \) satisfies the Euler-Lagrange equation (4.1), we have that
\[
C_{s,F}(w) - \mathcal{E}_{s,F}(u^{t_0}) = \int_{\Omega} \int_{u^{t_0}(x)}^{w(x)} \left( (-\Delta)^s u^t(x) - F'(u^t(x)) \right) |_{t=t(x,\lambda)} \, d\lambda \, dx = 0.
\]
Hence \( C_{s,F}(w) = \mathcal{E}_{s,F}(u^{t_0}) = C_{s,F}(u^{t_0}) \) for all \( w \in \mathcal{A}_{s,t_0} \). In particular, the functional \( C_{s,F} \) satisfies all three properties (C1),(C2), and (C3), and thus it is a calibration. Choosing \( t_0 = t \) for each \( t \in I \), we deduce the minimality of \( u^t \).

**Proof of Corollary 1.4.** First of all, by a simple argument from [1], it suffices to prove the corollary for the class of functions \( w \in C^0 \) satisfying the strict inequality
\[
\lim_{\tau \to +\infty} u(x',\tau) < w(x',x_n) < \lim_{\tau \to -\infty} u(x',\tau) \quad \text{for all } (x',x_n) \in \mathbb{R}^{n-1} \times \mathbb{R}. \tag{4.20}
\]
Indeed, if \( w \) satisfies the non-strict inequality (1.13), then for \( \theta \in (0,1) \) we consider \( w_\theta := (1-\theta)u + \theta w \), which satisfies (4.20) by the strict monotonicity of \( u \). Hence, applying the corollary in the strict case, we have \( \mathcal{E}_{s,F}(u) \leq \mathcal{E}_{s,F}(w_\theta) \). Letting \( \theta \to 1^- \) yields the result for \( w \). Hence, we may assume (4.20).

Since \( u \) is bounded and \( F \in C^3 \), by regularity theory for the fractional Laplacian, we have that \( u \) is at least \( C^2 \) and \( \nabla u \in L^\infty(\mathbb{R}^n) \); see [22]. For each \( t \in \mathbb{R} \), we consider the family of translations \( u^t(x) = u(x',x_n+t) \). By the monotonicity and the regularity properties of \( u \), the family \( \{u^t\}_{t \in \mathbb{R}} \) is a field in the sense of Definition 4.1. Moreover, by the translation invariance of the equation, it is a field of extremals. Hence, we can apply Theorem 1.3 to conclude that \( u \) is a minimizer in the set of admissible functions \( \mathcal{A}_s \) with \( w = u \) in \( \Omega^c \).

**Appendix A. A Calibration for the Extension Problem of the Fractional Laplacian**

In this appendix we study minimizers of the energy functional \( \mathcal{E}_{s,F} \) by using the extension technique for the fractional Laplacian. The strategy is based on building a calibration for an auxiliary local energy \( \tilde{\mathcal{E}}_{s,F} \) in the extended space \( \mathbb{R}^{n+1}_+ = \mathbb{R}^n \times (0,\infty) \).

We point out that this construction did not give us, during the conception of our work, any a priori information about the form of a calibration written “downstairs” (i.e., in \( \mathbb{R}^n \)) for the original energy functional \( \mathcal{E}_{s,F} \). It was only after finding \( C_{s,F} \) by nonlocal arguments that we noticed how to deduce it, at least formally, from the extension problem.
We denote by \((x, z) \in \mathbb{R}^n \times \mathbb{R}\) points in \(\mathbb{R}^{n+1}\). Given a bounded domain \(\Omega \subset \mathbb{R}^n\), we say that a bounded set \(\tilde{\Omega} \subset \mathbb{R}^{n+1}\) is an extension of \(\Omega\) if \(\partial_0 \tilde{\Omega} := \partial \tilde{\Omega} \cap \{z = 0\} \subset \Omega\). It is well known that there is a strong connection between the nonlocal energy functional \(\mathcal{E}_{s,F}\) and the local one

\[
\tilde{\mathcal{E}}_{s,F}(W; \tilde{\Omega}) := \frac{d_s}{2} \int_{\tilde{\Omega}} z^{1-2s} |\nabla W(x, z)|^2 \, dx \, dz - \int_{\partial_0 \tilde{\Omega}} F(W(x, 0)) \, dx,
\]

where \(d_s\) is a positive normalizing constant. For this, given a function \(u\) defined in \(\mathbb{R}^n\) we consider \(U\) the solution of

\[
\begin{cases}
\text{div}(z^{1-2s} \nabla U) = 0 & \text{in } \mathbb{R}^n \times (0, \infty), \\
U = u & \text{on } \mathbb{R}^n.
\end{cases}
\]

Here, \(U\) is the so-called \(s\)-harmonic extension of \(u\). In [10, Lemma 7.2], Caffarelli, Roquejoffre, and Savin showed that \(u\) is a minimizer of \(\mathcal{E}_{s,F}\) among functions with the same exterior data as \(u\) in \(\Omega^c\) if and only if, for every extension domain \(\tilde{\Omega}\), the \(s\)-harmonic extension \(U\) of \(u\) is a minimizer of \(\tilde{\mathcal{E}}_{s,\cdot}(\cdot; \tilde{\Omega})\) among functions with the same boundary condition as \(U\) on \(\partial_t \tilde{\Omega} := \partial \tilde{\Omega} \cap \{z > 0\}\).

Taking into account this equivalence we can apply the classical theory of calibrations to the mixed Dirichlet-Neumann problem as explained in Remark 3.6. To do this, given a field \(\{u^t\}_{t \in I}\) in \(\mathbb{R}^n\), for some interval \(I \subset \mathbb{R}\), it is clear by the maximum principle that we can define a new field \(\{U^t\}_{t \in I}\) in \(\mathbb{R}^{n+1}\) where each leaf \(U^t\) is the \(s\)-harmonic extension of \(u^t\). Then, the functional

\[
\tilde{\mathcal{C}}_{s,F}(W; \tilde{\Omega}) := d_s \int_{\tilde{\Omega}} z^{1-2s} \left\{ \nabla U^t(x, z) \cdot \nabla W(x, z) - \frac{1}{2} |\nabla U^t(x, z)|^2 \right\}
\]

\[t=t(x,z,W(x,z)) \, dx \, dz - \int_{\partial_0 \tilde{\Omega}} F(W(x, 0)) \, dx\]

(A.1)

can be proved to be a calibration for \(\tilde{\mathcal{E}}_{s,F}\) and \(U\). Therefore, \(U\) is a minimizer of \(\tilde{\mathcal{E}}_{s,F}\), and by [10, Lemma 7.2] it follows that \(u\) is a minimizer of \(\mathcal{E}_{s,F}\).

We point out that although in this way we easily found a calibration for the local energy \(\tilde{\mathcal{E}}_{s,F}(\cdot; \tilde{\Omega})\), it was not clear at all how it translated into a calibration written "downstairs" for the original energy functional \(\mathcal{E}_{s,F}\). It was only after building the calibration \(\tilde{\mathcal{C}}_{s,F}\) by using purely nonlocal techniques that we discovered how to pass, at least formally, from \(\tilde{\mathcal{C}}_{s,F}(\cdot; \tilde{\Omega})\) to \(\mathcal{C}_{s,F}\). Let us explain this. First, as in Section 3,
for $t_0 \in I$, we rewrite (A.1) in the alternative form$^{18}$

$$
\tilde{C}_{s,F}(W; \tilde{\Omega}) = -d_s \int_\Omega \int_{U^{t_0}(x,z)} \text{div} \left( z^{1-2s} \nabla U^t(x,z) \right) \left|_{t=t(x,z,\lambda)} \right. \text{d}\lambda \text{d}z \text{d}x \\
+ \int_{\partial_0 \tilde{\Omega}} \int_{U^{t_0}(x,0)} \left\{ (-\Delta)^s u^t(x) - F'(u^t(x)) \right\} \left|_{t=(x,0,\lambda)} \right. \text{d}\lambda \text{d}x \\
+ d_s \int_{\partial_L \tilde{\Omega}} \int_{U^{t_0}(x,z)} \left| z^{1-2s} \nu_{\partial_L \tilde{\Omega}} \cdot \nabla U^t(x,z) \right| \left|_{t=(x,z,\lambda)} \right. \text{d}\lambda \text{d}\mathcal{H}^n(x,z) \\
+ \tilde{E}_{s,F}(U^{t_0}; \tilde{\Omega}),
$$

where $\nu_{\partial_L \tilde{\Omega}}$ is the exterior normal vector to the lateral boundary $\partial_L \tilde{\Omega}$. Finally, taking a sequence of extended domains $\tilde{\Omega}_i$ converging to the half-space $\mathbb{R}^{n+1}_+$, we recover the functional $C_{s,F}$ (up to an additive constant) as the formal limit of $\tilde{C}_{s,F}(:; \tilde{\Omega}_i)$.

**Appendix B. Other candidates for the fractional calibration**

In this section we discuss three other natural candidates to be a calibration for the energy functional

$$
\mathcal{E}_{s,F}(w) = \frac{c_{n,s}}{4} \int \int_{Q(\Omega)} \frac{|w(x) - w(y)|^2}{|x-y|^{n+2s}} \text{d}x \text{d}y - \int \int_{\Omega} F(w(x)) \text{d}x.
$$

We will be able to discard two of them since some of the calibration properties fail in these cases. Nevertheless, there is still one candidate for which we cannot determine whether it is a calibration or not.

Let us recall that the local counterpart of $\mathcal{E}_{s,F}$ is the functional

$$
\mathcal{E}_{1,F}(w) = \frac{1}{2} \int \Omega |\nabla w(x)|^2 \text{d}x - \int \Omega F(w(x)) \text{d}x,
$$

which admits the calibration

$$
\mathcal{C}_{1,F}(w) = \int \Omega \left( \nabla u^t(x) \cdot (\nabla w(x) - \nabla u^t(x)) + \frac{1}{2} |\nabla u^t(x)|^2 \right) \bigg|_{t=(x,w(x))} \text{d}x - \int \Omega F(w(x)) \text{d}x,
$$

a functional that can also be written as

$$
\mathcal{C}_{1,F}(w) = \int \Omega \left( \nabla u^t(x) \cdot \nabla w(x) - \frac{1}{2} |\nabla u^t(x)|^2 \right) \bigg|_{t=(x,w(x))} \text{d}x - \int \Omega F(w(x)) \text{d}x.
$$

$^{18}$Here, the first term is the one associated to the Euler-Lagrange operator of the local energy functional and vanishes by the definition of the field $U^t$. On the other hand, the second and third terms are the ones involving the Neumann operator for the extended problem.
Inspired by the form of $\mathcal{C}_{1,F}$, the first natural calibration candidate for $\mathcal{E}_{s,F}$ can be built replacing the gradient terms by differences and double integrals. That is, we let
\[
\mathcal{F}_{s,F}^1(w) := \frac{c_{n,s}}{2} \int_{Q(\Omega)} \frac{(u^t(x) - u^t(y))(w(x) - w(y))}{|x - y|^{n+2s}} \, dx \, dy \\
- \frac{c_{n,s}}{4} \int_{Q(\Omega)} \frac{|u^t(x) - u^t(y)|^2}{|x - y|^{n+2s}} \, dx \, dy - \int_\Omega F(w(x)) \, dx.
\]
By using Young’s inequality and the definition of the leaf-parameter function, one can directly conclude that $\mathcal{F}_{s,F}^1$ satisfies properties (C1) and (C2). It remains to check whether the null-Lagrangian property (C3) is satisfied, but we do not know how to answer this question. For the affirmative answer, the idea would be to use the usual nonlocal integration by parts technique to obtain the Euler-Lagrange equation on the leaves. However, since the leaf-parameter function $t$ depends on the variable $x$, we get remainder terms that we do not know how to treat. It is then natural to look for a counterexample. We looked at cases where an explicit field is available. For the trivial potential $F = 0$, for which $u^t(x) = x + t$ are extremals (even if not bounded), property (C3) does not fail. Hence, this case does not discard the candidate $\mathcal{F}_{s,F}^1$.

Another interesting example with explicit solutions is the Peierls-Nabarro model, corresponding to the case $n = 1$, $s = 1/2$, and $F(u) = 1 - \cos(u)$. Here the equation $(-\Delta)^{1/2} u = \sin(u)$ in $\mathbb{R}$ admits the field of extremals $u^t(x) = 2 \arctan(x + t)$. We do not know if the null-Lagrangian property holds for $\mathcal{F}_{s,F}^1$ in this concrete example.

It is also interesting to compare $\mathcal{F}_{s,F}^1$ with the calibration $\mathcal{C}_{s,F}$ constructed in Section 4. There, by the alternative expression for $\mathcal{C}_{s,F}$ derived in Lemma 4.4, we see that $\mathcal{F}_{s,F}^1(w)$ and $\mathcal{C}_{s,F}(w)$ would coincide if the following equality were true:
\[
- \lim_{\varepsilon \downarrow 0} \int_{Q(\Omega) \setminus \{|x-y| > \varepsilon\}} \int_{t(x,w(x))} \frac{\int_{t(x,w(x))}^{t(y,w(y))} (u^t(x) - u^t(y)) \partial_t u^t(y) \, dt}{|x - y|^{n+2s}} \, dx \, dy \\
= \int_{Q(\Omega)} \frac{(w(x) - u^t(x,w(x)))(u^t(x,w(x)) - w(y))}{|x - y|^{n+2s}} \, dx \, dy.
\]
However, we do not know how to prove or disprove this identity.

The functional $\mathcal{F}_{s,F}^1$ does not capture the symmetry in the variables $x$ and $y$ that has appeared in the two previous works on nonlocal calibrations [5, 21]. Hence, it is also natural to propose the following new candidate:
\[
\mathcal{F}_{s,F}^2(w) := \frac{c_{n,s}}{2} \int_{Q(\Omega)} \frac{(u^\tau(x) - u^\tau(y))(w(x) - w(y))}{|x - y|^{n+2s}} \, dx \, dy \\
- \frac{c_{n,s}}{4} \int_{Q(\Omega)} \frac{|u^\tau(x) - u^\tau(y)|^2}{|x - y|^{n+2s}} \, dx \, dy - \int_\Omega F(w(x)) \, dx.
\]
As in the preceding case, we can apply Young’s inequality and the definition of the leaf-parameter function to deduce that $\mathcal{F}_{s,F}^2$ satisfies properties (C1) and (C2). Nevertheless,
in this case we can discard it as a calibration since the null-Lagrangian property fails even when $F = 0$ and $u^t(x) = x + t$.

One could also think of a calibration candidate constructed by replacing the gradient terms in the local theory by fractional ones. That is,

$$ F_{s,F}^3 := \left\{ \nabla^s u^t(x) \cdot \nabla^s w(x) \text{ d}x - \frac{1}{2} |\nabla^s u^t(x)|^2 \right\}_{t=t(x,w(x))} \text{d}x - \int_{\Omega} F(w(x)) \text{d}x. $$

Here, the fractional gradient is defined as

$$ \nabla^s w(x) = \tilde{c}_{n,s} \int_{\mathbb{R}^n} \frac{w(x) - w(y)}{|x - y|^{n+s}} \frac{x - y}{|x - y|} \text{d}y. $$

This last candidate would be motivated by the identity

$$ \int_{\mathbb{R}^n} \nabla^s v(x) \cdot \nabla^s w(x) \text{d}x = \frac{c_{n,s}}{2} \int_{\mathbb{R}^n \times \mathbb{R}^n} \frac{(v(x) - v(y))(w(x) - w(y))}{|x - y|^{n+2s}} \text{d}x \text{d}y. $$

Nevertheless, a similar equality does not hold when restricting to a domain $\Omega$, i.e.,

$$ \int_{\Omega} \nabla^s v(x) \cdot \nabla^s w(x) \text{d}x \neq \frac{c_{n,s}}{2} \int_{\Omega} \frac{(v(x) - v(y))(w(x) - w(y))}{|x - y|^{n+2s}} \text{d}x \text{d}y. $$

Hence, $F_{s,F}^3$ does not satisfy property $(C1)$ and thus it is not a calibration for $E_{s,F}$.
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