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Abstract—Certain quantum codes allow logic operations to be performed on the encoded data, such that a multitude of errors introduced by faulty gates can be corrected. An important class of such operations are transversal, acting bitwise between corresponding qubits in each code block, thus allowing error propagation to be carefully limited. If any quantum operation could be implemented using a set of such gates, the set would be universal; codes with such a universal, transversal gate set have been widely desired for efficient fault-tolerant quantum computation. We study the structure of $GF(4)$-additive quantum codes and prove that no universal set of transversal logic operations exists for these codes. This result strongly supports the idea that additional primitive operations, based for example on quantum teleportation, are necessary to achieve universal fault-tolerant computation on additive codes.

I. INTRODUCTION

The study of fault-tolerant quantum computation is essentially driven by the properties of quantum codes – specifically, what logic operations can be implemented on encoded data, without decoding, and while controlling error propagation [1], [2], [3], [4]. Quantum code automorphisms, and their close relatives, transversal gates, are among the most widely used and simplest fault-tolerant logic gates; uncorrelated faults before and during such gates result in uncorrelated errors in the multi-qubit blocks. Transversal gates, in particular, are gates that act bitwise, such that they may be represented by tensor product operators in which the $j$th term acts only on the $j$th qubit from each block [5]. Much like in classical computation, not all gate sets can be composed to realize an arbitrary operation, however. It would be very desirable to find a universal transversal gate set, from which any quantum operation could be composed, because this could dramatically simplify resource requirements for fault-tolerant quantum computation [6], [7]. In particular, the accuracy threshold would likely improve, if any quantum computation could be carried out with transversal gates alone [8].

Many of the well-known $GF(4)$-additive codes (also known as stabilizer codes [9], [5]) have been exhaustively studied, for their suitability for fault tolerant quantum computation. However, no quantum code has yet been discovered, which has automorphisms allowing a universal transversal gate set. Specifically, an important subset, the CSS codes [9], [10], [11], all admit a useful two-qubit transversal primitive, the controlled-NOT (“CNOT”) gate, but each CSS code seems to lack some important element that would fill a universal set.

For example, the $[[n, k, d]] = [[7, 1, 3]]$ Steane code [10], based on a Hamming code and its dual, has transversal gates generating the Clifford group. This group is the finite group of symmetries of the Pauli group [4], and may be generated by the CNOT, the Hadamard, and the single-qubit phase gate. For the Steane code, a Clifford gate can be implemented by applying that gate (or its conjugate) to each coordinate [1]. Moreover, encoding, decoding, and error correction circuits for CSS codes can be constructed entirely from Clifford operations, and thus Clifford group gates are highly desirable for efficient fault-tolerant circuits. Unfortunately, it is well known that gates in the Clifford group are not universal for quantum computation, as asserted by the Gottesman-Knill theorem [4], [3]. In fact, Rains has shown that the automorphism group of any $GF(4)$-linear code (i.e. the CSS codes) lies in the Clifford group [12]. Because of this, and also exhaustive searches, it is believed that the Steane code, which is a $GF(4)$-linear code, does not have a universal set of transversal gates.

The set of Clifford group gates is not universal, but it is also well known that the addition of nearly any gate outside of this set (any “non-Clifford” gate) can complete a universal set [13]. For example, the single-qubit $\pi/8$, or $T = \text{diag}(1, e^{i\pi/4})$ gate, is one of the simplest non-Clifford gates which has widely been employed in fault-tolerant constructions. Codes have been sought which allow a transversal $T$ gate.

Since additive codes have a simple structure, closely related to the abelian subgroup of Pauli groups, transversal Clifford gates for such codes may be constructed systematically [5]. However, how to find non-Clifford transversal gates for a given code is not generally known. Some intriguing examples have been discovered, however. Strikingly, the $[[15, 1, 3]]$ CSS code constructed from a punctured Reed-Muller code has a transversal $T$ gate [14]. Rather frustratingly, however, this code does not admit a transversal Hadamard gate, thus leaving the Clifford gate set incomplete, and rendering the set of transversal gates on that code non-universal.

In fact, all known examples of transversal gate sets on quantum codes have been deficient in one way or another, leading to non-universality. Some of the known $[[n, 1, 3]]$ code results are listed in Table I. None of these codes listed, or known so far in the community, allows a universal set of transversal gates.

Considering the many unsuccessful attempts to construct a code with a universal set of transversal gates, it has been widely conjectured in the community that transversality and universality on quantum codes are incompatible; specifically, it is believed that no universal set of transversal gates exists, for any quantum code $Q$, even allowing for the possibility of
additional qubit permutation operations inside code blocks.

Our main result, given in Section III proves a special case of this “T versus U” incompatibility, where Q is a GF(4)-
additive code and coordinate permutations are not allowed. Our proof relies on earlier results by Rains [12] and Van den Nest [16],
generalized to multiple blocks encoded in additive quantum codes. In Section IV we prove T vs. U incompatibility for a single block of qubits encoded in a GF(4)-additive code, by clarifying the effect of coordinate permutations. In Section V we consider the allowable transversal gates on additive codes, using the proof technique we employ. We also present a simple construction based on classical divisible codes that yields many quantum codes with non-Clifford transversal gates on a single block. We begin in the next section with some preliminary definitions and terminology.

II. PRELIMINARIES

This section reviews definitions and preliminary results about additive codes [9], Clifford groups and universality, automorphism groups, and codes stabilized by minimal elements. Throughout the paper, we only consider GF(4)-additive codes, i.e. codes on qubits, leaving more general codes to future work. We use the stabilizer language to describe GF(4)-additive quantum codes, which are also called binary stabilizer codes.

A. Stabilizers and stabilizer codes

Definition 1: The n-qubit Pauli group $\mathcal{G}_n$ consists of all $4 \times 4^n$ operators of the form $R = \alpha_R R_1 \otimes \cdots \otimes R_n$, where $\alpha_R \in \{\pm 1, \pm i\}$ is a phase factor and each $R_i$ is either the 2 × 2 identity matrix $I$ or one of the Pauli matrices $X$, $Y$, or $Z$. A stabilizer $S$ is an abelian subgroup of the n-qubit Pauli group $\mathcal{G}_n$, which does not contain $-I$. A support is a subset of $[n] := \{1, 2, \ldots, n\}$. The support $\text{supp}(R)$ of an operator $R \in \mathcal{G}_n$ is the set of all $i \in [n]$ such that $R_i$ differs from the identity, and the weight $\text{wt}(R)$ equals the size $|\text{supp}(R)|$ of the support. The set of elements in $\mathcal{G}_n$ that commute with all elements of $S$ is the centralizer $C(S)$.

Example 1: We have the relation $[XXXX, ZZZZ] = 0$ where $XXXX = X^\otimes 4$ represents a tensor product of Pauli operators. Consider the stabilizer $S = \langle XXXX, ZZZZ \rangle$ where $\langle \cdot \rangle$ indicates a generating set, so

$$S = \{IIII, XXXX, ZZZZ, YYYY\}.$$

We have $\text{supp}(XXXX) = \{1, 2, 3, 4\}$ and $\text{wt}(XXXX) = 4$, for example. Finally, the centralizer is $C(S) = \langle S, ZZII, ZIZI, XIIX, XXII \rangle$.

A stabilizer consists of $2^n$ Pauli operators for some non-negative integer $m \leq n$ and is generated by $m$ independent Pauli operators. As the operators in a stabilizer are Hermitian and mutually commuting, they can be diagonalized simultaneously.

Definition 2: An n-qubit stabilizer code $Q$ is the joint eigenspace of a stabilizer $S(Q)$,

$$Q = \{ |\psi\rangle \in (\mathbb{C}^2)^{\otimes n} | R |\psi\rangle = |\psi\rangle, \forall R \in S(Q) \}$$

where each state vector $|\psi\rangle$ is assumed to be normalized. $Q$ has dimension $2^{n-m}$ and is called an $[n, k, d]$ stabilizer code, where $k = n - m$ is the number of logical qubits and $d$ is the minimum distance, which is the weight of the minimum weight element in $C(S) \setminus S$. The code $Q$ can correct errors of weight $t \leq \lfloor \frac{d-1}{2} \rfloor$.

Example 2: Continuing, we have

$$Q = \text{span}\{ |0000\rangle + |1111\rangle, |0011\rangle + |1100\rangle, |1010\rangle + |0101\rangle, |1001\rangle + |0110\rangle \}$$

so $n = 4$, $m = 2$, $\dim Q = 4$, and $k = 2$. From $C(S) \setminus S$, we see that $d = 2$. Therefore, $Q$ is a $[4, 2, 2]$ code.

Each set of $n$ mutually commuting independent elements of $C(S)$ stabilizes a quantum codeword and generates an abelian subgroup of the centralizer. This leads to the isomorphism $C(S)/S \cong \mathcal{G}_k$ that maps each element $X_i, Z_i \in \mathcal{G}_k$ to a coset representative $\bar{X}_i, \bar{Z}_i \in C(S)/S$ [5]. The isomorphism associates the $k$ logical qubits to logical Pauli operators $\bar{X}_i, \bar{Z}_i$ for $i = 1, \ldots, k$, and these operators obey the commutation relations of $\mathcal{G}_k$.

Example 3: One choice of logical Pauli operators for the $[[4, 2, 2]]$ code is $\bar{X}_1 = XIIX, \bar{Z}_1 = ZZZI, \bar{Z}_2 = XXII, \bar{Z}_2 = ZZII$. These satisfy the commutation relations of $\mathcal{G}_2$.

B. Universality

Stabilizer codes are stabilized by subgroups of the Pauli group, so some unitary operations that map the Pauli group to itself also map the stabilizer to itself, preserving the code space.

Definition 3: The n-qubit Clifford group $\mathcal{L}_n$ is the group of unitary operations that map $\mathcal{G}_n$ to itself under conjugation. One way to specify a gate in $\mathcal{L}_n$ is to give the image of a generating set of $\mathcal{G}_n$ under that gate. $\mathcal{L}_n$ is generated by the single qubit Hadamard gate,

$$H : (X, Z) \rightarrow (Z, X),$$

the single qubit Phase gate

$$P : (X, Z) \rightarrow (-Y, Z),$$
and the two-qubit controlled-not gate
\[
\text{CNOT} : (XI, IX, XX, ZI, IZ, ZZ) \rightarrow \quad (XX, IX, XI, ZI, ZZ, IZ)
\]
by the Gottesman-Knill theorem \[4, 3\].

**Definition 4:** A set of unitary gates \( G \) is (quantum) computationally universal if for any \( n \), any unitary operation \( U \in SU(2^n) \) can be approximated to arbitrary accuracy \( \epsilon \) in the sup operator norm \( \| \cdot \| \) by a product of gates in \( G \).

In notation, \( \forall \epsilon > 0, \exists V = V_1 \cdots V_n(\epsilon) \) where each \( V_i \in G \) s.t. \( ||V - U|| < \epsilon \). In this definition, gates in \( G \) may be implicitly mapped to isometries on the appropriate \( 2^n \)-dimensional Hilbert space.

The Gottesman-Knill theorem asserts that any set of Clifford group gates can be classically simulated and is therefore not (quantum) computationally universal. Quantum teleportation is one technique for circumventing this limit and constructing computationally universal sets of gates using Clifford group gates and measurements of Pauli operators [12, 13]. There is a large set of gates that arise in fault-tolerant quantum computing through quantum teleportation.

**Definition 5:** The \( C^{(n)}_k \) hierarchy is a set of gates that can be achieved through quantum teleportation and is defined recursively as follows:
\[
C^{(n)}_1 = G_n \quad \text{and} \quad C^{(n)}_k = \{ U \in SU(2^n) \mid U g U^\dagger \in C^{(n)}_{k-1} \forall g \in C^{(n)}_1 \},
\]
for \( k > 1 \). \( C^{(n)}_1 \) is a group only for \( k = 1 \) and \( k = 2 \) and \( C^{(n)}_2 = L_n \).

The Clifford group generators \( \{H, P, CNOT\} \) plus any other gate outside of the Clifford group is computationally universal [13]. For example, the gates \( T = \text{diag}(1, e^{i\pi/4}) \in C^{(1)}_3 \setminus C^{(1)}_2 \) and \( \text{TOFFOLI} \in C^{(3)}_3 \setminus C^{(2)}_2 \) are computationally universal when taken together with the Clifford group.

### C. Automorphisms of stabilizer codes

An automorphism is a one-to-one, onto map from some domain back to itself that preserves a particular structure of the domain. We are interested in quantum code automorphisms, unitary maps that preserve the code subspace and respect a fixed tensor product decomposition of the \( n \)-qubit Hilbert space. The weight distribution of an arbitrary operator with respect to the Pauli error basis \( G_n \) is invariant under these maps. With respect to the tensor product decomposition, we can assign each qubit a coordinate \( j \in [n] \), in which case the quantum code automorphisms are those local operations and coordinate permutations that correspond to logical gates. In some cases, these automorphisms correspond to the permutation, monomial, and/or field automorphisms of classical codes [19]. This section formally defines logical gates and quantum code automorphisms on an encoded block.

**Definition 6:** A unitary gate \( U \in SU(2^n) \) acting on \( n \) qubits is a logical gate on \( Q \) if \( [U, P_Q] = 0 \) where \( P_Q \) is the orthogonal projector onto \( Q \) given by
\[
P_Q = \frac{1}{2^m} \sum_{R \in S(Q)} R.
\]
Let \( V(Q) \) denote the set of logical gates on \( Q \). When \( Q \) is understood, we simply say that the gate \( U \) is a logical gate.

The logical gates \( V(Q) \) are a group that is homomorphic to \( SU(2^k) \) since it is possible to encode an arbitrary \( k \)-qubit state in the code.

**Example 4:** For the \([4,2,2]\) code, \( P_Q = \frac{1}{2}(I^{\otimes 4} + X^{\otimes 4} + Y^{\otimes 4} + Z^{\otimes 4}) \). Any unitary acting in the code manifold
\[
\alpha([0000] + [1111]) + \beta([0011] + [1100]) + \\
\gamma([1010] + [0101]) + \delta([0101] + [0110])
\]
is a logical gate.

**Definition 7:** The full automorphism group \( \text{Aut}(Q) \) of \( Q \) is the collection of all logical operations on \( Q \) of the form \( P_\pi U \) where \( P_\pi \) enacts the coordinate permutation \( \pi \) and \( U = U_1 \otimes \cdots \otimes U_n \) is a local unitary operation. The product of two such operations is a logical operation of the same form, and operations of this form are clearly invertible, so \( \text{Aut}(Q) \) is indeed a group. More formally, the full automorphism group \( \text{Aut}(Q) \) of \( Q \) is sometimes defined as the subgroup of logical operations contained in the semidirect product \( (S_n \times SU(2)^{\otimes n}, \nu) \), where \( \nu : S_n \rightarrow \text{Aut}(SU(2)^{\otimes n}) \) is given by
\[
\nu(\pi)(U_1 \otimes \cdots \otimes U_n) = U_{\pi(1)} \otimes \cdots \otimes U_{\pi(n)}
\]
and \( S_n \) is the symmetric group of permutations on \( n \) items. The notation \( S_n \times SU(2)^{\otimes n} \) is sometimes used. When \( \text{Aut}(Q) \) is considered as a semidirect product group, an element \((\pi, U_1 \otimes \cdots \otimes U_n) \in \text{Aut}(Q) \) acts on codewords as \( U_1 \otimes \cdots \otimes U_n \) and on coordinate labels as \( \pi \). The product of two automorphisms in \( \text{Aut}(Q) \) is
\[
(\pi_1 \otimes U_1)(\pi_2 \otimes V) = (\pi_1 \pi_2)(U_{\pi_2(1)} V_1 \otimes \cdots \otimes U_{\pi_2(n)} V_n),
\]
by definition of the semidirect product.

The full automorphism group contains several interesting subgroups. Consider the logical gates that are local
\[
\text{LU}(Q) = \{ U \in V(Q) \mid U = \otimes_{i=1}^n U_i, U_i \in SU(2) \}
\]
and the logical gates that are implemented by permutations
\[
\text{PAut}(Q) = \{ \pi \in S_n \mid P_\pi \in V(Q) \}
\]
where \( P_\pi : S_n \rightarrow SU(2^n) \) is defined by \( P_\pi |\psi_1 \psi_2 \cdots \psi_n\rangle = |\psi_{\pi(1)} \psi_{\pi(2)} \cdots \psi_{\pi(n)}\rangle \) on the computational basis states. The semidirect product of these groups is contained in the full automorphism group, i.e. \( \text{PAut}(Q) \rtimes \text{LU}(Q) \subseteq \text{Aut}(Q) \). In other words, the elements of this subgroup are products of automorphisms for which either \( P_\pi = I \) or \( U = I \), in the notation of the definition. In general, \( \text{Aut}(Q) \) may be strictly larger than \( \text{PAut}(Q) \rtimes \text{LU}(Q) \), as happens with the family of Bacon-Shor codes [8]. The automorphism group of \( Q \) as a GF(4)-additive classical code is a subgroup of the full automorphism group, since classical automorphisms give rise to quantum automorphisms in the Clifford group.

**Example 5:** For the \([4,2,2]\) code, \( \text{LU}(Q) = \langle P^{\otimes 4}, H^{\otimes 4} \rangle \cong S_3 \) and \( \text{PAut}(Q) = S_4 \). Furthermore, the full automorphism group \( \text{Aut}(Q) = S_4 \times S_3 \) equals the automorphism group of the \([4,2,2]\) as a GF(4)-additive code and \( \text{PAut}(Q) \rtimes \text{LU}(Q) = \text{Aut}(Q) \).
D. Fault-tolerance and multiple encoded blocks

As we alluded to earlier, the reason we find \(\text{Aut}(Q)\) interesting is because gates in \(\text{Aut}(Q)\) are “automatically” fault-tolerant. Fault-tolerant gate failure rates are at least quadratically suppressed after error-correction. Given some positive integer \(t' \leq t\), two properties are sufficient (but not necessary) for a gate to be fault-tolerant. First, the gate must take a weight \(w\) Pauli operator, \(0 \leq w \leq t'\), to a Pauli operator with weight no greater than \(w\) under conjugation. Second, if \(w\) unitaries in the tensor product decomposition of the gate are replaced by arbitrary quantum operations acting on the same qubits, then the output deviates from the ideal output by the action of an operator with weight no more than \(w\). Gates in \(\text{Aut}(Q)\) have these properties for any \(t' \in \mathbb{N}\) if we consider the permutations to be applied to the qubit labels rather than the quantum state.

We are also interested in applying logic gates between multiple encoded blocks so that it is possible to simulate a large logical computation using any stabilizer code we choose. In general, each block can be encoded in a different code. Logic gates between these blocks could take inputs encoded in one code to outputs encoded in another, as happens with some logical gates on the polynomial codes [20] or with code teleportation [17].

In this paper, we only consider the simplest situation where blocks are encoded using the same code and gates do not map between codes. Our multiblock case with \(r\) blocks has \(r\) \(k\) qubits encoded in the code \(Q^{\otimes r}\) for some positive integer \(r\). The notion of a logical gate is unchanged for the multiblock case: \(Q\) is replaced by \(Q^{\otimes r}\) in the prior definitions. However, the fault-tolerance requirements become: (1) a Pauli operator with weight \(w_i\) on input block \(i\) and \(\sum_i w_i \leq t'\) conjugates to a Pauli operator with weight no greater than \(\sum_i w_i\) on each output block and (2) if \(w \leq t'\) unitaries in the tensor product decomposition of the gate are replaced by arbitrary quantum operations acting on the same qubits, then each output block may deviate from the ideal output by no more than a weight \(w\) operator.

Gates in \(\text{Aut}(Q^{\otimes r})\) are also fault-tolerant, since the only new behavior comes from the fact that \(\text{PAut}(Q^{\otimes r})\) is not generally equal to \(\text{PAut}(Q^{\otimes r})\). However, \(\text{Aut}(Q^{\otimes r})\) does not contain all of the fault-tolerant gates on \(r\) blocks because we can interquibts in different blocks and still satisfy the fault-tolerance properties.

Definition 8: A transversal \(r\)-qubit gate on \(Q^{\otimes r}\) is a unitary gate \(U \in \mathbb{V}(Q^{\otimes r})\) such that

\[
U = \bigotimes_{j=1}^{n} U_j,
\]

where \(U_j \in SU(2^r)\) only acts on the \(j\)th qubit of each block. Let \(\text{Trans}(Q^{\otimes r})\) denote the \(r\)-qubit transversal gates.

More generally, we could extend the definition of transversality to allow coordinate permutations, as in the case of code automorphisms, and still satisfy the fault-tolerance properties given above. However, we keep the usual definition of transversality and do not make this extension here.

E. Codes stabilized by minimal elements and the minimal support condition

Definition 9: A minimal support of \(S(Q)\) is a nonempty set \(\omega \subseteq \mathbb{N}\) such that there exists an element in \(S(Q)\) with support \(\omega\), but no elements exist with support strictly contained in \(\omega\) (excluding the identity element, whose support is the empty set). An element in \(S(Q)\) with minimal support is called a minimal element. For each minimal support \(\omega\), let \(S_{\omega}(Q)\) denote the stabilizer generated by minimal elements with support \(\omega\) and let \(Q_{\omega}\) denote the minimal code associated to \(\omega\), stabilized by \(S_{\omega}(Q)\). Let \(\mathcal{M}(Q)\) denote the minimal support subgroup generated by all minimal elements in \(S(Q)\).

Example 6: Consider the \([5,1,3]\) code \(Q\) whose stabilizer is generated by \(XZZXI\) and its cyclic shifts. Every set of 4 contiguous coordinates modulo the boundary is a minimal support: \{1,2,3,4\}, \{2,3,4,5\}, \{3,4,5,1\}, etc. The minimal elements with support \(\omega = \{1,2,3,4\}\) are \(XZZXI\), \(YXXYI\), and \(ZYYZI\). Therefore, the minimal code \(Q_{\omega}\) is stabilized by \(S_{\omega}(Q) = (XZZXI,YXXYI)\). This code is a \([4,2,2]\) code, since this \([4,2,2]\) code is locally equivalent to the code stabilized by \((XZZXI,YXXYI)\) by the equivalence \(I \otimes C \otimes C \otimes I\), where \(C : X \mapsto Y \mapsto Z \mapsto X\) by conjugation. The \([5,1,3]\) code is the intersection of its minimal codes, meaning \(Q = \bigcap Q_{\omega}\) and \(S(Q) = \bigcap S_{\omega}(Q)\) where the intersection and product run over the minimal supports. Furthermore, \(\mathcal{M}(Q) = S(Q)\).

Given an arbitrary support \(\omega\), the projector \(\rho_{\omega}(Q)\) obtained by taking the partial trace of \(P_Q\) over \(\omega := \mathbb{N} \setminus \omega\) is

\[
\rho_{\omega}(Q) = \frac{1}{B_{\omega}(Q)} \sum_{R \in S(Q), \text{supp}(R) \subseteq \omega} \text{Tr}_\omega R,
\]

where \(B_{\omega}(Q)\) is the number of elements of \(S\) with support contained in \(\omega\) including the identity. The projector \(\rho_{\omega}(Q) \otimes I_{\omega}\) projects onto a subscode \(Q_{\omega}\) of \(Q\), \(Q \subseteq Q_{\omega}\), that is stabilized by the subgroup \(S_{\omega}(Q)\) of \(S(Q)\).

Example 7: For the \([5,1,3]\) code, \(P_{\{1,2,3,4\}} = \frac{1}{4}(III + XZZZ + YXXY + ZYYZ) \equiv P_{\{4,2,3\}}\).

Definition 10: If \(Q, Q'\) are stabilizer codes, a gate \(U = U_1 \otimes \cdots \otimes U_n\) satisfying \(U|\psi\rangle = |\psi'\rangle \in Q'\) for all \(|\psi\rangle \in Q\) is a local unitary (LU) equivalence from \(Q\) to \(Q'\) and \(Q'\) are called locally equivalent codes. If each \(U_i \in L_i\) then \(Q\) and \(Q'\) are called locally Clifford equivalent codes and \(U\) is a local Clifford (LC) equivalence from \(Q\) to \(Q'\). In this paper, we sometimes use these terms when referring to the projectors onto the codes as well.

The following results are applied in Section III.

Lemma 1 (12]): Let \(Q\) be a stabilizer code. If \(U = U_1 \otimes \cdots \otimes U_n\) is a logical gate for \(Q\) then \(U_{\omega} \rho_{\omega}(Q)\) = 0 for all \(\omega\), where \(U_{\omega} = \otimes_{i \in \omega} U_i\). More generally, if \(Q'\) is another stabilizer code and \(U\) is a local equivalence from \(Q\) to \(Q'\) then

\[
U_{\omega} \rho_{\omega}(Q) U_{\omega}^\dagger = \rho_{\omega}(Q')
\]

for all \(\omega\).

Proof: \(U\) is a local gate, so

\[
\text{Tr}_\omega U_{\omega} P_Q U_{\omega}^\dagger = U_{\omega} (\text{Tr}_\omega P_Q) U_{\omega}^\dagger = U_{\omega} \rho_{\omega}(Q) U_{\omega}^\dagger.
\]

Since \(U\) maps from \(Q\) to \(Q'\), we obtain the result.
By examining subcodes, we can determine if a given gate can be a logical gate using Lemma 1. In particular, if \( U \) is not a logical gate for each minimal code of \( Q \), then \( U \) cannot be a logical gate for \( Q \).

**Definition 11:** A stabilizer code is called **free of Bell pairs** if it cannot be written as a tensor product of a stabilizer code and a \([2, 0, 2] \) code (a Bell pair). A stabilizer code \( S \) is called **free of trivially encoded qubits** if for each \( j \in [n] \) there exists an element \( s \in S \) such that the \( j \)-th coordinate of \( s \) is not the identity matrix, i.e. if \( S \) cannot be written as a tensor product of a stabilizer code and a \([1, 1, 1] \) code (a trivially encoded qubit).

Let \( m(Q) \) be the union of the minimal supports of a stabilizer code \( \omega \). The following theorem is a major tool in the solution of our main problem.

**Theorem 1 ([12], [15]):** Let \( Q, Q' \) be \([n, k, d] \) stabilizer codes, not necessarily distinct, that are free of Bell pairs and trivially encoded qubits, and let \( j \in m(\omega) \). Then any local equivalence \( U \) from \( Q \) to \( Q' \) must have either \( U_j \in S_1 \) or \( U_j = \text{Le}^{a\theta R} \) for some \( L \in S_1 \), some angle \( \theta \), and some \( R \in \mathcal{G}_1 \).

**Proof:** For completeness, we include a proof of this theorem here, though it can be found expressed using slightly different language in [12], [15], and [21]. The proof requires several results about the minimal subcodes of a stabilizer code that we present as Lemmas within the proof body.

First of these results shows that each minimal subcode is either a quantum error-detecting code or a “classical” code with a single parity check, neglecting the \([\omega, \omega, 1] \) part of the space.

**Lemma 2:** Let \( A_\omega(Q) \) denote the cardinality of the set of elements \( s \in S \) with support \( \omega \) and let \( Q \) be a stabilizer code with stabilizer \( S \). If \( \omega \) is a minimal support of \( S \), then exactly one of the following is true:

(i) \( A_\omega(Q) = 1 \) and \( \rho_\omega(Q) \) is locally Clifford equivalent to
\[
\rho_{[[\omega], [\omega^1-1, 1]]} := \frac{1}{2} I \left( I \otimes I + Z \otimes I \right),
\]

a projector onto a \([[[\omega], [\omega^1-1, 1]]] \) stabilizer code \( Q_{[[\omega], [\omega^1-1, 1]]} \);

(ii) \( A_\omega(Q) = 3 \), \( |\omega| \) is even, and \( \rho_\omega(Q) \) is locally Clifford equivalent to
\[
\rho_{[[2m, 2m-2, 2]]} := \frac{1}{2} I \left( I \otimes I + X \otimes I \right)
+ (-1)^{|\omega|/2} Y \otimes I + Z \otimes I)\],

a projector onto a \([[[2m, 2m-2, 2]]] \) stabilizer code \( Q_{[[2m, 2m-2, 2]]} \).

**Proof:** For any minimal support \( \omega \), \( A_\omega(Q) \) \( \geq 1 \). If \( A_\omega(Q) = 1 \) then \( S_\omega(Q) \) is generated by a single element and we are done. If \( A_\omega(Q) \geq 2 \), let \( M_1, M_2 \in S_\omega(Q) \setminus \{I\} \) be distinct elements. These elements must satisfy \( I \neq (M_1)^j \neq (M_2)^j \neq I \) for all \( j \in \omega \), otherwise \( \text{supp}(M_1 M_2) \) is strictly contained in \( \omega \), contradicting the fact that \( \omega \) is a minimal support. It follows that \( \text{supp}(M_1 M_2) = \omega \) and \( \{ (M_1)^j, (M_2)^j \} \) equals \( \{X, Y, Z\} \) up to phase for all \( j \in \omega \). Therefore, \( I, M_1, M_2 \), and \( M_1 M_2 \) are the only elements in \( S_\omega(Q) \). Indeed, suppose there exists a fourth element \( N \in S_\omega(Q) \). Fixing any \( j_0 \in \omega \), either \( (M_1)^j_0 \), \( (M_2)^j_0 \), or \( (M_1 M_2)^j_0 \) equals \( N_0 \), say \( (M_1)^j_0 \neq N_0 \). Then \( \text{supp}(M_1 N) \) is strictly contained in \( \omega \), a contradiction. Therefore, if \( A_\omega(Q) \geq 2 \) then \( A_\omega(Q) = 3 \). The number of coordinates in the support \( |\omega| \) must be even since \( M_1 \) and \( M_2 \) commute.

The next result shows that any local equivalence between two \([2m, 2m-2, 2] \) stabilizer codes with the same \( m \geq 2 \) must be a local Clifford equivalence. In the \( m = 1 \) special case, we have a \([2, 0, 2] \) code, i.e. a Bell pair locally Clifford equivalent to the state \(((00) + (11))/\sqrt{2}, \) for which the result does not hold because \( V \otimes V \) is a local equivalence of the \([2, 0, 2] \) for any \( V \in SU(2) \). This special case is the reason for introducing the definition of a stabilizer code that is free of Bell pairs.

**Lemma 3:** Fix \( m \geq 2 \) and let \( Q, Q' \) be stabilizer codes that are LC equivalent to \( Q_{[2m, 2m-2, 2]} \). If \( U \in U(2)^{\otimes 2m} \) is a local equivalence from \( Q \) to \( Q' \) then \( U \in L_{2m} \).

**Proof:** We must show that every \( U \in U(2)^{\otimes 2m} \) satisfying \( U|_{[2m, 2m-2, 2]} U^\dagger = \rho_{[2m, 2m-2, 2]} \) is a local Clifford operator. Recall that any 1-qubit unitary operator \( V \in U(2) \) acts on the Pauli matrices as
\[
\sigma_a \mapsto V \sigma_a V^\dagger = o_{ax} X + o_{ay} Y + o_{az} Z,
\]
for every \( a \in \{x, y, z\} \) and where \( o_{ax} \in SO(3) \). In the standard basis \( \{0\}, \{1\}, \{2\} \) of \( \mathbb{R}^3 \), the matrix
\[
X \otimes 2m + (-1)^m Y \otimes 2m + Z \otimes 2m
\]
(17)
is associated to the vector
\[
v := (00 \ldots 0) + (-1)^m (11 \ldots 1) + (22 \ldots 2) \in (\mathbb{R}^3)^{\otimes 2m}
\]
acting on the second qubit (second copy of \( \mathbb{R}^3 \)). The matrix \( v^T T \) has 9 nonzero elements, and the partial trace over the last \( 2m - 2 \) qutrits gives
\[
\text{Tr}_{[3,4,\ldots,2m]}(v^T T) = |00\rangle|00\rangle + |11\rangle|11\rangle + |22\rangle|22\rangle.
\]
(20)
Hence the matrix in Eq. (19) equals the rank one projector \( |0\rangle\rangle^T \). Therefore, if \( Ov = v \) then the operator
\[
|0\rangle\rangle_1 \text{Tr}_{[3,4,\ldots,2m]}(Ov^T O^T) |0\rangle\rangle_0
\]
(21)
equals \( |0\rangle\rangle \) as well. The operator is given by the matrix
\[
O_{2m}(01 \cdots I) \text{Tr}_{[3,4,\ldots,2m]}(v^T T) (O^T \otimes I) |0\rangle\rangle_0
\]
(22)
equals
\[
O_2 \begin{pmatrix} O_1 & 0 \\ 0 & O_1 \end{pmatrix}
\]
(23)
where we have factored \( O_2 \) to the outside. The matrix within Eq. (23) equals the rank one projector \( O_2^T |0\rangle\rangle_0 |0\rangle\rangle_0 \) if and only if exactly one of the elements \( O_{1,00}, O_{1,01}, \) or \( O_{1,02} \) is nonzero. Repeating the argument for every row of \( O_1 \).
by considering the operators $(i\|1 \operatorname{Tr}_{\{3,4,\ldots,n\}} (Ov^T O^T)|i\rangle, i \in \{0,1,2\}$, shows that every row of $O_1$ has exactly one nonzero entry. $O_1$ is nonsingular therefore $O_1$ is a monomial matrix. The vector $v$ is symmetric so repeating the analogous argument for each operator $O_i, i \in \{2m\}$, completes the proof.

Now we can complete the proof of Theorem 1. Let $Q, Q'$ be stabilizer codes, let $U$ be a local equivalence from $Q$ to $Q'$, and take a coordinate $j \in m(Q)$. There is at least one element $M \in \mathcal{M}(Q)$ with $j \in \omega := \text{supp}(M)$. Either $A_\omega(Q) = 1$ or $A_\omega(Q) = 3$ by Lemma 2.

If $A_\omega(Q) = 3$ then $\rho_\omega(Q)$ is LC equivalent to $\rho_{\{|\omega\rangle\langle\omega|, -2|\omega\rangle\langle\omega|-\omega\rangle\langle\omega|\}}$. Moreover, as $Q$ is locally equivalent to $Q'$, $\omega$ is also a minimal support of $S(Q')$ with $A_\omega(Q') = 3$. Therefore, $\rho_\omega(Q')$ is local Clifford equivalent to $\rho_{\{|\omega\rangle\langle\omega|, -2|\omega\rangle\langle\omega|-\omega\rangle\langle\omega|\}}$. By Lemma 1, $U_\omega$ maps $\rho_\omega(Q)$ to $\rho_\omega(Q')$ under conjugation. Note that we must have $|\omega| > 2$, otherwise $Q$ is not free of Bell pairs. Since $|\omega|$ is even, $|\omega| > 4$. By Lemma 3, $U_\omega \in \mathcal{L}_\omega$ so $U_j \in \mathcal{L}_j$.

If $A_\omega(Q) = 1$ and there are elements $R_1, R_2, R_3 \in \mathcal{M}(Q)$ such that $(R_1)_j = X$, $(R_2)_j = Y$, and $(R_3)_j = Z$, then there exists another minimal element $N \in \mathcal{M}(Q)$ such that $j \in \mu := \text{supp}(N)$ and $M_j \neq N_j$. If $A_\mu(Q) = 3$ then we can apply the previous argument to conclude that $U_j \in \mathcal{L}_j$.

Otherwise, $A_\mu(Q) = 1$ and

$$\rho_\omega(Q) = \frac{1}{2|\omega|} (I^{|\omega|} + M_\omega) \quad (24)$$

$$\rho_\mu(Q) = \frac{1}{2|\mu|} (I^{|\mu|} + M_\mu). \quad (25)$$

Since $\omega$ and $\mu$ are also minimal supports of $S(Q')$ with $A_\omega(Q') = 1$ and $A_\mu(Q') = 1$, there exist unique $M', N' \in S(Q')$ such that

$$\rho_\omega(Q') = \frac{1}{2|\omega|} (I^{|\omega|} + M'_\omega) \quad (26)$$

$$\rho_\mu(Q') = \frac{1}{2|\mu|} (I^{|\mu|} + N'_\mu). \quad (27)$$

Applying Lemma 1 to $U_j$ and $U_\omega$, we have

$$U_j M_j U_j^\dagger = \pm M'_j \quad (28)$$

$$U_j N_j U_j^\dagger = \pm N'_j \quad (29)$$

from Eqs. 24-27. These identities show that $U_j \in \mathcal{L}_j$.

Finally, if $A_\omega(Q) = 1$ and $R = (R_1)_j = (R_2)_j$ for any $R_1, R_2 \in \mathcal{M}(Q)$ then any minimal support $\mu$ such that $j \in \mu$ satisfies $A_\mu(Q) = 1$. Applying Lemma 1 to $U_\mu$, we have

$$U_j R U_j^\dagger = \pm R' \quad (30)$$

for some $R' \in \{X, Y, Z\}$. Choose $L \in \mathcal{L}_j$ such that $LR L = R'$. Then $U_j = L e^{i\theta R}$ and the proof of Theorem 1 is complete.

for coordinates which are not covered by minimal supports of $S$, the results in Sec. II-E tell us nothing about the allowable form of $U_j$ for a transversal gate $U = \bigotimes_{j=1}^n U_j$, so we need another approach for these coordinates.

Let $S_j = \{R \mid R \in S(Q), j \in \text{supp}(R)\}$ and define the “minimal elements” of this set to be $S_j = \{R \in \mathcal{L}_j \mid \exists R' \in S_j \text{ s.t. supp}(R') \subset \text{supp}(R)\}$. Note that these sets do not define codes because they are not necessarily groups.

**Lemma 4:** If $j$ is not contained in any minimal support of $S$, then for any $R, R' \in \mathcal{M}(S_j)$ such that the $j$th coordinates satisfy $R_j \neq R'_j$, we must have $\text{supp}(R) \neq \text{supp}(R')$.

**Proof:** We prove by contradiction. If there exist $R, R' \in \mathcal{M}(S_j)$ such that $R_j \neq R'_j$ and $\text{supp}(R) = \text{supp}(R') = \omega$, then up to a local Clifford operation, we have $R = X^{|\omega|}$ and $R' = Z^{|\omega|}$. Without loss of generality, assume $j = 1$. Since $\omega$ is minimal in $S_j$ but not minimal in $S$, there exists an element $F \in S \setminus S_j$ whose support supp$(F) = \omega'$ is strictly contained in $\omega$, i.e. $\omega' \subseteq \omega$. Since $F$ is not in $S_j$, $RF, RF', R'RF \in \mathcal{M}(S_j)$. However, one of $RF, RF', R'RF \in \mathcal{M}(S_j)$ will have support that is strictly contained in $\omega$, contradicting the fact that $\omega$ is a minimal support of $S_j$.

**Lemma 5:** If $j$ is not contained in any minimal support of $S$, then for any transversal gate $U = \bigotimes_{j=1}^n U_j$, one of the following three relations is true: $U_j X_j U_j^\dagger = \pm X_j, U_j Y_j U_j^\dagger = \pm Y_j, U_j Z_j U_j^\dagger = \pm Z_j$. In other words, $U_j = L e^{i \theta_j R}$ for some $L \in \mathcal{L}_j$, some angle $\theta_j$, and some $R \in \mathcal{L}$.

**Proof:** For any element $R \in \mathcal{M}(S_j)$ with a fixed support $\omega$, we have $R_j = Z$ up to local Clifford operations by Lemma 3. Tracing out all the qubits in $\omega$, we get a reduced density matrix $\rho_\omega$ with the form

$$\rho_\omega = \frac{1}{2|\omega|} (I_j \otimes R_1 + Z_j \otimes R_Z), \quad (31)$$

where $R_1$ and $Z_2$ are linear operators acting on the other $\omega \setminus \{j\}$ qubits. Since $U_\omega \rho_\omega U_\omega^\dagger = \rho_\omega$, we have $U_j Z_j U_j^\dagger = \pm Z_j$.

The following corollary about the elements of the automorphism group of a stabilizer code is immediate from Lemma 5.

After this work was completed, we learned that the same statement was independently obtained by D. Gross and M. Van den Nest [23] and that the theorem was first proved in the diploma thesis of D. Gross [24].

**Corollary 1:** $U \in \text{Aut}(Q)$ for a stabilizer code $Q$ iff

$$U = L \left( \bigotimes_{j=1}^n \text{diag}(1, e^{i \theta_j}) \right) R^j P_\pi \in \mathcal{V}(Q) \quad (32)$$

for some local Clifford unitaries $L = L_1 \otimes \cdots \otimes L_n$, $R = R_1 \otimes \cdots \otimes R_n$, product of swap unitaries $P_\pi$ enacting the coordinate permutation $\pi$, and angles $\{\theta_1, \ldots, \theta_n\}$.

**III. TRANSVERSALITY VERSUS UNIVERSALITY**

In this section we prove that there is no universal set of transversal gates for binary stabilizer codes.

**Definition 12:** A set $A \subseteq \mathcal{V}(Q^{|\omega|})$ is encoded computationally universal if, for any $n$, given $U \in \mathcal{V}(Q^{|\omega|}),$

$$\forall \epsilon > 0, \exists V_1, \ldots, V_m \in A, \text{ s.t. } \| U P_\omega | V_i \rangle \langle V_i |^{\otimes n} - P_\omega | V_i \rangle \langle V_i |^{\otimes n} \| < \epsilon. \quad (33)$$
Gates in A may be implicitly mapped to isometries on the appropriate Hilbert space, as in Definition 4.

**Theorem 2:** For any stabilizer code Q that is free of Bell pairs and trivially encoded qubits, and for all \( r \geq 1 \), \( \text{Trans}(Q^{\otimes r}) \) is not an encoded computationally universal set of gates for even one of the logical qubits of Q.

**Proof:** We prove this theorem by contradiction. We first assume that we can perform universal quantum computation on at least one of the qubits encoded into Q using only transversal gates. Then, we pick an arbitrary minimum weight element \( \alpha \in C(S) \setminus S \), and perform appropriate transversal logical Clifford operations on \( \alpha \). Finally, we will identify an element in \( C(S) \setminus S \) that has support strictly contained in \( \text{supp}(\alpha) \). This contradicts the fact that \( \alpha \) is a minimal weight element in \( C(S) \setminus S \), i.e. that the code has the given distance \( d \).

We first prove the theorem for A) the single block case and then generalize it to B) the multiblock case.

**A. The single block case (r = 1)**

The first problem we encounter is that general transversal gates, even those that implement logical Clifford gates, might not map logical Pauli operators back into the Pauli group. This behavior potentially takes us outside the stabilizer formalism.

**Definition 13:** The generalized stabilizer \( \mathcal{I}(Q) \) of a quantum code Q is the group of all unitary operators that fix the code space, i.e.

\[
\mathcal{I}(Q) = \{ U \in SU(2^n) \mid U|\psi\rangle = |\psi\rangle, \ \forall |\psi\rangle \in Q \}.
\]

The transversal \( T \) gate on the 15-qubit Reed-Muller code is one example of this problem since it maps \( X = X^{\otimes 15} \) to an element \( (\frac{1}{\sqrt{2}}(X - Y))^{\otimes 15} \). This element is a representative of \( \frac{1}{\sqrt{2}}(X + Y) \) but has many more terms in its expansion in the Pauli basis. These terms result from an operator in the generalized stabilizer \( \mathcal{I} \).

The 9-qubit Shor code gives another example. A basis for this code is

\[
|0/1\rangle \propto (|000\rangle + |111\rangle)^{\otimes 3} \pm (|000\rangle - |111\rangle)^{\otimes 3},
\]

(34)

from which it is clear that \( e^{i\theta_Z}e^{-i\theta_Z} \in \mathcal{I}(Q_{\text{Shor}}) \setminus S \). This gate does not map \( X = X^{\otimes 9} \) back to the Clifford group, even though it is both transversal and logically an identity gate in the logical Clifford group.

In spite of these possibilities, we will now see that we can avoid further complication and stay within the powerful stabilizer formalism.

First, we review a well-known fact about stabilizer codes.

**Lemma 6:** Let \( S = \{ M_1, \ldots, M_{n-k} \} \) be the stabilizer of an \([n,k,d]\) code Q. For any n-qubit Pauli operator \( R \notin C(S) \), we have \( P_QRP_Q = 0 \) where \( P_Q \) is the projector onto the code subspace.

**Proof:** We have

\[
P_Q \propto \prod_{i=1}^{n-k} (I + M_i) \quad \text{and} \quad P_QR \propto R \prod_{i=1}^{n-k} (I + (-1)^{r(i)}M_i),
\]

where \( r(i) = 0 \) if \( R \) commutes with \( M_i \), and \( r(i) = 1 \) if \( R \) anticommutes with \( M_i \). \( R \notin C(S) \) so \( r(i) = 1 \) for at least one \( i \), and \((I - M_i)(I + M_i) = 0\), which gives \( P_QRP_Q = 0 \). ■

**Lemma 7:** Let \( Q \) be a stabilizer code with stabilizer \( S \) and let \( \alpha \in C(S) \setminus S \) be a minimum weight element in \( C(S) \setminus S \). Without loss of generality, \( \alpha \in \tilde{X}_1S \) (the \( \tilde{X}_1 \) coset of \( S \)), where the subscript indicates what logical qubit the logical operator acts on. If the logical Clifford operations \( \tilde{H}_1 \) and \( \tilde{P}_1 \) on the first encoded qubit are transversal, then there exists \( \beta, \gamma \in C(S) \setminus S \) such that \( \tilde{H}_1 \gamma = \tilde{Y}_1 \tilde{S} \), \( \gamma \in \tilde{Y}_1 \tilde{S} \) and \( \text{supp}(\alpha) = \text{supp}(\beta) = \text{supp}(\gamma) \).

**Proof:** \( \tilde{H}_1 \) is transversal, so \( \beta'' := \tilde{H}_1 \alpha \tilde{H}_1^\dagger \in \tilde{Z}_1 \tilde{I} \) and \( \xi := \text{supp}(\alpha) = \text{supp}(\beta'') \). Expand \( \beta'' \) in the basis of Pauli operators

\[
\beta'' = \sum_{R \in C(S), \text{supp}(R) \subseteq \xi} b_R R + \sum_{R \in C(S) \setminus \text{supp}(\beta)} b_R' R',
\]

(35)

where \( b_R, b_R' \in \mathbb{C} \). By Lemma 6 \( b_R \neq 0 \) for at least one \( R \in C(S) \) in the first term of Eq. (35). The operator \( \beta := P_Q \beta'' P_Q \in \tilde{Z}_1 \tilde{I} \) is a linear combination of elements of \( C(S) \),

\[
\beta' = \sum_{R \in C(S) \setminus S, \text{supp}(R) = \xi} b_R R + \sum_{R \in S, \text{supp}(R) \subseteq \xi} b_R' R',
\]

(36)

where the terms \( R \in C(S) \setminus S \) must have support \( \xi \) since \( \alpha \) has minimum weight in \( C(S) \setminus S \). Considering the action of \( \beta' \) on a basis of \( Q \), it is clear that there is a term \( \beta \beta \) where \( b_R \neq 0, \beta \in \tilde{Z}_1 \tilde{S} \), and \( \text{supp}(\beta) = \xi \).

Similarly, since \( \tilde{P}_1 \) is transversal, there must exist \( \gamma \in \tilde{Z}_1 \tilde{S} \), and \( \text{supp}(\gamma) = \xi \). ■

**Remark 1:** Note in the proof of the above lemma, we assume that \( \tilde{H}_1 \) is exactly transversal, i.e. \( \epsilon = 0 \) in Definition 12. However, the proof is also valid for an arbitrarily small \( \epsilon > 0 \). Indeed, in this case \( \beta'' \notin \tilde{Z}_1 \tilde{I} \), but \( \beta'' \) must have a non-negligible component in \( \tilde{Z}_1 \tilde{I} \) to approximate \( \tilde{H}_1 \). Hence, when expanding \( \beta'' \) in the Pauli basis, there must exist a \( \beta \in \tilde{Z}_1 \tilde{S} \) such that \( \text{supp}(\beta) = \xi \), i.e. the same argument holds even for an arbitrarily small \( \epsilon > 0 \).

**Remark 2:** The choice of \( \alpha \in \tilde{X}_1 \tilde{S} \) is made without loss of generality, since for a given stabilizer code, we have the freedom to define logical Pauli operators, and this freedom can be viewed as a “choice of basis”. What is more, since we assume universal quantum computation can be performed transversally on the code, then no matter what basis (of the logical Pauli operators) we choose, \( \tilde{H}_1 \) and \( \tilde{P}_1 \) must be transversal. On the other hand, sometimes we would like to fix our choice of basis, as in the case of a subsystem code, to clearly distinguish some logical qubits (protected qubits) from other logical qubits (gauge qubits). In this case, we can choose \( \alpha \) as a minimum weight element in \( \{ X, Y, Z, X, Y, Z, X, Y, Z, S, S \} \), where \( s \) is a distinguished logical qubit. Starting from this choice of \( \alpha \), one can see that the arguments hold for subsystem codes as well as subspace codes, because the distance of the subsystem code is defined with respect to this subgroup.

**Remark 3:** The procedure of identifying \( \beta \in \tilde{Z}_1 \tilde{S} \) from \( \beta'' \in \tilde{Z}_1 \tilde{I} \) in the proof of Lemma 7 is general in the following sense. We can begin with a minimum weight element of \( \alpha \in \tilde{X}_1 \tilde{S} \subset C(S) \setminus S \) and apply any transversal logical Clifford gate to generate a representative \( \beta \in C(S) \setminus S \) of
the corresponding logical Pauli operator such that $\supp(\alpha) = \supp(\beta)$. This procedure is used a few times in our proof, so we name this procedure the “$I \to S$ procedure”.

Now we can begin the proof of Theorem 2. Assume that $\Trans(Q)$ is encoded computationally universal. Let $\alpha \in \bar{X}_1 S \subseteq C(S) \setminus S$ be a minimum weight element in $C(S) \setminus S$. Applying the “$I \to S$ procedure” to both $\tilde{H}_1$ and $\tilde{P}_1$, we obtain $\beta \in \bar{Z}_1 S$ and $\gamma \in \bar{Y}_1 S$ such that $\supp(\alpha) = \supp(\beta) = \supp(\gamma) := \xi$ and $|\xi| = d$. The next lemma puts these logical operators into a simple form for convenience.

**Lemma 8:** If $\alpha \in \bar{X}_1 S$, $\beta \in \bar{Z}_1 S$, and $\gamma \in \bar{Y}_1 S$, all have the same support $\xi$, and $|\xi| = d$ is the minimum distance of the code, then there exists a local Clifford operation that transforms $\alpha$, $\gamma$, and $\beta$ to $X^{\otimes |\xi|}, (-1)^{|\xi|/2}Y^{\otimes |\xi|}$, and $Z^{\otimes |\xi|}$, respectively.

**Proof:** Let $\xi = \{i_1, i_2, \ldots, i_{|\xi|}\}$ and write $\alpha = \alpha_{i_1} \alpha_{i_2} \cdots \alpha_{i_{|\xi|}}, \beta = \beta_{i_1} \beta_{i_2} \cdots \beta_{i_{|\xi|}}$, where each $\alpha_{i_k}$ and $\beta_{i_k}$, $k \in [|\xi|]$, are one of the three Pauli matrices $X_{i_k}, Y_{i_k},$ or $Z_{i_k}$, neglecting phase factors $\pm 1$ or $-1$.

Apart from a phase factor, $\alpha_{i_k} \neq \beta_{i_k}$ for all $k \in [|\xi|]$. Indeed, if for some $k$, $\alpha_{i_k} = \beta_{i_k}$, then $\supp(\gamma) \neq \xi$, a contradiction.

Therefore, for each $k \in [|\xi|]$ there exists a single qubit Clifford operation $L_{i_k} \in L_1$ such that $L_{i_k} \alpha_{i_k} L_{i_k}^\dagger = X_{i_k}$ and $L_{i_k} \beta_{i_k} L_{i_k}^\dagger = Z_{i_k}$. The local Clifford operation

$$L_\xi = \bigotimes_{k=1}^d L_{i_k} \quad (37)$$

applies the desired transformation.

Applying Lemma 8 we obtain a local Clifford operation that we apply to $Q$. Now we have a locally Clifford equivalent code $Q'$ for which $\supp(\alpha) = \supp(\beta) = \supp(\gamma) = \xi$ and $\alpha = X^{\otimes |\xi|} \in \bar{X}_1 S$, $\gamma = (-1)^{|\xi|/2}Y^{\otimes |\xi|} \in \bar{Y}_1 S$ and $\beta = Z^{\otimes |\xi|} \in \bar{Z}_1 S$.

Note that if $|\xi| = d$ is even, then the validity of Lemma 8 already leads to a contradiction since $\alpha, \beta, \gamma$ must anti-commute with each other. However, if $|\xi| = d$ is odd, we need to continue the proof.

By Theorem 1 and Lemma 5 if $U = \bigotimes_{j=1}^n U_j$ is a transversal gate on one block, then either $U_j \in L_1$ for all $j \in \xi$, or $U_j \in \Le_{\theta R}$ for some $\theta \in \mathbb{R}$, and $R \in G_1$. If $U_j \in L_1$ for all $j \in \xi$ then, for the first encoded qubit of $Q'$, the only transversal operations are logical Clifford operations.

Therefore, there must exist a coordinate $j \in \xi$, such that $U_j = e^{i\theta Z}$ up to a local Clifford operation. Since $H_1$ is transversal, when expanding $H_1 \beta H_1^\dagger \in \bar{X}_1 I$ in the basis of Pauli operators, using the “$I \to S$ procedure”, we know that there exists $\alpha' \in \bar{X}_1 S$ and $\supp(\alpha') = \xi$. Furthermore, since $(H_1)_{j} Z (H_1)_{j}^\dagger = \pm Z_j$, we have $(\alpha')_{j} = Z_j$, i.e. $\alpha'$ restricted to the $j$th qubit is $Z_j$. We know $\gamma' = i\omega/\beta \in \bar{Y}_1 S$, and $\langle \gamma' \rangle_{j} = i_{j}$. Therefore, $\supp(\gamma')$ is strictly contained in $\xi$.

However, this contradicts the fact that $\alpha$ is a minimal weight element in $C(S) \setminus S$. This concludes the proof of Theorem 2 for the single block case.

### B. The multiblock case ($r > 1$)

Now we consider the case with $r$ blocks. A superscript $(i), i \in [r]$, denotes a particular block. For example, $U^{(i)}$ acts on the $i$th block. First, we generalize Theorem 1 and Lemma 5 to the multiblock case.

**Lemma 9:** Let $Q$ be an $\lbrack n, k, d \rbrack$ stabilizer code free of Bell pairs and trivially encoded qubits, and let $U$ be a transversal gate on $Q^{\otimes r}$. Then for each $j \in [n]$ either $U_j \in L_r$ or $U_j = L_1 V L_2$ where $L_1, L_2 \in L_1^{\otimes r}$ are local Clifford gates and $V$ either normalizes the group $\{\pm Z_j^{\dagger}, i \in [r]\}$, of Pauli $Z$ operators or keeps the linear span of its group elements invariant.

**Proof:** Lemma 1 and Lemma 2 can be generalized to the the multiblock case with almost the same proof, which we do not repeat here. In the multiblock case, the corresponding results of Lemma 2 read

$$A_\omega(Q) = \begin{cases} 1 : S^{\otimes r}_\omega(Q) = \{I^{\otimes \omega}, Z^{\otimes \omega}\}^{\otimes r} \\
3 : S^{\otimes r}_\omega(Q) = \{I^{\otimes \omega}, X^{\otimes \omega}, (-1)^{|\omega|} Y^{\otimes \omega}, Z^{\otimes \omega}\}^{\otimes r}, \end{cases}$$

and the corresponding equation of Eq. (42) in Lemma 1 is

$$U_\omega \rho^{\otimes r}_\omega(Q') U_\omega^\dagger = \rho^{\otimes r}_\omega(Q). \quad (38)$$

When $A_\omega(Q) = 3$, we need to generalize the result of Lemma 3. In particular, if $U = \bigotimes_{i=1}^r U_j \in U(2^r)^{\otimes 2m}$ satisfies $U \rho^{\otimes r}_{L_{(2m,2m-2,2)}} U^\dagger = \rho^{\otimes r}_{L_{(2m,2m-2,2)}}$, then for each $j \in \omega$, $U_j \in U(2^r)\{\{0, \ldots, 4^r - 2\}\}$ is a Clifford operator. Indeed, any r-qubit unitary operator $V \in U(2^r)$ acts on a Pauli operator $\sigma_{a_1} \sigma_{a_2} \cdots \sigma_{a_r}$ as

$$\sigma_{a_1} \sigma_{a_2} \cdots \sigma_{a_r} \mapsto V \sigma_{a_1} \sigma_{a_2} \cdots \sigma_{a_r} V^\dagger = \sum_{i_1, \ldots, i_r = 0}^3 \sigma_{a_{i_1}} \sigma_{a_{i_2}} \cdots \sigma_{a_{i_r}},$$

for every nonidentity Pauli string $a$, where $(a, i_1, \ldots, i_r) \in SO(4^r - 1)$ and $a_{i_1} \sigma_{a_{i_2}} \cdots \sigma_{a_{i_r}}$.

We can rearrange the numbering of the coordinates in $\rho^{\otimes r}_{L_{(2m,2m-2,2)}}$ such that the coordinate $r(a - 1) + b$ denotes the $\omega$th qubit of the $r$th block. In the standard basis $\{\{0, \ldots, 4^r - 2\}\}$ of $\mathbb{R}^{4^r - 1}$, $\rho^{\otimes r}_{L_{(2m,2m-2,2)}}$ is associated to the vector

$$v := \sum_{j=0}^{4^{r-2}} b_j \{j, j \cdots j\} \in \mathbb{R}^{4^r - 1} \otimes 2m \quad (39)$$

where $b_j \in \{\pm 1\}$. The vector is acted on by orthogonal matrices in $SO(4^r - 1)^{\otimes 2m}$. For a code free of Bell pairs, we have $|\omega| \geq 4$. By reasoning similar to the proof of Lemma 3 if $O = O_1 \otimes \cdots \otimes O_{2m} \in SO(4^r - 1)^{\otimes 2m}$ satisfies $O v = v$, then each $O_i$ is a monomial matrix. This implies that $U_j \in U(2^r)$ is a Clifford operator for each $j \in \omega$.

When $A_\omega(Q) = 1$, it is possible to follow reasoning similar to the proof of Theorem 1. Now the equations analogous to Eqs. (24) are

$$\rho^{\otimes r}_\omega(Q) = \left( \frac{1}{2^{2|\omega|}} \langle I^{\otimes |\omega|} + M_\omega \rangle \right)^{\otimes r} \quad (40)$$

$$\rho^{\otimes r}_\mu(Q) = \left( \frac{1}{2^{2|\mu|}} \langle I^{\otimes |\mu|} + N_\mu \rangle \right)^{\otimes r}. \quad (41)$$
Up to local Clifford operations, we can choose $M_r = X^{\otimes |\omega|}$ and $N_j = Z^{\otimes |\mu_j|}$.

We again rearrange the numbering of the coordinates of $\rho_{\omega}(Q)^{\otimes r}$ such that the coordinate $r(a-1) + b$ denotes the $a$th qubit of the $b$th block. In the standard basis $\{|0\rangle, |1\rangle, \ldots, |2^{r-2} - 2\rangle\}$ of $\mathbb{R}^{2^{r-1}}$, the matrix $\rho_{\omega}(Q)^{\otimes r}$ is associated to the vector
\[
v := \sum_{j=0}^{2^{r-2}} |j j \ldots j\rangle \in (\mathbb{R}^{2^{r-1}})^{\otimes |\omega|}\quad (42)
\]
acted on by $SO(2^{r-1} - 1)^{\otimes |\omega|}$.

Note for any coordinate $j \in [n]$, if there are elements $R_1, R_2, R_3 \in M(Q)$ such that $(R_1)_j = X$, $(R_2)_j = Y$, and $(R_3)_j = Z$, then we have both $|\omega| \geq 2$ and $|\mu| \geq 2$.

Following similar reasoning to the proof of Lemma 3 if $O = O_1 \otimes \cdots \otimes O_{|\omega|} \in SO(2^{r-1} - 1)^{\otimes |\omega|}$ satisfies $Ov = v$, then each $O_i$ has a monomial subblock. Therefore, $U_j \in \mathcal{N}((-X_j^{(i)})_{r=1}^r \otimes \mu_j \otimes \cdots \otimes \mu_j \in SO(2^{r-1} - 1)^{\otimes |\omega|}$ satisfies $Uv = v$, then each $O_i$ has a monomial subblock.

Note for any coordinate $j \in [n]$, if there are elements $R_1, R_2, R_3 \in M(Q)$ such that $(R_1)_j = X$, $(R_2)_j = Y$, and $(R_3)_j = Z$, then we have both $|\omega| \geq 2$ and $|\mu| \geq 2$.

Finaly, we need to generalize Lemma 5 to the multiblock case. Recalling Eq. 31 we now have
\[
\rho_{\omega} = \left(\frac{1}{2^{|\omega|}}(I_j \otimes R_{I_j} + Z_j \otimes R_{Z_j})\right)^{\otimes r}\quad (43)
\]
This projector can be associated with a vector $v = \sum_{j=1}^{r} |jj\rangle$. Using the same technique as for the case where $A_{\omega} = 1$ and $|\omega| = 2$, we conclude that $U_j$ must keep one of the three spaces of linear operators span$((-X_j^{(i)})_{r=1}^r \otimes \mu_j \otimes \cdots \otimes \mu_j \in SO(2^{r-1} - 1)^{\otimes |\omega|}$ invariant.

Given these generalizations of Theorem 11 and Lemma 5 to the multiblock case, we now show that all the arguments in the proof of the single block case can be naturally carried to the multiblock case. Most importantly, we show that the “$I \rightarrow S$” procedure is still valid. To specify the “$I \rightarrow S$” procedure for the multiblock case, we first need to generalize the concept of the generalized stabilizer defined in Definition 13 to the multiblock case.

**Definition 14:** The generalized stabilizer $\mathcal{I}(Q^{\otimes r})$ of an $r$-block quantum code $Q^{\otimes r}$ is the group of all unitary operators that fix the code space, i.e.
\[
\mathcal{I}(Q^{\otimes r}) = \{U \in SU(2^{nr}) | U|\psi\rangle = |\psi\rangle, \forall |\psi\rangle \in Q^{\otimes r}\}.
\]

Similar to the single block case, we start by assuming that universal quantum computation can be performed using transversal gates. Then $\tilde{H}_1^{\mu}, \mu = 1$ is the logical Hadamard operator acting on the first logical qubit of the first block, and the first is transversal.

Let $\alpha(1)$ be a minimal weight element of $C(S) \setminus S$. Without loss of generality, we assume $\alpha(1) \in \tilde{X}_1S$. Then $\tilde{H}_1^{\mu}, \mu = 1$ will transform $\alpha(1)$ to some $\beta' \in \tilde{X}_1S$.

Therefore, $\beta' = \beta''(1) \otimes \beta''(1)$, where $\beta'' \in Z_1S$ and $\delta(1) \in \mathcal{I}(Q)$ for all $i = 2, \ldots, r$, because
\[
\tilde{H}_1^{\mu} = \bigotimes_{j=1}^{n} U_j,
\]
where each $U_j$ acts on $r$ qubits.

Expanding $\beta'$ in the basis of $nr$ qubit Pauli operators. For the same reason shown in the proof of Lemma 7 there must be at least one term in the expansion which has the form
\[
\beta^{(1)} \otimes \delta^{(1)}(1) \otimes \delta^{(1)}(1),
\]
where $\beta = \beta'' \in Z_1S$ and $\delta(1) \in \mathcal{I}(Q)$ for all $i = 2, \ldots, r$, So, the generalization of the “$I \rightarrow S$” procedure to the multiblock case is clear: Pauli operators acting on a code are either logical Pauli operators (on any number of qubits and any number of blocks) or they map the code $P^{\otimes r}$ to an orthogonal subspace.

Nevertheless, this is an important observation.

Now $\beta \in C(S) \setminus S$ is a logical Z operation acting on the first logical qubit of a single block of the code. Due to Eq. 12 supp$(\beta^{(1)}) \subseteq supp(\alpha(1))$. However $\alpha(1)$ is a minimal weight element of $C(S) \setminus S$, therefore we have supp$(\delta(1)) = supp(\alpha(1)) = 1$. For convenience, we now drop the superscript (1) when referring to these logical operators.

Since $P_1^{(1)}$ is transversal, then there exists a $\gamma \in \tilde{Y}_1S$ which has the same support as $\alpha$. Now we have $\alpha \in \tilde{X}_1S, \beta \in \tilde{Z}_1S$ and $\gamma \in \tilde{Y}_1S$ such that supp$(\gamma) = supp(\beta) = supp(\alpha)$.

Like the single block case, by Lemma 8 there is a local Clifford operation such that $\alpha = X^{\otimes |\omega|} \in \tilde{X}_1S, \beta = (-1)^{|\omega|/2}Y^{\otimes |\omega|} \in \tilde{Y}_1S$ and $\gamma = Z^{\otimes |\omega|} \in \tilde{Z}_1S$. If $|\omega| = d$ is
even there is a contradiction, since \( \alpha, \beta, \gamma \) must anti-commute with each other.

When \( |\xi| = d \) is odd, we need the following arguments. If for all coordinates \( j \in \xi \), there are elements \( R_1, R_2, R_3 \in \mathcal{M}(Q) \) such that \( (R_1)_j = X \), \( (R_2)_j = Y \) and \( (R_3)_j = Z \), then \( U_j \in U(2^3) \) is a Clifford operator for all \( j \in \xi \) by Lemma 5. Therefore, all the possible logical operations that are transversal on the first encoded qubit must be Clifford operations, contradicting the assumption that universality can be achieved by transversal gates.

Therefore, there exists a coordinate \( j \in \xi \) such that either (a) there is no minimal support containing \( j \) or (b) \( (R_1)_j = (R_2)_j \neq I \) for all \( R_1, R_2 \in \mathcal{M}(Q) \). Use the "\( I \to S \) procedure" to expand \( H_1^{(1)} \beta(H_1^{(1)})^\dagger \) in the basis of Pauli operators and extract \( \alpha' \in \bar{X}_1S \) with \( \text{supp}(\alpha') = \xi \). Since \( H_1 \) is transversal, \( U_j \) must keep \( \text{span}(\pm X_j^{(i)})_{i=1}^r \) invariant, up to a local Clifford operation. This means that the \( j \)-th coordinate of \( \alpha' \) is either \( I_j \) or \( Z_j \). The former is not possible since \( \text{supp}(\alpha') = \xi \). For the later, \( \gamma'' = i\alpha'' \in \bar{Y}_1S \), and the \( j \)-th coordinate of \( \gamma'' \) is \( I_j \). Therefore, \( \text{supp}(\gamma'' \alpha') \) is strictly contained in \( \xi \). However, this contradicts the fact that \( \alpha \) is a minimal weight element in \( C(S) \setminus S \).

**IV. THE EFFECT OF COORDINATE PERMUTATIONS**

In this section we discuss the effect of coordinate permutations.

**Theorem 3:** For any stabilizer code \( Q \) free of trivially encoded qubits, \( \text{Aut}(Q) \) is not an encoded computationally universal set of gates for any logical qubit.

**Proof:** Choose a minimum weight element \( \alpha \in C(S) \setminus S \).

Without loss of generality, assume \( \alpha \in \bar{X}_1S \) and \( \text{supp}(\alpha) = \xi \).

Define a single qubit non-Clifford gate \( F \) by

\[
F : X \to X' = \frac{1}{\sqrt{3}} (X + Y + Z) ; \ Z \to Z'
\]

where \( Z' \) is any operator that is unitary, Hermitian and anti-commuting with \( X' \). We cannot use the idea of applying \( H_1 \) and \( P_1 \) from within \( \text{Aut}(Q) \) since they might involve different permutations. We instead assume the logical gate \( F_1 \) can be approximated to an arbitrary accuracy by gates in \( \text{Aut}(Q) \). Then we have

\[
F_1 \alpha' F_1^\dagger = \eta \in \frac{1}{\sqrt{3}} (\bar{X}_1 + \bar{Y}_1 + \bar{Z}_1) \text{ I}(Q) \tag{47}
\]

Applying the \( I \to S \) procedure to \( \eta \), we find \( \alpha'' \in \bar{X}_1S \), \( \beta'' \in \bar{Y}_1S \), and \( \gamma'' \in \bar{Z}_1S \) such that \( \text{supp}(\alpha'') = \text{supp}(\beta'') = \text{supp}(\gamma'') = \xi' \) and \( |\xi'| = |\xi| = d \). By Lemma 8 we can find a locally Clifford equivalent code such that \( \alpha' = X^{(i)} |\xi| \in \bar{X}_1S \), \( \beta' = (-1)^{|\xi'|/2} Y^{(i)} |\xi| \in \bar{Y}_1S \) and \( \gamma' = Z^{(i)} |\xi| \in \bar{Z}_1S \). Again, \( d \) must be odd.

If for all coordinates \( j \in \xi \), there are elements \( R_1, R_2, R_3 \in \mathcal{M}(Q) \) such that \( (R_1)_j = X \), \( (R_2)_j = Y \) and \( (R_3)_j = Z \), then for \( U \in \text{Aut}(Q) \), \( U_j \in U(2) \) is a Clifford operator for all \( j \in \xi \) by Theorem 1. Permutations are Clifford operations as well, so all possible transversal logical operations on the first encoded qubit must be Clifford operations, contradicting the assumption that the transversal gates are a universal set.

Therefore, there exists \( j' \in \xi' \) such that either (a) only one of \( \{X, Y, Z\} \) appears in \( \mathcal{M}(Q) \) at coordinate \( j' \) or (b) there is no minimal element with support at \( j' \). Without loss of generality, we assume that \( X \) appears at coordinate \( j' \) in case (a). Since \( F_1 \) can be performed via some transversal gate plus permutation, we have

\[
F_1 \alpha' F_1^\dagger = \eta \in \frac{1}{\sqrt{3}} (\bar{X}_1 + \bar{Y}_1 + \bar{Z}_1) \text{ I}(Q). \tag{48}
\]

Again applying the \( I \to S \) procedure to \( \eta' \) we know there exist \( \alpha'' \in \bar{X}_1S \), \( \beta'' \in \bar{Y}_1S \), and \( \gamma'' \in \bar{Z}_1S \) such that \( \text{supp}(\alpha'') = \text{supp}(\beta'') = \text{supp}(\gamma'') = \xi'' \). And \( |\xi''| = |\xi| = d \). The permutation maps \( j' \) to \( j'' \). However, we know that \( \eta''|j'' = X \), and this is also true in case (b) by similar reasoning to Lemma 5 hence \( \alpha''|j'' = \beta''|j'' = \gamma''|j'' = I \). Then \( \gamma'' = i\alpha'' \beta'' \in \bar{Z}_1S \) such that \( i\alpha'' \beta''|j'' = I \). Therefore, \( \text{supp}(\gamma'') \) is strictly contained in \( \xi \), which contradicts the fact that \( \alpha \) is a minimal weight element in \( C(S) \setminus S \).

If \( \text{Aut}(Q) \) is replaced by \( \text{Aut}(Q^{op}) \), the theorem still holds because we can view \( Q^{op} \) as another stabilizer code. However, it is not a simple generalization to allow permutations between transversal gates acting on \( r > 1 \) blocks. This is because permutations are permitted to be different on each block and may also be performed between blocks.

**V. APPLICATIONS AND EXAMPLES**

In this section, we apply the proof techniques we have used in previous sections to reveal more facts about the form of transversal non-Clifford gates. First, we describe the form of transversal non-Clifford gates on stabilizer codes. We explore further properties of allowable transversal gates in the single block case and discuss how the allowable transversal gates relate to the theory of classical divisible codes. Finally, we review a CSS code construction based on Reed-Muller codes that yields quantum codes with various minimum distances and transversal non-Clifford gates.

Corollary 4 gives a form for an arbitrary stabilizer code automorphism. Similarly, in the multiblock case, Lemma 9 provides possible forms of \( U_j \) for any transversal gate \( U = \bigotimes_{j=1}^r U_j \). These forms prevent certain kinds logical gates from being transversal on a stabilizer code.

**Corollary 2:** An \( r \)-qubit logical gate \( U \) such that \( U_j \notin \mathcal{L}_r \) for all \( j \) is transversal on a stabilizer code only if \( U \) keeps the operator space \( \text{span}(\pm Z_i^{(j)})_{j=1}^r \) invariant up to a local Clifford operation. Here, \( Z_i \) denotes the logical Pauli \( Z \) operator on the \( i \)-th encoded qubit.

**Remark 4:** This is a direct corollary from Theorem 1 in Sec. III and Theorem 8 in Sec. IV.

**Example 9:** Consider the three-qubit bit-flip code with stabilizer \( S = \{Z_1Z_2, Z_2Z_3\} \), and choose \( |0\rangle_L = |000\rangle \) and \( |1\rangle_L = |111\rangle \). The Toffoli gate is transversal on this code and is given by \( \text{Toffoli}_3 \). The Toffoli gate up to a local Clifford is not in \( \mathcal{N}(\pm Z_i^{(j)})_{j=1}^3 \); however, the Toffoli gate up to a local Clifford does keep span(\( \pm Z_i^{(j)} \))\(_{j=1}^3 \) invariant.

**Remark 5:** If \( U_j \) up to a local Clifford keeps span(\( \pm Z_i^{(j)} \))\(_{j=1}^3 \) invariant, i.e. \( U_j \) transforms any diagonal matrix to a diagonal matrix, then \( U_j \) is a monomial
matrix. Similarly, if \( U \) keeps \( \text{span}(\pm X_j^{(i)})_{i=1}^n \) (or \( \text{span}(\pm Y_j^{(i)})_{i=1}^n \)) invariant, then \( U_j \) is a monomial matrix in the \( X_j \) (or \( Y_j \)) representation. This does not necessarily mean that \( U = \bigotimes_{j=1}^n U_j \) is a monomial matrix (in one of the \( X,Y,Z \) representations) in the 2\( ^n \) dimensional Hilbert space, since in general some of the \( U_j \) might be Clifford operations.

Remark 6: Corollary \([2]\) also applies to a set of gates. A set of gates \( V_i, i = 1,\ldots,k, (V_j) \notin \mathcal{L}_r \) for all \( j \in [n] \), is transversal on a stabilizer code only if all of the \( V_i \) up to the same local Clifford keep the operator space span(\( \pm Z_i \)) invariant.

Example 10: The set of gates \{Hadamard, Toffoli\} cannot both be transversal on any stabilizer code, since Hadamard keeps span(\( \pm Y \)) invariant and Toffoli keeps span(\( \pm Z \)) invariant. These observations imply that all transversal gates are Clifford, but Toffoli is not Clifford. Note \{Hadamard, Toffoli\} is “universal” for quantum computation in a sense that all the real gates can be approximated to an arbitrary accuracy \([25]\).

Now we restrict ourselves to the single block case. Up to local Clifford equivalence, Corollary \([1]\) and Corollary \([2]\) say that the unitary part of a code automorphism is a diagonal gate. Therefore, we may restrict our discussion of the essential non-Clifford elements of \( \text{Aut} (Q) \) to diagonal gates, because we can imagine considering the diagonal automorphisms for all locally Clifford equivalent codes and their permutation equivalent codes to find all of the non-Clifford automorphisms. We further restrict ourselves to the case where the stabilizer code is CSS code.

**Lemma 10:** Let \( Q \) be a CSS code \( \text{CSS}(C_1, C_2) \) constructed from classical binary codes \( C_2^⊥ < C_1 \). Then

\[
\forall c, c' \in C_2^⊥ \text{ and } \forall a \in C_1/C_2^⊥, \quad \sum_{\ell \in \text{supp}(a+c)} \theta_\ell = \sum_{\ell \in \text{supp}(a+c')} \theta_\ell \mod 2\pi.
\]

**Proof:** The states

\[
|\tilde{a}\rangle \propto \sum_{c \in C_2^⊥} |a+c\rangle, a \in C_1/C_2^⊥,
\]

are a basis for \( Q \). \( V \) is diagonal, so \( V|c\rangle = v(c)|c\rangle \) for \( c \in C_1 \) and a factor \( v(c) \in \mathbb{C} \) that is a sum of angles. \( V \) is a logical operation so \( V|\tilde{a}\rangle \in Q \), which is possible for a diagonal gate if \( v(a+c) = v(a+c') \) for all \( a \in C_1/C_2^⊥ \) and all \( c, c' \in C_2^⊥ \).

We now restrict to the case where the angles \( \theta_\ell = \theta \) are all equal.

**Corollary 3:** Let \( Q \) be a CSS code constructed from classical binary codes \( C_2^⊥ < C_1 \). A gate \( V \in \text{Aut} (Q) \) is a tensor product of \( n \) diagonal units \( V_\theta = \text{diag} (1, e^{i\theta}) \) iff \( \forall c, c' \in C_2^⊥ \) and \( \forall a \in C_1/C_2^⊥, \)

\[
\theta \mod 2\pi (\text{wt} (a+c) - \text{wt} (a+c')) \in \mathbb{Z},
\]

where \( \text{wt} c \) denotes the Hamming weight of a classical codeword.

The corollary’s condition can be satisfied if and only if the weight of all the codewords in \( C_1 \) are divisible by a common divisor.

**Definition 15:** A classical linear code is said to be divisible by \( \Delta \) if \( \Delta \) divides the weight of each codeword. A classical linear code is divisible if it has a divisor larger than 1. An \([n,k]\) classical code can be viewed as a pair \((V, \Lambda)\) where \( V \) is a \( k \)-dimensional binary vector space and \( \Lambda = \{1, \ldots, \lambda_n\} \) is a multiset of \( n \) members of the dual space \( V^* \) that serve to encode \( v \in V \) as \( c = (\lambda_1(v), \ldots, \lambda_n(v)) \) and the image of \( v \) in \( \{0,1\}^k \) is \( k \)-dimensional. The \( b\)-fold replication of \( C \) is \((V, \lambda \Lambda)\) where \( \lambda \Lambda \) is the multiset in which each member of \( \Lambda \) appears \( \lambda \) times.

The following theorem, which is less general than that proven in \([26]\), gives evidence (though not a proof) that the allowable value \( \theta \) might only be \( \frac{\pi}{\log_2 \Delta} \), which implies \( U \in C_k^{(1)} \) (see Definition \([5]\)). It would be interesting if all of the transversal gates for stabilizer codes lie within the \( C_k \) hierarchy.

**Theorem 4 \((26)\):** Let \( C \) be an \([n,k]\) classical binary code that is divisible by \( \Delta \), and let \( b = \Delta / \gcd (\Delta, 2^{k-1}) \). Then \( C \) is equivalent to a \( b \)-fold replicated code, possibly with some added 0-coordinates.

The Reed-Muller codes are well-known examples of divisible codes. Furthermore, they are nested in a suitable way and their dual codes are also Reed-Muller codes, which makes them amenable to the CSS construction. In particular:

**Theorem 5 \((1,10.1,197)\):** Let \( RM(r,m) \) be the \( r \)th order Reed-Muller code with block size \( n = 2^m \) and \( 0 \leq r \leq m \). Then

(i) \( RM(i,m) \subseteq RM(j,m), 0 \leq i \leq j \leq m \)

(ii) \( \dim RM(r,m) = \sum_{i=0}^r (m) \)

(iii) \( d = 2^{m-r} \)

(iv) \( RM(m,m)^⊥ = \{0\} \) and if \( 0 \leq r < m \), then \( RM(r,m)^⊥ = RM(m-r-1,m) \).

**Lemma 11:** \( RM(r,m) \) is divisible by \( \Delta = 2^{(m/r) - 1} \).

**Corollary 4:** Let even \( RM^*(r,m) = C_2^⊥ < C_1 = RM^*(r,m) \) where \( 0 < r \leq \lfloor m/2 \rfloor \). Then \( CSS(C_1,C_2) \) is an \([n = 2^m - 1, 1, d = \min(2^{m-r} - 1, 2^r + 1)]\) code with a transversal gate \( \tilde{G} = \otimes_{j=1}^n \text{diag} (1, e^{i2\pi/\Delta}) \) enacting \( \tilde{G} = \text{diag} (1, e^{-i2\pi/\Delta}) \in C_k^{(1)} \) where \( \Delta = 2^{(m/r) - 1} \).

For instance, the \([2^m - 1, 1, 3]\) CSS codes constructed from the first-order punctured Reed-Muller code \( R^*(1,m) \) and its even subcode \( even(R^*(1,m)) \) support the transversal gate \( \exp(-i2\pi/\Delta) \). The smallest of these, a \([15,1,3]\) mentioned in the introduction, has found application in magic state distillation schemes \([27]\) and measurement-based fault-tolerance schemes \([28]\). If we choose parameters \( m = 8 \) and \( r = 2 \) then we have a \([255, 1, 7]\) code with transversal \( T \), but this is not competitive with the concatenated \([15,1,3]\) code. We leave open the possibility that other families of classical divisible codes give better CSS codes with \( d > 3 \) or \( k > 1 \) and transversal non-Clifford gates.
VI. CONCLUSION

We have proven that a binary stabilizer code with a quantum computationally universal set of transversal gates for even one of its encoded logical qubits cannot exist, even when those transversal gates act between any number of encoded blocks. Also proven is that even when coordinate permutations are allowed, universality cannot be achieved for any single block binary stabilizer code.

To obtain the required contradiction, the proof weaves together results of Rains and Van den Nest that have been generalized to multiple encoded blocks. Along the way, we have understood the form of allowable transversal gates on stabilizer codes, which leads to the fact that the form of gates in the automorphism group of the code is essentially limited to diagonal gates conjugated by Clifford operations, together with coordinate permutations. This observation suggests a broad family of quantum CSS codes that can be derived from classical divisible codes and that exhibit the attainable non-Clifford single-block transversal gates. In general, it is not clear how to systematically find non-Clifford transversal gates, but the results in Section V take steps in this direction. It would be interesting to find more examples of codes with non-Clifford transversal gates.

There remain some potential loopholes for achieving universal computation with transversal or almost-transversal gates on binary stabilizer codes. For example, we could relax the definition of transversality to allow coordinate permutations on all non-encoded qubits before and/or after the transversal gate. We could also permit each block to be encoded in a different stabilizer code, and even allow gates to take an input encoded in a code $Q_1$ to an output encoded in a code $Q_2$, provided the minimum distances of these codes are comparable. We could further relax the definitions of transversality and conditions for fault-tolerance so that each $U_i$ acts on a small number of qubits in each block. This latter method is fault-tolerant provided that each $U_i$ acts on fewer than $t$ qubits. Finally, the generalization to non-binary stabilizer codes, and further to arbitrary quantum codes, remain open possibilities.
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