Characterizations of the upper bound of Bakry-Emery curvature
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Abstract

In this paper, we will present some characterizations for the upper bound of the Bakry-Emery curvature on a Riemannian manifold by using functional inequalities on path space. Moreover, some characterizations for general lower and upper bounds of Ricci curvature are also given, which extends the recent results derived by Naber [18] and Wang-Wu [26]. A crucial point of the present study is to use the symmetrical idea for the lower and upper bounds of Ricci curvature, and the localization technique.
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1 Introduction

Let \((M, g)\) be an \(n\)-dimension complete Riemannian manifold and \(Z\) be a \(C^1\)-vector field on \(M\). Consider the Bakry-Emery curvature \(\text{Ric}_Z := \text{Ric} + \nabla Z\) for the Witten Laplace \(L := \Delta_M - Z\), where \(\Delta_M\) is the Laplace operator on \(M\). The bounded property of \(\text{Ric}_Z\) play a very important role on the field of analysis. Specially, there are a number of equivalent characterizations for the lower bound of \(\text{Ric}_Z\) by functional inequalities of the (Neumann) semigroup generated by \(L\) in [22]. However, for the associated upper bound, there are not almost any results. In this paper, there are two goals: one is to present some characterizations for general lower and upper bounds of \(\text{Ric}_Z\) by using the
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symmetrical idea; Based on the above result and the localization technique, the other one is that we will give some equivalent characterizations for the upper bound of Ric$_Z$. The first result extends the recent results derived by Naber [18] and Wang-Wu [26]. The motivation of this work comes from the following observation: The upper and lower bounds of the Bakry-Emery curvature Ric$_Z$ at any point $x \in M$ are in essence actually determined by the distribution properties of all paths near this point.

Before moving on, let us recall some notation on path space. For any $T > 0$ and $x \in M$, the based path space and the path space over $M$ are defined respectively by

$$W^T(M) := C([0, T] : M)$$

and

$$W^T_x(M) := \{ \gamma \in W^T(M) : \gamma_0 = x \}.\$$

Let $d$ be the distance function on $M$. Then $W^T(M)$ is a Polish space under the uniform distance

$$\rho(\gamma, \sigma) := \sup_{t \in [0, T]} d(\gamma_t, \sigma_t), \quad \gamma, \sigma \in W^T(M).$$

In particular, let $\rho_x(\gamma) := \rho(\gamma, x), \gamma \in W^T(M)$ be the distance function on $W^T(M)$ starting from some fixed $x \in M$.

Denote by $O_x(M)$ be the orthonormal frame bundle at $x \in M$, then $O(M) := \sup_{x \in M} O_x(M)$ is the orthonormal frame bundle over $M$. Let $U^x_t$ be the horizontal diffusion process on $O(M)$ associated to the horizontal lift of $L$; that is, $U^x_t$ solves the following stochastic differential equation on $O(M)$,

\begin{equation}
\text{eq1.1} \quad dU^x_t = \sqrt{2} \sum_{i=1}^d H_i(U^x_t) \circ dW^i_t + H_Z(U^x_t)dt, \quad U_0 \in O_x(M), \quad t < \zeta,
\end{equation}

where $W_t = (W^1_t, \cdots, W^d_t)$ is the $d$-dimensional Brownian motion, $\{H_i\}_{i=1}^n : TM \to TO(M)$ is a standard orthonormal basis of horizontal vector fields on $O(M)$, $H_Z$ is the horizontal vector fields of $Z$ and $\zeta$ is the maximal time of the solution. Let $\pi : O(M) \to M$ be the canonical projection. Then $X^x_t := \pi(U^x_t), t < \zeta$ is the $L$-diffusion process with initial point $x$. Throughout this paper, besides the completeness of $M$, we assume further that $X^x_t$ is non-explosive, i.e., $\zeta = \infty$, a.s.. Let $P_t$ be the semigroup generated by $L$, that is

$$P_t f(x) = \mathbb{E} f(X^x_t), \quad x \in M, f \in \mathcal{B}_b(M), t \geq 0.\$$

For any $T > 0$, define the Cameron-Martin space

$$\mathbb{H} = \left\{ h \in C([0, T]; \mathbb{R}^d) : h(0) = 0, \|h\|_{\mathbb{H}}^2 := \int_0^T |h'_s|^2 ds < \infty \right\},$$
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which is a separable Hilbert space under \( \langle h, g \rangle_\mathbb{H} := \int_0^T \langle h'_s, g'_s \rangle \, ds, \) \( h, g \in \mathbb{H} \). Here \( \mathcal{F}C^\infty_T \) denotes the class of cylindric smooth functions on the path space \( W^T(M) \) defined as

\[
\mathcal{F}C^\infty_T := \left\{ F(\gamma) = f(\gamma(t_1), \ldots, \gamma(t_N)) : N \geq 1, \ gamma \in W^T(M), \right. \\
\left. 0 < t_1 < t_2 \cdots < t_N \leq T, f \in C^0_{\text{Lip}}(M^N) \right\}.
\]

For each \( F \in \mathcal{F}C^\infty_T \) with the form \( F(\gamma) = f(\gamma(t_1), \ldots, \gamma(t_N)) \) and any \( h \in \mathbb{H} \), the Malliavin derivative \( D_h F \) is given by

\[
D_h F(X^x_{[0,T]}) = \sum_{i=1}^N \langle \nabla_i f(X^x_{t_i}, \ldots, X^x_{t_N}), U^x_{t_i} h(t_i) \rangle_{T, X^x_{t_i} M},
\]

where \( \nabla_i \) is the (distributional) gradient operator for the \( i \)-th component on \( M^N \). The Riesz representation theorem implies that there exists a gradient function \( DF \in \mathbb{H} \) such that

\[
\langle DF(X^x_{[0,T]}), h \rangle_{\mathbb{H}} = D_h F(X^x_{[0,T]}), \quad h \in \mathbb{H}.
\]

In particular, if \( F \) has the above form, we have

\[
\dot{D}_s F(X^x_{[0,T]})(s) := \frac{d[DF(X^x_{[0,T]})(s)]}{ds} = \sum_{t_i > s} (U^x_{t_i})^{-1} \nabla_i f(X^x_{t_1}, \ldots, X^x_{t_N}).
\]

On behalf of stating our main result, we also introduce some additional notation. For any \( x \in M \) and \( R > 0 \), the closed ball of radius \( R \) around \( x \) is denoted by \( B_R(x) \), and the local cylindric functions is defined by

\[
\mathcal{F}C^\infty_{loc}^{x,R,T} = \left\{ f(\gamma(t_1), \ldots, \gamma(t_N)) \mid (\rho_x(\gamma)) : 0 < t_1 < \cdots < t_N < T, f \in C^1_{\text{Lip}}(M^N), l \in C^\infty(\mathbb{R}), \text{supp}(l) \subset (-\infty, R) \right\}.
\]

Let \( K_1, K_2 \) be any two continuous functions on \( M \) with \( K_1 \geq K_2 \), we introduce the following random measure on \([0,T]::

\[
\mu_{x,T}^{K_1,K_2}(ds) := e^{-\int_0^T K_1(X^x_s) - K_2(X^x_s) \, du} K_1(X^x_t) - K_2(X^x_t) \, dt.
\]

and the measurable function on \( W^T(M) ::

\[
A_{K_1,K_2}^{x,T}(\cdot) := e^{-\int_0^T K_1(X^x_s) + K_2(X^x_s) \, du}.
\]

For simplicity, let \( A_{K_1,K_2}^{x,T}(X^x_{[0,T]}) := A_{K_1,K_2}^{x,T}(X^x_{[0,T]}) \). Similar to the previous argument, the Riesz representation theorem implies that for every Lipschitz function \( F \) on \( W^T(M) \), there exists an unique gradient \( D^{K_1,K_2} F \) such that

\[
D_h F(X^x_{[0,T]}) = \langle D^{K_1,K_2} F(X^x_{[0,T]}), A^{K_1,K_2} X^x_{[0,T]} h \rangle_{\mathbb{H}}, \text{ a.s.}
\]
In particular, if $F \in \mathcal{F}C^\infty_T$ with the form $F(\gamma) = f(\gamma(t_1), \ldots, \gamma(t_N))$, then

\begin{equation}
\hat{D}_{s}^{K_1,K_2}F(X_{[0,T]}^x) = \sum_{t_i > s} A^{K_1,K_2}_{t_i}(X_{[0,T]}^x)(U_{t_i}^x)^{-1} \nabla_i f(X_{t_1}^x, \ldots, X_{t_N}^x), \ s \in [0, T].
\end{equation}

and $D^{K_1,K_2}F \in \mathbb{H}$. In fact,

\begin{align*}
\langle D^{K_1,K_2}F, h \rangle_{\mathbb{H}} &= \int_0^T \langle \hat{D}_s^{K_1,K_2}F, h_s \rangle ds \\
&= \sum_{i=1}^N A^{K_1,K_2}_{t_i} \langle (U_{t_i}^x)^{-1} \nabla_i f, h_{t_i} \rangle = \sum_{i=1}^N \sum_{i=1}^N \langle (U_{t_i}^x)^{-1} \nabla_i f, A^{K_1,K_2}_{t_i} h_{t_i} \rangle \\
&= \sum_{i=1}^N \int_0^{t_i} \langle (U_{t_i}^x)^{-1} \nabla_i f, (A^{K_1,K_2}_{s} h_{s})' \rangle ds \\
&= \int_0^T \langle \sum_{i=1}^N 1_{\{s \leq t_i\}}(U_{t_i}^x)^{-1} \nabla_i f, (A^{K_1,K_2}_{t})' \rangle ds \\
&= \int_0^T \langle \hat{D}_s F, (A^{K_1,K_2}_{s} h_{s})' \rangle ds = \langle DF, A^{K_1,K_2}_{t} h_{t} \rangle_{\mathbb{H}}.
\end{align*}

Specially, when $K_2 = -K_1$, we have $D^{K_1,K_2}F = DF$. Actually, $D^{K_1,K_2}F$ may be interpreted as a new gradient with $(K_1, K_2)$-weight, we will apply it to characterize the non-symmetric upper and lower bounds of the Bakry-Emery curvature.

For any $t \in [0, T]$, define respectively the gradient

\begin{equation}
\hat{D}_{t,s}^{K_1,K_2}F(X_{[0,T]}^x) = \sum_{t_i > s} A^{K_1,K_2}_{t_i}(X_{[0,T]}^x)(U_{t_i}^x)^{-1} \nabla_i f(X_{t_1}^x, \ldots, X_{t_N}^x), \ s \geq t.
\end{equation}

and the energy form

\[
\mathcal{E}_{t,T}^{K_1,K_2}(F, F) = E \left\{ \left( 1 + \mu_{x,T}^{K_1,K_2}([t, T]) \right) \left( |\hat{D}_{t,T}^{K_1,K_2}F(X_{[0,T]}^x)|^2 \right. \right. \\
\left. \left. \quad + \int_t^T |\hat{D}_{t,s}^{K_1,K_2}F(X_{[0,T]}^x)|^2 \mu_{x,T}^{K_1,K_2}(ds) \right) \right\}
\]

for each function $F \in \mathcal{F}C^\infty_T$ on $W(M)$. For any $x \in M$ and $R > 0$, let

\[
C^x_R := \inf \{ \text{Ric}_x(X, X) : \ X \in T_y M, \ |X| = 1, \ y \in B_R(x) \}.
\]

Our main results are as below:

**Theorem 1.1.** Let $K$ be a continuous function on $M$. The following statements are equivalent each other:

\[
\text{T1.1}
\]
(1) For any \( x \in M \),
\[
\text{Ric}_Z(x) \leq K(x)g_x.
\]

(2) For any \( x \in M \) and for any constants \( R > 0, C \leq C_R^z \) (or there exist constants \( R > 0 \) and \( C \leq C_R^z \), and for each \( T > 0 \),
\[
\left| \nabla_x \mathbb{E}(X^x_{[0,T]}) \right| \leq \mathbb{E}\left\{ \left| \dot{D}_0^{K,C} F(X^x_{[0,T]}) \right| + \int_0^T \left| \dot{D}_s^{K,C} F(X^x_{[0,T]}) \right| \mu_{x,T}^{K,C}(ds) \right\}, \quad F \in \mathcal{F}_{\text{loc}}^{x,R,T}.
\]

(3) For any \( x \in M \) and for any constants \( R > 0, C \leq C_R^z \) (or there exist constants \( R > 0 \) and \( C \leq C_R^z \), and for each \( T > 0 \),
\[
\left| \nabla_x \mathbb{E}(X^x_{[0,T]}) \right|^2 \leq \mathbb{E}\left\{ (1 + \mu_{x,T}^{K,C}([0,T])) \times \left( \left| \dot{D}_0^{K,C} F(X^x_{[0,T]}) \right|^2 + \int_0^T \left| \dot{D}_s^{K,C} F(X^x_{[0,T]}) \right|^2 \mu_{x,T}^{K,C}(ds) \right) \right\}, \quad F \in \mathcal{F}_{\text{loc}}^{x,R,T}.
\]

(4) For any \( x \in M \) and for any constants \( R > 0, C \leq C_R^z \) (or there exist constants \( R > 0 \) and \( C \leq C_R^z \), and for each \( T > 0 \) and for any \( t_0, t_1 \in [0,T] \) with \( t_1 > t_0 \),
the following log-Sobolev inequality holds:
\[
\mathbb{E}\left[ \mathbb{E}(F^2(X^x_{[0,T]})) \left| \mathcal{F}_{t_0} \right) \right] \log \mathbb{E}(F^2(X^x_{[0,T]})) \right| \left| \mathcal{F}_{t_0} \right) \right] 
- \mathbb{E}\left[ \mathbb{E}(F^2(X^x_{[0,T]})) \left| \mathcal{F}_{t_0} \right) \right] \log \mathbb{E}(F^2(X^x_{[0,T]})) \right| \left| \mathcal{F}_{t_0} \right) \right] \leq 4 \int_{t_0}^{t_1} \mathbb{E}_{s,T}^{K,C}(F,F)ds, \quad F \in \mathcal{F}_{\text{loc}}^{x,R,T}.
\]

(5) For any \( x \in M \) and for any constants \( R > 0, C \leq C_R^z \) (or there exist constants \( R > 0 \) and \( C \leq C_R^z \), and for each \( T > 0 \) and for any \( t_0, t_1 \in [0,T] \) with \( t_1 > t_0 \),
the following Poincaré inequality holds:
\[
\mathbb{E}\left[ \left\{ \mathbb{E}(F(X^x_{[0,T]})) \right| \mathcal{F}_t \right) \right]^2 \left| - \mathbb{E}(F(X^x_{[0,T]})) \right|^2 \leq 2 \int_0^t \mathbb{E}_{s,T}^{K,C}(F,F)ds, \quad F \in \mathcal{F}_{\text{loc}}^{x,R,T}.
\]

Remark 1.1. (a) We allow that the \( L \)-diffusion process is explosive in Theorem 1.1.

(b) When the function \( K \) satisfy certain integrable conditions mentioned as in Theorem 1.2 then Theorem 1.1 implies the associated global characterizations. In fact, we may derive easily the conclusion letting \( R \) tends to \( \infty \) in each term in Theorem 1.1.

(c) When \( Z = 0 \), Theorem 1.1 first provides the characterizations for the upper bound of the Ricci curvature, these characterizations depend only on the local bounded property of Ricci curvature in Riemannian manifold. Our results are different in essence from characterizations of the global upper and lower bounds of the Ricci curvature.
In fact, this is because that for each Riemannian manifold, the Ricci curvature is local bounded, but is not global bounded. A challenging problem: How to give a reasonable characterization of the upper bound of the Ricci curvature without any other geometrical informations? After our work, Wang\textsuperscript{23} and Sturm\textsuperscript{21} give some equivalent conditions about the upper bound of the Ricci curvature in Riemannian manifold and metric measure space respectively, but these equivalent conditions also depend on other geometrical informations.

The following Theorem T1.2 will characterize general lower and upper bounds of the Bakry-Emery curvature.

**Theorem 1.2.** Suppose $K_1$ and $K_2$ are two continuous functions on $M$ with $K_1 \geq K_2$ such that

$$\mathbb{E}e^{(2+\epsilon)t}f^t_0 K_1(x) + K_2(x) ds < \infty$$ for some $\epsilon, T > 0$.

For any $p, q \in [1, 2]$, the following statements are equivalent each other:

1. For any $x \in M$,
   \[ K_2(x) g_x \leq \text{Ric}_Z(x) \leq K_1(x) g_x. \]

2. For any $T > 0$ and $x \in M$, $f \in C_c^\infty(M)$ with $|\nabla f|(x) = 1$,
   \[
   |\nabla P_T f|^p(x) \leq \mathbb{E}\left[ e^{-p \int_0^T K_2(Z_s^T) ds} |\nabla f|^p(Z_T^x) \right],
   \]
   \[
   |\nabla f(x) - \frac{1}{2} \nabla P_T f(x)|^q \leq \mathbb{E}\left[ \left( 1 + \mu_{x,T}^{K_1,K_2}([0,T]) \right)^{q-1} \right.
   \]
   \[
   \times \left( \left| \nabla f(x) - \frac{1}{2} \nabla P_T f(x) \right|^q + \frac{\mu_{x,T}^{K_1,K_2}([0,T])}{2^q} \left( \mu_{T,T}^{K_1,K_2} \right)^q |\nabla f(x)|^q \right) \right].
   \]

3. For any $F \in \mathcal{F}C^\infty_T, x \in M$ and $T > 0$,
   \[
   |\nabla_x \mathbb{E} F(x_{[0,T]})|^q \leq \mathbb{E}\left\{ \left( 1 + \mu_{x,T}^{K_1,K_2}([0,T]) \right)^{q-1} \right.
   \]
   \[
   \times \left( \left| \hat{D}_0^{K_1,K_2} F \right|^q + \int_0^T \left| \hat{D}_s^{K_1,K_2} F(x_{[0,T]}) \right|^q \mu_{x,T}^{K_1,K_2}(ds) \right) \}.
   \]

4. For any $t_0, t_1 \in [0, T]$ with $t_1 > t_0$, and any $x \in M$, the following log-Sobolev inequality holds:
   \[
   \mathbb{E}\left[ \mathbb{E}(F^2(x_{[0,T]})|\mathcal{F}_{t_1}) \log \mathbb{E}(F^2(x_{[0,T]})|\mathcal{F}_{t_1}) \right] - \mathbb{E}\left[ \mathbb{E}(F^2(x_{[0,T]})|\mathcal{F}_{t_0}) \log \mathbb{E}(F^2(x_{[0,T]})|\mathcal{F}_{t_0}) \right] \leq 4 \int_{t_0}^{t_1} \mathbb{E}(K_1,K_2(F,F)|\mathcal{F}_t) ds, \ F \in \mathcal{F}_C^\infty_T.
   \]
For any $t \in [0,T]$ and $x \in M$, the following Poincaré inequality holds:

$$
\mathbb{E}\left[ \left( \mathbb{E}(F(X^x_{[0,T]}|\mathcal{F}_t)) \right)^2 \right] - \left( \mathbb{E}(F(X^x_{[0,T]}) \right)^2 \right] \leq 2 \int_0^t \mathcal{E}^{K_1,K_2}(F,F)ds, \ F \in \mathcal{F}C^\infty_T.
$$

\textbf{Remark 1.3.} (1) When $K_2 = -K_1 = -K$ for some constant $K \geq 0$, Naber\cite{13} first proved Theorem 1.2. After that, Naber’s results had been extended to the case of manifold with a boundary by Wang-Wu\cite{20} through another new method.

(3) When we obtained Theorem 1.2, we also noticed that Cheng-Thalmaier\cite{7} obtained some similar conclusions, their results are similar to (3), (4) and (5) of our Theorem 1.2 but the techniques are also somewhat different. Two papers were finished independently.

(3) According to Theorem 1.2, $M$ is an Einstein manifold with $\text{Ric} = K$ if and only if all/some of items (2)-(5) hold for $K_1 = K_2 = K$ and $Z = 0$.

The rest of this paper is organized as follows: In Section 2, we will present the proof of Theorem 1.2. As an application, some equivalent conditions for variable lower bounds of Ricci curvature will be given. Finally, the complete proof of Theorem 1.1 will be outlined in Section 3.

\section{Proof of Theorem 1.2}

This section is devoted to mainly prove Theorem 1.2. To do that, we first introduce some basic notation partly coming from \cite{24}. Let $f \in C^\infty_0(M)$ with $|\nabla f(x)| = 1$ and $\text{Hess}_f(x) = 0$. According to \cite{24} Theorem 3.2.3, if $x \in M$ then for any $p > 0$ we have

$$
\text{Ric}_Z(\nabla f, \nabla f)(x) = \lim_{t_i \to 0} \frac{P_t|\nabla f|^p(x) - |\nabla P_t f|^p(x)}{p t_i} = \lim_{t_i \to 0} \frac{1}{t} \left( \frac{P_t f^2(x) - (P_t f)^2(x)}{2t} - |\nabla P_t f(x)|^2 \right).
$$

\textbf{RIC} (2.1)

For any $s \geq 0$, consider the following resolvent equation

$$
dQ_{s,t}^{x} = -Q_{s,t}^{x}\text{Ric}_Z(U^x_t), \ t \geq s, \ Q_{s,s}^{x} = \text{Id}.
$$

\textbf{eq2.2} (2.2)

Then $(Q_{s,t}^{x})_{t \geq s}$ is an adapted right-continuous process on $\mathbb{R}^d \otimes \mathbb{R}^d$. For the sake of convenience, let $Q_{t}^{x} := Q_{0,t}^{x}$. By \cite{16} Proposition 2.1 (also refer to \cite{24} Lemma 4.2.3 and references within), for any $F \in \mathcal{F}C^\infty_T$ with $F(\gamma) = f(\gamma_{t_1}, \cdots, \gamma_{t_N}), f \in C^{lip}_0(M)$ and $0 \leq t_1 < \cdots < t_N$,

$$
(U^x_0)^{-1} \nabla_x \mathbb{E}[F(X^x_{[0,T]})] = \sum_{i=1}^N \mathbb{E} \left[ Q_{t_i}^{x}(U^x_{t_i})^{-1} \nabla_i f(X^x_{t_1}, \cdots, X^x_{t_N}) \right],
$$

\textbf{eq2.3} (2.3)
where $\nabla_x$ denotes the gradient in $x \in M$ and $\nabla_i$ is the gradient with respect to the $i$-th component. In particular, taking $F(\gamma) = f(\gamma)$, we obtain

$$\nabla P_t f(x) = U_0 f \mathbb{E} \left[ Q^x_t (U^x_t)^{-1} \nabla f(X^x_t) \right], \quad x \in M, f \in C^\infty_0(M), t \geq 0. \tag{2.4}$$

Finally, for the above $F \in \mathcal{F}_{C^\infty_0}$, the damped gradient of $F$ is denoted by

$$\tilde{D}_t F(X^x_{[0,T]}) = \sum_{i:t_i > t} Q^x_{t_i} U^{-1}_{t_i} \nabla_i f(X^x_{t_1}, \ldots, X^x_{t_N}), \quad t \in [0,T]. \tag{2.5}$$

Then the martingale representation theorem in [3] (see also [23, 24]) implies that

$$\mathbb{E} (F(X^x_{[0,T]}) | \mathcal{F}_t) = \mathbb{E} [F(X^x_{[0,T]})] + \sqrt{2} \int_0^t \mathbb{E} \left( \tilde{D}_s F(X^x_{[0,T]}) | \mathcal{F}_s \right) dW_s, \quad t \in [0,T]. \tag{2.6}$$

Proof of Theorem 1.2. For simplicity, below we will write $F$ and $f$ for $F(X^x_{[0,T]})$ and $f(X^x_t)$ respectively. If $\text{Ric}_Z$ has symmetric lower and upper bounds, A. Naber [18] and Wang-Wu [26] obtained this conclusion for the constant bound and for point-wise symmetric bound respectively. But when the lower and upper bounds of $\text{Ric}_Z$ is not symmetric, it is quite difficult to establish some functional inequalities by using the uniform norm of $\text{Ric}_Z$ such that these inequalities can characterise the associated lower and upper bounds. To overcome the difficulty, we may make a symmetrization of Bakry-Emery curvature such that it is symmetric, i.e. we may consider the curvature

$$\text{Ric}^{K_1,K_2}_Z(U^x_t) := \text{Ric}_Z(U^x_t) - \frac{K_1(X^x_t) + K_2(X^x_t)}{2} \text{Id},$$

where $\text{Ric}_Z(U^x_t) : \mathbb{R}^d \to \mathbb{R}^d$ is defined by

$$\langle \text{Ric}_Z(U^x_t)(a), b \rangle := \text{Ric}(U^x_t a, U^x_t b) - \langle \nabla U^x_t a Z, U^x_t b \rangle, \quad a, b \in \mathbb{R}^d.$$

Then by (1), we get

$$\left\| \text{Ric}^{K_1,K_2}_Z(U^x_t) \right\| \leq K_1(X^x_t) - K_2(X^x_t). \tag{2.7}$$

Let $\tilde{Q}^x_{s,t}$ be the solution of the following resolvent equation

$$\frac{d\tilde{Q}^x_{s,t}}{dt} = -\tilde{Q}^x_{s,t} \text{Ric}^{K_1,K_2}_Z(U^x_t), \quad t \geq s, \quad \tilde{Q}^x_{s,s} = \text{Id}. \tag{2.8}$$

and denote $\tilde{Q}^x_t := \tilde{Q}^x_{0,t}$ for convenience. Combining this with (2.8),

$$\tilde{Q}^x_{s,t} = e^{\frac{1}{2} \int_s^t K_1(X^x_r) + K_2(X^x_r) dr} Q^x_{s,t}. \tag{2.9}$$
Thus, (3) holds.

Following the line of (2.6), in the following, we will present a full proof of Theorem 1.2 (a) (1) \( \Rightarrow \) (3) for all \( q \geq 1 \). According to (2.3), we have

\[
U_0^{-1} \nabla_x E[F] = E \left[ \sum_{i=1}^{N} Q_i^x (U_{t_i}^x)^{-1} \nabla_i f \right].
\]

Then by (2.9) and (1.7),

\[
\text{eq2.10} \quad \begin{aligned}
U_0^{-1} \nabla_x E[F] &= E \left[ \sum_{i=1}^{N} \tilde{Q}_i^x A_{t_i}^{K_1,K_2} (U_{t_i}^x)^{-1} \nabla_i f \right] \\
&= E \left[ \sum_{i=1}^{N} \left( I + \int_0^{t_i} \tilde{Q}_s^x \left( \text{Ric}_Z(U_s^x) - \frac{K_1(X_s^x) + K_2(X_s^x)}{2} \text{Id} \right) \, ds \right) A_{t_i}^{K_1,K_2} (U_{t_i}^x)^{-1} \nabla_i f \right] \\
&= E \left[ \sum_{i=1}^{N} A_{t_i}^{K_1,K_2} (U_{t_i}^x)^{-1} \nabla_i f \right] \\
&\quad + E \left[ \int_0^T \left\{ \tilde{Q}_s^x \left( \text{Ric}_Z(U_s^x) - \frac{K_1(X_s^x) + K_2(X_s^x)}{2} \text{Id} \right) \, ds \right\} A_{t_i}^{K_1,K_2} (U_{t_i}^x)^{-1} \nabla_i f \right] \\
&= E \left[ \dot{D}_0^{K_1,K_2} F + \int_0^T \left\{ \tilde{Q}_s^x \left( \text{Ric}_Z(U_s^x) - \frac{K_1(X_s^x) + K_2(X_s^x)}{2} \text{Id} \right) \dot{D}_s^{K_1,K_2} F \right\} \, ds \right].
\end{aligned}
\]

In addition, by (2.7) and (2.8), we have

\[
\text{QQ2} \quad \| \tilde{Q}_s^x \| \leq e^{\int_0^s \mu_{K_1,K_2}(X_u^x) \, du}.
\]

Combining these with (1), (1.6) and using Hölder’s inequality twice, we obtain

\[
| \nabla_x E[F] |^q \leq \left\{ E | \dot{D}_0^{K_1,K_2} F | + E \int_0^T | \dot{D}_s^{K_1,K_2} F | \mu_{x,T}^{K_1,K_2}(ds) \right\}^q \\
\leq E \left\{ | \dot{D}_0^{K_1,K_2} F | + \int_0^T | \dot{D}_s^{K_1,K_2} F | \mu_{x,T}^{K_1,K_2}(ds) \right\}^q \\
\leq E \left\{ \left( | \dot{D}_0^{K_1,K_2} F |^q + \int_0^T | \dot{D}_s^{K_1,K_2} F |^q \mu_{x,T}^{K_1,K_2}(ds) \right)^{q-1} \right\} \left( 1 + \mu_{x,T}^{K_1,K_2}([0,T])^{q-1} \right) \\
\leq E \left\{ \left( | \dot{D}_0^{K_1,K_2} F |^q + \int_0^T | \dot{D}_s^{K_1,K_2} F |^q \mu_{x,T}^{K_1,K_2}(ds) \right) \left( 1 + \mu_{x,T}^{K_1,K_2}([0,T])^{q-1} \right) \right\}.
\]

Thus, (3) holds.
(b) $(3) \Rightarrow (2)$ for all $p = q$. Taking $F(\gamma) = f(\gamma_T)$, then we have $\mathbb{E}F(x,0,T) = P_Tf(x)$ and

$$\text{eq2.13} \quad \dot{\mathcal{D}}^{K_1,K_2}_s F = A^{K_1,K_2}_T(U^x_T)^{-1}\nabla f(X^x_T), \quad s < T.$$ 

Thus $|\dot{\mathcal{D}}^{K_1,K_2}_s F| = A^{K_1,K_2}_T|\nabla f(X^x_T)|$ for $s \in [0,T]$. Finally, $(3)$ implies the first inequality in $(2)$ with $p = q$. Similarly, by taking $F(\gamma) = f(\gamma_0) - \frac{1}{2}f(\gamma_T)$, we have $\mathbb{E}F = f(x) - \frac{1}{2}P_Tf(x)$ and

$$\text{eq2.14} \quad |\dot{\mathcal{D}}^{K_1,K_2}_0 F| = \left|\nabla f(x) - \frac{1}{2}A^{K_1,K_2}_T(U^x_0)^{-1}\nabla f(X^x_T)\right|,$$

$$|\dot{\mathcal{D}}^{K_1,K_2}_s F| \leq \frac{1}{2}A^{K_1,K_2}_T|\nabla f(X^x_T)|, \quad s \in (0,T].$$

Then the second inequality in $(2)$ is also implied by $(3)$.

(c) $(2)$ for some $p \geq 1$ and $q \in [1,2] \Rightarrow (1)$. Let $x \in M$. According to the first inequality in $(2)$ and $(2.1)$ yield

$$0 \leq \lim_{T \to 0} \frac{\mathbb{E}\left[e^{-p\mathcal{D}^{K_2}_T(X^x_T)}|\nabla f|^p(X^x_T)\right] - |\nabla P_Tf|^p(x)}{pT} \leq \lim_{T \to 0} \frac{\mathbb{E}\left[e^{-p\mathcal{D}^{K_2}_T(X^x_T)}|\nabla f|^p(X^x_T)\right] - |\nabla P_Tf|^p(x)}{pT}$$

$$\text{eq2.15} \quad = -K_2 + \text{Ric}_Z(\nabla f, \nabla f)$$

where $f \in C^\infty_0(M)$ with Hess$_f(x) = 0$ and $|\nabla f(x)| = 1$. This implies Ric$_Z \geq K_2$.

Next, we prove that the second inequality in $(2)$ implies Ric$_Z \leq K_1$. By Hölder’s inequality, the second inequality in $(2)$ for some $q \in [1,2]$ implies the same inequality for $q = 2$:

$$\text{eq2.16} \quad \left|\nabla f(x) - \frac{1}{2}\nabla P_Tf(x)\right|^2 \leq \mathbb{E}\left[\left(1 + \mu^{K_1,K_2}_{x,T}(0,T)\right)\right]
\times \left(\left|\nabla f(x) - \frac{1}{2}A^{K_1,K_2}_T(U^x_0)^{-1}\nabla f(X^x_T)\right|^2 + \frac{\mu^{K_1,K_2}_{x,T}(0,T)}{4}(A^{K_1,K_2}_T)^2|\nabla f(X^x_T)|^2\right].$$

Equivalently,

$$|\nabla f(x)|^2 - \langle \nabla f(x), \nabla P_Tf(x) \rangle + \frac{1}{4}|\nabla P_Tf(x)|^2$$

$$\text{eq2.17} \quad \leq \mathbb{E}\left[\left(1 + \mu^{K_1,K_2}_{x,T}(0,T)\right)\right] \times \left(|\nabla f|^2(x) - \langle \nabla f(x), A^{K_1,K_2}_T(U^x_0)^{-1}\nabla f(X^x_T)\rangle\right)
+ \frac{\mu^{K_1,K_2}_{x,T}(0,T)}{4}(A^{K_1,K_2}_T)^2|\nabla f|^2(X^x_T)).$$
Thus,

\[
0 \leq \mathbb{E} \left[ \mu_{x,T}^{K_1,K_2}([0,T]) |\nabla f|^2(x) \right. \\
+ \langle \nabla f(x), \nabla P_T f(x) - (1 + \mu_{x,T}^{K_1,K_2}([0,T])) A_{T}^{K_1,K_2} U_0^x (U_T^x)^{-1} \nabla f(X_T^x) \rangle \\
+ \frac{1}{4} \left[ (\mu_{x,T}^{K_1,K_2}([0,T]) + 1)^2 (A_{T}^{K_1,K_2})^2 |\nabla f|^2(X_T^x) - |\nabla P_T f(x)|^2 \right]^{\text{eq2.18}}
\]

\[
\mathbb{E} \left[ \mu_{x,T}^{K_1,K_2}([0,T]) \right] |\nabla f|^2(x) + \langle \nabla f(x), \nabla P_T f(x) - \mathbb{E} \left[ U_0^x (U_T^x)^{-1} \nabla f(X_T^x) \right] \rangle \\
+ \frac{1}{4} \mathbb{E} \left[ \left\{ (\mu_{x,T}^{K_1,K_2}([0,T]) + 1)^2 (A_{T}^{K_1,K_2})^2 - 1 \right\} |\nabla f|^2(X_T^x) \right] \\
+ \frac{1}{4} \left[ P_T |\nabla f|^2(x) - |\nabla P_T f(x)|^2 \right] \text{[eq2.19]}
\]

By (2.3) and (2.4), we have

\[
\langle \nabla f(x), \nabla P_T f(x) - \mathbb{E} \left[ U_0^x (U_T^x)^{-1} \nabla f(X_T^x) \right] \rangle \\
= - \int_0^T \langle \nabla f(x), U_0^x \text{Ric}_Z(U_T^x)(U_T^x)^{-1} \nabla f(X_T^x) \rangle \, dr \\
= - T \text{Ric}_Z(\nabla f, \nabla f)(x) + o(T). \text{[eq2.19]}
\]

Combining the above these with (2.1), we obtain

\[
0 \leq \lim_{T \to 0} \frac{\mathbb{E} \left[ \mu_{x,T}^{K_1,K_2}([0,T]) \right] |\nabla f|^2(x)}{T} \\
+ \lim_{T \to 0} \frac{\langle \nabla f(x), \nabla P_T f(x) - \mathbb{E} \left[ U_0^x (U_T^x)^{-1} \nabla f(X_T^x) \right] \rangle}{T} \\
+ \lim_{T \to 0} \frac{\mathbb{E} \left[ \left\{ (\mu_{x,T}^{K_1,K_2}([0,T]) + 1)^2 (A_{T}^{K_1,K_2})^2 - 1 \right\} |\nabla f|^2(X_T^x) \right]}{T} \\
+ \frac{1}{4} \lim_{T \to 0} \frac{\left[ P_T |\nabla f|^2(x) - |\nabla P_T f(x)|^2 \right]}{T} \text{[eq2.20]}
\]

\[
= \frac{K_1 - K_2}{2} |\nabla f(x)|^2 - \text{Ric}_Z(\nabla f, \nabla f)(x) + K_2 |\nabla f(x)|^2 \\
- \frac{K_2}{2} |\nabla f(x)|^2 + \frac{1}{2} \text{Ric}_Z(\nabla f, \nabla f)(x).
\]

This implies $\text{Ric}_Z(\nabla f, \nabla f)(x) \leq K_1$. 
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(d) (5) ⇒ (1). Let $F(\gamma) = f(\gamma_T)$. Then (5) implies

$$P_T f^2(x) - (P_T f(x))^2 \leq 2 \int_0^T \mathbb{E} \left[ \left( 1 + \mu_{x,T}^{K_1,K_2}([s,T]) \right)^2 (A_{s,T}^{K_1,K_2})^2 |\nabla f|^2(X_T^x) \right] ds. \tag{2.21}$$

For $f$ in (2.1), combining this with (2.1) we obtain

$$\text{Ric}_Z(\nabla f, \nabla f)(x)$$

$$= \lim_{T \to 0} \frac{1}{T} \left( \frac{P_T f^2(x) - (P_T f)^2(x)}{2T} - |\nabla P_T f|^2 \right)$$

$$\leq \lim_{T \to 0} \frac{1}{T} \left( \frac{1}{T} \int_0^T \mathbb{E} \left[ \left( 1 + \mu_{x,T}^{K_1,K_2}([s,T]) \right)^2 (A_{s,T}^{K_1,K_2})^2 |\nabla f|^2(X_T^x) \right] ds - |\nabla P_T f|^2 \right)$$

$$= 2 \lim_{T \to 0} \frac{P_T |\nabla f|^2(x) - |\nabla P_T f|^2(x)}{2T}$$

$$+ |\nabla f|^2(x) \lim_{T \to 0} \frac{1}{T} \int_0^T \mathbb{E} \left[ \left( 1 + \mu_{x,T}^{K_1,K_2}([s,T]) \right)^2 (A_{s,T}^{K_1,K_2})^2 |\nabla f|^2(X_T^x) \right] ds - 1$$

$$\leq \text{2Ric}_Z(\nabla f, \nabla f)(x) + |\nabla f|^2(x)$$

$$= 2 \text{Ric}_Z(\nabla f, \nabla f)(x) - 2K_2 |\nabla f|^2(x).$$

This implies $\text{Ric}_Z(\nabla f, \nabla f)(x) \geq K_2 |\nabla f|^2(x)$.

Next, we will prove the upper bound estimates. We take $F(\gamma) = f(\gamma_\varepsilon) - \frac{1}{2} f(\gamma_T)$ for $\varepsilon \in (0, T)$. By (1.8),

$$|\hat{P}_{t,s}^{K_1,K_2} F| = \left| A_{t,s}^{K_1,K_2} \nabla f(X_s) - \frac{1}{2} A_{t,T}^{K_1,K_2} U_{\varepsilon}(U_{\varepsilon}^{-1})^{-1} \nabla f(X_T^x) \right|_{1[\varepsilon]}(s)$$

$$+ \frac{1}{2} A_{t,T}^{K_1,K_2} |\nabla f(X_T^x)|_{1[\varepsilon]}(s).$$

Then (5) implies

$$I_\varepsilon := \mathbb{E} \left[ f(X_s^\varepsilon) - \frac{1}{2} \mathbb{E} (f(X_T^x)|\mathcal{F}_s) \right]^2 - \left( P_{\varepsilon} f(x) - \frac{1}{2} P_T f(x) \right)^2$$

$$\leq 2 \int_0^\varepsilon \mathbb{E} \left\{ \left( 1 + \mu_{x,T}^{K_1,K_2}([0,T]) \right) \left| A_{t,s}^{K_1,K_2} \nabla f(X_s) - A_{t,T}^{K_1,K_2} \frac{1}{2} U_{\varepsilon}(U_{\varepsilon}^{-1})^{-1} \nabla f(X_T^x)^2 \right|^2$$

$$+ |\nabla f(X_T^x)|^2 \frac{\int_0^T \left( A_{t,T}^{K_1,K_2} \mu_{x,T}^{K_1,K_2} \right) dt}{4} \right\} dt + c\varepsilon^2 =: J_\varepsilon, \quad \varepsilon \in (0, T) \tag{2.22}$$
for some constant $c > 0$. It is easy to show that

\[
\lim_{\varepsilon \to 0} \frac{J_\varepsilon}{\varepsilon} = \mathbb{E}\left\{ \left( 1 + \mu^{K_1,K_2}_{x,T}([0,T]) \right) \left( |\nabla f(x) - \frac{1}{2} A^{K_1,K_2}_{T_0} U^{x}_{T_0}^{-1} \nabla f(X^x_T)|^2 + (A^{K_1,K_2}_{T_0})^2 \mu^{K_1,K_2}_{x,T}([0,T]) |\nabla f(X^x_T)|^2 \right) \right\}.
\]

(2.23)

On the other hand, we have

\[
\frac{I_\varepsilon}{\varepsilon} = \frac{P_\varepsilon f^2 - (P_\varepsilon f)^2}{\varepsilon} + \frac{1}{4 \varepsilon} \mathbb{E} \left\{ \left( \mathbb{E}(f(X^x_T)|\mathcal{F}_\varepsilon) \right)^2 - (P_T f)^2(x) \right\} + \frac{\mathbb{E} |f(X^x_T)\{P_\varepsilon f(x) - f(X^x_T)\}|}{\varepsilon}.
\]

(2.24)

Let $f \in C^\infty_0(M)$, we have

\[
\lim_{\varepsilon \to 0} \frac{P_\varepsilon f^2 - (P_\varepsilon f)^2}{\varepsilon} = 2 |\nabla f|^2(x).
\]

(2.25)

Next, (2.5) and (2.6) yield

\[
\mathbb{E}(f(X^x_T)|\mathcal{F}_\varepsilon) = P_T f(x) + \sqrt{2} \int_0^\varepsilon \mathbb{E}\left\{ \mathbb{E}(Q^x_{s,T}(U^x_{T_0})^{-1} \nabla f(X^x_T)|\mathcal{F}_s), dW_s \right\}.
\]

(2.26)

Then

\[
\mathbb{E}[\mathbb{E}(f(X^x_T)|\mathcal{F}_\varepsilon)]^2 = (P_T f)^2 + 2 \int_0^\varepsilon \mathbb{E} Q^x_{s,T}(U^x_{T_0})^{-1} \nabla f(X^x_T)|^2 ds.
\]

This together with (2.4) leads to

\[
\lim_{\varepsilon \to 0} \frac{1}{4 \varepsilon} \mathbb{E} \left\{ \left( \mathbb{E}(f(X^x_T)|\mathcal{F}_\varepsilon) \right)^2 - (P_T f)^2(x) \right\} = \frac{1}{2} |\nabla P_T f(x)|^2.
\]

(2.27)

Finally, by Itô’s formula we have

\[
P_\varepsilon f(x) - f(X^x_\varepsilon) = P_\varepsilon f(x) - f(x) - \int_0^\varepsilon L f(X^x_s) ds - \sqrt{2} \int_0^\varepsilon \langle \nabla f(X^x_s), U^x_s dW_s \rangle = o(\varepsilon) - \sqrt{2} \int_0^\varepsilon \langle \nabla f(X^x_s), U^x_s dW_s \rangle.
\]

Combining this with (2.27) and (2.28), we arrive at

\[
\lim_{\varepsilon \to 0} \frac{\mathbb{E}[f(X^x_T)\{P_\varepsilon f(x) - f(X^x_T)\}]}{\varepsilon} = -2 \langle \nabla f(x), \nabla P_T f(x) \rangle.
\]
Substituting this and (2.27)-(2.29) into (2.26), we obtain
\[ \lim_{\varepsilon \to 0} I_\varepsilon = 2 \left| \nabla f(x) - \frac{1}{2} \nabla P_T f(x) \right|^2. \]

Combining this with (2.24) and (2.25), we prove the second inequality in (2) for \( q = 2 \), which implies \( \text{Ric}_Z \leq K_1 \).

(f) (1) \Rightarrow (4). According to (2.6),

\[ G_t := \mathbb{E}(F^2 | \mathcal{F}_t) = \mathbb{E}(F^2) + \sqrt{2} \int_0^t \langle \mathbb{E}(\tilde{D}_s F^2 | \mathcal{F}_s), dW_s \rangle, \quad t \in [0, T]. \]

By Itô’s formula,

\[ d(G_t \log G_t) = (1 + \log G_t)dG_t + \frac{\mathbb{E}(\tilde{D}_s F^2 | \mathcal{F}_s)^2}{G_t} dt \]
\[ \leq (1 + \log G_t)dG_t + 4\mathbb{E}(|\tilde{D}_s F|^2 | \mathcal{F}_s) dt. \]

Then

\[ \mathbb{E}[G_{t_1} \log G_{t_1}] - \mathbb{E}[G_{t_0} \log G_{t_0}] \leq 4 \int_{t_0}^{t_1} \mathbb{E}[|\tilde{D}_s F|^2] ds. \]

By (2.5) we have

\[ \tilde{D}_s F = \sum_{i=1}^{N} 1_{\{s < t_i\}} Q_{s,t_i}^{x} (U_{t_i}^{x})^{-1} \nabla_i f = \sum_{i=1}^{N} 1_{\{s < t_i\}} A_{s,t_i}^{K_1,K_2} \tilde{Q}_{s,t_i}^{x} (U_{t_i}^{x})^{-1} \nabla_i f \]
\[ = \sum_{i=1}^{N} 1_{\{s < t_i\}} \left( I + \int_s^{t_i} Q_{s,t}^{x} \left\{ \text{Ric}_Z(U_t^{x}) - \frac{K_1(X_t^{x}) + K_2(X_t^{x})}{2} \right\} A_{s,t_i}^{K_1,K_2} (U_{t_i}^{x})^{-1} \nabla_i f dt \right) \]
\[ = \tilde{D}_{s,s}^{K_1,K_2} F + \int_s^{T} Q_{s,t}^{x} \left\{ \text{Ric}_Z(U_t^{x}) - \frac{K_1(X_t^{x}) + K_2(X_t^{x})}{2} \right\} \tilde{D}_{s,t}^{K_1,K_2} F dt. \]

Combining this with (1), (2.11), and using the Schwarz inequality, we prove

\[ |\tilde{D}_s F|^2 \leq (1 + \mu_{x,T}^{K_1,K_2}([s, T])) \left( |\tilde{D}_{s,s}^{K_1,K_2} F|^2 + \int_s^{T} |\tilde{D}_{s,t}^{K_1,K_2} F|^2 \mu_{x,T}^{K_1,K_2}(dt) \right). \]

This together with (2.30) implies the log-Sobolev inequality in (4).

In particular, if \( K_2, K_1 \in \mathbb{R} \) are two constants with \( K_1 \geq K_2 \), from Theorem 1.2 we easily obtain the following Corollary 2.1.

**Corollary 2.1.** Suppose \( K_2, K_1 \in \mathbb{R} \) with \( K_1 \geq K_2 \). For any \( p, q \in [1, 2] \), the following statements are equivalent each other:
For any $x \in M$,

$$K_2 g_x \leq \text{Ric}_Z(x) \leq K_1 g_x.$$  

(2) For any $T > 0$ and $x \in M$, $f \in C_0^\infty(M)$ with $|\nabla f|(x) = 1$,

$$|\nabla P_T f|^p(x) \leq e^{-K_2 T} |\nabla f|^p(x),$$

$$\left|\nabla f(x) - \frac{1}{2} \nabla P_T f(x)\right|^q \leq e^{\frac{K_1 - K_2}{2}(q-1)T}$$

$$\times \mathbb{E}\left[ \left|\nabla f(x) - \frac{1}{2} e^{-\frac{K_1 + K_2}{2} T} U_0^x (U_T^x)^{-1} \nabla f(X_T^x)\right|^q + \frac{e^{\frac{K_1 - K_2}{2} T} - 1}{2q} e^{-\frac{K_1 + K_2}{2} T} |\nabla f(X_T^x)|^q \right].$$

(3) For any $F \in \mathcal{F}C_\infty$, $x \in M$ and $T > 0$,

$$|\nabla_x \mathbb{E} F(X^x_{[0,T]}))|q \leq e^{\frac{K_1 - K_2}{2}(q-1)T} \mathbb{E}\left[ \left|\dot{D}_0^{K_1,K_2} F(X^x_{[0,T]}))\right|^q$$

$$+ \int_0^T |\dot{D}_s^{K_1,K_2} F(X^x_{[0,T]}))|^q \mu_{x,T}^K (ds) \right].$$

(4) For any $t_0, t_1 \in [0,T]$ with $t_1 > t_0$, and any $x \in M$, the following log-Sobolev inequality holds:

$$\mathbb{E}\left[ \mathbb{E}(F^2(X^x_{[0,T]}))|\mathcal{F}_{t_1}) \log \mathbb{E}(F^2(X^x_{[0,T]}))|\mathcal{F}_{t_1}) \right]$$

$$- \mathbb{E}\left[ \mathbb{E}(F^2(X^x_{[0,T]})|\mathcal{F}_{t_0}) \log \mathbb{E}(F^2(X^x_{[0,T]})|\mathcal{F}_{t_0}) \right] \leq 4 \int_{t_0}^{t_1} \mathcal{E}_{s,T}^{K_1,K_2}(F,F) ds, \ F \in \mathcal{F}C_\infty.$$

(5) For any $t \in [0,T]$ and $x \in M$, the following Poincaré inequality holds:

$$\mathbb{E}\left[ \left\{ \mathbb{E}(F(X^x_{[0,T]}))|\mathcal{F}_t) \right\}^2 - \left\{ \mathbb{E}[F(X^x_{[0,T]}))] \right\}^2 \right] \leq 2 \int_0^t \mathcal{E}_{s,T}^{K_1,K_2}(F,F) ds, \ F \in \mathcal{F}C_\infty.$$

**Corollary 2.2.** Suppose $K$ is a continuous function on $M$ and

$$\mathbb{E} e^{-p \int_0^T K^{-}(X^x_t) ds} < \infty \text{ for some } \varepsilon, T > 0$$

for some $p \geq 1$, the following two statements are equivalent:

(1) For any $x \in M$,

$$\text{Ric}_Z(x) \geq K(x).$$

**eq2.32**
(2) For any $T > 0$ and $x \in M$, $f \in C^\infty_0(M)$,

$$|\nabla P_T f|^p(x) \leq \mathbb{E}\left[e^{-\int_0^T K(X_z^x)du} |\nabla f|^p(X_T^x)\right].$$

Proof. Obviously, (1) follows from (2) by using (2.1). In the following, it suffices to only show that (1) $\Rightarrow$ (2). Let

$$K_1(x) = \sup \{\text{Ric}_Z(X, X) : X \in T_x M, |X| = 1\}$$

$$K_2(x) = \inf \{\text{Ric}_Z(X, X) : X \in T_x M, |X| = 1\}.$$

(a) If $K_1$ and $K_2$ satisfy with the integrable condition (1.10), by Theorem 1.2, then we have (3) of Theorem 1.2. In particular, for the function $F(\gamma) := f(\gamma_T)$, it implies that

$$|\nabla P_T f|^p(x) \leq \mathbb{E}\left[e^{-\int_0^T K_2(X_z^x)du} |\nabla f|^p(X_T^x)\right].$$

Thus, according to (2.32) and Cauchy-Schwartz inequality, (2) are implied by $K \leq K_2$.

(b) In general, by the similar argument in Section 3, we construct a sequence of processes $X_t^x$ such that $X_t^x = X_t^x \mathbb{P}_x$-a.s. for every $t \leq \tau_R$ on $M_R$. Let $\text{Ric}^{(R)}$, $\nabla^{(R)}$ and $\| \cdot \|_\varphi$ be the associated Ricci curvature, the Levi-Civita connection, and the norm of vectors on $M_\varphi$ respectively. Define $K_1^R$, $K_2^R$ as (2.32) with $\text{Ric}_Z$ replaced by $\text{Ric}^{(R)}_Z$. Then $K_1^R$, $K_2^R$ satisfy with (1.10), by (a),

$$|\nabla \mathbb{E}[f(X_T^x)]|^p \leq \mathbb{E}\left[e^{-\int_0^T K_2^R(X_z^x)du} |\nabla f|^p(X_T^x)\right].$$

By (2.32), (1) and the dominated convergence theorem, we have

$$\lim_{R \to \infty} \mathbb{E}\left[e^{-\int_0^T K_2^R(X_z^x)du} |\nabla f|^p(X_T^x)\right] = \mathbb{E}\left[e^{-\int_0^T K_2(X_z^x)du} |\nabla f|^p(X_T^x)\right] \leq \mathbb{E}\left[e^{-\int_0^T K_2(X_z^x)du} |\nabla f|^p(X_T^x)\right]$$

and

$$\lim_{R \to \infty} |\nabla \mathbb{E}[f(X_T^x)]|^p = \lim_{R \to \infty} |\mathbb{E}[Q_T^{R^T} U_T^{R^T} \nabla f(X_T^x)]|^p$$

$$= |\mathbb{E}[Q_T^{R^T} U_T^{R^T} \nabla f(X_T^x)]|^p = |\nabla \mathbb{E}[f(X_T^x)]|^p.$$

Applying (2.36) and (2.37) into (2.35), this concludes the proof of Corollary 2.2.

Remark 2.3. The equivalence of Corollary 2.2 was first proved by [24] under a different condition.
3 Proof of Theorem 1.1

In this section, our aim is to prove Theorem 1.1. To do that, we need to make some preparations. Fix $x \in M$ and for any $R > 0$, the stopping time is given by

$$\tau_R = \inf \{ t \geq 0 : \rho(x, X^t_x) \geq R \}.$$

By [24, Lemma 3.1.1] (see also [1, Lemma 2.3]), there exists a constant $c > 0$ such that

$$P(\tau_R \leq T) \leq e^{-c/T}, \quad T \in (0, 1].$$

For each $T > 0$, let $\{t_i\}_{i=1}^\infty$ be the countable dense subset of the interval $[0, T]$. For any $l \in C_0^\infty(\mathbb{R})$, we construct a family of functions as follows:

$$\rho^m_x(\gamma) := \sup_{1 \leq i \leq m} d_M(\gamma(t_i), x), \quad m \geq 1, \gamma \in W_x(M)$$

and

$$l^m_x(\gamma) := l(\rho^m_x(\gamma)), \quad m \geq 1, \gamma \in W_x(M).$$

It is obvious that $l^m_x := l(\rho^m_x) \in \mathcal{F}C_0^\infty$. Define

$$g(s) := \max_{1 \leq i \leq m} s_i, \quad s = (s_1, \ldots, s_m) \in \mathbb{R}^m.$$

Then

$$\rho_x = g\left((d_M(\gamma(t_1), x), \ldots, d_M(\gamma(t_m), x))\right).$$

Since $g(s)$ is a Lipschitz continuous function on $\mathbb{R}^m$ with Lipschitz constant 1, and $|\nabla d_M(\cdot, x)| \leq 1$, then for every $m \geq 1$, we have

$$\|DK_1K_2l^m_x(\gamma)\|_H \leq \sup_{r \in \mathbb{R}} |l'(r)| e^{\int_0^T |K_1(\gamma_s) + K_2(\gamma_s)|^2 ds}, \quad \mathbb{P}_x - a.s. \gamma \in W_x(M).$$

Hence by Mazur’s theorem (or refer to the argument in the proof of [?], Lemma 2.2, [20, Proposition 3.1] or [4, Lemma 2.1]), we know

$$\|DK_1K_2l(\rho_x(\gamma))\|_H \leq \sup_{r \in \mathbb{R}} |l'(r)| e^{\int_0^T |K_1(\gamma_s) + K_2(\gamma_s)|^2 ds}, \quad \mathbb{P}_x - a.s. \gamma \in W_x(M).$$

In addition, by the standard procedure and the local integration by parts formula(refer to the proof of Theorem 1.1 in [4]), we have

$$l(\rho_x) = \lim_{m \to \infty} l^m_x, \quad \delta_1 - \text{norm}.$$
Lemma 3.1. Assume that \( l \in C_0^\infty(\mathbb{R}) \) with \( \text{supp}(l) \subset B_{2R}(x) \), \( l|_{B_R(x)} = 1 \) for some \( R > 0 \). Then for any \( p > 0 \) and for any \( f \in C_0^\infty(M) \),

\[
\lim_{T \to \infty} \frac{1}{T^p} \nabla_x \mathbb{E} \left[ (1 - l(\rho_x)) f(X_T^x) \right] = 0.
\]

**Proof.** It suffices to only show that

\[
\lim_{T \to \infty} \frac{1}{T^p} dx \left( \mathbb{E} \left[ (1 - l(\rho_x)) f(X_T^x) \right] \right)(V) = 0, \; \forall \; V \in T_x M.
\]

By Lemma 2.1 in [5], we know that there exists a \( L^2 \)-integrable cut-off function \( h : [0, T] \times W_x(M) \to \mathbb{R}^n \) such that

\[
h(\cdot, \gamma) = 0, \; \forall \; \gamma \cap B_R(x) \neq \emptyset.
\]

Then by the same argument of Lemma 3.8 in [6],

\[
\mathbb{E} \left[ (1 - l(\rho_x)) f(X_T^x) \right]
\]

is differentiable, i.e.

\[
d_x \left( \mathbb{E} \left[ (1 - l(\rho_x)) f(X_T^x) \right] \right)(V(x)) = \mathbb{E} \left( d \left[ (1 - l(\rho_x)) f(X_T^x) \right] (U(x)h^V(x)) \right)
\]

\[
- E_x \left[ \left( (1 - l(\rho_x)) f(X_T^x) \right) \int_0^T \left\langle h_r^V + \frac{1}{2} U_r^{-1}(\sigma) \text{Ric}^\#_Z(h_r^V), \, dB_r \right\rangle \right].
\]

where \( h^V(x) = h(x) - h_0(x) + U_0^{-1}V \) and \( B_s \) is the stochastic anti-development of the \( L \)-diffusion processes. Thus, by (3.1), we have

\[
\left| d_x \left( \mathbb{E} \left[ (1 - l(\rho_x)) f(X_T^x) \right] \right)(V(x)) \right| \leq \mathbb{E} \left| d \left[ (1 - l(\rho_x)) f(X_T^x) \right] (U(x)h^V(x)) \right|
\]

\[
+ E_x \left[ \left( (1 - l(\rho_x)) f(X_T^x) \right) \int_0^T \left\langle h_r^V + \frac{1}{2} U_r^{-1}(\sigma) \text{Ric}^\#_Z(h_r^V), \, dB_r \right\rangle \right] \leq C_1 \mathbb{P}(\tau_R \leq T) \leq C_1 e^{-C_2/T}
\]

for some constants \( C_1, C_2 > 0 \). This implies (3.6).

To prove Theorem 1.1, the integration by parts formula with respect to Wiener measure on \( W(M) \) is crucial. Since Theorem 1.1 does not require that the diffusion process generated by \( L \) is non-explosive, that is to say, there are no any integrable conditions about the Ricci curvature. This means that the overall integration by parts formula does not hold. To overcome the difficulty, we may obtain the local the formula of integration by parts by using the cutoff method. The idea is to make a conformal change of metric such that the new Riemannian manifold is with bounded curvature.
and two metrics are the same in a compact set. In fact, for any \( R > 0 \), taking \( \varphi \in C_0^\infty(M) \) such that \( \varphi|_{B_{R+1}(x)} = 1 \). Let

\[
\tau_R := \inf \left\{ t \geq 0 : \rho_x(X^x_t) \geq R \right\}
\]

and

\[
M_R := \{ y \in M : \varphi(y) > 0 \}.
\]

According to [19, section 2](See also [19, 13, 27, 4]) and references in, \((M_R, \langle \cdot, \cdot \rangle_R)\) is a complete Riemannian manifold under the metric

\[
\langle \cdot, \cdot \rangle_R := \varphi^{-2} \langle \cdot, \cdot \rangle,
\]

and

\[
L_R = \varphi^2 L = \frac{1}{2} \Delta^{(R)} + Z^{(R)}
\]

for \( \Delta^{(R)} \) the Laplace operator on \( M_R \) and \( Z^{(R)} \) some vector field on \( M_\varphi \) such that

\[
sup_{M_R} \left( \| \text{Ric}^{(R)} \|_\varphi + \| \nabla^{(R)} Z^{(n)} \|_\varphi \right) < \infty,
\]

where \( \text{Ric}^{(R)} \), \( \nabla^{(R)} \) and \( \| \cdot \|_R \) are the Ricci curvature, the Levi-Civita connection, and the norm of vectors on \( M_R \) respectively. Therefore, letting \( \mathbb{P}^{x,R} \) be the distribution of the \( L_R \)-diffusion process \( X^{x,R} \) on \( M_R \). Then, we have the Driver’s formula \((3.9)\) and the martingale representation theorem \((2.6)\), but where the process \( X^x \) is now replaced by \( X^{x,R} \). Then, by repeating the precious computations of \((2.10)\), we consider the gradient formula on the new path space \( W^T_x(M) \): for any \( F \in \mathcal{F}C_T^\infty \), we have

\[
U_0^{-1,R} \nabla_x \mathbb{E}_{\mathbb{P}^{x,R}}[F] = \mathbb{E} \left[ D_0^{K,R,K_2} F \right.
\]

\[
+ \int_0^T \left\{ \tilde{Q}^{x,R}_s \left( \text{Ric}^R_Z(U^{x,R}_s) - \frac{K_1^{R}(X^{x,R}_t) + K_2^{R}(X^{x,R}_t)}{2} \text{Id} \right) \right\} \mathbb{E} \left[ \hat{S}^{K,R,K_2}_s F \right] ds
\]

where \( U_0^{-1,R} \), \( D_0^{K,R,K_2} \), \( \text{Ric}^R_Z \) are defined similar to the previous one. In addition, by the above construction, we know \( X^{x,R}_t = X^{x}_t \mathbb{P}_x-a.s. \) for every \( t \leq \tau_R \). Then for any \( \gamma \in W^T_x(M) \) with \( \gamma \subset B_R(x) \), then \( \gamma \) may be looked as a path of \( W^T_x(M_R) \) and

\[
U_0^{-1}(\gamma) = U_0^{-1,R}(\gamma), \ D_0^{K_1,K_2} F(\gamma) = D_0^{K,R,K_2} F(\gamma), \ \text{Ric}^R_Z(U^x) = \text{Ric}^R_Z(U^{x,R})
\]

for all \( F \in \mathcal{F}C_T^\infty \). Thus, by \((3.4)\), lemma \(3.1\) and the dominated convergence theorem,
for any $F \in \mathcal{F} C_b^\infty$ we have

$$U_0^{-1} \nabla_x \mathbb{E}_{\mathbb{P}^x}[l(\rho_x) F] = U_0^{-1} \lim_{m \to \infty} \nabla_x \mathbb{E}_{\mathbb{P}^x}[l(\rho_x^m) F]$$

$$= \lim_{m \to \infty} \mathbb{E}\left[ D_0^{K_1, K_2} [l(\rho_x^m) F] \right]$$

$$+ \int_0^T \left\{ \tilde{Q}_s^{x, R} \left( \text{Ric}_Z^R(U_s^x, R) - \frac{K_1(X_s^x, R) + K_2(X_s^x, R)}{2} \text{Id} \right) \right\} ds$$

$$= \mathbb{E}\left[ D_0^{K_1, K_2} [l(\rho_x) F] \right]$$

$$+ \int_0^T \left\{ \tilde{Q}_s^{x, R} \left( \text{Ric}_Z^R(U_s^x, R) - \frac{K_1(X_s^x, R) + K_2(X_s^x, R)}{2} \text{Id} \right) \right\} ds.$$ 

In particular, taking suitable functions $K_1, K_2$ such that $K_2|_{B_R(x)} = C, K_1|_{B_R(x)} = K(x)$, then the above equality implies that

$$U_0^{-1} \nabla_x \mathbb{E}_{\mathbb{P}^x}[l(\rho_x) F] = \mathbb{E}\left[ D_0^{K, C} [l(\rho_x) F] \right]$$

$$+ \int_0^T \left\{ \tilde{Q}_s^{x, R} \left( \text{Ric}_Z^R(U_s^x, R) - \frac{K_1(X_s^x) + C}{2} \text{Id} \right) D_s^{K, C} [l(\rho_x) F] \right\} ds, \quad F \in \mathcal{F} C_b^\infty.$$ 

By the similar argument, we obtain

$$\mathbb{E}\left( F(X_{[0, T]}^x) \mid \mathcal{F}_t \right) = \mathbb{E}[F(X_{[0, T]}^x)] + \sqrt{2} \int_0^t \langle \mathbb{E}(\tilde{D}_s F(X_{[0, T]}^x) \mid \mathcal{F}_s), dW_s \rangle, \quad t \in [0, T], F \in \mathcal{F} C_{loc}^{x, R, T}. $$

**Proof of Theorem 1.2** By repeating the previous part of the proof of Theorem 1.2 and using (3.10) and (3.11), then (2)-(5) are implied by (1). Conversely, it is obvious that (2) ⇒ (3) and (4) ⇒ (5). Thus it suffices to show that (3) ⇒ (1) and (5) ⇒ (1).

(a) (3) ⇒ (1): Let $F \in \mathcal{F} C_{loc}^{x, R, T}$ with $F(\gamma) := l(\rho_x(\gamma)) f(x) - \frac{1}{2} l(\rho_x(\gamma)) f(\gamma T)$, where $l \in C_0^\infty(\mathbb{R}), f \in C_0^\infty(M)$ and $\text{supp}(l) \subset B_R(x)$ and $l|_{B_{R/2}(x)} = 1$. And satisfying with the following conditions

$$\text{supp}(l) \subset B_R(x), \quad l|_{B_{R/2}(x)} = 1$$

$$f(x) = 0, \quad |\nabla f(x)| = 1, \quad \text{Hess} f(x) = 0.$$ 

By (3.1), we have

$$\mathbb{E}\left( (l(\rho_x) - 1) \nabla f(x) \right)^2 \leq \|\nabla f\|_{\infty, \mathbb{P}}^2 (\tau_{R/2} \leq T) = o(T^3).$$
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Combining the above inequality with Lemma 3.1, we have

\[
\left| \mathbb{E}[l(\rho_x) \nabla f(x)] - \frac{1}{2} \nabla \mathbb{E}[l(\rho_x) f(X_T^x)] \right|^2
\]

\[
\text{eq3.14 (3.14)} = \left| \nabla f(x) - \frac{1}{2} \nabla P_T f(x) + \mathbb{E}[(l(\rho_x) - 1) \nabla f(x)] - \frac{1}{2} \nabla \mathbb{E}[(l(\rho_x) - 1) f(X_T^x)] \right|^2
\]

\[
= \left| \nabla f(x) - \frac{1}{2} \nabla P_T f(x) \right|^2 + o(T^3).
\]
According to (3) and (3.13),

\[
\text{eq 3.15} \quad \left| E \left[ l(\rho_x) \nabla f(x) \right] - \frac{1}{2} \nabla E \left[ l(\rho_x) f(X_{t}^x) \right] \right|^2 = \left| \nabla E \left[ F(X_{0:T}^x) \right] \right|^2 \\
= \left| \nabla f(x) E \left[ l(\rho_x) \right] - \frac{1}{2} \nabla E \left[ l(\rho_x) f(X_{t}^x) \right] \right|^2 \\
\leq E \left[ (1 + \mu^{KC}_{x,T}(0, T)) \times \left( D_{o}^{KC} \left( F(X_{0:T}^x) \right) + \int_{0}^{T} \left| \dot{D}_{s}^{KC} \left( F(X_{0:T}^x) \right) \right|^{2} \mu^{KC}_{x,T}(ds) \right) \right] \\
\leq E \left[ (1 + \mu^{KC}_{x,T}(0, T)) \times \left( D_{o}^{KC} \left[ f(X_{0}^x) l(\rho_x) \right] - \frac{1}{2} D_{o}^{KC} \left[ f(X_{0}^x) l(\rho_x) \right] \right)^{2} \mu^{KC}_{x,T}(ds) \right] \\
+ \frac{1}{4} \int_{0}^{T} \left| \dot{D}_{s}^{KC} \left( f(X_{0}^x) l(\rho_x) \right) \right|^{2} \mu^{KC}_{x,T}(ds) \right] \\
= E \left[ (1 + \mu^{KC}_{x,T}(0, T)) \times \left( d l(\rho_x) \nabla f(x) - \frac{1}{2} A^{KC}_{T} \left( U_{0}^x (U_{T}^x) \right) \nabla f(x) \right) \right] \\
+ \frac{\mu^{KC}_{x,T}(0, T)}{4} \left( A^{KC}_{T} \right) \left( l(\rho_x) \nabla f(x) \right) \right] + C \mathbb{P}(\tau_{R/2} \leq T) \\
= E \left[ (1 + \mu^{KC}_{x,T}(0, T)) \times \left( \nabla f(x) - \frac{1}{2} A^{KC}_{T} \left( U_{0}^x (U_{T}^x) \right) \nabla f(x) \right) \right] + o(T^3) \\
= E \left[ (1 + \mu^{KC}_{x,T}(0, T)) \times \left( \nabla f(x) - \frac{1}{2} A^{KC}_{T} \left( U_{0}^x (U_{T}^x) \right) \nabla f(x) \right) \right] + o(T^3). \\
\]

Next, using the same argument of (2) ⇒ (1) in the proof of Theorem 1.2, we obtain (1).

(a) (5) ⇒ (1). Taking \( f \) and \( l \) as in (3.12), but

\[
F(\gamma) := l(\rho_x(\gamma)) f(\gamma) - \frac{1}{2} l(\rho_x(\gamma)) f(\gamma T), \quad \varepsilon > 0,
\]

\[\text{eq 3.16}\]
then \( F \in \mathcal{F}C^{x,R,T}_{\text{loc}} \) and by (1.8)

\[
|\hat{D}_{t,s}^{K,C} F| = |A_{t,\varepsilon}^{K,C} \nabla f(X_{\varepsilon}) - \frac{1}{2} A_{t,T}^{K,C} U_{\varepsilon}(U_{T})^{-1} \nabla f(X_{T})|1_{[0,\varepsilon]}(s) + \frac{1}{2} A_{t,T}^{K,C} \nabla f(X_{T})|1_{[\varepsilon,T]}(s).
\]

Moreover, by (5) and (3.1), there exists a constant \( C_1 > 0 \) depending on \( f, l, C, R \) and \( K \) such that for any \( \varepsilon, T \in (0, 1), \)

\[
I_{\varepsilon} := \mathbb{E} \left[ \mathbb{E} \left( l \left( \rho_x \left( X_{[0,T]}^{\varepsilon} \right) \right) f(X_{\varepsilon}) - \frac{1}{2} l \left( \rho_x \left( X_{[0,T]}^{\varepsilon} \right) \right) f(X_{T}) \right) \right]^2 
- \left[ \mathbb{E} \left( l \left( \rho_x \left( X_{[0,T]}^{\varepsilon} \right) \right) f(X_{\varepsilon}) - \frac{1}{2} l \left( \rho_x \left( X_{[0,T]}^{\varepsilon} \right) \right) f(X_{T}) \right) \right]^2 
\leq 2 \int_0^\varepsilon \mathbb{E} \left\{ (1 + \mu_{x,T}^{K,C}([t,T])) (l \left( \rho_x \left( X_{[0,T]}^{\varepsilon} \right) \right) \hat{D}_{t,t}^{K,C} F)^2 
+ \int_t^T l \left( \rho_x \left( X_{[0,T]}^{\varepsilon} \right) \right) \hat{D}_{t,s}^{K,C} F |^{2} \mu_{x,T}^{K,C}(ds) \right\} dt + C_1 \varepsilon T^4.
\]

Then

\[
\text{eq3.16} \quad 2^{3}\quad (3.16)
\]

\[
\text{eq3.17} \quad 2^{3}\quad (3.17)
\]

\[
\limsup_{\varepsilon \to 0} \frac{I_{\varepsilon}}{\varepsilon} \leq \mathbb{E} \left\{ l \left( \rho_x \left( X_{[0,T]}^{\varepsilon} \right) \right) (1 + \mu_{x,T}^{K,C}([0,T])) \left( \left| \nabla f(x) - \frac{1}{2} A_{T}^{K,C} U_0(U_T)^{-1} \nabla f(X_T) \right|^2 
+ \frac{l \left( \rho_x \left( X_{[0,T]}^{\varepsilon} \right) \right) \mu_{x,T}^{K,C}([0,T])}{4} |A_{T}^{K,C} \nabla f|^2(X_T) \right) \right\} + o(T^3)
\]

for small \( T > 0 \). According to (2.22), we have

\[
\text{eq3.18} \quad 2^{3}\quad (3.18)
\]

\[
\frac{I_{\varepsilon}}{\varepsilon} = \frac{P_{\varepsilon} f^2 - (P_{\varepsilon} f)^2}{\varepsilon} + \frac{1}{4\varepsilon} \mathbb{E} \left[ \mathbb{E} \left( f(X_{T}^{\varepsilon}) | \mathcal{F}_\varepsilon \right) \right]^2 - (P_{\varepsilon} f)^2(x) 
+ \mathbb{E} \left[ f(X_{T}^{\varepsilon}) \{ P_{\varepsilon} f(x) - f(X_{T}^{\varepsilon}) \} \right] \frac{1}{\varepsilon} + o(T^3)
\]

\[
= 2 \left| \nabla f(x) - \frac{1}{2} \nabla P_{\varepsilon} f(x) \right|^2 + o(T^3).
\]
Combining this with (3.16), we get

\[
2 \left| \nabla f(x) - \frac{1}{2} \nabla P_T f(x) \right|^2 \\
\leq \mathbb{E} \left\{ l \left( \rho_x (X^x_{[0,T]}) \right) \left( 1 + \mu_{x,T}^{K,C}([0,T]) \right) \left( \left| \nabla f(x) - \frac{1}{2} U_0^x (U_T^x)^{-1} A_T^{K,C} \nabla f(X_T^x) \right|^2 \\
+ \frac{l \left( \rho_x (X^x_{[0,T]}) \right) \mu_{x,T}^{K,C}([0,T])}{4} |A_T^{K,C} \nabla f|^2(X_T^x) \right) \right\} + o(T^3)
\]

\[
= \mathbb{E} \left\{ (1 + \mu_{x,T}^{K,C}([0,T])) \left( \left| \nabla f(x) - \frac{1}{2} U_0^x (U_T^x)^{-1} A_T^{K,C} \nabla f(X_T^x) \right|^2 \\
+ \frac{\mu_{x,T}^{K,C}([0,T])}{4} |A_T^{K,C} \nabla f|^2(X_T^x) \right) \right\} + o(T^3)
\]

Using this estimate, the rest of the argument is similar to the last part in the proof of (2) \(\Rightarrow\) (1) of Theorem 1.2.
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