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Abstract

Inhomogeneous current and temperature distributions are harmful to the durability of the solid oxide electrolysis cell (SOEC). Segmented SOEC experiments reveal that a high steam utilization, which is favorable for system efficiency, leads to local steam starvation and enhanced the inhomogeneity. It is necessary to consider inhomogeneity and efficiency jointly in optimization studies. Three-dimensional (3D) multiphysics models validated with experiments can simulate the inhomogeneity in a reliable manner, but they are unsuitable for optimization due to the high computational cost. This study proposes a method that combines segmented SOEC experiments, multiphysics simulation, and artificial intelligence to optimize the inhomogeneity and efficiency of SOEC jointly. A 3D cell model is first built and verified by segmented SOEC experiments. Then, fast neural network surrogate models are built from the simulation data and integrated into a multi-objective optimization problem. Its solutions form a Pareto front reflecting the conflicting relationships among different objectives. It is found that the down-stream current is 60%-65% of the up-stream current when the steam utilization is 0.7. To increase the steam utilization to 0.8, the down-stream current will further drop to 50%-60% of the up-stream current. The Pareto fronts enable system operators to achieve a balance between efficiency and inhomogeneity.
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1. Introduction

Solid oxide electrolysis cells (SOECs) constitute a promising energy storage technology...
for carbon neutralization owing to its high efficiency and ability to convert carbon dioxide into chemicals and fuels [1], [2], [3], [4], [5]. However, the high operating temperature brings durability problems. Mechanical stresses, induced by thermal transients and inhomogeneous temperature distributions, are the direct causes of various failures [1], [6], [7]. The inhomogeneous distribution of current also contributes the cell degradation and reduces efficiency [8]. It is critical to improve the homogeneity of current and temperature for safety and durability.

Experimental studies that investigate the spatial inhomogeneity in SOFC and SOEC have been reported. For measuring the temperature distribution, several methods have been reported. Inserting thermocouples into the gas channels or the interconnectors is a widely-used method [9], [10], [11]. Its spatial resolution is limited by the number of thermocouples, due to the difficulties in handling electrical wiring, insulation, and gas-tight sealing. Guk et al. [12] designed a multi-point thermal sensor to improve the spatial resolution of temperature distribution while keeping the wiring simple. Other methods including infrared imaging [13], [14], Raman spectroscopy [15], and optical fiber sensors [16], have also been proposed to obtain high resolution temperature distribution data. For measuring the current distribution, the segmented cell method is a powerful approach [17], [18]. Wuillemin et al. [19] tested an anode-supported planar SOFC with 18 cathode segmentations and measured the current-voltage (IV) curves and electrochemical impedance spectroscopy (EIS). Using an anode-supported SOFC with 16 segmentations, Schiller et al. [8] found that the inhomogeneity of current was enhanced remarkably under high fuel utilization due to the mass transport limitation occurring at the down-stream part. They found that severe mass transport limitation induced inhomogeneous degradation. Aydin et al. [20] measured the current variation along an anode-supported microtubular SOFC with three segments. It was observed that the current of the down-stream segment decreased rapidly due to fuel starvation as the voltage decreased, which could cause local redox cycles and lead to degradation. They further found that the inhomogeneity was enhanced under methane operation due to the severe fuel starvation caused by incomplete methane reforming [21]. Kim et al. [22] found that Ni re-oxidation and interface delamination tended to occur near the outlet in an anode-supported planar SOFC. Wu et al. [11] tested an anode-supported SOFC with four cathode segments. They found that high electrical loadings and high hydrogen dilution ratios could induce large temperature gradient and uneven current distribution, leading to harsh conditions near the gas outlet where microstructure degradation including cathode delamination and electrolyte crack were observed. Therefore, the inhomogeneity of current density and temperature should be controlled for durability.

To reduce experimental costs, multiphysics models are used to simulate the inhomogeneity, while their reliability can be verified by the experimental data [11], [16], [23]. Bessler et al. used the data of a segmented anode-supported SOFC to calibrate a two-dimensional (2D) model [8], [24]. The result showed that the model accurately predicted the IV curves under different temperatures and gas compositions. Aydin et al. used the data of a segmented tubular SOFC and a segmented planar SOFC to verify the corresponding numerical models [23], [25]. However, the high computational cost of 3D multiphysics models hinders their applications, for example, in optimization studies. To handle this problem, surrogate models have been constructed using simulation data produced by multiphysics models to predict the
SOEC performances with low computational cost. Arriagada et al. [26] and Huo et al. [27] used artificial neural networks (ANNs) and support vector machine (SVM) to build SOFC surrogate models using simulation data of physical models. Zahadat et al. [28] and Milewski et al. [29] used ANNs to predict the SOEC and SOFC performance under different operating parameters and design parameters from experimental data. In our previous study, a method to build polynomial surrogate models is proposed [30].

For a fixed stack/system design, the operating parameters, including temperature, flow rates, gas compositions, voltage, and current, can be optimized to improve the efficiency and durability of SOEC systems. Cai et al. [31] studied the optimization of an SOEC system consisting of a stack and an air compressor with a one-dimensional (1D) SOEC model, seeking to maximize the efficiency and hydrogen production. The temperature inhomogeneity was controlled by including a temperature gradient constraint. Xing et al. [32] optimized the temperature, voltage, and steam flow rate of an SOEC system to maximize the hydrogen production under different target powers. A 1D SOEC model was used and the temperature gradient constraint was also considered. They found that the steam utilization affected the system efficiency significantly, because steam generation consumes a large amount of energy and it is hard to fully recover the heat contained in the unused steam. Their optimization results indicated that the optimal steam utilization to maximize system efficiency should exceed 80%. Such a high steam utilization will enhance the inhomogeneity of current and harm the durability as discussed above. However, operation optimization studies that consider both temperature inhomogeneity and current inhomogeneity have not been reported, to the best of the authors’ knowledge. The reason is that operation optimization studies prefer to use lumped or 1D SOEC models due to the low computational cost. It is difficult for such models to simulate the spatial inhomogeneity reliably due to the simplified geometry and boundary conditions. 3D models can simulate the cell performance with higher reliability, but they are too time-consuming for operation optimization studies [5]. Additionally, most of the detailed spatial distributions simulated by 3D models are redundant for operation.

Combining experiments, multiphysics models, and fast surrogate models improve the reliability of multiphysics models and also enable multiphysics models to be integrated into optimization studies for fast numerical solutions [33],[34]. Xu et al. [33] built ANN surrogate models of SOFC using multiphysics simulation data, and used the surrogate models to optimize the power output under different fuel flow rates. Using ANN surrogate models of SOFC, Sun et al. [34] conducted optimization with multiple objectives including production rate, conversion rate, energy efficiency, and heat production. In their study, the optimization problem was formulated to maximize the production rate while keeping the other objectives within given thresholds. Xu et al. [35] optimized the operating parameters of an SOEC to maintain thermo-neutral operation. From the optimization results, a four-dimensional map was constructed, which illustrated the relationships between voltage, temperature, power density, and gas composition under thermo-neutral operation. With this map, it is convenient for the system operators to choose the operating parameters and ensure thermo-neutral operation. However, the inhomogeneity of current and temperature was not considered in these studies, and the multiphysics models used by them were verified with only the overall IV curves.
This paper aims to combine segmented SOEC experiments, 3D multiphysics simulation, and neural network surrogate models to optimize the homogeneity and efficiency of SOEC. A 3D model of a cathode-supported SOEC is first built to predict the inhomogeneous distributions of current and temperature. Its reliability is verified with the current and temperature distributions measured with a segmented SOEC. With the simulation results, ANN surrogate models are trained to predict the current distribution and temperature distribution under different cell voltages, flow rates, and temperatures. A multi-objective optimization problem is formulated with the surrogate models to optimize the homogeneity, temperature, steam utilization, voltage, and hydrogen production under different electrolysis powers. The multi-objective optimization problem is solved by decomposing the original problem into a series of single objective optimization problems, whose solutions form the Pareto front reflecting the conflicting relationship among different objectives. The results show that the homogeneity, cell voltage, and hydrogen production accord with each other, while a high steam utilization degrades the homogeneity of current. If the steam utilization is 0.7, the current of the down-stream segment will be 60%-65% of that of the up-stream segment. To increase the steam utilization to 0.8, the current of the down-stream segment will drop to 50%-60% of that of the up-stream segment. The optimal solution is chosen from the Pareto front to achieve a trade-off between different objectives. The Pareto fronts can be easily delivered to system operators by stack manufacturers in product datasheets, so that the former can choose the optimal operating point to balance between system efficiency and inhomogeneity. In this way, the collaboration between stack manufacturers and system operators can be enhanced.

The main contributions of this study include: (1) Segmented SOEC experiments, 3D multiphysics simulation, and artificial intelligence are combined to build fast surrogate models of an SOEC that can predict the electrical performance and spatial inhomogeneity of the SOEC. With this method, the distribution of current density is considered in operation optimization quantitatively. (2) Pareto fronts that reflect the conflicting relationships between inhomogeneity, temperature, hydrogen production, and steam utilization are constructed. It enables system operators to choose the optimal operating parameters, including the temperature, the voltage, and the steam flow rate, to balance between inhomogeneity and efficiency.

This paper is organized as follows. Section 2 introduces the segmented SOEC experiment and the multiphysics SOEC model. Section 3 introduces the training of the neural network surrogate models, as well as how to formulate and solve the multi-objective optimization problems. Section 4 discusses the validation of the models, as well as the solutions of the multi-objective optimization problems.

2. Segmented-electrode experiments and multiphysics model

2.1. Overview of the study

An overview of this study is provided in Figure 1(a). Experiments are conducted on a cathode-supported SOEC to measure the distributions of temperature and current density under different cell voltages and steam flow rates. To reduce the experimental cost, the
limited experimental data are used to validate a 3D multiphysics model, which can simulate the SOEC performance with high reliability. However, the high computational cost of the 3D model hinders its application in optimization studies. To solve this problem, fast artificial neural network (ANN) surrogate models are trained with the simulation data generated by the 3D model. They can rapidly simulate the distributions of the cell characteristics, including temperature and current density. Therefore, the surrogate models are used for a multi-objective optimization problem to optimize objectives including the cell voltage, temperature, hydrogen production, steam utilization, and inhomogeneity. The problem is solved numerically, and the Pareto fronts reflecting the SOEC performances are constructed, which reveals the conflicting relationships between multiple objectives. Optimal solutions are chosen on the Pareto fronts, which form optimal operation curves which can achieve a trade-off among conflicting objectives. The optimization results can be parameterized and delivered to the system operators in product datasheets by the stack manufacturers, so that system operators can choose the operating conditions to balance system efficiency and inhomogeneity. In the following part of this section, the segmented SOEC experiment and the 3D multiphysics model are introduced.

2.2. Segmented SOEC experiment

Figure 1(b) shows the segmented cell used in the experiment. The cell was a commercial cathode-supported SOEC (ASC-10B, Elcogen AS), while the anode and cathode separators were designed and manufactured in-house. The geometric parameters of the cell are listed in Table 1. Figure 1(c) demonstrates the cross section of the cell assembly. Silver meshes were attached to the cathode and anode for current collection. On the cathode side, only one piece of silver mesh was attached, covering the active area, i.e., the area opposite to the anode. On the anode side, three pieces of silver meshes were attached, covering the up-stream segment, middle-stream segment and down-stream segment of the anode, respectively. The meshes were carefully tailored to avoid short circuiting. Silver paste was applied between the meshes and the electrodes for reliable electrical contact. The cell was assembled with the metallic separators. The gaps between the separator and cell were sealed by mica sheets and ceramic sealant (Alon Ceramic, Shin-Etsu Chemical). The anode separators were also divided into three segments, corresponding to the up-stream segment, middle-stream segment and down-stream segment, respectively. The gaps between the three anode separators were sealed and insulated by mica sheets and ceramic sealant (Alon Ceramic, Shin-Etsu Chemical).

Figure 1(d) illustrates the schematic diagram of the test rig. The cell assembly was placed in a quartz tube and inserted into a tubular furnace. Heat insulation wool was stuffed into both ends of the quartz tube to reduce heat dissipation. Air and a mixture of steam and hydrogen were fed to the anode side and the cathode side, respectively. The hydrogen/steam mixture was generated by a bubbler with hydrogen being the carrier gas. The temperature of the bubbler was controlled, and the steam partial pressure was calculated according to the saturation vapor pressure. The pipe between the bubbler and the cell was wound with electrical heating band to avoid water condensation. Three thermocouples were inserted into the anode separators to measure the temperature distribution. The positive electrodes of three power supplies were connected to the three silver meshes on the SOEC anode,
Figure 1: (a) Overview of this study. (b) The SOEC and segmented separators. (c) Cross-section of the cell assembly. (d) Schematic diagram of the test rig. (e) Geometry of the 3D multiphysics model.
Table 1: Geometric parameters of the SOEC.

| Name            | Value   | Name            | Value   |
|-----------------|---------|-----------------|---------|
| Anode thickness | 25 µm   | Electrolyte thickness | 3 µm   |
| Cathode thickness | 500 µm | Cell length | 65 mm   |
| Cell width      | 30 mm   | Anode width    | 15 mm   |
| Anode length    | 48 mm   | Channel height | 1 mm    |
| Separator length | 85 mm  | Separator width | 50 mm  |
| Separator thickness | 11 mm |                 |         |

Table 2: Experimental conditions. (sccm: 25°C, 1 atm)

| Condition | Temperature | Air flow rate | Steam flow rate | Hydrogen flow rate |
|-----------|-------------|---------------|-----------------|-------------------|
| 1         | 660 °C      | 400 sccm      | 40 sccm         | 40 sccm           |
| 2         | 660 °C      | 400 sccm      | 120 sccm        | 120 sccm          |

while the negative electrodes were connected to the silver mesh on the SOEC cathode. The voltages of the three power supplies were kept the same to reproduce an actual planar SOEC without segmentation. Since the resistance of silver mesh was significantly lower than the in-plane resistance of the anode, it was assumed that there is no in-plane current in the anode. Therefore, the current distribution can be measured with the three power supplies. IV curves and the temperature variations were measured under the experimental conditions listed in Table 2.

2.3. The 3D multiphysics SOEC model

The geometry of the 3D multiphysics model is shown in Figure 1(e). Instead of a repeating channel unit, the whole cell assembly is modelled, which includes the SOEC and the metallic separators, because the heat transfer between the cell assembly and the furnace environment significantly influences the temperature distribution. Only the representative equations are introduced, as listed in Table 3, because they can be found in most 3D modeling studies of SOEC.

The mass and momentum transfer processes are defined in the gas channels and the porous electrodes. Equation (1) describes the mass conservation. The Maxwell-Stefan diffusion model, consisting of Equations (2)–(4), describes the mass balance of species. Equation (5), the Navier-Stokes equation, models the momentum conservation. \( \varepsilon \) and \( \kappa \) are the porosity and permeability of the porous media, respectively. It is assumed that \( \varepsilon = 1 \) and \( \kappa = +\infty \) in the channels. The energy balance equation is defined in all of the domains, formulated as Equation (6). The charge transfer equations are defined in the electrolyte and the electrodes, formulated as Equations (7)–(10). Equation (7) is the charge conservation law applied in different domains. \( \sigma \) is the conductivity, \( \mathbf{i} \) is the current density vector, \( \phi \) is the potential, and \( S_{act} \) is the volumetric density of active area. \( i_a \) and \( i_c \) are the local electrochemical current sources. The subscripts "ion", "elec", "a", "c", and "ele" represent the ionic phase, electronic phase, anode, cathode, and electrolyte, respectively. Equation (8) describes the continuity of current density vector and potential on the interfaces between neighboring domains. The ionic phase potential and the electronic phase potential are related to each other through
the activation overpotentials, \( \eta_c \) and \( \eta_a \), and the reversible potentials, \( E_{\text{ref},c} \) and \( E_{\text{ref},a} \), as shown in Equation (9). The source terms in the governing equations are listed in Table 4. The material parameters are adopted from the 3D model of a cathode-supported SOEC (Elcogen AS) reported by Wehrle et al. [35]. The exchange current densities are tuned with experiment data.

Table 3: Governing equations for the 3D model.

| Governing equations |
|---------------------|
| Mass balance        |
| \( \nabla \cdot (\rho \mathbf{u}) = Q_{\text{mass}} \) (1) |
| \( \nabla \cdot (j_i + \rho \omega_i \mathbf{u}) = Q_{\text{mass},i}, \ i = \text{H}_2, \text{O}_2 \) (2) |
| \( j_i = -\rho \omega_i \left( \tilde{D}_{i,i} \mathbf{d}_i + \tilde{D}_{i,j} \mathbf{d}_j \right), \ (i,j) = (\text{H}_2, \text{H}_2\text{O}),(\text{O}_2, \text{N}_2) \) (3) |
| \( \mathbf{d}_i = \nabla x_i + \frac{\nabla p}{p} (x_i - \omega_i), \ i = \text{H}_2, \text{O}_2, \text{H}_2\text{O}, \text{N}_2 \) (4) |
| Momentum balance    |
| \( \frac{1}{\varepsilon} \rho \mathbf{u} \cdot \nabla \mathbf{u} = -\varepsilon \nabla p + \nabla \cdot \left( \mu (\nabla \mathbf{u} + (\nabla \mathbf{u})^T) - \frac{2}{3} \mu \nabla \cdot \mathbf{u} \right) - \left( \frac{\varepsilon \mu}{k} + \frac{Q_{\text{mass}}}{\varepsilon} \right) \mathbf{u} \) (5) |
| Energy balance      |
| \( \nabla \cdot (-\lambda \nabla T) + \rho c_p \mathbf{u} \nabla T = Q_{\text{heat}} \) (6) |
| Charge balance      |
| \( \begin{cases} \nabla \cdot (-\sigma_{\text{ion},a} \nabla \varphi_{\text{ion},a}) \equiv \nabla \cdot i_{\text{ion},a} = S_{\text{act}} i_a, & \text{anode} \\ \nabla \cdot (-\sigma_{\text{elec},a} \nabla \varphi_{\text{elec},a}) \equiv \nabla \cdot i_{\text{elec},a} = -S_{\text{act}} i_a, & \text{anode} \\ \nabla \cdot (-\sigma_{\text{ion},c} \nabla \varphi_{\text{ion},c}) \equiv \nabla \cdot i_{\text{ion},c} = -S_{\text{act}} i_c, & \text{cathode} \\ \nabla \cdot (-\sigma_{\text{elec},c} \nabla \varphi_{\text{elec},c}) \equiv \nabla \cdot i_{\text{elec},c} = S_{\text{act}} i_c, & \text{cathode} \\ \nabla \cdot (-\sigma_{\text{ion,ele}} \nabla \varphi_{\text{ion,ele}}) \equiv \nabla \cdot i_{\text{ion,ele}} = 0, & \text{electrolyte} \end{cases} \) (7) |
| \( \left\{ \begin{array}{c} i_{\text{ion},a} = i_{\text{ion,ele}, a} = \varphi_{\text{ion,ele}}, \text{anode}\text{|electrolyte interface} \\ i_{\text{ion},c} = i_{\text{ion,ele}, c} = \varphi_{\text{ion,ele}}, \text{cathode}\text{|electrolyte interface} \end{array} \right\} \) (8) |
| \( \left\{ \begin{array}{c} \eta_c = \varphi_{\text{elec}, c} - \varphi_{\text{ion}, c} - E_{\text{ref}, c} \\ \eta_a = \varphi_{\text{elec}, a} - \varphi_{\text{ion}, a} - E_{\text{ref}, a} \end{array} \right\} \) (9) |
| \( \left\{ \begin{array}{c} E_{\text{ref}, c} = \frac{RT}{2F} \log \frac{x_{\text{H}_2\text{O}}}{x_{\text{H}_2}} \\ E_{\text{ref}, a} = E_{\text{ref}, 0} + \frac{RT}{4F} \log \frac{x_{\text{O}_2} p_a}{p_{\text{atm}}} \end{array} \right\} \) (10) |
| Source terms | Equation |
|-------------|----------|
| **Mass source** | |
| \( Q_{\text{mass}} = \begin{cases} \frac{i_a M_{O_2}}{4F}, & \text{anode} \\ \frac{i_c (M_{H_2} - M_{H_2}O)}{2F}, & \text{cathode} \\ 0, & \text{channels} \end{cases} \) | (11) |
| \( Q_{\text{mass,O}_2} = \begin{cases} \frac{i_a M_{O_2}}{4F}, & \text{anode} \\ 0, & \text{anode channels} \end{cases} \) | (12) |
| \( Q_{\text{mass,H}_2} = \begin{cases} \frac{i_c M_{H_2}}{2F}, & \text{cathode} \\ 0, & \text{cathode channels} \end{cases} \) | (13) |
| **Heat source** | |
| \( Q_{\text{heat}} = \begin{cases} \frac{||i_{\text{ion,ele}}||^2}{\sigma_{\text{ion,ele}}}, & \text{electrolyte} \\ i_c \eta_c + \frac{||i_{\text{ion,c}}||^2}{\sigma_{\text{ion,c}}} + \frac{||i_{\text{elec,c}}||^2}{\sigma_{\text{elec,c}}}, & \text{cathode} \\ i_a \eta_a + \frac{||i_{\text{ion,a}}||^2}{\sigma_{\text{ion,a}}} + \frac{||i_{\text{elec,a}}||^2}{\sigma_{\text{elec,a}}} + \frac{i_a T \Delta S_r}{2F}, & \text{anode} \\ 0, & \text{others} \end{cases} \) | (14) |
| **Electrochemical current source** | |
| \( \begin{cases} i_c = i_{0,c} \left( \frac{x_{H_2}}{x_{H_2,\text{ref}}} \exp \left( \frac{\alpha F \eta_c}{RT} \right) - \frac{x_{H_2}O}{x_{H_2O,\text{ref}}} \exp \left( -\frac{\alpha F \eta_c}{RT} \right) \right) \right) \\ i_a = i_{0,a} \left( \frac{x_{O_2}}{x_{O_2,\text{ref}}} \exp \left( \frac{\alpha F \eta_a}{RT} \right) - \exp \left( -\frac{\alpha F \eta_a}{RT} \right) \right) \right) \) | (15) |
3. Multi-objective optimization based on surrogate models

3.1. Construction of artificial neural network surrogate models

The 3D multiphysics model is unsuitable for optimization due to its high computational cost. This study handles this problem by building artificial neural network (ANN) surrogate models from the simulation data of the 3D model. The ANN models can predict the SOEC performances with low computational cost, which enables the numerical solution of the optimization problem.

Figure 2(a) is a graphical illustration of the ANN model. An ANN model consists of neurons connected by branches. The neurons and branches represent nonlinear operations and linear operations, respectively. In this study, the neurons adopt the sigmoid function shown in Figure 2(b), which is called the activation function. It enables the ANN model to approximate complex nonlinear functions. The numbers of neurons and layers in the ANN model are determined using the trial-and-error method.

Before building the ANN models, the inputs and the outputs are determined first. Four inputs and five outputs are chosen, as shown in Table 5. These outputs are used to calculate the performance indices of the SOEC, as defined in Equation (16).

\[
\begin{align*}
IH_I &= 1 - \frac{I_{\text{down}}}{I_{\text{up}}} \\
IH_T &= T_{\text{max}} - T_{\text{min}} \\
SU &= \frac{I_{\text{up}} + I_{\text{mid}} + I_{\text{down}}}{2FQ_{\text{st}}} 
\end{align*}
\]

(16)

Five sets of the ANN surrogate model in Figure 2(a), with 10, 10, 10, 5, and 5 neurons in the hidden layer, are built to predict the five outputs listed in Table 5, respectively. For accurate prediction, the weights in the ANN models, represented by the branches in Figure 2(a), should be adjusted, which is known as training. The 3D model is simulated under 1764 sets of inputs sampled randomly within the ranges listed in Table 5 to generate 1764 data points. 1500 of them are used to train the ANN models, called the training dataset. The training process is realized by minimizing the fitting errors on the training dataset using the Levenberg-Marquardt algorithm. The rest of the 1764 data points are used to test the accuracy of the ANN models, called the test dataset.
3.2. Sensitivity analysis

Before solving the optimization problem, the global sensitivity of \(IH_1\), \(IH_T\), and \(SU\) against the inputs \((Q_{st}, Q_{air}, T_{fur},\) and \(V_{cell}\)) is evaluated with the Sobol sensitivity analysis, in order to determine which of the inputs are worth being adjusted to optimize the cell’s performance indices.

The Sobol sensitivity is a variance-based sensitivity index, which quantifies to which extent the inputs affect the output [36, 37]. Assume that \(Y\) is an output variable affected by \(k\) input variables which are denoted as \(X_1, \ldots, X_k\). The Sobol analysis assumes that \(Y\) can be decomposed as Equation (17). Accordingly, the variance of \(Y\) can be decomposed into the sum of the partial variances of individual inputs and the partial variances of the interaction terms, as shown in Equation (18). With this decomposition, a first-order sensitivity index \(S_i\) and a total-effect sensitivity index \(ST_i\) are defined as Equation (19). The former quantifies the first-order contribution of \(X_i\) to the output variance, while the latter quantifies all the
contributions related with \(X_i\) (including the interaction terms that contain \(X_i\)) to the output variance. The larger \(S_i\) and \(ST_i\) are, the more the output is influenced by the \(i\)th input. In this study, the Sobol sensitivity is estimated by quasi Monte-Carlo simulation with the ANN surrogate models using the algorithm reported by Saltelli et al. [37], and the results are presented in Section 4.2.

\[
Y = f_0 + \sum_{i=1}^{k} f_i(X_i) + \sum_{i=1}^{k} \sum_{j=i+1}^{k} f_{i,j}(X_i, X_j) + \cdots + f_{1,2,\ldots,k}(X_1, X_2, \ldots, X_k) 
\]

(17)

\[
Var(Y) = \sum_{i=1}^{k} V_i + \sum_{i=1}^{k} \sum_{j=i+1}^{k} V_{i,j} + \cdots + V_{1,2,\ldots,k} 
\]

(18)

\[
\begin{cases}
S_i = \frac{V_i}{Var(Y)} \\
ST_i = \frac{V_i + \sum_{j=i+1}^{k} V_{i,j} + \cdots + V_{1,2,\ldots,k}}{Var(Y)}
\end{cases}
\]

(19)

3.3. Multi-objective optimization to improve the efficiency and inhomogeneity

It is a common situation that there are multiple objectives conflicting mutually in an actual industrial system [38]. For example, Yan et al. [36] found that there was a trade-off between the electrochemical performance and lifetime of SOFC cathode when optimizing microstructure parameters. Minimization of one objective would inevitably increase the other objective. When integrated with fluctuating renewable energies, the electrolysis power of the SOEC is also varying. Thus, it is favorable that the efficiency is maximized and the inhomogeneity is minimized under different input powers [11],[23]. The inhomogeneity is quantified by the inhomogeneity indices of temperature and current, \(IH_I\) and \(IH_T\), defined in Equation (16). Since the SOEC system parameter is unavailable in this study, the electrolysis current \(I_{\text{tot}}\) (proportional to the hydrogen production \(Q_{\text{H}_2}\)), the cell voltage \(V_{\text{cell}}\), the temperature \(T_{\text{fur}}\), the steam utilization \(SU\) are chosen as the objectives. These stack-level variables are closely related to the system efficiency, and they can also be determined by stack manufacturers without the knowledge of system structures. Apparently, these objectives cannot fulfill their optimal values simultaneously. For example, increasing \(SU\) is beneficial for efficiency but leads to a large concentration gradient along the flow direction. Consequently, the inhomogeneity of current is enhanced, meaning that \(IH_I\) also increases. The conflicting multiple objectives can be handled by multi-objective optimization. In this study, a multi-objective optimization problem considering six objectives are formulated, as defined in Equation (20). This optimization problem aims to minimize the inhomogeneity (\(IH_I\) and \(IH_T\)) and maximize the efficiency with the electrolysis power equals to a specified value, \(P_{\text{ele}}\). There are negative signs on \(SU\) and \(I_{\text{tot}}\) because they are positively correlated with the efficiency while this problem is a minimization problem. In addition to the constraint of \(P_{\text{ele}}\), the constraints also require that the decision variables are kept within the ranges listed
in Table 5. This problem will be solved under different $P_{ele}$ to find the optimal operating conditions under different power consumptions.

$$\begin{align*}
\min_{Q_{st}, Q_{air}, T_{fur}, V_{cell}} & \quad IH_1, IH_T, V_{cell}, T_{fur}, -SU, -I_{tot} \\
\text{s.t.} & \quad V_{cell} I_{tot} = P_{ele} \\
& \quad V_{cell, \text{min}} \leq V_{cell} \leq V_{cell, \text{max}} \\
& \quad Q_{st, \text{min}} \leq Q_{st} \leq Q_{st, \text{max}} \\
& \quad Q_{air, \text{min}} \leq Q_{air} \leq Q_{air, \text{max}} \\
& \quad T_{fur, \text{min}} \leq T_{fur} \leq T_{fur, \text{max}}
\end{align*}$$

In order to solve the multi-objective problem, the Pareto optimality condition [38] is adopted in this study. It states that, for any Pareto-optimal solution, it is impossible to find another solution that dominates this solution on all of the objectives. In other words, for any Pareto-optimal solution, it is impossible to improve one of the objective without sacrificing any other objectives. This definition allows the existence of multiple optimal solutions, which form a solution set called the Pareto front. The Pareto front can reflect the relationships between multiple conflicting objectives.

The optimization problem is nonlinear owing to the ANN surrogate models. There are several methods to solve such multi-objective problems. Heuristic algorithms were reported to solve multi-objective problems and construct the Pareto fronts. Yan et al. [36] used non-dominated sorting genetic algorithm (NSGA-II) to optimize the synthesis conditions of SOFC cathodes to improve lifetime and electrochemical performance. Behzadi et al. [39] and Lei et al. [40] used the grey-wolf algorithm and the multi-objective particle swarm optimization algorithm to optimize the cost and the efficiency of SOFC systems, respectively. Sharifzadeh et al. [38] optimized the profitability and the safe operating range of an SOFC power generation system. By applying different weights to the two objectives, they transformed the multi-objective problem into a series of single-objective problems, and the solutions formed the Pareto front.

In this paper, the brute-force grid search method is adopted, which is simple and effective [36]. First, $T_{fur}$ and $SU$ are discretized into several levels within $[600, 750]^\circ\text{C}$ and $[0.5, 0.9]$, respectively, and a grid is formed. At each grid point $(T_{fur,i}, SU_j)$, the original multi-objective optimization problem is transformed into Equation (21). The constraints in Equation (20) still apply. It will be discussed in Section 4.3 that the solution of Equation (21) will form the solution of the original problem, Equation (20). Additionally, it will be proven in Section 4.3 that the four objectives in Equation (21) accord with each other. Therefore, Equation (21) is actually equivalent to a single objective problem of any one of the four objectives, which
can be easily solved by the "fmincon" function in MATLAB. Since the ANN models are very fast, the computational burden of this method is acceptable in this study.

\[
\begin{align*}
\min_{Q_{st}, Q_{air}, I_{fur}, V_{cell}} & \quad IH_I, IH_T, V_{cell}, -I_{tot} \\
\text{s.t.} & \quad T_{fur} = T_{fur,i}, SU = SU_j
\end{align*}
\]

\[(21a, 21b)\]

3.4. Selection of the optimal operating condition

How to select the "optimal" solution on the Pareto front is an important problem, because it is impossible to find a solution that dominates the other solutions on all of the objectives. This paper adopts the linear programming technique for multidimensional analysis of preference (LINMAP) method to make decision [41].

The LINMAP method is based on Euclidean distance. Denote the \(i\)th objective of the \(j\)th solutions on the Pareto front as \(f_{ij}\). First, this method normalizes the solution by Equation (22). \(f_{i,max}\) and \(f_{i,min}\) are the maximum and minimum values of the \(i\)th objective. Then, the Euclidean distance between the \(j\)th solution and the ideal solution is calculated by Equation (23). \(f_{i,\text{ideal}}\) is the ideal value of the \(i\)th objective. It equals to 1 if the \(i\)th objective is to be maximized, while it equals to 0 if the \(i\)th objective is to be minimized. \(w_i\) is the weight of the \(i\)th objective, reflecting the preference for the objective. Two sets of weights are used, as shown in Table 6. It will be discussed later in Section 4.3.2 that it is possible to adjust the performances of the selected optimal solution on different objectives by simply adjusting the weights of different objectives. Finally, the solutions on the Pareto front are ranked according to \(d_j\). The solution with the lowest \(d_j\) is chosen as the "optimal" solution because it is "nearest" to the ideal solution.

\[
\begin{align*}
\tilde{f}_{ij} &= \frac{f_{ij} - f_{i,min}}{f_{i,max} - f_{i,min}} \\
d_j &= \sqrt{\sum_{i=1}^{n} w_i (\tilde{f}_{ij} - f_{i,\text{ideal}})^2}
\end{align*}
\]

\[(22, 23)\]

Table 6: Weights for different objectives.

|       | \(w_{IH_I}\) | \(w_{IH_T}\) | \(w_{V_{cell}}\) | \(w_{SU}\) | \(w_{T_{fur}}\) | \(w_{I_{tot}}\) |
|-------|---------------|---------------|-------------------|-----------|---------------|----------------|
| Case 1| 1             | 1             | 1                 | 1         | 1             | 1              |
| Case 2| 1             | 1             | 1                 | 5         | 1             | 1              |

4. Result and Discussion

4.1. Model validation

The accuracy of the 3D model and the ANN surrogate models is verified in this section. In order to verify the accuracy of the 3D multiphysics model, it is simulated under the
The simulated IV curves and temperature curves are compared with the experimental results, as shown in Figure 3. "up", "mid", and "down" represent the up-stream segment, middle-stream segment, and down-stream segment of the SOEC, respectively, as shown in Figure 1(d).

Figure 3: Experimental validation of the 3D multiphysics model. IV curves under (a) Condition 1 and (b) Condition 2. Temperature curves under (c) Condition 1 and (d) Condition 2. Temperature change curves under (e) Condition 1 and (f) Condition 2.

Figure 3(a)(b) compare the measured and simulated IV curves of different segments. The solid lines represent the experimental results, which show that the down-stream segment has the highest voltage due to the consumption of steam along the flow direction. This is also observed on the simulated IV curves represented by the dashed lines. In Figure 3(a) where the steam flow rate is 40 sccm (Condition 1), the down-stream current shows a decreasing trend after the cell voltage exceeds 1.5 V. Such a trend is not observed in Figure 3(b) where the steam supply is 120 sccm (Condition 2), but mass transport limit can be also observed. Therefore, the consumption of steam is a critical factor that induces the inhomogeneous current distribution, and high steam utilization is unfavorable for the homogeneity of current.
Figure 3(c)(d) compare the temperature profiles of experiments and simulations. It shows that the simulated temperature differences between segments are negligible, while the measured temperatures differences are around 5°C. The measurements show that the up-stream temperature is the lowest and the middle-stream temperature is the highest, which is probably caused by the inhomogeneous temperature distribution inside the furnace. The middle-stream segment is near to the furnace center and thus has the highest temperature. The up-stream segment is far from the furnace center, making the up-stream temperature the lowest. These factors are not simulated by the 3D model, because the model complexity will be significantly enhanced if the furnace and the inlet tubes are modelled. In order to validate the model, the temperature rise of each segment against the open circuit state is calculated, as shown in Figure 3(e)(f). In this way, the effect of the inhomogeneous furnace temperature distribution is partly eliminated. Figure 3(e)(f) show that the simulated temperature rises match well with experimental results, indicating that the heat transfer model and boundary conditions are appropriate.

The errors between experiments and simulations are analyzed as follows.

1. Figure 3(a)(b) shows that the measured voltage of the middle-stream segment is lower than that of the up-stream segment, conflicting with the steam concentration distribution. The inhomogeneous furnace temperature is a possible reason. The high temperature of the middle-stream segment can make it more active than the up-stream segment. Different contact resistances of different segments can also cause errors.

2. It is observed that the current was unstable during potentiostatic measurements in the experiments, which is probably caused by local electrode re-oxidation or steam condensation in the inlet tube and the outlet tube.

Generally speaking, the trends of the current density distribution and the temperature distribution are predicted correctly by the 3D model. Therefore, it is considered that the 3D model can reflect the actual behavior of a planar SOEC cell and thus is reliable for verifying the optimization method proposed in Section 3.

Using the simulation data produced by the 3D model, the ANN surrogate models are trained to predict the current distribution and temperature distribution. The accuracy of the ANN models on the whole dataset is shown in Figure 4(a)(b). The horizontal axes and the vertical axes represent the prediction of the ANN models and the simulation results of the 3D model. The closer the data point is to the dashed line, the more accurate the ANN models are. Figure 4(a)(b) show that both the current distribution and the temperature distribution are predicted accurately by the ANN surrogate models. Figure 4(c)(d) demonstrate the IV curves and temperature curves predicted by the ANN models when $T_{fur} = 730$ °C, $Q_{air} = 100$ sccm, and $Q_{st} = 60$ sccm. It is found that the ANN models can accurately reproduce the IV curves and temperature curves simulated with the 3D model. The ANN models take far less computational cost than the original 3D model, which is critical for conducting the optimization study. On the contrary, it takes approximately 10 min for the 3D model to simulate a single stationary case, making it unsuitable to be integrated with optimization problems.
Figure 4: Fitting results of the ANN models. (a) Current distribution. (b) Temperature distribution. (c) Verification of current distribution and (d) temperature distribution when $T_{fur} = 730 \, ^\circ C$, $Q_{air} = 100 \, \text{sccm}$, and $Q_{st} = 60 \, \text{sccm}$.

4.2. Influencing factors of inhomogeneity

Before solving the optimization problem, this section studies how the operating conditions influence different objectives. The Sobol sensitivities of the performance indices defined in Equations (16) against the inputs are calculated as introduced in Section 3.1. The results are presented in Table 7. Table 7 indicates that, within the input ranges, $Q_{air}$ has little influence on the performance indices because the sensitivities corresponding to $Q_{air}$ are close to zero. For industrial SOEC systems, air is used for temperature regulation and blowing out the produced oxygen. However, in the 3D model used by this study, the effect of air cooling is insignificant compared with the heat exchange between the furnace and the cell assembly, because the surface area of the cell assembly is large. Since $Q_{air}$ barely influences the simulation results, it is fixed at 100 sccm during the following analysis, and only three decision variables, $T_{fur}$, $V_{cell}$, and $Q_{st}$, remain in the optimization.
| SU | $T_{fur}$ | $Q_{air}$ | $Q_{st}$ | $V_{cell}$ |
|----|---------|---------|---------|---------|
| $ST_i$ | $S_i$ | $Q_{st}$ | $Q_{cell}$ | $V_{cell}$ |
| $IH_I$ | $S_i$ | $Q_{st}$ | $Q_{cell}$ | $V_{cell}$ |
| $IH_T$ | $S_i$ | $Q_{st}$ | $Q_{cell}$ | $V_{cell}$ |

Table 7: Sobol sensitivity.

Figure 5: 2D projection of $IH_I(T_{fur}, Q_{st}, SU)$, $V_{cell}(T_{fur}, Q_{st}, SU)$, and $Q_{H_2}(T_{fur}, Q_{st}, SU)$ on (a) $SU = 0.5$ and (b) $T_{fur} = 700\,^\circ C$. 2D projection of $IH_I(T_{fur}, Q_{st}, SU)$, $V_{cell}(T_{fur}, Q_{st}, SU)$, and $Q_{H_2}(T_{fur}, Q_{st}, SU)$ on (c) $SU = 0.5$ and (d) $T_{fur} = 700\,^\circ C$. For a better visualization effect, the contour lines are not plotted equidistantly.

A three dimensional grid of $T_{fur}$, $Q_{st}$, and $SU$ is created. At each grid point, the surrogate models are used to solve for $V_{cell}$ in order to reach the specified $SU$ corresponding to the grid point. The "fmincon" function in MATLAB is used to search for the solution. The
solutions are denoted as $V^*_{\text{cell}}(T_{\text{fur}}, Q_{\text{st}}, SU)$, and the corresponding performance indices can be denoted as $IH^*_T(T_{\text{fur}}, Q_{\text{st}}, SU)$, $IH^*_I(T_{\text{fur}}, Q_{\text{st}}, SU)$, and $Q^*_{H_2}(T_{\text{fur}}, Q_{\text{st}}, SU)$. They can be viewed as multivariate functions defined in a three-dimensional input space. Their values on the 2D planes that represent $SU = 0.5$ and $T_{\text{fur}} = 700^\circ\text{C}$ are illustrated in Figure 5. For clearness, $IH^*_T$ and $IH^*_I$ are plotted in separate.

Figure 5(a)(b) show $Q^*_{H_2}$, $IH^*_T$, and $V^*_{\text{cell}}$. The following analysis is based on a fixed hydrogen production $Q^*_{H_2}$, which is equivalent to a fixed total current $I_{\text{tot}}$. Take the contour lines of $Q^*_{H_2} = 50$ sccm for example. Figure 5(a), where $SU$ is fixed at 0.5, shows that both $V_{\text{cell}}$ and $IH^*_T$ decreases as $T_{\text{fur}}$ increases on the contour line of $Q^*_{H_2} = 50$ sccm. The reason is that increasing $T_{\text{fur}}$ can lower down the overpotentials and thus lower down $V_{\text{cell}}$, which further lower down $IH^*_T$ due to the reduced heat production. Figure 5(b), where $T_{\text{fur}}$ is fixed at $700^\circ\text{C}$, shows that both $V_{\text{cell}}$ and $IH^*_T$ increases as $SU$ increases, due to the increased concentration overpotentials. Increasing $SU$, decreasing $T_{\text{fur}}$, and decreasing $V_{\text{cell}}$ are desired for system efficiency, while decreasing $IH^*_I$ and $IH^*_T$ is desired for durability. Therefore, the abovementioned relationships are summarized as follows.

(#1) Decreasing $T_{\text{fur}}$ conflicts with decreasing $V_{\text{cell}}$.
(#2) Decreasing $T_{\text{fur}}$ conflicts with decreasing $IH^*_T$.
(#3) Increasing $SU$ conflicts with decreasing $V_{\text{cell}}$.
(#4) Increasing $SU$ conflicts with decreasing $IH^*_T$.
(#5) From (#1)-(#4), it is inferred that decreasing $V_{\text{cell}}$ accords with decreasing $IH^*_T$.

Figure 5(c)(d) illustrate $Q^*_{H_2}$, $IH^*_I$, and $V^*_{\text{cell}}$, among which $Q^*_{H_2}$ and $V^*_{\text{cell}}$ are the same with Figure 5(a)(b). Also take the contour lines of $Q^*_{H_2} = 50$ sccm for example. Figure 5(c)(d) show that $IH^*_I$ increases when $T_{\text{fur}}$ and $SU$ increases, respectively. The latter phenomenon is caused by the enhanced inhomogeneity of steam concentration when $SU$ increases, while the former phenomenon is explained qualitatively in Appendix A These relationships are summarized as follows.

(#6) Decreasing $T_{\text{fur}}$ accords with decreasing $IH^*_I$.
(#7) Increasing $SU$ conflicts with decreasing $IH^*_I$. 

| Efficiency | Increasing SU | Decreasing $T_{\text{fur}}$ | Decreasing $V_{\text{cell}}$ | Durability | Decreasing $IH^*_I$ | Decreasing $IH^*_T$ |
|------------|---------------|-----------------------------|-------------------------------|------------|---------------------|---------------------|
| Increasing $SU$ | -              | independent conflict (#3)   | conflict (#7)                 |            | non-monotonic accord (#6) | conflict (#2) |
| Decreasing $T_{\text{fur}}$ | -              | -                           | conflict (#1)                 |            | accord (#6)          | conflict (#2) |
| Decreasing $V_{\text{cell}}$ | -              | -                           | -                             |            | non-monotonic accord (#5) |            |

**Table 8: Conflicting relationships between multiple objectives at fixed $Q_{H_2}$, i.e., fixed $I_{\text{tot}}$.**
The abovementioned relationships between multiple objectives at a fixed $Q_{H_2}$ are summarized in Table 8. Only half of the table is filled due to the symmetricity. In this table, 'non-monotonic' means that the relationship is non-monotonic, and 'independent' means that $T_{fur}$ and $SU$ are two variables that are varied independently in the analysis. This table conveys information as follows.

- The factors affecting system efficiency, including $SU$, $T_{fur}$, and $V_{cell}$, conflict with each other. An optimal trade-off among these factors should be searched to maximize the system efficiency. This problem can be handled by system-level optimization studies when the system structure and parameters are determined. For example, Xing et al. [32] optimize the steam utilization, operating temperature, and current to maximize the system efficiency under different powers.

- There are complex relationships between the factors affecting efficiency and durability. The relationship between $IH_f$ and $IH_T$, both of which affect durability, is also complex. However, system-level studies considering these factors have not been reported to the authors’ best knowledge, because the model used by current system-level optimization studies cannot simulate the inhomogeneity accurately, as analyzed in Section 1.

The following section conducts stack-level optimization to balance efficiency and homogeneity. Although the system efficiency is not calculated, stack manufacturers can parameterize the relationships shown in Figure 5 by curve fitting, and then deliver the results to system operators to conduct system-level optimizations. In this way, the stack behaviors can be modelled more accurately in system-level optimization, and the inhomogeneity can also be considered.

4.3. Determination of the optimal conditions

4.3.1. Pareto front under a fixed power and the optimal solution chosen by LINMAP

This section solves the multi-objective optimization problem, Equation (21), by grid search and reveal the conflicting relationships between the objectives. This section will show that the solutions of Equation (21) form the solutions of the original problem, Equation (20).

Table 8 is inspiring for solving the multi-objective optimization problem. It reveals that decreasing $IH_T$ accords with decreasing $V_{cell}$ when $I_{tot}$ is fixed. Meanwhile, with a fixed total power $P_{ele}$ in Equation (21), increasing $I_{tot}$ accords with decreasing $V_{cell}$. Moreover, Figure 5(c) shows that increasing $Q_{st}$ will lower down $IH_I$ when $SU$ is fixed, which indicates that increasing $I_{tot}$ accords with decreasing $IH_I$. In other words, the four objectives in Equation (21) accord with each other, and Equation (21), a multi-objective optimization problem, is actually equivalent to a single objective problem of any one of the four objectives. The "fmincon" function in MATLAB is used to search for the solutions.

The optimization result when $P_{ele} = 10$ W is illustrated in Figure 6. The color in Figure 6(a)-(c) represents $V_{cell}$, $IH_T$, and $IH_I$, respectively. Figure 6(a) shows that a high $T_{fur}$ and a low $SU$ are preferred to minimize $V_{cell}$ and thus maximize $I_{tot}$, because the ohmic and activation overpotentials both decrease as $T_{fur}$ increases and $SU$ decreases. Since the decreased overpotentials lower down the heat production, $IH_T$ also reaches its minimum
Figure 6: Solutions of Equation (21) under different $T_{fur}$ and $SU$ when $P_{ele} = 10$ W. The color bars represent (a) $V_{cell}$, (b) $IH_T$, and (c) $IH_I$. The red triangles represent the best values of $V_{cell}$, $IH_T$, and $IH_I$, while the black asterisks represent the optimal solution chosen by the LINMAP method.

when $T_{fur}$ is maximized and $SU$ is minimized, as shown in Figure 6(b). Figure 6(c) shows that a low $SU$ is preferred to minimize $IH_I$, because the concentration gradient along the flow direction decreases as $SU$ decreases. $SU$ is barely influenced by $T_{fur}$. The best values of $V_{cell}$, $IH_T$, and $IH_I$ are marked with red triangles in Figure 6(a)-(c). Additionally, a high $SU$ and a low $T_{fur}$ is generally preferred for an SOEC system to reduce the power consumption of the BOPs and thus improve the system efficiency. According to the analysis, for any point on the surfaces in Figure 6(a)-(c), it is impossible to improve one of the objectives without satisfying any of the rest objectives. Therefore, these surfaces form the Pareto front of the original multi-objective problems Equation (20) when the electrolysis power $P_{ele}$ is fixed at 10 W.

The best value of each individual objective cannot be reached simultaneously. To enable decision making on the Pareto front, the LINMAP method introduced in Section 3.3 is used to choose the "optimal" solution on the Pareto front. The weights in Equation (23) are set as Case 1, as listed in Table 6, which means that all the objectives are treated equally. The selected optimal solution is marked by black asterisks in Figure 6.

A comparison between the optimal solution and the best/worst value of each individual objective on the Pareto front is listed in Table 9. The relative distance between the optimal solution and the best/worst value of each objective is calculated, represented by percentiles. Table 9 shows that the relative distances to the best values of $IH_I$, $IH_T$, $V_{cell}$, and $I_{cell}$ are less than 50%, while the relative distances to the best values of $T_{fur}$ and $SU$ exceed 50%. Therefore, the optimal solution chosen by the LINMAP method perform better on $IH_I$, $IH_T$, $V_{cell}$, and $I_{cell}$ than on $SU$ and $T_{fur}$. It indicates that the selected optimal solution tends to sacrifice $SU$ and $T_{fur}$ to improve the other four objectives. In other words, the optimal solution tends to choose a high $T_{fur}$ and a low $SU$, which degrade system efficiency due to increased energy consumption, to obtain a low $V_{cell}$, a high $I_{cell}$, and a low inhomogeneity. The
Table 9: Comparison between the solution determined by the LINMAP method and the best value of each individual objective when $P_{ele} = 10$ W.

|          | $IH_T$ | $IH_I$ | $V_{cell}$ | $SU$ | $T_{fur}$ | $I_{tot}$ |
|----------|--------|--------|------------|------|-----------|-----------|
| Best value | 0.21   | 0.47   | 1.31       | 0.90 | 630       | 7.63      |
| Worst value | 0.54   | 5.25   | 1.70       | 0.50 | 750       | 5.88      |
| LINMAP decision Value | 0.35   | 1.69   | 1.42       | 0.7  | 720       | 7.05      |
| Relative distance to the best value | 43.2%  | 25.5%  | 27.7%      | 50.0%| 75.0%     | 33.2%     |
| Relative distance to the worst value | 56.8%  | 74.5%  | 72.3%      | 50.0%| 25.0%     | 66.8%     |

reason is that $IH_T$, $IH_I$, $V_{cell}$, and $I_{cell}$ accord with each other as discussed in the beginning of this section. Therefore, it is beneficial to sacrifice $T_{fur}$ and $SU$ slightly to improve the other four objectives. Meanwhile, a low $V_{cell}$ and a high $I_{cell}$ are beneficial for system efficiency, which can partly balance out the efficiency reduction caused by a high $T_{fur}$ and a low $SU$. The results show that the LINMAP method can effectively achieve a trade-off among the multiple conflicting objectives.

4.3.2. Pareto fronts under different powers and the optimal operating curves

When the target electrolysis power $P_{ele}$ changes, the corresponding Pareto front moves. The Pareto fronts when $P_{ele}$ increases from 2 W to 27 W (with an interval of 1 W) are shown in Figure 7, represented by the surfaces. In Figure 7(a)-(d), the color of the surfaces represents $IH_T$, $IH_I$, $V_{cell}$, and $Q_{st}$, respectively. The heights of these surfaces indicate that the hydrogen production (i.e., $I_{tot}$) generally rises as $P_{ele}$ increases.

Figure 7(a)(c) show that both $IH_T$ and $V_{cell}$ rise when $P_{ele}$ increases, due to the increased current. Therefore, for the operation of an SOEC system, it is necessary to control the voltage to avoid a large temperature gradient inside the stack. Combining Figure 6(c) and Figure 7(b), it is found that $IH_I$ is significantly influenced by $SU$. Therefore, it is necessary to control $SU$ and ensure a homogeneous distribution of steam between different cells and channels to improve the homogeneity of current distribution. The conflicting relationship between $SU$ and $IH_I$, demonstrated in Figure 7(b), can be parameterized and delivered to the system operator, so that they can choose a proper $SU$ to balance efficiency and homogeneity. Additionally, it is found that $IH_I$ becomes high at the bottom left corner in Figure 7(b), indicating that a high temperature and a low steam utilization are unfavorable when $P_{ele}$ is low. From Figure 7(c)(d), it is found that the feasible ranges of $SU$ and $T_{fur}$ are limited when $P_{ele}$ is too low or too high, limited by the ranges of $Q_{st}$ ([20,150] sccm) and $V_{cell}$ ([1.0,1.7] V). At a low $P_{ele}$, e.g. 2 W, a high $SU$ cannot be achieved when $Q_{st}$ reaches its lower bound of 20 sccm, because increasing $SU$ will increase the current and overpotential, making $P_{ele}$ exceed 2 W. The electrolysis power $P_{ele}$ cannot reach zero in this study because of the lower bounds of $Q_{st}$ and $SU$ (20 sccm and 0.5, respectively). On the contrary, at a high $P_{ele}$, e.g. 27 W, $SU$ cannot be further lowered down when $Q_{st}$ reaches its upper bound of 150 sccm, because the current and overpotential will decrease and the cell cannot reach the target power. Also, a high $T_{fur}$ is necessary at a high $P_{ele}$ because lowering down $T_{fur}$ will result in $V_{cell}$ exceeding its upper bound of 1.7 V.
Figure 7: Pareto fronts when $P_{\text{ele}}$ increases from 2 W to 27 W with an interval of 1 W. The optimal solutions chosen by the LINMAP method at different $P_{\text{ele}}$ are marked with black asterisks. The arrows indicate the directions in which the optimal solutions change as $P_{\text{ele}}$ increases.

Figure 7 also illustrates the optimal solutions chosen by the LINMAP method with all the weights equal to 1 (Case 1 in Table 6), marked by black asterisks. The dashed black arrows represent the direction in which the optimal solutions change as $P_{\text{ele}}$ increases. The values of these optimal solutions are presented in Figure 8, represented by the black lines with diamond markers. The best and worst values of the six objectives are also illustrated in Figure 8, represented by the blue and red lines, respectively.

Figure 8(a)(c)(f) show that $IH_T$, $V_{\text{cell}}$, and $I_{\text{tot}}$ are all close to their best values (blue lines) under different $P_{\text{ele}}$, and they rise monotonically when $P_{\text{ele}}$ increases. Figure 8(b)(e) show that the trends of $IH_I$ and $SU$ are complex when $P_{\text{ele}}$ increases. When $P_{\text{ele}}$ increases from 2 W to 4 W, $SU$ rises from c.a. 0.58 to 0.75 (Case 1). When $P_{\text{ele}}$ increases from 4 W to 18 W, $SU$ drops slowly to c.a. 0.69. As $P_{\text{ele}}$ further increases, $SU$ increases to c.a. 0.8. Correspondingly, $NU_I$ first increases from c.a. 0.4 to 0.43, then drops slowly to c.a. 0.35, and finally rises to c.a. 0.4. Such trends are caused by the decision procedure of the LINMAP method. As introduced in Section 3.4, the LINMAP method ranks all the solutions on the
Pareto fronts by their weighted Euclidean distances to the ideal/best value of each objective. As $P_{ele}$ increases, the best values and the worst values of all the objectives change and thus the optimal solution chosen by the LINMAP method also changes. Ignoring the parts of $P_{ele} < 4$ W and $P_{ele} > 18$ W, the optimal $SU$ is between c.a. 0.7 and 0.75, and the optimal $IH_I$ is between c.a. 0.35 and 0.43 for Case 1.
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Figure 8: Optimal operating curves determined by the LINMAP method. (a)-(f) show the values of $IH_T$, $IH_I$, $V_{cell}$, $T_{fur}$, $SU$, and $I_{tot}$ corresponding to the optimal solutions.

To investigate the effect of the weights used by the LINMAP method, the optimal curves under the two cases listed in Table 6 are compared in Figure 8. In Case 1, all the weights are set as 1, indicating that the six objectives are treated equally. In Case 2, the weight of $SU$ is set as 5, meaning that the preference for $SU$ is higher than those for the other objectives.

Figure 8(e) demonstrates that increasing $w_{SU}$ can effectively make the LINMAP method choose optimal solutions that perform better on $SU$. Within the interval of $4$ W $< P_{ele} < 18$ W, the optimal $SU$ remains above 0.8 in Case 2. However, one or some of the other objectives must be sacrificed when the preferred objectives are improved because the essential conflicting relationships between different objectives remain unchanged. As $SU$ improves, $IH_I$ becomes worse/larger. Compared with Case 1, $IH_I$ increases by c.a. 0.1 for each $P_{ele} > 4$ W in Case 2. Figure 8(a)(c)(d)(f) show that $IH_T$, $V_{cell}$, $T_{fur}$ and $I_{tot}$ are barely influenced because $SU$ is only closely related to $IH_I$ in this study. Therefore, the LINMAP method allows one to obtain customized optimal solutions with improved performances on certain preferred objectives by simply adjusting the weights of different objectives. Meanwhile, one must remember that such improvement on the preferred objectives comes at the price of some other objectives being sacrificed.
5. Conclusions

Segmented SOEC experiments show that the inhomogeneity of current is enhanced under a high steam utilization, indicating that efficiency conflicts with homogeneity. However, existing operation optimization studies rarely consider current homogeneity, because the models used by them cannot simulate the inhomogeneous distributions of current and temperature reliably. To handle this problem, this study proposes to combine segmented SOEC experiments, multiphysics simulation, and artificial intelligence, and thus enables the joint optimization of efficiency and homogeneity for an SOEC.

To demonstrate the method, experiments are first conducted on a segmented cathode-supported SOEC. The current and temperature distributions under two operating conditions are measured. The experimental data are used to validate the current and temperature distributions predicted by the 3D multiphysics model of the segmented SOEC. Then, to avoid the high computational cost of the 3D model, ANN surrogate models are trained using the simulation data of the multiphysics model. The results show that the ANN models match with the multiphysics simulation results accurately. The ANN surrogate models can predict the SOEC behaviors with low computational cost, which is beneficial for the numerical solution of optimization problems.

With the surrogate models, a multi-objective optimization problem is constructed to optimize the current inhomogeneity, the temperature inhomogeneity, the cell voltage, the steam utilization, the temperature, and the hydrogen production jointly. These objectives are closely related with system efficiency and durability. The multi-objective optimization problem is decomposed into a series of single-objective optimization problems. Their solutions form the Pareto front reflecting the conflicting relationships between these objectives under a fixed electrolysis power. In this study, the Pareto front shows that decreasing the inhomogeneity accords with decreasing the cell voltage and increasing the hydrogen production, but conflicts with increasing the steam utilization and decreasing the temperature.

To achieve a balance among multiple objectives, the LINMAP method is used to choose the optimal solutions from the Pareto fronts under different electrolysis powers. The optimal solutions chosen by the LINMAP method indicate a steam utilization of c.a. 0.7. Under this situation, the down-stream current is 60%-65% of the up-stream current. Moreover, it is possible to adjust the optimal results according to one’s preference by adjusting the weights of different objectives used in the LINMAP method. In this study, when the weight of steam utilization increase from 1 to 5, the optimal steam utilization rises from 0.7 to 0.8. As a price, the current inhomogeneity is enhanced. The down-stream current drops to 50%-60% of the up-stream current. This result indicates that the steam utilization is strongly related to the current inhomogeneity, which should be considered quantitatively in system-level optimizations to balance system efficiency and homogeneity.

The Pareto fronts and the optimal operating curves produced by the proposed method could be easily delivered to the system operators in product datasheets by stack manufacturers. In this way, system operators can parameterize the Pareto fronts by methods like curve fitting and integrate it into system-level optimization studies, so that they can choose proper operating points to achieve a balance between system efficiency and homogeneity. In this
way, the cooperation between the stack manufacturers and the system operator is enhanced.

Data availability

The data produced by the 3D multiphysics model for training and testing the ANN surrogate models are available at [https://github.com/chiyt14/SOEC-Homogeneity](https://github.com/chiyt14/SOEC-Homogeneity).
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Appendix A. Graphical explanation of why a higher temperature results in a more inhomogeneous current distribution

This section aims to provide a graphical explanation on the phenomenon demonstrated in Figure 5(c), Section 4.2. It says that the inhomogeneity of current distribution is enhanced when the temperature becomes higher along the contour line of \( Q_{H_2} = 50 \) sccm. In other words, a higher \( T_{fur} \) leads to a higher \( I_{H_I} \).

A qualitative graphical explanation is given in Figure A.1. Since \( SU \) is fixed in Figure 5(c), Figure A.1 demonstrates the IV curves of an SOEC with two segments when \( SU \) is fixed. No mass transfer limit can be observed considered because \( SU \) is fixed. Since the concentration distribution along the flow direction is almost determined when \( SU \) is fixed, the difference between the up-stream IV curve and the down-stream IV curve is almost constant, owing to the Nernst loss caused by the decreasing steam concentration along the flow direction. Therefore, the IV curves of the down-stream segment can be approximated by moving the IV curves of the up-stream segment in the upward direction. When \( T_{fur} \) increases, the overpotential decreases, and the IV curves change from the black lines to the red lines.

Along the contour line of \( Q_{H_2} = 50 \) sccm in Figure 5(c), the total current is fixed. In other words, \( I_{up,1} + I_{down,1} = I_{up,2} + I_{down,2} \). \( I_{up,1} \) and \( I_{up,2} \) (or \( I_{down,1} \) and \( I_{down,2} \)) represent the currents of the up-stream (or down-stream) segment before and after the temperature rises. Figure A.1 shows that, to maintain a constant total current when the temperature rises, the cell voltage decreases from \( V_{cell,1} \) to \( V_{cell,2} \), while \( I_{up,1} < I_{up,2} \) and \( I_{down,1} > I_{down,2} \) hold. Therefore, the inhomogeneity of the current distribution is enhanced, according to the definition of \( IH_I \) in Equation (16). This phenomenon indicates that the current distribution becomes more inhomogeneous when the cell becomes more active. This is only a qualitative explanation of the phenomenon. A rigorous proof requires parametric expressions of the IV curves, which is not the focus of this paper.
Figure A.1: Qualitative explanation of why a higher $T_{fur}$ leads to a higher $IH_I$.
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