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Abstract

It is increasingly understood that the assumption of stationarity is unrealistic for many spatial processes. In this article, we combine dimension expansion with a spectral method to model big non-stationary spatial fields in a computationally efficient manner. Specifically, we use Mejía and Rodríguez-Iturbe (1974)’s spectral simulation approach to simulate a spatial process with a covariogram at locations that have an expanded dimension. We introduce Bayesian hierarchical modelling to dimension expansion, which originally has only been modeled using a method of moments approach. In particular, we simulate from the posterior distribution using a collapsed Gibbs sampler. Our method is both full rank and non-stationary, and can be applied to big spatial data because it does not involve storing and inverting large covariance matrices. Additionally, we have fewer parameters than many other non-stationary spatial models. We demonstrate the wide applicability of our approach using a simulation study, and an application using ozone data obtained from the National Aeronautics and Space Administration (NASA).
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1 Introduction

There is increasing interest in using spatial statistical methods to model environmental processes. This is partially due to the emergence of remote sensing instruments and the popularity of Geographic Information Systems (GIS) software (e.g., see Stein et al., 2006; Kalkhan, 2011, for standard references). The main goal of these analyses is to make predictions at observed and unobserved locations and provide uncertainty quantification. Early works make the assumption that the process is weakly stationary (e.g., see Cressie, 1993, for a review); that is, the covariance between the response at two different locations is a function of the spatial lag. However, non-stationary processes are much more common in environmental systems observed over large heterogeneous spatial domains (see Bradley et al., 2016, for a discussion). There are many models for non-stationary spatial data, and reduced ranks basis function expansions have become a popular choice (Banerjee et al., 2008; Cressie and Johannesson, 2008). However, there are inferential issues with reduced rank methods in the spatial setting (Stein, 2014), and consequently, there is renewed interest in proposing computationally efficient full-rank models (Nychka et al., 2015; Datta et al., 2016a; Katzfuss, 2017; Bradley et al., 2018; Katzfuss et al., 2018). Thus, in this article our primary goal is to develop an efficient full rank non-stationary spatial statistical model.

There are numerous methods available to model non-stationary spatial data. For example, process convolution (Higdon, 1998; Paciorek and Schervish, 2006; Neto et al., 2014) convolves a known spatially referenced function with a spatial process typically assumed to be Gaussian. There are several related, but different approaches available. For example, using a finite integral representation of a process convolution results in a basis function expansion (Cressie and Wikle, 2011, page 157). Several parameterizations of basis function expansions are available, including: fixed rank kriging (Cressie and Johannesson, 2008), lattice kriging (Nychka et al., 2015), the predictive process (Banerjee et al., 2008), and a stochastic partial differential equation approach (Lindgren et al., 2011), among others.
An alternative to modelling nonstationarity with spatial basis functions is to assume a deformation (Sampson and Guttorp, 1992). Here, Euclidean space is “deformed,” or warped, so that far away locations can be more correlated, and vice versa. The parameter space for this method is considerably smaller than many parameterizations using spatial basis function expansions (e.g., see Cressie and Johannesson, 2008; Kang and Cressie, 2011, for examples), and is full rank. A similar but different approach to deformation is referred to as “dimension expansion” (Bornn et al., 2012). This method involves extending the dimension of the locations to a higher dimensional space. This methodology is based on the surprising result that every non-stationary covariance function in $\mathbb{R}^d$ can be written as a stationary covariogram defined on locations in $\mathbb{R}^{2d}$ (Perrin and Meiring, 2003). Recently, Bornn et al. (2012) proposed a method of moments approach to analyzing spatio-temporal data using dimension expansion. To our knowledge the dimension expansion approach has not been implemented using a Bayesian framework.

Thus, our first contribution is to introduce dimension expansion to the Bayesian setting to analyze big spatial data. To achieve a computationally efficient approach to dimension expansion in the Bayesian setting we offer three technical results. In our first technical result, we provide a “non-stationary version” of Bochner’s Theorem (Bochner, 1959). That is, we show that a non-stationary covariance function can be written as a convolution of the cosine function with a spectral density. The proof of this result simply involves combining Perrin and Meiring (2003)’s dimension expansion result with Bochner’s Theorem. This result opens up new opportunities to use spectral methods to model non-stationary spatial process. Other methods exist (e.g., see, Priestley, 1965; Martin, 1982) to model non-stationary data using spectral densities. However, these methods involve difficult to interpret types of “quasi-stationarity” assumptions (see, Saved and Jones, 1995, for a discussion), while our approach can be easily interpreted through dimension expansion. Castruccio and Guinness (2017) have also proposed an approach that uses evolutionary spectrum and incorporates an axial symmetric structure into their model.

The second technical result developed in this manuscript follows from our non-stationary ver-
sion of Bochner’s Theorem. Specifically, we extend Mejía and Rodríguez-Iturbe (1974)’s method for spectral simulation of a stationary spatial processes to non-stationary spatial processes. This makes it straightforward to simulate in the high-dimensional non-stationary setting because spectral simulation does not require the inverse and storage of a high-dimensional covariance matrix (i.e., is matrix free). In practice, Gaussian spatial datasets correspond to a likelihood that is difficult to compute in high dimensions (i.e., when the dimension of the data $n$ is large) because this requires $O(n^3)$ computation and $O(n^2)$ dynamic memory.

Our algorithm is a type of collapsed Gibbs sampler (Liu, 1994) and it involves two steps. The first step is to augment the likelihood with an $n$-dimensional random vector. Then non-stationary spectral simulation is used within each step of Gibbs sampler to simulate this random vector from it’s prior distribution. This strategy is computationally feasible, full-rank, does not require storage of large matrices, and can be implemented on irregularly spaced locations. This last feature is particularly important as spectral methods based on the discrete Fourier transform often require regularly spaced locations (Fuentes, 2002; Fuentes et al., 2008).

The remaining sections of this article are organized as follows. Section 2 introduces our proposed statistical model, and our first two theoretical results. In Section 3, we describe our implementation, which includes inference using a collapsed Gibbs sampler. In Section 4, we present a simulation study, and compare our approach to two different state-of-the art methods in spatial statistics referred to as the Nearest Neighbor Gaussian Process (NNGP; Datta et al., 2016b) and the general Vecchia approximation (Katzfuss and Guinness, 2017). In Section 5, we implement our model using the benchmark ozone dataset analyzed in (Cressie and Johannesson, 2008) and (Zhang et al., 2018). Finally, Section 6 contains a discussion. For ease of exposition all proofs are given in the appendices.

2 Methodology

Let $Z(\cdot)$ be a spatial process defined for all $s \in D \subset \mathbb{R}^d$, where $D$ is the spatial domain of interest in $d$-dimensional Euclidean space, $\mathbb{R}^d$. We observe the value of $Z(\cdot)$ at a finite set of locations $s_1, \ldots,$
The data is decomposed additively with

\[ Z(s) = Y(s) + \epsilon(s), \]

where \( s \in D \), \( Y(\cdot) \) is the Gaussian process of principal interest, and the Gaussian process \( \epsilon(\cdot) \) represents measurement error. The measurement error \( \epsilon(\cdot) \) is assumed to be uncorrelated with mean-zero and variance function \( \sigma_\epsilon^2 I_n \).

The process \( Y(\cdot) \) is further decomposed as

\[ Y(s) = X'(s)\beta \nu \] \(; s \in D, \)

where \( X(s) \) is a known \( p \)-dimensional vector of covariates, and \( \beta \in \mathbb{R}^p \) is unknown. For any collection of locations \( u_1, \ldots, u_m \), the random vector \( \nu = (\nu(u_1), \ldots, \nu(u_m))' \) is assumed to have the probability density function (pdf),

\[ f(\nu | \theta) = \int_{\mathbb{R}^m} f(\nu | \theta, \tilde{\nu}, \delta^2) f(\tilde{\nu} | \theta) d\tilde{\nu}, \]

where \( f(\nu | \theta, \tilde{\nu}, \delta^2) \) is the multivariate normal distribution with mean \( \tilde{\nu} \in \mathbb{R}^m \), covariance matrix \( \delta^2 I_m \), and \( I_m \) is an \( m \times m \) identity matrix. The pdf \( f(\tilde{\nu} | \theta) \) will be specified in Section 2.2, but is approximately normal with mean zero, and covariance matrix \( C(\theta) \), where the \((i,j)\)-th element of \( C(\theta) \) is

\[ C(s_i, s_j) = \sigma_\nu^2 \exp \left( -\frac{E(s_i, s_j)}{\phi} \right), \]

where

\[ E(s_i, s_j) = \| (\psi_{(s_i)\eta})^{s_i} - (\psi_{(s_j)\eta})^{s_j} \|, \]

\( \theta = (\eta', \phi, \sigma_\nu^2)' \), and \( \| \cdot \| \) is a Euclidean distance. This covariance function uses the aforementioned dimension expansion approach from Bornn et al. (2012). Here, \( \psi(s_i) \) is an \( r \times d \) matrix consisting of known basis functions. This use of spatial basis functions is similar to the model in Shand and Li (2017). It will be useful to organize the \( n \)-dimensional vectors \( Z = \{Z(s_1) \ldots Z(s_n)\}' \), \( Y = \{Y(s_1) \ldots Y(s_n)\}' \) and \( \epsilon = \{\epsilon(s_1) \ldots \epsilon(s_n)\}' \). To model \( Z \) set define the prediction locations.
\{u_1, \ldots, u_m\} such that the observed locations \{s_1, \ldots, s_n\} ⊂ \{u_1, \ldots, u_m\}. Define the corresponding \(n \times n\) diagonal matrix \(V_ε \equiv \text{cov}(ε) = \text{diag}(V_ε(s_i) : i = 1, \ldots, n)\).

### 2.1 The Bayesian Hierarchical Model

In this section, we summarize the statistical model used for inference. The model is organized using the “data model”, “process model”, and “parameter model” notation used in Cressie and Wikle (2011), as follows:

- **Data Model**: \(Z | \beta, \nu \sim N(X\beta + O\nu, \sigma^2_ν I_n)\)
- **Process Model 1**: \(\nu | \theta, \tilde{\nu}, \delta \sim N(\tilde{\nu}, \delta^2 I_n)\)
- **Process Model 2**: \(\tilde{\nu} | \theta \sim f(\tilde{\nu} | \theta)\)
- **Parameter Model 1**: \(\beta \sim N(0, \sigma^2_β I_p)\)
- **Parameter Model 2**: \(\eta \sim N(0, \sigma^2_η I_r)\)
- **Parameter Model 3**: \(\sigma^2_ν \sim IG(α_1, β_1)\)
- **Parameter Model 4**: \(\sigma^2_β \sim IG(α_2, β_2)\)
- **Parameter Model 5**: \(\sigma^2_η \sim IG(α_3, β_3)\)
- **Parameter Model 6**: \(ϕ \sim U(1, U)\)
- **Parameter Model 7**: \(\delta^2 \sim IG(α_4, β_4)\).
- **Parameter Model 8**: \(\sigma^2_ε \sim IG(α_5, β_5)\).

In Equation (2), \(O\) is an \(n \times m\) incidence matrix, \(0_p\) is a \(p\)-dimensional vector of zeros; “\(N(\mu, \Sigma)\)” is a shorthand for a multivariate normal distribution with mean \(\mu\) and positive definite covariance matrix \(\Sigma\); “\(IG(\alpha, \kappa)\)” is a shorthand for the inverse gamma distribution with shape \(\alpha > 0\) and scale \(\kappa > 0\); and “\(U(L, U)\)” is a shorthand for a uniform distribution with lower bound \(L\) and upper bound \(U\). All hyperparameters are chosen so that the corresponding prior distribution is “flat”. Example specifications are provided in Section 4 and Section 5.
Process Model 1, Parameter 1, and Parameter Models 3–5 are fairly standard assumptions for Gaussian data, as they lead to easy to sample full-conditional distributions within a Gibbs sampler (Cressie and Wikle, 2011). Parameter model 6 and 7 are used to avoid identifiability issues and leads to a conjugate full-conditional distribution (see Banerjee et al., 2015, page 124). It is common to assume Process Model 2 is \( f(\tilde{\nu} | \theta) \) is the multivariate normal distribution with mean zero and covariance matrix \( C(\theta) \) (Banerjee et al., 2015; Cressie and Wikle, 2011). However, \( f(\tilde{\nu} | \theta) \) is only approximately normal with mean-zero and covariance matrix \( C(\theta) \) (see Section 2.2 for details).

### 2.2 Theoretical Considerations

A non-stationary extension of Bochner’s Theorem is stated in Theorem 1.

**Theorem 1:** Let \( C(s_i, s_j) \) be a positive definite function on \( D \), which is assumed to be compact and bounded. Then there exists a function \( f: D \rightarrow \mathbb{R}^d \) and a measure \( G(\omega) \) such that for any pair of locations \( s_i, s_j \in D \),

\[
C(s_i, s_j) = \int_{-\infty}^{\infty} \cos\{f(s_i) - f(s_j)\}'\omega_1 + (s_i - s_j)'\omega_2 |G(d\omega), \tag{3}
\]

where the 2d-dimensional vector \( \omega = (\omega_1', \omega_2')' \).

**Proof:** See Appendix A.

The proof of Theorem 1 involves a simple combination of the result in Perrin and Meiring (2003) and Bochner’s Theorem. We use Theorem 1 to define a nonstationary covariance function \( C(\cdot, \cdot) \). That is, in our model we choose a specific form for \( G(d\omega) \) and \( f(\cdot) \), and we use Equation (3) to define our nonstationary covariance function.

Additionally, in practice we assume \( f(\cdot) = \psi'(s)\eta \), which is similar to the strategy used in Bornn et al. (2012) and Shand and Li (2017). This leads naturally to questions on how to specify...
spatial basis functions. In general, we use radial basis functions with equally spaced knot locations as suggested in Nychka (2001) and Cressie and Johannesson (2008). One might also consider the use of information criteria to adaptively select knot locations (Bradley et al., 2011; Tzeng and Huang, 2017).

There are several things we can learn from Theorem 1. First, every non-stationary covariance function can be written as a convolution in 2d-dimensional space according to (3). Second, \( \{f(s_i) - f(s_j)\}' \omega_1 \) is a deformation, which shows an explicit connection between dimension expansion and deformation. Furthermore, this deformation induces non-stationarity, since \( \{f(s_i) - f(s_j)\}' \omega_1 = 0 \) leads to the classical version of Bochner’s Theorem. Third, if we assume a specific form of \( G(d\omega) \), we can use Equation (3) to approximate the covariance function. For example, when \( C(\cdot, \cdot) \) is the exponential covariance function (as is the case in (2)), then \( G(d\omega) \) has a corresponding Cauchy density (Stein, 1999). We provide a discussion and consider several other covariograms. Our empirical results suggest that the results appear robust to the choice of covariogram. Denote the density corresponding to \( G(d\omega) \) with \( g(\omega) \). Moreover, the ability to simulate from the spectral density without mathematical operations of covariance matrices, allows us to completely circumvent computing and storing a covariance matrix (Mejía and Rodríguez-Iturbe, 1974).

**Theorem 2:** Let \( \omega_i = (\omega_{1,i}^\prime, \omega_{2,i}^\prime)' \), \( \omega_i \overset{\text{iid}}{\sim} G(d\omega) \), and \( \kappa_i \overset{\text{iid}}{\sim} U(-\pi, \pi) \). Then for a given \( f : \mathbb{R}^d \rightarrow \mathbb{R}^d \) the random process,

\[
\tilde{\nu}(s) = \sigma_n \left( \frac{2}{K} \right)^{\frac{1}{2}} \sum_{i=1}^{K} \cos(f(s)' \omega_{1,i} + s' \omega_{2,i} + \kappa_i),
\]

\( E\{\tilde{\nu}(s)\} = 0 \), and \( E\{\tilde{\nu}(s_i)\tilde{\nu}(s_j)\} = C(s_i, s_j) \), and converges in distribution (as \( K \rightarrow \infty \)) to a mean-zero Gaussian process with covariance \( C(s_i, s_j) \) in Equation (3) with spectral density \( \prod g(\omega_{jk}) \frac{C(0,0)}{C(0,0)} \).

**Proof:** See Appendix A.
The proof of Theorem 2 involves a simple combination of the result in Perrin and Meiring (2003) and Cressie (1993, pg. 204). In practice, to use Theorem 2, we need to specify the spectral density.

In our implementation, we assume that \( \omega_{j,i} \sim g(\omega) C(0,0) \), where for each \( i, \omega_i = (\omega_1,i, \ldots, \omega_{2d,i})' \) and \( g(\cdot) \) is the Cauchy density. This choice of the Cauchy density leads to the exponential covariogram (Cressie, 1993).

It is arguably more common to simulate \( \nu \) using a Cholesky decomposition. However, this requires order \( n^3 \) computation and order \( n^2 \) memory. Theorem 2 allows us to simulate \( \nu \) without these memory and computational problems. It follows from the transformation theorem (Resnick, 2013) that the pdf of \( \tilde{\nu} \) is given, under our specification, by

\[
f(\tilde{\nu} | \theta) = \int_{\tilde{\nu} : \tilde{\nu}(s_i) = \sigma(\frac{1}{2})^\frac{1}{2} \sum_{i=1}^K \cos(f(s_i)' \omega_{1,i} + s'(\omega_{2,i} + \kappa_i))} \prod_{jk} g(\omega_{j,k}) \prod_{i=1}^n \frac{1}{2\pi} I(-\pi < \kappa < \pi) d\omega_{1,i} d\omega_{2,i} d\kappa_1 \ldots d\kappa_n,
\]

(5)

where \( I(\cdot) \) is the indicator function. Again, from Cressie (1993, pg. 204) and Theorem 2 the pdf in (5) is roughly Gaussian with mean zero and covariance \( C(\theta) \).

3 Collapsed Gibbs Sampling

In this section, we outline the steps needed for collapsed Gibbs sampling. Gibbs sampling requires simulating from full-conditional distributions (Gelfand and Smith, 1990). In a collapsed Gibbs sampler, some of the events conditioned on in the full-conditional distribution are integrated out (Liu, 1994). For simplicity, we use the bracket notation, where \([X | Y]\) represents the conditional distribution of a \( X \) given \( Y \) for generic random variables \( X \) and \( Y \). In Algorithm 1, we present the steps needed for our proposed collapsed Gibbs sampler.
The expressions for the full-conditional distributions listed in Algorithm 1 are derived in Appendix B. This collapsed Gibbs sampler can easily be modified to allow for heterogeneous variances, and allow for other choices for prior distributions.

The main motivation for collapsed Gibbs sampling is that Step 4 of Algorithm 1 is computationally straightforward. Additionally, in Step 5, the full-conditional distribution has a known, and easy to sample from expression. This is significant, as this full-conditional distribution traditionally involves inverses and determinants of high-dimensional matrices. Specifically, the following relationship holds,

\[ f(\nu | \cdot) \propto \exp \left\{ -\frac{(Z - X\beta - O\nu)'V^{-1}(Z - X\beta - O\nu)}{2} \right\} \cdot f(\nu|\nu', \delta, \theta), \]

where \( f(\nu|\nu', \delta, \theta) = \exp \left\{ -\frac{(\nu - \nu')'(\nu - \nu')}{2\delta^2} \right\}. \) Then,

\[ f(\nu | \cdot) \propto \exp \left\{ -\frac{\nu'\left(\delta^{-2}I + O'V^{-1}O\right)\nu}{2} + \nu' \left( O'V^{-1}(Z - X\beta) + \frac{1}{\delta^2}O\nu \right) \right\}. \]

This gives

\[ f(\nu | \cdot) = N(\mu^*, \Sigma^*), \]
where \( \mu^* = \Sigma^* \{ O' V^{-1}_\varepsilon (Z - X\beta) + \frac{1}{\sigma} \nu \} \), and \( (\Sigma^*)^{-1} = \delta^{-2} I + O' V^{-1}_\varepsilon O \), where we emphasis that \( \Sigma^* \) is a computationally advantageous diagonal matrix.

4 Simulation Studies

We simulate data in a variety of settings, and compare to the current state-of-the-art in spatial statistics, the nearest neighbor Gaussian process (NNGP) model (Datta et al., 2016b) and the general Vecchia approximation (Katzfuss and Guinness, 2017; Katzfuss et al., 2018). The data are generated in several different ways, all of which differs from the model we fit. That is, we assume \( Z = Y + \epsilon \), where \( Y \) is a fixed and known \( n \)-dimensional vector and \( \epsilon \sim N(0, \sigma^2 I_n) \). We choose \( \sigma^2 \) based on the signal-noise-ratios (SNR equal to 2, 3, 5, and 10). For each SNR we allow for three different missing data assumptions. Specifically, 5% missing at random, 10% missing at random, and 20% missing at random. In total, this produces 60 settings.

To define \( f(\cdot) \) we use a nonlinear function proposed by Friedman et al. (1991), where for \( x = (x_1, \ldots, x_5)' \):

\[
f_0(x) = 10\sin(\pi x_1 x_2) + 20(x_3 - 0.5)^2 + 10x_4 + 5x_5,
\]

which implies that far away observations may be less similar, suggesting nonstationarity. Then we propose five simulation cases,

Case 1: \( Y(i) = f_0(x_i) \)

Case 2: \( Y(i) = 0.85f_0(x_i) + 0.15\zeta(i) \)

Case 3: \( Y(i) = 0.5f_0(x_i) + 0.5\zeta(i) \)

Case 4: \( Y(i) = 0.15f_0(x_i) + 0.85\zeta(i) \)

Case 5: \( Y(i) = \zeta(i) \)

and \( \zeta = (\zeta(1), \ldots, \zeta(n))' \sim N(0, R(\theta)) \), where the \( n \times n \) matrix \( R(\theta) = \{ \sigma^2 \zeta \exp(-\phi_\zeta \| i - j \|) \} \). So, the \( \zeta \) is a stationary term. In Case 1, the data is generated from a highly nonstationary process.
and $x_i$ is a five dimensional vector consisting of independent draws from a uniform distribution. In Case 3, we weight the process half with a nonlinear term and half with a stationary term. In Case 5, we only have a stationary term. So the data is rough in Case 1 and gradually becomes smoother as we consider other cases. We show examples of the data in Figure (1).

We generate 1,000 observations over this one-dimensional domain $[0, 1]$ for each case. For Case 2 to Case 4, $\sigma^2_\zeta$ is set to be equal to the sample variance of the elements in the vector $(f(x_1), \ldots, f(x_n))'$. We fixed $\phi_\zeta = 0.3$. SNR is defined to be

$$\text{SNR} = \frac{\sum_{i=1}^{n}(Y(i) - \frac{1}{n} \sum_{j=1}^{n} Y(j))^2}{(n-1)\sigma^2_\epsilon}$$

so that

$$\sigma^2_\epsilon = \frac{\sum_{i=1}^{n}(Y(i) - \frac{1}{n} \sum_{j=1}^{n} Y(j))^2}{(n-1)\text{SNR}}.$$ 

Each SNR has five different cases as we mention above. In practice, we often do not observe all the useful covariates. Thus, when implementing methods for spatial prediction, we only use $X = (x_1, x_3, x_4, x_5)$, which removes $x_2$.

In our model, the 20-dimensional vector $\psi(i)$ was chosen to consist of Gaussian radial basis functions over equally spaced knots. That is, $\psi(i) = (\psi_1(i) \ldots \psi_{20}(i))'$, where

$$\psi_k(i) = \exp(-\tau\|i - c_k\|); i = 1, \ldots, 1,000, k = 1, \ldots, 20,$$

and $\{c_1, \ldots, c_{20}\}$ are the equally-spaced knots points over $\{1, \ldots, 1,000\}$, and $\tau$ is equal to 1.5 times the median of non-zero distances between the points in $\{1, \ldots, 1,000\}$. We set the spectral density equal to

$$g(\omega) = \frac{1}{\pi(1 + \omega^2)}.$$ 

In Table (1), we provide the root mean squared prediction error (RMSPE) of each model for the data in the first row in Figure (1). The RMSPE is defined as

$$\sqrt{\frac{1}{1,000} \left\{ \sum_{i=1}^{1,000} (Y(i) - \hat{Y}(i))^2 \right\}},$$

(6)
where \( \hat{Y}(i) \) is the posterior mean from fitting the each model. Here we see that our method (referred to as the Expanded Spectral Density (ESD) method) clearly outperform NNGP and the Vecchia approximation. Our model performs well in terms of estimation as well. Using the data in the first row of Figure 1, and a half-t prior for \( \sigma_\epsilon \), we have a posterior mean of \( \sigma_\epsilon^2 \) equal to 5.79 and highest posterior density interval, (2.68, 9.96). The true value is 4.813, which is contained in the interval.

![Figure 1: Simulation data with SNR=5; First row to last row are examples of Case 1 to Case 5.](image)

Table 1: Estimation of \( \sigma_\epsilon^2 \) for the data in the first row of Figure 1. We call our method the Expanded Spectral Density (ESD) method.

| Method                  | RMSPE |
|-------------------------|-------|
| ESD                     | 1.94  |
| NNGP                    | 3.24  |
| Vecchia Approximation   | 3.05  |
4.1 Comparisons Over Multiple Replicates

To implement NNGP, we use 15 nearest neighbors which is consistent with what is suggested in Datta et al. (2016a). For the general Vecchia approximation, we use 15 nearest neighbors which is the same as NNGP. We also use the R-package spNNGP (AO Finley, 2017) and GpGp (Guinness and Katzfuss, 2018). We record the performance (in terms of RMSPE) over the signal noise ratio (SNR) and the proportion of missing in the datasets for each case. The results are show in Figure (2) to Figure (6) for Case 1 to Case 5, respectively. For each figure, the first row is for SNR equal 2, the second row if for SNR equal 3, the third row is for SNR equal 5 and the fourth row is for SNR equal 10. For each row, the left plot has 5% of the data missing, the middle plot has 10% of the data missing and the right plot has 20% of the data missing. The boxplot is computed over 100 independent replicates of the one thousand dimensional dataset. We compare each simulation with NNGP and the general Vecchia approximation.

For both Case 1 and Case 2, we find that our method outperforms the NNGP and the general Vecchia approximation when SNR equals 3, 5 and 10. However, we have a similar result with NNGP and perform slight worse than general Vecchia approximation when SNR=2. In Case 3, we find that our method outperforms the NNGP and general Vecchia approximation when SNR equals 5 and 10, and only slightly outperforms NNGP and general Vecchia approximation when SNR=3. Additionally, ESD performs slightly worse than general Vecchia approximation when SNR=2 and we are in Case 3. In Case 4, we find that general Vecchia approximation outperforms our method, and our method outperforms than NNGP in a few replicates. In Case 5, the stationary case, general Vecchia approximation and NNGP outperform our method, which is not surprising considering that our method is derived for nonstationary processes. Based on the results, we believe our model performs well in highly nonlinear setting with moderate to high signal-to-noise ratios. However, we find the RMSPE is worse than NNGP and general Vecchia approximation when as the process becomes smoother.
Figure 2: RMSPE for Case 1. First column to last column are results over 5%, 10% and 20% missing at random. First row to last row are example of SNR equal to 2,3,5 and 10.

Figure 3: RMSPE for Case 2. First column to last column are results over 5%, 10% and 20% missing at random. First row to last row are example of SNR equal to 2,3,5 and 10.
Figure 4: RMSPE for Case 3. First column to last column are results over 5%, 10% and 20% missing at random. First row to last row are example of SNR equal to 2,3,5 and 10.

Figure 5: RMSPE for Case 4. First column to last column are results over 5%, 10% and 20% missing at random. First row to last row are example of SNR equal to 2,3,5 and 10.
Figure 6: RMSPE for Case 5. First column to last column are results over 5%, 10% and 20% missing at random. First row to last row are example of SNR equal to 2, 3, 5 and 10.

5 Real Data Application

5.1 Ozone Data Application: Data Description

As an illustration, we analyze the ozone dataset used in Cressie and Johannesson (2008), which has become a benchmark dataset in the spatial statistics literature (Zhang et al., 2018). This dataset consists of \( n = 173,405 \) values of total column ozone (TCO) in Dobson units (see Figure 7 for a plot of the data). The dataset was obtained through a Dobson spectrophotometer on board the Nimbus-7 polar orbiting satellite on October 1st, 1988. For details on how these data were collected see Cressie and Johannesson (2008). This dataset is made publically available by the Centre for Environmental Informatics at the University of Wollongong’s National Institute for Applied Statistics Research Australia (https://hpc.niasra.uow.edu.au/ckan/).
5.2 Analysis

We present an analysis of the ozone dataset using ESD. We partition the data into a training set and a prediction set. We randomly generated three different 5% missing at random datasets for evaluating the prediction performance of all methods. A total of 5,000 MCMC iterations of the Gibbs sampler in Algorithm 1 were used. The first 1,000 iterations were treated as a burn-in. We informally check trace plots for convergence, and no lack of convergence was detected.

Since \( d = 2 \), \( \psi(s) \) is an \( r \times 2 \) dimensional matrix, which we denote with \( \psi(s) = \{ \phi_1(s), \phi_2(s) \} \), where \( \phi_i(s) \) is an \( r \)-dimensional vector, \( i = 1, 2 \). Using the R-package FRK, we choose 92, 364 and 591 equally-spaced bisquare basis functions, which defines a 92, 364 and 591-dimensional vector \( \zeta(s) \) (Zammit-Mangion and Cressie, 2017). Then, we set \( \phi_1(s) = \{ 0_3', \zeta(s)' \} ' \), and we take \( \phi_2(s) = (1, s', 0_3')' \). This choice of \( \phi_2(s) \) isolates the effect of the latitude and longitude on the non-stationarity of the process. The covariates are defined to be \( X(s) = (1, \zeta(s)' )' \).

Figure (8) displays the prediction and prediction variances using non-stationary spectral simulation. Upon comparison of Figure (7) to Figure (8a), Figure (9a) and Figure (10a), we see that we obtain small in-sample error. Additionally, Figure (8b), Figure (9b) and Figure (10b) shows that our prediction error is relatively constant over the globe. We randomly select 5% of the total
observations to act as a validation dataset, and compute the root mean squared prediction error (RMSPE). Specifically, we compute the average square distance between the validation data and its corresponding prediction, and then we take the square root. RMSPE for our method is around 16.55, 9.86 and 7.52 for 92, 364 and 591 basis functions, respectively (see Table 2). We also computed the RMSPE for the fixed rank kriging method as implemented through the R-package FRK \cite{Zammit-Mangion:2017}. The FRK predictor is based on $X(s) = 1$ and uses $\zeta(s)$ as its basis set. The RMSPE for FRK is approximately 76.41, and hence, we outperform the FRK predictor in terms of RMSPE. We do compare to other methods as well. In Zhang et al. \cite{Zhang:2018} paper, they compare the Smoothed Full-Scale Approximation (SFSA), Full-Scale Approximation using a block modulating function (FSAB) \cite{Sang:2012}, NNGP, and a local Gaussian process method with adaptive local designs (LaGP) \cite{Gramacy:2015}. Their results show that the RMSPE for SFSA, NNGP and FSAB are all around 27, and the RMSPE for LaGP is around 38. Thus, our method also outperforms these methods in terms of RMSPE. However, the general Vecchia approximation has a slightly better result. With RMSPE equal to roughly 5, which is smaller than our RMSPE of 7.52. This consistent with our simulation results that showed that in smoother nonstationary settings the general Vecchia approximation performs similar or better than ESD.

We also include the computation times in Table (3). Our method is less competitive. Although we avoid storing and inverting a high dimensional covariance matrix, we require nested loops, which can be computationally intensive (i.e., a loop in the Gibbs sampler and a loop over $i = 1 \ldots K$ in Theorem 2). However, we are able to produce spatial predictions.
Figure 8: Results for 92 basis function. In (a), we plot the posterior means (in Dobson units) from the model in (2), which was implemented using the Gibbs sampler outlined in Algorithm 1. The corresponding posterior variances (in Dobson units squared) are presented in (b).

Figure 9: Results for 364 basis function. In (a), we plot the posterior means (in Dobson units) from the model in (2), which was implemented using the Gibbs sampler outlined in Algorithm 1. The corresponding posterior variances (in Dobson units squared) are presented in (b).
Figure 10: Results for 591 basis function. In (a), we plot the posterior means (in Dobson units) from the model in (2), which was implemented using the Gibbs sampler outlined in Algorithm 1. The corresponding posterior variances (in Dobson units squared) are presented in (b).

Table 2: Sensitivity to the number of basis functions

| Total size of basis function | RMSPE  |
|-----------------------------|--------|
| 92                          | 16.55  |
| 364                         | 9.86   |
| 591                         | 7.52   |

Table 3: Computation Time by Basis Function.

| Method                        | Number of basis function | Time (seconds) |
|-------------------------------|--------------------------|----------------|
| ESD                           | 92                       | 13925          |
|                               | 364                      | 111685         |
|                               | 591                      | 273024         |
| Vecchia Approximation         | -                        | 200            |

In terms of inference on parameters, we are particularly interested in $\eta$. This is because when $\eta$ is zero we obtain a stationary process (see Theorem 1). In Figure (11) we plot the posterior covariance matrix. As the $r$ increases, we see the variances and covariances appear to be close to
zero suggesting that $\eta$ is close to zero. This suggests that the process is smooth, which is consistent with our previous results. However, several credible intervals for elements of $\eta$ do not contain zero, which suggests that nonstationarity is present in this dataset.

6 Discussion

Bayesian analysis of big Gaussian spatial data is a challenging and important problem. We propose a Bayesian approach using non-stationary spectral simulation. To develop non-stationary spectral simulation we combine Bochner’s theorem with dimension expansion (Perrin and Meiring, 2003), and apply Mejía and Rodríguez-Iturbe (1974)’s spectral simulation method. The advantage is that no large matrix inversion or storage is needed to approximately simulate a non-stationary full-rank Gaussian process. Additionally, the proposed method is extremely broad, since every positive definite non-stationary covariance function can be written according to (3).

In Section 4, the simulation study is used to show a scenario where our approach outperforms the nearest neighbor Gaussian process (NNGP; Datta et al., 2016) model and Vecchia approximation (Katzfuss and Guinness, 2017). We generate data that is different from our model, and we find
our method has better result in different scenarios based on how nonlinear the process is. In
Section 5, we analyze the total column ozone dataset from Cressie and Johannesson (2008). We
obtain predictions that have small in-sample error, and outperforms fixed rank kriging (FRK),
SFSA, FSAB, NNGP, and LaGP in terms of out-of-sample error. The Vecchia approximation
has a slightly better RMSPE. Additionally, our framework allows one to perform inference on the
presence of nonstationarity.

Environmental studies are often based on high-dimensional spatial Gaussian datasets with com-
plex patterns of non-stationarity. Several studies focus on simplifying matrix valued operations
and storage [Higdon et al., 1999; Paciorek and Schervish, 2006; Cressie and Johannesson, 2008;
Banerjee et al., 2008; Lindgren et al., 2011; Nychka et al., 2015]. Thus, our “matrix free” approach
offers a unique solution to this important problem.
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Appendix A: Proofs

Proof of Theorem 1:

It follows from Perrin and Meiring (2003) that for every non-stationary positive definite function \( C \)
and every pair of locations \( s_1 \) and \( s_2 \) there exists a \( w_1 \) and \( w_2 \) such that \( C(s_1, s_2) = \rho \{ (s_1, w_1), (s_2, w_2) \} \),
where \( \rho \) is a stationary covariogram. Let \( f \) be the function that maps a generic location \( s \in D \) to
it’s corresponding expanded dimension \( w \in \mathbb{R}^d \).

It follows from Bochner’s theorem (Bochner, 1959) that \( \rho \{ (f(s_{i}), (f(s_{j})) \} \) is positive definite
(and equivalently so is \( C(s_{i}, s_{j}) \)) if and only if

\[
C(s_i, s_j) = \rho \left( \left \langle f(s_i), f(s_j) \right \rangle \right) = \int_{-\infty}^{\infty} \cos \{ \{ f(s_i) - f(s_j) \}' \omega_1 + (s_i - s_j)' \omega_2 \} G(d\omega). 
\]
This completes the result.

**Proof of Theorem 2:**

We have that,

\[
E\{\hat{\nu}(s)\} = \frac{(2)^\frac{1}{2}}{2\pi\sigma}\int_{-\infty}^{\infty}\int_{-\pi}^{\pi} \cos(f(s)\omega_1 + s\omega_2 + \kappa)g(\omega)d\kappa d\omega = 0,
\]

since \(\int_{-\pi}^{\pi} \cos(\kappa)d\kappa = \int_{-\pi}^{\pi} \sin(\kappa)d\kappa = 0\). Also,

\[
E\{\hat{\nu}(s_i)\hat{\nu}(s_j)\} = 2\sigma^2
\]

\[
\int \cos\left\{(f(s_i)' - f(s_j)')(\omega_1 + (s_i - s_j)\omega_2)g(\omega_1)g(\omega_2)d\omega_1 d\omega_2 \right\}
\]

\[
= \rho\left\{(s_i - s_j)\right\} = C(s_i, s_j).
\]

since \(\rho(\cdot)\) is a stationary covariogram it follow from Cressie (1993, pg. 204) that \(\tilde{\nu}\) converges to a Gaussian process.

**Appendix B: Full Conditional Distributions**

In this section, we derive the full conditional distribution of our parameters and random effects, which we use within the Gibbs sampler outlined in Algorithm 1.

1. The full conditional distribution for \(\beta\) is

\[
f(\beta|\cdot) \propto \exp\left\{-\frac{(Z - X\beta - \Omega\nu)'V^{-1}(Z - X\beta - \Omega\nu)}{2}\right\} \exp\left\{-\frac{\beta'\beta}{2\sigma^2}\right\}
\]

\[
\propto \exp\left\{-\frac{\beta'(X'\Omega^{-1}X + \sigma^{-2}_\beta I_p)\beta}{2} + \beta'X'\Omega^{-1}(Z - \Omega\nu)\right\}
\]

\[
\propto \exp\left\{-\frac{\beta'\Sigma^{-1}\beta}{2} + \beta'\mu_+\right\}
\]

\[
\propto \exp\left\{-\frac{1}{2}(\beta - \mu_+)'\Sigma^{-1}(\beta - \mu_+)\right\}.
\]

Thus, \(\beta \sim N(\mu_+, \Sigma_+), \) where \(\mu_+ = \Sigma_+^{-1}X'\Omega^{-1}(Z - \Omega\nu)\) and \(\Sigma_+^{-1} = X'\Omega^{-1}X + \sigma^{-2}_\beta I_p\), \(X = (X(s_1)\ldots X(s_n))'\).
2. First, we sample \( \tilde{\nu} \) using non-stationary spectral simulation. Then the full-conditional distribution is
\[
f(\nu|\cdot) \propto \exp \left\{ -\frac{(Z - X\beta - O\nu)'V_\epsilon^{-1}(Z - X\beta - O\nu)}{2} \right\} f(\nu|\tilde{\nu}, \delta, \theta),
\]
where \( f(\nu|\tilde{\nu}, \delta, \theta) = \exp \left\{ -\frac{(\nu - \tilde{\nu})' (\nu - \tilde{\nu})}{2\delta^2} \right\}. \) Then,
\[
f(\nu|\cdot) \propto \exp \left\{ -\frac{\nu'(\delta^{-2}I + O'V_\epsilon^{-1}O)\nu}{2} + \nu' \left( O'V_\epsilon^{-1}(Z - X\beta) + \frac{1}{\delta^2} \tilde{\nu} \right) \right\}.
\]
This gives
\[
f(\nu|\cdot) \propto N(\mu^*, \Sigma^*),
\]
where \( \mu^* = \Sigma^* \{ O'V_\epsilon^{-1}(Z - X\beta) + \frac{1}{\delta^2} \tilde{\nu} \}, \) and \( (\Sigma^*)^{-1} = \delta^{-2}I + O'V_\epsilon^{-1}O. \)

3. The approximated full conditional distribution for \( \eta \) is given by
\[
f(\eta|\cdot) \propto \exp \left\{ -\frac{\eta'\eta}{2\sigma^2_\eta} \right\} \exp\left\{ -\frac{(\nu - \tilde{\nu})' (\nu - \tilde{\nu})}{2\delta^2} \right\},
\]
where recall \( \tilde{\nu} \) is a function of \( \eta \). We use Metropolis-Hasting to sample \( \eta \) and we use a multivariate normal distribution for the proposal distribution.

4. For \( \sigma^2_\nu \), we use a Inverse Gamma prior distribution,
\[
f(\sigma^2_\nu|\cdot) \propto (\sigma^2_\nu)^{-(\alpha_1 + \frac{n}{2})-1} \exp \left\{ -\frac{\nu_m C(\theta)^{-1}\nu_m}{2\sigma^2_\nu} + \sigma^{-2}_\nu \beta_1 \right\},
\]
which is an inverse gamma distribution with shape parameter \( \alpha_1 + \frac{n}{2} \) and scale parameter \( \frac{\nu_m C(\theta)^{-1}\nu_m}{2} + \beta_1. \)

5. The full conditional distribution of \( \sigma^2_\beta \) is easily obtained and given by,
\[
f(\sigma^2_\beta|\cdot) \propto (\sigma^2_\beta)^{-(\alpha_2 + \frac{p}{2})-1} \exp \left\{ -\frac{\beta'\beta}{2\sigma^2_\beta} + \sigma^{-2}_\beta \beta_2 \right\},
\]
which is an inverse gamma distribution with shape parameter \( \alpha_2 + \frac{p}{2} \) and scale parameter \( \frac{\beta'\beta}{2} + \beta_2. \)
6. The full conditional distribution of $\sigma^2_\eta$ is easily obtained and given by,

$$
f(\sigma^2_\eta | \cdot) \propto (\sigma^2_\eta)^{-(\alpha_3 + \frac{n}{2})-1} \exp \left\{ -\frac{n \eta}{2\sigma^2_\eta} + \sigma^{-2}_\eta \beta_3 \right\},
$$

which is an inverse gamma distribution with shape parameter $\alpha_3 + \frac{n}{2}$ and scale parameter $\frac{n \eta}{2} + \beta_3$.

7. The prior for $\phi$ is Uniform Distribution($L, U$), and the full conditional distribution for $\phi$ follows that,

$$
f(\phi | \cdot) \propto f(\nu_m | \tilde{\nu}, \sigma^2_\nu, \phi) I(L \leq \phi \leq U)
$$

8. The full conditional distribution of $\delta^2$ is easily obtained and given by,

$$
f(\delta^2 | \cdot) \propto (\delta^2)^{-(\alpha_4 + \frac{n}{2})-1} \exp \left\{ -\frac{(\nu - \tilde{\nu})'(\nu - \tilde{\nu})}{2\delta^2} + \beta_4 \right\}.
$$

which is an inverse gamma distribution with shape parameter $\alpha_4 + \frac{n}{2}$ and scale parameter $\frac{(\nu - \tilde{\nu})'(\nu - \tilde{\nu})}{2} + \beta_4$.

9. The full conditional distribution of $\sigma^2_\epsilon$ is easily obtained and given by,

$$
f(\sigma^2_\epsilon | \cdot) \propto (\sigma^2_\epsilon)^{-(\alpha_5 + \frac{n}{2})-1} \exp \left\{ -\frac{(Z - X\beta - \nu)'(Z - X\beta - \nu)}{2\sigma^2_\epsilon} + \beta_5 \right\}.
$$

which is an inverse gamma distribution with shape parameter $\alpha_5 + \frac{n}{2}$ and scale parameter $\frac{(Z - X\beta - \nu)'(Z - X\beta - \nu)}{2} + \beta_5$.
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