Underground Cylindrical Objects Detection and Diameter Identification in GPR B-Scans via the CNN-LSTM Framework
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Abstract: Ground penetrating radar (GPR), as a non-invasive instrument, has been widely used in the civil field. The interpretation of GPR data plays a vital role in underground infrastructures to transfer raw data to the interested information, such as diameter. However, the diameter identification of objects in GPR B-scans is a tedious and labor-intensive task, which limits the further application in the field environment. The paper proposes a deep learning-based scheme to solve the issue. First, an adaptive target region detection (ATRD) algorithm is proposed to extract the regions from B-scans that contain hyperbolic signatures. Then, a Convolutional Neural Network-Long Short-Term Memory (CNN-LSTM) framework is developed that integrates Convolutional Neural Network (CNN) and Long Short-Term Memory (LSTM) network to extract hyperbola region features. It transfers the task of diameter identification into a task of hyperbola region classification. Experimental results conducted on both simulated and field datasets demonstrate that the proposed scheme has a promising performance for diameter identification. The CNN-LSTM framework achieves an accuracy of 99.5% on simulated datasets and 92.5% on field datasets.
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1. Introduction

Ground-penetrating radar (GPR) is an important non-destructive evaluation (NDE) method [1,2]. Over the past decade, GPR has been widely applied to geological exploration [3], landmine detection [4], and NDE of structures [5]. In civil field, it has become a routine tool for inspecting rebars in concrete, locating subsurface utilities, structural evaluation, etc. [6–9]. It utilizes underground materials’ different electromagnetic properties to detect underground areas based on the propagation and scattering characteristics of high-frequency electromagnetic (EM) waves [10–12]. Scattering from a single point or cylinder, such as rebar and pipeline, will produce hyperbolic reflection characteristics in the recorded GPR B-scans [13,14]. As a result, the detection of the hyperbola regions in the GPR B-scans is equivalent to the detection of the underground targets. Thus, the problem of underground targets detection can be transferred to the detection of hyperbola regions.

In the process of civil infrastructure construction, more and more cylindrical objects are buried underground, including rebars, pipelines (gas, water, oil, sewage, etc.), cylindrical tanks, and cables (energy, optical, signal). It is particularly important to accurately estimate the diameter of cylindrical underground objects with GPR technology [15]. However, the diameter estimation of underground
cylindrical objects from GPR B-scans often requires manual interaction [16]. The high time consumption limits its application in the field environment. Therefore, the researchers have aroused great interest in the automatic detection and interpretation of GPR data in recent years [17]. Interpretation of GPR B-scans usually consists of two parts: hyperbola region detection and parameter estimation (e.g., diameter).

The detection of hyperbola region from B-scans is a first step of GPR data interpretation, after that, the parameters estimation of underground cylindrical objects can be conducted based on the picked regions [18]. In Reference [19], the Hough transform was first used for hyperbola detection in GPR B-scans. It can transform the global curve detection problem into an effective peak detection problem in the Hough parameter space. The Viola-Jones algorithm has been used to narrow the range of the reflection hyperbola. A generalized Hough transform was used to detect the hyperbolae and to derive the hyperbolic parameters [20]. However, Hough transform is computationally expensive. In addition, some image processing methods are used to process radar signals [21,22]. An advanced imaging algorithm was proposed for automated detection of the hyperbola region, which used the Canny edge detector and performed well [21]. Extensive research has applied deep learning (DL) techniques to process radar signals [6,23–25]. In Reference [23], GPR waveform signals were classified by a neural network classifier to determine hyperbola regions. However, it is susceptible to clutter and noise. The work in Reference [24] designed a binary classifier which employed high-order statistic cumulant features and used a multi-objective genetic approach for hyperbola detection. In Reference [6], a method based on template matching and Convolutional Neural Network (CNN) was provided for hyperbola region detection. The matching template was designed to traverse GPR B-scans and the region with high similarity was calculated as the pre-detection region. Then, the CNN was used to eliminate the non-hyperbolic region and obtain the hyperbola region. However, it requires a large amount of data for model training. In Reference [26], the author proposed a twin gray statistical sequence method to classify the hyperbola, which utilized the different physical meanings of the row vector and column vector of the B-scan image. In References [27,28], an advanced CNN, i.e., Faster Region-based CNN (Faster R-CNN) and another DL method, i.e., Single Shot Multibox Detector (SSD), have been employed in GPR hyperbola region detection. Although the detection accuracy of Faster R-CNN and SSD is promising, the detection speed cannot satisfy the requirement of real-time detection.

Numerous efforts have been contributed for the interpretation of GPR data, such as diameter estimation. In References [29,30], the authors optimized the estimations of cylindrical target diameter using ray-based analysis, assuming non-point diffractors and realistic antenna offset in common-offset GPR data. A key limitation in the method presented here is that it requires the GPR profile to be perpendicular to the rebars. In Reference [31], Zhang et al. proposed a method based on GPR data to estimate the diameter of underground objects. The principle is based on the fact that the shape of a circle can be determined by the coordinates of three points on the circle. However, this method is easy to be disturbed by noise, which results in a low estimation accuracy. Methods including hyperbola coordinates localization and hyperbola fitting are the common selection for diameter estimation [32–35]. In Reference [33], a column-connection clustering (C3) algorithm was proposed to locate the coordinate position of hyperbola and separate the hyperbola with intersections. The work in Reference [34] used a least square method for fitting hyperbolae. In Reference [35], a hyperbola-specific fitting technique using weighted least squares is proposed for the expected mathematical error of two-way travel time. However, researchers find that the shape of the hyperbolic curve is insensitive to diameter. Therefore, it is not easy to estimate the diameter of an underground cylindrical object by hyperbolic fitting with high accuracy [36]. Moreover, this method only uses the coordinate information of hyperbolic contour and ignores the amplitude information of the GPR data.

In order to solve these challenges, an automatic scheme based on the adaptive target region detection (ATRD) algorithm and Convolutional Neural Network-Long Short-Term Memory (CNN-LSTM) framework is proposed to interpret GPR data. Its flowchart is shown in Figure 1, which consists of three modules: the data preprocessing module, hyperbola region detection module, and
diameter identification module. The hyperbola region in GPR B-scans can be extracted by using the ATRD algorithm, after that, the CNN-LSTM framework integrates CNN and LSTM structures to extract hyperbola region features and transfer the diameter estimation task to the hyperbola region classification task.

The contributions of this paper are summarized as follows:
(1) The development of a scheme for diameter identification of underground cylindrical objects based on image processing and DL techniques.
(2) Designing an ATRD algorithm for hyperbola region detection from B-scans.
(3) Designing a CNN-LSTM framework for diameter identification.

Figure 1. Illustration of GPR B-scans' interpretation by the proposed scheme.

2. Hyperbola Region Detection via the ATRD Algorithm

In this section, the proposed ATRD algorithm is described in steps for hyperbola region detection. Before applying the proposed detection method, a series of preprocessing techniques are employed on GPR B-scans.

2.1. Preprocessing

In the pre-processing, the ensemble mean of each row is subtracted to eliminate the bright ground surface reflectance strip from a B-scan image, formulated as:

$$\hat{S}_{mn} = S_{mn} - \frac{1}{N} \sum_{n=1}^{N} S_{mn}, m = 1,...,M; n = 1,...,N$$

(1)

where \(S_{mn}\) represents the value of row \(m\) and column \(n\) on the original GPR B-scan. \(\hat{S}_{mn}\) represents the value of row \(m\) and column \(n\) on the processed GPR B-scan. Subsequently, a moving average filter processing is used to reduce the noise. An example B-scan after the preprocessing is visualized in Figure 2.
2.2. Adaptive Target Region Detection Algorithm

The proposed adaptive target region detection (ATRD) algorithm consists of five steps and its flowchart is shown in Figure 3. First, an adaptive normalization step is applied to the preprocessed B-scan and then a threshold value is selected based on the results of the experiment. Using the threshold, the normalized B-scan is converted into a binary image. Then, a dilation operation is applied to this binary image. After that, the boundary tracking method [37] is applied for contour detection of the target in the B-scan, and the bounding box of the hyperbola region is detected by the bounding rectangle method [38]. The specific steps of the ATRD algorithm are as follows.

Step 1: Adaptive normalization. An adaptive proportional coefficient is designed to normalize the preprocessed GPR B-scans. By adopting the \( \tanh \) function and designing an adaptive proportional coefficient, the amplitude of background echo can be limited to near 0 and highlight underground object echo. A GPR B-scan consists of multiple A-scans. In Figure 4, a GPR A-scan is linearly transformed to \([-2,2]\) through the adaptive proportional coefficient \( k \), and then is non-linearly converted to \([-1,1]\) by the \( \tanh \) function. By comparing Figure 4a with Figure 4c, it can be found that the background echo is near 0, while the object echo is enhanced. The coefficient \( k \) is obtained by calculating the ratio between 2 and the peak value. However, there may be a lot of noise in the B-scan image: the peak value of the object echo may match the maximum value of the noise. In order to reduce the influence of the noise, it takes the average of top \( l \) maximum values of the object echo in B-scan. By using the absolute value function, the amplitude range of the whole echo is converted to \([0,1]\). A GPR B-scan matrix is expressed as \( A \), and the adaptive normalization method is described as follows:

\[
B_{\text{norm}} = \frac{1 - e^{-2kA_{\text{norm}}}}{1 + e^{-2kA_{\text{norm}}}}
\]  

(2)
where \( k = \frac{2I}{\sum_{i=1}^{I} A(i)} \), \( A(i) \) represents the \( i \)-th maximum value in \( A \), \( I = 10 \), and \( A_{mn} \) indicates the value of row \( m \) and column \( n \) in \( A \).

\[
\sum_{i=1}^{I} A(i)
\]

Convert to \([-2,2]\) by adaptive proportional coefficient \( k \)

Figure 4. Adaptive normalization: (a) GPR A-scan signal with noise, (b) \( \tanh \) function curve, (c) GPR A-scan signal after the adaptive normalization.

Step 2: Binarization. The threshold selection is critical for the normalized GPR B-scans. The Intersection over Union (IoU) indicator is used to select the threshold.

IoU is the most commonly used indicator in object detection tasks. It can reflect the distance between the detection region and the real region (or ground-truth). The larger the IoU value, the closer the detection region is to the real region and the better the obtained detection effect. The definition of IoU is as follows:

\[
\text{IoU} = \frac{|X \cap Y|}{|X \cup Y|}
\]  \hspace{1cm} (3)

Figure 5a shows the diagram of IoU calculation. Figure 5b gives the performance of hyperbola detection under different thresholds. \( R \) represents the detected region and \( G \) indicates the real region. It can obtain the largest IoU value when the threshold is 0.7, meanwhile, the detected region is closest to the real region. Figure 5c shows the IoU values under different thresholds.
Figure 5. Threshold selection. (a) IoU calculation, (b) hyperbola region detection results under different thresholds, (c) IoU value under different thresholds.

Through experimental comparison, we set the threshold of 0.7 to obtain a binary image, which can be expressed by the formula:

\[
C_{mn} = \begin{cases} 
1, & B_{mn} \geq 0.7 \\
0, & B_{mn} < 0.7 
\end{cases}
\]  

(4)

where \(B_{mn}\) represents the value of row \(m\) and column \(n\) in the normalized B-scan, and \(C_{mn}\) represents the value of row \(m\) and column \(n\) in the binarized B-scan.

Step 3: Dilation operation. The dilation operations are basic morphological operations in binary image. The dilation operation is used to connect regions of similar characteristics. We use structure element \(D\) to expand binary image \(C\) and shift the origin of structure element \(D\) to the \((m, n)\) position of \(C\). \(D\) is a \(5 \times 5\) full 1 matrix, with the origin at the center. If the intersection between \(D\) and \(C\) at \((m, n)\) is not empty, then the pixel value of the corresponding \((m, n)\) position of the output image is 1, otherwise it is 0. The dilation operation is expressed as follows:

\[
C \oplus D = \{m, n | D_{mn} \cap C \neq \emptyset\}
\]  

(5)

Step 4: Target contour detection. The purpose of detecting target contour is to subsequently extract the hyperbola region where the target is located. This step should only be done after GPR scans have been binarized. A number of different methods for target contour detection exist. Here, the boundary tracking algorithm [37] was selected to detect the contour of the target. Specifically, the boundary tracking algorithm derives a set of coordinate sequences of chain codes from the boundaries between 1-pixel and 0-pixel connected components (backgrounds or holes). The information extracted is the surrounding relationship between the outer boundary and the hole boundary. The outer boundary corresponds to a 1-component and the hole boundary corresponds to a 0-component to determine the topology of a particular binary image. Based on this, we can easily
extract the topological structure of the image and convert the binary image into boundary representation.

Step 5: Bounding rectangle. Through the target contour information in step 4, we calculate the positive circumscribed rectangle of the contour by the bounding rectangle algorithm [38]. The top-left coordinates, width, and height of the rectangle can be obtained through the algorithm. Therefore, we can use the information to extract the target region. (e.g., hyperbola region).

3. Diameter Identification via the CNN-LSTM Framework

3.1. Overview of CNN and LSTM

Convolutional Neural Network (CNN) is a feed-forward neural network that gains success on many computer vision problems [39]. CNN generally includes three types of layers: convolution, pooling, and fully connected layers. The convolutional layers are used to find the local relations in their input. The pooling layer gradually reduces the dimension of the input. Usually, CNN consists of a stack of many convolution and pooling layers, and then the fully connected layers are used to classify the input patterns into a limited number of classes. In addition, CNN has the characteristics of weight sharing and local connection, which is suitable for extracting related local features of an input image.

Recurrent Neural Network (RNN) is a DL model that is made up of recurrent cells. These recurrent cells allow the network to remember the previous state and are often used to detect pattern sequences on time series. Long Short-Term Memory (LSTM) networks are a kind of RNNs, which design a new structure memory unit called LSTM cell to extract the time series features of the input data [40]. LSTM overcomes the defects of gradient disappearance and gradient explosion in traditional RNN, and it has better performance for feature extraction.

The LSTM network is composed of LSTM cells. The structure of the cell includes the input gate, forget gate, and output gate, as shown in Figure 6. These three control gates enable the LSTM cell to complete the operations of reading, writing, resetting, and updating long-distance historical information. The forget gate in the structure of LSTM determines how much information in the cell state at the previous moment can be transferred to the current moment. In the input gate, the \( \tanh \) function is used to generate information at the current moment, and the sigmoid function is used to control how much new information can be passed to the cell state. The output gate can get the output corresponding to the current state based on the new cell state.

![Figure 6. The architecture of a Long Short-Term Memory (LSTM) cell.](image)

The LSTM network computes the mapping between input sequence \( x_t \) and output sequence \( h_t \), i.e., \( x_t = (x_1, x_2, \ldots, x_n) \) and \( h_t = (h_1, h_2, \ldots, h_n) \). The calculation equations are given as follows:
where $c_i$ is the state information of the memory cell, $\overline{c}_i$ is the accumulated information at the current moment, $W$ is the weight coefficient matrix of different gates, and $b$ is the corresponding bias term. $\sigma$ and $\tanh$ are the sigmoid activation function and the hyperbolic tangent activation function, respectively.

According to the equations, it can be inferred that the current state information, $c_i$, and the previous state information, $c_{i-1}$, have a linear relationship. When the forget gate is opened, the output of the sigmoid unit is close to 1, and the gradient will not disappear. The new state information is the weighted average between the previous state information and the accumulated information at the current moment. Therefore, without considering the sequence length, when the forget gate is open, the network can remember the past state information, that is, LSTM can extract time series features.

3.2. The CNN-LSTM Architecture

The proposed framework consists of a Long Short-Term Memory (LSTM) network and a Convolutional Neural Network (CNN). LSTM can learn the before and after dependence of sequence data by introducing memory cells and a gate mechanism, which is suitable for extracting the time series features of each column signal in the GPR B-scan. CNN captures the local correlation information in the input image through a convolution kernel, which is suitable for extracting the spatial position features of hyperbola in the GPR B-scan.

The detected hyperbola regions are used as the input of the CNN-LSTM framework. We use the CNN structure to extract the spatial position feature, $f_1$, of the hyperbola region, and the LSTM structure to extract the time series feature, $f_2$, of each column signal in the hyperbola region. After that, the two extracted features are fused to generate the fusion feature, $f_3$. The fusion feature is input to a two-layer fully connected (FC) layers to reduce the dimension of features and output a vector with size 9, which represents the diameter categories. A softmax function is employed in the final FC layer for normalizing the output vector. An overview of the proposed DL architecture is shown in Figure 7.

![Figure 7. The architecture of the Convolutional Neural Network (CNN)-LSTM framework.](image-url)
each layer is 4, 4, 8, 16, and 32, respectively. The kernel size of the pooling layer is $2 \times 2$ with stride 2, which can reduce the dimensions of the feature map. The CNN architecture is shown in Figure 8.

The LSTM structure consists of two LSTM layers, and each layer includes 160 LSTM units. In the fully connected structure, the number of hidden layer nodes is 100, and the number of output layer nodes is the number of diameter categories. Figure 9 shows the LSTM architecture.

In the network training process, we use the cross-entropy loss function to optimize the network. In order to accelerate the training process, batch normalization [41] is utilized. In addition, the L2 regularization and restricted linear unit (ReLU) activation function are used to avoid over-fitting while training. The number of weights learnt by the whole network is 143,941 (The CNN has 6292 weights, the LSTM has 96,640, and the FC has 41,009).

![Figure 8. The CNN architecture with the input of the hyperbola region.](image)

**Table 1.** CNN-LSTM network configuration.

| CNN-LSTM Configuration |
|-------------------------|
| **Input** |
| **CNN** | (Size)/(Number) | **LSTM** | (Number) |
| Conv1 | $k (3 \times 3)/n (4)$ | | |
| Maxpool | $k (2 \times 2)$ | | |
| Conv2 | $k (3 \times 3)/n (4)$ | LSTM layer 1 | n (160) |
| Maxpool | $k (2 \times 2)$ | | |
| Conv3 | $k (3 \times 3)/n (8)$ | | |
| Maxpool | $k (2 \times 2)$ | | |
| Conv4 | $k (3 \times 3)/n (16)$ | LSTM layer 2 | n (160) |
| Maxpool | $k (2 \times 2)$ | | |
| Conv5 | $k (3 \times 3)/n (32)$ | | |
| Maxpool | $k (2 \times 2)$ | | |
| FC-100 | | | |
| FC-9 | | | |
| SoftMax | | | |
4. Experiment and Analysis

This section describes the computational experiments that we performed to test the effectiveness of our proposal as well as to compare it to other different networks. We have achieved the ATRD algorithm using the OpenCV and implemented our network design using the TensorFlow framework. The training stage was performed on GPU using an Intel Core i7-9700k server clocked at 3.6 GHz with 32GB RAM and a NVIDIA GeForce RTX 2070 super GPU with 8 GB (Changsha, China). We have tested our proposal on two different datasets: simulated GPR datasets and field GPR datasets.

4.1. Datasets Collection

Simulated GPR datasets collection: we used the gprMax toolbox to generate simulated GPR B-scan datasets [42]. In the simulated experiment setup, the targets in the simulated GPR B-scans were rebars with different sizes embedded inside the concrete. The common rebar diameters in civil building engineering are 6, 8, 10, 12, 16, and 20 mm. In addition, we added the diameters 18, 22, and 24 mm in our experiment. There was a total of nine different types of diameters, expressed as D6, D8, D10, D12, D16, D18, D20, D22, and D24 (Dx represents the diameter of the rebar is x mm). The cover thickness of each rebar was designed from 30 to 130 mm and each GPR B-scan was simulated at an interval of 1 mm. Each category can generate 100 GPR B-scans. Therefore, 900 GPR B-scans can be obtained. We added two random noises to each generated B-scan, so that a total of 1800 GPR B-scans can be generated. The datasets were divided into two parts: training set and testing set. There were 1400 GPR B-scan datasets for training and 400 GPR B-scan datasets for testing.

Field GPR datasets collection: we used GPR equipment to collect field datasets. In the field experiment setup, the buried objects in the field GPR B-scans were rebars with different sizes embedded inside the dry sand, as shown in Figure 10. Only one rebar was embedded in the dry sand in each data recording. The diameter types of rebars are the same as the simulation experiment. There was a total of nine types of diameter, expressed as D6, D8, D10, D12, D16, D18, D20, D22, and D24. The depth C of the rebar in the dry sand varied randomly from 30 to 60 mm and a GPR B-scan was recorded for each random location. Each diameter category recorded 100 GPR B-scans. We obtained 900 GPR B-scans. In addition, we used the data augmentation strategy to add two random noises to each generated B-scan, so that a total of 1800 GPR B-scans could be obtained. The datasets were divided into two parts: training set and testing set. There were 1400 GPR B-scan datasets for training and 400 GPR B-scan datasets for testing.
Figure 10. The setup of the field experiment.

4.2. Experimental Result

Table 2 presents the confusion matrix used to analyze the classification of 9 types of different diameters on simulated datasets. It can be seen that the proposed system is able to recognize 9 types of diameters with high accuracy, ranging from 98% to 100%. There are eight types of diameters that achieved 100% recognition accuracy, and two other diameters both achieved a recognition rate of 98%, corresponding to D8 and D16. The recognition accuracy of the overall datasets has reached 99.5%.

Table 3 presents the confusion matrix used to analyze the classification of 9 types of different diameters on field datasets. It can be seen that the proposed system is able to recognize 9 types of diameter with high accuracy. The predicted accuracy of 7 types of diameters were more than 90%. The recognition accuracy of the overall datasets has reached 92.5%.

Table 2. Confusion matrix obtained by CNN-LSTM on simulated datasets.

| Diameter | D6   | D8   | D10  | D12  | D16  | D18  | D20  | D22  | D24  |
|----------|------|------|------|------|------|------|------|------|------|
| D6       | 1.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| D8       | 0.00 | 0.98 | 0.00 | 0.02 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| D10      | 0.00 | 0.00 | 1.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| D12      | 0.00 | 0.00 | 0.00 | 1.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| D16      | 0.00 | 0.00 | 0.00 | 0.00 | 0.98 | 0.00 | 0.00 | 0.02 | 0.00 |
| D18      | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 1.00 | 0.00 | 0.00 | 0.00 |
| D20      | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 1.00 | 0.00 | 0.00 |
| D22      | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 1.00 | 0.00 |
| D24      | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 1.00 | 0.00 |

Table 3. Confusion matrix obtained by CNN-LSTM on field datasets.

| Diameter | D6   | D8   | D10  | D12  | D16  | D18  | D20  | D22  | D24  |
|----------|------|------|------|------|------|------|------|------|------|
| D6       | 0.90 | 0.00 | 0.07 | 0.03 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| D8       | 0.00 | 1.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| D10      | 0.05 | 0.00 | 0.93 | 0.02 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| D12      | 0.07 | 0.00 | 0.00 | 0.79 | 0.00 | 0.00 | 0.09 | 0.00 | 0.05 |
| D16      | 0.00 | 0.00 | 0.00 | 0.00 | 0.95 | 0.00 | 0.05 | 0.00 | 0.00 |
| D18      | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.96 | 0.00 | 0.00 | 0.00 |
| D20      | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.97 | 0.00 | 0.03 |
| D22      | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.04 | 0.94 | 0.02 |
| D24      | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.04 | 0.00 | 0.08 | 0.88 |
4.3. Performance Comparison

In this work, we integrated CNN and LSTM structures to extract the spatial position features and capture the time series features of GPR B-scans. In order to verify the validity of the combination of CNN and LSTM, we compared the accuracy of the extracting features using CNN-LSTM and extracting features using only CNN or LSTM. For fair comparison, the structure and parameters of CNN and LSTM were set to be consistent. The experiments were conducted on the same simulated datasets and fielded datasets. For providing a more intuitive comparison, Table 4 calculated the training time cost and overall accuracy between different networks.

| Methods     | Simulated Datasets | Field Datasets |
|-------------|--------------------|----------------|
|             | Accuracy | Train Epoch | Time Cost (s) | Accuracy | Train Epoch | Time Cost (s) |
| LSTM only   | 95.5%    | 300         | 603.6         | 85.0%    | 100         | 304.1         |
| CNN only    | 85.0%    | 300         | 60.8          | 90.0%    | 100         | 22.7          |
| CNN + LSTM  | 99.5%    | 300         | 874.3         | 92.5%    | 100         | 316.8         |

For the designed CNN-LSTM framework structure, Figure 11 compares different CNN networks and different LSTM networks on field datasets. The improved CNN is based on the classic Lenet-5 network. Figure 11a shows that the performance of the improved CNN is better than Lenet-5. The results in Figure 11b demonstrate that the two-layer LSTM outperforms the one-layer and three-layer LSTM on field datasets, therefore, the integration of the improved CNN and the two-layer LSTM forms a CNN-LSTM framework. The results in Figure 12 indicate that the identification accuracy of three networks all improved with the increase of epoch, and CNN-LSTM has the best accuracy performance. On simulated datasets, the final accuracy rate of the CNN-LSTM framework reaches 99.5%, followed by the LSTM (two-layer LSTM network) with an accuracy rate of 95.5%, and the CNN (improved CNN network) has the lowest accuracy rate at 85.0%. On field datasets, the final recognition accuracy of CNN-LSTM, LSTM, and CNN was 92.5%, 85.0%, and 90.0%, respectively. The confusion matrix of 9 diameters obtained by the CNN network and the LSTM network on simulated datasets are shown in Tables 5 and 6. Tables 7 and 8 are the confusion matrix obtained by the CNN network and the LSTM network on field datasets. The performance comparison suggests that the integration of CNN and LSTM for the extraction of hyperbola features is more effective for diameter identification of underground cylindrical objects.

Figure 11. Test accuracy of different networks on field datasets: (a) Lenet-5 and improved CNN, (b) One-layer, two-layer, and three-layer LSTM network.
Figure 12. Test accuracy of different networks on (a) simulated datasets and (b) field datasets.

Table 5. Confusion matrix obtained by CNN network on simulated datasets.

| Diameter | D6  | D8  | D10 | D12 | D16 | D18 | D20 | D22 | D24 |
|----------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| D6       | 0.97| 0.03| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00|
| D8       | 0.05| 0.65| 0.30| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00|
| D10      | 0.08| 0.16| 0.74| 0.00| 0.02| 0.00| 0.00| 0.00| 0.00|
| D12      | 0.00| 0.00| 0.00| 0.94| 0.06| 0.00| 0.00| 0.00| 0.00|
| D16      | 0.00| 0.00| 0.00| 0.00| 1.00| 0.00| 0.00| 0.00| 0.00|
| D18      | 0.00| 0.00| 0.00| 0.00| 0.00| 0.96| 0.00| 0.04| 0.00|
| D20      | 0.00| 0.00| 0.00| 0.00| 0.06| 0.00| 0.84| 0.05| 0.05|
| D22      | 0.00| 0.00| 0.00| 0.00| 0.00| 0.14| 0.86| 0.00| 0.00|
| D24      | 0.00| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00| 0.02| 0.98|

Table 6. Confusion matrix obtained by LSTM network on simulated datasets.

| Diameter | D6  | D8  | D10 | D12 | D16 | D18 | D20 | D22 | D24 |
|----------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| D6       | 1.00| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00|
| D8       | 0.00| 0.89| 0.11| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00|
| D10      | 0.02| 0.18| 0.80| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00|
| D12      | 0.00| 0.00| 0.00| 1.00| 0.00| 0.00| 0.00| 0.00| 0.00|
| D16      | 0.00| 0.00| 0.00| 0.00| 1.00| 0.00| 0.00| 0.00| 0.00|
| D18      | 0.00| 0.00| 0.00| 0.00| 0.00| 1.00| 0.00| 0.00| 0.00|
| D20      | 0.00| 0.00| 0.00| 0.00| 0.00| 0.00| 1.00| 0.00| 0.00|
| D22      | 0.00| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00| 1.00| 0.00|
| D24      | 0.00| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00| 1.00|

Table 7. Confusion matrix obtained by CNN network on field datasets.

| Diameter | D6  | D8  | D10 | D12 | D16 | D18 | D20 | D22 | D24 |
|----------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| D6       | 0.90| 0.10| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00|
| D8       | 0.02| 0.98| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00|
| D10      | 0.02| 0.00| 0.98| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00|
| D12      | 0.05| 0.00| 0.05| 0.81| 0.00| 0.05| 0.04| 0.00| 0.00|
| D16      | 0.00| 0.00| 0.00| 0.00| 0.95| 0.05| 0.00| 0.00| 0.00|
| D18      | 0.00| 0.00| 0.00| 0.00| 0.96| 0.00| 0.04| 0.00| 0.00|
| D20      | 0.00| 0.00| 0.00| 0.00| 0.00| 0.95| 0.05| 0.00| 0.00|
| D22      | 0.00| 0.00| 0.00| 0.00| 0.00| 0.00| 0.04| 0.92| 0.04|
| D24      | 0.00| 0.04| 0.00| 0.00| 0.00| 0.04| 0.00| 0.08| 0.84|
Table 8. Confusion matrix obtained by LSTM network on field datasets.

| Diameter | D6  | D8  | D10 | D12 | D16 | D18 | D20 | D22 | D24 |
|----------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| D6       | 0.88| 0.00| 0.10| 0.02| 0.00| 0.00| 0.00| 0.00| 0.00|
| D8       | 0.07| 0.89| 0.00| 0.00| 0.00| 0.02| 0.02| 0.00| 0.00|
| D10      | 0.10| 0.00| 0.80| 0.05| 0.05| 0.00| 0.00| 0.00| 0.00|
| D12      | 0.00| 0.05| 0.05| 0.81| 0.00| 0.07| 0.00| 0.02| 0.02|
| D16      | 0.00| 0.00| 0.02| 0.00| 0.86| 0.05| 0.02| 0.05| 0.00|
| D18      | 0.00| 0.00| 0.00| 0.00| 0.02| 0.96| 0.02| 0.00| 0.00|
| D20      | 0.00| 0.00| 0.00| 0.05| 0.00| 0.03| 0.85| 0.05| 0.02|
| D22      | 0.00| 0.00| 0.00| 0.00| 0.00| 0.04| 0.06| 0.85| 0.05|
| D24      | 0.00| 0.12| 0.00| 0.00| 0.04| 0.06| 0.04| 0.00| 0.74|

5. Conclusions

In this study, an automated scheme was proposed to identify the diameter of surface cylindrical objects in GPR B-scans. The proposed ATRD algorithm was able to extract the regions containing the expected hyperbola target from GPR B-scans. The CNN-LSTM was adopted as the main framework, which was developed to classify these regions and obtain the corresponding diameter identification results. The CNN-LSTM framework extracted both spatial position features and time series features of hyperbola regions and concatenated the two features as input of the FC layer. The comparative experiments were conducted on simulated and field datasets with nine types of diameters. The CNN-LSTM framework reached an accuracy of 99.5% on the simulated dataset and 92.5% on the field dataset, which can effectively identify different diameters of underground cylindrical objects and outperforms other DL networks. On the simulated datasets, it improved at an accuracy of 14.5% compared to the single CNN network and 4% compared to the single LSTM network. On the field datasets, it improved at an accuracy of 2.5% compared to the single CNN network and 7.5% compared to the single LSTM network.

However, the field datasets were not sufficient for the need of training the DL model. Due to the complex surface environment, it is difficult to collect and generate a large number of field data. Future work will focus on the data augmentation techniques. For example, the generative adversarial network (GAN) model could be used to generate and augment GPR datasets. In addition, the proposed scheme focuses on only the single target identification. The performance of the scheme is limited when there exists interferences or multiple targets. Future effort could be conducted to use the state-of-the-art DL network to extract the features of hyperbolic signatures with intersections with others in more complex scenarios for diameter identification.
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