Convolutional neural network based hierarchical autoencoder for nonlinear mode decomposition of fluid field data
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We propose a customized convolutional neural network based autoencoder called a hierarchical autoencoder, which allows us to extract nonlinear autoencoder modes of flow fields while preserving the contribution order of the latent vectors. As preliminary tests, the proposed method is first applied to a cylinder wake at Re_D = 100 and its transient process. It is found that the proposed method can extract the features of these laminar flow fields as the latent vectors while keeping the order of their energy content. The present hierarchical autoencoder is further assessed with a two-dimensional y − z cross-sectional velocity field of turbulent channel flow at Re_τ = 180 in order to examine its applicability to turbulent flows. It is demonstrated that the turbulent flow field can be efficiently mapped into the latent space by utilizing the hierarchical model with a concept of ordered autoencoder mode family. The present results suggest that the proposed concept can be extended to meet various demands in fluid dynamics including reduced order modeling and its combination with linear theory-based methods by using its ability to arrange the order of the extracted nonlinear modes.

I. INTRODUCTION

In the fluid dynamics community, various reduced order modeling techniques have been utilized as prominent tools not only to analyze nonlinear phenomena with chaotic nature but also to design efficient flow control schemes. Especially among them, linear theory-based mode decomposition methods such as proper orthogonal decomposition (POD) [1] and dynamic mode decomposition (DMD) [2] have been widely utilized to extract the dominant spatio-temporal coherent structures in flow fields [3, 4]. For instance, POD modes, which have an orthogonality with each other, can be used to construct the Galerkin projection-based reduced order models [5, 6]; DMD is also used as the post processing tool for flow analyses in both numerical and experimental studies [7, 8]. In this way, the reduced order modeling has played a significant role to understand the high-dimensional nonlinear complex flow phenomena by mapping them into low-dimensional systems.

In addition to the aforementioned efforts based on the linear methods, reduced order modeling based on unsupervised machine learning using autoencoders (AEs) [9] has emerged so as to account for the nonlinearity in the low-dimensional mapping via activation functions [10–14]. To the best of our knowledge, the first attempt in the fluid dynamics community was that of Milano and Koumoutsakos [15]. They applied a multi-layer perceptron based AE to the randomly forced Burgers equation and a turbulent channel flow and demonstrated its superior reconstruction performance over the linear POD, thanks to the nonlinear mapping with nonlinear activation functions. More recently, combination with convolutional neural networks (CNNs) has also been suggested for effective low-dimensional mapping [16–25]. Murata et al. [26] proposed a nonlinear mode decomposition method with a convolutional neural network named the mode decomposing convolutional neural network autoencoder (MD-CNN-AE) to visualize the autoencoder modes. They applied this MD-CNN-AE to a laminar cylinder wake and its transient process. It was revealed that the MD-CNN-AE can map these flows into a two-dimensional latent vector containing also the higher-order POD modes; however, they also reported that some well-designed methods may be required to handle more complex flows such as turbulent flows. This is due to the fact that a lot of spatial modes are required to represent finer spatial coherent structures of turbulence [27, 28]. Another crucial issue on autoencoder-based reduced order modeling is that the encoded latent modes cannot be arranged in the order of energy contributions unlike POD.

To overcome the aforementioned issues, we utilize the idea of the hierarchical autoencoder proposed by Saegusa et al. [29] which can extract the modes in their contribution order for reconstruction while achieving more efficient data compression than the conventional autoencoders [30]. In the present study, we extend the approach of Saegusa et al. [29] to the CNN autoencoder. The present machine learning model is first applied to a two-dimensional laminar cylinder wake at Re_D = 100 and its transient process. We then propose a concept of ordered autoencoder mode family to efficiently deal with problems of higher dimensions and assess its ability by considering y − z cross-sectional
velocity fields of a turbulent channel flow at Re$_\tau$ = 180. At last, in the concluding remarks, we provide an outlook with considerable applications of the present model.

II. CONVOLUTIONAL NEURAL NETWORK BASED HIERARCHICAL AUTOENCODER

For constructing a hierarchical autoencoder (AE) in the present study, we use a convolutional neural network (CNN) so that a high-dimensional flow field can be mapped into a low-dimensional latent space. Let us present in figure 1 the illustration of two-dimensional CNN-based AE with three hidden layers as an example. With unsupervised learning, a machine learning model $F$ is trained to output the same data as the input data $x$ such that $x \approx F(x; w)$, where $w$ denotes the weights in the machine learning model. Mathematically speaking, in the training process for obtaining the machine learning model $F$, the weights $w$ are optimized to minimize the prescribed error function $E$ such that $w = \text{argmin}_w [E(x, F(x; w))]$. A notable point here is that the dimension of the internal structure $\gamma$ illustrated as the green sections in figure 1 is smaller than that of the input or output $x$. Hence, if the model has been successfully trained to output the data approximately equal to the input data, it indicates that the high-dimensional data have been successfully mapped into the low-dimensional latent vector $\gamma$. In sum, these relations can be formulated as

$$\gamma = F_e(x), \quad x \approx F_d(\gamma),$$

where $F_e$ and $F_d$ are, respectively, the encoder and decoder parts of the autoencoder, as shown in figure 1. Note in passing that how much we can suppress the dimension, of course, highly depends on the nature of the flow field dealt with. In the present study, we use the $L_2$ norm error as the error function $E$, and the Adam optimizer [32] is applied for updating the weights in the iterative training process.

The CNN is trained with the concept of weight sharing. The output $q^{(l)}$ of a node of CNN at layer $l$, location $(i, j)$, and filter index $m$, is obtained by convolving the filter $h^{(l)}$ (illustrated as the blue $H \times H$ squares in figure 1) and the output of the upstream layer $q^{(l-1)}$ as

$$q^{(l)}_{ijm} = \varphi \left( \sum_{k=0}^{K-1} \sum_{p=0}^{L-1} \sum_{s=0}^{L-1} h^{(l)}_{pskm} q^{(l-1)}_{i+p, j+s, k} \right),$$

where $K$ is the number of variables per each position of data, and $\varphi$ is an activation function, which is usually a monotonically increasing nonlinear function. In the present paper, the hyperbolic tangent function $\varphi(s) = (e^s - e^{-s})/(e^s + e^{-s})$ is utilized as the activation function for comparing the results with those of Murata et al. [26], who chose the hyperbolic tangent function after examining several kinds of nonlinear activation functions. In the training process of CNN, the filter coefficients $h^{(l)}_{pskm}$ are optimized as the weights to obtain the desired output. The updated filter coefficients are shared in the same network layer, as shown in figure 1. Note that the assumption on CNN is that the pixels of image far apart have no strong correlation. Although this concept was started in computer science, this has also been adopted for dealing with various high dimensional problems including fluid dynamics [33-41].

It has been reported that AE-based low-dimensional mapping has a significant advantage against linear-theory based methods because of its structure which can take into account nonlinearities thanks to the activation functions. However, AE-based methods usually lack interpretability: namely, it is extremely difficult to interpret the physical
FIG. 2. Two-dimensional convolutional neural network-based hierarchical autoencoder. The first latent vector illustrated as green sections $\gamma_1$ are stacked onto the second latent vector $\gamma_2$, and this stacked latent vector $\{\gamma_1, \gamma_2\}$ is decoded by the decoder part of the second subnetwork. By repeating this procedure, the ordered autoencoder modes can be obtained.

meanings of the latent vector extracted through nonlinear filter operations. More concretely, the AE-based modes have no concept like the eigenvalues or the singular values in the linear mode decomposition methods, which enables us to understand the contribution of each latent vector following their energy containing ratio. This is attributed to the fact that these AE-based modes are not orthogonal with each other. In order to solve this issue, we apply a concept of hierarchical AE developed by Saegusa et al. [29], as illustrated in figure 2. This method can arrange the order of the latent modes based on their contributions to the reconstructed field as follows:

1. The first subnetwork $F_1$ is trained to minimize the weights $w_1$ so that we obtain the output the same as the input vector $x$. We can then obtain the first latent mode $\gamma_1$ as illustrated by green squares in figure 2. The output $x_1$ is reconstructed using the decoder part of the first subnetwork $F_{d,1}$ with only the first mode $\gamma_1$.

2. The second subnetwork $F_2$ is then trained to optimize the weights $w_2$. Here, the first latent vector $\gamma_1$, which has already been obtained as above, is stacked onto the second latent vector $\gamma_2$ being updated, and this united latent vector $\{\gamma_1, \gamma_2\}$ is decoded by the decoder part of second subnetwork $F_{d,2}$, as illustrated in figure 2. Because the first mode $\gamma_1$ was obtained from the individual training process, the second subnetwork $F_2$ is led to learn the remaining features that could not be obtained in the first subnetwork $F_1$.

3. The third subnetwork $F_3$ is trained similarly to the steps 1 and 2. The additional inputs, i.e., the union of first and second autoencoder modes $\{\gamma_1, \gamma_2\}$, referred to as hierarchical stratified modes in figure 2, are stacked onto the third latent vector $\gamma_3$ being updated, and this united latent vector $\{\gamma_1, \gamma_2, \gamma_3\}$ is decoded by the decoder part of the third subnetwork $F_{d,3}$.

By repeating these steps, we can obtain the ordered AE-based modes following their contributions to the recon-
A structured field such that

\[ x_1 = F_1(x; w_1), \quad \gamma_1 = F_{\gamma,1}(x), \quad x_1 = F_{d,1}(\gamma_1) \]  
\[ x_2 = F_2(x; \gamma_1; w_2), \quad \gamma_2 = F_{\gamma,2}(x), \quad x_2 = F_{d,2}(\gamma_1, \gamma_2) \]  
\[ x_3 = F_3(x; \{\gamma_1, \gamma_2\}; w_3), \quad \gamma_3 = F_{\gamma,3}(x), \quad x_3 = F_{d,3}(\{\gamma_1, \gamma_2, \gamma_3\}) \]  
\[ \vdots \]  
\[ x_M = F_M(x; \{\gamma_1, \gamma_2, \ldots, \gamma_{M-1}\}; w_M), \quad \gamma_M = F_{\gamma,M}(x), \quad x_M = F_{d,M}(\{\gamma_1, \gamma_2, \ldots, \gamma_M\}) \],

where \( M \) is the number of the contained AE modes. With this basic model proposed here by following the original concept by Saegusa et al. [29], the number of subnetworks required to obtain up to \( M \)th mode is \( M \), which means that a lot of AE modes are required to represent complex flow problems, e.g., turbulence. Therefore, we also propose a concept of ordered autoencoder mode family, which contains multiple AE modes per a subnetwork. In the present paper, the original concept, i.e., one AE mode per a subnetwork, is applied to the laminar examples, and the extended proposal with the mode family is utilized for the assessment with a \( y - z \) cross-sectional velocity field of turbulent channel flow as discussed in the next section. Throughout the present study, a five-fold cross validation [12] is adopted to obtain each model. Note in passing that we will report an ensemble averaged \( L_2 \) error norm over the five-fold cross validation and show a representative flow field generated from the machine-learned model which has the best validation score in the cross validation.

III. RESULTS AND DISCUSSION

A. Example 1: Periodic wake behind a two-dimensional cylinder

Let us consider a temporally periodic wake behind a circular cylinder at \( \text{Re}_D = 100 \) as the first example. The training data are prepared using a two-dimensional direct numerical simulation (DNS) [43]. The governing equations are the incompressible Navier-Stokes equations, i.e.,

\[ \nabla \cdot \mathbf{u} = 0, \]  
\[ \frac{\partial \mathbf{u}}{\partial t} + \nabla \cdot (\mathbf{u}\mathbf{u}) = -\nabla p + \frac{1}{\text{Re}_D} \nabla^2 \mathbf{u}, \]

where \( \mathbf{u} \) and \( p \) denote the velocity vector and pressure, respectively. All quantities are non-dimensionlized using the fluid density, the free-stream velocity, and the cylinder diameter. The size of the computational domain is \((L_x, L_y) = (25.6, 20.0)\), and the cylinder center is located at \((x, y) = (9, 0)\). The flow is solved on the Cartesian grid system with the grid spacing of \( \Delta x = \Delta y = 0.025 \), and the no-slip boundary condition on the cylinder surface is imposed by using an immersed boundary method [43]. Although the number of grid points used for DNS is \((N_x, N_y) = (1024, 800)\), only the flow field around the cylinder is used as the training data whose dimension is \((N_x^*, N_y^*)\). In the first example of periodic flow, for instance, we consider a domain of \( 8.2 \leq x \leq 17.8 \) and \(-2.4 \leq y \leq 2.4 \) with \((N_x^*, N_y^*) = (384, 192)\). As the input and output attributes, we use the vorticity field \( \omega \). The time interval of flow field data is 0.25 dimensionless time, which corresponds to approximately 23 snapshots per a period, with the Strouhal number of 0.172. Although a larger domain is considered in the second example of transient case, essentially the same computational procedure is applied.

We summarize the results obtained using three types of mode decomposition methods for the periodic cylinder wake, i.e., proper orthogonal decomposition (POD), mode-decomposing convolutional neural network (MD-CNN-AE) [20], and the present hierarchical AE, in figure 3(a). Hereafter, the number of POD and AE modes are set to 2 in the laminar examples. As shown here, the POD with 2 modes cannot sufficiently reconstruct the wake in terms of both the \( L_2 \) error norm and vorticity contour. With the MD-CNN-AE, the reconstructed field shows good agreement with the reference DNS data thanks to the multiple POD modes contained in every single AE mode, as discussed in Murata et al. [20]. However, each mode obtained from the MD-CNN-AE is not sufficiently interpretable, since the AE-based modes are not orthogonal with each other and cannot be ordered following the energy containing ratio as discussed above. Here, the hierarchical AE with linear activation is also considered to assess the ability of the hierarchical concept. Due to the analogy between a linear AE and POD [14], the linear hierarchical AE decomposes the flow into the modes akin to the POD 1 and 2 modes, as shown in the third row of figure 3(a). We then apply this hierarchical concept with nonlinear activation, as shown in the bottom row of figure 3(a). Noteworthy here is that only Mode 1 has the wake-like structure, while Mode 2 does not contain any structural information.

To further investigate these observations, let us take the POD analysis for the field reconstructed using the AE-based modes following Murata et al. [20]. As reported in Murata et al. [20], two MD-CNN-AE modes contain 6
FIG. 3. (a) Decomposed laminar cylinder wakes. The number of POD and AE modes are set to 2. The values listed below the contours are the normalized $L_2$ error norm $\epsilon = \frac{||\omega_{DNS} - \omega_{rec}||_2}{||\omega_{DNS}||_2}$, where $\omega_{rec}$ is the reconstructed field using the decomposed modes. (b) POD applied to AE-based modes. Blue box shows the results of MD-CNN-AE proposed by Murata et al. [26]. Red box shows the present hierarchical AE model. Green box shows POD modes 1 to 8 for the present DNS data.

POD mode-like structures, as shown in the blue box of figure 3(b). Also, the POD modes 0 of each AE mode are decomposed in such way that the summation of these POD modes 0 are zero. On the other hand, as shown in the red box of figure 3(b), with the hierarchical AE, AE mode 1 contains 8 POD mode-like structures thanks to the nonlinear activation function, although AE mode 2 contains no structural POD modes. It suggests that the present hierarchical concept leads the machine learning models to extract the features based on their contribution for reconstruction, and this coincides the fact that the periodic cylinder wake can be represented with only a scalar phase variable as revealed in the phase-reduction analysis [45]. To put it simply, just one variable is sufficient to represent this time-periodic example.
To further examine the ability of the hierarchical AE, we consider a transient wake behind the cylinder, which is a non-periodic flow. The training data is prepared using the DNS as explained above and extracted from the extended domain of \((L_x^*, L_y^*) = (28.8, 4.8)\) with \((N_x^*, N_y^*) = (1152, 192)\).

Similarly to the first example, we consider three decomposition methods as shown in figure 4. It is confirmed that only two POD modes are insufficient to reconstruct the flow field in this case, since a greater number of modes are required to reconstruct the field as compared to the first example [5]. On the other hand, the AE-based methods show lower \(L_2\) error norm than POD thanks to the nonlinear activation function. Especially, the reconstructed fields with the hierarchical AE are in great agreement with the reference DNS data. Although AE mode 2 of the periodic cylinder wake (i.e., example 1) contained no structural information as shown in figure 3(a), AE mode 2 in this case has some structures which cannot be extracted by the first subnetwork \(F_1\).

Next, we also apply POD to these AE-based reconstructed fields as shown in figure 4(b). With the MD-CNN-AE, POD mode-like structure can be observed in the decomposed field although the modes are not properly ordered unlike the POD, and high-order modes are perhaps blended, e.g., POD mode 3 of AE mode 1 in the blue box. On the other hand, with the hierarchical AE, the AE mode 1 clearly contains the dominant POD modes as shown in figure 4(b). Especially, what is striking here is that the POD results for the AE-based mode 2 has various blended structures of POD modes as shown in the right part of the red box in figure 4(b). Although clear POD-like modes cannot be obtained from the AE-based mode 2 here because of the nonlinearity given as the activation function in the AE structure, the AE-based modes can be ordered through the concept of the hierarchical AE. For comparison, let us briefly touch the result of hierarchical AE with linear activation as shown in figures 4(a) and (b). In this case, the linear AE can extract only the fields akin to POD modes 1 and 2 due to the analogy between the linear AE and POD [44], although the order follows their energy contribution. This comparison enables us to check the ability of hierarchical concept and the strength of the nonlinear activation of the AE again.

C. Example 3: \(y - z\) cross-section of turbulent channel flow

As an example application to turbulent flow fields, let us consider the use of a \(y - z\) cross-sectional velocity field of turbulent channel flow at \(Re = 180\) under a constant pressure gradient condition. The training data set are obtained by direct numerical simulation [46]. The governing equations are the incompressible Navier–Stokes equations,

\[
\nabla \cdot \mathbf{u} = 0
\]

\[
\frac{\partial \mathbf{u}}{\partial t} + \nabla \cdot (\mathbf{uu}) = -\nabla p + \frac{1}{Re} \nabla^2 \mathbf{u},
\]

where \(\mathbf{u} = [u \ v \ w]^T\) represents the velocity with \(u, v\) and \(w\) in the streamwise (\(x\)), wall-normal (\(y\)) and spanwise (\(z\)) directions. Here, \(t\) is the time, \(p\) is the pressure, and \(Re = u_* \delta / \nu\) is the friction Reynolds number. The quantities are non-dimensionalized with the channel half-width \(\delta\) and the friction velocity \(u_*\). The size of the computational domain and the number of grid points here are \((L_x, L_y, L_z) = (4\pi \delta, 24, 2\pi \delta)\) and \((N_x, N_y, N_z) = (256, 96, 256)\), respectively. The grids in \(x\) and \(z\) directions are set to uniform and non-uniform grid is utilized in \(y\) direction. No-slip boundary condition is imposed on the walls and the periodic boundary condition is used in \(x\) and \(z\) directions. In the present paper, we use the fluctuation components of a \(y - z\) cross-sectional velocity as the input and output attributes for the construction of AEs.

As introduced in section II, hereafter we use the concept of ordered autoencoder mode family (AE mode family) to handle a flow field where a lot of modes are required to reconstruct the field, i.e., turbulence. In the present paper, four mode families are utilized such that each subnetwork maps the high dimensional fields into \(M/4\) dimensions when \(M\) modes are contained in total. As the first comparison of various low-dimensional mapping methods, let us present in figure 3 the reconstructed velocity contours. Here, we set the number of latent vector \(n_s\) to be 288 (= 72 modes/family × 4 families). Note that we do not use the MD-CNN-AE for this assessment of turbulence because our interest here is whether the hierarchical concept enables us to present efficient compression while keeping information of high-dimensional flows or not. As shown, significant differences cannot be observed in the comparison between POD and conventional AE, despite the nonlinearity of AE model. On the other hand, the \(L_2\) error norm of the hierarchical AE shows smaller values than other two methods and the finer scale can also be reconstructed as shown in figure 4. It suggests that the hierarchical concept enables AE models to present efficient compression and this observation is analogous to previous reports [29, 30]. These trends can also be observed in the statistical assessment in figure 6 as explained later.
(a) Decomposed transient wakes. The number of POD and AE modes are set to 2. The listed values below the contours are the normalized $L_2$ error norm $\epsilon = ||\omega_{DNS} - \omega_{rec}||_2/||\omega_{DNS}||_2$. (b) POD applied to AE-based modes. Blue box shows the results of MD-CNN-AE proposed by Murata et al. [26]. Red box shows the present model. Green box shows POD modes 1 to 16 for DNS data. For comparison, the results of linear hierarchical AE are also presented in gray box.
FIG. 5. Reconstructed velocities from POD, conventional autoencoder, and hierarchical autoencoder at the number of the latent space \( n_\gamma = 288 \). Listed values are \( L_2 \) error norm \( \epsilon \).

FIG. 6. Root mean square value of velocity fluctuation components. (a) Streamwise, (b) wall-normal, and (c) spanwise velocity.

We also assess the ability of the hierarchical AE with a root-mean-square (RMS) value of the velocity fluctuation as shown in figure 6. Here, we also set the number of the dimension of the latent vector to be \( n_\gamma = 288 \). As shown here, the hierarchical AE shows better performance than the POD and conventional AE. Noteworthy here is that the distributions obtained from the conventional AE show the non-smooth curve, i.e., especially \( v \) and \( w \), against the POD and hierarchical model which have the ordered-mode concept. This observation also suggests that the model can obtain the nonlinear feature of the data to be aided by the hierarchical-based learning process with nonlinear activation.

Next, let us examine in figure 7 the contribution of each mode obtained from POD and hierarchical AE for the flow reconstruction with \( n_\gamma = 288 \). With both cases, the \( L_2 \) error norms listed below the color contours decrease with increasing the number of modes contained in the latent space. As a whole, the hierarchical AE shows its great advantage against the POD reconstruction in terms of the \( L_2 \) error norm and the velocity color contours, although POD outperforms the first subnetwork which is the same as the conventional AE with \( n_\gamma = 72 \). It is striking that high-order AE-mode families have finer structure not only in the near-wall region but also in the channel center despite that the high-order modes with the POD represent the fine structure only near the wall as shown in figure 7. This is likely due to the nonlinear activation in the machine learning model. In addition, we also find that the lower AE mode families obtained by the subnetworks 1 and 2 extract the large scale structure thanks to the hierarchical manner of the proposed method.

At last, we investigate the dependence on the number of the latent space \( n_\gamma \), as summarized in figure 8. As shown in figure 8(a), the hierarchical AE outperforms POD and conventional AE in terms of the \( L_2 \) error norm for the entire range of \( n_\gamma \). The exception is the case of \( n_\gamma = 8 \), at which none of the decomposition methods can reconstruct the flow field well due to the excessive low dimensionalization. In particular, the strength of the hierarchical concept can be seen at \( n_\gamma = 72 \). Obviously, the finer scale can also be caught by the hierarchical AE despite the low fidelity of the other two methods. Since the POD and conventional AE are also able to reconstruct the flow field well, the major difference cannot be observed with the larger \( n_\gamma \), i.e., \( n_\gamma = 3072 \). Through the examination with the turbulent channel flow, we see the great potential of the concept of the hierarchical AE with mode family as the new augmented...
FIG. 7. Summary of the contribution of each POD mode or AE mode family for the flow reconstruction at \( n_\gamma = 288 \). The color contours are streamwise velocity: (a) POD; (b) Hierarchical autoencoder. With both plots, the first rows indicate the summation of modes or mode families. The second rows show each mode family. The reference DNS instantaneous field is also presented for comparison. Listed values are ensemble \( L_2 \) error norm of three-velocity components, which are also presented in (c).

FIG. 8. Dependence on the number of the latent space \( n_\gamma \). (a) \( L_2 \) error norm \( \epsilon \) (b) The streamwise velocity contours of three decomposition methods at \( n_\gamma = 8, 72, \) and 3072. Listed values are ensemble \( L_2 \) error norm of three-velocity components, which are the same as those presented in (a).

IV. CONCLUSIONS

We proposed a new nonlinear mode decomposition method with convolutional neural network (CNN) inspired by the hierarchical autoencoder (AE) which can order the AE modes following their contributions to the reconstructed field while achieving efficient order reduction. The proposed concept was first applied to a laminar cylinder wake and its transient process as preliminary tests. It was revealed that the first AE mode contains dominant structures that appear in the high-order proper orthogonal decomposition modes when the number of latent vectors is set to be 2. The method was further investigated with a \( y-z \) cross-sectional velocity of turbulent channel flow at \( Re_\tau = 180 \) as an example application to turbulent flows. We also proposed the concept of mode family, which groups some AE modes in the latent space per a subnetwork, so that we can handle more complex flows where the high-order spatial modes are required to reconstruct the flow field. We found that the hierarchical AE with the concept of the mode family has a strong potential as the nonlinear low-dimensional mapping function.
Although we revealed the ability of the new nonlinear mode decomposition method with the hierarchical concept, some issues are remaining here: one of them is the non-uniqueness. Because the training process of neural networks is probabilistic, the results of each process are not unique even if a cross-validation is performed well. It suggests that some advanced designs, which can account for the probabilistic view into AE models, are desired [47]. Otherwise, due to the hierarchical structure, the results of the hierarchical mode decomposition with machine learning is affected by the results with subnetworks for low-order modes. Although it is still difficult to avoid these issues with the probabilistic manner, we strongly believe that the nonlinear mode decomposition with the hierarchical concept can allow us to examine the complex flow phenomena efficiently. For instance, the proposed method, which can map a high-dimensional system into a low-dimensional space with the hierarchical sense, may be useful for reduced order modeling of turbulent flow fields requiring a lot of spatial modes. Otherwise, the combination with the operator-driven method, i.e., resolvent analysis [48], can also be expected. Usually, these methods can be utilized since we know a contribution of each mode for energy ratio as eigen- or singular values. Although these expectations are just example, we hope that the present concepts will help the field of fluid dynamics.
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