Red and white blood cell classification using Artificial Neural Networks
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Abstract: Blood cell classification is a recent topic for scientists working on the diagnosis of blood cell related illnesses. As the number of computer vision (CV) applications is increasing to improve quality of human life, it spreads in the areas of autonomous drive, surveillance, robotic applications, telecommunications and etc. The number of CV applications also increases in the medical sector due the decreasing value of doctors per patient ratio (DPPR) in urban and suburban areas. A doctor working in such areas sometimes would have to interpret thousands of patients’ test results in a day. This condition would result disadvantages such as false diagnosis on patients and break on working motivations for doctors. Some of the tests would probably be interpreted using an application developed by Artificial Neural Networks (ANN). Tests related to blood cells are examined for the patients as a starting point of diagnosis and information obtained about their abnormalities give doctors a preliminary idea about the illnesses. This article issues generation of a CV application that would be used as an assistant of doctors who have domain expertise. The article issues segmentation of blood cells, classification of red and white blood cells containing 6 types such as erythrocyte, lymphocyte, platelets, neutrophil, monocytes and eosinophils using the segmentation results. It also discusses about a method for detection of abnormalities on red blood cells (erythrocyte).
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1. Introduction

Computer Vision (CV) is a wide working area on telecommunications, robotics, autonomous drives and medicine. Its main ability is providing profit on human work and assisting human to improve the efficiency of work. Blood cell classification is a recent topic for scientists working on the diagnosis of blood cell related illnesses. Classification of blood cells would only be performed manually by doctors who have domain expertise. It is important to classify blood cells from vision automatically without doctors due to the decreasing value of doctors per patient ratio (DPPR) in urban and suburban areas. Decreasing DPPR and harder to find a hematologist causes it to be a bio-engineering problem that has to be dealt with researchers working CV. Blood Cell analysis can be divided into two categories. First is the usage of Complete Blood Count (CBC) test [1]. It is required to find the percentage of Red and White Blood Cells from the patient’s blood. These statistics are the health map of the patient. Each cell type has a role on human body. An increase or decrease on the number of blood cell type would cause a type of an illness. This test is the first analysis of the patient while entering the hospital and it is performed by flow cytometers. The next test is peripheral blood smears (PBS) [2]. It is a laboratory work that involves cytology of peripheral blood cells smeared on the plate. It requires pre-processing steps such as smearing, painting and washing of the microscope slide which contains a drop of blood. Then, it requires the analysis step of slide under a microscope by an expert. This study illustrates a method for the analysis of PBS using CV. Firstly, it suggests a classification task of 6 types of blood cells including erythrocyte, lymphocyte, platelets, neutrophil, monocytes and eosinophils without examining whether it is abnormal or not and a Monte-Carlo [3] type cell counting algorithm as an alternative to CBC test with statistics. There are also subjective and objective comparison sections. Next, it provides a method for detection of abnormalities using ANN. It is a post-processing step of the first classification stage. The remainder of this paper is organized as follows. Section 2 illustrates studies about segmentation methods and blood cell classification’s literature. The proposed algorithm’s classification steps and abnormality detection are issued at Section 3. This section also expresses the statistics and comparison of the work with doctor’s vision as a subjective evaluation and CBC Test as an objective evaluation. Section 4 concludes the work.

2. Literature

In the literature, there are studies related to classification of blood cells and they are mostly concerned about the illnesses types. Studies on the diagnosis of Malaria infection are mostly related to moving object detection on PBS and bone marrow slides [12,15,21]. Other study is related to color and edge features of blood cells for the classification. If smear slide has an information about colors used in PBS, K-means separation algorithm works on RGB images and it is used as background subtraction or white blood cell region identification. However, PBS is a test which is not standardized for color types. Therefore, using different color features on the preparation of smear sample would cause a failure on the separation of blood cells using K-means clustering. Edge features are also used to extract cytoplasm of each blood cell from others [10,11]. Thresholding is another method to separate red and white blood cells from the slide [20]. Most of the works do not consider the cell types in detail. Instead, they use a separation algorithm for only the feature of red and white blood cell formats [9,17,18]. Detection of acute leukemia from PBS is another interest of
the works in the literature [8,19,20]. Morphological operations such as erosion and dilation are also illustrated to these studies for simplifying the separation process.

CV is a research area which contains a group of connected image processing or Artificial Intelligence (AI) blocks. Object detection is specifying the detected boundaries for the object and detection of the related class. There are methods used for object detection in the literature. Early algorithms focused on face and pedestrians detection [23,24]. Convolutional Neural Networks (CNN) are used for the extraction of object features in applications [22]. ANN contains a group of CNN connected each other with a constraint defined for each neuron. This method would be used for human, drone, face, car and blood cell detection [13]. The performance of ANN is related to the number training and testing samples and its structure. Success criteria for object detection is specification of object boundaries and object type. Classification of images having more than one object is the current deep learning working topic. Deep Residual Learning for Image Recognition [26] and YOLO (You only look at once) [25] are studies related to multiple object detections in the context. This case also has a number of solutions such as offering object regions and passing this region to ANN or a full ANN structure that does not have a pre-processing step. It has offerings on regions named as R-CNN [22]. This region offerings depend on the Intersection over Union (IOU) between other regions.

White blood cell identification is a task that is concerned with deep learning-based systems. First, a deep learning network is offered in this type of studies. Then, a post processing stage is required for multiple object detection. The article says that it results in 96.5% accuracy in 5 different blood cell types [26]. Most of the papers deal with white blood cell classification, some studies are concentrated on erythrocyte detection. They use similar ANN structures with the state of the art methods [27]. The next section illustrates the overall algorithm containing segmentation, classification step for 6 blood cell types and a region illustration for the output using Intersection over Union (IOU).

3. Algorithm

This paper illustrates an ANN algorithm to classify blood cells with its pre and post processing steps. Pre-processing steps include a segmentation rule to provide best fitting rectangles to ANN. Each rectangle is evaluated individually using ANN. At the post processing steps, we provide a region elimination method to detect overlapping regions and provide an accurate estimation for blood cell counting. This algorithm contains an information for a single magnified image. Monte Carlo principle [3], gathering images using a sampling method over the blood smeared slide would give an estimation about the complete blood cell count. The last step is the detection example of abnormalities on erythrocytes using a single binary classifier which outputs whether there is an abnormality or not. The algorithm flow is seen on Figure 1.
3.1. PBS image segmentation

Main features for the detection of cell objects from a basic magnified image are their circular feature and color. Possible rectangle regions are predicted using these features. Color feature is used to find center positions of the blood cells over the image. Then, cytoplasm edges are used for region boundaries. Here, we start with the conversion of RGB image to Grayscale format. Grayscale image is thought as a 2D data distribution over (x, y) points. The next step is thresholding the image with Otsu thresholding [5]. It is binarization of the image with representation of only black and white components. This data is used for two distinguishing parts. First one is finding the edges to determine the region boundaries. The other one is finding Euclidean distances [6] for center detection. In CV applications, Sobel operator is used to find the data distribution’s first order derivative in x, y coordinates by convolution of a Sobel filter with a 2D data distribution [7]. It is seen on Figure 2.

\[
\begin{align*}
\text{G}_x &= \begin{bmatrix} -1 & 0 & +1 \\ -2 & 0 & +2 \\ -1 & 0 & +1 \end{bmatrix} \\
\text{G}_y &= \begin{bmatrix} +1 & +2 & +1 \\ 0 & 0 & 0 \\ -1 & -2 & -1 \end{bmatrix}
\end{align*}
\]

Figure 2. Sobel filters to find edges in x and y dimensions.

The next step is finding the center position of each blood cell. The method used here is Euclidean distance transform (EDT) [6]. It is measurement of distances from white pixels to black pixels by counting white pixels. The data distribution obtained after EDT will be used to find local maximum points. Second derivative of the data distribution is formed as gradient function.

\[
\nabla f(x,y) = \langle f_{xx}, f_{yy} \rangle
\]
A second derivative test is applied for each point. It is used for local maximum and minimum position finding mathematical expression. If $H > 0$ and $f_{xx}(x_0, y_0) > 0$ conditions occur at checking point, it is taken as a local maximum point.

$$H = f_{xx}(x_0, y_0)f_{yy}(x_0, y_0) - f_{xy}(x_0, y_0) \quad (2)$$

The pixel found as a local maximum is the center of the blood cell. The last step is the illustration of blood cell edges and its center using the algorithm defined in the literature is watershed [4,23]. Then, we would define a region that contains a blood cell. However, we do not have an information about its type. It is a feasible segmentation method to define the regions that will be given as input to ANN because we do not have to look whole possible blood cell regions and make eliminations from these regions using ANN. We handle it in image processing domain using this segmentation rule and computational complexity decreases without the need of region elimination. We know there is a region containing a cell, but we do not have a prediction about its type. The overall segmentation progress is seen on Figure 3.

**Figure 3.** Segmentation algorithm flow.

### 3.2. Region classification using Artificial Neural Network

This part contains the details about ANN, training and testing samples. ANN used for this case contains 5 CNNs connected on behalf of each other. There is a pooling and local response normalization (LRN) layers between each CNN. At the end, there are inner product layers and a Soft Max classifier. It is generated for the classification of 6 types of cells (erythrocyte, lymphocyte, platelets, neutrophil, monocytes and eosinophils) using the offered region from the basic image. ANN structure is seen from Figure 4.

**Figure 4.** Artificial Neural Network structure.

Labelling of each blood cell is handled using doctors who have domain expertise. A blood cell database is created using 11869 PBS images captured from different patient’s PBS tests using an Olympus BX51 series microscope with a magnification level of 100. It contains 19330 blood cell images with (121px) x (121px) in RGB. 3686 images are used for validation in a percentage of 0.19. 15644 images are used for training with a percentage of 0.81. Training and validation is an iterative
process. As a third-party framework, Caffe is used for training and testing the ANN [14]. Preparation of the image samples and labelling are handled with software used from the machine of Mantiscope [16].

3.3. Overlap elimination and Monte-Carlo sampling

PBS is a test that is not standardized if it is manually performed. There are devices designed to automate the manual process of PBS. Mantiscope is a device that we have used for the preparation of microscope slides from blood tubes to make it analyze ready microscope slides. The quality on smearing, painting and washing would affect the PBS efficiency and accuracy of results. We would have overlapping regions due to insufficient smearing of blood drop. At this part, we illustrate the elimination of overlapping cells algorithm for accurate counting of blood cells.

Intersection over Union (IOU) for each region is defined as an intersection ratio according to other regions using the segmentation algorithm. It gives a decision rule for each classified region. The IOU rule for elimination is seen on Figure 5. It is used for some types of cells which would have nucleus more than once. IOU rule threshold is checked for different types of cells whether they have a single nucleus or not. In other words, it is Red (erythrocyte), White Blood Cell (lymphocyte, neutrophil, monocytes and eosinophils) or Platelets.

![Figure 5. IOU Rule for intersecting regions.](image)

First, region boundaries are classified, and threshold is used for merging the rectangles would give a corrected region for boundary identification. Two different threshold values (for Red and White Blood Cells) are used after first classification stage and they are used to give the decision about region merging. Then, reclassification is done for defined region boundaries. The effects of defining region boundaries for different thresholds on a real work example is seen on Figure 6.
Blood Cell counting and comparison with CBC results is the estimation method used here named as Monte Carlo principle. In the ideal case, if each position of the microscope slide captured as an image sample is analyzed, we would have an accurate estimate about cell counting. However, it is a time consuming and overhead task. A prediction would already be done with a number of sampling. On the evaluation section, we will make a comparison of PBS Blood Cell counting method using 50 samples with CBC results. Each test is examined from the same blood tube of patient.

3.4. Abnormality detection

This part is a post processing step that is used to detect abnormalities of blood cells. Each cell is categorized up to this stage using Segmentation, ANN and Overlap Elimination algorithm. For each cell type, we have trained a single ANN with labeling the cells having shapes whether they are abnormal or not. Two classes are labelled for each cell. If we know the type of cell, we would take a decision to use the appropriate ANN repository. ANN structure for determination of abnormal and normal cells is shown in Figure 7.

This case is tested for abnormality detection of erythrocytes. A total number of 2319 erythrocyte images are labeled for abnormal and normal cases by 3 different doctors who have domain expertise. 0.2 percentage is used for evaluation, 0.1 percentage is used for testing and 0.7 percentage is used for training ANN. There is not a real-world scenario to evaluate the results, but after the training, we evaluated it with testing samples that are labeled by another doctor who isn’t used in the training case. At the end, we have obtained an accuracy of 0.79 from the labeled test images. The network acquired an accuracy of 0.95 at the training step. It is a fact that diagnosis or defining the abnormalities of blood cell samples differs from one doctor to another. Since, this method is a subjective evaluation that is related to the expertise of the doctor, it doesn’t give the final result that is enough to define diagnosis results. It would be an elimination tool to be used by a hematology expert during the early diagnosis.
3.5 Evaluation

This section contains evaluation of two different scenarios. First one is randomly selection of 50 PBS Images and from these, we have used two measurements. They are manually counting total number of blood cells by a hematology expert and automatically counting of blood cells using the algorithm. Hematology Expert Vision’s decision is accepted as true as a hundred percent to compute accuracy. The results are given on Table 1. White Blood Cell identification accuracy is calculated as 0.92 by including the platelets.

Table 1. Comparison of Hematology Expert and Computer Vision decisions.

| Cell Type   | Hematology Expert Vision | Computer Vision | Precision |
|-------------|--------------------------|-----------------|-----------|
| erythrocyte | 5800                     | 5156            | 0.88      |
| lymphocyte  | 22                       | 21              | 0.95      |
| platelets   | 156                      | 142             | 0.91      |
| neutrophil  | 48                       | 43              | 0.93      |
| monocyte    | 8                        | 7               | 0.87      |
| eosinophil  | 12                       | 11              | 0.91      |

Second scenario is comparison of our Monte-Carlo Blood Cell counting algorithm with CBC Test results. These two tests are evaluated for the same patient’s blood tube. Here, [16] Mantiscope is used for PBS Slide preparation and automatic slide scanning with its autofocus ability. Horiba DX Nexus device is used for CBC Test. For 6 cell types and 6 patients, we have illustrated graphs that show the comparison of CBC and PBS results. The sampling number for Monte-Carlo is 50. Figure 8 is the percentage of White Blood Cells (WBC) such as lymphocyte, neutrophil, monocytes and eosinophils. It makes a comparison between CBC and PBS. It is shown that the percentages of WBC resemble to each other with small errors.
**Figure 8.** White Blood Cell (lymphocyte, neutrophil, monocytes, and eosinophils) percentage comparison between PBS and CBC.

Next two figures are blood cell counting results for two types of cells (erythrocytes and platelets). Monte-Carlo Cell counting would not give an accurate result for evaluation of the algorithm with CBC due to small sampling number (50), but it is seen from results that changes in CBC resembles changes in PBS. Since there is an interval determining the required number of cells that shows the patient’s health, an interval criterion would be determined for the evaluation of PBS results and it would be used instead of CBC Test. It will be handled as a future work. Figure 9 shows the comparison.
4. Conclusion

This study illustrates methods such as Segmentation of Blood Cells from a PBS Image, Classification of Blood Cells into 6 types and abnormality detection using cell type specific ANN. First two of the methods (Segmentation and Classification) are used with the help of Monte-Carlo sampling through the whole microscope slide. It would be used as a counting mechanism that is used instead of CBC. We have shown the comparison of CBC and our algorithm on Figures 8 and 9. The main efficiency criteria is the PBS preparation technique. Smearing quality and markers used for PBS would affect the efficiency. During these algorithm development process and Monte-Carlo sampling over slide, we have used the device named as Mantiscope which has an automatic PBS preparation and slide scanner ability [16]. Artificial Intelligence is a growing topic for medical imaging. True diagnosis is the most important activity for patient’s health. Therefore, a doctor would use an AI assistant to interpret the patient’s test results by increasing the accuracy of true diagnosis.

Figure 9. Number of erythrocytes and platelets from CBC \( \times 10^3/\mu L \) and PBS \( \times 1/50 \) samples) Algorithm.
The last part of the study is the abnormality detection of blood cells for the diagnosis of blood cell related illnesses. The ratio of the abnormality detection accuracy is calculated using fewer number of images, but the AI assistant’s interpretation ratio would become higher with training more samples obtained after abnormality labeling by hematology experts. The effect of using higher number of doctors is also an important factor to increase the accuracy. Example AI processing results are seen from the following Figures 10.

As a future work, the abnormality detection case will be studied using more doctors and samples. Then it is used to relate the abnormalities to the illnesses using ANN.

![Figure 10. PBS AI results handled in different color features; black-> lymphocyte, blue -> erythrocytes, pink -> platelets, red -> neutrophils. Soft Max classifier threshold: 0.9.](image)
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