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Abstract

Deep Reinforcement Learning (RL) has considerably advanced over the past decade. At the same time, state-of-the-art RL algorithms require a large computational budget in terms of training time to converge. Recent work has started to approach this problem through the lens of quantum computing, which promises theoretical speed-ups for several traditionally hard tasks. In this work, we examine a class of hybrid quantum-classical RL algorithms that we collectively refer to as variational quantum deep Q-networks (VQ-DQN). We show that VQ-DQN approaches are subject to instabilities that cause the learned policy to diverge, study the extent to which this afflicts reproducibility of established results based on classical simulation, and perform systematic experiments to identify potential explanations for the observed instabilities. Additionally, and in contrast to most existing work on quantum reinforcement learning, we execute RL algorithms on an actual quantum processing unit (an IBM Quantum Device) and investigate differences in behaviour between simulated and physical quantum systems that suffer from implementation deficiencies. Our experiments show that, contrary to opposite claims in the literature, it cannot be conclusively decided if known quantum approaches, even if simulated without physical imperfections, can provide an advantage as compared to classical approaches. Finally, we provide a robust, universal and well-tested implementation of VQ-DQN as a reproducible testbed for future experiments.

1. Introduction

Techniques for reinforcement learning (RL) have seen considerable progress during the past decade. Driven by both, algorithmic advances and the emergence of deep learning \cite{1, 2, 3}, RL has emerged from a conceptual approach to successfully tackling tasks previously deemed infeasible. This includes aspects of robotic manipulation \cite{4, 5, 6, 7}, autonomous driving \cite{8, 9, 10}, and mastering combinatorially-hard board games \cite{11, 12, 13, 14}.

At the same time, state-of-the-art deep RL methods require an exorbitant computational budget to match or exceed human performance on seemingly simple tasks, such as playing arcade video games. As an example, Badia et al. \cite{15} report training times of roughly 53,000 hours, distributed over 256 machines, to achieve superhuman performance on all 57 Atari games of the Arcade Learning Environment benchmark \cite{16}. Also, the learning dynamics of these approaches, both in terms of stability and optimality, are not yet fully understood and remain a subject of current research \cite{17, 18, 19, 20}.

Concurrent to these developments, quantum computing \cite{21} has started to receive increasing interest in real-life applications. It promises computational speedups, especially selected weakly-structured search problems like integer factoring \cite{22}, or exploration of unstructured search spaces \cite{23, 24} by exploiting fundamental phenomena of quantum mechanics (see Sec. 2.2). Reinforcement learning can be regarded as a search problem (in
terms of seeking an optimal policy, as we outline in Sec. 2.1. Consequently, it is natural to ask whether a quantum speedup is realisable in this domain.

Limitations on achievable speedups have been studied in detail [25], and lower bounds are known for several important fundamental problems [26]. Despite numerous technological challenges rooted in, amongst others, noise and imperfections of near-term intermediate scale quantum devices [27], sufficient margins for industrially relevant improvements remain [28, 29], but necessitate a more precise understanding and a critical evaluation of the performance of quantum approaches on currently available hardware designs. Since RL, like other machine learning approaches, relies on stochastic components that may amplify variations in algorithmic performance (and, more generally, challenge replication efforts), this is another aspect that requires careful consideration.

In this article, we examine and extend a class of recent hybrid quantum-classical approaches to reinforcement learning that we collectively refer to as Variational-Quantum Deep Q-Networks (VQ-DQN). Originally proposed by Chen et al. [30] and later refined by Lockwood and Si [31], VQ-DQN builds upon the deep Q-networks (DQN) algorithm [32, 33], which replaces the core neural network component with a quantum machine learning model, namely, a variational quantum circuit (VQC) [34]. Although the results published in [32, 33] promise interesting properties, we show that VQ-DQN approaches are subject to instabilities that ultimately cause the learned policy to diverge. Policy divergence is obviously detrimental to the practical utility of the approach, especially if it already happens in perfect simulations of quantum systems. Quantum computers that can be manufactured under the constraints of current technological limitations additionally suffer from noise, imperfections, and very strongly limited amounts of available quantum bits. They are referred to as noisy, intermediate scale quantum computers (NISQ). To understand the additional degradation caused by these imperfections on the performance of RL approaches, we perform comparative experiments on actual quantum hardware—a gate-based IBMQ device (Falcon r4) operated in Ehningen, Germany.

In general, our investigation is part analysis and part reproduction study, and we provide a reproduction package with a well-tested implementation of VQ-DQN. To make best use of available libraries and to provide an open testbed for future experiments, our implementation is written in two separate quantum frameworks, which are each coupled to a machine-learning framework: Tensorflow-Quantum [35](TFQ)/Tensorflow [36] and Qiskit [37]/Pytorch [38].

The paper is structured as follows: Section 2 provides a concise introduction to DQN (2.1), VQCs (2.2), and the VQ-DQN algorithm (2.3). Section 3 reviews related work. Section 4 describes our methodological approach towards finding and characterising instabilities. Section 5 summarises our experiments. Section 6 explains the validation experiment on real quantum device. Further, we proceed to compare the DQN with variational quantum circuit against a DQN with classical neural network in Section 7. Finally, we conclude in Section 8.

2. Background

To introduce the concepts used in this study, the following paragraph discusses notation and basic principles of both, machine learning and quantum computation.

2.1. Deep Q-Learning

Most formulations of RL center around the notion of a Markov decision process (MDP) [39], where an agent interacts with an environment at discrete time steps $t$. In each time step, the current configuration of the environment is summarised by the state $S_t \in S$. Based on this information, the agent selects an action $A_t \in A$ according to a policy $\pi(s, a) = \mathbb{P}[A_t = a | S_t = s]$. Executing the selected action causes a transition of the environment to a next state $S_{t+1}$; simultaneously, the agent receives a scalar reward $R_{t+1}$ that quantifies the contribution of the selected action towards solving the task. The agent’s goal is to maximize the return, i.e., the discounted sum of rewards, $G_t = \sum_{t'=t}^{T} \gamma^{t'-t} R_{t'}$ until a terminal state $S_T$ is reached. In that, the discount factor $\gamma$ controls how much the agent favors immediate over future rewards. Both $S_{t+1}$ and $R_{t+1}$ are assumed to obey the Markov property (i.e., conditional independence of previous states and actions given $S_t, A_t$). However, the MDP’s dynamics, $\mathbb{P}[S_{t+1}, R_{t+1} | S_t, A_t]$, are typically unknown to
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The fundamental idea of Deep Q-Learning (also referred to as deep Q networks, DQN) is to learn the optimal state-action value function \( Q^*(s, a) = \max_a E [G_t | S_t = s, A_t = a, \pi] \) — that is, the return expected when taking action \( a \) in state \( s \), and then following an optimal policy in all future states. Once \( Q^*(s, a) \) is known, an optimal policy can be easily recovered by selecting actions greedily, that is \( \pi_\epsilon(s) = \arg \max_a Q^*(s, a) \). This is achieved by training a neural network to satisfy the well-known Bellman Optimality Equation (BOE) that relates the values of a state-action pair to the value of the next state:

\[
Q^*(s, a) = E \left[ R_t + \gamma \max_{a'} Q^*(S_{t+1}, a') | S_t = s, A_t = a \right] \tag{1}
\]

More concretely, the deep Q-network is trained to minimize the difference between the left- and right-hand side of this equation (also known as the temporal difference error or TD-error), under some loss function (e.g., \( L_2 \)), evaluated on mini-batches of transitions \((S_t, A_t, R_{t+1}, S_{t+1})\) sampled by the agent, which necessitates learning a policy by trial-and-error.

Note that superimposable quantum states reside in an infinite state space than their classical counterparts, which is often seen as an indication of increased computational capabilities, although the exact reason for possible quantum speeds remains elusive.

The variational quantum circuit is a machine learning model based on quantum circuits. Similar to neural networks, VQCs consist of sequential layers that represent parameterised transformations on the VQC’s quantum state. In particular, VQC layers apply e.g. learnt single-qubit rotations (in X-, Y-, and Z direction using the corresponding Pauli operators) to each qubit of the circuit. Entanglement can be generated by applying a series of CNOT-gates to pairs of qubits. The specific single-qubit rotation parameters are learned via gradient-descent on an error signal, computed over the expected measurements in Z direction of one or more output qubits.

2.3. VQ-DQN

Variational quantum deep Q-networks (VQ-DQN) replace the deep neural network in DQN with a VQC.

2.3.1. Q-value extraction

For a given input MDP state, Q-values are predicted for all \( |A| \) actions simultaneously by taking the expectation value of a measurement (in Z direction) of a corresponding number of output qubits. The resulting measurements lie within \([-1; 1]\); obtaining valid action values thus requires further processing, for instance by scaling the measured results by a learnt multiplicative factor.

2.3.2. Input encoding

To input a (classical) MDP state \( s \in S \) to the VQC, that state needs to be represented as a quantum state \( |\Psi(s)\rangle \) using the available qubits. Chen et al. address this problem by only considering MDPs with discrete state spaces and associating each MDP state with one of the \( 2^N \) quantum basis states. Lockwood and Si and Skolik et al. extend this method to MDP states with continuous components with a simple encoding scheme, with which the authors report results on the “Blackjack” and “CartPole-v0” environments (see Ref. for implementation details). In particular, each component of the input state \( s \) is encoded by applying parameterised Pauli rotation gates to
one respective qubit in the circuit (initialised to $|0\rangle$). Lockwood and Si \cite{31} propose two encoding schemes: \textbf{Scaled (S)} encoding, which determines a rotation angle by scaling finite-domain input components to $[0, 2\pi]$, and \textbf{Directional (D)} encoding, which encodes infinite-domain inputs by rotating the qubit by $\pi$ if the input is greater than 0. Skolik et al. \cite{43} additionally present \textbf{Continuous (C)} encoding, which computes rotation angles as the arctan of the respective input component.

3. Related Work

3.1. Deep Q-Learning and its instabilities

The DQN approach dates back to Watkin’s Q-Learning \cite{45} and has seen a lot of interest over the years due to its immense potential in learning capabilities. Deep Q-Learning is itself an active field of research because of its versatility in end applications. Nevertheless, as versatile as the end applications are, the algorithm possesses space for improvements in its stability and speed of convergence to a solution \cite{17, 46, 47, 48, 49, 50, 51, 15}. In particular, the Q-learning approaches, i.e., off-policy learning with function approximation and bootstrapping, are known to diverge in certain scenarios. This divergence occurs more often when the Q-value is approximated using a non-linear function approximator such as a deep neural network. However, the root causes are still unknown \cite{52, 53, 54, 18}.

3.2. Quantum Reinforcement Learning

Over the past few years, there have been several attempts to improve the performance of reinforcement learning algorithms via possible ‘quantum advantage’ using quantum computing. Like in the classical realm, no one method has emerged as the superior approach in performance or generality. The first quantum reinforcement learning (QRL) algorithm (to our knowledge) has been proposed by Dong et al. \cite{55}, which uses a modified version of Grover’s algorithm \cite{23} to learn a state-value function. As in the classical reinforcement learning family, whose members vary in algorithm and methodology, various algorithms for QRL have been studied \cite{56, 57, 58, 59}. The VQ-DQN algorithm was originally proposed by Chen et al. \cite{30} where the authors have used variational quantum circuits to solve two different discrete environments, namely, ‘cognitive radio’ and ‘frozen lake’. Both these environments

are discrete environments where the state space is finite. The next study on VQ-DQN algorithm was conducted by Lockwood and Si \cite{31}, where the authors used a VQC to solve both continuous and discrete environments. Another study that analyses the learning performance and behavior of VQ-DQN was conducted by Skolik et al. \cite{43}. Here the authors explore the effects of having a VQC as a Q-value approximator along with techniques like data re-uploading and a hybrid quantum-classical model.

4. Reproduction study

To gauge the learning capability of VQ-DQN, we first reproduce the results published by Lockwood and Si \cite{31} on the 	extit{CartPole-v1} task (cf. Sec. 2.3). We train five VQ-DQN agents and evaluate their performance during training using the source code\footnote{Available on GitHub (link in PDF).} published by the authors. The results are visualised in Fig. 1. The blue line indicates episode returns. The red line represents a moving average of the (up to) 20 previous returns\footnote{Note that these statistics have been measured with the original source code, without modification. Superficial differences in visual appearance are caused by the plot aesthetic settings.}. While our measurements reproduce the computational outcome of the published results, we identify two notable methodological aspects that require careful consideration and interpretation:

\textbf{Training frequency}—A step of mini-batch gradient descent is carried out only once per episode (namely, after its termination). This differs substantially not only from the original DQN algorithm, but also from the pseudo-code provided by Lockwood and Si \cite{31}, where training is executed in regular intervals after a set number of trajectories has been sampled by the agent. We are not aware of other approaches in the literature that pursue or analyse this approach, and conjecture that it might have a detrimental effect on learning, since the distribution of transitions in the replay buffer grows faster than the amount of data that the agent perceives. The adaptation also complicates the comparison between independent runs of the algorithm, depending on the length of the experienced episodes.

\textbf{Performance evaluation}—Measuring agent performance in terms of a moving average over previous runs is not a good indicator for learning...
success: Averaged returns have been generated by different policies, that is, trained on increasing numbers of transitions at different stages of $\epsilon$-decay. Further, the averaging approach shadows any underlying instabilities as indicated by the raw episode returns: In all five runs, the blue line oscillates strongly between low and high return values, indicating that the underlying policy network/circuit fails to converge towards an optimal policy. Note that in complex environments, DQN convergence can be non-monotonic in terms of measured returns (see, e.g., Ref. [32]). Observing oscillations of this magnitude on CartPole (which can be learnt in an approximately monotonic fashion by a simple neural network with DQN, refer to 7) does not give a promising outlook on VQ-DQN’s capability to generalise to more challenging tasks.

Besides, we would like to explicitly point out that the experiment is based on CartPole-v1, where return values of up to 500 can be achieved. In contrast, returns in CartPole-v0 cannot exceed 200, which is important to take into account when judging closeness to optimality of particular approaches, especially when the visual display of episode return time series uses clipped axes.

One other study which overcame these instabilities using a VQ-DQN algorithm to solve the Cartpole environment is conducted by Skolik et al. [43]. Here the authors have used slightly different gate connectivity in their VQC compared to Lockwood and Si [31]. Apart from the change in VQC architecture, the authors also perform a gradient descent optimization step after every 30 sampling steps. They also present their total reward attained in each episode averaged over ten different agents rather than presenting a moving average.

Skolik et al. [43] have studied and tested various combinations of pure and quantum-classical hybrid VQC architectures in their work. However, the pure VQC model did exhibit the same instabilities exhibited by Lockwood and Si’s model. Skolik et al. [43] used a hybrid VQC model where the inputs to and outputs from the VQC were multiplied with classical weights along with the data re-uploading strategy [60] to overcome these instabilities. Data re-uploading is a strategy where the encoding circuit is reintroduced at multiple instances in a VQC. The standard encoding method follows a traditional neural network setup where the input to the network generally comes before the variational layers

Figure 1: Results from Ref. [31], reproduced using the published source code. The light blue lines indicate the total reward collected in an episode, using the greedy policy for each agent. The light red lines represent a moving average of the (up to) 20 previous episode returns. Results are averaged over five experiments, which is represented by the strong red and strong blue lines. The experiments are based on the CartPole-v1 environment, where the maximum achievable return value is 500.

as shown in figure 2. However, in a gate-based VQC, both the input and the variational parameters are fed into the circuit as rotational angles. Therefore, there is no theoretical limitation on the maximum number of gates nor the number of repetitions of input features that can be fed into the circuit. Hence, the encoding circuit can be placed before every variational layer as shown in figure 3.

Reintroducing the encoding circuit increases the expressivity of the model [61]. It was shown by Schuld et al. [61] that the functions represented by VQCs are Fourier sums. In which, the variational layers determine the amplitudes of the Fourier sum and the encoding layer fixes the frequency spectrum. Hence, the more encoding layers present via
data re-uploading, the larger the frequency spectrum represented by the VQC the higher the expressivity of the represented function class can be.

Even though the hybrid model exhibited a relatively stable learning behavior, the impact of classical weights on the overall training process is not distinguished nor studied. The results of our replication attempt of the work by Skolik et al.

5 are shown in Fig. 4. These experiments were conducted based on the parameters given in the Appendix section of Ref. [43]. The measurement results shown in Fig. 4 confirm the published results.

5. Experiments

Previous implementations of the VQ-DQN approach show various methodological issues [31] that we have discussed in detail in the previous section. For having a stable and uniform VQ-DQN framework that coincides with the classical RL practices and to provide a replication of existing results on top of mere reproduction, we re-implement the original deep Q-learning algorithm as described in [32, 33] in Tensorflow [36] TensorFlow-Quantum [35](TFQ). In contrast to the previous implementations, which use TFQ too, our re-implementation allows to conveniently integrate extensions and has a higher degree of configurability of hyperparameters. Furthermore we included a flexible validation mechanism, which is used to evaluate the performance of a current policy. Since in previous implementations a fair comparison between different studies was difficult due to several meanings of return values (e.g. averaging over past episodes as in Ref. [31] vs. taking a single episodes return value as in Ref. [43]), we designed our validation mechanism to allow a uniform comparison of different classical and quantum RL approaches. (Sec. 5.1 discusses implementation details). This section covers experiments, which were conducted using the quantum simulators of the TFQ framework. In addition to our TFQ implementation, we also ported the code to the Qiskit [38] framework in order to run experiments on the IBM Quantum [62] devices, which is described in detail in sec. 5.2.

Using our TFQ-implementation, we run a set of experiments to systematically evaluate the observed instabilities. Throughout all our experiments, we used the CartPole-v0 environment to ensure comparability with [43] and [31], and also to keep computational cost at bay. Sec. 5.2 investigates the effects of the chosen input encoding and Q-value extraction method on performance and stability. Using these insights, we run an extensive cross-validation study described in Sec. 5.3. Additionally we have investigated properties of the VQC parameter space as a potential cause for instabilities; as the experiments conducted based on this specula-
tion did not lead to a justifiable root cause, we focus only on the experiments on the input-encoding, Q-value extraction methods, and cross-validation mentioned above in this paper. However, we have included a brief discussion in Appendix A for reference.

5.1. Methodology

To describe our methodology, let us first set the employed conventions: By sampling steps, we refer to the transitions sampled from the $\epsilon$-greedy behavior policy. By training step, we understand one iteration of gradient descent. Words in monospaced font indicate configurable parameters of the algorithms.

To ensure comparability between our different experimental setups, and especially between previous research and our dedicated experiments, we choose sampling steps as fundamental unit of training time. Each experiment is run for 50,000 sampling steps. We deliberately use a long time horizon to capture any phenomena that may materialise late in the learning process caused by slow convergence, but retain the possibility to terminate successful runs prematurely, as described in detail below. Initially, the replay memory is pre-filled with $\text{train\_after}=1000$ sampling steps, corresponding to at least five full episodes, using a uniform random policy with $\epsilon = 1$.

A sampling step does not necessarily entail a training step; instead, a training step is carried out every $\text{train\_every}$ sampling steps. As backpropagation on quantum devices is computationally intensive due to gradients being estimated via the parameter-shift rule, we introduced this parameter as a means to keep the number of training steps per episode feasible. We note, however, that in this paper, we only report validation results on quantum hardware, while the agent has been trained in simulation. Similarly, we update the target network parameters to equal the policy network parameters every $\text{update\_every}$ sampling steps. After the initial warm-up phase, we decay $\epsilon$ linearly over $\text{epsilon\_duration}$ sampling steps in total, starting at a value of $\text{epsilon\_start}=1$, and ending at a value of $\text{epsilon\_end}=0.01$. Keeping $\epsilon > 0$ ensures continued exploration with a near-greedy policy.

Since performance on the $\epsilon$-greedy policy is not indicative of learnt performance when $\epsilon$ is large, we estimate the expected return achieved by the current greedy policy in regular intervals. Specifically, we measure return over a single episode on a copy of the training environment every $\text{validate\_every}=100$ sampling steps (note that the parameter does not influence the actual training process, and is just used for performance monitoring). If the average validation return over the past consecutive 25 validation steps reaches 196 (recall that the maximum return is 200, and that we need to allow for some jitter), we regard the task as solved and terminate training early. While this differs from the official CartPole-v0 benchmark (see https://gym.openai.com/envs/CartPole-v0/) that necessitates a return of at least 195 sustained over 100 episodes, we find that training is very unlikely to diverge past this point, given that $\epsilon$ has decayed sufficiently.

5.2. Encoding and Extraction Methods

After experimentally verifying the correctness of our implementation, we replace the Q-network by a VQC using the circuit architectures proposed in Refs. [31, 43]. The need for mapping input parameters onto quantum states has already been discussed in Sec. 2.3.2, we consider the following approaches: (1) Continuous (C): continuous encoding applied to all input components. (2) Scaled & Continuous (SC): scaled encoding applied to finite-domain input components, continuous encoding otherwise. (3) Scaled & Directional (SD): scaled encoding applied to finite-domain input components, directional encoding otherwise. Along with the encoding strategies, we also investigate the impact of different Q-value extraction methods on agent performance. This is necessary due to the mismatch between VQC outputs and Q-values. In particular, we distinguish between: (1) Local Scaling: each output is scaled by a dedicated trainable weight as described in Ref. [43]. (2) Global Scaling (GS): all outputs are scaled by a single trainable weight. (3) Global Scaling with Quantum Pooling (GSP): quantum pooling as described in Ref. [31], followed by global scaling.
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Footnotes:

"We provide a set of results on the accompanying website that have enjoyed traversing the maximum number of episodes, and none of the results shows difference in convergence behaviour depending on the convergence criterion used. However, for experiments on the experimental IBM Quantum device, a reduced number of episodes is crucial to ensure practical feasibility of the calculations."
5.2.1. Initial Experiment

We conducted experiments for each combination of input encoding, Q-value extraction method and circuit architecture, totalling in 18 runs. To this end, we adapted hyperparameters from Ref. [33] to our slightly modified algorithm described in Section 5.1 (without data re-uploading). VQC weights are initialised to zero to avoid barren plateaus [67], i.e. the vanishing gradient problem as suggested in Ref. [68] and classical weights are initialised to one.

Results are shown in Fig. 5. As is apparent, instabilities occur in every run and are not tied to a specific encoding-/extraction setting. Nevertheless, some models only achieve comparatively low returns on average: In particular, runs involving directional encoding tend to perform sub-par, which we attribute to the high information-loss incurred by the encoding scheme. Directional encoding is therefore not considered in further experiments.

To minimize the number of classical parameters, we focus on global scaling (with and without pooling) in further experiments. While local scaling has not performed worse or less stable, the additional classical parameters increase model capacity, and might therefore shadow deficiencies on the quantum parts.

As described by Mnih et al. [40], Q-Learning is known to be unstable, when a nonlinear function approximator, such as a classical neural network or a VQ-DQN, is used to represent the state-action value function. Our implementation already incorporates mechanisms suggested by Mnih et al. to support convergence in Q-Learning. However, these mechanisms do not guarantee a stable behaviour and we can not rule out that the instabilities in VQ-DQN are caused by classical algorithmic constraints. In section 7 we compare the VQ-DQN to a classical neural network using the same algorithm. Our results support the hypothesis that the reason for instabilities could be classical. Therefore, in the next subsection, we study the effect of classical hyperparameters on the training process of VQ-DQN.

5.3. Cross-Validation

As instabilities persist throughout our experiments, we turn to hyperparameters as a source of instabilities. To this end, we re-utilize the above setting (C, SC/GS, GSP) with hyperparameters from Ref. [33] as a starting point. Following recommendations [69, 70, 71, 72] from classical supervised learning, we add a linear decay to the learning rate $\eta$. In particular, we decrease $\eta$ over a period of $\eta_{\text{duration}}$ training steps from $\eta_{\text{start}}$ towards a target value of $\eta_{\text{end}}=0.01*\eta_{\text{start}}$. Additionally, we progressively increase the $\text{update\_every}$ parameters as learning progresses. This choice is motivated by the observation that the delta between target and policy network decreases as the agent becomes more proficient on the task. Finally, to optimize resource utilization and minimize training time, we increase the batch size from 16 to 32, since this does not have a major impact on the agent’s performance [73].

We cross-validate over the following hyperparameter choices: 
- $\eta_{\text{start}}$ (i.e., the initial learning rate) $\in \{10^{-3}, 10^{-2}, 10^{-1}\}$, $\eta_{\text{duration}}$ (learning rate decay duration) $\in \{2000, 4000\}$, $\epsilon_{\text{duration}}$ (epsilon decay duration) $\in \{10000, 20000, 30000\}$, $\gamma_{\text{end}}$ $\in \{0.99, 0.999\}$. The remaining parameters have been kept fixed over all experiments and are listed in Tab. 1. The following subsections describe our results obtained on the baseline setting (without data re-uploading), and a modified variant with data re-uploading, respectively.

5.3.1. Baseline

Results for the baseline case are depicted in Fig. 6 and Tab. 2. We only present a selection of the best-performing hyperparameter constellations due to space constraints, but provide the full set of results on the accompanying website. As evident from the figure, almost every model was able to achieve stable optimal performance (according to our early-stopping criterion). Generally, the SC encoding tends to convergence faster as compared to models with continuous encoding; in the best case (Skolik et al./SC/GSP), optimal performance is reached after a mere 97 validation steps. This shows that VQ-DQN is in fact capable of learning a stable optimal policy, albeit hyperparameter tuning is a sensitive influence factor.

5.3.2. Baseline with data re-uploading

From Fig. 6 it is evident that the performance of the VQ-DQN algorithm also suffers due to the choice of encoding strategy used along with the bad choice of hyperparameters. For example, the agent with the continuous encoding format does not learn an optimal policy in many cases. Here to increase the expressivity of the model, we can use techniques such as data re-uploading [33, 60]. The results for
Figure 5: Validation returns for using the VQC-layer structure as in Ref. [31] (top) and Ref. [43] (bottom) with different input encoding strategies. The columns correspond to the extraction strategy (ltr. Global Scaling (GS), Global Scaling with Quantum Pooling (GSP), Local Scaling (LS), Ref. section 5.2). Results are averaged over five experiments each. These experiments are based on the CartPole-v0 environment, where the maximum achievable return value is 200.

Table 1: Hyperparameter settings for cross-validation.

| Hyperparameter       | Description                                      | Default value |
|----------------------|--------------------------------------------------|---------------|
| **Fixed parameters throughout cross validation runs** |                                                  |               |
| num_steps            | #sampling steps                                  | 50000         |
| train_after          | #sampling steps before first training step       | 1000          |
| train_every          | #sampling steps between training steps           | 10            |
| update_every_start   | initial #sampling steps between target network updates | 30            |
| update_every_end     | final #sampling steps between target network updates | 500           |
| update_every_duration| #sampling steps for update_every increase        | 35000         |
| replay_capacity      | max. #transitions in replay buffer               | 50000         |
| optimizer            | Loss-function optimizer                          | Adam [74]     |
| batch_size           | batch size for gradient descent                  | 32            |
| loss                 | TD error loss function                           | $L_2$         |
| epsilon_start        | initial value for $\epsilon$ decay              | 1.0           |
| epsilon_end          | final value for $\epsilon$ decay                | 0.01          |
| validate_every       | #sampling steps between validation runs          | 100           |
| eta_end              | final value for learning rate $\eta$            | $0.01 \times \text{eta}_\text{start}$ |
| **Hyperparameters subject to cross validation** |                                                  |               |
| eta_start            | initial value for learning rate $\eta$          | $\{0.001, 0.01, 0.1\}$ |
| eta_duration         | #training steps for learning rate decay          | $\{2000, 4000\}$ |
| epsilon_duration     | #sampling steps for $\epsilon$ decay            | $\{10000, 20000, 30000\}$ |
| gamma                | discount factor $\gamma$                        | $\{0.99, 0.999\}$ |
the baseline case with data re-uploading are decribed in Fig. 7 and Tab. 2. As in Sec. 5.3.1, we only present a selection of the best-performing hyperparameter constellations due to space constraints. From the results shown in Fig. 7 we can conclude that the data re-uploading strategy does not significantly increase the VQ-DQN algorithm's performance. Though it increases the expressive power of the model, which in turn allows the agent to learn optimal behavior in some cases (for example, agent with Continuous (C) encoding), the performance change is negligible or even negative in most cases. Moreover, the data re-uploading strategy increases the gate count in the VQC architecture, and this increase in gate count is not ideal for the NISQ devices due to noise.

5.4. Discussion on Instabilities in VQ-DQN

In our approach of VQ-DQNs, we train a VQC with a classical optimization loop. Such a setting is known to be prone to the barren plateau effect [67], which describes a problem of vanishing gradients that causes the inability to converge to an optimal return value. However, barren plateaus only occur in random VQCs. To counter randomness in the quantum circuits, we initialised all VQC parameters systematically to zeros. Since the VQCs in our experiments are neither very wide (4 Qubits), nor deep (5 ‘Layers’), randomness induced by gradient-based optimization is also limited. Therefore we rule out barren plateaus as the source of instabilities.

With the possibility of the barren plateau avoided, one can say that every agent with its unique architecture combinations and a reasonable encoding scheme is capable of learning the optimal policy to solve the cart pole environment. This can be seen from the results shown in sections 5.3.1 and 5.3.2. The architecture combinations which did not learn an optimal policy during experiments conducted by different authors (Ref [43] and [31]) showed a tendency to learn the optimal policy during our experiments. The reason why these agents show such a tendency is the selection of the right set of classical hyperparameters. The agents learned the optimal policy only for a few sets of classical hyperparameters during our hyperparameters search. This made us conclude that the VQC-DQN algorithms are highly sensitive to classical hyperparameters.

The results from sections 5.3.1 and 5.3.2 elucidate that the data re-uploading strategy does not always outperform its corresponding architecture without data re-uploading in sampling efficiency. One pos-
Figure 7: Validation returns for our best-performing hyperparameter constellations in the baseline configurations with data re-uploading. The figure considers the results for the VQC architecture described in Ref. [31] (left) and Ref. [43] (right). Columns correspond to the extraction method (ltr. Global Scaling (GS), Global Scaling with Quantum Pooling (GSP), Local Scaling (LS)), rows correspond to the input encoding strategy (Continuous (C), Scaled & Continuous (SC), see Section 5.2). The experiments are based on the CartPole-v0 environment, where the maximum achievable return value is 200.

Table 2: Hyperparameters cross-validation results. The table provides values for eta_start (\(\eta_s\)), eta_duration (\(\eta_d\)), epsilon_duration (\(\epsilon_d\)), and gamma (\(\gamma\)). Encodings C, SC, GS, and GSP as defined in Section 5.2.

| Architecture | Baseline | Baseline + data re-uploading |
|--------------|----------|-----------------------------|
| C/GSP        | \(\eta_s\) 0.01 | \(\eta_d\) 2000 | \(\epsilon_d\) 20000 | \(\gamma\) 0.99 | \(\eta_s\) 0.01 | \(\eta_d\) 2000 | \(\epsilon_d\) 30000 | \(\gamma\) 0.99 |
| C/SC/GSP     | \(\eta_s\) 0.01 | \(\eta_d\) 4000 | \(\epsilon_d\) 20000 | \(\gamma\) 0.99 | \(\eta_s\) 0.01 | \(\eta_d\) 2000 | \(\epsilon_d\) 30000 | \(\gamma\) 0.999 |
| C/SC/GS      | \(\eta_s\) 0.01 | \(\eta_d\) 4000 | \(\epsilon_d\) 20000 | \(\gamma\) 0.99 | \(\eta_s\) 0.1 | \(\eta_d\) 2000 | \(\epsilon_d\) 20000 | \(\gamma\) 0.999 |
| C/SC/GS      | \(\eta_s\) - | \(\eta_d\) - | \(\epsilon_d\) - | \(\gamma\) - | \(\eta_s\) 0.01 | \(\eta_d\) 2000 | \(\epsilon_d\) 30000 | \(\gamma\) 0.999 |
| C/SC/GS      | \(\eta_s\) - | \(\eta_d\) - | \(\epsilon_d\) - | \(\gamma\) - | \(\eta_s\) 0.01 | \(\eta_d\) 2000 | \(\epsilon_d\) 10000 | \(\gamma\) 0.999 |
| C/SC/GS      | \(\eta_s\) 0.01 | \(\eta_d\) 4000 | \(\epsilon_d\) 30000 | \(\gamma\) 0.99 | \(\eta_s\) 0.01 | \(\eta_d\) 2000 | \(\epsilon_d\) 10000 | \(\gamma\) 0.999 |
sible reason for this could be that the optimal hyperparameter set required for these architectures might fall outside the search space used in the experiments. One other possible reason for this underperformance can be inferred from the work of Schuld et al. [61]. Schuld et al. show that the function represented by a VQC is a Fourier sum. In particular, the variational layers determine the amplitudes and the encoding layers determine the frequency spectrum. As shown in ref [75], when it comes to data re-uploading strategy, the variational layers between two encoding layers might not be expressive enough which reduces the overall expressivity of the VQC. The expressivity can be increased by increasing the number of variational layers. However, this leads to an architectural change which is out of scope for this study.

6. Validation on IBM Quantum Device

Results from Sec. 5.3.1 and Sec. 5.3.2 illustrate that a VQC can learn a stable policy to solve the CartPole-v0 environment using the DQN algorithm if the right set of hyperparameters are used. In order to gauge the detrimental influence of device noise on an agent trained using an ideal simulator in solving the environment, we tested the trained model in an actual IBM quantum device [62]. As a first step, we had to port the VQ-DQN algorithm from the Tensorflow/TFQ API [36, 35] to the Pytorch/Qiskit API [37, 38] as the IBM quantum devices use the Qiskit API [37] as their primary programming library. There is one significant difference between the Qiskit API [37] and the TFQ API [35] to be noted here. The TFQ API calculates the expectation value analytically, whereas the Qiskit API [37] estimates the expectation value by simulating the ideal quantum device and measuring its outcomes. Likewise, the expectation values are estimated in the IBM quantum device [62] by measuring the outcome multiple times. Further, we trained the best-performing model without data re-uploading from Sec. 5.3.1 using Qiskit qasm_simulator [37] and verified the correctness of our implementation in comparison to the results from Sec. 5.3.1. We chose a model without data re-uploading due to the fact that the quantum devices available right now are prone to noise. Hence adding more gates via data re-uploading in NISQ devices seems counter-productive. Once the correctness was verified, we uploaded the weights trained using the qasm_simulator to the IBM Quantum (ibmq_ehningen) device and validated the learned policy. The results of these validation runs are shown in Fig. [5].

Though the agents trained in the ideal simulator learned an optimal policy to solve the Cartpole-v0 environment, testing the trained agent in the ibmq_ehningen device did not reproduce the optimal behavior. This degradation in behavior is due to the noise present in the IBM Quantum device. An agent trained in the IBM Quantum device from scratch might reduce the effect of noise and learn a policy close to the optimal policy. Additionally, different types of error mitigation techniques can be employed to reduce the effects of noise at the cost of additional overhead. However, when we attempted to train the agent from scratch on the IBM quantum device, the training turned out to be infeasible due to the following practical issues:

1. We observed waiting times in the queue to start a job execution (referred to as fair-share queue for jobs in IBM Quantum systems) in the cloud-based IBM Quantum device that were typically two orders of magnitude (or more) larger than the actual job execution time. As (roughly speaking) a single action selection corresponds to a single job in the fair share queue, even completion of a single episode takes a substantial amount of time. (2) The overall time it takes to achieve low-variance estimators of expectation values can become quite large due to the large number of shots (i.e., measurement samples) taken for a single circuit instance.

Here, the first hindrance can be overcome in time as the availability of quantum devices and resources is expected to increase in the near future. As improvements in hardware and orchestration of quantum and classical computational resources progress, we might also be witness to an increased number of circuit layer operations per second (CLOPS) [76]. When we started the training process in the ibmq_ehningen device, the job execution time for each action selection took between 15 to 30 seconds, and each training step took around 3 minutes (as the training step performs gradient decent via parameter-shift rule). These long execution and waiting times make the training process in real quantum devices impractical for training algorithms like VQ-DQN, where the agent has to interact with the environment sequentially.
Validation Step

Figure 8: Results of our validation run on ibmq_ehningen [62]. The experiments are based on the CartPole-v0 environment, where the maximum achievable return value is 200.

7. Comparison to classical Neural Network

A popular “quantum advantage” claimed by a good fraction of the literature in QRL is that the VQC has better state-action pair representation, samples efficiently, and learns an optimal policy faster than the classical neural network [30, 31, 43]. Hence to compare the sample efficiency of a VQ-DQN-agent trained on an ideal simulator against a classical neural network, we trained a simple fully-connected network with one hidden layer to solve the Cartpole-v0 environment. To ensure a fair comparison, we restricted the total number of parameters of the network to 58, and did cross-validation on the same set of hyperparameters as explained in Sec. 5.3.

The results shown in Fig. 9 indicate that initially, the VQC seems to learn faster than the neural network. For a more rigorous discussion we resort to Ref. [77], where sample efficiency of an algorithm is defined for an online learning setting as the number of time steps from which on the agent perceives an average reward exceeding a certain threshold $V_{\text{thresh}}$ with high probability.

For a weaker statement adapted to a numerical treatment, we propose to use significance testing under the null hypothesis of mean reward being smaller than $V_{\text{thresh}}$. Thus, we define sample efficiency as the number of time steps from which on the null hypothesis is rejected with respect to the given threshold. As statistical test we propose to use a one-sample $t$-test [78, 79], in particular its one-sided version as we compare the performance of a particular algorithm against a given threshold.

Thus, we perform sufficiently many independent runs of each algorithm and fix the significance level at $\alpha = 0.05$.

With respect to this metric the variational quantum circuit indeed crosses $V_{\text{thresh}} = 120$ faster than the classical network; however, for larger threshold values, no definite statement can be made.

8. Conclusion

We have systematically studied the performance of quantum-assisted reinforcement learning schemes on both simulators and physical quantum computers. We find—not quite unexpected—that at the current, early state of technological development, quantum computers do not bring any measurable advantage in this scenario. We even find that simulated quantum systems do not bring clear advantages over classical approaches.

Nonetheless, a number of constructive insights can be drawn from our experiments. Following previous work, we have trained models on classical sim-
ulators and only performed the execution step on quantum hardware. This approach, albeit practically necessitated by current-day hardware, creates a mismatch in terms of handling noise: For future work, we recommend including noise in the training process, especially since Ref. [50] suggests for small-scale systems that existing noise models lead to a good match between simulation and hardware, and therefore provide a more faithful basis for comparing between algorithmic performance on simulated and physical hardware.

Most importantly, our results do not corroborate observations made when reinforcement learning on quantum computers was first introduced into the literature in Ref. [50]. While the authors in this approach upload weights determined by classical training onto a quantum machine as we do in this paper, they find that executing the model does not vary much between simulation and NISQ machine. We, on the contrary, observe a total mismatch in performance. We expect the most probable explanation for this discrepancy to lie in (a) the size of the machine (five versus 27 qbits) and the problem of choice (cognitive-radio versus cartpole; a random policy as would be caused by growing amounts of noise from NISQ devices is obviously better suited to the former than the latter).

We encounter additional hindrances towards the practical application of quantum computers: Waiting time on queues in a shared, cloud-like environment is a major practical issue, which will however be alleviated with the broader availability of quantum chips. Nonetheless, the temporal contributions of sequential elements of algorithms to the overall computation time would also occur in a non-shared setting and do substantially increase wall-time run-times, which is an obvious impediment to practical utility.

As long as noise and imperfections are unavoidable, we find that adapting algorithms and approaches to account for these issues is a major design challenge for quantum algorithms. One possible approach would be to equip simulated QPU designs with appropriate, yet tunable and physically realistic noise behaviour. By seeking optimal models and parameters under these unavoidable constraints, an “ideal” noise model can be identified, and future QPUs be built such that design trade-off decisions are taken so that the resulting hardware closely mimics the identified noise and imperfection behaviour. In other words, we hypothesise that in the space of hardware design decisions, and assuming that hardware imperfections impact different computations in a different way, this opens a degree of freedom that can be leveraged to design custom algorithmic-specific hardware.
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Appendix A. Reparameterization

As part of our initial investigation into potential sources of divergent behavior, we analysed model weight distributions over time. Here, we noticed that in some runs, the magnitudes of the learned VQC weights increase indefinitely over time. This behavior is intriguing, considering that the respective parameters control qubit rotations (in X-, Y- or Z-basis) in radians, and therefore naturally “wrap” at $2\pi$ (in the sense that a parameter $\theta$ and $\theta + 2\pi$ specify the same circuit). The periodicity in parameter space translates to a periodicity in the loss function. This can intuitively be thought of as “copies” of the loss landscape at $2\pi$ increments along the respective dimensions. In consequence, circuit weights growing beyond $2\pi$ imply that an adjacent copy of the optimization landscape is visited and a potential minimizing value along this dimension has been overshot.

To rule out that this phenomenon impedes learning, we modify the quantum circuit by squashing the (unbounded) VQC parameters $\theta$ to the range $[0; 2\pi]$ using the transformation $f(\theta) = 2\pi \cdot \sigma(\theta)$ (where $\sigma$ is the well-known sigmoid function). This effectively ensures that any given set of parameter values uniquely specifies the qubit transformation enacted by the circuit, while being optimizable by backpropagation.

Unfortunately, all of our experiments involving reparameterizations did not yield better performance or further insights. We take this as evidence that periodicities are, after all, not the root cause of instabilities in VQ-DQN.