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Abstract—Data-free quantization can potentially address data privacy and security concerns in model compression and thus has been widely investigated. Recently, patch similarity aware data-free quantization for vision transformers (PSAQ-ViT) designs a relative value metric, patch similarity, to generate data from pretrained vision transformers (ViTs), achieving the first attempt at data-free quantization for ViTs. In this article, we propose PSAQ-ViT V2, a more accurate and general data-free quantization framework for ViTs, built on top of PSAQ-ViT. More specifically, following the patch similarity metric in PSAQ-ViT, we introduce an adaptive teacher–student strategy, which facilitates the constant cyclic evolution of the generated samples and the quantized model (student) in a competitive and interactive fashion under the supervision of the full-precision (FP) model (teacher), thus significantly improving the accuracy of the quantized model. Moreover, without the auxiliary category guidance, we employ the task- and model-independent prior information, making the general-purpose scheme compatible with a broad range of vision tasks and models. Extensive experiments are conducted on various models on image classification, object detection, and semantic segmentation tasks, and PSAQ-ViT V2, with the naive quantization strategy and without access to real-world data, consistently achieves competitive results, showing potential as a powerful baseline on data-free quantization for ViTs. For instance, with Swin-S as the (backbone) model, 8-bit quantization reaches 82.13 top-1 accuracy on ImageNet, 50.9 box AP and 44.1 mask AP on COCO, and 47.2 mean Intersection over Union (mIoU) on ADE20K. We hope that accurate and general PSAQ-ViT V2 can serve as a potential and practice solution in real-world applications involving sensitive data. Code is released and merged at: https://github.com/zkkli/PSAQ-ViT.

Index Terms—Data-free quantization, model compression, patch similarity, quantized vision transformers (ViTs).

I. INTRODUCTION

THANKS to the great success in a variety of vision applications, vision transformers (ViTs) have recently drawn widespread attention in both research and practice [1], [2], [3], [4]. Nevertheless, their large memory footprints, computational overheads, and power consumption are challenging for real-world applications [5], [6], [7], especially for the deployment and efficient inference on resource-constrained edge devices [8], [9]. Model quantization [10], [11], which reduces the representation precision of parameters, is an effective procedure to reduce model complexity in a hardware-friendly manner [12], [13], [14], [15], [16], [17], [18], [19]. Unfortunately, existing quantization methods require access to the original training datasets to calibrate/fine-tune the quantization parameters [20], which can raise widely held data privacy and security issues and thus cannot be applied in data-sensitive scenarios [21], [22], [23], [24].

Consequently, data-free quantization, which works to generate fake data from the prior information of the pretrained model itself to replace the real data used in the quantization process, has been widely investigated and explored [21], [22], [23], [25], [26], [27]. Existing approaches have focused on convolutional neural networks (CNNs), which utilize batch normalization (BN) regularization to facilitate the distribution of the generated samples to match the real-data statistics embedded in the BN layers of the pretrained full-precision (FP) model [21], [22], [25]. However, this is not applicable to ViTs with layer normalization (LN), because LN is dynamically computed and does not store the statistical prior of the original data [20]. Thus, designing specific data-free quantization schemes for ViTs is highly desired.

To this end, patch similarity aware data-free quantization for ViTs (PSAQ-ViT) [20] makes a first attempt to quantize ViTs without any real-world data, filling the gap in the community. Since there is no available absolute value metric in ViTs like BN statistics, PSAQ-ViT discovers a general difference in the self-attention module’s processing of Gaussian noise and real images, i.e., patch similarity, and accordingly develops a relative value metric to reduce this difference and thus optimize Gaussian noise to approximate real images. Despite achieving good results, the accuracy and generality of this scheme are still less than expected. First, sample generation and model quantization are considered as two independent phases, which hinders the informativeness and diversity of the generated samples and the on-going learning of the quantized model. Second, it utilizes the auxiliary category prior to enhancing the semantic features of the class-conditional samples, which unfortunately restricts the scheme to the image classification task and makes it inapplicable to high-level vision applications such as object detection and semantic segmentation.
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To address the above issues, we propose PSAQ-ViT V2, an enhanced version to enable more accurate and general data-free quantization for ViTs. This is achieved by well-designed refinements building on patch similarity in PSAQ-ViT, as shown in Fig. 1. Specifically, we introduce a teacher–student strategy that facilitates the evolution of the quantized model using the generated samples under the supervision of the FP model. It is worth noting that instead of a one-time synthesis of all samples, the above procedure is adaptive, i.e., the generated samples and the quantized model cyclically play a minimax game with respect to the model discrepancy. This competitive and interactive style forces the progressive emergence of new and diverse features in the generated samples, thus promoting constant and effective learning of the quantized model. In this process, image augmentation is used to cost-effectively expand the samples in each mini-batch. Moreover, thanks to the removal of the category prior, the objective functions in this work are independent to the tasks and models, whose general-purpose nature makes the scheme compatible with a broad range of vision tasks, including image classification, object detection, and semantic segmentation, and also allows for different teacher and student model structures, e.g., the learning of quantized DeiT-T can be performed under the supervision of DeiT-B.

To sum up, our contributions are as follows.

1) On top of the relative value metric (patch similarity) for sample generation in PSAQ-ViT, we propose an enhanced version, which is a more accurate and general data-free quantization framework for ViTs.

2) We introduce an adaptive teacher–student strategy, whose competitive and interactive properties allow to progressively force new sample features to emerge, thus facilitating the constantly evolving quantized model under the supervision of the FP model.

3) The prior information used in this scheme is task- and model-independent, just in contrast to the category prior, making the scheme general-purpose and compatible with various vision tasks and models.

4) Extensive experiments are performed with various models on benchmark datasets for multiple vision tasks, and the results demonstrate notable advantages in accuracy and generality, with the potential to serve as a strong baseline.

II. RELATED WORKS

A. Vision Transformers

With the success in natural language processing applications, transformers, which enjoy the global receptive field offered by the self-attention mechanism, have recently achieved significant performance gains on a range of computer vision applications [28], [29], [30], [31], [32]. By reshaping the image into a sequence of flattened 2-D patches as the input, ViT [33] is the first work to apply the transformer-based models to the computer vision community, which boosts the performance baseline on the image classification task. DeiT [34] employs a distillation token to allow the student to learn from the teacher through attention, which can achieve competitive results on ImageNet with low training data cost. Swin [35] constructs hierarchical feature maps using the shift of the window partition between consecutive self-attention layers and has linear computational complexity to image size, further demonstrating the potential of transformer-based models as vision backbone. In addition to the image classification task, ViTs are also emerging as popular solutions for other high-level vision tasks, such as object detection [36], [37], semantic segmentation [38], and video recognition [39].

Unfortunately, despite the excellent performance, ViTs typically have complex model architectures and their high number of parameters and computation is intolerable for real-world applications [5], [8]. To this end, several works recently focus on lightweight ViTs, such as MobileViT [40] and TinyViT [41], whose model complexity, however, is still far from satisfactory, especially for the deployment on the resource-constrained edge devices. As a result, model compression techniques for ViTs are regarded as necessary and promising solutions.

B. Data-Driven Quantization

Model quantization, which replaces 32-bit floating-point parameters with low-bit values, is a popular and promising way to reduce the complexity of neural networks [10], [11],
thus allowing their deployment and real-time inference on edge devices. To date, there have been considerable research studies attempting to quantize CNNs. A selection of notable works performs quantization-aware training (QAT) to improve the diversity of the quantized model [12], [42], [43], [44], where the straight-through estimator (STE) [45] is used to approximate the gradient backpropagation of discrete parameters. To reduce the computational cost of QAT, other efforts propose posttraining quantization (PTQ) methods [46], [47], [48], [49], [50], [51], which focus on the calibration of quantization parameters.

In addition, several quantization schemes designed for ViTs have been recently presented. Ranking-Aware [8] introduces a ranking loss into the conventional quantization objective to keep the relative order of the self-attention results after quantization. PTQ4ViT [52] proposes the twin uniform quantization method to reduce the quantization error on the activation values after Softmax and GELU functions. FQ-ViT [7] designs specific quantization strategies for Softmax and LN components to obtain the fully quantized ViTs. I-ViT [9] utilizes integer bit-shifting to approximate Softmax and GELU operations to achieve efficient integer-only inference for ViTs.

However, all the above methods rely heavily on the original training data, making them inapplicable in data-sensitive scenarios where the original data are not available.

C. Data-Free Quantization

With the ability to compress models without access to any real data, data-free quantization can potentially address data privacy and security issues and is thus receiving increasing attention [23], [27]. ZeroQ [21] proposes BN regularization to facilitate the distribution matching between the generated samples and the real data, and then uses the generated samples to calibrate the quantization parameters. Based on BN regularization, DSG [22] utilizes slack distribution alignment and layerwise sample enhancement to improve the diversity of the generated samples. GDFQ [25] and IntraQ [26] combine the category prior to BN statistics to generate class-conditional samples while matching the real-data distribution, powering the performance of data-free quantization. These methods, however, are only applicable to CNNs and not to ViTs, because LN in ViTs, unlike BN, does not store any prior information of the original training data.

To address the above challenge, PSAQ-ViT [20], as the previous version of this work, this work also carries out an insight into the general difference in the self-attention module’s processing of Gaussian noise and real images, and thus proposes a relative value metric, patch similarity, to optimize the Gaussian noise to approximate real images. In this work, building on patch similarity, we are interested in making the scheme more accurate and general by introducing advanced quantization learning strategies, which further advances the data-free quantization community for ViTs.

III. METHODOLOGY

A. Framework Overview

Fig. 1 illustrates an overview of the proposed framework. The whole scheme requires only a pretrained FP model, without any other information, especially real-world data, to obtain a quantized model with superior performance. In this scheme, following PSAQ-ViT, patch similarity remains an essential component in driving Gaussian noise to approximate the real images, as detailed in Section III-C. On this basis, we introduce an adaptive teacher–student strategy, which facilitates consistent and effective learning of the quantized model using the generated samples with constantly new features under the supervision of the FP model. This is achieved by the competition and interaction between the generated samples and the quantized model, and specifically, they cyclically play a two-player minimax game with respect to the model discrepancy, as detailed in Section III-D. The overall pipeline described above is summarized and presented in Section III-E.

B. Preliminaries

Standard ViTs consist of an embedding layer and several stacked transformer blocks. First, the embedding layer reshapes the input image into a sequence of flattened 2-D patches, which are then linearly projected into a d-dimensional space to obtain the token embeddings $X \in \mathbb{R}^{N \times d}$. Here, $N$ is the number of patches.

The token embeddings $X$ are then fed into a series of transformer blocks, where each block is composed of a multihead self-attention (MSA) module and a multilayer perceptron (MLP) module as follows:

$$
\hat{X} = X + \text{MSA}(\text{LN}(X))
$$

$$
Y = \hat{X} + \text{MLP}(\text{LN}(\hat{X})).
$$

(1)

MSA calculates the attention between different patches to learn interpatch representations from a global view as follows:

$$
\text{MSA}(X) = \text{Concat}(\text{head}_1, \ldots, \text{head}_H)W^o
$$

where $\text{head}_i = \text{Attn}(Q_i, K_i, V_i) = \text{softmax}\left(\frac{Q_iK_i^T}{\sqrt{d}}\right)V_i$

(2)

where $H$ is the number of attention heads. Here, query $Q_i$, key $K_i$, and value $V_i$ are computed by linear projections using matrix multiplication, i.e., $Q_i = XW_i^Q$, $K_i = XW_i^K$, and $V_i = XW_i^V$. Then, MLP employs two dense layers to process the obtained attention for high-dimensional feature mapping and information fusion as follows:

$$
\text{MLP}(\hat{X}) = \text{GELU}(\hat{X}W_1 + b_1)W_2 + b_2.
$$

(3)

Finally, the blocks are followed by the classification/detection/segmentation heads depending on the vision task to get the final result.

In this article, we work on quantizing all the parameters (weights and activations) of the operations (e.g., large matrix multiplication) in the embedding layer, transformer blocks, and subsequent vision heads, including the input and output.

For the quantization strategy, we employ simple uniform quantization, which is the most popular and hardware-friendly method and is defined as follows:

$$
\theta_q = \left\lfloor\frac{\text{clip}(\theta^p, q_0, q_2^{\pm 1}) - q_0}{\Delta}\right\rfloor, \quad \text{where} \quad \Delta = \frac{q_2^{\pm 1} - q_0}{2^p - 1}
$$

(4)
where $\theta^p$ and $\theta^q$ denote the parameters of the FP model and the quantized model, respectively. Here, $\lfloor \cdot \rceil$ is the round operator, $q_0$ and $q_{2^k-1}$ are the quantization clipping values, and $k$ is the quantization bit-precision.

C. PSAQ-ViT: Patch Similarity Metric

As stated before, ViTs do not have BN layers that store information about the original training data, leaving no available absolute value prior information to generate the samples for performing quantization, which is the major challenge of data-free quantization for ViTs. Therefore, the previous version of this work, PASQ-ViT, is to mine deeper into the prior information of the pretrained ViTs and thus explore a reliable relative value metric that can well describe the general difference between Gaussian noise and real images, so that we can reduce this difference to make the Gaussian noise approximate the real images.

As the unique structure in ViTs, the self-attention module learns interpatch feature representations, which are believed to contain a certain amount of original data information. Consequently, we provide an in-depth analysis of the inference process of the self-attention module, and then we observe that the reason the model can make good decisions is that the self-attention module can distinguish the foreground from the background of the training data, thus allocating more attention to the foreground that is more important for the decision. Since the input of ViTs is independent vectors mapped by 2-D patches, the responses of the self-attention module to different patches are significantly different, i.e., the foreground patches receive more attention. More specifically, when the pretrained model executes inference, real images consistently produce the above features, while Gaussian noise, whose foreground is not easily extracted, does not have a similar capability and inevitably leads to homogeneous responses, as shown in Fig. 2. Note that the real images here are only used to verify the general difference (e.g., a certain metric of the real images is always larger than that of Gaussian noise), and they will not be involved in any subsequent process. Therefore, this general difference can indirectly represent the prior information of ViTs and thus can be used to design the relative value metric to guide the sample generation.

Based on the above insights, we work on designing a reliable metric that can measure the diversity of the self-attention module’s responses. For the $l$th block in ViTs, the output of the MSA module is defined as $O_l \in \mathbb{R}^{B \times H \times N \times d}$ ($l \in \{1, \ldots, L\}$), where each dimension denotes the batch size, number of heads, number of patches, and hidden size, respectively. To simplify the expression, we ignore the batch dimension, i.e., $O_l \in \mathbb{R}^{H \times N \times d}$.

Due to the relative value metric, it is necessary to first normalize $O_l$ to ensure the fairness of the comparison. We accomplish this by calculating the cosine similarity between each subspace vector in the patch dimension, specifying the data range at $[-1, 1]$, as follows:

$$
\Gamma_l(u_i, u_j) = \frac{u_i \cdot u_j}{||u_i|| \cdot ||u_j||}
$$

where the numerator represents the inner product of the vectors, and $||\cdot||$ denotes the $l_2$ norm. Here, $u_i, u_j \in \mathbb{R}^{H \times d}$ ($i, j \in \{1, \ldots, N\}$) is the $i$th $j$th vector in the patch dimension of $O_l$, and $\Gamma_l(u_i, u_j)$ represents the cosine similarity between $u_i$ and $u_j$. After pairwise calculations, we obtain the $l$th block’s cosine similarity matrix $\Gamma_l = [\Gamma_l(u_i, u_j)]_{N \times N}$, which is a symmetric matrix and is termed as patch similarity.
The diversity of patch similarity can potentially represent the diversity of the original data, which not only elegantly achieves data normalization, but also has the additional advantage of achieving reasonable \((Hd/N)\)-fold dimensionality reduction \((\mathbb{R}^{H \times N \times d} \to \mathbb{R}^{N \times N})\). For instance, for the DeiT-B model, the amount of data is reduced by a factor of 3.92, which can greatly improve the subsequent computational efficiency.

Then, the diversity of patch similarity is measured by the information entropy, which can represent the amount of information expressed by the input data. To ensure gradient back-propagation, we employ the differential entropy that has greatly increased the subsequent computational efficiency.

In this stage, both the diversity of patch similarity and the model discrepancy are considered individually below.

\[ L_{\text{PSE}} = \sum_{l=1}^{L} \mathcal{E}(\mathbf{G}_l; \mathcal{G}) \]  

\[ L_{\text{D}} = \mathcal{D}(\mathcal{O}_G, \mathcal{O}_P; \mathcal{G}) = \frac{1}{n} \| \mathcal{Q}(\mathcal{G}) - \mathcal{P}(\mathcal{G}) \|_1 \]  

**D. Adaptive Teacher–Student Strategy**

To enhance the performance of data-free quantization in PSAQ-ViT, we introduce an adaptive teacher–student strategy, which drives the quantized model (student) to imitate the FP model (teacher) with the help of the generated samples. Here, adaptivity is reflected in the fact that instead of a one-time synthesis, the generated samples evolve alternately with the quantized model in a cycle. This competitive and interactive nature forces the gradual emergence of new features in the generated samples and thus facilitates the quantized model to constantly learn new knowledge. Specifically, they cyclically play a two-player minimax game with respect to the model discrepancy \(\mathcal{D}(\mathcal{O}_Q, \mathcal{O}_P; \mathcal{G})\) as follows:

\[ \begin{align*} \mathcal{Q}^*, \mathcal{G}^* & = \arg \min_{\mathcal{Q}, \mathcal{G}} \mathcal{D}(\mathcal{O}_Q, \mathcal{O}_P; \mathcal{G}) \\ \mathcal{Q}_i & = \mathcal{P}(\mathcal{G}_i) \end{align*} \]  

where \(\mathcal{O}_Q\) and \(\mathcal{O}_P\) are the output logits of the quantized model and the FP model when the input is \(\mathcal{G}\), respectively.

In the typical real-data-driven knowledge transfer or distillation applications, Kullback–Leibler (KL) divergence is a popular metric for estimating model discrepancy. However, our minimax game is different from these cases where the student can greedily perform one-time learning from the soft targets produced by the teacher, thus it has unsatisfactory contributions. Specifically, the distance described by KL divergence is loose, which makes the optimization space become small after the quantized model converges to the currently generated samples, i.e., the results of KL divergence are similar when inputting samples with new features, which causes gradient decay and thus hinders the competition and constant evolution of the generated samples and the quantized model. Thus, we employ a more robust function, mean absolute error (MAE), to construct a better search space, and the Discrepancy Loss is defined as follows:

\[ \mathcal{L}_{\text{D}} = \mathcal{D}(\mathcal{O}_Q, \mathcal{O}_P; \mathcal{G}) = \frac{1}{n} \| \mathcal{Q}(\mathcal{G}) - \mathcal{P}(\mathcal{G}) \|_1 \]  

where \(n\) is the length of the output logits, e.g., category number for classification and prediction map size for detection and segmentation.

In practice, each cycle in the above minimax game can be divided into two stages, each of which is discussed in detail below. In stage 1, we fix the FP model \(\mathcal{P}\) and the quantized model \(\mathcal{Q}\) and only update the generated samples \(\mathcal{G}\) by maximizing the model discrepancy \(\mathcal{D}(\mathcal{O}_Q, \mathcal{O}_P; \mathcal{G})\). Intuitively, the purpose of this action is to encourage generating more confusing samples. Thus, for this purpose, new features are forced to emerge gradually in the generated samples \(\mathcal{G}\), which can drive the samples to discover missing representations and potentially increase their informativeness and diversity. In stage 2, the FP model \(\mathcal{P}\) and the generated samples \(\mathcal{G}\) are fixed, and the model discrepancy \(\mathcal{D}(\mathcal{O}_Q, \mathcal{O}_P; \mathcal{G})\) is minimized to update the quantized model \(\mathcal{Q}\), which drives the quantized model to imitate the FP model to obtain the promising performance. In this manner, the two stages are executed alternately, allowing for the cyclic evolution of the generated samples and the quantized model.

\[ L_{\text{PSE}} - \alpha \cdot L_{\text{D}} \]

\[ L_{\text{PSE}} = \sum_{l=1}^{L} \mathcal{E}(\mathbf{G}_l; \mathcal{G}) \]

\[ L_{\text{D}} = \mathcal{D}(\mathcal{O}_Q, \mathcal{O}_P; \mathcal{G}) = \frac{1}{n} \| \mathcal{Q}(\mathcal{G}) - \mathcal{P}(\mathcal{G}) \|_1 \]

**E. Overall Pipeline**

We fuse the patch similarity metric and the adaptive teacher–student strategy to obtain the overall scheme, which is summarized in Algorithm 1. Following the teacher–student strategy, the overall pipeline is also performed in a two-stage cycle consisting of sample generation and quantization learning. The procedure and loss functions of each stage are described individually below.

1) Sample Generation: In this stage, both the diversity of patch similarity and the model discrepancy are considered to search for a satisfactory sample space. Specifically, we combine the Patch Similarity Entropy Loss \(L_{\text{PSE}}\) and the Discrepancy Loss \(L_{\text{D}}\), and since they are to be maximized, the loss \(L_{\text{gs}}\) of sample generation is defined as follows:

\[ L_{\text{gs}} = -L_{\text{PSE}} - \alpha \cdot L_{\text{D}} \]

\[ L_{\text{gs}} = -\sum_{l=1}^{L} \mathcal{E}(\mathbf{G}_l; \mathcal{G}) - \alpha \cdot \left[ \frac{1}{n} \| \mathcal{Q}(\mathcal{G}) - \mathcal{P}(\mathcal{G}) \|_1 \right] \]

where \(\alpha\) is a balance coefficient. Note that in contrast to PSAQ-ViT, there is no auxiliary category prior in the above equation, which ensures the generality of the scheme.

2) Quantization Learning: In this stage, we utilize the samples generated in the former stage to facilitate the learning of the quantized model under the supervision of the FP model.
It is also worth noting that all the objective functions are task-independent, thus the proposed scheme is general-purpose and compatible with a broad range of vision tasks, and they are also model-independent, which allows for different teacher and student model structures, e.g., the learning of quantized DeiT-T can be performed under the supervision of DeiT-B.

IV. EXPERIMENTS

A. Implementation Details

1) Models and Datasets: We evaluate PSAQ-ViT V2 on various popular models for image classification, object detection, and semantic segmentation with the following models and datasets.

2) Comparison Methods: It is naturally necessary to make a comparison with the previous version PSAQ-ViT, however, it is unfair and inadequate to compare with only PSAQ-ViT, because PSAQ-ViT only performs quantization parameter calibration without a learning process, and it contains the category prior, which is not applicable to detection and segmentation tasks. Therefore, we have to build a reasonable comparison method, called Standard V2, on our own. Standard V2 is distinguished from Standard in the previous version. Standard V2 introduces the model interaction and directly uses real training data with the Discrepancy Loss $L_D$ for teacher–student learning, and it traverses the training set once to complete convergence. For a fair comparison, we make sure to use the same number of samples, more intuitively, in PSAQ-ViT V2, the result of multiplying the number of iterations, $q_{step}$, and batch size is equal to the size of the training set. All other settings for Standard V2 and PSAQ-ViT V2 are the same.

3) Experimental Settings: All experiments in this work are implemented in PyTorch. For a fair demonstration of effectiveness, we employ the most basic quantization method, i.e., for weights, symmetric uniform quantization with vanilla MinMax strategy is applied; for activations, asymmetric uniform quantization is applied, and the default strategy is vanilla MinMax.

---

**Algorithm 1 PSAQ-ViT V2 Pipeline**

**Input:** A pre-trained FP vision transformer $P$.

**Output:** A quantized vision transformer $Q$.

Initialize the quantized model $Q$ by Eq. 4;
Randomly produce Gaussian noise $G \sim \mathcal{N}(0, 1)$;

for number of iterations do

# Stage 1: Sample generation

\[
G = \arg \max_g \left[ \sum_{i=1}^{l} \mathbb{E}(\Gamma_i; G) + \alpha \mathcal{D}(O_Q, O_P; G) \right]
\]

for $q_{step}$ do

Input $G$ into $P$ and $Q$ to obtain $O_P$ and $O_Q$;
Hook attention of $P$ and calculate $\Gamma_i$ by Eq. 5;
Calculate $L_{PSE}$ by Eq. 8;
Calculate $L_D$ by Eq. 10;
Combine the losses to obtain $L_G$ by Eq. 11;
Fix $P$ and $Q$, update $G$ by minimizing $L_G$;
end

# Stage 2: Quantization learning

\[
Q = \arg \min_{Q} \mathcal{D}(O_Q, O_P; G)
\]

for $q_{step}$ do

Perform image augmentation $\hat{G} = \text{aug}(G)$;
Input $\hat{G}$ into $P$ and $Q$ to obtain $O_P$ and $O_Q$;
Calibrate clipping values $q_0$ and $q_{2^{n-1}}$ of $Q$;
Calculate $L_Q$ by Eq. 12;
Fix $P$ and $G$, update $Q$ by minimizing $L_Q$;
end

---

However, since the batch size of the generated samples is small (e.g., 32), the fearful overfitting cases typically appear in quantization learning, which poses a challenge to the constant and effective learning of the quantized model. A naive approach is to simply increase the batch size in the former stages, but this brings unexpected computational overhead. Therefore, we employ image augmentation to cost-effectively expand the sample capacity, following the method in SimCLR [53] whose augmentation policy includes random crop (with flip and resize), color distortion, and Gaussian blur.

Then, we input the augmented samples $\hat{G}$ into the FP model and the quantized model, calibrate the quantization clipping values $q_0$ and $q_{2^{n-1}}$, and update the quantized model by minimizing the model discrepancy via the following loss:

\[
L_Q = L_D = \frac{1}{n} ||Q(\hat{G}) - P(\hat{G})||_1. \quad (12)
\]

After several iterations of learning in the above two stages, the generated samples and the quantized model will reach an ideal balance point, where the model discrepancy no longer changes after iterations, i.e., the generated samples cannot pull apart the FP model and the quantized model, and the quantized model have learned the full transferred knowledge. In this case, the quantized model is considered to be functionally identical to the FP model.
if not specifically declared. We adopt Adam [62] optimizer in both sample generation and quantization learning stages, where the search space of learning rate is \((0.2, 0.25)\) in sample generation and \((5e^{-7}, 1e^{-6}, 2e^{-6})\) in quantization learning. Although further hyperparameter tuning may achieve better accuracy, for uniformity, all our experiments are conducted using batch size 32 and weight decay 1e-4. The hyperparameter \(\alpha\) is set to 1.0 after a simple grid search, and its selection has little effect on the final performance. All experiments are done on a single NVIDIA GeForce RTX 3090 GPU.

### B. Quantization Results for Image Classification

We start by discussing the quantization results on ImageNet image classification, which is compared with the previous version PSAQ-ViT and the real-data-driven Standard V2. Interestingly, our proposed PSAQ-ViT V2 without access to the original dataset can even slightly outperform Standard V2. This is partly thanks to the Patch Similarity Entropy Loss \(L_{PSE}\). It forces the distinction between foreground and background in the generated samples according to the response of the self-attention module, and then when these samples are utilized to calibrate the quantization parameters, they in turn reinforce the functionality of the self-attention module, thus acting as positive feedback that can reduce the activation outliers to some extent and therefore improve the tolerance to parameter clipping. The Discrepancy Loss \(L_D\) also contributes to the surprising performance. It encourages increasing the discrepancy between the FP model and the quantized model to force the emergence of new hard-to-discriminate features in the samples, and these features can be regarded as support vectors (aka hard instances) that contain more typical and instructive knowledge, thus promoting more effective learning of the quantized model.

Table I shows the quantization results for various models at different quantization bit-precisions. For the quantization of DeiT-T, our proposed PSAQ-ViT V2 improves 3.04% over the previous version at W4/A8 precision, and achieves 72.17% accuracy at W8/A8 precision with only 5 MB memory footprint. DeiT-S quantized with our method improves 0.38% and 0.32% over the real-data-driven Standard V2 at W4/A8 and W8/A8 precisions, respectively. Similar to the previous models, the quantization results of DeiT-B also show that PSAQ-ViT V2 achieves the best performance, with 2.44% and 0.32% improvements over PSAQ-ViT and Standard V2 at W4/A8 precision, respectively, and only 0.33% accuracy reduction compared to the FP model at W8/A8 precision with fourfold compression. When using the vanilla MinMax quantization strategy, the parameter distribution of Swin is highly sensitive to discretization; for instance, PSAQ-ViT produces 9.56% and 6.00% accuracy degradation in the W4/A8 and W8/A8 quantization of Swin-T, respectively. Fortunately, the proposed teacher–student strategy updates the parameter distribution in the model to make it quantization-friendly, and thus achieves significant accuracy compensation of 4.49% and 4.86% at W4/A8 and W8/A8 precisions, respectively. The adaptive nature of our method is also more evident in Swin; for instance, for the W4/A8 and W8/A8 quantization of Swin-S, our method achieves performance improvements of 0.64% and 0.71% over Standard V2, respectively.

#### Table I

**Quantization Results on ImageNet Image Classification. We Compare the Proposed PSAQ-ViT V2 with the Previous Version PSAQ-ViT, as Well as Standard V2, Which Uses an Equal Number of Real Samples for Direct Teacher–Student Learning. PSAQ-ViT V2 Significantly Improves the Quantization Accuracy, Even Slightly Outperforming Real-Data-Driven Standard V2. Here, "No Data" Indicates That No Real Data Participate in the Quantization Process, and "Wx/Ay" Denotes Quantifying the Weights and Activations to \(x\)-Bit and \(y\)-Bit, Respectively. We Abbreviate Quantization Precision as "Prec.," Model Size as "Size" (in MB), Bit Operations [63] as "BOPS" (in G), and Top-1 Test Accuracy as "Top-1" (in %).**

| Model     | Method     | No Data | Prec. | Size | BOPS | Top-1  |
|-----------|------------|---------|-------|------|------|--------|
| Baseline  | –          | FP      | 20    | 1106 | 72.21|
| DeiT-T    | PSAQ-ViT   | ✓       | W4/A8 | 2.5  | 34.6 | 65.57  |
|           | Standard V2| ×       | W4/A8 | 2.5  | 34.6 | 64.83  |
|           | PSAQ-ViT V2| ✓       | W4/A8 | 2.5  | 34.6 | 68.61  |
| Baseline  | –          | FP      | 88    | 4710 | 79.85|
| DeiT-S    | PSAQ-ViT   | ✓       | W4/A8 | 11   | 147  | 73.23  |
|           | Standard V2| ×       | W4/A8 | 11   | 147  | 75.98  |
|           | PSAQ-ViT V2| ✓       | W4/A8 | 11   | 147  | 76.36  |
| Baseline  | –          | FP      | 344   | 17920| 81.85|
| DeiT-B    | PSAQ-ViT   | ✓       | W4/A8 | 43   | 560  | 77.05  |
|           | Standard V2| ×       | W4/A8 | 43   | 560  | 79.17  |
|           | PSAQ-ViT V2| ✓       | W4/A8 | 43   | 560  | 79.49  |
| Baseline  | –          | FP      | 116   | 4608 | 81.35|
| Swin-T    | PSAQ-ViT   | ✓       | W4/A8 | 14.5 | 144  | 71.79  |
|           | Standard V2| ×       | W4/A8 | 14.5 | 144  | 75.51  |
|           | PSAQ-ViT V2| ✓       | W4/A8 | 14.5 | 144  | 76.28  |
| Baseline  | –          | FP      | 200   | 8909 | 83.20|
| Swin-S    | PSAQ-ViT   | ✓       | W4/A8 | 25   | 278  | 75.14  |
|           | Standard V2| ×       | W4/A8 | 25   | 278  | 78.32  |
|           | PSAQ-ViT V2| ✓       | W4/A8 | 25   | 278  | 78.86  |
| Baseline  | –          | FP      | 50    | 557  | 76.64|
| Swin-T    | PSAQ-ViT   | ✓       | W4/A8 | 50   | 557  | 76.64  |
|           | Standard V2| ×       | W4/A8 | 50   | 557  | 81.42  |
|           | PSAQ-ViT V2| ✓       | W4/A8 | 50   | 557  | 82.13  |

1. **Results of Combining With Advanced Strategies:** Since our method is orthogonal to the quantization strategies, we combine PSAQ-ViT V2 with advanced quantization strategies to further improve the performance, as shown in Table II. First, we employ exponential moving average (EMA), which smooths the quantization clipping values, to replace vanilla MinMax, achieving an accuracy gain of 0.97% and 1.05% in the W4/A8 quantization of DeiT-T and Swin-T, respectively. Moreover, as mentioned before, the model prior and loss functions in PSAQ-ViT V2 are model-independent, thus allowing for different teacher and student model structures. Here, we employ the base model to supervise the quantization.
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TABLE II QUANTIZATION RESULTS OF COMBINING WITH ADVANCED STRATEGIES, INCLUDING EMA FOR SMOOTHING THE QUANTIZATION CLIPPING VALUES AND SUPERVISED LEARNING BY A BETTER TEACHER. FOR THE LATTER, HERE, WE EMPLOY THE BASE MODEL TO SUPERVISE THE QUANTIZATION OF THE CORRESPONDING TINY MODEL.

| Model  | Method  | Advanced | No Data | Prec. Size | BOPS | Top-1  |
|--------|---------|----------|---------|------------|------|--------|
| DeiT-T | Baseline | —        | —       | FP | 20 | 1106 | 72.21  |
| PSAQ-ViT V2 | EMA  | ✓        |         | W4/A8 | 2.5 | 34.6  | 68.61  |
|          | P*:DeiT-B | ✓        |         | W4/A8 | 2.5 | 34.6  | 69.58  |
| Swin-T  | Baseline | —        | —       | FP | 116 | 4608 | 81.35  |
| PSAQ-ViT V2 | EMA  | ✓        |         | W4/A8 | 14.5 | 144  | 76.28  |
|          | P*:Swin-B | ✓        |         | W4/A8 | 14.5 | 144  | 77.33  |

Fig. 3. Fake samples (224 × 224 pixels) generated using PSAQ-ViT and PSAQ-ViT V2 (including mid and final iterations), which only need a pre-trained FP model on ImageNet and no additional information. Compared to the previous version with category guidance, the samples generated by this work are more informative and diverse. In addition, during the cyclic iterations, the samples are progressively evolving, with continuously emerging new features and increasingly evident semantic information, thus facilitating constant and effective learning of the quantized model. (a) Noise. (b) PSAQ-ViT. (c) PSAQ-ViT V2 (Mid iteration). (d) PSAQ-ViT V2 (Final iteration).

To demonstrate the validity of the Patch Similarity Entropy Loss $L_{PSE}$ more obviously, we also conduct the comparison experiments of the kernel density curves of the patch similarity for each block in DeiT-B model when the input is the real image, Gaussian noise, and the generated image, as shown in Fig. 4. For the responses to Gaussian noise, the kernel density curves all show a concentrated unimodal shape and the central value of the curve is high, indicating a high degree of similarity between each patch of Gaussian noise and thus a full classification as background or foreground. Fortunately, the kernel density curves corresponding to our generated images are very approximate to those corresponding to the real images. They all show a dispersed bimodal shape, indicating a high diversity of responses, and the left and right peaks of curves describe inter and intracategory similarity, respectively, which is in line with the expectation that the images can easily be distinguished between foreground and background.

C. Quantization Results for Object Detection

Unlike PSAQ-ViT which is only applicable to the image classification task, PSAQ-ViT V2 is general and compatible with a broad range of vision tasks. Here, the Cascade Mask R-CNN framework with Swin-S/DeiT-S as the backbone, which achieves state-of-the-art (SOTA) performance on object detection and instance segmentation tasks on COCO dataset, is used to perform quantization experiments and the results are reported in Table III. To the best of our knowledge, this is the first attempt to perform data-free quantization of ViTs for object detection and instance segmentation.

When using DeiT-S as the backbone, PSAQ-ViT V2 achieves consistently better performance than Standard V2, with 0.3 higher box average precision (AP) and 0.4 higher mask AP at W4/A8 precision, and it achieves 47.3 box AP and 40.8 mask AP at W8/A8 precision, enabling a fourfold almost lossless compression. In the case of applying Swin-S as the backbone, our method also shows promising performance, outperforming Standard V2 by 0.6 box AP and 0.6 mask AP at W8/A8 precision, which is only 0.9 box AP and 0.6 mask AP lower than the FP model.
For a more intuitive view of the performance of the quantized model, we visualize the detection results and compare them with those of the FP model, as illustrated in the first row in Fig. 5. The backbone we employ is Swin-S. It can be seen that the quantized model at W8/A8 precision achieves similar performance to the FP model, with slight differences in partial classification scores, e.g., the score for ‘baseball glove’ changes from 0.97 to 0.92. And when performing W4/A8 quantization, the hard small object “baseball bat” is misclassified into “tennis racket,” while the results of easy objects such as “person” are unaffected.

D. Quantization Results for Semantic Segmentation

Our proposed PSAQ-ViT V2 can also be applied to the semantic segmentation task. We employ the UperNet framework with Swin-S/DiET-S as the backbone, which is the SOTA scheme on the semantic segmentation task on the ADE20K dataset, and the quantization results are shown in Table IV. To the best of our knowledge, this is the first attempt to quantize ViTs for semantic segmentation without any real data.

The discretization of the model parameters has a large impact on the pixel-level semantic segmentation, making the accuracy of the quantized model not as encouraging as the results on previous tasks. For instance, W8/A8 quantization cannot achieve lossless compression but rather produces an accuracy degradation greater than 1 mean Intersection over Union (mIoU). This effect also acts on Standard V2 using real data, thus the performance advantage of our method over Standard V2 does not change. For the quantization of DeiT-S/UperNet, our proposed PSAQ-ViT V2 achieves 39.9 and 42.7 mIoU at W4/A8 and W8/A8 precisions, respectively, which are 0.3 and 0.2 mIoU higher than Standard V2. Similarly, in the W4/A8 and W8/A8 quantization of Swin-S/UperNet, our method also consistently has performance benefits over Standard V2.

In addition, we also perform visualizations of the segmentation results, as illustrated in the second row in Fig. 5.

The backbone we employ is Swin-S. As we can see, the quantized model at W8/A8 precision is comparable to the FP model for the overall segmentation performance, while there is a slight difference in the recognition of a few small regions. In the case of compressing the model to W4/A8 precision, the segmentation results are not good for semantically weak regions, for instance, the object in the lower left corner of the image is not well recognized.

E. Ablation Studies

Here, we perform two ablation studies to verify the effectiveness of each component of the proposed method. First, we explore the contributions of the Patch Similarity Entropy Loss $L_{PSE}$ and the Discrepancy Loss $L_D$ in sample generation, as shown in Table V. Without any optimization, inputting Gaussian noise directly to guide the learning of the quantized model can produce severe performance degradation. When only $L_D$ is utilized on Gaussian noise to perform the minimax game, there is a slight improvement in accuracy, but it is still far from satisfactory. In summary, in the absence of real data, the quantization performance obtained directly with Gaussian noise is unacceptable. Thus, $L_{PSE}$-guided optimization to make the Gaussian noise approximate the real images is highly necessary. For instance, when performing W4/A8 quantization of DeiT-S, only $L_{PSE}$-guided optimization achieves 74.69% accuracy, which is 59.97% higher than Gaussian noise. Furthermore, we add $L_D$ to introduce the model interaction so that the quantized model enjoys a more adequate knowledge transfer, resulting in a better performance with a 1.67% improvement. Similar comparative results are also obtained in the W4/A8 quantization of Swin-S, where using $L_{PSE}$ further improves to a satisfactory 78.86%. The above results fully demonstrate the critical role of $L_{PSE}$ and $L_D$ in improving the quantization performance.

Second, we compare the performance of different estimation functions for the model discrepancy $D(C_Q, O_P; \mathcal{G})$, and the results are reported in Table VI. The experimental results verify the previous analysis that KL divergence leads to a dying minimax game since it produces decaying gradients...
Fig. 5. Visualization of detection and segmentation results for the FP model and the quantized model. The backbone is Swin-S. The first row shows the results of object detection and instance segmentation on the COCO dataset, and the second row shows the results of semantic segmentation on the ADE20K dataset. The performance of the quantized model with W8A8 precision is comparable to that of the FP model, and there is a slight performance degradation with W4A8 precision, for instance, in object detection, the results of easy objects such as “person” are unaffected, but the hard small object “baseball bat” is misclassified into “tennis racket.”

| Model   | $\mathcal{L}_{PSN}$ | $\mathcal{L}_D$ | Prec. | Size | BOPS | Top-1 |
|---------|---------------------|-----------------|-------|------|------|-------|
| DeiT-S  | □ □                | W4/A8           | 11    | 147  | 79.85 |
|         | □ □                | W4/A8           | 11    | 25.81|
|         | □ □                | W4/A8           | 11    | 74.69|
| Swin-S  | □ □                | W4/A8           | 25    | 78.86|
|         | □ □                | W4/A8           | 25    | 77.03|
|         | □ □                | W4/A8           | 25    | 147  |

| Model   | $\mathcal{L}(Q_O, O_P; \hat{g})$ | Prec. | Size | BOPS | Top-1 |
|---------|---------------------------------|-------|------|------|-------|
| DeiT-S  | □ □                            | W4/A8 | 11    | 74.56|
|         | □ □                            | W4/A8 | 11    | 75.23|
|         | □ □                            | W4/A8 | 11    | 75.57|
|         | □ □                            | W4/A8 | 11    | 75.51|
| Swin-S  | □ □                            | W4/A8 | 25    | 78.86|
|         | □ □                            | W4/A8 | 25    | 78.55|
|         | □ □                            | W4/A8 | 25    | 78.63|

TABLE V
Ablation Studies on the Losses for Updating the Generated Samples $g$. The Patch Similarity Entropy Loss $\mathcal{L}_{PSN}$ Plays a Crucial Role in Sample Generation. On This Basis, the Model Interaction Introduced by the Discrepancy Loss $\mathcal{L}_D$ Also Substantially Improves the Quantization Accuracy.

TABLE VI
Ablation Studies on the Estimation Functions of the Model Discrepancy $\mathcal{L}(Q_O, O_P; \hat{g})$. KL Divergence Produces Decaying Gradients After Converging to the Current Generated Samples, Leading to an Unsatisfactory Minimax Game. Here, $T$ is the Temperature Coefficient. In Contrast, the MAE we Employ Is the Promising Function in the Minimax Game.

after converging to the current generated samples. The reason is that in our minimax game, the student greedily performs one-time learning from the teacher, which leaves little room for optimizing KL divergence, so the KL divergence results are similar when inputting samples with new features, thus hindering the competition and constant evolution of the generated samples and the quantized model. More specifically, we evaluate the performance of KL divergence for multiple temperature settings $T \in \{20, 10, 5, 1\}$ and find that as the temperature preliminarily decreases (e.g., from 20 to 10), the constraint on the soft label is tightened and the above issue is slightly alleviated. Intuitively, in the W4/A8 quantization of DeiT-S, the accuracy is improved from 74.56% to 75.23%. Whereas, after the temperature is small, further reduction does not improve the performance any further, for example, similar performance (75.57% and 75.51%) is achieved at temperatures of 5 and 1. This indicates that the above issues are not radically ameliorated. In addition, we introduce an advanced dynamic temperature strategy [64], which offers some improvements over the scheme with the fixed temperature, however, it is still weaker than the scheme with the MAE function, with the latter being 0.46% and 0.31% higher in the W4/A8 quantization of DeiT-S and Swin-S, respectively. The above results fully demonstrate the validity of the MAE function, which provides a better search space for the minimax game and thus can effectively solve the gradient decay issue.

V. Conclusion

In this article, we propose an enhanced version on top of PSAQ-ViT, called PSAQ-ViT V2, which is a more accurate and general data-free quantization framework for ViTs. Specifically, we follow the relative value metric proposed by PSAQ-ViT and maximize the entropy of patch similarity to facilitate the approximation of Gaussian noise to the real images, which is also the core component of sample generation in PSAQ-ViT V2. On this basis, we introduce an adaptive teacher–student strategy, which facilitates the constant cyclic evolution of the generated samples and the quantized model under the supervision of the FP model. Its competitive and interactive nature can improve the informativeness and diversity of the generated samples and encourage more effective
learning of the quantized model, thus significantly improving the quantization accuracy. It is also worth noting that the model prior and objective functions we employ are task- and model-independent, making PSAQ-ViT V2 general-purpose and compatible with various vision tasks, including image classification, object detection, and semantic segmentation. We perform extensive experiments on various models for multiple tasks and consistently obtain SOTA results, which can even outperform the real-data-driven method under the same settings. In addition, for a more intuitive representation, we also visualize the generated samples on the image classification task and the results of the quantized model on the object detection and semantic segmentation tasks.

As part of future work, one could combine more advanced quantization methods (e.g., nonuniform quantization) to achieve lower bit-precision (e.g., 4-bit) compression. Furthermore, one could extend the sample generation method to a wider range of application scenarios, including data-free knowledge distillation and data-free black-box attacks.
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