Pulse shaping in the terahertz frequency range for the control of photo-excited carriers in graphene
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The shape of a few-cycle terahertz (THz) laser pulse can be optimized to provide control over conduction band populations in graphene. To demonstrate this control in a theoretical way, a spectral parametrization of the driving pulse using B-splines is used in order to obtain experimentally realistic pulses of bandwidth ~ 30 THz. Optimization of the spectral shape is performed via differential evolution, using the B-spline expansion coefficients as decision variables. Numerical results show the possibility of changing the carrier density in graphene by a factor of 4 for a fixed pulse energy. In addition, we show that it is possible to selectively suppress or enhance multi-photon absorption features by optimizing over narrow windows in reciprocal space. The application of pulse shaping to the control of scattering mechanisms in graphene is also discussed.

I. INTRODUCTION

The electronic band structure of graphene, characterized by a linear dispersion relation, makes it an ideal material for the study of the fundamentals of light-matter interactions [1, 2]. In fact, because of the small value of its Fermi velocity and the absence of a bandgap in monolayer graphene, multiphoton transitions in the strong-field regime correspond to accessible laser frequencies, i.e. in the visible range or smaller. As a direct result of these properties, graphene is sensitive to the temporal shape of strong-field, few-cycle pulses [3]. This sensitivity has led to many applications of laser-driven graphene such as controlling directional photo-currents [4], graphene polarizers [5, 6] and giant lateral shifts [7, 8].

The research field of “high-field physics” in graphene has gained momentum with the advent of intense terahertz (THz) radiation sources [9, 10]: short pulses with peak electric fields in the kV/cm range are now commonplace [11, 12], with some leading-edge sources even reaching the MV/cm threshold [13]. As an illustration, THz radiation can lead to high-harmonic radiation when used to pump a graphene mono-layer [14]. In addition, the ultra-fast carrier dynamics in graphene induced by short THz pulses can be probed using techniques such as angle-resolved photoemission spectroscopy (ARPES) [15–17].

The result of momentum-resolved experiments with graphene has been the subject of several articles in recent years, most of which consider the effect of a short optical or THz pulse on the conduction band population in reciprocal space [3, 13, 14, 15, 20]. Theoretical investigations have revealed that the details of the temporal pulse shape, for instance the carrier-envelope phase, can have a manifest impact on the momentum space patterns [3, 14]. In this article, we consider the inverse problem, namely finding the temporal pulse shape which minimizes the photo-induced carrier density in graphene over a predefined momentum window. The numerical solution of this problem is performed using differential evolution (DE), a high-level optimization algorithm. Pulse shaping problems are also encountered in several other areas of physics, for instance atomic and molecular physics, quantum electrodynamics (QED) and quantum information, and are tackled using various high-level techniques [21–25]. The results of this article may thus find application in other subfields of physics besides laser-irradiated graphene and related Dirac materials. Control over THz pulse shapes through spectral amplitudes or phases has been performed recently using several techniques such as photoexcited semiconductors [26], dynamic waveguides [27] and plasmonic metasurfaces [28].

In this work, optimization constraints on the THz spectrum are chosen to obtain short pulses that can be generated experimentally. To achieve this theoretically, the pulse spectrum is parametrized using a B-spline polynomial basis, and the corresponding expansion coefficients are used as inputs of the DE solver following a procedure described in Ref. [25] for the optimization of Schwinger’s mechanism in QED. This parametrization ensures a certain level of smoothness in the spectrum of the resulting THz pulses, and results in a low-dimensional search space, thus speeding up optimization runs. Other than this choice of a B-spline basis, few assumptions are made as to the details of the final pulse. The main finding of the article is that the photo-induced carrier density in graphene can be varied by a factor of 4 for a fixed THz fluence, leading to the possibility of using spectral optimization as a control knob over scattering mechanisms in Dirac materials. In addition, we are able to selectively suppress or enhance multiphoton absorption features by using the pulse fluence as an additional control parameter in optimization calculations.

This article is organized as follows. The pulse shaping problem central to this work is presented in section
II. PROBLEM DEFINITION

Consider Dirac fermions in a graphene mono-layer in the presence of a linearly polarized electric field, which is uniform in space and parallel to the graphene plane. Assuming that electron-electron interactions and carrier relaxation can be neglected (the validity of these assumptions is discussed in Sec. III A), the fermion dynamics are governed by the time-dependent Dirac equation (TDDE) in reciprocal space, or $p$-space (we use units such that $h = 1$):

$$i\partial_t \psi_{s,K_\pm} (t, p) = H_{K_\pm} \psi_{s,K_\pm} (t, p),$$

where $\psi_{s,K_\pm} (t, p)$ is the wavefunction, $s$ is the physical spin of the electron and $K_\pm$ are non-equivalent Dirac points, corresponding to the valley pseudospin. The graphene Hamiltonian is characterized by the usual linear dispersion relation and the absence of a mass term:

$$H_{K_\pm} (t, p) = \pm v_F \alpha \cdot (p + eA(t))$$

where $A(t)$ is the time-dependent vector potential, $v_F$ is the graphene Fermi velocity and $\alpha$ is the dyad of Pauli matrices in the space of the two sublattices of graphene. In this work, we consider the problem wherein a short THz pulse described by the vector potential $A(t)$ drives non-adiabatic transitions from the valence to the conduction band of graphene. A non-adiabatic transition from the valence to the conduction band corresponds to a “flip” of the sublattice pseudospin. This dynamical interband process may result in a finite conduction band population after the passage of the pulse, a population which can then be probed using time-resolved ARPES. An alternative way of describing this physical process is that, for a given quasiparticle momentum $p$, the valence and conduction band of graphene behave like a driven two-level atom. When the driving amplitude is large, as is the case for a strong THz pulse, multiphoton processes become relevant.

In this article, the physical observable used in optimization calculations is the electron momentum density (EMD), similar to other theoretical studies of laser-irradiated graphene. This observable is calculated as follows: for a given value of $p$, a free negative energy state is “prepared” and propagated numerically up to the final time $t_f$ (i.e. when the vector potential does not vary anymore) using a split-operator decomposition described in Refs. This observable is then obtained by projecting the numerically computed wavefunction onto a free positive energy state of the TDDE.

Figure 1. Graphene sheet irradiated by a linearly polarized excitation. The driving field $E(t)$ is polarized in the $x$-direction, corresponding to normal incidence.

$$f(t_f, p) = \frac{1}{2\epsilon_p^{in}} \frac{1}{2\epsilon_p^{out}} |u_{s,K_\pm}^{in} (p) \psi_{s,K_\pm}^{out} (t_f, p)|^2;$$

where $\epsilon_p^{in/out}$ are the asymptotic eigen-energies. This observable is equal to the photo-induced pseudospin flip probability, in other words the induced carrier density.

To obtain the total carrier density, this number may be multiplied by 4 to take into account the physical spin and valley pseudospin degeneracies. We assume undoped graphene in this article in other words a Fermi energy equal to zero. This implies that all transitions between the hole-like states with momentum $-p$ and electron-like states with momentum $p$ are allowed. Control of the Fermi energy in graphene at THz frequencies can be achieved through gating of the sample. We also assume that the sample is at absolute zero during the interaction time with the pulse. Thus, our calculations do not include the effect of electron-electron interactions as well as thermal intraband transitions that can occur at non-zero temperatures.

The validity of these assumptions is discussed in section III A.

The basic procedure used in this work is as follows: an objective function which depends on the physical observable $f(t_f, p)$ is defined. Then, decision variables related to an appropriate parametrization of the vector potential $A(t)$ entering in $f$ are chosen. These decision variables are used as inputs of the DE solver, and the vector potential $A(t)$ which minimizes the objective function is found numerically. The parametrization of the vector potential is detailed in subsection II A while the specifics of the DE solver are presented in subsection II B.

A. Terahertz field parametrization

In this article, linearly polarized oscillating fields in the THz frequency range are considered [see Fig. 1 for a schematic]. The fields vary only in the time-domain, and are assumed homogeneous in space. Starting from
the definition of the velocity gauge, one can write

$$E(t) = -\frac{dA(t)}{dt} = E(t)\hat{e}_x.$$  \hspace{1cm} (4)

The time-dependent field is fully characterized by its spectral density $\tilde{E}(\omega)$. Following the approach described in Ref. [26], the density is expanded over a polynomial basis as

$$\tilde{E}(\omega) = \sum_{i=1}^{N_s} a_i B_i(\omega)$$  \hspace{1cm} (5)

where $N_s$ is the number of basis elements, $a_i$ are expansion coefficients and $B_i$ are the basis elements. As will be described in subsection [11], the expansion coefficients $a_i$ are chosen as inputs of the optimization solver. This choice is motivated by the fact that it allows one to search a low-dimensional parameter space, and then "oversample" the optimized spectral density described by [3], thus yielding a smooth, physically realistic THz pulse. The choice of basis elements is not unique. In this work, $B$-spline polynomials of order $k$ are used by design:

$$B_i(\omega) = \delta_{i,k}(\omega).$$  \hspace{1cm} (6)

A detailed description of $B$-splines can be found in Ref. [34], while their application to pulse shaping problems is described in Ref. [25]. In a nutshell, they are favored over other orthogonal polynomials because of their compact support, positive definiteness, the fact that they are easy to generate numerically and the ease of managing boundary conditions with $B$-splines.

$B$-splines are fully determined by their polynomial order, $k$, and a knot vector $(\omega_i)_{i=1,...,N_s+k}$ according to the recurrence relation [34, 35]

$$b_i^{(k)}(\omega) = \frac{\omega - \omega_i}{\omega_{i+k-1} - \omega_i} b_i^{(k-1)}(\omega) + \frac{\omega_{i+k} - \omega}{\omega_{i+k} - \omega_{i+1}} b_{i+1}^{(k-1)}(\omega).$$  \hspace{1cm} (7)

The following initial condition is used to generate $B$-spline coefficients

$$b_i^{(1)}(\omega) = \begin{cases} 1 & \text{for } \omega_i \leq \omega < \omega_{i+1} \\ 0 & \text{otherwise} \end{cases}.$$  \hspace{1cm} (8)

The number of knots at a given frequency determines the continuity condition at that point. In this article, we use the standard choice with knots of multiplicity $k$ at the endpoints $\omega_{\min}$ and $\omega_{\max}$, and knots of multiplicity 1 (simple knots) at the interior points [34]

$$\omega_{\min} = \omega_1 = \ldots = \omega_k < \ldots < \omega_{k+n-2} = \omega_{\max},$$  \hspace{1cm} (9)

where $n$ is the number of breakpoints and $2k+n-2$ is the number of knot points. These two quantities are related to the total number of $B$-splines as $N_s = n + k - 2$. The bandwidth of the parametrized spectrum is fixed by the endpoints $\omega_{\min}$ and $\omega_{\max}$. Outside of this interval, the spectral density is zero by definition.

Boundary conditions can be enforced at the edges of the spectrum by simply removing functions from the basis set. Although this is not necessary in principle [25], this approach is equivalent to changing the multiplicity of knots at the endpoints of the knot vector, [3]. At $\omega = \omega_{\min}$, we impose that the spectral density is zero, but do not enforce continuity. The corresponding condition is

$$a_1 = 0.$$  \hspace{1cm} (10)

Since $B_1$ is the only non-zero spline at $\omega = \omega_{\min}$ [31]. At $\omega = \omega_{\max}$, we require that the spectrum is zero, but that it decreases to zero in a smooth manner. Since $B_{N_s-1}$ is the last spline in the basis set which tends to zero smoothly, the condition used to enforce this behavior is

$$a_{N_s} = a_{N_s-1} = 0.$$  \hspace{1cm} (11)

We have found this choice to yield the most physically realistic THz pulse spectrum possible, that is a spectral density that is continuous everywhere except at $\omega = \omega_{\min}$ where it may reach zero in a nearly discontinuous way [12, 36].

Given a $B$-spline parametrization, one can determine the temporal field shape by resampling the spectrum at equidistant angular frequencies $\Omega_j = (N_{\min} + j)\Delta\omega$ where $j \in [0, j_{\max}] \subset \mathbb{N}$. A given spectral resolution $\Delta\omega$ results in a periodicity $T = 2\pi/\Delta\omega$ of the temporal field profile. The bounds on the sampled spectrum are thus $\Omega_j \in [\omega_{\min},\omega_{\max}]$, where $\omega_{\min} = N_{\min}\Delta\omega$ and $\omega_{\max} = (N_{\max} + j_{\max})\Delta\omega$. Using this sampling, the temporal shape of the applied electric field is given by a superposition of $N + 1$ harmonic modes:

$$E(t) = \sum_{j=0}^{N} \tilde{E}(\Omega_j) \cos(\Omega_j t).$$  \hspace{1cm} (12)

Since the spectral phase is set to zero in this work, [12] describes a field which reaches zero at the endpoints of the temporal interval, i.e at $t = \pm T/2$. The corresponding vector potential can be calculated directly by combining [1] and [12], yielding

$$A(t) = -\sum_{j=0}^{N} \tilde{E}(\Omega_j) \frac{\sin(\Omega_j t)}{\Omega_j},$$  \hspace{1cm} (13)

with $A(t) = A(t)\hat{e}_z$. In actuality, before computing the vector potential $A(t)$ from the value of the applied electric field $E(t)$, the field expression [12] is renormalized to obtain a given value of the pulse fluence, or energy density:

$$U = \frac{c\epsilon_0}{2} \int_{-\infty}^{\infty} dt E^2(t).$$  \hspace{1cm} (14)
As described further in Sec. 11, the fluence of the pulse \( U \) may remain fixed in calculations or be used as a decision variable. Fluences around \( 10^{-4} \) J/cm\(^2\) are used in this article.

The \( B \)-spline parametrization presented in this work, \[5\], can be extended to treat circular polarizations \[24\] or other simple electric field configurations. However, we assume an homogeneous time-dependent electric field in the form of \[12\] to solve the optimization problem in a reasonable time, and because this simple model captures the main physical processes of laser-graphene interactions in the case of normal incidence [see Fig. 1].

\section{B. Optimization solver}

The problem considered in this article consists in finding a THz pulse shape that results in a given carrier density over a pre-defined quasiparticle momentum range. As stated earlier, the decision variables are related to the pulse fluence as well as the spectral parametrization via \( B \)-splines, \[6\]. In mathematical terms, this can be written as a minimization problem

\[
\hat{J} = \min_{\vec{X} \in \mathbb{R}^N} J(\vec{X})
\]

where \( \hat{J} \) is a minimum of the objective function \( J \) in parameter space, \( \vec{X} = \{X_1, X_2, \cdots, X_N\} \) is a decision vector composed of \( N \) decision variables (the choice of these variables will be detailed in section \[11\]). The objective function \( J(\vec{X}) \) is defined in terms of the integrated carrier density in graphene:

\[
J(\vec{X}) = \pm \int_{D_p} d^2 p f(t_f, p)
\]

where \( D_p \) is a pre-defined integration range in momentum space and \( f \) is defined in \[8\]. The sign in front of the integral in \[16\] can be chosen positive if one wishes to minimize the carrier density, and negative if one wishes to maximize it.

The search space of the optimization problem \[15\] is a \( N \)-dimensional hypercube, where \( N \) is the number of decision variables. We start from the hypothesis that the effect of individual decision variables on \[16\] can not be readily isolated, in other words that the search landscape is non-linear. Accordingly, we use DE, an algorithm that has been successfully applied to the suppression of multiphoton resonances in driven two-level systems \[37\] and to the maximization of pair production in QED \[25\]. The algorithm begins with a randomly chosen set of initial guesses called “individuals”, then mutation and recombination operators direct the search towards good solutions using vector differences \[38\]. It is similar to other population-based algorithms that are often used to tackle pulse shaping problems, for example the genetic algorithm (GA) \[21\]/\[24\]. To be concise, DE is a population based, evolutionary optimization algorithm targeted at continuous parameter spaces [see Fig. 2 for visualization].

Several variants of DE exist, most of which differ only in the specifics of how individuals are updated (mutations and recombinations). The variant used in this article (DE/rand/1/bin in DE notation \[38\]) is the same as in Ref. \[24\], thus we refer the interested reader to this article for details. In this work we make use of the PAGMO optimization library \[39\] which contains the aforementioned variant of the DE solver \[40\]/\[41\].

To conclude this description of pulse shaping calculations, let us summarize the basic procedure used to generate numerical results in this article.

1. A momentum range \( D_p \) and the objective function \( J(\vec{X}) \), \[16\], are defined, either with respect to maximization or minimization of the induced carrier density.

2. Optimization variables are chosen. In this work we use the coefficients of the \( B \)-spline parametrization of the spectrum, \[5\], and/or the pulse fluence.

3. The chosen decision variables, which are stored in a vector \( \vec{X} \) are used as inputs of the DE solver: an initial population of solutions is chosen randomly, and is evolved via DE for a fixed number of iterations (often called “generations”). For every individual and generation, the objective function \( J(\vec{X}) \) is evaluated by evolving the TDDE and computing the subsequent density, \[3\]. This step returns a possible “optimum” of the problem, that is the value of the decision vector \( \vec{X} \) which best optimizes the objective function.

Step 3 may be repeated using different random initial populations until a satisfactory solution is found.
results of this parameter sweep are shown in Fig. 3. As a matter of fact, for pulse fluences around $10^{-5} \text{ J/cm}^2$, the maximum achievable carrier density can be as high as 4 times the minimum achievable carrier density. We stress the fact that only the spectral content varies for pulses of equal fluence: the total energy deposited in the graphene sample remains the same.

Let us examine in more detail the pulse shapes resulting in maximization/minimization of the carrier density for a fluence of $4.11 \times 10^{-5} \text{ J/cm}^2$, indicated by a dashed line in Fig. 3. The optimized spectral pulse shapes, as well as the associated temporal shapes and momentum-resolved carrier density, are shown in Fig. 4 (maximization) and in Fig. 5 (minimization). For this fluence value, carriers are created only within the optimization window $\mathcal{D}_p$, with a zero probability of photo-excitation outside of the window (see Figs. 4c and 5c). As can be seen by comparing Fig. 4b and Fig. 5b, the DE solver tends to control the photo-induced carrier density, as shown by the optimization results in Fig. 3. As a matter of fact, for pulse fluences around $1.5 \times 10^{-4} \text{ J/cm}^2$, the maximum achievable carrier density can be as high as 4 times the minimum achievable carrier density.

### III. RESULTS AND DISCUSSION

As stated earlier, the goal of the calculations presented in this work is to optimize the spectral content of a THz pulse for the suppression or enhancement of the induced carrier density over a pre-defined momentum range. For comparison purposes, the THz bandwidth and the $B$-spline parametrization of the spectrum [see (9)] are the same throughout the article [see Table I for details]. The bandwidth of the pulse is set to 30 THz, and the number of $B$-splines is fixed to 10. Keeping in mind that some $B$-spline coefficients are fixed to zero [see (10) and (11)], the number of decision variables accessible to the DE solver is 7 or 8, depending on if the pulse fluence is kept constant or is varied. Two different situations are considered in this article: the case of fixed pulse fluence (sec. III A) and the case of a variable pulse fluence (sec. III B). We detail the choice and bounds of decision variables in each of these sections, then show optimized pulse shapes and the resulting carrier density in reciprocal space.

### A. Carrier density optimization

In this section, we consider minimization and maximization of the carrier density over a wide momentum range for a fixed pulse fluence. The variables composing the decision vector $\vec{X}$ are selected as the non-zero coefficients in (9), that is

$$X_n = a_n + 1,$$

with the number of decision variables set to $N = N_s - 3$, i.e. $N = 7$. Bounds on $\vec{X}$ are fixed as

$$\min(X_n) = 0,$$

$$\max(X_n) = 1,$$

and the harmonic superposition, (12) is re-normalized at every objective function evaluation such that the applied THz field has a constant fluence from iteration to iteration.

The reciprocal space window over which optimization takes place is chosen as $\mathcal{D}_p = \{0 \leq k_x \leq 2.6 \times 10^{-1} \text{ Å}^{-1}, 0 \leq k_y \leq 7.2 \times 10^{-2} \text{ Å}^{-1}\}$. This 2D window covers all the quasi-particle states that can become excited via a THz pulse for the parameters found in Table I and a fluence below $2 \times 10^{-4} \text{ J/cm}^2$. For a given fluence value, minimization via DE is carried out for 300 generations using a randomly initialized population of 8 individuals. This calculation is repeated for maximization using the same optimization parameters. Minimization and maximization calculations are performed for a range of fluence values ranging from 0.02 to $1.64 \times 10^{-4} \text{ J/cm}^2$. The results of this parameter sweep are shown in Figs. 3a and 3b.

Figure 3. Values of the optimized carrier density for a range of THz pulse fluences. Every point on the plot corresponds to an optimized configuration found via DE, with 300 generations and a population size of 8. The problem parameters are specified in Table I and the optimization window is $\mathcal{D}_p = \{0 \leq k_x \leq 2.6 \times 10^{-1} \text{ Å}^{-1}, 0 \leq k_y \leq 7.2 \times 10^{-2} \text{ Å}^{-1}\}$. The valley and physical spin degeneracies are taken into account in the carrier density values. The dashed line indicates the fluence value for the results shown in Figs. 4 and 5.

| Simulation parameter | Value |
|----------------------|-------|
| Minimum frequency ($\nu_{\text{min}} = \omega_{\text{min}}/2\pi$) | 1 THz |
| Maximum frequency ($\nu_{\text{max}} = \omega_{\text{max}}/2\pi$) | 30 THz |
| Total length ($T = 2\pi/\Delta\omega$) | 2 ps |
| Number of $B$-splines ($N_s$) | 10 |
| $B$-spline order ($k$) | 3 |

Table I. Simulation parameters used in pulse shaping calculations throughout this work. The pulse fluence is not fixed in advance as it can be used as a decision variable.
to converge towards few-cycle THz pulses when asked to maximize the carrier density, and to multi-cycle pulses when asked to minimize. Further information can be obtained by comparing the optimized spectra in Fig. 4 and Fig. 3: a broadband spectrum results in more momentum states being excited by the pulse, whereas a narrower spectrum results in less states being excited. Interestingly, although it results in a complicated momentum-space pattern (Fig. 5), the spectrum optimized for suppression exhibits a simple shaped peak around 22 THz, which corresponds to the carrier frequency of the temporal signal. At this point of the discussion, we recall that the way the optimized spectra tend to zero at 1 THz and 30 THz is partly constrained by the B-spline parametrization detailed in Sec. II A. We also recall that the calculated values of the EMD fall between 0 and 4, because they account for the two-fold physical spin and two-fold valley pseudospin degeneracies in graphene.

The appearance of a large number of oscillations in the momentum-space pattern for a narrow spectrum [see an example in Fig. 5a] can be explained by considering periodic driving of a quantum system through an avoided energy crossing. This effect, also called Landau-Zener-Stückelberg (LZS) interferometry, manifests itself in the form of interference fringes in reciprocal space. This time-domain quantum interference was detailed in previous publications, both in the generic [31] and graphene-specific case [20]. In short, extremal values of the transition probability from the valence to the conduction band correspond to constructive or destructive interference between different quantum pathways. If the number of optical cycles in the driving pulse increases, so does the number of possible pathways leading to constructive/destructive interference: thus, more oscillations in momentum space are observed [20].

The fact that pulse shaping can be used to change the photo-induced carrier density for fluences around $1.5 \times 10^{-4}$ J/cm$^2$ [see Fig. 3] provides a control knob over scattering channels in graphene, in addition to gating. As described in Ref. [33], different scattering processes have different functional dependences on the excess carrier density $\bar{n}$ in Dirac materials such as graphene [33]. At low temperatures, the scattering rate from short-range disorder in graphene is proportional to $\sqrt{\bar{n}}$. In contrast, as the carrier density $\bar{n}$ increases, Coulomb interactions become screened, leading to a $1/\sqrt{\bar{n}}$ proportionality for this scattering channel. The effect of both mechanisms has been experimentally quantified for chemical-vapor-deposited (CVD) graphene in Ref. [42]. In short, the results of this section show the potential of THz pulse shaping for increasing or decreasing scattering times in graphene by a factor of $\sim 2$.

Let us conclude this section by a discussion of the validity of the assumptions made in this article from the point of view of scattering channels. Theoretical studies have shown that carrier relaxation in graphene usually takes place in two steps. The first step is thermalization due to carrier-carrier and carrier-phonon scattering.

Thermalization takes place on a time-scale of the order of 50 fs [43]. The second step is carrier cooling, wherein excited carriers transfer their excess energy to the lattice on a time-scale of $\sim 1$ ps [33]. Therefore, to be experimentally useful, the duration of optimized pulses should be sub-picosecond, and care should be taken to subject the graphene layer to environmental conditions such that the thermalization time is increased. This may include, for instance, performing experiments below 10 K temperature [14] and embedding the graphene mono-layer in a medium with a sufficiently high dielectric constant [14]. The latter precaution aims to ensure that electron-electron interactions are suppressed [45]. This suppression could in principle increase the thermalization time of the dynamical system to values over 100 fs, thus enabling the measurement of an anisotropic momentum space distribution with a THz pump beam. Another possibility for increasing the carrier lifetime beyond 100 fs would be to use $n$-doped graphene [17], although in this case some transitions close to the Dirac point will be forbidden.
of resonances via the phenomenon known as coherent destruction of tunnelling (CDT) \cite{31,46}. This can be explained by the fact that a linearly polarized excitation opens a dynamical gap between the valence and conduction band, with the width of the gap a function of the spectral content of the periodic driving pulse. In optimization calculations presented in this section, we allow the fluence to vary in addition to the spectral content, since this provides an additional control knob for suppressing or enhancing individual peaks in the absorption spectra.

For the remainder of this section, the first \(N-1\) variables composing the decision vector \(\vec{X}\) are selected as the non-zero coefficients in (5), that is \(X_n = a_{n+1}\), with the number of decision variables set to \(N-1 = N_s - 3\), i.e. \(N = 8\). The last variable of the decision vector is a real number which allows the pulse fluence to vary between two predetermined values. We set

\[
X_N = \frac{U}{U_0},
\]

where \(U_0\) is the maximum attainable pulse fluence. Bounds on \(\vec{X}\) are fixed as

\[
\min(X_n) = \begin{cases} 0, & n < N \\ \frac{1}{3}, & n = N \end{cases}, \quad \max(X_n) = 1.
\]

The harmonic superposition, \cite{12}, is re-normalized at every objective function evaluation such that the applied THz field has a fluence \(U\) which is dictated by the value of \(\vec{X}\), i.e. \cite{19}. The lower bound on the fluence is a necessary constraint in the case of minimization over a momentum window since the DE solver must be prevented from converging to fluence values for which the induced carrier density is trivially equal to zero. We however allow the lower bound to be relaxed in order to provide paths to optimal solutions in the search space, although final pulses are all characterized by \(U/U_0 \geq 1/3\).

The narrow reciprocal space window over which optimization takes place is chosen as \(P_p = \{5.07 \times 10^{-2} \text{ Å}^{-1} \leq k_x \leq 5.58 \times 10^{-2} \text{ Å}^{-1}, 0 \leq k_y \leq 7.60 \times 10^{-2} \text{ Å}^{-1}\}\). The maximum pulse fluence is fixed to \(U_0 = 2.057 \times 10^{-5} \text{ J/cm}^2\), meaning that optimized configurations are characterized by a fluence varying between \(U_0/3 = 6.86 \times 10^{-6} \text{ J/cm}^2\) and \(U_0\). Similar to the case of fixed fluence, maximization is carried out via DE for 200 generations using a randomly initialized population of 10 individuals [see Fig. 6]. This calculation is performed with 4 different random population seeds in order to sample a wider search space. A minimization calculation is repeated with the exact same parameters [see Fig. 7].

Let us examine in more detail the pulse shapes resulting in maximization/minimization of the carrier density over narrow bands in reciprocal space. The strength of the selective suppression/enhancement is manifest from the momentum integrated spectrum shown in Figs. 5.
Figure 6. Best found solution for selective maximization of the carrier density. (a) Optimized density in momentum space, with the maximization window indicated by a rectangle. (b) Momentum-integrated density, in arbitrary units, showing enhancement in the shaded region. (c) Associated temporal pulse shape. The peak field is determined by the pulse fluence, \( U = 2.01 \times 10^{-5} \text{ J/cm}^2 \). (d) Optimized spectral density from which the temporal shape is obtained (arbitrary units).

Figure 7. Best found solution for selective minimization of the carrier density. (a) Optimized density in momentum space, with the maximization window indicated by a rectangle. (b) Momentum-integrated density, in arbitrary units, showing suppression in the shaded region. (c) Associated temporal pulse shape. The peak field is determined by the pulse fluence, \( U = 6.94 \times 10^{-6} \text{ J/cm}^2 \). (d) Optimized spectral density from which the temporal shape is obtained (arbitrary units).

and 7], which show a peak-to-valley ratio of 2 between suppressed/enhanced peaks and immediately adjacent peaks or valleys. As can be seen by comparing Figs. 6 and 7, the pulse shapes that result in either minimization or maximization are characterized by a peak field of the same order of magnitude (\( \sim 5 - 7 \times 10^7 \text{ V/m} \)), although the fluence of the pulses which maximizes the carrier density over the selected range is \( \sim 3 \) times higher than the pulse which minimizes \( (2.01 \times 10^{-5} \text{ J/cm}^2 \text{ and } 6.94 \times 10^{-6} \text{ J/cm}^2) \). This result suggests that it is actually the interplay between spectral components of the pulse, and not merely the peak value of the field, which provides a control knob over the closing or opening of a dynamical gap between the valence and the conduction band of graphene, with a closing leading to CDT, as described in Refs. [37, 47].
The impact of the spectral content of the pulse can be seen by inspecting Figs. [6] and [7]. In the case of maximization, a relatively broad two-peak structure can be discerned around 20 THz [see Fig. [6]], whereas in the case of minimization, a narrower peak is apparent around 25 THz in the spectrum [see Fig. [7]]. This result seems to suggest that in the case of enhancement, a broad spectrum (short pulses) is favored, whereas in the case of suppression, a narrower spectrum (longer pulses) is favored. This finding is in line with the results obtained in Sec. IIIA in the case of maximization over the whole reciprocal space for fixed fluence. This result should however be taken with care since, as described in Sec. IIIA pulse duration should be as short as possible to prevent carrier cooling from taking place.

IV. SUMMARY

In this article, we have used differential evolution (DE) to find THz pulse shapes which result in suppression or enhancement of the laser-induced carrier density in graphene. Besides providing empirical pulse shapes suited for a specific reciprocal space target, the use of the DE solver enables one to find general trends which should be considered in pulse shaping experiments with Dirac materials. For example, we found that shorter pulses are generally best suited for maximization of the carrier density, whereas minimization is associated with longer pulse durations. We also showed that it is possible to vary the photo-induced carrier density by a factor of 4 for a fixed pulse fluence around $1.5 \times 10^{-4}$ J/cm$^2$, using only spectral shape parameters as decision variables of the optimization solver. This result hints at the fact that THz pulse shaping provides an additional control knob over carrier scattering in graphene [18]. This work may also stimulate the comparison of evolutionary algorithms for pulse shaping problems with established approaches which include numerical ensemble control [19–53], and emergent tools such as machine learning [54, 55].
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