A STABLE $\infty$-CATEGORY OF LAGRANGIAN COBORDISMS
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Abstract. Given an exact symplectic manifold $M$ and a support Lagrangian $\Lambda \subset M$, we construct an $\infty$-category $\text{Lag}_\Lambda(M)$ which we conjecture to be equivalent (after specialization of the coefficients) to the partially wrapped Fukaya category of $M$ relative to $\Lambda$. Roughly speaking, the objects of $\text{Lag}_\Lambda(M)$ are Lagrangian branes inside of $M \times T^*\mathbb{R}^n$, for large $n$, and the morphisms are Lagrangian cobordisms that are non-characteristic with respect to $\Lambda$. The main theorem of this paper is that $\text{Lag}_\Lambda(M)$ is a stable $\infty$-category, and in particular its homotopy category is triangulated, with mapping cones given by an elementary construction. The shift functor is equivalent to the familiar shift of grading for Lagrangian branes.
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1. Introduction

This paper introduces a stable theory of Lagrangian cobordisms in exact symplectic manifolds. Fukaya categories [FOOO09, S08] provide a geometric (or analytic) approach to quantum symplectic geometry, while deformation quantization [DL83, F94, K03] provides an algebraic approach. We hope (see Section ??) that Lagrangian cobordisms will provide a missing topological (or homotopical) viewpoint. By their nature, Lagrangian cobordisms involve the intuitive geometry of Lagrangian submanifolds and the strength of Hamiltonian isotopies. They also bypass unnatural choices of coefficients and the challenging partial differential equations of pseudo-holomorphic disks. Our inspirations include Floer’s original vision [Fl88a, Fl88b, Fl89] of Morse theory of path spaces,
the notion of non-characteristic propagation [KS84, GM88, N09] and the homotopical setting of stable $\infty$-categories [J02, LTop06, DAGI].

Given an exact symplectic target $M$ with a collared boundary, equipped with a (not necessarily smooth or compact) support Lagrangian $\Lambda \subset M$, we construct an $\infty$-category $\text{Lag}_\Lambda(M)$ whose objects are Lagrangian branes inside of $M \times T^*\mathbb{R}^n$, for large $n$, and whose morphisms are Lagrangian cobordisms that are non-characteristic with respect to $\Lambda$. Our main result states that $\text{Lag}_\Lambda(M)$ is a stable $\infty$-category (Theorem 1.1.7) with concretely realized mapping cones (Theorem 1.1.9). In the rest of this introduction, we outline the construction of $\text{Lag}_\Lambda(M)$ and the proof of our main result.

We also discuss a sequence of motivating conjectures centered around the following topics:

1. Comparing $\text{Lag}_\Lambda(M)$ to the partially wrapped Fukaya category of $M$ with respect to $\Lambda$ (see Conjecture 1.6.1).
2. Comparing $\text{Lag}_X(T^*X)$ to modules over chains on the based loop space of $X$, and more generally, for conic $\Lambda \subset T^*X$, relation of $\text{Lag}_\Lambda(T^*X)$ to constructible sheaves on $X$ (Conjectures of Section 1.4).
3. Changing geometric structures imposed on $\text{Lag}_\Lambda(M)$ to change the coefficient ring spectra of the theory. (Conjectures of Section 1.3).
4. Gluing together $\text{Lag}_\Lambda(M)$ from the assignment $U \mapsto \text{Lag}_{U \cap \Lambda}(U)$ for appropriate open sets $U \subset M$ (Conjecture 1.5.2); that is, studying $\text{Lag}$ as a cosheaf of $\infty$-categories on $\Lambda$.

**Remark 1.0.1.** Since the first draft of the present work, it has been shown that $\text{Lag}_\Lambda(M)$ indeed pairs with the wrapped Fukaya category of $M$ for appropriate choices of $\Lambda$ [T16a]. In particular, the homotopy groups of the morphism spaces of $\text{Lag}_\Lambda(M)$ map to wrapped Floer cohomology groups.

Moreover, this pairing respects the stability of the present work (Theorem 1.1.7), and the usual stability of (modules over) the wrapped Fukaya category [T16b]. As a result, the group maps lift to maps of spectra (in the sense of stable homotopy theory). All told, for any pair $L_0, L_1$ of appropriate branes, the spectrum of non-characteristic Lagrangian cobordisms maps to the spectrum of Floer cochains from $L_0$ to $L_1$.

Finally, applying the results above to the object $L_0 = L_1 = \mathbb{R}^0$ inside $M = \mathbb{R}^0 = \Lambda$, one obtains a map of ring spectra from endomorphisms of a point, to the coefficient ring for Floer theory. (One could take this coefficient ring to be $\mathbb{Z}/2\mathbb{Z}$, $\mathbb{Z}$, $\mathbb{Q}$, or a periodic version of these, depending on the structures one imposes on branes). These results are consistent with Conjectures 1.3.3 and 1.6.1 below.

### 1.1. Main constructions and definitions.

It is possible that Lagrangian cobordisms could be profitably considered in a diverse range of settings. There is a long history of the subject [Ar80, Au85, Au87, ArNo01, Ch97, E84] with many recent advances [Oh, Co, BC13a, BC13b]. In this paper we decorate every idea in sight with the standard structures needed to define a $\mathbb{Z}$-graded Fukaya category over $\mathbb{Z}$, as we keep in mind a particular application to the Fukaya category. But the proof of the main theorem requires none of these auxiliary structures, and in particular one can define a version of the category of cobordisms for various structure groups. (See Section 1.2)
1.1.1. The symplectic manifold, the objects, and morphisms. For further details on the assumptions below, we refer the reader to Section 2.

Throughout we will assume that $M$ is a symplectic manifold satisfying standard convexity conditions. For example $M$ is exact, and its Liouville flow collars the boundary. We will also fix a trivialization of $\text{det}^2(TM) \cong M \times S^1$, assuming a metric (or almost complex structure) which is compatible with the collaring near $\partial M$.

By Lagrangian branes, we will mean closed (but not necessarily compact) exact Lagrangian submanifolds $L \subset M$ equipped with three decorations:

1. a function $f: L \to \mathbb{R}$ realizing the exactness in the sense that $\theta|_L = df$,
2. a function $\alpha: L \to \mathbb{R}$ called the grading, lifting the phase map $L \to S^1$, and
3. a relative Pin structure $q$.

To control the possibly noncompact nature of $L$, we will always assume taming hypotheses as discussed in Section 2. We sometimes abuse notation and denote the data of a brane $(L, f, \alpha, q)$ by $L$ alone.

Finally, our morphisms are Lagrangian cobordisms in the exact symplectic manifold $M \times T^*\mathbb{R}_t$. (Here we write $\mathbb{R}_t$ both to denote the real line with coordinate $t$, and to convey that we think of it as the timeline of evolution.) Specifically, a Lagrangian cobordism $P$ from $L_0$ to $L_1$ is a Lagrangian brane $P \subset M \times T^*\mathbb{R}_t$ such that

$$P|_{(-\infty, t_0]} = L_0 \times (-\infty, t_0] \quad \text{and} \quad P|_{[t_1, \infty)} = L_1 \times [t_1, \infty)$$

for some choice of $t_0 \leq t_1 \in \mathbb{R}_t$. Since $P$ may be non-compact, we will assume taming hypotheses as discussed in Section 2. We require that the brane structure of $P$ agrees with that of the $L_i$ in the collared regions. For example, $P$ comes equipped with a primitive function $f_P: P \to \mathbb{R}$, $df_P = \theta|_P$, such that

$$f_P(x_0, t) = f_{L_0}(x_0) \quad \text{and} \quad f_P(x_1, t) = f_{L_1}(x_1)$$

along the collared regions. This in particular ensures that a composition of exact cobordisms is still exact.

1.1.2. Space of cobordisms. To define an $(\infty, 1)$-category, one must define a space of morphisms—in our case, a space of cobordisms. One familiar approach is to consider the space where paths between two cobordisms are given by isotopies of cobordisms. We will take a much more flexible approach—a path between two cobordisms is given by a higher cobordism between them, and so on for higher morphisms. One might attempt to organize such data into an “$(\infty, \infty)$-category” (and in the process formulate what such a structure would entail), but our definition naturally yields the structure of an $(\infty, 1)$-category. The intuition for this fact is as follows: While there are two natural notions of “invertible” morphism in an $(\infty, \infty)$-category, the existence of higher cobordisms implies a dualizability for our morphisms—so choosing a notion of invertibility that amounts to full dualizability, one sees that the invertibility of higher cobordisms is forced upon us, hence higher cobordisms act as higher homotopies.

As it turns out, without restricting the types of cobordism we allow, the space of Lagrangian cobordisms would be contractible due to the non-compact nature of our cobordisms (even equipped with tameness conditions). This is one motivation for requiring all our cobordisms to be non-characteristic.
1.1.3. Non-characteristic cobordisms. An important notion in symplectic geometry is that of support Lagrangian. It is the fundamental invariant in quantum algebra and in the microlocal study of sheaves and PDE. (The theory of polarizations and their metaplectic symmetries studies the implications of a choice of support Lagrangian. The theory of moduli of stability conditions can also be phrased in terms of moduli of support Lagrangians.) We will incorporate the notion of support Lagrangian into our study of Lagrangian cobordisms in the following way.

Fix once and for all a closed subset $\Lambda \subset M$. ($\Lambda$ need not be compact, and need not be smooth; see Remark 2.2.3.) To control the possibly noncompact nature of $\Lambda$, we will always assume taming hypotheses as discussed in Section 2.

**Example 1.1.1.**

1. The base case. One can take $M$ to be the zero-dimensional connected symplectic manifold, i.e., a point, and $\Lambda = M$ to be the unique non-empty Lagrangian.
2. Conical Lagrangians in cotangent bundles: take $\Lambda \subset M = T^*X$ to be any closed conical Lagrangian subvariety. In particular, we could take $\Lambda$ to be the zero section alone.
3. Conical Lagrangians in Weinstein manifolds: let $\Lambda_{sk} \subset M$ be the “Lagrangian skeleton” of stable manifolds associated to the exhausting Morse function $h : M \to \mathbb{R}$ (for details, see [Bi01]). We can then take $\Lambda$ to be the union of $\Lambda_{sk}$ together with the “cone” with respect to dilation over any Legendrian subvariety in $\partial M = M^\infty$.

We say that a cobordism $P \subset M \times T^*\mathbb{R}_t$ is non-characteristic with respect to $\Lambda$ if $P$ avoids $\Lambda$ near $-\infty dt$. Precisely, let

$$
\pi_{R^\vee} : M \times T^*\mathbb{R}_t \to T^*_{[0]}\mathbb{R}_t \cong \mathbb{R}^\vee
$$

be the projection map to a vertical fiber. (The splitting $T^*\mathbb{R}_t \cong \mathbb{R}_t \times \mathbb{R}^\vee$ is induced by the usual symplectic and complex structures of $T^*\mathbb{R}_t \cong \mathbb{C}$.) We demand the existence of a number $T \in \mathbb{R}^\vee$ such that

$$
\inf_{x \in P} \text{dist}_{M}(\pi_M(x), \Lambda) > 0.
$$

In other words, if $x$ is a point on $P$ with very negative $\mathbb{R}^\vee$-coordinate, its projection to the $M$ component is guaranteed to be outside some fixed tubular neighborhood of $\Lambda$. An analogous definition makes sense for higher cobordisms.

1.1.4. The $\infty$-category $\text{Lag}_\Lambda^0(M)$. Given a fixed support Lagrangian $\Lambda \subset M$, we define an $\infty$-category $\text{Lag}_\Lambda^0(M)$ with objects Lagrangian branes $L \subset M$, and 1-morphisms non-characteristic Lagrangian cobordisms $P \subset M \times T^*\mathbb{R}_t$. See Section 3 for a precise version. For further details on $\infty$-categories, we refer the reader to the Appendix.

The following result is the first hint of the role of the support Lagrangian $\Lambda \subset M$ in our story (and lends some justification to its name). Recall that a zero object in an $\infty$-category is an object which is both initial and terminal, and any two zero objects are canonically equivalent. By the zero category, we will mean the category with a single object $\ast$ with the single morphism given by the identity of $\ast$. The following is proven in Section 4.4.
Proposition 1.1.2. The empty Lagrangian $L_\emptyset \subset M$ is a zero object in the $\infty$-category $\text{Lag}_A^0(M)$. More generally, let $N_\epsilon(\Lambda)$ be a tubular neighborhood of $\Lambda$. If $L \subset M$ is a brane satisfying $L \cap N_\epsilon(\Lambda) = \emptyset$, then $L$ is a zero object in $\text{Lag}_A^0(M)$.

In particular, when the support Lagrangian $\Lambda$ is empty, the $\infty$-category $\text{Lag}_A^0(M)$ is equivalent to the zero category. Note this proposition is compatible with the discussion regarding the partially wrapped Fukaya category—see Conjecture 1.6.1.

1.1.5. Stabilization. The following is an $\infty$-categorical enhancement of triangulated categories. In particular, when we mention commutativity, (co)kernels, or other categorical notions, we mean the higher-categorical notions of homotopy commutativity, homotopy (co)kernels, and so on.

Definition 1.1.3 ([LI1]). An $\infty$-category $\mathcal{C}$ is said to be stable if it satisfies the following:

1. There exists a zero object $0 \in \mathcal{C}$.
2. Every morphism in $\mathcal{C}$ admits a kernel and a cokernel.
3. Any commutative diagram in $\mathcal{C}$ of the form

\[
\begin{array}{ccc}
    a & \to & b \\
    \downarrow & & \downarrow \\
    0 & \to & c
\end{array}
\]

is Cartesian if and only if it is coCartesian.

The third condition states that the diagram presents $a$ as a kernel of $b \to c$ if and only if it presents $c$ as a cokernel of $a \to b$. In particular, such diagrams represent exact triangles in the homotopy category of $\mathcal{C}$, which inherits the structure of a triangulated category. (See Theorem 3.11 of [DAGI].)

Remark 1.1.4. Any stable $\infty$-category $\mathcal{C}$ is linear over the sphere spectrum, and hence may be localized with respect to any $E_\infty$-ring spectrum. In particular, we can forget all positive characteristic information and consider the rational stable $\infty$-category $\mathcal{C} \otimes \mathbb{Q}$. The theories of rational stable $\infty$-categories, pre-triangulated rational $A_\infty$-categories, and pre-triangulated rational differential graded categories are all equivalent. (For various notions of enhanced category, see for example the surveys of [BO06] and [Ke06].)

Given a notion of cobordism, it is only natural to consider cobordisms embedded in higher and higher dimensions—i.e., to stabilize in the sense of topology. For instance, by considering framed cobordisms in $\mathbb{R}^\infty$, one arrives at the sphere spectrum by the Pontrjagin-Thom construction. The main result of this paper is that the same topological stabilization process, modified to accommodate symplectic geometry, gives rise to the algebraic notion of stability defined above.

Consider the symplectic manifold $T^*\mathbb{R}^n_x$ with fixed support Lagrangian the zero section $\mathbb{R}^n_x \subset T^*\mathbb{R}^n_x$. We equip $T^*\mathbb{R}^n_x$ with canonical exact structure (arising from the fact that it is a cotangent bundle). For notational simplicity, we set

$$\text{Lag}_A^0(M) = \text{Lag}_{A \times \mathbb{R}^n}^0(M \times T^*\mathbb{R}^n),$$
which for $n = 0$, agrees with our previous notation. The assignment
\[
L \mapsto L \times T^*_0 \mathbb{R}_x \subset M \times T^* \mathbb{R}_x, \quad P \mapsto P \times T^*_0 \mathbb{R}_x \subset M \times T^* \mathbb{R}_x
\]
provides a tower of faithful functors
\[
\cdots \to \text{Lag}^0_\Lambda(M) \to \text{Lag}^1_\Lambda(M) \to \cdots.
\]

**Definition 1.1.5.** Given $\Lambda \subset M$, we define the $\infty$-category $\text{Lag}_\Lambda(M)$ to be the increasing union
\[
\text{Lag}_\Lambda(M) = \bigcup_{n \to \infty} \text{Lag}^n_\Lambda(M).
\]

**Remark 1.1.6.** In the Joyal model structure, fibrant-cofibrant objects are quasi-categories, and cofibrations are level-wise injections. This means $\text{Lag}_\Lambda(M)$ is equivalent to the homotopy colimit. I.e.,
\[
\text{Lag}_\Lambda(M) \simeq \text{colim}_{n \to \infty} \text{Lag}^n_\Lambda(M)
\]
in the $\infty$-category of $\infty$-categories.

The following is our main result.

**Theorem 1.1.7.** The $\infty$-category $\text{Lag}_\Lambda(M)$ is stable.

**Remark 1.1.8.** While we have used the term stabilization to refer to the construction of $\text{Lag}_\Lambda(M)$, the same term is used in [L11] as a general procedure for producing stable $\infty$-categories from non-stable ones. We remark that $\text{Lag}_\Lambda(M)$ is not Lurie’s universal stabilization of $\text{Lag}^0_\Lambda(M)$—for instance, we will prove that the suspension functor is the usual shift for Lagrangian branes, when branes are endowed with grading structures. Thus the shift functor already exists for each $\text{Lag}^0$ at the level of objects. One may conjecture that $\text{Lag}_\Lambda(M)$ is the universal stabilization with respect to a class of kernel objects already specified, but tackling this question is beyond the scope of this paper.

1.1.6. Mapping cones. One often refers to the cokernel of a morphism in a stable $\infty$-category as a mapping cone. Part of the value of the above theorem is its proof, in which the mapping cone is concretely constructed.

We briefly summarize here the structure of the mapping cone $C(f) \in \text{Lag}_\Lambda(M)$ of a morphism $f: L_0 \to L_1$. We will restrict our discussion to objects $L_0, L_1$ and a morphism $f$ coming from $\text{Lag}^0_\Lambda(M)$. So the objects $L_0, L_1$ are represented by Lagrangian branes in $M$, and the morphism $f$ is represented by a Lagrangian cobordism $P \subset M \times T^* \mathbb{R}_t$ living over say $[0, 1] \subset \mathbb{R}$.

The mapping cone $C(f)$ will an object of $\text{Lag}^1_\Lambda(M) \subset \text{Lag}_\Lambda(M)$. The underlying Lagrangian submanifold is
\[
C(f) = (L_0 \times \Gamma_0) \cup P \cup (L_1 \times \Gamma_1) \subset M \times T^* \mathbb{R}
\]
where $\Gamma_0, \Gamma_1 \subset T^* \mathbb{R}$ are the graphs of closed one-forms $df_0, df_1$ defined over $(-1, 0], [1, 2)$ respectively. Roughly speaking, $f_0$ is decreasing with $\lim_{x \to -1} f(x) = +\infty$, $f^{(k)}(0) = 0$, for all $k \geq 0$, and $f_1$ is decreasing with $\lim_{x \to 2} f(x) = -\infty$, $f^{(k)}(1) = 0$ for all $k \geq 0$.

Since $C(f)$ is an extension of $P$ by contractible products of its collars, $C(f)$ admits the structure of a brane.

The following is the main step in the proof of Theorem 1.1.7.
Theorem 1.1.9. The object $C(f)$ is a mapping cone of $f$.

It turns out that analyzing the mapping cone for zero morphisms is enough to establish our main theorem. This is due to the following result, found in Theorem 3.11 and Corollary 8.28 of [DAGI].

Theorem 1.1.10 ([L11]). An $\infty$-category $C$ is a stable $\infty$-category if and only if the following three properties are satisfied:

1. There exists a zero object $0 \in C$.
2. Every morphism in $C$ admits a kernel.
3. Let $\Omega: C \to C$ be the functor induced by sending every object $X$ to the kernel of the zero map $0 \to X$. Then $\Omega$ is an equivalence.

In this work, it is the above three properties which we verify.

1.2. Changing structures. The geometric set-up we have discussed so far involves all the familiar decoration from Fukaya categories, but our proof of stability only uses the exactness of $M$ and of its branes. Hence, as as in usual cobordism theory, one can choose to affix to $M$ and its branes a wide range of structures—stable framings, stable orientations, no gradings, no Pin structures, et cetera. Given some choice of structure $S$, one can define the corresponding category $\text{Lag}^S(M)$ whose objects are decorated with $S$ structures and whose cobordisms respect them.

The reason one can choose arbitrary $S$ in the proof of stability is that all our constructions add trivial topologies to our branes; so whatever we mean by structure, it is always respected by our proofs if $S$ is sufficiently homotopical in nature. As a particular example, if $S$ demands an $N$-fold lift of the Lagrangian phase map $L \to S^1$ (as opposed to the full $Z$-fold lift, $\alpha: L \to \mathbb{R}$), one obtains an $N$-periodic structure on the shift functor.

1.3. The ground case. Here we discuss the structure of $\text{Lag}^\Lambda(M)$ when $M$ and $\Lambda$ are simply a point. Because of our stabilization procedure, this is a highly non-trivial case (for instance, it can be shown to contain the stable Pontrjagin-Thom theory of ordinary cobordisms).

In a stable $\infty$-category $C$, let $b[k]$ denote the $k$th shift of an object $b$. Since the shift functor is the kernel of the zero map, one has the equivalence of spaces

$$\Omega^k \hom_C(a, b) \simeq \hom_C(a, b[k]).$$

for any pair $a, b$ of objects. In other words, between any pair of objects one obtains an $\Omega$-spectrum which we denote by $\hom_C(a, b)$. When $a = b$, composition induces the additional structure of an $E_1$-algebra in spectra, which we denote by $\text{End}_C(a)$.

Definition 1.3.1. Let $C$ be a stable $\infty$-category.

1. An object $a \in C$ is compact if $\hom_C(a, -)$ preserves coproducts.
2. An object $a \in C$ is a generator if for any $c \in C$, $\hom_C(a, c[k]) \simeq 0$ for all $k$ implies $c \simeq 0$.

If $a \in C$ is a compact generator, then we can recover $C$ as the image of the Yoneda functor

$$\begin{align*}
C & \longrightarrow \text{End}_C(a) \text{-mod} \\
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where $\mathcal{E}nd_C(a)$-mod denotes the stable, presentable $\infty$-category of $\mathcal{E}nd_C(a)$-modules in spectra.

On the one hand, if $C$ is a stable, presentable $\infty$-category with a compact generator $a \in C$, then the Yoneda functor is an equivalence $C \simeq \mathcal{E}nd_C(a)$-mod. On the other hand, suppose $C$ is a stable $\infty$-category with a generator $a \in C$ such that every object is a finite colimit of objects of the form $a[k]$, for $k \in \mathbb{Z}$. Then it is immediate that $a$ is compact, and the Yoneda functor induces an equivalence $C \simeq \mathcal{E}nd_C(a)$-perf, where $\mathcal{E}nd_C(a)$-perf denotes the stable $\infty$-category of perfect $\mathcal{E}nd_C(a)$-modules in spectra. (This is the full subcategory of modules which are finite colimits of free modules).

Conjecture 1.3.2. Take $M = \Lambda = pt$, consider $\text{Lag}_\Lambda(pt)$, and set $\mathcal{E} = \mathcal{E}nd_{\text{Lag}_\Lambda(pt)}(pt)$.

(1) The object $pt \in \text{Lag}_\Lambda(pt)$ is a generator.

(2) Every object of $\text{Lag}_\Lambda(pt)$ is a finite colimit of objects of the form $pt[k]$, for $k \in \mathbb{Z}$.

Consequently, the Yoneda functor induces an equivalence

\[ \text{Lag}_\Lambda(pt) \simeq \mathcal{E} \, \text{-perf}. \]

By the conjecture, the study of $\text{Lag}_\Lambda(pt)$ reduces to the calculation of the endomorphism algebra $\mathcal{E} = \mathcal{E}nd_{\text{Lag}_\Lambda(pt)}(pt)$. By construction, $\mathcal{E}$ is only an $E_1$-algebra, but in fact it is naturally an $E_\infty$-algebra. The intuition is that direct product induces a functor

\[ \text{Lag}_{\Lambda_1}(M_1) \times \text{Lag}_{\Lambda_2}(M_2) \to \text{Lag}_{\Lambda_1 \times \Lambda_2}(M_1 \times M_2). \]

When we take $M_1 = M_2 = \Lambda_1 = \Lambda_2 = pt$, this equips $\text{Lag}_\Lambda(pt)$ with a symmetric monoidal structure. (And when we only restrict $M_1 = \Lambda_1 = pt$, this equips any $\text{Lag}_{\Lambda_2}(M_2)$ with the structure of $\text{Lag}_\Lambda(pt)$-module.) Furthermore, it is apparent that the object $pt \in \text{Lag}_\Lambda(pt)$ is the unit for this structure. Thus it follows that its endomorphism algebra $\mathcal{E}$ is in fact an $E_\infty$-ring spectrum. Making all this precise, however, requires some extra care—we leave this for later work.

Conjecture 1.3.3. Take $M = \Lambda = pt$, consider $\text{Lag}_\Lambda(pt)$. The $E_\infty$-ring spectrum $\mathcal{E} = \mathcal{E}nd_{\text{Lag}_\Lambda(pt)}(pt)$ is connective with

\[ \pi_0(\mathcal{E}) \cong \mathbb{Z}. \]

If one considers the structure $S$ which does not take into account Pin structures, we expect that $\mathcal{E}^S$ is connective with $\pi_0(\mathcal{E}^S) \cong \mathbb{Z}/2\mathbb{Z}$.

Remark 1.3.4. One import of the above conjecture is that we could then form the base change $\text{Lag}_\Lambda(M) \otimes_\mathcal{E} \mathbb{Q}$ to obtain a rational stable $\infty$-category, or equivalently a rational pre-triangulated differential graded or $A_\infty$-category. This then could be compared to well-known geometric differential graded or $A_\infty$-categories. See Conjecture 1.6.1 below.

Remark 1.3.5. We expect the analysis of the $E_\infty$-ring spectrum $\mathcal{E}$ to follow along the lines of “modern” Pontrjagin-Thom theory as developed in [GMTW09, Ga06, Ay08].
1.4. Cotangent bundles. Here we discuss the structure of $\text{Lag}_\Lambda(M)$ when $M = T^*X$ and $\Lambda \subset T^*X$ is a conical Lagrangian.

Let us first discuss the distinguished case when $\Lambda = X$ is the zero section itself. The above development for $M = \Lambda = \text{pt}$ admits a natural generalization which should also be amenable to similar techniques.

**Conjecture 1.4.1.** Take $M = T^*X$, $\Lambda = X$ the zero section, and consider $\text{Lag}_X(T^*X)$. Assume for simplicity that $X$ is connected, choose a point $x \in X$, and let $T^*_xX \subset T^*X$ be the corresponding conormal Lagrangian.

1. The object $T^*_xX \in \text{Lag}_X(T^*X)$ is a generator.
2. Every object of $\text{Lag}_X(T^*X)$ is a finite colimit of objects of the form $T^*_xX[k]$, for $k \in \mathbb{Z}$.
3. Assume $X$ is given a Spin structure. Then the endomorphism algebra $\text{End}_{\text{Lag}_X(T^*X)}(T^*_xX)$ is equivalent to the $\mathbb{E}_1$-algebra $\Omega_xX_\ast \wedge \mathcal{E}$ of $\mathcal{E}$-chains on the based loop space $\Omega_xX$, where $\mathcal{E} = \text{End}_{\text{Lag}_{\text{pt}}(\text{pt})}(\text{pt})$, and $\Omega_xX_\ast = \Omega_xX \amalg \{\ast\}$.

Consequently, the Yoneda functor induces an equivalence

$$\text{Lag}_X(T^*X) \simeq \Omega_xX_\ast \wedge \mathcal{E}_{\text{perf}}$$

**Remark 1.4.2.** Suppose $X$ is Spin. Together with Conjecture 1.3.3, this would imply that the base change $\text{Lag}_X(T^*X) \otimes \mathbb{Q}$ is equivalent to the differential graded category of perfect modules over the differential graded algebra of chains $C_{\ast}(\Omega_xX, \mathbb{Q})$. This would be parallel to work [AS06a, AS06b, A09, A10a, A10b] on the wrapped Fukaya category. See Conjecture 1.6.1 below.

Now we would like to generalize Conjecture 1.4.1 when we take a more general conical Lagrangian $\Lambda \subset T^*X$. It will be convenient to adopt the point of view on constructible topology developed in the appendix of [DAGVI]. Let us first reformulate Conjecture 1.4.1 in these terms.

Let $\text{Sing}(X)$ denote the Kan simplicial set of singular simplices on $X$. We can regard it as an $\infty$-categorical version of the familiar Poincaré groupoid. If $X$ is connected with base point $x \in X$, then $\text{Sing}(X)$ is equivalent to the $\infty$-groupoid with a single object $x$ and endomorphisms $\Omega_xX$.

**Definition 1.4.3.** Let $\mathcal{A}$ be an $\mathbb{E}_\infty$-ring spectrum.

1. The stable $\infty$-category of constructible sheaves of $\mathcal{A}$-modules on $X$ is the continuous functor $\infty$-category

$$\text{Shv}(X, \mathcal{A}) = \text{Hom}(\text{Sing}(X)^{\text{op}}, \mathcal{A}_{\text{mod}}).$$

2. The full stable $\infty$-subcategory $\text{Perf}(X) \subset \text{Shv}(X)$ of perfect constructible sheaves of $\mathcal{A}$-modules on $X$ is that generated under finite limits and colimits by representable functors.

**Remark 1.4.4.** A caution about terminology: the above notion of perfect constructible sheaves does not imply any finiteness on the fibers. For example, the pushforward of the constant sheaf along a map $x \to X$ is perfect though its stalk at $x$ will be $\mathcal{A}$-cochains.

\(^1\)During the publication process of the present work, parts (1) and (2) of Conjecture 1.4.1 were established in [T18] for Weinstein manifolds generally (i.e., not just cotangent bundles).
on the based loop space $\Omega^x X$. In fact, perfect constructible sheaves are precisely what one can obtain by finite limits and colimits of such sheaves.

The following conjecture is equivalent to Conjecture 1.4.1.

**Conjecture 1.4.5.** Take $M = T^* X$, $\Lambda = X$ the zero section, and set $\mathcal{E} = \mathcal{E}nd_{\operatorname{Lag}_X(pt)}(pt)$.

There is a canonical equivalence of stable $\infty$-categories

$$\operatorname{Perf}(X, \mathcal{E}) \xrightarrow{\sim} \operatorname{Lag}_X(T^* X)$$

which sends the constant sheaf on a point $x \in X$ to the conormal Lagrangian $T^*_x X \subset T^* X$. The above is true for any structure $\mathcal{S}$.

Now we are prepared to generalize Conjecture 1.4.1 when we take conical Lagrangians $\Lambda \subset T^* X$ of the following general form. Suppose $X$ is Whitney stratified by strata $X_\alpha \subset X$, for $\alpha \in A$, and take $\Lambda \subset T^* X$ to be the union of the conormals

$$\Lambda = \bigsqcup_{\alpha \in A} T^*_X X_\alpha.$$

Following [DAGVI], let $\operatorname{Sing}^A(X)$ denote the $\infty$-category of singular simplices adapted to the strata $X_\alpha \subset X$, for $\alpha \in A$. We can regard it as an $\infty$-categorical version of the “exit path category” of [T09] with morphisms paths exiting singular strata for less singular strata.

**Definition 1.4.6.** Let $X_\alpha \subset X$, for $\alpha \in A$, be a Whitney stratification, and let $A$ be an $E_\infty$-ring spectrum.

1. The stable $\infty$-category of $A$-constructible sheaves of $E$-modules on $X$ is the continuous functor $\infty$-category

$$\operatorname{Shv}_A(X, A) = \operatorname{Hom}(\operatorname{Sing}^A(X)^{\op}, A\text{-mod}).$$

2. The full stable $\infty$-subcategory $\operatorname{Perf}_A(X) \subset \operatorname{Shv}_A(X)$ of perfect $A$-constructible sheaves of $E$-modules on $X$ is that generated under finite limits and colimits by representable functors.

**Conjecture 1.4.7.** Take $M = T^* X$, $\Lambda = \bigsqcup_{\alpha \in A} T^*_X X_\alpha$ the union of conormals to a Whitney stratification $X_\alpha \subset X$, for $\alpha \in A$. Then there is a canonical equivalence of stable $\infty$-categories

$$\operatorname{Perf}_A(X, \mathcal{E}) \xrightarrow{\sim} \operatorname{Lag}_A(T^* X).$$

**Remark 1.4.8.** Together with Conjecture 1.3.3 this would imply that the base change $\operatorname{Lag}_A(T^* X) \otimes_{E} \mathbb{Q}$ is equivalent to the differential graded category of perfect $A$-constructible sheaves of $\mathbb{Q}$-vector spaces. This would be parallel to work [NZ09, N09] on the Fukaya category of the cotangent bundle. See Conjecture 1.6.1 below.

Finally, before continuing, let us state a refined microlocal version of the above conjecture. We continue with $\Lambda = \bigsqcup_{\alpha \in A} T^*_X X_\alpha$ the union of conormals to a Whitney stratification $X_\alpha \subset X$, for $\alpha \in A$.

Consider a conical open subset $U \subset T^* X$. Then we have two $\infty$-categories which reflect the local geometry of $U$ and are independent of the ambient cotangent bundle. On the one hand, we have the stable $\infty$-category $\operatorname{Lag}_{U \cap \Lambda}(U)$. On the other hand, we
have the $\infty$-category $\text{Micro}_\Lambda(U, \mathcal{E})$ of perfect microlocal sheaves of $\mathcal{E}$-modules supported along $U \cap \Lambda$. It can be constructed by quotienting sheaves on $X$ with singular support in $\Lambda \cup (T^*X \setminus U)$ by those with singular support in $T^*X \setminus U$. (See [KS84, KS85] for a comprehensive discussion.) Then one must impose finiteness conditions akin to the representability in our notion of perfect constructible sheaf.

**Conjecture 1.4.9.** Take $M = T^*X$, $\Lambda = \bigsqcup_{\alpha \in A} T^*_{X_\alpha}X$ the union of conormals to a Whitney stratification $X_\alpha \subset X$, for $\alpha \in A$. Let $U \subset T^*X$ be a conical open subset, and set $\mathcal{E} = \text{End}_{\text{Lag}}(pt)(pt)$.

There is a canonical equivalence of stable $\infty$-categories

$$\text{Micro}_\Lambda(U, \mathcal{E}) \sim \to \text{Lag}_{U \cap \Lambda}(U).$$

1.5. **Locality.** Here we discuss the possibility of recovering $\text{Lag}_\Lambda(M)$ by gluing together $\text{Lag}_{U \cap \Lambda}(U)$, for small open sets $U \subset M$. Such a local-to-global sheaf property is at the technical core of homological algebraic geometry but unfortunately unavailable in much of homological symplectic geometry, in particular for the partially wrapped Fukaya category (with the exception of some tantalizing developments [FO97, V99, KO99, KO01, Kap05, KW07, NZ09, N09, AS10a, S10, N11] among others). As we understand it, the main obstruction is the presence of instantons (or long distance interactions) in the form of pseudoholomorphic disks, or solutions to related elliptic PDEs. While Lagrangian cobordisms can cover long distances, the idea that they may be assembled from short distance Lagrangian cobordisms is far more elementary than any similar statement for global elliptic PDEs. For example, we expect to have the following evident functoriality of which an analogue in Floer theory is a sophisticated question (for example, see the recent progress [AS10a]).

By construction, we have the following:

**Proposition 1.5.1.** Suppose $U \subset M$ is a conical open subset. Then inclusion induces a functor

$$\text{Lag}_{\Lambda \cap U}(U) \longrightarrow \text{Lag}_\Lambda(M).$$

Let $\text{Open}^+(M)$ be the category of conical open subsets $U \subset M$, with morphisms given by inclusions. Observe that the intersection of two such open sets is again such an open set.

By a cover $\coprod_{\alpha \in I} U_\alpha \to M$, we mean a finite collection of open sets $U_\alpha \subset M$ such that $M$ is the colimit of the corresponding Čech simplicial space with $k$-simplices $\coprod_{\alpha \in I^k} U_{\bar{\alpha}}$, where $U_{\bar{\alpha}} = U_{\alpha_1} \cap \cdots \cap U_{\alpha_k}$, for $\alpha = (\alpha_1, \ldots, \alpha_k)$.

**Conjecture 1.5.2.** Let $\text{StCat}$ denote the $\infty$-category of stable $\infty$-categories. Then the functor

$$\text{Open}^+(M) \longrightarrow \text{StCat} \quad U \longmapsto \text{Lag}_{U \cap \Lambda}(U)$$

forms a cosheaf. In particular, $\text{Lag}_\Lambda(M)$ can be calculated locally: for $\coprod_{\alpha \in I} U_\alpha \to M$ a cover by objects of $\text{Open}^+(M)$, $\text{Lag}_\Lambda(M)$ is the colimit of the corresponding Čech simplicial stable $\infty$-category with $k$-simplices

$$\coprod_{\alpha \in I^k} \text{Lag}_{U_{\bar{\alpha}} \cap \Lambda}(U_{\bar{\alpha}}),$$
where $U_\alpha = U_{\alpha_1} \cap \cdots \cap U_{\alpha_k}$, for $\alpha = (\alpha_1, \ldots, \alpha_k)$.

1.6. Partially wrapped Fukaya categories. Finally, we arrive at one of our primary motivations for considering Lagrangian cobordisms.

We continue with $M$ an exact symplectic manifold with support Lagrangian $\Lambda \subset M$. We will proceed informally and write $WF_\Lambda(M)$ for the corresponding partially wrapped Fukaya category of $M$ (with say rational coefficients). Its construction and basic properties are well-known to experts and explained in [Aur10] [AurICM] building on the more well-known wrapped Fukaya category [FSS08b] [AS10a]. It is a fundamental object in mirror symmetry and geometric representation theory but still mysterious and technically challenging.

Returning to the starting point of Floer theory as Morse theory of path spaces, it appears quite reasonable that Lagrangian cobordisms should play a role in understanding wrapped Floer theory. Roughly speaking, we expect an analogy along the lines:

Witten’s Morse complex: singular cochains ::

Floer’s instanton complex: families of Lagrangian cobordisms

Independently of such vague ideas, if we fix a base ring $R$, then by equipping all branes and Lagrangian cobordisms with appropriate tangential structures, one can write a pairing

$$\operatorname{Lag}_\Lambda(M) \times F_\Lambda(M) \to \text{Chain}_R$$

with the Fukaya category, taking values in the category of chain complexes over $R$. (We refer to [T16a] [T16b] for details. A compact, monotone variant of this was written by Biran and Cornea in [BC13a] [BC13b].) In fact, the idea that there should be such a functor is the origin of our study of non-characteristic Lagrangian cobordisms. We expect to be able to exhibit the pairing (1) as arising from an honest functor to the wrapped Fukaya category:

Conjecture 1.6.1. Let $M$ be an exact symplectic manifold with Lagrangian support $\Lambda \subset M$. The functor given by continuation maps induces an equivalence of stable $\infty$-categories

$$\operatorname{Lag}_\Lambda(M) \otimes_\mathcal{E} \mathbb{Q} \to WF_\Lambda(M)$$

Remark 1.6.2. Our Conjectures 1.3.3, 1.4.1, 1.4.7, and 1.6.1 are compatible thanks to the work [AS06a] [AS06b] [NZ09] [N09] [A09] [A10a] [A10b].

1.7. Relation to the work of Biran and Cornea. During the preparation of this work, Paul Biran and Octav Cornea independently constructed a category of Lagrangians and cobordisms between them [BC13a] [BC13b]. We note that there are several notable differences making our collective works of independent interest.

First, Biran and Cornea work in a compact, monotone setting while the present work lives in the non-compact, exact setting. The compactness of Biran and Cornea’s branes also accounts for the absence of $\Lambda$ in their work, which only appears here when regulating non-compact cobordisms.

Second, $\operatorname{Lag}_\Lambda(M)$ detects the space of Lagrangian cobordisms and likewise detects higher homotopical data of the Fukaya category. In contrast, the work of Biran and
Cornea does not define any space of cobordisms, and instead detects formal sequences of mapping cones, essentially by constructing maps between non-derived version of Waldhausen’s s-dot construction. But the constructions here are most likely compatible with the constructions from [BC13a]. For example, there is a functor from \( \text{Lag}_\Lambda(M) \) to modules over the Fukaya category of \( M \) [T16a], and this functor is exact [T16b]—it is expected that the induced map on the s-dot constructions of each category reproduces the map from [BC13b].

Third, the setting of this work is manifestly stable—both in the sense of topology and of category theory. Higher cobordisms, for instance, detect higher natural transformations between modules over the Fukaya category, and Lagrangians embedded in \( M \times T^*\mathbb{R}^N \) for large \( N \) give geometric constructions of mapping cones. The work in [BC13a] does not stabilize—geometrically nor algebraically—so this higher geometry goes undetected. As an illustration of this difference: the techniques used in [T16a] allow one to exhibit a map from the higher homotopy groups of \( \text{Ham} \) to Hochschild cohomology groups of \( \text{Lag}_\Lambda(M) \). In contrast, [CC16] can only detect such a map at the 1-groupoid level, essentially only seeing \( \pi_1 \) of \( \text{Ham} \).

1.8. A word on exactness. In the present work, we have chosen to work with exact symplectic manifolds and exact Lagrangians. Let us give a few motivations for this. First, our morphisms and our stabilizations naturally live in non-compact symplectic manifolds, and exactness imposes natural constraints on behaviors “near infinity.” A second reason is not internal to the theory of Lagrangian cobordisms: In the exact setting, it is technically simpler to compare the theory of non-compact Lagrangian cobordisms to Floer theory.

A third reason is more categorical. Exactness arises in the study of symplectic geometry—without reference to bubbling of holomorphic disks—by looking for fixed points of a natural \( \mathbb{R} \)-action on the category of symplectic manifolds (see the following paragraphs). Moreover, at least in Floer theory, these fixed points allow us to recover information about non-fixed points using sane amounts of data. For example, many symplectic manifolds \( M \) have Fukaya categories arising as deformations of Fukaya categories of exact symplectic manifolds \( M \setminus D \) obtained by removing an appropriate divisor \( D \subset M \). And in many exact symplectic manifolds, arbitrary branes may be written as extensions built from exact branes. (We do not know if Lagrangian cobordism theory in the non-exact setting admits such deformation-theoretic descriptions.)

Let \( \text{Symp} \) be the category whose objects are symplectic manifolds, and whose morphisms are Lagrangian correspondences. (That is, a morphism from \( M \) to \( M' \) is a Lagrangian in \( (M \times M', \omega \oplus -\omega') \).) As usual, one must address transversality issues arising in composition, and whether or not to allow immersed Lagrangians as morphisms (as opposed to formal sequences of correspondences), but let us ignore this point for this heuristic discussion. We will simply say that, following Weinstein, some version of \( \text{Symp} \) is expected to be a natural domain for expressing the functoriality of symplectic invariants.

There is an action of the discrete group \( (\mathbb{R}, +) \) on this category: An element \( t \in \mathbb{R} \) sends an object \( (M, \omega) \) to the object \( (M, e^t \omega) \). A morphism \( L \subset M \times M' \) is sent to the same Lagrangian \( L \). (A Lagrangian for \( \omega \oplus -\omega' \) is Lagrangian for \( e^t \omega \oplus -e^t \omega \).)
Natural examples of homotopy fixed points of this $\mathbb{R}$-action arise as exact symplectic manifolds that are complete with respect to their Liouville flows. Indeed, a choice of Liouville vector field $X_\theta$ induces a flow on $M$, and the graph of the time $t$ flow is an invertible Lagrangian correspondence between $(M, \omega)$ and $(M, e^t \omega)$. That the composition of these correspondences respects the group operation of $\mathbb{R}$ is straightforward. So, for example, Liouville manifolds are examples of homotopy fixed points of the $\mathbb{R}$-action.

Let us choose a complete Liouville vector field on a symplectic manifold $M$. This homotopy fixed point data induces an action of $\mathbb{R}$ on the collection of Lagrangians of $M$ as follows: $t \in \mathbb{R}$ sends a Lagrangian in $M$ to the time $-t$ flow of that Lagrangian under the Liouville flow. Indeed, a Lagrangian in $M$ is a correspondence $L$ from the point $*$ to $(M, \omega)$. The action of $t \in \mathbb{R}$ on Symp sends this Lagrangian to the same subset $L$ of $* \times (M, e^t \omega)$. The homotopy fixed point data (the Liouville flow for time $-t$) composes with $L$ to yield the time $-t$ flow of $L$ as a new Lagrangian in $(M, \omega)$.

What does it mean to exhibit a homotopy fixed point structure on a Lagrangian? To exhibit fixed point data on $L$, one must know what an equivalence of two Lagrangian correspondences is. At the very least, a Hamiltonian isotopy of Lagrangians should be such an thing. Moreover, a function $f : L \to \mathbb{R}$ satisfying $df = \theta|_L$ precisely exhibits a Hamiltonian vector field matching the Liouville flow of $L$ as a subset of $M$. (Indeed, for any extension $\tilde{f} : M \to \mathbb{R}$ of $f$, we have that $\omega(X_{\tilde{f}, -})$ and $-\omega(X_{\theta, -})$ agree when restricted to $L$. This implies that the components of $\tilde{X}_{\tilde{f}}$ and $X_\theta$ normal to $L$ agree at all times.)

The above comprises an informal argument outlining why exact symplectic manifolds, and exact Lagrangians, arise naturally in symplectic geometry (without any consideration of holomorphic disks) as natural examples of homotopy fixed points.

1.9. Outline of the paper. We first take care of the geometric preliminaries and introduce Lagrangian branes in Section 2. For any technical assumptions, the reader can consult this section.

In Section 3, we introduce the notions of Lagrangian cobordism and higher Lagrangian cobordism. In particular we explain the role of the reference Lagrangian $\Lambda \subset M$, defining the notion of non-characteristic Lagrangians. We also define the collaring notions needed to define the $\infty$-category $\text{Lag}_\Lambda^\bullet(M)$.

In Section 4, we define the $\infty$-category $\text{Lag}_\Lambda^\bullet(M)$ organizing Lagrangian cobordisms, and prove it is a weak Kan complex with a zero object. We also explain the notion of compositions via time concatenation. We then construct the stabilization $\text{Lag}_\Lambda(M)$.

We then construct a kernel $K$ for any morphism $P : L_0 \to L_1$. The construction is carried out in Section 5, and the proof of its universal property is given in Section 6.

Finally, in Section 7, we study the shift functor $\Omega : \text{Lag}_\Lambda(M) \to \text{Lag}_\Lambda(M)$ to prove that $\text{Lag}_\Lambda(M)$ is indeed stable.

In the appendix, we collect useful background material on $\infty$-categories.
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2. Geometric setup

2.1. Symplectic manifold. We will restrict to the geometric background of convex symplectic manifolds, which we learned from the well-known references [EG91, E97].

Throughout this paper, $M$ will be an exact symplectic manifold with symplectic form $\omega_M$, fixed Liouville form $\theta_M$ so that $\omega_M = d\theta_M$, and Liouville vector field $Z_M$ defined by $\omega_M(Z_M, -) = \theta_M(-)$. We assume that this flow collars the boundary of $M$—this means the flow is transverse to the “boundary at infinity” $\partial M$, and that the Liouville flow defines a diffeomorphism $(0, 1] \times \partial M \cong U$ on some open neighborhood of $\partial M$. For the purposes of having a notion of distance, we will assume a Riemannian metric (or a compatible almost complex structure) which respects the collaring on $U$.

**Example 2.1.1** (Cotangent bundles). Fix a smooth (not necessarily compact) base manifold $X$, and let $M = T^*X$ be its cotangent bundle equipped with $\theta = -pdq$ the canonical one-form. The Liouville vector field $Z_M$ generates fiberwise dilation. More generally, we could take a conical open subset $U \subset M = T^*X$.

**Example 2.1.2** (Weinstein manifolds). Suppose $M$ admits a proper, bounded-below Morse function $h : M \to \mathbb{R}$ such that $Z_M$ is gradient-like with respect to $h$. Such data naturally arises when $M \subset \mathbb{C}^n$ is a Stein or smooth affine complex variety: one can take $h$ to be a perturbation of the restriction of the standard unitary norm on $\mathbb{C}^n$, and $\theta_M$ to correspond to the gradient of $h$ via the symplectic form. More generally, we could consider a conical open subset $U \subset M$.

**Remark 2.1.3.** It is a useful level of generality to assume that $Z_M$ is complete, so the flow generated by $Z_M$ provides an $\mathbb{R}_{>0}$-action on $M$. It will also be useful to consider structures that are conical (i.e., $\mathbb{R}_{>0}$-invariant) when relating $\text{Lag}_A(M)$ to the Fukaya category [T16a, T16b], but we will not need such assumptions here.

We will write $M^\infty = \overline{M} \setminus M$ for the boundary of $\overline{M}$, and given a subset $A \subset M$, we will write $\overline{A}$ for the closure of $A$ inside of $\overline{M}$, and $A^\infty = \overline{A} \setminus A = \overline{A} \cap M^\infty$ for the part of $\overline{A}$ lying in the boundary $M^\infty$.

**Remark 2.1.4.** It will be useful from a technical perspective to assume that $\overline{M}$ embeds as a subanalytic subset of some real analytic manifold $N$ (which without loss of generality we could take to be $\mathbb{R}^n$ for some large $n$). We will then only consider subsets of $M$ whose closures in $N$ are themselves subanalytic. This obviates the possibility of any “wild” behavior and keeps us in the world of “tame” topology [BM88, VM96].

Finally, in order to work with Lagrangian branes inside of $M$, one must consider the following standard background structures. Given a compatible almost complex structure $J \in \text{End}(TM)$, we can speak about the complex canonical line bundle $\kappa = (\wedge^{\dim M/2} T^{\text{hol}} M)^{-1}$. A bicanonical trivialization $\eta$ is an identification of the tensor-square $\kappa^\otimes 2$ with the trivial complex line bundle. The obstruction to a bicanonical trivialization is twice the first Chern class $2c_1(M) \in H^2(M, \mathbb{Z})$, and all bicanonical trivializations form a torsor over the group $\text{Map}(M, S^1)$. Note that there is a bundle...
over the space of all compatible $J$ whose fibers are given by bicanonical trivializations; we assume we have fixed a section.

One must also fix a background class $[c] \in H^2(M, \mathbb{Z}/2\mathbb{Z})$ so as to be able to speak about pin structures relative to $[c]$.

2.2. Support Lagrangian. Throughout this paper, $\Lambda \subset M$ will be a (not necessarily compact, possibly singular) closed Lagrangian subvariety. To be more precise, we suppose the closure $\overline{\Lambda} \subset M$ is subanalytic, and hence admits a Whitney stratification into smooth submanifolds. Then we insist that $\Lambda$ (though not necessarily irreducible) is pure of dimension $\dim M/2$, and each stratum of $\Lambda$ is isotropic with respect to the symplectic form $\omega_M$.

**Example 2.2.1** (Conical Lagrangians in cotangent bundles). Take $\Lambda \subset M = T^*X$ to be any closed conical Lagrangian subvariety. In particular, we could take $\Lambda$ to be the zero section alone. More generally, if $U \subset M = T^*X$ is a conical open subset, we can take the restriction $\Lambda \cap U \subset U$ as support Lagrangian inside of $U$.

**Example 2.2.2** (Conical Lagrangians in Weinstein manifolds). Let $\Lambda^{sk} \subset M$ be the “Lagrangian skeleton” of stable manifolds associated to the exhausting Morse function $h : M \to \mathbb{R}$ (for details, see [Bi01]). We can then take $\Lambda$ to be the union of $\Lambda^{sk}$ together with the “cone” with respect to dilation over any Legendrian subvariety in $M^\infty$. More generally, if $U \subset M$ is a conical open subset, we can take the restriction $\Lambda \cap U \subset U$ as support Lagrangian inside of $U$.

**Remark 2.2.3.** Although we have not discussed any non-conical examples, there is nothing to exclude such a choice. Likewise, the proof of stability does not rely on the dimension, or the Lagrangian-ness, of $\Lambda$. Any subset $\Lambda \subset M$ will do, including the case $\Lambda = M$.

**Remark 2.2.4.** In this work, $\Lambda$ only plays the role of restricting the types of cobordisms we allow.

2.3. Lagrangian branes. A Lagrangian brane inside of $M$ is an exact Lagrangian submanifold $L \subset M$ equipped with the following:

1. $f : L \to \mathbb{R}$ is a function realizing the exactness of $L$ with respect to the given primitive $\theta_M$;
2. $\alpha : L \to \mathbb{R}$ is a grading with respect to the given trivialization of the complex bicanonical line bundle $\kappa^{\otimes 2}$;
3. $q$ is a relative pin structure with respect to the given background class $[c] \in H^2(M, \mathbb{Z}/2\mathbb{Z})$.

Each structure serves a purpose---$f$ allows for composition of exact cobordisms, $\alpha$ allows for a $\mathbb{Z}$-periodic shift functor (or, in the world of Fukaya categories, a $\mathbb{Z}$-graded Floer cohomology) and $q$ allows for one to orient moduli spaces of holomorphic polygons in Floer theory. We remind the reader that only the function $f$ is a necessary decoration for the proof of the main theorem, as Floer theory plays no role in this paper. (See Section 1.2.)
Remark 2.3.1. Note that \( f \) is determined up to translation by an element of \( H^0(L, \mathbb{R}) \); \( \alpha \) is determined up to translation by an element of \( H^0(L, \mathbb{Z}) \); and \( q \) is determined up to translation by an element of \( H^1(L, \mathbb{Z}/2\mathbb{Z}) \).

Remark 2.3.2. Finally, one can also choose to consider Lagrangians with varying properties to define \( \text{Lag}_\Lambda(M) \). One could require objects to have a compact projection to \( \Lambda \), to be conical near the boundary of \( M \), or only be asymptotically conical near \( \partial M \), and consistently define an \( \infty \)-category consisting of objects and (higher) morphisms with these properties.

2.4. Product structures. All of the structures we have introduced in the preceding sections behave naturally with respect to Cartesian products. For \( i = 1, 2 \), given exact symplectic manifolds \( M_i, \omega_i, \theta_i \), we have the exact symplectic manifold \( M_1 \times M_2, \omega_1 + \omega_2, \theta_1 + \theta_2 \). Likewise, given exact Lagrangians \( L_1, L_2 \), one defines a primitive on their product by \( f(x_1, x_2) = f_1(x_1) + f_2(x_2) \).

Likewise, given almost complex structures \( J_i, \) bicanonical trivializations \( \tau_i, \) and background classes \( [c_i] \in H^2(M_i, \mathbb{Z}/2\mathbb{Z}) \), we take the almost complex structure \( J_1 \oplus J_2, \) bicanonical trivialization \( \tau_1 \wedge \tau_2, \) and background class \( [c_1] + [c_2] \in H^2(M_1 \times M_2, \mathbb{Z}/2\mathbb{Z}) \).

Similarly, for \( i = 1, 2 \), given Lagrangian branes \( L_i \subset M_i \) with brane structures \( (f_i, \alpha_i, q_i) \), we have the Lagrangian brane \( L_1 \times L_2 \subset M_1 \times M_2 \) with brane structure \( (f_1 + f_2, \alpha_1 + \alpha_2, q_1 + q_2) \).

2.5. Euclidean space. We will often want to consider the symplectic manifold \( T^*\mathbb{R}^n \), and so spell out here what structures we equip it with to fit into our setup.

Let \( \pi: T^*\mathbb{R}^n \to \mathbb{R}^n \) denote the canonical projection. We have a canonical identification \( T^*\mathbb{R}^n \simeq \mathbb{R}^n \times (\mathbb{R}^n)^\vee \) where \((\mathbb{R}^n)^\vee \) denotes the linear dual of \( \mathbb{R}^n \). We write \( x_j \) for the standard coordinates on \( \mathbb{R}^n \), and \( \xi_j \) for the dual coordinates on \((\mathbb{R}^n)^\vee \).

We work with the standard symplectic form on \( T^*\mathbb{R}^n \) given in coordinates by \( \omega = \sum_j d\xi_j dx_j \) with standard primitive \( \theta = \sum_j \xi_j dx_j \). The Liouville vector field \( Z = \sum_j \xi_j \partial_{\xi_j} \) generates the standard fiberwise dilation. We will usually take the zero section \( \mathbb{R}^n \subset T^*\mathbb{R}^n \) as our support Lagrangian \( \Lambda \).

To enrich \( T^*\mathbb{R}^n \) with the necessary background structures, we take the standard complex structure \( \mathbb{C}^n \simeq T^*\mathbb{R}^n \) with holomorphic coordinates \( z_j = \xi_j + ix_j \). We trivialize the bicanonical bundle \( \kappa^{\otimes 2} \) by taking the real line subbundle of the canonical bundle \( \kappa \) induced by the zero section \( \mathbb{R}^n \subset T^*\mathbb{R}^n \). In particular, we can identify possible gradings on the zero section with the integers \( \mathbb{Z} \) (rather than some arbitrary \( \mathbb{Z} \)-torsor). There is no choice of background class \( [c] \in H^2(T^*\mathbb{R}^n, \mathbb{Z}/2\mathbb{Z}) \) since \( T^*\mathbb{R}^n \) is contractible.

Here are some of our favorite branes inside of \( T^*\mathbb{R}^n \).

Example 2.5.1 (Conormals). Recall that the conormal \( T^*_X Y \) to a smooth \( X \subset Y \) is the set of all \((x, \xi) \in T^*Y \) for which \( \xi|_{T_x X} = 0 \). The \( \alpha \)-graded conormal brane \( N_x[\alpha] \) based at \( x \in \mathbb{R}^n \) is the Lagrangian submanifold

\[
T^*_x \mathbb{R}^n \subset T^*\mathbb{R}^n
\]

for some \( x \in \mathbb{R}^n \), equipped with the brane structure given by the primitive \( f = 0 \), grading \( \alpha \in \mathbb{Z} + n/2 \), and trivial relative pin structure.
More generally, the $\alpha$-graded conormal brane $N_X[\alpha]$ along a $k$-dimensional submanifold $X \subset \mathbb{R}^n$ is the Lagrangian submanifold

$$T^*_X \mathbb{R}^n \subset T^*\mathbb{R}^n$$

equipped with the brane structure given by the primitive $f = 0$, grading $\alpha \in \mathbb{Z} + (n - k)/2$, and trivial relative pin structure.

**Example 2.5.2** (Graphs). Given a function $h: \mathbb{R}^n \to \mathbb{R}$, the graph of its differential is the Lagrangian brane

$$\Gamma_h \subset T^*\mathbb{R}^n$$

with brane structure $(f_h, \alpha_h, [0])$, where $f_h$ is the pullback of $h$, $\alpha_h$ is transported from the zero grading on the zero section via an isotopy through graphs, and $[0]$ is the trivial relative pin structure.

### 2.6. Constructions of branes.

**2.6.1. Translation and carving.** Suppose $h: \mathbb{R}^n \to \mathbb{R}$ is a function with graph brane $\Gamma_h \subset T^*\mathbb{R}^n$. We can regard $\pi: T^*\mathbb{R}^n \to \mathbb{R}^n$ as a relative group, and consider the fiberwise translation given by adding $\Gamma_h$.

Given another Lagrangian brane $L \subset T^*\mathbb{R}^n$, with brane structure $(f_L, \alpha_L, [c_L])$, we can form the translated Lagrangian brane

$$L_h = L + \Gamma_h = \{(x, \xi) \in T^*\mathbb{R}^n \mid (x, \xi - dh_x) \in L\}$$

with brane structure $(f_{L+h}, \alpha_{L+h}, [c_L])$, where $f_{L+h}$ is the sum of $f_L$ and the pullback of $h$, and $\alpha_{L+h}$ is transported from the grading $\alpha_L$ via an isotopy through graphs.

More generally, given an exact symplectic manifold $M$, and a Lagrangian brane $L \subset M \times T^*\mathbb{R}^n$ with brane structure $(f_L, \alpha_L, [c_L])$, we can form the translated Lagrangian brane

$$L_h = L + \Gamma_h = \{(m, x, \xi) \in T^*\mathbb{R}^n \mid (m, x, \xi - dh_x) \in L\}$$

with brane structure $(f_{L+h}, \alpha_{L+h}, [c_L])$, where $f_{L+h}$ is the sum of $f_L$ and the pullback of $h$, and $\alpha_{L+h}$ is transported from the grading $\alpha_L$ via an isotopy through graphs.

More generally still, we will often apply the above construction with a function $h: U \to \mathbb{R}$ defined only on an open subset $U \subset \mathbb{R}^n$. Consider the associated graph brane $\Gamma_h \subset T^*U$. Given a Lagrangian brane $L \subset M \times T^*\mathbb{R}^n$, with brane structure $(f_L, \alpha_L, [c_L])$, we can form the carved Lagrangian brane

$$L_h = L + \Gamma_h = \{(m, x, \xi) \in M \times T^*U \mid (m, x, \xi - dh_x) \in L|_U \} \subset M \times T^*U$$

with brane structure $(f_{L+h}, \alpha_{L+h}, [c_L])$, where $f_{L+h}$ is the sum of $f_L$ and the pullback of $h$, and $\alpha_{L+h}$ is transported from the grading $\alpha_L$ via an isotopy of $\Gamma_h$ to the zero section through graphs. We say that $L_h$ is carved from $L$ by the function $h$.

Clearly the connectedness of the resulting brane depends on the behavior of $h$. In any event, we use the term “carved” since we envision that we are using $h$ to remove any part of $L$ that does not live above $U \subset \mathbb{R}^n$—this will be apparent from our examples of $h$, which will have derivatives tending to $\infty$ near $\partial U$.

Of course, one needs to be careful and impose conditions to ensure the carved brane $L_h$ is reasonable. In particular, one needs to be careful that $h$, $L$, and their interaction...
are reasonable at the boundary of \( U \subset \mathbb{R}^n \). Rather than trying to systematize this, we will comment as necessary in particular cases.

2.6.2. Pullbacks. There are many general things to say about the functoriality of branes, but we will restrict our remarks to what we specifically need.

First, suppose \( U \subset \mathbb{R}^m, V \subset \mathbb{R}^n \) are open domains, and \( p: U \to V \) is a submersion. This provides a correspondence

\[
T^*U \leftarrow \left[ T^*V \times_U U \right] \to T^*V
\]

in which \( i \) is an embedding.

Given a Lagrangian brane \( L \subset T^*V \), we can form the pullback Lagrangian brane

\[
p^*L = i(q^{-1}(L)) \subset T^*U
\]

with the evident brane structure pulled back along \( q \).

More generally, given an exact symplectic manifold \( M \), and a Lagrangian brane \( L \subset M \times T^*V \), we can similarly form the pullback Lagrangian brane

\[
p^*L = i(q^{-1}(L)) \subset M \times T^*U
\]

with the evident brane structure pulled back along \( s \).

Suppose in addition there is a section \( s: V \to U \) to the submersion \( p \). Then we have the left-inverse \( s^* \) to the pullback \( p^* \), and we refer to its result as the restricted Lagrangian brane

\[
s^*(p^*(L)) = L \subset M \times T^*V.
\]

In this case, we will often say that \( p^*L \) is collared by \( L \) along the subspace \( s(V) \subset U \) in the direction of the map \( p \).

**Example 2.6.1** (Orthogonal projection). Suppose \( p: \mathbb{R}^{m+k} \to \mathbb{R}^m \) is the orthogonal projection.

Given an exact symplectic manifold \( M \), and a Lagrangian brane \( L \subset M \times T^*\mathbb{R}^m \), the pullback Lagrangian brane is simply the product with the zero section

\[
p^*L = L \times T^*_\mathbb{R}^k \subset M \times T^*\mathbb{R}^{m+k}.
\]

The restriction along the section \( s: \mathbb{R}^m \to \mathbb{R}^{m+k} \) is simply the original brane

\[
s^*(L \times T^*_\mathbb{R}^k) = L \subset M \times T^*\mathbb{R}^m.
\]

**Example 2.6.2** (Rotation via angular projection). Let \( \| \cdot \|: \mathbb{R}^n \to \mathbb{R} \) be the Euclidean length function. Fix \( 0 < a < b \), and consider the annulus and interval

\[
U = \{ v \in \mathbb{R}^n | a < \| v \| < b \} \quad V = (a, b) \subset \mathbb{R}
\]

Suppose \( p: U \to V \) is the restriction of \( \| \cdot \| \).

Given an exact symplectic manifold \( M \), and a Lagrangian brane \( L \subset M \times T^*V \), we can form the rotated Lagrangian brane

\[
p^*L = L \times T^*_s S_{n-1} \subset M \times T^*U.
\]

Suppose in addition there is a small \( \epsilon > 0 \) such that over the open intervals

\[
V_a = (a, a + \epsilon) \quad V_b = (b - \epsilon, b)
\]
we have identifications
\[ L|_{V_a} = L_a \times T_{V_a}^* V_a \quad L|_{V_b} = L_b \times T_{V_b}^* V_b \]
for some Lagrangian branes \( L_a, L_b \subset M \).

Then we can form a single brane
\[ R \subset M \times T^* \mathbb{R}^n \]
by gluing together \( p^* L \) over the annulus \( U \) with the product branes
\[ L_a \times T_{W_a}^* W_a \quad L_b \times T_{W_b}^* W_b \]
defined over the domains
\[ W_a = \{ v \in \mathbb{R}^n \mid \|v\| < a \} \quad W_b = \{ v \in \mathbb{R}^n \mid b < \|v\| \} \]

Finally, there are myriad variations on this theme. For instance, a useful further construction is to consider the restriction \( R|_Q \) of the rotated Lagrangian brane \( R \) to a quadrant \( Q \subset \mathbb{R}^n \). With a slight tweak of the original function \( p \), we can achieve that \( R|_Q \) is collared along the boundary of the quadrant in the normal directions.

See Figure 2.6.3 in the case \( n = 2 \) and \( Q = \{ (x, y) \in \mathbb{R}^2 \mid x, y > 0 \} \). By a small perturbation, we have arranged so that there is \( \epsilon > 0 \) so that over the boxes
\[ (a, b) \times (0, \epsilon) \quad (0, \epsilon) \times (a, b) \]
the rotated brane \( R|_Q \) is the collared product
\[ L \times T_{(0, \epsilon)}^* (0, \epsilon) \quad T_{(0, \epsilon)}^* (0, \epsilon) \times L \]

This particular example will arise in our constructions of kernels in Section 5.3.

2.7. Pictures of 1-forms. Via the usual metric on \( \mathbb{R}^n \), we can transform one-forms into vector fields, and exact one-forms into gradient vector fields. In our initial proofs, we will write fairly explicit formulas for one-forms, while in later proofs, we will often draw qualitatively meaningful vector fields and leave to the reader the choice of their precise realization.

Let us fix an auxiliary smooth, non-decreasing function \( \tau : \mathbb{R} \to \mathbb{R} \) such that
\[ \tau^{-1}(0) = (-\infty, 0] \quad \tau^{-1}(1) = [1, \infty) \).

In Figure 2.7.1 we depict the 1-form \( dh \) for various functions \( h(t, x) \) of two variables. In the rest of this work, we will draw large arrows to denote places where a vector field shoots off to infinity in the indicated direction, and (when necessary) small arrows to highlight where the vector field is non-zero in the indicated direction.

Remark 2.7.2 (Corners and rounding). Figure 2.7.1 has “corners” in the domains over which the Lagrangians are supported. One could just as easy taken a model where, rather than corners, one has a smooth boundary. This latter option is better suited for a version of \( \text{Lag}_A(M) \) in which all objects and (higher) morphisms are eventually conical.
Figure 2.6.3. The brane $R|_Q$, depicted as living over the quadrant $Q = \{(x,y) \in \mathbb{R}^2 \mid x,y > 0\}$; we have arranged so that $R|_Q$ is collared along the axes of $Q$. In Section 5.3 we will apply the construction of $R|_Q$ when our brane $L$ happens to be a Lagrangian cobordism $P$. 
Figure 2.7.1. On the upper-left, a drawing of $dh$, where $h(t, x) = -\log(1 - \tau(t))$. On the upper-right, a drawing of $dh$ for $h(t, x) = \log(1 - \tau(t))$. On the lower-left, a drawing of $dh$ for $h(t, x) = -\log(1 - \tau(t)\tau(x))$. On the lower-right, a drawing of $dh$ for $h(t, x) = \log(1 - \tau(t)\tau(x))$. 
3.LAGRANGIAN COBORDISMS

3.1. Cubical collaring. We introduce a notion of collaring which will allow us to define the face and degeneracy maps for the $\infty$-category $\text{Lag}$. For a motivation of these collaring conditions, we refer the reader to Appendix 8.5 where we discuss the coherent nerve of a category, which inspired our definitions.

Fix $n$, a pair of vectors $a = (a_1, \ldots, a_n), b = (b_1, \ldots, b_n) \in \mathbb{R}^n$ with $a_i < b_i$ for all $i$. Consider the $n$-dimensional rectangular solid

$$R = [a_1, b_1] \times \cdots \times [a_n, b_n] \subset \mathbb{R}^n.$$ 

We will write $R^\circ \subset R$ for its interior, and $T^* R^\circ$ for the cotangent bundle of $R^\circ$.

The facets $R_\beta \subset R$ correspond to maps $\beta : \{1, \ldots, n\} \to \{a, *, b\}$ by the rule $x \in R$ lies in $R_\beta$ if and only if $x_i = \beta(i)$ when $\beta(i)$ is equal to $a$ or $b$, or $x_i \in (a_i, b_i)$ when $\beta(i) = *$. For example, the interior $R^\circ$ is simply $R_\beta$ when $\beta$ is the constant map to $*$. Given a facet $R_\beta \subset R$, by a collaring neighborhood $U_\beta \subset R$ we will mean an open subset containing $R_\beta$ such that $\pi_\beta(U_\beta) = R_\beta$, where $\pi_\beta$ is the orthogonal projection restricted to $U_\beta$.

**Definition 3.1.1 (Cubical collaring).** Suppose given a Lagrangian brane $P \subset M \times T^* R^\circ$.

We say that $P$ is collared if for each facet $R_\beta \subset R$, there is a Lagrangian brane $P_\beta \subset M \times T^* R_\beta$, and collaring neighborhood $U_\beta \subset R$ such that we have an identity of branes

$${P}_{|R^\circ \cap U_\beta} = \pi_\beta^* P_\beta = P_\beta \times T^*_N N_\beta$$

where $N_\beta$ is the affine space orthogonal to the facet $F_\beta$.

Observe that if a Lagrangian brane $P \subset M \times T^* R^\circ$ is collared, then the collaring branes $P_\beta \subset M \times T^* R_\beta$ are uniquely determined. When working with collared Lagrangian branes, we will often abuse notation and write $P \subset T^* R$ rather than indicating the interior $R^\circ \subset R$.

3.2. Combinatorics of cubes and simplices. In order to refine the behavior of Lagrangian branes living over a rectangular solid, we will need to gather some preliminaries.

Let $[n]$ denote the ordered set $\{0, 1, \ldots, n\}$. We will think of elements of $[n]$ as the vertices of the $n$-simplex $\Delta^n$.

Let $\mathcal{P}(n)$ denote the power set of $[n]$. We will think of elements of $J \in \mathcal{P}(n)$ as the vertices of a facet $\Delta(J) \subset \Delta^n$. We will write $J^{\text{min}}$ and $J^{\text{max}}$ for the minimum and maximum elements of $J$ respectively.

Let $\mathcal{Q}(n) \subset \mathcal{P}(n)$ denote those subsets $I \subset [n]$ such that $0, n \in I$. Here are two alternative ways to think of an element $I \in \mathcal{Q}(n)$. On the one hand, $I$ encodes a path
(directed sequence of vertices) in $\Delta^n$ from the initial vertex 0 to the terminal vertex $n$. On the other hand, $I$ encodes a vertex $v(I)$ of the $(n - 1)$-cube
\[ c(n - 1) = [0, 1]^{n-1} \subset \mathbb{R}^{n-1} \]
by setting $v(I)_j$ equal to 1 if $j \in I$ and 0 if $j \notin I$. Note that any surjection $[n'] \to [n]$ of ordered sets give rise to a map $Q(n') \to Q(n)$, and in turn a continuous map $c(n'-1) \to c(n-1)$ which is a submersion on each facet.

Consider the incidence set
\[ Q(n)_* = \{(I, k) \in Q(n) \times [n] | k \in I \}. \]
On the one hand, an element of $Q(n)_*$ encodes a path $I$ in the $n$-simplex $\Delta^n$ together with a marked vertex $k$ on the path. On the other hand, $Q(n)_*$ encodes a point $v(I, k) = (v(I), k)$ of the $n$-dimensional rectangular solid
\[ C(n) = c(n - 1) \times [0, n] = [0, 1]^{n-1} \times [0, n] \subset \mathbb{R}^n \cong \mathbb{R}^{n-1} \times \mathbb{R}_t. \]
As the notation indicates, we will often think of the last coordinate, $t$, as the time direction. Let us next turn to the facets of the $(n - 1)$-cube $c(n - 1)$.

We represent $I \in Q(n)$ by a path of 1-subsimplices
\[ \{0, i_1\}, \{i_1, i_2\}, \ldots, \{i_{\ell-1}, n\} \in P(n), \text{ where } I = \{0 < i_1 < i_2 < \cdots < i_{\ell-1} < n\}. \]
More generally, a chain $\beta$ of subsimplices is a sequence of subsimplices
\[ J_1, J_2, \ldots, J_\ell \in P(n) \]
satisfying the following:

1. $|J_a| > 1$ for any $a = 1, \ldots, \ell$,
2. $J_1^{\text{min}} = 0$, $J_\ell^{\text{max}} = n$,
3. $J_a^{\text{max}} = J_{a+1}^{\text{min}}$, for any $a = 1, \ldots, \ell - 1$,
4. if $a < b$, then $j_a \leq j_b$, for any $j_a \in J_a$, $j_b \in J_b$.

The facets of the $(n - 1)$-cube $c(n - 1)$ are in bijection with such chains: given a chain $\beta$, the corresponding facet $f(\beta) \subset c(n - 1)$ is the convex hull of the vertices $v(I)$ corresponding to paths $I$ through the subsimplices in $\beta$. More precisely, $v(I)$ is a vertex of $f(\beta)$ if for each $i_a \in I$, there is some subsimplex $J_b$ in the chain $\beta$ such that $i_a, i_{a+1} \in J_b$. The dimension of the facet $f(\beta)$ is the sum
\[ \dim f(\beta) = \sum_{a=1}^\ell (|J_a| - 1). \]

By a vertical facet of the rectangular solid $C(n) = c(n - 1) \times [0, n]$, we mean a facet of the form
\[ F(\beta) = f(\beta) \times [0, n]. \]
Given a subsimplex $J$ appearing in a chain $\beta$, form the rectangular solid
\[ F(\beta, J) = \{(x, t) \in F(\beta) | t \in [J^{\text{min}}, J^{\text{max}}] \}. \]
We will call $F(\beta, J)$ a refined facet of the rectangular solid $C(n)$. As we vary $J$, the collection of refined facets $F(\beta, J)$ form a refinement of the vertical facet $F(\beta)$. 

Finally, we will introduce the trivial directions within a refined facet \( F(\beta, J) \). Let us write \( C(J) \) for the \((|J| - 1)\)-dimensional rectangular solid
\[
C(J) = [0, 1]^{[J] - 2} \times [J^{\text{min}}, J^{\text{max}}] \subset \mathbb{R}^{|J|-1}.
\]
By construction, we have a natural orthogonal projection
\[
p(\beta, J): F(\beta, J) \longrightarrow C(J)
\]
respecting projection onto the last coordinate direction. It forgets the variable directions \( x_i \) for those indices \( i \in \{1, \ldots, n - 1\} \) such that \( i \notin J \).

### 3.3. Factorization

Now we are ready to refine the behavior of Lagrangian branes living over a rectangular solid. We work with the \((n - 1)\)-cube
\[
c(n - 1) = [0, 1]^{n - 1} \subset \mathbb{R}^{n - 1}
\]
and the \( n \)-dimensional rectangular solid
\[
C(n) = c(n - 1) \times [0, n] = [0, 1]^{n - 1} \times [0, n] \subset \mathbb{R}^n \cong \mathbb{R}^{n-1} \times \mathbb{R}.
\]

Fix Lagrangian branes \( \mathcal{L}_0, \mathcal{L}_n \subset M \).

**Definition 3.3.1** (Factorized Lagrangian \( n \)-cobordism). A factorized Lagrangian \( n \)-cobordism from \( \mathcal{L}_0 \) to \( \mathcal{L}_n \) is a collared Lagrangian brane
\[
P \subset M \times T^*C(n)
\]
satisfying the following.

1. Along the face \( c(n - 1) \times \{0\} \subset C(n), P \) is collared by \( \mathcal{L}_0 \times T^*c(n - 1), \)
and along the face \( c(n - 1) \times \{n\} \subset C(n), P \) is collared by \( \mathcal{L}_n \times T^*c(n - 1). \)

2. For all \( J \in \mathcal{P}(n) \), there is a collared Lagrangian brane
\[
P_J \subset M \times T^*C(J)
\]
such that for all vertical facets \( F(\beta) \subset C(n), \) the restriction of the collaring brane \( P_\beta \) to the refined facet \( F(\beta, J) \subset F(\beta) \) is equal to the pullback brane
\[
P_\beta |_{F(\beta, J)} = p(\beta, J)^* P_J.
\]

A factorized Lagrangian \( n \)-cobordism \( P \) from \( \mathcal{L}_0 \) to \( \mathcal{L}_n \) contains a lot of information that may not be apparent at first glance. For instance, it contains the information of intermediate Lagrangian branes
\[
\mathcal{L}_1, \ldots, \mathcal{L}_{n-1} \subset M.
\]
Namely, for \( k \in \{1, \ldots, n - 1\} \), consider the vertex \( v(I) \in c(n - 1) \) corresponding to \( I = \{0, k, n\} \subset [n] \). Then the intermediate brane \( \mathcal{L}_k \subset M \) appears as a collaring brane at the point \( (v(I), k) \).
Figure 3.3.3. A factorized 2-cobordism $P$ from $L_0$ to $L_2$, projected onto $C(2) \subset \mathbb{R}^2$. The indicated vertices are collared by the Lagrangians $L_i$ for $i = 0, 1, 2$ and the indicated facets are collared by $P_J$ for $J = \{0, 1\}, \{0, 2\}, \{1, 2\}$. One should think of $P$ as a homotopy between the “composition” $P_{12} \circ P_{01}$ and the Lagrangian $P_{02}$.

Example 3.3.2. For instance, when $n = 4$, the facet defined by the function

$$\beta(i) = \begin{cases} (0, 1) & i = 1, 3 \\ \{1\} & i = 2 \end{cases}$$

can be split into two parts by $t \in [0, 2]$ and $t \in [2, 4]$. One sees that this facet is described completely by extending the Lagrangians associated to $J = [012] \subset \Delta^4$ and $J' = [234] \subset \Delta^1$, composing them appropriately.

Some low-dimensional examples are illustrated in Figures 3.3.3 and 3.3.4.

3.4. Time symmetries. Set $\text{Diff}(0)$ to be the trivial group, and let $\text{Diff}(1)$ denote the group of orientation-preserving diffeomorphisms of the interval $[0, 1]$ that are the identity in some neighborhood of the end points $\{0, 1\} \subset [0, 1]$. 
Figure 3.3.4. A factorized 3-cobordism $P$ from $L_0$ to $L_3$, projected on to $C(3) \subset \mathbb{R}^3$. We have indicated how the various edges and vertices are collared. Note that grey shaded regions are identical to $P_{01} \times \mathbb{R}$ and $P_{23} \times \mathbb{R}$.

Here is an inductive generalization for $n > 1$. Let $\text{Diff}(n)$ denote the group of orientation-preserving diffeomorphisms of the $n$-dimensional rectangular solid

$$\varphi: C(n) \to C(n)$$

that satisfy the following:

1. **time symmetry**: $\varphi$ respects the orthogonal projection to the $(n-1)$-cube $c(n-1)$ in the sense that there is a map

$$\gamma: C(n) \to [0, n]$$

such that we have

$$\varphi(x, t) = (x, \gamma(x, t)), \quad (x, t) \in C(n).$$

In particular, $\varphi$ restricts to a diffeomorphism of each vertical facet $F(\beta) \subset C(n)$.

2. **preserves collaring**: (a) for each vertical facet $F(\beta) \subset C(n)$, there is a collaring neighborhood $U(\beta) \subset C(n)$ such that $\varphi$ respects the orthogonal projection

$$\pi(\beta): U(\beta) \to F(\beta)$$

in the sense that

$$\pi(\beta) \circ \varphi = \varphi \circ \pi(\beta).$$

(b) there are open neighborhoods of the faces

$$c(n-1) \times \{0\}, c(n-1) \times \{n\} \subset C(n)$$
on which $\varphi$ is the identity.
(3) preserves refined facets: \( \varphi \) restricts to a diffeomorphism of each refined facet 
\[ F(\beta, J) \subset C(n). \]

(4) preserves trivial directions of refined facets: for each refined strata 
\[ F(\beta, J) \subset C(n), \]
there is an element 
\[ \varphi(\beta, J) \in \text{Diff}(\lvert J \rvert - 1) \]
such that we have 
\[ \varphi\big|_{F(\beta, J)} = p(\beta, J)^* \varphi(\beta, J) \]
under the projection 
\[ p(\beta, J): F(\beta, J) \longrightarrow C(J). \]

We will refer to elements \( \varphi \in \text{Diff}(n) \) as time reparametrizations. Any time reparametrization \( \varphi \in \text{Diff}(n) \) induces a symplectomorphism 
\[ \varphi^*: M \times T^*C(n) \longrightarrow M \times T^*C(n) \]
respecting all of the structures in play. Thus for \( L_0, L_n \subset M \) fixed Lagrangian branes, 
\( \varphi^* \) induces a bijection on the set of factorized Lagrangian \( n \)-cobordisms from \( L_0 \) to \( L_n \).

**Definition 3.4.1 (Lagrangian \( n \)-cobordism).** A Lagrangian \( n \)-cobordism is an equivalence class of factorized Lagrangian \( n \)-cobordisms under the action of the group \( \text{Diff}(n) \).

It follows that the notion of Lagrangian \( n \)-cobordism is independent of the particular choice of timescale. More precisely, if we produce a factorized Lagrangian \( n \)-cobordism with some alternative ordered embedding of the set \([n] = \{0, 1, \ldots, n\}\) inside of the real line \( \mathbb{R} \), we can unambiguously transport it to a Lagrangian \( n \)-cobordism living over the standard rectangular solid \( C(n) \). As we will see in Section 4.1 below, one immediate consequence is that Lagrangian cobordisms naturally form simplicial sets.

**Remark 3.4.2.** It is possible to define a version of \( \text{Lag} \) in which one does not mod out by time symmetries. Instead, one can define an \( n \)-simplex to be a concrete brane inside \( M \times T^*\mathbb{R}^n \), collared above some rectangle, and whose faces are equipped with specified smooth embeddings of \( \mathbb{R}^{n-1} \) into the various facets of the rectangle.

### 3.5. Non-characteristic propagation.

Now we introduce the Lagrangian support \( \Lambda \subset M \) into the story. Identifying \( T^*\mathbb{R}_t \cong \mathbb{R}_t \times \mathbb{R}_t^{\vee} \), let 
\[ \pi_{\mathbb{R}_t^{\vee}}: M \times T^*C(n) \rightarrow \mathbb{R}_t^{\vee} \quad \text{and} \quad \pi_M: M \times T^*C(n) \rightarrow M \]
be the projections to the cotangent coordinate of the \( t \) variable, and to the \( M \) coordinate, respectively. We assume we have fixed a metric on \( M \), and denote by \( \text{dist}(\cdot, \cdot, \cdot) \) the (minimum) distance between two sets.

**Definition 3.5.1 (Non-characteristic cobordisms).** A \( \Lambda \)-non-characteristic factorized Lagrangian \( n \)-cobordism is a factorized Lagrangian \( n \)-cobordism 
\[ P \subset M \times T^*C(n) \]
for which there exists $T \in \mathbb{R}_t^+$ such that
\[
\inf_{x \in P} \text{dist}_M (\pi_M(x), \Lambda) > 0.
\]
The notion is invariant under the action of $\text{Diff}(n)$, and hence descends to provide the notion of a $\Lambda$-non-characteristic Lagrangian $n$-cobordism. We will synonymously call such a $\mathcal{P}$ $\Lambda$-avoiding.

3.6. Basic examples.

**Example 3.6.1** (The identity 1-cobordism). For any Lagrangian brane $L \subset M$, we have the Lagrangian 1-cobordism
\[
L \times T^*_R \subset M \times T^*_R
\]
obtained by taking the product of $L$ with the zero section equipped with its canonical brane structure. We refer to $L \times T^*_R$ as the identity cobordism of the brane $L$.

**Example 3.6.2** (Zero morphisms). Choose $0 < \tau_0 < \tau_1 < 1$, and a function $\tau : \mathbb{R} \to \mathbb{R}$ that is smooth, non-decreasing, and satisfies
\[
\tau(t) = \begin{cases} 
0, & t \leq \tau_0 \\
1, & t \geq \tau_1 
\end{cases}
\]
Consider the associated functions
\[
\sigma_{\emptyset \to} (t) = \log \tau(t) \quad \sigma_{\to \emptyset} (t) = -\log(1 - \tau(t)),
\]
and the corresponding graph branes
\[
\Gamma_{\sigma_{\emptyset \to}}, \Gamma_{\sigma_{\to \emptyset}} \subset T^* \mathbb{R}.
\]
Let $L_\emptyset$ denote the empty Lagrangian. We define the zero morphisms
\[
z_{\emptyset \to} : L_\emptyset \to L \quad z_{\to \emptyset} : L \to L_\emptyset
\]
to be the equivalence classes under time reparametrizations of the product branes
\[
L \times \Gamma_{\sigma_{\emptyset \to}}, L \times \Gamma_{\sigma_{\to \emptyset}} \subset M \times T^* C(1).
\]
Note that while these cobordisms are not compact subsets of $T^*_R$, they do not approach $-\infty dt$, and are hence $\Lambda$-non-characteristic.

**Remark 3.6.3.** If one is interested in the version of $\mathcal{L}_{\text{Log}}(M)$ in which every brane and cobordism is eventually conical, one may replace $\Gamma$ with a brane which, outside some compact set, equals $(-\infty, t_0] \bigcup \{t_1 \times [\tau, \infty) \subset \mathbb{R} \bigcup T^*_t \mathbb{R}$ for some $t_0 < t_1$. One can choose such a brane whose primitive equals zero outside a compact set.

**Example 3.6.4** (Hamiltonian isotopies). Fix a Lagrangian brane $L \subset M$. Let $H : \mathbb{R} \times M \rightarrow \mathbb{R}$ be a time-dependent Hamiltonian on $M$ such that $H(t, x) = 0$ for $t \leq 0$ and for $t \geq 1$. Let $\phi_t^H$ be its time $t$ Hamiltonian flow. Then the (equivalence class of the) brane
\[
\{ (\phi_t^H(x), t, -H_t(x)) \} \subset M \times \mathbb{R} \times \mathbb{R}^t \cong M \times T^* \mathbb{R}_t, \quad x \in L
\]
is a Lagrangian cobordism from $L$ to $\phi_t^H(L)$. One can compute that its primitive is given by

$$f(x, t) = f_L(x) + \int_0^t H_t \circ \phi_t^H(x) dt.$$
4. \(\infty\)-category of Lagrangian cobordisms

Let \(\Delta\) be the category whose objects are finite, non-empty, totally ordered sets, and whose morphisms are order-preserving maps. Recall that a simplicial set is a functor \(\Delta^{op} \to \text{Sets}\). In this section, we build a simplicial set whose \(n\)-simplices label Lagrangian \(n\)-cobordisms and prove that it is an \(\infty\)-category. We conclude the section by verifying basic properties of this \(\infty\)-category and defining basic constructions.

4.1. Defining a weak Kan complex. We continue with the geometric setup introduced in Section 2. We fix the symplectic manifold \(M\) and support Lagrangian \(\Lambda\), setting \(\text{Lag}^{\circ0} = \text{Lag}^{\circ0}_\Lambda(M)\).

**Definition 4.1.1 (Simplices).** We define the set \(\text{Lag}^{\circ0}(0)\) of 0-simplices to consist of Lagrangian branes \(L \subset M\). For \(n > 0\), we define the set \(\text{Lag}^{\circ0}(n)\) of \(n\)-simplices to consist of \(\Lambda\)-non-characteristic Lagrangian \(n\)-cobordisms.

As is well known, to define a simplicial set one need only understand the face and degeneracy maps. Fix \(n\), and consider the order-preserving face inclusion \(d_i : [n-1] \to [n]\), for \(i = 0, \ldots, n\), for which \(i \in [n]\) is not in the image, and the order-preserving degeneracy surjection \(s_i : [n] \to [n-1]\), for \(i = 0, \ldots, n-1\), for which \(i \in [n-1]\) has two pre-image elements.

**Definition 4.1.2 (Face maps).** For \(n = 1\), we define the face maps
\[
d^*_0, d^*_1 : \text{Lag}^{\circ0}(1) \to \text{Lag}^{\circ0}(0) \quad d^*_0(P) = L_0, d^*_1(P) = L_1.
\]

where \(L_0, L_1 \subset M\) are the collaring branes.

Fix \(n > 1\), and any \(i \in [n]\). Set \(J = [n] \setminus i\). We define the face map
\[
d^*_i : \text{Lag}^{\circ0}(n) \to \text{Lag}^{\circ0}(n-1) \quad d^*_i(P) = P_J
\]

where \(P_J \subset M \times T^*C(J)\) is the collaring brane. By applying a time reparametrization, we may identify \(C(J)\) with the standard rectangular solid \(C(|J| - 1)\), and hence consider \(P_J\) as a Lagrangian \((|J| - 1)\)-cobordism.

**Remark 4.1.3.** In general, for an arbitrary monomorphism \(\sigma : J \hookrightarrow [n]\) in \(\Delta\), we can take \(\sigma^*(P)\) to be a time reparametrization of the collaring brane \(P_J \subset M \times T^*C(J)\).

To define degeneracy maps \(s^*_i\) for a \((n-1)\)-cobordism \(P \subset M \times T^*C(n-1)\), we first dilate time at \(t = i\) to construct a cobordism \(P'_i\) living over \(c(n-1) \times [0, n]\). We then pull back along a map \(c(n) \to c(n-1)\) to obtain the \(s^*_i(P)\). Specifically:

1. For \(0 < i < n - 1\), choose a small \(\epsilon > 0\), and a smooth embedding of intervals
   \[
p_i : [0, n] \xrightarrow{\epsilon} [0, n - 1]
   \]
   such that \(p_i(t) = t\) for \(t < i - \epsilon\), and \(p_i(t) = t - 1\) for \(t > i + 1 + \epsilon\). Then define \(P'_i = (\text{id}_{c(n-1)} \times p_i)^*(P)\).
When \( i = 0 \), we can produce a similar brane
\[
P'_0 \subset M \times T^*(c(n-1) \times [0,n])
\]
by translating \( P \) to the time interval \([1,n]\), and then gluing to it the constant brane
\[
L_0 \times T^*_{c(n-1)\times [0,1]}(c(n-1) \times [0,1]).
\]
When \( i = n-1 \), we can produce a similar brane
\[
P'_{n-1} \subset M \times T^*(c(n-1) \times [0,n])
\]
by gluing to \( P \) the constant brane
\[
L_{n-1} \times T^*_{c(n-1)\times [n-1,n]}(c(n-1) \times [n-1,n]).
\]

(2) Recall the standard triangulation of the \((n-1)\)-cube \(c(n-1)\): The vertices \( v(I) \in c(n-1) \) correspond to subsets \( I \subset [n] \) containing both 0, \( n \in [n] \). With this indexing, the \( k \)-simplices of the standard triangulation of \( c(n-1) \) have vertices indexed by increasing sequences of subsets \( I_1 \subset I_2 \subset \cdots I_k \subset [n] \).

Since a surjection \( \sigma: [m] \rightarrow [n] \) induces a map from these subsets of \([m]\) to \([I \subset [n]]\), one obtains a simplicial map
\[
c(\sigma): c(m-1) \longrightarrow c(n-1)
\]
with respect to the standard triangulations. In general, the map \( c(\sigma) \) is not a simple orthogonal projection (and not even smooth), but linear on each simplex in the domain.

**Definition 4.1.4** (Degeneracy maps). Fix any \( n > 0 \), and any \( i \in [n-1] \).

We define the degeneracy map
\[
s^*_i: \text{Lag}^{\gamma 0}(n-1) \rightarrow \text{Lag}^{\gamma 0}(n) \quad s^*_i(P) = c(s_i)^*(P'_i)
\]
where as introduced above the brane
\[
P'_i \subset M \times T^*(c(n-1) \times [0,n])
\]
is the \( i \)th stretched time reparametrization of \( P \) for sufficiently small \( \epsilon > 0 \), and the simplicial map
\[
c(s_i): c(n) \times [0,n] \longrightarrow c(n-1) \times [0,n]
\]
is that induced by \( s_i \). By the pullback \( c(s_i)^*(P'_i) \), we mean the union of the pullbacks along each simplex on which \( c(s_i) \) is linear. The collaring conditions on \( P \), and hence on \( P'_i \), ensure that the union glues together to a well-defined Lagrangian \( n \)-cobordism.

**Proposition 4.1.5.** With the face and degeneracy maps as above, \( \text{Lag}^{\gamma 0} \) is a simplicial set.

**Proof of Proposition 4.1.5.** There are four simplicial relations to check.

(1) That \( d^*_i d^*_j = d^*_{j-1} d^*_i \) for \( i < j \) is obvious from the definition of removing the \( i \)th element from an ordered set.
Let $\Delta^n$ be the simplicial set represented by the object $[n] = \{0 < 1 < \ldots < n\}$. Recall that for $k = 1, \ldots, n - 1$, the $k$th inner horn $\Lambda^k_n \subseteq \Delta^n$ is the subsimplicial set obtained by deleting the interior of $\Delta^n$ and the codimension one face opposite the $k$th vertex. A simplicial set $X$ is called a weak Kan complex if any map from an inner horn $\Lambda^k_n \to X$ extends to a map $\Delta^n \to X$.

**Proposition 4.1.6** (Weak Kan property). The simplicial set $\text{Lag}^{\geq 0}$ is a weak Kan complex.

**Proof of Proposition 4.1.6.** Let $0 < i < n$ and consider the face $C(n)_i$ of $C(n)$ spanned by the facets for which $i \not\in J$. By definition, an inner horn $\Lambda^i_n \to \text{Lag}^{\geq 0}$ defines a Lagrangian living over every face of $(\partial c(n) \times [0, n])$ except for $C(n)_i$—note that one must choose a coherent collection of space dilations to ensure that cobordisms defined by an $(n - 1)$-simplex are pulled back to a cobordism living over $c(n - 1) \times [0, n]$. One can then choose a retraction $C(n) \to (\partial c(n) \times [0, n]) - C(n)_i$ which is a stratum-wise submersion, and pull back. The collaring condition ensures that the pull-back is smooth and collared appropriately.

**4.2. Composition via concatenation.** In an $\infty$-category, there is no absolute notion of composition, but one is defined up to contractible choice. Specifically, given an $\infty$-category $C$, objects $x_0, x_1, x_2$, and morphisms $f_{01}: x_0 \to x_1, f_{12}: x_1 \to x_2$, we are guaranteed by the weak Kan property a 2-simplex

$$
\begin{array}{ccc}
  & x_0 & \\
  f_{01} & \downarrow & f_{02} \\
 x_1 & \rightarrow & x_2 \\
 f_{12} & \downarrow & \\
  & x_2 & \\
\end{array}
$$

with the labeled boundary values. The “composite” map $f_{02}: x_0 \to x_2$ and the 2-simplex are not unique, but the above 2-simplex and any other such 2-simplex will form the partial boundary of a 3-simplex which we again will be able to fill, and so on. Thus one can show that the space of possible “compositions” is contractible.

**Proposition 4.2.1.** Let $\Lambda^2_1 \subseteq \Delta^2$ be the simplicial set given by the union of the edge $0 \to 1$ and $1 \to 2$. Let $X$ a simplicial set, and let $X^{\Lambda^2_1}$ and $X^{\Delta^2}$ be the mapping simplicial sets. Then the obvious map

$$
X^{\Delta^2} \to X^{\Lambda^2_1}
$$
is a trivial fibration if and only if $X$ is a quasi-category.

See for instance Joyal’s notes from Barcelona [J08].

In the ∞-category $\text{Lag}^{\infty}$, the situation is more concrete. Let $P_{01} : L_0 \to L_1$ and $P_{12} : L_1 \to L_2$ be morphisms in $\text{Lag}^{\infty}$. Up to time reparametrization, we can view them as Lagrangian 1-cobordisms inside the intervals

\[ P_{01} \subset M \times T^*C(1) = M \times T^*(0, 1) \quad P_{12} \subset M \times T^*C(1) = M \times T^*(1, 2) \]

**Definition 4.2.2 (Composition via concatenation).** We define the composition $P_{02} = P_{12} \circ P_{01} : L_0 \to L_2$ to be the equivalence class under time reparametrization of the concatenation $P_{01} \cup P_{12} \subset M \times T^*(0, 2)$.

Returning to the language of ∞-categories, we can think of the composition $P_{02}$ as the third edge of the 2-simplex

\[
\begin{array}{ccc}
L_0 & \xrightarrow{P_{01}} & L_1 \\
\downarrow{P_{02}} & & \downarrow{P_{12}} \\
L_2 & & 
\end{array}
\]

represented by the Lagrangian 2-cobordism

\[ P \subset M \times T^*C(2) = M \times T^*(0, 2) \times T^*(0, 1) \]

given simply by taking the product of the concatenation

\[ P_{01} \cup P_{12} \subset M \times T^*(0, 2) \]

with the zero section

\[ T^*_{(0,1)} \subset T^*(0, 1). \]

We in fact used this technique implicitly in the proof of Proposition 4.1.6.

More generally, let $Q'$ and $Q''$ be an $n'$-simplex and an $n''$-simplex respectively. We assume $n', n'' \geq 1$. Assume that the $n'$th vertex of $Q'$ and the 0th vertex of $Q''$ are the same object $L$. We define the notion of their composition $Q'' \circ Q'$, which is an $(n' + n'' - 1)$-simplex.

Take the splitting

\[ c(n' + n'' - 2) = c(n' - 1) \times c(n'' - 1) \]

and consider the projections

\[ \pi' : c(n' + n'' - 2) \to c(n' - 1), \quad \pi'' : c(n' + n'' - 2) \to c(n'' - 1). \]

For instance, $\pi''$ acts by forgetting the first $(n' - 1)$ coordinates of a point in $c(n' + n'' - 2)$. We extend $Q', Q''$ by zero sections by defining

\[ \bar{Q}' = \pi'' Q' \cup \{ L \times \{ n' \} \times c(n' + n'' - 2) \} \subset M \times T^*(0, n') \times T^* c(n' - 1) \times T^* c(n'' - 1) \]

and

\[ \bar{Q}'' = (L \times \{ 0 \} \times c(n' + n'' - 2)) \cup \pi'' Q'' \subset M \times T^*[0, n'') \times T^* c(n' - 1) \times T^* c(n'' - 1). \]
By time reparametrization we can realize $Q''$ as a Lagrangian brane in the manifold
$$M \times T^*[n', n' + n''] \times T^*c(n'' - 1).$$
Since $Q'$ and $Q''$ are both collared by $L$ at time $t = n'$, we concatenate:

**Definition 4.2.3** (Composition of higher simplices). We define the composition
$$Q'' \circ Q'$$

of $Q'$ with $Q''$ to be the equivalence class (under time reparametrization) of the Lagrangian brane whose underlying Lagrangian submanifold is the concatenation
$$\bar{Q} \cup Q'' \subset M \times T^*[0, n' + n''] \times c(n' + n'' - 2).$$

**Proposition 4.2.4.** $Q'' \circ Q'$ is an $(n' + n'' - 1)$-simplex.

**Proof.** We proceed by induction. The base case is $n' = n'' = 1$, where the result is obvious, and we induct on the value $n' + n'' - 2$.

Consider the front $i$th face—i.e., the locus where the $i$th coordinate of $c(n - 1)$ equals zero. This face of $c(n - 1)$ consists of those $I \subset [n]$ such that $\{0, i, n\} \subset I$. If $i < n'$, the face of the rectangle $c(n - 1) \times [0, n]$ is collared by $Q'' \circ \partial_i Q'$ by definition. By induction, this is indeed a simplex. If $i \geq n'$, the face is collared by $\partial_{n'} Q'' \circ Q'$, which is also a simplex by induction. A similar argument shows that the other facets of $C(n)$ are appropriately collared. \qed

Just as there is a 2-simplex in $\text{Lag}^{\diamond}$ whose boundary contains $P_{12}, P_{01}$ and $P_{12} \circ P_{01}$, one can produce a $(k + l)$-simplex relating the composition $Q'' \circ Q'$ with the cobordisms $Q''$ and $Q'$:

**Proposition 4.2.5.** There exists an $(n' + n'' + 1)$-simplex $Q$ which has $Q'' \circ Q'$ as a codimension 1 face and $Q'$ and $Q''$ as faces.

That is, $Q'' \circ Q'$ has reason to be called a composition.

**Proof.** One simply extends $Q'' \circ Q'$ to a higher cube, for instance by taking $s_i^1(Q'' \circ Q')$ for some $i$. Then $Q''$ and $Q'$ collar the obvious subfacets of this cube. \qed

4.3. **Zero object.** Recall that for $C$ an $\infty$-category and two objects $x, x' \in C(0)$, one can model the mapping space $C(x, x')$ as a simplicial set whose $n$-simplices are $(n + 1)$-simplices in $C$ whose 0th face is the degenerate face at $x'$ and whose 0th vertex is $x$.

Recall that a zero object $z \in C(0)$ is an object such that $C(x, z)$ and $C(z, x)$ are contractible for all $x \in C(0)$.

**Definition 4.3.1** (Empty brane). Let $L_\emptyset \in \text{Lag}^{\diamond}(0)$ denote the empty Lagrangian equipped with its unique brane structure.

**Theorem 4.3.2** (Zero object). The empty brane $L_\emptyset \in \text{Lag}^{\diamond}(0)$ is a zero object: for any object $L \in \text{Lag}^{\diamond}(0)$, the mapping spaces $\text{Lag}^{\diamond}(L_\emptyset, L)$ and $\text{Lag}^{\diamond}(L, L_\emptyset)$ are contractible.
Proof. The proof for $\text{Lag}^0(L, L_\emptyset)$ is parallel to that for $\text{Lag}^0(L_\emptyset, L)$, so we will focus on the former. Since $\text{Lag}^0(L, L_\emptyset)$ is a Kan complex, it suffices to show that any map of simplicial sets

$$b: \partial \Delta^k \to \text{Lag}^0(L, L_\emptyset)$$

extends to a map

$$\Delta^k \to \text{Lag}^0(L, L_\emptyset).$$

Note that Example 3.6.2 handled the case $k = 0$, showing that the mapping space is non-empty.

For convenience, set $n = k + 1$. The data of the map $b$ provides a compatible collection of Lagrangian branes $P_b$ over the boundary of the $n$-dimensional rectangular solid

$$C(n) = [0, 1]^{n-1} \times [0, n].$$

In particular, since $L_\emptyset$ is the collaring brane along the face

$$[0, 1]^{n-1} \times \{n\} \subset C(n),$$

there exists $\epsilon > 0$ such that $P_b$ is empty over the open subset

$$[0, 1]^{n-1} \times (n - \epsilon, n] \subset C(n).$$

Using our collaring conventions, there exists a canonical extension of $P_b$ to a Lagrangian brane $P_B$ over an open neighborhood $B \subset C(n)$ of the boundary $\partial C(n)$.

We will construct an extension of $P_B$ to a Lagrangian $n$-cobordism $P$ over all of $C(n)$. To this end, it is convenient to fix a small $\epsilon > 0$, and choose once and for all an elementary function $\tau: \mathbb{R} \to \mathbb{R}$ that is smooth, non-decreasing, and satisfies

$$\tau(t) = \begin{cases} 
0, & t \leq \epsilon/2 \\
1, & t \geq \epsilon
\end{cases}$$

Next define the function

$$\sigma: C(n) = [0, 1]^{n-1} \times [0, n] \to \mathbb{R} \quad \sigma(x, t) = \tau(t) \prod_{i=1}^n \tau(x_i) \tau(1 - x_i)$$

Consider the partially defined one form

$$\kappa = -d \log(1 - \sigma) = \frac{d\sigma}{1 - \sigma}$$

Finally, form the fiberwise translation

$$P = P_B + \kappa \subset M \times T^* C(n)$$

For $\epsilon$ small enough, it is straightforward to verify that $P$ is a well-defined Lagrangian $n$-cobordism and provides the desired extension of $b$. In particular, the fact that $P_b$ is $\Lambda$-non-characteristic implies the same for $P$. $\square$
4.4. Non-characteristic objects.

Definition 4.4.1. An object \( L \in \text{Lag}^{0}(0) \) is said to be non-characteristic if
\[
L \cap \Lambda = \emptyset.
\]

Proposition 4.4.2. If \( L \in \text{Lag}^{0}(0) \) is non-characteristic, then it is a zero object.

Proof. We will show that the identity morphism \( \text{id}_L \) (see Example 3.6.1) factors through the zero object \( L_\emptyset \). More precisely, we will construct a 2-simplex in \( \text{Lag}^{0} \) as follows:

\[
\begin{array}{c}
\text{L} \\
\downarrow \text{id}_L \\
L_\emptyset \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow L.
\end{array}
\]

Choose \( 0 < \tau_0 < \tau_1 < \frac{1}{2} < \tau_2 < \tau_3 < 1 \), and a smooth bump function \( \tau: \mathbb{R} \to \mathbb{R} \) such that
\[
\tau(t) = \begin{cases} 
0, & t \leq \tau_0 \\
1, & \tau_1 \leq t \leq \tau_2 \\
0, & t \geq \tau_3 
\end{cases}
\]
with \( \tau \) non-decreasing over \((\tau_0, \tau_1)\) and non-increasing over \((\tau_2, \tau_3)\).

Choose \( 0 < \epsilon_0 < \epsilon_1 < 1 \), and a smooth, non-increasing function \( \sigma: \mathbb{R} \to \mathbb{R} \) such that
\[
\sigma(s) = \begin{cases} 
0, & s \leq \epsilon_0 \\
1, & s \geq \epsilon_1 
\end{cases}
\]

Form the partially defined function
\[
q: C(2) = [0, 1] \times [0, 2] \longrightarrow \mathbb{R}, \quad q(s, t) = -\log(1 - \sigma(s)\tau(t))
\]
and consider the corresponding graph brane
\[
\Gamma_q \subset T^*C(2) = T^*((0, 1) \times (0, 2))
\]

Now we define the sought after 2-simplex to be represented by the Lagrangian 2-cobordism given by the translated brane
\[
Q = (L \times T^*_C(2)C(2)) + \Gamma_q \subset M \times T^*C(2)
\]

It is straightforward to verify that \( Q \) is a well-defined Lagrangian 2-cobordism and has the prescribed boundary behavior. In particular, since \( L \) is assumed non-characteristic, \( Q \) is non-characteristic. \( \square \)

There is a simple but useful generalization of the above proposition. Fix a morphism \( P: L_0 \to L_1 \) and a time \( t_0 \in (0, 1) \). Consider the natural correspondence
\[
M \times T^*C(1) \xleftarrow{i} M \times T^*_{\{t_0\}}C(1) \xrightarrow{p} M
\]
and the resulting subset
\[
P_{t_0} = p(i^{-1}(P)) \subset M.
\]
Note that \( P_{t_0} \subset M \) is not the naive restriction \( P|_{t_0} = i^{-1}(P) \subset M \times T^*_{\{t_0\}}C(1) \) but rather the Hamiltonian reduction along the equation \( t = t_0 \).
Figure 4.4.3. The graph brane $\Gamma_q$ of the proposition.

**Definition 4.4.4.** A morphism $P: L_0 \to L_1$ is said to admit a *non-characteristic cut* at time $t_0 \in (0, 1)$ if

$$P_{t_0} \cap \Lambda = \emptyset.$$ 

**Example 4.4.5.** If an object $L$ is non-characteristic, then its identity morphism $\text{id}_L$ admits a non-characteristic cut at any time $t_0 \in (0, 1)$.

**Proposition 4.4.6.** If a morphism $P: L_0 \to L_1$ admits a non-characteristic cut at some time $t_0 \in (0, 1)$, then it factors through the zero object $L_\emptyset$: there is a 2-simplex in $\text{Lag}^{\leq 0}$ with boundary values

![Diagram](image)

**Proof.** We will write $P'$ for the result of time reparametrizing $P$ so that it lies inside of $M \times T^*(0, 2)$. Without loss of generality, we may assume that $P'$ admits a non-characteristic cut at time $t_0 = 1$.

Let us return to the proof of the preceding proposition, and in particular the graph brane

$$\Gamma_q \subset T^*C(2) = T^*((0, 1) \times (0, 2)).$$

Consider the Lagrangian 2-cobordism represented by the translated brane

$$Q = (P' \times T^*_{(0,1)}(0, 1)) + \Gamma_q \subset M \times T^*C(2) = M \times T^*((0, 1) \times (0, 2)).$$
Observe that admitting a non-characteristic cut is an open condition in the time variable \( t_0 \). Thus choosing all of the parameters \( 0 < \tau_0 < \tau_1 < \frac{1}{2} < \tau_2 < \tau_3 < 1 \) in the construction of the graph brane \( \Gamma_q \) sufficiently close to \( \frac{1}{2} \), the Lagrangian 2-cobordism \( Q \) is non-characteristic. □

**Remark 4.4.7.** We will eventually use not only the above proposition but also the specific 2-simplex constructed in its proof.

Thanks to the weak Kan property and the fact that \( L_\emptyset \) is a zero object, the above 2-simplex is equivalent up to a sequence of contractible choices with a 2-simplex of the more concrete form

\[
\begin{array}{c}
L_0 \\
\downarrow^{z \to 0} \\
L_0 \\
\downarrow^{z_0 \to L_1} \\
P
\end{array}
\]

where \( P \) is factored into a composition of the zero morphisms of Example 3.6.2.

4.5. **Stabilization.** The main construction of this paper is a concrete geometric stabilization. The following definition encompasses familiar phenomena from stable homotopy theory and homological algebra, lifting the notion of a triangulated category to the \( \infty \)-categorical setting:

**Definition 4.5.1 ([DAGI]).** An \( \infty \)-category \( C \) is said to be **stable** if it satisfies the following:

1. There exists a zero object \( 0 \in C \).
2. Every morphism in \( C \) admits a kernel and a cokernel.
3. Any commutative diagram in \( C \) of the form
   \[
   \begin{array}{ccc}
   a & \longrightarrow & b \\
   \downarrow & & \downarrow \\
   0 & \longrightarrow & c
   \end{array}
   \]
   is Cartesian if and only if it is cocartesian.

The third condition states that the diagram presents \( a \) as a kernel of \( b \to c \) if and only if it presents \( c \) as a cokernel of \( a \to b \).

We have seen that the empty Lagrangian \( L_\emptyset \) is a zero object of \( \text{Lag}_A^0(M) \). To guarantee the existence of kernels and cokernels, we consider the following symplectic version of a stabilization procedure familiar from algebraic topology.

Consider the symplectic manifold \( T^*\mathbb{R}^n \) with fixed support Lagrangian the zero section \( \mathbb{R}^n \subset T^*\mathbb{R}^n \). We also equip \( T^*\mathbb{R}^n \) with its canonical background structures (arising from the fact that it is a cotangent bundle). For notational simplicity, we set

\[
\text{Lag}_A^\mathbb{R}^n(M) = \text{Lag}_A^{\emptyset}(\mathbb{R}^n),
\]

which for \( n = 0 \) agrees with our previous notation.

Recall that for \( x \in \mathbb{R} \), and \( \alpha \in \mathbb{Z} + \frac{1}{2} \), we have the \( \alpha \)-graded conormal brane

\[
N_x[\alpha] \subset T^*\mathbb{R}.
\]
Let us focus on the $\frac{1}{2}$-graded conormal brane based at $x = 0$. Successively taking the product with it provides a tower of functors

\[ \cdots \to \text{Lag}_\Lambda^n(M) \to \text{Lag}_\Lambda^{n+1}(M) \to \cdots \to L \to L \times N_0[\frac{1}{2}] \].

Note that each functor is a monomorphism of simplicial sets (i.e., an injection at every dimension).

**Definition 4.5.2.** Given $\Lambda \subset M$, we define the $\infty$-category $\text{Lag}_\Lambda(M)$ to be the union

\[ \text{Lag}_\Lambda(M) \coloneqq \bigcup_{n \to \infty} \text{Lag}_\Lambda^n(M) \]

of $\infty$-categories.

**Remark 4.5.3.** Note that this union is again an $\infty$-category, because any inner horn to the union must factor through $\text{Lag}_\Lambda^n(M)$ for some finite $n$.

While the above definition is concrete, there is a more universal characterization:

**Lemma 4.5.4.** $\text{Lag}_\Lambda(M)$ is a homotopy colimit of the sequential diagram (2). More specifically, the natural map from the homotopy colimit

\[ \text{hocolim}_n \text{Lag}_\Lambda^n(M) \to \text{Lag}_\Lambda(M) \]

is an equivalence of $\infty$-categories.

**Proof.** This follows from generalities about Reedy model structures and the Joyal model structure. Since sequential diagrams are cofibrant in the Reedy model structure, a sequential (honest) colimit of cofibrations is always a homotopy colimit in a left proper model category. One concludes by observing that monomorphisms are cofibrations in the Joyal model structure for $\infty$-categories, and that the Joyal model structure is left proper. (In fact, even if the Joyal model structure were not left proper, one would only need that the first object in the sequential diagram be cofibrant.)

The following theorem is our main result. The remaining sections of the paper are devoted to its proof, and in particular a construction of the required mapping cones.

**Theorem 4.5.5.** The $\infty$-category $\text{Lag}_\Lambda(M)$ is stable.

Strictly speaking, we do not prove properties (2) and (3) of Definition 4.5.1. Rather, we verify three equivalent properties given by the following theorem of Lurie.

**Theorem 4.5.6** ([L11]). An $\infty$-category $C$ is a stable $\infty$-category if and only if the following three properties are satisfied:

1. There exists a zero object $0 \in C$.
2. Every morphism in $C$ admits a kernel.
3. Let $\Omega : C \to C$ be the functor induced by sending every object $L$ to the kernel of the zero map $0 \to L$. Then $\Omega$ is an equivalence.

**Remark 4.5.7.** While we have used the term stabilization to refer to the construction of $\text{Lag}_\Lambda(M)$, the same term is used in [L11] as a general procedure for producing stable $\infty$-categories from non-stable ones. $\text{Lag}_\Lambda(M)$ is not the universal stabilization of $\text{Lag}^{s_0}_\Lambda(M)$; for instance, the shift functor already exists in $\text{Lag}^{s_0}_\Lambda(M)$. 
4.6. **Space symmetries.** Before continuing on to the proof of theorem, we state here an easily checked invariance of our constructions under isotopies.

Let \( \text{Diff}(\mathbb{R}^k) \) denote the topological group of compactly supported diffeomorphisms of \( \mathbb{R}^k \). It is useful to recognize that \( \text{Diff}(\mathbb{R}^k) \) deformation retracts onto the general linear group. In particular, \( \text{Diff}(\mathbb{R}^k) \) consists of two components, depending on whether an element is orientable.

Let \( \mathcal{P}(\mathbb{R}^k) \) denote the Poincaré \( \infty \)-groupoid of \( \text{Diff}(\mathbb{R}^k) \). The group structure on \( \text{Diff}(\mathbb{R}^k) \) turns \( \mathcal{P}(\mathbb{R}^k) \) into a Picard \( \infty \)-groupoid. We will write \( \mathcal{P}(\mathbb{R}^k)(n) \) for its set of \( n \)-simplices, and in particular \( \mathcal{P}(\mathbb{R}^k)(0) \) for its discrete group of 0-simplices.

By construction, \( \mathcal{P}(\mathbb{R}^k)(0) \) naturally acts on \( \text{Lag}^{\infty}(\text{M}) \), or in other words, there is a morphism

\[
\mathcal{P}(\mathbb{R}^k)(0) \longrightarrow \text{Aut}(\text{Lag}^{\infty}(\text{M}))
\]

where we write \( \text{Aut} \) to denote the Picard \( \infty \)-groupoid of \( \infty \)-category automorphisms.

We leave the following assertion to the interested reader.

**Proposition 4.6.1.** The natural action of the discrete group \( \mathcal{P}(\mathbb{R}^k)(0) \) on the \( \infty \)-category \( \text{Lag}^{\infty}(\text{M}) \) lifts to an action of the full Picard \( \infty \)-groupoid \( \mathcal{P}(\mathbb{R}^k) \).

**Example 4.6.2 (Isotopy of Domain).** Here is the simplest general import of the previous proposition.

Suppose we begin with an element \( g \in \mathcal{P}(\mathbb{R}^k)(0) \) which for simplicity we assume represents an orientation-preserving diffeomorphism. Let \( p \in \mathcal{P}(\mathbb{R}^k)(1) \) represent a path in \( \text{Diff}(\mathbb{R}^k) \) from the identity to the element \( g \).

Suppose we take an object \( L \in \text{Lag}^{\infty}(\text{M}) \). Then the proposition asserts that there is an invertible morphism \( P \in \text{Lag}^{\infty}(\text{M})(1) \) from \( L \) to \( g(L) \).

**Example 4.6.3.** Here is a very special but useful application of the previous proposition (which could easily be deduced in an ad hoc manner).

Recall that for \( x \in \mathbb{R} \), and \( \alpha \in \mathbb{Z} + \frac{1}{2} \), we have the \( \alpha \)-graded conormal brane

\[ N_x[\alpha] \subset T^* \mathbb{R} \]

In particular, in our stabilization tower, we worked with the \( \frac{1}{2} \)-graded conormal brane based at \( x = 0 \).

The above proposition confirms that our constructions are independent of the choice of \( x = 0 \). The functor of taking the product with \( N_0[\frac{1}{2}] \) is equivalent to taking the product with \( N_x[\frac{1}{2}] \) for any other \( x \in \mathbb{R}^k \).

We will not use the following assertion (and in fact it follows from our main theorem), but we state it here since it can be deduced rather formally from the above proposition.

Fix two objects \( L_0, L_1 \in \text{Lag}^{\infty}(\text{M})(0) \). Using the above proposition, we can assume they are disjoint \( L_0 \cap L_1 = \emptyset \), and hence their disjoint union provides a well defined object

\[ L_0 \coprod L_1 \in \text{Lag}^{\infty}(\text{M})(0) \]

**Corollary 4.6.4.** Disjoint union of branes provides a natural \( \mathcal{E}_k \)-structure on the \( \infty \)-category \( \text{Lag}^{\infty}(\text{M}) \). Taking \( k \to \infty \), we obtain an \( \mathcal{E}_\infty \)-structure on the \( \infty \)-category \( \text{Lag}_\Lambda(\text{M}) \).
Our proof that $\text{Lag}^\Lambda(M)$ is stable shows in particular that disjoint union is the coproduct in $\text{Lag}^\Lambda(M)$.

4.7. **Tilting.** We present here a simple but particularly useful variation of Proposition 4.6.1 which could be skipped until needed later. It can be thought of as the “Fourier transform” of the operation of translation.

Recall that for $x \in \mathbb{R}$, and $\alpha \in \mathbb{Z} + \frac{1}{2}$, we have the $\alpha$-graded conormal brane $N_x[\alpha] \subset T^*\mathbb{R}$.

More generally, consider an $n$-dimensional submanifold $X \subset \mathbb{R}^k$, a contractible open neighborhood $U \subset X$, and a smooth function $b$: $X \to \mathbb{R}$ that is strictly positive on $U$ and zero elsewhere. Consider the logarithm $\log b$: $U \to \mathbb{R}$, and for $\beta \in \mathbb{Z} + (k - n)/2$, the corresponding translated conormal brane

$$T_U[\beta] = N_X[\beta] + \Gamma_{\log b} \subset T^*\mathbb{R}^k$$

**Definition 4.7.1.** For $\alpha \in \mathbb{Z} + \frac{1}{2}$, a tilt of the conormal brane $N_x[\alpha]$ is any such brane $T_U[\beta] = N_X[\beta] + \Gamma_{\log b}$ with $\beta = \alpha - (k - n)/2$.

The source of the name tilt is that one can obtain $T_U[\beta]$ from the conormal brane $N_x[\alpha]$ by a time-dependent Hamiltonian symmetry of $T^*\mathbb{R}^k$. We leave the following easy lemma to the reader.

**Lemma 4.7.2.** Time-dependent Hamiltonian symmetries provide a contractible space of identifications of all tilts of the conormal brane $N_x[\alpha]$. 
5. Construction of kernel

The remainder of the paper is devoted to the proof of Theorem 4.5.5. Fix once and for all a morphism \( P : L_0 \to L_1 \) between objects \( L_0, L_1 \in \text{Lag}_\Lambda(M) \). We will construct a kernel object \( K \in \text{Lag}_\Lambda(M) \) and a morphism \( k : K \to L_0 \), then show that the composition \( P \circ k : K \to L_1 \) is homotopic to a zero map. We will refer to the 2-simplex of \( \text{Lag}_\Lambda(M) \) realizing this homotopy as the kernel homotopy. The construction of the kernel object, kernel morphism, and kernel homotopy are the subjects of Sections 5.1, 5.2, and 5.3, respectively. We verify the above data satisfies the universal property of the kernel in Section 6.

Recall that \( \text{Lag}_\Lambda(M) \) is the union of the \( \infty \)-subcategories \( \text{Lag}^\Lambda_0(M) = \text{Lag}^\Lambda_0(M \times T^*\mathbb{R}^k) \). Hence the morphism \( P : L_0 \to L_1 \) comes from \( \text{Lag}^\Lambda_0(M) \), for some \( k \). It is convenient to reindex our objects once and for all, and write \( M \) in place of \( M \times T^*\mathbb{R}^k \), and \( \Lambda \) in place of \( \Lambda \times \mathbb{R}^k \). With this understanding, we view \( P : L_0 \to L_1 \) as a morphism in \( \text{Lag}^\Lambda_0(M) \). The kernel \( K \) will then be an object of \( \text{Lag}^\Lambda_1(M) \).

In any stable \( \infty \)-category, the kernel and cokernel of a morphism differ by a shift (properly speaking, the shift functor is deduced from the axiom that squares are Cartesian if and only if cocartesian). Thus our construction of a candidate kernel \( K \) just as well provides a candidate cokernel \( \text{co}K = K[1] \), where as usual \([1]\) denotes the shift of grading. We will refer to the underlying Lagrangian submanifold \( C(P) \subset M \times T^*\mathbb{R} \) of each of these branes as the cone of \( P \). Often in what follows we will focus on the kernel, though all of our arguments have precise analogues for the cokernel.

5.1. Kernel object. In this section, we give a specific model of \( K \) depending on the choice of realization of the cone \( C(P) \). In particular, we will fix once and for all a concrete representative brane

\[ P \subset M \times T^*C(1) \]

for the morphism \( P \) (rather than an equivalence class under time reparametrization). We will make further choices to construct the model of the kernel—in verifying the universal property of the kernel, we will have shown that the space of such choices is contractible.

In what follows, the subscripts \( \ell, r \) stand for left and right.

Construction 5.1.1 (Cone). Fix once and for all a smooth non-decreasing function \( \tau_\ell : \mathbb{R} \to \mathbb{R} \) and a smooth non-increasing function \( \tau_r : \mathbb{R} \to \mathbb{R} \) such that

\[ \tau_\ell(t) = \begin{cases} 
0, & t \leq -1 \\
1, & t \geq 0
\end{cases} \quad \tau_r(t) = \begin{cases} 
1, & t \leq 1 \\
0, & t \geq 2
\end{cases} \]

Consider the corresponding exact one-forms

\[ \kappa_\ell = d \log \tau_\ell(t) \in \Omega^1(-1, \infty) \quad \kappa_r = d \log \tau_r(t) \in \Omega^1(-\infty, 2). \]

Finally, consider the exact one-form given by the linear combination

\[ \kappa = -\kappa_\ell + \kappa_r \in \Omega^1(-1, 2). \]
We will only appeal to the fact that \( \kappa \) has the qualitative behavior

1. \( \kappa \) is identically zero over \([0, 1]\),
2. \( \kappa \) has no zeros outside of \([0, 1]\),
3. \( \kappa(\partial_t) \to -\infty \) as \( t \to -1 \),
4. \( \kappa(\partial_t) \to -\infty \) as \( t \to 2 \).

Now let us return to the Lagrangian brane \( P \subset M \times T^*C(1) \).

Thanks to its collaring by \( L_0, L_1 \subset M \) at the end points \( \{0\}, \{1\} \) of the interval \( C(1) = [0, 1] \), we can extend \( P \) to a Lagrangian brane over a longer interval

\[
\tilde{P} = (L_0 \times T^*_C(-1, 0)) \cup P \cup (L_1 \times T^*_C(1, 2)) \subset M \times T^*(-1, 2).
\]

We define the cone of \( P \) to be the translated Lagrangian submanifold

\[
C(P) = \tilde{P} + \Gamma_\kappa \subset M \times T^*(-1, 2).
\]

Alternatively, we could restrict \( \kappa \) to the intervals \((-1, 0), (1, 2)\), and then form the glued Lagrangian submanifold

\[
C(P) = (L_0 \times \Gamma_\kappa|_{(-1, 0)}) \cup P \cup (L_1 \times \Gamma_\kappa|(1, 2)) \subset M \times T^*(-1, 2).
\]

See Figure 5.1.2.

Observe that \( C(P) \) deformation retracts onto the original exact brane

\[ P = C(P)|_{[0, 1]} \cdot \]

Thus all homotopical aspects of the geometry of \( C(P) \) coincide with those of \( P \). In particular, it is evident that \( C(P) \) is a closed exact Lagrangian submanifold of \( M \times T^*\mathbb{R} \).

**Definition 5.1.3 (Kernel and cokernel).** We define the kernel \( K \) of the morphism \( P \) to be the Lagrangian brane with underlying Lagrangian submanifold the cone

\[
C(P) \subset M \times T^*\mathbb{R},
\]

and brane structure \((f_K, \alpha_K, [c_K])\) uniquely determined by the fact that its restriction to \( P \subset C(P) \) coincides with the brane structure \((f_P, \alpha_P, [c_P])\) of \( P \).

The cokernel \( \text{co} K \) is the shift \( \text{co} K = K[1] \). Explicitly, \( \text{co} K \) has the structure \((f_K, \alpha_K + 1, [c_K])\).

**5.2. Kernel morphism.** Next we define the kernel morphism \( k: K \to L_0 \).

Let us begin with the identity morphism \( \text{id}_K \) represented by the Lagrangian 1-cobordism

\[
\text{id}_K = K \times T^*_{C(1)}C(1) \subset M \times T^*\mathbb{R} \times T^*C(1).
\]

To construct \( k \), we will carve \( \text{id}_K \) in the sense of Section 2.6.1 with a function

\[
h: \mathbb{R} \times C(1) \to \mathbb{R}.
\]

We define \( h \) as follows: Fix once and for all a small \( \epsilon > 0 \), and smooth non-decreasing functions \( \tau_s: \mathbb{R} \to \mathbb{R}, \tau_t: C(1) \to \mathbb{R} \) such that

\[
\tau_s(s) = \begin{cases} 0, & s \leq -1 + \epsilon \\ 1, & s \geq 0 \end{cases}, \quad \tau_t(t) = \begin{cases} 0, & t \leq \epsilon \\ 1, & t \geq 1/2 \end{cases}
\]
Form the product $\tau(s, t) = \tau_s(t) \tau(t): \mathbb{R} \times C(1) \to \mathbb{R}$, and finally consider the function

$$h(s, t) = -\log(1 - \tau(s, t))$$

over its natural domain of definition

$$D = ((-1, 2) \times (0, 1)) \setminus ([0, 2] \times [\frac{1}{2}, 1)) \subset \mathbb{R} \times C(1).$$

**Definition 5.2.1** (Kernel morphism). We define the kernel morphism $k: K \to L_0$ to be the carved Lagrangian brane

$$k = \text{id}_K + \Gamma_h \subset M \times T^* \mathbb{R} \times T^* C(1).$$

**Remark 5.2.3.** The kernel morphism $k$ is indeed a morphism to a tilt (in the sense of Section 4.7) of the product brane

$$L_0 \times N_0[\frac{1}{2}] \subset M \times T^* \mathbb{R}.$$ 

To view this as a morphism to $L_0$ itself, note that $L_0 \times N_0[\frac{1}{2}]$ is the image of $L_0$ under the map

$$\text{Lag}_A^0(M) \to \text{Lag}_A^1(M),$$

and so equivalent to $L_0$ inside of $\text{Lag}_A(M)$. On the other hand, thanks to Lemma 4.7.2 there is a contractible space of such tilts, and they are all equivalent to $L_0 \times N_0[\frac{1}{2}]$ inside of $\text{Lag}_A^1(M)$. Thus we can unambiguously interpret $k$ as a morphism to $L_0$. 
Figure 5.2.2. (a) The projection of $id_K$ onto $\mathbb{R} \times C(1)$. (b) shows the effect of carving by $dh$; the resulting cobordism $k = id_K + \Gamma_{dh}$ is a morphism from $K$ to (a tilt of) $L_0$.

Remark 5.2.4. As we noted in Remark 2.7.2, one can choose instead to construct a model for $k$ whose domain does not contain a corner, and instead smooth it out. We have just chosen $\tau$ (and hence $h$) to produce a corner because the present formulas are easier to write down.

5.3. Kernel homotopy. Now that we have the kernel object $K$ and the kernel map $k: K \to L_0$, we will construct a homotopy from the composition

$$K \xrightarrow{k} L_0 \xrightarrow{P} L_1$$

to a zero map. Recall the representative zero morphisms $z_{\to 0}, z_{0 \to}$ constructed in Example 3.6.2.

We will construct a diagram of 2-simplices

$$K \xrightarrow{k} L_0 \xrightarrow{P} L_1$$
extending our previous constructions. Thanks to Proposition 4.4.6 (see also Remark 4.4.7), it suffices to find a 2-simplex

\[
\begin{array}{c}
K \\
\downarrow h \\
L_0 \\
\downarrow p \\
L_1
\end{array}
\]

such that the boundary edge \( h \) admits a non-characteristic cut. But our construction of \( k \) is a map to a tilt of \( L_0 \), rather than to \( L_0^\circ \). As such we will instead construct a 2-simplex with boundary edges

\[
\begin{array}{c}
K \\
\downarrow h \\
L_0 \times \Gamma_g \\
\downarrow p \times \Gamma_g \\
L_1 \times \Gamma_g
\end{array}
\]

Remark 5.3.1. Here, \( \Gamma_g \subset T^*\mathbb{R} \) is the graph brane associated to the tilting function \( g: (-1,0) \to \mathbb{R} \quad g(s) = -\log(\tau_\ell(s)(1 - \tau_s(s))) \).

Note that by Lemma 4.7.2, we lose no generality in replacing \( \tilde{P}: L_0 \to L_1 \) by a tilt.

Proposition 5.3.2 (Kernel homotopy). There is a Lagrangian 2-cobordism

\[
H \subset M \times T^*\mathbb{R} \times T^*C(2) = M \times T^*\mathbb{R} \times T^*((0,2) \times (0,1))
\]

with collared boundaries over the facets

\[
H|_{(0,1)\times\{0\}} = k \quad H|_{(1,2)\times\{0\}} = (P \times \Gamma_g) \quad H|_{(0,2)\times\{1\}} = h
\]

such that the Lagrangian 1-cobordism \( h \) admits a non-characteristic cut.

Remark 5.3.3. It will be important that we understand the precise shape of \( H \) to later verify that the resulting kernel diagram is universal. Therefore, while we formulate the following as a proposition, we will eventually refer to properties established during its proof.

Proof. We break up the proof into the construction of \( h \), then that of \( H \).

Construction 5.3.4 (of the morphism \( h \)). The construction of \( h \) is summarized in Figure 5.3.5. It proceeds in four steps.

Step (a). Recall the rotation construction from Example 2.6.2. We perform this on the cobordism \( \tilde{P} \) to obtain a Lagrangian in \( M \times T^*\mathbb{R} \times T^*\mathbb{R} \). The result is depicted in Figure 5.3.5(a), and inherits a canonical brane structure from that of \( P \).

Step (b). In defining the cone \( C(\tilde{P}) \), we utilized a 1-form \( \kappa \in \Omega^1(\mathbb{R}) \) in Construction 5.1.1. Let us consider \( \kappa = \kappa(s,t) \in \Omega^1(\mathbb{R} \times \mathbb{R}) \) as a 1-form with no dependence on \( t \), and carve the brane from (a) by the 1-form \( \kappa = \kappa(s,t) \). The result is a brane in \( M \times T^*(-2,1) \times T^*\mathbb{R} \).

Step (c). Now we carve by the 1-form \( dh \) utilized in Section 5.2. Again we remember the resulting brane structure.
Figure 5.3.5. A summary of the construction of $h$. (a) results from the rotation construction applied to $P$. (b) results from carving by the one-form $\kappa(s,t)$. (c) results from carving by the one-form $dh$. (d) is a drawing of $h$, where the addition of $dg$ ensures that $h$ admits a non-characteristic cut.
Figure 5.3.7. A summary of the construction of $H$. (a) is the Lagrangian $p^*(h)$. (b) is obtained by carving by the 1-form $d(\tau f)$. Note that the rightmost face of (b) is equal to the composition $P \circ K$, where $P$ has been tilted. The drawing is not to scale, and we have not drawn any vector fields to indicate the behavior of $H$ near infinity.

Step (d). Finally, to ensure that $h$ admits a non-characteristic cut, we translate by a 1-form $dg$ which we now define. Fix $\epsilon > 0$, and define a function $g_1: \mathbb{R} \to \mathbb{R}$ such that

$$g_1(s) = \begin{cases} 
1, & s \leq -2 + \epsilon \\
0, & s \geq 1 - \epsilon 
\end{cases}$$

with $g_1$ strictly decreasing on $(-2 + \epsilon, 1 - \epsilon)$. Define a bump function $g_2: C(1) \to \mathbb{R}$ such that

$$supp(g_2) \subset \left[\frac{1}{2} - 3\epsilon, \frac{1}{2} - \epsilon\right], \quad g_2 > 0 \text{ on } \left(\frac{1}{2} - 3\epsilon, \frac{1}{2} - \epsilon\right).$$

Now define $g: \mathbb{R} \times C(1) \to \mathbb{R}$ by

$$g(s,t) = g_1(s)g_2(t)$$

and translate the brane from (c) by $dg$.

In principle we are done. But we will need some concrete notation for later on. Define the linear diffeomorphism

$$\psi: (-2, 3) \to (0, 1)$$

and transport the brane from (d) to a brane in $M \times T^*\mathbb{R} \times C(1)$ via the diffeomorphism

$$M \times T^*\mathbb{R} \times (-2, 3) \xrightarrow{\psi} M \times T^*\mathbb{R} \times C(1) \quad (p,s,t) \xrightarrow{\phi} (p,s,\psi(t)).$$

We call this Lagrangian brane $h$, with all the brane structure induced from the previous steps. It clearly admits a non-characteristic cut at $\psi(\frac{1}{2} - 2\epsilon)$.

Construction 5.3.6 (of kernel homotopy $H$). It is clear that $K \circ P$ can be obtained by carving a portion of $h$. The 2-cube

$$H \subset M \times T^*\mathbb{R} \times C(2)$$

will be a cobordism realizing this carving. We depict the carving in Figure 5.3.7.

Explicitly, the linear diffeomorphism

$$\phi: (0, 2) \to (0, 1) \subset \mathbb{R}.$$
induces a map
\[ p : M \times T^*\mathbb{R} \times C(2) \rightarrow M \times T^*\mathbb{R} \times C(1) \]
by which we can pull back \( h \) to obtain
\[ p^*(h) \subset M \times T^*\mathbb{R} \times C(2). \]
This Lagrangian is the identity 2-morphism of \( h \)—up to scaling in the time coordinate, one can think of it simply as
\[ h \times T^*_{(0,1)}(0,1). \]

Recall the function
\[ h(s,t) = -\log(1 - \tau(s,t)) \]
used in Section 5.2. Note that if we define the \( x \)-independent function
\[ f = h - \phi^*\psi_*h \]
them the Lagrangian
\[ p^*(h) + \Gamma_{df} \]
is the identity 2-morphism of \( K \circ P \). The goal is thus to parametrize between \( f \) and the function 0—we do this by introducing a function \( \tau \).

Choose a smooth, non-decreasing function \( \chi : (0,1) \rightarrow \mathbb{R} \) with boundary conditions
\[ \chi(x) = \begin{cases} 0, & x \leq \epsilon \\ 1, & x \geq \frac{1}{2} \end{cases} \]
and define the product
\[ \chi f(x,s,t) = \chi(x)f(s,t). \]

We define
\[ H = p^*(h) + \Gamma_{d(\chi f)}. \]
As usual, the brane structure on \( H \) is induced by the process of carving and by pullbacks. From the comments above it is clear that \( H \) satisfies the boundary conditions of Proposition 5.3.2.

The above constructions complete the proof of Proposition 5.3.2. \( \square \)

**Remark 5.3.8** (Stabilization commutes with kernels). Given a morphism \( P \in \text{Lag}^{0}(L_0, L_1) \), we have defined the kernel to be an object \( K(P) \in \text{Lag}^{1} \). As constructed, \( K(P)^\circ, K(P^\circ) \in \text{Lag}^{2} \) are not identical objects. For example, setting
\[ \text{Lag}^{2}(M) = \text{Lag}^{0}(M \times T^*\mathbb{R}^2) = \text{Lag}^{0}(M \times T^*\mathbb{R}_{s_1} \times T^*\mathbb{R}_{s_2}), \]
we see that \( K(P^\circ) \) is a product with \( T^*_{(0)}\mathbb{R}_{s_1} \) while \( K(P)^\circ \) is a product with \( T^*_{(0)}\mathbb{R}_{s_2} \).

However, there is a Hamiltonian isotopy of \( \mathbb{R}^2 \) which rotates \((-2,1) \subset \mathbb{R}_{s_1} \) into \((-2,1) \subset \mathbb{R}_{s_2} \), showing that \( K(P)^\circ \) and \( K(P^\circ) \) are indeed equivalent. In fact, this rotation produces a prism in \( \text{Lag}^{1} \) realizing a homotopy between the two diagrams
\[ K(P)^\circ \xrightarrow{k(P)^\circ} L_0^{\circ2} \]
\[ h(P)^\circ \xrightarrow{p^{\circ2}} L_1^{\circ2} \]
\[ K(P^\circ) \xrightarrow{k(P^\circ)} L_0^{\circ2} \]
\[ h(P^\circ) \xrightarrow{p^{\circ2}} L_1^{\circ2}. \]
Here the rightmost edge $P^\diamondsuit_2$ is fixed, since we can choose a rotation which fixes the origin of $\mathbb{R}^2$, and $P^\diamondsuit_2$ lives over the origin.
6. Proof of universal property

In this section, we prove that the kernel diagram (object, morphism, and homotopy) from the preceding section satisfies the (∞-categorical) universal property of a kernel. In Section 6.1 we describe the outline of the proof, reducing it to three key constructions given in Sections 6.3, 6.4, and 6.5. In Section 6.2 we introduce a useful figure for reference throughout the constructions. Throughout what follows, we continue with the setup of the preceding section. In particular, we assume \( P \) is a morphism in \( \text{Lag}^{\boxtimes} \) without loss of generality.

6.1. Formal reductions.

**Definition 6.1.1.** Fix an \( \infty \)-category \( C \) and a simplicial set \( D \). A **diagram in \( C \) indexed by \( D \)** is a map of simplicial sets \( D \to C \). Given a diagram \( D \to C \), the **overcategory** \( C_D \) is the unique simplicial set such that

\[
sSet(\Delta^n, C_D) = \text{SSet}_D(\Delta^n \star D, C)
\]

where \( \Delta^n \star D \) denotes the join of \( \Delta^n \) and \( D \), and \( \text{SSet}_D \) denotes the simplicial set of maps \( \Delta^n \star D \to C \) that restrict to the diagram \( D \to C \).

**Example 6.1.2.** Let \( D = \Delta^0 \) be a point and let the diagram \( D \to C \) specify an object \( L \) of \( C \). Then an \( n \)-simplex in \( C_D \) is an \( (n + 1) \)-simplex in \( C \) whose final vertex is the object \( L \).

For details on the join of two simplicial sets and diagram categories, we refer the reader to the Appendix.

**Notation 6.1.3.** We denote simplices of \( C_D \) with a subscript \( D \). The map

\[
\begin{array}{ccc}
C_D & \longrightarrow & C \\
X_D & \longrightarrow & X
\end{array}
\]

denotes the forgetful map.

**Definition 6.1.4 (D).** Given the morphism \( P : L_0 \to L_1 \) let \( D \) be the diagram in \( \text{Lag} \) given by

\[
\begin{array}{ccc}
L_0 & \overset{P}{\longrightarrow} & L_1 \\
0 & \overset{\alpha_0}{\longrightarrow} & L_1
\end{array}
\]

**Remark 6.1.5.** An object \( X_D \in \text{Lag}^{\boxtimes}_D \) represents a diagram in \( \text{Lag}^{\boxtimes} \) of the form

\[
\begin{array}{ccc}
X & \longrightarrow & L_0^{\boxtimes} \\
\downarrow & & \downarrow P^{\boxtimes} \\
0 & \longrightarrow & L_1^{\boxtimes}
\end{array}
\]

A higher simplex \( X_D : \Delta^m \to \text{Lag}^{\boxtimes}_D \) also represents a diagram in \( \text{Lag}^{\boxtimes} \) of a similar form. For example, an edge \( X_D : \Delta^1 \to \text{Lag}^{\boxtimes}_D \) with underlying vertices \( X_0, X_1 \in \text{Lag}^{\boxtimes} \).
represents the union of two tetrahedra that heuristically represent compositions
\[ X_0 \to X_1 \to 0 \to L_1 \quad X_0 \to X_1 \to L_0 \to L_1 \]
glued along their common triangle. In general, an \(m\)-simplex \(X \Delta^m : \Delta^m \to \text{Lag}_D^{\diamond i}\) with underlying vertices \(X_0, \ldots, X_m \in \text{Lag}_D^{\diamond i}\) represents a diagram in \(\text{Lag}_D^{\diamond i}\) obtained by gluing two \((m + 2)\)-simplices along a common \((m + 1)\)-simplex.

In the preceding section, we constructed an object \(K_D = K_D(P) \in \text{Lag}_D^{\diamond 1}\) given by the commutative square
\[
\begin{array}{ccc}
K & \xrightarrow{k} & L_0^{\diamond 1} \\
\downarrow h & & \downarrow p^{\diamond 1} \\
0 & \xrightarrow{z_0} & L_1^{\diamond 1}.
\end{array}
\]
Note that for \(i = 0, 1, 2, \ldots,\) the objects
\[ K_D^{\diamond i}, K_D^{\diamond i} = K_D(P)^{\diamond i} \in \text{Lag}_D^{\diamond i+1}. \]
are naturally equivalent by Remark 5.3.8, so there is no ambiguity in defining the object \(K_D \in \text{Lag}_D\).

Our ultimate aim is to establish the following:

**Theorem 6.1.6.** \(K_D\) is a terminal object of the overcategory \(\text{Lag}_D\). That is, \(K_D\) is a kernel of the map \(P\).

The theorem is a simple corollary of the following lemma:

**Lemma 6.1.7.** For every object \(X \Delta^m \in \text{Lag}_D^{\diamond i}\), the stabilization map
\[ \ni : \text{Lag}_D^{\diamond i}(X \Delta^m, K_D^{\diamond i}) \longrightarrow \text{Lag}_D^{\diamond i+1}(X \Delta^m, K_D^{\diamond i+1}) \]
induces the zero map on homotopy groups.

**Proof of Theorem 6.1.6.** To show the object \(K_D\) in the \(\infty\)-category \(\text{Lag}_D\) is terminal is equivalent to showing that the space of morphisms \(\text{Lag}_D(X \Delta^m, K_D)\) is contractible, for any object \(X \Delta^m \in \text{Lag}_D\). By definition of \(\text{Lag}\), we have \(\text{Lag}_D(X \Delta^m, K_D) = \text{colim}_j \text{Lag}_D^{\diamond i+j}(X \Delta^j, K_D^{\diamond i+j})\) as Kan complexes. (We have fixed \(i\) such that \(X \Delta^m\) originates in \(\text{Lag}_D^{\diamond i}\).)

Consider \(f : \partial \Delta^m \to \text{Lag}_D(X \Delta^m, K_D)\). Since \(\partial \Delta^m\) is a finite simplicial set, \(f\) factors through \(\text{Lag}_D^{\diamond i+j}\), for some \(j\). Lemma 6.1.7 shows \(f\) can be filled by a map \(\hat{f} : \Delta^m \to \text{Lag}_D^{\diamond i+j+1}\). \(\square\)

We will prove the lemma based on two propositions. To state the propositions, it is convenient to recall the following:

**Definition 6.1.8.** Given an \(\infty\)-category \(C\), we denote by \(\text{C}^\triangledown = C \ast \triangledown\) the **terminal cone category** given by attaching a terminal vertex \(*\) to \(C\). We have the natural inclusion \(\iota : C \to \text{C}^\triangledown\) of the base category into the terminal cone category.

Given \(X\) a diagram in \(C\), we denote by \(X^\triangledown\) the **terminal cone diagram** in \(\text{C}^\triangledown\) obtained by taking the join of \(X\) and \(*\).
Proposition 6.1.9. For each $i = 0, 1, 2, \ldots$, there exists a functor

$$F^i : (\text{Lag}^i_D)^{\triangleright} \to \text{Lag}^{i+1}_D$$

such that the composition

$$\begin{array}{c}
\text{Lag}^i_D \\
\downarrow^i
\end{array}
\xrightarrow{F^i} (\text{Lag}^i_D)^{\triangleright} 
\xrightarrow{F^i} \text{Lag}^{i+1}_D$$

is the stabilization functor $X_D \to X^i_D$.

Proposition 6.1.10. For each $i = 0, 1, 2, \ldots$, the functor $F^i$ of Proposition 6.1.9 can be chosen so that when evaluated on the terminal cone point $* \in (\text{Lag}^i_D)^{\triangleright}$,

$$F^i(*) = K^i_D(P^i) \in \text{Lag}^{i+1}_D,$$

and for each $i = 1, 2, 3, \ldots$, the following morphism is invertible

$$F^i(K^i_D(P^{i-1}) \to *) \in \text{Lag}^{i+1}_D(F^i(K^i_D(P^{i-1})), K^i_D(P^i))$$

where $K^i_D(P)^{i-1} \to *$ is the unique morphism.

The proofs of these propositions will occupy Sections 6.3, 6.4, and 6.5. For now we prove the lemma assuming the propositions.

Proof of Lemma 6.1.7. Recall that in Section 4.3 we defined the mapping space $C(x, x')$ for any $\infty$-category $C$. In the present proof, for convenience we will take a different (but weakly equivalent) model of the mapping space: Namely, we take the $m$-simplices of $C(x, x')$ to be the $(m+1)$-simplices of $C$ whose face opposite the $(m+1)$st vertex is a degenerate face at $x$, and whose $(m+1)$st vertex is $x'$.

Since $\text{Lag}^i_D(X_D, K^i_D)$ and $\text{Lag}^{i+1}_D(X_D, K^{i+1}_D)$ are Kan complexes, we merely need to solve the extension problem

$$\begin{array}{c}
\partial \Delta^m \\
\downarrow f
\end{array}
\xrightarrow{f} \text{Lag}^i_D(X_D, K^i_D) 
\xrightarrow{\circ} 
\Delta^m 
\xrightarrow{\circ} \text{Lag}^{i+1}_D(X_D, K^{i+1}_D).$$

By definition, $f$ yields a map $\partial \Delta^{m+1} \to \text{Lag}^i_D$, which in turn induces a canonical map $f^\triangleright : (\partial \Delta^{m+1})^{\triangleright} \to (\text{Lag}^i_D)^{\triangleright}$. Applying the functor $F^i$ of Proposition 6.1.9, we observe that $F^i(f^\triangleright)$ is an outer horn in $\text{Lag}^{i+1}_D$, with the face opposite the $(m+2)$nd vertex deleted.

By Proposition 6.1.10, the edge between the $(m+1)$st and $(m+2)$nd vertices is invertible. Hence we can exchange the ordering of the two vertices, obtaining an inner horn corresponding to a $(m+2)$-simplex with the $(m+1)$st face deleted. (Strictly speaking, we must post-compose with the inverse of the edge to obtain an inner horn whose boundary agrees with the outer horn.)

By the weak Kan property of $\text{Lag}^{i+1}_D$, this inner horn can be filled. The resulting $(m+1)$st face is a map $\tilde{f} : \Delta^m \to \text{Lag}^{i+1}_D(X_D, K^{i+1}_D)$ whose boundary is $f$. □
Remark 6.1.11 (The need for Proposition 6.1.10). Let $X : \Delta^m \to \text{Lag}^{i \lor 1}_D$ be an $m$-simplex. Then the functor $F^i$ will map the $(m+1)$-simplex given by the join $X^\lor_2 = X_D \ast \ast$ to an $(m + 1)$-simplex $F^i(X^\lor_2)$ with terminal vertex $F^i(*) = K_D(P)^{i \lor 1}$ and initial opposite face $X_D^{i \lor 1}$.

In other words, to each $m$-simplex in $\text{Lag}^{i \lor 1}_D$, the functor $F^i$ compatibly produces an $m$-simplex in $(\text{Lag}^{i \lor 1}_D)_K$ solving the lifting problem

$$
\begin{align*}
\Delta^m & \to (\text{Lag}^{i \lor 1}_D)_K \\
X_D & \downarrow \\
\text{Lag}^{i \lor 1}_D & \to \text{Lag}^{i \lor 1}_D.
\end{align*}
$$

If $\text{Lag}_D$ and $(\text{Lag}_D)_K$ were Kan complexes (rather than weak Kan complexes), such a lift would suffice to show that $K$ is a terminal object of $\text{Lag}_D$ by standard topological arguments. However, since we are dealing with $\infty$-categories (rather than groupoids), we need Proposition 6.1.10 regarding the invertibility of $F^i(K_D(P)^{i \lor 1} \to *)$. This makes the proof of Lemma 6.1.7 possible.

6.2. Anatomy of lift. In this interlude between arguments, we introduce some notation and conventions for what follows. Since many of our constructions will take place in $\mathbb{R}^4$, we hope these will ease the presentation of our proofs. In particular, we introduce Figure 6.2.1 which will be frequently referenced during our constructions. We will proceed assuming we have constructed $F^i$ and develop some pictures of its structure. These will guide us in its construction.

Throughout what follows, we will adopt a notational shorthand: We will represent a simplex $X : \Delta^m \to \text{Lag}$ by concatenation of its vertices, $X_0 X_1 \cdots X_m$. The higher morphisms represented by $X$ are to be understood.

As discussed in Remark 6.1.5 an $m$-simplex $X_D : \Delta^m \to \text{Lag}^{i \lor 1}_D$ represents a diagram in $\text{Lag}^{i \lor 1}$ of the form

$$
\begin{align*}
X & \to L^{i \lor 1}_0 \\
\downarrow & \\
0 & \to L^{i \lor 1}_1.
\end{align*}
$$

This commutative diagram should not be taken too ally: There are more vertices, edges, and higher simplices than naively drawn. In this pictorial shorthand, any edge drawn from $X$ to another vertex should be interpreted as a terminal cone from $X$ to that vertex.
To construct the functor $F^i$, we must compatibly construct a diagram of the form

$$
\begin{array}{c}
\downarrow \\
X_i \\
\downarrow \\
K \\
\downarrow \\
L_i^0 \\
\downarrow \\
L_i^{0i+1}.
\end{array}
$$

This diagram comprises a pair of $(m+3)$-simplices in $\text{Lag}^{0i+1}$ glued along a common $(m+2)$-simplex. If $X_0, \ldots, X_m \in \text{Lag}^{0i}$ denote the underlying vertices of $X_D$, then the two $(m+3)$-simplices are built upon compositions

$$X_0 \cdots X_m K 0 L_1 \quad X_0 \cdots X_m K L 0 L_1.$$ 

The common $(m+2)$-simplex is built upon a composition

$$X_0 \cdots X_m K L_1.$$ 

As with our pictures, we will denote such compositions by the respective expressions

$$X K 0 L_1 \quad X K L_0 L_1 \quad X K L_1$$

with the understanding that $X$ is a general $m$-simplex.

Let us now return to the geometry of $\text{Lag}$ and examine what such simplices encode. Recall that an $(m+3)$-simplex of $\text{Lag}^{0i+1}$ represents a cobordism in

$$M \times T^* \mathbb{R}^{i+1}_s \times T^* \mathbb{R}_t \times T^* \mathbb{R}^{m+2}_x$$

where $\mathbb{R}^{i+1}_s$, $\mathbb{R}_t$, and $\mathbb{R}^{m+2}_x$ denote the stabilizing, time, and space directions.

In order to draw pictures, let us project onto the final two space coordinates

$$M \times T^* \mathbb{R}^{i+1}_s \times T^* \mathbb{R}_t \times T^* \mathbb{R}^{m+2}_x \rightarrow \mathbb{R}_{x_{m+1}} \times \mathbb{R}_{x_{m+2}}.$$ 

Then we can depict the cobordisms represented by the $(m+3)$-simplices $X K 0 L_1$ and $X K L_0 L_1$ as living over squares, and that represented by the common $(m+2)$-simplex $X K L_1$ as living over a common edge. This is depicted in Figure 6.2.1.

Looking at Figure 6.2.1 along the lefthand edge $x_{m+1} = 0$, we see that $F^i(X_D^0)$ is collared by the original diagram $X_D$.

Along the righthand edge $x_{m+1} = 1$, we see that $F^i(X_D^0)$ is collared by a composition: it represents a map from $X$ to the kernel diagram $K_D$. To produce $F^i(X_D^0)$, a cobordism living over this rectangle, is to produce a homotopy parametrizing between the two edges.

Throughout what follows, we will refer to Figure 6.2.1 as a guide. Our first step, taken in Section 6.3, will be to construct the map from $X$ to the kernel diagram $K_D$, producing the righthand edge $x_{m+1} = 1$. 
6.3. Map to kernel. In what follows, we assume without loss of generality that $i = 0$. Accordingly we will simply denote the functor $F^i$ by $F$.

Recall that an $m$-simplex $X_D : \Delta^m \to \text{Lag}_D^{\leq 0}$ with underlying $m$-simplex $X : \Delta^m \to \text{Lag}^{\leq 0}$ represents a diagram

$$
\begin{array}{ccc}
X & \longrightarrow & L_0^{\leq 0} \\
\downarrow & & \downarrow_{p^{\leq 0}} \\
0 & \longrightarrow & L_1^{\leq 0}.
\end{array}
$$

Given the above data, we will construct here a natural map

$$
X \longrightarrow K
$$

or more precisely, a functor

$$
F_1 : \text{Lag}_D^{\leq 0} \longrightarrow \text{Lag}_K^{\leq 1}.
$$
The notation $F_1$ reflects the fact that this will yield the boundary value of the functor $F$ along the edge

\[
\begin{array}{c}
XKL_0L_1 \\
XKL_1 \\
XKL_0L_1
\end{array}
\]

given by $x_{m+1} = 1$ in Figure 6.2.1. This should be thought of as composing $F_1(X) = (X \to K)$ with the kernel diagram

\[
\begin{array}{c}
X \\
\downarrow \\
K \\
\downarrow \\
0 \\
\downarrow
\end{array}
\quad \begin{array}{c}
\downarrow \\
\downarrow \\
\downarrow \\
\downarrow \\
\downarrow
\end{array}
\begin{array}{c}
L_0^{s_1} \\
\quad P_0^{s_1} \\
\quad L_1^{s_1}
\end{array}
\]

In alternative but equivalent terms, to construct the functor $F_1$, we must functorially solve the lifting problem

\[
\Delta^m \quad \to \quad \text{Lag}_K^{s_1}
\]

\[
\Delta^m \quad \to \quad \text{Lag}_0^{s_1} \quad \to \quad \text{Lag}_D^{s_1}.
\]

**Construction 6.3.1** (of the functor $F_1$ on an $m$-simplex $X_D$). The construction is summarized in Figure 6.3.2. We follow the figure’s steps (a) through (d).

(a) Let $X_D$ be a $m$-simplex in $\text{Lag}_D^{s_0}$, and let the vertices of $f(X)$ be $X_0, \ldots, X_m \in \text{Lag}_{s_0}$. As noted in Remark 6.1.5, $X_D$ corresponds to a diagram in $\text{Lag}_{s_0}$ obtained by gluing two $(m+2)$-simplices along a common face. (One of these simplices contains the vertex $L_0$, while the other contains the vertex 0.) Hence $X_D$ yields the data of two cubical Lagrangians living inside $M \times T^*\mathbb{R}_t \times T^*\mathbb{R}_{m+1}$. We depict these two cubical cobordisms in Figure 6.3.2(a). The cubes have been projected onto the plane spanned by the coordinates $t$ and $x_{m+1}$.

(b) The simplex of $X_D$ containing the vertex $L_0$ is collared along one facet by the cobordism $P$. The other cube has a face collared by a cobordism factoring through the empty Lagrangian $L_0$. The two cubes share a common face—the collaring condition says we can smoothly glue the two cubes along this common face. This yields the cube depicted in (b), which we have re-scaled to make the cube narrower. We now think of this as a Lagrangian living in

\[
M \times T^*\mathbb{R}_s \times T^*\mathbb{R}_t \times T^*\mathbb{R}_{x,m},
\]

treating the $x_{m+1}$ direction as the stabilizing $s$ direction.
Figure 6.3.2. A depiction of the steps in the construction of $F_1(X_D)$. We begin in (a) with the two cobordisms given by the diagram $X_D$. After gluing and rescaling (a), we obtain the cobordism in (b). We then obtain (c) by rotating the portion of (b) collared by $L_0$ and $P$. Finally, to obtain (d), we carve (c) by a one-form $d\eta$.

(c) To make the construction explicit, assume we have chosen a model so that the cobordism depicted in (b) lives above the open rectangle

$$(0,1) \times (-4,0) \subset \mathbb{R}_s \times \mathbb{R}_t.$$ 

Further assume that this model is collared by the object $L_0$ along the open edge

$$\{0\} \times (-2,-1)$$ 

and by the morphism $P$ along the open edge

$$\{0\} \times (-1,0).$$ 

The cube is labeled accordingly in Figure 6.3.2(b).
To obtain the cube in (c), we perform the rotation construction taking the edge 
\{0\} \times (-2, 0)

to the edge 
(-2, 0) \times \{0\}

by rotating clockwise about the origin.

(d) To obtain the cube in (d), we translate by a 1-form \(d\eta = d\eta_0 + d\eta_1\). To define \(\eta_0\), let \(E\) be the union of three edges
\((-2) \times (-\infty, \infty) \cup (-2, 0) \times \{-2\} \cup (\{0\} \times (-2, -\infty)) \subset \mathbb{R}^2 = \mathbb{R}_s \times \mathbb{R}_t\).

Let \(\epsilon > 0\) and define \(N_+\) to be the closed set
\[N_+ := \{(e_s + s, e_t + t) \mid (e_s, e_t) \in E \text{ and } s, t \in [0, \epsilon]\}.\]

Choose a smooth function \(f: \mathbb{R}_s \times \mathbb{R}_t \to \mathbb{R}\) such that
(1) \(f|_E = 1, f|_{\partial N_+ \setminus E} = 0\),
(2) \(f\) is locally constant on \(\mathbb{R}^2 \setminus N_+\),
(3) \(f\) has no critical points on \(N_+ \setminus \partial N_+\), and
(4) \(\frac{\partial f}{\partial s} < 0\) on \(N_+ \setminus \partial N_+\).

Treating \(f\) as a function on \(\mathbb{R}_s \times \mathbb{R}_t \times \mathbb{R}^m\) with dependence only on \(t\) and \(s\), we define
\[\eta_0 = -\log(1 - f)\]

Now we define \(\eta_1\). Let \(u(t): \mathbb{R} \to \mathbb{R}\) be a \(C^\infty\) function such that
\[u|_{(-\infty, 1-\epsilon]} = 0, \quad u|_{[1, \infty)} = 1\]

and
\[\text{Crit}(u) \cap (1 - \epsilon, 1) = \emptyset.\]

Then we define \(\eta_1: \mathbb{R}_s \times \mathbb{R}_t \times \mathbb{R}^m \to \mathbb{R}\) to be the function
\[\eta_1 = \log \frac{1 - u(s)u(t+2-\epsilon)}{1 - u(s)u(-t-\epsilon)},\]

with dependence only on \(t\) and \(s\). Defining \(\eta := \eta_0 + \eta_1\), we obtain the cobordism in step (d) by translating the cobordism in (c) by \(\Gamma_\eta\).

We have chosen a model in which the edge \(s = 1\) is collared by the empty Lagrangian \(L_\emptyset\) at \(t = -1\), so that this translation does not yield a singular Lagrangian. The resulting brane structure of (d) is the obvious induced brane structure.

The careful reader will notice that for \(i > 0\), the same construction yields a map to \(K(P^\infty)\), not to \(K(P)^{\text{si}}\). But the observation from Remark 5.3.8 tells us we can always post-compose with a rotation taking the \(s_{i+1}\)-axis to the \(s_1\)-axis, and this is how we define \(F^i\) for \(i > 0\).

This ends the construction.

Finally, as we have not affected the directions \(x_1, \ldots, x_m\) in the simplex \(X\), the cobordism \(F(X_0)\) is collared in the \(x_1, \ldots, x_m\) coordinates by the appropriate facets. So we have

**Lemma 6.3.3.** The construction above is compatible with face and degeneracy maps.
6.4. **Proof of Proposition 6.1.9.** Let us return to the organizational framework of Figure 6.2.1. It depicts that we must construct a cobordism

\[
F^1(X^D_0) \subset M \times T^* \mathbb{R} \times T^* \mathbb{R} \times T^* \mathbb{R}^{m+2}
\]

living over the open rectangle

\[
R = (0, 1) \times (0, 2) \subset \mathbb{R}_{x_{m+1}} \times \mathbb{R}_{x_{m+2}}.
\]

Furthermore, we have the following prescribed boundary values. First, along the labelled edge

\[
\begin{align*}
X_0 & \to L_1 \\
X & \to L_1 \\
X & \to L_0 L_1
\end{align*}
\]

given by \(x_{m+1} = 0\), we have the cobordism given by the initial data \(X_0\) itself.

Along the labelled edge

\[
\begin{align*}
X_0 & \to L_1 \\
X & \to L_1 \\
X & \to L_0 L_1
\end{align*}
\]

given by \(x_{m+1} = 1\), we have the cobordism \(F^1(X^D_0)\) constructed in the previous section.

Here is a rough summary of our approach to the above challenge. First, we construct a cobordism living over the triangle

\[
(T)
\]

\[
\begin{align*}
X_0 & \to L_1 \\
X & \to L_1 \\
X & \to L_0 L_1
\end{align*}
\]

with vertices given by the coordinates \((0, 0), (0, 2), (1, 1)\). Then we extend it over the two missing triangles

\[
(T_1)
\]

\[
\begin{align*}
X_0 & \to L_1 \\
X & \to L_1 \\
X & \to L_0 L_1
\end{align*}
\]
with vertices given by the coordinates $(0, 2), (1, 2), (1, 1)$ and $(0, 0), (1, 0), (1, 1)$ respectively.

Finally, it will be straightforward to see that the above constructions yield the desired boundary values and are compatible with face and degeneracy maps.

6.4.1. Cobordism over triangle $\Delta$. Recall the rectangle $R = (0, 1) \times (0, 2)$, and the triangle $\Delta \subset R$ with vertices given by the coordinates $(0, 0), (0, 2), (1, 1)$.

We will construct a cobordism

$W = M \times T^* \mathbb{R}_s \times T^* \mathbb{R}_t \times T^*(\mathbb{R}_x^m \times R)$

living over the rectangle $R$, and then pull back $W$ to a cobordism

$W' = \phi^*(W) \subset M \times T^* \mathbb{R}_s \times T^* \mathbb{R}_t \times T^*(\mathbb{R}_x^m \times T)$

living over the triangle $T$ by the diffeomorphism

$\phi: T \longrightarrow R \quad \phi(x_{m+1}, x_{m+2}) = (x_{m+1}, x_{m+2} - x_{m+1} + 1)$.

One might be concerned about the complicated behavior of $\phi$ near the boundary, but this will be of no consequence: $W$ will be collared by the zero section near the boundary.

Construction 6.4.1 (of cobordism $W$). We will construct $W$ as the union of three Lagrangians

$W = W_{\left[0, \frac{1}{2}\right]} \cup W_{\left[\frac{1}{2}, \frac{3}{2}\right]} \cup W_{\left[\frac{3}{2}, 1\right]}$.

The subscripts $[a, b]$ refer to the fact that we will construct $W$ over the intervals $[a, b] \subset \mathbb{R}_{x_{m+1}}$ piece by piece. We will glue the pieces together to obtain one cobordism $W$ living over $[0, 1] \subset \mathbb{R}_{x_{m+1}}$.

We describe the construction of each of these pieces, stating lemmas along the way and leaving the proof of these lemmas til afterward.

6.4.2. Set-up for construction of $W$. The cobordism $S(X_D)$. Let $X \rightarrow K$ be the map given in construction 6.3.1 and let $h: K \rightarrow L_1$ be the simplex constructed in Construction 5.3.3. Consider the composition

$X \longrightarrow K \longrightarrow L_1$

as given in Definition 4.2.3. For example if $X_D$ is an $m$-simplex in $\text{Lag}^{\geq 0}_D$ (so it yields a pair of $(m + 2)$-simplices in $\text{Lag}^{\geq 0}$), we extend $h$ by the zero section

$T_{\mathbb{R}_x^{m+1}}^* \mathbb{R}_x^{m+1}$

before concatenating with the cobordism $X \rightarrow K$.

For concreteness we fix a model of $X \rightarrow K \rightarrow L_1$ as follows. We assume that the cobordism $X \rightarrow K$ lives above the time interval $(-4, 0) \subset \mathbb{R}_t$ as in Construction 6.3.1.
and that $h$ lives above the interval $(0, 5)$. (That is, we choose a model such that $h$ has been translated by two units in the time direction. For instance it allows a non-characteristic cut at $t = 2.5 - \epsilon$.) This composition is depicted in Figure 6.4.3(a).

**Construction 6.4.2** (of $S(X_D)$). Now we note that there is an isotopy of domain, depicted in Figure 6.4.3, which takes $(X \to K) \circ h$ and produces a morphism $X \to L_1$ living over a rectangular domain in $\mathbb{R}_s \times \mathbb{R}_t$. (Compare to Figure 6.3.2(b).) We denote the resulting morphism $X \to L_1$ by $S(X_D)$.

**Remark 6.4.4.** Note that a copy of $X_D$ is contained in the Lagrangian $S(X_D)$ by construction: As we travel in the $s$ direction of $S(X_D)$, we witness exactly the evolution of $X_D$. The issue is that $s$ is a stabilizing direction; hence we want $W$ to be a cobordism which takes this stabilizing direction and ‘turns’ it into a direction in which morphisms are allowed to evolve, namely the direction $x_{m+2}$. If there were no inherent difference between a stabilizing $s$ direction and a morphism $x$ direction in our set-up, the construction of $W$ would be trivial.

6.4.3. **Construction of $W_{[\frac{2}{3}, 1]}$.** We parametrize the isotopy from Figure 6.4.3 by the interval

$$[\frac{2}{3}, 1] \subset \mathbb{R}_{x_{m+1}}.$$

By Example 4.6.2, we can realize the isotopy by a cobordism

$$W_{[\frac{2}{3}, 1]} \subset (M \times T^*\mathbb{R}_s) \times T^*\mathbb{R}_t \times T^*\mathbb{R}_{x_{m+1}}.$$
Setting
\[ \pi_{m+2} : \mathbb{R}_s \times \mathbb{R}_t \times \mathbb{R}_{m+2}^x \to \mathbb{R}_{x_{m+2}} \]
to be projection onto the last coordinate, we define \( W_{\frac{1}{3}, 1} \) by the pullback
\[ W_{\frac{1}{3}, 1} = \pi_{m+2}^* W_{\frac{3}{3}, 1} = W_{\frac{1}{3}, 1} \times T_{\mathbb{R}_{x_{m+2}}}^* \mathbb{R}_{x_{m+2}}. \]
We direct the isotopy so that \( W_{\frac{1}{3}, 1} \) is collared by
\[ XKL_1 \times T_{\mathbb{R}_{x_{m+2}}}^* \mathbb{R}_{x_{m+2}} \]
along \( x_{m+1} = 1 \), and by
\[ W_{\frac{2}{3}} : = S(X_D) \times T_{\mathbb{R}_{x_{m+2}}}^* \mathbb{R}_{x_{m+2}} \]
along \( x_{m+1} = \frac{2}{3} \).

6.4.4. Construction of \( W_{\frac{1}{3}, \frac{2}{3}} \). This is done by carving \( W_{\frac{3}{3}, 1} \).

First we define a subset
\[ A \subset \mathbb{R}_t \times \mathbb{R}_s \times \mathbb{R}_{x_{m+1}} \times \mathbb{R}_{x_{m+2}} \]
by \( A = A' \coprod A'' \), where
\[ A' = [-4 + \epsilon, 5 - \epsilon]_t \times (-\infty, 1 - \epsilon)_s \times (-\infty, \frac{1}{3} + \epsilon]_{x_{m+1}} \times [2 - \epsilon, \infty)_{x_{m+2}} \]
and
\[ A'' = [-4 + \epsilon, 5 - \epsilon]_t \times [\epsilon, \infty)_s \times (-\infty, \frac{1}{3} + \epsilon]_{x_{m+1}} \times (-\infty, \epsilon]_{x_{m+2}}. \]
We let \( N_{\epsilon/2}(A) \) be its open \( \epsilon/2 \)-neighborhood.

Then we let
\[ f : \mathbb{R}^4 = \mathbb{R}_t \times \mathbb{R}_s \times \mathbb{R}_{x_{m+1}} \times \mathbb{R}_{x_{m+2}} \to \mathbb{R} \]
be a function such that
\[ f^{-1}(1) = A, \quad f^{-1}(0) = \mathbb{R}^4 \setminus N_{\epsilon/2}(A), \quad \text{Crit}(f) = f^{-1}(1) \cup f^{-1}(0). \]
We then declare
\[ W_{\frac{1}{3}, \frac{2}{3}} \subset \left( W_{\frac{2}{3}} \times T_{\mathbb{R}_{x_{m+1}}}^* \mathbb{R}_{x_{m+1}} \right) + \Gamma_{-\log(1-f)} \]
to be the portion living above \( \left[ \frac{1}{3}, \frac{2}{3} \right] \subset \mathbb{R}_{x_{m+1}} \). It is easily seen that this cobordism is collared at \( x_{m+1} = \frac{1}{3} \); we denote by \( W_{\frac{1}{3}} \) the brane which collars \( W_{\frac{1}{3}, \frac{2}{3}} \) there.

**Remark 6.4.5** (An explanation of \( A \)). The interval \( [4 + \epsilon, 5 - \epsilon]_t \) is chosen in the definition of \( A \) so that the resulting carving by \( f \) is still collared by \( L \) after time \( t = 5 \), and by \( X \) before time \( t = -4 \).

The interval \( (-\infty, \frac{1}{3} + \epsilon)_s \) is chosen so that \( W_{\frac{1}{3}, \frac{2}{3}} \) is indeed collared by \( W_{\frac{2}{3}} \) for \( s >> \frac{1}{3} \), and by the Lagrangian \( W_{\frac{1}{3}} \) along \( s \leq \frac{1}{3} \).

Finally, depicted in Figure 6.4.6 is the portion of \( W_{\frac{1}{3}} \) living over the time interval
\[ (-4 + \epsilon, 5 - \epsilon) \subset \mathbb{R}_t. \]
Note that for \( x_{m+2} < \epsilon \), \( W_{\frac{3}{3}} \) is collared by (a tilt of) the morphism \( XL_0L_1 \), and for \( x_{m+2} > 2 - \epsilon \), \( W_{\frac{1}{3}} \) is collared by (a tilt of) \( XL_0L_1 \).
6.4.5. Construction of $W_{[0, \frac{1}{3}]}$. Assume the following lemma:

**Lemma 6.4.7.** There is a Lagrangian cobordism from $W_{\frac{1}{3}}$ to (a tilt of) $X_D$.

We let this cobordism be $W_{[0, \frac{1}{3}]}$, living over the interval

$$[0, \frac{1}{3}] \subset \mathbb{R}_{x_{m+1}}$$

and directed in such a way that $X_D$ collars $W_{[0, \frac{1}{3}]}$ at $x_{m+1} = 0$. We are finished by declaring

$$W_1 = W_{[0, \frac{1}{3}]} \cup W_{[\frac{1}{3}, \frac{2}{3}]} \cup W_{[\frac{2}{3}, 1]}$$

**Proof of Lemma 6.4.7.** Let $U \subset \mathbb{R}_s \times \mathbb{R}_{x_{m+2}}$ be the region depicted in Figure 6.4.6. Explicitly, $U$ is the union of three rectangles:

$$U = (1 - \epsilon, 1) \times [2 - \epsilon, \infty)_{x_{m+2}} \coprod (0, 1) \times (\epsilon, 2 - \epsilon)_{x_{m+2}} \coprod (0, \epsilon) \times (-\infty, \epsilon]_{x_{m+2}}.$$

Fix an orientation-preserving diffeomorphism

$$\psi: (0, 1)_s \rightarrow (0, \epsilon)_s$$

and choose a smooth isotopy

$$\mathcal{S}_r: [0, \frac{1}{3}]_r \times (0, 1)_s \times \mathbb{R}_{x_{m+2}} \rightarrow (0, 1)_s \times \mathbb{R}_{x_{m+2}}$$

satisfying the following properties:
(1) \( \mathcal{S}_0 = \text{id}_{(0,1) \times \mathbb{R}} \)

(2) \( \mathcal{S}_0^{-1}((0,1) \times \mathbb{R}) = U \)

(3) For all \( s \in (0,1) \), \( \mathcal{S}_0^{-1}(s,x) = : \gamma_s(x) \) is a smooth curve such that
   a) \( \gamma_s(x) = (\psi(s), x) \) for \( x \not\in [e, 2-e] \), and
   b) writing the tangent vector to \( \gamma_s(x) \) as
      \[
      \frac{\partial}{\partial x} \gamma_s(x) = a \partial_s + b \partial_{x_{m+2}} \in T_{\gamma_s(x)}((0,1) \times \mathbb{R}),
      \]
      we require that one has \( a, b \geq 0 \) and \( a + b > 0 \) for all \( x \).

The point of the isotopy is that as \( r \) moves from 0 to \( \frac{1}{3} \), a vertical line in the \( x_{m+2} \) direction is isotoped into a curve which points primarily in the \( s \) direction. This is the essence of the \( \mathcal{W} \) as explained in Remark \( \ref{6.4.4} \).

One can clearly choose such an isotopy \( \mathcal{S}_r \) such that the isotopy takes the tilt
\[
(\mathcal{X}_D \times \Gamma_{\log b}) \cap \pi_t^{-1}(-4,5)
\]
at \( r = 0 \) to the Lagrangian
\[
\mathcal{W}_{\frac{1}{3}} \cap \pi_t^{-1}(-4,5)
\]
at \( r = \frac{1}{3} \). Here, \( b: \mathbb{R}_s \to \mathbb{R} \) is a tilting function, and \( \pi_t \) is the projection to the zero section in the time direction:
\[
\pi_t: M \times T^* \mathbb{R}_s \times T^* \mathbb{R}_t \times T^* \mathbb{R}_x \times T^* \mathbb{R}_{x_{m+2}} \to \mathbb{R}_t.
\]
We are also imagining that \( \mathcal{X}_D \), as it moves from 0 to 2 in the \( x_{m+2} \) direction, is evolving from the cobordism \( XL_0 \) to the cobordism \( XL_1 \).

By Example \( \ref{4.6.2} \) one can realize the isotopy \( \mathcal{S}_r \) as a cobordism evolving in the \( x_{m+1} \) direction—we have replaced by \( x_{m+1} \) the coordinate \( r \). All that remains, then, is to extend the cobordism associated to \( \mathcal{S}_{x_{m+1}} \), which lives above the time interval \( (-4,5) \subset \mathbb{R}_t \), to a cobordism living over the whole of \( \mathbb{R}_t \). This is done by first constructing a non-smooth Lagrangian \( \mathcal{V} \), then creating a smooth Lagrangian \( \mathcal{W}_{[0, \frac{1}{3}]} \) by pushing the non-smooth portions to infinity via carving. That is, we will define
\[
\mathcal{W}_{[0, \frac{1}{3}]} : = \mathcal{V} + \Gamma_f
\]
for a suitable function \( f_\mathcal{S} \) and some singular Lagrangian \( \mathcal{V} \).

The non-smooth Lagrangian \( \mathcal{V} \) is defined as follows. Let
\[
\mathcal{V}_{(-\infty,-4]} : = \pi_t^{-1}(-\infty,-4] \cap \left( \mathcal{S}(\mathcal{X}_D) \times T^* \mathbb{R}_{(0,\frac{1}{3})} \times T^* \mathbb{R}_{x_{m+1}} \times T^* \mathbb{R}_{x_{m+2}} \right)
\]
\[
\mathcal{V}_{[5,\infty)} : = \pi_t^{-1}[5,\infty) \cap \left( \mathcal{S}(\mathcal{X}_D) \times T^* \mathbb{R}_{(0,\frac{1}{3})} \times T^* \mathbb{R}_{x_{m+1}} \times T^* \mathbb{R}_{x_{m+2}} \right)
\]
and let \( \mathcal{V}_{[-4,5]} \) be the cobordism associated to \( \mathcal{S}_{x_{m+1}} \). Clearly
\[
\mathcal{V} : = \mathcal{V}_{(-\infty,-4]} \cup \mathcal{V}_{[-4,5]} \cup \mathcal{V}_{[5,\infty)}
\]
is singular above the times \( t = -4 \) and \( t = 5 \). However, note that at \( x_{m+1} = 0 \), \( \mathcal{V} \) is collared by the tilt
\[
\mathcal{X}_D \times \Gamma_{\log b}
\]
as desired.
We fix the non-smoothness of \( V \) via carving by a function \( f_S \), constructed as follows. Consider the set
\[
S' = \bigcup_{x_{m+1}} \{x_{m+1}\} \times J_{x_{m+1}} ((0, 1) \times \mathbb{R}) \\
\subset \mathbb{R}_{x_{m+1}} \times \mathbb{R}_s \times \mathbb{R}_{x_{m+2}}.
\]
\( S' \) is the projection of the graph of an isotopy. Setting
\[
S = S' \times [-4, 5] t \subset \mathbb{R}^4
\]
we can choose a function
\[
f_S : \mathbb{R}^4 \to [0, 1]
\]
such that
\[
f_S^{-1}(1) = \overline{\mathbb{R}^4 \setminus S}, \quad f_S^{-1}(0, 1) = S \cap N_\epsilon (\partial S), \quad \text{Crit}(f_S) = f_S^{-1}(1) \cup f_S^{-1}(0).
\]
Here, \( \overline{\mathbb{R}^4 \setminus S} \) is the closure of \( \mathbb{R}^4 \setminus S \), and \( N_\epsilon (\partial S) \) denotes the \( \epsilon \)-neighborhood of \( \partial S \). The resulting Lagrangian
\[
W_{[0, \frac{1}{3}]} : = V + \Gamma f_S
\]
is the cobordism we seek. \( \square \)

This concludes the construction of \( W \).

**Remark 6.4.8** (Description of \( W \)). By construction, \( \phi^* W \) is indeed collared along \( x_{m+1} = 0 \) by a tilt of the diagram \( X_D \), and is collared at the vertex
\[
(0, 1) \in \mathbb{R}_{x_{m+1}} \times \mathbb{R}_{x_{m+2}}
\]
by the cobordism \( XKL_1 \).

**Remark 6.4.9.** Each part of the decomposition
\[
W = W_{[0, \frac{1}{3}]} \cup W_{[\frac{1}{3}, \frac{2}{3}]} \cup W_{[\frac{2}{3}, 1]}
\]
can be described as follows. We began by isotoping \( XKL_1 \) to \( S(X_D) \) along the interval \( [\frac{2}{3}, 1] \subset \mathbb{R}_{x_{m+1}} \). Along the interval \( [\frac{1}{3}, \frac{2}{3}] \) we turned \( S(X_D) \) into a form where we could begin to change the \( s \)-evolution of \( S(X_D) \) into an evolution along the \( x_{m+2} \) direction. We then ‘turned’ the \( s \) evolution into an \( x_{m+2} \) evolution via an isotopy along the interval \( [0, \frac{1}{3}] \).

6.4.6. **Cobordisms over triangles** \([T_1], [T_2]\) In Construction 6.4.1 we constructed a cobordism
\[
W' = \phi^*(W) \subset M \times T^* \mathbb{R}_s \times T^* \mathbb{R}_t \times T^*(\mathbb{R}_x \times T)
\]
living over the triangle \( T \). We will now construct cobordisms
\[
W_1 \subset M \times T^* \mathbb{R}_s \times T^* \mathbb{R}_t \times T^*(\mathbb{R}_x \times T_1) \\
W_2 \subset M \times T^* \mathbb{R}_s \times T^* \mathbb{R}_t \times T^*(\mathbb{R}_x \times T_2)
\]
living over the triangles \([T_1]\) and \([T_2]\), respectively, extending the cobordism \( W' \). The two are similar in nature, and we will focus on the latter and leave the former to the reader.
Construction 6.4.10. Let $C \subset \mathbb{R}^{x_{m+1}} \times \mathbb{R}^{x_{m+2}}$ be the interior of the triangle with vertices

$$v_0 = (0,0), v_1 = (1,0), v_2 = (1,1) \in \mathbb{R}^{x_{m+1}} \times \mathbb{R}^{x_{m+2}}$$

and let $d_i C$ be the edge in $\partial C = \overline{C} \setminus \mathscr{C}$ opposite the vertex $v_i$. We choose an orientation-preserving diffeomorphism

$$\phi: C \to (0,1) y_1 \times (0,1) y_2 \subset \mathbb{R}_{y_1} \times \mathbb{R}_{y_2} = : \mathbb{R}^2_y$$

satisfying the following:

1. There is some open neighborhood $U \subset \mathbb{R}^{x_{m+1}} \times \mathbb{R}^{x_{m+2}}$ of the edge $d_2 C$ such that
   $$\phi(C \cap U) = (0, \epsilon) y_1 \times (0,1) y_2$$
   for some $\epsilon$, and
   $$\lim_{x \to (\frac{1}{2}, \frac{1}{3})} \phi(x) = (0, \frac{1}{2}) \in \mathbb{R}^2_y.$$

2. There is some open neighborhood $V \subset \mathbb{R}^{x_{m+1}} \times \mathbb{R}^{x_{m+2}}$ of the union $d_0 C \cup d_1 C$ such that
   $$\phi(C \cap V) = (1 - \epsilon, 1) y_1 \times (0,1) y_2$$
   and
   $$\lim_{x \to (1,0)} \phi(x) = (1, \frac{1}{2}) \in \mathbb{R}^2_y.$$

We will construct a Lagrangian cobordism

$$Y \subset M \times T^* (\mathbb{R}_s \times \mathbb{R}_t \times \mathbb{R}_x^{m} \times \mathbb{R}_y^2)$$

and define

$$\phi^* Y \subset M \times T^* (\mathbb{R}_s \times \mathbb{R}_t \times \mathbb{R}_x^{m+2})$$

to be the portion of $F(X^0_D)$ living above $C$.

First, note that $Y$ must be collared by certain cobordisms $Y_i$ along the edges $y_1 = i$ for $i = 0, 1$:

Along $y_1 = 0$, $Y_0$ begins as the cobordism $XL_0L_1$, and (a) as we move from $y_2 = 0$ toward $y_2 = \frac{1}{2}$, it is isotoped to the portion of $W_{\frac{1}{2}}$ living over the vertex $(\frac{1}{3}, \frac{1}{3}) \in \mathbb{R}^{x_{m+1}} \times \mathbb{R}^{x_{m+2}}$. (b) At $y_2 = \frac{1}{2}$, $Y$ is carved into $W_{\frac{3}{4}}$, and (c) it is isotoped thereafter to the cobordism $XKL_{1}$, which collars $(0, 1) \in \mathbb{R}^2_y$.

The description along $y_1 = 1$ is analogous: (a) At $(1, 0)$, $Y_1$ begins as $XL_0L_1$, then (b) at $y_2 = \frac{1}{2}$, $Y$ is carved into the Lagrangian $XKL_0L_1 = P \circ K \circ X$ from Construction 5.3.6 and (c) it is then isotoped until $Y$ equals $XKL_{1}$ at $(1, 1) \in \mathbb{R}^2_y$.

We have described the cobordisms $Y_i$ which collar the edges $y_1 = i$. The key observation is

Lemma 6.4.11. There exists an isotopy of domain in $\mathbb{R}_s \times \mathbb{R}_t$ taking $Y_0$ to $Y_1$.

We parametrize this isotopy by the interval $[0,1] \subset \mathbb{R}_{y+1}$, and we let $Y$ be the Lagrangian cobordism corresponding to this isotopy. This concludes the construction of $F(X^0_D)$. 
Proof of Lemma 6.4.11. Let \( A_i \subset \mathbb{R}_s \times \mathbb{R}_t \) be the domain of the Lagrangian collaring \( Y_i \) at \( y_2 = \frac{1}{2} + \epsilon \), and let \( A'_i \) be the domain of the Lagrangian collaring \( Y_i \) at \( y_2 = \frac{1}{2} - \epsilon \). Then \( A'_i \setminus A_i \subset \mathbb{R}_s \times \mathbb{R}_t \) is the region carved out of \( Y_i \) at \( y_2 = \frac{1}{2} \).

There is an obvious isotopy taking \( A'_0 \) to \( A'_1 \) which restricts to an isotopy from \( A_0 \) to \( A_1 \); this induces the isotopy of domain taking \( Y_0 \) to \( Y_1 \).

\[\square\]

6.4.7. Compatibility with simplicial maps. Given an \( m \)-simplex \( X_D : \Delta^m \to \text{Lag}_D \), we have constructed \( F(\Delta^m_{\geq 0}) \). Note that all the constructions depended only on the coordinates \( s, t, x_{m+1}, \) and \( x_{m+2}, \) and did not depend on any spatial coordinate \( x_j \) for \( j \leq m \). In other words, the constructions restrict to the faces of \( \Delta^m_{\geq 0} \)—note that the dependence on the time coordinate is remedied by the fact that all morphisms are identified up to time reparametrization. This completes the proof of Proposition 6.1.9.

6.5. Proof of Proposition 6.1.10. Now that we have constructed the functor \( F \) as described in Proposition 6.1.9, we turn to the proof of Proposition 6.1.10.

Without loss of generality, we may assume that \( i = 1 \) and study the functor \( F^1 \). To reduce clutter, let us introduce the notation

\[ X_D = F^1(*) \in \text{Lag}^{\geq 2}_D. \]

Then we seek to show the natural morphism

\[ F^1(K_D(P) \to *) \in \text{Lag}^{\geq 2}_D(F^i(K_D(P)), X_D) \]

is invertible. Here \( K_D(P) \to * \) is the unique simplex from \( K_D \) to \(* \) in the cone category.

Our proof once again will be constructive: we will find a cobordism

\[ I \subset M \times T^*\mathbb{R}_s \times T^*\mathbb{R}_t \times T^*\mathbb{R}^{m+3}_x \]

with prescribed boundary values. To approach this, following the pattern of Figure 6.2.1 let us project onto the final three space coordinates

\[ M \times T^*\mathbb{R}_s \times T^*\mathbb{R}_t \times T^*\mathbb{R}^{m+2}_x \rightarrow \mathbb{R}_{x_{m+1}} \times \mathbb{R}_{x_{m+2}} \times \mathbb{R}_{x_{m+3}}. \]
Then the cobordism \( I \) will live over the following labelled cube

\[
\begin{array}{cccc}
XX0L_1 & & & \text{XXX0L}_1 \\
X0L_1 & & \text{XX0L}_1 & \text{XXX0L}_1 \\
& XKL_1 & & \\
& & XXL_1 & \text{XXXL}_1 \\
& & XL_1 & \text{XXL}_1 \\
& & & \text{XXXL}_1 \\
\text{X0L}_1 & & & \\
\end{array}
\]

We view this cube as a parameterized version of the rectangle of Figure 6.2.1. Namely, the new \( x_{m+3} \)-direction points into the paper so that along the face \( x_{m+3} = 0 \) we recover precisely Figure 6.2.1. The face is labelled to indicate that the cobordism \( I \) will be collared by \( \text{X}_D = F^1(*) \) along it. Along the lefthand face given by \( x_{m+1} = 0 \), the cobordism \( I \) will be collared by the degenerate cobordism obtained by setting the morphism \( \text{X} \rightarrow \text{X} \) to be the identity of \( \text{X} \).

6.5.1. Construction of \( I \big|_{x_{m+3}=1} \). The point is to construct a diagram

\[
\begin{array}{ccc}
\text{X} & \xrightarrow{F^1_1} & \text{K} \\
& \downarrow{id_X} & \downarrow{\text{Rot}} \\
\text{X} & & \\
\end{array}
\]

at the level of objects in \( \text{Lag} \) (not at the level of objects in the over-category \( \text{Lag}_D \)). The map \( \text{Rot} \) indicates the isotopy of domain described in Remark 5.3.8, rotating the \( s_2 \) axis into the \( s_1 \) axis. We follow the construction as depicted in Figure 6.5.1.

(a) Examine the morphism \( \text{X} \rightarrow \text{K} \) given by \( F^1_1 \); this is given by a Lagrangian cobordism living in \( M \times T^*\mathbb{R}_t \times T^*\mathbb{R}_s \). Its projection onto \( T^*\mathbb{R}_s \) is the union of two rectangles:

\[
\pi(F^1_1) = R_1 \cup R_2, \quad R_1 = (-2, -1)_{s_1} \times (-2, 0)_{s_2}, \quad R_2 = (-2, 1)_{s_1} \times (0, 1)_{s_2}.
\]

The part of \( F^1_1 \) living over \( R_2 \) encodes the data of the map \( \text{X} \rightarrow \text{D} \), and the portion over \( R_1 \) is contained in Figure 6.3.2—it is the difference between part (b) and part (c) of the figure. It is also the shaded region in Figure 6.5.1(a).

(b) The main observation is that, since \( F^1_1 \) is collared along the interval \( s_1 = -2 \) by the morphism \( \Phi \), we can perform an isotopy of domain \( \phi \) moving \( R_1 \cup R_2 \) to a new
Figure 6.5.1. A depiction of the face $\Gamma_{x_{m+3}=1}$. (a) is the morphism $X \to K$ given by $F^1$. (b) is obtained by an isotopy of domain in the $s_1$-$s_2$-plane. The shaded portion indicates the part of the cobordism affected by the isotopy. Note the isotopy is possible because along $s_1 = -1$ the morphism $X \to K$ is collared by $P$. We parametrize this isotopy by the coordinate $x_{m+2}$, though this is not indicated in the figure. We carve the cobordism from (b) to obtain the cobordism in (c). Clearly the morphism in (c) is isotopic to the identity morphism of $X$. Note that this figure is not to scale.

We correspondingly induce an isotopy on the rotation morphism $K \to X$ (this is not depicted in the figure).
(c) We now carve (b) to obtain yield the cobordism described in Figure 6.5.1(c). Note that the carving yields a cobordism which, along the region of \( h \) allowing a non-characteristic cut, approaches \(-\infty\) in the \( dt \) direction. Moreover, straightening the snake-like path that the morphism \( P \) takes within the cobordism of (c), it is clear that we can isotope (c) into the identity morphism from \( X \) to itself. This completes the construction of \( I_{x_{m+3}=1} \).

6.5.2. Construction of I. The key observation is that the cobordism from \( X \to K \) to \( D \) has two geometric copies of the diagram \( X_D \) inside it; the construction of I is simply an interpolation between the two. Specifically, there is a copy of \( X_D \) in the \( x_{m+2} \) direction, given by \( D \) itself, and there is a second copy in the \( s_2 \) direction, as depicted in Figure 6.3.2(b). This was part of the definition of the morphism \( F^1_1 : X \to K \).

The only difference between the faces we have constructed at \( x_{m+3} = 0 \) and \( x_{m+3} = 1 \) is that different copies of \( D \) are isotope from the \( x_{m+1} = 1 \) face to the \( x_{m+1} = 0 \) face. More explicitly, along the face \( x_{m+3} = 0 \), the cobordism from Construction 6.5.1 isotopes the copy of \( D \) in the \( s_2 \) direction to re-orient \( D \) into the \( x_{m+2} \) direction, and carves out the copy of \( D \) originally living in the \( x_{m+2} \) direction. Along the face \( x_{m+3} = 1 \), we have done just the opposite: We carved out the copy of \( D \) living in the \( s_2 \) direction, keeping only the copy living in the \( x_{m+2} \) direction.

(1) We first fill in the portion of I along the interval \([\frac{2}{3}, 1]_{x_{m+2}} \). The simple observation is that \( W_\frac{2}{3} \) and the cobordism from Figure 6.5.1(b) are both obtained by performing an isotopy on the basic morphism \( XKL_1 \). Further we can demand that the face \( I_{x_{m+2}=1} \) be collared by the isotopy which isotopes \( X \) into \( K \) by performing a rotation on the coordinates \( s_1 \) and \( s_2 \). So we have three isotopies collaring three edges—\([\frac{2}{3}, 1]_{x_{m+2}} \times \{0\}_{x_{m+3}}, [\frac{2}{3}, 1]_{x_{m+2}} \times \{1\}_{x_{m+3}}, \) and \( \{1\}_{x_{m+2}} \times [0, 1]_{x_{m+3}} \). Clearly we can find a 2-simplex in the space of all isotopies of domain, parametrizing between these three isotopies. Realizing this 2-simplex as a cobordism, we have filled in the portion of I living above the rectangle
\[
[\frac{2}{3}, 1]_{x_{m+2}} \times [0, 1]_{x_{m+3}} \subset \mathbb{R}_{x_{m+2}} \times \mathbb{R}_{x_{m+3}}.
\]

(2) Next we observe that there is an isotopy \( \psi \) of \( \mathbb{R}_{s_2} \times \mathbb{R}_{x_{m+2}} \) \( \frac{\pi}{2} \) which we depict in Figure 6.5.2. The salient feature is that it takes the domain of \( W_\frac{1}{2} \) as described in Figure 6.4.6 and transports it to the rectangle in \( \mathbb{R}_{s_2} \times \mathbb{R}_{x_{m+2}} \) given by
\[
(\frac{1}{2} - \epsilon, \frac{1}{2} + \epsilon) \times \mathbb{R}_{x_{m+2}}.
\]
We parametrize this isotopy \( \psi \) by the coordinate \( x_{m+3} \). Note that the function \( f \) (which we used to carve out \( W_1 \) in Section 6.4.4) can be isoted along \( \psi \). Let us call this new function \( \tilde{f} \) and carve the cobordism from (1) by \( f \), realizing this carving as taking place along the interval \([\frac{1}{2}, \frac{2}{3}]_{x_{m+2}} \). Then at \( x_{m+2} = \frac{1}{2} \), we have a cobordism such that at \( x_{m+3} = 1 \) we have the cobordism from Figure 6.5.1(c), and at \( x_{m+3} = 0 \) we have carved out the cobordism \( W_{\frac{1}{2}} \) from Section 6.4.4.

(3) Now we can use the same trick we used in step (1). Note that the cobordisms given by \( I_{x_{m+3}=1} \) and \( I_{x_{m+3}=0} \) are merely isotopies of domain along the interval \([0, \frac{1}{3}]_{x_{m+2}} \). We can again find a 2-simplex in the space of isotopies to fill in the three isotopies at play.
Figure 6.5.2. The isotopy $\psi$ described in the construction of $I$. The horizontal coordinate is $s_2$ and the vertical coordinate is $x_{m+2}$. The indicated asymptotics are a result of the carving function $\tilde{f}$ which we induce using $\psi$.

(Namely, these are the isotopies realized along the edges $[0, \frac{1}{3}]_{x_{m+2}} \times \{1\}_{x_{m+3}}$, $[0, \frac{1}{3}]_{x_{m+2}} \times \{0\}_{x_{m+2}}$, and $\{\frac{1}{3}\}_{x_{m+2}} \times [0, 1]_{x_{m+3}}$.) Realizing this 2-simplex as an actual cobordism living above the rectangle $[0, \frac{1}{3}]_{x_{m+2}} \times [0, 1]_{x_{m+3}}$ and demanding that along $\{0\}_{x_{m+2}} \times [0, 1]_{x_{m+3}}$ it be the identity, we have our desired $I$. 


7. The loop functor

Finally, with the preceding construction of kernels in hand, and with Theorem 4.5.6 in mind, we discuss properties of the loop functor of \text{Lag}.

7.1. Definition of loop functor. Let \( C \) be an \( \infty \)-category with a zero object \( 0 \in C \).

Define the simplicial set \( C^{\Omega} \) to consist of all maps

\[
\Delta^1 \times \Delta^1 \to C
\]

whose image is a limit diagram (Cartesian square) of the form

\[
y \to 0 \\
\downarrow \quad \downarrow \\
0 \to x
\]

The obvious evaluations give a pair of maps \( y, x : C^{\Omega} \to C \), and if such Cartesian squares always exist, then \( x : C^{\Omega} \to C \) is a trivial fibration, and hence there is a contractible space of sections \( s : C \to C^{\Omega} \). In this case, the loop functor \( \Omega : C \to C \) is defined to be the composition

\[
\Omega : C \xrightarrow{s} C^{\Omega} \xrightarrow{y} C.
\]

Similarly, if colimit diagrams (cocartesian squares) of the form

\[
x \to 0 \\
\downarrow \quad \downarrow \\
0 \to y
\]

always exist, then one can define the suspension functor \( \Sigma : C \to C \).

7.2. Loop functor for \text{Lag}. Let us begin by describing the action of the loop functor of \text{Lag} on objects. Then we will formally calculate its action on all simplices.

Fix an object \( L \in \text{Lag} \). By definition, the object \( \Omega L \in \text{Lag} \) is the kernel of the zero map \( 0 : L_\emptyset \to L \). By construction, this is a cobordism \( \Omega L \subset M \times T^*\mathbb{R} \) given by the product of \( L \) with a graph. The graph is Hamiltonian isotopic to the conormal to a point, and hence \( \Omega L \) is equivalent up to a shift of grading with the stabilization \( L^{\#1} \).

Deciding what the grading is comes down to comparing the gradings on the graph and the conormal to a point. We refer to Figure 7.2 to see that they will differ by one.

**Proposition 7.2.2.** Fix an object \( L \in \text{Lag} \). The kernel of the zero morphism \( L_\emptyset \to L \), or in other words, the limit to the diagram

\[
\begin{array}{c}
L_\emptyset \\
\downarrow \\
L_\emptyset \longrightarrow L
\end{array}
\]

is the brane \( L \) with grading shifted downward by one.

More generally, given a \( k \)-simplex \( P : \Delta^k \to \text{Lag} \) thought of as a brane, its looping \( \Omega P : \Delta^k \to \text{Lag} \) is again the brane \( P \) with grading shifted downward by one.
Figure 7.2.1. A comparison of $\Omega L$ and $L$. At the origin, both $\Omega L$ and the tilt of $L$ have grading equal to $\alpha$. Isotoping both $\Omega L$ and the tilt of $L$ to the product of $L$ with the conormal to a point, we see that the two objects are isomorphic up to a grading shift of one.

Proof. Set $M' = \Lambda' = L' = pt$, and consider the zero map $L_0 \to L'$. Recall the corresponding cobordism $h' \subset T^* \mathbb{R}^2$ constructed as part of the kernel diagram.

Returning to the given $M$ and $\Lambda$, consider a $k$-simplex $P: \Delta^k \to \text{Lag}_\Lambda(M)$ representing a cobordism $Q \subset M \times T^* \mathbb{R} \times T^* \mathbb{R}^k$. Then the product $Q \times h' \subset M \times T^* \mathbb{R} \times T^* \mathbb{R}^k \times T^* \mathbb{R}^2$ is again a cobordism giving a $(k+2)$-simplex of $\text{Lag}$.

It is easily seen that $Q \times h'$ gives a simplicial section $\text{Lag} \to \text{Lag}^\Omega$.

Finally, observe that the product with $h'$ gives a cobordism from the original $k$-simplex $P$ to a new $k$-simplex $\Omega P$ whose underlying brane has grading shifted downward by one. \qed

Remark 7.2.3. One can similarly prove that the suspension functor is given by a shift of grading upward by one.

Remark 7.2.4. The reader may wonder if the grading shift arose simply from grading conventions. But the grading conventions are necessary—for the cobordism $H$ from the composition $P \circ k$ to the zero map to restrict to the appropriate gradings on its boundaries, a grading shift of one needed to appear.

Note that shifting grading is clearly an autoequivalence. Hence we can now conclude with our main result:

Proof of Theorem 1.1.7. Recall Theorem 4.5.6. We note that its three hypotheses follow from Theorem 4.3.2 (Lag has a zero object), Theorem 6.1.6 (Lag admits kernels), and Proposition 7.2.2 (the loop functor of Lag is invertible). \qed
8. Appendix on $\infty$-categories

Here we review $\infty$-categories, in particular collecting the results we need for our present work. In this appendix only, we will use the term category to mean a strict category – that is, a category in the sense of Mac Lane \[M\] for example. Outside the appendix, by a category, we mean an $\infty$-category.

8.0.1. Background. The theory of $\infty$-categories was developed by Joyal (a recent reference is \[J02\]), who coined them quasi-categories. Boardman and Vogt \[BV73\], the first to name the idea, coined them weak Kan complexes. The notion of $\infty$-category is a direct generalization of ordinary categories, allowing spaces of morphisms between objects. Moreover, the notion of a functor between quasi-categories, in which homotopies between morphisms must be preserved, is easily defined.

There are many extant models for capturing the idea of an $(\infty, 1)$-category, including complete Segal spaces and simplicial categories, all of which are equivalent. (See \[B06\].) We choose to use the language of quasi-categories since a formidable toolkit based on quasi-categories has been developed, as most notably evidenced in Lurie’s \[LTop06\] and \[L11\]. Moreover, since every aspect of the theory is based on the well-studied theory of simplicial sets, deep homotopical statements can be reduced to proofs requiring concrete objectives. The model is formal enough to capture the structures we take interest in, and down-to-earth enough that we can prove concrete, applicable results.

As the main references for quasi-categories are quite large, we hope that this appendix will save the reader some effort in digging through the archives. Nothing collected in the appendix is original, and we learned most of this material from \[LTop06\]. (This is also our source for the term $\infty$-category.)

8.1. Simplicial sets, horns, quasi-categories. Let $\Delta$ be the category whose objects are finite, ordered, non-empty sets, and whose morphisms are order-preserving maps. Every object in $\Delta$ is isomorphic to the object $[n] = \{0, 1, \ldots, n\}$ with the standard ordering.

As usual the injective morphism $d_i: [n] \hookrightarrow [n + 1]$ skipping the $i$th element of $[n + 1]$ is called the $i$th face map, and the surjective morphism $s_i: [n + 1] \twoheadrightarrow [n]$ whose fiber above $[i] \in [n]$ is the set $\{i, i + 1\} \subset [n + 1]$ is called the $i$th degeneracy map. Every morphism in $\Delta$ is a composition of face and degeneracy maps.

**Definition 8.1.1.** A simplicial set is a functor $X: \Delta^\text{op} \to \text{Sets}$. A morphism between simplicial sets is a natural transformation. The set $X([i])$ is called the set of $i$-simplices of $X$.

**Example 8.1.2.** The $n$-simplex, written $\Delta^n$, is the representable functor given by $\Delta^n([i]) = \text{Hom}_\Delta([i],[n])$. Given an $n$-simplex $\Delta^n \to X$, the $j$th face is the $(n - 1)$-simplex opposite the $j$th vertex.

**Example 8.1.3** (The nerve of a category). Given any small category $Z$, one can define a simplicial set called the nerve of $Z$. The 0-simplices are the objects of $Z$, the 1-simplices are the morphisms of $Z$, and the $k$-simplices are diagrams of the form

$$Z_0 \xrightarrow{f_0} Z_1 \xrightarrow{f_1} \ldots \xrightarrow{f_{k-1}} Z_k.$$

For $0 < i < k$, the $i$th face map is given by composing $f_i$ and $f_{i-1}$. The other face maps ‘forget’ the $0$th or $(k-1)$st morphism. For all $0 \leq i \leq k$, the $i$th degeneracy map is given by introducing the morphism $id_{Z_i}: Z_i \to Z_i$.

**Example 8.1.4.** For $0 \leq i \leq n$ we let $\Lambda^n_i$ be the simplicial set obtained by deleting the face opposite the $i$th vertex of the $n$-simplex. We call $\Lambda^n_i$ the $i$th horn of $\Delta^n$. When $0 < i < n$, we call $\Lambda^n_i$ an inner horn.

**Definition 8.1.5.** Let $\Lambda^n_i \to C$ be a map of simplicial sets. If there exists a map $\Delta^n \to C$ making the following diagram commute

$$\begin{array}{ccc}
\Lambda^n_i & \longrightarrow & C \\
\downarrow & & \downarrow \\
\Delta^n & \nearrow & \\
\end{array}$$

we say that the horn $\Lambda^n_i \to C$ can be filled.

**Definition 8.1.6.** If for all $n \geq 0$, any horn $\Lambda^n_i \to C$ can be filled, we say that $C$ is a Kan complex. If any horn can be filled for $0 < i < n$, we say that $C$ is a weak Kan complex, an $\infty$-category, and a quasi-category. (The three terms are synonymous, and all in common usage.)

**Example 8.1.7.** If $C$ is the nerve of a small category, we can fill $\Lambda^2_1$ because we can compose any two functions. To be able to fill $\Lambda^2_0$ or $\Lambda^2_2$ means we can find inverses to any function. Intuitively, the difference between a Kan complex and a weak Kan complex is that the former is a groupoid, while the latter may have non-invertible morphisms.

**Example 8.1.8.** Given any topological space $X$, one can define the simplicial set of singular chains on $X$, $\text{Sing}(X) \cdot$, whose $n$-simplices are continuous maps of the standard $n$-simplex into $X$. This is a Kan complex.

**Example 8.1.9.** One can show that, if the horn-fillings in Definition 8.1.6 are unique for every inner horn, then $C$ is the nerve of a category. Hence one already sees that a weak Kan complex (where horn-fillings are not necessarily unique) describes a flimsier, more general notion of “category,” in which compositions are not unique.

**Definition 8.1.10.** Let $C$ be an $\infty$-category. Then we call the $0$-simplices of $C$ the vertices, or objects, of $C$. We also call the $1$-simplices the edges, or the morphisms, of $C$. We call $k$-simplices $k$-morphisms.

A functor between two quasi-categories is simply a map of simplicial sets.

**Example 8.1.11.** Let $C$ be the nerve of an ordinary category, and let Spaces be the $\infty$-category of topological spaces. Then a functor from $C$ to Spaces takes commutative diagrams in $C$ to homotopy commutative diagrams in Spaces.

8.2. **Mapping spaces.** For a quasi-category $C$, there are several equivalent models for the space $\text{Hom}_C(X,Y)$, and we use the following.

**Definition 8.2.1.** Given two objects $X, Y$ in $C$, let $\text{Hom}_C(X,Y)$ be the simplicial set whose $k$-simplices are maps $\Delta^{k+1} \to C$ such that $(k+1)$st face of $\Delta^{k+1}$ is sent to the
object $X$, and such that the $(k + 1)$st vertex is sent to the object $Y$. (The face and degeneracy maps are defined in the natural way.) We call this the mapping space from $X$ to $Y$.

It is not hard to justify the terminology mapping space:

**Proposition 8.2.2.** If $C$ is a quasi-category, then for all objects $X, Y \in C$, $\text{Hom}_C(X, Y)$ is a Kan complex.

**Proof.** See Proposition 1.2.2.3 of [LTop06]. □

There is another model for the mapping space, given by labeling vertices dually. That is, we can define a Kan complex $\text{Hom}_L C(X, Y)$ to be simplicial set whose $k$-simplices are maps $\Delta^{k+1} \to C$ where the 0th vertex is $X$, but whose 0th face is the degenerate $n$-simplex at $Y$. The choice of models is inconsequential:

**Proposition 8.2.3.** $\text{Hom}_C(X, Y)$ is homotopy equivalent to $\text{Hom}_L C(X, Y)$.

**Proof.** See Remark 1.2.2.5 and Corollary 4.2.1.8 in [LTop06]. □

8.3. **Limits and terminal objects.** Now we discuss the notion of (homotopy) limits and colimits in the language of $\infty$-categories. The homotopical flexibility is built into the $\infty$-category framework.

**Definition 8.3.1.** Let $A$ and $B$ be two simplicial sets. The join from $A$ to $B$, denoted $A \star B$, is the simplicial set defined as follows. The set of $n$-simplices is given by

$$(A \star B)[n] = A[n] \bigcup B[n] \bigcup_{i+j=n-1} A[i] \times B[j].$$

The face and degeneracy maps for an $n$-simplex $(a, b) \in A[i] \times B[j]$ are given by

$$d_k(a, b) = \begin{cases} (d_k a, b) & k \leq i \\ (a, d_{k-i-1} b) & k > i. \end{cases}$$

$$s_k(a, b) = \begin{cases} (s_k a, b) & k \leq i \\ (a, s_{k-i-1} b) & k > i. \end{cases}$$

When $a$ (or $b$) is a zero-simplex, the corresponding boundary map merely forgets $a$ (or $b$).

Note that if $A$ is a point, then $A \star B$ is the cone over $B$. So if $D : B \to C$ is a diagram in $C$, a map $A \star B \to C$ restricting to $D$ along $B$ yields an object living over the diagram $D$. Similarly, a map $\Delta^1 \star B \to C$ restricting to $D$ over $B$ would be a map between two objects living over $D$. This prompts us to define

**Definition 8.3.2.** Let $D : B \to C$ be a diagram in $C$, and let $sSet_D(A \star B, C)$ be the simplicial set of all maps $\phi : A \star B \to C$ such that $\phi|_B = D$. We define a simplicial set $C_D$ by the identity

$$sSet(\Delta^n, C_D) = sSet_D(\Delta^n \star B, C)$$

with the obvious face and degeneracy maps. We call $C_D$ the $\infty$-category of objects living over $D$, or the over-category when the context is clear.
Definition 8.3.3. A terminal object $X$ in a quasi-category $C$ is a vertex $X \in C$ such that the forgetful map $C_X \to C$ from the overcategory to $C$ is a trivial Kan fibration. That is, if the right lifting problem

$$
\begin{array}{ccc}
\partial \Delta^k & \to & C_X \\
\downarrow & & \downarrow \\
\Delta^k & \to & C
\end{array}
$$

can always be solved.

Remark 8.3.4. Let us restrict our attention to maps $\partial \Delta^k \to C_X$ such that the composition $\partial \Delta^k \to C_X \to C$ is constant, with image $X'$. Then the condition of being a trivial Kan fibration guarantees that the mapping space $\text{Hom}_C(X', X)$ is contractible. The following assures the converse:

Proposition 8.3.5. If $C$ is a quasi-category, $X \in C$ is a terminal object if and only if $\text{Hom}_C(X', X)$ is contractible for all objects $X' \in C$.

Proof. See Proposition 1.2.12.4 of [LTop06].

Definition 8.3.6. Fix a diagram $D: B \to C$. We say that $X \in \text{Lag}_D$ is a limit for $D$ if it is a terminal object in $\text{Lag}_D$.

Remark 8.3.7. In ordinary category theory, terminal objects are unique up to unique isomorphism. In a quasi-category, any two terminal objects are unique up to a contractible choice of isomorphisms.

Example 8.3.8 (Kernels). We define a zero object of $C$ is an object $0$ which is both initial and terminal. Then a kernel to a map $P: L_0 \to L_1$ is a limit to the diagram $D$, which we depict as

$$
\begin{array}{ccc}
0 & \to & L_1 \\
P \\
L_0
\end{array}
$$

8.4. Dual notions. To speak of initial objects, and colimits, all we need is to define the opposite of a quasi-category. In general, we can define the opposite of a simplicial set.

Definition 8.4.1. Let $C$ be a simplicial set. Then the opposite of $C$, written $C^{\text{op}}$, is given on objects by $C^{\text{op}}([n]) = C([n])$. On morphisms,

$$
d_i : C^{\text{op}}([n]) \to C^{\text{op}}([n-1])
$$

is given by

$$
d_{n-i} : C([n]) \to C([n-1])
$$

and likewise for the degeneracy maps $s_i$.

Example 8.4.2. When $C = \Delta^1$, with non degenerate edge $X$ and vertices $d_0(X) = X_0$, $d_1(X) = X_1$, $C^{\text{op}}$ has the same simplices, but $d_0(X) = X_1$, and $d_1(X) = X_0$. This shows that, in general (as one would expect) the directions of the morphisms are reversed.
**Example 8.4.3.** Given a 2-simplex

\[ B \to C \to A \]

in \( C \), the corresponding 2-simplex in \( C^{op} \) can be drawn as

\[ B \leftarrow C \leftarrow A \]

which simply asserts the existence of a homotopy from the composite \( C \to B \to A \) to \( C \to A \).

**Definition 8.4.4.** Given an \( \infty \)-category \( C \), an *initial object* \( X \) is a terminal object of \( C^{op} \). Similarly, given a diagram \( D \), a *colimit* to \( D \) is a limit to \( D^{op} \) in \( C^{op} \).

**8.5. The simplicial nerve.** This section is not necessary for reading the present work. However, the idea of the simplicial nerve inspired the definition of our quasi-category, so we include it here.

Given any fibrant simplicial category \( C \) (a category enriched over Kan complexes) one can form a quasi-category \( C^{\infty} \). This is done by taking the *simplicial nerve*. This in fact gives an equivalence between the model category of quasi-categories and simplicial categories. (See [B06].) One should consider the simplicial nerve and the original simplicial category equivalent. For instance, one can prove:

**Proposition 8.5.1.** Let \( C \) be the simplicial nerve of \( C \). Then for all objects \( X, Y \), the space \( \text{Hom}_{C}(X,Y) \) is homotopy equivalent to \( C(X,Y) \).

In this section we discuss the simplicial nerve construction in some detail. We hope this may motivate the factorization conditions placed on Lagrangian cobordisms, which were inspired by this construction.

**Remark 8.5.2.** This section closely follows Lurie [LTop06]. In other literature, what we call the simplicial nerve is also called the *homotopy coherent nerve*. It is also a special case of Boardman and Vogt’s W construction for simplicial operads.

Let \( sSet \) denote the category of simplicial sets and \( sCat \) that of simplicial categories (an object of \( sCat \) is a category enriched over simplicial sets). There is an adjunction

\[
\mathcal{C} : sSet \rightleftarrows sCat : N
\]

where \( \mathcal{C} \) is the rigidification functor and \( N \) is the simplicial nerve or coherent nerve (see also [DS09]).

If \( \mathcal{C} \) is a fibrant simplicial category (a simplicial category whose morphism simplicial sets are Kan complexes), then the simplicial nerve \( N(\mathcal{C}) \) is an \( \infty \)-category.

We will not describe the rigidification \( \mathcal{C} \) in general, but just enough to recall the construction of the simplicial nerve \( N \).
Definition 8.5.3. Given integers $0 \leq i \leq j$, let $P_{ij}$ be the partially ordered set whose elements are subsets of $[i,j] \subset \mathbb{N}$ containing $i$ and $j$ and whose ordering is given by inclusion. Viewing this partially ordered set as a category, we let $N(P_{ij})$ denote the nerve of $P_{ij}$.

Example 8.5.4. Here are some small examples of $P_{ij}$.

1. If $i = j$ or $i + 1 = j$, then $P_{ij}$ is a category with the single object $\{i\}$ or $\{i, i+1\}$, and no non-identity morphisms.

2. If $i + 2 = j$, then $P_{ij}$ is a category with two objects $\{i, i+2\}, \{i, i+1, i+2\}$ and a single non-identity morphism $\{i, i+2\} \rightarrow \{i, i+1, i+2\}$.

3. If $i + 3 = j$, then $P_{ij}$ can be depicted as two glued triangles

   $\{i, i+3\} \rightarrow \{i, i+1, i+3\}$

   $\{i, i+2, i+3\} \rightarrow \{i, i+1, i+2, i+3\}$.

Remark 8.5.5. In general for $i < j$, the category $P_{ij}$ can be depicted as a simplicial decomposition of a $k$-cube where $k = i - j - 1$. The $2^k$ vertices of the cube are in bijection with the ways to choose a subset of $[i,j] \subset \mathbb{Z}$ containing $i$ and $j$.

Let $\Delta^n$ denote the $n$-simplex as a representable simplicial set. One defines the simplicial category $\mathcal{C}[\Delta^n]$ to consist of $n+1$ objects labeled $0, 1, \ldots, n$, with morphisms

$\mathcal{C}[\Delta^n](i, j) = P_{ij}$, for $i \leq j$,

and no morphisms from $i$ to $j$, for $i > j$. Composition is induced by unions of sets where we regard an element of $P_{ij}$ as a subset of $\mathbb{Z}$.

Remark 8.5.6. Here we are thinking of the category $P_{ij}$ as a simplicial set by taking its nerve.

Definition 8.5.7 (Simplicial Nerve). Given a simplicial category $\mathcal{C}$, its simplicial nerve $\mathcal{C} = N(\mathcal{C})$ is the simplicial set defined by the property

$\text{Hom}_{\text{sSet}}(\Delta^n, \mathcal{C}) = \text{Hom}_{\text{sCat}}(\mathcal{C}[\Delta^n], \mathcal{C})$.

In other words, an $n$-simplex in $\mathcal{C}$ is a functor of simplicial categories $\mathcal{C}[\Delta^n] \rightarrow \mathcal{C}$.

For any arbitrary simplicial category this gives an arbitrary simplicial set. It is not hard to verify the following. (See also Proposition 1.1.5.10 of [LTop06].)

Proposition 8.5.8. When $\mathcal{C}$ is a fibrant simplicial category, $\mathcal{C}$ is a quasi-category.

Example 8.5.9 (0-simplices and 1-simplices). The 0-simplices (or vertices) of $\mathcal{C}$ are the objects of $\mathcal{C}$. The 1-simplices in $\mathcal{C}$ are the 1-morphisms in $\mathcal{C}$.
Example 8.5.10 (2-simplices). A 2-simplex in $C$ is the following data: three objects $x_0, x_1, x_2$, three 0-morphisms $f_{01}: x_0 \to x_1$, $f_{12}: x_1 \to x_2$, and $f_{02}: x_0 \to x_2$, and a 1-morphism $f_{02} \Rightarrow f_{12} \circ f_{01}$. We will alternatively depict this either as the segment

$$\{0, 2\} \longrightarrow \{0, 1, 2\}$$

inside of $C(x_0, x_2)$ given by the above data, or as the solid rectangle of compositions and homotopies the segment parameterizes:

![Diagram of a 2-simplex](image)

Example 8.5.11 (3-simplices). Similarly, a 3-simplex is a choice of objects $x_i$, for $0 \leq i \leq 3$, along with morphisms $f_{ij}$, for $0 \leq i < j \leq 3$, and coherent homotopies among their compositions. Again, we will depict this in two alternative fashions. First, we can draw the triangulated square inside of $C(x_0, x_3)$ given by the above data

$$\{0, 3\} \longrightarrow \{0, 2, 3\}$$

$$\{0, 1, 3\} \longrightarrow \{0, 1, 2, 3\}$$

Here each vertex represents a composition of morphisms (for instance, the vertex $\{0, 2, 3\}$ represents the composition $f_{23} \circ f_{02}$), and the higher simplices represent homotopies between the compositions. Alternatively, we can extend this diagram vertically.
and draw the compositions it parameterizes

For clarity, we have drawn the above picture as two disjoint prisms, but one should glue them together above the common rectangle living over the edge \( \{0, 3\} \to \{0, 1, 2, 3\} \).

One should note that there are some rectangles in the picture whose horizontal edges are drawn without arrowheads; these correspond to the trivial homotopy between the morphisms along their vertical edges.

8.6. **Definitions of Stability.** In this paper we have cited two definitions of a stable \( \infty \)-category. Here we briefly recall why the two are equivalent. As there are two possible sources to cite (Lurie’s [DAGI] and Chapter One of his [L11]), we will cite where the necessary statements are contained in both works. (The latter is a significant revision of the former.) Note also that Lurie writes (co)kernel in his earlier work, but in [L11] he writes (co)fiber for the same notions.

**Definition 8.6.1** (Definition 2.9 [DAGI], Definition 1.1.1.9 [L11]). An \( \infty \)-category \( \mathcal{C} \) is said to be **stable** if it satisfies the following:

1. There exists a zero object \( 0 \in \mathcal{C} \).
(2) Every morphism in $\mathcal{C}$ admits a kernel and a cokernel.

(3) Any commutative diagram in $\mathcal{C}$ of the form

$$
\begin{array}{ccc}
a & \rightarrow & b \\
\downarrow & & \downarrow \\
0 & \rightarrow & c
\end{array}
$$

is Cartesian if and only if it is cocartesian.

The following yields a second definition of a stable $\infty$-category, and we reproduce it here for convenience.

**Theorem 8.6.2** (Corollary 8.28, [DAGI]. Corollary 1.4.2.20, [L11]). Let $\mathcal{C}$ be an $\infty$-category with a zero object. The following are equivalent:

1. $\mathcal{C}$ is stable.
2. $\mathcal{C}$ admits finite colimits and the suspension functor $\Sigma: \mathcal{C} \rightarrow \mathcal{C}$ is an equivalence.
3. $\mathcal{C}$ admits finite limits and the loop functor $\Omega: \mathcal{C} \rightarrow \mathcal{C}$ is an equivalence.

As Lurie points out in the remark following Theorem 3.11 of [DAGI] (which we cite as Theorem 4.5.6 in the present work) the existence of a cokernel and the shift functor gives enough ‘additive’ structure to our category to guarantee all finite colimits.

For instance, to show $\mathcal{C}$ admits finite colimits, it suffices to show that $\mathcal{C}$ admits coequalizers and finite coproducts. A coequalizer for a pair of maps $f, g: X \rightarrow Y$ is simply a cokernel to the map $f - g$, and a coproduct of $X$ and $Y$ can be written as the cokernel of the zero map $\Sigma^{-1}X \rightarrow Y$. (The map $f - g$ can be defined so long as cokernels exist, and the suspension functor is an equivalence.)
REFERENCES

[AS06a] C. Abbondandolo and M. Schwarz, On the Floer homology of cotangent bundles, Commun. Pure Appl. Math. 59:254-316, 2006.

[AS06b] C. Abbondandolo and M. Schwarz, Notes on Floer homology and loop space homology, in Morse-theoretic methods in nonlinear analysis and in symplectic topology, p.75-108, Springer, 2006.

[A09] M. Abouzaid, On the wrapped Fukaya category and based loops, arXiv:0907.5606

[A10a] M. Abouzaid, A geometric criterion for generating the Fukaya category, arXiv:1001.4593

[A10b] M. Abouzaid, A cotangent fibre generates the Fukaya category, arXiv:1003.4449

[AS10a] M. Abouzaid and P. Seidel, An open string analogue of Viterbo functoriality. Geom. Topol. 14 (2010), no. 2, 627–718.

[AS10b] M. Abouzaid and P. Seidel, Altering symplectic manifolds by homologous recombination, arXiv:1007.3281

[Ar80] V.I. Arnold, Cobordismes lagragiens et legendriens, I et II, Funkt. Anal. Ego Prilozh., 14 no. 3 (1980), 1-13 and no. 4, pp. 8 - 17.

[ArNo01] V.I. Arnold and S.P. Novikov (Eds.), Dynamical Systems IV: Symplectic Geometry and its Applications. Springer-Verlag 2001.

[Au87] M. Audin, Cobordisms of Lagrangian Immersions in the Space of the Cotangent Bundle of a Manifold, Funct. Anal. and App., Vol. 21 Issue 3 (1987).

[Aur10] D. Auroux, Fukaya categories of symmetric products and bordered Heegaard-Floer homology. J. Gökova Geom. Topol. 4 (2010), 1–54.

[AurICM] D. Auroux, Fukaya categories and bordered Heegaard-Floer homology. Proc. International Congress of Mathematicians (Hyderabad, 2010), Vol. II, Hindustan Book Agency, 2010, 917–941.

[Ay08] D. Ayala, Geometric Cobordism Categories, arXiv:0811.2280

[Bi01] P. Biran, Lagrangian barriers and symplectic embeddings. Geom. Funct. Anal. 11 (2001), no. 3, 407–464.

[BC13a] P. Biran and O. Cornea, Lagrangian Cobordism I.

[BC13b] P. Biran and O. Cornea, Lagrangian Cobordism II.

[BV73] J. M. Boardman and R. M. Vogt. Homotopy invariant algebraic structures on topological spaces . Springer-Verlag, Berlin, 1973.

[Ch97] Y. V. Chekanov, Lagrangian embeddings and Lagrangian cobordism. Topics in singularity theory, 1323, Amer. Math. Soc. Transl. Ser. 2, 180, Amer. Math. Soc., Providence, RI, 1997.

[Co] O. Cornea, Lagrangian submanifolds: their fundamental group and cobordism. http://www.dms.umontreal.ca/~cornea/AbstractOb10.pdf

[DL83] M. De Wilde and P. B. A. Lecomte, Existence of star-products and of formal deformations of the Poisson Lie algebra of arbitrary symplectic manifolds. Lett. Math. Phys. 7 (1983), no. 6, 487–496.

[DS09] D. Dugger and D. Spivak, Rigidification of Quasi-categories, arXiv:0910.0814

[E84] Y. Eliashberg, Cobordisme des solutions de relations différentielles. In South Rhone seminar on geometry, I (Lyon, 1983), Travaux en Cours, pages 1731. Hermann, Paris, 1984.

[E97] Ya. Eliashberg, Symplectic geometry of plurisubharmonic functions, Gauge theory and symplectic geometry, NATO Adv. Sci. Inst. Ser. C Math. Phys. Sci., vol. 488, Kluwer Acad. Publ., 1997, pp. 4967.

[EG91] Ya. Eliashberg and M. Gromov. Convex symplectic manifolds. In Several complex variables, volume 52 of Proc. Symposia Pure Math., pages 135162. Amer. Math. Soc., 1991.
[EKMM] A. Elmendorf, I. Kriz, M. Mandell and J.P. May, Rings, modules, and algebras in stable homotopy theory. With an appendix by M. Cole. Mathematical Surveys and Monographs, 47. American Mathematical Society, Providence, RI, 1997.

[F94] B. V. Fedosov, A simple geometrical construction of deformation quantization. J. Differential Geom. 40 (1994), no. 2, 213–238.

[Fl88a] A. Floer, Morse theory for Lagrangian intersections. J. Differential Geom. 28 (1988), no. 3, 513–547.

[Fl88b] A. Floer, The unregularized gradient flow of the symplectic action. Comm. Pure Appl. Math. 41 (1988), no. 6, 775–813.

[F89] A. Floer, Witten’s complex and infinite-dimensional Morse theory. J. Differential Geom. 30 (1989), no. 1, 207–221.

[FOOO09] K. Fukaya, Y.-G. Oh, H. Ohta, and K. Ono, “Lagrangian Intersection Floer Theory: Anomaly and Obstruction,” Part I & II. AMS/IP Studies in Advanced Mathematics, 46.1 & 46.2. American Mathematical Society, Providence, RI; International Press, Somerville, MA, 2009.

[FO07] K. Fukaya and Y.-G. Oh, “Zero-loop open strings in the cotangent bundle and Morse homotopy,” Asian. J. Math. 1 (1997) 96–180.

[FSS08a] K. Fukaya, P. Seidel, and I. Smith, Exact Lagrangian submanifolds in simply-connected cotangent bundles. Invent. Math. 172 (2008), no. 1, 1–27.

[FSS08b] K. Fukaya, P. Seidel, and I. Smith. The symplectic geometry of cotangent bundles from a categorical viewpoint. In Homological Mirror Symmetry: New Developments and Perspectives, volume 757 of Lecture Notes in Physics, pages 126. Springer, 2008.

[Ga06] S. Galatius, Stable homology of automorphism groups of free groups. arXiv:math/0610216 to appear in Ann. of Math.

[GMTW09] S. Galatius, U. Tillmann, I. Madsen, M. Weiss, The homotopy type of the cobordism category. Acta Math. 202 (2009), no. 2, 195–239.

[GM88] M. Goresky and R. MacPherson, Stratified Morse Theory. Ergebnisse der Mathematik und ihrer Grenzgebiete (3), 14. Springer-Verlag (1988).

[J02] A. Joyal, Quasi-categories and Kan complexes. J. Pure Appl. Algebra 175 (2002) 207–222.

[J08] A. Joyal, The theory of quasi-categories and its applications, lectures at CRM Barcelona February 2008.

[Kap05] A. Kapustin, “A-branes and noncommutative geometry.” arXiv:hep-th/0502212

[KW07] A. Kapustin and E. Witten, Electric-magnetic duality and the geometric Langlands program. Commun. Number Theory Phys. 1 (2007), no. 1, 1–236.

[KS84] M. Kashiwara and P. Schapira, Sheaves on manifolds. Grundlehren der Mathematischen Wissenschaften 292, Springer-Verlag (1994).

[KS85] M. Kashiwara and P. Schapira, “Microlocal study of sheaves,” Astérisque No. 128 (1985), 235 pp.

[KO99] R. Kasturirangan and Y.-G. Oh, “Quantization of Eilenberg-Steenrod Axioms via Fary Functors,” RIMS preprint (1999).

[KO01] R. Kasturirangan and Y.-G. Oh, “Floer Homology of Open Sets and a Refinement of Arnol’d’s Conjecture,” Math. Z. 236 (2001), 151-189.

[Ke06] B. Keller, On differential graded categories, International Congress of Mathematicians. Vol. II, 151–190, Eur. math. Soc., Zurich, 2006.

[Ko03] M. Kontsevich, Deformation quantization of Poisson manifolds. Lett. Math. Phys. 66 (2003), no. 3, 157–216.

[Ko09] M. Kontsevich, Talk in Paris, 2009.

[L10] I. Losev, Quantized symplectic actions and W-algebras. J. Amer. Math. Soc. 23 (2010), no. 1, 35–59.

[LTop06] J. Lurie, Higher Topos Theory. Annals of Mathematics Studies, 170. Princeton University Press, Princeton, NJ, 2009.

[DAGI] J. Lurie, Stable Infinity Categories. arXiv:math/0608228

[L11] J. Lurie, Higher Algebra, http://www.math.harvard.edu/~lurie/papers/higheralgebra.pdf
A STABLE $\infty$-CATEGORY OF LAGRANGIAN COBORDISMS 89

[L09TFT] J. Lurie, On the Classification of Topological Field Theories, Current developments in mathematics, 2008, 129–280, Int. Press, Somerville, MA, 2009.

[DAGVI] J. Lurie, Derived Algebraic Geometry VI: $E_k$ Algebras, arXiv:0911.0018

[M] MacLane, S., 1997, Categories for the Working Mathematician, 2nd edition, New York: Springer-Verlag.

[N09] D. Nadler, Microlocal branes are constructible sheaves, Selecta Math. 15 (2009), no. 4, 563–619.

[N11] D. Nadler, Fukaya categories as categorical Morse homology, in preparation, 35 pages, draft available at http://www.math.northwestern.edu/~nadler/

[NZ09] D. Nadler and E. Zaslow, “Constructible Sheaves and the Fukaya Category,” J. Amer. Math. Soc. 22 (2009), 233–286.

[Oh] Y.-G. Oh, “Floer homology and its continuity for non-compact Lagrangian submanifolds,” arXiv:math/0111161.

[S08] P. Seidel, Fukaya Categories and Picard-Lefschetz Theory, Zurich Lectures in Advanced Mathematics. European Mathematical Society (EMS), Zurich, 2008.

[S10] P. Seidel, Some speculations on pairs-of-pants decompositions and Fukaya categories, arXiv:1004.0906

[SL] L.-S. Suarez Lopez, Exact Lagrangian cobordism and pseudo-isotopy, Ph.D. Thesis (2014), Universite de Montreal.

[T14] H. L. Tanaka, n simply-connected cotangent bundles, exact Lagrangian cobordisms are h-cobordisms, arXiv:1404.6273

[T16a] H. L. Tanaka, The Fukaya category pairs with Lagrangian cobordisms. arXiv:1607.04976

[T16b] H. L. Tanaka, The Fukaya category pairs with Lagrangian cobordisms exactly. arXiv:1609.08400

[T18] H. L. Tanaka, Generation for Lagrangian cobordisms in Weinstein manifolds. arXiv:1810.10605

[T09] D. Treumann, Exit paths and constructible stacks. Compos. Math. 145 (2009), no. 6, 1504–1532.

[VM96] L. van den Dries and C. Miller, “Geometric categories and o-minimal structures,” Duke Math. J. 84, no. 2 (1996), 497–539.

[V94] C. Viterbo, “Generating functions, symplectic geometry, and applications,” Proceedings of the International Congress of Mathematicians, Vol. 1, 2 (Zurich, 1994), 537–547, Birkhauser, Basel, 1995.

[V97] C. Viterbo, “Exact Lagrange submanifolds, periodic orbits and the cohomology of free loop spaces,” J. Differential Geom. 47 (1997), no. 3, 420–468.

[V99] C. Viterbo, Functors and computations in Floer homology with applications. I. Geom. Funct. Anal. 9 (1999), no. 5, 985–1033.