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\textbf{Abstract}

Most existing slot filling models tend to memorize inherent patterns of entities and corresponding contexts from training data. However, these models can lead to system failure or undesirable outputs when being exposed to spoken language perturbation or variation in practice. We propose a perturbed semantic structure awareness transferring method for training perturbation-robust slot filling models. Specifically, we introduce two MLM-based training strategies to respectively learn contextual semantic structure and word distribution from unsupervised language perturbation corpus. Then, we transfer semantic knowledge learned from upstream training procedure into the original samples and filter generated data by consistency processing. These procedures aim to enhance the robustness of slot filling models. Experimental results show that our method consistently outperforms the previous basic methods and gains strong generalization while preventing the model from memorizing inherent patterns of entities and contexts.

\section{Introduction}

The slot filling (SF) task in the goal-oriented dialog system aims to identify task-related slot types in certain domains for understanding user utterances. Traditional supervised slot filling models and sequence labeling methods (Liu and Lane, 2015, 2016; Goo et al., 2018; Niu et al., 2019; He et al., 2020a,b; Wang et al., 2022a) have shown remarkable performance. However, these models tend to memorize inherent patterns of entities and contexts (Wang et al., 2022b; Lin et al., 2021). Faced with uncertainty and diversity of human language expression, the perturbation of entities and contexts will lead to a decrease in the generalization ability of the SF model, which hinders its further application in practical dialog scenarios.
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Figure 1: The impact of diverse spoken language perturbations on the slot filling system in real scenarios.

Due to the variety of expression habits, users may not interact with the dialogue system abiding by a rigid input mode in real dialog scenarios. Instead, the expression styles of users would be of high lexical and syntactic diversity while users express their intentions. An interesting finding is that, every expression retains the key semantic information of the sentence to ensure consistency of the intention, but it inevitably damages the semantic structure of the context. As shown in Figure 1, the original sentence comes from training data, while the other two sentences are real queries of users with different language habits. Firstly, paraphrase and simplification perturb the contextual semantic structure of the original sentence to various degrees. Secondly, some slot entities also suffer from word perturbations. However, they all retain price-related information to express the same intention. We refer to the above two perturbations collectively as Spoken Language Perturbation. The previous slot filling model, which tends to memorize entity patterns, has a significantly reduced generalization ability when faced with these situations. Therefore, it is necessary to train a robust slot filling model against perturbations in practical application.

Recently, improving the robustness of NLP systems against input perturbations has attracted increasing attention. Most existing studies (Wu et al., 2021; Moradi and Samwald, 2021; Gui et al., 2021) that explored the robustness problem are only about rule-based synthetic datasets, which have certain limitations. Further, Namysl et al. (2020) focused on domain-specific data...
on the robustness of the NER model against Optical Character Recognition (OCR) disturbance and misspellings. However, real-world dialogue systems face more diverse perturbations due to frequent interactions with users. Liu et al. (2020) proposed Language understanding augmentation, which contains four data augmentation methods, to simulate natural perturbations. Nevertheless, each method is designed for a specific perturbation, which cannot generalize for other unknown perturbations.

To solve the above issues, in this paper, we propose a Perturbed Semantic Structure Awareness Transferring method (PSSAT). It can generate augmented data based on human diversity expressions. In fact, it is not difficult to obtain unsupervised corpora containing spoken language perturbations in real-world scenarios (e.g. social media). Therefore, we extract the texts from two multi-modal datasets (Zhang et al., 2018; Lu et al., 2018) and construct an unsupervised language perturbation corpus, which helps the model learn the semantic structure of perturbed data. To be specific, we introduce a perturbed structure pre-training stage, which guides the model to directly learn contextual semantic structure and words distribution from unsupervised language perturbation corpus through two different MLM-based training strategies, respectively. To better eliminate the distribution gap between upstream and downstream data, we design a Semantic Structure Transferring Generation stage to transfer the upstream learned semantic structure knowledge to downstream original training samples. By doing so, the generated augmented samples are more in line with the spoken language perturbation. However, as there are mixed perturbations existed in upstream corpus, the model may generate some low-quality samples. To alleviate this problem, we introduce Consistency Processing to filter generated samples.

Our contributions are three-fold: (1) To the best of our knowledge, this is the first work to investigate spoken language perturbation of slot filling tasks and validate the vulnerability of existing rule-based methods in the condition of diverse language expressions. (2) We propose a perturbed semantic structure awareness transferring method, which transfers the learned contextual semantic structure and word distribution into the original samples through the MLM-based method. (3) Experiments demonstrate that our method outperforms all baseline methods and gains strong generalization while preventing the model from memorizing inherent patterns of entities and contexts.

2 Methodology

2.1 Problem Definition

Given a tokenized utterance $X = \{x_1, x_2, \ldots, x_N\}$ and its corresponding BIO format label $Y = \{y_1, y_2, \ldots, y_N\}$, we formulate the spoken language perturbation process in the real scenario as $X' = P_X(X), Y' = P_Y(Y)$ such that $X' \neq X$ but $Y'$ may be identical with $Y$ or not. The perturbation-robust slot filling requires the model to be tested on the perturbed test dataset $\{(X', Y')\}$ with no
access to the spoken language perturbation process \( P(\cdot) \) or perturbed data during the training phase.

### 2.2 Perturbed Structure Pre-training

The perturbed structure pre-training stage guides the model to learn the semantic structure from realistic perturbed data. We carefully collected several spoken language perturbation datasets to build an unsupervised language perturbation corpus\(^1\). Inspired by the key idea of masked language model (MLM) (Devlin et al., 2018), which randomly replaces a few tokens in a sentence with the special token \([MASK]\) and recovers the original tokens by a neural network, we introduce two augmentation strategies, as shown in Figure 2.

**Random Word Masking (RWM):** words are randomly selected for masking and infilling to simulate the word perturbation, which guides the model to learn word distribution from real perturbed data.

**Random Context Masking (RCM):** we filter out the keywords of each sentence through Latent Dirichlet Allocation (LDA) (Blei et al., 2003) to keep the key information of the sentence. For non-keyword parts, we regard them as context spans of each sentence and conduct random masking and infilling. In this way, the model learns the contextual semantic structure from realistic perturbed data. Unlike word infilling, context infilling can generate multiple tokens for each \([MASK]\) position.

### 2.3 Semantic Structure Transferring Generation

The Semantic Structure Transferring Generation stage aims to transfer learned contextual semantic structure and word distribution from upstream pre-trained model to downstream training samples. As shown in Figure 2, pre-trained models are separately loaded to conduct RWM and RCM. A slight difference from the pre-training stage is that slot entities are filtered out as keywords. It is worth noting that augmented data generated by two strategies explicitly contain diverse human expressions, which are learned from perturbed structure pre-training. Besides, we also generate coarse labels for two kinds of augmented data based on rules. Specifically, we label the infilling tokens as \(O\) while maintaining labels of other tokens. The case study (See Appendix D) shows that samples generated by semantic structure transferring generation can not only better fit spoken language perturbation, but also be more in line with human language diversity than those generated by rule-based methods.

**Consistency Processing** Due to mixed perturbations in the upstream corpus, it is necessary to design a consistency processing to filter low-quality samples. Specifically, we train a tagging model with original training data and augmented samples. Then the model is used to predict labels for each augmented sentence. The labels which are consistent with the coarse labels and original labels are kept. The augmented samples filtered by consistency processing are mixed and input to the main task as the final augmented data.

**Training and Inference** As shown in figure 3, during the training stage, we first perform perturbed structure pre-training on the unsupervised language perturbation corpus to learn the contextual semantic structure and word distribution of perturbed data. We use the pre-trained model to obtain augmented data for the clean training dataset, and use all samples to train a perturbation-aware sequence labeling model. During the testing stage, we test the sequence labeling model on both clean and perturbed datasets.

### 3 Experiment

#### 3.1 Dataset

**RADDLE** (Peng et al., 2020a) is a crowd-sourced diagnostic dataset to cover a broad range of real-world perturbations to study the robustness of end-to-end dialog system. We extract four kinds of realistic perturbed data from RADDLE and construct the slot filling dataset. In particular, the original dataset of the evaluation set in RADDLE is extracted from MultiWOZ (Lu et al., 2021). To introduce sufficient perturbed data for evaluating the model robustness against multiple perturbations, we extracted the clean user utterances and four kinds of perturbed utterances (Homophone, Simplify, Verbose and Paraphrase) from RADDLE. To be specific, **Homophone** perturbation comes from input text errors caused by recognition and synthesis errors. **Simplification** is generated by concise-
We use $F_1$ score to measure the performance of the model. $F_1^c$, $F_1^p$ denote the performance of the clean and perturbed test set respectively. On this basis, we define (1) as Perturbation Recovery Rate ($P_r$) of a given perturbation-robust method $m$:

$$P_r = \frac{F_1^p_m - F_1^p_{baseline}}{F_1^c_{baseline} - F_1^p_{baseline}}$$

(1)

$P_r$ indicates the improvement in performance of the model using the robust approach over the baseline model on the perturbed test set, as a percentage of the performance degradation of the baseline model due to the introduction of perturbation.

### 3.4 Implementation Details

For the upstream work, our model PSSAT is based on BART (Lewis et al., 2019), which is provided by the Huggingface Transformers\(^2\). The reason for choosing BART is that the pre-training tasks of BART include token masking and text filling, which is consistent with our PSSAT task. We set the batch size of BART to 8 and the pre-training takes an average of one hour for 10 epochs. The corresponding learning rates are set to 1e-5.

For the downstream work, we use two settings for perturbation-robust slot filling, Glove-Bi-LSTM and BERT-Bi-LSTM. Glove-6B-300d, char embedding and BERT-large-uncased are applied as the embedding layer. We take Bi-LSTM as the mainly analyzed model. The hidden size of Bi-LSTM is set to 128 and the dropout rate is set to 0.2. The transform probability $p$ is set to 0.3. For all the experiments, we train and test our model on the 2080Ti GPU. It takes an average of 1.5 hours to run with 12 epochs on the training dataset.

\(^2\)https://huggingface.co/docs/transformers

---

### Table 1: The performance (F1 score) of the PSSAT on RADDLE.

| Methods          | Clean  | Homophone | Paraphrase | Verbose | Simplification | Overall |
|------------------|--------|-----------|------------|---------|----------------|---------|
| none             | 95.8   | 81.5 (-14.3) | 87.5 (-8.3) | 81.6 (-14.2) | 85.3 (-10.5) | 84 (-11.8) |
| Char-Random      | 96.0 (0.2) | 84.1 (18.2%) | 87.6 (1.2%) | 83.2 (11.3%) | 88.1 (26.7%) | 85.8 (14.4%) |
| Word-Del         | 95.9 (0.1) | 83.2 (11.9%) | 89.3 (21.7%) | 82.6 (7.0%) | 87.5 (21.0%) | 85.7 (15.4%) |
| Syn-Sub          | 96.1 (0.3) | 83.5 (14.0%) | 89.3 (21.7%) | 82.2 (4.2%) | 86.8 (14.3%) | 85.5 (13.6%) |
| Word-Insert      | 95.8 (0.0) | 81.2 (-2.1%) | 88.2 (8.4%) | 81.3 (-2.1%) | 86.2 (8.6%) | 84.2 (3.2%) |
| Hom-Sub          | 96.0 (0.2) | 83.7 (15.4%) | 89.3 (21.7%) | 82.3 (4.9%) | 87.7 (22.9%) | 85.8 (16.3%) |
| NAT($L_{app}$)   | 96.0 (0.2) | 84.3 (19.6%) | 87.7 (2.4%) | 82.8 (8.5%) | 87.3 (19.0%) | 85.5 (12.4%) |
| NAT($L_{total}$) | 96.0 (0.2) | 83.9 (16.8%) | 87.4 (-1.2%) | 83.0 (9.9%) | 87.3 (19.0%) | 85.4 (11.1%) |
| PSSAT            | 96.2 (0.4) | 84.6 (21.7%) | 90.1 (31.3%) | 84.0 (16.9%) | 89.3 (38.1%) | 87.0 (27.0%) |
| – RCM            | 96.2 (0.4) | 83.8 (16.1%) | 89.6 (25.3%) | 83.5 (13.4%) | 87.4 (20.0%) | 86.1 (18.7%) |
| – RWM            | 96.3 (0.5) | 83.3 (12.6%) | 89.9 (28.9%) | 83.8 (15.5%) | 88.9 (34.3%) | 86.5 (22.8%) |
| – CP             | 96.3 (0.5) | 84.0 (17.5%) | 90.0 (30.1%) | 83.4 (12.7%) | 88.3 (28.6%) | 86.4 (22.2%) |
| – Pre-training   | 95.9 (0.1) | 83.1 (11.2%) | 89.4 (22.9%) | 83.0 (9.9%) | 86.9 (15.2%) | 85.6 (14.8%) |

In Overall column, we calculate the average F1 and $r_p$ of the four Spoken language perturbations, respectively. Both the best and the worst are marked, “—” denotes the model performance without a specific module. RWM, RCM, CP denotes Random Word Masking, Random Context Masking and Consistency Processing.

### Table 2: The performance of the best baseline and PSSAT on mixed perturbations.

| Method          | Hom+App | Hom+Con | Con+App | Home+Con+App |
|-----------------|---------|---------|---------|--------------|
| Baseline (LSTM) | 47.9 (-46.0) | 54.2 (-39.7) | 73.4 (-20.5) | 45.7 (-48.2) |
| best baseline   | 53.6 (12.4%) | 61.1 (17.4%) | 71.6 (-8.8%) | 47.2 (3.1%) |
| PSSAT           | 59.6 (25.4%) | 61.8 (19.1%) | 78.3 (23.9%) | 53.9 (17.0%) |
All experiments are repeated three times with different random seeds under the same settings. All the models are implemented with PyTorch (Paszke et al., 2019).

3.5 Main Results

Table 1 shows the main results of PSSAT compared to different baselines on the language perturbation dataset. The overall result of our PSSAT greatly outperforms the baseline by 27.0%. Especially, the $P_r$ of paraphrase and simplification is about 40%, which is a remarkable enhancement. What’s more, our method is not designed for any specific perturbation, but achieves the best results for various perturbations, which proves that our model not only improves the performance significantly, but generalizes better.

Ablation Studies. To better prove the effectiveness of the pre-training stage, we conduct ablation experiments. Table 1 illustrates the results that the model without RWM performs better than that without RCM, which shows that the change of context makes the semantic change more drastic. Meanwhile, all of RWM, RCM, CP and PSSAT without pre-training have a performance drop, which suggests that every part of design is necessary.

3.6 Mixed Perturbations Experiment

In real dialogue scenarios, mixed perturbations often appear in one input utterance at the same time. To verify the effectiveness of our method in more realistic scenarios, based on SNIPS (Coucke et al., 2018), we utilize TextFlint\(^3\) (Gui et al., 2021) to introduce Homophone(Hom), Appendirr(App), ConcatSent(Con) and construct a mixed perturbations evaluation dataset \(^4\). As shown in Table 2, the $P_r$ of our PSSAT is over 20% against three different kinds of two-level perturbations, which far exceeds the best baseline (Hom-Sub). The model maintains an almost 17% $P_r$ even with the joint disturbances from three-level perturbations, which shows the effectiveness and stability of our methods in real scenarios.

3.7 Error Analysis

We randomly selected 500 samples from all outputs and manually checking the error outputs for error analysis. Table 3 investigates 5 error types the model has made on the RADDLE. It can be seen that the number of PSSAT error outputs is less than the baseline in each category. Table 4 illustrates cases of each error type. Both the baseline model and PSSAT can correctly label clean text, but only PSSAT can correctly label texts with perturbation. After comprehensive analysis, the result shows thatrote memorization of entity mention and contextual perturbation accounts for a large portion of the errors. Compared to the baseline, PSSAT can alleviate the problem of memorizing inherent patterns of entities and contexts.

4 Conclusion

In this paper, we propose a perturbed semantic structure awareness transferring method for perturbation-robust slot filling task. Specifically, we design the perturbed structure pre-training and the semantic structure transferring generation to transfer the upstream learned semantic structure knowledge to downstream original training samples. Further, we filter low-quality samples through a consistency processing module. Sufficient experiments and error analysis demonstrate the effectiveness and generalization of our methods, and also prove that PSSAT alleviates the problem of memorizing inherent patterns of entities and contexts.
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To simulate the input perturbation existing in realistic scenarios, we introduce five well-designed perturbation robust methods and a strong baseline:

**Random Char Augmentation (Char-Random)** is a character-level augmentation method that randomly adds, removes, and replaces characters in a token with a transformation probability $p$.

**Random Word Deletion (Word-Del)** aims to simulate the effect of simplification in input utterances in real-world scenarios (Wei and Zou, 2019). It randomly removes tokens with a probability $p$.

**Random Word Insertion (Word-Insert)** randomly insert words with probability $p$ based on contextual embedding (Peng et al., 2020b). The method aims to model the effect of verbosity perturbation in input utterances.

**Homophonic substitution (Hom-Sub)** is designed for simulating word-level perturbation. We implement a homophone replacement dictionary, where words in the utterance are replaced by homophones with probability $p$.

**Synonymous Substitution (Syn-Sub)** is implemented based on WordNet’s (Miller, 1995) synonymous thesaurus. We randomly select tokens in utterance with probability $p$ for synonymous substitution (Coulombe, 2018). Note that our augmentations on training samples avoid slot words and only operate on contextual words.

**Noise-Aware Training** is proposed by (Namysl et al., 2020), which includes two Noise-Aware Training (NAT) objectives that improve robustness of sequence labeling performed on perturbed input. The data augmentation method trains a neural model using a mixture of clean and noisy samples, whereas the stability training algorithm encourages the model to create a noise-invariant latent representation.

### B BERT Result on RADDLE

Table 5 shows the BERT-version results of PSSAT. Compared to several data augmentation methods, PSSAT method makes a great improvement in each field. The overall results are better than any type of data augmentation results. Furthermore, the whole PSSAT method outperforms the baseline by 18.8%. Similar to the results of LSTM, PSSAT also achieves the best results on each spoken language perturbation.

### C SNIPS Single Perturbation Experiment

As shown in Table 6, we also explore the performance of various denoising methods on SNIPS dataset. Both entity mention and contextual semantics are corrupted in mixed multiple noise scenarios, resulting in a catastrophic degradation of model performance. The overall result combining the single-noise and multi-noise results achieves a 33% improvement.

### D Case Study

Table 7 shows some samples generated by PSSAT in the way of RWM and RCM, respectively. It can be seen that the generated augmented samples are more in line with the Spoken language perturbation, while preserving the semantics of the original sentences.
| Methods         | Clean | Homophone | paraphrase | verbose | simplification | Overall  |
|-----------------|-------|-----------|------------|---------|----------------|---------|
| none            | 96.2  | 82.8(-13.4) | 90.4(-5.8) | 84.4(-11.8) | 87.7(-8.5) | 82.6(-13.6) |
| Char-Random     | 96.0 (-0.2) | 85.0 (16.4%) | 89.9 (-8.6%) | 84.9 (4.2%) | 88.1 (4.7%) | 86.9 (4.2%) |
| Word-Del       | 95.9 (-0.3) | 84.5 (12.7%) | 90.0 (-6.9%) | 84.5 (0.8%) | 88.0 (3.5%) | 86.8 (2.5%) |
| Word-Sub       | 96.3 (0.1) | 84.1 (9.7%) | 90.2 (-3.4%) | 84.1 (-2.5%) | 86.8 (5.9%) | 87.6 (2.4%) |
| Word-Insert    | 96.3 (0.1) | 84.3 (9.7%) | 90.5 (1.7%) | 83.9 (-4.2%) | 88.5 (9.4%) | 86.8 (4.2%) |
| Homophone      | 95.8 (-0.4) | 85.8 (22.4%) | 90.2 (-3.4%) | 82.4 (-16.9%) | 87.5 (-2.4%) | 86.5 (-0.1%) |
| Homophone(Laug) | 96.0 (0.2) | 85.2 (17.7%) | 90.5 (2.4%) | 85.4 (8.3%) | 88.0 (3.0%) | 87.2 (7.9%) |
| Homophone(Lstabil) | 96.0 (0.2) | 85.1 (16.8%) | 90.3 (-1.2%) | 85.2 (6.6%) | 88.0 (3.0%) | 87.2 (6.3%) |
| PSSAT           | 96.4 (0.2) | 85.6 (20.9%) | 91.5 (19.0%) | 85.8 (11.9%) | 89.7 (23.5%) | 88.1 (18.8%) |
| Pre-training   | 95.9 (0.1) | 83.1 (2.2%) | 90.7 (4.9%) | 84.9 (4.4%) | 88.2 (5.6%) | 86.7 (4.3%) |

Table 5: The performance (F1 score) of the PSSAT on RADDLE. For cells in Baseline row and Clean test column, the numbers in the parenthesis indicate the change of F1 score over the baseline (96.2), while for other cells, the numbers in the parenthesis indicate the perturbation recovery rate ($p_r$). In Overall column, we calculate the average F1 and $p_r$ of the four Spoken language perturbations respectively.

| Method         | Clean | Hom | App  | Concat | Overall |
|----------------|-------|-----|------|--------|---------|
| Baseline (LSTM)| 93.9  | 62.2(-31.7) | 71.2(-22.7) | 85.0(-8.9) | 72.8(-21.1) |
| Char-Random    | 93.7  | 75.8(42.9%) | 74.0(12.3%) | 85.2(2.2%) | 78.3(19.1%) |
| Word-Del       | 93.8  | 61.6(-19.9%) | 69.2(-8.8%) | 85.3(3.4%) | 72.0(-2.4%) |
| Word-Sub       | 93.8  | 65.7(11.0%) | 73.3(9.3%) | 84.1(-10.1%) | 74.4(3.4%) |
| Word-Insert    | 92.8  | 63.9(5.4%) | 80.5(41.0%) | 82.1(-32.6%) | 75.5(4.6%) |
| Homephone      | 93.7  | 70.1(24.9%) | 72.8(7.0%) | 86.4(15.7%) | 76.4(15.9%) |
| NAT(Laug)      | 93.6  | 69.1(21.8%) | 74.7(15.3%) | 85.5(5.5%) | 76.4(14.2%) |
| NAT(Lstabil)   | 93.6  | 68.4(19.6%) | 74.3(13.8%) | 85.4(4.7%) | 76.0(12.7%) |
| PSSAT          | 94.14 | 71.5(29.3%) | 82.7(50.7%) | 86.7(19.1%) | 80.3(33.0%) |

Table 6: The performance of the best baseline and PSSAT on mixed perturbations. Con, APP and Home stand for ConcatSent, Appendirr and Homophone, respectively.

| Text       | On.              |Aug.                  |
|------------|------------------|----------------------|
| can you please check for a turkish restaurant ? | so can you show me some turkish restaurant ? |
| $ people for the train please . | $kts R needed please . |
| i 'll be leaving kings lynn after 13:15 . | i 'm gonna leave kings lynn @ 13:15 . |
| Word       | ok , how about scudamores punting company then how about a museum ? | @Heyandifhey , how about scudamores punting company then how is a museum ? |
|            | i am looking for a hotel please . | i am sorry for a hotel please . |

Table 7: Some raw data and the corresponding enhanced data.