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Abstract

Biclustering is a powerful data mining technique which simultaneously finds cluster structure over both objects and attributes in a data matrix. The main advantages of biclustering are twofold: first, a single object/attribute can belong to none, one, or more than one bicluster, allowing biclusters arbitrarily positioned in the data matrix; and second, biclusters can be defined using coherence measures which are substantially more general than distance measures generally used in clustering. In spite of the preliminary advances in non-partitional biclustering, the existing literature is only capable of efficiently enumerating biclusters with constant values for integer or real-valued data matrices. In this paper, we present a general family of biclustering algorithms for enumerating all maximal biclusters with (i) constant values on rows, (ii) constant value on columns, or (iii) coherent values. The algorithms have three key properties: they are efficient (take polynomial time between enumerating two consecutive biclusters), non-redundant (do not enumerate the same bicluster twice), and complete (enumerate all maximal biclusters). The proposed algorithms are based on a generalization of an efficient formal concept analysis algorithm denoted In-Close2. Experimental results with artificial and real-world datasets highlight the main advantages of the proposed methods in comparison to the state-of-the-art based on heuristics.
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1 Introduction

Clustering is one of the most popular data mining techniques for knowledge discovery in datasets [1]. It consists of grouping the data into clusters, such that the data points inside a
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cluster are more similar to each other than they are with the data points outside the cluster. Usual clustering techniques assign a data point to a cluster based on global similarities, i.e., similarity measures computed across all attributes. Besides, most of the clustering methods are only capable of assigning a data point to a single cluster. These characteristics are undesirable in many scenarios, such as analysis of gene expression, text mining, fraud detection, and market basket analysis [2], [3], [4], [5].

Biclustering is a data mining technique that addresses these challenges by simultaneously clustering the set of objects and attributes of a data matrix. Biclustering finds coherent blocks constituted of subsets of objects and attributes, and allows an object/attribute to belong to none, one, or more than one bicluster. Thus, there may be overlap between the biclusters, and the biclusters can be arbitrarily positioned in the data matrix, visually revealed only with a suitable row-column permutation of the matrix. Further, biclustering methods can consider coherence measures which are more general than distance functions, such as Euclidean and Manhattan distances, and hence can find biclusters beyond numerical proximity of elements.

Due to the flexibility and wide ranging applications, biclustering methods have gained considerable attention over the past decade. For surveys, please refer to Madeira and Oliveira [6] and Busygin et al. [7]. Further, researches are realizing the connection of biclustering to several other important problems in large scale data analysis, including subspace clustering, frequent pattern mining, association analysis, and formal concept analysis.

The problem of counting the number of maximal biclusters (see Section 3) in a given dataset is a \#P-complete problem [6], and biclustering considers the enumeration version of the problem. The best one can computationally do in such a scenario is to develop an algorithm which (i) takes polynomial time to enumerate the first bicluster, (ii) takes polynomial time between enumerating two consecutive biclusters, (iii) is complete, i.e., enumerates all biclusters, and (iv) does a non-redundant enumeration, i.e., does not enumerate any bicluster more than once. If done properly, such an algorithm will have time complexity linear in the number of biclusters and polynomial in the input size. We will refer to any such algorithm as an efficient enumeration algorithm. Unfortunately, the biclustering algorithms in the literature are heuristics, and do not satisfy the above criteria of being an efficient enumeration algorithm [6].

In the special case of binary data, with biclusters defined as having constant value, the enumeration problem is equivalent to the problem of listing all maximal bipartite cliques in a bipartite graph over the rows and columns, for which efficient enumeration algorithms exist [8], [9]. Such algorithms have also been studied in the context of Formal Concept Analysis (FCA) for several years [10], leading to algorithms such as Close-by-One (CbO) [11], In-Close [12], In-Close2 [13], and FCbO [14]. These are efficient enumeration algorithms because they
can generate the concept lattice with polynomial time delay (i.e., the time taken to generate the first formal concept, and the time taken between any two consecutive formal concepts are both bounded by a polynomial in the input size), and space linear in the number of all formal concepts (modulo some factor polynomial in the input size) [15]. In particular, if the number of formal concepts is polynomial in the input size, the overall algorithm will be a polynomial time algorithm. FCA-based methods have been applied to various application domains, such as association mining, software mining, web mining, text mining, and bioinformatics. For a survey on applications refer to Poelmans et al. [16].

Recently, FCA-based algorithms have been developed for efficient enumeration of all maximal biclusters with constant values (CTV) in a numerical (integer or real-valued) data matrix [17], [18], [19]. CTV biclusters represent one of the four major types of biclusters defined in [6]. In addition, Madeira and Oliveira [6] discuss three other major types of biclusters: (i) biclusters with constant values on rows (CVR) or columns (CVC), (ii) biclusters with coherent values (CHV), and (iii) biclusters with coherent evolutions (CHE) (definitions in Section 3).

In this paper, we propose efficient enumeration algorithms for enumerating all maximal CVR, CVC, and CHV biclusters in a numerical data matrix. These types of biclusters are a generalization of CTV biclusters. We call our family of algorithms RIn-Close because they are generalizations of the FCA algorithm In-Close2 [13]. To the best of our knowledge, the proposed family of algorithms are the first ones to be able to perform a complete, correct, and non-redundant enumeration of all maximal CVR, CVC, and CHV biclusters in numerical data matrices. In particular, the computational cost of the RIn-Close family is proportional to the number of biclusters to be enumerated, and the algorithms are guaranteed to enumerate all maximal biclusters correctly.

The rest of the paper is organized as follows. Section 2 reviews related works. Section 3 introduces definitions and problem formulations for biclustering. Section 4 reviews FCA, related areas, and the algorithm In-Close2. Section 5 presents the main contributions of this paper, more specifically the RIn-Close family of efficient enumeration algorithms for CVR, CVC, and CHV biclusters. Experimental results are discussed in Section 6 and we conclude in Section 7.

2 Related Works

In FCA and related areas (see Subsection 4.1), there are efficient algorithms to mine all maximal CTV biclusters of ones from a binary dataset. Also, there are in FCA three proposals able to mine all maximal CTV biclusters from a numerical dataset [17], [18], [19]. In [17], the algorithm starts with a lattice containing all possible biclusters, and then explores recursively
its sublattices pruning unpromising branches. Kaytoue et al. [18] proposed two equivalent FCA-based methods. The first method is based on the discretization of the numerical dataset, which is called scaling [20]. The second one is based on interval pattern structures [21]. In [19], the authors also used an approach based on scaling, but instead of using standard FCA, they proposed an algorithm based on Triadic Concept Analysis (TCA) [22], which is an extension of FCA.

In subspace clustering, where biclustering is called clustering by pattern similarity [3], there are some algorithms that have an enumeration approach to mine CHV biclusters, as pCLuster [3], Maple [23], SeqClus [24] and CPT [5].

pCLuster was the first deterministic algorithm with an enumeration approach to mine CHV biclusters. However, pCluster has several shortcomings. It does not find all biclusters, finds biclusters that do not attend the user-defined measure of similarity, and returns redundant / non-maximal biclusters. Furthermore, pCluster’s computational complexity is exponential with regard to the number of attributes.

Maple is an improved version of pCluster. It returns only maximal biclusters, but it does not have an efficient approach to do this: for each possible new bicluster, Maple must look at all previously generated biclusters to avoid redundancy / non-maximality. Besides, there are two scenarios where Maple fails in performing a complete and correct enumeration of all maximal biclusters. If two biclusters have the same set of objects and share some attributes, Maple would return only one bicluster containing both of them (violating the user-defined measure of similarity). Maple may miss biclusters due to its routine of pruning unpromising biclusters. If a bicluster has a subset of objects and a superset of attributes of another bicluster, and its extra attributes are subsequent considering Maple’s attribute-list, Maple would prune it incorrectly. In addition to these problems, the worst-case time of Maple’s search is also exponential with regard to the number of attributes.

To reduce computational cost, SeqClus and CPT relaxed the definition of CHV biclusters (see Subsection 3.4). Instead of looking for every pair of attributes (or objects), they use a pivot attribute to compute the CHV biclusters. We can say that this strategy yields an approximate result for the actual enumeration. Unfortunately, when resorting to the pivot attribute, those techniques are prone to lose one fundamental property: the ability to obtain the same set of biclusters when dealing with the original matrix or with its transpose version. Notice that the CHV biclusters are fully preserved when rows become columns and columns become rows of the matrix.
3 Biclustering

The term *biclustering* was introduced in [25] to describe the simultaneous clustering of the sets of rows and columns of a data matrix. More recently, the term was used in the analysis of gene expression data in [2]. Cheng and Church [2] were responsible for the popularization of biclustering techniques with their algorithm called CC. However, Hartigan [26] was the first one to propose an algorithm capable of simultaneously clustering both rows and columns of a data matrix, using the term *direct clustering*. Other terms that are found in literature are: co-clustering, two-way clustering, bidimensional clustering, among others [6].

While clustering techniques look for similar rows (or columns) of a data matrix, biclustering techniques look for blocks (called biclusters) of rows and columns that are inter-related [27]. Biclustering is often more informative than clustering, and moreover it is able to effectively intertwine row and column information.

In the literature, most biclustering applications are in the analysis of gene expression data, but its application is already fully disseminated and not limited to biological data. For instance, we can mention: electoral data analysis [26], dimensionality reduction [28], text mining [29], [30], collaborative filtering [31], [32], and treatment of missing data [27], [33], [34]. Moreover, the importance of biclustering continues to increase, as researchers are (i) finding new applications in scientific and commercial domains, including bioinformatics, social network analysis, and text analysis; and (ii) unveiling the connection between biclustering and several other important problems, including subspace clustering, frequent pattern mining, and association analysis. Thus, the ability to efficiently find all the existing maximal biclusters in a dataset becomes a desirable goal.

3.1 Definitions and Taxonomy of Biclusters

Let $A_{n \times m}$ be a data matrix with the row index set $X = \{1, 2, ..., n\}$ and the column index set $Y = \{1, 2, ..., m\}$. Each element $a_{ij} \in A$ represents the relationship between row $i$ and column $j$. We use $(X, Y)$ to denote the entire matrix $A$. Considering that $I \subseteq X$ and $J \subseteq Y$, $A_{IJ} = (I, J)$ denotes the submatrix of $A$ with the row index subset $I$ and column index subset $J$.

A bicluster is a submatrix $A_{IJ} = (I, J)$ where the rows in the index subset $I = \{i_1, ..., i_k\}$ ($I \subseteq X$ and $k \leq n$) exhibit similar behavior across the columns in the index subset $J = \{j_1, ..., j_s\}$ ($J \subseteq Y$ and $s \leq m$), and vice-versa. Thus, a bicluster $(I, J)$ is a $k \times s$ submatrix of the matrix $A$ with not necessarily contiguous rows and columns. A biclustering algorithm looks for a set of biclusters $B_l = (I_l, J_l)$, such that each bicluster $B_l$ satisfies some specific characteristics of homogeneity [6].

Considering these characteristics of homogeneity, there are four major types of biclusters [6]:
Fig. 1. Examples of different types of biclusters. Biclusters (e) to (h) consider a similarity constraint $\epsilon = 1$.

1) Biclusters with constant values (CTV).
2) Biclusters with constant values on rows (CVR) or columns (CVC).
3) Biclusters with coherent values (CHV).
4) Biclusters with coherent evolutions (CHE).

In this paper, we will propose biclustering algorithms for enumerating all maximal CVR, CVC and CHV biclusters in a numerical data matrix $A_{n \times m}$. Fig. 1 exhibits examples of the different types of biclusters that we will address in this paper. We will explain them in the following subsections, and we will also explain what are CTV biclusters because there are some recent papers in FCA that focus on their enumeration [17], [18], [19]. For definitions and examples of all types of biclusters, refer to [6].

### 3.2 Biclusters with constant values (CTV)

A perfect CTV bicluster is a submatrix $(I, J)$ such that $a_{ij} = a_{kl}, \forall i, k \in I$ and $\forall j, l \in J$. In real-world datasets, CTV biclusters are usually masked by noise. Therefore, we redefine a CTV bicluster as a submatrix $(I, J)$ such that $|a_{ij} - a_{kl}| \leq \epsilon, \forall i, k \in I$ and $\forall j, l \in J$, i.e.,

$$\max_{i \in I, j \in J} (a_{ij}) - \min_{i \in I, j \in J} (a_{ij}) \leq \epsilon. \quad (1)$$

This definition of a CTV bicluster was first proposed in [17], where the authors came up with the algorithm NBS-Miner to enumerate all maximal CTV biclusters.
3.3 Biclusters with constant values on rows or columns (CVR or CVC)

A perfect CVR bicluster is a submatrix \((I, J)\) such that \(a_{ij} = a_{il}, \forall i \in I\) and \(\forall j, l \in J\). See Fig. 1(a) for an example. In real-world datasets, CVR biclusters are usually masked by noise. Therefore, we redefine a CVR bicluster as a submatrix \((I, J)\) such that \(|a_{ij} - a_{il}| \leq \epsilon, \forall i \in I\) and \(\forall j, l \in J\), i.e.,

\[
\max_{j \in J}(a_{ij}) - \min_{j \in J}(a_{ij}) \leq \epsilon, \forall i \in I. \quad (2)
\]

Fig. 1(e) shows an example of a perturbed version of a CVR bicluster with \(\epsilon = 1\).

Similarly, a perfect CVC bicluster is a submatrix \((I, J)\) such that \(a_{ij} = a_{kj}, \forall i, k \in I\) and \(\forall j \in J\). See Fig. 1(b) for an example. In real-world datasets, CVC biclusters are usually masked by noise. Therefore, we redefine a CVC bicluster as a submatrix \((I, J)\) such that \(|a_{ij} - a_{kj}| \leq \epsilon, \forall i, k \in I\) and \(\forall j \in J\), i.e.,

\[
\max_{i \in I}(a_{ij}) - \min_{i \in I}(a_{ij}) \leq \epsilon, \forall j \in J. \quad (3)
\]

Fig. 1(f) shows an example of a perturbed version of a CVC bicluster with \(\epsilon = 1\).

3.4 Biclusters with coherent values (CHV)

There are two perspectives for CHV biclusters: (i) additive model, and (ii) multiplicative model. In the additive model, any row (column) of a perfect CHV bicluster can be obtained by adding a constant value to any other row (column) of the bicluster. For instance, in Fig. 1(c): the second row is equal to the first row plus 1.3, the third column is equal to the second column plus -10, and so on. Similarly, in the multiplicative model, any row (column) of a perfect CHV bicluster can be obtained by multiplying a constant value to any other row (column) of the bicluster. For instance, in Fig. 1(d): the third row is equal to the fourth row times 2.73, the second column is equal to the first column times 5, and so on.

Consider \(Z_{jl}^i = \{a_{ij} - a_{il}\}_{i \in I}, j, l \in J\), in the case of additive coherence, and \(Z_{jl}^i = \{a_{ij}/a_{il}\}_{i \in I}, j, l \in J\), in the case of multiplicative coherence. For instance, consider the bicluster of Fig. 1(g), and let \(j = 1\) and \(l = 3\), then \(Z_{13}^i = \{1, 1.7, 1, 0.8\}\). A perfect CHV bicluster is a submatrix \((I, J)\) such that all elements of the set \(Z_{jl}^i, \forall j, l \in J\), are equal, i.e., \(z = w, \forall z, w \in Z_{jl}^i, \forall j, l \in J\). Again, due to noise in real-world datasets, we will define a CHV bicluster as a submatrix \((I, J)\) such that \(|z - w| \leq \epsilon, \forall z, w \in Z_{jl}^i, \forall j, l \in J\), i.e.,

\[
\max(Z_{jl}^i) - \min(Z_{jl}^i) \leq \epsilon, \forall j, l \in J. \quad (4)
\]

Figs. 1(g) and (h) are examples of CHV biclusters using additive and multiplicative coherence, respectively.
Note that we could also define CHV biclusters using $Z_{ik} = \{a_{ij} - a_{kj}\}_{j \in J}, i, k \in I$ in the case of additive coherence, and $Z_{ik} = \{a_{ij}/a_{kj}\}_{j \in J}, i, k \in I$ in the case of multiplicative coherence.

3.5 Maximal biclusters

Given the desired characteristics of homogeneity, a bicluster $(I, J)$ is called a maximal bicluster iff:

• $\forall i \in X \setminus I, (I \cup \{i\}, J)$ is not a valid bicluster, and
• $\forall j \in Y \setminus J, (I, J \cup \{j\})$ is not a valid bicluster.

It means that a bicluster is maximal if we can not add any object/attribute to it without violating the desired characteristics of homogeneity.

4 Formal Concept Analysis

Formal Concept Analysis (FCA) is a field of applied mathematics based on mathematical order theory, in particular on the theory of complete lattices [20]. Here, we will explain the basic principles of FCA. For more details refer to [20].

A formal context is a triple $(G, M, I)$ of two sets $G$ and $M$, and a relation $I \subseteq G \times M$. Each $g \in G$ is interpreted as an object, and each $m \in M$ is interpreted as an attribute. In order to express that an object $g$ is in a relation $I$ with an attribute $m$, we write $(g, m) \in I$ or $gIm$. We read it as "the object $g$ has the attribute $m". Notice that a formal context can be easily represented by a binary matrix $D$, where rows represent objects, and columns represent attributes. We will have $d_{gm} = 1$ if the object $g$ has the attribute $m$, and we will have $d_{gm} = 0$ otherwise. Table 1 shows an example of a formal context represented by a binary matrix.

For a subset $A \subseteq G$ of objects, we define

$$A' = \{m \in M | \forall g \in A : gIm\}$$

(5)

(the set of attributes common to the objects in $A$). Similarly, for a subset $B \subseteq M$, we define:

$$B' = \{g \in G | \forall m \in B : gIm\}$$

(6)

(the set of objects common to the attributes in $B$). These derivation operators $\{(\cdot)'\}$ define a Galois connection between the power sets of $G$ and $M$ [20].

A formal concept of the formal context $(G, M, I)$ is a pair $(A, B)$ with $A \subseteq G$, $B \subseteq M$, $A' = B$, and $B' = A$. Therefore, besides many values of $A$ can generate the same value of $B$, only the largest (closed) value of $A$ is part of a formal concept (and vice versa). Considering the dataset in Table 1 with $A = \{g_3, g_6\}$, we have $A' = B = \{m_3, m_4, m_7\}$, but this pair $(A, B)$ is not a
formal concept because $B' = \{g_1, g_3, g_6\} \supset A$. The part $A$ of a formal concept $(A, B)$ is called
*extent*, and the part $B$ is called *intent*.

Formal concepts are partially ordered by $(A_1, B_1) \leq (A_2, B_2) \iff A_1 \subseteq A_2 (\iff B_2 \subseteq B_1)$. With
respect to this partial order, the set of all formal concepts forms a complete lattice called the
*concept lattice* of the formal context $(G, M, I)$. There are several algorithms in the literature that
are able to extract the concept lattice of a formal context. Some examples are: Close-by-One (CbO) [11], In-Close [12], In-Close2 [13], and FCbO [14]. As the algorithms that we will propose
are based on In-Close2, subsection 4.2 is devoted to its formalization.

4.1 Related areas of research in the literature

Table 1 shows an example of a formal context with a formal concept highlighted. As we can see,
a formal concept is a maximal CTV bicluster of ones. Extent $A$ and intent $B$ are the set of rows
(objects) and columns (attributes) that compose a bicluster, respectively. Thus, the problem of
extracting the concept lattice from a formal context is the same as extracting all maximal CTV
biclusters of ones from a binary data matrix.

The association mining problem is also closely related to FCA. This problem is divided in two
sub-problems: (i) the frequent itemset (pattern) mining problem, and (ii) the problem of mining
the association rules from these itemsets. As the first sub-problem is the most computationally
expensive, almost all researches have been focused on the frequent itemset generation phase.
In terms of FCA, the problem of mining all *frequent itemsets* (patterns) can be described as
follows. Given a formal context $(G, M, I)$, determine all subsets $X \subseteq M$ such that the support
of $X$ ($supp(X) = |X'|$) is above a user-defined parameter [35]. Examples of algorithms that
perform this task are Apriori [36] and Eclat [37]. To reduce the computational cost of the
frequent pattern mining problem, some algorithms (as GenMax [38]) mine only the *maximal
frequent itemsets*, i.e., those frequent itemsets from which all supersets are infrequent and all

|   | $m_1$ | $m_2$ | $m_3$ | $m_4$ | $m_5$ | $m_6$ | $m_7$ |
|---|-------|-------|-------|-------|-------|-------|-------|
| $g_1$ | 0     | 0     | 1     | 1     | 1     | 0     | 1     |
| $g_2$ | 0     | 0     | 1     | 0     | 0     | 0     | 0     |
| $g_3$ | 1     | 1     | 1     | 1     | 1     | 1     | 1     |
| $g_4$ | 1     | 0     | 0     | 0     | 1     | 1     | 1     |
| $g_5$ | 1     | 0     | 1     | 0     | 0     | 1     | 0     |
| $g_6$ | 0     | 0     | 1     | 1     | 0     | 0     | 1     |
subsets are frequent. The problem of this approach is that it leads to a loss of information since the supports of the subsets are not available. An option to reduce the computational cost without loss of information is to mine only the frequent closed itemsets. A frequent itemset \( X \) is called closed if there exists no superset \( Y \supset X \) with \( X' = Y' \). The frequent closed itemsets are also called frequent concept intents. For any itemset \( X \), its concept intent is given by \( X'' \). Note that this approach is the most closely related to FCA. Remarkably, a concept lattice contains all necessary information to derive the support of all (frequent) itemsets [35]. Indeed, the set of frequent closed itemsets uniquely determines the exact frequency of all itemsets, and it can be orders of magnitude smaller than the set of all frequent itemsets [39]. Moreover, this approach drastically reduces the number of rules that have to be presented to the user, without any information loss [35]. CHARM [39] is a well-known algorithm to mine all frequent closed itemsets. It exploits the fact that the extents of the formal concepts are irrelevant in the frequent pattern mining problem (just the intents and the cardinality of the extents are relevant). Thus, it drastically cuts down the size of memory required [39].

The problem of enumerating all maximal bicliques from a bipartite graph is also closely related to FCA. Madeira and Oliveira [6] stated that in the simplest case of biclustering, where we are looking for CTV biclusters of ones in a binary data matrix \( D \), a bicluster corresponds to a biclique in the corresponding bipartite graph. Rows and columns of the matrix \( D \) correspond, respectively, to the first and second sets of vertices of a bipartite graph. For example, in Table 1, the first set of vertices is given by \( \{g_1, g_2, g_3, g_4, g_5, g_6\} \), and the second one is given by \( \{m_1, m_2, m_3, m_4, m_5, m_6, m_7\} \). Each element \( d_{ij} \) is equal to 1 if vertex \( i \) is connected to vertex \( j \), and 0 otherwise. Thus, the binary matrix \( D \) is the adjacency matrix of a bipartite graph. In this scenario, a formal concept from the binary matrix \( D \) is equivalent to a maximal biclique (bicluster). So, finding a concept lattice is also equivalent to finding all maximal bicliques of a bipartite graph. The connection between FCA and the problem of enumerating all maximal bicliques from a bipartite graph is explored in several papers, as [40], [41], [42]. Moreover, Gély et al. [42] pointed out several algorithms to find all maximal bicliques from a bipartite graph, most of them are from the area of FCA. For an undirected graph without self-loops, each maximal biclique is generated twice if we apply FCA algorithms, i.e., each maximal biclique corresponds to a pair of formal concepts [43]. In fact, Li et al. [43] proved the correspondence between maximal bicliques and closed itemsets. However, the authors did not realize that a closed itemset is the intent of a formal concept. Li et al. [43] also modified the LCM [44] (an algorithm for finding frequent closed itemsets) to develop the LCM-MBC algorithm, tailored to produce a non-redundant enumeration of all maximal bicliques. For an undirected graph with self-loops, the problem of using FCA is that it may happen that the extent \( A \) and the intent
B of a formal concept \((A, B)\) will not be disjoint, i.e., \(A \cap B \neq \emptyset\). But in the graph literature, we can find specialized algorithms that exploit specific nature of particular classes of graphs, leading to highly efficient solutions [45]. For example, Eppstein’s algorithm [46] is a linear time algorithm for the class of graphs with bounded arboricity.

We also want to emphasize that it may be possible to adapt the FCA algorithms to efficiently find all maximal cliques of an undirected graph. For this, the adjacency matrix must necessarily have all its diagonal elements equal to 1 (even if the graph does not have self-loops). With this, every formal concept whose extent is equal to the intent represents a clique of the undirected graph.

4.2 In-Close2

In-Close2 [13] and its precursor In-Close [12] are based conceptually on Close-By-One [11]. These algorithms use the lexicographic approach for mining formal concepts avoiding the overheads of computing repeated ones. In-Close2 [13] is a computationally faster version of In-Close [12]. To achieve a better performance than the one produced by In-Close, In-Close2 (i) allows all elements of an intent to be inherited, and (ii) implements some optimization and data preprocessing techniques for efficient use of cache memory. This second improvement is only applicable to binary matrices, therefore we will not explain it here.

Ganter [10] showed how the lexicographical order of concepts can be used to avoid the search of repeated results. In the mathematical order theory, combinations have a lexicographical order (canon), for instance, \(\{1, 2, 3\}\) comes before \(\{1, 2, 4\}\), and \(\{1, 2, 6\}\) comes before \(\{1, 3\}\) [12]. Ganter’s algorithm [10], and subsequent algorithms, maintain a current object [12]. The concept next generated is new (canonical) if its extent contains no object preceeding the current object. In-Close and In-Close2 maintain a current attribute. Therefore, to verify canonicity, In-Close/In-Close2 does the following. Supposing that \(B\) is the current intent, \(j\) is the current attribute, and \(RW\) is the resulting extent, \(RW\) is not canonical if

\[\exists k \in M \setminus B | k < j \land \forall g \in RW : gIk].\]  

(7)

i.e., if there is an attribute \(k < j\) where \(k \notin B\) and \(RW \subseteq \{k\}'\). The concept of canonicity was introduced in [47].

Algorithm [1] shows In-Close2 pseudocode. When we use \(A_r\) and \(B_r\), it means the extent and the intent of the \(r\)-th formal concept, respectively. When we write \(J_k (R_k)\) it means the element of the set \(J (R)\) at position \(k\), for instance, if \(J = \{2, 5, 7, 8, 13\}\) and \(k = 2\), \(J_k = 5\). In the main function of In-Close2, we set \((A_1, B_1) \leftarrow (\{1, \ldots, n\}, \{\})\) (which is called supremum),
and \( r_{new} \leftarrow 1 \). Then, we call the function In-Close2 to incrementally close the formal concept \((A_1, B_1)\), beginning at attribute index 1. Thereafter, all formal concepts will be found recursively. During the closure of a formal concept, In-Close2 iterates across the attributes. If the current attribute \( j \) is not an inherited attribute, In-Close2 computes the candidate to a new extent \( RW \). If the extent \( RW \) is the same as the current extent \( A_r \), then attribute \( j \) is added to the current intent \( B_r \). If the extent \( RW \) is not the same as the current extent \( A_r \), In-Close2 tests if \( RW \) is canonical. If yes, the current formal concept \((A_r, B_r)\) will give rise to a child formal concept. After the closure of the current formal concept \((A_r, B_r)\), In-Close2 starts to close their children.

**Algorithm 1 In-Close2**

**Input:** Binary data matrix \( D_{n \times m} \), minimum number of rows \( minRow \), index of the formal concept to be closed \( r \), index of the initial attribute \( y \)

1: \( J \leftarrow \{\} \)
2: \( R \leftarrow \{\} \)
3: for \( j \leftarrow y \) to \( m \) do
4:   if \( j \not\in B_r \) then
5:     \( RW \leftarrow A_r \cap \{j\}' \)
6:     if \( |RW| \geq \text{minRow} \) then
7:       if \( |RW| = |A_r| \) then
8:         \( B_r \leftarrow B_r \cup \{j\} \)
9:       else if \( RW \) is canonical then
10:         \( r_{new} \leftarrow r_{new} + 1 \) // global variable
11:         \( J \leftarrow J \cup \{j\} \)
12:         \( R \leftarrow R \cup \{r_{new}\} \)
13:         \( A_{r_{new}} \leftarrow RW \)
14:   for \( k \leftarrow 1 \) to \( |J| \) do
15:     \( B_{R_k} \leftarrow B_r \cup \{J_k\} \)
16:   In-Close2(\( D, \text{minRow}, R_k, J_k + 1 \))

The worst-case time of In-Close2 is \( O(knm^2) \), where \( k \) is the number of biclusters. The difference between In-Close and In-Close2 pseudocodes is just that in In-Close the recursive call happens after the test of canonicity. Therefore the descendant formal concepts inherits only the current attributes of the parent.

If \( \text{minRow} = 1 \), In-Close2 mines the concept lattice of the formal context represented by the binary matrix \( D \). Otherwise, if \( \text{minRow} > 1 \), In-Close2 mines the set of all frequent concepts for the threshold \( \text{minRow} \), called the iceberg concept lattice \([48]\).

In addition to the minimum number of rows \( \text{minRow} \), we can easily add a minimum number of columns \( \text{minCol} \) to In-Close2. While In-Close2 loops through the attributes, a formal concept
TABLE 2
Closure of the supremum formal concept \((A_1, B_1)\) for the data in Table 1

| \(j\) | \(RW\) | Situation         |
|------|--------|------------------|
| 1    | \{3, 4, 5\} | is canonical     |
| 2    | \{3\}   | \(|RW| < minRow\)|
| 3    | \{1, 2, 3, 5, 6\} | is canonical |
| 4    | \{1, 3, 6\} | is not canonical |
| 5    | \{1, 3, 4\} | is canonical     |
| 6    | \{3, 4, 5\} | is not canonical |
| 7    | \{1, 3, 4, 6\} | is canonical    |

\((A_r, B_r)\) can be discarded if, even adding all remaining attributes to its intent, it will not meet the minimum number of columns \(minCol\) (therefore, its next descendants will not meet the minimum number of columns \(minCol\) as well). Although this restriction can be checked only during the closure of a formal concept, it will save computational resources because it avoids generating descendants that do not meet the restriction \(minCol\).

### 4.2.1 Example of In-Close2 Operation

Now, we will provide an example to illustrate the In-Close2 operation. Let \(D\) be the binary matrix in Table 1. The supremum is initialized as \((A_1 = \{1, 2, 3, 4, 5, 6\}, B_1 = \{\})\). Supposing that \(minRow = 2\), Table 2 shows all the extents \(RW\) computed during the closure of the supremum formal concept \((A_1, B_1)\). Thus, the descendants of \((A_1, B_1)\) are: \((A_2 = \{3, 4, 5\}, B_2 = \{1\})\), \((A_3 = \{1, 2, 3, 5, 6\}, B_3 = \{3\})\), \((A_4 = \{1, 3, 4\}, B_4 = \{5\})\), and \((A_5 = \{1, 3, 4, 6\}, B_5 = \{7\})\). The next step of In-Close2 is to close the descendants of \((A_1, B_1)\).

To illustrate, let’s compute the closure of the formal concept \((A_2, B_2)\). Table 3 shows all the extents \(RW\) computed during its closure. After its closure, the formal concept \((A_2, B_2)\) is equal to \((\{3, 4, 5\}, \{1, 6\})\). Remember that the descendants inherit the columns in the intent of their parent. Thus, the descendants of \((A_2, B_2)\) are: \((A_6 = \{3, 5\}, B_6 = \{1, 6, 3\})\), and \((A_7 = \{3, 4\}, B_7 = \{1, 6, 5\})\). The next step of In-Close2 is to close the descendants of \((A_2, B_2)\).

This process continues until In-Close2 computes the closure of all formal concepts (satisfying \(minRow\)).

### 5 RIn-Close

In-Close2 has been specifically designed to extract all maximal constant biclusters of ones from a binary data matrix. Now, we will propose adaptations of In-Close2 to enumerate other types of biclusters from numerical matrices. We call our family of algorithms RIn-Close.
TABLE 3
Closure of the formal concept \((A_2, B_2)\) for the data in Table 1.

| \(j\) | \(RW\) | Situation             |
|------|------|------------------|
| 2    | \{3\} | \(|RW| < \text{minRow}\) |
| 3    | \{3, 5\} | canonical        |
| 4    | \{3\} | \(|RW| < \text{minRow}\) |
| 5    | \{3, 4\} | canonical   |
| 6    | \{3, 4, 5\} | \(RW = A_2\)   |
| 7    | \{3, 4\} | not canonical |

We chose to adapt In-Close2 because: (i) it is easy to understand; (ii) it is one of the fastest algorithms of FCA; (iii) it has support to the desired minimum number of rows in a bicluster (the parameter \(\text{minRow}\)); (iv) it is easy to incorporate a support to the desired minimum number of columns in a bicluster (the parameter \(\text{minCol}\)); and (v) In-Close2 starts with all objects in the extent of a formal concept. This latter aspect of In-Close2 is very important when working with real-valued data matrices. For instance, for finding CVC biclusters, given the current attribute, we can look for the subsets of rows of the extent that accomplish the similarity restriction \(\epsilon\).

RIn-Close operation is basically the same as In-Close2 operation. The major differences are in the fact that: in In-Close2, each bicluster \((A_r, B_r)\) can generate just one descendant per attribute, whereas in RIn-Close, each bicluster \((A_r, B_r)\) can generate multiple descendants per attribute (possibly with overlap between their extents). Therefore, RIn-Close must deal with this new situation. When there is no overlap, the adaptations are straightforward. Otherwise, the test of canonicity is not sufficient to avoid redundant biclusters. As a consequence, RIn-Close must use new resources to avoid redundancy.

5.1 Biclusters with constant values on columns

The algorithms that we will present now compute a complete, correct and non-redundant enumeration of all maximal CVC biclusters. First, we will show how to extract perfect biclusters, because it is the easiest case. After that, given a user-defined parameter \(\epsilon\) \((\epsilon > 0)\), we will show how to extract non-perfect CVC biclusters.

5.1.1 Perfect Biclusters

The adaptation of In-Close2 to enumerate all maximal perfect CVC biclusters, called RIn-Close_CVC_P, is straightforward. We have only one major difference. In In-Close2, each bicluster \((A_r, B_r)\) can generate just one descendant per attribute, whereas in RIn-Close_CVC_P,
each bicluster \((A_r, B_r)\) can generate multiple descendants per attribute. It happens because In-
Close2 just looks for blocks of 1s, whereas RIn-Close_CVC_P looks for any blocks of constant
values on columns. Fig. 2 and Fig. 3 illustrate this difference. In Fig. 2 In-Close2 is closing
the bicluster \((A_r = \{g_2, g_3, g_4, g_8, g_9, g_{10}, g_{11}, g_{15}\}, B_r = \{m_1, m_3, m_7\}\). When it tries to add
the attribute \(m_8\), bicluster \((A_r, B_r)\) gives rise to a new bicluster \((A = \{g_3, g_4, g_9, g_{15}\}, B =
\{m_1, m_3, m_7, m_8\}\). In Fig. 3 RIn-Close_CVC_P is closing the same bicluster \((A_r, B_r)\), but when
it tries to add the attribute \(m_8\), bicluster \((A_r, B_r)\) gives rise to four new perfect CVC biclus-
ters: (a) \((A = \{g_{11}\}, B = \{m_1, m_3, m_7, m_8\}\), (b) \((A = \{g_2, g_{15}\}, B = \{m_1, m_3, m_7, m_8\}\), (c)
\((A = \{g_8, g_9, g_{10}\}, B = \{m_1, m_3, m_7, m_8\}\), and (d) \((A = \{g_3, g_4\}, B = \{m_1, m_3, m_7, m_8\}\). Note
that we sort the elements of the current attribute \(m_8\) in our example in order to easily identify
all subsets of objects with constant values.

Algorithm 2 shows the pseudocode of RIn-Close_CVC_P. Notice that it is almost the same
as In-Close2. There are basically two differences. The first one is that the current attribute \(j\) is
added to the current intent $B_r$ if all values of attribute $j$ and objects $A_r$ are equal. And the second one occurs by the fact that the bicluster $(A_r, B_r)$ can generate multiple descendants. So, RIn-Close_CVC_P computes all the possible extents and loops across them.

**Algorithm 2 RIn-Close_CVC_P**

**Input:** Data matrix $D_{n \times m}$, minimum number of rows $minRow$, index of the bicluster to be closed $r$, index of the initial attribute $y$

1: $J \leftarrow \{\}$
2: $R \leftarrow \{\}$
3: **for** $j \leftarrow y$ to $m$ **do**
4:   **if** $j \notin B_r$ **then**
5:     **if** $\max_{i \in A_r} (d_{ij}) - \min_{i \in A_r} (d_{ij}) = 0$ **then**
6:       $B_r \leftarrow B_r \cup \{j\}$
7:   **else**
8:     Compute the possible extents
9:     **for** each possible extent $RW$ **do**
10:     **if** $|RW| \geq minRow$ and $RW$ is canonical **then**
11:         $r_{new} \leftarrow r_{new} + 1$
12:         $R \leftarrow R \cup \{r_{new}\}$
13:         $J \leftarrow J \cup \{j\}$
14:         $A_r \leftarrow RW$
15: **for** $k \leftarrow 1$ to $|J|$ **do**
16:     $B_{R_k} \leftarrow B_r \cup \{J_k\}$
17: **RIn-Close_CVC_P**($D$, $minRow$, $R_k$, $J_k + 1$)

The test of canonicity is also essentially the same as in In-Close2. Let $B$ be the current intent, $j$ be the current attribute, and $RW$ be the extent of the new bicluster, it is not canonical if

$$\exists k \in M \setminus B [[k < j] \land \lfloor \max_{i \in RW} (d_{ik}) - \min_{i \in RW} (d_{ik}) = 0 \rfloor], \quad (8)$$

i.e., if there is an attribute $k < j$ that we can add to the bicluster $(RW, B)$ and it remains a valid perfect CVC bicluster.

The worst-case time of RIn-Close_CVC_P is almost the same as In-Close2: $O(knm(\log n + m))$. The difference is due to the use of a sort algorithm to compute the possible extents.

5.1.2 Non-Perfect Biclusters

Now, we will explain how to perform a complete, correct and non-redundant enumeration of all maximal CVC biclusters, given a similarity constraint determined by the user-defined parameter $\epsilon$ ($\epsilon > 0$), as presented in (3). This adaptation of In-Close2, called RIn-Close_CVC,
is significantly more elaborate than RIn-Close_CVC_P because besides a bicluster \((A_r, B_r)\) being able to generate multiple descendants per attribute, there may occur overlapping between their extents. For instance, in Fig. 4 RIn-Close_CVC is closing the bicluster \((A_r, B_r) = \{g_2, g_3, g_4, g_8, g_9, g_{10}, g_{11}, g_{15}, g_{16}, g_{19}, g_{20}, g_{22}, g_{23}\}, B_r = \{m_1, m_3, m_7\})\), when it tries to add the current attribute \(m_8\), bicluster \((A_r, B_r)\) gives rise to three new biclusters with overlapping between their extents (considering \(\epsilon = 1\)). Notice again that we sort the elements of the current attribute, \(m_8\) in our example, to facilitate the identification of all possible extents.

Due to a bicluster \((A_r, B_r)\) being able to generate multiple descendants per attribute, with overlapping between them, it is necessary to take some actions to avoid the generation of redundant and non-maximal biclusters. In fact, these problems can occur if two descendant biclusters share \(minRow\) rows or more in their extents.

Assuming \(minRow = 3\), in our example in Fig. 4 biclusters (a) and (b) can not generate redundant biclusters because they share only 2 rows in their extents. But biclusters (b) and (c) can generate redundant biclusters with extent \(A \subseteq \{g_8, g_9, g_{10}, g_{16}, g_{19}, g_{22}\}\) and \(|A| > minRow\), when adding a new attribute. To solve this problem, we added one more verification on the test of canonicity. This new verification is based on the fact that two distinct CVC biclusters must have two distinct extents. So, we track the extents that have already been generated using efficient symbol table implementations, such as hash tables (HTs) or balanced search
trees (BSTs). So, symbol table’s keys are given by the extents, in such way that the rows in an extent are in their ascending (or descending) order. The worst-case time to insert and search in a BST is $O(\log k)$, where $k$ is its number of elements. The worst-case time to insert and search in a HT is $O(1)$ and $O(k)$, respectively. However, under reasonable assumptions, the average time to search in a HT is $O(1)$. The remainder of the test of canonicity is again essentially the same as in In-Close2. Supposing that $B$ is the current intent, $j$ is the current attribute, and $RW$ is the extent of the new bicluster, it is not canonical if

$$\exists k \in M \setminus B | [k < j] \land [\max_{i \in RW} (d_{ik}) - \min_{i \in RW} (d_{ik}) \leq \epsilon],$$

(9)
i.e., if there is an attribute $k < j$ that we can add to the bicluster $(RW, B)$ and it remains a valid CVC bicluster.

But even with this new verification on the test of canonicity, we still have the undesirable possibility of generating non-maximal biclusters. For instance, in Fig. 4, bicluster (c) can give rise to the bicluster $(A = \{g_4, g_8, g_9, g_{10}\}, B = \{m_1, m_3, m_7, m_8, m_{11}, m_{16}\})$, and bicluster (b) can give rise to the bicluster $(A = \{g_8, g_9, g_{10}\}, B = \{m_1, m_3, m_7, m_8, m_{11}, m_{16}\})$, which is clearly non-maximal. So, when two biclusters share $\minRow$ rows or more in their extents, we need to verify if their descendants are maximal in their extents (row-maximal). Therefore, the descendants of biclusters (b) and (c), whose extents is contained in the shared rows, need to check if they are row-maximal. Suppose that $RM$ is the set of rows that the bicluster $(A, B)$ must check to find out if it is row-maximal. The bicluster $(A, B)$ is not row-maximal if there is an object $g \in RM$ that we can add to the bicluster and it remains a valid CVC bicluster, i.e.,

$$\exists g \in RM | [\max_{j \in \{A \cup \{g\}\}} (d_{ij}) - \min_{j \in \{A \cup \{g\}\}} (d_{ij}) \leq \epsilon], \forall j \in B.$$  

(10)

To explain how to compute $RM$, let us see the example in Fig. 5, which considers $\epsilon = 3$ and $\minRow = 2$. Suppose that when adding attribute $mx$, a bicluster generated four biclusters: (a), (b), (c) and (d), whose extents are highlighted in Fig. 5. Let us compute the set of rows $RM$ that the descendants of the bicluster (b) must check to verify their maximality, i.e., $RM_{(b)}$. As the problems occurs when biclusters share $\minRow$ rows or more in their extents, the pivot elements to compute $RM_{(b)}$ are $g_e$ and $g_h$ because they are the $\minRow$-th first and last element of (b), respectively. Their values are $g_e = 3$ and $g_h = 5$. Rows with values greater than or equal to $0$ ($g_e - \epsilon$) or less than or equal to $8$ ($g_h + \epsilon$) must comprise $RM_{(b)}$, so $RM_{(b)} = \{g_3, g_4, g_5, g_6, g_7, g_8, g_9, g_{10}, g_{11}, g_{12}, g_{13}, g_{14}, g_{15}, g_{16}, g_{17}, g_{18}, g_{19}, g_{20}, g_{21}, g_{22}, g_{23}\}$.

Back to our example in Fig. 4. $RM_{(b)} = \{g_3, g_4, g_5, g_6, g_7, g_8, g_9, g_{10}, g_{11}, g_{12}, g_{13}, g_{14}, g_{15}, g_{16}, g_{17}, g_{18}, g_{19}, g_{20}, g_{21}, g_{22}, g_{23}\}$. So, all descendants of the bicluster (b) with extent $A \subseteq \{g_8, g_9, g_{10}, g_{11}, g_{12}, g_{13}, g_{14}, g_{15}, g_{16}, g_{17}, g_{18}, g_{19}, g_{20}, g_{21}, g_{22}, g_{23}\}$ must test the rows in $RM_{(b)}$ to verify if they are
Fig. 5. Example of how to find $RM$ (considering $\epsilon = 3$ and $minRow = 2$).

row-maximal. For simplicity, the result will be correct if you implement this verification for all descendants of a bicluster.

It is very important to note that biclusters also need to inherit the set $RM$ of their parents. For instance, suppose that the bicluster (b) of Fig. 4 give rise to a bicluster $(A_x = \{g_8, g_9, g_{19}, g_{22}\}, B_x)$. So, we must have $RM_x \supseteq RM_{(b)}$ because the descendants of $(A_x, B_x)$ must test the rows in $RM_{(b)}$ to verify if they are maximal.

Algorithm 3 shows the pseudocode of RIn-Close_CVC. The worst-case time of RIn-Close_CVC is $O(kmn(mn + x))$, where $x$ is the worst-case time of searching in the symbol table, so $x = O(\log k)$ for BSTs and $x = O(k)$ for HTs. But recall that HTs have a much better computational cost on average: $O(1)$.

5.2 Biclusters with constant values on rows

To compute a complete, correct and non-redundant enumeration of all maximal CVR biclusters, we have two simple options:

1) Run RIn-Close_CVC (RIn-Close_CVC_P) with the transpose of $D$.

2) Change RIn-Close_CVC (RIn-Close_CVC_P) to (i) start with a bicluster with all attributes in $B$ and no objects in $A$, (ii) keep the current object, and (iii) loop through the objects.

5.3 Biclusters with coherent values

The algorithms that we will present now compute a complete, correct and non-redundant enumeration of all maximal CHV biclusters. Once again, we will first show how to enumerate perfect biclusters. We named this algorithm RIn-Close_CHV_P. It is very similar to RIn-Close_CVC_P. Secondly, given a user-defined parameter $\epsilon (\epsilon > 0)$, we will show how to enumerate non-perfect CHV biclusters. We named this algorithm RIn-Close_CHV. It is not similar to RIn-Close_CVC, but it uses RIn-Close_CVC as an internal procedure. We begin with the additive model.
Algorithm 3 RIn-Close\_CVC
\textbf{Input:} Data matrix $D_{n \times m}$, minimum number of rows $\text{minRow}$, index of the bicluster to be closed $r$, index of the initial attribute $y$, user-defined parameter $\epsilon$

1: $J \leftarrow \{\}$
2: $R \leftarrow \{\}$
3: \textbf{for} $j \leftarrow y$ to $m$ \textbf{do}
4: \hspace{1em} \textbf{if} $j \notin B_r$ \textbf{then}
5: \hspace{2em} \textbf{if} $\max_{i \in A_r} (d_{ij}) - \min_{i \in A_r} (d_{ij}) \leq \epsilon$ \textbf{then}
6: \hspace{3em} $B_r \leftarrow B_r \cup \{j\}$
7: \hspace{1em} \textbf{else}
8: \hspace{2em} Compute the possible extents
9: \hspace{2em} \textbf{for} each possible extent $RW$ \textbf{do}
10: \hspace{3em} \textbf{if} $|RW| \geq \text{minRow}$ \textbf{and} $RW$ is canonical \textbf{and} $RW$ is row-maximal \textbf{then}
11: \hspace{4em} Sort the elements of $RW$
12: \hspace{4em} $r_{\text{new}} \leftarrow r_{\text{new}} + 1$
13: \hspace{4em} $R \leftarrow R \cup \{r_{\text{new}}\}$
14: \hspace{4em} $J \leftarrow J \cup \{j\}$
15: \hspace{4em} $A_{r_{\text{new}}} \leftarrow RW$
16: \hspace{4em} Set $RM_{r_{\text{new}}}$
17: \hspace{4em} Update the symbol table
18: \hspace{1em} \textbf{for} $k \leftarrow 1$ to $|J|$ \textbf{do}
19: \hspace{2em} $B_{R_k} \leftarrow B_r \cup \{J_k\}$
20: \hspace{1em} RIn-Close\_CVC($D$, $\text{minRow}$, $R_k$, $J_k + 1$, $\epsilon$)

5.3.1 Perfect Biclusters
The adaptation of In-Close2 to enumerate all maximal perfect CHV biclusters, called RInClose\_CHV\_P, is also very simple and very close to RIn-Close\_CVC\_P.

When we are looking for CVC or CVR biclusters, we look directly to the values of the data matrix. But when we are looking for CHV biclusters, we need to check if there is coherence (additive or multiplicative) between each pair of columns (or rows) of the data matrix. For this, in RInClose\_CHV\_P, a bicluster starts with one column in its intent, which we call pivot column. Then, RInClose\_CHV\_P mines all biclusters that have this pivot column in their intents. Algorithm shows this procedure. At the first iteration of the loop, RInClose\_CHV\_P will find all biclusters that have column 1 in their intents; at the second iteration, RInClose\_CHV\_P will find all biclusters that have column 2 and do not have column 1 in their intents; at the third iteration, RInClose\_CHV\_P will find all biclusters that have column 3 and do not have column 1 and 2 in their intents; and so on.

RInClose\_CHV\_P exploits the fact that for mining perfect CHV biclusters it is not necessary
to check if there is coherence between all pair of columns in an intent. Note that in RIn-
Close_CHV_P pseudocode, Algorithm [5] we just compute the difference between the current
attribute $j$ and the pivot column of the current intent $Br$, i.e., $Br_1$. If the current attribute $j$
matches perfectly the pivot column, it will match perfectly the other columns of the intent $Br$
as well.

**Algorithm 4 Main_RIn-Close_CHV_P**

**Input:** Data matrix $D_{n \times m}$, minimum number of rows $minRow$

1: $r_{new} \leftarrow 0$ // global variable
2: for $atr \leftarrow 1$ to $m - 1$ do
3: $r_{new} \leftarrow r_{new} + 1$
4: $A_{r_{new}} \leftarrow \{1, ..., n\}$
5: $B_{r_{new}} \leftarrow \{atr\}$
6: RIn-Close_CHV_P($D, minRow, r_{new}, atr + 1$)

**Algorithm 5 RIn-Close_CHV_P**

**Input:** Data matrix $D_{n \times m}$, minimum number of rows $minRow$, index of the bicluster to be closed $r$, index of the initial attribute $y$

1: $J \leftarrow \{\}$
2: $R \leftarrow \{\}$
3: for $j \leftarrow y$ to $m$ do
4: if $j \notin Br$ then
5: $Z \leftarrow \{d_{iBr_1} - d_{ij}\}_{i \in Ar}$
6: if max($Z$) - min($Z$) = 0 then
7: $Br \leftarrow Br \cup \{j\}$
8: else
9: Compute the possible extents
10: for each possible extent $RW$ do
11: if $|RW| \geq minRow$ and $RW$ is canonical then
12: $r_{new} \leftarrow r_{new} + 1$
13: $R \leftarrow R \cup \{r_{new}\}$
14: $J \leftarrow J \cup \{j\}$
15: $A_{r_{new}} \leftarrow RW$
16: for $k \leftarrow 1$ to $|J|$ do
17: $Br_k \leftarrow Br \cup \{J_k\}$
18: RIn-Close_CHV_P($D, minRow, R_k, J_k + 1$)

The test of canonicity is also essentially the same as in In-Close2. Let $B$ be the current intent, $j$ be the current attribute, and $RW$ be the extent of the new bicluster, it is not canonical if
\[ \exists k \in M \setminus B | |k < j| \land [\max(Z^{B_{r_1}k}) - \min(Z^{B_{r_1}k}) = 0], \]  

where \( Z^{B_{r_1}k} \leftarrow \{d_{iB_{r_1}} - d_{ik}\}_{i \in RW} \), i.e., if there is an attribute \( k < j \) that we can add to the bicluster and it remains a valid perfect CHV bicluster.

The worst-case time of RIn-Close_CHV_P is the same as that of RIn-Close_CVC_P: \( O(kn(m \log n + m)) \).

### 5.3.2 Non-Perfect Biclusters

Now, we will explain how to perform a complete, correct and non-redundant enumeration of all maximal CHV biclusters, given a similarity constraint determined by the user-defined parameter \( \epsilon \), as presented in [4]. This adaptation is called RIn-Close_CHV.

To achieve this goal, we can not simply apply in RIn-Close_CHV_P the same adaptations that we made in RIn-Close_CVC_P to achieve RIn-Close_CVC. First of all, if RIn-Close_CHV computed the set \( Z \) considering only the pivot column \( B_{r_1} \) and the current attribute \( j \), it could occur a difference up to \( 2\epsilon \) between any other two columns of \( B_r \). Besides, the order of choice of the pivot columns interfere in the outcome in this scenario. In this way RIn-Close_CHV would yield just an approximate result of an actual enumeration (as SeqClus [24] and CPT [5] do). Also, RIn-Close_CHV could not simply verify if the current attribute \( j \) fits all the attributes in the current intent \( B_{r_1} \). An example of a problem that could happen is that: if the data matrix has two biclusters with the same extent \( A \), but different intents \( B_x = \{m_1, m_3, m_5\} \) and \( B_y = \{m_1, m_3, m_6, m_8\} \), RIn-Close_CHV could find just the first one because it loops through the attributes in its sequential order and the attribute \( m_5 \) is not coherent with attributes \( m_6 \) and \( m_8 \) (considering the rows in extent \( A \)). In addition, it would be quite difficult to define the possible new extents. Another serious problem with this approach is to determine when a bicluster is canonical or not. For instance, if the data matrix has two biclusters with the same extent \( A \), but different intents \( B_x = \{m_1, m_2, m_3, m_4\} \) and \( B_y = \{m_2, m_3, m_4, m_5\} \), RIn-Close_CHV would discard the second because the attributes \( m_2, m_3 \) and \( m_4 \) are coherent with attribute \( m_1 \). Not to mention that a non-canonical bicluster could give rise to a canonical bicluster.

To avoid this undesired behavior, RIn-Close_CHV uses the following procedure:

1) Compute the augmented matrix of the data matrix \( D \), denoted \( D^a \). \( D^a \) is a matrix with the difference between all two columns of \( D \). For instance, the augmented matrix \( D^a \) of the data matrix \( D \) in Table 4 is illustrated in Table 5. The first column of \( D^a \) is the difference between columns 1 and 2 of \( D \), the second column of \( D^a \) is the difference between columns 1 and 3 of \( D \), the third column of \( D^a \) is the difference between columns 1 and 4 of \( D \), and so on for all combinations of pairs of columns.
TABLE 4
Example of a numerical dataset (extracted from [17])

|     |   m_1 |   m_2 |   m_3 |   m_4 |   m_5 |
|-----|-------|-------|-------|-------|-------|
| g_1 |   1   |   2   |   2   |   1   |   6   |
| g_2 |   2   |   1   |   1   |   0   |   6   |
| g_3 |   2   |   2   |   1   |   7   |   6   |
| g_4 |   8   |   9   |   2   |   6   |   7   |

TABLE 5
Augmented matrix $D^a$ of the data matrix in Table 4

|     |   1  |   2  |   3  |   4  |   5  |   6  |   7  |   8  |   9  |   10 |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 1   | -1  | -1  | 0   | -5  | 0   | -4  | 1   | -4  | -5  |
| 2   | 1   | 1   | 2   | -4  | 0   | -5  | 1   | -5  | -6  |
| 3   | 0   | 1   | -5  | -4  | 1   | -5  | -4  | -6  | -5  | 1   |
| 4   | -1  | 6   | 2   | 1   | 7   | 3   | 2   | -4  | -5  | -1  |

2) Apply RIn-Close_CVC in the augmented matrix $D^a$. To illustrate, Fig. 6 shows all maximal CVC biclusters found by RIn-Close_CVC applied in the data matrix of Table 5 (using $minRow = 2$ and $\epsilon = 1$).

3) Extract all maximal CHV biclusters from the maximal CVC biclusters found by RIn-Close_CVC (see the pseudocode in Algorithm 6).

Algorithm 6 shows the pseudocode of the procedure to process each CVC bicluster. Steps in

Fig. 6. CVC biclusters found in the data matrix of Table 5 (using $minRow = 2$ and $\epsilon = 1$).
Fig. 7. Illustrative scheme to show how a CVC bicluster is processed by RIn-Close_CHV.

lines 2 to 5 are illustrated in Fig. 7. In this illustrative scheme, we are extracting CHV biclusters from the CVC bicluster (e) of Fig. 6. The first step is to get the corresponding columns in D of the intent of bicluster (e). For instance, column 9 of D corresponds to the difference between columns 3 and 5 of D. Therefore, columns 3 and 5 are coherent with each order considering the extent \{1, 3\} and \(\epsilon = 1\). Let’s name this corresponding set of columns as \(B2\). The second step is to create an undirected graph, in which the nodes represent \(B2\), and the edges represent the columns that are coherent with each other. The third step is to find all maximal cliques from this undirected graph. Each one of these cliques indicates the subsets of \(B2\) in which all columns are coherent with each other considering the user-defined parameter \(\epsilon\). Thus, the CHV biclusters generated by the CVC bicluster (e) are: \(\{(1, 3); \{1, 2, 5\}\}\) and \(\{(1, 3); \{2, 3, 5\}\}\). Lines 7 and 8 of the pseudocode in Algorithm 6 verify if the CHV bicluster \((C, D)\) is new and, if so, store it in the list of CHV biclusters. A CHV bicluster \((C, D)\) is new if (i) its intent \(D\) is equal to \(B2\), or (ii) \((C, D)\) is row-maximal (there is no object \(g\) that we can add to its extent \(C\)), i.e.,

\[
\n\exists g \in G \setminus C \mid \max(Z_{jl}) - \min(Z_{jl}) \leq \epsilon, \forall j, l \in D,
\]  

(12)

where \(Z_{jl} = \{d_{ij} - d_{il}\}_{i \in C \cup \{g\}}\).
Algorithm 6 Mining CHV biclusters from CVC biclusters

**Input:** List of CVC biclusters \( lbCVC \)

**Output:** List of CHV biclusters

1: for each \((A, B)\) in \( lbCVC \) do
2: Compute \( B2 \)
3: Create an undirected graph
4: Find all maximal cliques
5: Compute the CHV biclusters
6: for each CHV bicluster \((C, D)\) do
7: if \( D = B2 \) or \((C, D)\) is row-maximal then
8: Store \((C, D)\) in the list of CHV biclusters

5.3.3 *Multiplicative model*

To compute a complete, correct and non-redundant enumeration of all maximal CHV biclusters using a multiplicative model, we have two simple options:

1) Run RIn-Close\_CHV (RIn-Close\_CHV\_P) using the log of the values of \( D \).

2) Change RIn-Close\_CHV (RIn-Close\_CHV\_P) to compute divisions instead of differences between the attributes.

6 **Experimental Results**

In this section, we will show the experiments that we performed with the RIn-Close family of algorithms just proposed in this paper. Our goals are to highlight various practicalities in the usage of RIn-Close, and to outline the advantages and distinct aspects of an enumeration algorithm when compared to heuristics.

**Metrics.** Now, we will define some metrics that are necessary to understand the results of our experiments. In a perfect CHV bicluster \((I, J)\), each element \(a_{ij}, i \in I, j \in J\), is given by (considering an additive model):

\[
a_{ij} = a_{iJ} + a_{IJ} - a_{Ij},
\]

where \(a_{iJ} = \frac{1}{|J|} \sum_{j \in J} a_{ij}\), \(a_{IJ} = \frac{1}{|I|} \sum_{i \in I} a_{ij}\), and \(a_{Ij} = \frac{1}{|I||J|} \sum_{i \in I, j \in J} a_{ij}\). Thus, the quality of a CHV bicluster can be measured by the mean squared residue (MSR) [2]:

\[
H(I, J) = \frac{1}{|I||J|} \sum_{i \in I, j \in J} (a_{ij} - a_{iJ} - a_{IJ} + a_{Ij})^2.
\]

If the bicluster \((I, J)\) is perfect, \(H(I, J) = 0\), otherwise \(H(I, J) > 0\). Therefore, the lower the value of \(H(I, J)\), the better the bicluster quality in terms of residue. Another metric is the
volume of a bicluster \((I, J)\), which is given by \(|I| \times |J|\). Biclusters with very small volumes tend to be poorly informative. Volume and MSR are two conflicting metrics. The overlap between two biclusters \((A, B)\) and \((C, D)\) is given by:

\[
\frac{|A \cap C| \times |B \cap D|}{\min(|A| \times |B|, |C| \times |D|)}.
\]

The overlap ranges from 0 to 1, where 0 means no overlap between the biclusters, and 1 means that there is total overlap between the biclusters. Finally, the coverage of a biclustering result is given by the percentage of cells of the data matrix covered by at least one bicluster. The coverage is also conflicting with the MSR.

**Note.** When we report results considering \(\epsilon = 0\), they were achieved by means of the algorithms for finding perfect biclusters, RIn-Close_CVC and RIn-Close_CHV. All algorithms were implemented in MATLAB, except pCluster whose executable was obtained from the author’s website: [http://haixun.olidu.com/system.html](http://haixun.olidu.com/system.html). The experiments were carried out on a PC Intel(R) Core(TM) i5-2400 CPU @ 3.1 GHz, 4 GB of RAM, and running under Windows 7 64 bits.

### 6.1 Experiments with Synthetic Data

This experiment aims to illustrate the influence of the parameter \(\epsilon\) on the outputs of RIn-Close algorithms. We will show that even with a very small dataset, the amount of biclusters can be huge depending on the value of \(\epsilon\).

We ran RIn-Close algorithms in 30 instantiations of a randomly generated dataset with 15 objects and 8 attributes. Each dataset entry is a random integer drawn from a discrete uniform distribution on the set \(\{1, 2, ..., 20\}\). With this simple process, small biclusters are randomly generated. So, we set the parameters \(\text{minRow}\) and \(\text{minCol}\) to 3 and 2, respectively.

Figs. 8 and 9 show the results of this experiment. Figs. 8(a) and (b) show the number of CVC and CHV biclusters, respectively. The number of biclusters varied from one instantiation to another, but for all instantiations the number of biclusters dizzily grew with the value of \(\epsilon\) and started to decrease when the value of \(\epsilon\) was large enough (reaching a single bicluster that corresponds to the entire dataset). As the largest possible difference between two elements of a dataset’s column is 19, \(\epsilon = 19\) provided just 1 bicluster for all instantiations in the CVC case, but \(\epsilon = 18\) was enough for some instantiations (when the largest difference was 18). In the CHV case, this happened with \(\epsilon\) ranging from 30 to 37. As CVC biclusters are special cases of CHV biclusters, it was expected that the number of CHV biclusters was equal or larger than the number of CVC biclusters for the same value of \(\epsilon\). The running time of RIn-Close
Fig. 8. Results on synthetic data - the influence of the similarity constraint $\epsilon$ on the number of biclusters and running time. All box plots taken as a function of $\epsilon$.

The average volume, shown in Fig. 9(a) and (b), increased with the value of $\epsilon$, reaching 120 when a bicluster corresponds to the entire dataset. Fig. 9(c) and (d) help us to explain why the number of biclusters increased that much. The increase in the number of biclusters is related to the increase in the overlap between them. The overlap rate goes directly to zero when the number of biclusters collapses to one. Fig. 9(e) shows the impact of the value of $\epsilon$ on the MSR of the CHV biclusters. Evidently, the increase in the value of $\epsilon$ degrades the quality of the biclusters, since it is relaxing the similarity constraint.

On the one hand, the choice of $\epsilon$ must consider that small values can prevent interesting biclusters from being found due to noise in the dataset. On the other hand, large values for $\epsilon$ may deteriorate too much the quality of the biclusters. Moreover, the value of $\epsilon$ plays an important role in the algorithm running time (see Fig. 8).
Fig. 9. Results on synthetic data - the influence of the similarity constraint $\epsilon$ on the volume, overlap and MSR of the biclusters. All box plots taken as a function of $\epsilon$. 
6.2 Experiments on Real Datasets

In this experiment, we ran RIn-Close in two real-world datasets: Yeast and Food. We performed 20 executions of RIn-Close to compute the average running times.

Yeast is a gene expression dataset, which contains 2,884 genes under 17 conditions. Each entry in the matrix is an integer value that represents the logarithm of the ratio of the actual strength of the gene under the test condition and the expected strength of the gene. Yeast has already been used in many papers in the area of biclustering. To perform our experiments, we replaced the 0.07% of Yeast missing entries by random values in the same range as the known expression values.

Food is a dataset with 7 nutritional information of 961 different foods. The nutritional information are: grams of fat, calories of food energy, grams of carbohydrate, grams of protein, milligrams of cholesterol, grams of saturated fat, and the weight of the food item in grams. Some foods appear in different serving sizes, for example: a piece of apple pie, or an entire apple pie. This dataset has already been used to evaluate a well-know biclustering algorithm called Plaid Models. Once the ranges of the values of the attributes are very different, RIn-Close was applied in a rescaled version of this dataset. Each attribute was mapped to values that are at the range [0, 1000]. However, the metrics were computed based on the original matrix.

As CVC and CVR biclusters are special cases of CHV biclusters, we focus only on CHV biclusters in this experiment. We emphasize that the purpose of this experiment is not to perform a qualitative evaluation of RIn-Close results. For example, we will not provide biological interpretations of the results obtained for the Yeast dataset.

Fig. 10 shows RIn-Close results for Yeast dataset using \( \text{minRow} = 144 \) \((\approx 5\% \text{ of Yeast rows})\) and \( \text{minCol} = 2 \), and Fig. 11 shows RIn-Close results for Food dataset using \( \text{minRow} = 48 \) \((\approx 5\% \text{ of Food rows})\) and \( \text{minCol} = 2 \). Number of biclusters, average running time, coverage, and average MSR increased with the value of \( \epsilon \), as expected. The average MSR increases with the value of \( \epsilon \) because we are relaxing the similarity constraint, but even with the largest values of \( \epsilon \), the average MSR of the resulting biclusters were very low in both cases. In [2], [51], the authors reported results using MSR = 300 as a reference to find 100 biclusters in Yeast dataset. Here, in our experiments, we have found more than 60,000 biclusters with average MSR \( \approx 1 \). The average volume did not increase monotonically with the value of \( \epsilon \). It is possible to ensure that the volume of the largest bicluster will monotonically increase with the value of \( \epsilon \). And more than that, it is possible to ensure, for instance, that all biclusters found with \( \epsilon = 3 \)

1. http://arep.med.harvard.edu/biclustering
2. http://www.ntwrks.com/chart1a.htm
will be found with \( \epsilon = 4 \), but with volumes greater than or equal to the ones achieved using \( \epsilon = 3 \). However, nothing can be said about the average volume since the number of biclusters is varying. Analyzing the running time of our algorithm, we realize that finding the CVC biclusters is the most expensive step of RIn-Close\_CHV, as we can see clearly in Figs. 10(b) and 11(b).

Again, we observed how the parameter \( \epsilon \) plays a crucial role in the results of RIn-Close. But also, this experiment gives us a valuable clue to the choice of the value of \( \epsilon \). For the Yeast dataset, note that the growth in the coverage is too small for \( \epsilon > 5 \), but the increase in the number of bicluster is very large. For the Food dataset, the growth in the coverage is also much lower than the growth in the number of biclusters for \( \epsilon > 1.25 \). This indicates that few new regions of the datasets are being explored, i.e., these values of \( \epsilon \) are generating biclusters in many regions that have already been explored with lower values of \( \epsilon \), thus essentially contributing to enlarge overlap.

The parameter \( \text{minRow} \) also has a strong influence in the computational cost of RIn-Close. The higher its value, the smaller the search space of biclusters. Table 6 illustrates this influence. It shows results using the parameter \( \text{minRow} \) set to approximately 5\% and 10\% of Yeast and Food rows. We observe that with a stronger restriction on the minimum number of rows, the number of biclusters was considerably smaller, as well as the running time. The average volume considering a minimum support of 10\% is considerably larger, since we are discarding biclusters with less than 288 and 96 rows for the Yeast and Food datasets, respectively. For the Yeast dataset, the coverage and the average MSR considering \( \text{minRow} = 288 \) was very similar to the results considering \( \text{minRow} = 144 \). The same is not true for the Food dataset, despite the average MSR remained low and coverage remained considerably high for \( \text{minRow} = 96 \). Anyway, the reduction in the number of bicluster and, consequently, in the computational cost was quite impressive with an increase from 5\% to 10\% in the minimum support of rows.

As we observed with this experiment, RIn-Close parameters can be set in a way that mitigates the explosion in the number of biclusters, with similar impact on the computational cost.

### 6.3 Comparison with Baselines

This experiment aims to illustrate advantages and distinct aspects of RIn-Close when compared to heuristic-based biclustering algorithms.

For this, we used an artificial dataset composed of 4000 objects and 30 attributes, named as ArtData. For its creation, initially, each entry was a random integer drawn from the discrete uniform distribution on the set \{100, 101, ..., 199\}. Then, 15 perfect CHV biclusters were deployed in this matrix. Some biclusters are completely disjoint from each other, and some of them overlap
Fig. 10. Results for Yeast dataset using \( \text{minRow} = 144 \) (\( \approx 5\% \) of Yeast rows) and \( \text{minCol} = 2 \). All curves taken as a function of the similarity constraint \( \epsilon \). Number of biclusters, average running time, coverage, and average MSR tends to increase with the value of \( \epsilon \). The average volume varies since the algorithm can find new biclusters with higher values of \( \epsilon \). The most expensive step of Rln-Close_CHV is to find the CVC biclusters.
Fig. 11. Results for Food dataset using \( \text{minRow} = 48 \) (\( \approx 5\% \) of Food rows) and \( \text{minCol} = 2 \). All curves taken as a function of the similarity constraint \( \epsilon \). Number of biclusters, average running time, coverage, and average MSR tends to increase with the value of \( \epsilon \). The average volume varies since the algorithm can find new biclusters with higher values of \( \epsilon \). The most expensive step of RIn-Close\_CHV is to find the CVC biclusters.
TABLE 6

Results for Yeast and Food datasets varying the parameter \( \minRow \). The higher the value of \( \minRow \), the smaller the search space of biclusters, so the computational cost.

|          | Yeast, \( \epsilon = 10 \), \( \minCol = 2 \) | Food, \( \epsilon = 2 \), \( \minCol = 2 \) |
|----------|---------------------------------------------|---------------------------------------------|
|          | \( \minRow = 144 \)                        | \( \minRow = 288 \)                        | \( \minRow = 48 \)                        | \( \minRow = 96 \)                        |
| # of bics | 61,544                                      | 6,200                                       | 23,906                                     | 15,035                                     |
| Avg. MSR  | 1.03(0.70)                                  | 1.02(0.73)                                 | 0.07(0.02)                                 | 2.47(0.64)                                 |
| Avg. Vol. | 609.24(179.36)                              | 967.32(207.77)                             | 479.17(326.03)                             | 631.80(321.54)                             |
| Coverage  | 99.63                                       | 96.34                                       | 91.27                                      | 74.42                                      |
| RT        | 23,928.65                                   | 294.04(1.84)                               | 43,629.01                                  | 8,427.25                                   |

\(^1\)Number of biclusters  \(^2\)Average MSR  \(^3\)Average Volume  \(^4\)Running Time (in seconds).

Each bicluster has a number of rows drawn from the set \{50, 51, ..., 70\}, and a number of columns drawn from the set \{5, 6, ..., 10\}. Also, rows and columns of each bicluster are arbitrary, so that the resulting biclusters tend to be non contiguous. To create each bicluster, we fixed the values of its first column, and the other columns were obtained by adding a constant value to the first one. The constant values were drawn from the set \{-10, -9, ..., -1\} or \{1, 2, ..., 10\} with equal probability. Finally, we added a Gaussian noise of mean 0 and variance 0.1 to all elements of the matrix and rounded them to one decimal point. The noise was small to ensure that the biclusters were preserved, and the other elements of the matrix did not contribute to the biclusters.

This dataset represents an extreme scenario, i.e., there is a very clear boundary between what should and what should not be part of a bicluster. Possibly, the boundaries are not so accurate in real-world applications. Thus, it can be seen as a simpler problem than the real-world problems. Moreover, this dataset allows us to clearly determine the parameters of biclustering algorithms, and find out what they are able to mine when looking for the original biclusters.

Given an appropriate value for the similarity constraint \( \epsilon \), it would be a very simple task for RIn-Close to find all the original biclusters. In contrast, this task is not easy for the heuristics that we tested, as we will see in the following.

The algorithms that we tested were: CC \[2\], FLOC \[51\], ROCC \[4\], pCluster \[3\], and Maple \[23\]. CC is the most well-known algorithm to mine CHV biclusters. It mines one bicluster at each iteration, and performs random perturbations to the data to mask the discovered bicluster (avoiding that the same bicluster is found more than once). FLOC is based on the bicluster definition used by Cheng and Church \[2\], but performs simultaneous bicluster identification, and avoids the introduction of random interference. It generates a set of initial biclusters and then iteratively improves their quality considering the trade-off between MSR and volume.
FLOC terminates when it failed to make further improvements. Briefly, the goal of CC and FLOC is to mine a set of biclusters with high average volume given a user-defined parameter $\delta$, which is related to the MSR of the biclusters. CC looks for biclusters with MSR less or equal to $\delta$, and FLOC tries to mine biclusters with MSR close to $\delta$. Meanwhile, ROCC does not work directly with the trade-off between MSR and volume. Basically, ROCC works in two steps: (i) find $k \times l$ biclusters arranged in a grid structure, keeping only the $sr$ rows and $sc$ columns with the lowest error associated with them, and (ii) filter out the biclusters with the largest error values, and merge similar biclusters. ROCC enables scalability to large and high-dimensional datasets, and can be used to mine several types of biclusters. pCluster computes all row-maximal biclusters with two columns and all column-maximal biclusters with two objects, prunes the unpromising biclusters, and stores the remaining column-maximal biclusters in a prefix tree. Then, pCluster makes a depth-first search in this prefix tree in order to mine larger biclusters. Maple is an improved version of pCluster and it is closer to an actual enumerator algorithm.

Table 7 shows the results of this experiment. CC was the algorithm with the best results among the heuristics. We set $\delta = 0.0111$ (equal to the largest MSR of an ArtData’s bicluster) and the threshold for multiple node deletion $\alpha = 1.2$ (the value suggested by the authors). Initially, we did not use restrictions on the number of rows and columns of each bicluster, but CC was finding tiny biclusters (even with only a single row or column) that were not contained in the original ones. We tried $\text{minRow} = 50$ and $\text{minCol} = 5$, but after more than 3 hours of execution, CC was unable to find even one bicluster with these restrictions. So, we decided to put a restriction on the number of rows/columns just enough to prevent CC from finding biclusters unrelated to the original ones. The values were $\text{minRow} = 4$ and $\text{minCol} = 3$. The stopping criterion was defined as follows. CC stops when it finds 15 biclusters that attend the restrictions $\text{minRow} = 4$ and $\text{minCol} = 3$, or after a maximum of 150 attempts (to avoid many executions without success). We run 20 executions of CC with this configuration and the results, in average, were as follows. CC found 46.67% of the original biclusters, and its coverage was 23% of the expected one. The biclusters found by CC had, in average, 27.34% of the original volumes.

FLOC and ROCC had a quite poor result in this experiment because none of the 15 biclusters was properly identified by them. We believed that their poor results in this case study happened mainly because they do not look for biclusters with a residue below a threshold (as CC does).

For the algorithm FLOC, we also used $\delta = 0.0111$, and we set the probability to add a row/column to a seed (initial) bicluster based on the proportion of the minimum number of rows/columns of an ArtData’s bicluster and its total number of rows/columns. So, we set
these parameters to 0.013 and 0.17, respectively. As we did with CC, we used \( \text{minRow} = 4 \) and \( \text{minCol} = 3 \) to avoid tiny bicluster with low residue but not contained in the original ones. We run 20 executions of FLOC, but in none of them FLOC was able to find even one bicluster that can be interpreted as being formed by parts of a single original bicluster (notice that we have 15 original biclusters). All biclusters had a residue far greater than \( \delta \). As the initial biclusters are generated at random, it is very unlikely that FLOC can improve them to the original ones, that have very low MSR.

For the algorithm ROCC, we set \( sr = 680 \) and \( sc = 28 \) because these are the number of distinct rows/columns present in the ArtData's biclusters. Based on the fraction of the total number of rows/columns over the minimum number of rows/columns of an ArtData's bicluster, we set \( k = 800 \) and \( l = 6 \). In 20 ROCC executions, it was unable to find even one bicluster that can be interpreted as being formed by parts of a single original bicluster. As FLOC, ROCC could not improve their initial biclusters sufficiently.

For the algorithm pCluster, we set \( \epsilon = 0.9 \) (the ideal value to mine all ArtData's biclusters). Initially, we set \( \text{minRow} = 50 \) and \( \text{minCol} = 5 \) because these values are the minimum number of rows and columns, respectively, in a ArtData's bicluster. But pCluster did not return any bicluster. As pCluster has an enumerative approach, we could not relax too much these constraints (notice that pCluster can return non-maximal biclusters). So, we set \( \text{minRow} = 30 \) and \( \text{minCol} = 3 \). With this parametrization, pCluster returned 30 biclusters (all non-maximal) that correspond to 33.33% of the original biclusters. The coverage was 21.12% of the expected one, and the biclusters had, in average, 15.95% of the original volumes.

ArtData does not have the two scenarios described in Section 2 where Maple fails. So, it was able to find the perfect result, i.e., 100% of the original biclusters with their original volume and coverage. However, it took more than 8 hours to accomplish this task while RIn-Close took less than 5 minutes.

As we have seen, although we knew how to choose good parameters for the heuristic-based algorithms, this case study was very challenging to them. On the other hand, RIn-Close is able to easily accomplish this task, finding 100% of the original biclusters with their original volume and coverage.

7 Conclusion

Biclustering is a very powerful data mining technique that overcomes several drawbacks of the well-known clustering technique. Due to its complexity, most of the proposed biclustering algorithms are heuristic-based. Nonetheless, there are several FCA-based algorithms able to enumerate all maximal CTV biclusters of ones from a binary data matrix. These enumeration
TABLE 7
Results of the comparison with baselines. The heuristics had a poor result in finding the original biclusters. RIn-Close and Maple were the only ones able to accomplish this task perfectly.

|                  | RIn-Close/Maple | pCluster | CC  | FLOC/ROCC |
|------------------|-----------------|----------|-----|-----------|
| %bic\(^1\)       | 100.00          | 33.33    | 46.67| 0.00      |
| %cov\(^2\)       | 100.00          | 21.12    | 23.00| 0.00      |
| %vol\(^3\)       | 100.00          | 15.95    | 27.34| 0.00      |

\(^1\) % of biclusters correctly recovered \(^2\) % of the original coverage \(^3\) % of the original volume.

algorithms proved to be very useful and have been applied in various application domains. Nonetheless, the raw data matrix admits integer and/or real values in several application domains, and to transform it into binary data leads to loss of information. Hence, there are some FCA-based proposals capable of dealing directly with numerical (integer or real-valued) data matrices. Among these proposals, there are three recent algorithms able to enumerate all maximal CTV biclusters in a numerical data matrix [17], [18], [19].

In this paper, we expanded the possibilities of enumerating maximal biclusters in the case of integer or real-valued data matrices (binary data matrices are obviously included). We proposed a family of algorithms, called RIn-Close, able to perform a complete, correct and non-redundant enumeration of all maximal CVC, CVR and CHV biclusters. RIn-Close algorithms are adaptations of the FCA algorithm called In-Close2 [13]. As far as we know, our algorithms are the first ones able to perform these enumerations.

Due to the inherent computational cost of the enumeration algorithms, the usage of RIn-Close is more suitable for small and medium size datasets. RIn-Close can be impractical for large data matrices, since the larger the dataset, the greater tends to be the number of biclusters. However, our experiments showed that an appropriate choice of the RIn-Close parameters (\(\epsilon\) and minimum number of rows and columns) can dramatically reduce the number of biclusters, together with the RIn-Close computational cost. Thus, it is possible to consider the usage of RIn-Close on several scenarios in which an enumeration algorithm is recommended.

In future works, we intend to investigate how to handle data matrices with missing values, and how to enumerate biclusters with coherent evolutions. We intend to investigate the extension of RIn-Close to enumerate only the top \(k\) biclusters in terms of volume, thus reducing RIn-Close computational cost. Still looking at the reduction of their computational cost, we will also implement parallelized versions of RIn-Close algorithms.
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