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Abstract—With many countries trying to establish their own smart grids, smart meters are massively deployed throughout the world. Although smart meters are manufactured with low tamper-resistant components, malicious users with just a moderate level of computer knowledge are able to launch cyber attacks. By manipulating electricity consumption readings to smaller values, malicious users can steal electricity from utility companies. To reduce the losses incurred by electricity theft, utility companies must provide preventative and detective methods to identify fraudulent behaviors. Our goal is to identify all malicious users in a neighborhood area network within the shortest detection time. To achieve this goal, we propose Group Testing based Heuristic Inspection (GTHI) algorithm, which can estimate the ratio of malicious users on-line, mainly by collecting the information that how many malicious users have been identified during the inspection process. Based upon the ratio of malicious users, the GTHI algorithm adaptively adjusts inspection strategies between an individual inspection strategy and a group testing strategy. This helps shorten the detection time. Furthermore, when applying the group testing strategy, the GTHI algorithm also determines the group size of users to be probed in line with the estimated malicious user ratio. Experiment results show that compared to existing methods, the GTHI algorithm has advantages of conducting fewer inspection steps or being more practical.
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I. INTRODUCTION

NOWADAYS, numerous countries are trying to establish their own smart grids. To achieve this goal, they must first massively deploy smart meters which are intelligent digital devices with the capability of two-way communication [1]. Smart meters can periodically transmit power consumption readings to utility companies from remote locations. This significantly reduces the human involvement in the billing process. Unfortunately, while bringing convenience and efficiency, smart meters also pose a great threat of electricity theft, which is usually committed via cyber attacks.

Smart meters at the end-user level are typically manufactured with low tamper-resistant components. By launching cyber attacks such as injecting computer virus to operating systems of smart meters, malicious users can manipulate meters’ readings to smaller values. It is reported that individuals with just a moderate level of computer knowledge are able to compromise smart meters [2]. Besides, physical attacks, which have been already used to steal electricity for a long time in traditional power systems, can also be employed to tamper with smart meters in smart grids. The most common physical attacks include, but are not limited to, bypassing energy meters and directly hooking from power lines. Thus, utility companies face even more serious electricity theft in smart grids than in traditional power systems.

The current annual losses caused by electricity theft are $89.3 billion around the world [3]. Undoubtedly, utility companies are the first ones suffering from electricity theft. It is reported that North American utility companies lose about $6 billion annually due to electricity theft [4]. All the money lost gets passed along to other customers in the form of higher electricity prices. Apart from economical losses, electricity theft also lowers the quality of power supplied to users, resulting in easier malfunctioning of appliances. More importantly, electricity theft prevents utility companies from having an accurate view of users’ actual demand of electricity, and this results in that the utility companies do not generate enough amount of electricity that all users really need [5]. The shortage of electricity further leads to the unreliability of power systems [6]. For the countries where electricity theft is pervasive, such as India and Brazil, power outages become a way of life and put a drag on the development of economy [7].

To identify fraudulent behaviors related to electricity theft, researchers have proposed a lot of preventative and detective methods, among which classification-based methods and power measurement-based methods garner much attention. The classification-based methods detect users’ electricity theft digital devices with the capability of two-way communication [1]. Smart meters can periodically transmit power consumption readings to utility companies from remote locations. This significantly reduces the human involvement in the billing process. Unfortunately, while bringing convenience and efficiency, smart meters also pose a great threat of electricity theft, which is usually committed via cyber attacks.
related behaviors by analyzing fine-grained electricity consumption readings. Their performances greatly depend on both normal and abnormal samples used in the training phase. However, in the real world, the abnormal samples are usually not easy to be obtained. The power measurement-based methods leverage redundant devices, such as sensors [8] and observer meters [9], to monitor users’ electricity consumptions. They usually identify malicious users accurately. Nonetheless, such approaches often have exorbitant costs. For instance, the mutual inspection strategy [10] requires the installation of one extra inspector$^2$ for each user. To reduce the cost, the authors in paper [11] propose to install several inspectors for each neighborhood area network (NAN) in a smart grid.

Following the work in [11], in this paper, we aim to locate malicious users in an NAN within the shortest detection time using a limited number of inspectors. We propose the Group Testing based Heuristic Inspection (GTHI) algorithm. By collecting the information of the number of both malicious users and honest users that have already been identified during the inspection process, the GTHI algorithm estimates the ratio of malicious users in the NAN on-line. In line with the malicious user ratio, the GTHI algorithm adaptively adjusts inspection strategies between an individual inspection strategy and a group testing strategy during the inspection course. Specifically, if the malicious user ratio is higher than a specific threshold, the GTHI algorithm employs the individual inspection strategy whereby users are probed one by one. Otherwise, the GTHI algorithm applies the group testing strategy by which a group of users are probed as a whole in an inspection step. When the group testing strategy is applied, the estimated ratio also determines the group size of users to be probed. On the whole, a lower malicious user ratio implies a larger group size. If there are indeed malicious users among the group of users being probed, a few more inspection steps are consecutively conducted on these users until a malicious user is located. The contributions of this paper are highlighted as follows: (1) We propose the GTHI algorithm to locate malicious users, which can be used in both static cases where new malicious users do not appear and dynamic cases where new malicious users do appear during the inspection process; (2) The GTHI algorithm helps shorten the detection time, mainly by adaptively adjusting inspection strategies during the inspection course; (3) We provide performance analyses on the GTHI algorithm, mainly including the minimum upper bound of the number of inspection steps (i.e., the detection time) as well as the selection of the threshold for the estimated ratio of malicious users; (4) A series of experiments are conducted to evaluate the GTHI algorithm;

We organize the rest of this paper as follows. In Section II, we review related works on electricity theft detection. In Section III, we present the problem statement. In Section IV, we propose the GTHI algorithm. Experiment results are reported in Section VI. We conclude this paper in Section VII.

2. An inspector is in nature a function enhanced smart meter.
Tree Inspection (ATI) algorithm [11] is the best. The ATI algorithm adopts a virtual tree approach whereas the GTHI algorithm adopts group testing. By estimating the ratio as well as the arrangement of malicious users, the ATI algorithm allows inspectors to skip some internal nodes on the binary tree and directly probe nodes at lower levels. Starting from the root of the tree, the ATI algorithm does a traversal-and-probe with a depth-first-search algorithm. Note that when the inspection process starts, the ATI algorithm probes all users. Before obtaining useful information, the inspectors have to conduct a lot of inspection steps. By contrast, when the inspection process starts, the GTHI algorithm probes just a small number of users. This allows to estimate the malicious user ratio after just a few inspection steps. Correspondingly, the inspection strategies can then be adjusted in time, which helps further shorten the inspection time to a large extent.

III. PROBLEM STATEMENT

A simplified smart metering system for an NAN is shown in Fig. 1. As we can see, at each user’s premises, there is a smart meter which has the capability of two-way communication [32]. The smart meter records the corresponding user’s electricity consumptions and then periodically reports the data to utility companies for the billing purpose. Assume that there are $n$ users in the NAN. We denote these users by $U = \{1, 2, \ldots, n\}$. Most users report their electricity consumption readings honestly. These users are referred to as “honest users”. However, there are also some unscrupulous users who manipulate their readings to smaller values, hoping to be billed for less or even free. As aforementioned, these users are referred to as “malicious users”.

For the purpose of detecting malicious users, we install an “inspector box” [11] at an electrical pole in each NAN. In the inspector box, there are two categories of inspectors: a head inspector and several sub-inspectors. The head inspector is responsible for detecting the existence of malicious users and always monitors all users. As for the sub-inspectors, their responsibility is to locate all malicious users exactly. Notably, we in this paper assume that the set of users monitored by the sub-inspectors can be changed automatically or manually.

Let $G$ be a subset of users being monitored by an inspector. For the head inspector, we have $G = U$; and for sub-inspectors, we have $G \subset U$. In a reporting period, the inspector works as follows: (1) Measuring the total amount of electricity distributed to the users in $G$; (2) Receiving the reported electricity consumptions of the users in $G$. Let $r$ denote the reading of one inspector. Since technical losses are inevitable during the electric power transmission, let $\delta$ denote the total amount of technical losses of the users in $G$. Let $q_j$ denote the actual amount of electricity consumed by user $j, j \in U$. Then, we have $r = \delta + \sum_{j \in G} q_j$. Let $q'_j$ denote the reported electricity consumption of user $j, j \in U$. Apparently, for honest users, we have $q_j = q'_j$; and for malicious users, we have $q_j > q'_j$. Thus, if there exist malicious users in the user set $G$, we can derive $r - \sum_{j \in G} q'_j = \delta + \sum_{j \in G} (q_j - q'_j) > \delta$.

In applications, it is very difficult to obtain the accurate value of technical losses. Usually, we estimate it with some existing mathematical models, e.g., [33]. Let $\delta$ denote the estimated value of $\delta$. Since there usually exists a deviation between the real value $\delta$ and the estimated value $\hat{\delta}$, we introduce a threshold, denoted by $\varepsilon$, to help judge whether there are malicious users in $G$. Specifically, we have the Algorithm 1, called the probing algorithm. The head inspector conducts probing operations at all reporting periods. When the head inspector gets an inspection result “dirty” at a certain period, it detects the existence of reading anomalies. The head inspector does not know which users are stealing electricity. For the purpose of locating malicious users exactly, the sub-inspectors start to constantly perform probing operations on different set of users. Note that in this paper, when a sub-inspector conducts the probing operation for one time, we say that the sub-inspector performs one inspection (step).

In this paper, we investigate the Malicious Meter Inspection (MMI) problem [11] which aims to locate all malicious users within the shortest detection time. Since each inspection lasts for one reporting period, which is usually set as 15 minutes in the smart grid, this goal can be abstracted as minimizing the number of inspection steps conducted by the sub-inspectors.

In the following context, the malicious users who commit electricity theft from the period when the head inspector first detects the existence of reading anomalies are referred to as “original malicious users”. To locate the original malicious users, the sub-inspectors have to conduct a series of inspections, and this undoubtedly takes some time. During this period, some users who are previously honest are likely to start compromising
their smart meters. We refer to these users as “new malicious users”. Based upon whether new malicious users appear during the inspection process, we can roughly divide the inspection cases in the MMI problem into the following two categories: (1) static cases where new malicious users do not appear during the inspection process; (2) dynamic cases where at least one new malicious user appears during the inspection process. The distinction of state cases and dynamic cases is for research purpose. In practice, we can use dynamic cases.

We assume that once a user is identified as being malicious, this user is immediately disconnected from the service of power as indicated in [34].

IV. THE GTHI ALGORITHM

We explain the proposed Group Testing based Heuristic Inspection (GTHI) algorithm next. We define a round of inspection as the inspection process where all the users whose statuses are first unclear are identified as either being malicious or being honest. When the head inspector detects the existence of reading anomalies, the sub-inspectors start the first round of inspection. Assume that after the statuses of all users are identified, the head inspector can still detect reading anomalies. In this case, the sub-inspectors then immediately start a new round of inspection to locate new malicious users. Normally, in static cases, the sub-inspectors conduct just one round of inspection to locate malicious users; in dynamic cases, they usually conduct multiple rounds of inspection.

In this paper, we let $\mathbb{N}$ denote the set of natural numbers and let $\mathbb{N}^+$ denote the set of positive integer numbers. Assume that sub-inspectors conduct a total number of $a, a \in \mathbb{N}^+$ rounds of inspections to locate all malicious users, including the original malicious users as well as the new malicious users. Let $W_i, i \in \{1, 2, \ldots, a\}$ denote the set of users that need to be probed at the $i$th round of inspection. Then, $W_i$ contains the users whose status remains unclear at the beginning of the $i$th round of inspection. Apparently, at the first round of inspection, all the users should be probed. Let $M_i$ denote the set of users that are identified as malicious at the $i$th round of inspection. Since the users in $M_i$ are immediately disconnected from the service of power when identified as being malicious, these users should not be re-probed in the subsequent rounds of inspection. We have

$$W_i = \begin{cases} U, & \text{if } i = 1 \\ U \setminus \bigcup_{j=1}^{i-1} M_j, & \text{if } i = 2, 3, \ldots, a, \end{cases}$$

(1)

where $U$ is the set of all users and "\setminus" denotes the difference of two sets.

The $i$th round of inspection ends when all the users in $W_i$ are identified as either being malicious or being honest. Let $H_i$ denote the set of users that are identified as being honest at the $i$th round of inspection. When the $i$th round of inspection starts, we initiate $M_i = \emptyset$ and $H_i = \emptyset$, with $\emptyset$ being the empty set. When the $i$th round of inspection ends, we have $W_i = \emptyset$ and $U = H_i \cup \bigcup_{j=1}^{i} M_j$.

At the beginning of each round of inspection, we apply a group testing method, which is called the jumping strategy [36], to guide the inspection. The jumping strategy is actually an improvement over the doubling strategy [37]. For the purposes of comparison and better understanding, we illustrate the basic idea of both the doubling strategy and the jumping strategy in Fig. 2(a) and 2(b), respectively. Simply speaking, by the doubling strategy, the sub-inspectors probe disjoint sets of sizes $2^0, 2^1, 2^2, \ldots$, until an inspection result “dirty” is obtained. By contrast, according to the jumping strategy, the sub-inspectors probe disjoint user sets of sizes $2^0 + 2^1, 2^2 + 2^3, 2^4 + 2^5, \ldots$, until an inspection result “dirty” is obtained. Clearly, to identify the same number of honest users, the sub-inspectors save more inspection steps using the jumping strategy than using the doubling strategy. Based upon the jumping strategy, if at a certain round of inspection, all inspection results from the first to the $(j - 1)$th inspection are “clean”, the number of users to be probed at the $j$th inspection step is $2^j + 2^{j+1}$, with $k = 2(j - 1), j \in \mathbb{N}^+$. For example, in Fig. 3 where static cases are considered, we assume that there are a total number of sixteen users. As shown in the figure, at the first inspection step, the number of users that are probed is $2^0 + 2^1 = 3$. Since we get an inspection result “clean” at the first inspection step, the number of users probed at the second
inspection step is $2^2 + 2^3 = 12$. Assume that the inspection results from the first to the $j$th inspection step are all “clean”. Then, with these $j$ inspection steps, the total number of users that are identified as honest is $(2^0 + 2^1) + (2^2 + 2^3) + \cdots + (2^{j-2} + 2^{j-1}) = 4^j - 1$.

During the whole inspection process, once a sub-inspector gets an inspection result “dirty” when probing $2^k + 2^{k+1}$ users, this sub-inspector then probes a subset of $2^k$ users out of the $2^k + 2^{k+1}$ users. By doing so, the sub-inspector can reduce the user set which contains malicious users to either a set of $2^k$ users or a set of $2^{k+1}$ users with $2^k$ more honest users. Specifically, if the sub-inspector gets an inspection result “dirty” when probing the subset of $2^k$ users, the remaining $2^{k+1}$ users are then put back with the users in $W_i$, waiting for further inspection in the near future. In this case, the sub-inspector then targets subsequent inspection steps on the subset of $2^k$ users. On the other hand, if the sub-inspector gets an inspection result “clean”, then the $2^k$ users are evidently honest; and hence the sub-inspector then focuses on the remaining $2^{k+1}$ users. For example, as shown in Fig. 3, the sub-inspector probes $2$ users from $\{4, 5, 6, 7\}$ at the third inspection step, and correspondingly gets an inspection result “dirty”. Thus, the users $\{8, 9, \ldots, 15\}$ are put back with user 16 which still remains in set $W_i$, waiting for further inspection. At this time, $W_i$ is updated as $\{16, 8, 9, \ldots, 15\}$. This sub-inspector then performs the subsequent inspection steps on the users $\{4, 5, 6, 7\}$.

After narrowing down the searching area to $2^k$ or $2^{k+1}$ users, we apply a binary search method, which is described as follows. For convenience of description, we use $X$ to denote the $2^k$ or $2^{k+1}$ users. The sub-inspectors first probe $\left\lfloor \frac{|X|}{2} \right\rfloor$ users from the user set $X$, which are denoted as set $X^\prime$. If we obtain an inspection result “dirty”, we can conclude that there are malicious users in $X^\prime$. In this case, the users in $X \setminus X^\prime$ are put back with the users in $W_i$, and we update $X = X^\prime$. On the other hand, if we get an inspection result “clean”, all the users in $X^\prime$ are honest, and we update $X = X \setminus X^\prime$. The above process repeats until just one user is left in set $X$, which is explicitly malicious. During the above inspection process, several honest users may also be identified. We conclude the above binary search process in lines 24 $\sim$ 33 in Algorithm 2. Apparently, when applying the above binary search method to locate a malicious user from a user set $X$ containing malicious users, we need to conduct $\lceil \log_2 |X| \rceil$ inspection steps. As can be seen in Fig. 3, two more inspection steps are conducted when the binary search method is applied to locate one malicious user from users $\{4, 5, 6, 7\}$. The specific inspection process is elaborated as follows. At the fourth inspection step, users $\{4, 5\}$ are identified as being honest. At the fifth inspection step, user 6 is identified as being malicious and user 7 is put back into set $W_i$. At this time, $M_i, W_i$ is updated as $\{6\}$, $\{16, 8, 9, \ldots, 15, 7\}$, respectively.

After one user is identified as being malicious, the GTHI algorithm estimates the ratio of malicious users. Let $y_i$ denote the ratio of malicious users at the $i$th round of inspection, which is initiated as $y_i = 0$ at the beginning of the $i$th round of inspection. In real applications, we do not know the value of $y_i$ in advance. However, with the $i$th round of inspection going on, more and more users are identified as either being malicious or being honest. Since we randomly inspect users during the whole inspection process, the ratio of malicious users can be roughly estimated as

\begin{algorithm}[H]
\caption{The GTHI Algorithm}
\textbf{Require:} $U = \{1, 2, \ldots, n\}$
\textbf{Ensure:} $M$ $\triangleright$ the whole set of malicious users
\textbf{Globals:} $M, W_i, M_i, H_i, \tilde{y}_i, i = 1, 2, \ldots, a$; 
\textbf{Initialization:} $M \leftarrow \emptyset, W_i \leftarrow U, i = 2, 3, \ldots, a$; 
\begin{algorithmic}[1]
\State $M_i \leftarrow \emptyset, H_i \leftarrow \emptyset, \tilde{y}_i \leftarrow 0, i = 1, 2, \ldots, a$ \Comment{Initialization}
\State $k \leftarrow 0, i \leftarrow 1$;
\While{the head inspector detects reading anomalies in $W_i$}
\State the head inspector detects reading anomalies in $W_i$ \Comment{individual inspection}
\If{$|W_i| < 3$ or $|W_i| \geq 3$ and $\tilde{y}_i \geq y_0$}
\State pop one user, denoted as user $j$, out of $W_i$;
\State $\text{Prob}(\text{user } j)$;
\Else
\EndIf
\EndWhile
\While{the inspection result is dirty}
\State $M_i \leftarrow M_i \cup \{\text{user } j\}$;
\Else
\EndIf
\State $H_i \leftarrow H_i \cup \{\text{user } j\}$;
\State $y_i \leftarrow \frac{|M_i|}{|M_i| + |W_i|}$ \Comment{group testing}
\If{$X$ contains malicious users}
\State $X' \leftarrow \frac{X}{2}$ users from $X$;
\State $\text{Prob}(X')$;
\Else
\EndIf
\State $X' \leftarrow \frac{X}{2}$ users from $X$;
\State $\text{Prob}(X')$;
\If{$X'$ contains malicious users}
\State $W_i \leftarrow W_i \cup (X \setminus X')$, $X \leftarrow X'$;
\Else
\EndIf
\State $H_i \leftarrow H_i \cup X'$, $X \leftarrow X \setminus X'$;
\State $|X| > 1$ \Comment{binary search}
\State $X' \leftarrow \frac{X}{2}$ users from $X$;
\State $\text{Prob}(X')$;
\If{$X'$ contains malicious users}
\State $W_i \leftarrow W_i \cup (X \setminus X')$, $X \leftarrow X'$;
\Else
\EndIf
\State $H_i \leftarrow H_i \cup X'$, $X \leftarrow X \setminus X'$;
\State $y_i \leftarrow \max(0, \frac{1}{\log_2 \frac{1}{y_i}} - 2)$; \Comment{$k \geq 0$}
\State $k \leftarrow k + 2$;
\EndIf
\State $y_i \leftarrow y_i - y_0$
\If{$0 < y_i < y_0$}
\State $M_i \leftarrow M \cup \{\text{user } j\}$, $W_{i+1} \leftarrow U \setminus M_i, i \leftarrow i + 1$;
\EndIf
\EndWhile
\end{algorithmic}
\end{algorithm}
\[ \tilde{y}_i = |M_i|/(|M_i| + |H_i|), \]

where \( \tilde{y}_i \) denotes the estimation of \( y_i \), and \(| \cdot |\) denotes the cardinality of a set. Since the sets \( H_i \) and \( M_i \) change constantly, the malicious user ratio \( \tilde{y}_i \) also varies during the inspection process.

Based upon the value of \( \tilde{y}_i \), the GTHI algorithm adaptively adjusts inspection strategies. Let \( y_0 \), \( 0 \leq y_0 \leq 1 \) be a threshold parameter that is chosen prior to the inspection (we explain how to choose the parameter \( y_0 \) later). At the \( i \)th round of inspection, if we have \( \tilde{y}_i \geq y_0 \), the GTHI algorithm applies the individual inspection strategy, by which just one user is probed at the next inspection step. If the inspection result is “clean”, this user is obviously honest; otherwise, if the inspection result is “dirty”, this user is clearly malicious.\(^3\) On the other hand, if \( 0 < \tilde{y}_i < y_0 \), the GTHI algorithm applies the group testing strategy, by which a group of users are probed as a whole in the next inspection step.

If the group testing strategy is adopted, the number of users to be probed is \( 2^k + 2^{k+1} \), with \( k = \max\{0, \left\lfloor \log_2 \frac{1}{\tilde{y}_i} \right\rfloor - 2\} \).

Obviously, if the inspection result is “clean”, all the \( 2^k + 2^{k+1} \) users are honest; otherwise, if the inspection result is “dirty”, a sub-inspector conducts one more inspection on a subset of \( 2^k \) users. As aforementioned, this reduces the user set containing malicious users to either size \( 2^k \) users or size \( 2^{k+1} \) users. Then, following a binary search process, we locate one malicious user after \( k \) or \( k + 1 \) more inspection steps. In Fig. 3, after users \( \{4, 5\} \) are identified as being honest, the user set \( H_1 \) is updated as \( H_1 = \{1, 2, 3, 4, 5\} \). After user 6 is identified as being malicious, the user set \( M_1 \) is updated as \( M_1 = \{6\} \), and hence we have \( \tilde{y}_i = \frac{|M_i|}{|M_i| + |H_i|} = \frac{1}{6} \). Without loss of generality, in Fig. 3, we assume \( y_0 = 0.5 \). Since \( \tilde{y}_i < y_0 \), we have \( k = \max\{0, \left\lfloor \log_2 6 \right\rfloor - 2\} = 0 \). Thus, the number of users to be probed next is 3. As shown at the bottom of Fig. 3, the three users \( \{16, 8, 9\} \) is probed, with an inspection result “dirty” being obtained. One more inspection step is then conducted on user 16, which is proved to be honest. Afterwards, a sub-inspector conducts another more inspection step on user 8. Since we get an inspection result “clean”, we can know that user 8 is honest, and infer that user 9 is malicious.

Clearly, if the head inspector stops detecting reading anomalies, all malicious users are located and the inspection process can be terminated. With the cooperation of the head inspector, after all malicious users are located, the sub-inspectors can avoid useless inspection steps on the users whose statuses have not been determined but are actually honest. For example, in Fig. 3, after the malicious users \( \{6, 9\} \) are identified, the sub-inspectors do not need to conduct more inspection steps on the users \( \{10, 11, \ldots, 15, 7\} \) which are still left in set \( W_i \) but are actually honest.

If there are fewer than 3 users left in \( W_i \) (i.e., \( |W_i| < 3 \)), but there are malicious users among them, the users in \( W_i \) are probed individually. We conclude the above inspection strategies in Algorithm 2, where \( M \) denotes the whole set of malicious users. Technically, we have \( M = \bigcup_{i=1}^{n} M_i \).

For better understanding, we illustrate how the GTHI algorithm runs in a dynamic case in Fig. 4. Assume that there are eight users \( \{1, 2, \ldots, 8\} \) and that user 1 is honest at first but becomes malicious during the first round of inspection, where three users are probed at the first inspection step. With two more inspection steps, users 1, 2 are identified as being honest and being malicious, respectively; user 3 is put back with the users left in set \( W_1 \). Thus, after the third inspection step, we get \( y_1 = \frac{1}{2} \). Since \( \max\{0, \left\lfloor \log_2 \frac{1}{y_1} \right\rfloor - 2\} = 0 \), the number of users to be probed at the fourth inspection step is \( 2^0 + 2^1 = 3 \). As can be seen, these three users are chosen as users \( \{4, 5, 6\} \), which are identified as being honest. This means that we currently have \( H_1 = \{1, 4, 5, 6\} \) and \( M_1 = \{2\} \). Apparently, \( y_1 \) is now updated as \( \frac{1}{4} \). Since \( \max\{0, \left\lfloor \log_2 \frac{1}{y_1} \right\rfloor - 2\} = 0 \), we further probe 3 users at the fifth inspection step, obtaining an inspection result “dirty”. As can be observed, two more inspection steps are then consecutively conducted on users 7 and user 8, who are identified as being honest and being malicious, respectively. At the eighth inspection step, we identify user 3 as being honest. In Fig. 4, we assume that user 1 becomes malicious when the sub-inspector is probing users \( \{4, 5, 6\} \) at the fourth inspection step. Thus, after statuses of all the users are identified as being either malicious or honest, the head inspector still can detect the existence of reading anomalies. This incurs the second round of inspection. As illustrated in the lower part of Fig. 4, to locate the new malicious user 1, the sub-inspectors conduct two more inspection steps on users \( \{1, 4, 5, 6, 7, 3\} \) at the second round of inspection.

V. PERFORMANCE ANALYSIS

A. Bounds of the Number of Inspection Steps

In the following, we analyze the number of inspection steps conducted by the sub-inspectors when applying the GTHI
algorithm to locate malicious users under the static cases. Essentially, the inspection process under dynamic cases can be regarded as multiple rounds of the inspection process under static cases. Thus, we can conclude that better performances under static cases implies better performances under dynamic cases.

Let \( t(n,m) \) denote the number of inspection steps conducted by the sub-inspectors when we apply the GTHI algorithm to locate \( m \) malicious users from a total number of \( n \) users under static cases.

**Lemma 1 (Assume that there is only one malicious user).** Then, we have 1) \( t(n,1) \geq 1 \) if \( n \leq 3 \); 2) \( t(n,1) \geq 2 \) if \( n \geq 3 \); 3) \( t(n,1) \leq n \) if \( n < 3 \); 4) \( t(n,1) \leq 3j \) if \( \exists j \in N^+ \), \( 4^i - 1 \leq n < 4^i - 1 + 2^{2j-1} \); and 5) \( t(n,1) \leq j + 1 + \lfloor \log_2 (n - 4^i + 1) \rfloor \) if \( \exists j \in N^+ \), \( 4^i - 1 + 2^{2j-1} < n \leq 4^i \).

**Proof.** 1) If \( n < 3 \), the sub-inspectors probe users individually. If the user who is probed first happens to be the unique malicious user, the whole inspection process ends after one inspection step. 2) If \( n \geq 3 \), the sub-inspectors probe three users at the first inspection step and need to conduct at least one more inspection step to locate a malicious user. 3) When \( n < 3 \), we obtain the maximum number of inspection steps when the unique malicious user happens to be the user that is probed at the last inspection step.

4) and 5) a) When \( n = 4^i - 1 \), we obtain the maximum number of inspection steps in the following situation: all the inspection results from the first to the \( (j-1) \)th inspection steps are “clean”, and the inspection result of the \( j \)th inspection step is “dirty”, \( 2^j - 2 + 2^{2j-1} \) users are probed at the \( j \)th inspection step. The sub-inspectors then conduct one more inspection step on \( 2^2 - 2 \) users out of them. If the inspection result is “dirty”, then the sub-inspectors need to conduct \( 2^2 - 2 \) more inspection steps. Otherwise, if the inspection result is “clean”, then the sub-inspectors need to conduct \( 2^2 - 2 \) more inspection steps. Thus, for the case \( n = 4^i - 1 \), we have \( t(n,1) \leq \max \{ j + 1 + (2^j - 2), j + 1 = (2^j - 2) \} \).

b) When \( 4^i - 1 < n \leq 4^i - 1 \), assume that the unique malicious user is distributed among the first \( 4^i - 1 \) users. Since the inspection process terminates after the unique malicious user is located, we can claim that the inspection process in this situation is the same as that in a). Therefore, we have \( t(n,1) \leq 3j \).

c) When \( 4^i - 1 < n \leq 4^i - 1 \), assume that the unique malicious user is distributed among the last \( n - 4^i + 1 \) users. Since the first \( 4^i - 1 \) users are honest, the first \( j \) inspection steps conducted have inspection results “clean”. Then, the sub-inspector conducts the \( (j+1) \)th inspection step on all the remaining \( n - 4^i + 1 \) users, obtaining an inspection result “dirty”. Afterwards, a process of binary search starts. Until the unique malicious user is finally identified, the sub-inspectors have to conduct \( \lfloor \log_2 (n - 4^i + 1) \rfloor \) more inspection steps. Hence, we have \( t(n,1) \leq j + 1 + \lfloor \log_2 (n - 4^i + 1) \rfloor \).

d) Combining b) and c), we have \( t(n,1) \leq \max \{ 3j, j + 1 + \lfloor \log_2 (n - 4^i + 1) \rfloor \} \). When \( n - 4^i + 1 < 2^{2j-1} \), we have \( j + 1 + \lfloor \log_2 (n - 4^i + 1) \rfloor < 3j \). Thus, we can conclude when \( 4^i - 1 < n < 4^i - 1 + 2^{2j-1} \), we have \( t(n,1) \leq 3j \). After combining a), we complete the proof of 4). Otherwise, if \( n - 4^i + 1 \geq 2^{2j-1} \), we have \( j + 1 + \lfloor \log_2 (n - 4^i + 1) \rfloor \geq 3j \), and thus, we complete the proof of 5).

**Lemma 2.** Assume that all of \( n \) users are malicious. We have \( t(n,n) = n \) if \( n < 3 \) and \( t(n,n) = n + 1 \), if \( n \geq 3 \).

**Proof.** Similar to the proof analysis of Lemma 1, if \( n < 3 \), the users are probed individually and we can easily obtain \( t(n,n) = n \). For the cases \( n > 3 \), three users are probed at the first inspection step. After the first malicious user is located at the second inspection step, the ratio of malicious users is estimated to be one. This implies that the remaining \( (n-1) \) users are then probed one by one. Therefore, the total number of inspection steps is \( 2 + (n-1) = n + 1 \).

**Theorem 1.** Assume that there are \( m \) malicious users. For \( 0 < m \leq \frac{n}{e} \), where \( e \) is the natural constant, we have \( t(n,m) \leq \frac{3}{2} \log_2 (n+1) + m \log_2 \frac{m+1}{m} + 1.42(m-1) \).

**Proof.** Consider the white loop from line 3 to line 45 in Algorithm 2. There are three possible flows of this loop:

Flow 1: A sub-inspector probes disjoint user sets of sizes \( 2^1 + 2^1, 2^2 + 2^1, 2^3 + 2^2, \ldots, \) until obtaining an inspection result “dirty”. Assume that the sub-inspector gets a total number of \( n-1 \) inspection results “clean” before obtaining an inspection result “dirty”. Then, the number of users probed at the \( j \)th inspection step is \( 2^j - 2 + 2^{2j-1} \). According to the proof analysis of Lemma 1, we know that the sub-inspector locates one malicious user from a total number of \( 4^i - 1 \) users and the maximum number of inspection steps to be conducted is \( 3j \). Since \( 4^i - 1 \leq n \), we can derive \( j \leq \log_2 \left( \frac{n}{m+1} \right) \).

Flow 2: After at least one malicious user is identified, the sub-inspectors probe \( 2^k + 2^{k+1} \) users, with \( k = \max \{ 0, \lfloor \log_2 \frac{1}{m+1} \rfloor \} - 2 \). If the inspection result is “clean”, the \( 3 \cdot 2^k \) users are honest. Otherwise, there is at least one malicious user among them. In this case, we first probe \( 2^k \) users. If the inspection result is “dirty”, then \( k + 1 \) more inspection steps are conducted to locate one malicious user from the \( 2^k \) users. Otherwise, if the inspection result is “clean”, then \( k + 1 \) more inspection steps are conducted toward the left \( 2^{k+1} \) users. Thus, to locate one malicious user from \( 3 \cdot 2^k \) users, the maximum number of inspection steps is \( \max \{ 1 + k, 1 + (k+1) \} = k + 3 \).

Flow 3: The users are probed individually.

Let \( m_i \) denote the total number of malicious users that are detected in all occurrences of Flow \( i (i = 1, 2, 3) \). Apparently, we have \( m_1 + m_2 + m_3 = m \), with \( m_1 = 1 \). Let \( A_1, A_2, \ldots, A_m \) be the user sets that are inspected in the corresponding \( m_2 \) occurrences of Flow 2. Let \( a_i = |A_i|, \), \( i = 1, 2, \ldots, m_2 \). Clearly, for any \( A_i \), we have \( a_i = 2^k + 2^{k+1} \). According to the analysis of Flow 2, to locate one malicious user from \( A_i \), the sub-inspectors conduct at most \( \log_2 \left( \frac{a_i}{2} + 3 \right) \) inspection steps. Therefore, we can derive \( t(n,m) \leq 3j + \sum_{i=1}^{m_2} \left( \log_2 \left( \frac{a_i}{2} + 3 \right) + m_3 \right) \leq 3j + \sum_{i=1}^{m_2} \left( \log_2 (a_i) + (3 - \log_2 3)m_2 + m_3 \right) \).

From the convexity of \( \log_2 (x) \), it follows that \( \sum_{i=1}^{m_2} \log_2 (a_i) \leq m_2 \log_2 \sum_{i=1}^{m_2} a_i - m_2 \log_2 \frac{m_2 - m_3}{m_2} \leq m_2 \log_2 \frac{m_2 - m_3}{m_2} \). Let \( f(x) = x \log_2 \frac{x}{2} - \log_2 \left( \frac{x}{2} + 1 \right) \), where \( \ln(\cdot) \) denotes the logarithm with the base of natural constant \( e = 2.71828 \cdots \).

Apparently, when \( x = \frac{m_2 - m_3}{m_2} \), the function \( f(x) \) increases monotonically. Thus, when \( m \leq \frac{1}{e} (n-1) \), we can derive from the above equation that
\[ \sum_{i=1}^{m_{2}} \log_{2}a_{i} \leq m_{2} \log_{2} \frac{n_{1}}{m_{2}} \leq m \log_{2} \frac{n_{1}}{m}. \]

Substituting \( j \leq \left\lfloor \frac{\log_{2}(n+1)}{2} \right\rfloor \) and \( \sum_{i=1}^{m_{2}} \log_{2}a_{i} \leq m \log_{2} \frac{n_{1}}{m} \) into the previous result \( t(n, m) \leq 3 \gamma + \sum_{i=1}^{m_{2}} (\log_{2}a_{i}) + (3 \log_{2}3)m_{2} + m_{3} \), we can derive \( t(n, m) \leq 3 \gamma + \sum_{i=1}^{m_{2}} (\log_{2}a_{i}) + 3 + m_{3} \leq 3 \gamma + m \log_{2} \frac{n_{1}}{m} + (3 \log_{2}3)(m_{2} + m_{3}) \leq \frac{3}{2} \log_{2}(n+1) + m \log_{2} \frac{n_{1}}{m} + 1.42(m - 1). \]

**Theorem 2.** Assume that there are \( m \) malicious users. For any \( 0 < m \leq n \), we have \( t(n, m) \leq \frac{3}{2} \log_{2}(n+1) + \log_{2}c(n-1) + 1.42(m-1) \), where \( c \) is the natural constant.

**Proof.** From the analysis in the proof of Theorem 1, we can know that the function \( f(x) = x \log_{2} \frac{n_{1}}{x} \) obtains the maximum value when \( x = \frac{n_{1}}{2} \). Thus, from the inequality in Theorem 1, we derive \( t(n, m) \leq \frac{3}{2} \log_{2}(n+1) + m \log_{2} \frac{n_{1}}{m} + 1.42(m - 1) \leq \frac{3}{2} \log_{2}(n+1) + \log_{2}c(n-1) + 1.42(m-1) \).

**B. Selection of Parameter \( y_{0} \)**

On the whole, the GTHI algorithm applies two inspection strategies: (1) an individual inspection strategy whereby users are inspected one by one, as summarized in lines 4~12 in Algorithm 2; (2) a group testing strategy whereby sub-inspectors probe a group of users for one inspection step, as summarized in lines 14~43 in Algorithm 2.

During the inspection process, the value of \( y_{0} \) plays an important role when the sub-inspectors determines which inspection strategy is to be applied. Specifically speaking, at the \( i \)th round of inspection, if \( \tilde{y}_{i} \geq y_{0} \), the individual inspection strategy is applied; otherwise, if \( \tilde{y}_{i} < y_{0} \), the group testing strategy is employed. We next discuss how to choose the parameter \( y_{0} \) such that the GTHI algorithm can achieve the best performance on average.

**Theorem 3.** Assume that we apply the GTHI algorithm to locate \( m \) malicious users. The average number of inspection steps achieves the minimum when \( y_{0} = \frac{1}{3} \).

**Proof.** As aforementioned, when a certain round of inspection starts, the sub-inspectors probe disjoint user sets of sizes \( 2^{0} + 2^{1}, 2^{2} + 2^{1}, 2^{3} + 2^{2}, \ldots \), until an inspection result “dirty” is obtained. This process is not impacted by the parameter \( y_{0} \), and hence omitted in the following discussion.

When \( 0 < \tilde{y}_{i} < y_{0} \), the number of users to be probed next is \( 2^{k} + 2^{k+1} \), with \( k = \max\{0, \left\lfloor \log_{2} \frac{1}{y_{0}} \right\rfloor - 2\} \). That is to say, if \( \tilde{y}_{i} < \frac{1}{3} \), we have \( k = \left\lfloor \log_{2} \frac{1}{y_{0}} \right\rfloor - 2 \geq 0 \); otherwise, if \( \frac{1}{3} < \tilde{y}_{i} < y_{0} \), we have \( k = 0 \).

In the cases where \( \tilde{y}_{i} \leq \frac{1}{3} \), the average number of malicious users among the \( 2^{k} + 2^{k+1} \) users is \( \tilde{y}_{i}(2^{k} + 2^{k+1}) = 3\tilde{y}_{i}\left(2^{k+1}\log_{2}c/2 \right) < 3\tilde{y}_{i}2^{k+1} \). To locate one malicious user from \( 2^{k} + 2^{k+1} \) users, if we apply the individual inspection strategy, the sub-inspectors conduct at most 3·2\(k\) inspection steps. In contrast, if we use the group testing strategy, the sub-inspectors conduct at most \( k + 2 \) inspection steps. Since \( k + 2 \leq 3 \cdot 2^{k} \), we can conclude that if \( \tilde{y}_{i} < \frac{1}{3} \), the sub-inspectors conduct an average number of fewer inspection steps using the group testing strategy than that using the individual inspection strategy.

On the other hand, in the cases where \( \frac{1}{3} < \tilde{y}_{i} < y_{0} \), the number of users to be probed next is \( 2^{0} + 2^{1} = 3 \). If there is just one malicious user among the above three users, to locate this malicious user, the sub-inspectors conduct at most three inspection steps by both the group testing strategy and the individual inspection strategy. However, if there are more than two malicious users among the above three users, the individual inspection strategy outperforms the group testing strategy. Specifically speaking, by the group testing strategy, just one malicious user is located after the sub-inspectors conduct three inspection steps. In contrast, by the individual inspection strategy, all malicious users are located after the sub-inspectors conduct three inspection steps. Thus, if on average there is at most one malicious user among three users, the group testing strategy, on the whole, outperforms the individual inspection strategy. That is to say, if we have \( 3\tilde{y}_{i} \leq 1 \), the group testing strategy should be applied. To achieve this, we should set \( y_{0} = \frac{1}{3} \).

**C. Impacts of Threshold \( \varepsilon \) on Detection Accuracy**

Since it is difficult to estimate users’ technical losses accurately in practical applications, the threshold \( \varepsilon \) is introduced to guide the inspection process. The detection accuracy is defined as the ratio of the number of malicious and honest users who are identified correctly to the total number of users. We investigate the impacts of the threshold \( \varepsilon \) on the detection accuracy by conducting experiments. For easy implementation, all the users are assumed to experience the same technical losses. We assume that technical losses are accurately estimated. In the experiments, each user experiences about 1 kWh technical losses. We set the total number of users as 40 or 50, respectively, among which there are 10 malicious users whose stolen electricity at each period is randomly chosen from the interval \((0.1, 1)\) kWh. The simulation results show that as the threshold \( \varepsilon \) increases from 0 to 3, the detection accuracy declines gradually from 1 to about 0.93.

**VI. Experiment**

The experiments are conducted in Python 2.7.13 on an integrated development environment platform—PyCharm Community Edition 2017.1.3. The users’ actual electricity consumption data are generated based upon a dataset of individual household electric power consumption in [38]. The data are measurements of electric power consumption in households with a one-minute sampling rate over a period of almost four years. Let \( q_{j} \) denote the recorded electricity consumption of this individual. Then, \( q_{j} \) (the actual electricity consumption of user \( j \)) is generated as follows: \( q_{j} = c_{j}q_{b}, \forall j \in U = \{1, 2, \ldots, n\}, \) where \( c_{j} \) is a constant randomly chosen from the interval \((0, 2)\). In the experiments, honest users report their electricity consumptions as consumed. On the other hand, the reported readings of malicious users amount to just 10 to 50 percent of the actual electricity consumptions. We assume that users’ technical losses are about 5 percent of the actual electricity consumptions. Note that each piece of data in the following figures is averaged over 30 times of repeated experiments.
A. Static Cases

In Fig. 5, we investigate how the average and the standard deviation of the number of inspection steps changes with the ratio (number) of malicious users.

Fig. 5(a) shows: 1) when $y_0/C_20 = 0.33$, the average number of inspection steps first increases and then stays stable; 2) for $y_0/C_20 = 0.4$, the average number of inspection steps first rises and then falls; 3) when $y_0/C_20 > 0.33$, the maximum value is about 200; 4) when $y_0/C_20 = 0.5$, a larger $y_0$ implies a greater maximum number of inspection steps; and 5) on the whole, the curve for the case $y_0 = 0.33$ is the flattest among all the curves.

Fig. 5(b) shows: 1) for any given $y_0$, with $y$ increasing from 0 to 1, the standard deviation of the number of inspection steps first increases and then stays stable; 2) regardless of the value of $y_0$, it achieves the maximum value when $y = y_0$; and 3) on the whole, the curve for the case $y_0 = 0.33$ is the flattest among all the curves.

Fig. 6 shows how the average number of inspection steps changes with the total number of users, i.e., $n$: 1) regardless of the ratio of malicious users (i.e., $y_1$), the average number of inspection steps increases monotonically with $n$; 2) on the whole, for a given $n$, a greater $y_1$ implies more inspection steps; and 3) the curves for the two cases $y_1 = 0.4$ and $y_1 = 0.5$ coincide with each other and this is consistent with the results in Fig. 5.

B. Dynamic Cases

As aforementioned, the accounts of malicious users are disconnected once they are located. Thus, the new malicious users are likely to be among the users who are identified as being honest and/or the users whose status is not yet identified, as shown in Fig. 7. We categorize the dynamic cases into the following types: 1) Type I dynamic cases where new malicious users belong to the users whose status is not yet identified in the inspection process; 2) Type II dynamic cases where new malicious users belong to the users who are identified as being honest in the inspection process; 3) Type III dynamic cases where new malicious users belong to both the users who are identified as being honest and the users whose status is not yet identified in the inspection process.

For Type I dynamic cases, the sub-inspectors simply continue the current round of inspection on the users whose status is not yet determined. On the other hand, in Type II and Type III dynamic cases, the sub-inspectors conduct multiple rounds of inspections, and start a new round of inspection mainly for locating the new malicious users which have been identified as being honest.

Fig. 8 shows dynamic cases in which we assume that there appear new malicious users during the first round of inspection and the whole inspection process ends after the second round of inspection. Let $h$ denote the number of new malicious users who start committing electricity theft after they are identified as being honest at the first round of inspection. Let $w$ denote the number of new malicious users who start committing electricity theft before they are identified as being malicious or honest at the first round of inspection.
Fig. 8(a) shows the Type I dynamic cases, where $h = 0, w > 0$. For comparison purposes, we show the curve of the case $h = 0, w = 0$. When $y \leq 0.35$, for a given the ratio of malicious users, a great $w$ implies a larger average number of inspection steps. In contrast, when $y > 0.35$, regardless of the value of $y$ or $w$, the average number of inspection steps stays almost 200 and this is because the users are usually inspected individually.

Fig. 8(b) shows the Type II dynamic cases, where $h > 0, w = 0$. Regardless of the ratio of malicious users, a greater $h$ implies a larger average number of inspection steps.

Fig. 8(c) shows the Type III dynamic cases, where $h > 0, w > 0$. We consider four cases where the total number of new malicious users appearing in the first round of inspection is the same, i.e., 15. For a given ratio of malicious users, a smaller $h$ implies a much smaller average number of inspection steps, even though it is with a greater $w$. This indicates that for the dynamic cases, $h$ has a greater impact on the number of inspection steps than $w$. This is because the sub-inspectors do not need to incur another round of inspection to locate the new malicious users who start stealing electricity before they are identified as being honest or malicious. On the contrast, for the cases where $h > 0$, another round of inspection are surely started.

C. GTHI Versus BCGI

Fig. 9 compares the GTHI algorithm with the BCGI algorithm [28]. We assume that there is just one malicious user, in which case the BCGI algorithm can be applied. Fig. 9(a) shows that regardless of the total number of users, the sub-inspectors conduct many more inspection steps to locate the unique malicious user using the BCGI algorithm than using the GTHI algorithm. As pointed out in the paper [28], the BCGI algorithm conducts just one inspection step to locate a unique malicious user. However, we should not neglect the fact that for a given total number of users, the BCGI algorithm requires many more inspectors than the GTHI algorithm, which needs just two inspectors—one head inspector and one sub-inspector, as shown in Fig. 9(b). Above all, comparing to the BCGI algorithm, the GTHI algorithm has the greatest advantage that it can be applied to a wider range of applications. That is, it can be applied not only when there is one malicious user, but also when there are multiple malicious users.

D. GTHI Versus ATI

Fig. 10 compares the GTHI algorithm with the ATI algorithm. Fig. 10(a) shows static cases. Regardless of the ratio of malicious users, the sub-inspectors conduct fewer inspection steps using the GTHI algorithm than using the ATI algorithm. For the ATI algorithm, the average number of inspection steps achieves the maximum when the ratio of malicious users is
about 0.2. As for the GTHI algorithm, it achieves the maximum number when \( y \) is about 0.35. The maximum number of inspection steps of the ATI algorithm is greater than that of the GTHI algorithm. The performance gap of the above two approaches first rises and then falls. It becomes the largest when the actual ratio of malicious users is between 0.1 and 0.2.

Fig. 10(b) shows the dynamic cases. We assume that the inspection process ends after the second round of inspection. We assume \( h = 5 \) and \( w = 5 \). With \( y \) increasing from 0.05 to 0.7, the average number of the GTHI algorithm increases monotonically until it reaches the maximum value, which is about 280. As a comparison, with regard to the ATI algorithm, the average number of the inspection steps has a repeated pattern of first increasing and then decreasing. In the dynamic case, we can also observe that regardless of the ratio of malicious users, the sub-inspectors conduct more inspection steps to locate the malicious users using the ATI algorithm than using the GTHI algorithm.

We also conduct experiments when the ratio of malicious users ranges from 0.01 to 0.1 (the figure was omitted). In both static cases and dynamic cases, the GTHI algorithm outperforms the ATI algorithm.

VII. CONCLUSION AND FUTURE WORK

In this paper, we propose the GTHI algorithm which is able to estimate the ratio of malicious users on-line and adaptively adjusts inspection strategies during the inspection process. We derive the minimum upper bound of the number of inspection steps. It is proved that when the threshold for the estimated malicious user ratio is set as \( \frac{1}{3} \), the GTHI algorithm can achieve the best performance on average. The GTHI algorithm can be applied in both static cases and dynamic cases. Just one round of inspection is conducted in static cases, whereas multiple rounds of inspection are usually conducted in dynamic cases. The GTHI algorithm outperforms existing methods in some aspects: compared with the BCGI algorithm, it has a wider range of applications; compared with the ATI algorithm, it can locate malicious users within much shorter detection time, regardless of the ratio of malicious users.

In future work, we will consider more categories of malicious users: 1) malicious users who start committing electricity theft from the beginning of the inspection process and do not turn into honest until caught by utility companies; 2) malicious users who start committing electricity theft in the middle of the inspection process and do not turn into honest until caught by utility companies; 3) malicious users who start committing electricity theft from the beginning of the inspection process and turn into honest before caught by utility companies; 4) malicious users who start committing electricity theft in the middle of the inspection process and turn into honest before caught by utility companies; 5) malicious users who intermittently commit electricity theft, i.e., they constantly repeat the process of stealing electricity and then turning into honest during the inspection process.

In this study, we consider static cases where there is only the first category of malicious users as well as the dynamic cases where both the first and the second categories of malicious users coexist. For future work, we will consider a more complex situation where more types of malicious users coexist.
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