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1. Introduction

The installed capacity of wind power has increased in the Danish power market over the past 10–15 years, resulting in an increasing share of renewable power production in the Danish power market [1]. In 2005, renewable power production accounted for roughly 18% of the total power production in Denmark, and increased to more than 47% of the total power production in late 2019. The development of power production in Denmark over the period from 2005 to 2018 is illustrated in Figure 1.

The rapid growth in power production from renewable energy sources has increasingly urged producers to sell their electricity generation through the market, due to renewable intermittency.
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Consequently, interest has grown in developing optimal bidding strategies for renewable energy producers in the deregulated electricity markets [3]. Forecasting electricity prices is an emerging topic in modern research. The number of proceedings papers, articles and citations on the topic of energy price forecasting has increased significantly over the past 20 years [4,5]. Producers and utility companies in the power markets have been forecasting electricity spot prices over longer time horizons, for the purposes of risk management and asset valuation [6,7].

As modern research is building on increasingly sophisticated theory, the complexity of forecasting models increases; therefore, the objective of this paper is to identify and demonstrate how electricity producers and utilities can use more simplistic models to predict long-term electricity prices.

Electricity can be classified as a flow commodity [8], characterized by storage and transportation limitations [4,8]. A balance between production and consumption is essential to ensure the reliability of the power system [7]. Large-scale electricity storage applications, storing energy and delivering electricity at different times on different dates, have yet to be implemented. Electricity prices therefore depend strongly on the demand for electricity [8]. This knowledge can be used when developing forecasting models for electricity spot prices.

Weron and Misiorek [9] have presented various autoregressive models, such as ARX, an autoregressive model with exogenous variables, a regime-switching model with autoregressive processes, a threshold variable with exogenous variables and a semiparametric autoregressive model for forecasting electricity spot prices 24 h ahead in four five-week periods.

Kristiansen [10] elaborated on the Weron and Misiorek [9] findings, but with a simpler form of the autoregressive model with exogenous variables. Based on big data analysis from Nord Pool, Kristiansen [10] used Danish wind power production and Nordic power demand as exogenous variables in the ARX model with an R-squared of 0.87–0.88 and out-of-sample results featuring a weekly-weighted mean absolute error (WMAE), as well as an hourly mean absolute percentage error (MAPE) of approximately 5% for day-ahead prices.

To forecast weekly spot prices, Kristiansen [11] presented an autoregressive model with the natural logarithm of previous week spot prices, the natural logarithm of the previous inflow levels to hydro reservoirs and the natural logarithm of the change in hydro reservoir levels, as independent variables. Using a regression analysis, the model achieves an R-squared of 94.9% and, when forecasting the weekly spot prices, the model achieves a MAPE of 7.5% and under-forecasts the spot price by 1.4 NOK/MWh [11].

Knapik [12] used three models to model and forecast electricity price jumps in the Nordic power market: an autoregressive ordered probit with and without explanatory variables, homogenous and non-homogenous Markov models with and without explanatory variables [13,14], and autoregressive conditional multinomial models with and without explanatory variables. The explanatory variables consist of electricity spot prices, heating degree days, consumption, wind power production and water reservoir levels. Knapik [12] determined the best-fit method to be an autoregressive conditional multinomial model with explanatory variables [15,16]; that is, an ACM (1.1), which captured 81% of the jumps in the period. Knapik [12] also made use of the Markov switching-regime model and a stochastic volatility model. When combining the models (the MS-ARX-SV model), however, the results were worse than the estimations from the individual models.

In recent decades, computer intelligence-based models have emerged as alternatives to the more traditional statistics-based forecasting methods [17], and several studies [4,18] have presented different types of models for the forecasting of electricity prices and electricity demand. Using machine-learning approaches, Kurbatsky et al. [17] presented two hybrid models, based on artificial neural network and support vector machine approaches, both using the Hilbert-Huang transform [19]. These hybrid models are used to forecast the electricity price in the Nord Pool market one hour ahead.
neural network performs best with a MAPE of 3.12%, a mean average error (MAE) of 1.44 and a root mean squared error (RMSE) of 1.92 [17]. This is generally 0.5–1% better than the support vector machine approach [20,21]. Saâdaoui introduced a seasonal autoregressive neural network to forecast the electricity price in the Nord Pool market in a 72-h horizon. The approach performs well, with an overall RMSE of 1.46 and a MAPE of 3.65% in the 72-h ahead horizon, which is significantly lower than the benchmark models [22].

The stochastic nature of the wind introduces numerous challenges to the grid operator, since the power produced by a wind farm is critically dependent on the volatility of the wind. Moreover, unexpected variations in wind power production may increase the operating costs of the electrical grid, by the growing requirements of the primary reserves and potential risks to the supply reliability [23].

Wind power has proven to be a viable renewable energy source in the electricity mix, and the successful deployment of wind power capacities increases the need for reliable wind power forecasts as input to decision-making problems (transmission system operators and participation in the electricity market) [24,25]. The increased deployment of renewable energy sources has made the dynamics of the electricity spot prices even more complex with more extreme prices that are very difficult to predict [26].

The Danish price area DK1 may be seen as a representation of the future deregulated electricity market with a high share of renewable energy sources, although the share of wind power in this area is larger than anywhere else in the world. The effects of the high wind power penetration can plausibly be detected in other markets, such as Germany or Spain [26]. Studying the impact of the high penetration of wind power on the power grid, evidence shows that the effect of intermittent wind power decreases the electricity prices in Germany, while increasing the price volatility [27]. This effect is induced by the merit-order effect, as the demand for electricity is supplied by sources with a lower marginal cost [27].

2. Research Materials and Methods

An initial literature review was conducted to identify best-practice methods for high-resolution electricity spot price forecasting for the Danish power market. The literature review concluded that academia and industry remain challenged by the stochastic nature of wind power when developing methods and models for power forecasting. It was also found that the literature focusing on the Nordic power market presents different metrics for evaluating the performance of the model. The literature presents metrics such as MAE, WMAE, RMSE and MAPE. As seen in the introduction, there are different methods for evaluating forecasting models, including the four methods stated above. This paper uses MAE, RMSE and MAPE to evaluate the forecasting accuracy. MAE is defined as the sum of errors divided by the number of fitted points:

\[
\text{MAE} = \sqrt{\frac{\sum_{t=1}^{n}(y_t - \hat{y}_t)}{n}}
\]  

RMSE is commonly used in statistics to evaluate the accuracy of statistical models. RMSE is defined as the square root of the sum of errors divided by the number of fitted points:

\[
\text{RMSE} = \sqrt{\frac{\sum_{t=1}^{n}(y_t - \hat{y}_t)^2}{n}}
\]  

where \(y_t\) denotes the actual value of the electricity price, \(\hat{y}_t\) denotes the forecasted value of the electricity price and \(n\) denotes the number of fitted points.

MAPE is defined as the sum of the absolute value errors divided by the actual value divided by the number of fitted points:

\[
\text{MAPE} = \frac{\sum_{t=1}^{n}|y_t - \hat{y}_t|}{n}
\]
The literature presents various types of forecasting models. These models can be divided into six overall types of models, including multi-agent models, fundamental models, reduced-form models, statistical models, computational intelligence models and models combining two or more of the above into hybrid models (Weron, 2014). The simulations are based on big data collected from the Danish transmission system operator Energinet and Nord Pool, the Nordic power exchange. The data used in the empirical study is collected from hourly data from the period 1 January 2014 to 31 December 2015. Data from 1 January 2016 to 31 December 2016 is reserved to evaluate the out-of-sample performance of the models. The first part of the empirical study aims at finding the main price drivers of the electricity price development in one month. The data consists of production data, consumption data, price data from the year before the month of interest, exchange between the price area as well as the surrounding price areas. The data available for the regression model is shown in Table 1.

| Type of Variable | Production Type | Area       |
|-----------------|----------------|------------|
| Consumption     |                | DK1        |
| Production      | Wind power     | DK1        |
|                 | Solar power    | DK1        |
|                 | Thermal power  | DK1        |
| Price the year before |            | DK1        |
| Transmission line capacity |            | DK1 to Norway |
|                  |                | Norway to DK1 |
|                  |                | DK1 to Sweden |
|                  |                | Sweden to DK1 |
|                  |                | DK1 to Germany |
|                  |                | Germany to DK1 |
| Physical exchange on transmission lines |            | DK1 and Norway |
|                 |                | DK1 and Sweden |
|                 |                | DK1 and Germany |

This study underscores the need for complex and sophisticated models, by testing simplistic statistical models with fundamental variables in electricity spot price forecasting. Few, if any, have developed forecasting algorithms that sufficiently meet the increasing demands from grid operators and the electricity consumers toward the sustainability of the system. Furthermore, the current paper tests the three forecasting error evaluation metrics shown in formulas (1–3) above, to find the most suitable way of evaluating high-resolution forecasts.

2.1. Multivariable Linear Regression Analysis

A multivariable linear regression analysis is applied to determine which factors to use in modeling and forecasting the electricity spot price in DK1. The multivariable linear regression analysis provides measures for goodness of fit and statistical significance. The coefficients of the regression analysis are estimated using ordinary least squares (OLS).

2.2. Goodness of Fit

The coefficient of determination (denoted as R-squared, which is an analysis of the residuals) is used as a check of the goodness of fit of the model. R-squared is defined as the sum of squares due to regression, divided by the total sum of squares corrected by the mean:

\[ R^2 = \frac{\sum_{t=1}^{n} (\hat{y}_t - \bar{y})^2}{\sum_{t=1}^{n} (y_t - \bar{y})^2} \]
where $\hat{y}_t$ denotes the $t$th predicted value of $y$ and $y_t$ denotes the $t$th value of $y$, $\bar{y}$ denotes the average of the $\hat{y}_t$ [28].

2.3. Statistical Significance

T-tests are used to check the statistical significance by testing the overall fit and individual parameters. To determine which variables can be used as explanatory variables for the electricity spot price in DK1, a multivariable linear regression analysis is conducted using Stata. The t-statistics is used to test whether the given variable is statistically significant from zero, values below $-1.96$ and greater than $1.96$ being defined as statistically significant when using a 95% confidence interval.

3. Analysis

The first part of this analysis explores the main price drivers of the electricity price development in a one-month time horizon. The data consists of production data, consumption data, price data from the year before the month of interest, exchange between the price area, as well as the surrounding price areas. The data available for the regression model is shown in Table 1. The following parts of the analysis use the main price drivers to model and forecast the electricity spot prices in DK1.

3.1. Main Electricity Spot Price Drivers in DK1

The regression analysis of the electricity spot price with all the variables presented in Table 1 was performed, and the variables with a t-value greater than $-1.96$ and lower than $1.96$ were removed (see results in Table 2). ConsumpDK1 denotes the power consumption in DK1, WPPDK1 denotes the wind power production in DK1, Thermal or ThermalDK1 denotes the thermal power production in DK1 and Year1 denotes the electricity spot price in DK1 the year before in the same month. Finally, there are variables of capacity on the transmission lines and physical exchange, where, for example, NorwaytoDKWest denotes the capacity on the transmission line from Norway to DK1, whereas DKWestandNorway denotes the physical exchange between DK1 and Norway (Table 2).

From the regression analysis (Table 2), the main drivers of electricity in January 2014 are power consumption, wind power production, thermal power production, electricity spot price the year before and the transmission line capacity from Norway to DK1 and DK1 to Germany. The regression analysis of the electricity spot price (Table 2) shows that the main drivers in April 2014 are wind power production, thermal power production, electricity spot price the year before and the transmission line capacity from Sweden to DK1 and DK1 to Germany, as well as the physical exchange of power between DK1 and Norway.

The main drivers in January 2015 are thermal power production, electricity spot price the year before, transmission line capacity from DK1 to Norway, DK1 to Sweden, Sweden to DK1 and DK1 to Germany (see Table 2). The linear regression analysis of the electricity spot price and the main drivers in April 2015 (Table 2) show that the main drivers are wind power production, solar power production, thermal power production and the transmission line capacity from Germany to DK1.

The main drivers are generally the dominant power sources—thermal and wind power—and the historical electricity spot price can be used to provide information about the month of interest. The capacity on the transmission lines is not as significant as the power production and the electricity spot price the year before. It is interesting, however, that the electricity consumption is only statistically significant as an explanatory variable in one of the four cases, as electricity prices depend strongly on the demand for electricity; that is, the consumption [8].
Table 2. Linear regression analysis of the electricity spot price to determine main price drivers (data from January 2014, April 2014, January 2015 and April 2015).

| Variable (January-14) | Coef. | t-Value | p > |t| | Variable (January-15) | Coef. | t-Value | p > |t| |
|-----------------------|-------|---------|-----|---|-----------------------|-------|---------|-----|---|
| Consumption           | 0.003973 | 6.09    | 0.000 |   | Thermal               | 0.0155714 | 26.68   | 0.000 |   |
| Wind power            | −0.0015818 | −4.08  | 0.000 |   | Price year-1          | 0.1130759 | 4.87    | 0.000 |   |
| Thermal               | 0.0119098 | 16.88   | 0.000 |   | DK1-NO                | −0.0046025 | −4.31   | 0.000 |   |
| Price year-1          | 0.1718442 | 10.10   | 0.000 |   | DK1-SE                | −0.0139175 | −3.48   | 0.001 |   |
| NO-DK1                | 0.0378421 | 3.14    | 0.002 |   | SE-DK1                | −0.0099762 | −2.77   | 0.006 |   |
| DK1-DE                | −0.007974 | −6.02   | 0.000 |   | DK1-DE                | −0.0227157 | −3.91   | 0.000 |   |
| Constant              | −45.20015 | −3.70   | 0.000 |   | Constant              | −11.38822 | −6.124  | 0.000 |   |

| Variable (April-14)   | Coef. | t-Value | p > |t| | Variable (April-15)   | Coef. | t-Value | p > |t| |
|-----------------------|-------|---------|-----|---|-----------------------|-------|---------|-----|---|
| Wind power            | −0.001593 | −5.76  | 0.000 |   | Wind power            | 0.0155714 | 26.68   | 0.000 |   |
| Thermal               | 0.0145145 | 33.29  | 0.000 |   | Solar power           | 0.1130759 | 4.87    | 0.000 |   |
| Price year-1          | 0.0559003 | 3.08   | 0.002 |   | Thermal               | −0.0046025 | −4.31   | 0.000 |   |
| SE-DK1                | 0.015253 | 3.50    | 0.001 |   | DE-DK1                | −0.0139175 | −3.48   | 0.001 |   |
| DK1-DE                | 0.0020147 | 3.04   | 0.002 |   | Constant              | −11.38822 | −6.124  | 0.000 |   |
| DE-DK1                | −0.0025827 | 6.23   | 0.000 |   | DK1-NO                | 0.0025827 | 6.23    | 0.000 |   |

3.2. Modeling Electricity Spot Price in DK1

The modeling of the electricity spot price in DK1 is based on data from the months used in the previous section. It consists of the variables found as explanatory variables, which were also found in the previous section. From the analysis of the electricity spot price with explanatory variables, the linear regression model provides an R-squared on average of 0.75. The regression results can be seen in Appendix A.

Using the OLS regression model to estimate the coefficients of the independent variables of the electricity spot price, we find an RMSE average of 4.16 (see Appendix A). The literature suggests using power consumption, wind power production and previous prices to model and forecast the electricity spot price in the Nordic power market [10–12]. Using the power production, including wind power and thermal power, the power consumption and previous electricity spot prices as variables in the regression model for January 2014 (Appendix B), the performance of the model is nearly the same as using the variables shown in Table 2. The overall R-squared drops by 0.0128 and the RMSE increases by 0.1455 when comparing performance for January 2014.

Solar power is not included, as it was found to be non-statistically significant. When using consumption, production and previous prices as explanatory variables (Appendix B) without including the transmission line capacity, as well as the physical exchange between DK1 and neighboring countries, the average of the overall goodness of fit decreases by 0.0156, while the RMSE increases by 0.105 for all four test periods.

Below (Figure 2), the realized and modeled electricity spot prices with a linear model are shown for power consumption, thermal power production and previous prices.
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**Figure 2.** The electricity spot price realized compared with the linear regression model. (a) shows data for January 2014, (b) April 2014, (c) January 2015 and (d) April 2015.

The summary statistics of the modeled and realized electricity spot prices were calculated. The results are shown in Table 3 below.

| EUR/MWh | January-14 | April-14 | January-15 | April-15 |
|---------|------------|----------|------------|----------|
| Sample size | 744 | 744 | 720 | 720 |
| Mean | 30.26 | 30.26 | 28.13 | 28.13 |
| Std. Deviation | 11.08 | 9.77 | 8.93 | 7.77 |
| Variance | 122.85 | 95.39 | 79.70 | 60.36 |
| Min | -0.05 | 7.23 | -13.49 | 14.44 |
| Max | 70.68 | 61.28 | 59.60 | 48.60 |

The summary statistics in Table 3 show that the mean of the linear model is identical with the realized electricity spot price. The linear model does not detect all of the spikes and drops (i.e., positive and negative price jumps), resulting in a lower variance and lower standard deviation than the realized electricity spot price. See Appendix D for the estimated parameters for the explanatory variables.

3.3. The Linear Forecasting Model

Using the linear model to forecast the electricity spot price requires a forecast of the power consumption and power production. The power consumption in this context is wind power production.
and thermal power production, as an analysis of the main price drivers showed that solar power production is statistically non-significant. The overall description of the model is presented in Figure 3.

![Figure 3. Overview of the linear forecasting model.](image)

The model uses a linear regression analysis to estimate the coefficients of the input variables, which are used to describe the electricity spot price. The input data consists of historical power consumption, wind power production, thermal power production and electricity spot prices.

After the coefficient has been estimated, three different forecasts are used as inputs in the electricity spot price forecast. The wind power forecast is multiplied by the coefficient of wind power production, the thermal power forecast by the coefficient of thermal power production, the power consumption forecast by the coefficient of wind power and the electricity spot price the year before with the corresponding coefficient. The method for forecasting power consumption is presented in the next section.

### 3.3.1. Forecasting Power Consumption

The prediction of power consumption is based on average values for a specific month of year over the past 10 years. The average power consumption for the month of January over the 10-year period is calculated, and then calendar effects are multiplied to give a forecasted consumption for the month of interest. Including the calendar effects of a month of year to the power consumption, as suggested in the literature [8,29], the demand is as follows in Figure 4.

In this paper, the types of calendar effects are defined as weekend/holiday, workday, holiday not weekend, and workday after holiday. Estimating the coefficients of calendar effects was performed using the OLS method between the forecasted consumption and the realized consumption (see Appendix E for the calendar effects of the different types of days). The out-of-sample forecasts represent an average of the previous year’s coefficients. The in-sample comparison of forecasted consumption and realized consumption in DK1 can be seen in Figure 5 below. The power consumption forecasting method can be defined by the figure below (Figure 6). In the next section, the method of forecasting the power production is presented.
The method of forecasting the power production is presented. Consumption forecasting method can be defined by the figure below (Figure 6). In the next section, consumption and realized consumption in DK1 can be seen in Figure 5 below. The power represents an average of the previous year’s coefficients. The in-sample comparison of forecasted (see Appendix E for the calendar effects of the different types of days). The out-of-sample forecasts performed using the OLS method between the forecasted consumption and the realized consumption not weekend, and workday after holiday. Estimating the coefficients of calendar effects was.

3.3.2. Forecasting Power Production

To forecast wind power production, WinFor (formerly known as WPPT), provided by ENFOR, was used. This model is the medium-range forecast ECMWF ensemble, consisting of 50 individual.

The thermal power production can be described using a linear regression model with the power production compared to the realized wind power production. The percentiles from 5% up to 95% were used in the regression (Figure 6).

Figure 4. In-sample forecast of power consumption compared to realized consumption in the Danish electricity market (DK1), January 2014.

Figure 5. Thermal power production modeled as a function of power consumption and wind power production compared to the realized thermal power production. (a) shows data for January 2014, (b) April 2014, (c) January 2015 and (d) April 2015.
3.3.2. Forecasting Power Production

To forecast wind power production, WinFor (formerly known as WPPT), provided by ENFOR, was used. This model is the medium-range forecast ECMWF ensemble, consisting of 50 individual ensemble members. The model combines the data from ECMWF with the power production data from Energinet.dk. WinFor provides 5% percentile forecasts 12 days ahead. The estimated coefficients for forecasting power production (both wind and thermal) can be found in Appendix F.

Wind Power Production

The 5% percentile WinFor model forecasts were used in a linear regression analysis to estimate the actual wind power production. The percentiles from 5% up to 95% were used in the regression model as independent variables. The figures below show the forecasts of the wind power production, compared to the realized wind power production in the four in-sample periods (see Appendix F for the coefficients).

Thermal Power Production

The thermal power production can be described using a linear regression model with the power consumption and wind power production as explanatory variables. From a regression analysis from January 2014, a linear model performed with an R-squared of 0.65 with power consumption and wind power production as independent variables. The coefficients can be found in Appendix F. The thermal power forecast was formed using the average of the estimated coefficients from a linear regression model of the wind power production and power consumption from the month of interest for the two years prior to the forecasting month.

In the regression analysis from April 2014, a linear model performed with an R-squared of 0.75 with power consumption and wind power production as independent variables. The regression analysis from January 2015 reached an R-squared of 0.83, while the regression analysis from April 2015 reached an R-squared of 0.56. When using the 12-day-ahead forecast and the power consumption forecast as inputs, the modeled thermal power production reached an R-squared of 0.57 in January 2014, which is a 0.08 decrease. In April 2014, the model reached an R-squared of 0.5, which is a decrease of 0.25. In January 2015, the model reached an R-squared of 0.54, i.e., a 0.29 decrease, and the model reached an R-squared of 0.56 in April 2015, which is the same as the result of the regression analysis of the thermal power production, the actual wind power production and the actual power consumption. The out-of-sample forecast for January 2016 used an average of the coefficients of January 2014 and 2015. The last forecast performed was the price, as follows.

3.3.3. The Electricity Spot Price

The linear model with estimated parameters from the linear modeling of the electricity price with power production, power consumption and previous prices as explanatory variables is presented in the Figure 7 for the four in-sample periods. The parameters are shown in Table 4.
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The linear model with estimated parameters from the linear modeling of the electricity price with power production, power consumption and previous prices as explanatory variables is presented in the Figure 7 for the four in-sample periods. The parameters are shown in Table 4.

Figure 7. Electricity spot price forecast based on the linear regression model compared to the realized electricity spot price. The top-left shows data for January 2014 (a), the top-right April 2014 (b), the bottom-left January 2015 (c) and the bottom-right April 2015 (d).

Table 4 below presents the summary statistics for the forecasted electricity spot price and realized electricity spot price.

| EUR/MWH | January-14 | April-14 | January-15 | April-15 |
|---------|------------|----------|------------|----------|
|         | Real       | Model    | Real       | Model    | Real   | Model   | Real   | Model   |
| Sample size | 288       | 288      | 288        | 288      | 288    | 288     | 288    | 288     |
| Mean    | 24.38      | 24.49    | 28.92      | 29.84    | 19.15  | 19.35   | 36.13  | 10.84   |
| Std. Deviation | 6.49       | 9.31     | 4.58       | 7.46     | 5.52   | 12.95   | 8.64   | 7.10    |
| Variance | 42.10      | 86.62    | 20.99      | 55.62    | 30.45  | 167.69  | 74.64  | 50.36   |
| Min     | 7.23       | −0.05    | 18.15      | 13.32    | 6.17   | −31.41  | 13.56  | −8.36   |
| Max     | 40.01      | 39.66    | 39.72      | 59.60    | 33.57  | 58.84   | 57.34  | 30.24   |

Table 4 shows that the January 2014, April 2014 and January 2015 forecasts provide precise predictions of the average electricity spot price for the period. April 2015, on the other hand, did not perform well when comparing the forecast and realized average electricity spot prices. Since the model cannot predict low prices particularly well, a general lack of variance is seen for the three first forecasts.
3.3.4. Model Evaluation of In-Sample Forecasts

In this section, the model presented is evaluated using the metrics from the previous section. From the metrics used to evaluate the model, April 2014 performed best with the lowest RMSE (4.22) and MAPE (13.42%), and a relatively low MAE (−0.93) compared to the other months. January 2014 performed best when considering the MAE (−0.12) and with a relatively low RMSE (4.52) as well. April 2015 was the worst-performing forecast, with a high MAE (25.29), RMSE (25.42) and MAPE (1541.41%) compared to the other in-sample forecasts.

3.3.5. Out-of-Sample Forecasts

In the following section, an out-of-sample prediction is performed, based on the proposed model in this paper. Data from the first half of January 2016 was used, and the calendar effects are summarized in Table 5.

| Consumption DK1 | 2014 | 2015 | 2016 |
|-----------------|------|------|------|
| Month           |      |      |      |
| Weekend/holiday | 0.823| 0.854| 0.77 | 0.824| 0.7965|
| Workday         | 1.006| 1.047| 0.954| 1.028| 0.98 |
| Holiday not weekend | 0.926| 0.876| 0.93 | 0.851| 0.928|
| Day after holiday | 0.957| 0.948| 0.911| 0.914| 0.934|

Figure 8 was forecasted using the same method as mentioned in Section 3.3.1. The type-of-day effect coefficients used for forecasting the power consumption in the out-of-sample period are shown in Table 5. An out-of-sample comparison of the forecasted power consumption and the realized power consumption in DK1 can be seen in Figure 9.

Figure 8. Out-of-sample forecast of power consumption compared with realized consumption in DK1, January 2016.
Wind power production forecasts were conducted using the WinFor 5% percentile forecasts, which were also combined to forecast the thermal power production in the month of interest.

Using the forecasts shown in Figure 9, the electricity spot price forecast was constructed and is presented in Figure 10.

![Figure 9](image)

**Figure 9.** (a) Shows wind power production forecast in DK1, January 2016, based on WinFor percentile forecast. (b) Shows thermal power production forecast in DK1, January 2016, based on forecasted power consumption and WinFor percentile forecast.

**Figure 10.** Out-of-sample forecast of the electricity spot price in DK1 for the first half of January 2016.

The estimation of the coefficients of the out-of-sample forecast is an average of the two in-sample forecast coefficients from January (see Table 6 below for the coefficients).

| Month       | Elspot DK1 | 2014 | 2015 | 2016 |
|-------------|------------|------|------|------|
|             | Consumption| 0.00327 | 0.00191 | −0.00060 | 0.00720 | 0.00134 |
|             | Wind power | −0.00326 | −0.00217 | −0.00068 | −0.00681 | −0.00197 |
|             | Thermal power | 0.01270 | 0.01349 | 0.01661 | 0.01533 | 0.01465 |
|             | Previous price | 0.17863 | 0.03121 | 0.11946 | −0.02174 | 0.14905 |
|             | Constant | −0.57126 | 10.16966 | −1.62510 | 12.48431 | −1.09818 |

### 3.3.6. Out-of-Sample Forecast Results

Evaluating the out-of-sample performance of the model concludes that it is similar to the in-sample performance in terms of the first three forecasts. The model predicted the average electricity spot
price lower than the realized, and the RMSE is in the same range as the in-sample predictions when excluding April 2015 from the comparison, as shown in Table 7.

| Error Measure | 2014  | 2015  | 2016  |
|---------------|-------|-------|-------|
|                | January | April | January | April | January |
| MAE            | −0.12 | −0.93 | −0.20 | 25.29 | −4.03 |
| RMSE           | 4.52  | 4.22  | 8.30  | 25.42 | 6.22  |
| MAPE           | 524.94% | 13.42% | 1884.0% | 1541.41% | 235.29% |

4. Discussion

The complexity of the forecasting models available for forecasting electricity spot prices generally increases when using more sophisticated methods, such as neural networks and support vector machines. This complexity leads to a greater demand for computational power, as well as an increased demand for data points to be considered.

This paper presents a simple statistical method with explanatory variables for forecasting the electricity spot prices based on historical data used to estimate parameters and a wind power production forecast. The forecasting model can predict the electricity spot price based on a wind power production forecast for DK1, an electricity consumption forecast for DK1 and previous prices for the year before. The wind power production and electricity consumption forecasts are used to predict the DK1 thermal power production. The estimation of parameters was performed based on the coefficients of a linear regression analysis from the same month of interest the two previous years.

From the analysis of the electricity spot price with power production, power consumption and previous prices as explanatory variables, the linear regression model provides an R-squared on average of 0.73 and an RMSE of 4.26. When forecasting the electricity spot prices over a 12-day period, the model provides an in-sample RMSE of 4.52 for January 2014 and an out-of-sample RMSE of 6.22 for January 2016. When using an ARX model, the regression results reach 0.87–0.88 for a day-ahead forecasting [10]. Using a seasonal neural network approach for 72-h-ahead forecasting [22] presented a model with an overall RMSE of 1.46 for the period, which is more than four times greater than the simple linear model, but the forecasting period is also four times shorter than the forecasting period for the simple linear model.

The artificial neural network approach provides a one-hour-ahead forecast with a MAE of 1.44 and an RMSE of 1.92 [17]. The simple linear model provides an in-sample MAE of −0.12 and out-of-sample MAE of −4.04. The results from the comparative analysis are interesting, as: (1) they provide an overview of which forecasting models to use for which scenarios; (2) improved forecasting models are likely to increase the accuracy in energy supply assessments, thereby improving the grid operator’s ability to plan for additional renewable energy input and, finally, (3) they support the continuation of new wind farm installations aimed at meeting the global climate target.
5. Conclusions

The increase of power production based on renewable energy sources—wind especially—has made it more complicated to forecast electricity prices. This study has examined the country with the highest share of wind power production in the combined energy system, namely Denmark. The Danish electricity market is highly dependent on the performance of the country’s wind farms, which naturally affects electricity prices. Various forecasting models have been considered for best-practice forecasting, and a method requiring little to no computational resources has been proposed.

Many of the models are linear models based on statistics that are more sophisticated, whereas this paper tests a simple linear regression model to perform electricity spot price forecasts for a 12-day period. From the linear regression analysis, the main price drivers were found to be exchange rates between DK1 and the neighbor areas, as well as power production in DK1, such as wind power, thermal power and the demand for electricity in DK1.

This paper proposes a simple linear model to forecast the electricity prices 12 days ahead with hourly resolution, with significantly larger errors than the models presented in the literature, but the simple model provides hourly price forecasts for 4–12 times longer forecasting horizons than the models in the literature.

These results mean that grid operators, energy traders etc. can estimate prices with an hourly resolution up to 12 days ahead, which supports the continuous development of wind power, as such knowledge can guide storage technologies and other ancillary services.
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Appendix A

Table A1. Goodness of fit from the linear regression analysis of the electricity spot price and explanatory variables.

|          | January-14 | April-14 | January-15 | April-15 |
|----------|------------|----------|------------|----------|
| # of obs.| 744        | 720      | 744        | 720      |
| F(6737)  | 459.03     | 445.77   | 399.04     | 203.04   |
| Prob > F | 0.000      | 0.000    | 0.000      | 0.000    |
| R²       | 0.7889     | 0.7574   | 0.7646     | 0.6955   |
| Adj R²   | 0.7872     | 0.7555   | 0.7627     | 0.6921   |
| RMSE     | 5.1132     | 4.4127   | 5.7674     | 4.3688   |

Appendix B

Table A2. Regression results from January 2014 with only consumption, production and price as explanatory variables.

| Variable               | Coefficient | t-Value | p > | | January 2014 |
|------------------------|-------------|---------|-----|------|----------------|
| Consumption DK1        | 0.0032633   | 5.09    | 0.000 | No. of obs. = 744 |
| Wind power DK1         | −0.0032635  | −10.78  | 0.000 | F(4739) = 640.41 |
| Thermal power DK1      | 0.126976    | 20.06   | 0.000 | Prob > F = 0.000 |
| Price year before      | 0.1785151   | 10.51   | 0.000 | R² = 0.7761     |
| Constant               | −0.558318   | −0.51   | 0.610 | RMSE = 5.2587   |
Appendix C

Table A3. Goodness of fit from the linear regression analysis of the electricity spot price and consumption, production and previous prices as explanatory variables.

| January-14 | April-14 | January-15 | April-15 |
|------------|----------|------------|----------|
| # of obs.  | 744      | # of obs.  | 720      |
| F(6737)    | 640.41   | F(5714)    | 459.03   |
| Prob > F   | 0.000    | Prob >F    | 0.000    |
| R²         | 0.7761   | R²         | 0.7574   |
| Adj R²     | 0.7749   | Adj R²     | 0.7557   |
| RMSE       | 5.2587   | RMSE       | 4.4127   |

Table A4. Regression results with only consumption, production and price as explanatory variables.

| Elspot DK1 | January-14 | April-14 | January-15 | April-15 |
|------------|------------|----------|------------|----------|
| Consumption| 0.0032706  | 0.001908 | -0.0005983 | 0.0072027|
| Thermal    | 0.0126954  | 0.013486 | 0.0166092  | 0.0153289|
| Wind power | -0.0032634 | -0.0021707| -0.0006843 | -0.0068137|
| Price year-1| 0.17863   | 0.0312093| 0.1194596  | -0.0217422|
| Constant   | -0.5712642| 10.16966 | -1.625101  | 12.48431 |

Appendix D

Table A5. Estimated coefficients for the electricity price based on the linear model as presented in this paper.

| Elspot DK1 | 2014 | 2015 |
|------------|------|------|
| Month      | January | April | January | April |
| Consumption| 0.00327 | 0.00191 | -0.00060 | 0.00720 |
| Wind power | -0.00326 | -0.00217 | -0.00068 | -0.00681 |
| Thermal    | 0.01270 | 0.01349 | 0.01661 | 0.01533 |
| Previous price| 0.17863  | 0.03121 | 0.11946 | -0.02174 |
| Constant   | -0.57126 | 10.16966 | -1.62510 | 12.48431 |

Appendix E

Table A6. Coefficients of calendar effects on consumption (type-of-day), 2014 and 2015.

| Type of Day       | January-14 | April-14 | January-15 | April-15 |
|-------------------|------------|----------|------------|----------|
| Weekend/holiday   | 0.823      | 0.854    | 0.77       | 0.824    |
| Workday           | 1.006      | 1.047    | 0.954      | 1.028    |
| Holiday not weekend| 0.926     | 0.876    | 0.93       | 0.851    |
| Day after holiday | 0.957      | 0.948    | 0.911      | 0.914    |
### Appendix F

#### Table A7. The estimated coefficients for wind power production.

| Wind Power | 2014       | 2015       |
|------------|------------|------------|
| Month      | January    | April      | January    | April      |
| WPPT05     | 0.29344    | −0.5967    | 0.38578    | −0.73988   |
| WPPT10     | 0.82246    | 1.0013     | −0.11668   | −0.40677   |
| WPPT15     | −2.30561   | −3.0077    | −0.42248   | 1.68879    |
| WPPT20     | 3.26016    | 2.3138     | 1.59297    | −3.02293   |
| WPPT25     | −1.38992   | −2.4210    | −2.04245   | −1.41484   |
| WPPT30     | −1.45008   | 5.2475     | −0.61475   | −1.48833   |
| WPPT35     | 0.59481    | −3.0190    | 2.21813    | 5.44658    |
| WPPT40     | −0.26595   | 3.2696     | 1.75789    | 1.48308    |
| WPPT45     | 2.99019    | −1.3141    | 0.03274    | −2.30750   |
| WPPT50     | −0.81808   | 0.8688     | −2.03625   | 0.87657    |
| WPPT55     | 1.34448    | −1.8354    | −0.04052   | 0.81464    |
| WPPT60     | −2.07481   | 0.4253     | 0.60861    | −3.32306   |
| WPPT65     | 1.33618    | −4.017     | 0.02273    | 2.17031    |
| WPPT70     | −0.75306   | −0.6980    | −1.65673   | −0.68569   |
| WPPT75     | −1.43800   | 0.0249     | −0.68078   | 0.35815    |
| WPPT80     | −0.86247   | 0.2800     | 0.69587    | −0.34501   |
| WPPT85     | 0.79221    | 0.6030     | 1.05266    | 0.49869    |
| WPPT90     | 0.87415    | −0.9127    | −1.83237   | 0.83267    |
| WPPT95     | −0.19855   | 0.4314     | 1.38187    | −1.01453   |
| Constant   | 1707.94    | 812.10     | 1930.40    | 1376.56    |

#### Table A8. The estimated coefficients for thermal power production.

| Thermal Power | 2014       | 2015       |
|---------------|------------|------------|
| Month         | January    | April      | January    | April      |
| Consumption   | 0.46321    | 0.73048    | 0.56598    | 0.84763    |
| WPPT05        | −0.18120   | 1.19178    | −0.09360   | 0.12580    |
| WPPT10        | 0.12957    | −0.83908   | −0.00967   | −0.73424   |
| WPPT15        | 0.51461    | 0.51051    | 0.35301    | 1.14204    |
| WPPT20        | −1.49668   | −0.32472   | −0.63740   | 0.34767    |
| WPPT25        | 1.21152    | 0.40881    | 0.39731    | −1.49343   |
| WPPT30        | 0.57440    | −2.44020   | 0.47652    | −0.77859   |
| WPPT35        | −0.24629   | 1.58495    | −0.97346   | 0.07841    |
| WPPT40        | −0.17648   | −1.13179   | −0.02981   | 0.43121    |
| WPPT45        | −1.34369   | 0.86338    | 0.40721    | 0.10801    |
| WPPT50        | 1.31782    | −0.30142   | 0.24101    | −0.68486   |
| WPPT55        | −1.15656   | 0.53303    | −0.34570   | 1.24667    |
| WPPT60        | −0.07196   | −0.03119   | −0.66508   | −0.59661   |
| WPPT65        | 0.83016    | −0.31992   | 0.78093    | 0.21343    |
| WPPT70        | 0.27646    | 0.44352    | 0.21993    | −0.29336   |
| WPPT75        | −0.32213   | 0.00580    | −0.03114   | −0.07040   |
| WPPT80        | 0.45210    | 0.04879    | 0.10984    | 0.01820    |
| WPPT85        | −0.24047   | −0.35918   | −0.39291   | −0.18075   |
| WPPT90        | −0.12406   | 0.28176    | 0.45587    | 0.30439    |
| WPPT95        | −0.04894   | −0.28580   | −0.20897   | 0.48999    |
| Constant      | 374.681    | 74.217     | −322.274   | −361.510   |
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