Molecular spin qubits are chemical nanoobjects with promising applications that are so far hampered by the rapid loss of quantum information, a process known as decoherence. A strategy to improve this situation involves employing so-called Clock Transitions (CTs), which arise at anticrossings between spin energy levels. At CTs, the spin states are protected from magnetic noise and present an enhanced quantum coherence. Unfortunately, these optimal points are intrinsically hard to control since their transition energy cannot be tuned by an external magnetic field; moreover, their resilience towards geometric distortions has not yet been analyzed. Here we employ a python-based computational tool for the systematic theoretical analysis and chemical optimization of CTs. We compare three relevant case studies with increasingly complex ground states. First, we start with vanadyl(IV)-based spin qubits, where the avoided crossings are controlled by hyperfine interaction and find that these $S = 1/2$ systems are very promising, in particular in the case of vanadyl complexes in an L-band pulsed EPR setup. Second, we proceed with a study of the effect of symmetry distortions in a holmium polyoxotungstate of formula $\text{[Ho(W}_2\text{O}_{18})_2]^{9-}$ where CTs had already been experimentally demonstrated. Here we determine the relative importance of the different structural distortions that causes the anticrossings. Third, we study the most complicated case, a polyoxopalladate cube $\text{[HoPd}_2\text{(AsPh}_3\text{O}_8)\text{O}_3]^{3-}$ which presents an unusually rich ground spin multiplet. This system allows us to find uniquely favorable CTs that could nevertheless be accessible with standard pulsed EPR equipment (X-band or Q-band) after a suitable chemical distortion to break the perfect cubic symmetry. Since anticrossings and CTs constitute a rich source of physical phenomena in very different kinds of quantum systems, the generalization of this study is expected to have impact not only in molecular spin science but also in other related fields such as molecular photophysics and photochemistry.

of resilience against the two decoherence sources can be found in the many possible different spins systems.

Molecular magnetism offers an attractive approach to design spin qubits. In molecular spin qubits, the spin typically resides on a magnetic metal ion, and chemical design of the coordination complex offers possibilities for a rational optimization of the physical properties, making them a promising pathway to achieve coherent qubits. The local coordination of the ion strongly influences the qubit properties by determining the wave functions of its $|0\rangle$ and $|1\rangle$ states. In comparison with solid-state approaches, coordination chemistry offers a tremendous range of possible environments and, therefore, of designing qubits with suitable characteristics, conferring a competitive advantage to magnetic molecules over other promising candidates such as NV centers in diamond or phosphorus impurities in silicon. At the same time, molecular spin qubits allow comparable survival time of quantum spin coherence $T_2$, the characteristic time of the exponential decay of spin echoes, typically associated to spin–spin relaxation processes. The optimal conditions to obtain the maximum
values of $T_2$ for all solid state approaches include extreme dilution of the spin in a diamagnetic matrix. The reason for this requirement is the linear dependence of the transition energy between two states of a spin qubit as a function of the local field, due to the Zeeman effect, which means that qubits are strongly affected by the magnetic noise generated by neighboring spins.

Chemistry provides a promising method, complementary to dilution, to effectively “engineer” the molecular spin states to reduce this noise and thereby obtain longer quantum coherence times $T_2$. The origin of this quantum stability is the special wavefunction mixing happening when the spin states $|\uparrow\rangle$ and $|\downarrow\rangle$ experience an avoided level crossing, giving rise to a tunneling splitting $\Delta_{\text{CT}}$. At these avoided crossings the two spin states present zero Zeeman slope, making the transition frequency $\Delta$ between these two states insensitive to small changes in the magnetic field. This results in optimal operating points, known as Clock Transitions (CTs) and are characterized by the magnitude of their tunneling splitting $\Delta_{\text{CT}}$ (see Fig. 1 up). Since this protection is only absolute at a particular field $B_{\text{CT}}$, one can compare the protection offered by CTs in different systems by quantifying the curvature at the anticrossing, or, equivalently, by the sensitivity to the magnetic field $\partial\Delta/\partial B$ in the vicinity of the anticrossing (see Fig. 1, down).

However, working with CTs possesses particular challenges. In most EPR experiments, the resonance condition between the magnetic energy level splitting and the microwave frequency can always be met just by sweeping the magnetic field, achieving a continuous increase of the splitting due to the Zeeman effect. In contrast, each CT happens at a defined magnetic field $B_{\text{CT}}$ and has a unique value of energy $\Delta_{\text{CT}}$ given by the spin Hamiltonian and which cannot be controlled by the Zeeman term. Since the microwave frequencies are typically difficult to control, this possesses an intrinsic limitation in experimentally characterizing and exploiting CTs. As a consequence, in order to exploit CTs one requires a certain control over the energy level structure; this can be achieved by designing either the crystal-field around the magnetic ion and/or the electro-nuclear hyperfine interactions. The former merely requires to choose the appropriate combination of metal ion and coordination environment, but the hyperfine interaction may also be tuned in molecules, for example, through s–d orbital mixing. Rational chemical design in principle offers a path forward, and indeed some of us demonstrated this in the [Ho(W$_5$O$_{18}$)$_2$]$_9^-$ polyoxometalate (in short, HoW$_{10}$ POM) that presents CTs because of a combination of the local symmetry and the nature of the ground doublet. These POMs can then be packed in the solid state at unusually high concentrations while retaining desirably long coherence times. Since this initial contribution, a few further works have employed the same kind of strategy to obtain coherence in molecular spin qubits at unusually high concentrations. However, this has so far mostly been a matter of trial-and-error.

Generally speaking, CTs appear for every avoided crossing, which is to say in any and every magnetic molecule presenting extradiagonal elements in their spin Hamiltonians, independently of whether these arise from the crystal field or from the hyperfine coupling. From the theoretical point of view, if the form of the spin Hamiltonian is known, it is in principle possible to obtain either exact or approximate analytical solutions that describe at which magnetic field and excitation energy the CTs will appear, as well as their curvature. However, there is no systematic procedure for the exploration of chemical structures that allows the optimization of CTs. Furthermore, there are also perturbations in the molecular geometry or in the parameters of the spin Hamiltonian due for example to crystalline defects or to thermal molecular vibrations. Depending on the nature of the spin Hamiltonian, CTs can be more or less sensitive to this source of noise. Still, there is currently no developed methodology to deal with this problem.

In this work we characterize the behavior of anticrossings in molecular spin qubits. The robustness against magnetic noise is quantified via the curvature of the levels participating in the CT, while the robustness versus molecular distortions is quantified as the relative change in the transition frequency at reasonable degrees of distortions. We perform this kind of analysis for different representative kinds of spin Hamiltonians: from a simple $S = 1/2$ transition metal, well isolated from its excited states, to a lanthanide in cubic symmetry presenting a highly degenerate ground multiplet. Our final purpose here is to find some insights into the chemical design of “shallow” CTs where a spin qubit can be most resilient. For these goals, in this work we develop and employ a computational tool that assists
in the automated exploration the influence of different molecular parameters.

Methods: algorithmic detection of avoided crossings

Herein we present the numerical method and the software implementation which we developed in this work and which is capable of getting an autonomous numerical characterization of the coordinates and curvature of any anticrossing in discrete \( \{x_1, y_1, y_2, \ldots, y_n\}\)-type datasets. In the case of magnetic molecules this means that, starting from files containing Zeeman diagrams for a set of energy levels \( \{B, E_1, E_2, \ldots, E_n\}\), the program automatically obtains, for every possible CT, its magnetic field intensity \( B_{\text{CT}} \), its tunneling splitting \( \Delta \text{CT} \) and more crucially also the curvature at the CT, which allows to quantify the robustness of each CT vs. magnetic field noise.

The program starts by translating the set of discrete energy points into continuous functions, a task which involves automatically distinguishing between crossings and anticrossings (see Fig. 2 for illustration and ESI Section S1 for details†). It processes energy differences only up to a specified frequency threshold, which is defined by the user, e.g. 15 GHz (0.5 cm\(^{-1}\)). Within the chosen frequency window, the program then obtains for each anticrossing the second derivative \( \frac{\partial^2 \Delta}{\partial B^2} \)-which is a very good approximation for the curvature \( k \) – (see ESI Section S1 for details†). A systematic application of the code to a data set obtained by diagonalization of a spin Hamiltonian with a controlled parameter variation allows a fast and systematic study of the influence of each parameter on the frequency and curvature of the anticrossings.

We have applied this methodology to study representative cases in order to deepen our understanding of the nature of the parameters governing the behavior. In some cases, we rely on the computational package SIMPRE to obtain the spin Hamiltonian parameters from a controlled variation in the coordinate environment.11-16 SIMPRE is based on the following Hamiltonian:17,18

\[
\hat{H}_{\text{CF}}(J) = \sum_{k=2}^{N} \sum_{q=-k}^{k} B_k^q \hat{O}_k^q, \quad (1)
\]

where \( k \) is the order and \( q \) the operator range which varies between \(-k\) and \(+k\) of the Stevens operator equivalents \( \hat{O}_k^q \) as defined by Ryabov.\(^{19}\) The crystal field parameters (CF parameters) can be expressed as:

\[
B_k^q = a_k (1 - \sigma_k) A_k^q (r^k), \quad (2)
\]

where \( a_k = \alpha, \beta, \gamma \) are the multiplicative Stevens coefficients for \( k = 2, 4, 6, \ldots \) and \( \sigma_k \) are the Sternheimer shielding parameters of the \( f \) shell and \( \langle r^k \rangle \) are the expectation values of the radii. The CF parameters expressed as \( A_k^q \) can then be estimated by an effective electrostatic model of \( N \) point charges around a rare earth ion, which parameterizes the electric field effect produced by the surrounding ligands using the following relations:

\[
A_k^q = \frac{4\pi}{2k + 1} \sum_{i=1}^{N} Z_i e^2 R_i^{k+1} Z_{i0} (\theta_i, \varphi_i) p_{i0} \quad \text{for} \quad (q < 0), \quad (3)
\]

\[
A_k^q = \frac{4\pi}{2k + 1} \sum_{i=1}^{N} Z_i e^2 R_i^{k+1} Z_{i0} (\theta_i, \varphi_i) p_{i0} \quad \text{for} \quad (q > 0), \quad (4)
\]

Application to three case studies

We compared the robustness of CT, in terms of curvature and stability of the transition energy, for three metal-based complexes with three different representative kinds of spin Hamiltonians. We start with a vanadyl complex (a well isolated \( S = 1/2 \) ground doublet) where we study the influence of parallel and perpendicular hyperfine couplings \( \{A_{ij}, A_i\} \); a well-known example of this kind is provided by the \([\text{VO}_(C,S)_{12}]\) complex (Fig. 3a and b).\(^{20}\) We subsequently applied our methodology to study the HoW\(_{10}\) POM where one can find a large tunneling splitting in the electronic ground state, \( \Delta \text{CT} = 9 \text{ GHz} (0.3 \text{ cm}^{-1}) \), due to the effect of the antiprismatic crystal field around the Ho\(^{3+}\), with the rest of the electronic spin states being higher in energy (Fig. 3c and d). For this second system we determine the variation of the CTs with regard to different molecular distortions. As a final case study, we focus on the polyoxopalladate \( [\text{HoPd}_{12}(\text{AsPh})_8\text{O}_{32}]^{3-} \) (in short HoPd\(_{12}\)). This POM has an exceptionally complicated ground state as a result of the cubic coordination symmetry around the Ho\(^{3+}\), which leads to a spin doublet and a spin triplet in near degeneracy (Fig. 3e and f). The study of the variation of this complicated energy level scheme with respect to molecular distortions of the cube allows to gain some novel perspective on the relative robustness towards both magnetic noise and thermal noise in this system.

![Fig. 2 Ordering of the energy levels between pre-processing (numerical data, symbols) and post-processing (analytical fit, lines) is the same in anticrossings but altered in crossings.](image-url)
Vanadyl dithiolate complexes

Behavior of the CTs

Vanadium(IV) complexes have been proven to be exceptionally promising as spin qubits, given their records in phase memory times, $T_2$ (ref. 21 and 22) and the existing proposals for quantum gates and spin filters based on them.\textsuperscript{21-23} Beyond that, vanadium(IV) complexes can offer the advantage of studying a well isolated $S = 1/2$ system (see for example Fig. 3, left). This is ideal from the point of view of the theory as it serves as a perfect test bed for our computational tool since an analytical solution is available. We employed the following Hamiltonian:

$$
\hat{H} = \mu_B B \times g \times \hat{S} + \hat{S} \times A \times \hat{I}
$$

where $\mu_B$ is the Bohr magneton, $B$ is the magnetic field, $g$ is the electronic Landé $g$-tensor, $\hat{S}$ is the electronic spin, $\hat{I}$ is the nuclear spin and $\hat{A}$ is the hyperfine tensor. Owing to the characteristics of this Hamiltonian, the CTs will be fully determined by the hyperfine term. For all practical purposes, the nuclear Zeeman term is negligible compared to the electronic Zeeman term since $\mu_N \ll \mu_B$. For vanadium(IV), we study the whole electron-nuclear spin manifold i.e. the states defined by: $M_S = \pm 1/2$, $M_I = \{\pm 7/2, \pm 5/2, \pm 3/2, \pm 1/2\}$.

Note that vanadyl complexes and their vanadium analogues, as for example [VO(C$_2$S$_2$)$_2$]$_2^{2-}$ vs. [V(C$_2$S$_2$)$_2$]$_2^{2-}$, tend to present very different $A_{//}/A_{\perp}$ ratios:\textsuperscript{24-26} $A_{//}$ is much higher in vanadyl complexes, while $A_{\perp}$ presents higher values in vanadium complexes. Moreover, the dispersion of the hyperfine parameters between different complexes tends to be lower for the vanadyl complexes, because of the major role played by the closely bonded oxygen in the spatial distribution of the vanadium d-electron density. Therefore, as case study we will focus vanadyl complexes.

For our study, we employed the averaged values of the four vanadyl dithiolates complexes referenced in ref. 20 and 21: \(\overline{\Delta_1} = 414.5\) MHz (0.01385 cm$^{-1}$); \(\overline{\Delta_2} = 131.25\) MHz (0.004385 cm$^{-1}$). We varied them by ±15%, a reasonable range given their typically narrow parametric dispersion.\textsuperscript{26} We limit the study to the variation of each one of the two parameters, keeping the other in its typical value. In simple anticrossings such as this, the curvature can be analytically estimated as $k = \gamma_x^2/2\Delta$, with $\gamma_x = g \times \Delta M_S \times \mu_B$, where $g = 2$ for vanadyl, and $\Delta M_S = 1$. The numerical processing of the 658 calculated curves, of which we represent a selection in Fig. 4, coincides exactly with the analytical solutions (see ESI Section S2a†). In particular, one can see that the fields at which CTs appear are exclusively a linear function of $A_{//}$ (Fig. 4a), while $\Delta$ and $k$ are exclusively a linear function of $A_{\perp}$ (Fig. 4b). A deeper wavefunction analysis demonstrates that these CTs are only allowed in EPR parallel operating mode (see details in ESI Section S6†).

In our case example, CTs present the frequencies $\Delta_1 = 0.53$ GHz (0.01768 cm$^{-1}$), $\Delta_2 = 0.51$ GHz (0.01701 cm$^{-1}$), $\Delta_3 = 0.45$ GHz (0.01501 cm$^{-1}$), $\Delta_4 = 0.35$ GHz (0.01167 cm$^{-1}$), with curvatures in the range 25–35 cm$^{-1}$ T$^{-2}$. Table S1† summarizes the characteristic relevant parameters of this compound; more details can be found in the ESI Section S2.†

Although the tunneling splittings, $\Delta_n$, in this kind of complexes are relatively small, their curvatures $k_n$ are remarkably low due to the low value of $S$. A further advantage of CTs derived from hyperfine coupling is the fact that for a given vanadyl complex there are CTs at four different transition frequencies, with the widest tunneling splitting being 50%
larger than the narrowest. Since the values of the hyperfine coupling can vary from complex to complex, more opportunities for obtaining a resonance at the appropriate microwave source (L-band, 0.8–1.4 GHz, ~0.03–0.045 cm<sup>-1</sup>) are possible,<sup>33,37,38</sup> as well as novel possibilities to operate a multi-qubit system by applying local magnetic fields.<sup>29</sup>

### Influence of hyperfine coupling on the CTs

Although estimating the variation of <i>A</i> with distortions is computationally expensive for heavy atoms,<sup>39</sup> the effect of a parameter strain on these CTs can be estimated from Fig. 4. A relatively large deviation of 15% in the value of either <i>A</i><sub>4</sub> or <i>A</i><sub>||</sub> has an effect on the transition frequency that is equivalent to a magnetic noise of about 10 mT, meaning the resilience towards magnetic noise is expected to be in tandem with a resilience towards vibrational noise. Therefore, high resilience is expected to be obtained using this hyperfine-driven approach. The price to pay for this is the equipment needed to access the very low energies that characterize these CTs, which will make them more challenging to detect and use. The generalization of this case study would be relevant to other hyperfine-based spin qubits such as the flip-flop qubit scheme based on 31P impurities in a 28Si Matrix.<sup>14</sup>

### Antiprismatic holmium POM complex

#### Behavior of the CTs

The complex HoW<sub>10</sub> behaves as a molecular spin qubit where, as mentioned above, certain quantum resonances were demonstrated to be exceptionally robust against a highly concentrated electronic spin bath (coherence times <i>T</i><sub>2</sub> = 8 μs at 1% concentration in an isostructural YW<sub>10</sub> matrix).<sup>11</sup> This behavior is due to the large tunneling splitting in the ground multiplet anticrossings <i>M</i><sub>f</sub> = ±4. <i>M</i><sub>f</sub> = {±7/2, ±5/2, ±3/2, ±1/2} (Fig. 5a), which ultimately can be related with the molecular structure (Fig. 3c) and its distortions (Fig. 5b). This tunneling splitting has been experimentally determined to be <i>Δ</i><sub>CT</sub> = 9 GHz (0.3 cm<sup>-1</sup>).<sup>13</sup> A recent effort has been made to rationalize the limit of the <i>Δ</i><sub>T</sub> divergence at the CTs in terms of the nuclear spin bath,<sup>13</sup> but a study in terms of molecular structure is still lacking.

To describe this system, one needs to extend the Hamiltonian in eqn (6) by including Crystal Field parameters:

\[
\hat{H} = \mu_B B \times g \times \hat{S} + \hat{S} \times A \times \hat{I} + \sum_{k=2, 4, 6, 8, 10} \sum_{l=2, 4} B_k^q \hat{O}_k^q
\]

where <i>B_k^q</i>, <i>\hat{O}_k^q</i> are, respectively, the crystal field (CF) parameters and CF operators in the convention of the extended Stevens operators.<sup>17,18</sup> The double summation parameterizes the CF interaction, which for an ideal <i>L</i><sub>4d</sub> symmetry would contain only the axial terms <i>B_4^q</i>\(\hat{O}_4^q\), <i>B_6^q</i>\(\hat{O}_6^q\) and <i>B_8^q</i>\(\hat{O}_8^q\). Additionally, the effects of deviations from exact symmetry were recovered in previous works by introducing an extradiagonal <i>B_4^q</i>\(\hat{O}_4^q\) term, compatible with a <i>C</i><sub>4</sub> symmetry. We start by employing our computational tool to automatically find the CTs that had been characterized experimentally, using pulsed EPR X-band employing the reported parameters (see Fig. 5a).<sup>40</sup> We studied the influence of the CF parameters on the anticrossings, both in terms of energy and curvature. Finally, we studied the variation of the CTs in terms of the main structural parameters: the skew angle \(\phi\) and the displacement of the Ho<sup>3+</sup> atom with respect to the center of the antiprism, \((h – b)/2\) (see Fig. 5b).

In terms of the analysis of the CF parameters, we focused on the <i>B_4^q</i> parameter, since the <i>M</i><sub>f</sub> = ±4 ground doublet together with the <i>C</i><sub>4</sub> coordination symmetry in HoW<sub>10</sub> mean that \(\hat{O}_4^q\) (or, equivalently, \(\hat{O}_6^q\)) is the extradiagonal operator that governs the anticrossings in this system (see ESI Section S3†). We used the reported average value of <i>B_4^q</i> = 3.14 × 10<sup>-3</sup> cm<sup>-1</sup>; as a variation...
range, \(\Delta B_4^4 = B_4^4 \pm 2\sigma\), we chose twice the empirical width for the Gaussian distribution \(\sigma_{B_4^4} = 2.1 \times 10^{-5}\) cm\(^{-1}\) responsible for the observed inhomogeneous broadening.\(^{15}\)

We solved the system for increasing values of \(B_4^4\) in 43 steps and processed each case automatically with our script to extract magnetic fields, \(B_{CT}\), transition energies, \(D_i\), and curvatures, \(k_i\), of each of the 43 anticrossings in the desired energy window (in this case, \(E < 15\) GHz \(\approx 0.5\) cm\(^{-1}\)). Our numerical determination of \(D_i\) and \(k_i\) at the anticrossings here serves as a confirmation of an approximate but excellent analytical solution of a problem that was already discussed in ref. 13 and that was also employed in the \(V[iv]\) above: the curvature is analytically estimated as \(k = \gamma_z^2/2M_1\) with \(\gamma_z = g \times \Delta M_j \times \mu_B\), where \(g\) is 1.25 for Ho\(^{3+}\) and \(\Delta M_j\) is equal to 8. These parameters are summarized in Table 1.

### Control of CTS by crystal field

Both the transition energies and the curvatures of the anticrossings vary with the extradiagonal parameter \(B_4^4\). From the point of view of the chemical structure, the presence of any extradiagonal parameters in this structure is related with the distortion of the coordination sphere with respect of a perfect \(D_{4d}\). This has commonly been attributed, in absence of calculations, to the \(C_4\)-preserving skewing distortion characterized by an angle \(\phi\) (see Fig. 5b). This skew angle has been structurally characterized in at least four POM families with \(LnO_x\) similar coordination environments: \(LnW_{10}\), \([Ln(b_2-SiW_{11}O_{39})_2]^{13-}\) (ref. 35) \([Ln(Mo_{5}O_{13}(OCH_3)_4NCC_6H_4P-NO_2)_2]^{11-}\). Depending on the \(Ln\) ion, skew angles in the range \(39^\circ < \phi < 44.5^\circ\) have been found but no rationalization has been done in terms of the molecular structure.

In general, the dependence of the extradiagonal parameters with the distortions are neither linear nor simple. To test the most commonly invoked hypothesis, we studied an idealized version of HoW\(_{10}\) where the coordination sphere is a perfect square antiprism except for the skew angle \(f = 45^\circ\) and the off-center position of Ho\(^{3+}\) (see Fig. 5b). The \(\Delta\) vs. \(\phi\) dependence shows that the experimental average skew angle \(\phi = 44.2^\circ\) in HoW\(_{10}\) only accounts for a small fraction of the
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**Fig. 5** (a) Zeeman diagrams \((B_z)\) for the ground multiplet of HoW\(_{10}\) with the CF parameters reported in the ESI Section S3† (black lines) and with \(B_4^4\) parameters that are 2\(\sigma\) larger (blue lines) or 2\(\sigma\) smaller (red lines), see text for details. Energy origin has been chosen at the center of the anticrossing for convenience. (b) Coordination sphere of HoW\(_{10}\), emphasizing the deviation from the ideal \(D_{4d}\) symmetry: a skew angle \(\phi \neq 45^\circ\) and the off-center position of Ho\(^{3+}\). (c) Evolution of the calculated tunneling splitting \(\Delta CT\) for rising values of angular distortion \(\alpha\). The average crystallographic value is marked with a vertical line. (d) Evolution of \(\Delta CT\) for rising values of the vertical displacement \(d\). The averaged crystallographic value is marked with a vertical line and the splitting determined by EPR is marked with a horizontal line.
experimental tunneling splitting (Fig. 5c). Undoubtedly, other molecular distortions play a significant role in the appearance of the large $\Delta$ in this case. Among these are surely the off-center position of $\text{Ho}^{3+}$, which is $2d = h - h' = 0.05$ Å closer to one of the $[\text{W}_2\text{O}_{18}]^{6-}$ moiety, and the non-coplanarity of the planes containing the two $\text{O}_4$ squares, which in this case form an angle $\beta = 11.1^\circ$.

We explored the influence of the off-center vertical displacement in the position of $\text{Ho}^{3+}$, expressed as $d$ (see Fig. 5b). We found a much stronger effect of this experimental distortion in the crystal structure compared with the torsion angle. The experimental splitting, is completely recovered by the combination of the experimental (averaged) skew angle $\phi = 44.2^\circ$ and $d = 0.0225$ Å, remarkably close to the experimental (averaged) value $d = 0.025$ Å (see Fig. 5d), with the latter having the responsibility for most of the tunneling splitting and the former playing a comparatively minor role. This is expected to change from case to case along the different series of near-$D_{4d}$ POMs, given the different distortions that they present (accounted by $\phi$ and $d$ values).

Of course, to understand the behavior beyond this static picture that employ averaged crystallographic positions at high temperature, one would need to consider the thermal displacements due to vibrations at any finite temperatures. The degree of structural variation that one might expect from vibrations in the solid state, and in particular the magnitude of the real-time distortions of Ln-ligand distances in comparatively soft lanthanide complexes were estimated recently by some of us from the study of sub-picosecond dynamics of spin energy levels in magnetic biomolecules.77 This allows an upper bound to the instantaneous distortions expected at low temperature to be extracted: instantaneous distortions of up to $0.01-0.02$ Å in the coordination bond length are calculated in the femtosecond time scale, with averaged distortions decreasing with the averaging time following a square root law (see ESI Section S5 for details$^\dagger$).

While a complete analysis of the static and dynamic distortions in the $\text{Ho}^{3+}$ coordination sphere $\text{Ho}O_8$ in the different series of POMs is outside the scope of the present work, the theoretical framework presented herein, combined with a recently developed theoretical methodology,$^{38}$ would allow the systematic analysis and rationalization of the resilience of CTs of the different POMs against thermal noise.

Let us rationalize the comparison between anticrossings in $\text{HoW}_{10}$ and in vanadyl complexes. The differences in $\Delta_{\text{CT}}$, $g$ and in $M_f$ result in curvatures for $\text{HoW}_{10}$ of approximately $35$ cm$^{-1}$ T$^{-2}$, meaning the protection against magnetic noise is comparable or worse than in the vanadyl case. In terms of resilience towards vibrational noise, one can consider that $\text{HoW}_{10}$ molecules which in the timescale of the pulsed EPR experiment present an extra-diagonal parameter that deviates $\sigma_{g_1}$ from the average value of $B_{1s}$ present a larger (or smaller) transition frequency; this effect is comparable to a local magnetic field of over $25$ mT, again similar or worse than in the vanadyl case. In terms of molecular approaches to CTs, $\text{HoW}_{10}$ serves here as an example of CT based on the crystal field in lanthanide ions. In comparison with the strategy of employing $S = 1/2$ systems with CTs based on hyperfine coupling such as vanadyl systems, employing lanthanide ions offer the possibility of the chemical design of molecules with a certain control over crystal field, as a way of tuning $\Delta_{\text{CT}}$. In the case of $\text{HoW}_{10}$, $\Delta_{\text{CT}} = 9$ GHz, allowing to access the CTs with commercial X-band equipment.

### Cubic holmium POM complex

#### Behavior of the CTs

As a last case study case we chose a $\text{Ho}^{3+}$ ion in a cubic or near-cubic environment, where the high symmetry can produce a highly degenerate low-energy spectrum with 40 electronuclear spin levels within a $\sim 2$ cm$^{-1}$ window. This is the case of a cubic, in short, $\text{HoPd}_{12}$ POM (Fig. 3e and f).$^{39,40}$ On a preliminary study on this system, we employed a minimalistic theoretical treatment that neglected the nuclear spin to suggest that the avoided crossings could result in exceptionally high coherence times.$^{41}$ Herein, we extend that simplified Hamiltonian to include the hyperfine interaction (eqn (7)).

What in the original study appeared as a ground spin doublet and a closely lying triplet (Fig. 3f) is after consideration of hyperfine coupling, which we assumed equal to the value for $A = 0.83$ GHz (0.0277 cm$^{-1}$), transformed into a much more complicated structure. We have now five manifolds displaying an intricated set of anticrossings (see ESI for a detailed analysis$^\dagger$). There are of course an enormous number of possible CTs in this system, of which we have selected just two for illustration. In absence of distortion, there is a promising region between the third and the fourth manifolds, where transitions can be found near the X-band energy window and with rather small curvature, which result from the competition between the effective energy level repulsion exerted by the upper and lower manifolds.

#### Control of CTs by crystal field

Starting from this energy level scheme, the application of a moderate structural axial compression was studied in order to...
estimate the variation on the relative energies upon distortion of the exact cubic symmetry (Fig. 6c). Note that any possible distortion will create a comparable effect, and in this respect note the recent experimental results on quantum coherent spin-electric control in molecular nanomagnets, where a quantum coherent manipulation of spin states was achieved relying on minute distortions created by an external electric field.\(^9\)

Compression rate is defined as \(c = (h_0 - h_c)/h_0 \times 100\). Calculations up to \(c = 1\%\) show that the main effect of increasing the axial compression is to rise the energy of the “light blue” manifold (see Fig. 6d–f for three snapshots of the energy level scheme at different compressions).

While this cubic system is in many aspects analogous to HoW\(_{10}\), the novel ingredient in this case is the high degeneracy in the spin states, which gives rise to a competition of anticrossings. Our calculations points towards a very high probability of finding suitable CTs in this compound, both in the ideal cubic geometry and also if the experimental reality of the crystallization and/or cooling processes create minor distortions.

Among the large number and variety of CTs that can be found on this system, we can highlight the transition between levels 5 and 14 at a field 0.0247 T, with a transition energy \(\Delta = 15\) GHz (0.50 cm\(^{-1}\)). See Fig. 6c up. Not only are the two levels
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**Fig. 6** (a) Coordination sphere of HoPd\(_{12}\), emphasizing the deviation we create from the ideal O\(_h\) cubic symmetry via an axial compression \(c\). The distance \(h_c\) between the Ho\(^{3+}\) ion and the upper (or lower) O\(_2\) planes is progressively decreased from its ideal value \(h_c = h_0\) (c = 0\%) down to \(h_c = 0.99\) \(h_0\) (c = 1\%). (b) Zeeman diagrams (\(B_z\)) for the low energy region with the average crystal field parameters. Each color corresponds to an octuplet with consistent Zeeman behavior at high fields. For convenience, the energy origin has been chosen at the center of the fundamental multiplets in the non-distorted cube. (c) Zoom of the upper and lower region and the avoided crossings with \(\Delta\) in the range: (up) 9–30 GHz (0.3–1 cm\(^{-1}\)) and (down) 0.8–15 GHz (0.03–0.5 cm\(^{-1}\)). Minimum and maximum value of the curvature of the highlighted CTs, in cm\(^{-1}\) T\(^{-2}\): (up) 0.0–70 and (down) 2.5–26. (d) 0.06% of compression (e) 0.65% of compression (f) 0.95% of compression. More details in ESI Section S4b.†

\(^*\) This journal is © The Royal Society of Chemistry 2020
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are very flat, with curvatures $k_5 = 0.82386$ and $k_{14} = 0.39665$: the curvature of both are in the same direction, meaning the second derivative of the transition energy is the difference – instead of the addition – of their curvatures.

Moreover, comparing HoPd$_{12}$ with previous systems, we conclude that HoPd$_{12}$ offers a unique protection from magnetic noise but an extreme sensitivity to molecular distortions. The reason for this is that the magnitude of $\Delta_{CT}$ in some of the CTs is not solely determined by a tunneling splitting, but rather by the energy difference between two different manifolds. In other words, the change in the diagonal CF terms directly affect the transition energy. Even in absence of dynamical calculations, this is likely to mean a high thermal effect, since any distortion will dramatically affect the transition energies, precisely at the CTs. Comparison with previous studies on the time-averaged will dramatically affect the transition energy, precisely at the CTs.

Conclusions

Anticrossings between quantum states are the source of different kinds of attractive physical phenomena, including clock transitions. At the same time, these optimal working points cannot be externally tuned by an external magnetic field and need to be tuned by chemical means. In this work we have addressed this problem theoretically by developing a python-based computational tool for the systematic analysis and chemical optimization of CTs. We employed the code to study three representative systems from lower to higher complexity on its electronic structure and Hamiltonian.

To analyze the influence of transverse hyperfine coupling in simple $S = 1/2$ systems, we started by studying CTs in V(n) complexes. More precisely, in vanadyl complexes the hyperfine coupling is relatively robust against distortions from the coordination environment, a good protection against magnetic noise can be obtained in these systems. Nevertheless, these CTs present very low energies that make them difficult to access experimentally.

Next, by studying HoW$_{10}$, a paradigmatic system where CTs arise from the ligand field, we numerically rationalized the variation of both the transition frequency and the curvature of CTs with different kinds of molecular distortions from the ideal $D_{4d}$ symmetry and give insights about the influence of the distortions that originates the anticrossings. Compared with the vanadyl case, we found a large sensitivity towards molecular distortions, since the energy levels are controlled by the crystal field, and a similar protection against magnetic noise. In addition to CTs with quantum tunneling splitting proportional to a most common frequency EPR band, such as X-band. Our final case study was a near-cubic HoPd$_{12}$ polyoxopalladate, which served to illustrate the cubic high-symmetry limit in which the ground state determined by the CF contains a large admixture of energy levels. In this regime we found new kinds of CTs resulting from different combinations of anticrossing levels, that result in a unique sensitivity to molecular distortions, offering a large range of tunneling splitting frequencies; and an equally unique protection from magnetic noise.

Note that CTs do not only appear in the context of molecular spin qubits. Rather, they are a general kind of quantum transitions that are uniquely robust against environmental noise. CTs are known since their use in the first cesium atomic standards of frequency and time interval, which gave rise to similar effects in atomic traps or atomic lattices, and to the so-called ZEFOZs (for ‘zero first order Zeeman shift’). Unique physical effects have been reported in very different systems and fields and employing a variety of terms, including “avoided level crossings”, “Landau-Zener crossings”. The method developed and employed in this work is general and therefore can be used to study the evolution of the energy levels and crossings of a quantum system when an external physical stimulus is applied (magnetic field, electric field, pressure, etc.). It can equally be used to automatically explore physical or chemical modifications of any kind of systems presenting anticrossings, independently of the nature of the noise. The model employed herein can be applied to facilitate the detection of anticrossings in a number of fields, from the theoretical molecular design of strong coupling between plasmons and single-molecule excitons to the prediction of the electronic and optical properties of twisted bilayer graphene.
molecular spin qubits where the electron spin is not just shielded from magnetic noise but at the same time also protected from molecular vibrations.
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