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Abstract. We produce affine interval exchange transformations (AIETs) which are
topologically conjugated to (standard) interval exchange maps (IETs) via a singular
conjugacy, i.e. a diffeomorphism $h$ of $[0, 1]$ which is $C^0$ but not $C^1$ and such that the
pull-back of the Lebesgue measure is a singular invariant measure for the AIET. In
particular, we show that for almost every IET $T_0$ of $d \geq 2$ intervals and any vector
$\omega$ belonging to the central-stable space $E_{cs}(T_0)$, for the Rauzy-Veech renormalization,
yany AIET $T$ with log-slopes given by $\omega$ and semi-conjugated to $T_0$ is topologically
conjugated to $T$. In addition, if $\omega \notin E_{s}(T_0)$, the conjugacy between $T$ and $T_0$ is
singular.

1. Introduction and main results

The study of circle diffeomorphisms is a classical topic in dynamical systems, initiated
by H. Poincaré (we refer, for example, to [19], [31] or [7] for a basic overview).

Two fundamental questions addressed by the theory of circle diffeomorphisms are
the existence and the regularity of a topological conjugacy between a minimal circle
diffeomorphism $f$ and its linear, isometric model (which is a rigid rotation $R_\alpha$, where $\alpha$
is the rotation number $\alpha$ of $f$), namely of a homeomorphism $h$ such that $h \circ f = R_\alpha \circ h$
(see for example M. Herman’s work [18]).

The initial motivation for Poincaré to study circle diffeomorphisms is that they appear
naturally as first-return maps of flows on surfaces of genus one. Interval exchange
transformations, or IETs (more precisely generalized IETs as well as, as special cases,
affine or standard IETs) for short, appear as first-return maps of flows on surfaces and
are thus seen as natural generalizations of circle diffeomorphisms to higher genus (with
rigid rotations and affine circle diffeomorphisms, in turn, generalizing IETs and affine
IETs, respectively). Thus, it is natural to ask to what extent the theory of circle diffeo-
morphisms extends to generalized interval exchange maps. Efforts in this direction have
been ongoing since the early eighties and this is currently an active area of research, see
for example [12,14,16,22,25–27]. We refer the reader to the articles [16,27] for further
references and a more in-depth discussion about linearization and rigidity questions for
GIETs.

In this paper, we give a contribution to the study of the regularity of conjugacies
between an affine interval exchange transformation (AIET) and its linear (piecewise)
isometric model, namely, a (standard) interval exchange transformation (IET). In partic-
ular, we produce AIETs that are conjugated to a standard minimal interval exchange
transformation via a conjugacy $h$ which is $C^0$ but fails to be $C^1$. These AIETs are uniquely
ergodic, and the unique invariant measure is singular with respect to the Lebesgue mea-
sure; in this case, we say that they have a singular conjugacy to a (minimal) IET. A
one-parameter family of examples of AIETs with a singular conjugacy to a minimal IET was constructed by Isabelle Liousse in [24]. We provide a criterion that allows constructing AIETs having singular conjugacy with its (piecewise) isometric model for full measure classes of IET rotation numbers (see the Theorem in §1.3 below for an informal statement, as well as Theorems 1 and 2 in §3.4 for precise results).

AIETs (whose formal definition we postpone to §2.1) can be seen as a generalization to higher genus of affine - also known as piecewise linear or for short PL- circle diffeomorphisms (defined in §1.1 below). In the setting of PL-circle diffeomorphisms, singularity of the conjugacy to the corresponding linear model is a well-known phenomenon, as the results summarized in §1.1 show. Contrary to (PL-)circle diffeomorphisms, though, for which the existence of a topological conjugacy follows from the classical work of A. Denjoy as long as there is sufficient regularity (see §1.2), for AIETs (and GIETs in general) semi-conjugated to a minimal IET, the existence of a topological conjugacy is not granted, i.e. regularity assumptions are not sufficient to exclude the presence of wandering intervals: several results (see §1.2) show not only the existence but also the ubiquity of wandering intervals in AIETs. Therefore, a crucial part of the present paper is to prove a criterion for the absence of wandering intervals which can be applied to full measure sets of IETs rotation numbers.

We now summarize some of the results in the literature concerning the singularity of conjugacies of affine circle diffeomorphisms (§1.1), and the existence of wandering intervals in circle homeomorphisms and AIETs (§1.2). An informal statement of the main result of this paper is given at the end of this introduction, in §1.3.

1.1. Singular conjugacies in PL setting. It is well known that sufficiently regular circle diffeomorphisms are smoothly conjugated to the corresponding linear rotation for a full measure set of rotation numbers, a celebrated result proved by M. Herman [18] and later extended by J.-C. Yoccoz [35] to all Diophantine rotation numbers (thus providing the optimal arithmetic condition).

M. Herman [18] was the first to show that a circle homeomorphism with irrational rotation number that is piecewise linear and has exactly two points (called break points) where the first derivative is discontinuous has an invariant measure absolutely continuous with respect to Lebesgue if and only if its break points lie on the same orbit.

More generally, a homeomorphism of the circle \( f : \mathbb{T} \to \mathbb{T} \) is called a piecewise smooth circle homeomorphism or a \( P \)-homeomorphism if it is a smooth orientation preserving homeomorphism, differentiable away from countable many points, so-called break-points, at which left and right derivatives, denoted by \( Df_-, Df_+ \) respectively, exist but do not coincide, and such that \( \log Df \) has bounded variation. A \( P \)-homeomorphism which is linear (i.e. affine) in each domain of differentiability is called a PL-homeomorphism.

In [23], Isabelle Liousse showed that the invariant measure of a generic PL-homeomorphism with a finite number of break points and irrational rotation number of bounded type is singular with respect to Lebesgue. The generic condition in [23] is explicit and appears as an arithmetic condition on the logarithm of the slopes of the PL-homeomorphism. For general P-homeomorphisms with exactly one break point and irrational rotation number, A. Dzhalilov and K. Khanin [11] showed that the associated invariant probability measure is singular with respect to Lebesgue. The case of two break points has been studied by A. Dzhalilov, I. Liousse [9] in the bounded rotation number case, and by A. Dzhalilov, I. Liousse and D. Mayer [10] for arbitrary irrational rotation
numbers. In both works, the authors conclude the singularity of the associated invariant probability measure.

More recently, for P-homeomorphisms of class $C^{2+\epsilon}$ with a finite number of break points and nonzero mean nonlinearity, K. Khanin and S. Kocić [21] showed that the Hausdorff dimension of their unique invariant measure is equal to 0, provided that their rotation number belongs to a certain (explicit) full-measure set of irrational numbers. In the same work, the authors show that this result cannot be extended to all irrational rotation numbers.

1.2. **Existence and absence of wandering intervals.** Given a piecewise continuous map $f : I \to I$ defined on a compact interval, a subinterval $J \subset I$ is said to be a **wandering interval** of $f$ if the forward iterates of $J$ by $f$ are pairwise disjoint. It is also common in the literature to include in the definition of a wandering interval the request that the $\omega$-limit set of $J$ is not finite. Their existence or absence plays an important role in one-dimensional dynamics, which has been widely studied in different settings.

A celebrated theorem of A. Denjoy [8] shows that sufficiently smooth circle diffeomorphisms with irrational rotation number (more precisely, as soon as the logarithm of the derivative has bounded variation) do not admit wandering intervals. J.-C. Yoccoz [36] proved that Denjoy’s result remains valid for sufficiently smooth circle homeomorphisms with non-flat critical points, in particular, for analytic circle homeomorphisms. In the context of smooth interval transformations, M. Martens, W. de Melo, and S. van Strien [28] obtained a more general version of the previous result by showing that any $C^2$ map on a compact interval with non-flat critical points has no wandering intervals.

On the other hand, several examples of transformations with wandering intervals exist in the literature. In [8], A. Denjoy constructed examples of $C^1$ circle diffeomorphisms with irrational rotation number having wandering intervals. This result was later improved to $C^{2-\epsilon}$ regularity by M. Herman [18] and similar examples in the context of multimodal maps of the interval are well-known (see, e.g., [7, §3]). G. Hall [17] constructed an example of a $C^\infty$ circle map with at most two flat critical points admitting wandering intervals. Hall’s construction was recently generalized by Liviana Palmaisano [30], who obtained similar examples for circle maps with a half-critical point.

**Wandering intervals in AIETs.** G. Levitt [22] showed the existence of non-uniquely ergodic affine interval exchange transformations having wandering intervals and raised the question of whether unique-ergodicity for this class of transformations would be enough to rule out the existence of wandering intervals. R. Camelier and C. Gutierrez gave a negative answer to this question in [5]. The example by Camelier and Gutierrez was studied in detail by M. Cobo [6]. The same example was later generalized by X. Bressaud, P. Hubert, and A. Maass [4], and their techniques have been recently used by M. Cobo, R. Gutierrez-Romo and A. Maass to show the existence of wandering intervals in a well-known transformation, the cubic Arnoux-Yoccoz map. A condition for the absence of wandering intervals in the setting of substitutions (which include, in particular, AIETs with periodic rotation number) with unit eigenvalues is proved by X. Bressaud, A. Bufetov, and P. Hubert in [3]. All the previous results in the setting of AIETs concern only an exceptional class among these transformations (namely those whose combinatorial rotation number is periodic), but in [26], S. Marmi, P. Mouss,
and J.-C. Yoccoz approached the general case and showed that AIETs which are semi-conjugated to a minimal IET of \( d \geq 4 \) intervals, under a full measure condition on the IET, possess wandering intervals.

1.3. Regularity and Oseledets flags. Let \( T \) be an AIET with \( d \geq 2 \) continuity intervals which we assume is semi-conjugated to a minimal IET \( T_0 \). The IET \( T_0 \) can be thought of as a combinatorial (IET) rotation number for \( T \), namely, it encodes combinatorial information on the structure of orbits of \( T \) (see §2.2 for a precise definition) and, assuming that \( T_0 \) is minimal, it plays the role of irrationality of the (IET) rotation number. In addition to the IET rotation number, the AIET is determined by the vector of Lyapunov exponent. We can then see that \( \theta \in E \) where \( E \) provides a multi-dimensional generalization of the continued fraction entries, see 

It is clear that in the first two cases, the AIET \( T \) belongs to \( \theta \) and the Oseledets filtration of a generic \( T \), possess wandering intervals. Under full measure conditions on \( T_0 \), the log-slope vector \( \omega \) of \( T \) is associated to the Lyapunov exponent \( \theta_g \) (resp. \( \theta_{-g} \)) and vectors in \( E_0 \setminus E_{-1} \) are associated to a zero Lyapunov exponent. We can then see that \( E_0(T_0) := E_{-1}(T_0) \) and \( E_{cs}(T_0) := E_0(T_0) \). The space \( E_{-g} \) is called the strong-stable space and we denote it by \( E_{ss} = E_{ss}(T_0) \).

We remark that \( E_{cs} = E_s = E_{-1} \) (i.e. there are no non-zero vectors associated with a zero exponent) if and only if \( g = \frac{d}{2} \).

Under full measure conditions on \( T_0 \), the log-slope vector \( \omega \) of \( T \), which necessarily belongs to \( E_2(T_0) \) by [5] Lemma 3.3] (see also [26] and §4.1 below), the following holds:

- If \( \omega \in E_{ss}(T_0) \) then \( T \) is \( C^\infty \) conjugated to \( T_0 \), by [6] Theorem 1.
- If \( \omega \in E_s(T_0) \setminus E_{ss}(T_0) \) then \( T \) is \( C^1 \), and not \( C^2 \), conjugated to \( T_0 \), by [6] Theorem 1 and [24] Theorem A.
- If \( g \geq 2 \) and \( \omega \in E_{g-1}(T_0) \setminus E_{g-2}(T_0) \), the AIET \( T \) possesses a wandering interval, by [26] Theorem 3.2.

It is clear that in the first two cases, the AIET \( T \) has no wandering intervals.
The main results of this article (Theorem 1 and Theorem 2 stated in § 3.4) imply the following:

**Theorem.** Under full measure conditions on $T_0$, if the log-slope vector $\omega$ belongs to $E_{cs}(T_0) \setminus E_s(T_0)$, then $T$ is $C^0$ but not $C^1$-conjugate to $T_0$.

In particular, $T$ as above does not admit wandering intervals. Moreover, it will follow from Theorem 2 that, in this case, the unique invariant measure of $T$ is singular with respect to the Lebesgue measure. To prove the theorem above (in the form of Theorems 1 and 2), we introduce a full measure condition in the space of IETs (see Definitions 3.6 and 3.7 and Proposition 3.8) which allows us to control the behaviour of the Zorich cocycle when restricted to $E_{cs}(T_0)$ and then studying Birkhoff sums of the piecewise constant function associated to the log-slope vector.

The existence of a topological conjugacy (namely Theorem 1 proved in § 1.2) generalizes to full measure a result for periodic type IETs proved in the setting of substitutions by X. Bressaud, P. Hubert and A. Maass in [3]. Let us point out that the absence of wandering intervals might also be inferred from the deep dynamical dichotomy proved in recent work [16] by S. Ghazouani and the second author, but this would require assuming a much more subtle and technical Diophantine-like condition (see Definition 3.3.4 in [16]), while the proof we provide here is simpler and self-contained. Furthermore, we prove a result about Birkhoff sums of piecewise constant functions in the space over IETs, which is of independent interest (see Proposition 4.3 and in particular, Corollary 4.4). The singularity of the conjugacy (Theorem 2) can also be deduced from the work of M. Cobo [6], which is in turn based on work by W. Veech [33] (see Appendix 7). We provide an independent proof in § 5.

We conclude by commenting on the interest of this result from the point of view of the study of generalized interval exchange transformations (GIETs), in the light of recent and ongoing work that evidences the crucial role played by AIECs in the study of GIETs.

In [16], S. Ghazouani and the second author proved that to a given GIET, under a full measure condition on the IET rotation number, given by an IET $T_0$, one can associate an IET called the (unstable) shadow. When the log-slope $\omega$ of this shadow is non-zero, one expects wandering intervals and the lack of a topological conjugacy, a result which for now was proved in genus two, see [16].

On the other hand, when $\omega$ is zero, and the boundary of the GIET (an invariant defined by S. Marmi, P. Moussa, and J.-C. Yoccoz in [27]) is zero, it is shown in [16] that one can prove, in the spirit of M. Herman’s work [18] on circle diffeomorphisms, the existence of a differentiable conjugacy between the GIET and its IET model (see also [27], and [15] for local results describing $C^r$-conjugacy classes of IETs for $r \geq 2$ and $r = 1$ respectively). The result of this paper indicates that the assumption that the boundary is zero is necessary to have a non-singular conjugacy.

The study of GIETs which have non-zero boundary (but total non-linearity zero) is undertaken in [2] by P. Berk and the first author. For those, when the log-slope $\omega$ of the (unstable) shadow of [15] vanishes, one can define a finer notion of (central) shadow, which allows recovering rigidity results that naturally generalize the known rigidity results for PL-circle diffeomorphisms. The absence of wandering intervals for AIECs that we prove in this paper (namely Theorem 1) then provides the leverage to show the absence of wandering intervals also for the GIETs in the considered class.
2. Background material and notations

Let us start by recalling some of the basic notions and properties related to IETs and introduce some notations. The objects we will consider are now classical; we refer the interested reader to [34, 38] for a complete introduction to the subject as well as for proofs and additional details.

2.1. Standard and affine interval exchange transformations. A standard interval exchange transformation, or simply an interval exchange transformation (IET), is a bijective right-continuous piecewise translation of an interval with a finite number of discontinuities. More precisely, given a compact interval $I \subset \mathbb{R}$, we say that a bijection $T : I \rightarrow I$ is an IET on $d \geq 2$ intervals if there exists a partition of $I$ on $d$ disjoint left-closed and right-open subintervals of $I$ such that $T$ is a translation when restricted to each of the intervals on the partition. An IET with $d \geq 2$ intervals can be described by the way the intervals are exchanged and their lengths. For this, we fix a finite alphabet $\mathcal{A}$ with $d$ elements and consider pairs $(\pi_0, \pi_1)$ of bijections $\pi_0, \pi_1 : \mathcal{A} \rightarrow \{1, \ldots, d\}$ to denote the order of the intervals before and after the exchange. We always assume that the datum $(\pi_0, \pi_1)$ is irreducible, i.e.

$$\pi_1 \circ \pi_0^{-1}(\{1, \ldots, k\}) = \{1, \ldots, k\} \Rightarrow k = d.$$  

The class of irreducible IETs, i.e. IETs with irreducible data $(\pi_0, \pi_1)$ and $d \geq 2$ intervals, can then be parametrized by the set $\mathcal{F}_A^+ = \mathcal{G}_A \times \mathbb{R}_+^d$, where $\mathcal{G}_A$ denotes the set of irreducible pairs $(\pi_0, \pi_1)$ of bijections of $d$ symbols, and the set of normalized IETs on $d$ intervals, that is, IETs defined on the unit interval $I = [0, 1)$, by $\mathcal{F}_A = \mathcal{G}_A \times \Delta_A$, where

$$\Delta_A = \{ \lambda \in \mathbb{R}_+^d \mid |\lambda|_1 = 1 \}.$$  

We endow $\mathcal{G}_A \times \mathbb{R}_+^d$ and $\mathcal{G}_A \times \Delta_A$ with the product measure $d\pi \times \text{Leb}$, where $d\pi$ denotes the counting measure in $\mathcal{G}_A$. We say that a property holds for almost every IET on $d$ intervals if it holds for almost every point of $\mathcal{G}_A \times \mathbb{R}_+^d$ with respect to this product measure.

Affine interval exchange transformations. An affine interval exchange transformation (AIET) is a bijective right-continuous piecewise affine of an interval with a finite number of discontinuities and having positive slope on each continuity interval. Similarly to IETs, we encode AIETs using the order in which intervals are exchanged, their lengths, and the logarithm of the slope on each continuity interval (the use of log-slopes instead of slopes will be justified later on, see (3)). Thus, $e^{\omega \alpha}$ is, by definition, the slope of the restriction of $T$ to the interval indexed by $\alpha \in A$. Notice that if this interval has length $\eta_\alpha > 0$, its image by $T$ has length $\eta_\alpha e^{\omega \alpha}$.

We can parametrize the set of AIETs on $d$ intervals by

$$\mathcal{A}_A^+ = \left\{ (\pi, \eta, \omega) \in \mathcal{G}_A \times \mathbb{R}_+^d \times \mathbb{R}^d \mid \sum_{\alpha \in A} \eta_\alpha e^{\omega \alpha} = \sum_{\alpha \in A} \eta_\alpha \right\}.$$  

The last condition guarantees that the sum of the lengths of the images under $T$ of the subintervals is the same as the domain length. We parametrize the set of normalized AIETs analogously by a set $\mathcal{A}_A \subset \mathcal{G}_A \times \Delta_A \times \Delta_A$. 
2.2. Rauzy-Veech and Zorich induction. A classical induction procedure for IETs, known as the Rauzy-Veech induction, as well as its subsequent normalizations and accelerations, are well known to be extremely useful in studying IETs (as well as AIETs and GIETs). We recall some basic definitions and notations in this section and refer the reader to [34] or [38] for a detailed introduction.

Rauzy-Veech induction algorithm. The Rauzy-Veech induction associates to almost every interval exchange transformation (IET) another IET, with the same number of intervals, by inducing the initial transformation into an appropriate subinterval. The subinterval is chosen according to the type of the IET, which encodes whether the ‘last’ interval in the partition, i.e., \( I_{\pi^{-1}(d)} \), is longer or smaller than the interval going to the last position after applying the transformation, i.e., \( I_{\pi^{-1}(d)} \). This procedure can be iterated infinitely many times if and only if the IET satisfies Keane’s condition. By [20], any IET satisfying Keane’s condition is minimal. The Rauzy-Veech induction defines an oriented graph structure in \( G_A \), called the Rauzy graph. Each connected component in this graph is called a Rauzy class. The infinite path in the Rauzy graph defined by an IET satisfying Keane’s condition is called combinatorial rotation number.

We denote the set of IETs verifying Keane’s condition by \( X_A \subset G_A \times \mathbb{R}^+_A \), and the Rauzy-Veech induction and the Zorich acceleration by

\[
\mathcal{R}V : X_A \to X_A, \quad Z : X_A \to X_A,
\]

respectively. The map \( Z \) is defined as \( Z(\pi, \lambda) = \mathcal{R}V^z(\pi, \lambda)(\pi, \lambda) \) where the measurable map \( z : X_A \to \mathbb{N} \) is defined so that \( z(\pi, \lambda) \) is the largest integer such that \( (\pi, \lambda), \mathcal{R}V(\pi, \lambda), \ldots, \mathcal{R}V^z(\pi, \lambda)^{-1}(\pi, \lambda) \) all have the same type.

Notations. Given an IET \( (\pi, \lambda) \in X_A \), we denote its type by \( \epsilon(\pi, \lambda) \in \{0, 1\} \), its winner (resp. loser) symbol by \( \alpha, \gamma(\pi, \lambda) \) (resp. \( \alpha_1, \gamma(\pi, \lambda) \)). Assume that \( T_0 = (\pi, \lambda) \) verifies Keane’s condition so that \( \mathcal{R}V^n(T_0) \) is defined for any \( n \in \mathbb{N} \). We denote the combinatorial rotation number of \( (\pi, \lambda) \) by \( \gamma(\pi, \lambda) \). For any \( n \geq 0 \), we denote

\[
T^{(n)} = (T^{(n)}_0, T^{(n)}_1, \ldots, T^{(n)}_n) = (\pi^{(n)}_0, \lambda^{(n)}_0) = \mathcal{R}V^n(T_0),
\]

orbit of \( (\pi, \lambda) \) by \( \mathcal{R}V \),

\[
I^{(n)}(T_0),
\]

domain of definition of \( \mathcal{R}V^n(T_0) \),

\[
I^{(n)}_{\alpha}(T_0),
\]

intervals exchanged by \( \mathcal{R}V^n(T_0) \),

\[
q^{(n)}(T_0) = (q^{(n)}_{\alpha}(T_0))_{\alpha \in A},
\]

the return time of \( I^{(n)}_{\alpha} \) to \( I^{(n)} \) by \( T_0 \).

If there is no risk of confusion, we will omit the explicit dependence on \( T_0 \) in all of the above notations.

Dynamical partitions. Given an IET \( T_0 = (\pi, \lambda) \) verifying Keane’s condition, we can associate a sequence of dynamical partitions and Rohlin towers as follows. We define the dynamical partition \( \mathcal{P}^{(n)} \) of \( I \) at level \( n \) as

\[
\mathcal{P}^{(n)} := \bigcup_{\alpha \in A} \mathcal{P}^{(n)}_{\alpha}, \quad \text{where} \quad \mathcal{P}^{(n)}_{\alpha} = \{ I^{(n)}_{\alpha}, T(I^{(n)}_{\alpha}), \ldots, T^{q^{(n)}_{\alpha}}_{\alpha}^{-1}(I^{(n)}_{\alpha}) \}.
\]

One can verify that \( \mathcal{P}^{(n)} \) is a partition of \([0, 1]\) into subintervals and that, for each \( \alpha \in A \), the collection \( \mathcal{P}^{(n)}_{\alpha} \) is a Rohlin tower of height \( q^{(n)}_{\alpha} \). Notice that if \( n > m \), then \( \mathcal{P}^{(n)} \) is a refinement of \( \mathcal{P}^{(m)} \).
Zorich cocycle. In the following, for any \( F : X \to X, \phi : X \to GL(d, \mathbb{Z}) \) and \( n > m \geq 0 \), we denote
\[
\phi_{m,n}(x) = \phi(F^{n-1}(x)) \cdots \phi(F^m(x)).
\]
The length vector and the return times of the iterates of an IET by the Zorich map can be described via a cocycle
\[
B : X_A \to SL(A, \mathbb{Z}),
\]
that we obtain as a proper acceleration of the cocycle
\[
A : \quad X_A \to SL(A, \mathbb{Z})
\]
\[
(\pi, \lambda) \mapsto \text{Id} + E_{\alpha_{\pi(\pi, \lambda)}, \alpha_1 \cdots \alpha_n(\pi, \lambda)},
\]
which encodes the change of the length vector after one step of Rauzy-Veech induction. More precisely, for any \( n > m \geq 0 \), the cocycles \( A^{-1} \) and \( A^T \) verify
\[
\begin{align*}
\lambda^{(n)} &= A_{m,n}^{-1}(\pi, \lambda)\lambda^{(m)}, \\
q^{(n)} &= A_{m,n}^T(\pi, \lambda)q^{(m)},
\end{align*}
\]
where \( q^{(0)} = 1 \in \mathbb{R}^A_+ \) is the vector whose coordinates are all equal to 1.

Defining \( B(\pi, \lambda) = A(\pi, \lambda) \cdots A(\pi^{(\pi, \lambda)-1}, \lambda^{(\pi, \lambda)-1}) \), the accelerated cocycles \( B^{-1} \) and \( B^T \) verify analogous properties with respect to the Zorich map.

The cocycle \( B^T \) is called the Zorich cocycle or Kontsevich-Zorich cocycle. Since \( B^{-1} \) is also sometimes referred to as the Zorich cocycle, and in view of \([1], [2]\), to avoid any possible confusion, we will refer to \( B^{-1} \) as the length cocycle and to \( B^T \) as the height cocycle.

Dynamical interpretation of entries. The matrices \( A_{m,n}^T \) (and consequently their accelerations) have the following dynamical interpretation. The \( \alpha/\beta \)-th entry of the incidence matrix \( A_{m,n}^T \) is the number of times the orbit by \( T^{(m)} \) of any \( x \in I^{(n)}_{\alpha} \) visits \( I^{(m)}_{\beta} \) up to its first return to \( I^{(n)} \). The incidence matrix entries also have an interpretation in terms of Rohlin towers. In fact, they describe how the Rohlin towers in the dynamical partition \( \mathcal{P}^{(n)} \) can be obtained by cutting and stacking Rohlin towers of \( \mathcal{P}^{(m)} \). More precisely, for any \( \alpha \), the Rohlin tower \( \mathcal{P}^{(n)}_{\alpha} \) is obtained by stacking subtowers of the Rohlin towers \( \mathcal{P}^{(m)}_{\beta}, \beta \in A \) (namely, sets of the form \( \{T^k J \mid 0 \leq k < q^{(m)}_{\beta} \} \) for some subinterval \( J \subset I^{(m)}_{\beta} \)). Indeed, the \( \alpha/\beta \)-th entry of the incidence matrix \( A_{m,n}^T \) is the number of subtowers of \( \mathcal{P}^{(m)}_{\beta} \) inside \( \mathcal{P}^{(n)}_{\alpha} \). It follows that \( \mathcal{P}^{(n)}_{\alpha} \) is made by stacking exactly \( \sum_{\beta \in A} (A_{m,n}^T)_{\alpha/\beta} \) subtowers of Rohlin towers of \( \mathcal{P}^{(m)} \).

2.3. Rauzy-Veech induction for AIETs. The Rauzy-Veech induction and the Zorich acceleration extend naturally to the space of AIETs, as well as all the notions introduced above in the IET setting, such as combinatorial rotation number, dynamical partitions, incidence matrices, etc. Given an AIET \( T = (\pi, \eta, \omega) \) satisfying Keane’s condition we denote its orbit under \( RV \) by
\[
T^{(n)} = (\pi^{(n)}, \eta^{(n)}, \omega^{(n)}) = RV^n(\pi, \eta, \omega), \quad n \in \mathbb{N}.
\]
For the sake of simplicity, we will use the notations introduced in the IET setting to denote the intervals of definition and the return times of iterates by \( RV \) of an AIET.
Let us point out that the incidence matrices \( A_{m,n} \) depend only on the combinatorial rotation number. In particular, given an AIET \( T \) and an IET \( T_0 \), both satisfying Keane’s condition and such that \( \gamma(T) = \gamma(T_0) \), the incidence matrices of \( T \) and \( T_0 \) coincide.

In the context of AIETs, the height cocycle verifies an additional property of fundamental importance to us: the change in the log-slope vector of \( RV \) iterates of an AIET is described by the height cocycle. More precisely, given an AIET \( T = (\pi, \eta, \omega) \) satisfying Keane’s condition, for any \( n \geq m \geq 0 \),

\[
\omega^{(n)} = A_{m,n}^T(\pi, \eta, \omega)\omega^{(m)}.
\]

### 2.4. Oseledet’s filtration

As mentioned before, the normalized version of \( Z \), which is defined in the subset \( \tilde{X}_A \subset G_A \times \Delta_A \) of normalized IETs satisfying Keane’s condition and that we denote by

\[
\tilde{Z} : \tilde{X}_A \to \tilde{X}_A,
\]

admits a unique invariant probability measure \( \mu_{\tilde{Z}} \) equivalent to the Lebesgue measure on \( \tilde{X}_A \). Moreover, the height and length cocycles, \( B_T \) and \( B^{-1} \) are integrable with respect to this invariant measure, and thus they admit invariant Oseledet’s filtrations

\[
E_s(\pi, \lambda) \subset E_{cs}(\pi, \lambda) \subset \mathbb{R}^A,
\]

\[
F_s(\pi, \lambda) \subset F_{cs}(\pi, \lambda) \subset \mathbb{R}^A,
\]

for a.e. \((\pi, \lambda) \in \tilde{X}_A\), respectively.

With these notations, the sets \( E_s(\pi, \lambda) \), \( E_{cs}(\pi, \lambda) \setminus E_s(\pi, \lambda) \) and \( \mathbb{R}^A \setminus E_{cs}(\pi, \lambda) \), correspond to the set of vectors with negative, zero and positive Lyapunov exponents for the cocycle \( B_T \), respectively. That is, for a.e. \((\pi, \lambda) \in \tilde{X}_A\) and for every \( v \in \mathbb{R}^A \), the limit

\[
\theta(\pi, \lambda, v) = \lim_{n \to +\infty} \frac{\log | B_{0,n}^T(\pi, \lambda)v|_1}{n}
\]

exists and verifies

\[
\begin{cases} 
\theta(\pi, \lambda, v) < 0 & \text{if } v \in E_s(\pi, \lambda), \\
\theta(\pi, \lambda, v) = 0 & \text{if } v \in E_{cs}(\pi, \lambda) \setminus E_s(\pi, \lambda), \\
\theta(\pi, \lambda, v) > 0 & \text{if } v \in \mathbb{R}^A \setminus E_{cs}(\pi, \lambda).
\end{cases}
\]

Analogous properties hold for the cocycle \( B^{-1} \) and its associated splitting.

We point out that the dimension of these vector spaces depends only on the permutation \( \pi \). Indeed, denoting \( \Omega_\pi : \mathbb{R}^A \to \mathbb{R}^A \), where

\[
(\Omega_\pi)_{\alpha, \beta} = \begin{cases} 
+1 & \text{if } \pi_1(\alpha) > \pi_1(\beta) \text{ and } \pi_0(\alpha) < \pi_0(\beta), \\
-1 & \text{if } \pi_1(\alpha) < \pi_1(\beta) \text{ and } \pi_0(\alpha) > \pi_0(\beta), \\
0 & \text{in other cases},
\end{cases}
\]

we have that

\[
\dim(E_s(\pi, \lambda)) = g, \quad \dim(E_{cs}(\pi, \lambda)) = d - g, \quad \text{where } g := \frac{d - \dim(\ker(\Omega_\pi))}{2},
\]

for a.e. \((\pi, \lambda) \in \tilde{X}_A\).
3. Statements of the results

In this section, we state our main results. Let us start by recalling some of the existent results concerning the semi-conjugacies of AIET to IETs. Recall that the combinatorial rotation number of an IET that satisfies Keane’s condition is, by definition, the infinite path in the Rauzy graph produced by iterating the Rauzy-Veech induction procedure.

3.1. Semiconjugacies of AIETs to IETs. An infinite Rauzy path $\gamma$ is said to be $\infty$-complete if every symbol in $A$ appears infinitely many times as a winner symbol in $\gamma$. It is well-known that any IET satisfying Keane’s condition defines an $\infty$-complete Rauzy path in the Rauzy graph and, conversely, any $\infty$-complete Rauzy path determines a unique normalized IET (for a proof, see e.g. [37, Section 7]).

Given an infinite path $\gamma$ in the Rauzy graph and $\omega \in \mathbb{R}^A$, we denote by $\text{Aff}(\gamma, \omega)$ the set of normalized AIETs with log-slope $\omega$ and combinatorial rotation number $\gamma$. If a path $\gamma$ is $\infty$-complete, maps in $\text{Aff}(\gamma, \omega)$ are semi-conjugated to the unique IET whose rotation number is equal to $\gamma$. More precisely, we have the following.

**Proposition 3.2** (Proposition 7 in [37]). Let $T_0$ be an IET such that $\gamma(T_0)$ is $\infty$-complete and let $\omega \in \mathbb{R}^A$. Then, any $T \in \text{Aff}(\gamma(T_0), \omega)$ is semi-conjugated to $T_0$ via an increasing surjective map $h : [0,1) \to [0,1)$, satisfying $T_0 \circ h = h \circ T$. Moreover, if $T$ has no wandering intervals, then $h$ defines a conjugacy between $T_0$ and $T$.

However, not all choices of $\gamma$ and $\omega$ are compatible.

**Proposition 3.3** (Proposition 2.3 in [26]). Let $T_0 = (\pi, \lambda)$ be an IET such that $\gamma(T_0)$ is $\infty$-complete and let $\omega \in \mathbb{R}^A$. Then, $\text{Aff}(\gamma(T_0), \omega) \neq \emptyset$ if and only if $\langle \omega, \lambda \rangle = 0$.

3.4. Main results. We now state the main results of this article.

**Theorem 1.** For almost every IET $T_0$ and for any $\omega \in E_{cs}(T_0) \setminus E_s(T_0)$, any AIET $T \in \text{Aff}(\gamma(T_0), \omega)$ is topologically conjugated to $T_0$.

A special case of this theorem, namely, the same result for the (measure zero) set of IETs whose combinatorial rotation number is periodic (also known as periodic-type IETs), was proved, in the setting and language of substitutions, in [3]. The proof of Theorem 1 is presented in §4.

We also prove the following.

**Theorem 2.** For almost every IET $T_0$ and for any $\omega \in E_{cs}(T_0) \setminus E_s(T_0)$, any AIET $T \in \text{Aff}(\gamma(T_0), \omega)$ is uniquely ergodic and its unique invariant probability measure is singular with respect to the Lebesgue measure.

Theorem 2 can be deduced combining Theorem 1 with a result proved by M. Cobo [6, Theorem 1], which in turns rely on results by W. Veech [32] (see Appendix 7, where the result and the deduction are presented). The proof we give in this paper, which is given in §5, has the advantage of being self-contained and perhaps more transparent.

Let us mention that by the duality of the heights and lengths cocycles it follows that

$$E_{cs}(T_0) \subset \lambda^\perp,$$

for a.e. IET $T_0$ (we refer the interested reader to [40] for a precise definition of dual cocycle and to [6, pages 384-385] for a proof of this fact). Thus, if $\pi \in \mathcal{G}_A$ is such that $\text{Ker}(\Omega_{\pi}) \neq \{0\}$, where $\Omega_{\pi}$ is the matrix given by (4), it follows from (5) and Proposition 6.3 that the set $\text{Aff}(\gamma(T_0), \omega)$ in Theorems 1 and 2 is non-empty.
3.5. The full measure Diophantine-type conditions. Let us now state explicitly the generic condition satisfied by an IET $T_0$ for Theorem 1 to hold. This condition is an example of a Diophantine-type condition on an IET rotation number.

**Definition 3.6 (The BC condition).** We say that an IET $T_0 = (\pi, \lambda)$ satisfies the Bounded Central Condition (or, for short, the BC Condition) if it verifies Keane’s condition, it is Oseledets generic, $\gamma(T_0)$ is $\infty$-complete, and there exists a sequence $(n_k)_{k \in \mathbb{N}} \subset \mathbb{N}$ verifying the following:

(i) There exists $N \in \mathbb{N}$ and a constant $K > 0$ such that

$$1 \leq A^T_{n_k, n_k+N}(\pi, \lambda)_{\alpha,\beta} \leq K, \quad \forall \alpha, \beta \in A, \forall k \in \mathbb{N}.$$

(ii) There exists a constant $V > 0$ such that

$$\|A^T_{n_k, n_k}(\pi, \lambda) \mid_{E_{\alpha,\beta}(\lambda, \pi)}\| \leq V, \quad \forall k \in \mathbb{N}.$$ 

As we shall see, this is a full measure condition in the space of IETs (see Proposition 3.8 below).

For the proof of Theorem 2 it is also useful to introduce the following condition.

**Definition 3.7 (HS Condition).** We say that an IET $T_0 = (\pi, \lambda)$ satisfies the high singularities Condition (or, for short, the HS Condition) if it verifies Keane’s condition and there exist $C > 0$ and a sequence $(n_k)_{k \in \mathbb{N}} \subset \mathbb{N}$ verifying the following:

(i) $\max_{\alpha, \beta \in A} \frac{(n_k)}{q_{\beta}^{(n_k)}} < C$.

(ii) $T^i |_{I^{(n_k)}}$ is continuous for $0 \leq i \leq \frac{1}{q_{\alpha}^{(n_k)}} \max_{\alpha, \beta \in A} \frac{(n_k)}{q_{\beta}^{(n_k)}}$.

**Proposition 3.8.** Almost every irreducible IET satisfies the BC and HS Conditions.

For the sake of clarity of exposition, we postpone the proof of the above proposition to §6 as it requires the introduction of the natural extension of the Zorich renormalization as well as several definitions and notations that will not appear anywhere else in the article.

We now prove Theorems 1 and 2 respectively in §4.5 and §5.

4. Existence of a topological conjugacy

In this section, we prove Theorem 1 by showing the existence of a topological conjugacy between an AIET and IET having the same combinatorial rotation number, under the BC condition (see Definition 3.6) on the IET.

4.1. Wandering intervals and Birkhoff sums. Let us recall that for $T$ and $T_0$ as in Theorem 1 and under a full measure condition on $T_0$, the assumption $\gamma(T) = \gamma(T_0)$ automatically yields a semi-conjugacy $h$ between $T$ and $T_0$. Moreover, this semi-conjugacy is indeed a conjugacy if the map $T$ has no wandering intervals (see Proposition 3.2).

The main criterion we will use to exclude the presence of wandering intervals on a given AIET is stated in Lemma 4.2 and it is due to M. Cobo [6] (see also [4]). This criterion reduces the question of the existence of wandering intervals to a study of Birkhoff sums of the log-slope vector of the AIET. Let us first introduce some notation.
Let $f : [0, 1] \to \mathbb{R}$ be a real-valued function and let $T$ be an AIET. For each $n \in \mathbb{Z}$, we define the $n$-th Birkhoff sum of $f$ over $T$ by

$$S_n^T f := \begin{cases} \sum_{j=0}^{n-1} f \circ T^j, & \text{if } n > 0, \\ 0, & \text{if } n = 0, \\ \sum_{j=-n}^{-1} f \circ T^{-j}, & \text{if } n < 0. \end{cases}$$

If there is no risk of confusion concerning the transformation being considered, we will denote the Birkhoff sums simply by $S_n f$. The definition of the Birkhoff sums $S_n f$, for $n \leq 0$, is given so that $(S_n f)_{n \in \mathbb{Z}}$ is a $\mathbb{Z}$-additive cocycle, i.e. satisfies

$$S_{n+m} f = S_n f + S_m f \circ T^m, \quad \text{for all } n, m \in \mathbb{Z}. \quad (8)$$

The space of piecewise-constant real-valued functions, which are continuous on each of the continuity intervals of $T$, can be identified with a vector in $\mathbb{R}^A$. Indeed, given a vector $\omega \in \mathbb{R}^A$, we associate the piecewise constant function $f_{T, \omega} := I \to \mathbb{R}$ given by

$$f_{T, \omega}(x) := \omega_\alpha, \quad \text{if } x \in I_\alpha \text{ for some } \alpha \in A. \quad (9)$$

We will also write simply $f_\omega$ instead than $f_{T, \omega}$ when the dependence on $T$ is clear. In view of the following criterium, the existence of wandering intervals for an AIET with log-slope vector $\omega$ can be reduced to the study of Birkhoff sums of the function $f_\omega$.

**Lemma 4.2** (Wandering intervals via Birkhoff sums, [6]). An AIET $T$ with log-slope vector $\omega$ has a wandering interval if and only if there exists a point $x_0 \in [0, 1]$ such that

$$\sum_{n \geq 1} e^{S_n f_\omega(x_0)} < +\infty, \quad \sum_{n \leq 0} e^{S_n f_\omega(x_0)} < +\infty.$$ 

The proof of this lemma can be found in [6, pp. 392-393]. This criterion has also been used in [4], and [26]. The result we prove in order to exploit this Lemma is the following.

**Proposition 4.3.** Let $T_0$ be an IET satisfying the BC condition and let $\omega \in E_{cs}(T_0)$. Then, for any AIET $T \in \text{Aff}(\gamma(T_0), \omega)$ and for any $x \in [0, 1]$ there exists a sequence $(m_k)_{k \in \mathbb{Z}}$ with $|m_k| \to \infty$ as $|k| \to \infty$ such that

$$\sup_{k \in \mathbb{Z}} |S_{m_k}^T f_{T, \omega}(x)| < +\infty. \quad (10)$$

In particular, this Proposition gives a result for Birkhoff sums over an IET $T_0$ of a piecewise constant function $f_{T_0, \omega}$ associated to a vector $\omega \in E_{cs}(T_0)$, which we believe is of independent interest, namely:

**Corollary 4.4.** For $T_0$ and $\omega$ as in Proposition [4.3], for any $x \in [0, 1]$ there exists a sequence $(m_k)_{k \in \mathbb{Z}}$ with $|m_k| \to \infty$ as $|k| \to \infty$ such that

$$\sup_{k \in \mathbb{Z}} |S_{m_k}^{T_0} f_{T_0, \omega}(x)| < +\infty.$$ 

The proof of Proposition [4.3] exploits the decomposition of Birkhoff sums into special Birkhoff sums, which are building blocks controlled by the cocycle matrices produced by Rauzy-Veech induction. In § 4.6 we recall their definition and some basic properties.

Before proving Proposition [4.3] whose proof we postpone to § 4.7, let us show how to use it to prove Theorem [4].
4.5. Proof of absence of wandering intervals. In this section, we prove Theorem 1 by showing the absence of wandering intervals under the theorem’s assumptions.

Proof of Theorem 1. Since \( \gamma(T) = \gamma(T_0) \), by Proposition 3.2 there exists a semi-conjugacy, i.e. a surjective continuous increasing function \( h : [0,1] \to [0,1] \) such that \( h \circ T = T_0 \circ h \). To show that \( h \) is a homeomorphism and, therefore, a topological conjugacy, it is enough to show that it has no wandering intervals. This follows by Lemma 4.2 since, by Proposition 4.3, for any \( x \in [0,1] \), there exists \( C > 0 \) and \( (m_k)_{k \in \mathbb{Z}} \) such that

\[
\sup_{k \in \mathbb{Z}} |S_{m_k}^T f_\omega(x)| < C.
\]

Hence

\[
\sum_{n \geq 1} e^{S_n^T f_\omega(x_0)} \geq \sum_{k \geq 1} e^{S_{m_k}^T f_\omega(x_0)} \geq \sum_{k \geq 1} e^{-C} = +\infty.
\]

Similarly, \( \sum_{n \leq 0} s_n^T f_\omega(x_0) = +\infty \). Therefore, Lemma 4.2 implies that \( T \) has no wandering intervals. \( \Box \)

4.6. Birkhoff sums and special Birkhoff sums. Given an AIET \( T \) and a function \( f : I \to \mathbb{R} \), the Birkhoff sums \( S_n f \), for \( n \geq 0 \), can be studied via renormalization exploiting the notion of special Birkhoff sums that we now recall. For any \( n \in \mathbb{N} \), the special Birkhoff sum of level \( n \) is the function \( S_n f : I^{(n)} \to \mathbb{R} \) obtained by inducing \( f \) over the first return map \( T^{(n)} \). More precisely,

\[
S_n f(x) := S_{\alpha_0^{(n)}} f(x) = \sum_{\ell=0}^{\alpha_0^{(n)}-1} f(T^\ell(x)), \quad \text{if } x \in I^{(n)}_{\alpha}, \quad \text{for any } \alpha \in \mathcal{A}, \ n \in \mathbb{N}.
\]

Thus one can think of \( S_n f(x) \) as the Birkhoff sum of \( f \) at \( x \) along the Rohlin tower of height \( \alpha^{(n)}_0 \) over \( I^{(n)}_{\alpha} \). Given the \( n \)-th special Birkhoff sum \( S_n f \), we can build \( S_{n+1} f \) from \( S_n f \) and \( T^{(n)} \) as

\[
S_{n+1} f(x) = \sum_{k=0}^{\alpha_0^{(n)}} S_n f((T^{(n)})^k(x)), \quad \text{for any } x \in I^{(n+1)}_{\alpha},
\]

where \( \alpha^{(n)}_0 = \sum_{\beta \in \mathcal{A}} (A_{n+1}^T \alpha^T)_{\alpha^0} \). Equation (11) follows from the relation between Rohlin towers of the partitions \( \mathcal{P}^{(n+1)} \) and \( \mathcal{P}^{(n)} \) described in 2.2.

Hence, if \( f = f_\omega \) for some \( \omega \in \mathbb{R}^\mathcal{A} \), it follows from the definition of special Birkhoff sums that

\[
S_n f_\omega(x) = A_{0,n}^T \omega.
\]

4.7. Proof of the Birkhoff sums upper bound (Proposition 4.3). We are now ready to prove Proposition 4.3. The argument behind the proof provides a generalization of the key idea exploited in 3 to prove the analogous result in the special case of periodic combinatorial rotation numbers. While the proof in 3 is written in the language of substitutions and prefix-suffix decompositions, our proof below uses simply the decomposition of Birkhoff sums in special Birkhoff sums and the BC condition. The key idea is that for any point \( x \in [0,1] \) it is possible to find times \( (m_k)_{k \in \mathbb{Z}} \) such that \( S_{m_k} f_\omega(x) \) can be decomposed into a bounded number of special Birkhoff sums.
Proof of Proposition 4.3. Let \((n_k)_{k \in \mathbb{N}}\) be the sequence of induction times given by the BC condition (see Definition 3.6). For the sake of simplicity and clarity of exposition, let us denote

\[
T_k = T^{(n_k)}, \quad I_k := I^{(n_k)}, \quad Z_k^\alpha := Z_\alpha^{(n_k)}, \quad q_k^\alpha := q_\alpha^{(n_k)}, \quad \mathcal{P}^k = \mathcal{P}^{(n_k)},
\]

\[
I_k^+ := I^{(n_k+N)}, \quad Z_k^\alpha := Z_\alpha^{(n_k+N)}, \quad q_k^\alpha := q_\alpha^{(n_k+N)}, \quad \mathcal{P}^k = \mathcal{P}^{(n_k+N)},
\]

for any \(k \in \mathbb{N}\) and \(\alpha \in \mathcal{A}\). We start by showing that we can decompose the Birkhoff sum \(S_k\) of level \(n_k\) plus an initial and final segment. More precisely, we will show that we can express \(S_k\) as

\[
S_k = S_{q_k^-} + \sum_{0 \leq t \leq \ell_0} S_{q_k} f_\omega(T_k^t(y)) + S_1 f_\omega(z),
\]

since the proof for the sequence \(m_k\) is completely analogous. Indeed, it suffices to consider the backward orbit of \(x\) instead of the forward one.

We start by showing that we can decompose the Birkhoff sum \(S_k\) into a sum of special Birkhoff sums of level \(n_k\) plus an initial and final segment. More precisely, we will show that we can express \(S_k\) as

\[
S_k = S_{q_k^-} + \sum_{0 \leq t \leq \ell_0} S_{q_k} f_\omega(T_k^t(y)) + S_1 f_\omega(z),
\]

\[
S_k = \sup_{k \in \mathbb{N}} |S_{mk} f_\omega(x)| < +\infty,
\]

Let us show that with this definition, the sequence \((m_k)_{k \in \mathbb{Z}}\) satisfies (10). We will only prove (10) holds. Fix \(k \in \mathbb{N}\) and \(\alpha \in \mathcal{A}\). In particular, there exists a floor \(F_\alpha\) of tower \(Z_\alpha\) which contains the orbit of \(x\). By definition of \(I_k\), the sequence \(m_k\) satisfies (10). We will only prove that

\[
T_\beta(x) \in F_\beta \subseteq I_\alpha \cap Z_\beta^{k^+}, \quad T^{j+}(x) \in F_\beta \subseteq I_\alpha \cap Z_\beta^{k^+}.
\]

Notice that, by construction, in view of (14) and (15), \(T_{m_k}^{-} (x)\) and \(T_{m_k}^{+} (x)\) both belong, as \(x\), to the \(i\)-th floor of the tower \(Z_\alpha^k\). Let us illustrate the notations in the following picture.

Let us show that with this definition, the sequence \((m_k)_{k \in \mathbb{Z}}\) satisfies (10). We will only prove that

\[
\sup_{k \in \mathbb{N}} |S_{mk} f_\omega(x)| < +\infty,
\]
for some \( \ell_0 \in \mathbb{N} \), where \( y := T^{q_{h^k}}_{h^k}(x) \) and \( z := T^{m_{h^k}}_{h^k}(x) \).

Let us prove (16). By definition of \( y \) and \( z \), it follows that

\[
S_{m_{h^k}} f_\omega (x) = S_{q_{h^k}} f_\omega (x) + S_{m_{h^k} - q_{h^k}} f_\omega (y) + S_{h^k} f_\omega (z).
\]

Notice that, since \( x \) belongs to the \( i \)-th floor of the tower \( Z^k_\alpha \), we have \( y \in I^k \). Consider now the successive iterates \( T^\ell_k(y) \), \( \ell \in \mathbb{N} \), which by definition of the induced map \( T_k \) all belong to \( I^k \), and let \( \ell_0 \) be the last one (in the natural order of the orbit of \( x \) under \( T \)) before \( T^{m_{h^k}}(x) \). Notice that \( T^{\ell_0}_k(y) = z = T^{m_{h^k} - h^k}_k(y) \). For \( 0 \leq \ell \leq \ell_0 \), let \( \alpha_{\ell} \in \mathcal{A} \) be such that \( T^\ell_k(y) \in I^k_{\alpha_{\ell}} \).

Since, for any \( 0 \leq \ell \leq \ell_0 \), we have

\[
T_k(T^\ell_k(y)) = T^{h^k_{\alpha_{\ell}}}(T^\ell_k(y)), \quad S_{h^k_{\alpha_{\ell}}} f_\omega (T^\ell_k(y)) = S_{m_{h^k}} f_\omega (T^\ell_k(y)),
\]

it follows from the cocycle relation (8), that

\[
S_{m_{h^k} - q_{h^k}} f_\omega (y) = \sum_{0 \leq \ell \leq \ell_0} S_{h^k_{\alpha_{\ell}}} f_\omega (T^\ell_k(y)) = \sum_{0 \leq \ell \leq \ell_0} S_{m_{h^k}} f_\omega (T^\ell_k(y)),
\]

which together with (17) conclude the proof of (16).
Notice now that, since \( \ell_0 \) is bounded by the number of towers of level \( n_k \) contained in the union of \( Z^{k_+}_\beta \) and \( Z^{k_+}_\beta \), by the interpretation of the entries of the incidence matrices (see §2.2) and the BC condition, it follows that
\[
\ell_0 + 1 \leq 2\|A^T_{n_k,n_k+N}\| \leq 2K.
\]
Moreover, observe that the initial and final sum in (16) combine into a full special Birkhoff sum since they combine to a sum over exactly one point for each floor of the tower \( Z^k_\alpha \), and \( f_\omega \) is constant on each floor of \( Z^k_\alpha \), so that
\[
S_{q^k_{n_k}-1} f_\omega(x) + S_i f_\omega(z) = \sum_{m=0}^{q^k_{n_k}-i-1} f_\omega(T^m x) + \sum_{m=q^k_{n_k}-i}^{q^k_{n_k}-1} f_\omega(T^m (T^{-i} z)) = \sum_{n=0}^{q^k_{n_k}-1} f_\omega(T^m x) = S_{n_k} f_\omega(x) = \omega^{(n_k)}_\alpha.
\]
Using these last two observations, we can estimate (16) with a bounded number of special Birkhoff sums, which in turn, in view of (13), (12), (18), (19) and the BC condition, yields
\[
\|S_{n_k} f_\omega(x)\| \leq \|\omega^{(n_k)}_\alpha\| + \sum_{0 \leq \ell \leq \ell_0} S_{n_k} f_\omega(T^\ell_k(y)) = \|\omega^{(n_k)}_\alpha\| + \sum_{0 \leq \ell \leq \ell_0} \omega^{(n_k)}_\alpha \leq (\ell_0 + 2)\|\omega^{(n_k)}_\alpha\| \leq (2K + 1)V\|\omega\|.
\]
Therefore \( \sup_{k \in \mathbb{N}} |S_{n_k} f_\omega(x)| < +\infty \), which concludes the proof. \( \square \)

Let us also show how Corollary 4.4 follows from Proposition 4.3.

**Proof of Corollary 4.4.** Notice that since \( T_0 \) satisfies the BC condition, in particular, its rotation number \( \gamma(T_0) \) is \( \infty \)-complete. Furthermore, since \( \omega \in E_{cs}(T_0) \) and \( E_{cs}(T_0) \subset \lambda^+ \) (see (6)), the assumptions of Proposition 3.3 hold and therefore there exists an AIET \( T \) in \( \text{Aff}(\gamma(T_0), \omega) \). By Proposition 3.2, there also exists a semiconjugacy between \( T \) and \( T_0 \) i.e. an increasing surjective map \( h : [0,1] \to [0,1] \), satisfying \( T_0 \circ h = h \circ T \). Notice that \( h \) maps continuity intervals of \( T \) onto continuity intervals of \( T_0 \). Therefore, by definition of the functions \( f_{T,\omega} \) and \( f_{T_0,\omega} \) (see Definition 7), \( f_{T_0,\omega} \circ h = f_{T,\omega} \). Thus, for every \( n \in \mathbb{N} \) and any \( x \in [0,1] \),
\[
S^{T_0}_{n} f_{T_0,\omega}(h(x)) = \sum_{k=0}^{n-1} f_{T_0,\omega}((T_0)^k \circ h(x)) = \sum_{k=0}^{n-1} f_{T_0,\omega}(h \circ T^k(x)) = S^{T}_{n} f_{T,\omega}(x).
\]
Similarly (recalling Definition 7), one sees that \( S^{T_0}_{n} f_{T_0,\omega} \circ h(x) = S^{T}_{n} f_{T,\omega}(x) \) for any \( n \in \mathbb{Z} \). Thus, the conclusion of the corollary follows immediately from Proposition 4.3. \( \square \)
5. Singularity of the invariant measure

In this section, we present a direct proof of Theorem 2. We first state a standard analysis Lemma (Lemma 5.1 below), which will be helpful in the proof and roughly says that an integrable function is locally constant when looking at it on a sufficiently small scale.

Given an integrable function \( \psi : [0, 1] \to \mathbb{R} \), for any \( x \in [0, 1] \) and any \( r, \delta > 0 \), we denote
\[
E_\psi(x, \delta) = \{ y \in [0, 1] \mid |x - y| < r; |\psi(x) - \psi(y)| > \delta \}.
\]
The set \( E_\psi(x, \delta) \) is the set of ‘exceptional points’ in the ball of radius \( r \) around \( x \) for which the value of \( \psi \) differs from \( \psi(x) \) by more than \( \delta \).

**Lemma 5.1.** Let \( \psi : [0, 1] \to \mathbb{R} \) be an integrable function and let \( \delta > 0 \). Given \( \epsilon > 0 \), there exists \( r_0 > 0 \) such that
\[
\text{Leb} \left( \left\{ x \in [0, 1] \mid |E_\psi(x, \delta)| < \frac{2\epsilon}{\delta} \text{ for all } 0 < r < r_0 \right\} \right) > 1 - \epsilon.
\]
This lemma is a simple consequence of the Lebesgue differentiation theorem and Egorov’s theorem.

**Proof of Theorem 2.** Let \( T_0 \) and \( T \) as in Theorem 1 and assume WLOG that \( T_0 \) is uniquely ergodic. Furthermore, assume that \( T_0 \) verifies the HS Condition (see Definition 3.7). Denote by \( h \) the associated conjugating map \( h \) verifying \( T \circ h = h \circ T_0 \). Recall that by the discussion at the beginning of §5, this measure is either singular or absolutely continuous with respect to the Lebesgue measure.

Suppose by contradiction that the unique invariant probability measure \( \mu \) of \( T \) is absolutely continuous with respect to Lebesgue and denote by \( \varphi \) the associated Radon-Nykodim derivative, namely, \( \mu = \varphi \text{Leb} \). Since \( \mu \) is \( T \)-invariant,
\[
(\varphi \circ T)T' = \varphi
\]
almost surely. Recall that by Corollary 6.6
\[
\delta := \frac{1}{4} \inf_{n \in \mathbb{N}} |\omega^{(m_k)}| > 0,
\]
where the sequence \( m_k \) denotes the sequence of Zorich times associated with \( T_0 \). We will derive a contradiction by showing that (21) implies that the norm of \( \omega^{(m_k)} \) may be arbitrarily small.

By iterating (21) and taking logarithm, it follows that, for any \( k \in \mathbb{N} \),
\[
(\log \varphi \circ T^k) - \log \varphi = S_T f_T^T
\]
almost surely, where \( \omega \) denotes the log-slope vector of \( T \). Composing the previous equality with \( h \) and denoting \( \psi = \log \varphi \circ h \), we obtain,
\[
\psi \circ T_0^k - \psi = S_{T_0} f_{T_0}^T
\]
almost surely. Considering the return times given by the Rauzy-Veech induction yields
\[
\psi \circ T_0^{q_{\alpha}^{(n)}}(x) - \psi(x) = \omega_{\alpha}^{(n)},
\]
for \( x \in I^{(n)}_\alpha \) and \( \alpha \in \mathcal{A} \). Let \((n_k)_{k \in \mathbb{N}}\) be the subsequence of Zorich times given by Proposition 3.8 and let us denote
\[
q^k := q^{(n_k)}, \quad \omega^k := \omega^{(n_k)}, \quad I^k = I^{(n_k)}_\alpha.
\]
Notice that by Condition HS,
\[
\psi \circ T^k_{\alpha}(x) - \psi(x) = \omega^k,
\]
for \( x \in \bigcup_{i=0}^{h_k} T^i(I^{(n)}_\alpha) \) and \( \alpha \in \mathcal{A} \), where \( h_k = \frac{1}{4} \min_{\alpha \in \mathcal{A}} q^k_\alpha \). Since \( T_0 \) verifies the BC Condition, there exists \( 0 < \epsilon_0 < 1 \) such that
\[
\min_{\alpha \in \mathcal{A}} \frac{|I^k_\alpha|}{|I^k|} > \epsilon_0,
\]
for any \( k \in \mathbb{N} \). Denote \( \epsilon = \frac{\epsilon_0}{C} \min\{1, \delta\} \), where \( C \) is given by the HS Condition, and let \( r_0 \) be given by Lemma 3.1. Let \( k \) sufficiently large so that \( |I^k| < r_0 \). Since
\[
\text{Leb} \left( \bigcup_{\alpha \in \mathcal{A}} \bigcup_{i=0}^{h_k} T^i(I^k) \right) > \frac{1}{4} C,
\]
it follows from (20) that there exists \( x_k = T^{i_k}(r_k) \), with \( r_k \in \left[ \frac{|I^k|}{2}, |I^k| \right] \) and \( 0 \leq i_k \leq h_k \), such that
\[
|E^\psi_{r_k}(x_k, \delta)| < \frac{2r_k \epsilon}{\delta}.
\]
Fix \( \alpha \in \mathcal{A} \). Notice that
\[
T^{i_k}(I^k_\alpha), T^{q^k+i_k}(I^k_\alpha) \subset B_{r_k}(x_k),
\]
and by (23),
\[
|T^{i_k}(I^k_\alpha)|, |T^{q^k+i_k}(I^k_\alpha)| \geq c_0 |I^k|.
\]
Hence
\[
\text{Leb} \left( \left\{ y \in T^{i_k}(I^k_\alpha) \mid y \notin E^\psi_{r_k}(x_k, \delta); T^{q^k+i_k}(y) \notin E^\psi_{r_k}(x_k, \delta) \right\} \right)
\geq |I^k_\alpha| - 2|E^\psi_{r_k}(x_k, \delta)| \geq |I^k_\alpha| - \frac{4r_k \epsilon}{\delta}
\geq |I^k_\alpha| \left( 1 - \frac{4 \epsilon}{\delta c_0} \right) \geq \frac{1}{2} |I^k_\alpha|.
\]
Thus, there exists \( y^k_\alpha \in T^{i_k}(I^k_\alpha) \), verifying (22), such that
\[
y^k_\alpha, T^q (y^k_\alpha) \notin E^\psi_{r_k}(x_k, \delta).
\]
Hence
\[
|\psi(y^k_\alpha) - \psi(T^q(y^k_\alpha))| < 2 \delta,
\]
and by (22), \( |\omega^k| < 2 \delta \). Since \( \alpha \in \mathcal{A} \) was arbitrary, and by definition of \( \delta \), we have \( |\omega^k| < 2 \delta \), we reached a contradiction. This concludes the proof. \( \square \)

6. Full measure of the IETs conditions

This section is devoted to the proof of Proposition 3.8 namely show simultaneously that the BC and the HS Conditions introduced in § 3.3 (see Definitions 3.6 and 3.7) are satisfied by a full measure set of (irreducible) IETs. We start by introducing a few objects and notations needed in the proof.
6.1. **Oseledet’s splittings.** We denote the natural extensions of the Zorich map \( Z \) and of the Zorich renormalization \( \tilde{Z} \) by

\[
Z_{\text{ext}} : \mathcal{X}_A \to \mathcal{X}_A, \quad \tilde{Z}_{\text{ext}} : \tilde{\mathcal{X}}_A \to \tilde{\mathcal{X}}_A.
\]

The domains of these transformations admit a geometric interpretation in terms of zippered rectangles, which were introduced by W. Veech [32] when considering suspensions over IETs, and can be seen as subsets of \( X_A \times \mathbb{R}^A \). We denote points in the domains \( \mathcal{X}_A \) and \( \tilde{\mathcal{X}}_A \) by \((\pi, \lambda, \tau)\).

Recall that \( \tilde{Z} \) admits an unique invariant probability measure \( \mu_{\tilde{Z}} \) equivalent to the Lebesgue measure and its natural extension \( \tilde{Z}_{\text{ext}} \) admits an unique invariant probability measure \( \mu_{\tilde{Z}_{\text{ext}}} \) equivalent to Lebesgue and such that \( p_* (\mu_{\tilde{Z}_{\text{ext}}}) = \mu_{\tilde{Z}} \), where \( p : \tilde{\mathcal{X}}_A \to \mathcal{X}_A \) denotes the canonical projection \( p(\pi, \lambda, \tau) = (\pi, \lambda) \).

Considering the natural extension of the Zorich renormalization and extending the cocycle \( B \) trivially to \( \tilde{\mathcal{X}}_A \) using the canonical projection \( p : \tilde{\mathcal{X}}_A \to \mathcal{X}_A \), the height and length cocycles admit invariant Oseledet’s splittings

\[
E_s(\pi, \lambda, \tau) \oplus E_c(\pi, \lambda, \tau) \oplus E_u(\pi, \lambda, \tau) = \mathbb{R}^A,
\]

\[
F_s(\pi, \lambda, \tau) \oplus F_c(\pi, \lambda, \tau) \oplus F_u(\pi, \lambda, \tau) = \mathbb{R}^A,
\]

respectively, corresponding to the sets of vectors with negative, zero, and positive Lyapunov exponents. These spaces verify

\[
E_s(\pi, \lambda, \tau) = E_{cs}(\pi, \lambda), \quad E_c(\pi, \lambda, \tau) = E_c(\pi, \lambda), \quad E_u(\pi, \lambda, \tau) = E_u(\pi, \lambda),
\]

\[
F_s(\pi, \lambda, \tau) = F_{cs}(\pi, \lambda), \quad F_c(\pi, \lambda, \tau) = F_c(\pi, \lambda), \quad F_u(\pi, \lambda, \tau) = F_u(\pi, \lambda),
\]

for a.e. \((\pi, \lambda, \tau) \in \tilde{\mathcal{X}}_A\). Moreover, since the height and length cocycles are dual to each other, we have

\[
E_s(\pi, \lambda, \tau) = E_{cs}(\pi, \lambda, \tau)^\perp, \quad F_s(\pi, \lambda, \tau) = F_{cs}(\pi, \lambda, \tau)^\perp,
\]

for a.e. \((\pi, \lambda, \tau) \in \mathcal{X}_A\). We refer the interested reader to [40] for a precise definition of dual cocycle.

For the sake of simplicity, for a.e. \((\pi, \lambda, \tau) \in \mathcal{X}_A\) and for any \( n \in \mathbb{Z} \), we denote their iterates under \( Z_{\text{ext}} \) by \( (\pi^n, \lambda^n, \tau^n) \) and the associated Oseledets subspaces by \( E_{c^\epsilon}(\pi, \lambda, \tau) = E_{c^\epsilon}(\pi^n, \lambda^n, \tau^n), \) where \( \epsilon \in \{s, c, u\} \).

6.2. **Angle control between the splittings.** Recall that the angle between two subspaces \( \{0\} \subseteq E, F \subseteq \mathbb{R}^A \) is given by

\[
\angle(E, F) = \min \{ \arccos(|\langle v, w \rangle|) \mid v \in E, w \in F, |v| = 1 = |w| \}.
\]

Denoting by \( \pi_{E,F} : E \to F \) the projection of \( E \) to \( F \), we have

\[
\|\pi_{E,F}\| \leq \cos \angle(E, F).
\]

This implies the following.

**Lemma 6.3.** Let \( \{0\} \subseteq E, F \subseteq \mathbb{R}^A \) and \( \delta = \cos \angle(E, F) \). Then

\[
\sqrt{1 - \delta^2}|v| \leq |\pi_{E,\perp}(v)|,
\]

for any \( v \in E \), where \( \pi_{F,\perp} \) denotes the orthogonal projection to \( F^\perp \).
The following observation will be of fundamental importance. For a proof see [38, Proposition 7.6].

**Proposition 6.4.** For a.e. \((\pi, \lambda, \tau) \in \mathcal{X}_A\) and for any \(n \in \mathbb{Z}\),
\[
B_{0,n}^{-1}(\pi, \lambda, \tau)(\text{Ker}(\Omega_\pi)) = \text{Ker}(\Omega_{\pi^n}).
\]

Moreover, it is possible to pick a base of \(\text{Ker}(\Omega_\pi)\), for each \(\pi \in \mathcal{G}_A\), such that, for a.e. \((\pi, \lambda, \tau) \in \mathcal{X}_A\) and for any \(n \in \mathbb{Z}\), the matrix associated to the transformation
\[
B_{0,n}^{-1}(\pi, \lambda, \tau) \mid_{\text{Ker}(\Omega_\pi)} : \text{Ker}(\Omega_\pi) \rightarrow \text{Ker}(\Omega_{\pi^n}),
\]
with respect to the selected basis, is the identity.

The previous proposition shows that the central space for the length cocycle is given by
\[
(26) \quad F_c(\pi, \lambda, \tau) = \text{Ker}(\Omega_\pi),
\]
for a.e. \((\pi, \lambda, \tau) \in \mathcal{X}_A\). Applying Proposition 6.4, we can show the following.

**Lemma 6.5.** There exists \(C_0 > 1\) such that for a.e. \((\pi, \lambda)\),
\[
\left\| \pi_{\text{Ker}(\Omega_{\pi^n})} \circ B_{0,n}^T \right\| \leq C,
\]
for any \(n \in \mathbb{N}\). Moreover, if \(\pi^n = \pi\) for some \(n \in \mathbb{N}\), then
\[
\pi_{\text{Ker}(\Omega_{\pi^n})} \circ B_{0,n}^T = \pi_{\text{Ker}(\Omega_{\pi^n})}.
\]

**Proof.** Let \(n \in \mathbb{N}\) be fixed. Notice that \((B_{0,n}^T)^{-1} = (B_{0,n}^{-1})^T\). Hence, for any \(v \in \mathbb{R}^A\) and any \(w \in \text{Ker}(\Omega_{\pi^n})\),
\[
\langle B_{0,n}^T v, w \rangle = \langle v, (B_{0,n}^T)^T w \rangle = \langle v, (B_{0,n}^{-1})^{-1} w \rangle.
\]

By Proposition 6.4 it follows that
\[
\left| \langle B_{0,n}^T v, w \rangle \right| \leq C_0 |v||w|
\]
for some constant \(C_0\) depending only on \(d\), and if \(\pi^n = \pi\),
\[
\langle B_{0,n}^T v, w \rangle = \langle v, w \rangle,
\]
which proves the lemma. \(\Box\)

**Corollary 6.6.** For a.e. \((\pi, \lambda, \tau)\) and for any \(v \in E_c(\pi, \lambda, \tau) \setminus \{0\}\)
\[
\inf_{n \in \mathbb{N}} |B_{0,n}^T v| > 0.
\]

**Proof.** By (25) (26),
\[
E_c(\tau, \lambda, \pi) \cap \text{Ker}(\Omega_{\pi^n})^\perp \subseteq E_c(\tau, \lambda, \pi) \cap \text{Ker}(\Omega_{\pi^n})^\perp \cap E_{cs}(\tau, \lambda, \pi)
\]
\[
= E_c(\tau, \lambda, \pi) \cap \text{Ker}(\Omega_{\pi^n})^\perp \cap F_s(\tau, \lambda, \pi)^\perp
\]
\[
= E_c(\tau, \lambda, \pi) \cap (\text{Ker}(\Omega_{\pi^n}) \oplus F_s(\tau, \lambda, \pi))^\perp
\]
\[
= E_c(\tau, \lambda, \pi) \cap F_{cs}(\tau, \lambda, \pi)^\perp
\]
\[
= E_c(\tau, \lambda, \pi) \cap E_{cs}(\tau, \lambda, \pi),
\]
Affine IETs with a Singular Conjugacy to an IET

Denoting \( \omega^{(n)} = B^T_{0,n}(\pi, \lambda, \tau)\omega \), for every \( n \) such that \( \pi^n = \pi \) the projection of \( \omega^{(n)} \) to \( \text{Ker}(\Omega_\pi) \) remains constant (see Lemma 6.5). Moreover, whenever the angle between \( E^n(\tau^n, \lambda^n, \pi^n) \) and \( \text{Ker}(\Omega_\pi) \) is small, the norm of \( \omega^{(n)} \) is bounded, from above and below, by positive constants depending only on \( \omega \) (see Corollary 6.6 and Lemma 6.7).

for a.e. \((\pi, \lambda, \tau)\). Hence,

\[
E_c(\pi, \lambda, \tau) \cap \text{Ker}(\Omega_\pi) = \{0\},
\]

for a.e. \((\pi, \lambda, \tau)\), since, otherwise, the stable and central spaces associated with the height cocycle would have a non-trivial intersection. By Lemma 6.5, the projection of \( B^T_{0,n}v \) to the spaces \( \text{Ker}(\Omega_\pi) \) is constant. Therefore, its norm is uniformly bounded from below.

**Lemma 6.7.** For a.e. \((\pi, \lambda, \tau) \in \tilde{X}_A\) and for any \( n \geq m \geq 0 \), there exists a constant \( C(\pi^n, \lambda^n, \tau^n) > 0 \), depending only on \( \angle(E^m_c(\pi, \lambda, \tau), \text{Ker}(\Omega_{\pi^n})^\perp) \), such that the linear operator

\[
B^T_{m,n}(\pi, \lambda, \tau) |_{E^m_c(\pi, \lambda, \tau)} : E^m_c(\pi, \lambda, \tau) \to E^n_c(\pi, \lambda, \tau)
\]

verifies

\[
\|B^T_{m,n}(\pi, \lambda, \tau) |_{E^m_c(\pi, \lambda, \tau)}\| \leq C(\pi^n, \lambda^n, \tau^n).
\]

**Proof.** Let \((\pi, \lambda, \tau) \in \tilde{X}_A\) be Oseledets generic and fix \( n > m \geq 0 \). By (27), we may assume without loss of generality that

\[
E^n_c(\pi, \lambda, \tau) \cap \text{Ker}(\Omega_{\pi^n}) = \{0\},
\]

for any \( n \in \mathbb{N} \). Thus, by Lemma 6.3 applied to \( E := E^m_c(\pi, \lambda, \tau) \) and \( F := \text{Ker}(\Omega_{\pi^n}) \),

\[
\|B^T_{m,n} |_{E^m_c(\pi, \lambda, \tau)}\| \leq C(\pi^n, \lambda^n, \tau^n) \|\pi_{\text{Ker}(\Omega_{\pi^n})} \circ B^T_{n,m} |_{E^n_c(\pi, \lambda, \tau)}\|,
\]

for some constant \( C(\pi^n, \lambda^n, \tau^n) \) depending only on \( \angle(E^m_c(\pi, \lambda, \tau), \text{Ker}(\Omega_{\pi^n})^\perp) \), where \( \pi_{\text{Ker}(\Omega_{\pi^n})} \) denotes the projection from \( \mathbb{R}^A \) onto \( \text{Ker}(\Omega_{\pi^n}) \).

The result now follows from Lemma 6.5 and (28).
6.8. Full measure of the BC and HS conditions. We now have all the ingredients to present the proof of full measure of the BC and HS conditions, i.e. Proposition 3.8.

Proof of Proposition 3.8. By Lemma 6.7 there exists a measurable function
\[ C : \tilde{X}_A \to (0, +\infty), \]
such that for a.e. \((\pi, \lambda, \tau) \in \tilde{X}_A\) and for any \(n \geq 0\),
\[ \| B^T_{0,n}(\pi, \lambda, \tau) \|_{E_c(\pi, \lambda, \tau)} \leq C(\pi^n, \lambda^n, \tau^n). \]
Clearly, it is enough to show that almost every IET in every fixed Rauzy class verifies the conditions, so let us fix a Rauzy class \( \mathcal{R} \) and a permutation \( \pi^* \) in \( \mathcal{R} \).

Let \( \gamma \) be a finite path in the Rauzy-graph, starting and ending at \( \pi^* \), such that \( A_\gamma := A^T_{0,|\gamma|}(\pi^*, \lambda) \) is a positive matrix, where \( N := |\gamma| \) denotes the length of \( \gamma \), and \( \lambda \) belongs to the set \( \Delta^* \) of length vectors \( \lambda \in \Delta_A \) such that \( (\pi^*, \lambda) \) satisfies Keane’s condition and its combinatorial rotation number starts by \( \gamma \star \gamma \), where \( \star \) denotes the justapposition of two Rauzy paths. For any \( \pi \in G_A \), define
\[ \Xi_\pi := \left\{ \tau \in \mathbb{R}^A \mid \frac{h_\alpha}{2} < \sum_{\pi_0(\beta) < \pi_0(\alpha)} \tau_\beta, \text{ for all } \alpha \in A \text{ s.t. } \pi_0(\alpha) \neq 1, d \right\}, \]
where \( h_\alpha := -\frac{1}{2}(\Omega_\pi \tau)_{\alpha} \) is the height of the zippered rectangle labelled \( \alpha \in A \). Then there exists a positive measure set
\[ Y \subset \{ (\pi, \lambda, \tau) \in \tilde{X}_A \mid \pi = \pi^*; \lambda \in \Delta^* \text{ and } \tau(N) \in \Xi_{\pi^*} \}. \]
Moreover, since \( C \) is measurable and \( Y \) has positive measure, by Luzin’s theorem, by replacing \( Y \) with a smaller subset, we can assume WLOG that \( C \) restricted to \( Z^N_{\text{ext}}(Y) \) is uniformly bounded by a constant \( V > 0 \).

By ergodicity of the extended Zorich cocycle, for a.e. \((\pi, \lambda, \tau) \in \tilde{X}_A\) with \( \pi \in \mathcal{R} \) there exists an increasing sequence \( (m_k)_{k \in \mathbb{N}} \subset \mathbb{N} \) such that \((\pi^{(m_k)}, \lambda^{(m_k)}, \tau^{(m_k)}) \in Y\), for all \( k \in \mathbb{N} \). In particular, for any \( k \in \mathbb{N} \), since \(|\gamma \star \gamma| = 2N\),
\[ A_{0,2N}^{T}(\pi^{(m_k)},\lambda^{(m_k)},\tau^{(m_k)}) = A_{\gamma} \star A_{\gamma} = A_{\gamma} \]
so that
\[ A_{0,N}^{T}(\pi^{(m_k)},\lambda^{(m_k)},\tau^{(m_k)}) = A_{\gamma} = A_{0,N}^{T}(\pi^{(m_k+N)},\lambda^{(m_k+N)},\tau^{(m_k+N)}), \]
\[ \| B^T_{0,m_k+N}(\pi, \lambda, \tau) \|_{E_c(\pi, \lambda, \tau)} \leq V, \]
\[ \tau^{(m_k+N)} \in \Xi_{\pi^*}. \]
Since for a.e. \((\pi, \lambda, \tau) \in \tilde{X}_A\),
\[ \sup_{n \geq 1} \| B^T_{0,n}(\pi, \lambda, \tau) \|_{E_c(\pi, \lambda, \tau)} < +\infty, \]
and by a standard Fubini argument, a full measure set in \( \tilde{X}_A \) gives a full measure set of IETs in \( \tilde{X}_A \) with the same forward cocycle matrices (see e.g. [16]), it follows from the second equality in (29), (30) and (24) that a.e. \((\pi, \lambda, \tau)\) with \( \pi \in \mathcal{R} \) verifies the BC Condition along the subsequence \( (n_k)_{k \in \mathbb{N}} \) given by \( n_k := m_k + N \).

We claim that the HS Condition also holds along the subsequence \( (n_k)_{k \in \mathbb{N}} \) given by \( n_k := m_k + N \). It is indeed also standard to check that the first equality in (29) implies
assertion (i) for some $C > 0$ depending only on $A_{\gamma}$. Furthermore, assertion (ii) holds by (31), see e.g. Chapter 15 in [34]. Thus, a.e. $(\pi, \lambda, \tau)$ with $\pi \in \mathcal{R}$ verifies the HS Condition. □

7. Appendix

In this section, we provide an alternative proof of Theorem 2 by showing that it follows as an application of Theorem 1 from a result by M. Cobo (which in turns exploits the work of W. Veech [32]) which says the following.

**Theorem 3** (Theorem 1 in [6]). For almost every IET $T_0$, for any $\omega \in \mathcal{E}_{cs}(T_0) \setminus \mathcal{E}_{s}(T_0)$ and for any AIET $T \in \operatorname{Aff}(\gamma(T_0), \omega)$, any conjugating map between $T_0$ and $T$ is not an absolutely continuous function.

*Alternative proof of Theorem 2 using M. Cobo’s work in [6].* Notice that for a uniquely ergodic AIET $T$, its unique invariant measure $\mu$ is either singular or absolutely continuous with respect to the Lebesgue measure. Indeed, expressing $\mu = \mu_0 + \mu_1$, where $\mu_0 \ll \operatorname{Leb}$ and $\mu_1 \perp \operatorname{Leb}$, and since $T$ preserves the sets of zero Lebesgue measure, it follows that

$$T_*\mu = T_*\mu_0 + T_*\mu_1 = \mu_0 + \mu_1, \quad T_*\mu_0 \ll \operatorname{Leb}, \quad T_*\mu_1 \perp \operatorname{Leb}.$$  

Hence $T_*\mu_0 = \mu_0$ and $T_*\mu_1 = \mu_1$. By unique ergodicity, either $\mu_0$ or $\mu_1$ is zero.

Let $T_0$ and $T$ as in Theorem 1. By Theorem 3 we may assume WLOG that the map conjugating $T_0$ and $T$ is not absolutely continuous. Moreover, since almost every IET is uniquely ergodic (see [29], [32]), we may assume WLOG that $T_0$ (and hence $T$) is uniquely ergodic. Since the unique invariant probability measure $\mu$ of $T$ is the push-forward of the Lebesgue measure by the conjugating map, and this map is not absolutely continuous, it follows that the $\mu$ is not absolutely continuous with respect to Lebesgue. By the argument at the beginning of the proof, it follows that $\mu$ is singular with respect to the Lebesgue measure. □
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