Spatial impact of automated driving in urban areas

Martijn F. Legêne¹, Willem L. Auping¹,², Gonçalo Homem de Almeida Correia³ and Bart van Arem⁴

¹Goudappel Coffeng, The Hague, The Netherlands; ²Department of Multi Actor Systems, Faculty of Technology, Policy and Management, Delft University of Technology, Delft, The Netherlands; ³Department of Transport & Planning, Faculty of Civil Engineering and Geosciences, Delft University of Technology, Delft, The Netherlands

ABSTRACT
Urban form develops in close feedback with different modes of transportation. The introduction and adoption of automated vehicles (AVs) are expected to have an impact on the development of cities as well, as the use of AVs may, for example, lead to more efficient road use and less need for parking spaces. In order to study those impacts, we developed a geospatially disaggregated system dynamics (SD) model, through the use of subscripts, of the Copenhagen metropolitan region. We used this SD model to explore the consequences of 12 main uncertainties related to the introduction of AVs on urban development and develop future scenarios following the exploratory modelling and analysis methodology. Our analysis led to two distinct scenarios. In one scenario, AVs lead to more vehicle use, which leads to more urban sprawl and more congestion as a consequence. In the other scenario, more shared use of cars leads to less traffic and more open space in the city.

1. Introduction
Transportation technologies have historically shaped urban form. The car made it possible, through its flexibility, to live farther away from work, which resulted in urban sprawl (Schafer & Victor, 1997). By taking away the task of the driver, Level 4 and Level 5 (SAE International, 2016) automated vehicles (AVs) are potentially a new disruption on urban mobility. This is not yet a reality, but fully automated driving is expected to be introduced between 2030 and 2045 (Litman, 2014; Milakis, Snelder et al., 2017; Nieuwenhuijsen et al., 2018).

The luxury of not having to focus on the task of driving is one of the major expected benefits of vehicle automation. Not having to drive means that the utility of commuting could change. Full automation is likely to increase productivity and comfort during a trip, which potentially results in a lower value of travel time (De Correia et al., 2019). Regarding on-demand mobility, automated taxis could become cheaper, because the monetary compensation for the cab driver is no longer required, although costs for remote monitoring remain unknown (Liang et al., 2020; Wang et al., 2019). A cheaper, driverless taxi system may eventually discourage car ownership, and increase the utility of a shared vehicle (i.e., sequential vehicle use) system (Bagloee et al., 2016). Full automation may also mean that cars can park themselves, which is expected to be very valuable in urban transportation systems as it reduces the costs of driving and saves street space. However, a possible opposite effect of automated parking could be to increase empty vehicle kilometres due to the need to move to and from parking areas (De Correia & van Arem, 2016).

The effects of AVs are multiple, going from traffic capacity to equity in accessing activities (Milakis, van Arem et al., 2017) and can be quite diverse, and even contradictory. These effects are still mostly unexplored and ill quantified. However, modelling methods can help us explore scenarios and understand the potential impacts of such technology so that society can prepare and take advantage of what is coming while mitigating some of its potential pitfalls.

Research is more advanced on the effects of AVs on traffic flow characteristics. Simulation studies, for example, show that self-driving vehicles can drive more efficiently through the use of vehicle-to-vehicle (V2V) communication to streamline their road usage in terms of headways, speed, and lane changes (Van Loon & Martens, 2015). In general, studies show that traffic efficiency improves most when AVs are cooperative (Milakis, Snelder et al., 2017). Several simulation studies indicate that shared AVs could largely decrease the number of vehicles needed to satisfy the same travel demand, if passengers are willing to accept a slight increase in travel time. An agent-based model by the International Transport Forum (International Transport, F, 2015) used to explore different self-driving vehicle concepts, allowed to conclude that a fleet of shared AVs could reduce the number of vehicles needed down to 10% of the current fleet.
while delivering the same accessibility. Fagnant and Kockelman (2014) and Rigole (2014) came to similar conclusions in their research where commuter trips were allocated to a fleet of AVs: fewer than 10% of today’s cars could facilitate the same travel demand. Naturally, user acceptance of AVs and willingness to share trips may temper real fleet reductions.

In this research, we are concerned with the potential changes in land use in urbanised regions as a result of vehicle automation. From a land-use perspective, the adoption of AVs could hypothetically lead to denser urban cores with more buildings and less surface devoted to parking or even road infrastructure, as self-driving vehicles can distribute themselves more efficiently and park away from those central areas (De Correia & van Arem, 2016; Rodoulis, 2014).

From a travel costs perspective, one could claim that the ability to perform other activities while driving would result in longer acceptable travel times, because passengers may be able to utilise their time in a vehicle (Gruel & Stanford, 2016). This would increase their willingness to live farther away from their workplaces, and again reinforce urban sprawl (Anderson et al., 2016; Zakharenko, 2016).

It is, however, hard to quantify the extent to which new vehicle features can affect the location choice of households thus on the urban form. A recent review aimed at presenting such references (Soteropoulos et al., 2019), but most of the studies that were reviewed did not model a land-use component and only focused on mobility changes. A usual relation between mobility changes and land use is connected to the number of required parking spaces, the space required for roads, and the redevelopment of these areas to make them more attractive. Studies that were found in that review show a significant reduction in on-street parking needs (Bischoff & Maciejewski, 2016; Zhang et al., 2015). Thakur et al. (2016) used simple population/travel time relations to compute expected population changes in Melbourne and identify an increase in the outskirts. In a study of the Netherlands, Gelauff et al. (2017) used the LUCA model, a spatial general equilibrium model, to explore the effects of AVs. They found that car automation results in population flight from cities, although public transport automation could have an opposite effect. Meyer et al. (2017) compute accessibility changes due to AVs and conclude that AVs could cause another “quantum leap in accessibility”. Despite the existing body of knowledge, there is a clear lack of insights and methods to look at land-use changes. We intend to contribute to filling that gap with this research paper.

The sometimes contrasting or contradicting ideas in the literature about the impact of AVs also indicate that this topic is seemingly surrounded by “deep uncertainty” (Lempert et al., 2003). These authors defined deep uncertainty as “where analysts do not know, or the parties to a decision cannot agree on: (1) the appropriate conceptual models that describe the relationships among the key driving forces that will shape the long-term future, (2) the probability distributions used to represent uncertainty about key variables and parameters in the mathematical representations of these conceptual models, and/or (3) how to value the desirability of alternative outcomes.” This deep uncertainty is, however, not adequately handled in the existing literature. One way of dealing with deep uncertainty is by developing an “exploratory model” (Auping, 2018) and using this model to explore and analyse the impact of uncertainty, which is also known as “exploratory modelling and analysis” (Bankes et al., 2013).

In this paper, we propose a methodology based on a system dynamics (SD) (Forrester, 1961; Sterman, 2000) model. The aim is to uncover the relevant effects and understand what possible futures cities could be facing in the next decades as a result of fully automated vehicles. We will do this by using a spatially explicit, exploratory SD model to explore the bandwidth of AV impacts on urban development. The learnings from the literature are used to create uncertainty ranges for some important experimental factors: the penetration rate of AVs, the efficiency of vehicle operation, the value of travel time, the number of trips, the idle time of AVs, parking density, and ridesharing usage. Ridesharing in the model will be considered as a factor that reduces the number of vehicles required for a certain number of trips. Therefore, it is mostly related to the concept of carpooling whereby people get together and save vehicle kilometres travelled (Correia and Viegas, 2009). The model is developed for the Copenhagen metropolitan region to test its applicability to a real case-study but also to have some tentative insights into the effects of vehicle automation on urban land use.

The paper is structured as follows. In the second section, we will discuss the methodology that has been used for this research. This includes spatial SD and Exploratory Modelling. In the third section, we will discuss the Copenhagen Urban Development model which we developed and used in this research. In the fourth section, we will present the results of our research. In the fifth section, we present the conclusions from our research in two main scenarios. In the final section, we discuss the merits of the approach used in the paper.

2. Methodology
2.1. Spatial system dynamics
SD models consist of integral equations to keep track of behaviour through time of the system under analysis. These integral equations are used to represent and
simulate feedbacks, delays, and accumulations. These also characterise the problem of urban development in relation to AV adaptation. Examples are the feedback between the preference for cars, traffic density, and travel time; the delay which exists on urban development, parking areas, and roads; and the accumulations of population, houses, and vehicles in any city (Ashkrof et al., 2019; De Correia et al., 2019, 2016; Nieuwenhuijsen et al., 2018).

Examples of SD models of urban development and mobility do exist. Purely about urban development, arguably the earliest example is Forrester’s Urban Dynamics (Forrester, 1969). Other examples exist as well, including literature focussed on housing (e.g., Eskinasi, 2014; Eskinasi et al., 2009), land use (e.g., Shen et al., 2009), the interplay between land use and infrastructure asset management (e.g., Havelaar et al., 2019), but SD literature also exists on the interplay between mobility and urban development (e.g., Alexandra et al., 2014; Cox et al., 2017; Pfaffenbichler et al., 2010).

Including a high number of spatial elements in SD models is, however, far from common practice. Yet there are a few examples. Some authors have tried to solve the issue of creating spatially explicit SD models by integrating an SD model in some way with a cellular-automata model (Han et al., 2009; Lauf et al., 2012). In one line of research (Pfaffenbichler, 2011; Pfaffenbichler et al., 2010), vectorisation (i.e., “subscribing” in SD language) was also used to model a limited number of zones in a model regarding land use and transport interaction. However, for multiple reasons not elaborated here, further integration of modelling formalisms like SD and, for example, agent-based modelling (Epstein & Axtell, 1996) could also be used to deal with spatial model components, but is expected to raise serious methodological challenges as well.

A solution for creating spatially explicit SD models is by making use of the vectorisation of variables explicitly for different spatial elements. This is known as subscribing in the SD modelling language we used, Vensim (Ventana Systems, 2010). The SD model we developed and used was made spatially explicit for the 860 different zones of the Copenhagen metropolitan region, our demonstration case study, by subscribing all relevant variables (i.e., practically all variables besides some global input parameters). These data were coupled to the SD model via a spreadsheet, making the length of the vectors (i.e., in this case the maximum number of zones) easy to adjust and potentially very high (e.g., hundreds to thousands). Input data for the zones are, besides the sociodemographic information per zone, also extracted based on the location of a zone. To do so, the zones are classified according to their corresponding districts and district type (i.e., city centre, other urban districts, suburbs, and rural areas). The vectorisation of the model allowed us to simulate continuous feedback between all zones. Therefore, this multi-scale modelling allowed us to obtain results and draw conclusions per zone, but also per district or district type within the Copenhagen metropolitan region.

2.2. Exploratory modelling and analysis

In order to explore the consequences of uncertainty, we make use of the exploratory modelling and analysis (EMA) methodology (Bankes, 2008; Bankes et al., 2013). In essence, this means that we do not generate a single run as a base case with our model, but a large number of runs as a base ensemble. This ensemble is generated by multivariate sampling over input uncertainties. These input uncertainties include both parametric uncertainties and switch parameters, which control structural uncertainties.

The base ensemble is used for scenario discovery. Scenario discovery (Bryant & Lempert, 2010) is a method to develop scenarios on the basis of the base ensemble which is done through selecting either potentially undesirable or desirable runs from the ensemble. Next, we use the patient rule induction method (PRIM; Friedman & Fisher, 1999) to identify which part of the input parameter space is responsible for the selected runs. These uncertainties can then be used to generate narratives similar to scenarios in older scenario schools. The major difference is that other scenario schools develop a storyline first (i.e., based on a small selection of uncertainties) and then simulate, while in scenario discovery, one simulates first, and generates storylines afterwards with a potentially far higher number of scenarios.

3. The Copenhagen urban development model

We developed a spatially specific System Dynamics model to simulate the potential impacts of AVs on the urban development of the Copenhagen metropolitan region in Denmark. We used this model to explore the consequences of various parametric and structural deep uncertainties.

3.1. Conceptual overview

The Copenhagen Urban Development Model consists of five different submodels (Figure 1) simulating population, land use, traffic, parking, and modal split development. Each of the submodels is parameterised for all 860 zones in the metropolitan area. The model uses different penetration rates of AVs as scenario inputs. These scenarios are in essence based on the work by Nieuwenhuijsen et al. (2018), but were adjusted to an earlier date following discussions with the municipality.
of Copenhagen (Copenhagen Municipality, 2017) and different experts (Underwood, 2014).

The population submodel consists of a four stock ageing chain (i.e., children, teens, adults, and elderly) and keeps track of the migration between zones. This migration depends both on the availability of housing and the attractiveness of zones. The attractiveness is calculated by using factors for the proximity of each zone to nature and city centre (static), and the fractions of roads and other land, excessive vacancy, and the accessibility to jobs (dynamic).

The land use submodel divides land use into allocated land and unallocated land. Allocated land is subdivided into five types of land use: business, housing, parking, road, and other. The unallocated land is used to simulate the transfer from one type of land use to another. This submodel further simulates the construction of buildings on business or housing land. This is done in an ageing chain which consists of three stocks: buildings under construction, buildings, and buildings being demolished.

The traffic submodel calculates the traffic volume. As the traffic volume in reality changes during the day and the model time step is in years, we used the morning peak traffic volume as reference. The peak traffic depends on the number of trips, which is a function of travel time and trip attraction. Furthermore, depending on the location of the zones that are generating and attracting traffic, several zones may have to be crossed in the path of the cars. The peak traffic influences the road width (i.e., the number of lanes needed to facilitate the traffic volume) in each zone, for which a three stock structure similar to the buildings is used.

The parking submodel calculates the amount of parking space available in a three stock structure subdivided into parking places under construction, parking places, and parking places demolished. The demand for parking spaces, according to which the availability will be adjusted, is determined based on the number of cars, which in turn depends on the number of cars per person and the population size. The number of cars per person can increase or decrease depending on the influence the penetration rate of AVs has on the feedback loops simulating ridesharing and the share of the population able to drive.

The modal split submodel brings together the impact of travel time, time looking for a parking spot, costs of parking, and input uncertainties on AV attractiveness, such as the penetration rate of AVs. The model differentiates in this way conventional vehicles and AVs. AVs can both be shared and privately owned.

3.2. Model validation

The model was tested both structurally and behaviourally to find out whether it was fit for purpose. Structurally, we checked whether all important elements of major feedbacks in the system (i.e., population dynamics, land use, traffic, parking, and modal split) were endogenously modelled, which they were.

Behaviourally, we first tested whether the population density in the model in early simulations corresponded to current knowledge of Copenhagen’s population density. Second, we checked whether the road and parking surface in each zone corresponded

Figure 1. Sub-system diagram of the Copenhagen Urban Development Model.
to the existing road network. This was far from trivial, as the data about the road network had to be calibrated over the zones by use of GIS software (QGIS) and OmniTRANS. Finally, by means of the uncertainty analysis and the fact that the model was parameterised for 860, sometimes very different, zones we performed a family member test. A family member test tests whether a model is general enough to be parameterised for a larger set of structurally similar, but parametrically different systems (Forrester & Senge, 1980). Examples could be population models that function regardless of parameterisation on different cities or countries. This test resulted in the conclusion that the model keeps functioning under these different conditions. The model is able to show how major urban land use categories like houses, road, and parking spaces might change over time when AVs are introduced.

3.3. Experimental setup

The model was developed making use of single precision Vensim version 7.1 (Ventana Systems, 2010) for Windows (x32). The model’s time horizon for each simulation was from 2015 to 2070, with time step 0.03125 year, and Euler integration (Euler, 1768). We simulated the model till 2070 based on the idea that we also want to take the last expected change in AVs into account with, in different scenarios, penetration rates of AVs between 45% and 70% in 2070.

We performed 5000 experiments with the model by use of the EMA workbench version 1.1.3 (Kwakkel, 2017, 2018) by Latin Hypercube sampling (McKay et al., 1979) over 12 uncertainties. The high number of experiments was necessary to get meaningful results from the PRIM analysis.

4. Results

Figure 2 shows on the left the biggest average increase in population density until 2070 on the edges of the city. This change comes from a decreased value of time, which allows the population to live further from work. Simultaneously, we see on the right side of Figure 2 that the fraction of road decreases in almost all zones, apart from some zones in the city centre.

Figure 3 shows that the fraction of road in city centres is expected to increase. Space has become available as the result of a stronger decrease in required parking space in city centres. The fraction of road in other urban districts is decreasing until AVs are introduced. Next, the surface could either increase or decrease, depending on the usage of AVs. Most cases lead to a slight further increase in the road surface, but this will not exceed the initial fraction of road surface in 2015.

The fraction of road surface in the suburbs has a minimum of approximately 3%. The limit is a result of the allocation priority of all types of land. There is always a demand for housing and business surface in suburbs, so the newly allocated land for roads is limited due to its lower priority. Fluctuations occur because of the alignment of demand and supply of road surface. If there is capacity saturation, more roads need to be built and if there is too much capacity for the demand, roads are decommissioned. This leads to continuous adjustments to the road network if the demand and supply reach the thresholds for construction or decommissioning. Of course, our model uses a basic idea of infrastructure project development.

PRIM analysis of the decrease in road surface in other urban districts suggests that this decrease originates from a value of time above €7.20 per hour and

Figure 2. The average change in population density (left) and road surface (right) for all zones in the Copenhagen metropolitan region.
5. Conclusions

Two scenarios for the impact of AVs on urban development may be derived from this research. In the first scenario, cars become much more attractive, easier to use, and readily available for a broader public and multiple purposes. As a consequence, more private vehicles are bought and used, which results in more vehicles on the road, longer trips, and increased urban sprawl. Problems with scarcities in urban areas will consequentially grow as the need for road surface increases.

In the second scenario, automated driving technologies enhance a shared system in which people pool cars together. The utilisation of vehicles increases, which decreases their idle time and their need for parking. A lower number of vehicles is needed to support the demand for transport, which, under specific circumstances, leads to decreases in the required road surface. A shared system where more people use the same vehicle, either sequentially or by carpooling, helps to clear space from parking and road infrastructure and makes the city more attractive. The freed land can be used for other purposes. Nevertheless, if the shared system is not traditional carpooling, but some kind of transport network company, then the empty kilometres would also have to be taken into account.

6. Discussion

To the best of our knowledge, our research is the first illustration in literature that makes use of such extensive subscripting to make an SD model geographically specific, although the MARS model (Pfaffenbichler, 2011; Pfaffenbichler et al., 2010) uses subscripts as well for including a smaller number zones in a land-use transport interaction model. This approach proved very useful for this purpose. It allows the modeller to parameterise the model for very different locations, as some city districts have, for example, no population, while most do. At the same time, it is possible to model the feedback between the different locations. For many other research topics with spatial components, like land use or population-related issues, this may be a very useful technique of SD modelling.
The ability to make quickly runnable, geographically specific models without having to manage a large GIS database can be useful for decision-makers that want to look at the impacts of many different AV development patterns or policy options. However, our approach only uses the average width of roads per zone, which makes it consequentially insufficient to look at, for example, development of traffic congestion (Conceição et al., 2020).

Due to the geographically specific nature of our work, we used maps to depict part of the results. However, maps generally only allow a single data point per area. This makes it difficult to show the results of the uncertainty analysis, consisting of the modes of behaviour that the SD model generated. We presented average data for each zone and a specific moment in time on the maps, and averaged data for aggregate zones in the behaviour-over-time graphs. This is not ideal, as both graphs leave out part of the information generated with the model. Part of the solution, at least during the analysis, might be to use an interactive interface that allows the modeller to link zones to behavioural dynamics of the base ensemble. This would be similar to the work of Emberger et al. (2009), yet also to show the uncertainty bandwidth.

It should be noted that our approach leaves room for improvement, given the case we used to illustrate it. The model we developed and used did not include an explicit transportation network, while this is a common feature in existing literature on the effects of AVs in cities using other model approaches such as agent-based modelling (Martínez et al., 2015; Scheltes & de Correia, 2017). However, our model did incorporate endogenous and geospatially explicit development of land use, which is a contribution to the existing literature. Combining these two features, for example, in a hybrid SD and agent-based model could overcome this issue.
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