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Abstract

An important step in the design of autonomous systems is to evaluate the probability that a failure will occur. In safety-critical domains, the failure probability is extremely small so that the evaluation of a policy through Monte Carlo sampling is inefficient. Adaptive importance sampling approaches have been developed for rare event estimation but do not scale well to sequential systems with long horizons. In this work, we develop two adaptive importance sampling algorithms that can efficiently estimate the probability of rare events for sequential decision making systems. The basis for these algorithms is the minimization of the Kullback-Leibler divergence between a state-dependent proposal distribution and a target distribution over trajectories, but the resulting algorithms resemble policy gradient and value-based reinforcement learning. We apply multiple importance sampling to reduce the variance of our estimate and to address the issue of multimodality in the optimal proposal distribution. We demonstrate our approach on a control task with both continuous and discrete actions spaces and show accuracy improvements over several baselines.

Introduction

Autonomous systems for safety-critical applications such as ground transportation, aviation, manufacturing, and in-home robotics have the potential to improve both safety and efficiency. Before an autonomous system is deployed, however, its safety needs to be rigorously evaluated in simulation. A common evaluation metric is the probability that the system fails, a task known as rare event estimation. While definitions of failure are domain specific, the challenges of computing the probability of failure are shared across applications. For well-designed systems, failure events will be extremely rare, typically making Monte Carlo (MC) sampling-based approaches inefficient. Additionally, modern autonomous systems are designed with complex components (e.g. deep neural networks) and operate in complex and nonlinear environments, which makes analytical approaches intractable. For these reasons, many safety evaluation approaches treat the autonomous system as a black box and rely on adaptive sampling of the environment to find failures (Corso et al. 2021). The high dimensional state spaces and long time horizons of many applications lead to a vast search space of possible trajectories.

Prior work on safety evaluation of sequential systems has focused on falsification, where the goal is to find individual failure trajectories. Approaches based on optimization (Deshmukh et al. 2017; Aerts et al. 2018), trajectory-planning (Tuncali and Paineos 2019; Zutshi et al. 2014) and reinforcement learning (Akazaki et al. 2018; Kuutti, Fallah, and Bowden 2020) have been applied in the context of autonomous driving (Abeyririgoonawardena, Shkurti, and Dudek 2019; Corso et al. 2019) and aviation (Delmas et al. 2019; Julian, Lee, and Kochenderfer 2020). Adaptive stress testing (AST) (Lee et al. 2020) focuses on a single failure mode while our approach approximates the true distribution over failures. Bottom: Estimates of the probability of failure (shaded region is standard error) showing that our approach is more accurate with fewer samples than the MC baseline.
likely failure. The downside to falsification approaches, however, is that they may converge on a single failure mode (e.g. the most likely, the most egregious, or the first one discovered) and do not adequately explore the space of failures (see AST example in the top plot of fig. [1]).

Rose, Mair, and Garrabrant (2021) also apply reinforcement learning algorithms to sample rare event trajectories, but rely on the ability to arbitrarily choose state transitions.

Algorithms for rare event estimation have used importance sampling (Owen and Zhou 2000) and its variants (Bugallo et al. 2017) to efficiently estimate the probability that a rare event occurs. These approaches rely on the ability to sample all stochastic variables from a proposal distribution, which poses two problems for sequential problems. First, many sequential problems have stochastic transitions that aren’t directly controllable. Second, the dimensionality of the proposal scales with the time horizon, making even simple problems intractable when the horizon is long. Importance sampling approaches have been used to evaluate sequential systems by controlling a small set of fixed parameters (Uesato et al. 2019; Kim and Kochenderfer 2016), but have only been extended to sequential sampling in the form of dynamic programming algorithms (Chryssanthacopoulos, Kochenderfer, and Williams 2010; Corso, Lee, and Kochenderfer 2020) that do not scale to larger state spaces.

In this work, we develop two rare event estimation algorithms for black-box sequential systems. The basis for our approach is to adaptively learn a state-dependent proposal distribution (proposal policy) by minimizing the Kullback-Leibler (KL) divergence between the distribution induced by the proposal policy and a target distribution. The two algorithms we derive resemble policy gradient and value-based reinforcement learning, so we borrow techniques from the deep reinforcement learning literature to improve training stability and sample efficiency. Unlike reward maximization, however, efficient rare event estimation often requires a multi-modal proposal. To achieve multi-modality, and reduce the variance of our final estimate, we apply multiple importance sampling by learning a family of proposal policies and their mixture weights. We demonstrate our approaches on the evaluation of a inverted pendulum controller and show efficiency improvements over a baseline (see bottom of fig. [1]). Our contributions are as follows.

• We develop two reinforcement learning-based rare event estimation algorithms for sequential problems
• We demonstrate those algorithms on a simulated environment with both continuous and discrete actions, showing efficiency improvements over baselines.
• We investigate the effect of multiple importance sampling techniques for capturing multi-modal behavior and variance reduction.

**Preliminaries**

We review techniques for efficient rare event estimation using importance sampling and its variants. Then we discuss rare event estimation in the context of sequential decision making systems and highlight some of the challenges to be addressed by our proposed approach.

**Rare Event Estimation**

Suppose we have a random variable $X$ with probability density $p(x)$, a function $f(x)$ and a threshold $\gamma$ such that $\mathbb{P}[f(X) > \gamma]$ is small. Rare event estimation is the problem of computing an accurate estimate of this probability in the form of an expectation

$$\mu = \mathbb{E}\left[\mathbb{1}_{\{f(X) > \gamma\}}\right]$$

where $\mathbb{1}_{\{\cdot\}}$ is the indicator function. Monte Carlo estimation uses $p$ to generate $N$ independent samples to compute an empirical estimate

$$\hat{\mu}_p = \frac{1}{N} \sum_{i=1}^{N} \mathbb{1}_{\{f(x_i) > \gamma\}}$$

The relative accuracy of this estimator can be expressed by the coefficient of variation $c_v$, which can be shown to be

$$c_v(\hat{\mu}) = \sqrt{\frac{1 - \mu}{\mu N}}$$

The number of samples required for a target relative accuracy $c_v < \epsilon_{rel}$ is therefore

$$N > \frac{(1 - \mu)}{\mu c^2_{rel}}$$

In safety-critical scenarios, $\mu$ may be as low as $10^{-9}$ and would require $10^{11}$ samples to get a relative error of less than 10%.

**Importance Sampling**

To reduce the variance of the estimator, samples may be drawn from a proposal distribution with probability density $q(x)$. The importance sampling estimate is

$$\hat{\mu}_q = \frac{1}{N} \sum_{i=1}^{N} w(x_i) \mathbb{1}_{\{f(x_i) > \gamma\}}$$

where the samples are reweighted according to the importance weight

$$w(x) = \frac{p(x)}{q(x)}$$

The estimator $\hat{\mu}_q$ is unbiased if $q(x) > 0$ everywhere $\mathbb{1}_{\{f(x) > \gamma\}} p(x) > 0$ and its variance is minimized by

$$q^*(x) = \frac{\mathbb{1}_{\{f(x) > \gamma\}} p(x)}{\mu}$$

meaning that samples should be drawn only in the region where $f(x) > \gamma$ and with likelihood proportional to the probability they occur under the nominal distribution. The challenge in importance sampling is choosing the proposal distribution $q$, since a poor choice can lead to estimators with high variance.
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Adaptive Importance Sampling

Adaptive importance sampling (AIS) algorithms (Bugallo et al. 2017) iteratively adapt a proposal \( q \) toward the optimal proposal \( q^* \), eliminating the need to choose a good proposal a priori. Many AIS approaches (Cappé et al. 2004, 2008; Martino et al. 2017; Elvira et al. 2017; Sinha et al. 2020) work by iteratively adapting a population of samples \( \{x_1, \ldots, x_N\} \), while others (Rubinstein and Kroese 2004; Cornuet et al. 2012; Martino et al. 2015) focus on iteratively estimating the parameters \( \theta \) of a proposal distribution \( q_{\theta} \). In sequential decision-making problems, the domain of our samples (full trajectories) is too complex to adapt the samples directly. Instead, we focus on estimating the parameters of a proposal distribution. In particular we build upon the cross-entropy method (CEM) (Rubinstein and Kroese 2004) for adaptive rare event estimation.

At each iteration \( k \) the CEM updates a parameterized proposal distribution \( q_{\theta_k} \) to \( q_{\theta_{k+1}} \) by minimizing the Kullback-Leibler (KL) divergence \( D_{KL}(\cdot || \cdot) \) to a sample estimate of the optimal proposal distribution

\[
\theta_{k+1} = \arg\min_{\theta} D_{KL}(q^* || q_{\theta})
\]

\[
\approx \arg\max_{\theta} \frac{1}{N} \sum_{i=1}^{N} \mathbb{1}_{f(x_i) > \gamma} w(x_i) \log q_{\theta}(x_i)
\]

When failure events are rare, there may be too few failure samples to provide a good approximation to the target distribution. One solution is to adaptively choose the target threshold \( \gamma_k \) at each iteration \( k \) to ensure that a minimum fraction \( \rho \) of samples are considered failures. The resulting algorithm takes the following steps at each iteration

1. Sample \( \{x_1, \ldots, x_N\} \) from \( q_{\theta_k} \) with weights \( w(x_i) \)
2. Sort the samples by \( f(x_i) \)
3. Set \( \gamma_k = \max(\gamma, f(x_{pN})) \)
4. Set \( \theta_{k+1} \) according to eq. (9)

All samples and their importance weights are then used to estimate \( \mu \) according to eq. (5).

Multiple Importance Sampling

If the family of proposal distributions described by \( q_{\theta} \) is not well suited to approximate the optimal proposal distribution, even AIS approaches may lead to high variance estimates of \( \mu \). To mitigate this problem, multiple importance sampling (MIS) uses samples from a set of \( M \) proposal distributions \( \{q^{(1)}, \ldots, q^{(M)}\} \). While the standard importance weighting scheme can be used (where each sample is weighted according to the proposal it was sampled from), the technique of deterministic mixture (DM) weighting (Owen and Zhou 2000), where

\[
w_{DM}(x_i) = \frac{p(x_i)}{T \sum_{m=1}^{M} q^{(m)}(x_i)}
\]

has provably lower variance (Elvira et al. 2019) at the cost of higher computation. When one of the proposal distributions is the nominal distribution \( p \), then the technique is known as defensive importance sampling (Hesterberg 1995), which comes with an upper bound on the worst case variance of the estimator.

Rare Event Estimation for MDP Policies

When developing safety-critical autonomous systems it is crucial to compute the probability that rare but catastrophic failures will occur. This section reviews sequential decision-making systems and how importance sampling can be applied to their evaluation.

MDPs and Policies

A Markov Decision Process (MDP) is a model for sequential decision making defined by \( (S, A, R, P) \) where \( S \) is the state space, \( A \) is the action space, \( R \) is the reward function and \( P \) is the transition function. An agent observes the current state \( s \) and chooses an action \( a \) causing the system to transition to a new state \( s' \) with probability \( P(s' \mid s, a) \), then receives a reward \( r = R(s, a) \).

A policy \( \pi(a \mid s) \) is a function that maps a state to a distribution over actions. In this work, we assume that the MDP is finite-horizon, meaning rollouts of a policy produces state-action trajectories \( \tau = \{s_0, a_1, s_1, \ldots, a_T, s_T\} \) with finite length. Policy evaluation is the process of computing the expected sum of future rewards

\[
V^\pi(s) = \mathbb{E}[R(\tau) \mid s_0 = s]\]

where \( R(\tau) = \sum_{t=1}^{T} R(s_t, a_t) \) is the return of a trajectory and the expectation is taken over the distribution induced by the policy \( \pi(a_t \mid s_t) \) and transition function \( P(s_{t+1} \mid s_t, a_t) \). If the state and action spaces are small enough, policies can be evaluated through exact or approximate dynamic programming, but for larger environments or environments that are strictly episodic (i.e., they cannot be initialized into arbitrary states), sampling and online learning is required (Kochenderfer, Wheeler, and Wray 2022). In this work, we design our approach for episodic simulators.

Importance Sampling in MDPs

Rare event estimation for sequential problems involves accurately estimating

\[
\mu = \mathbb{E}[\mathbb{1}_{\{R(\tau) > \gamma\}}]
\]

Following the theory of importance sampling, the optimal proposal distribution is

\[
q^*(\tau) = \frac{\mathbb{1}_{\{R(\tau) > \gamma\}} P(\tau)}{\mu}
\]

We cannot, however, naively apply the previous importance sampling techniques because 1) the domain of feasible trajectories is too complex to be represented by a parameterized distribution and 2) we have no way to evaluate the probability density of a trajectory

\[
p(\tau) = P(s_0) \prod_{t=1}^{T} P(s_t \mid s_{t-1}, a_t) \pi(a_t \mid s_{t-1})
\]

because it depends on the transition function \( P \) which can only be sampled from. Instead, we must learn a proposal distribution over the set of variables we have control over: the actions.

Let \( q_0(a \mid s) \) be a proposal policy parameterized by \( \theta \). Trajectories sampled from rollouts of this policy have density

\[
q_0(\tau) = P(s_0) \prod_{t=1}^{T} P(s_t \mid s_{t-1}, a_t) q_0(a_t \mid s_{t-1})
\]
Building upon the cross-entropy method, we apply an adaptive importance sampling algorithm that iteratively minimizes the KL-divergence between the distribution induced by the current proposal policy and the optimal target distribution. We update the parameters \( \theta \) of a distribution \( q_\theta \) with gradient descent as

\[
\theta \leftarrow \theta - \alpha \nabla_\theta D_{KL}(q^*(\tau) \| q_\theta(\tau))
\]  

(18)

where \( \alpha \) is the learning rate. To ensure a sufficient number of samples are used to compute the gradient, the failure threshold \( \gamma \) is gradually increased to always include a fraction \( \rho \) of the training samples.

In the following subsections we explore policy gradient and value-based methods for estimating the gradient in eq. (18). Then we discuss how multiple importance sampling can be used to address high variance and multi-modality.

Policy Gradient Approach

Our first approach is to approximate the gradient using full stochastic rollouts of the environment. If we obtain trajectories according to a proposal distribution \( \tau \sim q_\theta(\cdot) \), the gradient is estimated by

\[
\nabla_\theta D_{KL}(q^*(\tau) \| q_\theta(\tau)) \approx -\nabla_\theta \frac{1}{N} \sum_{i=1}^{N} 1_{\{R(\tau_i) > \gamma\}} w(\tau_i) \log q_\theta(\tau_i)
\]  

(19)

where \( w(\tau) \) is given by eq. (16). This expression can be simplified by using the fact that \( \theta \) only controls the distribution over actions, and not the distribution of environment transitions. Take the log of eq. (15) to separate out terms that depend on \( \theta \) and terms that do not

\[
\log q_\theta(\tau) = \log p(s_0) + \sum_{t=1}^{T} \log p(s_{t+1} \mid s_t, a_t) + \sum_{t=1}^{T} \sum_{i=1}^{N} \log q_\theta(a_t \mid s_t)
\]  

(20)

Plugging this into the expression, and dropping all terms that don’t depend on \( \theta \), we have

\[
\nabla_\theta D_{KL}(q^*(\tau) \| q_\theta(\tau)) \approx -\nabla_\theta \frac{1}{N} \sum_{i=1}^{N} \sum_{t=1}^{T} 1_{\{R(\tau_i) > \gamma\}} w(\tau_i) \log q_\theta(a_{t,i} \mid s_{t,i})
\]  

(21)

The expression in eq. (21) is now in a form that can be minimized using stochastic gradient descent.

Variance Reduction with a Baseline

The expression in eq. (21) takes a similar form to the policy gradient in reinforcement learning (Sutton and Barto 2018). There are several approaches to reducing the variance of the gradient estimator that have been developed in RL. The first, called the reward-to-go trick, only considers values of the reward after the current state. However, due to the presence of the importance weight (which depends upon the full trajectory) we cannot apply the same trick here. We can, however, apply another variance-reducing trick: subtracting a state-dependent baseline giving

\[
\nabla_\theta D_{KL}(q^*(\tau) \| q_\theta(\tau)) \approx -\nabla_\theta \frac{1}{N} \sum_{i=1}^{N} \sum_{t=1}^{T} \left(1_{\{R(\tau_i) > \gamma\}} w(\tau_i) - b(s_{t,i})\right) \log q_\theta(a_{t,i} \mid s_{t,i})
\]  

(22)

where

\[
b(s_{t,i}) = 1_{\{R(\tau_i) > \gamma\}} \ [s_{t,i}] 
\]  

(23)

\[
b(s_{t,i}) = 1_{\{R(\tau_i) > \gamma\}} w(\tau_i) \ [s_{t,i}] 
\]  

(24)

The baseline can be estimated using a parameterized model \( b_\phi \) that minimizes the mean squared error to an empirical target, with the loss function

\[
L(\phi) = \frac{1}{N} \sum_{i=1}^{N} \sum_{t=1}^{T} \left(b_\phi(s_{t,i}) - 1_{\{R(\tau_i) > \gamma\}} w(\tau_i)\right)^2
\]  

(25)
The final algorithm, which we will call policy gradient adaptive importance sampling (PG-AIS), is shown in algorithm 1. At each iteration, $\Delta N$ trajectories are sampled according to the current proposal policy (line 5). They are sorted into ascending order and used with the elite fraction parameters $\rho$ to compute the current threshold (line 6). The returns and weights are then computed (lines 7-8) and stored. The most recently sampled data is put into a training buffer (line 10) and used with stochastic gradient descent (SGD) to update the proposal policy (line 11) and the baseline (line 12). After $N_{\text{tot}}$ samples are collected, the algorithm computes and returns the importance sampling estimate $\hat{\mu}$.

Algorithm 1: Policy Gradient Adaptive Importance Sampling

1: function PG-AIS($\theta_0$, $\phi_0$, $\gamma$, $N$, $N_{\text{tot}}$, $\rho$)
2: $D \leftarrow \emptyset$
3: $k \leftarrow 0$
4: while $\text{Length}(D) < N_{\text{tot}}$ do
5: Sample $\{\tau_1, \ldots, \tau_N\}$ using $q_\theta$, then sort
6: Compute $\gamma_k \leftarrow \min(\gamma, \tau(N))$
7: Compute returns $R_t \leftarrow R(\tau_i)$
8: Compute weights $w_i \leftarrow w(\tau_i)$ from eq. (16)
9: $D \leftarrow D \cup\{(R_i, w_i)\}_{i=1}^N$
10: $B \leftarrow \{(s_i, a_i, w_i, R_i)\}_{i=1}^N$ $\triangleright$ Training buffer
11: $\theta_{k+1} \leftarrow \text{SGD}(\theta_k, B)$ with eq. (21)
12: $\phi_{k+1} \leftarrow \text{SGD}(\phi_k, B)$ with eq. (25)
13: $k \leftarrow k + 1$
14: return $\hat{\mu} \leftarrow \text{ESTIMATE}(D, \gamma)$ $\triangleright$ using eq. (5)

Value-Based Approach

Value-based methods, where the policy is optimized with respect to a learned value function, have been successful for improving sample efficiency in deep RL (Mnih et al. 2013). To employ a similar approach, we first need to identify the function against which to optimize the policy. We do this by deriving the optimal proposal policy $q^*(a \mid s)$.

To simplify derivation, we make two assumptions. The first assumption is that the reward function $R$ is sparse, meaning it is zero everywhere except in terminal states $S_{\text{term}}$ where it can have a nonzero value. Note that any non-sparse function can be converted to a sparse function by augmenting the state space with a running total of the return. The second assumption is that the state transitions are deterministic given the action. This is a common assumption when evaluating the safety of autonomous systems using an adversarial MDP formulation (Corso et al. 2021) but may not be true in general. Under these assumptions, prior work (Corso, Lee, and Kochenderfer 2020) has shown that the optimal proposal policy $q^*(a \mid s)$ is given by

$$q^*(a \mid s) = \frac{Q^\pi(s, a)\pi(a \mid s)}{V^\pi(s)}$$

(26)

where $Q^\pi(s, a) = \mathbb{E}[R(s, a) \mid s_0 = s, a_0 = a]$ is the action value function and $V^\pi$ is given by eq. (11).

When the action space is discrete, the optimal policy can be computed directly from an estimate of the action-value function by enumerating the actions and computing eq. (26). With continuous actions, however, we need to optimize the proposal policy to match the target policy. To do so, we rewrite the trajectory-level KL divergence in terms of the divergence between policies as

$$\nabla_\theta D_{\text{KL}}(q^*(\tau) \parallel q_\theta(\tau)) = \nabla_\theta \int_S \nu(s) D_{\text{KL}}(q^*(a \mid s) \parallel q_\theta(a \mid s))ds$$

(27)

where $\nu(s)$ is the visitation frequency. Substituting eq. (26) gives

$$\nabla_\theta D_{\text{KL}}(q^*(\tau) \parallel q_\theta(\tau)) = -\nabla_\theta \int_S \nu(s)\mathbb{E}_{q_\theta} \left[ \frac{Q^\pi(s, a)\pi(a \mid s)}{q_\theta(a \mid s)\nu(s)} \log q_\theta(a \mid s) \right] ds$$

(28)

which can be estimated with samples of the state $s$ as

$$\nabla_\theta D_{\text{KL}}(q^*(\tau) \parallel q_\theta(\tau)) \approx \frac{1}{N} \sum_{i=1}^N w(s_i)\mathbb{E}_{q_\theta} \left[ \frac{Q^\pi(s_i, a)\pi(s_i \mid a)}{q_\theta(a \mid s_i)\nu(s_i)} \log q_\theta(a \mid s_i) \right]$$

(29)

The gradient of the expectation is computed by sampling actions with the reparameterization trick (Kingma and Welling 2013).

With both discrete and continuous policies covered, our remaining goal is to estimate $Q^\pi$ using a parameterized function $Q^\pi_\varphi$. Under our assumptions on $R$, we can write $Q^\pi$ as a recursive formula

$$Q^\pi(s, a) = \left\{ \begin{array}{ll} 1 & \text{if } s \in S_{\text{term}} \\ \mathbb{E}[Q^\pi(s', a') - y] & \text{otherwise} \end{array} \right.$$ (30)

where the target $y$ is computed as

$$y(s) = \left\{ \begin{array}{ll} 1 & \text{if } s \in S_{\text{term}} \\ \mathbb{E}[Q^\pi(s', a') - y] & \text{otherwise} \end{array} \right.$$ (32)

where $\varphi^-$ is a set of stationary target parameters (Mnih et al. 2015), and the expectation is computed exactly for discrete actions and with numerical integration techniques for continuous actions.

Because state and action samples are obtained using a proposal policy in the environment, we must estimate the loss using importance weights

$$L(\varphi) = \frac{1}{N} \sum_{i=1}^N w(s_{i+1})(q^\pi(s_i, a_i) - y(s_i))^2$$

(33)

The final algorithm, called value-based adaptive importance sampling (VB-AIS), is shown in algorithm 2. The
main differences from algorithm 1 is that batches are sampled from a replay buffer (line 10) and used to compute a target (line 11) to update the value function estimate (line 12). Then the proposal policy is updated with respect to the action value function (line 13).

Algorithm 2: Value Based Adaptive Importance Sampling.

1: function VB-AIS($\theta_0, \phi_0, \gamma, N, N_{tot}, \rho$)
2: $D \leftarrow \emptyset$
3: $k \leftarrow 0$
4: while $\text{LENGTH}(D) < N_{tot}$
5: Sample $\{\tau_1, \ldots, \tau_N\}$ using $q_0$, then sort
6: Compute $\gamma_k \leftarrow \min(\gamma, \tau_N)$
7: Compute weights $w_i \leftarrow w(\tau_i)$ from eq. (16)
8: $D \leftarrow D \cup \{(R_i, w_i)\}_{i=1}^{N}$
9: Sample batch $B$ from $D$
10: Compute $\phi$ from eq. (33)
11: $\varphi_{k+1} \leftarrow \text{SGD}(\varphi_k, B)$ with eq. (33)
12: $\theta_{k+1} \leftarrow \text{SGD}(\theta_k, B)$ with eq. (29)
13: $\varphi_{k+1} \leftarrow \varphi_{k+1}$ at desired interval
14: $k \leftarrow k + 1$
16: return $\hat{\mu} \leftarrow \text{ESTIMATE}(D, \gamma)$ \triangleright using eq. (5)

Multiple Importance Sampling

There are two reasons to apply multiple importance sampling to our approaches. First, it may reduce the variance of the final importance sampling estimate. Second, if the optimal proposal distribution is multi-modal, it will not be well approximated by a single mode proposal. For continuous actions, we use a Gaussian policy, and therefore require multiple proposals to represent more complex distributions.

Applying MIS to these algorithms is straightforward. We use a set of $M$ proposals with parameters $\{\theta_1, \ldots, \theta_M\}$. During sampling, a predetermined number of samples are taken from each distribution and the importance weights are computed according to eq. (10) instead of eq. (15). The proposals are then updated using a variant of expectation maximization. First, the samples are reassigned to the proposal that gives them the maximum likelihood (maximization step). Then each proposal (and corresponding baseline or state-action value function) is updated only with samples that have been assigned to it (expectation step). Note that we use a hard sample assignment (instead of a soft weighting) because it had little effect on the performance while being computationally more efficient.

Experiments

This section describes our experimental evaluation of the proposed rare event estimation algorithms. We start by introducing our environment, then describe our metrics and baselines, and lastly present and discuss the results.

Environment

The environment we used for evaluation is the control of an inverted pendulum. We estimate the failure rate of a nonlinear control policy (designed to balance the pendulum) subject to external disturbances, modeled as additive torques on the pendulum. We consider the case of discrete disturbance, where the ground truth failure rate is $2.53 \times 10^{-5}$, and continuous disturbances, where the failure rate is $1.96 \times 10^{-5}$. The inverted pendulum has three continuous states and a trajectory length of 20 timesteps making it sufficiently high dimensional for naive approaches to fail. Additionally, it has two distinct failure modes (falling to the left or right), which is typical of rare event estimation problems and challenging for naive algorithms. See the appendix for additional details.

Evaluation Metrics and Baselines

Rare event estimation algorithms are evaluated on their error (absolute deviation) in estimating the occurrence rate $\mu$. To avoid a dependence on the magnitude of $\mu$, we divide by $\mu$ to compute the relative absolute deviation

$$\epsilon_{\text{abs}} = |\hat{\mu} - \mu|/\mu$$

Additionally, we consider the relative error

$$\epsilon_{\text{rel}} = (\hat{\mu} - \mu)/\mu$$

which, when averaged across trials, gives an estimate of the empirical bias of the estimator.

We obtain a good estimate of the ground truth value of $\mu$ with $5 \times 10^6$ Monte Carlo samples and then use it to evaluate $\epsilon_{abs}$ and $\epsilon_{rel}$ for each of our algorithms after a prescribed number of samples ($N_{tot} = 5 \times 10^3$). We repeat each experiment 10 times and report the mean and standard deviation of the metrics.

We compare PG-AIS and VB-AIS (shortened to PG and VB) to Monte Carlo (MC) estimation and a variant of the cross-entropy method (CEM). The cross-entropy method learns a state-independent proposal policy from the same samples used to train the state-dependent policy of PG.

Results

Overview

The average absolute deviation and empirical bias for all algorithms across both environments are reported in table 1 and table 2 respectively. The MC approach had the highest error, but could be improved by applying a state-independent version of the CEM. The CEM method still had large errors as well as a consistent negative bias (except for the continuous setting with 4 distributions). This bias is due to either 1) the missing of one of the two failure modes, or 2) the need to use a wider proposal distribution to induce failures, where many of the sampled failures have small importance weights. The PG approach had the lowest absolute deviation and bias overall (specifically with $M = 4$ with discrete actions and $M = 2$ with continuous actions). The VB approach showed improvement over the CEM but had higher absolute deviation and higher bias than the PG approach.

We found that the PG and VB approaches had improved performance if we pre-trained the policies to be near $\pi(a|s)$ and trained the value functions to a low constant value. Additionally we found that neither the use of a learned baseline function $b$, nor the use of defensive importance sampling improved the performance of the algorithms were therefore not
Table 1: Average absolute deviation $\hat{e}_{abs}$. $M$ is the number of proposals.

| Method | $M = 1$ | $M = 2$ | $M = 4$ | $M = 1$ | $M = 2$ | $M = 4$ |
|--------|---------|---------|---------|---------|---------|---------|
| MC     | 0.99 ± 0.49 | -       | -       | 1.03 ± 0.68 | -       | -       |
| CEM    | 0.51 ± 0.14  | 0.62 ± 0.37 | 0.52 ± 0.24 | 0.52 ± 0.05  | 0.25 ± 0.21 | 0.34 ± 0.32 |
| PG     | 0.22 ± 0.22  | 0.18 ± 0.15 | 0.11 ± 0.05 | 0.51 ± 0.02  | 0.10 ± 0.08 | 0.14 ± 0.23 |
| VB     | 0.43 ± 0.25  | 0.35 ± 0.24 | 0.37 ± 0.27 | 0.56 ± 0.33  | 0.30 ± 0.20 | 0.34 ± 0.23 |

Table 2: Empirical bias $\hat{e}_{rel}$. $M$ is the number of proposals.

| Method | $M = 1$ | $M = 2$ | $M = 4$ | $M = 1$ | $M = 2$ | $M = 4$ |
|--------|---------|---------|---------|---------|---------|---------|
| MC     | -0.45 ± 1.06 | -       | -       | 0.43 ± 1.20 | -       | -       |
| CEM    | -0.51 ± 0.14 | -0.62 ± 0.37 | -0.50 ± 0.29 | -0.52 ± 0.05 | -0.25 ± 0.21 | -0.05 ± 0.48 |
| PG     | 0.13 ± 0.29  | 0.18 ± 0.15 | 0.11 ± 0.05 | -0.51 ± 0.02 | -0.04 ± 0.12 | 0.02 ± 0.27 |
| VB     | -0.30 ± 0.41 | 0.06 ± 0.44 | 0.27 ± 0.37 | -0.56 ± 0.33 | -0.19 ± 0.31 | -0.20 ± 0.37 |

Figure 2: Demonstration of failure mode specialization for the continuous pendulum with two proposals.

Figure 3: State-action value functions for $VB$ with 2 proposals on the continuous pendulum.

used to produce the final results. Ablation studies showing these three phenomena are discussed in the appendix.

Bias Reduction with MIS We found the use of multiple importance sampling led to substantial improvements for the policy gradient approaches. A single proposal in the continuous action setting tended to discover only a single mode leading to large error and a consistent negative bias. Incorporating additional proposals allowed each to specialize to a different failure mode, as shown in fig. 2. MIS also helped the CEM and the VB methods, although to a lesser extent.

Challenges with VB-AIS One reason that the VB approach may have been less effective than the PG approach was the lack of specialization of proposals (as shown by the state-action value functions in fig. 3). Likely due to the use of a replay buffer, both proposals attempted to cover both failure modes, leading to less stable training and a more challenging policy optimization problem. Future work should investigate variations on the EM algorithm that would enable mode specialization in the value-based approach.

Action Space Limitations While these results demonstrate that the presented algorithms have potential, demonstrations on more complex environments are still required. Initial experimentation showed that both approaches fail when used with high dimensional action spaces. Approximating complex distributions in high dimensional problems is challenging, and future work should investigate solutions to this problem including the use of different proposal policy parameterizations beyond simple Gaussians.

Conclusion In this work we considered the problem of rare event estimation in sequential decision making systems, which is important in the evaluation of safety-critical autonomy. We extended an existing adaptive importance sampling algorithm, the cross entropy method, to the domain of sequential decisions. The resulting algorithms resembled policy gradient
and value-based reinforcement learning. We demonstrated the benefit of these algorithms on a simulated control task and discussed the weaknesses of the approach that will be addressed in future work.

References

Abeyesirigoonawardena, Y.; Shkurti, F.; and Dudek, G. 2019. Generating Adversarial Driving Scenarios in High-Fidelity Simulators. In *IEEE International Conference on Robotics and Automation (ICRA)*, 8271–8277. IEEE.

Aerts, A.; Minh, B. T.; Mousavi, M. R.; and Reniers, M. A. 2018. Temporal Logic Falsification of Cyber-Physical Systems: An Input-Signal-Space Optimization Approach. In *IEEE International Conference on Software Testing, Verification and Validation Workshops (ICSTW)*, 214–223. IEEE.

Akazaki, T.; Liu, S.; Yamagata, Y.; Duan, Y.; and Hao, J. 2018. Falsification of Cyber-Physical Systems Using Deep Reinforcement Learning. In *International Symposium on Formal Methods (FM)*, 456–465. Springer International Publishing. ISBN 978-3-319-95582-7.

Bugallo, M. F.; Elvira, V.; Martino, L.; Luengo, D.; Miguez, J.; and Djuric, P. M. 2017. Adaptive Importance Sampling: The Past, the Present, and the Future. *IEEE Signal Processing Magazine*, 34(4): 60–79.

Cappé, O.; Douc, R.; Guillin, A.; Marin, J.-M.; and Robert, C. P. 2008. Adaptive Importance Sampling in General Mixture Classes. *Statistics and Computing*, 18(4): 447–459.

Cappé, O.; Guillin, A.; Marin, J.-M.; and Robert, C. P. 2004. Population Monte Carlo. *Journal of Computational and Graphical Statistics*, 13(4): 907–929.

Chryssanthacopoulos, J. P.; Kochenderfer, M. J.; and Williams, R. E. 2010. Improved Monte Carlo Sampling for Conflict Probability Estimation. In *AIAA Non-Deterministic Approaches Conference*.

Cornuet, J.-M.; Marin, J.-M.; Mira, A.; and Robert, C. P. 2012. Adaptive Multiple Importance Sampling. *Scandinavian Journal of Statistics*, 39(4): 798–812.

Corso, A. 2021. *Algorithms for Black-Box Safety Validation*. Ph.D. thesis, Stanford University.

Corso, A.; Du, P.; Driggs-Campbell, K.; and Kochenderfer, M. J. 2019. Adaptive Stress Testing with Reward Augmentation for Autonomous Vehicle Validation. In *IEEE International Conference on Intelligent Transportation Systems (ITSC)*, 163–168. IEEE.

Corso, A.; Lee, R.; and Kochenderfer, M. J. 2020. Scalable Autonomous Vehicle Safety Validation through Dynamic Programming and Scene Decomposition. In *IEEE International Conference on Intelligent Transportation Systems (ITSC)*. IEEE.

Corso, A.; Moss, R.; Koren, M.; Lee, R.; and Kochenderfer, M. 2021. A Survey of Algorithms for Black-Box Safety Validation of Cyber-Physical Systems. *Journal of Artificial Intelligence Research*, 72: 377–428.

Delmas, R.; Loquen, T.; Boada-Bauxell, J.; and Carton, M. 2019. An Evaluation of Monte Carlo Tree Search for Property Falsification on Hybrid Flight Control Laws. In *International Workshop on Numerical Software Verification*, 45–59. Springer.

Deshmukh, J.; Horvat, M.; Jin, X.; Majumdar, R.; and Prabh, V. S. 2017. Testing Cyber-Physical Systems through Bayesian Optimization. *ACM Transactions on Embedded Computing Systems (TECS)*, 16(5s): 1–18.

Elvira, V.; Martino, L.; Luengo, D.; and Bugallo, M. F. 2017. Improving Population Monte Carlo: Alternative Weighting and Resampling Schemes. *Signal Processing*, 131: 77–91.

Elvira, V.; Martino, L.; Luengo, D.; and Bugallo, M. F. 2019. Generalized Multiple Importance Sampling. *Statistical Science*, 34(1): 129–155.

Hesterberg, T. 1995. Weighted Average Importance Sampling and Defensive Mixture Distributions. *Technometrics*, 37(2): 185–194.

Julian, K. D.; Lee, R.; and Kochenderfer, M. J. 2020. Validation of Image-Based Neural Network Controllers through Adaptive Stress Testing. In *IEEE International Conference on Intelligent Transportation Systems (ITSC)*, 1–7.

Kim, Y.; and Kochenderfer, M. J. 2016. Improving Aircraft Collision Risk Estimation using the Cross-Entropy Method. *Journal of Air Transportation*, 24(2): 55–62.

Kingma, D. P.; and Welling, M. 2013. Auto-Encoding Variational Bayes. *arXiv preprint arXiv:1312.6114*.

Kochenderfer, M. J.; Wheeler, T. A.; and Wray, K. H. 2022. *Algorithms for Decision Making*. MIT Press.

Koren, M.; Alsafi, S.; Lee, R.; and Kochenderfer, M. J. 2018. Adaptive Stress Testing for Autonomous Vehicles. In *IEEE Intelligent Vehicles Symposium (IV)*, 1–7. IEEE.

Kuutti, S.; Fallah, S.; and Bowden, R. 2020. Training Adversarial Agents to Exploit Weaknesses in Deep Control Policies. In *IEEE International Conference on Robotics and Automation (ICRA)*, 108–114. IEEE.

Lee, R.; Mengshoel, O. J.; Saksena, A.; Gardner, R.; Genin, D.; Silbermann, J.; Owen, M.; and Kochenderfer, M. J. 2020. Adaptive Stress Testing: Finding Likely Failure Events with Reinforcement Learning. *Journal of Artificial Intelligence Research*, 69: 1165–1201.

Martino, L.; Elvira, V.; Luengo, D.; and Corander, J. 2015. An Adaptive Population Importance Sampler: Learning From Uncertainty. *IEEE Transactions on Signal Processing*, 63(16): 4422–4437.

Martino, L.; Elvira, V.; Luengo, D.; and Corander, J. 2017. Layered Adaptive Importance Sampling. *Statistics and Computing*, 27(3): 599–623.

Mnih, V.; Kavukcuoglu, K.; Silver, D.; Rusu, A. A.; Veness, J.; Bellemare, M. G.; Graves, A.; Riedmiller, M.; Fidjeland, A. K.; Ostrovski, G.; et al. 2015. Human-Level Control through Deep Reinforcement Learning. *Nature*, 518(7540): 529–533.

Owen, A.; and Zhou, Y. 2000. Safe and Effective Importance Sampling. *Journal of the American Statistical Association*, 95(449): 135–143.

Rose, D. C.; Mair, J. F.; and Garrahan, J. P. 2021. A Reinforcement Learning Approach to Rare Trajectory Sampling. *New Journal of Physics*, 23(1): 013013.
Rubinstein, R. Y.; and Kroese, D. P. 2004. *The Cross-Entropy Method: A Unified Approach to Combinatorial Optimization, Monte-Carlo Simulation, and Machine Learning*. Springer.

Sinha, A.; O’Kelly, M.; Tedrake, R.; and Duchi, J. C. 2020. Neural Bridge Sampling for Evaluating Safety-Critical Autonomous Systems. *Advances in Neural Information Processing Systems*, 33: 6402–6416.

Sutton, R. S.; and Barto, A. G. 2018. *Reinforcement Learning: An Introduction*. MIT Press.

Tuncali, C. E.; and Fainekos, G. 2019. Rapidly-Exploring Random Trees for Testing Automated Vehicles. In *IEEE Intelligent Transportation Systems Conference (ITSC)*, 661–666. IEEE.

Uesato, J.; Kumar, A.; Szepesvári, C.; Erez, T.; Ruderman, A.; Anderson, K.; Dvijotham, K.; Heess, N.; and Kohli, P. 2019. Rigorous Agent Evaluation: An Adversarial Approach to Uncover Catastrophic Failures. In *International Conference on Learning Representations*.

Zutshi, A.; Deshmukh, J. V.; Sankaranarayanan, S.; and Kapinski, J. 2014. Multiple Shooting, CEGAR-Based falsification for Hybrid Systems. In *International Conference on Embedded Software (EMSOFT)*, 1–10.

**Pendulum Environment**

The inverted pendulum environment has three continuous states \( s = [t, \theta, \omega] \) where \( t \) is the time \( \theta \) is the angle of the pendulum from the vertical, and \( \omega \) is the angular velocity. The discrete-time transition function for the inverted pendulum are

\[
\begin{align*}
\theta_{t+1} &= \theta_t + \omega_t \Delta t \\
\omega_{t+1} &= \omega_t - \frac{3g}{2\ell} \sin(\theta_t + \pi) + \frac{3a}{m\ell^2} \Delta t
\end{align*}
\]  

(36)

where \( g \) is the acceleration due to gravity, \( \ell \) is the length of the pendulum, \( m \) is the mass of the pendulum, \( \Delta t \) is the time step, and \( a \) is the input torque from the controller. In our setup, we use \( g = 10 \text{ m/s}^2 \), \( \ell = 1 \text{ m} \), \( m = 1 \text{ kg} \), and \( \Delta t = 0.05 \text{ s} \). We clip \( \omega \) such that the magnitude of the angular velocity does not exceed \( 8 \text{ rad/s} \), and we clip the control inputs so that the maximum torque magnitude does not exceed \( 2 \text{ N} \cdot \text{m} \).

We analyze a simple rule-based policy for balancing the under-actuated pendulum. The control rules are given by

\[
\omega_{\text{target}} = \text{sign}(\theta) \sqrt{60(1 - \cos(\theta))}
\]

\[
a = -2\omega + (\omega - \omega_{\text{target}})
\]

(37)

where the first equation determines the angular velocity required to move the pendulum from its current angle to an angle of zero. The second equation performs proportional control using this quantity and the current angular velocity.

For the pendulum with discrete disturbances, we applied torques in the set \([-1.0, 0.25, 0.0, 0.25, 1.0]\) with probabilities \([0.016, 0.30, 0.37, 0.30, 0.016]\). For the continuous disturbance case, the disturbances were sampled from \(N(0, 0.4)\).

**Other Variance Reduction Methods**

During the course of experimentation we explored a number of modifications to the baseline algorithms and report the ablations here. First, we explored the use of policy pre-training, where the proposal policy is first trained to be close the nominal policy \( \pi(a | s) \), leading to importance weights close to 1 in the early part of training. The results in table 4 show that in most cases the pre-training improves performance, so we recommend its use. One exception may be in problems where significant exploration is required beyond the gradual increase of the failure threshold parameter \( \gamma \), then having a higher variance proposal distribution may be helpful.

Next we explored the use of defensive sampling where the nominal distribution is included as one of the importance sampling distributions. The results in table 5 show that defensive importance sampling does improve the algorithms performance. The may be because 1) the nominal distribution never samples a failure, so it contributes nothing to the overall estimate, and 2) the proposal policies are not so different from the nominal, they require the weight smoothing that defensive importance sampling offers.

Lastly, we explored the use of a baseline for the policy gradient variants, with the hypothesis that it may improve training stability, and therefore algorithm performance. The results in table 6 show that the use of the baseline actually worsened performance of the PG algorithms. The baseline values that are being estimated are all very small numbers (less than the failure rate), which may be a challenge for the neural network representation. If the learned baseline doesn’t represent the target values well, then the variance of gradient estimate might increase due to its presence, which appears to be happening here. We therefore do not recommend using a baseline, except maybe in problems that have significant stochasticity in the state transitions, that is unaccounted for by the actions.

**Hyperparameter Values and Training**

All experiments were done using single-thread CPUs (intel i5 and Mac M1), though the code was parallelized across experiments.

Below are the hyperparameters used for training.

Shared across all algorithms:

- **NN Architectures**: 2 hidden layers of 32 units, relu activations
- **Optimizer**: Adam with learning rate \( 3 \times 10^{-4} \)
- **Training batch size**: 1024
- **Gradient clipping to**: 1.0
- **Pretraining**: 100 epochs with \( 1 \times 10^4 \) data points
- **Target value for pretraining value functions**: 0.1

Specific to the policy gradient approaches:

- **Samples between updates**: \( N = 200 \)
- **Policy training batch size**: all samples

Specific to the value based approaches:

- **Samples between updates \( N = 20 \)**
- **Replay buffer size**: 64 000
### Table 3: Effect of policy pre-training.

| Method    | Pendulum (Discrete) No Pretrain | Pendulum (Discrete) Pretrain | Pendulum (Continuous) No Pretrain | Pendulum (Continuous) Pretrain |
|-----------|---------------------------------|------------------------------|-----------------------------------|-------------------------------|
| PG        | 0.41 ± 0.14                    | 0.22 ± 0.22                  | 0.46 ± 0.15                       | 0.51 ± 0.02                   |
| PG MIS-2  | 0.17 ± 0.08                    | 0.18 ± 0.15                  | 0.18 ± 0.18                       | 0.10 ± 0.08                   |
| PG MIS-4  | 0.15 ± 0.11                    | 0.11 ± 0.05                  | 0.23 ± 0.28                       | 0.14 ± 0.23                   |
| VB        | 0.70 ± 0.70                    | 0.43 ± 0.25                  | 0.78 ± 0.14                       | 0.56 ± 0.33                   |
| VB MIS-2  | 0.80 ± 0.48                    | 0.35 ± 0.24                  | 0.60 ± 0.26                       | 0.30 ± 0.20                   |
| VB MIS-4  | 0.66 ± 0.40                    | 0.37 ± 0.27                  | 0.86 ± 1.27                       | 0.34 ± 0.23                   |

### Table 4: Effect of defensive importance sampling.

| Method    | Pendulum (Discrete) Vanilla | Pendulum (Discrete) Defensive | Pendulum (Continuous) Vanilla | Pendulum (Continuous) Defensive |
|-----------|-----------------------------|-------------------------------|------------------------------|--------------------------------|
| PG        | 0.22 ± 0.22                 | 0.37 ± 0.17                  | 0.51 ± 0.02                  | 0.50 ± 0.06                  |
| PG MIS-2  | 0.18 ± 0.15                 | 0.32 ± 0.16                  | 0.10 ± 0.08                  | 0.21 ± 0.21                  |
| PG MIS-4  | 0.11 ± 0.05                 | 0.11 ± 0.08                  | 0.14 ± 0.23                  | 0.14 ± 0.14                  |
| VB        | 0.43 ± 0.25                 | 0.60 ± 0.22                  | 0.56 ± 0.33                  | 0.65 ± 0.21                  |
| VB MIS-2  | 0.35 ± 0.24                 | 0.45 ± 0.32                  | 0.30 ± 0.20                  | 0.35 ± 0.21                  |
| VB MIS-4  | 0.37 ± 0.27                 | 0.23 ± 0.18                  | 0.34 ± 0.23                  | 0.30 ± 0.13                  |

### Table 5: Effect of baseline for policy gradient algorithms.

| Method    | Pendulum (Discrete) No Baseline | Pendulum (Discrete) Baseline | Pendulum (Continuous) No Baseline | Pendulum (Continuous) Baseline |
|-----------|---------------------------------|-------------------------------|-----------------------------------|-------------------------------|
| PG        | 0.22 ± 0.22                     | 0.88 ± 0.75                  | 0.51 ± 0.02                       | 0.99 ± 0.02                  |
| PG MIS-2  | 0.18 ± 0.15                     | 0.46 ± 0.26                  | 0.10 ± 0.08                       | 0.93 ± 0.14                  |
| PG MIS-4  | 0.11 ± 0.05                     | 0.54 ± 0.27                  | 0.14 ± 0.23                       | 0.96 ± 0.09                  |