Multi-Fidelity Surrogate Models for Predicting Averaged Heat Transfer Coefficients on Endwall of Turbine Blades
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Abstract: This paper proposes a multi-fidelity surrogate (MFS) model for predicting the heat transfer coefficient (HTC) on the turbine blades. First, the low-fidelity (LF) and high-fidelity (HF) surrogates were built using LF-data from numerical simulation and HF-data from an experiment. To evaluate the prediction by these two surrogates, the averaged HTC distribution on the endwall of the gas turbine blade predicted by these two surrogates was compared for input variables as Reynolds number ($R_e$) and boundary layer (BL) thickness. This shows that the prediction by LF surrogate is saturated with an increase in $R_e$, while has monotonic behavior with an increase in BL thickness, which is contrary in general. The prediction by HF surrogate is linear with $R_e$ and is increased with BL thickness up to 30 mm and then decreased after 30 mm. Following this, a one-dimensional projection of the two-dimensional HTC distribution was presented to show the prediction tendency of the surrogates by varying the $R_e$ and fixing the BL thickness, and vice versa. Second, the MFS was built by combining the LF and HF data. The HTC distribution by the MFS model for the same input variables was shown with the HF data points. It is observed that the prediction by MFS is agreed well with the high-fidelity data. The MFS’s one-dimensional projection of the two-dimensional HTC distribution was compared with the LF surrogate prediction by varying the $R_e$ and fixing the BL thickness, and vice versa. This shows that the MFS model has more variations due to the included LF data. It is worth to mention that the averaged HTC distribution with an increase in boundary layer thickness predicted by the MFS is agreed well with the LF and HF data in the available dataset and has a large confidence interval between 30 and 50 mm due to the unavailable data in the specified range. To check the MFS accuracy, the root-mean-square error (RMSE) and error rate were evaluated to compare with the experimental uncertainty for a wide range of high-fidelity data. The present study shows that MFS would be expected to be an effective model for saving computing time and experimental costs.
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1. Introduction

Since the 1970s, computer-aided engineering has been widely used for designing the product and optimization with an affordable computer speed, storage, and accuracy. With high demand in the degree of accuracy and achieving convergence for the complicated-structure of the gas turbine blade to predict the heat transfer coefficients (HTC), the expenditure for performing the simulation has been complicated due to a high computational resource [1]. As a consequence, it is essential to find a surrogate model in order to overcome the problem of computational cost in engineering applications.

Gas turbine blades, a key component in high-capacity gas turbine maintenances, have more cooling holes and passages make complex geometry to harsh environments...
such as cyclic thermal loads due to changes in the operating conditions, which leads to the nonuniform temperature and stress distributions over a repeated period of time and eventually cause primary creep, and secondary creep leads to fracture or thermomechanical fatigue disruption and, finally, loss of blade life [2–4]. Hence, as not to face such thermal problems, designing such gas turbine blades, including endwall and blade-tip region under the flow conditions for heat transfer, film cooling, internal cooling with rotation are challenging tasks in this present engineering field. The thermal load characteristics of the turbine blade depend on the operating conditions and should be predicted prior to evaluating the thermal stress and lifetime of the turbine blade [5,6]. Thus, accurate analysis of the metal temperature distribution and temperature gradients for different loading conditions is needed to ensure the reliability and precise lifetime assessment of the gas turbine components [7].

However, a substantial amount of time and expense is required to obtain the HTC on the turbine blade walls. These coefficients are further used as boundary conditions in numerical analysis to predict the thermal load and lifetime of the turbine blade [8]. To minimize the cost and time to obtain the HTC on the turbine blade wall, a surrogate model is imperative, which is proposed in this present study.

Surrogate models are also known as meta-models, which are used as an approximate low-cost model that can be constructed with several dozen samples. The cost of acquiring high-fidelity (HF) samples from the simulations or experiments to achieve acceptable precision is to be very high. Therefore, the multi-fidelity surrogate (MFS) model must develop to compress the expenses for obtaining the HF samples using the low-fidelity (LF) samples. In MFS, a large number of LF samples can obtain easily from analytical models or inexpensive numerical analyses.

The MFS model differs from a regular surrogate model in the sense the former utilizes data from multilevel fidelity models. For simplicity, only two fidelities, LF and HF model are considered in this paper based on problem-dependent, cost, and accuracy against other fidelities available. The typical HF models show the behavior of a system in an acceptable way and are generally costly and quite difficult to achieve. For instance, well-refined grids for the Reynolds-averaged Navier-Stokes [9], or direct numerical simulations [10] to solve the fluid mechanics problems. In the cheap approximation, the LF models are less accurate; therefore, it is very cheaper than HF models. Examples of LF models are dimensionality reduction [11], simpler physics models [12], coarser discretization [13], and partially converged results [14].

Kennedy and O’Hagan introduced MFS dependent on a Bayesian discrepancy using the Gaussian process (GP). Among different ways of building MFS, the first one is to upgrade the LF surrogate by calibrating the model parameters [15,16]. The second one is to model the error between LF and HF data using a discrepancy function [17–19]. Here, the discrepancy-based MFS is only considered because this discrepancy can provide crucial information on the LF model’s error. The MFS models are built by combining an LF surrogate with a discrepancy surrogate. These MFS models have been used to reduce the computing burden through design optimization. In the structure optimization of aircraft, the linear regression employed by Balabanov et al. [17] was used to combine the coarse and refined finite element models; the 2D and 3D finite element methods were used to obtain an LF and HF model by Mason et al. [18]. Similarly, the cheap linear theory incorporated with the expensive Euler solution by Knill et al. [19] for aerodynamic prediction.

Although the idea of MFS utilizing multiple-fidelity data is a fascinating one, it is vital to address the benefits and drawbacks of MFS using practical applications such as gas turbine engines. Therefore, the heat transfer coefficient on the endwall of gas turbine blades for various Reynolds number (Re) and boundary layer (BL) thickness predicted using the newly proposed MFS model is discussed in this paper. For modeling the MFS, the low-fidelity data from simulations using ANSYS Fluent 19 R1 and the HF data from the naphthalene sublimation methods are adopted. In addition, the accuracy of MFS is evaluated from different surrogates using LF and HF data. Finally, we can expect that
the MFS model would help to reduce the time for obtaining the averaged HTC on the endwall of the blade and also helps to design the turbine blades for various ranges of design variables in a short time.

2. Research Methods

The GP is employed to build the surrogate model for predicting HTC. Only two-level MFSs are discussed using LF and HF data together. The LF and HF data points are derived from the design of experiments (DoE) to design the surrogate model. In this present study, considering Re and BL thickness are the only variables that affect the HTC on the endwall of the turbine blades.

2.1. Gaussian Process-Based Multi-Fidelity Surrogate

The GP [20] is one of the most widespread surrogate models and is a stochastic process in which every stochastic process has multivariate normal distributions. The GP-based MFS [15] proposes the correlation between the multi-fidelity datasets. The LF dataset is represented as \( X_L = [x_L^{(1)}, \cdots, x_L^{(n_L)}] \) from the LF model \( f_L(x) \), while the HF dataset is represented as \( X_H = [x_H^{(1)}, \cdots, x_H^{(n_H)}] \) from the HF model \( f_H(x) \). The corresponding functions for LF and HF model are \( y_L = \{y_L^{(1)}, \cdots, y_L^{(n_L)}\} \) and \( y_H = \{y_H^{(1)}, \cdots, y_H^{(n_H)}\} \). The GP-based MFS is made of two sets of correlated GP models. The GP-based LF surrogate \( \hat{f}_L(x) \) is first created based on \((X_L, y_L)\). The second GP-based HF surrogate, \( \hat{\delta}(x) \), is then created based on the discrepancy function \( y_H - \rho \hat{f}_L(X_H) \). The scale factor \( \rho \) is approximated from the maximum-likelihood estimation as part of \( \hat{\delta}(x) \). Variations of the GP-based MFS are developed and employed for improving the solution accuracy and computational effectiveness [16,21].

The MFS is composed of an LF model and the discrepancy surrogate. The MFS utilizes two surrogates; LF surrogate \( \hat{y}_L(x) \) and discrepancy surrogate \( \hat{\delta}(x) \).

\[
\hat{y}_H(x) = \rho \hat{y}_L(x) + \hat{\delta}(x)
\]

where \( \rho \) is a regression scalar that reduces a minimum discrepancy between the scaled LF surrogate \( \rho \hat{y}_L(x) \) and high-fidelity sample, which has common sampling points. Here, the input function \( \rho \) is an active examination part [22].

For predicting the HTC, the MFS is created by generating the low-fidelity surrogate \( \hat{y}_L(x) \) with 30 low-fidelity data. Once \( \hat{y}_L(x) \) is available, the differences between the HF and LF data are used to adjust the discrepancy function:

\[
\hat{\delta}(x) = \hat{y}_H(x) - \rho \hat{y}_L(x)
\]

The GP-based Bayesian MFS [15] has already proved that this MFS model has more predictive advantages [23]. However, the hyper-parameter in the GP-based model is technically difficult to approximate prior. For this, a highly non-nonlinear likelihood function [24,25] is assumed as an equivalent to the hyper-parameters in the GP model, which is applied in this present work. Moreover, the likelihood function has a problem with the numerical uncertainty from the covariance matrix inversion. For this, the Co-Kriging technique introduced by Forrester et al. [26] has featured better computational efficiency. Qian and Wu [16] employed the Marko chain Monte Carlo (MCMC) and the sample average approximation algorithm for estimating the hyper-parameter. The MCMC method is computationally expensive, so this is not suitable for practical applications. Le Gratiet [21] suggested an idea to mitigate the computational work by modifying the covariance matrix inversion. The GP-based surrogate models underestimate the prediction for the given data with noise uncertainty [27–29].
2.2. Design of Experiments for Low-Fidelity and High-Fidelity Samples

The design of experiments (DoE) represents the sampling scheme for building surrogate models. Unlike the DoE for regular surrogates, the DoE for MFS needs to consider an additional correlation between the LF and HF samples. Adopting these samples, two sets of samples can be generated separately. Notwithstanding, choosing the HF samples as a subset of the LF samples is advantageous. The reason is that the discrepancy surrogate can then be constructed based on the difference between the LF and HF samples. Suppose the positions of the samples are different. In that case, the discrepancy samples should be defined by the difference between the HF samples and LF prediction, which includes prediction error in the LF surrogate.

Figure 1 shows the design of experiments for both LF and HF data, where the simulations are used to create LF samples, while experiments are used to create HF samples. The LF and HF data from our previous work [30] for building the surrogate model are adopted in this present work.

![Figure 1. Design of experiments for both low-fidelity (LF) and high-fidelity (HF) data.](image)

The HTC on the endwall of the turbine blade is mainly influenced by the external flow conditions such as the Re of the primary flow and BL thickness. Based on the most influential range for the HT on the endwall, the range of 50,000 to 140,000 for Re is taken into account with the limitations of the experimental apparatus for obtaining HF data. In addition, the range from 0 mm to 50 mm for the BL thickness caused by the step generated during vane and blade assembly is considered.

2.3. Experiment of High-Fidelity Sample

From the naphthalene sublimation experiment, a set of 22 high-fidelity samples are generated for the chosen range of input variables. As a result, the mass transfer distribution on the endwall from our previous work [30] is shown in Figure 2. This experiment is an HT experimental method and is good at reproducibility and therefore used for heat and mass transfer analogy. The uncertainty is within ±7.5%. The mass transfer distribution from the experiment is used to calculate the Sherwood number (Sh). Later, the Sherwood number is used to calculate the Nusselt number (Nu) using Equation (3), and HTC can be calculated using Equation (5) [30]. Hence, this experiment has the capability of prediction of HT; thus, the local HTC distribution on the endwall can also obtain, and this experimental method is more suitable for obtaining HF data to be compared with LF data from simulations.

\[
Sh = 0.663 \times \frac{Nu}{Re^{1/2}}
\]

(3)
where \( h \) is the heat transfer coefficient, \( k \) is the thermal conductivity of air, \( C_{ax} \) is the chord length of the blade, and \( \overline{h} \) is the average of \( h \).

\[
Nu = \frac{h C_{ax}}{k} \tag{4}
\]

\[
h = Nu \left( \frac{k}{0.663 C_{ax}} \right) \tag{5}
\]

\[
\overline{h} = \frac{\sum h}{\text{Number of points}} \tag{6}
\]

Figure 2. Mass transfer distribution on the endwall of the turbine blade from the naphthalene sublimation method [30].

Since the samples are mostly aligned in a specified \( Re \), thus, a value to the BL thickness is quite easy to change for a considered \( Re \). It is noted that GP surrogates work best even for the samples are randomly distributed over the input domain. For the practical applications, the HT analysis in the turbine blade was performed in our previous work [30]; therefore, the sample points are concentrated in the specified ranges. Furthermore, it is rather difficult to perform experiments using random input samples because of the preparation of the test apparatus. This can cause quite a difficulty for GP surrogates, which will be discussed later. On the other hand, a set of 38 samples are chosen to obtain LF data from the simulations. Note that 22 of the 38 samples are superimposed with the same samples in the experiments, as in Figure 1.

2.4. Simulation for Low-Fidelity Samples

In the simulation, the first stage of the high-pressure turbine blade was considered. The dimensions of the blade are provided in Table 1. A previous work [30] was performed in ANSYS Fluent 19 R1 using the RANS equation to mitigate the computational time and cost using a sufficient number of grids. In this same aspect, the same number of grids was used for all cases; even the boundary layer thickness and Reynolds number varied. Finally, the result has a significant reduction in cost and time for obtaining a total of 38 low-fidelity data. The streamline contour for varied \( Re \) from the simulation is shown in Figure 3.

Table 1. Dimensions of first stage turbine blade for simulation.

| Parameters                  | Values |
|-----------------------------|--------|
| Axial chord, mm             | 114.62 |
| Inlet angle, deg            | 46.23  |
| Leading-edge radius, mm     | 17.07  |
| Pitch, mm                   | 80.0   |
| Tip clearance, mm           | 6.0    |
From the perspective of the GP surrogate, it is observed that the samples in Figure 1 are not distributed well. Therefore, the GP surrogate model depends on the correlation that relates to a distance between samples. Moreover, no samples are observed in the range of BL thickness between 30 and 50 mm. The unavailable samples could lead to large uncertainty in the GP prediction.

3. Results and Discussion

3.1. Low-Fidelity and High-Fidelity Surrogate Modeling for Heat Transfer Coefficient

As discussed previously, the most challenging part of constructing the GP surrogate is related to the aligned samples in this study. These aligned samples can cause difficulty in estimating the hyper-parameter in the GP surrogate. Therefore, the hyper-parameter is estimated manually based on the variation of LF and HF samples in each variable input direction. In the normalized input variable spaces, a normalized range of 1.0 to 3.0 is assigned to the hyper-parameter of LF-GP and HF-GP surrogates.

Figure 4 shows the distribution of averaged HTC by LF-GP surrogate using LF data. The LF-GP surrogate model shows a saturation trend in the $Re$ direction and a monotonic behavior in the BL thickness direction. In general, the HTC is saturated as the BL thickness increases, which is referred to as a contradiction in Figure 4. The HTC variation with the BL thickness indicates that the grids near the wall should have refined well as the BL thickness changes so as to improve the accuracy of the simulation. As clearly mentioned earlier, the LF-GP surrogate model is built using data of the cheap simulation in this present study, the grid refinement near the wall is not required here as the BL thickness changes to minimize the computational time. Therefore, the error from the simulations increases inevitable in the BL thickness direction. As a result, the LF-GP surrogate model shows different behavior in the BL thickness direction.
Figure 4. Distribution of averaged heat transfer coefficient (HTC) by LF-Gaussian process (GP) surrogate using LF data.

Figure 5 shows the distribution of the averaged HTC by HF-GP surrogate using HF data, in which the same value of hyper-parameter that employed in the LF-GP surrogate is used. It is observed that the averaged HTC is linearly proportional to the $Re$. In contrast, the rate of averaged HTC is increased with the BL thickness up to 30 mm and then decreased with the BL thickness greater than 30 mm up to 50 mm. This trend in the BL thickness direction is contrary to the LF-GP surrogate model in Figure 4. Overall, the changing tendency of the HTC for variable inputs on the endwall by the HF-GP surrogate model is agreed well with the local high-fidelity data in Figure 5.

Figure 5. Distribution of averaged HTC by HF-GP surrogate using HF data.

In order to compare further with LF and HF surrogates, one-dimensional cuts of two-dimensional surrogates are presented in Figures 6 and 7. Figure 6 shows the LF and HF surrogate comparison with varied $Re$ at a fixed BL thickness of 10 mm. The solid curve in red color indicates a prediction of the LF-GP surrogate, and the area in blue color indicates a 95% confidence interval. Since GP assumes that the data are exact, there is no uncertainty in the data points. The cross markers lying on the solid red curve are the three LG data points at the fixed BL thickness of 10 mm. Similarly, the solid curve in black color
and the area in green color indicate the HF prediction and a 95% confidence interval of the HF-GP surrogate. The three HF data points lying on the black solid curve are shown in a circle shape. The comparison in Figure 6 reveals that the trend of HTC increases with $Re$, but the rate of increment varies significantly between the LF-GP and HF-GP surrogates.

**Figure 6.** 1D projection of LF-GP and HF-GP surrogate for a fixed BL thickness of 10 mm.

Figure 7 shows the LF-GP and HF-GP surrogates with varied BL thickness at a fixed $Re$ of 100,000. Note that the legends used in Figure 7 are the same as those in Figure 6. It is observed that the function is varied with the BL thickness at a high-frequency level. Therefore, the uncertainty (confidence interval) is obtained as larger than that variation with the $Re$ case. It is worth mentioning that the uncertainty is significantly increased after 30 mm due to the unavailable data between 30 and 50 mm.

**Figure 7.** 1D projection of LF-GP and HF-GP surrogate for a fixed $Re$ of 100,000.

### 3.2. Evaluate the Accuracy of MFS

As already stated, the LF data are inexpensive but less reliable, and the HF data are precise but rather costly to obtain. The objective of the MFS model is to minimize the
disadvantages and maximize the advantage of these two data sets. Therefore, the accuracy of MFS can decide that the MFS model is capable of practical applications. This subsection discusses the accuracy of MFS in predicting the averaged HTC on the endwall of the turbine blade.

To evaluate the accuracy of the MFS, the HF data must be compared with the value predicted by the MFS. The MFS is made by changing the number of HF data samples and then evaluating the accuracy by comparing the results with the HF data. The accuracy of the MFS can be expressed through the root-mean-square error (RMSE) between each MFS and HF data.

The HF data are randomly used to build the MFS. Among these, 0, 4, 6, 11, 14, 18, 21, or all high-fidelity data samples at a time are used to build each of the MFS. The RMSE values between the HF data and MFS models are shown in Table 2.

| No of High-Fidelity Data | RMSE | Error Rate |
|--------------------------|------|------------|
| 0 (low-fidelity surrogate) | 32.48 | 7.26 |
| 4                        | 52.84 | 11.81 |
| 6                        | 51.66 | 11.54 |
| 11                       | 49.51 | 11.06 |
| 14                       | 47.04 | 10.51 |
| 18                       | 34.87 | 7.79 |
| 21                       | 29.95 | 6.69 |
| 22                       | 29.18 | 6.52 |
| High-fidelity surrogate  | 29.95 | 6.69 |

The LF surrogate model (0 high-fidelity data samples used, Figure 4) in Table 2 shows an RMSE of 32.4, which has an error rate of 7.2%. The error rate of the LF surrogate model is similar to the uncertainty of the experiment. It means that the LF surrogate model is a good model for predicting the HTC on the endwall of the turbine blade in the current design-parameter range. However, the changing tendency of the LF surrogate model is different from that in the HF surrogate model (Figure 5). As already mentioned, the HTC is increased in the LF-GP surrogate model in Figure 4 and is decreased with the BL thickness after 30 mm in the HF-GP surrogate model in Figure 5. It is observed in Figure 6 that the HTC is increased concave upwards up to Re of 100,000 (critical point), and after the critical point, it is increased concave downwards in the LF-GP surrogate model. In contrast, the HTC is increased concave downwards up to the critical point, and after this, it is merely constant in the HF-GP surrogate model. This comparison reveals that the different point of the HTC changing tendency is expected to increase the error in the HTC prediction by the LF-GP surrogate model when considering a range beyond the current design-parameter range.

Using the LF surrogate and discrepancy surrogate, the MFS is built, and the HTC by the MFS is shown in Figure 8. The RMSEs of the HF surrogate in Figure 5 and MFS, including all HF data in Figure 8, are 29.74 and 29.18, respectively. Furthermore, the error rate is lesser than 6.5%, which is lower than the uncertainty of the naphthalene sublimation experiment. Therefore, a change in tendency of the two models is also similar within the current design-parameter range. This shows that the accuracy of the MFS, including all HF data for predicting the averaged HTC on the endwall of the turbine blade, has reached the level of experimental results.
all HF data for predicting the averaged HTC on the endwall of the turbine blade, has reached the level of experimental results.

Figure 8. Prediction of averaged HTC by MFS model.

With the local data difference between the HF surrogate model and MFS, including all HF data, the discrepancy surrogate is determined using Equation (2) and is shown in Figure 9. It is interesting that the discrepancy is significantly fluctuating without showing a monotonic trend. This may have happened because of significant noise in the test data or inconsistency in numerical analysis.

Figure 9. Discrepancy surrogate for the HTCs.

To compare further the LF and MFS, one-dimensional cuts of these two-dimensional surrogates are presented in Figures 10 and 11. Figure 10 shows the prediction by the LF and MFS with varied $Re$ at a fixed BL thickness of 10 mm. The black solid curve and the green areas are the averaged HTC predicted by MFS and 95% confidence intervals, respectively. Compared to the HF surrogate in Figure 6, the MFS shows more variations due to the effect of the LF surrogate.
Compared to the HF surrogate in Figure 6, the MF S shows more variations due to the effect of the LF surrogate.

Figure 10. 1D projection of LF-GP surrogate and MFS for a fixed BL thickness of 10 mm.

Figure 11 shows the LF and MFS with varied BL thickness at a fixed $Re$ of 100,000. It is observed that the function is varied with the BL thickness in a high-frequency level. Therefore, the uncertainty (confidence intervals) is obtained as larger than that variation with the $Re$ case. It is worth mentioning that the uncertainty is significantly increased after 30 mm due to the unavailable data between 30 and 50 mm. As mentioned earlier, compared to the HF surrogate in Figure 7, the MFS shows more variations due to the effect of the LF surrogate.

Figure 11. 1D projection of LF-GP surrogate and MFS for a fixed $Re$ of 100,000.

The RMSE and error rate based on the number of HF data are shown in Figure 12. Found a remarkable change in the RMSE for the samples with more and few HF data. The samples of very few numbers of HF data have a higher RMSE than that the LF surrogate model. The RMSE of the MFS is decreased significantly as the number of HF data samples increased. Moreover, the samples of more than 18 HF data show that the MFS model’s error rate has reached slightly below the uncertainty of the experiment.
In general, the RMSE of the MFS is expected to be lesser than the RMSE of the LF surrogate model. In this present work, the RMSE calculated for the MFS of more than 18 HF data samples has similar or better than that for the LF surrogate model.

Through the present study, there is a key reason why a large number of HF data samples are required to improve the accuracy of the MFS. The reason is that the sample points in the design must be evenly distributed in the designed domain to make a good MFS model. However, the present work utilized the nonuniformly distributed point of the samples from our previous study [30]. Our previous work focused only on investigating the HT phenomenon on the endwall of the turbine blade, which is different from the sample distribution criteria for constructing the MFS model in this present work. As stated earlier, the larger interval between samples in the region of thickest BL and highest Re can cause a problem with the reliability interval of the predicted value of the surrogate model becoming very large in these regions. Therefore, to overcome these, more HF data are required for making MFS.

Compared to the result of the LF surrogate model, the MFS model has shown higher reliability in predicting the averaged HTC on the endwall of the turbine blade for the considered input range of the Re and BL thickness. As a consequence, it is possible to find a reliable result at any point of the desired domain and input range using the MFS model.

As discussed earlier, the samples based on the input variables are considered randomly and also aligned in a specified Re. However, the samples must consider in a wider range of desired locations. Additionally, still more HF data are required to build the MFS model, thereby to minimize the large confidence interval after Re = 100,000. There is a limitation of this present study.

This study suggests and proves that the method for making and evaluating the MFS using the data from our previous study [30], which from numerical analysis, experiment, and literature review. The utilization of the MFS model can be anticipated to reduce the time and cost of designing the turbine blades and cooling systems. In addition, this method of MFS configuration and evaluation is intended to be extended to other engineering design applications.

4. Conclusions

This paper focused on modeling the low-fidelity (LF), high-fidelity (HF) and multi-fidelity surrogates (MFS) model using LF and HF data to predict the averaged heat transfer coefficient (HTC) on the endwall of the turbine blade. In modeling the surrogates, the LF and HF data were used to build the LF and HF surrogate, respectively. The LF surrogate and discrepancy surrogate were used to build the MFS. In this present work, the input variables as Reynolds number (Re) and boundary layer (BL) thickness were used. The LF surrogate showed a good prediction for the considered Re and BL thickness range except
from 30 to 50 mm due to the unavailability of samples in the desired range. In addition, the prediction was saturated with the increase in the $Re$ and had a monotonic behavior as the BL thickness increased. Similarly, the HF surrogate showed a good prediction for the same $Re$ and BL thickness range due to the HF data. However, the confidence interval of the HF surrogate was found to be very high for the $Re$ greater than 100,000. In addition, the prediction was linearly proportional to the $Re$ and increased with BL thickness up to 30 mm then decreased after 30 mm due to no samples in the range of 30 to 50 mm.

The averaged HTC prediction by the MFS had a similar variation as the HF surrogate and better than the LF surrogate. In the MFS also, a large confidence interval was found for the higher BL thickness region due to the LF surrogate inclusion in building the MFS. Since there were no test data to evaluate the accuracy of the MFS model, therefore the accuracy was evaluated using the HF data at a fixed BL thickness and $Re$. The root-mean-square error (RMSE) and error rate of the MFS were large for fewer of HF data. The RMSE and error rate were decreased and also reached slightly below the experimental uncertainty for more HF data. This study concludes that the proposed MFS model helps to predict HTC for any other range of input variables. Thereby, MFS utilization in practical applications would be more useful for saving computational time and experimental cost.
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**Abbreviations**

| Abbreviation | Description |
|--------------|-------------|
| BL           | Boundary layer |
| $C_{ax}$     | Chord length of the blade |
| $y_L$ & $y_H$| Corresponding function of low and high-fidelity |
| DoE          | Design of experiments |
| $\delta$     | Discrepancy surrogate |
| GP           | Gaussian process |
| HT           | Heat transfer |
| HTC          | Heat transfer coefficient ($h$) |
| HF           | High-fidelity |
| HF-GP        | High-fidelity-based Gaussian process |
| $X_H$        | High-fidelity dataset |
| $f_H$        | High-fidelity model |
| $k$          | Thermal conductivity (here, air is fluid) |
| LF           | Low-fidelity |
| LF-GP        | Low-fidelity-based Gaussian process |
| $X_L$        | Low-fidelity dataset |
| $f_L$        | Low-fidelity model |
| $\hat{y}_L$ & $\hat{y}_H$ | Low and high-fidelity surrogate |
| MFS          | Multi-fidelity surrogate |
| $Nu$         | Nusselt number |
| $\rho$       | Regression scalar |
| $Re$         | Reynolds number |
| RMSE         | Root-mean-square error |
| $Sh$         | Sherwood number |
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