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1. Introduction

Nitride semiconductors in recent years have been of great interest [1–3] due to their exceptional properties that have not been detected in conventional semiconductors such as silicon and gallium arsenide. For example, the prohibited region of the latter is not large enough for the design of optoelectronic devices of the shortwave spectrum [4–6], or devices for ultra-fast signal transmission, for example [7–9]. Moreover, gallium arsenide-based devices cannot be used at high temperatures [10].

Technological development of gallium nitride [11] significantly pushed not only silicon devices in the field of ultra-high frequency and ultra-fast-performance devices but also devices based on gallium arsenide. The logical next step is to study other nitrides with semiconductor properties, namely aluminum nitride, and indium nitride. Recently, the scientific literature [12] uses the generalized name of all three materials – “III-nitrides”, which emphasizes their belonging to both nitrogen compounds and the well-known semiconductor group AlInP.

Group III nitrides due to the wide prohibited zone can be used in devices of purple, blue, and green radiation spectra [13], as well as for high-temperature transistors. Higher values of working intensity of the electric field and increased thermal conductivity give hope for the creation of a wide range of microwave and EHF powerful devices.

Model approach [14] was used to study the electronic and energy properties of modern semiconductor materials [15], the mechanisms for dispersion of carriers in a strong electric field to increase the efficiency of devices have been elucidated.

Particular attention is paid to the study of frequency characteristics of III-nitrides in strong fields. In particular, the effects of electronic gas heating, and other effects inherent in such materials when they reach nano dimensions. Comparison with the results of experiments and studies by other specialists is given in [16, 17].

Fundamental physical-mathematical principles for modeling modern semiconductor materials were created. An improved method of relaxation equations [18] was used, where the equation for electronic temperature is used instead of the energy balance equation. The times of relaxation of pulse and electron energy for different mechanisms of dispersion were used. For III-nitrides, inter-valley scattering was considered through certain types of scattering on acoustic and optical phonons, since they are distinguished by a wide phonon prohibited zone. When modeling complex compounds, the method can naturally take into consideration the times of relaxation for scattering on the alloy deformation potential.

A method of analysis of frequency conductivity capabilities of material based on a Fourier transform dependent on the pulse reaction of drift velocity [19, 20] was considered. Pulse capabilities of compounds associated with the effect of a “burst” in the drift electron velocity in a strong electric...
field were also studied. This effect refers to the so-called quasi-ballistic phenomena and makes it possible to obtain picosecond current pulses as a reaction to switching the voltage on, which creates a strong electric field.

Practical semiconductor devices use various physical phenomena [3, 6, 8] and mechanisms [4, 9], which requires a model acceptable both when changing the intensity of the electric field in time and spatial changes in the volume of semiconductor material. It is also promising to use the Fourier transform of the pulse dependence of the carrier drift rate to calculate the maximum frequencies inherent in the semiconductor. The main advantage of this approach is that it is not necessary to limit the search for maximum frequencies with additional conditions.

2. Literature review and problem statement

Starting with the description of the first GaN-based transistor [21] practical studies of III-nitrides [11–13] continue, which have not yet been completed [1, 3].

A successful attempt to build a model in terms of the possibilities of calculating important parameters for real devices, most researchers consider [11]. The study was a logical continuation of GaAs experiments and contains a thorough comparison with this most studied semiconductor material. Without denying the contributions of the author's collective [11], we should note the following:

- the presence of two types of the crystal lattice of each of III-nitrides was not taken into consideration at all;
- they used redundant and costly method of Monte Carlo;
- calculations in the time and spatial variables of strong electric fields require separate calculations;
- the value of inter-valley phonon is taken the same as optical.

Further experiments [12, 13, 15] prove that inter-valley scattering can also cause acoustic phonons near the edge of the Brillouin zone, so the energy of inter-valley phonons should be chosen as some average for optical and acoustic shortwave phonons. In addition, longitudinal and transverse phonons, in particular for hexagonal structures, take part in phonon dispersion mechanisms. Since the generally accepted dissipation theories do not consider its anisotropy, doubtful consideration of only longitudinal phonons can be compensated by taking into consideration the energy of phonons, as the average of the entire spectrum of optical branches.

There is a request to predict the maximum conductivity frequencies required in the development of modern semiconductor devices [4–9]. The new model for III-nitrides proposed in work [22] is not limited to the possibility of describing electronic transport but allows the analysis of dynamic characteristics. In [23], numerical modeling by the Monte Carlo method for the alternating electric field, the limit frequency by the standard of achieving the largest efficiency on the first current harmonica for multi-valley semiconductors is determined. Practical use of this method for III-nitrides is given in [17, 24, 25]. Each of the experiments focuses on a separate of the III-nitrides. But at its core, such calculations are possible only under the mode of limiting the accumulation of volumetric charge (LAVC). In this mode, there is no dependence of the frequency of oscillations of the circuit on the time of electrons flying through the diode and, accordingly, on its size. It is clear that the criteria for the existence of LAVC have restrictions both from below (the oscillation period should be greater in order to have time for the formed domain to disappear) and from above (the period is less than the time of relaxation). Thus, the results reported in [17, 24, 25] can be used for qualitative evaluation of other models, in particular the distribution of characteristics between different nitrides.

Another study [10] offers an example of a well-studied GaAs estimate of the maximum frequency provided that negative differential conductivity exists (hereinafter referred to as NDC). The approach was adapted for GaN [26] and even taking into consideration different types of the crystal lattice. It is clear that the assessment by this method is naturally inherent only in the presence of the NDC regime.

Thus, the problem of building and verifying the working model of maximum conductivity frequencies of III-nitrides in strong fields is relevant and needs to be solved [15].

3. The aim and objectives of the study

The purpose of this study is to develop a numerical model of conductivity in multi-valley semiconductors in strong electric fields. This would make it possible to predict the parameters and characteristics of actual semiconductor devices without costly full-time experiments or to recommend the material to the requirements of the device.

To accomplish the aim, the following tasks have been set:
- economical use of computational resources compared to the Monte Carlo method;
- to check matches with existing experimental data;
- to ensure applicability to fields variable both in time and space;
- to use the resulting model for new and promising semiconductors with sufficient accuracy for practical use in the development of finished products.

4. Materials and methods to study multi-valley semiconductors

Compounds considered in this work are a group of nitrides, the properties of which condition their wide use in gadgets and devices for various technical purposes. The group of III-nitrides belongs to compounds of the AIIIIV type, which are formed as a result of the interaction of elements from subgroup III of the periodic table such as boron, aluminum, gallium, and indium with such an element of subgroup V as nitrogen.

Within each group of compounds, there is a decrease in the width of the prohibited zone with an increase in the total atomic number and atomic masses of the elements included in the compound. This is due to the stronger blurring of the “electron clouds” of covalent bonds as it moves down the periodic table, whereby the metallic nature of the bond is enhanced. Simultaneously with the weakening of covalent chemical bonds, the melting point and hardness of the material decrease, that is, the semiconductor becomes more plastic [27].

This is illustrated in Fig. 1, where, for the cubic structure of the crystal lattice, there are the surfaces corresponding to the position of the bottom of the conductivity zone at points of symmetry Γ, L, and X, built according to the data given in works [28, 29]. It should be noted that the mutual location of the Γ-, L-, and X-valleys may vary depending on the chemical composition. The indium and gallium connections are straightforward semiconductors (except GaP). Compounds of aluminum and gallium phosphide have the bottom of the conductivity zone at point X.
Group III-nitrides, unlike most compounds of A\textsuperscript{III}B\textsuperscript{V}, which crystallize only in a cube-type lattice, can have another modification of the crystalline structure — hexagonal and the structure of rock salt.

For the face-centered cubic lattice [15], as well as a diamond, the first Brillouin zone takes the shape of an octahedron with cut vertices (Fig. 2, a). Its symmetry makes it possible to set the law of dispersion only within 1/64 of the Brillouin zone.

The structure of hexagonal type is also characteristic of nitrides (Fig. 2, b). In the lattice of both types, each atom of the element from group III is surrounded by the tetrahedron of the four atoms of the group V element, and vice versa. The structure of sphalerite, unlike the structure of a diamond, does not have a center of symmetry. This feature leads to a difference in the properties of surfaces [111] and [110], entirely composed of various atoms. The different behavior of faces is manifested during etching, oxidation, and when growing crystals.

As a rule, for group III nitrides, the conduction zone consists of several sub-zones with a minimum in the center of the Brillouin zone \( k_{<000>} \) and crystallographic directions \(<111>, <100>\). The minimum is in the center zone — \( \Gamma \)-valley, in the \(<100> \) and \(<111> \) directions, respectively, \( X \)- and \( L \)-valley. The exception is aluminum nitride with a cubic modification of the crystal lattice. It is a non-indirect semiconductor and has a minimum, not in the center of the Brillouin zone but in the \(<100> \) crystallographic direction, that is, in the \( X \)-valley \( \Delta_{FL} \). \( \Delta_{FX}, \Delta_{XL} \) are the energy gaps between valleys. At the same time, which of the minima is absolute in size depends on a specific compound. The width of the prohibited zone is defined as the smallest, in terms of energy, the distance between the highest point of the valence zone and the lowest energy value of the bottom of the conductivity zone — \( E_p \).

When the valley bottom is located near the edge of the Brillouin zone, there are three equivalent \( X \)-valleys, four — equivalent to the \( L \)-valley. When the bottom of the valleys is in the middle of the Brillouin zone, there are six equivalent \( X \)-valleys, eight — equivalent \( L \)-valleys. Each of the valleys is characterized by an effective mass of electrons near the bottom of the zone \( m_1, m_x, m_l \).

The valley structure consists of two sub-zones that are matched at \( k=0 \) and one lower zone grafted as a result of a spin-orbital interaction. Processes in the valence zone have little effect on the effect of inter-valley electron transfer and, therefore, are not considered.

The most common for simulation is the choice of the energy of optical phonons, corresponding to the branch of longitudinal optical phonons (LO) in the center of the Brillouin zone. But shorter-wave phonons also take part in scattering on optical deformation potential. As for the inter-valley phonons, for example, in [11], modeling by the Monte Carlo method employed their value that is the same as the optical ones. But inter-valley scattering can also cause acoustic phonons near the edge of the Brillouin zone, so the energy of inter-valley phonons is usually chosen as some average for optical and acoustic shortwave phonons. Another note can be made regarding participation in the phonon mechanisms of dispersion of longitudinal and transverse phonons, especially for hexagonal structures. Since in generally accepted dissipation theories its anisotropy is not considered, it is possible to express doubts about taking into consideration only longitudinal phonons and choose the energy of phonons as the average of the entire spectrum of optical branches.

The material parameters are taken mainly from review articles [28, 29] and books [30, 31]. The collected parameters for further modeling are given in Table 1.

These parameters are sufficient for further modeling and take into consideration the features of the zone structure and types of the inherent crystal lattice. It should be noted that in the reference literature sometimes there is significant uncertainty in the values of some constants. This applies primarily to inter-valley distances, acoustic and optical deformation potentials, inter-valley constants, as well as the values of effective masses.

Electronic temperature determines the main relaxation parameters of the electronic collective of semiconductors and, therefore, their kinetic and dynamic parameters, such as mobility, reaction to pulse and high-frequency fields, etc. The issue of heating electronic gas in multi-valley semiconductors has been discussed for a long time [32], such studies were carried out mainly by the numerical method of Monte Carlo. A thorough analysis of the depen-
The main relaxation parameters of the electronic collective of semiconductors, and, therefore, their kinetic and dynamic parameters, such as mobility, reaction to pulse and high-frequency fields, and the like, are modeled mainly by the numerical method of Monte Carlo. The method has information redundancy and does not make it possible to obtain analytical ratios. This also applies to such a well-known [10] dynamic phenomenon as an “overshoot” of drift speed. An attempt to apply in [11] for its modeling the relaxation equations cannot be fully recognized as successful. Probably the reason for this is the incorrect use of those equations and the finding of relaxation times.

The usual form of relaxation equations for impulse and energy, derived from the averages of the Boltzmann kinetic equation, takes the following form

\[ dp / dt = -\bar{v} \cdot \bar{p} / \tau_p, \]

\[ dE / dt = - (E - E_0) / \tau_E. \]  

Here, \( \tau_p \) and \( \tau_E \) are, respectively, the times of relaxation of impulse and energy, determined from static field-speed and field-temperature characteristics, as it is performed in [11], or from analytical ratios obtained from averaging the speeds of different scattering mechanisms [18, 33].

For multi-valley semiconductors, equations (1) and (2) must be solved for each valley, and the results should be averaged taking into consideration the distribution of electrons across the valleys. The dynamics of valley population is determined by the following equation for concentration in the \( i \)-th valley

\[ \frac{dn_i}{dt} = -n_i / \tau_{np} + n_j / \tau_{pji} \]

and analogous equations for the \( j \)-th valley

\[ \frac{dn_j}{dt} = -n_j / \tau_{np} + n_i / \tau_{pji}. \]

where \( \tau_{np} \) and \( \tau_{pji} \) are the concentration times of inter-valley relaxation, which can be found using the time of relaxation of the impulse during inter-valley scattering [33].

The second circumstance that must be borne in mind when using equation (2), and which was not taken into consideration in [11], is that the energy \( E \) includes both the energy of the chaotic thermal motion \( E_c \), and the energy of the directed drift motion \( E_d = m^*v^2 / 2 \), which in strong fields are measured in size.

Drift motion energy is determined by the pulse balance equation (1), from which, by multiplying by drift velocity, is easy to obtain the balance equation for drift energy

\[ dE_d / dt = -ev \bar{v} = -2E_d / \tau_p. \]

Subtracting (5) from (2), we derive the following equation of the thermal energy balance only

\[ \frac{dE_t}{dt} = E_t - E_{d_e} + E_{d_0} (2 \tau_d - 1). \]

which describes the degree of heating of electrons. Here, \( E_0 = 3k_bT/2 \) is the equilibrium thermal energy, \( 2\tau_d \tau_{pji} \) is a parameter that determines the efficiency of the transition of drift energy to heat and depends on the degree of collisions’ non-plasticity. For electron temperature, which is a measure of chaotic motion energy \( E_c = 3k_bT/2 \), equation (6), taking into consideration that the drift speed \( v = \mu E = (\tau_{pji} / m^*) E \), takes the following form

\[ \frac{dT}{dt} = \frac{T_c - T}{\tau_p} + \frac{m^* \bar{v}^2}{3k_b \tau_p} (\gamma - 1). \]

In a static field, equation (7) is converted to the following equality

- **Table 1**

| Parameter                        | InN  | GaN  | AlN  |
|----------------------------------|------|------|------|
|                                 | cubic| hexa.| cubic| hexa.|
| Dielectric permeability:         |      |      |      |      |
| static, \( \varepsilon \)         | 14.86| 15.3 | 9.6  | 8.9  |
| high-frequency, \( \varepsilon_{hf} \) | 8.04 | 9.3  | 5.5  | 5.35 |
| medium, \( \varepsilon \)          | 11.0 | 12.2 | 9    | 6.5  |
| Ionization energy, eV            | 0.005| 0.013| 0.019|
| Density, 10^3 kg/m^3             | 6.81 | 6.15 | 3.26 |
| Sound speed (longitudinal), 10^3 m/s | 5.2  | 6.56 | 4.57 | 6.56 |
| Acoustic deformation potential, eV | 5.0  | 4.1  | 5.0  | 8.3  |
| Inter-valley connection constant, 10^3 eV/m | 8    | 10   | 11.1 | 11.1 |
| Optical phonon energy, eV        | 0.03 | 0.057| 0.059| 0.073|
| Inter-valley phonon energy, eV   | 0.041| 0.073| 0.05 | 0.05 |
| Inter-valley distance, eV        |      |      |      |      |
| \( \Delta_{l_{XL}} \)           | 0.57 | 0.7  | 1.1  | 0.6  |
| \( \Delta_{l_{1LX}} \)          | 3.88 | 8.8  | 1.9  | 0.6  |
| \( \Delta_{l_{1XL}} \)          | 3.31 | 3.3  | 0.4  | 0.6  |
| Effective mass                   | 0.64 | 0.4  | 0.15 | 0.2  |
| lower valleys                    | 0.64 | 0.5  | 0.2  | 0.2  |
| upper valleys                    | 0.64 | 0.5  | 0.45 | 0.2  |
|                                 | 0.48 | 0.8  | 0.35 | 0.55 |
|                                 | 0.41 | 1.0  | 0.36 | 0.91 |
|                                 | 1.16 | 3.5  | 1.7  | 2.7  |
|                                 | 2.8  | 2.8  | 2.8  | 2.8  |
which determines the field-temperature characteristics, that is, the connection of electron temperature and intensity of the electric field. The calculation of temperature as a function of intensity in an explicit form is complicated due to the complex dependence of the time of relaxation of impulse and energy on the electron temperature.

Here it should be noted that the reverse relaxation times in each valley are found by summing up the reverse times for different scattering mechanisms. The average mobility in the valleys and the ohmic effective mass are determined for a two-valley model from the following ratios

\[ \mu = b_i \mu_i + b_j \mu_j , \]

\[ 1 / m' = b_i / m_i' + b_j / m_j' , \]

where \( b_i = n_i / (n_i + n_j) \), \( b_j = 1 - b_i \) are the normalized concentrations (valley population). To find them, it is necessary to use equations (3) and (4).

The average time of pulse relaxation in the valleys is found, as always, from the field-speed characteristics, or from the following mobility

\[ \tau_p = \mu m'/e , \]

and the average time of energy relaxation, unlike [11], from a field-temperature characteristic

\[ \tau_e = \frac{\tau_p}{2 + 3k_b(T_e - T)} / 2 \mu e^2 . \]

The described equations were used to simulate the effect of “overshoot” in aluminum nitride, gallium, and indium of hexagonal and cubic modifications, the initial parameters of which, in addition to the energy of phonons, were chosen in the same as in [11]. For a time-based jumping electric field, changing from zero to a fixed value, time dependences of speed, electronic temperature, time of relaxation, valley population were calculated. Speed time dependence was transferred to spatial via the following integration

\[ x = \int_0^t v(t)dt . \]

For high-frequency changes in the electric field, we shall limit ourselves to the calculation of the so-called low-signal conductivity. To this end, all variables \( a(t) \) were given as the sum of a constant component \( a_0 \) and a small harmoniously variable in time with an amplitude \( e \omega \) and phase \( \phi \), i.e., \( a(t) = a_0 + e \omega \phi \). Neglecting the terms of the second-order of smallness and given that \( \phi / \omega \tau = \text{o} \), the equations used were divided into time-independent for constant components and linear equations for the amplitudes of variables.

The use of such a procedure for current density \( j = env \) makes it possible to obtain such a ratio to calculate its high-frequency component

\[ j = en_0v_i + ev_0n_i . \]

Hence, one can see that the alternating component of the current is determined by two factors: variable speed and variable concentration of electrons due to inter-valley transitions. Accordingly, high-frequency conductivity for each valley includes two terms. By computing \( v_i \) and \( n_i \) as proportional to the variable amplitude of the electric field \( \varepsilon \), we obtain two characteristic terms for conductivity.

For the first term, in accordance with (14), the result can be represented as follows:

\[ \sigma_{\alpha}^{i(1)} = \sigma_{\alpha} \frac{1 + i \omega \tau_{\alpha}}{1 + i \omega \tau_{\alpha}} \left[ \frac{1 - \varepsilon_\alpha}{\varepsilon_\alpha} \frac{1}{1 + i \omega \tau_{\alpha}} \right] . \]

If we assume that the conductivity value is determined mainly by the electrons of one valley, then (15), at \( \omega \rightarrow 0 \), coincides with the formula describing low-frequency differential conductivity.

The second term, defined by the variable component of the concentration of electrons, as an addition to (15) for high-frequency electrical conductivity

\[ \sigma_{\alpha}^{i(2)} = -\frac{e^2 n_0 \tau_{\alpha}}{m} \frac{\tau_{\alpha}}{\tau_\alpha } \frac{b_i + b_j \Delta_\alpha}{1 + i \omega \tau_\alpha} \frac{k_b T}{k_b T} . \]

Here, the concept of the total time of inter-valley relaxation is introduced through inverse times of relaxation between individual valleys

\[ \tau_{\alpha\alpha} = \left( 1 / \tau_{\alpha 0} + 1 / \tau_{\beta 0} \right)^{-1} . \]

The value of high-frequency electrical conductivity, normalized by its static value, can be calculated from the following ratio

\[ \sigma_{\alpha} = \frac{\tau_{\alpha\alpha}}{\tau_{\alpha}} \frac{v_{\alpha}}{v_{\alpha 0}} \frac{\tau_{\alpha}}{\tau_\alpha} + \frac{b_i + b_j \Delta_\alpha}{1 + i \omega \tau_\alpha} \frac{k_b T}{k_b T} . \]

An important result of the above analysis is the possibility of calculating the maximum frequency of existence of negative differential conductivity (NDC). It can be carried out by neglecting the inertia of inter-valley transitions \( (i \omega \tau_\alpha \ll 1) \), by late collisions \( (i \omega \tau_\alpha \ll 1) \), and believing that under the mode of NDC the speed of electrons reaches saturation \( (v_{\alpha 0} = v_{\alpha 0}) \). Then formula (18) is simplified and takes the following form:

\[ \frac{\sigma_{\alpha}}{\sigma_0} = 1 - \frac{1 + i \omega \tau_{\alpha}}{1 + i \omega \tau_{\alpha}} \frac{\Delta_\alpha}{k_b T} . \]

Hence, the condition \( \text{Re} \sigma_{\alpha} = 0 \), which corresponds to the limit situation, easily produces

\[ \omega_{\alpha} = \frac{\tau_{\alpha}}{\tau_{\alpha}} \left( b_i \Delta_\alpha / k_B T \right) . \]

At the field intensity when the populations of the upper and lower valleys are the same and the value of NDC is maximum, the last expression is simplified and the limit frequency is

\[ f_{\alpha} = \frac{1}{4 \pi \tau_{\alpha}} \left( \Delta_\alpha / k_B T \right) . \]

Fig. 3 shows that the limit frequency, which is determined mostly by the time of relaxation of energy, takes a value of the order of hundreds or even thousands of gigahertz, decreasing with increasing intensity of the electric field.
An interesting trend is observed for nitrides with the cubic structure of the lattice – the dependence of the limit frequency on the intensity of the electric field is shifted towards smaller field values. Although for critical fields the limit frequencies for them are somewhat larger, for the mode of greatest negative differential conductivity, these frequencies are almost the same.

Our results for the limit frequency, in a general case, correspond to the results reported in [23] but, for gallium nitride, significantly exceed the results of the forecast given in [34].

While maintaining the practical applicability of the above method [22], we propose to consider an additional approach [19].

The assumptions made when assessing the limit frequency of NDC existence may not be satisfied for some semiconductors, for example, with a short inter-valley distance. Alternatively, the frequency properties of the semiconductor can be clarified due to the reaction of the drift carrier velocity to the pulse action of the electric field. The proposed approach is based on solving a system of differential equations, which is composed of relaxation equations to conserve energy, impulse and carrier concentration relative to relaxation times for different types of scattering.

The proposed method is based on the Fourier-spectrum analysis of the pulse reaction of the carrier drift velocity in a semiconductor material, the frequency limit assessment. In addition, it is possible to compare with the results beyond the existence of negative dynamic conductivity [22]. Strictly speaking, the test pulse should be an \( \delta \)-similar pulse of the intensity of the electric field, but, to determine the maximum frequencies chosen for the target of the experiment, the situation is naturally simplified. If we take into consideration the phenomenon of “overshoot” of drift velocity, the most high-frequency components of the Fourier transform take place on the front of the transition process.

5. Results of research into the dynamic properties of III-nitrides

5.1. Using an economical calculation model

With the help of (2), (5) and an expression to take into consideration the population of valleys in the two-valley approximation, a system of differential equations was built, in the same way as in [20]. The mathematical analytical form of the equation system is adapted for calculations using the Mathcad software package and is solved by the Runge-Kutta IV-order method.

The results of calculations are shown in Fig. 4–9 in the following sequence: time of relaxation of impulse and energy (Fig. 4–9, a), field-speed characteristic (Fig. 4–9, b), the population of valleys (Fig. 4–9, c). The dynamic population reactions (Fig. 4–9, d) and drift velocity (Fig. 4–9, e) are calculated for a rectangular field pulse. On the spatial manifestation of the effect of “overshoot” (Fig. 4–9, f) in hexagonal lattices, for comparison, the results of calculations using the Monte Carlo method from work [11] are inserted. The points on the curves (Fig. 4–9, e) correspond to the values of the pulse relaxation times for the specified field intensity. The intensity values of the field for which the simulation was carried out were chosen the same as in [11], the highest values are 3–5 times higher than the critical values.

The results of calculations that are given in Fig. 4–9 demonstrate that in the initial section, electrons under the action of \( e\vec{E} \) force accelerate; the ballistic movement is observed with a linearly increasing speed (\( e\vec{E}/m^* \))\( \cdot t \). The distance traveled by ballistic motion increases parabolically. Such movement continues over the time of order \( t_\delta \), for a weak field, after which, as a result of scattering, the movement parameters are relaxed to the values characteristic of drift motion in a given strong field. Comparison of Fig. 4–9, e and inserted in them in Fig. 3–8 demonstrates a much smaller difference in the results obtained by the Monte Carlo method and the method of relaxation equations than those shown in Fig. 5 borrowed from work [11]. It is obvious that the reason for this difference is the incorrect use of equation (1) for full energy by the authors of [11].

Of course, the peak values of the “overshoot” increase with increasing intensity. At the largest values of the field, they are 4–8 times higher than the corresponding stationary values from the field-speed characteristics. The highest absolute speed values were obtained for indium nitride – about 15·10\(^2\) m/s at a much lower field intensity than in other nitrides. This can be explained by the fact that indium nitride has the greatest time of pulse relaxation, and this is the time over which ballistic speed growth continues.

In fact, for the same reason, the length of the “ballistic mileage” is the largest in indium nitride, about 0.1 \( \mu m \), while for other materials it is almost an order of magnitude smaller.

![Fig. 3. Dependence of the maximum frequency of NDC existence for III-nitrides on the intensity of the electric field.](image-url)
Fig. 4. The results of calculations for aluminum hexagonal nitride:

a — times of relaxation of impulse and energy; b — field-speed characteristics;

c — population of valleys. Dynamic reactions: d — population;

e — drift velocity (the points on the curves correspond to the values of
the pulse relaxation time for the specified field intensity), calculated for the rectangular pulse of the field;

f — the spatial manifestation of the “overshoot” effect, for comparison:

the results of calculations by the Monte Carlo method from work [11] were inserted.
Fig. 5. The results of calculations for cubic aluminum nitride:

- \( a \) — times of relaxation of impulse and energy;  
- \( b \) — field-speed characteristics;  
- \( c \) — population of valleys. Dynamic reactions:  
- \( d \) — population;  
- \( e \) — drift velocity (the points on the curves correspond to the values of the pulse relaxation time for the specified field intensity), calculated for the rectangular pulse of the field;  
- \( f \) — the spatial manifestation of the “overshoot” effect.
Fig. 6. The results of calculations for hexagonal gallium nitride:

- \( \alpha \) — times of relaxation of impulse and energy; \( \beta \) — field-speed characteristics;
- \( c \) — population of valleys. Dynamic reactions: \( g \) — population; \( e \) — drift velocity (the points on the curves correspond to the values of the pulse relaxation time for the specified field intensity), calculated for the rectangular pulse of the field;
- \( f \) — the spatial manifestation of the “overshoot” effect, for comparison: the results of calculations by the Monte Carlo method from work [11] were inserted.
Fig. 7. The results of calculations for cubic gallium nitride:

- \( \alpha \) – times of relaxation of impulse and energy;
- \( \beta \) – field-speed characteristics;
- \( \gamma \) – population of valleys. Dynamic reactions:

- \( \delta \) – population;
- \( \epsilon \) – drift velocity (the points on the curves correspond to the values of the pulse relaxation time for the specified field intensity), calculated for the rectangular pulse of the field;
- \( \zeta \) – the spatial manifestation of the “overshoot” effect.
Fig. 8. The results of calculations for hexagonal indium nitride:

- $a$ — times of relaxation of impulse and energy;
- $b$ — field-speed characteristics; $c$ — population of valleys. Dynamic reactions: $d$ — population;
- $e$ — drift velocity (the points on the curves correspond to the values of the pulse relaxation time for the specified field intensity), calculated for the rectangular pulse of the field;
- $f$ — the spatial manifestation of the "overshoot" effect, for comparison:

the results of calculations by the Monte Carlo method from work [11] were inserted.
5.2. Comparing the match with available experimental data

Our results are in good agreement with the results obtained by the Monte Carlo method [11] and indicate that the relaxation equation method is suitable for modeling both static and dynamic properties of semiconductor materials. At the same time, the proposed method, in comparison with the Monte Carlo method, has greater time efficiency and sufficient informativeness.

Separately, it should be noted that the economy of the method implies reducing the time of calculations of the speed of drift carriers in a strong electric field, by an order of magnitude, compared to the Monte Carlo method, on the same equipment and the same input modeling parameters.

5.3. Applicability to the fields variable both in time and space

The applicability to electric fields variable both in time and space is confirmed by the results shown in Fig. 4–9. In particular, it follows from them that it is possible to use the model simultaneously to determine the drift velocity for the rectangular pulse of the field in time (Fig. 4–9, e) and the spatial manifestations of the “overshoot” effect (Fig. 4–9, f).

5.4. Using the model for III-nitrides

The spectral characteristic of the drift velocity obtained by the Fourier transform has been considered. For the possibility of comparison with the results from other experiments
and models, one should dwell on GaN with a hexagonal crystal lattice for a 400 kV/cm electric field.

If we analyze the directly obtained spectral characteristic [26], then two points are worth attention:
1) the “tail” of the spectral characteristic is actually infinite, and demonstrates values much higher than 0 at frequencies up to 10 THz;
2) in the region of 1 THz (in Fig. 10, denoted by a circle), there are unevenness in the fall of spectral density.

Both points are explained by the peculiarities of the Fourier transform; the detailed shape of irregularities depends on the number of sampling points and, accordingly, on the number of stages of approximation.

In work [20], it is proposed to perform a linear approximation of the last “smooth” part of spectral density to the intersection with the abscissa axis. And it is this point of intersection that is considered an estimate of maximum frequency.

The approximation line is represented by a dotted line in the inset in Fig. 10, part b. The intersection point with the x-axis is marked and is expected in the range of 700–800 GHz.

It is possible to argue about the relevance of this simplification as follows: the slope of the smooth part in a wide range of frequencies corresponds to the physical content of the already formed process, and linear approximation narrows the frequency range, which is enough to assess the “top”.

All subsequent images of spectral characteristics are provided with similar approximations. For illustration, the results are given only for one of the III-nitrides – AlN.

The solution to the system for different values of the rectangular impulse of the intensity of the electric field is shown in Fig. 11, a.

In the represented analysis, exceeding the carrier drift speeds was observed during pulses lasting up to 0.2 picoseconds. Good agreement with [16] was observed at pulsed velocity characteristics, both for hexagonal and cubic crystal lattices of the III-nitrides studied.

Fourier’s rapid transform using 2,048 sampling points was carried with the above pulsed carrier drift rate responses.

The spectra of pulse velocity are shown in Fig. 11, 12, b for both (hexagonal and cubic) lattices of aluminum nitride.

The qualitative analysis of spectral density charts allows us to point to the following.

Comparing the modeling results at different specified values of the intensity of the electric field, one can see a correlation between the corresponding characteristic area on the field-speed characteristics of the carriers and the shape of the chart of the spectral density of Fourier transform. Areas with an ohmic (directly proportional) dependence of the drift velocity on the field are characterized by spectral density curves with clearly defined maxima. Accordingly, the descending area is characterized by monotonous growth of spectral density with a decrease in frequency. This phenomenon manifests itself differently for different semiconductors in fields of varying intensities. Thus, for indium nitride, for almost all curves there is a maximum, but the curves for cubic and hexagonal crystal lattices for values greater than 100 kV/cm differ markedly in shape. However, for gallium nitride, the phenomenon is observed only up to 100 kV/cm for cubic and, practically, up to 150 kV/cm, for hexagonal crystals. Accordingly, for aluminum nitride, it is up to 500 kV/cm and up to 600 kV/cm.

Since different typical areas of field-speed characteristics are characterized by the different predominance of certain types of scattering, at first glance it seems the counterintuitive effect of the dispersion mechanism on spectral properties. But, realizing that each type of carrier dispersion has its own relaxation time and, accordingly, its frequency of collisions, it is easy to understand that the correlation demonstrated is possible.

The typical shape of these curves for strong fields is the almost constant values of spectral density in the low-frequency part and its decline in the direction of frequency increase. To determine the limit frequencies under these conditions, it is necessary to select additional criteria or simplification procedure to limit the mathematically non-finite spectrum. The use of linear approximation of inclination in the high-frequency area is proposed. The intersection point of the approximating part with the abscissa axis can be considered as an estimate of the frequency of the maximum material for the selected field values. Such an assessment seems quite appropriate and sufficient simplification. This criterion is applied to all spectral characteristics, both with highs and with relatively unchanged spectra.

The resulting linear approximation is denoted by dashed lines in Fig. 11, 12.

![Fig. 10. Pulse and frequency characteristics of GaN with hexagonal crystalline structure: a — pulse reaction of drift velocity for 400 kV/cm electric field amplitude; b — appropriate spectral characteristics.](image-url)
6. Discussion of results of studying the maximum frequencies of III-nitrides

The frequencies at which the abscissa axis intersection is predicted are grouped and given in Table 2.

### Table 2

| $E$, kV/cm | $f$, GHz |
|------------|----------|
| 20 | InN (cubic) | InN (hexa.) | GaN (cubic) | GaN (hexa.) | AlN (cubic) | AlN (hexa.) |
| 20 | 400 | 350 | 400 | 400 | – | – |
| 50 | 450 | 400 | 450 | 350 | – | – |
| 150 | 600 | 550 | 550 | 600 | 1,050 | 1,040 |
| 300 | 800 | 800 | 650 | 800 | 1,075 | 1,060 |
| 500 | 1,020 | 1,030 | 900 | 950 | 1,100 | 1,070 |
| 600 | 1,050 | 1,060 | 1,000 | 1,020 | 1,120 | 1,080 |
| 1,000 | – | – | – | – | 1,130 | 1,090 |
| 1,500 | – | – | – | – | 1,150 | 1,100 |

However, for a more direct and understandable comparison with Fig. 3, namely with the frequency of negative dynamic conductivity existence, it is more appropriate to investigate Fig. 13.

Fig. 11. Crystal structure of AlN of the hexagonal type: $a$ – pulse reactions of drift velocity; $b$ – spectral characteristics of drift velocity for different values of electric field amplitude

Fig. 12. The crystalline structure of the cubic type AlN: $a$ – pulse reactions of drift velocity; $b$ – spectral characteristics of drift velocity for different values of electric field amplitude

Fig. 13. Maximal frequencies of GaN, AlN, and InN
Fig. 13 clearly demonstrates the prospects of developing devices using AlN with sufficient development of material manufacturing technology.

Comparing the results using Fourier transform and the maximum frequency of the existence of NDC allows us to draw the following conclusions:

a) AlN is the most promising according to both methods, but the type of the “fastest” crystal lattice is different. This is a promising topic for additional research and search for new experimental data;

b) the general nature of dependences differs. The conditions of NDC existence reduce the maximum frequencies with increasing intensity of the electric field. The “overshoot” of drift velocity increases depending on the amplitude of the field, which leads to an increase in the estimate of the maximum frequency. From a physical point of view, there is no contradiction, since different mechanisms and criteria of existence are employed;

c) the overall mutual location of dependences for different III-nitrides coincides, which indirectly confirms the validity of the proposed model and its forecasts in previously non-studied ranges of external conditions.

Based on our study, the features related to the following have been established:

a) the movement of carriers of III-nitrides in strong electric fields varies both in time and space;

b) the distribution of the concentration of carriers in valleys depending on the electric field;

c) the patterns of pulse conductivity, which, in turn, have made it possible to perform a comparative analysis of various methods for estimating the boundary frequencies of multi-valley semiconductors and to offer a new one, which is characterized by the use of equations in partial derivatives from time and space, is laid down in the architecture of the model due to the use of materials in accordance with their parameters).

This model has limitations because it is built in the so-called two-valley approximation when the law of dispersion considers processes in the lowest valley and the nearest higher one. This is the case in the AlInN group, which is based on a kinetic equation with model simplifications in relaxation approximation; that makes it possible to solve actual tasks of forecasting the parameters and characteristics of actual devices based on multi-valley semiconductors without costly full-time experiments, or to choose a material according to the customer’s requirements for the device. The method is suitable for the analysis of electron transport in a strong electric field and makes it possible to simulate dynamic effects specific to submicronic dimensions.

The analytical model, the use of relaxation times, and appropriate simplifications allow the economical use of computational resources, which leads to a decrease in the time of calculation of the drift rate of carriers in a strong electric field, by an order of magnitude, compared to the Monte Carlo method, on the same equipment and the same input modeling parameters.

3. An excellent agreement with experiments was demonstrated, both quantitatively (the size of “overshoot”, the order of maximum frequencies) and qualitatively (forecasts for the use of materials in accordance with their parameters).

4. The feasibility of the fields, variable both in time and space, is laid down in the architecture of the model due to the use of equations in partial derivatives from time and coordinates. The model has been applied to actually new and promising III-nitrides with an accuracy sufficient for practical use in the development of finished products (to the order of magnitude) when calculating the upper limit frequencies.

7. Conclusions

1. We have proposed a method for modeling the dynamic characteristics of multi-valley semiconductor materials of the AlInN group, which is based on a kinetic equation with model simplifications in relaxation approximation; that makes it possible to solve actual tasks of forecasting the parameters and characteristics of actual devices based on multi-valley semiconductors without costly full-time experiments, or to choose a material according to the customer's requirements for the device. The method is suitable for the analysis of electron transport in a strong electric field and makes it possible to simulate dynamic effects specific to submicronic dimensions.

2. The analytical model, the use of relaxation times, and appropriate simplifications allow the economical use of computational resources, which leads to a decrease in the time of calculation of the drift rate of carriers in a strong electric field, by an order of magnitude, compared to the Monte Carlo method, on the same equipment and the same input modeling parameters.
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