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Abstract. The asymptotic sectional hyperbolicity is a weak notion of hyperbolicity that extends properly the sectional-hyperbolicity and includes the Rovella attractor as an archetypal example. The main feature of this definition is the existence of arbitrarily large hyperbolic times for points outside the stable manifolds of the singularities. In this paper we will prove that any attractor associated to a $C^1$ vector field $X$ on a three-dimensional manifold satisfying this kind of hyperbolicity is rescaling expansive and presents sensitivity respect to initial conditions.

1. Introduction

The notions of expansiveness and sensitivity have been widely studied in dynamical systems since it occurs in dynamics exhibiting chaotic behavior. In simple terms, these properties allow us to distinguish orbits within a dynamical system. For instance, in systems with discrete time, expansiveness means that the orbits of different points eventually are uniformly separated at some iterate $n$, while for continuous flows the definition is more complicated.

The most well-known definition of expansiveness for flows was introduced by Bowen and Walters in [6] by using time-reparametrizations, which is usually named $BW$-expansiveness. They showed that hyperbolic sets are examples of systems satisfying this definition. Besides, the singularities of systems with this property must be isolated from regular orbits. This shows, in particular, that the geometric Lorenz attractor (GLA), constructed in an independent way by Afraimovich, Bykov and Shilnikov and Guckenheimer in [1] respectively, is not $BW$-expansive, so it was necessary to have a suitable definition of expansiveness both for this set and for other singular flows. In this way, Komuro in [9] introduced the notion of $K^*$-expansiveness, which is equivalent to $BW$-expansiveness for non-singular flows, and showed that the GLA satisfied this dynamical property. On the other hand, in [13] was showed that this attractor is an example of systems satisfying the notion of singular hyperbolicity. Motivated by this result, the authors in [2] proved that every singular-hyperbolic attractor associated to a $C^1$ vector fields on a three-dimensional manifold also satisfy this kind of expansiveness. Moreover, they showed, as a direct consequence, that these systems are also sensitive to initial conditions. To our best knowledge, it is still not known if singular hyperbolicity implies $K^*$-expansiveness in higher dimensional manifolds.

Now, inspired in the work of Liao about standard systems of differential equations [10],[11], X. Wen and L. Wen in [20] introduced a new notion of expansiveness which
is called rescaled-expansiveness (or $R$-expansiveness for short). The main feature of these systems is to make a rescaling in the size of the tubular neighborhood of a regular orbit by the size of its velocity vector field. Among the main results of [20] it was shown that singular-hyperbolic systems are examples of $R$-expansive systems in any dimension.

At this point it is worth to mention that despite the similarity in the definitions of $K^*$-expansiveness and $R$-expansiveness (see section 2), these concepts are in fact distinct. Indeed, the trivial identity flow and the GLA are examples of $R$-expansive flows, but only the GLA is $K^*$-expansive (See [20]). This illustrates that the set of $R$-expansive systems contains properly the singular-hyperbolic systems. On the other hand, $R$-expansiveness and $K^*$-expansiveness are closely related properties for flows whose singularities exhibit nice structure. For precise information about these similarities we refer the reader to the work [3], where it is studied the relation between $R$-expansiveness, $K^*$-expansiveness and the separating property.

According to the results given by Artigue in [3] and by Carrasco and San Martín in [7], it is possible to show that the Rovella attractor is an example of a system with hyperbolic singularities that is $R$-expansive, but it is not singular-hyperbolic. On the other hand, in [17] it was showed that this attractor is a prototype example of systems that are Asymptotically Sectional-Hyperbolic (ASH), which is a weak notion of hyperbolicity that extends properly the singular-hyperbolicity for three-dimensional vector fields and whose main feature is the existence of arbitrarily large hyperbolic times in every point outside the stable manifolds of its singularities. In this way, it is natural to ask if any three-dimensional asymptotically sectional-hyperbolic attractor satisfies this dynamical property. In this paper we will give an affirmative answer to this question for $C^1$ vector fields. Besides, we will prove that ASH attractors are also sensitive to initial data. As we will see, this property is not obtained as a direct consequence of $R$-expansiveness, so that we will present a separate proof for this result.

2. Statements of the results

Throughout this paper we denote by $M$ to a compact Riemannian manifold endowed with the metric $d$ induced by the Riemannian metric $\|\cdot\|$. By a flow on $M$ we refer to the one-parameter family of maps $X_t$, $t \in \mathbb{R}$, induced by a vector field $X$ on $M$ of class $C^k$, $k \geq 1$. For $x \in M$, by an orbit of $x$ we will refer to the set $O(x) = \{X_t(x) : t \in \mathbb{R}\}$. Given an interval $[a, b] \subset \mathbb{R}$ and a subset $A \subset M$, we set $X_{[a,b]}(A) = \bigcup_{t \in [a,b]} X_t(A)$. By $\text{Sing}(X)$ we will denote the set of singularities (i.e. zeros of $X$). By regular orbit we mean to an orbit which is not associated to singularities. We will say that a subset $\Lambda$ of $M$ is invariant if $X_t(\Lambda) = \Lambda$ for all $t \in \mathbb{R}$. Recall that that a compact invariant set $\Lambda$ is attracting if there exists a neighborhood $U$ of $\Lambda$ (called trapping region) such that $X_t(U) \subset U$ for any $t > 0$ and

$$\Lambda = \bigcap_{t \geq 0} X_t(U).$$

An attractor is a set which is attracting and transitive, i.e., there is $z \in \Lambda$ such that $\omega(z) = \Lambda$. 
Now, a compact invariant set Λ has a dominated splitting if there are a continuous invariant splitting $T_Λ M = E \oplus E^c$ and positive numbers $K$ and $λ$ such that

$$\frac{∥DX_t(x)|_{E_x}∥}{m(DX_t(x)|_{E^c_x})} \leq K e^{-λt}, \quad ∀x ∈ Λ, ∀t > 0.$$ 

Here, $m(A)$ denotes the minimum norm of the linear map $A$. In this case we say that $E^c$ is dominated by $E$. If $E$ is uniformly contracting, i.e., $∥DX_t(x)|_{E_x}∥ \leq K e^{-λt}$ for every $t > 0$ and $x ∈ Λ$, we say that $Λ$ is partially hyperbolic.

With the purpose to extend the notion of hyperbolicity to include the geometric Lorenz attractor as a prototype example, the authors in [13] introduced the notion of singular-hyperbolic set as a compact invariant partially hyperbolic set $Λ$ whose singularities are hyperbolic for which the central subbundle $E^c$ is volume expanding, i.e., there are positive numbers $K, λ$ such that

$$|\det DX_t(x)|_{L_x}| \geq K e^{λt}, \quad ∀x ∈ Λ, ∀t > 0,$$

where $L_x$ is a two-dimensional subspace of $E^c_x$. The notions of sectional and singular hyperbolicity agree in three-dimensional manifolds, whereas in higher dimensions there exists vector fields with singular-hyperbolic sets which are not sectional-hyperbolic (see [12]).

On the other hand, a well known fact says that for any hyperbolic singularity $σ$ of $X$, its stable and unstable sets $W^s(σ), W^u(σ)$ are manifolds of class $C^k$, which are tangent to $E^s_σ$ and $E^u_σ$ at $σ$ respectively. Let

$$W^s(Sing(X)) = \bigcup_{σ ∈ Sing(X)} W^s(σ).$$

With this in mind, let us remember the notion of asymptotically sectional-hyperbolic set, introduced in [14]:

**Definition 2.1.** Let $Λ$ be an invariant compact partially hyperbolic set of a vector field $X$ whose singularities are hyperbolic. We say that $Λ$ is asymptotically sectional-hyperbolic (ASH for short) if the central subbundle is eventually asymptotically expanding outside the stable manifolds of the singularities, i.e, there exists $C > 0$ such that

$$(2.1) \limsup_{t \to +∞} \frac{\log |\det(DX_t(x)|_{L_x})|}{t} ≥ C,$$

for every $x ∈ Λ’ = Λ \setminus W^s(Sing(X))$ and every two-dimensional subspace $L_x$ of $E^c_x$.

A direct consequence of ASH property is the existence of arbitrarily large “hyperbolic times”. Namely, for every $x$ in $Λ’$ and every two-dimensional subspace $L_x$ of $E^c_x$ there is an unbounded increasing sequence of positive numbers $t_k = t_k(x, L_x) > 0$ such that

$$(2.2) \lim_{k \to +∞} t_k = +∞ \quad \text{and} \quad |\det DX_{t_k}(x)|_{L_x} ≥ e^{Ct_k}, \quad k ≥ 1.$$
A sequence that satisfies the above relation will be called \(C\)-hyperbolic times for \(x\).

**Remark 2.1.** It follows by definition that every singular-hyperbolic set is asymptotically sectional-hyperbolic but not conversely, i.e., the asymptotically sectional-hyperbolicity extends properly the notion of sectional-hyperbolicity.

**Remark 2.2.** In [17] was proved that every asymptotically sectional-hyperbolic set satisfies the Hyperbolic Lemma.

From now on we only consider \(C^1\) vector fields \(X\) on three-dimensional Riemannian manifolds \(M\). Let consider \(\sigma \in \text{Sing}(X)\). We say that \(\sigma\) is attached to \(\Lambda\) if it is accumulated by regular orbits in \(\Lambda\). On the other hand, we say that \(\sigma\) is a real index two singularity if it has three real eigenvalues satisfying \(\lambda_{ss} < \lambda_s < 0 < \lambda_u\). In this case, we denote by \(W^{ss}(\sigma)\) to the strong stable manifold of \(\sigma\) associated to \(\lambda_{ss}\). A real index two singularity is called

- **Lorenz-like** if satisfies the central expanding condition \(0 < -\frac{\lambda_s}{\lambda_u} < 1\).
- **Rovella-like** if it satisfies the central contracting condition \(-\frac{\lambda_s}{\lambda_u} > 1\).
- **Resonant** if it satisfies the relation \(-\frac{\lambda_s}{\lambda_u} = 1\).

It is well known that any attached singularity \(\sigma\) contained in a singular-hyperbolic connected sets \(\Lambda\) is Lorenz-like and satisfies \(\Lambda \cap W^{ss}(\sigma) = \{\sigma\}\) (see [4]). Nevertheless, this is not the case in the context of asymptotic sectional-hyperbolicity, e.g. in [16] was exhibited a connected invariant set whose singularities are sinks.

For ASH sets we have the following result whose proof is analogous to that given in Theorem A in [13]:

**Theorem 2.2.** Let \(\Lambda\) be a nontrivial asymptotically sectional-hyperbolic set of \(X\) and assume that \(\Lambda\) is not hyperbolic. Then, \(\Lambda\) has at least one attached singularity. In addition, if \(\Lambda\) is transitive, the following holds for \(X\): Each singularity \(\sigma\) of \(\Lambda\) is either Lorenz-like, Rovella-like or resonant and satisfies

\[
\Lambda \cap W^{ss}(\sigma) = \{\sigma\}. \tag{2.3}
\]

Now, the notion of expansiveness has been widely studied with the intention to understand the dynamic behavior of chaotic systems. In particular, for systems with continuous time, Bowen and Walters adapted the notion of expansivity previously given for homeomorphisms by considering time-reparametrizations. Note that in a system with this kind of expansivity, the singularities are isolated from regular orbits.

For systems with singularities accumulated by regular orbits, like the geometric Lorenz attractor for instance, Komuro in [9] introduced the \(K^*\)-expansiveness as follows: A flow \(X_t\) on \(M\) is \(K^*\)-expansive if for every \(\varepsilon > 0\) there is \(\delta = \delta(\varepsilon) > 0\) such that if \(x, y \in M\) satisfy \(d(X_t(x), X_t(y)) \leq \delta\) for every \(t \in \mathbb{R}\) and some continuous, surjective and increasing function \(\theta : \mathbb{R} \to \mathbb{R}\), there is \(t_0 \in \mathbb{R}\) such that \(X_{\theta(t_0)}(y) \in X_{[t_0 - \varepsilon, t_0 + \varepsilon]}(x)\). Recently, X. Wen and L. Wen in [20] introduced the notion of rescaled-expansiveness inspired in the works of Liao (see [10] and [11]) as follows:

**Definition 2.3.** A flow \(X_t\) is rescaling expansive (\(R\)-expansive for short) on a compact invariant set \(\Lambda\) if for every \(\varepsilon > 0\) there is \(\delta = \delta(\varepsilon) > 0\) such that, for any \(x, y \in \Lambda\) and any increasing continuous function \(\theta : \mathbb{R} \to \mathbb{R}\), if \(d(X_t(x), X_{\theta(t)}(y)) \leq \delta \|X_t(x)\|\) for all \(t \in \mathbb{R}\), then \(X_{\theta(t)}(y) \in X_{[-\varepsilon, \varepsilon]}(X_t(x))\) for every \(t \in \mathbb{R}\).

In [19] the authors showed that the above definition is equivalent to the following: A flow \(X_t\) is \(R\)-expansive on \(\Lambda\) if for any \(\varepsilon > 0\), there is \(\delta > 0\) such that, for any
\(x, y \in \Lambda\) and an increasing homeomorphism \(\theta : \mathbb{R} \to \mathbb{R}\), if \(d(X_t(x), X_{\theta(t)}(y)) \leq \delta \|X(X_t(x))\|\) for all \(t \in \mathbb{R}\), then \(X_{\theta(t)}(y) \in X_{[-\varepsilon,\varepsilon]}(x)\).

In \([2]\) was showed that any singular-hyperbolic attractor associated to a \(C^1\) vector field \(X\) on a three-dimensional manifold is \(K^*\)-expansive. In \([7]\) was proved that the Rovella attractor is an example of an attractor with Rovella singularities (so is not field \(X\)).

Every asymptotically sectional-hyperbolic attractor \(\Lambda\) associated to a \(C^1\) vector field \(X\) on \(M\) is \(R\)-expansive.

Finally, sensitive dependence on initial conditions is a very weak form of chaos that describes, in simple terms, the way that orbits of nearby points are deviate. More precisely, we say that the flow of a vector field \(X\) is sensitive to initial conditions if there is \(\delta > 0\) such that, for any \(x \in M\) and any neighborhood \(N\) of \(x\), there is a point \(y \in N\) and \(t \geq 0\) such that
\[
d(X_t(x), X_t(y)) > \delta.
\]

The next theorem shows that ASH attractors also satisfy this property:

**Theorem 2.5.** Every asymptotically sectional-hyperbolic attractor associated to a \(C^1\) vector field \(X\) on \(M\) is sensitive to initial conditions.

3. Proofs

In a similar way to the showed in \([2]\), the proof of Theorem 2.4 is by contradiction, i.e., suppose that there exists \(\varepsilon > 0\), a sequence \(\delta_n \to 0\), a sequence of increasing homeomorphisms \(\theta_n : \mathbb{R} \to \mathbb{R}\), and a sequence of points \(x_n, y_n \in \Lambda\) such that
\[
d(X_t(x_n), X_{\theta_n(t)}(y_n)) \leq \delta_n \|X(X_t(x_n))\|, \quad \forall t \in \mathbb{R},
\]
but
\[
X_{\theta_n(t)}(y_n) \notin X_{[-\varepsilon,\varepsilon]}(x_n).
\]

It should be noted that most of parts of the proof of Theorem 2.4 resemble that of the exhibited in the proof of Theorem \(\Lambda\) in \([2]\). In that reference, the crucial step in the argument was to explode the exponential growth of area in the central subbundle of every point in the attractor. Nevertheless, this is not the case for ASH sets, so that some previous results are needed.

First, we recall the construction of adapted cross sections given in \([2]\): Let \(E^s \oplus E^c\) be the partially hyperbolic splitting associated to the asymptotically sectional-hyperbolic attractor \(\Lambda\), and let consider a continuous extension \(\tilde{E}^s \oplus \tilde{E}^c\) to the basin of attraction \(U\). In what follows, with the purpose to simplifying the notation, we write \(E^{s,c}\) for \(\tilde{E}^{s,c}\). It is well known that \(E^s\) can be chosen invariant by \(DX_t\) for positive \(t\). Nevertheless, the subbundle \(E^c\) is not invariant in general, but it is possible to consider an invariant cone field \(C^c_a\) of size \(a > 0\) around \(E^c\) on \(U\) defined by
\[
C^c_a(x) := \{v = v_s + v_c : v_s \in E^s, v_c \in E^c\text{ and }\|v_s\| \leq a\|v_c\|\}, \quad \forall x \in U.
\]

**Remark 3.1.** By shrinking \(U\) if it is necessary, the number \(a > 0\) can be taken arbitrarily small.
Now, by Proposition 2.1 in [2] we can obtain the local stable manifold $W_{s}^{s}(x)$, $0 < \varepsilon < 1$, for every $x \in U$. Let $\Sigma_{\tau}$ be a cross-section to $X$ containing $x$ in its interior. Define $W_{s}^{s}(x, \Sigma_{\tau})$ to be the connected component of $W_{s}^{s}(x) \cap \Sigma_{\tau}$. This gives us a foliation $\mathcal{F}_{\Sigma_{\tau}}$ of $\Sigma_{\tau}$. By Remark 2.2 in that article, we can construct a smaller cross section $\Sigma$, which is the image of a diffeomorphism $h : [-1, 1] \times [-1, 1] \to \Sigma_{\tau}$, that sends vertical lines inside $\mathcal{F}_{\Sigma_{\tau}}$ in a such way that $x$ belongs to the interior of $h([-1, 1] \times [-1, 1])$. In this case, the stable boundary $\partial^{s} \Sigma$ and cu-boundary $\partial^{cu} \Sigma$ of $\Sigma$ are defined by

$$
\partial^{s} \Sigma = h([-1, 1] \times [-1, 1]) \quad \text{and} \quad \partial^{cu} \Sigma = h([-1, 1] \times \{1, 1\})
$$

respectively. We say that $\Sigma$ is $\eta$-adapted if

$$
d(\Lambda \cap \Sigma, \partial^{cu} \Sigma) > \eta.
$$

A consequence of the hyperbolic lemma (see [17]) is the following:

**Proposition 3.1.** Let $\Lambda$ be an asymptotically sectional-hyperbolic set attractor and let $x \in \Lambda$ be a regular point. Then, there exists a $\eta_{0}$-adapted cross-section $\Sigma$ at $x$ for some $\eta_{0} > 0$.

**Remark 3.2.** The $\eta_{0}$-adapted cross-section in the above proposition can be built from any cross section that contains $x$ in its interior.

Now, we need to consider a special kind of neighborhoods of the singularities contained in an ASH attractor. For this, we recall the construction given in [18]:

Let $\beta_{1} > 0$ such that

(a) $B_{\beta_{1}}(\sigma) \cap B_{\beta_{1}}(\sigma') = \emptyset$, where $B_{r}(a)$ denotes the open ball centered in $a$ and radius $r > 0$ and $\sigma, \sigma' \in \text{Sing}_{\Lambda}(X) = \text{Sing}(X) \cap \Lambda$.

(b) The map $\exp_{\sigma}$ is well defined on $\{v \in TM_{\sigma} : ||v|| \leq \beta_{1}\}$ for every $\sigma \in \text{Sing}_{\Lambda}(X)$.

(c) There are $L_{0}, L_{1} > 0$ such that

$$
L_{0} \leq \frac{\|X(x)\|}{d(x, \sigma)} \leq L_{1}, \quad \forall x \in B_{\beta_{1}}(\sigma), \quad \forall \sigma \in \text{Sing}_{\Lambda}(X).
$$

(d) The flow in $B_{\beta_{1}}(\sigma)$ is a small $C^{1}$ perturbation of the linear flow.

For every $\sigma \in \text{Sing}_{\Lambda}(X)$ define

$$
D_{\sigma} = \exp_{\sigma}(\{v = (v^{s}, v^{u}) \in TM_{\sigma} : ||v|| \leq \beta_{1}, ||v^{\sigma}|| = ||v^{u}||\}) \subset M,
$$

and

$$
D_{n} = D_{\sigma} \cap (B_{e^{-n}(\sigma)} \setminus B_{e^{-(n+1)}(\sigma)}), \quad \forall n \geq n_{0},
$$

where $n_{0}$ is large enough. In [18] the authors constructed a partition of the cross sections $\Sigma_{\sigma}^{\alpha, \pm}$ given in [2]. More precisely, assume that $\Sigma_{\sigma}^{\alpha, \pm} \subset \partial B_{\beta_{1}}(\sigma)$. Let consider

$$
D_{n}^{o} = \bigcup_{x \in D_{n}} X_{t_{x}^{+}}(x), \quad D_{n}^{i} = \bigcup_{x \in D_{n}} X_{t_{x}^{-}}(x), \quad \forall n \geq n_{0},
$$

where

$$
t_{x}^{+} = \inf\{\tau > 0 : X_{\tau}(x) \in \Sigma_{\sigma}^{\alpha, +}\},
$$

and

$$
t_{x}^{-} = \inf\{\tau > 0 : X_{-\tau}(x) \in \Sigma_{\sigma}^{i, +}\}.
$$
Note that \( \{D^i_n \cap \Sigma^+_\sigma\}_{n \geq n_0} \) form a partition of \( \Sigma^+_\sigma \) for which \( X_{t(x)}(x) \in D^i_n \cap \Sigma^+_\sigma \) for every \( x \in D^i_n \cap \Sigma^+_\sigma \) and every \( n \geq n_0 \), where \( t(x) \) is the flight time to go from \( \Sigma^+_\sigma \) to \( \Sigma^+\). Moreover, they showed that this flight time satisfies

\[
\tau(x) \approx \frac{\lambda_u + 1}{\lambda_u} n, \quad \forall x \in D^i_n \cap \Sigma^+_\sigma, \quad \forall n \geq n_0.
\]

(3.3)

In this case, let \( \Sigma^+\ ) where \( \text{By uniform continuity of } \theta \) Proof.

\[
(3.4) \quad \forall \sigma \in \Sigma^+ \text{ and consider }
\]

\[
\tilde{\Sigma}^{i,o,\pm}_\sigma = \bigcup_{\sigma \in \Sigma^+} \Sigma^{i,o,\pm}_\sigma \text{ and } V_\sigma = \bigcup_{\sigma \in \Sigma^+} V_\sigma.
\]

Remark 3.3. We have the following remarks:

- By Remark 3.2 we can assume without loss of generality that every cross section in \( \Sigma^{i,o,\pm}_\sigma \) is \( \eta_0 \) adapted for some \( \eta_0 > 0 \).
- The above construction can be made by taking \( \hat{\beta} < \beta_1 \). In this case, we denote \( \tilde{\Sigma}^{i,o,\pm}_\sigma = \bigcup_{\sigma \in \Sigma^+ \text{ and } V_\sigma = \bigcup_{\sigma \in \Sigma^+} V_\sigma}. \)

Lemma 3.1. Let \( \tilde{\epsilon}_0 > 0 \). There are a positive number \( \delta_0 \), independent of \( \tilde{\epsilon}_0 \), and a positive number \( \tilde{\beta} \) such that if \( x, y \in \Sigma^{i,o,\pm}_\sigma \) satisfy \( d(X_t(x), X_t(y)) \leq \delta_0 \|X(X_t(x))\| \) for every \( t \in \mathbb{R} \), where \( \theta : \mathbb{R} \to \mathbb{R} \) is a continuous and increasing function, then

\[
|\det DX_{t(x)}(y)|_{E^c_x} \cdot |\det DX_{t(x)}(x)|_{E^c_x} \geq K_1 C_0^{C_{\tau_{t}}(x)},
\]

(3.5)

where \( C_0 = C_0(\tilde{\epsilon}_0) \) and \( K_1 \) is a fixed positive constant.

Proof. By uniform continuity of \( DX_t(x) \) and the subbundle \( E^c \) on \( U \), we see that there is \( \delta_0 > 0 \) such that

\[
\text{if } d(x, y) < \bar{\delta}_0, \text{ then } \frac{|\det DX_{t(y)}(y)|_{E^c_x}|\det DX_{t(y)}(x)|_{E^c_x}}{\|X(x)\|} \geq C_0 \approx 1,
\]

(3.6)

where \( C_0 = C(\tilde{\epsilon}_0) \). Besides, for such value of \( \delta_0 \), there is \( \bar{\beta} < \beta_1 \) such that

\[
\|X(x)\| \leq \frac{L_0 \delta_0}{2}, \quad \forall x \in B_{\beta}(\sigma), \quad \forall \sigma \in \Sigma^+(X).
\]

(3.7)

Let \( 0 < \delta_0 < \frac{\bar{\epsilon}_0 - 1}{L_1} \). First, by part (c) and the choice of \( \delta_0 \) we have for every \( s \in \mathbb{R} \) that

\[
d(X_s(x), X_{t(y)}(y)) \leq \delta_0 \|X(X_s(x))\| \leq \delta_0 L_1 d(X_s(x), \sigma) < (e - 1)d(X_s(x), \sigma).
\]

(3.8)

Second, by construction on \( V_\sigma \) we see that there is \( s > 0 \) such that \( X_s(x) \in D_n(\sigma) \) for some \( n \geq n_0 \), i.e., \( x \) belongs to \( D^i_n \cap \Sigma^+_\sigma \). Since \( d(X_s(x), \sigma) < e^{-n} \), it follows

\[
\|X(x)\| \leq \frac{L_0 \delta_0}{2}, \quad \forall x \in B_{\beta}(\sigma), \quad \forall \sigma \in \Sigma^+(X).
\]
that
\[
    d(X_{\theta(s)}(y), \sigma) \leq d(X_s(x), X_{\theta(s)}(y)) + d(X_s(x), \sigma)
\]
\[
\leq ed(X_s(x), \sigma)
\]
\[
< e^{-(n-1)}.
\]
(3.8)

On the other hand, we have
\[
    e^{-(n+1)} \leq d(X_s(x), \sigma) \leq d(X_{\theta(s)}(y), \sigma) + d(X_{\theta(s)}(y), \sigma)
\]
\[
\leq d(X_{\theta(s)}(y), \sigma) + \delta_0Ld(X_s(x), \sigma).
\]
So, by the choice of \(\delta_0\),
\[
d(X_{\theta(s)}(y), \sigma) \geq (1 - \delta_0L_1)e^{-(n+1)} > e^{-(n+2)}.
\]
(3.9)

Thus, if \(\varepsilon > 0\) satisfies \(X_{\varepsilon}(y) = X_{\theta(s)+\varepsilon}(y) \in D_\sigma\), we have by (3.8) and (3.9) that
\[
X_{\varepsilon}(y) \in D_{n-1}(\sigma) \cup D_n(\sigma) \cup D_{n+1}(\sigma).
\]
This shows that
\[
y \in (D_{n-1}(\sigma) \cap \Sigma_{\sigma}) \cup (D_n(\sigma) \cap \Sigma_{\sigma}) \cup (D_{n+1}(\sigma) \cap \Sigma_{\sigma}).
\]
So,
\[
(3.10)
|\tau(x) - \tau(y)| \approx \frac{\lambda_1 + 1}{\lambda_1} = L.
\]

Now, note that if \(x, y \in \Sigma_{\sigma, \beta}\) and \(n_0 \in \mathbb{N}\) is the largest number such that \(X_{n_0}(x), X_{n_0}(y) \in B_{\beta}(\sigma)\), then, by part (c) and (3.7),
\[
d(X_n(x), X_n(y)) \leq \frac{1}{L_0}(||X(X_n(x))|| + ||X(X_n(y))||) \leq \delta_0, \quad \forall n \leq n_0.
\]
By (3.10), we see that \(\tau(y) = n_0 + r_y, \quad 0 \leq r_y < 1\), and \(\tau(x) = n_0 + r_x\) with \(|r_x| \leq L + 1\). So, by (3.6) and the chain rule, we have by an easy computation the estimate (3.5).

Now, let consider \(\Lambda_+ = \bigcap_{t \geq 0} X_t(\Lambda \setminus V)\).

Lemma 3.2. Given \(\varepsilon_0 > 0\), there are positive numbers \(\delta_1(\varepsilon_0), T_0\) and \(K_2(\varepsilon_0) \equiv 1\), and a neighborhood \(W_0\) of \(\Lambda_+\) such that for any \(x, y \in W_0\) with \(d(x, y) < \delta_1(\varepsilon_0)\), then
\[
|\det DX_{t_1}(y)|_{E_2'} \geq K_2(\varepsilon_0), \quad 0 < t_1 \leq T_0,
\]
where \(t_1 \leq T_0\) is a first hyperbolic time for \(x\) and \(y\).

Proof. Let \(x \in \Lambda_+\) and let \(t_1 = t_1(x)\) be the first \(C\)-hyperbolic time for \(x\). By continuity of \(E_\Lambda^c\) and \(DX_{t_1}(\cdot)\), there is \(\delta > 0\) such that such that \(d(X_{t}(x), X_{t}(y)) \leq \varepsilon_0\) and
\[
||\det DX_{t}(x)||_{E_2'} - ||\det DX_{t}(y)||_{E_2'}|| < \varepsilon_0
\]
for every \(t \in [0, t_1]\) and \(y \in B_{\delta}(x)\). By the above inequality we deduce that
\[
|\det DX_{t_1}(y)|_{E_2'} \geq K_2(x, \varepsilon_0), \quad K_2(x, \varepsilon_0) \equiv 1.
\]
By compactness of $\Lambda_+$ we have that $\Lambda_+ \subset \bigcup_{i=1}^{m} B_{\delta_{x_i}/2}(x_i) = W_0$. So, we can to find the numbers $\delta_1(\varepsilon_0), T_0$ and $K_2(\varepsilon_0) > 0$ such that if $x, y \in W_0$ with $d(x, y) < \delta_1(\varepsilon_0)$, then $x, y \in B_{\delta_{x_i}}(x_i)$ for some $i \in \{1, \ldots, m\}$, so that (3.11) is obtained by the finiteness of the open cover $W_0$. □

Let consider the compact set $\Lambda'' = \Lambda \setminus (V \cup W_0)$, where $W_0$ is as the above lemma.

**Lemma 3.3.** Given $\varepsilon_1 > 0$, there are positive numbers $\delta_2(\varepsilon_1), T_1$ and $K_3(\varepsilon_1) \equiv 1$, and a neighborhood $W_1$ of $\Lambda''$ such that for every $x, y \in W_1$, with $d(x, y) \leq \delta_2(\varepsilon_1)$, there is $0 < s \leq T_1$ such that $X_s(x), X_s(y) \in V$ and

$$\frac{|\det DX_s(y)|_{E^2}}{|\det DX_s(x)|_{E^2}} \geq K_3(\varepsilon_1).$$

**Proof.** Note that for $x \in \Lambda''$, there is $t_x > 0$ such that $X_{t_x}(x) \in V$, otherwise we get that $x \in \Lambda_+ \subset W_0$ which is impossible. So, by continuity of $X_{t_x}(-\cdot)$ and $DX_{t_x}(-\cdot)$, there are $\delta_1 > 0$ and $K_3(x, \varepsilon_1) \equiv 1$ such that $X_{t_x}(y) \in V$, $\delta_2(\varepsilon_1)$, $T_1$, and $K_3(x, \varepsilon_1)$.

$$\|\det DX_t(x)|_{E^2}| - |\det DX_t(y)|_{E^2}\| < \varepsilon_1$$

and

$$\frac{|\det DX_{t_x}(y)|_{E^2}}{|\det DX_{t_x}(x)|_{E^2}} \geq K_3(x, \varepsilon_1),$$

for every $t \in [0, t_x]$ and $y \in B_{\delta_{x_i}}(x)$. In this way, we get an open cover of $\Lambda''$. So, the result is obtained by compactness of $\Lambda''$. □

**Lemma 3.4.** Let $\tilde{U} = \overline{U \setminus V}$, where $U$ is the basin of attraction of $\Lambda$. There are $\beta' > 0$ and $\varepsilon_2 > 0$ such that if $x \in \tilde{U}$, and $y, z \in B_{\varepsilon_2}(x), z \in \mathcal{O}(y)$, then $z = X_u(y)$, $|u| < 2\beta'$.

**Proof.** Note that every point of $\tilde{U}$ is regular and it is away from any singularity of $\Lambda$. Thus, for every $x \in \tilde{U}$, it is possible to choose a small cross section $\Sigma_x$ containing $x$, with $\Sigma_x \cap \text{Sing}_\Lambda(X) = \emptyset$. Moreover, we can choose these cross sections in a such way that $B_{\alpha_0}(\Sigma_x) = \emptyset$ for a fixed $\alpha_0$ small enough. By uniform continuity of the flow in $\tilde{U}$, there is $\beta' > 0$ such that $X_{[-\beta',\beta']}(z) \in B_{\alpha_0}(\Sigma_x)$ for any $z \in \Sigma_x$. Let consider

$$\tilde{V}_x = \bigcup_{z \in \Sigma_x} X_{[-\beta',\beta']}(z),$$

where $\hat{A}$ denotes the interior of $A$, and let $D_x$ a compact subset of $\Sigma_x$ that contains $x$. Note that for every $z \in D_x$, there is $\varepsilon_z > 0$ such that $B_{\varepsilon_z}(z) \subset \tilde{V}_x$ because $\tilde{V}_x$ is an open set. Since $D_x \subset \bigcup_{z \in D_x} B_{\varepsilon_z}(z)$ there is, by compactness of $D_x$, a positive number $\varepsilon_x$ such that $B_{\varepsilon_x}(D_x) \subset \tilde{V}_x$. So, we have that

$$\tilde{U} \subset \bigcup_{x \in \tilde{U}} B_{\varepsilon_x}(D_x).$$

Thus, by compactness of $\tilde{U}$, there exists the Lebesgue number $\ell > 0$. So, if define $\varepsilon_2 = \ell/2$, we obtain the desired result. □

**Remark 3.4.** In the above lemma, is possible to choose $\beta' > 0$ such that

$$\beta' < \frac{\varepsilon_2}{2} \quad \text{and} \quad K_4(\beta') = \min_{(x, s) \in \tilde{U} \times [-\beta',\beta']} |\det DX_s(z)|_{E^2} \approx 1.$$
In a similar way, we can obtain the next result:

**Lemma 3.5.** Let $L > 0$ as in (3.10). Then, there is $\delta_3 > 0$ with the following property: For $x \in \Sigma_{\sigma}^{0,\pm}$, $\sigma \in \text{Sing}_\Lambda(X)$, and every $z \in M$ with $d(x, z) < \delta_3$, there exists $r \in \mathbb{R}$, with $|r| < L$, such that $X_t(z) \in \Sigma_{\sigma}^{0,\pm}$.

Now, by continuity of $DX_t(\cdot)$, there is $a_0 > 0$ such that for every $z \in U$ and every two-dimensional subspace $\Pi_z \subset C_{\sigma}^0(z)$ one has

$$
|\det DX_t(z)|_{\Pi_z} \geq J_0(a_0) \approx 1, \quad \forall t \in [0, 1].
$$

(3.14)

Finally, by Theorem 2.2 every singularity $\sigma$ contained in an ASH attractor is either Lorenz-like or Rovella-like or resonant. In particular, there is a constant $J_1 > 0$ and numbers $\alpha_+ > 0$ and $\alpha_- < 0$ such that for every $x \in V_\sigma$, where $V_\sigma$ is as in (3.3), and for every $t > 0$ such that $X_t(x) \in V_\sigma$,

$$
|\det DX_t(x)|_{E^c} \geq \begin{cases} 
J_1 e^{\alpha_+ t} & \text{if } \sigma \text{ is Lorenz-like} \\
J_1 e^{\alpha_- t} & \text{if } \sigma \text{ is Rovella-like or resonant.}
\end{cases}
$$

**Remark 3.5.** The above relation allows us to find a positive number $T_2$ and a constant $0 < C_1 < C$ such that if $t_x \geq T_2$ is a $C$-hyperbolic time for $x \in \Lambda'$, there is a $C_1$-hyperbolic time $t'_x > t_x > 0$ satisfying $X_{t'_x}(x) \in \Sigma_{\sigma}^{0,\pm}$.

The previous lemmas and remarks are used to prove the following result:

**Lemma 3.6.** There exists positive numbers $\delta_4$, $T$, $c_*$ such that given $x \in \Lambda'$, $y \in U$, and a continuous and increasing function $\theta : \mathbb{R} \rightarrow \mathbb{R}$ satisfy

$$
d(X_t(x), X_{\theta(t)}(y)) \leq \delta_4 ||X(X_t(x))||, \quad \forall t \in \mathbb{R},
$$

and given a $C$-hyperbolic time $t_x \geq T$, there is $t_y > 0$ such that $X_{t_y}(y) = X_{\theta(t_y)}(y)$ and

$$
|\det DX_{t_y}(y)|_{E^c} \geq e^{c_* t_y}.
$$

(3.15)

**Proof.** Let $0 < C_1 < C$ given by Remark 3.5. Take $\beta', \varepsilon_2 > 0$ as in Lemma 3.4, positive numbers $\varepsilon_0, \varepsilon_1 < \varepsilon_2$, and positive constants $\alpha$, $c^*$, $a_0$ (as in (3.14)) satisfying

$$
C_1 - (\alpha + |\ln J_0| + |\ln K_2(\varepsilon_0)| + |\ln Kange_4(\varepsilon_2)| + |\ln K_4(\beta')|) > c^* > 0.
$$

(3.16)

Let $\delta_0$, $\delta_1(\varepsilon_0)$, $\delta_2(\varepsilon_1)$ and $\delta_3$ given by Lemma 3.1, Lemma 3.2, Lemma 3.3 and Lemma 3.5 respectively. Let consider

$$
0 < \delta_4 < \min \left\{ \delta_0, \frac{\delta_1(\varepsilon_0)}{K_m}, \frac{\delta_2(\varepsilon_1)}{K_m}, \frac{\varepsilon_2}{K_m}, \frac{\delta_3}{K_m} \right\}, \quad K_m = \max_{z \in \Lambda} ||X(z)||.
$$

Let $x \in \Lambda'$, $y \in U$, and $\theta$ satisfying the condition given in the statement of lemma. Let $s_0 \geq 0$ (if it exists) the first flight time satisfying $x_0 = X_{s_0}(x) \in \Sigma_{\sigma}^{0,\pm}$, where $\beta$ is given by Lemma 3.1. Then, by the choice of $\delta$, we have that

$$
d(X_{s_0}(x), X_{\theta(s_0)}(y)) \leq \delta ||X(X_{s_0}(x))|| < \delta_3,
$$

and

$$
d(X_{s_0+r(x_0)}(x), X_{\theta(s_0+r(x_0))}(y)) \leq \delta ||X(X_{r(x_0)}(x_0))|| < \delta_3.
$$
Moreover, by Lemma 3.1 and Lemma 3.5,

\begin{equation}
\theta(s_0 + \tau(x_0)) = \theta(s_0) + \tau(y') + r_y,
\end{equation}

where \(y' \in \Sigma^+ \), \(|\tau(x_0) - \tau(y')| < L\) and \(|r_y| < 2L\). Besides, by letting \(\tau(y') = N(y') + t_y\), \(t_y \in [0, 1]\), we have by (3.14) that

\begin{equation}
|\det DX_{\tau(y')} + r_y (X_{\theta(s_0)}(y))| \geq J_0(a_0)^N(y') + K'C_0^r \det DX_{\tau(x_0)}(x_0)|E_{x_0}^-|,
\end{equation}

where \(K' = K^2_1\) and \(K_0 = \min_{x \in U_X \cap [-L, L]} |\det DX_{x}(z)|E_{x}^-|\).

Now, according to the choice of \(\delta\) we see that if \(x_1 = X_{s_0 + \tau(x_0)}(x)\) and \(y_1 = X_{\theta(s_0 + \tau(x_0))}(y)\) belongs to \(W_0\), then, by Lemma 3.2 and Lemma 3.4 we have that

\begin{equation}
\theta(s_0 + \tau(x_0) + t_1) = \theta(s_0 + \tau(x_0)) + t_1 + r_y, \quad |r_y| < 2\beta',
\end{equation}

where \(t_1 = t_1(x_1) \leq T_0\) is a first C-hyperbolic time for \(x_1\), and by \((3.14)\)

\begin{equation}
|\det DX_{t_1 + \tau(x_1)} (y_1) | \geq J_0(a_0)^N(y_1) + K_4(\beta')K_3(\varepsilon_0) \det DX_{t_1} (x_1)|E_{x_1}^-|,
\end{equation}

where \(N(y_1)\) satisfies \(t_1 = N(y_1) + r'_y\), \(r'_y \in [0, 1]\), whereas if \(x_1\) and \(y_1\) belongs to \(W_1\), by Lemma 3.2 we have that \(X_{s_1}(x_1) \in \Sigma^+_{\beta}\), \(0 \leq s_1 = s_1(x_1) \leq T_1\). Moreover,

\begin{equation}
\theta(s_0 + \tau(x_0) + s_1) = \theta(s_0 + \tau(x_0)) + s_1 + r_y, \quad |r_y| < 2\beta',
\end{equation}

and by \((3.14)\)

\begin{equation}
|\det DX_{s_1 + \tau(x_1)} (y_1) | \geq J_0(a_0)^N(y_1) + K_4(\beta')K_3(\varepsilon_0) \det DX_{s_1} (x_1)|E_{x_1}^-|,
\end{equation}

where \(N(y_1)\) satisfies \(s_1 = N(y_1) + r'_y\), \(r'_y \in [0, 1]\).

Let

\begin{equation*}
x_n = \begin{cases} X_{t_{n-1}}(x_{n-1}) & \text{if } x_{n-1} \in W_0, \\ X_{s_{n-1}}(x_{n-1}) & \text{if } x_{n-1} \in W_1 \end{cases}, n \geq 2,
\end{equation*}

and let consider the following sets:

- \(A = \{n \in \mathbb{N} : x_n \in W_0\}\), \(n_A = \#A\)
- \(B = \{n \in \mathbb{N} : x_n \in W_1\}\), \(n_B = \#B\), and
- \(O = \{n \in \mathbb{N} : x_n \in \Sigma^+_{\beta} \setminus (W_0 \cup W_1)\}\), \(n_O = \#O\).

Define

\begin{equation*}
t'_x = s_0 + \sum_{m \in A} (t_m) + \sum_{n \in B} (s_n) + \sum_{n \in O} (r_n),
\end{equation*}

\begin{equation*}
t'_y = \theta(s_0) + \sum_{n \in A} (t_m + r_y) + \sum_{n \in B} (s_n + r_y) + \sum_{n \in O} (r_n + r_y),
\end{equation*}

and denote \(\varphi(x) = |\det DX_{x}(z)|E_{x}^-|\). Note that every C-hyperbolic time \(t_x\) can be written as \(t_x = t'_x + r_x\), with \(r_x \in [0, T_m]\), where \(T_m = \max\{T_0, T_1\}\). In this case, define \(t_y = t'_y + r_x + s_y\), where \(|s_y| < 2\beta'\).

The relations \((3.17)\) and \((3.21)\) show that \(X_{t_y} = X_{\theta(t_x)}\), and by the estimations \((3.18)\), \((3.20)\) and \((3.22)\) we have that

\begin{equation*}
|\det DX_{t_y}(y)| \geq \rho \prod_{n \in A} \varphi_{t_{n} + r_{y_n}} (x_n) \prod_{n \in B} \varphi_{s_{n} + r_{y_n}} (x_n) \prod_{n \in O} \varphi_{r_{n} + r_{y_n}} (x_n)
\end{equation*}

\begin{equation*}
\geq \rho J_0(a_0)^N \cdot K_2(\varepsilon_0)^n A \cdot K_3(\varepsilon_0)^n B \cdot K_4(\beta')^n A \cdot K_5(\beta')^n B \cdot C_0 \sum_{n \in O} \varphi(x_n),
\end{equation*}
On the other hand, since \( n \)th
\[
N_y = \sum_n N(y_n) + (n_A + n_B + n_O).
\]

Since \( t_x \) is a \( C \)-hyperbolic time for \( x \), by the above estimate, we deduce that
\[
(3.23) \quad |\det DX_{t_y}(y)|_{E_y^{|x|}} \geq \rho e^{(C_1 + \eta C_0 + N(K') + N(J_0) + N(K_2) + N(K_3) + N(K_4))t_x},
\]
where
\[
N(C_0) = \left( \frac{\sum_{n \in O} \tau(x_n)}{t_x} \right) \ln C_0, \quad N(K') = \frac{n_0}{t_x} \ln K',
\]
\[
N(J_0) = \frac{N_0}{t_x} \ln J_0(a_0), \quad N(K_2) = n_A \ln K_2(\varepsilon_0),
\]
and
\[
N(K_3) = n_B \ln K_3(\varepsilon_0), \quad N(K_4) = (n_A + n_B) \ln K_4(\beta').
\]

First, since \( t_x > \sum_{n \in O} \tau(x_n) \) it follows that
\[
|N(C_0)| \leq |\ln C_0|.
\]

Second, by (3.3),
\[
\left| \frac{n_0}{t_x} \ln K' \right| \leq \left| \frac{\ln K'}{n_0} \right|
\]
so that, by shrinking \( V_{\beta} \) if it is necessary, we have that
\[
\left| \frac{n_0}{t_x} \ln K' \right| \leq \alpha.
\]

On the other hand, since \((n_A + n_B + n_O)/t_x \leq 1 \) and \( N_y/t_x \leq 2 \) we obtain the following estimations:
- \( |N(J_0)| \leq |\ln J_0(a_0)|, \)
- \( |N(K_2)| \leq |\ln K_2(\varepsilon_0)|, \)
- \( |N(K_3)| \leq |\ln K_3(\varepsilon_0)| \) and
- \( |N(K_4)| \leq |\ln K_4(\beta')|. \)

So, by (3.16) and (3.23) it follows that
\[
|\det DX_{t_y}(y)|_{E_y^{|x|}} \geq \rho e^{(C_1 - (\alpha + |\ln C_0| + |\ln J_0(a_0)| + |\ln K_2(\varepsilon_0)| + |\ln K_3(\varepsilon_0)| + |\ln K_4(\beta')|))t_x}
\]
\[
\geq \rho e^{\epsilon_* t_x}.
\]

Finally, if \( T > 0 \) satisfies \( \rho e^{\epsilon_* t_x} \geq e^{\epsilon_* t}, 0 < c_* < \epsilon_* \), for any \( t \geq T \) we have, for every \( C \)-hyperbolic time \( t_x \geq T \), that
\[
|\det DX_{t_y}(y)|_{E_y^{|x|}} \geq \rho e^{\epsilon_* t_x} \geq e^{\epsilon_* t_x}.
\]

This concludes the proof. \( \square \)

Now, the following construction can be seen as a rescaled version of the tube-like domain introduced in [2]. For a regular point \( x \in M \), define
\[
N_\beta(x) = \exp_x \{ v \in T_x M : v \perp X(x) \} \cap B_\beta|X(x)|((0)),
\]
where \( B_r(0) \) is the open ball in \( T_x M \) of radius \( r \) and centered at 0.

\textbf{Lemma 3.7} (20). \textit{Suppose that \( X \) is a \( C^1 \)-vector field and let \( X_t \) be the flow induced by \( X \). Then, there exist \( L > 0 \) and a small \( \beta_0 > 0 \) such that for any \( 0 < \beta < \beta_0, t > 0 \) and \( x \in M \setminus \text{Sing}(X) \) we have:}
(1) The set \( X_{1-\beta\|X(x)\|,\beta\|X(x)\|}(N^\beta_0(x)) \) is a flow box, in particular it does not contain singularities.

(2) The open ball \( B_{\beta\|X(x)\|}(x) \) is contained on \( X_{1-\beta\|X(x)\|,\beta\|X(x)\|}(N^\beta_0(x)) \).

(3) The holonomy map

\[
P_{x,t} : N^\beta_{\delta\|X(x)\|}(X) \to N^\beta_{\|X(x_t(x))\|}(X_t(x))
\]

is well defined and injective. Moreover, for any \( y \in N^\beta_{\|X(x)\|}(X) \) we have

\[
d(X_s(x), X_s(y)) \leq \beta\|X_s(x)\|
\]

for any \( 0 \leq s \leq t \). The same statement is valid for \( t < 0 \).

Let \( \Lambda \subset M \) be an ASH attractor, with splitting \( E^s \oplus E^c \) on \( U \). Then, the stable manifold theorem says that every point in \( U \) has immersed strong-stable manifold and local strong-stable manifold which will be denoted as \( W^{ss}(x) \) and \( W^{s*}(x) \), \( 0 < \varepsilon' < 1 \), respectively. In particular, given a regular point \( x \), we denote its stable manifold and local stable manifold, respectively, by the sets

\[
W^s(x) = \bigcup_{t \in \mathbb{R}} W^{ss}(X_t(x)) \quad \text{and} \quad W^{s*}(x) = \bigcup_{t \in \mathbb{R}} W^{s*}(X_t(x)).
\]

Let \( \eta > 0 \) be such that the exponential map \( \exp_x \) is injective for any \( x \in M \). Fix

\[
0 < \delta' \leq \min \left\{ \frac{\min \{\eta, \beta_0\}}{B}, \varepsilon', \eta, \beta_0 \right\},
\]

where

\[
B = \sup_{x \in M} \{\|X(x)\|\}.
\]

By Lemma 3.7, we have that \( N^\beta_0(x) \) is a cross-section of time \( \delta'\|X(x)\| \) for any regular point \( x \in M \). Now fix \( T > 0 \), \( \delta'' = \frac{\delta'}{T} \) and let us define for any regular point \( x \) the set \( W^{s*,s}_{\delta''}(x) \) to be the connected component that contains \( x \) in the set

\[
W^{s*}(x) \cap N^\beta_{\delta''}(x).
\]

Suppose that

\[
d(X_t(x), X_{\theta(t)}(y)) \leq \delta''\|X(X_t(x))\|, \quad \forall t \in \mathbb{R},
\]

where \( \theta \) is an increasing homeomorphism. Notice that this forbids \( y \in W^{s*}_{\alpha}(x) \) due to the exponential expansion of \( W^{s*}_{\alpha}(x) \) in the past. In addition, suppose that \( y \notin O(x) \). By the Lemma 3.7, we can assume that \( X_{\theta(t)}(y) \) belongs to \( N^\beta_{\delta''}(X_{\theta(t)}(x)) \), for any \( i \in \mathbb{Z} \), unless doing a modification in \( \theta \). Since \( \delta''\|X(X_t(x))\| \leq \eta \) for any \( t \in [0, T] \) one can fix a curve \( \gamma^0_t : [0, 1] \to N^\beta_{\delta''}(X_t(x)) \) satisfying:

- \( \gamma^0_t(0) = X_t(x) \) and \( \gamma^0_t(1) = X_{\theta(t)}(y) \)
- \( \gamma^0_t(s) \) is transversal to \( W^{s*}_{\delta''}(\gamma^0_t(s)) \) for any \( s \in [0, 1] \).
- \( d(\gamma^0_t(s), X_t(x)) \leq \delta''\|X(X_t(x))\| \), for any \( s \in [0, 1] \).
- For any \( s \in [0, 1] \), the function \( \gamma^0_t(s) \) varies continuously with \( t \).

This generates a smooth immersion \( \rho^0 : [0, T] \times [0, 1] \to M \) defined by \( \rho^0(t, s) = \gamma^0_t(s) \). Similarly, define for each \( i \in \mathbb{Z} \setminus \{0\} \) an smooth immersion \( \rho^i : [0, T] \times [0, 1] \to M \) such that:

- For each \( i \), if we fix \( t \), \( \rho^i(t, s) = \gamma^i_t(s) \) is a curve transversal to \( W^{s, s}_{\delta''}(\gamma^i_t(s)) \)
- \( \gamma^0_t(0) = X_{T+i}(x) \) and \( \gamma^0_t(1) = X_{\theta(T+t)}(y) \)
- \( d(\gamma^0_t(s), X_{T+i}(x)) \leq \delta''\|X(X_{T+i}(x))\| \), for any \( s \in [0, 1] \).
\[ \rho : \mathbb{R} \times [0, 1] \to M \text{ defined by } \rho(t, s) = \rho(t', s) \text{ if } t = iT + t' \text{ is a smooth immersion.} \]

Now that we have the smooth immersed surface \( S = \text{Img}(\rho), \) we can define the \( R \)-tube-like domain. Fix some \( t \in \mathbb{R} \) and let us denote \( \gamma_t(s) = \rho(t, s). \) Recall that for any \( t \in \mathbb{R}, \) the curve \( \gamma_t(s) \) is transversal to \( W^{\text{ss}}_{\sigma_t}(\gamma_t(s)) \), thus we define the \( R \)-tube-like domain for the surface \( S \) as the set

\[ T^r = \bigcup_{t \in \mathbb{R}, s \in [0, 1]} W^{\text{ss}}_{\sigma_t}(\gamma_t(s)), \]

where \( \varepsilon > 0 \) is as in the beginning of this section.

**Claim:** \( T^r \) does not contain singularities.

This is an immediate consequence of Lemma 3.7. Indeed, since \( \delta'' \leq \beta_0, \) then we have that \( N_{\rho_t}(X_t(x)) \) does not contain singularities for any \( t \in \mathbb{R}. \) Since, any point of \( T^r \) belongs to some of these \( R \)-cross-sections, then \( T^r \) does not contain singularities.

As in [2] it is possible to show the following main properties:

1. The intersection of the \( R \)-tube \( T^r \) with a cross section \( \Sigma_{\sigma_t}^{\pm} \) belongs to one of the connected components of \( \Sigma_{\sigma_t}^{\pm} \setminus W^s(\text{Sing}(X)). \)
2. The positive orbit of any point of \( T^r \) remains inside the tube.

With these properties in mind we can state and prove the next lemma:

**Lemma 3.8.** Let \( \gamma = \gamma_0(s), s \in [0, 1]. \) There is \( \tilde{\delta} > 0 \) such that for every point \( z \in \gamma \) there exists an increasing continuous function \( \theta_z : \mathbb{R}^+ \to \mathbb{R} \) such that

\[ d(X_t(x), X_{\theta_z(t)}(z)) \leq \tilde{\delta}, \quad \forall t \geq 0. \]

**Proof.** We begin fixing some constants. Fix \( K = \max_{x \in \gamma} ||X(x)||. \) Let us take \( T > 0 \) and \( 0 < \lambda \leq 1 \) such that for any \( z \in W^{\text{ss}}_{\rho_t}(p) \) and \( p \in M, \) we have:

\[ d(X_{tT}(z), X_{tT}(p)) \leq \lambda^t d(z, p) \text{ for any } t \in [0, T]. \]

Let us set \( \tilde{\delta} = \frac{\delta'K}{1 - \lambda^T} \) and take some \( z \in \gamma. \) Recall that by the construction of the \( R \)-tube-like domain we have that \( X_t(z) \in B_{\rho_t}^r(X_t(x)). \)

Hereafter we will consider a \( R \)-tube-like domain through the orbit of \( x \) with \( T > 1. \) Thus we are able to find some \( t_1 > 0 \) such that \( z_1 = X_{t_1}(z) \in N_{\rho_t}^r(X_{tT}(x)). \)

On the other hand, \( z_1 \in W^{\text{ss}}_{\rho_t}(p_1) \) for some \( p_1 \in \gamma_0(s) = \gamma_1. \) But, by construction of \( \gamma_0(s), \) we have that

\[ d(X_{t_1}, p_1) \leq \delta'' ||X(X_{tT}(x))||. \]

Now, continuing the previous process we see that there is \( t_2 > 0 \) such that \( X_{t_2}(p) \in N_{\rho_t}^r(X_{2T}(x)), \) but this implies that

\[ d(X_{t_2}(z_1), X_{2T}(x)) \leq d(X_{t_2}(z_1), X_{t_2}(p)) + d(X_{t_2}(p), X_{2T}(x)) \leq \delta'' ||X_{T}(x)||\lambda^T + \delta'' ||X_{2T}(x)||. \]

Inductively, for any \( i > 0 \) we can find a time \( t_i > 0 \) and a point \( p_i \in \gamma_0^i(s) \) such that \( z_i = X_{s_i}(z) \in W^{\text{ss}}_{\rho_t}(p_i), \) where \( s = \sum_{j=1}^{i} t_j, \) and satisfying:

\[ d(X_{s_i}(z), X_{iT}(x)) \leq \sum_{j=1}^{i-1} \delta'' ||X_{jT}(x)||\lambda^{(i-j)T} \leq \frac{\delta'K}{1 - \lambda^T} \leq \tilde{\delta}. \]

Finally, defining \( \theta_z : \mathbb{R}^+ \to \mathbb{R} \) as \( \theta_z(iT) = s_i \) and linear from the intervals \([i, i + 1]\) to the intervals \([s_i, s_{i+1}],\) we get the desired function \( \theta_z. \quad \Box \)
Remark 3.6. We can take $\delta'$ so that $\tilde{\delta} < \min \left\{ \delta_0, \delta_1(\varepsilon_0), \delta_2(\varepsilon_1), \varepsilon_2, \delta_3 \right\}$.

Next, we are ready to prove the Theorem 2.4.

Proof of Theorem 2.4. Let $\varepsilon > 0$ and $\delta_n \to 0$, $x_n, y_n \in \Lambda$ and $\theta_n : \mathbb{R} \to \mathbb{R}$ as in the beginning of this section, i.e. satisfying the relations (3.1) and (3.2). As in [2], there exists a regular point $z \in \Lambda$ and $z_n \in \omega(x_n)$ such that $z_n \to z$. Let $\Sigma$ an $\eta$-adapted cross section containing $z$ in its interior. Thus, the positive orbit of $x_n$ intersects $\Sigma$ infinitely many times for $n$ large enough. Besides, by using flow boxes in a small neighborhood of $\Sigma_n \cup \Sigma^{\pm, \delta}$ we can to find positive numbers $\delta_5, t_0$ such that for any $\Sigma' \subset \Sigma_n \cup \Sigma^{\pm, \delta}$, $z \in \Sigma'$ and $w \in M$ with $d(z, w) < \delta_5$, there is $t_n \leq t_0$ such that $w' = X_{t_n}(w) \in \Sigma'$ and $d_{\Sigma'}(z, w') < K'\delta_5$, where $d_{\Sigma'}$ is the intrinsic distance in $\Sigma'$.

Now, fix $N \in \mathbb{N}$ such that $0 < \delta_N < \min \left\{ \delta_4, \frac{\delta}{\kappa_0}, \eta, \eta_0, \frac{\theta}{R} \right\}$, where $\eta_0, \delta_4$ and $\delta$ are given by Remark 3.3, Lemma 3.6 and Lemma 3.8 respectively. In this case, let consider $x = x_N$, $y = y_N$ and $\theta = \theta_N$.

Claim: There is $s \in \mathbb{R}$ such that $X_{\theta(s)}(y) \in W^s_x(X_{[s-\varepsilon, \varepsilon] + c}(x))$.

Assume that $X_{\theta(s)}(y) \notin W^s_x(X_{[s-\varepsilon, \varepsilon] + c}(x))$ for any $s \in \mathbb{R}$. First, note that $y \notin O(x)$, otherwise by Lemma 3.4 and Remark 3.4 we obtain that $X_{\theta(0)}(y)$ belongs to $X_{[-\varepsilon, \varepsilon]}(x)$, contradicting (3.3). Second, by changing slightly the points $x, y$ and the function $\theta$, and by the choice of $\delta$, we can to fix a cross section $\Sigma' \subset \Sigma_n \cup \Sigma^{\pm, \delta}$ such that $x \in \Sigma'$ and to find a sequence of arbitrarily large $C$-hyperbolic times $\left\{ t_n \right\}_{n \geq 1}$ of $x$ such that $x_n = X_{t_n+r_n}(x) \in \Sigma'$, where $0 \leq r_n < T_m$, with $T_m = \max\{ T_0, T_1 \}$. Besides, we have that $y_n = X_{\theta(t_n+r_n)+v_n}(y) \in \Sigma'$, where $|v_n| \leq t_0$. Moreover, by shrinking $U$ if it is necessary, by Lemma 2.7 in [2] there is $\kappa_0 > 0$ such that

$$\ell(\gamma_n) \leq \kappa_0 d_{\Sigma'}(x_n, y_n) \leq \kappa_0 K' \delta_5,$$

where $\gamma_n$ is any curve joining $x_n$ and $y_n$, for every $n \geq 1$. According to the choice of $\delta$, we can to define a curve $\gamma' \subset \Sigma'$ whose points $z'$ are given by $z' = X_{v_z}(z)$, $|v_z| \leq t_0$, for $z \in \gamma$, where $\gamma$ is as in Lemma 3.8.

On the other hand, take

$$| \det DX_x(z)| E_z | \cdot \min_{(z,s) \in U \times [0,T_m]} | \det DX_s(z)| E_z | > 0.$$

Let $\lambda > \kappa_0 K' \delta_5$, and let $n_1$ large enough such that $\kappa e^{\kappa \varepsilon} t_n > \lambda$. By the construction of the $R$-tube $T'$, Lemma 3.8 and following the proof of Theorem A in [2] it is possible to construct a Poincaré return map $R$ define on the whole strip between the stable manifolds of $x$ and $y'$ inside $\Sigma'$ (the stable manifolds in $\Sigma'$ are defined by $W^s(z, \Sigma') = W^s_{loc}(z) \cap \Sigma'$, $z \in \Sigma'$), whose return time $s(\cdot)$ satisfies

$$s(x) \approx t_{n_2} + T_m \quad s(z') \approx t_0 + \theta_z(t_{n_2}) + T_m, \quad \forall z' \in \gamma',$$

where $n_2 > n_1$ is large enough. The Figure 1 illustrates the construction of this map.

By Lemma 3.8, Remark 3.6, and by following the proof of Lemma 3.6 we deduce, by shrinking $\varepsilon'$ if it is necessary, that the relation (3.15) is satisfied for any $z \in \gamma'$. So, by definition of $R$ we have that $R(\gamma')$ is a curve in $\Sigma'$ that connects $x_{n_2}$ with $y_{n_2}$ and satisfies

$$\ell(R(\gamma')) \geq \kappa e^{\kappa \varepsilon} t_{n_1} \geq \lambda > \kappa_0 K' \delta_5.$$
which contradicts (3.24). So, we have that \( y_{n_2} \in W^s(x_{n_2}, \Sigma') \). Therefore, we deduce the claim by following step by step the argument given in [2], p. 2456.

The last part of the proof is entirely analogous to the showed by the authors in [2], p. 2449. Here, we will briefly explain the main idea of their argument. Recall that since the bundle \( E^c \) contains the flow direction, then the angle between \( X \) and \( E^{ss} \) is bounded away from zero. As a consequence, we have the following lemma:

**Lemma 3.9** (Lemma 3.2 in [2]). There exist \( \rho > 0 \) small and \( c > 0 \), depending only on the flow, such that if \( z_1, z_2, z_3 \) are points in \( \Lambda \) satisfying \( z_3 \in X_{[-\rho, \rho]}(z_2) \) and \( z_2 \in W_{ss}^{\rho}(z_1) \), then

\[
d(z_1, z_3) \geq c \cdot \max\{d(z_1, z_2), d(z_2, z_3)\}
\]

Now, fix \( \delta_N < \min\{\delta_4, \delta/K_m, \eta, \eta_0, \eta/K, c\rho/B\} \), where \( B = \sup_{x \in M} \|X(x)\| \).

By the choice of \( \delta_N \), by the previous claim we have \( X_{\theta(x)}(y) \in W_{ss}^{\rho}(X_{[s-\epsilon,s+\epsilon]}(x)) \).

Since we have backward expansion in the strong-stable local manifolds, we can find the smallest \( \eta > 0 \) such that:

\[
d(X_{\theta(x)}(y), X_{s+\tau-\eta}(x)) = \rho \text{ or } d(X_{s-\eta}(y), X_{s+\tau-\eta}(y)) = \rho,
\]

but this combined with Lemma 3.9 implies that

\[
d(X_{s+\tau-\eta}(x), X_{h(s+\tau-\eta)}(y)) \geq c\rho > B\delta_N \geq \delta_N \|X(X_{s+\tau-\eta}(x))\|,
\]

which is a contradiction to (3.1). This concludes the proof of Theorem 2.4. \( \square \)

Next example shows that the assumption of \( \Lambda \) be an attractor is not superfluous. Indeed, it exhibits a flow with an attracting ASH set which neither transitive nor \( R \)-expansive.

**Example 3.10.** We start the construction of the example by considering the sphere \( S^2 \) and the classical Morse-Smale flow \( Y_t \) for which the north-pole \( N \) is a sink and the south pole \( S \) is a source. If one consider \( S^2 \) as an embedded surface on \( \mathbb{R}^3 \), this flow can be obtained as the flow generated by the gradient field \( Y \) of the height function of the points in \( S^2 \). It is clear that \( Y_t \) is not transitive.

**Claim:** \( Y_t \) is not \( R \)-expansive.

For this purpose, we will simplify the setting assuming some properties on \( Y \), without loss of generality. First, let us call \( U_N \) and \( U_S \) the Hartman-Grobman
neighbourhoods of the the sink and the source, respectively. Let us consider that the vector field is linear \( Y(x) = \alpha x \), with \( \alpha < 0 \) if \( x \in U_N \) and \( Y(x) = -\alpha x \) if \( x \in U_S \). Thus we have that the expression \( Y_t(x) = e^{\alpha t}x \) holds both for \( t \geq 0 \) with \( x \in U_N \) and \( x \in U_S \) with \( t \leq 0 \). In both cases one has \( \|Y(Y_t(x))\| = |\alpha|\|e^{\alpha t}x\| \) (notice that here we are seeing \( U_S \) and \( U_N \) as small neighborhoods of the origin of \( \mathbb{R}^2 \)).

If we take some other point \( y \in U_N \) such that \( \|y\| = \|x\| \), then we have that \( \|e^{\alpha t}y\| = \|e^{\alpha t}x\| \) for any \( t \geq 0 \). Thus we have that

\[
d(Y_t(y), Y_t(x))(x) = d(x, y)e^{\alpha t}.
\]

Now, fix some \( \varepsilon > 0 \) and chose such \( y \) satisfying

\[
d(x, y) \leq \varepsilon \|Y(x)\|.
\]

This implies that

\[
d(Y_t(y), Y_t(x)) \leq d(x, y)e^{\alpha t} \leq \varepsilon\|Y(x)e^{\alpha t} = \varepsilon\|Y_t(x)\|.
\]

The same holds if \( x \in U_S \) and \( t \leq 0 \).

Since \( A = S^2 \setminus (U_N \cup U_S) \) is a compact set, we have that

\[
K = \inf_{x \in A}\{\|Y(x)\|\} > 0.
\]

Fix \( x \in U_S \). By the continuity of \( Y_t \), if we take \( y \) as above close enough to \( x \) then we can guarantee that

\[
d(Y_t(x), Y_t(y)) \leq \varepsilon \|Y_t(x)\|
\]

until both the orbits of \( x \) and \( y \) enter \( U_N \). Fix some \( t_0 > 0 \) such that above estimate holds and \( Y_{t_0}(x) \in U_N \). If \( y \) is close enough to \( x \), we can to find a flight time \( T_0 \) close to \( t_0 \) such that \( Y_{t_0}(y) \) at same distance of \( N \) as \( X_{t_0}(x) \). Thus, defining \( \theta : \mathbb{R} \to \mathbb{R} \) as

\[
\theta(t) = \begin{cases} t, & t \leq 0 \\ \frac{T_0}{t_0} t, & t \in [0, t_0] \\ T_0 + t, & t \geq t_0, \end{cases}
\]

we have the following estimate:

\[
d(Y_t(x), Y_{\theta(t)}(y)) \leq \varepsilon \|Y_t(x)\|, \quad \forall t \in \mathbb{R}.
\]

Therefore, \( Y_t \) cannot be \( R \)-expansive since \( \varepsilon \) was taken arbitrary. This proves the claim.

Once we have proved the claim we are able to construct the example. Let us consider the set \( M = S^2 \times [-1, 1] \) and fix some \( \alpha < \alpha' < 0 \). Define the vector field \( X(x, s) = (Y(x), \alpha' s) \) and consider the flow \( X_t \) generated by \( X \). Is is clear that \( S^2 \times \{0\} \) is compact and invariant set for \( X_t \). In addition, since

\[
X_t(x, s) = (Y_t(x), e^{\alpha' s}),
\]

it is easy to see that \( S^2 \times \{0\} \) is an attracting set. Moreover, one can easily show that \( S^2 \times \{0\} \) is an asymptotically sectional hyperbolic set, but it is not \( R \)-expansive by the previous claim.

Now we proceed to prove Theorem 2.5.
Proof of Theorem 2.5. The proof will be by contradiction. Suppose that $X_t$ is not sensitive to the initial conditions. More precisely, assume that for every $\delta > 0$ there is $x \in M$ and a neighborhood $N_x$ of $x$ such that for every $y \in N_x$ one has
\begin{equation}
(3.25) \quad d(X_t(x), X_t(y)) \leq \delta, \quad \forall t \geq 0.
\end{equation}
First, by Theorem 2.2 the singularities $\sigma$ on $\Lambda$ are hyperbolic of saddle type. So, by the Grobman-Hartman Theorem there is a neighborhood $U_\sigma$ of $\sigma$, a neighborhood $U_0$ of $0 \in T_\sigma M$ and a homeomorphism $h : U_\sigma \to U_0$ that conjugates $X_t$ with the linear flow $L_t$. Moreover, this homeomorphism is Hölder continuous with Hölder exponent depending on the eigenvalues of $DX(\sigma)$, i.e., there is $C(\sigma) > 0$ and $\alpha(\sigma) > 0$ such that
\begin{equation}
(3.26) \quad ||h(x) - h(y)|| \leq Cd(x, y)^\alpha, \quad \forall x, y \in U_\sigma.
\end{equation}
By shrinking the neighborhoods $U_\sigma$ if it is necessary, we denote
\[ C = \max_{\sigma \in \text{Sing}(X) \cap \Lambda} \{C(\sigma)\} \text{ and } \alpha = \min_{\sigma \in \text{Sing}(X) \cap \Lambda} \{\alpha(\sigma)\}. \]

Besides, inside $U_0$,
\[ W^s(0) = \{(a, b, c) : b = c = 0\}, \quad W^s(0) = \{(a, b, c) : b = 0\} \]
and
\[ W^u(0) = \{(a, b, c) : a = c = 0\}. \]

On the other hand, by shrinking $\Sigma_{1,0,\pm}$ if it is necessary, we can assume that $V_\sigma \subset U_\sigma$. In particular, we have that $\Sigma_{1,0,\pm} \subset U_\sigma$ for every $\sigma \in \Lambda$. Moreover, note that, since $h$ is a homeomorphism, the family $F = \{h(D_n^i \cap \Sigma_{\sigma,\pm})\}_{n \geq n_0}$ is a partition of $h(\Sigma_{\sigma,\pm}) \subset U_0$. Thus, since $d(x, W^s(\sigma)) \leq K' e^{-(-\lambda_+ + 1)n}$ for $x \in D_n^i \cap \Sigma_{\sigma,\pm}$ for some $K' > 0$ (see [18]) and $h(W^s(\sigma)) = W^s(0)$, we have by (3.26) that
\[ d(h(x), W^s(0)) \leq C d(x, W^s(\sigma))^\alpha \leq CK' e^{-(-\lambda_+ + 1)n} = e^{\frac{\ln(CK')}{n} - (\alpha(1 + \lambda_+))n}. \]
So, if $0 < \varepsilon_0 < \alpha(1 + \lambda_+)$ and $n_0 \geq 1$ satisfies $|\ln(CK')/n| < \varepsilon_0$ for every $n \geq n_0$, we have that
\[ d(h(x), W^s(0)) \leq e^{\rho n}, \quad \forall x \in D_n^i \cap \Sigma_{\sigma,\pm}, \]
where $\rho = \varepsilon_0 - \alpha(1 + \lambda_+) < 0$. In fact, since $F$ is a partition of $h(\Sigma_{\sigma,\pm})$ we deduce that
\begin{equation}
(3.27) \quad e^{\rho(n+1)} \leq d(h(x), W^s(0)) \leq e^{\rho n}, \quad \forall x \in D_n^i \cap \Sigma_{\sigma,\pm}, \forall n \geq n_0.
\end{equation}
So, if $h(\Sigma_{\sigma,\pm}) = \Sigma_0 = \{p = (\pm1, b, c) : |b|, |c| < 1\} \subset U_0$, we have by (3.27) that the flight time $\tau(p)$, $p \in h(\Sigma_{\sigma,\pm})$, to go from $h(\Sigma_{\sigma,\pm})$ to $\Sigma_0$ satisfies
\begin{equation}
(3.28) \quad -\frac{\rho}{\lambda_u} n \leq \tau(p) \leq -\frac{\rho}{\lambda_u} (n+1).
\end{equation}
Now, by following the proof of Lemma 3.4 we deduce that given $\beta > 0$ there is $\varepsilon > 0$ such that $v \in C_\varepsilon, w \in h(\Sigma_{\sigma,\pm})$ satisfying $||v - w|| < \varepsilon$ then $L_u(v) \in h(\Sigma_{\sigma,\pm})$ with $u \in (-\beta, \beta)$.

Take a compact neighborhood $C'$ of $V_0$ inside $U_0$. By uniform continuity of $h$ on $h^{-1}(C')$, there is $\delta > 0$ such that $||h(z) - h(w)|| < \varepsilon$ if $z, w \in h^{-1}(C')$ satisfies $d(z, w) < \delta$. 


In this case, let consider

$$0 < \beta < -\rho/\lambda_0 \quad \text{and} \quad 0 < \varepsilon < 1 - e^{\rho + \lambda_0 \beta},$$

and let consider $x \in \Lambda$ and $y \in N_x$ satisfying the relation (3.29). Let $t \geq 0$ (if it exists) such that $X_t(x) \in D_n^h \cap \Sigma_{\sigma}^{i,\pm}$ for some $\sigma \in \text{Sing}(X) \cap \Lambda$ and $n \geq n_0$. The choice of $\delta$ implies that there is $s \in \mathbb{R}$ such that $y' = X_{s+t}(y) \in \Sigma_{\sigma}^{i,\pm}$. Moreover, both points $y'$ and $X_t(x)$ belong to the same connected component of $\Sigma_{\sigma}^{i,\pm} \setminus \ell_{\pm}$.

**Claim:** $y' \in (D_{n-1}^u \cap \Sigma_{\sigma}^{i,\pm}) \cup (D_n \cap \Sigma_{\sigma}^{i,\pm}) \cup (D_{n+1} \cap \Sigma_{\sigma}^{i,\pm})$.

Indeed, assume that $y' \in D_{n+k}^i \cap \Sigma_{\sigma}^{i,\pm}$ for some $k > 1$. By the choice of $\delta$ there is $u \in (-\beta, \beta)$ such that

$$h(y') = (a_0, b_0, c_0) = (e^{\lambda_0 u} a, e^{\lambda_0 u} b, e^{\lambda_0 u} c) \in h(D_{n+k}^i \cap \Sigma_{\sigma}^{i,\pm}).$$

Moreover, assume that $a, c > 0$. Since $h(x) \in D_n^i \cap \Sigma_{\sigma}^{i,\pm}$ we have by (3.27) and (3.28) that

$$\varepsilon > \|L_{\tau(h(x))}(h(x)) - L_{\tau(h(y))}(h(y))\| \geq 1 - e^{\lambda_0 \tau(h(x))} a_0 \geq 1 - e^{\rho + \lambda_0 \beta},$$

which contradicts the choice of $\varepsilon$. Therefore, by the above claim, we obtain the relation (3.10) and, in consequence, an estimate similar to (3.5) for some constants $K_1$ and $C_0$. So, the rest of the argument is similar that of proof of Theorem 2.4. \qed
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