Class agnostic moving target detection by color and location prediction of moving area
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Abstract

Moving target detection plays an important role in computer vision. However, traditional algorithms such as frame difference and optical flow usually suffer from low accuracy or heavy computation. Recent algorithms such as deep learning-based convolutional neural networks have achieved high accuracy and real-time performance, but they usually need to know the classes of targets in advance, which limits the practical applications. Therefore, we proposed a class agnostic moving target detection algorithm. This algorithm extracts the moving area through the difference of image features. Then, the color and location probability map of the moving area will be calculated through Bayesian estimation. And the target probability map can be obtained through the dot multiply between the two maps. Finally, the optimal moving target area can be solved by stochastic gradient descent on the target probability map. Results show that the proposed algorithm achieves the highest accuracy compared with state-of-the-art algorithms, without needing to know the classes of targets. Furthermore, as the existing datasets are not suitable for moving target detection, we proposed a method for producing evaluation dataset. Besides, we also proved the proposed algorithm can be used to assist target tracking.
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1. Introduction

Moving target detection plays an important role in computer vision, it has wide applicated value in domains as security monitoring, human-computer interaction and automatic pilot. Recently, the integration of multiple computer vision tasks is often required in intelligent systems\cite{1}. And the moving object detection is usually used as the front end of many other computer vision tasks such as target tracking, behavior analysis and object re-identification. Therefore, we argue that the rapid implementation of moving target detection is very important. To detect a moving target in two frames or a small number of frames, can make the system have sufficient time to analyze, identify, track or record the target.

Traditional moving target detection algorithms include background elimination\cite{2}, optical flow\cite{3} and frame difference \cite{4}. The background elimination algorithm needs to model the background of the scene. The optical flow algorithm needs to match all of the pixels between the images. These two algorithms are time-consuming and not suitable for the requirements of real-time moving target detection. For the frame difference algorithm, it is fast but easily affected by camera shaking, background clutter and noise. Besides, this method is difficult to detect the entire target completely. Recently, convolution neural networks based on deep learning have made great progress in target detection. Typical algorithms are video salient detection and video object detection. Video salient detection is to identify the most visually unique targets or areas in the videos and then segment them from the background\cite{5,6}. Such methods detect targets based on the semantic information but ignore the motion information. And they sometimes extract static targets with visually salient, which do not match the expectations of the moving target detection. Video object detection is to identify the class and location of the targets in the videos\cite{7,8}. Although many of object detection methods have made great progress in speed and accuracy. They need to know the possible classes of the detected targets in advance, which means they are not class agnostic. Therefore, they are still limited in
practice application. Especially in scenes where the targets are unknown, such as security monitoring, target tracking and segmentation.

Many computer vision tasks domains as tracking and security monitoring are more interested in moving targets than statics targets. While the state-of-the-art moving target detection algorithms are less to extract the motion features, which is the most unique characteristic of moving targets.[9, 10, 11, 12] In this work, we propose a class agnostic moving target detection algorithm. Firstly, the proposed algorithm extracts the moving area based on the difference of convolution neural network features. Secondly, it computes the color features and location features on the moving area. Through estimating the Bayesian estimation of the colors belong to the moving target, the moving target probability map can be obtained. Finally, the proposed algorithm generates an initial detection box based on the moving area, and optimizes it by stochastic gradient descent (SGD) to obtain the optimal moving target area. The proposed algorithm makes full use of the motion characteristics of moving targets, and can detect moving targets effectively.

For the evaluation process. As mentioned above, we hope that the algorithms can achieve the detection of moving targets in two frames. Therefore, we need the datasets to provide pairs of adjacent images for moving target detection. And the targets should be annotated in the form of box, which is convenient for the propagation between different computer vision tasks. However, we find there is less datasets specially for moving target detection algorithm evaluation. The datasets for video salient detection[13, 14, 15] are annotated at pixel-level, which do not match the required annotation form. The datasets for video object detection[16] are annotated at box-level. However, the classes of the targets are relatively fixed, and it is easy to bias the evaluation results. The tracking datasets[17, 18, 19, 20] meet the needs of moving object detection to some extent. They are all from the nature videos whose target classes are relatively free, and the targets are annotated at box-level. The tracking datasets consist of consecutive video frames, which is convenient for us to extract image pairs for moving target detection. However, there are still some videos in the datasets do
not match the requirements. For example, some videos are annotated by part of the targets rather than the whole targets, and some videos contain unannotated moving targets. Such videos should be removed when selecting evaluation dataset. Therefore, we propose a method to produce dataset for moving target detection based on tracking dataset. The produced dataset contains more than 1500 image pairs annotated at box-level. Which can make a good evaluation for moving target detection algorithms.

We compare the proposed algorithm with some state-of-the-art algorithms on the produced dataset. Results show that the proposed algorithm can detect the motion area accurately and extract the moving target by given its bounding box. It runs fast and achieves high accuracy without needing to know the classes of targets in advance. Additionally, we also apply the proposed algorithm as a module to assist target tracking. Results show the accuracy of the assisted trackers are all improved. We argue that the proposed algorithm will be widely used in practice.

To summarize, the main contributions are fourfold:

• We proposed a fast and class agnostic algorithm for moving target detection.

• We proposed a method for generating the moving target detection dataset.

• We evaluated the proposed algorithm and other state-of-the-art algorithms on the produced dataset. Results show our algorithm achieved the highest detection accuracy.

• The proposed algorithm can be used as a module to assist target tracking to improve the tracking accuracy.

2. Related works

Moving target detection is a hot topic in computer vision for many years. And many algorithms and researches have been proposed. In this section, we give a brief overview of recent works on target detection in two lines: traditional
moving target detection algorithms, and convolutional neural networks based on deep learning. In addition, we also give a brief overview of the datasets for target detection.

2.1. Traditional moving target detection algorithms

Typical traditional moving target detection algorithms are frame difference algorithms, background elimination algorithms and optical flow algorithms. The frame difference algorithms\cite{4} extract the changed pixels through the difference between image pairs. Then, the moving area can be obtained by binarizing the difference image. The original frame difference method is easily affected by camera shaking, background clutter, illumination variation and noise. Many methods and tricks have been proposed to improve the robustness of frame difference algorithms. For example, adopt adaptive binary threshold to reduce the impact of illumination change, and introduce morphological filtering to remove noise. Although many works have been done, the algorithms based on frame difference are still unstable and low accuracy for moving target detection. Background elimination algorithms have been widely used in security monitoring. Typical algorithms are MOG\cite{2,21} and GMG \cite{22}. Such algorithms generate the background model based on the first few frames. In the detection process, the moving targets can be obtained by subtracting the model from the input image frames. Background elimination algorithms are also easily disturbed by noise, background change and illumination change. In addition, the process of generating background model is usually time-consuming, and some algorithms with model update \cite{22} are even difficult to achieve real-time in detection process. Optical flow was first proposed by Horn and Schunck\cite{3}. It represents the projection of the actual motion of a three-dimensional object on the image plane. Which can be simply understood as the velocity vector field of the target. Due to its high accuracy, it has been widely used in motion detection. While the optical flow needs to match all pixels of two images, and is very time-consuming in practice, especially for the images with millions of pixels. Although some algorithms \cite{23} have proposed to extract few of feature points for calculating
optical flow, the complexity of the algorithm is still heavy.

2.2. Moving target detection algorithms based on convolutional neural networks

With the development of deep learning, algorithms based on convolutional neural networks (CNN) have made great progress in moving target detection. Typical algorithms are video object detection and video salient detection. Video object detection is to detect the classes and locations of targets in the videos. They have developed rapidly since 2015, benefiting from the development of image object detection algorithms. The state-of-the-art image object detection networks such as Alex-net[24], RCNN[25], Fast RCNN[26], Faster RCNN[27], YOLO[28] and SSD[29] have been well applied in video object detection. Typical algorithms are T-CNN [7], [30] and [31]. The general strategy of such algorithms is to detect the targets in the first few frames based on the image object detection, and determine the position of the targets in the subsequent frames through tracking-by-detection, such as correlation filter, siamese net and flow-net[32]. The video object detection algorithms can identify the class and position of the target in the entire video sequences accurately, and run in real-time. However, they only introduce the motion features of the moving targets in the tracking process, but completely depends on the image object detection in the detection process. This makes the video object detection algorithms can only detect targets whose classes are known in advance. Therefore, they are less suitable for moving target detection in practice, especially for the unknown targets.

The researches on video salient detection have also made great progress these years. Early salient detection algorithms extract semantically significant targets in the images. Such as [33], [34], and [35]. Which do not focus on motion features of the moving targets the same as video object detection algorithms. With the increasing popularity of video processing in computer vision, the salient detection is also applied in videos. Wang proposed a fully convolutional networks for video salient object detection[36]. This algorithm extracts the static saliency of single image firstly. Then, the image pairs and the static saliency image are
fed into the video salient object detection network to extract the video salient areas. This algorithm can effectively extract the salient targets in videos, and runs with the speed of 2fps on GPU. While its detection results extremely rely on the static salient detection, and perform less accuracy on motion estimation. Recently, the flow-net have been widely used in video salient detection and made great progress [37]. The flow-net can provide a wealth of motion information of the images. The image pairs are fed into the networks and the moving target probability map is output directly. Such algorithms achieved high accuracy and stability, which are suitable for moving target detection. However, these algorithms are relatively complex and usually have high requirements on equipment. Which is very limited in practical applications.

2.3. Datasets for moving target detection

We find the existing datasets are not suitable for the evaluation of moving target detection algorithms. FBMS [13] and DAVIS [14] are often used in video salient detection, which are originally produced for motion segmentation. They contain 59 and 50 natural video sequences, respectively. And are fully-annotated at pixel-level for each frame. Although this annotation is very accurate, it is not conducive to the description and recording of the targets. We argue that the box-level annotation is more suitable for moving target detection. It can simplify the records of the target, and is easier for the propagation between different tasks, such as tracking and person re-identification. ILSVRC[16] is one of the most popular dataset in computer vision. It can be used in many computer vision tasks such as classification, object detection and segmentation. The ILSVRC contains millions of images and are annotated in multiple levels. However, the classes of the targets in the dataset is fixed and easy to learn. This will bias the evaluation results of the class agnostic moving target detection algorithm. OTB [17] [18] and VOT [19] [20] are the most commonly used tracking datasets. They consist of hundreds of videos which contain the moving targets in various challenge situations. Fully-annotated box-level ground truth for each frame is available. And the classes of targets are more than the classes of targets.
in ILSVRC. However, it is not reasonable to use the tracking datasets directly for moving target detection. One reason is some sequences are only annotated by part of the targets rather than the whole targets, and some videos contain unannotated moving targets. The other reason is the similarity of consecutive video frames is too high, which is easy to bias the evaluation accuracy.

In this work, we illustrated the importance of motion features in moving target detection. Then, we propose a fast and class agnostic moving target detection algorithm based on color and location prediction of motion area. The proposed algorithm can detect moving targets effectively. It is computationally efficient, much faster than many traditional models and other deep learning networks. Besides, we also proposed a method for producing dataset for moving target detection algorithms. We evaluate the proposed algorithm on the produced dataset. Results show the proposed algorithm achieves the highest accuracy compared with the previous algorithms. Furthermore, we applied the proposed algorithm as a module to assist target tracking. The results show the accuracy and robustness of the assisted trackers are all improved.

![Figure 1: The pipeline of the proposed algorithm. Where the uppercase letters represent the operation process, and the lowercase letters represent the images obtained in the process.](image)

3. Proposed algorithm

The pipeline of the proposed class agnostic moving target detection algorithm as shown in Fig.1. It can be divided into three steps. The STEP1
calculates the binarized moving area through the difference between the CNN features of image pairs. In STEP2, the color and location prediction of the moving area is solved. Then, the color probability map and location probability map can be obtained through Bayesian estimation estimation and Gaussian distribution generation, respectively. In STEP3, the target probability map is calculated through the dot multiply between the color probability map and location probability map. And the optimal moving target bounding box can be solved through stochastic gradient descent (SGD) based on the target probability map.

3.1. Extract moving area

Motion feature is the inherent feature of the moving targets. Extract stable and accuracy motion feature is important for moving target detection. The difference between consecutive video frames can reflect the motion characteristics of pixels. However, the traditional frame difference algorithms which based on the raw data of image pairs is unstable and easily affected by noise. We found that the deep CNN features of the image are not sensitive to noise, illumination change, and small vibrations. Therefore, we proposed a method for extracting moving area based on image CNN feature difference, as shown in Fig.1 STEP1. The process can be expressed as

\[ I_{df} = \phi(I_1) - \phi(I_2) \]  

Where \( I_1 \) and \( I_2 \) are the inputs of the algorithm, which are adjacent image pairs. The inputs should be three-channel images. If the inputs are gray images, they should be copied into three-channel images. \( \phi(\cdot) \) represents the process of extracting CNN features. The CNN features in this algorithm is Vgg16-layer14. \( I_{df} \) represents the differenced image, and it will be accumulated in the channel dimension to get two-dimensional difference image \( I_{df2} \). Then, the binarized moving area can be extracted through

\[ I_{tho} = f(I_{df2}, tho) \]
Where $f(\cdot)$ represents the binarization of the difference image, and $tho$ is the binarization threshold, which is 0.8 times of the maximum pixel value of $I_{diff}$. $I_{tho}$ is the binarized moving area, as shown in Fig.1 STEP1. Although the resolution of the binarized moving area image is 16 times lower than the original image, we are just to extract the approximate moving area without using it for precise positioning. The obtained binarized moving area can still be used to estimate the motion features effectively.

### 3.2. Extract moving features

The color and location characteristics of the binarized moving area can be used to distinguish the moving target from the background. In STEP2, the binarized moving area image is upsampled to the original image size through cubic interpolation algorithm. The moving area image can be obtained through the dot multiply between the upsampled binary image and input image $I_2$, as shown in Fig.1 STEP2. Then, the color histogram statistics is made on the moving area image and the input image, respectively.

\[
H_{mot} = \text{hist}(I_{mot}) \quad (3)
\]

\[
H_2 = \text{hist}(I_2) \quad (4)
\]

Where $\text{hist}(\cdot)$ represents the process of color histogram statistics, each channel of the color is equally divided into 16 parts, and the length of the color histogram is $16 \times 16 \times 16 = 4096$. $I_{mot}$ is the moving area image. $H_{mot}$ is the color histogram of the moving area image and $H_2$ is the color histogram of $I_2$. Through Bayesian estimation, the probability that each color belongs to the target can be solved. The formula is

\[
H_{target}(c) = \sum_{c=1}^{4096} P(c|m_{mot}) \times P(mot)/P(c) \quad (5)
\]

Where $c$ is the index of the color histogram. $H_{target}(c)$ represents the probability that $c$ belongs to the moving target. $P(c|m_{mot})$ represents the probability of $c$ appearing in moving area image $I_{mot}$. Which can be solved through
\[ P(c|\text{mot}) = \frac{H_{\text{mot}}(c)}{\sum_{l=1:4096} H_{\text{mot}}(l)} \]  

\( P(\text{mot}) \) represents the probability of moving area appearing in the input image, which can be solved through the ratio between the number of non-zero pixels in \( I_{\text{mot}} \) and \( I_2 \). \( P(c) \) represents the probability of \( c \) appearing in the input image \( I_2 \). Which can be solved through

\[ P(c) = \frac{H_2(c)}{\sum_{l=1:4096} H_2(l)} \]  

The \( H_{\text{target}} \) is a 4096-length vector whose value represents the probability that the corresponding color belongs to the moving target. Then, the input image \( I_2 \) is processed pixel-by-pixel. Its color histogram index \( c \) is calculated and reassigned by the corresponding probability \( H_{\text{target}}(c) \). Finally, the color probability map can be obtained, as shown in Fig.1 STEP2.

In addition to the color characteristics, we argue that the moving area can also reflect good location confidence. Therefore, we calculate the center of the moving area image as follows: Erode the moving area through a circular template with diameter 1, and repeat this step until only 1 pixel remains. The coordinate of the center pixel is represented as \((x, y)\). Then, the location probability map can be obtained through generating a Gaussian distribution centered on the center pixel, as shown in Fig.1 STEP2. The standard deviation of the Gaussian distribution is 1/5 of the image size in this work.

3.3. Detect moving target

The obtained moving probability map and color probability map can reflect the color and location characteristics of moving targets. Through the dot multiply between the two maps, the target probability map can be obtained, as shown in Fig.1 STEP3. Its pixel value indicates the probability that it belongs to the moving target. We argue that the box containing more high-value pixels and fewer low-value pixels is more likely to be the moving target area. Based
on the binarized moving area, an initial box is generated on the target probability map. As shown in the red box in the target probability map in Fig.1 STEP3. The center of the initial box is the same as the center of the Gaussian distribution in 3.2, which is \((x,y)\). And the width and height of the box can be calculated by the following equation.

\[
\begin{align*}
  w &= h = \sqrt{2N} \\
  S(x,y,w,h) &= \sum (I_{\text{target}}, (x,y,w,h)) + \lambda \cdot \frac{w + h}{W + H}
\end{align*}
\]

Where \(w\) and \(h\) represent the width and height of the box respectively, \(N\) is the number of the non-zero pixels of the upsampled binarized motion area. Then, the size and location of the initial box will be optimized through stochastic gradient descent (SGD). Details as follows.

\[
\begin{align*}
  x &= lr \cdot \frac{S(x,y,w,h) - S(x + \Delta x, y, w, h)}{\Delta x} \\
  y &= lr \cdot \frac{S(x,y,w,h) - S(x, y + \Delta y, w, h)}{\Delta y} \\
  w &= lr \cdot \frac{S(x,y,w,h) - S(x, y, w + \Delta w, h)}{\Delta w} \\
  h &= lr \cdot \frac{S(x,y,w,h) - S(x, y, w, h + \Delta h)}{\Delta h}
\end{align*}
\]

Where \(lr\) is the learning rate. \(\Delta x\), \(\Delta y\), \(\Delta w\) and \(\Delta h\) represent the disturbance of the box. \(S()\) is the scoring function of the box. It can be calculated by

\[
S(x,y,w,h) = \frac{\sum (I_{\text{target}}, (x,y,w,h))}{w \cdot h} + \lambda \cdot \frac{w + h}{W + H}
\]
moving target detection algorithm can be obtained, as shown in the yellow box in Fig.1 STEP3.

Compared with the previous algorithms, the advantage of the proposed algorithm is that it makes good use of the target’s motion characteristics. It can be well used to detect moving targets, especially for targets with unknown classes.

4. Evaluation

4.1. Datasets

The existing datasets for video salient detection and video object detection are not suitable for moving target detection. Therefore, we proposed a method for producing dataset for the evaluation of moving target detection algorithms based on tracking datasets. Typical tracking datasets consist of multiple videos with hundreds of frames, such as OTB100 [18] and VOT2017 [19]. They contain many classes of targets, and the scenes are from the reality. However, the tracking datasets still have some limitations in the evaluation of moving target detection algorithms. The highly similar scenes in the video sequences reduce the diversity of the datasets. Which will bring a lot of redundant calculations and bias the evaluation results. Besides, some videos such as the ‘Biker’ and ‘Boy’ in OTB100 are annotated by part of the moving target. Furthermore, some videos contain more than one moving target and the annotated targets are not the most significant moving targets, such as ‘Bolt’ and ‘Crowds’. In addition, in order to make the dataset more similar to reality, we extract image pairs at random intervals to simulate different camera frequencies. Therefore, we proposed the following three rules for producing the datasets.

- Image pairs are selected every 50 frames to reduce the scene similarity, and the interval between the image pairs ranges from 1 to 10 randomly. For example, the frame numbers of the selected image pairs are: \{[1,3], [51, 55], [101, 109], [151, 153], \ldots \}.
- Manually reannotate targets which are not fully annotated.
• Remove videos with multiple moving targets.

Figure 2: The evaluation results of the four algorithms on the produced dataset. Where OURS represents the proposed class agnostic moving target detection algorithm. RCNN, DFFD and VSOD represent the algorithm proposed by [31], [38] and [36], respectively.

We extract image pairs on 110 different sequences on OTB100 and VOT2017 based on the three rules. The produced dataset contains more than 1500 image pairs. It is fully annotated at box-level, and covers a wide camera frequencies. The images in the produced dataset are completely from the natural world. The evaluation on it can reflect the algorithms’ performance in practical applications effectively.

4.2. Evaluation of the proposed algorithm

In this experiment, we compare the detection accuracy of the proposed algorithm with some state-of-the-art algorithms, which are video object detection based on Faster rcnn [31], video object detection based on flow-net [38], and video salient detection by fully convolution neural network [36]. For the two video object detection algorithms, as they may detect multiple boxes, we select the box which most overlaps with the binarized moving area as the result. Where the binarized moving area is extracted the same as Fig.1 STEP1. For the video salient detection algorithm, as the result is pixel-level, we get the optimal
bounding box of the salient area through SGD the same as Fig.1 STEP3. The intersection over union (IOU) between the results and ground truth is used to evaluate the detection accuracy. It can be calculated by

\[
IOU = \frac{R \cap G}{R \cup G}
\]

(14)

Where \( R \) and \( G \) represent the result box and ground truth, respectively. \( R \cap G \) represents the intersection area between \( R \) and \( G \), and \( R \cup G \) represents the union area between \( R \) and \( G \). IOU can reflect the overlap between the results and ground truth effectively. Its value varies between 0 and 1. The result box with large IOU indicates that it is close to the ground truth. Besides, the distance between the center of result and ground truth is also used to estimate the position accuracy of the algorithms. The proposed algorithm and three state-of-the-art algorithms are evaluated on the produced dataset, the results as shown in Fig.2. Where OURS represents the proposed class agnostic moving target detection algorithm. RCNN, DFFD and VSOD represent the algorithm proposed by [31], [38] and [36], respectively. Fig.2(a) shows the success rate of the algorithms under different IOU threshold. And the upper right corner shows the area under curve (AUC) of the algorithms which is the area enclosed by the curves and the x-y axis. Fig.2(b) shows the precision of the algorithms under different location error threshold, and the precision at the threshold of 30 pixels is shown at the upper left corner.

It can be found that the proposed algorithm achieves the highest accuracy on the produced dataset. Its AUC of the success rate is 0.457, which is higher than the AUC of RCNN, DFFD and VSOD by 0.15, 0.23 and 0.275, respectively. Its precision at the threshold of 30 pixels is 0.583, which is higher than the precision of RCNN, DFFD and VSOD by 0.273, 0.33 and 0.455, respectively. Comparing with RCNN and DFFD, we can find that the accuracy of the proposed algorithm is higher under low overlap threshold, while lower under high overlap threshold. The reason is that the detection results of RCNN and DFFD extremely depend on the image object detection. When the classes of the moving targets are contained in their training dataset, high accuracy of the detection results
can be obtained. Otherwise, the accuracy of the detection results is low, and even wrong targets will be detected. The difference between the success rate of RCNN and DFFD is also because the target classes contained in their training datasets is different. The classes in RCNN are 'background', 'aeroplane', 'bicycle', 'bird', 'boat', 'bottle', 'bus', 'car', 'cat', 'chair', 'cow', 'diningtable', 'dog', 'horse', 'motorbike', 'person', 'pottedplant', 'sheep', 'sofa', 'train' and 'tvmonitor'. While the classes in DFFD are 'airplane', 'antelope', 'bear', 'bicycle', 'bird', 'bus', 'car', 'cattle', 'dog', 'domestic-cat', 'elephant', 'fox', 'giant-panda', 'hamster', 'horse', 'lion', 'lizard', 'monkey', 'motorcycle', 'rabbit', 'red-panda', 'sheep', 'snake', 'squirrel', 'tiger', 'train', 'turtle', 'watercraft', 'whale' and 'zebra'. The classes in RCNN appear more in the produced dataset, which makes its AUC is 0.08 higher than DFFD. For the comparation between the proposed algorithm and VSOD, it can be found that the success rate of the proposed algorithm is better than VSOD under all overlap rate thresholds. We argue the reason is that the detection results of VSOD depend on the static salient detection. The produced dataset is all from the nature videos, which are generally complicated, such as background clutter, occlusion, and non-moving target interference. While the static salient detection algorithms are usually difficult to get good results in the above scenes. Therefore, the detection accuracy of VSOD is usually low. Fig.3 shows more intuitive results of these algorithms on the produced dataset. It can be found that these algorithms can detect moving targets effectively in most cases. For the targets whose classes have been pre-trained in RCNN and DFFD, the accuracy of RCNN and DFFD even higher than the proposed algorithm, as shown in Fig.3 lines 2-3. While for the targets whose classes have not been pre-trained, the RCNN and DFFD usually lose the moving targets, as shown in Fig.3 line 4-6. As the pre-trained classes of RCNN and DFFD are not the same, their performance on the dataset is different. For example, when the target class is ‘person’, RCNN performs good, while DFFD often loses the target. When the target class is ‘tiger’, DFFD performs good, while RCNN loses the target. The results as shown in Fig.3 lines 7-8. For the moving targets whose background is simple, VSOD can obtain good detection
results, as shown in Fig.3 line 9. However, VSOD tends to lose the moving target when the background is clutter, or the moving target is not salient, as shown in Fig.3 line 10.

The evaluation results show that video object detection algorithms and video salient detection algorithms both have limitations in the class agnostic moving target detection process. The reliance on object detection and saliency detection makes them difficult to detect untrained target classes in complex scenes. Different from the above algorithms, the algorithm proposed in this paper starts with the inherent motion characteristics of the targets, and extracts the color and location features of the moving target, makes the detection of moving targets more accurately. The proposed algorithm is not trained on the evaluation dataset and runs in real-time with 40fps on i7-9700CPU and 1060Ti GPU. Therefore, the proposed algorithm can be well applied in reality.

4.3. Ablation analysis

In this part, we analyze the effect of each module in the proposed algorithm. Four kinds of features are evaluated on the frame difference process. And the effect of the modules of binarization (BIN), color probability confidence (CPC), location probability confidence (LPC) and SGD is also evaluated. Results as shown in Table 1. Where Layer3 and Layer14 represent the CNN feature of Vgg16-layer3 and Vgg16-layer14, respectively. HOG represents the histogram of oriented gradients, which is proposed by [39]. RAW represents the raw data of the image. Success Rate (SR) represents the AUC of the IOU curve, and PRE (30) represents the precision at the location error threshold at 30 pixels.

Method 0 differences the image pairs based on the raw data of the images, and extracts the moving target area through binarization. It can be viewed as the traditional frame difference method. Its SR is 0.042 and PRE (30) is 0.098. Which shows that the traditional frame difference method is difficult to achieve high accuracy for the moving target detection in realistic complex scenes. Methods 1, 2, 3 and 4 show the impact of different features on the detection of moving target. Results show that methods 2, 3, and 4 with robust
Figure 3: Comparison of the detection results of the proposed algorithm, RCNN, DFFD, VSOD and the ground truth. Their detection results are represented by blue, green, red, purple and yellow boxes, respectively.
features perform better than method 1 with raw data of the image. And the method 2 with Vgg16-layer14 performs the highest accuracy, whose SR is 0.457 and PRE (30) is 0.583. It shows that the deep features are more advantage for moving target detection. In addition, we also performed evaluations on multiple features combination, and the results are shown in methods 5 and 6. The comparison of methods 2, 5 and 6 shows that multiple features even perform worse than single deep feature. The reason is the shallow features with high-resolution are easily affected by background and camera shaking. Therefore, in the multiple features fusion stage, shallow features often introduce a lot of noise, which will make the detection results worse. Method 7 uses SGD to solve the moving target on the binarized moving area image directly, without extracting the characteristics of the moving area. Its SR and PRE (30) are decreased by 23.2% and 27.6% compared to method 2. It shows that the motion features are important for moving targets detection. Method 8 does not estimate the LPC map, and performs the SGD on the color probability map directly. Its SR and PRE (30) are 0.442 and 0.548, respectively. Compared to method 7, the result shows CPC can bring 25.9% improvement to SR and 29.9% improvement to
PRE (30), respectively. Method 9 does not estimate the CPC map, it uses the dot multiply of the differenced image and LPC map as the target probability map. Its SR and PRE (30) are 0.430 and 0.553. Compared to method 7, the result shows LPC can bring 22.5% improvement to SR and 31.0% improvement to PRE (30), respectively. In method 10, the SGD optimization is not adopted, the initial box solved by 3.3 is used as the detection result directly. Its SR and PRE (30) are decreased by 62.4% and 69.5% compared to method 2, which shows that the SGD optimization can greatly improve the accuracy of moving targets detection.

The results of ablation analysis show that all the modules of the proposed algorithm play an important role in moving target detection. We also find that the features have the greatest impact on the detection of moving targets. The reason is that features can directly affect the extraction of binarized moving areas. Thereby affecting the color probability map and location probability map. In addition to the features, the optimization of the bounding box is also very important. Good optimization module can improve the overlap between the result box and target very much. Therefore, we argue that the features and optimization methods is particularly important for moving target detection. The features which do not sensitive to background motion and camera shaking, and optimization methods with good convergence can improve the detection accuracy greatly.

4.4. Evaluation on the target tracking

We argue that the proposed algorithm can also be used in other computer vision tasks, such as target tracking[40]. The general form of target tracking is to find the position of the target in the video frames based on the given target in the first frame. The target is usually represented by a rectangular box in tracking. In this work, we make three changes to the proposed algorithm and apply it as a module to assist target tracking.

- Detect the moving target in the searching area the same as the trackers instead of the entire image. This change can make the proposed algorithm
integrate with the tracking algorithms better and improve the calculation efficiency.

- Calculate the color probability map based on the box obtained in the previous frames instead of the binarized moving area. This change can make the estimation of the color probability map more accurate.

- Use the tracking results in the current frame as the initial box, and optimize it on the target probability map. As many tracking algorithms are provided with powerful scale estimation modules, we only modify the position of the box in SGD.

The evaluation experiments are performed on three state-of-the-art trackers: KCF [41], DSST [42] and CCOT [43]. KCF is a typical correlation filter tracker. This tracker generates a large number of samples obtained by cyclically shift the region of interest to train the classifier. Then, the similarity between candidate samples and target is calculated by the kernel function, and the sample with the largest similarity will be selected as the new tracking target. Meanwhile, the discrete Fourier transform is used in this tracker to reduce the computational complexity in training and detection. DSST adds a module of scale estimation on the KCF which is realized by scaling the target to different scales for correlation matching. It can still achieve good tracking accuracy when the target scale changes. CCOT is also a state-of-the-art correlation filter tracker. It introduces an interpolation model to transfer the feature maps into continuous spatial domain, which can effectively integrate the multi-resolution feature maps. The application of deep and shallow layers of CNN features makes the tracker have strong classification ability and location resolution. Besides, the continuous function is used to obtain the predicted score of the target, and accurate sub-grid positioning is achieved. These trackers are evaluated on the benchmark TB50 [17], results as shown in Fig.4.

Different from Fig.2, the lower right corner of precision map in Fig.4(a) shows the precision at the threshold of 20 pixels. It can be seen from Fig.4 that
Figure 4: The evaluation of the trackers on the TB50. Where KCF-m, DSST-m and CCOT-m represent the trackers based on KCF, DSST and CCOT, but assisted by the proposed moving target detection algorithm, respectively.

The precision and success rate of the trackers assisted by the proposed moving target detection module have been improved. The precision at the location error threshold of 20 pixels is improved by 0.33% for CCOT, 0.45% for DSST and 0.61% for KCF. The AUC is improved by 0.48% for CCOT, 0.26% for DSST and 0.47% for KCF. Besides, we also evaluate the success rate of these trackers in various challenging scenes, results as shown in Fig.5. It can be found that the success rate of the three trackers have been improved in almost all challenging scenes, with the assistance of the proposed moving target detection module. Especially in occlusion, deformation, out-of-plane rotation and background clutter, where the original trackers perform poorly. The reason is that the texture features of targets are severely damaged in these scenes, which affects the matching accuracy of trackers. The color and motion features make up for the shortcomings of texture features and maintain good classification ability in these scenes. Furthermore, the moving target detection module uses the results already obtained in the tracking process for calculation. Which hardly increases the computational burden and does not affect the real-time performance of the tracking algorithms. Therefore, the proposed moving target detection module can be well applied in trackers to improve tracking performance.
Figure 5: The evaluation of CCOT, DSST, KCF, CCOT-m and DSST-m and KCF-m on challenge scenes of ‘out-of-plane rotation’, ‘occlusion’, ‘deformation’, ‘background clutter’, ‘scale variation’, ‘fast motion’, ‘illumination change’ and ‘low resolution’.
5. Conclusions

In this work, we proved the motion feature is important for moving target detection. However, the existing algorithms pay more attention on the semantic characteristics while ignoring the motion characteristics of the moving targets. Therefore, we proposed a class agnostic moving target detection algorithm by adopting the motion feature effectively. The proposed algorithm extracts moving area through deep cnn feature difference. Then, the color probability map and location probability map will be calculated based on the moving area. Next, the target probability can be obtained through multiplying these two maps. And the optimal bounding box of the moving target can be obtained by SGD. Besides, as the existing datasets are not suitable for model-free moving target detection, we proposed a method for generating dataset based on the tracking datasets. We evaluated the proposed algorithm with state-of-the-art algorithms based on the produced dataset. Results show that the proposed algorithm can detect the moving target accurately, which is 15% more accurate than the state-of-the-art algorithms, and runs in real-time. Furthermore, we also proved that the proposed moving target detection algorithm can be used as a module to assist other computer vision tasks. Its application in tracking algorithms improved the tracking accuracy effectively. However, there are still some shortcomings in this algorithm. It cannot realize multi-targets detection, and difficult to solve the scene with large transformation. Also, it is difficult to achieve end-to-end integration with existing networks. These issues will be addressed in our following researches.

References

[1] P. Polatsek, M. Waldner, I. Viola, P. Kapec, W. Benesova, Exploring visual attention and saliency modeling for task-based visual analysis, Computers & Graphics 72 (2018) 26–38.

[2] P. KaewTraKulPong, R. Bowden, An improved adaptive background mix-
ture model for real-time tracking with shadow detection, in: Video-based surveillance systems, Springer, 2002, pp. 135–144.

[3] B. K. Horn, B. G. Schunck, Determining optical flow, in: Techniques and Applications of Image Understanding, Vol. 281, International Society for Optics and Photonics, 1981, pp. 319–331.

[4] A. C. Bovik, Handbook of image and video processing, Academic press, 2010.

[5] A. Borji, M.-M. Cheng, H. Jiang, J. Li, Salient object detection: A benchmark, IEEE transactions on image processing 24 (12) (2015) 5706–5722.

[6] G. Li, Y. Xie, T. Wei, K. Wang, L. Lin, Flow guided recurrent neural encoder for video salient object detection, in: Proceedings of the IEEE conference on computer vision and pattern recognition, 2018, pp. 3243–3252.

[7] K. Kang, H. Li, J. Yan, X. Zeng, B. Yang, T. Xiao, C. Zhang, Z. Wang, R. Wang, X. Wang, et al., T-cnn: Tubelets with convolutional neural networks for object detection from videos, IEEE Transactions on Circuits and Systems for Video Technology 28 (10) (2017) 2896–2907.

[8] K. Kang, W. Ouyang, H. Li, X. Wang, Object detection from video tubelets with convolutional neural networks, in: Proceedings of the IEEE conference on computer vision and pattern recognition, 2016, pp. 817–825.

[9] S.-H. Zhang, X. Dong, H. Li, R. Li, Y.-L. Yang, Portraitnet: Real-time portrait segmentation network for mobile device, Computers & Graphics 80 (2019) 104–113.

[10] T.-N. Le, A. Sugimoto, Video salient object detection using spatiotemporal deep features, IEEE Transactions on Image Processing 27 (10) (2018) 5002–5015.
[11] X. Cheng, Y. Feng, M. Zeng, X. Liu, Video segmentation with l0 gradient minimization, Computers & Graphics 54 (2016) 38–46.

[12] Y. Li, C. Wang, C.-K. Shene, Extracting flow features via supervised streamline segmentation, Computers & Graphics 52 (2015) 79–92.

[13] T. Brox, J. Malik, Object segmentation by long term analysis of point trajectories, in: European conference on computer vision, Springer, 2010, pp. 282–295.

[14] F. Perazzi, J. Pont-Tuset, B. McWilliams, L. Van Gool, M. Gross, A. Sorkine-Hornung, A benchmark dataset and evaluation methodology for video object segmentation, in: Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2016, pp. 724–732.

[15] F. Li, T. Kim, A. Humayun, D. Tsai, J. M. Rehg, Video segmentation by tracking many figure-ground segments, in: Proceedings of the IEEE International Conference on Computer Vision, 2013, pp. 2192–2199.

[16] O. Russakovsky, J. Deng, H. Su, J. Krause, S. Satheesh, S. Ma, Z. Huang, A. Karpathy, A. Khosla, M. Bernstein, et al., Imagenet large scale visual recognition challenge, International journal of computer vision 115 (3) (2015) 211–252.

[17] Y. Wu, J. Lim, M.-H. Yang, Online object tracking: A benchmark, in: Proceedings of the IEEE conference on computer vision and pattern recognition, 2013, pp. 2411–2418.

[18] Y. Wu, J. Lim, M.-H. Yang, Object tracking benchmark, IEEE Transactions on Pattern Analysis and Machine Intelligence 37 (9) (2015) 1834–1848.

[19] M. Kristan, A. Leonardis, J. Matas, M. Felsberg, R. Pflugfelder, L. Cehovin Zajc, T. Vojir, G. Hager, A. Lukezic, A. Eldesokey, et al., The visual object tracking vot2017 challenge results, in: Proceedings of the IEEE
International Conference on Computer Vision Workshops, 2017, pp. 1949–1972.

[20] M. Kristan, A. Leonardis, J. Matas, M. Felsberg, R. Pflugfelder, L. Čehovin Zajc, T. Vojir, G. Bhat, A. Lukezic, A. Eldesokey, et al., The sixth visual object tracking vot2018 challenge results, in: Proceedings of the European Conference on Computer Vision (ECCV), 2018, pp. 0–0.

[21] Z. Zivkovic, Improved adaptive gaussian mixture model for background subtraction, in: Proceedings of the 17th International Conference on Pattern Recognition, 2004. ICPR 2004., Vol. 2, IEEE, 2004, pp. 28–31.

[22] A. B. Godbehere, A. Matsukawa, K. Goldberg, Visual tracking of human visitors under variable-lighting conditions for a responsive audio art installation, in: 2012 American Control Conference (ACC), IEEE, 2012, pp. 4305–4312.

[23] M. Garrigues, A. Manzanera, T. M. Bernard, Video extruder: a semi-dense point tracker for extracting beams of trajectories in real time, Journal of Real-Time Image Processing 11 (4) (2016) 785–798.

[24] P. Sermanet, D. Eigen, X. Zhang, M. Mathieu, R. Fergus, Y. LeCun, Overfeat: Integrated recognition, localization and detection using convolutional networks, arXiv preprint arXiv:1312.6229.

[25] R. Girshick, J. Donahue, T. Darrell, J. Malik, Rich feature hierarchies for accurate object detection and semantic segmentation, in: Proceedings of the IEEE conference on computer vision and pattern recognition, 2014, pp. 580–587.

[26] R. Girshick, Fast r-cnn, in: Proceedings of the IEEE international conference on computer vision, 2015, pp. 1440–1448.

[27] S. Ren, K. He, R. Girshick, J. Sun, Faster r-cnn: Towards real-time object detection with region proposal networks, in: Advances in neural information processing systems, 2015, pp. 91–99.
[28] J. Redmon, S. Divvala, R. Girshick, A. Farhadi, You only look once: Unified, real-time object detection, in: Proceedings of the IEEE conference on computer vision and pattern recognition, 2016, pp. 779–788.

[29] W. Liu, D. Anguelov, D. Erhan, C. Szegedy, S. Reed, C.-Y. Fu, A. C. Berg, Ssd: Single shot multibox detector, in: European conference on computer vision, Springer, 2016, pp. 21–37.

[30] K. Kang, W. Ouyang, H. Li, X. Wang, Object detection from video tubelets with convolutional neural networks, in: Proceedings of the IEEE conference on computer vision and pattern recognition, 2016, pp. 817–825.

[31] Andrew, py-faster-rcnn-imagenet, https://github.com/andrewliao11/py-faster-rcnn-imagenet (2017).

[32] X. Zhu, Y. Wang, J. Dai, L. Yuan, Y. Wei, Flow-guided feature aggregation for video object detection, in: Proceedings of the IEEE International Conference on Computer Vision, 2017, pp. 408–417.

[33] F. Perazzi, P. Krähenbühl, Y. Pritch, A. Hornung, Saliency filters: Contrast based filtering for salient region detection, in: 2012 IEEE conference on computer vision and pattern recognition, IEEE, 2012, pp. 733–740.

[34] X. Liu, L. Liu, W. Song, Y. Liu, L. Ma, Shape context based mesh saliency detection and its applications: A survey, Computers & Graphics 57 (2016) 12–30.

[35] W. Wang, J. Shen, L. Shao, F. Porikli, Correspondence driven saliency transfer, IEEE Transactions on Image Processing 25 (11) (2016) 5025–5034.

[36] W. Wang, J. Shen, L. Shao, Video salient object detection via fully convolutional networks, IEEE Transactions on Image Processing 27 (1) (2017) 38–49.

[37] G. Li, Y. Xie, T. Wei, K. Wang, L. Lin, Flow guided recurrent neural encoder for video salient object detection, in: Proceedings of the IEEE
conference on computer vision and pattern recognition, 2018, pp. 3243–3252.

[38] X. Zhu, Y. Xiong, J. Dai, L. Yuan, Y. Wei, Deep feature flow for video recognition, in: Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2017, pp. 2349–2358.

[39] N. Dalal, B. Triggs, Histograms of oriented gradients for human detection, in: 2005 IEEE computer society conference on computer vision and pattern recognition (CVPR’05), Vol. 1, IEEE, 2005, pp. 886–893.

[40] T. Langlotz, C. Degendorfer, A. Mulloni, G. Schall, G. Reitmayr, D. Schmalstieg, Robust detection and tracking of annotations for outdoor augmented reality browsing, Computers & graphics 35 (4) (2011) 831–840.

[41] J. F. Henriques, R. Caseiro, P. Martins, J. Batista, High-speed tracking with kernelized correlation filters, IEEE transactions on pattern analysis and machine intelligence 37 (3) (2014) 583–596.

[42] M. Danelljan, G. Häger, F. Khan, M. Felsberg, Accurate scale estimation for robust visual tracking, in: British Machine Vision Conference, Nottingham, September 1-5, 2014, BMVA Press, 2014, pp. 1–11.

[43] M. Danelljan, A. Robinson, F. S. Khan, M. Felsberg, Beyond correlation filters: Learning continuous convolution operators for visual tracking, in: European conference on computer vision, Springer, 2016, pp. 472–488.