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Abstract—Incomplete multi-view clustering is an important technique to deal with real-world incomplete multi-view data. Previous methods assume that all views have the same incompleteness, i.e., balanced incompleteness. However, different views often have distinct incompleteness, i.e., unbalanced incompleteness, which results in strong views (low-incompleteness views) and weak views (high-incompleteness views). The unbalanced incompleteness prevents us from directly using previous methods. In this paper, inspired by the effective biological evolution theory, we design the novel scheme of view evolution to cluster strong and weak views. Moreover, we propose an Unbalanced Incomplete Multi-view Clustering method (UIMC), which is the first effective method based on view evolution for unbalanced incomplete multi-view clustering. Compared with previous methods, UIMC has two unique advantages: 1) it proposes weighted multi-view multi-view clustering. Compared with previous methods, UIMC method based on view evolution for unbalanced incomplete multi-view clustering problem; 2) it designs the low-rank representation to recover the data, which diminishes the impact of the incompleteness and noises. Extensive experimental results demonstrate that UIMC improves the clustering performance by up to 40% on three evaluation metrics over other state-of-the-art methods. We provide codes for all of our experiments in https://github.com/ZeusDavide/TETCI/UIMC.

Index Terms—Unbalanced incomplete multi-view clustering, weak view, strong view, view evolution.

I. INTRODUCTION

ReAL data are often with multiple modalities [1]–[5] or collected from different sources [6]–[14], which are called multi-view data [15]–[20]. In many real-world datasets, many views often lose some instances, which results in incomplete views [4]. As an illustration, for a multilingual document (all views have the same incompleteness (called balanced incompleteness in Fig. 1(b))), there are distinct incompleteness, i.e., balanced incompleteness. As an illustration, for a multilingual document (different views have the different number of missing instances).

clustering task, different languages of a document represent different views, however, it is difficult to translate each document into all languages [21]–[23]. The incompleteness will reduce the information available for clustering, which hurts clustering performance. Due to the ability to integrate these incomplete views, incomplete multi-view clustering has attracted more and more attention [24], [25].

Recently, some incomplete multi-view clustering methods have been proposed [26]–[28]. As a pioneering work, [29] proposes PVC by learning a common latent subspace for two incomplete views. To couple the instances from two incomplete views, [30] proposes IMG by integrating the latent weighted nonnegative matrix factorization [32] and $L_{2,1}$ regularization. To reduce the deviation when the missing rate is large, [31] proposes DAIMC by integrating the joint weighted nonnegative matrix factorization [32] and $L_{2,1}$ regularization. To solve the partially view-aligned problem, [33] combines representation learning and data alignment. To cluster multi-view data without parameter selection on cluster size, [34] proposes COMIC by automatically learning almost all parameters in a data-driven way. To learn the common representation for incomplete multi-view clustering, [35] proposes IMSC_AGL by exploiting the graph learning [36]–[38] and spectral clustering techniques. To obtain the robust clustering results, UEAF [39] performs the unified common embedding aligned with incomplete views inferring framework.

However, almost all incomplete multi-view clustering methods use the view alignment technology for clustering. When using the technology, they always assume that each view has the same incompleteness (called balanced incompleteness in Fig. 1(b))) and ignore that different views often have
distinct incompleteness (called *unbalanced* incompleteness in Fig. 1(c)). For convenience, we name the view with low incompleteness as *strong view* and the view with high incompleteness as *weak view*. But real-world incomplete multi-view data are often unbalanced incomplete, rather than balanced incomplete. For example, in web page clustering, different types of data, such as hyperlinks, texts, images, and videos, can be regarded as different views, and most web pages (e.g., Google Scholar and arXiv) only have hyper-links and texts (which are strong views) but not images and videos (which are weak views). Unfortunately, previous incomplete multi-view clustering methods cannot directly integrate unbalanced incomplete views. It is because these views have different numbers of presented instances, even some views have no instance (e.g., View 3 in Fig. 1(c)). The unbalanced incompleteness makes these methods unable to align different views for clustering. Therefore, unbalanced incomplete multi-view clustering remains unexplored.

In this paper, we propose an Unbalanced incomplete Multi-view Clustering method (UIMC) to explore the problem. The biological evolution theory is an effective method to analyze the impact of different traits (strong traits and weak traits) on population development by weighting each trait. Inspired by the theory, our main idea is to integrate strong views and weak views by designing the scheme of view evolution, which consists of weighted multi-view subspace clustering (weighted MVSC) and the low-rank representation. By integrating weighted MVSC and the low-rank representation, our proposed UIMC minimizes the disagreement between each cluster indicator matrix and the consensus, and adaptively learns the proper weights for strong and weak views. The contributions of UIMC mainly include:

- As far as we know, UIMC is a pioneering work by introducing the biological evolution theory into clustering algorithms, which has the potential to stimulate new biological ideas and findings in machine learning tracks. Moreover, inspired by biological evolution, UIMC might be the first effective method by proposing the scheme of view evolution for unbalanced incomplete multi-view clustering.

- By designing weighted MVSC, UIMC directly integrates unbalanced incomplete views by structuring their Laplacian graphs and weighting these views, which decreases the impact of unbalanced incompleteness. Also, UIMC minimizes the disagreement between each cluster indicator matrix and the consensus cluster indicator matrix, which aligns the same instances in different views. Besides, UIMC quantifies the contributions of strong and weak views by weighting each view properly based on its incompleteness, which makes full use of these presented instances for clustering.

- With the help of the low-rank representation, UIMC recovers the data structure for clustering by $\Gamma$-norm and $L_{2,1}$-norm, which further reduces the influence of incompleteness and noises.

- Experimental results on four real-world datasets demonstrate its superiority over the state-of-the-art methods.

Impressively, based on three evaluation metrics, UIMC raises the clustering performance by more than 40% in representative cases.

The rest of the paper is organized as follows. Section II describes the notations and the related works. Section III first motivates UIMC’s main idea, then proposes UIMC, and finally solves it efficiently. Section IV evaluates UIMC’s performance. Section V concludes the paper.

II. NOTATIONS AND RELATED WORKS

We first define the notations used throughout the paper and then describe three relevant works.

**Notation:** Given an original dataset \(\{\mathbf{X}^{(v)} \in \mathbb{R}^{d_v \times m}, v = 1, \ldots, n_v\}\) with \(n_v\) views, \(m\) instances, and \(\mathbf{X}^{(v)}\) is the \(v\)-th view matrix and \(d_v\) is the feature dimension of \(\mathbf{X}^{(v)}\). We can extract these presented instances from the original view matrix \(\mathbf{X}^{(v)}\) and update it to a new view matrix \(\mathbf{X}^{(v)}\) which has \(k_v\) presented instances. \(\mathbf{M}^{(v)} \in \mathbb{R}^{k_v \times m}\) is an indicator matrix to represent the update. \(1\) is a column vector with all the elements as one; \(0\) is a zero matrix; \(I\) is the identity matrix. For the updated view matrix \(\mathbf{X}^{(v)}, w_v\) is its weight, \(E^{(v)} \in \mathbb{R}^{d_v \times k_v}\) is its error matrix, \(A^{(v)} \in \mathbb{R}^{k_v \times k_v}\) is its subspace matrix, \(F^{(v)} \in \mathbb{R}^{m \times c}\) is its cluster indicator matrix (where \(c\) is the cluster number), \(F^+ \in \mathbb{R}^{m \times c}\) is its consensus cluster indicator matrix. \(|\cdot|_2\) is the Frobenius norm; \(|\cdot|_1\) is the \(L_1\)-norm; \(|\cdot|_G\) is the \(\Gamma\)-norm; \(|\cdot|_F\) is the absolute value operation, \(\theta\) is a penalty parameter. \(\alpha, \beta, \eta\) are nonnegative parameters, each of which is a trade-off between two specific objectives.

Unbalanced incomplete multi-view clustering is a problem of clustering incomplete multi-view data, where at least two views have different missing rates.

**Definition 1.** (Strong view, weak view and dying view). For the \(\{\mathbf{X}^{(v)}\}_{v=1}^{n_v}\)-th view matrix \(\mathbf{X}^{(v)}\), \(r_v\) denotes the missing rate. \(\mathbf{X}^{(v)}\) is the strong view if its missing rate is less than the average \((r_v < (r_1 + r_2 + \ldots + r_{n_v}) / n_v)\). \(\mathbf{X}^{(v)}\) is the weak view if its missing rate is greater than the average \((r_v > (r_1 + r_2 + \ldots + r_{n_v}) / n_v)\). \(\mathbf{X}^{(v)}\) is the dying view if the number of presented instances is fewer than the number of clusters \((m \times (1 - r_v) < c)\).

A. Unbalanced Incomplete Multi-view Data

For an incomplete multi-view dataset, the \(v\)-th original view matrix (including missing and presented instances) is represented as \(\mathbf{X}^{(v)} \in \mathbb{R}^{d_v \times m}\), where \(d_v\) is the feature dimension and \(m\) is the instance number. By removing the columns with missing instances from the view matrix (i.e., preserving these presented instances), we can update the \(v\)-th original view matrix to a new view matrix \(\mathbf{X}^{(v)} \in \mathbb{R}^{d_v \times k_v}\), where \(k_v\) is the number of presented instances \((k_v < m)\). To represent the update, we leverage an indicator matrix \(\mathbf{M}^{(v)} \in \mathbb{R}^{k_v \times m}\) defined as:

\[
M^{(v)}_{i,j} = \begin{cases} 
1, & \text{if } X^{(v)}_{i} \text{ is in } Y^{(v)}_j \\
0, & \text{otherwise,}
\end{cases}
\]
where $X_j^{(v)}$ is the $j$-th column of $X^{(v)}$, and $X_i^{(v)}$ is the $i$-th column of $X^{(v)}$, which is the $v$-th updated view matrix.

**B. Multi-view Subspace Clustering**

As a classic complete multi-view clustering method, multi-view subspace clustering (MVSC) tries to obtain a cluster indicator matrix for clustering. For a complete multi-view dataset $\{\mathbf{X}\}_{v=1}^{n}$, MVSC is formulated as:

$$J = \min_{\mathbf{Z}, \mathbf{E}, \mathbf{F}} \sum_v (||\mathbf{X}^{(v)} - \mathbf{X}^{(v)} \mathbf{Z}^{(v)} - \mathbf{E}^{(v)}||_F^2 + \beta ||\mathbf{E}^{(v)}||_1 + \eta \text{Tr}(\mathbf{F}^T \mathbf{L}_v^{(v)} \mathbf{F}))$$

s.t. $\mathbf{F}^T \mathbf{F} = \mathbf{I}$, $\mathbf{Z}^{(v)} 1 = 1$, $\mathbf{Z}_i^{(v)} = 0$,

where for complete view $v$, $L_v^{(v)}$ is its Laplacian graph, $E^{(v)}$ is its error matrix, and $Z_v^{(v)}$ is its Laplacian graph, $Z_v^{(v)} \in \mathbb{R}^{m \times m}$ is its subspace matrix, $Z_{i,v} = 0$ means that each diagonal element of $Z$ is 0; $F$ is the cluster indicator matrix, however, MVSC can only cluster complete multi-view data. When dealing with incomplete multi-view data, MVSC will fail due to the inability to learn the cluster indicator matrix from the incomplete view matrix.

**C. Biological Evolution Theory**

Biological evolution theory is an effective method to analyze the impact of different biological traits on biological population development. As a milestone work of the biological evolution theory, “Survival of the fittest” is proposed by Herbert Spencer [41]. Based on this work, Darwin proposed Darwin’s theory of evolution [42], whose key idea is the natural selection from one generation to the next. Given a biological population, the natural selection function ($J_b$) is formulated as:

$$J_b = \sum_{v=1}^{n} a_v T^{(v)}$$

s.t. $\sum_{v=1}^{n} a_v = 1$,

where $n_v$ is the number of biological traits; $T^{(v)}$ is the $v$-th trait matrix; $a_v$ is the ratio of $T^{(v)}$.

By changing the ratio of the biological trait, heritable variation drives the biological evolution. Thus, we can rewrite Eq (3) as:

$$J_a = \sum_{v=1}^{n} \pi_v \mu_b T^{(v)}$$

s.t. $\sum_{v=1}^{n} a_v = 1$,

where $\mu_b$ is a parameter to denote heritable variation, $\pi_v \mu = a_v$.

Neutral theory of molecular evolution divides the heritable variation into three types: favorable variation, harmful variation and neutral variation [43]. Similarly, we divide $\mu_b$ into three types:

The heritable variation is $\left\{ \begin{array}{ll} \text{favorable,} & \text{if } \mu_b > 1; \\
\text{harmful,} & \text{if } 0 < \mu_b < 1; \\
\text{neutral,} & \text{if } \mu_b = 1. \end{array} \right.$

Combining Eq (4) and Eq. (5), we can see that the favorable variation will increase the ratio of the biological trait; the harmful variation will decrease the ratio; the neutral variation will not change the ratio. Therefore, we can think that the favorable variation has a positive effect; the harmful variation has a negative effect; the neutral update does not affect.

If $\mu_b > 1$, the corresponding trait $T^{(v)}$ is a strong trait; if $0 < \mu_b < 1$, $T^{(v)}$ is a weak trait. When the proportion of a trait is much smaller than the average $1/n_v$, the trait (we call it a dying trait) often disappears. After the natural selection, strong traits will have larger ratios, while weak traits will have smaller ratios.

After enough generations in a biological population, the proportion of each trait will be approximately unchanged. At this point, we think that the population becomes stable.

**III. Scheme of View Evolution**

We first present the motivation for proposing the scheme of view evolution, then explain the challenges encountered, and finally meet the challenge.

**A. Motivation**

By learning a consensus matrix shared by all views (denoted by $C$), previous incomplete multi-view clustering methods can align balanced incomplete views for clustering. But many real-world datasets often contain unbalanced incomplete views as shown in Fig. 1(c) where views 1, 2 and 3 have three, six and eight missing instances, respectively. Thus, these unbalanced incomplete view matrices have distinct numbers of columns and rows, which make it difficult for previous methods to obtain the consensus matrix (i.e., $C$) for view alignment. Thus, different view matrices lose distinct numbers of rows or columns and the unbalanced incompleteness will make it difficult for these methods to obtain available $C$. What is worse, when a view has no instances (i.e., View 3 in Fig. 1(c)), these methods will fail during matrix calculation because no instance on the view can be used for calculation. Also, these methods assume that different views have the same contribution to clustering. But different views will have unbalanced contributions for clustering because they have different numbers of presented instances.

The unbalanced contributions will make these methods unable to make full use of the presented instance information, which makes these methods difficult to obtain satisfactory clustering performance.

1^“Meat” and “eating” do not mean a predator relationship, but a competitive relationship (or strong biological traits eat the weights of the weak biological traits).
TABLE I: Connection points between the biological evolution theory and our scheme of view evolution.

| Biological Evolution | View Evolution |
|----------------------|----------------|
| trait matrix $T^{(v)}$ | view matrix $X^{(v)}$ |
| strong trait | strong view |
| weak trait | weak view |
| dying trait | dying view |
| heritable variation | view variation |
| each generation in the population | each iteration in the optimization |
| stable biological population | convergent objective function |

Biological evolution theory provides a natural method to analyze the changes of strong and weak traits in biological evolution. Inspired by this, we try to introduce the theory into unbalanced incomplete multi-view clustering. To facilitate understanding, we give some connection points between the biological evolution theory and our scheme of view evolution in Table I 1) The biological evolution theory uses the trait matrix $T^{(v)}$ to represent the $v$-th trait, while our view evolution leverage the view matrix $X^{(v)}$ to denote the $v$-th view. 2) Strong traits have larger ratios than weak traits, and strong traits have more information about the population; strong views have lower incompleteness than weak views, and we can think strong views have more information about the dataset. 3) Dying traits will disappear due to natural selection, while dying views will be removed. 4) The heritable variation can drive the biological evolution, while the view variation can lead to the view evolution. 5) After a generation in the biological population, the ratio of the biological trait will change; after an iteration in the optimization, the weight of each view will be updated. 6) After enough generations, a biological population will become stable; after several iterations, our objective function will converge.

In Eq. (4), the biological evolution theory integrates strong and weak traits by assigning a weight to each trait. Inspired by the theory, to integrate strong and weak views, we propose the scheme of view evolution “weak views are meat; strong views do eat”. An intuitive idea on the scheme is to directly assign a proper weight to each view (similar to Eq. (3)), and then linearly superimpose the objective function of each view. However, when implementing this idea, we have the following challenges: 1) how to bridge unbalanced incomplete views (i.e., construct view representations with the same matrix size for different views); 2) how to group similar instances on each view; 3) how to quantify the contribution of each view; 4) how to quantify view variation. In the next section, we will meet these challenges.

B. Weighted MVSC

1) Bridging unbalanced incomplete views by constructing Laplacian graphs: When directly using MVSC to process an unbalanced dataset $\{X^{(v)}\}_{v=1}^{n_v} \subseteq \mathbb{R}^{d_v \times k_v}$, we will obtain these subspace matrices $\{A^{(v)}\}_{v=1}^{n_v} \subseteq \mathbb{R}^{k_v \times k_v}$ with different matrix sizes. Since $k_v$ is different for these views, it is difficult to directly deal with these subspaces for view bridge. To facilitate view bridge, we construct the following Laplacian graph as the view representation

$$M^{(v)\top} L_A^{(v)} M^{(v)} = D^{(v)} - W^{(v)},$$

where $D^{(v)} = \sum_{j} W^{(v)}_{A_{i,j}}$ and $W^{(v)} = (|M^{(v)\top} A^{(v)} M^{(v)}| + |M^{(v)\top} A^{(v)\top} M^{(v)}|)/2$. Note that the Laplacian graph $\lambda_{(v)\top} L_A^{(v)} M^{(v)} \in \mathbb{R}^{m \times m}$. Since $m$ is constant, the Laplacian graphs of different views have the same matrix size, which can be used to bridge unbalanced incomplete views.

2) Aligning views by introducing the disagreement function: Aligning the same instances in different views is the goal of bridging unbalanced incomplete views. We align different views based on the cluster indicator matrix, which represents the relationship between instances and clusters. Based on the relationship, we can group similar instances into one cluster. We assume that the $v$-th cluster indicator matrix $F^{(v)}$ is a perturbation of the consensus cluster indicator matrix $F^*$. To reduce further the negative influence of the perturbation, we align the same instances in different views by minimizing the disagreement between $F^{(v)}$ and $F^*$. For different datasets, we often need distinct disagreement functions. We design an adjustable disagreement function $d(F^*, F^{(v)})$ as follows

$$d(F^*, F^{(v)}) = \| F^{(v)} F^{(v)\top} - F^* F^*\|_F,  \quad (7)$$

where $k$ is a positive integer that is adjustable as needed, $F^{(v)} F^{(v)\top}$ is the similarity matrix of $F^{(v)}$, and $F^* F^*\top$ is the similarity matrix of $F^*$. Note that as $k$ changes, we can obtain different disagreement functions. This adjustable function can effectively improve the generalization ability of our scheme.

3) Integrating views by weighting them: The alignment in Eq. (7) cannot quantify the contribution of each view to clustering. Since strong views have more presented instances and lower incompleteness than weak views, strong views often contain more available data information and have greater contributions. To make full use of the information for clustering, we give strong views larger weights than weak views (larger weight means greater contribution). To judge the contribution of view $v$, we design the following weight $w_v$ based on its incompleteness

$$w_v = \begin{cases} 0, & \text{if } k_v < c; \\ \frac{\sum_{i} \sum_{j} M^{(v)}_{i,j}}{\sum_{i} \sum_{j} M^{(v)}_{i,j}} \times n_v, & \text{otherwise}, \end{cases} \quad (8)$$

where $\sum_{i} \sum_{j} M^{(v)}_{i,j}$ denotes the number of presented instances in the $v$-th view, $\sum_{v} \sum_{i} \sum_{j} M^{(v)}_{i,j}$ denotes the total number of present instances in all views. For the case $k_v < c$ (i.e., view $v$ is a dying view) in Eq. (8), it is incapable to divide $k_v$ instances into $c$ clusters. To learn available weights for unbalanced incomplete views, we remove dying views by assigning them zero weights. When we perform clustering, these views with $w_v = 0$ will be removed. If the number of dying views is $t_v$, we will update $n_v$ to $n_v - t_v$. Since strong views have more presented instances than weak views, strong views often contain more data information. To make full use of the presented data information for clustering, we give strong views larger weights than weak views in Eq. (8).

4) Quantifying view variation: To drive the view evolution, similar to the biological evolution theory, we need to quantify view variation. Inspired by Section 3C, we give strong views larger weights than weak views. To update each
weight adaptively, we leverage an iterative optimization procedure (see Section III-E in more detail). After each iteration, we can update the weight $w_v$ as follows:

$$w_v = \max(w_{\min}, \min(\mu w_v, w_{\max})),$$

where $w_{\max}$ is the upper bound of $w_v$, $w_{\min}$ is the lower bound of $w_v$. In our paper, we set $w_{\max} = w_v \prod_{i}(1 + 0.2^i)$ and $w_{\min} = w_v \prod_{i}(1 - 0.2^i)$, where $i$ is the iteration number. $\mu$ is a parameter to denote heritable variation (i.e., updating $w_v$).

To analyze the relative availability of each view, we normalize these weights (i.e., $\sum_v w_v = 1$). In our experiments, we use the normalize function of MATLAB to normalize them. Based on the effect of $\mu$ on the weight, we divide the update into three types:

- Favorable, if $\mu > 1$;
- Harmful, if $0 < \mu < 1$;
- Neutral, if $\mu = 1$.

Combining Eq. (9) and Eq. (10), similar to the biological evolution theory, the favorable update will increase the weight and the harmful update will decrease the weight. To improve the clustering results, we give strong views larger $\mu$ than the weak views at each iteration. Note that we can regard $\mu$ as the update rate of the weight. As the value of $|\mu - 1|$ increases, the difference between the weights before and after updating also increase, which will result in faster convergence. But too fast convergence may lead to failure to learn the optimal weights. In our experiment, we set $\mu = 1.1$ for strong views and $\mu = 0.9$ for weak views, and our experiment results show the effectiveness of this setting. Therefore, after each iteration, the weights of strong views will increase, while the weights of weak views will decrease. We call this phenomenon “strong views eat the weights of weak views”. Note that we remove dying views rather than weak views in Eq. 6. Although the weights of weak views will decrease due to Eq. 9, we still preserve these weak views for clustering.

Combining Eq. (2), Eq. (7) and Eq. (8), the final model of our weighted MVSC is as follows:

$$\min_{A(v), E(v), F(v)} \sum_v (w_v \|X(v) - X(v) A(v) - E(v)\|_F^2$$

$$+ \beta \|E(v)\|_1 + \eta \text{Tr}(F(v)^T M(v)^T L(v) M(v) F(v))$$

$$+ \alpha \|F(v) F(v)^T\|_F - \|F(v) F(v)^T\|_F^2)$$

$$s.t. \ F(v)^T F(v) = I, \ F(v)^T F(v) = I, \ A(v) 1 = 1, \ A(v) 0 = 0,$$

where $A(v) \in \mathbb{R}^{k_v \times k_v}$. Note that Eq. (11) only integrates different views structurally, and it is difficult to recover the incomplete data because no related technology is used. When a dataset has high incompleteness and several noises, Eq. (11) may obtain unsatisfactory clustering performance. In the next section, we will design the low-rank and robust representation model to recover and denoise the incomplete data.

C. Low-rank Representation for Data Recovery

For a real-world incomplete dataset, the low-rank representation is an effective method to recover the underlying true low-rank data matrix. The low-rank representation of the subspace is widely used in many subspace-based clustering methods to improve the clustering performance [45–48]. Most of these methods assume that the nuclear norm of the coefficient matrix (||·||) is balanced to the rank of the coefficient matrix (rank(·)). However, the results obtained with this assumption may deviate significantly from the truth [49]. Therefore, a reasonable low-rank representation of subspace can improve the clustering performance. $\gamma$-norm [49] is a state-of-the-art nonconvex low-rank representation method, which can get more accurate results than the nuclear norm used by most clustering methods. For any matrix $B$, its $\gamma$-norm is defined as:

$$\|B\|_\gamma = \sum_{i} \frac{(1 + \gamma) \epsilon_{B_i}}{\gamma + \epsilon_{B_i}},$$

where $\gamma$ is a penalty parameter and $\epsilon_{B_i}$ is the $i$-th singular value of $B$. We can find that $\lim_{\gamma \rightarrow -1} \|B\|_\gamma = \text{rank}(B)$ and $\lim_{\gamma \rightarrow +\infty} \|B\|_\gamma = \|B\|_\gamma$.

However, $\gamma$-norm can only handle single view data. Moreover, we only hope that $\gamma$-norm of $B$ tends to rank($B$) in most cases. To obtain a satisfactory low-rank representation, we design the $\Gamma$-norm $\|A(v)\|_G$ of $A(v)$ as follows:

$$\|A(v)\|_G = \frac{\sum_{i=1}^{k_v} \epsilon(v)_i}{\epsilon(v)_i + \gamma},$$

where $\epsilon(v)_i$ is the $i$-th singular value of $A(v)$. Note that if $\gamma \rightarrow 0$, $\|A(v)\|_G \rightarrow \text{rank}(A(v))$, and we choose a small $\gamma$ (e.g., $\gamma = 0.001$). Fig. 2 compares the rank approximation performance of the nuclear norm and our designed $\Gamma$-norm with different $\gamma$. Obviously, $\Gamma$-norm with $\gamma = 0.001$ is closer to the true rank than the nuclear norm.

To learn more satisfactory low-rank representation, we replace $L_1$-norm in Eq. (11) with a relaxed regularization $L_{2,1}$-norm that is robust to noises. $L_{2,1}$-norm of $E(v)$ is defined as:

$$\|E(v)\|_{2,1} = \sum_{i=1}^{d_v} \sqrt{\sum_{j=1}^{k_v} |E(v)_{ij}|^2}.$$
Combining Eq. (13) and Eq. (14), the low-rank representation is formulated as:
\[
\min_{A^{(v)}, E^{(v)}} \|A^{(v)}\|_G + \beta \|E^{(v)}\|_{2,1}. \tag{15}
\]
Note that \(A^{(v)} \in \mathbb{R}^{k \times k_v}\) and \(E^{(v)} \in \mathbb{R}^{d_v \times k_v}\). Therefore, the more instances of a view are presented, the more instance information is extracted by Eq. (15).

D. Objective Function

Integrating weighted MVSC (i.e., Eq. (11) and low-rank and robust representation (i.e., Eq. (15)), we can obtain final objective function:
\[
\min_{A^{(v)}, E^{(v)}, F^{(v)} } \sum_v \left( \|A^{(v)}\|_G + w_v \theta \|X^{(v)} - X^{(v)} A^{(v)} - E^{(v)}\|_F^2 + \eta \text{Tr}(F^{(v)} M^{(v)} T A^{(v)} M^{(v)} F^{(v)}) + \alpha \left( \frac{\|F^{(v)} F^{(v)} T\|_F^2}{\|F^{(v)} F^{(v)} T\|_F^2} - 1 \right) \right) + \beta \|E^{(v)}\|_{2,1}
\]
where \(\alpha, \beta, \eta\) are nonnegative parameters, which are used to control the trade-off between two objectives. \(\theta\) is a penalty parameter that needs to be tuned in the optimization (i.e., Section III-E). Note that Eq. (16) is a nonconvex function, which is often difficult to optimize. In the next section, we will design an iteration procedure to optimize it.

E. Optimization of Evolution

Inspired by Alternating Direction Method of Multipliers (ADMM)\[30, 31\], we introduce two auxiliary variables \((Q_1^{(v)}\) and \(Q_2^{(v)}\) to reformulate Eq. (16):
\[
\sum_v \left( \|Q_1^{(v)}\|_G + \alpha \left( \frac{\|F^{(v)} F^{(v)} T\|_F^2}{\|F^{(v)} F^{(v)} T\|_F^2} - 1 \right) \right) + \beta \|Q_2^{(v)}\|_{2,1}
\]
\[
+ w_v \theta \|X^{(v)} - X^{(v)} A^{(v)} - E^{(v)}\|_F^2 + \eta \text{Tr}(F^{(v)} M^{(v)} T L^{(v)} Q_2^{(v)} M^{(v)} F^{(v)})) + \beta \|E^{(v)}\|_{2,1}
\]
where \(Q_1^{(v)}\) and \(Q_2^{(v)}\) are served as the surrogates of \(A^{(v)}\) to simplify the optimization of Eq. (16). Therefore, the augmented Lagrangian function of Eq. (17) is formulated as follows:
\[
J = \sum_v \left( \|Q_1^{(v)}\|_G + \alpha \left( \frac{\|F^{(v)} F^{(v)} T\|_F^2}{\|F^{(v)} F^{(v)} T\|_F^2} - 1 \right) \right) + \beta \|Q_2^{(v)}\|_{2,1} + \eta \text{Tr}(F^{(v)} M^{(v)} T L^{(v)} Q_2^{(v)} M^{(v)} F^{(v)}) + \beta \|E^{(v)}\|_{2,1}
\]
\[
+ \|A^{(v)} - Q_1^{(v)} - H_1^{(v)} \theta\|_F^2 + \|A^{(v)} - Q_2^{(v)} - H_2^{(v)} \theta\|_F^2,
\]
where \(H_1^{(v)}, H_2^{(v)}, H_2^{(v)}\) and \(\theta\) are Lagrange multipliers. Note that Eq. (13) is not convex for all variables simultaneously, and it is difficult to solve Eq. (13) in one step. Thus, we design the following nine-step procedure to update each variable iteratively \[49\].

Step 1. Updating \(F^{(v)}\). Fixing the other variables, for the update of \(F^{(v)}\), we need to minimize
\[
J(F^{(v)}) = \|F^{(v)} F^{(v)} T\|_F^2 - \text{Tr}(F^{(v)} M^{(v)} T L^{(v)} Q_2^{(v)} M^{(v)} F^{(v)}) + \beta \|E^{(v)}\|_{2,1}.
\]
Since \(\|F^{(v)} F^{(v)} T\|_F^2 = \|F^{(v)} F^{(v)} T\|_F^2 = \|F^{(v)} F^{(v)} T\|_F^2\). \(\alpha\) can be rewritten as
\[
J(F^{(v)}) = \alpha \text{Tr}(O F^{(v)} F^{(v)} T - I) = \text{Tr}(F^{(v)} M^{(v)} T L^{(v)} Q_2^{(v)} M^{(v)} F^{(v)}).
\]

Since \(\alpha, k\) are constant, we can ignore them for simplicity. Thus, we also rewrite Eq. (20)
\[
J(F^{(v)}) = \alpha \text{Tr}(O F^{(v)} F^{(v)} T - I) = \text{Tr}(F^{(v)} M^{(v)} T L^{(v)} Q_2^{(v)} M^{(v)} F^{(v)}).
\]

Step 2. Updating \(A^{(v)}\). Similar to \(F^{(v)}\), we have
\[
A^{(v)} = \left( X^{(v)} X^{(v)} + 2I \right)^{-1} \left( X^{(v)} T (X^{(v)} + H_0^{(v)} \theta) - E^{(v)} \right)
\]
\[
+ Q_1^{(v)} + Q_2^{(v)} - H_1^{(v)} \theta - H_2^{(v)} \theta.
\]
Since \(\left( X^{(v)} T X^{(v)} + 2I \right)^{-1}\) is constant, we can pre-compute it before our optimization to reduce the computational cost.

Step 3. Updating \(Q_1^{(v)}\). Fixing the other variables, we update \(Q_1^{(v)}\) by solving
\[
Q_1^{(v)} = \arg \min_{Q_1^{(v)}} \|Q_1^{(v)}\|_G + \frac{w_v \theta}{2} \|Q_1^{(v)} - T^{(v)}\|_F^2,
\]
where \(T^{(v)} = A^{(v)} + H_0^{(v)} \theta\). Note that \(\|Q_1^{(v)}\|_G\) is the nonconvex surrogate of rank\((Q_1^{(v)})\), and the subproblem of updating \(Q_1^{(v)}\) is a nonconvex function. Thus, it is difficult for us to directly obtain a closed-form solution to this problem. Fortunately, based on the Moreau-Yosida regularization technology and difference of convex (DC) programming \[52\], we can decompose Eq. (24) as the difference of two convex functions to obtain the closed-form solution as follows.

At the \((t + 1)\)th iteration \((t > 0)\), we update \(Q_1^{(v)}\) by solving the following subproblem:
\[
Q_1^{(v)} = \arg \min_{Q_1^{(v)}} \|Q_1^{(v)}\|_G + \frac{w_v \theta}{2} \|Q_1^{(v)} - T^{(v)}\|_F^2.
\]

(24)
To solve Eq. (24), we first develop the following theorem and the corresponding proposition.

**Theorem 1.** Let $\mathbf{T} = \mathbf{U}\mathbf{\Sigma}_T\mathbf{V}^T$ be the SVD of $\mathbf{T}$, where $\mathbf{\Sigma}_T = \text{diag}(\sigma_T)$. Set $H(Q_1^{(v)}) = ||Q_1^{(v)}||_F = h\circ\sigma_Q$ be a unitarily invariant function.

$$\min_{Q_1^{(v)}} H(Q_1^{(v)}) + \frac{\omega}{2}||Q_1^{(v)} - A||_F^2. \tag{25}$$

Then an optimal solution to the following problem is $Q^* = \mathbf{U}\mathbf{\Sigma}_0\mathbf{V}^T$, where $\mathbf{\Sigma}_0 = \text{diag}(\sigma^*)$ and $\sigma^* = \text{prox}_{h,\omega}(\sigma_T)$. 

$$\text{prox}_{h,\omega}(\sigma_T) = \arg\min_{\sigma} h(\sigma) + \frac{\omega}{2}||\sigma - \sigma_T||_2^2. \tag{26}$$

**Proof.** Since $\mathbf{T} = \mathbf{U}\mathbf{\Sigma}_T\mathbf{V}^T$, then $\mathbf{\Sigma}_T = \mathbf{U}^T\mathbf{T}\mathbf{V}$. Denoting $\mathbf{M}^{(v)} = \mathbf{U}^{(v)^T}Q_1^{(v)}\mathbf{V}^{(v)}$, which has exactly the same singular values as $Q_1^{(v)}$, we have

$$H(\mathbf{M}^{(v)}) = H(\mathbf{\Sigma}_M^{(v)}) + \frac{\omega}{2}||\mathbf{M}^{(v)} - \mathbf{\Sigma}_T||_F^2. \tag{27a}$$

$$\geq H(\mathbf{\Sigma}_M^{(v)}) + \frac{\omega}{2}||\mathbf{\Sigma}_M^{(v)} - \mathbf{\Sigma}_T||_F^2. \tag{27b}$$

$$= H(\mathbf{\Sigma}_Q^{(v)}) + \frac{\omega}{2}||\mathbf{\Sigma}_Q^{(v)} - \mathbf{\Sigma}_T||_F^2, \tag{27c}$$

$$= h(\sigma) + \frac{\omega}{2}||\sigma^* - \sigma_T||_2^2, \tag{27d}$$

$$\geq h(\sigma^*) + \frac{\omega}{2}||\sigma^* - \sigma_T||_2^2. \tag{27e}$$

Note that Eq. (27d) holds since the Frobenius norm is unitarily invariant; Eq. (27e) is due to the Hoffman-Wielandt inequality; and Eq. (27d) holds as $\mathbf{\Sigma}_Q^{(v)} = \mathbf{\Sigma}_M$. Thus, Eq. (27d) is a lower bound of Eq. (27c). Because $\mathbf{\Sigma}_M = \mathbf{\Sigma}_Q^{(v)} = Q_1^{(v)} = \mathbf{U}^{(v)^T}\mathbf{M}^{(v)}\mathbf{V}^{(v)}$, the SVD of $\mathbf{M}^{(v)}$ is $\mathbf{M}^{(v)} = \mathbf{U}^{(v)^T}\mathbf{\Sigma}_M^{(v)}\mathbf{V}^{(v)}$. By minimizing Eq. (27c), we get $\sigma^*$. Hence $\mathbf{M}^* = \mathbf{U}\text{diag}(\sigma^*)\mathbf{V}^T$, which is the optimal solution of Eq. (25). Thus, Theorem 1 is proved. \square

Note that $||Q_1^{(v)}||_F$ is the nonconvex surrogate of rank$(\mathbf{Q}_1^{(v)})$, and the subproblem of updating $Q_1^{(v)}$ is a nonconvex function. Thus, it is difficult for us to directly obtain a closed-form solution to this problem. Fortunately, based on the Moreau-Yosida regularization technology and difference of convex (DC) programming [52], we can decompose Eq. (24) as the difference of two convex functions and iteratively optimize it by linearizing the concave term at each iteration. For the $(t + 1)$ th iteration, we have

$$\sigma^{t+1} = \arg\min_{\sigma_T} h(\sigma_t) + \frac{\omega_t}{2}||\sigma_t - \sigma_T||_2^2, \tag{28}$$

which admits a closed-form solution [53]

$$\sigma^{t+1} = (\sigma_T) - \frac{\varphi_t}{\omega_t} \sigma_t, \tag{29}$$

where $\varphi_t = \partial h(\sigma_t)$ is the gradient of $h(\cdot)$ at $\sigma_t$, and $U^{(v)}\text{diag}(\sigma_T^{(v)})\mathbf{V}^{(v)^T}$ is the SVD of $(\mathbf{A}^{(v)} + H_1^{(v)}/(w_v\theta))$. After several iterations, it converges to a locally optimal point $\sigma^*$. Then $Q_1^{(v)+1} = U^{(v)}\text{diag}(\sigma^*)\mathbf{V}^{(v)^T}$.

**Step 4.** Updating $Q_2^{(v)}$. Similar to $F^{(v)}$ and [40], we can update $Q_2^{(v)}$ as follows:

$$Q_{2,ij}^{(v)} = \begin{cases} R_{i,j}^{(v)} - \frac{\eta}{2w_v\theta} \mathbf{S}_{i,j}^{(v)}, & \text{if } R_{i,j}^{(v)} \geq \frac{\eta}{2w_v\theta} \mathbf{S}_{i,j}^{(v)}; \\ R_{i,j}^{(v)} + \frac{\eta}{2w_v\theta} \mathbf{S}_{i,j}^{(v)}, & \text{if } R_{i,j}^{(v)} < \frac{\eta}{2w_v\theta} \mathbf{S}_{i,j}^{(v)}. \end{cases} \tag{30}$$

**Step 5.** Updating $\vartheta^{(v)}$. Due to $Q_2^{(v)} = 1$ with Eq. (30), the Lagrange multiplier can be updated as follows:

$$\vartheta_i^{(v)} = \frac{w_v\theta(\sum_{j=1}^T(Q_{2,ij}^{(v)} - H_2^{(v)}/w_v\theta) - 1)}{1 - n_v}. \tag{31}$$

**Step 6.** Updating $E^{(v)}$. Similar to $F^{(v)}$, we update $E^{(v)}$ as follows:

$$E^{(v)} = (\frac{\beta}{w_v\theta} D^{(v)} + I)^{-1} K^{(v)}, \tag{32}$$

where $D^{(v)} = \partial ||E^{(v)}||_F^2/\partial E^{(v)} E^{(v)^T}$, $K^{(v)} = X^{(v)} - X^{(v)} A^{(v)}/(w_v\theta)$.

**Step 7.** Updating $F^*$. Similar to $F^{(v)}$, we minimize the following objective function:

$$- \alpha \text{Tr}(F^{(v)} F^{(v)^T}) \rightarrow \text{Tr}(F^{(v)^T} (-F^{(v)} F^{(v)^T}) F^*). \tag{33}$$

We can obtain the optimal solution $F^*$ by calculating the $c$ eigenvectors of $\sum_v(F^{(v)} F^{(v)^T})$ corresponding to the $c$ largest eigenvalues.

**Step 8.** Updating $H_0^{(v)}, H_1^{(v)}, H_2^{(v)}$. Similar to $F^{(v)}$, we update $H_0^{(v)}, H_1^{(v)}$ and $H_2^{(v)}$ by

$$H_0^{(v)} = H_0^{(v)} + w_v\theta(X^{(v)} - X^{(v)} A^{(v)} - E^{(v)}) \tag{34}$$

$$H_1^{(v)} = H_1^{(v)} + w_v\theta(A^{(v)} - Q_1^{(v)}) \tag{34}$$

$$H_2^{(v)} = H_2^{(v)} + w_v\theta(A^{(v)} - Q_2^{(v)}) \tag{34}$$

**Step 9.** Updating $w_v$ and $\theta$. Fixing the other variables, we update $w_v$ by Eq. (9). Similarly, we update $\theta$ by

$$\theta = \min(\phi\theta, \theta_{\max}), \tag{35}$$

where $\phi$ and $\theta_{\max}$ are constant. We set $\phi = 1.1$ and $\theta_{\max} = 10^7$ in our experiments.

**F. Convergence Analysis**

Note that the optimization of UIMC is simplified as nine steps. Each step can obtain the closed solution w.r.t. the corresponding variable. The objective function is bounded and all the above nine steps do not increase the objective function value. For Step 1, Step 2, and Step 4-9, we can easily find their objective functions are bounded and these steps do not increase the objective function value. Therefore, we try to analyze the impact of Step 3 on the objective function in our submission.
For convenience, we write $||Q_1(v)||_F$ as $H(Q_1(v))$ in Eq. (16) in our submission.

$$J(Q_1(v), A(v), H_1(v), w_v) = \sum_v (H(Q_1(v)))$$

$$+ \frac{w_v\theta}{2}||A(v) - Q_1(v)||_F^2 + \frac{H(v)}{w_v\theta}||A(v) - Q_1(v)||_F^2$$

where $<\cdot,\cdot>$ is the inner product of two matrices.

**Lemma 1.** $Q_1(v)$ is bounded.

**Proof.** With some algebra, we can obtain

$$J(Q_1(v), A(v), H_1(v), w_v)$$

$$= J(Q_1(v), A(v), H_1(v)^{-1}, w_v^{-1})$$

$$+ \frac{w_v\theta}{2}||A(v) - Q_1(v)||_F^2$$

$$+ \frac{1}{2\theta}\sum_v (H(v)) + \frac{H(v)}{w_v\theta}||A(v) - Q_1(v)||_F^2$$

Then,

$$J(Q_1(v)^{t+1}, A(v)^{t+1}, H_1(v)^{t+1}, w_v^{t+1})$$

$$\leq J(Q_1(v)^{t+1}, A(v)^{t+1}, H_1(v)^{t+1}, w_v^{t+1})$$

$$\leq J(Q_1(v)^{t+1}, A(v)^{t+1}, H_1(v)^{t+1}, w_v^{t+1})$$

$$+ \frac{w_v\theta}{2}||A(v) - Q_1(v)||_F^2$$

Iterating the inequality chain t times, we obtain

$$J(Q_1(v)^{t+1}, A(v)^{t+1}, H_1(v)^{t+1}, w_v^{t+1})$$

$$\leq J(Q_1(v)^{t+1}, A(v)^{t+1}, H_1(v)^{t+1}, w_v^{t+1})$$

$$+ \frac{w_v\theta}{2}||A(v) - Q_1(v)||_F^2$$

Based on the definition of $w_v$ and $\theta$ in our submission, we have $\sum_{i=1}^{\infty} (w_v^i + w_{v-1})/(2\theta (w_v^{i-1})^2) < \infty$. Since $||H_1(v)^{t+1} - H_1(v)^{t+1}||_F^2$ is bounded, all terms on the right-hand side of the above inequality are bounded, thus $J(Q_1(v)^{t+1}, A(v)^{t+1}, H_1(v)^{t+1}, w_v^{t+1})$ is upper bounded.

Besides,

$$J(Q_1(v)^{t+1}, A(v)^{t+1}, H_1(v)^{t+1}, w_v^{t+1})$$

$$= H(Q_1(v)^{t+1}) + \frac{w_v\theta}{2}||A(v)^{t+1} - Q_1(v)^{t+1}||_F^2$$

Since each term on the right-hand side is bounded, $A(v)^{t+1}$ is bounded. By the last term on the right-hand of Eq. (40), $\{Q_1(v)^t\}$ is bounded. Therefore, both $\{Q_1(v)^t\}$ and $\{A(v)^t\}$ are bounded.

**Lemma 2.** Let $\{Q_1(v)^t, A(v)^t, H_1(v)^t\}$ be the sequence and $\{Q_1(v)^t, A(v)^t, H_1(v)^t\}$ be an accumulation point. Then $\{Q_1(v)^t, A(v)^t\}$ is a stationary point if $\lim_{t \to \infty} w_v(t) (A(v)^{t+1} - A(v)^t) \to 0$.

**Proof.** The sequence $\{Q_1(v)^t, Z(v)^t, H_1(v)^t\}$ is bounded as shown in Lemma [2] By Bolzano-Weierstrass theorem, the sequence must have at least one accumulation point, e.g., $\{Q_1(v)^t, A(v)^t, H_1(v)^t\}$. Without loss of generality, we assume that $\{Q_1(v)^t, A(v)^t, H_1(v)^t\}$ itself converges to $\{Q_1(v)^\ast, A(v)^\ast, H_1(v)^\ast\}$. Since $A(v)^\ast - Q_1(v)^\ast = (H_1(v)^\ast - H_1(v)^{t-1})/(w_v^t\theta)$, we have $\lim_{t \to \infty} A(v)^t - Q_1(v)^t = 0$. Thus the primal feasibility condition is satisfied.

For $Q_1(v)^{t+1}$, it is true that

$$\frac{\partial}{\partial Q_1(v)^{t+1}} (Q_1(v)^t, A(v)^t, H_1(v)^t, w_v^t)$$

$$= H(Q_1(v)^{t+1}) + w_v^t\theta(A(v)^t - Q_1(v)^t)$$

$$= H(Q_1(v)^{t+1}) + w_v^t\theta(A(v)^t - A(v)^t) = 0.$$
G. Complexity Analysis

From Section III-E, the major computational costs of our proposed UIMC mainly come from the operations like matrix inverse, SVD, and eigenvalue decomposition. Therefore, Steps 3, 7, and 8 are the main computational costs. For Steps 3, 7, and 8, they have the same maximum computational complexity $O(k_n^3)$. Therefore, the whole computational complexity of UIMC is about $O(i \sum_{v=1}^{n} k_v^3)$, where $i$ is the iteration number, $n_v$ is the view number, and $k_v$ is the number of presented instances in view $v$. To quantify the computational complexity, we report the time cost under different PERs in Table VII.

IV. PERFORMANCE EVALUATION

We first illustrate the clustering performance of the proposed UIMC, then verify UIMC’s convergence, and finally analyze UIMC’s parameter sensitivity.

A. Datasets

We conduct experiments on four real-world multi-view datasets (shown in Table II) as follows: BUAA dataset [55], 3-Sources dataset [4], BBC dataset and Digit dataset [30].

1) BUAA-visnir face dataset (BUAA): BUAA has 90 visual images and 90 near infrared images (i.e., 180 instances), which are categorized into 10 classes (i.e., 10 clusters). Each image is described by two views: VIS and NIR.

2) 3 Sources dataset (3 Sources): 3-Sources contains 948 news articles collected from three online news sources (i.e., 3 views): BBC, Reuters (REU), and The Guardian (GUA). We select a subset with 169 articles (i.e., 169 instances), which are categorized into 6 topical labels (i.e., 6 clusters).

3) BBC dataset (BBC): BBC is collected from the BBC news website consisting of 685 documents (i.e., 685 instances). Each document was split into four segments (i.e., View Ba, View Bb, View Bc, and View Bd) and was manually annotated with one of five topical labels (i.e., 5 clusters).

4) Handwritten digit dataset (Digit): Digit contains 2000 handwritten numerals (i.e., 2000 instances) collected from the following views: (i) 216 profile correlations (FAC), (ii) 76 Fourier coefficients of the character shapes (FOU), (iii) 64 Karhunen-Loeve coefficients (KAR), (iv) 240 pixel averages in $2 \times 3$ windows (PIX), (v) 47 Zernike moments (ZER).

Data preprocessing: To obtain incomplete multi-view data for clustering, we need to preprocess the real data. Following [21], we randomly delete some instances from each view to obtain incomplete views. For an incomplete multi-view dataset, we denote its average missing rate as PER, and we set different PERs from 0 to 0.5. To describe the missing rate of each view, we define an average missing rate vector $r = [0, 0.1, 0.2, \ldots, 0.5]$, which represents a series of average missing rates (from PER=0 to PER=0.5). For an unbalanced incomplete multi-view dataset, different views have distinct missing rate vectors, whose average is average missing rate vector $\bar{r}$. The unbalanced incompleteness includes many cases, and we use a representative case for each dataset. The used missing rate vector of each view is shown in Table III. For example, for the 3-Sources dataset, when the average missing rate PER=0.1, the missing rate of GUA is $1.8 \times 0.1 = 0.18$.

B. Compared Methods

We compare our proposed UIMC with the following eight state-of-the-art methods, which are the most relevant to our work:

(a) BSV (Best Single View) [30] first fills in the missing views with the average of instances in the corresponding view, then performs K-means clustering on each view separately. Finally, we report the best clustering result.

(b) Concat [30], same as BSV, first fills in all the missing data, then concatenates all views into one single view, and finally performs K-means clustering on the single view.

(c) PVC [29] establishes a latent subspace to align two incomplete views.

(d) IMG [30] extends PVC by introducing manifold learning.

(e) MIC [31] extends MultiNMF via weighted NMF and $L_{2,1}$ regularization.

(f) DAIMC [21] extends MIC via weighted semiNMF and $L_{2,1}$-norm regularization regression.

(g) IMSC-Agil [55] learns the common representation by exploiting graph learning and spectral clustering.

(h) UEAF [30] performs clustering by aligning the unified common embedding.

BSV and Concat are the baseline methods in our experiments. Note that all results of compared methods are produced by released codes, some of which may be inconsistent with published information due to different pretreatment processes. All the codes in our experiments are implemented in MATLAB R2020b and run on a Windows 10 machine with 3.30 GHz E3-1225 CPU, 64 GB main memory. We perform the following two types of experiments:

The average missing rate is the average of the missing rates of all views.
1) Balanced incomplete multi-view clustering on the BUAA dataset: We compare UIMC with all the above methods.

2) Unbalanced incomplete multi-view clustering on 3-Sources, BBC and Digit datasets: Note that MIC, DAIMC, IMSC_AGL, and UEAF cannot cluster unbalanced incomplete multi-view datasets. For each dataset, similar to Concat, we concatenate all incomplete views into one view, and perform these methods on the single view. Since PVC and IMG are based on two views (neither one view nor more than two views), we do not compare UIMC with PVC and IMG here. For three parameters in UIMC, we set $\alpha = 10^{-2}$, $\beta = 10^5$, and $\eta = 10^{-1}$.

**Evaluation metrics:** Following [29], we repeat each experiment 10 times and report the average clustering results. Following [35], [39], we evaluate the results by three popular clustering evaluation metrics: accuracy (ACC), normalized mutual information (NMI), and Purity. For these evaluation metrics, the larger value represents the better clustering performance.

### C. Experimental Results and Analysis

**Fig. 3** shows the balanced incomplete multi-view clustering results and **Fig. 4** gives the unbalanced incomplete multi-view clustering results. Obviously, UIMC performs best on all datasets, which shows that UIMC is not sensitive to the dataset. Impressively, compared with the best performing method among compared methods on Digit dataset with PER=0.4 (Fig. 4g), UIMC at least raises ACC by 44.50%, NMI by 42.70%, purity by 43.15%.

1) **Balanced incomplete multi-view clustering:** In Fig. 3 our proposed UIMC outperforms significantly compared methods for all missing rates. Specifically, relative to the compared methods, UIMC at least improves clustering performance (ACC+NMI+Purity) by 17.63% with PER=0.1, by 15.42% with PER=0.3, by 11.06% with PER=0.5. It is mainly because based on $L_{2,1}$-norm, UIMC can learn the robust representation to decrease the influence of noises in BUAA. Also, the superior improvement proves that UIMC performs better than other state-of-the-art methods on balanced incomplete multi-view clustering tasks. Compared with PVC, IMG raises clustering results when PER=0.1 and PER=0.3. The reason is that based on a graph Laplacian term, IMG can learn the global structure. Obviously, UIMC obtains better clustering performance because UIMC aligns two incomplete views by minimizing the disagreement between their cluster indicator matrix and the consensus. This shows that UIMC can handle balanced incomplete multi-view clustering tasks more effectively than the other state-of-the-art methods.

2) **Unbalanced incomplete multi-view clustering:** In Fig. 4 our proposed UIMC also obtains better performance than other state-of-the-art methods on three datasets for unbalanced incomplete clustering. As the PER increases, the clustering results of other methods drop sharply, but UIMC still keeps satisfactory clustering performance due to our proposed weighted MVSC. The main reason is that UIMC can cover these data with the help of $\Gamma$-norm, which decreases the influence.
of incompleteness. Interestingly, comparing the performance improvement of UIMC on 3-Sources, BBC and Digit datasets, we find that UIMC has the largest improvement on BBC and the least improvement on Digit. It is because UIMC weights each view based on its incompleteness, which makes full use of these presented instances for clustering. When \( \text{PER} > 0 \), both MIC and DAIMC perform worse than BSV and Concat. It is because MIC and DAIMC rely on view alignment but they cannot align different views after concatenating all views. This also shows that it is invalid to solve the unbalanced incomplete multi-view clustering problem by concatenating all the views. Compared with Concat, IMSC_AGL and UEAF have a small improvement. For example, when clustering the BBC dataset with \( \text{PER} = 0.2 \), IMSC_AGL and UEAF improve clustering results by up to 10%, while our proposed UIMC improves the performance by at least 30%. The large improvements show that UIMC effectively solves the unbalanced incomplete multi-view clustering problem. The reason is that UIMC effectively bridges these incomplete views by constructing the Laplacian graphs with the same matrix size. Moreover, it also shows our adaptive weighting strategy can adaptively assign larger weights to more available views for better clustering results.

### D. Weight Study

Some incomplete multi-view clustering methods also weigh each view to identify its importance. In this section, we compare our proposed UIMC with these methods in detail. MIC and DAIMC use a diagonal incomplete indicator clustering matrix as a weight matrix. But they cannot directly quantify the importance of different views from this matrix. Borrowing the idea of BMVC [13], UEAF weighs different views for clustering. Since the weighting strategy of UEAF is the most similar to ours, we compare our proposed UIMC with UEAF. Firstly, we will study the impact of unbalanced incompleteness on the view availability. Then, we will compare the weight learned by UEAF and the weight learned by UIMC on unbalanced incomplete multi-view clustering.

1) **Impact of Unbalanced Incompleteness on the View Availability:** To visually demonstrate the impact of unbalanced incompleteness on each view, we perform UIMC on each view of both balanced incomplete multi-view datasets (shown in Fig. 5) and unbalanced incomplete multi-view datasets (shown in Fig. 6). Note that the balanced incomplete multi-view clustering performance (i.e., Fig. 5) is the baseline. For each balanced incomplete multi-view dataset, we randomly
delete the same number of instances from each view to obtain balanced incomplete views.

From Fig. 5 we can find that the relative availability of each view remains unchanged in most cases. For example, when clustering the BBC dataset, Bb has the highest availability on both PER=0.1 and PER=0.2. Moreover, under the same PER, the availability (or performance) of different views does not differ by more than 20%. For instance, when clustering the 3-Sources dataset on PER=0.1, the difference between the three views is just 10%.

From Fig. 6 we can notice that the view with a lower missing rate (i.e., strong view) tends to have higher availability than the view with a higher missing rate (i.e., weak view). For example, when clustering the BBC dataset on PER=0.5, Ba has the highest availability among the four views. It is because the incompleteness of Ba is the lowest (shown in Table III), and Ba has the most available information for clustering. Besides, as PER increases, the difference between the strong view and the weak view will increase. For instance, when clustering the 3-Sources dataset, in terms of NMI, BBC outperforms GUA by about 5% on PER=0 and by about 30% on PER=0.5. Moreover, the difference also illustrates the validity of Definition II (i.e., “Strong view” and “Weak view”). To further show the validity of our definitions, we report the view completeness in Fig. 6(d) and 6(h). Obviously, when PER > 0, the view with higher completeness (lower incompleteness) obtains better performance. For example, when PER=0.4 on the 3-Sources dataset, BBC has the highest completeness and the best clustering performance, while GUA has the lowest completeness and the worst clustering performance. Thus, we can think that BBC is a strong view and GUA is a weak view, which is consistent with our definition in Definition II.

One can ask what if changing the missing rate vector in Table III. Thus, we perform UIMC on 3-Sources Dataset with PER=0.5. The clustering results are shown in Table IV where BSV and Concat are the baseline methods. Obviously, UIMC outperforms baseline methods in all the cases. Moreover, when the missing rates of BBC, REU, and GUA are 0, 0.5, and 1, respectively, UIMC obtains the best performance. The main reason is that based on the adaptive weighting strategy, UIMC can make full use of the information of each view for clustering. UIMC’s satisfactory performance also shows the effectiveness of our proposed view evolution. Note that GUA is a dying view, which is removed by Eq. (8). Thus, we only integrate two preserved views (i.e., BBC and REU) for clustering. This also shows that we can directly handle several unbalanced incomplete multi-view clustering cases.

To further demonstrate the effectiveness of our weighting strategy (i.e., Eq. (8) and Eq. (9)), we set a baseline: fixing each weight (called “fw”). For fw, we remove Eq. (9) and only obtain the view weight through Eq. (8). We call our full UIMC “full”. We compare “full” with “fw” on the 3-Sources dataset. Table VI shows the performance comparison. Obviously, “full” outperforms “fw” in all the cases, which verifies the effectiveness of our weighting strategy.

2) Weight Comparison between UEAF and UIMC: To further demonstrate the rationality of the weights we learn, we compare our proposed UIMC with UEAF. In the comparison, we perform UIMC and UEAF on three unbalanced incomplete multi-view datasets: 3-Sources, BBC and Digit. But UEAF cannot directly cluster these unbalanced incomplete data. Similar to BSV and Concat, we fill in the missing views with the average of instances in the corresponding views to obtain complete views, then perform UEAF on the complete multi-view dataset. For UIMC, we directly perform it on unbalanced incomplete multi-view datasets. Based on this experiment, we will compare the weights learned by UEAF and the weights learned by UIMC. The results are shown in Table IV.

Combining Fig. 6 and Table LV we can find that though UEAF can learn a weight for each view, this weight does not reflect the availability of a view. For example, when using UEAF to cluster the BBC dataset on PER=0.5, the weight...
of Ba is 0.0198 and the weight of Bd is 0.9120. In fact, as shown in Fig. 6(e)-Fig. 6(g), Ba has higher availability than Bd. The reason is that UAF ignores the impact of unbalanced incompleteness on view availability.

Impressively, our proposed UIMC can adaptively assign proper weight to each view, which can accurately reflect the availability of the view. For instance, when using UIMC to cluster the BBC dataset on PER=0.5, the weight of Ba is 0.4371 and the weight of Bd is 0.0510. As shown in Fig. 6(e)-Fig. 6(g), Ba has higher availability than Bd, which also shows the effectiveness of our weight strategy.

In summary, when clustering unbalanced incomplete multi-view datasets, the weight learned by UIMC is more accurate than the weight learned by UAF.

E. Parameter Sensitivity and Convergence Study

We study the sensitivity of parameters (α, β and η) by conducting unbalanced incomplete multi-view clustering on the Digit dataset. We set PER=0.3 and report the clustering performance of UIMC versus α, β and η. From Fig. 7(a) and 7(b), as these parameters change, UIMC keeps stable and satisfactory clustering performance. It illustrates that UIMC is insensitive to these parameters to some extent. Besides, UIMC obtains the best clustering results when α=10^{-2}, β=10^0 and η=10^{-1}, which are our recommended values.

We study UIMC’s convergence by experimenting on the BBC dataset with different PERs. We set the hyper-parameters α, β, η as 10^{-2}, 10^0, 10^{-1}, respectively. Fig. 7(c) shows that the convergence curve versus the number of iterations. The blue dashed line indicates the convergence of the objective function. It can be seen that UIMC has converged just after 16 iterations for all PERs, which verifies the convergence of UIMC. Table VII also shows the convergence time in different cases. Note that as PER increases, the convergence time will decrease. It is because when the missing rate increases, the data matrix will become more sparse. This sparse matrix can speed up calculations.

V. Conclusion

In this paper, we propose a novel unbalanced incomplete multi-view clustering method, named UIMC. To our best
knowledge, it presents the first effective method to cluster multiple views with different incompleteness. Inspired by the biological evolution theory, we propose the scheme of view evolution to integrate these unbalanced incomplete views for clustering. After each iteration of optimization, the weights of strong views increase, while the weights of the weak views decrease. Extensive experiments on four real-world multi-view datasets show the superior performance gain and effectiveness of UIMC. Impressively, compared with the baseline method Concat on the Digit dataset with the missing rate of 0.4, other state-of-the-art methods at least improve ACC by 5.20%, NMI by 7.33% and purity by 8.30%, while our proposed UIMC at least improves ACC by 51.35%, NMI by 51.26% and purity by 51.20%. In the feature, we will introduce online learning to reduce the computational cost of UIMC.

### TABLE VII: Convergence time (Time(s)) under each average missing rate (PER) on BBC and Digit.

| PER   | Time(s) | The BBC dataset | Time(s) | The Digit dataset |
|-------|---------|-----------------|---------|-------------------|
| 0     | 162.2525| 153.9034        | 349.0930| 303.1353          |
| 0.1   | 146.9688|                | 349.0930| 303.1353          |
| 0.2   | 141.0714|                | 349.0930| 303.1353          |
| 0.3   | 140.3818|                | 349.0930| 303.1353          |
| 0.4   | 140.3818|                | 349.0930| 303.1353          |
| 0.5   | 135.5273|                | 349.0930| 303.1353          |
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