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Abstract

Protostars likely accrete material at a highly time-variable rate, but measurements of accretion variability from the youngest protostars are rare, as they are still deeply embedded within their envelopes. Submillimeter/millimeter observations can trace the thermal response of dust in the envelope to accretion luminosity changes, allowing variations in the accretion rate to be quantified. In this paper, we present contemporaneous submillimeter/millimeter light curves of variable protostars in Serpens Main, as observed by the ALMA Atacama Compact Array (ACA), the Submillimeter Array (SMA), and the James Clerk Maxwell Telescope (JCMT). The most recent outburst of EC 53 (V371 Ser), an ∼18 month periodic variable, is well sampled in the SMA and JCMT observations. The SMA light curve of EC 53 is observed to peak weeks earlier and exhibit a stronger amplitude than at the JCMT. Stochastic variations in the ACA observations are detected for SMM 10 IR, with an amplitude a factor of ∼2 greater than that seen by the JCMT. We develop a toy model of the envelope response to accretion outbursts to show that EC 53’s light curves are plausibly explained by the delay associated with the light travel time across the envelope and the additional dilution of the JCMT response, due to the incorporation of cold envelope material in the beam. The larger JCMT beam can also wash out the response to rapid variations, which may be occurring for SMM 10 IR. Our work thus provides a valuable proof of concept for the use of submillimeter/millimeter observations as a means of probing both the underlying accretion luminosity variations and the protostellar environment.

Unified Astronomy Thesaurus concepts: Star formation (1569); Accretion (14); Protostars (1302); Eruptive variable stars (476); Submillimeter astronomy (1647)

1. Introduction

The infall of material from the envelopes surrounding the youngest protostars inevitably produces a circumstellar accretion disk, which serves as the primary reservoir of material for further stellar growth. Accretion through the disk is expected to be highly episodic in nature, and indeed a wide variety of variability and accretion outburst phenomena are commonly observed in the more evolved T Tauri stars (see the recent review by Fischer et al. 2022). Owing to their deeply embedded nature, however, accretion variability in protostars is less often observed and, consequently, more poorly understood. This earliest period of the stellar life cycle is where the majority of the final mass (≥90%; Fischer et al. 2022) is assembled, however, and up to ∼25% of the mass may be accumulated in outbursts (McKee & Offner 2011; Fischer et al. 2019). Constraining the accretion behaviors in protostars is thus of fundamental importance for star formation theory.

The lack of emission at near-IR (NIR) to UV wavelengths from protostars necessitates alternative diagnostics for accretion variability, as traditional measures such as emission-line strength and UV-excess measurement (Hartmann et al. 2016) are inaccessible. Indirectly, the clumpy structure of the outflows (e.g., Plunkett et al. 2015; Jhan et al. 2022) and the envelope chemistry (e.g., Jørgensen et al. 2013) can provide a fossil record of past accretion activity. Changes in the accretion rate produce a directly observable response in the envelope emission at far-IR (FIR) and longer wavelengths, as the shorter-wavelength emission from the accretion luminosity is absorbed and reradiated. This was first shown for simple spherically symmetric envelope models and parameterized outbursts by Johnstone et al. (2013), while MacFarlane et al. (2019a, 2019b) considered the observability of the outbursts produced in hydrodynamical simulations of unstable disks. The response at FIR (∼100 μm) wavelengths should be approximately proportional to the accretion luminosity change, whereas the submillimeter/millimeter response instead traces the temperature change in the envelope (Contreras Peña et al. 2020).
A variety of bright outbursts have thus been detected at mid-IR (MIR) to millimeter wavelengths. The first class 0 protostar for which a strong outburst was detected was HOPS 383, which brightened by a factor of $\sim 35$ at 24 $\mu$m (Safron et al. 2015). Similar MIR outbursts from other class 0 protostars have since been found for HOPS 12, HOPS 124, (Zakri et al. 2022), and V2775 Ori (HOPS 223; Fischer et al. 2019). Outbursts have also been detected toward high-mass protostars. For example, the NGC 6334-I star-forming region was found from a comparison of millimeter observations to have increased in luminosity by a factor of $\sim 70$ (Hunter et al. 2006, 2017), while multiple outbursts of the massive protostar M17 MIR have been observed in the mid-infrared (Chen et al. 2021), the most recent of which corresponds to a luminosity change of a factor $\sim 6.9$.

Although the aforementioned outbursts were all detected serendipitously, systematic efforts to quantify the lower-level variability and constrain the frequency of bright outbursts from embedded protostars have recently begun. In the ongoing James Clerk Maxwell Telescope (JCMT) Transient Survey (Herczeg et al. 2017), eight nearby (<500 pc) star-forming regions are being monitored with a monthly or better cadence at 450 and 850 $\mu$m. An analysis of the first 4 yr of Transient observations found 18 of 83 class 0 or I protostars to exhibit moderate secular variability on timescales of a few years, though the estimated mass accreted during these variations was at most a few percent of the stellar mass (Lee et al. 2021). A search for MIR variability in young stellar objects (YSOs) from the 6.5 yr Near-Earth Object Wide-field Infrared Survey Explorer (NEOWISE) All Sky Survey (Mainzer et al. 2011) found $\sim 1700$ out of $\sim 5400$ protostars varying with a wide range of behaviors, with the youngest protostars the most likely to exhibit variability (Park et al. 2021). While MIR variability can also be attributed to changes in extinction and viewing geometry, a comparison of varying sources detected in both the Transient Survey and NEOWISE observations found that the submillimeter variable sources typically showed similar variability in the MIR. Furthermore, these sources constituted about 22% of the overall sample, suggesting that accretion variability is responsible for the MIR flux changes in many cases (Contreras Peña et al. 2020).

While these large monitoring campaigns are important for establishing the distribution of accretion variability events, their low angular resolution precludes a detailed investigation of how the envelope structure may influence the response to accretion luminosity variations. Modeling of the envelope response predicts that higher-resolution observations may be more sensitive to accretion rate changes, as the change in brightness of the outer envelope is likely to be dominated by heating from the interstellar radiation field (ISRF; Johnstone et al. 2013). The details of the envelope structure, including the likely presence of outflow cavities and dust sublimation fronts, may also impact the observed response (Baek et al. 2020; hereafter, B20). High-resolution monitoring of embedded protostars with millimeter wavelength facilities should thus be able to probe the envelope structure, in addition to identifying variability behavior. In this paper, we thus analyze observations from the Atacama Large Millimeter/Submillimeter Array (ALMA) and the Submillimeter Array (SMA) of variable protostars in Serpens Main, monitored by the JCMT Transient Survey. Particular emphasis is placed on EC 53 (V371 Ser), which exhibits $\sim 18$ month periodic accretion bursts, the most recent of which was observed at high cadence with the SMA and JCMT. We interpret the light curves from our monitoring programs using a simple toy model of the propagation of accretion programs through the envelope, which we also use to further explore how the properties of the envelope and observational setup affect the burst response. The remainder of this paper is organized as follows. In Section 2, we describe our variable protostar targets and the ALMA, SMA, and JCMT observations, while in Section 3, we provide the details of our data reduction and present light curves of our targets. In Section 4, we develop a toy model to interpret the SMA and JCMT observations of EC 53, and this is followed in Section 5 by a further exploration with the toy model of the observation of generic accretion bursts. We then discuss our results and observational/modeling caveats in Section 6, and finish with a brief summary of our major conclusions in Section 7.

2. Observations and Standard Calibration

In this section, we describe the details of the ALMA Atacama Compact Array (ACA), the SMA, and the JCMT observations used in this paper. The targets of our observations are all located in the Serpens Main star-forming region, at a distance of 436 pc (Ortiz-León et al. 2017; Herczeg et al. 2019). An overview of Serpens Main as it appears in a coadd of the Transient Survey observations is presented in Figure 1.

The ACA observations monitor the thermal dust continuum of three known variable protostars (EC 53/V371 Ser, Serpens SMM1, and Serpens SMM10 IR) and five YSOs intended for use as stable calibrators, identified by the JCMT Transient Survey (Lee et al. 2021). The coordinates and basic details of each target are listed in Table 1. The strongest variations in the Transient Survey are seen from EC 53 (V371 Ser), a class I protostar that undergoes periodic outbursts lasting $\sim$six weeks, followed by a slow decline in brightness until the next outburst every $\sim$18 months (Yoo et al. 2017). Modeling of multi-wavelength observations of EC 53 associates a reddening of the protostar just prior to the burst with the buildup and subsequent draining of material in the inner disk (Lee et al. 2020). Radiative transfer simulations of EC 53’s envelope, and comparison with the 850 $\mu$m Transient Survey observations, suggest that the accretion luminosity increases by a factor of $\sim 3.3$ during each outburst (B20), although the strength and duration between bursts varies to some degree (Lee et al. 2020).

Our other targets selected from the Transient Survey are Serpens SMM 1, an intermediate-mass protostar that shows a steady rise in brightness over several-year timescales, and Serpens SMM 10 IR, which exhibits stochastic variations in brightness (Johnstone et al. 2018; Lee et al. 2021). The five other YSOs were intended to be monitored to provide a stable reference flux for relative calibration (Section 3.1), but two were found to be unsuitable for this purpose. SMM 9 is now found to be moderately variable in the Transient Survey (Lee et al. 2021), while SMM 2 is too faint and extended at the resolution of the ACA to provide a relative calibration, as discussed by Francis et al. (2020). The remaining three YSOs (SMM 3, SMM 4, and SMM 11) are thus the only ones used for relative calibration, and their brightness has remained stable (rms $< 2\%$) over the lifetime of the JCMT Transient Survey.

The SMA observations were taken with the specific goal of capturing the 2021 outburst of EC 53 with a high cadence, and thus only targeted EC 53 and the three stable calibrator sources used by the ACA (see Table 1).
2.1. ALMA ACA 850 μm Observations

Our ALMA programs (2018.1.00917.S and 2019.1.00475.S; PI: Logan Francis) observe the targets in Table 1 using the ACA, also known as the Morita Array, a subarray of ALMA consisting of 12 antennas of 7 m diameter in a fixed configuration. We acquired 10 epochs of observations over 3 yr, typically taken one to three months apart, except for a ∼1.5 yr gap between the first seven and the last three, due to the shutdown of ALMA in 2020. The details of the observations for each epoch are summarized in Table 2. For the first seven epochs, the ACA correlator was configured in time division mode, using the default Band 7 continuum settings, which provides an integration time of 1.01 s and sets the local oscillator frequency to 343.5 GHz, with four spectral windows centered at 336.5 GHz, 338.5 GHz, 348.5 GHz, and 350.5 GHz. Each spectral window provides 1.875 GHz of bandwidth across 128 channels, for a total bandwidth of 7.5 GHz. For the last three epochs, we requested the frequency division mode of the correlator, with improved spectral resolution for better emission-line characterization. Specifically, in these epochs, the spectral windows have the same bandwidth and frequency center, but 2048 channels across 1.875 GHz of bandwidth, the trade-off being a longer integration time of 10.1 s. The typical resolution of our observations is ∼4″. Our continuum sensitivity is typically ∼1 mJy per epoch. In Table 2, we also provide values of the sensitivity for individual epochs, estimated using visibility weights with the CASA task apparentsens.

![Figure 1. A subsection of the Serpens Main star-forming region monitored by JCMT at 850 μm, annotated to show the positions of the four variable protostars and four stable calibrator sources. The map combines all 81 epochs observed through 2022 March 14. The FWHM of the beam is shown by the white circle.](image)

| Name               | Other Millimeter Source Names | ACA Field Center (ICRS) | SMA Target? | Target Type |
|--------------------|------------------------------|-------------------------|-------------|-------------|
| EC 53 (V371 Ser)   | Ser-emb 21                   | 18:29:51.18+01:16:40.4  | Y           | V           |
| Serpens SMM 1      | Ser-emb 6, FIRS1             | 18:29:49.79+01:15:20.4  | N           | V           |
| Serpens SMM 9      | Ser-emb 8, SH2-68N           | 18:29:48.07+01:16:43.7  | N           | V           |
| Serpens SMM 10 IR  | Ser-emb 12                   | 18:29:52.00+01:15:50.0  | N           | V           |
| Serpens SMM 2      | Ser-emb 4(N)                 | 18:30:00.30+01:12:59.4  | N           | S           |
| Serpens SMM 3      | ...                          | 18:29:59.32+01:14:00.5  | Y           | S           |
| Serpens SMM 4      | ...                          | 18:29:56.72+01:13:15.6  | Y           | S           |
| Serpens SMM 11     | ...                          | 18:30:00.38+01:11:44.6  | Y           | S           |

Notes. V = JCMT variable. S = JCMT stable, intended to be used for calibration.

a Our shared SMA and ACA targets have the same field centers.
b Serpens SMM 9 was originally identified as stable by the JCMT Transient Survey (Johnstone et al. 2018), but has since been found to exhibit moderate variability (Lee et al. 2021).
c Serpens SMM 2 is bright and stable in the JCMT observations, but is too faint and extended at the resolution of the ACA to be used as a calibrator.
Our visibility data for all epochs was calibrated in CASA\textsuperscript{10} 5.6.1 (McMullin et al. 2007), using the ALMA pipeline. For each target, we extracted the continuum by creating dirty image cubes, then sigma clipping the spectra measured in a $3''$ diameter aperture centered on the brightest source, to determine the line-free channels. To produce deep and high-fidelity images of our targets (Figure 13 in the Appendix), we first combined the data from every epoch and brought the amplitude scales of the visibilities into agreement using the relative calibration factors discussed in Section 3.1, then created images with the \texttt{tclean} task in \textsc{casa}, using the multifrequency synthesis deconvolution and a Briggs robust weighting of 0.5. We performed phase-only self-calibration for each epoch and all of our targets except Serpens SMM 2, which was too faint to obtain useful gain solutions. Self-calibration can slightly increase the measured flux of our targets, by reducing the effect of phase decorrelation, and is important for accurate determination of the average flux scale, but it does not significantly affect the relative calibration accuracy (Francis et al. 2020). Three rounds of self-calibration were applied using solution intervals of a scan length, 20.2 s, and 5.05 s (the first seven epochs) or 10.1 s (the last three epochs).

2.2. SMA 1.3 mm Observations

Our observations with the SMA, an eight-element interferometer with 6 m dishes, consist of 16 tracks (2020B-S044 and 2021A-S056; PF: Logan Francis) used to simultaneously monitor EC 53 during its 2021 accretion outburst and three additional YSO calibrators (Table 1). The details of each track are summarized in Table 3. Our observations were nominally requested to use either the compact or subcompact array configuration and the 230/240 GHz RxA/RxB receiver combination, with local oscillator tunings of 232.5 GHz and 244.5 GHz; however, to facilitate scheduling, some flexibility was allowed, and any local oscillator tuning of the receivers within 238.5 ± 10 GHz was permitted for all but the first and final epochs. The typical beam size is ~3$''$, while the continuum sensitivity is $\lesssim 1$ mJy. We estimate the continuum sensitivity for each epoch in the same manner as for the ACA observations, and the values are provided in Table 3. The observations were performed using the upgraded SWARM correlator (Primiani et al. 2016), which simultaneously processes data from both receivers. The centers of the upper and lower sidebands of each receiver are separated from the local oscillator frequency by ±10 GHz; each sideband is divided into six spectral windows with 2 GHz bandwidth and 140 kHz channels each, providing a total processed bandwidth of up to 48 GHz from both receivers. Several initial epochs were taken in early 2021, to establish the pre-outburst flux of EC 53; after the outburst was detected to have begun by the SMA and JCMT in mid-April, an approximate 10 day cadence for the remaining observations during the EC 53 rise was requested. The compact configuration of the SMA was used for all but the final observation, which used the subcompact configuration instead. For most epochs, only six of the eight SMA antennas were available.

The data calibration was performed using standard SMA procedures with the \textsc{mir} software,\textsuperscript{11} which we briefly describe here. The raw data was first binned down by a factor of 8 in spectral resolution, using the SMARechunker tool.\textsuperscript{12} This binning reduces the computational resources needed for reduction, while still allowing good differentiation between the emission lines and continuum. Baseline correction was performed, if needed, and periods of noisy/corrupted data were flagged out. Spectral spikes in the data were corrected, followed by system temperature correction and bandpass calibration. Flux calibration was performed by measuring the gain calibrator flux using the brightest solar system object available during the track, then transferring the flux of the gain calibrator to the science targets during phase and amplitude calibration. The final data for each science target were exported to \textsc{casa} in the measurement set format. Deep images of each SMA target were constructed using the same procedure as for the ACA observations (Section 2.1), by first extracting the continuum from the dirty cubes, then applying relative calibration factors for each SMA epoch (Section 3.1) and imaging the combined data from all 16

\textsuperscript{10} https://casa.nrao.edu/

\textsuperscript{11} https://web.cfa.harvard.edu/~cqi/mircook.html

\textsuperscript{12} https://github.com/Smithsonian/SMARechunker
epochs using tclean, with a Briggs robust value of 0.5. Due to the lower S/N on individual integrations with the SMA compared with the ACA, we did not apply self-calibration to our SMA observations. The final deep images are shown in Figure 14 in the Appendix. The visual appearances of our shared targets in the SMA and ACA images are similar, but the SMA resolution and imaging fidelity is somewhat better than that of the ACA, owing to the improved \( \nu \)–\( \eta \)–coverage provided by the more optimal location of the SMA for targets near the celestial equator, the additional epochs, and the longer resolution lengths, typically 5–8 hr for each SMA track versus 1 hr for the ACA. Additionally, the primary beam of the SMA is much larger than that of the ACA (\( \sim 55^\circ \) versus \( \sim 30^\circ \)), providing better sensitivity to sources away from the field center.

2.3. JCMT 850\( \mu \)m Observations

The JCMT Transient Survey (M16AL001 and M20AL007; Herczeg et al. 2017; Lee et al. 2021) monitors eight Gould Belt star-forming regions in the 450 and 850\( \mu \)m continuum bands, using the SCUBA-2 instrument (Holland et al. 2013). Each map is observed to a uniform depth of \( \sim 12 \) mJy per beam at 850\( \mu \)m, for ease of comparison across epochs (see Mairs et al. 2017). The weather sensitivity of the 450\( \mu \)m observations, however, yield a large—order of magnitude—range of observation depths, making shorter-wavelength monitoring significantly more complicated (S. Mairs et al. 2022, in preparation). In this paper, we concentrate on the 850\( \mu \)m measurements, and only briefly discuss the 450\( \mu \)m light curve for EC 53 (Section 6.2).

Each star-forming region is observed with a 30\’ diameter circular footprint, using the Pong 1800 scanning mode (Kackley et al. 2010). For Serpens Main, the map is centered at (R.A., decl.) = (18:29:49.1, +01:15:20, J2000). All of our ACA and SMA targets are in this region, which, when visible, has been observed at a monthly or better cadence since 2016 February, and with an approximate weekly cadence during the 2021 outburst of EC 53. The effective beam size of the JCMT is \( 14^\circ 4 \) at 850\( \mu \)m and \( 10^\circ 0 \) at 450\( \mu \)m (Mairs et al. 2021); however, to better measure the peak fluxes and account for variations in the telescope beam between epochs, the maps are convolved to \( 15^\circ 6 \) and \( 10^\circ 8 \) at 850 and 450\( \mu \)m, respectively.

The enhanced second-generation JCMT relative flux calibration strategy is described in detail by S. Mairs et al. 2022 (in preparation), and offers a small improvement over the original relative calibration scheme (Mairs et al. 2017). This calibration method is similar to those described below for the ACA and SMA. However, given the large number of JCMT epochs to date (81 as of 2022 March 14), every nonrobust variable in the region is included as an epoch calibrator, weighted by its flux uncertainty across all epochs. An iterative approach is used to determine the best relative flux calibration for each epoch. For Serpens Main, the epoch calibration uncertainty at 850\( \mu \)m is measured to be 1.5\%. The expected flux uncertainty for a source in a given epoch includes both the map noise, 12 mJy bm\(^{-1}\), and the flux calibration uncertainty applied to the source, added in quadrature.

A deep image of Serpens Main is produced by stacking all the JCMT epochs. At 850\( \mu \)m, this results in an image with noise \( \sim 1.1 \) mJy bm\(^{-1}\). The central region of Serpens Main is presented in Figure 1, along with the locations of the ACA and SMA targets. The four stable calibrator sources (Table 1) have measured fractional rms brightness values across the 81 monitored epochs of 1.5\%, with the exception of SMM 2 (1.8\%).

3. ACA and SMA Data Reduction

3.1. Relative Flux Calibration

Flux calibration at submillimeter/millimeter wavelengths is typically accurate to 10%–20%, as calibration is usually performed with solar system objects or quasars, which have uncertain fluxes, owing to difficulties in modeling the emission and in the inherent time variability (see, for example, Francis et al. 2020). To achieve high-precision measurements of protostellar variability, our ACA and SMA observations use a relative flux calibration strategy pioneered for the JCMT.
Transient Survey (Mairs et al. 2017), whereby a number of bright and stable calibrator YSOs are used to correct the flux scales at each epoch. This calibration strategy, applied to interferometric observations, is described extensively by Francis et al. (2020), where it was used to independently assess the calibration accuracy of the ALMA pipeline. Here, we provide an overview of this method as applied to our ACA and SMA observations.

Our ACA and SMA relative calibrations both use SMM 3, SMM 4, and SMM 11 (Table 1). Although the ACA observed two additional sources that were initially classified as stable in the JCMT Transient Survey, SMM 2 and SMM 9, we do not include them in the calibration. While SMM 2 is bright and stable in the Transient Survey, owing to the large ∼15″ JCMT beam, at the ∼4″ ACA resolution it is too faint and extended to obtain a useful calibration. Serpens SMM 9 was originally identified as stable in the JCMT Transient Survey (Johnstone et al. 2018), but after 4 yr of monitoring was found to exhibit moderate variability (Lee et al. 2021), and we thus also exclude it as a calibrator.

To obtain a relative calibration, we first perform a χ² fit of a point-source model in the uv-plane to each calibrator and epoch, using the lmfit library. For the SMA data, we additionally fit visibility data from the receivers (Rx230 and Rx240) independently, to take into account possible systematic differences between the instruments. Our choice of a point-source model is reasonable, as at the resolutions of the ACA and SMA our chosen calibrator sources are approximately point-like, with some much fainter extended emission (see Figures 13 and 14 in the Appendix), and, moreover, we find it sufficient for precise relative calibration. Performing our model fitting in the uv-plane also renders error analysis more tractable, by avoiding the uncertainties common to image reconstruction algorithms.

For our ACA observations, we proceed by using our point-source fits to calculate the mean flux across all epochs for each calibrator. For each epoch and calibrator, we determine the ratio required to correct its flux to the mean across epochs. We then calculate a relative flux calibration factor for each epoch, by taking the average across calibrators. Our procedure for the SMA data is the same, but performed independently for each receiver. The resulting relative flux calibration factors for all of our ACA and SMA epochs are shown with the black symbols in Figures 2 and 3, respectively. By examining the distributions of all the mean correction factors (colored symbols) across calibrators, we estimate the uncertainties in our relative flux calibration factors to be 3% for the ACA, the same accuracy achieved using the first seven epochs by Francis et al. (2020), and 2.5% (per receiver) for the SMA. For both telescopes, the range of the mean correction factors is ∼20%, while the standard deviation is 7%–10%, as expected. Our relative calibration method thus allows us to construct light curves for our targets that are sensitive to much smaller relative variations in flux than would otherwise be possible with conventional millimeter flux calibration strategies.

3.2. Calibrated Flux Measurements of Known JCMT Variables

In order to accurately measure the flux of our variable targets (EC 53, SMM 1, and SMM 10) in the uv-plane at the scale of the beam size in our ACA and SMA observations, we model and remove the extended emission (i.e., the outer envelope and outflow cavity edges), which we assume to exhibit little to no variability. This approach avoids systematic errors resulting from biasing the flux of the central source toward higher values, when including the high-amplitude visibilities on the shortest baselines. For the purpose of our relative calibration, we have found that point-source models alone are sufficient for delivering a high calibration accuracy.

We construct a model for the extended emission by separating out the bright central source in the deconvolved deep images of our targets that combine data from all epochs (see Figures 13 and 14 in the Appendix). This is carried out by examining the distribution of the flux over all pixels in the .model files produced by tclean, which contain the collection of point sources representing the real emission before convolution by the clean beam. We first remove any model pixels with negative flux that may have been introduced during the cleaning process, then identify the bright outlier pixels representing the central source by assigning a flux cutoff threshold, using a multiple of the standard deviation of the pixel distribution, typically between 15σ and 60σ. Because the default tclean algorithm represents all emission using point sources, models of extended structures usually appear patchy or speckled. We thus smooth the extended structure with a small circular Gaussian with approximately half the beam size: 1.5″ for the SMA and 2″ for the ACA. Finally, we 13 https://lmfit.github.io/lmfit-py/
transform our smoothed images of the extended emission to the $uv$-plane using the galario library.

We fit the visibility data without relative calibration for each target and epoch (and, for the SMA, each receiver) using a model consisting of the extended emission model plus a point source representing the bright central source. The extended emission model is matched to the flux scale of each epoch using the relative flux calibration factors and held fixed, while the amplitude of the point source is allowed to vary. Although the extended emission may also exhibit variability as changes in accretion luminosity propagate to the outer envelope, we assume its flux to be constant as it is faint in comparison to the central source. We perform our $\chi^2$ fit of the models in the $uv$-plane using lmfit, then use the relative flux calibration factors to correct the resulting point-source flux scales.

3.3. Light Curves of Known JCMT Variables

The final light curves for all the variable targets observed by the ACA are shown in Figure 4. The error bars include both the source measurement uncertainty as well as the 3% relative calibration uncertainty. For comparison, we overlay the contemporaneous JCMT 850 $\mu$m light curves of the same targets, with the data scaled such that the mean of the JCMT light curve is equal to the mean at the ACA, indicated by the dashed horizontal line. Similarly, we show the light curves from the SMA and JCMT for EC 53 during the 2021 outburst in Figure 5. The average SMA flux across receivers is shown on the left dependent axis. On the right dependent axis, the normalized fluxes for the SMA and JCMT are shown, which are calculated by normalizing the data to the minimum observed flux during the outburst. These minima occur on 2021 April 2 and 2021 April 8 for the SMA and JCMT, respectively.

At the JCMT, Serpens SMM 1 has steadily brightened from early 2019 to Spring 2021, followed by a somewhat steeper decay until the end of 2021. Our ACA light curve of SMM 1 is consistent with a constant flux within observational uncertainties. In the most recent ACA observations, we either caught the decline earlier than at the JCMT, owing to the light travel time through the envelope (see Section 5), or have simply not significantly detected the rise in flux, given the relatively larger uncertainty in the ACA flux (3%) compared to the JCMT (<<2%).

In the ACA observations of EC 53, we detect a decline in amplitude from late 2018 until the beginning of its outburst in late 2019, and a rise and fall in the flux over three months of observations, roughly centered on the burst peak as seen by the JCMT. The overall amplitude of the EC 53 light curve appears twice as strong as that seen by the JCMT, when comparing the 2019 minimum flux and the peak in Summer 2021. The individual outbursts of EC 53 vary in amplitude (Lee et al. 2020), so the lack of data near the 2019 outburst peak and the 2021 outburst minimum precludes a robust comparison of the observed responses to individual bursts between the ACA and JCMT (see Section 6.2).

At the SMA, the outburst of EC 53 is observed to peak weeks earlier and to decline more rapidly than in the JCMT observations. Furthermore, the amplitude of the outburst in the SMA observations, ~35%, is stronger than for the JCMT, ~30%, though this difference is only somewhat larger than the uncertainty in the flux measurements of a few percent.

The variability of SMM 10 at the JCMT is characterized by a brightening and fading event lasting many months (Lee et al. 2021), which peaked in late 2017 and early 2018, before the
Figure 4. Light curves for the variable targets observed with the ACA (large green circles) and contemporaneous JCMT 850 μm observations (small blue circles). The ACA flux measurements are shown after relative calibration (Section 3.1) has been applied. The JCMT data for each source have been scaled such that the mean light-curve flux is equal to the mean of the ACA data (dashed black line).

Figure 5. Light curves for EC 53 as observed during the 2021 outburst by the SMA (large orange circles) and JCMT (small blue circles). The left-hand scale shows the SMA flux with our relative flux calibration applied (see Section 3.1). The right-hand scale shows the SMA and JCMT fluxes, normalized to the minimum observed flux of EC 53 on 2021 April 2 for the SMA and 2021 April 8 for the JCMT.
ACA observations. Since that time, SMM 10 has remained a stochastic source, where the standard deviation of the flux, 3%, exceeds the variations expected from noise and calibration errors, ~1.5%. Curiously, in the contemporaneous ACA observations, we detect much stronger evidence of variability: the standard deviation of the ACA data is 0.014 Jy beam⁻¹, or ~10%, a factor of 2 greater than that seen for the JCMT data. This variability is uncorrelated with the JCMT light curve, but exhibits a similar stochastic behavior.

4. Modeling the SMA and JCMT Light Curves of EC 53

The amplitudes and structures of the ACA and SMA light curves in comparison with the simultaneous JCMT observations (Figures 4 and 5) suggest that the spatial resolution of the observations, and thus the physical envelope scales probed, play an important role in determining the observed light curve. While the ACA and SMA probe the inner envelope (~1500 au) response to accretion variability, where densities and temperatures are higher, the much larger beam of the JCMT includes a significant amount of colder and less dense envelope material (~6000 au). This material is additionally subject to the heating of the outer envelope by the external ISRF, and is located at much larger light travel times from the central protostar, which may have a significant effect on the shape of the JCMT light curve.

In this section, we present our toy model for the EC 53 envelope structure and periodic outburst, to explain the observed time delay between the SMA and JCMT. We then explore how varying the parameters of the toy model affects the observed light curves for EC 53.

4.1. EC 53 Model Description

We consider a protostar with a varying luminosity surrounded by a spherically symmetric envelope with a fixed density structure. Based on the previous radiative transfer modeling of EC 53 by B20, the envelope is assumed to have a radial power-law density profile,

\[
\rho(r) = \rho_0 (r/r_0)^\nu,
\]

truncated at an inner and outer radius, \( r_{\text{in}} \) and \( r_{\text{out}} \). The dust temperature profile follows a radial power law with a floor temperature below which the envelope cannot fall, mimicking the effects of external heating by the (local) ISRF:

\[
T(t, r) = \begin{cases} 
T_{0}(t)[r/r_0]^{-2(4+\beta_{\text{en}})}, & \text{if } T \geq T_{\text{floor}}, \\
T_{\text{floor}}, & \text{otherwise.}
\end{cases}
\]

The power-law portion of this temperature profile implicitly assumes that the dust opacity also follows a power law with frequency \( \nu \beta_{\text{en}} \), over the frequencies \( \nu \) responsible for the bulk of the dust emission. Following Contreras Peña et al. (2020, Section 6.2), the dust temperature profile in the envelope is related to the steady-state luminosity by

\[
T_0(t) = C \left( \frac{L(t)}{L_{\odot}} \right)^{\nu/(4+\beta_{\text{en}})},
\]

where \( L(t) \) is the time-dependent accretion luminosity of the source and \( C \) is a conversion constant that depends on the assumed dust properties and the reference radius \( r_0 \).

When the accretion luminosity of the protostar changes, the time required for the light pulse to travel outward through the envelope and heat the dust will result in a lag in the observed dust temperature response. Johnstone et al. (2013) performed analytic radiative transfer calculations of the propagation of accretion bursts through protostellar envelopes, and found the light travel time to be significantly longer than the dust-heating timescale. We therefore assume that changes in the dust temperature propagate at the speed of light. Photons emitted by the heated dust will then reach the observer with various lags, depending on their place of origin in the envelope.

To simplify our modeling of the envelope, we use a cylindrical coordinate system with azimuthal symmetry, where the positive \( x \) direction points toward the observer, the positive \( z \) direction is north on the sky, and the distance from the protostar is \( r = \sqrt{x^2 + z^2} \). We then calculate a lookback time for any position in the envelope as a combination of the time for light to propagate from the protostar to that location, \( r/c \), minus the travel time from the relative offset of the position along the line of sight, \( x/c \). Combined,

\[
t_{\text{lb}} = (r - x)/c, \tag{4}
\]

where \( t_{\text{lb}} = 0 \) is the time at which photons from a burst first reach the observer. During the burst, the observer sees a given position in the envelope experiencing a luminosity from the protostar of \( L(t - t_{\text{lb}}) \), which modulates the dust temperature response, Equation (3), such that

\[
T_0(t) = C \left( \frac{L(t - t_{\text{lb}})}{L_{\odot}} \right)^{\nu/(4+\beta_{\text{en}})}. \tag{5}
\]

To illustrate how the lookback time affects the observed light curve, in Figure 6 we show lookback time contours in days over the 30,000 \( \times \) 30,000 au spatial domain used for our models, where a typical envelope of a radius of 10,000 au is denoted by the dashed red circle and the representative sizes of the SMA and JCMT (850 \( \mu \)m) beams at the distance of Serpens Main are overlaid. Regardless of the beam size, the timescale for the observer to see the entire spherical envelope respond to an instantaneous burst is simply the light travel time across the envelope diameter, \( \approx 115 \) days. However, the beam size of the telescope will modulate the observed response of the envelope: a larger beam will incorporate more envelope material with larger lookback times \( t_{\text{lb}} \), producing a more pronounced lag in the response relative to a smaller beam size.

To compute a model light curve from a given luminosity function, we discretize our model over a 2D \( xz \)-grid, where \( x_j \) and \( z_k \) denote the coordinates at the center of each cell, and sample the luminosity at time steps \( t_i \) with interval \( \Delta t \). The grid cells have a constant width of \( \Delta_{\text{cell}} \) in units of au, while the grid is \( n_{\text{cell}} \) and \( n_{\text{cell}}/2 \) cells in the \( x \) and \( z \) directions respectively, owing to the symmetry about the \( z = 0 \) axis. For each time step, we calculate the density and dust temperature using Equations (1), (2), and (5). The envelope is assumed to be optically thin throughout, such that the dust in each model cell emits as a blackbody with intensity

\[
L_\nu(t_i, r_{j,k}) = \kappa_\nu \rho(r_{j,k}) B_\nu(\nu, T(t_i, r_{j,k})), \tag{6}
\]

where \( r_{j,k} = \sqrt{x_j^2 + z_k^2} \), \( B_\nu \) is the Planck function, and \( \nu \) is the observing frequency. Given that we are only interested in relative variations in the brightness of the protostellar envelope, fixed quantities in Equation (6), such as \( \kappa_\nu \), can be ignored or
set to unity. The flux is then calculated for a given telescope and instrument by integrating the model intensity in each cell within a representative circular beam:

\[ F(t_i) = \sum_{j=0}^{n_{cell}} \sum_{k=0}^{k_{beam}} 2 \pi r_k I_r(t_i, r_{j,k}) \Delta^2_{cell}, \]

where \( k_{beam} = \left[ \theta_{beam}/2 \Delta_{cell} \right] \) and \( \theta_{beam} \) is the beam FWHM in au.

The representative observing frequencies and beam sizes used for our models are listed in Table 4.

### 4.2. Fiducial EC 53 Envelope Model

The parameters for our fiducial EC 53 model are based on the best-fit 2D radiative transfer models of B20, with some simplifications. B20 fit the structure of EC 53 using the observed spectral energy distribution (SED) during the quiescent phase, and altered the luminosity of the central protostar to reproduce the observed brightening at 850 \( \mu \text{m} \) in the JCMT Transient Survey. We use the same density structure for the envelope as B20 (Equation (1)), with an \( r_{\text{out}} \) of 10,000 au and \( \alpha = -1.5 \). While B20 also included a 90 au circumstellar disk and 20° opening-angle outflow cavity in their models, we do not include either, as these features are primarily important for variability in the NIR to MIR emission, and should only have a modest effect on the broad shape and time delay seen in the submillimeter emission at the angular scales probed by the JCMT and ACA. Thus, in this paper, we only consider spherically symmetric density profiles, leaving more complex geometries to a future work.

To convert our model luminosities to a dust temperature profile, we set a value for the constant \( C \) in Equation (3), which implicitly depends on the details of the dust opacity. We derive a value \( C = 63 \text{ K} \) (100 au) from a by-eye fit of the temperature profiles for the B20 radiative transfer models in the outbursting and quiescent phases of EC 53 (Figure 10 of B20) using Equations (2) and (3).

For the time-dependent luminosity, we follow the brightness model of EC 53 used by Lee et al. (2020), their Equation (23)) to interpret the phase-folded MIR and submillimeter light curves of EC 53. This luminosity function uses a periodic exponential rise and decay, and is motivated by the shape of the NIR light curves, which should approximately trace changes in the protostellar luminosity. Thus, our luminosity function is:

\[ L(t) = L_{\text{max}} (e^{-t_{\text{mod}}/\tau_{\text{rise}}} + f e^{t_{\text{mod}}-P}/\tau_{\text{fall}}), \]

where \( P \) is the period, \( t_{\text{mod}} = t_{\text{mod}}(P) \), and \( f = (1-e^{-t/\tau_{\text{fall}}}) \) is a scaling factor that ensures a continuous transition between the rise and fall parts of the function. We set the rise and fall timescales to the values determined empirically by Lee et al. (2020) from fits to the NIR light curves of \( \tau_{\text{rise}} = 35 \text{ days} \) and \( \tau_{\text{fall}} = 270 \text{ days} \). The period and maximum luminosity are allowed to vary freely, however, as the exact durations between past outbursts of EC 53 and their peak brightness exhibit some variability (Lee et al. 2020).

To compare the effect of our model light curve against the submillimeter observations, we compute the model flux for each telescope in Table 4 over a grid with \( \Delta_{\text{cell}} = 10 \text{ au} \) and \( n_{\text{cell}} = 3000 \), and sample the luminosity function at time steps of length \( \Delta_t = 0.5 \text{ days} \). Since our model does not include details of the dust mass and opacity needed to output the brightness in physical units, we normalize the model light curves to their minima.

To fit the observations, we vary the date of the peak luminosity \( (t = 0 \text{ in Equation (8)}) \), period, floor temperature, and maximum luminosity of the model to match the observed light curves by eye. We find good agreement using \( t_{\text{peak}} = 2021 \text{ June 16}, P = 573 \text{ days}, T_{\text{floor}} = 24 \text{ K}, \text{ and } L_{\text{max}} = 17L_\odot; \) the corresponding minimum luminosity is \( L_{\text{min}} = 3.6L_\odot \), and thus \( L_{\text{max}}/L_{\text{min}} = 4.7 \). The parameters of our fiducial model are summarized in Table 5; the model luminosity, temperature at \( r_0 = 100 \text{ au} \), and SMA/JCMT (850 \( \mu \text{m} \)) light curves are shown in Figure 7; and a comparison of the observed SMA/JCMT and model light curves is given in Figure 8. We do not perform formal model fitting, as our purpose is only to qualitatively reproduce the relative amplitude and time delay of the EC 53 outburst, rather than to constrain exact parameter values. We have also computed model light curves for the ACA and the JCMT 450 \( \mu \text{m} \) observations, but comparison with the EC 53 observations is more complicated, owing to the paucity of data during the 2021 outburst and additional observational uncertainties; we thus defer our discussion of these models to Section 6.
Our model light curve is in good agreement with the JCMT 850 μm observations for both the most recent decay in 2020 and the subsequent outburst in 2021. We also reproduce the relative amplitude and the earlier rise of the SMA observations with respect to the JCMT, providing strong evidence for the modulation of the accretion burst during its propagation through the envelope. Our fiducial model underestimates the rate of brightness decline at the SMA after the burst, however, suggesting that some details of the luminosity function and/or envelope properties are missing, which we explore further in Section 5.

4.3. EC 53 Fiducial Model Parameter Space Exploration

In this section, we explore how variations in selected parameters of the fiducial EC 53 model affect the relative amplitude and time lag of the observed light curves, to evaluate the robustness of the fiducial model and illustrate the role that each parameter plays.

4.3.1. Varying EC 53 Envelope Properties

In Figure 9 (top row), we show the effect on the model SMA and JCMT (850 μm) light curves of varying the envelope floor temperature $T_{\text{floor}}$, the envelope density radial index $\alpha$, the outer envelope radius $r_{\text{out}}$, and the inner envelope radius $r_{\text{in}}$, with the maximum amplitude in each model light curve marked by a triangle. The floor temperature in the model is most important for the JCMT response, as the radius in the fiducial model where $T_{\text{floor}}=24$ K is reached (∼2700 au at burst minimum) is fully enclosed within the JCMT beam. With a higher floor temperature of $T_{\text{floor}}=30$ K, this radius is significantly smaller (∼1500 au), resulting in less of a temperature response from the outer envelope, and therefore significantly reducing the JCMT burst amplitude. A weaker reduction in amplitude is seen for the SMA, as the material near the floor temperature is only located along the front and back of the beam column, rather than the sides, as in the case of the JCMT. With a lower floor temperature of $T_{\text{floor}}=20$ K, the JCMT burst amplitude is significantly increased, as the radius
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Figure 7. Fiducial EC 53 model luminosity function (top), envelope dust temperature at 100 au (center), and normalized model SMA and JCMT 850 μm light curves (bottom). The parameters of the model are presented in Table 5.
at which \( T_{\text{floor}} \) is reached (\( \sim 4300 \) au) now occurs well outside the JCMT beam. The time delay between the SMA and JCMT light curves slightly increases with a lower \( T_{\text{floor}} \), due to the increase in the light travel time to radii where the floor temperature is important.

We next vary the radial density power-law index (Figure 9, second row from the top). We note that the mass within the envelope is not conserved when varying the density index, but our normalization of the light curves to the minimum flux removes the differences in envelope luminosity resulting from the differing masses. With a steeper density profile, \( \alpha = -2.5 \), little change from the fiducial model is seen in the SMA light curve. The amplitude of the JCMT light curve increases, however, and there is less delay between its peak and that of the SMA. The modified JCMT light curve is the result of concentrating more of the envelope within the center of the JCMT beam, reducing the influence of the cold outer envelope material, with temperatures close to \( T_{\text{floor}} = 24 \) K and longer lookback times. When the density profile is shallower, \( \alpha = -0.5 \), the peak amplitudes for both the SMA and JCMT light curves are significantly reduced and the delay times between the peaks are slightly shorter. The reduction in normalized amplitude occurs because there is a significant increase in the amount of colder dust at large radii, which has a weak brightness response due to the temperature floor. For both the JCMT and ACA, the lag between the protostellar burst and the observed peak increases as the outer envelope becomes more important. This lag is more pronounced for the SMA, resulting in a shortening of the relative lag between the JCMT and the SMA.

The effects of the changes to the envelope outer radius \( r_{\text{out}} \) (Figure 9, second row from the bottom) depends on its size relative to the model beams (refer to Table 4). For \( r_{\text{out}} = 15,000 \) au, very little change from the fiducial model is seen, other than a slight amplitude reduction, which is the result of adding only a small amount of cold material to the front and back of the beam columns along the observer’s line of sight. For a smaller than fiducial envelope \( (r_{\text{out}} = 5000 \) au\), the SMA amplitude only slightly increases, while the JCMT amplitude increases significantly, due to the removal of cold material close to the temperature floor. In the extreme case of a very small, \( r_{\text{out}} = 1000 \) au, envelope, which is fully enclosed within the JCMT beam, the shapes of the JCMT and SMA light curves become nearly identical, and there is a negligible time delay. The JCMT reaches a higher peak amplitude, due to the removal of all the envelope material at large radii, where the lookback times are long and the temperature approaches the floor.

While the envelope in our fiducial model extends all the way to the grid center, we experiment with truncating the envelope some distance from the central protostar, to determine whether the envelope substructure, e.g., low-density central cavities carved by disks, may have an identifiable effect on the light
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In Figure 9, bottom row). With an inner cavity of radius \( r_{\text{in}} = 100 \, \text{au} \), the light curves for both the SMA and JCMT are unchanged. Despite the radial power-law density and temperature structure of the envelope, the submillimeter brightness within 100 au is negligible in comparison with the contribution from the envelope material out to \( r = 10,000 \, \text{au} \) along the observer’s line of sight and within either beam. For an \( r_{\text{in}} = 500 \, \text{au} \) cavity, the removed material becomes more significant, slightly reducing the SMA peak amplitude and shifting forward the peak date, while the JCMT model light curve is still unchanged. If the cavity is sufficiently large to be resolved by the SMA beam (\( r_{\text{in}} = 1000 \, \text{au} \)), a large reduction in the SMA peak amplitude occurs, and a “kink” appears in the light curve at \( t = 0 \). The large hole effectively disconnects the emission from the near and far sides into two pulses separated in time, with the near side modulated by a narrow 10 day spread, while the far side begins later and has a much longer response spread (see Figure 6). At the scale of 1000 au, the cavity is still unresolved by the JCMT beam, but a slight reduction in the peak amplitude occurs. This highlights the possibility of the envelope substructure modulating the response to an accretion burst in an observable way, provided sufficiently high-resolution monitoring. In reality, outflow cavities are likely significantly more complex than the simple spherical holes that we have used here, but more accurate 3D modeling is beyond the scope of this paper.

4.3.2. Varying EC 53 Burst Properties

In Figure 10, we consider the effect on the model SMA and JCMT (850 \( \mu \text{m} \)) light curves of changing the maximum luminosity, \( L_{\text{max}} \), and the rise timescale, \( \tau_{\text{rise}} \), of our fiducial luminosity function. Modifying the maximum luminosity has essentially no effect on the amplitude of the outburst seen by the SMA, as the minimum luminosity reached in Equation (8) remains a fixed fraction of the peak luminosity, and the majority of the emission in the SMA beam is from material radiating at high-enough temperatures (see Equation (5)) to always be in the Rayleigh–Jeans limit. The amplitude of the burst at the JCMT is slightly increased, as more of the outer envelope stays above the floor temperature of 24 K, and thus undergoes a greater temperature change during the outburst. The delay time between the SMA and JCMT peaks remains unchanged.

The rise timescale affects the slope of the light curve and the burst amplitude for both the SMA and JCMT. A shorter rise time increases the burst amplitude, as the decay from the maximum luminosity will continue for a longer time before the exponential rise takes over, and the minimum luminosity—at which our light curves are normalized—will be lower. Similar changes to the burst amplitude occur if the period and fall timescales are modified, but these are less dramatic, owing to their much longer lengths than the rise timescale. While the burst peaks earlier at both the SMA and JCMT with a shorter rise time, the time delay between the SMA and JCMT is not strongly affected.

5. Observing Generic Accretion Bursts

In this section, motivated by the differences in outburst behavior seen between the SMA, ACA, and JCMT light curves of our variable targets, we explore how different types of accretion bursts propagate through our fiducial EC 53 envelope model (Table 5). To survey the prospects of monitoring protostellar variability with other telescopes, we also experiment with how the telescope beam size and observing wavelength determine the burst response.

5.1. Modulation of Short Bursts, Brightness Jumps, and Periodic Variability

Our fiducial model, based on the best-fit 2D radiative transfer analysis by B20, works very well in the mean. However, after the peak, the SMA decay time for EC 53 is less steep than observed (Figure 8). NIR observations of EC 53 with a high cadence have shown structure in the light curve during the peak (Lee et al. 2020, Figure 5), suggesting that there is additional behavior in the luminosity variability that our simple model (Equation (8)) does not capture. Similarly, in the ACA monitoring of SMM 10, strong stochastic variability is found, whereas the contemporaneous JCMT light curves show only moderate variability. For both sources, these empirical differences could be the result of poorer sensitivity to rapid variations in the envelope brightness obtained with the larger beam of the JCMT, ~15″, compared against the ~3″-4″ beams of the SMA and ACA.

We demonstrate the variation in the observed responses at the SMA and JCMT to various types of luminosity changes in Figure 11, using the fiducial EC 53 envelope model. Here, we compare fixed-amplitude Gaussian, sigmoid, and sine wave luminosity functions (top row) with varying FWHMs (1–9 days), rise timescales \( \tau \) (0.3–3 days, where \( L \propto 1/(1 + e^{-\tau/\tau_0}) \)), and periods (5–30 days), respectively, against the resulting model light curves for the SMA (middle row) and JCMT (bottom row). For the case of a Gaussian outburst, we mark the time at which the model brightness peaks and the time during the decay when 20% of the maximum is reached, for both
telescopes. Similarly, for the sigmoid outburst, we mark the time at which the model brightness reaches 80% of the maximum.

The Gaussian outbursts of shorter duration yield lower observed light-curve amplitudes for both the SMA and JCMT, but in all cases the observed amplitude is a factor of ∼2 smaller.
for the JCMT. Furthermore, the lag timescale for the flux to return to the 20% level is significantly longer, 17–21 days for the JCMT versus 4–9 days for the SMA.

For the sigmoid outbursts, we see a similar difference in amplitude between the SMA and JCMT light curves as the Gaussian case, and for all values of \( \tau \), the SMA model brightness reaches the 80% level sooner than the JCMT (15–18 versus 20–22 days). For both the SMA and JCMT observations, differences in the rise timescale are easier to detect early in the burst than later, as the light-curve response at early times is dominated by large changes in brightness in the inner envelope, where the lookback time is shorter. Conversely, after the 50% amplitude level has been reached, the differences in the rise timescale \( \tau \) are harder to detect, as the response is diluted by envelope material at larger radii, with long lookback times.

With a sine wave luminosity function, the amplitudes of the model light curves are similarly reduced for shorter periods. The longer lag time of the JCMT response, however, results in an additional washing out of the light-curve amplitude. Thus, it is entirely plausible that rapid, <30 day, variations in protostellar luminosity may be responsible for both the observed structure in the postpeak decay of the SMA EC 53 light curve (Figure 5) and the factor of \( \sim 3 \) stronger stochastic variability observed between the ACA and JCMT (850 \( \mu \)m) light curves of SMM 10 (Figure 4, bottom panel).

5.2. Effect of Beam Size and Observing Wavelength

The observed envelope response to a change in the protostellar luminosity is sensitive to both the telescope beam size and the observing wavelength, which differ between our ACA, SMA, and JCMT measurements. To illustrate the effects of these properties on the observations, in Figure 12 we show model light curves for a Gaussian luminosity function (FWHM = 5 days, top panel) with varying beam sizes (center panel) and observing wavelengths (bottom panel). The range of beam sizes corresponds to high-resolution observations with an interferometer, such as the ALMA 12 m array (0.1″), up to single-dish observations with the envelope fully unresolved (30″). For Serpens Main, this corresponds to physical sizes ranging from 40 to 12,000 au. With a beam size \( \leq 1.0″ \), very little modulation of the luminosity function occurs, and the model light curves closely trace the underlying accretion luminosity variations. For increasing beam sizes, the time for the burst to propagate through a larger portion of the envelope introduces a significant reduction in amplitude (<50%) and an additional lag in the light curve.

A decrease in the observing wavelength has little effect on the light-curve lag, but it does produce a stronger amplitude for the response, e.g., the response in the FIR (0.3 mm) is 1.6–1.8 times stronger than typical millimeter observing wavelengths (1–3 mm). This increase in the response amplitude is due to the fact that at shorter wavelengths, a larger fraction of the envelope lies below the temperature for which the response is Rayleigh–Jeans (i.e., the brightness responds as \( T^\alpha \), with \( \alpha > 1 \) rather than \( \alpha \sim 1 \); Johnstone et al. 2013; Contreras Peña et al. 2020).

6. Discussion

6.1. Constraining Envelope Models and Accretion Burst Properties

Our work demonstrates that variations in the protostellar accretion rate produce a response in the dust temperature
throughout the envelope, which yields a light curve modulated by the envelope structure and the properties of the observations. Contemporaneous observations at multiple resolutions and wavelengths, combined with modeling of the burst propagation through the envelope, can thus recover detailed information about the envelope structure and identify the underlying accretion variations. Constraining the envelope structure used in the modeling of the burst response is important for separating the accretion luminosity variations from their modulation by the envelope. The B20 model for EC 53 used here as a basis for our toy model was determined through the fitting of the observed SED with radiative transfer simulations; without such a template, forward modeling of the accretion luminosity variations would be much more uncertain (Section 4.3.2), due to the poorly constrained envelope properties.

High-resolution observations are particularly important for identifying rapid variations (Section 5.1, Figure 11): the response to a short burst with a large beam suffers from a longer lag time, due to long lookback times; a smaller amplitude, owing to the inclusion of envelope material subject to nonvariable heating by the ISRF; and potentially destructive

---

**Figure 11.** Comparison of the responses of the fiducial EC 53 envelope model to Gaussian (left column), sigmoid (center column), and sine wave (right column) luminosity functions with various shapes. Top row: input luminosity function; middle row: normalized model SMA light curve; bottom row: normalized model JCMT light curve. For the Gaussian model, the maximum flux and the time during the decay when 20% of the maximum flux is reached are shown by the triangles and circles, respectively. For the sigmoid model, the circles mark the time when 80% of the maximum flux is reached, which is shown by the dotted line.
interference in the response, due to the potential propagation of multiple burst components within the beam. Rapid variations in the source brightness have a special physical interest, as they trace dynamical scales tied to the innermost disk, where star-disk interface instabilities are likely manifest (e.g., D’Angelo & Spruit 2012; Armitage 2016).

Our ACA observations of SMM 10 (Figure 4) and the NIR light curve of EC 53 (Lee et al. 2020) both show evidence for enhanced variations not witnessed in the lower-resolution JCMT observations, suggesting that the washing out of higher-frequency variability is indeed occurring. Variability in the MIR on timescales of days to months has been observed for many YSOs (e.g., Rebull et al. 2014; Park et al. 2021), though a wide range of phenomena besides accretion variability can be responsible (e.g., rotating disk warps and starspots). Several notable examples show variability attributed to periodic accretion instabilities (L1634 IRS 7; Hodapp & Chini 2015; V347 Aurigae; Dahm & Hillenbrand 2020; see also Guo et al. 2022), pulsed accretion from interaction with a binary (L1527 IRS; Cook et al. 2019), or rotation of a warped inner disk (LRLL 54361; Muzerolle et al. 2013). Investigating such sources with higher-cadence and higher-resolution submillimeter/millimeter observations is thus important for identifying the nature and distribution of rapid accretion variability in protostars.

High-resolution submillimeter/millimeter observations of the dust continuum can also provide valuable measurements of the inner envelope and the protoplanetary disk’s dust density structure, for modeling the burst propagation. Future observing campaigns can benefit from employing higher resolutions, shorter wavelengths, and a variety of cadences. Long-baseline observations with the ALMA 12 m array would trace the spatial scales associated with the dynamical timescales in the inner disk, and should have a stronger response to rapid variations in accretion luminosity (Section 5.2). Furthermore, resolving the disk would allow its response to the burst to be separated from that of the envelope, and therefore carefully quantified.

Figure 12. The same as Figure 11, but for comparison of different observing properties with a Gaussian luminosity function. Top row: luminosity function profile; middle row: normalized light curve for a fixed wavelength and varying beam size θ; bottom row: normalized light curve for a fixed beam size and varying wavelength.
Multiwavelength monitoring can also provide complementary information about the physics of accretion variability. In particular, the typical dust temperatures in the envelope produce emission such that FIR observations should produce a stronger light-curve response, roughly proportional to the change in accretion luminosity, whereas submillimeter/millimeter wavelength observations probe changes in brightness that are more closely tied to the induced dust temperature variations (see Section 5.2 and Johnstone et al. 2013). NIR observations should also trace protostar variability, but are subject to the effects of potentially time-varying extinction and emission from the hot inner disk (Hillenbrand et al. 2018, 2019; Lee et al. 2020). The combination of simultaneous observations at a variety of wavelengths should thus allow more accurate modeling of accretion luminosity variations and circumstellar environment; such an approach was used by Lee et al. (2020) to identify an increased buildup of material in the inner disk of EC 53 prior to outburst. Future planned ground-based observatories operating at the shortest submillimeter wavelengths, such as CCAT-prime (CCAT-Prime collaboration et al. 2021), and potential FIR space-based missions (André et al. 2019; Fischer et al. 2019), will be ideal for such extended monitoring.

6.2. Observational Limitations and Model Caveats

The observations and the modeling of accretion variability presented in this paper have a variety of limitations, which we detail here. Although our relative flux calibration schemes provide an unprecedented level of accuracy (≈3% versus 10%–20% with standard calibration schemes; see Section 3.1), they are still the dominant contribution to the error budget in our flux measurements, as all of our targets are millimeter-bright and typically have a signal-to-noise ratio >100 per epoch. Observations of additional sources for relative calibration and relaxing the approximation of point-like calibrators may enable an even higher relative flux calibration accuracy. Our approach to flux measurement with the ACA and SMA observations is robust but simplistic, and only considers the point-like emission within the brightest source in the map. We assume the extended emission surrounding the variable targets to be stable and remove it during the model fitting, but in principle light echoes from the propagation of the accretion burst through the extended emission may be observable, provided sufficient imaging fidelity. Such a measurement is challenging, given the $uv$-coverage with the limited number of baselines at the ACA and SMA. Observations with improved $uv$-coverage, using the 12 m ALMA array, and imaging techniques better suited to the reconstruction of resolved sources than the standard tclean (e.g., Honma et al. 2014; Akiyama et al. 2017; Chaie et al. 2018), may provide improved models of our sources and allow measurements of variability over the entire field of view. For the single-dish observations, a better understanding of the JCMT beam will likely be required before any significant further improvement in the relative flux calibration is possible, especially at 450 $\mu$m (Dempsey et al. 2013; Mairs et al. 2021).

Our toy model of EC 53 is very simplistic. It is based on the envelope structure determined by B20, which assumes spherical symmetry, and we ignore the conical outflow required by their SED fitting to recreate the NIR emission. In reality, protostellar envelopes can be flattened by the effects of self-gravity and rotation, and they may contain substructures, such as protostellar disks and outflow cavities, all of which influence the observed light curve. Full 3D modeling of the envelope would allow an exploration of these effects and their possible application to observations. Such “reverberation mapping” is often used to probe the structure of accretion disks surrounding highly variable active galactic nuclei (Peterson 1993), and it has also been employed to measure the radius of an inner dust hole in a protoplanetary disk, by comparing the time delay of the optical accretion variability with the NIR response of the dust disk (Meng et al. 2016). When modeling the emission, we assume that the envelope is optically thin throughout, which is reasonable for submillimeter/millimeter observations, but breaks down for shorter wavelengths. Furthermore, the accretion disk around the embedded protostar is possibly bright and optically thick at submillimeter/millimeter wavelengths (Li et al. 2017; Galván-Madrid et al. 2018). Given the beam sizes explored in this paper (Table 4), the disk should play only a small role in the brightness variations, but with higher angular resolution the disk would dominate, both complicating the modeling and providing a potential unique constraint on the disk physical properties.

We now consider the agreement between our EC 53 model and the observational constraints. The free parameters of our fiducial burst model are the date and value of the maximum luminosity, the floor temperature, and the outburst period, the fitted values of which are listed in Table 5. The minimum and maximum luminosity in our fiducial model are 3.6 $L_c$ and 17 $L_c$, which are quite similar to the values used by B20 of 4 $L_c$ and 17 $L_c$, to fit the quiescent and outbursting SEDs of EC 53, when the effects of heating by the ISRF are included. Our fiducial floor temperature of $T_{\text{floor}} = 24$ K is somewhat higher than in the radiative transfer models of B20, where the temperature at 10,000 au is ∼17 K. As shown in Figure 9, the amplitude of the JCMT 850 $\mu$m light curve is particularly sensitive to the value of $T_{\text{floor}}$ in our models. The discrepancy is likely due to the difference in the manner in which we apply $T_{\text{floor}}$; for simplicity, we calculate fixed a lower temperature threshold, rather than properly calculating the local temperature due to both the incoming ISRF and the outgoing accretion luminosity. Alternatively, the outer envelope may have a steeper radial density power law, $\alpha \sim −2$, which would also reduce the contribution of the larger scales probed by the JCMT.

Despite the simplifications, the burst model predicts amplitudes for the SMA and JCMT 850 $\mu$m light curves that are good fits to the observations (see Figure 8). We have also produced model light curves for the parameters of the ACA and JCMT 450 $\mu$m observations (Table 4). Comparison of the model and observed ACA light curves is significantly complicated by the sparsity of data during the outbursts of EC 53 (Figure 4). Comparing the late 2019 minimum and the Summer 2021 maximum flux at the ACA suggests an outburst amplitude of ∼1.6, whereas our model predicts an amplitude of only 1.35. There is clear intrinsic variability in the strength of the EC 53 outbursts (Lee et al. 2020), however, and thus fitting to measurements spread over two burst cycles in the comparison is questionable. Interestingly, our model for the JCMT 450 $\mu$m observations predicts an amplitude of ∼1.4, which is stronger than the 850 $\mu$m amplitude of ∼1.3, but weaker than the estimate from the 450 $\mu$m observations of the 2021 outburst as ∼1.6. Two caveats must be noted, however. First, like the ACA observations, the JCMT 450 $\mu$m observations are relatively sparse across the 2021 outburst, making it more difficult to compare directly than is the case for the SMA and JCMT 850 $\mu$m observations. Second, the beam shape of the JCMT 450 $\mu$m observations is more complex than the
simple Gaussian beam in our model, and includes an additional contribution from a larger 40'' error beam (Di Francesco et al. 2008; Mairs et al. 2021), which adds additional modulations.

6.3. Variable Molecular Line Emission

In this work, we have focused entirely on the response of the thermal dust continuum to accretion bursts; however, a variety of submillimeter/millimeter molecular emission lines may also be sensitive to thermal and chemical changes in the circumstellar environment. At envelope scales, Johnstone et al. (2013) showed that the equilibrium time for the molecular gas component is significantly longer than the dust response, but as one probes the smallest scales, with the highest densities and the highest temperatures, this imbalance diminishes. Thus, with higher-resolution observations, transitions of CO and its isotopologues may trace variations in gas temperature, while CH$_3$OH, SO, SO$_2$, and SiO transitions might trace warm gas and shocked material affected by the outburst. Furthermore, HCO+, CN, and HCN respond to increases in X-ray and UV luminosity in the accretion shock, potentially triggered by the outburst. Indeed, variable H$^{13}$CO$^+$ J = 3–2 emission, possibly connected with an X-ray flare from a magnetic reconnection event, has been detected in ALMA observations of a T Tauri star protoplanetary disk (Cleeves et al. 2017). Our SMA and ACA monitoring observations have detected a variety of these lines, which we plan to analyze for indications of variability in a forthcoming paper.

7. Conclusions

In this paper, we have interpreted contemporaneous submillimeter/millimeter light curves of variable protostars, as observed by the ALMA ACA, SMA, and JCMT, using a toy model of the envelope dust response to accretion luminosity variations. Our major results are as follows:

1. Relative flux calibration is vital to this work, and accurate to about 3% for ACA/SMA (Section 3). This is a significant improvement over the typical flux calibration accuracy of submillimeter/millimeter interferometers of 10–15%.

2. We have robustly detected variability in our ACA observations of EC 53 (V371 Ser) and SMM 10, two known submillimeter variables based on JCMT Transient Survey monitoring (Figure 4).

3. A delay between the peak amplitude of the EC 53 (V371 Ser) outburst at the SMA and the JCMT is seen, and the amplitude of the SMA outburst is somewhat stronger (Figure 5).

4. We have developed a toy model of the envelope response in EC 53 to show that the delay and difference in amplitude between the SMA and the JCMT (850 μm) are plausibly explained by 1: the light travel time delay through the envelope, and 2: the dilution of the envelope response at the JCMT by the incorporation of more cold envelope material in the beam (Section 4). The JCMT amplitude is particularly sensitive to the heating by the ISRF, described by an envelope floor temperature in our model.

5. We have further explored the effects of a variety of bursts and observational properties of our toy model (Section 5), and shown that high-frequency bursts can be washed out by the lag in the response with a larger beam, which may be occurring for SMM 10. A stronger envelope response, tied more closely to luminosity variations, is expected at shorter FIR wavelengths.
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Appendix

Deconvolved Deep SMA and ACA Images of Targets

In Figures 13 and 14, we present the deep ACA and SMA images of each Serpens Main source, combining all epochs, and with the relative calibration in Section 3.1 applied.
Figure 13. Gallery of submillimeter continuum images for the ALMA ACA observations, produced by concatenating data from all epochs, with the relative calibration in Section 3.1 applied. The beam size is denoted by the black ellipse in the lower left corner.
Figure 14. The same as Figure 13, but for the SMA observed targets.
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