Quantum-state estimation problem via optimal design of experiments

Jun Suzuki

Graduate School of Informatics and Engineering, The University of Electro-Communications,
1-5-1 Chofugaoka, Chofu-shi, Tokyo, 182-8585 Japan
(Dated: February 26, 2022)

In this paper, we study the quantum-state estimation problem in the framework of optimal design of experiments. We first find the optimal designs about arbitrary qubit models for popular optimality criteria such as $A$, $D$, and $E$-optimal designs. We also give the one-parameter family of optimality criteria which includes these criteria. We then extend a classical result in the design problem, the Kiefer-Wolfowitz theorem, to a qubit system showing the $D$-optimal design is equivalent to a certain type of the $A$-optimal design. We next compare and analyze several optimal designs based on the efficiency. We explicitly demonstrate that an optimal design for a certain criterion can be highly inefficient for other optimality criteria.

I. INTRODUCTION

Studies on any experiment governed by the law of statistics consists of two different stages. The first step is to design or prepare a good experimental setup to extract information of interest. The second one is to analyze an actual datum obtained from the chosen experiment. The standard textbooks on statistics focus only on the latter part; that is, how to extract a quantity of interest from a given datum. The first element, known as optimal design of experiments (DoE), is a well-established branch of classical statistics. It provides a systematic and powerful tool to search for an optimal DoE under a given optimality criterion.

Quantum state estimation problems are naturally divided into two stages, since measurement outcomes obey the statistical rule by the axioms of quantum theory. It seems, however, that textbooks on the subject do not emphasize this point clearly nor analyze the problem at hand in the language of optimal DoE. Although several authors applied this theory to a quantum system, its use has been limited so far. One important message of this paper is that so called “incompatibility” of estimating two different parameters is already well-known phenomena in the classical theory of optimal DoE. Therefore, we cannot immediately attribute this kind of trade-off relations to quantum nature of the problem.

In a recent paper, we developed the general theory to estimate a family of quantum channels based on the theory of optimal DoE. We made an explicit comment there that quantum-state estimation problems can be handled as a special case. The aim of this paper is two folds. First, we provide a framework of optimal DoE for the problem of quantum state estimation. We then apply the standard methodology of characterizing an optimal design. We show that the qubit case is completely solved as an optimal DoE problem. Second, we wish to compare different optimal designs for a qubit system. Thereby, we explicitly demonstrate that a particular optimal design is not optimal for others.

In the classical theory of DoE, it seems that a systematic comparison of different optimal designs is not a common subject. Rather, they focus on analyzing a problem at hand based on a particularly chosen optimality criterion. In this study, we emphasize that a proper comparison among different optimality criteria is necessary rather than adopting one particular optimality criterion. This is because there is no universally accepted optimality criterion exists, but it is very subjective. Second reason is that one particular optimal design may become inefficient for the other optimality criteria. Indeed, our study suggests that one of the common optimal criteria, the $D$-optimality, in classical statistics may not be suited for quantum-state estimation problems. This is based on the result of the general qubit model in the tomographic scenario. Other optimal designs are shown to perform very poorly for the $D$-optimal criterion when the purity of quantum states is high.

The outline of this paper is as follows. In Sec. II, a brief summary on the classical theory of optimal DoE is given. We then apply it to the problem on quantum-state estimation in Sec. III. We also analytically solve common optimal design for the general qubit system. In Sec. IV, we derive a quantum version of the equivalent theorem in the qubit system. Section V studies comparisons of different optimality criteria. We close our paper by conclusions and remarks in Sec. VI.
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II. PRELIMINARIES

In this section, we provide a brief summary of optimal DoE base on non-linear response theory\cite{2, 16, 18}. Our formulation is based on the result presented in Ref. \cite{15}.

A. Formulation

1. Terminologies and definitions

Suppose a physical system of interest is specified by a state \( s \), and we denote a set of all possible states by \( S \). We call the set \( S \) as the state space. Typically, \( S \) is a subspace of a vector space, which could be real or complex in general. Denote by \( \theta = (\theta_1, \theta_2, \ldots, \theta_n) \) an \( n \)-parameter coordinate system for the state space, called a model parameter, or simply parameter, to describe a state by \( s_\theta \). Our interest is to analyze a family of states \( \{ s_\theta \mid \theta \in \Theta \} \), where the parameter \( \theta = (\theta_i) \) takes values in \( \Theta \), which is an open subset of \( \mathbb{R}^n \). In the following, we assume that \( \theta \mapsto s_\theta \) is one-to-one and smooth in \( \theta \). Therefore, the model parameter \( \theta \) identifies the state \( s_\theta \) uniquely. A design \( e \) describes a particular experimental setup, and \( E \) denotes the set of all possible designs, which will be called a design space. A model function \( f \) is a mapping from \( S \times E \) to a set of probability distributions on \( \mathcal{X}(=: \mathcal{P}(\mathcal{X})) \). That is, \( f : (s, e) \mapsto p_s(\cdot|e) \in \mathcal{P}(\mathcal{X}) \) where \( \forall x \in \mathcal{X} \), \( p_s(x|e) \geq 0 \) and \( \sum_{x \in \mathcal{X}} p_s(x|e) = 1 \) hold due to the axiom of probability theory. A familiar example of this kind is a linear regression model that has been intensively studied in the field of optimal DoE,\cite{3, 16, 18}

One of the main objectives of optimal DoE is to infer the unknown parameter \( \theta \) and hence \( s_\theta \in S \) by choosing an appropriate design \( e \). A difference from the usual setting of classical statistics is that a statistical model is specified by the conditional distribution according to a chosen design \( e \):

\[
M(e) = \{ p_\theta(\cdot|e) \mid \theta \in \Theta \},
\]

where \( p_\theta(\cdot|e) = p_{s_\theta}(\cdot|e) \) is a shorthand convention. And thus, a datum \( X \) is a random variable drawn according to \( p_\theta(\cdot|e) \), which depends on a particular choice of design \( e \). Denoting the conditional expectation value by \( E_\theta[X|e] := \sum_{x \in \mathcal{X}} x p_\theta(x|e) \), the mean-square error (MSE) matrix for the estimator \( \hat{\theta} : \mathcal{X} \to \Theta \) is defined by

\[
V_\theta[\hat{\theta}|e] := \left[ E_\theta[(\hat{\theta}_i(X) - \theta_i)(\hat{\theta}_j(X) - \theta_j)|e] \right]_{i,j}.
\]

We look for the best estimator and design under the condition of locally unbiasedness defined as follows. An estimator \( \hat{\theta} = (\hat{\theta}_i) \) is said to be locally unbiased at \( \theta \) under a design \( e \), if \( E_\theta[\hat{\theta}_i(X)|e] = \theta_i \) and \( \frac{\partial}{\partial \theta_j} E_\theta[\hat{\theta}_i(X)|e] = \delta_{ij} \) are satisfied for \( \forall i, j \) at \( \theta \). When an estimator is locally unbiased at all points \( \theta \), it is an unbiased estimator. As explained later, locally unbiasedness for \( \hat{\theta} \) under the design \( e \) is fundamental in the theory of DoE. This is in contrast to the standard parameter estimation problem, where locally unbiased estimators are of no practical importance in general.

For a fixed design \( e \in E \), and assume that the model \( M(e) \) satisfies a certain regularity conditions. We can then apply the Cramér-Rao (CR) inequality,

\[
V_\theta[\hat{\theta}|e] \geq \left( J_\theta[e] \right)^{-1},
\]

which holds for any locally unbiased estimator. Here \( J_\theta[e] \) is the Fisher information matrix about the statistical model \( M(e) \) at \( \theta \), which is defined by

\[
J_\theta[e] := \left[ E_\theta \left[ \frac{\partial \ell_\theta(X|e)}{\partial \theta_i} \frac{\partial \ell_\theta(X|e)}{\partial \theta_j}|e \right] \right]_{i,j},
\]

where \( \ell_\theta(x|e) := \log p_\theta(x|e) \) is the logarithmic likelihood function. Note that a locally unbiased estimator always exists at each point, and thus the right hand side of the CR inequality provides the fundamental limit for the MSE matrix at a given point. With this fact, we aim to minimize the inverse of the Fisher information matrix over all possible designs.

In passing we make remarks on the figure of merit formulated in this paper and other formulations. It is also possible to minimize other quantities related to estimation errors, such as the fidelity, trace distance, and quantum relative entropy between an estimated state and the true state. The current paper focuses on the design problem before actual experiments are performed. Thus, it is more natural to maximize information about an unknown state as possible,
which is measured by the classical Fisher information. In particular, we are interested in the best experimental design at each point. This is to say that an optimal design here is optimal locally. By contrast, we can also investigate optimal designs on average over possible states with some prior distribution on the state space. This is called the Bayesian design problem.\textsuperscript{[3][19][21]}

Another formulation is to find the optimal design for the worst case. This is known as the min-max design problem. Extension of the present work to these setting shall be presented elsewhere. Finally, a recent paper \textsuperscript{[22]} studied a family of precision bounds for a function of the MSE matrix using the concept of weighted $f$-mean, which is known in the positive matrix theory. While we have similar optimization problems, the current paper is based on the standard statistical tool rather than purely mathematical ones.

2. Optimality criteria

To proceed further, we consider different types of optimal designs defined by each optimality function. Let $\Psi$ be a real-valued function of non-negative matrix, called an optimality function, such that $\Psi(A) \geq 0$ for all $A \geq 0$. We can then formulate our optimization problem as follows \cite{?}.

$$
\Psi_\ast := \min_{e \in E} \Psi \left( J_\theta[e] \right),
$$

$$
e_\ast := \arg \min_{e \in E} \Psi \left( J_\theta[e] \right).$$

We call this optimal design $e_\ast$ as a $\Psi$-optimal design. The optimality function $\Psi$ is assumed to satisfy the following three properties.

i) Isotonicity: For $J_1 \geq J_2 \geq 0$, $\Psi(J_1) \geq \Psi(J_2)$ holds.

ii) Homogeneity: For a constant $a > 0$, $\Psi(aJ) = \psi(a)\Psi(J)$ with $\psi(a)$ a non-negative function.

iii) Convexity: $\lambda \in [0, 1]$, $J_1, J_2$, $\Psi(\lambda J_1 + (1 - \lambda) J_2) \leq \lambda \Psi(J_1) + (1 - \lambda) \Psi(J_2)$ holds.

In addition to the above three conditions, we often impose the following condition.

iv) Orthogonality invariance: For any orthogonal matrix $O$, $\Psi(J) = \Psi(OJO^T)$. That is an optimality criterion depends only on the eigenvalues of the Fisher information matrix.

The first condition is also known as an operator monotone function in matrix analysis. The second condition is needed to incorporate additivity property of the Fisher information matrix. In the following discussion, we assume that the optimality function $\Psi$ always satisfies these conditions \{i), ii), iii\} unless stated otherwise.

We list some of the popular criteria:

1. $A$-optimality: $\Psi_A(J) = \text{Tr}(J^{-1})$.

2. $D$-optimality: $\Psi_D(J) = \text{Det}\{J^{-1}\}$.

3. $E$-optimality: $\Psi_E(J) = \lambda_{\text{max}}(J^{-1})$ with $\lambda_{\text{max}}$ the maximum eigenvalue.

4. $c$-optimality: $\Psi_c(J) = c^T J^{-1} c$ for a given vector $c \in \mathbb{R}^n$.

5. $\gamma$-optimal: $\Psi_\gamma(J) = (\frac{1}{\gamma} \text{Tr}\{J^{-\gamma}\})^{1/\gamma}$ ($\gamma \in \mathbb{R}$).

Here $\gamma$ is a fixed parameter, and $n = |\Theta|$ is the dimension of the parameter set $\Theta$. It is easy to observe that $\gamma$-optimal includes the first three optimality criteria as follows. First, $A$-optimality is obtained as $\Psi_A(J) = n^\gamma \lim_{\gamma \rightarrow 1} \Psi_\gamma(J)$ when we set $\gamma = 1$. Second, $D$-optimality corresponds to the limit $\gamma \rightarrow 0$ as $\Psi_D(J) = (\lim_{\gamma \rightarrow 0} \Psi_\gamma(J))^n$. Last, $E$-optimality is related to the limit $\gamma \rightarrow \infty$, since $\lim_{\gamma \rightarrow \infty} \Psi_\gamma(J) = \lambda_{\text{max}}(J^{-1})$. Here, we make a brief comment on the case of non-invertible Fisher information matrix. It is clear that when $J$ is not full rank, then a certain regularization is needed to invert $J$. In this study, we mainly focus on finding optimal designs that gives raise to a regular statistical model. That is to guarantee matrix inversion of the Fisher information matrix. (We will come back to this point in Sec. \textsuperscript{[1][E]}.)

Other than the above optimality criterion, there is a special optimal design known as the L"owner optimality. This is defined by the existence of a design $e_\ast$, such that the matrix inequality $J_\theta[e_\ast] \geq J_\theta[e]$ holds for all other designs $e$. In general, the L"owner optimal design does not exists.\textsuperscript{[3]} If so, in fact, it dominates all other $\Psi$-optimality criterion due to isotonicity of a function $\Psi$. It is straightforward to show that the necessary and sufficient condition for the existence of the L"owner optimal design; the $c$-optimal design is independent of $c$ for all $c \in \mathbb{R}^n$.\textsuperscript{[3]}

Convexity about the design space $E$ is of importance to find an optimal design. We introduce a convex sum of two designs $e_1, e_2 \in E$ is defined as $e_\lambda = \lambda e_1 + (1 - \lambda) e_2 \in E$. Then, the design space $E$ becomes a convex set. With a proper definition of convex sum of two designs, it is straightforward to check it preserves the locally
unbiasedness condition. In other words, if an estimator \( \hat{\theta} \) is locally unbiased at \( \theta \) under \( e_1 \) and \( e_2 \), then \( \hat{\theta} \) is also locally unbiased at \( \theta \) for \( e_3 \). Convexity of the optimality function states that the inequality, \( \Psi(\lambda J_\theta[e_1] + (1-\lambda)J_\theta[e_2]) \leq \lambda \Psi(J_\theta[e_1]) + (1-\lambda)\Psi(J_\theta[e_2]), \) holds for \( e_1, e_2 \in \mathcal{E} \) and \( \lambda \in [0,1] \). It is easy to check that \( A_\cdot, E \)-optimality satisfy this convexity condition. However, \( D \)-optimality violates this condition and the standard remedy is to optimize \( \log \det \{ J_\theta[e]^{-1} \} = -\log \det \{ J_\theta[e] \} \) instead, which is a convex function. With these additional structures, we can formulate our problem as a convex optimization problem over the convex set. This problem can then be implemented efficiently in an appropriate convex optimization algorithm. \([2, 16-18]\)

**B. Discrete design problem**

In this subsection, we extend an estimation strategy for a situation of \( N \) repetition of experiments, there are two distinct strategies as follows.

i. i. d. strategy: This strategy corresponds to repeating exactly same design \( e \) for \( N \) times, whose design is denoted by \( e^N \in \mathcal{E}^N \). The probability distribution for this case corresponds to independently and identically distributed (i. i. d.) one as

\[
p_\theta(x^N|e^N) = \prod_{i=1}^{N} p_\theta(x_i|e).
\]

Additivity of the Fisher information matrix applies to get the Fisher information matrix \( J_\theta[e^N] = NJ_\theta[e] \). Thus, the problem is reduced to the case \( N=1 \).

Mixed strategy: Let \( N(m) \) be an \( m \)-partition of an integer \( N \), i.e., \( N(m) = (n_1, n_2, \ldots, n_m) \) such that \( \sum_{i=1}^{m} n_i = N \) and \( n_i \geq 0 \). The mixed strategy is to repeat a design \( e_1 \) for \( n_1 \) times, \( e_2 \) for \( n_2 \) times, \ldots, and \( e_m \) for \( n_m \) times. \( (N \text{ experiments in total}) \). The design for this mixed strategy is specified by the sets \( (p, e) \) where \( p = (p_1, \ldots, p_m) \) and \( e = (e_1, \ldots, e_m) \) are vectors of the relative frequency and designs, respectively. This mixed strategy is denoted by \( e[N(m)] = (p, e) \). The probability distribution for the design \( e[N(m)] \) is

\[
p_\theta(x^N|e[N(m)]) = \prod_{i=1}^{m} p_\theta(x_1^n_1|e_i^n_i) = \prod_{i=1}^{m} \prod_{t_i=1}^{n_i} p_\theta(x_{t_i}|e_i).
\]

The normalized Fisher information matrix, which is divided by \( N \), for the design \( e[N(m)] \) is

\[
J_\theta[e[N(m)]] = \frac{1}{N} \sum_{i=1}^{m} n_i J_\theta[e_i]. \tag{2}
\]

The problem is now to find the best partition \( N(m) \) for a given \( N \) and a set of designs \( e = (e_1, \ldots, e_m) \) such that the value of the \( \Psi \) optimality function \( \Psi(J_\theta[e[N(m)]])) \) is minimized. This discrete design problem, also known as exact design problem, is of importance in practice to find the best design. However, this is a combinatoric optimization problem, and it is a hard problem even numerically. Thus, one has to find an approximated optimal solution to the problem at hand, which will be given in the next subsection.

**C. Continuous design problem**

When the sample size \( N \) is large enough, we approximate the exact design problem by taking the limit \( N \to \infty \) with fixed ratios \( p_i = \lim_{N \to \infty} (n_i/N) \) in Eq. \(2\). This optimization problem is called the continuous design problem or the approximated design problem. In general, the optimal continuous design is a good approximation to the exact design problem for sufficiently large \( N \).

The problem here is to find an optimal relative frequency \( p = (p_i) \in \mathcal{P}(m) \) (:= a set of probability vector for \( m \) events) and a set of designs \( e = (e_i) \in \mathcal{E}^m \) such that the value of a given optimality function \( \Psi(J_\theta[e(m)]) \) is minimized. Here, we denote the design of this continuous design problem by

\[
e(m) = (p, e) \in \mathcal{P}(m) \times \mathcal{E}^m. \tag{3}
\]

The Fisher information matrix about the design \( e(m) \) takes the convex mixture of each Fisher information matrix as

\[
J_\theta[e(m)] = \sum_{i=1}^{m} p_i J_\theta[e_i]. \tag{4}
\]
We can also state that this is equivalent to the Fisher information about the joint probability distribution: $p_i p_{\theta}(x|e_i)$. In other words, the mixed strategy is to consider a statistical model, 

$$M(e(m)) = \{ p_{i, \theta}(\cdot | e_i) \mid \theta \in \Theta \},$$

(5)

with known $p_i$, which is also to be optimized.

Summarizing above arguments, the following optimization problem needs to be solved: Given an optimality function and integer $m$, to find an optimal design $e_*(m) = (p_*, e_*)$ defined by

$$e_*(m) = \arg \min_{e(m) \in P(m) \times \mathcal{E}^m} \Psi \left( \sum_{i=1}^{m} p_i J_{\theta}[e_i] \right).$$

(6)

A convex structure for mixed strategies is naturally constructed from two continuous designs $e(m) = (p, e)$, $e'(m) = (p', e')$ as

$$\lambda e(m) + (1 - \lambda)e'(m) = (\lambda p + (1 - \lambda)p', \lambda e + (1 - \lambda)e'),$$

where $\lambda e + (1 - \lambda)e' = (\lambda e_i + (1 - \lambda)e'_i)$ is a well-defined convex sum of two designs. However, it is not unique how to define a convex sum of two designs $e(m)$ and $e'(m')$ for $m \neq m'$ in general. The usual treatment of this difficulty is to introduce a measure $\xi$ on the design space $\mathcal{E}$. This is to consider an experimental design of the form $\xi : \xi(\mathcal{E})$.

This formalism is certainly more general, since a discrete measure reduces to the case of the above continuous design problem. The Fisher information about this design then takes of the form:

$$J(\xi) := \int \xi(\mathcal{E}) J_{\theta}[e].$$

(7)

With this notation, the problem is expressed as

$$\Psi_* = \min_{\xi \in \Xi} \Psi(J(\xi)),
$$

$$\xi_* = \arg \min_{\xi \in \Xi} \Psi(J(\xi)).$$

(8)

with $\Xi$ the totality of probability measures on the design space $\mathcal{E}$. We call $\xi$ as the design measure or simply a design when no confusion arises. This is an object of our interest in the theory of optimal DoE. It is easy to see from Carathéodory’s theorem that an optimal design measure can be found by using not more than $n(n+1)/2 + 1$ support points with $n$ the number of parameters to be estimated.

Another important problem other than finding an optimal design is to characterize the structure of the Fisher information matrix for all possible designs:

$$\mathcal{J}(\mathcal{E}) := \{ J_{\theta}[e] \mid e \in \mathcal{E} \},$$

$$\mathcal{J}(\Xi) := \{ \int \xi(\mathcal{E}) J_{\theta}[e] \mid \xi \in \Xi \}. $$

(9)

Clearly, $\mathcal{J}(\Xi)$ is the convex hull of $\mathcal{J}(\mathcal{E})$. We call the sets $\mathcal{J}(\mathcal{E})$ and $\mathcal{J}(\Xi)$ as the Fisher information regions. This Fisher information region is a well-known concept in classical statistics. Several authors studied it in the context of the quantum estimation theory.[7, 23, 24] The optimization problem takes the following alternative form as a minimization over the convex set:

$$\Psi_* := \min_{J \in \mathcal{J}} \Psi(J),
$$

$$J_* := \arg \min_{J \in \mathcal{J}} \Psi(J).$$

(10)

From the optimal Fisher information matrix, we then associate it with the optimal design as $J_{\theta}[e_*] = J_*$.

**D. Necessary and sufficient condition**

Under the assumptions made in our discussion, we can derive the necessary and sufficient condition for the optimal design in various different forms. This is one of the central subject in the theory of optimal DoE.[2, 3, 16, 18]
For a given optimality function $\Psi$ satisfying conditions in Sec. II A, we consider the directional derivative:
\[
\Psi'(\xi_0; \xi) := \lim_{\epsilon \to 0} \frac{1}{\epsilon} \left[ \Psi((1 - \epsilon)J(\xi_0) + \epsilon J(\xi)) - J(\xi_0) \right],
\]
where $J(\xi) = \int \xi(\text{de})J_0[\text{e}]$. It is straightforward to see that $\xi_*$ is an optimal design measure if and only if the directional derivative is nonnegative $\Psi'(\xi_*, \xi) \geq 0$ for all $\xi \in \Xi$. In the theory of optimal DoE, many of the optimality functions admit the following special form for the directional derivative:
\[
\Psi'(\xi_0; \xi) = \int \xi(\text{de})\psi(\text{e}, \xi_0).
\]
with $\psi(\text{e}, \xi)$ some function of the design measure and design. It is convenient to introduce the sensitivity function $\varphi$ for the optimality function $\Psi$ by
\[
\varphi(\text{e}, \xi) := -\psi(\text{e}, \xi) + C(\xi),
\]
where $C$ is a function of the design measure $\xi$, defined for each $\Psi$.\[16,18\] As examples, let us list two popular optimal designs; the A-optimality $\Psi(J) = \text{Tr} \{ W J^{-1} \}$ with a weight matrix $W > 0$ and $D$-optimality with $\Psi(J) = \log \text{Det} \{ J^{-1} \}$.

A-optimality: $\psi(\text{e}, \xi) = \text{Tr} \{ W J(\xi)^{-1} J_0[\text{e}] J(\xi)^{-1} \}$, $C(\xi) = \Psi(\xi)$,

D-optimality: $\psi(\text{e}, \xi) = \text{Tr} \{ J(\xi) J_0[\text{e}] \}$, $C(\xi) = n$.

With these notations, the following theorem holds.\[2,3,16,18\]

**Theorem II.1** For an optimality function satisfying the condition discussed before, the following design problems are equivalent.

1) $\min_{\xi \in \Xi} \Psi(\xi)$,

2) $\min_{\xi \in \Xi} \max_{\text{e} \in \mathcal{E}} \varphi(\text{e}, \xi)$,

3) $\max_{\text{e} \in \mathcal{E}} \varphi(\text{e}, \xi) = \Psi(\xi)$.

This theorem can be regarded as a generalization of one of the celebrated results in the theory of optimal DoE, known as the equivalence theorem due to Kiefer and Wolfowitz.\[25\] See Refs.\[2,3,16,18\] for more details.

**E. Miscellaneous items**

To supply some more languages for optimal DoE, we list a few of them. First, we need to be clear on the concept of optimality in the optimal DoE. Let us consider an optimization problem \[1\] for simplicity. More general case of optimal designs can be considered similarly.

The optimal design $\text{e}_* = \arg \min_{\text{e} \in \mathcal{E}} \Psi(J_0[\text{e}])$ is called a local optimal design in the sense that it is optimal at a specific point $\theta$. In general, this local optimal design depends on the unknown value $\theta$. In other words, we should express it as $\text{e}_*(\theta) = \arg \min_{\text{e} \in \mathcal{E}} \Psi(J_0[\text{e}])$. When dealing with the generic statistical models, one always finds a local optimal design only. Only when, one simplifies a model, such as a simple linear regression model, we can find the global optimal design, which is optimal uniformly in $\theta$, i.e., $\forall \theta, \theta', \text{e}_*(\theta) = \text{e}_*(\theta')$. In practice, one then has to combine other techniques of DoE to realize an optimal design. This has been studied in the field of classical optimal DoE in past under the name of the adaptive or the sequential design problem.\[2,3,16,18\] The adaptive estimation scheme will not be a subject of our paper due to the page limitation. It is interesting to lean that these adaptive schemes were independently discovered in the context of quantum state estimation problems. Nagaoka first proposed such an adaptive method based on updating the likelihood function.\[26\] Later, others proposed different variants of adaptive methods.\[27,28\] The latter method is based on splitting $N$ samples into two sets. The first set is used to give a rough estimate, and then we apply a near optimal strategy for the second set. We note that this method was already well studied in the classical statistics.\[2,3,16,18\] As a word of caution, the two-step method for the asymptotic case is
a method of proof for convergence. A practical problem in the theory of DoE is to find the optimal division of \( N \) samples into two sets or more generally several sets, which gives the lowest estimation error.

Second, we say that a design \( \mathbf{e} \) is singular, when the resulting statistical model \( M(\mathbf{e}) \) is not regular. See for example Ref. [29] on the detail discussion of non-regular models. One common instance of a singular design is when the classical Fisher information matrix is rank deficient. In fact, we often deal with singular models in the theory of optimal DoE. In this case, we may use the generalized inverse method to evaluate the inverse of the classical Fisher information matrix. However, we cannot estimate all parameters simultaneously. There are alternative techniques known in the theory of optimal DoE. [2] [16] [18] Appendix Sec. 5 of Ref. [15] gives a short summary for these methodologies. We will make a few more comments on local optimality and the problem of singular designs in Sec. III F for the quantum theory of optimal DoE.

In passing, we note that a recent paper [30] discussed non-regular measurements. They called a measurement \( \Pi \) (in our terminology) is regular, when it is \( \Theta \)-independent. We stress that \( \Theta \)-independence is different from the concept of local optimal design. Further, they introduced a non-regular measurement \( \mathbf{e}_\mathbf{Q} \) that also comprises a part of parametric dependence in the resulting statistical model:

\[
M(\mathbf{e}_\mathbf{Q}) = \{ p_0(\cdot | \mathbf{e}_\mathbf{Q}) \mid \mathbf{e}_\mathbf{Q} \in \Theta \}.
\] (12)

We note that this setting is unusual in the sense that the design \( \mathbf{e} \) is no longer under our control. It is rather a part of the statistical model itself under consideration. In this special case, one has to differentiate \( \mathbf{e} \) for the family of designs \( \mathbf{e}_\mathbf{Q} \), since we do not have precise knowledge on it.

Third, a family of states \( \{ s_\theta \mid \theta \in \Theta \} \) is said locally identifiable at \( \theta_0 \), if there exists some neighborhood \( B_{\theta_0} \) of \( \theta_0 \) such that the following conditions is satisfied:

\[
\forall \theta \in B_{\theta_0}, \forall \mathbf{e} \in \mathcal{E}, p_0(\cdot | \mathbf{e}) = p_{0\theta_0}(\cdot | \mathbf{e}) \Rightarrow \theta = \theta_0.
\] (13)

When this property holds for all parameter set, i.e., \( B_{\theta_0} = \Theta \), we say this family is (globally) identifiable. Clearly, if statistical models \( M(\mathbf{e}) \) for all designs \( \mathbf{e} \in \mathcal{E} \) are regular, \( \theta \mapsto p_0(\cdot | \mathbf{e}) \) is one-to-one. Thus, the identifiability condition is satisfied.

In addition to identifiability of states, we have an issue of estimability. It is easy to check that we cannot estimate all parameters when a design is singular. In this case, only a certain linear combinations of the parameters can be estimated by this singular design. In the following, we focus on the case of a linear combination of the parameters. See for example Refs. [3] [17] for more general case. Suppose one is only interested in estimating a linear combination of parameters:

\[
\theta_c := c^t \theta = \sum_{i=1}^n c_i \theta_i,
\] (14)

for a given \( n \)-dimensional (column) vector \( \mathbf{c} \). In the language of optimal DoE, this setting is the \( c \)-optimal design problem. The parameter \( \theta_c \) is said estimable, if there exists a design \( \mathbf{e} \) such that the range of \( J_\theta[\mathbf{e}] \) includes the vector \( \mathbf{c} \). Otherwise, the design \( \mathbf{e} \) cannot be used to estimate \( \theta_c \). We can also express this condition by the concept of the feasibility cone as follows. Define the feasibility cone for \( \mathbf{c} \) by the subset of non-negative matrices:

\[
\mathcal{A}(\mathbf{c}) := \{ A \in \mathbb{R}^{n \times n} \mid A \geq 0, A \mathbf{c} \neq 0 \}.
\] (15)

Then, \( \theta_c \) is estimable if and only if \( J_\theta[\mathbf{e}] \in \mathcal{A}(\mathbf{c}) \) for some design \( \mathbf{e} \). Therefore, the \( c \)-optimal design problem should be reformulated as

\[
\mathbf{e}_\ast := \arg \min_{\mathbf{e} \in \mathcal{E} : J_\theta[\mathbf{e}] \in \mathcal{A}(\mathbf{c})} c^t (J_\theta[\mathbf{e}])^{-1} \mathbf{c}.
\] (16)

Here, the inverse of the Fisher information matrix is evaluated in the sense of the generalized inverse.

As a final remark on the singular design problem, we make a comment on the optimal DoE. The \( E \)-optimal design problem is also expressed as the following alternative form:

\[
\Psi_E(J) = \lambda_{\text{max}}(J^{-1}) = \max_{c, \mathbf{e} \in \mathbb{R}^n : |\mathbf{c}| = 1} c^t J^{-1} \mathbf{c}
\]

\[
= (\lambda_{\text{min}}(J))^{-1} = \left( \min_{c, \mathbf{e} \in \mathbb{R}^n : |\mathbf{c}| = 1} c^t J \mathbf{c} \right)^{-1}.
\]

From this expression, we see that \( E \)-optimal design is amount to the min-max optimization of a certain \( c \)-optimal design problem. Unlike to the standard \( c \)-optimality criterion, however, we are interested in estimating all parameters in the \( E \)-optimality criterion. Therefore, we should avoid singular optimal designs.
Related to the issue of local optimal designs and singular designs, we have a remark on the value of the optimality function. Let us denote the minimum value of an optimality function at \( \theta \) by \( \Psi \). Consider arbitrary two different points \( \theta_0 \) and \( \theta'_0 \), and corresponding optimal designs:

\[
e_*(\theta_0) := \arg \min_{e \in E} \Psi \left( J_\theta[e] \right)
e_*(\theta'_0) := \arg \min_{e \in E} \Psi \left( J_{\theta'_0}[e] \right).
\]

The design \( e_*(\theta_0) \) is optimal at \( \theta_0 \), but not at \( \theta'_0 \). Generally speaking, there is no ordering relation between two values \( \Psi_{\theta_0} \) and \( \Psi_{\theta'_0} \), nor matrix ordering between two optimal Fisher information matrices, \( J_{\theta_0}[e_*(\theta_0)] \) and \( J_{\theta'_0}[e_*(\theta'_0)] \). To see this, let us consider the case when two points are nearby each other. In this case, a small deviation \( \delta = (\delta_i) \) a small vector, results in the following approximation up to the first order in \( |\delta| \):

\[
J_{\theta_0}[e_*(\theta'_0)] = J_{\theta_0}[e_*(\theta_0)] + |\delta| \sum_k \partial J_{\theta_0}[e_*(\theta_0)] / \partial \theta_k \bigg|_{\theta = \theta_0},
\]

where the partial differentiation of a matrix is done by component wise. The second term of Eq. (18) is symmetric, but it does not have a definite sign as a matrix in general. Upon assuming closeness between two designs, we substitute a relation, \( e_*(\theta'_0) \approx (1 - \epsilon) e_*(\theta_0) + \epsilon e_0 \) for some design \( e_0 \) and small \( \epsilon \) in the sense of a randomized design. Then, the first term of Eq. (18) is expressed as

\[
J_{\theta_0}[e_*(\theta'_0)] \approx J_{\theta_0}[(1 - \epsilon) e_*(\theta_0) + \epsilon e_0]
\]

\[
= (1 - \epsilon) J_{\theta_0}[e_*(\theta_0)] + \epsilon J_{\theta_0}[e_0].
\]

Therefore, we obtain an approximated relationship between two Fisher information matrices \( J_{\theta_0}[e_*(\theta_0)] \) and \( J_{\theta'_0}[e_*(\theta'_0)] \) without a definite matrix ordering.

As a final remark on the singular design problem, we comment on the use of generalized inverse of the Fisher information matrix. When an optimal design \( e_0 \) is singular, an extra complication may arise. In this case, we often use an appropriate generalized inverse of the Fisher information matrix for \( J_\theta[e_0] \). In some circumstances, the obtained result may depend on a particular choice of generalized inverses. See for example Refs. [3, 17]. This point will be important for the \( c \)-optimality for example. We will expand this discussion in Sec. [11] for the quantum case.

To end this subsection, we shortly list three extensions of the theory of optimal DoE. First is the optimal design under constraint(s). The design is typically subject to an additional constraint(s) in order to take into account realistic experimental situations. Optimal design of experiments with constraint(s) can also be formulated. [16, 18]

Second is a compound optimal design. Consider two optimality functions to define a new function \( \Psi_\nu := \nu \Psi_1 + (1 - \nu) \Psi_2 \) with \( \nu \) fixed positive parameters. \( e_* = \arg \min_{e \in E} \Psi_\nu[e] \) is called a compound optimal design, and it represents a tradeoff relation between two different optimal designs defined by \( \Psi_1, \Psi_2 \).

Last is to evaluate efficiency of design. Given an optimality function \( \Psi \), we can define the optimal design \( e_* \), for this optimality. In practice, one is not only interested in finding the optimal design, but also the performance of a suboptimal design, say \( e_0 \), which can be easily implemented. To this end, we need to know smallness of the value \( \Psi(e_0) \). Note that \( \Psi[e] \) is a relative quantity, and hence, we cannot immediately conclude the performance of the design \( e_0 \) based on the value \( \Psi(e_0) \) only. The standard way to handle this problem is to consider a normalized version function \( \Psi \) by its optimal value \( \Psi[e_*] \), which is defined as

\[
\eta_\Psi[e] := \frac{\Psi[e]}{\Psi[e_*]} = \frac{\min_{e \in E} \Psi[e]}{\Psi[e_*]}.
\]

We call \( \eta_\Psi \) the efficiency of the design \( e \) with respect to the optimality function \( \Psi \). By definition, the normalized function satisfies \( 0 \leq \eta_\Psi[e] \leq 1 \). Notably, the equality \( \Psi[e] = 1 \) does not necessarily imply \( e \) is an optimal design for \( \Psi \) optimality.

An another application of efficiency of design is comparison of different optimality criteria. Consider two optimality criteria based on \( \Psi_1 \) and \( \Psi_2 \). The optimal design \( e_* = \arg \min_{e \in E} \Psi_1[e] \) is optimal for \( \Psi_1 \) but not for \( \Psi_2 \). One may naively expect that this is also good for \( \Psi_2 \). To quantify how good it is, we can analyze efficiency

\[
\eta_{\Psi_2}[e_*] := \frac{\min_{e \in E} \Psi_2[e]}{\Psi_2[e_*]}.
\]

If this quantity is close to 1, it means that \( e_* \) is also good for the other criterion. This will be studied in Sec. [11]. Applications of the above extended optimal designs were discussed in various statistical problems, see Refs. [3, 16–18].
III. QUANTUM STATE ESTIMATION AS OPTIMAL DESIGN OF EXPERIMENTS

We now apply the theory of optimal DoE to the parameter estimation problem in quantum systems.

A. Definitions

A quantum system is represented by a $d$-dimensional complex vector space $\mathbb{C}^d$. With the standard inner product, it becomes a Hilbert space denoted by $\mathcal{H} = \mathbb{C}^d$. When the dimension of the system is two, we speak of “qubit” that is the simplest quantum system. To simplify our discussion we only consider quantum systems with a fixed dimension $d < \infty$. A quantum state $\rho$ is a non-negative matrix on $\mathcal{H}$ with unit trace. The set of all quantum states on $\mathcal{H}$ is denoted by $\mathcal{S}(\mathcal{H}) := \{ \rho \in \mathbb{C}^{d \times d} \mid \rho \geq 0, \text{tr}(\rho) = 1 \}$. A measurement $\Pi$ on a given quantum state $\rho$ is described a set of positive semidefinite matrices $\Pi = \{ \Pi_x \}_{x \in X}$ ($\forall x, \Pi_x \geq 0$) such that the condition $\sum_{x \in X} \Pi_x = I_d$ (Identity matrix) is satisfied. When $\Pi$ is performed on $\rho$, the measurement outcomes are drawn according to a probability distribution:

$$p_{\rho}(x|\Pi) := \text{tr}(\rho \Pi_x).$$

Here the set $X$ is a label set for the measurement outcomes. This probabilistic rule (Born’s rule) will be used to define the model function.

B. Formulation of the problem

We are now in place to formulate the parameter estimation problem about quantum states as a problem of an optimal DoE. Given a family of $n$-parameter quantum states

$$M^Q := \{ \rho_{\theta} \mid \theta \in \Theta \subset \mathbb{R}^n \},$$

under the assumption that $\theta \mapsto \rho_{\theta}$ is one-to-one and smooth mapping. We identify the quantum state $\rho$ as the state $s$. The design in our setting is a measurement $e = \Pi$, and the model function is given by Born’s rule:

$$f : (\rho_{\theta}, e) \mapsto p_{\theta}(x|e) = \text{tr}(\rho_{\theta} \Pi_x) \quad (x \in X).$$

Thus, the design space is the set of all possible POVMs. The statistical model for a design $e$ is obtained as

$$M(e) = \{ p_{\theta}(\cdot|e) \mid \theta \in \Theta \}.$$  

We wish to find an optimal design $\xi_* \in \Xi$ that minimizes a properly chosen optimality criterion as Eq. (8). An important aspect of the optimal design problem for quantum state estimation is that the design $e = \Pi$ (measurement) is subject to the constraints:

$$\forall x, \Pi_x \geq 0 \text{ and } \sum_{x \in X} \Pi_x = I_d,$$

that gives rise to $d(d+1)/2$ constraints for positive semidefinite matrices $\Pi_x$. A unique feature of DoE in the quantum case is that these constraints appear in the design space $\mathcal{E}$ by the laws of quantum theory.

As stated before, convex structure in the design space (a set of all POVMs) is important. A convex mixture of two POVMs is defined as follows. Let $\Pi = \{ \Pi_1, \Pi_2, \ldots, \Pi_k \}$ and $\Pi' = \{ \Pi'_1, \Pi'_2, \ldots, \Pi'_{k'} \}$ be two POVMs. For a given $\lambda \in [0, 1]$, we define a new POVM by

$$\Pi_\lambda = \lambda \Pi \cup (1 - \lambda) \Pi'$$

$$:= \{ \lambda \Pi_1, \lambda \Pi_2, \ldots, \lambda \Pi_k \} \cup \{ (1 - \lambda) \Pi'_1, (1 - \lambda) \Pi'_2, \ldots, (1 - \lambda) \Pi'_{k'} \}$$

$$= \{ \lambda \Pi_1, \lambda \Pi_2, \ldots, \lambda \Pi_k, (1 - \lambda) \Pi'_1, (1 - \lambda) \Pi'_2, \ldots, (1 - \lambda) \Pi'_{k'} \},$$

whose measurement outcomes are $k + k'$. The convex structure for the POVM space plays an important role, since the problem can be casted into a convex optimization problem. This point was already pointed out in the literature.\[23\] \[31\] \[32\]

When some of POVM elements are proportional to each other, one could combine them without affecting measurement statistics. For example, assume $\Pi'_1 = c \Pi_1$ with $c$ a positive constant, then a new POVM element of the form $\Pi_{e'w} = (\lambda + c(1 - \lambda)) \Pi_1$ provides the same design.
C. Extensions of the problem

In this subsection, we briefly list possible extensions of the DoE formalism for the quantum-state estimation problem. We note that most of these results are already known in the literature, yet we could present them in a unified manner based on the language of the theory of optimal DoE.

1. Restricted measurement

When only some of measurements are accessible in laboratory, it does not make sense to find an optimal POVM among all possible POVMs. Let $E_0 \subset E$ be the subset of the design space, and consider the following optimization problem:

$$
\Psi^*_0 := \min_{e \in E_0} \Psi\left(J_{\theta}\left[e\right]\right),
$$
$$
e^*_0 := \arg\min_{e \in E_0} \Psi\left(J_{\theta}\left[e\right]\right).
$$

Clearly, this optimal design $e^*_0$ represents what we could best among all “accessible” POVMs. A typical case is when only projections measurements are allowed. In this case, we optimize over the PVM space $E_{PVM} = \{\Pi | \Pi$ is PVM.$\}$.

We know that an optimal measurement is not in general given by a PVM. By considering the continuous design problem, we could do better in general. The problem to be solved now is

$$
\Psi_{\text{Random}}^*(m) := \min_{e(m) \in \mathcal{P}(m) \times E_{\text{PVM}}^m} \Psi\left(J_{\theta}\left[e\right]\right),
$$
$$
e_{\text{Random}}^*(m) := \arg\min_{e(m) \in \mathcal{P}(m) \times E_{\text{PVM}}^m} \Psi\left(J_{\theta}\left[e\right]\right).
$$

Then, we wish find an optimal $m^*$ minimizing the number of different designs. By randomizing different designs, the optimal design $e_{\text{Random}}^*(m^*)$ can perform better; $\Psi_{\text{Random}}^*(m^*) \leq \Psi^*_0$.

Note that one could attain optimal precision in some case by solving the above continuous design problem within the restricted design space. In other words, one could do best simply by measuring several PVMs randomly according to a proper distribution. In Sec. IV A, we will show that all possible qubit models can exhibit such an optimal solution. In higher dimensional case, it seems that this is not the case. In Sec. III D, we give more discussion on this point.

2. Classical-quantum state formalism

The continuous design problem is also interpreted as follows. The basic idea is to use a classical-quantum (CQ) state. Let us rewrite a quantum state $\rho_{\theta}$ as a random mixture of an extended state of the form:

$$
\hat{\rho}_{\theta} = \sum_{i=1}^{m} p_i |i\rangle\langle i| \otimes \rho_{\theta},
$$

where $\{|i\rangle\}_{i=1}^{m}$ is an orthonormal basis for the $m$-dimensional real vector space $\mathcal{H}_C := \mathbb{R}^m$, and $p = (p_i)$ denotes the known probability vector. Thus, the total Hilbert space is extended to $\hat{\mathcal{H}} = \mathcal{H}_C \otimes \mathcal{H}$. Next, we consider a set of POVMs $e(m) = (\Pi^{(1)}, \Pi^{(2)}, \ldots, \Pi^{(m)})$, whose element forms a valid POVM $\Pi^{(k)} = \{\Pi_x^{(k)}\}_{x \in X_k}$ for each $k$. If we perform a POVM on the extended space $\hat{\mathcal{H}}$ of the form $\hat{\Pi} = \{\hat{\Pi}_{x,k}\}$ with $\hat{\Pi}_{x,k} := |k\rangle\langle k| \otimes \Pi^{(k)}_x$, the resulting statistical model is given by

$$
\hat{M}(\hat{\Pi}) = \{\hat{\rho}_{\theta}(\cdot|\hat{\Pi}) | \theta \in \Theta\},
$$

where measurement outcomes is labeled by the double index as $\hat{\rho}_{\theta}(k, x_k|\hat{\Pi})$. By construction, we have

$$
\hat{\rho}_{\theta}(k, x_k|\hat{\Pi}) = p_{k} \text{tr}\{\rho_{\theta}\Pi^{(k)}_x\},
$$

which forms a joint probability distribution. [See Eq. (5).]
Additivity of the classical Fisher information matrix yields the formula:

\[ J_\theta[\Pi] = \sum_{k=1}^{m} p_k J_\theta[\Pi^{(k)}]. \tag{28} \]

This is exactly the same formula as Eq. (4), which is obtained as the continuous design problem. Although this mathematical equivalence is almost trivial, this result might come out as a surprise when interpreted as follows. Consider process tomography or a channel estimation problem instead in the framework of DoE. A task here is to design a set of good input states and send them to an unknown channel. Output states are then measured with appropriate POVMs. It is clear that we need to prepare multiple input states to find an optimal strategy. If we phrase the whole process as the CQ state scenario, we might then interpret it as if we only need to prepare a one big CQ state. However, we should not call it as a “one-shot” estimation strategy. A trick here is, of course, we are working on the infinite sample size limit to approximate the exact design problem.

3. Collective measurement strategy

It is well known that collective measurements on multiple copies of a state can perform equally or better than individual measurements depending on the nature of models. The case of collective strategy can also be handled similarly. Consider \( N \) identical copies of unknown states: \( \rho_\theta^{\otimes N} := \rho_\theta \otimes \rho_\theta \otimes \ldots \otimes \rho_\theta \). The design now is described by a POVM on the \( N \) tensor Hilbert space \( \mathcal{H}^{\otimes N} = \mathcal{H} \otimes \mathcal{H} \otimes \ldots \otimes \mathcal{H} \). Then, the optimization problem is given by

\[
\Psi_s^{(N)} := \min_{e \in \mathcal{E}^{(N)}} \Psi(J_\theta[e]),
\]

\[
e_s^{(N)} := \arg \min_{e \in \mathcal{E}^{(N)}} \Psi(J_\theta[e]), \tag{29}\]

where \( \mathcal{E}^{(N)} \) denotes the set of all possible POVMs on \( \mathcal{H}^{\otimes N} \).

4. Holevo-Nagaoka type bound

In the theory of quantum state estimation, the Holevo bound \[5\] established the fundamental precision limit. This bound is defined by minimizing a function of an \( n \times n \) positive semi-definite matrix \( Z[\vec{X}] \) whose components are

\[
Z[\vec{X}] = \left[ \text{tr}\{\rho_\theta X_k X_j\} \right]_{jk}, \tag{30}\]

over an \( n \) Hermitian operators \( \vec{X} = (X_1, X_2, \ldots, X_n) \) under the locally unbiased condition:

\[
\mathcal{X} := \left\{ \vec{X} \mid X_i \text{ Hermitian, } \forall i, j, \text{tr}\{\rho_\theta X_i\} = 0, \text{tr}[\frac{\partial \rho_\theta}{\partial \theta_i} X_j] = \delta_{ij} \right\}. \tag{31}\]

It is important to note that when \( \vec{X} \) in the set \( \mathcal{X} \), the conditions \( \text{tr}[\frac{\partial \rho_\theta}{\partial \theta_i} X_j] = \delta_{ij} \) require \( X_1, X_2, \ldots, X_n \) to be linearly independent. And hence, \( Z[\vec{X}] > 0 \) for all \( \vec{X} \in \mathcal{X} \). The Holevo bound sets the lowest achievable convergence rate in the asymptotic limit \( (N \to \infty) \). \[33\,36\]

In the language of the theory of DoE, the Holevo bound gives the first order asymptotics for the \( A \)-optimality under the collective POVM strategy explained in the previous subsection. It is then natural to extend the Holevo bound for other optimality criteria. This is done by a straightforward manner and we only provide the final result without details. Derivation here follows exactly same manner as Nagaoka’s formulation. \[43\] We shall call the bound as the Holevo-Nagaoka type bound. For a given optimality function \( \Psi \), the Holevo-Nagaoka type bound is given as follows.

**Theorem III.1** The minimum value of the optimality function is bounded by

\[
\min_{\xi \in \Xi} \Psi(\xi) \geq \Psi^{HN}. \tag{32}\]

The \( \Psi \)-optimal Holevo-Nagaoka bound \( \Psi^{HN} \) is defined by the minimization:

\[
\Psi^{HN} := \min_{\vec{X} \in \mathcal{X}} \Psi(Z[\vec{X}]), \tag{33}\]
where $\chi_\Psi$ is defined indirectly by the minimization:

$$
\chi_\Psi(Z) := \min_{J \geq 0, J^{-1} \geq Z} \{ \Psi(J) \mid J > 0 \text{ real} \}.
$$

As an example, the $A$-optimal Holevo-Nagaoka type bound is

$$
\chi_{\Psi_A}(Z) := \text{Tr} \left\{ \text{Re } Z \right\} + \text{Tr} \left\{ |\text{Im } Z| \right\}.
$$

Another straightforward extension is to bound the Holevo-Nagaoka type bound further by quantum Fisher information matrix $J_\theta^Q$ such as the SLD and right logarithmic derivative (RLD) Fisher information matrices. Then, we obtain

$$
\min_{\xi \in \Xi} \Psi(\xi) \geq \Psi(J_\theta^Q).
$$

This also follows from the fact that the quantum Fisher information matrix dominates the classical Fisher information matrix $J_\theta^Q \geq J_\theta[e]$ for all designs.

### D. Fisher information region

As emphasized in Sec. II C, the Fisher information region is a key concept upon analyzing the problem of finding optimal DoE. Generally speaking, it is a hard task to obtain an exact structure for the Fisher information region analytically. In some case, this problem is even harder to find an optimal design itself. Nevertheless, it is worth deriving an approximated Fisher information region $J_{\text{approx}}$ such that the true Fisher information region is the subset. Such the larger set $J_{\text{approx}}$ can be used to derive the lower bound for the estimation errors for the optimality function under consideration. The celebrated Gill-Massar bound \[42\] was derived by this logic, although the concept of the Fisher information region was not utilized explicitly.

We now discuss an important property of the Fisher information region about the quantum-state estimation problem. Let us define two Fisher information regions as in Eq. (9).

$$
J(\mathcal{E}_{\text{POVM}}) := \{ J_\theta[e] \mid e \in \mathcal{E}_{\text{POVM}} \},
$$

$$
J(\Xi) := \{ \int \xi(d e) J_\theta[e] \mid \xi \in \Xi \},
$$

where $\mathcal{E}_{\text{POVM}}$ denotes the set of all POVMs. By definition, $J(\Xi)$ is the convex hull of $J(\mathcal{E}_{\text{POVM}})$, and hence, $J(\mathcal{E}_{\text{POVM}}) \subset J(\Xi)$ holds. The difference between two sets represents how much we could gain by considering randomized POVMs, or considering the continuous design problem in the asymptotic limit. It is worth emphasizing that the quantum-state estimation problem is a special case in the sense that there is no gap between two strategies. The reason behind it is that the general POVM itself contains this kind of randomized POVMs by nature. To summarize this result, we have the following result.

**Proposition III.2** Two Fisher information regions are identical for the quantum-state estimation problem: $J(\mathcal{E}_{\text{POVM}}) = J(\Xi)$

**Proof:** To prove the statement, it is enough to show the inclusion relation $J(\Xi) \subset J(\mathcal{E}_{\text{POVM}})$, since the converse relation holds by definition. Let us consider arbitrary continuous design $e(m) = (p, \Pi)$, where $\Pi = (\Pi^{(1)}, \Pi^{(2)}, \ldots, \Pi^{(m)})$ is a set of $m$ different POVMs. The Fisher information matrix is expressed as

$$
J_\theta[e(m)] = \sum_{k=1}^{m} p_k J_\theta[\Pi^{(k)}].
$$

Next, consider the following single POVM,

$$
\Pi = \bigcup_{k=1}^{m} p_k \Pi^{(k)}.
$$

By construction, $\Pi$ is a convex mixture of $m$ different POVMs, which are made up of with $\sum_{k=1}^{m} x_k$ outcomes in total. It is straightforward to show that the above single POVM gives the same classical Fisher information matrix as Eq. (36). The case of an integral form, $\int \xi(d e) J_\theta[e]$ can be done similarly by taking an appropriate limit. In summary, every $J \in J(\Xi)$ is also in the set $J(\mathcal{E}_{\text{POVM}})$, and thus $J(\Xi) \subset J(\mathcal{E}_{\text{POVM}})$ holds.
E. Analytically solvable cases

1. Single (scalar) parameter model

When the number of parameters characterizing quantum states is equal to one, we can find an optimal solution analytically. Let \( M^Q = \{ \rho_\theta | \theta \in \Theta \subset \mathbb{R} \} \) be a one-parameter quantum-state model. Then, the well-known property of the Fisher information results in the following inequalities.

\[
J_\theta[\Pi] \leq J^\text{SLD}_\theta[\rho_\theta] \quad \forall \Pi \in \mathcal{E},
\]

where \( J^\text{SLD}_\theta[\rho_\theta] \) is the symmetric logarithmic derivative (SLD) Fisher information about the parametric state \( \rho_\theta \).

To remind ourselves, the SLD Fisher information matrix about the mixed-state \( \rho_\theta \) is defined as follows. Consider a general \( n \)-parameter family of states \( M^Q := \{ \rho_\theta | \theta \in \Theta \} \). The \( i \)th direction of SLD operator is defined by the solution of the operator equation \( \partial \rho_\theta / \partial \theta_i = (\rho_\theta L_{\theta,i} + L_{\theta,i} \rho_\theta) / 2 \). The SLD Fisher information matrix about the model \( \{ \rho_\theta \} \) is then defined by \( J^\text{SLD}_\theta[\rho_\theta] = [\text{tr}(\rho_\theta (L_{\theta,j} L_{\theta,j} + L_{\theta,j} L_{\theta,i}))/2]_{i,j} \). The SLD Fisher information is a quantum version of the Fisher information and is calculated solely by a given parametric quantum state. In the following, we denote it as \( J^\text{SLD}_\theta = J^\text{SLD}_\theta[\rho_\theta] \) for simplicity when no confusion arises.

An optimal measurement attaining the above equality [38] is known. Hence, we can bound all possible Fisher information by the optimal one as (38). This corresponds to the Löwner optimal design and hence we can conclude that this is the optimal among all possible designs including the mixed strategy.

2. \( c \)-optimal design

In the literature, the \( c \)-optimal design for the quantum-state estimation is known, see for example, Chap. 7 of Ref. [40].

**Theorem III.3** Given an \( n \)-parameter model \( M^Q \), for each \( n \)-dimensional (column) vector \( c = (c_1, c_2, \ldots, c_n)^t \in \mathbb{R}^n \), the infimum of the MSE matrix in the direction of \( c \) is

\[
\inf_{e \in \mathcal{E}} e^t J_\theta[e]^{-1} c = c^t (J^\text{SLD}_\theta)^{-1} c.
\]

An optimal measurement is given by a set of projectors about the operator:

\[
L_{\theta,c} = \sum_{i,j=1}^n c_i J^\text{SLD}_{\theta,ij} L_{\theta,j},
\]

with \( J^\text{SLD}_{\theta,ij} \) the \( i,j \) component of the inverse of the SLD Fisher information matrix and \( L_{\theta,j} \) the SLD operator for the \( i \)th parameter \( \theta_i \).

This theorem provides an operational meaning of the SLD Fisher information matrix. In Sec. 5 of the review [11], the detailed discussion on this Theorem was given in the context of the nuisance parameter problem.

In general, the optimal design given in this theorem depends on the unknown parameter \( \theta \) as well as the choice of the known vector \( c \). Furthermore, the classical Fisher information matrix becomes singular, and hence it is the singular design problem. To circumvent the singular design problem, one should solve the refined optimization problem given by Eq. (16). Otherwise, an obtained optimized design describes purely mathematical one, which is useless. We illustrate this point by a simple example in the next subsection.

F. Local optimal design and singular design

In this subsection, we expand discussions on the issue of local optimal design and singular design, which were briefly presented in Sec. [11].

Consider a two-parameter qubit model given by

\[
M^Q = \left\{ \rho_\theta = \frac{1}{2} \begin{pmatrix}
1 & e^{i\theta_1} \\
\theta_2 e^{i\theta_1} & 1
\end{pmatrix}
\left| \begin{array}{c}
\theta_1, \theta_2 \\
\text{in } [0, 2\pi) \times (0, 1)
\end{array}\right. \right\}.
\]

(41)
The SLD Fisher information matrix of this model is

\[ J^\text{SLD}_\theta = \begin{pmatrix} \theta_2^2 & 0 \\ 0 & \frac{1}{1 - \theta_2^2} \end{pmatrix}. \] (42)

When we are only interested in estimating the phase of this state \( \theta_1 \), whereas \( \theta_2 \) is treated as the nuisance parameter. The optimal design for the parameter of interest \( \theta_1 \) is obtained by the \( c \)-optimality with \( c = (1, 0)^t \). Theorem III.3 provides an optimal projection measurement as

\[ \Pi_*(\theta_1) = \left\{ \frac{1}{2} \begin{pmatrix} 1 \\ \mp 1 + e^{i \theta_1} \end{pmatrix} \right\}. \] (43)

Clearly, this measurement depends on the unknown parameter \( \theta_1 \), and hence it is a local optimal design. The classical Fisher information matrix of this optimal measurement is

\[ J^*_\theta := J^\theta[\Pi_*(\theta_1)] = \begin{pmatrix} \theta_2^2 & 0 \\ 0 & 0 \end{pmatrix}. \] (44)

Thus, this optimal \( \Pi_*(\theta_1) \) is the singular design in our terminology.

First, let us discuss the issue of estimability discussed in Sec. II E. The feasibility cone (15) for the parameter \( \theta_1 = c^t \theta \) is given by

\[ \mathcal{A}(c) = \{ A \in \mathbb{R}^{2 \times 2} | A > 0 \} \cup \{ ace^t = \begin{pmatrix} a \\ 0 \\ 0 \end{pmatrix} | a > 0 \}. \] (45)

We see that the Fisher information matrix (44) for the \( c \)-optimal design \( \Pi_*(\theta_1) \) is in this feasibility cone. Hence, \( \theta_1 \) is estimable by this optimal design. Next, we touch on the singular design problem. Define the set of all generalized inverse matrices of \( J^*_\theta \) by

\[ \text{GI}(J^*_\theta) := \{ J^- \in \mathbb{R}^{2 \times 2} | J^*_\theta J^- J^*_\theta = J^*_\theta \}. \] (46)

It is easy to obtain the following explicit expression.

\[ \text{GI}(J^*_\theta) = \left\{ \begin{pmatrix} (\theta_2)^{-2} a \\ b \\ c \end{pmatrix} \right\} | a, b, c \in \mathbb{R}. \] (47)

Therefore, any generalized inverse of \( J^*_\theta \) attain the optimal value as

\[ c^t J^- c = c^t (J^\text{SLD}_\theta)^{-1} c, \forall J^- \in \text{GI}(J^*_\theta). \] (48)

This suggests that there are other optimal design whose Fisher information matrix gives the same generalized inverse is in the set \( \text{GI}(J^*_\theta) \). However, one should only consider an optimal design lying on the feasibility cone, otherwise it only gives a meaningless design.

Finally, we elaborate on local optimality of the design \( \Pi_*(\theta_1) \). In reality, we can only perform an approximated optimal design with uncertainty in \( \theta_1 \) in the finite sample case. Upon using \( e_\delta := \Pi_*(\theta_1 + \delta) \) with an uncertainty \( \delta \) in the knowledge about \( \theta_1 \), the Fisher information matrix and its (Moore-Penrose) generalized inverse is calculated as

\[ J_\theta[e_\delta] = \frac{1}{1 - \theta_2^2 \sin^2 \delta} \begin{pmatrix} \theta_2 \cos \delta \\ \sin \delta \end{pmatrix} \begin{pmatrix} \theta_2 \cos \delta & \sin \delta \end{pmatrix}, \] (49)

\[ (J_\theta[e_\delta])^{-1} = \frac{1 - \theta_2^2 \sin^2 \delta}{(\theta_2^2 \cos^2 \delta + \sin^2 \delta)^2} \begin{pmatrix} \theta_2 \cos \delta \\ \sin \delta \end{pmatrix} \begin{pmatrix} \theta_2 \cos \delta & \sin \delta \end{pmatrix}. \] (50)

By evaluating the (1, 1) component of the generalized inverse, we obtain

\[ \Psi_c[e_\delta] = c^t (J_\theta[e_\delta])^{-1} c = \frac{1 - \theta_2^2 \sin^2 \delta}{(\theta_2^2 \cos^2 \delta + \sin^2 \delta)^2} \theta_2^2 \cos^2 \delta. \] (51)

We can show that \( \Psi_c[e_\delta] \) can be lower than its optimal value \( \Psi_c[e_*] = (\theta_2)^2 \) for \( \delta \neq 0 \). For example, consider the case of small \( \delta \), then the Taylor series expansion gives

\[ \Psi_c[e_\delta] \approx \frac{1}{\theta_2^2} - \frac{1}{\theta_2^2} \left\{ \frac{\theta_2^2}{\theta_2^2 + \frac{2}{\theta_2^2} - 1} \right\} \delta^2. \] (52)

The second term is always negative. In fact, the optimal value for \( \Psi_c[e_\delta] \) is zero, which is attained by a choice \( \delta = \pi/2 \) in Eq. (51). To resolve this contradictory statement, we again need to impose the estimability condition. The parameter \( \theta_1 \) is estimable by the design \( e_\delta \), if and only if its Fisher information matrix is in the feasibility cone \( \mathcal{A}(c) \). This condition singles out the true optimal design with \( \delta = 0 \).
IV. QUBIT MODEL

In this section, we consider a general qubit model; \( M^q = \{ \rho_\theta \in \mathcal{S}(\mathbb{C}^2) | \theta \in \Theta \subset \mathbb{R}^n \} \). The single parameter case is solved in Sec. 11.1 and we consider two or three parameter models \((n = 2, 3)\). For two- or three-parameter models, we can easily show that there cannot be Löwner optimal design except for trivial cases.

For the qubit model, a key observation is the following lemma (See Ref. 23 for the proof.)

Lemma IV.1 For a qubit model, \( \{ \rho_\theta | \theta \in \Theta \} \), the Fisher information matrix about a measurement \( \Pi \) can be expressed in the form as
\[
J_\theta[\Pi] = \sqrt{J^\text{SLD}_\theta} J \sqrt{J^\text{SLD}_\theta}
\]

where \( J \) is some nonnegative-definite matrix satisfying the condition \( \text{Tr}\{J\} \leq 1 \). This immediately yields the following corollary, known as the Gill-Massar inequality. [42]

Corollary IV.2 In a qubit system, the Fisher information matrix for any design \( \xi \) satisfies,
\[
\text{Tr}\left\{ (J^\theta_\text{SLD})^{-1} J(\xi) \right\} \leq 1,
\]

where the equality holds if and only if a measurement consists of rank-1 operators.

Another important property is the following lemma.

Lemma IV.3 For any qubit model \( M^q = \{ \rho_\theta | \theta \in \Theta \} \), let \( T \) be a positive matrix, then the following optimization has the solution:
\[
\max_{\mathbf{e} \in \mathcal{E}} \text{Tr}\left\{ J_\theta[\mathbf{e}] T \right\} = \lambda_{\max}(J^\theta_\text{SLD} T),
\]

where the \( \lambda_{\max}(A) \) denotes the maximum eigenvalue of the matrix \( A \).

A. Fisher information region for a qubit model

We can apply Lemma IV.1 to obtain the Fisher information region \( \mathcal{J} \), the set of all possible Fisher information matrices:
\[
\mathcal{J}(\Xi) = \left\{ \sqrt{J^\text{SLD}_\theta} J \sqrt{J^\text{SLD}_\theta} | J \geq 0, \text{Tr}\{J\} \leq 1 \right\}.
\]

To better understanding, we have an explicit construction of the Fisher information matrix based on the SLD operator. Let \( L_{\theta,i} \) be the \( i \)-th direction of the SLD operator. Given a unit vector \( \mathbf{u} = (u^i) \in \mathbb{R}^n \), performing a projection measurement about an observable,
\[
L_{\mathbf{u}} := \sum_{i,j} u^i J^\theta_{\text{SLD}}^{-1/2} L_{\theta,i} J^\theta_{\text{SLD}}^{-1/2} L_{\theta,j},
\]

yields the following form of the Fisher information matrix:
\[
J_\theta[\Pi(L_{\mathbf{u}})] = \sqrt{J^\text{SLD}_\theta} \mathbf{u} \mathbf{u}^\dagger \sqrt{J^\text{SLD}_\theta},
\]

which is rank-1. Consider a general experimental design \( \mathbf{e}(n) = (\mathbf{p}, \mathbf{e}) \) for the \( n \)-parameter case of the form \( \mathbf{p} = (p_1, \ldots, p_n) \in \mathcal{P}(n) \) and \( \mathbf{e} = \mathbf{u} := (u_1, \ldots, u_n) \xrightarrow{11} (\Pi(L_{u_1}), \ldots, \Pi(L_{u_n})) \). (Note here that \( \Pi(L_{\mathbf{u}}) \) is uniquely specified by a unit vector \( \mathbf{u} \).) The Fisher information matrix for this design is
\[
J_\theta[\mathbf{e}(n)] = \sum_{i=1}^n p_i J^\text{SLD}_\theta \mathbf{u}_i \mathbf{u}_i^\dagger \sqrt{J^\text{SLD}_\theta}.
\]

The matrix \( J = \sum_i p_i \mathbf{u}_i \mathbf{u}_i^\dagger \) satisfies \( \text{Tr}\{J\} = 1 \) and can span all possible nonnegative-definite matrices \( J \) appearing in Eq. 55. Thus, we can set \( n \) vectors \( u_1, \ldots, u_n \) to be orthogonal to each other to optimize the function \( \Psi(J_\theta[\mathbf{e}(n)]) \) over \( \mathbf{p} \) and \( \mathbf{u} \). That is, \( \mathbf{u} \) forms an orthonormal basis of \( \mathbb{R}^n \). We can confirm that the design \( \mathbf{e}(n) \) for the \( n \)-parameter case can achieve optimal design among all possible \( \mathbf{e}(m) \) with \( m \in \mathbb{N} \), that is, \( \mathbf{e}_*(m) = \mathbf{e}_*(n) \) holds.

Combining discussions above, we arrived at the following statement.

Proposition IV.4 For any qubit model, let \( \mathcal{J}(\Xi) \) be the Fisher information region for all possible designs, and denote by \( \mathcal{J}(\mathcal{E}_{\text{PVM}}) \) the Fisher information region set by a convex mixture of all possible projection measurements. Two Fisher information regions are identical for the quantum-state estimation problem: \( \mathcal{J}(\mathcal{E}_{\text{PVM}}) = \mathcal{J}(\Xi) \).
B. Analytical forms of optimal designs

In this subsection, we study A-, D-, E-, and γ-optimal design. Each optimal design is constructed as randomized mixture of PVMs in consistent to the above proposition. We first derive the γ-optimal design, and then we list A-, D-, and E-designs.

1. γ-optimal design

We finally construct the γ-optimal design for the qubit model. Its optimality function is $\Psi_\gamma[J_\theta[e(n)]] = \left(\frac{1}{n} \text{Tr}[ J_\theta(e(n))^{-\gamma}] \right)^{1/\gamma}$ ($\gamma \in \mathbb{R}$). The result is given as follows.

**Theorem IV.5** Given an n-parameter qubit model ($n = 2, 3$), an optimal design $e_*(n)$ and the minimum γ-optimality function ($\gamma \neq 0$) are given by

$$
\min_{e(n)} \Psi_\gamma[J_\theta[e(n)]] = \frac{1}{n} \left( \text{Tr}\{ (J_{SLD}^\theta)^{-\frac{1}{\gamma}} \} \right)^{\frac{\gamma+1}{\gamma}},
$$

where $\lambda_i^{SLD}$ and $u_i^{SLD}$ are the eigenvalues and eigenvectors of the SLD Fisher information matrix. The necessary and sufficient condition for the optimal design $e_*$ is that the Fisher information matrix for $e_*$ satisfies

$$
J_\theta[e_*] = \frac{1}{\text{Tr}\{ (J_{SLD}^\theta)^{-\frac{1}{\gamma}} \} } (J_{SLD}^\theta)^{\frac{1}{\gamma+1}}.
$$

**Proof:** We extend the proof used in Ref. [23]. First note that it suffices to find the minimum for $\text{Tr}\{ J_\theta[e(n)]^{-\gamma} \}$. Consider the functional of $n \times n$ positive matrix $J > 0$:

$$
f(J) := \text{Tr}\{ (S J^{-1} S)^\gamma \} + \lambda \left( \text{Tr}\{ J \} - 1 \right),
$$

where $S = (J_{SLD}^\theta)^{-1/2}$ and $\lambda$ is the Lagrange multiplier. Taking a variation with respect to $J$ gives

$$
\delta f(J) = \text{Tr}\{ - (S J^{-1} S)^\gamma \gamma (S^{-1} \delta J S^{-1}) (S J^{-1} S)^{\gamma-1} (S J^{-1} S)^\gamma \} + \lambda \text{Tr}\{ \delta J \}
$$

$$
= - \text{Tr}\{ \gamma S^{-1} (S J^{-1} S)^{\gamma+1} S^{-1} - \lambda I \} \delta J,
$$

Therefore, the stationary condition yields the relation.

$$
\gamma S^{-1} (S J_*^{-1} S)^{\gamma+1} S^{-1} - \lambda I = 0 \iff (S J_*^{-1} S)^{\gamma+1} = \frac{\lambda}{\gamma} S^2
$$

$$
\iff J_* = \left( \frac{\lambda}{\gamma} \right)^{\frac{1}{\gamma+1}} (J_{SLD}^\theta)^{-\frac{1}{\gamma+1}}.
$$

The condition $\text{Tr}\{ J_* \} = 1$ determines $\lambda$ as

$$
\lambda = \gamma \left( \text{Tr}\{ (J_{SLD}^\theta)^{-\frac{1}{\gamma+1}} \} \right)^{\gamma+1},
$$

and the Fisher information matrix for the optimal design $e_*$ is obtained as

$$
J_\theta[e_*] = \sqrt{J_{SLD}^\theta} J_* \sqrt{J_{SLD}^\theta}
$$

$$
= \frac{1}{\text{Tr}\{ (J_{SLD}^\theta)^{-\frac{1}{\gamma+1}} \} } (J_{SLD}^\theta)^{\frac{1}{\gamma+1}}.
$$

This is equivalent to the condition [50]. This expression immediately gives expression for $\Psi_\gamma[J_\theta[e_*(n)]]$ in the theorem. To find an optimal design, we can solve $J_* = \sum_i p_i u_i u_i^\dagger$. It is straightforward to check the optimal design $e_*(n)$ given in the theorem satisfies this relation.
2. A-optimal design

The A-optimal design for the qubit model is known. The Nagaoka bound corresponds to the case of \( n = 2 \),[42] and Hayashi-Gill-Massar bound is identical to \( n = 3 \).[42, 44] Yamagata gave a unified treatment for the qubit case as follows.[23]

\[
\begin{align*}
\min_{e(n)} \Psi_A(J_\theta[e(n)]) &= \frac{1}{n} \left( \text{Tr}\{ (J_{\text{SLD}}^\theta)^{-1/2} \} \right)^2, \\
\mathbf{p}_* &= (p_i) \text{ with } p_i = (\lambda_i^\text{SLD})^{-1/2} / \sum_j (\lambda_j^\text{SLD})^{-1/2}, \\
\mathbf{u}_* &= (u_i^\text{SLD}),
\end{align*}
\]

(61)

where \( \lambda_i^\text{SLD} \) and \( u_i^\text{SLD} \) are the eigenvalues and eigenvectors of the SLD Fisher information matrix \( J_{\text{SLD}}^\theta \).

3. D-optimal design

Let us discuss the D-optimal design. Since the Fisher information matrix \( J_\theta[\Pi] \) is expressed as in Eq. (57), the minimization of determinant of \( J_\theta[e(n)]^{-1} \) is equivalent to maximize the value \( \prod_i^n p_i \). It is straightforward to see that \( p_* = (1/n, \ldots, 1/n) \) is the optimal choice for the D-optimal design, and we have

\[
\Psi_D(J_\theta[e_*(n)]) = n^{-n} \text{Det}\{ J_{\text{SLD}}^\theta^{-1} \}. \tag{62}
\]

Furthermore, an optimal set of projection measurements is specified by arbitrary set of orthonormal vectors \( \mathbf{u}_* = \{ u_i \} \) through expression (56).

4. E-optimal design

We next give the E-optimal design for the qubit model. As we remarked earlier, we only consider the full-rank Fisher information. Otherwise, any singular design cannot be used to estimate all parameters. An optimal measurement is again a set of measurements about the directions of the SLD operators as in Theorem IV.5. This then leads to the following minimization:

\[
\begin{align*}
\Psi_E(J_\theta[e_*(n)]) &= \min_{\mathbf{p}} \max \left\{ \left( p_i \lambda_i(J_{\text{SLD}}^\theta)^{-1} \right)^{-1} \right\} \\
&= \left( \max_{\mathbf{p}} \min \left\{ p_i \lambda_i(J_{\text{SLD}}^\theta)^{-1} \right\} \right)^{-1}.
\end{align*}
\]

The optimal relative frequency for the E-optimal design instead takes the form:

\[
p_* = \frac{(\lambda_1^\text{SLD})^{-1}}{\sum_{j=1}^n (\lambda_j^\text{SLD})^{-1}}, \tag{63}
\]

where \( \lambda_i^\text{SLD} \) are the eigenvalues of the SLD Fisher information matrix. The minimum value of the maximum eigenvalue of the Fisher information matrix is given by

\[
\Psi_E(J_\theta[e_*(n)]) = \text{Tr}\{ J_{\text{SLD}}^\theta^{-1} \}. \tag{64}
\]

V. QUANTUM EQUIVALENCE THEOREM FOR A QUBIT SYSTEM

In this section, we prove a quantum version of equivalence theorem. Combining the results regarding the qubit model yields the following theorem.
Theorem V.1 For any qubit model, the following optimization problems are equivalent.

\[ \begin{align*}
&1) \quad \min_{\xi \in \Xi} \det\{J(\xi)^{-1}\}, \\
&2) \quad \min_{\xi \in \Xi} \text{Tr}\left\{ J^{\text{SLD}}_\theta J(\xi)^{-1} \right\}.
\end{align*} \]

that is the D-optimal design coincides with the A-optimal design with the weight matrix \( J^{\text{SLD}}_\theta \).

Proof: Let us consider an alternative expression of the D-optimality function, \( \Psi_D(J) = \log[\det\{J^{-1}\}] = -\log[\det\{J\}] \).

The sensitivity function is given by \( \varphi(e, \xi) = \text{Tr}\left\{ J_\theta[e] J(\xi)^{-1} \right\} \). From Theorem II.1 we have the following equivalence:

\[ \xi_* = \min_{\xi \in \Xi} \Psi_D(J(\xi)) \iff \max_{e \in E} \text{Tr}\left\{ J_\theta[e] J(\xi_*)^{-1} \right\} = n. \]

The maximization problem is solved by Lemma IV.3 to get the condition:

\[ \lambda_{\max}\left(J(\xi_*)^{-1}\right) = n, \]

where \( \hat{J}(\xi_*) : = \left(J^{\text{SLD}}_\theta\right)^{-1/2} J(\xi_*) \left(J^{\text{SLD}}_\theta\right)^{-1/2} \). Next, from the sensitivity function for the A-optimality function with the weight matrix \( J^{\text{SLD}}_\theta \), we find \( \xi_* \) is A-optimal if and only if

\[ \max_{e \in E} \text{Tr}\left\{ J^{\text{SLD}}_\theta J(\xi_*)^{-1} J_\theta[e] J(\xi_*)^{-1} \right\} = \text{Tr}\left\{ J^{\text{SLD}}_\theta J(\xi_*)^{-1} \right\} \]

\[ \iff \lambda_{\max}\left(\hat{J}(\xi_*)^{-2}\right) = \text{Tr}\left\{ \hat{J}(\xi_*)^{-1} \right\}, \]

where Lemma IV.3 was used. Let \( j_1 \geq j_2 \geq \cdots \geq j_n(>0) \) be the eigenvalues of \( \hat{J}(\xi_*) \), then Corollary IV.2 states \( \sum_k j_k \leq 1 \). With this notation, the D-optimality condition is equivalent to \( j_n^{-1} = n \). This is also equivalent to \( j_k = 1/n \) for all \( k \) due to the constraint \( \sum_k j_k \leq 1 \). Finally, the A-optimality condition is expressed as \( j_n^{-2} = \sum_k j_k^{-1} \). This then implies \( j_k = 1/n \) for all \( k \). This completes the proof.

VI. COMPARISON OF OPTIMAL DESIGNS

In this section, we compare optimal designs for A-, D-, and E-optimality criteria. We denote these optimal designs by \( e_A \), \( e_D \), and \( e_E \), respectively. As another reference, we consider the so called the standard tomography \( e_{ST} \). This is defined by the design \( e_{ST} = (p_{ST}, e_{ST}) \) with \( p_{ST} = (1/3, 1/3, 1/3) \) and \( e_{ST} = (\Pi(1), \Pi(2), \Pi(3)) \). Here, \( \Pi(k) \) \((k = 1, 2, 3)\) are the projection measurements about the Pauli matrix \( \sigma_k \).

We first list Fisher information matrices for these designs.

\[ J_A : = J_\theta[e_A] = \frac{1}{\text{Tr}\left\{ (J^{\text{SLD}}_\theta)^{-1/2} \right\}} (J^{\text{SLD}}_\theta)^{1/2}, \]

\[ J_D : = J_\theta[e_D] = \frac{1}{n} J^{\text{SLD}}_\theta, \]

\[ J_E : = J_\theta[e_E] = \frac{1}{\text{Tr}\left\{ (J^{\text{SLD}}_\theta)^{-1} \right\}} I_n, \]

\[ J_{ST} : = J_\theta[e_{ST}] = \left[ \sum_{k=1,2,3} \frac{1}{1 - s_{\theta,k}^2} \frac{\partial s_{\theta,k}}{\partial \theta_i} \frac{\partial s_{\theta,k}}{\partial \theta_j} \right], \]

where \( n \) is the number of parameters and \( I_n \) denotes the \( n \times n \) identity matrix. For the Fisher information matrix of the standard tomography, we use the Bloch vector representation of the state, \( s_{\theta,j} = \text{tr}\{ \rho_\theta \sigma_j \} \) with \( \sigma_j \) \((j = 1, 2, 3)\) the Pauli matrices. To see the general structure, we also show the Fisher information matrix for the \( \gamma \)-optimal design \( e_\gamma \):

\[ J_\gamma : = J_\theta[e_\gamma] = \frac{1}{\text{Tr}\left\{ (J^{\text{SLD}}_\theta)^{-1/2} \right\}} (J^{\text{SLD}}_\theta)^{1/2}. \]
Let us observe from this result that the structure is very different for each optimal Fisher information matrix. Explicitly, the eigenvalues of \( J \), \( J_D \), and \( J_E \) are all different in general.

As a concrete example, we consider the standard parametrization of the general qubit state with the Stokes parameters. Its model is given by

\[
M^Q = \left\{ \rho_\theta = \frac{1}{2} \begin{pmatrix} 1 + \theta_3 & \theta_1 - i\theta_2 \\ \theta_1 + i\theta_2 & 1 - \theta_3 \end{pmatrix} \bigg| \theta \in \Theta \right\}. \tag{72}
\]

Here, \( \Theta = \{ \theta \in \mathbb{R}^3 \big| |\theta|^2 = \sum_i (\theta_i)^2 < 1 \} \). For this model, the SLD Fisher information matrix can be computed, and its inverse is

\[
(J_{\theta}^{\text{SLD}})^{-1} = I_3 - \theta \theta^t,
\]

where \( \theta := (\theta_1, \theta_2, \theta_3)^t \) denotes the column vector. We list the inverse matrices of the Fisher information for each optimal design:

\[
\begin{align*}
J_A^{-1} &= (2 + \sqrt{1-|\theta|^2}) \left[ I_3 + \frac{\sqrt{1-|\theta|^2} - 1}{|\theta|^2} \theta \theta^t \right], \\
J_D^{-1} &= 3(I_3 - \theta \theta^t), \\
J_E^{-1} &= (3 - |\theta|^2) I_3, \\
J_{\text{ST}}^{-1} &= 3 \text{diag} \left( 1 - (\theta_1)^2, 1 - (\theta_2)^2, 1 - (\theta_3)^2 \right).
\end{align*}
\]

**A. A-optimality**

Let us consider the A-optimality function \( \Psi_A(J) = \text{Tr}\left\{ J^{-1} \right\} \). First, values of the A-optimality function for optimal designs are

\[
\begin{align*}
\Psi_A(J_A) &= \left( \text{Tr}\left\{ (J_{\theta}^{\text{SLD}})^{-1/2} \right\} \right)^2, \\
\Psi_A(J_D) &= n \text{Tr}\left\{ (J_{\theta}^{\text{SLD}})^{-1} \right\}, \\
\Psi_A(J_E) &= n \text{Tr}\left\{ (J_{\theta}^{\text{SLD}})^{-1} \right\} = \Psi_A(J_D).
\end{align*}
\]

Here we omit expression for the standard tomography design, since it is rather lengthy. From above results, we immediately see that \( e_D \) and \( e_E \) perform exactly same in terms of the A-optimality.

We next consider model (72). The results including the standard tomography design are

\[
\begin{align*}
\Psi_A(J_A) &= (2 + \sqrt{1-|\theta|^2})^2, \\
\Psi_A(J_D) &= \Psi_A(J_E) = \Psi_A(J_{\text{ST}}) = 3(3 - |\theta|^2).
\end{align*}
\]

Interestingly, \( \Psi_A \) takes the same values for \( e_D, e_E, e_{\text{ST}} \).

As a normalized version of these values, we compare the efficiency, \( \eta_A[e] = \Psi_A(J_A)/\Psi_A(J[e]) \), defined in Sec. II.C. By definition, \( \eta_A[e_A] = 1 \) and others are

\[
\eta_A(e_D) = \eta_A(e_E) = \eta_A(e_{\text{ST}}) = \frac{(2 + \sqrt{1-|\theta|^2})^2}{3(3 - |\theta|^2)}.
\]

In Fig. VI A we plot efficiency functions \( \eta_A[e_A] = 1 \) (Black solid curve) and \( \eta_A(e_D) = \eta_A(e_E) = \eta_A(e_{\text{ST}}) \) (Gray solid curve) as a function of \( |\theta|^2 \). It is clear that \( \eta_A(e_D) = \eta_A(e_E) = \eta_A(e_{\text{ST}}) \) is a monotonically decreasing function of \( |\theta|^2 = \sum_i (\theta_i)^2 \). The infimum is given by the pure-state limit \( |\theta|^2 \to 1 \), whose value is 2/3. For small values of \( |\theta|^2 \), on the other hand, it becomes close to one. This means that there is no significant difference among different optimal designs when a state is closed to the completely mixed state.
Let us consider the $D$-optimality function $\Psi_D(J) = \text{Det}(J^{-1})$. Values of the $D$-optimality function for optimal designs are

$$\Psi_D(J_A) = \text{Tr} \left\{ (J_{\theta}^{\text{SLD}})^{-1/2} \right\} \text{Det} \left\{ (J_{\theta}^{\text{SLD}})^{-1/2} \right\},$$

$$\Psi_D(J_D) = n^n \text{Det} \left\{ (J_{\theta}^{\text{SLD}})^{-1} \right\},$$

$$\Psi_D(J_E) = \left( \text{Tr} \left\{ (J_{\theta}^{\text{SLD}})^{-1} \right\} \right)^n.$$

For model (72), the results are

$$\Psi_D(J_A) = (2 + \sqrt{1 - |\theta|^2}) \sqrt{1 - |\theta|^2},$$

$$\Psi_D(J_D) = 3^3 (1 - |\theta|^2),$$

$$\Psi_D(J_E) = (3 - |\theta|^2)^3,$$

$$\Psi_D(J_{ST}) = 3^3 \prod_{k=1,2,3} (1 - (\theta_k)^2).$$

Efficiencies are calculated as

$$\eta_D(e_A) = \frac{3^3 \sqrt{1 - |\theta|^2}}{(2 + \sqrt{1 - |\theta|^2})^3},$$

$$\eta_D(e_E) = \frac{3^3 (1 - |\theta|^2)}{(3 - |\theta|^2)^3},$$

$$\eta_D(e_{ST}) = (1 - |\theta|^2) \prod_{k=1,2,3} (1 - (\theta_k)^2)^{-1}.$$

When compared to the $A$-optimal case, the performance of the standard tomography is not rotationally symmetric. To be specific, it efficiency $\eta_D(e_{ST})$ explicitly depends on the direction of the Bloch vector.

In Fig. 1 we plot four efficiency functions $\eta_D(e_A)$ (Black solid curve), $\eta_D(e_D) = 1$ (Dotted curve), $\eta_D(e_E)$ (Dashed curve), $\eta_D(e_{ST})$ (Gray solid curve) as a function of $|\theta|^2$. To produce these figures, we fix a particular direction of the Bloch vector given by $(\sin \theta_0 \cos \phi_0, \sin \theta_0 \sin \phi_0, \cos \theta_0)$ and then we change the square of the length $|\theta|^2$. In the left plot, we choose $\theta_0 = \pi/16, \phi_0 = \pi/4$. Another choice $\theta_0 = \pi/4, \phi_0 = \pi/4$ is made for the right plot.

From Fig. 1 the following relation is expected to hold.

$$1 = \eta_D(e_D) \geq \eta_D(e_A), \eta_D(e_{ST}) \geq \eta_D(e_E).$$
We now show this ordering. The first inequality holds by definition. To verify the last inequality, we first show \( \eta_D(e_A) > \eta_D(e_E) \Leftrightarrow \Psi_D(J_A) \leq \Psi_D(J_E) \) for all \(|\theta|^2 > 0 \). This can be done by analyzing \( \Psi_D(J_E) - \Psi_D(J_A) \) as a function of \(|\theta|^2 \). The other relation \( \eta_D(e_ST) \geq \eta_D(e_E) \Leftrightarrow \Psi_D(J_ST) \leq \Psi_D(J_E) \) obeys from the inequality of arithmetic and geometric means. From Fig. VI B, we see that there is no ordering between \( \eta_D(e_A) \) and \( \eta_D(e_ST) \).

Next, we note that \( \eta_D(e_A), \eta_D(e_E), \eta_D(e_ST) \) become zero as \(|\theta|^2 \) approaches one (The pure-state limit). This indicates that designs \( e_A, e_E, e_ST \) become completely useless in terms of \( D \)-optimality. We elaborate on this in Sec. VI D.

C. E-optimality

Let us consider the E-optimality function \( \Psi_E(J) = \lambda_{\text{max}}\{J^{-1}\} \). Values of the E-optimality function for optimal designs are

\[
\Psi_E(J_A) = \text{Tr}\{(J_{\theta}^{\text{SLD}})^{-1/2}\} \lambda_{\text{max}}\{(J_{\theta}^{\text{SLD}})^{-1/2}\},
\]

\[
\Psi_E(J_D) = n \lambda_{\text{max}}\{(J_{\theta}^{\text{SLD}})^{-1}\},
\]

\[
\Psi_E(J_E) = \text{Tr}\{(J_{\theta}^{\text{SLD}})^{-1}\}.
\]

For model (72), we have

\[
\Psi_E(J_A) = 2 + \sqrt{1 - |\theta|^2}, \]

\[
\Psi_E(J_D) = 3, \]

\[
\Psi_E(J_E) = 3 - |\theta|^2, \]

\[
\Psi_E(J_ST) = 3(1 - \min\{(\theta_i)^2\}).
\]

Efficiencies are obtained as

\[
\eta_E(J_A) = \frac{3 - |\theta|^2}{2 + \sqrt{1 - |\theta|^2}},
\]

\[
\eta_E(J_D) = \frac{1}{3} (3 - |\theta|^2),
\]

\[
\eta_E(J_ST) = \frac{3 - |\theta|^2}{3(1 - \min\{(\theta_i)^2\})}.
\]

In Fig. VI C, we plot four efficiency functions \( \eta_E(e_A) \) (Black solid curve), \( \eta_E(e_D) \) (Dotted curve), \( \eta_E(e_E) = 1 \) (Dashed curve), \( \eta_E(e_ST) \) (Gray solid curve) as a function of \(|\theta|^2 \). As in Fig. VI B we choose two particular directions.

FIG. 2. Efficiency functions for the \( D \)-optimality criterion.
of the Bloch vector: $\theta_0 = \pi/16, \phi_0 = \pi/4$ for the right plot and $\theta_0 = \pi/4, \phi_0 = \pi/4$ for the right plot. For efficiency about the $E$-optimality, we have the following ordering relation:

$$1 = \eta_E(\mathbf{e}_E) \geq \eta_E(\mathbf{e}_A), \eta_E(\mathbf{e}_{ST}) \geq \eta_E(\mathbf{e}_D).$$

The relation $\Psi_E(J_A) \leq \Psi_E(J_P)$ can be shown by a straightforward exercise. The other inequality $\Psi_E(J_{ST}) \leq \Psi_E(J_D)$ also holds trivially. Figure V(b) shows that there is no ordering between $\eta_E(\mathbf{e}_A)$ and $\eta_E(\mathbf{e}_{ST})$.

Another interesting characteristic is that $\eta_E(\mathbf{e}_A)$ becomes one as $|\theta|^2$ approaches one. Also, $\eta_E(\mathbf{e}_D)$ and $\eta_E(\mathbf{e}_{ST})$ do not vanish at the boundary $|\theta|^2 = 1$.

D. Discussions

The first observation in our study is that each optimality criterion defines a different optimal design, whose characteristics can be very different. Although this is clear, we explicitly demonstrate this fact for the popular optimality criteria. This point is illustrated by expressions for the Fisher information matrices (67), (68), (69), and (71). In the following, we list more specific findings.

The Fisher information matrix for the design for the standard tomography (76) shows asymmetry in the Bloch vector representation. However, it becomes rotationally invariant for the $A$-optimality function by taking a trace with a unit weight matrix. This point was also demonstrated by Yamagata [23] deriving the necessary and sufficient condition for the weight matrix such that the standard tomography coincides with the $A$-optimal design. See also a related work [42]. When the standard tomography is evaluated for other optimality criteria, we see that it is not the worst design among other optimal designs. This might be another justification of adopting the standard tomography in practice.

Next, we analyze $A$-optimal design. By evaluating efficiency functions for other optimality criteria, we see that it is relatively stable. In particular, it behaves well for the $E$-optimality when compared with the $D$-optimal design and the standard tomography. One of the reasons behind this observation is that $A$-optimality with a unit weight matrix optimizes three parameters equal footings. Thus, we expect that it should perform well on average.

The $D$-optimal design is known to be one of the most popular criteria in the classical theory of optimal DoE. However, its applicability in the quantum case needs further justification. Figure 2 shows that other optimal designs as well as the standard tomography become less efficient when the model becomes pure. This is because this optimal criterion concerns the product of eigenvalues of the Fisher information matrix, and thus it is sensitive to the small numbers. In particular, the $D$-optimality function $\Psi_D(J_D)$ for the $D$-optimal design vanishes in the pure-state limit. Therefore, efficiency function $\eta_D$ also vanishes unless $\Psi_D(J)$ cancels each other. The classical Fisher information matrix of this $D$-optimal design (74) is proportional to the SLD Fisher information matrix. In literature [47, 48], the existence of such POVMs is not trivial in general, and it has been the subject known as the Fisher-symmetric informationally complete measurement. Our result on the $D$-optimal design is thus related. From this observation, $D$-optimality for the higher dimensional case is worth a further study.

Last, let us make a brief comment on the $E$-optimal design. This optimality is related to the philosophy of the min-max strategy: One tries to avoid the worst case value of the MSE matrix. Interestingly, the classical Fisher
information matrix for the $E$-optimal design is proportional to the identity matrix as seen in Eq. (69). This result exhibits the maximum symmetry for the Fisher information matrix. This optimal design is not so common in the quantum domain so far. It should play an important role when one wishes to guarantee the best estimate for the smallest eigenvalue of the Fisher information matrix.

VII. SUMMARY AND OUTLOOK

In summary, we have formulated the problem of quantum-state estimation problem in the framework of optimal design of experiments (DoE). This formulation shows that the problem at hand is a usual statistical optimization problem except for the fact that quantities are represented by non-negative complex matrices. We have solved the qubit case analytically deriving popular optimal designs. A quantum version of the equivalence theorem is also proven in the qubit case. Another important finding of this paper is a comparison among the popular optimal designs: $A$-, $D$-, and $E$-optimal designs. In particular, we have shown that some of the optimal designs do not perform well for the other choice of optimality criterion. Although this is likely to happen in general, we have explicitly demonstrated it for the standard parametrization of qubit states.

An important future work is to apply our formulation to various physically important problems and to find a good experimental setup by solving the optimization problem numerically. There are several open problems along the line of this research. First, to develop an efficient optimization algorithm for finding an optimal design. Second, generalization of the equivalence theorem to higher dimensional systems. Third, the singular design problem that is common in finding an optimal design in the presence of nuisance parameters.

Classical theory of optimal DoE is a rich and mature subject in classical statistics. There are many unexplored subjects of DoE in the quantum case, which would be of great importance in any quantum information processing, such as a sequential design, block design, Bayesian design, minimax design, robust design, model discrimination, to list a few.
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