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Abstract. We prove that the initial-value problem for the fractional heat equation admits an entire solution provided that the (possibly unbounded) initial datum has a conveniently moderate growth at infinity. Under the same growth condition we also prove that the solution is unique. The result does not require any sign assumption, thus complementing the Widder’s type theorem of Barrios et al. [1] for positive solutions. Finally, we show that the fractional heat flow preserves convexity of the initial datum. Incidentally, several properties of stationary convex solutions are established.

1. Introduction. The fractional Laplacian operator is defined by

\[ (-\Delta)^s u(x) = C_{N,s} \text{PV} \int_{\mathbb{R}^N} \frac{u(x) - u(y)}{|x-y|^{N+2s}} \, dx, \quad s \in (0, 1), \quad N \geq 1, \]  

(1)

where \( u: \mathbb{R}^N \to \mathbb{R} \) is a conveniently smooth function, ‘PV’ stands for ‘principal value’ and \( C_{N,s} > 0 \) is a suitable normalizing constant (see Section 2 for a precise definition). Though being defined as an integral operator, \((-\Delta)^s\) can be seen as a fractional power of the Laplacian operator, and exhibits some similar properties and behavior to those of the Laplacian (for a detailed account on such properties, see [5, 6, 7, 9, 11]). The outstanding feature of \((-\Delta)^s\) is non-locality, which can be expressed as follows: the quantity \((-\Delta)^s u(x)\) depends not only on the values of \( u \) in a neighborhood of \( x \) (as is the case for the Laplacian), but rather on the values of \( u \) at any point \( y \in \mathbb{R}^N \).

While convergence of the integral in (1) at \( x \) depends on the regularity of the function \( u \), convergence at infinity is obviously related to the asymptotic behavior of \( u(y) \) as \( |y| \to \infty \). In many references (see for instance [11]), therefore, \((-\Delta)^s u\) is only computed for \( u \) lying in the Schwartz space \( S \) of rapidly decaying \( C^\infty \) functions, or in the fractional Sobolev space \( H^s(\mathbb{R}^N) \) which also consists of functions decaying at infinity. That is also the reason why stationary problems involving \((-\Delta)^s\) on a
bounded domain $\Omega \subset \mathbb{R}^N$ are often coupled with a Dirichlet-type exterior condition of the form $u(x) = 0$ in $\mathbb{R}^N \setminus \Omega$ (see for instance [15, 16, 25, 26] and [22, 27] on different ways to restrict fractional equations to bounded domains).

Concerning evolutive problems, it has been pointed out that parabolic-type equations involving a classical derivative with respect to time and a fractional space diffusion are the natural outcome of certain stochastic processes (see [3, 4], and [28] for a different approach based on the second law of thermodynamics). The simplest possible evolutive equation of such type is the fractional heat equation, and the main subject of this paper is the related initial-value problem:

$$\begin{cases}
u_t + (-\Delta)^s u = 0 & \text{in } \mathbb{R}^N \times (0, \infty), \\ u(x, 0) = u_0(x) & \text{in } \mathbb{R}^N. \end{cases} \tag{2}$$

The equation in (2), along with its non-linear variants, has been given considerable attention recently, both concerning regularity and existence/uniqueness results (see for instance [1, 8, 13] and the website [30]). In particular, in [1] a uniqueness result for the positive solution of (2) was proved under the assumption that the initial datum $u_0$ is positive (like in the classical result of [29] on the heat equation).

Here we let $s$ span the whole interval $(0, 1)$ and allow the initial datum $u_0$ to be unbounded and sign-changing, subject to a polynomial bound of the type

$$|u_0(x)| \leq A_0 + B_0 |x|^{2s-\sigma} \quad \text{for all } x \in \mathbb{R}^N, \tag{3}$$

with $A_0, B_0, \sigma > 0$. We prove that problem (2) admits exactly one (possibly sign-changing) solution $u(x, t)$ defined in $\mathbb{R}^N \times [0, +\infty)$ and satisfying

$$|u(x, t)| \leq A(t) + B |x|^{2s-\sigma} \quad \text{for all } (x, t) \in \mathbb{R}^N \times [0, +\infty) \tag{4}$$

with $A$ being a sublinear function, i.e.,

$$\lim_{t \to +\infty} \frac{A(t)}{t} = 0, \tag{5}$$

and $B > 0$. The proof is based on a weak maximum principle and some new estimates of the heat kernel, developing those of [2, 3, 10]. We remark that space diffusion takes place in $\mathbb{R}^N$ and the solution does not decay as $|x| \to \infty$, so the type of solutions we deal with are continuous functions satisfying the equation pointwise and are not required to belong to the standard fractional Sobolev classes (see Section 3 for details).

The polynomial bounds in (3) and (4) are natural for the following reasons. If, for a fixed $t > 0$, $u(x, t)$ grows as fast as $|x|^{2s}$ when $|x| \to \infty$, then the integral in (1) which defines $(-\Delta)^s u(x, t)$ may fail to converge. Furthermore, since the fractional heat kernel decays polynomially as $|x| \to +\infty$ (see Section 3), the bound on $u_0$ plays a role in the convergence of the convolution integral which defines the solution. In [6] a solution of a stationary fractional equation is produced via the fractional heat kernel, and exhibits a growth of the type above. The uniqueness result in the present paper (claim (iii) of Theorem 3.6) can be seen as a non-local analogue to the classical result for the heat equation (see [19, (1.36c)]) ensuring uniqueness of the solution under the exponential growth condition

$$|u(x, t)| \leq A e^{B|x|^2} \quad (A, B > 0)$$

which is in turn related to the exponential decay of the classical heat kernel. The analogy with the classical case breaks down when it comes to existence: indeed, Theorem 3.6 (ii) ensures existence of the canonical solution for all times $t \in [0, +\infty)$.
provided that the initial datum \( u_0 \) satisfies (3) for some \( A_0, B_0 > 0 \). By contrast, when \( s = 1 \) the canonical solution exists in the bounded interval \([0, \frac{1}{16T}]\) provided that

\[
|u_0(x)| \leq A e^{B|x|^2} \quad \text{for all } x \in \mathbb{R}^N
\]  

(see [19, (1.14)]) hence in order to have existence for all \( t \in [0, +\infty) \) it is required that for all \( B > 0 \) there exists \( A > 0 \) such that (6) holds.

We also address the study of geometric properties of the solution of problem (2), focusing on convexity in the space variable \( x \) (see Section 4). In the classical case \( s = 1 \) we know that the heat flow preserves convexity: quoting [18], “it is easily seen that, when \( \Omega = \mathbb{R}^N \), every solution of [the heat equation] with moderate growth at space infinity preserves the spatial concavity of [the initial datum] at any time \( t > 0 \)”.

We prove that a similar result holds in the fractional case \( s \in (1/2, 1) \), and give precise statements in Theorem 4.7 and Theorem 4.8. In particular we prove that if the initial datum \( u_0 \) is convex, then the solution \( u(x, t) \) of problem (2) not only is convex in \( x \) at any time \( t > 0 \), but also it is either strictly convex or its graph consists of parallel straight lines (see [14] for a similar result on stationary problems). To achieve the result we study very carefully the properties of the fractional Laplacian of convex functions in the stationary case. Once again, it is essential here that we do not consider space-decaying solutions, since a continuous function on \( \mathbb{R}^N \) with a decay at infinity cannot be convex. The condition \( s \in (1/2, 1) \) is natural for two reasons. First, if \( s \leq 1/2 \) the fractional Laplacian \((-\Delta)^s u\) does not converge for any convex function \( u: \mathbb{R}^N \to \mathbb{R} \) (not even for affine functions). Second, the growth condition (3) is consistent with convexity only if \( 2s > 1 \).

The paper has the following structure: Section 2 deals with the definition and some properties of the stationary fractional Laplacian; Section 3 contains the mentioned existence and uniqueness result for the fractional heat equation; Section 4 is about fractional Laplacians of convex functions and the propagation of convexity through the fractional heat flow; and an Appendix (Section 5) is devoted to proving some estimates on the fractional heat kernel and its derivatives.

2. Some properties of the stationary fractional Laplacian. First we need to make the definition in (1) more precise. To do so, we recall some well-known facts of measure ad integration theory. We will use the notation

\[
\mathbb{R}^+ = [0, +\infty), \quad \mathbb{R}^+_0 = (0, +\infty), \quad \mathbb{R}^- = (-\infty, 0], \quad \mathbb{R}^-_0 = (-\infty, 0).
\]

Given a measurable (bounded or unbounded) set \( D \subseteq \mathbb{R}^N \) and a measurable function \( f: D \to \mathbb{R} \), we set \( f^\pm(x) = \max\{\pm f(x), 0\} \) for all \( x \in D \) and consider the (Lebesgue) integrals

\[
I^\pm = \int_D f^\pm(x) \, dx,
\]

both taking values in \( \mathbb{R}^+ \cup \{+\infty\} \). If at least one of \( I^\pm \) is finite, we say that \( f \) is integrable in \( D \), while if both \( I^\pm \) are finite we say that \( f \) is summable in \( D \). If \( f \) is either integrable or summable we write

\[
\int_D f(x) \, dx = I^+ - I^- , \quad \int_D |f(x)| \, dx = I^+ + I^- .
\]

Now let \( s \in (0, 1) \), \( u \in C(\mathbb{R}^N) \), \( x \in \mathbb{R}^N \) and define

\[
C_{N,s} := \frac{2^ss \Gamma\left(\frac{N}{2} + s\right)}{\pi^\frac{N}{2} \Gamma(1 - s)} = \left( \int_{\mathbb{R}^N} \frac{1 - \cos(x_1)}{|x|^{N+2s}} \, dx \right)^{-1},
\]
(see [5, Remark 3.11] and [11, formula (3.2)], respectively). For all \( \varepsilon > 0 \) we denote by \( B_{\varepsilon}(x) \) the open ball in \( \mathbb{R}^N \) centered at \( x \) with radius \( \varepsilon \) (for brevity we shall write \( B_{\varepsilon} = B_{\varepsilon}(0) \)), and consider the function
\[
y \mapsto \frac{u(x) - u(y)}{|x-y|^{N+2s}}, \quad y \in B_{\varepsilon}^c(x)
\] (notation: \( D^c = \mathbb{R}^N \setminus D \)). Now we define precisely \((-\Delta)^s u\):

**Definition 2.1.** Assume \( s \in (0,1) \). If the function in (7) is integrable for all \( \varepsilon > 0 \) and there exists
\[
\lim_{\varepsilon \to 0^+} \int_{B_{\varepsilon}(x)} \frac{u(x) - u(y)}{|x-y|^{N+2s}} \, dy =: L \in \mathbb{R} \cup \{+\infty, -\infty\},
\]
then we say that \((-\Delta)^s u\) is definite at \( x \). If, in addition, \( L \in \mathbb{R} \), then we say that \((-\Delta)^s u\) converges at \( x \). In both cases we set
\[
(-\Delta)^s u(x) = C_{N,s} L.
\]

If the function in (7) is not integrable for some \( \varepsilon_0 > 0 \) (and hence for all \( \varepsilon \in (0, \varepsilon_0) \)), then we say that \((-\Delta)^s u\) is indefinite at \( x \).

If \( u \) belongs to the Schwartz space \( \mathcal{S} \), an equivalent definition of \((-\Delta)^s\) is given by
\[
(-\Delta)^s u(x) = \mathcal{F}^{-1}((|\xi|^{2s} \mathcal{F} u(\xi))(x),
\]
where \( \mathcal{F} \) and \( \mathcal{F}^{-1} \) denote, respectively, the direct and inverse Fourier transforms, i.e.
\[
\mathcal{F} v(\xi) = \int_{\mathbb{R}^N} e^{-ix \cdot \xi} v(x) \, dx, \quad \mathcal{F}^{-1} v(x) = \frac{1}{(2\pi)^N} \int_{\mathbb{R}^N} e^{ix \cdot \xi} v(\xi) \, d\xi.
\]
It is also well-known that for all \( u \in \mathcal{S} \) the following non-singular representation, which does not require the principal value, holds:
\[
(-\Delta)^s u(x) = \frac{C_{N,s}}{2} \int_{\mathbb{R}^N} \frac{2u(x) - u(x+z) - u(x-z)}{|z|^{N+2s}} \, dz.
\]

The equivalence between (1) and (8) via the normalization constant \( C_{N,s} \), together with a proof of (9) is found, for instance, in [11]. We see next that the representation (9) also holds for less regular, possibly unbounded functions \( u \) satisfying a convenient growth condition. We also prove the continuity of \((-\Delta)^s u(x)\):

**Theorem 2.2.** Let \( u \in C^2(\mathbb{R}^N) \) satisfy
\[
|u(x)| \leq A + B \, |x|^{2s-\sigma} \text{ for all } x \in \mathbb{R}^N \quad (A, B, \sigma > 0).
\]
Then:

(i) the fractional Laplacian \((-\Delta)^s u(x)\) converges for all \( x \in \mathbb{R}^N \), and the representation (9) holds;

(ii) the function \((-\Delta)^s u\) is continuous in \( \mathbb{R}^N \).

**Proof.** Choose \( x \in \mathbb{R}^N \). For every \( r > \varepsilon > 0 \) we have
\[
\int_{B_{\varepsilon}(x)} \frac{u(x) - u(y)}{|x-y|^{N+2s}} \, dy = \int_{B_{\varepsilon} \cap B_{\varepsilon}^{c}} \frac{u(x) - u(x+z)}{|z|^{N+2s}} \, dz + \int_{B_{\varepsilon}^{c}} \frac{u(x) - u(x+z)}{|z|^{N+2s}} \, dz
\]
\[
= \int_{B_{\varepsilon} \cap B_{\varepsilon}^{c}} \frac{u(x) - u(x-z)}{|z|^{N+2s}} \, dz + \int_{B_{\varepsilon}^{c}} \frac{u(x) - u(x-z)}{|z|^{N+2s}} \, dz,
\]
Now, for any $\delta > 0$ we choose $r_{\delta} \in (0, 1/2)$ s.t. $N\omega N M r_{\delta}^{2-2s} < (2 - 2s) \delta$. Since $r_{\delta} < 1/2$, for all $x \in B_{r_{\delta}}(x_0)$ we have $B_{r_{\delta}}(x) \subset B_1(x_0)$ and therefore
\[
\left| \int_{B_{r_{\delta}}} \frac{2u(x) - u(x + z) - u(x - z)}{|z|^{N+2s}} \, dz \right| \leq \frac{2}{C_{N,s}} (-\Delta)^s u(x)
\]
This and the representation (9) imply that for every $x \in B_{r_{\delta}}(x_0)$ we have
\[
\int_{\mathbb{R}^N} \frac{2u(x) - u(x + z) - u(x - z)}{|z|^{N+2s}} \, dz - \delta < \frac{2}{C_{N,s}} (-\Delta)^s u(x)
\]
and
\[
\left| \int_{B_{r_{\delta}}} \frac{2u(x_0) - u(x_0 + z) - u(x_0 - z)}{|z|^{N+2s}} \, dz \right| \leq \frac{2}{C_{N,s}} \liminf_{x \to x_0} (-\Delta)^s u(x)
\]
where all integrals are finite by (10). By adding the two equalities, we obtain
\[
2 \int_{B_{r_{\delta}}^c(x)} \frac{u(x) - u(y)}{|x - y|^{N+2s}} \, dy = \int_{B_r \cap B_{r_{\delta}}^c} \frac{2u(x) - u(x + z) - u(x - z)}{|z|^{N+2s}} \, dz + \int_{B_{r_{\delta}}^c} \frac{2u(x) - u(x + z) - u(x - z)}{|z|^{N+2s}} \, dz.
\]
Besides, for all $z \in B_r \setminus \{0\} \supset B_r \cap B_{r_{\delta}}^c$ we have by Taylor expansion
\[
\frac{2u(x) - u(x + z) - u(x - z)}{|z|^{N+2s}} \leq \frac{1}{|z|^{N+2s}} \sup_{\eta \in B_r(x)} |D^2 u(\eta)|.
\]
Since the right-hand side is summable on $B_r$ (being $N + 2s - 2 < N$), we deduce
\[
\lim_{\varepsilon \to 0^+} \int_{B_r \cap B_{\varepsilon}^c} \frac{2u(x) - u(x + z) - u(x - z)}{|z|^{N+2s}} \, dz = \int_{B_r} \frac{2u(x) - u(x + z) - u(x - z)}{|z|^{N+2s}} \, dz.
\]
Moreover, the last integral in (11) is finite by (10) and does not depend on $\varepsilon$. So, we pass to the limit in (11) as $\varepsilon \to 0^+$ and we get
\[
\frac{2}{C_{N,s}} (-\Delta)^s u(x) = \int_{\mathbb{R}^N} \frac{2u(x) - u(x + z) - u(x - z)}{|z|^{N+2s}} \, dz,
\]
which proves (i).
To prove (ii) we fix an arbitrary $x_0 \in \mathbb{R}^N$ and we set
\[
M = \sup_{\eta \in B_1(x_0)} |D^2 u(\eta)|.
\]
For all $x \in \mathbb{R}^N$ and all $r > 0$, by (12) we have
\[
\left| \int_{B_r} \frac{2u(x) - u(x + z) - u(x - z)}{|z|^{N+2s}} \, dz \right| \leq N\omega N \sup_{\eta \in B_r(x)} |D^2 u(\eta)| \int_0^r \frac{dr}{r^{2s-1}}
\]
\[
= N\omega N \frac{r^{2-2s}}{2 - 2s} \sup_{\eta \in B_r(x)} |D^2 u(\eta)|.
\]
Now, for any $\delta > 0$ we choose $r_{\delta} \in (0, 1/2)$ s.t. $N\omega N M r_{\delta}^{2-2s} < (2 - 2s) \delta$. Since $r_{\delta} < 1/2$, for all $x \in B_{r_{\delta}}(x_0)$ we have $B_{r_{\delta}}(x) \subset B_1(x_0)$ and therefore
\[
\left| \int_{B_{r_{\delta}}} \frac{2u(x) - u(x + z) - u(x - z)}{|z|^{N+2s}} \, dz \right| < \delta.
\]
This and the representation (9) imply that for every $x \in B_{r_{\delta}}(x_0)$ we have
\[
\int_{B_{r_{\delta}}^c} \frac{2u(x_0) - u(x_0 + z) - u(x_0 - z)}{|z|^{N+2s}} \, dz - \delta < \frac{2}{C_{N,s}} (-\Delta)^s u(x)
\]
and
\[
\left| \int_{B_{r_{\delta}}} \frac{2u(x) - u(x + z) - u(x - z)}{|z|^{N+2s}} \, dz \right| \leq \frac{2}{C_{N,s}} \liminf_{x \to x_0} (-\Delta)^s u(x)
\]
where all integrals are finite by (10). By adding the two equalities, we obtain
\[
2 \int_{B_{r_{\delta}}^c(x)} \frac{u(x) - u(y)}{|x - y|^{N+2s}} \, dy = \int_{B_r \cap B_{r_{\delta}}^c} \frac{2u(x) - u(x + z) - u(x - z)}{|z|^{N+2s}} \, dz + \int_{B_{r_{\delta}}^c} \frac{2u(x) - u(x + z) - u(x - z)}{|z|^{N+2s}} \, dz.
\]
Using the estimate (14) at \( x = x_0 \), the inequalities above become

\[
(-\Delta)^s u(x_0) - C_{N,s} \delta \leq \liminf_{x \to x_0} (-\Delta)^s u(x) \\
\leq \limsup_{x \to x_0} (-\Delta)^s u(x) \leq (-\Delta)^s u(x_0) + C_{N,s} \delta.
\]

Since \( \delta \) is arbitrary, (ii) follows. \( \square \)

We aim at finding sufficient conditions s.t. \((-\Delta)^s u(x)\) vanishes as \( |x| \to +\infty \).

We begin by establishing some estimates:

**Lemma 2.3.** Let \( u \in C^2(\mathbb{R}^N) \) satisfy

\[
|D^2 u(x)| \leq \frac{C}{|x|^{\alpha}} \quad \text{for all } x \in \mathbb{R}^N \setminus \{0\} \quad (C > 0, \alpha > 0).
\]

Moreover, if \( \alpha \geq 1 \) assume that there exist \( A, B > 0 \) s.t.

\[
|u(x)| \leq A + B |x|^{2-\alpha} \quad \text{for all } x \in \mathbb{R}^N.
\]

Then there exist \( A_1, B_1 > 0 \) s.t.

\[
|2u(x) - u(x-z) - u(x+z)| \leq A_1 + B_1 |z|^{2-\alpha} \quad \text{for all } x, z \in \mathbb{R}^N.
\]

**Proof.** First we recall that all norms are equivalent on the space of \( N \times N \) matrices, in particular (15) also holds for the norm

\[
|D^2 u(x)| = \max \{|\lambda| : \lambda \text{ eigenvalue of } D^2 u(x)\}.
\]

We show that when \( \alpha \in (0,1) \) assumption (15) implies (16). For all \( x \in \mathbb{R}^N \setminus \{0\} \) we set \( \xi = x/|x| \) and denote by \( u_\xi, u_{\xi\xi} \) the first and second derivatives, respectively, of \( u \) along the direction \( \xi \). By (15) we have

\[
|u_\xi(x)| = |u_\xi(0) + |x|^1 u_{\xi\xi}(tx) dt| \\
\leq |u_\xi(0)| + |x| \int_0^1 \frac{C}{|tx|^{\alpha}} dt \leq |Du(0)| + \frac{C}{1-\alpha} |x|^{1-\alpha}.
\]

Similarly, we have

\[
|u(x)| = |u(0) + |x|^1 u_\xi(tx) dt| \\
\leq |u(0)| + |x| |Du(0)| + |x| \int_0^1 \frac{C}{|tx|^{\alpha}} |tx|^{1-\alpha} dt \\
\leq |u(0)| + |x| |Du(0)| + \frac{C}{1-\alpha} |x|^{2-\alpha}.
\]

By \( 2 - \alpha > 1 \), taking \( A, B > 0 \) big enough we have (16). So, in fact we can count on (16) for all \( \alpha > 0 \).

Now we prove (17). For all \( x, z \in \mathbb{R}^N \), \( z \neq 0 \) we define the segment

\[
S := \{x + tz : t \in [-1,1]\}.
\]

By Taylor expansion, we have

\[
|2u(x) - u(x+z) - u(x-z)| \leq |z|^2 \max_{y \in S} |D^2 u(y)|.
\]

Let \( y_0 \in S \) be the unique point minimizing the distance from 0. We distinguish two cases:
• if $|y_0| \geq |z| > 0$, then by assumption (15) we have

$$\max_{y \in S} |D^2u(y)| \leq \frac{C}{|y_0|^\alpha}.$$  

This and (18) imply

$$|2u(x) - u(x + z) - u(x - z)| \leq C|z|^{2-\alpha};$$

• if $|y_0| < |z|$, then we have $|x| \leq |x - y_0| + |y_0| < 2|z|$ as well as $|x \pm z| < 3|z|$, so by (17) we have

$$|2u(x) - u(x + z) - u(x - z)| \leq 4A + 4B(3|z|)^{2-\alpha}.$$

In both cases, for $A_1, B_1 > 0$ big enough (independently of $x$) we get (17).

The next result highlights a condition to have $(-\Delta)^s u$ vanishing at infinity:

**Proposition 2.4.** Let $u \in C^2(\mathbb{R}^N)$ satisfy (10) with some $A, B, \sigma > 0$ as well as (15) with $\alpha = 2 - 2s + \sigma > 0$. Then $(-\Delta)^s u(x)$ converges at all $x \in \mathbb{R}^N$, the representation (9) holds, the function $(-\Delta)^s u$ is continuous in $\mathbb{R}^N$, and

$$\lim_{|x| \to +\infty} (-\Delta)^s u(x) = 0. \quad (19)$$

**Proof.** In view of Theorem 2.2 we only have to prove (19). To this aim we fix $\delta > 0$ and we observe that assumption (10) may be rewritten as (16). Hence by Lemma 2.3 there exist constants $A_1, B_1$ s.t. (17) holds. Since $2s + \alpha - 1 = 1 + \sigma > 1$, we can find $r_\delta > 0$ so large that

$$\int_{r_\delta}^{+\infty} \frac{A_1 + B_1 r^{2-\alpha}}{r^{1+2s}} \, dr < \delta,$$

hence by (17) we have

$$\left| \int_{B_{r_\delta}} \frac{2u(x) - u(x + z) - u(x - z)}{|z|^{N+2s}} \, dz \right| \leq N\omega_N \int_{r_\delta}^{+\infty} \frac{A_1 + B_1 r^{2-\alpha}}{r^{1+2s}} \, dr < N\omega_N \delta. \quad (20)$$

Besides, letting $r = r_\delta$ in (13), we have

$$\left| \int_{B_{r_\delta}} \frac{2u(x) - u(x + z) - u(x - z)}{|z|^{N+2s}} \, dz \right| \leq N\omega_N \frac{r_\delta^{2-2s}}{2-2s} \sup_{\eta \in B_{r_\delta}(x)} |D^2u(\eta)|. \quad (21)$$

By assumption (15) we have, in particular,

$$\lim_{|x| \to +\infty} \left( \sup_{\eta \in B_{r_\delta}(x)} |D^2u(\eta)| \right) = 0$$

and therefore there exists $R_\delta$ s.t. for all $x \in B_{R_\delta}^c$ we have

$$\sup_{\eta \in B_{r_\delta}(x)} |D^2u(\eta)| < \frac{\delta}{r_\delta^{2-2s}}.$$

Using (20), (21), and the representation (9), we have for all $x \in B_{R_\delta}^c$

$$|(-\Delta)^s u(x)| \leq \frac{CN_s}{2} N\omega_N \left( 1 + \frac{1}{2 - 2s} \right) \delta.$$

Since $\delta > 0$ is arbitrary, (19) follows.
3. The fractional heat equation. For any function \( u : \mathbb{R}^N \times \mathbb{R}_0^+ \to \mathbb{R} \) and for each point \((x, t) \in \mathbb{R}^N \times \mathbb{R}_0^+ \) we will denote by \((-\Delta)^s u(x, t)\) the fractional Laplacian of \( u(\cdot, t) \) at \( x \). We will denote by \( Du \) and \( D^2 u \) the gradient and Hessian matrix, respectively, of \( u \) with respect to the space variable \( x \), and by \( u_t \) the derivative with respect to the time variable \( t \).

The fractional heat equation reads
\[
 u_t + (-\Delta)^s u = 0 \quad \text{in} \quad \mathbb{R}^N \times \mathbb{R}_0^+. \tag{22}
\]

The following definitions explain what we mean by a (super-, sub-) solution:

**Definition 3.1.** Let \( u \in C(\mathbb{R}^N \times \mathbb{R}_0^+) \) be a function s.t. \( u(x, \cdot) \in C^1(\mathbb{R}_0^+) \) for all \( x \in \mathbb{R}^N \), and \((-\Delta)^s u\) converges at any \((x, t) \in \mathbb{R}^N \times \mathbb{R}_0^+\). We say that \( u \) is

(i) a solution of equation (22), if for all \((x, t) \in \mathbb{R}^N \times \mathbb{R}_0^+\)
\[
 u_t(x, t) + (-\Delta)^s u(x, t) = 0;
\]

(ii) a (strict) super-solution of (22), if for all \((x, t) \in \mathbb{R}^N \times \mathbb{R}_0^+\)
\[
 u_t(x, t) + (-\Delta)^s u(x, t) \geq 0 \quad (> 0);
\]

(iii) a (strict) sub-solution of (22), if for all \((x, t) \in \mathbb{R}^N \times \mathbb{R}_0^+\)
\[
 u_t(x, t) + (-\Delta)^s u(x, t) \leq 0 \quad (< 0).
\]

Further, given an initial datum \( u_0 \in C(\mathbb{R}^N) \), we will consider problem (2):

**Definition 3.2.** Let \( u \in C(\mathbb{R}^N \times \mathbb{R}_0^+) \) be a solution of equation (22) s.t. \( u(x, 0) = u_0(x) \) for all \( x \in \mathbb{R}^N \). Then we say that \( u \) is a solution of the initial-value problem (2). Super- and sub-solutions of (2) are defined analogously.

The above notions are usually referred to as *strong* solutions, see for instance [1, Definition 1.3]. Note that solutions of equation (22) are only defined for \( t > 0 \), while solutions of problem (2) are defined for \( t \geq 0 \).

A major tool in the study of (22) is the *fractional heat kernel*, defined by means of the Fourier integral
\[
p(x, t) = \frac{1}{(2\pi)^N} \int_{\mathbb{R}^N} e^{ix \cdot \xi - t |\xi|^2 s} d\xi \tag{23}
\]
for all \((x, t) \in \mathbb{R}^N \times \mathbb{R}_0^+\). From past and recent literature we know that \( p \in C^\infty(\mathbb{R}^N \times \mathbb{R}_0^+) \), takes on positive values, satisfies for all \( t \in \mathbb{R}_0^+ \)
\[
\int_{\mathbb{R}^N} p(x, t) \, dx = 1, \tag{24}
\]
and is a solution of equation (22) \((p \) can be seen as a solution of the initial-value problem (2) with \( u_0 \) replaced by the Dirac delta centered at 0). Moreover, \( p \) satisfies the following two-sided estimate for all \((x, t) \in \mathbb{R}^N \times \mathbb{R}_0^+\):
\[
C_1 \min \left\{ \frac{1}{t^{\frac{N}{2s}}}, \frac{t}{|x|^{N+2s}} \right\} \leq p(x, t) \leq C_2 \min \left\{ \frac{1}{t^{\frac{N}{2s}}}, \frac{t}{|x|^{N+2s}} \right\} \quad (0 < C_1 < C_2), \tag{25}
\]
see [1], [3, Eq. (4)], [10, Eq. (1.1)]. It is understood that \( \min \{ a, \frac{t}{b} \} = a \) for all \( a \in \mathbb{R} \) and \( t \in \mathbb{R}_0^+ \), so (25) makes sense also at \( x = 0 \). The same convention holds in (26) and (27) below. In the next proposition we state an estimate from above of the spatial derivatives of \( p(x, t) \) of any order, as well as of the first-order time derivative.
For any multi-index \( \alpha = (\alpha_1, \ldots, \alpha_N) \) of height \( |\alpha| = \alpha_1 + \cdots + \alpha_N = k \geq 1 \) we set, as usual,
\[
D^\alpha p(x,t) = \frac{\partial^k}{\partial x_1^{\alpha_1} \cdots \partial x_N^{\alpha_N}} p(x,t),
\]
while \( p_t(x,t) \) denotes the derivative of \( p \) with respect to \( t \).

**Proposition 3.3.** The fractional heat kernel \( p \) defined in (23) satisfies the following estimates:

(i) for all integer \( N, k \geq 1 \) there exists \( C_{N,k} > 0 \) s.t. for all multi-index \( \alpha \) with \( |\alpha| = k \) and all \((x,t) \in \mathbb{R}^N \times \mathbb{R}^+_0\)
\[
|D^\alpha p(x,t)| \leq C_{N,k} \min \left\{ \frac{1}{t^{2s}}, \frac{t}{|x|^{N+2s+k}} \right\} ; \tag{26} \]

(ii) there exists \( C > 0 \) s.t. for all \((x,t) \in \mathbb{R}^N \times \mathbb{R}^+_0\)
\[
|p_t(x,t)| \leq C \min \left\{ \frac{1}{t^{\frac{2s}{N+2}}}, \frac{1}{|x|^{N+2s}} \right\}. \tag{27} \]

Similar estimates are found, for instance, in [17, (2.2) and Lemma 2.1]. To make the paper self-contained, a proof of Proposition 3.3 is given in the Appendix.

As said in the Introduction, estimate (25) yields for \( p(\cdot,t) \) a polynomial decay as \(|x| \to +\infty\), which leads us to consider solutions of problem (2) satisfying the growth condition (4), where \( B > 0 \) and \( \sigma \in (0, 2s) \) are constants, and \( A \in C(\mathbb{R}^+) \) is a positive function s.t. (5) holds. We will see that such a solution exists, provided the initial datum \( u_0 \) satisfies an analogous growth condition for all \( x \in \mathbb{R}^N \), namely (3) with \( A_0, B_0 > 0 \) and \( \sigma \in (0, 2s) \). First we prove a technical lemma on sub-solutions:

**Lemma 3.4.** Let \( u \) be a sub-solution of (22), attaining its maximum at \((x_0, t_0) \in \mathbb{R}^N \times \mathbb{R}^+_0\). Then \( u(\cdot, t_0) \) is constant in \( \mathbb{R}^N \).

**Proof.** Since \( u(x_0, \cdot) \) has a maximum at \( t_0 \), we have \( u_t(x_0, t_0) = 0 \). Since \( u \) is a sub-solution of (22), we have \((-\Delta)^s u(x_0, t_0) \leq 0\). Set for all \( \varepsilon > 0 \)
\[
I_\varepsilon = \int_{B_\varepsilon(x_0)} \frac{u(x_0, t_0) - u(y, t_0)}{|x_0 - y|^{N+2s}} \, dy \leq 0
\]
(note that the integrand is non-negative in \( \mathbb{R}^N \)). Then, \( \varepsilon \mapsto I_\varepsilon \) is a non-negative, non-increasing mapping, while
\[
\lim_{\varepsilon \to 0^+} I_\varepsilon = \frac{(-\Delta)^s u(x_0, t_0)}{C_{N,s}} \leq 0.
\]
Thus we have \( I_\varepsilon = 0 \) for all \( \varepsilon > 0 \), which in turn implies \( u(y, t_0) = u(x_0, t_0) \) for all \( y \in \mathbb{R}^N \).

Now we prove a weak maximum principle for sub-solutions of problem (2), under a one-sided version of condition (4):

**Theorem 3.5.** Let \( u \) be a sub-solution of problem (2) s.t. for all \((x,t) \in \mathbb{R}^N \times \mathbb{R}^+\)
\[
u(x,t) \leq A(t) + B |x|^{2s-\sigma}
\]
where \( B > 0 \) and \( \sigma \in (0, 2s) \) are constants, and \( A \in C(\mathbb{R}^+) \) is a positive function satisfying (5). Then
\[
\sup_{(x,t) \in \mathbb{R}^N \times \mathbb{R}^+} u(x,t) = \sup_{x \in \mathbb{R}^N} u_0(x).
\]
Proof. Avoiding trivial cases, we may assume that $u_0$ is bounded from above. We argue by contradiction: assume that there exists $(x_1, t_1) \in \mathbb{R}^N \times \mathbb{R}_0^+$ such that

$$u(x_1, t_1) > \sup_{x \in \mathbb{R}^N} u_0(x) + \varepsilon_1 \ (\varepsilon_1 > 0). \tag{28}$$

Let $v_0 \in C^2(\mathbb{R}^N)$ be a positive function s.t. $v_0(x) = |x|^{2s-\sigma_0}$ for all $x \in B_1^c$ and some $\sigma_0 \in (0, \sigma)$. By direct computation we have for all $x \in \mathbb{R}^N \setminus \{0\}$

$$|D^2 v_0(x)| \leq \frac{C}{|x|^{2-2s+\sigma_0}} \ (C > 0).$$

Proposition 2.4 implies that $(-\Delta)^s v_0 \in C(\mathbb{R}^N)$ and $(-\Delta)^s v_0(x) \to 0$ as $|x| \to +\infty$. Let us pick $M > 0$ s.t.

$$\inf_{x \in \mathbb{R}^N} (-\Delta)^s v_0(x) > -M.$$

Now set for all $(x, t) \in \mathbb{R}^N \times \mathbb{R}^+$

$$v(x, t) = v_0(x) + Mt.$$

It is easily seen that $v \in C(\mathbb{R}^N \times \mathbb{R}^+)$ is a positive strict super-solution of problem (2) with initial datum $v_0$. Set $\mu = \varepsilon_1/v(x_1, t_1) > 0$ and for all $(x, t) \in \mathbb{R}^N \times \mathbb{R}^+$

$$w(x, t) = u(x, t) - \mu v(x, t).$$

Then $w \in C(\mathbb{R}^N \times \mathbb{R}^+)$ is a strict sub-solution of problem (2) with initial datum $u_0 - \mu v_0$. Moreover, for all $(x, t) \in \mathbb{R}^N \times \mathbb{R}^+$ we have

$$w(x, t) \leq (A(t) - \mu Mt) + (B |x|^{2s-\sigma} - \mu v_0(x)),$$

and the latter tends to $-\infty$ as soon as either $|x| \to +\infty$ or $t \to +\infty$ (recall that (5) holds, and that $2s - \sigma < 2s - \sigma_0$). So, we can find $(x_0, t_0) \in \mathbb{R}^N \times \mathbb{R}^+$ s.t.

$$w(x_0, t_0) = \sup_{(x, t) \in \mathbb{R}^N \times \mathbb{R}^+} w(x, t).$$

More precisely we must have $t_0 > 0$ by (28) and because

$$w(x_0, t_0) \geq w(x_1, t_1) = u(x_1, t_1) - \varepsilon_1 > \sup_{x \in \mathbb{R}^N} u(x, 0) \geq \sup_{x \in \mathbb{R}^N} w(x, 0).$$

But then $w(\cdot, t_0)$ is constant by Lemma 3.4, and therefore $(-\Delta)^s w(x_0, t_0) = 0$. Furthermore $w_t(x_0, t_0) = 0$ because such point is a maximizer, thus

$$w_t(x_0, t_0) + (-\Delta)^s w(x_0, t_0) = 0,$$

which contradicts the fact that $w$ is a strict sub-solution. This concludes the proof.

The canonical solution of the initial-value problem (2) is defined by means of the fractional heat kernel $p$: given an initial datum $u_0 \in C(\mathbb{R}^N)$ satisfying (3), we set for all $(x, t) \in \mathbb{R}^N \times \mathbb{R}_0^+$

$$u(x, t) = \int_{\mathbb{R}^N} u_0(y) p(x - y, t) \, dy, \tag{29}$$

while we set $u(x, 0) = u_0(x)$ for all $x \in \mathbb{R}^N$. The following is the main result of the paper, in which we prove that $u$ is actually a solution of (2) and that it is unique under condition (4):

**Theorem 3.6.** Let $u_0 \in C(\mathbb{R}^N)$ satisfy the bound (3), and let $u$ be defined by (29). Then:
Proof. Preliminarily, we establish some bounds on the integrand in (29). Fix $(R, C)$ with a convenient constant $C > 0$ to ensure that the convolution integral in (29) converges. So, we have

$$|u_i(x, t)| \leq A_i(t) + B_i |x|^{2s-\sigma} \quad \text{for } (x, t) \in \mathbb{R}^N \times \mathbb{R}^+ \text{ and } i = 1, 2$$

with two functions $A_1, A_2$ satisfying (5) and some constants $B_1, B_2$, then $u_1 = u_2$.

Proof. Preliminarily, we establish some bounds on the integrand in (29). Fix $(x, t) \in \mathbb{R}^N \times \mathbb{R}^+$ with $(a, b) \in \mathbb{R}^+_0$ all $a, b \geq 0$.

(i) $u$ obeys to the bound (4) with a convenient function $A(t)$ satisfying (5), and some constant $B$;
(ii) $u$ is a solution of the initial-value problem (2);
(iii) if $u_1, u_2$ are solutions of (2) corresponding to the same initial value $u_0$ and $s.t.$

$$|u_i(x, t)| \leq A_i(t) + B_i |x|^{2s-\sigma} \quad \text{for } (x, t) \in \mathbb{R}^N \times \mathbb{R}^+ \text{ and } i = 1, 2$$

Integrating (31) in $dy$. From now on we denote by $C > 0$ a constant whose value may change from line to line. Integrating (31) in $dy$ over $\mathbb{R}^N$, we find for all $x \in \mathbb{R}^N$ with $a, b \geq 0$:

$$(a + b)^{2s-\sigma} \leq \begin{cases} a^{2s-\sigma} + b^{2s-\sigma} & \text{if } 2s-\sigma \in (0, 1] \\ 2^{2s-\sigma-1} (a^{2s-\sigma} + b^{2s-\sigma}) & \text{if } 2s-\sigma \in (1, 2]. \end{cases}$$

From now on we denote by $C > 0$ a constant whose value may change from line to line. Integrating (31) in $dy$ over $\mathbb{R}^N$, we find for all $x \in \mathbb{R}^N$ and $t \in \mathbb{R}^+$

$$|u(x, t)| \leq C \omega_N (1 + (|x| + R_t)^{2s-\sigma}) + C t \int_{B_{R_t}(x)} \frac{1 + |y|^{2s-\sigma}}{|x - y|^{N+2s}} \, dy,$$
where $\omega_N = |B_1|$ and $R_t$ is defined as above. Hence we may focus on the last integral. Since $|y| \leq |x| + |y - x|$, using (33) we have

\[
\int_{B_{R_t}(x)} \frac{1 + |y|^{2s-\sigma}}{|x - y|^{N+2s}} dy \\
\leq \int_{B_{R_t}(x)} \frac{1 + (|x| + |y - x|)^{2s-\sigma}}{|x - y|^{N+2s}} dy \\
\leq (1 + C|x|^{2s-\sigma}) \int_{B_{R_t}(x)} \frac{dy}{|x - y|^{N+2s}} + C \int_{B_{R_t}(x)} \frac{dy}{|x - y|^{N+\sigma}} \\
\leq C (1 + |x|^{2s-\sigma}) \frac{1}{t} + C \frac{1}{t^{\sigma}}.
\]

By plugging this estimate into (34) we see that the prospective solution satisfies (5) but also with $B$ and enlarge the constant $B$ if necessary, so that the bound (4) holds for all $t \geq 0$, as claimed. We also get the sharper information that $A(t)$ not only satisfies (5) but also $A(t) = O(1/t^{2s})$.

Now we turn to (ii). First, we need to prove that $u$ defined by (29) solves the fractional heat equation (22) at any $(x, t) \in \mathbb{R}^N \times \mathbb{R}_0^+$. In what follows, we will omit dependence on both $x$ and $t$, which are considered fixed, so we will denote by $C = C_{x,t} > 0$ a constant whose value may change from line to line. By (32) and recalling that $p$ solves (22), we see that

\[
u_t(x, t) = - \int_{\mathbb{R}^N} u_0(y) (-\Delta)^s p(x - y, t) dy.
\]

To go further, it is essential to recall that $u(\cdot, t)$ satisfies the bound (10) and therefore, by Theorem 2.2, the fractional Laplacian $(-\Delta)^s u(x, t)$ admits the representation (9). Clearly, by simple variable changes we have

\[
\int_{\mathbb{R}^N} u_0(x - y) p(y, t) dy, \\
u(x \pm z, t) = \int_{\mathbb{R}^N} u_0(x - y) p(y \pm z, t) dy \quad \text{for all } z \in \mathbb{R}^N.
\]

By plugging these into the representation (9) we arrive at an expression of the fractional Laplacian $(-\Delta)^s u(x, t)$ by means of an iterated integral:

\[
(-\Delta)^s u(x, t) \\
= \frac{C_{N,s}}{2} \int_{\mathbb{R}^N} 2u(x, t) - u(x + z, t) - u(x - z, t) |z|^{N+2s} dz \\
= \frac{C_{N,s}}{2} \int_{\mathbb{R}^N} \left( \int_{\mathbb{R}^N} u_0(x - y) \left( 2p(y, t) - p(y + z, t) - p(y - z, t) \right) dy \right) \frac{dz}{|z|^{N+2s}}.
\]

In order to change the order of integration, we need to construct a majorant of

\[
\varphi(y, z) = \left| u_0(x - y) \frac{2p(y, t) - p(y + z, t) - p(y - z, t)}{|z|^{N+2s}} \right|
\]

summable in $\mathbb{R}^{2N}$. The first factor $u_0(x - y)$ is simply estimated by virtue of (4). So we fix $y \in \mathbb{R}^N$ and we mainly consider the second factor, which is subject to the estimate (26) from Proposition 3.3:
• for all $z \in B_1$ we have by Taylor expansion and (26) (with $\alpha = 2$)

$$\varphi(y, z) \leq \frac{C (1 + |y|^{2s-\sigma})}{|z|^{N+2s-2}} \sup_{y \in B_1(y)} |D^2p(y, t)|$$

$$\leq \frac{C (1 + |y|^{2s-\sigma})}{|z|^{N+2s-2} (1 + |y|^{N+2s+2})}$$;

• for all $z \in B_1^c$ we have by (25) and (30) (with $R_t = t^{\frac{\alpha}{2s}}$ as above)

$$|p(y, t)| \leq \frac{C}{1 + |y|^{N+2s}},$$

$$|p(y \pm z, t)| \leq \begin{cases} C & \text{if } |y \pm z| < R_t, \\
\frac{C}{|y \pm z|^{N+2s}} & \text{if } |y \pm z| \geq R_t. \end{cases}$$

Thus, from

$$\varphi(y, z) \leq C (1 + |y|^{2s-\sigma}) \left( \frac{2 |p(y, t)|}{|z|^{N+2s}} + \frac{|p(y + z, t)|}{|z|^{N+2s}} + \frac{|p(y - z, t)|}{|z|^{N+2s}} \right).$$

we get

$$\varphi(y, z) \leq \frac{C (1 + |y|^{2s-\sigma})}{|z|^{N+2s-2} (1 + |y|^{N+2s+2})} \chi_{B_1}(y) + \frac{C (1 + |y|^{2s-\sigma})}{|z|^{N+2s}} \chi_{B_{R_t}}(y)$$

$$+ \frac{C (1 + |y|^{2s-\sigma})}{|z|^{N+2s}} \chi_{B_{R_t}^c}(y) + \frac{C (1 + |y|^{2s-\sigma})}{|z|^{N+2s}} \chi_{B_{R_t}^c}(z) + \frac{C (1 + |y|^{2s-\sigma})}{|z|^{N+2s}} \chi_{B_{R_t}^c}(z).$$

In summary, $\varphi(y, z)$ satisfies for all $y, z \in \mathbb{R}^N$

$$\varphi(y, z) \leq \frac{C (1 + |y|^{2s-\sigma})}{|z|^{N+2s-2} (1 + |y|^{N+2s+2})} \chi_{B_1}(z) + \frac{C (1 + |y|^{2s-\sigma})}{|z|^{N+2s}} \chi_{B_{R_t}^c}(z)$$

$$+ \frac{C (1 + |y|^{2s-\sigma})}{|z|^{N+2s}} \chi_{B_{R_t}^c}(z) \chi_{B_{R_t}}(z) + \frac{C (1 + |y|^{2s-\sigma})}{|z|^{N+2s}} \chi_{B_{R_t}^c}(z) \chi_{B_{R_t}^c}(z) \chi_{B_{R_t}^c}(y)$$

$$+ \frac{C (1 + |y|^{2s-\sigma})}{|z|^{N+2s}} \chi_{B_{R_t}^c}(z) \chi_{B_{R_t}^c}(z).$$

All terms in the right-hand side above are summable in $\mathbb{R}^{2N}$. The least immediate part regards the terms involving $|y \pm z|^{N+2s}$, but using the change of variable $w = y \pm z$ and the inequalities (33) we easily get

$$\int_{B_1^c} \frac{1}{|z|^{N+2s}} \int_{B_{R_t}^c(\mp z)} 1 + |y|^{2s-\sigma} \ dy \ dz \leq \int_{B_1^c} \frac{1}{|z|^{N+2s}} \int_{B_{R_t}^c(\mp z)} 1 + |w + z|^{2s-\sigma} \ dw \ dz$$

$$\leq \int_{B_1^c} C \frac{1 + |z|^{2s-\sigma}}{|z|^{N+2s}} \ dz < +\infty.$$
Thus, we may conclude that \( \varphi(y, z) \) is summable in \( \mathbb{R}^{2N} \) and change the order of integration in (36), getting

\[
(-\Delta)^s u(x, t) = \frac{C_{N, s}}{2} \int_{\mathbb{R}^N} u_0(x - y) \left( \int_{\mathbb{R}^N} \frac{2p(y, t) - p(y + z) - p(y - z)}{|z|^{N+2s}} \, dz \right) \, dy
\]

where in the end we have used the representation (9) for the fractional Laplacian of \( p(\cdot, t) \) (which is legitimate by Theorem 2.2 and the regularity and bounds of \( p(\cdot, t) \)). Comparing with (35), we see that \( u \) solves (22), as claimed.

To complete the proof of (iii), we still need to check that \( u(x, t) \) is continuous at \( t = 0 \). Let \( (x_n), (t_n) \) be sequences in \( \mathbb{R}^N, \mathbb{R}_0^+ \) respectively, s.t. \( x_n \to x_0 \) and \( t_n \to 0 \). We claim that

\[
\lim_n u(x_n, t_n) = u_0(x_0).
\]  

(37)

Fix \( \varepsilon > 0 \). There exists \( r > 0 \) s.t. \( |u_0(y) - u_0(x_0)| < \varepsilon \) for all \( y \in B_r(x_0) \). For \( n \in \mathbb{N} \) large enough we have \( x_n \in B_{r/2}(x_0) \) and \( t_n^{1/2} < \frac{\varepsilon}{2} \). Furthermore, for all \( n \in \mathbb{N} \) we have by (24)

\[
\int_{\mathbb{R}^N} p(x_n - y, t_n) \, dy = 1,
\]

so by the definition (29) of \( u(x, t) \) and the estimate (25) of the kernel \( p \) we can compute

\[
|u(x_n, t_n) - u_0(x_0)| = \left| \int_{\mathbb{R}^N} (u_0(y) - u_0(x_0)) p(x_n - y, t_n) \, dy \right|
\]

\[
\leq \int_{B_r(x_0)} |u_0(y) - u_0(x_0)| p(x_n - y, t_n) \, dy
\]

\[
+ \int_{B_r^c(x_0)} |u_0(y) - u_0(x_0)| p(x_n - y, t_n) \, dy
\]

\[
\leq \varepsilon + C_2 t_n \int_{B_r^c(x_0)} \frac{|u_0(y) - u_0(x_0)|}{|x_n - y|^{N+2s}} \, dy,
\]

where \( C_2 \) is the constant in (25). We focus on the latter integral. For all \( y \in B_r^c(x_0) \) and \( n \in \mathbb{N} \) large enough we have \( |x_n - y| \geq \frac{\varepsilon}{2} \). This and assumption (3) imply

\[
\frac{|u_0(y) - u_0(x_0)|}{|x_n - y|^{N+2s}} \leq C \frac{1 + |y|^{2s-\sigma}}{(|y - x_0| - (r/2))^{N+2s}},
\]

and the latter is summable in \( B_r^c(x_0) \). Recalling that \( t_n \to 0 \), for \( n \in \mathbb{N} \) large enough we may write

\[
|u(x_n, t_n) - u_0(x_0)| < 2\varepsilon,
\]

which proves (37). Thus, (iii) is achieved.

Finally, we prove (iii). The difference \( w = u_1 - u_2 \) is a solution of problem (2) with initial value \( w(x, 0) = 0 \) in \( \mathbb{R}^N \). Since \( w \) satisfies the estimate (4) with \( A(t) = A_1(t) + A_2(t) \) and \( B = B_1 + B_2 \), by Theorem 3.5 we have

\[
\sup_{(x, t) \in \mathbb{R}^N \times \mathbb{R}^+} (u_1(x, t) - u_2(x, t)) = 0.
\]

By reverting the roles of \( u_1 \) and \( u_2 \) we conclude that \( u_1 = u_2 \) in \( \mathbb{R}^N \times \mathbb{R}^+ \) and conclude the proof.
4. Convex solutions. This section is devoted to the relation between convexity
and the fractional Laplacian. We begin with some observations on the stationary
case, and then we study how convexity propagates from the initial datum through
the fractional heat flow. We will see how the study of convex functions leads natu-
aturally to considering the operator \((-\Delta)^s\) with \(s \in (1/2, 1)\).

Obviously, if \(u\) is a constant function, then \((-\Delta)^s u(x) = 0\) for all \(s \in (0, 1)\) and
all \(x \in \mathbb{R}^N\). As soon as we consider non-constant, affine functions, a dichotomy
appears:

**Lemma 4.1.** Let \(u \in C(\mathbb{R}^N)\) be a non-constant, affine function and \(s \in (0, 1)\):

(i) if \(s \leq 1/2\), then \((-\Delta)^s u(x)\) is indefinite at any \(x \in \mathbb{R}^N\);

(ii) if \(s > 1/2\), then \((-\Delta)^s u(x) = 0\) at any \(x \in \mathbb{R}^N\).

**Proof.** To prove (i), we fix \(x \in \mathbb{R}^N\), \(\varepsilon > 0\) and show that the function in (7) is not
integrable in \(B_{\varepsilon}(x)\). By assumption there exists \(\xi \in \mathbb{R}^N \setminus \{0\}\) s.t. for all \(y \in \mathbb{R}^N\)
\(u(y) = u(x) + \xi \cdot (y - x)\).

Define

\[
(B_{\varepsilon}^+(x)) := \{y \in B_{\varepsilon}(x) : \pm \xi \cdot (y - x) \leq 0\},
\]

so that \(B_{\varepsilon}^-(x) = (B_{\varepsilon}^+(x))^+ \cup (B_{\varepsilon}^+(x))^-.\) We have
\[
\int_{(B_{\varepsilon}^+(x))^+ \cup (B_{\varepsilon}^-(x))^+} \frac{u(x) - u(y)}{|x - y|^{N+2s}} \, dy = \int_{(B_{\varepsilon}^+(x))} \frac{\xi \cdot (x - y)}{|x - y|^{N+2s}} \, dy.
\]

Passing to polar coordinates by \(y - x = \rho \, w\), where \(\rho \geq 0\) and \(|w| = 1\), the volume
element \(dy\) becomes \(\rho^{N-1} \, d\rho \, d\mathcal{H}^N\) and the set \((B_{\varepsilon}^+(x))^\pm\) is transformed into the
Cartesian product \([\varepsilon, +\infty) \times \partial B_1^\pm\). Here \(\partial B_1^\pm = \{w \in \partial B_1 : \pm \xi \cdot w \leq 0\}\) and
d\(d\mathcal{H}^{N-1}\) denotes the \((N - 1)\)-dimensional Hausdorff measure on the unit spherical
surface \(S^{N-1} = \partial B_1\). Hence
\[
\pm \int_{(B_{\varepsilon}^+(x))^\pm} \frac{\xi \cdot (x - y)}{|x - y|^{N+2s}} \, dy = -\int_{\varepsilon}^{+\infty} \frac{d\rho}{\rho^{2s}} \int_{\partial B_1^\pm} (\pm \xi \cdot w) \, d\mathcal{H}^{N-1}
\]

Since \(2s \leq 1\), and by the definition of \(\partial B_1^\pm\), we have
\[
\int_{\varepsilon}^{+\infty} \frac{d\rho}{\rho^{2s}} = +\infty \quad \text{and} \quad \int_{\partial B_1^\pm} (\pm \xi \cdot w) \, d\mathcal{H}^{N-1} \in \mathbb{R}_0^-, \quad \text{therefore}
\]
\[
\pm \int_{(B_{\varepsilon}^+(x))^\pm} \frac{\xi \cdot (x - y)}{|x - y|^{N+2s}} \, dy = +\infty,
\]

so the function in (7) is not integrable in \(B_{\varepsilon}^-(x)\), as claimed. By Definition 2.1,
\((-\Delta)^s u\) is indefinite at \(x\).

We prove (ii). We assume \(s > 1/2\), fix \(x \in \mathbb{R}^N\) and \(\varepsilon > 0\), and note that for all
\(y \neq x\)
\[
\left| \frac{u(x) - u(y)}{|x - y|^{N+2s}} \right| \leq \frac{|\xi|}{|x - y|^{N+2s-1}},
\]

and the latter is summable in \(B_{\varepsilon}^-(x)\) as \(N + 2s - 1 > N\). Furthermore, by symmetry we have
\[
\int_{B_{\varepsilon}^-(x)} \frac{u(x) - u(y)}{|x - y|^{N+2s}} \, dy = 0,
\]

so clearly \((-\Delta)^s u(x) = 0\). \(\square\)
If we consider convex functions, the dichotomy still takes place. Moreover, in the case \( s > 1/2 \), the fractional Laplacian admits the non-singular representation (9), in which the principal value can be omitted: this is mainly due to the fact that, for a convex function \( u \), we have for all \( x, z \in \mathbb{R}^N \)

\[
2u(x) - u(x + z) - u(x - z) \leq 0.
\]

**Lemma 4.2.** Let \( u: \mathbb{R}^N \to \mathbb{R} \) be a non-affine, convex function and \( s \in (0, 1) \):

(i) if \( s \leq 1/2 \), then for any \( x \in \mathbb{R}^N \) the fractional Laplacian \((-\Delta)^s u(x)\) is either indefinite or \(-\infty\);

(ii) if \( s > 1/2 \), then \((-\Delta)^s u(x) \in \mathbb{R}_0^+ \cup \{ -\infty \} \) at each \( x \in \mathbb{R}^N \), and (9) holds.

**Proof.** First we prove (i). Let \( s \leq 1/2 \) and fix \( x \in \mathbb{R}^N, \varepsilon > 0 \). Since \( u \) is convex and non-constant, there exist \( a \in \mathbb{R} \) and \( \xi \in \mathbb{R}^N \setminus \{0\} \) s.t. the inequality \( u(y) \geq a + \xi \cdot y \) holds for all \( y \in \mathbb{R}^N \), and therefore

\[
u(x) - u(y) \leq u(x) - a - \xi \cdot y = C + \xi \cdot (x - y),\]

where \( C = u(x) - a - \xi \cdot x \). Integrating over the set \((B_\varepsilon^c(x))^c\) defined as in (38), and taking (39) into account, we get

\[
\int_{(B_\varepsilon^c(x))^c} \frac{u(x) - u(y)}{|x - y|^{N+2s}} \, dy \leq \int_{(B_\varepsilon^c(x))^c} \frac{C}{|x - y|^{N+2s}} \, dy + \int_{(B_\varepsilon^c(x))^c} \frac{\xi \cdot (x - y)}{|x - y|^{N+2s}} \, dy
\]

\[
= -\infty,
\]

because the integral of \( C/|x - y|^{N+2s} \) over \((B_\varepsilon^c(x))^c\) is finite. Consequently, the integral

\[
\int_{B_\varepsilon^c(x)} \frac{u(x) - u(y)}{|x - y|^{N+2s}} \, dy
\]

is either indefinite or \(-\infty\), and the same conclusion holds for \((-\Delta)^s u(x)\), as claimed.

We prove (ii). Assume \( s > 1/2 \) and fix \( x \in \mathbb{R}^N \). By convexity, there exists \( \xi \in \mathbb{R}^N \) (possibly 0) s.t. for all \( y \in \mathbb{R}^N \)

\[
u(y) \geq u(x) + \xi \cdot (y - x).
\]

Set for all \( y \in \mathbb{R}^N \)

\[
v(y) := u(y) - (u(x) + \xi \cdot (y - x)),
\]

so that \( v \in C(\mathbb{R}^N) \) is convex, non-negative in \( \mathbb{R}^N \), not identically zero, and \( v(x) = 0 \). Thus we can define

\[
I := \int_{\mathbb{R}^N} \frac{v(y)}{|x - y|^{N+2s}} \, dy, \quad I_\varepsilon := \int_{B_\varepsilon^c(x)} \frac{v(y)}{|x - y|^{N+2s}} \, dy \quad (\varepsilon > 0).
\]

Clearly \( I, I_\varepsilon \in \mathbb{R}_0^+ \cup \{ +\infty \} \), the mapping \( \varepsilon \mapsto I_\varepsilon \) is non-increasing, and \( I_\varepsilon \to I \) as \( \varepsilon \to 0^+ \). For all \( \varepsilon > 0 \) we have, by \( N + 2s > N + 1 \) and symmetry,

\[
\int_{B_\varepsilon^c(x)} \frac{u(x) - u(y)}{|x - y|^{N+2s}} \, dy = -I_\varepsilon + \int_{B_\varepsilon^c(x)} \frac{\xi \cdot (x - y)}{|x - y|^{N+2s}} \, dy = -I_\varepsilon.
\]

Thus, by Definition 2.1 we have

\[
(-\Delta)^s u(x) = -C_{N,s} I \in \mathbb{R}^- \cup \{-\infty\}.
\]

(40)

To conclude, we perform the change of variable \( y = x \pm z \) in the integral \( I \), thus getting

\[
\int_{\mathbb{R}^N} \frac{v(x \pm z)}{|z|^{N+2s}} \, dz = I.
\]
By summation of the two equalities we obtain
\[
\frac{1}{2} \int_{\mathbb{R}^N} \frac{v(x+z) + v(x-z)}{|z|^{N+2s}} \, dz = I. \tag{41}
\]
Combining (40), (41), and the definition of \( v \), we have
\[
(-\Delta)^s u(x) = -\frac{C_{N,s}}{2} \int_{\mathbb{R}^N} \frac{v(x+z) + v(x-z)}{|z|^{N+2s}} \, dz
\]
\[
= \frac{C_{N,s}}{2} \int_{\mathbb{R}^N} \frac{2u(x) - u(x+z) - u(x-z)}{|z|^{N+2s}} \, dz,
\]
which proves (9) and concludes the argument. \( \Box \)

**Remark 4.3.** Both cases in (i) of Lemma 4.2 may occur. For instance, fix \( N = 1 \), \( s \in (0, 1/2] \), and for all \( x \in \mathbb{R} \) set
\[
u(x) = \begin{cases} x & \text{if } x \geq 0 \\ \lambda x & \text{if } x < 0, \end{cases}
\]
where \( \lambda \in (-\infty, 1) \). An easy computation shows that \((-\Delta)^s u(0) = -\infty \) if \( \lambda \leq 0 \), while it is indefinite if \( \lambda \in (0, 1) \), thus complying with either the first or the second case of (i).

The analogue of Theorem 2.2 for convex functions only requires a one-sided growth condition:

**Proposition 4.4.** Let \( s \in (1/2, 1) \), \( u \in C^{2}(\mathbb{R}^N) \) be a convex function satisfying
\[
u(x) \leq A + B |x|^{2s-\sigma} \text{ for all } x \in \mathbb{R}^N \ (A, B, \sigma > 0). \tag{42}
\]
Then \((-\Delta)^s u(x)\) converges for all \( x \in \mathbb{R}^N \) and \((-\Delta)^s u \in C(\mathbb{R}^N)\).

**Proof.** It is not restrictive to assume \( \sigma \in (0, 2s-1) \). We note that, since \( u \) is convex and \( 2s-\sigma > 1 \), an estimate analogous to (42) holds in fact also from below: i.e., taking \( A, B > 0 \) bigger if necessary, for all \( x \in \mathbb{R}^N \) we have (10). Hence the conclusion follows from Theorem 2.2. \( \Box \)

**Remark 4.5.** From Lemma 4.2 and Proposition 4.4 we see that when dealing with a convex function \( u \), it is quite natural to restrict our attention to the case \( s \in (1/2, 1) \) as we pointed out in the Introduction: first, because otherwise \((-\Delta)^s u \) does not converge; and second, because condition (42) is consistent with convexity only if \( 2s > 1 \).

The next result is an alternative to Proposition 2.4 to prove that the fractional Laplacian \((-\Delta)^s u \) vanishes at infinity. Here, a milder decay condition than (15) is used together with the convexity of \( u \) and a further condition of geometric type (which excludes affine functions). We include such result for completeness, as it will not be used afterwards:

**Proposition 4.6.** Let \( s \in (1/2, 1) \) and let \( u \in C^{2}(\mathbb{R}^N) \) be a convex function satisfying (42) together with
\[
\lim_{|x| \to +\infty} |D^2 u(x)| = 0, \tag{43}
\]
\[
2 Du(x) \neq Du(x+z) + Du(x-z) \text{ for all } x, z \in B_R^{c} (R > 0). \tag{44}
\]
Then \((-\Delta)^s u(x) \) converges at every \( x \in \mathbb{R}^N \), and (19) holds.
Proof. By Proposition 4.4, \((-\Delta)^s u(x)\) converges at every \(x \in \mathbb{R}\). By Lemma 4.2, the representation (9) holds for any \(x \in \mathbb{R}^N\), and for every \(r > R\) we may write
\[
\frac{2}{C_{N,s}} (-\Delta)^s u(x) = \int_{B_r} \frac{2u(x) - u(x + z) - u(x - z)}{|z|^{N+2s}} dz - \int_{B_{2r}} \frac{2u(x) - u(x + z) - u(x - z)}{|z|^{N+2s}} dz. (45)
\]
Set for all \((x, z) \in \mathbb{R}^{2N}\)
\[
\psi(x, z) := 2u(x) - u(x + z) - u(x - z).
\]
Then \(\psi \in C^2(\mathbb{R}^{2N})\) is non-positive and by Taylor expansion and (43) we have for all \(x, z \in \partial B_r\)
\[
\lim_{|x| \to \infty} \psi(x, z) = 0.
\]
So, we can find \((x_r, z_r) \in \mathbb{R}^N \times \partial B_r\) which minimizes \(\psi\) in the same set. By Lagrange's rule there exists \(\lambda \in \mathbb{R}\) s.t.
\[
\begin{cases}
D_x \psi(x_r, z_r) = 2Du(x_r) - Du(x_r + z_r) - Du(x_r - z_r) = 0 \\
D_z \psi(x_r, z_r) = -Du(x_r + z_r) + Du(x_r - z_r) = \lambda z_r.
\end{cases}
\]
By the first equality above and (44) we have \(|x_r| < R\), hence \(|x_r \pm z_r| < R + r\).
Summarizing, we have for all \((x, z) \in \mathbb{R}^{2N}\) with \(|z| = r \geq R\)
\[
\psi(x, z) \geq \psi(x_r, z_r) \geq 2 \inf_{\eta \in B_{r\delta}} u(\eta) - u(x_r + z_r) - u(x_r - z_r) \geq -A_1 - B_1 |z|^{2s-\sigma}
\]
for convenient \(A_1, B_1 > 0\), where in the end we have used (42) along with \(|x_r \pm z_r| < R + |z|\). So, for all \(\delta > 0\) we can find \(r_\delta \geq R\) s.t. for all \(x \in \mathbb{R}^N\)
\[
0 \geq \int_{B_{r_\delta}} \frac{2u(x) - u(x + z) - u(x - z)}{|z|^{N+2s}} dz > -\delta.
\]
Besides, letting \(r = r_\delta\) in estimate (13) we get
\[
0 \geq \int_{B_{r_\delta}} \frac{2u(x) - u(x + z) - u(x - z)}{|z|^{N+2s}} dz \geq -N\omega_N \frac{r_\delta^{2-2s}}{2-2s} \sup_{\eta \in B_{r_\delta}(x)} |D^2 u(\eta)|,
\]
and by (43) the latter can be estimated from below by \(-\delta\) provided \(|x|\) is large enough. Thus, from (45) we have for all \(x \in \mathbb{R}^N\) with \(|x|\) large enough
\[
0 \geq (-\Delta)^s u(x) \geq -C_{N,s} \delta,
\]
and (19) follows. \(\square\)

We can now prove a detailed result about convexity of solutions of problem (2) with a convex initial datum. First, for all \(v \in C(\mathbb{R}^N), \xi \in \mathbb{R}^N \setminus \{0\}\), we say that \(v\) is \(\xi\)-ruled if the graph of \(v\) consists of straight lines \(\ell \subset \mathbb{R}^{N+1}\) whose projections onto \(\mathbb{R}^N\) have the direction \(\xi\), i.e., for all \(x \in \mathbb{R}^N\) and \(\mu \in \mathbb{R}\)
\[
2v(x) - v(x + \mu \xi) - v(x - \mu \xi) = 0.
\]
Note that if a \(\xi\)-ruled function \(v\) is convex, then any two lines \(\ell_1, \ell_2\) in the graph of \(v\) whose projections onto \(\mathbb{R}^N\) have the direction \(\xi\) are parallel to each other. We also recall an elementary fact about convex functions: let \(v \in C(\mathbb{R}^N)\) be convex and \(S \subset \mathbb{R}^{N+1}\) be a line segment s.t. the graph of \(v\) contains the endpoints of \(S\) and at least one further point of \(S\), then \(S\) is contained in the graph of \(v\).
We shall prove that, if the initial datum $u_0$ is convex, the solution $u(x,t)$ of problem (2) stays convex in $x$ at any time $t$, is non-decreasing in $t$ at any point $x$ (in fact, it is strictly increasing except in a trivial case), and furthermore it is either strictly convex or ruled in some direction, at any time $t$ (and such feature does not change in time):

**Theorem 4.7.** Let $s \in (1/2, 1)$, $u_0 \in C(\mathbb{R}^N)$ be a convex function satisfying for all $x \in \mathbb{R}^N$

$$u_0(x) \leq A_0 + B_0 |x|^{2s-\sigma} \quad (A_0, B_0, \sigma > 0),$$

and $u$ be the solution of problem (2) defined by (29). Then:

(i) $u(\cdot, t)$ is convex for all $t \in \mathbb{R}^+_0$;

(ii) if $u_0$ is $\xi$-ruled for some $\xi \in \mathbb{R}^N \setminus \{0\}$, then $u(\cdot, t)$ is $\xi$-ruled for all $t \in \mathbb{R}^+_0$, otherwise $u(\cdot, t)$ is strictly convex for all $t \in \mathbb{R}^+_0$.

(iii) $u(x,t) \geq 0$ for all $(x,t) \in \mathbb{R}^N \times \mathbb{R}^+_0$, moreover $u_t(x_0,t_0) = 0$ at some $(x_0,t_0) \in \mathbb{R}^N \times \mathbb{R}^+_0$ if $u$ is affine and $u(x,t) = u_0(x)$ for all $(x,t) \in \mathbb{R}^N \times \mathbb{R}^+_0$.

**Proof.** Since $2s > 1$ and $u_0$ is convex, we may assume $\sigma \in (0, 2s - 1)$ and that the bound (46) holds from below as well, i.e., that (3) holds. By Theorem 3.6, $u$ is the only solution of problem (2) satisfying (4).

First we prove (i). Fix $t \in \mathbb{R}^+_0$. By definition (29) and convexity of $u_0$, and recalling that $p(x,t) > 0$ for all $(x,t) \in \mathbb{R}^N \times \mathbb{R}^+_0$ (see (25)), we have for all $x, y \in \mathbb{R}^N$

$$2u(x,t) - u(x+y,t) - u(x-y,t)$$

$$= 2 \int_{\mathbb{R}^N} u_0(z) p(x-z,t) \, dz - \int_{\mathbb{R}^N} u_0(z) p(x+y-z,t) \, dz$$

$$- \int_{\mathbb{R}^N} u_0(z) p(x-y-z,t) \, dz$$

$$= 2 \int_{\mathbb{R}^N} u_0(z) p(x-z,t) \, dz - \int_{\mathbb{R}^N} u_0(z') p(x-z',t) \, dz'$$

$$- \int_{\mathbb{R}^N} u_0(z''-y) p(x-z'',t) \, dz''$$

$$= \int_{\mathbb{R}^N} (2u_0(z) - u_0(z+y) - u_0(z-y)) p(x-z,t) \, dz \leq 0,$$

where we have set $z' = z-y$, $z'' = z+y$, and then we have denoted $z$ all integration variables. So $u(\cdot, t)$ is convex (incidentally, the same argument proves that $u(\cdot, t)$ is strictly convex if $u_0$ is such).

Now we prove (ii). Assume that $u_0$ is $\xi$-ruled for some $\xi \in \mathbb{R}^N \setminus \{0\}$. Then, arguing as above, we have for all $(x,t) \in \mathbb{R}^N \times \mathbb{R}^+_0$, $\mu > 0$

$$2u(x,t) - u(x+\mu \xi,t) - u(x-\mu \xi,t)$$

$$= \int_{\mathbb{R}^N} (2u_0(z) - u_0(z+\mu \xi) - u_0(z-\mu \xi)) p(x-z,t) \, dz = 0,$$

i.e., $u(\cdot, t)$ is $\xi$-ruled.

To complete the proof of (ii) we show that if for some $t \in \mathbb{R}^+_0$ the function $u(\cdot, t)$ is not strictly convex, then the initial datum $u_0$ is $\xi$-ruled for some $\xi \in \mathbb{R}^N$. Indeed, if $u(\cdot, t)$ is not strictly convex, then by the elementary property recalled above its graph contains a segment

$$S = \{(x,u(x,t)) : x = \xi \pm \mu \xi, \, \mu \in [0,1]\}$$
for some $\overline{x} \in \mathbb{R}^N$ and $\xi \in \mathbb{R}^N \setminus \{0\}$. Hence we have for all $\mu \in [0, 1]$

$$0 = 2u(\overline{x}, t) - u(\overline{x} + \mu \xi, t) - u(\overline{x} - \mu \xi, t)$$

$$= \int_{\mathbb{R}^N} \left(2u_0(z) - u_0(z + \mu \xi) - u_0(z - \mu \xi)\right) p(\overline{x} - z, t) \, dz.$$ 

By positivity of $p$ and convexity of $u_0$ we deduce that for all $x \in \mathbb{R}^N$, $\mu \in [0, 1]$

$$2u_0(x) - u_0(x + \mu \xi) - u_0(x - \mu \xi) = 0. \quad (47)$$

Shifting $x$ to $x \pm \xi$ and applying an iterative argument shows that (47) holds in fact for all $\mu \geq 0$, i.e., $u_0$ is $\xi$-ruled, and the proof of (ii) is complete.

Now we prove (iii). Fix $(x, t) \in \mathbb{R}^N \times \mathbb{R}_0^+$. From part (i) and Theorem 3.6 we know that $u(\cdot, t) \in C(\mathbb{R}^N)$ is a convex function satisfying (42) for convenient $A, B > 0$, so Lemmas 4.1, 4.2 yield $(-\Delta)^s u(x, t) \in \mathbb{R}^-$. By equation (22) we have then

$$u_t(x, t) = -(-\Delta)^s u(x, t) \geq 0. \quad (48)$$

Assume now that $u_t(x_0, t_0) = 0$ at some $(x_0, t_0) \in \mathbb{R}^N \times \mathbb{R}_0^+$. Then, by (22) we have $(-\Delta)^s u(x_0, t_0) = 0$, which by part (i) and Lemma 4.2 implies that $u(\cdot, t_0)$ is affine. For all $(x, t) \in \mathbb{R}^N \times (0, t_0)$, by (48) we have

$$u(x, t) \leq u(x, t_0),$$

i.e., $u(\cdot, t)$ is a convex function defined in $\mathbb{R}^N$ and bounded from above by the affine function $u(\cdot, t_0)$. Thus, $u(\cdot, t)$ is itself affine and the difference $u(\cdot, t) - u(\cdot, t_0)$ is constant. Passing to the limit as $t \to 0^+$, we deduce that $u_0$ is affine. But then by definition (29) we have $u(x, t) = u_0(x)$ for all $(x, t) \in \mathbb{R}^N \times \mathbb{R}_0^+$. Now the proof is concluded. $\square$

Let us put into evidence that a similar result (apart from the maximal existence time) also holds in the case when $s = 1$, i.e., for the Laplacian. More precisely, recall that the classical heat kernel $K(x - y, t)$ is given by

$$K(x - y, t) = \frac{1}{(4\pi t)^{N/2}} e^{-\frac{|x-y|^2}{4t}}.$$ 

It is well known (see [19]) that if the initial datum $u_0$ satisfies (6) then we may let

$$T = \frac{1}{4B}$$

and define $u(x, 0) = u_0(x)$ for all $x \in \mathbb{R}^N$ and

$$u(x, t) = \int_{\mathbb{R}^N} u_0(y) K(x - y, t) \, dy \quad \text{for all } (x, t) \in \mathbb{R}^N \times (0, T), \quad (49)$$

thus obtaining the canonical solution of the initial-value problem

$$\begin{cases}
    u_t = \Delta u & \text{in } \mathbb{R}^N \times \mathbb{R}_0^+,
    \\
    u(x, 0) = u_0(x) & \text{in } \mathbb{R}^N.
\end{cases} \quad (50)$$

We have:

**Theorem 4.8.** Let $u_0 \in C(\mathbb{R}^N)$ be a convex function satisfying for all $x \in \mathbb{R}^N$

$$u_0(x) \leq A e^{B|x|^2} \quad (A, B > 0). \quad (51)$$

Then the three claims of Theorem 4.7, with every instance of the half-line $\mathbb{R}_0^+$ replaced by the bounded interval $(0, T)$, hold for the canonical solution $u(x, t)$ of problem (50).
Proof. As in Theorem 4.7, since \( u_0 \) is convex we may assume that the bound (51) is satisfied both from above and from below, i.e., (6) holds. The proof of claims (i) and (ii) follows the same lines as there.

To prove (iii), observe that \( u(x, t) \) is convex in \( x \) for all \( t \geq 0 \) by (i), hence \( u_t(x, t) = \Delta u(x, t) \geq 0 \) for all \( t \in (0, T) \). Furthermore, if the initial datum \( u_0 \) is affine then the canonical solution is \( u(x, t) = u_0(x) \) and therefore \( u_t \) vanishes identically. To complete the proof, suppose that \( u_t(x_0, t_0) = 0 \) at some \( (x_0, t_0) \in \mathbb{R}^N \times (0, T) \). Recall that \( u(x, t) \) is smooth for \( t > 0 \), hence letting \( v(x, t) = u_t(x, t) \) we have that \( v \) is a non-negative solution of the heat equation

\[
v_t = \Delta v \quad \text{in} \quad \mathbb{R}^N \times (0, T).
\]

Since we are assuming \( v(x_0, t_0) = 0 \), by the strong minimum principle for the heat equation (see [12, Chapter 7, Theorem 11] or [24, Chapter 3, Theorem 5]) we get \( v(x, t) = 0 \) for all \( (x, t) \in \mathbb{R}^N \times (0, t_0) \), and the argument proceeds as in the proof of Theorem (4.7). But then \( u(x, t) \) is a spatially convex function which is also harmonic (in \( x \)) for all \( t \in (0, t_0) \), hence \( u(x, t) \) is affine in \( x \) for all \( t \in (0, t_0) \). Since \( u_0(x) \leq u(x, t) \) for each \( t \in (0, T) \), and \( u_0 \) is convex by assumption, it must be also affine. Now using (49) we obtain \( u(x, t) = u_0(x) \) for all \( t \in (0, T) \) (in fact, for all \( t \in \mathbb{R}^+_0 \)) and the proof is complete. \( \square \)

5. Appendix: Estimates on the fractional heat kernel. This section is devoted to studying the asymptotic behavior of the fractional heat kernel \( p(x, t) \) defined in (23), along with its partial derivatives of any order with respect to the space variable(s) \( x_1, \ldots, x_N \), \( N \geq 1 \). We will see that such functions have a polynomial decay as \( |x| \to \infty \), and prove Proposition 3.3 as a special case (see [17, 21] and the references therein for similar estimates).

We begin by recalling that \( p(\cdot, t) \) is radially symmetric for all \( t \in \mathbb{R}^+_0 \) and satisfies the following scaling property: for all \( (x, t) \in \mathbb{R}^N \times \mathbb{R}^+_0 \) we have

\[
p(x, t) = t^{\frac{N}{2s}} p(t^{-\frac{1}{s}} x, 1)
\]

as it can be easily seen by changing variable in (23). From [2, Eq. (2.1)] (where \( \alpha \) stands for our 2s and \( f_\alpha(t, x) \) for our \( p(x, t) \)) and from (52) we have for all \( (x, t) \in \mathbb{R}^N \times \mathbb{R}^+_0 \)

\[
p(x, t) = \frac{t^{-\frac{N}{2}}}{(2\pi)^{\frac{N}{2}}} F_N(t^{-\frac{1}{s}} |x|),
\]

where we have set for all \( r \in \mathbb{R}^+_0 \)

\[
F_N(r) = r^{\frac{2-N}{2}} \int_0^\infty e^{-\rho^{2s}} \rho^\frac{N}{2} J_{\frac{N-2}{s}}(r\rho) \, d\rho.
\]

Here \( J_\nu \in C^\infty(\mathbb{C}) \) is the Bessel function with order \( \nu \in \mathbb{R} \). We know that \( J_\nu(z) \) has a polynomial decay as \( |z| \to \infty \) and satisfies the following identity for all \( z \in \mathbb{C} \), \( \nu \in \mathbb{R} \):

\[
zJ_\nu'(z) - \nu J_\nu(z) = -zJ_{\nu+1}(z).
\]

So, we are reduced to the study of \( F_N \). Such a study goes back to [23] for \( N = 1 \). By the decay of \( J_\nu \), the integral which defines \( F_N \) converges for all \( r \in \mathbb{R}^+_0 \). Moreover we have \( F_N \in C^\infty(\mathbb{R}^+_0) \) and we can differentiate with respect to \( r \) within the integral.

One special feature of \( F_N \) is that its derivatives \( D^k F_N \) of any order \( k \) can be expressed by means of functions \( F_{N+2j} \) (\( j = 1, \ldots, k \)):
Lemma 5.1. For all integer \( k \geq 1 \) there exist non-negative constants \( \alpha_{j,k} \in \mathbb{R}^+ \), defined for \( j = 0, \ldots, k + 1 \) and positive iff \( k \leq 2j \leq 2k \), s.t. for all \( N \geq 1 \) and all \( r \in \mathbb{R}_0^+ \)

\[
D^k F_N(r) = \sum_{k \geq 2j \leq 2k} (-1)^j \alpha_{j,k} r^{2j-k} F_{N+2j}(r). \tag{55}
\]

**Proof.** We argue by induction on \( k \). First, setting \( k = 1 \), we have for all \( N \geq 1 \) and \( r \in \mathbb{R}_0^+ \)

\[
D F_N(r) = \frac{2N}{2} r^{-\frac{j}{2}} \int_0^\infty e^{-\rho^2} \rho^{N+\frac{1}{2}} J_{\frac{N+1}{2}}(r\rho) \, d\rho \tag{56}
\]

where we have used (54). So (55) holds for \( k = 1 \) with \( \alpha_{1,1} = 1 \) and \( \alpha_{0,1} = \alpha_{2,1} = 0 \).

Now assume that (55) holds true for some \( k \geq 1 \). By such assumption and (56) we have for all \( N \geq 1 \) and all \( r \in \mathbb{R}_0^+ \)

\[
D^{k+1} F_N(r) = D \left[ \sum_{k \geq 2j \leq 2k} (-1)^j \alpha_{j,k} r^{2j-k} F_{N+2j}(r) \right] \tag{57}
\]

\[
= \sum_{k \geq 2j \leq 2k} (-1)^j (2j-k) \alpha_{j,k} r^{2j-k-1} F_{N+2j}(r) \]

\[-\sum_{k \geq 2j \leq 2k} (-1)^j \alpha_{j,k} r^{2j-k+1} F_{N+2j+2}(r).
\]

Since the coefficient \( 2j-k \) vanishes when \( k \) is even and \( j = k/2 \), and since \( \alpha_{k+1,k} = 0 \) we may rewrite the first sum in (57) as follows:

\[
S_1 = \sum_{k+1 \leq 2j \leq 2(k+1)} (-1)^j (2j-k) \alpha_{j,k} r^{2j-k-1} F_{N+2j}(r).
\]

Letting \( h = j + 1 \), and recalling that \( \alpha_{h-1,k} = 0 \) when \( k+1 = 2h \), the last sum in (57) becomes

\[
S_2 = \sum_{k \leq 2(h-1) \leq 2k} (-1)^h \alpha_{h-1,k} r^{2h-k-1} F_{N+2h}(r)
\]

\[
= \sum_{k+1 \leq 2h \leq 2(k+1)} (-1)^h \alpha_{h-1,k} r^{2h-k-1} F_{N+2h}(r).
\]

Hence (57) is reduced to

\[
D^{k+1} F_N(r) = \sum_{k+1 \leq 2j \leq 2(k+1)} (-1)^j \alpha_{j,k+1} r^{2j-(k+1)} F_{N+2j}(r),
\]

with \( \alpha_{j,k+1} = (2j-k) \alpha_{j,k} + \alpha_{j-1,k} \). So (55) also holds for \( k+1 \), which completes the proof. \( \square \)
From Lemma 5.1 we deduce the asymptotic behavior of all derivatives of \( F_N \) as \( r \to \infty \):

**Lemma 5.2.** For all integer \( N \geq 1, k \geq 0 \) the following limit is finite:

\[
\lim_{r \to \infty} r^{N+2s+k} D^k F_N(r) = \ell_{N,k},
\]

with

\[
\ell_{N,0} = \frac{2^{N+2s}}{\pi} \sin(\pi s) \Gamma\left(\frac{N+2s}{2}\right) \Gamma(s),
\]

\[
\ell_{N,k} = (-1)^k \ell_{N,0} \prod_{j=0}^{k-1} (N + 2s + j) \quad (k \geq 1).
\]

**Proof.** The case \( k = 0 \) (and \( N \) arbitrary) follows from Theorem 2.1 of [2], together with the value of \( \ell_{N,0} \) (for the notation of [2] see (53) and the preceding comments). To go further we pick \( k \geq 1 \) and apply Lemma 5.1:

\[
\lim_{r \to \infty} r^{N+2s+k} D^k F_N(r) = \sum_{k \leq 2j \leq 2k} (-1)^j \alpha_{j,k} \lim_{r \to \infty} r^{N+2s+2j} F_{N+2j}(r) = \sum_{k \leq 2j \leq 2k} (-1)^j \alpha_{j,k} \ell_{N+2j,0}.
\]

This proves the existence of the finite limit (58) for all \( N, k \). We can recursively determine \( \ell_{N,k} \) by applying de l’Hôpital’s rule:

\[
\ell_{N,k} = \lim_{r \to +\infty} \frac{D^k F_N(r)}{r^{-(N+2s+k)}} = -\lim_{r \to +\infty} \frac{r^{N+2s+k+1} D^{k+1} F_N(r)}{N + 2s + k} = -\frac{\ell_{N,k+1}}{N + 2s + k},
\]

from which (59) follows.

We are now in a position to prove the estimates (26)-(27) on the derivatives of the fractional heat kernel \( p \).

**Proof of Proposition 3.3.** Let us prove (i). Denote by \( g \in C^\infty(\mathbb{R}^N) \) the function\( g(x) = (2\pi)^{\frac{N}{2}} p(x,1), \) so that for all \( x \in \mathbb{R}^N \setminus \{0\} \) we have

\[
g(x) = F_N(|x|),
\]

and (53) rephrases as

\[
p(x,t) = \frac{t^{-\frac{N}{2}}}{(2\pi)^{\frac{N}{2}}} g(t^{-\frac{1}{2}} x).
\]

First we show that for any multi-index \( \alpha \), with height \( |\alpha| = k \), there exist polynomials \( P_{\alpha,1}(\xi), \ldots, P_{\alpha,k}(\xi), \xi \in \mathbb{R}^N, \) s.t. for all \( x \in \mathbb{R}^N \setminus \{0\} \)

\[
D^\alpha g(x) = \sum_{j=1}^{k} D^j F_N(|x|) |x|^{-j} P_{\alpha,j}\left(\frac{x}{|x|}\right).
\]

Equality (61) is easily proved by induction on \( k \). For \( k = 1 \) the multi-index \( \alpha \) coincides with some element \( e_i, i \in \{1, \ldots, N\}, \) of the canonical basis of \( \mathbb{R}^N \), and we have

\[
D^\alpha g(x) = DF_N(|x|) \frac{x_i}{|x|}.
\]

Now fix \( k \geq 1 \) and assume that (61) holds for some \( |\alpha| = k \), then let \( \alpha' = (\alpha_1, \ldots, \alpha_i + 1, \ldots, \alpha_N) \) \((i \in \{1, \ldots, N\})\).
By differentiation we find

\[ D^\alpha' g(x) = \sum_{j=1}^{k} \left[ \frac{\partial}{\partial x_i} (D^j F_N(\|x\|) |x|^{j-k}) P_{\alpha,j} \left( \frac{x}{|x|} \right) \right. \]

\[ + \left. D^j F_N(\|x\|) |x|^{j-k} \frac{\partial}{\partial x_i} P_{\alpha,j} \left( \frac{x}{|x|} \right) \right] \]

\[ = \sum_{j=1}^{k} \left[ D^{j+1} F_N(\|x\|) |x|^{j-k} \frac{x_i}{|x|} P_{\alpha,j} \left( \frac{x}{|x|} \right) \right. \]

\[ + \left. D^j F_N(\|x\|) (j-k) |x|^{j-k-1} \frac{x_i}{|x|} P_{\alpha,j} \left( \frac{x}{|x|} \right) \right] \]

\[ = \sum_{j=1}^{k+1} D^j F_N(\|x\|) |x|^{j-(k+1)} P_{\alpha' j} \left( \frac{x}{|x|} \right), \]

where \( \delta_{i,h} \) denotes Kronecker’s delta and \( P_{\alpha',1}, \ldots, P_{\alpha',k+1} \) are convenient polynomials. So (61) is achieved.

Now set

\[ M_k = \max \{ \| P_{\alpha,j}(\xi) \| : |\alpha| = k, \ j = 1, \ldots, k, \ \xi \in \partial B_1 \}. \]

By (61) we have for all \( |\alpha| = k \) and all \( x \in \mathbb{R}^N \) \( \setminus \{0\} \)

\[ |x|^{N+2s+k} |D^\alpha g(x)| \leq M_k \sum_{j=1}^{k} |x|^{N+2s+j} |D^j F_N(\|x\|)|, \]

and the latter tends to \( M_k \sum_{j=1}^{k} |\xi_{N,j}| \) as \( |x| \to \infty \), by Lemma 5.2. Consequently the left-hand side is bounded in the complement \( B_k^c \) of the unit ball. Furthermore \( |D^\alpha g(x)| \) is bounded by continuity in the ball \( B_1 \). Hence we can find \( C_{N,k} > 0 \) s.t. for all \( |\alpha| = k \) and all \( x \in \mathbb{R}^N \)

\[ |D^\alpha g(x)| \leq (2\pi)^{\frac{N-k}{2}} C_{N,k} \min \left\{ 1, \frac{1}{|x|^{N+2s+k}} \right\} \]

(with the convention \( \min\{a, \frac{1}{b} \} = a \)). Finally, by (60) we have for all \( |\alpha| = k \) and all \( (x, t) \in \mathbb{R}^N \times \mathbb{R}_0^+ \)

\[ |D^\alpha p(x, t)| = \left( \frac{2\pi}{t} \right)^{\frac{N-k}{2}} |D^\alpha g(t^{-\frac{1}{2s}} x)| \leq C_{N,k} \min \left\{ \frac{1}{t^{\frac{k+1}{2s}}}, \frac{t}{|x|^{N+2s+k}} \right\}, \]

which proves (i).

Now we prove (ii). By differentiating (52) with respect to \( x_i \) \((i \in \{1, \ldots, N\})\) we get for all \( (x, t) \in \mathbb{R}^N \times \mathbb{R}_0^+ \)

\[ p_i(x, t) = t^{-\frac{N-1}{2s}} p_i(t^{-\frac{1}{2s}} x, 1). \] (62)

By differentiating in \( t \), instead, we obtain

\[ p_i(x, t) = -\frac{N}{2s} t^{-\frac{N+2s}{2s}} p(t^{-\frac{1}{2s}} x, 1) - \frac{1}{2s} t^{-\frac{N+2s+1}{2s}} \sum_{i=1}^{N} x_i p_i(t^{-\frac{1}{2s}} x, 1). \]
Using (52) again and recalling (62), we may write
\[ p_t(x,t) = -\frac{N}{2s} t^{-1} p(x,t) - \frac{1}{2s} t^{-1} \sum_{i=1}^{N} x_i p_i(x,t). \]

Letting \(|\alpha| = 1\) in (26) and using (25) we arrive at
\[ |p_t(x,t)| \leq C_1 \min \left\{ \frac{1}{t^{\frac{N}{s}}}, \frac{1}{|x|^{N+2s}} \right\} + C_2 \min \left\{ \frac{|x|}{t^{\frac{N}{s}+1}}, \frac{1}{|x|^{N+2s}} \right\}, \]
for convenient \(C_1, C_2 > 0\). In fact, the second term in the estimate above is dominated by the first, as two cases may occur:
\[
\text{leftmargin=0.5cm if } |x| < t^{-\frac{1}{2s}}, \text{ then } t^{-\frac{N+2s}{s}} |x| < t^{-\frac{N+2s}{2s}}, \text{ hence }
\]
\[
\min \left\{ \frac{|x|}{t^{\frac{N}{s}+1}}, \frac{1}{|x|^{N+2s}} \right\} = \frac{|x|}{t^{\frac{N}{s}+1}} < \frac{1}{t^{\frac{N}{s}+1}} = \min \left\{ \frac{1}{t^{\frac{N}{s}+1}}, \frac{1}{|x|^{N+2s}} \right\};
\]
\[
\text{leftmargin=0.5cm if } |x| \geq t^{-\frac{1}{2s}}, \text{ then we easily get }
\]
\[
\min \left\{ \frac{|x|}{t^{\frac{N}{s}+1}}, \frac{1}{|x|^{N+2s}} \right\} = \frac{1}{|x|^{N+2s}} = \min \left\{ \frac{1}{t^{\frac{N}{s}+1}}, \frac{1}{|x|^{N+2s}} \right\}.
\]
Therefore (63) proves (ii).

\[ \Box \]

**Remark 5.3.** Note that the derivative \(D^\alpha p(x,t)\) may well vanish somewhere, hence \(|D^\alpha p(x,t)|\) cannot be estimated from below for all \(|\alpha| = k > 0\) by means of a positive function over \(\mathbb{R}^N \times \mathbb{R}_+^s\) (as for \(p(x,t)\) in (25)). As an example we may let \(\alpha = (1,0,\ldots,0)\). Since \(p(\cdot,t)\) is a radial function we have \(D^\alpha p(x,t) = 0\) whenever \(x_1 = 0\). In fact, all directional derivatives of the first order along a tangential (i.e., orthogonal to \(x\)) direction vanish identically. As a further example we may let \(\alpha = (2,0,\ldots,0)\) and \(x = (r,0,\ldots,0)\), \(r > 0\). In this case we have \(D^\alpha g(x) = D^2 F_N(r)\), which is positive for \(r\) large by Lemma 5.2. Besides, \(D^2 F_N(r)\) is negative for \(r\) close to 0 by Lemma 5.1 and by (53), therefore \(D^\alpha g(x)\) must vanish somewhere.
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