Conservation of resonant periodic solutions for the one-dimensional nonlinear Schrödinger equation
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Abstract. We consider the one-dimensional nonlinear Schrödinger equation with Dirichlet boundary conditions in the fully resonant case (absence of the zero-mass term). We investigate conservation of small amplitude periodic-solutions for a large set measure of frequencies. In particular we show that there are infinitely many periodic solutions which continue the linear ones involving an arbitrary number of resonant modes, provided the corresponding frequencies are large enough and close enough to each other (wave packets with large wave number).

1. Introduction and set-up

We consider the nonlinear Schrödinger equation in $d = 1$ given by

\begin{equation}
\begin{cases}
-\imath u_t + u_{xx} = \varphi(|u|^2)u, \\
u(0, t) = u(\pi, t) = 0,
\end{cases}
\end{equation}

where $\varphi(x)$ is any analytic function $\varphi(x) = \Phi x + O(x^2)$ with $\Phi \neq 0$. We shall consider the problem of existence of periodic solutions for (1.1), and we shall show how suitably adapting the techniques in Ref. [6] we can solve the problem.

Existence of periodic (as well as quasi-periodic) solutions for (1.1) is well known, and the fact that no linear term as $\mu u$ appears in (1.1) is unessential; see for instance Refs. [7] and [1], and, very recently, Ref. [4], where more general nonlinearities are also considered.

Anyway, just because the cases $\mu = 0$ and $\mu \neq 0$ are dealt with in the same way, all the periodic solutions for $\mu = 0$ are obtained as continuations of oscillations involving only one single mode. Here we consider directly the case $\mu = 0$, and first we show how to recover the known results with a different technique, based on the Lindstedt series method introduced in Refs. [5] and [6], hence we discuss how to obtain other more complicated periodic solutions which arise from superposition of several unperturbed modes.

If $\varphi = 0$ every solution of (1.1) can be written as

\begin{equation}
u(t, x) = \sum_{n=1}^{\infty} U_n e^{\imath n^2 t} \sin nx = \sum_{n \in \mathbb{Z}_*} a_n e^{\imath n^2 t} e^{\imath nx}, \quad a_{-n} = -a_n,
\end{equation}

where we have set $\mathbb{Z}_* = \mathbb{Z} \setminus \{0\}$. For $\varepsilon \Phi > 0$ we rescale $u \rightarrow \sqrt{\varepsilon/\Phi} u$ in (1.1), so obtaining

\begin{equation}
\begin{cases}
i u_t + u_{xx} = \varepsilon |u|^2 u + O(\varepsilon^2), \\
u(0, t) = u(\pi, t) = 0,
\end{cases}
\end{equation}

where $O(\varepsilon^2)$ denotes an analytic function of $u$ and $\varepsilon$ of order at least 2 in $\varepsilon$, and we define $\omega_\varepsilon = 1 + \varepsilon$. 
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We shall consider $\varepsilon$ small and we shall show that for all $m_0 \in \mathbb{N}$ there exists a solution of (1.3), which is $2\pi/\omega_{\varepsilon}$-periodic in $t$ and $\varepsilon$-close to the function

$$u_0(\omega_{\varepsilon}t, x) = a(\omega_{\varepsilon}t, x) - a(\omega_{\varepsilon}t, -x),$$

with

$$a(t, x) = Ae^{im^2t}e^{imx}, \quad A = \frac{m_0}{\sqrt{3}},$$

provided that $\varepsilon$ is in an appropriate Cantor set (depending on $m_0$).

**Theorem 1.** Consider the equation (1.1), where $\varphi(x) = \Phi x + O(x^2)$ is an analytic function, with $\Phi \neq 0$. For all $m_0 \in \mathbb{N}$, define $u_0(t, x) = a(t, x) - a(t, -x)$, with $a(t, x)$ as in (1.5). There are a positive constant $\varepsilon_0$ and a set $\mathcal{E} \in [0, \varepsilon_0]$, both depending on $m_0$, satisfying

$$\lim_{\varepsilon \to 0} \frac{\text{meas}(\mathcal{E} \cap [0, \varepsilon])}{\varepsilon} = 1,$$

such that for all $\varepsilon \in \mathcal{E}$, by setting $\omega_{\varepsilon} = 1 + \varepsilon$ and

$$\|f(t, x)\|_r = \sum_{(n,m) \in \mathbb{Z}^2} f_{n,m} e^{r(|n|+|m|)}$$

for analytic $2\pi$-periodic functions, there exists a $2\pi/\omega_{\varepsilon}$-periodic solution $u_\varepsilon(t, x)$ of (1.1), analytic in $(t, x)$, with

$$\|u_\varepsilon(x, t) - \sqrt{\varepsilon/\Phi} u_0(\omega_{\varepsilon}t, x)\|_{\kappa} \leq C \varepsilon^{1/2},$$

for some constants $C, \kappa > 0$.

We start by performing a Lyapunov-Schmidt type decomposition: we look for a solution of (1.3) of the form

$$u(x, t) = \sum_{(n,m) \in \mathbb{Z}^2} e^{in\omega t + imx} u_{n,m} = v(x, t) + w(x, t),$$

$$v(x, t) = a(\omega t, x) - a(\omega t, -x) + V(\omega t, x),$$

$$V(t, x) = \sum_{m \in \mathbb{Z}} e^{im^2t + imx} V_m,$$

$$w(x, t) = \sum_{\substack{(n,m) \in \mathbb{Z}^2 \setminus \{0\} \atop n \neq m^2}} e^{in\omega t + imx} u_{n,m},$$

with $u_{n,m} \in \mathbb{R}$ and $\omega = \omega_{\varepsilon} = 1 + \varepsilon$, such that one has $w(x, t) = 0$ and $V(t, x) = 0$ for $\varepsilon = 0$. Of course by the symmetry of (1.1), hence of (1.4), we can look for solutions (if any) which verify

$$u_{n,m} = -u_{n,-m},$$

for all $n, m \in \mathbb{Z}$.

Inserting (1.9) into (1.3) gives two sets of equations, called the Q and P equations [3], which are given, respectively, by

$$Q \quad m^2 v_m = \left[\varphi(|v + w|^2)(v + w)\right]_m,$$

$$P \quad (\omega n - m^2) w_{n,m} = \varepsilon \left[\varphi(|v + w|^2)(v + w)\right]_{n,m}, \quad n \neq m^2,$$
where we denote by $[F]_{n,m}$ the Fourier component of the function $F(t,x)$ with labels $(n,m)$, so that

$$F(x,t) = \sum_{(n,m) \in \mathbb{Z}^2} e^{in\omega t + m\omega x} [F]_{n,m}, \quad (1.12)$$

and we shorthand $[F]_m$ the Fourier component of the function $F(t,x)$ with label $n = m^2$; hence $[F]_m = [F]_{m^2,m}$.

As in Ref. [6] we start by considering the case $\varphi(x) = x$, which contains all the relevant features of the problem. We shall show in Section 4 how to extend the analysis to more general nonlinearities, which is trivial, and to more general periodic solutions, which requires some discussion. The result we obtain at the end is the following one.

**Theorem 2.** Consider the equation (1.1), where $\varphi(x) = \Phi x + O(x^2)$ is an analytic function, with $\Phi \neq 0$. For all $N \geq 2$ there are sets of $N$ positive integers $M_+$ and sets of real amplitudes $\{a_m\}_{m \in M_+}$, such that the following holds. Define

$$a(t,x) = \sum_{m \in M_+} e^{im^2 t + imx} a_m, \quad (1.13)$$

and set $u_0(x,t) = a(t,x) - a(t,-x)$. There are a positive constant $\varepsilon_0$ and a set $E \in [0, \varepsilon_0]$, both depending on the set $M_+$, satisfying

$$\lim_{\varepsilon \to 0} \frac{\text{meas}(E \cap [0, \varepsilon])}{\varepsilon} = 1, \quad (1.14)$$

such that for all $\varepsilon \in E$, by setting $\omega_\varepsilon = 1 + \varepsilon$, there exist a $2\pi/\omega_\varepsilon$-periodic solution $u_\varepsilon(t,x)$ of (1.1), analytic in $(t,x)$, with

$$\|u_\varepsilon(x,t) - \sqrt{\varepsilon/\Phi} u_0(\omega_\varepsilon t, x)\|_N \leq C \varepsilon \sqrt{\varepsilon}, \quad (1.15)$$

for some constants $C, \kappa > 0$.

In the proof of Theorem 2 a characterization of the sets $M_+$ will be provided. Hence the proof is constructive. What is found is that the integers in $M_+$ have to be large enough and close enough to each other, so that the solutions which can be continued appear as wave packets with large Fourier label (wave number).

From a technical point of view the discussion below heavily relies on [5] and [6]. We confine ourselves to explain how the renormalization group analysis developed in those papers applies to the nonlinear Schrödinger equation, by outlining the differences everywhere they appear and showing how they can be faced. Hence a full acquaintance with those paper is assumed.

The discussion of Theorem 2 requires some new ideas, and involves problems which can be considered as typical of number theory and matrix algebra.

### 2. Lindstedt series expansion

Given a sequence $\{\nu_m(\varepsilon)\}_{|m| \geq 1}$, such that $\nu_m = \nu_{-m}$, we define the renormalized frequencies as

$$\tilde{\omega}_m^2 = \omega_m^2 - \nu_m, \quad \omega_m = |m|, \quad (2.1)$$

and the quantities $\nu_m$ will be called the counterterms.

By the above definition and the parity properties (1.10) the P equation in (1.11) can be rewritten as

$$\begin{align*}
(\omega_n - \tilde{\omega}_m^2) w_{n,m} &= \nu_m w_{n,m} + \varepsilon [\varphi(v + w)]_{n,m} \\
&= \nu_m^{(a)} w_{n,m} + \nu_m^{(b)} w_{n,-m} + \varepsilon [\varphi(v + w)]_{n,m}, \quad (2.2)
\end{align*}$$
where
\[ \nu_m^{(a)} - \nu_m^{(b)} = \nu_m. \] (2.3)

With the notations of (1.12), and recalling that we are considering \( \varphi(x) = x \), we have
\[ [v + w]^2(v + w)]_m = [\nu]^2(v)_m + [|v|^2w + \bar{w}v^2]_m + [2|v|^2w + \bar{w}v^2]_m \]
\[ = [\nu]^2(v)_m + [G_2(v, w)]_m, \] (2.4)

where \( G_2(v, w) \) is at least linear in \( w \).

We can write \( v = a + b + V \), with \( b(\omega t, x) = -a(\omega t, -x) \), so that
\[ b(t, x) = Be^{im_0\omega t - im_0x}, \quad B = -A, \] (2.5)

so that we obtain
\[ [\nu]^2v]_m = [A]^2A|\delta_m, m_0| + [B]^2B|\delta_m, m_0| + 2[A]^2B|\delta_m, -m_0| + 2[B]^2A|\delta_m, m_0| \]
\[ + 2|A|^2V_m + 2|B|^2V_m + 2ABV_{-m}\delta_{m_0} + 2BAV_{-m}\delta_{m_0} \]
\[ + \nu A^2|\delta_m, m_0| + 2\nu |\delta_{m_0} + \nu B^2|\delta_{m_0} - m_0| + [G_1(v)]_m, \] (2.6)

where \( G_1(v) \) is at least quadratic in \( V \).

Then, by setting \( G(v, w) = G_1(v) + G_2(v, w) \), the Q equation in (1.11) can be rewritten for \( m = m_0 \) as
\[ m_0^2A = [A]^2A + 2|B|^2A, \]
\[ m_0^2V_{m_0} = 2[A]^2V_{m_0} + 2|B|^2V_{m_0} + A^2 + 2ABV_{-m_0} + 2BAV_{-m_0} + [G(v, w)]_{m_0}, \] (2.7)

and for positive \( m \neq m_0 \) as
\[ m^2V_m = 2[A]^2V_m + 2|B|^2V_m + [G(v, w)]_m, \] (2.8)

while the equation for negative values of \( m \) can be obtained by using the symmetry properties (1.10), which imply \( V_{-m} = -V_m \).

By defining \( \alpha = |A|^2 = \overline{AA} \) and using the identities
\[ \alpha = \overline{AA} = \overline{BB} = -\overline{AB} = -\overline{BA}, \quad \beta = AA = BB = -AB = -BA, \] (2.9)

which follow trivially from the definitions of \( A \) and \( B \) in (1.5) and (2.5) respectively, we can rewrite (2.7) as
\[ m_0^2A = 3\alpha A, \]
\[ m_0^2V_{m_0} = 4\alpha V_{m_0} + \beta V_{m_0} - 2\beta V_{-m_0} - 2\alpha V_{-m_0} + [G(v, w)]_{m_0}, \] (2.10)

where the first equation defines \( \alpha = |A|^2 = m_0^2/3 \). By using once more the identities (1.10) and imposing that the coefficients \( V_m \) be real, so that \( \alpha = \beta \) in (2.9), we can write the second equation in (2.10) and the equation (2.8), respectively, as
\[ \begin{cases} m_0^2V_{m_0} = 9\alpha V_{m_0} + [G(v, w)]_{m_0}, \\ m^2V_m = 4\alpha V_m + [G(v, w)]_m, \end{cases} \] (2.11)

so that we find
\[ \begin{cases} V_{m_0} = -\frac{1}{6\alpha}[G(v, w)]_{m_0}, \\ V_m = -\frac{1}{\alpha}[G(v, w)]_m, \end{cases} \] (2.12)
respectively for positive \( m_0 \) and \( m \neq m_0 \).

Finally we write
\[
 w_{n,m} = g(n,m) \left( \mu_m^{(a)} w_{n,m} + \mu_m^{(b)} w_{n,-m} + \mu \|v + w\|^2 (v + w)_{n,m} \right),
\]
(2.13)
where
\[
 g(n,m) = \frac{1}{\omega_n - \tilde{\omega}_m^2}, \quad n \neq m^2,
\]
(2.14)
and we look for a solution \( u_{n,m} \) in the form of a power series expansion in \( \mu \),
\[
 u_{n,m} = \sum_{k=0}^{\infty} \mu^k u_{n,m}^{(k)},
\]
(2.15)
with \( u_{n,m}^{(k)} \) depending on \( \varepsilon \) and on the parameters \( \nu_m^{(c)} \), with \( c = a, b \) and \( |m| \geq 1 \).

So we obtain recursive definitions of the coefficients \( u_{n,m}^{(k)} \). The coefficients \( u_{n,m}^{(k)} \) verify for \( k \geq 1 \) the recursive equations
\[
 w_{n,m}^{(k)} = g(n,m) \left( \nu_m^{(a)} w_{n,m}^{(k-1)} + \nu_m^{(b)} w_{n,-m}^{(k-1)} + \|v + w\|^2 (v + w)_{n,m}^{(k-1)} \right),
\]
(2.16)
where
\[
 \|v + w\|^2 (v + w)_{n,m}^{(k)} = \sum_{k_1+k_2+k_3=k} \sum_{-n_1+n_2+n_3=m} \pi_{n_1,m_1}^{(k_1)} \nu_{n_2,m_2}^{(k_2)} u_{n_3,m_3}^{(k_3)},
\]
(2.17)
with
\[
 u_{n,m}^{(0)} = \begin{cases} 
 A, & \text{if } n = m^2 \text{ and } m > 0, \\
 B, & \text{if } n = m^2 \text{ and } m < 0, \\
 0, & \text{otherwise}
\end{cases}
\]
(2.18)
and, for \( k \geq 1 \),
\[
 u_{n,m}^{(k)} = \begin{cases} 
 V_m^{(k)} n, & \text{if } n = m^2, \\
 W_{n,m}^{(k)}, & \text{if } n \neq m^2,
\end{cases}
\]
(2.19)
while the coefficients \( V_m^{(k)} \) verify for \( k \geq 1 \) the equations
\[
 V_m^{(k)} = g(m^2,m) = \sum_{k_1+k_2+k_3=k} \sum_{-n_1+n_2+n_3=m} \pi_{n_1,m_1}^{(k_1)} \nu_{n_2,m_2}^{(k_2)} u_{n_3,m_3}^{(k_3)},
\]
(2.20)
where
\[
 g(m^2,m) = \begin{cases} 
 -\frac{1}{18m_0^2}, & \text{if } |m| = m_0, \\
 -\frac{1}{3m_0^2}, & \text{if } |m| \neq m_0,
\end{cases}
\]
(2.21)
and the * means that there appear only contributions either with at least one coefficient with \( n \neq m^2 \) or with at least two labels \( k_i \geq 1 \).

To prove Theorem 1 we can proceed in two steps as in Ref. [6]. The first step consists in looking for the solution of the recursive equations by considering \( \tilde{\omega} = \{\tilde{\omega}_m\}_{|m| \geq 1} \) as a given set of parameters satisfying the Diophantine conditions (called respectively the first and the second Mel’nikov conditions)
\[
 |\omega n \pm \tilde{\omega}_m^2| \geq C_0 |n|^{-\gamma} \quad \forall n \in \mathbb{Z}_+ \text{ and } \forall m \in \mathbb{Z}_+ \text{ such that } n \neq m^2,
\]
\[
 |\omega n \pm (\tilde{\omega}_m^2 \pm \tilde{\omega}_m^2)| \geq C_0 |n|^{-\gamma} \quad \forall n \in \mathbb{Z}_+ \text{ and } \forall m, m' \in \mathbb{Z}_+ \text{ such that } |n| \neq |m^2 \pm (m')^2|,
\]
(2.22)
with positive constants $C_0, \tau$. We can assume without loss of generality $C_0 \leq 1/2$.

We shall show in Section 3 how to adapt the discussion in Ref. [6] in order to obtain the following result.

**Proposition 1.** Consider a sequence $\hat{\omega} = \{\hat{\omega}_m\}_{m \geq 1}$ verifying (2.22), with $\omega = \omega_\kappa = 1 + \epsilon$ and such that $|\hat{\omega}_m^2 - m^2| \leq C_1 \epsilon$ for some constant $C_1$. For all $\mu_0 > 0$ there exists $\epsilon_0 > 0$ such that for $|\mu| \leq \mu_0$ and $0 < \epsilon < \epsilon_0$ there is a sequence $\nu(\hat{\omega}, \epsilon; \mu) = \{(\nu_m(\hat{\omega}, \epsilon; \mu))\}_{m \geq 1}$, where each $\nu_m(\hat{\omega}, \epsilon; \mu)$ is analytic in $\mu$, such that there are coefficients $u_{n,m}$ which solve the recursive equations (2.16) and (2.19), with $u_m = \nu_m(\hat{\omega}, \epsilon)$, and define a function $u(t, x; \hat{\omega}, \epsilon; \mu)$ which is analytic in $\mu$, analytic in $(t, x)$ and $2\pi/\omega_\kappa$-periodic in $t$.

Then in Proposition 1 one can fix $\mu_0 = 1$, so that one can choose $\mu = 1$ and set $u(t, x; \hat{\omega}, \epsilon) = u(t, x; \hat{\omega}, \epsilon; 1)$ and $\nu_m(\hat{\omega}, \epsilon) = \nu_m(\hat{\omega}, \epsilon; 1)$.

The second step, also to be proved in Section 3, consists in inverting (2.1), with $\nu_m = \nu_m(\hat{\omega}, \epsilon)$ and $\hat{\omega}$ verifying (2.22). This requires some preliminary conditions on $\epsilon$, given by the Diophantine conditions

$$|\omega n + m| \geq \epsilon C_0 |n|^{-\tau_0} \quad \forall n \in \mathbb{Z}_s \text{ and } \forall m \in \mathbb{Z}_s \text{ such that } n \neq m, \quad (2.23)$$

with positive constants $c > 1$ and $\tau_0 > 1$. Then we can solve iteratively (2.1), by imposing further non-resonance conditions besides (2.23). At each iterative step one has to exclude some further values of $\epsilon$, and at the end the left values fill a Cantor set $\mathcal{E}$ with large relative measure in $[0, \epsilon_0]$ and $\hat{\omega}$ verify (2.22).

The result of this second step can be summarized as follows.

**Proposition 2.** There are $\delta > 0$ and a set $\mathcal{E} \subset [0, \epsilon_0]$ with complement of relative Lebesgue measure of order $\epsilon_0^\delta$ such that for all $\epsilon \in \mathcal{E}$ there exists $\hat{\omega} = \hat{\omega}(\epsilon)$ which solves (2.1) and satisfy the Diophantine conditions (2.22) with $|\hat{\omega}_m^2 - m^2| \leq C_1 \epsilon$ for some positive constant $C_1$.

The proof follows the same strategy as in Ref. [6], which we refer to for further details. The slight changes will be briefly discussed in Section 3.

### 3. Renormalization and proof of Theorem 1

We refer to Section 3 in Ref. [6] for the tree expansion. With respect to that paper the following changes have to be performed. Each line $\ell$ carries a momentum $(n_\ell, m_\ell)$ and label $\gamma_\ell$, with $\gamma_\ell = v$ if $n_\ell = m_\ell^2$ and $\gamma_\ell = w$ otherwise. The corresponding propagator is given by $g_\ell = g(n_\ell, m_\ell)$, with $g(n, m)$ defined in (2.14) and (2.21) if the line comes out from a node, while it is $g_\ell = 1$ if it comes out from an end-point.

If we denote by $s_v$ the number of lines entering the node $v$ one can have either $s_v = 1$ or $s_v = 3$. In the latter we call $L_v$ the set of lines entering $v$: we associate to each line $\ell \in L_v$ a label $s(\ell) \in \{\pm 1\}$ with the constraint $\sum_{\ell \in L_v} s(\ell) = 1$.

To each end-point $v$ a mode label $(n_v, m_v)$ is associated, with $m_v = \pm m_0$ and $n_v = m_0^2$. The momentum $(n_\ell, m_\ell)$ of a line $\ell = \ell_v$ coming out from a node $v$ is given by

$$n_\ell = \sum_{\omega \in \mathcal{E}(\ell_v) \cap \mathcal{E}_0} (-1)^{S(\omega, \ell)} n_w, \quad m_\ell = \sum_{\omega \in \mathcal{E}(\ell_v) \cap \mathcal{E}_0} (-1)^{S(\omega, \ell)} m_w + \sum_{\omega \in \mathcal{E}_0, c_w = 0} (-2m_{\ell_w}), \quad (3.1)$$

where $S(\omega, \ell)$ is the number of lines $\ell$ with $s(\ell) = -1$ between $w$ and $\ell$, and the node factor $\eta_v$ is defined as

$$\eta_v = \begin{cases} 1/3, & v \in V_v(\theta), \\ \epsilon, & v \in V_v^0(\theta), \\ \nu_{m_\ell_v}, & v \in V_v^1(\theta), \end{cases} \quad (3.2)$$
and $s_v = 3$ for all $v \in V_c$ (so that $V_{v}^{1} = \emptyset$ in the present case). Finally the end-point factor is

$$V_v = \begin{cases} A, & m_v = m_0, \\ -A, & m_v = -m_0. \end{cases} \quad (3.3)$$

All the other notations used below are as in Ref. [6].

Introducing a multiscale decomposition as in Section 4 of Ref. [6] we can define for the lines $\ell$ with $\gamma_\ell = w$ the propagator on scale $h \geq -1$ as

$$g^{(h)}_\ell = \chi_h(|\omega_{n_\ell} - \bar{\omega}_m^2|) g_\ell = \frac{\chi_h(|\omega_{n_\ell} - \bar{\omega}_m^2|)}{\omega_{n_\ell} - \bar{\omega}_m^2}, \quad (3.4)$$

where $\chi_h(x)$ is a $C^\infty$ function nonvanishing for $2^{-h-1}C_0 < |x| < 2^{-h+1}C_0$ if $h \geq 0$ and for $|x| > C_0$ if $h = -1$.

Then for each tree $\theta$ one can define the tree value as

$$\text{Val}(\theta) = \left( \prod_{\ell \in E(\theta)} g^{(h_\ell)}_\ell \right) \left( \prod_{v \in V(\theta)} \eta_v \right) \left( \prod_{v \in E(\theta)} V_v \right), \quad (3.5)$$

so that one has

$$u^{(k)}_{n,m} = \sum_{\theta \in \Theta^{(k)}_{n,m}} \text{Val}(\theta), \quad (3.6)$$

where $\Theta^{(k)}_{n,m}$ is the set of trees $\theta$ of order $k$, that is with $|V_{n}(\theta)| = k$, and with momentum $(n, m)$ associated to the root line. Note that one has $|V_{n}(\theta)| \leq 2|V_{v}(\theta)| = 2k$ and $|E(\theta)| \leq 2(|V_{n}(\theta)| + |V_{v}(\theta)|) + 1 \leq 6k + 1$ (see Lemma 3 in Ref. [6]).

Clusters and self-energy graphs are defined as in Ref. [6]. In particular the self-energy value is given by

$$\mathcal{V}^{(h)}_{\ell}(\omega n, m) = \left( \prod_{\ell \in T} g^{(h_\ell)}_\ell \right) \left( \prod_{v \in V(T)} \eta_v \right) \left( \prod_{v \in E(T)} V_v \right), \quad (3.7)$$

where $h = h^{(c)}_T$ is the minimum between the scales of the two external lines of $T$ (they can differ at most by a unit and $h^{(c)}_T \geq 0$), and, given a self-energy graph, one has

$$n(T) \equiv \sum_{v \in E(T)} (-1)^{S(\nu_{\ell_{T}^{1}})} n_v = 0,$$

$$m(T) \equiv \sum_{v \in E(T)} (-1)^{S(\nu_{\ell_{T}^{1}})} m_v + m_v + \sum_{v \in V_{n}(T)} \sum_{c,v = b} (-2m_{e,v}) \in \{0, 2m\}, \quad (3.8)$$

by definition of self-energy graph (recall that $\ell_{T}^{1}$ is the exiting line of $T$). One says that $T$ is a self-energy graph of type $c = a$ when $m(T) = 0$ and a resonance of type $c = b$ when $m(T) = 2m$.

The following results hold.

**Lemma 1.** Assume that there is a constant $C_1$ such that $|\bar{\omega}_m^2 - m^2| < C_1 \varepsilon$ for all $m \geq 1$. If $|\omega_{n_\ell} - \bar{\omega}_m^2| < 1/2$ and $\varepsilon$ is small enough then $\min\{n_\ell, m_\ell^2\} > 1/4\varepsilon$.

**Proof.** One has $\omega n - \bar{\omega}_m^2 = \varepsilon n + (n - m^2) + \nu_m$, so that $|\omega n - \bar{\omega}_m^2| > 1/2$ for $n \neq m^2$ and $0 < n < 1/3\varepsilon$. Moreover if $|\omega n - \bar{\omega}_m^2| < 1/2$ then one has $n > 0$ and $m^2 > \omega n - |\nu_m| - 1/2 >$
Hence if \( n_\ell < 1/4 \varepsilon \) we can bound \(|g(n_\ell, m_\ell)| \leq 2\) while if \( n_\ell \geq 1/4 \varepsilon \) in general we can bound \(|g(n_\ell, m_\ell)| \leq 2^{h_\ell + 1}C_0^{-1}\). To any line \( \ell \) with \( n_\ell < 1/4 \varepsilon \) we can assign a scale label \( h_\ell = -1 \).

**Lemma 2.** Assume that there is a constant \( C_1 \) such that \(|\tilde{\omega}_m^2 - m^2| < C_1 \varepsilon\). Define \( h_0 \) such that \( 2^{h_0} < 16C_0/\sqrt{\varepsilon} < 2^{h_0+1} \). Then for \( h \geq h_0 \) one has

\[
\nabla_h(\theta) \leq 4k2^{(2-h)/\tau} - C_h(\theta) + S_h(\theta) + M_h^L(\theta),
\]

with the same notations as in Ref. [6].

**Proof.** The proof as for Lemma 5 of Ref. [6]. Again the only case which deserves attention is when one has a cluster \( T \) with two external lines \( \ell \) and \( \ell_1 \) both on scales \( \geq h \), so that, with the same notations as in Ref. [6], one has

\[
2^{-h+2}C_0 \geq |\omega(n_\ell - n_{\ell_1}) + \eta_\ell\tilde{\omega}_m^2 + \eta_{\ell_1}\tilde{\omega}_{m_{\ell_1}}|.
\]

Then \( |n_\ell - n_{\ell_1}| = |m_\ell^2 \pm m_{\ell_1}^2| \) would require \( |n_\ell - n_{\ell_1}| \geq |m_\ell| + |m_{\ell_1}| > 1/\sqrt{\varepsilon} \), while (3.10) would become \( 2^{-h+2}C_0 \geq |\varepsilon(n_\ell - n_{\ell_1})| - 2C_0\varepsilon \). Combining the two inequalities one would obtain \( C_0 2^{-h+3} > \sqrt{\varepsilon} \), which contradicts the condition \( h \geq h_0 \). Then one proceeds as in Ref. [6].

**Lemma 3.** Assume that there is a constant \( C_1 \) such that \(|\tilde{\omega}_m^2 - m^2| < C_1 \varepsilon\). Then one has

\[
\prod_{h=0}^{n_\ell-1} \prod_{n_{\ell_1} \leq n_\ell} |g_n^{(h\ell)}| \leq C_2^k \varepsilon^{-k/2},
\]

for some positive constant \( C_2 \).

**Proof.** If \( h < h_0 \) one has \(|g_n^{(h\ell)}| \leq C_0 2^{-h_0 + 1} < \sqrt{\varepsilon}/4 \), and the number of lines \( \ell \) with scales \( 0 \geq h_\ell < h_0 \) can be bounded by the total number of lines \( \ell \) with label \( \gamma_\ell = w \), which is less than \( k \).

The renormalized expansion is defined as in Section 5 Ref. [6], with the only difference that now the action of the localization operator \( \mathcal{L} \) is such that

\[
\mathcal{L} \nu^{(h)}(\omega_m, m) = \nu^{(h)}(\tilde{\omega}_m^2, m),
\]

so that, in the definition of the set \( E_0(\theta) \) (see item (7') in Section 5 of Ref.[6]), we set \( \omega_m = \tilde{\omega}_m^2/\omega \). Up to these notational changes no real difference appears with respect to the discussion carried out in Ref.[6]. Therefore by using the lemmata above, the discussion proceeds as in Ref. [6], hence we omit the details of the proof of Proposition 1.

In order to apply the results stated above we have to prove the following result (as discussed in Ref. [6]).

**Lemma 4.** There exists a positive constant \( C_3 \) such that one has \(|\nu_m(\tilde{\omega}, \varepsilon)| < C_3 \varepsilon\).

**Proof.** As in Lemma 16 in [6].

The construction of the perturbed frequencies \( \tilde{\omega}_m \) and the bound of the measure of the admissible values of \( \varepsilon \), in order to prove Proposition 2, proceeds as in [6], with some minor differences (which are in fact simplifications) that we outline below.
The condition (2.23) on \( \varepsilon \) can be imposed exactly as in Ref. [6], and \( c \) can be chosen as \( c = 2 \).

To impose the Mel’nikov conditions in (2.22) one has to use that \( |\partial f/\partial \varepsilon| \geq n/2 \), if the function \( f(\varepsilon) \) is defined through

\[
f(\varepsilon(t)) \equiv (1 + \varepsilon(t))n - \tilde{\omega}^2_m(\varepsilon(t)) = \frac{C_0}{|n|^{\tau}}, \quad t \in [-1, 1].
\]

(3.13)

when dealing with the first Mel’nikov conditions, and through

\[
f(\varepsilon(t)) \equiv (1 + \varepsilon(t))n|\varepsilon| - |\tilde{\omega}^2_m(\varepsilon(t))| = \frac{C_0}{|n|^\tau}, \quad t \in [-1, 1].
\]

(3.14)

when dealing with the second Mel’nikov conditions.

In the case of the first Mel’nikov conditions one has to consider only the values of \( n \) such that \( n \geq N_0 = O(\varepsilon_0^{-1/\tau_0}) \), as \( |\nu| < C_1 \varepsilon \), and for each \( n \) the set \( M_0(n) \) of \( m \)'s such that the conditions are not satisfied contains at most \( 2 + \varepsilon \sqrt{n} \) values. Therefore the measure of the set of excluded values of \( \varepsilon \) turns out to be bounded proportionally to

\[
\sum_{n > N_0} \frac{C_0}{n^{\tau + 1}} (2 + \varepsilon \sqrt{n}) \leq \text{const.} \varepsilon_0^{1+\delta_1},
\]

(3.15)

with \( \delta_1 > 0 \) provided that one takes \( \tau > \tau_0 \).

In the case of the second Mel’nikov conditions one has to use that if \( n \) is close to \( |m^2 - (m')^2| \) then \( |n| \) is of order \( |m - m'| \), with \( |m| - |m'| \neq 0 \), so that \( |m| + |m'| \leq n \). This means that for each \( n \) the number of pairs \( (m, m') \) one has to sum over is at most proportional to \( |n| \). The same happens (trivially) when \( n \) is close to \( m^2 + (m')^2 \). In both cases one has to sum only on the values of \( n \) such that \( n \geq N_0 = O(\varepsilon_0^{-1/\tau_0}) \), so that one have to exclude a set of values of \( \varepsilon \) whose measure is bounded proportionally to

\[
\sum_{n > N_0} \frac{C_0}{n^{\tau + 1}} n \leq \text{const.} \varepsilon_0^{1+\delta_2},
\]

(3.16)

with \( \delta_2 > 0 \) provided that one takes \( \tau > \tau_0 + 1 \).

At the end one has to choose \( \tau > \tau_0 + 1 > 2 \). Again we refer to Ref. [6] for further details.

4. Extension of the results

The extension of the results of the previous sections to the case in which \( \varphi(x) \) is any analytic function with \( \varphi'(0) \neq 0 \), can be easily dealt with by reasoning as in Ref. [6].

So we pass directly to discuss the case of more general periodic solutions to be continued. For \( \varepsilon = 0 \) (and \( \varphi(x) = x \), again for simplicity) we call \( v_0 = a + b \) the solution of the Q equation for \( \varepsilon = 0 \), by writing

\[
a(t, x) = \sum_{m=1}^\infty a_m e^{im^2 t + imx},
\]

(4.1)

with coefficients \( a_m \) to be determined, and setting \( b(t, x) = -a(t, -x) \). Then the Q equation in (1.1) becomes

\[
m^2 v_{0,m} = \sum_{m_1 + m_2 + m_3 = m} \overline{v}_{0,m_1} v_{0,m_2} v_{0,m_3} + \sum_{m' \neq m} \overline{v}_{0,m'} v_{0,m'} v_{0,m},
\]

(4.2)
so that we obtain
\[ v_{0,m} \left( m^2 - 2\|v_0\|^2 + |v_{0,m}|^2 \right) = 0, \]
where we have defined
\[ M = \{ m \in \mathbb{Z} : v_{0,m} \neq 0 \}, \quad M_+ = \{ m \in M : m > 0 \}, \]
and set
\[ \|v_0\|^2 \equiv \sum_{m \in \mathbb{Z}} v_{0,m}^2 = \sum_{m \in M} v_{0,m}^2. \]
Hence (4.3) can be satisfied either if \( v_{0,m} = 0 \) or, when \( v_{0,m} \neq 0 \), if
\[ \|v_0\|^2 = \frac{2M}{4N - 1}, \]
where we have set
\[ 2N = |M| = \# \{ m \in \mathcal{M} \}, \quad 2M = \sum_{m \in \mathcal{M}} m^2. \]
By inserting (4.6) into (4.3), setting
\[ a_m = v_{0,m}, \quad m > 0, \quad \|a\|^2 = \sum_{m \in \mathcal{M}} a_m^2 = \frac{1}{2}\|v_0\|^2, \]
and writing \( \mathcal{M}_+ = \{ m_1, m_2, \ldots, m_N \} \), with \( m_k < m_{k+1}, k = 1, \ldots, N - 1 \), we obtain
\[ a_{m_k}^2 = 4\|a\|^2 - m_k^2 = \frac{4}{4N - 1} \left( m_1^2 + m_2^2 + \ldots + m_N^2 \right) - m_k^2, \quad k = 1, \ldots, N, \]
which makes sense as long as
\[ \max_{m \in \mathcal{M}_+} m^2 \leq \frac{4}{4N - 1} \sum_{m \in \mathcal{M}_+} m^2. \]
The following result is easily proved.

**Lemma 5.** For all \( N \geq 2 \) there are solutions of (4.9) such that \( 4\|a\|^2 \) is not an integer.

**Proof.** To obtain a solution one can take \( m_k = m_N - (N - k) \) for \( k = 1, \ldots, N \), and choose \( m_N \geq 4N(N - 1) \). Choose \( m_N = (4N + j)(N - 1) \), with \( j \in \{0, 1\} \): then \( 4(m_1^2 + \ldots + m_N^2) \) can not be a multiple of \( 4N - 1 \) for both \( j = 0 \) and \( j = 1 \).

Here we are confined ourselves only to an existence result. Of course more general solutions can be envisaged, with more spacing between the involved wave numbers \( m_k \). The result above can indeed be strengthened as follows.

**Lemma 6.** For all \( N \geq 2 \) and for all increasing lists of positive integers \( I := \{ i_1, \ldots, i_{N-1} \} \) there exists \( m_N(I) \) (\( m_N \) for short) such that (4.10) has a solution in the set \( \mathcal{M}_+ = \{ m_N - i_{N-1}, \ldots, m_N - i_1, m_N \} \) with \( 4\|a\|^2 \neq m^2 \) for all \( m \in \mathcal{M} \).

**Proof.** Fix the set of integers \( I = \{ i_1, \ldots, i_{N-1} \} \), and consider the expression \( M - (N - 1/4)j^2 \) for \( j \in \mathbb{N} \). For \( j = m_N \) it becomes a polynomial of degree two in \( m_N \), with positive leading coefficient \( 1/4 \) and positive discriminant. Hence there is an integer \( K_1 \) such that for all \( m_N > K_1 \) one has \( f_1(m_N) \equiv M - (N - 1/4)m_N^2 > 0 \), hence (4.10) is satisfied.
The inequality $M - (N - 1/4)j^2 > 0$ is trivially satisfied for $j \leq m_N$, so that it is enough to look an integer $m_N > K_1$ such that one has $f_2(m_N) \equiv M - (N - 1/4)(m_N + 1)^2 < 0$. Again $f_2$ is a polynomial of degree two in $m_N$, with positive leading coefficient $1/4$ and positive discriminant, so that there exist two integers $K_2 < K_3$ such that $f_2(m_N) < 0$ for $K_2 < m_N < K_3$. Moreover $K_3 - K_2 \geq 4(N - 1)$, so that there is $m_N$ satisfying (4.10) such that $4\|a\| \neq j^2$ for all $j \in \mathbb{N}$.

To have solutions of (4.9) requires the integers in $M$ to be large enough, and not too distant from each other. Hence the solutions whose existence is stated in Lemma 5 have the form of wave packets centered around some harmonic large enough.

Hence we have proved the following result.

**Lemma 7.** For any $N$ there are sets $\mathcal{M}$ and functions $v_0(x, t) = a(\omega t, x) - a(\omega t, -x)$, with

$$a(t, x) = \sum_{m \in \mathcal{M}_+} e^{im^2\omega t + imx}a_m, \quad (4.11)$$

which solve the Q equation with $\varepsilon = 0$.

Moreover, by using once more the parity properties $V_{-m} = -V_m$, one obtains for $m \in \mathcal{M}_+$

$$\sum_{m' \in \mathcal{M}_+} A_{m, m'} V_{m'} = [G(v, w)]_m, \quad (4.12)$$

where $A$ is an $N \times N$ matrix with entries

$$A_{m, m'} = \begin{cases} m^2 - 4\|a\|^2 - 5a_m^2, & m = m', \\ -8a_m a_{m'}, & m \neq m', \end{cases} \quad (4.13)$$

while, for positive $m \notin \mathcal{M}_+$, an analogous, simpler expression is found of the form (4.12) with

$$A_{m, m'} = m^2 - 4\|a\|^2 \delta_{m, m'}, \quad (4.14)$$

which are not zero by Lemma 6. Then the following result holds.

**Lemma 8.** For $\mathcal{M}$ chosen according to Lemma 6, one has for $m \in \mathcal{M}$

$$V_m = \sum_{m' \in \mathcal{M}} D_{m, m'} [G(v, w)]_{m'}, \quad (4.15)$$

with $D$ a $2N \times 2N$ non-singular matrix.

**Proof.** It is sufficient to prove that the matrix $A$ with entries (4.13) is not singular. By using (4.3) we can write the diagonal entries of $A$ as $A_{m, m} = -6a_m^2$. Then one realize immediately that one has

$$\det A = (-1)^N \det D_N(6, 8) \prod_{m=1}^{N} a_m^2, \quad (4.16)$$

where $D_N(p, q)$ is the $N \times N$ matrix with diagonal entries $p$ and all off-diagonal entries $q$. One can easily prove that $\det D_N(p, q) = (p - q)^{N-1} (p + (N - 1)q)$. As in our case $p = 6$ and $q = 8$ (so that $p \neq q$ and $p < (N - 1)q$ for all $N \geq 2$) the assertion follows.

This allows us to extend the analysis of the previous section to the case in which the function $v_0$ is of the form considered here. At the end Theorem 2 is obtained, with the set $\mathcal{M}$ chosen according to Lemma 6.
The proof follows the same guidelines sketched in the previous Sections 2 and 3. The only differences are that now to each end-point a mode label \((n, m)\), with \(m \in \mathcal{M}\) and \(n = m^2\), and an end-point factor \(\sigma a_{m}\), with \(\sigma = \text{sgn} m\), are associated. Moreover the lines \(\ell\) with \(\gamma_\ell = \nu\) carry two mode labels \((n_\ell, m_\ell)\) and \((n'_\ell, m'_\ell)\), with \(m_\ell\) and \(m'_\ell\) both in \(\mathcal{M}\) or in its complement, and the corresponding propagators are not diagonal any more if \(m_\ell, m'_\ell \in \mathcal{M}^+\), as they are given by \(g_\ell = D_{m,m'}\) (see (4.13) and (4.15)).

Of course the value of \(\varepsilon_0\) depends on the set \(\mathcal{M}\), and in particular goes to zero when \(N \to \infty\) (as \(\mathcal{M}\) diverges in such a case).

The conclusion is that infinitely many unperturbed solutions which are trigonometric polynomial with an arbitrary number of harmonics can be continued in presence of nonlinearities. The case of polynomials of degree 1 (theorem 1) is the one usually considered in literature, while the case of polynomials of higher order (theorem 2) is new. In the latter case the only requests on the harmonics is that the corresponding wave numbers have to be close enough to each other and that larger is their number the larger are their values.
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