AN ABSTRACT LOGVINENKO-SEREDA TYPE THEOREM FOR SPECTRAL SUBSPACES

MICHELA EGIDI AND ALBRECHT SEELMANN

Abstract. We provide an abstract framework for a Logvinenko-Sereda type theorem, where the classical compactness assumption on the support of the Fourier transform is replaced by the assumption that the functions under consideration belong to a spectral subspace associated with a finite energy interval for some lower semibounded self-adjoint operator on a Euclidean $L^2$-space. Our result then provides a bound for the $L^2$-norm of such functions in terms of their $L^2$-norm on a thick subset with a constant explicit in the geometric and spectral parameters. This recovers previous results for functions on the whole space, hyperrectangles, and infinite strips with compact Fourier support and for finite linear combinations of Hermite functions and allows to extend them to other domains.

The proof follows the approach by Kovrijkine and is based on Bernstein-type inequalities for the respective functions, complemented with a suitable covering of the underlying domain.

1. Introduction and main results

The classical uncertainty principle of Heisenberg states that it is impossible to precisely determine the position and the momentum of a particle at the same time. A typical manifestation of this principle is the fact that a function and its Fourier transform cannot be localized simultaneously. Over the years, this has been expressed in different ways and has taken different mathematical formulations. For an exhaustive presentation, we refer the reader to the monograph \[12\].

One of these formulations is connected to the definition of so-called strongly annihilating pairs: For $S, E \subset \mathbb{R}^d$, the pair $(S, E)$ is called strongly annihilating if there exists a constant $C = C(S, E)$ such that

\[
\|f\|_{L^2(\mathbb{R}^d)}^2 \leq C (\|f\|_{L^2(S^c)}^2 + \|\hat{f}\|_{L^2(E^c, \mathbb{R}^d)}^2) \quad \forall f \in L^2(\mathbb{R}^d),
\]

where $\hat{\cdot}$ denotes the Fourier transform.

The Amrein-Berthier theorem \[3\] states that if $S$ and $E$ both have finite Lebesgue measure, then the pair $(S, E)$ is strongly annihilating. Successively, Nazarov for $d = 1 \ [27]$ and Jaming in higher dimensions \[13\] provided the explicit constant $C = ce^{(c|S||E|)^{1/d}}$, which is optimal up to the value of the universal constant $c > 0$. A complete classification of all strongly annihilating pair seems currently out of reach. However, it is known that the pair $(S, E)$ is strongly annihilating if and only if

\[
\|f\|_{L^2(\mathbb{R}^d)}^2 \leq C(S, E) \|f\|_{L^2(S)} \quad \forall f \in L^2(\mathbb{R}^d) \text{ with } \text{supp } \hat{f} \subset E,
\]

see, e.g., \[12\ Section 3.1.1\], which is another and more popular form of an uncertainty relation. Under the additional assumption that $E$ is bounded and in the
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subset, this has been established with some additional assumptions on \( \Omega \). It is also possible to choose \( \omega \) such that inequality (1.2) holds for all functions \( f \in L^2(\mathbb{R}^d) \) with \( \text{supp} \, f \subset B(x, r) \), \( x \in \mathbb{R}^d \).

(ii) The set \( S \) is thick, that is, there exist parameters \( \gamma \in (0, 1) \) and \( \rho > 0 \) such that for all \( x \in \mathbb{R}^d \),

\[
|S \cap (x + (0, \rho)^2)| \geq \gamma \rho^d.
\]

Kacnel’son and Logvinenko-Sereda also provide the constant \( C = c_1 e^{c_2 \gamma} \) with \( c_1, c_2 > 0 \) depending only on \( \gamma \) and \( \rho \). However, the optimal behaviour has been discovered much later by Kovrijkine [17, 18], who gives the explicit form

\[
C = \left( \frac{K d}{\gamma} \right)^{K d \rho + d}
\]

with a universal constant \( K > 0 \).

It is worth to note that Theorem 1.1 was originally formulated for functions in \( L^p(\mathbb{R}^d) \), \( p \in (0, \infty) \), and that the work of Kovrijkine is valid for all \( p \in [1, \infty] \).

Recently, statements analogous to Theorem 1.1 for \( L^2 \)-functions defined on a hyperrectangle with finite Fourier series, and for \( L^2 \)-functions on an infinite strip with finite Fourier series in the bounded coordinates and compactly supported Fourier transform in the unbounded coordinates, have been proved in [23, 24], respectively, following the ideas of Kovrijkine in order to obtain the best possible constant.

If one aims for related statements for functions on more general domains, it is natural to replace the assumption of compact Fourier support by other restrictions, such as belonging to a spectral subspace for some self-adjoint operator associated with a finite energy interval. More precisely, given some domain \( \Omega \subset \mathbb{R}^d \), a lower semibounded self-adjoint operator \( H \) on \( L^2(\Omega) \), a measurable subset \( \omega \subset \Omega \), and \( \lambda \in \mathbb{R} \), one asks whether there exists a constant \( C > 0 \) such that

\[
\|f\|_{L^2(\Omega)}^2 \leq C \|f\|_{L^2(\omega)}^2 \quad \forall f \in \text{Ran} \, E_H(\lambda),
\]

where \( E_H(\lambda) \) denotes the spectral projection for \( H \) up to energy value \( \lambda \) and the constant \( C \) depends on \( H, \Omega, \omega \) and \( \lambda \). An inequality of the above form is usually called a spectral inequality in the context of control theory and unique continuation principle in the theory of (random) Schrödinger operators. We refer the reader to [8, 25] and [14, 24, 31, 35], respectively, and the works cited therein for an overview of the different uses of (1.3) in both these fields.

In order to be useful in the context of control theory, the constant \( C \) in (1.3) should have the form

\[
C = d_1 e^{d_2 \max(|\lambda|, 0)^s}, \quad s \in (0, 1).
\]

If \( H \) is the Dirichlet Laplacian on a bounded domain and \( \omega \) is chosen to be an open subset, this has been established with \( s = 1/2 \) by Lebeau and Robbiano in [21]. Under additional assumptions on \( \Omega \), it is also possible to choose \( \omega \) to be just measurable with positive measure as the work [2] shows. However, if one wants to discuss certain asymptotic regimes as was done in [23], one desires a more explicit knowledge on the dependence of \( d_1 \) and \( d_2 \) on certain geometric parameters of \( \omega \). If \( \omega \) is a so-called equidistributed set, that is, \( \omega \) contains a union of suitably distributed open balls of fixed radius, this was achieved for Schrödinger operators with bounded potentials on hyperrectangles in [24], and later also on arbitrary rectangular shaped domains in [20], with the use of Carleman estimates; for earlier works in this direction see also the references cited in both these papers. A related quantitative result
for certain unbounded potentials can be found in [16]. However, if \( \omega \) is just assumed to be a thick set, so far other techniques based on complex analysis are required. In this regard, Schrödinger operators on \( \mathbb{R}^d \) with certain analytic potentials have been considered in [20], which is closely related to the work by Kacnel’son but does not provide an explicit form for the constants \( d_1 \) and \( d_2 \). Such explicit results for thick sets are, as of now, known only for results based on Kovrijkine’s approach. Here, his works handle the case of the pure Laplacian on \( \mathbb{R}^d \), and thick sets describe the complete class of sets for which \([13]\) holds in this situation. Following Kovrijkine’s ideas, the above mentioned works \([11]\) and \([7]\) establish \((1.3)\) for the pure Laplacian on hyperrectangles and infinite strips, respectively. Moreover, based on essentially the same reasoning, finite linear combination of the standard Hermite functions have been treated in [4], establishing \((1.3)\) also for the harmonic oscillator on \( \mathbb{R}^d \). The question arising now is how much one can stretch these techniques to study \([13]\) with thick sets \( \omega \) on other domains and/or for other operators.

1.1. A Logvinenko-Sereda-type theorem. The main aim of the present paper is to establish a general framework that covers the above mentioned results from [4, 7, 11, 17, 18] and, at the same time, allows to extend them to a larger class of domains and operators. In this regard, we consider measurable subsets \( \omega \) of a domain \( \Omega \subset \mathbb{R}^d \) that are thick in \( \Omega \), that is, there exist \( \gamma \in (0, 1] \) and \( \rho > 0 \) such that

\[
|\omega \cap (x + (0, \rho)^d)| \geq \gamma \rho^d
\]

for all \( x \in \mathbb{R}^d \) with \( x + (0, \rho)^d \subset \Omega \), where \(| \cdot |\) denotes the Lebesgue measure. In this case, we also refer to \( \omega \) as \((\gamma, \rho)\)-thick in \( \Omega \) to emphasise the parameters. A particular instance of these are sets of the form \( \omega = \Omega \cap S \) with some set \( S \subset \mathbb{R}^d \) that is \((\gamma, \rho)\)-thick in \( \mathbb{R}^d \), in which case the thickness parameters do not depend on \( \Omega \).

The material we present here builds upon the mentioned works and draws on two central concepts. The first one is the concept of Bernstein-type inequalities: We suppose that for all \( \lambda \in \mathbb{R} \) we have \( \text{Ran} \, \mathcal{E}_H(\lambda) \subset \mathcal{W}^{\infty,2}(\Omega) = \bigcap_{k \in \mathbb{N}} \mathcal{W}^{k,2}(\Omega) \), where \( \mathcal{W}^{k,2}(\Omega) \) is the \( L^2(\Omega) \)-Sobolev space of order \( k \), and that for some function \( C_B : \mathbb{N}_0 \times \mathbb{R} \rightarrow (0, \infty) \) every \( f \in \text{Ran} \, \mathcal{E}_H(\lambda) \) satisfies

\[
(1.5) \quad \sum_{|\alpha|=m} \frac{1}{\alpha!} \rho^{|\alpha|} \| f \|_{L^2(\Omega)}^2 \leq \frac{C_B(m, \lambda)}{m!} \| f \|_{L^2(\Omega)}^2
\]

for all \( m \in \mathbb{N}_0 \); of course, for \( \lambda \) below the infimum of the spectrum of \( H \), the choice of \( C_B(\cdot, \lambda) \) is completely arbitrary. These estimates resemble (for \( m = 1 \)) the well-known Bernstein inequality from Fourier analysis, where the \( L^2 \)-norm of the partial derivatives of a function with compactly supported Fourier transform can be bounded by its \( L^2 \)-norm times a constant depending on the support of the Fourier transform, see, e.g., [3, Theorem 11.3.3] or [23, Proposition 1.11 and Lemma 10.1].

The second concept we use is that of a suitable covering of \( \Omega \): Given \( \kappa \geq 1, \varrho > 0, \eta > 0 \), and \( l = (l_1, \ldots, l_d) \in [\varrho, \infty)^d \), we call a finite or countably infinite family \( \{Q_j\}_{j \in J} \) of non-empty bounded convex open subsets \( Q_j \subset \Omega \) a \((\kappa, \varrho, l, \eta)\)-covering of \( \Omega \) if

(i) \( \Omega \setminus \bigcup_{j \in J} Q_j \) has Lebesgue measure zero;
(ii) \( \sum_{j \in J} \| g \|_{L^2(Q_j)}^2 \leq \kappa \| g \|_{L^2(\Omega)}^2 \) for all \( g \in L^2(\Omega) \);
(iii) each \( Q_j \) contains a hypercube of the form \( x + (0, \rho)^d, \, x \in \mathbb{R}^d \), and lies in a hyperrectangle of the form \( y + \times_{j=1}^d (0, l_j), \, y \in \mathbb{R}^d \);
(iv) for each \( Q_j \) there is a linear bijection \( \Psi_j : \mathbb{R}^d \rightarrow \mathbb{R}^d \) with

\[
|\Psi_j(Q_j)| \geq \eta \text{diam}(\Psi_j(Q_j))^d.
\]
Here, the quantity $\kappa$ in (1.3) can be interpreted as the maximal essential overlap between the sets $Q_j$, whereas the bijection $\Psi_j$ in (1.5) may be used to compensate for the case where $Q_j$ has an unfavourable ratio of its volume and the $d$-th power of its diameter, cf. Remark 3.6 below. Of course, the existence of such a covering for given parameters $(\kappa, \rho, l, \eta)$ depends on the geometry of $\Omega$ and requires, in particular, that at least one hypercube of the form $x + (0, \rho)^d$, $x \in \mathbb{R}^d$, is contained in $\Omega$. In our context of $(\gamma, \rho)$-thick sets in $\Omega$, we usually consider $\rho = \rho$.

We are now in position to formulate the main result of the present paper.

**Theorem 1.2.** Let $\omega$ be $(\gamma, \rho)$-thick in a domain $\Omega \subset \mathbb{R}^d$ with $(\kappa, \rho, l, \eta)$-covering, and let $H$ be a lower semibounded operator on $L^2(\Omega)$ such that for some function $C_B: \mathbb{N}_0 \times \mathbb{R} \to (0, \infty)$ every $f \in \text{Ran} E_H(\lambda)$ satisfies a Bernstein-type inequality as in (1.5).

If for $\lambda \in \mathbb{R}$ we have

\[
(1.6) \quad h(\lambda) := \sum_{m \in \mathbb{N}_0} \sqrt[\gamma-1]{C_B(m, \lambda)} \frac{(10||l||_1)^m}{m!} < \infty
\]

with $||l||_1 = l_1 + \cdots + l_d$, then every $f \in \text{Ran} E_H(\lambda)$ satisfies

\[
(1.7) \quad \|f\|_{L^2(\omega)}^2 \leq \frac{\kappa}{6} \left( \frac{24d\tau_d l_1 \cdots l_d}{\gamma \eta p^d} \right)^{\frac{\log \log 2 + \log \log \log 2 + 5}{\gamma \eta p^d}} \|f\|_{L^2(\Omega)}^2,
\]

where $\tau_d$ denotes the Lebesgue measure of the Euclidean unit ball in $\mathbb{R}^d$.

Following the reasoning of [12, Section 3.1.1], Theorem 1.2 yields the inequality

\[
\|f\|_{L^2(\omega)}^2 \leq C \left( \|f\|_{L^2(\omega)}^2 + \|(1 - E_H(\lambda))f\|_{L^2(\Omega)}^2 \right) \quad \forall f \in L^2(\Omega),
\]

where the constant $C > 0$ is determined by the constant from (1.6) relating $\|f\|_{L^2(\Omega)}$ and $\|f\|_{L^2(\omega)}$ for $f \in \text{Ran} E_H(\lambda)$. This can be viewed as an abstract variant of (1.1) and may give rise to the general notion of $(\Omega, \omega, (-\infty, \lambda])$ as an annihilating pair.

Bernstein-type inequalities with condition (1.6) play the central role in Theorem 1.2 and are the starting point for every application. Note that condition (1.6) constrains the admissible parameters $l = (l_1, \ldots, l_d)$ for the covering of $\Omega$ and, in turn, the thickness parameter $\rho$ for the set $\omega$. It also determines the dependency of the final estimate on $\lambda$, which is of particular importance in view of the desired form (1.4). Clearly, condition (1.6) is governed by the constants $C_B(m, \lambda)$, which depend on the domain $\Omega$ and the operator $H$ under consideration.

**Remark 1.3.** The factor 10 in condition (1.6) is chosen merely for convenience and simplicity. With a suitable adaptation of the proof, namely Lemma 3.4 below and the notion of good and bad elements of the covering in Section 3.3, this factor can be replaced by anything larger than 1, but at the cost of a more involved and slightly worse constant relating $\|f\|_{L^2(\Omega)}$ and $\|f\|_{L^2(\omega)}$ in the overall inequality (1.7). Since this is of no importance for our applications discussed below, we refrain from pursuing this further here.

The rest of the paper is organised as follows. In Section 1.2 we give a brief overview on situations where we know how to verify the hypotheses of Theorem 1.2 and thus obtain respective spectral inequalities of the desired form (1.4) with explicit control of the dependency of the involved constants on the geometric parameters $\gamma$ and $\rho$ of the thick set. Here, the relation (1.8) below is of particular importance for the case of the pure Laplacian and seems to add some novel aspects to the theory. Section 3 is then devoted to the rigorous proof of the Bernstein-type inequalities for these situations, including said relation (1.8) for the pure Laplacian. The proof of a more general variant of the main Theorem 1.2 is given in Section 3.
Finally, some auxiliary material including the construction of suitable coverings for certain domains is provided in the appendices.

1.2. Applications and examples. The applications we have in mind for Theorem 1.2 concern the situation where $H$ is given by a second order elliptic differential operator with homogeneous Dirichlet or Neumann boundary conditions (where applicable). It turns out, however, that if condition (1.6) holds, then all functions $f \in \text{Ran } E_H(\lambda)$ are necessarily analytic in $\Omega$ in the sense that they can locally be expanded into convergent power series, see Lemma 3.2 below. This, in turn, is to be expected only if the coefficients of the elliptic differential operator are analytic in $\Omega$. So far, we know how to verify (1.5) on certain Euclidean domains such that (1.6) holds for some $l \in [0, \infty)^d$ only for the pure Laplacian, some divergence-type operators with constant coefficient matrix, and the harmonic oscillator, which are analysed separately below. We hope to broaden the class of operators and domains for which Theorem 1.2 can be applied in future research.

It should be mentioned that some of the results discussed below could in essence be inferred also from existing spectral inequalities by rescaling and reflection. However, our approach is based solely on manipulations on the level of Bernstein-type inequalities, which has the advantage that the thick set does not need to be transformed as well. Moreover, the validity of Bernstein-type inequalities in these situations may be of independent interest.

1.2.1. The pure Laplacian. In the case of the pure Laplacian, Bernstein-type inequalities of the form (1.5) most naturally follow from the relation

$$\sum_{|\alpha|=m} \frac{1}{\alpha!} \| \partial^\alpha f \|^2_{L^2(\Omega)} = \frac{1}{m!} \langle f, (-\Delta)^m f \rangle_{L^2(\Omega)}, \quad f \in \text{Ran } E_{-\Delta_0}(\lambda).$$

Indeed, by functional calculus we have $\langle f, (-\Delta)^m f \rangle_{L^2(\Omega)} \leq \lambda^m \| f \|^2_{L^2(\Omega)}$ for all $f \in \text{Ran } E_{-\Delta_0}(\lambda)$, $\lambda \geq 0$, implying that in this case the constant $C_B(m, \lambda)$ in (1.5) is exactly $\lambda^m$ for $\lambda \geq 0$, independently of any geometric parameters of the domain under consideration. The resulting quantity $h(\lambda)$ in (1.6) then reads

$$h(\lambda) = \exp(10\|l\|_1 \sqrt{\lambda}),$$

which poses no constraints on the parameter $l$ of the covering of $\Omega$.

In Proposition 2.10 below, we establish relation (1.8) for the following domains:

- **generalised rectangles** $\times_{j=1}^d (a_j, b_j)$ with $a_j, b_j \in \mathbb{R} \cup \{ \pm \infty \}, a_j < b_j$;
- equilateral triangles, isosceles right-angled triangles, and hemiequilateral triangles in $\mathbb{R}^2$;
- sectors $S_\theta = \{(x_1, x_2) \in (0, \infty)^2 : x_2 < x_1 \tan \theta \} \subset \mathbb{R}^d$ with $\theta = \pi/n$, $n \in \mathbb{N}$, $n \geq 3$;
- any finite Cartesian product of the above.

Sectors with angle $\pi/2$ and $\pi$ are actually generalised rectangles in dimension $d = 2$ and are therefore covered there.

In the case of the whole $\mathbb{R}^d$, hyperrectangles, and strips of the form hypercube $\times \mathbb{R}$, Bernstein-type inequalities of the specific form (1.5) can easily be deduced also from the related variants used in [7,11,17,15]. The more precise relation (1.8), however, is much deeper and seems not to have been considered anywhere before. We picture this as one of the key aspects of the present work and believe it to be of independent interest.

For each of the domains listed above, provided that it contains a hypercube of the form $\times_{j=1}^d (0, \rho)^d$, $\rho \in \mathbb{R}^d$, it is possible to construct a suitable covering with $\rho = \rho$, where the other parameters $\kappa$, $l$, and $\eta$ can be bounded efficiently in terms of $\rho$, the dimension $d$, and possibly angles $\theta$ (if sectors are involved). A corresponding
statement is given in the following lemma. Its proof is merely a technical issue and is thus deferred to Appendix C.

Lemma 1.4. For each of the above mentioned domains containing a hypercube of the form \( x + (0, \rho)^d, x \in \mathbb{R}^d \), there is a \((2^d, \rho, l, (2d)^{-d/2})\)-covering of \( \Omega \) with \( l = (k_1, \rho, \ldots, k_d \rho) \), where \( k_1, \ldots, k_d > 0 \) are constants depending at most on the opening angles of possibly involved sectors.

Finally, using the asymptotic formula \( \tau_d \sim (2\pi e/d)^{d/2}/\sqrt{d} \), we see that \( d^{1+d/2}\tau_d \) can be bounded from above by the \( d \)-th power of some absolute constant. Consequently, putting all of the above considerations together, Theorem 1.2 gives the following result.

Corollary 1.5. Let \( \Omega \subset \mathbb{R}^d \) be one of the above mentioned domains, and let \( \omega \) be a \((\gamma, \rho)\)-thick set in \( \Omega \). Then, for all \( f \in \text{Ran}E_{-\Delta_\alpha}(\lambda), \lambda \geq 0 \), we have

\[
\|f\|_{L^2(\Omega)}^2 \leq \left( \frac{C_{d, \rho, \gamma}}{\gamma} \right)^{d/2 - \frac{d+6}{2}} \|f\|_{L^2(\omega)}^2,
\]

where \( C > 0 \) depends at most on the opening angles of possibly involved sectors.

If \( \omega \) is chosen of the form \( \omega = \Omega \cap S \) with some set \( S \) that is \((\gamma, \rho)\)-thick in \( \mathbb{R}^d \), then the conclusion of the above corollary is uniform in all mentioned domains \( \Omega \), provided that they contain a hypercube of the form \( x + (0, \rho)^d \). This is then consistent with the corresponding known results for the pure Laplacian on hyperrectangles, strips, and the whole space \( \mathbb{R}^d \) proved in [7][11][17][18] and, in particular, essentially reproduces these results. Moreover, the obtained constant relating \( \|f\|_{L^2(\Omega)} \) and \( \|f\|_{L^2(\omega)} \) in Corollary 1.5 is optimal with respect to its dependence on the thickness parameters, see [8] Section 2) and also Example 1.8 below in the more general setting of divergence-type operators.

Remark 1.6 (Fractional Laplacian). Using the transformation formula for spectral measures, see, e.g., [33] Proposition 4.24], the above corollary can be extended to cover also fractional Laplacians \((-\Delta_\alpha)^s, s > 0 \). Indeed, for these operators we have the identity \( E_{(-\Delta_\alpha)^s}(\lambda) = E_{-\Delta_\alpha}(\lambda^{1/s}) \) for \( \lambda \geq 0 \), leading to a Bernstein-type inequality (1.5) with \( C_B(m, \lambda) = \lambda^m/\alpha \) for \( \lambda \geq 0 \). Consequently, the conclusion of Corollary 1.5 holds also for these fractional Laplacians, but with \( \alpha \) replaced by \( \lambda^{1/(2s)} \). The latter can also be deduced directly from Corollary 1.5 via the transformation formula. Such a reasoning has previously been used in [25] Theorem 4.6; see also [8] Remark 5.9. With regard to control theory and the particular form (1.4) of a spectral inequality, it should, however, be mentioned that this is useful only if \( 1/(2s) < 1 \), that is, \( s > 1/2 \).

1.2.2. Divergence-type operators. Let \( H = H_\Omega(A) \) with some constant positive definite symmetric matrix \( A \in \mathbb{R}^{d \times d} \) be the Dirichlet or Neumann realisation of the divergence-type differential expression

\[-\nabla \cdot (A \nabla)\]

as a non-negative self-adjoint operator on \( L^2(\Omega) \) defined via its quadratic form.

Denote by \( \sigma_{\text{min}} > 0 \) the smallest eigenvalue of \( A \). In this framework, we establish in Corollary 2.12 below the Bernstein-type inequality (1.5) with the constant \( C_B(m, \lambda) = (\sigma_{\text{min}}^{-1} \lambda)^m, \lambda \geq 0 \), for the following situations:

- \( \Omega = \mathbb{R}^d \) or a half-space;
- \( A \) is a diagonal matrix and \( \Omega = \times_{j=1}^d (a_j, b_j) \) a generalised rectangle as in the previous subsection.
This is essentially accomplished by transforming \( H \) to a pure Laplacian and using the results discussed in the previous subsection; the latter also explains the appearance of the additional factor \( \sigma^{-1}_{\min} \) in the base of the constants \( C_H(m, \lambda) \), a consequence of a corresponding rescaling. The resulting quantity \( h(\lambda) \) from (1.6) reads

\[
h(\lambda) = \exp(10\|l\|_1 \sqrt{\lambda/\sigma_{\min}}).
\]

Combining this with the corresponding coverings from Lemma 1.4 and the asymptotic formula for \( \tau_d \), we obtain from Theorem 1.2 the following result.

**Corollary 1.7.** Let \( A \) and \( \Omega \) be as above, and let \( \omega \) be a \((\gamma, \rho)\)-thick set in \( \Omega \). Then, for all \( \lambda \geq 0 \) and all \( f \in \text{Ran} \, \mathcal{E}_{H_0(A)}(\lambda) \) we have

\[
\|f\|_{L^2(\Omega)}^2 \leq \left( \frac{Kd}{\gamma} \right)^{Kdп\sqrt{\lambda/\sigma_{\min}}+2d+6} \|f\|_{L^2(\omega)}^2,
\]

where \( K > 0 \) is a universal constant, and \( \sigma_{\min} \) denotes the minimal eigenvalue of the positive definite matrix \( A \).

It is interesting to compare the above statement with the result in [6], where a divergence-type operator with lower order terms and uniformly elliptic matrix function \( A \) with small Lipschitz constant is considered on \( \mathbb{R}^d \) and certain hypercubes. The authors give a spectral inequality for small energy intervals and subsets \( \omega \) of the form \( \omega = \Omega \cap S \), where \( S \subset \mathbb{R}^d \) is an equidistributed set, that is, a union of balls \( B(x_j, \delta) \) with \( B(x_j, \delta) \subset (-G/2, G/2)^d + j, j \in (G\mathbb{Z})^d \). For simplicity, we only discuss the whole space \( \Omega = \mathbb{R}^d \) and the case \( G = 1 \) here.

Applying [6, Theorem 10] for our current divergence-type operators \( H_{\mathbb{R}^d}(A) \) with constant positive definite matrix \( A \) (and without lower order terms) gives

\[
\|f\|_{L^2(\mathbb{R}^d)}^2 \leq D_1 \frac{D_2}{\delta} D_3 (1+\lambda^{2/3}) \|f\|_{L^2(\omega)}^2,
\]

for all \( f \in \text{Ran} \, \mathcal{E}_{H_{\mathbb{R}^d}(A)}(\lambda - \varepsilon, \lambda + \varepsilon) \), where \( \varepsilon = D_1^{1/2} (D_2/\delta)^{(D_3/2)(1+\lambda^{2/3})} \) and \( D_1, D_2, D_3 \) are constants depending only on the dimension \( d \) and on the quantity \( \min\{\sigma_{\min}, \sigma_{\max}\} \) with \( \sigma_{\min}, \sigma_{\max} \) being the smallest and largest eigenvalue of \( A \), respectively.

Since equidistributed sets with \( G = 1 \) are \((\tau_d \delta^2, 2)\)-thick in \( \mathbb{R}^d \), Corollary 1.7 gives instead

\[
\|f\|_{L^2(\mathbb{R}^d)}^2 \leq \left( \frac{Kd}{\tau_d \delta} \right)^{2Kdп\sqrt{\lambda/\sigma_{\min}}+2d+6} \|f\|_{L^2(\omega)}^2,
\]

for all \( f \in \text{Ran} \, \mathcal{E}_{H_{\mathbb{R}^d}(A)}(\lambda) \). The latter has several advantages over (1.9): it does not depend on \( \sigma_{\max} \), depends on \( \lambda \) only via \( \lambda^{1/2} \) (as compared to \( \lambda^{2/3} \)), and is not restricted to short energy intervals.

In fact, the term \( \gamma^{-\sqrt{\lambda/\sigma_{\min}}} \) in the bound from Corollary 1.7 is optimal, as is shown by the following example, which is essentially taken from [8, Example 2.6] and adapted to our present situation; see also [15].

**Example 1.8.** Let \( A = \text{diag}(\sigma_1, \ldots, \sigma_d) \) with \( \sigma_d \geq \cdots \geq \sigma_1 = \sigma_{min} > 0 \). For \( f \in L^2(\mathbb{R}^d) \), we have \( f \in \text{Ran} \, \mathcal{E}_{H_{\mathbb{R}^d}(A)}(\lambda) \) for some \( \lambda > 0 \) if and only if \( f \) satisfies \( \text{supp} \, \hat{f} \subset \mathcal{E}_\lambda := \{ \mathbf{x} \in \mathbb{R}^d : \sum_{j=1}^d \sigma_j x_j^2 \leq \lambda \} \), where \( \hat{f} \) denotes the Fourier transform of \( f \).

For \( \lambda > 0 \) such that \( \alpha := \sqrt{\lambda}/(2\pi \sqrt{d\sigma_{\min}}) \geq 2 \) is a natural number, define \( g \in L^2(\mathbb{R}) \) by

\[
g(t) := \left( \frac{\sin(2\pi t)}{t} \right)^\alpha.
\]
Then, we have $\text{supp } \hat{g} = [-2\pi \alpha, 2\pi \alpha]$. Furthermore, choose $h \in L^2(\mathbb{R}^{d-1})$ with $\text{supp } h \subset \times_{j = 2}^d [-\sqrt{\lambda}/(2\pi \sqrt{d} \sigma_j), \sqrt{\lambda}/(2\pi \sqrt{d} \sigma_j)]$, and define the function $f \in L^2(\mathbb{R}^d)$ by $f(x) := g(x_1)h(x_2, \ldots, x_d)$. Then,

$$\text{supp } \hat{f} \subset \times_{j = 1}^d \left[-\frac{\sqrt{\lambda}}{2\pi \sqrt{d} \sigma_j}, \frac{\sqrt{\lambda}}{2\pi \sqrt{d} \sigma_j}\right] \subset \mathcal{E}_\lambda,$$

so that $f \in \text{Ran } \mathcal{E}_{H_{d\alpha}(A)}(\lambda)$.

Given $\gamma \in (0, 1)$, let $\omega := \omega_1 \times \mathbb{R}^{d-1}$ with a 1-periodic set $\omega_1 \subset \mathbb{R}$ such that $\omega_1 \cap [-1/2, 1/2] = [-1/2, (-1 + \gamma)/2] \cup [(1 - \gamma)/2, 1/2]$. Then, $\omega_1$ is $(\gamma, 1)$-thick in $\mathbb{R}$ and, thus, $\omega$ is $(\gamma, 1)$-thick in $\mathbb{R}^d$.

With $2\alpha - 2 \geq 2$ and $\|g\|_{L^2(\mathbb{R})} \geq 1$, a calculation as in [8, Example 2.6] shows that

$$\|g\|_{L^2(\omega)} \leq 2\pi^2(3\pi \gamma)^{2\alpha - 2} \leq (3\sqrt{2\pi \gamma})^{2\alpha - 2}\|g\|_{L^2(\mathbb{R})}^2.$$

By separation of variables and together with Corollary 1.7 this yields

$$\left(\frac{\gamma}{K^d}\right)^{2\alpha - 2}\|f\|_{L^2(\mathbb{R}^d)} \leq \|f\|_{L^2(\omega)} \leq \left(\frac{\gamma}{1/(3\sqrt{2\pi})}\right)^{2\alpha - 2}\|f\|_{L^2(\mathbb{R}^d)}.$$

Hence, the term $\gamma \sqrt{\log \min \sigma}$ in this bound is indeed optimal.

1.2.3. The harmonic oscillator. Let $H_\Omega = -\Delta + |x|^2$ be the Dirichlet or Neumann realisation of the differential expression

$$-\Delta + |x|^2$$

as a non-negative self-adjoint operator on $L^2(\Omega)$ defined as a form sum. In this framework, we establish in Proposition 2.1 below the Bernstein-type inequality (1.5) with

$$C_B(m, \lambda) = (2\delta)^2 m e^{\epsilon/4(2\alpha)}(m!)^2 e^{2\sqrt{\lambda} \delta}, \quad \lambda \geq 0,$$

where $\delta > 0$ is a fixed chosen parameter, for the following domains:

- generalised rectangles $\times_{j = 1}^d (a_j, b_j)$ with $a_j, b_j \in [0, \pm \infty], a_j < b_j$;
- the sector $\Sigma_{\pi/4} \subset \mathbb{R}^2$;
- finite Cartesian products of $\Sigma_{\pi/4}$ and generalised rectangles of the above form.

This builds upon and extends the case of the whole space $\Omega = \mathbb{R}^d$ studied in [4]; note that here each spectral subspace $\text{Ran } \mathcal{E}_{H_{d\alpha}(A)}(\lambda)$ describes certain finite linear combinations of the standard Hermite functions. The resulting quantity $h(\lambda)$ from (1.4) now reads

$$h(\lambda) = e^{\epsilon/(2\delta^2)} e^{\sqrt{\lambda}/2} \sum_{m \in \mathbb{N}_0} (2\delta)^m (m! \|l\|_1)^m.$$  

Choosing $\delta := 1/(4\|l\|_1)$ leads to $20\delta\|l\|_1 = 1/2$, and consequently to

$$\log h(\lambda) = \log 2 + \frac{\epsilon}{2\delta^2} + \frac{\sqrt{\lambda}}{\delta} = \log 2 + 800\epsilon\|l\|_1^2 + 40\|l\|_1\sqrt{\lambda}.$$

Combining this again with Lemma 1.4 and the asymptotic formula for $\tau_d$, we obtain from Theorem 1.2 the following statement for the harmonic oscillator.

**Corollary 1.9.** Let $H_\Omega$ be the harmonic oscillator on one of the above mentioned domains. Then, we have

$$\|f\|_{L^2(\Omega)} \leq \left(\frac{K^d}{\gamma}\right)^{2\alpha} \|f\|_{L^2(\omega)}$$

for all $f \in \text{Ran } \mathcal{E}_{H}(\lambda), \lambda \geq 0$, and every $(\gamma, \rho)$-thick set $\omega$ in $\Omega$, where $K > 0$ is a universal constant.
It is interesting to note that in [4] the authors obtain for the case $\Omega = \mathbb{R}^d$ the constant

$$\frac{8}{\gamma} \left( \frac{K_d}{\gamma} \right)^{\frac{1}{2}} \log \left( \frac{\gamma}{\log \gamma} \right)$$

with $C_1(d), C_2(d) > 0$ depending on the dimension $d$. Although this is essentially compatible with the corollary above, it shows some discrepancies, mainly in the dependence on $\rho$, and the dependence on the dimension $d$ is not explicit. This is due to the technical differences in the proof. Indeed, while the proof in [4] is again inspired by the work of Kovrijkine and essentially follows the same strategy as our proof presented in Section 3 below, some of the arguments are carried out differently. For example, a different definition for good and bad elements of the covering (cf. Section 3.3 below) is used, as well as a slightly different approach to the proof of the local estimate in Lemma 3.5 below making use of a Sobolev embedding.

2. Bernstein-type inequalities

In this section we discuss approaches to verify Bernstein-type inequalities of the form (1.5). Some of these approaches are direct (Section 2.1) and some derive such inequalities from other situations, for instance, by taking Cartesian products (Section 2.2) or by applying linear transformations (Section 2.3). Finally, we combine these considerations in Section 2.4 to prove the Bernstein-type inequalities for the situations mentioned in Section 1.2.

In the following, it is convenient to mostly avoid the reference to $H$ and $\lambda$ in the notations. This makes it, however, necessary to slightly adapt the notion of a Bernstein-type inequality: We say that a function $f \in W^{k,2}(\Omega)$ satisfies a Bernstein-type inequality with respect to $C_B$ if

$$\sum_{|\alpha| = m} \frac{1}{\alpha!} \| \partial^\alpha f \|_{L^2(\Omega)}^2 \leq \frac{C_B(m)}{m!} \| f \|_{L^2(\Omega)}^2$$

for all $m \in \mathbb{N}_0$.

2.1. A criterion for Bernstein. The following result applies to certain classes of functions in $W^{k,2}(\Omega)$ and allows us to check directly the validity of Bernstein-type inequalities in the context of spectral subspaces for the pure Laplacian. It also provides sharp Bernstein constants in these situations.

**Lemma 2.1.** Let $\mathcal{M} \subset W^{k,2}(\Omega)$ be a subset that is invariant for the differential expression $-\Delta$, that is, $-\Delta f \in \mathcal{M}$ for all $f \in \mathcal{M}$. Furthermore, suppose that

$$\sum_{|\alpha| = m} \frac{1}{\alpha!} \sum_{j=1}^d \langle \partial_j \partial^\alpha f, \partial_j \partial^\alpha g \rangle_{L^2(\Omega)} = \sum_{|\alpha| = m} \frac{1}{\alpha!} \langle \partial^\alpha f, (-\Delta) \partial^\alpha g \rangle_{L^2(\Omega)}$$

for all $m \in \mathbb{N}_0$ and all $f, g \in \mathcal{M}$. Then,

$$\sum_{|\alpha| = m} \frac{1}{\alpha!} \langle \partial^\alpha f, \partial^\alpha g \rangle_{L^2(\Omega)} = \frac{1}{m!} \langle f, (-\Delta)^m g \rangle_{L^2(\Omega)} \quad \forall f, g \in \mathcal{M} \quad \forall m \in \mathbb{N}_0.$$
Since $-\Delta g \in \mathcal{M}$ by hypothesis, we then have
\[
\frac{1}{(m+1)!} \langle f, (-\Delta)^{m+1} g \rangle_{L^2(\Omega)} = \frac{1}{(m+1)!} \langle f, (-\Delta)^m (-\Delta g) \rangle_{L^2(\Omega)} = \frac{1}{m+1} \sum_{|\beta| = m} \frac{1}{\beta!} \langle \partial^\beta f, \partial^\beta (-\Delta g) \rangle_{L^2(\Omega)} = \frac{1}{m+1} \sum_{|\beta| = m} \frac{1}{\beta!} \langle \partial^\beta f, (-\Delta)^\beta g \rangle_{L^2(\Omega)} \]
\[
= \frac{1}{m+1} \sum_{|\beta| = m} \frac{1}{\beta!} \langle \partial^\beta f, (-\Delta)^\beta g \rangle_{L^2(\Omega)} \]
which proves the claim. 

It is worth to note that the formulation of above statement avoids any regularity assumption on the domain $\Omega$. If, however, $\Omega$ is sufficiently regular, the hypothesis (2.1) of Lemma 2.1 may be verified by taking care of suitable boundary integrals:

**Remark 2.2.** If $\Omega$ admits an integration by parts formula (for example, if $\Omega$ has Lipschitz boundary), equation (2.1) is by Green’s formula equivalent to

\[
\sum_{|\alpha| = m} \frac{1}{\alpha!} \int_{\Omega^2} \partial^\alpha f(x) \frac{\partial}{\partial \nu} \partial^\alpha g(x) \, d\sigma(x) = 0
\]

for all $m \in \mathbb{N}_0$ and all $f, g \in \mathcal{M}$.

### 2.2. Cartesian products

In this subsection, we discuss situations in which relation (2.2) can be lifted to Cartesian products.

Consider $\Omega = \Omega_1 \times \Omega_2 \subset \mathbb{R}^d$ with domains $\Omega_1 \subset \mathbb{R}^{d_1}$ and $\Omega_2 \subset \mathbb{R}^{d_2}$, $d_1 + d_2 = d$. We assume that at least one of the two Laplacians $-\Delta_{\Omega_1}$ and $-\Delta_{\Omega_2}$ has purely discrete spectrum, say $-\Delta_{\Omega_1}$. This holds, for instance, if $\Omega_1$ is a bounded Lipschitz domain.

Using the language of tensor products (see, e.g., [33, Section 7.5] and also [37, Section 8.5]), the product structure of $\Omega$ guarantees that

\[
-\Delta_{\Omega} = (-\Delta_{\Omega_1}) \otimes I_2 + I_1 \otimes (-\Delta_{\Omega_2}),
\]

where $I_j$ denotes the identity operator on $L^2(\Omega_j)$, $j \in \{1, 2\}$. Set

\[
\mathcal{M} := \bigcup_{\lambda \geq 0} \text{Ran} \mathcal{E}_{-\Delta_{\Omega}}(\lambda) \quad \text{and} \quad \mathcal{M}_j := \bigcup_{\lambda \geq 0} \text{Ran} \mathcal{E}_{-\Delta_{\Omega_j}}(\lambda), \ j \in \{1, 2\}.
\]

With this notational setup, we obtain the following result, a variant of which (for $m = 2$) has previously been discussed in [33, Proposition 4.1]; cf. also Remark 2.4 below.

**Lemma 2.3.** If for $j \in \{1, 2\}$ we have $\mathcal{M}_j \subset W^{\infty, 2}(\Omega_j)$ with

\[
\sum_{|\alpha| = m} \frac{1}{\alpha!} \langle \partial^\alpha f, \partial^\alpha g \rangle_{L^2(\Omega_j)} = \frac{1}{m!} \langle f, (-\Delta_{\Omega_j})^m g \rangle_{L^2(\Omega_j)} \quad \forall \ f, g \in \mathcal{M}_j \ \forall \ m \in \mathbb{N}_0,
\]
then $\mathcal{M} \subset W^{\infty, 2}(\Omega)$ and

\[
\sum_{|\alpha| = m} \frac{1}{\alpha!} \langle \partial^\alpha f, \partial^\alpha g \rangle_{L^2(\Omega)} = \frac{1}{m!} \langle f, (-\Delta_{\Omega})^m g \rangle_{L^2(\Omega)} \quad \forall \ f, g \in \mathcal{M} \ \forall \ m \in \mathbb{N}_0.
\]
Proof. We first consider functions \( f = \phi \otimes \tilde{\psi}, g = \tilde{\phi} \otimes \psi \in W^{2,2}(\Omega) \) with \( \phi, \tilde{\phi} \in \mathcal{M}_1 \) and \( \psi, \tilde{\psi} \in \mathcal{M}_2 \). For all \( m \in \mathbb{N}_0 \), we then have
\[
\sum_{|\alpha|=m} \frac{1}{\alpha!} \langle \partial^\alpha f, \partial^\alpha g \rangle_{L^2(\Omega)} = \sum_{|\alpha|=m} \frac{1}{\alpha!} \langle \partial^\alpha \phi, \partial^\alpha \tilde{\phi} \rangle_{L^2(\Omega_1)} \sum_{|\gamma|=m} \frac{1}{\gamma!} \langle \tilde{\gamma} \tilde{\psi}, \tilde{\gamma}^\top \tilde{\psi} \rangle_{L^2(\Omega_2)} \\
= \sum_{|\alpha|=m} \frac{1}{\alpha!} \langle \phi, (-\Delta_{\Omega_1})^k \tilde{\phi} \rangle_{L^2(\Omega_1)} \frac{1}{(m-k)!} \langle \tilde{\psi}, (-\Delta_{\Omega_2})^{m-k} \tilde{\psi} \rangle_{L^2(\Omega_2)} \\
= \frac{1}{m!} \sum_{k=0}^m \binom{m}{k} \langle f, (-\Delta_{\Omega_1})^k \tilde{\phi} \otimes (-\Delta_{\Omega_2})^{m-k} \tilde{\psi} \rangle_{L^2(\Omega)} \\
= \frac{1}{m!} \langle f, (-\Delta_{\Omega})^m g \rangle_{L^2(\Omega)},
\]
where for the last equality we have taken into account \([24]\) and \([33]\) Eq. (7.44).

In order to conclude the proof, by sesquilinearity it now suffices to show that each function in \( \mathcal{M} \) is a finite sum of elementary tensors of the above form. To this end, let \( f \in \mathcal{E}_{-\Delta_{\Omega}}(\lambda) \) for some \( \lambda \geq 0 \), and recall that \( -\Delta_{\Omega_1} \) is assumed to have purely discrete spectrum. Due to the tensor structure \([24]\) of \( -\Delta_{\Omega} \), we then have
\[
\langle f, g \rangle_{L^2(\Omega)} = \langle P_{\mu} f, P_{\mu} g \rangle_{L^2(\Omega)} = \sum_{\mu \leq \lambda} P_{\mu} \mathcal{E}_{-\Delta_{\Omega_2}}(\lambda - \mu),
\]
where \( P_{\mu} \) is the orthogonal projection onto the kernel of \( -\Delta_{\Omega_1} - \mu \), see \([33]\) Theorem 8.34 and Exercise 8.21]. Writing \( f(x, y) = \sum_k \langle f(\cdot, y), \phi_k \rangle_{L^2(\Omega_2)} \phi_k(x) \) with an orthonormal family \( \{\phi_k\} \) of eigenfunctions for \( -\Delta_{\Omega_1} \) with corresponding eigenvalues \( \lambda_k \), we then infer from \((2.5)\) that
\[
f = \sum_{\lambda_k \leq \lambda} \phi_k \otimes \psi_k \quad \text{with suitable} \quad \psi_k \in \text{Ran} \mathcal{E}_{-\Delta_{\Omega_2}}(\lambda - \lambda_k) \subset \mathcal{M}_2,
\]
which completes the proof. \( \square \)

Remark 2.4. Note that for \( m = 2 \) the identities in Lemma \(2.3\) can be written as
\[
\sum_{|\alpha|=2} \frac{1}{\alpha!} \langle \partial^\alpha f, \partial^\alpha g \rangle_{L^2(\Omega)} = \frac{1}{2} \langle (-\Delta_{\Omega}) f, (-\Delta_{\Omega}) g \rangle_{L^2(\Omega)}
\]
for \( f, g \in \mathcal{M} \), and analogously for \( -\Delta_{\Omega_j} \), which clearly extend to all elements \( f, g \) from the respective operator domains by approximation. In particular, the domain of \( \Delta_{\Omega} \) belongs to \( W^{2,2}(\Omega) \), and the Sobolev norm of second order for elements of the domain can be estimated by the graph norm of \( \Delta_{\Omega} \). This is the essence of \([33]\) Proposition 4.1. The corresponding proof there is simpler since one does not have to revert to the subspaces \( \mathcal{M}_j \subset W^{2,2}(\Omega_j) \) and \( \mathcal{M} \subset W^{2,2}(\Omega) \), respectively. As a consequence, one does also not have to rely on purely discrete spectrum of one of the \( -\Delta_{\Omega_j} \).

2.3. Transformation of Bernstein sums. In the following, we identify a matrix in \( \mathbb{R}^{d \times d} \) with the corresponding induced linear mapping on \( \mathbb{R}^d \) with respect to the standard basis.

Lemma 2.5. Let \( P \in \mathbb{R}^{d \times d} \) be symmetric and positive definite, and suppose that the function \( f \in \mathcal{E}_{-\Delta_{\Omega}}(\Omega) \) satisfies a Bernstein-type inequality with respect to \( \mathcal{C}_B : \mathbb{N}_0 \rightarrow (0, \infty) \). Then, \( f \in \mathcal{E}_{-\Delta_{\Omega}}(\Omega) \) satisfies a Bernstein-type inequality with respect to \( \mathcal{C}_B : \mathbb{N}_0 \rightarrow (0, \infty) \) given by \( \mathcal{C}_B(m) = \mathcal{C}_B(m)/p_{\text{min}}, \) where \( p_{\text{min}} \) is the smallest eigenvalue of \( P \).
Proof. It follows from Lemma 2.6(b) that for each \( m \in \mathbb{N}_0 \) we have

\[
\sum_{|\alpha|=m} \frac{1}{\alpha!} \|\partial^\alpha f\|_{L^2(\Omega)}^2 \lesssim \frac{\det P}{\rho_{\min}^m} \sum_{|\alpha|=m} \frac{1}{\alpha!} \|\partial^\alpha (f \circ P)\|_{L^2(P^{-1}(\Omega))}^2 \lesssim \tilde{C}_B(m) \frac{\det P}{\rho_{\min}^m m!} \|f\|_{L^2(\Omega)}^2.
\]

We now consider the extension of functions by single or multiple reflections:

Let \( M : \mathbb{R}^d \rightarrow \mathbb{R}^d \) be the reflection with respect to any hyperplane in \( \mathbb{R}^d \). Let further \( \Omega, \tilde{\Omega} \subset \mathbb{R}^d \) be domains such that \( \tilde{\Omega} \) is symmetric with respect to \( M \) and \( \Omega \) belongs to one of the two (open) half-spaces defined by the reflection. We define the extension operator \( X : L^2(\Omega) \rightarrow L^2(\tilde{\Omega}) = L^2(\Omega) \oplus L^2(M(\Omega)) \) by

\[
Xf := f \oplus \mu(f \circ M)
\]

with \( \mu = -1 \) for an antisymmetric and \( \mu = 1 \) for a symmetric reflection. We now immediately obtain the following result.

Lemma 2.6. Let \( M, \Omega, \tilde{\Omega}, \) and \( X \) be as above, and let \( f, g \in L^2(\Omega) \). If both \( Xf, Xg \in W^{\infty, 2}(\Omega) \), then also \( f, g \in W^{\infty, 2}(\Omega) \), and for all \( m \in \mathbb{N}_0 \) we have

\[
\sum_{|\alpha|=m} \frac{1}{\alpha!} \|\partial^\alpha (Xf)\|_{L^2(\tilde{\Omega})}^2 = 2 \sum_{|\alpha|=m} \frac{1}{\alpha!} \langle \partial^\alpha f, \partial^\alpha g \rangle_{L^2(\Omega)}.
\]

In particular, if \( Xf \in W^{\infty, 2}(\tilde{\Omega}) \) satisfies a Bernstein-type inequality with respect to \( C_B : \mathbb{N}_0 \rightarrow (0, \infty) \), then also \( f \in W^{\infty, 2}(\Omega) \) does.

Proof. Since \( f = (Xf)|_\Omega \), we clearly have \( f \in W^{\infty, 2}(\Omega) \) if \( Xf \in W^{\infty, 2}(\Omega) \), and the same holds for \( g \) instead of \( f \). It now follows from part (a) of Lemma 2.2 that

\[
\sum_{|\alpha|=m} \frac{1}{\alpha!} \langle \partial^\alpha f \circ M, \partial^\alpha g \circ M \rangle_{L^2(M(\Omega))} = \sum_{|\alpha|=m} \frac{1}{\alpha!} \langle \partial^\alpha f, \partial^\alpha g \rangle_{L^2(\Omega)}
\]

for all \( m \in \mathbb{N}_0 \). In light of \( \partial^\alpha (Xf) = \partial^\alpha f \circ \partial^\alpha (f \circ M) \) for all \( \alpha \in \mathbb{N}_0^d \), this proves the stated identity.

Finally, if \( Xf \in W^{\infty, 2}(\tilde{\Omega}) \) satisfies a Bernstein-type inequality with respect to \( C_B : \mathbb{N}_0 \rightarrow (0, \infty) \), then for all \( m \in \mathbb{N}_0 \) we have

\[
\sum_{|\alpha|=m} \frac{1}{\alpha!} \|\partial^\alpha f\|_{L^2(\Omega)}^2 \leq \frac{1}{2} \sum_{|\alpha|=m} \frac{1}{\alpha!} \|\partial^\alpha (Xf)\|_{L^2(\tilde{\Omega})}^2 \leq \frac{1}{2} \frac{C_B(m)}{m!} \|Xf\|_{L^2(\tilde{\Omega})}^2 = \frac{C_B(m)}{m!} \|f\|_{L^2(\Omega)}^2,
\]

which completes the proof.

As an example of extensions by multiple reflections, we consider the successive reflection of a sector \( S_\theta = \{(x_1, x_2) \in (0, \infty)^2 : x_2 < x_1 \tan \theta \} \subset \mathbb{R}^2 \) of angle \( \theta = \pi/n, \ n \in \mathbb{N}, \ n \geq 3, \) to \( \mathbb{R}^2 \).

Let \( R : \mathbb{R}^2 \rightarrow \mathbb{R}^2 \) be the rotation by angle \( \theta = \pi/n \) around the origin, and let \( M : \mathbb{R}^2 \rightarrow \mathbb{R}^2 \) be the reflection with respect to the second coordinate. Define \( M_k : \mathbb{R}^2 \rightarrow \mathbb{R}^2 \) for \( k = 1, \ldots, 2n-1 \) by \( M_k := M_k \circ \cdots \circ M_1 \); note that \( M_k \) represents the reflection with respect to \( R_k(\mathbb{R}^2 \times \{0\}) \). With the identity \( L^2(\mathbb{R}^2) = L^2(S_\theta) \oplus L^2(K_1(S_\theta)) \oplus \cdots \oplus L^2(K_{2n-1}(S_\theta)) \), we define the extension operator \( X : L^2(S_\theta) \rightarrow L^2(\mathbb{R}^2) \) by

\[
Xf := f \oplus \mu(f \circ K_1^{-1}) \oplus \cdots \oplus \mu^{2n-1}(f \circ K_{2n-1}^{-1})
\]

with \( \mu = -1 \) for antisymmetric and \( \mu = 1 \) for symmetric reflections. The following result formulates an analogue of Lemma 2.6 in this situation. Its proof is very
similar to the one of the latter (with each \( K_k \) playing the role of \( M \)) and is hence omitted here.

**Lemma 2.7.** Let \( X : L^2(S_0) \to L^2(\mathbb{R}^2) \) be defined as in (2.6), and let \( f, g \in L^2(S_0) \). If both \( Xf, Xg \in W^{\infty, 2}(\mathbb{R}^2) \), then also \( f, g \in W^{\infty, 2}(\mathbb{R}^2) \), and for all \( m \in \mathbb{N}_0 \) we have

\[
\sum_{|\alpha| = m} \frac{1}{\alpha!} \langle \partial_\alpha f, \partial_\alpha g \rangle_{L^2(\mathbb{R}^2)} = 2m \sum_{|\alpha| = m} \frac{1}{\alpha!} \langle \partial_\alpha f, \partial_\alpha g \rangle_{L^2(S_0)}.
\]

The above can easily be modified to allow also Cartesian products with a fixed domain \( \Omega \subset \mathbb{R}^d \). More precisely, for \( k = 1, \ldots, 2n - 1 \) set \( K_k' := K_k \oplus \text{Id} \), where \( \text{Id} \) denotes the identity mapping on \( \mathbb{R}^d \), and define \( X : L^2(S_0 \times \Omega) \to L^2(\mathbb{R}^2 \times \Omega) \) by

\[
Xf := f \oplus \mu(f \circ K_1' \oplus \cdots \oplus \mu^{2n-1}(f \circ K_{2n-1}')
\]

with \( \mu \in \{ \pm 1 \} \) as above. For future reference, we formulate the following variant of Lemma 2.7, the proof of which we likewise skip.

**Lemma 2.8.** Let \( X : L^2(S_0 \times \Omega) \to L^2(\mathbb{R}^2 \times \Omega) \) be defined as in (2.7), and let \( f, g \in L^2(S_0 \times \Omega) \). If \( Xf, Xg \in W^{\infty, 2}(\mathbb{R}^2 \times \Omega) \), then also \( f, g \in W^{\infty, 2}(\mathbb{R}^2 \times \Omega) \), and for all \( m \in \mathbb{N}_0 \) we have

\[
\sum_{|\alpha| = m} \frac{1}{\alpha!} \langle \partial_\alpha f, \partial_\alpha g \rangle_{L^2(\mathbb{R}^2 \times \Omega)} = 2m \sum_{|\alpha| = m} \frac{1}{\alpha!} \langle \partial_\alpha f, \partial_\alpha g \rangle_{L^2(S_0 \times \Omega)}.
\]

### 2.4. Applications

We now use the above considerations to show Bernstein-type inequalities in the situations mentioned in Section 1.2. Here, taking into account that the inequality \( \langle f, (-\Delta) \rangle^m f \leq \lambda^m \| f \|^2_{L^2(\Omega)} \) holds for all \( f \in \text{Ran} (-\Delta_\Omega)(\lambda), \lambda \geq 0, \) by functional calculus, the relation

\[
\sum_{|\alpha| = m} \frac{1}{\alpha!} \langle \partial_\alpha f, \partial_\alpha g \rangle_{L^2(\Omega)} = \frac{1}{m!} \langle f, (-\Delta)^m g \rangle_{L^2(\Omega)}
\]

for \( f, g \in \text{Ran} E_{-\Delta_\Omega}(\lambda), \lambda \geq 0, \) plays a crucial role. It can be established on certain domains directly via Lemma 2.4. Bernstein-type inequalities in other situations can then be deduced from this by taking Cartesian products (Lemma 2.6), by rescaling (Corollary 2.5), or by single or multiple reflections (Lemmas 2.6, 2.7, and 2.8). The latter requires that certain transformed functions \( Xf \) with \( f \in \text{Ran} E_{H_\Omega}(\lambda) \) are elements of a spectral subspace for the pure Laplacian on some other domain \( \hat{\Omega} \) where relation (2.6) is known to hold or, at least, some Bernstein-type inequality is available. An abstract framework for this is provided by the following result extracted from [3] Lemma 3.3.

**Lemma 2.9.** Let \( H \) and \( \hat{H} \) be lower semibounded self-adjoint operators on Hilbert spaces \( \mathcal{H} \) and \( \hat{\mathcal{H}} \), respectively, and let \( X : \mathcal{H} \to \hat{\mathcal{H}} \) be a bounded linear operator such that \( \hat{H} X \supset X H \), that is, \( X f \in \mathcal{D}(\hat{H}) \) and \( \hat{H} X f = X H f \) for all \( f \in \mathcal{D}(H) \). Then, the spectral families \( E_{H_\Omega} \) and \( E_{\hat{H}_\Omega} \) associated with \( \hat{H} \) and \( H \), respectively, satisfy

\[
E_{\hat{H}_\Omega}(\lambda) X = X E_{H_\Omega}(\lambda) \quad \forall \lambda \in \mathbb{R}.
\]

Note that relation (2.9) indeed ensures that \( X f \in \text{Ran} E_{\hat{H}_\Omega}(\lambda) \) if \( f \in \text{Ran} E_{H_\Omega}(\lambda) \). The required extension relation \( \hat{H} X \supset X H \) can usually be conveniently verified in terms of the associated forms: Let \( \mathcal{H} \) and \( \hat{\mathcal{H}} \) denote the sesquilinear forms associated with \( H \) and \( \hat{H} \), respectively. Then, the relation \( \hat{H} X \supset X H \) holds if

\[
\hat{b}[X f, g] = b[f, X^* g] \quad \forall f \in \mathcal{D}(\mathcal{H}), \forall g \in \mathcal{D}(\hat{\mathcal{H}}),
\]

which implicitly requires that \( X \) maps \( \mathcal{D}(\mathcal{H}) \) into \( \mathcal{D}(\hat{\mathcal{H}}) \) and \( X^* \) maps \( \mathcal{D}(\hat{\mathcal{H}}) \) into \( \mathcal{D}(\mathcal{H}) \). Although this approach formally allows to handle fairly general operators
\( H \) and \( \tilde{H} \) in the context of Lemma 2.8, we treat below only those specific cases of interest for our intended applications.

We first treat the case of single reflections: Let \( M \) and \( X : L^2(\Omega) \to L^2(\tilde{\Omega}) \) be as in Lemma 2.7 and consider the pure Laplacians \(-\Delta_{\Omega}\) and \(-\Delta_{\tilde{\Omega}}\), both sharing the same type of boundary conditions (Dirichlet or Neumann). The desired relation \((-\Delta_{\tilde{\Omega}})X \supset X(-\Delta_{\Omega})\) then follows from the more general considerations in [9, Section 4], where the corresponding relation (2.10) has been established for uniformly elliptic divergence-type operators including an additive bounded potential (upon a suitable extension of the coefficients to \( \tilde{\Omega} \)). In particular, it has been shown in [9, Lemma 4.1] that \( X \) and \( X^* \) map the form domains of \(-\Delta_{\Omega}\) and \(-\Delta_{\tilde{\Omega}}\) (that is, \( H^1_0 \) or \( H^1 \), depending on the boundary conditions) appropriately as indicated in (2.10). Hence, Lemma 2.9 can be applied in this situation. Consequently, if \( Xf, Xg \in \text{Ran}_{-\Delta_{\Omega}}(\lambda) \) with \( f, g \in \text{Ran}_{-\Delta_{\tilde{\Omega}}}(\lambda) \) satisfy relation (2.8) on \( \tilde{\Omega} \), then by Lemmas 2.6 and 2.9 we have

\[
\frac{1}{m!} \langle f, (-\Delta_{\tilde{\Omega}})^m g \rangle_{L^2(\tilde{\Omega})} = \frac{1}{2m!} \langle Xf, X(-\Delta_{\Omega})^m g \rangle_{L^2(\tilde{\Omega})} = \frac{1}{2m!} \langle Xf, (-\Delta_{\tilde{\Omega}})^m Xg \rangle_{L^2(\tilde{\Omega})} = \frac{1}{2} \sum_{|\alpha|=m} \frac{1}{\alpha!} \langle \partial^{\alpha} (Xf), \partial^{\alpha} (Xg) \rangle_{L^2(\tilde{\Omega})} = \sum_{|\alpha|=m} \frac{1}{\alpha!} \langle \partial^{\alpha} f, \partial^{\alpha} g \rangle_{L^2(\Omega)}
\]

(2.11)

for all \( m \in \mathbb{N}_0 \), so that \( f, g \) satisfy relation (2.8) on \( \Omega \).

The considerations in [9, Section 4] used to prove (2.10) for single reflections mainly involve integration by parts and change of variables. It is not hard to adapt them to the case of multiple reflections as in Lemmas 2.7 and 2.8. We will not perform this adaptation here and just take the corresponding variant of (2.11) (with 1/2 replaced by \((1/2n)\)) then holds as well.

We are now ready to prove relation (2.8) for the domains mentioned in Section 1.2.1.

**Proposition 2.10.** Let \( \Omega \) be one of the following domains:

(i) a generalised rectangle \( \times_{j=1}^d (a_j, b_j) \subset \mathbb{R}^d \) with \(-\infty \leq a_j < b_j \leq \infty \) for all \( j = 1, \ldots, d \);

(ii) an equilateral triangle in \( \mathbb{R}^2 \);

(iii) an isosceles right-angled or an hemiequilateral triangle in \( \mathbb{R}^2 \);

(iv) a sector \( S_\theta \subset \mathbb{R}^2 \) with angle \( \theta = \pi/n \), \( n \in \mathbb{N} \), \( n \geq 3 \);

(v) any finite Cartesian product of the above.

Then, \( \text{Ran}_{-\Delta_{\Omega}}(\lambda) \subset W^{\infty, 2}(\Omega) \) for all \( \lambda \geq 0 \), and relation (2.8) holds for all \( f, g \in \text{Ran}_{-\Delta_{\tilde{\Omega}}}(\lambda) \) and all \( m \in \mathbb{N}_0 \).

**Proof.** (i). By translation, we may assume that each semibounded coordinate \((a_j, b_j)\) is of the form \((0, \infty)\) or \((-\infty, 0)\). We may then reflect this coordinate to the whole axis \( \mathbb{R} \) by means of Lemma 2.6. In light of the above considerations, this reduces generalised rectangles to the three particular cases of \( \mathbb{R}^d \), hyperrectangles, and Cartesian products of these two. The latter are covered by Lemma 2.3 as soon as the first two cases are established.

For \( \mathbb{R}^d \), we may apply Lemma 2.1 with \( \mathcal{M} \) being the Schwartz space; cf. also Remark 2.2. It only remains to recall that by Fourier transform each \( \text{Ran}_{-\Delta_{\tilde{\Omega}}}(\lambda) \) is contained in the Schwartz space.
Hyperrectangles can be reduced to the case of one dimensional bounded intervals \((a, b)\) by Lemma 2.3. Here, all eigenfunctions of the negative second derivative on \((a, b)\) with Dirichlet or Neumann boundary conditions are sine or cosine functions and, thus, clearly belong to \(W^{2,2}(a, b)\). By (sesqui-)linearity, it now suffices to observe that the one dimensional variant of (2.3) holds for all eigenfunctions; in fact, for each choice of eigenfunctions \(f, g\) we clearly have

\[
f^{(m)}(x)g^{(m+1)}(x) = 0, \quad x \in \{a, b\}, \quad m \in \mathbb{N}_0.
\]

This allows us to apply Lemma 2.4 for the respective spectral subspaces, which concludes the proof of case (i).

(ii). The Dirichlet and Neumann eigenfunctions for the Laplacian on an equilateral triangle are explicitly known to be certain trigonometric functions, see, e.g., [30]. In particular, they belong to \(W^{2,2}(\Omega)\), have a smooth extension to the whole plane \(\mathbb{R}^2\), and \(-\Delta_\Omega\) acts on them as the differential expression \(-\Delta\). In view of Lemma 2.3 and Remark 2.2, it therefore suffices to show that

\[
\sum_{|\alpha|=m} \frac{1}{\alpha!} (\partial^{\alpha} f) (\partial^{\alpha} g) = 0 \quad \text{a.e. on } \partial \Omega
\]

for all eigenfunctions \(f, g\) of \(-\Delta_\Omega\) and all \(m \in \mathbb{N}\). This, in turn, holds by Lemma A.1 if

\[
(\partial^{\alpha_1} \partial^{\alpha_2} f) \cdot (\partial^{\alpha_1} \partial^{\alpha_2} g) = 0 \quad \text{a.e. on } \partial \Omega
\]

for all \(\alpha = (\alpha_1, \alpha_2) \in \mathbb{N}_0^2\).

Let \((\nu_1, \nu_2)\) be a fixed orthonormal basis of \(\mathbb{R}^2\). If \(f\) is an eigenfunction with eigenvalue \(p \geq 0\), the rotation symmetry of the Laplacian gives

\[
\partial_{\nu_2} f = \Delta f - \partial_{\nu_1} f = -pf - \partial_{\nu_1} f
\]

and, by induction,

\[
\partial_{\nu_1}^{2k} f = (-1)^k \sum_{j=0}^k \binom{k}{j} p^{k-j} \partial_{\nu_1}^{2j} f
\]

for all \(k \in \mathbb{N}_0\).

Suppose that \(f\) satisfies Dirichlet boundary conditions. Since the outward unit normal \(\nu\) on \(\partial \Omega\) is locally constant, we then have \(\partial_{\nu} f = 0\) almost everywhere on \(\partial \Omega\) for all \(j \in \mathbb{N}_0\) and, moreover, we may locally choose \((\nu_1, \nu_2) = (\nu^\perp, \nu)\). If \(\alpha_2 = 2k\) with \(k \in \mathbb{N}_0\) is even, this leads to

\[
\partial_{\nu_1}^{\alpha_1} \partial_{\nu_2}^{\alpha_2} f = (-1)^k \sum_{j=0}^k \binom{k}{j} p^{k-j} \partial_{\nu_1}^{2j} f = 0 \quad \text{a.e. on } \partial \Omega.
\]

If \(\alpha_2\) is odd, then \(\alpha_2 + 1\) is even, and the same argument applied with \(g\) instead of \(f\) yields \(\partial_{\nu_1}^{\alpha_1} \partial_{\nu_2}^{\alpha_2} g = \partial_{\nu_1}^{\alpha_1} \partial_{\nu_2}^{\alpha_2+1} g = 0\) almost everywhere on \(\partial \Omega\). Thus, (2.12) holds for all Dirichlet eigenfunctions \(f, g\) of \(-\Delta_\Omega\).

If \(f\) satisfies Neumann boundary conditions, we analogously have \(\partial_{\nu_1}^{\alpha_1} \partial_{\nu_2}^{\alpha_2} f = 0\) almost everywhere on \(\partial \Omega\) for all \(j \in \mathbb{N}_0\), and (2.12) follows in the same way as for Dirichlet eigenfunctions, but with the cases of \(\alpha_2\) even and odd reversed.

(iii). Both types of triangles are obtained by a single reflection from a square or an equilateral triangle, respectively, which are covered by (i) and (ii), so that case (iii) follows by (2.11).

(iv). This follows immediately from the variant of (2.11) corresponding to the multiple reflections from Lemma 2.7 and part (i) applied for \(\mathbb{R}^2\).

(v). Since sectors and generalised rectangles are the only unbounded domains under consideration and a Cartesian product of generalised rectangles is again a
generalised rectangle, we may first treat Cartesian products with domains from (i)–(iii) by Lemma 2.3. Any further Cartesian products with sectors can then be handled by the variant of (2.11) corresponding to the multiple reflections from Lemma 2.3. This completes the proof. □

Remark 2.11. The proof for equilateral triangles in Proposition 2.10 can be considered as a more sophisticated version of the proof for bounded intervals in (i). In fact, this proof can easily be adapted to handle also every bounded convex polytope in \( \mathbb{R}^d \) for which the corresponding eigenfunctions of the Laplacian belong to \( W^{2,2} \). In this case, each eigenfunction can locally be extended by reflection along every boundary face (where the outward unit normal is constant). The (higher dimensional) variant of (2.12) can then be established with basically the same reasoning. This also gives an alternative proof for the case of hyperrectangles without reverting to Lemma 2.3.

Let us now consider divergence-type operators \( H = H_\Omega(A) \) as in Section 1.2.2 with constant positive definite symmetric matrix \( A \in \mathbb{R}^{d \times d} \). With \( \tilde{\Omega} := A^{-1/2}(\Omega) \), define \( X: L^2(\tilde{\Omega}) \to L^2(\tilde{\Omega}) \) by

\[
Xf := f \circ A^{1/2}.
\]

It is then straightforward to verify that

\[
XH_\Omega(A) \subset X(-\Delta_{\tilde{\Omega}})
\]

via the corresponding relation (2.10), where the Laplacian \(-\Delta_{\tilde{\Omega}}\) is equipped with the same type of boundary conditions as \( H_\Omega(A) \). Consequently, Lemma 2.5 with \( P = A^{1/2} \) yields a Bernstein-type inequality for \( H_\Omega(A) \) on all domains for which \( \tilde{\Omega} = A^{-1/2}(\Omega) \) is one of the domains in Proposition 2.10. A reasonable class of such domains that does not depend on a specific choice of \( A \) is provided in the following result.

Corollary 2.12. Let \( A \in \mathbb{R}^{d \times d} \) be symmetric and positive definite. If

(i) \( \Omega = \mathbb{R}^d \) or \( \Omega \) is a half-space

or

(ii) \( A \) is diagonal and \( \Omega = \times_{j=1}^d (a_j, b_j) \) is a generalised rectangle,

then \( \text{Ran} E_{H_\Omega(A)}(\lambda) \subset W^{2,2}(\Omega) \) for all \( \lambda \geq 0 \), and every \( f \in \text{Ran} E_{H_\Omega(A)}(\lambda) \) satisfies a Bernstein-type inequality with respect to \( C_B(m, \lambda) = (\lambda/\sigma_{\min})^m \), where \( \sigma_{\min} \) is the smallest eigenvalue of \( A \).

Proof. In case of (i), \( A^{-1/2}(\Omega) \) is again \( \mathbb{R}^d \) or a half-space, respectively, which can be handled for the Laplacian by Proposition 2.10(i), upon possibly a global rotation of the coordinate system.

In case of (ii), \( A^{-1/2}(\Omega) \) is again a generalised rectangle, which can likewise be handled for the Laplacian by Proposition 2.10(i). □

We finally discuss the harmonic oscillator \( H_\Omega = -\Delta_{\Omega} + |x|^2 \) as in Section 1.2.3. This is understood as the form sum of \(-\Delta_{\Omega}\) and the densely defined nonnegative closed form

\[
\nu_\Omega[f, g] := \langle |f|, |g| \rangle_{L^2(\Omega)}
\]

defined on \( \mathcal{D}(\nu_\Omega) = \{ f \in L^2(\Omega) : \langle |f| \rangle \in L^2(\tilde{\Omega}) \} \).

We consider the extension by single reflections: Let \( M \) and \( X : L^2(\tilde{\Omega}) \to L^2(\tilde{\Omega}) \) be as in Lemma 2.6. We extend the form \( \nu_\Omega \) by reflection to a densely defined nonnegative closed form \( \nu_{\tilde{\Omega}} \) on \( \mathcal{D}(\nu_{\tilde{\Omega}}) = \{ f \in L^2(\tilde{\Omega}) : f|_{\Omega}, (f \circ M)|_{\tilde{\Omega}} \in \mathcal{D}(\nu_\Omega) \} \) as

\[
\nu_{\tilde{\Omega}}[f, g] = \nu[f|_{\Omega}, g|_{\tilde{\Omega}}] + \nu_\Omega[(f \circ M)|_{\tilde{\Omega}}, (g \circ M)|_{\Omega}].
\]
With the representation $X^*g = (g + \mu(g \circ M))|_\Omega$ for $g \in L^2(\Omega)$ with $\mu \in \{\pm 1\}$ as above, see [1] Section 4], it is then easy to see that $X$ maps $D(v_\Omega)$ into $D(v_\Omega)$, $X^*$ maps $D(v_\Omega)$ into $D(v_\Omega)$, and that

$$v_\Omega[Xf, g] = v_\Omega[f, X^*g] \quad \forall f \in D(v_\Omega), \ g \in D(v_\Omega).$$

If now $M$ is a reflection symmetry of the mapping $\mathbb{R}^d \ni x \mapsto |x|$, and hence $D(v_\Omega)$ agrees with $\{f \in L^2(\Omega) : |f| \in L^2(\Omega)\}$ and $v_\Omega[f, g] = \langle |f|, |g| \rangle_{L^2(\Omega)}$ for $f, g \in D(v_\Omega)$, this establishes relation (2.10) for the harmonic oscillators on $\Omega$ and $\tilde{\Omega}$, respectively; recall here that (2.10) is already known for the pure Laplacians. Thus, we have the extension relation $H_\Omega X \supset X H_\Omega$ in this situation, and we obtain the following result from the Bernstein-type inequality for the harmonic oscillator on $\mathbb{R}^d$.

**Proposition 2.13.** Let $\Omega$ be one of the following domains:

(i) a generalised rectangle of the form $\times_{j=1}^d (a_j, b_j)$ with $a_j, b_j \in \{0, \pm \infty\}$, $a_j < b_j$;

(ii) the sector $S_{\pi/4} \subset \mathbb{R}^2$;

(iii) a finite Cartesian product of the above.

Then, $\text{Ran} \mathbf{E}_{H_\Omega}(\lambda) \subset W^{\infty, 2}(\Omega)$ for all $\lambda \geq 0$, and, for every choice of $\delta > 0$, every function $f \in \text{Ran} \mathbf{E}_{H_\Omega}(\lambda)$ satisfies a Bernstein-type inequality with respect to $C_B(m, \lambda) = (2\lambda)^{2m}e^{2\delta/(m!)}e^{\sqrt{\lambda}/\delta}$.

**Proof.** (i). The above considerations justify to reflect every semibounded coordinate $(a_j, b_j)$ of $\Omega$ to $\mathbb{R}$ by means of Lemma 2.8 cf. the proof of Proposition 2.11(i). This reduces the stated generalised rectangles to the case $\Omega = \mathbb{R}^d$. The latter has essentially been discussed in Proposition 4.3(i) of [1], which we have adapted to our purposes in Proposition 3.1 below.

(ii). We may use Lemma 2.6 to reflect the sector $S_{\pi/4}$ to the quadrant $(0, \infty)^2$, which can be handled by (i).

(iii). Since the Cartesian product of quadrants and generalised rectangles of the form in (i) are again generalised rectangles of the same form, this follows analogously as in (ii). \qed

### 3. Proof of Theorem 1.2

Our main result, Theorem 1.2, follows from a more general statement that can be formulated without an operator theoretic framework and is at its core complex analytic in nature. This allows one to prove the result independently of the specific operator and the chosen boundary conditions at hand. In this regard, we use the adapted notion for Bernstein-type inequalities introduced in Section 2 here.

It is also convenient to drop in this section the parameters $\eta$ and $\ell$ from the notion of coverings: For a domain $\Omega \subset \mathbb{R}^d$ and $\kappa \geq 1$, $l = (l_1, \ldots, l_d) \in (0, \infty)^d$, we call a family $\{Q_j\}_{j \in J}$ of non-empty bounded convex open subsets $Q_j \subset \Omega$, with $J$ a finite or countably infinite index set, a $(\kappa, l)$-covering of $\Omega$ if

(i) $\Omega \setminus \bigcup_{j \in J} Q_j$ has Lebesgue measure zero;

(ii) $\sum_{j \in J} \|g\|_{L^2(Q_j)}^2 \leq \kappa \|g\|_{L^2(\Omega)}^2$ for all $g \in L^2(\Omega)$;

(iii) each $Q_j$ lies in a hyperrectangle with sides of length $l$ parallel to coordinate axes.

Again, the quantity $\kappa$ in (ii) can be interpreted as the maximal essential overlap between the sets $Q_j$.

We now state the general result that is at the core of Theorem 1.2.

**Proposition 3.1.** Let $\Omega \subset \mathbb{R}^d$ be a domain, $\{Q_j\}_{j \in J}$ a $(\kappa, l)$-covering of $\Omega$, and let $f \in W^{\infty, 2}(\Omega)$ satisfy a Bernstein-type inequality with respect to $C_B : \mathbb{N}_0 \to (0, \infty)$
such that
\begin{equation}
\tag{3.1}
h := \sum_{m \in \mathbb{N}_0} C_B(m)^{1/2} \frac{(10\|l\|_1)^m}{m!} < \infty.
\end{equation}

Then, for every measurable subset \( \omega \subset \Omega \) and every choice of linear bijections \( \Psi_j : \mathbb{R}^d \to \mathbb{R}^d \), \( j \in J \), with \( \nu := \inf_{j \in J} |\Psi_j(Q_j \cap \omega)| / \text{diam}(\Psi_j(Q_j))^d > 0 \) we have
\begin{equation}
\tag{3.2}
\|f\|_{L^2(\Omega)}^2 \leq \frac{\nu}{6} \left( \frac{24\text{diam}(\nu)}{\nu} \right)^{2 \frac{d \text{diam}(\nu)}{\nu} + \frac{5}{\nu}} \|f\|_{L^2(\omega)}^2.
\end{equation}

Note that the condition \( \nu > 0 \) in the above result necessarily requires \( \omega \) to have positive measure.

Before we get to the proof of Proposition 3.1, we explain how this leads to Theorem 1.2.

Proof of Theorem 1.2. It is clear that the hypotheses of Proposition 3.1 are satisfied for each \( f \in \text{Ran} \mathcal{E}_H(\lambda) \) with \( C_B(m) = C_B(m, \lambda) \) and \( h = h(\lambda) \). Moreover, choosing the bijective linear mapping \( \Psi_j : \mathbb{R}^d \to \mathbb{R}^d \) according to the \((\kappa, \rho, l, \eta)\)-covering such that \( |\Psi_j(Q_j)| \geq \eta \text{diam}(\Psi_j(Q_j))^d \), for each \( j \in J \) we have
\begin{equation}
\frac{|\Psi_j(Q_j \cap \omega)|}{|Q_j|} \geq \frac{|\Psi_j(Q_j)|}{\text{diam}(\Psi_j(Q_j))^d} \geq \frac{\gamma \rho^d}{l_1 \cdots l_d} \cdot \eta,
\end{equation}
where we used that \( Q_j \) is contained in a hyperrectangle of the form \( y + \times_{j=1}^d (0, l_j) \) and that \( \omega \) is \((\gamma, \rho)\)-thick in \( \Omega \) and each \( Q_j \) contains a hypercube of the form \( x + (0, \rho)^d \). This provides a corresponding lower bound on \( \nu \). The inequality (1.7) is now a direct consequence of (3.2). \( \square \)

The rest of this section is devoted to the proof of Proposition 3.1. This proof is essentially based on [11] and [7], which are in turn inspired by [17, 18]; cf. also [4, 36].

We give a brief outline in advance:

The Bernstein-type inequality together with condition (3.1) ensures that the given function \( f \) is analytic in \( \Omega \), see Lemma 3.2 below. On some of the \( Q_j \) of a specific type, called good elements of the covering, we can even extend \( f \) to an analytic function on a sufficiently large complex neighbourhood of \( Q_j \), which allows to employ methods from complex analysis and obtain a local estimate related to (3.2) on each of such good \( Q_j \), see Lemma 3.3 below. It turns out that the local estimates can be made uniform over the class of good \( Q_j \) and that the contribution of this class is so large that these local estimates can finally be summed up to the desired global estimate (3.2), see Subsection 3.3 below.

3.1. Analyticity. We first show that a Bernstein-type inequality together with condition (3.1) already implies analyticity of the function under consideration. The precise statement reads as follows.

Lemma 3.2. Let \( \Omega \subset \mathbb{R}^d \) be open, and let \( f \in W^{\infty, 2}(\Omega) \) satisfy a Bernstein-type inequality with respect to \( C_B : \mathbb{N}_0 \to (0, \infty) \) such that
\begin{equation}
\tag{3.3}
\sum_{m=0}^{\infty} C_B(m)^{1/2} \frac{r^m}{m!} < \infty
\end{equation}

for some \( r > 0 \). Then, \( f \) is analytic in \( \Omega \), that is, \( f \) can locally be expanded into a convergent power series.

Proof. Without loss of generality, we may assume that \( r < 1 \). Let \( y \in \Omega \), and let \( B = B_r(y) \) be an open ball around \( y \) with \( \varepsilon < r/d \) such that its closure is contained
in $\Omega$. Since $B$ satisfies the cone condition, by Sobolev embedding there exists a constant $c_d > 0$, depending only on the dimension, such that
\[ \|g\|_{L^p(B)} \leq c_d \|g\|_{W^{s,2}(B)} \quad \text{for all} \quad g \in W^{s,2}(B), \]
see, e.g., [1 Theorem 4.12]. Applying this to $g = \partial^\alpha f|_B$ with $|\alpha| = m \in \mathbb{N}_0$, we obtain
\[ \|\partial^\alpha f\|_{L^p(B)}^2 \leq c_d^2 \|\partial^\alpha f\|_{W^{s,2}(B)}^2 \leq c_d^2 \|\partial^\alpha f\|_{L^2(\Omega)}^2 \]
\[ = c_d^2 \sum_{|\beta| \leq d} \|\partial^{\alpha+\beta} f\|_{L^2(\Omega)}^2 \leq c_d^2 \sum_{k=m}^{m+d} \sum_{|\beta| = k} \|\partial^{\beta} f\|_{L^2(\Omega)}^2 \]
\[ \leq c_d^2 \sum_{k=m}^{m+d} \sum_{|\beta| = k} \frac{k!}{\beta!} \|\partial^{\beta} f\|_{L^2(\Omega)}^2 \leq c_d^2 \|f\|_{L^2(\Omega)}^2 \sum_{k=m}^{m+d} C_B(k). \]
Taking into account that $r < 1$, we have
\[ \sum_{k=m}^{m+d} C_B(k)^{1/2} \geq \frac{m+d}{(m+d)!} \sum_{k=m}^{m+d} C_B(k)^{1/2}, \]
so that the above yields
\[ \|\partial^\alpha f\|_{L^p(B)} \leq c_d \|f\|_{L^2(\Omega)} \left( \sum_{k=m}^{m+d} C_B(k)^{1/2} \right)^{1/2} \leq c_d \|f\|_{L^2(\Omega)} \sum_{k=m}^{m+d} C_B(k)^{1/2} \]
\[ \leq c_d \|f\|_{L^2(\Omega)} \left( \sum_{k=m}^{m+d} \frac{1}{(m+d)!} \sum_{k=m}^{m+d} C_B(k)^{1/2} \frac{k!}{k!} \right)^{1/2} \]
\[ \leq c_d \|f\|_{L^2(\Omega)} \left( \sum_{k=m}^{m+d} \frac{1}{(m+d)!} \sum_{k=0}^{\infty} C_B(k)^{1/2} \frac{k!}{k!} \right)^{1/2} \]
In view of [13], this is sufficient to conclude that the Taylor series of $f$ converges absolutely in $B_r(y)$ and agrees with $f$ there, see also [15 Proposition 2.2.10]. Hence, $f$ is analytic in $\Omega$. $\blacksquare$

Remark 3.3. As in the complex analytic case, an analytic function $f : Q \to \mathbb{C}$ on a domain $Q \subset \mathbb{R}^d$ that vanishes on a non-empty open subset $U \subset Q$ must vanish on the whole of $Q$. The proof is essentially the same as for complex analytic functions, cf., e.g., [32 Conclusion 1.2.12].

3.2. The local estimate. For $r > 0$ denote $D(r) := \{ z \in \mathbb{C} : |z| < r \}$. The lemma below is an adjusted version of [13 Lemma 1], where it is presented for functions that are analytic in $D(0,5)$. Indeed, its proof shows that it suffices to have analyticity in a complex disk of radius strictly larger than 4.

Lemma 3.4 ([13 Lemma 1]). Let $\phi : D(4 + \varepsilon) \to \mathbb{C}$ for some $\varepsilon > 0$ be an analytic function with $|\phi(0)| \geq 1$. Moreover, let $E \subset [0,1]$ be measurable with positive measure. Then,
\[ \sup_{t \in [0,1]} |\phi(t)| \leq \left( \frac{12}{|E|} \right)^{2} \frac{\sup_{t \in E} |\phi(t)|}{M_\phi}, \]
where $M_\phi = \sup_{z \in D(4)|\phi(z)|}$.

For $r = (r_1, \ldots, r_d) \in (0, \infty)^d$ let $D_r := D(r_1) \times \cdots \times D(r_d) \subset \mathbb{C}^d$. The above lemma can now be combined with a dimension reduction argument to obtain the following local estimate. Its formulation only requires that the considered function $f$ has a complex analytic extension to a sufficiently large complex neighbourhood of $Q = Q_j$. 
Lemma 3.5. Let $Q \subset \mathbb{R}^d$ be a non-empty bounded convex open set contained in a hyperrectangle with sides of length $l = (l_1, \ldots, l_d) \in (0, \infty)^d$ parallel to coordinate axes. Moreover, let $f: Q \to \mathbb{C}$ be a non-vanishing function having an analytic extension $F: Q + D_M \to \mathbb{C}$ with bounded modulus.

Then, for every measurable set $\omega \subset \mathbb{R}^d$ and every linear bijection $\Psi: \mathbb{R}^d \to \mathbb{R}^d$ we have

\begin{align}
\|f\|_{L^2(Q, \mathbb{R})}^2 & \geq \frac{1}{2} \left( \frac{|\Psi(Q \cap \omega)|}{24d\tau_d \text{diam}(\Psi(Q))^d} \right)^{\frac{d+1}{d}} \cdot \frac{|Q \cap \omega|}{|Q|} \cdot \|f\|_{L^2(Q)}^2 \tag{3.4} \\
& \geq 12 \left( \frac{|\Psi(Q \cap \omega)|}{24d\tau_d \text{diam}(\Psi(Q))^d} \right)^{\frac{d+1}{d}} \|f\|_{L^2(Q)}^2 \tag{3.5}
\end{align}

with

\[ M := \sqrt{\frac{|Q|}{\|f\|_{L^2(Q)}^2}} \cdot \sup_{z \in Q + D_M} |F(z)| \geq 1. \]

Proof. Consider the open set

\[ W := \left\{ x \in Q: |f(x)| < \left( \frac{|\Psi(Q \cap \omega)|}{24d\tau_d \text{diam}(\Psi(Q))^d} \right)^{2\frac{d+1}{d}} \cdot \frac{|Q \cap \omega|}{|Q|} \right\}. \]

In order to prove (3.4), it suffices to show the inequality $|Q \cap \omega| \geq 2 |W|$ since then $|(Q \cap \omega) \setminus W| \geq |Q \cap \omega|/2$ and, thus, by definition of $W$,

\[ \|f\|_{L^2(Q \cap \omega)}^2 \geq \|f\|_{L^2(Q \cap \omega \setminus W)}^2 \geq \frac{|Q \cap \omega|}{2} \left( \frac{|\Psi(Q \cap \omega)|}{24d\tau_d \text{diam}(\Psi(Q))^d} \right)^{\frac{d+1}{d}} \cdot \frac{|\Psi(Q \cap \omega)|}{|Q|}, \]

which agrees with the claim.

In order to show $|Q \cap \omega| \geq 2 |W|$, we may suppose that $W \neq \emptyset$. Choose a point $y \in Q$ with $|f(y)| \geq \|f\|_{L^2(Q)}/\sqrt{|Q|}$. We then claim that there is a line segment $I = I(y, W, \zeta) \subset Q$ starting at $y$ such that

\[ \frac{|Q \cap W|}{|I|} \geq \frac{|\Psi(W)|}{d\tau_d \text{diam}(\Psi(Q))^d}. \]

Indeed, using spherical coordinates around $\Psi(y)$, we write

\[ |\Psi(W)| = \int_{|\zeta| = 1}^{\infty} \int_0^\infty \chi_{\Psi(W)}(\Psi(y + s\zeta))s^{d-1} \, ds \, d\sigma(\zeta), \]

so that

\[ |\Psi(W)| \leq d\tau_d \int_0^\infty \chi_{\Psi(W)}(\Psi(y + s\zeta))s^{d-1} \, ds \]

for some $\zeta \in \mathbb{R}^d$ with $|\zeta| = 1$; recall that $d\tau_d$ agrees with the $(d-1)$-dimensional volume of the unit sphere in $\mathbb{R}^d$. Since $Q$ is convex by hypothesis, the intersection $I := \{ y + s\Psi^{-1}(\zeta): s \geq 0 \} \cap Q$ is then a line segment starting at $y$ satisfying

\[ |\Psi(W)| \leq d\tau_d |\Psi(I)|^{d-1} \int_0^\infty \chi_{\Psi(I \cap W)}(\Psi(y + s\zeta)) \, ds = d\tau_d |\Psi(I)|^{d-1} |\Psi(I \cap W)|. \]

Taking into account that $|\Psi(I)|^{d} \leq \text{diam}(\Psi(Q))^d$ and in view of the identity $|I \cap W|/|I| = |\Psi(I \cap W)|/|\Psi(I)|$, this proves (3.6).

Since the set $Q$ is open and $y \in Q$ and setting $\tilde{\zeta} = \Psi^{-1}(\zeta)/|\Psi^{-1}(\zeta)| \in \mathbb{R}^d$, we have $|I| \tilde{\zeta} z \in D_M$ for all $z \in D_M$ for some sufficiently small $\epsilon > 0$. The mapping

\[ z \mapsto \phi(z) := \sqrt{\frac{|Q|}{\|f\|_{L^2(Q)}^2}} \cdot F(y + |I| \tilde{\zeta} z) \]
therefore defines an analytic function $\phi: D(4 + \varepsilon) \to \mathbb{C}$. Moreover, we have $\sup_{t \in [0,1]} |\phi(t)| \geq |\phi(0)| = \sqrt{Q} \|f(y)/\|f\|_{L^2(Q)} \geq 1$ by the choice of $y$. Hence, with
\[
M_{\phi} := \sup_{z \in D(4)} |\phi(z)| \leq \frac{\sqrt{|Q|}}{\|f\|_{L^2(Q)}^2} \sup_{z \in y + D_{4t}} |F(z)| \leq M,
\]
applying Lemma 3.3 to $\phi$ and $E := \{ t \in [0,1]: y + |I| \tilde{t} \in I \cap W \} \subset [0,1]$ gives
\[
\sup_{t \in E} |\phi(t)| \geq \left( \frac{|E|}{12} \right)^{\frac{\log M}{12}} \sup_{t \in [0,1]} |\phi(t)| \geq \left( \frac{|E|}{12} \right)^{\frac{\log M}{12}}.
\]
Inserting the definition of $\phi$ and recalling that $F|_Q = f$, this can be rewritten as
\[
\sup_{t \in E} |f(y + |I| \tilde{t})| \geq \left( \frac{|E|}{12} \right)^{\frac{\log M}{12}} \cdot \frac{|f|_{L^2(Q)}}{\sqrt{|Q|}}.
\]
In light of $\sup_{x \in W} |f(x)| \geq \sup_{x \in I \cap W} |f(x)| = \sup_{t \in E} |f(y + |I| \tilde{t})|$ and the identity $|E| = |I \cap W|/|I|$, we conclude from $(5.9)$ and the latter that
\[
\sup_{x \in W} |f(x)| \geq \left( \frac{|\Psi(W)|}{12d_{r_d} \text{diam}(\Psi(Q))^d} \right)^{\frac{\log M}{\log 2}} \cdot \frac{|f|_{L^2(Q)}}{\sqrt{|Q|}}.
\]
Combining the above with the definition of $W$ and noting that $\frac{|\Psi(Q \cap \omega)|}{|\Psi(W)|} = \frac{|Q \cap \omega|}{|W|}$, we obtain
\[
\sup_{x \in W} |f(x)| \leq \left( \frac{|\Psi(Q \cap \omega)|}{24d_{r_d} \text{diam}(\Psi(Q))^d} \right)^{\frac{\log M}{\log 2}} \frac{|f|_{L^2(Q)}}{\sqrt{|Q|}} \leq \left( \frac{|Q \cap \omega|}{2|W|} \right)^{\frac{\log M}{\log 2}} \sup_{x \in W} |f(x)|,
\]
which requires $|Q \cap \omega| \geq 2|W|$ since $f$, as a non-zero analytic function on the domain $Q$, cannot vanish on the whole open set $W$, see Remark 3.3. This completes the proof of $(3.3)$.

Finally, we have $|\Psi(Q)| \leq d_{r_d} \text{diam}(\Psi(Q))^d$, which can be seen, for instance, with the same argument as used to derive $(5.9)$, with $\Psi(Q)$ instead of $\Psi(W)$. This shows $(3.3)$ and, thus, concludes the proof of the lemma. \hfill $\square$

**Remark 3.6.** The bijection $\Psi$ in the above lemma may be used to compensate for ‘unfavourable’ geometry, that is, for cases where the ratio $|Q|/\text{diam}(Q)^d$ is small. More precisely, we may choose $\Psi$ such that the second factor on the right-hand side of
\[
\frac{|\Psi(Q \cap \omega)|}{\text{diam}(\Psi(Q))^d} = \frac{|Q \cap \omega|}{|Q|} \frac{|\Psi(Q)|}{\text{diam}(\Psi(Q))^d}
\]
is maximal. For instance, for the rectangle $Q = (0, l) \times (0, 1) \subset \mathbb{R}^2$, $l > 0$, we have $|Q|/\text{diam}(Q)^2 = l/(1 + l^2)$, and the latter can be arbitrarily small with large $l$. On the other hand, choosing the bijection $\Psi: \mathbb{R}^2 \to \mathbb{R}^2$ as $\Psi(x_1, x_2) = (x_1/l, x_2)$, we have $\Psi(Q) = (0, 1)^2$ and, thus, $|\Psi(Q)|/\text{diam}(\Psi(Q))^2 = 1/2$.

### 3.3. Good and bad elements of the covering.

In the context of Proposition 3.1, the local estimate from Lemma 3.3 raises two immediate questions: Firstly, when can $f$ (or rather its restriction $f|_{Q_j}$) be extended to an analytic function on a sufficiently large complex neighbourhood of $Q_j$? Secondly, can the corresponding quantity $M$ be bounded from above uniformly over the $Q_j$?

The analyticity of $f$ allows to deal with these two questions in terms of convergence properties of suitable Taylor expansions. We are in fact able to handle these for a sufficiently large class of covering elements $Q_j$. Recall that $\{Q_j\}_{j \in J}$ is a $(\kappa, l)$-covering of $\Omega$ and that $f: \Omega \to \mathbb{C}$ satisfies a Bernstein-type inequality with
respect to \( C_B : \mathbb{N}_0 \to (0, \infty) \) such that (3.1) holds. Now, we say that \( Q_j \) is a good element of the covering if

\[
\sum_{|\alpha| = m} \frac{1}{\alpha!} |\partial^\alpha f|_{L^2(Q_j)}^2 \leq 2^{m+1} \kappa C_B(m) \frac{m!}{m!} |f|_{L^2(Q_j)}^2 \quad \text{for all} \quad m \in \mathbb{N},
\]

and we call it bad otherwise; note that (3.7) is automatically satisfied for \( m = 0 \) for all \( Q_j \) since necessarily \( C_B(0) \geq 1 \). We claim that

\[
\sum_{j : Q_j \text{ good}} \|f\|_{L^2(Q_j)}^2 \geq \frac{1}{2} \|f\|_{L^2(\Omega)}^2.
\]

Indeed, using the definition of bad elements, property (31) of the \((\kappa, l)\)-covering, and the Bernstein-type inequality for \( f \), we obtain

\[
\sum_{j : Q_j \text{ bad}} \|f\|_{L^2(Q_j)}^2 \leq \sum_{j : Q_j \text{ bad}} m \sum_{\alpha \in \mathbb{N}} \frac{m! |\partial^\alpha f|_{L^2(Q_j)}^2}{\alpha! C_B(m)} \leq \sum_{m \in \mathbb{N}} \frac{m! |\partial^\alpha f|_{L^2(Q_j)}^2}{\alpha! C_B(m)} \leq \frac{1}{2} \|f\|_{L^2(\Omega)}^2,
\]

proving (3.8). Thus, the class of good elements is large enough that the contribution of the bad ones can be subsumed in the contribution of the good ones, see the proof of Proposition 3.1 below; in particular, good elements exist.

Addressing the convergence properties of suitable Taylor expansions of \( f \) on good elements of the covering requires a certain control on corresponding derivatives of \( f \). In fact, in every good element \( Q_j \), there exists a point \( x_0 \) such that

\[
\sum_{|\alpha| = m} \frac{1}{\alpha!} |\partial^\alpha f(x_0)|^2 \leq 4^{m+1} \kappa C_B(m) \frac{m!}{m!} |f|_{L^2(\Omega)}^2 \quad \text{for all} \quad m \in \mathbb{N}_0.
\]

In order to see this, we assume by contradiction that for all \( x \in Q_j \) there exists \( m = m(x) \) such that

\[
\sum_{|\alpha| = m} \frac{1}{\alpha!} |\partial^\alpha f(x)|^2 > 4^{m+1} \kappa C_B(m) \frac{m!}{m!} |f|_{L^2(\Omega)}^2.
\]

We estimate further by the sum over all \( m \in \mathbb{N}_0 \) in order to get rid of the \( x \)-dependence and obtain

\[
\sum_{m \in \mathbb{N}_0} \sum_{|\alpha| = m} \frac{m! |\partial^\alpha f(x)|^2}{\alpha! C_B(m)} > \frac{1}{|Q_j|} \|f\|_{L^2(\Omega)}^2
\]

for all \( x \in Q_j \). Integration over \( Q_j \) and the definition of good elements yield

\[
\|f\|_{L^2(\Omega)}^2 \leq \sum_{m \in \mathbb{N}_0} \frac{m!^4}{\kappa C_B(m)} \sum_{|\alpha| = m} \frac{1}{\alpha!} |\partial^\alpha f|_{L^2(Q_j)}^2 \leq \|f\|_{L^2(\Omega)}^2 \sum_{m \in \mathbb{N}_0} \frac{1}{2^{m+1}} = \|f\|_{L^2(\Omega)}^2,
\]
leading to a contradiction. For some \( x_0 \in Q_j \) we thus have, in particular,

\[
|\partial^\alpha f(x_0)|^2 \leq \left( \frac{m!}{\alpha!} \right) |\partial^\alpha f(x_0)|^2 \leq 4^{\alpha+1} \kappa C_B(m) \frac{\|f\|^2_{L^2(Q_j)}}{|Q_j|}
\]

for all \( m \in \mathbb{N}_0 \) and all \( \alpha \in \mathbb{N}_0^d \) with \( |\alpha| = m \).

We are now in position to conclude the proof of Proposition 3.1.

**Proof of Proposition 3.1.** In light of (3.1) and Lemma 3.2, \( f \) is analytic in \( \Omega \). Moreover, we may assume that \( f \) does not vanish on \( \Omega \) and, therefore, also on none of the \( Q_j \) by Remark 3.3. Let \( Q_j \) be a good element of the covering as defined in (3.7) and let \( x_0 \in Q_j \) be a point as in (3.9). For every \( z \in x_0 + D_{3l} \), we then have

\[
\sum_{\alpha \in \mathbb{N}_0^d} \frac{|\partial^\alpha f(x_0)|}{\alpha!} |(z - x_0)^\alpha| \leq \sum_{m \in \mathbb{N}_0} \sum_{\alpha \in \mathbb{N}_0} \frac{1}{\alpha!} (\kappa C_B(m))^{1/2} 2^{m+1} 5^m \frac{\|f\|^2_{L^2(Q_j)}}{\sqrt{|Q_j|}}
\]

\[
= 2 \kappa^{1/2} \frac{\|f\|^2_{L^2(Q_j)}}{\sqrt{|Q_j|}} \sum_{m \in \mathbb{N}_0} C_B(m) \frac{j}{m!} \frac{(10|f|_1)^m}{m!}
\]

\[
= 2 \kappa^{1/2} \frac{\|f\|^2_{L^2(Q_j)}}{\sqrt{|Q_j|}} h < \infty,
\]

with \( h \) as in (3.1); note that at the second step we used \( \sum_{|\alpha| = m} \frac{|\partial^\alpha f(x_0)|}{\alpha!} = \|f\|^m_1/m! \).

Hence, the Taylor expansion of \( f \) around \( x_0 \) converges in the complex polydisk \( x_0 + D_{3l} \). Now, since \( x_0 \in Q_j \) and \( Q_j \) is open and contained in a hypercube with sides of length \( l \) parallel to coordinate axes, for some sufficiently small \( \varepsilon > 0 \) we have

\[ Q_j + D_{4l + \varepsilon} \subset x_0 + D_{3l} \]

Taking into account Remark 3.3, the Taylor series of \( f \) around the point \( x_0 \) defines therefore an analytic extension \( F \): \( Q_j + D_{4l + \varepsilon} \to \mathbb{C} \) of \( f|Q_j \), with

\[ M_j := \sqrt{|Q_j|} \cdot \sup_{z \in Q_j + D_{4l}} |F(z)| \leq 2 \kappa^{1/2} h =: M. \]

Together with the definition of \( \nu \), it now follows from Lemma 3.3 that

\[
\|f\|^2_{L^2(Q_j, \omega)} \geq \frac{1}{24 \delta d} \left( \frac{\Psi_j(Q_j \setminus \omega)}{\text{diam}(\Psi_j(Q_j))} \right)^{4 \log \frac{M_j}{\log 2} + 1} \|f\|^2_{L^2(Q_j)}
\]

(3.10)

\[
\geq \frac{1}{24 \delta d} \left( \frac{\nu}{4 \log 2} \right)^{4 \log \frac{M_j}{\log 2} + 1} \|f\|^2_{L^2(Q_j)}.
\]

Using (3.8) and property (iii) of the covering, summing (3.10) over all good elements yields

\[
\|f\|^2_{L^2(\omega)} \geq \frac{1}{\kappa} \sum_{j \in J} \|f\|^2_{L^2(Q_j \setminus \omega)} \geq \frac{1}{\kappa} \sum_{j \in J \text{ good}} \|f\|^2_{L^2(Q_j \setminus \omega)}
\]

\[
\geq \frac{1}{\kappa} \left( \frac{\nu}{24 \delta d} \right)^{4 \log \frac{M_j}{\log 2} + 1} \sum_{j \in J \text{ good}} \|f\|^2_{L^2(Q_j)}
\]

\[
\geq \frac{6}{\kappa} \left( \frac{\nu}{24 \delta d} \right)^{4 \log \frac{M_j}{\log 2} + 1} \|f\|^2_{L^2(\Omega)}.
\]

In order to complete the proof, it only remains to observe that

\[
4 \log M \frac{\log 2}{\log 2} + 1 = 2 \frac{\log \kappa}{\log 2} \frac{\log h}{\log 2} + 4 \frac{\log 2}{\log 2} + 5.
\]

\( \square \)
Appendix A. Auxiliary material

In this section we collect some technical results useful for the proof of Theorem 2.3 and its applications.

Lemma A.1. Let \( \nu_1, \ldots, \nu_d \) be an orthonormal basis in \( \mathbb{R}^d \) and \( U \subset \mathbb{R}^d \) be open. Then,

\[
\sum_{|\alpha|=m} \frac{1}{\alpha!} \partial^{\alpha} f \cdot \partial^{\alpha} g = \sum_{|\alpha|=m} \frac{1}{\alpha!} \partial^{\alpha} f \cdot \partial^{\alpha} g \quad \text{on} \quad U
\]

for all \( m \in \mathbb{N}_0 \) and all \( f, g \in C^\infty(U) \), where \( \partial^{\alpha} := \partial^{\alpha_1}_{\nu_1} \cdots \partial^{\alpha_d}_{\nu_d} \).

Proof. We proceed by induction over \( m \). The case \( m = 0 \) is clear, and the case \( m = 1 \) follows from

\[
\sum_{j=1}^d \partial_{\nu_j} f(x) \cdot \partial_{\nu_j} g(x) = \sum_{j=1}^d \langle \nu_j, \nabla f \rangle_{\mathbb{R}^d} \cdot \langle \nu_j, \nabla g \rangle_{\mathbb{R}^d} = \langle \sum_{j=1}^d \langle \nu_j, \nabla g \rangle_{\mathbb{R}^d} \nu_j, \nabla f \rangle_{\mathbb{R}^d}.
\]

Suppose now that the claim is true for some \( m \in \mathbb{N}_0 \). Then,

\[
\sum_{j=1}^d \partial_{\nu_j} \partial^{\beta} f \cdot \partial_{\nu_j} \partial^{\beta} g = \sum_{j=1}^d \partial_j \partial^{\beta} f \cdot \partial_j \partial^{\beta} g
\]

by the case \( m = 1 \) applied to \( \partial^{\beta} f \) and \( \partial^{\beta} g \). Hence,

\[
\sum_{|\alpha|=m+1} \frac{1}{\alpha!} \partial^{\alpha} f \cdot \partial^{\alpha} g = \frac{1}{m+1} \sum_{|\beta|=m} \frac{1}{\beta!} \sum_{j=1}^d \partial_{\nu_j} \partial^{\beta} f \cdot \partial_{\nu_j} \partial^{\beta} g
\]

\[
= \frac{1}{m+1} \sum_{j=1}^d \sum_{|\beta|=m} \frac{1}{\beta!} \partial^{\beta} \partial_j f \cdot \partial^{\beta} \partial_j g
\]

\[
= \frac{1}{m+1} \sum_{j=1}^d \sum_{|\beta|=m} \frac{1}{\beta!} \partial^{\beta} \partial_j f \cdot \partial^{\beta} \partial_j g
\]

\[
= \sum_{|\alpha|=m+1} \frac{1}{\alpha!} \partial^{\alpha} f \cdot \partial^{\alpha} g. \quad \Box
\]

For the next result, we identify, as in Section 2.3, a matrix in \( \mathbb{R}^d \) with the corresponding induced linear mapping on \( \mathbb{R}^d \) with respect to the standard basis.

Lemma A.2. Let \( f, g \in W^{\infty, 2}(\Omega) \) with some open \( \Omega \subset \mathbb{R}^d \).

(a) If \( U \in \mathbb{R}^{d \times d} \) is orthogonal, then \( f \circ U, g \circ U \in W^{\infty, 2}(U^T(\Omega)) \) with

\[
\sum_{|\alpha|=m} \frac{1}{\alpha!} \langle \partial^{\alpha} (f \circ U), \partial^{\alpha} (g \circ U) \rangle_{L^2(U^T(\Omega))} = \sum_{|\alpha|=m} \frac{1}{\alpha!} \langle \partial^{\alpha} f, \partial^{\alpha} g \rangle_{L^2(\Omega)} \quad \forall m \in \mathbb{N}_0.
\]

(b) If \( P \in \mathbb{R}^{d \times d} \) is symmetric and positive definite, then \( f \circ P \in W^{\infty, 2}(P^{-1}(\Omega)) \) with

\[
\sum_{|\alpha|=m} \frac{1}{\alpha!} \| \partial^{\alpha} (f \circ P) \|_{L^2(P^{-1}(\Omega))}^2 \geq \frac{p_{\min}^2}{\det P} \sum_{|\alpha|=m} \frac{1}{\alpha!} \| \partial^{\alpha} f \|_{L^2(\Omega)}^2 \quad \forall m \in \mathbb{N}_0,
\]

where \( p_{\min} \) is the smallest eigenvalue of \( P \).
Proof. (a) Let $e_1, \ldots, e_d$ denote the standard basis in $\mathbb{R}^d$, and set $\nu_j := U^{-1}e_j$ for $j = 1, \ldots, d$. Then, $\nabla(f \circ U)(x) = U^T(f'(Ux))$ and, consequently,

$$\partial_{\nu_j}(f \circ U)(x) = \langle U^T(\nabla f)(Ux), \nu_j \rangle = \langle \nabla f(Ux), U\nu_j \rangle = (\partial_j f)(Ux).$$

Iterating this identity gives $\partial_{\nu_j}^\alpha \cdots \partial_{\nu_j}^\alpha(f \circ U)(x) = (\partial^\alpha f)(Ux)$ for all $\alpha \in \mathbb{N}_0^d$; the same holds, of course, also for $g$ instead of $f$. Abbreviating $\partial^\alpha := \partial_{\nu_j}^\alpha \cdots \partial_{\nu_j}^\alpha$, for $m \in \mathbb{N}_0$ we now obtain with the use of Lemma A.1 that

$$\sum_{|\alpha| = m} \frac{1}{\alpha!} \langle \partial^\alpha (f \circ U), \partial^\alpha (g \circ U) \rangle_{L^2(U^T(\Omega))} = \sum_{|\alpha| = m} \frac{1}{\alpha!} \langle \partial^\alpha f, \partial^\alpha g \rangle_{L^2(U^T(\Omega))}.$$ 

(b) Let $U \in \mathbb{R}^{d \times d}$ be orthogonal such that $U^T P U = D := \text{diag}(p)$, where $p$ is the vector containing all eigenvalues of $P$. Using part (a) twice, for $m \in \mathbb{N}_0$ we now obtain that

$$\sum_{|\alpha| = m} \frac{1}{\alpha!} \|\partial^\alpha (f \circ U)\|_{L^2(U^{-1}(\Omega))}^2 = \sum_{|\alpha| = m} \frac{1}{\alpha!} \|\partial^\alpha (f \circ (UD))\|_{L^2((D^{-1}U)^T(\Omega))}^2 \geq \frac{p^2_{\min}}{\det D} \sum_{|\alpha| = m} \frac{1}{\alpha!} \|\partial^\alpha (f \circ U)\|_{L^2(U^T(\Omega))}^2 \leq \frac{\|p\|^2_{\min}}{\det P} \sum_{|\alpha| = m} \frac{1}{\alpha!} \|\partial^\alpha f\|_{L^2(\Omega)}^2.$$

}\hfill \Box

**APPENDIX B. THE d-DIMENSIONAL HARMONIC OSCILLATOR**

This appendix briefly revisits the $d$-dimensional harmonic oscillator and reproduces a corresponding Bernstein-type inequality for finite linear combinations of Hermite functions from [3] Proposition 4.3 (ii), adapted to our framework.

For $\beta = (\beta_1, \ldots, \beta_d) \in \mathbb{N}_0^d$ let $\Phi_\beta : \mathbb{R}^d \to \mathbb{R}$ be given by

$$\Phi_\beta := \prod_{j=1}^d \phi_{\beta_j}(x_j), \quad x = (x_1, \ldots, x_d) \in \mathbb{R}^d,$$

where $\phi_k : \mathbb{R} \to \mathbb{R}$, $k \geq 0$, denotes the $k$-th standard Hermite function,

$$\phi_k(t) = \frac{(-1)^k}{\sqrt{2^k k! \sqrt{\pi}}} e^{t^2/2} \frac{d^k}{dt^k} e^{-t^2}.$$

The family $(\Phi_\beta)_{\beta \in \mathbb{N}_0^d}$ gives rise to an orthonormal basis of $L^2(\mathbb{R}^d)$ consisting of eigenfunctions of the $d$-dimensional harmonic oscillator $-\Delta_{\mathbb{R}^d} + |x|^2$ with

$$(-\Delta_{\mathbb{R}^d} + |x|^2)\Phi_\beta = (2|\beta| + d)\Phi_\beta.$$ 

In particular, $-\Delta_{\mathbb{R}^d} + |x|^2$ has no spectrum below $d$.

**Proposition B.1** (see [2] Proposition 4.3 (ii)). For all $\lambda \geq d$, $\text{Ran} E_{-\Delta_{\mathbb{R}^d} + |x|^2}(\lambda)$ is contained in $W^{\infty, 2}(\mathbb{R}^d)$. Moreover, given $\delta > 0$, every $f \in \text{Ran} E_{-\Delta_{\mathbb{R}^d} + |x|^2}(\lambda)$ satisfies

$$\sum_{|\alpha| = m} \frac{1}{\alpha!} \|\partial^\alpha f\|_{L^2(\mathbb{R}^d)}^2 \leq C_B(m, \lambda) \frac{\|f\|_{L^2(\mathbb{R}^d)}}{m!}$$

for all $m \in \mathbb{N}_0$ with

$$C_B(m, \lambda) = (2\delta)^{2m} e^{\delta^2} (m!)^2 e^{2\sqrt{\delta}}.$$
Proof. By (B.1), we have \( \text{Ran} \mathcal{E}_{-\Delta_{\mathbb{R}^d} + |x|^2}(\lambda) = \text{span}_\mathbb{C}\{\Phi_\beta: |\beta| \leq N\} \subset W^{-2,2}(\mathbb{R}^d) \) with \( N \in \mathbb{N}_0 \) such that \( 2N + d \leq \lambda < 2N + d + 2 \). Let \( f \in \text{Ran} \mathcal{E}_{-\Delta_{\mathbb{R}^d} + |x|^2}(\lambda) \). Then, \( f \) belongs to the Schwartz space, and an integration by parts (cf. Lemma 2.1 and Remark 2.2) yields

\[
\sum_{j=1}^d |\partial_j f|^2_{L^2(\mathbb{R}^d)} = \langle f, (-\Delta_{\mathbb{R}^d}) f \rangle_{L^2(\mathbb{R}^d)} \leq \langle f, (-\Delta_{\mathbb{R}^d} + |x|^2) f \rangle_{L^2(\mathbb{R}^d)} \leq (2N + d) \| f \|_{L^2(\mathbb{R}^d)}^2.
\]

Since also \( \partial^\alpha f \in \text{span}_\mathbb{C}\{\Phi_\beta: |\beta| \leq N + |\alpha|\} \) for all \( \alpha \in \mathbb{N}_0^d \), as shown in [4], a straightforward induction (cf. the proof of Lemma A.1) gives

\[
\sum_{|\alpha|=m} \frac{1}{m!} |\partial^\alpha f|^2_{L^2(\mathbb{R}^d)} \leq \frac{1}{m!} \| f \|_{L^2(\mathbb{R}^d)}^2 \prod_{k=0}^{m-1} (2N + d + 2k) \leq \frac{1}{m!} \| f \|_{L^2(\mathbb{R}^d)}^2 \prod_{k=0}^{m-1} (\lambda + 2k)
\]

for all \( m \in \mathbb{N}_0^d \); cf. [4] (4.38).

It remains to estimate the product in the right-hand side of the last inequality. To this end, we proceed similarly as in the proof of [4] Proposition 4.3(ii): If \( 2m - 2 \leq \lambda \), then \( \lambda + 2k \leq 2\lambda \), so that

\[
\prod_{k=0}^{m-1} (\lambda + 2k) \leq (2\lambda)^m = (\sqrt{2}\delta)^{2m} \left( \frac{\sqrt{\lambda}}{\delta} \right)^{2m} \leq (\sqrt{2}\delta)^{2m} e^{2\sqrt{\lambda}\delta}(m!)^2 \leq C_B(m, \lambda),
\]

where we have used the elementary inequality \( t^m \leq m! t^d \) for \( t \geq 0 \).

If, on the other hand, \( \lambda \leq 2m - 2 \), then \( \lambda + 2k \leq 4m \), and we obtain in a similar way

\[
\prod_{k=0}^{m-1} (\lambda + 2k) \leq (4m)^m \leq (2\delta)^{2m} m! \left( \frac{\delta}{\delta} \right)^m \leq (2\delta)^{2m} (m!)^2 e^{c/\delta^2} \leq C_B(m, \lambda),
\]

which completes the proof. \( \square \)

**Appendix C. Choosing suitable coverings and proof of Lemma 1.3**

We here discuss how to construct suitable coverings of various types of domains in \( \mathbb{R}^d \). The parameters of the respective coverings shall not depend on the scale of the domain as long as the latter contains an open hypercube with sides of length \( \rho \) parallel to coordinate axes. Recall that we are looking only for essential covering in the sense that we only need to cover the domain up to a set of measure zero. In some cases, this allows to avoid any overlap between the covering elements. However, at the cost of maybe some overlap, we give priority to small side length \( l \) of the hyperrectangles surrounding the covering elements. With regard to Theorem 1.2, this is a sound strategy because the overlap \( \kappa \) enters the final estimate only logarithmically in the exponent.

We begin with the following elementary observation that allows us to combine coverings of two domains to a corresponding covering of their Cartesian product.

**Lemma C.1.** If \( \{Q_j\}_{j \in J} \) is a \( (\kappa, \rho, l, \eta) \)-covering of a domain \( \Omega \subset \mathbb{R}^d \) and \( \{Q'_{j'}\}_{j' \in J'} \) is a \( (\kappa', \rho', l', \eta') \)-covering of a domain \( \Omega' \subset \mathbb{R}^d \), then the family \( \{Q_j \times Q'_{j'}\}_{(j,j') \in J \times J'} \) yields a \( (\kappa \kappa', \rho, (l, l'), \bar{\eta}) \)-covering of \( \Omega \times \Omega' \subset \mathbb{R}^{d+d'} \) with

\[
\bar{\eta} = \eta \eta' \left( \frac{(d')^{d'/2}}{(d + d')^{(d+d')/2}} \right)^{d/2}.
\]

In particular, if \( \eta \geq c/d^{d/2} \) and \( \eta' \geq c'/((d')^{d'/2}) \), then \( \bar{\eta} \geq cc' /((d + d')(d+d')/2) \).
Proof. Only the parameter \( \tilde{\eta} \) needs explicit treatment. Here, we consider the linear bijection \( \Psi_{j,j'}: \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}^d \times \mathbb{R}^d \) with
\[
\Psi_{j,j'}(x,y) = (r\Psi_j(x)/\text{diam}(\Psi_j(Q_j)), \Psi_{j'}(y)/\text{diam}(\Psi_{j'}(Q_{j'})), \quad r^2 = d/d',
\]
where \( \Psi_j \) and \( \Psi_{j'} \) are the bijections corresponding to \( Q_j \) and \( Q_{j'} \), respectively. Then, \( |\Psi_{j,j'}(Q_j \times Q_{j'})| \geq \eta r^d \) and \( \text{diam}(\Psi_{j,j'}(Q_j \times Q_{j'}))^2 = 1 + r^2 \), with which it is easily verified that
\[
|\Psi_{j,j'}(Q_j \times Q_{j'})| \geq \tilde{\eta} \text{diam}(\Psi_{j,j'}(Q_j \times Q_{j'}))^{d+d'}.
\]
\[\square\]

C.1. Generalised rectangles. The above lemma allows to reduce the construction of coverings of generalised rectangles \( \Omega = \times_{j=1}^d (a_j, b_j) \) with \( q \leq b_j - a_j \) for all \( j \) to the one-dimensional case, that is, open intervals \( \Omega \subset \mathbb{R} \). Here, we may just cover \( \Omega \) with open intervals of length \( q \). This can be done in an adjacent manner without overlap if \( \Omega \) is unbounded and with an overlap of at most two intervals otherwise. In any case, we end up with a \((2, q, q, 1)-covering\) of \( \Omega \subset \mathbb{R} \).

Combining the above one-dimensional consideration with Lemma C.1 we conclude that given \( q > 0 \), every generalised rectangle with \( q \geq b_j - a_j \) for all \( j \) possesses a \((2^d, q, q, l, d^{-d/2})\)-covering with \( l = (q, \ldots, q) \in (0, \infty)^d \) and \( k \) the number of its bounded coordinates. In particular, this covering is a \((2^d, q, q, l, d^{-d/2})\)-covering.

C.2. Sectors. For \( 0 < \theta < \pi/2 \), let \( \Omega = S_\theta \subset \mathbb{R}^2 \) denote the sector
\[
S_\theta = \{ (x_1, x_2) \in (0, \infty)^2 \mid 0 < x_2 < x_1 \tan \theta \}.
\]
In order to deal with the cusp of this sector, we consider the covering element \( Q := S_\theta \cap ((0, q) \times (0, q)) \) with \( q = q(1 + \cot \theta) \), which is just large enough to contain a square of side length \( q \). Moreover, choosing the linear bijection \( \Psi: \mathbb{R}^2 \rightarrow \mathbb{R}^2 \) to map the rectangle \((0, q) \times (0, q)\) onto the square \((0, q)^2\), we easily see that
\[
\frac{\text{diam}(\Psi(Q))}{\text{diam}(\Psi(Q))^2} \geq \frac{1}{4}.
\]
We now cover \( S_\theta \) without overlap with squares of side length \( q \) and translates of \( Q \) as depicted in Figure C.1, which results in a \((1, q, q, 1/4)-covering\) of \( S_\theta \) with \( q = q(1 + \cot \theta) \). Here, it is worth to note that \( q \) gets large as the opening angle \( \theta \) gets small.

![Figure C.1](image-url)

**Figure C.1.** On the left a covering of the sector \( S_\theta \), on the right an adapted one of the triangle \( \mathcal{R}_{\theta,L} \) with \( L \geq q = q(1 + \cot \theta) \).

C.3. Right-angled triangles. For \( 0 < \theta < \pi/2 \) and \( L > 0 \) consider the right-angled triangle \( \mathcal{R}_{\theta,L} := S_\theta \cap ((0, L) \times (0, \infty)) \). The considerations for the sector \( S_\theta \) above show that we have to require \( L \geq q = q(1 + \cot \theta) \) in order to ensure that \( \mathcal{R}_{\theta,L} \) contains a square with sides of length \( q \) parallel to coordinate axes. In addition to such squares and the element \( Q \) discussed for the sector, we now cover \( \mathcal{R}_{\theta,L} \), also with a translate of \( \mathcal{R} := \mathcal{R}_{\theta,q} = S_\theta \cap ((0, q) \times (0, \infty)) \), which is half of the rectangle \((0, q) \times (0, p)\) with \( p := q(1 + \tan \theta) \), in order to deal with the upper cusp.
of $\mathcal{R}_{\theta,L}$. The linear bijection $\Psi : \mathbb{R}^2 \rightarrow \mathbb{R}^2$ mapping the rectangle $(0,q) \times (0,p)$ to the square $(0,1)^2$ clearly satisfies

$$\frac{|\Psi(R)|}{\text{diam}(\Psi(R))^2} = \frac{1}{4}.$$

Upon covering $\mathcal{R}_{\theta,L}$ with the above elements as depicted in Figure C.1, we see that no more than two of those squares and/or the translate of $\mathcal{R}$ participate in an overlap, so that we have a total overlap of at most three of those elements. Hence, for $L \geq q(1 + \cot \theta)$, this leads to a (finite) $(3,q,(q,p),1/4)$-covering of $\mathcal{R}_{\theta,L}$ with $q = q(1 + \cot \theta)$ and $p = q(1 + \tan \theta)$.

C.4. **Equilateral triangles.** For $L > 0$ consider the equilateral triangle $\mathcal{T}_L \subset \mathbb{R}^2$ with vertices $(L/2, -\sqrt{3}L/6)$, $(0, \sqrt{3}L/3)$, and $(-L/2, -\sqrt{3}L/6)$. It has sides of length $L$ and the origin as center of mass. Clearly, $\mathcal{T}_L$ contains a square with sides of length $q$ parallel to coordinate axes if and only if $L \geq \sqrt{3}q$. Denote $\mathcal{T} := \mathcal{T}_{\sqrt{3}q}$, and let $\mathcal{T}'$ denote the rotation of $\mathcal{T}$ by angle $\pi$ around the origin. Both $\mathcal{T}$ and $\mathcal{T}'$ lie in a rectangle with sides of length $l = (3\sqrt{3}, 3\sqrt{3}/2)$ parallel to coordinate axes. Clearly,

$$\frac{|\mathcal{T}|}{\text{diam}(\mathcal{T})^2} = \frac{|\mathcal{T}'|}{\text{diam}(\mathcal{T}')^2} = \frac{\sqrt{3}}{4}.$$

We now cover $\mathcal{T}_L$ with translates of $\mathcal{T}$ and $\mathcal{T}'$ as depicted in Figure C.2. Here, a large portion of $\mathcal{T}_L$, namely a translate of $\mathcal{T}_{\sqrt{3}q \kappa}$ with $\sqrt{3}kq \leq L < \sqrt{3}(k + 1)q$, $k \in \mathbb{N}$, can be covered this way without any overlap. For the remaining part of $\mathcal{T}_L$, we can guarantee that no more than three different elements participate in an overlap, so that for $L \geq \sqrt{3}q$ we end up with a (finite) $(3,q,l,\sqrt{3}/4)$-covering of $\mathcal{T}_L$ with $l = (\sqrt{3}q, 3\sqrt{3}/2)$.

![Figure C.2. A covering of the equilateral triangle $\mathcal{T}_L$ with $L \geq 3\sqrt{3}q$.](image)

C.5. **Proof of Lemma 1.4.** The statement of Lemma 1.4 is clearly correct for generalised rectangles by Subsection C.1, and for the two dimensional domains in question we have above constructed coverings that are, in particular, $(4,q,l,1/4)$-coverings with the respective parameters $l \in (q, \infty)^2$. Here, the isosceles right-angled triangles are represented by $\mathcal{R}_{\theta,L}$ with $\theta = \pi/4$, whereas the hemiequilateral triangles correspond to $\mathcal{R}_{\theta,L}$ with $\theta = \pi/3$. This means that in each case the entries of $l$ can be bounded by multiples of $q$, which depend at most on the opening angle $\theta$ if a sector is considered (the smaller $\theta$, the larger the multiple). Hence, the claim of Lemma 1.4 holds also for the stated two dimensional domains. Since
there are at most $d/2$ factors of dimension 2 in a Cartesian product in $\mathbb{R}^d$, the claim for Cartesian products of the above domains now follows from Lemma 1.4. This completes the proof of Lemma 1.4.
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