AUV Global Security Path Planning Based on a Potential Field Bio-Inspired Neural Network in Underwater Environment
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Abstract: As one of the classical problems in autonomous underwater vehicle (AUV) research, path planning has obtained a lot of research results. Many studies have focused on planning an optimal path for AUVs. These optimal paths are sometimes too close to obstacles. In the real environment, it is difficult for AUVs to avoid obstacles according to such an optimal path. To solve the safety problem of AUV path planning in a dynamic uncertain environment, an algorithm combining a bio-inspired neural network and potential field is proposed. Based on the environmental information, the bio-inspired neural network plans the optimal path for the AUV. The potential field function adjusts the path planned by the bio-inspired neural network so that the actual AUV can avoid obstacles. The proposed approach for AUV path planning with safety consideration is capable of planning a real-time “comfortable” trajectory by overcoming either “too close” or “too far” shortcomings. Simulation and experimental results show that the proposed algorithm considers both AUV security and path rationality. The planned path can meet the need for collision-free navigation of AUVs in a dynamic, uncertain environment.
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1 Introduction

As one of the key technologies of underwater target searches and map construction, autonomous underwater vehicle (AUV) path planning has been widely studied [1–4]. Path planning is a non-collision path automatically planned by an AUV from a starting position to a goal according to the specific functions of task requirements and constraints [5–8]. The path-planning algorithm the path to be as short as possible under the premise of AUV security.

From the perspective of the AUV perceiving the environment, path-planning methods can be divided into three categories: Those based on environment models, case-based learning planning methods, and...
behavior-based path planning methods. From the perspective of whether the planning environment changes with time, it can also be divided into static and dynamic path planning methods. Based on the models and methods used in current path planning, this paper summarizes and generalizes the existing path planning techniques of mobile robots into the following four categories: template-matching path planning technique, artificial potential field path planning technique, map building path planning technology, and artificial intelligence path planning technology.

The template-matching method compares the current state of the AUV with experience, finds the closest state, and modifies the path under this state, and then a new path can be obtained [9,10]. First, a template library is established by using the known information used in path planning. The template in the library contains various environmental information and corresponding path information. These templates can be obtained with a specific index, and then the AUV’s current planning task and environment information are matched with the template in the template library to find an optimal matching template, which is then modified as the final result of the path planning.

Template-matching technology has a good application effect when the environment is determined. For example, Liu et al. [11] proposed a template matching the path planning method for cleaning robots [12]. To improve the adaptability of template matching path planning technology to environmental changes, some scholars proposed a method combining template matching with artificial neural network learning, such as Ram et al. [13], who combined online case-based matching and enhanced learning to improve the adaptive performance of a robot in the template matching planning method, enabling the robot to partially adapt to environmental changes. Arleo et al. [14] proposed a path planning method combining the environment template with neural network learning.

Artificial potential field (APF) path planning is one of the classical methods for robot path planning. The basic idea considers robot movement in the environment as a virtual force field in the movement; the obstacles to the robot repulsion, target gravitational pull on the robot, and attraction and repulsion force drive the robot to the goal; and the resultant force is the power of acceleration of the robot, which can be used to control the movement direction of the robot [15–18]. Rasekhipour et al. [19] proposed the APF algorithm for path planning of an autonomous surface vehicle (ASV) in a real-time marine environment. In Berger et al. [20], the discrete rescue path planning problem for a single agent navigating in an uncertain adversarial environment was solved. Experimental results show the value of the proposed approach in computing near-optimal solutions reasonably quickly for various problem instances. In general, the traditional optimizing methods easily tend to fall into the local minimum. Therefore, the efficiency of the traditional optimization method is low.

The path planning technology of mapping is to divide the area around a robot into different grid spaces (such as free space and restricted space) according to the obstacle information obtained by the robot's sensors, calculate the possession of obstacles in the grid space, and then determine the optimal path according to certain rules. Wang et al. [21] studied path planning for first responders in the presence of uncertain moving obstacles by a modified A* algorithm that can deal with the uncertainty and generate fast and safe routes passing through the obstacles. Uttendorf et al. [22] integrated the A* algorithm and the fastest descent method, which was used for grid-based path planning. The A* algorithm is a node-searching strategy; that is, it uses the heuristic function to estimate the cost of the path from the start to the goal in the grid maps. The branching factor of the A* algorithm describes the moving directions, which will be selected according to the path length in different grid maps. The steepest descent method adopts a heuristic-based gradient method with grid maps to search for the shortest path.

Bortoff [23] proposed a suboptimal rough-cut path through radar sites by constructing and searching a graph based on Voronoi polygons. Wang et al. [24] used a threat probability map instead of a Voronoi polygon to generate the initial solution of a multi-vehicle path planning problem. To derive efficient
solutions for motion planning in the practical world, the rapidly-exploring random tree (RRT) algorithm has been extensively explored. The RRT algorithm presents a solution regardless of whether the specific geometry of the obstacles is known beforehand [25,26]. Various algorithms enhancing the original RRT algorithm have been proposed. For example, Zaid et al. [27] introduced a new variant called intelligent bidirectional-RRT* (IB-RRT*), which is an improved variant of the optimal RRT* and bidirectional version of RRT* (B-RRT*) algorithms and is specially designed for a complex cluttered environment. IB-RRT* utilizes the bidirectional trees approach and introduces an intelligent sample insertion heuristic for fast convergence to the optimal path solution using uniform sampling heuristics. This algorithm guarantees eventual convergence to an optimal path solution, unlike the original RRT algorithm.

Artificial intelligence (AI) is a new technical science implemented to research and develop theories, methods, technologies, and application systems used to simulate, extend, and extend human intelligence. Modern AI technology has been widely used to solve the problem of path planning for robots.

The genetic algorithm (GA) is one of the most commonly used methods in path planning. Romero et al. [28] used the GA to solve the multi-constraints three-dimensional (3D) unmanned aerial vehicle (UAV) path planning problem. Qu et al. [29] presented the co-evolutionary strategy based GA using the binary codes through matrix for mobile robot navigation in static and dynamic environments. This approach transforms the environment from chaos to an array.

Particle swarm optimization (PSO) is a common path planning algorithm. It is important ensuring the radiation safety of workers in nuclear facilities. Wang et al. [30] proposed an improved PSO algorithm to solve path-planning problems. Specifically, the PSO algorithm is associated with a chaos optimization algorithm, and new mathematical dose calculation models for the path-planning problem are built. Wang et al. [31] compared the parallel GA with the parallel PSO algorithm in a real-time 3-D path-planning problem. Lee [32] developed an anytime algorithm using PSO to solve the intelligent robot path-planning problem.

Another commonly used path-planning algorithm is the bio-inspired neural network in the field. Cao et al. [33] made an in-depth study of AUV path planning. They devised a combination of a velocity synthesis algorithm with a biologically inspired neurodynamics model for an underwater environment affected by ocean currents. It is expected to provide shorter paths than other algorithms in an underwater environment with ocean currents and obstacles. Yang et al. [34] introduced a bio-inspired neural network algorithm to lead the robot to search for unknown environments. This method is capable of planning more reasonable and shorter collision-free complete coverage searching paths in an unknown environment. Although the bio-inspired neural network algorithm has obtained some good results for a mobile robot, its workspace is different from the practical underwater environment.

Although most AI methods have a powerful ability of global optimization, the efficiencies of the different methods are uneven for the same problem [35]. For example, the bio-inspired neural network approach of AUVs is an original approach that can be applied to generate a real-time collision-free trajectory under a dynamic uncertain environment. The planned path may not prevent an AUV from approaching obstacles “too close”. In this case, the AUV may collide with an obstacle in the actual underwater environment. Furthermore, the generated path may not be in accord with the restriction that the path length should be short to the greatest extent when the approach is applied in point-to-point path planning [36].

In this study, a potential field bio-inspired neural network (PBNN) in conjunction with the developed virtual obstacle algorithm (VOA) and safety aware navigation algorithm is utilized for an AUV [37]. The PBNN is applied to AUV path planning. In this biologically inspired neural network model, the planned AUV motion in a static environment is globally optimal although there is no explicit optimization of any global cost functions. The potential field is utilized to adjust the planning path of the bio-inspired neural
network, and achieve AUV path planning. The real-time AUV path is planned through the dynamic activity landscape of the neural network without any prior knowledge of the dynamic environment, and thus it is computationally efficient. The proposed model for AUV path planning with safety consideration is capable of planning a real-time “comfortable” trajectory by overcoming either “too close” or “too far” shortcomings. Simulation studies validated that the proposed approach was capable of performing safe and efficient navigation of an AUV. In addition, the proposed approach has better adaptability compared with other algorithms.

The rest of the paper is organized as follows. In Section 2, the problem statement is given. Section 3 introduces the mechanism of the path planning algorithm. The simulation experiments for various situations are given in Section 4, and the conclusion is given in Section 5.

2 Problem Statement

In this study, the security of a real-time AUV path is designed in an underwater environment. The safety aware navigation is taken into consideration by virtual enlarged obstacles in the environment. The obstacles are enlarged by the previously modeled obstacle enlargement algorithm illustrated. The AUV is driven by the proposed PBNN model, and the VOA is navigated along a smooth trajectory, which constantly retains a safer and more “comfortable” distance from the obstacle. In the underwater environment, there are the AUV, goal (static or dynamic), and several obstacles of different sizes and shapes. The turning radius of the AUV is ignorable compared with the dimension of the underwater workspace; thus, the AUV is assumed to be able to move omnidirectionally. The AUV is supposed to be informed about the underwater environment and the boundaries of their workspace. The AUV and dynamic goals are only allowed to move within the workspace. Among these, the dynamic goal moves at random, while the AUV moves according to the proposed algorithm. When the AUV moves from the starting position to the goal position, the path-planning task is ended.

3 Path Planning Strategy Equations and Mathematical Expressions

Owing to the complicated underwater environment, AUV path planning may encounter obstacles. When encountering obstacles, the AUV estimates distance and take measures to avoid obstacles. PBNN is introduced in this study to achieve path planning and obstacle avoidance.

3.1 Bio-inspired Neural Network

The bio-inspired neural network was first proposed by Grossberg [38], derived from circuitry in biofilms by Hodgkin et al. [39]. It is considered to be a real-time adaptive behavior of a monomer. In this paper, the path of an AUV is planned by the bio-inspired neural network. The main reason for using this bio-inspired neural network is that it is not only a feasible solution but also an efficient one. The proposed neural network is topologically organized, in which the dynamics of each neuron is characterized by a shunting or additive equation. The real-time optimal trajectory is generated through the dynamic activity landscape of the neural network without explicitly searching over the free space nor the collision paths, without any prior knowledge of the dynamic environment, and without any learning procedures. First, a bio-inspired neural network is built according to a 3D grid map of an underwater environment (as shown in Fig. 1).

In this model, a neuron represents a grid cell. Information of the grid cell is described by the neural activities. Each neuron is connected with adjacent ones to form a network for their transmission of activity. As shown in Fig. 1, each neuron has contact with the surrounding 26 neurons and stimulate or inhibit each other. According to bio-inspired neural network structure, the dynamic active output value differential equation of the $i$-th neuron is [40,41]:

$$\frac{d}{dt} v_i(t) = -v_i(t) + w_i + \sum_{j \neq i} w_{ij} v_j(t) - \sum_{j \neq i} w_{ji} v_i(t)$$
\[
\frac{\dot{G}}{G} = -AG + (B - G)([I_i]^+ + \sum_{j=1}^{k} w_{ij} [x_j]^+) - (D + G)[I_i]^-
\]  \hspace{1cm} (1)

where \( k \) denotes the number of neurons surrounding the \( i \)-th neuron. \( I_i \) denotes the external input of the \( i \)-th neuron and is defined as

\[
I_i = \begin{cases} 
E, & \text{if it is a goal} \\
-E, & \text{if it is an obstacle} \\
0, & \text{otherwise}
\end{cases}
\]  \hspace{1cm} (2)

where \( E \) is a positive constant that is far greater than \( B \). This guarantees, in the entire neural network, the active values of the goal neurons mean the peak, and the obstacle point means the valley. \([I_i]^+ + \sum_{j=1}^{k} w_{ij} [x_j]^+\) represents the excitation signal, and \([I_i]^−\) represents the inhibitory signal, and \(|ij|\) is the Euclidean distance between neuron \( i \) and its neighbor \( j \) in the 3D space:

\[
|ij| = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2 + (z_i - z_j)^2}
\]  \hspace{1cm} (3)

where \((x_i, y_i, z_i)\) is the coordinate of the \( i \)-th neuron in the 3D coordinate system, and \((x_j, y_j, z_j)\) coordinate of the \( j \)-th neuron in the 3D coordinate system.

In Eq. (4), \( w_{ij} \) is the connection weights between neuron \( i \) and its neighbor \( j \), which can be defined as [42]:

\[
w_{ij} = f(|ij|) = \begin{cases} 
\frac{\mu}{|ij|}, & 0 < |ij| < \sqrt{3} \\
0, & |ij| \geq \sqrt{3}
\end{cases}
\]  \hspace{1cm} (4)

where \( \mu \) is a positive constant, and generally, \( 0 \leq w_{ij} \leq 1 \). As the connections between neurons are not directional, the connection weight coefficients are symmetrical; that is \( w_{ij} = w_{ji} \).

Owing to Eq. (1), the activity value of the neuron in the goal is positive, while those of the neurons in the obstacles are negative. This means one part of the excitation signals comes from external input while the other part comes from internal incremental gains of interconnecting neurons. If \( I_i \leq 0 \), which means that there is no external input for neuron \( i \), and all its excitation signals are transmitted through the neuronal

\[\text{Figure 1: 3D bio-inspired neural network structure} \]
network. In contrast, all the inhibitory input for signals $i$ are external. Therefore, the excitation signals transmit between neurons, and the value of the positive activity of neurons in a neural network has a global effect, while the inhibitory signals do not transmit and the negative activity of neurons has only a local effect.

Obviously, in the bio-inspired neural network path planning approach, there are two shortages: (i) The planned path may not prevent an AUV from approaching obstacles “too close”, and (ii) The generated path may not be in accord with the restriction that the length of the path should be short to the greatest extent when the approach is applied in point-to-point path planning. In this case, the AUV may collide with an obstacle in the actual underwater environment. The underwater environment with each AUV’s moving ability is supposed in an ideal condition.

3.2 Potential Field

To avoid obstacles, the potential field is applied to regulate the planning path of the bio-inspired neural network, and an integrated PBNN method is proposed in this paper. To better understand the PBNN algorithm, a potential field is introduced for AUV path planning by overcoming the “too close” shortcoming and security path under obstacles condition.

The potential-field algorithm is a commonly used method for AUV path planning in an underwater environment [43]. In this subsection, the potential-field function-value calculation is based on the attractive and repulsive potential functions, which are mainly related to the target relative distance and velocity, and the obstacle’s relative distance. After the calculation of the attractive and repulsive potential, the potentials field function can be obtained by

$$U = U_{att}(p, v) - U_{rep}(p, v)$$ (5)

where $U$ is the potential field function, $p$ is the AUV’s position; $U_{att}(p, v)$ denotes the attractive potential function generated by the goal, $U_{rep}(p, v)$ is the repulsive potential function generated by the obstacle, and $v$ is the AUV velocity.

The attractive potential is defined as a function of the relative distance and velocity between the AUV and the goal. The attractive potential-field functions are expressed as follows [44]:

$$U_{att}(p, v) = \alpha_p \|p_{tar} - p\|^m + \alpha_v \|v_{tar} - v\|^n$$ (6)

where $p_{tar}$ denotes the positions of the goal; $v$ and $v_{tar}$ denote the velocities of the AUV and goal, respectively; $\|p_{tar} - p\|$ is the Euclidean distance between the AUV and goal; $\|v_{tar} - v\|$ is the magnitude of the relative velocity between the goal and AUV; $\alpha_p$ and $\alpha_v$ are scalar positive parameters; and $m$ and $n$ are positive constants.

An intuitive way of preventing an AUV from approaching obstacles “too close” is to take into account the relative positions and velocities between the AUV and obstacles when constructing the repulsive potential function. In this subsection, a repulsive potential function is presented that makes use of the position information of the obstacles. The repulsive potential only stays locally. The influence range of the repulsive potential is the obstacle enlargement area. Considering that the goal may appear in the obstacle enlargement area, the repulsive potential increases as the distance from the obstacle decreases. The repulsive potential at the boundary of the obstacle enlargement is small. Therefore, the AUV can enter the obstacle enlargement area when needed. However, the repulsive potential at the boundary of the obstacle is very large, which prevents the AUV from colliding with the obstacle. Accordingly, the repulsive potential can be defined as [45]:
where $\rho_0$ is a positive constant describing the influence range of the repulsive potential, and $||p_{obs} - p||$ is the Euclidean distance between the AUV and the obstacle. Deceleration of magnitude $a$ is applied to the AUV to reduce its velocity, and $\eta$ is a positive constant.

### 3.3 Path Selection

In the AUV path-planning task, the motions of the AUV are guided by the dynamic activity landscape of the neural network and potential field function. The activity of each neuron is determined by a shunting equation, i.e., Eq. (1). The potential field function is calculated by a shunting equation derived from Eq. (5). The AUV’s movement is determined by the landscape of the dynamic activity of the topologically organized neural network and potential field. The strategy of AUV path selection can be expressed as follows:

$$
P_{next} \triangleq u_{P_{next}} = \max \{ \beta G_j + \lambda U, j = 1, 2, \ldots, M \}
$$

where $M$ represents the numbers of the $i$-th neuron’s neighbors, $\beta$ and $\lambda$ are positive constants, $P_{next}$ represents the AUV’s location of next moment in the map, and $u_{P_{next}}$ is the largest value of the sum of the active value and the potential field of the $i$-th neuron’s neighbors. When an AUV makes a path selection, it compares $u_{P_{next}}$ of the neuron of its current location with its neighbors and chooses the one with the highest value as the next step. Repeating this performance, the AUV keeps moving towards the goal.

### 3.4 Safety-Aware Navigation Algorithm

In this subsection, the obstacle enlargement algorithm associated with the proposed PBNN is addressed. The algorithm contains two portions: The obstacle enlargement and the navigation portions.

Obstacle enlargement algorithm portion: This algorithm mainly relies on the AUV’s onboard range sensors. The obstacles populated in the workspace in the proposed model are assumed to be known. Cell representation is utilized in this paper for environmental information. Once a cell (grid) represented for obstacles is detected by the onboard sensors of the vehicle as a neuron, its neurons are to be marked as $I_i = -E$ in Algorithm 1.

**Algorithm 1**

Loop

Find obstacle areas with $I_i = -E$ by onboard sensors of the AUV

if (the current central neuron is an obstacle cell) then

Flag as obstacle cell and $I_i = -E$

if (adjacent neuron is either an unvisited point with $I_i = -E$) then

Flag its adjacent neurons as virtual obstacles $I_i = -E$

end if

Set the current neuron to neighboring neuron

end Loop
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Autonomous navigation algorithm portion: The goal globally attracts the AUV in the entire state space through activity propagation, while the obstacles have only local effects in a small region to avoid collisions. The autonomous navigation algorithm is shown in Algorithm 2. Based on the previously addressed obstacle enlargement algorithm, the AUV applying the Autonomous Navigation algorithm generates a safe distance from obstacles.

```
Algorithm 2

Loop
  Find unvisited neighboring neuron with the largest value of the sum of the active value and the potential field
  if (neighboring neural value <= current neural value) then
    Flag as visited and external input as zero
    if (neighboring neuron is either visited or with smaller value) then
      Flag it as deadlock
    end if
  end if
  if (neighboring neurons are all visited) then
    Flag it as visited
  end if
  Set the central neuron to neighboring neuron
end Loop
```

4 Simulation Studies

In the simulation, a starting position and goal are randomly positioned in free space for each map, and the experiment is conducted to find a path from the starting to the goal. The 2D and 3D underwater environments are considered in this work to validate the performance of the proposed methodology. To demonstrate the effectiveness of the proposed algorithm for path planning by an AUV in an underwater environment with obstacles, several simulations coded in MATLAB were conducted. In the simulations, the maps are different in terms of the number of obstacles, shapes of obstacles, size of the map, and narrowness of roads. These simulations include various cases, such as both static and dynamic goals. In addition, comparisons between the proposed algorithm and PSO are conducted. The parameters used in all experiments are shown in Tab. 1.

4.1 AUV Path Planning in 2D Underwater Environments

Here, the bio-inspired neural network (BNN) and PBNN algorithms were applied to see how points would surround critical obstacles and how the PBNN would improve paths about path length when an identical initial width was given for all maps. In the simulation, the safe distance between the AUV and obstacle is assumed to be a grid. The results are shown in Fig. 2. Two algorithms can implement AUV path planning. In the BNN algorithm, since the goal will impact the entire area through neural transmission, the activity of each neuron can be derived from the shunting equation (Eq. (1)). When an AUV makes a selection of its path, it compares the activity value of the neuron of its current location with its neighbors and chooses the one with the highest value as the next step. In the proposed algorithm,
the goal and obstacles are excitations and inhibitors of the neural network, respectively. Repeating this performance, the AUV keeps moving towards the goal, and AUVs can by-pass obstacles to avoid a collision. To shorten the path, the BNN controls the AUV from approaching obstacles “too close”, so it is easy to collide with obstacles. The result is shown in Fig. 2a. In the PBNN, in addition to the path-planning based BNN, obstacles are amplified according to the repulsive potential function. AUVs by-pass enlarged obstacles. The AUV path is capable of planning a real-time “comfortable” path by overcoming the “too close” shortcoming. The result is shown in Fig. 2b. The simulation results show that the proposed algorithm can plan a safer path for the AUV.

**Table 1**: Control parameters

| Parameters | Value | Description                           |
|------------|-------|---------------------------------------|
| A          | 2     | the passive decay rate of the neural activity |
| B          | 1     | the upper bounds of the neural activity   |
| D          | 1     | the lower bounds of the neural activity   |
| μ          | 0.3   | a positive constant                    |
| α_p        | 1.1   | a scalar positive parameter             |
| α_v        | 1.9   | a scalar positive parameter             |
| β          | 0.6   | a positive constant                    |
| λ          | 0.4   | a positive constant                    |

**Figure 2**: AUV path planning in a 2D underwater environment with static goal (a) BNN, (b) PBNN

Analysis of the reasons for the above results shows that the BNN algorithm achieves the optimal path by selecting the maximum position point of the active value of neurons while ignoring the safe distance between the AUV and obstacles. The proposed algorithm not only considers the optimal path but also introduces the potential field function and obstacle enlargement algorithm to consider the safe distance between the obstacle and AUV. Therefore, the path of algorithm planning is safer and more suitable for practical application than that of BNN algorithm planning.
The goal will move because of the water currents. A second simulation was conducted to test path planning for a dynamic goal, which will undoubtedly cause more difficulties. However, the algorithm proposed in this paper specifically overcomes this difficulty. Owing to the pre-definition, the activity values of the neurons in the goal are positive, and the goal globally attracts AUVs through the dynamic neural activity landscape of the model. According to Eq. (1), activity values of the AUV’s neighbor neurons will change accordingly when the goal’s location changes. Through the change of activity values of neighboring neurons, the real-time information about the ever-changing locations of the mobile goal can be obtained by the AUV. Moreover, the attractive potential function can further attract the AUV. The proposed algorithm can constantly adjust search paths according to changes in the neighboring neural activity value and attractive potential function. The results are shown in Figs. 3c and 3d. Because the generated path may not be in accord with the restriction that the length of the path should be short to the greatest extent when the BNN is applied in point-to-point path planning, as shown in Figs. 3a and 3b, the path of the BNN algorithm is longer than that of the PBNN algorithm.

Figure 3: AUV path planning in a 2D underwater environment with dynamic goal (a) Path planning process of BNN, (b) Path planning result of BNN, (c) Path planning process of PBNN, (d) Path planning result of PBNN
To further consider the applicability of the proposed algorithm, AUV path planning of a dynamic goal entering the obstacle enlargement area was simulated. According to the simulation results shown in Fig. 4, the proposed algorithm can complete the path planning of a dynamic goal entering the obstacle enlargement area. This is because the goal’s landscape of dynamic activity and attractive potential field is the largest. Although the dynamic goal enters the obstacle enlargement area, $u_{\text{next}}$ of the target is still a local maximum by the superposition of the active value and potential field. According to Eq. (8), the AUV can reach the goal.

**4.2 AUV Path Planning in 3D Underwater Environment**

The proposed PBNN algorithm can path plan not only the 2D underwater environment but also the 3D underwater environment. To test the performance of the proposed algorithm, the simulations conducted path planning for static and dynamic goals in the 3D underwater environment. These simulations involved one goal, one AUV, and several obstacles in an underwater workspace. The initial locations of the goal were $(9, 9, 9)$. The initial locations of the AUV were $(1, 1, 1)$. According to the path-planning principle mentioned above, the AUV completed the path planning of a 3D underwater environment, as shown in Figs. 5 and 6. Figs. 5a–5d show the path planning of the AUV in the different 3D underwater environments with the static goal. Figs. 6a and 6b show the path planning of the AUV in the different 3D underwater environments with the dynamic goal. According to the path of the AUV in Figs. 5 and 6, the proposed algorithm can plan the short path under the premise of the AUV navigating safely. This shows that the proposed PBNN algorithm overcomes the disadvantages of the BNN algorithm.

Owing to the influence of water currents, not only static and dynamic obstacles exist in the underwater environment. The proposed algorithm must avoid not only static obstacles but dynamic obstacles as well. The initial locations for the AUV, goal location, and obstacles are depicted in Fig. 7a, where O1 and O2 are dynamic obstacles. The movement speeds of the dynamic obstacle are lower than those of the AUV. At the beginning of the stage, with no obstacle, around the AUV, the AUV moves towards the goal. However, in this simulation the obstacle O1 moves to the planning path of the AUV. If the AUV continuously traverses along the original trajectory, a collision with O1 would occur. However, such a problem can be solved by the proposed algorithm, as can adjust the AUV’s next motion direction.
according to the PBNN of real-time change. The AUV can change its moving directions to by-pass the
dynamic obstacle. Similarly, if the obstacle O2 moves toward the path of AUV, the proposed algorithm
will re-plan a collision-free path to by-pass it. Fig. 7b shows the trajectories that were re-planned during
the path planning process.

Figure 5: AUV path planning in 3D underwater environment with static goal (a) Front view of path
planning in the disperse obstacles, (b) Back view of path planning in the disperse obstacles, (c) Front
view of path planning in the narrowness of roads, (d) Back view of path planning in the narrowness of roads

Figure 6: AUV path planning in a 3D underwater environment with a dynamic goal (a) The disperse
obstacles, (b) The narrowness of roads
4.3 Comparison of Different Algorithms

The proposed algorithm is expected to improve the efficiency of path planning under the condition of the AUV navigating safely in the underwater environment compared with another commonly used algorithm, such as the PSO algorithm. The comparison studies involve one dynamic goal and some obstacles with a 3D underwater environment scale of $10 \times 10 \times 10$. The goal position, AUV, and obstacles are randomly deployed. Two algorithms are applied to the AUV that is directed to path planning. Under these conditions, two algorithms separately complete 50 simulation experiments of path planning. To make a clear distinction between the two algorithms, Tab. 2 lists the mean and standard deviation statistics of path length, distance from the AUV to the obstacle, and energy consumption by both algorithms. It is reasonable to conclude that the integrated PBNN algorithm performs better than the PSO algorithm in each item of simulation results. Hence, it distinguishes itself from the shorter path length and time and lower energy consumption. By analysis, since the PSO algorithm only considers a local optimal, the generated path may not prevent an AUV from approaching obstacles “too close”. Owing to the generated path perhaps not being in accord with the restriction that the length of the path should be short to the greatest extent when the approach is applied in point-to-point path planning, the path is the “too far”. However, the PBNN can not only perform the secure path planning but also plan shorter paths. Thus, the PBNN approach for AUV path planning with safety consideration is capable of planning a real-time “comfortable” trajectory by overcoming the either “too close” or “too far” shortcoming.

Table 2: Comparison of performance with two different algorithms in the 3D underwater environment

| Performance               | Algorithm | PSO       | PBNN     |
|---------------------------|-----------|-----------|----------|
| Path length               |           | 46.36 ± 7.67 | 42.02 ± 5.18 |
| Distance from obstacles   |           | 5.78 ± 4.93  | 8.15 ± 5.47  |
| Energy consumption        |           | 69.54 ± 11.51 | 63.03 ± 7.77  |
4.4 Experiments

The performance of the proposed algorithm was tested in a real pool environment, using the Neptune-1 AUV model (see Fig. 8). The model is based on a remote submarine produced by Thunder-Tiger. The model was made into an AUV by adding a positioning module and rebuilding the remote-control system. The AUV thruster has a speed of 2 knots or 1.08 kN. Since underwater acoustic communication is not yet mature, this experiment was carried out on the water’s surface. The AUV communicated using WiFi.

![AUV model](image)

**Figure 8:** AUV model

The AUV position information is obtained through the water surface control platform, and the navigation path of the AUV plotted. Fig. 9 shows the path-planning experiment conducted by the Neptune-1 AUV in the pool with an obstacle. A remotely operated vehicle was placed into the pool as an obstacle. At the beginning of the experiment, the AUV navigated to the target along the path of bio-inspired neural network planning. The goal random motion. Next, when approaching the obstacle, the AUV kept a safe distance from the obstacle according to the potential field function to avoid a collision. Finally, the AUV reached the target along the collision-free planning path, which was similar to the path obtained in simulations. Therefore, the effectiveness of the proposed algorithm is verified by this experiment.

![Pool experiment](image)

**Figure 9:** Pool experiment

5 Conclusions

In this study, a novel potential field bio-inspired neural network methodology is proposed to realize AUV path planning for static and dynamic goals in an underwater environment with obstacles. A real-time safety aware navigation paradigm was developed for the guidance of the AUV locally to plan more
reasonable and safer trajectories. Simulations and experimental study validated that the proposed approach was capable of performing safety aware navigation of an AUV. Despite the advantages of this algorithm, some problems were still insufficiently considered. In the future, the proposed algorithm’s robustness and resilience [46] will be studied. While the concept of robustness seems to be well known, the concept of the resilience of an operation system, that is a path-planning system in this case, has been less discussed. The resilience of a path planning and scheduling system means that such a system can recover its ability to function after the system incurs partial damage. The five principles that can improve the resilience of a robotic system will be considered [47,48].
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