A Novel Approach for Acoustic Signal Processing of a Drum Shearer Based on Improved Variational Mode Decomposition and Cluster Analysis
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Abstract: During operation, the acoustic signal of the drum shearer contains a wealth of information. The monitoring or diagnosis system based on acoustic signal has obvious advantages. However, the signal is challenging to extract and recognize. Therefore, this paper proposes an approach for acoustic signal processing of a shearer based on the parameter optimized variational mode decomposition (VMD) method and a clustering algorithm. First, the particle swarm optimization (PSO) algorithm searched for the best parameter combination of the VMD. According to the results, the approach determined the number of modes and penalty parameters for VMD. Then the improved VMD algorithm decomposed the acoustic signal. It selected the ideal component through the minimum envelope entropy. The PSO was designed to optimize the clustering analysis, and the minimum envelope entropy of the acoustic signal was regarded as the feature for classification. We then use a shearer simulation platform to collect the acoustic signal and use the approach proposed in this paper to process and classify the signal. The experimental results show that the approach proposed can effectively extract the features of the acoustic signal of the shearer. The recognition accuracy of the acoustic signal was high, which has practical application value.
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1. Introduction

A drum shearer is a key piece of equipment in a fully mechanized coal face. Improvement to its automation level is critical to the efficient mining and safe production of the entire coal mining face [1]. Research on coal and rock identification technology has promoted drum shearer automation development. For instance, Bessinger used a γ-ray device to measure the thickness of the residual coal seam in the roof of a coal mine [2]. This method is restricted by environmental factors. Fan utilized the pressure change of the cylinder in the working process of the drum shearer as the characteristic signal and extracted the mean square error of the signal as the characteristic vector for the identification of coal and rock [3]. However, there are too many factors affecting the pressure change, and the recognition results are more volatile. Moreover, Sun took advantage of image analysis technology to extract texture features from coal and rock for classification and recognition using a gray level co-occurrence matrix [4]. Zhang analyzed the differences between the thermal infrared image characteristics and the transient flash temperature value during the cutting process [5]. Nevertheless, the dust in the coal mine affects the image collection. By installing an acoustic sensor on the rocker arm of the shearer, Xu used ensemble empirical mode decomposition (EEMD) and a neural network to identify coal and rock, which is hard to avoid using numerous computer simulations to determine method parameters [6,7]. In addition,
Si proposed an improved method of coal rock recognition based on the multi-scale fuzzy entropy and support vector machine (SVM) by extracting the vibration signal of the shearer’s rocker arm and combining the concepts of multi-scale entropy and fuzzy entropy [8]. Song established the feature data set of coal rock recognition by collecting the vibration and acoustic signals. He then proposed a classification method for combining the minimum enclosing balls (MEB) and SVM [9,10]. However, they ignore the effects of noise. Li decomposed the acoustic emission signal by using the Coiflet wavelet transform (WT) to gain multiple eigenvector groups. Afterward, he combined a multi-resolution fusion method and SVM to recognize coal and rock [11]. Wang proposed a method of multi-sensor information fusion combining vibrations, acoustic emission, a cutting current, and infrared thermal imaging to identify coal and rock [12]. The recognition method of multi information fusion increases the computation. When shearers are functional, the experienced operator will adjust the height of the drum according to the cutting sound to carry out the coal cutting. Physiological research has shown that to some extent, the human ear has the characteristics of localization and time-frequency decomposition [13,14]. Therefore, in various complicated environments, the human ear can accurately capture necessary acoustic signals. The acoustic signal can recognize coal rock due to its characteristics, such as easy gaining and non-contact measurement. The research on acoustic signal processing was also constantly developing. In the last century, many have used a fast Fourier transform to interpret the acoustic signal. Nevertheless, it is considered a non-stationary signal. As a result, the traditional Fourier transform was not applicable.

The non-stationary signal has poor stability and strong randomness, which can cause physical information confusion [15]. Hence, signal processing methods, such as wavelet transform (WT) [16], empirical mode decomposition (EMD) [17], EEMD [18], and the local mean decomposition (LMD) [19] have developed rapidly. The WT resolves the original signal into the accumulation of multiple wavelets in the form of a window function. Thus, WT has the advantage of having multi-resolution. Yan introduced the application of the classical WT, continuous WT, discrete WT, and the wavelet packet transform (WPT) in the fault diagnosis of rotating machinery [20]. However, selecting wavelet basis functions and decomposition levels restricts the application of WT. There will be some differences in the analysis results obtained by selecting different basis functions and decomposition levels. This signal decomposition method is easy to cause information leakage. To some extent, WT is not a real adaptive signal processing method. Huang adaptively decomposed the signal into several intrinsic mode functions (IMF) by EMD and realized the time-frequency analysis of the signal with Hilbert transform [21]. Moreover, Klionskiy explored the use of EMD for signal denoising [22]. Different from EMD, in order to suppress the mode confusion in the decomposition, EEMD adds Gaussian noise signals to the processing [23]. Zhang utilized EEMD to handle the vibration signals of motor bearings, took the replacement entropy of the IMF as the eigenvector, and combined the eigenvector with a SVM to classify the fault types [24]. Whether it is EMD or EEMD, issues remain, such as the end effect or mode confusion in the application. The LMD can solve irregular signals and even multiple product function components with a physical meaning. Nevertheless, for the signal with a similar frequency, it cannot separate effectively [25].

Thus, Dragomiretskiy and Zosso first proposed a new mode decomposition method: variational mode decomposition (VMD), which can adapt to signal processing [26]. The VMD method is primarily based on the Wiener filter, Hilbert transform, and frequency mixing. In the variational framework, this method iteratively searches for the optimal solution of the mode and continuously updates each mode function and the center frequency to obtain several mode functions with a particular bandwidth. It is a completely non-recursive signal decomposition method. Compared with other mode decomposition, VMD has an entirely theoretical basis. It has significant advantages in separating similar frequencies, suppressing mode confusion, and avoiding the end effect [27]. However, the accuracy of the signal processed by the VMD often depends on the preset parameters, which lacks adaptability. In order to conquer this drawback, numerous researches have been conducted. Li proposed an independence-oriented VMD method based on peak searching and similarity principle [28]. With this
method, the appropriate number of components can be determined, but it ignores the influence of other parameters. Based on a genetic algorithm (GA), Yan introduced an improved VMD method to obtain optimal parameters [29]. Nevertheless, the objective function of this method is partial, and it may cause the loss of information. Yi calculated the correlation between the mode components and the original signal after signal decomposition and used the ratio between the mean value and variance of the correlation as the fitness function of particle swarm optimization (PSO) to improve the VMD method [30]. Although this method can obtain the appropriate parameter value, it requires too much calculation. In addition, Zhang used the grasshopper optimization algorithm to propose a parameter-adaptive VMD method [31]. Yan designed an improved VMD method which uses a cuckoo search algorithm to obtain ideal parameters [32]. Zheng used adaptive differential evolution to determine the parameters of the VMD method [33]. In fact, the parameters of VMD can be adaptively determined by using meta-heuristic algorithms, but the appropriate fitness function needs to be selected first.

Cluster analysis refers to the classification of any sample category or other prior knowledge in a batch of samples, which are based on the characteristics of the samples. It classifies the same or similar features into one class by some similarity measurement method [34]. Clustering analysis is often used widely in pattern recognition, machine learning, and other fields. For the sensitivity of the method, Ahmad extended the k-harmonic mean clustering algorithm to mix data sets and compared the clustering effect of the algorithm in pure classification data and mixed data through various experiments [35]. In addition, Baraldi combined the unsupervised fuzzy C-means (FCM) algorithm with clustering analysis technology for fault diagnosis of nuclear turbines [36]. However, the algorithm relies heavily on the selection of the membership matrix and the initial center point. By continuously iterating to obtain the optimal objective function, the algorithm has a high time complexity. For better clustering effects and to solve issues that the algorithm is easy to fall into local optimization, intelligent optimization algorithms have been useful. Combined with the GA [37], ant colony optimization (ACO) [38], and PSO [39], cluster analysis has improved its global search ability significantly.

As a type of meta-heuristic algorithm, swarm intelligence optimization algorithm is a bionic algorithm based on population strategy. Inspired by the life processes of natural organisms, researchers have put forward a variety of swarm intelligence optimization algorithms and continue to supplement and improve upon them [40]. The main methods primarily include GA, ACO, and PSO. GA is a kind of evolutionary calculation that simulates the inheritance of biological genes. This method has strong convergence, good expansibility, and high universality. However, the algorithm relies on the setting of initial population parameters. ACO adopts a parallel strategy, which improves the reliability of the algorithm and also makes the algorithm have a better global optimization ability. Nevertheless, this algorithm is computationally intensive and requires a long solution time. PSO originates in the behavior of primitive biological groups, such as birds. Beginning with a random solution, an iterative approach can be used to find the ideal solution. This algorithm has the characteristics of a simple algorithm, high precision, fast convergence, and so on. For instance, Yahya took advantage of PSO to classify high-dimensional data [41]. Moreover, Malik used PSO to optimize the neural network for the prediction of building energy consumption [42]. Maleki determined the best parameters of a PV/wind/battery hybrid system by studying different PSO variant algorithms [43]. The research of PSO has been divided into theoretical research and engineering applications. Some scholars have studied the algorithm’s structure and performance improvement. More researchers have applied this algorithm to data classification, multi-objective optimization, fault diagnosis, and path planning.

On the basis of the aforementioned research, this paper proposes an approach for analyzing and processing the acoustic signal of the drum shearer. Two typical acoustic signals produced by drum shearer are selected for analysis. One is the acoustic signal of the transmission system driven by the motor in the rocker arm. Another is the acoustic signal of the hydraulic system powered by the electric machinery in the pump station. When the VMD algorithm interprets the collected acoustic signal, the parameters, such as model decomposition number K, penalty factor α, and the convergence
condition must be preset. In this paper, the PSO algorithm searches and decides the best parameter combination of VMD. Considering the acoustic signal of shearer has periodic impact component, the peak factor of the envelope spectrum can represent the characteristics of the impact component. Set the local maximum envelope spectral peak factor as the fitness function of PSO. In the optimization process, the final result is determined by searching for the maximum fitness function value. Then, VMD, with optimized parameters, handles the acoustic signal. Calculate the envelope entropy of the component signal and select the minimum envelope entropy as the eigenvalue. Moreover, cluster analysis is used to classify the acoustic signal. Meanwhile, considering the clustering algorithm’s shortcoming of easily falling into the local limit value, the PSO iterative search for the ideal value is utilized to optimize the clustering algorithm.

The reminder of this paper is arranged as follows. In Section 2, the basic theory of VMD, PSO, and the clustering analysis algorithm are introduced. In Section 3, the parameter optimization process of VMD is described. In Section 4, a simulation signal is established, and the signal analysis was carried out using this approach. In Section 5, the building of the simulation experiment platform of the shearer and obtaining the acoustic signal of the drum shearer are detailed. Then, the acoustic signal is processed by the approach proposed in this paper, and the clustering analysis realizes the classification. Finally, in Section 6, some conclusions and prospects are summarized.

2. Basic Theory

2.1. Variational Mode Decomposition

2.1.1. Basic Principles of VMD

In the VMD algorithm, the original signal \( f(t) \) was decomposed into \( K \) IMFs \( u_k \) with a specific bandwidth. The center frequency of each IMF is reflected by \( \omega_k \). The following defines the IMF as an amplitude modulation-frequency modulation signal:

\[
f(t) = \sum_{i=1}^{K} u_k(t)
\]

\[
u_k(t) = A_k(t) \cos(\varphi_k(t))
\]

where \( A_k(t) \) is the instantaneous amplitude of \( u_k(t) \), and \( A_k(t) \geq 0 \). \( \varphi_k(t) \) indicates the phase. \( \varphi_k(t) = \varphi'_k(t) \) reflects the instantaneous frequency, and \( \varphi'_k(t) > 0 \).

The Hilbert transform is applied to \( u_k(t) \) to construct the analytic signal and obtain its one-sided spectrum:

\[
\left[ \delta(t) + \frac{j \pi}{2} \right] \times u_k(t)
\]

where \( \delta(t) \) indicates a pulse function.

The exponential function \( e^{-j\omega_k t} \) mixes the analytic signals of \( u_k(t) \) and modulates the frequency spectrum of the IMF component to the corresponding fundamental frequency spectrum.

\[
\left[ \delta(t) + \frac{j \pi}{2} \right] \times u_k(t) e^{-j\omega_k t}
\]

To determine the norm of the square \( L^2 \) of the aforementioned demodulation signal gradient, estimate the signal width of each IMF component, and establish a constrained variational model, the following formula is used:

\[
\min_{|u_k|, \omega_k} \left\{ \sum_k \left\| \partial_t \left[ \delta(t) + \frac{j \pi}{2} \right] \times u_k(t) e^{-j\omega_k t} \right\|_2^2 \right\}
\]
where \( u_k \) = \{u_1, u_2, \ldots, u_K\} indicates the K model components gained through decomposition. \( \{\omega_k\} = \{\omega_1, \omega_2, \ldots, \omega_K\} \) reflects the frequency center of each component.

For the best solution of the aforementioned constrained variational model, it must become an unconstrained variational problem thereby introducing the Lagrange multiplier \( \lambda \) and quadratic penalty factor \( \alpha \). The augmented Lagrange function is:

\[
L(u_k, \omega_k, \lambda) = \alpha \sum_k \|\partial_t \left( (\delta(t) + \frac{j}{\pi}) \times u_k(t) \right) e^{-j\omega t} \|^2 + \|f(t) - \sum_k u_k(t)\|^2 + \left( \lambda(t), f(t) - \sum_k u_k(t) \right)
\]

The alternating direction multiplier method solves the aforementioned variational problem. The center frequency and bandwidth of each IMF component alternately update to find the saddle point of the augmented Lagrange function. Using the Parseval/Plancherel Fourier isometric transform, the model component \( u_k \) and the center frequency \( \omega_k \) are obtained as follows:

\[
\hat{u}_{k}^{n+1} = \frac{\hat{f}(\omega) - \sum_{i \neq k} \hat{u}_i(\omega) + \hat{\lambda}(\omega)/2}{1 + 2\alpha(\omega - \omega_k)^2}
\]

\[
\hat{\omega}_k^{n+1} = \frac{\int_{0}^{\infty} \omega^2 |\hat{u}_k(\omega)|^2 d\omega}{\int_{0}^{\infty} |\hat{u}_k(\omega)|^2 d\omega}
\]

where \( \hat{u}_k \) is the Wiener filter of the current residual \( \hat{f}(\omega) - \sum_{i \neq k} \hat{u}_i(\omega) \). \( \hat{\omega}_k^{n+1} \) is the center frequency of the power spectrum of the current model function, and \( |\hat{u}_k(\omega)| \) is the inverse Fourier transform.

2.1.2. VMD Iterative Operation

1. Initialize \( \{u_1^0, \omega_1^0\} \) and \( \lambda^0, n \).
2. Update \( u_k \) and \( \omega_k \) according to Formulas (8) and (9).
3. Preset the fidelity coefficient \( \tau \). Update \( \lambda \) according to Formula (10):

\[
\hat{\lambda}^{n+1} = \hat{\lambda}^n + \tau \left( \hat{f}(\omega) - \sum_k \hat{u}_k(\omega) \right)
\]

4. Set the precision \( e > 0 \). Settle the criteria as Formula (11). If the condition is met, the iteration is terminated. Otherwise, return to step (2) and continue the loop.

\[
\sum_k \left\| \hat{u}_k^{n+1}(\omega) - \hat{u}_k^n(\omega) \right\|^2 \left\| \hat{u}_k^n(\omega) \right\|^2 < e
\]

2.2. Particle Swarm Optimization

The PSO algorithm is derived from the complex adaptive system. It is an optimization algorithm based on an iterative mode. Through cooperation and competition among individuals, PSO realizes the search for the ideal solution in a complex space. Every possible solution is expressed as a particle in the group. This particle has its own velocity vector and position vector, as well as a fitness determined by
the objective function. All particles are flying in a complex space at a specific speed and are searching the global optimal value by seeking the current optimal value.

The algorithm assumes there is an $n$-dimensional target search space. $m$ particles constitute the population $S = \{ S_1, S_2, \cdots, S_m \}$. Any particle $i$ is located at $S_i = \{ S_{i1}, S_{i2}, \cdots, S_{im} \}$. The position of each particle $i$ is a potential solution and particle $i$ searches for new solutions by constantly adjusting its position $S_i$. $P_{id}$ describes the best solution found by particle $i$. $P_{gd}$ is the optimal solution currently searched for the entire particle population. The velocity of the $i$-th particle represented as $V_i = (v_{i1}, v_{i2}, \cdots, v_{im})$. When the population finds $P_{id}$ and $P_{gd}$, particle $i$ updates its speed according to Formulas (12) and (13).

$$
v_{id}(t + 1) = \omega v_{id}(t) + c_1 r_1(t)(p_{id} - s_{id}(t)) + c_2 r_2(g_{id} - s_{id}(t))
$$

(12)

$$
s_{id}(t + 1) = s_{id}(t) + v_{id}(t + 1)
$$

(13)

where $v_{id}(t + 1)$ is the velocity of particle $i$ in the $d$-th dimension of $t + 1$ iteration. To reduce the possibility of particle $i$ flying out of the search space, the limited speed range was between $[-v_{\text{max}}, v_{\text{max}}]$. $v_{\text{max}}$ is the maximum velocity of particle $i$. $\omega$ is the inertia weight coefficient, which controls the influence of the front speed on the current velocity. A larger $\omega$ is helpful to the global search ability of PSO. In contrast, a smaller $\omega$ enhances the local search ability. $c_1$ and $c_2$ are learning factors and non-negative constants. $c_1$ adjusts the step length of particle $i$ to an optimal position. The step length of the global optimal position direction of particle $i$ is regulated by $c_2$. Appropriate $c_1$ and $c_2$ can accelerate the algorithm convergence and reduce local optimization. $r_1$ and $r_2$ are independent pseudo-random numbers, which distribute on $[0,1]$, uniformly.

The basic steps of PSO are as follows:

1. Particle swarm initialization: set the initial velocity and initial position of each particle randomly.
2. The new position of each particle will be generated by the initial velocity and position.
3. Calculate the fitness of particles.
4. Compare the fitness value of arbitrary particles with the fitness value of the optimal position $P_{id}$ it experienced. If there exists a better fitness value, it will update.
5. Compare the fitness value of any particle with the fitness value of the optimal position $P_{gd}$ passed by the population. If there is a better fitness value, then $P_{gd}$ will be replaced.
6. Adjust the position and speed of particles according to Formulas (12) and (13).
7. If the ideal position is searched or the maximum number of iterations is reached, the optimization ends. Otherwise, repeat steps 3 to 6.

2.3. Clustering Analysis of PSO

Let the sample pattern set be $R = \{ R_i, i = 1, 2, \cdots, N \}$. $R_i$ is the $n$-dimensional pattern vector, and cluster analysis is done to find a partition $\varphi = \{ \varphi_1, \varphi_2, \cdots, \varphi_M \}$, so that the sum of the total within-class scatter reaches the minimum value. The sum of the distances of various types of samples to the corresponding cluster centers can be acquired by the clustering criterion formula $J$:

$$
J = \sum_{j=1}^{M} \sum_{R_i \in \varphi_j} d(R_i, \overline{R(\varphi_j)})
$$

(14)

where $\overline{R(\varphi_j)}$ represents the center of the $j$-th cluster, and $d(R_i, \overline{R(\varphi_j)})$ is the distance from the sample to the corresponding center. After deciding the clustering center, the clustering division can be
determined by the nearest neighbor method. For a sample \( R_i \), if the center \( \overline{R^{(q)}} \) of the \( j \)-th cluster satisfies Formula (15), then \( R_i \) belongs to the \( j \)-classification.

\[
d(\overline{R^{(q)}}, R_i) = \min_{l=1,2,\cdots,M} d(\overline{R^{(q)}}, R_l)
\]

(15)

When using PSO to solve clustering issues, each particle \( i \) is regarded as a feasible solution to form a particle swarm solution set. It assumes that the clustering issue with \( M \) clustering centers and the \( n \)-dimensional sample vector dimension is known. Any particle \( i \) can be determined by particle position, velocity, and fitness value. The fitness of particle \( i \) can be calculated per the following method.

1. The clustering division of particle \( i \) can be determined by the nearest neighbor method of Formula (15).
2. On the basis of the partitioned clusters, the cluster center recalculates. Then, count the total within-class scatter \( J \) according to Formula (14).
3. The fitness computing Formula (16) of particle \( i \) is as follows:

\[
P_{\text{fitness}} = k/J
\]

(16)

where \( k \) is a constant that depends on the specific situation. The fitness value of particle \( i \) negatively correlates with the \( J \) value of the clustering partition.

3. Parameter Optimization of VMD

The influencing parameters of the VMD algorithm primarily include the number of components, \( K \); penalty factor, \( \alpha \); discrimination accuracy, \( \varepsilon \); and fidelity coefficient, \( \tau \). Constructing the multi-harmonic signal is as shown in Formula (17).

\[
x(t) = \sin(8\pi t) + \frac{1}{6} \cos(128\pi t) + \frac{1}{32} \sin(512\pi t) + \eta
\]

(17)

The synthetic signal is composed of three harmonic components. The amplitude of components decreases gradually, whereas the frequency increases gradually. \( \eta \sim N(0, \sigma) \) is the Gaussian noise. The standard deviation was set to \( \sigma = 0.1 \). Let the number of components of VMD be \( K = 3 \), the penalty factor be \( \alpha = 2000 \), the discrimination accuracy be \( \varepsilon = 1 \times e^{-7} \), and the fidelity coefficient be \( \tau = 0 \). The result of the signal decomposition is shown in Figure 1.

Figure 1 reveals the low-frequency component 1 and intermediate-frequency component 2 obtained by the VMD processing, which were near to the original signal. The reconstruction effect of the high-frequency signal 3 was unsatisfactory because of the influence of the Gaussian noise.

By comparing Figures 2 and 3, the central frequency of each component can be accurately located after the multi-harmonic signal with the Gaussian noise is processed by VMD.

Research shows \( K \) and \( \alpha \) have more influence on the decomposition of VMD, and \( \varepsilon \) and \( \tau \) have no significant effect. Compared with other model decomposition algorithms, VMD must be set to the number of components, \( K \), in advance. An improper \( K \) value will cause over-decomposition or under-decomposition of signals, which will affect the accuracy of the decomposition results. The value of the penalty factor \( \alpha \) affects the bandwidth of the model components.

In order to show the effect of the number of components, \( K \), and penalty factor, \( \alpha \), on the decomposition of VMD, the \( K \) value should be set to 2 or 4, and the \( \alpha \) value should be set as 300 or 3000, respectively, for comparative analysis. The results are demonstrated in Figure 4.

When \( K = 2 \), the signal is under-decomposed. The number of model components decomposed by VMD is less than the number of the actual value. However, if \( \alpha = 300 \), the bandwidth of each component is greater. As described in Figure 4a, when the intermediate frequency component is decomposed into low-frequency ingredients, the issue of model sharing occurs. When \( \alpha = 3000 \),
the component bandwidth becomes smaller. The intermediate-frequency component is discarded in the decomposition process, as shown in Figure 4b.

When $K = 4$, the signal appears over-decomposed, and the number of model components decomposed by VMD is relatively large. When $\alpha = 300$, as Figure 4c indicates, the Gaussian noise signal is decomposed into the purple section. If $\alpha = 3000$, Figure 4d shows how several modes share important frequency components, and false parts appear.

![Figure 1.](image1)

(a) The composite multi-harmonic signal graph, (b) the model component 1 after VMD processing, (c) the model component 2 after VMD processing, and (d) the model component 3 after VMD processing. The black in the figure is the original signal, and the other colors indicate decomposed signals.

![Figure 2.](image2)

Figure 2. Frequency distribution of noisy multi-harmonic signals.

![Figure 3.](image3)

Figure 3. Frequency distribution of variational mode decomposition (VMD) model components.
As a common swarm intelligence optimization algorithm, PSO has excellent global optimization ability. When the particle updates the position, it must recalculate the fitness value once and then update by comparing the fitness value twice. Therefore, the acoustic signals of the drum shearer presents a non-linear and non-stationary signal, which includes a periodic impact signal, harmonic signal, transient signal, and other signals. As a dimensionless index, the peak factor \( K \) considers the strength and periodicity of the shock component in the signal. If there is a signal envelope spectrum amplitude sequence of \( X_j \) \((j = 1, 2, \ldots, M)\), then \( C_E \) can be calculated from Formula (18):

\[
C_E = \frac{\text{max}(X_j)}{\sqrt{\frac{\sum_{j=1}^{M} X_j^2}{M}}}
\]

where \( \text{max}(X_j) \) is the maximum value of the envelope spectrum in the frequency range \([n \times f_s, f_s/2]\). Moreover, \( f_s \) is the rotation frequency of the rotary drive system, and \( f_i \) is the signal sampling frequency. Experiments have shown that \( n = 3 \) can avoid the influence of system frequency conversion on the peak factor of the envelope spectrum.

After processing the acoustic signal of the shearer, it obtained some IMFs. If the IMF contains more irrelevant signals and cannot accurately reflect the characteristics of the original signal, it has a smaller \( C_E \). Supposing that the IMF contains more eigenvalues of the original signal, \( C_E \) is larger.

In the process of PSO optimizing VMD, when particle \( i \) is in a specific position, there is a corresponding set of \( K \) and \( \alpha \). Then, the \( C_E \) of all IMF components should be calculated after VMD.
processing. The largest value in the result is defined as the local maximum $C_E$. It can be expressed as $\text{max}_1 C_{E}^{\text{IMF}}$. The IMF corresponding to this value is the local optimal component, which contains sufficient characteristic information of the original signal. To generate the global best component, the best IMF with the most feature information can be obtained by decomposing the original signal. In this paper, $\text{max}_1 C_{E}^{\text{IMF}}$ will be regarded as the fitness function of optimization with the maximum $\text{max}_1 C_{E}^{\text{IMF}}$ as the optimization goal.

The steps of VMD based on PSO optimization are as follows:

1. Initialize the parameters of PSO.
2. Determine the fitness function in optimization.
3. Initialize the particle population. A certain number of parameter combinations $[K, \alpha]$ are randomly generated as the initial positions of particles. Stochastically initialize the movement speed of each particle.
4. When the particles are in different positions, VMD processes the signals. Count the fitness value $\text{max}_1 C_{E}^{\text{IMF}}$ of the corresponding position of any $[K, \alpha]$.
5. Compare the size of fitness values and update $P_{i,d}$ and $P_{g,d}$.
6. Update the velocity and position of particles according to Formulas (11) and (12).
7. If gaining the optimal position or reaching the maximum number of iterations, the optimization ends. Otherwise, repeat steps 4 to 6.

The flow chart of VMD optimization through PSO is described in Figure 5.

![Flow chart of particle swarm optimization (PSO) optimized variational mode decomposition (VMD).](image)

Figure 5. Flow chart of particle swarm optimization (PSO) optimized variational mode decomposition (VMD).

4. Simulation Signal Analysis

This paper optimizes VMD influence parameters through PSO. To establish a simulation signal for analysis to verify the effectiveness of the proposed approach compare the decomposition effect of this approach with EEMD. The simulation signal is as follows:

$$
\begin{align*}
    x_1(t) &= 2e^{-100t} \sin(1200\pi t + \frac{\pi}{3}) \\
    x_2(t) &= \cos(200\pi t) \\
    x_3(t) &= \sin(64\pi t), t < 0.5 \\
    x(t) &= x_1(t) + x_2(t) + x_3(t) + \eta
\end{align*}
$$

(19)
where \( x_1(t) \) is the periodic impact signal, \( x_2(t) \) is the cosine signal, and \( x_3(t) \) is the frequency mutation signal. \( \eta \sim N(0, \sigma) \) is the Gaussian noise, \( \sigma = 0.1 \). In this paper, PSO analyzed the ideal combination of parameters \( K \) and \( \alpha \) of the VMD algorithm. The parameters of the initial PSO algorithm are listed in Table 1. In Table 1, \( \omega_{\text{min}} \) is the minimum inertia weight coefficient, \( \omega_{\text{max}} \) is the maximum inertia weight coefficient, \( M \) is the population size, and \( G_{\text{max}} \) is the maximum number of iterations.

| \( c_1 \) | \( c_2 \) | \( \omega_{\text{min}} \) | \( \omega_{\text{max}} \) | \( M \) | \( G_{\text{max}} \) |
|---|---|---|---|---|---|
| 1.5 | 1.5 | 0.4 | 0.9 | 20 | 20 |

The optimal parameter combination searched with this approach was \([K, \alpha] = [3, 1725]\). To achieve this combination, the number of model components was set to \( K = 3 \), and the penalty factor was set to \( \alpha = 1725 \). Variational mode decomposition solved the simulation signal. The results are shown in Figure 6. Figure 6a indicates the simulation signal, \( x(t) \). Figure 6b–d expresses signals \( x_1(t) \), \( x_2(t) \), and \( x_3(t) \), respectively.

![Figure 6](image)

**Figure 6.** Results of variational mode decomposition (VMD) processing the simulation signal. (a) The simulation signal, \( x(t) \), (b) the periodic impact signal, \( x_1(t) \), (c) the cosine signal, \( x_2(t) \), (d) the frequency mutation signal, \( x_3(t) \). The black curve in the figure is the original signal, and other color curves indicate the model components after decomposition.

Figure 6 illustrates that the non-linear and non-stationary simulation signal can decompose the original signal accurately after VMD processing. The simulation signal by EEMD is processed, and results have been drawn in Figure 7.

Figure 7 explains the simulation signal decomposed into nine ingredients through EEMD processing. Moreover, IMF1 is the separated periodic impact signal \( x_1(t) \), and IMF2 corresponds to the cosine signal \( x_2(t) \). This aspect is affected by the mode confusion, resulting in a poor decomposition effect. The Mutation signal \( x_3(t) \) mostly matched with IMF3, and part of IMF4 was mixed. The rest were false components.

By comparing the effects of the parameter optimized by VMD and EEMD, the VMD algorithm optimized by PSO could accurately decompose the component signals in complicated signals.
The decomposition effect of this approach was better than EEMD, which provided assistance for the feature selection and classification of acoustic signals.

**Figure 7.** Results of ensemble empirical mode decomposition (EEMD) processing the simulation signal.

Assuming there is a zero-mean signal, \(X_j(j = 1, 2, \ldots, N)\), the envelope signal transforms into a probability distribution sequence in the form of \(p_j\):

\[
p_j = \frac{a(j)}{\sum_{j=1}^{N} a(j)} \quad (20)
\]

where \(a(j)\) is the envelope signal obtained by the Hilbert demodulation, and \(p_j\) is the normalized form of \(a(j)\). The sparsity of the original signal can be determined by calculating the envelope entropy. The calculation formula for signal entropy is as follows:

\[
E_p = -\sum_{j=1}^{N} p_j \log p_j \quad (21)
\]

The acoustic signal of the drum shearer is a complex signal and includes a periodic impact signal. If the IMF component contains a significant impact signal, it exhibits strong sparsity, and the value of \(E_p\) is relatively small [44]. Otherwise, the value is large. Therefore, this paper considers the minimum \(E_p\) as the signal eigenvalue for classifying the acoustic signal.

**5. Acoustic Signal Analysis and Classification of the Drum Shearer**

In order to verify the effectiveness of the proposed approach for feature extraction and classification, measurements, and analysis of the acoustic signal of the drum shearer are required. Considering the harsh and complicated working environment of coal mines, it is difficult to collect signals on site. Combined with the similarity theory and the MG2X160/710WD shearer, the laboratory has designed a shearer simulation platform, as shown in Figure 8.
The front end of the acoustic sensor is primarily composed of an AWA14420 microphone and an AWA14604 preamplifier, and its structure is shown in Figure 9. The platform put to use the single drum mode. Its rocker arm fixes with a reduction gearbox, where a studdle is arranged above it. The acoustic sensor is fixed on the side toward the cutting roller using the clamping device. The installation of such is described in Figure 10.

The PCIe-6323 data acquisition card of National Instruments is selected for acoustic signal acquisition. Table 2 lists the performance parameters of PCIe-6323. When collecting signals, the acoustic sensor converted the acoustic signal into a voltage signal and transmitted it to the data acquisition.
card. Then, the signal was changed into a digital signal by analog-to-digital conversion and input to the computer. A signal acquisition and display program was established through LabVIEW 2017.

| Performance Parameter | Index Value |
|------------------------|-------------|
| Number of analog input channels | 16 differential or 32 single ended |
| Analog–digital converter resolution | 16 bits |
| Single channel maximum sampling rate | 250 kS/s |
| Number of analog output channels | 4 channels |
| Digital–analog converter resolution | 16 bits |
| Signal channel maximum updated rate | 900 kS/s |

Environmental noise, fuselage noise, and random error will cause errors in the collection of acoustic signal. Therefore, it is necessary to ensure the signal is collected multiple times in the same environment. The acoustic signal of the cutting system is often caused by the cutting motor connecting to the reduction gearbox through coupling to drive the cutting drum to rotate. The acoustic signal of the hydraulic system is primarily generated by the pump station motor driving the gear pump. The human ear can distinguish sound frequencies between 20 Hz and 20 KHz. According to the sampling theorem, the sampling frequency should be set to 44.1 KHz, and the sampling time should be set to 1s. The acoustic signal of the cutting system and the hydraulic system are expressed in Figures 11 and 12.

5.2. Signal Analysis

Consider the acoustic signal processing of cutting system as an example. Figure 13 indicates the structure of the cutting system.

As the power source of the cutting system, the cutting motor requires comprehensive attention to the load characteristics, such as power, torque, and speed regulation characteristics. Finally, the designers selected a YX3-132S-4 standard Mitsubishi electric motor. The cutting motor connected with the secondary reduction gearbox through coupling to drive the cutting drum. The working frequency of the motor was then set to 50 Hz. The transmission parameters of the secondary reduction gearbox are listed in Table 3.
As the power source of the cutting system, the cutting motor requires comprehensive multiple frequency ingredients in the acoustic signal of the cutting system. The envelope demodulation was performed on the acoustic signal, and the envelope spectrum of the signal is expressed in Figure 15. There are still many spectral peak components in the graph. In this paper, the improved VMD approach would resolve the signal.

Table 3. Transmission parameters of the secondary reduction gearbox.

| Transmission Parameters       | High-Speed Gear Set | Low-Speed Gear Set |
|------------------------------|---------------------|-------------------|
| Gear modulus                 | 3                   | 3                 |
| Number of pinion teeth       | 24                  | 30                |
| Number of large gear teeth   | 76                  | 73                |
| Transmission ratio           | 3.166               | 2.433             |
| Pressure angle (°)           | 20                  | 20                |

Figure 13. Cutting system structure.

Figure 14 describes the frequency spectrum of the acoustic signal of the cutting system. It displays multiple frequency ingredients in the acoustic signal of the cutting system. The envelope demodulation was performed on the acoustic signal, and the envelope spectrum of the signal is expressed in Figure 15. There are still many spectral peak components in the graph. In this paper, the improved VMD approach would resolve the signal.

Figure 14. Frequency spectrum of the acoustic signal.

Figure 15. Envelope spectrum of the acoustic signal.

Figure 16 indicates the change of the maxIC_E\textsuperscript{IMF} with the evolution generation in optimization.
When the particle swarm evolved to the 14th generation, the maximum value of \( \max CE^{IMF} \) reached 84.492. The output optimal \([K, \alpha]\) combination is [14, 100]. The improved VMD algorithm is used to process the acoustic signal of the cutting system. By calculating the envelope entropy of 14 IMF components, the envelope entropy of the second IMF was the lowest, which reached 7.4883. This component contained more abundant signal feature information.

5.3. Acoustic Signal Classification of PSO Optimized Clustering Algorithm

Cluster analysis is an unsupervised machine learning method that does not require human annotation and pre-training. During the running time, similar samples will classify into the same category, and dissimilar samples will divide into different categories. To improve the accuracy and speed of clustering analysis, we designed a clustering analysis algorithm through PSO and measured 40 sets of the acoustic signal samples for each of the cutting system and hydraulic system. The PSO-VMD approach interpreted the acoustic signal. Then, we obtained the minimum envelope entropy of the signal component and applied the feature to classify and recognize the acoustic signal. Table 4 lists 80 groups of envelope entropy values.

| Experience Group | Optimal Envelope Entropy |
|------------------|--------------------------|
| 1                | [7.4883, 7.4443, 7.3487, 7.4516, 7.5074, 7.7370, 7.9055, 7.5466, 7.3212, 7.3465, 7.3406, 7.2994, 7.4831, 7.4870, 7.2313, 7.4551, 7.6440, 7.3354, 7.4853, 7.4946, 7.5568, 7.4802, 7.4539, 7.4824, 7.3477, 7.4989, 7.3541, 7.5143, 7.4427, 7.5808, 7.8402, 7.5027, 7.2932, 7.3216, 7.6472, 7.4759, 7.4542, 7.4661, 7.4849, 7.2856] |
| 2                | [8.0925, 7.9822, 8.0960, 8.1214, 8.0436, 7.9766, 8.0436, 7.9983, 7.9526, 7.9896, 8.0836, 8.1699, 7.9583, 7.9885, 8.0601, 8.1000, 7.9492, 7.9937, 8.1170, 8.0792, 7.9660, 8.1463, 8.1404, 7.9877, 8.0229, 8.0735, 8.0397, 8.0138, 7.9815, 7.9750, 8.0153, 8.0927, 8.0774, 8.0119, 7.9693, 8.0375, 8.0345, 7.9721, 7.9597, 8.0176] |

The parameters of the PSO clustering algorithm were as follows: the number of particles was 70; the learning factors were \( c_1 = 1.6 \) and \( c_2 = 1.6 \); the maximum inertia weight coefficient, \( \omega_{\text{max}} \), was set to 0.9; the minimum inertia weight coefficient was \( \omega_{\text{min}} = 0.4 \); and the maximum number of iterations \( G_{\text{max}} \) was 1600. Using this method to classify the acoustic signals, the classification results are expressed in Figure 17.

Through the analysis, it shows there are three incorrect classifications in the 80 test samples, and the accuracy of the classification recognition was 96.25%.
The proposed method can be used to identify the interface between coal and rock when the drum shearer is cutting, which improves the mining efficiency. In addition, the operating status of the shearer can be dynamically monitored, which helps to increase the service life of the machine.

6. Conclusions and Prospects

In this paper, we have proposed an acoustic signal processing approach with PSO-VMD. PSO searched the optimal parameters of VMD, and then the acoustic signal was decomposed. After that, the minimum envelope entropy of the component signal was taken as the feature. Using the PSO-optimized clustering algorithm to classify and recognize the acoustic signal of the drum shearer, the simulation analysis and experimental results indicated that the approach proposed in this paper...
could effectively process the acoustic signal of the shearer and precisely classify it. Moreover, the accuracy of the acoustic signal classification reached 96.25%.

However, there are still some difficulties in acoustic signal processing and classification. The initial parameter setting of the PSO algorithm lacks rigorous theoretical analysis and derivation and is essentially determined through a large number of simulations. It takes a long time for PSO to ascertain the parameter combination of VMD, which remains in the laboratory research stage. Therefore, in order to quickly and accurately realize the processing and recognition of the acoustic signal during shearer cutting, the authors will perform theoretical analyses and experimental verification on several aspects. This includes the selection of VMD parameters, the efficiency of swarm intelligence optimization algorithms, and the adaptability of online industrial identification systems.
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