Retrieving and Reading: A Comprehensive Survey on Open-domain Question Answering

Fengbin Zhu, Wenqiang Lei*, Chao Wang, Jianming Zheng, Soujanya Poria, Tat-Seng Chua,

Abstract—Open-domain Question Answering (OpenQA) is an important task in Natural Language Processing (NLP), which aims to answer a question in the form of natural language based on large-scale unstructured documents. Recently, there has been a surge in the amount of research literature on OpenQA, particularly on techniques that integrate with neural Machine Reading Comprehension (MRC). While these research works have advanced performance to new heights on benchmark datasets, they have been rarely covered in existing surveys on QA systems. In this work, we review the latest research trends in OpenQA, with particular attention to systems that incorporate neural MRC techniques. Specifically, we begin with revisiting the origin and development of OpenQA systems. We then introduce modern OpenQA architecture named “Retriever-Reader” and analyze the various systems that follow this architecture as well as the specific techniques adopted in each of the components. We then discuss key challenges to developing OpenQA systems and offer an analysis of benchmarks that are commonly used. We hope our work would enable researchers to be informed of the recent advancement and also the open challenges in OpenQA research, so as to stimulate further progress in this field.
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1 INTRODUCTION

Question Answering (QA) aims to provide precise answers in response to the user’s questions in natural language. It is a long-standing task dating back to the 1960s [1]. Compared with a search engine, the QA system aims to present the final answer to a question directly instead of returning a list of relevant snippets or hyperlinks, thus offering better user-friendliness and efficiency. Nowadays, many web search engines like Google and Bing have been evolving towards higher intelligence by incorporating QA techniques into their search functionalities [2]. Empowered with these techniques, search engines now have the ability to respond precisely to some types of questions such as

— Q: “When was Barack Obama born?”
— A: “4 August 1961”.

The whole QA landscape can roughly be divided into two parts: textual QA and Knowledge Base (KB)-QA, according to the type of information source where answers are derived from. Textual QA mines answers from unstructured text documents while KB-QA from a predefined structured KB that is often manually constructed. Textual QA is generally more scalable than the latter, since most of the unstructured text resources it exploits to obtain answers are fairly common and easily accessible, such as Wikipedia [3], news articles [4] and science books [5], etc. Specifically, textual QA is studied under two task settings based on the availability of contextual information, i.e. Machine Reading Comprehension (MRC) and Open-domain QA (OpenQA). MRC, which originally took inspiration from language proficiency exams, aims to enable machines to read and comprehend specified context passage(s) for answering a given question. In comparison, OpenQA tries to answer a given question without any specified context. It usually requires the system to first search for the relevant documents as the context w.r.t. a given question from either a local document repository or the World Wide Web (WWW), and then generate the answer, as illustrated in Fig. [1]. OpenQA therefore enjoys a wider scope of application and is more in line with real-world QA behavior of human beings while MRC can be considered as a step to OpenQA [6]. In fact, building an OpenQA system that is capable of answering any input questions is deemed as the ultimate goal of QA research.

In literature, OpenQA has been studied closely with research in Natural Language Processing (NLP), Information Retrieval (IR), and Information Extraction (IE) [7], [8], [9], [10]. Traditional OpenQA systems mostly follow a pipeline consisting of three stages, i.e. Question Analysis, Document Retrieval and Answer Extraction [6], [9], [11]. Given an input question in natural language, Question Analysis aims to reformulate the question to generate search queries for facilitating subsequent Document Retrieval and classify the question to obtain its expected answer type(s) that would guide Answer Extraction. In the Document Retrieval stage, the system searches for question-relevant documents or passages with the generated search queries, usually using existing IR techniques like TF-IDF and BM25, or specific techniques developed for Web search engines like Google.com and Bing.com. After that, in the Answer Extraction stage, the final answer is extracted from related documents received from
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Q: When was Barack Obama born? ➔

A: 4 August, 1961

Fig. 1: An illustration of OpenQA. Given a natural language question, the system infers the answer from a collection of unstructured text documents.

Deep learning techniques, which have driven remarkable progress in many fields, have also been successfully applied to almost every stage of OpenQA systems [12]. For example, [13] and [14] develop the question classifier using a CNN-base model and an LSTM-based model respectively. In [15], [16], [17], they propose neural retrieval models to search for relevant documents in a latent space. In recent years, with the emergence of some large-scale QA datasets [18], [19], [20], [21], [22], [23], neural MRC techniques have been greatly advanced [18], [24], [25], [26], [27]. By adopting the popular neural MRC methods to extract the answer to a given question from the relevant document(s), traditional OpenQA systems have been revolutionized [3], [28], [29], [30] and evolved to a modern “Retriever-Reader” architecture. Retriever is responsible for retrieving relevant documents w.r.t. a given question, which can be regarded as an IR system, while Reader aims at inferring the final answer from the received documents, which is usually a neural MRC model. A handful of works [3], [31], [32] even rename OpenQA as Machine Reading Comprehension at Scale (MRS). Following this architecture, extensive research has been made along various directions, such as re-ranking the retrieved documents before feeding them into a neural MRC model [28], [33], [34], retrieving the relevant documents iteratively given a question [29], [35], [36], and training the entire OpenQA system in an end-to-end manner [15], [30], [37], [38], etc.

Based on above observations and insights, we believe it is time to provide a comprehensive literature review on OpenQA systems, with particular attention to techniques that incorporate neural MRC models. Our review is expected to acknowledge the advancement that has been made thus far and summarize the current challenges to stimulate further progress in this field. In the rest of this survey, we will present the following contents. In Section 2 we review the development of OpenQA systems, including the origin, traditional architecture, and recent progress in using deep neural networks. In Section 3 we summarize and elaborate a “Retriever-Reader” architecture for OpenQA followed by detailed analysis on the various techniques adopted. In Section 4 we first discuss some salient challenges towards OpenQA, identifying the research gaps and hoping to enhance further research in this field, and subsequently provide a summary and analysis of QA benchmarks that are applicable to either MRC or OpenQA. Finally, we draw our conclusions based on the presented contents above in Section 5.

2 DEVELOPMENT OF OPENQA

In this section, we first briefly introduce the origin of Open-domain Question Answering (OpenQA) and then review the traditional and deep learning approaches to OpenQA sequentially to describe its remarkable advancement in the past two decades.

2.1 Origin of OpenQA

Pioneering research on Question Answering (QA) system was conducted within the scope of Information Retrieval (IR), with the focus on restricted domain or closed-domain settings. The earliest QA system, as is widely acknowledged, is the Baseball [1], which was designed in 1961 to answer questions about American baseball games, such as game time, location and team name. Within this system, all the relevant information is stored in a well-defined dictionary, and user questions are translated into query statements using linguistic methods to extract final answers from the dictionary. In 1973, another famous QA system LUNAR [39] was developed as a powerful tool to assist research work of lunar geologists, where chemical analysis data about lunar rocks and soil obtained from Apollo moon missions are stored in one data base file provided by NASA MSC for each scientist to conveniently view and analyze. In 1993, MURAX [40] was designed to answer simple academic questions based on an English academic encyclopedia which mainly employs linguistic analysis and syntactic pattern matching techniques.

In 1999, OpenQA was first defined as extracting top 5 probable snippets containing the correct answer from a collection of news articles in the QA track launched by the Text REtrieval Conference (TREC) [4]. Compared to the previous research on QA, in the open-domain setting, a large number of unstructured documents is used as the information source from which the correct answer to a given question would be extracted. In the later years, a series of TREC QA Tracks have remarkably advanced the research progress on OpenQA [41], [42], [43]. It is worth noting that
systems are required to return exact short answers to given questions starting from TREC-11 held in 2002 [42]. The TREC campaign provides a local collection of documents as the information source for generating answers, but the popularity of World Wide Web (WWW), especially the increasing maturity of search engines, has inspired researchers to build Web-based OpenQA systems [40], [44], [45], [46] obtaining answers from online resources like Google.com and Ask.com, using IR techniques. Web search engines are able to consistently and efficiently collect massive web pages, therefore capable of providing much more information to help find answers in response to user questions. In 2001, a QA system called MULDER [44] was designed to automatically answer open-domain factoid questions with a search engine (e.g., Google.com). It first translates users’ questions to multiple search queries with several natural-language parsers and submits them to the search engine to search for relevant documents, and then employs an answer extraction component to extract the answer from the returned results. Following this pipeline, a well-known QA system AskMSR [45] was developed, which mainly depends on data redundancy rather than sophisticated linguistic analysis of either questions or candidate answers. It first translates the user’s question into queries relying on a set of predefined rewriting rules to gather relevant documents from search engines and then adopts a series of n-gram based algorithms to mine, filter and select the best answer. For such OpenQA systems, the search engines are able to provide access to an ocean of information, significantly enlarging the possibility of finding precise answers to user questions. Nevertheless, such an ample information source also brings considerable noisy content that challenges the QA system to filter out.

2.2 Traditional Architecture of OpenQA

The traditional architecture of OpenQA systems is illustrated in Fig. 2, which mainly comprises three stages: Question Analysis, Document Retrieval, and Answer Extraction [6], [11]. Given a natural language question, Question Analysis aims to understand the question first so as to facilitate document retrieval and answer extraction in the following stages. Performance of this stage is found to have a noticeable influence upon that of the following stages, and hence important to the final output of the system [47]. Then, Document Retrieval stage searches for question-relevant documents based on a self-built IR system [4] or Web search engine [44], [45] using the search queries generated by Question Analysis. Finally, Answer Extraction is responsible for extracting final answers to user questions from the relevant documents received in the preceding step. In the following, we will analyze each stage one by one.

2.2.1 Question Analysis

The goals of Question Analysis stage are two-fold. On one hand, it aims to facilitate the retrieval of question-relevant documents, for which a Query Formulation module is often adopted to generate search queries. On the other hand, it is expected to enhance the performance of Answer Extraction stage by employing a Question Classification module to predict the type of the given question, which leads to a set of expected answer types. A simple illustration of this stage is given in the leftmost grey box of Fig. 2.

In Query Formulation, linguistic techniques such as POS tagging [40], [44], stemming [40], [44], parsing [44] and stop word removal [45], [46] are usually utilized to extract keywords for retrieving. However, the terms used in questions are often not the same as those appearing in the documents that contain the correct answers. This problem is called “term mismatch” and is a long-standing and critical issue in IR. To address this problem, query expansion [49], [50] and paraphrasing techniques [51], [52], [53], [54] are often employed to produce additional search words or phrases so as to retrieve more relevant documents.

Question Classification, the other module that is often adopted for Question Analysis stage, aims to identify the type of the given question based on a set of question types (e.g., where, when, who, what) or a taxonomy [55], [56] manually defined by linguistic experts. After obtaining the type of the question, expected answer types can be easily determined using rule-based mapping methods [9]. For example, given a question “When was Barack Obama born?”, the answer type would be inferred as “Date” when knowing the question type is “When”. Identifying the question type can provide constraint upon answer extraction and significantly reduce the difficulty of finding correct answers. Question Classification has attracted much interest in literature [44], [55], [57], [58], [59]. For instance, [59] proposed to extract relevant words from a given question and then classify the question based on rules associating these words to concepts; [57] trained a list of question classifiers using various machine learning techniques such as Support Vector Machines (SVM), Nearest Neighbors and Decision Trees on top of the hierarchical taxonomy proposed by [55].

2.2.2 Document Retrieval

This stage is aimed at obtaining a small number of relevant documents that probably contain the correct answer to a given question from a collection of unstructured documents, which usually relies on an IR engine. It can significantly reduce the search space for arriving at the final answer.

In the past decades, various retrieval models have been developed for Document Retrieval, among which some popular ones are the Boolean model, Vector Space Models, Probabilistic Models, Language Models [60], etc., which are briefly revisited as follows.

- **Boolean Model**: The Boolean Model is one of the simplest retrieval models. The question is transformed into the form of a Boolean expression of terms, which are combined with the operators like “AND”, “OR” and “NOT” to exactly match with the documents, with each document viewed as a set of words.
- **Vector Space Model**: The Vector Space Models represent the question and each document as word vectors in a d-dimensional word space, where d is the number of words in the vocabulary. When searching for relevant documents to a given question, the relevance score of each document is computed by computing the similarity (e.g., the cosine similarity) or distance (e.g., the euclidean distance) between its vector and the question vector. Compared to the Boolean model, this approach returns documents to the question even if the
constraints posed by the question are only partially met, with precision sacrificed.

- **Probabilistic Model**: The Probabilistic Models provide a way of integrating probabilistic relationships between words into a model. Okapi BM25 \[61\] is a probabilistic model sensitive to term frequency and document length, which is one of the most empirically successful retrieval models and widely used in current search engines.

- **Language Model**: The Language Models \[62\] are also very popular, among which the Query Likelihood Model \[60\] is the most widely adopted. It builds a probabilistic language model \(L_{M_d}\) for each document \(d\) and ranks documents according to the probability \(P(q | L_{M_d})\) of the language model generating the given question \(q\).

In practice, the documents received often contain irrelevant ones, or the number of documents is so large that the capacity of the Answer Extraction model is overwhelmed. To address the above issues, post-processing on the retrieved documents is very demanded. Widely used approaches on processing retrieved documents include document filtering, document re-ranking and document selection \[9\], etc. Document filtering is used to identify and remove the noise w.r.t. a given question; document re-ranking is developed to further sort the documents according to a plausibility degree of containing the correct answer in the descending order; document selection is to choose the top relevant documents. After post-processing, only the most relevant documents would be remained and fed to the next stage to extract the final answer.

### 2.2.3 Answer Extraction

The ultimate goal of an OpenQA system is to successfully answer given questions, and Answer Extraction stage is responsible for returning a user the most precise answer to a question. The performance of this stage is decided by the complexity of the question, the expected answer types from Question Analysis stage, the retrieved documents from Document Retrieval stage as well as the extraction method adopted, etc. With so many influential factors, researchers need to take a lot of care and place special importance on this stage.

In traditional OpenQA systems, factoid questions and list questions \[63\] have been widely studied for a long time. Factoid questions (e.g., When, Where, Who...) to which the answers are usually a single text span in the documents, such as such as an entity name, a word token or a noun phrase. While list questions whose answers are a set of factoids that appeared in the same document or aggregated from different documents. The answer type received from the stage of Question Analysis plays a crucial role, especially for the given question whose answers are named entities. Thus, early systems heavily rely on the Named Entity Recognition (NER) technique \[40\], \[46\], \[64\] since comparing the recognised entities and the answer type may easily yield the final answer. In \[65\], the answer extraction is described as a unified process, first uncovering latent or hidden information from the question and the answer respectively, and then using some matching methods to detect answers, such as surface text pattern matching \[66\], \[67\], word or phrase matching \[44\], and syntactic structure matching \[40\], \[48\], \[68\].

In practice, sometimes the extracted answer needs to be validated when it is not confident enough before presenting to the end-users. Moreover, in some cases multiple answer candidates may be produced to a question and we have to select one among them. Answer validation is applied to solve such issues. One widely applied validation method is to adopt an extra information source like a Web search engine to validate the confidence of each candidate answer. The principle is that the system should return a sufficiently large number of documents which contain both question and answer terms. The larger the number of such returned documents is, the more likely it will be the correct answer. This principle has been investigated and demonstrated fairly effective, though simple \[9\].

### 2.3 Application of Deep Neural Networks in OpenQA

In the recent decade, deep learning techniques have also been successfully applied to OpenQA. In particular, deep learning has been used in almost every stage in an OpenQA system, and moreover, it enables OpenQA systems to be
end-to-end trainable. For Question Analysis, some works develop neural classifiers to determine the question types. For example, [13] and [14] respectively adopt a CNN-based and an LSTM-based model to classify the given questions, both achieving competitive results. For Document Retrieval, dense representation based methods [16], [29], [30], [35] have been proposed to address “term-mismatch”, which is a long-standing problem that harms retrieval performance. Unlike the traditional methods such as TF-IDF and BM25 that use sparse representations, deep retrieval methods learn to encode questions and documents into a latent vector space where text semantics beyond term match can be measured. For example, [29] and [35] train their own encoders to encode each document and question independently into dense vectors, and the similarity score between them is computed using the inner product of their vectors. The Sublinear Maximum Inner Product Search (MIPS) algorithm [69], [70], [71] is used to improve the retrieval efficiency given a question, especially when the document repository is large-scale. For Answer Extraction, as a decisive stage for OpenQA systems to arrive at the final answer, neural models can also be applied. Extracting answers from some relevant documents to a given question essentially makes the task of Machine Reading Comprehension (MRC). In the past few years, with the emergence of some large-scale datasets such as CNN/Daily Mail [18], MS MARCO [20], RACE [21] and SQuAD 2.0 [22], research on neural MRC has achieved remarkable progress [24], [25], [26], [27]. For example, BiDAF [24] represents the given document at different levels of granularity via a multi-stage hierarchical structure consisting of a character embedding layer, a word embedding layer, and a contextual embedding layer, and leverages a bidirectional attention flow mechanism to obtain a question-aware document representation without early summarization. QANet [26] adopts CNN and the self-attention mechanism [72] to model the local interactions and global interactions respectively, which performs significantly faster than usual recurrent models.

Furthermore, applying deep learning enables the OpenQA systems to be end-to-end trainable [15], [30], [37]. For example, [37] argue it is sub-optimal to incorporate a standalone IR system in an OpenQA system, and they develop an ORQA system that treats the document retrieval from the information source as a latent variable and trains the whole system only from question-answer string pairs based on BERT [27]. REALM [30] is a pre-trained language model that contains a knowledge retriever and a knowledge augmented encoder. Both its retriever and encoder are differentiable neural networks, which are able to compute the gradient w.r.t. the model parameters to be back propagated all the way throughout the network. Similar to other pre-training language models, it also has two stages, i.e., pre-training and fine-tuning. In the pre-training stage, the model is trained in an unsupervised manner, using masked language modeling as the learning signal while the parameters are fine-tuned using supervised examples in the fine-tuning stage.

In early OpenQA systems, the success of answering a question is highly dependent on the performance of Question Analysis, particularly Question Classification, that provides expected answer types [47]. However, either the types or the taxonomies of questions are hand-crafted by linguists, which are non-optimal since it is impossible to cover all question types in reality, especially those complicated ones. Furthermore, the classification errors would easily result in the failure of answer extraction, thus severely hurting the overall performance of the system. According to the experiments in [47], about 36.4% of errors in early OpenQA systems are caused by miss-classification of question types. Neural models are able to automatically transform questions from natural language to representations that are more recognisable to machines. Moreover, neural MRC models provide an unprecedented powerful solution to Answer Extraction in OpenQA, largely offsetting the necessity of applying the traditional linguistic analytic techniques to questions and bringing revolutions to OpenQA systems [3], [28], [29], [37]. The very first work to incorporate neural MRC models into the OpenQA system is DrQA proposed by [3], evolving to a “Retriever-Reader” architecture. It combines TF-IDF based IR technique and a neural MRC model to answer open-domain factoid questions over Wikipedia and achieves impressive performance. After [3], lots of works have been released [28], [30], [33], [34], [37], [23], [24], [25]. Nowadays, to build OpenQA systems following the “Retriever-Reader” architecture has been widely acknowledged as the most efficient and promising way, which is also the main focus of this paper.

3 Modern OpenQA: Retrieving and Reading

In this section, we introduce the “Retriever-Reader” architecture of the OpenQA system, as illustrated in Fig. [3] Retriever is aimed at retrieving relevant documents w.r.t. a given question, which can be regarded as an IR system, while Reader aims at inferring the final answer from the received documents, which is usually a neural MRC model. They are two major components of a modern OpenQA system. In addition, some other auxiliary modules, which are marked in dash lines in Fig. [3] can also be incorporated into an OpenQA system, including Document Post-processing that filters and re-ranks retrieved documents in a fine-grained manner to select the most relevant ones, and Answer Post-processing that is to determine the final answer among multiple answer candidates. The systems following this architecture can be classified into two groups, i.e. pipeline systems and end-to-end systems. In the following, we will introduce each component with the respective approaches in the pipeline systems, then followed by the end-to-end trainable ones. In Fig. [4] we provide a taxonomy of the modern OpenQA system to make our descriptions better understandable.

3.1 Retriever

Retriever is usually regarded as an IR system, with the goal of retrieving related documents or passages that probably contain the correct answer given a natural language question as well as ranking them in a descending order according to their relevancy. Broadly, current approaches to Retriever can be classified into three categories, i.e. Sparse Retriever, Dense Retriever, and Iterative Retriever, which will be detailed in the following.
3.1.1 Sparse Retriever

It refers to the systems that search for the relevant documents by adopting classical IR methods as introduced in Section 2.2.2 such as TF-IDF [3], [34], [76], [7] and BM25 [78], [79]. DrQA [3] is the very first approach to modern OpenQA systems and developed by combining classical IR techniques and neural MRC models to answer open-domain factoid questions. Particularly, the retriever in DrQA adopts bi-gram hashing [80] and TF-IDF matching to search over Wikipedia, given a natural language question. BERTserini [78] employs Anserini [81] as its retriever, which is an open-source IR toolkit based on Lucene. In [78], different granularities of text including document-level, paragraph-level and sentence-level are investigated experimentally, and the results show paragraph-level index achieves the best performance. Traditional retrieval methods such as TF-IDF and BM25 use sparse representations to measure term match. However, the terms used in user questions are often not the same as those appearing in the documents. Various methods based on dense representations [16], [29], [30], [35] have been developed in recent years, which learn to encode questions and documents into a latent vector space where text semantics beyond term match can be measured.

3.1.2 Dense Retriever

Along with the success of deep learning that offers remarkable semantic representation, various dense retrieval models have been developed in the past few years, greatly enhancing retrieval effectiveness and thus lifting final QA performance. According to the different ways of encoding the question and document as well as of scoring their similarity, dense retrievers in existing OpenQA systems can be roughly divided into three types: Representation-based Retriever [16], [30], [37], [73], Interaction-based Retriever [15], [32] and Representation-interaction Retriever [17], [82], [83], as illustrated in Fig. 5.

**Representation-based Retriever**: Representation-based Retriever, also called Dual-encoder or Two-tower retriever, employs two independent encoders like BERT [27] to encode the question and the document respectively, and estimates their relevance by computing a single similarity score between two representations. For example, ORQA [37] adopts two independent BERT-based encoders to encode a question and a document respectively and the relevance score between them is computed by the inner product of their vectors. In order to obtain a sufficiently powerful retriever, they pre-train the retriever using Inverse Cloze Task (ICT), i.e., to predict its context given a sentence. DPR [16] also employs two independent BERT encoders like ORQA but denies the necessity of the expensive pre-training stage. Instead, it focuses on learning a strong retriever using pairwise questions and answers solely. DPR carefully designs the ways to select negative samples to a question, including any random documents from the corpus, top documents returned by BM25 that do not contain the correct answer, and in-batch negatives which are the gold documents paired with other questions in the same batch. It is worth mentioning that their experiments show the inner product function is optimal for calculating the similarity score for a dual-encoder retriever. Representation-based method [16], [16], [30], [37] can be very fast since the representations of documents can be computed and indexed offline in advance. But it may sacrifice the retrieval effectiveness because the representations of the question and document are obtained independently, leading to only shallow interactions captured between them.

**Interaction-based Retriever**: Such a kind of retrievers take a question together with a document at the same time as input, and are powerful by usually modeling the token-level interactions between them, such as transformer-based encoder [27], [72], [15] propose to jointly train Retriever and Reader using supervised multi-task learning [24]. Based on BiDAF [24], a retrieval layer is added to compute the relevance score between question and document while a comprehension layer is adopted to predict the start and end position of the answer span in [15]. [32] develop a paragraph-level dense Retriever and a sentence-level dense Retriever, both based on BERT [27]. They regard the process of dense retrieval as a binary classification problem. In particular, they take each pair of question and document as input and use the embedding of [CLS] token to determine whether they are relevant. Their experiments show that both paragraph-level and sentence-level retrieval are necessary for obtaining good performance of the system. Interaction-based method [15], [32] is powerful as it allows for very rich interactions between question and document. However,
such a method usually requires heavy computation, which is sometimes prohibitively expensive, making it hardly applicable to large-scale documents.

**Representation-interaction Retriever:** In order to achieve both high accuracy and efficiency, some recent systems [17], [82], [83] combine representation-based and interaction-based methods. For instance, ColBERT-QA [17] develops its retriever based on ColBERT [84], which extends the dual-encoder architecture by performing a simple token-level interaction step over the question and document representations to calculate the similarity score. Akin to DPR [16], ColBERT-QA first encodes the question and document independently with two BERT encoders. Formally, given a question $q$ and a document $d$, with corresponding vectors denoted as $E_q$ (length $n$) and $E_d$ (length $m$), the relevance...
score between them is computed as follows:

\[ S_{q,d} = \sum_{i=1}^{n} \max_{j=1}^{m} E_{q_i} \cdot E_{d_j}^T. \]  

(1)

Then, ColBERT computes the score of each token embedding of the question over all those of the document first, and then sums all these scores as the final relevance score between \( q \) and \( d \). As another example, SPARTA [82] develops a neural ranker to calculate the token-level matching score using dot product between a non-contextualized encoded (e.g., BERT word embedding) question and a contextualized encoded (e.g., BERT encoder) document. Concretely, given the representations of the question and document, the weight of each question token is computed with max-pooling, ReLU and log sequentially; the final relevance score is the sum of each question token weight. The representation-interaction method is a promising approach to dense retrieval, due to its good trade-off between effectiveness and efficiency. But it still needs to be further explored.

Though effective, Dense Retriever often suffers heavy computational burden when applied to large-scale documents. In order to speed up the computation, some works propose to compute and cache the representations of all documents offline in advance [16], [29], [30], [35], [37]. In this way, these representations will not be changed once computed, which means the documents are encoded independently of the question, to some extent sacrificing the effectiveness of retrieval.

### 3.1.3 Iterative Retriever

Iterative Retriever aims to search for the relevant documents from a large collection in multiple steps given a question, which is also called Multi-step Retriever. It has been explored extensively in the past few years [29], [35], [36], [85], [86], [87], [88], especially when answering complex questions like those requiring multi-hop reasoning [39], [91]. In order to obtain a sufficient amount of relevant documents, the search queries need to vary for different steps and be reformulated based on the context information in the previous step. In the following, we will elaborate on Iterative Retriever based on its workflow: 1) Document Retrieval: the IR techniques used to retrieve documents in every retrieval step; 2) Query Reformulation: the mechanism used to generate a query for each retrieval; 3) Retrieval Stopping Mechanism: the method to decide when to terminate the retrieval process.

**Document Retrieval:** We first revisit the IR techniques used to retrieve documents in every retrieval step given a query. Some works [36], [86], [89] apply Sparse Retriever iteratively, and some [29], [35], [85], [88] use Dense Retriever interactively. Among the works using Sparse Retriever, GOLDEN Retriever [36] adopts BM25 retrieval, while Graph Retriever [89] and DDRQA [86] retrieve top \( K \) documents using TF-IDF. For those with Dense Retriever, most prior systems including Multi-step Reasoner [29], MUPPET [35] and MDR [85] use MIPS retrieval to obtain the most semantically similar documents given a representation of the question; Path Retriever [88] develops a Recurrent Neural Network (RNN) retrieval to learn to retrieve reasoning paths for a question over a Wikipedia graph, which is built to model the relationships among paragraphs based on the Wikipedia hyperlinks and article structures.

**Query Reformulation:** In order to obtain a sufficient amount of relevant documents, the search queries used for each step of retrieval are usually varied and generated based on the previous query and the retrieved documents. The generated queries take each from the two forms: 1) explicit form, i.e. a natural language query [36], [86], [87], and 2) implicit form, i.e. a dense representation [29], [35], [85].

Some works produce a new query taking the form of natural language. For example, GOLDEN Retriever [36] recasts the query reformulation task as an MRC task because they both take a question and some context documents as input and aim to generate a string in natural language. Instead of pursuing an answer in MRC, the target for query reformulation is a new query that helps obtain more supporting documents in the next retrieval step. GAR [87] develops a query expansion module using a pretrained Seq2Seq model BART [25], which takes the initial question as input and generates new queries. It is trained by taking various gener-
Some other works produce dense representations to be used for searching in a latent space. For example, Multi-step Reasoner [29] adopts a Gated Recurrent Unit (GRU) taking token-level hidden representations from Reader and the question as input to generate a new query vector, which is trained using Reinforcement learning (RL) by measuring how well the answer extracted by Reader matches the ground-truth after reading the new set of paragraphs retrieved with the new question. MUPPET [35] applies a bidirectional attention layer adapted from [94] to a new query representation \( \tilde{q} \), taking each obtained paragraph \( P \) and the initial question \( Q \) as input. MDR [85] uses a pre-trained masked language model (such as Robert) as its encoder, which encodes the concatenation of the representation of the question as well as all the previous passages as a new dense query.

Comparably, the explicit query is easily understandable and controllable to humans but is constrained by the terms in the vocabulary, while the implicit query is generated in a semantic space, which can get rid of the limitation of the vocabulary but lacks interpretability.

**Retrieval Stopping Mechanism:** The iterating retrieval manner yields greater possibilities to gather more relevant passages, but the retrieval efficiency would drop dramatically along with the increasing number of iterations. Regarding the mechanism for stopping an iterative retrieval, most existing systems choose to specify a fixed number of iterations [29], [35], [85], [86], [89] or a maximum number of retrieved documents [35], [87], which can hardly guarantee the retrieval effectiveness. [97] argue that setting a fixed number of documents to be obtained for all input questions is sub-optimal and instead they develop an Adaptive Retriever based on the Document Retriever in DrQA [3]. They propose two methods to dynamically set the number of retrieved documents for each question, i.e. a simple threshold-based heuristic method as well as a trainable classifier using ordinal ridge regression. Since for the questions that require arbitrary hops of reasoning, it is difficult to specify the number of iterations, Path Retriever [88] terminates its retrieval only when the end-of-evidence token (e.g., \( \text{[EOE]} \)) is detected by its Recurrent Retriever. This allows it to perform adaptive retrieval steps but only obtains one document at each step. To the best of our knowledge, it is still a critical challenge to develop an efficient iterative retriever while not sacrificing accuracy.

In addition, typical IR systems pursue two optimization targets, i.e. precision and recall. The former computes the ratio of relevant documents returned to the total number of documents returned while the latter is the number of relevant documents returned out of the total number of relevant documents in the underlying repository. However, for OpenQA systems, recall is much more important than precision due to the post-processing usually applied to returned documents [95], as described below.

### 3.2 Document Post-processing

Post-processing over the retrieved documents from Retriever is often needed since the retrieved documents inevitably contain irrelevant ones, and sometimes, the number of returned documents is extremely large that overwhelms the capability of Reader. Document Post-processing in the modern OpenQA architecture is similar with that in the traditional one, as introduced in Section 2.2.2. It aims at reducing the number of candidate documents and only allowing the most relevant ones to be passed to the next stage.

In the past few years, this module has been explored with much interest [28], [33], [34], [79], [96], [97], [98], [99]. For example, \( R^3 \) [28] adopts a neural Passage Ranker, and trains it jointly with Reader through Reinforcement Learning (RL). DS-QA [33] adds a Paragraph Selector to remove the noisy ones from the retrieved documents by measuring the probability of each paragraph containing the answer among all candidate paragraphs. [96] explore two different passage rankers that assign scores to retrieved passages based on their likelihood of containing the answer to a given question. One is InferSent Ranker, a forward neural network that employs InferSent sentence representations [100], to rank passages based on semantic similarity with the question. The other one is Relation-Networks Ranker that adopts Relation Networks [101], focusing on measuring word-level relevance between the question and the passages. Their experiments show that word-level relevance matching significantly improves the retrieval performance and semantic similarity is more beneficial to the overall performance. [34] develop a Paragraph Ranker using two separate RNNs following the dual-encoder architecture. Each pair of question-passage is fed into the Ranker to obtain their representations independently and inner product is applied to compute the relevance score. [98] propose a time-aware re-ranking module that incorporates temporal information from different aspects to rank the candidate documents over temporal collections of news articles.

The focus of research on this module is learning to further re-rank the retrieved documents [28], [33], [34], [79]. However, with the development of Dense Retriever, recent OpenQA systems tend to develop a trainable retriever that is capable of learning to rank and retrieving the most relevant documents simultaneously, which would result in the absence of this module.

### 3.3 Reader

Reader is the other core component of a modern OpenQA system and also the main feature that differentiates QA systems against other IR or IE systems, which is usually implemented as a neural MRC model. It is aimed at inferring the answer in response to the question from a set of ordered documents, and is more challenging compared to the original MRC task where only a piece of passage is given in most cases [18], [19], [90], [102], [103]. Broadly, existing Readers can be categorised into two types: Extractive Reader that predicts an answer span from the retrieved documents, and Generative Reader that generates answers in natural language using sequence-to-sequence (Seq2Seq) models. Most prior OpenQA systems are equipped with an Extractive Reader [3], [16], [28], [29], [50], [53], [55], [78], [89], while some recent ones develop a Generative Reader [38], [85], [104].
3.3.1 Extractive Reader

Extraction Reader is based on the assumption that the correct answer to a given question definitely exists in the context, and usually focuses on learning to predict the start and end position of an answer span from the retrieved documents. The approaches can be divided into two types according to whether the retrieved documents are processed independently or jointly for answer extraction.

Many prior systems [16, 33, 86, 88, 89] rank the retrieved documents by the probability of including the answer and extract the answer span from the concatenation of the question and the most probable document(s). For example, DS-QA [33] extracts an answer span from the paragraph selected by a dedicated Paragraph Selector module through measuring the probability of each paragraph containing the answer among all candidate paragraphs. DPR [16] computes the probability of a passage containing the answer and that of a token being the starting and ending position of an answer span using BERT Reader, and selects the answer with the highest probability after combining them. Some systems develop graph-based Reader [88, 89] to learn to extract an answer span from a retrieved graph. For example, Graph Reader [89] takes the graph as input and learns the passage representation mainly using Graph Convolution Networks [105] first, and then extracts the answer span from the most probable one. Path Retriever [88] leverages BERT Reader to simultaneously re-rank the reasoning paths and extract the answer span from the one with the highest probability of containing the correct answer using multi-task learning. However, with retrieved documents processed independently, the model fails to take advantage of different evidences from the long narrative document or multiple documents for answer extraction, harming the performance especially in cases where the given questions require multiple hop reasoning.

In contrast, some systems [3, 78, 82, 94] extract an answer span based on all retrieved documents in a joint manner. For example, DrQA [3] decomposes the retrieved documents into paragraphs and extracts various features consisting of Part-of-Speech (POS), Named Entity (NE) and Term-Frequency (TF), etc. Then the DrQA Reader, which is implemented with a multi-layer Bi-LSTM, takes as input the question and the paragraphs, and predicts an answer span. In this process, to make answer scores comparable across paragraphs, it adopts the unnormalized exponential function and takes argmax over all answer spans to obtain the final result. BERTserini [78] develops its Reader based on BERT by removing the softmax layer to enable answer scores to be compared and aggregated among different paragraphs. [94] argue using un-normalized scores (e.g., exponential scores or logits score) for all answer spans is sub-optimal and propose a Shared-Normalization mechanism by modifying the objective function to normalize the start and end scores across all paragraphs, achieving consistent performance gain. After that, many OpenQA systems [17, 29, 35, 86, 79, 82] develop their readers by applying this mechanism based on original MRC models like BiDAF [24], BERT [27] and SpanBERT [106].

3.3.2 Generative Reader

Generative Reader aims to generate answers as natural as possible instead of extracting answer spans, usually relying on Seq2Seq models. For example, S-Net [107] is developed by combining extraction and generation methods to complement each other. It employs an evidence extraction model to predict the boundary of the text span as the evidence to the answer first and then feeds it into a Seq2Seq answer synthesis model to generate the final answer. Recently, some OpenQA systems [88, 85, 104] adopt pretrained Seq2Seq language models to develop their Readers, like BART [92] and T5 [108]. For example, RAG [38] adopts a pretrained BART model as its reader to generate answers by taking the input question as well as the documents retrieved by DPR [16]. FID [104] first encodes each retrieved document independently using T5 or BART encoder and then performs attention over all the output representations using the decoder to generate the final answer. However, the current generation results often suffer syntax error, incoherence, or illogic [109]. Generative Reader needs to be further explored and advanced.

3.4 Answer Post-processing

Neural MRC techniques have been advancing rapidly in recent years, but most existing MRC models still specialize in extracting answers only from a single or several short passages and tend to fail in cases where the correct answer comes from various evidences in a narrative document or multiple documents [110]. The Answer Post-processing module is developed to help detect the final answer from a set of answer candidates extracted by the Reader, taking into account their respective supporting facts. The methods adopted in existing systems can be classified into two categories, i.e. rule-based method [34, 110] and learning-based method [34, 76]. For example, [110] propose two answer re-rankers, a “strength-based re-ranker” and a “coverage-based re-ranker”, to aggregate evidences from different passages to decide the final answer. The “strength-based re-ranker” is a rule-based method that simply performs counting or probability calculation based on the candidate predictions and does not require any training. The “coverage-based re-ranker” is developed using an attention-based match-LSTM model [111]. It first concatenates the passages containing the same answer into a pseudo passage and then measures how well this pseudo passage entails the answer for the given question. The experiments in [110] show that a weighted combination of the outputs of the above different re-rankers achieves the best performance on several benchmarks. RankQA [76] develops an answer re-ranking module consisting of three steps: feature extraction, answer aggregation and re-ranking. Firstly, taking the top k answer candidates from Reader as input, the module extracts a set of features from both Retriever such as document-question similarity, question length and paragraph length, and Reader such as original score of answer candidate, part-of-speech tags of the answer and named entity of the answer. Secondly, the module groups all answer candidates with an identical answer span to generate a set of aggregation features like the sum, mean, minimum, and maximum of the span scores, etc. Based on these features, a re-ranking network such as a
feed-forward network or an RNN is used to learn to further re-rank the answers to select the best one as the final answer.

3.5 End-to-end Methods

In recent years, various OpenQA systems [15], [30], [37] have been developed, in which Retriever and Reader can be trained in an end-to-end manner. In addition, there are some systems with only Retriever [73], and also some that are able to answer open questions without the stage of retrieval, which are mostly pre-trained Seq2Seq language models [92], [108], [112], [113]. In the following, we will introduce these three types of systems, i.e. Retriever-Reader, Retriever-only and Retriever-free.

3.5.1 Retriever-Reader

Deep learning techniques enable Retriever and Reader in an OpenQA system to be end-to-end trainable [15], [30], [37]. For example, [15] propose to jointly train Retriever and Reader using multi-task learning based on the BiDAF model [24], simultaneously computing the similarity of a passage to the given question and predicting the start and end position of an answer span. [37] argue that it is sub-optimal to incorporate a standalone IR system in an OpenQA system and develop ORQA that jointly trains Retriever and Reader from question-answer pairs, with both developed using BERT [27]. REALM [30] is a pre-trained masked language model including a neural Retriever and a neural Reader, which is able to compute the gradient w.r.t. the model parameters and backpropagate the gradient all the way throughout the network. Since both modules are developed using neural networks, the response speed to a question is a most critical issue during inference, especially over a large collection of documents.

3.5.2 Retriever-only

To enhance the efficiency of answering questions, some systems are developed by only adopting a Retriever while omitting Reader which is usually the most time-consuming stage in other modern OpenQA systems. DenSPI [73] builds a question-agnostic phrase-level embedding index offline given a collection of documents like Wikipedia articles. In the index, each candidate phrase from the corpus is represented by the concatenation of two vectors, i.e. a sparse vector (e.g., tf-idf) and a dense vector (e.g., BERT encoder). In the inference, the given question is encoded in the same way, and FAISS [114] is employed to search for the most similar phrase as the final answer. Experiments show that it obtains remarkable efficiency gains and reduces computational cost significantly while maintaining accuracy. However, the system computes the similarity between each phrase and the question independently, which ignores the contextual information that is usually crucial to answering questions.

3.5.3 Retriever-free

Recent advancement in pre-training Seq2Seq language models such as GPT-2 [112], GPT-3 [113], BART [92] and T5 [108] brings a surge of improvements for downstream NLG tasks, most of which are built using Transformer-based architectures. In particular, GPT-2 and GPT-3 adopt Transformer left-to-right decoder while BART and T5 use Transformer encode-decoder closely following its original form [72]. Prior studies [115], [116] show that a large amount of knowledge learned from large-scale textual data can be stored in the underlying parameters, and thus these models are capable of answering questions without access to any external knowledge. For example, GPT-2 [112] is able to correctly generate the answer given only a natural language question without fine-tuning. Afterwards, GPT-3 [113] achieves competitive performance with few-shot learning compared to prior state-of-the-art fine-tuning approaches, in which several demonstrations are given at inference as conditioning [112] while weight update is not allowed. Recently, [116] comprehensively evaluate the capability of language models for answering questions without access to any external knowledge. Their experiments demonstrate that pre-trained language models are able to gain impressive performance on various benchmarks and such Retrieval-free methods make a fundamentally different approach to building OpenQA systems.

In Table 1 we summarize existing modern OpenQA systems as well as the approaches adopted for different components.

4 Challenges and Benchmarks

In this section, we first discuss key challenges to building OpenQA systems followed by an analysis of existing QA benchmarks that are commonly used not only for OpenQA but also for MRC.

4.1 Challenges to OpenQA

To build an OpenQA system that is capable of answering any input questions is regarded as the ultimate goal of QA research. However, the research community still has a long way to go. Here we discuss some salient challenges that need be addressed on the way. By doing this we hope the research gaps can be made clearer so as to accelerate the progress in this field.

4.1.1 Distant Supervision

In the OpenQA setting, it is almost impossible to create a collection containing “sufficient” high-quality training data for developing OpenQA systems in advance. Distant supervision is therefore popularly utilized, which is able to label data automatically based on an existing corpus, such as Wikipedia. However, distant supervision inevitably suffers from wrong label problem and often leads to a considerable amount of noisy data, significantly increasing the difficulty of modeling and training. Therefore, the systems that are able to tolerate such noise are always demanded.

4.1.2 Retrieval Effectiveness and Efficiency

Retrieval effectiveness means the ability of the system to separate relevant documents from irrelevant ones for a given question. The system often suffers from “term-mismatch”, which results in failure of retrieving relevant documents; on the other hand the system may receive noisy documents that contain the exact terms in the question or even the correct answer span, but are irrelevant to the
TABLE 1: Approaches adopted for different components of existing modern OpenQA systems.

| System          | Category | Retriever | Document Post-Processing | Reader | Answer Post-processing |
|-----------------|----------|-----------|--------------------------|--------|------------------------|
| DrQA [3]        | Pipeline | Sparse    | -                        | Extractive | -                      |
| R3 [28]         | Pipeline | Sparse    | RL¹                      | Extractive | -                      |
| DS-QA [33]      | Pipeline | Sparse    | SL²                      | Extractive | Rule-based             |
| [110]           | Pipeline | Sparse    | -                        | Extractive | Learning-based         |
| [96]            | Pipeline | Sparse    | SL                       | Extractive | -                      |
| Paragraph Ranker [34] | Pipeline | Sparse    | SL                       | Extractive | Rule-based             |
| RankQA [76]     | Pipeline | Sparse    | -                        | Extractive | Learning-based         |
| BERTserini [78] | Pipeline | Sparse    | -                        | Extractive | -                      |
| Multi-Passage   | Pipeline | Sparse    | TL³                      | Extractive | -                      |
| BERT [79]       | Pipeline | Dense     | -                        | Extractive | -                      |
| DPR [16]        | Pipeline | Dense     | -                        | Extractive | -                      |
| ColBERT-QA [17] | Pipeline | Dense     | -                        | Extractive | -                      |
| SPARTA [82]     | Pipeline | Dense     | -                        | Extractive | -                      |
| FID [104]       | Pipeline | Sparse    | -                        | Extractive | -                      |
| Adaptive Retrieval [77] | Pipeline | Iterative | -                        | Extractive | -                      |
| Multi-step Reasoner [29] | Pipeline | Iterative | -                        | Extractive | -                      |
| GOLDEN Retriever [36] | Pipeline | Iterative | -                        | Extractive | -                      |
| MUPPET [35]     | Pipeline | Iterative | -                        | Extractive | -                      |
| Path Retriever [88] | Pipeline | Iterative | -                        | Extractive | -                      |
| Graph Retriever [89] | Pipeline | Iterative | -                        | Extractive | -                      |
| DDRQA [86]      | Pipeline | Iterative | -                        | Extractive | Rule-based             |
| GAR [87]        | Pipeline | Iterative | -                        | Extractive | Generative             |
| MDR [85]        | Pipeline | Iterative | -                        | Extractive | Generative             |
| DenSPI [73]     | End-to-end | Retriever | -                        | -       | -                      |
| Retrieve-and-Read [32] | End-to-end | Dense | -                        | Extractive | -                      |
| ORQA [37]       | End-to-end | Dense | -                        | Extractive | -                      |
| REALM [30]      | End-to-end | Dense | -                        | Extractive | -                      |
| RAG [38]        | End-to-end | Dense | -                        | Extractive | Generative             |

¹ RL: Reinforcement Learning; ² SL: Supervised Learning; ³ TL: Transfer Learning.

question. Both issues increase the difficulty of accurately understanding the context during answer inference. Some neural retrieval methods [15], [16], [30], [37], [73], [117] are proposed recently for improving retrieval effectiveness. For example, [37] and [30] jointly train the retrieval and reader modules, which take advantage of pre-trained language models and regard the retrieval model as a latent variable. However, these neural retrieval methods often suffer from low efficiency. Some works [15], [16], [37], [117] propose to pre-compute the question-independent embedding for each document or phrase and construct the embedding index only once. Advanced sub-linear Maximum Inner Product Search (MIPS) algorithms [69], [70], [71] are usually employed to obtain the top K related documents given a question. However, the response speed still has a huge gap from that of typical IR techniques when the system faces a massive set of documents.

Retrieval effectiveness and efficiency are both crucial factors for the deployment of an OpenQA system in practice, especially when it comes to the real-time scenarios. How to consistently enhance both aspects (also with a good trade-off) will be a long-standing challenge in the advancement of OpenQA.

4.1.3 Knowledge Incorporation

To incorporate knowledge beyond context documents and given questions is a key enhancement to OpenQA systems [7], e.g. world knowledge, commonsense or domain-specific knowledge. Before making use of such knowledge, we need to first consider how to represent them. There are generally two ways: explicit and implicit.

For the explicit manner, knowledge is usually transformed into the form of triplets and stored in classical KBs such as DBPedia [118], Freebase [119] and Yago2 [120], which are easily understood by humans. Some early QA systems attempt to incorporate knowledge to help find the answer in this way. For example, IBM Watson DeepQA [58] combines a Web search engine and a KB to compete with human champions on the American TV show “Jeopardy”; QuASE [121] searches for a list of most prominent sentences
from a Web search engine (e.g., Google.com), and then utilizes entity linking over Freebase [119] to detect the correct answer from the selected sentences. In recent years, with the popularity of Graph Neural Network (GNN), some works [89], [122], [123] propose to gain relevant information not only from a text corpus but also from a KB to facilitate evidence retrieval and question answering. For example, [122] construct a question-specific sub-graph containing sentences from the corpus, and entities and relations from the KB. Then, graph CNN based methods [105], [124], [125] are used to infer the final answer over the sub-graph. However, there also exist problems for storing knowledge in an explicit manner, such as incomplete and out-of-date knowledge. Moreover, to construct a KB is both labor-intensive and time-consuming.

On the other hand, with the implicit approach, a large amount of knowledge [115] can be stored in underlying parameters learned from massive texts by pre-trained language models such as BERT [27], XLNet [126] and T5 [108], which can be applied smoothly in downstream tasks. Recently, pre-trained language models have been popularly researched and applied to developing OpenQA systems [16], [30], [32], [37], [78], [87], [88]. For example, [32], [78], [88] develop their Reader using BERT [27] while [16], [37] use BERT to develop both Retriever and Reader. In addition, pre-trained language models like GPT-2 [112] are able to generate the answer given only a natural language question. However, such systems act like a “black box” and it is nearly impossible to know what knowledge has been exactly stored and used for a particular answer. They lack interpretability that is crucial especially for real-world applications.

Knowledge enhanced OpenQA is desired not only because it is helpful to generating the answer but also because it serves as the source for interpreting the obtained answer. How to represent and make full use of the knowledge for OpenQA still needs more research efforts.

4.1.4 Conversational OpenQA

Non-conversational OpenQA is challenged by several problems that are almost impossible to resolve, such as the lengthy words for a complex question (e.g. Who is the second son of the first Prime Minister of Singapore?), ambiguity resulting in incorrect response (e.g. When was Michael Jordan born?) and insufficient background knowledge from the user that leads to unreasonable results (e.g. Why do I have a bad headache today?). These problems would be well addressed under the conversational setting.

Conversational systems [150], [151] are equipped with a dialogue-like interface that enables interaction between human users and the system for information exchange. For the complex question example given above, it can be decomposed into two simple questions sequentially: “Who is the first Prime Minister of Singapore?” followed by “Who is the second son of him?”. When ambiguity is detected in the question, the conversational OpenQA system is expected to raise a follow-up question for clarification, such as “Do you mean the basketball player?”. If a question with insufficient background knowledge is given, a follow-up question can also be asked to gather more information from human users for arriving at the final answer. To achieve these goals, three major challenges need to be addressed.

First, conversational OpenQA should have the ability to determine if a question is unanswerable, such as to detect if ambiguity exists in the question or whether the current context is sufficient for generating an answer. Research on unanswerable questions has attracted a lot of attention in the development of MRC over the past few years [20], [22], [128], [144], [152], [153]. However, current OpenQA systems rarely incorporate such a mechanism to determine unanswerability of questions, which is particularly necessary for conversational OpenQA systems.

Second, when the question is classified as unanswerable due to ambiguity or insufficient background knowledge, the conversational OpenQA system needs to generate a follow-up question [154]. Question Generation (QG) can then be considered as a sub-task of QA, which is a crucial module of conversational OpenQA. In the past few years, research on automatic question generation from text passages has received growing attention [155], [156], [157], [158]. Compared to the typical QG task targeting at generating a question based on a given passage where the answer to the generated question can be found, the question generated in conversational OpenQA should be answered by human users only.

The third challenge is how to better model the conversational history not only in Reader but also in Retriever [159]. The recently released conversational MRC datasets like CoQA [133] and QuAC [134] are aimed at enabling a Reader to answer the latest question by comprehending not only the given context passage but also the conversation history so far. As they provide context passages in their task setting, they omit the stage of document retrieval which is necessary when it comes to OpenQA. Recently, in [159], the QuAC dataset is extended to a new OR-QuAC dataset by adapting to an open-retrieval setting, and an open-retrieval conversational question answering system (OpenConvQA) is developed, which is able to retrieve relevant passages from a large collection before inferring the answer, taking into account the conversation QA pairs. OpenConvQA tries to answer a given question without any specified context, and thus enjoys a wider scope of application and better accords with real-world QA behavior of human beings. However, the best performance (F1: 29.4) of the system on OR-QuAC is far lower than the state-of-the-art (F1: 74.4) on QuAC, indicating that it is a bigger challenge when it comes to an open-retrieval setting.

4.2 Benchmarks

A large number of QA benchmarks have been released in the past decade, which are summarized in Table 2. Here we provide a brief analysis of them with the focus on their respective characteristics, dataset distributions w.r.t. background information domain, number of questions, year of release. As aforementioned in this paper, the success of the MRC task is a crucial step to more advanced OpenQA and we believe the future advancement of MRC methods will significantly promote the OpenQA systems. Thus, we
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### Table 2: Dataset

| Dataset         | Domain        | #Q (k) | Answer Type | Context in MRC          | OpenQA |
|-----------------|---------------|--------|-------------|-------------------------|--------|
| MCTest          | Children’s story | 2.0    | Multiple choices | A children’s story     |        |
| CNN/Daily Mail  | News          | 1,384.8| Entities    | A passage from one CNN or Daily Mail news | ✔      |
| CBT             | Children’s story | 687.3  | Multiple choices | A children’s story     | ✔      |
| SQuAD           | Wikipedia     | 108.0  | Spans       | A passage from Wikipedia | ✔      |
| MS MARCO        | Web search    | 1,010.9| Free-form   | Multiple passages from Bing Search | ✔      |
| NewsQA          | News          | 119.6  | Spans       | A news article from CNN news | ✔      |
| SearchQA        | Web search    | 140.4  | Spans       | Multiple passages from Google Search | ✔      |
| TriviaQA        | Trivia        | 95.9   | Spans       | One or multiple passages |        |
| RACE            | Science       | 97.6   | Multiple choices | A passage from mid/high school exams | ✔      |
| Quasar-9         | Reddit        | 43.0   | Free-form   | Multiple documents from Reddit | ✔      |
| Quasar-5         | Technical     | 37.0   | Entities    | A passage from Stack Overflow | ✔      |
| NarrativeQA     | Others        | 46.2   | Free-form   | A summary and a full story from movie scripts | ✔      |
| DuReader        | Web search    | 200.0  | Free-form   | Multiple passages from Baidu Search or Baidu Zhidao | ✔      |
| SQuAD 2.0       | Wikipedia     | 158.0  | Spans       | A passage from Wikipedia | ✔      |
| CoQA            | Others        | 127.0  | Free-form   | A passage and conversation history | ✔      |
| QuAc            | Wikipedia     | 98.4   | Spans       | A passage from Wikipedia and conversation history | ✔      |
| SQuAD           | Wikipedia     | 113.0  | Spans       | A passage from Wikipedia | ✔      |
| ARC             | Science       | 7.7    | Multiple choices | No additional context |        |
| ShARC           | Others        | 32.4   | Boolean     | A rule text, a scenario and conversation history | ✔      |
| ClicR           | Medical       | 104.9  | Spans       | A passage from clinical case reports | ✔      |
| HotpotQA        | Wikipedia     | 113.0  | Spans       | A pair of paragraphs from Wikipedia | ✔      |
| MultiRC         | Others        | 6.0    | Multiple choices | Multiple sentences |        |
| SWAG            | Commonsense   | 113.0  | Multiple choices | A piece of video caption | ✔      |
| DuoRC           | Others        | 186.0  | Free-form   | A movie plot story | ✔      |
| WikiHop         | Wikipedia     | 51.3   | Multiple choices | Multiple passages from Wikipedia | ✔      |
| MedHop          | Medical       | 2.5    | Multiple choices | Multiple passage from MEDLINE | ✔      |
| ReCord          | News          | 120.7  | Multiple choices | A passage from CNN/Daily Mail News | ✔      |
| OpenBookQA      | Science       | 5.9    | Multiple choices | Open book | ✔      |
| CommonsenseQA   | Commonsense   | 12.2   | Multiple choices | No additional context | ✔      |
| CODAH           | Commonsense   | 2.8    | Multiple choices | No additional context | ✔      |
| DROP            | Wikipedia     | 96.5   | Free-form   | A passage from Wikipedia | ✔      |
| Natural Questions | Wikipedia   | 323.0  | Spans       | An article from Wikipedia | ✔      |
| Cosmos QA       | Commonsense   | 35.6   | Multiple choices | A passage | ✔      |
| BoolQA          | Wikipedia     | 16.0   | Boolean     | An article from Wikipedia | ✔      |
| ELIS            | Reddit        | 272.0  | Fre-form    | A set of web documents | ✔      |
| TWEETQA         | Social media  | 13.7   | Fre-form    | A tweet from Twitter | ✔      |
| XQA             | Wikipedia     | 90.6   | Entities    | A passage from Wikipedia in a target language | ✔      |

include not only the datasets for OpenQA but also those solely for MRC to make our survey more comprehensive.

The major criterion for judging the applicability of a QA dataset to develop OpenQA systems is whether it involves a separate document set (usually large-scale) or whether it has relatively easy access to such an information source where the answers to questions can be inferred. For example, HotpotQA provides a full-wiki setting itself to require a system to find the answer to a question in the scope of the entire Wikipedia. We extend SQuAD to SQuAD open by using the entire Wikipedia as its information source. We summarize and illustrate the distributions of datasets listed in Table 2 w.r.t. year of release in Fig. 6, background information domain in Fig. 8 and number of questions in Fig. 6. Also, we summarize the information source type of the datasets that are applicable to developing OpenQA systems in Table 3.

### 5 Conclusion

In this work we presented a comprehensive survey on the latest progress of Open-domain QA (OpenQA) systems. In particular, we first reviewed the development of OpenQA and illustrated a “Retriever-Reader” architecture. Moreover, we reviewed a variety of existing OpenQA systems as well as their different approaches. Finally, we discussed some salient challenges towards OpenQA followed by a summary of various QA benchmarks, hoping to reveal the research gaps so as to push further progress in this field. Based on
our review of prior research, we claim that OpenQA would continue to be a research hot-spot. In particular, single-step and multi-step neural retrievers will attract increasing attention due to the demand for more accurate retrieval of related documents. Also, more end-to-end OpenQA systems will be developed with the advancement of deep learning techniques. Knowledge enhanced OpenQA is very promising not only because it is helpful to generating the answer but also because it serves as the source for interpreting the obtained answer. However, how to represent and make full use of the knowledge for OpenQA still needs more research efforts. Furthermore, to equip OpenQA with a dialogue-like interface that enables interaction between human users and the system for information exchange is expected to attract increasing attention, which well aligns with real world application scenarios.
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