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We study the dynamics and stability in a strongly-interacting resonantly-driven two-band model. Using exact numerical simulations, we find a stable regime at large driving frequencies where the time evolution is governed by a local Floquet Hamiltonian that is approximately conserved out to very long times. For slow driving, on the other hand, the system becomes unstable and heats up to infinite temperature. While thermalization is relatively fast in these two regimes (but to different “temperatures”), in the crossover between them we find slow non-thermalising time evolution: temporal fluctuations become strong and temporal correlations long-lived. Microscopically, we trace back the origin of this non-thermalising time evolution to the properties of rare Floquet many-body resonances, whose proliferation at lower driving frequency removes the approximate energy conservation, and thus produces thermalization to infinite temperature.

I. INTRODUCTION

Periodically-driven cold atomic systems have recently proven indispensable for engineering models otherwise inaccessible in static systems. This includes gauge fields, topological bands as well as dynamical localisation and stabilisation, correlated tunnelling, and Floquet topological pumps, just to name a few. The state of the art in the field currently identifies heating as a major experimental challenge, yet the respective mechanisms are not fully understood. In particular, due to the large driving frequencies involved in the process of Floquet engineering, transitions to higher bands become energetically possible, raising the immediate question as to whether this inevitably leads to indefinite heating. If so, however, are there windows in parameter space in which heating is suppressed or can be controlled?

In this study we demonstrate that there are regimes where a resonant coupling of two bands does not produce strong heating on the experimentally accessible time scales even in the presence of strong interactions. In particular, for sufficiently large driving frequencies, we find evidence, on the basis of exact numerical simulations, that heating is perturbatively weak and, therefore, controllable. On the other hand, decreasing the driving frequency below a crossover scale of order the single-particle bandwidth of the noninteracting system, our model exhibits strong heating. In the crossover regime, we find a range of driving frequencies where the system displays slow non-thermalising time-evolution: we observe long-lived temporal fluctuations and correlations which do not decay on the experimentally relevant time scales. We argue that this non-thermalising behavior arises due to rare Floquet many-body resonances.

Next to the study of thermalisation in periodically-driven systems from a theory point of view, the second purpose of our work is to study the onset of heating at the experimentally-observable times. Present-day experiments with cold atoms performed in the high-frequency regime report heating after a few hundred driving cycles. Interestingly, heating seems to be more pronounced in bosonic rather than fermionic systems, presumably due to the unbounded character of the on-site Hilbert space dimension. A Density Matrix Renormalisation Group (DMRG) study in the weakly-interacting, periodically-driven Bose-Hubbard chain found that heating is indeed suppressed at the large frequencies necessary to create novel Floquet Hamiltonians. Moreover, the existence of long-lived prethermal Floquet steady states has been predicted and confirmed numerically. In this paper we study a minimal model of two resonantly-coupled bands, and find that heating is suppressed at large frequencies allowing...
for controlled Floquet engineering.

II. MODEL

Consider a system of interacting hardcore bosons satisfying three main properties, as illustrated in Fig. 1: (i) the non-driven system represents a two-band model, (ii) the periodic drive couples resonantly the two bands, and (iii) the ground state of the infinite-frequency Floquet Hamiltonian exhibits an interesting topological phase. The model can be equivalently mapped with a Jordan-Wigner transformation to spinless fermions, but we choose to present it here as hardcore bosons.

Concretely, the full dynamics is encoded in the Hamiltonian $H(t) = H_0 + H_{\text{drive}}(t)$ with $H_0$ the non-driven two-band model:

$$H_0 = -J_0 \sum_{j=1}^{L-1} \left( a_j^\dagger a_{j+1} + \text{h.c.} \right) - \frac{\Delta}{2} \sum_{j=1}^{L} (-1)^j n_j + U \sum_{j=1}^{L-1} \left( n_j - \frac{1}{2} \right) \left( n_{j+1} - \frac{1}{2} \right). \quad (1)$$

Here the operator $a_j^\dagger$ creates a hardcore boson at $j = 1, \ldots, L$ with $L$ the total number of lattice sites, $n_j = a_j^\dagger a_j$ the number operator, $J_0$ denotes the bare hopping amplitude, $\Delta$ – the strength of a staggered potential, and $U$ – the interaction strength. We limit the discussion to half filling with $L$ even. When $J_0$, $\Delta$ and $U$ are all nonzero this model is non-integrable. The non-interacting model has two bands, separated by the gap $\Delta$. The periodic drive is

$$H_{\text{drive}}(t) = f(t) \sum_{j=1}^{L} \left[ \frac{A}{2} (-1)^j - \delta A \right] n_j, \quad (2)$$

with the time-periodic step function $f(t) = \text{sign}[\cos(\Omega t)]$, $A$ – the amplitude of the modulated superlattice, $\delta A$ – the amplitude of the shaken external field, and $T = 2\pi/\Omega$ – the driving period. Compared to a monochromatic driving, $f(t)$ contains higher harmonics of $\Omega$ which, however, we checked does not change the phenomena discussed below. Therefore, in the following, using the relation $\Omega = 2\pi/T$, we shall refer to $\Omega$ as the frequency of the drive.

To study the amount of heating [i.e. excess energy produced in the system] in the tight-binding limit, it is enough to consider stroboscopic dynamics. Mathematically, this follows from Floquet’s theorem, according to which the evolution operator is given by $U(t,0) = P(t) \exp(-iH_{\text{F}}t)$. Since the unitary operator which governs the fast motion is periodic, $P(t+T) = P(t)$, it suffices to look at the system at stroboscopic times when $U(tT,0) = \exp(-iH_{\text{F}}tT)$. Intuitively, one needs to close a full driving cycle before comparing the value of the energy to the initial one. Only then can one make a statement about the amount of energy pumped into the system by the drive. However, if one of the parameters in the model, e.g. the driving amplitude, is being changed in the presence of the drive, then one needs to take into account the heating effects due to the change of the $P$-operator as well.

In the following, we always set $\Delta = \Omega$, which resonantly couples and mixes the two bands of the non-driven Hamiltonian $H_0$. In the high-frequency regime, the effective Floquet Hamiltonian $H_{\text{F}}$ governing the stroboscopic time-evolution of the system,

$$U_F = T_\epsilon \exp \left( -i \int_0^T H(t) dt \right) = e^{-iH_{\text{F}}T}, \quad (3)$$

can be found with the help of an inverse-frequency expansion. We refer to $U_F$ as the Floquet operator. Since we choose the driving amplitude $A$ as well as the superlattice potential $\Delta$ to be on the order of the driving frequency $\Omega$, the time-average has to be performed in the rotating frame. In the infinite-frequency limit the Floquet Hamiltonian reads:

$$H^{(0)}_{\text{F}} = \sum_{j=1}^{L-1} -J_j (a_j^\dagger a_{j+1} + \text{h.c.}) + U \left( n_{j+1} - \frac{1}{2} \right) \left( n_j - \frac{1}{2} \right), \quad (4)$$

where the drive-renormalised hopping elements are $J_j = J_0 \chi(\zeta - \delta \zeta)$ for $j$ odd, and $J_j = J' = J_0 \chi(\zeta + \delta \zeta)$ for $j$ even. Here $\chi(x) = 2\pi x \cos(\pi x)/\left(1 - x^2\right)$, $\zeta = A/\Omega$, and $\delta \zeta = \delta A/\Omega$. Thus, $H^{(0)}_{\text{F}}$ realizes the Su-Schrieffer-Heeger (SSH) model including additionally nearest-neighbour interactions. When $J \neq J'$ and $U \neq 0$, this model is quantum chaotic with GOE level statistics, see App. E. For $U = 0$, the system features two topological bands whenever $J \neq J'$, separated by a gap of energy width $2|J - J'|$. Notice how the topological gap is opened solely due to the drive, in close analogy with the experimental realizations of the Harper-Hofstadter model and the Haldane model in two-dimensions.

In analogy to recent experiments we study the following general protocol. We initialize the system in the ground state $|\psi\rangle$ of the topological infinite-frequency Floquet Hamiltonian $H^{(0)}_{\text{F}}$, which, to a good accuracy, can be also generated experimentally via adiabatic state preparation. Heating effects due to the adiabatic state preparation in the presence of the drive are discussed elsewhere, cf. Ref. 43, where it is demonstrated that at high driving frequencies one can generally prepare ground states of Floquet Hamiltonians with a high, though not perfect, fidelity. The subsequent dynamics, which we are interested in, is generated by the full time-dependent Hamiltonian, see Eqs. 1, 2 and 3. To study the dynamics numerically, (i) we calculate the exact evolution w.r.t. the Hamiltonian $H(t)$ using a Lanczos algorithm with full reorthogonalisation based on Krylov’s method, which allows us to study the first several thousand driving periods for system sizes up to $L = 20$.
we are interested in stroboscopic evolution, (ii) we also compute the exact Floquet operator $U_F$ and apply exact diagonalisation (ED): projecting the initial state onto the Floquet basis allows us to directly reach the infinite-time limit for system sizes up to $L = 16$, by means of a quench to the diagonal ensemble of $U_F$. A detailed comparison between the two methods, as well as the system-size dependence of the results discussed below is presented in App. B.

III. HEATING

After having specified the details of the model system and the protocol of the drive, it is the purpose of the following section to study the heating dynamics as a function of the driving frequency $\Omega$. Specifically, we will characterize the heating on the basis of the energy absorbed by the system from the drive in Sec. III A, as well as the half-chain entanglement entropy in Sec. III B. Last but not least, in Sec. III C, we briefly discuss the dependence of heating on the interaction strength.

A. Energy Absorption

Let us begin the study of the heating dynamics by looking at the energy of the system. In analogy to experiments, where it is the Floquet-engineered infinite-frequency Hamiltonian $H_F^{(0)}$ that is the prime object of interest, we characterize heating by measuring the energy via $H_F^{(0)}$ in the time-evolved state. Specifically, we calculate the stroboscopic evolution\(^\text{52}\) of the energy density $\mathcal{E}_\psi$ of $H_F^{(0)}$:

$$\mathcal{E}_\psi(lT) = \frac{1}{L} \langle \psi | H_F^{(0)}(lT) | \psi \rangle,$$

with $l \in \mathbb{N}$, and the time-dependence of $H_F^{(0)}(T) = U_F^{\dagger} H_F^{(0)} U_F$ is understood in the Heisenberg picture. While in the infinite-frequency limit $\mathcal{E}_\psi(lT) = \mathcal{E}_\psi(0)$ = const. and heating is absent, at finite $\Omega$ the system will be driven out of the initial ground-state manifold and will increase its energy.

Depending on the magnitude of the driving frequency, we identify two different regimes, separated by a crossover scale $\Omega^*$, see Figs. 2, 3. A quantitative analysis of $\Omega^*$ for small interactions can be found in Sec. III C and specifically in Eq. 7. For $\Omega \ll \Omega^*$ the system heats up quickly close to an infinite-temperature state where all states of $H_F^{(0)}$ are occupied with equal probability. For $\Omega \gg \Omega^*$, on the other hand, heating is weak and the evolution is well-approximated by the local Floquet Hamiltonian $H_F^{(0)}$. It is interesting, from the point of view of both theory and experiment, to study the full crossover from the stable to the unstable regime as a function of the driving frequency. For that purpose, we introduce a normalised heating $\bar{\mathcal{Q}}_{\psi}$, which measures the amount of energy absorbed by the system from the drive:

$$\bar{\mathcal{Q}}_{\psi} = \frac{\mathcal{E}_\psi - \mathcal{E}_\psi(0)}{\mathcal{E}_{\beta=0} - \mathcal{E}_\psi(0)}.$$  \hspace{1cm} (6)

$\bar{\mathcal{Q}}_{\psi}$ interpolates continuously between absence of heating, where $\bar{\mathcal{Q}}_{\psi} = 0$, and heating to infinite temperature, where $\bar{\mathcal{Q}}_{\psi} = 1$, see also Fig. 3. Here, $\mathcal{E}_\psi = \lim_{N_T \to \infty} N_T^{-1} \sum_{n=1}^{N_T} \mathcal{E}_\psi(lT)$ is the stroboscopic time average of $\mathcal{E}_\psi(lT)$, while $\mathcal{E}_{\beta=0}$ is the infinite-temperature average, which is close to the centre of the many-body band, up to $L^{-1}$-corrections $[\mathcal{E}_{\beta=0} = -U/(4L)$ for half-filling]. We calculated the long-time limit from a time average of the stroboscopic evolution over the last $4 \times 10^3$ of $5 \times 10^3$ total driving periods obtained via the aforementioned Lanczos algorithm. We checked that nonzero initial temperatures do not change the physical picture, see App. C. A more detailed analysis of finite-size effects is given in App. B. While we find that the results appear to be only weakly sensitive to increasing $L$, finite-size effects become most pronounced in the vicinity of the crossover scale $\Omega^*$.

To understand the origin of this behaviour, we show both the short-term evolution, Fig. 2d, relevant for present-day experiments with cold atoms, as well as the longer-term behaviour, Fig. 2b, which allows us to make a statement about energy absorption in the longer run. For $\Omega \gtrsim \Omega^*$, the energy density stays at a value near the ground state of $H_F^{(0)}$, which is perturbatively controlled by the inverse frequency $\Omega^{-1}$ and becomes vanishingly small upon including higher-order $\Omega^{-1}$-corrections to the approximate Floquet Hamiltonian cf. App. D. Therefore,
in this regime the dynamics is completely stable on the experimentally relevant time scales for the numerically simulated system sizes. It follows that heating can be well-controlled making this parameter regime particularly suitable for Floquet engineering.

Conversely, for $\Omega \ll \Omega^*$, the energy absorption becomes strong which leads to fast heating with the energy quickly approaching its infinite-temperature value. Hence, the system is unstable and experiments in this regime are rendered uncontrollable. It is, thus, crucial to acquire a better understanding of the frequency-dependence of the onset of heating. Interestingly, in the vicinity of the crossover scale $\Omega \approx \Omega^*$, the dynamics changes its character completely. Although the system still heats up, [but not to infinite temperature for finite system size $L$], the time scales become so extended that the final relaxation cannot be resolved within the studied $2 \times 10^4$ driving cycles, see Fig. 2. The origin of this substantially slowed down dynamics we analyze in more detail in Sec. IV and Sec. V where we also give explanations for the microscopic mechanism behind this unexpected behaviour.

B. Entanglement Entropy

The two heating regimes separated by the crossover scale $\Omega^*$ are also clearly identifiable from the analysis of the entanglement entropy density of half the chain:

$$s^\text{ent}_\psi(IT) = -\frac{1}{L/2} \text{Tr}_B \left[ \rho_B(IT) \log \rho_B(IT) \right],$$

where $B$ denotes the set of the first $L/2$ lattice sites and $\rho_B(IT)$ – the reduced density matrix of $B$ after $l$ periods. The behavior of $s^\text{ent}_\psi(IT)$ as a function of time is plotted in Fig. 2a,c, and clearly shows the same three qualitatively different behaviours already revealed by $\mathcal{E}_\psi_\text{ent}$. (i) At high frequencies [compared to the bare model parameters], the production of entanglement entropy remains low. The non-zero tail most likely has a two-fold origin: part of it comes from the non-zero entanglement entropy of the Floquet ground state [cf. value at $l = 0$], while the dynamically produced entanglement is due to the small temperature resulting from the energy density injected in the system by abruptly turning on the periodic drive. (ii), in the crossover, $\Omega \approx \Omega^*$, the dynamics is again found to be slow. Notice that extremely long observation times are required to fully resolve the crossover regime. (iii), for $\Omega \ll \Omega^*$ the entanglement entropy grows quickly to its infinite-temperature value of $\log(2)$ per lattice site, signalling that an infinite-temperature state is reached. From a fundamental point of view, however, $s^\text{ent}_\psi$ is an even stronger indicator of the described phenomenology, since it contains information about the entire reduced density matrix. We note that the generation of entanglement entropy in integrable periodically-driven systems was studied in Refs. 53, 54, while its thermalisation in a non-integrable spin chain was discussed in Ref. 55.

C. Heating Dependence on the Interaction Strength

It is interesting to briefly mention the heating dependence on the interaction strength $U$. Intuitively, one would expect that a strongly interacting nonintegrable system subject to a non-energy-conserving driving protocol can easily redistribute the absorbed energy among many states due to the presence of enhanced collisions. Contrary to this naive expectation, for the system sizes up to $L = 20$, we find that this does not happen for large driving frequencies, cf. Fig. 3. Instead, we find that the crossover scale $\Omega^* = \Omega^*(J^0, U, A)$ slowly shifts to higher frequencies with increasing the interaction strength $U$. Notice that in the high-frequency regime $\Omega \gg \Omega^*$, for $U/J_0 = 2$ the system is already strongly interacting due to the dynamically suppressed effective hopping matrix elements of the relevant infinite-frequency Floquet Hamiltonian: $U/J, U/J' \approx 10$.

![FIG. 3: Dependence of the crossover regime on the interaction strength: excess heat (a) and excess entanglement entropy density (b). Unity on the vertical axis corresponds to an infinite-temperature state, while zero – to no heating. The parameters are $\zeta = 0.6$, $\delta \zeta = 0.12$, and $L = 20$, which in the high-frequency limit gives $J'/J_0 = 0.41$ and $J/J_0 = 0.29$.](image)
heating starts to occur whenever such a single-particle resonance is available. This implies the following dependence of the crossover scale for weak interactions up to corrections vanishing asymptotically for $U/J_0 \to 0$:

$$\Omega^* = 4(J + J') + O(U).$$  \hspace{1cm} (7)$$

Beyond the weakly interacting limit, we observe that the onset of heating $\Omega^*$ is shifted to larger values for increasing $U$, see Fig. 3, presumably because higher-order processes become the effective sources of heating. Here we do not consider the limiting case of $J_0 \ll \Omega \sim U$, which can be treated using the generalised Schrieffer-Wolff transformation for periodically-driven systems\[6].

IV. THERMALISATION – TEMPORAL FLUCTUATIONS AND CORRELATIONS

In the previous Section we studied the heating dynamics as a function of driving frequency. As a main observation, we identified an extended crossover region with extremely slow dynamics that separates the regimes of unstable heating from the stable region where the dynamics is approximately governed by the desired infinite-frequency Floquet Hamiltonian. In the following, we aim to provide additional insights into the dynamics in these three regimes by analyzing their respective ergodicity and thermalization properties. In particular, it will be the goal to further characterize the slow crossover regime by studying temporal fluctuations and correlations.

One of the key properties of systems obeying the Eigenstate Thermalization Hypothesis (ETH) is that long-time temporal fluctuations of expectation values of observables after a quench are exponentially small in the system size\[56-58]. Equivalently, in the long-time limit the density matrix, from the point of view of local observables, is exponentially close to its time average at almost all times. Moreover, this exponential scaling can serve as a defining criterion to check whether the observables are equilibrated, especially when the exact Hamiltonian is not accessible and one cannot analyze the level statistics. Hence, this represents a well-suited criterion that can be utilised to investigate thermalisation both experimentally and numerically.

Let us define the stroboscopic temporal fluctuations $\delta \mathcal{O}$ of an expectation value of an operator $\mathcal{O}$: $\mathcal{O}_{\psi} = \langle \psi | \mathcal{O} | \psi \rangle$, as measured over $N_T$ periods:

$$\delta \mathcal{O}_{\psi} = \sqrt{\frac{1}{N_T} \sum_{i=1}^{N_T} \left( \mathcal{O}_{\psi}(iT) - \bar{\mathcal{O}}_{\psi} \right)^2}.$$

In isolated ergodic systems, according to ETH, thermalisation implies that for any physical observable $\delta \mathcal{O}_{\psi} \approx e^{-S}/L$, where $S \propto L$ is the thermodynamic entropy of the system. This ETH prediction implies that from the point of view of observables the state $|\psi(t)\rangle$ at almost all times is equivalent to the time-averaged density matrix, up to terms exponentially suppressed in the system size. In Floquet systems it is hard to define a thermodynamic entropy as all the Floquet energies are defined modulo $\Omega$ and thus the density of Floquet energy states is uniform. This is in agreement with expectations from thermodynamics that any thermal state of a Floquet system corresponds to infinite temperature, and is thus characterized by a flat density of states. On the other hand, in the high-frequency driving regime for the finite systems we consider here the system does not heat up, and one can intuitively expect that one should use the entropy of an approximate extensive Floquet Hamiltonian, which can be computed perturbatively within a high-frequency expansion\[12,47-51]. Alternatively, one can use the fact that in ergodic systems $S \approx S^F_{\psi,d}$, where $S^F_{\psi,d}$ is the diagonal entropy [von Neumann entropy of the time-averaged density matrix]\[58]. The diagonal entropy is readily computable from projecting the wave function of the system onto the exact Floquet eigenstates and does not depend on folding the spectrum. Then one can use this value of $S^F_{\psi,d}$ to estimate the expected scaling of $\delta \mathcal{O}_{\psi}$ and compare with the numerical results.

The main plot in Fig. 4 shows how the fluctuations of $\mathcal{O} = H^{(0)}_F$ decay with the system size. We compare the long-time average obtained with the Lanczos algorithm (red) to the infinite-time limit from the diagonal ensemble (blue). In both the high and the low-frequency regimes this decay is consistent with exponential, with the exponent close to the one expected from ETH (green dashed lines), and hence the system thermalises. Clearly, slight deviations are visible which, however, might result from finite-size effects as we are not able to extrapolate to the thermodynamic limit. To fully clarify this, it would
be necessary to study larger system sizes which, however, is not possible within the used methodology. This thermalization corresponds to a finite temperature in the high-frequency regime, set by the energy density \( \overline{\mathcal{E}} \), and to infinite temperature in the low-frequency regime. Note that in an extended region near the crossover scale \( \Omega^* \) the situation is fundamentally different, similarly to the slow evolution discussed above. Specifically, the fluctuations \( \delta \mathcal{E}_\psi \) are strong and irregular such that ETH is not fulfilled and the evolution is non-thermalizing (non-ergodic) in this regime. The inset of Fig. 4 shows the infinite-time energy fluctuations, calculated with ED, versus the driving frequency for three different system sizes, indicating the frequency domain of strong temporal fluctuations. Because of the very slow dynamics, it has not been possible to determine the infinite-time properties on the basis of the Lanczos algorithm. Instead, we have used full ED here, which limits the system sizes up to \( L = 16 \). In the inset of Fig. 4 one can see that the regime of strong temporal fluctuations of the energy with nonvanishing support over an extended frequency range features relatively sharp boundaries to the thermalizing regions. Upon increasing the system size, we observe a slight drift of this extended region to larger driving frequencies. On the basis of the system sizes accessible within our numerics, it is, however, unclear whether this region remains extended in the thermodynamic limit. Still, the extent over a few hopping amplitudes \( J_0 \) is substantial even for \( L = 16 \) without a very strong finite-size dependence.

From the preceding analysis we have seen that temporal fluctuations can become strong in the crossover region. In the following, we provide further evidence for nonergodic dynamics by studying temporal correlations. Specifically, an important indicator of non-thermalising evolution – the long memory of fluctuations – becomes manifest in the anomalously slow decay of nonequal-time correlation functions. To study this we now focus on the energy autocorrelation function:

\[
\mathcal{G}(\tau) = \frac{1}{\delta \mathcal{E}_F^2} \sum_n \langle \langle n | H_F^{(0)}(\tau) H_F^{(0)}(0) | n \rangle \rangle_c = \frac{1}{\delta \mathcal{E}_F^2} \sum_{m \neq n} \langle \langle n | H_F^{(0)} | m \rangle \rangle^2 e^{-i(E_F^n - E_F^m)\tau},
\]

where \( | n \rangle \) is an eigenstate of the exact Floquet operator \( U_F \) corresponding to the eigenvalue \( \exp[-iE_F^n\tau] \). In the definition of \( \mathcal{G}(\tau) \) we have included the average variance \( \delta \mathcal{E}_F^2 = \sum_n \langle \langle n | (H_F^{(0)} - \langle H_F^{(0)} \rangle)^2 | n \rangle \rangle \) for normalization such that \( \mathcal{G}(0) = 1 \). We sum over all eigenstates of \( U_F \) to obtain better statistics. Consequently, \( \mathcal{G}(\tau) \) measures temporal correlations over the full many-body spectrum which goes beyond what we have studied before, where we have determined the dynamics starting from the ground-state manifold. The dynamics of \( \mathcal{G}(\tau) \), obtained from ED, we show in Fig. 5a. Although, in the absence of exact degeneracies, for any finite system \( \mathcal{G}(\tau) \to 0 \) as \( l \to \infty \), the time scales which govern this decay differ tremendously between the thermalizing and the nonergodic regimes. Similar to the strong temporal fluctuations in the crossover region, we thus also find a very slow decay of temporal correlations which further supports the evidence for a strongly nonergodic regime separating the stable from the unstable phase.

V. FLOQUET MANY-BODY RESONANCES

As we discussed in the previous Sections, the crossover regime exhibits nonergodic properties in terms of strong temporal fluctuations and correlations. In the following, we argue that this numerical observation can be related microscopically to the appearance of rare Floquet many-body resonances. To demonstrate this, we introduce the discretized Fourier transform of the energy autocorrelation function

\[
\tilde{\mathcal{G}}(\nu_k) = \frac{1}{\delta \mathcal{E}_F^2} \sum_{m \neq n} \langle \langle n | H_F^{(0)} | m \rangle \rangle^2 \delta(\nu_k - \xi) \leq |E_F^n - E_F^m| \leq \nu_{k+1})
\]

with \( \nu_k = k\delta \nu, k \in \mathbb{N}, \) and \( \delta \nu \) a small quasienergy shell, see Fig. 5b. Interestingly, in the crossover regime, it features a well-pronounced peak near zero frequency, implying that near-resonant pairs of states of very small quasienergy difference dominate the long-time physics. In terms of their physical energy, these pairs of states differ by integer multiples of the driving frequency and,
therefore, represent resonances in the many-body spectrum. It has been argued that these resonances lead to the breakdown of adiabatic perturbation theory in periodically-driven systems, and their manifestation in the form of non-analyticity in expectation values of observables has been studied for integrable systems.

By looking closer at the spectral properties, we can finally give an explanation for the observed heating–no-heating crossover. While we find many-body resonances over the full range of driving frequencies, their influence onto the dynamics differs substantially in the three observed regimes. In the high-frequency limit \( J_0, U \ll \Omega \), the resonances are so weak and rare that they do not affect the dynamics of the system. The absorption of one quantum of \( \Omega \) at these elevated energies requires the excitation of a complex many-body state due to the locality of \( H_F \) in this regime – a process which is at least exponentially suppressed in frequency. Entering the crossover regime \( \Omega \approx \Omega^* \), a small amount of the resonant pairs begin to exhibit a very strong coupling, such that there is always some small number of eigenstates of the Floquet operator which carry significant weights in nearby Floquet zones, see Fig. 5c. This results in large matrix elements on the order of \( J_0 \), which represent a small but significant fraction of the total off-diagonal matrix elements of \( H_F^{(0)} \) and which, according to Eq. (9), determine the slow dynamics of the system. These rare resonances cannot be neglected anymore but rather dominate the long-time dynamics leading to a very slow non-thermalising time evolution. This observation, that rare resonances dominate the low-energy spectral properties, is reminiscent of Griffith phases in disordered systems, but here for a system without disorder. Once the driving frequency is lowered further, \( \Omega \ll \Omega^* \), the many-body resonances proliferate and the eigenstates of the Floquet operator become quite delocalized over the Floquet zones in the eigenbasis of \( H_F^{(0)} \), see Sec.IV. At the same time, the distribution of the off-diagonal matrix elements of \( H_F^{(0)} \) becomes more uniform [see blue curve in Fig. 5b]. This delocalization of the Floquet eigenstates in energy signifies rapid transfer of energy between the system and the drive, and the system quickly heats up to infinite temperature.

VI. RESOLVING THE RESONANCES WITH THE INVERSE-FREQUENCY EXPANSION

The Floquet many-body resonances defined in the previous section were identified by projecting the exact Floquet eigenstates to the eigenstates of the infinite-frequency Floquet Hamiltonian \( H_F^{(0)} \), which represents the leading order of the high-frequency expansion for the Floquet Hamiltonian. One can anticipate that these resonances can be made narrower and better defined if instead of \( H_F^{(0)} \) one uses on a better approximate local Floquet Hamiltonian \( \tilde{H}_F \), which can be e.g. obtained by including higher-order terms in the inverse-frequency expansion. Indeed, physically the Floquet resonances occur when the rate of absorption and emission of photons from and to the drive is much smaller than the drive frequency. Without such resonances the system is described by \( \tilde{H}_F \), whose exponential is a close approximation to the exact Floquet operator, i.e. \( U_F \approx \exp (-i \tilde{H}_F T) \), but whose spectrum is extensive.

At high frequencies, the exact eigenstates \( |n \rangle \) of \( U_F \) can all be assigned energies and each have high overlap with corresponding eigenstates of \( \tilde{H}_F \). The Floquet many-body resonances occur at frequencies where this assignment is beginning to break down: they represent eigenstates of \( U_F \) that appear as linear combinations of two (or more) eigenstates of \( \tilde{H}_F \) that differ in energy by almost exactly one (or more) photon. In the regime we are considering, the eigenstates of \( \tilde{H}_F \) that are involved in the resonances are typical thermalising states [in the sense of the Eigenstate Thermalisation Hypothesis] with nonzero entropy density, so each resonant state involves many “bare” configurations of the system; this is why we call them “many-body” resonances. In contrast, in noninteracting tight-binding systems, drive-assisted resonances can occur only when the frequency is smaller than the single-particle bandwidth of the Floquet Hamiltonian, which remains bounded in the thermodynamic limit.

Floquet many-body resonances are beyond the van Vleck inverse-frequency expansion. While we do not show evidence for this here, there are strong indications that the inverse-frequency expansion does not capture the hybridization of Floquet eigenstates in different Floquet zones due to photon absorption and, consequently, it also misses the appearance of many-body resonances. This can be understood intuitively from the fact that the inverse-frequency expansion necessarily produces an unfolded Floquet spectrum to every order. In fact the very requirement that the approximate Floquet Hamiltonian \( \tilde{H}_F \) is local and extensive guarantees that the folded spectrum of the Floquet operator \( U_F \) will have an extensive (per each eigenstate) number of unavoidable level crossings corresponding to the photon resonances. Nevertheless, we shall now show that the Floquet many-body resonances can be nicely resolved using the approximate Floquet Hamiltonian, including the leading order correction. To this end, we proceed as follows:

(i) We first calculate an approximation to the Floquet Hamiltonian using the van Vleck high-frequency expansion \( H_F^{(0+1)} \). In the present discussion we stop after we take into account the leading \( \Omega^{-1} \)-correction, see App. D. It is interesting to note how much resolution one gains by including only the first \( \Omega^{-1} \)-correction [compare Fig. 5(c) and Fig. 6(c) below which show the same resonant pair resolved with the zeroth and first correction, respectively].

(ii) Diagonalise \( H_F^{(0+1)} \); denote its eigenenergies by
\[ E_F^{(0+1)} \] and its eigenstates by \[ |\nu\rangle \].

In principle, to visualise a Floquet many-body resonance it suffices to project a candidate eigenstate \[ |n\rangle \] of \( U_F \) onto the eigenstates \[ |\nu\rangle \] of \( \hat{H}_F \), and map out a probability distribution as a function of the energy \( \tilde{E}_F \). This reveals the Floquet zones in which the resonant states have most of their weight. It works because the inverse-frequency expansion necessarily produces an unfolded Floquet spectrum, as it becomes exact at infinite-frequencies. This procedure is analogous to time-of-flight imaging in cold atom systems, where one projects a Bose-Einstein condensate formed in an optical lattice onto free space, and reads off the quasimomentum peaks and their weights from the interference image. Figure 5c above is obtained after applying points (i) and (ii) to the Hamiltonian \( H_F^{(0)} \).

The above two points are indeed enough to show the existence of many-body resonances, localised in neighbouring Floquet zones. However, by looking at the distance between the resonance peaks, we find that the approximation [e.g. \( H_F^{(0+1)} \)] to \( \hat{H}_F \) obtained from the inverse-frequency expansion does not “know” the correct value of \( \Omega \). Thus, the resonant peaks after applying (i) and (ii) differ in energy by more than \( \Omega \). Therefore, we choose to correct the eigenenergies \( E_F^{(0+1)} \) as follows:

(iii) We calculate the expectation value of the exact Floquet operator in the approximate eigenstates, \( \langle \nu | U_F |\nu \rangle \). In the regime of resonances, this gives complex numbers of magnitude close to unity. Hence, we obtain quasienergies for each state as
\[
K_{F,\nu}^{(0+1)} = i/T \log (\langle \nu | U_F |\nu \rangle / |\langle \nu | U_F |\nu \rangle|).
\]

(iv) Last, one has to unfold the spectrum to get the “revised” energies \( \tilde{E}_{F,\nu}^{(0+1)} \). For this purpose, one can plot \( K_{F,\nu}^{(0+1)} \) vs. \( E_{F,\nu}^{(0+1)} \) for each state. At high enough frequency these points are all near smooth curves with slope near one in each Floquet zone, thus providing a natural unfolding of the spectrum. But with this unfolding the energies do not properly match the quasi-energies. To get the proper revised energies \( \tilde{E}_{F,\nu}^{(0+1)} \) we do two more steps: First, we shift all energies \( E_{F,\nu}^{(0+1)} \) by some smooth function (in practice a linear function suffices) of the energy, to make the spectrum all close to \( E_{F,\nu}^{(0+1)} \approx K_{F,\nu}^{(0+1)} \) modulo \( \Omega \). Thus in the linear approximation we define a revised approximate Hamiltonian as \( \tilde{H} = b + nH_F^{(0+1)} \), with \( m \) near one and a shift \( b \) of the zero of energy. Then, finally, we add a small amount to each energy to make the revised energies \( \tilde{E}_{F,\nu}^{(0+1)} \) precisely match the quasi-energies \( K_{F,\nu}^{(0+1)} \), modulo \( \Omega \). Thus we have produced a revised approximate Floquet Hamiltonian \( \tilde{H}_F \) whose eigenstates are identical to those of \( H_F^{(0+1)} \), but whose spectrum has been shifted to agree with the \( K_{F,\nu}^{(0+1)} \).

Step (iv) of this procedure fails at low frequency, where many states have \( |\langle \nu | U_F |\nu \rangle| \ll 1 \) and thus do not have well-defined quasi-energies. This results in ambiguities in the unfolding procedure (iv). For the model under consideration, we have found that for \( L \leq 16 \) we obtain meaningful and reliable revised energies for \( \Omega/J_0 \gtrsim 1.5 \).

Interestingly, this frequency is significantly less than the crossover scale \( \Omega^* \), suggesting that the heating transition occurs through proliferation of these resonances in the regime where they are still narrow and well defined.

Figure 6 shows four nearly-degenerate pairs of exact Floquet eigenstates at different values of \( \Omega/J_0 \). To take into account the effect of the density of states, we sum the projections \( |\langle n | \nu \rangle|^2 \) over a small shell of revised approximate energies, see caption. At high-frequencies, Fig. 6(d), we do not find resonances. Here the matrix elements \( \langle \nu | U_F |\mu \rangle \) between states in different Floquet zones are all small compared to the quasi-energy level spacing in the spectrum of \( U_F \), so even almost-degenerate eigenstates of \( U_F \) map almost purely on to a single Floquet zone. Thus in this regime the spectrum of \( U_F \) can be unambiguously unfolded, and an excellent local approximation to the exact \( H_F \) exists. Whether or not this regime inevitably “retreats” to infinite \( \Omega \) as \( L \to \infty \) is an interesting question for future investigation.

As the frequency is decreased, Fig. 6(c) and Fig. 6(b), Floquet many-body resonances do appear. We find that the matrix element between resonant states \( |\langle m | H_F^{(0+1)} |n \rangle| \) is enhanced up to a few times the bare hopping amplitude \( J_0 \). As a result, for intermediate frequencies, these Floquet many-body resonances constitute the dominant fraction of off-diagonal matrix elements of the energy operator \( H_F^{(0+1)} \). Moreover, they connect different Floquet zones, and the system thus starts absorbing (or emitting) energy. Consequently, due to the small number of resonant pairs with large off-diagonal matrix elements, the dynamics of the energy is, to a large extent, dominated by these drive-induced transitions, which leads to the observed non-thermalizing glassy behaviour. It follows that a description based on statistical mechanics w.r.t. the approximate Hamiltonian \( H_F^{(0+1)} \) fails to capture the stroboscopic physics at any sensible time scale in this crossover regime. In this same crossover regime, we also find that the eigenstates of \( H_F^{(0+1)} \) can be cleanly assigned quasi-energies, so there is a well-defined “folding” procedure, see steps (iii) and (iv) above, to define the energies \( \tilde{E}_{F,\nu}^{(0+1)} \), but the unfolding of the exact quasispectrum of \( U_F \) is no longer well-defined, due to the presence of the Floquet many-body resonances. Finally, Fig. 6(a), when the driving frequency is reduced even further, the Floquet many-body resonances proliferate. At the same time, however, the matrix elements \( |\langle n | H_F^{(0+1)} |m \rangle| \) between the resonant states decrease again and become closer to the average off-diagonal matrix element [which is small since these states are well-thermalized to infinite temperature]. Hence, the system continuously absorbs energy and heats up to infinite temperature, thereby de-
FIG. 6: (Color online). Examples of nearly-degenerate pairs of exact Floquet eigenstates, including Floquet many-body resonances, in the dynamical regimes of interest. The resonant state $|n\rangle$ is quantified by the quantity $R_n = \sum_\mu |\langle n|H_{F}^{(0+1)}|\mu\rangle|^2 \delta(\nu_k \leq \bar{E}_{F}^{(0+1)}|\mu \leq \nu_{k+1})$, with $\nu_k = k\delta\nu$, $k \in \mathbb{N}$, and the small energy shell $\delta\nu = \Omega/100$. Here $|\mu\rangle$ denotes an eigenstate of $H_{F}^{(0+1)}$. The range of the $x$-axis coincides with the many-body bandwidth, while the vertical dashed lines mark the boundaries of the Floquet zones. The parameters are $U/J_0 = 1$, $\zeta = 0.6$, $\delta\zeta = 0.12$, which amounts to $J'/J_0 = 0.41$, $J/J_0 = 0.29$, and $L = 16$. 
localising along the energy ladder. This heating is rapid, as indicated by the broad linewidths in Fig. 6(a). The dynamics of the system is completely chaotic and, therefore, thermalizing again. Decreasing the frequency even further to $\Omega/J_0 = 1$, $\hat{H}_F$ is no longer well-defined, as we explained above, while $H_{F}^{(0+1)}$ is becoming a very poor approximation to the correct, now highly-nonlocal $H_F$. Hence, the eigenstates of $U_F$ are completely delocalised over the $E_{F}^{(0+1)}$ axis.

Applying the van Vleck inverse-frequency expansion to a given order $\eta_{\text{HFE}}$ yields a truncated (approximate) Floquet Hamiltonian $H_{F}^{(0+\cdots+\eta_{\text{HFE}})}$ and the corresponding truncated (approximate) time-periodic Kick operator $K_{F}^{(0+\cdots+\eta_{\text{HFE}})}(t)$. The Hamiltonian $H_{F}^{(0+\cdots+\eta_{\text{HFE}})}$ is a sum of local many-body operators with an unfolded spectrum, the bandwidth of which necessarily goes to infinity in the thermodynamic limit. If we now use this truncated kick operator to transform the original lab-frame Hamiltonian $H(t)$ to a rotating frame, the corresponding rot-frame Hamiltonian has the form $H^{\text{rot}}(t) = H_{F}^{(0+\cdots+\eta_{\text{HFE}})} + W(t)$, where $W(t) = W(t + T) \sim \Omega^{-(\eta_{\text{HFE}}+1)}$ by construction. In this rotating frame, we can interpret the heating problem as follows: the inverse-frequency expansion takes care only of the virtual photon-absorption processes, pretty much like any ordinary Schrieffer-Wolff transformation does. As a result, this shifts the energy levels of the non-driven Hamiltonian $H_0$ by a small amount. This is why the width of the resonances is reduced tremendously by taking into account the leading-order correction, compare Fig. 5(c) and Fig. 6(c). Although these virtual transitions do have an effect on the underlying physics, they can only result in heating to a small finite temperature [e.g. due to the abruptly switching on the drive or a possible adiabatic preparation of the initial state]. At this level, if one insists that the spectrum of the Hamiltonian $H_{F}^{(0+\cdots+\eta_{\text{HFE}})}$ is only defined modulo $\Omega$ and folds it artificially, the original Wigner-Dyson level spacing statistics of the non-integrable $H_{F}^{(0+\cdots+\eta_{\text{HFE}})}$ will suddenly change to Poisson statistics, due to the lack of photon-assisted level repulsion, see App. E. On the other hand, taking back into consideration the time-dependent piece $W(t)$, we find that it is responsible for driving real photon-absorption transitions between the approximate Floquet levels of $H_{F}^{(0+\cdots+\eta_{\text{HFE}})}$, which are not captured by the inverse-frequency expansion to any order. Note that these pairs of states with energy difference $E_{F,m}^{(0+\cdots+\eta_{\text{HFE}})} - E_{F,n}^{(0+\cdots+\eta_{\text{HFE}})} \approx l\Omega$ with $l \in \mathbb{N}$ are guaranteed to exist in the TD limit where the spectrum becomes dense and unbounded. It is these direct transitions between the Floquet many-body states of $H_{F}^{(0+\cdots+\eta_{\text{HFE}})}$ which can potentially lead to heating to infinite temperature in the longer run, irrespective of the driving frequency. Ultimately whether this heating happens or not in the thermodynamic limit will be determined by the ratio of the width of the many-body resonances in the basis of $H_{F}^{(0+\cdots+\eta_{\text{HFE}})}$ and the splitting between these resonances due to $W(t)$. We leave this interesting and important question for future work.

VII. OUTLOOK AND DISCUSSION

In summary, we presented numerical evidence that strongly interacting two-band systems which are resonantly coupled via a periodic drive feature a large window of stable controllable time-evolution at high frequencies. The studied two-band system only weakly absorbs energy from the drive at the experimentally-relevant time scales and is, therefore, amenable to Floquet engineering. This opens up the possibility of studying also other interesting strongly interacting systems including, for example, fractional Floquet topological insulators or Heisenberg models with artificial gauge fields. By studying the heating–to–no-heating crossover, we laid the foundations to understand the microscopic origin of heating in non-integrable periodically-driven systems.

It is important to emphasize, that our two-band model might not be fully sufficient to describe all experiments, due to the presence of even higher bands. However, their influence on heating, can be estimated from our results. Although the typical driving frequencies may not necessarily be large enough to induce direct transitions to these bands, higher-order photon absorption processes with reduced matrix elements can occur. Since higher bands have much larger bandwidths, it becomes much more likely to hit a single-particle resonance which defines the crossover scale $\Omega^*$, cf. Sec. III C. If such a single-particle resonance is present, we expect that we will again see heating. Last, while we did not consider this, it also bears mentioning that the presence of perpendicular to the lattice plane dimensions, comprising continuous degrees of freedom (tubes/pancakes), plays a crucial role for heating. In such cases, heating effects are enhanced by photon-stimulated scattering into these additional dimensions, which can act as reservoirs and facilitate thermalisation at a higher temperature.

The existence of nonthermalising time-evolution, featuring strong temporal fluctuations and correlations, at the crossover between a stable and an unstable regime is reminiscent of a dynamical phase transition between many-body localised and delocalised phases in energy space. We have identified many-body resonances as the microscopic origin of this behaviour. Nevertheless, our results do not allow for a direct extrapolation to the thermodynamic limit. Whether or not infinite isolated ergodic Floquet systems at high-frequencies eventually heat up to infinite temperature at infinite times or remain localised in energy space forever, remains yet to be revealed. While this is still an open problem with examples existing indicative of either outcome, recently developed rigorous proofs suggest that heating in fermionic and spin systems, if at all present, happens at most exponentially slowly in the driving frequency.
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**Appendix A: Microscopic Definitions for the Observables and Entropies Pertinent to Heating.**

In this section we will define all key observables and entropies analyzed throughout the paper. Let us denote by \( \{ |n\rangle \} \) the eigenstates of the exact many-body Floquet operator \( U_F = T \exp \left( -i \frac{H(t)}{\nu} dt \right) \), and by \( \{ |\nu\rangle \} \) the eigenstates of the approximate Floquet Hamiltonian \( H^{(0)}_F \) obtained in the leading order in the inverse-frequency expansion. Note that \( H^{(0)}_F \) is a local Hamiltonian with unfolded spectrum so we can choose the initial state to be the ground state of \( H^{(0)}_F \), which we denote by \( |\psi\rangle \) such that \( H^{(0)}_F |\psi\rangle = E^{(0)}_F |\psi\rangle \). We shall discuss how observables, defined below, can be extended to initial mixed states. The “transition” probability between an approximate and an exact Floquet eigenstate is given by \( |\langle \nu | n \rangle|^2 \). The transition matrix containing all these probabilities is denoted by \( C_{nm} = C_{n\nu} = |\langle \nu | n \rangle|^2 \).

Assuming that there are no degeneracies in the exact Floquet spectrum, the stroboscopic diagonal expectation value of any observable \( \mathcal{O} \) and its fluctuations are given by

\[
\langle \mathcal{O} \rangle_d = \lim_{N_T \to \infty} \frac{1}{N_T} \sum_{l=1}^{N_T} \langle \psi(T) | \mathcal{O} | \psi(T) \rangle = \sum_n \langle n | \mathcal{O} | n \rangle C_{n\psi},
\]

\[
\langle \delta \mathcal{O} \rangle_d = \sqrt{\lim_{N_T \to \infty} \frac{1}{N_T} \sum_{l=1}^{N_T} \left( \langle \psi(T) | \mathcal{O} | \psi(T) \rangle - \langle \mathcal{O} \rangle_d \right)^2 \rangle = \sum_{n \neq m} |\langle n | \mathcal{O} | m \rangle|^2 C_{n\psi} C_{m\psi} \tag{A1}
\]

In order to define how much energy is pumped into the system by the drive, we measure the energy associated with
the approximate Floquet Hamiltonian, i.e. we choose $\mathcal{O} = H_F^{(0)}$. The diagonal expectation value then becomes

$$
\langle \psi | H_F^{(0)} | \psi \rangle_d = \sum_n \langle n | H_F^{(0)} | n \rangle C_{n\psi} = \sum_{\nu} E_{F,\nu}^{(0)} p_{\nu\psi},
$$

(A2)

where $p_{\nu\psi} = \sum_n C_{\nu n} C_{n\psi}$ is the probability to occupy the $\nu$-th eigenstate of $H_F^{(0)}$ in the diagonal ensemble (i.e. for $t \to \infty$), starting from its GS $|\psi\rangle$. The transition probability matrix $p$ can be also understood as a result of a double quench, where the system is prepared in the ground state of $H_F^{(0)}$. Then it is evolved periodically according to the Hamiltonian $H(t)$ and after many periods $N_T \to \infty$, it is projected back to the basis of $H_F^{(0)}$. It is easy to see that under these conditions the transition probability becomes a Markov matrix and satisfies the factorization property (see also Ref.58 for more details).

We can now define the following infinite-time quantities, which are used to analyze heating in the system:

- Normalized energy (or equivalently normalized work) $\overline{Q}_\psi$ pumped into the system during the drive:

$$
\overline{Q}_\psi = \frac{\langle \psi | H_F^{(0)} | \psi \rangle_d - E_F^{(0)}}{E_F^{(0)}},
$$

(A3)

where $E_F^{(0)} = \langle \psi | H_F^{(0)} | \psi \rangle$ is the ground state energy of $H_F^{(0)}$, $E_F^{(0)} = 1/D \sum_{\nu} E_{F,\nu}^{(0)}$ is the energy at infinite temperature and $D$ is the dimensionality of the Hilbert space. For the system considered in this paper, in the thermodynamic limit $L \to \infty$, $E_F^{(0)} \to 0 \to 0$ [$E_F^{(0)} / L = -U / (4L)$ for half-filling].

- Normalized diagonal (double-quench) entropy $S_\psi$:

$$
S_\psi = \frac{S_{\psi,d} - S_\psi^{(0)}}{S_{\beta=0} - S_\psi^{(0)}} = \frac{S_{\psi,d}}{S_{\beta=0}}
$$

(A4)

where $S_{\psi,d} = -\sum_{\nu} p_{\nu\psi} \log p_{\nu\psi}$ is the entropy in the diagonal ensemble in the basis of $H_F^{(0)}$, i.e. with $p_{\nu\psi} = \sum_n C_{\nu n} C_{n\psi}$. The initial state is the ground state of $H_F^{(0)}$, and therefore $S_\psi^{(0)} = 0$, while the maximum possible entropy (at infinite-temperature) is $S_{\beta=0} = L \log 2$. This entropy characterizes the spreading of the initial state $|\psi\rangle$ over other eigenstates of $H_F^{(0)}$ after the system is driven for infinitely many periods. Note that there is a universal non-extensive correction to the entropy $S_{\psi,d}$ given by $\gamma - 1$, where $\gamma$ is the Euler constant. This correction originates from the fact that the entropy is a non-linear function of the density matrix.

- Floquet diagonal entropy:

$$
S_{\psi,d}^F = -\sum_n C_{\psi n} \log C_{n\psi}.
$$

(A5)

This entropy measures spreading of the initial state $|\psi\rangle$ over the eigenstates of the Floquet Hamiltonian. It is equivalent to the von-Neumann’s entropy of the (stroboscopically) time averaged density matrix of a driven system.

- Normalized entanglement entropy of the half chain $S_{\psi}^{ent}$ produced by the drive:

$$
\overline{S}_{\psi}^{ent} = \frac{S_{\psi}^{ent} - S_{\psi}^{ent}(t = 0)}{\log(2) - S_{\psi}^{ent}(t = 0)},

\overline{S}_{\psi}^{ent} = \lim_{N_T \to \infty} \frac{1}{N_T} \sum_{l=1}^{N_T} \frac{1}{L/2} \text{Tr}_B [-\rho_B(lT) \log \rho_B(lT)]
$$

(A6)

Here, $B$ denotes the set of the first $L/2$ lattice sites, $\rho_B(lT)$ – the reduced density matrix of $B$ at time $t = lT$, and $S_{\psi}^{ent}(t = 0)$ is the entanglement entropy of the initial state.

- Energy density fluctuations $\overline{\delta \mathcal{E}}_{\psi}$:

$$
\overline{\delta \mathcal{E}}_{\psi} = \frac{1}{L} \left( \lim_{N_T \to \infty} \frac{1}{N_T} \sum_{l=1}^{N_T} \left( \langle \psi(lT) | H_F^{(0)} | \psi(lT) \rangle - \langle \psi | H_F^{(0)} | \psi \rangle_d \right)^2 \right)^{1/2}.
$$

(A7)
Appendix B: System Size Dependence. Comparison between Exact Diagonalisation and Lanczos Time Evolution.

The discussion in this section carries a two-fold purpose: (i) to study the system size dependence of the observables considered in the main text, i.e. the normalised energy, its fluctuations, the entanglement and diagonal entropy, and (ii) to compare the long-time Lanczos dynamics of these quantities with the infinite-time ED expectation values defined in the previous section. For all the data presented in this section, we initiate the evolution from the ground state of the infinite-frequency Floquet Hamiltonian $H_F^{(0)}$, while we evolve with the exact time-dependent Hamiltonian $H(t)$. All measurements are taken stroboscopically.

FIG. 7: (Color online). System size dependence of the exact diagonalisation results. (a) normalised energy, (b) diagonal entropy and (c) energy density fluctuations. The parameters are $U/J_0 = 1$, $\zeta = 0.6$, $\delta\zeta = 0.12$, which amounts to $J'/J_0 = 0.41$, $J/J_0 = 0.29$.

**Exact Diagonalisation.** Exact diagonalisation (ED) allows us to discuss system sizes of up to $L = 16$ sites, taking into account all symmetries present in the problem. Although these system sizes are admittedly far away from the realistic thermodynamic limit, ED is still a very useful tool, since it allows us to make statements about the infinite-time limit. Figure 7 (a) and (b) shows the infinite-time system-size dependence of the normalised energy and the relative diagonal entropy curves, respectively. The data suggests a small drift of the transition region in the direction of increasing driving frequency. However, given that the drift is small and that the crossover frequency is close to the single-particle band-width based on this data we can not draw conclusions about the thermodynamic limit. Due to the presence of resonances in the crossover regime, we were unable to scale-collapse the data. Fig. 7(c) shows the system size dependence of the energy density fluctuations. Clearly, the region of large fluctuations coincides nicely with the crossover between the infinite-heating and no-heating regimes.

FIG. 8: (Color online). System size dependence of the Lanczos evolution curves. (a) normalised energy, (b) entanglement entropy and (c) energy density fluctuations. The parameters are $U/J_0 = 1$, $\zeta = 0.6$, $\delta\zeta = 0.12$, which amounts to $J'/J_0 = 0.41$, $J/J_0 = 0.29$.

**Lanczos Time Evolution.** For comparison, we also show the system-size dependence of the long-time averaged curves, obtained using Lanczos evolution. Figure 8 (a), (b) and (c) show the system-size dependence of the normalised energy, the entanglement entropy and the energy density fluctuations. Here we can go to larger system sizes, while the evolution is limited to finite, but long times. We evolve the initial state for 5000 periods and average the data between...
periods $T_1 = 1000$ and $T_2 = 5000$, to make sure we avoid any initial transients. From this figure we see that the drift of the crossover frequency with the system size becomes almost negligible as we reach $L = 20$. In Fig. 9 we show the comparison between the data obtained by the Lanczos and ED methods. We see that in the two thermalized phases of low and high frequencies the two methods agree to excellent precision. In the glassy crossover region, however, the disagreement is significant due to extremely slow dynamics, which does not saturate after 5000 periods.

FIG. 9: (Color online). Comparison between infinite-time ED and long-time average of the exact Lanczos time evolution. Panels (a) and (c) show the normalised energy and energy-density fluctuations for $L = 16$. In panel (a) we have assumed $E_{F,\beta=0}^{(0)} = 0$. Panel (b) shows the system-size dependence of the normalised energy on a logarithmic scale. The parameters are $U/J_0 = 1, \zeta = 0.6$, $\delta \zeta = 0.12$, which amounts to $J'/J_0 = 0.41, J/J_0 = 0.29$.

To shed more light on the localisation-delocalisation dilemma, we choose two points from the $Q_\psi(\Omega/J_0)$ curve in Fig. 9 (a), both in the high-frequency localised region, and monitor the behaviour of the normalised energy as a function of the system size $L$, see Fig. 9 (c). In this regime, we observe a nice agreement between the infinite-time ED curves and the time-averaged Lanczos evolution data taken over $2 \times 10^4$ driving periods. An interesting feature is observed if we plot the system-size dependence logarithmically: both the frequency closer to the transition region and the one deep into the thermalising phase feature apparently sublogarithmic growth. Moreover, the $\Omega/J_0 = 10$ curve seems to even saturate at large system sizes. If this trend remains to infinite $L$, that would mean that there is a true finite-frequency transition between a localized and a delocalized phase in the thermodynamic limit.

Appendix C: Finite-Temperature Effects

Until now we focused on the system prepared in the initial ground state of $H_F^{(0)}$. In this section we check the sensitivity of the results to the presence of a finite temperature. Specifically, we assume that the system is initially prepared in a state according to the equilibrium Boltzmann distribution with respect to the Hamiltonian $H_F^{(0)}$. Technically, we initialize the system in one of the eigenstates of $H_F^{(0)}, |\nu\rangle$, with the probability given by the Gibbs distribution $\rho_\nu \propto \exp[-\beta E_{F,\nu}^{(0)}]$. Then we calculate all observables such as $E_\psi = \langle \psi | H_F^{(0)} | \psi \rangle$, $S_{\psi,d}$ and $\delta E_\psi$ for this eigenstate. Finally, we take the average of the result over all available eigenstates. The observables computed in this way characterize the delocalization of individual eigenstates exclusively due to the driving, and disentangles it from the initial thermal broadening. For instance, in the infinite-frequency limit, where the eigenstates of the Floquet Hamiltonian coincide with the eigenstates of $H_F^{(0)}$ the (eigenstate) diagonal entropy computed in this way, will be zero at any temperature as each initial eigenstate remains fully localized in energy space. In particular, we extend the definitions of the observables and entropies in the following way:

- Dimensionless normalized energy $\overline{Q}_\beta$ starting from a finite-temperature state:
  \[
  \overline{Q}_\beta = \frac{\sum_\nu \langle \nu | H_F^{(0)} | \nu \rangle_d \rho_\nu(\beta) - \sum_\nu E_{F,\nu}^{(0)} \rho_\nu(\beta)}{E_{F,\beta=0}^{(0)} - \sum_\nu E_{F,\nu}^{(0)} \rho_\nu(\beta)},
  \]

- Normalized (eigenstate) diagonal entropy $S_\beta$ at finite-temperature:
  \[
  S_\beta = \frac{\sum_\nu S_{\nu,d} \rho_\nu(\beta)}{S_{\beta=0}},
  \]
where $S_{\nu,d}$ is defined exactly as for the ground state, see Eq. (A4), if we replace $|\psi\rangle$ by $|\nu\rangle$. Note that $S_{\beta}$ is not the normalized (eigenstate) diagonal entropy corresponding to the density matrix $\rho(IT) = \sum_{\nu} \rho_{\nu} |\nu(IT)\rangle \langle \nu(IT)|$. It is rather a measure of the average delocalization of the individual eigenstates of $H_F^{(0)}$ in the basis of the exact Floquet operator.

- (Eigenstate) energy density fluctuations $\overline{\delta E}_\beta$ at finite-temperature:

$$
\overline{\delta E}_\beta = \sum_{\nu} \delta E_{\nu} \rho_{\nu}(\beta) = \sum_{\nu} \rho_{\nu}(\beta) \frac{1}{L} \lim_{N_T \to \infty} \frac{1}{N_T} \sum_{l=0}^{N_T} \left( \langle \nu(IT)|H_F^{(0)}|\nu(IT)\rangle - \langle \nu|H_F^{(0)}|\nu\rangle \right)^2 .
$$

As with the entropy, $\overline{\delta E}_\beta$ is not measuring density fluctuations in the system. Rather it measures the long-time fluctuations of the energy starting from a specific eigenstate and then averages over all eigenstates.

Let us now analyze the behavior of these observables in different driving regimes. Figure 10 (a-c) shows the frequency dependence of the normalized energy $\overline{Q}_\beta$, the normalized (eigenstate) diagonal entropy $S_{\beta}$ and the energy-density fluctuations $\overline{\delta E}_\beta$ for various initial temperatures (see legend for details). Here, $2J$ sets the bandwidth of the lowest band of $H_F^{(0)}$, while $W_{\text{eff}} = 2(J + J')$ - the total bandwidth of the two effective SSH bands. The bare hopping and bandwidth are denoted by $J_0$ and $W_0$, respectively. Fig. 10 (a) shows the normalised energy of the system absorbed from the drive. Figure 10 (b) illustrates the temperature dependence of the normalised (eigenstate) diagonal entropy. While at low frequencies all states heat up uniformly to infinite temperature, at large frequencies the states are only spread around the mean energy. Due to the high density of states in the middle of the spectrum, this spreading results in a higher (eigenstate) diagonal entropy than for the initial ground state. Finally, Fig. 10 (c) shows the energy-density fluctuations as a function of temperature. Quite generally, it becomes visible that the size of the fluctuations decreases with increasing temperature. This effect is likely due to the additional statistical average involved. More interestingly, however, one sees that the high-frequency tail goes down significantly. Hence, the exponential decay of fluctuations as a function of the system size [see Fig. 4 in the main text] is more pronounced for high-energy-density initial states in the high-frequency thermalising phase, which is expected from typicality.

Last, in Fig. 11 we also show the energy pumped into the system after the experimentally-relevant time scales of 200 driving cycles of evolution, starting from a finite-temperature Gibbs state. We limit the discussion to high frequencies where the system does not heat up. For $\beta^{-1} = J$ the temperature is set within the lowest effective band of $H_F^{(0)}$, but we can also consider other interesting cases where the temperature lies in the effective band gap $\beta^{-1} = 2J$, or within the non-driven band $\beta = J_0$. Interestingly, one sees that higher-temperature initial states absorb less energy. Note also that, at low temperatures, the energy density absorbed from the drive decreases with increasing the drive frequency.

Appendix D: Leading-Order Finite-Frequency Corrections

In this section, we calculate the leading $\Omega^{-1}$-corrections to the effective (drive-phase independent) Floquet Hamiltonian and the kick operator within van Vleck perturbation theory. We begin by casting the exact time-dependent
rotating frame Hamiltonian in spin language via \( S_m^- = a_m \) and \( T_m^- = b_m \). The spin operators obey the spin-1/2 algebra \([S_m^-, S_n^+] = -2\delta_{mn}S_m^z\), \([T_m^-, T_n^+] = -2\delta_{mn}T_m^z\). Then the Hamiltonian in the rotating frame can be written as

\[
H^\text{rot}(t) = -J_0 g(t) \sum_{m=1}^{L/2} (T_m^+ S_m^- + \text{h.c.}) - J_0 h(t) \sum_{m=1}^{L/2-1} (S_{m+1}^+ T_m^- + \text{h.c.}) + U \sum_{m=1}^{L/2} S_m^z T_m^z + U \sum_{m=1}^{L/2-1} S_{m+1}^z T_m^z, \tag{D1}
\]

where the functions \( g(\tau) \) and \( h(\tau) \) with \( \tau = \Omega t \) are given by

\[
g(\tau) = e^{-i(\tau - (\zeta - \delta\zeta)F(\tau))},
\]
\[
h(\tau) = e^{+i(\tau - (\zeta + \delta\zeta)F(\tau))},
\]

\[
F(\tau) = \int f(\tau) d\tau = \begin{cases} \tau & \text{for } -\pi/2 \leq \tau \leq \pi/2 \\ -\tau + \pi & \text{for } \pi/2 \leq \tau \leq 3\pi/2 \end{cases}
\]

Floquet’s theorem applies to time-periodic Hamiltonians and reads

\[
U(t_2, t_1) = e^{-iK^\text{eff}(t_2)} e^{-i(t_2-t_1)H^\text{eff}} e^{iK^\text{eff}(t_1)}, \tag{D2}
\]

with the effective (non-stroboscopic) Hamiltonian \( H^\text{eff} \) and the time-periodic kick operator \( K^\text{eff}(t) \), whose \( \Omega^{-1} \) corrections are calculated with the help of the van Vleck inverse-frequency expansion as \(^{42, 45, 47-51}\)

\[
H^{(1)}_\text{eff} = \frac{1}{\Omega} \left\{ J_0^2 \sum_m c_{hh} (S_m^z - T_m^-) + c_{gg} (T_m^z - S_{m+1}^z) - J_0^2 c_{gh} \sum_m \left( S_{m+1}^+ T_m^- S_m^z - T_{m+1}^+ S_m^z T_m^- + \text{h.c.} \right) \right\},
\]

\[
K^{(1)}_\text{eff}(t = 0) = \frac{1}{\Omega} \left\{ - J_0 \sum_m \left( \kappa_+ T_m^+ S_m^- + \kappa_+ S_{m+1}^+ T_m^- + \text{h.c.} \right) \right\}. \tag{D3}
\]

The first-order correction contains a staggered potential term, and a correlated (interaction-dependent) hopping. The on-site staggered potential breaks the topological properties of the Floquet Hamiltonian, similarly to other one-dimensional Floquet topological insulators\(^{81}\). Stroboscopic symmetry-protected topological phases have been studied extensively in Ref. 81. If we set \( \zeta_{\pm} = \zeta \pm \delta\zeta \), the affective coefficients governing the dynamics in the localised phase
can be evaluated in a closed form for the periodic step drive:

\[
\begin{align*}
  c_{gg}(\zeta_-) &= \frac{1}{4\pi^2} \int_0^{2\pi} d\tau_1 \int_0^{2\pi} d\tau_2 \left[ 1 - \frac{\tau_1 - \tau_2}{\pi} \right] \mod 2\pi \left[ g(\tau_1)[g(\tau_2)]^* - (\tau_1 \leftrightarrow \tau_2) \right] \\
  &= \frac{1}{(\zeta_- - 1) - 8\zeta_-^2 \cos(\pi \zeta_-) + 1} \pi^2(\zeta_-^2 - 1)^3,
  \\
  c_{hh}(\zeta_+) &= \frac{1}{4\pi^2} \int_0^{2\pi} d\tau_1 \int_0^{2\pi} d\tau_2 \left[ 1 - \frac{\tau_1 - \tau_2}{\pi} \right] \mod 2\pi \left[ h(\tau_1)[h(\tau_2)]^* - (\tau_1 \leftrightarrow \tau_2) \right] \\
  &= -c_{gg}(\zeta_+),
  \\
  c_{gh}(\zeta_-, \zeta_+) &= \frac{1}{4\pi^2} \int_0^{2\pi} d\tau_1 \int_0^{2\pi} d\tau_2 \left[ 1 - \frac{\tau_1 - \tau_2}{\pi} \right] \mod 2\pi \left[ g(\tau_1)h(\tau_2) - (\tau_1 \leftrightarrow \tau_2) \right] \\
  &= -4\zeta_-\zeta_+ (\zeta_+^2 + \zeta_-^2 - 2) \cos \frac{\pi\zeta_-}{2} \cos \frac{3\pi\zeta_-}{2} - \pi(\zeta_+^2 - 1)(\zeta_-^2 + 1)(\zeta_-^2 + \zeta_+^2 - 1) \frac{\sin \frac{\pi\zeta_-}{\zeta_- - \zeta_+}}{\pi^2(\zeta_-^2 - 1)^2(\zeta_+^2 - 1)^2},
  \\
  \kappa_-(\zeta_-) &= -\frac{1}{2} \int_0^{2\pi} d\tau \left[ 1 - \frac{\tau}{\pi} \right] \mod 2\pi \left[ g(\tau) \right] \\
  &= -i \frac{4\zeta_- \cos \frac{3\pi\zeta_-}{2} + \pi(\zeta_-^2 - 1) \left( 1 + \zeta_- \left( 1 - \sin \frac{\pi\zeta_-}{2} \right) \right)}{\pi(\zeta_-^2 - 1)^2},
  \\
  \kappa_+(\zeta_+) &= -\frac{1}{2} \int_0^{2\pi} d\tau \left[ 1 - \frac{\tau}{\pi} \right] \mod 2\pi \left[ h(\tau) \right] = -\kappa_-(\zeta_+).
\end{align*}
\]

The effective Hamiltonian and the effective kick operator are related to the stroboscopic Floquet Hamiltonian, which
governs the dynamics at times integer multiples of the driving period, by \( H_F[0] = e^{-iK_{eff}(0)\tau} e^{iK_{eff}(0)} \), where
the square bracket \([\cdot]\) denotes the Floquet gauge (or equivalently the initial phase of the drive), see Ref. 42.

![Fig. 12](image)

FIG. 12: (Color online). Frequency dependence of the normalized energy pumped into the system at infinite times \( \mathcal{Q}_\phi \) (a),
the diagonal entropy \( \mathcal{S}_\phi \) (b), and the energy-density fluctuations \( \mathcal{E}_\phi \) (b), starting from the ground state of the corrected Floquet
Hamiltonian \( H^{(0)}_{eff} + H^{(1)}_{eff} \), properly brought back to the lab frame by the leading-order kick operator \( K^{(1)}_{eff}(0) \).
The parameters are \( U/J_0 = 1, \zeta = 0.6, \delta\zeta = 0.12 \), which leads to \( J/J_0 = 0.41 \) and \( J'/J_0 = 0.29 \).

When included, the leading correction term is expected to reduce the energy injected into the system in the
high-frequency tail by suddenly starting the drive. To test this, we start from the ground state of the Hamiltonian
\( H^{(0)}_{eff} + H^{(1)}_{eff} \), appropriately rotated back to the lab frame by the kick operator \( K^{(1)}_{eff}(0) \), and simulate the normalised
energy at infinite times, and the diagonal entropy as shown the result in Fig. 12. When compared to the curves in
Fig. 3 of the main text, we see that, while the small-frequency behaviour leading to heating to infinite temperature
remains qualitatively the same, the energy injected into the system due to suddenly starting the drive at time \( t_0 = 0 \)
becomes negligible, as expected. This check is important, as experiments are always performed at finite frequencies.
Appendix E: Level Statistics

One of the standard measures of ergodicity in quantum systems is the level spacing statistics. According to Random Matrix Theory, ergodic Hamiltonians are well-described by the Gaussian Orthogonal Ensemble (GOE) with their level spacing statistics following the Wigner-Dyson distribution. For non-ergodic Hamiltonians, on the other hand, one expects a Poisson distribution. In general, it is believed that there exists a one-to-one correspondence between Wigner-Dyson distributed level spacings of a quantum model and chaotic dynamics in the classical limit. Periodically-driven systems feature the additional subtlety that quasienergies are defined only modulo multiples of the driving frequency. In this respect, it has been shown that the level statistics of the approximate Hamiltonian obtained via the inverse-frequency expansion is not a good measure of ergodicity, since the folding of the many-body spectrum can introduce artificial correlations in the level spacings. This is intimately related to the fact that the inverse-frequency expansions do not capture any photon-absorption resonances, and the hybridisation of the corresponding levels. Nevertheless, the folded spectrum of the exact Floquet Hamiltonian can still be used to extract useful information about ergodicity of the underlying dynamics. The classification of the symmetry classes allowed for the Floquet Hamiltonian in the presence of disorder has been studied in Ref.
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FIG. 13: (Color online). Frequency-dependence of the mean level spacing \( r_{\text{ave}} = \frac{\min(\delta_{i+1}, \delta_i)}{\max(\delta_{i+1}, \delta_i)} \) in the spectra of the infinite-frequency Hamiltonian \( H_{\text{eff}}^{(0)} \) describing the interacting SSH model (a), the corrected Floquet Hamiltonian to leading order \( H_{\text{eff}}^{(0+1)} = H_{\text{eff}}^{(0)} + H_{\text{eff}}^{(1)} \) (b), and the exact Floquet Hamiltonian \( H_{\text{eff}} \) (c). The dashed horizontal \( U/J_0 = 1, \zeta = 0.6, \delta\zeta = 0.12 \), which amounts to \( J'/J_0 = 0.41, J/J_0 = 0.29 \).

Studying the level statistics of a Hamiltonian requires a careful binning of the data. Fortunately, the mean level spacing \( r_{\text{ave}} = \frac{\min(\delta_{i+1}, \delta_i)}{\max(\delta_{i+1}, \delta_i)} \) where the phases \( \delta_i = (E_{i+1} - E_i)T \) already contain the necessary information to reveal the statistics of the level spacings: if \( r_{\text{ave}} = 0.5358 \), the level statistics is Wigner-Dyson, whereas if \( r_{\text{ave}} = 0.3862 \) it is Poisson distributed. Figure 13 shows \( r_{\text{ave}} \) as a function of frequency for the infinite-frequency Floquet Hamiltonian \( H_{\text{eff}}^{(0)} \) (a), the leading correction \( H_{\text{eff}}^{(0)} + H_{\text{eff}}^{(1)} \) (b), and the exact Floquet Hamiltonian \( H_{\text{eff}} \) (c). We would like to make a few remarks: (i) it becomes clear that ergodicity at infinite-frequencies is indeed fully attained, due to the drive-engineered small level of dimerisation of the chain, which renders the model non-integrable. This is correlated with the presence of Wigner-Dyson statistics of the spectrum at high-frequencies. Including the leading-order finite-frequency correction, which features interaction-dependent hopping terms, does not change the level spacing. (ii) at intermediate-to-low frequencies, the level statistics of the inverse-frequency expansion is messed up due to the folding of the spectrum which influences the level spacings in an artificial way. Our results are in full agreement with those in Ref. 69. (iii) the level statistics of the exact Floquet Hamiltonian features Wigner-Dyson statistics both at high and low frequencies [as expected for a system featuring thermalising dynamics], while a clear dip is visible in the crossover regime, signalling non-thermal statistics. This is yet another evidence for the glassy dynamics observed at intermediate frequencies.