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Abstract

In this article, a guidance law is developed using the sliding mode control theory. The law will have a good guidance performance when intercepting a maneuvering target under considering the input saturation and autopilot lag. Regarding the target acceleration as unknown bounded external disturbance, the adaptive control is designed to estimate the upper bound of the disturbance in such a way that it is not required to be known in advance. A sliding mode estimator is also presented to estimate the line-of-sight angle rate which the guidance law is required. According to the Lyapunov theory, the guidance law can be converted to zero is proved. Several simulations including 100 Monte-Carlo are made to valid the effectiveness of proposed guidance law.
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Introduction

Modern missile interceptors are designed to engage and destroy a large range of highly maneuverable targets. The major requirement for such defensive missiles, designed to negate these threats, is improved interception performance, i.e., attaining small miss distance, in order to ensure destruction of the target. Possible solutions to deal with this challenge are to develop advanced sensors, to build a more energetic missile and/or to install a more lethal warhead. These approaches are very often complicated and expensive. An alternative method is to improve the guidance and control systems of the missile so they will be able to achieve the required interception accuracy without changing its platform. Obviously, the latter is preferable, because it allows not only to build new missiles, but also to modernize the old ones simply by updating their guidance and control algorithms with sophisticated software.

In the missile industry it is common to design the guidance and control subsystems separately. This approach, frequently, where the inner-loop autopilots are designed to follow the acceleration commands generated by the outer-loop guidance algorithms, is valid. In this paper, the works are only focus on how to design the outer loop.

The issue of achieving an excellent intercepting performance has been addressed in several contributions in the missile guidance literature. A technique that has been commonly applied to derive such laws is to linearize the kinematics-based engagement dynamics. One of the initial efforts in this direction is [1], where a sub-optimal guidance law is designed for a ballistic reentry vehicle to intercept a non-maneuvering target. Because the guidance law is derived without any input constraints, its performance is expected to degrade in the presence of input constraints. A guidance law which considering a saturation on the terminal missile lateral acceleration is presented in [2]. This guidance law developed to intercept a stationary target. A time-optimal guidance law that aims to minimize the flight time to intercept stationary targets in the presence of bounded lateral acceleration is proposed in [3].

In [4], the guidance law has been derived as the solution to a nonlinear regulator problem using the state dependent Ricatti equation technique. In [5,6], two-stage PN guidance laws with different navigation constants to intercept stationary non-maneuvering targets are designed using nonlinear engagement dynamics. Another guidance law, also based on nonlinear engagement dynamics but adopting a computational approach,
defined by the particle-swarm-optimization algorithm, is derived in [7]. A game-based guidance law is presented in [8], the linear engagement dynamics is used. Other guidance design methods were also applied to solve this problem, covering predictive control methodology [9], geometric control theory [10], feedback linearization [11], nonlinear $H_{\infty}$ control theory [12], sliding mode control [13,14], to name just a few.

In this paper, guidance laws are designed using nonlinear engagement dynamics to intercept maneuvering targets based on the algorithm of Sliding mode Control. Input saturation and autopilot lag are considered. Besides, an estimator is designed in this paper to estimate the Line-of-Sight (LOS) angle rate.

The paper is organized as follows. In Sec 2, the problem formulation is given. In Sec.3 the guidance law is designed. In Sec.4, the LOS angle rate estimator is given. In Sec.5, simulation results are presented to validate the performance of the proposed guidance law. Finally, in Sec.6, conclusions are offered.

**Problems Formulation**

The target interception problem is essentially a three-dimensional problem in a practical engagement scenario. However, to demonstrate the efficacy of the sliding mode-based guidance scheme, the problem is addressed in a planar scenario. As in other guidance laws, the planar guidance laws can be used in a three-dimensional situation by appropriate decomposition of the engagement into two orthogonal planes. Consider a planar engagement geometry, where the target is the observer. The planar end-game geometry is depicted in Fig.1.

![Figure 1: Planar engagement geometry.](Image)

Figure 1: Planar engagement geometry.

The kinematics of the interception terminal phase is expressed in the polar coordinate system $(r,q)$ attached to the missile. Here, $r$ represents the range between the interceptor and the target and $q$ represents the angle between the current LOS and the reference direction of the target.

$$r = V_c \sin (q - \phi) + V_m \sin (q - \phi_m)$$ (2)

$$\dot{q} = \phi_m = a_m / V_m$$ (3)

$$\dot{\phi} = a / V_c$$ (4)

where $\dot{r}$ is the relative speed along LOS, or the closing speed? $\phi$ and $\phi_m$ are the missile and target flight angle, respectively. $V_c$ is the missile speed and $V_m$ is the target speed, are the normal acceleration of the missile and the target, respectively? $\dot{q}$ is the LOS angle rate.

Derivative with respect to equation (1) and (2), are given by

$$\dot{r} = 2r \dot{q} - a_m + a$$ (5)

$$\dot{q} = -2r \dot{q} - a_m + a$$ (6)

where, are the missile and target acceleration along the LOS, respectively. $a_m$, $a$, the missile and target acceleration normal to the LOS, respectively. The expressions are given by

$$\begin{cases}
    a_m = a \sin (q - \phi_m) \\
a = a \sin (q - \phi) \\
a_m = a \cos (q - \phi_m) \\
a = a \cos (q - \phi)
\end{cases}$$ (7)

In this study the missile autopilot lag is considered. The autopilot dynamic property is described with first-order differential equation, given by

$$\dot{a_m} = -\frac{1}{\tau} a_m + \frac{1}{\tau} u$$ (8)

where, $\tau$ is the time constant of the missile autopilot, $u$ is the command guidance providing to the missile autopilot.

Previous works show that $\dot{q} \rightarrow 0$ makes the interceptor impacting the target. In this study, a guidance law is designed to make the miss distance as small as possible. In other words, the works designed a guidance command to make asymptotic convergent to zero.

Defining state variables $x_1 = \dot{q}$ and $x_2 = q$, equation (6) can be rewritten as

$$\dot{x}_2 = \frac{2r \dot{q}}{r} x_1 - a_m - a$$ (9)

Obviously, with equation (9), we get

$$a_m = 2r \dot{x}_1 + r \dot{x}_2 + a_m$$ (10)

Differentiating equation (9) with respect to time, we obtain

$$\dot{x}_2 = \frac{2r \dot{q}}{r} x_1 - 3r \dot{x}_1 + \frac{1}{\tau} \dot{a}_m - \frac{1}{\tau} u + \frac{1}{\tau} \dot{a}_m$$ (11)

Combine equation (9) and (11), the state equation of guidance loop considering autopilot dynamic behavior can be given by
\[
\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= f + bu + d
\end{align*}
\]  
(12)

where,
\[
\begin{align*}
f &= \frac{-2x_1}{r} - \frac{3x_2}{r} + \frac{1}{\tau r} a_{av} \\
b &= \frac{1}{\tau r} \\
d &= \frac{\dot{a}_{av}}{r}
\end{align*}
\]

\text{‘d’ be an exterior disturbance.}

**Guidance Law Design**

Considering the saturation condition of input command of missile autopilot, the state equation of guidance loop can be rewritten as the following form
\[
\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= f + b \text{sat}(u) + d
\end{align*}
\]  
(13)

where, \( \text{sat}(\cdot) \) is a saturation function by the definition with
\[
\text{sat}(u) = \begin{cases} 
  u_{\text{max}} & u > u_{\text{max}} \\
  u & |u| \leq u_{\text{max}} \\
  -u_{\text{max}} & u < -u_{\text{max}}
\end{cases}
\]  
(14)

where, \( u_{\text{max}} \) is the maximum value of the input command which to be seen as a constant number in this paper.

For equation (13), in this study, the aim is designing an input command to make the state variables \( x_1 \) and \( x_2 \) asymptotic converging to zero. To be design a sliding mode guidance law, the first step is how to design a sliding mode surface. Herein, the following linear sliding surface is selected in this paper.
\[
s = x_2 + k x_1
\]  
(15)

where, \( k > 0 \) is a constant value.

In order to the state variable of guidance system converging to zero more quickly and obtaining a better guidance performance, a reaching law is used in the study. Given by
\[
\dot{s} = -\alpha s - \beta \text{sign}^\gamma(s)
\]  
(16)

where,
\[
\text{sign}^\gamma(s) = [s]^{\gamma} \text{sign}(s), \quad \beta > 0, \quad 0 < \gamma < 1, \quad \text{sign}(\cdot) \text{ is sign function.}
\]

A lemma and an assumption are given first, then proving the theorem used in this study.

**Lemma 1** For the guidance loop state function considering the input saturation, if sliding surface \( s \) satisfy \( \lim s = 0 \), then \( \lim s_t = 0 \) and \( \lim x_2 = 0 \) also be satisfied.

**Assumption 1** is regard as the total disturbance, which is a bounded value in the practical guidance process. It also be satisfied the condition of \( |d| \leq c_1 + c_2 |x_1| + c_3 |x_2| \), \( c_1 \), \( c_2 \) and \( c_3 \) are unknown positive constant value.

**Theorem 1** For the guidance system (13), considering input saturation and autopilot lag, if Assumption 1 holds, the sliding surface is selected as equation (15), and the designed guidance law as equation (17) shows, the sliding surface will asymptotically converged to zero. And then the state variable \( x_1 \) and \( x_2 \) as the same converged to zero.
\[
u = b^{-1} \left\{ \hat{\xi}(t) \text{sign}(s) - \frac{1}{\sigma} f + k x_1 \text{sign}(s) \right\}
\]  
(17)

where, \( \hat{\xi}(t) = \dot{\hat{c}}_1 + c_2 |x_2| + c_3 |x_1|^\gamma \) and the adaptive law is designed as follow
\[
\begin{align*}
\dot{\hat{c}}_1 &= p_1 s \\
\dot{\hat{c}}_2 &= p_2 |s| |x_1|^{\gamma}
\end{align*}
\]  
(18)

Prove: Selecting Lyapunov function as follows
\[
V = \frac{1}{2} s^2 + \frac{1}{2} \sum_{i=1}^{3} \frac{1}{p_i} (c_i - \hat{c}_i)^2 + \frac{1}{2} \sigma^2
\]  
(21)

where, \( \bar{\sigma} = \eta - \sigma^* \). Differentiating \( V \), we can obtain
\[
\begin{align*}
\dot{V} &= ss + \sum_{i=1}^{3} \frac{1}{p_i} (c_i - \hat{c}_i) (c_i - \hat{c}_i) + (\eta - \sigma^*) \frac{1}{\sigma} \bar{\sigma} \\
&= s (f + k x_1) + s d + s b h(u) \left[ -as - \beta \text{sign}^\gamma(s) - \hat{\xi}(t) \text{sign}(s) - \frac{1}{\sigma} f + k x_1 \text{sign}(s) \right] \\
&= s (f + k x_1) - \frac{h(u)}{\sigma} f + k x_1 |s| + (\eta - \sigma^*) \sigma f + k x_1 |s| \\
&- \frac{\hat{\xi}(t) \text{sign}(s)}{\sigma} s d - \sum_{i=1}^{3} \frac{1}{p_i} (c_i - \hat{c}_i) c_i \leq \\
&\left| s \right| f + k x_1 - \frac{h(u)}{\sigma} f + k x_1 |s| + (\eta - \sigma^*) \sigma f + k x_1 |s| \\
&\left| s \right| \delta (as^2 + b |s|^\gamma) - \delta |s| \hat{\xi}(t) + \\
&\left| s \right| |s| - \sum_{i=1}^{3} \frac{1}{p_i} (c_i - \hat{c}_i) c_i
\end{align*}
\]  
(22)

Due to, \( 0 < h(u) \leq 1 \), \( \eta < 0 \), \( \sigma(t) > 0 \) then
\[
\frac{\eta \sigma^*}{\sigma} - h(u) < 0
\]  
(23)

According to equation (23), following formula holds.
Furthermore, by the equation (22) and (24), we can obtain
\[
\dot{V} \leq -\delta (as^2 + \beta |s|^4) - \delta |\dot{s}|(|\dot{s}| + c_1 |x| + c_2 |x|^2)
\]
\[
+ |\|c_1 + c_2 |x| + c_3 |x|^2| - (c_1 - \delta c_2) |x|^2 - (c_2 - \delta c_2) \cdot |\|x||x| \leq -\delta (as^2 + \beta |s|^4) \]
\[
\leq -\delta as^2.
\]

From equation (25), known that \( s, \dot{s}, \vartheta \) are all have bounded limit. Defining \( \zeta = \delta s^2 \), and putting equation (25) on to integration, gives
\[
\int_0^\infty \dot{V} \, dt \leq -\int_0^\infty \zeta \, dt \Rightarrow 
\]
\[
V(0) \geq V(t) + \int_0^\infty \zeta \, dt \Rightarrow \int_0^\infty \zeta \, dt \leq V(0)
\]

If \( t \to \infty \), then \( \lim_{t \to \infty} \int_0^\infty \zeta \, dt \leq V(0) \to +\infty \). By Barbalat theorem, \( \lim_{t \to \infty} \zeta = 0 \) is obtained. And then is also obtained. Lastly, based on the Lemma 1, \( \lim_{t \to \infty} x_1 = 0 \) and \( \lim_{t \to \infty} x_2 = 0 \) are deduced.

Because the sign function used in the guidance law in equation (17) easily generate chattering phenomena. In this study, we use continues saturation function replacing sign function. The expression of saturation function is as follows
\[
sat(u) = \begin{cases} 
1 & s > \theta \\
0 & s = \theta \\
-1 & s < \theta 
\end{cases}
\]

where, \( \theta \) is a small positive constant.

Instead saturation function of sign function, the improved guidance law can be written as
\[
u = b^{-1} \begin{pmatrix} -as - \beta \sigma^2(s) - \\
n \dot{s}(t) \sigma(s) - \frac{1}{\sigma} \|f + kx_1\| \sigma(s) \end{pmatrix}
\]

**LOS Rate Measurement and Estimation**

The guidance system presented in (12) require the knowledge of the LOS angle rate \( \dot{\vartheta} \). In realistic flight control system, these variables cannot be measured directly and therefore must be estimated. Many estimation methods were used in previous works, such as Kalman Filter [15], \( \alpha - \beta \)Filter [16], divided difference filters [17]. In this study, we incorporate a relatively simple estimator called sliding mode observer / differentiator to demonstrate the estimation effect of the interception accuracy.

The first proposed SMOD scheme is known as the super twisting algorithm. This algorithm can reconstruct a signal \( x_1 - q(t) \) and its derivative \( \dot{x}_1 - \dot{q}(t) \) from noisy measurements of \( q(t) \), provided its second derivative of is bounded. Assuming the bound \( |\dot{q}| < \Gamma \) for all \( t \) is known, the SMOD is given by
\[
\begin{aligned}
\dot{\hat{x}}_1 &= \int x_1 \, dt \\
\dot{\hat{x}}_2 &= \rho_1 |x(t) - \hat{x}_1| \sigma(\alpha(t) - \hat{x}_1) \\
&+ \rho_2 \sigma(g(t) - \hat{x}_2) \, dt
\end{aligned}
\]

If the parameters \( \rho_1 \) and \( \rho_2 \) are chosen as \( \rho_1 = 4\Gamma, \rho_2 = 0.5\sqrt{\Gamma} \), then \( \dot{x}_1 \to q(t), \dot{x}_2 \to \dot{q}(t) \) is received in a finite time. In our study, we use a modified SMOD to do our works. The modified scheme is
\[
\begin{aligned}
\dot{\hat{x}}_1 &= \rho_0 \sigma(J_0) \\
\dot{\hat{x}}_2 &= b(\delta^5 \sigma(e) - a[\dot{\vartheta} + e]^5 \cdot \\
sign(\dot{\vartheta} + e) \\
J_0 &= \dot{\vartheta} + e \\
e &= g(t) - \hat{x}
\end{aligned}
\]

When on the sliding surface \( J_0 = 0 \), the estimator error dynamics is governed by
\[
\dot{e} = -\delta \dot{\vartheta} - b(\delta^5 \sigma(e) - \dot{\vartheta}) \]

which ensures a finite time convergence to the origin \( e = \dot{e} = 0 \).

The LOS angle rate and its derivative are estimated from noisy measurement of the LOS angle. The SMOD is implemented as a “differentiator” of the LOS angle, providing smoothed estimates of \( q \) and \( \dot{q} \). Figure 2 give a simulated result of estimate \( q \). The simulation parameters of this estimator is \( a = 120, b = 0.2 \) and \( \rho_0 = 2800 \). Though the estimator result has some difference from the true value, it always satisfies the accuracy requirement in engineering.

![Figure 2: Planar engagement geometry.](image)

**Numerical Simulations**

The interception performance is evaluated in this section using nonlinear simulation. The following parameters are used in the simulation: initial missile position \((0,0)\), initial target position...
(3000, 4000), initial missile flight angle $\phi_m(0) = 30$ deg, initial target flight angle $\phi_t(0) = -20$ deg, missile velocity $V_m = 500 m/s$, target velocity $V_t = -200 m/s$, maximum guidance command, missile autopilot time constant.

The parameters of designed guidance law are: $\alpha = 1$, $\beta = 1$, $\gamma = 0.8$, $k = 8$, $p_1 = 0.1$, $p_2 = 0.1$, $p_3 = 0.1$, $\theta = 0.002$.

In order to validate the performance of designed guidance law, two types of different target acceleration are chosen in this study. Given by

1) $a_t = 5g \sin(t)$
2) $a_t = \begin{cases} 5g & t \leq 3s \\ -5g & \text{else} \end{cases}$

Figures 3 & 4 clearly depict the performance of designed guidance law. Figures 3(a) & 4(a) shows that the interceptor has a small miss distance, the guidance accuracy completely satisfied the requirement. We will also give a more detailed analyze about the miss distance of designed guidance law in the end of this section.

With the two type of target maneuvering property, Figures 3(b-c) & 4(b-c) indicate that LOS angular rate and sliding mode surface are convergent to zero, the interceptor will impact the target at suitable time. Figures 3(d) & 4(d) denote the input command of the guidance system. When at the beginning of the guidance system works, input command saturation occurred, and then falloff with $q$ and $s$ convergence to zero. Figures 3(e) & 4(e) shows the relative distance between missile and target, it means that missile and target are closer and closer with time increase.

Figure 3: Simulation results of consign maneuvering.
For a detailed analysis of the miss distance, the method of Monte-Carlo simulation is used here. The simulation considers the measurement noise of and estimated error of $\dot{q}$. The noise of relative velocity includes a random variation of $\pm10\%$ around its nominal value. 100 Monte-Carlo runs. Results of the simulation are depicted in Figures 5 & 6.

Figure 5 is the miss distance components in and axis. Figure 6 is a histogram of the simulation result. The above two figures show that the designed guidance law in this study have an excellent performance. From the result we known that the average miss distance of 100 Monte-Carlo runs is about 1.4 meters. This quality indicator can satisfy the requirement of engineering application.
Conclusions

This article developed an adaptive guidance law considering the input saturation and autopilot lag to intercept a maneuvering target. The detailed process for proving the command input is given. Sliding mode estimator is used to estimate the LOS angle rate. Simulations indicate that the proposed guidance law have a very high performance. Also, the Monte-Carlo results shows the interceptor has a small miss distance.
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