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Abstract

The minimization of a nonconvex composite function can model a variety of imaging tasks. A popular class of algorithms for solving such problems are majorization-minimization techniques which iteratively approximate the composite nonconvex function by a majorizing function that is easy to minimize. Most techniques, e.g. gradient descent, utilize convex majorizers in order to guarantee that the majorizer is easy to minimize. In our work we consider a natural class of nonconvex majorizers for these functions, and show that these majorizers are still sufficient for a globally convergent optimization scheme. Numerical results illustrate that by applying this scheme, one can often obtain superior local optima compared to previous majorization-minimization methods, when the nonconvex majorizers are solved to global optimality. Finally, we illustrate the behavior of our algorithm for depth super-resolution from raw time-of-flight data.
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1 Introduction

Many imaging tasks that can be regarded as the minimization of some objective function, also called energy, can be solved by nonlinear optimization. Unfortunately, many energies arising from the faithful modeling of the data formation process and a state-of-the-art regularization term are inherently nonconvex, coupled, and high dimensional. Since determining the global minimizer of such a cost function is rarely feasible, one frequently turns to (gradient-based) methods that only find a, possibly sub-optimal, critical point of the energy landscape \cite{52}.

Interestingly, some high-dimensional nonconvex optimization problems do admit a global solution within reasonable time. Besides problems for which the solution can be determined analytically, the aforementioned class includes separable problems on a bounded domain, i.e. problems for which the minimization of an energy $E$ with respect to some variable $u \in \mathbb{R}^n$ decomposes into the minimization of separate low-dimensional energies, e.g.
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Figure 1: Nonconvex versus convex majorization. (a) shows an energy of type (2) with a convex majorizer. (b) shows the same energy, but with a solvable nonconvex majorizer. The initial point is marked in red, the global minimum of the energy in green. We can see that the shown nonconvex majorizer can better represent the given function.

$E(u) = \sum_{i=1}^{n} E_i(u_i)$. Even more remarkably, there are several types of non-separable non-convex optimization problems which can be reformulated as convex problems, e.g. via convex relaxation techniques [22] or via functional lifting [60], and still yield a globally optimal solution to the original nonconvex problem. Unfortunately, the aforementioned techniques rely on a special structure of the objective. Even seemingly minor perturbations of the required structure make it impossible to exploit these techniques, and lead practitioners to consider local (gradient-based) methods again.

Interestingly, many of such local methods admit an interpretation in the framework of majorization-minimization techniques: In each iteration, the energy $E$ is approximated by a simpler function $E_{u^k}$ which satisfies

$$E_{u^k}(u) \geq E(u),$$
$$E_{u^k}(u^k) = E(u^k),$$

for $u^k$ being the current iterate. By defining the next iterate to be the minimizer of the approximation $E_{u^k}$,

$$u^{k+1} = \arg \min_u E_{u^k}(u),$$

one automatically obtains monotonically decreasing objective values.

Common gradient-based methods use simple convex approximation functions $E_{u^k}$, e.g. quadratic functions,

$$E_{u^k}(u) = E(u^k) + \langle \nabla E(u^k), u - u^k \rangle + \frac{1}{2\tau} ||u - u^k||^2,$$  \hspace{1cm} (1)

in the case of gradient descent. While this leads to easy-to-solve subproblems, such approximation functions $E_{u^k}$ are only a crude approximation of the original energy and almost all information about the shape of the original energy landscape is lost.

In this work we propose a novel majorization-minimization technique with nonconvex functions $E_{u^k}$ with the idea to

1. approximate the original energy landscape much more faithfully, and
2. still be able to minimize $E_{uk}$ globally by considering functions $E_{uk}$ that are either separable or can be minimized via relaxation techniques.

As illustrated in a simple two-dimensional example in Figure 1, one can expect a more faithful approximation of the original energy to yield 'better' local minima: While the parabolic approximation of Figure 1a yields a nearby local minimum, the separable nonconvex majorizer in Figure 1b allows to skip several local minima. In this example, the minimizer of the nonconvex majorizer is in a close vicinity to the global minimizer after just a single step of the algorithm.

While our motivation comes from the (somewhat heuristic) idea of finding 'better' local minima, our convergence analysis does not depend on the subproblems being solved to global optimality. For the remainder of the paper we consider the minimization of composite energies of the form

$$E(u) = G(\rho(u)) + R(u),$$

for suitable functions $G : \mathbb{R}^m \rightarrow \mathbb{R}$, $\rho : \mathbb{R}^n \rightarrow \mathbb{R}^m$ and $R : \mathbb{R}^n \rightarrow \mathbb{R}$, via the iterative minimization of

$$E_{uk}(u) = G(\rho(u)) + \langle \nabla G(\rho(u)), \rho(u) - \rho(u^k) \rangle + R(u) + \frac{1}{2\tau}||\rho(u) - \rho(u^k)||^2.$$  

The model function $E_{uk}$ is a naturally global, but nonconvex, majorizer of $E$ for suitable $\tau$ as we will see later. A typical example for 'simple' functions $\rho : \mathbb{R}^n \rightarrow \mathbb{R}^n$ and $R : \mathbb{R}^n \rightarrow \mathbb{R}$ is given when both functions are separable, i.e. $\rho(u) = (\rho_1(u_1),\ldots,\rho_n(u_n))$ and $R(u) = \sum_{i=1}^n r_i(u_i)$. In this case, the nonconvex majorizer (3) is then also separable and can be solved in each dimension separately.

We continue summarizing some of the related work for nonconvex and composite optimization problems and illustrate how the proposed majorization-minimization technique (3) differs from the methods that have been considered in the literature so far.

### 1.1 Related Work

The current field of nonlinear optimization is quite wide. In the following overview of related work we focus on results, that like our method do not require convexity of the objective function and we limit ourselves to generalizations of first-order methods. The general framework of majorization-minimization methods has been reviewed widely in the literature of the recent decades, see for example, [33, 48, 68, 72].

The first option for tackling the minimization of (2) is to ignore the composite structure of $G \circ \rho$, naturally leading to schemes like the aforementioned gradient descent (GD) (1) or the closely related forward backward splitting (FBS) [23, 9, 53]. As we will see in more detail below, the proposed scheme recovers such algorithms in the special case of $\rho$ being the identity. The convergence\(^1\) of a general class of nonconvex first-order descent methods, including GD and FBS, was shown e.g. in [3]. It is important to note that such a convergence is nontrivial for arbitrary nonconvex functions and requires, for example, some algebraic notion of 'tameness' [36], that is nevertheless usually present in practice.

\(^1\)In the context of first order methods, we consider 'convergence' as implying that the sequence of iterates converges to a stationary point of the objective function.
The most limiting assumption in these first-order methods is the Lipschitz continuity of the gradient of \( F = G \circ \rho \), the first part of the objective function. This class of problems was recently extended in [6, 16, 10] to L-smooth adaptable function \[ \bar{h} \] , these functions are not necessarily convex or L-smooth, only a Legendre function \( h \) must exist, so that \( Lh - F \) is convex for some \( L > 0 \). The previously mentioned methods can be extended to a descent ‘relative’ to these Legendre functions. Defining the Bregman distance of \( h \) as \( D_h(u,v) = h(u) - h(v) - \langle \nabla h, u - v \rangle \), [16]’s majorizer can be written as

\[
E_{u^k}(u) = \langle \nabla F(u^k), u - u^k \rangle + R(u) + \frac{1}{\tau} D_h(u, u^k).
\]

They show that the sequence of iterates generated by this type of majorizer converges for appropriate \( \tau \) and conditions to \( h, F \) and \( R \), which include the KL-property [12] (which follows from the mentioned notion of ‘tameness’) and the assumption that \( \text{dom } h \subseteq \mathbb{R}^n \).

We can relate [16] to the earlier approach of [24]. Here, the functions \( h \) are restricted to induced norms, however they are allowed to change during the sequence of iterations, \( h^k = \frac{1}{2} || \cdot ||^2_{A^k} \) where each \( A^k \) is a symmetric positive definite matrix. These matrices are chosen so that (4) is a majorizer of \( E \) at \( u^k \), which is in turn guaranteed if \( D_{h^k - F}(u, u^k) \geq 0 \). This is a weaker assumption than \( h - F \) convex, which is equivalent to \( D_{h - f}(u, v) \geq 0 \), but limited by the use of induced norms. [24] also shows global convergence under the KL-property.

Recent works have also proposed general frameworks for iteratively replacing the original minimization problem with simple approximation functions \( E_{u^k} \) beyond majorization-minimization. [26] analyzes approximation functions \( E_{u^k} \), satisfying \( |E_{u^k}(u) - E(u)| \leq \omega(||u - u^k||) \) for a proper growth function \( \omega \). A minimization scheme of these approximation functions exhibits subsequential convergence to critical points, even if the subproblem evaluations are inexact. These approximation functions need not necessarily be convex, but the distance of their subsequent evaluations must tend to zero. A slightly different generalization is discussed in [58], where approximation functions constructed by \( E_{u^k} = \bar{E}_{u^k} + D_h(u, u^k) \) with \( |\bar{E}_{u^k}(u) - E(u)| \leq \omega(||u - u^k||) \) are examined. Here \( \omega \) is a growth function and \( D_h \) a Bregman distance generated by a Legendre function, generalizing the previously discussed (4). Subsequence convergence can again be shown here, under relatively weak conditions. However the approximation function \( E_{u^k} \) is taken to be convex in [58] to, among other properties, guarantee the success of a backtracking scheme and reach an implementable algorithm.

A review of Majorization-Minimization methods that still allow for a sequence of iterates to converge globally under the KL-property can be found in [13]. There, majorizers \( E_v \) are required, most prominently, to be \( m \)-strongly convex and to fulfill the abstract descent inequality \( \text{dist}(0, \partial E_v(u)) \leq c||v - u|| \). This condition however, will be difficult to fulfill in our setting due to the presence of \( \rho \), and we will thus seek convergence under different conditions.

Coming to related work in composite optimization we find that there are two ways to handle problems of type (2): Either we linearize the outer function \( G \) in each approximation, or the inner function \( \rho \). Linearizing the inner function \( \rho \) leads to methods that are reminiscent of classical Levenberg-Marquardt algorithms for nonlinear least-squares problems. The approximation function can be written as

\[
E_{u^k}(u) = G \left( \rho(u^k) + J\rho(u^k)(u - u^k) \right) + R(u) + \frac{1}{2\tau} ||u - u^k||^2,
\]

(5)
Figure 2: Visualization of related work. (a) shows the original function of type (2), (b) shows a gradient descent majorizer (1), (c) shows a forward-backward splitting majorizer (4). The point $u^k$ is equal in each figure and shown in red and the minimizer $u^{k+1}$ in green.

where $J_\rho$ denotes the Jacobian of $\rho$. A classical application for this composition are systems of nonlinear equations. Due to the inner linearization, it is in general not required that $G$ is smooth. Subsequence convergence follows as a result of [45, 26] or [58]. Global convergence for convex $G$ and $R = 0$ is shown under the KL-property in [59]. Further literature can be found under the terms ‘prox-linear’ or ‘prox-descent’, e.g. [45, 27]. Linearizing the outer function leads to algorithms related to iterative re-weighting procedures:

$$E_{u^k}(u) = G(\rho(u^k)) + \langle \nabla G(\rho(u^k)), \rho(u) - \rho(u^k) \rangle + R(u) + \frac{1}{2\tau} ||u - u^k||^2. \quad (6)$$

Subsequence convergence follows from the general result of [26] under the assumption that the distance of subsequent iterates tends to zero. Further analysis, related to special cases in iterative re-weighting can be found in [57] or under more general assumptions, but including the convexity of $E_{u^k}$ in [58]. The connection to iterative reweighting is immediate for concave $G$, as then $\tau$ can be taken arbitrarily large and the proximal term vanishes. This formulation is closely related to our work and differs from ours in the way we measure the distance to the previous iterate. We later discuss the implications of this difference.

As a first visualization, Figure 2 and Figure 3 show these majorization functions in two dimensions. For a nonconvex function of type (2) in Figure 2a, a gradient descent majorizer is shown in Figure 2b and a forward-backward splitting in Figure 2c. We see that for both majorizers their respective minimizers, marked in green, are located in a close neighborhood to the current iterate, marked in red. Both algorithms will likely converge to a nearby local minimum of the original energy Figure 2a.

The presented related majorizers for composite optimization are shown in Figure 3. Figure 3a and Figure 3b show both linearization variants, namely (5) and (6). These generally produce more faithful representations of the original energy (Figure 2a), but both minimizers are still far away from the global minimum. Finally, Figure 3c shows our majorizer (3). Note that the minimizer of this majorizer can not only be computed efficiently due to its separability, but also allows for a global view of the function and its minimizer almost coincides with the global minimum although the initial point is quite far from it.
Figure 3: Visualization of related work. (a) shows a prox-linear type inner linearization (5), (b) shows an outer linearization (6), (c) shows finally shows the proposed (separable) majorizer (3). The point $u^k$ is equal in each figure and shown in red and the minimizer $u^{k+1}$ in green.

Finally, a recent preprint [15] proposes to solve composite minimization problems with a different approach, namely a nonlinear splitting variant, reformulating the problem to

$$
\min_{u,v \in \mathbb{R}^n} G(v) + R(u) \quad \text{s.t.} \quad \rho(u) = v,
$$

and introducing an augmented Lagrangian formulation

$$
\min_{u,v \in \mathbb{R}^n} G(v) + R(u) + \langle w, \rho(u) - v \rangle + \frac{\tau}{2} \|ho(u) - v\|^2.
$$

with an additional variable $w \in \mathbb{R}^n$ that mimics the dual variable of the convex setting. This is a quite interesting result, as it shows that the complementarity of forward-backward splitting and augmented Lagrangian methods can be extended into the composite setting. Whereas our method is a generalization of forward-backward splittings, their work generalizes ADMM [29]. Critically both ours and their approach rely on the efficient solution of a nonlinear programming task as intermediate step in the algorithm. For us, this is the nonconvex majorizer (3), the corresponding problem in [15, Eq. (6.3)] is the minimization of (8) for $u$:

$$
u^{k+1} = \arg \min_u G(v^{k+1}) + R(u) + \langle u, \rho(u) - v^{k+1} \rangle + \frac{\tau}{2} \|ho(u) - v^{k+1}\|^2 + \frac{\mu}{2} \|u - u^k\|^2.$$

Both subproblems are in general equally difficult as they are connected for $\mu = 0$, identifying $v^{k+1} = \rho(u^k)$ and $u^k = \nabla G(\rho(u^k))$.

Although formulated in less generality in terms of the involved functions but in more generality in terms of the number of nested functions, the update equation of the related work [28, Eq. (11)] for solving problem (2) can be written as

$$
u^{k+1} = \arg \min_u R(u) + \frac{1}{2} \|ho(u) - \rho(u^k)\|^2 + \sigma \langle \nabla G(\rho(u^k)), \rho(u) - \rho(u^k) \rangle + \frac{1}{2\tau} \|u - u^k\|^2,$$

for an affine linear $\rho$. This is similar to the proposed algorithm but also contains the additional proximity term for $u - u^k$. The analysis we provide in this work could make it interesting to revisit [28] in the two-layer case.
Solving the subproblems via lifting. While the convergence analysis of our approach will make rather weak assumptions on the global quality of the solution used in each of the subproblems (3), we found our method to be particularly effective and successful if the (nonconvex) subproblems are solved to global optimality. This raises the question what types of functions allow to determine globally optimal solutions to such subproblems.

A rather simple case occurs if the involved functions are separable or separable into blocks of few variables. In these situations we can apply exhaustive search and branch-and-bound algorithms to each block separately [38, 31].

More interesting for imaging tasks is the class of functions where the subproblems can be solved by functional lifting. It was shown in [60, 20] that free discontinuity-type energies, in particular,

\[
E(u) = \int_{\Omega} \nu(x, u(x), \nabla u(x)) \, dx, \quad u \in W^{1,1}(\mathbb{R}^n, \mathbb{R})
\]

with \( \nu : \mathbb{R} \times \mathbb{R} \times \mathbb{R}^d \to \mathbb{R} \) being continuous in its second argument, and convex and continuous in its third argument, can be optimized globally by lifting the problem into a higher dimensional space where it admits a convex representation. Recent works, e.g. [50, 49], discuss how to discretize the continuous formulation accurately and return to the finite-dimensional setting of this work.

We therefore expect to be able to solve all nonconvex majorizers \( E_{u^k} \) that are a discretization of (10) to (near)-global optimality, allowing us to consider highly non-trivial majorizing functions. Similar relaxation methods exist in the discrete community via graph cuts for Markov random fields, see [41, 18, 37] and the references therein.

1.2 Organization of this work

This work introduces an optimization algorithm for the sum of a function and a composite function, which iteratively minimizes a nonconvex majorizing function (3). The algorithm is detailed and discussed in Section 2 and basic properties are discussed in the first part of Section 3. The second part of Section 3 then extends these basic properties to a global convergence under the KL-property and uniqueness of \( R \)-minimizing solutions. Several generalizations and implementation details follow in Section 4. Finally, Section 5 shows some promising numerical results on synthetic examples where the proposed algorithm is able to find better minima than competing first-order methods, while being much more efficient than methods from global optimization applied to the discussed problem class (2). We then close Section 5 with an application to depth super resolution from noisy time-of-flight data.

2 The General Principle

Before we begin the formal introduction of the necessary context and provide convergence and basic properties in their full generality it is instructive to reduce the problem formulation to a very simple test case.

Let us consider the standard Jacobi-iteration:

\[
u^{k+1} = D^{-1}(f - (A - D)u^k)
\]
which solves the linear equation $Au = f$ for symmetric $A \in \mathbb{R}^{n \times n}$ whose diagonal is $D$. We can interpret this scheme as successively minimizing the function

$$E_{u^k}(u) = \langle u, \frac{1}{2} Du + (A - D)u^k - f \rangle - \langle u^k, \frac{1}{2} (A - D)u^k \rangle,$$

which is a majorizer to $E(u) = \frac{1}{2} \langle u, Au - f \rangle$, if $D - A$ is positive definite. Now we would like to solve the nonlinear equation system $A\rho(u) = f$ for some function $\rho : \mathbb{R}^m \to \mathbb{R}^n$. And we do the same as before and apply our previous majorizer to $\rho(u)$:

$$u^{k+1} = \arg \min_u \langle \rho(u), \frac{1}{2} D\rho(u) + (A - D)\rho(u^k) - f \rangle - \langle \rho(u^k), \frac{1}{2} (A - D)\rho(u^k) \rangle.$$  

(13)

If $\rho$ is separable, then these problems can still be solved efficiently in each dimension, thereby iteratively solving $A\rho(u) = f$. As we will see in more detail in Example 1, (13) is a particular instance of the algorithm we propose and study in this paper, yielding nonconvex majorizers that are still easy to minimize. While this illustrates the main idea of our algorithm, the situation becomes even more interesting if an additional regularization $R$ makes a substitution like $z = \rho(u)$ impossible.

2.1 The Algorithm

Now we are ready to formulate the algorithm in full generality.

We consider the task of minimizing functions $E : \mathbb{R}^n \to \mathbb{R} \cup \{+\infty\} =: \overline{\mathbb{R}}$ and define the domain of $E$ by $\text{dom } E =: \{ u \in \mathbb{R}^n \mid E(u) < \infty \}$. We denote the closure of this domain by $\text{dom } E$. A function is proper if $\text{dom } E \neq \emptyset$. We call a function lower semi-continuous if we have $\liminf_{u \to \bar{u}} E(u) \geq E(\bar{u})$ for all $\bar{u} \in \text{dom } E$. The distance of a vector $u \in \mathbb{R}^n$ to a subset $S$ of $\mathbb{R}^n$ is defined via $\text{dist}(u, S) = \inf_{x \in S} ||u - x||$. We denote the pre-image of a mapping $\rho$ on a set $S$ by $\rho^{-1}(S)$. A proper function is essentially smooth if its convex subdifferential $\partial h$ is locally bounded and single-valued on its domain [8] or equivalently if $\text{dom } \partial h = \text{int dom } h \neq \emptyset$ [62, Thm 26.1].

We consider the optimization problem

$$\min_{u \in \Delta} E(u) = G(\rho(u)) + R(u),$$

(14)

minimizing the composite and additive model $E$ over a closed set defined via $\Delta = \rho^{-1}(C)$ for a closed convex set $C \subset \mathbb{R}^m$ with $\text{int } C \neq \emptyset$. We employ a convex function $h$ that mirrors the geometry of the problem and mimics the behavior of $G$. We make the following assumptions on these functions:

**Basic Assumptions:**

- $h : \mathbb{R}^m \to \overline{\mathbb{R}}$ is a proper, lower semi-continuous, convex function that is essentially smooth with $\text{dom } h = C$,
- $G : \mathbb{R}^m \to \overline{\mathbb{R}}$ is a proper, lower semi-continuous function with $\text{dom } h \subset \text{dom } G$, which is differentiable on $\text{int dom } h$,
- $R : \mathbb{R}^n \to \overline{\mathbb{R}}$ is a proper, lower semi-continuous function and $\text{dom } R \cap \rho^{-1}(\text{int dom } h) \neq \emptyset$.
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• \( \rho : \mathbb{R}^n \to \mathbb{R}^m \) is a continuous function.

Under these assumptions, \( E \) is a proper, lower semi-continuous objective function. We define the Bregman distance of two vectors \( u \in \mathbb{R}^m \) and \( v \in \text{int dom} \ h \subset \mathbb{R}^m \) relative to the chosen function \( h \) by

\[
D_h(u, v) = h(u) - h(v) - \langle \nabla h(v), u - v \rangle.
\]

and we set \( D_h(u, v) = \infty \) if \( v \notin \text{int dom} \ h \). We choose a step size \( \tau > 0 \) to be discussed later, a starting vector \( u^0 \in \rho^{-1}(\text{int dom} \ h) \), and then apply the following iterative scheme:

**Main Algorithm:**

\[
u^{k+1} \in \arg \min_{u \in \mathbb{R}^n} \frac{1}{\tau} D_h(\rho(u), \rho(u^k)) + \langle \nabla G(\rho(u^k)), \rho(u) - \rho(u^k) \rangle + G(\rho(u^k)) + R(u) \quad (15)
\]

Discussions of well-definedness and convergence will also follow later in Section 3. The use of a Bregman distance is an immediate generalization of the usual squared norms, e.g. via \( h(u) = \frac{1}{2}||u||_2^2 \), which allows us a greater level of generality, as we will discuss later in Section 4.

**Example 1.** Returning to the Jacobi example from before, we now see in particular that setting \( G(v) = \frac{1}{2}\langle v, Av - f \rangle \), \( R(u) = 0 \) and \( h(u) = \frac{1}{2}||u||_D^2 \) exactly recovers the nonlinear Jacobi updates in (13).

In practice this algorithm is applicable even if the subproblems (15) can only be solved up to a local optimum. However it is especially interesting if (15) can actually be solved globally. In our applications we mainly consider three interesting cases for this, although our theoretical analysis in later chapters is not necessarily limited to those.

First, if \( \rho \) and \( R \) are Lipschitz and separable, in the sense that \( \rho : \mathbb{R}^n \to \mathbb{R}^n \) can be written as \( \rho(u) = (\rho_1(u_1), \ldots, \rho_n(u_n)) \) and \( R : \mathbb{R}^n \to \mathbb{R} \) can be written as \( R(u) = \sum_{i=1}^n r_i(u_i) \), then (15) decomposes into one-dimensional subproblems for each \( u_i \). We use separable \( h(u) = \sum_{i=1}^m h_i(u_i) \), so that \( D_{h_i}(u_i, v_i) = h_i(u_i) - h_i(v_i) - h'_i(v_i)(u_i - v_i) \) and find that the majorizer decouples so that

\[
u_i^{k+1} \in \arg \min_{u_i} \frac{1}{\tau} D_{h_i}(\rho_i(u_i), \rho_i(u_i^k)) + \frac{\partial G(\rho_i(u^k))}{\partial u_i} (\rho_i(u_i) - \rho_i(u_i^k)) + r_i(u_i). \quad (16)
\]

These univariate nonconvex problems can be solved very efficiently and in parallel by uniform grid searches or more elaborate exhaustive branch-and-bound strategies, due to the Lipschitz properties \( R \) and \( \rho \) whenever \( R \) has a bounded domain.

A particularly interesting and practically relevant case are energies of the form

\[
E(u) = \sum_{i=1}^m F_i \left( \sum_{j=1}^n \rho_{ij}(u_j) \right) + \sum_{i=1}^n r_i(u_i), \quad (17)
\]

where we have \( \rho_{ij} : \mathbb{R} \to \mathbb{R} \) and \( r_i : \mathbb{R} \to \mathbb{R} \), \( F_i : \mathbb{R} \to \mathbb{R} \) and we again assume a bounded domain. These models appear naturally in several nonlinear regression tasks. But again, the
problem can be decomposed into one-dimensional subproblems and we apply our algorithm, as the subproblems decouple if we set \( G(v) = \sum_{i=1}^{m} F_i(\sum_{j=1}^{n} v_{ij}) \) and \( \rho = (\rho_{11}, \ldots, \rho_{mn}) \).

Remarkably, both of the above examples still yield (near)-globally solvable subproblems, if the separable regularization is replaced by a suitable penalty on the gradient of the unknown. While such subproblems are nonconvex and non-separable they can still be solved efficiently with the lifting techniques discussed in the context of equation (10). We detail these types of problems in Section 4.3.

2.2 Special Cases

We note several cases, where the method reduces to simpler approaches: First, if \( \rho \) is the identity, then we immediately recover a non-composite problem, the setting of [16]. If \( \rho \) is invertible, then we can minimize over \( z \) with the regularizer \( R(\rho^{-1}(z)) \) and again recover a non-composite problem. Further, if \( G \) is separable as well, then it would be easier to take the whole problem directly as a nonconvex majorizer, which would converge in a single iteration. If the regularizer \( R \) is zero, then the algorithm works fine, yet we would like to highlight that it is possibly easier to solve the minimization over \( G(v) \) first under the constraint of \( v \in \rho^{-1}(\text{int dom } h) \) (for separable \( \rho, h \) this would be an especially easy constraint), and then optimize \( D_h(\rho(u), v^*) \).

2.3 Proximity relative to the inner function

Unlike standard schemes, (15) measures the proximity between \( \rho(u) \) and \( \rho(u^k) \), instead of \( u \) and \( u^k \) as in previous works on composite optimization [27, 26, 17, 58]. However our choice, motivated by the nonlinear Jacobi example previously mentioned, is advantageous, whenever the subproblems can still be solved efficiently.

The main advantage is the leverage we gain. By updating relative to \( \rho \), we are able to directly apply smoothness properties and subsequent descent lemmas for \( G \), easily finding a global majorizer in each step. Furthermore, our step size can now be chosen analytically independent of \( \rho \) and all new iterates are feasible in the sense that \( u^{k+1} \in \text{dom } \rho \) and \( \rho(u^{k+1}) \in \text{dom } h \).
To make a more intuitive argument, we also note that penalizing the direct proximity between $u$ and $u^k$ of course limits the updates $u^{k+1}$ to a neighborhood of $u^k$. If we are able to solve subproblems to global optimality, then limiting our updates in a local area seems unnecessary. If we penalize the proximity in $\rho$, then we only stay in a local area relative to $G$, which is necessary, as we linearized $G$. But otherwise we allow for arbitrarily large updates as long as $\rho(u)$ is similar to $\rho(u^k)$, which is of no issue, as we solve our subproblems globally. By this approach we hope to find interesting stationary points globally and not just locally in a neighborhood around the starting vector.

Figure 4 visualizes this behavior in 1D. Given $G$, a smooth version of $\min(u^2, \lambda)$, $\rho(u) = \sin(u)$ and $R(u) = \alpha |u|$ we majorize around the black mark using $h(u) = u^2$. We see that the proximity relative to $\rho$ is critical for reaching the global minimizer.

It is quite instructive to compute both update steps for a linear composition example, i.e. $E(u) = F(Au)$ for $A \in \mathbb{R}^{m \times n}$. One can check that the updates relative to $\rho_{ij}(u_j) := a_{ij}u_j$ in (17) then correspond to a gradient descent with diagonal preconditioning, whereas the update in $u$ directly would correspond to standard gradient descent.

3 Algorithm Discussion and Convergence

In the following section we will analyze convergence properties of the proposed algorithm. We will specify the assumptions we make on $G$, discuss well-posedness of subproblems and give a descent lemma. We will then make further assumptions on tameness of the function and uniqueness of $R$-minimizing solutions to prove global convergence.

During this discussion we will move toward the exact structure of the main algorithms (15) in three steps, the first two being variants, where we first only assume that the subproblems (15) are solved 'sufficiently' and then only assume that the subproblems are solved 'sufficiently' to a stationary point. We do this to highlight precisely when global solutions to the subproblems are necessary and what advantages this confers; knowing that for some problems, solving the nonconvex subproblem to global optimality, might be too difficult.

3.1 Basic Properties

To find fixed step sizes for the algorithm we need to assume some bound on the change in the gradient of the function. An appropriate generalization of Lipschitz continuity that gives a bound "relative" to the chosen function $h$ [6, 16], defines the following property:

**Definition 3.1 (L-smooth adaptable).** A proper, lower semi-continuous function $G : \mathbb{R}^m \rightarrow \mathbb{R}$ is called L-smooth adaptable relative to a convex function $h$ if there exist $L > 0$ so that $Lh - G$ is convex on $\text{int dom } h$.

As a consequence of the L-smooth adaptability property we have the following descent inequality:

**Lemma 1 (Descent Lemma, [6, Lemma 1]).** If the proper lower semi-continuous function $G$ is L-smooth adaptable relative to an essentially smooth convex function $h$ so that $\text{dom } h \subset \text{dom } G$ and $G$ is differentiable on $\text{int dom } h$, then

$$G(z) - G(w) - \langle \nabla G(w), z - w \rangle \leq LD_h(z, w) \quad \forall z, w \in \text{int dom } h.$$
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Proof. $D_f(z, w) \geq 0 \forall z, w \in \mathbb{R}^n$ if and only if $f$ is convex. Hence $D_{Lh-G}(z, w) \geq 0$ which yields $D_G(z, w) \leq LD_h(z, w)$, due to the additivity of the Bregman distance.

We define the subproblem energy in the following by

$$E_{u^k}(u) = \frac{1}{\tau}D_h(\rho(u), \rho(u^k)) + G(\rho(u^k)) + \langle \nabla G(\rho(u^k)), \rho(u) - \rho(u^k) \rangle + R(u).$$

(18)

for some $u^k$ so that $\rho(u^k) \in \text{int dom } h$. For the first part of this section, we now make the following assumptions:

Assumptions A:

- Our basic assumptions from Section 2.1 hold,
- $E$ is bounded from below,
- $E$ is coercive,
- $Lh - G$ is convex on $\text{int dom } h$,
- Every iteration is solved sufficiently, so that $E_{u^k}(u^{k+1}) \leq E_{u^k}(u^k) = E(u^k)$ and $u^{k+1} \in \rho^{-1}(\text{int dom } h)$.

Under these assumptions we will discuss the validity of (18) as a majorizer for $E$ and the well-posedness of the minimization of $E_{u^k}(u)$. Note that in practice, we often gain coerciveness by considering functions $E$ with a bounded domain. The most important assumption here is the smoothness assumption on $G$ given by its $L$-smooth adaptability. The fifth assumption is very general and holds, for example, already when each sub-problem is solved only by finite sampling. We also need the technical assumption that $\rho(u^{k+1}) \in \text{int dom } h$, which holds e.g. if $\text{dom } h = \mathbb{R}^m$ or if $R$ is convex and $\rho$ is continuously differentiable. It can also be guaranteed through a set of constraint qualifications arising from [63, 10.6,10.9], yet we omit further discussion of this issue.

Lemma 2 (Majorization Property). Under the assumptions A, given some $\tau \leq \frac{1}{L}$ and $\rho(u^k) \in \text{int dom } h$, $E_{u^k}(u)$ is a majorizer of $E$, i.e. it fulfills the properties

- $E_{u^k}(u) \geq E(u)$ $\forall u \in \mathbb{R}^n$
- $E_{u^k}(u^k) = E(u^k)$.

Proof. A quick computation shows that $E_{u^k}(u^k)$ is equal to $E(u^k)$, as the Bregman distance $D_h(x, y)$ is zero if $x = y$ and $x, y \in \text{int dom } h$. Now, using Lemma 1 for $G$ and inserting arbitrary $\rho(u) \in \text{int dom } h$ and $\rho(u^k) \in \text{int dom } h$ gives

$$G(\rho(u)) \leq G(\rho(u^k)) + \langle \nabla G(\rho(u^k)), \rho(u) - \rho(u^k) \rangle + LD_h(\rho(u), \rho(u^k)).$$

On the other hand, we have, due to $\frac{1}{\tau} \geq L$,

$$E_{u^k}(u) \geq LD_h(\rho(u), \rho(u^k)) + G(\rho(u^k)) + \langle \nabla G(\rho(u^k)), \rho(u) - \rho(u^k) \rangle + R(u).$$

Combining both inequalities gives the desired result for any $u \in \mathbb{R}^n$ s.t. $\rho(u) \in \text{int dom } h$. If $\rho(u) \notin \text{int dom } h$, then $E_{u^k}(u) = \infty$, so that the inequality is trivially fulfilled.

\end{document}
Now let us consider the set of minimizers of $E_{u^k}$ (18):

$$M_\tau(u^k) = \left\{ \bar{u} \in \Delta \mid \bar{u} \in \arg \min_u E_{u^k}(u) \right\}$$

(19)

**Lemma 3.** Under the assumptions A, the set $M_\tau(u^k)$ is non-empty and compact for any $u^k \in \text{dom } E$ if $\tau \leq \frac{1}{L}$.

**Proof.** We already know that $E$ is coercive. However, as $E_{u^k}$ is a majorizer for $\tau \leq \frac{1}{L}$, $E_{u^k}(u) \geq E(u)$, it is itself coercive. Furthermore $E$ and hence $E_{u^k}$ is bounded from below. As a result $E_{u^k}(u)$ is lower semi-continuous and proper with bounded level sets. [63, Theorem 1.9] now guarantees that $\inf E_{u^k}$ is finite and that the set $M_\tau(u^k)$ is non-empty and compact. \(\square\)

### 3.2 Descent Properties

As usual for majorization-minimization algorithms, we gain a monotone decrease in the objective function:

**Lemma 4** (Descent Lemma). If the assumptions A hold, then the energy $E$ is monotonically decreasing for all iterates $u^k$ if $\tau < \frac{1}{L}$ is chosen as step size. The descent rate is

$$E(u^{k+1}) - E(u^k) \leq - \frac{1 - \tau L}{\tau} D_h(\rho(u^{k+1}), \rho(u^k)).$$

(20)

**Proof.** Using Lemma 1 for $G$ we insert $\rho(u^{k+1})$ and $\rho(u^k)$ so that

$$G(\rho(u^{k+1})) - G(\rho(u^k)) \leq \langle \nabla G(\rho(u^k)), \rho(u^{k+1}) - \rho(u^k) \rangle + LD_h(\rho(u^{k+1}), \rho(u^k)).$$

Furthermore, because every iteration is solved sufficiently, we know that

$$\frac{1}{\tau} D_h(\rho(u^{k+1}), \rho(u^k)) + \langle \nabla G(\rho(u^k)), \rho(u^{k+1}) - \rho(u^k) \rangle + R(u^{k+1}) + G(\rho(u^k)) \leq G(\rho(u^k)) + R(u^k).$$

Adding both inequalities yields

$$G(\rho(u^{k+1})) - G(\rho(u^k)) + R(u^{k+1}) - R(u^k) \leq (L - \frac{1}{\tau}) D_h(\rho(u^{k+1}), \rho(u^k)),$$

which is the desired result. Due to the convexity of $h$, the right-hand side is always non-negative if $\tau < \frac{1}{L}$.

From this we gain convergence in function values, subsequence convergence and some notion of convergence speed. For clarity of presentation we define the "outer" sequence $z^k := \rho(u^k)$.

**Corollary 1.** Under the assumptions A, we see that for a step size of $\tau < \frac{1}{L}$,

- the sequence of function values $(E(u^k))_{k=1}^\infty$ converges to a limit $E^*$,
- $\lim_{k \to \infty} D_h(z^{k+1}, z^k) = 0$,
- there exist converging subsequences $(u^k)_{l=0}^\infty$ and $(z^k)_{l=0}^\infty$.
the sequence \(\min_{1 \leq k \leq N} D_h(z^{k+1}, z^k)\) converges to 0 with order \(O\left(\frac{1}{N}\right)\).

Proof. Summing both sides of the descent inequality in (20) for \(k = 1, \ldots, N\) and simplifying the expression gives

\[
\alpha \sum_{k=1}^{N} D_h(z^{k+1}, z^k) \leq E(u^1) - E(u^N) \leq C
\]

for \(\alpha = \frac{1-\tau L}{\tau} > 0\). \((E(u^k))_{k=1}^{\infty}\) is a monotone decreasing sequence, that is bounded as \(-\infty < \inf E \leq E(u^k) \leq E(u^1)\) and thus converging. We gain the existence of converging subsequences \(u^{k_l}\) due to these bounds and the lower semi-continuity and coercivity of \(E\). The continuity of \(\rho\) allows us to extend this to the existence of converging subsequences \(z^{k_l}\).

Concerning the convergence rate, define a minimal proximity over all iterates

\[
\mu_N = \min_{1 \leq k \leq N} D_h(z^{k+1}, z^k),
\]

so that

\[
\sum_{k=1}^{N} D_h(z^{k+1}, z^k) \leq \frac{E(u^1) - E(u^N)}{\alpha}
\]

implies

\[
\mu_N \leq \frac{E(u^1) - E(u^N)}{\alpha N} \leq \frac{C}{N}.
\]

For later use we define the set of all accumulation points of the sequence \(u^k\), generated by our algorithm for a given starting vector \(u^0\) as

\[
\text{accum}(u^0) = \{ u \in \mathbb{R}^n \mid \lim_{l \to \infty} u^{k_l} = u \text{ for a subsequence } u^{k_l} \text{ of } u^k \}.
\]

This set is non-empty as the sequence is bounded and closed as a set of limit points.

### 3.3 Convergence Properties

In this section we want to prove further statements of convergence. Up to now, we only gave assumptions on \(G\) and on the relative minimization of the subproblems. For arbitrary \(\rho\) and \(R\) we can thus not expect a global convergence of the sequence of iterates, \(u^k\), mostly because the accuracy up to which each subproblem is solved has not been specified yet. However, even if the subproblems are solved exactly, we need to assume some algebraic properties of \(E\).

We will first give an appropriate optimality condition for our subproblems and specify the algebraic notion of 'tameness' discussed previously. Under these assumptions we will show a global convergence of the sequence \(z^k = \rho(u^k)\) and convergence to critical points. This is a natural convergence result as the distance of successive iterates is only measured relative to \(D_h(\rho(u), \rho(u^k))\). It can be a conscious modeling choice to allow several equivalent critical points \(u^*\) to be found by a single run of the algorithm. However we will also see that the choice of regularizer \(R\) directly controls a global convergence in \(u^k\), if the subproblems are solved to global optimality.

From now on, we consider a limiting subgradient:
**Definition 3.2** (Subgradients [63, 8.3]). A function \( E : \mathbb{R}^n \to \mathbb{R} \) has the subgradient \( v \in \mathbb{R}^n \) at a point \( \bar{u} \in \text{dom } E \), if
\[
\liminf_{{u \to \bar{u}}, u \neq \bar{u}} \frac{E(u) - E(\bar{u}) + \langle v, u - \bar{u} \rangle}{||u - \bar{u}||} \geq 0
\]
and we write \( v \in \partial E(\bar{u}) \). \( v \) is further an element of the limiting subgradient \( \partial E(\bar{u}) \) at \( \bar{u} \) if sequences exist so that \( u^i \to \bar{u} \), while \( E(u^i) \to E(\bar{u}) \) and \( v^i \to v \) for \( v^i \in \partial E(u^i) \).

Note that in our case there exists some \( \bar{u} \) for every \( u^k \in \rho^{-1}(\text{int dom } h) \) so that \( \partial E_{u^k}(\bar{u}) \) is non-empty due to Lemma 3 and Fermat’s rule [63, 10.1]. Rockafellar’s optimality condition for limiting subgradients over a set [63, 8.15] is a necessary condition for local minima. For our needs we consider the following version:

**Lemma 5** (Optimality Condition). If assumptions A hold and \( \rho \) is continuously differentiable, then a local minimum of (14) at \( \bar{u} \in \rho^{-1}(\text{int dom } h) \) implies that
\[
-J_{\rho}(\bar{u})^* \nabla G(\rho(\bar{u})) \in \partial R(\bar{u}),
\]
(22)

*Proof.* This follows from [63, 8.15] and [63, 8.8], as the constraint \( u \in \rho^{-1}(\text{dom } h) \) is not active for \( \bar{u} \in \rho^{-1}(\text{int dom } h) \). \( \square \)

We further call the set of all points \( \bar{u} \) that fulfill this condition \( \text{crit} E \).

However considering just the subdifferential of arbitrary functions leaves too many pathological cases for successful analysis of global convergence properties [25]. We thus follow recent literature on nonconvex optimization and consider functions that further satisfy the Kurdyka-Łojasiewicz property:

**Definition 3.3** (Nonsmooth Kurdyka-Łojasiewicz property [11]). For a proper and lower semi-continuous function \( E : \mathbb{R}^n \to \mathbb{R} \), we define its local Kurdyka-Łojasiewicz property (KL) at a point \( \bar{u} \in \text{dom } E \) by the attribution that there exist \( \eta > 0, \varphi \in C^0[0, \eta) \cap C^1(0, \eta) \) with \( \varphi(0) = 0 \), \( \varphi \) concave, \( \varphi' > 0 \) and a neighborhood \( U(\bar{u}) \), so that
\[
\varphi' (E(u) - E(\bar{u})) \text{ dist } (0, \partial E(u)) \geq 1,
\]
for all \( u \in U(\bar{u}) \) with \( E(\bar{u}) < E(u) < E(\bar{u}) + \eta \).

If \( E \) is for example semi-algebraic, then it satisfies the KL-property at any \( \bar{u} \in \text{dom } E \). A proper semi-algebraic function \( E : \mathbb{R}^n \to \mathbb{R} \) has a finite number of critical points [25]. We note that any function definable in an o-minimal structure satisfies the KL-property [12]. Further, the property can be uniformized to yield

**Lemma 6** ([14, Lemma 6]). Let \( \Omega \) be a compact set and consider a proper, lower semi-continuous function \( E : \mathbb{R}^n \to \mathbb{R} \). If \( E \) is constant on \( \Omega \) and satisfies the KL-property at every point in \( \Omega \), then there exist \( \varepsilon > 0, \eta > 0, \varphi \in C^0[0, \eta) \cap C^1(0, \eta) \) with \( \varphi(0) = 0 \), \( \varphi \) concave, \( \varphi' > 0 \) such that for all \( \bar{u} \) in \( \Omega \) the uniformized KL-property,
\[
\varphi' (E(u) - E(\bar{u})) \text{ dist } (0, \partial E(u)) \geq 1,
\]
holds for all \( u \in \mathbb{R}^n \) with \( \text{dist}(u, \Omega) < \varepsilon \) and \( E(\bar{u}) < E(u) < E(\bar{u}) + \eta \).
Now we are ready to collect our set of assumptions.

**Assumptions B:**

- The function $E$ is continuous on its domain and satisfies the KL-property at every point in the set $\text{accum}(u^0)$,
- $h$ is $m$-strongly convex on $\text{int} \, \text{dom} \, h$,
- $\rho : \mathbb{R}^n \rightarrow \mathbb{R}^m$ is continuously differentiable,
- $\frac{1}{\tau} \nabla h - \nabla G$ is locally Lipschitz continuous on $\text{int} \, \text{dom} \, h$,
- Given the set $Z = (z^k)_{k=1}^\infty$, we require that $\bar{Z} \subset \text{int} \, \text{dom} \, h$
- every iteration satisfies $0 \in \partial E_{uk}(u^{k+1})$ and uses a step size $\tau < \frac{1}{L}$.

These extended assumptions now allow us to prove the following statements:

1. The sequence of $z^k = \rho(u^k)$ converges globally to a value $z^*$.
2. All accumulation points of subsequences $(u^{ki})_{i=1}^\infty$ are stationary points of $E$.
3. There is a correspondence between the limit point $z^*$ and the accumulation points of the iterates, given by $z^* = \rho(u^*)$ for all $u^* \in \text{accum}(u^0)$.

We will see in the proof that the most demanding properties in assumptions B are used to prove a bound on the slope of iterates, i.e. the inequality $\text{dist}(0, \partial E(u^{k+1})) \leq c ||z^{k+1} - z^k||$ for some $c > 0$. Norm convergence to limit points lying on the boundary of $\text{dom} \, h$ from arguments involving the KL-property is problematic, as the essential smoothness of $h$ implies that $||\nabla h(y^k)|| \rightarrow \infty$ for $y^k \rightarrow y^* \in (\text{dom} \, h \setminus \text{int} \, \text{dom} \, h)$ [8] so that there will be no fixed bound $c$. By requiring $\bar{Z} \subset \text{int} \, \text{dom} \, h$ we strengthen the assumption of $z^k \in \text{int} \, \text{dom} \, h$ from assumption A to the assumption that any prospective limit point $z^*$ will also fulfill $z^* \in \text{int} \, \text{dom} \, h$. In comparison to [16], the assumption $\text{dom} \, h = \mathbb{R}^m$ given therein is a straightforward implication of our more technical statement. Our assumption on the continuity of $E$ and replaces their assumption that $E_{z^k}(x^{k+1}) \leq E_{z^k}(z) \forall z \in \text{int} \, \text{dom} \, h$ in this subsection.

The ingredients of our proof follow recent literature, e.g. [3, 16], however special care has to be taken as all estimates of slope and objective value are only relative to the outer sequence of $z^k = \rho(u^k)$.

**Lemma 7 (Slope bound).** If the assumptions A and B hold, then $c < \infty$ exists, so that

$$\text{dist}(0, \partial E(u^{k+1})) \leq c ||z^{k+1} - z^k|| \quad \forall k \in \mathbb{N}.$$  

(23)

**Proof.** Consider the optimality condition of the update equation, as all subproblems are solved exactly:

$$0 \in \partial R(u^{k+1}) + (J_\rho(u^{k+1}))^* \left( \nabla G(\rho(u^k)) + \frac{1}{\tau} \nabla h(\rho(u^{k+1})) - \frac{1}{\tau} \nabla h(\rho(u^k)) \right)$$
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and reformulate to
\[
(J_\rho(u^{k+1}))^* \left( \nabla G(\rho(u^{k+1})) - \nabla G(\rho(u^k)) \right.
- \frac{1}{\tau} \nabla h(\rho(u^{k+1})) + \frac{1}{\tau} \nabla h(\rho(u^k)) \bigg) \in \partial R(u^{k+1}) + (J_\rho(u^{k+1}))^* \left( \nabla G(\rho(u^{k+1})) \right).
\]

Now we see that the left hand side is an element of $\partial E(u^{k+1})$, so that we can estimate its norm by
\[
\text{dist}(0, \partial E(u^{k+1})) \leq \left\| J_\rho(u^{k+1})^* \right\|_{\text{op}} \left\| \nabla \left( \frac{1}{\tau} h - G \right)(z^{k+1}) - \nabla \left( \frac{1}{\tau} h - G \right)(z^k) \right\|,
\]
where we have denoted the induced operator norm of $\| \cdot \|$ by $\| \cdot \|_{\text{op}}$. By Lemma 4 and the coerciveness of $E$, we know that $(z^k)_{k=1}^\infty$ is a compact subset of $\text{dom } h$. Assumption B then guarantees that the sequence is further contained in $\text{int dom } h$. This allows us to extend the local Lipschitz continuity of $\frac{1}{\tau} h - G$, also from assumption B, to Lipschitz continuity on this compact set. Furthermore, we assumed $\rho \in C^1(\mathbb{R}^n, \mathbb{R}^m)$ which implies that its Jacobian $\|J_\rho(u)^*\|_{\text{op}}$ is also Lipschitz on the compact set $\bar{U}$ for $U = (u^k)_{k=1}^\infty$. These properties allow us to find a fixed constant $c$ so that the inequality (23) holds for all $k \in \mathbb{N}$.

Before we now come to the main theorem, we first collect a few properties of the set $\text{accum}(u^0)$, that will allow the application of Lemma 6.

**Lemma 8.** $E$ is constant and finite on $\text{accum}(u^0)$, i.e. $E(u) = E(v) < \infty \ \forall u, v \in \text{accum}(u^0)$ and we have
\[
\lim_{k \to \infty} \text{dist}(u_k, \text{accum}(u^0)) = 0.
\]  

**Proof.** $(u_k)_{k=1}^\infty$ is bounded due to Corollary 1. We choose a subsequence $(u^{k_l})$ with $\lim_{l \to \infty} u^{k_l} = u^*$. From the continuity of $E$ on $(u^{k_l})$ we infer $\lim_{l \to \infty} E(u^{k_l}) = E(u^*)$. We further know from Corollary 1 that the sequence of function values itself is convergent to some value $E^*$, so that $E$ is finite and constant on all these limit points. (24) is true for all bounded sequences.

The following proof is now a slight adaptation of usual strategies for convergence under the KL-property [3] or [16, 54], with the difference that we apply the KL-property to the set $\text{accum}(u^0)$ instead of the set of critical points, which nevertheless fulfills $E(u^*) < E(u^k) < E(u^*) + \eta$ for any $u^* \in \text{accum}(u^0)$ as required in Lemma 6, due to the monotone descent of the algorithm. We then apply our previous results and find a global convergence in $z^k = \rho(u^k)$.

**Theorem 1** (Global Convergence). **Under the assumptions A and B, the sequence $z^k$ either has finite length, $\sum_{k=1}^\infty \|z^{k+1} - z^k\| < \infty$, and converges to a limit $z^* \in \text{int dom } h$, or can be terminated after a finite number of steps.**

**Proof.** To apply the KL-property, we need to verify that $E(u^*) < E(u^k)$ for all indices $k$ that we consider and accumulation points $u^* \in \text{accum}(u^0)$. Lemma 4 shows that $E(u^{k+1}) \leq E(u^k)$, due to the convexity of $h$. Now if for some index $l$ we have $E(u^k) = E(u^*)$, then the monotonicity of the sequence of objective values implies $E(u^{k+1}) = E(u^k)$ for the next index $k+1$. Together with Lemma 4 this implies $D_h(z^{k+1}, z^k) = 0$ and by the strong convexity of the assumptions B, $z^{k+1} = z^k$. Furthermore it is possible that iterates fulfill $z^{k+1} = z^k$. 
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without fulfilling \( E(u^{k+1}) = E(u^k) \), as \( \rho \) is not bijective. In both cases, the algorithm can be terminated, as Lemma 7 implies that \( 0 \in \partial E(u^{k+1}) \).

Now, conversely, assume that the algorithm does not terminate after a finite number of steps. We may then choose \( l \in \mathbb{N} \) large enough so that both \( E^* < E(u^l) < E^* + \eta \) and \( \text{dist}(u^l, \text{accum}(u^0)) < \varepsilon \) are fulfilled. The positive constants \( \varepsilon \) and \( \eta \) are the ones required by the KL-property of \( E \) w.r.t to the set \( \text{accum}(u^0) \). On this set, \( E \) is constant and finite, as discussed in Lemma 8. From Lemma 6, we then find that

\[
\varphi'(E(u^k) - E^*) \text{ dist} \left( 0, \partial E(u^k) \right) \geq 1
\]

holds for any accumulation point \( u^* \in \text{accum}(u^0) \), as \( E(u^*) = E^* \) and for all \( u^k \) with \( k > l \). Now we can apply Lemma 7 to find that

\[
\varphi'(E(u^k) - E^*) \geq \frac{1}{c||z^k - z^{k-1}||}.
\]

(25)

Further, we can consider the descent from Lemma 4 and apply that \( h \) is \( m \)-strongly convex to obtain

\[
E(u^k) - E(u^{k+1}) \geq \frac{1 - \frac{\tau}{\tau} L}{} D_h(z^{k+1}, z^k) \geq \frac{m(1 - \frac{\tau}{\tau} L)}{2\tau} ||z^{k+1} - z^k||^2.
\]

(26)

Analogously to [3, 16], we use the concavity of \( \varphi \) to analyze the difference of function values in \( \varphi \):

\[
\Delta_{k,k+1} =: \varphi \left( E(u^k) - E^* \right) - \varphi \left( E(u^{k+1}) - E^* \right) \geq \varphi' \left( E(u^k) - E^* \right) \left( E(u^k) - E(u^{k+1}) \right).
\]

Inserting (25) and (26) and denoting constant terms by \( c' \) we gain

\[
\Delta_{k,k+1} \geq \frac{||z^{k+1} - z^k||^2}{c'||z^k - z^{k-1}||}.
\]

Now we are entirely in the setting of [16, Theorem 6.2] and likewise reformulate to

\[
2\sqrt{||z^k - z^{k-1}||c'\Delta_{k,k+1}} \geq 2||z^{k+1} - z^k||
\]

and use the inequality \( 2\sqrt{ab} \leq a + b \) to gain

\[
2||z^{k+1} - z^k|| \leq ||z^k - z^{k-1}|| + c'\Delta_{k,k+1}.
\]

Summing these inequalities for \( k = l + 1, \ldots, n \), then yields

\[
2 \sum_{k=l+1}^{n} ||z^{k+1} - z^k|| \leq \sum_{k=l+1}^{n} ||z^k - z^{k-1}|| + c' \sum_{k=l+1}^{n} \Delta_{k,k+1}
\]

\[
= \sum_{k=l+1}^{n} ||z^{k+1} - z^k|| - ||z^{n+1} - z^n|| + ||z^{l+1} - z^l|| + c' \sum_{k=l+1}^{n} \Delta_{k,k+1}
\]

\[
\leq \sum_{k=l+1}^{n} ||z^{k+1} - z^k|| + ||z^{l+1} - z^l|| + c'\Delta_{l+1,n+1}.
\]
Combining the bound on the slope in Lemma 7 and global convergence of the sequence \( z^k \), we immediately see that \( \text{dist}(0, \partial E(z^k)) \to 0 \) as \( k \to \infty \). Furthermore, we know that \( E(u^k) \to E(u^*) = E^* \) so that all subsequences of \( u^k \) fulfill the definition of the limiting subdifferential and \( 0 \in \partial E(u^*) \). We know also that \( \lim_{k \to \infty} z^k = \lim_{\epsilon \to 0} \rho(u^k) = z^* \). Let \( u^* \in \text{accum}(u^0) \) be arbitrary with the sequence by \( u^{k_l} \to u^* \). Due to continuity of \( \rho \) we have \( \rho(u^*) = \lim_{l \to \infty} \rho(u^{k_l}) = z^* \).

This result shows the connection between the 'auxiliary' outer sequence of gradient steps \( z^k \), which converges globally, due to the KL-property and the sequence of actual update steps \( u^k \). The algorithm converges to a stationary point of \( E \) and all accumulation points not only have the same value in \( E \), but also in \( G \circ \rho \), as \( G(\rho(u^*)) = G(z^*) \) \( \forall u^* \in \text{accum}(u^0) \).

### 3.4 Global Convergence of the inner sequence

A necessary consequence of the previous subsection is that all accumulation points have an equal value \( R^* \) in \( R \), hence are elements of the set \( S = \{ u \in \mathbb{R}^n \mid R(u) = R^*, \ \rho(u) = z^* \} \). Naturally, if this set is a singleton, then the subsequence convergence of the sequence \( (u^k)_{k=1}^\infty \) extends to global convergence. The cardinality of the set \( C \) is however difficult to check a-priori. Nevertheless it turns out that if we finally also assume that the nonconvex subproblems are solved globally, then the convergence result follows from the familiar notion of uniqueness of \( R \)-minimizing solutions. We further remark that the assumption of global solutions to subproblems also allows us to weaken the continuity assumption made in Assumption B to lower semi-continuity of \( E \).

Let us define \( R \)-minimizing in the following way, as given for example in \[66, \text{Def 3.24} \]:

\[ \rho(u^*) = \min_{u \in \mathbb{R}^n} \{ R(u) = R^*, \ \rho(u) = z^* \} \]
Definition 3.4. A vector $u^* \in \mathbb{R}^n$ is called $R$-minimizing with respect to a solution set $\{u \in \mathbb{R}^n \mid F(u) = v\}$ of an operator $F : \mathbb{R}^n \to \mathbb{R}^m$ and a vector $v \in \text{Im}(F)$, if $F(u^*) = v$ and

$$R(u^*) \in \min \{R(u) \mid u \in \mathbb{R}^n, F(u) = v\}.$$

Now the uniqueness of such a vector directly corresponds to global convergence if the subproblems are solved globally:

Theorem 2 (Global Convergence). If the subproblems are solved to global optimality, i.e. $u^{k+1}$ fulfills $E_{uk}(u^{k+1}) \leq E_{uk}(u) \forall u \in \mathbb{R}^n$ and all assumptions hold, then

$$u^* \in \text{accum}(u^0) \Rightarrow u^* \text{ is } R\text{-minimizing w.r.t } \rho(u) = z^*.$$ (27)

In particular, if the $R$-minimizing element w.r.t. $\rho(u) = z^*$ is unique, then the sequence of iterates $u^k$ converges globally.

Proof. Let $u \in \{u \in \mathbb{R}^n \mid \rho(u) = z^*\}$ and $u^* \in \text{accum}(u^0)$ be arbitrary. As $z^* \in \text{int dom } h$, this implies to $u \in \rho^{-1}(\text{int dom } h)$. Rewriting the optimality assumption $E_{uk}(u^{k+1}) \leq E_{uk}(u) \forall u \in \rho^{-1}(\text{dom } h)$ results in the inequality

$$R(u^{k+1}) - R(u) + \frac{1}{\tau}D_h(\rho(u^{k+1}),\rho(u^k)) - \frac{1}{\tau}D_h(\rho(u),\rho(u^k)) + \langle \nabla G(\rho(u^k)), \rho(u^{k+1}) - \rho(u) \rangle \leq 0.$$ (28)

Taking the limit of $l \to \infty$ for a subsequence $u^{ki} \to u^*$ with the knowledge that $\lim_{l \to \infty} \rho(u^{ki}) = z^*$ and $\rho(u) = z^*$ by assumption, then reveals that $R(u^*) \leq R(u)$, showing that $u^* \in \text{accum}(u^0)$ is an $R$-minimizing solution to $\rho(u) = z^*$. If in particular, the set of $R$-minimizing solutions is already a singleton, then the result follows, as the set $\text{accum}(u^0)$ nonempty due to Corollary 1.

Example 2. As an example, consider a simple periodic function $\rho : \mathbb{R}^n \to \mathbb{R}^n$, $\rho(u) = (\sin(u_1), \ldots, \sin(u_n))$ and $R = || \cdot ||_p$ for $p > 0$. The $R$-minimizing solution to $\rho(u) = z$ is then unique for any $z \in \text{Im}(\rho)$. To see this consider that $\sin(x)$ is bijective on $[-\pi/2, \pi/2]$. For any level set $z_i \in [-1,1]$ we can find a unique element $u_i$ in this interval $[-\pi/2, \pi/2]$, so that $\sin(u_i) = z_i$. Due to the strict monotonicity of $|| \cdot ||_p$ on either $\mathbb{R}^+$ or $\mathbb{R}^-$, any other element $u_i$ that fulfills $\rho(u_i) = z_i$ must have a greater function value in $R$.

4 Implementation Details

This section will focus on several interesting special cases of our general composite model (2) and also discuss possible pairs $G, h$.

4.1 Modeling

For several implementation examples it will be convenient to be a bit more specific with our choices of $G, \rho$ and $R$. One example is the natural extension to several additive terms,

$$E(u) = \sum_{i=1}^{m} G_i \left( \sum_{j=1}^{n} \rho_{ij}(u_j) \right) + \sum_{j=1}^{n} r_j(u_j),$$ (28)
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which was already mentioned briefly in (17). This formulation is interesting due to its straightforward interpretation as a way to optimize a function with \( n \) measurements of linear combinations of our \( m \) variables. Hence the task relates to nonlinear regression models and imaging with nonlinear measurements. It is also a natural discretization of a general nonlinear integral operator as defined for example in \([61, 5]\).

However, defining \( G : \mathbb{R}^{m \times n} \to \mathbb{R}, \ G(v) = \sum_{i=1}^{m} G_i(\sum_{j=1}^{n} v_{ij}) \) and \( \rho : \mathbb{R}^{n} \to \mathbb{R}^{m \times n}, \) defined component-wise by \( \rho_{ij}(u_j), \) for univariate functions \( G_i, \rho_{ij}, r_j, \) we see that this is just an instance of the general composite model. The maximal generalization would be achieved by taking \( \rho_{ij} : \mathbb{R}^q \to \mathbb{R}^p, \ G_i : \mathbb{R}^p \to \mathbb{R}, \ r_j : \mathbb{R}^q \to \mathbb{R}, \) although in practice \( q \) would have to be quite small if we wanted to solve the subproblems by an exhaustive search.

Writing out the majorizer to (28) with univariate functions under the assumption that \( \sum_{i=1}^{m} L_i h_i - G_i \) is a convex function (as required for L-smooth adaptability, Definition 3.1) gives

\[
E_{\rho^k}(u) = \sum_{i=1}^{n} D_{h_i}(\rho_{ij}(a_j), \rho_{ij}(u^k)) + \sum_{i=1}^{n} G_i \left( \sum_{j=1}^{m} \rho_{ij}(u_j^k) \right) + \sum_{j=1}^{m} \rho_{ij}(u_j) + \sum_{j=1}^{n} r_j(a_j), \tag{29}
\]

up to constant terms. This reveals that the majorization function is separable if each \( h_i \) is chosen separable so that \( h_i(u) = \sum_{j=1}^{n} h_{ij}(u_j), \) as the Bregman distance to these \( h_i \) is then also separable and the summation over all \( m \) parameters can be exchanged with the summation over all \( n \) 'measurements'. The resulting \( m \) independent 1D dimensional subproblems can then be solved efficiently.

**Remark 2.** This generalization is not only interesting for regression-type problems, where the outer sum naturally sums over all samples and the inner sum over a superposition of parametrized functions, but also for any sort of problem where it would make sense to split a function into the composition of a function and a super-position of simpler functions. As an example consider the 1-dimensional polynomial problem

\[
P(x) = \left( \sum_{i=0}^{p} a_i x^i - f \right)^2 + \sum_{i=0}^{q} b_i x^i. \tag{30}
\]

While it would be natural to choose \( \rho : \mathbb{R} \to \mathbb{R}, \rho(x) = \sum_{i=0}^{p} a_i x^i - f, \) i.e the inner polynomial, another possibility would be to choose \( \rho : \mathbb{R} \to \mathbb{R}^p, \rho(u) = (a_0, \ldots, a_n x^n) \) and likewise to set \( G : \mathbb{R}^p \to \mathbb{R}, G(v) = (\sum_{j=1}^{p} v_j - f)^2. \) A separable majorizer for this \( G \) using (29) would lead to different subproblems than before.

An interesting fact about the general composite model (2) is that we are actually allowed a great deal of freedom, as both \( G \) and \( \rho \) can be nonconvex. It is possible to insert any invertible function \( f \) and its inverse \( f^{-1} \) on \( \text{dom} \ \rho \) and solve the equivalent problem with \( \tilde{G} = G \circ f \) and \( \tilde{\rho} = f^{-1} \circ \rho. \) As an example, consider the following model

\[
E(u) = F \left( \prod_{j=1}^{n} g_j(u_j) \right),
\]
where we have a product of parametrized functions $g_j : \mathbb{R} \to \mathbb{R}^+$. We can set $G : \mathbb{R}^n \to \mathbb{R}, G(v) = F \left( \exp(\sum_{j=1}^n v_j) \right)$ and $\rho_j : \mathbb{R} \to \mathbb{R}, \rho_j(u_j) = \log(g_j(u_j))$, and recover the additive superposition of parameters in (28).

We may freely use these possibilities due to Corollary 2. The proposed algorithm converges to the set of stationary solutions of $E$. This result is independent of the actual decomposition of $E$ into $G, \rho, R$ as long as the chosen triple $G, \rho, R$ still fulfills all required conditions.

4.2 Choices for the Bregman Distance

Up to now, we always considered an abstract pair $(G, h)$ fulfilling the conditions that both functions are smooth and $Lh - G$ and $h$ are convex. Now we will detail several tangible instances of these functions.

The trivial case is present when $G$ is a concave function. We are then allowed to choose an arbitrary convex function $h$, as $-G$ is itself convex. A natural choice is then to choose $h$ as a linear function, as its Bregman distance then vanishes,

$$D_h(u, v) = \langle h, u \rangle - \langle h, v \rangle - \langle h, u - v \rangle = 0.$$ 

The resulting majorizer,

$$E_{u^k}(u) = \langle \nabla G(\rho(u^k)), \rho(u) - \rho(u^k) \rangle + G(\rho(u^k)) + R(u),$$

is an instance of iterative reweighting related to variants discussed in [57, 56]. If $R$ is convex and $\rho$ is coordinate-wise convex, then we recover an instance of the difference of convex functions (DC) algorithm [69]. Note that for the second part of our analysis in Section 3 to hold, we need to choose $h$ strongly convex. We mention in passing that the results of Corollary 1 also hold relative to the Bregman distance $D_{-G}(\cdot, \cdot)$.

The standard case is present when $G$ is $L$-smooth. We then choose $h = \frac{1}{2}\|\cdot\|^2$ and recover the usual Euclidean distance measure via $D_h(u, v) = \frac{1}{2}\|u - v\|^2$. Note that $G$ can be $L$-smooth without being convex, for example when considering a smooth truncated quadratic function [2].

However, even when $G$ is $L$-smooth, more advantageous functions $h$ might exist. Consider the function $G : \mathbb{R}^m \to \mathbb{R},$

$$G(v) = \frac{1}{2}\|Av - f\|^2,$$

for a matrix $A \in \mathbb{R}^{p \times m}$. The function is $L$-smooth with $L = \|A^T A\|_{op}$. However we can also inspect $Lh - G$ via its second derivative condition\(^2\),

$$L \nabla^2 h(v) - A^T A \succeq 0 \quad \forall v \in \mathbb{R}^m.$$ \hspace{1cm} (33)

We could of course choose $h = G$, as (32) is convex, thereby solving the original problem in each subproblem, but we are looking for functions $h$ so that the subproblems are easy to solve. Such a choice is presented by $h = \frac{1}{2}\|\cdot\|_D^2$ with a diagonal matrix $D$. Choosing $D$ so that $D - A^T A \succeq 0$ yields a diagonal preconditioning - we intrinsically find vector-valued step sizes by an appropriate choice of $h$.

\(^2\)We follow the notation that A is positive semi-definite if $A \succeq 0$. 
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An important and motivating property of the L-smooth adaptable property is however the inclusion of logarithmic functions, most prominently the Kullback-Leibler divergence as possible terms for $G$, even though this function is not globally $L$-smooth [6]. Consider the function $G : \mathbb{R}^m \rightarrow \mathbb{R}$:

$$G(v) = \sum_{i=1}^{p} (A v)_i - f_i + f_i \log \left( \frac{f_i}{(A v)_i} \right),$$

(34)

for $A \in \mathbb{R}^{p \times m}$ and $f \in \mathbb{R}^p_+$ and the set $C = [0, \infty)^m$. An appropriate function $h$ is given by $h(v) = - \sum_{i=1}^{m} \log(v_i)$. [6, Lemma 7] reveals that the appropriate constant is $L = ||f||_1$ so that $Lh - G$ is convex on int dom $h = (0, \infty)^m$. This function and related 'entropy' functions are possible choices for $h$, yet, as now the domain of $h$ is strictly smaller than $\mathbb{R}^n$, one has to check, whether the energy fulfills $z^{k+1} \in \text{int dom } h$ and $z^* \in \text{int dom } h$ to guarantee well-posedness of the iterations and global convergence, respectively.

A general observation, see [24] or [58, Example 33], is that once we have gained a Bregman distance $D_h$ from $h$, we may actually use a whole family of functions $h_k$ as long as they majorize $h$ while being convex,

$$h^k \in \{h^k \text{ essentially smooth}, \text{dom } h^k = C \mid h^k - h \text{ convex } \}.$$  

The induced Bregman distance then fulfills

$$D_{h^k}(u,v) \geq D_h(u,v) \quad \forall u,v \in \mathbb{R}^n.$$  

A specific instance of this observation is choosing $h$ first and then implementing adaptive step-sizes in this fashion by varying $h^k$ or the approach of [24] where a sequence $h^k = \frac{1}{2} ||\cdot||_A^2$ is constructed with symmetric positive definite matrices $A^k$.

This is of course only a short overview of possible pairs $(G,h)$, further examples can be found in [7, 6, 16, 58, 24].

### 4.3 An example of a non-separable, solvable subproblem

This section will continue the discussion started in the introductory section about specific subproblems. We have noted that the presented approach is especially interesting, if the considered subproblems (15) can still be solved to global optimality. An interesting for this are cases where the subproblems can be solved to global optimality by lifting [1, 60] or other relaxation strategies [41, 18, 37].

Models that include the total variation norm in place of the regularization term $R$ are ubiquitous in imaging tasks [19, 64] and have been a major motivation in applications of our work. These models will appear as special instances of the discussed 'liftable' subproblems.

We will start with a basic representation of functions that are amenable to lifting,

$$E(u) = \sum_{i=1}^{n} \nu_i(u_i, (D u)_i),$$

(35)

with continuous functions $\nu : \mathbb{R} \times \mathbb{R}^d \rightarrow \mathbb{R}$ that are convex in their second argument and where $D$ denotes a finite-difference gradient. This is a natural discrete representation of the
continuous model (10), which can be efficiently solved by functional lifting [60]. The choice of $\nu_i(x, y) = g_i(x) + ||y||_2$ then recovers a composite model with some term $G = \sum_{i=1}^{n} g_i$ and a regularizer $R$ which is total variation [64]:

$$E(u) = \sum_{i=1}^{n} g_i(u_i) + ||Du||_1,$$  \hspace{1cm} (36)

This is a successful strategy, but its application is limited by the fact that separability is needed. A much more general model would be

$$E(u) = G(\rho(u)) + \sum_{i=1}^{n} \gamma_i((Du)_i),$$  \hspace{1cm} (37)

with $\rho$ separable as before, $G$ L-smooth adaptable and $\gamma_i$ convex. Yet while the lifting scheme of [60] is not applicable due to the non-separability of $G$, this is nevertheless a special instance of our general problem (2). Indeed we can write down the majorizer, assuming a separable $h(u) = \sum_{i=1}^{n} h_i(u_i)$, as

$$E_{uk}(u) = D_h(\rho(u), \rho(u^k)) + \langle \nabla G(\rho(u^k)), \rho(u^k) \rangle + \sum_{i=1}^{n} \gamma_i((Du)_i),$$  \hspace{1cm} (38)

up to constants. Now this majorizer is in turn a particular instance of (35), as the first two terms are separable, and we can now solve (37) by iteratively solving the lifting subproblems.

Furthermore, we can even exchange convexity of $\gamma_i$ for differentiability. For arbitrary $\gamma_i$ that are L-smooth adaptable, we can linearize the second term as well, in full analogy to (29), giving the majorizer

$$E_{uk}(u) = \sum_{i=1}^{n} d_{h_G}(\rho(u), \rho(u^k)) + \langle \nabla G(\rho(u^k)), \rho(u^k) \rangle + \sum_{i=1}^{n} d_{h_{\gamma_i}}((Du)_i, (Du^k)_i) + \gamma_i'((Du^k)_i)(Du)_i.$$

which is again an instance of (35). For concave $\gamma_i$ this is particularly attractive as we can choose $h_{\gamma_i}$ as linear functions and just keep the linearization in full analogy to iterative reweighting as discussed in the previous subsection in (31).

While this approach greatly increases the applicability of lifting schemes, it is important to keep in mind that previous global optimality considerations for lifting schemes [60] do not translate to these generalized problems. From Section 3 we only gain convergence to stationary points. We will use the next section to analyze the quality of solutions that we receive numerically.

4.4 Inertia

A small side note to the previous investigations that is nevertheless quite interesting in the context of nonconvex optimization is inertia. Once we have (15), we can just as well consider

$$E_{uk,uk-1}(u) = \frac{1}{\tau} D_h(u, u^k) + \langle \nabla G(\rho(u^k)), \rho(u) - \rho(u^k) \rangle + G(\rho(u^k)) + R(u) + \frac{\beta}{\tau} \left( D_h(\rho(u), \rho(u^k)) - D_h(\rho(u), \rho(u^{k-1})) \right),$$  \hspace{1cm} (39)
inserting an inertial term into the generalized forward-backward equation analogous to [55].

Inertia can be quite valuable for first-order optimization, especially as we allow $G$ to be nonconvex, but only utilize its gradient, i.e local information in each step. In practice we observe that inertia can sometimes help the algorithm to reach better minima or speed up the initial convergence for badly conditioned $G$. Also spurious stationary points can often be overcome. Furthermore, the additional cost of solving (39) is minuscule compared to the non-inertial variant.

However, due to the non-existence of the triangular inequality for Bregman distances, we cannot bound the iterations by a Lyapunov function in general as in previous work [55] and continue the proof of convergence with this Lyapunov function as a majorizer analogous to Section 3. A related discussion and solution in the convex setting can be found in [32]. For the special cases of induced squared norms, i.e. $h = ||u||_A^2$, convergence still follows by adapting Section 3.3 to the results of the recent work [54], but we omit a further discussion.

In practice this modification still works well in many cases, setting $\beta < 0.5$. It is also possible to backtrack in case of violations of Lyapunov function bounds.

5 Experimental results

In this section we analyze the proposed algorithm numerically. We will first consider a synthetic example, where we will be able to compare the algorithm to other methods easily. We will then move to an imaging application, the depth super-resolution from raw time-of-flight data.

5.1 Synthetic experiments

We analyze the following energy

\[
\min_{u \in \mathbb{R}^n, u_i \in [a,b]} F_f(A\rho(u)) + R(u), \tag{40}
\]

where we have a bounded interval $[a,b]$, an L-smooth adaptable function $F_f \circ A : \mathbb{R}^n \to \mathbb{R}$ and regularizer $R(u) = \sum_{i=1}^n r(u_i - u_i^*)$ with $r : \mathbb{R} \to \mathbb{R}$. $\rho$ is chosen separable so that $\rho(u) = (\rho_1(u_1), \ldots, \rho_n(u_n))$ with $\rho_i : \mathbb{R} \to \mathbb{R}$, whom we will in general choose equal, and omit the subscript. The nonlinearity $r$ is aligned so that $\arg \min_x r(x) = 0$. We first draw $u^* \in [a,b]^n$ at random and then set $f = A\rho(u^*)$. We choose $F_f$ as a measure of distance between $f$ and $A\rho(u)$ that fulfills $u^* \in \arg \min_u F_f(A\rho(u))$ and $F_f(A\rho(u^*)) = 0$. Through this construction, we can guarantee that the drawn $u^*$ will be a global minimizer of (40).

Now we vary the difficulty of this possibly nonconvex optimization problem in two ways. First we choose nonlinearities $\rho, r$ as either

(1) **Simple** $\rho(x) = \exp(x)$, $r(x) = x^2$

(2) **Doable** $\rho(x) = x^2 - 10 \cos(2\pi x)$ [51], cf. Figure 5a, $r(x) = \frac{x^2}{1+\pi^2}$, cf. Figure 5c

(3) **Difficult** $\rho$ is a (coercive) piecewise cubic polynomial drawn by interpolating 12 values in $[a,b]$, $r(x) = -\text{sinc}(x)$

(4) **Very Difficult** $\rho$ is a (coercive) piecewise cubic polynomial drawn by interpolating 12 values in $[a,b]$, $r(x) = x^2 - 10 \cos(2\pi x)$.
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Figure 5: Example of nonlinearities used in synthetic experiment, (a) $x^2 - 10 \cos(2\pi x)$ (Rastrigin’s function [51]), (b) random spline function with 12 queries and (c) $\frac{x^2}{1+x^7}$.

This allows us to move from a nicely behaved, almost convex test case (1) to a nonconvex problem with a well-behaved minimizer (2), adding further oscillations in (3) and finally arriving at two “very nonconvex” functions in (4).

Then we vary the function $G = F_f \circ A$. Note that this function critically determines the interconnection of variables. If $A$ is a diagonal matrix, then the problem is fully separable and can by solved by $n$ separate 1D optimizations with a single step of the algorithm, but if $A$ is a full matrix, then all variables are interdependent. Further, when $A$ is a rectangular matrix, then the system of nonlinear equations is under-determined and the function landscape is (intuitively) not as well-behaved. Also, we are allowed to choose nonconvex functions $F$ as long as $G$ is still $L$-smooth adaptable.

(a) **Convex, local**: $F_f (v) = \frac{1}{2}||v - f||^2$, $A \in \mathbb{R}^{n \times n}$ is a random matrix whose entries are normally distributed relative to its diagonal. An appropriate essentially smooth function is $h(v) = \frac{1}{2}||v||^2_D$, where $D$ is a diagonal matrix with entries $d_i = \sum_{j=1}^n |A^T A|_{ij}$

(b) **Convex, non $L$-smooth, local**: $F_f$ is the KL-divergence $F_f (v) = \sum_{i=1}^{n} v_i - f_i \log(v_i)$, $A \in \mathbb{R}^{n \times n}$, is chosen as in (a). Here $h$ is given by Burg’s entropy $h(v) = \sum_{j=1}^{n} - \log(v_j)$ [6].

(c) **Convex, full**: $F_f (v) = \frac{1}{2}||v - f||^2$, $A \in \mathbb{R}^{m \times n}$ is a full random matrix with singular values in $\left[\frac{1}{\log(n)}, 1\right]$. $m = \frac{n}{3}$. Choose $h$ as in (a).

(d) **Nonconvex, full**: $F_f$ is a smooth-truncated quadratic [2], i.e. a smoothed version of $F_f (v) = \sum_{i=1}^{m} \min((v_i - f_i)^2, \lambda)$, $A \in \mathbb{R}^{m \times n}$ is a full random matrix with singular values in $\left[\frac{1}{\log(n)}, 1\right]$, $m = \frac{n}{3}$. Choose $h$ as in (a).

We run our method (15) without and with inertia, $\beta = 0.4$ (39). The subproblems in each iterations are fully separable, so we solve the 1D problems in parallel by exhaustive search with a sufficient amount of trial points and a parabolic refinement around the approximate minimizer to desired precision. The refinement is a standard technique, e.g. [34] for 1D local optimization and further references can be found, for example in book of Luenberger [47, pp. 217, 224]. This technique has also been used previously in imaging, for example, to refine exhaustive search procedures in the context of quadratic decoupling for stereo in [42].

To mitigate the risk of lucky initializations, we run the algorithm 25 times with random starting vectors for each test case and show the result which reached a median energy value.
We set $n = 150$ and $[a, b] = [-3, 3]$, respectively $[a, b] = [\epsilon, 3]$ for the Poisson case and implement the proposed method in MATLAB.

The results for all test cases can be found in Figure 6. We see that either increasing the difficulty in $G$ or the difficulty of the nonlinearity makes the overarching optimization problem more difficult. Remarkably, our algorithm was able to find near-global optima for many test cases, especially the performance in row (2) is very good. However we see that the increased oscillations in (3) eventually degrade the quality of solutions. We also notice that differences can appear even for convex functions $G$ in (a) and (b). The squared $l^2$ norm in (a) seems to be easier to optimize globally, although the disparity to (b) is also connected to the analytical step sizes, that we choose. Choosing larger stepsizes for (b), e.g. by backtracking, would recover a similar behavior to (a).

We now compare with other first-order nonlinear optimization methods, namely as mentioned in the related work section, gradient descent (1), forward-backward splitting (4), the inner linearization, 'prox-linear', (5) and the outer linearization (6).

To fairly evaluate all majorizers we generally solve the subproblems in forward-backward splitting (4), and outer linearization (6) to global optimality, again with exhaustive search and parabolic fitting. For prox-linear (5), the subproblems do not decouple and we apply a standard interior point solver in each iteration. We otherwise apply the same methodology as before. We compare the convergence of all algorithms to the global minimum for two characteristic cases, '1d' and '3a'. While the first case denotes simple $\rho, R$ and difficult $G$,
Figure 7: Convergence of various first-order methods for composite optimization to global optimality. This figure shows problem 1d, i.e. a problem where $R, \rho$ are easy and $G$ difficult, and 3a, the opposite case. Only our method provides favorable results for the difficult case 3a. Shown are the proposed method (15), proposed with inertia: (39), Adam: [40], gradient descent: (1), forward-backward splitting: (4), Linear-Prox: (5), Prox-Linear: (6)

the second case denotes the opposite. We expect most methods to do well in the first case, but the second case is not as clear. Figure 7a and Figure 7b show the results. It turns out that indeed all methods can reliably solve the first case, Figure 7a, but only our method can find near-optimal solutions for the second test case, Figure 7b. To compare our method to a modern 'aggressive' inertial variant that does not admit to a majorization-minimization framework, we also include the Adam optimizer [40], however while this optimizer can find better minima, it is still far off from the global solution in test case '3a'.

We can go a step further and compare the proposed algorithm to global optimization methods. See Figure 8 for a plot showing test case '2c' and the energetic difference to the global minimum versus the runtime of each the algorithms, with time in a log-scale. Previously mentioned algorithms are shown, as well as the MATLAB default implementations of a genetic algorithm [30], particle swarm [39], pattern search [4], simulated annealing [35] and multi-start methods [70]. All of these methods can reliably find global near-optimal solutions for low dimensions, however in our setting of $n = 150$ these methods fail to find a global minimizer within reasonable time constraints, as their efficiency decreases with the number of variables. In contrast, our method exploits the structure of the objective function, linearizing the convex outer function and solving the separable subproblems globally, and scales well into higher dimensions. We mention briefly that the apparent slow runtime of 'prox-linear' and 'linear-prox' for this test case is partly implementation related, as we solve 'prox-linear' with a generic interior point solver in each iteration, but also because both algorithms converge to very flat local minima.

5.2 Time-of-Flight Depth Reconstruction

Time-of-Flight cameras are used to recover depth images of a scene. They illuminate the scene with a continuous wave and measure the time of flight of reflecting waves. A modern hardware for this task are correlation photo-sensors, which directly measure the correlation of
Figure 8: Evaluation of various optimization methods for test case ‘2c’, in terms of energetic difference to global optimum vs. runtime in seconds.

...the incoming wave with a reference wave [43]. The inversion of this correlation computes the depth, however the process is highly non-linear and in practice often solved by assuming the incoming waves to be purely sinusoidal and computing the analytical inversion at each pixel separately. This introduces several systematic errors into the depth measurements, especially at lower frequencies [46]. Further, these sensors are have a relatively low resolution due to their complexity and measurements contain a significant amount of noise.

...A recent work on time-of-flight super-resolution [73] shows a variational model which includes the precise reference wave, downsampling, blur and noise effects. They model the incoming wave as arbitrary periodic function and find it by thorough calibration. In [73], the resulting nonconvex energy model is solved by alternating local optimization in all variables. We will show that the problem can be solved with our approach and test on synthetic data.

In the following, we will assume the following imaging model of a time-of-flight system

\[ \tilde{y}_{ij} = a_i g_i \left( \frac{4 \pi f_i}{\lambda} u + \frac{2 \pi j}{n} \right) + b_i =: k_{ij}(u) + b_i, \]  

for measurement \( j \) in frequency \( f_i \) and \( g_i \) the \( 2\pi \)-periodic autocorrelation in frequency \( i \) that is either calibrated or otherwise known, e.g. as a cosine. \( a_i \) is the amplitude in frequency \( f_i \), \( n \) the number of measurements in each frequency \( f_i \) and \( \lambda \) the speed of light. To remove the background illumination \( b_i \) it is customary in Time-of-Flight literature to consider the difference measurements

\[ y_{ij} = k_{ij}(u) - k_{i,j+\frac{n}{2}}(u) =: \rho_{ij}(u). \]  

The problem of recovering a high-resolution depth image \( u \) from measurements \( y_{ij} \) can now
be stated as the energy minimization of

$$E(u) = \sum_{i=0}^{m-1} \sum_{j=0}^{n/2-1} ||y_{ij} - K\rho_{ij}(u)||^2 + \alpha ||\nabla u||,$$

(43)

see also [73]. $K$ is the imaging operator, which is here a downsampling operator. The total variation regularization encourages a piecewise-constant depth solution.

The energy can be solved with the proposed method, because we can identify (43) with the previously introduced special case of a sum of several composite terms (28) and a total variation regularization (38) - we can find a majorizer in each iteration that can be solved by functional lifting.

In practice we solve all subproblems with sub-label accurate lifting as described in [50]. We initialize the algorithm with a constant depth of 1m and then iteratively update the nonconvex majorizer and solve the sublabel-accurate lifting problem. We use a primal-dual algorithm [21] to solve our subproblems and ‘warm start’ each inner iteration with the primal-dual variables from the previous step. We note that this relaxation approach can possibly produce solutions that are convex combinations of global minimizers. To mitigate this problem, we monitor the energy of our inner iterations and terminate the algorithm if lifting cannot successfully minimize the majorizer, i.e. if any iterates $u^{k+1}$ were to violate $E_{u^k}(u^{k+1}) \leq E(u^k)$, which was postulated in Assumption A. However such a violation could not be detected for the Time-of-Flight experiment shown here.

To test this procedure experimentally we generate synthetic data from a depth image of the Middlebury dataset [65] by applying (42). As a model for $g_i$ we use the autocorrelation
of a trapezoid signal. The autocorrelation signal and the ground truth depth are shown in Figure 9. We then apply downsampling by a factor of 2 to model the limited sensor size and add significant Gaussian noise to model the sensitivity of common ToF sensors. We generate two difference measurements in two frequencies, 90 MHz and 120 MHz. The ground truth data covers a depth ranging from 0.5 to 6m. The resulting measurements are outside the unambiguous range of both frequencies, so we expect a wrapping of data, which we want to resolve using both frequencies. We visualize the resulting four difference measurements in Figure 10. The noise level and severe data wrapping are apparent.

A classical inversion of the given data by the nonlinear closed form solution for sinusoidal data [43] is shown for each frequency in Figure 11. The solution is however contaminated by the nonlinear effects of noise and severe wrapping, note that we adjusted the colors for visualization purposes. Further heuristics would be required in a next step to combine both solutions to a final result, but we omit these due to the already significant distortion.

In contrast the solution by our algorithm is shown in Figure 12a. For reference, the solution to the algorithm, initialized with the ground truth data is also visualized in Figure 12b. We see that the recovered solution is near-optimal. The algorithm can accurately unwrap and upsample most of the depth data and only small areas around the left chair are misidentified.

Remark 3. The presented model assumes the knowledge of the signal amplitude $a_i$ in each frequency by some preceding algorithm to streamline the presentation. If this information cannot be obtained robustly in practice, then the problem still falls into the problem category discussed in this paper, only the optimization variable $v = [u, a]$ is then vector-valued in depth and amplitude at each pixel (see the maximal generalization discussion in Section 4.1). Yet, vector-valued variables can still be accounted for efficiently via the vectorial lifting shown in the works [67, 44]. The overall algorithm remains unchanged, only the subproblems are solved by vector-valued lifting instead.

We close this section by mentioning briefly that the presented composition of a matrix and a nonlinear wrapping operator is not entirely unique to Time-of-Flight reconstruction. A very related energy is present in nonlinear MRI reconstruction, see [71] for further reading.
6 Conclusions

In conclusion we proposed an optimization strategy for composite problems with simple, but highly-nonlinear, inner functions and L-smooth adaptable outer functions. We construct nonconvex majorizing functions and show that an iterative minimization of these functions leads to the convergence of energy values under weak assumptions as well as the convergence of the iterates to critical points of the energy under more restrictive assumptions. Our approach has several attractive properties. It generates a set of feasible iterates and it is very easy to use large step-sizes analytically, as these are independent of the Lipschitz properties of the inner function. Our convergence results naturally extend previous work. In practice, we extensively analyze the algorithm on synthetic examples, where the sub-problems can be solved globally and show that it can find better minima than related methods. Lastly we show an intended application. The use of recent functional lifting techniques to solve the nonconvex majorizer, critically allows us to find visually appealing solutions to the complicated composite problem of time-of-flight reconstruction from noisy low resolution data.
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