A Parallel Particle Swarm Optimisation for Selecting Optimal Virtual Machine on Cloud Environment
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Featured Application: Aims to execute novel optimisation algorithms such as whale optimisation and lion optimisation to find the optimal Virtual_Ms on cloud environment as well as executing our model in different applications.

Abstract: Cloud computing has a significant role in healthcare services, especially in medical applications. In cloud computing, the best choice of virtual machines (Virtual_Ms) has an essential role in the quality improvement of cloud computing by minimising the execution time of medical queries from stakeholders and maximising utilisation of medicinal resources. Besides, the best choice of Virtual_Ms assists the stakeholders to reduce the total execution time of medical requests through turnaround time and maximise CPU utilisation and waiting time. For that, this paper introduces an optimisation model for medical applications using two distinct intelligent algorithms: genetic algorithm (GA) and parallel particle swarm optimisation (PPSO). In addition, a set of experiments was conducted to provide a competitive study between those two algorithms regarding the execution time, the data processing speed, and the system efficiency. The PPSO algorithm was implemented using the MATLAB tool. The results showed that the PPSO algorithm gives accurate outcomes better than the GA in terms of the execution time of medical queries and efficiency by 3.02% and 37.7%, respectively. Also, the PPSO algorithm has been implemented on the CloudSim package. The results displayed that the PPSO algorithm gives accurate outcomes better than default CloudSim in terms of final implementation time of medicinal queries by 33.3%. Finally, the proposed model outperformed the state-of-the-art methods in the literature review by a range from 13% to 67%.
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1. Introduction

Currently, cloud computing is used in many Healthcare service (HCS) applications because of its ability to provide various medical services over the internet. Nevertheless, the optimal selection of virtual machines (Virtual_Ms) to process a medical request has always been a challenge. Optimal selection of Virtual_Ms provides a significant improvement of performance by reducing the execution time of medical requests and maximising utilisation of cloud resources. Cloud computing provides on-demand infrastructure services to large numbers of stakeholders. It supports large numbers of parallel requests and simultaneous accesses by stakeholders, in a dynamic way [1,2], to identify or predict disease in minimum time.

Healthcare service (HCS) applications can predict or diagnose diseases, such as kidney and heart diseases, cancer, and diabetes [3–7], and are used by large numbers of stakeholders. Healthcare service (HCS) applications can be used for hospital provisions, optometric examinations, surgical management,
dental and complementary health facilities, and nursing [1,2]. From the technical point of view, the cloud is composed of datacentres, hosts, Virtual_Ms, resources, and storage that stakeholder’s access to predict or diagnose diseases [8,9]. Datacentres provide the housing for servers. Hosts are servers that host several Virtual_Ms that process and store medical resources and allow stakeholders to retrieve those resources. Cloud computing uses virtualisation to share the resources of a host between various stakeholders and organisations [10]. Virtualisation is divided into hardware, operating system (OS), and storage virtualisation. Hardware virtualisation allows multiple users to share the resources of a host [9,11]. Operating system virtualisation provides container isolation for running different applications on a single computer and storage virtualisation abstracts physical storage, allowing multiple aggregate devices into single storage [12,13].

Our primary objective is to find the best choice of Virtual_Ms to minimise the total execution time of medical requests on the cloud environment and maximise the utilisation of resources. Some of the swarm intelligence approaches used for optimal Virtual_Ms selection are bee colony optimisation (BCO), ant colony optimisation (ANT), bat optimisation [14–16], and particle swarm optimisation (PSO). Still, most of these approaches cannot use parallel computing. Bee colony optimisation (BCO) is a population-based algorithm which is inspired by the smart behaviour of honeybees but has two main disadvantages: (1) it has slow convergence and (2) many control parameters. ANT is used to identify the optimal solution from a set of solutions, based on the behaviour of ants probing food. Still, it is not appropriate to do a parallel search in a population. Particle swarm optimisation is used to find the best solution from a set of solutions by using particles to simulate population and swarm to reach a solution. Still, it also does not use parallel computation, and it cannot handle the problem of scattering. However, parallel particle swarm optimisation (PPSO) currently is used selecting Virtual_Ms for medical processing requests, which come from stakeholders and overcome the drawbacks of the existing system [9]. PPSO divides the population into sub-populations and applies the algorithm separately to these sub-populations to minimise execution time [2,17]. It is therefore suitable to process parallel requests from different stakeholders with good execution time.

Genetic algorithms can also be used to find high-quality solutions to optimisation and search problems inspired by biology. They have very good optimisation ability and internal implicit parallelism and can obtain the optimised solution and adjust the solution direction automatically through the optimisation method of probability [18,19]. They are part of evolutionary computing, which is inspired by Darwin’s theory about evolution. The algorithm is started with a set of solutions and tries to find the best solution through them according to their fitness—the more suitable they are, the more chances they have to reproduce, this is repeated until some condition is satisfied [20].

Currently, many healthcare applications that predict or diagnose diseases do not support real-time use, which maximises the time to respond to medical requests and remains a big challenge for most of the stakeholders in HCS [21]. Within this context, this paper aims to find the best choice of Virtual_Ms to reduce the total execution time of a medical request while easily accessing patient data and maximise the utilisation of resources. This paper proposes a new methodology for HCS based on cloud environment using parallel particle swarm optimisation (PPSO) and the genetic algorithm (GA) to optimise the Virtual_Ms selection.

- Firstly, we run both algorithms to select the Virtual_Ms to minimise the total execution time of medical requests on the cloud environment and maximise the utilisation of resources.
- Secondly, we compare both algorithms, and we select the best algorithm in terms of speedup and efficiency.
- Finally, we apply the best algorithm in the CloudSim package to verify the performance of this algorithm in a cloud environment. The objective function relies on three parameters which are turnaround time, waiting time, and CPU utilisation.

Most of the studies in related work have suggested the GA to select the optimal VM on the cloud environment. However, these studies did not reach optimal results to solve this problem. Therefore,
this paper tries to explain GA results widely and compares it to another algorithm called PPSO to select the optimal algorithm between them.

This paper is organised as follows: Section 2 discusses the background and concepts of this study. Section 3 discusses the related work, and Section 4 describes the methodology used in this study. Section 5 presents the results and discussion of the experiments and, finally, Section 6 concludes the paper.

2. Related Work

In recent literature, several studies and approaches are using optimisation algorithms to select the optimal Virtual_Ms for reducing the execution time of a request, such as swarm intelligence approaches and multi-objective genetic algorithms.

Almezeini et al. [22] proposed a new method to improve and enhance task scheduling on a cloud computing environment using lion optimisation. In this study, the authors are trying to improve the performance of Virtual_Ms and maximise resources utilisation while reducing the server’s energy consumption. Ajith Sing et al. [1] proposed a new method of finding optimal Virtual_Ms placement in a datacentre in a cloud environment based on the honeybee algorithm with hierarchical clustering. In this study, the authors are trying to reach optimal Virtual_Ms placement to maximise resources utilisation and reduce energy consumption in servers using the Planet Lab tool.

Barlaskar et al. [23] introduced a new method of finding optimal Virtual_Ms placement based on the hierarchical cluster-based modified firefly algorithm (HCMFF). In this study, the authors are trying to get energy-efficient placement to optimise energy consumption in the cloud environment. The results of the simulation showed that HCMFF performs better than the honeybee algorithm and the original firefly algorithm. Fang et al. [24] proposed a new framework that detects the optimal Virtual_Ms placement on a cloud environment based on ant colony optimisation (ACO). This study tries to detect Virtual_Ms placement of datacentre to minimise energy cost and energy savings and to maximise the quality of Virtual_Ms.

Lei Chen et al. [10] presented a multitarget heuristic algorithm to solve the problem of Virtual_Ms placement by reducing the number of servers in the cloud and improving the efficiency of resource retrieval. In this study, the authors are focusing on efficient Virtual_Ms placement by reducing the energy consumption in servers, maximising resources utilisation and wastage rate in the datacentres. Shabeera et al. [25] introduced a model to find optimal Virtual_Ms on the cloud environment based on ant colony optimisation (ACO). This study tries to detect Virtual_Ms placement of datacentre to minimise energy cost and energy savings and to maximise the quality of Virtual_Ms.

Dong et al. [26] introduced a new approach to detect the optimal Virtual_Ms placement in a cloud environment based on distributed parallel genetic algorithms (DPGA). In this study, the authors are trying to improve performance for running Virtual_Ms, maximise utilisation of resources and reduce energy consumption in servers. Teyeb et al. [27] proposed a new formulation to solve the problem of Virtual_Ms placement in datacentres on cloud computing based on multi-commodity flow and adopt variable aggregating methods. In this study, the authors aim to detect the optimal Virtual_Ms placement by minimising the total running time and computational resources.

Fu et al. [28] proposed a new technique to find optimal Virtual_Ms in datacentre based on dynamic consolidation of Virtual_Ms. The proposed technique focuses on minimising the cost spending in each plan for hosting Virtual_Ms in multiple cloud providers and the response time of each cloud provider is monitored periodically, in such a way to minimise delay in providing the resources to the users. In this study, the authors use dynamic consolidation to minimise energy consumption, response time, and improve physical resource utilisation. Camati et al. [12] proposed a new method to solve the problem of Virtual_Ms placement using the multiple multidimensional knapsack problem (MKP). In this study, the authors are trying to solve the Virtual_Ms placement problem by expediting task scheduling and minimising energy consumption in servers.
Chaurasia et al. [29] proposed a novel method to choose optimal Virtual_Ms placement for migration leading to server consolidation based on Pareto Optimal solution and the Fuzzy technique for order of preference by similarity to ideal solution (TOPSIS). In this paper, the authors are trying to choose the best Virtual_Ms placement by minimising the response time and the power consumption in servers while maximising resources utilisation. Parikh et al. [17] introduced a new strategy to find the best Virtual_Ms allocation in cloud computing based on the Hungarian algorithm. In this study, the authors are trying to find the best load balancing of services in the cloud through the scheduling of Virtual_Ms in the datacentre and use the CloudSim tool to verify the results. Zhao et al. [13] introduced a new method to select the best Virtual_Ms placement of live Virtual_Ms based on improved particle swarm optimisation (PSO), simulated annealing, probability theory, and mathematical statistics. In this study, the authors are trying to improve the total energy consumption in servers, protect the quality of Virtual_Ms running, and maximise resource utilisation using the CloudSim platform.

Vidhya et al. [30] introduced a new method for reducing data redundancy in heterogeneous cloud storage based on the PPSO algorithm and Monte Carlo sampling. In this study, the authors are trying to reduce the computation time of the algorithm and assign data blocks according to their online availability, resulting in reduced storage and communication costs. Garino [31] proposed a two-level scheduler of Virtual_Ms on the cloud environment based on PSO. In this study, the authors compare the PSO with round-robin (RR) and GA to detect the best Virtual_Ms placement using the CloudSim package as a simulation tool. Thiruvenkadam et al. [32] proposed a novel framework to find the best Virtual_Ms placement in the datacentre based on a queuing algorithm, traffic and load aware scheduling algorithms, and the ant colony optimisation algorithm. In this study, the authors are trying to improve Virtual_Ms placement to maximise resources utilisation and reduce response time, power usage, load imbalance rate, and migration rate. Seddigh et al. [33] introduced a virtual machine dynamic prediction scheduling method via ant colony optimisation (VMDPS-ACO) to evaluate the scheduling of Virtual_Ms in a datacentre based on the ant colony optimisation (ACO) algorithm and VM dynamic forecast scheduling (VM_DFS). This study seeks to predict the placement of Virtual_Ms in the datacentre to save power consumption using the CloudSim package as a simulation tool.

Dashti et al. [34] introduced a hierarchical architecture to satisfy the requirements of both providers and consumers in cloud computing technologies. They developed a new service in the platform as a service (PaaS) layer for managing consumer tasks and lower energy efficiency by modifying particle swarm optimisation to reallocate migrated Virtual_Ms in overloaded hosts and to create the under-loaded hosts which allow power-saving dynamically. Parmar et al. [35] proposed a Virtual_Ms allocation load balancing algorithm based on the Assignment Problem’s solution method concept for cloud environments to improve the execution time and utilise resources. Moorthy et al. [36] proposed an ant colony optimisation allocation Virtual_Ms to minimise the cost of managing Virtual_Ms hosting and the delay in delivering the resources to the users in a multiple cloud environment. The proposed algorithm is simulated in Eclipse integrated development environment (IDE) Hanen et al. [37] introduced a new mobile medical web service system by implementing a medical cloud multi-agent system (MCMAS) solution, using Google’s Android operating system and using the CloudSim simulator. Table 1 below summarises the previous related works with information on the task domain, methods, and results.
### Table 1. Related work summary.

| References          | Task Domain                                             | Methods                                           | Results                                                                 |
|---------------------|---------------------------------------------------------|---------------------------------------------------|-------------------------------------------------------------------------|
| Almezeini et al. [22]| A new task-scheduling algorithm for cloud computing.   | Lion optimisation algorithm (LOA)                | High performance compared with genetic algorithm and particle swarm optimisation. |
| Sing et al. [1]      | A technique for solving the virtual machine placement problem. | Honeybee algorithm Hierarchical clustering algorithm (HCT) | The hierarchical clustering algorithm (HCT) performed better than the honeybee algorithm. |
| Barlaskar et al. [23]| Addresses Virtual_Ms placement issues.                 | Meta-heuristic algorithms: Modified firefly algorithm (MFF) Hierarchical cluster-based modified firefly algorithm (HCMFF) | - Modified firefly algorithm uses 10% less energy than the honeybee algorithm. Hierarchical cluster-based modified firefly algorithm more efficient than other algorithms. Hierarchical cluster-based modified firefly algorithm consumes 12% less energy than the honeybee algorithm, 6% less than hierarchical clustering algorithm, and 2% less than an original firefly. |
| Fang et al. [24]     | Evolutionary computing is applied to virtual machine placement (VMP). | Ant colony system (ACS) algorithm Coupled with order exchange and migration (OEM) local search techniques OEMACS the resultant algorithm | The results show that the OEMACS (Ant colony system. + order exchange and migration algorithms) generally outperforms conventional heuristic on virtual machine placement with bottleneck resource characteristics. |
| Chen et al. [10]     | The authors put forward three optimal algorithms for virtual machine placement in cloud datacentre. | Physical hosts classification algorithm (ISPMC) Multitarget heuristic virtual machine placement algorithm (MTAD) Virtual_Ms classification algorithm based on K-means method | Simulation experiments validate the better performance of the algorithm in four aspects, including placement efficiency, resources utilisation balance rate, wastage rate, and energy consumption. |
| Shabeera et al. [25] | This paper presents a metaheuristic algorithm which selects a set of adjacent Physical Machines for placing data and Virtual_Ms which are physically closer. | Ant colony optimisation (ACO) | The results show that the proposed algorithm selects Physical Machines in proximity. The jobs executed in the Virtual_Ms allocated by the proposed scheme outperform other allocation schemes. |
| Dong et al. [26]     | The authors propose a placement strategy for virtual machines deployment on a cloud platform. To maximise performance and minimise energy cost. | Distributed parallel genetic algorithm (DPGA) | The experimental results show that the proposed placement strategy of Virtual_Ms deployment can ensure QoS for users. |
Table 1. Cont.

| References          | Task Domain                                                                 | Methods                                                                 | Results                                                                                                                                   |
|---------------------|-----------------------------------------------------------------------------|------------------------------------------------------------------------------------------------------------------------------------------|------------------------------------------------------------------------------------------------------------------------------------------|
| Teyeb et al. [27]   | - The authors focus on the problem of virtual machines placement in geographically distributed data centres. | - A Formulation which can be considered as a variant of the Hub Location problem modelling Multi-commodity flow Adopt variable aggregating methods | - The results showed the effectiveness of the model in terms of running time and computational resources. |
| Fu et al. [28]      | - Dynamic consolidation of Virtual_Ms in a data centre, proposing two new policies, for Virtual_Ms selection and placement. | - Virtual_Ms selection policy (MP) - Virtual_Ms placement policy (MCC)                                                                  | - The results showed that the proposed policies perform better than existing policies in terms of energy consumption, Virtual_Ms migration time, and the service level of agreement (SLA), violation percentage. |
| Camati et al. [12]  | - A new method to solve the problem of Virtual_Ms placement.                 | - Multiple multidimensional knapsack problem (MKP)                                                                                    | - The results showed that the heterogeneity of resources among physical machines impairs the placement ratio. |
| Chaurasia et al. [29]| - A multi-objective problem-solution approach for finding the Virtual_Ms for migration leading to server consolidation. | - Pareto Optimal solution - Fuzzy technique for order of preference by similarity to ideal solution (TOPSIS)                           | - The proposed approach solves the multi-objective problem approach for finding the Virtual_Ms for migration leading to server consolidation. |
| Parikh et al. [17]  | - A new strategy to find the best Virtual_Ms allocation in cloud computing. | - Hungarian algorithm                                                                                                                  | - CloudSim tool verified the results                                                                                                      |
| Zhao et al. [13]    | | - PSO (particle swarm optimisation) - SA (simulated annealing) - Probability Theory - Mathematical Statistics | - The results showed that the placement selection—energy-saving (PS-ES) proposed approach has capabilities to make the result of live VM migration events more highly effective and valuable. |
| Vidhya et al. [30]  | | - Monte Carlo Sampling Parallel version of particle swarm optimisation (PPSO)                                                        | - The results showed that the redundancy savings are high, almost 75% of redundancies are removed.                                      |
| Garino [31]         | | - Particle swarm optimisation (PSO)                                                                                                     | - The results showed better performance when supplying (or not) job information to the schedulers, namely a qualitative indication of job length. |
| Thiruvenkadam et al. [32] | | | - The results showed that the proposed algorithms are realistic and that these can be used in the cloud environment for placing the VMs effectively to the physical machines. |
Table 1. Cont.

| References             | Task Domain                                                                 | Methods                                                                 | Results                                                                                                                                                                                                 |
|------------------------|----------------------------------------------------------------------------|-------------------------------------------------------------------------|--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| Seddigh et al. [33]    | - A virtual machine dynamic prediction scheduling method via ant colony optimisation (VMDFS-ACO) to evaluate the scheduling of Virtual_Ms in a datacentre. | - Ant colony optimisation (ACO) algorithm                               | The results showed that the proposed algorithm could save 52% physical resources compared to the worst version of first-fit decreasing (FFD) algorithm. Can save 28% lower resource wastage compared to the best version of first-fit decreasing (FFD) algorithm in the homogeneous mode. |
| Dashti et al. [34]     | - A new service in the platform as a service (PaaS) layer for managing consumer tasks and lower energy to reallocate migrated Virtual_Ms in the overloaded host and to establish the under-loaded host which offers power-saving dynamically. | - A modified particle swarm optimisation                               | The results showed that the method could save as much as 14% more energy, and the number of migrations and simulation time significantly reduces compared with the previous works. |
| Parmar et al. [35]     | - A Virtual_Ms allocation load balancing algorithm based on the Assignment Problem’s solution method concept for cloud environments. | - VM allocation load balancing algorithm allocation                      | The results showed better execution time comparing to the first come first serve algorithm (FCFS). The proposed approach also showed that the number of requests increases a decrease in execution time is observed. |
| Moorthy et al. [36]    | - An ant colony optimisation-based virtual machine placement is proposed.   | - Ant colony optimisation                                              | The results show that the proposed algorithm minimises the cost, response time and the number of migrations compared to other algorithms.                                                                 |
| Hanen et al. [37]      | - A mobile medical web service system by implementing a medical cloud multi-agent system (MCMAS) solution. | - Medical cloud multi-agent system (MCMAS)                            | The results showed that the proposed solution has a commanding capability to cope with the problem of a traditional application. The performance of the Medical cloud multi-agent system is compared with the traditional system in polyclinic ESSALEMA, which showed that this prototype yields better results than using the usual application. |

Compared to some of the state-of-the-art algorithms from the literature, the proposed solution is improved in terms of the execution time of medical requests, see below Section 5. The findings indicate that the enhancement proportion regarding the state-of-the-art methods in the literature is in the range of 13% to 67%. This enhancement can be noted in Figure A1 see Appendix A for more details.

3. The Proposed Intelligent Model

This section shows the proposed intelligent model of cloud computing for medical applications. It is composed of five subsections, as follows:

- Stakeholders’ Devices
- Stakeholders’ Queries (Tasks)
- Cloud Broker
- Network Administrator
- Healthcare Services

Figure 1 explains the subsections of the intelligent model as follows:

- Stakeholder uses intelligent devices to transmit many medicinal queries efficiently via the cloud environment to gain many medicinal responses, such as disease diagnosis services and management of electronic medical records (EMR).
- The cloud broker is responsible for sending and receiving queries from the cloud service.
- The network administrator is responsible for the management of the connections between the hosts inside the network in the cloud.
- The network administrator is implementing an intelligent algorithm (PPSO algorithm) that it uses to obtain the best choice of Virtual_Ms in the cloud to minimise the execution time of stakeholders’ queries and maximise resources utilisation.
- Medical cloud introduces many healthcare services, such as diagnosis of diseases, telemedicine, EMR, and emergency medical data.

4. The Proposed Genetic Algorithm and Parallel Particle Swarm Optimisation in the Cloud

This section shows the genetic algorithm (GA) and parallel particle swarm optimisation (PPSO) algorithm for cloud computing to compute total execution time of stakeholders’ medical queries. The cost function is used to define the best choice of Virtual_Ms on the cloud environment via three factors, which are waiting time, CPU utilisation, and turnaround time. These factors are composed of three parameters, as follows:
Arrival Time (AT): time at which the task arrives in the ready queue.

Burst Time (BT): the time required by a task for CPU execution. BT is calculated as follows:

\[
BT = \frac{\text{Clock Time to Burst}}{\text{Burst Ratio}}
\]

where:

\[
\text{Burst ratio} = \frac{\text{Burst Threshold}}{\text{Burst Limit}}
\]

Completion Time (CT): time at which task completes its execution.

Table 2 shows the three parameters which are needed to compute the total implementation time of medical queries from stakeholders.

**Table 2. Factors of optimal selection of Virtual Machines.**

| Number | Factors              | Formula                                      |
|--------|----------------------|----------------------------------------------|
| 1      | CPU Utilisation (U)  | \( U = 100\% - (100\% \text{ time spent in the idle task}) \) (a) |
| 2      | Waiting Time (WT)    | \( \text{WT} = \text{TT} - \text{Burst Time (BT)} \) (b) |
| 3      | Turnaround Time (TT) | \( \text{TT} = \text{Completion Time (CT)} - \text{Arrival Time (AT)} \) (c) |

The three factors mentioned in Table 2 represent the cost function used in this study. It helps stakeholders in medical applications to reduce the implementation time of medical queries by using GA or PPSO to find optimal Virtual Ms in the cloud environment.

### 4.1. The Proposed Genetic Algorithm in Cloud Environment

In this subsection, we extensively explain the proposed genetic algorithm (GA) that is utilised to execute our proposed model. The significant chromosomes’ size, mutation, and crossover prospects are producing new offspring that assists in obtaining novel solutions.

Suppose that there are \( F \) (GA) chromosomes population (Virtual Ms) = 1000 and a set of iteration = 100. Each Virtual Ms in the cloud environment is represented as a chromosome which considers a possibility solution (Virtual Ms) that can be assigned for implementing the stakeholder’s requests. Calculate cost function (optimally chosen of Virtual Ms) by using CPU Utilisation (U), Turnaround Time (TT), and Waiting Time (WT). If the stakeholder’s request is concluded, find the optimal implementation request time and optimally chosen Virtual Ms, otherwise, execute selection, crossover, mutation, process, and produce new chromosomes, as shown below in Algorithm 1.

The selection process assists in holding the best chromosomes (Virtual Ms) and selecting a proper pair from each chromosome (Virtual Ms). It relies on the division of the 2 chromosomes (two Virtual Ms on the cloud environment) randomly and compares between them to select the best one. So, execute the 2-points crossover process between two chromosomes (two Virtual Ms) and obtain two different offspring. The crossover process is computed by using two Equations (3) and (4) as follows:

\[
\text{Offspring A} = H \times P1 + (1 - H) \times P2
\]

\[
\text{Offspring B} = (1 - H) \times P1 + H \times P2
\]

where:

\( H = \) random number (elected before each crossover process)

\( P = \) parent (Virtual Ms)

The purpose of the mutation process is to hold small changes in chromosomes. So, it utilises a flip bit mutation method for that purpose. In chromosomes (Virtual Ms), the mutation process changes one or more gene values from its initial state. Mutation = 0.5. Algorithm 1 shows scientific steps to apply GA on the cloud environment, as follows.
Algorithm 1. Genetic Algorithm (GA) Steps for Selecting Virtual_Ms on Cloud Environment.

1. **Input:** Size $\alpha$ of population,
2. Rate $\beta$ of Elitism,
3. Rate $Y$ of Mutation,
4. Number $\sigma$ of Iterations
5. **Output:** $H \leftarrow \text{(Optimal Chromosomes (Virtual_Ms), Optimal Exec Time)}$
6. Stakeholders Tasks $= ST$
7. Count $I = 0$
8. $P_k = \text{Produce random } \sigma \text{ solutions}$
9. Calculate fitness function (i) for each $I \in P_k$
10. **While** ($ST \neq 0$)
11. **For** $I = 0$ to $\sigma$ **do**
12. Select chromosomes (Virtual_Ms) for tournament
13. Find chromosomes (Virtual_Ms) with the lowest fitness
14. Remove chromosomes (Virtual_Ms) with the lowest fitness
15. **Two-points crossover** process (create new chromosomes)
16. Evaluate new chromosomes (Virtual_Ms)
17. **End for**
18. **BitFlip Mutation**
19. Evaluate (mutated chromosomes (Virtual_Ms))
20. Calculate fitness function (i) for each $I \in P_k$
21. **End while**
22. $H = \text{fittest values from } P_k$
23. **Return** $H$

Initially, the system contains many chromosomes (Virtual_Ms). The GA aims to calculate the fitness function (optimal selection of Virtual_Ms) by using U, TT, and WT for each chromosome (Virtual_Ms) to select the optimal selection of Virtual_Ms through the shortest execution time for each chromosome (Virtual_Ms) on a cloud environment. Suppose the stakeholder’s medical task is finished execution. We can find the optimal execution time and optimal priority scheduling of Virtual_Ms. Otherwise, we should apply the selection process, and nominate the optimal two chromosomes (two Virtual_Ms) from the population through their fitness value. Randomly choose two different chromosomes (Virtual_Ms) from the population. Then, apply the crossover process and determine the swap point: the parent swap is a part of a series of binary numbers separating swap points. Randomly choose two different previously unselected chromosomes from the population. Then, implement the mutation process on those offspring just interchanging the bit positions. Finally, implement an elitist process to ensure the continuity of good chromosomes (Virtual_Ms) and generate a new population to calculate fitness function and repeat these steps to find optimal Virtual_Ms on the cloud environment, as shown in Figure 2.

Finally, the purpose of GA is to compute the cost function (the best selection of Virtual_Ms) by using U, TT, and WT for each chromosome (Virtual_Ms) to select the best selection of Virtual_Ms through the lowest implementation of the final time (make span) for each chromosome (Virtual_Ms) on a cloud environment.
4.2. The Proposed Parallel Particle Swarm Optimisation in Cloud Environment

Suppose there are F particles (Virtual_Ms) = 1000, C1 = 2, C2 = 2, and set of iterations = 100. In the particle swarm optimisation (PSO), inertia weight parameter is significant because it impacts the concourse, exploration, and exploitation trade-off in PSO operation. Each Virtual_Ms in the cloud environment is represented as a particle which considers a possibility solution (Virtual_Ms) that can be assigned for implementing the stakeholder’s requests. Calculate cost function (optimal choice of Virtual_Ms) by using U, TT, and WT. After computing the cost function, we compared each particle (Virtual_Ms) with its local best (pbest). If the existing value is better than pbest, then set the existing position as pbest position. Moreover, if the existing value is better than global best (gbest), then put gbest to the existing index in particle array. Allocate the best particle (Virtual_Ms) as gbest. Update each particle velocity and position according to Equations (5) and (6).

The velocity value is computed by Equation (5):

\[ V_i(t+1) = V_i(t) + U_1 C_1 \times (P_{p-best} - X_i(t)) + U_2 C_2 \times (P_{g-best} - X_i(t)) \]  

where:
• $V(t+1)$ represents the new velocity of a particle and $V(t)$ represents its current velocity.
• $U_1$ and $U_2$ are two random variables in the range $[0, 1]$.
• The constants $C_1$ and $C_2$ represent the learning factors.
• The X-vector records the current position of the particle in the search space.
• $P_{p-best}$ is the best particle agent $I$.
• $P_{g-best}$ is the best particle in search space.

The position value is computed by Equation (6):

$$X_i(t+1) = X_i(t) + V_i(t+1) \quad (6)$$

where:

• $X_i(t+1)$ represents the new position of a particle.
• $X_i(t)$ represents its current position.

If a stakeholder’s request is concluded, the algorithm obtains the best implementation on the final time (make span) and the best selection of Virtual_Ms; otherwise, it computes the cost function (the best chosen of Virtual_Ms) for each particle (Virtual_Ms). Finally, the purpose of parallel PSO is to compute the cost function (the best selection of Virtual_Ms) by using $U$, $TT$, and $WT$ for each particle (Virtual_Ms) to select the best selection of Virtual_Ms through the lowest on the final time (make span) for each particle (Virtual_Ms) on a cloud environment, as shown in Algorithm 2.

One of the swarm optimisation algorithms is PPSO which is an adjusted form of PSO. It is an iterative approach, which locates the best particle (Virtual_Ms) in iterative steps. Initially, the system contains many particles (Virtual_Ms) and locates the best particle (Virtual_Ms) by updating position and velocity. Here, each particle (Virtual_Ms) is updated with two best values. The first one is the local best (pbest), it contests with its neighbour, and the second one is the global best (gbest), the particle contests with its space population. The proposed algorithm aims to reduce the time of medical requests by selecting the optimal Virtual_Ms on the cloud environment, as shown in Figure 3.

In parallel PSO (PPSO), the purpose of parallel processing is to generate the same outputs of the traditional PSO by using several processors jointly to minimise the runtime. For the application of the PPSO, the same procedures cleared in PSO will be applied with some changes, as listed below.

PPSO will identify the number of processors that are requested for the cost function (the best priority scheduling of Virtual_Ms) to be implemented because it can be prepared to be $2N$ sets.

The barrier synchronisation aims to stop the algorithm from the move to the next step until the cost function (the best chosen of Virtual_Ms) has been notified, which is necessary to preserve algorithmic coherence. Assure that all the particles’ (Virtual_Ms) fitness estimations have been accomplished and results notified before the velocity and position computations can be implemented.

Update particle velocity, according to Equation (7):

$$V_{I, j}(t) = W \cdot V_{I, j}(t-1) + C1 \cdot R1 \cdot (P_{i, j}(t-1) - X_{i, j}(t-1)) + C2 \cdot R2 \cdot (P_{S, j}(t-1) - X_{i, j}(t-1)) + C3 \cdot R3 \cdot (P_{g, j}(t-1) - X_{i, j}(t-1)) \quad (7)$$

where:

$X_{i, j}$ = the position of $i$th particle in $j$th swarm,
$V_{I, j}$ = the velocity of $i$th particle in $j$th swarm,
$P_{i, j}$ = the pbest of $i$th particle in $j$th swarm,
$P_{S, j}$ = the swarm best of $j$th swarm,
$P_{g, j}$ = the global best among all the sub swarms,
\[ W = \text{inertia weight}, \]
\[ C_1, C_2, C_3 = \text{acceleration parameters}, \]
\[ R_1, R_2, R_3 = \text{the random variables}. \]

Update particle position according to Equation (8):

\[ X_{i, j}(t) = X_{i, j}(t - 1) + V_{i, j}(t) \] (8)

where:

\[ X_{i, j}(t) = \text{the current position of } i\text{th particle in } j\text{th swarm}, \]
\[ X_{i, j}(t - 1) = \text{the new position of } i\text{th particle in } j\text{th swarm}, \]
\[ V_{i, j}(t) = \text{the current velocity of } i\text{th particle in } j\text{th swarm}. \]

**Algorithm 2. PSO Steps for Selecting Virtual Ms on Cloud Environment**

1. **Input**: Size \( \alpha \) of population,
2. Set \( \beta \) of \( P_{g\text{-best}} \),
3. Set \( \sigma \) of \( P_{p\text{-best}} \),
4. Number \( Y \) of Iterations
5. **Output**: \( P_{g\text{-best}} \leftarrow (\text{Optimal Particles (Virtual Ms)}, \text{Optimal Exec Time}) \)
6. Stakeholders Tasks = \( X \)
7. **Count** \( I = 0 \)
8. **For** \( I = 0 \) to \( \alpha \) **do**
9. \( P_{\text{velocity}} \leftarrow \text{Random velocity}() \)
10. \( P_{\text{position}} \leftarrow \text{Random position}(\alpha) \)
11. \( \sigma \leftarrow P_{\text{position}} \)
12. **If** \( \text{cost}(\sigma) \leq \text{cost}(\beta) \)
13. \( \beta = \sigma \)
14. **End if**
15. **End for**
16. **While** \( (X \neq 0) \)
17. **For** \( I = 0 \) to \( Y \) **do**
18. Calculate fitness function
19. Update velocity \( (P_{\text{velocity}}, \beta, \sigma) \)
20. Update position \( (P_{\text{velocity}}, P_{\text{position}}) \)
21. \( P_{\text{velocity}} \leftarrow \text{Update velocity} \)
22. \( P_{\text{position}} \leftarrow \text{Update position} \)
23. **If** \( \text{cost}(P_{\text{position}}) \leq \text{cost}(\alpha) \)
24. \( \sigma = P_{\text{position}} \)
25. **If** \( \text{cost}(\sigma) \leq \text{cost}(\beta) \)
26. \( \beta = \sigma \)
27. **If** \( (X \text{ is finished} = \text{true}) \)
28. \( X = X - 1 \)
29. Save \( \beta \)
30. **Else**
31. Calculate fitness function for each particle (Virtual Ms)
32. **End if**
33. **End if**
34. **End if**
35. \( I = I + 1 \)
36. **End for**
37. **End while**
38. **Return** \( \beta \)
Figure 3. The proposed parallel particle swarm optimisation algorithm for cloud computing.
5. The Proposed Intelligent Model

This section shows the experimental results of our proposed model on the cloud environment by using the two proposed algorithms (GA and PPSO). These two algorithms are executed using two different tools which are the MATLAB [38] tool and the CloudSim package.

After comparing these algorithms, the optimal algorithm is selected in terms of implementation time, speed of processing live data, and system efficiency to apply it to cloud computing. The experiments are conducted based on the performance metrics, which consists of speedup and efficiency. The speedup is utilised to compute the attribution of the average execution time on one processor \( A[t_1] \) and the average execution times on several processors \( A[t_k] \). The speedup is shown in Equation (9):

\[
S_k = \frac{A[t_1]}{A[t_k]} \quad (9)
\]

Assume the \( k \) parameter is 8. The execution times of GA and PPSO are clarified in Tables 3 and 4. Thus, the speedup of PPSO is 3.02 times faster than GA. The efficiency is shown as the proportion of speedup by \( k \) processors. It is shown in Equation (10):

\[
E_k = \left(\frac{S_k}{k}\right) \times 100\% \quad (10)
\]

| No  | Inputs               | Values            |
|-----|----------------------|-------------------|
| 1   | Population Size      | 100–1000          |
| 2   | Crossover Probability| 0.5               |
| 3   | Crossover type       | Two-Points        |
| 4   | Mutation Probability | 0.6               |
| 5   | Mutation type        | BitFlip           |
| 6   | Number of Iterations | 100               |

Table 4. GA outputs.

| Number of Trials | Populations | Execution Time |
|------------------|-------------|----------------|
| 1                | 100         | 5.93           |
| 2                | 150         | 8.76           |
| 3                | 200         | 11.87          |
| 4                | 250         | 13.95          |
| 5                | 300         | 17.44          |
| 6                | 350         | 20.94          |
| 7                | 400         | 26.67          |
| 8                | 450         | 29.78          |
| 9                | 500         | 35.53          |
| 10               | 550         | 37.35          |
| 11               | 600         | 35.80          |
| 12               | 650         | 40.63          |
| 13               | 700         | 50.13          |
| 14               | 750         | 40.99          |
| 15               | 800         | 48.26          |
| 16               | 850         | 53.62          |
| 17               | 900         | 59.88          |
| 18               | 950         | 55.49          |
| 19               | 1000        | 63.19          |

The required inputs to execute GA are shown in Table 3.

By executing GA using the values of the parameters reported in Table 3, the outputs in Table 4 are obtained. The values of the parameters were obtained through a preliminary tuning phase, in which
different combinations of the parameters were tested. From this tuning phase, we concluded that 100 iterations guarantee the convergence of the algorithm also for a population size of 100. Concerning the crossover and mutation probability, the selected configuration is the one that produced the best performance across the different combinations considered. We highlight the importance of having a high value of the mutation probability because values that are commonly used in the GA literature (i.e., with a mutation rate usually smaller than 0.1) would result in poor performance. Table 4 displays several trials, populations, and final implementation time in each trial with a different population. The implementation time is correlated with the increasing population volumes due to the need to search in a great amount of potential solution. That is why the value of implementation time has risen with the increasing number of trials.

Figure A2, see Appendix A, displays the positive relation between the set of populations and the final execution time of each trial. Also, the mutation operation causes a random hop in the location of the produced solutions that can depict the cause of the curved decreasing in trials number 11, 14, and 18.

The quality of PSO can be enhanced by using parallel processors. Dependently, the PPSO will define the set of processors needed for the cost function to be executed. Our model can be utilised in environments with big-scale resources and requests. Therefore, Gustafson law is used in this study to deal with some parallel processing requests. The efficiency of the PPSO can be evaluated by using Gustafson’s Law in Equation (11):

$$SP \leq P - \alpha \times (P - 1)$$  \hspace{1cm} (11)

where:

- $$SP$$ = speed up.
- $$\alpha$$ = the portion of non-parallelised tasks, where the parallel work per processor is fixed.
- $$P$$ = set of processors.

Assume $$\alpha = 0.5$$ and set of processors: 2, 5, 10, 20, 40, 80, 160, 320, 640, and 1280. Table 5 shows the number of processors and their corresponding value of speedup.

| Number of Trials | P     | Sp   |
|------------------|-------|------|
| 1                | 2     | 1.5  |
| 2                | 5     | 3    |
| 3                | 10    | 5.5  |
| 4                | 20    | 10.5 |
| 5                | 40    | 20.5 |
| 6                | 80    | 40.5 |
| 7                | 160   | 80.5 |
| 8                | 320   | 160.5|
| 9                | 640   | 320.5|
| 10               | 1280  | 640.5|

- If $$\alpha = 0.5$$ and $$P = 2$$: $$S2 \leq 2 - 0.5 \times (2 - 1) = 1.5$$

Raising the number of processors can impact the execution time of stakeholders’ tasks. Figure A3, see Appendix A, displays the relation between the utilised set of processors and the speedup of time. The required inputs to execute PPSO are shown in Table 6.
Table 6. PPSO inputs.

| No | Inputs    | Values     |
|----|-----------|------------|
| 1  | Number of Particles | 100–1000   |
| 2  | C1        | 2          |
| 3  | C2        | 2          |
| 4  | Wmax      | 0.9        |
| 5  | Wmin      | 0.3        |
| 6  | Number of Iterations | 100       |

By executing PPSO using the values of the parameters reported in Table 6, the outputs in Table 7 are obtained. Just like the experiments performed with GA, the values of the parameters were selected using a tuning phase. In this case, we want to remark on the importance of the parameters C1 and C2 whose values are critical for achieving a satisfactory performance. Table 7 displays several trials, number of particles, and final implementation time in each trial with different particles. The execution time of PPSO is dramatically better than the corresponding execution time of GA. Also, the execution time is correlated with the increasing number of particles in each trial. The affirmative relation between execution time and the number of particles in PPSO is shown in Figure A4, see Appendix A.

Table 7. PPSO outputs.

| Number of Trials | Particles | Execution Time |
|------------------|-----------|----------------|
| 1                | 100       | 6.59           |
| 2                | 150       | 6.92           |
| 3                | 200       | 7.03           |
| 4                | 250       | 7.21           |
| 5                | 300       | 8.03           |
| 6                | 350       | 8.40           |
| 7                | 400       | 9.16           |
| 8                | 450       | 9.28           |
| 9                | 500       | 10.09          |
| 10               | 550       | 11.19          |
| 11               | 600       | 11.93          |
| 12               | 650       | 11.92          |
| 13               | 700       | 12.83          |
| 14               | 750       | 14.57          |
| 15               | 800       | 14.32          |
| 16               | 850       | 15.39          |
| 17               | 900       | 16.29          |
| 18               | 950       | 17.15          |
| 19               | 1000      | 19.02          |

From these experiments, we can conclude that the PPSO algorithm outperforms GA in terms of efficiency. The PPSO algorithm is 37.7% more efficient than the GA for stakeholders to minimise the execution time of medical requests (medical tasks (T)). Figure 4 shows that the PPSO algorithm is much better than the GA in terms of execution time and efficiency.
From these experiments, we can conclude that the PPSO algorithm outperforms GA in terms of efficiency. The PPSO algorithm is 37.7% more efficient than the GA for stakeholders to minimise the execution time of medical requests (medical tasks (T)). Figure 4 shows that the PPSO algorithm is much better than the GA in terms of execution time and efficiency.

A set of experiments were implemented on CloudSim to find the best choice of Virtual_Ms to prove that the matchmaking of our proposed PPSO algorithm on the cloud environment is correct. The first trial utilises the default CloudSim where the first cloudlet (medical task) picks the first Virtual_Ms, and the second cloudlet picks the second Virtual_Ms, etc. Finally, the total time to build a successful cloudlet is 3 s, as shown in Table 8.

Table 8. Outputs of default CloudSim, first trial.

| Cloudlet ID | Status  | Datacentre ID | Virtual_Ms ID | Time  | Start Time | Finish Time |
|-------------|---------|---------------|---------------|-------|------------|-------------|
| 0           | Success | 2             | 0             | 800   | 0.1        | 800.1       |
| 1           | Success | 2             | 1             | 1200  | 0.1        | 1200.1      |
| 3           | Success | 2             | 3             | 8000  | 0.1        | 8000.1      |
| 2           | Success | 2             | 2             | 16,000| 0.1        | 16,000.1    |

Build Successful (total time: 3 s)

In the second trial by using the GA, the first cloudlet (medical task) picks the first Virtual_Ms, and the second cloudlet also picks the first Virtual_Ms, etc. Finally, the total time to build a successful cloudlet by using GA is 4 s, as shown in Table 9.

Table 9. Outputs of default CloudSim, second trial.

| Cloudlet ID | Status  | Datacentre ID | Virtual_Ms ID | Time  | Start Time | Finish Time |
|-------------|---------|---------------|---------------|-------|------------|-------------|
| 0           | Success | 2             | 1             | 1600  | 0.1        | 1600.1      |
| 1           | Success | 2             | 1             | 2000  | 0.1        | 2000.1      |
| 2           | Success | 2             | 2             | 8000  | 0.1        | 8000.1      |
| 3           | Success | 2             | 3             | 16,000| 0.1        | 16,000.1    |

Build Successful (total time: 4 s)

In the second trial by using the PPSO algorithm, the first cloudlet (medical task) picks the first Virtual_Ms, and the second cloudlet also picks the first Virtual_Ms, etc. Finally, the total time to build a successful cloudlet by using the PPSO algorithm is 1 s, as shown in Table 10.
Table 10. Outputs of PPSO algorithm on CloudSim.

| Cloudlet ID | Status  | Datacentre ID | Virtual_Ms ID | Time  | Start Time | Finish Time |
|-------------|---------|---------------|---------------|-------|------------|-------------|
| 0           | Success | 2             | 1             | 1600  | 0.1        | 1600.1      |
| 1           | Success | 2             | 1             | 2000  | 0.1        | 2000.1      |
| 3           | Success | 2             | 3             | 8000  | 0.1        | 8000.1      |
| 2           | Success | 2             | 2             | 16,000| 0.1        | 16,000.1    |

Build Successful (total time: 1 s)

In the cloud computing environment, PPSO outperforms on default CloudSim in terms of TT, WT, CPU utilisation, and make span, as shown in Table 11.

Table 11. Turnaround Time (TT), Waiting Time (WT), and CPU outputs of the PPSO algorithm on CloudSim.

| Criteria           | Default CloudSim | PPSO |
|--------------------|------------------|------|
| No. of Processor   | 1  2  3  4  5    | 1  2  3  4  5 |
| TT                 | 350 280 170 148 115 | 300 200 150 140 100 |
| WT                 | 0.007 0.006 0.003 0.002 0.001 | 0.006 0.005 0.001 0.0001 0.0001 |
| CPU Utilisation    | 0.007 0.006 0.003 0.002 0.001 | 0.006 0.005 0.001 0.0001 0.0001 |
| Make span          | 570 145 120 100 70 | 500 120 100 75 40 |

Figures A2 and A3 (Appendix A), and Figures 5 and 6 display the results of the PPSO algorithm on the CloudSim package in terms of turnaround time, waiting time, CPU utilisation, and final time (make span) of the medical task. There is an inverse relationship between the time and number of processors. For example, in turnaround time, it decreased based on many reasons, such as the numbers of medical requests and the number of processors in each trial on the CloudSim package, as shown in Figure 5.

Figure 5. The relation between TT and number of processors.
Figures 6–8 show the inverse relationship between the number of processors and WT, U, and the final time (make span), respectively.

Figure 6. The relation between WT and number of processors.

Figure 7. The relation between U and number of processors.

Figure 8. The relation between make span and number of processors.

Compared to some of the state-of-the-art methods which are mentioned in the literature review, Table 12 presents the total running time of our proposed model. The results show that the enhancement proportion regarding the state-of-the-art methods in the literature review is in the range of 13% to 67%. This enhancement can be noted, as shown in Figure A1, see Appendix A.

Table 12. Sample of execution time of recent methods in the Literature Review and the proposed model.

| No | Methods in the Literature Review | Proposed Method | Total Execution Time (seconds) |
|----|----------------------------------|-----------------|--------------------------------|
| 1  | Dashti et al. [30] PSO           |                 | 7.9                            |
| 2  | Parmar et al. [31] Default CloudSim |                 | 7.8                            |
| 3  | Moorthy et al. [32] Ant colony optimisation |       | 1.5                            |
| 4  | Hanen et al. [33] Improved GA    |                 | 3                              |
| 5  | The proposed GA model            | Proposed GA     | 4                              |
| 6  | The proposed PPSO model          | Proposed PPSO   | 1                              |
Compared to some of the state-of-the-art methods which are mentioned in the literature review, Table 12 presents the total running time of our proposed model. The results show that the enhancement proportion regarding the state-of-the-art methods in the literature review is in the range of 13% to 67%. This enhancement can be noted, as shown in Figure A1, see Appendix A.

Table 12. Sample of execution time of recent methods in the Literature Review and the proposed model.

| No | Methods in the Literature Review | Proposed Method | Total Execution Time (Seconds) |
|----|---------------------------------|-----------------|-------------------------------|
| 1  | Dashti et al. [30]              | PSO             | 7.9                           |
| 2  | Parmar et al. [31]              | Default CloudSim| 7.8                           |
| 3  | Moorthy et al. [32]             | Ant colony optimisation | 1.5                           |
| 4  | Hanen et al. [33]               | Improved GA     | 3                             |
| 5  | The proposed GA model           | Proposed GA     | 4                             |
| 6  | The proposed PPSO model         | Proposed PPSO   | 1                             |

It is important to determine the number of populations in GA, particles in PPSO, and execution time of each of them to select the optimal algorithm in terms of speed and time efficiency to reduce the total execution time of medical requests on a cloud environment. The proposed algorithms were applied on the CloudSim package. We have concluded that the PPSO outperforms the GA and the state-of-the-art methods in terms of the total execution time of requests, as shown in Table 12.

The proposed model is clear regarding the speedup and efficiency of PPSO that outperformed both GA and the state-of-the-art methods, and it succeeded to choose the best Virtual_Ms on a cloud environment. The proposed model helps stakeholders in medical applications to reduce the execution time of medical requests and maximise utilisation of medical resources on the cloud computing environment.

6. Conclusions

The stakeholders in the health sector are facing many problems when deploying medical applications in cloud environments. One of the most important problems facing this sector is the delay of medical requests and the limited medical resources available on the cloud environment. By identifying the best Virtual_Ms on the cloud environment, we will be able to minimise the execution time of these medical requests and maximise usage of cloud computing resources. This paper proposes a novel model for medical applications on cloud computing using PPSO to define the optimal choice of Virtual_Ms. Also, the three factors used as a cost function are turnaround time, waiting time,
and CPU utilisation for determining the optimal Virtual_Ms selection in a cloud environment. The results displayed that the PPSO algorithm gives accurate outcomes better than the GA in terms of the execution time of medical queries, efficiency, and standard error, by 3.02, 37.7% and 3.13, respectively.

Furthermore, the PPSO algorithm was implemented on the CloudSim package. The results displayed that PPSO algorithm gives accurate outcomes better than default CloudSim in terms of final implementation time of medicinal queries by 33.3%. Finally, the proposed model outperformed the state-of-the-art methods in the literature review by a range from 13% to 67%. The future work aims to execute novel optimisation algorithms such as whale optimisation and lion optimisation to find the optimal Virtual_Ms on the cloud environment as well as executing our model in different applications.
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**Appendix A**
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**Figure A1.** The execution time of the proposed model compared to state-of-the-art methods.
Figure A2. The relation between populations and execution time in the GA.

Figure A3. The relation between processors and speedup in parallel processing.

Figure A4. The relation between particles and execution time in PPSO.
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