Abstract—Transfer learning has been widely studied and gained increasing popularity to improve the accuracy of machine learning models by transferring some knowledge acquired in different training. However, no prior work has pointed out that transfer learning can strengthen privacy attacks on machine learning models. In this paper, we propose TransMIA (Transfer learning-based Membership Inference Attacks), which use transfer learning to perform membership inference attacks on the source model when the adversary is able to access the parameters of the transferred model. In particular, we propose a transfer shadow training technique, where an adversary employs the parameters of the transferred model to construct shadow models, to significantly improve the performance of membership inference when a limited amount of shadow training data is available to the adversary. We evaluate our attacks using two real datasets, and show that our attacks outperform the state-of-the-art that does not use our transfer shadow training technique. We also compare four combinations of the learning-based/entropy-based approach and the fine-tuning/freezing approach, all of which employ our transfer shadow training technique. Then we examine the performance of these four approaches based on the distributions of confidence values, and discuss possible countermeasures against our attacks.
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I. INTRODUCTION

A number of recent machine learning (ML) systems are built upon a large amount of training data. In many practical applications, however, we may not have sufficient training data due to high expense or difficulty in data acquisition. Transfer learning [1]–[6] has been widely studied to improve the accuracy of machine learning systems by incorporating some knowledge gained through solving a different problem. For example, we may transfer a part of an ML model trained by a data-rich organization (e.g., big company, large hospital) to another ML model in a different organization (e.g., startup company, small hospital) that has only a small amount of data and wants to significantly improve the accuracy of the latter model. We refer to the former model as a source model, and the latter as a target model.

In many practical ML systems, training data involve sensitive personal data; e.g., face images, medical data. A large dataset in the source data-rich organization can also include some sensitive personal data; e.g., face images in a large-scale image dataset for object recognition. When a source model is trained using sensitive personal data, transfer learning can raise a serious privacy concern. In particular, General Data Protection Regulation (GDPR) [7] requires an adequate level of protection when an organization transfers personal data to another organization. Therefore, protecting privacy of users in the source model is an important issue in transfer learning across organizations.

Privacy in transfer learning has been recently studied in the literature. For example, privacy-preserving transfer learning algorithms have been proposed in [8]–[12]. A privacy attack against transfer learning has also been studied in a recent paper [13]. Specifically, the authors in [13] studied a risk of membership inference [14], in which an adversary infers whether or not personal data of a particular user is used for training a source model. They showed by experiments that the adversary who has black-box access to a target model (i.e., who can obtain the target model’s output upon an arbitrary input) infers membership information in the target model with high accuracy, but cannot infer membership information in the source model in the black-box access setting.

However, it remains open whether the adversary can infer membership information of the source model in the white-box access setting, in which the adversary can access the architecture and parameters of the transferred model (e.g., a part of the source model). The privacy risk analysis in the white-box access setting is important to understand the “adequate” level of protection in transfer learning across organizations. The analysis in the white-box setting is also essential in that all the parameters of the transferred model may be leaked by the target organization via illegal access or internal fraud. This issue cannot be overlooked, since the number of data breaches is rapidly increasing in recent years [15], [16].

In this paper, we focus on deep learning, one of the most popular approaches in machine learning, and study the risk of membership inference against transfer learning systems in the white-box access setting. Specifically, we focus on network-based deep transfer learning [2], [3], [6], which trains a deep neural network in the source domain (i.e., source model) and reuses a part of the neural network to construct another neural network in the target domain (i.e., target model). Then we model and analyze an adversary who has white-box access to the transferred part of the source model.

In this analysis, we assume that the source organization does not reveal all parameters of the whole source model to general consumers, since otherwise membership inference attacks would be performed efficiently [17]. Then the adversary does...
not have white-black-box access to the whole source model. Instead, we assume that the adversary has white-box access only to the transferred part of the source model to analyze the privacy risk in model transfer across organizations; e.g., the privacy risk when the target organization, which obtains the transferred model by signing a contract with the source organization, leaks the transferred model by illegal access or internal fraud. In this setting, the adversary obtains the source model’s output by querying arbitrary input, and infers whether or not personal data of a particular user have been used to train the source model.

One might think that if the adversary has the white-box access to the transferred part of the source model, then the adversary can easily perform the membership inference attack without the black-box access to the whole source model. However, this is not the case. Specifically, Nasr et al. [17] showed that a white-box membership inference attack that uses the outputs of individual layers does not provide better accuracy than the black-box attack. Then they proposed a white-box attack using the gradient of the prediction loss with regard to all parameters, and showed that the proposed attack outperforms the black-box attack. However, this attack cannot be performed in our setting where the adversary does not have a white-box access to the whole source model, because the adversary cannot calculate the gradient by the back-propagation algorithm in this case. For this reason, we explore a new membership inference algorithm under the assumption of the white-box access to the transferred model and the black-box access to the whole source model.

Under this assumption, we show that the adversary can also transfer the knowledge in the same way as the target organization to significantly improve the accuracy of membership inference attacks. Specifically, we propose a new technique called transfer shadow training, which transfers the parameters of the transferred model to a shadow model [14] that imitates the behavior of the source model and for which the adversary knows the training dataset. This technique is helpful for the adversary especially when the amount of shadow training data is small. For example, the adversary may not have sufficient shadow training data due to high expense or difficulty in acquiring personal data (e.g., face images, medical data), just like the target organization. By experiments using two real datasets, we demonstrate that our new technique enables such an adversary to perform the membership inference attack against transfer learning with high accuracy.

Contributions. Our main contributions are as follows:

- We propose TransMIA (Transfer learning-based Membership Inference Attacks), new attacks that use transfer learning to perform membership inference attacks on the source model. In particular, we propose a transfer shadow training technique, which transfers the parameters of the transferred model to a shadow model, to significantly improve the accuracy of membership inference when the amount of shadow training data is small. To our knowledge, this work is the first to use transfer learning to strengthen privacy attacks on the source model. Zou et al. [15] proposed a privacy attack against transfer learning (in a black-box access setting), whereas we propose a privacy attack using transfer learning (in a white-box access setting).
- We evaluate our membership inference attacks by experiments using two real datasets, and show that our membership inference attacks are realistic and effective threats to the source model especially when the adversary has a limited prior knowledge on the datasets. Specifically, our attacks outperform a state-of-the-art method [13] that does not use our transfer shadow training technique.
- We compare four types of our membership inference attacks to investigate the advantages and disadvantages of these attacks. Specifically, we evaluate the four combinations of the learning-based/entropy-based approach and the fine-tuning/freezing approach, all of which are trained with our transfer shadow training technique. Then we show that the learning-based approach has much higher accuracy than the entropy-based approach. We also show that the attack with the fine-tuning approach may overfit shadow training datasets when the shadow training datasets are small. Furthermore, we discuss the results of these four approaches on the basis of confidence values, and discuss possible countermeasures for our attacks.

A. Related Work

Membership inference attacks. Shokri et al. [14] studied a membership inference attack which, given an individual data record and black-box access to a model, determines if the record was used to train the model. Here they proposed a shadow training technique, which trains shadow models that imitate the behavior of the target model. Inspired by [14], a number of studies have been made on this attack [17]–[23]. For example, Jayaraman et al. [23] assumed a realistic scenario where the candidate pool from which the adversary samples records is imbalanced, and proposed a membership inference attack based on the direction of change in loss of a query record when it is perturbed with a small amount of noise. They showed that their attack outperforms previous attacks in imbalanced prior settings. However, their attack still considers only the black-box access to the model.

Nasr et al. [17] evaluated white-box membership inference attacks against deep learning algorithms. They first showed that a straightforward extension of the black-box attack to the white-box setting, which uses the outputs of individual layers (rather than the outputs of the last layers), does not provide better accuracy than the black-box attack. Then they proposed a white-box attack using the gradient of the prediction loss with regard to all parameters, and showed that it outperforms the black-box attack. Their proposed attack cannot be used in our setting where the adversary does not have a white-box access to \( h_s \), because the adversary cannot calculate the gradient by the back-propagation algorithm in this case.

Recently, Song et al. [24] proposed a membership inference attack based on modified prediction entropy (MPE). They showed that the MPE-based attack outperforms the DNN-
Defences against membership inference attacks. Defences against membership inference attacks have also been widely studied; e.g., regularization-based defenses [14], [25], [26], DP (Differential Privacy)-based defenses [10], [27], [29], adding noise to (or transforming) a confidence score vector [30], [31], and DAMIA [32]. The regularization-based defenses use regularization techniques to reduce overfitting; e.g., l2-norm regularization [14], dropout [26], and adversarial regularization [25]. The DP-based defenses aim to prevent membership inference attacks from adversaries with any background knowledge. The regularization-based defenses and the DP-based defenses have no formal utility-loss guarantees, and can decrease the utility when we want to achieve high privacy. In the DP-based defenses, the privacy budget $\epsilon$ tends to be large to achieve high utility. For example, Rahman et al. [33] reported that centralized deep learning in [27] requires $\epsilon \geq 4$ to achieve high utility, and that it is vulnerable to membership inference attacks in this case.

Jia et al. [30] proposed MemGuard, which adds noise to a confidence score vector based on adversarial example. Their defense bounds the loss of utility and provides better privacy-utility trade-off than the state-of-the-art regularization-based defenses and DP-based defenses. However, this defense cannot be applied to the whole parameters in the transferred model $g_t$. The same applies to the defense in [31].

Finally, Huang et al. [32] proposed DAMIA based on DA (Domain Adaptation), which uses non-sensitive training data from a source domain to obfuscate sensitive training data from a target domain. Specifically, it works as follows: (i) remove labels of sensitive training data; (ii) train a model via DA. In step (ii), it uses as input sensitive training data without labels and non-sensitive training data with labels.

Our work totally differs from [32] in that ours uses transfer learning to increase the performance of the membership inference attack. Another crucial difference lies in source and target tasks; since DA assumes that the source and target tasks are the same [3]. DAMIA is limited to the setting where two datasets are collected for the same task (e.g., two-class classification of cats and dogs). In contrast, the source and target tasks can be different in our setting; e.g., two datasets can be used for classification of different image labels.

Transfer learning. Transfer learning has been widely studied over the past few decades (see [4]–[6] for surveys). Privacy-preserving transfer learning has also been studied in recent years; e.g., a method based on homomorphic encryption and secret sharing [6], methods based on DP [9]–[12].

However, no studies have used transfer learning to strengthen privacy attacks on the source model, to our knowledge. We proposed a transfer shadow training technique, and showed that transfer learning can be used for such purposes when the amount of shadow training data is limited.

II. Preliminaries

A. Basic Notations and Machine Learning

In this paper we deal with supervised learning models with classification tasks. We define an input space $\mathcal{X}$ as a set of feature vectors, an output space $\mathcal{Y}$ as a set of class labels. Let $P$ be the distribution of all data points over $\mathcal{X} \times \mathcal{Y}$. Then a learning algorithm seeks a function that maps a feature vector $x \in \mathcal{X}$ to its class label $y \in \mathcal{Y}$. We denote by $\mathbb{D}_{\mathcal{Y}}$ the set of all distributions over $\mathcal{Y}$. Then each distribution in $\mathbb{D}_{\mathcal{Y}}$ can be represented as a real vector $(p_1, \ldots, p|\mathcal{Y}|)$ with $\sum_{i=1}^{|\mathcal{Y}|} p_i = 1$.

A classification model is a function $f : \mathcal{X} \rightarrow \mathbb{D}_{\mathcal{Y}}$ that maps a feature vector $x$ to a prediction vector $f(x)$ that associates each class label $y \in \mathcal{Y}$ with a classification confidence value $f(x)_y \in [0, 1]$ such that $\sum_{y \in \mathcal{Y}} f(x)_y = 1$. The final classification result is the class label with the largest confidence value, i.e., $\text{argmax}_y f(x)_y$.

To evaluate how badly the classification model $f$ fits each data point $(x, y)$, we employ a real-valued loss function $l$ (e.g., cross entropy). Given a training dataset $D_{\text{train}} \subseteq \mathcal{X} \times \mathcal{Y}$, the training aims to find a classification model $f$ that minimizes the expected loss $L_{\text{train}}(f) = \mathbb{E}_{(x, y) \sim D_{\text{train}}} [l(f(x), y)]$. To evaluate the model $f$, a test dataset $D_{\text{test}} \subseteq \mathcal{X} \times \mathcal{Y}$ is used to compute $L_{\text{test}}(f) = \mathbb{E}_{(x, y) \sim D_{\text{test}}} [l(f(x), y)]$.

B. Deep Transfer Learning

Transfer learning [1]–[6] is an approach to improving the performance of a machine learning task on a target domain by transferring some knowledge from a source domain. Network-based deep transfer learning [2], [3], [6] is a branch of transfer learning that pre-trains a deep neural network $f_s$ from a large training dataset $D_{\text{train}}^s$ in the source domain and reuses a part of $f_s$ to construct another network $f_t$ with a significantly small dataset $D_{\text{train}}^t$ in the target domain. See Fig. 1 for an overview.

Formally, we define network-based deep transfer learning as follows. Let $\mathcal{X}$ be an input space, $\mathcal{Y}_s$ (resp. $\mathcal{Y}_t$) be a source (resp. target) output space, and $P_s$ (resp. $P_t$) be the distribution
of the data points over $X \times Y_s$ (resp. $X \times Y_l$). Then a source classification model is a deep neural network $f_s : X \rightarrow \mathbb{D} Y_s$ that outputs a prediction vector $v$ providing each label $y$ with a classification confidence value $v_y \in [0, 1]$, and the source task is defined as $t_s = (Y_s, f_s)$. As illustrated in Fig. 1 a source model $f_s$ can be regarded as the cascade of the two networks $g_s$ and $h_s$ corresponding to the shallow and deep layers; i.e., $f_s = h_s \circ g_s$. The shallow layers $g_s$ extract task-independent low-level features (e.g., edges, shapes), while the deep layers $h_s$ represent task-specific high-level features (e.g., eyes, mouths). Analogously to the source domain, we also define a target model $f_t = h_t \circ g_t$ and a target task $t_t = (Y_t, f_t)$.

In network-based deep transfer learning, a source model $f_s$ is first trained using a dataset $D_{s}^{\text{train}} \subseteq X \times Y_s$ and then its shallow layers $g_s$ are reused in the training of a target model $f_t$ with another dataset $D_{t}^{\text{train}} \subseteq X \times Y_t$ (See Fig. 1). We call $D_{s}^{\text{train}}$ a source training dataset, and $D_{t}^{\text{train}}$ a target training dataset. In later sections we also use a source test dataset $D_{s}^{\text{test}} \subseteq X \times Y_s$ and a target test dataset $D_{t}^{\text{test}} \subseteq X \times Y_t$.

In this work we deal with two approaches: freezing and fine-tuning. In the freezing approach, we initialize and fix the shallow layers $g_s$ as $g_t$ and update only the deep layers in the training of the target model $f_t$. Then the training aims to find a $h_t$ that minimizes the expected loss $L_{P_t}(h_t \circ g_t)$. In contrast, in the fine-tuning approach, we initialize the shallow layers $g_t$ as $g_t$ and update the whole network in the training of $f_t$. Then the training aims to find a $h_t \circ g_t$ that minimizes $L_{P_t}(h_t \circ g_t)$. Empirically, the fine-tuning approach has better accuracy when target task labels are plentiful, whereas the freezing approach is better for scarce target task labels [34], [35].

C. Membership Inference Attack

We next review a privacy attack on machine learning models, called a membership inference attack (MIA) [14], where an adversary is not given a training dataset $D_{\text{train}}$ and attempts to reveal membership information on $D_{\text{train}}$. Specifically, the adversary in this attack aims to determine whether a specific data point $(x, y)$ is included in a training dataset $D_{\text{train}}$ used to build a classification model $f$.

The membership inference attack exploits a different behavior of the model $f$ when a given data point $(x, y)$ has been used to train $f$. To build an adversary $A$ against $f$, we attempt to learn some statistical relevance between the distribution $f(x)$ of confidence values and the membership $(x, y) \in D_{\text{train}}$.

In this attack, the adversary $A$ is provided access to the model $f$ and some dataset disjoint from the training dataset $D_{\text{train}}$. An adversary is said to have black-box access to $f$ if it can query data $x$ to $f$ and obtain their prediction vectors $f(x)$. In contrast, white-box access to $f$ allows the adversary to obtain the internal structure of $f$ itself (e.g., the weights of the connections between nodes when $f$ is a neural network). Formally, an adversary in the black-box membership inference attack on a model $f$ is a function $A : X \times Y \times \mathbb{D} Y \rightarrow \{\text{in}, \text{out}\}$ that given a data point $(x, y)$ and its prediction vector $f(x)$, outputs one of the labels in and out, where in (resp. out) represents that $A$ predicts $(x, y) \in D_{\text{train}}$ (resp. $(x, y) \notin D_{\text{train}}$). To evaluate the performance of the membership inference attack, we measure the accuracy, precision, and recall of the attack by using a test dataset $D_{\text{test}} \subseteq X \times Y$ disjoint from the training dataset $D_{\text{train}}$.

We deal with two approaches to constructing a membership inference adversary: the learning-based approach [14] and the entropy-based approach [24]. The former constructs an adversary $A$ as a classification model obtained by supervised learning using a dataset other than $D_{\text{train}}$. The latter approach calculates a variant of the Shannon entropy of the prediction vector (defined in Section II-D) and determine the membership by checking whether this entropy exceeds a certain threshold.

D. Modified Prediction Entropy

Finally, we review a recently proposed measure called modified prediction entropy [24], which can be used to build a membership inference attack that may outperform the existing DNN-based attacks in some settings shown in [24]. Intuitively, this measure is a variant of the Shannon entropy of a prediction vector $f(x)$ that also takes into account the correct class label $y$. Formally, the modified prediction entropy $\text{mpe}(v, y)$ of a prediction vector $v \in \mathbb{D} Y$ w.r.t. a label $y \in Y$ is defined by:

$$\text{mpe}(v, y) = -(1 - v_y) \log(v_y) - \sum_{y' \neq y} v_{y'} \log(1 - v_{y'})$$.

III. ATTACK SCENARIOS

We consider a small startup company (or small hospital) $C_{\text{small}}$ that has only small datasets of images (e.g., face images, X-ray images) and wants to achieve higher performance of image classification. Then a big company (or large hospital) $C_{\text{big}}$, that possesses large datasets of images, provides a part of their ML model to the startup $C_{\text{small}}$. Specifically, $C_{\text{big}}$ pre-trains a deep neural network $f_s$ from a large training dataset $D_{s}^{\text{train}}$ in the source domain, and the startup $C_{\text{small}}$ reuses the shallow layers $g_s$ of $f_s$ to construct another network $f_t$ using a significantly small dataset $D_{t}^{\text{train}}$ in the target domain. The big company $C_{\text{big}}$ also offers a machine learning as a service (MLaaS) to general consumers via a black-box API. This service enables the general consumers to query an arbitrary input to obtain $f_s$’s output. Note that the big company $C_{\text{big}}$ does not allow white-box access to the whole source model $f_s$ to the general consumers, because otherwise a lot of membership information can be leaked by the parameters of $f_s$ [17].

Our attack scenario is that the startup company $C_{\text{small}}$, which obtains the transferred model $g_s$ by signing a contract with the big company $C_{\text{big}}$, leaks the shallow layers $g_s$ e.g., by illegal access, malware infection, or internal fraud. Note that even if the startup company $C_{\text{small}}$ trains $f_t$ with the fine-tuning approach, $g_s$ can be leaked by $C_{\text{small}}$. Then we consider an adversary $A$ who has black-box access to the deep neural network $f_t$ through an API and has all the parameters of the shallow layers $g_t$ for the purpose of transfer learning (Fig. 2). The adversary $A$ performs a black-box membership inference attack on $f_t$ to learn whether a specific sensitive image $x$ is included in the training dataset $D_{t}^{\text{train}}$. Although $g_t$ alone extracts only task-independent low-level features and may not directly be used to construct membership inference attacks, we
show that \( g_s \) can be used to strengthen the shadow training to mount a stronger adversary against \( f_s \). This implies that transfer learning can increase the vulnerability to the privacy breach from the source model \( f_s \).

IV. MEMBERSHIP INFERERENCE ATTACKS BASED ON THE TRANSFER SHADOW TRAINING TECHNIQUE

In this section we propose new membership inference attacks TransMIA where attackers perform transfer learning in the attack scenarios in Section III. In particular, we propose a technique called transfer shadow training to significantly improve the performance of the attacks when only a small amount of shadow training data is available to the adversary.

A. Threat Model

We investigate a membership inference attack against a deep neural network \( f_s \) that consists of shallow layers \( g_s \) and deep layers \( h_s \); i.e., \( f_s = h_s \circ g_s \). (See Fig. 1). This attack aims to determine whether a specific data point \((x, y)\) is included in the source training dataset \( D_{\text{train}} \). In Section IV-C we construct an adversary \( A \) who has (1) black-box access to the network \( f_s \) through an API, (2) white-box access to the shallow layers \( g_s \) for the purpose of transfer learning, (3) no access to the deep layers \( h_s \), and (4) may not necessarily know \( h_s \)'s underlying architecture or hyper parameters. In our experiments in Section V we construct shadow models that have the same architecture as \( h_s \). However, as shown in previous work such as [14], the knowledge of the architecture is not necessary to construct shadow models.

We assume that the adversary \( A \) possesses a shadow training dataset \( D_{\text{train}} \) that consists of shallow layers \( g_s \) and deep layers \( h_s \). The adversary \( A \) also obtains the output of \( f_s \) via the black-box API provided by \( C_{\text{big}} \). The adversary \( A \) performs membership inference attack on \( f_s \) using these information.

B. Transfer Shadow Training

We now propose a transfer shadow training technique. As shown in Fig. 2 the adversary \( A \) obtains the shallow layers \( g_s \) from the small startup company \( C_{\text{small}} \) (e.g., via illegal access), as described in Section III. Then the adversary \( A \) transfers this information to shadow models to obtain stronger attack performance with a small amount of shadow training data.

Specifically, we train multiple shadow models to simulate the behavior of the original classification model \( f_s \) under attacks. We denote by \( c_{\text{shadow}} \in \mathbb{N} \) the number of the shadow models. For each \( i = 1, 2, \ldots, c_{\text{shadow}} \), let \( f_{\text{shadow}}^i \) be the \( i \)-th shadow model. We regard \( f_{\text{shadow}}^i \) as a cascade of shallow layers \( g_{\text{shadow}}^i \) and deep layers \( h_{\text{shadow}}^i \); i.e., \( f_{\text{shadow}}^i = h_{\text{shadow}}^i \circ g_{\text{shadow}}^i \). We use a dataset \( D_{\text{train}} \) to train the \( i \)-th shadow model \( f_{\text{shadow}}^i \), and refer to it as the shadow training dataset for \( f_{\text{shadow}}^i \). As with [14], the training datasets for different shadow models may intersect.

To construct each shadow model \( f_{\text{shadow}}^i \), our transfer shadow training technique initializes the shallow layers \( g_{\text{shadow}}^i \) as \( g_s \). Then it trains the shadow model \( f_{\text{shadow}}^i \) by using the dataset \( D_{\text{train}} \). In other words, we perform the network-based deep transfer learning to construct the shadow model. As we will show in our experiments, this significantly improves the accuracy of membership inference even when the amount of
shadow training data $D_{\text{train}}^{\text{shadow}}$ is small. In the transfer shadow training we may take the freezing approach ($g_{\text{shadow}}^{i} = g_s$) or the fine-tuning approach ($g_{\text{shadow}}^{i} \neq g_s$).

C. Attack Algorithms

Next we describe algorithms for TransMIA (Transfer learning-based Membership Inference Attacks), membership inference attacks using our transfer shadow training technique. Here we deal with two types of adversaries: learning-based and entropy-based. This is because in a recent work [24], entropy-based membership inference attacks are proposed and shown to outperform the DNN-based membership inference attack in their experiments. We denote our membership inference attacks with the learning-based approach and the entropy-based approach by TransMIA_L and TransMIA_E, respectively.

To construct the attack algorithms, we introduce a shadow test dataset $D_{\text{test}}^{\text{shadow}} \subseteq D_{\text{shadow}}^{\text{shadow}}$ for each shadow model $f_{\text{shadow}}^{i}$. As with the shadow training datasets, the test datasets for different shadow models may also intersec.

First, we construct a learning-based adversary using our transfer shadow training technique in the following three steps.

TransMIA_L (learning-based adversary)

(L1) We first train multiple shadow models $f_{\text{shadow}}^{i}$ for $i = 1, 2, \ldots, c_{\text{shadow}}$. Specifically, we initialize the shallow layers $g_{\text{shadow}}^{i}$ as $g_s$, and then train $f_{\text{shadow}}^{i}$ by using the dataset $D_{\text{train},i}^{\text{shadow}} \subseteq D_{\text{train}}^{\text{shadow}}$ and the shadow test dataset $D_{\text{test},i}^{\text{shadow}} \subseteq D_{\text{test}}^{\text{shadow}}$. Specifically, we define an attack training dataset $D_{\text{attack}}^{\text{train}}$ as the set of the records $(x, y, f_{\text{shadow}}^{i}(x), \text{in})$ for each $(x, y) \in D_{\text{train},i}^{\text{shadow}}$ and $(x', y', f_{\text{shadow}}^{i}(x'), \text{out})$ for each $(x', y') \in D_{\text{test},i}^{\text{shadow}}$ where $i = 1, 2, \ldots, c_{\text{shadow}}$.

(L2) We next obtain a dataset $D_{\text{attack}}^{\text{train}}$ labeled with membership information (in or out) by applying each shadow model $f_{\text{shadow}}^{i}$ to the shadow training dataset $D_{\text{train},i}^{\text{shadow}}$ and the shadow test dataset $D_{\text{test},i}^{\text{shadow}}$. Specifically, we define an attack training dataset $D_{\text{attack}}^{\text{train}}$ as the set of the records $(x, y, f_{\text{shadow}}^{i}(x), \text{in})$ for each $(x, y) \in D_{\text{train},i}^{\text{shadow}}$ and $(x', y', f_{\text{shadow}}^{i}(x'), \text{out})$ for each $(x', y') \in D_{\text{test},i}^{\text{shadow}}$ where $i = 1, 2, \ldots, c_{\text{shadow}}$.

(L3) We finally construct a membership inference adversary model $A : \mathcal{X} \times \mathcal{Y}_s \times \mathcal{D} \rightarrow \{\text{in}, \text{out}\}$ as a classification model (e.g., DNN, SVM) using the attack training dataset $D_{\text{attack}}^{\text{train}}$ constructed in (L2).

Given an input $(x, y) \in \mathcal{X} \times \mathcal{Y}_s$, the learning-based adversary TransMIA_L obtains $f_{E}(x)$ by black-box access to the source model $f_{E}$ and outputs the label $A(x, y, f_{E}(x))$.

Next, we construct an entropy-based adversary with transfer shadow training in the following three steps.

TransMIA_E (entropy-based adversary)

(E1) We first train multiple shadow models $f_{\text{shadow}}^{i}$ for $i = 1, 2, \ldots, c_{\text{shadow}}$. Specifically, we initialize the same way as in (L1).

(E2) We next employ each shadow model $f_{\text{shadow}}^{i}$ and calculate the modified prediction entropy $\text{mpe}(f_{\text{shadow}}^{i}(x), y)$ for each $(x, y) \in D_{\text{shadow}}^{\text{shadow}} \cup D_{\text{shadow}}^{\text{test}}$. Then for each class label $y \in \mathcal{Y}_s$, we select a threshold $\tau_y$ that maximizes:

$$\sum_{i=1}^{\text{shadow}} |\{(x, y) \in D_{\text{train},i}^{\text{shadow}} : \text{mpe}(f_{\text{shadow}}^{i}(x), y) \leq \tau_y\}|$$

$$+ |\{(x, y) \in D_{\text{test},i}^{\text{shadow}} : \text{mpe}(f_{\text{shadow}}^{i}(x), y) > \tau_y\}|.$$
B. Experimental Setup

In this section we describe the shadow models and attack models. We assume a scenario where all the layers of the target model \( f_s \) except the last fully connected layer are published as \( g_s \) for transfer learning. The adversary leverages \( g_s \) for transfer shadow training. We apply the same settings to both target models generated with the ImageNet and VGGFace2 datasets.

We construct shadow models with three learning approaches: baseline, freezing, and fine-tuning. The baseline approach, denoted by BaseMIA, is the original membership inference attack proposed by Shokri et al.\cite{shokri2017membership}, where we do not utilize any layers of the transferred model \( g_s \) to construct shadow models. The freezing and fine-tuning approaches are instances of our proposed methods described in Section IV-B.

In our experiments, we construct 100 shadow models for each learning approach (i.e., \( c_{\text{shadow}} = 100 \)). For each shadow model \( f_{\text{shadow}}^i \), we prepare a shadow training dataset \( D_{\text{train},i}^{\text{shadow}} \) and a shadow test dataset \( D_{\text{test},i}^{\text{shadow}} \) by randomly selecting images of \( D_{\text{train},i}^{\text{shadow}} \) and \( D_{\text{test},i}^{\text{shadow}} \) respectively. Each shadow model \( f_{\text{shadow}}^i \) is trained with the corresponding shadow training dataset \( D_{\text{train},i}^{\text{shadow}} \). In our experiments, the size of \( D_{\text{train},i}^{\text{shadow}} \) is 100, 200, 300, 400, 500, 600, 800, or 1,000. We also construct a shadow test dataset \( D_{\text{test},i}^{\text{shadow}} \) for \( f_{\text{shadow}}^i \) with the same size as \( D_{\text{shadow}} \). As a result, the attack training dataset \( D_{\text{train}}^{\text{shadow}} \) has the same number of records with the in and out labels.

We perform our transfer learning-based membership inference attack with the learning-based approach and the entropy-based approach. For learning-based approach, we construct two types of attack models: a deep neural network (DNN) and a support vector machine (SVM), denoted by TransMIA_{DNN} and TransMIA_{SVM} respectively. In our experiments, we evaluate TransMIA_{DNN}, TransMIA_{SVM}, and TransMIA_{E}.

The neural network has three fully-connected hidden layers. The numbers of neurons for the hidden layers are 50, 30, and 5. For each class label \( y_i \), we obtain an attack training dataset \( D_{\text{train},i}^{\text{attack}} \) and construct the attack model (i.e., 100 attack models in total). We train each attack model with 50 epochs.

We evaluate attack performance with accuracy, precision, and recall. For each dataset size, we construct 10 attack training datasets \( D_{\text{train}}^{\text{attack}} \) while varying images selected from \( D_{\text{train}}^{\text{shadow}} \) and \( D_{\text{test}}^{\text{shadow}} \). We then perform each attack 10 times with different attack training datasets. We average the results of 10 attacks for each performance metric. We use \( D_{\text{train}}^{\text{attack}} \) and \( D_{\text{test}}^{\text{shadow}} \) as test datasets for the attack models.

C. Experimental Results

We first present experimental results on our transfer learning-based attack TransMIA_{DNN} with the DNN and compare it with the baseline approach BaseMIA.

Fig. 4 shows accuracy, precision, and recall. Here we evaluated three approaches: BaseMIA, TransMIA_{DNN} with the freezing approach, TransMIA_{DNN} with the fine-tuning approach. “Baseline5000” (dotted line) indicates the result of BaseMIA when each shadow training dataset \( D_{\text{shadow}}^{\text{train}} \) consists of 5,000 images, i.e., when the adversary utilizes shadow training datasets with the same size as \( D_{\text{train}}^{\text{shadow}} \).

In our experiments with the ImageNet dataset, the accuracy of the fine-tuning approach is worse than that of the freezing approach. The reason is that the fine-tuning approach empirically tends to overfit the target training dataset when the dataset is small\cite{shokri2017membership}.\cite{shokri2017membership}.

It should be noted that although the recall of the baseline approach BaseMIA is high at the small sizes, the corre-
sponding precision is very low: less than 0.6 (and therefore, we show the recall in this case using the dashed line). When the precision is close to 0.5, the adversary fails to infer membership information, irrespective of the recall. For example, consider an adversary who randomly outputs “in” (member) with probability \( p \in [0, 1] \) and “out” (non-member) with probability \( 1 - p \). The accuracy, precision, and recall of this random guess are 0.5, 0.5 and \( p \), respectively. Thus, this random guess achieves recall = 1 when \( p = 1 \). However, it completely fails to infer membership information (in fact, precision is 0.5). Similarly, \textit{BaseMIA} outputs “in” many times and this explains high recall of \textit{BaseMIA}. However, \textit{BaseMIA} behaves like the random guess with high \( p \), and fails to infer membership information (precision is close to 0.5).

Fig. 4 shows that the recall of our membership inference attack \textit{TransMIA} is low at the small sizes. This is because shadow training datasets \( D_{\text{shadow}} \) include few data points that are similar to source training data. However, the recall of \textit{TransMIA} increases with an increase in the size of the shadow training dataset. When the size is 1,000, the recall of the freezing approach is close to the value of baseline5000. Since the size of 1000 is lower than the full size (i.e., 5,000), our attack is effective in terms of recall as well. Note that our attack also achieves high accuracy and precision; i.e., when the size is 1,000, \textit{TransMIA} with the freezing approach achieves higher accuracy and precision than baseline5000, and almost the same recall as baseline5000 in both the ImageNet and VGGFace2 datasets.

We next present experimental results on our attacks with the DNN, SVM, and the entropy-based approach, i.e., \text{TransMIA}_{L(DNN)}, \text{TransMIA}_{L(SVM)}, and \text{TransMIA}_{E}. Fig. 5 shows the accuracy of our attacks with the three different attack models. Fig. 5 shows that the learning-based approaches \text{TransMIA}_{L(DNN)} and \text{TransMIA}_{L(SVM)} have much higher accuracy than the entropy-based approach \text{TransMIA}_{E}. However, \text{TransMIA}_{L(SVM)} with the fine-tuning approach results in low accuracy for the ImageNet dataset. As explained above, each shadow model \( f_{\text{shadow}} \) constructed with the fine-tuning approach on the ImageNet dataset overfits shadow training dataset \( D_{\text{train}} \). In this case, the decision boundary between in and out data points included in the attack dataset is distorted. It is not easy to construct a well-trained model from such a complicated structure of data with a linear model such as an SVM. As a result, the attack results in low accuracy.

The accuracy of the entropy-based approach \text{TransMIA}_{E} is below 55% for any settings. While the entropy-based approach achieves high accuracy for some applications \cite{24}, the learning-based approach is more effective than the entropy-based approach in our transfer learning setting.

D. Discussions on our attacks based on the confidence values

In this section, we discuss the results of our attacks shown in Section V.C based on the distributions of confidence values. Fig. 6 shows the distributions of confidence values of the source model \( f_{s} \) and shadow models \( f_{\text{shadow}} \) for a single class in the VGGFace2 dataset. The shadow models \( f_{\text{shadow}} \) are constructed with shadow training datasets consisting of 1,000 images. The graphs (b), (c), and (d) in Fig. 6 present confidence values for all 100 shadow models. In these graphs, the shadow models are constructed with \textit{BaseMIA}, \textit{TransMIA}_{L(DNN)} with the freezing approach, and \textit{TransMIA}_{L(DNN)} with fine-tuning approach, respectively. Each graph consists of both distributions for training and test data.

**Freezing vs fine-tuning.** Fig. 6 shows that our transfer shadow training (i.e., the freezing and fine-tuning approaches) trains shadow models better than the baseline. The distributions on the freezing approach are the closest to those on the source model. As a result, the freezing approach achieves the best accuracy among three shadow training approaches.

The distributions in the fine-tuning approach (Fig. 6(d)) are different between training and test datasets when compared to those in the freezing approach (Fig. 6(c)). More specifically, most of the training data have the confidence value of about 1.0 for the correct label \( y \) in the fine-tuning approach (Fig. 6(d)). In other words, the shadow models constructed with the fine-tuning approach overfit shadow training data. This explains the results of Figs. 4 and 5 where the freezing approach outperforms the fine-tuning approach in many cases.

Thus we conclude that the freezing approach is more appropriate for transfer shadow training than the fine-tuning approach when the amount of shadow training data is small.

**Learning-based vs entropy-based.** Fig. 6(a) shows that the source model is well trained in that the distributions for training and test datasets are similar. In this case, the confidence value-based approaches such as MPE (modified prediction entropy) cannot achieve high accuracy, because a single threshold does not separate the two distributions.

On the other hand, the learning-based approach can deal with localized features of the distribution. This is true especially when we use the whole prediction vector as input to the DNN. Consequently, the learning-based approach can achieve high accuracy even though the distributions for training and test datasets are similar. Most of source models in the real-world transfer learning are also well-trained, as large-sale datasets are utilized as the source training dataset. This explains the results of Fig. 6 where the learning-based approach outperforms the entropy-based approach.

Note that in \cite{23}, the MPE (modified prediction entropy)-based membership inference attack outperformed the DNN-based membership inference attack in their experiments. When the distributions are very different between training and test datasets (i.e., when the model overfits the training dataset), the MPE-based attack can directly use the difference between the two distributions. In that case, the MPE-based attack can outperform the DNN-based attack, because it is not easy to find optimal hyperparameters (e.g., hidden layers, learning rate) in the DNN, as pointed out in \cite{24}.

However, when the distributions are similar between training and test datasets, the entropy-based approach cannot provide high accuracy, as explained above. In this case, we should use the learning-based approach.
E. Discussions on Countermeasures

We finally discuss possible countermeasures for our transfer learning-based membership inference attacks.

Zou et al. [13] considered a privacy attack against transfer learning, and showed through experiments that an adversary who has black-box access to the target model $f_t$ cannot infer membership information about the source training dataset $D_s^\text{train}$. In [39], we also show that the adversary who has black-box access to the target model $f_t$ cannot infer membership information about $D_s^\text{train}$ using the ImageNet dataset.

We argue that both those results, and our results in Section V are important to understand the “adequate” level of protection in transfer learning across organizations (described in Section I). Specifically, if a big company (or large hospital) $C_{\text{big}}$ transfers a part of the source model $g_k$ to a small company (or small hospital) $C_{\text{small}}$, then the small company $C_{\text{small}}$ needs to sufficiently protect the transferred model $g_k$ so that the original parameters of $g_k$ are not leaked by $C_{\text{small}}$. Otherwise, the risk of membership inference for $D_s^\text{train}$ would be increased by our transfer learning-based membership inference attacks.

On the other hand, the small company $C_{\text{small}}$ may allow third parties or end users to have black-box access to the trained target model $f_t$. In other words, $C_{\text{small}}$ may provide a machine learning as a service (MLaaS) via an API. In this case, the adversary who has black-box access to the target model $f_t$ cannot infer membership information about $D_s^\text{train}$, as shown in [13], [39] only by experiments without theoretical guarantees.

We finally note that the big company $C_{\text{big}}$ may use regularization-based defenses [14], [25], [26] or DP (Differential Privacy)-based defenses [10], [27]–[29] to obfuscate the parameters of the transferred model $g_k$ before providing it to $C_{\text{small}}$. If $g_k$’s parameters are sufficiently obfuscated, the membership inference attack can be prevented, even if the obfuscated parameters are leaked via illegal access or internal fraud (just like the local privacy model [40], [41]). However, these approaches have no formal utility-loss guarantees [30] and can deteriorate the utility when we achieve strong privacy. Furthermore, defenses by adding noise to (or transforming) a confidence score vector [30], [31] cannot be applied to the whole parameters of $g_k$. Obfuscating the parameters of $g_k$ with high utility and privacy is left as future work.

VI. CONCLUSION

In this paper, we proposed new membership inference attacks TransMIA where attackers use transfer learning to perform membership inference attacks. In particular, we proposed a transfer shadow training technique, which transfers...
the parameters of the transferred model to a shadow model, to significantly improve the accuracy of membership inference when the amount of shadow training data is small. To our knowledge, this work is the first to show that transfer learning can strengthen privacy attacks on machine learning models.

As future work, we would like to develop obfuscation methods for the parameters of the transferred model with high utility and privacy, e.g., by extending a game-theoretic approach [42]. Another line of future work would be to evaluate TransMIA using other types of datasets than image.
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APPENDIX

In this appendix, we evaluate membership inference attacks on the transfer learning where an adversary has black-box access to the target model \( f_t \) and attempts to reveal information on the membership to the source training dataset \( D_{\text{train}} \).

Section A illustrates an attack scenario where an adversary performs membership inference attacks based on black-box access to the target model \( f_t \), and introduces a threat model assumed in this attack. Section B presents the details of the attack algorithms. Finally, Section C shows experimental results.

A. Attack Scenarios and Threat Model

We assume another scenario where the small company (or small hospital) \( C_{\text{small}} \) offers an API allowing for a black-box access to the target model \( f_t \) that they developed by the transfer learning. Then an adversary \( A \), who has black-box access to the target model \( f_t \), infers whether a specific sensitive image \( x \) is included in the big company \( C_{\text{big}} \)'s source training dataset \( D_{\text{train}} \) (Fig. 7).

We investigate a membership inference attack that aims to determine whether a specific data point \((x, y)\) is included in the source training dataset \( D_{\text{train}} \). The adversary \( A \) has black-box access to the target network \( f_t \) through an API. Note that we assume that the adversary \( A \) does not obtain the output of the source model \( f_s \) upon an arbitrary input (i.e., \( A \) does not have black-box access to \( f_s \)), and have black-box access to only \( f_t \), because we want to investigate whether the membership information about \( D_{\text{train}} \) is leaked by only the output of \( f_t \).

As with the previous work on the membership inference attacks (e.g., [14]), we assume that the adversary \( A \) possesses a shadow training dataset \( D_{\text{train}} \subseteq X \times Y \) and a shadow test dataset \( D_{\text{test}} \subseteq X \times Y \) whose elements were drawn from the same distribution \( P_s \) as the source training dataset \( D_{\text{train}} \). Since the goal of the attack is to reveal information on the membership to the source training dataset \( D_{\text{train}} \), the adversary \( A \) has no prior knowledge of \( D_{\text{train}} \) itself, hence of whether a data point \((x, y) \in D_{\text{train}} \cup D_{\text{test}} \) is included in \( D_{\text{train}} \) or not. To consider the strongest possible adversary, we assume that \( A \) possesses the target training dataset \( D_{\text{train}} \) and the target test dataset \( D_{\text{test}} \). We also assume that \( A \) knows whether the small company \( C_{\text{small}} \) constructs a target model \( f_t \) with the freezing approach or the fine-tuning approach.

B. Attack Algorithms

Next we present our membership inference attacks against the target model \( f_t \). Here we deal with the learning-based adversary, which is shown to outperform the entropy-based adversary in Section V. To construct the attack algorithms, we introduce a shadow training dataset \( D_{\text{train}} \) and a shadow test dataset \( D_{\text{test}} \) for each shadow model \( f_i \). As with the previous work (e.g., [14]), these shadow training datasets (resp. shadow test datasets) for different shadow models may intersect.

We construct a learning-based adversary with black-box access to the target model \( f_t \) in the following four steps.

**MIA\(_L\) (learning-based adversary accessing \( f_t \))**

(TL1) We first construct multiple shadow source models \( f_s \) to simulate the behavior of the source model \( f_t \) as follows. For each \( i = 1, 2, \ldots, c_{\text{shadow}} \), we train a shadow source model \( f_s \) using the shadow training dataset \( D_{\text{train}} \) and \( D_{\text{test}} \) for each shadow model \( f_i \). As with the previous work (e.g., [14]), these shadow training datasets (resp. shadow test datasets) for different shadow models may intersect.

(TL2) We next construct multiple shadow target models \( f_t \) by transferring learning to simulate the behavior of the target model \( f_t \) as follows. For each \( i = 1, 2, \ldots, c_{\text{shadow}} \), we build a shadow target model \( f_t \) by initializing its shallow layers \( g_t \) as the network \( g_t \) obtained in (TL1) and then training \( f_t \) with the target training dataset \( D_{\text{train}} \).

(TL3) We then obtain a dataset \( D_{\text{train}} \) labeled with membership information (in or out) by applying each shadow target model \( f_t \) to the shadow training dataset \( D_{\text{train}} \) and the shadow test dataset \( D_{\text{test}} \). Specifically, we define \( D_{\text{train}} \) as the set of the records \((x, y, f_t(x), \text{in or out})\) for each \((x, y) \in D_{\text{train}} \) and \((x', y', f_t(x'), \text{in or out})\) for each \((x', y') \in D_{\text{test}} \). We call \( D_{\text{train}} \) an attack training dataset.

(TL4) We finally construct a membership inference adversary \( A : X \times Y \to \{\text{in or out}\} \) as a classification model (e.g., deep neural network, support vector machine) using the attack training dataset \( D_{\text{train}} \) constructed in (TL3).

Given an input \((x, y) \in X \times Y \), the learning-based adversary \( MIA_{L} \) obtains \( f_t(x) \) by black-box access to the target model \( f_t \).
C. Experimental Evaluation

1) Datasets and Target Models: We construct a target model \( f_t \) with the source model \( f_s \) pre-trained in the experiments of Section V. We especially reuse the model constructed from the ImageNet dataset as \( f_s \).

As target training datasets \( D_t^{\text{train}} \), we use two real datasets: CIFAR-100 [43] and Stanford Dogs (Dogs) [44]. In this section we explain these datasets and the target classification models \( f_t \).

CIFAR-100. CIFAR-100 is an image dataset that has 100 classes each consisting of 600 images. We randomly select the same number of images from each class, and construct 8 target training datasets with different sizes. We set the size of a target training dataset \( D_t^{\text{train}} \) to 100, 200, 300, 400, 500, 600, 800, or 1,000. We also construct a target test dataset \( D_t^{\text{test}} \) that corresponds to each target training dataset \( D_t^{\text{train}} \) and consists of the same number of images as \( D_t^{\text{train}} \). We train a target model \( f_t \) from each target training dataset with the freezing and fine-tuning approaches. In the training of each model, we use all the layers of \( f_t \) except the last fully connected layer as the transferred source model \( g_s \). We iterate the training over 120 epochs, and select a model with the best accuracy as \( f_t \). Table I shows the accuracy of the model \( f_t \) for the target training and test datasets.

Stanford Dogs (Dogs). Dogs is a dataset that has 120 breeds of dog images. We randomly select 100 breeds from all the breeds. In the same manner as for the CIFAR-100 dataset, we construct 8 target training and test datasets, and then train a target model \( f_t \) with each training dataset. Table I also shows the accuracy of each target training model in this dataset.

2) Experimental Setup: We assume a scenario where an adversary \( A \) possesses the target training dataset \( D_t^{\text{train}} \) as described in Section A. In this scenario, the adversary \( A \) trains a shadow source model \( f_s^{\text{shadow}} \) to obtain its shallow layers \( g_s^{\text{shadow}} \). Then \( A \) constructs a shadow target model \( f_t^{\text{shadow}} \) from \( g_s^{\text{shadow}} \) by transfer learning using \( D_t^{\text{train}} \) as explained in Section B. We apply the same settings to both the target models generated with the CIFAR-100 and Dogs datasets.

In our experiments, we construct 100 shadow target models \( f_t^{\text{shadow}} \) for each target model \( f_t \) by the freezing or fine-tuning approach. Then we produce an attack training dataset \( D_t^{\text{train}} \) as described in Section B. For each class label \( y \), we construct an attack model, i.e., 100 attack models in total.

We perform membership inference attacks with the learning-based approach using a DNN. We denote by \( \text{MIA}^L_{\text{(DNN)}} \) the attack with the DNN. The DNN has three fully-connected hidden layers with 50, 30, and 5 neurons, and is trained with 50 epochs. We evaluate attack performance with accuracy, precision, and recall.

3) Experimental Results: We present experimental results on the learning-based membership inference attack \( \text{MIA}^L_{\text{(DNN)}} \) with a DNN. Fig. 8 shows the accuracy, precision, and recall of the attacks with the freezing and fine-tuning approaches. Those graphs indicate that the accuracy and precision of \( \text{MIA}^L_{\text{(DNN)}} \) are much lower than those of \( \text{TransMIA}^L_{\text{(DNN)}} \), and those values are very close to 0.5. As mentioned in Section V-C when the accuracy and precision are close to 0.5, the adversary fails to infer membership information, even though the corresponding recall is high.

From these results, we argue that even if the small company \( C_{\text{small}} \) allows the adversary to have black-box access to the trained target model \( f_t \), the adversary fails to infer membership.
TABLE I: Accuracy of target models in the CIFAR-100 and Dogs datasets.

| Size | CIFAR-100 | | | Dogs | | |
|------|-----------|---|---|------|---|---|
|      | Train    | Test | Train | Test | Train | Test |
| 100  | 0.810    | 0.080 | 0.500 | 0.070 | 0.770 | 0.050 |
| 200  | 0.635    | 0.105 | 0.610 | 0.095 | 0.505 | 0.055 |
| 300  | 0.473    | 0.107 | 0.707 | 0.090 | 0.507 | 0.057 |
| 400  | 0.545    | 0.115 | 0.703 | 0.105 | 0.525 | 0.065 |
| 500  | 0.450    | 0.118 | 0.602 | 0.110 | 0.392 | 0.062 |
| 600  | 0.555    | 0.133 | 0.850 | 0.128 | 0.183 | 0.057 |
| 800  | 0.334    | 0.0146 | 0.914 | 0.159 | 0.276 | 0.075 |
| 1,000| 0.494    | 0.165 | 0.920 | 0.183 | 0.316 | 0.065 |

information about $D_{\text{train}}^{\text{source}}$. It is left as future work to provide a formal proof that the membership information of the source model $f_s$ is not leaked by the output of the trained target model $f_t$. 