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Abstract—In this contribution, we study an homogeneous class of nonlinear time delay systems with time-varying perturbations. Using the Lyapunov-Krasovskii approach, we introduce a functional that leads to perturbation conditions matching those obtained previously in the Razumikhin framework. The functionals are applied to the estimation of the domain of attraction and of the system solutions. An illustrative example is given.

I. INTRODUCTION

The homogeneous approximation is the top choice for the stability analysis for nonlinear systems when the first approximation is zero. This strategy along with the Lyapunov framework have produced several results on stability [1], [2], [3], robustness [4] and controller design [5]. The Lyapunov-Razumikhin approach has had a key role in the development of the main results on homogeneous approximations of time-delay systems: delay-independent stability [1], [2], [3] and applications such as estimates of the solutions [1], [6] and of the region of attraction [2]. The Lyapunov-Razumikhin framework allowed establishing an outstanding result: if the delay-free system is asymptotically stable for all delays when the homogeneity degree is strictly greater than one [1].

A common practice is to use the Lyapunov function of the delay-free system to determine the stability of the system in presence of delays, as proposed in the Lyapunov-Razumikhin approach. The asymptotic stability of delay free systems with time-varying perturbations has been addressed in [7] in the framework of the Lyapunov direct method. There, a method for constructing a Lyapunov functions was given, and conditions insuring the system subject to such time varying perturbations remains asymptotically stable was presented. In [1], the above Lyapunov function for a delay free system was used in the Lyapunov-Razumikhin framework to determine conditions for the asymptotic stability of time-delay systems with perturbations.

In recent years, the study, in the Lyapunov-Krasovskii framework, of homogeneous systems with delays has received some attention thanks to the Lyapunov-Krasovskii functional for systems of homogeneity degree strictly greater than one introduced in [8], [9]. Its construction, whose starting point is the homogeneous delay free system Lyapunov function, is inspired by the so-called complete type functionals approach [10].

In [1], [6], the following class of nonlinear systems with time-varying perturbations

$$\dot{x}(t) = f(x(t), x(t-h)) + B(t)Q(x(t), x(t-h))$$

(1)

is studied. Here, $x(t) \in \mathbb{R}^n$, $h > 0$ is a constant delay, $f(x_1, x_2)$ is a homogeneous vector function of degree $\mu > 1$, that is

$$f(cx_1, cx_2) = c^\mu f(x_1, x_2) \quad \forall c > 0, \quad x_1, x_2 \in \mathbb{R}^n,$$

satisfies the Lipschitz condition and is continuously differentiable with respect to $x_2$, $B(t)$ is a matrix with continuous and bounded elements, $\|B(t)\| \leq b$, and the vector function $Q(x_1, x_2)$ is continuously differentiable and satisfies

$$\left\|Q(x_1, x_2)\right\| \leq p_1\|x_1\|^{\sigma} + p_2\|x_2\|^{\sigma}, \quad p_1, p_2 \geq 0,$$

(2)

$$\left\|\frac{\partial Q(x_1, x_2)}{\partial x_j}\right\| \leq q_{jk} \|x_1\|^{\sigma-1} + q_{j2} \|x_2\|^{\sigma-1}, \quad q_{jk} \geq 0, \quad j, k = 1, 2.$$

The following result is known.

**Theorem 1.** [1], [6] If the delay free system

$$\dot{x} = f(x(t), x(t))$$

(3)

is asymptotically stable, then the asymptotic stability is preserved for the trivial solution of system (1) with perturbations of the following classes:

(a) the integral

$$I(t) = \int_0^t B(s)ds$$

(4)

is bounded and $\sigma > \frac{\mu + 1}{2}$;

(b) integral (3) is unbounded but

$$\frac{1}{T} \int_t^{t+T} B(s)ds \xrightarrow{T \to +\infty} 0$$

(5)

uniformly with respect to $t \geq 0$, and $\sigma \geq \mu$.

In case (a), the elements of $B(t)$ may describe periodic oscillations with zero mean values, without any restriction on their amplitudes, whereas assumption (b) holds, in particular, when the elements of $B(t)$ are almost periodic functions with zero mean values. It is also known [2] that if system (3) is asymptotically stable, then the trivial solution of system (1) with $B(t) \equiv 0$ is asymptotically stable for all values of the
delay. The aim of this paper is to construct the Lyapunov-Krasovskii functionals for system (1), which on the one hand, allow to verify the results of [1], [6], and on the other hand, are useful in practical applications such as the construction of estimates for the solutions, etc. The functionals are based on the Lyapunov functions for delay free systems constructed by the method introduced in [7].

The contribution is organised as follows. In Section II, the main properties of homogeneous systems are introduced. The construction of the functional is presented in Section III. In Section IV, estimates of the attraction region and of the solutions achieved by using this functional are presented. Section V is devoted to an illustrative example. The paper ends with conclusions.

II. Preliminaries

In this paper, we assume that the initial functions belong to the space of \( \mathbb{R}^n \)-valued continuous functions on \([-h, 0]\), which is denoted by \( C_{[-h, 0]} \). This space is endowed with the norm \( \| \varphi \|_h = \max_{t \in [-h, 0]} \| \varphi(t) \| \), where \( \| \cdot \| \) stands for the Euclidean norm. Function \( x(t, \varphi) \) denotes the solution of system (1) with an initial function \( \varphi \), whereas \( x_t \) is the state of system (1):

\[
x_t : \quad \theta \to x(t + \theta), \quad \theta \in [-h, 0].
\]

Assume that the vector function \( f(x_1, x_2) \) is continuously differentiable with respect to \( x_1 \). Due to the homogeneity, there exist \( m_1, m_2, \eta_1, \eta_2 \geq 0 \) such that

\[
\| f(x_1, x_2) \| \leq m_1 \| x_1 \|^\mu + m_2 \| x_2 \|^\mu, \quad \| \frac{\partial f(x_1, x_2)}{\partial x_2} \| \leq \eta_1 \| x_1 \|^\mu - 1 + \eta_2 \| x_2 \|^\mu - 1.
\]

We emphasize that, for the development of the Lyapunov–Krasovskii approach, differentiability of \( f \) with respect to \( x_1 \) instead of that with respect to \( x_2 \) in the Lyapunov–Razumikhin approach [1], [6], is required.

Throughout the paper, we assume that the delay free system (3) is asymptotically stable. It is known [11], [4] that there exists a positive definite and twice continuously differentiable Lyapunov function \( V(x) \), which is homogeneous of degree \( \gamma \geq 2 \) and satisfies together with its derivatives the following inequalities

\[
\left( \frac{\partial V(x)}{\partial x} \right)^T f(x, x) \leq -w \| x \|^{\gamma + \mu - 1}, \quad w > 0,
\]

\[
\alpha_0 \| x \|^{\gamma} \leq V(x) \leq \alpha_1 \| x \|^{\gamma},
\]

\[
\| \frac{\partial V(x)}{\partial x} \| \leq \beta \| x \|^{\gamma - 1}, \quad \| \frac{\partial^2 V(x)}{\partial x^2} \| \leq \psi \| x \|^{\gamma - 2},
\]

where \( \alpha_0, \alpha_1, \beta, \psi > 0 \). Given \( \alpha > 1 \), introduce the set

\[
S_\alpha = \left\{ \varphi \in C_{[-h, 0]} : \| \varphi(\theta) \| \leq \alpha \| \varphi(0) \|, \quad \theta \in [-h, 0] \right\}.
\]

It was shown in [12] that to analyse the stability it is enough to compute a lower bound for the Lyapunov–Krasovskii functional on the set \( S_\alpha \), and to ensure the negativity of the time derivative along the solutions of system (1). The set \( S_\alpha \) also plays an important role in the construction of the estimates for solutions in Section IV.

The following constants will be used in the sequel:

\[
m = m_1 + m_2, \quad \eta = \eta_1 + \eta_2, \quad p = p_1 + p_2, \quad q = q_1 + q_2, \quad \kappa_1 = \psi m_2 + \beta \eta_1, \quad \kappa_2 = \psi p_2 + \beta q_1, \quad L_1 = \psi m + \beta \eta, \quad L_2 = \psi p + \beta q,
\]

\[
L_3 = L_2 + \beta (q_21 + q_22).
\]

III. Construction of the Functional

In this section, we construct a Lyapunov–Krasovskii functional for system (1) with perturbations either of class (a) or (b). Following [1], we introduce the integral

\[
L(t, \varepsilon) = \int_0^{t+h} e^{-\varepsilon (t+h-s)} B(s) ds,
\]

where \( \varepsilon = 0 \) in case (a), and \( \varepsilon > 0 \) in case (b). It is known [13] that in case (b) integral (8) satisfies the following property: there exists a function \( \omega(\varepsilon) \) such that \( \omega(\varepsilon) \to 0 \) as \( \varepsilon \to 0 \), and

\[
\varepsilon L(t, \varepsilon) \leq \omega(\varepsilon)
\]

for all \( t \geq 0 \). In case (a), there is \( l_0 > 0 \) such that \( |L(t, 0)| \leq l_0 \), thus we set \( \omega(\varepsilon) = l_0 \varepsilon \).

Inspired by the Lyapunov function for system (1) presented in [1] and using the construction of Lyapunov-Krasovskii functionals for homogeneous systems introduced in [8], [9], we propose the following functional for system (1):

\[
V(t, \varphi) = V(\varphi(0)) + \left( \frac{\partial V(x)}{\partial x} \right)^T \left. \frac{\partial V(x)}{\partial x} \right|_{x=\varphi(0)}
\]

\[
\times \int_{-h}^{\theta} \left( f(\varphi(0), \varphi(\theta)) + B(t + \theta + h) Q(\varphi(0), \varphi(\theta)) \right) d\theta
\]

\[
- L(t, \varepsilon) Q(\varphi(0), \varphi(\theta)) + \int_{-h}^{\theta} (w_1 + (h + \theta) w_2) \| \varphi(\theta) \|^{\gamma + \mu - 1} d\theta.
\]

Here, \( w_1, w_2 > 0 \) are such that \( w_0 = w - w_1 - w_2 > 0 \). Notice that functional (9) does not coincide with the construction from [9] applied with the Lyapunov function of [1]. We prove that the Lyapunov–Krasovskii functional (9) is suitable for the stability analysis of system (1) below.

**Lemma 1.** There exist \( \delta > 0 \) and \( c_0, c_1, c_2 > 0 \) such that the time derivative of functional (9) along the solutions of system (1) admits a bound of the form

\[
\frac{dV(t, x_t)}{dt} \leq -c_0 \| x(t) \|^{\gamma + \mu - 1} - c_1 \| x(t - h) \|^{\gamma + \mu - 1} - c_2 \int_{-h}^{\theta} \| x(t + \theta) \|^{\gamma + \mu - 1} d\theta,
\]

in the neighbourhood \( \| x_t \| \leq \delta \).

**Proof.** Differentiating each of the three summands of (9) along the solutions of (1), we obtain
\[
\frac{dv(t,x)}{dt} = -w_0 \|x(t)\|^\gamma + \mu - w_1 \|x(t-h)\|^\gamma + \mu - 1
\]

\[+ w_2 \int_{-h}^{0} \|x(t+\theta)\|^\gamma + \mu - 1 \, d\theta + \sum_{j=1}^{5} \lambda_j,
\]

where

\[
\lambda_1 = \left( \frac{\partial V(x)}{\partial x} \right)_T L(t,\varepsilon)Q(x,x) \bigg|_{x=x(t)},
\]

\[
\lambda_2 = \left( \frac{\partial V(x)}{\partial x} \right)_T \left[ \int_{t-h}^{t} \left[ f(x(s),x(s)) + B(s+\varepsilon) \right] \! d\theta \right]_{x=x(t)}
\]

\[
\times \left( f(x(t),x(t-h)) + B(t)Q(x(t),x(t-h)) \right),
\]

\[
\lambda_3 = - \left( \frac{\partial V(x)}{\partial _2 x} \right)_T L(t,\varepsilon) \sum_{j=1}^{2} \left. \frac{\partial Q(x_1,x_2)}{\partial x_j} \right|_{x=x(t)}
\]

\[
\times \left( f(x(t),x(t-h)) + B(t)Q(x(t),x(t-h)) \right),
\]

\[
\lambda_4 = \left( \frac{\partial^2 V(x)}{\partial _2 x^2} \right)_T \left[ \int_{t-h}^{0} \left( f(x(t),x(t+\theta)) \right. \left. + B(t+\theta+h)Q(x(t),x(t+\theta)) \right) \! d\theta \right]_{x=x(t)}
\]

\[
\times \left( f(x(t),x(t-h)) + B(t)Q(x(t),x(t-h)) \right)_T,
\]

\[
\lambda_5 = - \left( \frac{\partial^2 V(x)}{\partial _2 x^2} \right)_T L(t,\varepsilon)Q(x(t),x(t)).
\]

Next, in concordance with (2), (6), (7) and using the inequality

\[
\gamma_1 \gamma_2 \gamma_3 \leq \gamma_1 \gamma_2 \gamma_3 \leq \gamma_1 \gamma_2 \gamma_3 + \gamma_1 \gamma_2 \gamma_3 + \gamma_1 \gamma_2 \gamma_3, \\
\gamma_1, \gamma_2, \gamma_3 \geq 0, \quad l_1, l_2, l_3 > 0,
\]

we estimate the terms \(\lambda_j\) separately:

\[|\lambda_1| \leq \beta \omega(\varepsilon) \|x(t)\|^\gamma + \mu - 1,
\]

\[|\lambda_2| \leq \beta m \|x(t)\|^{\gamma + 2\mu - 2} + \beta m \|x(t-h)\|^{\gamma + 2\mu - 2}
\]

\[+ \beta m L \int_{-h}^{0} \|x(t+\theta)\|^{\gamma + 2\mu - 2} d\theta
\]

\[+ \beta b \|q_{m + p}\| \|x(t)\|^{\gamma + \mu + \sigma - 2},
\]

\[+ \beta b \|q_{m + p}^2\| \|x(t-h)\|^{\gamma + \mu + \sigma - 2},
\]

\[+ \beta b \|q_{m + p}\| \int_{-h}^{0} \|x(t+\theta)\|^{\gamma + \mu + \sigma - 2} d\theta
\]

\[+ \beta b^2 \|p_{m + p}\| \int_{-h}^{0} \|x(t+\theta)\|^{\gamma + \mu + \sigma - 2} d\theta,
\]

\[|\lambda_3| \leq \psi m^2 \|x(t)\|^{\gamma + 2\mu - 2} + \psi m \|x(t-h)\|^{\gamma + 2\mu - 2}
\]

\[+ \psi m \int_{-h}^{0} \|x(t+\theta)\|^{\gamma + 2\mu - 2} d\theta
\]

\[+ 2 \tilde{b} \psi m \|x(t)\|^{\gamma + \mu + \sigma - 2},
\]

\[+ \tilde{b} \psi (m_2 + m_2 \beta) \|x(t-h)\|^{\gamma + \mu + \sigma - 2},
\]

\[+ \tilde{b} \psi (m_2 + m_2 \beta) \int_{-h}^{0} \|x(t+\theta)\|^{\gamma + \mu + \sigma - 2} d\theta
\]

\[+ \psi \tilde{b}^2 \|x(t)\|^{\gamma + 2\sigma - 2} + \psi \tilde{b}^2 \|x(t-h)\|^{\gamma + 2\sigma - 2}
\]

\[+ \psi \tilde{b}^2 \int_{-h}^{0} \|x(t+\theta)\|^{\gamma + 2\sigma - 2} d\theta.
\]

\[|\lambda_4 + \lambda_5| \leq L_3 \frac{\omega(\varepsilon)}{\varepsilon} \|m \|t(x)\|^{\gamma + \mu + \sigma - 2}
\]

\[+ \tilde{b} \|x(t)\|^{\gamma + 2\sigma - 2} + \tilde{b} \|x(t-h)\|^{\gamma + \mu + \sigma - 2}
\]

\[+ \tilde{b} \int_{-h}^{0} \|x(t+\theta)\|^{\gamma + 2\sigma - 2} d\theta.
\]

Notice that \(\gamma + 2\mu - 2 > \gamma + \mu - 1\) due to \(\mu > 1\). Moreover, \(\sigma > 1\) leads to

\[\gamma + \mu + \sigma - 2 > \gamma + \mu - 1,
\]

\[\gamma + 2\sigma - 2 > \gamma + \mu - 1
\]

both in cases (a) and (b). The term \(\lambda_1\) is absent in case (a) when \(\varepsilon = 0\). In case (b), the degree \(\gamma + \sigma - 1 \geq \gamma + \mu - 1\) whilst the coefficient \(\omega(\varepsilon)\) can be done arbitrarily small by the choice of \(\varepsilon\). Hence, bound (10) holds in a neighbourhood \(\|x_t\| \leq \delta\) with

\[
c_0 = w_0 - \beta p \omega(\varepsilon) \delta^{\sigma - \mu} - m h L_1 \delta^{\mu - 1}
\]

\[
- \left( \beta h (p L_1 + m L_2) + m L_3 \left( \frac{\omega(\varepsilon)}{\varepsilon} \right) \right) \delta^{\sigma - 1},
\]

\[
c_1 = w_2 - m_2 h L_1 \delta^{\mu - 1}
\]

\[
- \left( \beta h (p L_1 + m L_2) + m_2 L_3 \left( \frac{\omega(\varepsilon)}{\varepsilon} \right) \right) \delta^{\sigma - 1},
\]

\[
c_2 = w_2 - m_2 \delta^{\mu - 1} - \beta (p L_1 + m_2) \delta^{\sigma - 1}
\]

\[
- \beta^2 \|x(t)\|^{\gamma + \mu - 1}.
\]

Here, \(\delta > 0\) is chosen in such a way that the constants \(c_0, c_1, c_2\) are positive. Notice that if we replace \(\omega(\varepsilon)\) with zero and \(\omega(\varepsilon)/\varepsilon\) with \(l_0\) in the above expressions, we recover case (a).

\[\square\]

**Lemma 2.** There exist \(\delta > 0\) and \(a_1(\alpha) > 0\) such that functional (9) admits on the set \(S_\alpha\) a lower bound of the form

\[v(t,\varphi) \geq a_1(\alpha) \|\varphi(0)\|^{\gamma} + w_1 \int_{-h}^{0} \|\varphi(\theta)\|^{\gamma + \mu - 1} d\theta, \tag{11}\]

where \(\|\varphi\|_{H} \leq \delta\).
Proof. Using bounds (2), (3) and (7), we estimate the second summand of functional (9). First,  
\[ \left( \frac{\partial V(x)}{\partial x} \right)^T_{x=\varphi(0)} L(t, \varepsilon)Q(\varphi(0), \varphi(0)) \leq \beta p \frac{\omega(\varepsilon)}{\varepsilon} \| \varphi(0) \|^\gamma + \sigma - 1. \]

Second, the remaining term is estimated on the set \( S_\alpha \)  
\[ \left( \frac{\partial V(x)}{\partial x} \right)^T_{x=\varphi(0)} \int_{-h}^0 \left( f(\varphi(0), \varphi(\theta)) + B(t + \theta + h) \times Q(\varphi(0), \varphi(\theta)) \right) d\theta \leq \beta h (m_1 + m_2 \alpha^\mu) \| \varphi(0) \|^\gamma + \mu - 1 \]
\[ + \beta b (p_1 + p_2 \alpha^\sigma) \| \varphi(0) \|^\gamma + \sigma - 1, \quad \varphi \in S_\alpha. \]

Hence, the required bound (11) holds with  
\[ a_1(\alpha) = a_0 - \beta h (m_1 + m_2 \alpha^\mu) \delta^{\mu - 1} \]
\[ - \left( \beta b (p_1 + p_2 \alpha^\sigma) + \beta \frac{\omega(\varepsilon)}{\varepsilon} \right) \delta^{\sigma - 1}, \]

where \( \delta > 0 \) is chosen in such a way that \( a_1(\alpha) > 0 \). \( \square \)

**Lemma 3.** Functional (9) admits the upper bound of the form  
\[ v(t, \varphi) \leq b_0 \| \varphi(0) \|^\gamma + b_1 \int_{-h}^0 \| \varphi(\theta) \|^\gamma d\theta, \quad b_0, b_1 > 0, \]
in the neighbourhood \( \| \varphi \|_h \leq \delta \). Moreover, there exist \( b_2, b_3 > 0 \) such that  
\[ v(t, \varphi) \leq a_1 \| \varphi(0) \|^\gamma + b_2 \| \varphi \|^\gamma + \mu - 1 + b_3 \| \varphi \|^\gamma + \sigma - 1. \]

**Proof.** Making the estimations in the same way as in Lemma 2 we arrive at the required bounds with  
\[ b_0 = a_1 + \beta mh \delta^{\mu - 1} + \beta \left( \beta h + \frac{\omega(\varepsilon)}{\varepsilon} \right) \delta^{\sigma - 1}, \]
\[ b_1 = (\beta m_2 + w_1 + h w_2) \delta^{\mu - 1} + \beta p_2 \delta^{\sigma - 1}, \]
\[ b_2 = (\beta m + w_1 + h w_2) h, \quad b_3 = \beta p \left( \beta h + \frac{\omega(\varepsilon)}{\varepsilon} \right). \]

\( \square \)

Lemmas 1-3 imply that functional (9) allows verifying Theorem 1 [12], with slightly different assumptions on the right-hand sides.

**IV. Estimates**

**A. Estimates for the attraction region**

Based on the classical ideas [14], [15] and the bounds presented in Lemmas 1-3 we obtain the following estimate for the attraction region of the trivial solution of system (1), see [9] for the use of the set \( S_\alpha \) in this context.

**Theorem 2.** Let system (3) be asymptotically stable and \( \Delta \) be a positive root of equation  
\[ a_1 \Delta^\gamma + b_2 \Delta^\gamma + \mu - 1 + b_3 \Delta^\gamma + \sigma - 1 = a_1(\alpha) \delta^\gamma, \]

where \( \delta \) is defined in Lemmas 1-2 Then, the set of initial functions \( \| \varphi \|_h < \Delta \) is the estimate of the attraction region of the trivial solution of (1).

**Remark 1.** It follows from the proof of Theorem 2 that \( \| \varphi \|_h < \Delta \) implies \( \| x_i \|_h \leq \delta \) for all \( t \geq 0 \).

**B. Estimates for the solutions**

In [16], a novel approach for the calculation of the estimates of the solutions is presented, which combines the use of Lyapunov-Krasovskii functionals with ideas of the Razumikhin framework. In this section, we apply this approach to system (1) using functional (9). First, as in [16], [17], we connect functional \( v(t, \varphi) \) with its time derivative based on Lemmas 1 and 3

\[ \frac{dv(t, x_i)}{dt} \leq -\rho v(t, x_i)^\frac{\gamma + \mu - 1}{\gamma + \sigma - 1}, \quad t \geq 0, \]

where  
\[ \rho = \frac{c}{b \frac{\omega(\varepsilon)}{\varepsilon} (2 \max \{1, h\})^{\gamma - 1}}, \]

\( b = \max \{b_0, b_1\} \) and \( c = \min \{c_0, c_2\} \). Second, following the idea of [16], we consider a comparison equation of the form

\[ \frac{du(t)}{dt} = -\hat{\rho} u \left( \frac{\mu - 1}{\gamma} \right), \]

\[ u(0) = u_0 = (a_1 + b_2 \Delta^\mu + b_3 \Delta^\sigma) \| \varphi \|_h^\gamma, \]

where \( \hat{\rho} < \rho \), and

\[ 1 + \beta h \left( \frac{\mu - 1}{\gamma} \right) \]
\[ \times (a_1 + b_2 \Delta^\mu + b_3 \Delta^\sigma) \| \varphi \|_h^\gamma \leq a_1 \]

The latter condition is necessary, since the lower bound in Lemma 2 holds on the set of functions \( S_\alpha \) only. The solution for the comparison equation is

\[ u(t) = u_0 \left[ 1 + \hat{\rho} \left( \frac{\mu - 1}{\gamma} \right) u_0^{\frac{\mu - 1}{\gamma}} t \right]^{-\frac{\gamma}{\mu - 1}}. \]

Finally, we arrive at the following result.

**Theorem 3.** Let the trivial solution of system (1) be homogeneous and asymptotically stable. The solutions of system (1) with initial functions satisfying \( \| \varphi \|_h < \Delta \), where \( \Delta \) is defined in Theorem 2 admit an estimate of the form

\[ \| x(t, \varphi) \| \leq \hat{c}_1 \| \varphi \|_h \left[ 1 + \hat{c}_2 \| \varphi \|_h^\gamma \right]^{-\frac{\gamma}{\mu - 1}}, \]

where

\[ \hat{c}_1 = \left( \frac{a_1 + b_2 \Delta^\mu + b_3 \Delta^\sigma}{a_1(\alpha)} \right) \frac{1}{\Delta}, \]
\[ \hat{c}_2 = \hat{\rho} \left( \frac{\mu - 1}{\gamma} \right) (a_1 + b_2 \Delta^\mu + b_3 \Delta^\sigma) \frac{1}{\Delta^\gamma}. \]
V. Example

Consider the system

\[
\begin{pmatrix}
\dot{x}_1(t) \\
\dot{x}_2(t)
\end{pmatrix} = \begin{pmatrix}
-x_1^\mu(t) - x_2^\mu(t - h) \\
\cos t + \sin(\sqrt{2}t) & 0 \\
0 & \cos t + \cos(\sqrt{2}t)
\end{pmatrix} \begin{pmatrix}
x_1(t - h) \\
x_2^\mu(t)
\end{pmatrix},
\]

where \(x_1(t), x_2(t) \in \mathbb{R}, h \in \mathbb{R}^+, \) and \(\mu > 1\) is a number with odd numerator and denominator. In [18], the following Lyapunov function for the unperturbed and delay free part of system (16) was introduced:

\[
V(x) = \frac{1}{\mu + 1} \left( x_1^{\mu+1} + x_2^{\mu+1} \right) + \zeta x_1^\mu x_2, \quad \zeta > 0.
\]

It was shown that if

\[
\zeta < \min\left\{ \frac{1}{\mu + 1}, \frac{4}{(\mu + 1)^2} \right\},
\]

then the Lyapunov function (17) allows to prove the asymptotic stability of the unperturbed system (16) with \(h = 0\). Furthermore, the time-derivative of function (17) along the trajectories of system (16), when \(h = 0\), admits an upper bound of the form

\[
\frac{dV(x(t))}{dt} \leq -w\|x(t)\|^{2\mu},
\]

where \(w = \frac{\kappa}{2\mu - 1}\), and

\[
\kappa = \min\left\{ 1 - \zeta(\mu + 1), \frac{\zeta}{1 + \zeta} \left( 1 - \frac{\zeta(1 + \mu)^2}{4} \right) \right\}.
\]

We take the system parameters \(\sigma = \mu = 5, h = 10, \) and set \(\zeta = 0.0001, \alpha = 1.1\). Compute \(w = 6.2 \cdot 10^{-6}\). The constants characterising the Lyapunov function and its derivatives are the following:

\[
\alpha_0 = (1/2)^{\mu-1} \left( \frac{1}{\mu + 1} - \zeta \right), \quad \alpha_1 = \frac{1}{\mu + 1} + \zeta, \quad \beta = \sqrt{(1 + \zeta \mu)^2 + (1 + \zeta)^2}, \quad \psi = 2(\mu + \mu^2 \zeta).
\]

The constants from bounds (2) and (6) are

\[
m_1 = m_2 = \sqrt{2}, \quad \eta_1 = \mu, \quad \eta_1 = 0, \quad \eta_2 = 0, \quad p_1 = p_2 = 1, \quad q_1 = q_2 = \sigma, \quad q_1 = q_2 = 0.
\]

Now, we calculate integral (8) and compute the function

\[
\omega(\varepsilon) = \varepsilon \left( \frac{2\varepsilon + 1}{\varepsilon^2 + 1} + \frac{\max\{\varepsilon + 2\sqrt{2}, 2\varepsilon + \sqrt{2}\}}{\varepsilon^2 + 2} \right) \to 0.
\]

Choosing the initial function \(\varphi(\theta) = [4.9 \cdot 10^{-3}, 4.9 \cdot 10^{-3}]^T, \theta \in [-10, 0]\), we compute the estimate for the solutions of (16) from Theorem 3. The constants characterising the estimate are shown in Table I. The system response and the computed bound are depicted in Fig. 1 as continuous and dashed lines, respectively.

VI. Concluding Remarks

A Lyapunov-Krasovskii functional allowing the analysis of the solutions of homogeneous time-delay systems subject to time varying perturbations allows presenting estimates of the system solutions and of the domain of attraction. The classes of periodic and almost periodic perturbations with zero mean values are studied. An illustrative example validates the results.
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