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Abstract

We study the ubiquitous super-resolution problem, in which one aims at localizing positive point sources in an image, blurred by the point spread function of the imaging device. To recover the point sources, we propose to solve a convex feasibility program, which simply finds a nonnegative Borel measure that agrees with the observations collected by the imaging device.

In the absence of imaging noise, we show that solving this convex program uniquely retrieves the point sources, provided that the imaging device collects enough observations. This result holds true if the point spread function of the imaging device can be decomposed into horizontal and vertical components, and if the translations of these components form a Chebyshev system, namely, a system of continuous functions that loosely behave like algebraic polynomials.

Building upon recent results for one-dimensional signals [1], we prove that this super-resolution algorithm is stable (in the generalized Wasserstein metric) to model mismatch (namely, when the image is not sparse) and to additive imaging noise. In particular, the recovery error depends on the noise level and how well the image can be approximated with well-separated point sources. As an example, we verify these claims for the important case of a Gaussian point spread function. The proofs rely on the construction of novel interpolating polynomials, which are the main technical contribution of this paper, and partially resolve the question raised in [2] about the extension of the standard machinery to higher dimensions.

1 Introduction

Consider an unknown number of point sources with unknown locations and amplitudes. An imaging mechanism provides us with a few noisy measurements from which we wish to estimate the locations and amplitudes of these sources. Because of the finite resolution of the imaging device, poorly separated sources are indistinguishable without using a proper localization algorithm that would take into account the particular structure of image. This super-resolution problem of localizing point sources finds various applications, for example in astronomy [3], geophysics [4], chemistry, medicine, microscopy and neuroscience [5, 6, 7, 8, 9, 10, 11]. Most of these applications involve images or higher dimensional signals. In this paper, we study the “grid-free” and positive super-resolution of two-dimensional (2-D) signals (namely, images) in the presence of noise, extending the one-dimensional (1-D) results of [1].

Let \( x \) be a nonnegative Borel measure supported on \( \mathbb{I}^2 = [0,1] \times [0,1] \), and let \( \{ \phi_m \}_{m=1}^M \) be real-valued and continuous functions. The (possibly noisy) observations \( \{ y_{m,n} \}_{m,n=1}^M \) collected from \( x \) are then given by

\[
y_{m,n} \approx \int_{\mathbb{I}^2} \phi_m(t) \phi_n(s) x(t,ds) dt.
\]

(1)

More specifically, we assume that

\[
\sum_{m,n=1}^M \left| y_{m,n} - \int_{\mathbb{I}^2} \phi_m(t) \phi_n(s) x(t,ds) \right|^2 \leq \delta^2,
\]

(2)
where $\delta \geq 0$ reflects the additive noise level. We do not impose any statistical model on the noise. If we define the matrices $y \in \mathbb{R}^{M \times M}$ and $\Phi(t, s) \in \mathbb{R}^{M \times M}$ such that

$$y[m, n] = y_{m,n}, \quad \Phi(t, s)[m, n] = \phi_m(t)\phi_n(s), \quad \forall m, n \in [M] := \{1, \cdots, M\}, \quad (3)$$

we may rewrite (2) more compactly as

$$\|y - \int_{I^2} \Phi(t, s) x(dt, ds)\|_F \leq \delta, \quad (4)$$

where $\| \cdot \|_F$ stands for the Frobenius norm. Often, $\phi_m$ and $\phi_n$ above are translated copies of a function $\phi$, and $\phi(t)\phi(s)$ is referred to as the point spread function of the imaging device and $y$ is the 2-D acquired signal that can be thought of as an image with $M^2$ pixels. We note that the tensor product model in (4) is widely used as a model in imaging [12, 13, 14]. For example, if the imaging device acts as an ideal low-pass filter with the cut-off frequency of $f_c$, then the corresponding choice is $\{\phi_m\}_{m=1}^M = \{\cos 2\pi k_1 f_c\}_{k=0}^{f_c} \cup \{\sin 2\pi k_1 f_c\}_{k=1}^{f_c}$ with $M = 2f_c + 1$.

In order to recover $x$, we suggest using the simple convex feasibility program

$$\text{find a nonnegative Borel measure } z \text{ on } \mathbb{R}^2 \text{ such that } \|y - \int_{I^2} \Phi(t, s) z(dt, ds)\|_F \leq \delta', \quad (5)$$

for some $\delta' \geq \delta$, which is reminiscent of nonnegative least squares in finite dimensions [15, 16].

Program (5) does not involve a grid on $I^2$, and notably does not regularize $z$ beyond nonnegativity, thus radically deviating from the existing literature [14, 13, 2, 17, 18]. This paper establishes that in the noiseless setting $\delta = 0$, solving Program (5) precisely recovers the true measure $x$, provided that $x$ is a nonnegative sparse measure on $I^2$ and under certain conditions on the imaging apparatus $\Phi$. More importantly, when $\delta > 0$ and $x$ is an arbitrary nonnegative measure on $I^2$, solving Program (5) well-approximates $x$. In particular, we establish that any nonnegative measure supported on $I^2$ that agrees with the observations $y$ in the sense of Program (5) is near the true measure $x$.

This paper does not focus on the important question of how to numerically solve the infinite-dimensional Program (5) in practice. One straightforward approach would be to discretize the measure $z$ on a fine uniform grid for $I^2$, thereby replacing Program (5) with a finite-dimensional convex feasibility program that can be solved with standard convex solvers. A few recent papers proposed algorithms to directly solve Program (5) and avoid discretization [19, 20, 21]. Moreover, there are other popular techniques to estimate sparse measures, for instance, using various generalizations of Prony’s method; see Section 3 for a survey of the related literature. A comprehensive numerical comparison between the alternatives for different noise levels is of great importance and we leave that to a future study. This paper aims to provide theoretical justifications for the success of Program (5), thereby arguing that imposing nonnegativity is enough for successful super-resolution. In other words, under mild conditions, the imaging device acts as an injective map on the set of sparse nonnegative measures and we can stably find its inverse.

This work builds and relies heavily on a recent work [1], which established that grid-free and positive super-resolution in 1-D can be achieved by solving the 1-D version of Program (5). In doing so, it removed the regularization required in prior work and substantially simplified the existing results. That being said, extending [1] to two dimensions is far from trivial and requires a careful design of new family of dual certificates, as will become clear in the next sections. Indeed, this work overcomes the technical obstacles noted in [2, Section 4] for extending the proof machinery to higher dimensions.

Before turning to the details, let us summarize the technical contributions of this paper. Section 2 presents these results in detail, while technical details are deferred to Section 4 and the appendices.

**Sparse measures without noise.** Suppose that $x$ consists of $K$ positive impulses located in $I^2$. In the absence of noise $\delta = 0$, Proposition 2 below shows that solving Program (5) with $\delta' = 0$ successfully recovers $x$ from the observations $y \in \mathbb{R}^{M \times M}$, provided that $M \geq 2K + 1$ and that $\{\phi_m\}_{m=1}^M$ form a Chebyshev system on $I$. A Chebyshev system, or T-system for short, is a collection of continuous functions that loosely behave like algebraic monomials; see Definition 1. T-system is a widely-used concept in classical approximation theory [22, 23, 24] that also plays a pivotal role in some modern signal processing applications; see for
instance [1, 17, 2]. In other words, Proposition 2 below establishes that the imaging operator $\Phi$ in (4) is an injective map from $K$-sparse nonnegative measures on $\mathbb{R}^2$, provided that $\{\varphi_m\}_{m=1}^M$ form a T-system on $I$ and $M \geq 2K + 1$.

In contrast with earlier results, no minimum separation between the impulses is necessary here. Program (5) does not contain any explicit regularization to promote sparsity, and lastly $\{\varphi_m\}_{m=1}^M$ need only to be continuous. We note that Proposition 2 is a nontrivial extension of the 1-D result in [1] to images. Indeed, the key concept of T-systems do not generalize to two or higher dimensions and proving Proposition 2 requires a novel construction of dual certificates to overcome the technical obstacles anticipated in [2, Section 4]; see also the general results below.

**Arbitrary measure with noise.** More generally, consider an arbitrary nonnegative measure $x$ supported on $\mathbb{R}^2$. As detailed later, given $\varepsilon \in (0, 1/2]$, $x$ can always be approximated with a $K$-sparse and $\varepsilon$-separated nonnegative measure, up to an error of $R(x, K, \varepsilon)$ in the generalized Wasserstein metric. This is true even if $x$ itself is not $\varepsilon$-separated or not atomic at all. We might think of $R(x, K, \varepsilon)$ as the “model-mismatch” of approximating $x$ with a well-separated sparse measure.

In the presence of noise and numerical inaccuracies, namely when $\delta \geq 0$, Theorem 5 below shows that solving Program (5) approximately recovers $x$ from the observations $y \in \mathbb{R}^{M \times M}$ in the generalized Wasserstein metric $d_{GW}$. In particular, a solution $\hat{x}$ of Program (5) satisfies

$$d_{GW}(x, \hat{x}) \leq c_1 \delta + c_2 \varepsilon + c_3 R(x, K, \varepsilon),$$

(6)

provided that $M \geq 2K + 2$, and the imaging apparatus and certain functions forms a $T^*$-system, a natural generalization of the T-system. The factors $c_1, c_2, c_3$ above are specified in the proof and depend chiefly on the measurement functions $\{\varphi_m\}_{m=1}^M$; see (3). Note that the recovery error in (6) depends on the noise level $\delta$, the separation $\varepsilon$, and on how well $x$ can be approximated with a $K$-sparse and $\varepsilon$-separated measure, similar to the 1-D results in [1]. Note also that, when $\delta = R(x, K, \varepsilon) = 0$, (6) reads $d_{GW}(x, \hat{x}) = 0$, and Theorem 5 reduces to Proposition 2 for sparse and noise-free super-resolution.

We remark that Theorem 5 applies to any nonnegative measure $x$, without requiring any separation between the impulses in $x$. In fact, $x$ might not be atomic at all. Of course, the recovery error $d_{GW}(x, \hat{x})$ does depend on how well $x$ can be approximated with a well-separated sparse measure, which is reflected in the right-hand side of (6) and hidden in the factors $c_1, c_2, c_3$ therein. As emphasized earlier, no regularization other than nonnegativity was used and $\{\varphi_m\}_{m}$ need only be continuous.

As a concrete example of this general framework, we consider the case where $\{\varphi_m\}_{m}$ are translated Gaussian windows. Building on the results from [1], we show in Section 2.3 that the conditions for both Proposition 2 and Theorem 5 are met for this important example. That is, solving Program (5) successfully and stably recovers an image that has undergone Gaussian blurring.

## 2 Main Results

### 2.1 Sparse Measure Without Noise

Let $x$ be a nonnegative atomic measure

$$x = \sum_{k=1}^K a_k \cdot \delta_{\theta_k}, \quad a_k > 0,$$

(7)

with $K \geq 1$ impulses located at $\Theta = \{\theta_k\}_{k=1}^K \subset \text{interior}(\mathbb{R}^2)$ with positive amplitudes $\{a_k\}_{k=1}^K$. Here, $\delta_{\theta_k}$ is the Dirac measure located at $\theta_k = (t_k, s_k)$. We first consider the case where there is no imaging noise ($\delta = 0$) and thus we collect the noise-free observations

$$y = \int_{\mathbb{R}^2} \Phi(t, s)x(dt, ds) \in \mathbb{R}^{M \times M}.$$

(8)

To understand when solving Program (5) with $\delta' = 0$ successfully recovers the true measure $x$, recall the concept of T-system [22]:


Definition 1. (T-system) Real-valued and continuous functions \( \{\phi_m\}_{m=1}^M \) form a T-system on the interval \( \mathbb{I} \), if the \( M \times M \) matrix \( [\phi_m(\tau_k)]_{k,m=1}^M \) is nonsingular for any increasing sequence \( \{\tau_k\}_{k=1}^M \subset \mathbb{I} \).

For example, the monomials \( \{1, t, \ldots, t^{M-1}\} \) form a T-system on any closed interval of the real line. In fact, T-system can be understood as a generalization of ordinary monomials. For instance, it is not difficult to verify that any “polynomial” \( \sum_{m=1}^M b_m \phi_m(t) \) of a T-system \( \{\phi_m\}_{m=1}^M \) has at most \( M - 1 \) distinct zeros on \( \mathbb{I} \). Or, given \( M \) distinct points on \( \mathbb{I} \), there exists a unique polynomial of \( \{\phi_m\}_{m=1}^M \) that interpolates these points. Note also that the linear independence of \( \{\phi_m\}_{m=1}^M \) is a necessary—but not sufficient—condition for forming a T-system.

In the context of super-resolution, for example, translated copies of the Gaussian window \( e^{-t^2} \) form a T-system on any interval, and so do many other windows [22]. As we will see later, the notion of T-system allows us to design a nonnegative polynomial with prescribed zeros on \( \mathbb{I} \), that plays a key role in the 2-D construction.

The following result, proved in Section 4.2, states that solving Program (5) successfully recovers \( x \) from the noise-free image \( y \), provided that the measurement functions form a T-system.

Proposition 2. (Sparse measure without noise) Let \( x \) be a \( K \)-sparse nonnegative measure supported on \( \text{interior}(\mathbb{I}^2) \); see (7). Let also \( M \geq 2K + 1 \) and suppose that the measurement functions \( \{\phi_m\}_{m=1}^M \) form a T-system on \( \mathbb{I} \). Lastly, let \( \delta = 0 \), consider the imaging operator \( \Phi \) and the image \( y \in \mathbb{R}^{M \times M} \) in (3) and (4). Then, \( x \) is the unique solution of Program (5) with \( \delta' = 0 \).

In words, Program (5) successfully localizes the \( K \) impulses present in \( x \) given only \( (2K + 1)^2 \) measurements, if the measurement functions \( \{\phi_m\}_{m=1}^M \) form a T-system on \( \mathbb{I} \). Note that no minimum separation is required between the impulses, in contrast to similar results for super-resolution with both signed and non-negative measures; see for instance [25, 26, 13]. In addition, no regularization was imposed in Program (5) beyond nonnegativity, and the measurement functions only need to be continuous.

Proof technique. Let us outline the proof of Proposition 2. Loosely speaking, a standard argument shows that the existence of a certain polynomial of the form

\[
Q(\theta) = Q(t,s) = \sum_{m,n=1}^M b_{m,n} \phi_m(t) \phi_n(s),
\]

would guarantee that Program (5) successfully recovers a sparse nonnegative measure in the absence of noise. Known as the dual certificate for Program (5), this polynomial \( Q \) has to be nonnegative on \( \mathbb{I}^2 \), with zeros only at the impulse locations \( \Theta = \{\theta_k\}_{k=1}^K = \{(t_k, s_k)\}_{k=1}^K \). Setting \( T = \{t_k\}_{k=1}^K \) and \( S = \{s_k\}_{k=1}^K \), the proof constructs \( Q \) by carefully combining nonnegative univariate polynomials with prescribed zeros on subsets of \( T \) and \( S \). In turn, such univariate polynomials exist if \( \{\phi_m\}_{m=1}^M \) form a T-system on \( \mathbb{I} \); see Section 4.2 for the details. The basic idea of the proof is visualized in Figure 1.

2.2 Arbitrary Measure With Noise

In this section, we present the main result of this paper. Theorem 5 below generalizes Proposition 2 to account for a) model mismatch, where \( x \) is not necessarily a well-separated sparse measure but might be close to one, and b) imaging noise \( \delta \geq 0 \). This result addresses the stability of Program (5) to model mismatch and its robustness against imaging noise. Some preparation is necessary before presenting the result.

Separation. Unlike sparse and noise-free super-resolution in Proposition 2, a notion of separation plays a role in the general result presented in Theorem 5. For an atomic measure \( x \) supported on \( \Theta = \{\theta_k\}_{k=1}^K = \{(t_k, s_k)\}_{k=1}^K \subset \mathbb{I}^2 \), let \( \text{sep}(x) \) be the minimum separation between all impulses in \( x \) and the boundary of \( \mathbb{I}^2 \).

Formally, \( \text{sep}(x) \) is the largest number \( \nu \) such that

\[
\nu \leq |t_k - t_l|, \quad \nu \leq |s_k - s_l|, \quad k \neq l, \ k, l \in [K],
\]

\[

\nu \leq |t_k - 0|, \quad \nu \leq |t_k - 1|,
\]

where \( K \) is an increasing sequence.
Figure 1: This figure explains the idea behind the proof of Proposition 2, see Section 2.1. As an example, consider the nonnegative measure \( x = a_1 \delta_{\theta_1} + a_2 \delta_{\theta_2} \). The locations of two impulses at \( \theta_1 = (t_1, s_1) \in \mathbb{I}^2 \) and \( \theta_2 = (t_2, s_2) \in \mathbb{I}^2 \) are shown with black dots in Figure 1a. For Program (5) to successfully recover \( x \) from the image \( y \) in (8), we should construct a nonnegative polynomial \( Q \) of the form in (9) that has zeros exactly on \( \theta_1 \) and \( \theta_2 \). We do so by combining a number of univariate polynomials in \( t \) and \( s \). More specifically, consider a nonnegative polynomial \( q_{t_1}(t) = \sum_{m=1}^{M} b_{11} \phi_m(t) \) that vanishes only at \( t_1 \). Likewise, consider similar nonnegative polynomials \( q_{s_2}(s) \), which are zero only at \( s_2 \), respectively. Figure 1b shows the zero set of the polynomial \( q_{t_1}(t)q_{s_2}(s) \) as the union of blue and red lines. Similarly, Figure 1c shows the zero set of the polynomial \( q_{t_2}(t)q_{s_1}(s) \).

Figure 1b shows the zero set of the polynomial \( q_{t_1}(t)q_{s_2}(s) \) as the union of blue and red lines. Similarly, Figure 1c shows the zero set of the polynomial \( q_{t_2}(t)q_{s_1}(s) \). Note that the intersection of these two zero sets is exactly \( \{\theta_1, \theta_2\} \). That is, \( q(\theta) = q_{t_1}(t)q_{s_2}(s) + q_{t_2}(t)q_{s_1}(s) \) is a nonnegative polynomial of the form in (9) that has zeros only at \( \{\theta_1, \theta_2\} \), as desired. It only remains now to construct the univariate polynomials \( q_{t_1}, q_{t_2}, q_{s_1}, q_{s_2} \) described above. When the imaging apparatus \( \{\phi_m\}_{m=1}^{M} \) forms a T-system and \( M \geq 2K + 1 \), the existence of these univariate polynomials follows from [1]. We note that the construction of \( Q \) in this example is slightly different from the more involved proof of Proposition 2 to simplify the presentation.

Naturally, if the measure \( x \) satisfies \( \text{sep}(x) \geq \varepsilon \), we call \( x \) an \( \varepsilon \)-separated measure. For example, for \( x \) in Figure 1a, we have \( \text{sep}(x) = \min(t_2 - t_1, s_2 - s_1, t_1, 1 - t_2, s_1, 1 - s_2) \).

This notion of separation is commonly used in the super-resolution literature; see [12, 26, 27], to name just a few.

**Generalized Wasserstein distance.** As an error metric, we use the generalized Wasserstein distance [28]. We first recall that the total-variation (TV) norm of a measure on \( \mathbb{I}^2 \) is defined as \( \|z\|_{TV} = \int_{\mathbb{I}^2} |dz| \), akin to \( \ell_1 \)-norm in finite dimensions. The standard Wasserstein distance for two nonnegative measures on \( \mathbb{I}^2 \),
frequently called the earth mover’s distance, is defined as
\[
d_w(z_1, z_2) = \inf \int_{\mathbb{R}^2 \times \mathbb{R}^2} |\tau_1 - \tau_2| \cdot \gamma(d\tau_1, d\tau_2),
\]
where the infimum is over every nonnegative measure \( \gamma \) on \( \mathbb{R}^2 \times \mathbb{R}^2 \) that produces \( z_1 \) and \( z_2 \) as marginals, that is,
\[
z_1(A_1) = \int_{A_1 \times \mathbb{R}^2} \gamma(d\tau_1, d\tau_2), \quad z_2(A_2) = \int_{\mathbb{R}^2 \times A_2} \gamma(d\tau_1, d\tau_2),
\]
for every measurable sets \( A_1, A_2 \subseteq \mathbb{R}^2 \). If we were to think of \( z_1, z_2 \) as two piles of dirt, then \( d_w(z_1, z_2) \) can be interpreted as the least amount of work needed to transform \( z_1 \) to \( z_2 \). The Wasserstein distance is defined only if the TV norms of the two measures are equal. The generalized Wasserstein distance extends \( d_w \) to allow for calculating the distance between nonnegative measures with different TV norms. It is defined by
\[
d_{GW}(x_1, x_2) = \inf (\|x_1 - z_1\|_{TV} + d_w(z_1, z_2) + \|x_2 - z_2\|_{TV}),
\]
where the infimum is over every pair of nonnegative Borel measures \( z_1, z_2 \) supported on \( \mathbb{I}^2 \) such that \( \|z_1\|_{TV} = \|z_2\|_{TV} \). The two new terms above gauge the mass difference between \( x_1 \) and \( x_2 \).

**Model mismatch.** Theorem 5 below bounds the recovery error \( d_{GW}(x, \hat{x}) \), where \( \hat{x} \) is a solution of Program (5). Even though \( x \) is an arbitrary nonnegative measure in this section, it can always be approximated with a well-separated sparse measure, up to some error with respect to the metric \( d_{GW} \). Indeed, given an integer \( K \) and \( \varepsilon \in (0, 1/2] \), there exists a \( K \)-sparse nonnegative measure \( x_{K,\varepsilon} \) that is \( \varepsilon \)-separated and approximates \( x \). More specifically, let us fix \( \lambda > 1 \) throughout. Then, for any \( \varepsilon \in (0, 1/2] \), there exists a \( K \)-sparse and \( \varepsilon \)-separated nonnegative measure \( x_{K,\varepsilon} \) such that
\[
R(x, K, \varepsilon) := d_{GW}(x, x_{K,\varepsilon}) \leq \lambda \inf d(x, \chi),
\]
where the infimum above is over every nonnegative \( K \)-sparse and \( \varepsilon \)-separated measure \( \chi \) supported on \( \text{interior}(\mathbb{I}^2) \). The case \( \lambda = 1 \) is excluded here because the infimum on the far-right of (14) might not be achieved. In what follows, the dependence of \( R(x, K, \varepsilon) \) on \( \lambda \) is suppressed to ease the notation. The residual \( R(x, K, \varepsilon) \) can be thought of as the mismatch in modelling \( x \) with a well-separated sparse measure.

For Program (5) to succeed in the general settings of this section, we impose additional assumptions on the imaging apparatus in the next two paragraphs.

**Smoothness.** We assume that the imaging operator \( \Phi \) in (4) is Lipschitz continuous, namely, there exists a constant \( L \geq 0 \) such that
\[
\left\| \int_{\mathbb{I}^2} \Phi(\theta)(x_1(d\theta) - x_2(d\theta)) \right\|_F \leq L \cdot d_{GW}(x_1, x_2),
\]
for every pair of measures \( x_1, x_2 \) supported on \( \mathbb{I}^2 \).

**T*-system.** To study the stability of Program (5), we also need to modify the notion of T-system in Definition 1. We begin with the next definition, which is immediately followed by an example.

**Definition 3. (Admissible sequence)** We say that \( \{\{\tau_n^k\}_{k=0}^M\}_{n \geq 1} \subset \mathbb{I} \) is a \((K, \varepsilon)\)-admissible sequence if
\begin{itemize}
  \item \( \tau_0^0 = 0 \) and \( \tau_M^0 = 1 \) for every \( n \), namely, the endpoints of \( \mathbb{I} = [0,1] \) are included in the sequence \( \{\tau_k^0\}_{k=0}^M \), for every \( n \). Moreover,
  \item as \( n \to \infty \), the sequence \( \{\tau_n^k\}_{k=1}^{M-1} \) converges (element-wise) to an \( \varepsilon \)-separated subset of \( \mathbb{I} \) with at most \( K \) unique points, where every element has an even multiplicity, except one element that appears only once.\(^1\)
\end{itemize}

\(^1\)That is, every element is repeated an even number of times (2, 4, \ldots) except one element that appears only once.
An example of admissible sequences is given in Figure 2. While T-system in Definition 1 is a condition on all increasing sequences of length $M$, the T*-system below is a condition only on admissible sequences; these are the only sequences that matter in our analysis.

Like a T-system, a T*-system imposes certain requirements on a family of functions: Whereas the performance of Program (5) for sparse measures and in the absence of noise relates to a certain T-system, the general performance of Program (5) relates to certain T*-systems, as we will see shortly in Theorem 5. The definition of T*-system below is immediately followed by its motivation.

**Definition 4. (T*-system)** For an even integer $M$, real-valued functions $\{\phi_m\}_{m=0}^M$ form a $T^*_K$-system on $I$ if any $(K, \varepsilon)$-admissible sequence $\{\{\tau_k^n\}_{k=0}^M\}_{n \geq 1}$ satisfies:

1. $\lim_{n \to \infty} \inf \|\phi_m(\tau_k^n)\|_{k,m=0}^M \geq 0$. That is, the determinant of $[\phi_m(\tau_k^n)]_{k,m=0}^M \in \mathbb{R}^{(M+1) \times (M+1)}$ is nonnegative in the limit of $n \to \infty$. Moreover,

2. all minors along the $I$th row of $[\phi_m(\tau_k^n)]_{k,m=0}^M$ approach zero at the same rate when $n \to \infty$. Here, $I$ is the index of the element of the limit sequence that appears only once.\(^2\)

Let us now provide some insight about T*-systems. In the proof of Proposition 2 for sparse and noise-free super-resolution, in order to generate a polynomial

$$\sum_{m=1}^M b_m \phi_m \geq 0,$$

with prescribed zeros on $I$, we assumed that $\{\phi_m\}_{m=1}^M$ form a T-system; see the discussion after Definition 1. On the other hand, to generate a polynomial

$$\sum_{m=1}^M b_m \phi_m \geq \phi_0,$$

with prescribed zeros on $I$, similarly $\{-\phi_0\} \cup \{\phi_m\}_{m=1}^M$ are required to form a T-system. The definition of T*-system above is based on the same idea but limited to admissible sequences, to ease the burden of verifying the conditions in Definition 4. In particular, Part 2 in Definition 4 excludes trivial polynomials, such as $0 \cdot \phi_0 + \sum_{m=1}^M m_m \phi_m$.

Let us take a moment to compare T- and T*-systems. An arbitrary polynomial of a T-system has a limited number of zeros, see the discussion after Definition 1. Polynomials of a T*-system, on the other hand, have no such property since the determinant in Part 1 of Definition 4 might vanish on $I$.

Instead, the notion of T*-system is designed to facilitate the construction of the necessary dual certificates for Program (5) in the presence of model mismatch and noise. In particular, as mentioned earlier, Part 2 in Definition 4 is designed to exclude trivial polynomials that do not qualify as dual certificates. Lastly, Definition 4 only considers admissible sequences to simplify the burden of verifying whether a family of functions form a T*-system.

To summarize, the widely-used notion of T-system in Definition 1 plays a key role in the analysis of sparse inverse problems in the absence of noise, whereas T*-system above is a new concept introduced in [1] and tailored for the *stability analysis* of sparse inverse problems. It was established in [1] that translated copies of the Gaussian window $e^{-t^2}$ indeed form a T*-system, under mild conditions on the translations specified in Section 2.3 below. We expect this to also hold for many other measurement windows with sufficiently fast decay.\(^3\)

We are now ready to present our main result about the performance of Program (5) in the general case where $x$ is an arbitrary nonnegative measure on $I^2$ and in the presence of additive noise. Theorem 5, proved in Section 4.4, states that Program (5) approximately recovers $x$ provided that certain T- and T*-systems exist. As an example of this very general result, Section 2.3 later applies Theorem 5 to the special case of imaging with Gaussian blur.

\(^2\)A nonnegative sequence $\{u^n\}_{n \geq 1}$ approaches zero at the rate $n^{-p}$ if $u_n = \Theta(n^{-p})$; see for example [29].

\(^3\)The definition of T*-system here is slightly different from that in [1] but the difference is inconsequential. The new definition here will help improve the dependence of recovery error bounds on number of observations both in one- and two-dimensional problems.
Theorem 5. (Arbitrary measure with noise) Consider a nonnegative measure $x$ supported on $\mathbb{I}^2$. Consider also a noise level $\delta \geq 0$, measurement functions $\{\phi_m\}_{m=1}^M$, the corresponding $L$-Lipschitz imaging operator $\Phi$, and the image $y \in \mathbb{R}^{M \times M}$.

For an integer $K$ and $\varepsilon \in (0, 1/2]$, let $x_{K,\varepsilon}$ be a $K$-sparse and $\varepsilon$-separated nonnegative measure on $\mathbb{I}^2$ that approximates $x$ in the sense of (14). In particular, let $\Theta = \{\theta_k\}_{k=1}^K = \{(t_k, s_k)\}_{k=1}^K \subset \text{interior}(\mathbb{I}^2)$ be the support of $x_{K,\varepsilon}$, and set $T = \{t_k\}_{k=1}^K$ and $S = \{s_k\}_{k=1}^K$ for short.

With $\tilde{x}$ denoting a solution of Program (5) for $\delta' \geq (1 + L \cdot R(x, k, \varepsilon))\delta$, it holds that

$$d_{GW}(x, \tilde{x}) \leq c_1 \delta + c_2 \varepsilon + c_3 R(x, K, \varepsilon),$$

(16)

where $d_{GW}$ is the generalized Wasserstein metric in (13). The coefficients $c_1, c_2, c_3$ above are specified explicitly in (40), and depend on the true measure $x$, the separation $\varepsilon$, and the imaging operator $\Phi$.

The error bound in (16) holds if the following requirements are met. For every index set $\Omega \subset [K]$ and $k \in [K]$, we define the functions

$$F_{T_0}(t) := \begin{cases} 0, & \text{when there exists } k \in \Omega \text{ such that } |t - t_k| \leq \varepsilon/2, \\ 1, & \text{elsewhere on } \text{interior}(\mathbb{I}), \end{cases}$$

$$F_{S_0}(s) := \begin{cases} 0, & \text{when there exists } k \in \Omega \text{ such that } |s - s_k| \leq \varepsilon/2, \\ 1, & \text{elsewhere on } \text{interior}(\mathbb{I}), \end{cases}$$

$$F_{T}^{k+}(t) := \begin{cases} \pm 1, & \text{when } |t - t_k| \leq \varepsilon/2, \\ 0, & \text{everywhere else on } \text{interior}(\mathbb{I}), \end{cases}$$

$$F_{S}^{k+}(s) := \begin{cases} 1, & \text{when } |s - s_k| \leq \varepsilon/2, \\ 0, & \text{everywhere else on } \text{interior}(\mathbb{I}), \end{cases}$$

for $t, s \in \mathbb{I}$, with an example given in Figure 3e.\footnote{The purple graph in Figure 3e is an example of $F_{\{t_1\}}$, denoted in the figure by $F_{t_1}$ to ease the notation.} With $M \geq 2K + 2$, we must have that

- $\{\phi_m\}_{m=1}^M$ form a $T$-system on $\mathbb{I}$,
- $\{F_{T_0}\} \cup \{\phi_m\}_{m=1}^M$ and $\{F_{S_0}\} \cup \{\phi_m\}_{m=1}^M$ both form $T_{K,\varepsilon}$-systems on $\mathbb{I}$ for every $\Omega \subset [K]$,
- $\{F_{T}^{k+}\} \cup \{\phi_m\}_{m=1}^M$ and $\{F_{T}^{k-}\} \cup \{\phi_m\}_{m=1}^M$ both form $T_{K,\varepsilon}$-systems on $\mathbb{I}$ for every $k \in [K]$,
- $\{F_{S}^{k+}\} \cup \{\phi_m\}_{m=1}^M$ form a $T_{K,\varepsilon}$-system on $\mathbb{I}$ for every $k \in [K]$.

Theorem 5 for image super-resolution is unique in a number ways. The differences with prior work are further discussed in Section 3 and also summarized here. First, Theorem 5 applies to arbitrary measures, not only atomic ones. In particular, for atomic measures, no minimum separation or limit on the density of impulses are imposed in contrast to earlier results [2, 13, 14, 30].
Moreover, Theorem 5 addresses both noise and model-mismatch in image super-resolution. Indeed, even in the 1-D case, stability was identified as a technical obstacle in earlier work [2]. In addition, the recovery error in Theorem 5 is quantified with a natural metric between measures, namely, the generalized Wasserstein metric, in contrast to prior work; see for example [31] that separately studies the error near and away from the impulses. Lastly, the measurement functions \( \{ \phi_m \} \) are required to be continuous rather than (several times) differentiable [2, 30]. All this is achieved without the need to explicitly regularize for sparsity in Program (5).

Several remarks are in order to clarify Theorem 5.

Proof technique. For Program (5) to successfully recover a sparse measure in the absence of noise, we needed to construct a nonnegative polynomial \( Q(\theta) \) in the span of measurement functions with zeros only at the impulse locations \( \Theta = \{ \theta_k \}_{k=1}^K = \{ (t_k, s_k) \}_{k=1}^K \); see the discussion after Proposition 2. For approximate recovery in the presence of model mismatch and noise, perhaps not surprisingly we need to construct a nonnegative polynomial \( Q(\theta) \) that is bounded away from zero far from the impulse locations \( \Theta \), namely,

\[
Q(\theta) \geq g > 0, \quad \forall \theta \text{ far from } \Theta,
\]

and a positive scalar \( g \). Letting \( T = \{ t_k \}_{k=1}^K \) and \( S = \{ s_k \}_{k=1}^K \) for short, the proof of Theorem 5 constructs \( Q \) by combining certain univariate polynomials, similar to the proof of Proposition 2 which was summarized earlier in Section 2.1 and Figure 1. Among these univariate polynomials, for example, the proof constructs a nonnegative polynomial \( q_T \) such that

\[
q_T(t) \geq 1, \quad \forall t \text{ far from } T.
\]

To that end, the proof requires that \( \{ F_T \} \cup \{ \phi_m \}_{m=1}^M \) form a T*-system. In addition to \( Q \), we also find it necessary to construct yet another polynomial \( Q^0 \) to complete the proof of Theorem 5; see Section 4.4 for more details. Figure 3 illustrates some of the ideas used in the proof of Theorem 5.
Theorem 5, the existence of these univariate polynomials follows from [1]. At last, we obtain a nonnegative polynomial $Q$ that is zero near and equal to $\theta$. This lower bound for polynomial $Q$ is shown in Figure 3 as a heat map, with warmer colors corresponding to larger values, namely blue corresponds to zero and green corresponds to $\theta$. Let us first express this lower bound on $Q$ in terms of univariate functions. To that end, consider a function $F_{t_1}(t)$ that is zero near and equal to $\sqrt{\mathcal{F}}$ away from $t_1$. Likewise, consider similar nonnegative functions $F_{t_2}(t), F_{s_1}(s), F_{s_2}(s)$ that are zero near and equal to $\sqrt{\mathcal{F}}$ away from $t_2, s_1, s_2$, respectively. Figure 3b shows the heat map of $F_{t_1}(t)F_{s_2}(s)$, Figure 3c shows the heat map of $F_{t_2}(t)F_{s_1}(s)$, and lastly Figure 3d shows the heat map of their sum, namely, $G(\theta) := F_{t_1}(t)F_{s_2}(s) + F_{t_2}(t)F_{s_1}(s)$. Note that $G$ is zero near and larger than $\mathcal{F}$ away from the impulse locations $\theta_1, \theta_2$, as desired.

It only remains to construct univariate polynomials $q_{t_1}, q_{t_2}, q_{s_1}, q_{s_2} \in \text{span}(\phi_1, \ldots, \phi_M)$ that satisfy the inequalities $q_{t_1} \geq F_{t_1}, q_{t_2} \geq F_{t_2}, q_{s_1} \geq F_{s_1}, q_{s_2} \geq F_{s_2}$, and equality holds at $t_1, t_2, s_1, s_2$, respectively. Under the conditions in Theorem 5, the existence of these univariate polynomials follows from [1]. At last, we obtain a nonnegative polynomial $Q(\theta) = q_{t_1}(t)q_{s_2}(s) + q_{t_2}(t)q_{s_1}(s)$ that is zero at the impulse locations and larger than $\mathcal{F}$ away from the impulses, as desired. For example, for the Gaussian window detailed in Section 2.3 with standard deviation $\sigma = 0.2$, Figure 3e shows $q_{t_1}(t)$ and Figure 3f shows the heat map of the dual certificate $Q(\theta)$, both in logarithmic scale. Yet another polynomial $Q^0$ is needed to complete the proof of Theorem 5, which is detailed in the proof; see Section 4.4.

Recovery error. The bound on the recovery error $d_{GW}(x, \tilde{x})$ in (16) depends on the noise level $\delta$ and on how well $x$ can be approximated with a well-separated sparse measure. More specifically, for any $\varepsilon \in (0, 1/2)$, $x$ can be approximated with a $K$-sparse and $\varepsilon$-separated measure $x_{K,\varepsilon}$, with a residual of $R(x, K, \varepsilon)$; see (14). We might then think of a solution $\tilde{x}$ of Program (5) as an estimate for $x_{K,\varepsilon}$ and therefore an estimate for $x$, up to the residual $R(x, K, \varepsilon)$. Both the separation $\varepsilon$ and the residual $R(x, K, \varepsilon)$ appear on the right-hand side of the error bound (16).

In particular, when $\delta, \varepsilon, R(x, K, \varepsilon) \to 0$, we again obtain Proposition 2 for recovery of $K$-sparse nonneg-
Theorem 5 applies to any nonnegative measure \( x \). In particular, when \( x \) is an atomic measure, Theorem 5 applies regardless of the separation between the impulses present in \( x \). However, the recovery error \( d_{GW}(x, \hat{x}) \) does depend on the separation of \( x \).

As an example, consider \( x = \delta_{0.5} + \delta_{0.51} \). In order to apply Theorem 5, we can set \( \varepsilon = 0.01 \), so that \( x_{K,\varepsilon} = x \) and \( R(x, K, \varepsilon) = 0 \). Now, the error bound in (16) reads as

\[
d_{GW}(x, \hat{x}) \leq C_1 \delta + 0.01 C_2, \tag{17}
\]

where \( C_1 = c_1(x, \varepsilon) \) and \( C_2 = c_2(x, \varepsilon) \) with \( \varepsilon = 0.01 \). Alternatively, we may also apply Theorem 5 by setting \( \varepsilon = 0.2 \), so that \( x_{K,\varepsilon} = \delta_{0.405} + \delta_{0.605} \) and \( R(x, K, \varepsilon) = 0.19 \). In this case, (16) reads as

\[
d_{GW}(x, \hat{x}) \leq C'_1 \delta + 0.2 C'_2 + 0.19 C'_3, \tag{18}
\]

where \( C'_1 = c_1(x, \varepsilon) \), \( C'_2 = c_2(x, \varepsilon) \), and \( C'_3 = c_3(x, \varepsilon) \) with \( \varepsilon = 0.2 \). Informally speaking, one would expect the bound on recovery error in (18) to be smaller than the bound in (17) and hence better, because resolving nearby impulses is more difficult and one would expect \( c_2(x, \varepsilon) \) to implode as \( \varepsilon \to 0 \). However, as mentioned in the previous paragraph, this work does not address the optimal choice of separation \( \varepsilon \) as a function of noise level \( \delta \). That is, given \( \delta \), the choice of \( \varepsilon \) that would minimize the right-hand of (16) is not studied here; see [1] for more details.

### Invariance

Although not mentioned in Theorem 5, as a sanity check, one might verify that the error bound on the right-hand side of (16) is invariant under scaling of the noise level \( \delta \) and the imaging operator \( \Phi \). If we replace \( \delta \) with \( \alpha \delta \) and \( \Phi \) with \( \alpha \Phi \) for a positive \( \alpha \), the right-hand side of (16) does not change; see [1] for more details.

### 2.3 Example with Gaussian Window

As an example of the general super-resolution framework presented in this paper, consider the case where \( x \) is a \( K \)-sparse nonnegative measure as in (7) and \( \{\phi_m\}_{m=1}^M \) are translated copies of a one-dimensional Gaussian window, namely,

\[
\phi_m(t) = g_1(t - t'_m) := e^{-\frac{(t - t'_m)^2}{\sigma^2}}, \tag{19}
\]

for \( T' = \{t'_m\}_{m=1}^M \subset \mathbb{I} \) and positive standard deviation \( \sigma \). Note that

\[
\int_{\mathbb{I}} \phi_m(t)\phi_n(s)\,x(dt, ds) = \sum_{k=1}^K a_k \cdot g_1(t_k - t'_m)g_1(t_k - t'_n) \\
= \sum_{k=1}^K a_k \cdot g_2(\theta_k - \theta'_{m,n}) \\
= \sum_{k=1}^K a_k \cdot e^{-\frac{\|\theta_k - \theta'_{m,n}\|^2}{\sigma^2}}, \tag{20}
\]

where \( \theta_k = (t_k, s_k), \theta'_{m,n} = (t'_m, t'_n) \) and \( g_2 \) is a 2-D Gaussian window, which can be thought of as the point-spread function. Note that we might also think of \( \{\theta'_{m,n}\}_{m,n=1}^M = T' \times T' \) as the “sampling points” in the sense that

\[
\int_{\mathbb{I}} \phi_m(t)\phi_n(s)\,x(dt, ds) = \sum_{k=1}^K a_k \cdot g_2(\theta_k - \theta'_{m,n}) = (g_2 \ast x)(\theta'_{m,n}), \quad m, n \in [M], \tag{21}
\]
Proposition 6. (Gaussian window) Consider a nonnegative measure $x$ supported on $\mathbb{I}^2$. Consider also a noise level $\delta \geq 0$ and measurement functions defined in (19). For an integer $K$ and $\varepsilon \in (0, 1/2]$, let $x_{K,\varepsilon}$ be a $K$-sparse and $\varepsilon$-separated nonnegative measure on $\mathbb{I}^2$ that approximates $x$ in the sense of (14). With $M \geq 2K + 2$, let $\hat{x}$ be a solution of Program (5) with
\[
\delta' \geq \left(1 + \frac{2M}{\sigma^2} R(x, k, \varepsilon)\right) \delta,
\]
see (14). Then it holds that
\[
d_{GW}(x, \hat{x}) \leq c_1\delta + c_2\delta + c_3 R(x, K, \varepsilon),
\]
where $d_{GW}$ is the generalized Wasserstein metric in (13). The coefficients $c_1, c_2, c_3$ above are specified explicitly in (40), and depend on the true measure $x$, the separation $\varepsilon$, and the imaging operator $\Phi$.

3 Related Work

The current wave of super-resolution research using convex optimization began with the two seminal papers of Candès and Fernandez-Granda [12, 25]. In those papers, the authors showed that a convex program with a sparse-promoting regularizer stably recovers a complex atomic measure from the low-end of its spectrum. This holds true if the minimal separation between any two spikes is inversely proportional to the maximal measured frequency, namely the “bandwidth” of the sensing mechanism. Many papers extended this fundamental result to randomized models [27], support recovery analysis [32, 33, 34, 31, 35], denoising schemes [36, 37], different geometries [38, 39, 40, 41, 42], and incorporating prior information [43]. Most of these works easily generalize to multi-dimensional signals. In addition, a special attention to multi-dimensional signals was given in a variety of papers; see for instance [44, 45].

The separation condition above is unnecessary for nonnegative measures, and this is the important regime on which this paper and most of this review focuses. There are a number of works that study nonnegative sparse super-resolution for atomic measures supported on a grid. In [14, 13], it was shown that for such 1-D or 2-D signals, stable reconstruction is possible without imposing a separation condition, but instead requiring a milder condition on the density of the impulses. In particular, the error grows exponentially fast as the density of the spikes increases. A similar result was derived for signals on the sphere [46].

In this paper, we focus on the grid-free setting in which the nonnegative measure is not necessarily supported on a predefined grid. This is the most general regime and requires more advanced machinery and algorithms. In [2], it was shown that in the absence of noise, a convex program with TV regularizer can recover—without imposing any separation—an atomic measure on the real line [2]. The same holds on other geometries as well [38, Section 5]. However, all these results have no stability guarantees, assume a differentiable point spread function and make use of a TV regularizer to promote sparsity. Our Proposition 2...
and Theorem 5 address all these shortcomings and solve the sparse (grid-free) image super-resolution problem in its most general form. The leap from the 1-D results of [1] to 2-D requires new techniques since the key technical ingredient, namely T-systems, does not extend to higher dimensions.

Let us add that the low-noise regime for positive 1-D super-resolution was studied in [18]. There, it was shown that a convex program with a sparse-promoting regularizer results in the same number of spikes as the original measure when noise is small. Furthermore, the solution converges to the underlying positive measure if the signal-to-noise ratio scales like $O(1/\text{sep}^2)$, where sep is the minimal separation between adjacent spikes. In contrast to our work, the framework of [18] builds upon smooth convolution kernel and uses a sparse-promoting regularizer, rather than the feasibility problem considered in Program (5). In [47], it was shown that the 2-D version of the same program enjoys similar properties for a pair of spikes.

Going back to signed measures, another line of work is based on various generalizations of Prony’s method [48], which encodes the support of the measure as zeros of a designed polynomial. Such generalizations include methods like MUSIC [49], Matrix Pencil [50], ESPRIT [51], to name a few. In 1-D and in the absence of noise, these methods are guaranteed to achieve exact recovery for a complex measure without enforcing any separation. This is not true for convex programs in which separation is a necessary condition, see [52]. The separation is not necessary for convex programs only for nonnegative measures, like the model considered in this paper. Stability analysis of some of these methods, under a separation condition, is found in [53, 54, 55, 56, 57]. However, their extension to 2-D is not trivial and accordingly different methods were proposed [58, 59, 60, 61, 62]. To the best of our knowledge, the stability of these algorithms for two or higher dimensions is not understood. That being said, we do not claim that convex programs are numerically superior over the Prony-like techniques and we leave comprehensive numerical study for future research.

4 Theory

4.1 Notation

At the risk of being redundant, let us collect here some of the notation used throughout this paper. For positive $\varepsilon$ and $T = \{t_k\}_{k=1}^K \subset \mathbb{I}$, let us define the neighbourhoods

$$t_{k,\varepsilon} := \{t \in \mathbb{I} : |t - t_k| \leq \varepsilon\} \subset \mathbb{I},$$

$$T_\varepsilon := \bigcup_{k=1}^K t_{k,\varepsilon},$$

and let $t_{k,\varepsilon}^C$ and $T_\varepsilon^C$ be the complements of these sets with respect to $\mathbb{I}$. Let us also sep($T$) denote the minimum separation of $T$, namely, the largest number $\nu$ for which

$$\nu \leq |t_k - t_l|, \quad k \neq l, \; k, l \in [K],$$

$$\nu \leq |t_k - 0|, \quad \nu \leq |t_k - 1|.$$  \hspace{1cm} (24)

Likewise, for positive $\varepsilon$ and $\Theta \subset \{\theta_k\}_{k=1}^K = \{(t_k, s_k)\}_{k=1}^K \subset \mathbb{I}^2$, we define the neighbourhoods

$$\theta_{k,\varepsilon} := t_{k,\varepsilon} \times s_{k,\varepsilon} = \{\theta \in \mathbb{I}^2 : \|\theta - \theta_k\|_\infty \leq \varepsilon\} \subset \mathbb{I}^2,$$

$$\Theta_\varepsilon := \bigcup_{k=1}^K \theta_{k,\varepsilon} \subseteq T_\varepsilon \times S_\varepsilon,$$

and let $\theta_{k,\varepsilon}^C$ and $\Theta_\varepsilon^C$ be the complements of these sets with respect to $\mathbb{I}^2$. Above, $\|\theta\|_\infty = \max[|t|, |s|]$ for $\theta = (t, s)$. Similarly, define the minimum separation of $\Theta$, namely the smallest number $\nu$ for which both (24) holds and

$$\nu \leq |s_k - s_l|, \quad k \neq l, \; k, l \in [K],$$

$$\nu \leq |s_k - 0|, \quad \nu \leq |s_k - 1|.$$  \hspace{1cm} (26)
4.2 Proof of Proposition 2 (Sparse Measure Without Noise)

The following standard result is an immediate extension of [1, Lemma 9] and, roughly speaking, states that Program (5) is successful if a certain dual certificate $Q$ exist.

Lemma 7. Let $x$ be a $K$-sparse nonnegative atomic measure supported on $\Theta \subset \text{interior}(I^2)$, see (7). Then $x$ is the unique solution of Program (5) with $\delta' = 0$ if

- the $M^2 \times K$ matrix $[\phi_m(t_k)\phi_n(s_k)]_{m=M,n=M,k=K}^{m=m,n=n,k=k}$ has full column rank, and

- there exist real coefficients $\{b_{m,n}\}_{m=1}^M$ and polynomial $Q(t,s) = \sum_{m,n=1}^M b_{m,n}\phi_m(t)\phi_n(s)$ such that $Q$ is nonnegative on $\text{interior}(I^2)$ and vanishes only on $\Theta$.

The following result, proved in Appendix A, states that the dual certificate required in Lemma 7 exists if the number of measurements $M$ is large enough and the measurement functions $\{\phi_m\}_{m=1}^M$ form a T-system on $I$. The technical difficulty arises from the fact that T-systems cannot be generalized to two dimensions. To prove this claim, we effectively reduce the construction of a polynomial $Q(\theta)$ with $\theta = (t,s)$ into the construction of a number of univariate polynomials in $t$ and $s$. The key observation is the following. Recall that $\Theta = \{\theta_{k}\}_{k=1}^K = \{(t_k,s_k)\}_{k=1}^K$ are the impulse locations and let $T = \{t_k\}_{k=1}^K$, $S = \{s_k\}_{k=1}^K$ for short, so that $\Theta \subseteq (T \times S)$. Suppose that a univariate polynomial $q_T$ is nonnegative on $I$ and only vanishes on $T$. Similarly, consider a polynomial $q_S$ that is nonnegative on $I$ and only vanishes on $S$. Then the polynomial $Q(\theta) = (q_T(t) + q_S(s))^2$ is nonnegative on $I^2$ and vanishes only on $T \times S$. However, in general $\Theta \subset (T \times S)$, and consequently $Q$ will have unwanted zeros on $(T \times S) \setminus \Theta$. A somewhat more nuanced argument is therefore required to construct a polynomial that vanishes exactly on $\Theta$ and not on $(T \times S) \setminus \Theta$, see Appendix A for the details.

Lemma 8. (Sparse measure without noise) Let $x$ be a $K$-sparse nonnegative atomic measure supported on $\text{int}(I^2)$. For $M \geq 2K + 1$, suppose that $\{\phi_m\}_{m=1}^M$ form a T-system on $I$. Then, the dual certificate $Q$ prescribed in Lemma 7 exists.

Combining Lemmas 7 and 8 completes the proof of Proposition 2.

4.3 Geometric Intuition for Proposition 2

Proposition 2 states that the imaging operator $\Phi$ in (4) is injective on all $K$-sparse nonnegative measures (such as $x$) provided that we take enough observations ($M \geq 2K + 1$) and the measurement functions $\{\phi_m\}_{m=1}^M$ form a T-system on $I$. Here, we provide some geometrical intuition for the role of the dual certificate. We mention that the dual certificate was derived using a variety of alternative arguments in the compressed sensing and super-resolution literature [63, 12].

Let us denote $\theta = (t,s)$ for short and consider the conic hull of the dictionary $\{\Phi(\theta)\}_{\theta \in I^2}$ defined as

$$C := \left\{ \int_{I^2} \Phi(\theta) \chi(d\theta) : \chi \text{ is a nonnegative measure on } I^2 \right\} \subset \mathbb{R}^{M \times M}. \tag{27}$$

By the continuity of $\Phi$ and with an application of the dominated convergence theorem, it is easy to verify that $C$ is a closed convex cone, namely $C$ is a homogeneous and closed convex subset of $\mathbb{R}^{M \times M}$. When $\{\phi_m\}_{m=1}^M$ form a T-system on $I$, it also not difficult to verify that $\{\Phi(t_l,s_l)\}_{l=1}^L$ are linearly independent matrices in $\mathbb{R}^{M \times M}$. This in particular implies that $C$ is a convex body, namely, the interior of $C$ is not empty. Note also that $y \in C$ because

$$y = \int_{I^2} \Phi(\theta) x(d\theta) = \sum_{k=1}^K a_k \Phi(\theta_k). \tag{28}$$

For Program (5) to successfully recover $x$, it is necessary that

$$\mathcal{A} = \text{cone} \left( \{\Phi(\theta_k)\}_{k=1}^K \right) = \left\{ \sum_{k=1}^K a_k \Phi(\theta_k) : a_k \geq 0, \forall k \in [K] \right\}, \tag{29}$$

14
is a $K$-dimensional face of the cone $C$. This happens if and only if we can find a hyperplane with normal vector $b \in \mathbb{R}^{M \times M}$ that strictly supports the cone $C$ at $A$, namely, when we can find $b$ such that

$$\begin{cases} 
\langle b, c \rangle = 0, & \forall c \in A, \\
\langle b, c \rangle > 0, & \forall c \in C \setminus A.
\end{cases} \quad (30)$$

Invoking (29), we find that (30) is equivalent to finding $b \in \mathbb{R}^{M \times M}$ such that

$$\begin{cases} 
\langle b, \Phi(\theta_k) \rangle = 0, & k \in [K], \\
\langle b, \Phi(\theta) \rangle > 0, & \theta \notin \{\theta_k\}_{k=1}^K.
\end{cases} \quad (31)$$

In other words, it is necessary to find a “polynomial”

$$Q(\theta) = Q(t, s) := \langle b, \Phi(\theta) \rangle = \sum_{m,n=1}^{M} b_{m,n} \phi_m(t) \phi_n(s),$$

that vanishes on $\{\theta_k\}_{k=1}^K$ and is positive elsewhere on $\mathbb{T}^2$. Building on the results in [1], we construct one such polynomial in Section 4.2 when $M \geq 2K + 1$. It is worth noting that the polar of the cone $C$, itself another convex cone in $\mathbb{R}^{M \times M}$, consists of the coefficients of all nonnegative polynomials of $\{\phi_m \phi_n\}_{m,n=1}^M$ on $\mathbb{T}^2$ and in particular the coefficient vector $b$ above belongs to an $(M^2 - K)$-dimensional face of this polar cone [22]. We refer the reader to Figure 4 for an illustration of the convex geometry underlying the problem of nonnegative super-resolution.

![Figure 4](image)

Figure 4: This figure complements Section 4.3. Figure 4a shows the conic hull $C$ of the trajectory of the imaging operator $\Phi : \mathbb{T}^2 \to \mathbb{R}^{M \times M}$. Note that the image $y$ belongs to the cone $C$, see (28). For Program (5) to successfully recover the true measure $x$ from image $y$, it is necessary that $\{\Phi(\theta_k)\}_{k=1}^K$ form a $K$-dimensional face of the cone $C$, where $\{\theta_k\}_{k=1}^K$ is the support of $x$. This face is shown in green. That is, this condition is necessary for $x$ to be the unique solution of Program (5). Equivalently, it is necessary to find a hyperplane, with normal vector $b$, that strictly supports $C$ on this face. This condition can be interpreted as finding a nonnegative polynomial of $\{\phi_m(t) \phi_n(s)\}_{m,n=1}^M$ with zeros exactly on the support of $x$. 
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4.4 Proof of Theorem 5 (Arbitrary Measure with Noise)

In this section, we will prove the main result of this paper, Theorem 5. For an integer $K$ and $\varepsilon \in (0, 1/2]$, let $x_{K,\varepsilon}$ be a $K$-sparse and $\varepsilon$-separated nonnegative measure on $\mathbb{R}^d$ that approximates $x$ in the sense of (14). Let $\Theta = \{\theta_k\}_{k=1}^K = \{(t_k, s_k)\}_{k=1}^K \subseteq \text{interior}(\mathbb{I})^2$ be the support of $x_{K,\varepsilon}$, and set $T = \{t_k\}_{k=1}^K$ and $S = \{s_k\}_{k=1}^K$ for short. Consider also the neighbourhoods $\Theta_k = \{\theta_k\}_{k=1}^K \subseteq \mathbb{I}^2$ and $\Theta \varepsilon = \bigcup_{k=1}^K \Theta_k$ defined in (25). Let $\Theta^C_k$ and $\Theta^C \varepsilon$ denote the complements of these sets with respect to $\mathbb{I}^2$.

In the rest of this section, we first bound the error $d_{GW}(x_{K,\varepsilon}, \hat{x})$. Then we apply the triangle inequality to control $d_{GW}(x, \hat{x})$ by

$$d_{GW}(x, \hat{x}) \leq d_{GW}(x, x_{K,\varepsilon}) + d_{GW}(x_{K,\varepsilon}, \hat{x}) \leq R(x, K, \varepsilon) + d_{GW}(x_{K,\varepsilon}, \hat{x}),$$

(see (14)) thereby completing the proof of Theorem 5. To control $d_{GW}(x_{K,\varepsilon}, \hat{x})$, we will first show in Section 4.4.1 that the existence of certain dual certificates leads to stable recovery of $x_{K,\varepsilon}$ with Program (5). Then Section 4.4.2 proves that these certificates exist under certain conditions on the imaging apparatus.

4.4.1 Dual Certificates

Lemmas 9 and 10 below show that Program (5) stably recovers $x_{K,\varepsilon}$ in the presence of noise, provided that certain dual certificates exist. The proofs are standard and in particular Lemmas 9 and 10 below are immediate extensions, respectively, of Lemmas 5 and 7 in [1]. Both results were at length discussed in [1]. In short, Lemma 9 below controls the recovery error away from the support $\Theta$ of $x_{K,\varepsilon}$ and Lemma 10 below controls the error near the support.

Lemma 9. (Error away from the support) Let $\hat{x}$ be a solution of Program (5) with $\delta'$ specified in (39) and set $h := \hat{x} - x_{K,\varepsilon}$ to be the error. Fix a positive scalar $\bar{\delta}$. Suppose that there exist real coefficients $\{b_{m,n}\}_{m,n=1}^M$ and a polynomial

$$Q(\theta) = Q(t, s) = \sum_{m,n=1}^M b_{m,n}\phi_m(t)\phi_n(s),$$

such that

$$Q(\theta) \geq G(\theta) := \begin{cases} 0, & \text{when there exists } k \in [K]\text{ such that } \theta \in \Theta_k, \\ \bar{\delta}, & \text{elsewhere on } \text{interior}(\mathbb{I}^2), \end{cases}$$

where the equality holds on $\Theta = \{\theta_k\}_{k=1}^K$. Then we have that

$$\int_{\Theta^C} h(d\theta) \leq 2\|b\|_F \bar{\delta}/\bar{\delta},$$

(32)

where $b \in \mathbb{R}^{M \times M}$ is the matrix formed by the coefficients $\{b_{m,n}\}_{m,n=1}^M$.

Lemma 10. (Error near the support) Suppose that the dual certificate $Q$ in Lemma 9 exists. Suppose also that there exist real coefficients $\{b^0_{m,n}\}_{m,n=1}^M$ and a polynomial

$$Q^0(\theta) = Q^0(t, s) = \sum_{m,n=1}^M b^0_{m,n}\phi_m(t)\phi_n(s),$$

such that

$$Q^0(\theta) \geq G^0(\theta) := \begin{cases} 1, & \text{when there exists } k \in [K]\text{ such that } \theta \in \Theta_k, \text{ and } \int_{\Theta_k} h(d\theta) > 0, \\ -1, & \text{when there exists } k \in [K]\text{ such that } \theta \in \Theta_k, \text{ and } \int_{\Theta_k} h(d\theta) \leq 0, \\ 0, & \text{everywhere else on } \text{interior}(\mathbb{I}^2), \end{cases}$$

(33)

where the equality holds on $\Theta$. Then we have that

$$\sum_{k=1}^K \left| \int_{\Theta_k} h(d\theta) \right| \leq 2 (\|b\|_F + \|b^0\|_F) \delta',$$

(34)

where $b^0 \in \mathbb{R}^{M \times M}$ is the matrix formed by the coefficients $\{b^0_{m,n}\}_{m,n=1}^M$. 
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By combining Lemmas 9 and 10, the next result bounds the error $d_{GW}(x_{K,\varepsilon}, \hat{x})$. The proof is omitted as it is identical to that of Lemma 18 in [1].

**Lemma 11. (Error in Wassertein metric)** Suppose that the dual certificates $Q$ and $Q^0$ in 9 and 10 exist. Then it holds that

$$d_{GW}(x_{K,\varepsilon}, \hat{x}) \leq \left( \left( 6 + \frac{2}{\bar{g}} \right) \|b\|_F + 6\|b^0\|_F \right) \delta' + \frac{\varepsilon}{2} \|x_{K,\varepsilon}\|_{TV}. \quad (35)$$

In order to apply Lemma 11, we must first show that the dual certificates $Q$ and $Q^0$ specified in Lemmas 9 and 10 exist. In the next section, we construct these certificates under certain conditions on the imaging apparatus.

**4.4.2 Existence of the Dual Certificates**

To prove the existence of the dual certificates required in Lemmas 9 and 10, some preparation is necessary. Recall that $\Theta = \{\theta_k\}_{k=1}^K = \{(t_k, s_k)\}_{k=1}^K$ are the impulse locations and let $T = \{t_k\}_{k=1}^K$ and $S = \{s_k\}_{k=1}^K$ for short. In particular, $\Theta \subseteq T \times S$. For an index set $\Omega \subseteq [K]$ and its complement $[K] \setminus \Omega$, we set $T_\Omega = \{t_k\}_{k \in \Omega}$ and $S_{[K] \setminus \Omega} = \{s_k\}_{k \in [K] \setminus \Omega}$. For a finite set $T' \subseteq \mathbb{I}$ and positive $\varepsilon \leq \text{sep}(T')$, let us define the function

$$F_{T'}(t) = \begin{cases} 0, & \text{when there exists } t' \in T' \text{ such that } t \in t'_\varepsilon, \\ 1, & \text{elsewhere on } \mathbb{I}, \end{cases} \quad (36)$$

where $t'_\varepsilon = \{t \in \mathbb{I} : |t - t'| \leq \varepsilon\}$. Loosely speaking, the following result, proved in Appendix B, states that the dual certificate required in Lemma 9 exists if both $\{F_{T_\Omega}\} \cup \{\phi_m\}_{m=1}^M$ and $\{F_{S_{[K] \setminus \Omega}}\} \cup \{\phi_m\}_{m=1}^M$ are $T^*$-systems for any index set $\Omega \subseteq [K]$.

**Proposition 12.** Suppose that $\{\phi_m\}_{m=1}^M$ form a $T$-system on $\mathbb{I}$ with $M \geq 2K + 2$. Let

$$\bar{g} = 2K^{-2}, \quad (37)$$

where $\bar{g}$ is the constant from Lemma 9. For every index set $\Omega \subseteq [K]$, suppose also that $\{F_{T_\Omega}\} \cup \{\phi_m\}_{m=1}^M$ and $\{F_{S_{[K] \setminus \Omega}}\} \cup \{\phi_m\}_{m=1}^M$ are both $T^*_K$-systems on $\mathbb{I}$, see (36). Then the dual certificate $Q$ specified in Lemma 9 exists.

For positive $\varepsilon \leq \text{sep}(\Theta)$ and $k \in [K]$, let us define the functions

$$F_T^{k+}(t) := \begin{cases} \pm 1, & \text{when } t \in t_{K,\varepsilon}, \\ 0, & \text{elsewhere on } \mathbb{I}, \end{cases}$$

$$F_S^{k+}(s) := \begin{cases} 1, & \text{when } s \in s_{K,\varepsilon}, \\ 0, & \text{elsewhere on } \mathbb{I}. \end{cases} \quad (38)$$

The following result, proved in Appendix C, states that the dual certificate required in 10 exists when certain $T^*$-systems exist.

**Proposition 13.** For $M \geq 2K + 2$, suppose that $\{\phi_m\}_{m=1}^M$ form a $T$-system on $\mathbb{I}$. For every $k \in [K]$, suppose also that $\{F_T^{k+}\} \cup \{\phi_m\}_{m=1}^M$, $\{F_T^{k-}\} \cup \{\phi_m\}_{m=1}^M$, and $\{F_S^{k+}\} \cup \{\phi_m\}_{m=1}^M$ are all $T^*_K$-systems on $\mathbb{I}$, see (38). Then the dual certificate $Q^0$ in Lemma 10 exists.

**4.4.3 Completing the Proof of Theorem 5**

Recall that the imaging operator $\Phi$ is $L$-Lipschitz, see (15). Using the triangle inequality, it follows that

$$\left\| y - \int_{\mathbb{I}^2} \Phi(\theta)x_{K,\varepsilon}(d\theta) \right\|_F \leq \left\| y - \int_{\mathbb{I}^2} \Phi(\theta)x(d\theta) \right\|_F + \left\| \int_{\mathbb{I}^2} \Phi(\theta)(x(d\theta) - x_{K,\varepsilon}(d\theta)) \right\|_F \leq \delta + L \cdot d_{GW}(x, x_{K,\varepsilon}) \quad (\text{see (4,15)})$$

$$= \delta + L \cdot R(x, K, \varepsilon) := \delta'. \quad (\text{see (14)})$$

\[ \text{(39)} \]
That is, a solution \( \hat{x} \) of Program (5) with \( \delta' \) specified above can be considered as an estimate of \( x_{K,\varepsilon} \). We also constructed the necessary dual certificates in the previous section by showing the existence of \( Q \) and \( Q^0 \) under the conditions specified in Propositions 12 and 13. Consequently, Lemmas 9, 10, and 11 hold. The following argument completes the proof of Theorem 5:

\[
d_{GW}(x, \hat{x}) \\
\leq d_{GW}(x, x_{K,\varepsilon}) + d_{GW}(x_{K,\varepsilon}, \hat{x}) \quad \text{(triangle inequality)} \\
\leq R(x, K, \varepsilon) + \left( \left( 6 + \frac{2}{g} \right) \|b\|_F + 6\|b^0\|_F \right) \delta' + \frac{\varepsilon}{2} \|x_{K,\varepsilon}\|_{TV} \quad \text{(see (14), (35))} \\
= R(x, K, \varepsilon) + \left( \left( 6 + \frac{2}{g} \right) \|b\|_F + 6\|b^0\|_F \right) (\delta + L \cdot R(x, K, \varepsilon)) + \frac{\varepsilon}{2} \|x_{K,\varepsilon}\|_{TV} \quad \text{(see (39))} \\
= \left( \left( 6 + \frac{2}{g} \right) \|b\|_F + 6\|b^0\|_F \right) \delta + \left( \left( 6 + \frac{2}{g} \right) L\|b\|_F + 6L\|b^0\|_F + 1 \right) R(x, K, \varepsilon) + \frac{\varepsilon}{2} \|x_{K,\varepsilon}\|_{TV} \\
\quad + \frac{\varepsilon}{2} \|x_{K,\varepsilon}\|_{TV}. \quad \text{(see (37))}
\]

Finally, the constants in Theorem 5 are given explicitly by:

\[
c_1 = 10\|b\|_F + 6\|b^0\|_F, \\
c_2 = \frac{\|x_{K,\varepsilon}\|_{TV}}{2}, \\
c_3 = 10L\|b\|_F + 6L\|b^0\|_F + 1.
\]

5 Perspective

In this paper, we have shown that a simple convex feasibility program is guaranteed to robustly recover a sparse (nonnegative) image in the presence of model mismatch and additive noise, under certain conditions on the imaging apparatus. No sparsity-promoting regularizer or separation condition is needed, and the techniques used here are arguably simple and intuitive. In other words, we have described when the imaging apparatus acts as an injective map on all sparse images and when we can stably find its inverse. These results build upon and extend a recent manuscript [1] which focuses on 1-D signals. The extension to images, however, requires novel constructions of interpolating polynomials, called dual certificates. In practice, many super-resolution problems appear in even higher dimensions. While we believe that similar results hold in any dimension, it is yet to be proven. Similarly, the super-resolution problem was studied in different non-Euclidean geometries for complex measures and under a separation condition [40, 64, 38, 39, 41]. It would be interesting to examine whether our results, which are based on the properties of Chebyshev systems, extend to these non-trivial geometries and to manifolds in general.

Verifying the conditions on the window for stable recovery in Theorem 5 is rather cumbersome. As an example, we have shown that the Gaussian window, a ubiquitous model of convolution kernels, satisfies those conditions. It is important to identify other such admissible windows and, if possible, simplify the conditions on the window in Theorem 5. Another interesting research direction is deriving the optimal separation \( \varepsilon \) (as a function of noise level \( \delta \)) that minimizes the right-hand side of the error bound in (16). Such a result will provide the tightest error bound for Program (5).

This work has focused solely on the theoretical performance of Program (5). It is essentially important to understand, even numerically, the pros and cons of the different localization algorithms suggested in the literature. For instance, it would be interesting to investigate whether the sparse-promoting regularizer, albeit not necessary for our analysis of nonnegative measures, reduces the recovery error.
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the choice of nonnegative. We next verify that where the sum is over all subsets of \( \Omega \) in which case \( \Omega \geq T \). Let also \( I = S \) and vanish only on \( I \). Then, there exist t-s polynomials \( q_{T_1} \) and \( q_{S_{[K]\setminus\Omega}} \) that are nonnegative on \( I \) and vanish only on \( T_1 \) and \( S_{[K]\setminus\Omega} \), respectively.

Let us form the polynomial
\[
Q(\theta) = Q(t, s) = \sum_{\Omega \subseteq [K]} q_{T_1}(t) \cdot q_{S_{[K]\setminus\Omega}}(s),
\]
where the sum is over all subsets of \([K]\). Evidently, \( Q \) is nonnegative on \( \mathbb{R}^2 \) since each summand above is nonnegative. We next verify that \( Q \) only vanishes on \( \Theta \). To that end, consider \( \theta_k = (t_k, s_k) \in \Theta \) with \( k \in [K] \) and an index set \( \Omega \subseteq [K] \). There are two possibilities. Either \( k \in \Omega \), in which case \( q_{T_1}(t_k) = 0 \). Or \( k \in [K]\setminus\Omega \), in which case \( q_{S_{[K]\setminus\Omega}}(s_k) = 0 \). In both cases, the product vanishes, namely \( q_{T_1}(t_k) \cdot q_{S_{[K]\setminus\Omega}}(s_k) = 0 \). Since the choice of \( \Omega \) was arbitrary, it follows from (41) that \( Q(\theta_k) = Q(t_k, s_k) = 0 \) for every \( k \in [K] \).
On the other hand, suppose that \( \theta \in \Theta^c \). The first possibility is that \( \theta = (t, s) \in T^c \times S^c \subseteq \Theta^c \), namely, \( t \in T^c \) and \( s \in S^c \). For arbitrary index set \( \Omega \subseteq [K] \), note that \( q_{T_\Omega}(t) \cdot q_{S_{\Omega}}(s) > 0 \) by design. It follows from (41) that \( Q(\theta) = Q(t, s) > 0 \) when \( \theta \in T^c \times S^c \). The second possibility is that \( \theta = (t_k, s_l) \) with \( k \neq l \) and \( k, l \in [K] \). There always exists \( \Omega_0 \subseteq [K] \) such that \( t_k \in [K] \setminus \Omega_0 \) and \( s_l \in \Omega_0 \). For such \( \Omega_0 \), it holds that \( q_{T_\Omega}(t_k) \cdot q_{S_{\Omega}}(s_l) > 0 \). For instance, one can choose \( \Omega_0 = \{ s_l \} \) for which both \( q_{T_{\{s_l\}}}(t_k) \) and \( q_{S_{\Omega_0}}(s_l) \) are strictly positive. Consequently, \( Q(\theta) > 0 \) by (41) when \( \theta \in \Theta^c \setminus (T^c \times S^c) \). In conclusion, \( Q \) is positive and vanishes only on \( \Theta \), as claimed. This completes the proof of 8.

### B Proof of Proposition 12

The high-level strategy of the proof is again to construct the desired polynomial \( Q(\theta) \) in \( \theta = (t, s) \) by combining a number of univariate polynomials in \( t \) and \( s \). Each of these univariate polynomials is built using a 1-D version of Proposition 12, which is summarized below for the convenience of the reader, see [1, Proposition 11].

**Proposition 15.** Consider a finite set \( T' \subset \mathbb{I} \) of size \( K' \). For \( M \geq 2K' + 2 \), suppose that \( \{ \phi_m \}_{m=1}^M \) form a \( T \)-system on \( \mathbb{I} \). Consider also \( F' : \mathbb{R} \to \mathbb{R} \) and suppose that \( \{ F' \} \cup \{ \phi_m \}_{m=1}^M \) form an \( \mathbb{I} \)-system on \( \mathbb{I} \). Then, there exist real coefficients \( \{ b_m \}_{m=1}^M \) and a polynomial \( q_{T'} = \sum_{m=1}^M b_m \phi_m \) such that \( q_{T'} \geq F' \) with the equality holding on \( T' \).

Let us now use Proposition 15 to complete the proof of Proposition 12. Fix an index set \( \Omega \subseteq [K] \). By assumption, \( \{ F_{T_\Omega} \} \cup \{ \phi_m \}_{m=1}^M \) form an \( \mathbb{T}_{K,\varepsilon} \)-system on \( \mathbb{I} \) with \( M \geq 2K + 2 \). Therefore, by Proposition 15, there exists a polynomial \( q_{T_\Omega} \) such that

\[
q_{T_\Omega} \geq F_{\Omega},
\]

with the equality holding on \( T \). Likewise, by assumption, \( \{ F_{S_{\Omega}} \} \cup \{ \phi_m \}_{m=1}^M \) form an \( \mathbb{T}_{K,\varepsilon} \)-system on \( \mathbb{I} \) and therefore there exists a polynomial \( q_{S_{\Omega}} \) such that

\[
q_{S_{\Omega}} \geq F_{S_{\Omega}},
\]

with the equality holding on \( S \).

As in the proof of Proposition 8, consider the polynomial

\[
Q(\theta) = Q(t, s) = \sum_{\Omega \subseteq [K]} q_{T_\Omega}(t) \cdot q_{S_{\Omega}}(s),
\]

where the sum is over all subsets of \( [K] \). We next show that \( Q \) is the desired dual certificate. Recall the neighbourhoods defined in (23) and (25). Fix \( k \in [K] \) and assume that \( k \in \Omega \) for now. For \( \theta \in \theta_{k,\varepsilon} = t_k \times s_k, \) we then have that

\[
q_{T_\Omega}(t) \cdot q_{S_{\Omega}}(s) + q_{T_{\Omega_k}}(t) \cdot q_{S_{\Omega_k}}(s) \geq F_{T_\Omega}(t) \cdot F_{S_{\Omega}}(s) + F_{T_{\Omega_k}}(t) \cdot F_{S_{\Omega_k}}(s) \quad \text{(see (42), (43))}
\]

\[
\geq 0 \cdot 1 + 1 \cdot 0 = 0,
\]

and the equality in the first line above holds at \( \theta_k = (t_k, s_k) \). Note that the second inequality above holds also when \( k \in [K] \setminus \Omega \). By summing up over all pairs \((\Omega, [K] \setminus \Omega)\) and applying the above inequality, we find that

\[
Q(\theta) = \sum_{\Omega \subseteq [K]} q_{T_\Omega}(t) \cdot q_{S_{\Omega}}(s) \geq 2^{K-1} \cdot 0 = 0,
\]

which holds for \( \theta \in \theta_{k,\varepsilon} \) and with equality at \( \theta_k \). The above bound is independent of \( k \) and we therefore conclude that

\[
Q(\theta) \geq 0, \quad \theta \in \theta_{\varepsilon},
\]

with equality holding at \( \Theta \), see (25).
On the other hand, consider \( \theta \in \Theta^C \) that does not belong to \( \theta_{k,\varepsilon} \) for any \( k \in [K] \). There are two cases here. The first possibility is that
\[
\theta = (t, s) \in T^C \times S^C \subseteq \Theta^C.
\]
In this case, using (42) and (43), we have that
\[
q_{T \setminus I}(t) \cdot q_{S \setminus I}(s) \geq F_{T \setminus I}(t) \cdot F_{S \setminus I}(s) \geq 1,
\]
for every index set \( \Omega \subseteq [K] \). Therefore,
\[
Q(\theta) = \sum_{\Omega \subseteq [K]} q_{T \setminus I}(t) \cdot q_{S \setminus I}(s) \geq 2^K, \quad \theta \in T^C \times S^C.
\]
(48)
The second possibility is that \( \theta \in \Theta^C \setminus (T^C \times S^C) \). In this case, there exist \( k \neq l \) with \( k, l \in [K] \) such that \( \theta = (t, s) \in t_{k,\varepsilon} \times s_{l,\varepsilon} \) and an index set \( \Omega_0 \subseteq [K] \) such that \( t_k \in [K] \setminus \Omega_0 \) and \( s_l \in \Omega_0 \). It follows that
\[
q_{T \setminus I}(t) \cdot q_{S \setminus I}(s) \geq F_{T \setminus I}(t) \cdot F_{S \setminus I}(s) \geq 1.
\]
(49)
There are in fact \( 2^{K-2} \) such subsets of \( [K] \) and we conclude that
\[
Q(\theta) \geq 2^{K-2} = \exists \bar{g}, \quad \theta \in \Theta^C.
\]
(50)
By combining (48) and (50), we find that
\[
Q(\theta) \geq 2^{K-2} = \exists \bar{g}, \quad \theta \in \Theta^C.
\]
(51)
Combining (46) and (51) completes the proof of the proposition.

C Proof of Proposition 13

The proof is based on the same principles as the proof in Appendix B. Let us fix an arbitrary sign pattern \( \pi \in \{\pm 1\}^K \). For every \( k \in [K] \), by assumption, \( \{F^{k,\pi_k}_T\} \cup \{\phi_m\}_{m=1}^M \) form a \( T^*_k \)-system on \( \mathbb{I} \), see (38). Therefore, by Proposition 15, for every \( k \in [K] \) there exists a polynomial \( q^k_T \) satisfying
\[
q^k_T(t) \geq F^{k,\pi_k}_T(t), \quad t \in \mathbb{I},
\]
(52)
with the equality holding on \( T \). Likewise, for every \( k \in [K] \) and by assumption, \( \{F^{k,\pi^+}_S\} \cup \{\phi_m\}_{m=1}^M \) form a \( T^*_k \)-system on \( \mathbb{I} \). Therefore, there exists for every \( k \in [K] \) a polynomial \( q^k_S \) such that
\[
q^k_S(s) \geq F^{k}_S(s), \quad s \in \mathbb{I},
\]
(53)
with the equality holding on \( S \). Let us consider the polynomial
\[
Q^\pi(\theta) = Q^\pi(t, s) := \sum_{k=1}^K q^k_T(t) \cdot q^k_S(s).
\]
Recalling (38) and using (52) and (53) we observe that
\[
Q^\pi(\theta) \geq \sum_{k=1}^K F^{k,\pi_k}_T(t) \cdot F^{k}_S(s) \geq \begin{cases} \pi_k & \text{when } \theta \in \theta_{k,\varepsilon} \\ 0 & \text{elsewhere on } \mathbb{I}^2, \end{cases}
\]
(54)
and the equality holds on $\Theta$ (and in fact on its superset $T \times S$). Let $\pi^0$ be the sign pattern of $\{ \int_{\Theta_k} h(d\theta) \}_{k=1}^K$. Then, (54) implies that $Q^0 := Q_{\pi^0} \geq G^0$, see (33). This completes the proof of Proposition 13.