Survival prediction using ensemble tumor segmentation and transfer learning
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Abstract. Segmenting tumors and their subregions is a challenging task as demonstrated by the annual BraTS challenge. Moreover, predicting the survival of the patient using mainly imaging features, while being a desirable outcome to evaluate the treatment of the patient, it is also a difficult task. In this paper, we present a cascaded pipeline to segment the tumor and its subregions and then we use these results and other clinical features together with image features coming from a pretrained VGG-16 network to predict the survival of the patient. Preliminary results with the training and validation dataset show a promising start in terms of segmentation, while the prediction values could be improved with further testing on the feature extraction part of the network.
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1 Introduction

Gliomas are the most common primary brain malignancies, with different degrees of aggressiveness, variable prognosis and various heterogeneous histological sub-regions, i.e. peritumoral edema, necrotic core, enhancing and non-enhancing tumor core. This intrinsic heterogeneity of gliomas is also portrayed in their imaging phenotype (appearance and shape), as their sub-regions are described by varying intensity profiles disseminated across multimodal MRI scans, reflecting varying tumor biological properties. Due to this highly heterogeneous appearance and shape, segmentation of brain tumors in multimodal MRI scans is one of the most challenging tasks in medical image analysis.

The BraTS challenge [5,3,2,1] started on 2013 and since then, it has always been focusing on the evaluation of state-of-the-art methods for the segmentation of brain tumors in multimodal magnetic resonance imaging (MRI) scans. The current iteration, BraTS 2018 utilizes multi-institutional pre-operative MRI scans and focuses on the segmentation of intrinsically heterogeneous (in appearance, shape, and histology) brain tumors, namely gliomas. Furthermore, to pinpoint the clinical relevance of this segmentation task, BraTS18 also focuses on
Fig. 1. 3D unet architecture for segmentation. This network uses only convolutional and deconvolutional layers of 32 filters with a kernel size of $3 \times 3 \times 3$. It also includes residual connections between convolutional and deconvolutional layers.

the prediction of patient overall survival using radiomic features and automatic machine learning algorithms.

On BraTS 2017, Kamnitsas et al. [4] obtained the best segmentation results with significant differences with respect to the other challengers. This approach introduced the use of an ensemble classifier composed of different deep convolutional neural networks (CNN) architectures. Moreover, in terms of survival prediction the best approach by Shboul et al. using a random forest approach after a previous feature extraction step where image features are extracted from a segmented image. In this paper we present a new approach based on these two approaches where we first presegment the tumor region using a 3D unet [6] and then we refine this segmentation with a cascade approach using an ensemble of 4 different CNN architectures. Finally, using the VGG-16 [7] network pretrained on the imagenet dataset, we extract features on 20 tumor slices and combine them with the clinical data to obtain a survival prediction. The rest of the paper is structured as follows: in section 2 we present our approach for each task, followed by the preliminary results on the training and validation dataset and a discussion in section 3. Finally, our conclusions are presented in 4.

2 Methods

2.1 Task 1: Segmentation of gliomas in pre-operative MRI scans

Following our approach for multiple sclerosis segmentation by Valverder et al. [8] and last’s year’s submission on the BraTS challenge by Wang et al. citeWang2017 we decided to implement a cascaded approach. However, unlike these two approaches, we used two different networks for each step.

Tumor delineation Fully convolutional networks, and specifically unet ones, have a high accuracy when segmenting lesions with a small amount of data due to the capabilities of using large blocks of input data to train each convolutional kernel. However, they usually have poor results when trying to segment small subregions from a given mask. Therefore, we used a unet network to first delineate the tumor ROI mask.
Ensemble network for segmentation. The different networks use the same kind of convolutional and deconvolutional layers (represented in light yellow and dark yellow respectively) with 32 filters and kernels of $3 \times 3 \times 3$ and the fully connected layers all have 54 units (for the 3 tumor subregions + the background labels).

This network (see figure 1) uses 5 levels of convolutional and deconvolutional layers of 32 filters with a kernel size of $3 \times 3 \times 3$. Residual connections were also used to improve gradient decay, and the final output is given by a convolutional layer with kernel size of $1 \times 1 \times 1$ followed by a softmax activation. As input, patches of size $21 \times 21 \times 21$ were used for training, while the whole image was used for testing, since the network is fully convolutional and it speeds up the process.

Subregion segmentation. With this initial ROI segmentation, we then apply a second network focused on segmenting the tumor subregions. Following Kamnitsas et al. [4], we implement a small ensemble net. However, instead of using previous architectures, we propose a framework where each small subnet shares some metaparameters, while having different overall architectures and weights. The goal is to capture each network’s bias but keeping the same input information. The architectures include a unet with a dense output (UCNN), a unet with a fully convolutional output (UNET) and a dense (CNN) and fully convolutional networks (FCNN) using only convolutions (as illustrated by figure 2).

These networks were trained independently using the same input patches of size $13 \times 13 \times 13$ to guarantee that the final convolutional later of both the CNN and FCNN networks were of size $3 \times 3 \times 3$ (to reduce the number of parameters of the final dense layer of the CNN network). Finally, a dense layer was trained.
with the output of the previous networks to give the ensemble results instead of using the average of all the networks. This training was performed on two steps, first for the independent networks (to avoid expanding their biases into each other) and then for the last dense layer with the previous networks frozen.

2.2 Task 2: Prediction of patient overall survival (OS) from pre-operative scans

After segmenting the tumor subsections, we use their volumes as features together with the clinical data (age) as features for the survival task. Moreover, we decided to also include image features based on the surrounding area of the tumor.

Due to promising results on transfer learning tasks using pretrained networks on natural images, we decided to use the VGG-16 network pretrained with the ImageNet dataset to compute features for 20 slices around the center of the tumor. These features are then passed through a fully convolutional layer (that shares weights among all the slices) of 156 units. Finally, the output of this layer is then combined with the clinical and volume features to obtain a final survival prediction as illustrated by figure 3.

2.3 Implementation details

All the work was developed using the Keras library and Python 2.7. Moreover, it was tested on a NVIDIA GTX Titan Xp and a Titan X PASCAL gpus with 12GB of RAM and a total system RAM of 256GB. Finally, all the code is publicly available at: https://github.com/marianocabezas/challenges2018
3 Results and discussion

3.1 Task 1: Segmentation of gliomas in pre-operative MRI scans

In order to only evaluate the final results and avoid sending multiple submissions to the website, we only present the quantitative results of segmentation for the final ensemble in table 1.

Table 1. Summary of the results obtained from the IPP evaluation website for the segmentation task.

| Metric          | Training | Med | Validation | Med |
|-----------------|----------|-----|------------|-----|
|                 | Mean (±σ) |     | Mean (±σ)  |     |
| Dice ET         | 0.667 (0.291) | 0.799 | 0.740 (0.277) | 0.833 |
| Dice WT         | 0.849 (0.130) | 0.893 | 0.889 (0.074) | 0.912 |
| Dice TC         | 0.734 (0.255) | 0.802 | 0.769 (0.267) | 0.869 |
| Sensitivity ET  | 0.803 (0.178) | 0.860 | 0.884 (0.174) | 0.940 |
| Sensitivity WT  | 0.701 (0.267) | 0.792 | 0.763 (0.257) | 0.876 |
| Sensitivity TC  | 0.997 (0.004) | 0.998 | 0.998 (0.002) | 0.998 |
| Specificity ET  | 0.996 (0.004) | 0.997 | 0.995 (0.000) | 0.995 |
| Specificity WT  | 0.996 (0.006) | 0.996 | 0.995 (0.000) | 0.995 |
| Specificity TC  | 7.591 (11.624) | 2.657 | 5.303 (9.964) | 2.236 |
| Hausdorff95 ET  | 7.591 (11.624) | 2.657 | 5.303 (9.964) | 2.236 |
| Hausdorff95 WT  | 7.765 (10.008) | 4.899 | 6.956 (11.939) | 3.316 |
| Hausdorff95 TC  | 9.823 (13.344) | 8.062 | 11.923 (13.448) | 8.32 |

Looking at the table, the results seem to be consistent between both datasets, even though the validation set provides slightly better results. This might be related to the fact that the number of cases (and most likely their variability) is lower in the validation dataset due to a lower number of cases.

Looking at the differences between the mean results and the median ones, we observe how the median is higher for both datasets. That also suggests, that while the overall performance is good, there are some outlier cases where the performance is worsened. For instance, this is the case for patient Brats18_CBICA_AOH1 from the training dataset. For this patient, the DSC values for enhancing tumor (ET), whole tumor (WT) and tumor core (TC) are 0.43607 and 0. respectively. In fact, for some cases of the training and validation dataset DSC value of 0 was obtained for the enhancing tumor region, proving to be one of the most difficult.

In order to show the improvement of the cascaded approach, some qualitative examples are presented in figure 4. As observed in this figure, the overall ROI of the tumor is similar between both networks. However, while the unet failed to properly differentiate between tumor subregions, the ensemble (which has two subnetwork dedicated to classify the central voxel of a patch) is capable of better delineate these subregions, as expected. Moreover, we can clearly see how the unet undersegmented the enhancing tumor area. This strengthens the notion that this is the most challenging tumor region to segment.
Fig. 4. Qualitative example of the segmentation of one slice. While the unet provides a good ROI segmentation, the subregions are not well delineated, while the ensemble improves this segmentation.
3.2 Task 2: Prediction of patient overall survival (OS) from pre-operative scans

The results obtained for the survival task are presented on Table 2. As observed in the table, the results are fairly low. In fact, the accuracy is below 0.5 for both validation and training. However, there are a few issues to take into account.

| Dataset   | Cases | Accuracy | Mean SE  | Median SE | Std. SE  | Spearman R |
|-----------|-------|----------|----------|-----------|----------|------------|
| Training  | 59    | 0.373    | 181487.051 | 64498.932 | 384906.463 | -0.05      |
| Validation| 28    | 0.321    | 199081.864 | 73605.696 | 341473.991 | -0.011     |

First, the number of evaluated cases is fairly lower when compared to the segmentation task. In fact, when training, only 164 cases had any survival information, while only 1/3 of these cases were taken into account for the evaluation of this task. It is well-known that deep learning strategies can fail to capture enough information in the presence of a small training dataset causing issues with generalisation. In fact, we observed how the survival prediction was usually centered in the range of 200-400, while the training dataset has a range of 5-1767. Our network could not generalise using cross-validation even though we had a low number of parameters.

Second, normalising the clinical features and the subregion volumes is not a trivial task. While using the zero mean approach, the network gave negative values as output, which have no meaning for this problem. Trying to normalise between 0 and 1 did not seem to have much of an effect. Probably, because the VGG network provides a large number of features and the network (again due to the low number of training samples) was not capable to compensate.

4 Conclusions

In this work, we have presented a combination of CNN architectures to first segment the tumor and its subregions and then provide a survival prediction estimate using this segmentation, clinical data and image information from FLAIR, T1 and T1 post-contrast. The results in terms of segmentation, while there’s room for improvement in terms of survival prediction. While using transfer learning seems to improve results over using only volume estimates, tweaking the features that are being used and how transfer learning is applied (maybe using new fully connected layers instead of the original VGG input) should improve results. We plan to further tweak our network to improve the results for the testing phase.
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