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Abstract

For robots to be accommodated in human spaces and in humans’ daily activities, robots should be able to understand messages from the human conversation partner. In the same light, humans must also understand the messages that are being communicated by robots, including the non-verbal ones. We conducted a web-based video study wherein participants gave interpretations on the iconic gestures and emblems that were produced by an anthropomorphic robot. Out of the 15 gestures presented, we found 6 robotic gestures that can be accurately recognized by the human observer. These were nodding, clapping, hugging, expressing anger, walking, and flying. We reviewed these gestures for their meaning from literatures in human and animal behavior. We conclude by discussing the possible implications of these gestures for the design of social robots that are aimed to have engaging interactions with humans.

Index Terms—social robotics, iconic gestures, emblematic gestures, human-robot interaction, humanoid robots, robot gestures.
I. INTRODUCTION

There is a growing trend of robots that socially interact with people (e.g. [1-6]). Likewise, there are now robots that can assist in the provision of care and therapy to children, elderly, and atypical populations (e.g. [7-9]). Such kinds of robots are called social robots. Social robots are autonomous robots that are able to interact and communicate among themselves, with humans, and with the environment and are designed to operate according to the established social and cultural norms [10, 11].

For robots to achieve socially engaging interactions with humans, researchers have argued that robots are expected to learn and produce human-like attributes such as body movements [12-14]. Among different types of body movements, abundant research has shown that gestures accompanying speech can evoke meaningful social interaction. Thus, robotic gestures have become one of the key design features for engaging human-robot interaction [1].

So far, the majority of the works were on the development of robots that can understand human facial expressions, hand gestures, and body movements. For example, robots with sophisticated vision systems can now track the faces or movements of people. Using the captured data, several methods were proposed for the robot to classify human emotions or to follow the human teacher’s instructions [15-20]. Another paradigm is the programming of robots by demonstration. In this approach, the robot captures the human demonstrator’s motions through its on-board vision system [21]. The robot then processes the data through various machine learning algorithms and the gestures are replicated. Alternatively, the robot can also learn from the demonstrator’s actions through the motion sensors that the demonstrator wears and the robot repeats the movements [22, 23]. To complement the initial data from the wearable sensors, some researchers have also taught robots by physically moving the robot’s limbs to the desired positions or to correct the initial motion from the wearable sensors, i.e. kinesthetic teaching [24-27].

What remains to be addressed is whether human beings can understand the meaning of the head and body gestures that are produced by anthropomorphic robots. Research on the interpretation of robotic gestures, however, is relatively scarce. Among a few studies, Kanda et al. [28] found that human beings responded to body movements and utterances by a route guidance robot, while Oberman et al. [29] further reported that comprehending robotic actions might activate the mirror neuron system that was previously thought to be specifically selective for biological actions. However, little is known on whether humans can derive meaning from the gestures produced by social robots.

In this paper, we investigate various human-like gestures made by an anthropomorphic robot and we examine which among these gestures the human observer can recognize. Should a pattern of commonly recognizable robotic gestures emerge, robot designers and programmers can implement these to a robot with the likelihood that the human interaction partner can understand the gestures. This is relevant because the development of robots with lifelike appearance and behaviors require hardware and software systems that work in synchrony. Only after the hardware and software systems are completed can human-robot interaction experiments begin. All these take time and effort. Knowing which gestures to implement to the robot can reduce the development cycle time.
The primary focus of this paper is on iconic gestures and emblems (cf. [30]), whereby the gestures carry the semantic meaning. We presented participants with iconic gestures and emblems that were performed by a human and a robot demonstrator. The participants were then asked to identify the meaning of those gestures. We examined whether human beings can interpret the robot gestures in the same way as the human gestures.

The next section gives a background on the communicative gestures that humans are able to do. Section III describes the robot and the procedures on how it was programmed with the gestures. Section IV describes our experimental procedure. Section V presents the results for the agreement rates and response time. The findings and implications are discussed in Section VI. The concluding remarks are given in Section VII.

II. COMMUNICATIVE HUMAN GESTURES

Language is more than words. “As the tongue speaketh to the ear, so the gesture speaketh to the eye,” Sir Francis Bacon once said [31]. Even simple body movements, like eye gaze and head nods, allow the fluid exchange in the roles of speaker and listener [32-35]. Interestingly, humans have been found to be very sensitive to these nonverbal cues [36]. Previous research has shown that among conversation participants, the appropriate nonverbal gestures play a key role in helping communicate intent, instruct, lead, and build rapport [37-39]. Furthermore, earlier research has shown that nonverbal signals from the face, voice, posture, gesture, interpersonal distance, and positioning have physiological effects on the other person, which have been found to be distinct from the effects of linguistic information [40].

Gestures are the spontaneous movements exhibited by speakers from all cultural and linguistic backgrounds as they are engaged in conversations [41-43]. From a speaker's perspective, gesture facilitates communication. Iconic gestures and emblems are often used to complement speech since they are meaningful hand configurations, and thus, are clearly communicative [44]. For example, a thumb that is pointing upward while the rest of the fingers are curled indicates approval; an index finger drawing an arc may indicate the motion of a long jump.

Gesture not only facilitates speech production, but also speech comprehension [45, 46]. It was suggested that speakers gesture to maximize the information conveyed to listeners [47]. Thus, when information crucial to communication is not conveyed in speech, gestures assist in conveying the information instead. For example, a speaker produces gestures to show directions to the listeners, because gesture is a better modality to convey spatial information.
III. SYSTEM CONFIGURATION

We used the upper-body of a 10 degrees-of-freedom (DOF) anthropomorphic robot for the experiments (Scout, Dr. Robot, Ottawa, Canada; see Fig. 1). The robot has 2 DOF in the neck, 2 DOF in each shoulder, 1 DOF on each elbow and 1 DOF on each wrist. Inspired by typical human gestures, we evaluated an initial set of 25 gestures in a pilot study [48]. Fifteen gestures were selected for this paper. These robot gestures range from simple movements requiring only 1 DOF such as nodding, to more complex gestures such as hugging, which can be accomplished with the 8 DOF of the arm motion. Due to the limited DOF by the robot, we only included gestures that involved the head and arms.

For the human gesture to be replicated (Fig. 2a), a software application was developed to control the servomotors at the joints of the robot. Microsoft Visual Studio (version 2008) was used as the platform to develop the code in C# language, while Microsoft Robotics Developer Studio (MRDS; version R2) provided the environment for controlling the robot and for simulating the motion. As shown in Fig. 2b, a graphical user interface (GUI) was designed for simplifying the recording and playback of the gestures. Through the sliders in the GUI, the user can adjust the robot’s head or arms to the desired positions. Each of the gestures was first broken down into multiple via points. These points are intermediate locations through which the robot joints can move. For each via point, the joint angles were defined using the GUI and the resulting sequence of joint angles was stored in the database (Fig. 2c).

The general configuration of the Scout robot matches that of a Lynx 6 Robotic Arm1 (Lynxmotion, IL, USA). Because the MRDS supports the Decentralized System Service (DSS; Fig. 2d), we implemented the Lynx6Arm service, which was made available by Lynxmotion, for us to control the robot’s movements. The Lynx6Arm service has a service partner named SSC32 service and this was used to send the commands to the servo-controller. At the time of gesture execution, the joint angles corresponding to the via points are passed in sequence as inputs to the DSS. The service uses inverse kinematics to determine the motor angles, which are required to achieve the corresponding joint angles of the robot. Finally, the servo controller (Fig. 2e) instructs the servomotors to move according to the calculated motor angles for the robot gesture to be performed (Fig. 2f).

1 http://www.promrds.com/Chapter15/Lynx6Arm.htm
In addition, gesture execution speed was one of the important factors considered in mapping the human gestures to the robot. Research has shown that gesture speed influences emotional perception [49, 50], i.e., gestures expressing emotions of sadness are usually associated with slow movements whereas gestures expressing happiness are usually associated with faster movements. As the servomotors in the robot could not be operated at variable speed, varying the number of via points of a particular gesture controlled the speed of gesture execution. For example, gestures expressing sadness were typically modeled with approximately 200 via points whereas only 50 via points were used in the case of gestures for expressing happiness. During the execution of the gestures, these points were sent at a constant interval of 25 ms to the servo controller, implying that increasing the via points would produce a slower motion of the links. The resulting motions for each of the joints can then be recorded and can be played back when necessary. Screen shots of the robot are shown in Fig. 3a.

**IV. EXPERIMENT**

**A. Research Design and Participants**

We designed an experiment in which we presented the participants a set of 15 gestures that both a human and a robot can perform. By having the human gesture as a reference, we can establish that a particular gesture is familiar and is thus recognizable by the viewer. Furthermore, we counterbalanced the presentation order such that one group of participants were presented the human gestures first, then the robot gestures, while another group of participants were shown the robot gestures, then the human gestures. We then compared whether the same gestures were recognized when a robot and a human produced them. We also compared the response latency across conditions. One hundred and twenty-two undergraduate and graduate students (70 males, 52 females, all 18-30 years old) from the National University of Singapore (NUS) were recruited by email. Of all participants, 65 participants were presented with robot gestures, followed by human gestures (Robot-Human, RH, condition); 57 students were presented with human gestures, followed by robot gestures (Human-Robot, HR, condition). Three units of a music player (iPod Shuffle, Apple, CA, USA) were raffled off to the participants.
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B. Human Gestures

A male demonstrator was selected to perform the gestures that the robot can do. To replicate the limited movements of the robot, the demonstrator was instructed not to use any body part other than his hands, arms, and neck while acting the gesture. He was instructed to keep a neutral expression and not to use any facial cues like blinking, smiling or frowning. The screen shots of the human gestures are shown in Fig. 3b. Please see the Appendix for the list of gestures and the corresponding interpretations that were given by the participants.

C. Experimental Procedure

A web-based video study was conducted. The website was hosted on the NUS server. To ensure that an individual participates in the experiment only once, participants had to first register themselves with a valid email address. Because the presentation order was counterbalanced, two different versions of invitation emails were circulated for the Robot-Human
\footnote{Robot-Human: \url{http://robotics.nus.edu.sg/jjc/home.php?gesture=R}} and the Human-Robot\footnote{Human-Robot: \url{http://robotics.nus.edu.sg/jjc/home.php?gesture=H}} groups. The invitation email contained the website’s link to the experiment. The link opened the registration page that explained the objective of the experiment and that states the requirements to participate in the survey. A valid email address and the year of birth were required for registration. Upon successful registration, another email containing an activation link was sent to the participant’s email address, which instructed the participant to click on the

![Fig. 3. Various gestures being performed (a) by a robot and (b) by a human demonstrator.](image-url)
link to complete the activation process and proceed to the experiment. The webpage instructed the participants that each video will be played twice. Only then will they be able to enter their response. For gestures that they could not identify, participants were instructed to enter ‘x’ as their response.

The presentation sequence was played in accordance to the participant’s assigned group. The participants were presented with the first set of 15 videos. Each gesture video lasts for 3 s and was repeated once. Then, they were asked to type the gesture that first came to their mind. To ensure that participants responded only with their first impression of the gesture, they were not allowed to replay the video and were given only 15 s to type the answer for each gesture. Our pilot tests showed that 15 s was the optimal time for a participant to type their response on the webpage. Response time was calculated as the time between the clicking of the ‘Play’ button for starting the video and the ‘Next’ button for proceeding to the subsequent gesture video. From this, 6 s was subtracted in order to account for the total running time of the video. Upon clicking the ‘Next’ button, the participant’s interpretation of the gesture and the response time for the current video were stored in the database. To ensure that the earlier gestures did not influence the succeeding set of gestures, the gestures were presented in random order. The order of gestures in videos 1 to 10 was randomized separately from videos 11 to 15. This prevented two similar human or robot gestures to be shown close to one another.

D. Coding

We analyzed the participants’ interpretation of each gesture and identified the meaning of gesture that the majority of participants agreed with. Next, we counted the number of participants who agreed with the gesture’s meaning (i.e., agreement rate). A 70% agreement rate indicates high similarity of responses among participants. This cut-off threshold was similar to the human gesture experiments in [51, 52]. A second coder then analyzed the similarity of the participants’ interpretation of the gestures. The inter-rater similarity was 99.24% for the RH condition and 99.7% in the HR condition. All statistical analyses were performed using a commercial statistical package (IBM SPSS, version 19, NY, USA). A p-value of < 0.05 was considered statistically significant for analysis.

V. RESULTS

Response latencies longer than 15 s were excluded from the analysis. Results with response time beyond 2.5 SDs of the sample mean were also excluded. This criterion removed 3.24% of the data in the Robot-Human condition and 4.71% in the Human-Robot condition.

A. Agreement Rates

On average, the agreement rate for robot gestures and human gestures in the two conditions was 62.94% (SD = 33.88%). A mixed analysis of variance (ANOVA) with the type of gestures (robot, human) as the within-subject independent variable, condition (HR, RH) as the between-subject independent variable, and agreement rate as the dependent variable was conducted. We found a significant effect of gesture type, F (1, 1323) = 41.99, p < .001, no effect of condition, F (1, 1323) = 1.46, p = ns, and no interaction, F (1, 1323) = 2.88, p = ns. Human gestures (M = 64%, SD = 48%) generally received higher agreement rate than robot gestures (M = 57%, SD = 50%).
Of all gestures, eight human gestures had mean agreement rates above 70%. These were clapping, nodding, walking, hugging, flying, expressing anger, shaking hands, and showing directions. Six robot gestures had mean agreement rates above 70%, notwithstanding the presentation order. These gestures were nodding, clapping, walking, hugging, flying, and expressing anger. More importantly, these robotic gestures were also well recognized in the pool of human gestures. Fig. 4 shows the mean agreement rates across different gestures.

B. Response Latencies

On average, participants spent 4.89 s (SD = 2.63 s) to respond to a gesture. A mixed ANOVA with the type of gestures (robot, human) as the within-subject independent variable, condition (HR, RH) as the between-subject independent variable, and response time as the dependent variable was conducted. We found a significant effect of condition, F (1, 1323) = 82.58, p < .001, no effect of the gesture type, F (1, 1323) = 1.97, p = ns, and a significant interaction, F (1, 1323) = 197.27, p < .001. In order to explore the interaction further, we conducted two separate paired-sample t-tests for the response time for both types of gestures in HR and RH conditions respectively. In the HR condition, participants responded longer to the human gestures (M = 4.90 s, SD = 2.53 s) than to the robot gestures (M = 3.88 s, SD = 1.81 s), t(666) = 9.85, p < .001. In the RH condition, we found the opposite pattern. Participants responded longer to the robot gestures (M = 6.03 s, SD = 3.05 s) than to the human gestures (M = 4.78 s, SD = 2.52 s), t(657) = 10.05, p < .001. Therefore, our findings showed that participants responded to the first set of gestures (either human or robot gestures) longer than to the second set of gestures.

Among the human gestures, there were 8 gestures that had response times below the average response time of 4.86 s. These were hugging, the gesture to point to oneself (i.e.
myself), flying, swinging arms, pushing-pulling, clapping, driving, and expressing anger.
Among the human gestures that had agreement rates higher than 70%, hugging, flying, clapping, and expressing anger can be recognized within 4.86 s. As for the mean response time of the other four gestures within the 70% agreement rate, walking, shaking hands, nodding, and showing directions can be recognized in about 6 s.

Among the robot gestures, there were 7 gestures that had mean response time below 4.86 s. These were swinging arms, hugging, pushing-pulling, driving, myself, welcome, and walking. Among these, hugging and walking had high agreement rates as shown earlier. The mean response times for the rest of the gestures were about 6 s or less. Fig. 5 shows the average response time for the different gestures.

VI. DISCUSSION

We presented the participants with gestures that were being acted out by a human and a robot. Among the 15 gestures that the human demonstrator performed, the participants recognized 8 gestures, consisting of nodding, clapping, walking, hugging, flying, expressing anger, shaking hands and showing directions. In other words, there were approximately half of the gestures being recognized by human participants. Indeed, a 50% recognition rate, or thereabouts, is not uncommon in human gesture studies. In an earlier paper [52], experimental subjects were presented with 80 videotaped gestures and only 40 gestures (i.e. 50%) reached 70% of agreement rate. Note that the same cut-off rate was used in the current paper.

Among the 8 gestures that were recognized by the participants, six of the gestures were recognized by the participants when the robot performs those gestures. The gestures are: nodding, clapping, walking, hugging, flying, and the gesture for expressing anger. Other gestures were below the cut-off rate. The robotic gestures of shaking hands and showing directions—both using wrist motion and slight curling of the fingers—were less recognized presumably because the robot’s hands have limited motion as compared to the hands of the human demonstrator. Regardless of the type of gestures, the participants were able to provide their responses within 5 s on average. They also responded faster to the set of gestures that were presented first.

We review the literatures in human and animal behavior to determine the meaning of the 6 gestures. We then discuss the possible implications of these gestures for the design of robots that are aimed to socially interact with humans.

A. Gesture Meanings and Design Implications

Nodding

In human-to-human interactions, head movements can indicate agreement or affirmation, disapproval or negation, and many other semantic messages [37, 53-56]. It was observed that the nods by the listener in a conversation encouraged utterances of the speaker, which achieved an animated conversation between the speaker and the listener [57]. The recognition of nodding may have come easy as it is a primitive form of communication that has been observed in mother-infant interaction [58, 59].

When implemented on a sociable robotic penguin, it was discovered that the human interaction partner nodded more often when the robot nodded deliberately in response to the
human’s nods, as compared to when the robot did not nod [60]. Riek et al. [61] confirmed this co-nodding phenomenon through a robotic monkey’s head that mimicked the nodding behavior of the human partner. They demonstrated that when the human nods, the robot nods in response. Interestingly, the human acknowledges the robot’s nod. In a study on a route guiding robot, Kanda et al. [28] observed that people have generally rated their interactions with a robot highly when robots know when to nod and to gaze appropriately as compared with robots that have not learned these behaviors. Taken together, earlier research have shown that even with simple nodding gestures, robots have the ability to influence the interaction partner’s behavior. Thus, nodding is a simple, yet meaningful gesture that should be implemented to a social robot.

Clapping

Humans clap with their hands as a sign of appreciation or approval. An audience normally expresses their appreciation for a good performance by the strength and length of their applause [62]. Clapping is one of human activities that have been studied in the field of video streaming analysis for sports, music and human-machine interaction, among many others [63-67]. Researchers have discovered that for apes in captivity, the apes clap in order to attract the attention of humans [68-70]; for apes in the wild, apes use clapping as a form of long distance communication to maintain group cohesiveness during instances of alarm [71, 72]. From these accounts in human and animal behavior, clapping appears to be a useful action for human-robot interaction.

Hanahara and Tada [73] proposed a new communication language based on clapping for humans to communicate better with robots. They described how the sound from clapping can be used to simplify how humans communicate with a robot in a manner that is analogous to a Morse-code type of message. They extended this idea further to develop a new clapping language that has syllables, words, and syntax of its own. We have yet to see examples in human-robot interaction wherein robots clap in order to show appreciation, approval or as a gesture to attract attention, similar to how humans and apes employ it.

Hugging

Emotions are better expressed through nonverbal behavior (e.g., [74, 75]). Among the nonverbal behaviors, social touching (e.g. hugs, patting, caress, handshake) appears to be an important modality [76]. Hugging or embrace is a form of affective touching that involves the clasping or clinging of one's arms to another person. It has been suggested that the warmth from a parent’s touch may help children feel secure in their exploration of their environments [77, 78]. On the contrary, the lack of parental warmth can cause children to experience more stress (e.g., [79]). Recent medical evidence shows that hugging can have health benefits to help reduce blood pressure and increase levels of oxytocin. Oxytocin is the hormone that is involved in social bonding, the formation of trust and the increase of generosity in humans [80, 81]. Hugging has been recognized as an important component of parent-child interaction. This may explain why hugging is an easily recognizable gesture. A robotic nurse named Nancy was developed as a research platform to explore the effects of robotic gestures and social touching on humans [82]. Among the touching behaviors that have been investigated are hugging [83, 84], handshaking [85, 86], and patting [87].
Expressing Anger

In the current paper, the human and robot demonstrators adopted the body position in which the hands touched the hips while the elbows were flexed outwards. This gesture is also known as arms akimbo. The majority of the participants have associated this movement as a gesture to express anger. Anger is an emotional reaction when situations or circumstances are unfair or unjust, personal rights are not expected, or realistic expectations are not met [88]. Although anger is considered as a normal human emotion, the fields of robotics and virtual reality have been very active in trying to replicate this emotion and other emotional behaviors on robotic faces and body movements. Programming emotions into robots has been identified as an important step to create lifelike social robots for improving human-robot interaction [89]. For example, the Waseda Eye No.4 Refined II (WE4-RII) humanoid robot was designed to show human-like emotions [90]. Its robotic face has a total of 26 DOFs that can control the facial Action Units (cf. [91]) of the eyebrows, eyelids, eyes, mouth, and lips. When the authors compared the robot face and the human face for an angry facial gesture, the participants rated the emotional intensity of an angry human face significantly higher as compared to an angry robotic face (i.e. mean: human = 82% vs. robot = 60%; for more details on the experimental results, the interested reader is referred to Fig. 2 of ref. [90]). In other words, even with a high DOF robotic face, such as that of the WE4-RII, the participants rated the angry emotion from a human face to be higher as compared to when a robot expressed it.

Like the behavioral experimental results of WE4-RII, more participants in our experiment recognized the human angry gesture as compared to when the robot expressed it (human = 80% vs. robot = 75%; see Fig. 4). In contrast, the robot we used performed the arms akimbo gesture without additional facial movements. Due to the tight coupling of the robot's appearance and behavior, there are still many issues that have to be addressed in replicating human emotions through the facial expressions and full body gestures by robots [92]. Nonetheless, participants are able to recognize an angry gesture from a robot although the emotional intensity may not be as strong as when humans express it.

Walking and Flying

Walking has been extensively studied in the context of human motion recognition [63, 65, 67] and gait analysis [93-97] while the flapping gesture has not been often described in the literatures. Considering that robot companions will be expected to engage in playful interactions, one study investigated the possible full-body motions that a human playmate will do to a small humanoid robot [98]. Cooney et al. found that walking, flying, hugging and rocking-the-baby are some of the few gestures that emerged from the recorded interactions.

If robots were to be used for education and entertainment applications, storytelling was suggested to be a necessary skill [99]. Story telling has been found to be one of the most powerful tools to teach a new language to a child [100]. Thus, robots are now being used as teaching assistants in the classroom. Robots have been considered for the task because they can help enunciate foreign words that the teachers may find difficult. Moreover, robots have a special appeal to many children. The children’s early acceptance of robotics technologies naturally leads to interactions that are fun and exciting. As a result, students can be more receptive to new knowledge. For example, iRoBi is a home-based personal robot that teaches
the English language [101] while Robovie teaches English vocabulary to Japanese children [102]. The commercially available RoboSapien (Wowwee, HK, China) was programmed to tell English stories to Taiwanese children in a classroom setting [103]. Story telling robots will benefit from action gestures, like walking or flying, to make their lexical meanings easily known. These behaviors will be especially useful to the beginning learners of foreign languages.

B. Limitation of the Study

The robot that we used in this work will not be able to fully replicate the gestures that can be performed by humans due to the limited degrees of freedom that the robot can operate. Take the handshake gesture, for example (Please see Fig. 4). This gesture was recognized with close to 80% agreement rate when the human demonstrator made the gesture. When the robot demonstrated the same gesture, the agreement rate was just 60%. A posteriori analyses of the handshake videos show that there were movements in the human demonstrator’s wrist and the fingers were oriented in a grasping pose as he was performing the handshake gesture. Additional movements at the robot’s wrist and fingers were not possible due to the absence of actuators to perform a similar motion.

Nevertheless, it is important for us to know which among the robot’s gestures can be perceived as similar to when the humans perform the gestures. We understand that a large number of DOFs on a robot causes it to be bulky, which can result in difficulties for practical implementation. In addition, more flexibility on the robotic arms requires an increase in the DOFs. As a drawback, increasing the DOFs has an effect on the robot's controllability and leads to higher costs. Nonetheless, a minimal set of robotic gestures has emerged. A more compact and cost effective robot will have strong implications for the toy industry, entertainment and educational robots, among others.

VII. Conclusion

Communication is a two-way street. In other words, not only should robots understand messages from the human conversation partner, humans must also understand the messages that are being communicated by robots, including the non-verbal ones. In this study, we found six robotic gestures that can be accurately recognized by the human observer. Nodding and clapping are gestures that are common for acknowledgement or agreement; hugging and the angry gestures are gestures that express emotions while walking and flying are action gestures, which can be used for storytelling or teaching languages. The development cycle time for robot programming and testing can be reduced if roboticists know at the onset the basic robotic gestures that humans can understand. When programmed into robots, these gestures can lead to human-robot interactions that are natural, appropriate, and engaging.
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**APPENDIX**

**TABLE I**

| No. | Gesture                  | Related Words Given by the Participants                                                                 |
|-----|--------------------------|----------------------------------------------------------------------------------------------------------|
| 1   | expressing anger         | angry, annoyed, expression of anger, furious, angry emotion, hostility, irritation, showing anger        |
| 2   | carrying a baby          | baby, babysitting, carrying a baby, cradling a baby, cuddling, holding a baby, lullabye, making a baby to sleep, pacifying a baby by rocking, rocking the baby, soothing a baby, swinging a baby |
| 3   | clapping                 | applause, approval, clap, clapping happily, clapping, good job, happy, hands clapping, happy, praise, well done |
| 4   | driving                  | drive, drive car, driving, steering wheel of car, turning the steering wheel                              |
| 5   | flying                   | flap wings, flapping, flapping wings, flapping arms like wings, flapping hands like wings, flying, imitating to fly, wing motion |
| 6   | hugging                  | embrace, hold, hug, hugging                                                                             |
| 7   | hungry                   | feel your stomach hungry, hunger, hungry, stomach upset                                                 |
| 8   | myself                   | addressing yourself, me, myself                                                                          |
| 9   | nodding                  | affirmative, agree, agreement, appreciation, agreement, nodding in agreement, nodding head, nodding in approval, nodding the head up and down, ok, saying yes |
| 10  | showing direction*       | come, controlling traffic, directing traffic, go to the right, keep right, move, move in that direction, move left, move on, move right, move there, move to my left, move to right, move to the right, move to this direction, regulate traffic, right side can pass, traffic, go to my right, go to your right, turn right, usher |
| 11  | pushing and pulling      | churn, churning, mixing, push and pull, rubbing, turning something, washing hands                          |
| 12  | shake hands              | handshake, shake, shake hand, shaking of hands                                                            |
| 13  | swinging arms            | breakdance, dance step, dancing, dangling arms, gyration, robot dance                                     |
| 14  | walking                  | jogging, march, running, swinging arm: walking, marching, walking slowly                                  |
| 15  | welcome                  | hi, myself, welcome, welcoming                                                                           |

*As for the directions, the participants did not specify whether the left or right directions were relative to the demonstrator or relative to the viewer.
### TABLE II

**PARTICIPANT’S RESPONSES TO THE ROBOT GESTURES**

| No. | Gesture   | Related Words Given by the Participants                                                                                                                                 |
|-----|-----------|--------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| 1   | expressing anger | anger, angry, annoyed, displeasure, expressing anger, furious, irritation, losing patience, unhappiness                                                                 |
| 2   | carrying a baby  | carry baby, carrying a baby, cradling, lullaby, making a baby to sleep, rock, rocking a baby, rocking baby, rocking the baby                                              |
| 3   | clapping      | applause, clap, clap hands, clapping, good, happy                                                                                                                        |
| 4   | driving       | drive, driving, driving a car, turning the steering wheel                                                                                                                  |
| 5   | flying        | flap, flap wings, flapping, flapping arms, flapping wings, fly, flying, wing motion                                                                                       |
| 6   | hugging       | a hug, embrace, hold, hug, hugging                                                                                                                                          |
| 7   | hungry        | hunger, hungry, hungry and sad                                                                                                                                              |
| 8   | myself        | choose me, gesturing to oneself, introducing itself, me, myself, point to oneself, self-introduction                                                                      |
| 9   | nodding       | affirmative, agree, agreement, appreciation, nod, nodding, yes                                                                                                             |
| 10  | showing direction | come this way, controlling traffic, directing, directing traffic, go, go ahead, go left, go right, go to the right, go to your right, keep right, maintaining crowd, move, move left, move right, move to right, move to the left, move to the right, move towards left, regulate traffic, signaling to turn left, traffic, turn right, usher, ushering |
| 11  | pushing and pulling | churning, pull and push, pulling and pushing a rope, push-pull                                                                                                           |
| 12  | shake hands   | handshake, handshaking, shake, shake hands, shaking of hands                                                                                                                 |
| 13  | swinging arms | break-dancing, dance move, dancing, dangling arms, hanging or dancing, loose hands, robo-dance, robot dance                                                                |
| 14  | walking       | march, marching, run, running, walk, walking                                                                                                                                |
| 15  | welcome       | open, peace, sincerity, welcome                                                                                                                                             |