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Abstract

Face Recognition Systems (FRS) are vulnerable to various attacks performed directly and indirectly. Among these attacks, face morphing attacks are highly potential in deceiving automatic FRS and human observers and indicate a severe security threat, especially in the border control scenario. This work presents a face morphing attack detection, especially in the On-The-Fly (OTF) Automatic Border Control (ABC) scenario. We present a novel Differential-MAD (D-MAD) algorithm based on the spherical interpolation and hierarchical fusion of deep features computed from six different pre-trained deep Convolutional Neural Networks (CNNs). Extensive experiments are carried out on the newly generated face morphing dataset (SCFace-Morph) based on the publicly available SCFace dataset by considering the real-life scenario of Automatic Border Control (ABC) gates. Experimental protocols are designed to benchmark the proposed and state-of-the-art (SOTA) D-MAD techniques for different camera resolutions and capture distances. Obtained results have indicated the superior performance of the proposed D-MAD method compared to the existing methods.

1. Introduction

Face biometrics are widely deployed in various high-security applications, including border control, by considering usability, high accuracy, and non-intrusive capture. The high accuracy of the face biometrics can be attributed to the advances in deep-learning-based FRS methods [29, 20, 10]. The exponential growth in face recognition applications has also increased the vulnerability to various attacks. Among different types of attacks on the Face Recognition Systems (FRS), the morphing attacks have mainly gained much interest due to their vulnerability in the border control scenario. The morphing process will perform the blending operation on the given face images (from contributory data subjects) to generate a single Face Morphing Image (FMI).

Thus, the generated FMI includes the facial properties from all the contributory data subjects, thus demonstrating the vulnerability of both automatic FRS and human observers [24]. Since the morphing face images could be used to obtain the electronic Machine Readable Travel Document (eMRTD) or e-passports, the malicious person can exploit this process to cross the border through Automated Border Control (ABC) gates.

Face Morph Attack Detection (MAD) algorithms are extensively addressed in the biometric literature [36]. Available MAD algorithms can be classified into two main categories [36] (a) Single image based-MAD (S-MAD), where morph attacks are detected based on a single image (b) Differential MAD (D-MAD) algorithms, where morphing attacks are detected based on two or more images. Among these two approaches, the D-MAD-based MAD techniques have attracted biometric researchers by considering their application in the border control scenario. Figure 1 illustrates the D-MAD scenario in the border control application. The early work on the D-MAD approach is based on the face demorphing [11], followed by several existing methods summarised in Table 1. The D-MAD approaches are developed using conventional hand-crafted features and deep features derived from pre-trained CNNs based on natural and face images [36].
The deep learning approaches based on GAN, Siamese and Double Siamese have also been proposed for D-MAD. The benchmarking of existing D-MAD techniques is discussed in [36, 23] on the data captured using ABC gates indicate the severity of the problem by showing the degraded results. The ABC gate scenarios used in [23] are based on the one-stop such that the data subject will stand still in front of the ABC gate camera. Thus, this scenario will generate constrained images less prone to the pose and environmental (external lighting) conditions. In [35], the ABC scenario based on the ‘on-the-fly’ face capture and 3D information-based D-MAD method was introduced. Since 'on-the-fly' (OTF) face capture will result in variations in face pose, expression, and lighting, the D-MAD techniques based on face demorphing and conventional features have indicated the degraded performance [33]. The experimental results with different lighting conditions indicate the further degradation of the 3D-based D-MAD results. However, it is essential to note that the existing D-MAD literature did not consider the option of different cameras with varying capture resolution and capture distance impacting the detection performance. Since the D-MAD techniques are expected to work with different ABC gates with varying camera resolutions, it is necessary to devise a suitable D-MAD method for this scenario. Thus, we are motivated to consider the OTF ABC gate scenario with various camera resolutions and different capture distances in this work.

This work proposes a novel algorithm for a robust D-MAD, especially in the OTF ABC Gate scenario with varying image resolutions and capture distances. To this extent, we introduce a novel D-MAD algorithm based on spherical interpolation and the hierarchical fusion of deep features to detect morphing attacks. The deep features are extracted using six different pre-trained deep CNN networks that are combined using a hierarchical fusion at both the score level and feature level. Extensive experiments are carried out on the newly created database SCFace-Morph using the publicly available SCFace [13] database with 130 data subjects captured using both controlled and uncontrolled scenarios with different resolution cameras and different capture distances. We construct the new face morphing dataset SCFace-Morph dataset using landmark-based face morphing tools [12] and re-digitize (or print-scan) the face morphing images to represent the real-life scenario of the border control.

The following are the main contributions of our work:

- Proposed a novel D-MAD algorithm based on spherical interpolation and hierarchical fusion of deep features for reliable face morphing attack detection.
- Introduced a new face morphing dataset (SCFace-Morph) constructed using the publicly available dataset (SCFace [13]) for both digital and Print-Scan (PS) morphing attacks. To the best of our knowledge, this is the first work exploring morphing attack detection on the different camera resolutions and at various capture distances suitable for the OTF ABC scenario.
- Extensive experiments are carried out to benchmark the performance of the proposed method with the SOTA techniques.

The rest of the paper is organized as follows: we present the proposed method in Section 2, experiments and results are discussed in Section 3 and finally conclusions and future work is discussed in Section 4.

### 2. Proposed Method

Figure 2 shows the block diagram of the proposed method for robust D-MAD, especially in the OTF border control scenario. The proposed method is designed effectively to capture the variation of the face quality in terms of environmental changes due to lighting, pose, and expression generally encountered with the probe image by introducing a hierarchical fusion of deep features. The novel aspect of the proposed method is the feature interpolation fusion using Spherical Linear Interpolation (SLERP) [31] tailored to D-MAD. The proposed method will take two images $I_1$ and $I_2$ corresponding to the enrolment (from e-passport) and the trusted capture (ABC Gate) face image, respectively, to de-
The primary motivation for using SLERP [31] is to perform the exact interpolation of quaternion vectors (representing a 3D rotation) on a 3D sphere. The deep features obtained for a face image are assumed to lie on a high-dimensional hypersphere [17]. Thus, linear interpolation of deep features would lie at a point on the line joining them, but the actual interpolation should lie on the hypersphere defining the face manifold. Thus, there would be an error due to linear interpolation of deep features when compared to spherical interpolation using SLERP, which would interpolate features exactly on the hypersphere (which is also mentioned by Buss et al. [4] for 3D Sphere). This fact is illustrated in Figure 3 where the error is highlighted in red. Hence, we are motivated to use SLERP to interpolate deep features obtained corresponding to the face image. Owing to the availability of the small size face morphing datasets, the proposed method is designed using pre-trained deep CNN networks. Hence, we propose a hierarchical fusion framework to capture complementary information from different deep features effectively. The proposed D-MAD method can be structured in two functional blocks: (a) Deep feature extraction and (b) Hierarchical fusion.

2.1. Deep feature extraction

In this work, we have employed six different pre-trained deep networks trained on the ImageNet dataset [9]. The selected networks include Alexnet [16], Resnet 50 [14], Resnet 101 [14], Xception [6], and VGG16 [32] and VGG19 [32]. These networks are selected based on their performance, and generalization for transfer learning in various applications, including morph attack detection [36]. Further, these six networks have indicated a good face morphing detection performance on various face morphing datasets [37]. Since the proposed Spherical Linear Operator for feature interpolation requires the features to have identical dimensions, we need to choose the feature extraction from the pre-trained layers having identical dimensions. Hence, we made two groups of pre-trained networks where the first group (G1) consists of VGG-19 (fc7), VGG-16 (fc7), and Alexnet (fc7) such that each network in this group will result in a feature dimension of 4096.
Algorithm 1: Proposed Method

Input: Face Images $I_1$ and $I_2$
Output: $(FS$ (Fused-Score))

1: Compute the features from pre-trained networks for Image ($I_1$).
2: for $j$ ← 1 to 6 do
3: $f_{1j}$ ← feature from pre-trained network.
4: end for
5: Compute the features from pre-trained networks for Image ($I_2$).
6: for $j$ ← 1 to 6 do
7: $f_{2j}$ ← feature from pre-trained network.
8: end for
9: Assign features to Groups as follows:
10: $G_1$ ← $\{f_{1i}\}$ where $i \in \{1, 2\}$ and $j \in \{1 \ldots 3\}$
11: $G_2$ ← $\{f_{1i}\}$ where $i \in \{1, 2\}$ and $j \in \{4 \ldots 6\}$
12: Compute the feature difference
13: for $j$ ← 1 to 6 do
14: $DF^j$ ← $f_{1j} - f_{2j}$
15: end for
16: Train Linear-SVM using difference features and compute scores
17: for $j$ ← 1 to 6 do
18: $S_j$ ← L-SVM($DF^j$)
19: end for
20: Use the pre-computed pair of optimal features ($x_1, y_1$) and ($x_2, y_2$) for $G_1$ and ($x_2, y_2$) and ($x_2, z_2$) for $G_2$.
They are computed once using Equation 1.
21: Compute SLERP (Equation 2.2) based scores as follows where $i$ denotes Group Index and $j$ denotes the pair of optimal SLERP features inside it:
22: for $i$ ← 1 to 2 do
23: for $j$ ← 1 to 2 do
24: $SRP_i^j$ ← SLERP($f_{1ji}, f_{1ji}$)
25: end for
26: Compute difference of SLERP features as $SRP_{D_i} = SRP_i^1 - SRP_i^2$
27: Compute score using $S_{i+7}$ ← L-SVM($SRP_{D_i}$)
28: end for
29: Generate final score by fusion using sum-rule as $(FS = \sum_{j=1}^{8} S_j)$

The second group ($G_2$) consists of Xception (average pool), Resnet101 (pool5), and Resnet50 (average pool) and each of these networks will result in a feature dimension of 2048. Thus, given the face image $I_1$ and $I_2$ from both the passport and the trusted environment (e.g., Automatic border Control Gates (ABC)), we compute the features from all six different CNN networks independently. Let the computed feature be: $F_i = f_{1i}, f_{2i}, \forall i = 1, \ldots, 6$. Where $f_{1i}$ indicates the features from the passport image (or enrolment) corresponding to $i^{th}$ CNN network and $f_{2i}$ corresponds to the feature from trusted source corresponding to $i^{th}$ CNN network.

2.2. Hierarchical fusion

In the next step, we propose the hierarchical fusion of the features extracted from six different pre-trained deep CNN networks to achieve robust face morph detection performance. The proposed fusion scheme is implemented with both score-level and feature-level fusion of the features extracted from deep CNN networks. The score fusion is designed with the conventional score level fusion in which the comparison scores obtained using Linear Support Vector Machines (L-SVM) based on the feature difference vector from six different CNN networks are combined using the sum rule. Given the face images $I_1$ and $I_2$, let the computed features be $f_{1i}$ and $f_{2i}$ for $i = 1, \ldots, 6$. The feature difference (or residual feature computation) is performed individually for the pre-trained network $DF_i = f_{1i} - f_{2i}$ that is then provided to L-SVM to compute the corresponding comparison score $S_i, \forall i = 1, \ldots, 6$. The second step is designed to perform the feature level fusion using Spherical Linear Operator (SLERP) [31]. As discussed earlier in Section 2.1, the feature interpolation requires the identical dimension of features. Therefore, we have grouped six different networks into two main groups; in each group, we have three different networks. In this next step, we compute the optimal basis pairs for SLERP instead of all possible random combinations for each group. This way, our approach can reduce the computation and combine the complementary features. Further, the feature combination is based on feature correlation computed using residual features to achieve robustness and generalization. Thus, given the face image $I_1$ and $I_2$, we compute the residual feature corresponding to $G_1$ which is denoted as $DF_1^0, DF_2^0$ and $DF_3^0$. In the next step, we compute the optimal basis pair from the triplet that can represent the complementary information to perform the residual feature combination using the SLERP method. We derive the optimal basis by computing the minimum correlation on the non-overlapping pairs generated from the given triplet, and this is indicated in Equation 1.

$$O_p = \arg \min \left\{ \rho(DF_1^1, DF_2^1) + \rho(DF_1^1, DF_3^1), \right.$$
$$\rho(DF_2^1, DF_1^1) + \rho(DF_2^1, DF_3^1),$$
$$\rho(DF_3^1, DF_1^1) + \rho(DF_3^1, DF_2^1) \right\} \quad (1)$$
where ρ indicates the correlation operation and $O_p$ indicates the optimal pairs of features. Thus,

\[
S = \{1, 2, 3\}
\]

\[
O_p = \{\{DF^1, DF^2\}, \{DF^3, DF^1\}\}
\]

\[
s.t. (x \in S) \land (y, z \in S \setminus i) \land (y \neq z) \quad (2)
\]

where, x is the index of the optimal pairs, from the triplet 1, 2, 3 of features and y and z are the indices of the remaining features. The first optimum pair be $O^1_p = \{DF^{x_1}, DF^{y_1}\}$ and second optimum pair be: $O^2_p = \{DF^{z_1}, DF^{x_2}\}$. In the next step, we compute the SLERP feature interpolation independently for each optimum pair $O^s_p, \forall s = 1, 2$ as follows:

\[
\text{Slerp}_1(DF^{x_1}, DF^{y_1}, t) = \frac{\sin((1 - t)\Omega)}{\sin(\Omega)} \times (DF^{x_1}) + \frac{\sin(t\Omega)}{\sin(\Omega)} \times (DF^{y_1}) \quad (3)
\]

where, $t$ is the interpolation factor which is set to 0.5 as recommended in [31], and $\Omega$ is the angle between the difference features $DF^{x_1}$ and $DF^{y_1}$ and can be computed using inverse cosine on dot-product as $\Omega = \arccos DF^{x_1} \cdot DF^{y_1}$. We computed the SLERP interpolation with the second optimal pair $O^2_p$ resulting in Slerp2($DF^{x_1}, DF^{z_1}, t$).

In the next step, we perform the difference between the computed SLERP features, which is then used to compute the comparison score $S_7$ using L-SVM for $G_1$. The procedures mentioned above are followed with $G_2$ to compute the comparison score $S_8$. Finally, we perform the score level fusion using the sum rule to combine the scores computed from both individual CNNs and from SLERP interpolated feature differences to obtain the final score: $FS = \sum_{i=1}^{8} S_i$ to make the final decision. The Algorithm of the proposed method is presented in 1.

3. Experiments and Results

In this section, we discuss the details of the newly generated face morphing dataset based on the SCFace dataset [13], performance evaluation protocols, and quantitative performance of the proposed D-MAD method.

3.1. SCFace-Morph Dataset (SCFM)

This work introduces a new dataset reflecting the OTF ABC systems with different camera resolutions and capture distances. We have employed the SCFace dataset by considering its applicability to real-life OTF face recognition with varying resolutions of the cameras and capture distances. The SCFace dataset is comprised of 130 data subjects that are captured with eight different cameras and three different distances, which are denoted as Distance-1 (D1) is 4.2m, Distance-2 (D2) is 2.6m, and Distance-3 (D3) is 1.0m. Face biometrics are captured as the data subjects walk (without a stop) through cameras held still with the frontal face capture. Since each data subject walks through these cameras, the captured data will be of unconstrained conditions with varying face poses that can represent the real-life ABC scenario. To effectively utilize the SCFace dataset for the face morphing application, we carefully selected the 77 unique data subjects by considering the image quality following ICAO standards [38].

Further, to reflect the real-life scenario of e-passport and ABC gates, we have considered only five different cameras that can capture visible images and high-quality mugshots. Cam1 is of resolution 540 TVL, Cam2 is of resolution 480 TVL, Cam3 is of resolution 350 TVL, Cam4 is of resolution 460 TVL, and Cam5 is of resolution 480 TVL. Thus, the mugshot images represent the face images in the e-passport. The images captured using five cameras and three different capture distances represent the trusted capture in the D-MAD algorithm evaluation. Next, we generate the face morphing dataset, the SCFace-Morph database (SCFM), using a mugshot image from the SCFace dataset. We have selected the neutral face pose image corresponding to each data subject to perform the face morphing using the landmark-based method from [12] by considering its attack potential. Before performing the morphing, the dataset of 77 data subjects is divided into two independent sets, with 56 subjects in the training set and 21 subjects in the testing set. The face morphing dataset is generated following the guidelines presented in [22] that resulted in 92 face morphing images in the training set and 28 face morphing images in the testing set. The total number of probe image samples corresponding to the training set is 840 and the testing set is 315.

The statistics of the SCFace-Morph dataset are summarized in Table 2, which specifies the number of bona fide image samples, probe image samples for each camera and capture distance and the generated face morphing images. Figure 4 shows the example face images from SCFace-Morph database dataset. To reflect the real-life scenario of border control, we also generate the re-digitized version of both morphing and bona fide mugshot images by performing print and scan operations. We have used a Ricoh IM C6000 Color Laser multi-function printer and the scanner from the same printer. Facial images are scanned to have 300 dpi to match the requirement of ICAO standards [38]. Thus, the newly generated database has both digital and print-scan (PS) mediums.

3.2. Performance evaluation Protocols

We propose three performance evaluation protocols to effectively benchmark the performance of the proposed
Figure 4. Example face images from SCFace-Morph Dataset (SCFM)

| Digital Images | Bona fide Passport | Probe Images All cameras and Distances | Morphed Passport |
|----------------|-------------------|----------------------------------------|-----------------|
| Train          | 56                | 840                                    | 92              |
| Test           | 21                | 315                                    | 28              |

| Probe Images per Camera and Distance | Distance1 | Distance2 | Distance3 |
|-------------------------------------|-----------|-----------|-----------|
| Train                              | Cam1 | Cam2 | Cam3 | Cam4 | Cam5 | Cam1 | Cam2 | Cam3 | Cam4 | Cam5 | Cam1 | Cam2 | Cam3 | Cam4 | Cam5 |
|-------------------------------------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|
|                                    | 56   | 56   | 56   | 56   | 56   | 56   | 56   | 56   | 56   | 56   | 56   | 56   | 56   | 56   | 56   |
| Test                               | 21   | 21   | 21   | 21   | 21   | 21   | 21   | 21   | 21   | 21   | 21   | 21   | 21   | 21   | 21   |

Table 2. Statistics of SCFace-Morph Dataset (SCFM)

and existing D-MAD methods by considering data medium (Digital/PS), camera resolution and capture distances. Protocol 1 is designed to analyse the performance of the D-MAD techniques with intra and inter-medium experiments independently performed on camera and capture distance. Thus, Protocol 1 will benchmark the generalisation of the D-MAD methods for the different morph data medium and their performance impact on the image resolution and capture distance. Protocol 2 is designed to benchmark the performance of the D-MAD techniques on intra and inter-medium irrespective of the camera resolution and the capture distance. Thus, this protocol will use all camera and distance data to train and test the D-MAD methods. Hence, this protocol will indicate the generalisation performance for a different medium. Protocol 3 is designed to benchmark the performance of the D-MAD for individual cameras and capture distance. The D-MAD algorithms are trained and tested in this protocol by merging the Digital and PS data independently for each camera and capturing distance. This protocol will reflect the real-scenario testing as all data types are used for training the D-MAD algorithm. Hence, protocol-3 will indicate the generalisation for different camera resolutions and capture distance irrespective of data medium.

### 3.3. Experimental results

In this section, we present the quantitative results of the proposed method together with SOTA algorithms on D-MAD, namely Deep Feature Representation (DFR) [25] and 3D Shape and Reflectance [33]. We choose the DFR method by considering its robust performance on the NIST FRVT benchmark [18] and 3D Shape and Reflectance is selected by considering its application in the OTF ABC-based face morphing detection. The quantitative performance of the D-MAD techniques is presented using the ISO/IEC metrics [15] namely the “Attack Presentation Classification Er-
Figure 5. DET Curves for Protocol 2 (a) Train: Digital and Test: Digital (b) Train: Print Scan and Test: Print Scan (c) Train: Digital and Test: Print Scan (d) Train: Print Scan and Test: Digital

Figure 6. Illustration showing D-EER for Protocol 3 for DFR [28], 3D Shape and Reflectance [33], and Proposed Method

Table 3. Quantitative results of proposed method and SOTA on Protocol 1

| Algorithm                  | Distance1 | Distance2 | Distance3 |
|----------------------------|-----------|-----------|-----------|
|                            | D-EER (%) | D-EER (%) | D-EER (%) |
| DFR [28]                   | 23.5      | 23.5      | 23.5      |
| 3D Shape and Reflectance [33] | 14.3      | 14.3      | 14.3      |
| Proposed Method            | 0.9       | 5.1       | 5.1       |

| Algorithm                  | Distance1 | Distance2 | Distance3 |
|----------------------------|-----------|-----------|-----------|
|                            | BPCER @ APCER = 5% | BPCER @ APCER = 10% | BPCER @ APCER = 15% |
| DFR [28]                   | 27.1      | 69.5      | 56.8      |
| 3D Shape and Reflectance [33] | 34.7      | 33.3      | 89.2      |
| Proposed Method            | 3.4       | 3.2       | 0.6       |

Table 4. Quantitative results of proposed method and SOTA on Protocol 2

| Algorithm                  | Distance1 | Distance2 | Distance3 |
|----------------------------|-----------|-----------|-----------|
|                            | D-EER (%) | D-EER (%) | D-EER (%) |
| DFR [28]                   | 27.1      | 69.5      | 56.8      |
| 3D Shape and Reflectance [33] | 34.7      | 33.3      | 89.2      |
| Proposed Method            | 3.4       | 3.2       | 0.6       |
ror Rate (APCER (%)), which defines the proportion of attack images (face morphing images) incorrectly classified as bona fide images and the Bona fide Presentation Classification Error Rate (BPCER (%)) in which bona fide images incorrectly classified as attack images are counted [15] along with the Detection Equal Error Rate (D-EER (%)) \footnote{[39]}.

Table 3 indicates the quantitative performance of the D-MAD techniques on Protocol 1. Based on the obtained results, the proposed method has indicated improved results when the medium is preserved during training and testing (Intra evaluation). Further, the proposed method has indicated the best performance in the intra-evaluation protocol irrespective of the cameras and capture distances. When the medium changes during training and testing (inter evaluation), the proposed method has indicated improved performance when training is performed on Digital and testing on Print Scan. The degraded performance of the proposed method is noted primarily in the inter-evaluation when print-scan data is used for training and digital data is used for testing. This can be attributed to the limitation of the proposed method to generalization, especially with the different image quality (because the quality of print-scan is different from that of digital) that might be due to the lack of generalized features extracted from six different pre-trained CNNs. The proposed D-MAD method generally performs better than the SOTA methods on Protocol 1.

Table 4 indicates the quantitative performance of the D-MAD techniques on Protocol 2, shown as DET curves in Figure 5. It can also be noted in this protocol that the proposed method has indicated improved performance when compared with the existing methods. The proposed method shows the best intra-evaluation protocol and comparable performance with the inter-evaluation protocol. The results indicate that the proposed method is robust to camera resolutions and capture distances.

Table 5 shows the performance of the proposed method on Protocol 3. Based on the obtained results, it can be noted that the proposed method has indicated the best performance on both cameras and different capture distances. Further, the performance of the proposed method is not influenced by the camera type and capture distance. Figure 6 graphically illustrates the D-EER performance of the D-MAD techniques on Protocol 3.

Based on the series of experiments performed, it can be

| Algorithm: | Distance1 | Distance2 | Distance3 |
|-----------|-----------|-----------|-----------|
|           | Cam1 | Cam2 | Cam3 | Cam4 | Cam5 | Cam1 | Cam2 | Cam3 | Cam4 | Cam5 | Cam1 | Cam2 | Cam3 | Cam4 | Cam5 | Cam1 | Cam2 | Cam3 | Cam4 | Cam5 |
| Train: Digital and Print Scan | Test: Digital and Print Scan |
| DFR [28] | 32.7 | 32.7 | 32.7 | 28.6 | 30.7 | 35.7 | 32.7 | 30.7 | 35.7 | 35.7 | 40.8 | 42.9 | 32.7 | 32.7 | 37.8 |
| 3D Shape and Reflectance [33] | 23.5 | 35.7 | 24.9 | 28.0 | 26.0 | 28.1 | 26.0 | 24.9 | 24.4 | 29.0 | 24.0 | 28.6 | 21.4 | 21.0 | 21.4 |
| Proposed Method | 6.7 | 9.6 | 9.7 | 7.6 | 9.8 | 7.1 | 7.6 | 9.7 | 12.2 | 7.6 | 11.8 | 7.6 | 7.6 | 7.4 | 7.1 |

Table 5. Quantitative results of proposed method and SOTA on Protocol 3

4. Conclusions and Future-Work

In this paper, we have presented a novel method for robust D-MAD in the ABC gate scenario. The proposed method is based on the six different pre-trained deep CNN combined using hierarchical fusion. The proposed method’s novelty is in using spherical interpolation computed by SLERP to perform the residual feature fusion. Further, the hierarchical fusion is carried out using both score and feature level to achieve the robust D-MAD. Extensive experiments on the newly generated face morphing dataset (SCFM) based on the publicly available SCFace database. The performance of the proposed method and the existing techniques are extensively evaluated using three different protocols. The evaluation protocols benchmark the D-MAD performance on the different camera resolutions and the capture distance. The obtained results have demonstrated the improved performance of the proposed method in all three protocols. The future work includes improving the generalizability of the proposed method across different morphing image qualities especially with the different print quality.
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