EEG-BASED EPILEPTIC SEIZURE PREDICTION USING TEMPORAL MULTI-CHANNEL TRANSFORMERS

ABSTRACT

Epilepsy is one of the most common neurological diseases, characterized by transient and unprovoked events called epileptic seizures. Electroencephalogram (EEG) is an auxiliary method used to perform both the diagnosis and the monitoring of epilepsy. Given the unexpected nature of an epileptic seizure, its prediction would improve patient care, optimizing the quality of life and the treatment of epilepsy. Predicting an epileptic seizure implies the identification of two distinct states of EEG in a patient with epilepsy: the preictal and the interictal. In this paper, we developed two deep learning models called Temporal Multi-Channel Transformer (TMC-T) and Vision Transformer (TMC-ViT), adaptations of Transformer-based architectures for multi-channel temporal signals. Moreover, we accessed the impact of choosing different preictal duration, since its length is not a consensus among experts, and also evaluated how the sample size benefits each model. Our models are compared with fully connected, convolutional, and recurrent networks. The algorithms were patient-specific trained and evaluated on raw EEG signals from the CHB-MIT database. Experimental results and statistical validation demonstrated that our TMC-ViT model surpassed the CNN architecture, state-of-the-art in seizure prediction.
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Epilepsy is a neurological disease characterized by the occurrence of transient and unprovoked events called epileptic seizures, resulting from changes in brain electrical activity [Fisher et al., 2014]. It is estimated that 1% of the human population is affected by this disorder [Weinstein, 2016]. Epilepsy is associated with stigma and adverse effects that, in addition to the psychological ones, extend to the social, cognitive, and economic fields [Fisher et al., 2014]. One-third of epilepsy patients cannot have their seizures controlled with two or more adequate trials of antiseizure medications, fulfilling the diagnosis of drug-resistant epilepsy [Kwan et al., 2009]. Some patients are subjected to a neurological evaluation to assess their viability of undergoing non-pharmacological alternative treatment, such as neurosurgery, ketogenic diet, or responsive neurostimulation. Despite these possibilities, a significant number of patients persist with seizure recurrence. These patients suffer the most impact on quality of life and mortality, including sudden unexpected death in epilepsy, which can occur during or after seizures [459, 2020]. Furthermore, the unpredictable nature of an epileptic seizure, which ranges from minor distractions to violent convulsions [Acharya et al., 2013], has negative psychological impacts on the patient’s life. Therefore, the possibility of predicting seizures could provide these patients a critical tool to avoid being caught off guard by seizures, to feel they have control over their bodies, and to have the opportunity to go to a safe place, get help, or even intervene through medication or neurostimulation to prevent the seizure.

One of the auxiliary methods to perform both the clinical diagnosis of epilepsy and the monitoring of patients is the electroencephalogram (EEG). Shown in Fig. 1 EEG signals are recordings of electrical brain activity obtained by placing non-invasive electrodes on the patient’s scalp. The analysis of EEG signals is usually performed by a professional via visual inspection, and this is a costly process of time and human resources. Moreover, a visual inspection may detect and characterize the seizures, but it cannot identify the preictal state by its features without first detecting the subsequent seizure. The autonomous analysis of the signals obtained through EEG would lead to a more efficient process.

Artificial intelligence (AI), specifically machine learning (ML), has great potential to accomplish this task. Over the last few years, several studies have used ML-based methods to predict epileptic seizures. Among these methods, deep learning (DL) approaches have been gaining notoriety in the last 5 to 6 years [Rasheed et al., 2021] due to their satisfactory results in addressing this issue. DL techniques identify and incorporate patterns from processed or raw data, resulting in an increasingly complex and robust system. Furthermore, EEG data are time-series signals, i.e., sequentially measured over time, which can lead to the occurrence of temporal dependencies. Fortunately, DL proves to be a tool with significant potential for analyzing this type of signal, enabling the learning of long-term characteristics and representing the state-of-the-art for various tasks of time series classification [Ismail Fawaz et al., 2019].
Among the DL methods, the most used are convolutional neural networks (CNN) and recurrent neural networks (RNN). These methods will automatically extract and learn the relevant features from raw data, generating the desired output. Transformer architectures [Vaswani et al., 2017], developed to perform sequential data processing and solve problems such as the CNN’s long training time and the RNN’s inherent impossibility of parallelization, currently represent the state-of-the-art in several natural language processing (NLP) tasks. However, although multi-channel EEG signals are also sequential data, the Transformer architecture has not been used to process these signals.

This paper develops and presents an adaptation of the Transformer and Vision Transformer (ViT) for analyzing EEG signals to predict epileptic seizures. These architectures were named Temporal Multi-Channel Transformer (TMC-T) and Temporal Multi-Channel Vision Transformer (TMC-ViT), and they have already achieved outstanding results when using electromyography signals as input for both regression [Godoy et al., 2022a, b] and classification [Godoy et al., 2022c]. To evaluate the performance of these models, we compare results with three other classic DL techniques: multilayer perceptron (MLP), CNN, and a CNN concatenated to a bidirectional long short-term memory (Bi-LSTM).

The contributions of this work are twofold: 1) Regarding the preictal definition, we conducted computational tests with different size definitions for this period since there is no consensus in the literature. The results obtained here can be used by future works to choose the preictal duration; 2) The adaptation of a Transformer and a ViT to use temporal data with multiple channels is a substantial contribution of this paper. The algorithms developed here can be used for future works involving time series and large amounts of data in areas not restricted to NLP or single-channel sequential data.

The remaining sections are organized as follows. Section 2 presents an overview of the related work on seizure prediction using DL techniques and the Transformer architectures. Section 3 presents an explanation concerning the models here implemented. Section 4 presents an overview of the models used for training and testing, the preprocessing steps, and how the models were trained and evaluated. The results are presented in Section 5, whereas Section 6 concludes the paper and discusses some potential future directions.

2 Related Work

Several studies have used ML techniques to build patient-specific algorithms to classify EEG signals of patients with epilepsy and predict seizures. The most used dataset in the literature for this purpose is the CHB-MIT Scalp EEG Database [Goldberger et al., 2000], which contains EEG signals of several patients.

Daoud and Bayoumi [Daoud and Bayoumi, 2019] employed a CNN concatenated to a Bi-LSTM and raw EEG signals as input for seizure prediction within 1 hour in advance. Wavelet (WL) packet decomposition and common spatial pattern (CSP), were designed to extract the distinguishing features in both the time domain and the frequency domain, and a CNN was employed by [Zhang et al., 2020] for the task of seizure prediction. A hardware-friendly network called Binary Single-dimensional Convolutional Neural Network (BSDCNN) was implemented in [Zhao et al., 2020], using 1D convolutional kernels to improve prediction performance. A CNN + Extreme Learning Machine (ELM) scheme was proposed by [Qin et al., 2020], achieving good results using short-time Fourier transform (STFT) from raw data as input. A dual self-attention residual network (RDANet) was proposed by [Yang et al., 2021], where they converted raw EEG into spectrograms that represent time-frequency characteristics using STFT.

Despite clinical evidence that the preictal state exists [Federico et al., 2005], its approximate time period is unknown, and it may also be unique to each patient. Some papers [Direito et al., 2017; Teixeira et al., 2014], based on the European Epilepsy Database [Ihle et al., 2012], approached this issue by testing different times for the preictal state. These works tested their models for 10, 20, 30, and 40 min periods. Direito et al. [Direito et al., 2017] used an SMV classifier and obtained an average preictal period of 28 minutes. Teixeira et al. [Teixeira et al., 2014] employed SVM, MLP, and Radial Basis Functions Networks models, thus obtaining an average preictal period of 30 minutes. However, for the CHB-MIT database, the largest open-access database and used in this paper, there is a deficiency in the justification for the definition of the preictal period: several authors divide it into 30 minutes [Zhang et al., 2020; Zhao et al., 2020; Yang et al., 2021], while others choose 60 minutes [Qin et al., 2020; Daoud and Bayoumi, 2019] before an epileptic seizure. The majority of researchers argue that there is no consensus among specialists in the medical field regarding the delimitation of this period so that the choice is made arbitrarily. It is noteworthy that, in some works, extracted features were used instead of raw EEG data. However, employing raw data may present advantages, such as the minimal preprocessing required, which can optimize the solutions for online applications, and the minimal need for prior knowledge of the data, in contrast to when feature engineering is employed.

Concerning the architectures used, a prevalence of CNN and RNN, specifically, the LSTM, is noticed. The Transformer architecture [Vaswani et al., 2017], mainly employed in NLP, represents the state-of-the-art in several language tasks, including translation [Ott et al., 2018] and auto-regressive word generation [Brown et al., 2020]. Recent research has

---

1 The European Epilepsy Database requires a paid license to access it.
developed Transformer architecture models for use in other tasks, such as the ViT for applications in the field of computer vision [Dosovitskiy et al. 2020]. Regarding EEG signals, Krishna et al. [Krishna et al. 2019] proposed an automatic speech recognition model based on Transformer using EEG features as input. In epilepsy, good results were obtained using a Transformer model to predict the response to different antiseizure medications in individuals with newly diagnosed epilepsy [Choong et al. 2020]. These recent advances open up a new range of application areas, justifying its implementation to temporal signals and prediction of epileptic seizures, an area still unexplored by Transformers.

3 Transformer Architectures

As Transformers-based models for epileptic seizure prediction constitute a significant contribution of this work, this section aims to present the fundamental concepts of this architecture. Section 4 provides a thorough description of how these models were implemented and used in this work.

3.1 Transformer

Transformers are architectures developed to process sequential signals and represent the state-of-the-art in NLP tasks. Even though recent studies have increased the range of applications for this architecture, ranging from computer vision [Dosovitskiy et al. 2020] to drug response prediction [Ott et al. 2018], Transformer models are still not used with temporal signals of multiple channels, such as EEG. When EEG processing is compared with NLP tasks, in both cases, the data are sequential, and events that occur in a short-term segment need to be contextualized with the rest of the data for its complete understanding [Bertasius et al. 2021].

These architectures are based only on attention mechanisms, dispensing with any convolution or recurrence. Through an encoder and a decoder, this architecture will employ an attention mechanism to focus on the regions of most significant interest for a given input and, consequently, spend a more extensive computational resource in this area. The attention mechanism used by Vaswani et al. [Vaswani et al. 2017] was the Scaled Dot-Product Attention, given by:

$$\text{Attention}(Q, K, V) = \text{softmax}(\frac{QK^T}{\sqrt{d_k}})V,$$

where $Q$, $K$, and $V$ are vectors called query, key, and value, respectively, that are going to be used inside attention layers and $\sqrt{d_k}$ is the so-called scale factor.

In the Transformer encoder (Fig. 2), the input is provided to the architecture after going through an embedding to convert each input element to vectors of the same dimension. After that, since this model does not use convolution or recurrence, position information for each component will be added to the input via a positional encoding. Vaswani et al. [Vaswani et al. 2017] employed attention in different positions of different representations of input subspaces within the encoder through a mechanism called Multi-Head Attention, which allows parallel computation and thus requires less training time.
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Figure 3: MLP Model. Here, the input is EEG signals with 23 channels and 5,120 time steps, corresponding to 20-second samples at a sampling rate of 256 Hz. In the case of 5-second samples, the input would be 23 channels and 1,280 time steps.

The advantages of using Transformers are the ability to perform parallel computing and fast training time, at the cost of not supporting large input sequences since the attention mechanisms scale quadratically with the input length [Vaswani et al. 2017].

3.2 Vision Transformer

ViT is a Transformer model adapted to use images as input. Thus, instead of processing 1D sequential data, ViT will use 2D images as input. In a first step, ViT will subdivide the input into patches. Then, a linear embedding sequence of these patches and position embeddings are provided as input to a Transformer encoder (see Fig. 2). While the position embedding adds input topology information, the ViT processes the image with a linear projection of the flattened patches, whose components indicate low-dimensional correlations in the patches, and the Multi-Head Attention mechanism aggregates image information across all layers.

4 Models

The following section describes DL models and architectures developed here to predict an epileptic seizure using EEG signals as input. In all models, the last layer is composed of one neuron with a sigmoid activation function to perform the binary classification of the EEG periods. Also, each model employed a binary cross-entropy loss function (2).

\[
l(y, \hat{y}) = -[y \cdot \log(\hat{y}) + (1 - y) \cdot \log(1 - \hat{y})]
\]

Where \(l\) is the loss function, \(y\) is the desired output, and \(\hat{y}\) is the obtained output. All models used Adam as the optimizer [Kingma and Ba 2015] with a learning rate of 0.001 and an exponential decay at a rate of 0.94 for each step of \(n/128\), where \(n\) is the number of samples.

4.1 Multi-Layer Perceptron

The first technique implemented is the MLP. It is one of the most common applications of artificial neural networks (ANN), and it is composed of three layers types: input layer, hidden layers, and output layer. These architectures encompass units called neurons that are connected. Thus, when providing data to an MLP, neurons will incorporate information and transmit it to others.

The proposed MLP model consisted of four hidden layers with 300, 100, 50, and 20 neurons, in that order. In each intermediate layer, a ReLU activation function is used to add non-linearity and ensure noise robustness in the input data [Daoud and Bayoumi 2019]. After each hidden layer, the dropout regularization technique [Srivastava et al. 2014] with a value of 0.3 reduces overfitting. This model is illustrated in Fig. 3.

4.2 CNN with 1D and 2D kernels

An end-to-end architecture based on a CNN with 1D and 2D kernels was designed for the seizure prediction task. The justification for using a 1D filter is that, unlike images, EEG signals present little redundancy between the vertical axes, i.e., the electrode channels, since the horizontal axes contain millions of elements and the vertical axis only a few channels. Thus, early 1D filters will learn time-domain characteristics while a max-pooling layer will keep important information. The following 2D filters will learn features in both time and space domains.
The CNN model developed here is composed of five convolution layers, where the convolution layers are followed by a batch normalization layer, a ReLU activation function, a max-pooling layer, and fully connected layers. The first two convolution blocks employ $1 \times 20$ size filters and a $1 \times 10$ max-pooling. The third convolution block employs $1 \times 10$ size filters and $1 \times 5$ max-pooling. The last two blocks employ $3 \times 3$ filters and $2 \times 2$ max-pooling. The number of filters in the five layers are, in this order, 16, 32, 64, 128, and 256. At the end of the last convolution layer, a dropout value of 0.5 was applied. Finally, the two fully connected layers have 256 and 64 neurons with ReLU activation functions. This model is illustrated in Fig. 4.

4.3 CNN+Bi-LSTM

A DL architecture was developed based on a CNN as the front-end and a Bi-LSTM as the back-end. The CNN will extract the spatial characteristics between the different electrode channels to distinguish the preictal and interictal states. The addition of a Bi-LSTM network aims to extract the temporal features of the input sequence.

This architecture is widely used for temporal data, and employing a bidirectional network allows to incorporate information from the future states to obtain the current state output during training.

An architecture composed by 5 convolution layers was designed and implemented with number of filters 16, 32, 64, 128, and 256 and filters of dimensions $1 \times 20$, $1 \times 20$, $1 \times 10$, $3 \times 3$, and $3 \times 3$. Each convolution layer is followed by a batch normalization layer and a max-pooling layer of dimensions $1 \times 10$, $1 \times 10$, $1 \times 5$, $3 \times 2$, and $3 \times 2$. After the last layer of max-pooling, a flatten layer is employed. Finally, a Bi-LSTM layer of 10 units is added, employing dropout on the input of 0.1 and recurrent dropout of 0.5. This model is illustrated in Fig. 5.

4.4 Temporal Multi-Channel Transformer: A Transformer adaptation

We presented the model named TMC-T, a variation of the Transformer architecture adapted to process temporal signals with one or more channels. A CNN network was used on the input data before being supplied to the Transformer to make this possible. First, a Transformer architecture was designed with eight attention heads and hidden layers of 64 units in feedforward networks within the Transformer. For position encoding, learnable embeddings were used. For token embedding, a convolutional network was used. Using a CNN as an embedding has two advantages: 1) Reducing the input size, as each EEG sample to be supplied to the network has 23 lines (number of channels) and 5,120 columns.
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Figure 6: TMC-T Model. Three convolution blocks are used to reduce the input dimensions and extract the embeddings intelligently. After that, the result of the convolutions is flattened and supplied to Transformers’ blocks.

Figure 7: TMC-ViT Model. Four convolution layers will extract the embeddings and reduce the input dimension to a 2D data grid of $21 \times 21$, which will be interpreted as images by ViT and split into patches of $3 \times 3$.

(20 seconds samples acquired at 256 Hz). Since the Transformers do not support long strings as input, the use of CNN followed by max-pooling layers allowed to reduce the input dimension from $23 \times 5120$ to 322; 2) Extraction of features intelligently. In this architecture, an embedding dimension of 32 was used. Thus, the last convolution layer contains 32 filters that will be the embedding dimension.

The CNN is composed of convolution layers followed by batch normalization and max-pooling layers. There are 3 convolution layers of 16, 32, and 32 filters of dimensions $1 \times 20$, $1 \times 20$, and $1 \times 10$. The max-pooling layers have dimensions of $1 \times 9$, $1 \times 7$, and $1 \times 3$.

A residual dropout is applied to the output of each Transformer sub-layer. The last two dense layers, which carry out the classification, have a dropout value equal to 0.5. Also, a dropout of 0.1 is added to the sum of embeddings and positional encoding in both encoder and decoder. This model is illustrated in Fig. 6.

4.5 Temporal Multi-Channel Vision Transformer: A Vision Transformer adaptation

Dosovitskiy et al. [Dosovitskiy et al. 2020] employed this architecture for classifying $16 \times 16$ images. Thus, to use this network to classify multi-channel EEG signals, a CNN was used again at the input to create the embeddings and reduce the input matrix to dimensions $21 \times 21$. The choice of this dimension was so that a value close to the images used in the original work, i.e., $16 \times 16$, was obtained, and patches of size $3 \times 3$ could be used. Thus, sequential signals from multiple channels will be interpreted as 2D images. This model was named TMC-ViT.

The CNN mentioned above has 16, 32, 64, and 64 filters of dimensions $1 \times 20$, $1 \times 20$, $1 \times 10$, and $3 \times 3$. Each convolution layer is followed by a batch normalization and max-pooling layers of dimensions $1 \times 9$, $1 \times 7$, and $1 \times 3$.

Again, learnable embeddings were used for the position encoding, and a convolutional network was used for the tokens embedding. Since the last layer of the convolution has 64 filters, embedding has a dimension of 64. The number of attention heads and Transformer layers adopted was 4 and 8, respectively. The last dense layers have dimensions 2,048 and 1,024. This model is illustrated in Fig. 7.
5 Experiments

5.1 CHB-MIT Scalp EEG Database

The CHB-MIT Scalp EEG Database \cite{Goldberger2000} is a publicly available EEG database obtained from Children’s Hospital Boston patients. Seizures (i.e., ictal state) are already adequately identified in this database. These EEG signals were measured in pediatric patients with intractable seizures. To evaluate the possibility of neurosurgery, these patients were monitored for days without antiseizure medications so that their seizures could be observed and further characterized.

In total, there are 23 cases in 22 patients, with the subjects’ distribution shown in Table 1. The CHB-MIT database consists of signals from patients ranging in age from 1.5 to 22 years. Therefore, this dataset contains EEG signals from both pediatric and adult patients. Signals were measured through electrodes placed on the scalp of patients using the 10-20 system at a rate of 256 samples per second, i.e., 256 Hz, with 16-bit resolution. To assess the performance of the five developed models in this paper, we only considered patients with a fixed number of electrodes at 23 and at least three lead seizures, i.e., three or more seizures that occur at least four hours after previous seizures. Moreover, subject chb06 was excluded due to a lack of comparison with recent works \cite{Zhao2020}. The TMC-ViT model, which achieved the best performance among the tested models, was further evaluated for 22 of 23 cases from the CHB-MIT database. The subject chb12 was excluded due to a lack of interictal period samples.

| Case (chb) | 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 17 18 19 20 21 22 23 |
|------------|---------------|
| Gender     | F M F M F F M F M F F F F M F F F F F F F F |
| Age (year) | 11 11 14 22 7 1.5 14.5 3.5 10 3 12 2 3 9 16 7 12 18 19 6 13 8 6 |
| No. of Seizures | 7 3 7 4 5 10 3 5 4 7 3 40 12 8 20 10 3 6 3 8 4 3 7 |

5.2 Preprocessing

5.2.1 Preictal and interictal state

To address questions that are still open in the literature, such as the definition of the preictal period, the definitions of 30 and 60 minutes before a seizure were used to assess which obtains the best result. The interictal state was defined as the time period between 4 hours after the last seizure and 4 hours before the subsequent seizure. Moreover, we defined an SPH of 5 minutes before a seizure. This period is intended to 1) ensure that the medical staff receives the alert of an approaching seizure early enough to take the necessary steps to prepare the patient, and 2) secure that any ictal activity occurring before seizure demarcation that the neurophysiologist may have misclassified does not interfere with the preictal state samples \cite{Brinkmann2016}.

5.2.2 Window size

Two sizes of EEG samples to be provided for the DL architectures were tested: 5-second samples and 20-second samples, with the 20-second samples using a 5-second overlap, i.e., a segment of the preictal period used for the network training will contain 5 seconds from the end of the previous period and the beginning of the next segment.

5.2.3 Data balance

Since the number of interictal period segments is usually more extensive than the preictal period, the use of overlap only for preictal samples decreases the gap between the number of occurrences in the two periods. In addition, the same number of interictal and preictal samples were provided to our DL models by downsampling the number of interictal cases for the entire training set.

5.2.4 Raw data

We employ raw data relying on DL algorithms’ ability to automatically learn discriminative features even when data possibly contaminated with noise and artifacts are used as input. By not employing hand-extracted features, we provide
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5.3 Training and Evaluation

The models were trained on an AWS EC2 g4dn.2xlarge instance with 32GiB of memory, 8vCPUs, and a GPU. One model was trained for each patient, so the solutions developed here are patient-specific. Since patients with epilepsy are usually monitored for days without antiseizure medications so that their seizures can be observed and characterized, patient-specific solutions prove to be a viable option since a large amount of EEG data from each patient is available for training the models. Also, patient-specific solutions generally perform better than patient-generic. This better performance is since EEG signals present unique characteristics to the patient from which they were collected. The train set corresponds to 80% of the EEG data of the respective patient after balancing, and the test set corresponds to 20% of the remaining data. Among the train set, we executed a 5-fold cross-validation with 10% of the available training data for hyperparameter optimization by empirical evaluation.

To assess the functionality of the algorithm, these widely used metrics in epileptic seizure prediction were evaluated: accuracy (Acc), sensitivity (SS) or recall, specificity (SP), respectively (3), (4), and (5), and area under the curve (AUC), which evaluates sensitivity as a function of the false positive rate at different test thresholds.

\[
\text{Acc} = \frac{TP + TN}{TP + TN + FP + FN} \quad (3)
\]

\[
\text{SS} = \frac{TP}{TP + FN} \quad (4)
\]

\[
\text{SP} = \frac{TN}{TN + FP} \quad (5)
\]

TP, TN, FP, and FN are true positive, true negative, false positive, and false negative, respectively.

Accuracy was assessed as we balanced the database before models training. Thus, we ensure that our models are not misclassifying all samples as preictal, which would generate high sensitivity rates and low false prediction rate (FPR). The joint analysis of accuracy, sensitivity, specificity, and AUC certifies that we avoid false positives and negatives.

The majority of authors in the literature do not explain how they calculate the FPR per hour. There is evidence that this metric has been wrongly calculated in the past, i.e., uncorrected FPR including preictal periods (every alarm is a true prediction). Therefore, we did not use this metric to avoid the results obtained in this paper compared with other works that miscalculate it.

6 Results

Each model presented in Section was trained and tested for all six subjects in a patient-specific way using preictal period definitions and EEG sample sizes. The experiments presented in this work employed minimal pre-processing. The use of batch normalization was the critical factor that enabled the use of raw data without normalization steps during pre-processing and reduced training time. We present the results in two subsections: Section 6.1 shows the values obtained after hyperparameter optimization for comparison between models when varying preictal and sample sizes, whereas Section 6.2 provides a comparison with the literature.

6.1 Comparison between DL techniques

The Table presents the results achieved by the MLP, CNN, CNN+Bi-LSTM, TMC-T, and TMC-ViT models for both definitions of preictal state and sample sizes. The metrics values are the mean and standard deviation between the 5-folds for all tested patients. The best model of each DL technique, except MLP, achieved results above 90% for all evaluated metrics, as shown in Fig. Our TMC-ViT obtained the highest results for accuracy (95.73%), AUC (97.55%), and sensitivity (96.46%). Furthermore, it achieved the lowest standard deviation among patients for the
Table 2: The table contains the average of the results obtained between all the six patients by the models of MLP, CNN, CNN+Bi-LSTM, TMC-T, and TMC-ViT for all preictal and sample sizes.

| Model          | Preictal size (min) | Sample size (ms) | Accuracy (%) | AUC (%) | Sensibility (%) | Specificity (%) |
|----------------|---------------------|------------------|--------------|---------|-----------------|-----------------|
| TMC-ViT        | 30                  | 5                | 92.49 ± 7.58 | 94.99 ± 5.54 | 93.11 ± 7.47    | 93.17 ± 7.30    |
|                |                     | 20               | 90.69 ± 6.03 | 94.96 ± 4.42 | 89.71 ± 7.54    | 92.17 ± 7.84    |
|                | 60                  | 5                | 92.31 ± 7.86 | 94.39 ± 5.95 | 95.52 ± 4.77    | 90.97 ± 10.84   |
|                |                     | 20               | 95.73 ± 3.56 | 97.55 ± 2.50 | 96.46 ± 3.20    | 96.09 ± 4.20    |
| TMC-T          | 30                  | 5                | 88.91 ± 10.17| 91.67 ± 8.85 | 90.27 ± 10.30   | 89.78 ± 10.33   |
|                |                     | 20               | 89.44 ± 7.73 | 92.83 ± 6.85 | 87.97 ± 8.31    | 91.71 ± 6.37    |
|                | 60                  | 5                | 90.71 ± 8.20 | 93.14 ± 6.65 | 92.16 ± 8.25    | 91.10 ± 9.06    |
|                |                     | 20               | 93.74 ± 5.45 | 96.26 ± 4.41 | 93.87 ± 3.68    | 93.72 ± 7.63    |
| CNN            | 30                  | 5                | 93.47 ± 4.93 | 95.77 ± 3.58 | 95.16 ± 3.89    | 93.55 ± 4.84    |
|                |                     | 20               | 87.86 ± 8.72 | 92.31 ± 7.84 | 89.82 ± 9.02    | 86.15 ± 15.00   |
|                | 60                  | 5                | 95.59 ± 4.36 | 97.31 ± 2.92 | 95.80 ± 5.17    | 96.46 ± 2.96    |
|                |                     | 20               | 93.86 ± 3.83 | 96.83 ± 2.39 | 93.95 ± 4.58    | 94.72 ± 3.71    |
| CNN + Bi-LSTM  | 30                  | 5                | 88.57 ± 8.77 | 92.63 ± 6.22 | 90.62 ± 7.47    | 89.29 ± 8.69    |
|                |                     | 20               | 89.20 ± 10.41| 93.68 ± 7.31 | 92.20 ± 7.54    | 91.17 ± 8.39    |
|                | 60                  | 5                | 91.11 ± 8.00 | 94.25 ± 5.61 | 92.43 ± 6.97    | 90.99 ± 8.83    |
|                |                     | 20               | 92.07 ± 7.09 | 95.51 ± 4.84 | 94.25 ± 4.63    | 92.11 ± 7.94    |
| MLP            | 30                  | 5                | 74.03 ± 11.91| 78.17 ± 12.52| 74.10 ± 11.50   | 74.28 ± 11.87   |
|                |                     | 20               | 64.63 ± 8.12 | 67.84 ± 8.75 | 61.95 ± 16.09   | 61.79 ± 11.65   |
|                | 60                  | 5                | 75.92 ± 11.87| 78.85 ± 11.24| 77.82 ± 11.96   | 74.20 ± 9.82    |
|                |                     | 20               | 65.63 ± 7.86 | 68.93 ± 8.07 | 64.09 ± 16.80   | 61.94 ± 10.68   |

Figure 8: Comparison between the evaluated metrics obtained by each of the implemented models. Values are an average of the results obtained by the models for each of the patients.
Figure 9: Accuracy of each of the models for both preictal and sample size definitions. It can be noticed that even the worst TMC-ViT model, i.e., 30 minute preictal and 20-second samples, obtain competitive or even superior results than the best models of the other architectures.

mentioned metrics, indicating the model’s robustness in learning the nuances of EEG signals from different types of seizures and patients.

The CNN architecture achieved the best specificity with 96.46% and the lowest standard deviation for this metric, whereas the TMC-ViT model achieved 96.09%. The MLP obtained an accuracy of around 75% and AUC above 78%, which was expected since this architecture is the simplest compared to the others, thus with less potential for adaptation to the nuances of each patient using only raw EEG signals as input.

Concerning the EEG samples provided to the networks, the use of 20-second segments with a 5-second overlap for the preictal period proved to be beneficial for the TMC-ViT, TMC-T, and CNN+Bi-LSTM models, as shown in Fig. 9. We can observe a gradual gain in accuracy in these models, as in other evaluated metrics (see Table 2), when we increase the preictal period and sample sizes. This implies two conclusions:

1. The use of overlap for preictal samples reduced the gap in the number of samples between the preictal and interictal period improving the results, indicating that the fewer number of preictal samples is indeed one of the biggest challenges in the task of predicting epileptic seizures;
2. These models could benefit from larger samples, being able to incorporate long-term features within the sample efficiently.

When employing a Bi-LSTM layer at the end of the CNN, the only case in the results was better than the CNN model with fully connected layers was for samples of 20 seconds and a preictal size of 30 minutes. In this case, the Bi-LSTM benefited from larger samples due to its ability to learn long-term dependencies within the sample. However, when testing for a preictal of 60 min, with a larger number of samples, the model was significantly slower for training and did not improve the overall results at the same pace as CNN or Transformer-based networks.

Fig. 9 also highlights the inefficiency of the MLP model in dealing with large input samples, with 20-second samples being worse than 5-second samples for both preictal definitions. The overlap in the MLP model resulted in high overfitting during training. The MLP accuracy for a preictal of 60 minutes, for example, is 75% for 5-second samples against 65.63% for 20-second samples, i.e., a reduction of almost 10%.

A model employing shorter samples is a positive aspect, especially in online applications where sample classification time is paramount. In contrast, the fact that CNN has shown better results for 5-second samples without overlap is not due to an inefficiency in dealing with larger samples but to the efficiency in learning the relevant features of smaller
samples without the need for overlap, and hence fewer training samples. CNN’s ability to learn optimal parameters even from shorter samples could result from its weight sharing and its smaller number of learnable parameters.

All models showed better results for a preictal definition of 60 minutes. It indicates that the DL models tested can identify relevant patterns of the preictal samples far in time, even though the 60-minute definition may cover noisier samples as it moves further away from the period of occurrence of the seizure, i.e., the ictal state. For this definition, the best TMC-ViT model employed samples of 20 seconds with overlap, whereas for CNN, the best model used samples of 5 seconds. The TMC-ViT model surpassed CNN in three of the four metrics evaluated, by employing overlap in the samples and consequently increasing the dataset. The tendency of ViT models to outperform CNN in more extensive databases was also observed in [Dosovitskiy et al. 2020].

Finally, we used McNamer’s test [Kim and Lee 2017] to compare these two candidates: TMC-ViT with a 20-second window and CNN with a 5-second window. Since they have different windows sizes, we run the prediction with CNN and average the output for four consecutive windows, thus, generating an equivalent 20-second prediction. This way, we were able to compare both models by rejecting the null hypothesis of no difference in performance between the models, with a p-value ($p = 0.0064$) smaller than the significance threshold ($\alpha < 0.05$). Therefore, the TMC-ViT model performs better for the evaluated samples.

### 6.2 Comparison with literature

#### Table 3: Comparison of the results obtained for each patient by the TMC-ViT model with the literature.

| Subject | TMC-ViT (this work) | CNN+ELM (this work) | CNN | TMC-ViT (this work) | BSDCNN | CNN | TMC-ViT (this work) | CNN+ELM (this work) | BSDCNN | CNN |
|---------|---------------------|---------------------|-----|---------------------|--------|-----|---------------------|---------------------|--------|-----|
| chb01   | 99.97               | 99.97               | 99.97| 99.97               | 99.97  | 99.97| 99.97               | 99.97               | 99.97  | 99.97|
| chb05   | 97.16               | 97.16               | 97.16| 97.16               | 97.16  | 97.16| 97.16               | 97.16               | 97.16  | 97.16|
| chb08   | 99.10               | 99.10               | 99.10| 99.10               | 99.10  | 99.10| 99.10               | 99.10               | 99.10  | 99.10|
| chb10   | 94.48               | 94.48               | 94.48| 94.48               | 94.48  | 94.48| 94.48               | 94.48               | 94.48  | 94.48|
| chb14   | 96.93               | 96.93               | 96.93| 96.93               | 96.93  | 96.93| 96.93               | 96.93               | 96.93  | 96.93|
| chb22   | 93.73               | 93.73               | 93.73| 93.73               | 93.73  | 93.73| 93.73               | 93.73               | 93.73  | 93.73|
| Average | 95.73               | 95.73               | 95.73| 95.73               | 95.73  | 95.73| 95.73               | 95.73               | 95.73  | 95.73|

The TMC-ViT model obtained different results among patients, even though we trained but did not optimize one model per patient. Details are shown in Table 3. This is a consequence of the different number and types of seizures and the unique characteristics present in each patient’s EEG signal. Our TMC-ViT model obtained consistent results among all patients, with values close to or greater than 90% for all metrics and evaluated patients, reaching values even of 100%, as for patient chb01.

These values are then directly compared with those works in the literature that present the results obtained for each patient [Zhang et al. 2020], [Zhao et al. 2020], [Qin et al. 2020]. Table 3 shows that our model obtained competitive values in all metrics with the literature for each patient, besides being the only one to make a complimentary analysis of sensitivity and specificity. By maximizing both metrics, instead of just minimizing only false positives like the literature, we also reduce false negatives. When employing the solutions developed here in online applications, our goal is that the patient does not even receive false alarms that a seizure is coming, i.e., a false positive, nor fail to be warned when a seizure is indeed coming, i.e., false negative.

Table 4 presents a comparison between this work and those in the literature concerning the methods used in the experiments and the average results. Our TMC-ViT model achieved the highest average accuracy and specificity compared to the works of literature. Regarding AUC and sensitivity, our work had competitive results while it is the only one to employ, at the same time: 1) raw data, and consequently minimal preprocessing and less need for prior

#### Table 4: Comparison of the methods used between this work and those in the literature.

| Model          | Data type | Cross Validation | Seizures employed | Acc (%) | AUC (%) | SS (%) | SP (%) |
|----------------|-----------|------------------|-------------------|---------|---------|--------|--------|
| TMC-ViT (this work) | Raw       | 5-fold           | All               | 95.73   | 97.55   | 96.46  | 96.09  |
| CNN+ELM        |           |                  |                   | 95.31   |         | 95.83  |        |
| CNN            |           | STFT             |                   | 97.33   | 97.00   | 96.67  | 96.75  |
| CNN            |           | WL+CSP leave-one-out |               | 87.00   | 88.67   | 87.50  |        |
| BSDCNN         |           |                  |                   | 97.23   | 93.29   |        | 97.23  |
| Zhao et al. 2020 | Raw      |                  |                   | 97.00   | 94.69   |        | 96.09  |
EEG-Based Epileptic Seizure Prediction Using Temporal Multi-Channel Transformers

6.3 Further evaluation of the TMC-ViT model

The TMC-ViT model was further evaluated for all the subjects from the CHB-MIT database, except for chb12, due to a lack of interictal period samples. For the models to be trained in all these patients, "dummy", electrocardiogram, and vagal nerve stimulus signals were removed during the preprocessing steps. The results achieved by the TMC-ViT model are shown in Fig. 10.

The results demonstrate the robustness of our TMC-ViT model. The model achieved over 82% accuracy, 89% AUC, 80% sensitivity, and 86% specificity for all patients tested. Furthermore, for most patients, the TMC-ViT model reached values equal to or very close to 100% for all the testes metrics.

7 Conclusions

This work proposed a novel deep learning architecture to predict epileptic seizures using raw EEG signals. We modified Transformer-based models to deal with temporal series of electrophysiological signals of multiple channels. These models were named TMC-T and TMC-ViT. Additionally, we conducted a thorough analysis regarding sample and preictal sizes, comparing the results with well-established DL techniques.

Results obtained through computational tests helped clarify questions that are still open related to the definition of the preictal period since its duration does not have a consensus among clinical experts. The two definitions of preictal most used in the literature, 30 and 60 minutes, were tested. It was found that, for raw EEG data and DL models, the 60-minutes preictal definition presented the best results for all the tested models. Concerning sample sizes, the TMC-ViT, TMC-T, and CNN+Bi-LSTM models achieved the highest results when employing 20-second samples, whereas the CNN and MLP models showed better performance for 5-second samples. The proposed TMC-ViT model surpassed the CNN, which is the current state-of-the-art in predicting epileptic seizures, in three of the four metrics evaluated. Moreover, we compared the TMC-ViT against the CNN model using McNemar’s test, showing that the transformer-based algorithm performs better. The TMC-ViT model was further evaluated on 22 of 23 subjects from the CHB-MIT database, achieving excellent results among all of them. The results obtained in this work exceeded several aspects of the literature since the architectures tested here obtained competitive results with the state-of-the-art, employing minimal data preprocessing, raw EEG data as input, a validation algorithm, and predicting all seizures for each patient.

The online prediction of seizures in patients submitted to a long-term video-EEG should be studied for future work. Since epilepsy can be diagnosed by evaluating the patient’s cardiovascular, respiratory, and motor changes and cerebral signals [Van de Vel et al., 2016], a multimodal framework could be developed using multiple bodily signals from those monitored patients as input to predict epileptic seizures [Rasheed et al., 2021].
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