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QCD Studies and Determination of $\alpha_s$ in $e^+e^-$ collisions at $\sqrt{s} = 161$ GeV and 172 GeV

L3 Collaboration

Abstract

We present a study of the structure of hadronic events recorded by the L3 detector at LEP at the center of mass energies of 161 and 172 GeV. The data sample corresponds to an integrated luminosity of 21.25 pb$^{-1}$ collected during the high energy runs of 1996. The distributions of event shape variables and the energy dependence of their mean values are well reproduced by QCD models. From a comparison of the data with resummed $O(\alpha_s^2)$ QCD calculations, we determine the strong coupling constant at the two energies. Combining with our earlier measurements we find that the strong coupling constant decreases with increasing energy as expected in QCD.

Submitted to Phys. Lett. B
Introduction

The LEP machine has increased the beam energies above the $W^+W^-$ pair production threshold during 1996. There have been two runs corresponding to center of mass energies of the $e^+e^-$ system of 161 GeV and 172 GeV allowing us to test the predictions of the theory of the strong interaction (QCD) [1] by studying $e^+e^- \to q\bar{q}$ at these new energies. Earlier tests have been done at 91 GeV with hadronic Z decays [2-5] and with $e^+e^-$ interactions at center of mass energies between 130 and 136 GeV [6,7].

We report on the studies of several event shape variables for these high energy hadronic final states. The distributions have been corrected for detector effects, background contamination from $W^+W^-$ pair production and hard photon radiation. These distributions are then compared with QCD models which have been used extensively at $\sqrt{s} = 91$ GeV and for which the parameters have been tuned using hadronic Z decays. The energy dependence of the mean value of several global event shape variables and charged particle multiplicity measured at different center of mass energies is in agreement with QCD models. We also measure the jet rates in these hadronic events.

The measured distributions of event shape variables are compared to the predictions of a second-order QCD calculation with resummed leading and next-to-leading terms. This provides a determination of the strong coupling constant $\alpha_s$ at the two energies. We use our previous $\alpha_s$ measurements at $\sqrt{s} = 91$ GeV [3,4] and 133 GeV [6] from a similar analysis to compare the relative change with the QCD expectation.

Selection of Hadronic Events

For this analysis, we use data corresponding to integrated luminosities of 11.05 pb$^{-1}$ and 10.2 pb$^{-1}$ collected by the L3 detector [4,8] during 1996 at center of mass energies ($\sqrt{s}$) of 161 GeV and 172 GeV respectively.

The selection of $e^+e^- \to$ hadrons events is based on the energy measured in the electromagnetic calorimeter composed of BGO crystals and in the uranium hadronic calorimeter with proportional wire chamber readout. We use energy clusters in the calorimeters with a minimum energy of 100 MeV. The number of clusters is denoted by $N_{\text{cluster}}$. We measure the total visible energy ($E_{\text{vis}}$) and the energy imbalance parallel ($E_{||}$) and perpendicular ($E_{\perp}$) to the beam direction. We classify an event as hadronic if the event satisfies the following cuts:

- $N_{\text{cluster}} \geq 13$
- $0.6 < E_{\text{vis}}/\sqrt{s} < 1.4$
- $E_{\perp}/E_{\text{vis}} < 0.4$
- $N_{\text{track}} > 1$

where $N_{\text{track}}$ is the number of tracks measured in the central tracking chamber with a magnetic field of 0.5 T. The tracks are selected by requiring at least 30 hits on each of them and a transverse momentum greater than 100 MeV.

Monte Carlo hadronic events were generated by the parton shower program PYTHIA 5.7 [9] and passed through the L3 detector simulation [10]. 96% of the simulated hadronic events are accepted by these cuts. A large fraction of the events are accompanied by a photon from hard initial state radiation (ISR). The mass recoiling against the photon is often close to that of the Z boson, due to the large Z-pole cross section. The fraction of events with hard initial state radiation in our sample is about 65%. To reduce this contamination, the following two cuts have been applied:
\((E_{\text{vis}}/\sqrt{s}) > a(|E_\parallel|/E_{\text{vis}}) + 0.5\)
• energy of the most energetic photon, \(E_\gamma < 30\) GeV.

where \(a=1.5\) at 161 GeV and \(a=2.0\) at 172 GeV. The first cut uses the correlation between \(E_{\text{vis}}/\sqrt{s}\) and \(|E_\parallel|/E_{\text{vis}}\), which is shown in figure 1a for data at 161 GeV. It discriminates well balanced events from unbalanced events arising from an ISR photon lost in the beam pipe. However, the well balanced events could contain initial state radiation where the photon is seen in the detector. These are removed by the second cut when a neutral cluster compatible with a high energy photon of more than 30 GeV is found in the BGO calorimeter. Figure 1b shows the energy distribution of the most energetic photon detected in the BGO calorimeter at 161 GeV with a peak near 54 GeV corresponding to a recoil mass around \(m_Z\).

The selected samples contain 443 hadronic events at 161 GeV and 386 at 172 GeV. Applying the above cuts to fully simulated events we find that 90% of hadronic events with no hard initial state radiation greater than 30 GeV are accepted.

The main sources of background are due to \(W^+W^-\) decays and two-photon collisions \((e^+e^- \rightarrow e^+e^- + \text{hadrons})\). Applying the same cuts to background Monte Carlo events produced by the KORALW generator [11] for the \(W^+W^-\) events and by the PYTHIA generator [12] for the two-photon events, the contamination in the selected hadron sample at 161 GeV is estimated to be about 4% and 3% respectively. At 172 GeV the event sample contains about 17% of \(W^+W^-\) background and 3% of two-photon events.

The background contamination due to the \(W^+W^-\) final state is rather small at 161 GeV and hence we adopted a bin by bin background subtraction at this energy. However, the level of contamination of \(W^+W^-\) events is quite substantial at 172 GeV. Additional cuts are therefore used to reduce the level of this background. After removing the events with energetic muons (momentum greater than 40 GeV) the remaining events are forced to form four jets using the Durham algorithm [13]. The jet energies are then rescaled under the assumptions that the jet directions are exact and there is no missing energy. The jets are energy ordered and then the following cuts are used to classify the event in the \(W^+W^-\) category:

• \(N_{\text{cluster}} \geq 40\); \(N_{\text{track}} > 15\)
• \(E_{\text{jet1}} < 0.4\sqrt{s}\); \(E_{\text{jet4}} > 0.1\sqrt{s}\)
• \(y_{D}^{34} \geq 0.007\)

where \(y_{D}^{34}\) is the jet resolution parameter for which the event goes from four to three jet topology. Figure 2 shows the \(y_{D}^{34}\) distribution for the events passing the first four cuts. In general there is a good agreement in the shape between data and Monte Carlo predictions. The separation power of this variable is such that the cut at 0.007 selects 53% of the \(W^+W^-\) events contained in the selected non-radiative event sample with a purity of 78%.

After rejecting these identified events, the final sample at 172 GeV contains 341 events. The background contamination from \(W^+W^-\) events is about 9% and the efficiency to select hadronic events with no hard ISR with energy greater than 30 GeV is 85%. The data have been corrected for the effects of remaining ISR using the PYTHIA [9] Monte Carlo event generator.

Table 1 summarises the background content of the remaining event samples at 161 GeV and 172 GeV. Ze\(^+\)e\(^-\) and ZZ events amount to 1% of the overall sample while τ pair final state events contribute a negligible background.
Global Event Shape Variables

The jet structure of hadronic events can be analysed using global event shape variables. We limit our study to four variables: thrust ($T$), scaled heavy jet mass ($\rho$), total ($B_T$) and wide ($B_W$) jet broadenings, for which improved analytical QCD calculations are available [14–17]. We also measure the charged particle multiplicity distribution. We have previously measured these variables at $\sqrt{s} = 91$ GeV [4,18] and at 130 and 136 GeV [6].

The charged particle multiplicity distribution is obtained from reconstructed tracks while the other event shape distributions are obtained from reconstructed calorimetric clusters which are treated as massless particles. For the Monte Carlo hadronic events, the global event shape variables are calculated before (particle level) and after (detector level) detector simulation. The calculation before the detector simulation takes into account all stable charged and neutral particles. The ratio of the particle level to the detector level distributions gives bin by bin correction factors that are applied to the measured distributions after background subtraction.

In the case of charged particle multiplicity distribution the detector corrections are obtained using an unfolding matrix and assuming all weakly decaying light particles ($K^0_S$, $\Lambda$, etc. with mean lifetime larger than $3.3 \times 10^{-10}$ s) to be stable. We correct the data for initial and final state photon radiation bin by bin using Monte Carlo distributions at particle level with and without radiation. This correction procedure is sufficiently accurate given the limited statistics of the data sample.

Figure 3 shows the corrected thrust distributions obtained at 161 and 172 GeV. The data are compared with JETSET 7.4 PS [19], HERWIG 5.8 [20], ARIADNE 4.06 [21] and COJETS 6.23 [22] QCD models at particle level without ISR. A similarly good agreement with the four models is also found for the measurements of $\rho$, $B_T$ and $B_W$.

The systematic errors in the distributions of event shape variables arise mainly due to uncertainties in detector calibration and in estimating the background. The effect of detector calibration is studied by changing the definition of reconstructed objects used in the detector to build the observables. Instead of using calorimetric clusters, the analysis has been repeated with objects obtained from a non-linear combination of the energies of charged tracks and calorimetric clusters. The effect due to possible inhomogeneities in the detector response is estimated by comparing the results with those obtained by restricting the events to the central part of the detector where the resolution is better ($|\cos \theta_T| < 0.7$, where $\theta_T$ is the direction of the thrust axis).

The uncertainty on the background composition of the selected event sample has been estimated by repeating the analysis with:

- an alternative criterion to reject the hard initial state photon events based on a cut on the reconstructed effective center of mass energy. The cut corresponds to $\sqrt{s'/s} > 0.87$.
- a variation of the $W^+W^-$ background by $\pm 12\%$ at 161 GeV or suppressing the $W^+W^-$ rejection criteria at 172 GeV.
- a variation of the two-photon background by $\pm 30\%$.

The final systematic error is taken as the sum in quadrature of all the above mentioned contributions.
Energy Dependences of the Mean Values

An important test of the QCD models is to check the predicted energy evolution of the event shape variables. The mean values of thrust and charged particle multiplicity obtained in this analysis are shown in figure 4, together with those determined at the Z resonance [18,23], above the Z [6,7,24] and at low energy e+e− machines [25]. Also shown are the energy dependences of these quantities as predicted by JETSET 7.4 PS, JETSET 7.4 ME, HERWIG 5.8, ARIADNE 4.06 and COJETS 6.23 Monte Carlo models with constant parameter values over the entire energy range. These models have been tuned [26] from global event shape distributions and particle multiplicity distributions measured at 91.2 GeV. They use different approaches to describe the perturbative and non-perturbative phase of QCD evolution.

All models are in agreement with the present measurements for the thrust distribution. We also find similar agreement for scaled heavy jet mass and the jet broadening parameters. The situation is different for charged particle multiplicity. The JETSET 7.4 ME model fails to describe the energy dependence of < n_{ch} > over the entire energy range. This is understood as a consequence of a low parton multiplicity before fragmentation in O(α_s^2) approximation used in the matrix element calculation. Also COJETS 6.23, which does not include the (predominantly destructive) QCD coherence effect, predicts somewhat larger mean charged particle multiplicity at higher √s than the observed values. The measured mean values of thrust, scaled heavy jet mass, total jet broadening, wide jet broadening and charged particle multiplicity are summarised in table 2.

Jet Rates

Jets are reconstructed using the JADE [27] and the Durham [13] algorithms. In the JADE algorithm, for each pair of particles i and j, the expression:

$$y_{ij}^J = \frac{2E_i E_j}{s} (1 - \cos \theta_{ij})$$

is evaluated. E_i and E_j are energies of particles i, j and θ_{ij} is the angle between them. The pair for which y_{ij} is smallest is replaced by a pseudo-particle l with four-momentum

$$p_l = p_i + p_j.$$  

This procedure is repeated until all y_{ij}’s exceed the jet resolution parameter y_{cut}. The remaining pseudo-particles are called jets.

For the Durham algorithm, a similar procedure is followed using instead the expression for y_{ij}:

$$y_{ij}^D = \frac{2\min(E_i^2, E_j^2)}{s} (1 - \cos \theta_{ij})$$

The jet fraction f_n is the fraction of all hadronic events containing n-jets

$$f_n = \frac{\sigma_{n-jets}}{\sigma_{tot}}.$$  

f_n is a function of the jet resolution parameter y_{cut}. The rate of events with 2, 3, 4 and 5 jets has been measured as a function of the jet resolution parameter. For each value of the resolution parameter y_{cut}, the jet rates have been corrected for
background contamination and detector effects in the same manner as for the other event shape variables. Figures 5 and 6 show the corrected jet fractions measured at the two energies with the JADE and the Durham algorithms respectively. The errors shown include both statistical and systematic errors added in quadrature. The lines correspond to the prediction of the JETSET 7.4 PS model. Tables 3 and 4 summarise the mean jet rates measured with the two algorithms as a function of $y_{\text{cut}}$.

**Determination of $\alpha_s$**

Resummed leading-log and next-to-leading-log calculations exist for the event shape variables $T$, $\rho$, $B_T$ and $B_W$ [14-17]. These calculations have been combined with the complete $\mathcal{O}(\alpha_s^2)$ QCD calculations giving rise to a reliable description over a large kinematic region. In order to derive $\alpha_s$, we fit the measured distributions of these event shape variables to these theoretical calculations. These calculations are done for partons and do not include heavy quark mass effects. To compare the analytical calculations with the experimental distributions, the effects of hadronisation and decays have been incorporated using Monte Carlo programs with standard L3 parameters [26].

For the fit, we use the ranges as given in table 5. The ranges are chosen by taking into account the following factors:

- reliability of the resummation calculation,
- smallness and uniformity of detector and hadronisation corrections,
- sufficient statistics.

Figures 7(a-d) show the experimental data together with the QCD fits for the four variables thrust, scaled heavy jet mass, total and wide jet broadening at 172 GeV. The results on $\alpha_s$ obtained from the fits at 161 and 172 GeV are summarised in tables 6 and 7 respectively.

The errors are divided into three main parts. The first part corresponds to the statistical errors together with the experimental systematic uncertainties estimated by varying the energy calibration and background content as mentioned earlier. The second part shows the variation in the fitted value of $\alpha_s$ due to different hadronisation corrections. The hadronisation correction using JETSET with tuned parameter set [26] has been taken as a reference point. $\alpha_s$ has been determined using hadronisation corrections from different models and by changing the parameter values of JETSET by one standard deviation and not including the effects of Bose-Einstein correlations. For all variables, the most important variation comes from the change in the fragmentation models. We use this as an estimate of the overall hadronisation uncertainty. The third part summarises the errors coming from uncalculated higher orders in the QCD predictions. These errors have been estimated in two independent ways: by varying the renormalisation scale and by changing the matching scheme. The scale error is obtained by repeating the fit for different values of the renormalisation scale in the interval $0.5\sqrt{s} \leq \mu \leq 2\sqrt{s}$. For all these scales a good fit is obtained. The matching scheme uncertainty is obtained from half of the maximum spread due to the variation of the matching algorithm. The larger of the two is taken as the theoretical uncertainty due to uncalculated higher orders. The overall theoretical error is obtained by adding to this in quadrature the hadronisation uncertainty.

The $\alpha_s$ values from the four distributions are affected differently by higher order corrections and hadronisation effects. To obtain a combined value for the strong coupling constant we take the unweighted average of the four $\alpha_s$ values for each energy. We assign the overall theoretical
uncertainty as the average of the four theoretical errors. The combined results for the two energies are:

\[
\begin{align*}
\alpha_s (161 \text{ GeV}) & = 0.103 \pm 0.005 \pm 0.005 \\
\alpha_s (172 \text{ GeV}) & = 0.104 \pm 0.006 \pm 0.005 \\
\end{align*}
\]

where the first error is experimental and the second error is theoretical.

This may be compared with our measurements at lower energies [3,6] using the same analysis procedure and variables. The results are:

\[
\begin{align*}
\alpha_s (91 \text{ GeV}) & = 0.122 \pm 0.002 \pm 0.007 \\
\alpha_s (133 \text{ GeV}) & = 0.107 \pm 0.005 \pm 0.006 \\
\end{align*}
\]

It should be noted that the theoretical errors are strongly correlated between these four measurements. The higher order uncertainties should be the same and the hadronisation corrections should be of similar size at these energies. To study the energy dependence of \(\alpha_s\), one can therefore consider the variation with errors given by experimental errors alone. Table 8 summarises \(\alpha_s\) values from our measurements at the four center of mass energies, evaluated at the \(m_Z\) scale according to the QCD evolution [28]. It may be noted that the weighted average of the three high energy measurements of \(\alpha_s\) reported in table 8 is 2.3 \(\sigma\) below the \(Z\) pole value. Since the experimental error is dominantly statistical, future LEP2 measurements will show whether this effect is real or a statistical fluctuation.

The four measurements are shown in figure 8a with experimental errors only together with a fit to QCD evolution function. The fit leads to \(\chi^2\) of 6.0 for three degrees of freedom corresponding to a probability of 0.11. On the other hand, a constant \(\alpha_s\) will give a \(\chi^2\) of 24.7 corresponding to a probability of \(0.2 \times 10^{-4}\).

Figure 8b summarises the \(\alpha_s\) values measured by L3 from hadronic \(\tau\) decays [4], \(Z\) lineshape [29] and event shape distributions at various energies (denoted by \(Q\)), together with the QCD prediction obtained from a fit to the event shape measurements only. These measurements support the energy evolution of the strong coupling constant predicted by QCD.
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| Process                                      | $\sqrt{s} = 161$ GeV | $\sqrt{s} = 172$ GeV |
|----------------------------------------------|-----------------------|-----------------------|
| ISR $\geq 30$ GeV                           | 11.4%                 | 8.5%                  |
| $e^+e^- \rightarrow W^+W^- \rightarrow ffff$ | 4.4%                  | 8.9%                  |
| $e^+e^- \rightarrow e^+e^- \rightarrow$ hadrons | 3.3%                  | 2.8%                  |
| $e^+e^- \rightarrow ZZ \rightarrow ffff$    | 0.6%                  | 0.5%                  |
| $e^+e^- \rightarrow Z\bar{e}^+e^- \rightarrow e^+e^- ffff$ | 0.35%                 | 0.35%                 |
| $e^+e^- \rightarrow \tau\bar{\tau}$        | 0.23%                 | 0.23%                 |

Table 1: Background fraction estimated from Monte Carlo in the selected event samples.

| | $\sqrt{s} = 161$ GeV | $\sqrt{s} = 172$ GeV |
|----------------------------------------------|-----------------------|-----------------------|
| $< T >$                                      | 0.9457 $\pm$ 0.0031 $\pm$ 0.0017 | 0.9493 $\pm$ 0.0031 $\pm$ 0.0019 |
| $< \rho >$                                   | 0.0436 $\pm$ 0.0025 $\pm$ 0.0009 | 0.0411 $\pm$ 0.0026 $\pm$ 0.0010 |
| $< B_T >$                                    | 0.0946 $\pm$ 0.0031 $\pm$ 0.0018 | 0.0894 $\pm$ 0.0034 $\pm$ 0.0028 |
| $< B_W >$                                    | 0.0683 $\pm$ 0.0026 $\pm$ 0.0014 | 0.0647 $\pm$ 0.0028 $\pm$ 0.0012 |
| $< n_{ch} >$                                 | 25.45 $\pm$ 0.38 $\pm$ 0.32   | 26.61 $\pm$ 0.47 $\pm$ 0.30  |

Table 2: Mean values of thrust, $T$, scaled heavy jet mass, $\rho$, total jet broadening, $B_T$, wide jet broadening, $B_W$ and charged particle multiplicity, $n_{ch}$. The first error is statistical and the second is systematic.
| $y_{cut}$ | $<n_{jet}>$ (161 GeV) | $<n_{jet}>$ (172 GeV) |
|----------|----------------------|----------------------|
| .010     | 2.749 ± .036 ± .041  | 2.873 ± .044 ± .055  |
| .020     | 2.522 ± .031 ± .053  | 2.546 ± .034 ± .071  |
| .040     | 2.342 ± .025 ± .018  | 2.303 ± .027 ± .060  |
| .060     | 2.261 ± .024 ± .022  | 2.193 ± .021 ± .080  |
| .080     | 2.190 ± .020 ± .019  | 2.140 ± .020 ± .043  |
| .100     | 2.131 ± .018 ± .019  | 2.108 ± .018 ± .027  |
| .120     | 2.099 ± .016 ± .029  | 2.091 ± .017 ± .016  |
| .140     | 2.080 ± .014 ± .020  | 2.058 ± .013 ± .015  |
| .160     | 2.056 ± .012 ± .019  | 2.040 ± .011 ± .018  |
| .180     | 2.040 ± .011 ± .014  | 2.025 ± .009 ± .011  |

Table 3: Average jet multiplicity using the JADE algorithm at 161 GeV and 172 GeV.

| $y_{cut}$ | $<n_{jet}>$ (161 GeV) | $<n_{jet}>$ (172 GeV) |
|----------|----------------------|----------------------|
| .001     | 3.210 ± .051 ± .072  | 3.135 ± .053 ± .144  |
| .002     | 2.901 ± .043 ± .092  | 2.855 ± .048 ± .078  |
| .004     | 2.622 ± .037 ± .047  | 2.654 ± .043 ± .061  |
| .008     | 2.425 ± .029 ± .038  | 2.339 ± .027 ± .141  |
| .020     | 2.257 ± .024 ± .042  | 2.263 ± .030 ± .061  |
| .040     | 2.145 ± .019 ± .019  | 2.127 ± .017 ± .054  |
| .060     | 2.097 ± .016 ± .010  | 2.085 ± .016 ± .036  |
| .100     | 2.061 ± .013 ± .011  | 2.037 ± .011 ± .018  |
| .140     | 2.025 ± .008 ± .013  | 2.014 ± .007 ± .008  |

Table 4: Average jet multiplicity using the Durham algorithm at 161 GeV and 172 GeV.

| Variable | Fit range |
|----------|-----------|
| $(1 - T)$ | 0.00 – 0.30 |
| $\rho$   | 0.00 – 0.20 |
| $B_T$    | 0.00 – 0.25 |
| $B_W$    | 0.00 – 0.20 |

Table 5: Ranges used for QCD fits to the data
| \( \alpha_s(161\text{ GeV}) \) | \( (1-T) \) | \( \rho \) | \( B_T \) | \( B_W \) |
|----------------|--------|--------|--------|--------|
| \( \chi^2/\text{d.o.f.} \) | 0.102  | 0.101  | 0.109  | 0.099  |
| Statistical error | \( \pm 0.005 \) | \( \pm 0.005 \) | \( \pm 0.004 \) | \( \pm 0.004 \) |
| Systematic error | \( \pm 0.004 \) | \( \pm 0.002 \) | \( \pm 0.004 \) | \( \pm 0.002 \) |
| Overall experimental error | \( \pm 0.006 \) | \( \pm 0.005 \) | \( \pm 0.006 \) | \( \pm 0.004 \) |
| Fragmentation Model | \( \pm 0.003 \) | \( \pm 0.002 \) | \( \pm 0.001 \) | \( \pm 0.001 \) |
| Model parameters | \( \pm 0.002 \) | \( \pm 0.002 \) | \( \pm 0.001 \) | \( \pm 0.001 \) |
| Hadronisation uncertainty | \( \pm 0.003 \) | \( \pm 0.002 \) | \( \pm 0.001 \) | \( \pm 0.001 \) |
| QCD scale uncertainty | \( \pm 0.004 \) | \( \pm 0.003 \) | \( \pm 0.006 \) | \( \pm 0.003 \) |
| Matching scheme uncertainty | \( \pm 0.002 \) | \( \pm 0.002 \) | \( \pm 0.005 \) | \( \pm 0.005 \) |
| Error due to higher orders | \( \pm 0.004 \) | \( \pm 0.003 \) | \( \pm 0.006 \) | \( \pm 0.005 \) |
| Overall theoretical error | \( \pm 0.005 \) | \( \pm 0.004 \) | \( \pm 0.006 \) | \( \pm 0.005 \) |

Table 6: \( \alpha_s(161\text{ GeV}) \) from the fits to the event shape variables

| \( \alpha_s(172\text{ GeV}) \) | \( (1-T) \) | \( \rho \) | \( B_T \) | \( B_W \) |
|----------------|--------|--------|--------|--------|
| \( \chi^2/\text{d.o.f.} \) | 0.108  | 0.104  | 0.106  | 0.099  |
| Statistical error | \( \pm 0.005 \) | \( \pm 0.005 \) | \( \pm 0.004 \) | \( \pm 0.004 \) |
| Systematic error | \( \pm 0.003 \) | \( \pm 0.003 \) | \( \pm 0.003 \) | \( \pm 0.003 \) |
| Overall experimental error | \( \pm 0.006 \) | \( \pm 0.006 \) | \( \pm 0.005 \) | \( \pm 0.005 \) |
| Fragmentation Model | \( \pm 0.003 \) | \( \pm 0.002 \) | \( \pm 0.003 \) | \( \pm 0.001 \) |
| Model parameters | \( \pm 0.002 \) | \( \pm 0.002 \) | \( \pm 0.001 \) | \( \pm 0.001 \) |
| Hadronisation uncertainty | \( \pm 0.003 \) | \( \pm 0.002 \) | \( \pm 0.003 \) | \( \pm 0.001 \) |
| QCD scale uncertainty | \( \pm 0.004 \) | \( \pm 0.003 \) | \( \pm 0.005 \) | \( \pm 0.005 \) |
| Matching scheme uncertainty | \( \pm 0.002 \) | \( \pm 0.003 \) | \( \pm 0.005 \) | \( \pm 0.005 \) |
| Error due to higher orders | \( \pm 0.004 \) | \( \pm 0.003 \) | \( \pm 0.005 \) | \( \pm 0.005 \) |
| Overall theoretical error | \( \pm 0.005 \) | \( \pm 0.004 \) | \( \pm 0.006 \) | \( \pm 0.005 \) |

Table 7: \( \alpha_s(172\text{ GeV}) \) from the fits to the event shape variables

| \( \sqrt{s} \) | \( \alpha_s(m_Z) \) |
|----------|----------------|
| 91 GeV   | 0.122 \( \pm \) 0.002 |
| 133 GeV  | 0.113 \( \pm \) 0.006 |
| 161 GeV  | 0.111 \( \pm \) 0.006 |
| 172 GeV  | 0.114 \( \pm \) 0.007 |

Table 8: The measured \( \alpha_s \) values evolved to the \( m_Z \) scale. The quoted errors are experimental only.
Figure 1: (a) Normalised visible energy shown as a function of the longitudinal imbalance for events at $\sqrt{s} = 161$ GeV. The well balanced events are clearly separated from the events with hard unobserved initial state radiation. (b) Energy distribution of the most energetic photon seen in the BGO electromagnetic calorimeter.
Figure 2: Distribution of $y_{34}^D$ for events identified as $W^+W^-$ events at $\sqrt{s} = 172$ GeV.
Figure 3: Corrected distributions of thrust, $T$ at $\sqrt{s} = 161$ GeV and 172 GeV in comparison with QCD model predictions. The experimental errors are statistical only.
Figure 4: Distributions of mean thrust, $<T>$, and mean charged particle multiplicity, $<n_{ch}>$, as a function of the center of mass energy, compared to several QCD models.
Figure 5: Jet rates as a function of $y_{\text{cut}}$ for JADE algorithm at 161 GeV and 172 GeV. The error bars include both statistical and systematic errors added in quadrature. The lines are predictions from JETSET 7.4.

Figure 6: Jet rates as a function of $y_{\text{cut}}$ for Durham algorithm at 161 GeV and 172 GeV. The error bars include both statistical and systematic errors added in quadrature. The lines are predictions from JETSET 7.4.
Figure 7: Measured distributions of thrust, $T$, scaled heavy jet mass, $\rho$, total, $B_T$, and wide, $B_W$, jet broadening in comparison with QCD predictions at 172 GeV. The experimental errors include statistical and systematic uncertainties.
Figure 8: a) $\alpha_s$ measurements from event shape distribution as a function of the center of mass energy. The errors correspond to experimental uncertainties. The solid and dashed lines are fits with and without energy evolution as given by QCD. b) $\alpha_s$ values as measured by L3 from hadronic $\tau$ decays, $Z$ lineshape and event shape distribution. The line is a fit to the QCD evolution function to the measurements made from event shape variables.