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Abstract

We study conditioning on null events, or *surprises*, and behaviorally characterize the Ordered Surprises (OS) representation of beliefs. For feasible events, our Decision Maker (DM) is Bayesian. For null events, our DM considers a hierarchy of beliefs until one is consistent with the surprise. The DM adopts this prior and applies Bayes’ rule. Unlike Bayesian updating, OS is a complete updating rule: conditional beliefs are well-defined for any event. OS is (behaviorally) equivalent to the Conditional Probability System (Myerson, 1986b) and is a special case of Hypothesis Testing (Ortoleva, 2012), clarifying the relationships between the various approaches to null events.
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1 Introduction

Decision problems under uncertainty often feature a dynamic structure. A decision maker (DM) may acquire information about the uncertainty she faces. Given this information, the DM must formulate a conditional belief that governs her conditional behavior. Bayesian subjective expected utility is the dominant theory in economics for dynamic choice problems. However, the Bayesian paradigm is incomplete; it is silent about updating on (Savage) null events (i.e., zero probability events). Our goal is to introduce a theory of conditional beliefs that are well defined for all events, thereby establishing a complete theory of updating.

We start by defining an updating rule, which is a mapping from events to conditional beliefs, and introduce two simple properties. An updating rule is complete if it is has full domain (it is defined for every event), and it is concentrated if, for each event, no states outside the event have positive probability. Complete updating rules are important, for example, because any perfect Bayesian equilibrium, including its refinements, requires one to describe equilibrium beliefs.

The most prominent complete updating rule is Myerson’s Conditional Probability System (CPS)\(^1\) (Myerson, 1986a,b), which was motivated by the sequential equilibrium of Kreps and Wilson (1982) (henceforth, KW).\(^2\) KW defined a sequential equilibrium as an assessment \((\sigma, \mu)\) (a strategy profile \(\sigma\) and a system of beliefs \(\mu\)) that is “consistent” and “sequentially rational.” Consistency means that there is a sequence of full support beliefs converging to \(\sigma\) such that the corresponding sequence of belief systems (Bayesian updates) converges to \(\mu\). Sequential rationality requires that at each information set the actions prescribed by \(\sigma\) maximize the conditional expected payoff given \((\sigma, \mu)\). Importantly, these conditions ensure that players’ beliefs about play are well-defined at every information set, even for information sets off the equilibrium path (e.g., null events); each player has a complete theory of belief updating. Myerson (1986b) shows that consistency of beliefs in sequential equilibria is equivalent to CPS.\(^3\)

As an interpretation for how beliefs evolve in a sequential equilibrium, KW suggested

---

\(^1\) The idea of CPS goes back to Rényi (1955).

\(^2\) Sequential equilibrium is one of the most widely applied solution concepts in dynamic games. For example, it has been used to study bargaining (Rubinstein, 1985), cheap talk (Crawford and Sobel, 1982), job search (Spence, 1973), advertising (Milgrom and Roberts, 1986), dividends (John and Williams, 1985), product quality (Miller and Plońt, 1985), warranties (Gal-Or, 1989), limit pricing (Milgrom and Roberts, 1982), social norms (Bernheim, 1994), lobbying (Lohmann, 1995), and many other topics.

\(^3\) See also McLennan (1989) and Battigalli (1996) for a connection between CPS and sequential equilibria.
that upon reaching an information set that is incompatible with a player’s beliefs about
play in the game, the player should move to their “second most likely hypothesis” and, if
that fails, then they should implement their “third most likely hypothesis,” and so on. KW
show that a sufficient condition for an assessment to satisfy this property is the existence
of a convergent sequence of probability measures that generate the assessment.

We revisit the “ordered hierarchy of hypotheses” of KW and introduce the notion of
Ordered Surprises (OS). OS may be viewed as the minimal extension of Bayesian theory
that allows for well-defined beliefs after null events. An OS representation of a complete
updating rule is given by a collection of beliefs \( O = \{\mu_0, \ldots, \mu_K\} \), where \( \mu_0 \) is the initial
belief and each \( k > 0 \) is used to form some conditional belief after some null event. Each
index indicates a distribution’s order in the hierarchy.

Our main result shows that OS is equivalent to CPS (Theorem 1); an updating rule has
an OS representation if and only if it is a CPS. While one direction of this equivalence
was suggested by KW, to the best of our knowledge, we are the first to formally prove this
equivalence (CPS must have an ordered structure). Additionally, the explicit construction
of the sequential beliefs for any CPS through the OS representation is useful in practice
for those who want to find all sequential equilibria in extensive-form games.

We provide simple behavioral foundations for OS, thereby establishing a simpler char-
acterization for CPS. Our characterization (Theorem 4) relies upon a novel axiom, Con-
ditional Consistency, that implies Dynamic Consistency among the ex-ante feasible
events and extends this consistency to the entire hierarchy of beliefs; it imposes Dynamic
Consistency within each \( \mu_k \).

To illustrate OS, imagine a coin flip. The states \( h \) and \( t \) are the usual outcomes of heads
or tails, \( e \) and \( e' \) denote edges where \( e' \) has been warn thin, while \( l_1 \) and \( l_2 \) denote landing
on a marked location, which yields the state space \( S = \{h, t, e, e', l_1, l_2\} \). Initially, the DM
has belief \( \mu_0(h) = \mu_0(t) = \frac{1}{2} \), and treats the other states as null.

Suppose the DM is informed that, astonishingly, the coin did not land on a face; \( A =
\{e, e', l_1, l_2\} \) was realized. While our DM now has sufficient evidence to rule out her initial
beliefs, it is not clear which belief she should adopt. Suppose our DM believes that the
coin landing on either of the marked locations is more impossible than its landing on an
edge. Accordingly, her conditional beliefs are \( \mu_A(\{e, e'\}) = 1 \) and \( \mu_A(\{l_1, l_2\}) = 0 \). Since
the states in \( \{e, e'\} \) are no longer null, they constitute a first-order surprise. In contrast,
\( \{l_1, l_2\} \), remain null and constitute a higher-order surprise, where “order” designates the
point at which a state is considered possible. Our notion of OS extends this idea up to
orders.

We compare OS to other approaches to conditioning on null events. In Theorem 2, we prove directly that OS preferences are a special case of the Hypothesis Testing Model of Ortoleva (2012), and thus so is CPS. In particular, for any OS given by $\langle \mu_0, \ldots, \mu_K \rangle$, we construct a second-order prior over these $K + 1$ beliefs that ensures selection in the resulting HT is consistent with the OS structure. This argument cannot be reversed, and so HT is strictly more general than OS.

CPS and OS representations complete Bayes’ rule by disciplining belief updating on zero-probability events. Motivated by empirical evidence on belief updating (e.g., see Benjamin (2019)), we propose a one-parameter non-Bayesian extension of the OS representations based on the idea of HT. We show that this non-Bayesian extension of OS representations is still a special case of HT, confirming that it is a reasonable non-Bayesian extension of CPS. This extension might be useful for defining a non-Bayesian extension of sequential equilibrium.

1.1 Related Literature

There have been various attempts to deal with conditioning on zero-probability events. In economics, the three main approaches are (i) the conditional probability system (CPS) of Myerson (1986a,b), (ii) the (conditional) lexicographic probability systems (CLPS) of Blume et al. (1991), and (iii) the hypothesis testing model (HT) of Ortoleva (2012). These are carefully discussed in subsection 2.3, section 4, and subsection 2.4, respectively.

It is worth remarking that the (conditional) LPS is fundamentally distinct from CPS and HT (hence also OS). First, the CLPS rules out null events. Second, (C)LPS behavior is incompatible with SEU, while the other three are SEU models.

There is an extensive literature that applies CPSs in dynamic games with incomplete information. Battigalli and Siniscalchi (1999) use CPSs to describe an (epistemic) type of a player (i.e., a complete and explicit description of players’ hierarchies of conditional beliefs) and show that a universal type space for CPSs always exists. In this framework, Battigalli and Siniscalchi (2002) provide an epistemic characterization of extensive-form rationalizability and backward induction. Recently, Galperti (2019) studies Bayesian persuasion using a CPS (OS with two beliefs).4

Finally, there is an abundant literature on (non-Bayesian) updating. Recently, Do-

4Tsakas (2018) derives the famous Agreement Theorem under a CPS.
miniak, Kovach, and Tserenjigmid (2022) show that HT admits a “minimum-distance” representation; the conditional probability $\mu_E$ that the DM selects is the element of $\Delta(E)$ that is closest to her prior $\mu$. Hence, CPS also admits a minimum-distance representation.

2 Model

2.1 Setup

We study dynamic choice in the formal framework of Anscombe and Aumann (1963). Uncertainty is described by a nonempty and finite set of states $S = \{s, \ldots, s\}$. We denote by $\Delta(S)$ the set of all probability distributions on $S$. Let $X$ be a nonempty set of outcomes and $\Delta(X) := \{p : X \to [0,1] | \sum_{x \in \text{supp}(p)} p(x) = 1 \text{ with } |\text{supp}(p)| \in \mathbb{N}\}$ be the set of all (simple) lotteries over $X$, where $\text{supp}(p)$ denotes the support of $p$.

Objects of choice are (Anscombe-Aumann) acts $f : S \to \Delta(X)$ that map states to lotteries. Let $\mathcal{F}$ denote the set of all such acts. A constant act is an act that assigns the same lottery to all states: $f(s) = p$ for all $s \in S$. Using a standard abuse of notation, we denote by $p \in \mathcal{F}$ the corresponding constant act. Thus, we can identify the set of lotteries with the constant acts. A subset $E \subseteq S$ is called an event. Denote by $\Sigma$ the algebra of events generated by $S$. For an event $E$ and acts $f, g$ we denote by $f_E g$ a composite act that returns $f(s)$ for $s \in E$ and $g(s)$ otherwise.

A preference relation over $\mathcal{F}$, denoted by $\succsim$, describes a DM’s behavior. As usual, $\succ$ and $\sim$ are the asymmetric and symmetric parts of $\succsim$, respectively. For each event $E \in \Sigma$, $\succsim_E$ denotes the conditional preference over $\mathcal{F}$ given $E$. It governs the DM’s choice upon learning $E$. The initial preference relation (before information is revealed) is denoted by $\succsim_S$. The DM’s behavior is described by a family of conditional preferences $\{\succsim_E\}_{E \in \Sigma}$; one for each $E \in \Sigma$.

Given a belief $\mu \in \Delta(S)$ and an event $E \in \Sigma$ such that $\mu(E) > 0$, we let $BU(\mu, E)(A)$ denote the Bayesian update of $\mu$ given $E$, where $BU(\mu, E)(A) := \frac{\mu(E \cap A)}{\mu(E)}$.

**Definition 1.** An updating rule is a pair $(P, \mathcal{D})$ where $\mathcal{D} \subseteq \Sigma$ and $P$ is a mapping $P : \mathcal{D} \to \Delta(S)$.

(i) An updating rule is complete if it has full domain: $\mathcal{D} = \Sigma$.

(ii) An updating rule is concentrated if for any $E \in \mathcal{D}$, $P(E | E) = 1$. 
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In other words, $P$ is complete if the conditional probability $P(\cdot|E)$ is well-defined for each $E \in \Sigma$.

**Example 1.** Since $BU$ is only well-defined for $\mathcal{D} = \{E \in \Sigma \mid \mu(E) > 0\} \subset \Sigma$ where $\mu$ is the prior, Bayesian updating is incomplete.

Additionally, an LPS that admits null events (e.g., the LPS is not full support), results in an incomplete updating rule.$^5$

**Example 2.** Let $\mu \in \Delta(S)$, $\delta \in (0, 1]$ and let $P^C$ denote “Conservative BU,” where

$$P^C(\cdot|E) = \begin{cases} \delta \mu + (1 - \delta) BU(\mu, E) & \text{if } \mu(E) > 0 \\ \delta \mu + (1 - \delta) \frac{1}{|E|} & \text{if } \mu(E) = 0. \end{cases}$$

The updating rule $P^C$, a one-parameter extension of CPS, is complete but not concentrated (the resulting preferences violate consequentialism).$^6$ When $\delta = 1$, we have “stubborn” agents who never update their beliefs (similar behavior appears in Acemoglu et al. (2013)).

### 2.2 Ordered Surprises

In this section, we introduce OS, which captures the DM’s subjective levels of relative (im)possibility. Intuitively, an event is null if the DM assigns it zero probability. In behavioral terms, an event $E$ is **null** if a DM is indifferent between any two acts that only differ on $E$.

**Definition 2.** For any $A,E \in \Sigma$, an event $A$ is $\succsim_E$-null if for all $f,g \in F$,

$$f_A \sim_E g.$$  \hspace{1cm} (1)

Otherwise, $A$ is $\succsim_E$-feasible. If $A$ is $\succsim_S$-null, then it is (ex-ante) null.

We can distinguish between types of null events by comparing the exa-ante preference $\succsim_S$ with conditional preferences $\succsim_E$ for various events. For example, consider the initial prior $\mu_0$ over $S$. We can partition $S$ into its feasible states $F_0$ and null states $S \setminus F_0$. When

---

$^5$Technically, beliefs for a conditional LPS require an expanded notion of an updating rule. See section 4 for further discussion.

$^6$Similar updating rules have been studied in Epstein (2006) and Kovach (2020).
it is revealed that the true state is in fact an element of $S \setminus F_0$ — the DM’s (ex-ante) feasible states have been ruled out — she formulates new beliefs: $\mu_{S \setminus F_0}$.

Some states in $S \setminus F_0$ will have positive probability, while others remain null because they are more impossible. The states that are now conditionally non-null are “first-order surprises,” while the states that remain null are “higher-order surprises.” We can proceed in this fashion, sequentially revealing each surprise order, until all states have been considered. Following this idea, we formally define our notion of Ordered Surprises for updating rules.

**Definition 3.** A complete updating rule $P$ has an **Ordered Surprises** (OS) representation if there are probability distributions $\mu_0, \ldots, \mu_K \in \Delta(S)$ such that

$$P(\cdot | E) = \text{BU}(\mu_{k^*}, E) \text{ where } k^* = \min\{k \leq K \mid \mu_k(E) > 0\},$$

for every $E \in \Sigma$. For simplicity, we may refer to an OS representation as $\mathcal{O} = (\mu_0, \ldots, \mu_K)$.

It is without loss of generality to assume that $\mu_0, \ldots, \mu_K$ have disjoint supports. The indices designate the order in which each prior is considered. The DM begins with her prior over $S$, designated by $\mu_0$. She is Bayesian whenever possible, and abandons $\mu_0$ only when necessary. After she observes a null event, she considers each $\mu_i$ in order, stops at the first belief that is consistent with the information, and applies Bayes’ rule. The following example illustrates this process.

**Example 3** (Coin Flip). Consider the coin flip example from the introduction. The states are $S = \{h, t, e, e', l_1, l_2\}$, where $h$ and $t$ correspond to heads or tails, $e$ and $e'$ correspond to the coin landing on an edge, where one edge is thinner than the other, while $l_1$ and $l_2$ correspond to the coin landing on precisely marked locations. These possibilities are described by the probability distributions

$$\mu_0(s) = \begin{cases} \frac{1}{2} & s \in \{h, t\} \\ 0 & \text{otherwise} \end{cases} ; \quad \mu_1(s) = \begin{cases} \frac{7}{8} & s = e \\ \frac{1}{8} & s = e' \\ 0 & \text{otherwise} \end{cases} ; \quad \mu_2(s) = \begin{cases} \frac{1}{2} & s \in \{l_1, l_2\} \\ 0 & \text{otherwise} \end{cases}.$$

Our DM has initial prior $\mu_0$ (e.g., $\succeq_S$ has an SEU representation $(u, \mu_0)$). Suppose she observes $A = \{e', l_1, l_2\}$. Since $\mu_0(A) = 0$, Bayesian updating is not defined. When our DM admits an Ordered Surprises representation generated by $\mathcal{O} = (\mu_0, \mu_1, \mu_2)$, she selects a new
belief that is consistent with $A$. In this case,

$$P^{OS}(\cdot|A) = BU(\mu_1, A).$$

Note that $A$ intersects two “surprise orders”: $\{e, e'\} \cap A \neq \emptyset \neq \{l_1, l_2\} \cap A$. Under the OS model, the DM selects $\mu_1$ because it is of lower order than $\mu_2$ and therefore takes precedence.

### 2.3 Conditional Probability System

Perhaps the most well-known method for handling choice conditional on (ex-ante) null-events is the conditional probability system introduced by Myerson (1986b). In this section, we show that the OS representation is equivalent to CPS.

Myerson (1986b) initially defined a conditional probability system as a collection of conditional probabilities $(p(\cdot|E))_{E \in \Sigma}$, each one on $S$, that jointly satisfy certain properties. We provide an equivalent definition using our semantic of complete updating rules.

**Definition 4.** A complete updating rule $P$ is a conditional probability system (CPS) if it is concentrated and for all $G \subseteq F \subseteq E$ where $F \neq \emptyset$, it satisfies

$$P(G|E) = P(G|F) \times P(F|E).$$

(2)

When $P(F|E) \neq 0$, (2) is equivalent to Baye’s rule.

**Theorem 1.** A complete updating rule $P$ is a Conditional Probability System if and only if it has Ordered Surprise representation.

The construction of the OS representation from a CPS relies on the identification of a chain of nested “surprise orders.” The initial prior is $\mu_0 = P(\cdot|S)$. We then separate $S$ into feasible and null states (if any). Let $S_1 \subset S$ be the set of null states for $P(\cdot|S)$, then $\mu_1 = P(\cdot|S_1)$. We continue in this way until we exhaust the state space, yielding $\mathcal{O} = \langle \mu_0, \ldots, \mu_K \rangle$.

Since the OS and CPS updating rules are equivalent, families of OS preferences and CPS preferences are behaviorally equivalent as well because both admit an SEU representation (see section 3).
2.4 Hypothesis Testing Model

A recent and elegant addition to the literature on updating for null events is the Hypothesis Testing model of Ortoleva (2012). In this model, a DM is described by a second-order prior $\rho$ and a plausibility threshold $\epsilon$. Before any information is revealed, the DM selects her initial prior, which is the most likely prior according to $\rho$. The DM is SEU with respect to the initial prior and applies Bayes’ rule whenever the conditioning event is “expected:” its probability exceeds $\epsilon$. When the event is “unexpected,” the DM revisits her second-order beliefs and selects a (possibly) new belief according to a maximum likelihood rule. Bayes’ rule is then applied to the selected belief.

Importantly, the notion of “unexpected” events is endogenously determined via $\epsilon \in [0, 1)$. When event $E$ is realized, it is unexpected if $\mu(E) \leq \epsilon$. When $\epsilon > 0$, the DM may exhibit non-Bayesian reactions to unexpected events. When $\epsilon = 0$, only null-events are surprising and Bayes’ rule is applied whenever possible.

**Definition 5.** A complete updating rule $P$ has a Hypothesis Testing representation if there are probability distributions $\mu_0, \ldots, \mu_K \in \Delta(S)$ such that $S = \bigcup_{i=0}^{K} \text{supp}(\mu_i)$, a second-order prior $\rho \in \Delta(\{\mu_0, \ldots, \mu_K\})$ satisfying $\rho(\mu_0) > \rho(\mu_k)$ for all $k > 0$, and an $\epsilon \in [0, 1)$ such that

$$P(\cdot|E) = \begin{cases} BU(\mu_0, E) & \text{if } \mu_0(E) > \epsilon \\ BU(\mu_{k^*}, E) & \text{if } \mu_0(E) \leq \epsilon, \end{cases}$$

where $\mu_{k^*}(E)\rho(\mu_{k^*}) > \mu_j(E)\rho(\mu_j)$ for all $j \neq k^*$.

In the HT with $\epsilon = 0$, the DM uses Bayes’ rule for all ex-ante feasible events. Since the DM only selects a new prior after null-events, this is intuitively similar to the OS model. We show in the following theorem that every OS representation of beliefs admits an HT representation with $\epsilon = 0$. Consequently, OS preferences are a special case of HT preferences with $\epsilon = 0$.

**Theorem 2.** Any complete updating rule $P$ with an OS representation has an HT representation with $\epsilon = 0$.

We prove this by taking an OS representation $O = \langle \mu_0, \ldots, \mu_K \rangle$ and constructing a second-order belief $\rho$ such that the resulting HT representation produces the same con-
ditional beliefs. The key insight is that the relative probability between surprise orders must be sufficiently large so that the correct \( \mu_k \) is selected. That is, if \( j < l \), then \( \frac{\rho(\mu_j)}{\rho(\mu_l)} \) must be large enough so that \( \mu_l \) is only selected when \( \mu_j \) is impossible. Viewed another way, there is an event-independent linear order that governs the selection from \( \mathcal{O} \).

This implication cannot be reversed as the following example illustrates. Of course, this is not surprising for HT with \( \epsilon > 0 \). However, even when \( \epsilon = 0 \), HT preferences may be inconsistent with OS preferences. This is because in HT, selection of a new prior \( \mu \) after an event \( E \) is jointly determined by “how likely the event is under the prior,” given by \( \mu(E) \), and “how likely the DM finds the prior,” given by \( \rho(\mu) \).

**Example 4.** Recall our coin example (Example 3), but suppose instead that \( P \) has a HT representation with \( \epsilon = 0 \), \( \rho(\mu_0) = \frac{1}{2} \), \( \rho(\mu_1) = \frac{1}{3} \), and \( \rho(\mu_2) = \frac{1}{6} \). When \( A = \{e', l_1, l_2\} \),

\[
\mu_1(A)\rho(\mu_1) = \frac{1}{8} \cdot \frac{1}{3} < \frac{1}{6} = \mu_2(A)\rho(\mu_2),
\]

since \( \mu_1(A) = \frac{1}{8} \) and \( \mu_2(A) = 1 \). Thus, \( P^{HT}(\cdot|A) = BU(\mu_2, A) \). However, when \( E = \{e, e', l_1, l_2\} \),

\[
\mu_1(E)\rho(\mu_1) = \frac{1}{3} > \frac{1}{6} = \mu_2(E)\rho(\mu_2)
\]

since \( \mu_1(E) = \mu_2(E) = 1 \). Thus, \( P^{HT}(\cdot|E) = BU(\mu_1, E) \). Hence, the described HT representation does not admit an OS representation because

\[
P^{HT}(e' \mid E) = \frac{1}{8} \neq 0 \cdot \frac{1}{8} = P^{HT}(e' \mid A) \cdot P^{HT}(A \mid E),
\]

violates (2) in Definition 4.

The relationship between OS, CPS, and HT is illustrated in Figure 1.

![Figure 1: Relationship between OS, CPS, and HT.](image)
2.5 $\epsilon$-Ordered Surprises

A natural way to generalize the Ordered Surprises representation is to retain the “sequential selection” of new beliefs while incorporating the idea of “non-Bayesian reaction to unexpected events” from the HT model. To do so, we introduce $\epsilon$-OS. Since $OS$ is equivalent to CPS, we interpret $\epsilon$-OS as a way to define a one-parameter non-Bayesian extension of the CPS. This extension may lead to an interesting, non-Bayesian generalization of sequential equilibria.

Definition 6. A complete updating rule $P$ has an $\epsilon$-Ordered Surprise representation if there are probability distributions $\mu_0, \ldots, \mu_K \in \Delta(S)$ and $\epsilon \in [0, 1)$ such that

$$P(\cdot | E) = BU(\mu_{k^*}, E) \text{ where } k^* = \min\{k \leq K \mid \mu_k(E) > \epsilon\},$$

for every $E \in \Sigma$.

The $\epsilon$-OS representation incorporates the key idea of HT by allowing for non-Bayesian reactions to unexpected events: $\mu_j(E) \leq \epsilon$. However, it provides additional structure to the posterior selection process. The $\epsilon$-OS remains a special case of HT.

Theorem 3. Any complete updating rule that has an $\epsilon$-OS representation also has a HT representation. Moreover, if $\epsilon = 0$, then the threshold for HT representation is also zero.

3 Ordered Surprises Preferences

In this section, we provide a behavioral characterization of OS. Say that a family of preferences $\{\succsim_E\}_{E \in \Sigma}$ admits an Ordered Surprises (OS) representation if there is a complete updating rule $P$ that has an OS representation $\mathcal{O} = \langle \mu_0, \ldots, \mu_K \rangle$ and each preference $\succsim_E$ admits an SEU representation $(u_k, P(\cdot | E))$. That is, for all $f, g \in \mathcal{F}$:

$$f \succsim_E g \text{ if and only if } \sum_{s \in E} u_k(f(s))P(s | E) \geq \sum_{s \in E} u_k(g(s))P(s | E).$$

Note that risk attitudes may depend on the order of the surprise, consistent with the approach taken by Myerson (1986b).

Our first axiom consists of several basic conditions that ensure an SEU representation.

Axiom 1 (Conditional SEU Preferences). for every $E \in \Sigma$,
(i) (Weak Order) $\succeq_E$ is complete and transitive;

(ii) (Continuity) for any $f, g, h \in F$, if $f \succ_E g$ and $g \succ_E h$, then there are $\alpha, \beta \in (0, 1)$ such that $\alpha f + (1 - \alpha)h \succeq_E g$ and $g \succeq_E \beta f + (1 - \beta)h$.

(iii) (Independence) for any $f, g, h \in F$ and $\alpha \in (0, 1],$

$$f \succeq_E g \text{ if and only if } \alpha f + (1 - \alpha)h \succeq_E \alpha g + (1 - \alpha)h$$

(v) (Nondegeneracy) there are $f, g \in F$ such that $f \succ_E g$.

Each condition is standard and so discussion is omitted. We also assume Consequentialism, a well-known condition that ensures information is believed by the DM.

Axiom 2 (Consequentialism). For every $E \in \Sigma$ and all $f, g \in F$, if $f(s) = g(s)$ for all $s \in E$, then $f \sim_E g$.

This axiom requires that each conditional preference $\succeq_E$ depends solely on the conditioning event $E$. Combined with Conditional SEU Preferences, Consequentialism implies that all states in the complementary event, $S \setminus E$, are null according to $\succeq_E$.

Our next axiom is novel and is the key condition for an OS representation.

Axiom 3 (Conditional Consistency). For all $E \in \Sigma$, $\succeq_E$-feasible $A \subset E$, and $f, g, h \in F$,

$$f_A h \succeq_E g_A h \text{ if and only if } f \succeq_A g.$$  

Conditional Consistency implies Dynamic Consistency (DC) but also has bite on events that are (ex-ante) $\succeq_S$-null. For comparison, note that DC only has implications for events that are ex-ante feasible: for $A$ that is $\succeq_S$-feasible, $f_A h \succeq_S g_A h$ if and only if $f \succeq_A g$. In essence, Conditional Consistency extends the logic of DC to all conditional preferences $E$ and nested events that are $\succeq_E$-feasible (see Epstein and Breton (1993) and Ghiardato (2002) for an excellent discussion of DC).

Theorem 4. A family of preferences $\{\succeq_E\}_{E \in \Sigma}$ admits an OS representation if and only if it satisfies Conditional SEU Preferences, Consequentialism and Conditional Consistency.

Axiom 4 (Risk Independence). For all lotteries $p, q \in \Delta(X)$, and events $E \in \Sigma$,

$$p \succeq_S q \text{ if and only if } p \succeq_E q.$$
Proposition 1. Suppose the family of preferences \( \{ \succcurlyeq_E \} \) \( E \in \Sigma \) admits an OS representation. The family satisfies Risk Independence if and only if risk attitudes are surprise independent: for each \( k > 0 \), there are \( \alpha_k > 0 \), and \( \beta_k \) such that \( u_k = \alpha_k u_0 + \beta_k \).

4 Lexicographic Probability System

When modeling conditional beliefs, the notion of sequential belief selection appears frequently in the literature. Accordingly, the word "lexicographic" is often used to describe such procedures. However, "lexicographic" is used with various meanings, as these models are typically quite different. Consequently, it is useful to clarify the difference between the Conditional LPS of Blume et al. (1991) and CPS, since we show that CPS precisely uses a sequence of probability distributions.

Definition 7. A Lexicographic Probability System (LPS) is a list of probability distributions \( (\mu_0, \ldots, \mu_K) \). The Conditional LPS (CLPS) given \( E \) is the LPS obtained from the Bayesian updates of each \( \mu_k \) (such that it is well-defined): \( (BU(\mu_{k_1}, E), \ldots, BU(\mu_{k_J}, E)) \).

The LPS Preference \( \succcurlyeq^{LPS} \) is defined by

\[
\left( \sum_{s \in S} u(f(s)) \mu_i(s) \right)^K_{i=0} \geq^{L} \left( \sum_{s \in S} u(g(s)) \mu_i(s) \right)^K_{i=0},
\]

where \( \geq^L \) is the lexicographic order on \( \mathbb{R}^{K+1} \). The Conditional \( \succcurlyeq^E \) is defined analogously.

There are several differences between the CLPS and CPS.  

First, our axiomatic characterization (in addition to Myerson (1986a)) shows that CPS is compatible with SEU, while CLPS preferences are not because they violate Continuity (except for \( K = 0 \)). Hence, from the behavioral point of view, CLPS and CPS are fundamentally different. Second, since the CLPS is defined with Bayes’ rule, it must rule out (Savage) null events to be well defined. In contrast, CPS allows for null events and beliefs are well-defined for all
conditioning events.

To further clarify, the following example illustrates that CLPS rules out indifference (indifferences are resolved ex-ante), while OS allows for information to resolve indifferences. That is, OS preferences exhibit a (strictly) positive value of information (Epstein and Breton, 1993; Ghirardato, 2002): \( f_E h \sim g_E h \) and \( g \succ_E f \) for some \( E \) and some acts.

**Example 5.** Since (Conditional) LPS violates continuity, it rules out indifference between distinct acts. Recall our introductory coin example and consider the following acts:

\[
\begin{align*}
    f &= \begin{cases} 
        v & \text{if } s \in \{h, t\} \\
        0 & \text{otherwise}
    \end{cases} \\
    g &= \begin{cases} 
        1 & \text{if } s \in \{h, t\} \\
        t & \text{if } s \in \{e, e'\} \\
        0 & \text{otherwise}
    \end{cases}
\end{align*}
\]

Under OS, \( f \sim_{OS} g \) if and only if \( v = 1 \), \( f \succ_{OS} g \) when \( v > 1 \), and \( g \succ_{OS} f \) if \( v < 1 \); the value of \( t \) is irrelevant. In the LPS generated by \( \mu_0, \mu_1, \mu_2 \) the DM is never indifferent between \( f \) and \( g \). If \( v > 1 \), \( f \succ_{LPS} g \) whereas if \( v \leq 1 \), \( g \succ_{LPS} f \).

Suppose \( v = 1 \), and consider \( E = \{e, e'\} \). Under OS, the realization of \( E \) can resolve indifference: \( f \sim_{OS} g \) and \( g \succ_{E} f \). In contrast, under CLPS the ex-ante and conditional preferences must agree: \( g \succ_{LPS} f \) and \( g \succ_{E} f \). CLPS preferences can never exhibit resolution of indifference.

## 5 Concluding Remarks

We introduce and behaviorally characterize the Ordered Surprises representation of preferences. The OS belief structure yields a complete updating rule that is (behaviorally) equivalent to the CPS. Additionally, we show that OS is a special case of HT, clarifying the relationship between CPS and HT.

The OS representation provides a tractable way to model any type of dynamic decision problem that allows for zero-probability contingencies, including dynamic games, strategic communication, information transmission, and Bayesian persuasion. Fruitful directions for future research include extending the idea of Ordered Surprises to ambiguity or other non-SEU preferences.
A Proofs

A.1 Proof of Theorem 1

\((=)\) Consider an updating rule \(P\) with an OS representation \(O = \langle \mu_0, \ldots, \mu_K \rangle\). We must show that \(P\) satisfies the conditions in Definition 4. By assumption, the rule is complete.

Since \(P\) has an OS representation, let \(\Sigma_0, \ldots, \Sigma_K\) be the partition of \(\Sigma\) such that for each \(k\), \(\Sigma_k\) is the collection of events for which \(\mu_k\) is used for updating:

\[\Sigma_k = \{ E \in \Sigma \mid k = \min \{ \tilde{k} \leq K \mid \mu_{\tilde{k}}(E) > 0 \} \} .\]

We first show that \(P\) is consequentialist. Pick any \(E \in \Sigma\). Then for some \(k^*\), \(E \in \Sigma_{k^*}\).

By assumption, \(P(\cdot|E) = BU(\mu_{k^*}, E)\), which is well-defined. Hence \(P(E|E) = 1\).

To show that (2) holds, take \(G, F, E \in \Sigma\) such that \(G \subset F \subset E\) and \(F \neq \emptyset\).

**Case 1:** Suppose \(G, F, E \in \Sigma_k\) for some \(k \leq K\). Since \(P\) has an OS representation,

\[P(G|E) = BU(\mu_k, E)(G) = \frac{\mu_k(G)}{\mu_k(E)} = \frac{\mu_k(G)}{\mu_k(E)} \times \frac{\mu_k(F)}{\mu_k(F)} = \frac{\frac{\mu_k(G)}{\mu_k(F)}}{\frac{\mu_k(F)}{\mu_k(E)}} = BU(\mu_k, F)(G) \times BU(\mu_k, E)(F) = P(G|F) \times P(F|E) .\]

\[\text{(3)}\]

**Case 2:** For \(j \in \{G, F, E\}\), let \(k_j\) denote the index for which \(j \in \Sigma_{k_j}\). Note that \(k_G = k_F = k_E = \) is precisely Case 1. If \(P(G|E) > 0\), then \(k_G = k_E\). Further, since \(G \subset F\), it follows that \(0 < \mu_{k_E}(G) \leq \mu_{k_E}(F)\), and so \(P(F|E) > 0\) and \(k_G = k_F = k_E\).

Suppose \(P(G|E) = 0\). Then, \(k_G \neq k_E\). For (2) to hold, we must show that either \(P(G|F)\) or \(P(F|E)\) is zero (or both). Suppose \(P(F|E) > 0\). Then,

\[P(F|E) = BU(\mu_{k_E}, E)(F) = \frac{\mu_{k_E}(F)}{\mu_{k_E}(E)} > 0 .\]

Hence, \(F \in \Sigma_{k_E}\), and so \(k_E = k_F\). Consequently, \(k_G \neq k_F\) and \(P(G|F) = 0\). Hence, (2) holds.

\((\Rightarrow)\) Let \(P\) be a CPS. We will construct an Ordered Surprises representation \(O = \langle \mu_0, \ldots, \mu_K \rangle\).

Set \(S_0 := S\) and consider \(P(\cdot|S_0) \in \Delta(S_0)\). Define \(\Sigma_0 := \{ E \subseteq S_0 \mid P(E|S_0) > 0 \}\) and \(F_0 := \{ s \in S_0 : P(\{s\}|S_0) > 0 \}\). For each \(E \in \Sigma_0\), \(P(\cdot|E)\) is the Bayesian update of \(P(\cdot|S_0)\) conditional on \(E\). To see why, consider \(E \in \Sigma_0\) and \(G \subset S_0\). Since \(G \cap E \subseteq E \subseteq \)
Consider a complete updating rule $A$.  

**Proof of Theorem 2**

Consider a complete updating rule $P$ that admits an OS representation $\mathcal{O} = \langle \mu_0, \ldots, \mu_K \rangle$.  

We will construct a second-order belief $\rho \in \Delta(\{\mu_0, \ldots, \mu_K\})$ such that $P$ all has a HT representation.  

Without loss, $\{\text{supp}(\mu_k)\}_{k=0}^K$ forms a partition of $S$.  

For each $k \leq K$, let $F_k$ denote the feasible states for $\mu_k$ and $\delta_k = \min_{s \in F_k} \mu_k(s) \in (0, 1)$. Define the following $K + 1$ numbers: $v(0) = 1$ and for $k \geq 1$, $v(k) = \frac{\delta_k}{2} v(k - 1)$. This is a decreasing sequence with $v(k) = 2^{-k} \prod_{j=0}^{k-1} \delta_j$ for $k \geq 1$. We use these numbers to construct $\rho$. For each $\mu_k$,  

$$\rho(\mu_k) = \frac{v(k)}{\sum_{j=0}^K v(j)},$$  

and $\rho(\mu) = 0$ for all $\mu \in \Delta(S) \setminus \mathcal{O}$. Finally, let $\epsilon = 0$. 
By construction, \( \{ \mu_0 \} = \arg \max \rho(\mu) \). Consider any \( E \in \Sigma \). If \( \mu_0(E) > 0 \), then \( P(\cdot|E) = BU(\mu_0, E) \) since \( P \) also has an OS representation. If \( E \subseteq F_k \) for some \( k > 0 \), then since \( \mu_k(E) > 0 \) and \( \mu_{k'}(E) = 0 \) for all \( k' \neq k \), it follows that \( \mu_k(E) \rho(\mu_k) > 0 = \mu_{k'} \rho(\mu_{k'}) \) and \( P(\cdot|E) = BU(\mu_k, E) \). The final possibility is \( E \cap F_k \neq \emptyset \) for multiple \( k \).

Let \( K(E) \) denote all \( k \) such that \( E \cap F_k \neq \emptyset \) and let \( k \) be the least such \( k \). Note that \( \mu_k(E) \geq \delta_k \) and if \( k \in K(E) \setminus k \), then \( k > k \) and

\[
\frac{\rho(\mu_k)}{\rho(\mu_k)} = \frac{v(k)}{v(k)} = \frac{2^{-k} \prod_{j=0}^{k-1} \delta_j}{2^{-k} \prod_{j=0}^{k-1} \delta_j} = \frac{2^{k-k}}{\prod_{j=0}^{k-1} \delta_j}.
\]

Thus,

\[
\prod_{j=k}^{k-1} \delta_j \rho(\mu_k) = 2^{k-k} \rho(\mu_k).
\]

Since \( \mu_k(E) \geq \delta_k \geq \prod_{j=k}^{k-1} \delta_j \) and \( \mu_k(E) \leq 1 \), it follows that

\[
\mu_k(E) \rho(\mu_k) \geq \prod_{j=k}^{k-1} \delta_j \rho(\mu_k) = 2^{k-k} \rho(\mu_k) > \mu_k(E) \rho(\mu_k),
\]

and

\[
P(\cdot|E) = BU(\mu_k, E),
\]

where the last line holds because \( P \) admits an OS representation.

**A.3 Proof of Theorem 3**

Take any complete updating rule \( P \) that has an \( \epsilon \)-OS representation with some \( \epsilon \in [0, 1) \). Then, there are probability distributions \( \mu_0, \ldots, \mu_K \) such that

\[
P(\cdot|E) = BU(\mu_{k^*}, E) \text{ where } k^* = \min\{k \leq K \mid \mu_k(E) > \epsilon\}
\]

for every \( E \in \Sigma \). Let \( \Sigma_0, \ldots, \Sigma_K \) be a partition of \( \Sigma \) such that for each \( k \), \( \Sigma_k \) is the collection of events for which the prior \( \mu_k \) is used for updating:

\[
\Sigma_k = \{ E \in \Sigma \mid k = \min\{k \leq K \mid \mu_k(E) > \epsilon\} \}.
\]
Throughout this proof, we assume that for any $k \leq K$, $E_k$ is an element of $\Sigma_k$. Take $\overline{P}_0, \overline{P}_1, \ldots, \overline{P}_K, \rho_k$ with

$$\overline{P}_0 > \overline{P}_1 > \overline{P}_2 > \ldots > \overline{P}_K > \rho_k > \delta > 0$$

and $\rho_k > \overline{P}_k \mu^E_k(E_k)$ for any $E_k, E_k'$ with $\mu^E_k(E_k) < 1$.

Let $\mu^E_k = BU(\mu_k, E)$ for any $E \in \Sigma$. Let $\rho$ be an element of $\Delta(\{\mu^E_k\}_{k \leq K, E_k \in \Sigma_k})$ such that (i) $\rho(\mu^E_k) \in (\overline{P}_k, \rho_k)$ for any $k \leq K$ and (ii) $\rho(\mu^E_k) > \rho(\mu^E_k')$ if $\mu^E_k \neq \mu^E_k'$ and $\mu^E_k(E_k) = 1$.

Let us first show that there is $\rho$ that satisfies (ii). Let $\mu^E_k \succ^* \mu_k^E$ if $\mu^E_k \neq \mu^E_k'$ and $\mu^E_k(E_k) = 1$. It is enough to show that $\succ^*$ is acyclic. To show acyclicity, suppose that there are $E^1_k, \ldots, E^T_k$ such that $\mu^E_k(E^t_k) = 1$ for each $t \leq T - 1$ and $\mu^E_k(E^1_k) = 1$.

Note that $\mu^E_k(E_k) = 1$ is equivalent to $\text{supp}(\mu_k) \cap E'_k \subseteq E_k$. Hence, $\mu^E_k(E_k) = 1$ implies $\text{supp}(\mu_k) \cap E'_k \subseteq \text{supp}(\mu_k) \cap E_k$. Then, $\mu^E_k(E^t_k) = 1$ implies $\text{supp}(\mu_k) \cap E'_k \subseteq \text{supp}(\mu_k) \cap E_k$. Hence, $\mu^E_k(E_k) = 1$ implies $\mu^E_k(E'_k) = 1$.

We now show that $P$ has a HT representation with $(\rho, \delta)$ when $\delta$ is large enough. Hence, we shall show that for any $E_k$,

$$\rho(\mu^E_k) \mu^E_k(E_k) = \rho(\mu^E_k) \rho(\mu^E_j) \mu^E_j(E_k)$$

for any $j \neq k$.

For any $j > k$, the above holds since $\rho(\mu^E_k) > \rho(\mu^E_j)$. Suppose now $j < k$. In this case, $\mu_j(E_k) \leq \epsilon$ since $k$ is the lowest index such that $\mu_k(E_k) > \epsilon$. Then, $\mu^E_j(E_k) = BU(\mu_j, E_j)(E_k) = \frac{\mu_j(E_k \cap E_j)}{\mu_j(E_j)}$. Since $\mu_j(E_k) \leq \epsilon$ and $\mu_j(E_j) > \epsilon$, there is a large enough $\delta \in [0, 1)$ such that $\mu^E_j(E_k) \leq \delta$. Hence, by the construction of $\rho$,

$$\rho(\mu^E_k) \rho(\mu^E_j) \geq \rho(\mu^E_j) \mu^E_j(E_k)$$

We finally show that the HT representation correctly chooses $\mu^E_k$ among $\{\mu^E_k\}$ for each $E_k$. When $\mu^E_k(E_k) < 1$, we have

$$\rho(\mu^E_k) \mu^E_k(E_k) \rho_k > \overline{P}_k \mu^E_k(E_k) \rho(\mu^E_k) \mu^E_k(E_k) > \rho(\mu^E_k) \mu^E_k(E_k) \rho(\mu^E_k) \mu^E_k(E_k).$$
When $\mu_{E}^{E'}(E_k) = 1$ and $\mu_{E}^{E'} \neq \mu_{E}'$, 

$$\rho(\mu_{E}^{E})\mu_{E}^{E'}(E_k) > \rho(\mu_{E}^{E'})\mu_{E}^{E'}(E_k).$$

It is immediate from the above construction of $\delta$, $\delta = 0$ whenever $\epsilon = 0$.

A.4 Proof of Theorem 4

Necessity of the axioms is trivial, so we only prove sufficiency. Take $E \in \Sigma$ and a conditional preference relation $\succsim_{E}$.

**Step 1.** By Conditional SEU Preferences, $\succsim_{E}$ admits a state-dependent SEU representation. There are a probability measure $\mu_{E}$ on $S$ and, for each $s \in E$, an expected utility function $U_{s}$ on $\Delta(X)$, such that for all $f, g \in F$:

$$f \succsim_{E} g \quad \text{if and only if} \quad \sum_{s \in E} U_{s}(f(s))\mu_{E}(s) \geq \sum_{\omega \in S_{E}} U_{s}(g(s))\mu_{E}(s).$$

A state $s \in S$ is $\succsim_{E}$-null if and only if $\mu_{E}(s) = 0$. By Consequentialism, states outside of $E$ are $\succsim_{E}$-null. Moreover, $\mu_{E}$ is unique and for each $s \in E$, $U_{s}$ is unique up to a positive affine transformation.

**Step 2.** ($U_{s}$ is state-independent on $F_{E}$). Let $F_{E} = \{s \in S : s \text{ is } \succsim_{E}\text{-feasible}\}$ be the set of feasible states according to $\succsim_{E}$. Take $A = \{s\}$ where $s \in F_{E}$. By Step 1, $\succsim_{\{s\}}$ is SEU with respect to $U'_{s}$ and $\mu_{\{s\}}$ such that for all $f, g \in F$, $f \succsim_{\{s\}} g$ if and only if $U'_{s}(f(s)) \geq U'_{s}(g(s))$ if and only if $U'_{s}(f(s)) \geq U'_{s}(g(s))$ where $f(s) = p$ and $g(s) = q$. Since $A = \{s\}$ is a $\succsim_{E}$-feasible state, by Conditional Consistency, for all lotteries $p, q \in \Delta(X)$,

$$p_{\{s\}} h \succsim_{E} q_{\{s\}} h \quad \text{if and only if} \quad p \succsim_{\{s\}} q,$$

equivalently,

$$U_{s}(p)\mu_{E}(s) \succsim_{E} U_{s}(q)\mu_{E}(s) \quad \text{if and only if} \quad U'_{s}(p) \succsim_{\{s\}} U'_{s}(q),$$

equivalently, by Step 1,

$$U_{s}(p) \geq U_{s}(q) \quad \text{if and only if} \quad U'_{s}(p) \geq U'_{s}(q).$$
Hence, $U'_s$ is a positive affine transformation of $U_s$. Hence, for each $\succeq_E$-feasible state $s$ in $F_E, U_s$ is state-independent and so without loss $U'_s = U_s$.

**Step 3.** (Bayesian updating). Let $A \in \Sigma$ be a $\succeq_E$-feasible event with $A \subseteq E$. Notice that $A$ is $\succeq_E$-feasible if and only if $\mu_E(A) > 0$, or equivalently, $A \cap F_E \neq \emptyset$. Consider acts $f_A h$ and $g_A h$ such that $f_A h \succeq_E g_A h$. By Step 1,

$$\sum_{s \in S} U_s(f_A h(s)) \mu_E(s) \geq \sum_{s \in S} U_s(g_A h(s)) \mu_E(s).$$

By **Consequentialism**, $\mu_E(S \setminus E) = 0$. Thus,

$$\sum_{s \in E} U_s(f_A h(s)) \mu_E(s) \geq \sum_{s \in E} U_s(g_A h(s)) \mu_E(s),$$

or equivalently,

$$\sum_{s \in A} U_s(f(s)) \mu_E(s) \geq \sum_{s \in A} U_s(g(s)) \mu_E(s).$$

By **Conditional Consistency**, $f \succeq_A g$. Thus, by Steps 1 and 2,

$$\sum_{s \in A} U_s(f(s)) \mu_A(s) \geq \sum_{s \in A} U_s(g(s)) \mu_A(s).$$

Since Equations (7) and (8) are equivalent by **Conditional Consistency**, we have Bayesian updating

$$\mu_A(s) = \frac{\mu_E(s)}{\mu_E(A)} \text{ for each } s \in A.$$

**Step 4.** (Ordered surprises). We proceed inductively. Let $S_0 = S$, and consider $\succeq_{S_0}$. We let $\mu_0 = \mu_{S_0}$, and if $\mu_0$ has full support, stop. Otherwise, let $S_1$ denote the set of $\succeq_{S_0}$-null states, and consider $\succeq_{S_1}$. Then, let $\mu_1 = \mu_{S_1}$. By **Consequentialism**, $\mu_1(S_0 \setminus S_1) = 0$. If $\text{supp}(\mu_1) = S_1$, stop. Otherwise, let $S_2$ denote the set of $\succeq_{S_1}$-null states. We proceed in this fashion until we reach a $K$ such that $\text{supp}(\mu_K) = S_K$. Since $S$ is finite, we must eventually stop.

Then $\mathcal{O} = \langle \mu_0, \ldots, \mu_K \rangle$ constitutes an OS representation. To see why, note that by construction $\text{supp}(\mu_k) \cap \text{supp}(\mu_{k'}) = \emptyset$ if $k \neq k'$ and $\bigcup_{k=0}^K \text{supp}(\mu_k) = S$. Further, from
the preceding step, it follows that for every $E$,

$$
P(\cdot|E) = \mu_E = BU(\mu_{k^*}, E) = BU(\mu_{S_{k^*}}, E)
$$

where $k^* = \min\{k \leq K \mid \mu_k(E) > 0\}$.

**Step 5.** Combining steps, it follows that for each $k$ there is a $u_k$ such that $\succsim_E$ is represented by $(u_{k^*}, P(\cdot|E))$, where $P(\cdot|E) = BU(\mu_{k^*}, E)$ and $k^* = \min\{k \leq K \mid \mu_k(E) > 0\}$.

### A.5 Proof of Proposition 1

Given an OS representation, fix $k > 0$ and consider some $E$ with $\mu_k(E) > 0$. By **Risk Independence**, it follows that for every $p, q \in \Delta(X)$, $p \succsim q$ iff $p \succsim_E q$. Consequently, $u_0(p) \geq u_0(q)$ iff $u_k(p) \geq u_k(q)$, and so by standard results $u_0$ and $u_k$ represent the same risk preferences.
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