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Abstract. In a generic satellite relative pose estimation pipeline, finding sufficient features in objects is quite essential to build the correct matching relationship and then solve the relative movement. However, for low-earth-orbit (LEO) satellites, since the earth background contains much more texture than objects, an object segmentation process is necessary to provide a prior range for feature extraction. In this work, we address this task with the pre-trained Deeplabv3 and fully convolutional network (FCN). Unlike the fine-tuning or transfer learning processes in other researches, we obtain probabilistic maps from the high-dimensional output of the above-mentioned CNN models and achieve a rough satellite extraction. Our method makes Deeplabv3 and FCN models work in a totally unfamiliar LEO scene and still achieves 0.2927 and 0.2122 in average intersection over union (IoU) respectively.

1. Introduction

Estimating the relative pose between the observer and satellite is essential for many astronautic tasks, such as rendezvous and docking, formation flying, and space debris removal. Because of the low energy consumption, slight mass, and relatively high working frequency, camera units are the mainstream to acquire necessary information. According to the multiple view geometry, the relative movement can be computed by extracting and matching feature points in images. However, too many points are needed in these point-based methods, and this makes them difficult to be implemented in astronautic fields. Especially in low-earth-orbit (LEO) satellites, the movement of the background may also be extracted in the aforementioned process. Therefore, compared with feature decreasing methods [1-2], the target segmentation is a feasible and necessary solution to provide a prior location for the satellite relative pose estimation and decrease the required point amount.

With the development of convolutional neural networks (CNNs), learning-based methods show great potential in the field of image segmentation. By using high-performance graphics processing units, the classification of each pixel in images can be rapidly obtained. Recently, learning-based methods are also implemented in astronautic tasks, such as feature point extraction [3] and pose estimation [4]. Though a large number of synthesis images are generated in these works, there are few semantically annotated datasets in astronautic fields. Moreover, it is still uncertain whether these synthetic images can reflect the real aerospace scene.

Therefore, we choose pre-trained semantic segmentation models rather than construct a new model. These models are trained on numerous real images and achieve high performance in generic scenes. For the totally unfamiliar LEO scene, in which the earth texture and the satellite are not trained, we find the object can still be captured by these models. This phenomenon occurs in both fully convolutional network (FCN) [5] and DeepLab [6] models according to their output probabilistic maps. In this work, we achieve a rough satellite segmentation through this object extraction ability. Since our method does not include an additional training process, it has a higher generalization ability compared with other fine-tuning methods.
The rest of this paper is organized as follows. In Section 2, we show our proposed method in detail and how to apply it to a pre-trained semantic segmentation model. In Section 3, the extraction results are evaluated in synthetic images. The conclusion is presented in Section 4.

2. Satellite segmentation method

In this section, we first introduce the input and output process of a semantic segmentation model. Then we show the object capturing ability of FCN and Deeplabv3 [7] for a synthetic LEO image. At last, we describe our whole method in detail with an example.

2.1. Semantic segmentation process

A generic semantic segmentation process is recorded as follows. Firstly, the image is normalized by the mean and variance of the training dataset. Then the input $3 \times H \times W$ image is transformed into a $(N+1) \times H \times W$ result through the deep learning process of down-sampling and up-sampling. $H$, $W$, $N$ are the image height, width, and the classification number of the training dataset, respectively. The additional dimension of the output in classification is used to cope with the pixels without any label, namely the background. As shown in Figure 1, each pixel corresponds with a $(N+1)$ dimensional output, the classification of this pixel is the index of the largest value.
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Fig. 1 Image segmentation process

Take the famous FCN and Deeplabv3 as examples, they are trained on a subset of COCO train2017, and they both take 20 classifications that are presented in the Pascal VOC dataset. Therefore, since the scene in aerospace is not trained, the segmentation for an LEO satellite image leads to a failure, and all pixels are classified as the background.

2.2. Satellite capturing by probabilistic map

Since the output of each pixel is a 21-dimension vector, it can be converted into a form of probabilities through the softmax function. We denote the $i$-th largest probability of all pixels as $P_i$ ($i = 1, ..., N+1$), and their corresponding indices map is dubbed as $\text{Ind}_i$. It is worth mentioning that $P_0$ and $P_{\text{Ind}1}$ are completely equivalent since all pixels are classified as the background by the original CNN output. Then $(1 - P_0)$ is the probabilistic map that the pixels are not the background. The probabilistic maps are computed by Deeplabv3 and FCN with the ResNet50 or ResNet101 [8] backbone. In Figure 2, it clearly shows that the satellite object is captured even though the scene is unfamiliar. The satellite area contains an obvious larger probability than its neighbors.
Fig. 2 \((1 - P_0)\) of Deeplabv3 and FCN. The left is an unfamiliar LEO scene, the center, and the right images are the \((1 - P_0)\) probabilistic maps of Deeplabv3 + ResNet101 and FCN + ResNet101, respectively.

In addition, as shown in Figure 3, the satellite is also extracted in the second-largest classification probabilistic map, which is dubbed as \(P_{Ind2}\). According to our experiments, even in \(P_{Ind3}\) and \(P_{Ind4}\), the satellite can be captured. This means that, though without additional training, these pre-trained CNN models have recognized the pixels in this region belong to a whole object, but they do not know the corresponding classification. It is worth mentioning that, besides the object region, image border pixels also usually lead to high values. This phenomenon is more clear in results computed by FCN than Deeplabv3.

Fig. 3 \(P_{Ind2}\) of Deeplabv3 and FCN

2.3. Segmentation with a pre-trained model

For the probabilistic map of \((1 - P_0)\), we take the median value as its threshold. The pixels higher than 2 times the threshold are marked. The same operation is utilized for the map of \(P_{Ind1}\). If a pixel is marked in both maps, it is segmented in the original image. The whole segmentation process of our method is shown in Figure 4. In the computation of the median value, the region within 50 pixels of the image edge is not counted. We take the opening operation in image morphology to filter too small regions.
Fig. 4 The proposed segmentation method

The result is a rough segmentation compared with fine-tuning methods. However, since there is no training process in our method, this result comes from a totally unfamiliar scene, our method relies on the object capturing ability of pre-trained CNN models and has a better generalization than fine-tuning methods.

3. Experiments

3.1. LEO image synthesis

The satellite model is the OSIRIS-REx model from NASA [9], the earth and cloud map comes from Zoom Earth [10]. First, we randomly select a square region with random width and length from 50 to 200 pixels. Then this region is enlarged to a $600 \times 600$ pixels background image. The random region choice and magnification simulate the observations in different heights.

Besides, we use Pyrender to obtain the object images with different poses. The object area is covered in the background image. We also add white noise and a Gaussian filter to make the synthetic image blurred and disturbed. Some examples are shown in Figure 5.

Fig. 5 Synthetic image examples

3.2. Method evaluation

We generate 500 images with the aforementioned method. For FCN and Deeplabv3, we choose ResNet50 and ResNet101 as the backbones in each model, these pre-trained models are provided by Pytorch. We compute the average intersection over union (IoU) in Table 1. The edge constraint IoU is
the result if the remarked pixels near the image edge are additionally removed. In our experiment, we find most of the outliers come from these regions.

| Model                | IoU (all pixels) | IoU (edge constraint) |
|----------------------|------------------|-----------------------|
| FCN + ResNet50       | 0.0770           | 0.1253                |
| FCN + ResNet101      | 0.1094           | 0.2122                |
| Deeplabv3 + ResNet50 | 0.1387           | 0.2226                |
| Deeplabv3 + ResNet101| 0.1749           | 0.2927                |

4. Conclusion

In this work, we propose a satellite segmentation method with pre-trained CNN models. Since the LEO images are not trained by the off-the-shelf models, our method has better generalization ability compared with the fine-tuning methods. The segmentation results are rough, but they can provide prior information about the satellite location. Our method can be used in the pre-processing in aerospace tasks such as satellite tracking, and it can effectively decrease the feature points extracted from the background. However, the classification output of the pre-trained model is not utilized. A good solution is to divide the segmentation result into different regions, and a region matching algorithm can be applied according to its classification results.
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