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Abstract: We consider supersymmetric field theories on compact manifolds \( \mathcal{M} \) and obtain constraints on the parameter dependence of their partition functions \( Z_\mathcal{M} \). Our primary focus is the dependence of \( Z_\mathcal{M} \) on the geometry of \( \mathcal{M} \), as well as background gauge fields that couple to continuous flavor symmetries. For \( \mathcal{N} = 1 \) theories with a \( U(1)_R \) symmetry in four dimensions, \( \mathcal{M} \) must be a complex manifold with a Hermitian metric. We find that \( Z_\mathcal{M} \) is independent of the metric and depends holomorphically on the complex structure moduli. Background gauge fields define holomorphic vector bundles over \( \mathcal{M} \) and \( Z_\mathcal{M} \) is a holomorphic function of the corresponding bundle moduli. We also carry out a parallel analysis for three-dimensional \( \mathcal{N} = 2 \) theories with a \( U(1)_R \) symmetry, where the necessary geometric structure on \( \mathcal{M} \) is a transversely holomorphic foliation (THF) with a transversely Hermitian metric. Again, we find that \( Z_\mathcal{M} \) is independent of the metric and depends holomorphically on the moduli of the THF. We discuss several applications, including manifolds diffeomorphic to \( S^3 \times S^1 \) or \( S^2 \times S^1 \), which are related to supersymmetric indices, and manifolds diffeomorphic to \( S^3 \) (squashed spheres). In examples where \( Z_\mathcal{M} \) has been calculated explicitly, our results explain many of its observed properties.
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1 Introduction

We consider supersymmetric field theories on compact manifolds $\mathcal{M}$, focusing on theories with four supercharges and a $U(1)_R$ symmetry in four dimensions ($\mathcal{N} = 1$) and three dimensions ($\mathcal{N} = 2$). In addition to a Riemannian metric $g_{\mu\nu}$, the existence of one or several supercharges on $\mathcal{M}$ generally requires the presence of additional geometric structures. The supersymmetric Lagrangian $\mathcal{L}_\mathcal{M}$ of the theory on $\mathcal{M}$ depends on these structures, as well as other data, such as the couplings in the original flat-space Lagrangian or background gauge fields that couple to continuous flavor symmetries. In some examples, the partition function $Z_\mathcal{M}$ of the supersymmetric field theory on $\mathcal{M}$ has been calculated exactly and was found to only depend on a finite number of continuous parameters, rather than all the data used to define $\mathcal{L}_\mathcal{M}$. In this paper, we derive a priori constraints on the parameter dependence of $Z_\mathcal{M}$. Our primary focus is the dependence on the geometry of the supersymmetric background. The constraints follow from general properties of supersymmetric field theories with a $U(1)_R$ symmetry and do not rely on a weakly coupled Lagrangian description or detailed computations in specific models.
Following [1], we describe supersymmetric field theories on $\mathcal{M}$ by embedding the metric $g_{\mu\nu}$ into a non-dynamical supergravity multiplet, which also includes a gravitino $\Psi_{\mu}$ and various other background fields. A configuration of the bosonic supergravity background fields on $\mathcal{M}$ preserves a rigid supercharge $Q$ if and only if the corresponding variation of the gravitino vanishes, $\delta_Q \Psi_{\mu} = 0$. Once a supersymmetric background on $\mathcal{M}$ has been found, supersymmetric Lagrangians for the dynamical fields, as well as their supersymmetry transformations, follow from the corresponding supergravity formulas.

Around flat space, a supersymmetric field theory couples to supergravity via its supercurrent multiplet, which contains the energy-momentum tensor and the supersymmetry current. In principle, these linearized couplings can be non-linearly completed via the Noether procedure.\footnote{In general, the non-linear completion is not unique, e.g. due to higher-order curvature couplings. We will restrict ourselves to a minimal completion of the linearized theory, which reduces to the original flat-space theory at short distances.} This highlights the importance of the supercurrent multiplet for elucidating the structure of the the supersymmetric theory on $\mathcal{M}$. We will analyze how $Z_\mathcal{M}$ depends on the geometry of $\mathcal{M}$ by studying the case when $\mathcal{M}$ is a small deformation around flat space. The Lagrangian $\mathcal{L}_\mathcal{M}$ then differs from the original flat-space Lagrangian by a deformation $\Delta \mathcal{L}$, which is constructed from the operators in the supercurrent multiplet. The transformation properties of the supercurrent under the preserved supercharge $Q$ imply that certain deformations of $\mathcal{M}$ lead to a $Q$-exact $\Delta \mathcal{L}$. Hence, they cannot affect the partition function $Z_\mathcal{M}$. Similarly, the dependence of $Z_\mathcal{M}$ on background vector fields can be studied using the linearized coupling to a flavor current multiplet.

It may seem surprising that a linearized analysis around flat space leads to general conclusions about the parameter dependence of $Z_\mathcal{M}$ for arbitrary supersymmetric backgrounds. This logic is standard in the context of topologically twisted theories (see for instance [2]). There one defines a scalar supercharge $Q$ on $\mathcal{M}$ so that a suitably defined energy-momentum tensor in the original flat-space theory is $Q$-exact. Since $Q$ is a scalar, this is sufficient to conclude that the partition function $Z_\mathcal{M}$ is independent of the metric for arbitrary $\mathcal{M}$, not just small deformations around flat space, and hence it is a topological invariant. Below, we will study manifolds $\mathcal{M}$ with additional geometric structure and the supercharge $Q$ will transform as a scalar under certain adapted coordinate transformations. This allows us to make an analogous argument for the independence of $Z_\mathcal{M}$ on deformations that couple to $Q$-exact operators in the supercurrent multiplet.\footnote{More precisely, this statement holds for a particular choice of local counterterms in the background fields, which must be consistent with other physical requirements. The non-existence of such a choice signals the presence of an anomaly. (See [3, 4] for an example in three dimensions.) Throughout, we will ignore possible anomalies and assume that the counterterms have been suitably adjusted. (In this context, four-dimensional superconformal anomalies were recently discussed in [5].)}

Even though $Z_\mathcal{M}$ is no longer a topological invariant, we will see that supersymmetry restricts its dependence on the geometry of $\mathcal{M}$ to a finite-dimensional parameter space. We have also analyzed the parameter dependence of $Z_\mathcal{M}$ using the full non-linear background supergravity formalism. This requires additional technical machinery, which obscures the conceptual simplicity of the results. In this paper we only present the linearized analysis; the non-linear analysis will be discussed elsewhere.
Our approach hinges on a detailed understanding of the relevant supercurrent multiplets. The different supercurrents that arise in theories with four supercharges were analyzed in [6, 7]. In the presence of a U(1)$_R$ symmetry, the appropriate supercurrent is the $\mathcal{R}$-multiplet. Below, we will review the $\mathcal{R}$-multiplet, the associated background supergravity fields, and the geometric structures that are needed to preserve supersymmetry. We also identify supersymmetric configurations for background gauge fields. This will enable us to summarize our results on the parameter dependence of supersymmetric partition functions. We first consider $\mathcal{N} = 1$ theories in four dimensions (sections 1.1–1.3), and then give a parallel discussion for $\mathcal{N} = 2$ theories in three dimensions (sections 1.4–1.6). In section 1.7 we sketch the implications of our results for two examples of recent interest. Section 1.8 contains an outline of the paper.

1.1 Supersymmetric backgrounds in four dimensions

In four-dimensional $\mathcal{N} = 1$ theories, the $\mathcal{R}$-multiplet contains the operators

\begin{equation}
\begin{aligned}
j^{(R)}_{\mu}, \quad S_{\alpha\mu}, \quad \bar{S}_{\dot{\alpha} \mu}, \quad T_{\mu\nu}, \quad F_{\mu\nu},
\end{aligned}
\end{equation}

where $j^{(R)}_{\mu}$ is the $R$-current, $S_{\alpha\mu}$ and $\bar{S}_{\dot{\alpha} \mu}$ are the supersymmetry currents, $T_{\mu\nu}$ is the energy-momentum tensor, and $F_{\mu\nu}$ is a closed two-form, which gives rise to a two-form current $i \varepsilon_{\mu\nu\rho\lambda} F_{\rho\lambda}$. The supergravity background fields that couple to these conserved currents are given by

\begin{equation}
\begin{aligned}
A^{(R)}_{\mu}, \quad \Psi_{\alpha\mu}, \quad \bar{\Psi}_{\dot{\alpha} \mu}, \quad \Delta g_{\mu\nu}, \quad B_{\mu\nu},
\end{aligned}
\end{equation}

where $A^{(R)}_{\mu}$ is an Abelian gauge field, $\Psi_{\alpha\mu}$ and $\bar{\Psi}_{\dot{\alpha} \mu}$ are gravitinos, $\Delta g_{\mu\nu}$ is the linearized metric (so that $g_{\mu\nu} = \delta_{\mu\nu} + \Delta g_{\mu\nu}$), and $B_{\mu\nu}$ is a two-form gauge field. We will also use the three-form field strength $H_{\mu\nu\rho}$ of $B_{\mu\nu}$, and its dual $V_{\mu}$, which is a conserved vector,

\begin{equation}
H = dB, \quad V_{\mu} = \frac{i}{6} \varepsilon^{\mu\nu\rho\lambda} H_{\nu\rho\lambda}, \quad \nabla_{\mu} V_{\mu} = 0 .
\end{equation}

The linearized supergravity couplings around flat space are given by

\begin{equation}
\Delta \mathcal{L} = -\frac{1}{2} \Delta g^{\mu\nu} T_{\mu\nu} + A^{(R)\mu} j^{(R)}_{\mu} + \frac{i}{4} \varepsilon^{\mu\nu\rho\lambda} F_{\mu\nu} B_{\rho\lambda} + \text{fermions} .
\end{equation}

Their non-linear completion is the new minimal supergravity theory of [12, 13].

---

3Some field theories admit more than one kind of supercurrent multiplet. They can therefore be coupled to different background supergravity fields, which give rise to different classes of supersymmetric manifolds $\mathcal{M}$. See [1, 8–11] for a discussion in four dimensions.

4In the presence of continuous Abelian flavor symmetries that can mix with the $R$-symmetry, the $\mathcal{R}$-multiplet is not unique. We will assume throughout that a fixed $\mathcal{R}$-multiplet has been chosen. As we will see below, some supersymmetric backgrounds impose restrictions on the allowed $R$-charges.

5In Euclidean signature, all spinors are complex. Moreover, left- and right-handed spinors in four dimensions are not related by complex conjugation. Our conventions are summarized in appendix A.

6Our $A^{(R)}_{\mu}$ is related to the $R$-symmetry gauge field $A_{\mu}$ used in [9] by $A^{(R)}_{\mu} = A_{\mu} - \frac{3}{2} V_{\mu}$, where $V_{\mu}$ is defined in (1.3).
A configuration of $g_{\mu\nu}$, $A^{(R)}_{\mu}$, $B_{\mu\nu}$ on a four-manifold $M_4$ preserves a supercharge $Q$ or $\tilde{Q}$ of $R$-charge $-1$ or $+1$, if the supergravity variations $\delta_Q \Psi_\mu$ or $\delta_{\tilde{Q}} \tilde{\Psi}_\mu$ vanish \cite{1}. (The other variations $\delta_Q \tilde{\Psi}_\mu$ and $\delta_{\tilde{Q}} \Psi_\mu$ vanish automatically, due to the $R$-symmetry.) This happens when the corresponding spinor parameters $\zeta_\alpha$ or $\tilde{\zeta}^{\dot{\alpha}}$, which have $R$-charge $+1$ and $-1$, satisfy the following (generalized) Killing spinor equations,

\begin{align*}
(\nabla_\mu - i A^{(R)}_\mu) \zeta &= \frac{i}{2} V_\mu \zeta - i V^\nu \sigma_{\mu\nu} \zeta, \\
(\nabla_\mu + i A^{(R)}_\mu) \tilde{\zeta} &= -\frac{i}{2} V_\mu \tilde{\zeta} + i V^\nu \tilde{\sigma}_{\mu\nu} \tilde{\zeta}.
\end{align*}

It was shown in \cite{9, 14} that a solution of the first equation exists if and only if $M_4$ admits an integrable complex structure $J_{\mu\nu}$ and $g_{\mu\nu}$ is a compatible Hermitian metric.\footnote{A solution with $V^\mu = 0$ exists if and only if $M_4$ is Kähler. This corresponds to the twisted theories studied in \cite{2, 15}.} \footnote{This differs from the conventions of \cite{9} by a sign, so that the holomorphic coordinates used there correspond our anti-holomorphic coordinates.} (See appendix B for a review of complex manifolds.) In this case the Killing spinor $\zeta_\alpha$ is everywhere non-zero and determines the complex structure,

$$J^\mu_{\nu} = -\frac{2i}{|\zeta|^2} \zeta^\dagger \sigma^{\mu\nu} \zeta.$$  \hfill (1.6)

The spinor also defines a nowhere vanishing $(2,0)$-form $\zeta \sigma^{\mu\nu} \zeta$. The supercharge $Q$ corresponding to $\zeta_\alpha$ transforms as a scalar under holomorphic coordinate transformations twisted by suitable $R$-symmetry transformations \cite{9}. As was discussed above, this is essential for the validity of our linearized analysis.

The complex structure and the metric constrain, but do not completely determine, the other supergravity background fields. The field strength of $B_{\mu\nu}$ takes the form

$$H = \frac{i}{2} \, dJ + W, \quad W \in \Lambda^{2,1}, \quad \bar{\partial} W = 0.$$  \hfill (1.7)

Here $(dJ)_{\mu\nu\rho} = \partial_\mu J_{\nu\rho} + \partial_\nu J_{\rho\mu} + \partial_\rho J_{\mu\nu}$ and $W_{\mu\nu}^{\mathbb{R}}$ is a $\bar{\partial}$-closed $(2,1)$-form. Note that the $B$-field is only determined up to a flat piece. The $R$-symmetry gauge field is given by

$$A_\mu^{(R)} = \hat{A}_\mu - \frac{1}{4} (2 \delta_\mu^\nu - i J^\mu_{\nu}) \nabla_\rho J^\rho_{\nu}, \quad \hat{A}_i = \frac{i}{8} \partial_i \log g, \quad \hat{A}_{\dot{i}} = -\frac{i}{8} \partial_{\dot{i}} \log g,$$  \hfill (1.8)

up to a globally defined complex gauge transformation. The formula for $\hat{A}_\mu$ is only valid in holomorphic coordinates adapted to $J^\mu_{\nu}$. However, its field strength can be written in fully covariant form using the Riemann curvature tensor and the complex structure.

We will also consider backgrounds that admit another Killing spinor $\tilde{\zeta}^{\dot{\alpha}}$, which solves the second equation in (1.5). (See \cite{9} for additional details.) In this case we obtain a nowhere vanishing vector $K^\mu = \zeta \sigma^{\mu\nu} \zeta$, which is Killing and anti-holomorphic with respect to the complex structure $J^\mu_{\nu}$ in (1.6). As long as $K$ commutes with its complex conjugate,
\([K, \overline{K}] = 0\), we can choose holomorphic coordinates \(w, z\) adapted to \(J^{\mu\nu}\) and \(K^\mu\) such that \(K = \partial w\). The metric then takes the form
\[
ds^2 = \Omega(\zeta, \overline{\zeta})(dw + h(z, \overline{\zeta})dz)(d\overline{w} + \overline{h}(z, \overline{\zeta})d\overline{\zeta}) + c(z, \overline{\zeta})^2 dz d\overline{\zeta},
\]
(1.10)
which describes a \(T^2\) fibration over a Riemann surface \(\Sigma\). Now both supercharges \(Q\) and \(\tilde{Q}\) are scalars under holomorphic coordinate transformations of the form \(w' = w + F(z), z' = G(z)\), which preserve \(K\) and the form of the metric in (1.10). The other background fields are still given by (1.7) and (1.8), except that only \(W_{wz}\) may be non-zero.

Manifolds that preserve four supercharges are very restricted. In the compact case, they include the flat torus \(T^4\) and \(S^3 \times S^1\) with the usual round metric [1, 9].

1.2 Background vector fields in four dimensions

If the field theory possesses a continuous flavor symmetry, which commutes with the supercharges, we can couple it to a background gauge field. For simplicity, we will focus on the Abelian case throughout this paper. (The generalization to the non-Abelian case is straightforward, and we will refer to it occasionally.) In flat space, the conserved flavor current \(J_\mu\) is embedded in a real linear multiplet \(J\) along with a scalar \(J\) and fermions \(j_\alpha\) and \(\tilde{j}^\dot{\alpha}\). These operators couple to a background gauge field \(A_\mu\), a scalar \(D\), and gauginos \(\lambda_\alpha\) and \(\tilde{\lambda}^\dot{\alpha}\).

In order to determine which configurations of the bosonic fields \(A_\mu\) and \(D\) are consistent with the preserved supercharge \(Q\) on a complex manifold \(M_4\), we follow the same logic as for the gravity multiplet and set the variation of the gaugino to zero, \(\delta Q \lambda = 0\). From the corresponding formula in new minimal supergravity,
\[
\delta Q \lambda = i\zeta D + \sigma^{\mu\nu} \zeta F_{\mu\nu},
\]
(1.11)
where \(F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu\) is the field strength of \(A_\mu\). Using the fact that \(\zeta_\alpha\) determines the complex structure through (1.6) and the nowhere vanishing (2, 0)-form \(\zeta_\sigma_{\mu\nu}\), we find that setting (1.11) to zero implies the following constraints,
\[
F_{\dot{\alpha} \overline{\alpha}} = 0, \quad D = -\frac{1}{2} J^{\mu\nu} F_{\mu\nu}.
\]
(1.12)
As we will review in section 2.3, the first condition implies that \(A_\mu\) defines a holomorphic line bundle over the complex manifold \(M_4\). The second condition determines \(D\) in terms of the (1, 1) part of the field strength. (These formulas generalize to the non-Abelian case,

\[\text{[16]}\] for a related discussion in three dimensions.

---
where the background gauge field defines a holomorphic vector bundle over $\mathcal{M}_4$.) As for the background fields in the supergravity multiplet, we do not assume that $A_\mu, D$ are real.

For the case of two supercharges $Q$ and $\tilde{Q}$ considered around (1.10), we must also set $\delta Q \tilde{\lambda} = 0$, so that we find additional constraints,\(^{11}\)

$$F_{\bar{w} w} = F_{\bar{z} \bar{w}} = 0 \, .$$

(1.14)

If we choose to restrict ourselves to real $A_\mu$, this implies that the only non-vanishing component of the curvature is $F_{zz}$.

In order to preserve four supercharges, $A_\mu$ must be a flat connection, i.e. $F_{\mu \nu} = 0$.

### 1.3 Summary of results in four dimensions

We can now summarize the data that enters the supersymmetric Lagrangian on the complex manifold $\mathcal{M}_4$, in the presence of one supercharge $Q$:

- The integrable complex structure $J^\mu \nu$.
- A compatible Hermitian metric $g_{\bar{\tau} \tau}$.
- The $(2, 1)$-form $W$ in (1.7), which satisfies $\bar{\partial} W = 0$.
- Abelian background gauge fields, which satisfy (1.12) and define holomorphic line bundles. (In the non-Abelian case, holomorphic vector bundles.)
- Coupling constants, including the parameters in the original flat-space Lagrangian.\(^{12}\)

This data can often be varied continuously. For complex structures, Hermitian metrics, and holomorphic line bundles, this requires basic aspects of deformation theory, which are reviewed in section 2. A key fact is that moduli spaces of complex structures and holomorphic line bundles are parametrized by finitely many complex parameters, as long as $\mathcal{M}_4$ is compact. The Lagrangian also depends on various discrete choices, such as the topology of $\mathcal{M}_4$ and the topology of the gauge bundle for $A_\mu$, or discrete coupling constants.\(^{13}\)

We would like to understand how the partition function $Z_{\mathcal{M}_4}$ behaves as we vary the continuous data summarized above. For the geometric data, this is analyzed in section 3, where we study small deformations around flat space using the $Q$-cohomology of the operators in the $\mathcal{R}$-multiplet or the flavor current multiplet $\mathcal{J}$. This leads to the following constraints on the partition function $Z_{\mathcal{M}_4}$:

- For a fixed complex structure, $Z_{\mathcal{M}_4}$ does not depend on the Hermitian metric.

\(^{11}\)The variation of $\tilde{\lambda}^\alpha$ is given by

$$\delta \tilde{\lambda} = -i \tilde{\zeta} D + \bar{\tilde{n}}^{\mu \nu} \tilde{\zeta} F_{\mu \nu} \, .$$

(1.13)

To obtain the constraints that follow from setting it to zero, we use the bilinears determined by $\tilde{\zeta}^\alpha$, which are summarized in footnote 9.

\(^{12}\)On some backgrounds, it is possible to promote certain coupling constants to background fields, without breaking the preserved supercharges. See section 1.5 for an example.

\(^{13}\)See [17] for a recent example. Sometimes, couplings that are continuous in flat space must be quantized in non-trivial backgrounds (see below).
• $Z_{M_4}$ is a locally holomorphic function of the complex structure moduli.

• $Z_{M_4}$ only depends on the $(2,1)$-form $W$ through its Dolbeault cohomology class in $H^{2,1}(M_4)$. Moreover, $Z_{M_4}$ does not depend on $W$ at all, unless the theory has Fayet-Iliopoulos (FI) terms or a target space whose Kähler form is not exact.\footnote{Under these conditions the flat-space theory does not admit a Ferrara-Zumino (FZ) supercurrent multiplet \cite{Ferrara:1979zv, Wess:1979}.
}

• $Z_{M_4}$ only depends on background gauge fields through the corresponding holomorphic line (or vector) bundles. It is a locally holomorphic function of the bundle moduli.

We have also obtained the following results about the dependence of the partition function on continuous couplings:

• $Z_{M_4}$ does not depend on $D$-terms.\footnote{By a $D$-term we mean a term in the Lagrangian that is constructed from the top component of a well-defined superfield. This does not apply to FI-terms, which reside in the top components of gauge non-invariant vector superfields.}

• $Z_{M_4}$ does not depend on chiral $F$-terms, but it may be a locally holomorphic function of anti-chiral $F$-terms.

We will not present the proof of these two statements here, since they do not readily follow from a linearized analysis around flat space. However, it is clear that the corresponding terms in the flat-space Lagrangian are $Q$-exact.

In the presence of additional supercharges, the partition function is further constrained. For the case of two supercharges $Q$ and $\tilde{Q}$ of opposite $R$-charge, the dependence of $Z_{M_4}$ on some complex structure and holomorphic line bundle moduli, as well as on anti-chiral $F$-terms, disappears.

1.4 Supersymmetric backgrounds in three dimensions

The $R$-multiplet in three-dimensional $\mathcal{N} = 2$ theories was studied in \cite{Fayet:1976et, Wess:1977vio, Dine:1981za}. It contains the following operators:

\begin{equation}
\begin{aligned}
&j^{(R)}_\mu, \ S_{\alpha\mu}, \ \tilde{S}_{\alpha\mu}, \ T_{\mu\nu}, \ j^{(Z)}_\mu, \ J^{(Z)}.
\end{aligned}
\end{equation}

Here $j^{(R)}_\mu$ is the $R$-current, $S_{\alpha\mu}$ and $\tilde{S}_{\alpha\mu}$ are the supersymmetry currents, $T_{\mu\nu}$ is the energymomentum tensor, $j^{(Z)}_\mu$ is the current that gives rise to the central charge $Z$ in the flat-space supersymmetry algebra, and $J^{(Z)}$ is a well-defined scalar, which gives rise to a two-form current $i\varepsilon_{\mu\nu\rho}\partial^\rho J^{(Z)}$. The corresponding supergravity theory was recently studied in superspace \cite{Bagger:1988}, as well as in components \cite{Fayet:1976et, Wess:1977vio, Dine:1981za}. The supergravity background fields that couple to the operators in (1.15) are given by\footnote{Again, our $A^{(R)}_\mu$ is related to the $R$-symmetry gauge field $A_\mu$ used in \cite{Dine:1981za} by $A^{(R)}_\mu = A_\mu - \frac{3}{2}V_\mu$, where $V_\mu$ is defined in (1.17).}

\begin{equation}
\begin{aligned}
&A^{(R)}_\mu, \ \Psi_{\alpha\mu}, \ \tilde{\Psi}_{\alpha\mu}, \ \Delta g_{\mu\nu}, \ C_\mu, \ H,
\end{aligned}
\end{equation}
where \( A^{(R)}_\mu \) and \( C_\mu \) are Abelian gauge fields, \( \Psi_{\alpha\mu} \) and \( \tilde{\Psi}_{\tilde{\alpha}\mu} \) are the gravitinos, \( \Delta g_{\mu\nu} \) is the linearized metric, and \( H \) is a scalar. Note that the graviphoton \( C_\mu \), which couples to the dimension three operator \( j_\mu(\mathcal{Z}) \), is dimensionless. We will also use the dual graviphoton field strength \( V_\mu \), which is a conserved vector,

\[
V_\mu = -i \varepsilon^{\mu\nu\rho} \partial_\nu C_\rho , \quad \nabla_\mu V_\mu = 0 .
\]

The linearized coupling of the \( R \)-multiplet to the supergravity fields takes the form

\[
\Delta \mathcal{L} = -\frac{1}{2} \Delta g^{\mu\nu} T_{\mu\nu} + A^{(R)\mu} j_\mu^{(R)} + C_\mu j_\mu^{(Z)} + H j^{(Z)} + \text{(fermions)} .
\]

The variations of \( \Psi_\mu \) and \( \tilde{\Psi}_{\tilde{\mu}} \) lead to generalized Killing spinor equations in three dimensions. A supercharge \( Q \) or \( \tilde{Q} \) corresponds to a spinor \( \zeta_\alpha \) or \( \tilde{\zeta}_{\tilde{\alpha}} \) that satisfies

\[
\begin{align*}
\left( \nabla_\mu - i A^{(R)}_\mu \right) \zeta &= -\frac{1}{2} H \gamma_\mu \zeta + \frac{i}{2} V_\mu \zeta - \frac{1}{2} \varepsilon_{\mu\nu\rho} V^\nu \gamma^\rho \zeta , \\
\left( \nabla_\mu + i A^{(R)}_\mu \right) \tilde{\zeta} &= -\frac{1}{2} H \gamma_\mu \tilde{\zeta} - \frac{i}{2} V_\mu \tilde{\zeta} + \frac{1}{2} \varepsilon_{\mu\nu\rho} V^\nu \gamma^\rho \tilde{\zeta} .
\end{align*}
\]

These equations were analyzed in [16] (see also [14, 22]). A solution of the first equation exists if and only if \( \mathcal{M}_3 \) admits a certain mathematical structure — a transversely holomorphic foliation (THF) with a compatible transversely Hermitian metric — whose properties closely parallel those of integrable complex structures and Hermitian metrics.\(^{17}\) These structures have been studied in the mathematical literature, see for instance [23–25]. Three-manifolds admitting a THF are very restricted and were classified in [26–28]. Topologically, all of them are Seifert manifolds or \( T^2 \) bundles over \( S^1 \).

A review of THFs can be found in section 5.1. For now we will only need to know that they can be described in terms of a nowhere vanishing one-form \( \eta_\mu \) and a tensor \( \Phi^{\mu\nu} = -\varepsilon^{\mu\nu\rho} \eta_\rho , \)^{18} which is defined using a compatible metric. The role of \( \Phi^{\mu\nu} \) is similar to that of the complex structure tensor \( J^{\mu\nu} \). The THF implies the existence of adapted coordinates \( \tau, z, \bar{z}, \) in which

\[
\eta = d\tau + h(\tau, z, \bar{z}) dz + \overline{h}(\tau, z, \bar{z}) d\bar{z} , \quad \quad ds^2 = \eta^2 + c(\tau, z, \bar{z})^2 dz d\bar{z} .
\]

Adapted coordinate patches are related by transformations of the form \( \tau' = \tau + t(z, \bar{z}) \) and \( z' = f(z) \), where \( f(z) \) is holomorphic. As in four dimensions, the supercharge \( Q \) corresponding to \( \zeta_\alpha \) transforms as a scalar under such adapted coordinate changes after a suitable twist by the \( R \)-symmetry, which allows us to study the dependence of the partition

\(^{17}\)In [16], the conditions for supersymmetry were stated in terms of an almost contact metric structure that satisfies a certain integrability condition. This structure is equivalent to a THF with a transversely Hermitian metric. We are grateful to Maxim Kontsevich for pointing this out to us.

\(^{18}\)This differs from the definition in [16] by a sign.
function on the background geometry by considering small deformations around flat space. The one-form $\eta_\mu$ can be expressed in terms of $\zeta_\alpha$, which is everywhere non-zero,

$$\eta_\mu = \frac{1}{|\zeta|^2} \xi^\dagger \gamma_\mu \zeta .$$  \(1.22\)

The spinor also determines a nowhere vanishing one-form $\zeta \gamma_\mu \zeta$, which in adapted coordinates only has a $z$-component.

The dual graviphoton field strength $V^\mu$ is determined in terms of $\eta_\mu$ and $g_{\mu\nu}$, up to an ambiguity parametrized by a vector $U^\mu$ and a function $\kappa$, both of which may be complex,

$$V^\mu = \varepsilon^{\mu\nu\rho} \partial_\nu \eta_\rho + U^\mu + \kappa \eta^\mu , \quad \Phi^\mu_\nu U^\nu = -i U^\mu , \quad \nabla_\mu (U^\mu + \kappa \eta^\mu) = 0 .$$  \(1.23\)

This only determines the graviphoton up to a flat connection. The other supergravity background fields are given by

$$H = -\frac{1}{2} \nabla_\mu \eta^\mu + i \varepsilon_\mu^\rho_\sigma \eta_\rho \partial_\sigma \eta_\mu + i \kappa ,$$

$$A^{(R)}_\mu = \tilde{A}_\mu - \frac{1}{2} \varepsilon_{\mu\nu\rho} \eta_\rho \partial_\nu \eta_\mu + \frac{i}{4} \eta_\mu \nabla_\nu \eta^\nu - \frac{i}{2} \eta^\nu \nabla_\nu \eta_\mu ,$$

$$\tilde{A}_\mu = \frac{1}{8} \Phi^\nu_\mu \partial_\nu \log g ,$$

up to a globally well-defined complex gauge transformation for $A^{(R)}_\mu$. As in four dimensions, the expression for $\tilde{A}_\mu$ in (1.24) is only valid in adapted $\tau, z, \bar{\sigma}$ coordinates, while its field strength can be written covariantly using the Riemann curvature tensor and $\eta_\mu$.

Conditions for the presence of additional supercharges were analyzed in [16].

1.5 Background vector fields in three dimensions

As before, we can couple an Abelian flavor current $j_\mu$, which resides in a real linear multiplet $J$ together with two other scalar operators $J, K$ as well as the fermions $j_\alpha, \tilde{j}_\alpha$, to a background vector multiplet containing a gauge field $A_\mu$, two scalars $D, \sigma$, and the gauginos $\lambda_\alpha, \tilde{\lambda}_\alpha$. The configurations that are consistent with the preserved supercharge $Q$ on a three-manifold with a THF must satisfy $\delta_Q \lambda = 0$. It was shown in [16] that

$$\delta_Q \lambda = i \zeta (D + \sigma H) - \frac{i}{2} \gamma_\mu \zeta \varepsilon^{\mu\nu\rho} F_{\nu\rho} - i \gamma_\mu \zeta (\partial_\mu \sigma + i V_\mu \sigma) .$$  \(1.25\)

Unlike (1.11), this explicitly contains the background supergravity fields $V_\mu$ and $H$. To derive the constraints that follow from setting (1.25) to zero, we substitute (1.23) and (1.24). We then use (1.21) and (1.22), as well as the fact that $\zeta \gamma_\mu \zeta$ only has a $z$-component in adapted coordinates. These constraints are conveniently expressed in terms of a (generally complex) gauge field $A_\mu$ and its field strength,

$$A_\mu = A_\mu + i \sigma \eta_\mu , \quad \mathcal{F}_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu .$$  \(1.26\)

In adapted $\tau, z, \bar{\sigma}$ coordinates, the configurations consistent with the supercharge $Q$ satisfy

$$\mathcal{F}_{\tau\bar{\sigma}} = 0 , \quad D = -\frac{1}{2} \Phi^{\mu\nu} \mathcal{F}_{\mu\nu} + \eta^\mu \partial_\mu \sigma + \sigma \left( \frac{1}{2} \nabla_\mu \eta^\mu - \frac{i}{2} \varepsilon^{\mu\nu\rho} \eta_\rho \partial_\nu \eta_\mu \right) .$$  \(1.27\)
Note that $U^\mu$ and $\kappa$ do not appear in these formulas. The first condition is reminiscent of the condition $F^\mu_{ij} = 0$ for holomorphic line bundles over complex manifolds. As we will see in section 5, an analogous structure can be defined on three-manifolds that carry a THF. Note that we can always satisfy (1.27) by choosing $A_\mu = -i\sigma\eta_\mu$ for arbitrary complex $\sigma$.

1.6 Summary of results in three dimensions

Using the background fields discussed above, we can write supersymmetric Lagrangians on $\mathcal{M}_3$ that are invariant under the preserved supercharge $Q$ [16]. These Lagrangians depend on the following continuously variable data:

- The transversely holomorphic foliation (THF).
- The compatible transversely Hermitian metric in (1.21).
- The ambiguity in $V^\mu$ and $H$, parametrized by $U^\mu$ and $\kappa$ in (1.23) and (1.24).
- Abelian background gauge fields, which satisfy (1.27) and define holomorphic line bundles over $\mathcal{M}_3$.
- Continuous coupling constants.

Real masses correspond to real, constant values of $\sigma$ in a background vector multiplet. The Lagrangian also depends on data that is not continuously variable, such as the topology of $\mathcal{M}_3$, and quantized coupling constants, e.g. Chern-Simons levels.

Our analysis of the partition function $Z_{\mathcal{M}_3}$ proceeds as in four dimensions. In section 5, we review the theory of infinitesimal deformations for THFs, transversely Hermitian metrics, and holomorphic line bundles, which closely parallels the deformation theory of complex manifolds reviewed in section 2. In particular, we introduce a notion of $(p,q)$-forms and a $\bar{\partial}$-like operator $\bar{\partial}$, which are used to define various cohomology groups that describe infinitesimal deformations. As in four dimensions, moduli spaces of THF's and holomorphic line bundles are parametrized by a finite number of complex parameters, if $\mathcal{M}_3$ is compact.

In section 6, we use this machinery to study how the partition function $Z_{\mathcal{M}_3}$ depends on the geometry of $\mathcal{M}_3$ by considering small deformations around flat space and using the $Q$-cohomology of the $\mathcal{R}$-multiplet or the flavor current multiplet $\mathcal{J}$. We find:

- Given a fixed THF, $Z_{\mathcal{M}_3}$ does not depend on the transversely Hermitian metric.
- $Z_{\mathcal{M}_3}$ is a locally holomorphic function of the complex moduli that parametrize deformations of the THF.
- $Z_{\mathcal{M}_3}$ only depends on $U^\mu$ and $\kappa$ through the $\bar{\partial}$-cohomology class of the closed $(1,1)$-form $W_{\mu\nu} = \frac{1}{2}\varepsilon_{\mu\nu\rho}(U^\rho + \kappa\eta^\rho)$. Moreover, the dependence on $W_{\mu\nu}$ drops out completely, unless the theory has real masses (including FI-terms) or a target space whose Kähler form is not exact.\(^{19}\)

\(^{19}\)As in four dimensions, these are the conditions under which the flat-space theory does not admit an FZ-multiplet [7].
• $Z_{M_3}$ only depends on background gauge fields through the corresponding holomorphic line bundles. It is a locally holomorphic function of the bundle moduli.

As in four dimensions, we also state without proof:

• $Z_{M_3}$ does not depend on $D$-terms.

• $Z_{M_3}$ does not depend on chiral $F$-terms, but it may be a locally holomorphic function of anti-chiral $F$-terms.

However, $Z_{M_3}$ can depend on real masses through background vector multiplets.

1.7 Applications

In sections 4 and 7 we will explore the implications of our general results in various examples. Here we briefly summarize some results in two cases of recent interest.

Four-dimensional $\mathcal{N} = 1$ theories with a $U(1)_R$ symmetry can be placed on $S^3 \times \mathbb{R}$ while preserving four supercharges [1, 29, 30]. The supersymmetric index $I(p, q, u)$ with fugacities $p, q, u$ is defined by a trace over states on $S^3$ in Hamiltonian quantization [1, 30, 31]. Alternatively, it corresponds to a partition function on $S^3 \times S^1$. All complex manifolds diffeomorphic to $S^3 \times S^1$ are primary Hopf surfaces [32]. They contain a two-parameter family, whose complex structure moduli precisely coincide with $p$ and $q$. Similarly, $u$ is a holomorphic line bundle modulus. Explicit computations of the index (see for instance [33–36]) give rise to a class of special functions that has recently been studied in the mathematical literature (see for instance [34–39] and references therein). The fact that $I(p, q, u)$ can be viewed as a holomorphic function of complex structure and holomorphic line bundle moduli on certain primary Hopf surfaces may shed new light on some of their interesting properties.

Following [40–42], who studied partition functions of three-dimensional $\mathcal{N} = 2$ theories with a $U(1)_R$ symmetry on round spheres preserving four supercharges, much recent work has focused on squashed spheres [43–51], i.e. three-manifolds that are diffeomorphic to $S^3$ but carry a more general metric with less symmetry. Explicit computations in these examples lead to the following observations about the partition function on squashed spheres:

a) $Z_{S^3}$ only depends on the squashing through a single complex parameter, usually called $b$, where $b = 1$ corresponds to the round $S^3$ of [40–42].

b) Some squashings do not affect $Z_{S^3}$, i.e. they give $b = 1$.

We will show how these observations follow from our general results. In order to explain a), we demonstrate that all known examples of squashed spheres belong to a one-parameter family of THFs on $S^3$. (An example that does not belong to this family and preserves a single supercharge is presented in appendix D.) The trivial squashings in b) do not deform the THF, although they change the compatible transversely Hermitian metric, and hence they do not affect $Z_{S^3}$. 
1.8 Outline

Section 2 reviews basic aspects of deformation theory for complex structures, Hermitian metrics, and holomorphic line bundles.

In section 3, we study the the partition function $Z_{M_4}$ by considering small deformations around flat space. The main tool is the $Q$-cohomology of the flat-space $R$-multiplet, which is used to constrain the dependence of $Z_{M_4}$ on the geometry of $M_4$ and the ambiguity parametrized by the $(2,1)$-form $W$ in (1.7). The dependence on background gauge fields is constrained by the $Q$-cohomology of the flavor current $J$. We also comment on additional constraints due to multiple supercharges.

Section 4 describes several four-dimensional examples. Complex manifolds diffeomorphic to $S^3 \times S^1$ and their relation to the supersymmetric index are discussed in detail. We also examine complex manifolds diffeomorphic to $L(r,s) \times S^1$ and $S^2 \times T^2$.

In section 5 we summarize basic properties of THFs. We define three-dimensional analogues of $(p,q)$-forms, the $\bar{\partial}$-operator, and holomorphic line bundles. These feature prominently in the deformation theory of THFs, which we also review.

In section 6 we constrain the dependence of the partition function $Z_{M_3}$ on the geometry of $M_3$, the ambiguity parametrized by $U^\mu$ and $\kappa$ in (1.23) and (1.24), as well as background gauge fields by considering small deformations around flat space and analyzing the $Q$-cohomology of the corresponding current multiplets.

Section 7 describes several examples in three dimensions. We discuss THFs and holomorphic line bundles on three-manifolds diffeomorphic to $S^3$ and $S^2 \times S^1$, and we comment on the implications for the corresponding partition functions.

Appendix A summarizes our conventions. Basic aspects of complex manifolds are reviewed in appendix B. Appendix C contains some additional material related to section 3.4. In appendix D we consider manifolds diffeomorphic to $S^3 \times S^1$ or $S^3$ that preserve only one supercharge. In appendix E we review several examples of squashed spheres that have appeared in the literature. Appendix F contains additional material related to section 7.2.

2 Deformation theory in four dimensions

Complex manifolds often belong to a continuous moduli space of manifolds that share the same underlying differentiable structure but possess different complex structures. Locally, this moduli space can be studied by considering small deformations around a given complex manifold $M$. The theory of complex structure deformations is a well-established subject (see for instance \[52\]). We review those aspects that are used in section 3 to study the dependence of the partition function $Z_{M_4}$ on the geometry of the complex manifold $M_4$. Analyzing the dependence of $Z_{M_4}$ on background gauge fields requires the deformation theory of holomorphic vector bundles over $M_4$ (see for instance \[53\]). Here we outline the theory for the simple case of Abelian gauge fields and holomorphic line bundles.

2.1 Complex structures

Given a complex manifold $M$, we consider infinitesimal deformations $\Delta J^\mu_{\nu}$ of its complex structure, i.e. we work to first order in $\Delta J^\mu_{\nu}$. In holomorphic coordinates adapted to $J^\mu_{\nu}$,
the requirement that $J_{\mu \nu} + \Delta J_{\mu \nu}$ is an almost complex structure implies
\[ \Delta J^i_j \Delta J^j_i = 0. \] (2.1)
Additionally requiring that $J_{\mu \nu} + \Delta J_{\mu \nu}$ is an integrable complex structure leads to
\[ \partial_j (\Delta J^i_k - \Delta J^j_k) = 0, \] (2.2)
and its complex conjugate. Introducing $\Theta^i = \Delta J^i_j \bar{\varepsilon}^j$, viewed as a $(0, 1)$-form with coefficients in the holomorphic tangent bundle $T^{1,0} \mathcal{M}$, we can succinctly express (2.2) as
\[ \bar{\partial} \Theta^i = 0. \] (2.3)
Not all choices of $\Delta J_{\mu \nu}$ lead to a new complex structure on $\mathcal{M}$. An infinitesimal diffeomorphism parametrized by a real vector field $\varepsilon^\mu$ gives rise to $\Delta J^i_j = (\pounds_\varepsilon J)^i_j = 2i \partial_j \varepsilon^i$ and its complex conjugate, where $\pounds_\varepsilon$ is the Lie derivative along $\varepsilon^\mu$. A trivial complex structure deformation thus corresponds to $\Theta^i = 2i \bar{\partial} \varepsilon^i$. (2.4)
Quotienting by such trivial deformations, we conclude that infinitesimal complex structure deformations are parametrized by the cohomology class of $\Theta^i$ in the Dolbeault cohomology with coefficients in $T^{1,0} \mathcal{M}$,
\[ [\Theta^i] \in H^{0,1}(\mathcal{M}, T^{1,0} \mathcal{M}). \] (2.5)
If $\mathcal{M}$ admits a moduli space of complex structure deformations, each modulus is associated with an infinitesimal deformation, and hence an element of $H^{0,1}(\mathcal{M}, T^{1,0} \mathcal{M})$. However, not every cohomology class necessarily corresponds to a modulus, since there may be higher-order obstructions to integrating an infinitesimal deformation. This will not affect our discussion below.
If $\mathcal{M}$ is compact, the elements of $H^{0,1}(\mathcal{M}, T^{1,0} \mathcal{M})$ can be represented by harmonic forms, which comprise a finite-dimensional complex vector space. Therefore, the number of complex structure moduli is finite.

### 2.2 Hermitian metrics

Given a complex manifold $\mathcal{M}$, we can always choose a Hermitian metric $g_{\mu \nu}$ compatible with the complex structure $J^\mu_\nu$,
\[ g_{\mu \nu} J^\alpha_\mu J^\beta_\nu = g_{\alpha \beta}. \] (2.6)
In holomorphic coordinates adapted to $J^\mu_\nu$, the only non-zero elements of $g_{\mu \nu}$ are $g_{i\bar{j}} = g_{\bar{j}i}$. Thus, infinitesimal deformations $\Delta g_{\mu \nu}$ of the metric that are compatible with $J^\mu_\nu$ only have $\Delta g_{i\bar{j}} = \Delta g_{\bar{j}i}$ components.
If we deform the complex structure, we must also deform the metric to ensure that $g_{\mu \nu} + \Delta g_{\mu \nu}$ is compatible with $J^\mu_\nu + \Delta J^\mu_\nu$. At linear order, this leads to the constraint
\[ g_{\mu \nu} (\Delta J^a_\mu J^\nu_\beta + J^a_\mu \Delta J^\nu_\beta) + \Delta g_{\mu \nu} J^a_\mu J^\nu_\beta = \Delta g_{\alpha \beta}. \] (2.7)
In holomorphic coordinates adapted to $J^\mu_\nu$, we find that $\Delta g_{i\bar{j}} = \Delta g_{\bar{j}i}$ is unconstrained, while the other components of $\Delta g_{\mu \nu}$ are determined in terms of $\Delta J^\mu_\nu$,
\[ \Delta g_{ij} = \frac{i}{2} \left( g_{i\bar{k}} \Delta J^\bar{k}_j + g_{j\bar{k}} \Delta J^\bar{k}_i \right), \quad \Delta g_{i\bar{j}} = -\frac{i}{2} \left( g_{i\bar{k}} \Delta J^\bar{k}_j + g_{j\bar{k}} \Delta J^\bar{k}_i \right). \] (2.8)
2.3 Abelian gauge fields and holomorphic line bundles

Consider an Abelian gauge field $A_{\mu}$ on a complex manifold $\mathcal{M}$, such that its field strength $F_{\mu\nu} = \partial_{\mu}A_{\nu} - \partial_{\nu}A_{\mu}$ satisfies

$$F_{ij} = 0.$$ (2.9)

Locally, we can then express $A_\tau = \partial_\tau \lambda$, where the function $\lambda(z, \bar{z})$ is generally complex and only defined in a patch. If the gauge group is U(1), only the real part of $\lambda$ can be removed by a gauge transformation. Since $\mathcal{M}$ is complex, it is natural to allow complex gauge transformations, so that the gauge group is $GL(1, \mathbb{C})$. In this case we can locally set $A_\tau = 0$. The transition functions that preserve this gauge choice consist of holomorphic functions valued in $GL(1, \mathbb{C})$, which define a holomorphic line bundle over $\mathcal{M}$.

The structure of the holomorphic line bundle only depends on $A_\tau$. We can change this structure if we deform $A_\tau$ by a well-defined $(0, 1)$-form $\Delta A_\tau$ while preserving (2.9),

$$\partial_\tau (\Delta A_\tau) - \partial_\tau (\Delta A_\tau) = 0.$$ (2.10)

As in the case of complex structure deformations, we must quotient by trivial deformations, which are induced by globally defined gauge transformations,

$$\Delta A_\tau = \partial_\tau \varepsilon.$$ (2.11)

Here $\varepsilon(z, \bar{z})$ is a well-defined complex function on $\mathcal{M}$. Deformations of the holomorphic line bundle defined by $A_\tau$ are thus parametrized by the Dolbeault cohomology class of $\Delta A_\tau$,

$$[\Delta A_\tau] \in H^{0,1}(\mathcal{M}).$$ (2.12)

In the Abelian case there are no higher obstructions, so that each element of $H^{0,1}(\mathcal{M})$ gives rise to a finite deformation. If $\mathcal{M}$ is compact, $H^{0,1}(\mathcal{M})$ is a finite-dimensional complex vector space, whose dimension counts the number of holomorphic line bundle moduli.

3 Parameter dependence of $Z_{\mathcal{M}_4}$

In this section we study the dependence of the partition function $Z_{\mathcal{M}_4}$ on the geometry of the complex manifold $\mathcal{M}_4$, as well as Abelian background gauge fields. We also discuss the dependence of $Z_{\mathcal{M}_4}$ on the $(2,1)$-form $W$ in (1.7). As explained in the introduction, it is sufficient to study these questions around flat space. This amounts to analyzing the cohomology of the preserved supercharge $Q$ on the bosonic operators in the $\mathcal{R}$-multiplet or a flavor current multiplet. We also briefly comment on situations with multiple supercharges.

**Note.** In this section, we raise and lower indices using the usual flat-space metric.
3.1 The $Q$-cohomology of the $R$-multiplet

The operators (1.1) that reside in the $R$-multiplet can be embedded into superfields,

\[
R_{\mu} = j_{\mu}^{(R)} - i\theta S_{\mu} + i\tilde{\sigma}_{\alpha} S_{\mu} + \theta \sigma^\nu \tilde{\theta} \left( 2T^{\mu}_{\nu} + \frac{i}{2} \varepsilon_{\mu\nu\rho\lambda} F^{\rho\lambda} - \frac{i}{2} \varepsilon_{\mu\nu\rho\lambda} \partial^\rho j_{\mu}^{(R)\lambda} \right) - \frac{1}{2} \theta^2 \tilde{\theta} \sigma^\nu \partial_\nu S_{\mu} + \frac{1}{2} \frac{\tilde{w}}{2} \theta \sigma^\nu \partial_\nu \tilde{S}_{\mu} - \frac{1}{4} \frac{\tilde{w}}{2} \theta^2 \tilde{\theta} \sigma^\nu \partial_\nu \tilde{j}_{\mu}^{(R)}, \tag{3.1}
\]

\[
\chi_\alpha(y) = -2i(\sigma^\nu \tilde{S}_{\mu})_\alpha - 4\theta^\beta \left( \delta^\alpha_\beta \tilde{T}^{\mu}_{\nu} - i(\sigma^\mu)_{\alpha}^\beta \tilde{F}^{\mu}_{\nu} \right) - 4\theta^2 \left( \sigma^\mu \partial_\mu S_\nu \right)_\alpha.
\]

Here $\chi_\alpha$ is chiral, $\bar{D}_\alpha \chi_\alpha = 0$, and $y^\mu = x^\mu + i\theta \sigma^\nu \tilde{\theta}$ is the usual chiral superspace coordinate. This implies the following transformation rules under the preserved supercharge $Q$ with spinor parameter $\zeta_\alpha$,

\[
\begin{align*}
\{ Q, j^{(R)} \} &= -i \zeta S_\mu, \\
\{ Q, S_{\alpha\mu} \} &= 0, \\
\{ Q, \tilde{S}_{\alpha} \} &= 2i (\tilde{\sigma}^\nu \zeta^\alpha \tilde{T}^{\mu}_{\nu}, \\
\{ Q, T^{\mu}_{\nu} \} &= \frac{i}{2} \zeta_{\mu\nu} \partial^\rho S_\rho + \frac{i}{2} \zeta_{\nu\rho} \partial^\rho S_\mu, \\
\{ Q, F^{\mu}_{\nu} \} &= \frac{i}{2} \zeta_{\nu\rho} \tilde{\sigma}_\rho \partial_\mu S^\rho - \frac{i}{2} \zeta_{\mu\rho} \tilde{\sigma}_\rho \partial_\nu S^\rho.
\end{align*}
\tag{3.2}
\]

Here we have defined the complex, non-symmetric, conserved tensor

\[
T^{\mu}_{\nu} = T^{\mu}_{\nu} + \frac{i}{4} \varepsilon_{\mu\nu\rho\lambda} F^{\rho\lambda} - \frac{i}{4} \varepsilon_{\nu\mu\rho\lambda} \partial^\rho j_{\mu}^{(R)\lambda} - \frac{i}{2} \partial_\nu j_{\mu}^{(R)}, \quad \partial^\mu T^{\mu}_{\nu} = 0. \tag{3.3}
\]

There are eight bosonic $Q$-exact operators, $\{ Q, \tilde{S}_{\alpha} \}$. It is convenient to multiply this expression by $\frac{1}{|\zeta|} \zeta^{\dagger} \sigma_{\rho}$. Since $J^{\mu}_{\nu} = -\frac{2i}{|\zeta|} \zeta^{\dagger} \sigma_{\rho} \zeta$, we find

\[
\begin{align*}
\{ Q, \frac{1}{|\zeta|} \zeta^{\dagger} \sigma_{\rho} \tilde{S}_{\mu} \} &= -2i (\delta^\nu_{\rho} + i J^\nu_{\rho}) T^{\mu}_{\nu}.
\end{align*}
\tag{3.4}
\]

The projector onto anti-holomorphic indices shows that the eight $Q$-exact bosonic operators are given by $T^{\mu}_{\nu}$. In holomorphic coordinates $z^1 = w$ and $z^2 = z$,

\[
\begin{align*}
T^{w}_{w} &= T^{w}_{w} + \frac{i}{2} F^{w}_{w} - \frac{i}{4} \partial_{w} j_{w}^{(R)} - \frac{i}{4} \partial_{w} j_{w}^{(R)} - \frac{i}{4} \partial_{w} j_{w}^{(R)}, \\
T^{w}_{z} &= T^{w}_{z} - \frac{i}{2} F^{w}_{z} - \frac{i}{4} \partial_{w} j_{z}^{(R)} + \frac{i}{4} \partial_{w} j_{z}^{(R)}, \\
T^{z}_{w} &= T^{z}_{w} - \frac{i}{2} F^{z}_{w} + \frac{i}{4} \partial_{w} j_{w}^{(R)} - \frac{i}{4} \partial_{w} j_{w}^{(R)} - \frac{i}{4} \partial_{w} j_{w}^{(R)}, \\
T^{z}_{z} &= T^{z}_{z} + \frac{i}{2} F^{z}_{z} - \frac{i}{4} \partial_{z} j_{z}^{(R)} - \frac{i}{4} \partial_{z} j_{z}^{(R)} - \frac{i}{4} \partial_{z} j_{z}^{(R)}.
\end{align*}
\tag{3.5}
\]

and four more with $w \leftrightarrow z, w \leftrightarrow \bar{z}$. (Here $w, z$ are on equal footing and we only introduce them to simplify the notation.) Note that $F^{w}_{w} = i(T^{w}_{w} - T^{w}_{z})$ is by itself $Q$-exact. Since $Q^2 = 0$, all $Q$-exact operators are also $Q$-closed. It can be checked that there are no other $Q$-closed bosonic operators in the $R$-multiplet. As we will see, this does not mean that every supersymmetric deformation of the Lagrangian is $Q$-exact.

\[\text{These expressions contain several factors of } i \text{ that do not appear in [6, 7], because we are working in Euclidean signature.}\]
3.2 Deformations around flat space

At the linearized level, the coupling of the $R$-multiplet to the bosonic supergravity fields is given by (1.4),

$$\Delta \mathcal{L} = -\frac{1}{2} \Delta g^{\mu \nu} T_{\mu \nu} + A^{(R)\mu} J^{(R)}_{\mu} + i \frac{\varepsilon^{\mu \rho \lambda}}{4} B_{\mu \rho} \mathcal{F}_{\rho \lambda}.$$  (3.6)

Following the discussion in section 2, we deform the complex structure and the Hermitian metric around their flat space values, while keeping the deformed metric compatible with the deformed complex structure as in (2.8). By linearizing (1.7) and (1.8), we find that the background fields $V^{\mu}$ and $A^{(R)\mu}$ are given by

$$V^{\mu} = \frac{1}{2} \partial_{\tau} \left( \Delta J^{\tau}_{\mu} - \Delta J^{\mu}_{\tau} \right) + 2i \left( \partial_{\mu} \Delta g_{\tau \pi} - \partial_{\tau} \Delta g_{\mu \pi} \right) + 4i W_{wz \tau},$$

$$V^{w} = \frac{1}{2} \partial_{\tau} \left( \Delta J^{\tau}_{w} - \Delta J^{w}_{\tau} \right) + 2i \left( \partial_{\tau} \Delta g_{w \pi} - \partial_{\pi} \Delta g_{w \tau} \right),$$

$$A^{(R)w} = \frac{1}{2} \partial_{\tau} \Delta J^{\tau}_{w} - \frac{1}{4} \partial_{\tau} \Delta J^{\mu}_{\mu} + \frac{3}{4} \partial_{\pi} \Delta J^{w}_{\tau}$$
$$- 3i \partial_{\tau} \Delta g_{w \pi} + 2i \partial_{\pi} \Delta g_{w \tau} - i \partial_{\tau} \Delta g_{w \pi},$$

$$A^{(R)\tau} = \frac{1}{2} \partial_{\tau} \Delta J^{\tau}_{w} + \frac{1}{4} \partial_{\tau} \Delta J^{w}_{\tau} + \frac{1}{4} \partial_{\tau} \Delta J^{\mu}_{\mu}$$
$$+ i \partial_{\tau} \Delta g_{w \pi} + i \partial_{\pi} \Delta g_{w \tau},$$

and four more with $w \leftrightarrow z, \pi \leftrightarrow \tau$. Locally, we may express the $\partial$-closed $(2,1)$-form $W_{ijk}$ in terms of a $(2,0)$-form $\tilde{B}_{ij}$, so that $W = \tilde{\partial} \tilde{B}$. Substituting into (3.6), using the conservation of the $R$-current, and dropping a total derivative, we find the following Lagrangian,

$$\Delta \mathcal{L} = -\Delta g^{\mu \nu} T_{\mu \nu} + i \tilde{B}_{wz} \mathcal{F}_{wz} - i \sum_{j \neq j}^{J} \Delta J^{j}_{j} \tilde{T}_{ji}$$
$$+ i \Delta J^{w \tau} \left( T_{wz} + \frac{i}{2} \partial_{w} j^{(R)w} \right) + i \Delta J^{z \tau} \left( T_{\tau z} + \frac{i}{2} \partial_{z} j^{(R)z} \right)$$

$$+ i \Delta J^{w \tau} \left( T_{wz} - \frac{i}{2} \mathcal{F}_{wz} - \frac{i}{4} \partial_{w} j^{(R)w} + \frac{3i}{4} \partial_{z} j^{(R)z} \right).$$  (3.8)

It is instructive to verify that this Lagrangian is supersymmetric, even though this must be the case on general grounds. Using (3.2) and the conservation of the supersymmetry current, we find

$$\{ Q, \Delta \mathcal{L} \} = i \frac{1}{4} \left( \partial_{\tau} \Delta J^{\tau}_{\tau} - \partial_{\tau} \Delta J^{\tau}_{\tau} \right) \zeta \sigma^{\tau} S_{\tau} + \text{(total derivative)}.$$  (3.9)

Note that $\tilde{B}_{wz}$ does not appear, because $\{ Q, \mathcal{F}_{wz} \} = 0$. If we use the integrability condition (2.2) for the deformed complex structure, (3.9) reduces to a total derivative.
The fact that the operators $T_{\mu i}$ are $Q$-exact implies that the corresponding terms in (3.8) cannot affect the partition function $Z_{M_4}$. We conclude:

- Given a fixed complex structure, $Z_{M_4}$ does not depend on the Hermitian metric.
- $Z_{M_4}$ only depends on complex structure deformations through $\Delta J^i_j$. Therefore, it is a locally holomorphic function of the complex structure moduli.\(^{21}\)

The fact that $Z_{M_4}$ does not depend on trivial complex structure deformations of the form $\Delta J^i_j = 2i\partial_j \varepsilon^i$ follows from the underlying diffeomorphism invariance of our formalism. We can check this explicitly by substituting such a trivial deformation into (3.8), using the conservation equation for the stress tensor, $\partial^\mu T_{\mu \nu} = 0$, and dropping a total derivative. The terms involving $\varepsilon^i$,

$$\Delta \mathcal{L} = -2\varepsilon^w (\partial_w T_{w \pi} + \partial_\pi T_{w w}) - 2\varepsilon^z (\partial_z T_{z \pi} + \partial_\pi T_{z z}) + \cdots ,$$

(3.10)

only contain the $Q$-exact operators $T_{\mu i}$.

Since $F_{\pi \pi}$ is also $Q$-exact, we find that a well-defined $(2,0)$-form $\tilde{B}_{ij}$, which gives rise to a $\bar{\partial}$-exact $W$, cannot affect the partition function. Therefore:

- $Z_{M_4}$ only depends on $W$ through its cohomology class in $H^{2,1}(M_4)$.

We can obtain a stronger result if it is possible to improve the $R$-multiplet to an FZ-multiplet, i.e. if the field theory does not possess any FI-terms and the Kähler form of the target space for chiral scalars is exact \([6, 18]\). In this case one can find a well-defined operator $A_\mu$, such that $F_{\mu \nu} = \partial_\mu A_\nu - \partial_\nu A_\mu$. Substituting into (3.8) and integrating by parts, we find that $A_i$ multiplies $W_{ij\bar{k}}$. Since $A_i$ is $Q$-exact up to a total $\bar{\partial}$-derivative, which drops out because $\bar{\partial}W = 0$, we find that the partition function does not depend on $W$. Conversely, $Z_{M_4}$ can only depend on $W$ in the presence of FI-terms or a non-trivial target-space Kähler class. Note that these may be quantized in the presence of topologically non-trivial flux for $B_{\mu \nu}$, which necessarily arises if $W$ is cohomologically non-trivial. For instance, this happens for the $S^3 \times S^1$ background discussed in section 4. In this example, the quantization of FI-terms was recently discussed in [54].\(^{22}\)

### 3.3 Background gauge fields

It is straightforward to repeat the preceding discussion to constrain the dependence of $Z_{M_4}$ on background gauge fields. An Abelian flavor current $j_\mu$ and its supersymmetric partners reside in a real linear multiplet,

$$\mathcal{J} = J + i\theta j - i\bar{\theta} \bar{j} + (\theta^\mu \bar{\theta}) j_\mu + \frac{1}{2} \theta^2 \bar{\theta} \bar{j} \partial_\mu j - \frac{1}{2} \bar{\theta}^2 \theta \sigma^\mu \partial_\mu \bar{j} - \frac{1}{4} \theta^2 \bar{\theta}^2 \partial^2 \mathcal{J} .$$

(3.11)

\(^{21}\)Our linearized analysis is not powerful enough to constrain global properties of the partition function. For instance, it may have singularities at certain loci in moduli space.

\(^{22}\)This is reminiscent of the quantization of FI-terms or Kähler classes in supergravity [55–59].
The $Q$-transformations of the operators in $\mathcal{J}$ are thus given by
\[
\begin{align*}
\{Q, J\} &= i\zeta j, \\
\{Q, J_\alpha\} &= 0, \\
\{Q, \tilde{J}^\alpha\} &= -i(\tilde{\sigma}^{\mu} \zeta) \mathcal{J}_\mu, \\
\{Q, j_\mu\} &= -2\zeta \sigma_{\mu\nu} \partial^\nu j,
\end{align*}
\] (3.12)
where we have defined the complex vector
\[\mathcal{J}_\mu = j_\mu - i\partial_\mu J .\] (3.13)

There are two bosonic $Q$-exact operators, $\{Q, \tilde{J}^\alpha\}$. As in the discussion around (3.4), we can multiply by $\zeta^\dagger$ to conclude that these two operators are $\mathcal{J}_\tau$. They are also the only $Q$-closed operators.

The linearized couplings of $\mathcal{J}$ to the bosonic fields in a background vector multiplet take the form
\[
\Delta \mathcal{L} = A^\tau j_\mu + DJ .
\] (3.14)

The background field $D$ is given by (1.12),
\[D = -2i(F_w w + F_z z) .\] (3.15)

Substituting into (3.14) and dropping a total derivative, we obtain
\[
\Delta \mathcal{L} = 2A_w \mathcal{J}_w + 2A_z \mathcal{J}_z + 2A_w (j_w + i\partial_w J) + 2A_z (j_z + i\partial_z J) .
\] (3.16)
As in the discussion around (3.9), the Lagrangian (3.16) is supersymmetric provided $A^\tau$ satisfies the integrability condition $F_{wz} = 0$ for holomorphic line bundles. Since $\mathcal{J}_\tau$ is $Q$-exact, we conclude:

- $Z_{\mathcal{M}_4}$ only depends on the anti-holomorphic part $A^\tau$ of the background gauge field. Hence, it is a locally holomorphic function of the corresponding holomorphic line bundle moduli.

As in the previous subsection, the reduction to the cohomology class of $A^\tau$ in $H^{0,1}(\mathcal{M}_4)$ follows from background gauge invariance, as long as we allow complex gauge transformations.

3.4 Additional supercharges

If the background fields on $\mathcal{M}_4$ preserve more than one supercharge, the parameter dependence of $Z_{\mathcal{M}_4}$ is further constrained. A dramatic example is the Witten index [60], which is given by the partition function $Z_{T^4}$ on a flat torus that preserves four supercharges. Under favorable conditions, this partition function does not depend on any continuous parameters. One way to show this is by noting that the entire deformation Lagrangian $\Delta \mathcal{L}$ in (3.8) is exact with respect to a suitable linear combination of the four supercharges on $T^4$. Here we will briefly explore how the dependence of $Z_{\mathcal{M}_4}$ on complex structure moduli and background gauge fields is restricted if $\mathcal{M}_4$ admits two supercharges $Q$ and $\tilde{Q}$ of opposite $R$-charge.
The conditions for the presence of two such supercharges were analyzed in [9] and reviewed in section 1.1, where we saw that \( \mathcal{M}_4 \) must be a \( T^2 \) fibration over a Riemann surface \( \Sigma \). In this case we can choose holomorphic coordinates \( w, z \), such that the anti-holomorphic Killing vector \( K^\mu = \zeta \sigma^\mu \bar{\zeta} \) is given by \( K = \partial \bar{\tau} \) and the metric takes the form (1.10). The supercharges \( Q, \bar{Q} \) transform as scalars under holomorphic coordinate changes that preserve \( K \) and the form of the metric, which allows us to rely on a linearized analysis around flat space to study the parameter dependence of the partition function.

We consider deformations of the complex structure and the metric that are consistent with the presence of the anti-holomorphic Killing vector \( K \). This analysis is summarized in appendix C. The operators multiplying \( \Delta J^w \bar{\tau} \) and \( \Delta J^z \bar{\tau} \) in the deformation Lagrangian (3.8) turn out to be \( \bar{Q} \)-exact. Together with the previous results, this implies:

- In the presence of \( Q \) and \( \bar{Q} \), the partition function \( Z_{\mathcal{M}_4} \) only depends on the complex structure moduli corresponding to \( \Delta J^w \).

In particular, \( Z_{\mathcal{M}_4} \) does not depend on the complex structure of the Riemann surface \( \Sigma \). As explained in [9], reducing on the \( T^2 \) fiber leads to an \( A \)-twisted \( \mathcal{N} = (2, 2) \) theory on \( \Sigma \) (more precisely, a deformation thereof). The supercharge \( Q_A = Q + \bar{Q} \) reduces to the two-dimensional BRST charge of the \( A \)-model. The fact that \( Z_{\mathcal{M}_4} \) does not depend on \( \Delta J^z \bar{\tau} \) reflects the fact that the theory on \( \Sigma \) is topological.

We can also analyze the implications of \( \bar{Q} \) for the dependence on holomorphic line bundle moduli. Since the operator multiplying \( A_\tau \) in (3.16) is \( \bar{Q} \)-exact, we find:

- In the presence of \( Q \) and \( \bar{Q} \), \( Z_{\mathcal{M}_4} \) only depends on \( A_\tau \).

Finally, we state without proof that the presence of \( \bar{Q} \) also renders the partition function independent of anti-chiral \( F \)-terms, so that \( Z_{\mathcal{M}_4} \) does not depend on any \( D \)-term or \( F \)-term parameters.

4 Examples in four dimensions

In this section we explore complex manifolds \( \mathcal{M}_4 \) that are diffeomorphic to \( S^3 \times S^1 \), \( L(r, s) \times S^1 \) with \( L(r, s) \) a Lens space, and \( S^2 \times T^2 \). This leads to general statements about the partition function \( Z_{\mathcal{M}_4} \) on these spaces. Complex manifolds diffeomorphic to \( S^3 \times S^1 \) are closely related to the supersymmetric index. In each case, we discuss the amount of supersymmetry that can be preserved and discuss possible restrictions on the allowed \( R \)-charges of the field theory.

4.1 \( S^3 \times S^1 \) as a complex manifold

It was shown in [32] that every complex manifold diffeomorphic to \( S^3 \times S^1 \) belongs to a family of complex manifolds known as primary Hopf surfaces (see also [52, 61, 62]). They are quotients of \( \mathbb{C}^2 - (0, 0) \), with coordinates \( (w, z) \), by an infinite cyclic group. There are two different types of primary Hopf surfaces:

1.) If we identify

\[
(w, z) \sim (pw, qz) , \quad 0 < |p| \leq |q| < 1 ,
\]
we obtain a complex manifold $\mathcal{M}_4^{p,q}$, whose complex structure depends on two complex parameters $p,q$.

2.) Identifying 
\[
(w, z) \sim (q^n w + \lambda z^n, qz) , \quad 0 < |q| < 1 , \quad \lambda \in \mathbb{C}^* , \quad n \in \mathbb{N} ,
\]  
superficially leads to a complex manifold that depends on two continuous parameters $q, \lambda$ and an integer $n \geq 1$. However, $\lambda$ can be set to any non-zero value by a holomorphic coordinate change (simply rescale $z$), and hence all non-zero values of $\lambda$ give rise to the same complex structure. Taking $\lambda \to 0$, we can make this complex structure arbitrarily close to a Hopf surface of the first type with $p = q^n$. However, the complex structures with $\lambda = 0$ and $\lambda \neq 0$ are distinct. For instance, they do not admit the same number of holomorphic vector fields.

We will now discuss the Hopf surfaces of the first type, $\mathcal{M}_4^{p,q}$, in more detail. It is convenient to express the parameters $p,q$ in (4.1) as follows,
\[
p = e^{-\beta_p + i\varphi_p} , \quad q = e^{-\beta_q + i\varphi_q} , \quad 0 < \beta_q \leq \beta_p , \quad \varphi_{p,q} \sim \varphi_{p,q} + 2\pi .
\]  
We can explicitly see that $\mathcal{M}_4^{p,q}$ is diffeomorphic to $S^3 \times S^1$ by introducing real variables $x, \theta, \varphi, \chi$ subject to suitable identifications,
\[
w = e^{(-\beta_p + i\varphi_p)x} \cos \frac{\theta}{2} e^{i\varphi} , \quad z = e^{(-\beta_q + i\varphi_q)x} \sin \frac{\theta}{2} e^{i\chi} ,
\]  
x $\sim x + 1 , \quad 0 \leq \theta \leq \pi , \quad \varphi \sim \varphi + 2\pi , \quad \chi \sim \chi + 2\pi .
\]  
Here $x$ is a coordinate on $S^1$, while $\theta, \varphi, \chi$ parametrize $S^3$. Note that
\[
e^{2\beta_p x} |w|^2 + e^{2\beta_q x} |z|^2 = 1 ,
\]  
so that $x$ is always well-defined. (For fixed $w, z$ the left-hand side is a monotonic function of $x$.) While $\theta$ is also always well-defined, the angles $\varphi$ and $\chi$ degenerate when $w$ or $z$ vanishes, respectively. They describe $S^3$ as a torus fibered over the interval parametrized by $\theta$, with one cycle of the torus shrinking to zero at each end.

Hopf surfaces have non-zero Hodge numbers $h^{0,0} = h^{0,1} = h^{2,1} = h^{2,2} = 1$, which shows that they are not Kähler. We can represent $H^{0,1}(\mathcal{M}_4^{p,q})$ by the $(0,1)$-form
\[
\omega^{0,1} = \bar{\partial}(-2x) = e^{2\beta_p x} wd\bar{w} + e^{2\beta_q x} z\bar{z}
\]  
\[
\beta_p \cos^2 \frac{\theta}{2} + \beta_q \sin^2 \frac{\theta}{2} .
\]  
Taking the tensor product with holomorphic vector fields whose coefficient functions are also holomorphic, we obtain elements of $H^{0,1}(\mathcal{M}_4^{p,q}, T^{1,0} \mathcal{M}_4^{p,q})$. According to the discussion in section 2.1, these describe infinitesimal deformations of the complex structure. For generic $p$ and $q$, the only such holomorphic vector fields on $\mathcal{M}_4^{p,q}$ descend from the vector fields $X^{(p)} = w\partial_w$ and $X^{(q)} = z\partial_z$ on $\mathbb{C}^2 - (0,0)$. We can therefore take $\Theta^{(p)} = X^{(p)} \otimes \omega^{0,1}$ and $\Theta^{(q)} = X^{(q)} \otimes \omega^{0,1}$, which are independent elements of $H^{0,1}(\mathcal{M}_4^{p,q}, T^{1,0} \mathcal{M}_4^{p,q})$ and
describe infinitesimal deformations of \( p \) and \( q \), respectively. When \( p = q^n \) for some \( n \in \mathbb{N} \), there is a third holomorphic vector field \( X^{(\lambda)} = z^n \partial w \). The corresponding \( \Theta^{(\lambda)} = X^{(\lambda)} \otimes \omega^{0,1} \) describes a deformation from a surface of the first type with \( \lambda = 0 \) to a surface of the second type with \( \lambda \neq 0 \).\(^{23}\) Note that studying infinitesimal deformations around the point \( \lambda = 0 \) is not sufficient to conclude that all non-zero values of \( \lambda \) correspond to the same complex structure, although the fact that rescaling \( z \) also rescales \( \Theta^{(\lambda)} \) suggests this. If we work around a point where \( \lambda \neq 0 \), the infinitesimal deformation describing changes in \( \lambda \) vanishes in cohomology.

4.2 Hermitian metrics on \( S^3 \times S^1 \)

We can obtain Hermitian metrics on \( \mathcal{M}^{p,q}_4 \) by constructing Hermitian metrics on \( \mathbb{C}^2 - (0,0) \) that are invariant under the identifications (4.1). We will consider the metric\(^{24}\)

\[
ds^2 = r^2 \left( \sqrt{\frac{\beta_{p}}{\beta_{q}}} e^{2\beta_{p} x} dw \bar{w} + \sqrt{\frac{\beta_{q}}{\beta_{p}}} e^{2\beta_{q} x} dz \bar{z} \right) .
\] (4.7)

For generic values of \( p \) and \( q \), it is not isometric to the usual round metric on \( S^3 \times S^1 \). However, \( \partial_x \) is always a Killing vector, so that we can we can dimensionally reduce along \( S^1 \). (We will return to this point in section 7.1.) The metric (4.7) always admits an anti-holomorphic Killing vector,

\[
K = \beta_p \bar{w} \partial_w + \beta_q \bar{z} \partial_z ,
\] (4.8)

which is nowhere vanishing and commutes with its complex conjugate, \([K, \bar{K}] = 0\). As we reviewed in section 1.1, this allows us to preserve two supercharges of opposite \( R \)-charge.

We would like to understand when the metric (4.7) on \( \mathcal{M}^{p,q}_4 \) admits four supercharges. As was shown in [1, 9], a necessary (but not sufficient) condition is that it be locally round. This happens when \( |p| = |q| \), i.e \( \beta_p = \beta_q \equiv \beta \), so that (4.7) and (4.8) reduce to

\[
ds^2 = r^2 \left( \frac{dw \bar{w} + dz \bar{z}}{|w|^2 + |z|^2} \right) , \quad K = \beta (\bar{w} \partial_w + \bar{z} \partial_z) .
\] (4.9)

To see this explicitly, we define new angular variables,

\[
\tilde{\varphi} = \varphi + \vartheta_p x , \quad \tilde{\chi} = \chi + \vartheta_q x ,
\] (4.10)

in which the metric and the Killing vector \( K \) take the following form,

\[
ds^2 = r^2 (\beta^2 dx^2 + d\Omega_3) , \quad K = -\frac{1}{2} \left( \partial_x - i \beta (\partial_{\tilde{\varphi}} + \partial_{\tilde{\chi}}) \right) .
\] (4.11)

Here \( d\Omega_3 \) is the round metric on a unit three-sphere parametrized by \( \theta, \tilde{\varphi}, \tilde{\chi} \). Therefore \( r \) is the radius of the round \( S^3 \), while \( \beta \) is the dimensionless ratio of the \( S^1 \) circumference.

\(^{23}\)When \( n = 1 \) there is a fourth holomorphic vector field, which is obtained from \( X^{(\lambda)} \) by exchanging \( w \) and \( z \). Not every linear combination of \( \Theta^{(p)}, \Theta^{(q)}, \Theta^{(\lambda)} \) gives rise to an allowed finite deformation around \( p = q^n \). This is because we can use \( \Theta^{(p)}, \Theta^{(q)} \) to vary \( p, q \) independently, while deforming to a surface of the second type using \( \Theta^{(\lambda)} \) requires \( p = q^n \).

\(^{24}\)A closely related family of Hermitian metrics on \( \mathcal{M}^{p,q}_4 \) was constructed in [63].
to the $S^3$ radius. When $\vartheta_p = \vartheta_q = 0$, the angles $\bar{\varphi}, \bar{\chi}$ in (4.10) are good coordinates on $S^3$ and the space is globally isometric to the round $S^3 \times S^1$. In general, this is not the case and we have the identifications $\sim (\bar{\varphi} + \vartheta_p, \bar{\chi} + \vartheta_q, x + 1)$. This can be described by starting with the globally round $S^3 \times S^1$ and rotating $\bar{\varphi}, \bar{\chi}$ by $\vartheta_p, \vartheta_q$ as $x$ circles the $S^1$ one full time. For the special choice $\vartheta_p + \vartheta_q = 0$, i.e. for $p = \bar{q}$, this leaves invariant the Hopf fiber of $S^3$ that is acted on by the imaginary part of $K$ in (4.11). As we will see in section 4.4, this means that we can preserve four supercharges on $M_4^{\bar{q}q}$.

In appendix D, we show that Hopf surfaces of the second type, which correspond to the identification (4.2), do not admit Hermitian metrics with an anti-holomorphic Killing vector. Therefore, they only admit a single supercharge.

### 4.3 Background gauge fields on $S^3 \times S^1$

Since $H^2(S^3 \times S^1, \mathbb{Z}) = 0$, all complex line bundles over $S^3 \times S^1$ are topologically trivial. However, the Hopf surfaces $M_4^{\bar{q}q}$ admit non-trivial holomorphic line bundles, which are classified by $H^0(\mathcal{M}_4^{\bar{q}q})$ (see section 2.3) and can be represented by $\omega^{0,1}$ in (4.6). Up to a globally defined complex gauge transformations, the $(0,1)$-component of the corresponding background gauge field $A_\mu$ is a complex multiple of $\omega^{0,1}$, while its $(1,0)$-component is arbitrary. Using this freedom, we can take $A_\mu$ to be real, so that

$$A_\mu dx^\mu = -\frac{1}{2}(a_r - i a_i)\omega^{0,1} + (\text{c.c.})$$

$$= a_r dx + a_i \left[ \vartheta_p \cos^2 \frac{\varphi}{2} + \vartheta_q \sin^2 \frac{\varphi}{2} \right] dx + \cos^2 \frac{\varphi}{2} d\varphi + \sin^2 \frac{\varphi}{2} d\chi, \quad (4.12)$$

with $a_{r,i} \in \mathbb{R}$. This configuration also satisfies the conditions (1.14) for compatibility with the two supercharges associated with the Killing vector (4.8). Compatibility with four supercharges requires that $A_\mu$ be a flat connection, so that $a_i$ must vanish. (If we allow complex configurations for the gauge field, we can complexify $a_r$ while keeping $a_i = 0$.)

### 4.4 $S^3 \times S^1$ and the supersymmetric index

Any four-dimensional $\mathcal{N} = 1$ theory with a $U(1)_R$ symmetry can be placed on $S^3 \times \mathbb{R}$ with the usual round metric while preserving all four supercharges [1, 29, 30]. The isometry group contains the $SU(2) \times SU(2)'$ symmetry of the round $S^3$, with generators $J_i$ and $J_i'$ ($i = 1, 2, 3$), and translations along $\mathbb{R}$, generated by $H$. The supercharges form two doublets of $SU(2)$ with opposite $R$-charge, while they are invariant under $SU(2)'$ and $H$. The supersymmetry algebra is $SU(2|1)$, which contains $SU(2)$. The supersymmetric theory on $S^3 \times \mathbb{R}$ is unitary, so that it makes sense to talk about the adjoint of a supercharge.

The supersymmetric index $\mathcal{I}(p, q, u)$ is defined by a trace over states on $S^3$ in Hamiltonian quantization [1, 30, 31],

$$\mathcal{I}(p, q, u) = \text{Tr}_{S^3} \left( (-1)^F p^{J_3} + \frac{q}{2} J_3 - \frac{u}{2} J_3' \right). \quad (4.13)$$

Here $F$ is the fermion number and $Q_f$ is an Abelian flavor symmetry, which could reside in the Cartan subalgebra of a non-Abelian flavor symmetry group. The parameters $p, q, u$
are independent fugacities for bosonic symmetries that commute with one of the supercharges and its adjoint, but in general they do not commute with all four supercharges. The index only receives contributions from states with \( H = 2J_3 - R \), so that it cannot depend on continuous parameters or renormalization group flow \([1, 30]\). This explains its utility in probing supersymmetric dynamics or dualities (see for instance \([33–36]\)). The definition \((4.13)\) naturally accommodates complex values of \( p, q, u \) and shows that \( I(p, q, u) \) should be holomorphic, as long as it is well defined. In practice, many computations of the index focus on the subspace

\[
p = e^{-\beta + i\vartheta} = \bar{q}, \quad 0 < |p| = |q| < 1, \quad u = e^{i\alpha}, \quad |u| = 1.
\]

(4.14)

Substituting into \((4.13)\) and using the fact that only states with \( H = 2J_3 - R \) contribute,

\[
I\left(e^{-\beta + i\vartheta}, e^{-\beta - i\vartheta}, e^{i\alpha}\right) = \text{Tr}_{S^3} \left((-1)^F e^{-\beta H + 2i\vartheta J'_3 + i\alpha Q_f}\right).
\]

(4.15)

Now the chemical potentials \( \beta, \vartheta, \alpha \) only couple to the operators \( H, J'_3, Q_f \), which commute with all four supercharges in \( SU(2|1) \). It is clear from \((4.13)\) that, up to local counterterms, the index is given by a partition function on \( S^3 \times S^1 \). This is easiest to see on the subspace \((4.14)\), which preserves four supercharges. In this case it follows from \((4.15)\) that \( \beta \) is the ratio of the \( S^1 \) circumference to the \( S^3 \) radius \([1]\). As the \( S^3 \) goes around \( S^1 \) one full time, it is rotated by \( 2\vartheta \) along a Hopf fiber that is invariant under \( SU(2) \subset SU(2|1) \). Comparing with the discussion at the end of section \(4.2\), we see that this precisely describes a Hopf surface \( M^p_q \), where \( p = q \) is given by \((4.14)\). Similarly, the fugacity \( u \) for the global flavor charge \( Q_f \) corresponds to a flat connection along \( S^1 \). In the notation of \((4.12)\), we have \( a_r = \alpha \) and \( a_i = 0 \). On the subspace \((4.14)\) we have thus identified

\[
I(p, q, u) = Z_{M^p_q}.
\]

(4.16)

Since we have argued that both sides are holomorphic functions, this equality must persist for all allowed values of \( p, q \) in \((4.1)\). The same argument applies to the analytic continuation of the fugacity \( u \), which corresponds to turning on a background gauge field \((4.12)\) with \( u = e^{a_i + ia_r} \) on \( M^{p,q}_4 \). Therefore, the supersymmetric partition function on the Hopf surface \( M^{p,q}_4 \) geometrizes the index \( I(p, q, u) \) by identifying its fugacities as complex structure or holomorphic line bundle moduli.

Explicit computations of the index lead to a family of special functions that have recently been studied in the mathematical literature, see for instance \([34–39]\) and references therein. Our results show that they can be interpreted as locally holomorphic functions on the moduli space of complex structures and holomorphic line bundles on the Hopf surfaces \( M^{p,q}_4 \). It may be interesting to examine some of their properties from this point of view.

### 4.5 \( L(r, s) \times S^1 \)

Complex manifolds obtained from primary Hopf surfaces by taking an additional quotient are known as secondary Hopf surfaces. Those with Abelian fundamental group are diffeomorphic to \( L(r, s) \times S^1 \), where \( L(r, s) \) is a Lens space. The complex structures on these...
spaces have been classified in [64]. On general grounds, they must admit at least one supercharge. Four-dimensional \( \mathcal{N} = 1 \) theories on \( L(r, 1) \times S^1 \) were studied in [65, 66]. See also [67] for a related discussion in three dimensions.

We will restrict our discussion to the following class of identifications,

\[
(w, z) \sim (e^{2\pi i \frac{r}{s}} w, e^{-2\pi i \frac{r}{s}} z) .
\]  

(4.17)

Here \( r, s \) are relatively prime integers with \( 1 \leq s < r \). If \( w, z \) lie on a three-sphere \( |w|^2 + |z|^2 = \text{constant} \), the resulting quotient space \( S^3/Z_r \) is diffeomorphic to \( L(r, s) \). We can use this quotient action to construct secondary Hopf surfaces of the form \( M_4^{p,q}/\mathbb{Z}_r \) by starting with \( \mathbb{C}^2 - (0,0) \) and imposing the identifications (4.1) and (4.17). Since they leave the metric (4.7) and the Killing vector (4.8) invariant, we can always preserve two supercharges of opposite \( R \)-charge on the resulting quotient space. Repeating the arguments of the previous subsections, we see that four supercharges require \( p = q \) and \( s = 1 \). In this case the \( \mathbb{Z}_r \) quotient only acts on \( M_4^{p,q} \) via an element of \( SU(2)' \), which does not affect the four supercharges in \( SU(2|1) \). We can therefore place any \( \mathcal{N} = 1 \) theory with a \( U(1)_R \) symmetry on the resulting quotient space without modifying the background supergravity fields.

For generic \( p, q \), we can preserve two supercharges on the quotient space. When \( s \neq 1 \) this requires an additional Wilson line for the \( R \)-symmetry gauge field \( A_\mu^{(R)} \). It must wrap the torsion one-cycle \( \Gamma \) that generates the fundamental group \( \pi_1 (L(r, s)) = \mathbb{Z}_r \). As we will now show, this leads to a quantization condition for the allowed \( R \)-charges. Consider the following \( (2, 0) \)-form on \( \mathbb{C}^2 - (0,0) \),

\[
e^{(\beta_p + \beta_q - i(\vartheta_p + \vartheta_q))z} dw \wedge dz .
\]  

(4.18)

It is nowhere vanishing and invariant under (4.1), so that it descends to \( M_4^{p,q}/\mathbb{Z}_r \). Under the identification (4.17) leading to \( M_4^{p,q}/\mathbb{Z}_r \), it picks up a phase \( e^{2\pi i (s-1)/r} \). Therefore, the line bundle \( \Lambda^{2,0} \) on \( M_4^{p,q}/\mathbb{Z}_r \) has Chern class \( c_1(\Lambda^{2,0}) = s - 1 \) in \( H^2(L(r, s) \times S^1, \mathbb{Z}) = \mathbb{Z}_r \). As explained in [9], supersymmetry requires that the line bundle \( L \) corresponding to fields of \( R \)-charge \( +1 \) be chosen such that \( L^2 \otimes \Lambda^{2,0} \) is topologically trivial. Therefore, the bundle \( L^{2-\frac{2}{s}} \) is well-defined, and hence the allowed \( R \)-charges for well-defined bosonic fields are integer multiples of \( 2-\frac{2}{s} \). Since the supercharges \( Q \) and \( \bar{Q} \) are well defined, so are the fermionic superpartners.

As in the previous subsection, the partition function on \( M_4^{p,q}/\mathbb{Z}_r \) will be a holomorphic function of the complex structure moduli \( p, q \). It is also straightforward to extend the discussion to holomorphic line bundles. Topologically these are classified by their first Chern class \( c_1 \in \mathbb{Z}_r \). Each bundle has a holomorphic modulus corresponding to \( \omega^{0,1} \) in (4.6), which is invariant under (4.17) and thus descends to \( M_4^{p,q}/\mathbb{Z}_r \).

---

25 As discussed in [64], there are other quotients that are also diffeomorphic to \( L(r, s) \) but give rise to a different complex structure on \( L(r, s) \times S^1 \).

26 This shows that the canonical bundle \( \Lambda^{2,0} \) of \( M_4^{p,q} \) is topologically, though not holomorphically, trivial. Hence there is no restriction on the allowed \( R \)-charges for theories on \( M_4^{p,q} \).

27 Alternatively, we can use the fact that \( \Gamma^* \) is a contractible cycle. A Wilson line wrapping \( \Gamma \) should not lead to a phase for a charged particle propagating \( r \) times around \( \Gamma \). This gives the same quantization condition for the \( R \)-charges.
4.6 \(S^2 \times T^2\)

Here we will briefly consider a family of complex manifolds \(M_4\) that are diffeomorphic to \(S^2 \times T^2\). (A more detailed discussion will appear in [68].) We will realize them as quotients of \(\mathbb{C} \times \mathbb{C}P^1\) with metric

\[
 ds^2 = dwd\bar{w} + \frac{4r^2}{(1 + |z|^2)^2} d\bar{z}d\sigma. \tag{4.19}
\]

Here \(w\) and \(z\) are coordinates on \(\mathbb{C}\) and \(\mathbb{C}P^1\), respectively (we need to change coordinates to \(z' = 1/z\) to describe the point \(z = \infty\)) and \(r\) is the radius of \(\mathbb{C}P^1\). Note that \(K = \partial_{\bar{w}}\) is a nowhere vanishing, holomorphic Killing vector. We now impose the identifications

\[
 (w, z) \sim (w + 1, e^{i\alpha}z) \sim (w + \tau, e^{i\beta}z), \tag{4.20}
\]

where \(\tau\) is complex with \(\text{Im}\, \tau > 0\) and \(\alpha, \beta\) are real angles with periodicity \(2\pi\). The identification of \(w\) results in a \(T^2\) with modular parameter \(\tau\), while the identification of \(z\) has the effect of rotating \(\mathbb{C}P^1\) through \(\alpha\) and \(\beta\) as it goes around the two cycles of the torus. The resulting quotient space \(M_4\) is diffeomorphic to \(S^2 \times T^2\). Since the metric (4.19) and the Killing vector \(K = \partial_{\bar{w}}\) are invariant under (4.20), they descend to the quotient, which therefore admits two supercharges of opposite \(R\)-charge. As explained in [9], these two supercharges correspond to the usual BRST charges of the topological \(A\)-model on \(\mathbb{C}P^1\), while they generate a \((2, 0)\) supersymmetry algebra on \(T^2\). In particular, this background has a unit-flux monopole through \(\mathbb{C}P^1\) for the \(R\)-symmetry gauge field \(A^{(R)}_{\mu}\) (this also follows directly from (1.8)), so that well-defined bosonic fields must carry integer \(R\)-charge.

As in previous examples, the complex structure moduli are related to the parameters \(\tau, \alpha, \beta\) that appear in the identification (4.20). We can construct infinitesimal complex structure deformations by combining \(\omega^{0,1} = d\bar{w}\), which represents \(H^{0,1}(M_4)\), with a holomorphic vector field \(X\), whose coefficient functions are also holomorphic. Choosing \(X^{(\tau)} = \partial_w\) corresponds to deforming the modular parameter \(\tau\) of \(T^2\), while \(X^{(\sigma)} = z\partial_z\) corresponds to deformations of the complex parameter \(\sigma = \alpha\tau - \beta\), with fixed \(\tau\). Therefore the partition function \(Z_{M_4}\) will be a locally holomorphic function of two complex structure moduli \(\tau, \sigma\). From the point of view of the \((2, 0)\) theory on \(T^2\), this partition function computes the elliptic genus, which is known to have modular properties under \(\mathcal{L}(2, \mathbb{Z})\) transformations of \(\tau\) (see the recent papers [69–71] and references therein). Similarly, there are global identifications in the moduli space parametrized by \(\tau\) and \(\sigma\),\(^{28}\) which should act on \(Z_{M_4}\) in a reasonable way.

It is straightforward to include Abelian background gauge fields, which we take to be real for simplicity. According to the discussion around (1.14), the gauge field must be flat on \(T^2\) in order to preserve the two supercharges that are present on \(S^2 \times T^2\). The corresponding holomorphic line bundles are thus labeled by their first Chern class \(c_1 \in \mathbb{Z}\), which specifies the flux through \(\mathbb{C}P^1\), and a single holomorphic modulus corresponding to \(\omega^{0,1} = d\bar{w}\), whose real and imaginary parts correspond to Wilson lines wrapping the cycles of the torus.

\(^{28}\) They correspond to a certain subgroup of \(\mathcal{L}(3, \mathbb{Z})\), which contains the \(\mathcal{L}(2, \mathbb{Z})\) transformations of \(\tau\) as a subgroup.
5 Deformation theory in three dimensions

We would like to repeat the preceding analysis to study the parameter dependence of the partition function $Z_{M^3}$ on a three-manifold $M^3$. In this section we set up the necessary mathematical machinery. Following [16], we review the geometric structure that is required to preserve a single supercharge on $M^3$ and explain how it leads to a THF with a compatible transversely Hermitian metric. This allows us to define a three-dimensional notion of holomorphic forms and an analog, $\bar{\partial}$, of the $\partial$-operator on complex manifolds. These ingredients feature prominently in the deformation theory of THFs, which closely parallels the theory of complex structure deformations reviewed in section 2. We also discuss the three-dimensional version of holomorphic line bundles and their deformations. General references for THFs are [23–25]. Three-manifolds admitting THFs are classified in [26–28]. In the physics literature, THFs have previously arisen in the study of D-branes in the topological A-model [72].

5.1 Supersymmetry and transversely holomorphic foliations

In [16], the conditions for the existence of a supercharge on $M_3$ were stated in terms of a vector $\xi^\mu$, a one-form $\eta_\mu$, and an endomorphism $\Phi^\mu_\nu$ that satisfy

$$\Phi^\mu_\nu \Phi^\nu_\rho = -\delta^\mu_\rho + \xi^\mu \eta_\rho, \quad \eta_\mu \xi^\mu = 1. \quad (5.1)$$

This implies that $\Phi^\mu_\nu$ has rank two, while $\eta_\mu$ and $\xi^\mu$ are nowhere vanishing and span the left and right kernels of $\Phi^\mu_\nu$. In addition $\eta_\mu$, $\xi^\mu$, $\Phi^\mu_\nu$ satisfy the integrability condition

$$\Phi^\mu_\nu (L_\xi \Phi)^\nu_\rho = 0, \quad (5.2)$$

where $L_\xi$ denotes the Lie derivative along $\xi^\mu$. These conditions can be rephrased in terms of a well-studied mathematical structure: a transversely holomorphic foliation (THF). The orbits of the nowhere vanishing vector field $\xi^\mu$ constitute the leaves of a one-dimensional oriented foliation of $M_3$. The normal bundle $D$ of the foliation consists of vector fields orthogonal to $\eta_\mu$. Then $\Phi$ induces an almost complex structure $J = \Phi|_D$ on $D$, i.e. $J^2 = -1$. Since $D$ is two-dimensional, $J$ is automatically integrable. As shown in appendix B of [16], the integrability condition (5.2) ensures that $J$ is constant along the orbits of $\xi$, i.e. the leaves of the foliation, so that $\xi$ and $J$ define a THF [24].

It was shown in [16] that we can cover $M_3$ with patches of adapted coordinates,

$$\tau = x^1, \quad z = x^2 + ix^3, \quad \overline{z} = x^2 - ix^3, \quad (5.3)$$

in which $\xi^\mu$, $\eta_\mu$, $\Phi^\mu_\nu$ are given by

$$\xi = \partial_\tau, \quad \eta = d\tau + h dz + \overline{h} d\overline{z}, \quad \Phi^\mu_\nu = \begin{pmatrix} 0 & -ih & i\overline{h} \\ 0 & i & 0 \\ 0 & 0 & -i \end{pmatrix}. \quad (5.4)$$

Here $\eta_z = h(\tau, z, \overline{z})$ is a complex function. Two overlapping adapted patches are related by

$$\tau' = \tau + t(\overline{z}, z), \quad z' = f(z), \quad \partial_{\overline{z}} f(z) = 0. \quad (5.5)$$
The function \( t(z, \overline{z}) \) is real and \( f(z) \) is holomorphic. Such a transformation preserves \( \xi \), while \( h \) transforms as follows,

\[
h'(\tau', z', \overline{z}') = \frac{1}{f'(z)} (h(\tau, z, \overline{z}) - \partial_z t(z, \overline{z})) .
\]

The existence of adapted coordinates \( \tau, z, \overline{z} \) transforming according to (5.5) and such that \( \xi = \partial_\tau \) directly follows from the fact that \( \xi \) generates a THF.

We will define various structures on \( \mathcal{M}_3 \) by working in adapted coordinates and ensuring good behavior under coordinate changes of the form (5.5). As an example, we can define a canonical orientation \( dx^1 \wedge dx^2 \wedge dx^3 \) in each adapted patch. This defines an orientation on \( \mathcal{M}_3 \), because the corresponding transition functions \( |f'(z)|^2 \) are positive.

### 5.2 Holomorphic forms and the \( \tilde{\partial} \)-operator

Define a complex projector

\[
\Pi^{\mu\nu} = \frac{1}{2} (\delta^{\mu\nu} - i \Phi^{\mu\nu} - \xi^{\mu} \eta^{\nu} ) , \quad \Pi^{\mu\nu} \Pi^{\nu\rho} = \Pi^{\mu\rho} .
\]

We can use \( \Pi^{\mu\nu} \) to split the complexified tangent and cotangent bundles, and we will call the corresponding invariant subspaces and their complements holomorphic and anti-holomorphic, respectively. A holomorphic vector \( X \in T^{1,0} \mathcal{M}_3 \) and a holomorphic one-form \( \omega^{1,0} \in \Lambda^{1,0} \) satisfy

\[
\Pi^{\mu\nu} X^\nu = X^\mu , \quad \omega^{1,0}_\mu \Pi^{\mu\nu} = \omega^{1,0}_\nu .
\]

In adapted coordinates,

\[
X = X^z (\partial_z - h \partial_\tau) , \quad \omega^{1,0} = \omega^{1,0}_z dz .
\]

Under an adapted coordinate change (5.5), both of them transform with holomorphic transition functions,

\[
(X'^z)' = f'(z) X^z , \quad (\omega^{1,0}')_z = \frac{1}{f'(z)} \omega^{1,0}_z .
\]

Therefore, both \( T^{1,0} \mathcal{M}_3 \) and \( \Lambda^{1,0} \) are complex line bundles with holomorphic transition functions. We will call such line bundles holomorphic.

The complement of \( \Lambda^{1,0} \) defines the anti-holomorphic one-forms \( \omega^{0,1} \in \Lambda^{0,1} \), which satisfy \( \omega^{0,1}_\mu \Pi^{\mu\nu} = 0 \). In adapted coordinates,

\[
\omega^{0,1} = \omega^{0,1}_\tau (d\tau + h dz) + \omega^{0,1}_\overline{z} d\overline{z} .
\]

These \((0,1)\)-forms span a two-dimensional subspace of the cotangent bundle that is not simply related to the line bundle of \((1,0)\)-forms by complex conjugation. We can split the space \( \Lambda^k \) of complex \( k \)-forms into a direct sum over \( \Lambda^{p,q} = \Lambda^p \Lambda^{1,0} \otimes \Lambda^q \Lambda^{0,1} \). Explicitly,
\( \Lambda^2 \) splits into \((1,1)\)-forms and \((0,2)\)-forms, while \( \Lambda^3 \) consists of \((1,2)\)-forms. In adapted coordinates,
\[
\begin{align*}
\omega^{1,1} & = \omega^{1,1}_{\tau z} \, d\tau \wedge dz + \omega^{1,1}_{\zeta \overline{z}} \, \zeta \wedge \overline{\zeta} , \\
\omega^{0,2} & = \omega^{0,2}_{\tau \overline{z}} \, (d\tau + h dz) \wedge \zeta , \\
\omega^{1,2} & = \omega^{1,2}_{\tau z} \, d\tau \wedge dz \wedge \zeta .
\end{align*}
\] (5.12)

We can now examine the action of the exterior derivative on \( \Lambda^{p,q} \). Given a holomorphic one-form \( \omega^{1,0} \), we compute in adapted coordinates,
\[
d\omega^{1,0} = \partial_\tau \omega^{1,0}_{\zeta} \, d\tau \wedge dz - \partial_\zeta \omega^{1,0}_{\zeta} \, dz \wedge d\zeta \in \Lambda^{1,1} .
\] (5.13)

Therefore \( d\omega^{1,0} \) does not have a \((0,2)\)-component. As for complex manifolds, this implies that the exterior derivative \( d\omega^{p,q} \) of a \((p,q)\)-form is an element of \( \Lambda^{p+1,q} \oplus \Lambda^{p,q+1} \). We define an operator \( \tilde{\partial} \) by projection onto the second summand,
\[
\tilde{\partial} : \Lambda^{p,q} \to \Lambda^{p,q+1} , \quad \tilde{\partial}\omega^{p,q} = d\omega^{p,q} \big|_{\Lambda^{p,q+1}} .
\] (5.14)

We have chosen the notation \( \tilde{\partial} \) rather than \( \partial_\zeta \) to emphasize that the operator does not only involve differentiation with respect to \( \zeta \). For future reference, we summarize the action of \( \tilde{\partial} \) on \((p,q)\)-forms \( \omega^{p,q} \) in adapted coordinates:
\[
\begin{align*}
\tilde{\partial} \omega^{0,0} & = \partial_\tau \omega^{0,0}_{\zeta} \, (d\tau + h dz) + \partial_\zeta \omega^{0,0}_{\zeta} \, dz , \\
\tilde{\partial} \left( \omega^{1,0}_{\zeta} \, dz \right) & = \partial_\tau \omega^{1,0}_{\zeta} \, d\tau \wedge dz - \partial_\zeta \omega^{1,0}_{\zeta} \, dz \wedge d\zeta \\
\tilde{\partial} \left( \omega^{0,1}_{\tau} \, (d\tau + h dz) + \omega^{0,1}_{\zeta} \, dz \right) & = \left( \partial_\tau \omega^{0,1}_{\tau} - \partial_\zeta \omega^{0,1}_{\zeta} \right) \, (d\tau + h dz) \wedge dz , \\
\tilde{\partial} \left( \omega^{1,1}_{\tau z} \, d\tau \wedge dz + \omega^{1,1}_{\zeta \overline{z}} \, dz \wedge d\zeta \right) & = \left( \partial_\tau \omega^{1,1}_{\tau z} + \partial_\zeta \omega^{1,1}_{\zeta \overline{z}} \right) \, d\tau \wedge dz \wedge d\zeta , \\
\tilde{\partial}\omega^{0,2} & = \tilde{\partial}\omega^{1,2} = 0 .
\end{align*}
\] (5.15)

It follows from \( d^2 = 0 \) that \( \tilde{\partial} \) satisfies
\[
\tilde{\partial}^2 = 0 .
\] (5.16)

We can therefore define its cohomology,
\[
H^{p,q}(\mathcal{M}_3) = \frac{\{ \omega^{p,q} \in \Lambda^{p,q} | \tilde{\partial}\omega^{p,q} = 0 \}}{\partial\Lambda^{p,q-1}} .
\] (5.17)

As in the complex case, there is a Poincaré lemma for the \( \tilde{\partial} \)-operator: given a \( \tilde{\partial} \)-closed \((p,q)\)-form \( \omega^{p,q} \) on \( \mathbb{R}^3 \) with \( q \geq 1 \), there is a \((p, q-1)\)-form \( \varphi^{p,q-1} \) such that \( \omega^{p,q} = \tilde{\partial}\varphi^{p,q-1} \). Again, it can be shown that \( H^{p,q}(\mathcal{M}_3) \) is finite dimensional if \( \mathcal{M}_3 \) is compact. We will also need the cohomology \( H^{p,q}(\mathcal{M}_3, T^{1,0}\mathcal{M}_3) \) of forms with coefficients in the holomorphic tangent bundle \( T^{1,0}\mathcal{M}_3 \). This is well defined, since the transition functions of \( T^{1,0}\mathcal{M}_3 \) in (5.10) are annihilated by \( \tilde{\partial} \).

The cohomology \( H^{p,q}(\mathcal{M}_3) \) has some unfamiliar features. For instance, we will see in section 7.1 that \( H^{0,1}(S^3) \) is non-trivial, even though \( S^3 \) is simply connected. On the other hand, the \((0,1)\)-part \( \omega^{0,1} \) of a one-form \( \omega \) that is closed in the usual sense, \( d\omega = 0 \), satisfies \( \tilde{\partial}\omega^{0,1} = 0 \). Therefore, elements of the usual de Rham cohomology \( H^1(\mathcal{M}_3) \) can give rise to non-trivial elements of \( H^{0,1}(\mathcal{M}_3) \).
5.3 Deformations of THFs

We will now consider infinitesimal deformations $\Delta \xi^\mu$, $\Delta \eta_\mu$, $\Delta \Phi^\mu_\nu$ of $\xi^\mu$, $\eta_\mu$, $\Phi^\mu_\nu$. In coordinates adapted to the undeformed THF, the requirement that the deformation satisfies (5.1) fixes all variations in terms of $\Delta \xi^\mu$, $\Delta \eta_\mu$, $\Delta \Phi^\tau_\tau$, $\Delta \Phi^z_\tau$, $\Delta \Phi^\tau_z$. Explicitly,

$$
\begin{align*}
\Delta \eta_\tau &= -\eta_\mu \Delta \xi^\mu, \\
\Delta \Phi^z_\tau &= -i \Delta \xi^z, \\
\Delta \Phi^\tau_z &= -i h \Delta \xi^z, \\
\Delta \Phi^\tau_z &= -i \Delta \eta_\tau - i h \Delta \xi^z - i h^2 \Delta \xi^\tau + h \Delta \Phi^\tau_\tau - \bar{h} \Delta \Phi^\tau_z,
\end{align*}
$$

and their complex conjugates for $\Delta \Phi^\tau_z$, $\Delta \Phi^z_\tau$, $\Delta \Phi^\tau_\tau$. Additionally requiring that the deformation preserve the integrability condition (5.2) leads to

$$
\begin{align*}
(\Delta \Phi^\tau_\tau - i h \Delta \xi^z + i \bar{h} \Delta \xi^\tau) \partial_\tau h &= 0, \\
\partial_\tau (\Delta \Phi^z_\tau - i h \Delta \xi^z) + 2i \partial_z \Delta \xi^z &= 0.
\end{align*}
$$

We can always satisfy the first condition by adjusting $\Delta \Phi^\tau_\tau$ (see below). The second condition can be written in a more suggestive form by introducing a $(0,1)$-form $\Theta^z$ with coefficients in the holomorphic tangent bundle $T^{1,0}M_3$,

$$
\Theta^z = -2i \Delta \xi^z (d\tau + hdz) + (\Delta \Phi^z_\tau - i \bar{h} \Delta \xi^z) d\bar{z}.
$$

The second integrability condition in (5.19) can now be written as

$$
\bar{\partial} \Theta^z = 0.
$$

Trivial deformations induced by infinitesimal diffeomorphisms, which are parametrized by a real vector field $\varepsilon^\mu$, are given by

$$
\begin{align*}
\Delta \xi^z &= -\partial_\tau \varepsilon^z, \\
\Delta \Phi^z_\tau &= 2i \partial_z \varepsilon^z - i \bar{h} \partial_\tau \varepsilon^z,
\end{align*}
$$

or equivalently,

$$\Theta^z = 2i \bar{\partial} \varepsilon^z.$$ 

We conclude that non-trivial deformations of the THF are parametrized by the cohomology class of $\Theta^z$ in $\bar{\partial}$-cohomology with coefficients in $T^{1,0}M_3$,

$$[\Theta^z] \in H^{0,1}(M_3; T^{1,0}M_3),$$

in exact analogy to (2.5) for complex manifolds. As was discussed there, not every cohomology class necessarily gives rise to an actual modulus, due to higher-order obstructions.

5.4 Compatible metrics

Given $\xi^\mu$, $\eta_\mu$, $\Phi^\mu_\nu$, it is always possible to find a compatible metric $g_{\mu\nu}$, which satisfies

$$g_{\mu\nu} \Phi^\mu_\alpha \Phi^\nu_\beta = g_{\alpha\beta} - \eta_\alpha \eta_\beta.$$
By multiplying with $\xi^\beta$ we also find that $\eta_{\mu} = g_{\mu\nu}\xi^\nu$. In adapted coordinates, such a metric takes the form

$$ds^2 = \eta^2 + c(\tau, z, \bar{z})^2 \, dzd\bar{z} = (d\tau + h(\tau, z, \bar{z}) \, dz + \bar{h}(\tau, z, \bar{z}) \, d\bar{z})^2 + c(\tau, z, \bar{z})^2 \, dzd\bar{z} \, .$$

(5.26)

Since the induced metric $c(\tau, z, \bar{z})^2 \, dzd\bar{z}$ on the normal bundle of the foliation is Hermitian for every $\tau$, we refer to (5.26) as a transversely Hermitian metric compatible with the THF. It also follows from (5.26) that we can express $\Phi_{\mu\nu} = -\varepsilon_{\mu\nu\rho}\xi^\rho$, where we use the canonical orientation defined at the end of section 5.1. Therefore, $\eta_{\mu}$ and $\Phi_{\mu\nu}$ can be viewed as auxiliary objects, which are derived from the orientable THF and the transversely Hermitian metric defined by $\xi^\mu$ and $g_{\mu\nu}$.

It is useful to note that we can obtain a THF with a transversely Hermitian metric by dimensionally reducing an integrable complex structure $J^\mu_{\nu}$ and a Hermitian metric $G_{\mu\nu}$ in four dimensions. If $G_{\mu\nu}$ possesses a Killing vector $\partial_x$ along which we can reduce, the nowhere vanishing vector field $\xi^\mu = \frac{1}{\sqrt{G_{xx}}}J^\mu_x$ ($\mu \neq x$) and the three-dimensional metric $g^{\mu\nu} = G^{\mu\nu}$ ($\mu, \nu \neq x$) define an orientable THF and a compatible transversely Hermitian metric. We will use this to generate various three-dimensional examples.

We can deform the THF and demand that the deformed metric $g_{\mu\nu} + \Delta g_{\mu\nu}$ remain transversely Hermitian. At linear order, this leads to the constraint

$$g_{\mu\nu}\Delta \Phi^\alpha_{\alpha\beta} + g_{\mu\nu}\Phi^\alpha_{\alpha\beta} + \Delta g_{\mu\nu}\Phi^\alpha_{\alpha\beta} = \Delta g_{\alpha\beta} - \Delta \eta_{\alpha}\eta_{\beta} - \eta_{\alpha}\Delta \eta_{\beta} \, .$$

(5.27)

In coordinates adapted to the undeformed case, we find that $\Delta g_{\tau z}$ is unconstrained (we are always free to change $c(\tau, z, \bar{z})$ in (5.26)), while the other components of $\Delta g_{\mu\nu}$ are determined in terms of $\Delta \xi^\mu$, $\Delta \eta_z$, $\Delta \Phi^z_z$,

$$\Delta g_{\tau\tau} = -2\eta_{\mu}\Delta \xi^\mu, \quad \Delta g_{\tau z} = \Delta \eta_z - h\eta_{\mu}\Delta \xi^\mu - \frac{c^2}{2}\Delta \xi^\tau, \quad \Delta g_{zz} = \frac{ic^2}{2}\Delta \Phi^z_z - \frac{hc^2}{2}\Delta \xi^\tau + 2h\Delta \eta_z, \, (5.28)$$

and their complex conjugates for $\Delta g_{\tau\tau}$, $\Delta g_{zz}$. Note that $\Delta g_{\mu\nu}$ does not explicitly depend on $\Delta \Phi^\tau_{\tau}$. The supersymmetric theory on $M_3$ is defined using the metric and $\xi^\mu$, which is determined by the Killing spinor $\zeta_\alpha$, while $\Phi^\mu_{\nu} = -\varepsilon_{\mu\nu\rho}\xi^\rho$ is an auxiliary object [16]. Varying the metric and $\xi^\mu$ in this formula, we find that $\Delta \Phi^\tau_{\tau} = i\hbar\Delta \xi^\tau - i\bar{h}\Delta \xi^\tau$, which automatically satisfies the first integrability condition in (5.19).

5.5 Abelian gauge fields and holomorphic line bundles

As we saw in section 1.5, supersymmetric configurations for three-dimensional Abelian background gauge fields correspond to a complex vector field $A_\mu = A_\mu + i\sigma\eta_\mu$ on $M_3$, whose curvature $F_{\mu\nu} = \partial_{\mu}A_{\nu} - \partial_{\nu}A_{\mu}$ satisfies

$$F_{\tau z} = 0, \, (5.29)$$

where $\tau, z, \bar{z}$ are coordinates adapted to the THF on $M_3$. This condition is reminiscent of the condition (2.9), which defines a holomorphic line bundle over a complex manifold.
We will now explain how (5.29) leads to an analogous construction in three dimensions. Locally, we can view $A_\mu$ as a one-form and consider its anti-holomorphic part $A_0^{0,1} = A_\tau (d\tau + hdz) + A_z dz$. Using (5.15), we see that (5.29) can be expressed as $\tilde{\partial} A_0^{0,1} = 0$.

It follows from the Poincaré lemma for $\tilde{\partial}$ that we can locally express $A_0^{0,1} = \tilde{\partial} \lambda$ for some complex function $\lambda(\tau, z, \bar{z})$. Therefore, we can locally set $A_0^{0,1} = 0$ by a complex gauge transformation. The transition functions that preserve this gauge choice consist of $GL(1, \mathbb{C})$-valued functions that are annihilated by $\tilde{\partial}$, i.e. they do not depend on $\tau$ and are holomorphic in $z$. This is the definition of a holomorphic line bundle over a three-manifold with a THF.

We can change the structure of the holomorphic line bundle if we deform $A_0^{0,1}$ by a well-defined $(0,1)$-form $\Delta A_0^{0,1}$ that preserves (5.29),

$$\tilde{\partial}(\Delta A_0^{0,1}) = 0 .$$

We will quotient by trivial deformations induced by globally defined gauge transformations,$$
\Delta A_0^{0,1} = \tilde{\partial} \varepsilon ,
$$
where $\varepsilon(\tau, z, \bar{z})$ is a well-defined complex function on $\mathcal{M}_3$. Deformations of a holomorphic line bundle over $\mathcal{M}_3$ are thus parametrized by the $\tilde{\partial}$-cohomology class of $\Delta A_0^{0,1}$,

$$[\Delta A_0^{0,1}] \in H^{0,1}(\mathcal{M}_3) .$$

6 Parameter dependence of $Z_{\mathcal{M}_3}$

In this section we study the dependence of the partition function $Z_{\mathcal{M}_3}$ on the THF and the transversely Hermitian metric on $\mathcal{M}_3$, as well as its dependence on the vector field $U^\mu$ and the function $\kappa$ in (1.23) and (1.24). We also analyze the dependence on Abelian background gauge fields. As in four dimensions, we consider small deformations around flat space and rely on the $Q$-cohomology of the $\mathcal{R}$-multiplet and a flavor current.

Note. In this section, we raise and lower indices using the usual flat-space metric.

6.1 The $Q$-cohomology of the $\mathcal{R}$-multiplet

The operators in the three-dimensional $\mathcal{R}$-multiplet reside in the following superfields (see for instance [3, 4, 7]),

$$R_\mu = j^{(R)}_\mu - i\theta S_\mu - i\bar{\theta} \bar{S}_\mu - (\theta \gamma^\nu \bar{\theta} \left( 2T_{\mu\nu} + i\varepsilon_{\mu\rho\sigma} \theta^\rho J^{(Z)} \right)$$

$$- i\theta \bar{\theta} \left( 2j^{(Z)}_\mu + i\varepsilon_{\mu\rho\sigma} \bar{\theta} \gamma^\nu j^{(R)} \right) + \frac{1}{2} \theta^2 \bar{\theta} \gamma^\nu \partial_\nu S_\mu$$

$$+ \frac{1}{2} \theta \bar{\theta} \gamma^\nu \partial_\nu \bar{S}_\mu + \frac{1}{4} \theta^2 \bar{\theta}^2 \partial^2 j^{(R)} ,
$$

$$J^{(Z)} = j^{(Z)} - \frac{1}{2} \theta \gamma^\mu S_\mu + \frac{1}{2} \bar{\theta} \gamma^\mu \bar{S}_\mu + i\theta \bar{\theta} T^\mu + \left( \theta \gamma^\mu \bar{\theta} \right) j^{(Z)}$$

$$+ \frac{1}{4} \varepsilon_{\mu\rho\sigma} \theta^2 \bar{\theta} \gamma^\nu \partial_\nu S_\rho - \frac{1}{4} \varepsilon_{\mu\rho\sigma} \bar{\theta}^2 \theta \gamma^\nu \partial_\nu \bar{S}_\rho + \frac{1}{4} \theta^2 \bar{\theta}^2 \partial^2 J^{(Z)} .$$
Their \( Q \)-transformations are given by
\[
\begin{align*}
\{ Q, j^{(R)}_\mu \} &= -i \zeta S_{\mu}, \\
\{ Q, S_{a\mu} \} &= 0, \\
\{ Q, \tilde{S}_{a\mu} \} &= \zeta_0 \left( 2j^{(Z)}_\mu + i \varepsilon_{\mu
u\rho} \partial^\nu j^{(R)}_\rho \right) + (\gamma^\nu \zeta)_\alpha \left( 2iT_{\mu\nu} + \partial_\nu j^{(R)}_\mu - \varepsilon_{\nu\rho\sigma} \partial^\rho J^{(Z)} \right), \\
\{ Q, T_{\mu\nu} \} &= i \frac{4}{\varepsilon_{\mu\nu\rho} \zeta^\rho} S_{\mu} + i \varepsilon_{\nu\rho\lambda} \zeta^\rho \partial^\lambda S_{\mu}, \\
\{ Q, j^{(Z)}_\mu \} &= -i \frac{2}{\zeta} \gamma^\nu \partial^\nu S_{\mu} - \frac{1}{2} \varepsilon_{\mu\nu\rho} \partial^\nu S_{\rho}, \\
\{ Q, J^{(Z)}_\mu \} &= -\frac{1}{2} \zeta^\mu S_{\mu}.
\end{align*}
\]

These are also the only \( Q \)-closed bosonic operators in the \( R \)-multiplet.

### 6.2 Deformations around flat space

The linearized couplings of the three-dimensional \( R \)-multiplet to the corresponding bosonic supergravity fields is given by (1.18),
\[
\Delta \mathcal{L} = -\frac{1}{2} \Delta g^{\mu\nu} T_{\mu\nu} + A^{(R)}_{\mu} j^{(R)}_\mu + C^\mu j^{(Z)}_\mu + H J^{(Z)}.
\]

Following the discussion in section 5, we deform the THF and the compatible transversely Hermitian metric around flat space. By linearizing (1.23) and (1.24), we find that the supergravity background fields are given by
\[
\begin{align*}
A^{(R)\tau} &= i \frac{1}{2} \partial_\tau \Delta \xi^\tau + i \partial_\tau \Delta \eta_\tau - i \partial_\tau \Delta \eta_\tau + i \frac{1}{2} \partial_\tau \Delta g_{\tau\tau}, \\
A^{(R)z} &= \frac{1}{2} \partial_z \Delta \phi^\tau z - i \partial_z \Delta g_{\tau\tau} - 2i \partial_z \Delta \xi^\tau - 2i \partial_\tau \Delta \eta_\tau, \\
A^{(R)\pi} &= i \partial_z \Delta g_{\tau\pi} + \frac{1}{2} \partial_z \Delta \phi^\tau z, \\
C^\tau &= -i \Delta \xi^\tau + \tilde{C}^\tau, \\
C^z &= 2i \Delta \eta_\tau + \tilde{C}^z, \\
C^\pi &= 2i \Delta \eta_\tau + \tilde{C}^\pi, \\
H &= -\partial_\tau \Delta g_{\tau\pi} - \frac{1}{2} \partial_z \Delta \xi^\tau + \partial_z \Delta \eta_\tau - \partial_\tau \Delta \eta_\tau + i \kappa.
\end{align*}
\]
Here $\tilde{C}_\mu$ is such that its dual field strength is given by

$$-i\varepsilon^{\mu\nu\rho}\partial_\nu\tilde{C}_\rho = U^\mu + \kappa\eta^\mu, \quad (6.6)$$

where $U^\mu$ and $\kappa$ are the ambiguities in $V^\mu$ and $H$, which satisfy the conditions in (1.23),

$$\Phi^\mu_\nu U^\nu = -iU^\mu, \quad \nabla_\mu (U^\mu + \kappa\eta^\mu) = 0. \quad (6.7)$$

We can trade $U^\mu$ and $\kappa$ for a closed two-form,

$$W_{\mu\nu} = \frac{1}{2}\varepsilon_{\mu\nu\rho}(U^\rho + \kappa\eta^\rho), \quad dW = 0. \quad (6.8)$$

It follows from (6.7) that $U^\mu$ only has a $\bar{z}$-component, so that $W_{\bar{z}z} = 0$, and hence $W$ is a $(1,1)$-form. Since it is $d$-closed, it is also $\tilde{\partial}$-closed,

$$\tilde{\partial}W = 0. \quad (6.9)$$

Just as in four dimensions, we will see that the partition function $Z_{M_3}$ only depends on $U^\mu$ and $\kappa$ through the cohomology class of $W$ in $H^{1,1}(M_3)$.

We can now substitute the background fields (6.5) into (6.4), use the conservation of the $R$-current, and drop a total derivative to obtain the following Lagrangian,

$$\Delta \mathcal{L} = -4\Delta T_\tau^\tau T_{\tau\tau} - 2\Delta \eta_\tau (T_{\tau\tau} - iJ_\tau) - 2\Delta \eta_{\bar{z}} T_{\bar{z}\bar{z}} + \Delta \xi^\tau T_{\tau\tau} + \Delta \xi_{\bar{z}} T_{\bar{z}\bar{z}} - i\Delta \Phi^\tau T_{\tau\tau} + \tilde{C}_\mu^\nu j_\mu^{(Z)} + i\kappa J^{(Z)}$$

$$+ \Delta \xi_{\bar{z}} (T_{\bar{z}\bar{z}} + \frac{1}{2}\partial_{\bar{z}} J^{(Z)}) + i\Delta \Phi_{\bar{z}} (T_{z\bar{z}} + \frac{i}{2}\partial_z j_\bar{z}^{(R)}). \quad (6.10)$$

This Lagrangian is supersymmetric if $\Delta \xi_z$ and $\Delta \Phi_{\bar{z}}$ satisfy the second integrability condition in (5.19) with $h = 0$, since we are deforming around flat space.

Recalling the $Q$-exact operators in (6.3), we conclude about the partition function:

- Given a fixed THF, $Z_{M_3}$ does not depend on the compatible transversely Hermitian metric, i.e. it does not depend on the functions $h(\tau, z, \bar{z})$ and $c(\tau, z, \bar{z})$ in (5.26).

- $Z_{M_3}$ does not depend on $\Delta \xi^\tau$, $\Delta \xi_{\bar{z}}$, $\Delta \Phi^\tau$, $\Delta \Phi_{\bar{z}}$.

As in four dimensions, the dependence on $\Delta \xi_z$ and $\Delta \Phi_{\bar{z}}$ is cohomological. Recall from (5.20) and (5.21) that the $(0,1)$-form $\Theta^z$ with coefficients in $T^{1,0}M_3$, which was defined in terms of $\Delta \xi_z$ and $\Delta \Phi_{\bar{z}}$, satisfies $\tilde{\partial}\Theta^z = 0$. According to (5.23), a trivial deformation of the THF corresponds to $\Theta^z = 2i\tilde{\partial}v^z$. Since $v^z$ parametrizes an infinitesimal diffeomorphism of $M_3$, which cannot affect the partition function, we conclude:

- $Z_{M_3}$ only depends on deformations of the THF through the cohomology class of $\Theta^z$ in $H^{0,1}(M_3, T^{1,0}M_3)$. It is a locally holomorphic function of the corresponding moduli.
To prove that $Z_{M_3}$ only depends on $\tilde{C}_\mu$ and $\kappa$ through the $\tilde{\partial}$-cohomology class of the $(1,1)$-form $W$ in (6.8), we assume that $W = \tilde{\partial}\varphi^{1,0}$ for some well-defined $(1,0)$-form $\varphi^{1,0}$, so that $\tilde{C}_\mu$ and $\kappa$ are derivatives of $\varphi^{1,0}$. Substituting into (6.10) and dropping a total derivative, we find that the terms containing $\varphi^{1,0}$ are given by

$$\Delta L = 4i\varphi_z^{1,0}J_z^{(Z)} + \cdots.$$  \hspace{1cm} (6.11)

Since $J_z^{(Z)}$ is $Q$-exact, we have shown:

- $Z_{M_3}$ only depends on $W$ through its cohomology class in $H^{1,1}(M_3)$.

As in four dimensions, the dependence on $W$ drops out completely, if the $R$-multiplet can be improved to an FZ-multiplet, which happens whenever the theory does not possess any parameters that can contribute to the central charge in the flat-space supersymmetry algebra, such as real masses or FI-terms [7]. Certain choices of $W$ may lead to non-trivial flux for the graviphoton $C_\mu$. For instance, this happens for the $S^2 \times S^1$ background that preserves four supercharges, which is discussed in section 7.2. In this case the central charge, which couples to the graviphoton, must be quantized in terms of these fluxes. This is similar to the quantization of FI-terms discussed at the end of section 3.2.

### 6.3 Background gauge fields

We now consider the dependence of $Z_{M_3}$ on Abelian background gauge fields. A flavor current $j_\mu$ resides in a real linear multiplet,

$$\mathcal{J} = J + i\theta j + i\tilde{\theta} \tilde{j} + (\theta\gamma^\mu\tilde{\theta})j_\mu - \frac{1}{2} \theta^2 \gamma^\mu \gamma^\nu \tilde{\theta} j_\nu - \frac{1}{2} \tilde{\theta}^2 \gamma^\mu j_\mu + \frac{1}{4} \theta^2 \tilde{\theta}^2 \gamma^\mu \partial^\mu j,$$ \hspace{1cm} (6.12)

which implies the following $Q$-transformations:

$$\begin{align*}
\{Q, J\} &= i\zeta j, \\
\{Q, j_\alpha\} &= 0, \\
\{Q, \tilde{j}_\alpha\} &= -i(\gamma^\mu\zeta)\alpha (j_\mu - i\partial_\mu J) + \zeta K, \\
\{Q, j_\mu\} &= i\varepsilon_{\mu\nu\rho}\zeta \gamma^\rho \partial^\nu j, \\
\{Q, K\} &= -i\zeta\gamma^\mu \partial_\mu j.
\end{align*}$$ \hspace{1cm} (6.13)

Multiplying by $\zeta$ or $\zeta^\dagger$, we find that the bosonic $Q$-exact operators $\{Q, \tilde{j}_\alpha\}$ are given by

$$\mathcal{J}_\tau = j_\tau - i\partial_\tau J, \quad K = K - ij_\tau - \partial_\tau J.$$ \hspace{1cm} (6.14)

These are also the only $Q$-closed operators.

At the linearized level, $\mathcal{J}$ couples to the bosonic fields in a background vector multiplet as follows,

$$\Delta \mathcal{L} = A^\mu j_\mu + \sigma K + DJ.$$ \hspace{1cm} (6.15)

The background field $D$ is given by the linearization of (1.27),

$$D = \partial_\tau \sigma - 2i (\partial_z A_\tau - \partial_\tau A_z).$$ \hspace{1cm} (6.16)
Substituting into (6.15) and dropping a total derivative, we find
\[
\Delta \mathcal{L} = \mathcal{A}_\tau j_\tau + 2 \mathcal{A}_z J_z + 2 \mathcal{A}_z (j_z + i \partial_z J) + \sigma K,
\]
written in terms of the gauge field \( \mathcal{A}_\mu = A_\mu + i \sigma \eta_\mu \) defined in (1.26). The Lagrangian (6.17) is supersymmetric provided the field strength \( F_{\tau \tau} \) of \( \mathcal{A}_\mu \) satisfies \( F_{\tau \tau} = 0 \). This implies that \( \mathcal{A}_\mu \) determines a holomorphic line bundle, as explained in section 5.5.

Since \( J_z \) and \( K \) are \( Q \)-exact, the partition function only depends on \( \mathcal{A}_\tau \) and \( \mathcal{A}_z \), i.e. the \((0,1)\)-part of \( \mathcal{A}_\mu \). As before, invariance under complex gauge transformations renders this dependence cohomological, so that we conclude:

- \( Z_{M_3} \) only depends on the cohomology class of \( \mathcal{A}^{0,1} \) in \( H^{0,1}(M_3) \). Hence, it is a locally holomorphic function of the corresponding line bundle moduli.

7 Examples in three dimensions

In this section we explore three-manifolds \( M_3 \) that are diffeomorphic to \( S^3 \) and \( S^2 \times S^1 \). In each case we analyze the moduli space of THFs and holomorphic line bundles. We discuss the implications for the partition functions \( Z_{M_3} \) on these manifolds, making contact with the literature on squashed spheres and supersymmetric indices in three dimensions.

7.1 Squashed spheres

Much recent work has focused on the partition functions \( Z_{S^3} \) of three-dimensional \( \mathcal{N} = 2 \) theories with a \( U(1)_R \) symmetry on round and squashed \( S^3 \) backgrounds. Here we will refer to any manifold that is diffeomorphic to \( S^3 \), but not isometric to the round case, as a squashed sphere. The partition function on a round \( S^3 \) with four supercharges residing in \( SU(2|1) \) was computed in [40–42] using localization. This was subsequently generalized to various squashed spheres [43–51], all of which preserve at least two supercharges.\(^{29}\) By looking at the explicit expressions for the partition functions in these examples, one is lead to the following observations:

a) \( Z_{S^3} \) only depends on the squashing through a single complex parameter, usually called \( b \), where \( b = 1 \) corresponds to the round \( S^3 \) of [40–42].

b) Some squashings do not affect \( Z_{S^3} \), i.e. they give \( b = 1 \), even though they are not isometric to the round case.

We will address these observations using our general framework. In order to explain a), we show that all known examples belong to a one-parameter family of THFs on \( S^3 \), while b) follows from the observation that some squashings deform the transversely Hermitian metric without changing the THF. We will also describe THFs on \( S^3 \) that do not belong to this one-parameter family.

A global description of all THFs on manifolds diffeomorphic to \( S^3 \) is beyond the scope of this paper (see [26–28] for a full classification). Instead, we will analyze small deformations

\(^{29}\)The squashed spheres discussed in [44, 45] preserve all four supercharges (see also [16]).
of the THF that corresponds to the round spheres of \([40–42]\). In adapted \(\tau, z, \overline{z}\) coordinates, it takes the following form,
\[
\xi = \partial_\tau, \quad \eta = d\tau + \frac{i}{2} \overline{z}dz - zd\overline{z}, \quad ds^2 = \eta^2 + \frac{dzd\overline{z}}{(1 + |z|^2)^2},
\]
where \(\tau \sim \tau + 2\pi\) runs along a Hopf fiber over the \(\mathbb{CP}^1\) base parametrized by \(z\). To cover the point \(z = \infty\), we must change adapted coordinates to \(z' = \frac{1}{z}\) and \(\tau' = \tau - \frac{i}{2} \log \overline{z}\). Since the radius \(r\) of the sphere does not affect the partition function, we have set \(r = 1\).

Note that \(\xi\) is a Killing vector, which is a special feature of this example.

We start with the simpler problem of computing the cohomology \(H^{0,1}(S^3)\), defined in (5.17). As discussed in section 5.5, it parametrizes moduli of holomorphic line bundles over \(S^3\). (Topologically, all complex line bundles over \(S^3\) are trivial.) According to (5.15), we must find \((0,1)\)-forms \(\omega^{0,1}\) that can be written in terms of a well-defined complex function \(\varepsilon(\tau, z, \overline{z})\) on \(S^3\),
\[
\omega^{0,1}_\tau = \partial_\tau \varepsilon, \quad \omega^{0,1}_{\overline{z}} = \partial_{\overline{z}} \varepsilon.
\]
modulo those \((0,1)\)-forms that can be written in terms of a well-defined complex function \(\varepsilon(\tau, z, \overline{z})\) on \(S^3\),
\[
\omega^{0,1}_\tau = \partial_\tau \varepsilon, \quad \omega^{0,1}_{\overline{z}} = \partial_{\overline{z}} \varepsilon.
\]
We can restrict ourselves to \(\partial_\tau \omega^{0,1}_\tau = 0\), since terms with non-trivial \(\tau\)-dependence can be removed by choosing a suitable \(\varepsilon\) in (7.3). (To see this, Fourier-expand \(\omega^{0,1}_\tau\) in the periodic variable \(\tau\) and integrate term by term.) Therefore \(\omega^{0,1}_\tau(z, \overline{z})\) descends to a well-defined scalar on the \(\mathbb{CP}^1\) base. Now, the only way to satisfy (7.2) with well-defined \(\omega^{0,1}_\tau\) is to separately set both sides of this equation to zero. First, it follows that \(\omega^{0,1}_\tau\) is a holomorphic function on \(\mathbb{CP}^1\), and therefore constant, \(\omega^{0,1}_\tau = \gamma \in \mathbb{C}\). Second, we find that \(\omega^{0,1}_{\overline{z}}\) does not depend on \(\tau\). The transformation rules between adapted coordinates discussed in section 5.1 show that \(\omega^{0,1}_{\overline{z}}\) does not descend to a \((0,1)\)-form on \(\mathbb{CP}^1\), but the combination \(\omega^{0,1}_\tau - \overline{h} \omega^{0,1}_\overline{z}\) does, because \(h = \eta_z\) does not depend on \(\tau\). Every \((0,1)\)-form on \(\mathbb{CP}^1\) can be written as \(\partial_\tau \varepsilon\) for a well-defined function \(\varepsilon(z, \overline{z})\) on \(\mathbb{CP}^1\) (the Dolbeault Cohomology \(H^{0,1}(\mathbb{CP}^1)\) vanishes). We thus find that non-trivial elements of \(H^{0,1}(S^3)\) are complex multiples of the one-form \(\eta\) in (7.1), i.e. \(\omega^{0,1} = \gamma \eta\) with \(\gamma \in \mathbb{C}\). This shows that the partition functions \(Z_{S^3}\) depend on a supersymmetry-preserving Abelian background gauge field through a single complex parameter, consistent with all known examples.

As in four-dimensional examples, we can determine \(H^{0,1}(S^3, T^{1,0}S^3)\) by multiplying \(\gamma \eta\), which represents \(H^{0,1}(S^3)\), with a holomorphic vector field \(X = X^z (\partial_z - h \partial_\tau)\). As long as \(X^z\) is annihilated by \(\overline{\partial}\), i.e. it does not depend on \(\tau\) and is holomorphic in \(z\), we find that \(T = \gamma X \otimes h\) is a non-trivial element of \(H^{0,1}(S^3, T^{1,0}S^3)\). Since \(X^z\) does not depend on \(\tau\), it reduces to a holomorphic vector field (with holomorphic coefficients) on \(\mathbb{CP}^1\), of which there are only three. We divide the resulting THFs into two types:

1.) The first type correspond to \(X = z (\partial_z - h \partial_\tau)\), so that \(T(\gamma) = \gamma X \otimes \eta\) defines a one-parameter family of deformations.

2.) The second type correspond to \(X = (\partial_z - h \partial_\tau)\) or \(X = z^2 (\partial_z - h \partial_\tau)\). The parameter \(\lambda\) in the infinitesimal deformation \(T(\lambda) = \lambda X \otimes \eta\) can be removed by rescaling \(z\).

\(\text{It can be checked that this procedure generates all of } H^{0,1}(S^3, T^{1,0}S^3).\)
Like Hopf surfaces of the second type, discussed in section 4.1, these THFs should not possess any moduli. In appendix D we construct such a rigid THF, which only preserves a single supercharge, by reducing a Hopf surface of second type to $S^3$.

Here we will focus on THFs of the first type. They can be realized by reducing the complex structure and the Hermitian metric (4.7) on primary Hopf surfaces $M^{p,q}_3$ along $\partial_x$. (Various reductions from $S^3 \times S^1$ to squashed three-spheres were discussed in [44, 45, 54, 73, 74].) Since this family of THFs is one-dimensional, the corresponding partition functions $Z_{S^3}$ should only depend on the geometry through a single complex parameter — the squashing parameter $b$. Given a particular squashing, we can expand the metric and the THF around (7.1) and ask what values of $\gamma$ are realized by this squashing. (In the vicinity of (7.1) it is possible to establish a precise mapping between $b$ and $\gamma$, but we will not need it here.)

All known examples of squashed spheres realize THFs of the first type. The squashed spheres studied in [48], which are reviewed in appendix E, realize deformations with complex $\gamma$. In special cases, they are equivalent to the ellipsoid squashings with $U(1) \times U(1)$ isometry studied in [43], which only give rise to real $\gamma$, and the squashings of [44, 45]. Some of the squashings discussed in [43, 46] give $\gamma = 0$, i.e. they do not change the THF, even though they deform the transversely Hermitian metric, and this explains why they do not affect the partition function. On the other hand, the results of [49–51] show that $\gamma \neq 0$ can be realized on $S^3$ with a round metric. Finally, the authors of [47] considered a singular space with topology $S^3$, which realizes a THF of the first type once the singularities are resolved.

7.2 $S^2 \times S^1$ without flux and the supersymmetric index

Any $\mathcal{N} = 2$ theory with a $U(1)_R$ symmetry can be placed on $S^2 \times \mathbb{R}$ with the usual round metric while preserving four supercharges residing in $SU(2|1)$, which contains the $SU(2)$ isometry of the sphere [75]. As in four dimensions, a suitable trace over states on $S^2$ in Hamiltonian quantization defines a supersymmetric index $I(y, u)$, where $y$ and $u$ are (generally complex) fugacities that couple to the Hamiltonian $H$, which generates translations along $\mathbb{R}$, and an Abelian flavor charge $Q_f$ that commutes with the supercharges [75–78]. (As in four dimensions, generic values of the chemical potentials are only consistent with two supercharges.) Up to local counterterms, this index corresponds to a partition function on a space diffeomorphic to $S^2 \times S^1$. Here we describe the family of THFs that corresponds to the index and interpret the fugacities $y, u$ as geometric moduli. A distinct family of THFs on $S^2 \times S^1$ is discussed in the next subsection.

Our starting point is a round metric on $S^2 \times S^1$,

$$ds^2 = dx^2 + d\theta^2 + \sin^2 \theta d\varphi^2, \quad (7.4)$$

where $x \sim x + 1$, $\varphi \sim \varphi + 2\pi$, $0 \leq \theta \leq \pi$, and we have set the radius of $S^2$ to one. Up to rotations of $S^2$, the THF that describes the case with four supercharges in $SU(2|1)$ is given by

$$\xi = \cos \theta \partial_x + \sin \theta \partial_\theta. \quad (7.5)$$
Note that the flux of $\xi$ through $S^2$ vanishes. This is related to the fact that there is no flux of the $R$-symmetry gauge field $A_\mu^{(R)}$ through $S^2$, which can be checked using (1.24), and hence there is no restriction on the allowed $R$-charges.

As long as $\theta \neq \pi$, we can introduce adapted coordinates

$$\tau = x - 2 \log \left( \cos \frac{\theta}{2} \right), \quad z = e^{-x+i\varphi} \sin \theta,$$

in which $\xi = \partial_\tau$. The periodicity of $x$ implies the following identifications,

$$(\tau, z) \sim (\tau + 1, e^{-1}z).$$

In these coordinates, the metric (7.4) takes the form

$$ds^2 = \eta^2 + \frac{16e^{2\tau}dzd\bar{z}}{(4 + e^{2\tau}|z|^2)^2}, \quad \eta = d\tau + \frac{e^{2\tau}(zdz + zd\bar{z})}{4 + e^{2\tau}|z|^2},$$

so that $\xi$ is not a Killing vector. The coordinate $\tau$ becomes singular at $\theta = \pi$. For $\theta \neq 0$, we can instead use

$$\tau' = -x + 2 \log \left( \sin \frac{\theta}{2} \right) = \tau + \log \frac{|z|^2}{4}.$$

As before, we begin by examining $H^{0,1}(S^2 \times S^1)$, which parametrizes holomorphic line bundle moduli. This cohomology is computed in appendix F, where we show that it is one-dimensional. The generator is given by $(dx)^{0,1}$, the $(0,1)$-component of the one-form $dx$ representing the usual de Rham cohomology $H^1(S^2 \times S^1)$. (Proving that this is the only non-trivial element of $H^{0,1}(S^2 \times S^1)$ is complicated by the fact that $\xi$ is not a Killing vector.) Thus, there is a single holomorphic line bundle modulus on this $S^2 \times S^1$, which corresponds to the fugacity $u$ for the Abelian flavor charge $Q_f$ in the index $I(y,u)$.

As in previous examples, the cohomology $H^{0,1}(S^2 \times S^1, T^{1,0}S^2 \times S^1)$ that parametrizes deformations of the THF can be obtained by tensoring the generator $(dx)^{0,1}$ of $H^{0,1}(S^2 \times S^1)$ with a holomorphic vector field $X$, whose coefficients are holomorphic functions of $z$. Due to the identifications (7.7), the only such vector fields are complex multiples of $X = z(\partial_z - h\partial_\tau)$. Therefore, $H^{0,1}(S^2 \times S^1, T^{1,0}S^2 \times S^1)$ is also one-dimensional, and hence the THF in (7.5) belongs to a one-parameter family. (This also follows from the classification of [26–28].) As in four dimensions, the corresponding modulus can be identified with the fugacity $y$ in the index $I(y,u)$. It is straightforward to write down explicit metrics and THFs on $S^2 \times S^1$ that realize these deformations. For general complex $y$, they can be chosen to preserve two supercharges of opposite $R$-charge.

### 7.3 $S^2 \times S^1$ with flux

There is another THF on $S^2 \times S^1$ with the round metric (7.4), which is obtained by taking $\xi$ to be the Killing vector $\xi = \partial_x$. Note that this choice of $\xi$ is topologically distinct from (7.5), since it has flux through the $S^2$. It follows from (1.24) that the $R$-symmetry gauge field $A_\mu^{(R)}$ has a unit-flux monopole through $S^2$, so that well-defined bosonic fields must carry integer $R$-charge.
We can introduce adapted coordinates $\tau = x$ and $z = \tan \frac{\theta}{2} e^{i\phi}$, which is a holomorphic coordinate on the $\mathbb{CP}^1$ base. Note that $\eta = d\tau$, so that $h = 0$. It is straightforward to repeat the arguments of section 7.1 to conclude that the cohomology $H^{0,1}(S^2 \times S^1)$ is one-dimensional and generated by $\eta$. Hence, there is a single holomorphic line bundle modulus on $S^2 \times S^1$. Deformations of the THF are obtained by tensoring with a suitable holomorphic vector field $X$ on $\mathbb{CP}^1$. As on $S^3$, we find two types of deformations:

1.) Choosing $X = z\partial_z$ gives rise to a one-parameter family of THFs. They can be obtained from four dimensions. For instance, we can reduce the $S^2 \times T^2$ background discussed in section 4.6 along a cycle of the torus, or we can reduce the Hopf surfaces discussed in sections 4.1 and 4.2 along a suitable Hopf fiber. In both cases we loose one of the two complex structure moduli and end up with a single modulus in three dimensions.

2.) Choosing $X = \partial_z$ or $X = z^2\partial_z$ corresponds to a THF without any moduli, since the deformation parameter can be eliminated by rescaling $z$.\footnote{Just as for $S^3$, an example of such a rigid THF arises by reducing the Hermitian metric on the Hopf surface of the second type described in appendix D along the Killing vector $\partial_\varphi + \partial_\chi$.}
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A Conventions

We follow the conventions of [9] in four dimensions, and those of [16] in three-dimensions, with the following exceptions:

- We denote the $R$-symmetry gauge field in four and three dimensions by $A^{(R)}_\mu$. It is related to the gauge field $A_\mu$ used in [9, 16] as follows:

$$A^{(R)}_\mu = A_\mu - \frac{3}{2} V_\mu.$$  (A.1)

- In four dimensions, the complex structures $J_{\text{here}}$ and $\tilde{J}_{\text{here}}$ are determined in terms of the Killing spinors $\zeta_\alpha$ and $\tilde{\zeta}^\dot{\alpha}$ according to (1.6) and (1.9). They differ from the complex structures used in [9] by a sign, so that $J_{\text{here}} = -J_{\text{there}}$ and $\tilde{J}_{\text{here}} = -\tilde{J}_{\text{there}}$. This preserves the orientation, but exchanges holomorphic and anti-holomorphic indices. For instance, the Killing vector $K^\mu = \zeta^\sigma \tilde{\zeta}_{\rho}$ is anti-holomorphic with respect to $J_{\text{here}}$ and $\tilde{J}_{\text{here}}$, but it was holomorphic in [9].

- In four dimensions, we parametrize the ambiguity in the background fields through the $\partial$-closed $(2, 1)$ form $W_{ij\bar{k}}$ in (1.7), rather than a conserved, anti-holomorphic piece in $V^\mu$, which was called $U^\mu$ in [9].

- In three dimensions, we defined $(\Phi_{\text{here}})_{\mu}^{\nu} = -\varepsilon_{\mu \nu \rho} \xi^\rho$. This differs from the definition in [16] by a sign, so that $\Phi_{\text{here}} = -\Phi_{\text{there}}$.

- In [16], the mathematical structure required for the existence of a supercharge in three dimensions was characterized as an almost contact metric structure satisfying (5.1) and (5.2). Here we have stated this requirement in terms of an equivalent, well-studied mathematical structure: a THF with a compatible transversely Hermitian metric.

Below, we collect several formulas that are useful for computations in four- and three-dimensional flat space.

A.1 Four dimensions

In flat Euclidean $\mathbb{R}^4$, we define holomorphic coordinates,

$$w = x^1 + ix^2, \quad z = x^3 + ix^4,$$  (A.2)

so that the usual orientation $\varepsilon_{1234} = 1$ corresponds to $\varepsilon_{wz\bar{w}\bar{z}} = -\frac{1}{4}$. In these coordinates, the sigma matrices $\sigma_{\alpha \dot{\alpha}}, \tilde{\sigma}^{\mu \dot{\alpha}}$ are given by

$$\sigma^w = -\tilde{\sigma}^w = \begin{pmatrix} 0 & 2 \\ 0 & 0 \end{pmatrix}, \quad \sigma^z = -\tilde{\sigma}^z = \begin{pmatrix} 0 & 0 \\ 2 & 0 \end{pmatrix},$$  (A.3)

$$\sigma^\bar{w} = -\tilde{\sigma}^{\bar{w}} = \begin{pmatrix} 2 & 0 \\ 0 & 0 \end{pmatrix}, \quad \sigma^{\bar{z}} = -\tilde{\sigma}^{\bar{z}} = \begin{pmatrix} 0 & 0 \\ 0 & -2 \end{pmatrix},$$
while the matrices \((\sigma_{\mu\nu})_{\alpha}^{\beta}, (\tilde{\sigma}_{\mu\nu})_{\dot{\alpha}}^{\dot{\beta}}\) take the following form:

\[
\sigma_{w\bar{w}} = \sigma_{z\bar{z}} = \sigma_{w\bar{z}} = -\tilde{\sigma}_{z\bar{w}} = \frac{1}{4} \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \sigma_{wz} = \sigma_{\bar{w}z} = \frac{1}{2} \begin{pmatrix} 0 & 0 \\ -1 & 0 \end{pmatrix}, \quad \sigma_{z\bar{w}} = -\tilde{\sigma}_{z\bar{z}} = \frac{1}{2} \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}.
\] (A.4)

Given two supercharges \(Q, \tilde{Q}\), which are parametrized by constant spinors \(\zeta_{\alpha}, \tilde{\zeta}_{\dot{\alpha}}\), we define the supersymmetry variations \(\{Q, S\} \) and \(\{\tilde{Q}, S\} \) of a superfield \(S(x, \theta, \tilde{\theta})\) as follows:

\[
\{Q, S\} = i\zeta_{\alpha} Q_{\alpha} S, \quad \{\tilde{Q}, S\} = i\tilde{\zeta}_{\dot{\alpha}} \tilde{Q}_{\dot{\alpha}} S,
\]

\[
Q_{\alpha} = \frac{\partial}{\partial \theta_{\alpha}} - i(\sigma^\mu \tilde{\theta})_{\alpha} \partial_\mu, \quad \tilde{Q}_{\dot{\alpha}} = -\frac{\partial}{\partial \tilde{\theta}^\dot{\alpha}} + i(\theta \sigma^\mu)_{\dot{\alpha}} \partial_\mu. \quad \text{(A.5)}
\]

### A.2 Three dimensions

In flat Euclidean \(\mathbb{R}^3\), we define adapted coordinates,

\[
\tau = x^1, \quad z = x^2 + ix^3, \quad \text{(A.6)}
\]

so that the usual orientation \(\varepsilon_{123} = 1\) corresponds to \(\varepsilon_{\tau z \bar{z}} = \frac{i}{2}\). In these coordinates, the gamma matrices \((\gamma^\mu)_{\alpha}^{\beta}\) are given by

\[
\gamma^\tau = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \gamma^z = \begin{pmatrix} 0 & -2 \\ 0 & 0 \end{pmatrix}, \quad \gamma^{\bar{z}} = \begin{pmatrix} 0 & 0 \\ 0 & -2 \end{pmatrix}.
\] (A.7)

The supersymmetry variation of a superfield \(S(x, \theta, \tilde{\theta})\) under the supercharge \(Q\) parametrized by \(\zeta_{\alpha}\) takes the form

\[
\{Q, S\} = i\zeta_{\alpha} Q_{\alpha} S, \quad Q_{\alpha} = \frac{\partial}{\partial \theta_{\alpha}} - i(\sigma^\mu \tilde{\theta})_{\alpha} \partial_\mu. \quad \text{(A.8)}
\]

### B Basic aspects of complex manifolds

Here we review a few standard facts about complex manifolds, see for instance [52, 79].

Given a differentiable manifold \(\mathcal{M}\), an almost complex structure \(J_{\mu\nu}\) satisfies

\[
J_{\mu\nu} J_{\nu\rho} = -\delta^\mu_{\rho}. \quad \text{(B.1)}
\]

We say that \(J_{\mu\nu}\) is an integrable complex structure if

\[
J^\lambda \partial_\lambda J_{\mu\nu} - J^\lambda \partial_\lambda J_{\nu\mu} - J^\mu \partial_\mu J_{\nu\rho} + J^\nu \partial_\nu J_{\mu\rho} = 0 \quad \text{(B.2)}
\]

The expression on the left-hand side of this equation is known as the Nijenhuis tensor of \(J_{\mu\nu}\). It follows from (B.2) that we can cover \(\mathcal{M}\) with adapted coordinate patches of holomorphic local coordinates

\[
z^i = x^i + iy^i, \quad (i = 1, \ldots, n), \quad \text{(B.3)}
\]
and their complex conjugates $\bar{z}^i$, in which the non-vanishing components of $J^\mu_\nu$ are

$$J^i_j = i\delta^i_j, \quad J^j_i = -i\delta^j_i.$$  \hspace{1cm} (B.4)

The $x^i, y^j$ in (B.3) are real local coordinates on the $2n$-manifold $\mathcal{M}$, which is therefore even-dimensional. (The dimension of $\mathcal{M}$ as a complex manifold is $n$.) In order to preserve (B.4), the transition functions $z^i = f^i(z)$ between two adapted patches must be holomorphic, $\partial f^i f^j(z) = 0$. In each adapted patch we can define a canonical orientation $dx^1 \wedge dy^1 \wedge \cdots \wedge dx^n \wedge dy^n$. This consistently defines an orientation on $\mathcal{M}$, since the corresponding transition functions $|\det(\partial f^i)|^2$ are positive.

We can use $J^\mu_\nu$ to split the complexified tangent and cotangent bundles into holomorphic vectors $X \in T_1,0$ and holomorphic one-forms $\omega_1,0 \in \Lambda^1,0$,

$$J^\mu_\nu X^\nu = iX^\mu, \quad \omega^1_\nu J^\mu_\nu = i\omega^1_\nu,$$  \hspace{1cm} (B.5)

and their anti-holomorphic counterparts in $T_0,1$ and $\Lambda^0,1$, which satisfy (B.5) with $i \to -i$. More generally, we can split the space $\Lambda^k$ of complex $k$-forms into a direct sum,

$$\Lambda^k = \bigoplus_{p+q=k} \Lambda^{p,q}, \quad \Lambda^{p,q} = \bigotimes_p \Lambda^1,0 \otimes \bigotimes_q \Lambda^0,1, \quad 0 \leq p, q \leq k.$$  \hspace{1cm} (B.6)

In adapted coordinates, a holomorphic vector takes the form

$$X = X^i(z, \bar{z}) \partial_i,$$  \hspace{1cm} (B.7)

while a general $(p, q)$-form is given by

$$\omega^{p,q} = \frac{1}{p! q!} \omega^{p,q}_{i_1 \ldots i_p j_1 \ldots j_q} (z, \bar{z}) \, dz^{i_1} \wedge \cdots \wedge dz^{i_p} \wedge d\bar{z}^{j_1} \wedge \cdots \wedge d\bar{z}^{j_q}.$$  \hspace{1cm} (B.8)

It follows that the exterior derivative $d\omega^{p,q}$ splits into $\partial \omega^{p,q} \in \Lambda^{p+1,q}$ and $\bar{\partial} \omega^{p,q} \in \Lambda^{p,q+1}$, which we write as $d = \partial + \bar{\partial}$. Note in particular that the exterior derivative $d\omega^{1,0}$ of a holomorphic one-form does not have a $(0, 2)$ component. This property is equivalent to the integrability condition (B.2).

The fact that $d^2 = 0$ implies that $\partial, \bar{\partial}$ satisfy

$$\partial^2 = 0, \quad \bar{\partial}^2 = 0, \quad \partial \bar{\partial} + \bar{\partial} \partial = 0.$$  \hspace{1cm} (B.9)

The Dolbeault cohomology $H^{p,q}(\mathcal{M})$ of $\mathcal{M}$ is defined to be the cohomology of $\bar{\partial}$,

$$H^{p,q}(\mathcal{M}) = \left\{ \omega^{p,q} \in \Lambda^{p,q} \mid \bar{\partial} \omega^{p,q} = 0 \right\}.$$  \hspace{1cm} (B.10)

There is a Poincaré lemma for the the $\bar{\partial}$-operator, which implies that the cohomology of $\bar{\partial}$ is locally trivial: given a $\bar{\partial}$-closed $(p, q)$-form $\omega^{p,q}$ with $q \geq 1$ on $\mathbb{C}^n$, there is a $(p, q-1)$-form $\varphi^{p,q-1}$ such that $\omega^{p,q} = \bar{\partial} \varphi^{p,q-1}$. If $\mathcal{M}$ is compact, we can represent elements of $H^{p,q}(\mathcal{M})$ by harmonic forms, which comprise a finite dimensional complex vector space. Hence, the Dolbeault cohomology is also finite dimensional.
C Two supercharges of opposite $R$-charge in four dimensions

In this appendix we establish the results outlined in section 3.4 by carrying out the linearized analysis around flat space in the presence of two supercharges $Q$ and $\tilde{Q}$ of opposite $R$-charge. See section 1.1 and [9] for additional details on the background geometry in this case.

C.1 The $\tilde{Q}$-cohomology of the $\mathcal{R}$-multiplet

Like the $Q$-transformations (3.2) of the operators in the $\mathcal{R}$-multiplet, their transformations under the second supercharge $\tilde{Q}$, parametrized by $\tilde{\zeta}^\dot{\alpha}$, follow from (3.1),

$$\{\tilde{Q}, j^{(R)}_\mu\} = i\tilde{\zeta}^\dot{\alpha} S^\dot{\alpha}_\mu,$$
$$\{\tilde{Q}, S^\dot{\mu}_\mu\} = 2i(\sigma^\nu\tilde{\zeta})_\alpha \tilde{T}_{\mu\nu},$$
$$\{\tilde{Q}, \tilde{S}^\dot{\alpha}_\mu\} = 0,$$
$$\{\tilde{Q}, T_{\mu\nu}\} = \frac{1}{2}\tilde{\zeta}_\nu\tilde{\sigma}^\mu\partial^\nu\tilde{S}^\dot{\alpha}_\mu + \frac{1}{2}\tilde{\zeta}_\mu\tilde{\sigma}^\nu\partial^\mu\tilde{S}^\dot{\alpha}_\nu,$$
$$\{\tilde{Q}, F_{\mu\nu}\} = -\frac{i}{2}\tilde{\zeta}_\nu\tilde{\sigma}^\mu\partial^\nu\tilde{S}^\dot{\alpha}_\rho - i\tilde{\zeta}_\mu\tilde{\sigma}^\nu\partial^\rho\tilde{S}^\dot{\alpha}_\nu.$$  \hfill (C.1)

Here we have defined

$$\tilde{T}_{\mu\nu} = T_{\mu\nu} + i\partial_\nu j^{(R)}_\mu = T_{\mu\nu} + \frac{i}{4}\varepsilon_{\nu\mu\rho\lambda}F^{\rho\lambda} - \frac{i}{4}\varepsilon_{\mu\nu\rho\lambda}\partial^\rho j^{(R)}_\lambda + \frac{i}{2}\partial_\nu j^{(R)}_\mu.$$  \hfill (C.2)

In particular, we will need

$$\tilde{T}_{ww} = T_{ww} + i\frac{1}{2}\partial_w j^{(R)}_w,$$
$$\tilde{T}_{wz} = T_{wz} + i\frac{1}{2}F_{wz} - i\frac{3}{4}\partial_w j^{(R)}_z + \frac{3i}{4}\partial_z j^{(R)}_w,$$  \hfill (C.3)

and two more with $w \leftrightarrow z$.

In order to extract the $\tilde{Q}$-exact bosonic operators from $\{\tilde{Q}, S^\dot{\alpha}_\mu\}$, we follow the discussion around (3.4) and multiply by $\tilde{\zeta}^\dagger \tilde{\sigma}_\rho$ to obtain a projector proportional to $\delta^\nu_\rho + i\tilde{\zeta}^\dagger \tilde{\sigma}_\rho$. Here $\tilde{J}^{\mu}_\nu$ is the integrable complex structure determined by $\tilde{\zeta}^\dagger$ (see footnote 9). If we choose holomorphic coordinates $w, z$ adapted to $J^{\mu}_\nu$ such that $K = \partial_{\overline{w}}$, the coordinates that are holomorphic with respect to $\tilde{J}^{\mu}_\nu$ are $w, z$. Since $\delta^\nu_\rho + i\tilde{J}^{\nu}_\rho$ projects onto coordinates that are anti-holomorphic with respect to $\tilde{J}^{\mu}_\nu$, we conclude that the eight bosonic $\tilde{Q}$-exact operators are $\tilde{T}_{\mu\overline{w}}$ and $\tilde{T}_{\mu\overline{z}}$. As before, there are no other $\tilde{Q}$-closed operators. Note that none of these operators are $Q$-closed, since the two supercharges anti-commute to $K = \partial_{\overline{w}}$, which does not annihilate any of the operators in the $\mathcal{R}$-multiplet.

C.2 Deformations around flat space

We now proceed as in section 3.2 and consider deformations $\Delta J^{\mu}_\nu$ and $\Delta g^{\mu\nu}$ of the complex structure and the metric around their flat space values, subject to the constraints (2.1), (2.2), and (2.8). The only new ingredient is the anti-holomorphic Killing vector $K$, which must be deformed so that $K^{\mu} + \Delta K^{\mu}$ is anti-holomorphic with respect to
the deformed complex structure and a Killing vector of the deformed metric. This leads to further constraints on \( \Delta J^\mu_\nu \) and \( \Delta g_{\mu\nu} \), whose detailed form will not be needed here.

In terms of the operators \( \tilde{T}_{ij} \) in (C.3), the deformation Lagrangian (3.8) can be expressed as

\[
\Delta L = -\Delta g^{ij} T_{ij} - i \sum_{j=1}^{n} \left( \Delta J^j_\tau T_{j\tau} - \Delta J^j_\bar{\tau} \bar{T}_{ij} \right). \tag{C.4}
\]

Since \( \tilde{T}_{ij} \) is \( \tilde{Q} \)-exact, we conclude that the partition function does not depend on \( \Delta J^j_\tau \). In section 3.2, we verified that the Lagrangian in (C.4) is \( Q \)-closed up to a total derivative. If we want to check that it is also \( \tilde{Q} \)-closed up to a total derivative, we must use the more stringent constraints on \( \Delta J^\mu_\nu \) and \( \Delta g_{\mu\nu} \) that follow from the presence of the anti-holomorphic Killing vector.

### C.3 Background gauge fields

The presence of a second supercharge \( \tilde{Q} \) also reduces the dependence of partition function on Abelian background gauge fields. The \( \tilde{Q} \)-transformations of the flavor current multiplet \( J \) follow from (3.11),

\[
\begin{align*}
\{ \tilde{Q}, J \} &= -i \tilde{\zeta} \tilde{j}, \\
\{ \tilde{Q}, j_\alpha \} &= -i (\sigma^\mu \tilde{\zeta})_\alpha \tilde{J}_\mu, \\
\{ \tilde{Q}, \tilde{j}^\alpha \} &= 0, \\
\{ \tilde{Q}, j_\mu \} &= -2 \tilde{\zeta} \sigma_{\mu\nu} \partial^\nu \tilde{j},
\end{align*}
\tag{C.5}
\]

where \( \tilde{J}_\mu = j_\mu + i \partial_\mu J \). As before, we multiply \( \{ \tilde{Q}, j_\alpha \} \) by \( \tilde{\zeta} \bar{\sigma}_\rho \) to obtain a projector onto the anti-holomorphic indices of the complex structure \( \tilde{J}_\mu \). This shows that \( \tilde{J}_\tau \) and \( \tilde{J}_z \) are \( \tilde{Q} \)-exact. Comparing with the Lagrangian (3.16) for the background gauge field, we conclude that the partition function does not depend on \( A^\tau_z \).

### D \( S^3 \times S^1 \) and \( S^3 \) backgrounds admitting one supercharge

In this appendix we will briefly discuss primary Hopf surface of the second type, which are obtained from \( \mathbb{C}^2 - \{(0,0)\} \) with coordinates \( w, z \) through the identification (4.2). For simplicity, we restrict ourselves to the case \( n = 1 \) in (4.2),

\[
(w, z) \sim (qw + \lambda z, qz), \quad 0 < |q| < 1, \quad \lambda \in \mathbb{C}^*. \tag{D.1}
\]

Recall that any \( \lambda \neq 0 \) gives rise to the same complex structure (for instance, we could set \( \lambda = 1 \) by rescaling \( z \)), while \( q \) is a genuine complex structure modulus. Like all primary Hopf surfaces, the resulting quotient space is diffeomorphic to \( S^3 \times S^1 \). However, we will show that it does not admit a Hermitian metric with a suitable holomorphic Killing vector, and hence it only preserves one supercharge. We will then construct an explicit example of a Hermitian metric with two real Killing vectors, which admits a reduction to a metric on \( S^3 \). This leads to a THF of the second type, whose existence was inferred from an infinitesimal deformation analysis in section 7.1.

---

\(^{32}\)For the purpose of this discussion, we omit the term involving \( W_{ij} \).
D.1 Absence of holomorphic killing vectors

As explained in [9] and reviewed in section 1.1, the presence of two supercharges of opposite $R$-charge requires a Hermitian metric with a holomorphic Killing vector, whose coefficient functions are also holomorphic. Here we will show that the Hopf surfaces corresponding to (D.1) do not admit such a Killing vector. The most general holomorphic vector field with holomorphic coefficients is given by (see for instance example 2.15 in [52])

$$a(w \partial_w + z \partial_z) + bz \partial_w .$$

We will argue that it is not possible to construct a well-behaved Hermitian metric on $\mathbb{C}^2 - (0,0)$ that is invariant under the identifications (D.1) and admits (D.2) as a Killing vector. In order to simplify the formulas, we will set $\lambda = q$ in this subsection. This does not affect the argument.

It is convenient to introduce the coordinates

$$v^1 = \frac{w}{z}, \quad v^2 = -\log z ,$$

which are subject to the following identifications:

$$(v^1, v^2) \sim (v^1, v^2 + 2\pi i) \sim (v^1 + 1, v^2 - \log q ) .$$

In these coordinates, the holomorphic vector field (D.2) takes the simple form

$$a \partial_{v^1} + b \partial_{v^2} .$$

Since the one-forms $dv^{1,2}$ are invariant under (D.4), the most general Hermitian metric consistent with the identifications is given by $ds^2 = g_{\overline{J}J} dv^J d\overline{v}^J$, where the coefficient functions $g_{\overline{J}J}$ must also be invariant under (D.4). It is clear from (D.3) that $v^i \to \infty$ as $z \to 0$ for fixed $w \neq 0$. (The precise way in which they approach infinity depends on the phase of $z$, as well as on $w$.) Requiring the metric to be smooth and positive definite in the original $w,z$ coordinates leads to various constraints, such as

$$g_{1\overline{1}} \to C|z|^2 \text{ as } z \to 0 \text{ with } w \neq 0 \text{ fixed and } C > 0 ,$$

where $C$ may depend on $w$. We will use this establish a contradiction.

If $a = 0$ in (D.5), the metric components $g_{\overline{J}J}$ do not depend on $v^2$. It follows from (D.6) that $g_{1\overline{1}}$ is proportional to $\frac{1}{|v^1|^2}$ as $v^1 \to \infty$, but this is inconsistent with the identification $v^1 \sim v^1 + 1$. Therefore $a \neq 0$ and we can set $a = 1$ without loss of generality. Now $g_{1\overline{1}}$ can only depend on $y = bv^1 - v^2$ (and its complex conjugate), which is subject to the identifications $y \sim y + 2\pi i \sim y + b + \log q$. For generic $b, q$, this describes a compact two-torus, and hence $g_{1\overline{1}}$ cannot have the correct limiting behavior (D.6). The exceptional case occurs when $b + \log q$ is purely imaginary, so that the real part $\text{Re } y$ is not identified. Since $|q| < 1$, this case requires $b \neq 0$. As $z \to 0$, we then have $y = bv^1 + \mathcal{O}(\log v^1)$. Again, (D.6) is not consistent with the identifications of $y$.

---

This requirement was previously expressed in terms of an anti-holomorphic Killing vector, but since the metric is real its complex conjugate is also a Killing vector.
D.2 Hermitian metrics and reduction to three dimensions

Here we will write down a class of metrics on the Hopf surfaces discussed above. They possess two commuting Killing vectors that enable a reduction to three dimensions.\(^{34}\) As before, we introduce real variables \(x, \theta, \varphi, \chi\), subject to the same identifications as in (4.4), so that \(w, z\) are given by

\[
\begin{align*}
w &= q^x \cos \frac{\theta}{2} e^{i\varphi} + \frac{\lambda x}{q} z, \\
z &= q^x \sin \frac{\theta}{2} e^{i\chi}.
\end{align*}
\] (D.7)

Now \(x\) is only well defined if \(|\lambda|\) is sufficiently small. (The precise bound, which depends on \(q\), will not be important.) We can construct two holomorphic one-forms that are invariant under the identification (D.1),

\[
\begin{align*}
e^1 &= q^{-x} \left( dw - \frac{\lambda x}{q} dz \right), \\
e^2 &= q^{-x} dz.
\end{align*}
\] (D.8)

Given a constant \(2 \times 2\) Hermitian matrix \(A_{ij}\), which does not depend on \(w, z\) and satisfies a suitable positivity requirement, \(ds^2 = A_{ij} e^{i\varphi} e^j\) is a well-defined, smooth Hermitian metric on the Hopf surface. By expressing it in terms of \(x, \theta, \varphi, \chi\), it can be checked that \(\partial_x\) and \(\partial_\varphi + \partial_\chi\) are Killing vectors.

We can now reduce to three dimensions along the Killing vector \(\partial_x\) to obtain a THF with a compatible transversely Hermitian metric on a squashed \(S^3\). In order to simplify the formulas, we will choose \(q\) real and positive, i.e. \(0 < q < 1\), and take

\[
\begin{align*}
\lambda &= -\varepsilon q \log q, \\
A_{ij} &= \begin{pmatrix} 1 & \varepsilon \\ \varepsilon & 1 + \varepsilon^2 \end{pmatrix}, \quad \varepsilon > 0,
\end{align*}
\] (D.9)

with \(\varepsilon\) sufficiently small to ensure that \(x\) is a good coordinate. We also switch to coordinates \(\theta, \psi, \chi\) with \(\psi = \varphi - \chi\). The one-form \(\eta\) is then given by

\[
\eta = -\frac{\varepsilon}{2} \cos^2 \frac{\theta}{2} \sin \psi d\theta + \cos^2 \frac{\theta}{2} d\psi + \left( 1 + \frac{\varepsilon}{2} \sin \theta \cos \psi \right) d\chi,
\] (D.10)

while the compatible metric takes the form \(g_{\mu\nu} = \eta_\mu \eta_\nu + \tilde{g}_{\mu\nu}\) with

\[
\begin{align*}
\tilde{g}_{\theta\theta} &= \frac{1}{4} \left( 1 + \frac{\varepsilon^2}{4} \sin^2 \theta - \varepsilon \cos \psi \sin \theta \right), \\
\tilde{g}_{\theta\psi} &= -\frac{\varepsilon}{8} \sin^2 \theta \sin \psi, \\
\tilde{g}_{\theta\chi} &= -\frac{\varepsilon}{2} \sin^2 \frac{\theta}{2} \sin \psi, \\
\tilde{g}_{\psi\psi} &= \frac{1}{4} \sin^2 \theta, \\
\tilde{g}_{\psi\chi} &= \frac{\varepsilon}{2} \cos \psi \sin \theta \sin^2 \frac{\theta}{2}, \\
\tilde{g}_{\chi\chi} &= \varepsilon^2 \sin^4 \frac{\theta}{2}.
\end{align*}
\] (D.11)

---

\(^{34}\)See [80] for a discussion of metrics that have various other desirable properties.
It can be checked explicitly that \(\eta_\mu\) and \(g_{\mu\nu}\) satisfy the integrability condition (5.2), and hence this squashed sphere admits one supercharge. The metric only depends on \(\theta\) and \(\psi\), so that \(\partial_\chi\) is a Killing vector.\(^{35}\) However, the Killing vector is not proportional to \(\eta_\mu\), and hence this space does not admit a second supercharge of opposite \(R\)-charge [16]. For small \(\varepsilon\), the expressions in (D.10) and (D.11) approach the THF on a round \(S^3\) of unit radius, which was discussed in section 7.1. If we switch to coordinates adapted to the round case and expand to first order in \(\varepsilon\), we find that (D.10) and (D.11) realize an infinitesimal deformation of the second type, with \(\Theta = -2\varepsilon z^2 (\partial_z - h\partial_\tau) \otimes \eta\). Thus, primary Hopf surfaces of the second type give rise to THFs of the second type on \(S^3\).

E Squashed three-spheres of the first type

In this appendix we briefly review various known squashings of \(S^3\) that preserve at least two supercharges. We expand them around (7.1) and show that they correspond to deformations of the first type.

Our starting point is the metric studied in [48], which depends on two real parameters \(\gamma_r, \gamma_i\),

\[
ds^2 = \frac{d\theta^2}{f(\theta)} + f(\theta) \sin^2 \theta \left( \frac{d\varphi}{(2 + \gamma_i)^2 + \gamma_r^2} + \frac{d\chi}{(2 - \gamma_i)^2 + \gamma_r^2} \right)^2 + \left( \frac{2 + 2 \cos \theta + \gamma_i \sin^2 \theta}{(2 + \gamma_i)^2 + \gamma_r^2} d\varphi - \frac{2 - 2 \cos \theta - \gamma_i \sin^2 \theta}{(2 - \gamma_i)^2 + \gamma_r^2} d\chi \right)^2,
\]

\[f(\theta) = (2 - \gamma_i \cos \theta)^2 + \gamma_r^2.\] (E.1)

As before, \(0 \leq \theta \leq \pi\) and \(\varphi, \chi\) and angles with periodicity \(2\pi\). This metric has two commuting Killing vectors \(\partial_\varphi, \partial_\chi\). The THF corresponding to the supercharge considered in [48] is defined by

\[
\xi = \gamma_r \sin \theta \partial_\theta - \frac{(2 + \gamma_i)^2 + \gamma_r^2}{4f(\theta)} (4 - 2\gamma_i - (2\gamma_i - \gamma_i^2 - \gamma_r^2) \cos \theta) \partial_\varphi
\]

\[-\frac{(2 - \gamma_i)^2 + \gamma_r^2}{4f(\theta)} (4 + 2\gamma_i - (2\gamma_i + \gamma_i^2 + \gamma_r^2) \cos \theta) \partial_\chi.\] (E.2)

As \(\gamma_r, \gamma_i \to 0\), (E.1) and (E.2) approach the THF on the round sphere in (7.1). Switching to the coordinates adapted to the round case, we find that \(\xi\) in (E.2) corresponds to a deformation of the first type, i.e. \(\Theta = \gamma z (\partial_z - h\partial_\tau) \otimes \eta\), with complex deformation parameter \(\gamma = -2i(\gamma_r + i\gamma_i)\).

The metric (E.1) is also viable for purely imaginary \(\gamma_r = -i\gamma_r\) with real \(\gamma_r\), but now \(\xi\) in (E.2) is complex, which is not allowed. In this case [48] choose

\[
\xi = -(2 - \gamma_i + \gamma_r) \frac{(2 + \gamma_i)^2 - \gamma_r^2}{8 + 4(\gamma_r - \gamma_i) \cos \theta} \partial_\varphi - (2 + \gamma_i - \gamma_r) \frac{(2 - \gamma_i)^2 - \gamma_r^2}{8 + 4(\gamma_r - \gamma_i) \cos \theta} \partial_\chi.\] (E.3)

\(^{35}\)When we change variables from \(\varphi, \chi\) to \(\psi, \chi\), we have \(\partial_\varphi|_\psi + \partial_\chi|_\varphi = \partial_\chi|_\psi\).
As \( \gamma_i, \tilde{\gamma}_r \to 0 \) we again find a deformation of the first type, with \( \gamma = 2 (\tilde{\gamma}_r + \gamma_i) \), so that the deformation parameter is real.

For some choices of \( \gamma_r, i \), we recover other cases studied in the literature:

1.) If \( \gamma_r = -i \tilde{\gamma}_r \) is purely imaginary and \( \tilde{\gamma}_r = \gamma_i \), then (E.1) is isometric to the ellipsoid with \( \text{U}(1) \times \text{U}(1) \) isometry studied in [43]. According to the preceding discussion, this is a deformation of the first type with real deformation parameter \( \gamma = 4 \tilde{\gamma}_r \).

2.) If \( \gamma_i = 0 \), then (E.1) is isometric to the squashed sphere with \( \text{SU}(2) \times \text{U}(1) \) isometry studied in [44, 45], which preserves four supercharges. This corresponds to a deformation of the first type with \( \gamma = -2i \gamma_r \), which may be real or purely imaginary.

\section{F Computing \( H^{0,1}(S^2 \times S^1) \)}

In this appendix we compute the cohomology \( H^{0,1}(S^2 \times S^1) \) for the THF in (7.5) on \( S^2 \times S^1 \).

Below, we will consider a path on \( S^2 \times S^1 \) that approaches the poles of \( S^2 \) at \( \theta = 0, \pi \) along a meridian with constant \( \varphi \). In the adapted coordinates (7.6), it takes the form

\[
\theta(\tau) = 2 \arctan e^\tau, \quad x(\tau) = -\log (2 \cosh \tau), \quad (F.1)
\]

with fixed \( z \). As \( \tau \to -\infty \), it follows that \( \theta \to 0 \) and \( x \to -\infty \), while \( \tau \to \infty \) corresponds to \( \theta \to \pi \) and \( x \to \infty \). Therefore, the path approaches the poles on \( S^2 \) while rapidly circling the \( S^1 \).

\subsection*{F.1 Constraining the cohomology}

According to (5.15), non-trivial elements of \( H^{0,1}(S^2 \times S^1) \) are \( \bar{\partial} \)-closed \((0, 1)\)-forms,

\[
\omega^{0,1} = \omega^{0,1}_\tau (d\tau + h dz) + \omega^{0,1}_z dz, \quad \bar{\partial}_\tau \omega^{0,1}_z = \partial_z \omega^{0,1}_\tau, \quad (F.2)
\]

modulo those that can be expressed in terms of a well-defined function \( \varepsilon(\tau, z, \bar{z}) \) on \( S^2 \times S^1 \),

\[
\omega^{0,1}_\tau = \partial_\tau \varepsilon, \quad \omega^{0,1}_z = \partial_z \varepsilon \quad (F.3)
\]

The identifications (7.7), i.e. \( (\tau, z) \sim (\tau + 1, e^{-1} z) \), and (F.2) imply that

\[
\omega^{0,1}_\tau = \sum_{k \in \mathbb{Z}} c_k e^{2\pi i k \tau} + \sum_{n \geq 1} \sum_{m, k \in \mathbb{Z}} d_{nmk} z^n \frac{m}{2} z^{-m} e^{(n+2\pi i k) \tau},
\]

\[
\omega^{0,1}_z = -\frac{1}{2} \sum_{n \geq 1} \sum_{m, k \in \mathbb{Z}} \frac{m}{n+2\pi i k} d_{nmk} z^n \frac{m}{2} z^{-m} e^{(n+2\pi i k) \tau}, \quad (F.4)
\]

as long as \( \theta \neq \pi \). Note that \( \omega^{0,1}_\tau \) and the derivatives \( \partial_\tau \omega^{0,1}_\tau, \partial_z \omega^{0,1}_\tau \) are exponentially damped as \( \tau \to -\infty \) at fixed \( z \), i.e. as we approach \( \theta = 0 \) along the path (F.1), while \( \omega^{0,1}_z \) approaches the constant \( c_0 \). We can repeat this analysis in \( \tau', z, \bar{z} \) coordinates, which describe the region \( \theta \neq 0 \), where we find analogous results for the behavior of \( (\omega')^{0,1}_\tau \) and \( (\omega')^{0,1}_z \) near \( \theta = \pi \). In order to understand which terms in (F.4) can be written in
terms of a well-defined function $\varepsilon$ as in (F.3), we use the identifications (7.7) to restrict the form of $\varepsilon$ as follows,

$$
\varepsilon(\tau, z, \overline{z}) = \sum_{k \in \mathbb{Z}} \varepsilon_k e^{2\pi ik\tau} + \sum_{n \geq 1} \sum_{m,k \in \mathbb{Z}} \varepsilon_{nmk} z^n \overline{z}^m e^{(n+2\pi k)\tau} .
$$

(F.5)

Its derivatives can generate all terms in (F.4), except the constant term $c_0$. In $\tau', z, \overline{z}$ coordinates we find that no well-defined $\varepsilon$ can give rise to a constant term $c_0'$. In summary, nontrivial elements of $H^{0,1}(S^2 \times S^1)$ must behave as

$$
(\omega^{'0,1}_\tau \rightarrow c_0, \quad \omega^{'0,1}_z \rightarrow 0 \quad \text{as} \quad \theta \rightarrow 0 \quad \text{along} \quad (G.1),
$$

(F.6)

$$
(\omega^{'0,1}_z \rightarrow c_0', \quad (\omega^{'0,1}_\tau) \rightarrow 0 \quad \text{as} \quad \theta \rightarrow \pi \quad \text{along} \quad (G.1)) .
$$

Changing adapted coordinates from $\tau$ to $\tau' = \tau + \log \frac{|z|^2}{4}$ implies that $(\omega')_{\tau'} = \omega_\tau$ while $(\omega^{'0,1}_\tau) = \omega^{'0,1}_z - \frac{1}{z} \omega^{'0,1}_\tau$. Combining this with (F.6), we find that

$$
\omega^{'0,1}_\tau \rightarrow c'_0, \quad \omega^{'0,1}_z \rightarrow \frac{c_0'}{\overline{z}} \quad \text{as} \quad \theta \rightarrow \pi \quad \text{along} \quad (G.1),
$$

(F.7)

$$
(\omega'^{'}_{0,1}) \rightarrow c_0, \quad (\omega'^{'}_{0,1}) \rightarrow -\frac{c_0}{z} \quad \text{as} \quad \theta \rightarrow 0 \quad \text{along} \quad (G.1) .
$$

In section 7.2, we have exhibited a non-trivial element of $H^{0,1}(S^2 \times S^1)$,

$$
(dx)^0 = \frac{4 - e^{2\tau}|z|^2}{4 + e^{2\tau}|z|^2} (d\tau + hdz) - \frac{e^{2\tau} z dz}{4 + e^{2\tau}|z|^2} , \quad h = \frac{e^{2\tau} \overline{z'}}{4 + e^{2\tau}|z|^2} .
$$

(F.8)

By examining the limits $\tau \rightarrow \pm \infty$ at fixed $z$, we find that this satisfies the conditions in (F.6) and (F.7) with $c_0 = -c_0' = 1$. We will now show that linearly independent solutions with $c_0 \neq -c_0'$ do not exist.

**F.2 Proof that $c_0 = -c_0'$**

It suffices to show that there is no solution with $c_0 = 0$ and $c_0' \neq 0$. We will argue by contradiction, making use of an auxiliary one-form $\omega$, which is obtained from $\omega^{0,1}$ by adding a well-defined $(1,0)$-form $\omega^{1,0} = \omega^{1,0}_z dz$,

$$
\omega = \omega^{0,1}_\tau (d\tau + hdz) + \omega^{1,0}_z dz + \omega^{0,1}_z d\overline{z} .
$$

(F.9)

Since $\overline{\partial}\omega^{0,1} = 0$, it follows that $d\omega$ does not have a $d\tau \wedge d\overline{z}$-component. If it is possible to choose $\omega^{1,0}$ so that the $d\tau \wedge dz$-component also vanishes, we can integrate $d\omega$ along a surface of constant $\varphi$, which is bounded by two circles at $\theta = 0, \pi$. Since $z$ is real on this surface, $dz \wedge d\overline{z} = 0$ and $d\omega$ integrates to zero. However, the integral of $\omega$ over the boundary circles evaluates to $c_0' \neq 0$, which contradicts Stokes’ theorem.

To complete the argument we must find a well-defined $\omega^{1,0}$, such that the $d\tau \wedge dz$-component of $d\omega$ vanishes, i.e. we must solve

$$
\partial_\tau (\omega^{0,1}_\tau h + \omega^{1,0}_z) = \partial_\overline{z} \omega^{0,1}_\tau .
$$

(F.10)
Consider the integral
\[ \varepsilon(\tau, z, \overline{z}) = \int_{-\infty}^{\tau} ds \omega^{0,1}_\tau(s, z, \overline{z}). \] (F.11)

This integral is finite, since \( \omega^{0,1}_\tau \) behaves as in (F.6) with \( c_0 = 0 \) when \( \tau \to -\infty \). While \( \varepsilon \) is a well-defined function on the covering space \( S^2 \times \mathbb{R} \), it is not well-defined on \( S^2 \times S^1 \) when \( c'_0 \neq 0 \), because it diverges as \( \tau \to \infty \) (see below). By contrast, \( \partial_z \varepsilon, \partial_{\overline{z}} \varepsilon \) are well-defined on \( S^2 \times S^1 \). In fact, since \( \partial_z \omega^{0,1}_\tau = \partial_{\overline{z}} \omega^{0,1}_\tau \), we have \( \partial_z \varepsilon = \omega^{0,1}_z \). When \( \tau \to +\infty \) at constant \( z \), it follows from (F.7) that \( \omega^{0,1}_\tau \to c'_0 \) and \( \omega^{0,1}_z \to c'_0 \frac{1}{z} \). Therefore,
\[ \varepsilon(\tau, z, \overline{z}) \to c'_0 \left( \tau + \log |z|^2 \right) + \text{(constant)} \quad \text{as} \quad \tau \to +\infty. \] (F.12)

Here \( \log z \) and \( \log \overline{z} \) must arise together, since \( \varepsilon \) is well defined on the covering space \( S^2 \times \mathbb{R} \).

Finally, define
\[ \omega^{1,0}_z(\tau, z, \overline{z}) = \partial_z \varepsilon(\tau, z, \overline{z}) - \omega^{0,1}_\tau(\tau, z, \overline{z})h(\tau, z, \overline{z}), \] (F.13)
which satisfies (F.10). It is clearly well-defined as \( \tau \to -\infty \). When \( \tau \to +\infty \), it follows from (F.12) that \( \partial_z \varepsilon \to \frac{c'_0}{z} \), while we know that \( \omega^{0,1}_\tau \to c'_0 \) and \( h \to \frac{1}{z} \). Therefore, all divergent contributions proportional to \( \frac{1}{z} \) cancel and \( \omega^{1,0} \) is well defined on \( S^2 \times S^1 \).
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