PRODUCT EXPANSIONS REDUX

KARSTEN HENCKELL AND SAMUEL HERMAN

Abstract. We introduce a generalization of the product expansion of a finite semigroup. As an application, we provide an alternative proof of the decidability of pointlike sets for pseudovarieties consisting of semigroups whose subgroups all belong to a given decidable pseudovariety of groups.
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1. Introduction

The purpose of this paper is twofold. First, we develop a generalization of the product expansion of a finite semigroup. This construction was introduced by the first author in [3], where it was used to obtain a simplified proof that aperiodic pointlikes are decidable.\(^1\) As such, it should not come as a surprise that our generalized construction affords a generalized result—to be precise, we obtain an alternative proof of Steinberg and van Gool’s result from [1], which is that the pseudovariety

\[ G_H = \{ S \in \text{FinSgp} \mid \text{all subgroups of } S \text{ belong to } H \} \]

\(^1\)The original proof of this result is due to the first author in [2].
has decidable pointlikes whenever \( H \) is a pseudovariety of groups in which membership is decidable.

The second purpose of this paper is to serve as an illustration of the authors’ general framework for pointlike sets as developed in [4]. That being said, this paper is intended to be as self-contained as possible—all notions and results from [4] which are needed in this paper are reiterated here (albeit without proof in the case of results).

1.1. **Organization of paper.** Section 2 establishes notation and reviews various standard concepts and results which are needed later. Section 3 covers a number of concepts and results from [4] which provide the framework for our approach. This material is then used in Section 4 to define our “candidate” for \( GH \)-pointlikes as well as to show that this candidate provides a lower bound. Section 5 considers flows on finite automata as a method for constructive proofs of upper bounds for pointlikes. The material covered in Section 6—namely, blowup operators—is the final piece required to develop the titular product expansion in Section 7.

In Section 8, we review notions relating to wreath products of transformation semigroups—in particular, we review the so-called “Zeiger property” and its relation to subgroups. This leads into Section 9, wherein we show that subgroups of the transition semigroup of the product expansion are bound in an advantageous manner by the setup data. Finally, Section 10 uses the product expansion to establish the upper bound, thereby proving the main result.

2. **Preliminaries**

2.1. Familiarity with finite semigroup theory is assumed; for reference, the reader is directed to [7].

2.2. **Notation.** Let \( S \) be a finite semigroup.

- Write \( S^I \) for the semigroup obtained by adjoining a new element \( I \) to \( S \) and defining \( xI = 1x = x \) for all \( x \in S \).
- Write \( S^0 \) for the semigroup obtained by adjoining a new element \( 0 \) to \( S \) and defining \( x0 = 0x = 0 \) for all \( x \in S \).
- Given \( x \in S \), let \( x^\omega \) denote the unique idempotent generated by \( x \).
- Green’s equivalence relations are denoted by \( R, L, H, \) and \( J \); moreover, the various Green’s equivalence classes of \( x \in S \) are denoted by \( R_x, L_x, H_x, \) and \( J_x \), respectively.

2.3. **Activators.** If \( J \) is a \( J \)-class of a finite semigroup \( S \), then the set

\[
A_L(J) = \{ a \in S^I \mid aJ \cap J \neq \emptyset \}
\]

\(^2\)It should be noted that the the product expansion is constructed with respect to an arbitrarily chosen collection of “setup data”, and hence the construction is non-functorial.
is a union of $\beta$-classes of $S^1$. Moreover, $A_L(J)$ contains a unique $\leq_{\beta}$-minimal $\beta$-class which is called the left activator of $J$ and which will be denoted by $\text{LAct}(J)$. Note that $J$ is regular if and only if $\text{LAct}(J) = J$.

2.4. Lemma. Let $J$ be a $\beta$-class of $S$.

(1) For each $j \in J$, there exists $a \in \text{LAct}(J)$ such that $aj = j$. In particular, there exists an idempotent $e \in \text{LAct}(J)$ such that $ej = j$.

(2) Given $j \in J$ and $a \in \text{LAct}(J)$ as in (1),

$$xj <_\beta j \iff xa <_\beta a$$

for all elements $x \in S$.

Proof. See [8, Lemma 2.9].

2.5. Notation. Given $x \in S$, write $\text{LAct}(x) = \text{LAct}(\beta_x)$.

2.6. Relational morphisms. A relational morphism $\rho : S \twoheadrightarrow T$ is an equivalence class of spans of the form

$$ \begin{array}{ccc} \cdot & \longrightarrow & T \\ \downarrow & & \downarrow \\ S & & \end{array} $$

where the map to $S$ is a regular epimorphism, and where two such spans are equivalent if the natural maps from each apex to $S \times T$ have the same image. This shared image is called the graph of $\rho$ and is denoted by $\Gamma(S, \rho, T)$.

2.7. Pseudovarieties. A pseudovariety is a class of finite semigroups which is closed under taking subsemigroups, quotients, and finite products of its members.

2.8. Power semigroups. Given a finite semigroup $S$, let $\mathcal{P}_1(S)$ denote the semigroup of non-empty subsets of $S$ under the inherited operation given by

$$X \cdot Y = \{xy \mid x \in X, y \in Y\}$$

for all non-empty subsets $X$ and $Y$ of $S$; also, let $\text{sing}(S)$ denote the subsemigroup of $\mathcal{P}_1(S)$ consisting of the singletons.

A morphism $\varphi : S \rightarrow T$ extends to a morphism

$$\hat{\varphi} : \mathcal{P}_1(S) \longrightarrow \mathcal{P}_1(T)$$

given by $$(X)\hat{\varphi} = \{\varphi x \mid x \in X\}.$$ 

Equipping the object map $\mathcal{P}_1$ with this action on morphisms yields a functor

$$\mathcal{P}_1 : \text{FinSgp} \longrightarrow \text{FinSgp}$$

which creates monomorphisms, regular epimorphisms, and isomorphisms.

\[\text{Here and throughout, “regular epimorphism” means “surjective homomorphism”.}\]
2.9. **Pointlikes.** Given a finite semigroup $S$ and a pseudovariety $V$, a non-empty subset $X \subseteq S$ is said to be $V$-**pointlike** if for any relational morphism of the form $\rho : S \rightarrow V$ with $V \in V$ there exists some element $v \in V$ for which $X \subseteq (v)\rho^{-1}$.

The set of $V$-pointlike subsets of $S$ is denoted by $P_V(S)$, and is in fact a subsemigroup of $P_1(S)$ which contains $\text{sing}(S)$ and which is closed under taking non-empty subsets of its members. Equipping this object map with the action on morphisms sending $\phi : S \rightarrow T$ to the evident restriction of the extension described in 2.8 yields a subfunctor

$$P_V : \text{FinSgp} \rightarrow \text{FinSgp}$$

of $P_1$ with the property that a finite semigroup $S$ belongs to $V$ if and only if $P_V(S) = \text{sing}(S)$.

Pointlike functors also create monomorphisms, regular epimorphisms, and isomorphisms.

3. **Review of framework**

3.1. The concepts considered in this section are covered in minimal detail; we discuss only the notions and results which are necessary for the rest of the paper. For more detail, see [4].

3.2. **Semigroup complexes.** Let $S$ be a finite semigroup. An $S$-complex $\mathcal{K}$ is a subsemigroup of $P_1(S)$ which

1. contains $\text{sing}(S)$ as a subsemigroup, and which
2. is closed under taking non-empty subsets of its members, meaning that if $X \in \mathcal{K}$ then any $Y \in P_1(S)$ for which $Y \subseteq X$ is also a member of $\mathcal{K}$.

The set of $S$-complexes, denoted by $\hat{\Delta}_S$, is a complete lattice wherein the order is inclusion, the top and bottom are $P_1(S)$ and $\text{sing}(S)$ respectively, the meet is intersection, and the join is given by computing the join in the lattice of subsemigroups of $P_1(S)$ then closing under taking non-empty subsets.

The raison d'être for $S$-complexes is that $P_V(S)$ is an $S$-complex for any pseudovariety $V$, and hence $\hat{\Delta}_S$ serves as a "local possibility space" for pointlikes.

3.3. **Definition.** A modulus $\Lambda$ is a rule, generally written as

$$\Lambda = [S \vdash \Lambda_S],$$

which assigns to each finite semigroup $S$ a (possibly empty) set $\Lambda_S \subseteq P_1(S)$, and which satisfies the following axioms.

1. If $\phi : S \rightarrow T$ is a morphism, then for any $X \in \Lambda_S$ there exists some $\bar{X} \in \Lambda_T$ such that $(X)\bar{\phi} \subseteq \bar{X}$.
2. If $\phi : S \rightarrow T$ is a regular epimorphism, then for any $Y \in \Lambda_T$ there exists some $\bar{Y} \in \Lambda_S$ such that $(Y)\bar{\phi} = Y$.

3.4. **Example.** Commonplace moduli include

---

4The notation for $P_1$ is due to it being the pointlikes functor for the trivial pseudovariety $1$. 
(1) the subgroup modulus
\[ \text{Grp} = [S \vdash \langle G \mid G \text{ is a subgroup of } S \rangle]; \]

(2) the three Green's moduli
\[ RCl = [S \vdash S/\mathcal{R}], \quad LCl = [S \vdash S/\mathcal{L}], \quad \text{and} \quad JCl = [S \vdash S/\mathcal{J}]; \]

(3) the three “principal” moduli, including the principal right ideals modulus
\[ \text{PrinR} = [S \vdash \{ x \cdot S^1 \mid x \in S \}], \]
the principal left ideals modulus
\[ \text{PrinL} = [S \vdash \{ S^1 \cdot x \mid x \in S \}], \]
and the principal (two-sided) ideals modulus
\[ \text{PrinJ} = [S \vdash \{ S^1 \cdot x \cdot S^1 \mid x \in S \}]; \]

(4) and the set of idempotents modulus
\[ E = [S \vdash \{ E(S) \}]. \]

3.5. Constructing lower bounds for pointlikes. Moduli provide a uniform way to describe the construction of candidates for pointlikes. Given a modulus \( \Lambda \), the \( \Lambda \)-construct of \( S \in \text{FinSgp} \) is given by
\[ \mathcal{C}_\Lambda(S) = \bigcap \{ \mathcal{K} \in \hat{\Delta}_S \mid \text{if } \mathcal{X} \in \Lambda_{\mathcal{K}}, \text{ then } \bigcup \mathcal{X} \in \mathcal{K} \}; \]
that is, \( \mathcal{C}_\Lambda(S) \) is the minimal \( S \)-complex closed under unioning subsets assigned to it by the modulus \( \Lambda \). Equipping the object map \( \mathcal{C}_\Lambda \) with the action on morphisms sending \( \varphi : S \rightarrow T \) to the extension
\[ \hat{\varphi} : \mathcal{C}_\Lambda(S) \rightarrow \mathcal{C}_\Lambda(T) \]
given by
\[ (X)\hat{\varphi} = \{ (x)\varphi \mid x \in X \} \]
yields a functor which, moreover, admits a monad structure \( (\mathcal{C}_\Lambda, \sigma_\Lambda, \mu_\Lambda) \), where the components of the unit \( \sigma_\Lambda : 1_{\text{FinSgp}} \Rightarrow \mathcal{C}_\Lambda \) are the singleton embeddings
\[ \sigma_{\Lambda, S} = (-) : S \hookrightarrow \mathcal{C}_\Lambda(S) \]
given by \( x \mapsto \{ x \} \)
and the components of the multiplication \( \mu_\Lambda : \mathcal{C}_\Lambda^2 \Rightarrow \mathcal{C}_\Lambda \) are the union maps
\[ \mu_{\Lambda, S} = \bigcup (-) : \mathcal{C}_\Lambda^2(S) \rightarrow \mathcal{C}_\Lambda(S) \]
given by \( \mathcal{X} \mapsto \bigcup_{x \in \mathcal{X}} X \)
for every finite semigroup \( S \).

The set of points of a modulus \( \Lambda \) is given by
\[ \text{pt} [\Lambda] = \{ S \in \text{FinSgp} \mid \Lambda_S \subseteq \text{sing}(S) \}. \]
It is straightforward to see that \( \text{pt} [\Lambda] \) is a pseudovariety (see [4, Proposition 9.7]). Moreover, \( S \in \text{pt} [\Lambda] \) if and only if \( \mathcal{C}_\Lambda(S) = \text{sing}(S) \) for any \( S \in \text{FinSgp} \).

The utility of this fact comes from [4, Theorem 9.12], which states that if \( \Lambda \) is a modulus with \( \text{pt} [\Lambda] = V \), then \( \mathcal{C}_\Lambda(S) \subseteq \mathcal{P}_V(S) \) for all \( S \in \text{FinSgp} \). Consequently,
constructing lower bounds for pointlikes is reducible to constructing moduli with the relevant pseudovariety of points.

3.6. **Nerves of relational morphisms.** The basic justification for this lower bound is as follows. The **nerve** of a relational morphism \( \rho : S \to T \) is the \( S \)-complex

\[
\text{Nrv}(S, \rho, T) = \left\{ X \in \mathcal{P}_1(S) \mid X \subseteq (t)\rho^{-1} \text{ for some } t \in T \right\};
\]

and in this situation we say that \( \rho \) computes \( \text{Nrv}(S, \rho, T) \).

If \( \Lambda \) is a modulus with \( \text{pt}[\Lambda] = V \) and \( \rho : S \to V \) is a relational morphism with \( V \in V \), then it is easily seen that any \( X \in \Lambda \) must be a member of \( \text{Nrv}(S, \rho, V) \).

From here, the well-known fact that there always exists a relational morphism of this form which computes \( \mathcal{P}_V(S) \) yields the desired bound.

4. **Candidate and lower bound**

4.1. For the remainder of the paper, let \( \mathbf{H} \) be a pseudovariety of groups. Recall from the introduction that

\[
\mathbf{G}_\mathbf{H} = \{ S \in \text{FinSgp} \mid \text{all subgroups of } S \text{ belong to } \mathbf{H} \}.
\]

4.2. **Candidate.** Define a modulus \( \Lambda_{\mathbf{G}_\mathbf{H}} \) by setting

\[
\Lambda_{\mathbf{G}_\mathbf{H}} = \left[ S \vdash \bigcup \{ \mathcal{P}_\mathbf{H}(G) \mid G \text{ is a subgroup of } S \} \right],
\]

and denote the \( \Lambda_{\mathbf{G}_\mathbf{H}} \)-construct by \( C_{\mathbf{G}_\mathbf{H}} \); that is, \( C_{\mathbf{G}_\mathbf{H}}(S) \) is the minimal \( S \)-complex closed under unioning \( \mathbf{H} \)-pointlike subsets of its subgroups for any \( S \in \text{FinSgp} \).

It is clear that \( \text{pt}[\Lambda_{\mathbf{G}_\mathbf{H}}] = \mathbf{G}_\mathbf{H} \), and it follows that \( \mathcal{C}_{\mathbf{G}_\mathbf{H}}(S) \subseteq \mathcal{P}_{\mathbf{G}_\mathbf{H}}(S) \) for any finite semigroup \( S \) by 3.5.

4.3. If \( \rho : G \to \mathbf{H} \) is a relational morphism of groups, then \( (1_H)\rho^{-1} \) is a normal subgroup of \( G \) for which \( G/(1_H)\rho^{-1} \cong \text{im}(\rho) \) (see [6, Lemma 2.14]), and so

\[
\text{Nrv}(G, \rho, H) = \left\{ X \in \mathcal{P}_1(G) \mid X \subseteq g \cdot (1_H)\rho^{-1} \text{ for some } g \in G \right\}.
\]

Consequently, \( \mathcal{P}_\mathbf{H}(G) \) is computable by a morphism for any finite group \( G \). In fact, there is a canonical choice of such a morphism—since the set of normal subgroups \( N \) of \( G \) for which the quotient \( G/N \) belongs to \( \mathbf{H} \) is closed under intersection, there is a unique minimal normal subgroup of \( G \) with this property; this subgroup is called the \( \mathbf{H} \)-kernel of \( G \) and is denoted by \( K_{\mathbf{H},G}. \) The quotient map \( G \to G/K_{\mathbf{H},G} \)—through which any homomorphism \( G \to \mathbf{H} \) with \( \mathbf{H} \in \mathbf{H} \) factors uniquely—is easily seen to compute \( \mathcal{P}_\mathbf{H}(G) \) as its nerve.

4.4. The observations in 4.3 imply that

\[
\Lambda_{\mathbf{G}_\mathbf{H}} = \left[ S \vdash \{ K_{\mathbf{H},G} \mid G \text{ is a subgroup of } S \} \right].
\]

This alternative characterization of \( \Lambda_{\mathbf{G}_\mathbf{H}} \)—which reflects the approach of [1]—will be highly relevant again later on in this paper.
5. Flows and constructive upper bounds

5.1. Definition. An automaton is the data of a tuple \( A = (\Sigma, Q, I, \Theta) \), where

1. \( \Sigma \) is a finite set of input symbols,
2. \( Q \) is a finite set of states,
3. \( I \in Q \) is a distinguished initial state, and
4. \( \Theta : Q \times \Sigma \rightarrow Q \) is a set function called the transition function.

5.2. Notation.

1. The set of (non-empty) strings over \( \Sigma \) is denoted by \( \Sigma^+ \).
2. Write the cumulative action of a string \( \sigma = a_1 a_2 \cdots a_n \in \Sigma^+ \) on a state \( q \in Q \) as \( q \Theta \sigma \); i.e.,
   \[
   (a \Theta a) \cdots (((a \Theta a_1) \Theta a_2) \cdots) \Theta a_n.
   \]

5.3. Definition. The transition semigroup of an automaton \( A \) is the semigroup \( \mathcal{T}_A \) which is generated by the functions \( (\cdot \Theta a) : Q \rightarrow Q \) induced by each \( a \in \Sigma \).

5.4. Example. The Cayley automaton of a finite semigroup \( S \) is the automaton \( \text{Cay}(S) = (S, S^1, I, \cdot) \).

That is, the states of \( \text{Cay}(S) \) are the elements of \( S \) along with an adjoined identity which behaves as the initial state, and the transition function is given by right multiplication. It is easily verified that the transition semigroup of \( \text{Cay}(S) \) is isomorphic to \( S \).

5.5. Definition. A flow automaton is a triple \( (S, A, \parallel \cdot \parallel) \) consisting of a finite semigroup \( S \), an automaton \( A = (S, Q, I, \Theta) \), and a set function

\[
\parallel \cdot \parallel : Q \setminus \{I\} \rightarrow \mathcal{P}_1(S),
\]

which is the nominal flow and which satisfies

\[
s \in \| I \Theta s \| \quad \text{and} \quad \| q \| \cdot \{s\} \subseteq \| q \Theta s \|
\]

for all \( s \in S \) and every non-initial state \( q \in Q \setminus \{I\} \).

5.6. Lemma. If \( (S, A, \parallel \cdot \parallel) \) is a flow automaton, then \( [\sigma]_S \in \| I \Theta \sigma \| \) for all \( \sigma \in S^+ \).

Proof. This is easily seen via induction on the length of \( \sigma \). \hfill \square

5.7. Definition. The cover complex of a flow automaton \( (S, A, \parallel \cdot \parallel) \) is the S-complex given by

\[
\text{Cov}(S, A, \parallel \cdot \parallel) = \{ X \in \mathcal{P}_1(S) \mid X \subseteq \| q \| \text{ for some } q \in Q \setminus \{I\} \}
\]

5.8. Proposition. If \( S \) is a finite semigroup, then

\[
\mathcal{P}_V(S) = \bigcap \{ \text{Cov}(S, A, \parallel \cdot \parallel) \mid \mathcal{T}_A \in V \}
\]

for any pseudovariety \( V \).

Proof. See [1, Proposition 2.5]. \hfill \square
6. Blowup operators

6.1. Fix a finite semigroup \( S \) for the remainder of this section as well as Section 7.

6.2. Definition. A preblowup operator on an \( S \)-complex \( \mathcal{K} \) is a set function

\[ \beta : \mathcal{K} \rightarrow \mathcal{K} \]

which satisfies the following axioms.

1. \( X \subseteq (X)\beta \) for all \( X \in \mathcal{K} \);
2. \( X \not\subseteq Y \) implies \( (X)\beta \not\subseteq (Y)\beta \) for any \( X, Y \in \mathcal{K} \); and
3. either \( (X)\beta = X \) or \( (X)\beta \not<_{\mathcal{K}} X \) for each \( X \in \mathcal{K} \).

An idempotent preblowup operator is called a blowup operator.

6.3. The set of preblowup operators on \( \mathcal{K} \in \hat{\Delta}_S \) is closed under composition and is therefore a finite semigroup; consequently, any preblowup operator \( \beta \) induces a blowup operator \( \beta^\omega \).

6.4. Multipliers for preblowup operators. A right multiplier for a preblowup operator \( \beta \) on \( \mathcal{K} \) is a set function \( r_* : \mathcal{K} \rightarrow \mathcal{K}^I \) written \( X \mapsto r_X \) such that \( X \cdot r_X = (X)\beta \) for all \( X \in \mathcal{K} \).

Dually, a left multiplier for \( \beta \) is a set function \( \ell_* : \mathcal{K} \rightarrow \mathcal{K}^I \) written \( X \mapsto \ell_X \) such that \( \ell_X \cdot X = (X)\beta \) for all \( X \in \mathcal{K} \).

6.5. Properties of preblowup operators. Let \( \beta \) be a preblowup operator on \( \mathcal{K} \), and let \( r_* \) and \( \ell_* \) be right and left multipliers for \( \beta \), respectively. The following properties are easily verified.

(1) If \( X \not\omega (X)\beta \), then \( X = (X)\beta \).
(2) If \( X \not\omega Y \), then \( (X)\beta \not\omega (Y)\beta \).
(3) For both of the claims above, the analogous statement is true for \( \mathcal{R}, \mathcal{L}, \) and \( \mathcal{K} \) as well.
(4) Let \( A, B, C, D \in \mathcal{K} \). Then

\[ AX = BX \implies A \cdot (X)\beta = B \cdot (X)\beta, \]
\[ XC = XD \implies (X)\beta \cdot C = (X)\beta \cdot D. \]

More generally,

\[ AX \not\omega BX \implies A \cdot (X)\beta \not\omega B \cdot (X)\beta, \]
\[ XC \not\omega XD \implies (X)\beta \cdot C \not\omega (X)\beta \cdot D. \]

(5) If \( X \leq_{\mathcal{L}} Y \), then \( X \subseteq X \cdot r_Y \). Moreover, if \( (Y)\beta = Y \), then \( X = X \cdot r_Y \).
(6) If $X \leq_R Y$, then $X \subseteq \ell_Y \cdot X$. Moreover, if $(Y)\beta = Y$, then $X = \ell_Y \cdot X$.

It follows from (1) that if $J$ is a $\beta$-class of $\mathcal{K}$ then either $(X)\beta = X$ for all $X \in J$ or every element of $J$ falls in both $\mathcal{L}$ and $\mathcal{R}$ to some lower $\beta$ class. The set of $\beta$-classes which are fixed by $\beta$ is called the $\beta$-core of $\mathcal{K}$ and is denoted by $\text{Core}(\mathcal{K}; \beta)$, i.e.,

$$\text{Core}(\mathcal{K}; \beta) = \{ J \in \mathcal{K}/\beta \mid (X)\beta = X \text{ for all } X \in J \}.$$ 

Note that the minimal $\beta$-class of $\mathcal{K}$ always belongs to the $\beta$-core of $\mathcal{K}$.

\section{Construction of the product expansion}

\subsection{Setup data}

A product expansion on $S$ is defined with respect to a tuple

$$d = (\mathcal{K}, \beta, E_\ast, J_\ast),$$

referred to as setup data, where

1. $\mathcal{K}$ is an $S$-complex;
2. $\beta$ is a blowup operator on $\mathcal{K}$;
3. $E_\ast$ is a set function $E_\ast : \mathcal{K} \to \mathcal{K}$ written $X \mapsto E_X$ assigning to each $X \in \mathcal{K}$ an idempotent $E_X \in \text{LAct}(X)$—where $\text{LAct}(X)$ is the left activator of the $\beta$-class of $X$—such that $E_X X = X$; and
4. $J_\ast$ is an antitone bijection $J_\ast : (\mathcal{K}^\ast, \leq, \leq_\beta) \to (\text{Core}(\mathcal{K}; \beta), \leq_\beta)$ where $\mathcal{K}^\ast$ is the size of $\text{Core}(\mathcal{K}; \beta)$; that is, it is an indexing of the $\beta$-core $\beta$-classes of $\mathcal{K}$ with the property that

$$J_k \beta J_\ell \Rightarrow k \beta > \ell$$

for all $J_k, J_\ell \in \text{Core}(\mathcal{K}; \beta)$.

\subsection{Notation}

For the remainder of the construction we fix a tuple $d$ of setup data as in 7.2. Moreover,

- write $\mathcal{X} = (X)\beta = (X)\beta^\omega$ for each $X \in \mathcal{K}$;
- for each $J_k \in \text{Core}(\mathcal{K}; \beta)$, let $d_k$ denote the length of the longest strict $\beta$-chain—in $\mathcal{K}$!—descending from some element of $J_k$;
- $\mathcal{B}(J_k) = \bigcup \{ J \in \mathcal{K}/\beta \mid J \beta < J_k \}$;
- $\text{Below}(J_k) = \bigcup \{ J_i \in \text{Core}(\mathcal{K}; \beta) \mid k > i \}$; and
- $\text{Inputs}(J_k) = \text{Below}(J_k) \cup J_k \cup \{1\}$.

\footnote{The existence of such idempotents is guaranteed by Lemma 2.4.}
7.4. The product expansion of $S$ with respect to the setup data $d$ is an automaton which is constructed as follows. For each $\beta$-core $J_k$ we define

- an automaton $(\text{Inputs}(J_k), Q(J_k), \bullet, \circ)$,
- an “output” function $[- \gamma -] : Q(J_k) \times \text{Inputs}(J_k) \to B(J_k) \cup \{I\}$, and
- a “value” map $[-]_{\text{val}} : Q(J_k) \to K^I$,

each of whose precise details depend on whether $J_k$ is regular or null. These automata are then “composed” in series via the order provided by $J_\ast$, where the input to each “lower” coordinate is obtained by applying $\beta$ to the output of the action above it.

7.5. First, although the regular and null constructions are in most aspects quite different, the following definitions coincide for any $\beta$-core $J_k$:

- $[\bullet]_{\text{val}} = I$;
- if $q \in Q(J_k)$, then $q \circ I = q$ and $[q \gamma I] = I$;
- and if $q \in Q(J_k)$ and $B \in \text{Below}(J_k)$, then $q \circ B = \bullet$ and $[q \gamma B] = [q]_{\text{val}} : B$.

7.6. The regular case. Suppose that $J_k \in \text{Core}(K; \beta)$ is regular.

7.6.1. States and values. The state set for a regular $\beta$-class $J_k$ is

$$Q(J_k) = J_k \cup \{\bullet\}.$$  

The value map on non-initial states is given by $[X]_{\text{val}} = X$.

7.6.2. Action and output. The action and output of $A \in J_k$ at $\bullet$ are given by

- $\bullet \circ A = A$ and $[\bullet \gamma A] = I$

and at $X \in J_k$ by

$$X \circ A = \begin{cases}XA, & \text{if } XA \not\preceq X; \\A, & \text{if } XA \preceq X; \end{cases} \quad \text{and} \quad [X \gamma A] = \begin{cases}I, & \text{if } XA \not\preceq X; \\XE_A, & \text{if } XA \preceq X. \end{cases}$$

7.7. The null case. Suppose that $J_k \in \text{Core}(K; \beta)$ is null.

7.7.1. A string $(X_1, X_2, \ldots, X_n) \in J_k^+$ is said to be fragile if the $\leq_L$-chain

$$X_1X_2 \cdots X_{n-1}X_n \leq_L X_2 \cdots X_{n-1}X_n \leq L \cdots \leq L X_{n-1}X_n \leq L X_n$$

is strict throughout. Clearly the length of a fragile string must be less than or equal to $d_k$, and thus the set of fragile strings over $J_k$ is finite.
A string which is not fragile is said to be **sturdy**. Let \( \text{Fragile}(J_k) \) denote the set of fragile strings over \( J_k \), and let

\[
\text{Sturdy}(J_k) = \left( \bigcup_{\ell=1}^{d_k+1} J_k^{(\ell)} \right) \setminus \text{Fragile}(J_k).
\]

In words, \( \text{Sturdy}(J_k) \) is the set of sturdy strings of length less than or equal to \( d_k + 1 \). Note that all strings of length greater than or equal to \( d_k + 1 \) are sturdy.

7.7.2. The action and output will utilize two functions

\( \text{cut} : \text{Sturdy}(J_k) \rightarrow \text{Fragile}(J_k) \) and \( \text{send} : \text{Sturdy}(J_k) \rightarrow \mathcal{B}(J_k) \)

which act on a sturdy string \( x = (X_1, \ldots, X_n) \) by

\[
(X_1, \ldots, X_n)_{\text{cut}} = (X_{M+1}, \ldots, X_n)
\]

and

\[
(X_1, \ldots, X_n)_{\text{send}} = X_1 \cdots X_M E(X_{M+1} \cdots X_n),
\]

where the “cutting point” \( M \) is defined to be

\[
M = \max\{1 \leq m \leq n-1 | X_m X_{m+1} \cdots X_n \not\subset X_{m+1} \cdots X_n\},
\]

which is well-defined since \( x \) is sturdy.

7.7.3. States and values. The state set for a null \( J \)-class \( J_k \) is

\[
Q(J_k) = \text{Fragile}(J_k) \cup \{\bullet\}.
\]

The value map on non-initial states is given by

\[
[(X_1, \ldots, X_n)]_{\text{val}} = X_1 \cdots X_n.
\]

7.7.4. Action and output. The action and output of \( A \in J_k \) at \( \bullet \) are given by

\[
\bullet \odot A = \{A\} \quad \text{and} \quad \bullet \triangleright A = I;
\]

and at \( (X_1, \ldots, X_n) \in \text{Fragile}(J_k) \) by

\[
(X_1, \ldots, X_n) \odot A = \begin{cases} 
(X_1, \ldots, X_n, A), & \text{if } (X_1, \ldots, X_n, A) \text{ is fragile;} \\
(X_1, \ldots, X_n)_{\text{cut}}, & \text{otherwise;}
\end{cases}
\]

and

\[
[(X_1, \ldots, X_n) \triangleright A] = \begin{cases} 
I & \text{if } (X_1, \ldots, X_n, A) \text{ is fragile;} \\
(X_1, \ldots, X_n, A)_{\text{send}} & \text{otherwise.}
\end{cases}
\]
7.8. **Global construction.** We will now combine the local components defined above. For each \( s \in S \) and each \( q = [q_N, \ldots, q_1] \in Q(J_N) \times \cdots \times Q(J_1) \), define

\[
(q) \partial^s_1 = [s] \quad \text{and} \quad (q) \partial^s_{k+1} = \begin{cases} 
(q_k \gamma (q) \partial^s_k), & \text{if } [q_k \gamma (q) \partial^s_k] \neq I; \\
I, & \text{otherwise.}
\end{cases}
\]

With this, define

\[
(q) \odot s = \left( (q_N \odot (q) \partial^s_N), \,(q_{N-1} \odot (q) \partial^s_{N-1}), \ldots, \,(q_1 \odot (q) \partial^s_1) \right).
\]

7.9. **Notation.**

(1) Extend the notation of the action defined in 7.8 to strings \( \sigma \in S^+ \) in the usual manner; e.g., if \( \sigma = (s_1 s_2 \ldots s_N) \), then

\[
(q) \odot \sigma = \left( \cdots \left( (q) \odot s_1 \right) \odot s_2 \right) \cdots \odot s_N.
\]

(2) Denote the state for whom all coordinates are \( \bullet \) by \( [\bullet] \); i.e.,

\[
[\bullet] = [\bullet, \bullet, \ldots, \bullet].
\]

7.10. **Definition.** The **product expansion** of \( S \) with respect to the setup data \( d \) is the automaton

\[
\hat{\Pi}(S; d) = (S, \text{States}(S; d), [\bullet], \odot)
\]

where \( [\bullet] \) and \( \odot \) are as above, and

\[
\text{States}(S; d) = \{ [\bullet] \odot \sigma \mid \sigma \in S^+ \} \cup \{ [\bullet] \}.
\]

7.11. **Lemma.** Let \( q = [q_N, q_{N-1}, \ldots, q_1] \) be a state of \( \hat{\Pi}(S; d) \) and let \( s \in S \). Then

\[
[q_k]_{\text{val}} \cdot (q) \partial^s_k = [q_k \gamma (q) \partial^s_k] \cdot [q_k \odot (q) \partial^s_k]_{\text{val}}
\]

for all coordinates \( N \geq k \geq 1.6 \)

**Proof.** This follows from a routine case-checking argument. \( \Box \)

7.12. **Flow.** The product expansion \( \hat{\Pi}(S; d) \) can be considered as a flow automaton when equipped with the **canonical flow**

\[
\| - \|_{\pi} : \text{States}(S; d) \setminus \{ [\bullet] \} \longrightarrow X
\]

whose action on a non-initial state \( q = [q_N, \ldots, q_1] \) is given by

\[
\|q\|_{\pi} = [q_N]_{\text{val}} \cdot [q_{N-1}]_{\text{val}} \cdot \cdots \cdot [q_2]_{\text{val}} \cdot [q_1]_{\text{val}}.
\]

7.13. **Lemma.** The canonical flow \( \| - \|_{\pi} \) is a flow whose image is contained in \( X \).

---

In words, Lemma 7.11 says that “the (value of the) old coordinate times the input is equal to the ‘raw’ output times the (value of the) updated coordinate”. This ‘raw’ output is then “intercepted and blown up” before it acts on the coordinates below it, and the axioms for blowup operators ensure that this remains well-behaved.
Proof. Since the image of $\|\cdot\|_\pi$ is obviously contained in $\mathcal{K}$, it remains only to show that it is a flow. Note that Lemma 7.11 will be used a great many times throughout the proof, and so in the interest of reducing clutter we will mention its use only here.

To begin, let $s \in S$ and observe that $\|\cdot\|_\pi \{s\}$, of which $s$ is clearly an element. Now, let $q = [q_N, q_{N-1}, \ldots, q_1]$ be a non-initial state and let

$$A_k = \begin{cases} [q_{k-1} \gamma (q) \delta^k_{k-1}], & N + 1 \geq k \geq 2; \\ \{s\}, & k = 1. \end{cases}$$

Note that $A_k = (q) \delta^k$ for $N \geq k \geq 1$.

Proceed by induction. First, since $A_{N+1} = I$

$$[q_N \circ A_N]_{\text{val}} = [q_N]_{\text{val}} \cdot A_N.$$

Hence

$$[q_N \circ A_N]_{\text{val}} \cdot [q_{N-1} \circ A_{N-1}]_{\text{val}} = [q_N]_{\text{val}} \cdot A_N \cdot [q_{N-1} \circ A_{N-1}]_{\text{val}} \supseteq [q_N]_{\text{val}} \cdot A_N \cdot [q_{N-1} \circ A_{N-1}]_{\text{val}},$$

and so

$$[q_N]_{\text{val}} \cdot A_N \cdot [q_{N-1} \circ A_{N-1}]_{\text{val}} \supseteq [q_N]_{\text{val}} \cdot [q_{N-1}]_{\text{val}} \cdot A_{N-1}.$$

Proceeding with the induction, if

$$\left( \prod_{i=N}^k [q_i]_{\text{val}} \right) \cdot A_k \subseteq \prod_{i=N}^k [q_i \circ A_i]_{\text{val}},$$

then

$$\left( \prod_{i=N}^{k-1} [q_i]_{\text{val}} \right) \cdot A_{k-1} \subseteq \left( \prod_{i=N}^k [q_i]_{\text{val}} \right) \cdot A_k \cdot [q_{k-1} \circ A_{k-1}]_{\text{val}} \subseteq \prod_{i=N}^{k-1} [q_i \circ A_i]_{\text{val}}.$$}

Thus $\|q\|_\pi \cdot \{s\} \subseteq \|q \circ s\|_\pi$, as desired.

8. Cascades and the Zeiger property

8.1. Transformation semigroups. A (finite) transformation semigroup is a pair $(X, S)$ where $X$ is a finite set and $S$ is a finite semigroup acting on the right of $X$. 
8.2. **Wreath products.** Given transformation semigroups \((X, S)\) and \((Y, T)\), their **wreath product** is the transformation semigroup 

\[ (X, S) \wr (Y, T) = (X \times Y, S^Y \rtimes T) \]

where \(S^Y\) denotes the semigroup of set functions from \(Y\) to \(S\) under pointwise multiplication, and where the action of \(t \in T\) sends \(f \in S^Y\) to the function given by

\[ ^t f : y \mapsto (y \cdot t) f \]

for all \(y \in Y\). The action of this semidirect product on \(X \times Y\) is given by

\[ (x, y) \cdot (f, t) = (x \cdot (y) f, y \cdot t) \]

for all \((x, y) \in X \times Y\) and all \((f, t) \in S^Y \rtimes T\).

The wreath product of transformation semigroups is associative; that is,

\[ ((X_3, S_3) \wr (X_2, S_2)) \wr (X_1, S_1) = (X_3, S_3) \wr ((X_2, S_2) \wr (X_1, S_1)) \]

for all triples of transformation semigroups \((X_i, S_i)\) \((i = 1, 2, 3)\).

8.3. **Cascades.** An element of the action semigroup of an iterated wreath product

\[ (X_n, S_n) \wr (X_{n-1}, S_{n-1}) \wr \cdots \wr (X_1, S_1) \]

may be described as a **cascade**, which is a tuple \(d = (d_n, d_{n-1}, \ldots, d_1)\) with

\[
\begin{align*}
d_1 & \in S_1, \\
d_2 & : Q_1 \longrightarrow S_2, \\
d_3 & : Q_2 \times Q_1 \longrightarrow S_3, \\
& \vdots \\
d_{n-1} & : Q_{n-2} \times \cdots \times Q_2 \times Q_1 \longrightarrow S_{n-1}, \\
d_n & : Q_{n-1} \times Q_{n-2} \times \cdots \times Q_2 \times Q_1 \longrightarrow S_n
\end{align*}
\]

where \(d_k\) is a set function for each \(2 \leq k \leq n\). The action of \(d\) is defined in the evident coordinatewise manner. Explicitly, given \(x = (x_n, x_{n-1}, \ldots, x_1)\) with \(x_k \in X_k\), the \(i\)th coordinate of \(x \cdot d\) is given by

\[ x_i \cdot (x_{i-1}, \ldots, x_1) d_i \]

for \(i \neq 1\), and the definition in the case of \(i = 1\) is obvious.

8.4. **Notation.** Retaining notation from 8.3, for convenience we write

\[ (x) d_i = (x_{i-1}, \ldots, x_1) d_i \]

for all \(n \geq i \geq 1\).
8.5. **Definition.** A PR-transformation semigroup (Permutation Reset) is a transformation semigroup \((X, S)\) such that \(S = G \cup C_X\) where \(G\) is a finite group for which \(1_G\) acts as the identity on \(X\) and where \(C_X\) denotes the right-zero semigroup of constant maps on \(X\).

8.6. **Zeiger cascades.** Consider a wreath product 
\[
(\tilde{X}, \tilde{S}) = (X_n, S_n) \wr (X_{n-1}, S_{n-1}) \cdots \wr (X_1, S_1)
\]
wherein each \((X_i, S_i)\) is a PR-transformation semigroup. Write \(S_i = G_i \cup C_{X_i}\) for each \(n \geq i \geq 1\). A cascade \(d = (d_n, \ldots, d_1) \in \tilde{S}\) is said to be **Zeiger** if
\[
(x)d_i \in G_i \implies (x)d_k = 1_{G_k} \text{ for all } n \geq k > i
\]
for every \(x \in \tilde{X}\).

8.7. **Definition.** Retaining notation from 8.6, let
\[
\mathcal{Z}(\tilde{X}, \tilde{S}) = \{ d \in \tilde{S} \mid d \text{ is Zeiger} \}.
\]

8.8. **Lemma.** Any subgroup of \(\mathcal{Z}(\tilde{X}, \tilde{S})\) is isomorphic to a subgroup of some \(G_k\).

**Proof.** The claim is obvious in the case of trivial subgroups, so we assume otherwise for hypothetical groups mentioned hereafter. For each \(n \geq k \geq 1\), let
\[
(\tilde{X}_k, \tilde{S}_k) = (X_n, S_n) \wr \cdots \wr (X_1, S_1)
\]
and proceed by induction on \(k\).

Clearly any subgroup of \((\tilde{X}_n, \tilde{S}_n) = (X_n, S_n)\) is a subgroup of \(G_n\), so suppose that the claim holds through \(k\) and let \(G\) be a subgroup of \((\tilde{X}_{k-1}, \tilde{S}_{k-1})\).

If \(e = (e_n, \ldots, e_{k-1})\) is the identity of \(G\), then \(e_{k-1}\) is either the identity of \(G_{k-1}\) or a constant map. If \(e_{k-1} = 1_{G_{k-1}}\), then \((x)e_i = 1_{G_i}\) for all \(x \in \tilde{X}_{k-1}\) and all \(n \geq i \geq k - 1\). It follows that no element of \(G\) can act as a constant map on \(X_{k-1}\), and thus \((\tilde{X}_{k-1}, G)\) is a sub-transformation group of
\[
(X_n, \{1_{G_n}\}) \wr \cdots \wr (X_k, \{1_{G_k}\}) \wr (X_{k-1}, G_{k-1})
\]
whose action group is isomorphic to \(G_{k-1}\).

If \(e_{k-1}\) is a constant map, then it is easy to see that the \(k - 1\)th component of any \(g \in G\) must be \(e_{k-1}\) as well. Consequently the \(k - 1\)th coordinate action of \(G\) is trivial, which implies that \(G\) is isomorphic to a subgroup of \((\tilde{X}_k, \tilde{S}_k)\) and is therefore vulnerable to the inductive hypothesis, thus yielding the lemma.\(^7\) \(\square\)

\(^7\)This proof is essentially taken from [5].
9. Subgroups of the product expansion

9.1. Fix a semigroup $S$ alongside setup data $\mathfrak{d}$, and retain notation from 7.3.

9.2. Notation.

(1) Let $S_k^{(\pi, \beta)}$ denote the transition semigroup of $(\text{Inputs}(J_k), Q(J_k), \bullet, \odot)$ for each $N \geq k \geq 1$; and

(2) let $\tilde{S}^{(\pi, \beta)}$ denote the transition semigroup of the automaton $\tilde{\Pi}(S; \mathfrak{d})$.

9.3. Lemma. There is a wreath product

$$(\tilde{P}, T) = (P_m, T_m) \cdot (P_{m-1}, T_{m-1}) \cdot \cdots \cdot (P_1, T_1)$$

where each $(P_i, T_i)$ is a PR-transformation semigroup with $T_i = G_i \cup C_p$, such that

(1) each $G_i$ is either trivial or isomorphic to a maximal subgroup of some $\beta$-core $\gamma$-class of $\mathcal{K}$, and such that

(2) there exists an embedding of transformation semigroups

$$(\text{States} (S; \mathfrak{d}), \tilde{S}^{(\pi, \beta)}) \hookrightarrow (\tilde{P}, Z(\tilde{P}, T)).$$

Proof. The basic idea for the proof is as follows. For each $J_k \in \text{Core}(\mathcal{K}; \beta)$, we define a wreath product

$$(\hat{P}_k, \hat{T}_k) = (P_{k,m}, T_{k,m}) \cdot \cdots \cdot (P_{k,1}, T_{k,1})$$

along with an embedding of transformation semigroups

$$(\chi_k, \delta_k) : (Q(J_k), S_k^{(\pi, \beta)}) \hookrightarrow (\hat{P}_k, Z(\hat{P}_k, \hat{T}_k)).$$

For each $J_k$, let $\Omega_k = \text{im}(\chi_k)$ and let $Z_k = \text{im}(\delta_k)$. We then consider

$$(\Omega, Z) = (\Omega_N, Z_N) \cdot (\Omega_{N-1}, Z_{N-1}) \cdot \cdots \cdot (\Omega_1, Z_1)$$

where, as before, $N$ denotes the cardinality of $\text{Core}(\mathcal{K}; \beta)$. Immediately we have an embedding

$$\tilde{\chi} = \prod_{k=N}^1 \chi_k : \text{States} (S; \mathfrak{d}) \hookrightarrow \tilde{\Omega}.$$ 

Moreover, recalling from 7.8 that

$$q \overset{\delta}{\circ} s = \left[ (q_N \circ (q)\delta_N^s), (q_{N-1} \circ (q)\delta_{N-1}^s), \ldots, (q_1 \circ (q)\delta_1^s) \right],$$

for all $q \in \text{States} (S; \mathfrak{d})$ and all $s \in S$, we obtain a map

$$\tilde{\delta} : \tilde{S}^{(\pi, \beta)} \hookrightarrow \tilde{Z}$$

written

$$(-) \overset{\delta}{\circ} s \mapsto \tilde{\delta}^s = (\tilde{\delta}_N^s, \ldots, \tilde{\delta}_1^s)$$

where $\tilde{\delta}_1^s = (\delta_1^s) \delta_1$ and

$$(p_k, \ldots, p_1) \tilde{\delta}_{k+1}^s = \left( (\bullet, \ldots, (p_k)\chi_k^{-1}, \ldots, (p_1)\chi_1^{-1})\delta_{k+1}^s \right)$$

for all $(p_k, \ldots, p_1) \in \prod_{i=k}^1 \Omega_i$ once $\tilde{\delta}_k^s$ is defined.
Since each $\delta_k$ is Zeiger on $(\Omega_k, Z_k)$, the observation that any “local” group action yields 1 as output implies that each $\delta^k$ is “globally” Zeiger as well. Once established, this yields the lemma.

Within the various constructions it will be convenient to write $X^* = X \cup \{\bullet\}$ (where $X$ is a set and the union is disjoint). As before, the details of the construction for each $J_k$ depend on whether $J_k$ is regular or null.

First, suppose that $J_k \in \text{Core}(X; \beta)$ is regular. Fix a coordinatization

$$\lambda : J_k \longrightarrow A \times G \times B$$

written

$$X \longmapsto (a_X, g_X, b_X),$$

where $A$ and $B$ respectively index the $R$- and $L$-classes of $J_k$ and $G$ is the Schützenberger group of $J_k$, along with a structure matrix

$$C = [-,-]_C : B \times A \longrightarrow G^0$$

such that

$$(X)\lambda \cdot (Y)\lambda = (a_X, g_X \cdot [b_X, a_Y]_C \cdot g_Y, b_Y)$$

for any $X, Y \in J_k$ with $[b_X, a_Y]_C \neq 0$. The wreath product in this case is

$$\overline{\text{P}_k, \overline{T}_k} = \left( (A \times G)^*, G \cup C_{(A \times G)^*} \right) \otimes \left( B^*, \{B^* \cup C_{B^*} \right),$$

where the action of $G$ on $(A \times G)^*$ is given by

$$\bullet \cdot g = \bullet \quad \text{and} \quad (a, h) \cdot g = (a, hg).$$

The embedding $\chi_k : Q(J_k) \hookrightarrow \overline{\text{P}_k}$ is given by

$$(\bullet)\chi_k = (\bullet, \bullet) \quad \text{and} \quad (X)\chi_k = ([a_X, g_X], b_X).$$

The embedding $\delta_k : S_k^{(\pi, \beta)} \hookrightarrow \overline{T}_k$ sends the identity and “reset-to-•” maps to the evident elements of $\overline{T}_k$, and if $X \in J_k$ then $(-) \circ X$ is sent to the cascade

$$\delta^X_k = \left( \delta^X_{k,2}, \delta^X_{k,1} \right)$$

where $\delta^X_{k,1}$ is the constant map $b \mapsto b_X$, and the actions assigned by $\delta^X_{k,2}$ are defined at • by

$$\bullet \cdot (b) \delta^X_{k,2} = \bullet \cdot (\bullet) \delta^X_{k,2} = (a_X, g_X);$$

and at $(a, g) \in A \times G$ by

$$(a, g) \cdot (\bullet) \delta^X_{k,2} = (a_X, g_X)$$

when given •, and by

$$(a, g) \cdot (b) \delta^X_{k,2} = \begin{cases} (a, g \cdot [b, a_X] \cdot g_X), & \text{if } [b, a_X]_C \neq 0; \\ (a_X, g_X), & \text{if } [b, a_X]_C = 0. \end{cases}$$

when given $b \in B$. Each such cascade is easily seen to be Zeiger, thus giving us permission to move onto the null case.
When $J_k$ is null, the wreath product is given by

$$(\bar{P}_k, \bar{T}_k) = \left( J_k^*, \left\{ \mathbb{I}_k \right\} \cup C_k^* \right) \cdot \left( J_k^*, \left\{ \mathbb{I}_k \right\} \cup C_k^* \right) \cdot \cdots \cdot \left( J_k^*, \left\{ \mathbb{I}_k \right\} \cup C_k^* \right)$$

where $d_k$ is defined as in 7.3. The embedding $\chi_k : Q(J_k) \hookrightarrow \bar{P}_k$ is given by

$$(\bullet) \chi_k = (\bullet, \ldots, \bullet) \quad \text{and} \quad (X_1, \ldots, X_n) \chi_k = (\bullet, \ldots, \bullet, X_1, \ldots, X_n).$$

Defining the embedding $\delta_k : S_k^{(\pi, \delta)} \hookrightarrow \bar{T}_k$—which is written as

$$(-) \circ \sigma \quad \mapsto \quad \delta^g = \left( \delta^g_{k, d_k+1}, \delta^g_{k, d_k'}, \ldots, \delta^g_{k, 1} \right)$$

for any $\sigma \in \text{Inputs}(J_k)$—is slightly more involved. The cascades assigned to the actions of $I$ and $X \in \text{Below}(J_k)$ are respectively defined by

$$x \cdot \delta^1_k = x \quad \text{and} \quad x \cdot \delta^X_k = (\bullet, \ldots, \bullet)$$

at every $x \in \bar{P}_k$. To define $\delta^X_k$ in remaining case where $X \in J_k$, we must first define a “condensation” map

$$\mu : \bar{P}_k \to \left( \bigcup_{m=1}^{d_k+1} \mathfrak{r}_k \right)^*$$

which sends $(\bullet, \ldots, \bullet)$ to $(\bullet)$ and which otherwise “deletes” occurrences of $\bullet$ appearing in a string alongside members of $J_k$. Next, define a function

$$M_\ast : \bar{P}_k \to \{1, 2, \ldots, d_k + 1\} \cup \{\infty\}$$

by sending $(X_{d_k+1}, \ldots, X_1) \in \bar{P}_k$ to the value

$$M_\ast(X_{d_k+1}, \ldots, X_1) = \begin{cases} 
\min\{m \in \{1, \ldots, d_k + 1\} | (X_m, \ldots, X_1)\mu \text{ is sturdy}\}, & \text{if it exists;} \\
\infty, & \text{otherwise.}
\end{cases}$$

Now, given $X \in J_k$, write the action of $\delta^X_k$ on $(X_{d_k+1}, \ldots, X_1) \in \bar{P}_k$ as

$$(X_{d_k+1}, \ldots, X_1) \cdot \delta^X_k = (Y_{d_k+1}, \ldots, Y_1)$$

so that we may set

$$Y_i = \begin{cases} 
X_i, & i = 1; \\
X_{i-1}, & 2 \leq i \leq \min\{M_\ast(X_{d_k+1}, \ldots, X_1), d_k + 1\}; \\
\ast, & \text{else}
\end{cases}$$

for each coordinate $Y_i$ with $i \in \{1, \ldots, d_k + 1\}$. It is once again straightforward to show that all cascades defined in this case are Zeiger.

Having covered both the null and regular cases, the promises made at the outset of this proof have been fulfilled. From here, the tedious but straightforward process described above may be carried out to finally yield the lemma. □
9.4. Proposition. Every subgroup of \( \hat{S}(\pi, \alpha) \) is isomorphic to some subgroup of a \( \beta \)-core \( \beta \)-class of \( K \).

Proof. This follows from Lemmas 9.3 and 8.8. \( \square \)

10. UPPER BOUND AND MAIN RESULT

10.1. Recall from Section 4 that \( \mathcal{C}_{GH}(S) \subseteq \mathcal{P}_{GH}(S) \) for every finite semigroup \( S \), where \( \mathcal{C}_{GH}(S) \) is the minimal \( S \)-complex satisfying the condition that

\[
X \in \mathcal{P}_{H}(S) \quad \implies \quad \bigcup X \in \mathcal{C}_{GH}(S)
\]

whenever \( S \) is a subgroup of \( \mathcal{C}_{GH}(S) \). In short, \( \mathcal{C}_{GH} \) provides a lower bound for \( GH \)-pointlikes. In this section, we use the product expansion to show that this bound is exact.

10.2. Notation. For each \( X \in \mathcal{C}_{GH}(S) \), let \( G_X \) denote the right Schützenberger group of the \( L \)-class of \( X \).

10.3. Blowup operator. Define a function \( \beta_{GH} : \mathcal{C}_{GH}(S) \rightarrow \mathcal{C}_{GH}(S) \) by setting

\[
(X) \beta_{GH} = \bigcup \{ X \cdot g \mid g \in K_{H,G_X} \}
\]

for all \( X \in \mathcal{C}_{GH}(S) \).

10.4. Lemma. The map \( \beta_{GH} \) is a preblowup operator on \( \mathcal{C}_{GH}(S) \), and the \( \beta_{GH} \)-core \( \beta \)-classes of \( \mathcal{C}_{GH}(S) \) are precisely those whose Schützenberger groups belong to \( H \).

Proof. The second claim is obvious so long as the first claim holds, and so it is on the first claim that we set our sights. Three conditions must be verified.

1. Given \( X \in \mathcal{C}_{GH}(S) \), the fact that \( 1_{G_X} \in K_{H,G_X} \) implies that \( X \subseteq (X) \beta_{GH} \).
2. If \( X, Y \in \mathcal{C}_{GH}(S) \) and \( X \leq Y \), then \( G_X = G_Y \). Since \( L \) is stable under right multiplication, it follows that \( (X) \beta_{GH} \leq (Y) \beta_{GH} \).
3. Finally, given \( X \in \mathcal{C}_{GH}(S) \), we must show that either \( (X) \beta_{GH} = X \) or \( (X) \beta_{GH} <_H X \)—i.e., under the action of \( \beta_{GH} \), either \( X \) is fixed or \( X \) strictly falls in the \( H \)-order.

To begin, recall that there exists a subgroup \( \hat{G} \) of the right stabilizer of \( L_X \) which maps onto \( G_X \) under the natural map. Hence

\[
(X) \beta_{GH} = \bigcup \{ X \cdot g \mid g \in K_{H,G_X} \}
\]

\[
= \bigcup \{ X \cdot \hat{g} \mid \hat{g} \in K_{H,\hat{G}} \}
\]

\[
= X \cdot \bigcup K_{H,\hat{G}},
\]

and thus \( (X) \beta_{GH} \leq X \). The dual argument involving left Schützenberger groups yields the dual inequality—concretely, that \( (X) \beta_{GH} \leq X \)—from which it follows that \( (X) \beta_{GH} \leq X \).
No effort is required in the case where \( (X)\beta_{GH} \lesssim \beta X \), so suppose that \( (X)\beta_{GH} \nless X \). If \( k \in K_{H,G,X} \) then
\[
(X)\beta_{GH} \cdot k = \bigcup \{ X \cdot gk \mid g \in K_{H,G,X} \} = (X)\beta_{GH},
\]
which implies (by faithfulness of the \( G_X \)-action) that \( K_{H,G,X} \) is trivial, which in turn implies that \( (X)\beta_{GH} = X \).

10.5. **Setup data.** Define a tuple of setup data
\[
\mathcal{D}_{GH} = (\mathcal{C}_{GH}(S), \beta^{\mathcal{D}_{GH}}, E_*, J_*),
\]
where the specificities of \( E_* \) and \( J_* \) are arbitrary.

10.6. **Notation.** Denote the product expansion with respect to \( \mathcal{D}_{GH} \) by
\[
\hat{\Pi}(S;GH) = (S, \text{States}(S;GH), [\bullet], \circ),
\]
and denote its associated canonical flow by
\[
\| - \|_{GH} : \text{States}(S;GH) \setminus \{ [\bullet] \} \to \mathcal{C}_{GH}(S).
\]
Moreover, let \( \hat{S}^{(\pi,\mathcal{D}_{GH})} \) denote the transition semigroup of \( \hat{\Pi}(S;GH) \).

10.7. **Proposition.** Retaining notation from above,
\[
\text{Cov} \left( S, \hat{\Pi}(S;GH), \| - \|_{GH} \right) \subseteq \mathcal{C}_{GH}(S)
\]
and \( \hat{S}^{(\pi,\mathcal{D}_{GH})} \) is a member of \( GH \). Consequently, \( \mathcal{D}_{GH}(S) \subseteq \mathcal{C}_{GH}(S) \).

**Proof.** The first claim is a particular case of Lemma 7.13, and the second claim follows from Lemma 10.4 by way of Proposition 9.4. The conclusion then follows from Proposition 5.8.

10.8. **Theorem.** If \( H \) is a pseudovariety of groups, then \( \mathcal{C}_{GH} = \mathcal{D}_{GH} \).

**Proof.** Combine 4.2 and Proposition 10.7.

10.9. **Corollary.** If \( H \) is a decidable pseudovariety of groups, then \( \mathcal{D}_{GH} \) is decidable.
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