Plasma emission redistribution in a single cycle of a pulsed dc magnetron
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Abstract. Time-resolved images of the optical emissions from a pulsed dc titanium target planar rectangular sputtering magnetron plasma were taken using Argon spectral filters and a Roper Scientific ICCD camera with a time resolution of 0.05–0.2 \(\mu\)s. At the beginning of the ‘on-time’, when the power is turned on, the discharge initially starts preferentially in two opposite curved sections (‘cross corners’) of the magnetron race track, where it exhibits the most intense plasma emissions. During the rest of the ‘on-time’, the emissions from the straight sections of the race track of the magnetron are always slightly more intense than the emissions from the curved sections of the race track. This pattern extends into the start of the ‘off-time’, when the power is turned off. In an effort to explain this ‘plasma emission redistribution (PER)’ effect, we used a Monte Carlo (MC) approach to simulate the optical emissions from our pulsed dc magnetron plasma. The simulation reproduces the PER effect, which can be linked to the specific electric \(E\) and magnetic \(B\) field spatial distributions and electric field distribution temporal variations in conjunction with the electron \(E \times B\) drift.
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1. Introduction

Sputtering magnetrons are widely used for the deposition of thin films [1]–[3]. The deposition rate and its distribution along the substrate depend on the intensity and configuration of the magnetic field that is used to confine the plasma near the magnetron target. Investigations of the relationship between the magnetic field and the plasma properties and deposition rates have allowed us to describe, predict, and tailor the deposition rate and its distribution for individual magnetrons (see [4] and references therein). These investigations were done mainly by examining steady state or averaged properties of magnetron plasmas excited by dc or RF power.

Magnetrons are now-a-days also widely used for the reactive deposition of dielectric thin films using pulsed dc power that provides the option to suppress arcing on the target and leads to more stable processes compared to continuous dc systems [5]–[9]. In a pulsed dc-driven magnetron discharge, the negative potential on the target is periodically modulated with a frequency (typically between 5 to 350 kHz) in a way that yields an ‘off-time’, during which a positive voltage (usually 10–50% of the negative voltage) is applied as part of each duty cycle. This is why the ‘off-time’ is often also called ‘reverse time’. Pulsed dc magnetron plasmas have been investigated using time-resolved Langmuir probes [10]–[14] and mass-spectrometry [15]. The first time-resolved optical emission spectroscopic (TR-OES) investigations of the pulsed dc magnetron were also reported recently [16]–[22]. Preliminary optical emission imaging studies were carried out recently to determine the effects of plasma power on the microscopic details of magnetron sputtering using pulsed dc excitation [23]. These studies provided first evidence of a plasma emission redistribution (PER) effect, i.e. the plasma emission intensity changes at the beginning of the ‘on-time’, when the plasma power is applied. During the first few tenths of a microsecond, the optical emission intensity is strongest in two opposite curved regions of the magnetron race track. Within about a microsecond after the power is applied, the emission pattern changes and the strongest emission intensity is observed coming from the straight sections of the race track. This pattern persists throughout the rest of the ‘on-time’ and into the ‘reverse-time’.
The PER effect is related to the cross-corner effect, which is an asymmetrical race track erosion that usually occurs in diagonally opposite areas of the magnetron at the point, where the straight section of the race track begins to curve [24]–[27]. We also saw such an asymmetrical erosion using various planar rectangular magnetrons and the effect coincided with an enhanced electron escape from the curved parts of the race track in experiments using magnetrons with multiple anodes. A Monte Carlo (MC) simulation using an electron temperature of 6 eV showed that the origin of the cross-corner effect is related to a difference in the strength of the magnetic field in the curved and straight sections and is most likely also related to variations in the average drift velocities of the electrons in these sections. The drift velocity increases when going from a straight section to a curved section and decreases when going from a curved section to a straight section [24].

In this paper, we present additional, more detailed experimental results elucidating the PER effect. In an effort to understand the origin of this effect, we used a MC approach. This approach consists of retracing individual electrons, i.e. for each electron the individual path, the occurring ionization, and excitation events are calculated. This MC approach is frequently used for simulating the ionization distribution in steady state dc magnetron discharges (the so-called ‘standard’ MC model, see e.g. [24]–[30]). A modified MC approach is used here to simulate the temporal evolution of the plasma emission intensity when a rapidly rising voltage pulse is applied to the magnetron. The simulation basically retraces the orbits and ionization–excitation events of the electrons that are still present in the discharge at the end of the off-time [14, 31] and that are emitted from the target.

2. Experimental details

The experiments were performed in a cubic reaction chamber (‘box coater’) with a planar rectangular magnetron HRC-373 (BOC Coating Technology) equipped with a 99.999% titanium target of size \(87.2 \times 202.1 \text{ mm}^2\) (figure 1). The base pressure in the system was in the range of \(4–8 \times 10^{-4} \text{ Pa}\). The working atmosphere was an Ar : O\(_2\) mixture at a gas flow ratio of 1 : 1 and a pressure of 1.2 Pa. The images were taken by placing a Roper Scientific ICCD camera (controlled by an ST-133 controller) directly at the viewing window, which is located at the centre of the front of the chamber (figure 1). A mirror was placed under the magnetron to reflect the full view of the image of the magnetron to the viewing window.

The magnetic field of the magnetron was characterized with a MPS GM/X Gaussmeter to determine the distribution of the component of the magnetic induction parallel to the target surface, \(B_{||}\). This component determines the plasma confinement in the race track area. It was measured along the centre line of the race track at a distance of about 1.5 cm from the target surface, which corresponds to the region of the most intense magnetron plasma. The centre line of the race track was determined by the condition that \(B_{\perp} = 0\), where \(B_{\perp}\) is the component of the magnetic field induction normal to the surface (figure 2). In the curved regions, the component \(B_{||}\) of the magnetic induction is in the range 60–70 Gauss, while it is in the range 80–90 Gauss along the straight sections. The variation of the component \(B_{||}\) with the distance \(z\) from the target surface is shown in the side graphs of figure 2.

The pulsed dc power was provided by a combination of an Advanced Energy® MDX-10 dc power supply and an Advanced Energy® Sparc-le V pulse generator. The pulsed dc power supply system was operated in the constant power mode at a power of 1 kW, repetition frequency of
Figure 1. Schematic diagram of experimental set up.

Figure 2. Distribution of the magnetic field component $B_\parallel$ measured at a distance of about 1.5 cm from the target surface. The variation of $B_\parallel$ in various parts of the race track with the distance from the target surface is shown in the side graphs.
20 kHz with reverse pulse durations of 10 µs, and reverse positive voltage of about 10% of the negative voltage. The current and voltage pulse forms were recorded using a Tektronix® TDS 3034 oscilloscope connected to a Tektronix® P5205 high voltage differential probe and a Tektronix® TCP 202 current probe.

The synchronization of the CCD camera and the pulsed dc discharge was done in the following way: a Tektronix® P5200 high voltage differential probe was fed into a BNC Model 555 pulse/delay generator and 5 V TTL trigger pulses were produced. The TTL trigger pulses were then directed to a ST-133 controller to control the electronic shutter of the ICCD camera. The camera was exposed to the discharge for 0.05–0.2 µs with 0.05–2 µs separation between each exposure. When no optical filter is used, the camera integrates the emission intensity in the wavelength region from the near UV (around 250 nm) to the near-infrared (850 nm) and displays the recorded intensity on a relative (not calibrated) scale that ranges from bright red (highest emission intensity) to dark blue (no appreciable emission intensity). An optical filter for the Ar I lines at 750.38 and 751.47 nm (centre wavelength at 752.61 nm and the FWHM of 9.7 nm) was also used to record spectrally resolved images of these Ar lines.

3. Details of the MC simulation

In this section, we present the model used for simulating the plasma emissions at the onset of a voltage pulse. We first briefly describe the ‘standard’ MC model (applicable to a steady state magnetron plasma) and then show how the model can be modified to deal with the case of a rapidly rising voltage pulse.

3.1. Standard MC model

A detailed description of the standard MC model used here can be found in [32]. We will only give a brief summary. The electron motion in the magnetron discharge can be calculated by solving the Lorentz equation:

$$\frac{d\vec{v}}{dt} = \frac{q}{m}(\vec{E} + \vec{v} \times \vec{B}), \tag{1}$$

with $q$, $m$ and $\vec{v}$ being the charge, mass and velocity of the electron, respectively. To solve this equation, both the magnetic ($\vec{B}$) field and electric ($\vec{E}$) field are needed. The magnetic field is calculated analytically by introducing magnetic charges [33]. In the retracing step, only the secondary electrons (SE), i.e. the electrons emitted from the target surface due to ion bombardment are retraced.

We apply the fourth-order Runge–Kutta method with a fixed time step $\Delta t$ to solve the Lorentz equation. The collision probability $p_{\text{coll}}$ during that time step for an electron with energy $E_0$ is given by:

$$p_{\text{coll}} = 1 - \exp \left[ - \frac{\Delta s}{n_g \sigma(E_0)} \right], \tag{2}$$

where $\Delta s$ is the distance travelled in $\Delta t$, $n_g$ refers the neutral gas density and $\sigma(E_0)$ denotes the collision cross section. A random number $RN$ is generated and compared with $p_{\text{coll}}$. If $RN > p_{\text{coll}}$, no collision occurs and the electron simply continues on its trajectory. If $RN < p_{\text{coll}}$, an electron interaction occurs. For the electron interactions considered here (ionization, excitation and elastic
collisions), we use the cross-sections of Bretagne et al [34]. When an electron interaction occurs, another random number is generated to determine the type of interaction and the electron velocity vector is changed accordingly by first adjusting its magnitude, i.e. the electron energy. In case of an elastic collision, the energy transfer is very small and can be neglected. For an excitation, the electron energy is reduced by 12 eV reflecting the fact that most excitations lead to the lowest-lying excited manifold of the Ar energy levels [27]. For an ionization event, both the energy of the incident electron and the ejected electron must be determined. The energy $E_{\text{eject}}$ of the ejected electrons is taken as 10 eV [35]. Given the ionization energy $E_{\text{ion}}$ (16 eV) of Ar, the electron energy $E$ after an ionization is given by:

$$E = E_0 - E_{\text{ion}} - E_{\text{eject}}. \quad (3)$$

In addition, the orientation of the velocity vector of the electron must be adjusted. For the axial scattering angle, we implemented the expression proposed by Okhrimovskyy [36]. The azimuthal scattering is assumed to be isotropic.

The set of required input parameters for the MC model consists of the gas pressure, the magnetic field, the discharge voltage, and the cathode sheath thickness. The first three input parameters can be obtained directly from the experimental observations, for the latter a value typical for a magnetron discharge is assumed. This steady state value of the cathode sheath thickness $d_{\text{ss}}$ combined with the discharge voltage allows us to determine the electric field under the assumption that the electric field is linear within the sheath.

### 3.2. Modification of the standard MC model

The standard MC model described above must be modified to be applicable to the specific conditions during the onset of a fast-rising voltage pulse. We assume that the simulation is only valid for a short time interval $[0, t_1]$ during the rise time of the voltage pulse ($t_1 \ll t_p$ where $t_p$ is the total width of the pulse). This allows some necessary simplifications. The changes to the standard MC model affect the discharge voltage, the cathode sheath thickness, the starting positions of the retraced electrons, and the time frame during which electrons are retraced.

#### 3.2.1. The discharge voltage

As mentioned before, the discharge voltage is part of the set of input parameters of the simulation. At the beginning of a pulse, the discharge voltage is ramped up as can be seen in figure 3 (see below). Consequently, the discharge voltage during the simulation is not kept constant, but the experimentally measured time dependence of $V_d$ is used as an input parameter.

#### 3.2.2. The cathode sheath thickness

The cathode sheath thickness is another required input parameter for the simulation. Experimental observations show that at the end of the ‘off-time’, the density of charged particles is not zero [18, 37]. A thin anode sheath is formed at the target [38]. At the beginning of the ‘on-time’, in the first few nanoseconds, an ion matrix cathode sheath is formed. During the following period of the order of the inverse ion plasma frequency, ion movement results in the expansion of the sheath [39]. At this time, the formation of the sheath, and thus also its thickness, is additionally controlled by an increase of both the plasma density (decreasing thickness) and the cathode voltage (increasing thickness). The increase of the plasma density by many orders of magnitude justifies the assumption that the initial cathode sheath thickness $d_{\text{start}}$ should be much thicker than the steady state cathode sheath thickness $d_{\text{ss}}$. 
The MC model is not self consistent and thus cannot be used to simulate this sheath formation process. Instead, the model requires the electric field as an input parameter. Because of a lack of experimental data for this sheath formation process, we assume the sheath to be constant during the time that the electrons are retraced. The electric field within this initial sheath is assumed to be linear, similar to the steady state situation.

3.2.3. The starting position of the retraced electrons. In the standard MC model, the simulation can be started using an arbitrary emission profile of the SE (see e.g. [27]). From the ionization
distribution that is obtained, a new SE emission profile can be deduced. A steady state is reached (and the simulation can be stopped), when the SE emission profile deduced from the simulated ionization distribution is identical to the previous SE emission profile. This yields a self-consistent SE emission profile.

This technique cannot be used here, because we are dealing with a transient phenomenon. Moreover, it is predominantly the slow ‘bulk’ electrons that ‘survive’ the ‘reverse-time’ and that generate the excitation events at the start of the voltage pulse. At the start of the voltage pulse, the cathode sheath thickness $d_{\text{start}}$ is large. All electrons within the initial cathode sheath will be accelerated and, as a result, one has to consider the contribution of all these electrons. However, no experimental data are available that can be used as the input distribution for the starting electrons. The simulation of this profile at the end of the ‘reverse-time’ is beyond the scope of the present study. Instead, at the end of the ‘reverse-time’, the electron density is assumed to be constant above the region that corresponds to the steady state race track.

3.2.4. The time frame for retracing the electrons. In the standard MC model, an electron emitted from the target is followed until its energy drops below the threshold for excitation and ionization. The bulk ionization caused by the different electrons is the sum of all ionization events of all electrons. The point in time at which an electron is emitted is not relevant as a steady state situation is considered.

In our case, the situation is fundamentally different, because we want to simulate the optical emissions at a certain time after the start of the voltage pulse. As mentioned before when discussing the starting position of the electrons, we assume that the excitations at the onset of a voltage pulse are caused by the electrons that survived the ‘reverse-time’ period. Hence, these electrons need to be retraced. This implies that all the electrons that are retraced can be followed starting from the same point in time, i.e. from the starting point of the pulse ($t = 0$). This is an approximation, because in reality ions will bombard the target during the time the electrons are retraced. This will lead to the emission of SE, which will be accelerated into the plasma and contribute to the plasma formation. However, the ions take a relatively long time to reach the target, so that during the short time that the electrons are retraced, this effect can be neglected. However, this implies that our model is only valid for a very short time after the onset of the voltage pulse (less than 1 $\mu$s).

When a picture is taken of the optical emission at a time $t_{\text{obs}}$, the light is gathered during a time interval $\delta t_{\text{exp}} = 0.05–0.2 \mu$s. To mimic this exposure time in the simulation, the situation at $t_{\text{obs}}$ is represented by adding together all excitation events during the time interval ($t_{\text{obs}} - 0.1 \mu$s, $t_{\text{obs}}$).

4. Results

Here we present first the results of the experimental studies followed by the results of the MC simulation.

4.1. Experimental results

Figure 3 shows two series of plasma images recorded at different points in time during the pulsed dc cycle, without any filter (a)–(f) and with an Ar filter (g)–(l). Both series of images show very similar results indicating that the dominant emission in the spectral region covered by the camera
consists mainly of emission of Ar and to some degree of emissions of O. Both emissions are mainly due to the collisional excitation of ground state Ar and O atoms by electrons, which require minimum energies of more than 10 eV [14].

The images (a) and (g) in figure 3 are recorded at the end of the ‘on-time’ and represent the emission distribution of a steady state plasma. The observed emission pattern is similar to what one can expect for a dc magnetron plasma under the same discharge conditions. The optical emissions are more intense along the straight sections of the race track compared to the curved sections indicating a higher plasma density along the straight sections. The plasma density in the race track area depends on the value of the component of the magnetic induction parallel to the target surface \(B_\parallel\), and, therefore, is strongly correlated with the magnetic field distribution (figure 2). The magnetic field component \(B_\parallel\) is stronger in the straight sections than in the curved sections by about 20 Gauss (figure 2).

The temporal variations of the plasma images with the Ar filter in place are similar to the temporal behaviour of the time-resolved optical emission intensity of the Ar I 750.39 nm that was measured earlier using a combination of a spectrometer and the ICCD camera and an aperture that allowed the integration of the emission intensity from the major part of the race track plasma [14]. In both cases, when the cathode voltage is switched from a negative value to a small positive value (at the beginning of the ‘reverse time’), the emission decays initially by about half an order of magnitude in less than 1 \(\mu s\) (figures 3(b) and (h)) and then decays much more slowly until it reaches almost zero (figures 3(c) and (i)). The initial fast decay of the plasma emissions has been attributed to the rapid loss of the highly accelerated SE (which are often referred to as fast ‘beam’ electrons) at the beginning of the ‘reverse time’, while the subsequent slow decay is due to the bipolar charge carrier diffusion to the walls of the reaction chamber, which results in a slow decrease of both the plasma density and the electron temperature [14, 18]. The emission intensity distribution along the race track at the end of the ‘on-time’ and during the ‘reverse time’ is about the same showing the most intensive emission along the straight sections of the race track. At the beginning of the on time, for less than 1 \(\mu s\), the plasma emission distribution is quite different. The emissions from the curved regions of the race track are stronger than those from the straight section (figures 3(d) and (j)). However, this distribution does not persist. The image quickly (within another fraction of a microsecond) shows again the emission distribution that is typical for the steady state, that is, the most intense region is along the straight sections of the race track (figures 3(e) and (k)). During the rest of the ‘on-time’, the emission distribution, in general, remains the same, except that the overall emission intensity continues to increase for a few microseconds and then follows the variations in the cathode current.

In an effort to elucidate the origin of the PER effect observed in our experimental studies, we used the MC approach described earlier to simulate the optical emissions from our pulsed dc magnetron plasma with particular emphasis on the very beginning of the applied voltage pulse. These results will be presented in the next section.

4.2. Results from the MC simulation

We used an analytical model for the magnetic field calculation in an effort to design a ‘virtual’ magnet configuration that mimics the real configuration. As a consequence, the simulated \(B\)-field distribution is very close to the experimental distribution shown in figure 2. The magnetic field orientation is such that the electron \(E \times B\) drift is clockwise. The simulation results for the excitation processes that are the source of the optical emissions were obtained at a pressure of
1.2 Pa (neutral gas temperature 300 K) in accordance with the experimental conditions. The time step $\Delta t$ (required for solving the Lorentz equation) was set to $2 \times 10^{-11}$ s. For each plot at least $3 \times 10^4$ electrons were retraced.

4.2.1. Simulation of the steady state situation. For the steady state situation, the standard MC model was used. The discharge voltage was taken as $-500$ V based on the experimental results. The cathode sheath thickness $d_{ss}$ was estimated to be 2.0 mm. Figure 4 shows the result for the excitation distribution under steady state condition. In agreement with the experimental observations (figure 3(a)), the emission intensity is highest in the straight part of the magnetron race track.

4.2.2. Simulation of the onset of a fast-rising voltage pulse. For the simulation of the plasma emission at the onset of a fast-rising voltage pulse, the modified MC model as described earlier was used. The time evolution of the discharge voltage as experimentally observed was used as an input parameter (see figure 3). Electrons were started at $t = 0$. Figure 5 shows the excitation events at $t_{\text{obs}} = 0.1 \mu s$ for electrons that start 1 mm above the target surface ($z = 1$ mm) for four initial cathode sheath thicknesses, $d_{\text{start}} = 4, 6, 8$ and 10 mm. These results show the relative distribution of the simulated Ar emission from direct electron impact. Consequently, these results can be compared with the experimentally obtained Ar emission intensities at 750.38 and 751.47 nm. The simulated excitation distributions show that the preferred emission from the curved regions does not occur for every value of $d_{\text{start}}$. A comparison of these results with the experimental data shows that a value of $d_{\text{start}} = 6$ mm as the initial cathode sheath thickness is probably the closest to the experimental situation.

Using $d_{\text{start}} = 6$ mm, the excitation distribution was calculated at $t_{\text{obs}} = 0.1, 0.2, 0.4$ and $0.6 \mu s$ for electrons starting 1 mm above the target surface (figure 6). These results show the time evolution of the emission distribution and compare well with the experimental data (see figure 3(c)).

Figure 7 shows the excitation distribution at $t_{\text{obs}} = 0.1 \mu s$ and $d_{\text{start}} = 6$ mm for electrons starting at $z = 0$ and 2 mm above the target surface. Clearly, also for electrons originating from 0 and 2 mm above the target, the emission intensity comes predominantly from the curved regions of the race track, similar to the case $z = 1$ mm. Note that the total number of excitations caused
Figure 5. Relative distribution of the excitations at $t_{\text{obs}} = 0.1 \mu s$ for electrons starting at $z = 1 \text{ mm}$ and sheath thickness $d_{\text{start}}$ equal to 4, (a); 6, (b); 8, (c) and 10 mm, (d).

Figure 6. Relative distribution of the excitations at $t_{\text{obs}} = 0.1 \mu s$ (a), 0.2 (b), 0.4 (c) and 0.6 $\mu s$ (d) for electrons starting at $z = 1$ and sheath thickness $d_{\text{start}} = 6 \text{ mm}$.
by an electron decreases with increasing starting height. The reason is that the maximum kinetic energy of an electron that originated from a higher starting point above the target is lower.

5. Discussion

Combining the experimental data with the simulation results, we are now in a position to explain the PER effect. We consider two different starting positions on the magnetron target, $P_1$ and $P_2$. $P_1$ represents a starting position in the straight section of the race track and $P_2$ denotes a starting point in the curved region of the race track.

5.1. The early stage of a fast-rising voltage pulse

At the start of the voltage pulse the cathode sheath $d_{\text{start}}$ is large because of the low charged particle density and the low current density (as mentioned before). Moreover, the discharge voltage $V_d$ is initially very low and, as a consequence, the electric field is weak. This fact in conjunction with the magnetic field distribution prevents the electrons from moving far above the target surface, i.e. they are confined to a place where they cannot gain much kinetic energy and, consequently, cannot excite the emitting Ar or O levels. As the voltage increases, the first places where the electrons gain sufficient energy to cause excitations are places that are at a certain height above the target surface. The height that the electrons can reach is determined by the magnetic field.
Figure 8. Sketch showing the kinetic energy gain of the SE emitted from the target. Let $P_1$ be the starting position in the straight section and $P_2$ the starting position in the curved region. The height that these electrons can reach is given by $z_1$ and $z_2$, respectively, and the corresponding kinetic energies are $E_1$ and $E_2$. Panel (a) shows the situation shortly after the onset of the voltage pulse when $V_d$ is still small, panel (b) shows the situation some time later.

for a fixed electric field. The weaker the magnetic field, the higher the electrons can move above the target surface. The magnetic field distribution (figure 2) shows that an electron emitted in the curved region ($P_2$) will be able to move higher above the target at the very beginning of the voltage pulse than an electron in the straight section ($P_1$) due to the smaller magnetic field in the curved section (see figure 2). Let us assume that after a certain time $t_{\text{obs}}$ the height of the electrons are $z_1$ and $z_2$ for $P_1$ and $P_2$, respectively.

In figure 8, these heights $z_1$ and $z_2$ are indicated together with the corresponding kinetic energies $E_1$ and $E_2$ for two different values of $t_{\text{obs}}$. Figure 8(a) shows the situation immediately after the onset of the voltage pulse when $V_d$ is still small. As a consequence, an electron emitted at $P_1$ cannot gain enough kinetic energy to overcome the threshold energy for excitation $E_{\text{exc}}$ but an electron at $P_2$ does. This explains why in figures 6(a), 3(d) and 3(j), the optical emission originates predominantly from the curved regions. Figure 8(b) shows that some time later, due to the increase in $V_d$, a SE gains sufficient kinetic energy to overcome $E_{\text{exc}}$ regardless of its starting position. This corresponds to the situation shown in figures 3(e), 3(k) and 6(d). Optical emissions can now be observed from all race track positions.

When drifting from a weak to a strong magnetic field, the average height of an electron above the target increases [27, 40]. Such a transition from a weak to a strong magnetic field is experienced by electrons when they drift from the curved regions of the race track into the straight parts (see figure 2). Moreover, it has been shown [27, 40] that the electron $E \times B$ drift
velocity decreases because of such a transition. This is also reported in [24, 26] and it is, in fact, the reason for the so-called ‘cross-corner’ effect. Note that in the cited references, the results were obtained in the steady state regime, but as it is the magnetic field gradient that causes this behaviour, the results are also valid for the situation here, i.e. at the onset of a fast-rising voltage pulse. This explains the asymmetry observed in the emission pattern. Because of the $E \times B$ drift, there is an enhanced emission in the region where the electrons drift into the straight part of the race track. Note that according to the results shown in figure 5, the preferred emission from the curved region for a given $t_{\text{obs}}$ only occurs for certain cathode sheath thicknesses, $d_{\text{start}}$. The simulation results reveal also that other $d_{\text{start}}$ values can result in preferred emissions from the curved regions, but at different $t_{\text{obs}}$ values (this is not shown here).

The effect of the redistribution is reproduced here by retracing electrons starting 1 mm above the target surface (see figure 6). Figure 7 shows that also electrons starting from $z = 0$ or $z = 2$ mm display the preferred emission from the curved regions. In reality, electrons will be accelerated from different heights above the surface. Hence, for a more accurate simulation, electrons emitted from different heights above the target surface should be retraced simultaneously.

5.2. The steady state situation

Now, we consider why the plasma emissions are most intense from the straight part during the steady state, i.e. during most of the ‘on-time’. During this time, all electrons, regardless of their starting position, gain enough energy to excite Ar atoms. Consequently, the advantage of the weak magnetic field to generate excitation is lost. In fact, the excitation (and ionization) density will be comparatively lower in the weaker magnetic field region due to the larger $E \times B$ drift velocity of the electrons. This effect is well known and enables the tuning of the uniformity of the erosion and, consequently, of the deposited film in large area magnetrons [27, 40]. This explains why both the experimental data and the simulation results show a lower emission intensity under steady state conditions in areas where the magnetic field is weak, i.e. in the curved regions. We further note that it has been reported in [27] that increased ionization coincides with enhanced erosion of the target and that this can occur at a transition from a weak to a strong magnetic field.

Lastly, the variation of the brightness of the plasma image during the pulsed dc power cycle follows closely the temporal variations of the emission intensity of Ar and O lines recorded earlier in TR-OES studies that collected the light from the centre of the curved areas of the race track. These variations, discussed in detail elsewhere [14, 18], were also correlated with variations of the plasma properties obtained from time-resolved electrical probe data. No temporal changes in the spatial distribution of the plasma in a plane parallel to the target surface have been considered so far in the analysis of pulsed dc magnetron plasmas. The images recorded in this study show that the spatial plasma distribution along the race track of a planar rectangular magnetron does, however, vary during a single pulse cycle.

6. Conclusions

In this paper, we report experimental data from imaging studies and the results of a MC simulation elucidating the PER effect. By combining the simulation results with the experimental data, the PER effect can be explained as follows: the electrons that are still present in the vicinity of the
target surface at the end of the ‘reverse-time’ are accelerated at the beginning of the ‘on-time’. However, due to the magnetic trapping and the low discharge voltage at the onset of the voltage pulse, only the electrons that can move high above the target surface are able to gain enough kinetic energy to cause excitation of argon atoms at the very beginning of the voltage pulse. Hence, the light emission caused by these excitation processes originates predominantly from regions where the electrons can gain higher kinetic energies, i.e. from the curved regions and from regions where the electrons drift from the curved regions into the straight parts of the race track. As the voltage pulse evolves and the discharge voltage increases, all electrons can gain enough energy for excitation and light emissions will occur from all positions within the race track. The curved regions (where the magnetic field is weaker) will now exhibit a slightly lower emission intensity because the weaker magnetic field results in a lower electron density due to a larger electron $E \times B$ drift.
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