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Abstract: Geographical location of Japan is a reason that causes this country to become one of the most disaster-prone nation in the world. The Nuclear Emergency Response Headquarters of Japan Government has established a comprehensive plan for monitoring radiation due to the Tohoku earthquake on 11 March 2011 that caused the release of radioactive materials from Fukushima Daiichi Nuclear Power Station (NPS). The main purpose of this research is to develop a prototype platform based on Open Geospatial Consortium (OGC) international standards for integrating the radiation monitoring results from Fukushima Area, Japan. Because of the monitoring data was mainly stored in XML or CSV format, this platform provided a simple and standardized environment for converting original data into uniform format with three primary information including observation time, observation locations, and observation results. After stage of data standardization, all converted data was published as services utilizing OGC standards of Catalogue Service for the Web (CSW), Sensor Observation Service (SOS), Web Map Service (WMS) and JSON-based RESTful Application Program Interface (API). Finally, this platform visualizes the monitoring results and provides a client with the functionality of time series selection. The idea of this prototype platform in releasing the radioactive materials monitoring data using international standards has matured over time and does not exclude the possibility of making it open access. The result of this study has shown that the utilization of international standard is a necessary step for data integration and data sharing.
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1. Introduction

Located on the east side of Pacific Ocean, in Fukushima prefecture, Fukushima Daiichi Nuclear Power Station (NPS) - a station operated by Tokyo Electric Power Company (TEPCO) is the source of emission of radioactive materials due to strong earthquake and tsunami happened on 11 March 2011 in Japan \cite{1}. Tens of thousands of citizens have been affected by this emission and had to evacuate from their home. In that situation, The Japanese government was really concerned about the level of radioactive contamination because a large area has been subject to the contamination and Fukushima residents also needed to know whether their health was guaranteed \cite{2}.

The Nuclear Emergency Response Headquarters, from the event of Fukushima plant, has been established a comprehensive plan for monitoring radioactive substances together with many studies on contamination tracking from scientists. In the efforts of monitoring radioactive substances, Nihei in 2016 gathered samples and used a detector to discover level of radioesium concentration on agricultural, livestock, forest and fishery products for three years from accident of NPS in 2011. The results then were published to citizens via websites of the Ministry of Health, Labor, and Welfare along with homepage of Fukushima prefecture. Also
relating to the field of agriculture, Monma attempted to construct a monitoring system [4], which concentrated on farmland parcel of each owner for radioactive contamination parameters. This study was conducted in Tamano district locating near Fukushima city and obtained some active results. However, one disadvantage of this study is that an important result data – a map displaying the concentration of radioactive substances detailing to each parcel of farmland for whole research area was only available to people through the way of showing at public building halls. Therefore, citizens who are interested in practical results from this research will meet difficulties in access. Some other successful studies trying to monitor the level of radioactive contamination along with its impact on many of the aspects of life can be considered, for instance, Stein (2017) had monitored the status of beef [5]. Ohte et al. (2016) was concerned about movement of radiocesium in a forested catchment, Matsuda et. al. (2017) implemented air dose rate measurement of both inside and outside of nearly 200 houses in Fukushima [7], and Martin et. al. (2016) tried to employ Unmanned Aerial Vehicle (UAV) to create 3D map of radiation for evaluating the distribution of contaminant [8].

Indeed, there are many researches and projects in monitoring the level of radioactive contamination as well as impacts on the health of citizens has been performed from Fukushima event. Monitoring results, nevertheless, come from various sensors with many of the data formats causing the difficulties in data integration and data sharing. Regarding the development of solutions for overcoming the data integration and data sharing issue, some authors select an approach of applying international standards. Hussain et al. (2015) and Anzaldi et al. (2014) utilized Open Geospatial Consortium (OGC) standards that named as WaterML 2.0, which is a model for storing water observation data. Sensor Observation Service (SOS), it defines a web service interface for managing and querying types of sensor data along with some other standards to develop a generic framework for integrating data in water distribution system [9, 10]. The authors have proved that with the combination of common knowledge and standards from OGC, the interoperability is enabled. Song et al. (2008) shared same point of view when proposing an architecture based on OGC standards for distributing services relating to coal mine maps [11]. Instead of concentrating on data of any specific fields, some researchers presented the way that international standards of OGC can be applied for enhancing the interoperability of geospatial data [12, 13]. Other studies have also been dedicated studies on using international standards for addressing the issue of data interoperability [14, 15, 16].

Currently, Japanese government has been managing a large amount of observation data, which has been collected mainly from diverse types of sensors. Data gathered from various monitoring sensors in Fukushima may be grouped into some common categories such as general environment (soil, water, air...), schools, farmlands, food... and generally, these observed data may be divided into two primary types consisting of mobile and fixed observations. However, there is the fact that, the number of observation data produced by sensors in Fukushima is extremely large. Taking fixed observations as an example, there are more than 4000 fixed sensors, which the data collection occurred every ten minutes around NPS location. This means the amount of data obtained will exceed 200,000 records per hour. Therefore, a solution for meeting the need of data integration and data sharing in Fukushima is a natural arising.

This paper was conducted in an attempt to develop a prototype framework with the application of various OGC international standards such as Catalogue Service for the Web (CSW), Sensor Observation Service (SOS), Web Map Service (WMS) and JSON-based RESTful Application Program Interface (API) for integrating diverse kinds and large amount of radiation monitoring data in Fukushima. The citizens can visualize and query all results via an interface that provides functionality of time series for users selecting time slot of interest. Finally, conclusions and future works is presented in the last section.

2. Materials and Methods

2.1. Study Area

The monitored data utilized in this study is from Fukushima area (Figure 1) – one of three biggest prefectures in Japan with area of 13,782 square kilometer and population of about 1,884,646 people [19].

2.2. Data Source

The comprehensive monitoring plan from Japan government has led to the large amount of data from various monitoring devices. In this study, the gathered data was classified into seven main categories, namely:

1. Group 1: General environment (soil, water, air...);
2. Group 2: School;
3. Group 3: Ports, airports, parks;
4. Group 4: Natural Park, waste;
5. Group 5: Farmland, forest, pasture;
6. Group 6: Tap water;
7. Group 7: Food;

For further classification, based on characteristics of data acquisition, the data was grouped into either mobile or fixed types. The mobile types are normally measured by a mobile carrier with some sensors while the fixed types tend to be acquired by sensors that are attached to a fixed specific position for long-term monitoring purpose. The characteristics of the mobile data are short time period, high density, but covering a large geographical area while the fixed data is long time periods and covering a less geographical area.

The results monitored by sensors were stored in their respective file formats. In this study, more than 30 file formats were processed with the number of mobile observed data exceeded 80 million observations while the fixed type exceeded 4 million.
2.3. Methodology

In terms of geospatial data interoperability, Geospatial Web Services (GWS) is one the most used technologies providing a new means and new opportunities for accessing a large amount of geographic data and computing resources via internet environment [17]. In order to implement these tasks, standards from Open Geospatial Consortium (OGC) are popular choices from geospatial researchers [18]. OGC is composed of many government agencies, companies and universities all over the world and is a nonprofit organization established for the purpose of producing quality geospatial standards and making them open for global community. This research leveraged the standards of CWS, SOS, WMS and JSON API from the OGC organization to construct platform.

For the purposes of storing results, publishing as OGC services and exchanging with third parties, this study has designed a portal named “Radiation Portal” for management of all tasks. There were two major phases called “Radiation Normalization” and “Radiation Publication” from the stage of data processing to data publishing as services (Figure 2). The portal provides functionalities of importing files from CSV or XML formats as data sources, stores them in a server as a normalized database and then converting into different kinds of formats such as SHP, GPX or KML for various purposes of usage. After importing data, users can select type of service for publication.

3. Results and Discussion

3.1. Radiation Normalization Phase

Radiation normalization is a phase concentrating on the process of importing radiation monitoring data as a normalized data format either into a database or as other file formats like GPX, SHP. Normally, the original monitoring information is stored in CSV or XML format causing some difficulties for data normalization process. Therefore, this
project developed a simple interface for this task accepting both file types as input (Figure 3). During the normalization task, several important values were extracted from the source files, for instance date, coordinates or surveillance results and then stored in a database called normalized database or raw database. Finally, the system converted these imported records into GPX files for exchange purpose in the future. At the meantime of GPX files generated, the system also created SHP and JSON files.

![Radiation Portal](Image)

**Data Analysis**

![CSV Title](Image)

For the process of file uploading and parsing, in case of uploaded files are CSV format, the records in the files will be normalized and stored in the database. The detail processes of CSV uploading and mapping structure with SOS properties are demonstrated by Figure 4.

![Process Diagram](Image)
For XML format, the recommendation is to convert into CSV format and the portal provides two options for handling this task. The first choice is to utilize an XML template file, which must be determined two major “shims” with the first shim for indicating CSV column names and the other for determining which element in the XML is the iteration item, to correctly parse the XML. Figure 5 shows a simple demo for the XML template file with the shims were marked as red color.

In the circumstances of difficulty defining the XML templates, the portal also offers a program to convert the XML files. This program is leveraged to identify elements by counting the number of appearances in which the more number counted, the more possibility it represents the column of the CSV. After this identification, the data will be split into columns and rows.

```
<project xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance" lang="ja"
    xsi:noNamespaceSchemaLocation="standardizedXML_draft_0.3.1.xsd">
    <project id="2">
      <title>metadata_title</title>
      <conductors>(metadata_creator)</conductors>
      <sites>
        <site id="1820111213000001">
          <iteration>true</iteration>
          <location>
            <coordinates>item spatial</coordinates>
          </location>
          <representationPoint>
            <latitude>item lat</latitude>
            <longitude>item lon</longitude>
            <distance unit=“km”>63.5</distance>
          </representationPoint>
          <location/>
        </site>
      </sites>
    </project>
  </project>
```

Figure 5. XML template file.

3.2. Radiation Publication Phase

3.2.1. Publish as Catalogue Service

CSW is a catalogue service for exploring, querying, and exchanging the metadata from various resources. This study adapted Dublin Core as the standard protocol to describe metadata. The portal was designed to synchronize either metadata or uploaded files to multiple remote servers to deploy same contents to the thirds parties (Figure 6). The metadata, which contain information of location of the files, will be stored in CSW servers while the files will be saved by GIT mechanism and synchronized to remote servers by GIT commands. Each metadata is a collection of records that represent the meaning of multiple radiation files and saved in the database. Therefore, CSW servers were used as the Catalogue service for publishing and exchange these metadata. In order to make the synchronization work, users must setup some required information via setup page of the portal. The detail synchronization flow is shown in Figure 7.
Figure 6. Metadata submission form.
3.2.2. Publish as SOS Service

SOS is adapted for publishing the observation based on a manageable manner. The portal can publish the raw database as several SOS services. However, the process of insertion might consume a lot of time and thus was divided into two tasks including generation of inserting XML files and post of the XML files to the SOS interface. Figure 8 shows detail SOS service publishing and its interface.
3.2.3. Publish as JSON API

For obtaining highest system performance, a JSON API, which provides a quick way to integrate the radiation data with the web apps or other third parties programs supporting JSON format, has been implemented. In order to guarantee the performance of the JSON API, the data is divided by offering names from raw database to different tables in so-called “Enhanced Database”. With the purpose of making font-end user interface become more efficient, the portal will reduce unnecessary points under different map scale. Each record in the table will be recalculated the precision of coordinates based on the Japan Mesh Codes, which divided the whole Japan into a geographic grid system with a unique code in different scales. In order to make the statistics more efficient, this system makes a mapping calculation between the mesh level and the map zoom level (Table 1).

3.2.4. Publish as WMS-T Services

In this platform, GeoServer – an open source server created for geospatial data sharing using open standards, was utilized to implement the WMS-T standard. In the phase of normalization, the system generated extra files for future exchange including SHP format. The WMS-T publisher will read the metadata from the raw database, register the SHP files into GeoServer and then publish them as WMS service.

| Mesh Abbr | Name | LAT Degree | LON Degree | Grid Length | Scale | Map Zoom Level |
|-----------|------|------------|------------|-------------|-------|----------------|
| 1         | Primary mesh | 40'        | 1          | 80KM        | 200,000 | 1-5            |
| 2         | Secondary mesh | 5'         | 7'30"      | 10KM        | 25,000  | 6-8            |
| 3         | Tertiary mesh | 30"        | 45"        | 1KM         | 2,500   | 9-10           |
| half      | 1/2 mesh     | 15"        | 22.5"      | 500 m       | 1,250   |                |
| quarter   | 1/4 mesh     | 7.5"       | 11.25"     | 250 m       | 625     |                |
| eighth    | 1/8 mesh     | 3.75"      | 5.625"     | 125 m       | 313     |                |
| tenth     | 1/10 mesh    | 2"         | 4.5"       | 100 m       | 250     | 11-23          |

Table 1. Japan Mesh Code.

Bus-as-vehicle monitoring data was adopted as an example for demonstration of time series GIF motion effect (Figure 9).

Figure 9. WMS for implementing the motion effect based on time series monitoring data gathered by buses.
3.2.5. Visualization Interface for Client

After publishing the original data as a service, the platform also provides a client interface in which the time series are used as the main axis, and the time segments of the observation are marked on the time axis (Figure 10). Users can view the period of each monitoring task from the timeline as well as query the observation.

![Figure 10. Visualization interface for client.](image)

4. Conclusions

The incident at Fukushima Daiichi Nuclear Power Station is one of the most dangerous incidents in the world in terms of nuclear power that affected a larger number of people living near the accident location due to the radioactive materials emission. It has been more than 7 years from the accident with many efforts have been conducted by the government of Japan to determine the level of radioactive contamination and how it has been affected the life of citizens. Utilizing sensor equipment as a means for monitoring and gathering observation data is the selection of many researchers. As a result, the large amount of data from various sensor types has been produced and managed by Japan government. This study has been successfully developed a platform applying some OGC standards to implement the integration of various kinds of sensor monitoring data. A large amount of monitoring data has been processed and exposed to citizens via time series interface that allows users to visualize and query all results. Currently, there are many of the approaches for implementing data interoperability and the result of this study is a contribution to the efforts of applying OGC international standard for dealing with the data sharing issues.
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