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We fill a gap in the study of contextuality by extending the sheaf-theoretic framework for non-locality by Abramsky and Brandenburger to deal with operational scenarios in the presence of arbitrary definite causal orders.

1 Introduction

Understanding and classifying correlations that can be realised in quantum theory is of crucial interest to quantum foundations and quantum computation. Even someone as agnostic towards interpretational problems as Paul Dirac was puzzled by the irreducible importance that young quantum theory was assigning to correlations between sets of choices and sets of outcomes:

Also in the quantum theory one starts from certain numbers from which one deduces other numbers. [...] The perturbations which an observer inflicts on a system in order to observe it are directly subject to his control and are acts of his free will. It is exclusively the numbers which describe these acts of free choice which can be taken as initial numbers for a calculation in quantum theory. [48]

It is this connection between the perturbations inflicted by an observer and the permanent registration of the outcomes—the results of observations—which frames our understanding of what John Bell famously saw as violations of local causality.

In this work, we put that very connection front and centre instead: when modelling the interaction of localised processes (e.g. “operations” or “experiments”) in spacetime, the only information relevant to our understanding of causality is the observed distribution of outcomes (from local observations) corresponding to various choices of local perturbations. Our characterisation is therefore independent of both the underlying physical theory and the specific realisation of such processes: information cannot travel against the flow of causality, regardless of how it was obtained.

Several works before ours aimed at describing correlations with definite or indefinite causality, mostly consisting of various generalisations of either Bell scenario (e.g. [38]) or classical Bayesian networks (e.g. [46]). In this paper, we instead build on previous work by Abramsky and Brandenburger [9], which provided a unified framework for non-locality and contextuality in terms of sheaf theory.

The conceptual unification of causality and contextuality touches upon subtle considerations of the nature of contextuality itself. In a Bell scenario, it is not too controversial to believe that, when performing a choice of measurement on one of the entangled subsystems, the observer ends up changing the very conditions defining the possible predictions that can be made about the entire system. In fact, one can trace this belief all the way back to Bohr’s original reply to EPR, relating to Bohr’s own understanding of the notion of ‘complementarity’.[4]

[4] A discussion on the strong connections between Bohr’s notion of complementarity, contextuality, and non-locality is explained by Arkady Plotnitsky in [66].
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Of course there is in a case like that just considered no question of a mechanical disturbance of the system under investigation during the last critical stage of the measuring procedure. But even at this stage there is essentially the question of an influence on the very conditions which define the possible types of predictions regarding the future behaviour of the system. [20]

This line of reasoning resonates with the approaches to contextuality described in [9] and in the Contextuality-by-Default framework [34], which consider the presence of contextual phenomena to be a property related to compatibility conditions of intrinsically different and incomparable probabilistic distribution of outcomes.

Recent works on causality, stemming from the seminal intuition on the “quantum switch” and frameworks of process theories [27, 62], have resulted in attempts to provide an experimental realisation [45] and verification [68] of indefinite causal structures. Facing the need to certify the realisability of indefinite causal structures, we are confronted with a common limitation of all descriptive approaches to date: they are all a generalisation of quantum theory, from which causality is hard to extricate as an independent and observable phenomenon. What do we really mean when we talk about indefinite causality? Are the realisable operational contexts implicit in the aforementioned experimental realisations compatible with a definite causal structure, or are we in the presence of genuine indefinite causality?

The sheaf-theoretic language already provided a stand-alone description of non-locality and contextuality, independent of physical theory or experimental realisation. Today, we extend that language to answering questions about causality, moving one step closer to an understanding of Bohr’s cryptic claim that contextuality and complementarity provide a quantum generalisation of the notion of causality itself.

Literature review

Over the past decade, the sheaf-theoretic framework has evolved from its seminal form [9] in a number of directions. The core framework itself has grown through the addition of extended operational semantics [10], All-vs-Nothing arguments [5], logical characterisation of no-signalling polytopes [6], contextual fraction [7], an extension to continuous variable models [15], and the development of a categorical structure on empirical models [4, 8, 39, 50]. Deep connections have been discovered with cohomology [1, 11, 14, 22, 23], logic [3, 13, 52, 53, 56, 59, 60], and other frameworks, including database theory [2], Spekkens’s contextuality [70], effect algebras [69] and non-commutative geometry [33].

Development of the sheaf-theoretic framework is both recent and limited to a relatively small community: this allows for a relatively exhaustive review. The modern study of causality, in contrast, is much older and broader, so we restrict our attention to a sample of the literature most relevant to our work. Literature on quantum correlations in time [37, 39, 40] is certainly relevant to the aspects of this work generalising aspects of non-locality to arbitrary causal structures. However, the main driver for this work—and its main source of models—is the development of causal frameworks in the context of process theories [28, 29, 32, 43, 54, 55, 64] and operational probabilistic theories [24, 25, 35]. Recent years have also seen the development of different approaches to causality, including quantum generalisations [16, 17] of Reichenbach’s Principle [67] and causal generalisations of the Bell inequalities [21, 63].

We could not find any actual attempts at a full causal generalisation in the existing literature on the sheaf-theoretic framework. However, some published works took steps in that direction by dealing with the case of sequential protocols. In [41, 44], a broad generalisation of the HBB hybrid quantum-classical secret sharing protocol is discussed, connecting device-independent security to contextuality. In [71], sequential communication protocols are discussed, connecting success probability to contextuality. In [61], a (non sheaf-theoretic) notion of sequential-transformation contextuality is introduced, with application to information retrieval tasks discussed in the beautifully illustrated [36].
A proposed extension of the sheaf-theoretic approach can be found in some presentations \[57,58\]. The proposal focuses on a single concrete example, but already points at an approach very different from our own. The underlying sheaf-theoretic machinery is not discussed explicitly, but private conversation with the author reveals it to be the same as in the original sheaf-theoretic framework: a set \(X\) of measurements, its powerset \(\mathcal{P}(X)\) as locale of contexts, the usual sheaf of sections and presheaf of distributions, the usual definition of locality/non-contextuality as existence of a global section. Measurement contexts are modified: they are obtained as the maximal elements under a certain partial order on \(\mathcal{P}(X)\) induced by a definite causal order imposed on the set of measurements \(X\). Empirical models are generalised to any family of probability distributions on the measurement contexts and their subsets, regardless of no-signalling or causality conditions. Causal empirical models are defined to be the ones respecting causality equations, analogous to those found in previous literature on causality (e.g. see \[37,39\]): for these models, the distributions on subsets of the maximal contexts are exactly those obtained by restriction in the presheaf of distributions.

This proposed approach is not applicable to the causal scenarios we consider in this work: causal order is defined between the events, but there is no canonical notion of causal order between alternative input choices at an event. The only permutation invariant way to impose a causal order on the different measurement choices at a given event is to consider them unrelated in the causal order, but this results in all measurements for an event appearing together in the maximal contexts. Indeed, taking the maximal contexts in the non-locality case (on the discrete partial order, as described at the end of the presentations) yields the top element \(X\) as the only member of the measurement cover, allowing only local/non-contextual scenarios to be specified.

Furthermore, this proposed approach does not result in causal classical functions always being local/non-contextual. Because the full powerset \(\mathcal{P}(X)\) is considered, the presheaf of distributions includes restrictions to sets of measurements which are not downward closed with respect to the causal order: for functions where outcomes in the future depend on measurement choices in the past, some of the restrictions from the top element \(X\) would not actually be well-defined (in the sheaf of sections), implying that those functions cannot be local/non-contextual. This is not what we want to achieve: causal classical functions and their mixtures should correspond exactly to non-contextual empirical models.

At this point, it is worth remarking that our formulation, via a locale of inputs over lower-sets and a sheaf of causal sections, was not actually obtained by direct modification of the original sheaf-theoretic framework. In particular, it was not obtained using the ideas from \[57,58\]. Rather, it was developed starting from an earlier observation about marginalisation in probabilistic theories and no-signalling models \[41,43\]. This observation was then extended to the more general framework for causal diagrams developed by the authors in \[64,65\], leading to the sheaf-theoretic formulation of causality presented here. (Indeed, there is a tight correspondence between the two lines of work, cf. Proposition 22.)

2 Definite Causal Scenarios

We give the following operational interpretation to definite causal scenarios. We think of the causal set \(\Omega\) as defining a discrete subset of events in some spacetime. To each event \(\omega\) corresponds the local operation of a black-box device, or gadget: an input value for the device is freely chosen from the finite set \(I_\omega\) and an output value from the finite set \(O_\omega\) is generated in response by the device.

**Definition 1.** A **definite causal scenario** is a triple \(\Sigma := (\Omega, I, O)\) where:

- \(\Omega\) is a finite poset, the causal set
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- \( I = (I_\omega)_{\omega \in \Omega} \) is a family of non-empty finite sets
- \( O = (O_\omega)_{\omega \in \Omega} \) is a family of non-empty finite sets

We refer to the points \( \omega \in \Omega \) as events, to the set \( I_\omega \) as the set of inputs at event \( \omega \) and to the set \( O_\omega \) as the set of outputs at event \( \omega \). We refer to \( I_\Sigma := \prod_{\omega \in \Omega} I_\omega \) as the set of joint inputs and to \( O_\Sigma := \prod_{\omega \in \Omega} O_\omega \) as the set of joint outputs.

A definite causal scenario describes the causal structure of events and the possible inputs and outputs, but not the observed behaviour of the devices: that is encoded in an empirical model. An empirical model is an assignment of a probability distribution on joint outputs given any (allowed) choice of joint inputs for all events, in such a way as to respect the causal structure. Just as was originally done in the sheaf-theoretic framework for non-locality, we will not restrict ourselves to probabilities—modelled by the commutative semiring \( \mathbb{R}^+ \)—but rather allow any notion of non-determinism modelled by some commutative semiring \( R \). Examples of other semirings of interest include the real field \( \mathbb{R} \) (for signed probabilities), the Boolean semiring \( \mathbb{B} \) (for possibilities), the \( p \)-adic fields (for \( p \)-adic probabilities [42,51]).

3 The original sheaf-theoretic framework for non-locality

The scenarios considered in the original sheaf-theoretic framework for non-locality [9] correspond to choices of causal set \( \Omega \) which are discrete partially ordered sets, i.e. those where each event in \( \Omega \) is causally unrelated to every other event.

**Definition 2.** Let \( \Sigma = (\Omega, I, O) \) be a definite causal scenario. We say that \( \Sigma \) is a non-locality scenario if \( \Omega \) is a discrete partial order, i.e. one such that \( x \not\leq y \) for all \( x, y \in \Omega \) such that \( x \neq y \).

The set of individual inputs is defined as the disjoint union \( X := \bigsqcup_{\omega \in \Omega} I_\omega = \{(i, \omega) \mid i \in I_\omega, \omega \in \Omega\} \) and the powerset \( \mathcal{P}(X) \) is considered. The powerset is naturally a locale, corresponding to \( X \) endowed with the discrete topology. The sheaf of sections \( E_\Sigma \) for one such scenario \( \Sigma \) is defined by mapping each \( U \in \mathcal{P}(X) \) to the set of sections over \( U \):

\[
E_\Sigma(U) := \bigsqcup_{(i, \omega) \in U} O_\omega
\]

(1)

and by mapping each inclusion \( V \subseteq U \) of subsets in \( \mathcal{P}(X) \) to the following restriction map:

\[
E_\Sigma(V \subseteq U) : E_\Sigma(U) \twoheadrightarrow E_\Sigma(V)
\]

\[
s \in \prod_{(i, \omega) \in U} O_\omega \quad \mapsto \quad s|_V \in \prod_{(i, \omega) \in V} O_\omega
\]

(2)

The presheaf of distributions \( \mathcal{D}_R E_\Sigma \) is obtained by applying the the distribution monad \( \mathcal{D}_R \). Each \( U \in \mathcal{P}(X) \) is now sent to the set of \( R \)-valued distributions on sections over \( U \):

\[
\mathcal{D}_R E_\Sigma(U) := \left\{ d : E_\Sigma(U) \to R \mid \sum_{s \in E_\Sigma(U)} d(s) = 1 \right\}
\]

(3)

Each inclusion \( V \subseteq U \) in \( \mathcal{P}(X) \) is now sent to the marginalisation of \( R \)-distributions:

\[
\mathcal{D}_R E_\Sigma(V \subseteq U) : \mathcal{D}_R E_\Sigma(U) \to \mathcal{D}_R E_\Sigma(V)
\]

\[
d \mapsto d|_V := \left( s \mapsto \sum_{s'|_V = s} d(s') \right)
\]

(4)
We say that a subset $\mathcal{J} \subseteq \prod_{\omega \in \Omega} I_\omega$ of the joint inputs is a global cover if it includes all local inputs, i.e. if $I_\omega = \{ i_\omega | i \in \mathcal{J} \}$ for all $\omega \in \Omega$. Let $U \subseteq \prod_{\omega \in \Omega} I_\omega$ then each $i \in U$ is identified with a subset $\varphi(i) := \{ (i_\omega, \omega) | \omega \in \Omega \} \subseteq X$. The subset $\mathcal{J}$ being a global cover is equivalent to the statement that $\bigcup_{i \in \mathcal{J}} \varphi(i) = X$ (closer to the formulation given in the original framework).

An empirical model for a scenario $\Sigma$ is a compatible family for some global cover $\mathcal{J}$, i.e. an assignment $e \in \prod_{i \in \mathcal{J}} D_R E_\Sigma(\phi(i))$ satisfying the following condition:

$$ (e_i)|_k = (e_j)|_k \quad \text{for all } i, j \in \mathcal{J} \text{ and all } k \subseteq i \cap j $$

(5)

where $i \cap j$ is the intersection of $i$ and $j$ as partial functions (the same as $\varphi^{-1}(\varphi(i) \cap \varphi(j))$). An empirical model $e$ is said to be local if there is some global section $g \in D_R E_\Sigma(X)$ for the presheaf of distributions such that $g|_{\varphi(i)} = e_i$ for all $i \in \mathcal{J}$; the empirical model $e$ is said to be non-local if no such global section exists.

4 Sheaf of Sections

The particular construction adopted in the original framework for the presheaf of distributions is due to an interpretation of inputs as measurement choices and outputs as measurement outcomes. The global cover $\mathcal{J}$ is interpreted to define sets of measurements which are jointly compatible, i.e. ones for which a well-defined distribution over joint measurement outcomes can be defined. In this context, defining the presheaf of distributions over the powerset of $X$ signals that we are interested in knowing which subsets $U \subseteq X$ are composed of compatible measurements.

When a non-trivial causal structure is imposed on events, it no longer makes sense to consider all possible subsets of $X$: when $x, y \in \Omega$ are causally related as $x < y$, the outcome for a choice of input $i_y \in I_y$ at event $y$ is (in principle) allowed to depend on some choice of input $i_x \in I_x$ for the preceding event $x$. Given a generic causal set $\Omega$, we consider the poset $\Lambda(\Omega)$ formed by its lowersets—that is, sets closed below w.r.t. the order relation $\leq$ of $\Omega$—ordered by subset inclusion:

$$ \Lambda(\Omega) := (\{ \lambda \subseteq \Omega | \forall \omega \in \lambda. \forall \omega' \in \Omega. (\omega' \leq \omega \Rightarrow \omega' \in \lambda) \}, \subseteq) $$

(6)

From a spacetime perspective, a set of events $\lambda \subseteq \Omega$ is a lowerset if it contains all points $\omega' \in \Omega$ which lie in the past of any event $\omega \in \lambda$. In this more general causal context, we no longer define $X := \bigsqcup_{\omega \in \Omega} I_\omega$ and work within the locale $P(X)$: instead, we define a new locale $L_\Sigma$ which takes the necessary causality constraints into account.

Definition 3. Let $\Sigma = (\Omega, I, Q)$ be a definite causal scenario. The associated locale of inputs $L_\Sigma$ is defined as follows:

$$ L_\Sigma := \bigsqcup_{\lambda \in \Lambda(\Omega)} \prod_{\omega \in \lambda} (P(I_\omega) \setminus \{\emptyset\}) $$

(7)

The generic element $U \in L_\Sigma$ is a family of non-empty subsets $U_\omega \subseteq I_\omega$ of inputs for all events in some lowerset $\lambda_U$ of $\Omega$:

$$ U = (U_\omega)_{\omega \in \lambda_U} \in \prod_{\omega \in \lambda_U} (P(I_\omega) \setminus \{\emptyset\}) $$

(8)

The partial order on $L_\Sigma$ is then defined as follows:

$$ V \leq U \iff \lambda_V \subseteq \lambda_U \text{ and } \forall \omega \in \lambda_V. V_\omega \subseteq U_\omega $$

(9)
When convenient, we can silently extend elements $U \in \mathcal{L}_\Sigma$ to families defined for all $\omega \in \Omega$ by canonically setting $U_\omega := \emptyset$ for all $\omega \notin \Lambda_U$ (so that $\Lambda_U = \{ \omega \in \Omega \mid U_\omega \neq \emptyset \}$).

Just as in the previous section we identified elements of $\mathcal{F}$ with elements of $\mathcal{P}(X)$, this can be done for all elements of $\mathcal{L}_\Sigma$. This turns out to be extremely convenient, so we define the map $\varphi$ formally.

**Definition 4.** We will denote by $\varphi : \mathcal{L}_\Sigma \rightarrow \mathcal{P}(X)$ the injective function defined as follows:

$$\varphi(U) := \bigcup_{\omega \in \Lambda_U} U_\omega \times \{ \omega \} = \{ (i, \omega) \mid i \in U_\omega, \omega \in \Lambda_U \}$$

(10)

The function $\varphi$ thus defined is clearly order-preserving.

**Proposition 5.** Let $\Sigma = (\Omega, I, \Omega)$ be a definite causal scenario. The poset $\mathcal{L}_\Sigma$ from Definition 3 is a locale with the following join and meet:

$$U \cap V := (U_\omega \cap V_\omega)_{\omega \in \Lambda_U \cap \Lambda_V} \quad U \cup V := (U_\omega \cup V_\omega)_{\omega \in \Lambda_U \cup \Lambda_V}$$

(11)

where:

$$\Lambda_U \cap \Lambda_V := \{ \omega \in \Lambda_U \cap \Lambda_V \mid U_\omega \cap V_\omega \neq \emptyset \} \quad \Lambda_U \cup \Lambda_V := \Lambda_U \cup \Lambda_V$$

(12)

The top element is the family of all inputs for all events $I = (I_\omega)_{\omega \in \Omega}$ and the bottom element is the empty family (which is indexed by the empty lowerset $\emptyset$ and which we itself denote by $\emptyset$). The covers on an object $U$ are exactly those sets $R \subseteq U$ of elements $V \subseteq U$ such that:

$$U_\omega = \bigcup_{V \in R} V_\omega \quad \text{for all} \ \omega \in \Omega$$

(13)

Above, we have written $U \downarrow$ for the downset $U \downarrow := \{ V \in \mathcal{L}_\Sigma \mid V \leq U \}$.

In a locale, a **global cover** is a cover for the top object. In the case of $\mathcal{L}_\Sigma$, the top object is $I = (I_\omega)_{\omega \in \Omega}$ and a global cover is a subset $R \subseteq \mathcal{L}_\Sigma$ such that all local inputs are covered:

$$I_\omega = \bigcup_{V \in R} V_\omega \quad \text{for all} \ \omega \in \Omega$$

(14)

A special subclass of covers in $\mathcal{L}_\Sigma$ is obtained from all possible non-empty subsets $\mathcal{K} \subseteq \prod_{\omega \in \Lambda} I_\omega$, for any choice of lowerset $\Lambda \in \Lambda(\Omega)$. Indeed, each such subset $\mathcal{K}$ corresponds to a cover $R$ for an object $U$ defined as follows:

$$R := \{ \{(i, \omega)\}_{\omega \in \Lambda} \mid i \in \mathcal{K} \} \quad U := \{ (i, \omega) \mid i \in \mathcal{K} \}_{\omega \in \Lambda}$$

(15)

We say that $R$ is the cover induced by $\mathcal{K}$ and that $U$ is the object covered by $\mathcal{K}$. In particular, Proposition 5 states that the cover induced by $I_\Sigma = \prod_{\omega \in \Lambda} I_\omega$ is a global cover, which we henceforth denote by $\mathcal{I}_\Sigma$.

In the original framework, the sheaf of sections was defined to send a subset $U \in \mathcal{P}(\prod_{\omega \in \Lambda} I_\omega)$ to the set $\mathcal{E}_\Sigma(U) := \prod_{(i, \omega) \in U} O_\omega$; each $f \in \mathcal{E}_\Sigma(U)$ is a function, mapping each input $(i, \omega)$ at an event $\omega$ to some output $f(i, \omega) \in O_\omega$ at the same event $\omega$. This formulation is special to the non-locality case—where no two distinct events are causally related—and does not generalise directly. Instead, our sheaf of sections will explicitly incorporate the requirement of causality.

**Definition 6.** Let $\Omega$ be a partial order and let $f : \prod_{\omega \in \Lambda} A_\omega \rightarrow \prod_{\omega \in \Lambda} B_\omega$ be a function for some lowerset $\Lambda \in \Lambda(\Omega)$ and some families $(A_\omega)_{\omega \in \Lambda}$ and $(B_\omega)_{\omega \in \Lambda}$ of non-empty sets. We say that $f$ is **causal** if for
the output value \( f(i) \in O_\omega \) at any event \( \omega \) depends only on the input values \( i_{\omega'} \) at events \( \omega' \) causally preceding \( \omega \) (i.e. events \( \omega' \in \omega' : = \{ \omega'' \in \Omega | \omega'' \leq \omega \} \) in its downset):

\[
\forall i, j \in \prod_{\omega \in A_\omega} A_\omega \quad i|_{\omega' = j|_{\omega'} \Rightarrow f(i)\omega = f(j)\omega} \quad (16)
\]

**Definition 7.** Let \( \Sigma = (\Omega, I, O) \) be a definite causal scenario. The **sheaf of sections** \( E_\Sigma \) is the functor \( \mathcal{L}_\Sigma \to \text{Set}^\text{op} \) defined as follows. To each object \( U \) in \( \mathcal{L}_\Sigma \), the functor \( E_\Sigma \) assigns the following set of functions:

\[
E_\Sigma(U) := \left\{ f : \prod_{\omega \in \Lambda_U} U_\omega \to \prod_{\omega \in \Lambda_U} O_\omega \mid f \text{ causal for } \Omega \right\} \quad (17)
\]

The definition of the functor \( E_\Sigma \) on arrows \( V \leq U \) in \( \mathcal{L}_\Sigma \) is by restriction:

\[
E_\Sigma(V \leq U) := f \mapsto f|_V \quad (18)
\]

where the restricted function \( f|_V \) is defined on all \( i \in V \) as follows:

\[
f|_V(i) := \left( f(j) \right)|_V \quad \text{for any } j \in U \text{ such that } \forall \omega \in \Lambda_V \cdot j_\omega = i_\omega \quad (19)
\]

**Proposition 8.** Let \( \Sigma = (\Omega, I, O) \) be a definite causal scenario. The restricted function \( f|_V \) from Definition 7 is well-defined and the functor \( E_\Sigma : \mathcal{L}_\Sigma \to \text{Set}^\text{op} \) is a sheaf over the locale \( \mathcal{L}_\Sigma \).

At first, Definition 7 for the sheaf of sections appears unrelated to the one from the original sheaf-theoretic framework for non-locality. However, this turns out to be merely a matter of presentation. In the original framework, the no-signalling sections are defined **explicitly**, in terms of a factorisation into independent functions sending local input to local output at each individual event:

\[
\prod_{(i, \omega) \in \varphi(U)} O_\omega \cong \prod_{\omega \in \Lambda_U} (U_\omega \to O_\omega) \quad (20)
\]

In this work, the sections are instead defined **implicitly**, as functions from global inputs to global outputs satisfying a causality condition. But the causality condition itself can be used to obtain an equivalent explicit formulation, as families of functions where the output at any event \( \omega \in \Lambda_U \) can depend on the input at all events \( \omega' \leq \omega \):

\[
\left\{ f : \prod_{\omega \in \Lambda_U} U_\omega \to \prod_{\omega \in \Lambda_U} O_\omega \mid f \text{ causal for } \Omega \right\} \cong \prod_{\omega \in \Lambda_U} \left( \prod_{\omega' \leq \omega} U_\omega' \right) \to O_\omega \quad (21)
\]

In the non-locality case, where distinct events are causally unrelated, the two explicit formulations coincide. This leads to the following result.

**Proposition 9.** Let \( \Sigma = (\Omega, I, O) \) be a non-locality scenario and write \( X := \prod_{\omega \in \Omega} I_\omega \). We have that \( \mathcal{P}(X) \) and \( \mathcal{L}_\Sigma \) are isomorphic as locales. Furthermore, we have that the sheaf of sections \( E_\Sigma \) in the original framework for non-locality—defined over the locale \( \mathcal{P}(X) \) by Equations 2 and 2—is isomorphic to the sheaf of sections \( E_\Sigma \) introduced in this work—defined over the locale \( \mathcal{L}_\Sigma \) by Definition 7.
5 Example of a sheaf of sections

Consider a definite causal scenario $\Sigma$ with four events $\Omega = \{A, B, C, D\}$, arranged into a “diamond” where $C \leq A \leq D$, $C \leq B \leq D$ and the events $A$ and $B$ are causally unrelated. The causal order $\Omega$ has the following six lowersets:

$$\Lambda(\Omega) = \{\emptyset, \{C\}, \{C, A\}, \{C, B\}, \{C, A, B\}, \Omega\}$$

(22)

We now provide an explicit formulation for $\mathcal{E}_\Sigma(U)$, where $U$ is a generic element of $\mathcal{L}_\Sigma$ with fixed $\lambda_U$, for all possible choices of $\lambda_U \in \Lambda(\Omega)$. When $\lambda_U = \emptyset$, $U$ is the empty function $\emptyset$ and $\mathcal{E}_\Sigma(U) \equiv \{\emptyset\}$ contains only the empty family. When $\lambda_U = \{C\}$, functions in $\mathcal{E}_\Sigma(U)$ are simply functions mapping local input at $C$ to local output at $C$:

$$\mathcal{E}_\Sigma(U) \equiv I_C \rightarrow O_C$$

(23)

When $\lambda_U = \{C, A\}$, functions in $\mathcal{E}_\Sigma(U)$ can be explicitly seen as pairs of individual functions for the two events, where the output at $C$ can only depend on the input at $C$ while the output at $A$ can depend jointly on the input at both $C$ and $A$:

$$\mathcal{E}_\Sigma(U) \equiv (I_C \rightarrow O_C) \times (I_C \times I_A \rightarrow O_A)$$

(24)

The case $\lambda_U = \{C, B\}$ is analogous. When $\lambda_U = \{C, A, B\}$, functions in $\mathcal{E}_\Sigma(U)$ can be explicitly seen as triples of individual functions for the three events, where the output at $C$ can only depend on the input at $C$ while the output at $A$ can depend jointly on the input at both $C$ and $A$, and analogously for the output at $B$:

$$\mathcal{E}_\Sigma(U) \equiv (I_C \rightarrow O_C) \times (I_C \times I_A \rightarrow O_A) \times (I_C \times I_B \rightarrow O_B)$$

(25)

Finally, when $\lambda_U = \Omega = \{C, A, B, D\}$, functions in $\mathcal{E}_\Sigma(U)$ can be explicitly seen as quadruples of individual functions for the four events. The output at $C$ can only depend on the input at $C$, the output at $A$ can depend jointly on the input at both $C$ and $A$, the output at $B$ can depend jointly on the input at both $C$ and $B$, and the output at $D$ can depend on the joint input at all four events:

$$\mathcal{E}_\Sigma(U) \equiv (I_C \rightarrow O_C) \times (I_C \times I_A \rightarrow O_A) \times (I_C \times I_B \rightarrow O_B) \times (I_C \times I_A \times I_B \times I_D \rightarrow O_D)$$

(26)

6 Empirical Models

The additional constraints introduced by causality are entirely captured by the definition of the sheaf of sections: given that, the definition of the presheaf of distributions and empirical models parallels that of the original framework.

**Definition 10.** Let $\Sigma = (\Omega, I, Q)$ be a definite causal scenario and let $R$ be a commutative semiring. The **presheaf of $R$-distributions** for $\Sigma$ is the presheaf $\mathcal{D}_R \mathcal{E}_\Sigma$ obtained by composing the $R$-distribution monad $\mathcal{D}_R$ with the sheaf of sections $\mathcal{E}_\Sigma$.

Explicitly, each $U \in \mathcal{L}_\Sigma$ is sent to the set of $R$-valued distributions on $\mathcal{E}_\Sigma(U)$:

$$\mathcal{D}_R \mathcal{E}_\Sigma(U) := \left\{ d : \mathcal{E}_\Sigma(U) \rightarrow R \left| \sum_{f \in \mathcal{E}_\Sigma(U)} d(f) = 1 \right. \right\}$$

(27)
Each inclusion \( V \leq U \) in \( \mathcal{L}_\Sigma \) is sent to the marginalisation of \( R \)-distributions:

\[
\mathcal{D}_R \mathcal{E}_\Sigma (V \leq U) : \mathcal{D}_R \mathcal{E}_\Sigma (U) \rightarrow \mathcal{D}_R \mathcal{E}_\Sigma (V)
\]

\[
d \mapsto d|_V := \left( f \mapsto \sum_{f'|v=f} d(f') \right)
\]

(28)

**Definition 11.** Let \( \Sigma = (\Omega, I, O) \) be a definite causal scenario and let \( R \) be a commutative semiring. An \((R\text{-valued}) \) empirical model is a compatible family \( e \in \prod_{i \in I_\Sigma} \mathcal{D}_R \mathcal{E}_\Sigma (i) \) for the global cover \( \mathcal{E}_\Sigma \) induced by the set of joint inputs \( I_\Sigma = \prod_{\omega \in \Omega} I_\omega \).

**Remark 12.** If \( R \) is not specified, we take \( R = \mathbb{R}^+ \) by default: in this case, we drop the “\( R \)-valued” qualification for the empirical model and we refer to \( \mathcal{D}_R \mathcal{E}_\Sigma \) as the “presheaf of distributions”, sometimes also denoted by \( \mathcal{D} \mathcal{E}_\Sigma \).

The definition of the empirical model is sheaf-theoretic, as a compatible family for the global cover \( \mathcal{E}_\Sigma \). In practice, however, it is easier to work with the following equivalent formulation as a causal conditional distribution.

**Definition 13.** Let \( \Omega \) be a partial order and let \( R \) be a commutative semiring. An \((R\text{-valued}) \) conditional distribution is a function \( d: \prod_{\omega \in \Lambda} A_\omega \rightarrow \mathcal{D}_R \left( \prod_{\omega \in \Lambda} B_\omega \right) \) for some lowerset \( \Lambda \subseteq \Lambda(\Omega) \) and some families \((A_\omega)_{\omega \in \Lambda}\) and \((B_\omega)_{\omega \in \Lambda}\) of non-empty sets. We adopt the following notation, in analogy with probability theory:

\[
d(o|\hat{i}) := d_{\hat{i}}(o)
\]

(29)

for \( \hat{i} \in \prod A_\omega, o \in \prod B_\omega \).

**Definition 14.** Let \( \Omega \) be a partial order, let \( R \) be a commutative semiring and consider an \( R \)-valued conditional distribution \( d: \prod_{\omega \in \Lambda} A_\omega \rightarrow \mathcal{D}_R \left( \prod_{\omega \in \Lambda} B_\omega \right) \). We define restriction \( d|_\mu \) of \( d \) to \( \mu \) by marginalisation as follows:

\[
d|_\mu (o_{\omega \in \mu}|\hat{i}) := \sum_{\omega' \in \prod_{\omega \in B_\omega \setminus \mu} o_{\omega'|\mu} = o} d(o'|\hat{i}) \quad \text{for all } \hat{i} \in \prod A_\omega
\]

(30)

We say that \( d \) is causal if for every sub-lowerset \( \mu \subseteq \lambda \) in \( \Lambda(\Omega) \) we have that the restriction \( d|_\mu \) is independent of the value of inputs \((i_\omega)_{\omega \in \Lambda \setminus \mu}\) outside of \( \mu \):

\[
d|_\mu (o|\hat{i}) = d|_{\mu} (o|\hat{i}) \quad \forall o \in \prod_{\omega \in \mu} B_\omega \cdot \left( d|_{\mu} (o|\hat{i}) = d|_{\mu} (o|\hat{i}) \right)
\]

(31)

In this case, we freely identify the restriction \( d|_\mu \) with the equivalent distribution supported on \( \mu \), i.e. we deem the following to be well-typed:

\[
d|_\mu : \prod_{\omega \in \mu} A_\omega \rightarrow \mathcal{D}_R \left( \prod_{\omega \in \mu} B_\omega \right)
\]

(32)

**Proposition 15.** Let \( \Sigma = (\Omega, I, O) \) be a definite causal scenario. The data defining an \((R\text{-valued}) \) empirical model \( e \in \prod_{i \in I_\Sigma} \mathcal{D}_R \mathcal{E}_\Sigma (i) \) is exactly the data defining a causal \((R\text{-valued}) \) conditional distribution \( \hat{e}: I_\Sigma \rightarrow \mathcal{D}_R \left( \mathcal{O}_\Sigma \right) \):

\[
\hat{e}(o|\hat{i}) := e_{\hat{i}}(i \mapsto o)
\]

(33)

Above, we denoted by \( i \mapsto o \) a generic function in \( \mathcal{E}_\Sigma ((i_\omega)_{\omega \in \Omega}) \), with singleton domain \( \{i\} \).
Conditional distributions are familiar objects in the study of non-locality. One possible way of representing them is in tabular form, with rows indexed by the joint inputs in $I_{\Sigma} = \prod_{\omega \in \Omega} I_{\omega}$, columns indexed by the joint outputs in $O_{\Sigma} = \prod_{\omega \in \Omega} O_{\omega}$, and cells containing the $R$ values defining the distribution. The tabular representation makes it clear that—were it not for the requirement of causality—conditional distributions would form a polytope, namely the $I_{\Sigma}$-fold product (i.e. the product over the rows) of a simplex (specifying the distribution value for each row):

$$
\left( \Delta_{O_{\Sigma}} \right)^{I_{\Sigma}} \subset \mathbb{R}^{O_{\Sigma} \times I_{\Sigma}}
$$

(34)

The question, then, is whether the introduction of the causality requirement changes things substantially. The (negative) answer lies in the following result.

**Proposition 16.** Let $\Sigma = (\Omega, I, O)$ be a definite causal scenario. The probabilistic empirical models (i.e. the $\mathbb{R}^+$-valued ones) form a polytope, obtained by intersecting the product polytope from 34 with the $\mathbb{R}$-linear subspace defined by the following causality equations:

$$
\sum_{q \in O_{\Sigma} \text{ s.t. } q|_{\lambda} = o'} (d(q|i) - d(q|j)) = 0
$$

for all $\lambda \in \Lambda(\Omega), o' \in \prod_{\omega \in \Lambda} O_{\omega}, i, j \in I_{\Sigma} \text{ s.t. } i|_{\lambda} = j|_{\lambda}
$$

(35)

Note that the unknown in the system of equations above is the distribution $d$, which can be seen as a vector in $\mathbb{R}^{O_{\Sigma} \times I_{\Sigma}}$ (e.g. from its tabular representation).

**Remark 17.** The causality equations above are highly redundant. Instead of taking all $i, i' \in I_{\Sigma}$, it is enough to impose some total order $\leq$ on $I_{\Sigma}$—e.g. lexicographic order, together with some choice of total orders on the sets $I_{\omega}$ for all $\omega \in \Omega$—and consider all $i < i'$ instead.

**Definition 18.** Let $\Sigma = (\Omega, I, O)$ be a definite causal scenario and let $R$ be a commutative semiring. An ($R$-valued) empirical model $e \in \prod_{i \in I_{\Sigma}} D_{R E_{\Sigma}(i)}$ is said to be **local** if there is some global section $g \in D_{R E_{\Sigma}(I)}$ for the presheaf of distributions such that $g|_{\{i: o\}} = e_i$ for all $i \in I_{\Sigma}$. The empirical model $e$ is said to be **non-local** if no such global section exists.

The definition of locality for an empirical model does not change from the original sheaf-theoretic framework. What’s more interesting is the physical meaning of locality: what does it mean, operationally, to have a global section in a generic definite causal scenario? The answer is provided by Proposition 21 below: having a global section means that there exists a classical hidden variable model in terms of causal functions (or, more precisely, in terms of “deterministic” distributions).

**Definition 19.** Let $\Sigma = (\Omega, I, O)$ be a definite causal scenario and let $R$ be a commutative semiring. The **delta distributions** are the following $R$-valued causal conditional distributions, indexed by all causal functions $f : I_{\Sigma} \to O_{\Sigma}$:

$$
\delta_f (a|i) = \begin{cases} 
1 & \text{if } f(i) = a \\
0 & \text{otherwise}
\end{cases}
$$

(36)

**Remark 20.** The delta distributions are nothing but the causal functions themselves, seen as boolean conditional distributions; these are valid distributions for all choices of $R$, because every commutative semiring $R$ has the elements 0 and 1. We also refer to these as the **deterministic** distributions.
Proposition 21. Let $\Sigma = (\Omega, I, O)$ be a definite causal scenario and let $R$ be a commutative semiring. Let $e \in \prod_{i \in I} D_R \mathcal{E}_\Sigma(i)$ be an $R$-valued empirical model. The empirical model $e$ is local if and only if there is a family $F$ of causal functions $f : I_\Sigma \to O_\Sigma$ and an $R$-valued distribution $p \in D_R(F)$ such that:

$$\hat{e} = \sum_{f \in F} p(f) \delta_f$$

where $\hat{e} : I_\Sigma \to D_R(O_\Sigma)$ is the causal conditional distribution corresponding to $e$.

7 Realisability

Empirical models are not, by themselves, operational: rather, they paint a distributional and phenomenological picture of operational reality. They are concerned with the results of experiments—e.g. as the observed distribution of joint outputs conditional on joint inputs—but they say nothing about how the experiments could be realised within some operational theory of physics. The study of realisability is not—and shouldn’t be—a question to be tackled from a sheaf-theoretic perspective. Instead, the question should be addressed by connecting the sheaf-theoretic frameworks to other frameworks, already designed to deal with the operational perspective \[24,26,30,31,47\].

The basic building blocks of operational theories are \textbf{instruments}: local transformations of physical systems controlled by some local classical input and returning some local classical output. The instruments can be combined by wiring their input/output physical systems together in various ways—including provision of initial states and discarding of systems no longer needed—and the resulting circuit/diagram defines a distribution on joint instrument outputs conditional on joint instrument inputs. When talking about a \textbf{realisation} of an empirical model in such an operational theory, we mean exactly one such diagram, having the empirical model as its distribution and where the wiring of physical systems respects the given causal order.

Here, we choose to work within the framework of probabilistic theories by \[43\], an operational framework born from the universe of categorical quantum mechanics \[12,30,31\]. For the special case of non-locality scenarios, it was already shown in the original \[43\] that all diagrams of a certain shape in $R$-probabilistic theories yield $R$-valued empirical models according to the original framework for non-locality. We now extend that result to the sheaf-theoretic framework for (definite) causality: we show that diagrams over definite causal scenarios in $R$-probabilistic theories, as defined by the authors in the recent \[64\], always yield $R$-valued empirical models for the new sheaf-theoretic framework.

Proposition 22. Let $\Theta = (\Gamma, I, O)$ be a definite causal scenario as defined in \[64\], where $\Gamma$ has no boundary nodes. Let $\Omega$ be the definite causal order underlying the acyclic framed multigraph $\Gamma$, so that $\Sigma = (\Omega, I, O)$ is a definite causal scenario as defined in this work. If $\Delta$ is a diagram over $\Theta$ in a $R$-probabilistic theory $C$, as defined in \[64\], and $\Delta$ involves normalised processes at all events, then $\Delta$ yields an $R$-valued empirical model $e$ for $\Sigma$. We refer to such a $\Delta$ as a \textbf{realisation} of $e$ in $C$.

8 Example of a causal empirical model

Consider the “diamond” definite causal scenario $\Sigma$ from our previous example, on four events $\Omega = A, B, C, D$. Set boolean ($B = \{0, 1\}$) inputs and outputs at all events, i.e. $I_\omega = O_\omega = B$. We now construct a simple empirical model for $\Sigma$ “from the ground up”, by providing a representation in quantum theory (which is an example of a probabilistic theory, i.e. one with $R = \mathbb{R}^*$). At event $C$, an instrument outputs one of the 4
Bell states $|\Phi^+\rangle$, $|\Phi^-\rangle$, $|\Psi^+\rangle$ or $|\Psi^-\rangle$, depending on the specific classical input $i_C \in \{0,1\}$ and classical output $o_C \in \{0,1\}$. The classical input $i_C$ selects the ZZ parity of the Bell state, while each classical output has equal 50% probability and correlates to the XX parity of the Bell state. The following is the empirical model restricted to the lowerset $\{C\}$ (together with a table showing the output physical state):

$$
\begin{array}{c|cc}
C & 0 & 1 \\
\hline
0 & 1/2 & 1/2 \\
1 & 1/2 & 1/2 \\
\end{array}
\quad
\begin{array}{c|cc}
C & 0 & 1 \\
\hline
0 & |\Phi^+\rangle & |\Phi^-\rangle \\
1 & |\Psi^+\rangle & |\Psi^-\rangle \\
\end{array}
$$

(38)

The first qubit of the Bell state output at $C$ goes to $A$, while the second qubit goes to $B$. At event $A$, an instrument performs either a $Z$ non-demolition measurement (if $i_A = 0$) or an $X$ non-demolition measurement (if $i_A = 1$), yielding the measurement result as the output $o_A$. The following is the empirical model restricted to the lowerset $\{C,A\}$ (together with a table showing the corresponding output physical state):

$$
\begin{array}{c|cccc}
CA & 00 & 01 & 10 & 11 \\
\hline
00 & 1/4 & 1/4 & 1/4 & 1/4 \\
01 & 1/4 & 1/4 & 1/4 & 1/4 \\
10 & 1/4 & 1/4 & 1/4 & 1/4 \\
11 & 1/4 & 1/4 & 1/4 & 1/4 \\
\end{array}
\quad
\begin{array}{c|cc|cc|cc|cc|cc}
CA & 00 & 01 & 10 & 11 \\
\hline
00 & |0\rangle & |1\rangle & |0\rangle & |1\rangle \\
01 & |+\rangle & |\rightarrow\rangle & |+\rangle & |\rightarrow\rangle \\
10 & 0 & 1/4 & 1/4 & 1/4 & 0 \\
11 & 1/4 & 0 & 1/4 & 1/4 & 0 \\
\end{array}
$$

(39)

At event $B$, analogously, an instrument performs either a $Z$ non-demolition measurement (if $i_B = 0$) or a $X$ non-demolition measurement (if $i_B = 1$), yielding the measurement result as the output $o_B$. The empirical model and output state table on lowerset $\{C,B\}$ are entirely analogous to those on lowerset $\{C,A\}$. Instead, the following is the empirical model restricted to the lowerset $\{C,A,B\}$, showing the perfect (anti-)correlation between $A$ and $B$ when $i_A = i_B$ and the total lack of correlation when $i_A \neq i_B$ (recalling that $i_C$ selects ZZ parity and $o_C$ correlates to XX parity):

$$
\begin{array}{c|cccc|cccc|cccc|cccc|cccc}
CAB & 000 & 001 & 010 & 011 & 100 & 101 & 110 & 111 \\
\hline
000 & 1/4 & 0 & 0 & 1/4 & 1/4 & 0 & 0 & 1/4 \\
001 & 1/8 & 1/8 & 1/8 & 1/8 & 1/8 & 1/8 & 1/8 & 1/8 \\
010 & 1/8 & 1/8 & 1/8 & 1/8 & 1/8 & 1/8 & 1/8 & 1/8 \\
011 & 1/4 & 0 & 0 & 1/4 & 0 & 1/4 & 1/4 & 0 \\
100 & 1/4 & 0 & 1/4 & 1/4 & 0 & 1/4 & 1/4 & 0 \\
101 & 1/8 & 1/8 & 1/8 & 1/8 & 1/8 & 1/8 & 1/8 & 1/8 \\
110 & 1/8 & 1/8 & 1/8 & 1/8 & 1/8 & 1/8 & 1/8 & 1/8 \\
111 & 1/4 & 0 & 1/4 & 0 & 1/4 & 1/4 & 0 \\
\end{array}
\quad
\begin{array}{c|cccc|cccc|cccc|cccc|cccc}
CAB & 000 & 001 & 010 & 011 & 100 & 101 & 110 & 111 \\
\hline
000 & |00\rangle & |01\rangle & |10\rangle & |11\rangle & |00\rangle & |01\rangle & |10\rangle & |11\rangle \\
001 & |0\rangle & |\rightarrow\rangle & |+\rangle & |\rightarrow\rangle & |0\rangle & |\rightarrow\rangle & |+\rangle & |\rightarrow\rangle \\
010 & |0\rangle & |0\rangle & |0\rangle & |0\rangle & |0\rangle & |0\rangle & |0\rangle & |0\rangle \\
011 & |0\rangle & |0\rangle & |0\rangle & |0\rangle & |0\rangle & |0\rangle & |0\rangle & |0\rangle \\
100 & |0\rangle & |0\rangle & |0\rangle & |0\rangle & |0\rangle & |0\rangle & |0\rangle & |0\rangle \\
101 & |0\rangle & |0\rangle & |0\rangle & |0\rangle & |0\rangle & |0\rangle & |0\rangle & |0\rangle \\
110 & |0\rangle & |0\rangle & |0\rangle & |0\rangle & |0\rangle & |0\rangle & |0\rangle & |0\rangle \\
111 & |0\rangle & |0\rangle & |0\rangle & |0\rangle & |0\rangle & |0\rangle & |0\rangle & |0\rangle \\
\end{array}
$$

(40)

At event $D$, finally, an instrument performs either a ZZ demolition measurement (if $i_D = 0$) or an XX demolition measurement (if $i_D = 1$), with the measured parity returned as the output $o_D$. The full empirical model on $\Omega = \{C,A,B,D\}$ is given below, showing only the inputs where $i_A = i_B$ for clarity (all other joint inputs result in the uniform distribution on joint outputs):

$$
\begin{array}{c|cccc|cccc|cccc|cccc|cccc}
CABD & 0000 & 0001 & 0010 & 0011 & 0100 & 0101 & 0110 & 0111 & 1000 & 1001 & 1010 & 1011 & 1100 & 1101 & 1110 & 1111 \\
\hline
0000 & 1/4 & 0 & 0 & 1/4 & 1/4 & 0 & 0 & 1/4 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0110 & 1/8 & 0 & 0 & 1/8 & 0 & 1/8 & 1/8 & 0 & 1/8 & 0 & 0 & 1/8 & 1/8 & 0 & 0 & 0 \\
1000 & 0 & 1/4 & 1/4 & 0 & 1/4 & 1/4 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1110 & 1/8 & 0 & 0 & 1/8 & 0 & 1/8 & 1/8 & 0 & 1/8 & 0 & 0 & 1/8 & 1/8 & 0 & 0 & 0 \\
0001 & 1/8 & 0 & 0 & 1/8 & 1/8 & 0 & 0 & 1/8 & 1/8 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0111 & 1/4 & 0 & 0 & 1/4 & 1/4 & 0 & 0 & 1/4 & 1/4 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1001 & 0 & 1/8 & 1/8 & 0 & 0 & 1/8 & 1/8 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1111 & 1/4 & 0 & 0 & 1/4 & 0 & 1/4 & 1/4 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{array}
$$

(41)
9 Beyond Definite Causal Scenarios

Because our operational interpretation of definite causal scenarios is in terms of *local* black-box devices, the same interpretation can be extended, essentially unchanged, to indefinite causal scenarios. What changes in the transition to indefinite causality is that the classical inputs are now allowed to influence not only the classical outputs at events after them, but also the causal order of the events themselves. Within our framework, this can be implemented by changing the way in which causal functions are defined: instead of being causal with respect to a fixed partial order \( \Omega \), they will be patched together from partial functions which are individually causal for different partial orders \( \Omega' \), all compatible with the a same *pre-order* \( \Omega \) (where equivalence classes represent events in mutually indefinite causal order).

The sheaf-theoretic construction itself is too long and complicated to find adequate exposition in the few remaining pages of this work, and will be presented fully in an upcoming publication. However, the transition from definite to indefinite causal scenarios is easy to describe, and we can already use it to reason about an unusual construction by Baumeler, Feix and Wolf \([18,19]\).

**Definition 23.** A *causal scenario* is the same as a definite causal scenario \( \Sigma := (\Omega, I, O) \), except that \( \Omega \) is now allowed to be a finite pre-order (instead of just a partial order). We write \( x \simeq y \) for events \( x, y \in \Omega \) such that \( x \leq y \) and \( y \leq x \): when \( x \neq y \), we say that two such \( x \) and \( y \) are in *indefinite causal order* (we write \( x \neq y \) when \( x \neq y \) and at most one of \( x \leq y \) or \( y \leq x \) holds). We say that a causal scenario is *definite* if \( x \neq y \) implies \( x \neq y \) for all \( x, y \in \Omega \)—in which case they coincide with the definition of Section 2—and we say that it is *indefinite* otherwise.

**Remark 24.** We have four possible causal relationships for two events \( x \neq y \) in a pre-order:

- if \( x \not\leq y \) and \( x \not\geq y \), then \( x \) and \( y \) are *causally unrelated*
- if \( x < y \), then \( x \) *causally precedes* \( y \)
- if \( x > y \), then \( x \) *causally succeeds* \( y \)
- if \( x \simeq y \), then \( x \) and \( y \) are in *indefinite causal order*

If \( x \neq y \), we sometime say that \( x \) and \( y \) are in *definite causal order*, and this includes the possibility that they are causally unrelated.

For the purposes of discussing the indefinite causal scenario below, it is enough to understand the polytope structure of indefinite causality, i.e. to describe how causal equations extend from partial orders to pre-orders. As it turns out, there is no work to be done here: Proposition \([16]\) already describes the equations for both definite and indefinite causal scenarios. What changes, in practice, is that pre-orders have fewer lowersets, because all events in mutually indefinite causal order must be discarded together.
10 Example of an indefinite causal empirical model

Baumeler, Feix and Wolf\(^{[18,19]}\) describe an empirical model \(e^{BFW}\) for a certain classical scenario which cannot be realised under the assumption of a definite causal order:

\[
\begin{array}{cccc|cccc}
ABC & 000 & 001 & 010 & 011 & 100 & 101 & 110 & 111 \\
000 & 1/2 & 0 & 0 & 0 & 0 & 0 & 1/2 \\
001 & 0 & 0 & 0 & 1/2 & 1/2 & 0 & 0 & 0 \\
010 & 0 & 1/2 & 0 & 0 & 0 & 0 & 1/2 & 0 \\
011 & 0 & 0 & 1/2 & 0 & 0 & 1/2 & 0 & 0 \\
100 & 0 & 0 & 1/2 & 0 & 0 & 1/2 & 0 & 0 \\
101 & 0 & 1/2 & 0 & 0 & 0 & 0 & 1/2 & 0 \\
110 & 0 & 0 & 0 & 1/2 & 1/2 & 0 & 0 & 0 \\
111 & 1/2 & 0 & 0 & 0 & 0 & 0 & 0 & 1/2 \\
\end{array}
\]

(42)

To come to this conclusion, it is enough to compute the \(\Omega\)-causal fraction for the model \(e^{BFW}\) above with respect to all definite causal orders \(\Omega\) on the three events \(\{A, B, C\}\): this is the maximum \(\lambda \in [0, 1]\) such that \(\lambda \cdot e \leq e^{BFW}\) for some empirical model \(e\) which is causal for \(\Omega\), where the order \(\leq\) on conditional distributions is defined componentwise as:

\[
e \leq f \iff \forall i, \theta, e(\theta|i) \leq f(\theta|i)
\]

(43)

For the empirical model \(e^{BFW}\) above, the \(\Omega\)-causal fraction turns out to be 0 for all partial orders \(\Omega\): no part of the observed correlations can be explained by definite causality. Moving to indefinite causality, we find the \(\Omega\)-causal fraction to be 1 for exactly four pre-orders: the indiscrete pre-order on \(\{A, B, C\}\), where all three events are in mutually indefinite causal order, and the three pre-orders obtained by putting each of the three events definitely before the other two, which remain in indefinite causal order. All other pre-orders have causal fraction 0.

The results above (which will be presented in full in the aforementioned upcoming publication) are compatible with the original description of cyclicity for the Baumeler-Feix-Wolf construction: the correlations can be explained fully by letting any one of the three parties act first, with the remaining two in indefinite causal order. What’s even more interesting, and certainly deserving of further investigation, is that fixing the input of the first acting party breaks the indefinite causality entirely, resulting in a no-signalling empirical model for the remaining two parties. For example, considering the pre-order where \(C\) is before \(\{A, B\}\). Fixing the input of \(C\) to 0 and marginalising over its output results in the following no-signalling empirical model for \(A\) and \(B\):

\[
\begin{array}{cc|cc}
AB & 00 & 01 & 10 & 11 \\
00 & 1/2 & 0 & 0 & 1/2 \\
01 & 1/2 & 0 & 0 & 1/2 \\
10 & 0 & 1/2 & 1/2 & 0 \\
11 & 0 & 1/2 & 1/2 & 0 \\
\end{array}
\]

(44)

The model obtained by fixing the input of \(C\) to 1 is analogous.
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Above, we have written \( U \) the family of all inputs for all events \( \omega \). \( \omega \) is an element of \( \Omega \). \( U \) is a locale (because it is finite).

**Proof.** By definition, \( U \cap V \) and \( U \cup V \) are elements of \( L_\Sigma \): the only subtlety is in the definition of \( \lambda_{U \cap V} \), where we must take care to exclude the \( \omega \) where \( U_\omega \cap V_\omega = \emptyset \). Because \( \lambda_{U \cap V} \subseteq \lambda_U \cap \lambda_V \) and \( U_\omega \cap V_\omega \subseteq U_\omega \cap V_\omega \), we have that \( U \cap V \subseteq U \cup V \). Analogously, \( U \cup V \geq U \cap V \). If \( W \subseteq U \cap V \), then \( W_\omega \subseteq U_\omega \cap V_\omega \) and \( \lambda_W \subseteq \lambda_U \cap \lambda_V \). Furthermore, if \( \omega \in \lambda_W \) then \( W_\omega \neq \emptyset \), so that \( U_\omega \cap V_\omega \neq \emptyset \) and hence \( \omega \in \lambda_{U \cap V} \). We conclude that \( W \leq U \cap V \). Analogously, if \( W \geq U \cap V \), then \( W \geq U \cup V \). This proves that \( U \cap V \) and \( U \cup V \) define meets and joins on \( L_\Sigma \), turning it into a locale (because it is finite).
The family $I = (I_\omega)_{\omega \in \Omega}$ is clearly an element of $\mathcal{L}_\Sigma$, because $\emptyset \neq I_\omega \subseteq I_\omega$ for all $\omega$. If $U \in \mathcal{L}_\Sigma$, then $U_\omega \subseteq I_\omega$ for all $\omega$ and $\lambda U \subseteq \Omega$, proving $U \subseteq I$. Hence $I$ is the top element of $\mathcal{L}_\Sigma$. The empty family $\emptyset := (\emptyset)_{\omega \in \emptyset}$ is also an element of $\mathcal{L}_\Sigma$: it is vacuously true that $\forall \omega \in \emptyset$ we have $\emptyset \neq \emptyset \subseteq I_\omega$.

The covers on an object $U$ are the subsets $R \subseteq \mathcal{L}_\Sigma$ such that $U = \bigvee R$. This last statement is equivalent to $\lambda U = \bigcup_{V \in R} \lambda V$ and $U_\omega = \bigcup_{V \in R} V_\omega$ for all $\omega \in \lambda U$, with the convention that $V_\omega := \emptyset$ if $\omega \notin \lambda V$. Because $\lambda V := \{\omega \in \Omega | V_\omega \neq \emptyset\}$, the second statement actually implies the first, i.e. it is enough to ask for $U_\omega = \bigcup_{V \in R} V_\omega$. This concludes our proof.

\textbf{Proof of Proposition 8}

\textbf{Proposition 8.} Let $\Sigma = (\Omega, I, O)$ be a definite causal scenario. The restricted function $f|_V$ from Definition 7 is well-defined and the functor $E_\Sigma : \mathcal{L}_\Sigma \to \text{Set}^\text{op}$ is a sheaf over the locale $\mathcal{L}_\Sigma$.

\textbf{Proof.} The restricted function $f|_V$ is defined as follows by Definition 7:

$$f|_V (i) := \left( f(j) \right)|_V$$

for any $j \in U$ such that $\forall \omega \in \lambda V \cdot j_\omega = i_\omega$

This is well-defined because the causality requirement on $f$, together with the fact that $V \subseteq U$, makes the value of $f|_V (i)$ independent of the specific choice of $j$: if $j_\omega = j'_\omega$ for all $\omega \in V$, then by causality we have that $f(j)_\omega = f(j')_\omega$ for all $\omega \in V$.

For $E_\Sigma$ to be a sheaf, it is enough to show that given any two objects $U, V \in \mathcal{L}_\Sigma$ and any two functions $f, g \in E_\Sigma (U)$, if we have that $f|_{U \cap V} = g|_{U \cap V}$, i.e. if the two functions are compatible, then there is a unique function $h \in E_\Sigma (U \cup V)$ such that $h|_U = f$ and $h|_V = g$. For $i \in U \cup V$ and $\lambda \subseteq \lambda U \cup \lambda V$, write $i|_\lambda := (i_\omega')_{\omega' \in \lambda}$. The requirements that $h|_U = f$ and $h|_V = g$ already provide a unique candidate for the gluing $h \in E_\Sigma (U \cup V)$:

$$h(i)_\omega := \begin{cases} f(i|_{\lambda U})_\omega & \text{if } \omega \in \lambda U \text{ and } i|_{\lambda U} \in U \\ g(i|_{\lambda V})_\omega & \text{if } \omega \in \lambda V \text{ and } i|_{\lambda V} \in V \end{cases}$$

The only thing to establish is that the above yields a well-defined function $h \in E_\Sigma (U \cup V)$. The only place where $h$ can be ill-defined is on the overlap between the $f$ clause and the $g$ clause above: $\omega \in \lambda U \cap \lambda V$, $i|_{\lambda U} \in U$ and $i|_{\lambda V} \in V$. The latter two conditions, in particular, imply that $U_\omega \cap V_\omega \neq \emptyset$ for all $\omega \in \lambda U \cap \lambda V$, i.e. that $\lambda U \cap \lambda V = \lambda U \cap \lambda V$. Under these conditions, the causality requirements for $f$ and $g$ together with their compatibility imply that $h$ is indeed well-defined:

$$f(i|_{\lambda U})_\omega = f|_{U \cap V} (i|_{\lambda U \cap V})_\omega$$

This concludes our proof.

\textbf{Proof of Proposition 9}

\textbf{Proposition 9.} Let $\Sigma = (\Omega, I, O)$ be a non-locality scenario and write $X := \bigsqcup_{\omega \in \Omega} I_\omega$. We have that $\mathcal{P} (X)$ and $\mathcal{L}_\Sigma$ are isomorphic as locales. Furthermore, we have that the sheaf of sections $E_\Sigma$ in the original framework for non-locality—defined over the locale $\mathcal{P} (X)$ by Equations 2 and 3—is isomorphic to the sheaf of sections $E_\Sigma$ introduced in this work—defined over the locale $\mathcal{L}_\Sigma$ by Definition 7.
Proof. Firstly, we show that in the case of non-locality scenarios the locale $\mathcal{L}_\Sigma$ is isomorphic to the locale $\mathcal{P}(X)$. More specifically, we will show that the map $\varphi$ is a bijection. To see why, observe that for non-locality scenarios the poset of lowersets $\Lambda(\Omega)$ coincides with the poset of all subsets of $\Omega$, i.e. the powerset $\mathcal{P}(\Omega)$. This means that $\mathcal{L}_\Sigma$ can be written as $\prod_{\omega \in \Omega} \prod_{i \in \mathbb{I}} (\mathcal{P}(I_\omega) \setminus \{\emptyset\})$. If $A \in \mathcal{P}(X)$, then we can set $\lambda_U := \{\omega \in \Omega | A \cap (I_\omega \times \{\omega\}) \neq \emptyset\}$ and $U_\omega := A \cap (I_\omega \times \{\omega\})$ to obtain a $U \in \mathcal{L}_\Sigma$ such that $\varphi(U) = A$, making $\varphi$ surjective. The inverse $\varphi^{-1}$ is also clearly order-preserving, so that $\varphi$ is an isomorphism of locales. In our definitions, we have used the fact that $\Lambda$ is a bijection. To see why, observe that $\varphi(U)$ is partitioned as $\varphi(U) = \prod_{\omega \in \Omega} U_\omega$ across different sectors of the disjoint union $X := \prod_{\omega \in \Omega} I_\omega$, with $U_\omega \neq \emptyset$ for all $\omega \in \lambda_U$. This yields the following equivalent expression:

$$\prod_{(i, \omega) \in \varphi(U)} O_\omega \cong \left\{ f : \prod_{\omega \in \lambda_U} U_\omega \to \prod_{\omega \in \lambda_U} O_\omega \mid f \text{ causal for } \Omega \right\}$$

On the left hand side, note that $\varphi(U)$ is partitioned as $\varphi(U) = \prod_{\omega \in \lambda_U} U_\omega$ across different sectors of the disjoint union $X := \prod_{\omega \in \Omega} I_\omega$, with $U_\omega \neq \emptyset$ for all $\omega \in \lambda_U$. This yields the following equivalent expression:

$$\prod_{(i, \omega) \in \varphi(U)} O_\omega \cong \prod_{\omega \in \lambda_U} (U_\omega \to O_\omega)$$

On the right hand side, note that the condition of $f$ being causal (for $\Omega$ discrete) becomes the statement that $f(i_x)$ is independent of $i_y$ for all $x \neq y$, i.e. $f(i_x)$ only depends on the value $i_y$. This means that $f$ factors as $f = \prod_{\omega \in \lambda_U} s_\omega$ for a suitable family $s_\omega : U_\omega \to O_\omega$, yielding our desired isomorphism:

$$\left\{ f : \prod_{\omega \in \lambda_U} U_\omega \to \prod_{\omega \in \lambda_U} O_\omega \mid f \text{ causal for } \Omega \right\} \cong \prod_{\omega \in \lambda_U} (U_\omega \to O_\omega)$$

To see that this isomorphism is in fact natural, let’s look at function restriction for the original framework:

$$s \in \prod_{(i, \omega) \in \varphi(U)} O_\omega \mapsto \left( s_{\varphi(U)} \in \prod_{(i, \omega) \in \varphi(V)} O_\omega \right)$$

We can re-arrange the above into the following equivalent formulation:

$$\left( s \in \prod_{\omega \in \lambda_U} (U_\omega \to O_\omega) \right) \mapsto \left( \prod_{\omega \in \lambda_V} (s_\omega)_{|V_\omega} \in \prod_{\omega \in \lambda_V} (V_\omega \to O_\omega) \right)$$

Let’s compare the above to the function restriction from Definition 7:

$$\left( f : \prod_{\omega \in \lambda_U} U_\omega \to \prod_{\omega \in \lambda_U} O_\omega \right) \mapsto \left( f_{|V} : \prod_{\omega \in \lambda_V} V_\omega \to \prod_{\omega \in \lambda_V} O_\omega \right)$$

Because $f$ factors as $f = \prod_{\omega \in \lambda_U} s_\omega$, the two restrictions are actually the same:

$$f_{|V} = \left( \prod_{\omega \in \lambda_U} s_\omega \right)_{|V} = \prod_{\omega \in \lambda_V} (s_\omega)_{|V_\omega}$$

This concludes our proof. \qed
Proof of Proposition 15

Proposition 15. Let $\Sigma = (\Omega, I, O)$ be a definite causal scenario. The data defining an $(R$-valued) empirical model $e \in \prod_{i \in I \Sigma} D_R E_{\Sigma(i)}$ is exactly the data defining a causal $(R$-valued) conditional distribution $\hat{e} : I \Sigma \rightarrow D_R (O_{\Sigma})$:

$$\hat{e}(\omega|i) := e_l(i \mapsto \omega)$$

Above, we denoted by $i \mapsto \omega$ a generic function in $E_{\Sigma}(\{(i, \omega)\}_{\omega \in \Omega})$, with singleton domain $\{i\}$.

Proof. The above certainly gives a well-defined $(R$-valued) conditional distribution $\hat{e} : I \Sigma \rightarrow D_R (O_{\Sigma})$.

The definition of causality for $\hat{e}(\omega|i)$ reads:

$$\hat{e}(\omega|i) = \sum_{\omega' \in O_{\omega}} \hat{e}(\omega'|i) \quad \text{for all } i \in I \Sigma$$

The definition of the restriction $\hat{e}|_\mu$ reads:

$$\hat{e}|_\mu((\omega_\mu)|i) := \sum_{\omega' \in O_{\mu}} \hat{e}(\omega'|i) \quad \text{for all } i \in I \Sigma \quad (45)$$

We rephrase this in terms of the original empirical model:

$$\hat{e}|_\mu((\omega_\mu)|i) = \sum_{\omega' \in O_{\mu}} \hat{e}(\omega'|i)$$

Because the function $i \mapsto \omega$ (resp. $f \mapsto \omega$) is defined on a singleton, asking for the $\omega' \in O_{\omega}$ such that $\omega'|_{\mu} = \omega|_{\mu}$ is the same as asking for the $f : \prod_{\omega \in \Omega} (i, \omega) \rightarrow O_{\Sigma}$ (resp. $f : \prod_{\omega \in \Omega} (j, \omega) \rightarrow O_{\Sigma}$) such that $f|_{\omega|_{\mu}} = i \mapsto \omega$ (resp. $f|_{\omega|_{\mu}} = j \mapsto \omega$). This makes the equation above the same as the definition of a compatible family for the global cover $\Sigma$:

$$\hat{e}|_\mu((\omega_\mu)|i) = \sum_{\omega' \in O_{\mu}} \hat{e}(\omega'|i)$$

This shows that the definition of causality for conditional distributions and the compatibility condition for empirical models are equivalent, so that causal conditional distributions correspond exactly to empirical models. \hfill \square

Proof of Proposition 16

Proposition 16. Let $\Sigma = (\Omega, I, O)$ be a definite causal scenario. The probabilistic empirical models (i.e. the $\mathbb{R}^+$-valued ones) form a polytope, obtained by intersecting the product polytope from 34 with the
\(\mathbb{R}\)-linear subspace defined by the following causality equations:

\[
\left( \sum_{a \in \Omega \text{ s.t. } a_i = a'} (d(a | i) - d(a | j)) \right) = 0 \quad \text{for all } \left\{ \begin{array}{l}
\lambda \in \Lambda(\Omega) \\
\omega' \in \prod_{\omega \in \Lambda} O_\omega \\
(i, j) \in I_\Sigma \text{ s.t. } i_a = j_{a'}
\end{array} \right.
\]

Note that the unknown in the system of equations above is the distribution \(d\), which can be seen as a vector in \(\mathbb{R}^{O_\Sigma \times I_\Sigma}\) (e.g. from its tabular representation).

**Proof.** The requirement that \(d(a | i)\) be a \(\mathbb{R}^+\)-valued distribution is exactly the requirement that \(d(a | i)\) be a point in a simplex for each fixed \(i\):

\[d \in \Delta^{O_\Sigma} \subset \mathbb{R}^{O_\Sigma}\]

Putting the values of \(d(a | i)\) for all \(i \in I_\Sigma\) together into a single vector results in the requirement that \(d\) be a point in a product of simplexes (a polytope):

\[d \in \left(\Delta^{O_\Sigma}\right)^{\times I_\Sigma} \subset \mathbb{R}^{O_\Sigma \times I_\Sigma}\]

The causality equations are simply the causality constraints for \(d\) turned into linear equations:

\[
\sum_{a \in \Omega \text{ s.t. } a_i = a'} (d(a | i) - d(a | j)) = 0 \quad \iff \quad \sum_{a \in \Omega \text{ s.t. } a_i = a'} d(a | i) = \sum_{a \in \Omega \text{ s.t. } a_i = a'} d(a | j)
\]

Imposing these equations is the same as intersecting the polytope \(\left(\Delta^{O_\Sigma}\right)^{\times I_\Sigma}\) with the corresponding linear subspaces, yielding another polytope (because there are finitely many equations). \(\square\)

**Proof of Proposition 21**

**Proposition 21.** Let \(\Sigma = (\Omega, I, Q)\) be a definite causal scenario and let \(R\) be a commutative semiring. Let \(e \in \prod_{i \in I_\Sigma} D_R E_\Sigma(i)\) be an \(R\)-valued empirical model. The empirical model \(e\) is local if and only if there is a family \((f(\xi))_{\xi \in \Xi}\) of causal functions \(f(\xi) : I_\Sigma \to O_\Sigma\) and an \(R\)-valued distribution \(p \in D_R(\Xi)\) such that:

\[
\hat{e} = \sum_{\xi \in \Xi} p(\xi) \delta_f(\xi)
\]

where \(\hat{e} : I_\Sigma \to D_R(O_\Sigma)\) is the causal conditional distribution corresponding to \(e\).

**Proof.** The empirical model is local if and only if there is a global section \(g \in D_R E_\Sigma(I)\) such that \(g | (\{i_\omega\}_{\omega \in \Omega}) = e_i\) for all \(i \in I_\Sigma\). This immediately implies a decomposition for \(\hat{e}\) in the required form:

\[
\hat{e} = \sum_{f \in E_\Sigma(I)} g(f) \delta_f
\]

Conversely, if \(\hat{e} = \sum_{\xi \in \Xi} p(\xi) \delta_f(\xi)\) for some \(p \in D_R(\Xi)\) and some family \((f(\xi))_{\xi \in \Xi} \in (E_\Sigma(I))^{\Xi}\) then we can define our desired global section \(g \in D_R E_\Sigma(I)\) as follows:

\[
g(f) := \sum_{\xi \in \Xi \text{ s.t. } f(\xi) = f} p(\xi)
\]

This completes our proof. \(\square\)
Proof of Proposition 22

Proposition 22. Let $\Theta = (\Gamma, I, O)$ be a definite causal scenario as defined in [64], where $\Gamma$ has no boundary nodes. Let $\Omega$ be the definite causal order underlying the acyclic framed multigraph $\Gamma$, so that $\Sigma = (\Omega, I, O)$ is a definite causal scenario as defined in this work. If $\Delta$ is a diagram over $\Theta$ in a $R$-probabilistic theory $C$, as defined in [64], and $\Delta$ involves normalised processes at all events, then $\Delta$ yields an $R$-valued empirical model $e$ for $\Sigma$. We refer to such a $\Delta$ as a realisation of $e$ in $C$.

Proof. The discarding map $\tau_{O_\omega}$ for the classical output system $O_\omega$ at any event $\omega$ can be written as $\tau_{O_\omega} := \sum_{\alpha < O_\omega} \langle \alpha \rangle$, so that diagrammatic discarding of classical systems as defined in [64] is exactly the same as marginalisation of distributions are defined in this work. Because the framed multigraph $\Gamma$ has no boundary nodes, any diagram $\Delta$ over $\Theta$ in any $R$-probabilistic theory $C$ only has classical inputs and outputs, so it defines a conditional distribution $d_{\omega}(\sigma | i)$ (normalisation of $d$ follows from normalisation of the processes in $\Delta$ when discarding all classical outputs). Now consider discarding the classical output wire for the process at an event $\omega \in \Omega$ which is maximal in the causal order. Because $\omega$ is maximal, the process at $\omega$ has no non-classical output. Because of normalisation, then, we obtain a diagram on $\Omega \setminus \{\omega\}$, disconnected from the classical input wire at $\omega$. We can repeat this process to obtain restrictions of the original diagram to any lowerset $\lambda \in \Lambda(\Omega)$, independently of the classical inputs at $\omega \notin \lambda$. This means that the conditional distribution $d(\sigma | \lambda)$ is causal, i.e. that it corresponds to an $R$-valued empirical model. □