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A scheme is developed for estimating state-dependent drift and diffusion coefficients in a stochastic differential equation from time-series data. The scheme does not require to specify parametric forms for the drift and diffusion coefficients in advance. In order to perform the nonparametric estimation, a maximum likelihood method is combined with a concept based on a kernel density estimation. In order to deal with discrete observation or sparsity of the time-series data, a local linearization method is employed, which enables a fast estimation.
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I. INTRODUCTION

Recently, it has been clarified that stochastic nature in small systems such as cells plays an important role in dynamics and behavior of biological systems [1–3]. In addition, due to recent experimental developments such as single-molecule spectroscopy, it becomes possible to obtain time-series data for various stochastic phenomena. From a theoretical point of view, it is important to develop methods for analysis of the time-series data, and actually there are many studies for the analysis of the single-molecule time series (for example, see Refs. [4–6]).

Parameter estimations from observed time-series data are also important research topics. If one obtains experimental data for a specified biochemical system, parameters in the specified biochemical system can be estimated from the experimental data. The biochemical system could be modeled by using a master equation or a stochastic differential equation (a Langevin equation). The master equation or the stochastic differential equation for the specified biochemical system has some parameters (e.g., reaction rates). If the reaction rates are estimated from the experimental data, we will obtain a reconstructed model, which would reproduce the experimental data adequately. The reconstructed model enables us to perform more detailed numerical simulations and to have deep insights for the phenomenon. In recent years, a discrete property or sparsity in observations has attracted much attention; it would be difficult to completely observe the phenomenon and to obtain detailed time-series data, and then we would perform the estimation from discretely observed time-series data. For example, estimation procedures based on Markov chain Monte Carlo methods [7–9] and variational methods [10,11] have been proposed for the problem of the discrete observations. (In addition, there is a recent review article [12] for the estimation problem.)

Here, we consider the following situation: We know that time-series data can be modeled with a stochastic differential equation, but specific forms of drift and diffusion coefficients of the stochastic differential equation are unknown in advance. That is, there is no prior knowledge about time-series data, except for some basic properties such as a memoryless property. While there are some works for the parametric estimation based on a maximum likelihood method [13,14], simple applications of these parametric estimations are not suitable for our problem here, and a nonparametric estimation scheme is needed. For example, we here focus on a bimodal distribution of a chemical substance. Relations between the bimodal distributions and stochasticity have been discussed experimentally [15,16] and theoretically [17,18]. Although one may consider that the bimodal distribution is produced from a double-well potential system, it has been known that the bimodal distribution can also be produced from state-dependent noise [19,20]. In addition, a recent study indicates that such noise-induced bimodality may play an important role in decision making in a noisy environment [21,22]. In these situations, it is necessary to judge whether bimodal distribution is produced from a double-well potential system or a state-dependent noise, and it is enough to estimate how the drift and diffusion coefficients of the stochastic differential equation depend on the state. For the nonparametric estimations, there are many studies in various research fields. For example, in Ref. [23], a method based on estimations of Kramers-Moyal coefficients has been proposed. However, in the Kramers-Moyal coefficients estimation, adjoint Fokker-Planck equations should be solved numerically, which needs additional computational costs. In order to perform nonparametric estimations for complicated systems, fast algorithms are required.

In the present paper, we develop a nonparametric model-reconstruction method for a stochastic differential equation from discretely observed time-series data. A kind of local estimations is employed in order to extract the state dependency in the nonparametric estimation. In order to perform the local estimations efficiently, we propose a maximum likelihood method combined with a concept based on a kernel density estimation, which has been studied a lot and widely used for nonparametric density estimation [24]. The difficulty caused from the discrete observations is dealt with a local linearization method [25,26], which enables us to approximate a nonlinear stochastic differential equation by a locally linear stochastic differential equation. In addition, a useful second-order form suitable for the local linearization method is proposed. We demonstrate that the combination of these ideas enables us to estimate the state-dependent drift and diffusion coefficients from only a small set of discretely observed time-series data.
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The present paper is constructed as follows. In Sec. II, we give problem settings and an example of time-series data. In Sec. III, we briefly review a kernel density estimation, and the scheme is reformulated from a different point of view; we show that a maximum likelihood method reproduces the kernel density estimation adequately. Section IV is the main part in the present paper; an explicit estimation scheme based on the local linearization method is explained. Examples of estimation results for the problem introduced in Sec. II are given in Sec. V. Section VI is the conclusion.

II. PROBLEM SETTINGS

The aim of our estimation problem is to reconstruct a stochastic differential equation only from observed time-series data. In order to demonstrate the estimation, we here use the following Itô-type stochastic differential equation as a toy model:

\[ dx_t = f^{\text{true}}(x_t) dt + g^{\text{true}}(x_t) dW_t, \tag{1} \]

where \( W_t \) is a Wiener process, \( f^{\text{true}}(x) \) and \( g^{\text{true}}(x) \) are state-dependent drift and state-dependent diffusion coefficients defined as

\[ f^{\text{true}}(x) = -4x^3 + 4x, \quad g^{\text{true}}(x) = 0.2 \sin(\pi x), \tag{2} \]

respectively. This model has state-dependent drift and diffusion coefficients. In addition, this form of the stochastic differential equation suggests that the potential landscape is a double-well form, and there are two stable points around \( x = 1 \) and \( x = -1 \). Using the Euler-Maruyama scheme \[27\], we generate an original path for the stochastic differential equation (1). In the generation of the original path, we employ a time interval of \( \Delta t = 0.001 \). After the generation of the original path, we sampled data points discretely, which corresponds to discrete observations. Although the time interval of the observation can be varied, we here take data points at equally spaced time interval \( \Delta t = 0.05 \) for simplicity. The generated time-series data are depicted in Fig. 1. Hereafter, we must forget the stochastic differential equation (1) and the state dependency of the drift and diffusion coefficients in Eq. (2), and only the time-series data in Fig. 1 is focused and analyzed.

Our aim is to analyze the time-series data in Fig. 1 under a situation that we do not have any information about the original model. A first guess may be as follows: It seems that there are two stable points around \( x \approx 1.0 \) and \( x \approx -1.0 \), and the time spent around \( x \approx -1.0 \) seems to be a little longer than that around \( x \approx 1.0 \). Is the difference caused by a potential landscape, or other reasons? A simple way to solve this problem is to reconstruct an explicit model that reproduces the time-series data. Hence, the problem settings are as follows: Estimate \( f(x) \) and \( g(x) \) in

\[ dx_t = f(x_t) dt + g(x_t) dW_t \tag{3} \]

from time-series data \( \{(X_i, T_i) | i = 1, \ldots, N\} \), where each data point \( X_i \) is observed at time \( T_i \), and \( N \) is the total number of the observed data points. Note that there is no prior knowledge about the state dependencies of \( f(x) \) and \( g(x) \), except that these coefficients are time independent. It could be possible to deal with time-dependent cases, but it is beyond the scope of the present paper.

III. KERNEL DENSITY ESTIMATION

In order to develop a scheme to estimate the drift and diffusion coefficients in Eq. (3), we first explain a kernel density estimation, which gives us many insights for our final aim.

A. Brief review

A first and simple step to analyze time-series data is to construct a probability density \( p(x) \) for the observed data. A histogram, in which the \( x \) coordinate is split into several bins and the numbers of data points within the bins are counted, is a simple method to estimate the probability density \( p(x) \). However, the histogram is based on a discrete approximation. One of the most widely used methods for nonparametric density estimation is a kernel density estimation \[24,28\]. The kernel density estimation has been recently studied in the context of biophysics \[29\], in which applications for the forced unfolding and unbinding data for proteins are discussed.

In the kernel density estimation, a non-negative real function \( K(x) \) (i.e., a kernel function) is used. The kernel function satisfies the normalization condition, \( \int_{-\infty}^{\infty} K(x) dx = 1 \), and it has a zero first moment, \( \int_{-\infty}^{\infty} xK(x) dx = 0 \), and a finite second moment \( \int_{-\infty}^{\infty} x^2K(x) dx < \infty \). In the present paper, a parameter \( h \), a so-called bandwidth, is introduced explicitly in the kernel function, and we write the kernel function as
The maximum likelihood estimation enables us to estimate parameters in a statistical model (for example, see Ref. [31]). In the context of the density estimation, the probability density plays a role as the parameters, and we seek probable probability density function \( \hat{p}(x) \) from observed data.

Due to the concept of the kernel function, a contribution from one observed data point should be distributed according to the kernel function. For example, assume that we observe a data point \( X = 1.0 \). Although we have only one data point, here we introduce many replicas for the observation. Each replica has a different pseudo-observation. For instance, when there are four replicas and the replicas have pseudo-data-points \( X = 1.0, 1.2, 0.7, 1.2 \), the probability with which we observe the total replicas is

\[
\hat{p}(X = 1.0)(\hat{p}(X = 1.2))^2 \hat{p}(X = 0.7).
\]

There are four pseudo-observations for only one real observation, and then one may consider the fourth root,

\[
[p(X = 1.0)]^{1/4}[p(X = 1.2)]^{2/4}[p(X = 0.7)]^{1/4}.
\]

Note that if we use a \( \delta \)-like function as the kernel function, only a contribution from \( p(X_i) \) remains, and a usual interpretation without the kernel function is recovered. Using a notation \( X = [X_1, \ldots, X_N] \), a likelihood function \( \log(\hat{p}(x)|X) \) is written as

\[
\log(\hat{p}(x)|X) = \lim_{h \to 0} \frac{1}{N} \sum_{i=1}^{N} \int_{-\infty}^{\infty} dx_i \{ \log(\hat{p}(x_i)) K_h(x_i - X_i) \}.
\]

Figure 2 shows the estimated probability density. Here, we used \( h = 0.06476 \), which is selected based on the risk function (5). The solid line corresponds to an exact solution obtained from Eq. (1). Because of the small size of the data in Fig. 1, there are differences between the estimated probability density and the exact solution. We note that if there is longer time-series data, better estimate results are obtained.

**B. Kernel density estimation through maximum likelihood estimation**

The estimation of the probability density is not the aim in the present paper, but it is helpful for us to reformulate the kernel density estimation from the viewpoint of a maximum likelihood estimation; this discussion gives us a way to reconstruct a stochastic differential equation without any prior knowledge.
and therefore
\[ \hat{p}(x) = \frac{1}{\lambda} \sum_{i=1}^{N} K_\lambda(x - X_i). \] (9)

Inserting Eq. (9) into the constraint condition, we have
\[ 1 = \frac{1}{\lambda} \int_{-\infty}^{\infty} dx \sum_{i=1}^{N} K_\lambda(x - X_i) = \frac{N}{\lambda}. \] (10)

Hence, \( \lambda = N \) and we recover Eq. (4).

The above discussion indicates that the concept of distributed data points in pseudo-observation corresponds to the kernel function. It would be expected that the combination of the distributed data points and the maximum likelihood method gives us a more flexible estimation scheme than the usual one.

It is straightforward to extend the above discussions to an estimation of a conditional density. Given \( D = \{(X_1, Y_1), \ldots, (X_N, Y_N)\} \), a sample of independent observations from the distribution of \((X, Y)\), we want to obtain the estimation of the conditional density \( \hat{p}(y|x) \). In this case, the log-likelihood function should be set as
\[ l(\hat{p}(y|x)|D) = \sum_{i=1}^{N} \int_{-\infty}^{\infty} d\tilde{y}_i \left[ \ln \hat{p}(y|x) \right] K_w(y_i - \tilde{y}_i) K_w(x - X_i), \] (11)

where \( K_w(y) \) is a kernel function for the y coordinate, and \( K_w(x) \) is that for the x coordinate. Using the similar discussion as Eq. (7), we obtain the following conditional density estimator
\[ \hat{p}(y|x) = \frac{\sum_{i=1}^{N} K_w(x - X_i) K_w(y - Y_i)}{\sum_{i=1}^{N} K_w(x - X_i)}, \] (12)

which is the same as a conventional conditional density estimator [32,33].

Figure 3 shows a schematic illustration of the kernel conditional density estimator. We here consider a conditional density \( p(y|x_0) \). The kernel functions \( K_w \) with bandwidth \( w \) are distributed according to the observations. The conditioning \( x = x_0 \) is carried out by another kernel function in the x coordinate. The kernel function \( K_w \) has a bandwidth \( W \), and the center of the kernel function is at \( x = x_0 \). The estimation of the conditional density is performed by summing the \( N \) kernel functions in the y coordinate, weighted by the kernel function in the x coordinate.

For \( \{(X_1, Y_1), \ldots, (X_N, Y_N)\} \) being random samples from a population having a density \( p(x,y) \), there are many studies for estimating conditional densities and properties of the conditional densities [34–36]. The problem in the present paper is different from these studies; \( \{(X_1, Y_1), \ldots, (X_N, Y_N)\} \) are not generated from an identical density (see the next section). The maximum likelihood method developed in this section enables us to deal with the nonparametric estimation for a stochastic differential equation, and we will propose the method in the next section.

### IV. PROPOSED METHOD

#### A. Basics

We are now ready for constructing a method to estimate drift and diffusion coefficients in a stochastic differential equation from time-series data.

Firstly, the observed data \( \{(X_i, T_i) | i = 1, \ldots, N\} \) is converted to a slightly different form \( D = \{(X_i, \Delta X_i, \Delta T_i) | i = 1, \ldots, N - 1\} \), where \( \Delta X_i = X_{i+1} - X_i \) and \( \Delta T_i = T_{i+1} - T_i \). This conversion means that when a current coordinate is \( X_i \), we have an amount of change \( \Delta X_i \) during the time interval \( \Delta T_i \). For each \( i \), the time interval can be varied in general, and then the amount of change \( \Delta X_i \) depends on \( \Delta T_i \); \( \{(X_i, \Delta X_i)\} \) is not from an identical density. Due to an assumption that the time series has a Markov property, \( \{(X_i, \Delta X_i)\} \) are independent of each other.

Secondly, we consider a conditional probability density \( p(\Delta x | x, \theta_x) \), which has a set of parameters \( \theta_x \). The parameters \( \theta_x \) depend on a specific coordinate \( x \), and the dependency of \( \theta_x \) on \( x \) is unknown in advance. Note that the parametrization of the conditional probability density is not related to the parametrization of drift and diffusion coefficients in the stochastic differential equation in Sec. II. Using the localized parameters \( \theta_x \), the drift and diffusion coefficients only for a specific coordinate \( x \) could be estimated.

Thirdly, we consider the following log-likelihood function:
\[ l(\theta_x|D) = \sum_{i=1}^{N-1} \int_{-\infty}^{\infty} d\Delta x_i \left[ \ln p(\Delta x_i | x, \theta_x) \right] \times K_w(\Delta x_i - \Delta X_i) K_w(x - X_i). \] (13)

Maximizing the above log-likelihood function with respect to the parameters \( \theta_x \), it is possible to estimate the localized parameter \( \theta_x \) adequately.

A remaining task is to specify the conditional probability density \( p(\Delta x | x, \theta_x) \). If a stochastic differential equation is linear, the conditional probability density is expressed as a
normal distribution (i.e., \(\Delta X_i\) obeys a normal distribution with mean \(E_i\) and variance \(V_i\), where \(E_i\) and \(V_i\) depend on \(X_i\) and \(\Delta t_i\)). For a nonlinear stochastic differential equation, the description based on the normal distribution is impossible in general. However, if the conditional probability density cannot be written as the normal distribution, the calculation scheme would become very complicated. Hence, we here assume that the conditional probability density is written as the normal distribution, and that the description based on the normal distribution is impossible.

The assumption that the conditional probability density is written as the normal distribution, the calculation with mean \(\mu_x\) and diffusion coefficients as \(\sigma_x\), respectively.

The above procedure is enough for the estimation, but here we give a discussion for the choice of the kernel bandwidth. For simplicity, we here assume that the kernel \(K_w\) is the Gaussian kernel, and that \(\Delta t_i = 1\) for all \(i\). In addition, we consider a simple case in which \(X_i = x_0\) for all \(i\) (i.e., all current coordinates are at \(x_0\)). Hence, the kernel function \(K_w\) is constant for all \(i\). In this case, the following log-likelihood function is obtained:

\[
\log l(x_0 | D) = -\frac{1}{2} \sum_{i=1}^{N-1} \int_{-\infty}^{\infty} d(\Delta X_i) \left( \frac{\Delta X_i - \mu_{x_0}}{\sigma_{x_0}} \right)^2 + \ln(2\pi \sigma_{x_0}^2)
\]

The maximum likelihood method gives

\[
\mu_{x_0} = \frac{1}{N-1} \sum_{i=1}^{N-1} \Delta X_i
\]

and

\[
\sigma_{x_0}^2 = \frac{1}{N-1} \sum_{i=1}^{N-1} \left( \frac{\Delta X_i - \mu_{x_0}}{\sigma_{x_0}} \right)^2 + w^2.
\]

Here, note that the unbiased estimator for the variance is given as

\[
\hat{\sigma}_{x_0}^2 = \frac{1}{N-2} \sum_{i=1}^{N-1} (\Delta X_i - \mu_{x_0})^2.
\]

Comparing Eq. (17) with Eq. (18), it is clear that the bandwidth \(w\) should be taken small enough for large \(N\). In our problem settings in the present paper, it is possible to consider that \(w \simeq 0\). Hence, the kernel \(K_w(\Delta X_i - \Delta X_i)\) is replaced as a Dirac \(\delta\) function \(\delta(\Delta X_i - \Delta X_i)\) hereafter.

Combining the above all discussions, we obtain the following simple estimation scheme.

**Algorithm 1 (simple method)**

(i) Set a bandwidth \(W\).

(ii) For a point \(x_0\), maximize the following log-likelihood function with respect to \(\theta = (\mu_{x_0}, \sigma_{x_0})\):

\[
\log l(x_0 | D) = -\frac{1}{2} \sum_{i=1}^{N-1} \left( \frac{(\Delta X_i - \mu_{x_0})}{\sigma_{x_0}} \right)^2 + \ln(2\pi \sigma_{x_0}^2)
\]

\[
\times K_w(x - X_i),
\]

i.e., calculate the following quantities:

\[
\mu_{x_0} = \frac{\sum_{i=1}^{N-1} \Delta X_i K_w(x - X_i)}{\sum_{i=1}^{N-1} \Delta t_i K_w(x - X_i)},
\]

\[
\sigma_{x_0}^2 = \frac{\sum_{i=1}^{N-1} (\Delta X_i - \mu_{x_0})^2 K_w(x - X_i) / \Delta t_i}{\sum_{i=1}^{N-1} K_w(x - X_i)}.
\]

(iii) Repeat (ii) for various \(x_0\).

(iv) Estimate the drift and diffusion coefficients as \(\hat{f}(x) = \mu_x\) and \(\hat{g}(x) = \sigma_x\).

C. Local linearization method and second-order approximation

In Sec. IV B, the local drift and diffusion coefficients have simple forms, so that we easily solve the stochastic differential equation explicitly. Note that if we have nonlinear drift and diffusion coefficients, we cannot obtain an explicit solution for the stochastic differential equation exactly in general. However, using a local linearization method [25,26], it is possible to obtain the approximate solution with a Gaussian form for the nonlinear stochastic differential equation. Hence, the estimation scheme developed in Sec. IV A is available even for the nonlinear cases. We can assume arbitrary drift and diffusion coefficients, and a second-order approximation, which will be introduced soon, is one of the tractable schemes.

We first note that the diffusion coefficient in the stochastic differential equation must be positive for all \(x\); this fact needs an additional constraint for the optimization procedures. We, therefore, use the following second-order approximation: \(\hat{f}(x)\) and \(\hat{g}(x)\) around \(x_0\) are approximated as

\[
\hat{f}_{x_0}(x) = \mu_{x_0}^{(0)} + \mu_{x_0}^{(1)}(x - x_0) + \frac{1}{2} \mu_{x_0}^{(2)}(x - x_0)^2,
\]

\[
\hat{g}_{x_0}(x) = \exp \left( s_{x_0}^{(0)} + s_{x_0}^{(1)}(x - x_0) + \frac{1}{2} s_{x_0}^{(2)}(x - x_0)^2 \right).
\]
and \( \theta_x = [\mu^{(0)}_x, \mu^{(1)}_x, \mu^{(2)}_x, s^{(0)}_x, s^{(1)}_x, s^{(2)}_x] \). Due to the exponential form in Eq. (23), the diffusion coefficient \( \hat{g}_{0,x}(x) \) is positive for all \( x \).

We comment that a final estimation for the drift and diffusion coefficients should be performed as \( \hat{f}(x) = \mu^{(0)}_x \) and \( \hat{g}(x) = \exp[s^{(0)}_x] \), respectively, as discussed in Sec. IV B.

A stochastic differential equation with the state-dependent drift coefficient \( \hat{\theta} \) and diffusion coefficients should be performed as \( \hat{f}(x) = \mu^{(0)}_x \) and \( \hat{g}(x) = \exp[s^{(0)}_x] \), respectively, as discussed in Sec. IV B.

The above results are only for one time-series data in Fig. 1. Next, we generated 200 time-series data with the same parameters, and checked the validity of our proposed method. Figures 4(e) and 4(f) show results of averages of the drift and diffusion coefficients for 200 trajectories, respectively. Here, we used \( W = 0.3 \) for the estimations. The error bars in Figs. 4(e) and 4(f) are standard deviations of the results. From the results, we see that the estimation method based on the local linearization (Algorithm 2) works well, especially for the estimation of the drift coefficients.

Based on results on other numerical experiments, we comment on the choice of the bandwidth \( W \) as follows: The choice of the bandwidth \( W \) should be small, but if the number of data points is not enough, a slightly larger bandwidth would be better. One may intuitively estimate the bandwidth from the probability density \( \hat{p}(x) \). Although a method of the choice of the bandwidth is beyond the scope of the present paper, the above choice would be enough in a practical sense.

### Algorithm 2 (LL method)

(i) Set a bandwidth \( W \).

(ii) For a point \( x_0 \), maximize the following log-likelihood function with respect to \( \theta_x = [\mu^{(0)}_x, \mu^{(1)}_x, \mu^{(2)}_x, s^{(0)}_x, s^{(1)}_x, s^{(2)}_x] \):

\[
l(\theta_x | D) = -\frac{1}{2} \sum_{i=1}^{N-1} \left\{ \frac{\phi_x - E_i}{V_i} + \ln(2\pi V_i) \right\},
\]

where

\[
\phi_x = \int_{X_i - x_0}^{X_i + \Delta X_i - x_0} du \exp \left( -\frac{1}{2} \sum_{i=1}^{N-1} \left( \frac{\phi_x - E_i}{V_i} + \ln(2\pi V_i) \right) \right),
\]

and

\[
F_i = \frac{f_{\hat{\theta}_x}(X_i)}{\hat{g}_{\hat{\theta}_x}(X_i)} \frac{\hat{g}_{\hat{\theta}_x}(X_i)}{2} \left[ s^{(1)}_{\hat{\theta}_x} + s^{(2)}_{\hat{\theta}_x} (X_i - x_0) \right],
\]

\[
L_i = \mu^{(1)}_{\hat{\theta}_x} + \mu^{(2)}_{\hat{\theta}_x} (X_i - x_0) - \hat{f}_{\hat{\theta}_x}(X_i) \left[ s^{(1)}_{\hat{\theta}_x} + s^{(2)}_{\hat{\theta}_x} (X_i - x_0) \right]
\]

\[
- \left[ \left( \hat{g}_{\hat{\theta}_x}(X_i) \right)^2 \left( \frac{s^{(2)}_{\hat{\theta}_x} + s^{(1)}_{\hat{\theta}_x} (X_i - x_0)}{2} \right)^2 \right],
\]

\[
M_i = \frac{\hat{g}_{\hat{\theta}_x}(X_i)}{2} \left[ \mu^{(2)}_{\hat{\theta}_x} - \mu^{(2)}_{\hat{\theta}_x} \hat{f}_{\hat{\theta}_x}(X_i) \right]
\]

\[
- \left[ \mu^{(1)}_{\hat{\theta}_x} + \mu^{(2)}_{\hat{\theta}_x} (X_i - x_0) \right] \left[ s^{(1)}_{\hat{\theta}_x} + s^{(2)}_{\hat{\theta}_x} (X_i - x_0) \right]
\]

\[
- 2 \left[ \hat{g}_{\hat{\theta}_x}(X_i) \right] \left[ s^{(2)}_{\hat{\theta}_x} \left( s^{(1)}_{\hat{\theta}_x} + s^{(2)}_{\hat{\theta}_x} (X_i - x_0) \right) \right]
\]

\[
- \left[ \hat{g}_{\hat{\theta}_x}(X_i) \right]^2 \left[ s^{(1)}_{\hat{\theta}_x} + s^{(2)}_{\hat{\theta}_x} (X_i - x_0) \right]^3,
\]

\[
E_i = \frac{F_i}{L_i} (e^{L_i \Delta t_i} - 1) + \frac{M_i}{L_i} (e^{L_i \Delta t_i} - 1 - L_i \Delta t_i),
\]

\[
V_i = \frac{e^{2L_i \Delta t_i} - 1}{2L_i}.
\]
VI. CONCLUSION

In the present paper, we developed a nonparametric estimation scheme for a stochastic differential equation from discretely observed time-series data. In order to make the estimation scheme, a concept based on a kernel density estimation was extended and a kernelized likelihood function was derived. The word, kernelized, means that an observed point is distributed with a bandwidth. In addition, we employ a local linearization method in order to deal with the discrete property or sparsity of the observations. A second-order approximation was introduced, in which the diffusion coefficient is restricted to be positive naturally. This avoids adding any constraint for the maximization or minimization for the log-likelihood function in the algorithm. Using a toy model, we demonstrated that the estimation method based on the local linearization method works well.

Although results are not shown, we applied the estimation schemes to several different models, and confirmed that they work well. In addition, we performed numerical experiments for cases with larger $\Delta t$. If we have larger $\Delta t$, results become worse. This is because that the approximation of the local linearization is inadequate for the larger time interval. For the large-interval cases, the Kramers-Moyal coefficients estimation would be available [23], as explained in Sec. I. However, as stated before, some additional computational costs are needed. On the other hand, our estimation scheme is
based on an approximated analytical solution of a stochastic differential equation, and then the computational time is largely reduced. For example, a computational time for one point \( x_0 \) in Algorithm 2 is a few seconds in a laptop computer. In this sense, our estimation method is a complementary one with previous works.

Finally, we comment that the estimation scheme for stochastic differential equations could be extended to multivariate cases straightforwardly, because the local linearization method has already been formulated for multivariate cases [25]. In addition, estimations in the presence of strong measurement noise [37–39] should be considered in future works.
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APPENDIX: LOCAL LINEARIZATION METHOD

The local linearization method [25,26] is one of the useful approximations for nonlinear stochastic differential equations. The basic concept of the local linearization method is that the nonlinear stochastic differential equation is approximated locally as a linear stochastic differential equation. It would be possible to obtain the same consequence using a Fokker-Planck equation. In Refs. [25,26], an approximation for the stochastic differential equation is approximated analytically, and the solution is

\[ \text{linear stochastic differential equation as follows:} \]

\[ dx_t = (L_s x_t + M_s t + N_s)dt + dB_t, \] (A7)

The linear stochastic differential equation can be solved analytically, and the solution is

\[ x_t = x_s + \frac{A(x_s)}{L_s} (e^{L_s(t-s)} - 1) + \frac{M_s}{L_s} (e^{L_s(t-s)} - 1 - L_s(t-s)) + \int_s^t e^{L_s(t-u)} dB_u, \] (A8)

where the fourth term follows the Gaussian distribution with mean 0 and variance \([\exp(2L_s(t-s)) - 1] / (2L_s)\). As a result, \( x_s - x_t \) follows the Gaussian distribution with mean
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and variance \([\exp(2L_s(t-s)) - 1] / (2L_s)\).

Combining the above results, the variable transformation \( z_t = \phi(x_t) \), and its Jacobian, we finally obtain the conditional probability used in Eq. (24).

\[ d\phi = \frac{\phi(x_s)}{\partial x} dx + \frac{\phi(x_s)^2}{2 \partial x^2} dt + dB_t, \] (A2)

where \( \phi(x_s) \) satisfies an ordinary differential equation \( B_t \partial x = 1 \). Ito’s formula immediately gives Eq. (A2).
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Hence, we obtain the drift coefficient \( A(x_t) \) as

\[ A(x_t) = L_s x_t + M_s t + N_s, \] (A6)

where
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\[ N_s = A(x_s, s) - \frac{\partial A}{\partial x} \bigg|_{x=x_t} x_s - \frac{1}{2} \frac{\partial^2 A}{\partial x^2} \bigg|_{x=x_t} s. \]

Finally, we obtain a linear stochastic differential equation as follows:

\[ dx_t = (L_s x_t + M_s t + N_s)dt + dB_t. \] (A7)

\[ \text{linear stochastic differential equation can be solved analytically, and the solution is} \]

\[ x_t = x_s + \frac{A(x_s)}{L_s} (e^{L_s(t-s)} - 1) + \frac{M_s}{L_s} (e^{L_s(t-s)} - 1 - L_s(t-s)) + \int_s^t e^{L_s(t-u)} dB_u, \] (A8)

where the fourth term follows the Gaussian distribution with mean 0 variance \([\exp(2L_s(t-s)) - 1] / (2L_s)\).

Combining the above results, the variable transformation \( z_t = \phi(x_t) \), and its Jacobian, we finally obtain the conditional probability used in Eq. (24).

\[ d\phi = \frac{\phi(x_s)}{\partial x} dx + \frac{\phi(x_s)^2}{2 \partial x^2} dt + dB_t, \] (A2)

where \( \phi(x_s) \) satisfies an ordinary differential equation \( B_t \partial x = 1 \). Ito’s formula immediately gives Eq. (A2).

\[ d\phi = \frac{\phi(x_s)}{\partial x} dx + \frac{\phi(x_s)^2}{2 \partial x^2} dt + dB_t, \] (A2)

where \( \phi(x_s) \) satisfies an ordinary differential equation \( B_t \partial x = 1 \). Ito’s formula immediately gives Eq. (A2).
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