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Abstract

We revisit the treatment of identical particles in quantum mechanics. Two kinds of solutions of the Schrödinger equation are found and analysed. First, are the known symmetrized and antisymmetrized eigenfunctions. We examine how the very concept of particle is blurred within this approach. Second, we propose another kind of solution with no symmetries that we identify with Maxwell–Boltzmann statistics. In it, particles do preserve their individuality, as they are provided with individual energy and momenta. However, these properties cannot be univocally ascribed; moreover, particles do not possess distinctive positions. Finally, we explore how these results affect the calculation of canonical partition function, and we show that extensivity arises as a consequence of identity.
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1. Introduction

Elementary particles of the same kind are identical: their elementarity entails the absence of intrinsic differences among them. In classical mechanics this does not represent a problem. It does only when we move to statistical mechanics. Whereas in classical mechanics variable $N$ has ordinal and cardinal meaning (it represents the label of the $N$th particle as well as the total sum of particles), in thermodynamics this is not the case: $N$ has only the cardinal meaning\(^1\). That is the reason why in classical statistical mechanics one has to operate carefully with $N$. In fact, how to achieve extensive thermodynamic potentials within the frame of canonical and microcanonical ensembles has been one of the most discussed issues since the birth of statistical mechanics [1]. In a recent paper, we have shown that even resorting to quantum mechanics and performing the classical limit, a factor $N^Ne^{aN}$ ($a$ is an indeterminate constant) must be added to the canonical partition function in order to obtain an extensive free energy

\(^1\) In other words, we can only permute particle indexes in mechanics, not in thermodynamics.
We argued that the introduction of this factor has nothing to do with indistinguishability, as it is usually stated, but with extensivity. In the present paper we want to show that it is precisely a proper treatment of identity (not of indistinguishability) that yields extensivity. A proper consideration of the identity of particles within the frame of quantum mechanics leads to extensive thermodynamical potentials and provides a reasonable justification for the addition of the aforementioned $N$-factor in the canonical partition function.

The classical strategy to distinguish identical particles is through position and momenta, that is, through initial conditions. In contrast, according to the uncertainty principle, in quantum mechanics this cannot be the case. And because of that, the problem of identity arises before moving to statistical mechanics. It arises within the frame of quantum mechanics. In Dirac’s words [3]:

If a system in atomic physics contains a number of particles of the same kind, e.g. a number of electrons, the particles are absolutely indistinguishable one from another. No observable change is made when two of them are interchanged. This circumstance gives rise to some curious phenomena in quantum mechanics having no analogue in classical theory, which arise from the fact that in quantum mechanics a transition may occur resulting in merely the interchange of two similar particles, which transition then could not be detected by any observational means. A satisfactory theory ought, of course, to count two observationally indistinguishable states as the same state and to deny that any transition does occur when two similar particles exchange places.

Still, even if particles are ‘absolutely indistinguishable’, we are forced to label them ($1\ldots N$) to perform calculations. And this is what must be done carefully. We will show that there are two strategies which correspond to two different kinds of solutions of the Schrödinger equation for a system of $N$ identical particles. On the one hand we will be forced to abandon—paradoxically—any vestige of particles. Within this approach we label states, not particles. We will call this procedure quantum identity, because it consists of the construction of the usual symmetrized and antisymmetrized solutions (section 3).

We will also develop another strategy, based on another solution of the Schrödinger equation, with which particles do preserve some kind of individuality: we label particles by assigning them different momenta. However, particles are not localized at all. We will call this approach semiclassical identity (section 4).

Although our arguments mainly lie in mathematical results, they easily lead to fundamental questions related to the status of atomism according to quantum mechanics. As we will see, the meaning of symmetrization of eigenfunctions is closely related to wave/particle dualism and entanglement. More specifically, we think our reflections can throw new light on recent (and early) debates on the actual status of particles in quantum mechanics [4–6]. Hence, our paper provides new insights on an old subject, and we hope it will be interesting for teachers and students of statistical mechanics and quantum mechanics. Any general physicist should be able to read it, as well as any graduate student.

2. Identical particles

2.1. Classical labels

As we have said, if two particles are identical, they possess no features that make it possible to distinguish them. Only external factors do. The Hamiltonian of an $N$-identical free particle
system is symmetric, that is, it does not distinguish among particles:

\[ H = \sum_{i=1}^{N} \frac{\hat{p}_i^2}{2m} \]

Position is the factor employed in the frame of classical mechanics to distinguish them, because the dynamics of the system never interchange particles:

\[ \dot{q}_k = \frac{\partial H}{\partial p_k}, \quad \dot{p}_k = -\frac{\partial H}{\partial q_k} \]

(\( q_k \) are generalized position coordinates, and \( p_k \) momenta). Hence, in order to label particles, we must use initial conditions and pass from the so-called \( \Gamma \)-space (the system space) to the \( \mu \)-space (individual space) [7]². As far as we have \( N \) points in the \( \mu \)-space at the initial instant, identical particles are unequivocally labelled.

### 2.2. Quantum labels

Within the frame of quantum mechanics we cannot appeal to initial conditions or to \( \mu \)-space, as we cannot make use of phase coordinates. What we can surely say is that were particles identical, all observables \( \hat{\Theta} \) would be symmetric:

\[ \hat{\Theta}(1,\cdots,i,\cdots N) = \hat{\Theta}(1,\cdots,j,\cdots N) \]

In general

\[ \left[ \hat{H}(1\cdots N), \hat{P} \right] = 0, \]

where with \( \hat{P} \) we indicate any of the \( N! \) possible permutations of indexes \( (1\cdots N) \). As for the Hamiltonian, the condition reads:

\[ \left[ \hat{H}(1\cdots N), \hat{P} \right] = 0. \]

The subject of the present paper is the awkward consequences of this condition: the so-called interchange degeneration. This interchange refers to the indexes \( (1\cdots N) \): for the same physical system, different (and orthogonal) solutions of the same Schrödinger equation are possible.

Let us analyse the equation

\[ \hat{H}\psi_{E_a}(1\cdots N) = E_a\psi_{E_a}(1\cdots N). \]

In general, this solution has degeneration \( N! \) That is, starting from the solution \( \psi_{E_a}(1\cdots N) \) we can obtain additional solutions just by applying the permutation operator:

\[ \hat{P}_{ij}\psi_{E_a}(1\cdots N) \]

\( (P_{ij} \) indicates permutation between indexes \( i \) and \( j \)). These solutions are different, but refer to the same physical system. What we have to do is suppress this degeneration due to indexation. First of all, we must remember that eigenfunctions themselves are not observable. That is, for all observational purposes, \( \psi_{E_a}(1\cdots N) \) and \( \psi_{E_a}(1\cdots N)e^{i\theta} \) are identical. Only the square of the wave function can be directly related to observations; only in the squared function can the identity be imposed:

² Of course, there is some arbitrariness in assigning indexes to particles. However, different stipulations will yield the same dynamics. Moreover, we know perfectly how to pass from one to another. Recall we are still in the frame of mechanics, not statistical mechanics.
This condition has three solutions, which correspond to three different ways of imposing the elimination of interchange degeneration:

A \quad \psi_{E_a}(1\ldots i, j\ldots N) = \psi_{E_b}(1, 2\ldots j, i\ldots N),

B \quad \psi_{E_a}(1\ldots i, j\ldots N) = -\psi_{E_b}(1, 2\ldots j, i\ldots N),

C \quad \left| \psi_{E_a}(1\ldots i, j\ldots N) \right|^2 = \text{const.} \quad (6)

A and B correspond to the known symmetric and antisymmetric solutions (quantum identity). C, as we will argue, corresponds to the Maxwell–Boltzmann solution within the frame of quantum mechanics (semiclassical identity). In the following, we will show that these solutions exist, are unique, and have physical meaning.

3. Quantum identity

Let us begin with the case \( N = 2 \). As it is known [8]:

\[
\psi_{E_a}^{S/A}(1, 2) \equiv \frac{1}{\sqrt{2}} \left[ \psi_{E_a}(1, 2) \pm \psi_{E_a}(2, 1) \right] \quad (7)
\]

(the superindex indicates symmetrized/antisymmetrized solutions). Eigenfunctions (7) have no interchange degeneration: their square remains the same when we permute indexes 1 and 2. In this case, we can easily invert the relation:

\[
\psi_{E_a}(1, 2) \equiv \frac{1}{\sqrt{2}} \left[ \psi_{E_a}^{S}(1, 2) + \psi_{E_a}^{A}(2, 1) \right]. \quad (8)
\]

Hence, with symmetrized and antisymmetrized functions we can construct the whole subspace of solutions with energy \( E_a \). This is related to the fact that the two only possible permutations commute. In this sense, \( N = 2 \) is not a good example of the problem we are dealing with. \( N = 3 \) is the first nontrivial case. Now\(^4\)

\[
\left[ \hat{P}_{ij}, \hat{P}_{jk} \right] \neq 0. \quad (9)
\]

Nevertheless, there are common eigenfunctions to all possible permutations\(^5\). Consider eigenfunction \( \psi_{E_a}(1, 2, 3) \). The possible permutations are \( 6 = 3! \) Now we cannot write any eigenfunction only in terms of symmetrized and antisymmetrized functions. We are forced to add eigenfunctions with other symmetries, which we will call mixed symmetries. These are the corresponding functions for \( N = 3 \) (symmetrized, antisymmetrized, and the rest, with mixed symmetries) [9]:

\[
\psi_{E_a}^S(1, 2, 3) = \frac{1}{\sqrt{6}} \left[ \psi_{E_a}(1, 2, 3) + \psi_{E_a}(1, 3, 2) + \psi_{E_a}(2, 3, 1) \\
+ \psi_{E_a}(2, 1, 3) + \psi_{E_a}(3, 1, 2) + \psi_{E_a}(3, 2, 1) \right]. \quad (10)
\]

\(^3\) We distinguish symmetric and symmetrized eigenfunctions. The previous are originally symmetric, as solutions of the Schrödinger equation. The latter are constructed through the known rule (16). See [2].

\(^4\) When the two pairs of indexes are different, permutations do commute.

\(^5\) This is the case because \( \hat{P}_{ij} \) is not an observable.
The last four eigenfunctions are grouped in pairs (12) and (13), and (14) and (15): to generate their own subspace they require two independent functions instead of one. Permutations performed in (12) yield a function that is a combination of (12) and (13), and the same with (13) (ditto for (14) and (15)). But under consecutive permutations the two generated subspaces remain stable. No permutation will transform (10) or (11) into any other (that is, symmetrized functions remain symmetric and antisymmetrized functions remain antisymmetric). With a little calculation we can find that we can express \( \psi^s_{E_1} \) as follows:

\[
\psi^s_{E_1} (1, 2, 3) = \frac{1}{\sqrt{5}} \left[ \psi_{E_1} (1, 3, 2) - \psi_{E_1} (2, 1, 3) \right].
\]

Recall our aim is to suppress interchange degeneration, as it contradicts the idea of identical particles. If we symmetrize solutions and take only eigenfunctions (10) or (11), degeneration disappears. In general,

\[
\psi_{E_1} (1, 2, 3) \equiv \frac{1}{\sqrt{N!}} \sum_p (\pm 1)^p \psi_{E_1} (P[1, ..., N]).
\]

Note that we use the whole set of \( N! \) eigenfunctions to construct the new symmetrized/antisymmetrized eigenfunctions. However, degeneration of an arbitrary solution will not always have the value \( N! \): some of the solutions of the Schrödinger equation can be symmetric. But no Hamiltonian has all its solutions completely symmetric or antisymmetric, as no set of symmetric or antisymmetric functions only can constitute a complete set (eigenfunctions of the Hamiltonian cannot be expressed in terms of symmetric and antisymmetric functions only). Therefore, in the nonsymmetric solutions there definitely will be interchange degeneration. In conclusion, we are always forced to symmetrize/antisymmetrize some functions and refuse the original with no symmetries.

In sum, we have showed that solution (16) exists in all cases and it is unique.
3.1. Physical meaning

What is its physical meaning? What is the toll it takes to suppress degeneration? To make the analysis easier, let us consider a system of three free particles. The Hamiltonian is

$$\hat{H} = \sum_{i=1}^{3} \hat{H}_i,$$

with

$$\hat{H}_i = \frac{\hat{p}_i^2}{2m}.$$

Solution $\psi_{E_s}(1, 2, 3)$ satisfies

$$\hat{H}_i \psi_{E_s}(1, 2, 3) = E_s \psi_{E_s}(1, 2, 3).$$

We can construct the global solutions starting from monoparticular solutions, as it is usually done

$$\psi(1, 2, 3) = q_{\epsilon_1}(1)q_{\epsilon_2}(2)q_{\epsilon_3}(3),$$

with

$$\hat{H}_i q_{\epsilon_i}(i) = \epsilon_i q_{\epsilon_i}(i).$$

The energy can be written as

$$E_s = \epsilon_1 + \epsilon_2 + \epsilon_3.$$

In general, solution (17) is not symmetric or antisymmetric. If the state $\epsilon_1 = \epsilon$ appears three times,

$$\psi_{E_s}(1, 2, 3) = q_{\epsilon}(1)q_{\epsilon}(2)q_{\epsilon}(3),$$

the function is trivially symmetric: it will be equivalent to (10). If two levels $\epsilon_1 = \epsilon$ are repeated,

$$\psi_{E_s}(1, 2, 3) = q_{\epsilon}(1)q_{\epsilon}(2)q_{\epsilon}(3),$$

we can obtain three different solutions through permutations. It is a linear combination of one pair of mixed symmetries, (12) and (13), or (14) and (15) (in both cases some permutation lets the function be unaltered and some do not), and the symmetrized eigenfunction (10). We have a subspace of dimension 3.

With three different states, degeneration is 6

$$q_{\epsilon}(1)q_{\epsilon}(2)q_{\epsilon}(3).$$

Now the six eigenfunctions (10), (11), (12), (13), (14) and (15) are needed because there are no symmetries.

But only (10) and (11) are acceptable solutions for identical particles. If we calculate the energy of particle $i$ according to them, we obtain

$$\left\langle \psi_{E_s}^{SA}(1, 2, 3) \right| \hat{H}_i \left| \psi_{E_s}^{SA}(1, 2, 3) \right\rangle = \frac{2}{3} (\epsilon_1 + \epsilon_2 + \epsilon_3) = E_s. \quad (20)$$

Recall in the Fermi case that we always have different monoparticular states and sometimes $\epsilon_1 \neq \epsilon_2 \neq \epsilon_3$. 
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and for bosons this can also be the case, although not necessarily. However, in both cases, we are forced to say that solutions (10) and (11) prevent us from assigning particular energies: at the most, according to (20), we can say that each particle has the mean energy. Individuality, as far as energy is concerned, has disappeared.

It is illustrative to see what would have happened had we taken mixed symmetries (12)–(15). Let us calculate,

\[
\langle \psi_{E_s}^M(1, 2, 3) | \hat{H}_1 | \psi_{E_s}^M(1, 2, 3) \rangle = \frac{1}{12} (5e_1 + 5e_2 + 2e_3)
\]

and

\[
\langle \psi_{E_s}^M(1, 2, 3) | \hat{H}_2 | \psi_{E_s}^M(1, 2, 3) \rangle = \frac{1}{12} (2e_1 + 2e_2 + 8e_3).
\]

That is,

\[
\langle \hat{H}_1 \rangle_{s_1} = \langle \hat{H}_2 \rangle_{s_1} \neq \langle \hat{H}_3 \rangle_{s_1},
\]

but

\[
\langle \hat{H}_1 \rangle_{s_1} + \langle \hat{H}_2 \rangle_{s_1} + \langle \hat{H}_3 \rangle_{s_1} = E_s.
\]

Also

\[
\langle \psi_{E_s}^{SA}(1, 2, 3) | \hat{H}_1 | \psi_{E_s}^{SA}(1, 2, 3) \rangle = \frac{1}{4} (e_1 + e_2 + 2e_3)
\]

and

\[
\langle \psi^{SA} | \hat{H}_1 | \psi^{SA} \rangle = \frac{1}{2} (e_1 + e_2).
\]

That is,

\[
\langle \hat{H}_1 \rangle_{s_2} = \langle \hat{H}_2 \rangle_{s_2} \neq \langle \hat{H}_3 \rangle_{s_2},
\]

but

\[
\langle \hat{H}_1 \rangle_{s_2} + \langle \hat{H}_2 \rangle_{s_2} + \langle \hat{H}_3 \rangle_{s_2} = E_s.
\]

And so on. Then, since particles have different expected values for the energy, mixed symmetries are not acceptable solutions.

Going back to symmetrized/antisymmetrized functions, the same reasoning can be applied in exactly the same way to the expected value of momenta:

\[
\langle \psi_{E_s}^{SA}(1, 2, 3) | \hat{p} | \psi_{E_s}^{SA}(1, 2, 3) \rangle = \frac{\langle \hat{p}_1 \rangle + \langle \hat{p}_2 \rangle + \langle \hat{p}_3 \rangle}{3}.
\]

\[6\] Note that now we cannot calculate \(\langle H_i \rangle\), but only a definite \(i = 1, 2,\) or 3. This is a consequence of the non-symmetric character of eigenfunctions (12)–(15).
Therefore, when using solutions (10) and (11), neither energy nor momenta can be individually ascribed. As for position,

\[
\left\langle \psi^{q_A}_{E_a}(1, 2, 3) | q \right| \psi^{q_A}_{E_a}(1, 2, 3) \right\rangle \tag{22}
\]

is the geometric centre of the container, but again, for every particle, as all of them have the same available volume. Hence, when we calculate the mean position of particles through symmetrized eigenfunctions, we find that they are not localized at all. We can imagine an individual particle with a particular energy and momentum, but only outside the container. In the very moment of introducing it into the volume along with a group of \(N\) identical particles, it loses its particularities, its individuality.

Let us comment now on the consequences of quantum symmetry that affect statistical mechanics.

### 3.2. The Fock space

To calculate the canonical partition function, we have to perform the sum

\[
Z^{S/A}(T, V, N) = \sum_{\text{sym. / antisym. states only}} e^{-\beta E_a} \tag{23}
\]

(\(\beta = 1/kT\), and \(k\) Boltzmann’s constant). There is no degeneration, as we assume to have symmetrized/antisymmetrized eigenfunctions for every energy \(E_a\). For a system of free particles we could write

\[
Z^{S/A}(T, V, N) = \sum_{\text{monoparticular states}} e^{-\beta_1 e_1} e^{-\beta_2 e_2} \cdots
\]

But we cannot perform this sum, as particular energies in the exponentials are not independent of each other. We must resort to Fock space [8].

For our purposes, Fock space is a mathematical device where the variables, the so-called occupation numbers of monoparticular states \(\{a, b, c, \ldots\}\)

\[
\{n_a, n_b, n_c, \ldots\} \tag{24}
\]

must satisfy

\[
E = \sum_k n_k e_k \tag{25}
\]

and

\[
N = \sum_k n_k \tag{26}
\]

We can write \(Z^{S/A}(T, V, N)\) as

\[
\sum_{n_a} e^{-\beta n_a e_a} \sum_{n_b} e^{-\beta n_b e_b} \sum_{n_c} e^{-\beta n_c e_c} \cdots \tag{27}
\]

However, this sum cannot be performed, because of condition (26). Then, we arrive at a widely known consequence: to calculate the partition function we have to suppress restriction (26). Only then, when \(N\) is not limited, can sum (27) be done, because then \(n_k\)’s are not limited any more. Nevertheless, the sum has lost its physical meaning. To provide it we have to add the chemical potential \(\mu\) and move to the grand canonical ensemble.
This is the grand partition function. There is a univocal relation between occupation numbers (24) and symmetrized/antisymmetrized eigenfunctions (16). According to the usual interpretation, (24) indicates the number of particles in the states $a, b, \text{etc.}$ On the contrary, strictly speaking, (24) indicates the number of monoparticular eigenfunctions $\phi_a, \phi_b, \text{etc,}$ which appear in the global eigenfunction. We insist that no particular state can be ascribed to a definite particle.

This impossibility of calculating the canonical partition function of bosonic and fermionic gases has a physical origin. Recall that the thermodynamic potential that we calculate in the canonical ensemble is the Helmholtz free energy, starting from (42)

$$F(T, V, N) = kT \ln Z(T, V, N).$$

Its extensivity allows (and invites) us to write

$$F(T, V, N) = NF\left(\frac{V}{N}, \frac{1}{N}\right).$$

This means that the global free energy can be conceived and written as the sum of $N$ individual free energies. The individual free energies can be attributed to $N$ identical components. This interpretation cannot be held when we are dealing with fermionic or bosonic gases. There is nothing like individual particles if we symmetrize the global partition function. This is why canonical (and microcanonical) partition functions of either fermionic or bosonic ideal gases cannot be calculated.

And what happens in the Fock space? Suppression of condition (26) allows us to calculate the sum (27), but now we have moved to the grand canonical ensemble. Our parameter is not $N$ but $\mu$, the chemical potential, and sum (28) becomes

$$\prod_k \left[ \sum_{n_k} \left( e^{-\beta(\epsilon_k - \mu)} \right) \right].$$

The thermodynamic potential does not depend on $N$ any more, but on $\mu$:

$$pV = kT \ln \Xi(T, V, \mu)$$

($p$ is pressure). Now the thermodynamic potential cannot be decomposed into $N$ identical terms and it is trivially extensive: it is always proportional to $V$. However, it is easy to see that no Legendre transformation gives $F$ starting from $\Xi$ with a closed expression (not as an infinite series). Then, we cannot obtain the (exact) canonical partition function even through the grand canonical.

4. Semiclassical identity

We are going to argue that solution $C$ in (6) can describe identical particles although it has no symmetry. As we have said, its square is a constant, and in general,

$$\left| \psi_{E_d}(1\cdots i\cdots j\cdots N) \right| = \text{const.} \ e^{i\beta(1\cdots i\cdots j\cdots N)}.$$
Does it have physical meaning? Consider the Hamiltonian of an $N$-particle system:

$$H = \sum_{j=1}^{N} -\frac{\hbar^2}{2m} V_j^2 + V(1\cdots N).$$

In order to be a solution, (31) must fulfil

$$\hat{H} \psi^{(1\cdots i,j \cdots N)} = E_{\alpha} \psi^{(1\cdots i,j \cdots N)}.$$ (32)

Now we can say that

$$\left\{ \left[ \sum_{j=1}^{N} -\frac{\hbar^2}{2m} V_j^2 \right] + V(1\cdots N) \right\} \psi^{(1\cdots i,j \cdots N)} = E_{\alpha} \psi^{(1\cdots i,j \cdots N)}.$$ (33)

After some calculations,

$$\left\{ \sum_{j=1}^{N} -\frac{\hbar^2}{2m} \left[ iV_j f(1\cdots N) - \left[ V_j f(1\cdots N) \right]^2 \right] + V(1\cdots N) \right\} \psi^{(1\cdots i,j \cdots N)} = E_{\alpha} \psi^{(1\cdots i,j \cdots N)}.$$ (34)

As in the right side, there is no imaginary part and $f$ is real; we can deduce a condition for $f$:

$$\sum_{j} V_j^2 f(1\cdots N) = 0.$$ 

Although it is the sum that must be null and not each term, for identical particles differences among indexes must vanish. Hence, in general,

$$f = \sum_{j=1}^{N} a_j \bar{q}_j.$$ (35)

Therefore, (34) becomes

$$\left\{ \sum_{j=1}^{N} \frac{\hbar^2}{2m} \left[ V_j f(1\cdots N) \right]^2 + V(1\cdots N) \right\} = E_{\alpha}.$$ (36)

If now we impose that the left side always should be a number for an arbitrary potential $V(1\cdots N)$, the potential must be constant. Hence, we can take the value $V(1\cdots N) = 0$, which means that we only obtain a solution of this kind for free particles. Then

$$\sum_{j=1}^{N} \frac{\hbar^2}{2m} \left[ V_j f(1\cdots N) \right]^2 = E_{\alpha},$$ (37)

with

$$\sum_{j=1}^{N} \frac{\hbar^2}{2m} a_j^2 = E_{\alpha}.$$ (38)

Finally, if we take $a_j = \beta_j / \hbar$ we obtain the solution for plane waves as a product of monoparticular eigenfunctions of the form
\[
\varphi_j(\vec{p}_j, \vec{q}_j) = \frac{1}{\sqrt{\pi^d}} e^{\frac{\vec{p}_j \cdot \vec{q}_j}{\hbar}}. \tag{39}
\]

Hence
\[
\psi_{E_n}(1 \cdots N) = \prod_j \varphi_j(\vec{p}_j, \vec{q}_j) = \frac{1}{\sqrt{\pi^d}} e^{i \sum_j \frac{\vec{p}_j \cdot \vec{q}_j}{\hbar}}. \tag{40}
\]

### 4.1. Unicity

Recall the only thing we have imposed is the identity of particles. In this sense, deduction of solution (40) is spotless. But we can see immediately that there is no univocal correspondence between (40) and the \(N\)-particle state. There exists a group of different monoparticular products \(\vec{p}_j \vec{q}_j\) compatible with the same physical state \(\{\vec{p}_1, \vec{p}_2, \ldots\}\). Again, an interchange degeneration of indexes arises of value
\[
\frac{N!}{n_1! n_2! \cdots n_j! \cdots}, \tag{41}
\]
where
\[
\sum_j n_j = N.
\]

Here \(n_j\) means the number of particles with the same momenta \(\vec{p}_j\). However, for all physical purposes, interchange degeneration of indexes given by (41) has no consequences, as their square (5) is exactly the same. This means that different eigenfunctions yield the same amplitude of probability, as happens with the antisymmetric eigenfunctions, which differ only in a sign. Hence, solution (40) does not deny the existence of particles: there are \(N\) (or less) different momenta, with their corresponding monoparticular eigenfunctions, but extended over all the volume. Hence, in contrast to symmetrized and antisymmetrized eigenfunctions (quantum identity), we now have individual energies and momenta. However, note we cannot ascribe them to certain labelled particles; moreover, particles are not localized. In this sense they are completely indistinguishable, even if they possess different momenta.

### 4.2. Counting states

When moving to statistics, we have to act carefully. The canonical partition function
\[
Z(T, V, N) = \sum_{\text{states}} e^{-\beta E}, \tag{42}
\]
can be calculated through the particular energies
\[
Z(T, V, N) = \sum_{\text{monoparticular}} e^{-\beta E_1} e^{-\beta E_2} \cdots e^{-\beta E_N}.
\]

But we have to avoid repetitions in the counting. That is, as far as the \(N\) terms are indistinguishable, we cannot extend every variable all over its domain: this would involve an overcounting of states. In order to avoid it, we propose a mathematical trick. We propose to

\[\text{Note this is not the same problem we mentioned when referring to classical mechanics. There, the pairs } \vec{p}_i \text{ and } \vec{q}_i \text{ were linked; now, this is not the case.}\]
impose

\[ \text{Domain}(\vec{q}_i) \cap \text{Domain}(\vec{q}_j) = \emptyset, \quad (43) \]

and

\[ \text{Domain}(\vec{q}_i) = V/N \]

for every \( i \). That is, putting every particle in its own accessible volume, which has the same magnitude for all of them. We do not imagine this solution as particles in pigeonholes, but only as a device for distinguishing them to count. In other words, we propose to substitute (39) by

\[ \varphi_i(\vec{p}_j, \vec{q}_j) = \frac{1}{(V/N)^{1/2}} e^{i\lambda_j}. \quad (44) \]

Note now, according to our procedure, we cannot write a global function analogous to (40), because the domains of monoparticular functions are different (in fact, mutually exclusive). However, this trick allows us to write:

\[ Z(T, V, N) = \left( \sum_i e^{-\beta\epsilon_i} \right)^N = \left( \frac{V}{NA^3} \right)^N \]

(A is the De Broglie thermal wavelength). Therefore, within the frame of semiclassical identity, condition (29) is trivially satisfied. In fact, this trick is mathematically equivalent to letting the particles move along the whole volume (as is usual) and then divide the resulting partition function by \( N^N \). In sum, the canonical partition function of a Maxwell–Boltzmann gas can be calculated because particles preserve their individuality, although they are not localized. Free energy is now certainly constituted of \( N \) identical terms.

5. Final remarks

We have tackled the question of identity with as much care as we have been able to do it. This old philosophical problem appears in its physical mathematical form as the problem of labelling identical particles. Starting from the Schrödinger equation, we have analysed two possible solutions for \( N \)-particle systems.

Quantum identity. The system is described through symmetrized or antisymmetrized eigenfunctions. According to this view, particles completely lose individuality. Put in a paradoxical way, they are so identical that they lose individuality. This solution shows to what extent quantum mechanics casts a shadow on the concept of particle. However, the usual tendency of keeping \( N \) as the number of particles evades the consequences of having symmetrized eigenfunctions: strictly speaking, we cannot individualize them when they are part of a gas; we cannot distinguish their particular momentum or energy. This lack of localization has nothing to do with overlapping of individual eigenfunctions, a vestige of particle language. As we have seen, if we consider a gas in a volume \( V \), we must symmetrize/antisymmetrize the eigenfunction to get rid of degeneration. But if we consider a container with a division in the middle \((V = V_1 + V_2)\), it is not necessary to symmetrize/antisymmetrize the eigenfunction of the whole volume; we must consider symmetrization only in every subvolume. As soon as we have constructed symmetrized/antisymmetrized eigenfunctions, we cannot keep on using particle images in the usual way: they have lost individuality, and there
are no particular eigenfunctions that can overlap with the eigenfunction of another particle. Energy, momentum, and position are the same for every particle.

Moreover, we have argued why we cannot even calculate Helmholtz free energy $F(T, V, N)$ of fermionic and bosonic ideal gases. It depends explicitly on the variable $N$, and it should be possible to decompose it in $N$ identical terms, but a fermionic or bosonic ideal gas cannot be conceived as a sum of $N$ identical parts.

In sum, we think it would be better not to keep talking about occupation numbers, but about the number of monoparticular eigenfunctions, which are included in the global eigenfunction (16). Another good example of how particle-picture remains is provided by the exclusion principle. It is said that two fermions cannot be in the same state. On the contrary, we think that it should read: no monoparticular eigenfunction can appear twice in the global eigenfunction. The usual formulation assumes the possibility of locating a fermion in a definite monoparticular state. But we have showed that this is not the case. And it is in view of that we have avoided, as far as possible, using the expression indistinguishable particles: it yields to imagining localized particles, when, as we have shown, that image is misleading.

Within the semiclassical identity approach we can keep talking of particles, but certainly they are indistinguishable and nonlocalized. Their indistinguishability relies on the fact that different eigenfunctions (41) represent the same physical system, and therefore we cannot state which particle possess which momentum. This solution corresponds to Maxwell–Boltzmann statistics. Individuality is provided only by different momenta and requires complete absence of interaction. In this case, canonical partition function can be calculated through a mathematical trick consisting of assigning a subvolume $V/N$ to each particle. Only this way can we distinguish the indistinguishable to perform the sum. Statistically, the system is completely equivalent to $N$ identical subsystems with the same (statistical) behaviour.

We opened our paper with an excerpt from Dirac. Let us close with another excerpt from a quantum physicist, Louis De Broglie. He noted many years ago the relation between interaction and loss of individuality [10]:

C’est qu’en effet, une entité physique élémentaire qui posséderait l’autonomie individuelle dans toute sa plénitude serait nécessairement indépendante de tout le reste de l’univers physique: petit monde fermé elle ne subirait aucune action et ne pourrait en exercer aucune. Pour pouvoir expliquer les phénomènes l’aide d’entités élémentaires, il est donc nécessaire d’admettre qu’elles exercent entre elles des interactions: dès lors, ces entités, étant en quelque mesure solidaires les unes des autres, ne seront plus aussi autonomes qu’on l’avait admis au début et leur individualité s’en trouvera quelque peu atténuée. On conçoit alors combien intéressante du point de vue philosophique est la notion d’interaction parce qu’elle implique une certain limitation du concept d’individualité physique.

Complete loss of individuality or complete absence of interaction: these are the two alternative ways of dealing with identity we have found. The reflections by De Broglie about individuality in classical physics arose from the attempts to interpret the new results coming from relativity and quantum mechanics. Those debates turned physicists back to the old mechanics to analyse concepts that were supposed to be well understood. But the new physics does not always provide solid or evident foundations for the old concepts. In fact, many times, it forces us to revisit them again and again.
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