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Abstract
The environmental sound classification has great research significance in the fields of intelligent audio monitoring and other fields. A novel multi-frequency resolution (MFR) feature is proposed in this paper to solve the problem that the existing single frequency resolution time–frequency features of sound cannot effectively express the characteristics of multiple types of sound. The MFR feature is composed of three features with different frequency resolutions, which are compressed in varying degrees at the time dimension. This method not only has the effect of data augmentation but also can obtain more context information during the feature extraction. And the MFR features of Log-Mel Spectrogram, Cochleagram, and Constant Q-Transform are combined to form a multi-channel MFR feature. Also, a network named SacNet is built, which can effectively solve the problem that the time–frequency feature map of sound contains more invalid information. The basic structural unit of the SacNet consists of two parallel branches, one using depthwise separable convolution as the main feature extractor, and the other using spatial attention module to extract more effective information. Experiment results have demonstrated that the proposed method achieves the state-of-the-art accuracy of 97.5\%, 93.1\%, and 95.3\% on three benchmark datasets of ESC10, ESC50, and UrbanSound8K respectively, which are increased by 3.3\%, 0.5\%, and 2.3\% respectively compared with the previous advanced methods.
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1 Introduction

Sound is not only the main carrier of information but also one of the important ways for human beings to perceive the objective world. According to the characteristics of the sound source, sounds in nature can be roughly divided into human voice and environmental sound. Accordingly, there are two main research topics of sounds: Automatic Speech Recognition (ASR) and the Environment Sound Classification (ESC). ASR converts stationary voice signals into text information and has developed relatively mature. Since ESC is required to accurately classify non-stationary acoustic signals, generally in complicated environments with various unknown sound sources including noises, it is relatively difficult and is still an open research topic ESC has been widely used in intelligent audio monitoring, scene analysis, and machine perception, etc. [1–3].

The process of ESC consists typically of sound feature extraction and classification. The feature extraction usually takes place in the time domain or the time–frequency domain. In the time domain, it deals directly with the original waveform of audio signals. The most effective method is to conduct a one-dimensional convolution on the original waveform [4]. In the time–frequency domain, the original sound signal is divided frame-by-frame and then each frame is transformed into the frequency domain by Fast Fourier Transform (FFT), thereby forming the time–frequency domain features [5]. The widely used sound feature extraction techniques are the Mel-frequency Cepstral Coefficients (MFCC) [6] and the Gammatone Frequency Cepstral Coefficients (GFCC) [7]. However, in this paper, we explore other sound feature extraction methods, such as Log-Mel Spectrogram (LM) [8], Cochleagram [9], and the Constant Q-Transform (CQT) [10]. Although the above methods have their advantages, the extracted features only have a single frequency resolution due to the fixed frame operation, which makes the expression of features have a great limitation. Because feature expression under different frequency resolutions has a great impact on sound classification [11].
Another crucial step of affecting ESC’s performance is the classification. Many machine learning algorithms have been widely used in sound classification, such as the Decision Tree classifier [12], Naive Bayes [13], Random Forest [14], Support Vector Machines (SVM) [15]. Nowadays, with the development of deep learning, the methods based on the neural networks show great advantages for ESC feature expression compared with other traditional machine learning classification algorithms. Convolutional Neural Network (CNN) is the most widely studied and many of the most advanced State of the Art (SOTA) results are also based on the research results of CNN [16–19]. Also, some ESC methods based on Recurrent Neural Network (RNN) and Capsule Networks have shown promising results [20, 21]. Although CNN-based methods have advantages for sound feature extraction and classification over other methods in ESC tasks, there is still a certain gap comparing with the outstanding performance of CNN in the field of computer vision. The time–frequency feature map in ESC is very different from the natural image, which has the characteristics of small inter-class differences and more interference information. Therefore, an appropriate neural network model is vital for ESC according to the characteristics of the time–frequency feature map, to achieve higher classification accuracy.

In this paper, a novel multi-frequency resolution (MFR) feature is proposed to address the limitation of single frequency resolution feature representation. The MFR features of LM, Cochleagram, and CQT are combined to form a multi-channel MFR feature. For MFR features, we design a network named Spatial attention convolution Network (SacNet), in which the Depth Convolution (DC) module uses depthwise convolution as the main feature extractor, and the Spatial Attention (SA) module uses the attention mechanism to extract more effective information. Using these techniques allows our model to achieve state-of-the-art performance on all the three benchmark datasets for the ESC task, namely, ESC10 [22], ESC50 [22], and UrbanSound8K [23].

The remainder of the paper is organized as follows: Sect. 2 briefly enlists the researches on deep learning for ESC tasks. Section 3 details the MFR features and the SacNet networks using multi-channel MFR features as input; Sect. 4 is the experimental section, including the introduction of the dataset and experimental setup, the comparison between the proposed method and the state-of-the-art method, and the analysis of the selection of major parameters. Section 11 draws some conclusions and presents future work.

2 Related Works

In ESC tasks, many high-performance methods based on deep learning and traditional machine learning have been proposed. In this paper, we will focus only on the method based on the neural network model and the three benchmark datasets mentioned above. In the literature, the research direction can be roughly divided into two aspects according to the dimension of audio characteristics. On the one hand, the one-dimensional (1D) time-domain features of the original waveform are extracted and classified directly, on the other hand, different two-dimensional (2D) time–frequency features are taken into account.

The most prominent characteristics of using the original waveform feature directly in ESC tasks are the low number of parameters and no need to design 2D artificial features. A large number of studies have proved the validity of the 1D time-domain waveform feature of sound. Dai et al. [4] proposed a very deep CNN, which directly uses the time-domain waveform as the input of the network. The network adopts the strategy of residual learning and the fully convolutional network structure is designed to maximize the learning ability of
the network. To simulate a bandpass filter, a convolution of large receptive fields is used at the initial layer of the network. The performance of this method in ESC tasks is sufficient to match the characteristics of 2D LM at that time. An innovative method combining vision and sound to synchronously learn sound representation was proposed by Ayter et al. [16]. The model is called SoundNet, which uses a large number of unmarked videos with audio to learn the rich natural sound representation. Unmarked videos that can be economically captured on a large scale act as bridges and the SoundNet translates discriminative visual knowledge from mature visual recognition models into sound modes. Finally, the output layer of this model is removed and used as a feature extractor to train an SVM classifier. Tokozume et al. [24] first proposed an end-to-end ESC system named EnvNet, which achieved competitive performance on three benchmark datasets. After that, EnvNetv2 [25] was proposed, which used a novel Between-Class (BC) learning method to learn to distinguish feature spaces. Two different sounds are mixed at a random rate to generate the interclass sound and input into EnvNetv2 to output the mixing ratio. BC learning method can not only improve the performance of EnvNetv2, but also other ESC models. Another novel method combining CNN and RNN was proposed by Sang et al. [20] for ESC tasks. Two different convolution modes are used in the same ESC model. CNN first performs standard feature extraction on the original sound waveform, and then RNN is used to extract time-gathering features. The results on UrbanSound8K show the effectiveness of this approach. Abdoli et al. [26] proposed an end-to-end ESC model based on CNN. This model uses a sliding window to split the signal into overlapping frames, allowing it to process audio signals of any length and showing better performance on UrbanSound8K than any other 1D feature approach. Chong et al. [27] proposed an MC-DCNNs network with features of multi-layer and multi-scale fusion. The original sound waveform was input into three branch networks with different scales, then the last three layers of the three branch networks were used for feature fusion and finally, the features were further extracted by global average pooling. This method also shows competitive performance on three benchmark datasets. This method of using 1D convolutional neural network to directly extract waveform features has also been successfully applied to COVID-19 disease diagnosis [28, 29].

CNN has made remarkable achievements in natural image classification. When the 1D waveform feature of sound is changed into the 2D time–frequency features by different methods, it not only has more feature information but also maximizes the feature extraction capability of CNN. Therefore, a lot of research works on ESC tasks are based on the time–frequency features of two dimensions. Some well-known state-of-the-art image classification networks, such as AlexNet [30] and GoogleNet [31], have been directly used in ESC tasks by Boddapati et al. [17]. MFCC and other time–frequency feature maps are sent into the network as input images, and AlexNet and GoogleNet have achieved encouraging results on the three benchmark datasets. Tang et al. [32] proposed an improved CNN named AecNet for ESC tasks. To better extract the dynamic features of sound fragments, the author adopts the multi-channel spectral features composed of LM features, first-order and second-order increments along frequency and time. AecNet extracts feature at different levels to retain low-level and high-level feature information and shows good performance on multiple datasets. In the field of image segmentation, dilated convolution is introduced into ESC tasks by Chen et al. [33]. The authors explored the effects of different expansion rates and the number of dilated convolutional layers on ESC and demonstrated in UrbanSound8K that dilated CNN have higher performance than CNN using maximum pooling and other latest methods. Zhang et al. [18] proposed a lightweight dilated CNN named LD-CNN. To reduce the number of parameters in the convolutional layer, the standard 2D convolution filter (L × W) is decomposed into two separable 1D convolution filters (L × 1 and 1 × W), and the final full connection layer
is replaced by the feature sum layer. These creative operations enable models with fewer parameters to achieve higher classification accuracy.

To integrate the advantages of a 1D waveform feature and 2D time–frequency feature of sound, some researchers used different fusion methods. Zhu et al. [34] proposed an ESC model named WaveMsNet, which first extracted the multi-scale features of the original waveform using a 1D convolution of different sizes and fused with LM features. 2D CNN is used to extract features and classify sounds. This fusion approach results in a significant improvement in ESC performance. A decision-level fusion method is used by Li et al. [35] in ESC tasks. The original waveform feature, LM, and gradient feature were input into two different networks to obtain the category score, and then the final classification result was obtained by using the Dempster-Shafer (DS) evidence theory [36] for fusion. The same fusion method was adopted by Su et al., and a model named TSCNN-DS was proposed [37]. In this method, a new 2D feature map was obtained by stitching multiple time–frequency features up and down, and two parallel networks were used to extract the features and classify them respectively. Finally, DS evidence theory was used to obtain the classification results. This approach of building new feature maps and multi-network fusion has produced amazing results on UrbanSound8K.

To further improve the performance of ESC, some studies have improved in detail, such as different data augmentation methods [38–41] and network attention mechanisms [19, 42]. The very innovative approaches mentioned above have greatly promoted the development of ESC. From these studies, we can know that the performance of the 2D time–frequency feature is higher than the 1D original waveform feature. Because 2D time–frequency features have more characteristic information, it is crucial to explore a more comprehensive characteristic expression of sound. Not only that, some data augmentation methods and clever network structure designs are also necessary to improve ESC performance.

### 3 Proposed Methods

#### 3.1 Multi-frequency Resolution (MFR) Feature

2D time–frequency feature extraction has a great impact on the performance of ESC, so we deeply explore the time–frequency feature extraction method of sound. For example, Log-Mel Spectrogram (LM) feature extraction method uses the Mel filter bank to map the linear spectrum to the Mel nonlinear spectrum to simulate the human auditory perception system. Mel frequency is a nonlinear frequency determined by the human ear’s sensory judgment of isometric pitch transformation, and its relationship with the commonly used linear frequency is

$$F(k) = 2595 \times \log_{10}(1 + f(x_k)/700),$$  \hspace{1cm} (1)

where $x_k$ represents the original sound signal, and $F(k)$ represents the Mel frequency. The Mel filter bank divides the corresponding frequency domain signal so that each frequency segment is mapped to a constant value. Now suppose the Mel filter bank is $F_m(k)$, then the LM feature extraction formula of the $i$th frame is:

$$LM_i(N) = \log \left( \sum_{m=1}^{Z} F_m(k) \left( \sum_{n=0}^{N-1} x_i(n)e^{-j2\pi kn/N} \right)^2 \right), \hspace{1cm} 0 \leq k, n \leq N - 1,$$  \hspace{1cm} (2)

where $N$ is the frame length, which also represents a period in the Fourier transform. $Z$ is the number of Mel filters, $n$ and $k$ are the abscissas of a series of discrete points. The
original sound signal \( x_i(n) \) is first subjected to FFT to obtain the amplitude spectrum, and then multiplied and accumulated by \( Z \) filters respectively. Finally, the LM feature of the \( i \)th frame can be obtained by the logarithm operation. If a sound signal is divided into \( T \) frames, then the LM features of the entire sound signal are:

\[
LM(N) = \{LM_i(N)\} \quad i = 1, 2, ..., T.
\]

Framing is an essential step to obtain time–frequency features. When the frame length is \( N \), the frequency resolution \( R \) after conversing to time–frequency features can be expressed as:

\[
R \sim \frac{1}{\Delta f}, \quad \Delta f = \frac{f_s}{N},
\]

where \( f_s \) is the sampling frequency and \( \Delta f \) is the minimum frequency interval (that is, the smaller the interval, the higher the frequency resolution). It can be seen from the above formula that when the frame length is fixed, the frequency resolution is also a fixed value. This fixed framing operation makes the extracted features only have a single frequency resolution. When the length of the sound signal is constant, the frequency resolution increases as the frame becomes longer. However, the frame number \( T \) decreases accordingly so that the time resolution decreases. It is not that the higher the frequency resolution obtained, the better results. It can be seen from Table 5 in Sect. 4.4 that the optimal frequency resolution can be obtained through experiments, but this can only show that all types of sound can reach the overall optimal at this frequency resolution. However, different sounds have the different performance under different frequency resolutions. It is obvious from Fig. 5 in Sect. 4.4 that the optimal frequency resolution of different sounds is not the same. Moreover, the single frequency resolution feature map makes the expression of features have great limitations. In summary, we propose a novel feature extraction method that can take into account multiple frequency resolutions, to obtain a more comprehensive MFR feature expression.

The proposed MFR feature is a combination of three features with different frequency resolutions. Three different frame lengths are used in the LM feature extraction to obtain three different frequency resolution feature maps denoted by \( LM(R_1) \), \( LM(R_2) \), and \( LM(R_3) \) with dimensions of \( Z \times T_1 \), \( Z \times T_2 \), and \( Z \times T_3 \). The three feature maps can be stitched together to obtain multi-frequency resolution features \( LM(MFR) \), as follows:

\[
LM(MFR) = LM(R_1) \oplus LM(R_2) \oplus LM(R_3)
\]

where "\( \oplus \)" in the formula means that the three feature maps are stitched in the time dimension, and the dimension of the \( LM(MFR) \) after stitching is \( Z \times (T_1+T_2+T_3) \). We also explore the characteristics of cochlea and CQT. The MFR features are extracted in the same way to form \( Cochl(MFR) \) and \( CQT(MFR) \) features, formulated respectively as

\[
Cochl(MFR) = Cochl(R_1) \oplus Cochl(R_2) \oplus Cochl(R_3)
\]

\[
CQT(MFR) = CQT(R_1) \oplus CQT(R_2) \oplus CQT(R_3)
\]

Figure 1 is a schematic diagram of \( LM(MFR) \) features. We set \( N = 1024, 2048, \) and \( 4096 \) to obtain the three frequency resolution feature maps of the dog barking in UrbanSound8k, which can be stitched to obtain the \( LM(MFR) \) feature. \( LM(MFR) \) is divided into three areas, and the three frequency resolution features are indicated by the dashed red, green, and orange dotted boxes. The three frequency resolution feature maps have different sizes in the time dimension, so after stitching from three sizes of regions. As can be seen from the figure, \( Area2 \) and \( Area3 \) can be regarded as different degrees of compression of \( Area1 \) in the
time dimension, similar to the fast-play effect of the original sound. This method not only has the merit of data augmentation but also extracts more context information during feature extraction. The three positions of Loc.1, Loc.2, and Loc.3 are marked as different ranges of a $k \times k$ convolution kernel extraction feature. Loc.2 and Loc.3 contain more information than Loc.1. in the time–frequency dimension. The associated information of the sound signal in the time and frequency dimensions is extremely important for the characterization of sound. The $LM(M FR)$ feature is particularly prominent at this point. It follows that benefited from the multiple frequency resolution features, the proposed MFR feature has a stronger ability to represent time–frequency dimensional correlation information.

3.2 ESC Model with Spatial Attention Convolution Network (SacNet)

The way of fusing multiple features has been proven to achieve higher performance in the ESC task, so we use three different MFR features, which are $LM(M FR)$, $Cochl(M FR)$ and $CQT(M FR)$. Unlike other fusion methods, we propose to combine three MFR features into three feature channels and as the input of the network. In particular, the proposed ESC model is shown in Fig. 2. First, the original waveform features of the sound are transformed into three MFR features. Then the three-channel features are input into the proposed SacNet network to extract features and identify the sound category. The main structural unit in the SacNet is the Spatial attention convolution block (Sac block), and see Fig. 3 for its structure. The Sac block consists of the Depth Convolution (DC) module and the proposed Spatial Attention (SA) module.

The DC module is composed of pointwise convolution and depthwise convolution. Pointwise convolution is a $1 \times 1$ convolution, which is located in the first and third layers of the DC module and is used for the expansion and compression of the number of feature channels because the feature extraction in the expanded high-dimensional feature map is more conducive to the feature expression. Depthwise convolution is different from the standard convolution, which is used in MobileNetV2 [43] as a more efficient convolution filter. Here the feature channel is expanded by 6 times, and the depthwise convolution is used to...
extract sound features in high-dimensional feature maps. Both the first and second layers use Batch Normalization (BN) and ReLU6 activation functions. In the third layer of feature compression, ReLU6 is discarded to prevent the loss of a large number of useful features.

In the SA, the feature map of sound usually contains detailed information about the foreground and complex background. The lower the signal-to-noise ratio (SNR) of the sound, the more complicated the background information, which brings huge interference to the effective information extraction of the sound. Therefore, we design an SA module during the feature extraction process in low SNR scenarios. This structure reduces the proportion of the extracted background information layer by layer, focusing more on the foreground area, which helps to generate effective features for ESC. To extract the correlation information in the time–frequency dimension more effectively without adding parameters, the SA module uses $1 \times k$ and $k \times 1$ convolutions to focus on the correlation information of the time dimension and frequency dimension, respectively. The spatial feature map after encoding is scaled to $[0,1]$ through the Sigmoid operation.

The low-level and high-level features are defined as $X \in \mathbb{R}^{H \times W \times C}$ and $X' \in \mathbb{R}^{H \times W \times C'}$ respectively, where $C$ and $C'$ are the number of feature channels. The set of spatial locations is denoted as $\mathcal{R} = \{(x, y) | x = 1, 2, ..., W; y = 1, 2, ..., H\}$, where $(x, y)$ is the spatial coordinate of features. Sac block can be described as:

$$X_1 = \text{Conv}_{1 \times k}(\text{Conv}_{k \times 1}(X, W_1^H), W_1^{H^T}),$$

(8)
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\[
X_2 = \text{Conv}_{k \times 1} (\text{Conv}_{1 \times k}(X, W_2), W_2^{II}),
\]

\[
SA = \sigma(X_1 + X_2),
\]

\[
X' = SA \cdot \text{Conv}_1 \times 1 (Dw\text{Conv}_{k \times k}(\text{Conv}_{1 \times 1}(X, W_3^{I}), W_3^{II}), W_3^{III}),
\]

where \( W_1 \) and \( W_2 \) denote the weights of the two branches of SA module, \( W_3 \) denotes the weights of DC module. \( W_1^{I}, W_2^{II}, W_3^{III} \) respectively represent the weights of adjacent convolutional layers in the branch. \( \sigma \) denotes the sigmoid operation, \( Dw\text{Conv} \) denotes the depthwise convolution, and \( k \) denotes the kernel size (we set \( k = 3 \) in experiments).

SacNet’s network structure configuration is shown in Table 1. We change the number of Sac blocks and design 5 different depths of SacNet. The three-channel MFR feature map is used as the input, and the output uses global average pooling and two fully connected layers, where a probability of 0.3 is used to randomly discard weights to prevent model overfitting. The last Softmax layer is used for category probability output.

\[\begin{array}{|c|c|c|c|c|}
\hline
\text{SacNet configuration} & \text{SacNet-6} & \text{SacNet-7} & \text{SacNet-8} & \text{SacNet-9} & \text{SacNet-10} \\
\hline
\text{Input}(H \times W \times 3) & & & & & \\
\hline
\text{Sac bolck1} & \text{Sac bolck1} & \text{Sac bolck1} & \text{Sac bolck1} & \text{Sac bolck1} & \\
C' = 32 & C' = 32 & C' = 32 & C' = 32 & C' = 32 & \\
\text{Sac bolck1-1} & & & & & \\
C' = 32 & & & & & \\
\hline
\text{Maxpool} & & & & & \\
\hline
\text{Sac bolck2} & \text{Sac bolck2} & \text{Sac bolck2} & \text{Sac bolck2} & \text{Sac bolck2} & \\
C' = 64 & C' = 64 & C' = 64 & C' = 64 & C' = 64 & \\
\text{Sac bolck2-1} & & & & & \\
C' = 64 & & & & & \\
\hline
\text{Maxpool} & & & & & \\
\hline
\text{Sac bolck3} & \text{Sac bolck3} & \text{Sac bolck3} & \text{Sac bolck3} & \text{Sac bolck3} & \\
C' = 128 & C' = 128 & C' = 128 & C' = 128 & C' = 128 & \\
\text{Sac bolck3-1} & & & & & \\
C' = 128 & & & & & \\
\hline
\text{Maxpool} & & & & & \\
\hline
\text{Sac bolck4} & \text{Sac bolck4} & \text{Sac bolck4} & \text{Sac bolck4} & \text{Sac bolck4} & \\
C' = 256 & C' = 256 & C' = 256 & C' = 256 & C' = 256 & \\
\text{Sac bolck4-1} & & & & & \\
C' = 256 & & & & & \\
\hline
\text{Global AvgPool} & & & & & \\
\hline
\text{FC-512 (Dropout = 0.3)} & & & & & \\
\hline
\text{FC-n} & & & & & \\
\hline
\text{Softmax} & & & & & \\
\hline
\end{array}\]

The depth of the configurations increases from left (6) to the right (10), the added layers are shown in bold, where \( C' \) is the number of channels and \( n \) is the sound classes.
4 Experiment Results

4.1 Datasets and Experimental Setup

To train and verify the proposed ESC model, we used ESC10, ESC50, and UrbanSound8K datasets, which are the benchmark datasets in ESC tasks.

ESC50 is composed of 50 environmental sound events of the equalization category. It contains a total of 2000 audio files, and the duration of each audio is 5 s. ESC10 is a subset of ESC50 and contains a total of 400 audio files. All the audio files are divided into 10 categories: dog barking, rain, sea waves, baby crying, clock ticking, person sneezing, helicopter, chainsaw, rooster, and fifile crackling. Compared with the first two datasets, UrbanSound8K is a relatively large dataset. It has 8732 audio files in total, and the duration of each audio is no more than 4 s, with 10 categories of unbalanced environmental sound events: air conditioner, car horn, playing children, dog bark, drilling, engine idling, gunshot, jackhammer, siren, and street music. Since UrbanSound8K has a problem of category imbalance and the audio duration in this data set is inconsistent, even if there are only 10 categories, its classification is more difficult than ESC50. To ensure the consistency of the network input, we pad the audio signal of fewer than 4 s by reusing the original audio signal.

In the preprocessing stage, all the audio signals are resampled with a rate of 44.1 kHz, the number of filters is set to 64, and the frame lengths are the three fixed values used for the multi-frequency resolution feature and half of which are used as the frameshift lengths. Some effective data augmentation methods are also used in our experiments. Each sample was time-stretched by 4 factors: {0.81, 0.93, 1.07, 1.23}. Each sample was pitch-shifted by 8 values (in semitones): {−3.5, −2.5, −2, −1, 1, 2, 2.5, 3.5}. Each sample was mixed with 4 acoustic scenes: {street-workers, street-traffic, street-people, park}. Each mix was generated by the relation $z = (1 - w) \cdot x + w \cdot y$, where $x$ is the audio signal of the original sample, $y$ is the signal of the background scene, and $w$ is a weighting parameter that is chosen randomly for each mix from a uniform distribution in the range of [0.1, 0.5].

We conducted experiments on a machine with NVIDIA 1080Ti graphics processing unit (GPU), CUDA9.0, cuDNN 7.1.4 and the Random Access Memory (RAM) is 256G. In the training process, random initialization weights and offsets are used, the batch size is 32, and the initial learning rate is 0.01. We used the cross-entropy loss function, and the automatic training stop strategy is adopted, that is, when overfitting occurs, the training will automatically stop and save the model after 10 cycles.

4.2 Comparison of State-of-the-Art Results

In the experiments, we use the k-fold cross-validation scheme in all the datasets ($k = 5$ for ESC10 and ESC50, $k = 10$ for UrbanSound8K), and conduct $k$ experiments to take the average value as the final recognition rate. Using multi-frequency resolution features, the accuracy of the proposed SacNet network with 5 different depth configuration on the three data sets is shown in Table 2. It can be seen from the table that SacNet-8 obtains the best performance, so we use 8-layer SacNet as the optimal network. This table also shows that for ESC tasks, it’s not that the more layers of the network, the better. Because the data is limited, too many network layers will make the network training process underfit, and there is a drop in accuracy instead.

In Table 3, the performance of the proposed method is compared with that of some state-of-the-art methods including 1D features, 2D time–frequency features, and mixed-use methods.
Table 2 Accuracy of different SacNets on three ESC datasets

| Models       | ESC10 | ESC50 | UrbanSound8K |
|--------------|-------|-------|--------------|
| SacNet-6     | 95.4  | 91.7  | 93.8         |
| SacNet-7     | 96.6  | 92.5  | 94.5         |
| SacNet-8     | 97.5  | 93.1  | 95.3         |
| SacNet-9     | 96.9  | 92.8  | 94.6         |
| SacNet-10    | 95.2  | 90.9  | 94.1         |

Table 3 Comparison of accuracy with previous State-of-the-art ESC models

| Model                                   | ESC10 | ESC50 | UrbanSound8K |
|-----------------------------------------|-------|-------|--------------|
| Human level [22]                        | 95.7  | 81.3  | –            |
| Raw audio + logmel + DS Theory [35]     | 83.1  | 92.6  | 92.2         |
| Mixup augmentation [40]                 | 91.7  | 83.9  | 83.7         |
| EnvNet [24]                             | 86.8  | 66.4  | 66.3         |
| EnvNetv2 [25]                           | 91.4  | 84.9  | 78.3         |
| 1D CNN [26]                             | –     | –     | 89           |
| WaveMsNet [34]                          | 93.75 | 79.1  | –            |
| Dilated CNN [33]                        | –     | –     | 78           |
| AecNet [32]                             | 84.9  | 68.6  | –            |
| Capsule networks [21]                   | –     | –     | 69.5         |
| AlexNet [17]                            | 86    | 65    | 92           |
| GoogleNet [31]                          | 86    | 73    | 93           |
| Multi-stream + temporal Attention [19]  | 94.2  | 84.0  | –            |
| Channel & temporal Attention [16]       | 94.2  | 86.5  | –            |
| MC-DCNN [41]                            | 87.6  | 73.1  | 75.1         |
| MFR + AlexNet                           | 92.8  | 83.3  | 93.8         |
| MFR + GoogleNet                         | 93.2  | 89.5  | 94.2         |
| Proposed SacNet-8                       | 97.5  | 93.1  | 95.3         |

It is clear to see that the proposed method achieves the highest accuracy on ESC10, ESC50, and UrbanSound8K, which are 97.5%, 93.1%, and 95.3%, respectively. For ESC10, due to the relatively few audio files and categories, human recognition accuracy on this data set reaches 95.7%, which has never been achieved by the previous methods. However, our proposed method is 1.8% higher than human recognition accuracy and 3.3% higher than the state-of-the-art methods. There are more sound categories on ESC50, and human recognition accuracy is only 81.3%. The highest performance achieved by the previous method on this dataset is 92.6%, which was achieved by adopting a complex method of multiple network fusion. Our method not only uses an end-to-end network structure but also improves the recognition accuracy by 0.5%. UrbanSound8K is a relatively difficult data set. Previously, a very complex network can only achieve a recognition accuracy of 93%. The recognition accuracy of our method is 2.3% higher than the State-of-the-art method. It can be seen from the above that the proposed method achieves the highest accuracy on all three benchmark data sets. In
addition, in order to show the advantages of the proposed SacNet feature extraction network in model design, we replaced SacNet in the structure of Fig. 2 with the classic AlexNet [28] and GoogleNet [29]. The experimental results prove the effectiveness of SacNet for feature extraction of acoustic signals.

4.3 Effectiveness of MFR Features and SA Module

To verify the effectiveness of the MFR feature, we perform a set of comparative experiments using the proposed SacNet-8 network. When the number of feature channels is 1, the input of SacNet-8 is changed to $H \times W \times 1$. The experiment explores the performance of the MFR features and single frequency resolution features obtained under different frequency resolutions when the window lengths are 1024, 2048, and 4096, respectively. The experimental results are shown in Table 4. As can be seen from the table, the recognition accuracy of the three MFR features based on the LM feature, Cochlf feature, and CQT feature is significantly improved over the corresponding single frequency resolution feature. The MFR features are not only valid for a certain data set. In our experiments, the MFR features show higher recognition accuracy on the three benchmark data sets. And the three MFR features are combined into three features channels as the optimal features and input the SacNet-8 network, which has higher recognition accuracy than single-channel MFR features. It can be seen that the multi-channel MFR feature has better characterization ability for sound.

SA module is an attention module designed to extract more effective feature information. A proper attention module can avoid acquiring too much invalid information, and capturing more effective feature details. To verify the effectiveness of the SA module, we use the multi-channel MFR feature as input and then use the SacNet removed the SA module as the network model to train and test on the three benchmark data sets. Figure 4 shows the recognition accuracy of the five SacNet with and without the SA module on the three data sets. It can be seen from the figure that the accuracy of the five SacNets without the SA

| Feature            | Window length | ESC10 | ESC50 | UrbanSound8K |
|--------------------|---------------|-------|-------|--------------|
| LM                 | 1024          | 91.3  | 89.4  | 90.3         |
|                    | 2048          | 93.8  | 90.5  | 91.6         |
|                    | 4096          | 91.3  | 89.1  | 90.5         |
| LM(MFR)            | –             | 95.3  | 91.2  | 93.5         |
| Cochlf             | 1024          | 94.7  | 89.6  | 92.1         |
|                    | 2048          | 95.6  | 90.8  | 93.6         |
|                    | 4096          | 94.0  | 88.9  | 91.5         |
| Cochlf(MFR)        | –             | 96.2  | 91.6  | 94.1         |
| CQT                | 1024          | 92.4  | 89.3  | 89.5         |
|                    | 2048          | 93.7  | 89.7  | 90.8         |
|                    | 4096          | 92.4  | 88.5  | 89.5         |
| CQT(MFR)           | –             | 94.6  | 90.5  | 92.0         |
| LM(MFR) + Cochlf(MFR) + CQT(MFR) | – | 97.5  | 93.1  | 95.3 |
module has decreased significantly. The differences presented on the three benchmark data sets are sufficient to reflect the role of the SA module in the SacNet.

4.4 Parameter Selection for Frequency Resolution

The MFR feature combines multiple frequency resolution features to more fully characterize the acoustic signal, making up for the lack of a single frequency resolution feature that can only effectively characterize certain types of acoustic signals. It involves the selection of multiple frequency resolution sizes, what we use is to change the window length to obtain different frequency resolution features. We use SacNet-8 as the training network and change its input to $H \times W \times 1$. ESC10 is used as the experimental dataset, and the LM feature is used as the input of the network to perform a set of experiments. R1, R2, R3, R4, R5, and R6 are the frequency resolutions obtained by taking different window lengths. The experiment results are shown in Table 5. The highest recognition accuracy of R4 on ESC10 is 93.8%, followed by R3 and R5. This experiment shows that at a single frequency resolution, the features of the three frequency resolutions R3, R4, and R5 are more effective.

To further clarify the ability of different frequency resolution features to characterize different types of acoustic signals, we show the recognition accuracy of each category under different frequency resolutions in Fig. 5. As one can see, the recognition accuracy of different sound signals under different frequency resolutions has a large difference. The sound signals

**Table 5** Average recognition accuracy under different frequency resolutions on ESC10

| Frequency resolution | Window length | Window shift | Accuracy (%) |
|----------------------|---------------|--------------|--------------|
| R1                   | 256 (5.8 ms)  | 128          | 88.7         |
| R2                   | 512 (11.6 ms)| 256          | 90.0         |
| R3                   | 1024 (23.2 ms)| 512          | 91.3         |
| R4                   | 2048 (46.4 ms)| 1024         | 93.8         |
| R5                   | 4096 (92.9 ms)| 2048         | 91.3         |
| R6                   | 5120 (116.1 ms)| 2560    | 85.5         |
can be more fully characterized at certain frequency resolutions, which will improve the recognition accuracy. Table 5 shows that the average recognition accuracy under the three frequency resolutions of R3, R4 and R5 is the highest. It can also be seen in Fig. 5 that most acoustic signals have higher recognition accuracy under these three frequency resolutions. Therefore, the three frequency resolutions of R3, R4, and R5 are adopted as the optimal parameters of MFR features in this paper.

5 Conclusion

Since the existing time–frequency features of sound only have a single frequency resolution, it is impossible to effectively express the characteristics of multiple types of sound. To surmount this problem, a novel multi-frequency resolution feature is developed, which can extract more context information during feature extraction, thereby getting higher accuracy for ESC. Furthermore, to remove the invalid information interference in the sound time–frequency feature map, the designed SacNet network is proposed to accurately extract the effective information. Experiment results over the three benchmark datasets of ESC10, ESC50, and UrbanSound8K, have shown that the proposed method achieves higher ESC accuracy, which run up to 97.5%, 93.1%, and 95.3%, respectively. More importantly, the proposed multi-frequency resolution feature can be applied to a data set with a larger number of sound categories to better explore its feature representation capabilities. In the task of environmental sound classification, the future challenge is still the lack of large-scale data sets. This leads to some existing methods that only have a good classification effect on the sounds in part of the data sets.
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