Abstract. The dynamics of a one-dimensional stochastic system of classical particles consisting of asymmetric death and branching processes is studied. The dynamical activity, defined as the number of configuration changes in a dynamical trajectory, is considered as a proper dynamical order parameter. By considering an ensemble of dynamical trajectories and applying the large deviation method, we have found that the system might undergo both continuous and discontinuous dynamical phase transitions at critical values of the counting field. Exact analytical results are obtained for an infinite system. Numerical investigations confirm our analytical calculations.
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1. Introduction

Phase transitions are remarkable phenomena in both equilibrium and non-equilibrium systems. While traditional thermodynamics can be utilized to study the static phase transitions and fluctuations associated with configurations of a system, the *thermodynamics of trajectories*, sometimes known as Ruelle’s thermodynamics [1], can be used to study the dynamical phase behavior. The latter approach has recently been adapted to stochastic systems [2]. According to this approach one first considers an ensemble for trajectories of the dynamics over which the time-extensive order parameters are defined. The order parameters are physical observables whose fluctuation behavior determines the dynamics of the system. In the large deviation limit the probability distributions of the dynamical order parameters are fully captured by large deviation functions which play the role of dynamical free-energies, hence they are sometimes called the topological or Ruelle pressure [1].

An important dynamical order parameter, which can be used to classify the various time realizations of the system, is the dynamical activity. It is defined as the total number of configuration changes in a trajectory during the observation time interval [2]. This physical observable has recently received considerable attention [3]. Specifically, it has been employed in studies of the dynamical phase transitions in glass former models and lattice proteins [4, 5].
In a recent paper [6] the authors have studied the fluctuations of a non-entropic current in a one-dimensional stochastic system of classical particles which can be considered as a variant of the zero temperature Glauber model. In the bulk of the system the particles are subjected to asymmetric branching and death processes. The particles can also enter (leave) the system from the left (right) boundary. It is known that, in the long-time limit, the system relaxes into a stationary state, where it undergoes a static phase transition from a high-density into a low-density phase, depending on the values of the bulk reaction rates. This is characterized as a bulk-induced phase transition. In [6] the authors have shown that despite the simple nature of the process, the fluctuations of that non-entropic current shows a highly non-trivial behavior. While the probability for observing a lower-than-typical current in the steady-state is generated by those configurations consisting of a single domain wall, the probability for observing a higher-than-typical current is generated by those configurations consisting of multiple domain walls. However, a careful examination of the structure of the large deviation function for the probability distribution of this current suggests that the system might undergo dynamical phase transitions. This has been inferred from existence of discontinuities in the derivatives of the scaled cumulant generating function of the current which is closely related to that of the dynamical activity of the system.

The main goal of the present paper is to study the dynamical phase transitions in the above mentioned system by investigating the behavior of the average activity of the system, as a dynamical observable, below its typical value (i.e. its value in the steady-state). We have found that, in the limit of long observation time, the system indeed undergoes both continuous and discontinuous dynamical phase transitions. In other words there are four different behaviors for the scaled cumulant generating function of the activity as a function of the counting field. These different behaviors are associated with the existence of three different dynamical phases in the system. In this lower-than-typical activity region, we have characterized different phases according to the configuration of the system at the beginning and the end of each trajectory during the observation time.

At a first-order phase transition point, the system transits from a phase in which the average activity is solely generated by those trajectories whose initial and final configurations are referred to a fully occupied lattice, into another phase where the average activity is solely generated by those trajectories whose initial and final configurations are referred to a completely empty lattice and vice versa.

At a second-order phase transition point, in contrast, one encounters the following scenario. The average activity in one phase solely comes from those trajectories whose initial and final configurations are either referred to a fully occupied or a completely empty lattice while in the other phase the initial and the final configurations of the system at the beginning and the end of those trajectories who contribute to the average activity are referred to neither a completely empty lattice nor a fully occupied one.

Despite the simplicity of the system studied in this paper, it shows an interesting dynamical phase behavior. While the static phase transition in this system is solely determined by the bulk transition rates, the dynamical phase transitions are determined by both the boundary and bulk transition rates.

This paper is organized as follows. In section 2 we start with the mathematical preliminaries. We will then define the model and review the known results in section 3. The exact expression for the typical activity is given in the section 4. The dynamical
phase behavior of the model is studied in the section 5. The comparison between different
dynamical phases is brought in the section 6. In section 7 the large deviation for the
probability distribution of the activity is calculated analytically. The final section is
devoted to the concluding remarks.

2. Mathematical preliminaries

In order to present a self-contained paper, we begin with a brief review of the known
results on the theory of ensembles of trajectories [2]. Let us start with a continuous-time
Markov process whose configuration space is given by \{C\}. We define \( P(C, K, t) \) as the
probability of being in the configuration \( C \) at the time \( t \) considering that the system has
changed its configuration \( K \) times during the time interval \([0, t]\). The parameter \( K \) is in
fact the activity of the system at the time \( t \). We assume that a spontaneous transition
from configuration \( C \) to \( C' \) takes place with a time-independent transition rate \( \omega_{C \to C'} \). It
is easy to see that \( P(C, K, t) \) satisfies the following master equation

\[
\frac{d}{dt} P(C, K, t) = \sum_{C' \neq C} \omega_{C' \to C} P(C', K - 1, t) - \sum_{C' \neq C} \omega_{C \to C'} P(C, K, t).
\]

Multiplying the above equation by \( e^{-sk} \) and summing over all values of the activity
\( K \in [0, +\infty) \) we find

\[
\frac{d}{dt} \tilde{P}(C, s, t) = \sum_{C' \neq C} e^{-s \omega_{C' \to C}} \tilde{P}(C', s, t) - \sum_{C' \neq C} \omega_{C \to C'} \tilde{P}(C, s, t)
\]

in which we have defined

\[
\tilde{P}(C, s, t) = \sum_{K=0}^{\infty} e^{-sk} P(C, K, t).
\]

The parameter \( s \) is called the counting field in related literature. Using the quantum
Hamiltonian formalism [7] the latter master equation can be written as follows

\[
\frac{d}{dt} |\tilde{P}(t)\rangle_s = \hat{H}_s |\tilde{P}(t)\rangle_s.
\]

Considering the complete basis vector \( \{|C\rangle\} \) the matrix elements of \( \hat{H}_s \) in this basis are

\[
\langle C | \hat{H}_s | C' \rangle = e^{-s \omega_{C' \to C}} - r(C) \delta_{C, C'}
\]

where \( r(C) \), which is the total escape rate from the configuration \( C \), is

\[
r(C) = \sum_{C' \neq C} \omega_{C \to C'}.
\]

The formal solution of equation (2) is given by

\[
|\tilde{P}(t)\rangle_s = e^{\hat{H}_s t} |\tilde{P}(0)\rangle_s.
\]

Since at \( t = 0 \) the activity \( K \) is zero, then we have \( |\tilde{P}(0)\rangle_s = |P(0)\rangle \) in which \( |P(0)\rangle \)
is the probability vector at \( t = 0 \). Note that the probability for being in \( C \) at \( t = 0 \) is
given by \( P(C, K = 0, t = 0) = \langle C | P(0) \rangle \). It is usually assumed that the system is in its
steady-state at \( t = 0 \); therefore, we choose \( |P(0)\rangle = |P^*\rangle \) so that

\[
\hat{H}_{s=0} |P^*\rangle = 0.
\]
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Let us consider an ensemble of trajectories in the configuration space of the system during the time interval $[0, t]$. Every member of this ensemble starts, at $t = 0$, from a given configuration $C$ with the probability $\langle C | P^* \rangle$ and after the course of time $t$ has elapsed, it might have the activity $K$. We denote the probability of having a given activity $K$ at the time $t$ by $P(K, t)$. It is clear that $P(K, t) = \sum C P(C, K, t)$. The moment generating function of the activity can now be calculated as follows

$$\langle e^{-sK} \rangle = \sum_{K=0}^{\infty} P(K, t)e^{-sK}$$

$$= \sum_{K=0}^{\infty} \sum_{C} P(C, K, t)e^{-sK}$$

$$= \sum_{C} P(C, s, t)$$

$$= \sum_{C} \langle C | e^{\tilde{H}_s t} | P^* \rangle.$$ 

Denoting the right and the left eigenvectors of $\tilde{H}_s$ by $|\Lambda(s)\rangle$ and $\langle \tilde{\Lambda}(s) |$ respectively, we find

$$\langle e^{-sK} \rangle = \sum_{C} \sum_{\Lambda} \langle C | \Lambda(s) \rangle \langle \tilde{\Lambda}(s) | e^{\tilde{H}_s t} | P^* \rangle$$

$$= \sum_{C} \sum_{\Lambda} \langle C | \Lambda(s) \rangle \langle \tilde{\Lambda}(s) | P^* \rangle e^{\Lambda(s)t}$$

(4)

where $\Lambda(s)$’s are the eigenvalue of $\tilde{H}_s$. The above relation can be simplified even further if we assume that the large deviation principle holds for a very large observation time. This means that we asymptotically have

$$\langle e^{-sK} \rangle \approx \sum_{C} \langle C | \Lambda^*(s) \rangle \langle \tilde{\Lambda}^*(s) | P^* \rangle e^{\Lambda^*(s)t}$$

(5)

in which $\Lambda^*(s)$ is the largest eigenvalue of $\tilde{H}_s$. On the other hand, $|\Lambda^*(s)\rangle$ ($\langle \tilde{\Lambda}^*(s) |$) is also the right (left) eigenvector of $\tilde{H}_s$ corresponding to the eigenvalue $\Lambda^*(s)$. It is known that for the systems with unbounded configuration space, (5) should be used with care since one of the quantities $\sum_{C} \langle C | \Lambda^*(s) \rangle$ or $\langle \tilde{\Lambda}^*(s) | P^* \rangle$ might diverge [8,9]. In this case the scaled cumulant generating function of the dynamical observable defined as

$$\lim_{t \to \infty} \frac{1}{t} \ln \langle e^{-sK} \rangle$$

is no longer given by the largest eigenvalue of the modified Hamiltonian. This means that the expression (4) should be calculated exactly. Note that the infinite dimensionality of the configuration space is only a necessary condition for the violation of (5). In fact it highly depends on the dynamical observable in question. For an explicit example we refer the reader to the models studied in [8]. In summary, we first calculate the largest eigenvalue $\Lambda^*(s)$ of the modified Hamiltonian $\tilde{H}_s$ and then check whether any of the quantities $\sum_{C} \langle C | \Lambda^*(s) \rangle$ or $\langle \tilde{\Lambda}^*(s) | P^* \rangle$ diverge depending on the value of $s$ or the initial distribution defined by $|P^*\rangle$. The divergence of any of these quantities might result in emergence of new dynamical phases. Nevertheless, as long as none of the above quantities diverge, the dynamical phase structure of the system is merely determined by the largest eigenvalue.
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of the modified Hamiltonian. In this case the role of the initial distribution (which, as we mentioned, is usually assumed to be the steady-state) is marginal. This means that the probability distribution function of the dynamical observable will be independent of the initial condition. As we will see this is what happens for the system studied in this paper.

Defining the activity per unit time $k \equiv \frac{K}{t}$ and assuming a large deviation form for $P(k, t)$ in the long-time limit, the Legendre transformation of $\Lambda^*(s)$ gives the large deviation function for this probability distribution \[10,11\]

$$P(k, t) \propto e^{-I(k)} \tag{6}$$

in which

$$I(k) = - \min_{s} (\Lambda^*(s) + ks) . \tag{7}$$

It is assumed that none of the above mentioned quantities in (5) diverge; hence, the large deviation function can be obtained from the Legendre transformation of the largest eigenvalue of the modified Hamiltonian. It is worth mentioning that every time the scaled cumulant generating function $\Lambda^*(s)$ is not differentiable at some points the resulting rate function obtained from the Legendre transformation will be linear. One should note that the actual rate function might be a nonconvex function instead of a linear function \[12\]. In this case the information embedded in the linear part can only be achieved by using other methods such as the direct kinetic Monte Carlo simulation or the population dynamics methods \[13,14\].

The above mentioned formulation has a simple physical interpretation. Let us consider an ensemble of trajectories in the configuration space of the system for which the counting field $s$ has been kept fixed during the course of the time. This ensemble is known as $s$-ensemble in related literature. The dynamical partition function of the $s$-ensemble is given by

$$Z(s, t) = \langle e^{-sK} \rangle \tag{8}$$

which, as we saw, has a large deviation form in the long-time limit. From one hand, the largest eigenvalue of $\tilde{H}_s$ plays the role of a dynamical free energy whose singularities (or discontinuities of its derivatives with respect to $s$) determine the phase behavior of the $s$-ensemble. On the other hand, it can be shown that the right (left) eigenvector of $\tilde{H}_s$ associated with its largest eigenvalue, which has been called $|\Lambda^*(s)\rangle$ ($\langle \Lambda^*(s)|$), is in fact the probability vector of the final (initial) configuration along a trajectory in the space of configurations, knowing that the value of $s$-ensemble average of the activity per unit time $\langle k \rangle_s = -\frac{d}{ds} \Lambda^*(s)$ \[15,16\]. The $s$-ensemble average of the activity per unit time, or its first cumulant, is defined as

$$\langle k \rangle_s = \frac{1}{t} \langle K \rangle_s$$
$$= \frac{1}{t} \frac{\langle Ke^{-sK} \rangle}{\langle e^{-sK} \rangle}$$
$$=- \frac{1}{t} \frac{d}{ds} \ln \langle e^{-sK} \rangle$$

which is equal to $-\frac{d}{ds} \Lambda^*(s)$ in the large observation time limit. The $n$th cumulant of the activity per unit time can be easily obtained by calculating the $n$th derivative of $\Lambda^*(s)$ with respect to $s$ times $(-1)^n$. Averages in the $s$-ensemble with $s = 0$ correspond to the
steady-state averages or the typical values in the steady-state \[5,17\]. The typical activity per unit time in the steady-state is given by

\[
\langle k \rangle_{s=0} = -\frac{d}{ds}\Lambda^*(s)\bigg|_{s=0}.
\]

This is the value of the activity per unit time which minimizes \( I(k) \) defined in (7) and corresponds to the most probable activity observed in the steady state.

In summary, the concept of \( s \)-ensemble enables us to study how the dynamical phase of the system changes when the activity deviates from its typical value. For a given \( s \) the average activity is determined, hence one can construct an ensemble of trajectories with that value of the average activity which is not necessarily the typical value in the steady state. The necessary information to describe the dynamical phase of the system is embedded in the largest eigenvalue of the modified Hamiltonian and its corresponding left and right eigenvectors.

3. The model: known results

The model we are studying in this paper is a one-dimensional stochastic system of classical particles defined on a finite lattice of length \( L \) with open boundaries. This is a special case of the model studied in \[18\] which can be considered as a variant of the zero temperature Glauber model \[19\]. The dynamical rules between two consecutive sites on the lattice consist of asymmetric death and branching processes

\[
\begin{align*}
A \, \emptyset &\rightarrow \emptyset \, \emptyset \quad \text{with the rate } \omega_1, \\
A \, \emptyset &\rightarrow A \, A \quad \text{with the rate } \omega_2
\end{align*}
\]

in which a particle (vacancy) is denoted by \( A \) (\( \emptyset \)). The particles are also injected into the system from the left boundary of the lattice (the first lattice site) with the rate \( \alpha \) provided that the target lattice site is already empty. They are also extracted from the right boundary of the system (the last lattice site) with the rate \( \beta \) provided that it is already occupied. The dynamics of the system is irreducible and it has a unique (equilibrium) steady-state.

It is known that by fine-tuning the microscopic reaction rates, the system might undergo a static bulk-driven phase transition from a high-density (for \( \omega_1 < \omega_2 \)) to a low-density phase (for \( \omega_1 > \omega_2 \)) in the long-time limit \[18\]. Being in the steady-state with \( \omega_1 < \omega_2 \) the lattice becomes almost full of particles except near the right boundary where the particles have a chance to leave the system. As the particles leave the system from the right boundary, the second reaction in (10) creates new particles near the right boundary and it maintains the system almost full of particles. One should note that the reactions in (10) do not change the density of particles in a fully occupied region. In summary, the average particle density throughout the lattice is equal to 1 while it falls off exponentially near the right boundary. Since the average density of particles in the middle of the lattice is 1 it is called the high-density phase \[18\]. In contrast, being in the steady-state with \( \omega_1 > \omega_2 \) the system is almost empty except near the left boundary where the particles still have a chance to enter the system. However, as soon as the particles enter the system the first reaction in (10) removes them. This results in an almost empty lattice except near the left boundary where the particle density increased exponentially. One should also
note that the reactions in (10) do not change the density of the particles in a completely empty region. Since the density of the particles is equal to 0 in the middle of the lattice, this is called a low-density phase [18].

Considering the following basis kets
$$\left| \Omega \right>= \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \left| A \right>= \begin{pmatrix} 0 \\ 1 \end{pmatrix}$$
which will be used throughout this paper, let us define a product shock measure with a shock front at the lattice site \(i\) as
$$\left| \{1\}_i \{0\}_{L-i} \right>= \left| A \right> \otimes \left| \Omega \right> \otimes \left| \Omega \right> \otimes \left| \Omega \right> \otimes \left| \Omega \right> \otimes \left| \Omega \right> \otimes \left| \Omega \right> \otimes \left| \Omega \right>$$
for \(0 \leq i \leq L\). Note that everywhere throughout the paper we will define \(\{X\}_0 \{Y\}_L \equiv \{Y\}_L \). The measure \(\{1\}_i \{0\}_{L-i}\) has a simple interpretation. It corresponds to a configuration of the system in which the lattice is occupied by particles from the first lattice site up to the \(i\)th lattice site. The rest of the lattice sites are empty. It is known that in the steady-state the probability vector \(\left| P^* \right>\) can be written as a linear superposition of the product shock measures defined in (11) with the property that the shock position \(i\) performs a biased random walk on the lattice. On the other hand, it is known that \(\left| P^* \right>\) can also be calculated using a matrix method [20]. By assigning the operators \(E\) and \(D\) to the presence of a vacancy and a particle presented at a given lattice site, the steady-state probability for being in a given configuration \(\{\tau\} = \{\tau_1, \cdots, \tau_L\}\) is given by
$$P(\{\tau\}) \propto \langle \langle W \rangle \prod_{i=1}^{L} (\tau_i D + (1 - \tau_i) E) | V \rangle \rangle$$
in which \(\tau_i = 0\) or 1 if the \(i\)th lattice site is empty or it is already occupied by a particle. It has been shown that the auxiliary vectors \(\left| V \right>\) and \(\langle W \rangle \) besides the operators \(E\) and \(D\) have a two-dimensional matrix representation given by [18]
$$D = \begin{pmatrix} 0 & 0 \\ -\frac{\beta \omega_2}{\omega_1} & \omega_1 \end{pmatrix}, \quad E = \begin{pmatrix} 1 & 0 \\ -d & 0 \end{pmatrix},$$
$$|V\rangle = \begin{pmatrix} -\beta \omega_2 \\ (\omega_2 - \omega_1 + \beta)d\omega_1 \end{pmatrix}, \quad \langle W \rangle = \begin{pmatrix} (\omega_1 - \omega_2 + \alpha)d \alpha \omega_1 \\ 1 \end{pmatrix}$$
in which \(d\) is a free parameter. This matrix representation allows us to calculate the typical value of any physical quantity in the long-time limit such as the typical value of the activity of the system in the steady-state which will be calculated in the next section.

4. Typical activity in the steady-state

As we mentioned in the introduction, we consider the dynamical activity, defined as the number of configuration changes in a dynamical trajectory, as the dynamical order parameter to study the dynamical phase transitions in the system defined by (10). The reader should note that although the reaction rules defined in (10), besides the injection and extraction rates at the boundaries, are microscopically irreversible processes, the
average entropy production of this system in the steady-state is zero. It is known that
the calculation of the entropy production for a system with microscopically irreversible
transitions results in producing of an infinite amount of entropy in the environment.
During the last couple of years there have been some efforts by different authors to
overcome this ambiguity [21]; nevertheless, the question on how the entropy production
should be defined for these systems is still an open question.

In what follows we will show that the typical value of the activity in the steady-state
\( \langle k \rangle_{s=0} \), for which the large deviation function \( I(k) \) defined in (7) is minimum, can be
calculated exactly using the matrix method explained in the previous section. The typical
value of the activity in the steady-state is given by

\[
\langle k \rangle_{s=0} = \sum_{C} \sum_{C' \neq C} \omega_{C \rightarrow C'} P(C) = \sum_{C} r(C)P(C). \tag{14}
\]

This can be rewritten as

\[
\langle k \rangle_{s=0} = \alpha \sum_{\{\tau\}} P(\tau_1 = 0, \tau_2, \cdots, \tau_L) + \beta \sum_{\{\tau\}} P(\tau_1, \tau_2, \cdots, \tau_L = 1)
\]

\[
+ (\omega_1 + \omega_2) \sum_{\{\tau\}} \sum_{i=1}^{L-1} P(\tau_1, \cdots, \tau_i = 1, \tau_{i+1} = 0, \cdots, \tau_L). \tag{15}
\]

It turns out that this expression can be calculated exactly using (12) and (13). After some
straightforward calculations we find

\[
\langle k \rangle_{s=0} = \frac{(\frac{\omega_2}{\omega_1})^L - 1}{(\frac{\beta - \omega_1 + \omega_2}{2\omega_2})(\frac{\omega_2}{\omega_1})^L - (\frac{\alpha - \omega_2 + \omega_1}{2\omega_1})} \tag{16}
\]

In the thermodynamic limit \( L \to \infty \) we have

\[
\langle k \rangle_{s=0} = \begin{cases} 
2\alpha \omega_1 & \text{for } \omega_1 > \omega_2, \\
\alpha - \omega_2 + \omega_1 & \text{for } \omega_1 = \omega_2, \\
2\omega_1 - 2\omega_2 & \text{for } \omega_1 = \omega_2, \\
\beta - \omega_1 + \omega_2 & \text{for } \omega_1 < \omega_2.
\end{cases} \tag{17}
\]

Because of the symmetry of the model we will only study the low-density phase where
\( \omega_1 > \omega_2 \). It is easy to find the corresponding results in the high-density phase by
considering the following transformation

\[
\omega_1 \to \omega_2, \\
\alpha \to \beta, \\
\text{Lattice site number } i \to L - i + 1.
\]

From now on, we will also drop the \( s \)-ensemble average subscript and consider \( k \) (instead
of \( \langle k \rangle_s \)) as the \( s \)-ensemble average of the activity. The most probable activity or its typical
value will also be denoted by \( k^* \).

5. Dynamical phase behavior of the model

It is known that the fluctuations of a physical observable in a dynamical system can be
captured from analytic properties of the largest eigenvalue of its associated modified
stochastic Hamiltonian $\tilde{\mathcal{H}}_s$ which has been denoted by $\Lambda^*(s)$. Discontinuities in the first and the second derivatives of $\Lambda^*(s)$ are associated with the first- and the second-order dynamical phase transitions. These derivatives are associated with the average and variance of the activity per unit time respectively. On the other hand, the positive or negative values of the counting field $s$ favor histories with atypical values of the activity [2, 5, 16, 17, 22].

Throughout the forthcoming sections we will mainly concentrate on the positive values of the counting filed $s$. This means that we will deal with the $s$-ensemble average of the activity smaller than its typical value. As we will see, depending on the values of the microscopic transition rates, the model might undergo both continuous and discontinuous dynamical phase transition in this region.

5.1. Eigenvalues and eigenvectors of the modified stochastic Hamiltonian

Let us start with calculating the eigenvalues and eigenvectors of the modified stochastic Hamiltonian $\tilde{\mathcal{H}}_s$ as a $2^L \times 2^L$ irreducible matrix. We will then select the largest eigenvalue and its corresponding eigenvector in the $s \geq 0$ region. We have found that the largest eigenvalue of $\tilde{\mathcal{H}}_s$ in the $s \geq 0$ region can be obtained by considering the fact that the model has a $(L + 1)$-dimensional subspace of the configuration space, spanned by the vectors of type $(11)$, which is invariant under the evolution generated by $\tilde{\mathcal{H}}_s$. In other words, acting $\tilde{\mathcal{H}}_s$ on any of these vectors results in a linear combination of the vectors in the same subspace. More precisely, we have

$$
\tilde{\mathcal{H}}_s|\{0\}_L \rangle = \alpha e^{-s}|\{1\}_i \{0\}_{L-1} \rangle - \alpha|\{0\}_L \rangle ,
$$

$$
\tilde{\mathcal{H}}_s|\{1\}_i \{0\}_{L-1} \rangle = \beta e^{-s}|\{0\}_{L-1} \{0\}_i \rangle - \beta|\{1\}_L \rangle ,
$$

$$
\tilde{\mathcal{H}}_s|\{1\}_i \{0\}_{L-1} \rangle = \omega_1 e^{-s}|\{1\}_{i-1} \{0\}_{L-i+1} \rangle + \omega_2 e^{-s}|\{1\}_{i+1} \{0\}_{L-i-1} \rangle
$$

with $1 \leq i \leq L - 1$. One can now easily construct the right eigenvector of $\tilde{\mathcal{H}}_s$ by writing

$$
|\Lambda(s)\rangle = \sum_{i=0}^{L} C_i(s)|\{1\}_i \{0\}_{L-i} \rangle
$$

for which

$$
\tilde{\mathcal{H}}_s|\Lambda(s)\rangle = \Lambda(s)|\Lambda(s)\rangle .
$$

Although this will only give us $L + 1$ eigenvalues of $\tilde{\mathcal{H}}_s$ out of $2^L$, our careful numerical investigations have confirmed that the largest eigenvalue of the $\tilde{\mathcal{H}}_s$ in the $s \geq 0$ region lies among these eigenvalues. The reader should note that the largest eigenvalue of $\mathcal{H}_s$ is equal to zero at $s = 0$.

Substituting (19) in (20) and using (18) one finds the equations governing $C_i(s)$’s. The equations governing $C_i(s)$’s consist of a homogeneous linear recursion of order 2 besides four boundary recursions. The standard approach to solve such recursions, which is sometimes called a plane wave ansatz method, is to consider a solution of the form [7]

$$
C_i(s) = A(z_1)z_i^k + B(z_2)z_i^{-k} \text{ for } 0 \leq i \leq L .
$$

The coefficients $C_0(s)$ and $C_L(s)$ are also assumed to have the same structure except a multiplication factor. The relation between the complex parameters $z_1$ and $z_2$ can be obtained from the bulk recursion. The coefficients $A$ and $B$ can also be calculated form
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the boundary recursions. This method enables us to calculate both the eigenvalues and eigenvectors of the modified Hamiltonian in the $s \geq 0$ region. By substituting these solutions into the recursions and after some straightforward calculations we obtain

$$C_i(s) = \eta^i \frac{a(z)z^i + a(z^{-1})z^{-i}}{(1 - \zeta)^{b_i a}(1 - \xi)^{b_i L}}$$

in which we have defined

$$\eta \equiv \sqrt{\frac{\omega_2}{\omega_1}}, \quad \zeta \equiv 1 - \frac{\alpha}{\omega_2}, \quad \xi \equiv 1 - \frac{\beta}{\omega_1}.$$  

From the boundaries recursions one finds

$$a(z) a(z-1) = -F(z, \eta, \zeta) F(z-1, \eta^{-1}, \xi) F(z, \eta^{-1}, \xi) F(z-1, \eta, \zeta) = -z^{2L} F(z-1, \eta^{-1}, \xi)$$

where

$$F(x, y, z) \equiv \left( x + \frac{z}{x} \right) e^{-s} - \left( yz + \frac{1}{y} \right).$$

The eigenvalues are also given by

$$\Lambda(s) = -(\omega_1 + \omega_2) + e^{-s} \sqrt{\omega_1 \omega_2 (z + z^{-1})}$$

where the equation governing $z$ is

$$z^{2L} = \frac{F(z-1, \eta^{-1}, \xi) F(z, \eta^{-1}, \xi)}{F(z, \eta, \zeta) F(z-1, \eta, \zeta)}.$$

This equation has obviously $2L + 4$ solutions. It is clear that if $z$ is a solution, then $z^{-1}$ is also a solution. On the other hand, the trivial solutions i.e. $z = \pm 1$ have to be eliminated since they result in two zero eigenvectors. This equation finally gives us $L + 1$ solutions which correspond to the same number of eigenvalues out of the total $2L$ eigenvalues of the modified Hamiltonian $\tilde{H}_s$. As we have mentioned above, it turns out that the largest eigenvalue of $\tilde{H}_s$ in $s \geq 0$ region lies among these $L + 1$ eigenvalues.

For a finite system one can solve (25) numerically. Nevertheless, one can solve (25) analytically in the thermodynamic limit $L \to \infty$. Assuming $|z| > 1$, we have found that in the thermodynamics limit the equation (25) has two real solutions and a phase solution. The real solutions are given by

$$z_1 = G(\eta^{-1}, \zeta),$$

$$z_2 = G(\eta, \xi)$$

in which we have defined

$$G(x, y) \equiv e^s \left( \frac{x}{2} + \frac{y}{2x} \right) + \sqrt{e^{2s} \left( \frac{x}{2} + \frac{y}{2x} \right)^2} - y.$$

By substituting these real solutions in (24) one finds two eigenvalues $\Lambda_1(s)$ and $\Lambda_2(s)$ which are given by the following expressions

$$\Lambda_1(s) = \omega_2 R(\eta^{-1}, \zeta),$$

$$\Lambda_2(s) = \omega_1 R(\eta, \xi)$$

where we have defined

$$R(x, y) \equiv -\frac{(1 - y)}{2y} \left( \sqrt{(x^2 + y)^2 - 4e^{-2s}x^2y - x^2 + y} \right).$$
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The phase solution of the equation (25) results in an eigenvalue whose maximum value is given by

\[ \Lambda_{\text{Ph}}(s) = -(\omega_1 + \omega_2) + 2\sqrt{\omega_1\omega_2}e^{-s}. \]  

(30)

It turns out that one can also calculate the exact analytical expressions for the normalized right eigenvectors of \( \tilde{H}_s \) corresponding to the eigenvalues \( \Lambda_1(s) \), \( \Lambda_2(s) \) and \( \Lambda_{\text{Ph}}(s) \) in the large-\( L \) limit. The physical interpretations of these vectors will be given in the forthcoming sections. By considering (19) the coefficients for \( |\Lambda_1(s)\rangle \) are

\[ C_1^i(s) = \frac{(z - \eta)(1 - \eta z)(\eta (1 + \zeta z^2) - \eta z^2(\zeta + z^2) - e^s z (1 + \zeta \eta^2)(1 - z^2i))}{\eta^{1-i} z^{i+1} (1 - e^s) (1 - z^2) (1 + \zeta \eta^2) (1 - \zeta)^{i,0}(1 - \xi)^{i,L}} \]

for 0 ≤ \( i \) ≤ \( L \) and \( z = z_1 \). The coefficients for \( |\Lambda_2(s)\rangle \), which will be called \( C_2^i(s) \), can be obtained from the above expression by applying the following transformation

\[ \begin{align*}
\eta &\rightarrow \eta^{-1} \\
\zeta &\rightarrow \xi \\
\xi &\rightarrow \zeta \\
i &\rightarrow L - i
\end{align*} \]

which also transforms \( z_1 \) to \( z_2 \). Finally for \( |\Lambda_{\text{Ph}}(s)\rangle \) we have

\[ C_{i}^{\text{Ph}}(s) = \frac{(\eta - 1)^2 (\eta(i + 1) - \eta \zeta(i - 1) - ie^s (1 + \zeta \eta^2))}{\eta^{1-i} (1 - e^s) (1 + \zeta \eta^2) (1 - \zeta)^{i,0}(1 - \xi)^{i,L}} \]

for 0 ≤ \( i \) ≤ \( L \).

### 5.2. The largest eigenvalue in the \( s \geq 0 \) region

In the previous section we diagonalized \( \tilde{H}_s \) in an invariant sector in which the largest eigenvalue in the \( s \geq 0 \) region lies. In the thermodynamic limit the largest eigenvalue of \( \tilde{H}_s \) highly depends on both the microscopic transition rates of the model and the counting field \( s \).

It turns out that in the low-density phase \( \omega_1 > \omega_2 \) and for \( s \geq 0 \), three different regions can be distinguished depending on the values of \( s \), \( \alpha \) and \( \beta \). In each region the largest eigenvalue of \( \tilde{H}_s \) in the thermodynamic limit is given by one of the expressions \( \Lambda_1(s) \), \( \Lambda_2(s) \) or \( \Lambda_{\text{Ph}}(s) \). The boundaries of these three regions are explicitly calculated and given in appendix A. The results are given as a 3-D dynamical phase diagram in figure 1. In summary, we have

\[ \Lambda^*(s) = \begin{cases} 
\Lambda_1(s) & \text{in the region I}, \\
\Lambda_2(s) & \text{in the region II}, \\
\Lambda_{\text{Ph}}(s) & \text{in the region III}.
\end{cases} \]

(31)

The reader can easily check that the first derivative of \( \Lambda_1(s) \) with respect to \( s \) at \( s = 0 \) gives the result obtained from the matrix method in (17) for \( \omega_1 > \omega_2 \). For \( \omega_2 > \omega_1 \) one can use the transformation introduced in the previous section. This can also be obtained from the first derivative of \( \Lambda_2(s) \) with respect to \( s \) at \( s = 0 \).

In order to have a better understanding of the dynamical phase structure of the model, we have specifically considered four different points in the space of the parameters defined
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Figure 1. The dynamical phase diagram of the model in the low-density phase $\omega_1 > \omega_2$ for $\omega_1 = 3$ and $\omega_2 = 1$. Three different phases are denoted by I, II and III.

Figure 2. Three different cross sections of the dynamical phase diagram given in figure 1. The leftmost figure is plotted for $\beta = 5$ while the middle figure is plotted for $\alpha = 10$. Finally, the rightmost figure is plotted for $s = 1.5$. The largest eigenvalue of $\tilde{\mathcal{H}}_s$ is clearly specified in each region.

\begin{center}
\begin{tabular}{|c|c|c|c|c|}
\hline
 & $\omega_1$ & $\omega_2$ & $\alpha$ & $\beta$ \\
\hline
A & 3 & 1 & 2 & 5 \\
B & 3 & 1 & 12 & 2 \\
C & 3 & 1 & 12 & 3.5 \\
D & 3 & 1 & 12 & 8 \\
\hline
\end{tabular}
\end{center}

These points are plotted as vertical lines parallel to the $s$-axis in figure 1. In figure 2 we have plotted three different cross sections of the dynamical phase diagram of the model. These cross sections are three different planes $\beta = 5$, $\alpha = 10$ and $s = 1.5$ in figure 1.
Along the line $A$ which lies in the region $I$ of figure 1, we always have $\Lambda^*(s) = \Lambda_1(s)$. No dynamical phase transition takes place along this line. Along the line $B$, which is both in the region $I$ and the region $II$, a first-order dynamical phase transition takes place at

$$s_c = \frac{1}{2} \ln \left( \frac{(\alpha\omega_1 - \beta\omega_2)^2}{(\alpha - \beta)(-\alpha\beta(\omega_1 - \omega_2) + \alpha\omega_1^2 - \beta\omega_2^2)} \right). \quad (32)$$

It turns out that we have $\Lambda^*(s) = \Lambda_2(s)$ for $0 < s < s_c$ while $\Lambda^*(s) = \Lambda_2(s)$ for $s > s_c$. The line $C$ goes through the regions $I$, $II$ and $III$. By moving along the line $C$ one might encounter two second-order dynamical phase transitions at $s = s_\alpha$ and $s = s_\beta$ given by the following expressions

$$s_\alpha = \ln \left( \sqrt{\frac{\omega_1}{\omega_2}} \frac{\alpha - 2\omega_2}{\alpha - \omega_1 - \omega_2} \right), \quad (33)$$

$$s_\beta = \ln \left( \sqrt{\frac{\omega_2}{\omega_1}} \frac{\beta - 2\omega_1}{\beta - \omega_1 - \omega_2} \right). \quad (34)$$

For $0 < s < s_\alpha$ the largest eigenvalue is given by $\Lambda^*(s) = \Lambda_1(s)$, for $s_\alpha < s < s_\beta$ it is given by $\Lambda^*(s) = \Lambda_{\text{Ph}}(s)$ and for $s > s_\beta$ it is given by $\Lambda^*(s) = \Lambda_2(s)$. Finally, along the line $D$ a second-order dynamical phase transition takes place at $s = s_\alpha$ given by (33). Along this line and for $0 < s < s_\alpha$ we have $\Lambda^*(s) = \Lambda_1(s)$ while for $s > s_\alpha$ the largest eigenvalue of $\mathcal{H}_s$ is given by $\Lambda^*(s) = \Lambda_{\text{Ph}}(s)$.

As $s \to \infty$, the dynamical phase diagram of the model in terms of $\alpha$ and $\beta$, similar to the one given in the third column of figure 2 for a finite $s$, will approach to the following picture. The phase $I$ is limited to the region defined as $\alpha < \omega_1 + \omega_2$ and $\beta > \alpha$. The phase II, on the other hand, is limited to the region $\beta < \omega_1 + \omega_2$ and $\alpha > \beta$. The phase III is also given by the region $\alpha > \omega_1 + \omega_2$ and $\beta > \omega_1 + \omega_2$.

The comparison between the numerical and analytical results obtained for the largest eigenvalue of $\mathcal{H}_s$ and its derivatives along the three lines $B$, $C$ and $D$ is given in figure 3. Here we would like to emphasize that by the term ‘numerical calculations’ we mean the exact numerical diagonalization of the modified Hamiltonian and finding its largest eigenvalue as a function of $s$ for different system sizes. As can be seen in figure 3 the numerical and analytical results confirm each other. The interpolation function of the numerical solution converges well to the analytical solution. The first and the second derivatives of the largest eigenvalue obtained from the analytical calculations are also plotted in the same figure. The discontinuities of the first and second derivatives of the largest eigenvalue persist to exist even for small system sizes as low as $L = 8$ (not shown in the figure). However, they become more prominent (sharper) as the system size increases. The loci of the discontinuities of $\Lambda^*(s)$ obtained from the analytical and numerical approaches are also the same.

6. Comparison between different dynamical phases

In this section we would like to comment on the differences between the dynamical phases (or the regions $I$, $II$ and $III$) introduced in the previous section. Before going into the details let us remind the readers that the steady-state of our model is unique and that the dynamical phase structure of the model is merely determined by the largest eigenvalue.
Figure 3. The largest eigenvalue of $\tilde{H}_s$ as a function of $s$ for $s \geq 0$ along the three lines $B$, $C$ and $D$ from the top to the bottom respectively. The dotted lines are the numerically obtained results for a system of length $L = 8$ while the full lines are the analytical results obtained in the thermodynamic limit. The insets show the first and the second derivatives of the largest eigenvalue with respect to $s$ which is obtained analytically in the thermodynamic limit.

of the modified Hamiltonian. Assuming that none of the terms in (5) is divergent (which turns to be the case for our model), the large deviation function of the system is also unique and independent of the initial configuration of the system and that it can be obtained from the Legendre transformation of the largest eigenvalue of the modified Hamiltonian.
The other point is that, as we have already mentioned, the right and the left eigenvectors of the modified Hamiltonian corresponding to the largest eigenvalue give the full information about the possible dynamical trajectories which start from or end to any configuration given that the average activity is kept fixed during the observation time. This information is encoded into the modified Hamiltonian itself and is independent of the initial configuration of the system provided that none of the terms in (5) is divergent. In what follows we will study the general properties of the modified Hamiltonian and discuss all possible events regardless of the initial configuration of the system which was assumed to be the steady-state.

The final remark is that we are studying the low-density phase $\omega_1 > \omega_2$ under the condition $s \geq 0$ which means that our results will be valid for $k < k^*$. Note also that $s$ and $k$ are related through $k = -\frac{d}{dz}\Lambda^*(s)$. As we mentioned, the right (left) eigenvector of $\tilde{H}_s$ associated with its largest eigenvalue is the probability vector of the final (initial) configurations knowing that $k$ has been kept fixed through the evolution of the system.

Although the right eigenvector of $\tilde{H}_s$ associated with its largest eigenvalue $|\Lambda^*(s)\rangle$ can be calculated exactly for any arbitrary positive $s$ in the thermodynamic limit, its left eigenvector $\langle\Lambda^*(s)|$ is more complicated to be calculated. As a matter of fact, as we have already seen, the right eigenvector $|\Lambda^*(s)\rangle$ lies in a small invariant subspace of the total configuration space. In contrast, the left eigenvector $\langle\Lambda^*(s)|$ should be written as a linear combination of $2^L$ properly chosen basis vectors associated with all possible configurations of the system. It turns out that finding a closed analytical expression for the coefficients of this expansion for a finite $L$ is a formidable task.

The probability of being in the configuration $\{\tau\} = \{\tau_1, \ldots, \tau_L\}$ at the end of a trajectory, provided that a fixed $k$ is observed during the observation time, can be calculated as follows. Considering the fact that for $s \geq 0$ the final configuration of the system can be only one of the states defined in (11), we define the expression

$$P_{\text{final}}(i|k) \equiv \frac{C_i(s)}{\sum_{j=0}^L C_j(s)} \quad \text{for} \quad 0 \leq i \leq L$$

which gives the probability that the final configuration in a trajectory is $\{\tau_1, \ldots, \tau_L\} = \{\{1\}_i, \{0\}_{L-i}\}$ provided that the average activity has been $k$. The coefficients $C_i(s)$’s are given in (21). On the other hand, the coefficients $a(z)$ and $a(z^{-1})$ in (21) are given in (22) and the proper $z$ in each region should be obtained from (25), hence for a system of size $L$, (35) can be calculated, in principle, using (21)–(25) in each region.

The probability that the initial configuration in a trajectory with a fixed $k$ is $\{\tau\} = \{\tau_1, \ldots, \tau_L\}$ will be denoted by $P_{\text{initial}}(\{\tau\}|k)$. It turns out that in the thermodynamic limit this quantity can be only calculated analytically for $s \to +\infty$ and $s = 0$; however, they can be obtained numerically for any $L$ and $s$.

Let us start with $s = 0$ where the only dynamical phase is the region $I$. Regardless of the values of $\alpha$ and $\beta$ the system is in the low-density phase and the average activity is given by $k^*$ in the first line of (17). Since at $s = 0$ we have $|\Lambda^*(s = 0)\rangle = |P^*\rangle$, using the matrix method one finds that

$$P_{\text{final}}(i|k^*) = \frac{(1 - \eta^2)(1 - \xi)^{1-\delta_{0,1}}(1 - \xi^{1-\delta_{L,1}})\eta^{2i}}{(1 - \xi)(1 - \frac{\xi}{\eta^2}) - (1 - \xi)(1 - \frac{\xi}{\eta^2})\eta^{2L+2}}$$

for $0 \leq i \leq L$.
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for $0 \leq i \leq L$. It is clear that in the low-density phase where $\eta < 1$ and in the large-$L$ limit, this exponentially decaying function is almost zero everywhere except near the left boundary where $i$ is close to zero. This means that the lattice is almost deserted or only a few particles are present near the left boundary. The left eigenvector of $\langle \tilde{\Lambda}^*(s = 0) \rangle$ can be obtained by noting that $\tilde{H}_s=0$ is a stochastic matrix, hence we have

$$\langle \tilde{\Lambda}^*(s = 0) \rangle = \left( \begin{array}{ccc} 1 & 1 & \cdots & 1 & 1 \end{array} \right)_{1 \times 2^L}.$$  

This implies that the probability for being in any configuration $\{\tau\}$ at the beginning of a trajectory is $P_{\text{initial}}(\{\tau\}|k^*) = 2^{-L}$. This statement simply means that in order to observe the typical activity during the observation time, the system can start, in principle, from any configuration and there is no difference from where it starts a trajectory. None of the initial configurations of the system is preferable. There is no contradiction here with the fact that in (5) the initial configuration of the system can be the steady-state.

Our numerically exact investigations show that at a finite $s$ the initial configuration of the system at the beginning of a trajectory can be basically any arbitrary $\{\tau\}$. However, as $s$ increases toward positive infinity the initial configurations of different trajectories can be only one of the states defined in (11).

Let us now define $\epsilon \equiv e^{-s}$ where $0 \leq \epsilon \leq 1$ when $s \geq 0$. Considering the large-$s$ limit corresponds to the very small activities and obviously the rare events. Either using the exact results obtained in the previous section in the thermodynamic limit or the conventional perturbation method one finds, up to the order $\epsilon^2$

$$\Lambda_1(\epsilon) \simeq -\alpha - \frac{\alpha \omega_1}{\alpha - \omega_1 - \omega_2} \epsilon^2 + O(\epsilon^4),$$

$$\Lambda_2(\epsilon) \simeq -\beta - \frac{\beta \omega_2}{\beta - \omega_1 - \omega_2} \epsilon^2 + O(\epsilon^4),$$

$$\Lambda_{\text{ph}}(\epsilon) = -(\omega_1 + \omega_2) + 2\sqrt{\omega_1 \omega_2} \epsilon.$$  \hspace{1cm} (37)

As can be seen in (37) the first correction to the largest eigenvalue of $\tilde{H}_\infty$, is of order $\epsilon^2$ in the regions $I$ and $II$, while it is of order $\epsilon$ in the region $III$. We have also found that, up to the order $\epsilon^2$, the right eigenvector of $\tilde{H}_s$ in the region $I$ is given by

$$|\Lambda^*(\epsilon)\rangle \propto |000 \cdots 0\rangle - \frac{\alpha \epsilon}{\alpha - \omega_1 - \omega_2} |100 \cdots 0\rangle + \frac{\omega_1 (\alpha - 2 \omega_2) \epsilon^2}{(\alpha - \omega_1 - \omega_2)^2} |000 \cdots 0\rangle$$

$$\quad + \frac{\alpha \omega_2 \epsilon^2}{(\alpha - \omega_1 - \omega_2)^2} |110 \cdots 0\rangle + O(\epsilon^3).$$  \hspace{1cm} (38)

while its corresponding eigenvalue is given by the first expression in (37). The eigenvector $|\Lambda^*(\epsilon)\rangle$ associated with the largest eigenvalue of $\tilde{H}_s$ in the region $II$, given by the second
expression in (37), is

\[ |\Lambda^*(\epsilon)\rangle \propto |1\cdots111\rangle - \frac{\beta \epsilon}{\beta - \omega_1 - \omega_2} |1\cdots110\rangle + \frac{\omega_2(\beta - 2\omega_1)\epsilon^2}{(\beta - \omega_1 - \omega_2)^2} |111\cdots1\rangle \]

\[ + \frac{\beta \omega_1 \epsilon^2}{(\beta - \omega_1 - \omega_2)^2} |1\cdots100\rangle + O(\epsilon^3) . \]

We have found that in the region III, up to the order \( \epsilon^0 \), the eigenvector of \( \tilde{\mathcal{H}}_s \) associated with its largest eigenvalue, which is given by \( \Lambda_{\text{Ph}}(\epsilon) \) in (37), has the following form

\[ |\Lambda^*(\epsilon)\rangle = \sum_{i=1}^{\infty} i(\eta - 1)^2 \eta^{i-1} |\{1\}_i,0\cdots0\rangle . \]  

The reader should note that the above expansion does not contain a fully occupied lattice. It is also worth mentioning that for a system of size \( L \) the largest eigenvalue of \( \tilde{\mathcal{H}}_s \) and its corresponding eigenvector in the region III can be obtained using the perturbation method and one finds

\[ \Lambda_{\text{Ph}}(\epsilon) \simeq \ - (\omega_1 + \omega_2) + 2\sqrt{\omega_1 \omega_2} \cos \left( \frac{\pi}{L} \right) \epsilon + O(\epsilon^2) , \]  

\[ |\Lambda^*(\epsilon)\rangle = \sum_{i=1}^{L-1} \frac{1 + \eta^2 - 2\eta \cos \left( \frac{\pi}{L} \right)}{1 + \eta^L} \times \frac{\sin \left( \frac{\pi}{L} \right)}{\sin \left( \frac{\pi}{L} \right)} \times \eta^{i-1} |\{1\}_i,\{0\}_{L-i}\rangle + O(\epsilon) \]

up to the order \( \epsilon \) and \( \epsilon^0 \) respectively. One can readily check that in the thermodynamic limit \( L \to \infty \) these expressions converge to the third expression in (37) and (40) respectively.

As \( s \to +\infty \), in the region I the largest eigenvalue of \( \tilde{\mathcal{H}}_\infty \) is equal to \( -\alpha \). Its corresponding right eigenvector will be denoted by \( |00\cdots0\rangle \) which represents an empty lattice. It turns out that the left eigenvector of \( \tilde{\mathcal{H}}_\infty \) with the eigenvalue \( -\alpha \) is also given by \( \langle 00\cdots0 | \). This means that the trajectories with almost zero activity start from an empty lattice and end to an empty lattice. In the region II, the right (left) eigenvector of \( \tilde{\mathcal{H}}_\infty \) is given by \( |11\cdots1\rangle \ (\langle 11\cdots1 |) \) representing a fully occupied lattice. The corresponding eigenvalue is \( -\beta \). In this phase the zero activity comes from those trajectories which start from a completely occupied lattice and also end to the same configuration. The situation in the region III is slightly different. The right eigenvector of \( \tilde{\mathcal{H}}_\infty \) with the eigenvalue \( -(\omega_1 + \omega_2) \) is highly degenerate although this degeneracy can be easily removed as we have done in (41) for a finite system. For an infinite system by using (40) one finds

\[ P_{\text{final}}(i|0) = i(\eta - 1)^2 \eta^{i-1} \text{ for } 1 \leq i \leq \infty . \]

This distribution is picked around the point \( i^* = |\ln \eta|^{-1} \) and it is almost zero elsewhere.

In summary, for a finite \( s \) and in the large-\( L \) limit in the region I, it is more probable that the configuration of the system at the beginning of a trajectory is an almost empty lattice. Considering the fact that the largest eigenvalue of \( \tilde{\mathcal{H}}_s \) in this region, given by \( \Lambda_1(s) \) in (28), depends only on \( \alpha \) one might conclude that the activity of the system in this region is mainly produced by those trajectories during which the system has almost been empty and that only the particle injection has generated the activity. In the region II we have found that it is more probable that the initial configuration in a trajectory is an almost fully occupied lattice. The largest eigenvalue of \( \tilde{\mathcal{H}}_s \) in this region is given by (29)
which clearly depends only on $\beta$. This implies that the right boundary or the extraction of particles will play the major role in creating the activity of the system in this region. Finally, in the region $III$ it is more probable that the trajectories start from (and end to) those configurations in which the lattice is neither fully occupied by the particles nor it is completely empty. The fact that the largest eigenvalue of $\tilde{\mathcal{H}}_s$, given by (30), does not depend on $\alpha$ and $\beta$ confirms the idea that the activity actually comes from the bulk of the system and the boundaries do not play the role.

As a closing remark we would like to comment on the dependence of the largest eigenvalue $\Lambda^*(s)$ in (37) on $\epsilon$. Let us write the right eigenvector of $\tilde{\mathcal{H}}_s$ associated with its largest eigenvalue in each phase as

$$|\Lambda^*(s)\rangle = |\Lambda^0\rangle + \epsilon |\Lambda^1\rangle + \epsilon^2 |\Lambda^2\rangle + \cdots$$

where $|\Lambda^0\rangle = |\Lambda^*(\infty)\rangle$. The conventional perturbation theory gives the largest eigenvalue as

$$\Lambda^*(s) = \Lambda^*(\infty) + \epsilon \langle \Lambda^0 | \tilde{\mathcal{H}}_s^O | \Lambda^0 \rangle + \epsilon^2 \langle \Lambda^0 | \tilde{\mathcal{H}}_s^O | \Lambda^1 \rangle + \cdots$$

in which $\tilde{\mathcal{H}}_s^O$ is the off-diagonal part of the matrix $\tilde{\mathcal{H}}_s$. In the region $I$ we have $|\Lambda^0\rangle = |00 \cdots 0\rangle$. The first correction to $\Lambda^*(\infty) = -\alpha$ is clearly zero since $\tilde{\mathcal{H}}_s^O$ cannot connect an empty lattice to an empty lattice. However, it does connect $|10 \cdots 0\rangle$ to $|00 \cdots 0\rangle$ (see (38)). This is the reason why the first correction to the eigenvalue in the phase $I$ is of the order $\epsilon^2$. The similar reasoning is true for the phase $II$. In the phase $III$, in contrast, the first correction to the eigenvalue $\Lambda^*(\infty) = -(\omega_1 + \omega_2)$ is of the order $\epsilon$ since the operator $\tilde{\mathcal{H}}_s^O$ can connect $|\Lambda^0\rangle$ given in (40) to itself.

7. The large deviation function

Having the largest eigenvalue of $\tilde{\mathcal{H}}_s$ in each region, one can easily use (7) to calculate the convex part of the large deviation function for the activity of the system along the lines $A$, $B$, $C$ and $D$ analytically. We have also done the same calculations along the above four lines numerically. As we have already mentioned the numerical calculations mean finding the largest eigenvalue of the modified Hamiltonian as a function of $s$ numerically and then applying the Legendre transformation to the resulting interpolating function.

Along the line $A$ the largest eigenvalue of $\tilde{\mathcal{H}}_s$ is given by $\Lambda_1(s)$ for $0 \leq s < +\infty$, since this line lies completely in the region $I$. There is no discontinuity in $\Lambda_1(s)$ of any type in this case. The large deviation function for the probability distribution of activity can be calculated by applying the Legendre transformation (7) to $\Lambda_1(s)$ given by (28) which results in

$$I_1(k) = \omega_2 M(\eta^{-1}, \zeta, k\omega_2^{-1})$$
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in which we have defined
\[ M(x, y, z) = \frac{1 - y}{2y} \left( y - x^2 + \frac{(y + x^2)^2(1 - y)}{zy + \sqrt{z^2y^2 + (1 - y)^2(y + x^2)^2}} \right) \]
\[- \frac{z}{2} \ln \frac{2x^2(zy + \sqrt{z^2y^2 + (1 - y)^2(y + x^2)^2})}{z(y + x^2)^2} \].

Along the line \( s = \) the large deviation function is a linear function of \( s \). As it is known [12], the fact that the first derivative of the largest eigenvalue with respect to \( s \) is discontinuous at \( s_c \) will result in a linear behavior for the large deviation function. This is actually the nonconvex part of the large deviation function which cannot be accessed using the Legendre transformation of the largest eigenvalue of the modified Hamiltonian. In summary, the large deviation function has three parts: two nonlinear parts \( I_1(k) \) and \( I_2(k) \) given by
\[ I_1(k) = \omega_2 M(\eta^{-1}, \xi, k\omega_2^{-1}) \quad \text{for} \quad k > k_{c_2}, \] (46)
\[ I_2(k) = \omega_1 M(\eta, \xi, k\omega_1^{-1}) \quad \text{for} \quad k < k_{c_1} \] (47)
in which
\[ k_{c_1} = \frac{2\alpha\omega_1(\alpha - \beta)(-\alpha\beta(\omega_1 - \omega_2) + \alpha\omega_1^2 - \beta\omega_2^2)}{[(\alpha + \omega_1 - \omega_2)(\alpha^2\omega_1^2 - \beta^2\omega_2^2) - 2\alpha\beta\omega_1(\alpha\omega_1 - \beta\omega_2)]}, \] (48)
\[ k_{c_2} = \frac{2\omega_2(\beta - \alpha)(-\alpha\beta(\omega_2 - \omega_1) - \alpha\omega_2^2 + \beta\omega_1^2)}{[(\beta - \omega_1 + \omega_2)(\beta^2\omega_2^2 - \alpha^2\omega_1^2) - 2\alpha\beta\omega_2(\beta\omega_2 - \alpha\omega_1)]} \] (49)
and a linear part which connects these two parts. In figure 4 (the first row) we have plotted the large deviation function \( I(k) \) as a function of \( k \) obtained from both analytical and numerical calculations. The large deviation function for \( k < k_{c_1} \) \( (k > k_{c_2}) \) is given by \( I_2(k) \) \( (I_1(k)) \). They both lie on the numerically obtained results. For \( k_{c_1} < k < k_{c_2} \) it can be seen that the numerical results do not lie on either of the analytical functions. This is the interval where the large deviation function is a linear function of \( k \).

Along the line \( C \) the second derivative of the largest eigenvalue of \( \mathcal{H}_s \) with respect to \( s \) has two discontinuities at \( s_\alpha \) and \( s_\beta \) (see the second row of figure 3). Since the first derivative of \( \Lambda^*(s) \) is continuous along this line, no linear behavior is observed in its corresponding large deviation function. The large deviation function has three parts along the line \( C \). For \( 0 \leq k \leq k_\beta \) it is given by \( I_2(k) \) while for \( k \geq k_\alpha \) it is given by \( I_1(k) \) in which
\[ k_\alpha = \frac{2\omega_2(\alpha - \omega_1 - \omega_2)}{\alpha - 2\omega_2} \] (50)
\[ k_\beta = \frac{2\omega_1(\beta - \omega_1 - \omega_2)}{\beta - 2\omega_1} \] (51)
Finally, for \( k_\beta \leq k \leq k_\alpha \) the large deviation function is given by
\[ I_{ph}(k) = \omega_1 + \omega_1 - k \left( 1 + \ln \frac{2\sqrt{\omega_1\omega_2}}{k} \right) \]. (52)
As in the previous case, we have plotted both the analytical and numerical results for the large deviation function along the line \( C \) in figure 4. In this case all three parts of the analytical large deviation function lie perfectly on the numerical results.
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Figure 4. The large deviation function $I(k)$ for the probability distribution of the activity along the lines $B$, $C$ and $D$ from the top to the bottom. The length of the system is $L = 8$. The black dotted line is the numerically obtained result. The colored lines are the analytical results. For the critical values of the activity $k$ see inside the text.

As we explained above, along the line $D$ we encounter a second-order phase transition when we move from the region $I$ to the region $III$. In terms of the largest eigenvalue of $\hat{H}_s$ it takes place at $s_\alpha$. Using the Legendre transformation (7) we have found that for $k > k_\alpha$ the large deviation function is given by $I_1(k)$ while for $0 \leq k \leq k_\alpha$ it is given
by $I_{\Phi}(k)$. As can be seen in figure 4 (the third row) the numerical results lie on the theoretical predictions along this line.

8. Concluding remarks

In this paper we have studied the dynamical phase transitions in a one-dimensional stochastic system which can be considered as a variant of the zero temperature Glauber model. The bulk reactions consist of asymmetric death and branching of particles. The particles can enter and leave the system from the boundaries. This system is non-ergodic; however, its configuration space is irreducible and that it has a unique (equilibrium) steady-state. In the steady-state the system undergoes a static phase transition in the thermodynamic limit which is controlled by the bulk reaction rates. Considering the activity of the system as a dynamical order parameter, we have found that the system might undergo a dynamical phase transition in the thermodynamic limit which is determined by both the boundary and bulk transition rates. It turns out that the dynamical phase diagram has three different regions or phases. The physical properties of each phase is studied in detail in the thermodynamic limit. We have found that the activity of the system is generated either by the reactions at the boundaries (in the regions I and II) or by the bulk reactions of the system (in the region III).

We have started with a system of length $L$ which has clearly a bounded configuration space. Taking the limit $t \to \infty$ one finds that the scaled cumulant generating function is given with the largest eigenvalue of the modified Hamiltonian. We will then take the thermodynamic limit $L \to \infty$. It seems that in the thermodynamic limit the configuration space of our system becomes infinitely large; however, we have carefully checked that neither $\sum_C \langle C | \Lambda^*(s) \rangle$ nor $\langle \Lambda^*(s) | P^* \rangle$ diverge (at least for $s \geq 0$). From one hand, since $|\Lambda^*(s)\rangle$ is calculated exactly in all three dynamical phases in the thermodynamic limit, one can easily check that $\sum_C \langle C | \Lambda^*(s) \rangle$ never diverges. On the other hand, if we consider $\langle \Lambda^*(s) | P^* \rangle$ as a power series of $\epsilon$ we can easily see that for $\epsilon = 0$ the expression $\langle \Lambda^*(\infty) | P^* \rangle$ is clearly finite and equal to the probability of having a completely empty or a fully occupied lattice in the phases I and II respectively. Our exact analytical calculations in the phase III show that $\langle \Lambda^*(\infty) | P^* \rangle$ is also convergent. For $\epsilon = 1$ one finds that $\langle \Lambda^*(s) \rangle = \sum_C \langle C \rangle$ which results in $\langle \Lambda^*(\infty) | P^* \rangle = 1$.

In summary, the expression (5) is not divergent regardless of the value of $s$ or the initial configuration of the system. Hence, the dominant eigenvalue of the modified Hamiltonian of the system generates, through the Gärtner–Ellis Theorem, a large deviation function for the activity of the system [12]. We have calculated the convex part of the large deviation function for the probability distribution function of the activity in each phase. Our analytical calculations are compared with the results obtained from numerical diagonalization of the modified Hamiltonian.

In [23] the authors have studied the dynamics of instantaneous condensation in a single-site zero-range process conditioned on an atypical current. The effective dynamics of their model maps to a biased random walk on a semi-infinite lattice. Since the dynamics of our model for $s > 0$ (the activities lower-than-typical value) can be explained in terms of the dynamics of a single shock moving on a finite lattice with reflecting boundaries,
it can be considered as a conserved zero-range process with two sites and $L$ particles. From this point of view, the condensation (accumulation of the particles in a single site) in this zero-range process can be seen in the dynamical phases $I$ and $II$ in the limit $s \to \infty$ where the activity goes to zero. Note that this phenomenon is happening in the low-density phase $\omega_1 > \omega_2$ where the system is typically empty.

Finally, in [24] the authors have studied the finite-time evolution of shocks and antishocks in the asymmetric simple exclusion process on a ring conditioned on an atypically low particle current. It seems that the lower-than-typical activity region in our model ($s > 0$) is governed by the evolution of a single shock which performs random walk on the lattice. The higher-than-typical activities, on the other hand, should be generated by the evolution of multiple shocks in the system. One should note that the antishocks in our model do not evolve in time under the dynamical rules (10) unless one considers the reactions $\mathcal{O}A \to AA$ and $\mathcal{O}A \to \mathcal{O}\mathcal{O}$.

There are still many open problems that can be studied separately. Most of our calculations are performed in the thermodynamic limit. It would be interesting to study the finite-size effects i.e. the dependence of the eigenvalues and the eigenvectors of the modified Hamiltonian of the system on the length of the lattice $L$ in all three dynamical phases [25]. On the other hand, the case $s < 0$ which corresponds to the average activity above the typical value has not been studied in this paper and needs a careful and detailed study. The largest eigenvalue of the modified Hamiltonian for negative values of $s$ generates the large deviation for the fluctuations of the activity above its typical value.

**Appendix A. The boundaries of the regions $I$, $II$ and $III$**

As we mentioned, depending on the values of the microscopic transition rates and the counting field the largest eigenvalue of $\mathcal{H}_s$ is given by a different expression in the thermodynamic limit. Defining

$$U(s, \zeta) \equiv \frac{e^{2s} (1 - \eta^2) \left( \sqrt{(\zeta + \eta^{-2})^2 - 4\zeta e^{-2s}\eta^{-2} + \zeta} - e^{2s} (\eta^{-2} + 1) + 2 \right)}{2 (e^{2s} (\zeta(\eta^{-2} - 1) - \eta^{-2}) + 1)}$$

these regions are:

- **Region $I$:** In this region $\Lambda^*(s) = \Lambda_1(s)$. This region is defined by

  $$s < \ln \eta^{-1}, \frac{1 - \xi}{1 - \zeta} > U(s, \zeta)$$

  $$s > \ln \eta^{-1}, 1 - \zeta < \frac{2 - (\eta + \eta^{-1}) e^s}{1 - \eta e^s}, \frac{1 - \xi}{1 - \zeta} > U(s, \zeta)$$

- **Region $II$:** In this region $\Lambda^*(s) = \Lambda_2(s)$. This region is defined by

  $$1 - \zeta < \frac{2 - (\eta + \eta^{-1}) e^s}{1 - \eta^{-1} e^s}, \frac{1 - \xi}{1 - \zeta} < U(s, \zeta)$$
Region $III$: In this region $\Lambda^*(s) = \Lambda_{ph}(s)$. This region is defined by

$$s > \ln \eta^{-1}, 1 - \zeta > \frac{2 - (\eta + \eta^{-1}) e^s}{1 - \eta e^s}, 1 - \zeta > \frac{2 - (\eta + \eta^{-1}) e^s}{1 - \eta^{-1} e^s}.$$ 
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