Sobolev norms explosion for the cubic NLS on irrational tori
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Abstract
We consider the cubic nonlinear Schrödinger equation on 2-dimensional irrational tori. We construct solutions which undergo growth of Sobolev norms. More concretely, for every $s > 0$, $s \neq 1$ and almost every choice of spatial periods we construct solutions whose $H^s$ Sobolev norms grow by any prescribed factor. Moreover, for a set of spatial periods with positive Hausdorff dimension we construct solutions whose Sobolev norms go from arbitrarily small to arbitrarily large. We also provide estimates for the time needed to undergo the norm explosion.

Note that the irrationality of the space periods decouples the linear resonant interactions into products of 1-dimensional resonances, reducing considerably the complexity of the resonant dynamics usually used to construct transfer of energy solutions.

However, one can provide these growth of Sobolev norms solutions by using quasi-resonances relying on Diophantine approximation properties of the space periods.
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1 Introduction
In the last decades there has been a lot of effort in understanding transfers of energy phenomena for linear and nonlinear PDEs on compact manifolds. A fundamental issue consists on constructing solutions mainly Fourier supported on a set of resonant modes that exchange energy among themselves as time evolves. Many works

*The authors are supported by the European Research Council (ERC) under the European Union’s Horizon 2020 research and innovation programme under grant agreement No 757802.
have been devoted to constructing different possible qualitative behaviors of such transfers. In [26], [25], [35] the authors provide existence of periodic in time transfers of energy (usually called beating effects) for nonlinear Schrödinger (NLS) equations on \( \mathbb{T} := \mathbb{R}/2\pi\mathbb{Z} \). More recently, in [23], the authors prove the existence of solutions exhibiting chaotic-like exchanges of energy for the cubic Wave and Beam equation on \( \mathbb{T}^2 := \mathbb{T} \times \mathbb{T} \) (see also [24]). We mention also [22], where the exchange of energy among couples of resonant modes relies on the presence of fast diffusion channels for the first order normal form of some nonlinear resonant PDEs on \( \mathbb{T} \).

A fundamentally different question is to investigate whether it is possible to construct solutions exhibiting transfer of energy between modes of characteristically different scales. This phenomenon, known as forward (backward) cascade when the energy is transferred from low to high (high to low) modes, may lead to the growth of higher order Sobolev norms as time evolves.

The importance of such phenomenon has been highlighted by Bourgain [9], who proposed the following question as one of the main problems for the XXI century in the study of Hamiltonian PDEs.

**Question 1.** Are there solutions \( u(t) \) of the cubic defocusing nonlinear Schrödinger equation

\[
\mathbf{i} u_t = \Delta u - |u|^2 u \quad \text{on} \quad \mathbb{T}^2
\]

such that

\[
\limsup_{t \to \infty} \|u(t)\|_{H^s(\mathbb{T}^2)} = \infty
\]

for some \( s > 1 \)?

Several works have been devoted to find polynomial upper bounds for the growth of high order Sobolev norms (we mention for instance [7], [10], [12], [45], [46], [44]). The results for lower bounds on the growth are more scarce. The first ones are due to Bourgain [6], [7] and Kuksin [40], [39], [41].

In 2010, Colliander, Keel, Staffilani, Takaoka, Tao [11] provided the following outstanding result in the direction of the Bourgain conjecture.

**Theorem 1.1.** Let \( s > 1 \) and \( C \gg 1 \), \( \mu \ll 1 \). Then, there exists a solution \( u(t) \) of the cubic NLS on \( \mathbb{T}^2 \) and \( T > 0 \) such that

\[
\|u(0)\|_{H^s(\mathbb{T}^2)} \leq \mu, \quad \|u(T)\|_{H^s(\mathbb{T}^2)} \geq C.
\]

The solutions given by Theorem 1.1 undergo an arbitrarily large, but finite, growth of Sobolev norms after certain time. These solutions follow closely the orbits of a resonant model (called Toy model in [11]) which is obtained by restricting the resonant Hamiltonian to the finite dimensional subspace of functions with a certain finite Fourier support \( \Lambda \subset \mathbb{Z}^2 \), that has to satisfy several combinatorial properties. The construction of the set \( \Lambda \) and the analysis of the dynamics of the resonant model are crucial steps of the proof of Theorem 1.1.

We observe that Theorem 1.1 can be seen as a result of Lyapunov instability in the \( H^s \) topology for the origin \( u = 0 \) of the cubic NLS, which is an elliptic fixed point. Thus we refer to orbits displaying the norms explosion, as the ones given in Theorem 1.1, as unstable solutions.

In [30] (see also the erratum [31]) the authors provided estimates for the instability time \( T \) by making a deep analysis of the dynamics of the finite dimensional resonant model. In particular they proved that in the case the initial \( H^s \)-norm is not assumed to be small then the instability time \( T \) has a polynomial upper bound with respect to the growth \( C/\mu \)

\[
T \lesssim (C/\mu)^c \quad \text{for some constant} \quad c = c(s) > 0,
\]

otherwise the upper bound is super exponential in the growth

\[
T \lesssim e^{(C/\mu)^c} \quad \text{for some constant} \quad c = c(s) > 0.
\]

In [27] the second author of the present paper proved the existence of solutions of the cubic NLS on \( \mathbb{T}^2 \) with convolution potential undergoing arbitrarily large growth of Sobolev norms. Theorem 1.1 has been extended to the quintic NLS by Haus-Procesi [34] and, later, to any NLS with analytic nonlinearity by Guardia-Haus-Procesi [29].

Concerning results of \( H^s \)-instability for different objects rather than elliptic fixed points, we mention Hani [32] and Guardia-Hani-Haus-Maspero-Procesi [28].

The aforementioned results concerns large but finite growth of Sobolev norms. Existence of solutions displaying an unbounded growth, in the spirit of the Bourgain’s conjecture, have been proved for linear time-dependent equations [8], [14], [1], [42], [17], [49], [48], [43], and, for nonlinear PDEs, by Hani-Pausader-Tzvetkov-Visciglia.
As we have already said, the construction of unstable orbits is usually based on the study of the resonant dynamics of the PDE. It is reasonable then to argue that the more complicated the resonant structure of a system is, the richer should be its resonant dynamics. This is why in general we expect to be more difficult to appreciate dynamics of the PDE. It is reasonable then to argue that the more complicated the resonant structure of a system equation.

\[ \lambda \]

where

\[ \lambda \] is an irrational vector, i.e. \( \lambda \cdot k \neq 0 \) for all \( k \in \mathbb{Z}^{2} \setminus \{0\} \). Indeed, as it was observed in [47], in the case in which \( \lambda_{1}^{2}/\lambda_{2}^{2} \) is not an integer, a resonant relation

\[ \lambda_{1}^{2}(j_{1}^{2} - j_{2}^{2} + j_{3}^{2} - j_{4}^{2}) + \lambda_{2}^{2}(k_{1}^{2} + k_{2}^{2} - k_{3}^{2} + k_{4}^{2}) = 0, \]

decouples into two “one-dimensional” resonant relations

\[ j_{1}^{2} - j_{2}^{2} + j_{3}^{2} - j_{4}^{2} = 0 \quad \text{and} \quad k_{1}^{2} + k_{2}^{2} - k_{3}^{2} + k_{4}^{2} = 0. \]

Therefore there exist only the resonant quartets \( (j_{1}, k_{1}), (j_{1}, k_{2}), (j_{2}, k_{1}), (j_{2}, k_{2}) \), that are vertices of rectangles with horizontal and vertical edges.

It is a general belief that the irrationality of the torus should mitigate the boundary effects and produce a sort of weak dispersion. Recent works on the analysis of the spreading of energy to high modes and Sobolev stability results for PDEs on irrational tori support this intuition.

Recently Staffilani and collaborators started investigating the spreading of energy for solutions of the cubic NLS on irrational tori. In [47] Staffilani-Wilson remark that it is not possible to apply the overall strategy of [11] to obtain solutions undergoing growth of Sobolev norms. This is due to the lack of “enough” resonant quartets that are the building blocks for the construction of the aforementioned set \( \Lambda \). Moreover they give a quantitative estimate of the energy spreading in the time scale of local theory. In [36] Hrbáček, Pan, Staffilani and Wilson refine the above analysis and perform numerical experiments. They are able to keep track in a good quantitative way on how far the bulk of the support of solutions with initial conditions of any size may travel after an arbitrary fixed time.

Another evidence of obstructions to instability of NLS equations on irrational tori is provided by the works of Deng [15] and Deng-Germain [16], where the authors prove that on 3-dimensional irrational tori the polynomial in time upper bounds for the growth of Sobolev norms have a smaller degree compared to the rational case. We also mention [4] for polynomial time estimates on the growth of Sobolev norms of solutions of linear Schrödinger equation with time-dependent potential on irrational tori and recent works of long time stability in Sobolev spaces, based on normal form methods [19], [18], [3], [13].

In this paper we prove the existence of solutions of the cubic NLS on (almost all) 2-dimensional irrational tori undergoing an arbitrarily large (but finite) growth of their Sobolev norms. The key idea is to apply the mechanism of [11] for a quasi-resonant model and to obtain such model normalizing just a finite number of terms of the Hamiltonian. This avoids small divisor problems that appear in performing a Birkhoff normal form for NLS on irrational tori. Then, we use some arguments of Diophantine approximation to prove that the dynamics of our quasi-resonant model approximates well the dynamics of the cubic NLS for a certain range of time.

2 Main Results

Let us consider the cubic NLS equation

\[ iu_{t} = \Delta u - |u|^{2}u, \quad u = u(t, x, y), \quad (x, y) \in \mathbb{T}_{t, \omega}^{2} = \mathbb{T} \times \mathbb{T}_{\omega}. \] (2.1)

We consider the following Fourier expansion for functions \( u : \mathbb{T}_{t, \omega}^{2} \to \mathbb{C} \)

\[ u(x, y) = \sum_{n = (j, k) \in \mathbb{Z}^{2}} a_{n} e^{i(jx + ky)}; \quad a_{n} := \frac{1}{2\pi \omega} \int_{\mathbb{T} \times \mathbb{T}_{\omega}} u(x, y) e^{-i(jx + ky)} \, dx \, dy. \]

\[ ^{1} \text{Actually in the case of the cubic NLS the system is completely integrable and the Sobolev norms are controlled for all time.} \]
The Hamiltonian of equation (2.1) with respect to the symplectic form \(-i \sum_{n \in \mathbb{Z}^2} da_n \wedge d\overline{a_n}\) is given by

\[
H = H^{(2)} + H^{(4)}
\]

where

\[
H^{(2)} = \sum_{n \in \mathbb{Z}^2} \lambda(n)|a_n|^2 \quad \text{with} \quad \lambda(n) = |j|^2 + \omega^2|k|^2
\]

\[
H^{(4)} = \sum_{n_1-n_2+n_3-n_4=0} a_{n_1} \overline{a_{n_2}} a_{n_3} \overline{a_{n_4}}.
\]

Let \(s \geq 0\), we define the Sobolev spaces

\[
H^s := H^s(\mathbb{T}^2_{(1,\omega)}):= \left\{ u = \sum_{n:=(j,k)\in \mathbb{Z}^2} a_n e^{i(jx+\omega ky)} : \|u\|_s^2 = \sum_{n\in \mathbb{Z}^2} |a_n|^2 \langle n \rangle^{2s} < \infty \right\}
\]

where

\[
\langle n \rangle := \max\{1,|n|\}.
\]

As in [30] we provide two results, that differ from requiring or not the smallness of the norm of the initial conditions. In the case of arbitrarily small data solutions we see that the bounds on the time of instability worsen when we consider stronger Diophantine conditions on the tori lengths. We restrict ourselves to \(\omega \in [1, +\infty)\) since one can scale any torus to obtain one with this property.

**Theorem 2.1.** There exists a set of irrational numbers \(\mathcal{S} \subset [1, +\infty)\), which has full measure and Hausdorff dimension 1, such that for all \(\omega \in \mathcal{S}\) the following holds.

Let \(s > 0, s \neq 1\) and fix \(C \gg 1\). Then the cubic NLS (2.1) on the irrational torus \(\mathbb{T}^2_{(1,\omega)}\) possesses a solution \(u(t)\) such that

\[
\|u(T)\|_s \geq C\|u(0)\|_s,
\]

where

\[
T \leq \exp\left( C^{\beta} \right)
\]

for some constant \(\beta = \beta(s) > 0\). Moreover, there exists a constant \(\eta = \eta(s) > 0\) such that

\[
\|u(t)\|_0 \leq C^{-\eta} \quad \text{for all} \quad t \in [0,T].
\]

Next theorem imposes that the initial \(s\)-Sobolev norm of the solution is arbitrarily small and explodes after certain (long) time.

**Theorem 2.2.** Fix \(s > 0, s \neq 1\). There exists a set \(\mathcal{S}_{2s} \subset [1, +\infty)\), which has Hausdorff dimension \((1 + s)^{-1}\), such that for all \(\omega \in \mathcal{S}_{2s}\) the following holds.

Fix \(C \gg 1\) and \(\mu \ll 1\). Then, there exists a solution \(u(t)\) of the cubic NLS (2.1) on the irrational torus \(\mathbb{T}^2_{(1,\omega)}\) and \(T > 0\) such that

\[
\|u(0)\|_s \leq \mu, \quad \|u(T)\|_s \geq C.
\]

Moreover, for any \(\tau > 2s\), there exists a subset \(\mathcal{S}_\tau \subset \mathcal{S}_{2s}\) with Hausdorff dimension \(2(2 + \tau)^{-1}\), such that if \(\omega \in \mathcal{S}_\tau\), the time \(T\) satisfies

\[
T \leq \exp\left( \frac{1}{\tau - 2s} \left( \frac{C}{\mu} \right)^{\tilde{\beta}} \right)
\]

for some constants \(\tilde{\beta}(s) > 0\).

Some comments are in order.

- The set \(\mathcal{S}\) and the family of sets \(\mathcal{S}_\tau\) are defined through Diophantine approximation conditions of \(\omega\) and are specified in Section 2.1 below.

- Even if Theorem 2.1 does not assume any smallness assumption on the \(H^s\)-norm of the initial datum, we are not able to provide polynomial upper bounds on the diffusion time as in [30]. This comes from the fact that our Toy model is not resonant, but just quasi-resonant. This is independent from the fact that we consider small or not the norm of the initial data.
• Deng and Germain [15], [16] showed that the growth of Sobolev norms for solutions of NLS is expected to be weaker on irrational tori. It is not easy to compare the time estimates that we obtain with these results because (i) our estimates are not optimal and are actually close to the ones obtained in the rational case, (ii) the upper bounds on the growth provided in [15], [16] are for infinite time, while we are able to control the evolution for large, but finite, time.

• Theorems 2.1 and 2.2 can be seen as a transfer of energy counterpart to the “energy localization” result provided in [36]. Indeed, [36] (see also [47]) gives a control on the energy spreading from low to high modes for equation (2.1) on irrational tori. More precisely, the authors prove that the solutions which are supported at initial time at “low” Fourier modes (\(|(j,k)| \leq N\) for some given \(N\)) can only excite “very high modes” (\(|(j,k)| \geq M\) for a much larger \(M\), depending on \(N\) and the size of the initial Sobolev norm) after very long time.

The result in [36] does not contradict ours for two reasons. First, the time needed to attain growth in Theorems 2.1 and 2.2 is much larger than the stability time in [36]. Second, we attain growth of Sobolev norms by exciting high modes which are lower than the ones analyzed in [36].

The fine analysis of the time estimates and the size of the excited Fourier modes that we carry out allow us to suitably modify the approach in [11] to obtain growth of Sobolev norms by drifting along the quasi-resonances of (2.1).

• Our Toy model is obtained through a partial normalization of the Hamiltonian of degree four. In particular we just need to normalize a finite number of terms in this Hamiltonian. This avoids small divisor problems, that may cause loss of derivatives and unboundness of the Birkhoff transformation. Indeed the irrationality of the torus implies that the combinations of linear frequencies accumulate to zero. This is in contrast with the case of the NLS on \(T^2\), where the linear eigenvalues are all integer numbers.

2.1 Classical results on Diophantine approximation

A key point in the proofs of Theorems 2.1 and 2.2 is to use Diophantine approximation properties for the length \(\omega\) of the irrational torus. We devote this section to state several classical results in Diophantine approximation (we mention [2] for a modern survey on the subject). They will allow us to describe the sets \(S\) and \(\tilde{S}\) introduced in the theorems.

Definition 2.3. Let \(\psi: \mathbb{N} \rightarrow \mathbb{R}^+ := (0, \infty)\) be a decreasing function. We say that \(\omega \in \mathbb{R}\) is \(\psi\)-approximable if there exist infinitely many \((p, q) \in \mathbb{Z} \times \mathbb{N}\) such that
\[
|\omega - \frac{p}{q}| \leq \frac{\psi(q)}{q}.
\]
We say that \((p, q)\) is a \(\psi\)-convergent of \(\omega\).

Note that the classical Dirichlet approximation theorem states that all irrational numbers are \(\psi\)-approximable with \(\psi(q) = q^{-1}\).

Definition 2.4. Let \(\psi: \mathbb{N} \rightarrow \mathbb{R}^+\) be a decreasing function. Let us define
\[
W(\psi) = \{\omega \in [1, \infty) : \omega \text{ is } \psi \text{-approximable}\}.
\]
We denote by \(m(\cdot)\) the Lebesgue measure on \(\mathbb{R}\) and by \(W(\psi)^c\) the complementary of \(W(\psi)\) in \([1, \infty)\). We recall the following classical result in Diophantine approximation theory.

Theorem 2.5 (Khinchin [38]). Let \(\psi: \mathbb{N} \rightarrow \mathbb{R}^+\) be a decreasing function. Then
\[
m(W(\psi)) = 0 \quad \text{if} \quad \sum_{q \in \mathbb{N}} \psi(q) < \infty,
\]
\[
m(W(\psi)^c) = 0 \quad \text{if} \quad \sum_{q \in \mathbb{N}} \psi(q) = \infty.
\]
For Theorem 2.1, we consider the function

$$\psi(q) = \frac{c}{q \log q}$$

(2.7)

for some \(c \geq 1\). We say that \(\omega\) is \((\log, c)\)-approximable if \(\omega\) is \(\psi\)-approximable with \(\psi\) as in (2.7). The set \(S\) considered in this theorem is just the set of \((\log, c)\)-approximable numbers for some \(c \geq 1\). By Khinchin theorem the set of \((\log, c)\)-approximable numbers has full Lebesgue measure and maximal Hausdorff dimension.

For Theorem 2.2 we have to be more restrictive. We consider the function

$$\psi(q) = \frac{c}{q^{1+\tau}}$$

(2.8)

for some \(c \geq 1, \tau > 0\). We say that \(\omega\) is \((\tau, c)\)-approximable if it is \(\psi\)-approximable with \(\psi\) as in (2.8). Then, we define the set \(\tilde{S}_\tau\) introduced in Theorem 2.2 as the set of \(\omega \in [1, +\infty)\) which are \((\tau', \tau')\)-approximable numbers for some \(\tau' > \tau\) and \(c \geq 1\) and are not \(\tilde{\psi}\)-approximable with

$$\tilde{\psi}(q) = \frac{1}{q^{1+\tau'}}.$$

Note that the set of \(\tilde{\psi}\)-approximable numbers is contained in the set of Liouville numbers, hence it has zero Lebesgue measure. By Kinchin theorem also the set \(\tilde{S}_s\) has measure zero. Regarding the Hausdorff dimension of such sets we have the following classical result.

**Theorem 2.6** (Jarník-Besicovitch [37], [5]). Let \(\tau > 0\), then the Hausdorff dimension of the set of \((\tau, 1)\)-approximable numbers is \(2(\tau + 2)^{-1}\).

Therefore the set of \(\tilde{\psi}\)-approximable numbers has 0 Hausdorff dimension, while the set \(\tilde{S}_s\) has Hausdorff dimension \((1 + s)^{-1}\).

### 2.2 Heuristics

Now we give the main ideas on how we construct the unstable solutions of Theorems 2.1 and 2.2. These solutions have the following form

$$u(t, x, y) = v(t, x, y) + R(t, x, y), \quad v(t, x, y) := \sum_{n \in \Lambda} a_n(t) e^{i(jx + \omega ky)},$$

where \(\Lambda \subset \mathbb{Z}^2\) is a finite set and \(R(t)\) is a function which is small, at least for some time, in the Banach space \(\ell^1\) (see the definition in (3.7)), which has a weaker topology with respect to the Sobolev spaces \(H^s\). The compactly Fourier supported function \(v(t)\) is the solution of a particular truncation of the NLS Hamiltonian. Then it is an approximate solution of the full cubic NLS.

More precisely the function \(v(t)\) is solution of the system obtained by restricting the Hamiltonian terms of degree 4, after a normalization procedure, to the finite dimensional subspace

$$V_\Lambda := \{a_n = 0, \ n \notin \Lambda\},$$

which is generated by setting all the modes out of \(\Lambda\) at rest. The normalization procedure consists in eliminating all the monomials of degree 4 with exactly one \(a_n\) with \(n \notin \Lambda\) (see (2.2)). Thanks to the conservation of momentum it is easy to see that there is a finite number of such terms. More precisely the Hamiltonian is transformed as

$$H^{(2)} + H^{(4)} \rightarrow H^{(2)} + \mathcal{N} + \mathcal{R},$$

where \(\mathcal{N}\) is the partially normalized Hamiltonian of degree 4 and \(\mathcal{R}\) is a function of order 6 at the origin. Then \(V_\Lambda\) is invariant under the flow of the truncated normalized Hamiltonian \(\mathcal{N}\).

We refer to the system obtained by the restriction on \(V_\Lambda\) as our quasi-resonant model, that will describe the effective dynamics of the modes in \(\Lambda\). This is the counterpart of the Toy model of [11]. A crucial difference is

---

2We remark that this implies that the closeness in \(\ell^1\) does not imply closeness in \(H^s\).
that the set $\Lambda$ in our case is not made by resonant quartets, but only by modes that are close to be resonant. More precisely it will be resonant with respect to the quadratic Hamiltonian

$$\sum_{n \in \mathbb{Z}^2} \tilde{\lambda}(n)|a_n|^2, \quad \tilde{\lambda}(n) := j^2 + \frac{p^2}{q^2}k^2,$$

(2.9)

where $(p, q) \in \mathbb{Z}^2$ is a suitable $\psi$-convergent of $\omega$ (see Definition 2.3). The closeness to resonances of the cubic NLS on $T^2_1(\omega)$ is measured by the quality of the approximation of $\omega$ by the rational number $p/q$.

The properties of the set $\Lambda$ determine the equations of the quasi-resonant model. Our set $\Lambda$ has the same combinatorial properties as the set $\Lambda$ in [11]. Then the equations that describe its evolution are the same.

We know that for this system there exists an orbit $r(t)$ displaying a transfer of energy from modes in $\Lambda$ with characteristically different scale. Since (in rotating coordinates) the vector field of the quasi-resonant model is homogenous of degree 3 we can consider rescaled solutions

$$r^{\lambda}(t) := \lambda^{-1}r(\lambda^{-2}t).$$

The next step consists in proving an approximation argument, namely showing that solutions of the cubic NLS that starts close enough (in the weak norm) to $r^{\lambda}(0)$ shadow the orbit $r^{\lambda}(t)$ for a certain range of times. The terms that we have to control in order to guarantee that the solutions arising from a neighborhood of $r^{\lambda}(0)$ do not diverge too much are mainly two: (i) the remainder $\mathcal{R}$ coming from the normal form procedure, (ii) the error that is originated by considering the solution of a quasi-resonant Hamiltonian system, instead of a resonant one.

The control on the remainder $\mathcal{R}$ is guaranteed by taking the scaling factor $\lambda$ large enough, that means to consider solutions with very small (in $\ell^1$-norm) initial data. This is because the remainder is a function of higher order (six) at the origin.

The second term to control, after passing to rotating coordinates (to eliminate the linear part of the equation), presents a phase-term

$$\exp \left(i \Omega_\omega(n_1, \ldots, n_4)t \right) - 1 \sim \Omega_\omega(n_1, \ldots, n_4)t,$$

with

$$\Omega_\omega(n_1, \ldots, n_4) := \lambda(n_1) - \lambda(n_2) + \lambda(n_3) - \lambda(n_4).$$

This term has to be controlled over long time and it reflects how bad the quasi-resonant model approximates the full PDE. To control this term we need some good upper bounds for the resonant combinations $\Omega_\omega(n_1, \ldots, n_4)$. Recalling (2.2) and (2.9), this shall be done by proving that $|\Omega_\omega - \Omega_{p/q}|$, where $\Omega_{p/q}$ is defined as $\Omega_\omega$ by replacing $\lambda_{n_k}$ with $\tilde{\lambda}_{n_k}$, is of the order of $q \psi(q)$. Thanks to the choices (2.7), (2.8) this function is decreasing in $q$, hence we can provide better bounds by choosing larger $q$. We remark that at this step the rate of $\psi(q)$ does not play any role.

After the approximation argument we have to ensure that solutions $u(t)$ close to $r^{\lambda}(t)$ satisfies (2.3) and (2.5). This is done by using the fact that the Birkhoff normalizing transformation is close to the identity and the set $\Lambda$ satisfies certain properties.

Eventually, to impose that the $H^s$-Sobolev norm of the initial datum is small, as in Theorem 2.2, we need to consider $\omega$ as a $(\tau, \epsilon)$-approximable number with $\tau > 2s$. We also require that $\omega$ is not Liouville to have estimates for the convergents of $\omega$.

Plan of the paper In Section 3 we prove an abstract result of partial normalization of the NLS Hamiltonian. In Section 4 we construct the set $\Lambda$ and we show that we can apply the partial normalization of Section 3 with respect to $\mathcal{V}_\lambda$. In Section 5 we study the dynamics of the quasi-resonant model. In Section 6 we prove the approximation argument. Finally, in Section 7, we prove the bounds on the Sobolev norms at initial and final time and we conclude the proofs of Theorems 2.1 and 2.2.
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3 Birkhoff normal form

3.1 Notations

We use the following notation:

- $a \sim b$ if there exist two constants $C_1, C_2 > 0$ which may depend on $\omega$ such that $C_1a \leq b \leq C_2a$.
- $a \lesssim b$ if there exists a constant $C = C(\omega) > 0$ such that $a \leq Cb$.
- We denote by $n = (j, k)$ the generic element of $\mathbb{Z}^2$.
- Given a set $\Lambda \subset \mathbb{Z}^2$ we denote by $|\Lambda|$ the cardinality of $\Lambda$.
- Given a Hamiltonian $H$ we denote by $X_H$ its vector field.

3.2 The Hamiltonian structure

The equation (2.1) can be seen as an infinite dimensional system of ODEs for the Fourier coefficients

$$-i \dot{a}_n = \lambda(n) a_n + \sum_{n_1 - n_2 + n_3 = n} a_{n_1} \overline{a_{n_2}} a_{n_3}, \quad n \in \mathbb{Z}^2. \quad (3.1)$$

For our purpose it is useful to remove some cubic terms by using the Gauge invariance of equation (2.1)

$$a_n = \rho_n e^{iGt}.$$ 

Choosing $G = 2\|u\|_{L^2}^2$, equation (3.1) becomes

$$-i \dot{\rho}_n = \lambda(n) \rho_n - |\rho_n|^2 \rho_n + \sum_{n_1 - n_2 + n_3 = n, n_1 \neq n_2} \rho_{n_1} \overline{\rho_{n_2}} \rho_{n_3}, \quad n \in \mathbb{Z}^2 \quad (3.2)$$

and its Hamiltonian is given by

$$\mathcal{H} = \mathcal{H}^{(2)} + \mathcal{H}^{(4)} \quad (3.3)$$

$$\mathcal{H}^{(4)} := -\frac{1}{4} \sum_{n \in \mathbb{Z}^2} |\rho_n|^4 + \frac{1}{4} \sum_{n_1 - n_2 + n_3 - n_4 = 0, n_1 \neq n_2, n_4} \rho_{n_1} \overline{\rho_{n_2}} \rho_{n_3} \overline{\rho_{n_4}}.$$ 

Now we partially normalize the above Hamiltonian. The normalization consists in eliminating the monomials of degree 4 which are supported on a quartet $(n_1, n_2, n_3, n_4)$ with exactly one $n_i$ out of a given set $\Lambda$. In the following we introduce some definitions which are useful to identify such Hamiltonian terms.

We consider a finite subset $\Lambda \subset \mathbb{Z}^2$ and we denote by $\mathcal{H}^{(4, d)}$, $0 \leq d \leq 4$, the terms Fourier supported on

$$\mathcal{A}(d) := \left\{ (n_1, n_2, n_3, n_4) \in (\mathbb{Z}^2)^4 : n_1 - n_2 + n_3 - n_4 = 0, \text{ exactly } d \text{ integer vectors } n_i \text{ belong to } \mathbb{Z}^2 \setminus \Lambda \right\}. \quad (3.4)$$

In particular $\mathcal{H}^{(4, 0)}$ is Fourier supported just on modes in $\Lambda$. Given $r \in \mathbb{R}$, we call

$$\Omega_r(n_1, \ldots, n_4) := \sum_{i=1}^4 (-1)^{i+1} |j_i|^2 + r^2 \sum_{i=1}^4 (-1)^{i+1} |k_i|^2. \quad (3.5)$$

These are the resonant combinations of order 4 of the Laplacian on the torus $T^2_{(1,r)}$.

In the Birkhoff normal form procedure and in the approximation argument we shall take into account respectively the lower and upper bounds of such combinations. Let us denote

$$\mathcal{L}_k := \inf_{\mathcal{A}(k)} \min \Omega_r(n_1, \ldots, n_4), \quad \mathcal{U}_k := \sup_{\mathcal{A}(k)} \min \Omega_r(n_1, \ldots, n_4). \quad (3.6)$$
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We shall perform the normal form procedure in the space
\[ \ell^1 := \left\{ \rho: \mathbb{Z}^2 \to \mathbb{C} : \|\rho\|_{\ell^1} := \sum_{n \in \mathbb{Z}^2} |\rho_n| < \infty \right\}. \] (3.7)

We recall that this space is an algebra with the convolution product. For \( \eta > 0 \) we denote by
\[ B(\eta) := \left\{ \rho: \mathbb{Z}^2 \to \mathbb{C} : \|\rho\|_{\ell^1} < \eta \right\}. \]
We shall use the following classical lemma.

**Lemma 3.1.** Let
\[ F = \sum_{\sigma \in \pm, \ell=0}^{d+1} F_{\ell_1 \ldots \ell_{d+1}}^{\sigma_1 \ldots \sigma_{d+1}} \rho_1^{\sigma_1} \ldots \rho_{d+1}^{\sigma_{d+1}}, \quad \rho_n^+ := \rho_n, \quad \rho_n^- := \overline{\rho_n} \]
be a homogenous Hamiltonian of degree \( d + 1 \) preserving momentum. Then
\[ \|X_F(\rho)\|_{\ell^1} \lesssim [F]\|\rho\|_{\ell^1}^{d+1}, \]
where
\[ [F] := \sup_{(\sigma_n)} |F_{\ell_1 \ldots \ell_{d+1}}^{\sigma_1 \ldots \sigma_{d+1}}|. \]
Moreover, let \( G \) be a homogenous, momentum preserving, Hamiltonian of degree \( d' + 1 \) of the same form of \( F \). Then \( \{F, G\} \) is a homogenous, momentum preserving, Hamiltonian of degree \( d + d' \) and
\[ \|[F, G]\| \lesssim [F][G]. \]

We deduce that
\[ \|[X_F, X_G](\rho)\|_{\ell^1} \lesssim [F][G]\|\rho\|_{\ell^1}^{d+d'-1}, \] (3.8)
where \([,] \) denotes the standard Lie bracket between vector fields.

**Proof.** The proof relies on Young's inequality and the algebra property of \( \ell^1 \). We refer for instance to the Appendix A in [26] for more details. The last inequality comes from the fact that \( X_{\{F, G\}} = [X_F, X_G] \). \( \square \)

The main result of this section is the following.

**Proposition 1** (Weak Birkhoff Normal Form). Let \( \Lambda \subset \mathbb{Z}^2 \) be a finite set such that
\[ \Omega_\omega(n_1, n_2, n_3, n_4) \neq 0 \quad \forall (n_1, n_2, n_3, n_4) \in A(1), \] (3.9)
where \( \Omega_\omega \) and \( A(1) \) are defined respectively in (3.5) and (3.4).

Then, there exist \( \eta > 0 \) and a symplectic change of coordinates \( \rho = \Gamma(\beta): B(\eta) \to B(2\eta) \) which transforms the Hamiltonian \( \mathcal{H} \) in (3.3) into the Hamiltonian
\[ \mathcal{H}' := \mathcal{H} \circ \Gamma = \mathcal{H}^{(2)} + \mathcal{H}^{(4,0)} + \mathcal{H}^{(4,\geq 2)} + \mathcal{R}. \] (3.10)

Moreover the following estimates hold
\[ \sup_{\beta \in B(\eta)} \|\Gamma^{+1}(\beta) - \beta\|_{\ell^1} \lesssim L_1^{-1}\eta^3, \] (3.11)
\[ \sup_{\beta \in B(\eta)} \|X_{\mathcal{R}}(\beta)\|_{\ell^1} \lesssim L_1^{-1}\eta^5 + L_1^{-2}\eta^7, \] (3.12)
where \( L_1 \) is defined in (3.6). The estimate (3.11) holds also for the inverse \( \Gamma^{-1} \).

We remark that the smallness condition on the radius \( \eta \) that we need to impose to ensure that \( \Phi^\ell \) maps \( B(\eta) \) to \( B(2\eta) \) (and similar for its differential \( D\Phi^\ell \)) is of the form
\[ \eta^2 L_1^{-1} \ll 1. \]

We will verify this condition for our particular choice of set \( \Lambda \) at the end of Section 4.
Proof of Proposition 1. We consider the following homogenous Hamiltonian

\[ F(\beta) := \sum_{n_1, n_2, n_3, n_4 = 0}^{\infty} F_{n_1, n_2, n_3, n_4}^{n_1, n_2, n_3, n_4} \beta_{n_1} \beta_{n_2} \beta_{n_3} \beta_{n_4} \]

with

\[ F_{n_1, n_2, n_3, n_4}^{n_1, n_2, n_3, n_4} := \begin{cases} \frac{1}{4\Omega_c(n_1, \ldots, n_4)}, & (n_1, \ldots, n_4) \in \mathcal{A}(1), \\ 0, & \text{otherwise}. \end{cases} \quad (3.13) \]

By the assumption in (3.9), the denominator \( \Omega_c(n_1, \ldots, n_4) \) never vanishes if \((n_1, \ldots, n_4) \in \mathcal{A}(1)\). By conservation of momentum and the fact that \( \Lambda \) is finite the set \( \mathcal{A}(1) \) is finite, which implies that the constant \( C_1 \) introduced in (3.6) is a positive constant depending on \( \Lambda \). Therefore, \( F \) is well defined and the associated Cauchy problem is a well-posed ODE. Moreover, it is easy to see that with this choice of \( F \) we have that

\[ \{ F, H^{(2)} \} + H^{(4,1)} = 0. \quad (3.14) \]

By the fact that \( X_F \) is homogenous and analytic, its flow \( \Phi^t \) maps smoothly \( B(\eta) \) to \( B(2\eta) \) for all \( 0 \leq t \leq 1 \) provided that \( \eta \) is small enough. We consider the time-one flow map \( \Phi^1 \mid_{t=0} := \Gamma \). By (3.13), the definitions in (3.6) and Lemma 3.1, we have that

\[ \| X_F(\beta) \|_{L^1} \lesssim C_1^2 \| \beta \|_{L^1}^2, \]

Then, by the mean value theorem, we obtain (3.11) for \( \Gamma \). Since \( \Gamma \) is the time-one flow map of an autonomous system, the same argument can be used to prove the above inequality for the inverse \( \Gamma^{-1} \). The new Hamiltonian is obtained by Taylor expanding \( H \circ \Phi^t \) at \( t = 0 \)

\[ H \circ \Gamma = H + \{ F, H \} + \frac{1}{2} \int_0^1 (1-t)\{ F, \{ F, H \} \} \circ \Phi^t \, dt \]

\[ = H^{(2)} + H^{(4,0)} + H^{(4,\geq 2)} + \{ F, H^{(4)} \} \]

\[ + \frac{1}{2} \int_0^1 (1-t)\{ F, \{ F, H^{(2)} \} \} \circ \Phi^t \, dt + \frac{1}{2} \int_0^1 (1-t)\{ F, \{ F, H^{(4)} \} \} \circ \Phi^t \, dt \]

\[ = H^{(2)} + H^{(4,0)} + H^{(4,\geq 2)} + \mathcal{R}, \]

where, using (3.14),

\[ \mathcal{R} := \{ F, H^{(4)} \} - \frac{1}{2} \int_0^1 (1-t)\{ F, H^{(4,1)} \} \circ \Phi^t \, dt + \frac{1}{2} \int_0^1 (1-t)\{ F, \{ F, H^{(4)} \} \} \circ \Phi^t \, dt. \]

By a straightforward computation, we have that

\[ X_{\mathcal{R}} = [X_F, X_{H^{(4)}}, \mathcal{R}] = \frac{1}{2} \int_0^1 (1-t)D\Phi^{-t}[X_F, X_{H^{(4)}}, \mathcal{R}] \circ \Phi^t \, dt + \frac{1}{2} \int_0^1 (1-t)D\Phi^{-t}[X_F, [X_F, X_{H^{(4)}}, \mathcal{R}]] \circ \Phi^t \, dt, \]

where \([\cdot, \cdot]\) denotes the standard Lie bracket between vector fields. By the fact that \( \Phi^t : B(\eta) \to B(2\eta) \) for \( 0 \leq t \leq 1 \) and \( X_F \) is a (bounded) homogenous polynomial one can prove that

\[ \sup_{\beta \in B(\eta)} \| D\Phi^{-t}(\beta)[\hat{\beta}] \|_{L^1} \lesssim \| \hat{\beta} \|_{L^1} \quad \forall t \in (0, 1), \]

provided that \( \eta \) is small enough. Then, by Lemma 3.1-(3.8) and the fact that \( \Phi^t : B(\eta) \to B(2\eta) \) for \( 0 \leq t \leq 1 \) we obtain the bound (3.12). This concludes the proof.

\[ \square \]

4 Construction of the set \( \Lambda \)

In this section we construct a set \( \Lambda \) for which the Hamiltonian \( H^{(4,0)} \) restricted to \( \mathcal{Y}_\Lambda \) gives the same equations of the Toy model considered in [11]. Later we show that this set \( \Lambda \) satisfies the assumption of the Proposition 1.

The set \( \Lambda \) that we consider is a suitable scaling of the set constructed in [11]. It has to satisfy certain combinatorial properties which simplify the analysis of the dynamics of the modes in \( \Lambda \). First we recall the construction and
the properties of the set considered in [11], which we denote by \( \tilde{\Lambda} \). Following [11], the set \( \tilde{\Lambda} \) can be decomposed as the disjoint union of generations \( \tilde{\Lambda}_i \) as
\[
\tilde{\Lambda} = \tilde{\Lambda}_1 \cup \cdots \cup \tilde{\Lambda}_N.
\]

We say that a quartet \((\tilde{n}_1, \tilde{n}_2, \tilde{n}_3, \tilde{n}_4)\) is a nuclear family if \(\tilde{n}_1, \tilde{n}_3 \in \tilde{\Lambda}_i\) and \(\tilde{n}_2, \tilde{n}_4 \in \tilde{\Lambda}_{i+1}\) for some \(i = 1, \ldots, N-1\) and they form a non-degenerate rectangle\(^3\). We shall first construct a set with the following properties, which were considered in [11]:

(P1) (Closure): If \(\tilde{n}_1, \tilde{n}_2, \tilde{n}_3 \in \tilde{\Lambda}\) are three vertices of a rectangle then the fourth vertex belongs to \(\tilde{\Lambda}\) too.

(P2) (Existence and uniqueness of spouse and children): For each \(1 \leq i \leq N-1\) and every \(\tilde{n}_1 \in \tilde{\Lambda}_i\) there exists a unique spouse \(\tilde{n}_3 \in \tilde{\Lambda}_i\) and unique (up to trivial permutations) children \(\tilde{n}_2, \tilde{n}_4 \in \tilde{\Lambda}_{i+1}\) such that \((\tilde{n}_1, \tilde{n}_2, \tilde{n}_3, \tilde{n}_4)\) is a nuclear family in \(\tilde{\Lambda}\).

(P3) (Existence and uniqueness of parents and sibling): For each \(1 \leq i \leq N-1\) and every \(\tilde{n}_2 \in \tilde{\Lambda}_{i+1}\) there exists a unique sibling \(\tilde{n}_4 \in \tilde{\Lambda}_{i+1}\) and unique (up to trivial permutations) parents \(\tilde{n}_1, \tilde{n}_3 \in \tilde{\Lambda}_i\) such that \((\tilde{n}_1, \tilde{n}_2, \tilde{n}_3, \tilde{n}_4)\) is a nuclear family in \(\tilde{\Lambda}\).

(P4) (Non-degeneracy): A sibling of any mode \(m\) is never equal to its spouse.

(P5) (Faithfulness): Apart from nuclear families, \(\tilde{\Lambda}\) contains no other rectangles.

(P6) If four points in \(\tilde{\Lambda}\) satisfy \(\tilde{n}_1 - \tilde{n}_2 + \tilde{n}_3 - \tilde{n}_4 = 0\) then either the relation is trivial or such points form a family.

**Remark 1.** The conditions (P1)–(P5) are the ones considered in [11]. The property (P6) was also considered in [28].

The construction of the \(\tilde{\Lambda}\) set is given by the following theorem proved in [11] and [28].

**Theorem 4.1.** Fix any \(\tilde{\eta} > 0\) small. Then, there exists \(\alpha \gg 1\) such that for any \(N \gg 1\), there exists a set \(\tilde{\Lambda} \subset \mathbb{Z}^2\) with
\[
\tilde{\Lambda} := \tilde{\Lambda}_1 \cup \cdots \cup \tilde{\Lambda}_N
\]
which satisfies (P1)-(P6) and also
\[
\frac{\sum_{n \in \Lambda_{N-1}} |\tilde{n}|^{2s}}{\sum_{n \in \Lambda_2} |\tilde{n}|^{2s}} \leq \frac{1}{2} 2^{(s-1)(N-4)}.
\]

Moreover there exists \(R = R(N)\) satisfying
\[
e^{\alpha N} \leq R \leq e^{2(1+\tilde{\eta})\alpha N}
\]
and \(C > 0\) independent of \(N\) such that
\[
C^{-1} R \leq |\tilde{n}| \leq C 3^N R \quad \forall \tilde{n} \in \tilde{\Lambda}_i, \quad i = 1, \ldots, N
\]
and
\[
\frac{\sum_{\tilde{n} \in \Lambda_i} |\tilde{n}|^{2s}}{\sum_{\tilde{n} \in \Lambda_i} |\tilde{n}|^{2s}} \lesssim e^{\alpha N}
\]
for any \(1 \leq i < j \leq N\).

Our set \(\Lambda\) is obtained by scaling each \(\tilde{n} = (\tilde{j}, \tilde{k}) \in \tilde{\Lambda}\) in the following way
\[
\tilde{j} \mapsto p \tilde{j}, \quad \tilde{k} \mapsto q \tilde{k}
\]
for any \(1 \leq i < j \leq N\).

where \((q, p) \in \mathbb{Z}^2\) is a suitable \(\psi\)-approximation of \(\omega\) to be chosen later. The key difference with [11] is that our rescaling is anisotropic.

We have that \(\Lambda\) is the disjoint union
\[
\Lambda = \Lambda_1 \cup \cdots \cup \Lambda_N,
\]

\(^3\)Note that the rectangles in \(\mathbb{Z}^2\) give the resonant quartets for (2.1) in the torus \(T_{(1,1)}^2 = \mathbb{T} \times \mathbb{T}\).
where the generations $\Lambda_i$ correspond to the image of $\hat{\Lambda}_i$ through the scaling (4.1).

We point out that the nuclear families in $\hat{\Lambda}$ are not mapped into rectangles through the anisotropic scaling (4.1). Then, we have to “translate” the properties $(P1)$ and $(P5)$. Since $(P2)$-$(P3)$-$(P4)$ are purely combinatorial and $(P6)$ involves just linear relations, they remain unchanged under scaling. First we introduce the following definition.

**Definition 4.2.** A $(p, q)$-family is a non-degenerate parallelogram with vertices $n_1, n_2, n_3, n_4 \in \Lambda$ which satisfy

$$n_1 - n_2 + n_3 - n_4 = 0,$$

$$\Omega_{p/q}(n_1, n_2, n_3, n_4) = (j_1^2 - j_2^2 + j_3^2 - j_4^2) + \frac{p^2}{q^2}(k_1^2 - k_2^2 + k_3^2 - k_4^2) = 0. \quad (4.2)$$

**Lemma 4.3.** The image of a nuclear family in $\hat{\Lambda}$ under the scaling (4.1) is a $(p, q)$-family. Moreover, if $(n_1, n_2, n_3, n_4)$ is a $(p, q)$-family in $\Lambda$ then it is the image of a nuclear family. In particular $n_1, n_3 \in \Lambda_i$, $n_2, n_4 \in \Lambda_{i+1}$ for some $i = 1, \ldots, N - 1$.

**Proof.** After the scaling (4.1) a nuclear family $(\tilde{n}_1, \tilde{n}_2, \tilde{n}_3, \tilde{n}_4)$ in $\hat{\Lambda}$ is mapped into a $(p, q)$-family in $\Lambda$. Indeed $n_i = (j_i, k_i)$ is such that $j_i = \tilde{q}j_i$, $k_i = \tilde{p}k_i$, then

$$\Omega_{p/q}(n_1, n_2, n_3, n_4) = p^2\Omega_1(\tilde{n}_1, \tilde{n}_2, \tilde{n}_3, \tilde{n}_4) = 0. \quad (4.3)$$

We observe that the momentum relation is preserved by (4.1). The fact that a $(p, q)$-family in $\Lambda$ is the image of a family comes again from (4.3) and the definition of $\Lambda$. The last assertion comes from the definition of $\Lambda_i$. \qed

By the previous lemma we can replace the properties $(P1)$ and $(P5)$ with the following:

$(P1')$ (Closure): If $n_1, n_2, n_3 \in \Lambda$ are three vertices of a non-degenerate parallelogram satisfying (4.2) then the fourth vertex belongs to $\Lambda$ too.

$(P5')$ (Faithfulness): Apart from $(p, q)$-families, $\Lambda$ contains no other parallelograms satisfying (4.2).

By the scaling (4.1), Theorem 4.1 can be translated into the following.

**Theorem 4.4.** Fix any $\tilde{\eta} > 0$ small. Then, there exists $\alpha \gg 1$ such that for any $N \gg 1$ and any $p, q \in \mathbb{N}$, there exists a set $\Lambda \subset p\mathbb{Z} \times q\mathbb{Z} \subset \mathbb{Z}^2$ with $\Lambda := \Lambda_1 \cup \cdots \cup \Lambda_N$, which satisfies conditions $(P1')$, $(P2)$, $(P3)$, $(P4)$, $(P5')$, $(P6)$ and also

$$\frac{\sum_{n \in \Lambda_N} |n|^{2s}}{\sum_{n \in \Lambda_1} |n|^{2s}} \geq 2^{(s-1)(N-4)}. \quad (4.4)$$

Moreover, we can ensure that each generation $\Lambda_i$ has $2^{N-1}$ disjoint frequencies satisfying

$$\frac{\sum_{n \in \Lambda_j} |n|^{2s}}{\sum_{n \in \Lambda_i} |n|^{2s}} \lesssim e^{sN}, \quad (4.5)$$

for any $1 \leq i < j \leq N$, and

$$C^{-1} qR \leq |n| \leq C q 3^N R, \quad \forall n \in \Lambda_i, \quad i = 1, \ldots, N,$$

where $C > 0$ is independent of $N$ and $R = R(N)$ is the constant introduced in Theorem 4.1, which satisfies

$$e^\alpha N \leq R \leq e^{2(1+\tilde{\eta})\alpha N}. \quad (4.6)$$

**Remark 2.** We note that the first two inequalities come from the fact that $p \sim q$ and, for $n = (p, q, k) \in p\mathbb{Z} \times q\mathbb{Z}$, $\tilde{n} = (j, k)$

$$C_1 q^2 |\tilde{n}|^2 \leq \min\{p^2, q^2\} |\tilde{n}|^2 \leq |n|^2 \leq \max\{p^2, q^2\} |\tilde{n}|^2 \leq C_2 q^2 |\tilde{n}|^2$$

for some constants $C_1, C_2 > 0$. 
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Now we have to ensure that we can apply Proposition 1 with the set \( \Lambda \) that we have constructed. The main point is to verify that \( \Lambda \) satisfies the assumption (3.9). The property \( (P1') \) implies that (recall the definition of \( \mathcal{A}(1) \) in (3.4))

\[ \Omega_{p/q}(n_1, n_2, n_3, n_4) \neq 0 \quad \forall (n_1, n_2, n_3, n_4) \in \mathcal{A}(1). \]

We claim that this implies also

\[ \Omega_\omega(n_1, n_2, n_3, n_4) \neq 0 \quad \forall (n_1, n_2, n_3, n_4) \in \mathcal{A}(1). \]

More precisely we have the following stronger estimate.

**Lemma 4.5.** Let \((p, q)\) be a \( \psi \)-convergent of \( \omega \) and assume that

\[ 3^{2N} R^2 \frac{\psi(q)}{q} \ll 1. \quad (4.6) \]

Let \( n_1, n_2, n_3 \in \Lambda, n_4 := n_1 - n_2 + n_3 \notin \Lambda. \) Then

\[ |\Omega_\omega(n_1, n_2, n_3, n_4)| \gtrsim q^2. \]

**Proof.** Let us define

\[ B := \begin{pmatrix} p & 0 \\ 0 & q \end{pmatrix}, \quad A := \begin{pmatrix} 1 & 0 \\ 0 & \omega^2 \end{pmatrix}, \]

and let us consider \( \bar{n}_1, \bar{n}_2, \bar{n}_3 \in \bar{\Lambda} \subset \mathbb{Z}^2 \) the pre-images of \( n_1, n_2, n_3 \) through the scaling (4.1), namely \( n_i = B\bar{n}_i, i = 1, 2, 3. \) Thus the pre-image of \( n_4 \) is \( \bar{n}_4 = \bar{n}_1 - \bar{n}_2 + \bar{n}_3 \in \mathbb{Z}^2. \) We have that

\[ \Omega_1(\bar{n}_1, \bar{n}_2, \bar{n}_3, \bar{n}_4) = |\bar{n}_1|^2 - |\bar{n}_2|^2 + |\bar{n}_3|^2 - |\bar{n}_1 - \bar{n}_2 + \bar{n}_3|^2 = 2(\bar{n}_1 - \bar{n}_2, \bar{n}_2 - \bar{n}_3). \quad (4.7) \]

By construction of the \( \bar{\Lambda} \) set (recall the property of closure \( (P1) \))

\[ |\Omega_1(\bar{n}_1, \bar{n}_2, \bar{n}_3, \bar{n}_4)| \geq 1 \quad (4.8) \]

since \( \Omega_1(\bar{n}_1, \bar{n}_2, \bar{n}_3, \bar{n}_4) \) is a non-zero integer. This implies that

\[ |\langle \bar{n}_1 - \bar{n}_2, \bar{n}_2 - \bar{n}_3 \rangle| \geq \frac{1}{2}. \quad (4.9) \]

We observe that

\[ |\Omega_\omega(n_1, n_2, n_3, n_4)| = 2|n_1 - n_2, A(n_2 - n_3)| = 2|\langle \bar{n}_1 - \bar{n}_2, (B^T AB)(\bar{n}_2 - \bar{n}_3) \rangle| \]

with

\[ B^T AB = \begin{pmatrix} p^2 & 0 \\ 0 & q^2 \omega^2 \end{pmatrix}. \]

Moreover,

\[ B^T AB = p^2 (I + J), \quad J := \begin{pmatrix} 0 & 0 \\ 0 & r \end{pmatrix} \]

where \( I \) is the identity matrix and, recalling that \( p \sim q, r \) satisfies

\[ |r| \lesssim \frac{\psi(q)}{q}. \]

We have then

\[ |\langle \bar{n}_1 - \bar{n}_2, (B^T AB)(\bar{n}_2 - \bar{n}_3) \rangle| \geq p^2 \left( |\langle \bar{n}_1 - \bar{n}_2, \bar{n}_2 - \bar{n}_3 \rangle| - |\langle \bar{n}_1 - \bar{n}_2, J(\bar{n}_2 - \bar{n}_3) \rangle| \right) \]

and, using also that \( |\bar{n}_i| \lesssim 3^N R, i = 1 \ldots 4, \)

\[ |\langle \bar{n}_1 - \bar{n}_2, J(\bar{n}_2 - \bar{n}_3) \rangle| \lesssim |r| 3^{2N} R^2 \lesssim 3^{2N} R^2 \frac{\psi(q)}{q}. \]
By (4.9) and the assumption (4.6), we have that
\[ |(\tilde{n}_1 - \tilde{n}_2, (B^T AB)(\tilde{n}_2 - \tilde{n}_3))| \geq \frac{\beta^2}{4} |(\tilde{n}_1 - \tilde{n}_2, \tilde{n}_2 - \tilde{n}_3)|. \]

By (4.7), (4.8), we conclude that
\[ |\Omega_\omega(n_1, n_2, n_3, n_4)| \geq \frac{\beta^2}{2} |\Omega_1(\tilde{n}_1, \tilde{n}_2, \tilde{n}_3, \tilde{n}_4)| \geq \frac{\beta^2}{2} \gg q^2. \]

Therefore, we can apply Proposition 1 considering the set \( \Lambda \) given by Theorem 4.4 provided that (4.6) holds. We shall choose later a suitable \( q \) that satisfies this condition (recall that \( \psi \) is decreasing, see Definition 2.3).

Hence we have a change of coordinates \( \Gamma \) that puts the Hamiltonian \( H \) in (3.3) in normal form
\[ H \circ \Gamma = H^{(2)} + H^{(4,0)} + H^{(4,\geq 2)} + R, \]
where \( R \) shall be considered as a small remainder (see (4.11) below).

**Remark 3.** We point out that \( H^{(4,0)} \) is NOT a resonant Hamiltonian, namely \( \{H^{(2)}, H^{(4,0)}\} \neq 0 \). However it commutes with the Hamiltonian (2.9).

By Lemma 4.5 and the fact that \( \Lambda \) is finite we have that
\[ L_1 \gg q^2. \tag{4.10} \]
Then, the bounds (3.11) on the Birkhoff map and (3.12) on the remainder of the Birkhoff procedure are
\[ \sup_{\beta \in B(\eta)} \|\Gamma(\beta) - \beta\|_{\ell^1} \lesssim q^{-2} \eta^3 \]
\[ \sup_{\beta \in B(\eta)} \|X_R(\beta)\|_{\ell^1} \lesssim q^{-2} \eta^5 + q^{-4} \eta^7, \tag{4.11} \]
where \( \eta > 0 \) is given by Proposition 1.

**Remark 4.** We recall that the smallness of \( \eta \) is given by a relation like \( \eta^2 L_1^{-1} \ll 1 \). By (4.10) and the fact that \( q \gg 1 \) we can consider \( \eta > 0 \) as a small universal constant.

### 5 Quasi-resonant model

In this section we construct an orbit of the quasi-resonant model that displays the desired energy exchange behavior. We introduce the rotating coordinates (recall (2.2))
\[ \beta_n = r_n e^{i\lambda(n)t}. \tag{5.1} \]
The Hamiltonian vector field associated to the Hamiltonian (3.10) expressed in rotating coordinates is
\[ X := X_{H^{(4,0)}} + X_{H^{(4,\geq 2)}} + X_R, \]
with (recall (3.4))
\[ H^{(4,0)} := H^{(4,0)}(\{r_n e^{i\lambda(n)t}\}_{n \in \Lambda}) \]
\[ H^{(4,\geq 2)} := H^{(4,\geq 2)}(\{r_n e^{i\lambda(n)t}\}_{n \in \mathbb{Z}^2}) \]
\[ R(\{r_n e^{i\lambda(n)t}\}_{n \in \mathbb{Z}^2}). \]

Defining
\[ N := H^{(4,0)} + H^{(4,\geq 2)} \quad \text{and} \quad Q^{(4,d)} := H^{(4,d)} - H^{(4,d)}, \quad d = 0, 2, 3, 4, \tag{5.2} \]
we can write \( X \) as
\[ X = X_N + X_{Q^{(4,0)}} + X_{Q^{(4,\geq 2)}} + X_R. \tag{5.3} \]
The Hamiltonian \( N \) gives the first order of the Hamiltonian in rotating coordinates. Since \( H^{(4,0)} \) only possesses monomials supported in \( \Lambda \) and \( H^{(4,\geq 2)} \) only has monomials in \( \mathcal{A}(2), \mathcal{A}(3) \) and \( \mathcal{A}(4) \) (see (3.4)), the subspace
\[ \mathcal{V}_\Lambda := \{ r : \mathbb{Z}^2 \to \mathbb{C} : r_n = 0, \quad n \notin \Lambda \} \]
is invariant. We analyze the dynamics of the Hamiltonian system defined by \( N \) on this subspace.
Remark 5. Observe that the vector fields \( X_{H^4,^6} \) and \( X_{H^4,^6} \) vanish on \( \mathcal{V}_\Lambda \).

Reasoning as in [11], one can easily see that, for a set \( \Lambda \) with the properties (P1'), (P2), (P3), (P4), (P5'), (P6), the equation for \( N \) restricted to the subspace \( \mathcal{V}_\Lambda \) is given by

\[
-\mathbf{i} \dot{r}_n = -b_n |r_n|^2 + 2 \sum_{s = 1}^{2} n_{child_1} r_n \mathbf{r}_{n_{child_2}} - 2 \sum_{s = 1}^{2} n_{parent_1} r_n \mathbf{r}_{n_{parent_2}} - 2 \sum_{s = 1}^{2} n_{sibling},
\]

where the "parental relations" refer to the \((p, q)\)-families in \( \Lambda \) (see Definition 4.2).

Lemma 5.1 (Intragenerational equality [11]). Consider the subspace

\[
\mathcal{V}_\Lambda := \{ r \in \mathcal{V}_\Lambda : r_n = r_{n'}, \forall n, n' \in \Lambda_j \text{ for some } j \in \{1, \ldots, N\} \}
\]

where all the members of a generation take the same value. Then \( \mathcal{V}_\Lambda \) is invariant under the flow of (5.4).

To determine the restriction of (5.4) to \( \mathcal{V}_\Lambda \) we set

\[
b_i = r_n \quad \text{for any} \quad n \in \Lambda_i.
\]

The equation (5.4) restricted on \( \mathcal{V}_\Lambda \) reads as

\[
\dot{b}_i = -ib_i \mathbf{r}_{b_i} + 2i \mathbf{r}_{b_i} (b_{i-1}^2 + b_{i+1}^2), \quad i = 1, \ldots, N.
\]

The following result has been proved in [30].

Theorem 5.2. Fix a large \( \gamma \gg 1 \). Then for any large enough \( N \) and \( \delta = \exp(-\gamma N) \), there exists a trajectory \( b(t) \) of the system (5.5), \( \sigma > 0 \) independent of \( \gamma \) and \( N \) and \( T_0 > 0 \) such that

\[
|b_3(0)| \geq 1 - \delta^\sigma, \quad |b_j(0)| < \delta^\sigma \quad \text{for } j \neq 3,
\]

\[
|b_{N-1}(T_0)| \geq 1 - \delta^\sigma, \quad |b_j(T_0)| < \delta^\sigma \quad \text{for } j \neq N - 1.
\]

Moreover there exists a constant \( \mathcal{K} > 0 \) independent of \( N \) such that \( T_0 \) satisfies

\[
0 < T_0 \leq \mathcal{K} N \log(\delta^{-1}) = \mathcal{K} \gamma N^2.
\]

Since \( \mathcal{N} \) in (5.2) is a homogenous Hamiltonian of degree 4 we can consider the scaled solution

\[
b^\lambda(t) = \lambda^{-1} b(\lambda^{-2} t),
\]

where \( b(t) \) is the trajectory given by Theorem 5.2. Then

\[
r^\lambda(t, x, y) = \sum_{n \in \mathbb{Z}^2} r_n^\lambda(t) e^{\mathbf{i}(jx + wky)}, \quad r_n^\lambda(t) := \begin{cases} b_n^\lambda(t) & n \in \Lambda_i, \quad i = 1, \ldots, N, \\ 0 & n \notin \Lambda \end{cases}
\]

is a solution of \( \mathcal{N} \) in (5.2). The life-span of \( r^\lambda(t) \) is

\[
T := \lambda^2 T_0 \sim \lambda^2 \gamma N^2.
\]

By Theorem 5.2, arguing as in Lemma 9.2 in [29], we have

\[
\sup_{t \in [0, T]} \| r^\lambda(t) \|_\ell^1 \lesssim |\Lambda| \lambda^{-1}, \quad |\Lambda| = N^{2N-1}.
\]

\section{Approximation argument}

In this section we prove that there exists a solution of (5.3) that stays close to \( r^\lambda(t) \) in the \( \ell^1 \)-topology for time \( t \in [0, T] \). To this end, we give an upper bound on the resonant combinations among modes in \( \Lambda \). This will be useful in estimating the error generated by considering a quasi-resonant model instead of a resonant one.
Lemma 6.1. Assume that \( \omega \) is \( \psi \)-approximable. Let \((n_1, n_2, n_3, n_4)\) be a \((p, q)\)-family (recall Definition 4.2). Then
\[
|j_1^2 - j_2^2 + j_3^2 - j_4^2 + \omega^2(k_1^2 - k_2^2 + k_3^2 - k_4^2)| \lesssim 3^{2N} R^2 q\psi(q).
\]

Therefore, the constant \( \mathcal{U}_0 \) in (3.6) satisfies
\[
\mathcal{U}_0 \lesssim 3^{2N} R^2 q\psi(q).
\]

**Proof.** By definition of \((p, q)\)-family we have \( \Omega_{p/q}(n_1, n_2, n_3, n_4) = 0 \). Then,
\[
|[\Omega_{\omega}(n_1, n_2, n_3, n_4)]| = |[\Omega_{\omega}(n_1, n_2, n_3, n_4) - \Omega_{p/q}(n_1, n_2, n_3, n_4)]| \\
= \left( \omega^2 - \frac{p^2}{q^2} \right) |k_1^2 - k_2^2 + k_3^2 - k_4^2| \lesssim \max_{n \in \Lambda} \{|n|^2\} \frac{\psi(q)}{q}.
\]

Hence, it is enough to use the bound (4.5). The estimate on \( \mathcal{U}_0 \) comes from the fact that \( \Lambda \) is a finite set. \( \square \)

Now we show that, under appropriate conditions on the parameters involved in the proof, that is \( N, q \) in (2.3) and \( \lambda \) in (5.7), there are solutions of (5.3) that shadow, in the \( \ell^1 \)-norm, the trajectory \( r^\lambda \) on the time interval \([0, T]\). We shall rely on the fact that our choices of the function \( \psi \) in (2.7),(2.8) are such that \( q \psi(q) \) is decreasing.

This approximation argument is performed in a ball centered at the origin of \( \ell^1 \) with radius \( O(\|r^\lambda(0)\|_{\ell^1}) \). Hence, to guarantee that we work in the ball \( B(\eta) \), with \( \eta \) given by Proposition 1 and Remark 4, where we can apply Proposition 1, we need to impose that
\[
\lambda^{-1} N 2^N \ll 1.
\]
This will be implied (for \( N \) large enough) by the first condition in (6.1) required by the following proposition.

**Proposition 2** (Approximation argument). Fix \( \epsilon > 0 \) small. Then, for \( N \gg 1 \) and \( \lambda, q \) such that
\[
\lambda \geq \exp(5N), \quad q \psi(q) \leq N^{-7/2} - N \lambda^{-2(1+\epsilon)} R^{-2}
\]
the following holds.

If \( r(t) \) is a solution of (5.3) such that
\[
\|r(0) - r^\lambda(0)\|_{\ell^1} \leq \lambda^{-(1+2\epsilon)}
\]
then
\[
\sup_{t \in [0,T]} \|r(t) - r^\lambda(t)\|_{\ell^1} \leq \lambda^{-(1+\epsilon)}
\]
where \( T \) is in (5.9).

**Proof.** Note that (6.1) implies (4.6). Therefore, we can apply Lemma 4.5 and consider the estimates (4.11)

We define \( \xi(t) := r(t) - r^\lambda(t) \). The equation for \( \xi \) can be written as \( \xi = Z_0 + Z_1 + Z_2 + Z_3 + Z_4 \) where
\[
Z_0 := X_{\mathcal{F}}(r^\lambda + \xi),
Z_1 := DX_{\mathcal{F}}(r^\lambda) [\xi],
Z_2 := X_{\mathcal{F}}(r^\lambda + \xi) - X_{\mathcal{F}}(r^\lambda) - DX_{\mathcal{F}}(r^\lambda) [\xi],
Z_3 := X_{\mathcal{Q}_{(4,0)}}(r^\lambda) + X_{\mathcal{Q}_{(4,2)}}(r^\lambda),
Z_4 := X_{\mathcal{Q}_{(4,0)}}(r^\lambda + \xi) - X_{\mathcal{Q}_{(4,0)}}(r^\lambda) + X_{\mathcal{Q}_{(4,2)}}(r^\lambda + \xi) - X_{\mathcal{Q}_{(4,2)}}(r^\lambda).
\]

Applying the \( \ell^1 \) norm to this equation we obtain
\[
\frac{d}{dt} \|\xi\|_{\ell^1} \leq \|Z_0\|_{\ell^1} + \|Z_1\|_{\ell^1} + \|Z_2\|_{\ell^1} + \|Z_3\|_{\ell^1} + \|Z_4\|_{\ell^1}.
\]
We assume temporarily a bootstrap assumption. We call \( T^* \) to the supremum of the \( T' > 0 \) such that
\[
\|\xi(t)\|_{\ell^1} \leq 2\lambda^{-(1+\epsilon)} \quad \forall t \in [0, T^*].
\]

If this condition is true for all \( T' > 0 \), one can just take \( T^* = +\infty \).
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Note that (6.2) implies $T_* > 0$. A posteriori we will prove that $T_* > T$, where $T$ is the time introduced in (5.9) and therefore we can drop the bootstrap assumption.

First we need a priori estimates on the terms $Z_i$ defined above. We shall use repeatedly Lemma 3.1 and the bootstrap assumption without mentioning them. We remark that the change to rotating coordinates (5.1) does not affect the bounds.

**Bound for $Z_0$.** By (5.10) and the bootstrap assumption

$$\|r^\lambda + \xi\|_\ell^1 \lesssim |\Lambda|\lambda^{-1} + \lambda^{-(1+\epsilon)} \lesssim N^2N\lambda^{-1}.$$ 

Hence by (4.11)

$$\|Z_0\|_\ell^1 \lesssim q^{-2}N^52^5N\lambda^{-5}.$$ 

**Bound for $Z_1$.** By (5.10) and considering that $\mathcal{N}$ is a homogenous Hamiltonian of degree 4 we have

$$\|Z_1\|_\ell^1 \lesssim |\Lambda|^2\lambda^{-2}\|\xi\|_\ell^1 \lesssim N^24N\lambda^{-2}\|\xi\|_\ell^1.$$ 

**Bound for $Z_2$.** By (5.10), we have

$$\|Z_2\|_\ell^1 \lesssim \lambda^{-1}|\Lambda|\|\xi\|_\ell^1 \lesssim \lambda^{-2-\epsilon}|\Lambda|\|\xi\|_\ell^1 \lesssim N2^N\lambda^{-2-\epsilon}\|\xi\|_\ell^1.$$ 

**Bound for $Z_3$.** By Remark 5, $X_{\Omega_{(4,2)}}(r^\lambda) = 0$ and so $Z_3 = X_{\Omega_{(4,0)}}(r^\lambda)$. Using that $\Omega_{(4,0)}$ is a homogenous Hamiltonian of degree 4, we can reason as in Lemma 3.1 and bound $Z_3$, up to constants, by the product of $\|r^\lambda\|_\ell^3$ and the maximum of the coefficients of the Hamiltonian $\Omega_{(4,0)}$, that is

$$\sup_{n_1,n_2,n_3,n_4 \in \Lambda, \\Omega_{p/q} (n_1,n_2,n_3,n_4) = 0} |\exp(\Omega_{\omega}(n_1,n_2,n_3,n_4)t) - 1| \leq \sup_{n_1,n_2,n_3,n_4 \in \Lambda, \\Omega_{p/q} (n_1,n_2,n_3,n_4) = 0} |\Omega_{\omega}(n_1,n_2,n_3,n_4)| |t|.$$ 

Note that the supremum is taken over the $(p, q)$-families of $\Lambda$. Then, by Lemma 6.1 and (5.10), we have

$$\|Z_3(t)\|_\ell^1 \lesssim U_0|\Lambda|^3\lambda^{-3} t \lesssim 3^N R^2 q\psi(q)|\Lambda|^3\lambda^{-3} t \lesssim N^372^N q\psi(q)\lambda^{-3} R^2 t.$$ 

**Bound for $Z_4$.** By (5.10) we have

$$\|Z_4\|_\ell^1 \lesssim |\Lambda|^2\lambda^{-2}\|\xi\|_\ell^1 \lesssim N^24N\lambda^{-2}\|\xi\|_\ell^1,$$

where we have used that $|e^{i\alpha t} - 1| \leq 2$ for all $\alpha \in \mathbb{R}$.

By collecting the previous estimates we have

$$\frac{d}{dt}\|\xi(t)\|_\ell^1 \lesssim N^24N\lambda^{-2}\|\xi(t)\|_\ell^1 + N^372^N q\psi(q)\lambda^{-3} R^2 t + q^{-2}N^52^5N\lambda^{-5}.$$ 

Then, by Gronwall Lemma and condition (6.1),

$$\|\xi(t)\|_\ell^1 \leq C \left( \lambda^{-(1+2\epsilon)} + N^372^N q\psi(q)\lambda^{-3} R^2 t^2 + q^{-2}N^52^5N\lambda^{-5} \right) \exp \left( C N^24N\lambda^{-2} t \right)$$

for some universal constant $C > 0$. Then, for $t \in [0, T]$, where $T$ is defined in (5.9), one has

$$\|\xi(t)\|_\ell^1 \leq C \left( \lambda^{-(1+2\epsilon)} + N^372^N q\psi(q)\lambda R^2 + q^{-2}N^52^5N\lambda^{-3} \right) \exp \left( C N^44N \right).$$

Taking $N \gg 1$ and assuming (6.1) we have that

$$\|\xi(t)\|_\ell^1 \leq \lambda^{-(1+\epsilon)} \quad \forall t \in [0, T].$$

Therefore $T_* > T$ and we can drop the bootstrap assumption. This concludes the proof. 

□
7 Conclusion of the proofs of Theorems 2.1 and 2.2

We first construct solutions that undergo growth of Sobolev norms. Then we complete the proof of Theorem 2.2 by assuming that the initial condition has small Sobolev norm. We prove these theorems under the assumption $s > 1$. At the end, we briefly mention how it can be easily adapted for $s \in (0, 1)$.

**Lemma 7.1.** Fix $s > 1$. Then, for $N \gg 1$ and assuming (6.1) the following holds. There exists a solution $\rho(t)$ of (3.2) such that

$$\frac{\|\rho(T)\|_s^2}{\|\rho(0)\|_s^2} \geq 2^{(s-1)(N-6)},$$

where $T$ is the time introduced in (5.9).

**Proof.** We consider the solution $\rho(t)$ of (3.2) such that $\rho(0) = r^\lambda(0)$, where $r^\lambda(t)$ has been defined in (5.8). We define

$$S_i := \sum_{n \in \Lambda_i} |n|^{2s}, \quad i = 1, \ldots, N.$$

We start by giving a lower bound on the norm at time $T$ in terms of $S_{N-2}$

$$\|\rho(T)\|_s^2 \geq \sum_{n \in \Lambda_{N-2}} |n|^{2s} |\rho_n(T)|^2 \geq S_{N-2} \inf_{n \in \Lambda_{N-2}} |\rho_n(T)|^2.$$

Now we obtain a lower bound for $|\rho_n(T)|$ with $n \in \Lambda_{N-2}$. Using the change of variables $\Gamma$ obtained in Proposition 1 and the rotating coordinates (5.1), we can write the solution $\rho(t)$ as

$$\rho(t) = \Gamma \left( \{ r_n(t) e^{i\lambda(n)t} \} \right),$$

where $r(t)$ is solution of the system (5.3) (the normalized equation in rotating coordinates). Now we show that $r(t)$ fits into the assumption of Proposition 2 and so it is well approximated by the trajectory $r^\lambda$ given in (5.8). To this end, we need to check condition (6.2). Since $\rho(0) = r^\lambda(0)$ we have

$$\|r(0) - r^\lambda(0)\|_{\ell^1} = \|r(0) - \rho(0)\|_{\ell^1} = \|r(0) - \Gamma(r(0))\|_{\ell^1}. \quad (7.1)$$

Again by using Proposition 1, the estimate (5.10), the fact that $\rho(0) = r^\lambda(0)$ and (6.1) we have

$$\|r(0)\|_{\ell^1} = \|\Gamma^{-1}(\rho(0))\|_{\ell^1} \lesssim \lambda^{-1} N 2^N.$$

Then, using again (6.1) and recalling also (7.1),

$$\|r(0) - r^\lambda(0)\|_{\ell^1} \lesssim q^{-2} N^3 8^{N-1} \lambda^{-3} \ll \lambda^{-2}.$$

Hence, $r(t)$ satisfies the assumption (6.2) and we can apply Proposition 2 to estimate $\rho_n(T)$ for $n \in \Lambda_{N-2}$, where $T$ is in (5.9). We split it as

$$|\rho_n(T)| \geq |r_n(T)| - |\Gamma_n(\{ r_n(T) e^{i\lambda(n)T} \})(T) - r_n(T) e^{i\lambda(n)T}| \geq |r_n^\lambda(T)| - |r_n(T) - r^\lambda(T)| - |\Gamma_n(\{ r_n(T) e^{i\lambda(n)T} \})(T) - r_n(T) e^{i\lambda(n)T}|.$$

Using that $T = \lambda^2 T_0$, the definitions in (5.7) and (5.8) and Theorem 5.2 we have

$$|r_n^\lambda(T)| = \lambda^{-1} |b_{N-2}(T_0)| \geq \frac{3}{4} \lambda^{-1}.$$

Now we give upper bounds for the last two terms. By the bound (6.3) of Proposition 2 we have that $n \in \Lambda_{N-2}$ (taking $N$ large enough),

$$|r_n(T) - r_n^\lambda(T)| \leq \sum_{n \in \mathbb{Z}^d} |r_n(T) - r_n^\lambda(T)| \leq \lambda^{-(1+\ell)}.$$\)

We observe that this implies that

$$|r_n(T)| \leq 2\lambda^{-1}.$$
By estimate (4.11) in Proposition 1 we have
\[ \left| \Gamma_n \left( r_n(T) e^{i\lambda(n)T} \right) - r_n(T) e^{i\lambda(n)T} \right| \leq \left\| \Gamma_n \left( r_n(T) e^{i\lambda(n)T} \right) - r_n(T) e^{i\lambda(n)T} \right\|_{L^1} \leq q^{-2} \lambda^{-3} \lesssim \lambda^{-3}. \]

In conclusion, using also (6.1) and taking \( N \) large enough, we have
\[ |\rho_n(T)| \geq \frac{3}{4} \lambda^{-1} - \lambda^{-(1+\varepsilon)} - C \lambda^{-3} \geq \frac{\lambda^{-1}}{2}, \]
where \( C > 0 \) is a universal constant. This implies
\[ \|\rho(T)\|_2^2 \geq \frac{\lambda^{-2}}{4} S_{N-2}. \] (7.2)

Now we claim the following
\[ \|\rho(0)\|_2^2 \sim \lambda^{-2} S_3. \] (7.3)

Since \( \rho(0) = r^\lambda(0) \) is supported on \( \Lambda \), the initial Sobolev norm is given by
\[ \|\rho(0)\|_s^2 = \sum_{n \in \Lambda} |n|^{2s} |r_n^\lambda(0)|^2. \]

Then recalling also the definition of \( r^\lambda \) in (5.8) and using Theorem 5.2 we have
\[ \sum_{n \in \Lambda} |n|^{2s} |r_n^\lambda(0)|^2 \leq \lambda^{-2} S_3 + \lambda^{-2} \delta^{2\sigma} \sum_{i \neq 3} S_i \leq \lambda^{-2} S_3 \left( 1 + \delta^{2\sigma} \sum_{i \neq 3} S_i / S_3 \right). \]

By (4.4), we have that
\[ \delta^{2\sigma} \sum_{i \neq 3} S_i / S_3 \leq \delta^{2\sigma} C (N - 1) e^{\gamma N} \]
for some universal constant \( C > 0 \). Since \( \delta = e^{-\gamma N} \) with a \( \gamma \) large to be fixed (see Theorem 5.2), we can take \( \gamma \) such that \( 2\gamma \sigma > s \). Then
\[ \lambda^{-2} S_3 \left( 1 + \delta^{2\sigma} \sum_{i \neq 3} S_i / S_3 \right) \sim \lambda^{-2} S_3. \]

On the other hand
\[ \|\rho(0)\|_s^2 = \sum_{n \in \Lambda} |n|^{2s} |r_n^\lambda(0)|^2 \geq \sum_{n \in \Lambda} |n|^{2s} |r_n^\lambda(0)|^2 \geq \lambda^{-2} S_3 (1 - \delta^\sigma)^2 \geq \tilde{C} \lambda^{-2} S_3 \]
for some universal constant \( \tilde{C} > 0 \). This concludes the proof of the claim. By Theorem 4.4, (7.3) and (7.2) we have
\[ \frac{\|\rho(T)\|_2^2}{\|\rho(0)\|_s^2} \geq \frac{S_{N-2}}{S_3} \geq 2^{(s-1)(N-6)}. \]

**Conclusion of the proof of Theorem 2.1** Fix \( s > 1 \) and \( C \gg 1 \). We consider \( N \) such that
\[ 2^{(s-1)(N-6)} \geq C^2 \quad \Rightarrow \quad N \sim \frac{\log(C)}{s - 1}. \]

Moreover, taking for instance
\[ \lambda = \exp(5^N), \]
and the smaller \( q \) such that
\[ q \psi(q) \leq N^{-7.72^N} \lambda^{-2(1+\varepsilon)} R^{-2} \]
the conditions (6.1) hold. Then the growth is given by Lemma 7.1 and the estimate on the diffusion time (2.4) comes from (5.6), (5.9).
Conclusion of the proof of Theorem 2.2  Fix $s > 1$, $\tau > 2s$, $C \gg 1$ and $\mu \ll 1$ and recall that, for Theorem 2.2, we consider $\omega$’s which are $\psi$–approximable with

$$\psi(q) = \frac{c}{q^{1+\tau}}, \quad c \geq 1$$

(7.4)

and satisfy

$$\left| \omega - \frac{p}{q} \right| \geq \frac{1}{q^{1+\log q}}$$

for $q$ large enough and any $p \in \mathbb{N}$. To control the initial Sobolev norm it will be crucial to control the size of the convergents of $\omega$. Given a convergent sequence $(p_n, q_n) \in \mathbb{Z} \times \mathbb{N}$ we have

$$\frac{1}{q_n(q_n+1+q_n)} \leq \left| \omega - \frac{p_n}{q_n} \right| \leq \frac{1}{q_n q_{n+1}}.$$ 

We deduce the following lower and upper bounds for large enough denominators of the convergents $(p_n, q_n)$

$$q_n^{1+\tau} - q_n \leq q_n^{1+\log q_n}.$$ 

(7.5)

Since $\lim_{n \to +\infty} q_n = +\infty$ then, for some fixed $n > 0$, there exists $a, \kappa, \kappa \gg 1$ such that

$$q_n \in \left[ \exp(\kappa a^N), \exp(\kappa a^N) \right].$$

By (7.5) we have that for all $m > 0$

$$q_{n+m} \in \left[ \exp(\kappa a^N), \exp(\kappa a^m a^mN) \right].$$

(6.6)

We shall use this fact later, because a control on the size of the successive convergents gives a control on the upper bound of the instability time.

We consider $N$ such that

$$2^{(s-1)(N-6)} \geq \frac{C^2}{\mu^2} \quad \Rightarrow \quad N \sim \frac{\log(C/\mu)}{s-1}.$$ 

Lemma 7.1 gives the growth of Sobolev norms. It only remains to impose that the Sobolev norm of the initial condition is of order $\mu$. By (7.3) we need to ask that

$$\left\| \phi(0) \right\|^2 \sim \lambda^{-2} S_3 \sim \mu^2.$$ 

By (4.5) we have that

$$C^{-2s} 2^{N-1} q^s R^{2s} \leq S_3 \leq C^{2s} 2^{N-1} 3^{2^{N-1}} q^s R^{2s}. $$

Thus we can take $\lambda \sim \mu^{-2} S_3$, which satisfies

$$C^{-2s} 2^{N/2} q^s R^{s} \mu^{-1} \leq \lambda \leq C^{s} 2^{N/2} 3^{s} q^s R^{s} \mu^{-1}.$$ 

(7.8)

We note that we can enlarge the above interval by choosing $N$ much larger (that can be done, for instance, enlarging $C$ since $N \sim \log(C/\mu)$). Recalling that $R \geq \exp(\alpha N)$ with $\alpha \gg 1$ (see for instance Theorem 4.4) it is easy to see that the chosen $\lambda$ satisfies the first inequality in (6.1) taking $N$ large enough. By the choice of $\psi$ in (7.4), the second inequality in (6.1) is

$$\lambda \leq R^{-1}(1+\epsilon) q^{3(1+\epsilon)} (72^{-N} N^{-7})^{\frac{1}{2(1+\epsilon)}}.$$ 

We remark that $\epsilon$ given in Proposition 2 can be considered arbitrarily small. The above inequality is compatible with (7.8) if

$$2^{N/2} q^s R^{s} \mu^{-1} \leq R^{-1}(1+\epsilon) q^{3(1+\epsilon)} (72^{-N} N^{-7})^{\frac{1}{2(1+\epsilon)}}.$$ 

(7.9)

Let us call

$$\nu := \frac{\tau}{2(1+\epsilon)} - s.$$ 

Since $\tau > 2s$ and $\epsilon > 0$ is arbitrarily small we have that $\nu > 0$. Therefore if

$$\tilde{\kappa} = \frac{10s(1+\tilde{\eta})}{\tau - 2s}$$ 

(7.10)
where $\tilde{\eta}$ is the constant introduced in Theorem 4.4.

We have that, for all $q \geq \exp(\tilde{\kappa} \alpha^N)$ and $N$ large enough,
\[
q^\nu \gtrsim 2^{N/2} R^{s^+} \frac{1}{1+\sigma} (72^N N^7)^{\frac{1}{2(1+\sigma)}} \mu^{-1},
\]  
which is the compatibility condition (7.9). By the discussion above (see (7.6)) there exist $\kappa \gg \tilde{\kappa}$ and $\sigma \gg 1$ such that the interval $[\exp(\kappa \alpha^N), \exp(\kappa \alpha^\sigma N)]$ contains a convergent $q \in \mathbb{N}$ that satisfies (7.11).

Then, one can chose $\lambda$ in the interval (7.8) such that the initial Sobolev norm satisfies (7.7). That is,
\[
\tilde{C}^{-1} \mu \leq \|\rho(0)\|_s \leq \tilde{C} \mu
\]
for some $\tilde{C} > 0$ independent of $\mu$. Moreover, the chosen $\lambda$ and $q$ also satisfy (6.1) and (4.6) respectively. Therefore, we can apply Proposition 2.

The upper bound (2.6) on the time $T$ in (5.9) is obtained by using the bounds (7.8), the fact that $q \leq \exp(\kappa \alpha^\sigma N)$ and the upper bound of $R$ in Theorem 4.4. We remark that by (7.10) if $\tau \to 2s^+$ the constant $\tilde{\kappa}$, and so $\kappa$, tends to $+\infty$. This means that we lose completely the control on the time $T$ when $\tau$ approaches the lower bound $2s$.

**Case $s \in (0,1)$.** The proofs of Theorems 2.1 and 2.2 with $s \in (0,1)$ follow the same lines as the ones for $s > 1$. For full details we refer to [28]. The main difference is that we need to consider initial data supported on $S_{N-2}$. The energy moves from $S_{N-2}$ to $S_3$, hence we get
\[
\frac{\|\rho(T)\|_s^2}{\|\rho(0)\|_s^2} \gtrsim \frac{S_3}{S_{N-2}} \gtrsim 2^{(1-s)(N-6)}.
\]
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