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Abstract
In this paper, we consider networks of static sensors with integrated sensing and communication capabilities. The goal of the sensors is to propagate their collected information to every other agent in the network and possibly a human operator. Such a task requires constant communication among all agents which may result in collisions and congestion in wireless communication. To mitigate this issue, we impose locally non-interfering connectivity constraints that must be respected by every agent. We show that these constraints along with the requirement of propagating information in the network can be captured by a Linear Temporal Logic (LTL) framework. Existing temporal logic control synthesis algorithms can be used to design correct-by-construction communication schedules that satisfy the considered LTL formula. Nevertheless, such approaches are centralized and scale poorly with the size of the network. We propose a hierarchical LTL-based algorithm that designs communication schedules that determine which agents should communicate while maximizing network usage. We show that the proposed algorithm is complete and demonstrate its efficiency and scalability through analysis and numerical experiments.

1 Introduction
The 5G standard [1] offers drastic improvements in latency, base-station capacity, and data rates, and moves away from the base-station centered network topology in favor of a more complex device-centered topology. In low-range wireless and LIDAR (Light Detection and Ranging) networks, especially sensor networks, the topology of both the network and the coverage region can be uncertain or unknown to command units. These considerations highlight the need for more sophisticated scheduling protocols informed by the topology of the network. One such approach to optimize network usage while avoiding collisions is to allow the presence of simultaneous access to the network while satisfying a local non-interference rule.

In this paper, we consider networks of static sensors with integrated sensing and communication capabilities. The sensors collect information about the ambient environment which needs to be available to everyone in the network. Such tasks require constant communication among all agents which may result in collisions and congestion in wireless communication. To mitigate this issue, we propose a novel hierarchical algorithm that designs communication schedules that determine which agents should communicate (i.e., which communication links should be activated) and when communication should happen while optimizing network usage. The schedules are designed by solving an optimal temporal logic control problem. In particular, we define a Linear Temporal Logic formula [3] that requires all available communication links among agents to be activated infinitely often (liveness) to ensure that information can be propagated across the network while respecting local non-interference constraints that require each agent to connect to only one agent at a time. Schedules that satisfy the considered temporal logic specification can be computed by employing existing temporal logic control synthesis algorithms [28, 19, 7, 3] or off-the-shelf model checkers [13]. Nevertheless, such approaches are centralized and scale poorly with the size of the network. To mitigate this issue, we propose a hierarchical approach that relies on decomposing the network into smaller networks via commanding agents that compute plans for sensors in their range.

We show through simulation studies that the proposed Locally Non-interfering Connectivity (LNC) method can be used to design schedules for large static sensor networks. Our key contribution to the literature is a distributed method for satisfying linear temporal logic constraints; the particular focus of this work is synthesizing a link activation schedule subject to non-interfering connectivity constraints, but our methods translate, without any modification, to any network multi-agent system with local temporal logic constraints. As a secondary contribution, we open a new line of research that studies information propagation over graphs subject to semantic constraints (e.g., in linear temporal logic or other modal logics).

Related Research Several works have been proposed to design controllers that ensure point-to-point or end-to-end network connectivity of mobile robot networks for all time. Such controllers either rely on graph theoretic approaches
Our work [15, 33, 27, 51] or employ more realistic communication models that take into account path loss, shadowing, and multi-path fading as well as optimal routing decisions for desired information rates [4, 50, 18, 29]. Intermittent connectivity methods that allow the mobile agents to temporarily get disconnected to accomplish their tasks and occasionally revert to connected configurations have also been proposed [12, 16]. Connectivity scheduling problems for static networks, similar to the one considered here, are addressed in [35, 5]. In particular, [35] addresses the control of switching networks via Laplacian dynamics in which nodes can alternate between sleep and active states while guaranteeing a multi-hop path to and from a subset of boundary nodes. Note that [35] addresses a point-to-point connectivity problem while here our goal is to ensure that information collected by any sensor at any time will eventually be propagated to all other sensors. A connectivity scheduling problem is posed and solved via mixed-integer programming in [5], although the goals of the problem addressed there (i.e., providing communication services to static nodes) are different from ours. As a novel contribution of this paper, we furnish a distributed algorithm to design communication schedules over wireless sensor networks that maximize network usage and respect non-interference constraints as specified by an LTL formula.

Outline The rest of the paper is summarized as follows. In Section 3 we formally define the scheduling connectivity problem with non-interference constraints that is solved by a distributed algorithm presented in Section 3. In Section 4 we present simulation studies. In Section 5 we discuss a blueprint for a completely decentralized solution to our scheduling problem, as well as positing a modification of our main Algorithm to better suit networks whose links are not determined by proximity.

2 Problem Formulation

Consider a collection of $N$ stationary agents located at positions $x_i$, $i \in \{1, \ldots, N\}$ with integrated sensing and wireless communication capabilities that are placed in key locations where continuous sensing and communication is required. Assume $X = \{x_i\}_{i=1}^N$ is a subset of $Z$, a compact subset of $R^d$. Each agent collects information that needs to be propagated to all other agents. Specifically, we assume that each agent is capable of communicating with any other agent that is within range $r > 0$. This setup can be modeled as an undirected graph $G = (V, E)$ where $V = \{1, \ldots, N\}$ is the set of nodes and $E = \{(i,j) | \|x_i - x_j\| \leq r\} \subseteq V \times V$ is a set of edges, or links. For any node $i \in V$, let $N_i$ be a set that collects all neighbors of $i$, i.e., $N_i = \{j \neq i | ij \in E\}$. Also, for any edge $ij$ we define the neighborhood of a link, $N_{ij} = \{j' | ij' \in N_i \} \cup \{j'' | i'' \in N_j\}$ that collects all edges associated with nodes $i$ and $j$. For convenience, let $B_r(x) = \{y | \|x - y\| < r\}$ denote the open ball of radius $r$ centered around $x$.

To ensure the propagation of information, frequent intermittent communication among all agents is required. This may result in communication congestion, especially in large and dense networks. Therefore, we impose locally non-interfering communication constraints. In particular, we require that when communication between nodes $i$ and $j$ happens, i.e., when the communication link $ij$ is active, all other communication links in the set $N_{ij}$ are deactivated. We say that the network is locally non-interfering at link $e \in E$, when all links $e' \in N_{ij}$ are deactivated. Also, the network is globally non-interfering if it is locally non-interfering for every edge $e \in E$. Our goal is to compute a schedule that determines the order in which the links should be activated so that (i) all links are activated infinitely often to ensure that information collected by any sensor node will eventually be transmitted to all other nodes while (ii) ensuring globally non-interfering communication all the time.

To formally model requirements (i)-(ii), we employ Linear Temporal Logic (LTL). The basic ingredients of LTL are a set of atomic propositions $AP$, the boolean operators, i.e., conjunction $\land$, and negation $\neg$, and two temporal operators, next $\mathcal{O}$ and until $\mathcal{U}$. LTL formulas over a set $AP$ can be constructed based on the following grammar: $\phi ::= true | \mathcal{O} \phi | \mathcal{U} \phi | \phi \land \phi | \neg \phi | \phi_1 \mathcal{U} \phi_2$, where $\pi \in AP$. For brevity, we abstain from presenting the derivations of other Boolean and temporal operators, e.g., always $\square$, eventually $\mathcal{O}$, infinitely often $\mathcal{O} \square$, at some point forever $\square \mathcal{O}$, disjunction $\lor$, and implication $\Rightarrow$, which can be found in [3]. Specifically, requirements (i)-(ii) can be captured by the following LTL specification:

$\varphi = \bigwedge_{ij \in E} \varphi_{ij}$

that requires the LTL sub-formula $\varphi_{ij}$ to be true for all links $ij \in E$, where

$\varphi_{ij} = \square \pi_{ij} \Rightarrow \bigwedge_{e' \in N_{ij} \setminus \{ij\}} \neg \pi_{e'j}$

where $\pi_{ij}$ is a Boolean variable that is true whenever link $ij$ is active. Note that formula (2.2) requires link $ij$ to be activated infinitely often while respecting the locally non-interference constraints, i.e., that all other links $e' \in N_{ij}$ are deactivated, as captured by part (b) and (a), respectively.

Modeling Link Activations as Transition Systems To design a schedule for all agents, i.e., infinite sequences of activated links, that satisfy (2.1), we view the discrete-time dynamical system of link activations as a transition system, TS. First, we model a single link $ij$ as a transition system.
DEFINITION 1. Given a link $ij \in \mathcal{E}$, we define the link transition system, $TS^{ij} = (Q^{ij}, q^{ij}_0, \Sigma^{ij}, \rightarrow_{ij}, \mathcal{AP}^{ij}, o^{ij})$.

- $Q^{ij} = \{ q^{ij}_0, q^{ij}_1 \}$ is the set of states where the states $q^{ij}_0$ and $q^{ij}_1$ encode that the link $ij$ is activated and deactivated, respectively.
- $q^{ij}_0$ is an initial state (i.e., initially $ij$ is deactivated).
- $\Sigma^{ij} = \{ \sigma^{ij}_0, \sigma^{ij}_1 \}$ is the control input alphabet, standby or switch.
- $q_k \xrightarrow{\sigma^{ij}_l} q_{k'}$, $l = 0, 1$ are state transitions.
  - $q_k \xrightarrow{\sigma^{ij}_0} q_k$ for $k = 0, 1$;
  - $q_k \xrightarrow{\sigma^{ij}_1} q_{k'}$ for $k = 0, k' = 1$ or $k = 1, k' = 0$.
- $\mathcal{AP}^{ij} = \{ \pi^{ij} \}$ are the atomic propositions.
- $o^{ij}(q_0) = \pi^{ij}$, $o(q_1) = \neg \pi^{ij}$ are observations of states.

Then, we define a transition system modeling the entire network.

DEFINITION 2. From a collection of $TS^{ij}$, define the product transition system, $TS = (Q, Q_0, \Sigma, \rightarrow, \mathcal{AP}, o)$.

- $Q = \{ q^E \}_{E \subseteq 2^E}$ are states.
- $Q_0 \subseteq Q$ are initial states.
- $\Sigma = \prod_{ij \in \mathcal{E}} \Sigma^{ij}$.
- $\rightarrow \subseteq Q \times \Sigma \times Q$: there is a transition between every pair of states given by exactly one control input $\sigma \in \Sigma$. (Alternative transition systems could be designed, e.g. by subsampling $\rightarrow$.)
- $\mathcal{AP} = \{ \pi^{ij} \}_{ij \in \mathcal{E}}$ are the atomic propositions.
- $o : Q \rightarrow 2^\mathcal{AP}$ given by $q^E \mapsto \{ \pi^{ij} \}_{ij \in E}$ is the observation map.

We enrich our transition system with an associated cost to transition from one state to another. In task-Coordination problems in robotics, traveling time between regions a robot is to visit is a reasonable choice of cost [10]. In our case, a reasonable choice of cost is a suitable metric on $2^E$ (which indexes $Q$). Possibilities include the Jaccard distance (e.g. in [24]), and the Hausdorff distance between collections of activated sensor coordinates (e.g. in [35]). Transition costs can encourage goals manifold, including but not limited to (i) fostering propagation of information, (ii) reducing energy costs associated to link rerouting, connection activation, or transmission power consumption, and (iii) avoiding trivial or undesirable (inefficient) traces (i.e. activate one edge at a time). The Jaccard distance used in our experiments (Section 4).

\begin{equation}
\text{d}_{\text{jac}}(A, B) = 1 - \frac{|A \cap B|}{|A \cup B|},
\end{equation}
penalizes switching control inputs, consequently, avoiding the trivial solution.

DEFINITION 3. A weighted transition system with cost function, $c : \Sigma \rightarrow \mathbb{R}_+$, is a pair, $(TS, c)$, where

\begin{equation}
c : \left( q^E \sigma^{E \Sigma} q^{E'} \right) \leadsto c(\sigma).
\end{equation}

For a finite trace $\tau \in Q^\omega$, define the cost to go,

\begin{equation}
\hat{J}(\tau) = \sum_{t=1}^{n-1} c\left( (\tau(1) \rightarrow (\tau(t)) \right).
\end{equation}

Our goal is to compute a schedule $\tau = \tau(0)\tau(1)\tau(2)\ldots$ defined as an infinite sequence of states of $TS$ that satisfies $\varphi$. In other words, $\tau$ determines the order in which links are activated and $\tau(k) \in Q$ collects the links that should be active at the $k$-th discrete time instant. Given any LTL formula $\varphi$, if there exists a schedule $\tau$ satisfying $\varphi$, then it can be written in a finite representation, called prefix-suffix structure, i.e., $\tau = \tau_{\text{pre}}[\tau_{\text{suf}}]^\omega$, where the prefix part $\tau_{\text{pre}} = \tau(0), \tau(1), \ldots, \tau(K)$ is executed only once followed by the indefinite execution of the suffix part $\tau_{\text{suf}} = \tau(K+1), \tau(K+2), \ldots, \tau(K+S)$, where $\tau(K+S) = \tau(K)$ and $\omega$ denotes the indefinite execution of $\tau_{\text{suf}}$. Among all prefix-suffix schedules that satisfy $\varphi$, we select one that incurs the minimum cost defined as

\begin{equation}
J(\tau) = \hat{J}(\tau_{\text{pre}}) + \hat{J}(\tau_{\text{suf}}).
\end{equation}

In other words, our method for solving

$$\min J(\tau) \text{ such that } \tau \models \varphi,$$

is exhaustive search.

Laplacian Consensus The motivation for goal (i) i.e. activating every link infinitely often is elucidated when sensors are tasked with propagating data they collect according to the link activation schedule. Let $y(t) \in \mathbb{R}^N$ be a column-vector of states held by each sensor in the network at discrete-time instant $t$. Under a simple Laplacian consensus rule, convergence to a uniform consensus state depends on the topology of the switching network, a phenomenon well-studied. One sufficient condition to reach consensus is the following: 

PROPOSITION 1. (14)THEOREM 2 Suppose $G(t)$ is a switching network and there is an infinite sequence of contiguous, nonempty, bounded intervals $[t_i, t_{i+1})$ starting at $t = 0$ such that each union

$$\bigcup_{t \in [t_i, t_{i+1})} G(t)$$
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is connected. Then, \( \lim_{t \to \infty} y(t) = \alpha 1 \) where \( \alpha \) depends only on \( y(0) \) and the topology of \( G(t) \).

After seeding the sensor network with initial state \( y(0) \), we use a simple Laplacian consensus rule to quantify the propagation of information across the network under LNC. For a trace \( \tau = \tau(0)\tau(1)\cdots \), let \( \mathcal{G}(t) \) denote the subgraph of edges activated at time \( t \). Let \( \mathcal{V}(t) \) denote the vertices of \( \mathcal{G}(t) \), and let \( \mathcal{N}_i(t) \) denote the neighbors of node \( i \in \mathcal{V} \) at time \( t \). If the network is to reach a consensus state, it is necessary (but not sufficient) that a trace \( \tau \) satisfies the liveness property,

\[
\bigwedge_{i,j \in E} \Box \diamond \pi_{ij}.
\]

A shrewder characterization of Laplacian consensus for switching networks controlled by LTL constraints is fertile ground for future research.

In Section 3, we will implement a simple Laplacian update rule for a sensor network satisfying LNC. Let \( L(t) \) be the (un-normalized) graph Laplacian \([6]\) of the switching network \( \mathcal{G}(t) \). For step-size \( \epsilon \in (0, 1) \), the Laplacian update is given by \( y(t + 1) = y(t) - \epsilon L(t)y(t) \). Specifically, for node \( i \), this is the message-passing scheme,

\[
y_i(t + 1) = \begin{cases} y_i(t) \\ (1 - \epsilon)y_i(t) + \epsilon y_j(t) \end{cases} \quad \mathcal{N}_i(t) \cap \mathcal{V}(t) = \emptyset \\
\mathcal{N}_i(t) \cap \mathcal{V}(t) \neq \emptyset
\]

**Summary** The problem we address in this paper can be summarized as follows.

**Problem 1.** Compute a schedule \( \tau \) in a prefix-suffix form that satisfies the communication task captured in (2.1) and minimizes the cost function (2.6).

### 3 Design of Network Schedule

**3.1 Centralized** Existing approaches can be employed to solve Problem 1 that rely on a coupling between the transition system, \( \mathcal{T} \), and what is called a Büchi automaton.

**Definition 4. A Non-Deterministic Büchi Automaton (NBA) is a tuple, \( B = (S, \Sigma, \delta, S_0, F) \) where**

- \( S \) is a finite set of states,
- \( \Sigma \) is an input alphabet,
- \( \delta : S \times \Sigma \to 2^S \), a transition map,
- \( S_0 \subseteq S \) is a set of initial states, and
- \( F \subseteq S \) is a set of accepting states.

The global transition system and NBA are coupled so that \( \Sigma = 2^{AP} \). We say that \( B \) accepts an input word, \( \sigma = \sigma_0\sigma_1\sigma_2 \cdots \in (2^{AP})^\omega \), if there is at least one (possibly many) sequence of states, \( s = s(0)s(1)s(2) \cdots \in S^\omega \), such that \( s(0) \in S_0 \) and \( |\{ t : s(t) \in F \}| = \infty \).

We say an LTL sentence \( \varphi \) is translated into an NBA, \( B_\varphi \), if a \( \sigma \models \varphi \) if and only if \( \sigma \) is accepted by \( B_\varphi \). It is known that every LTL sentence can be translated into an NBA (for a proof see \( [3] \) [p. 278]). Once we have translated \( \varphi \) into \( B_\varphi \), we construct the Product Büchi Automaton (PBA), \( \mathcal{P} = \mathcal{T} \otimes B_\varphi \) (see \( [3] \) [p. 200] or \( [4] \) [p. 42]). After quotienting out the underlying digraph of \( \mathcal{P} \) by strongly connected components, we perform a graph search for paths beginning at an initial state \( q_0 \) that visit an accepting state in \( Q \times F \) infinitely often. Projecting this path in \( \mathcal{P} \) onto \( \mathcal{T} \) yields a trace \( \tau \models \varphi \). The corresponding output word, \( \tau_0 \), is an infinite sequence of subsets of activated edges solving Problem 1.

**3.2 Hierarchical** The centralized (optimal) solution to Problem 1 on \( \mathcal{G} \) is resource-demanding and computationally expensive, unmanageable even for relatively small networks as confirmed by our experiments. Even if larger networks are manageable with more powerful computers, the centralized algorithm is not scalable: our goal in this section is to solve Problem 1 in a more computationally efficient way.

In the sequel, we do not assume sensors are capable of computing temporal logic plans; hence, we will employ additional agents called command agents or command nodes with this capability. Command agents form an intermediate layer of schedulers who compute schedules for sensors under their respective jurisdictions, then push these schedules down to the executing sensor nodes.

We offer a robust approach—in principle, improving scalability—in which (additional) command agents (i) solve the local LNC problem for all sensors in their coverage region, and (ii) a global LNC problem is solved on the network formed by these command agents (Fig. 1). As an additional feature to the hierarchical approach, if new sensors are deployed or existing sensors fail, new plans need only be re-synthesized by commanding agents in range of these sensors.

We assume commanding agents have computing capabilities and are able to communicate with all sensor and command agents in range. We also assume command agents have geospatial awareness. (Recall, we do not assume rank-and-file sensors know their locations or command nodes’ locations.) Command agents, once deployed, remain at positions, \( e_j, j \in \{1, \ldots, K\} \). Command agents, we assume, also reside in the (compact) domain \( Z \).

Once activated, command agents can detect unique identifiers of rank-and-file sensors within their range \( R \) as well as control the activation of links between these sensors. Additionally, each commanding agent (node) is capable of communicating with peer commanding agents (nodes).
Figure 1: Sensor network with two command nodes (white). Schedules $\tau_1$, $\tau_2$ for $G_1$ (yellow/green edges) and $G_2$ (blue/green edges) synthesized by command nodes 1 and 2 respectively. In this simple case, command nodes 1 and 2 alternate executing $\tau_1$ and $\tau_2$.

whose coverage regions overlap (i.e. within a range of $2R$), forming their own network $G_{cmd} = (V_{cmd}, E_{cmd})$ where $V_{cmd} = \{1, \ldots, K\}$ is the set of commanding nodes and $E_{cmd} = \{ij \mid \|c_i - c_j\| \leq 2R\} \subseteq V_{cmd} \times V_{cmd}$. Due to our assumption that command nodes have GPS capabilities, it is fair to assume that a given command node is aware of the topology of the connected component of $G_{cmd}$ containing $j$. (Command nodes can transmit their unique identifiers and GPS coordinates to command nodes in range, this data and $R$ is enough to discern the topology of a connected component of $G_{cmd}$.)

Local plans are synthesized as follows: command nodes first collect sensor nodes within their range, $R$. For each $j \in V_{cmd}$, let $G_j = (V_j, E_j)$ be the subgraph of $G$ generated by sensor nodes,

$$\{i \in V \mid \|c_i - c_j\| \leq R\}.$$  

Then, commanding nodes compute a local specification $\varphi_j$ given by (2.1)–(2.2), restricted to $G_j$.

Each command node $j$ synthesizes an optimal plan $\tau_j \models \varphi_j$ (Section 3.1); explicitly, a feasible prefix/suffix $\tau_{j,pre}, \tau_{j,suf}$ that minimizes the cost-to-go $J(\cdot)$. Command nodes, once activated, execute this plan. Care must be taken to avoid activating adjacent command nodes simultaneously, as their coverage regions overlap, possibly leading to link-activation collisions. We employ LTL planning (Section 3.1) to synthesize a (feasible) trace of command node activations; such a trace $\rho = \rho_{pre}[\rho_{suf}]^\omega$ is said to be feasible if $\rho \models \psi$ where

$$\psi = \bigwedge_{j \in V_{cmd}} \left( \Box \left( \pi_j^i \Rightarrow \bigwedge_{k \in \mathcal{N}_j} \neg \pi_k^i \right) \right) \land \Box \diamond \pi_j^i.$$  

$\psi$ specifies that every command node is activated infinitely often, and that whenever a command node is activated, every command node in its 1-hop neighborhood is deactivated. Each command node computes a global plan of command node activations $\rho$. Any discrepancy in $\rho$ across $G_{cmd}$ is remedied by a simple consensus algorithm (e.g. [20]). Full details are described in Algorithm 1.

### Algorithm 1 Hierarchical LNC (HLNC)

**Input:** $G$ (sensor net.), $x_i$ (locations of sensors), $c_j, j \in \{1, 2, \ldots, K\}$ (locations of command agents), $J$ (cost-to-go)

**Output:** $\tau \in (2^{AP})^\omega$ (global schedule of link activations)

1: command graph $G_{cmd}$ constructed by rule: $jk \in E_{cmd}$ if $B_R(c_j) \cap B_R(c_k) \neq \emptyset$; command nodes in every connected component of $G_{cmd}$ aware of topology

2: for command nodes $j = 1$ to $K$ do

3: command node activation plan $\rho$ synthesized by $j$ according to $\psi$

4: verify consensus $\rho$ reached across $G_{cmd}$

5: $G_j \leftarrow$ subgraph induced by $\{i \in V \mid \|c_j - x_i\| \leq R\}$

6: $\varphi_j$ given by $\varphi_j|_{G_j}$ translated to B"uchi by $j$

7: command node $j$ computes all $\tau_j \models \varphi_j$

8: choose $\tau_j$ minimizing $J(\cdot)$

9: end for

10: return $\tau(t) := \bigcup_{j \in \rho(t)} \tau_j(t)$

#### Remark

Our distributed algorithm avoids the trivial feasible solution—activate every edge in the network one-at-a-time—because command nodes control the activations of multiple links in their domain, and multiple command nodes are activated simultaneously. We call such trivial trace $\tau_{seq}$. It is true a priori $\tau_{seq} \models \varphi$. However, $\tau_{seq}$ is highly suboptimal, e.g. for Jaccard distance (the cost of every transition is maximal i.e. 1). While we will prove below that a feasible trace is returned by Algorithm 1, such a trace is nevertheless suboptimal because minimizing the cost of each summand in

$$J(\tau) = \sum_{j \in V_{cmd}} J(\tau_j)$$

is not equivalent to minimizing the entire sum.

### 3.3 Analysis

In order that Algorithm 1 returns a trace satisfying $\varphi$ (2.1), it is integral that every link of the sensor network is detected by at least one command node. We supply a sufficient condition for this property to hold.

**Proposition 2.** Suppose there exists $\epsilon \in (r, R)$ such that

$$\bigcup_{j \in V_{cmd}} B_{R-\epsilon}(c_j) \supseteq X$$

is a finite cover of $X$ by command nodes at locations $c_j, j \in \{1, \ldots, K\}$. Then, every edge $e^i \in E$ is contained in (at least one) command subgraph $G_j$ for some $j \in V_{cmd}$. 
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command nodes are deactivated. This implies that $B_{R_x(c_j)}$ contains $x_i$ and some $j'$ such that $B_{R_x(c_j')}$ contains $x_{i'}$. By assumption, $\|x_i - x_{i'}\| \leq R$. Likewise, $\|c_j - x_i\| \leq R - \epsilon$ so that

$$\|c_j - x_{i'}\| \leq \|c_j - x_i\| + \|x_i - x_{i'}\| \leq R - \epsilon + r < R$$

by the triangle inequality. Hence, $B_R(c_j)$ contains $x_i$ and $x_{i'}$. Thus, $\mathcal{G}_j$ contains the link $ii'$ in $\mathcal{E}$. □

As a convenience, we may assume without loss of generality (under the conditions above) that the commanding network is connected; Algorithm 1 can be run in parallel on each connected component of $\mathcal{G}_{cmd}$ without modification. 

**Corollary 1.** Connected components of $\mathcal{G}$ are controlled only by command nodes belonging to the same connected component of $\mathcal{G}_{cmd}$. 

**Proof.** Suppose, on the contrary, there are nodes $i, i' \in \mathcal{V}$ such that $x_i$ and $x_{i'}$ are contained in different connected components of $\mathcal{U} := \bigcup_{j \in \mathcal{V}_{cmd}} B_R(c_j)$, but $\|x_i - x_{i'}\| \leq r$. Then, by Proposition 2 there is a single $j$ such that $B_R(c_j) \supseteq \{x_i, x_{i'}\}$. In particular, this means $x_i$ and $x_{i'}$ lie in the same component of $\mathcal{U}$, hence, $\mathcal{G}_{cmd}$. □

The HLNC algorithm guarantees a feasible suboptimal solution.

**Theorem 1.** Suppose the hypothesis of Proposition 2 is satisfied, and suppose without loss of generality that $\mathcal{G}_{cmd}$ is connected. Then, Algorithm 1 returns a feasible trace $\tau = \tau' \models \varphi$ if such a trace exists.

We sketch the proof.

**Proof.** We show the output $\tau$ satisfies parts (a) and (b)—local non-interference and liveness—of $\varphi_{ij}$ (22) for every link $ij \in \mathcal{E}$.

By construction, whenever a command node $j$ is activated and initiates a local plan $\tau_j$ satisfying $\varphi_j$, neighboring command nodes are deactivated. This implies that $\tau_j$ extends properly to a global plan satisfying $\varphi$ because $R$-balls centered around simultaneously-activated command nodes intersect trivially.

Command nodes are activated infinitely often according to a schedule $\rho \models \psi$. By Proposition 3 every link of the sensor network is contained in a command subgraph $\mathcal{G}_j$ in which every edge is activated infinitely often. Hence, every edge of the entire network is activated infinitely often. □

A final result contrasts the computational complexity of the centralized and hierarchical algorithms.

**Theorem 2.** Let $e_{max} = \max_{j \in \mathcal{V}_{cmd}} |\mathcal{E}_j|$. Assuming the hypothesis of Proposition 2 the worst-case time complexity of Algorithm 7 is

$$O\left(K2^O(e_{max}) + O(K)\right).$$

The worst-case time complexity of the centralized algorithm is

$$O\left(2^{O(|\mathcal{E}|)}\right).$$

Again, we sketch a proof.

**Proof.** The complexity of solving the LTL model-checking problem (equivalent to the optimal temporal logic planning problem) for a proposition $\varphi$ and a transition system with states $Q$ is $O\left(|Q|2^{|\varphi|}\right)$ where $|\varphi|$ is the length of the proposition (roughly, the number of symbols) [4].

For the centralized algorithm, we check that $|\varphi| = O(|\mathcal{E}|)$ and $|Q| = 2^{|\mathcal{E}|}$ yielding $O\left(2^{O(|\mathcal{E}|)}\right)$ complexity. For the hierarchical algorithm, we first consider the complexity of satisfying $\psi$ (39). This is $O\left(K2^{|\psi|}\right) = O\left(K2^O(K)\right)$. We multiply this complexity by the worst-case execution of the centralized algorithm to find a feasible plan satisfying local $\varphi_j$ for each command node $j$ to yield $O\left(K2^O(e_{max}) + O(K)\right)$. □

As expected, the Algorithm 1 boasts a significant improvement to the centralized algorithm when both $K$ and $e_{max}$ are not too large as compared to $|\mathcal{E}|$.

### 4 Simulations

**Software** We use the package **P_MAS_TG** [10] for optimal temporal logic planning. The centralized component of our code calculates a $\varphi$ from an input graph $\mathcal{G}$, then proceeds to translate $\varphi$ and find an optimal plan. **P_MAS_TG** utilizes in the background the package 1t12ba [8] that translates a given LTL sentence into a Büchi automaton. The decentralized component of our code implements Algorithm 1 and stores $\mathcal{G}_j$, $\tau_j$ as networkx [11] attributes of command nodes.

**Finding an optimal trace** A sampling algorithm, such as the one presented in [17], can find a feasible $\tau$ than approximately minimizes $J(\cdot)$. We do not implement this algorithm here as it is beyond the scope of this paper. Instead, we use the out-of-the-box path distance minimizing feature of **P_MAS_TG**. The package **P_MAS_TG** minimizes traveling distance between given region coordinates (e.g. locations in a warehouse for a robot to visit).

**Command nodes** We select positions for $K = 10$ commanding agents. To ensure these command nodes cover every sensor in the network, we chose cluster centers $c_j$ of the
positions of rank-and-file sensors $x_i$ via k-means, which selects a partition $\{S_1, \ldots, S_K\}$ of the sensors $X$ that minimizes the distance of the means (i.e. command nodes)

$$c_j = \frac{1}{|S_j|} \sum_{x \in S_j} x$$

to points (i.e. sensor nodes) in each cluster. Clusters and their respective means are computed by solving the optimization problem

\begin{equation}
\min_{S_1, \ldots, S_K} \sum_{j=1}^{K} \sum_{x \in S_j} \|x - c_j\|
\end{equation}

by standard methods [22].

**Data** We study a real-world sensor network $N = 54$ located inside the Berkeley National Laboratory [23]. We assume sensors communicate at a radius $r = 6$ and commanding agents can control link connectivity within $R = 8$. The resulting graphs $G, G_{cmd}$ have 88 and 13 edges, respectively. (Fig. 2).

![Figure 2: Sensor network consisting of 54 sensors in Berkeley National Lab with rank-and-file sensors (black) and command agents (red).](image)

**Discussion of results** We compare intermittent consensus ($\epsilon = 0.5$) of the computed global trace $\tau$ (Algorithm 1) with intermittent consensus of the sequential trace $\tau_{seq}$. Our simulation demonstrates that HLNC rapidly achieves localized consensus (Fig. 3), locally converging faster than $\tau_{seq}$; however, $\tau$ (globally) falls behind $\tau_{seq}$ in the long run and may converge to more than one point of consensus (two, in our case). Perhaps the trade-off here is that the efficiency (link activations per unit time) of $\tau$ ($\approx 4 - 8\%$) is far greater than the efficiency ($\approx 1\%$) of $\tau_{seq}$.

**5 Discussion**

**Semantic Propagation** It is perhaps a compelling question whether there is a general framework for networked temporal logic planning for a specification of the form

$$\varphi = \bigwedge_{i \in V} \varphi_i$$

studied both in this work and in [16].

A truly decentralized approach would be to compute LTL plans on individual nodes of the network, rather than on command nodes. Recent work develops a new theory of Laplacian flow (i.e. a consensus algorithm) for lattice-valued data (e.g. boolean data, LTL specifications and more) over a network [9]. Avoiding the mathematical methods of [9], the LTL Laplacian can be interpreted as the map

$$(L\varphi)_i = \bigwedge_{j \in N(i) \cup i} \varphi_j$$

taking the conjunction of $\varphi_j$ with all formulae over the neighborhood of $i$. Semantic propagation is the result of iterating this Laplacian, eventually leading to locally constant (i.e. consensus over connected components) semantics over the entire network.

**Non-geometric networks** Suppose $G$ is not a sensor network i.e. nodes are not given as coordinates and edges are not defined by their proximity. Then, there is a modification of Algorithm 1 to solve Problem 1 in this case. Define the $k$-hop neighborhood of a node, $N_k(i)$. Fix $k > 0$ (analogous to $R$). Choose command nodes $V_{cmd} \subseteq V$. For each $j \in V_{cmd}$, let $G_j$ be the subgraph generated by $N_k(j)$. Then, $E_{cmd} = \{i,j \in V_{cmd} \times V_{cmd} | N_k(i) \cap N_k(j) \neq \emptyset\}$. The rest of the algorithm holds as above.

**Fairness** As astutely noted by a referee, the liveness specification (2.7) does not ensure that some nodes are not
granted special privilege to connect with other nodes more frequently. A possible solution is to add a (local) fairness specification,

\[ \chi_{ij} = \square \left( \pi^i_j \Rightarrow \square \left( -\pi^i_j \bigvee_{i'j' \in N_i \setminus \{ij\}} \pi^{i'}_{j'} \right) \right) . \]
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