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Abstract

In this paper we obtain a new fully explicit constant for the Pólya–Vinogradov inequality for primitive characters. Given a primitive character $\chi$ modulo $q$, we prove the following upper bound

$$\left| \sum_{1 \leq n \leq N} \chi(n) \right| \leq c \sqrt{q} \log q,$$

where $c = 3/(4\pi^2) + o_q(1)$ for even characters and $c = 3/(8\pi) + o_q(1)$ for odd characters, with explicit $o_q(1)$ terms. This improves a result of Frolov and Soundararajan for large $q$. We proceed, following Hildebrand, obtaining the explicit version of a result by Montgomery–Vaughan on partial Gaussian sums and an explicit Burgess-like result on convoluted Dirichlet characters.

1 Introduction

It is of high interest studying the upper bound of the following quantity

$$S(N, \chi) := \left| \sum_{n=1}^{N} \chi(n) \right|,$$

with $N \in \mathbb{N}$ and $\chi$ a non-principal Dirichlet character modulo $q$. The famous Pólya–Vinogradov inequality tells us that

$$S(N, \chi) \ll \sqrt{q} \log q,$$

and aside for the implied constant, this is the best known result. The focus is now on the implied constant, with a distinction between asymptotically explicit and completely explicit results. The best asymptotic constant can be found
in the papers by Hildebrand [11] and Granville and Soundararajan [9]. The explicit results have generally worst leading terms, the exception is for primitive characters of square-free moduli for which the author and Kerr [2] proved a result that is comparable with the asymptotic one. There have been many completely explicit results, we will be focussing on primitive characters, as these results can be easily extended to all non-principal characters. All the late results have the following shape

\[ |S(N, \chi)| \leq \begin{cases} \frac{1}{\pi} \sqrt{q} \log q + \delta_1 \sqrt{q} \log \log q + \delta_2 \sqrt{q} & \text{for } \chi(-1) = 1, \\ \frac{1}{\pi} \sqrt{q} \log q + \delta_3 \sqrt{q} \log \log q + \delta_4 \sqrt{q} & \text{for } \chi(-1) = -1, \end{cases} \]  

(1)

with the second constants improving as follows:

- \( \delta_1 = \frac{2}{\pi}, \delta_2 = \frac{3}{4}, \delta_3 = \frac{1}{\pi} \) and \( \delta_4 = 1 \) by Pomerance [17],
- Frolov [7] proves that for certain values of \( \delta_2 \) and \( \delta_4 \) it is possible to take \( \delta_1 = \delta_3 = 0 \),
- Frolov and Soundararajan [8] further improve the result showing that it is possible to take \( \delta_2 = \frac{1}{4} \), for \( q \geq 1200 \) and \( \delta_4 = 1 \), for \( q \geq 40 \).

The improvements above are on the constants of the remainder terms. Our aim is to improve on the leading constant using Hildebrand’s approach [10], that relies on two results: an upper bound on partial Gaussian sums due to Montgomery and Vaughan and the version of the Burgess bound for all non-principal characters from [4].

We start proving the following explicit version of Corollary 1 [13] by Montgomery and Vaughan. Let \( B \geq 1 \) be a constant, and \( F \) be the class of all multiplicative functions \( f \) such that

\[ |f(n)| \leq B. \]  

(2)

With \( f \in F \), \( \alpha \) real and \( e(\alpha) = \exp(2\pi i \alpha) \) write

\[ S(\alpha) = \sum_{n=1}^{N} f(n)e(n\alpha). \]

**Corollary 1.0.1.** Suppose that \( |\alpha - a/q| \leq q^{-2}, (a,q) = 1, E \geq 4 \) with \( k \geq 2 \) and \( \frac{e^3}{E} \leq R \leq q \leq N/R \). Then

\[ S(\alpha) \leq c_1(B, E, R) \frac{N}{\log N} + c_2(B, E, R) \frac{N \log^2 ER}{\sqrt{R}}, \]  

(3)

with the functions \( c_1 \) and \( c_2 \) defined in Theorem 1.4.

Note that condition (2) simplifies computations compared to \( \sum_{n=1}^{N} |f(n)| \leq B^2 N \) found in [13].

Proving an explicit version of the Burgess’s bound in [4] is difficult, but the following result, that is an explicit Burgess-like result on convoluted Dirichlet characters, is enough for our purposes.
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Theorem 1.1. Let $q$ and $k$ be integers and $h$ and $m$ real positive numbers. Assume that $q > (hk)^4$. Let $\chi$ be a primitive character mod $q$ and $\psi$ be any character mod $k$. For any integers $M$ and $N < q$ we have

$$\left| \sum_{M < n \leq M+N} \psi(n)\chi(n) \right| \leq mdk(q)^{3/2}N^{1/2}q^{3/16} (\log q \log \log q)^{1/2},$$

with $d$ the divisor counting function and $q \geq q_0$, $h$ and $m$ in the following table.

| $m$  | $\log_{10} q_0$ | $h$ |
|------|-----------------|-----|
| 2.29 | 5               | 10  |
| 1.55 | 10              | 20  |
| 1.29 | 15              | 30  |
| 1.15 | 20              | 40  |

If we restrict to $q$ prime, we should be able to improve the above result, but as we are mainly interested in a result for any $q$ we will not further exploit this possibility. Related explicit results can be found in [2], [6] and [22]. Using the above result we are able to relax the conditions on $\alpha$ that appear in Corollary 1.0.1, thus obtaining the following fundamental result.

Lemma 1.2. Take any $h$, $m$ and lower bound for $q$ in Table 1. Take $x$ such that $q^{3/8 + \epsilon} \leq x \leq q$ and, fixed a real $\gamma \geq 2$, for any $q$ such that $h(\log q)^\gamma \leq q^{1/4}$ and $E \geq 4$. We have, uniformly for all primitive characters $\chi$ modulo $q$ as above,

$$\left| \sum_{n \leq x} \chi(n)e(an) \right| \leq c(1,q,\gamma,\epsilon,m) \frac{x}{\log q},$$

with the function $c$ defined in Theorem 1.4.

This will give us the desired Theorem 1.4. The problem is now reduced to a computational one, we need to minimize $\epsilon$, $q$ and $c(E,q,\gamma,\epsilon)$. We will thus obtain the following result, see Section 5 for more details.

Theorem 1.3. With $\chi$ a primitive Dirichlet character modulo $q$ we have

$$|S(N,\chi)| \leq \begin{cases} \frac{2}{\pi^2} \left( \frac{3}{8} + \epsilon \right) \sqrt{q} \log q + h_1(E,q,\gamma,\epsilon,m) \sqrt{q} & \text{if } \chi(-1) = 1, \\ \frac{4}{\pi^2} \left( \frac{3}{8} + \epsilon \right) \sqrt{q} \log q + h_2(E,q,\gamma,\epsilon,m) \sqrt{q} & \text{if } \chi(-1) = -1. \end{cases}$$

Upper bounds for $h_{1/2}(E,q,\gamma,\epsilon)$ appear in the following tables. We first fix small $\epsilon$ and $q \geq q_0$ and will give $h_{1/2}(E,q,\gamma,\epsilon)$ minimized in $\gamma$ and $E$. 
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Table 2: Small $\epsilon$

| $\epsilon$ | $\log \log q_0$ | $h_1(E, q, \gamma, \epsilon, m)$ | $h_2(E, q, \gamma, \epsilon)$ |
|-----------|----------------|----------------|----------------|
| $\frac{1}{10}$ | 22 | 2727 | 5449 |
| $\frac{1}{100}$ | 209 | 3939 | 7872 |
| $\frac{1}{1000}$ | 2081 | 4092 | 8180 |
| $\frac{1}{10000}$ | 20800 | 4108 | 8210 |

In the following table we will work with $\epsilon$ near $1/8$ to minimize $q$.

Table 3: Large $\epsilon$

| $\epsilon$ | $\log \log q_0$ | $h_1(E, q, \gamma, \epsilon, m)$ | $h_2(E, q, \gamma, \epsilon)$ |
|-----------|----------------|----------------|----------------|
| $\frac{1}{8} (1 - \frac{1}{10})$ | 19.7 | 2594 | 5183 |
| $\frac{1}{8} (1 - \frac{1}{100})$ | 17.99 | 2480 | 4955 |
| $\frac{1}{8} (1 - \frac{1}{1000})$ | 17.89 | 2469 | 4933 |
| $\frac{1}{8} (1 - \frac{1}{10000})$ | 17.83 | 2468 | 4931 |

See Table 4 to see the ranges in which the above results are better than those in [8]. We will also prove a version of the above two tables for characters with moduli with $d(q)$ fixed, an interesting case is certainly when $d(q) = 2$ and the modulus is thus prime. See Table 4 in Section 5. Theorem 1.3 depends on the following result.

**Theorem 1.4.** Take any $h$, $m$ and $q$ as in Theorem 1.1. With $\chi$ a primitive Dirichlet character of modulo $q$, fixed $\gamma$, if $q$ is such that $h(\log q)^{\gamma} < q^{\frac{1}{4}}$, with $E \geq 4$ and $C$ the Euler–Mascheroni constant, we have the following result.

$$|S(N, \chi)| \leq \begin{cases} 
\frac{2}{\pi^2} \left( \frac{3}{8} + \epsilon \right) \sqrt{q} \log q + \left( \frac{2n(q, \epsilon)}{\pi^2} + j \right) \sqrt{q} & \text{if } \chi(-1) = 1, \\
\frac{1}{\pi} \left( \frac{3}{8} + \epsilon \right) \sqrt{q} \log q + \left( \frac{n(q, \epsilon)}{\pi} + j \right) \sqrt{q} & \text{if } \chi(-1) = -1,
\end{cases}$$

with

$$j = j(E, q, \gamma, \epsilon, m) = \frac{c(\chi)}{\pi} \left( \frac{1}{\log q} + \frac{5}{8} - \epsilon \right) c(E, q, \gamma, \epsilon, m) + 1 + \frac{\left( e^{\pi} - 1 - \pi \right)}{2\pi},$$

$c(\chi) = \begin{cases} 
1 & \text{if } \chi(-1) = 1, \\
2 & \text{if } \chi(-1) = -1,
\end{cases}$

$n(q, \epsilon) = C + \log 2 + \frac{3}{(\frac{3}{8} + \epsilon)q}$. 

[4]
\[ c(E, q, \gamma, \epsilon, m) = \max \left\{ \left( \frac{3}{8} + \epsilon \right)^{-1} c_1(1, E, \log \gamma) + \frac{c_2(1, E, \log \gamma q) \log^{\frac{3}{2}}(E \log \gamma q)}{\log^{\frac{3}{2}} q}, \right. \]
\[ 3m \log^{2\gamma+1} q (1 + 4\pi \log^{6} q) \frac{\left( \log q \log \log q \right)^{\frac{3}{2}}}{q^{\epsilon/2} \log^{3/2} q (1 + \frac{1}{\log \log q} + \frac{4.7626}{\log \log \log q^2})}, \]
\[ c_1(B, E, R) = (1 + 2\pi) b_1(B, E) + B^{-2} \log R R^2, \]
\[ c_2(B, E, R) = (1 + 2\pi) \left( b_2(B, E) \frac{\left( e \log 2 \log R + \frac{2.51}{\log \log R} \right)^{\frac{3}{2}}}{\log E R^2} + b_3(B, E, R, q) \right). \]

\[ b_1(B, E) = B + 9.82 B^2 + 8.12(a_1 + a_4)E + 18.9 a_3 + 3.46 a_1 + 4.06 a_4, \]
\[ b_2(B, E) = a_2 \sqrt{2 E + 1} \log 2, \]
\[ b_3(B, E, R, q) = B^2 \sqrt{\frac{7.63}{E \log(E R^2)}} \left( 1 + \frac{\log(64/E) + 1}{\log q} \right) + a_5 1.48 + \right. \]
\[ + 1.48 \frac{a_6}{\sqrt{\log(E R)}} + \frac{a_5}{\log 2 \left( \log(E R^2) \right)^{\frac{3}{2}}} + \frac{a_6}{\log 2 \left( \log(E R^2) \right)^{\frac{3}{2}}}, \]

\[ a_1 = B^2 1.59, \quad a_2 = B^2 \frac{\pi^2}{6}, \quad a_3 = a_5 = B^2 0.96, \]
\[ a_4 = B^2 2, \quad a_6 = B^2 1.32, \quad z = 8 \sqrt{6} \prod_{p > 2} \left( 1 + \frac{1}{p^3 - p^2 - 2p} \right). \]

We will refer to the above defined functions through the paper. The outline of this article is as follows. In Section 2 we prove Corollary 1.0.1 and in Section 3 we prove Theorem 1.1. We proceed using these two results in Section 4 to prove Lemma 1.2 and Theorem 1.4. We conclude proving Theorem 1.3 in Section 5.

## 2 Explicit Montgomery–Vaughan result

We aim to prove the following explicit result following [13].

**Theorem 2.1.** Suppose that \(4 \leq q \leq N\), \(E \geq 4\) and \((a, q) = 1\). Then

\[ S(a/q) \leq b_1(B, E) \frac{N}{\log N} + b_2(B, E) \frac{N}{\phi(q)^{\frac{3}{2}}} + b_3(B, E, N/q, q) \sqrt{N q \log^{\frac{3}{2}} E N / q}, \]

uniformly for \(f \in F\).

We will deduce Corollary 1.0.1 from Theorem 2.1.

An essential theorem to make the Montgomery–Vaughan result explicit is the Brun–Titchmarsh inequality [12, Theorem 3.7].
Theorem 2.2. Let $a$ and $q$ be coprime integers, and let $x$ and $y$ be real numbers with $1 \leq q < y \leq x$. Then we have

$$\pi(x + y; q, a) - \pi(x; q, a) \leq \frac{2y}{\varphi(q) \log \frac{y}{q}},$$

for all $q \leq x$.

We introduce a precise enough result on primes from [19].

Theorem 2.3. For $x > 1$ we have

$$\pi(x) < 1.25506 \frac{x}{\log x}.$$  

We now introduce a result on the logarithm integral.

Lemma 2.4. For $x > 2$ we have

$$\text{Li}(x) := \int_2^x \frac{1}{\log t} dt \leq 1.37 \frac{x}{\log x}.$$

Proof. By Lemma 4.10 in [1] we have that

$$\text{Li}(x) := \int_2^x \frac{1}{\log t} dt \leq 1.2 \frac{x}{\log x} \text{ for } x \geq 1865.$$

The result then follows computing $\text{Li}(x) \frac{\log x}{x}$ for $2 < x < 1865$. 

Note that for our applications the above results are sharp enough.

We now introduce a result by Siebert [21].

Theorem 2.5. Let $a \neq 0$, $b \neq 0$ be integers with $(a, b) = 1$, $2 \nmid a, b$. Then we have for $x > 1$

$$\sum_{p \leq x, \ a_p + b \in P} 1 \leq 16 \prod_{p > 2} \left(1 - \frac{1}{p^2}\right) \prod_{p|ab, \ p > 2} \frac{p - 1}{2 - 2 \log^2 x},$$

where $P$ denotes the set of all prime numbers.

Note that an improvement on the leading constant in (4) would lead to a significant improvement in the final result. We now introduce some elementary results. The following upper bounds are obtained by splitting the sum in two parts, estimating the first with computer aid and the second simply by integration.

Lemma 2.6.

$$\sum_{i}^{\infty} \frac{1}{2^i} = \frac{\sqrt{2}}{\sqrt{2} - 1}, \quad \sum_{i}^{[\log_2 N]} 2^i \leq \sqrt{N} - 1, \quad \sum_{i}^{\infty} \frac{\sqrt{n}}{2^i} \leq 4.15,$$
\[
\sum_{1}^{\infty} \frac{\sqrt{n + 1}}{2^n} \leq 4.87, \quad \sum_{p \geq 2} \frac{(\log p)^2}{p^2} \leq 0.71, \quad \sum_{p \geq 2} \frac{\log p}{(p - 1)^2} \leq 1.27,
\]
\[
\sum_{p \geq 2} \frac{\log p}{p(p - 1)} \leq 0.8, \quad \prod_{p \geq 2} \left(1 + \frac{1}{p^3 - p^2 - 2p}\right) \leq e^{0.1},
\]
\[
\sum_{p, k \geq 2} \frac{f \log p}{p^k} \leq 0.96, \quad \sum_{n \geq 1} \frac{\log n}{n^2} \leq 0.94.
\]

### 2.1 Reduction to bilinear forms

Note in the following that in the applications we will take \(B = 1\).

**Lemma 2.7.** Let \(f\) be a multiplicative function satisfying \([2]\) and \(g\) be any real valued function. Then for any integer \(N\) we have

\[
\left| \sum_{1 \leq n \leq N} f(n)e(g(n)) \right| \leq (B + 2.56B^2) \frac{N}{\log N}
\]

\[+ \frac{1}{\log N} \left| \sum_{1 \leq np \leq N} f(n)f(p)(\log p)e(g(np)) \right|.
\]

**Proof.** We first note that, from \([2]\),

\[
\left| \sum_{1 \leq n \leq N} f(n) \log(N/n)e(g(n)) \right| \leq BN,
\]

and hence

\[
\left| \sum_{1 \leq n \leq N} f(n)e(g(n)) \right| \leq \frac{BN}{\log N} + \frac{1}{\log N} \left| \sum_{1 \leq n \leq N} f(n)(\log n)e(g(n)) \right|. \tag{5}
\]

Since \(\log n = \sum_{m|n} \Lambda(m)\) we have

\[
\sum_{1 \leq n \leq N} f(n)(\log n)e(g(n)) = \sum_{1 \leq mn \leq N} f(mn)\Lambda(m)e(g(mn)). \tag{6}
\]

Our next step is to replace \(f(mn)\) with \(f(m)f(n)\) and thus bound

\[
T = \sum_{nm \leq N} \Lambda(m)|f(mn) - f(m)f(n)| \leq \Sigma_1 + \Sigma_2, \tag{7}
\]

where

\[
\Sigma_1 = \sum_{p, k \geq 1} \sum_{n \leq N} (\log p)|f(p^{k}n)|.
\]

and
\[ \Sigma_2 = \sum_{p, k \geq 1} (\log p)|f(p^k)| \sum_{j \geq 1} |f(p^j)| \sum_{m \leq Np^{-k-j}} |f(m)|. \]
Collecting together those terms in \( \Sigma_1 \) such that \( p^kn \) is exactly divisible by \( p^j \) and by partial summation, using (2) and Lemma 2.6, we obtain
\[ \Sigma_1 \leq \sum_{p, j \geq 2} (\log p)|f(p^j)|(j-1) \sum_{m \leq Np^{-j}} |f(m)| \leq B^2 N \sum_{p, j \geq 2} j p^{-j} \log p \leq B^2 0.96 N. \]
By (2),
\[ \Sigma_2 \leq B^2 N \sum_{p, j, k \geq 1} p^{-j-k} \log p = B^2 N \sum_{p \geq 2} \log p \left( \sum_{j \geq 1} p^{-j} \right)^2, \]
thus
\[ \Sigma_2 \leq B^2 N \sum_{p \geq 2} \frac{\log p}{(p-1)^2}, \]
and, using Lemma 2.6
\[ \Sigma_2 \leq 0.8 B^2 N. \quad (8) \]
Thus
\[ T \leq B^2 1.76 N, \]
and hence by (5), (6) and (7)
\[ \left| \sum_{1 \leq n \leq N} f(n)e(g(n)) \right| \leq (B + 1.76 B^2) \frac{N}{\log N} \]
\[ + \frac{1}{\log N} \left| \sum_{1 \leq n, m \leq N} f(n)f(m)\Lambda(m)e(g(mn)) \right|. \quad (9) \]
Those pairs \( m, n \) in which \( m \) is of the form \( p^k \) with \( k \geq 2 \) contribute an amount to the sum which is bounded by
\[ \sum_{p, k \geq 2} |f(p^k)| (\log p) \sum_{n \leq Np^{-k}} |f(n)|. \]
By (2) this is
\[ \leq B^2 N \sum_{p, k \geq 2} p^{-k} \log p = B^2 N \sum_{p \geq 2} \log p \sum_{k \geq 2} p^{-k} \leq B^2 N \sum_{p \geq 2} \frac{\log p}{p(p-1)}. \]
Now, using Lemma 2.6, we have that
\[ \sum_{p, k \geq 2} |f(p^k)| (\log p) \sum_{n \leq Np^{-k}} |f(n)| \leq 0.8 B^2 N, \]
and hence by (9) the proof is completed.
2.2 Partition of hyperbola into rectangles

We now partition the summation, over the domain \( 1 \leq pn \leq N \), occurring in Lemma \( \frac{2}{7} \) into rectangles and their complements. Assume \( N \geq q \) and let

\[
J_i = \min\{i + 1, \lfloor \log_2 N \rfloor - i + 1, \lfloor \frac{1}{2} \log_2 (EN/q) \rfloor \},
\]

with \( E \geq 4 \). Define

\[ R_i = (0, 2^i) \times (N2^{-i-1}, N2^{-i}], \quad (0 \leq i \leq \log_2 N). \]

In the remaining regions we place additional rectangles \( R_{ijk} \), for \( j = 1, 2, \ldots, J_i \) and for each \( j, \) \( 2j^{-1} < k \leq 2^j \), defined as

\[ R_{ijk} = (2^{i+j}/k, 2^{i+j+1}/(2k - 1)] \times ((k - 1)N2^{-i-j}, (2k - 1)N2^{-i-j-1}). \]

We do this for \( j = 1, 2, \ldots, J_i \). The choice of \( J_i \) ensures that each \( R_{ijk} \) is a rectangle of the form \((P', P'') \times (N', N'')\) with

\[ P'' - P' \geq \frac{1}{4}, \quad N'' - N' \geq \frac{1}{4}, \quad (P'' - P')(N'' - N') \gg q. \]

Let \( E \) denote the set of points \((p, n)\) with \( pn \leq N \) which do not lie in any rectangle \( R_i \) or \( R_{ijk} \). Then \( E \) is the union of \( E_1, E_2 \) and \( E_3 \), the unions of those \( H_i = \{ (p, n) \in E : (1, n) \in R_i \} \) with \( J_i = i + 1 \), \( J_i = \lfloor \log_2 N \rfloor - i + 1 \) and \( J_i = \lfloor \frac{1}{2} \log_2 (EN/q) \rfloor \) respectively.

**Lemma 2.8.** The following estimate for the sum on the right of (\( \frac{2}{10} \)), from the points \((p, n)\) in \( E \), holds

\[
\sum_{E} f(p)f(n)e(pna/q) \log q \leq B^2 7.26N +
\]

\[
+ B^2 \frac{7.63}{\sqrt{E}} (Nq)^{\frac{1}{2}} (\log(4EN/q))^{\frac{1}{2}} (1 + \log(64/E) + \log q). \quad (12)
\]

**Proof.** Consider \( E_1 \). For a given \( p \), the number of \( n \) for which \((p, n) \in E_1 \) is \( \leq 4NP^{-2} \) for \( p \leq 2\sqrt{N} \), and this holds for any \((p, n) \in E_1 \) and for a given \( n \), there are \( \leq 2 \) primes \( p \) for which \((p, n) \in E_1 \). Hence, by Cauchy's inequality,

\[
\sum_{E_1} |f(p)f(n)| \log p \leq \left( \sum_{E_1} |f(n)|^2 \right)^{\frac{1}{2}} \left( \sum_{E_1} B^2 (\log p)^2 \right)^{\frac{1}{2}} \leq
\]

\[
\leq B \left( 2 \sum_{n \leq N} |f(n)|^2 \right)^{\frac{1}{2}} \left( \sum_{p \leq 2\sqrt{N}} 4NP^{-2}(\log p)^2 \right)^{\frac{1}{2}},
\]

which, using Lemma \( \frac{2}{6} \) is bounded above by \( 2.39B^2N \). For each pair \((p, n) \in E_2 \) we see that \( n \leq (2N)^{\frac{1}{2}} \), and for a given \( n \) the \( p \) with \((p, n) \in E_2 \) all lie in an interval of length \( 4Nn^{-2} \). Thus by Theorem \( \frac{2}{2} \) there are

\[
\leq 8 \frac{N}{n^2 \log 4Nn^{-2}}
\]
such $p$. For a given $p$ there is at most one $n$ for which $(p, n) \in E$. We have by partial summation

$$\sum_{n \leq \sqrt{2N}} |f(n)|^2 \frac{N}{n^2 \log 4Nn^{-2}} \leq B^2 \left( \sum_{n \leq \sqrt{N}} \frac{N}{n^2 \log 4Nn^{-2}} + \frac{(\sqrt{2} - 1)\sqrt{N}}{\log 2} \right)$$

$$\leq B^2 N \left( \frac{1}{\sqrt{2N} \log 2} - \int_1^{\sqrt{N}} \frac{2}{x^2 \log 4Nx^{-2}} \left( \frac{1}{\log 4Nx^{-2}} - 1 \right) dx + \frac{(\sqrt{2} - 1)}{\sqrt{N} \log 2} \right)$$

$$\leq NB^2 \left( \frac{\sqrt{2} - 1}{2} \frac{1}{\sqrt{N} \log 2} + \frac{1}{\log 4N} + \frac{\text{Li}(\sqrt{N})}{4\sqrt{N}} + \frac{(\sqrt{2} - 1)}{\sqrt{N} \log 2} \right),$$

which, by Lemma 2.4, is bounded above by $2.35 \frac{B^2}{\log N}$ and

$$\sum_{p \leq N} \log^2 p \leq \pi(N) \log^2 N - 2 \int_2^N \pi(x) \frac{2 \log x}{x} dx \leq 1.26 N \log N.$$

Thus

$$\sum_{E_3} |f(p)f(n)| \log p \leq \left( \sum_{E_3} |f(n)|^2 \right)^{\frac{1}{2}} \left( \sum_{E_3} (\log p)^2 \right)^{\frac{1}{2}} \leq B \left( \sum_{n \leq \sqrt{2N}} |f(n)|^2 8 \frac{N}{n^2 \log 4Nn^{-2}} \right)^{\frac{1}{2}} \left( \sum_{p \leq N} (\log p)^2 \right)^{\frac{1}{2}} \leq 4.87 B^2 N.$$

For each such $p$ the number of $n$ for which $(p, n) \in E_3$ is $\leq \frac{8}{\sqrt{E}} (Nq)^{\frac{7}{2}} p^{-1}$. For each $n$, the $p$ for which $(p, n) \in E_3$ lie in an interval of length $\leq \frac{8}{\sqrt{E}} (Nq)^{\frac{7}{2}} n^{-1}$, so that, by Theorem 2.2, there are

$$\leq \frac{16}{\sqrt{E}} \frac{\sqrt{Nq}}{n \log \frac{48}{E} \sqrt{Nq} n^{-2}}$$

such $p$. When $(p, n) \in E_3$ we have $\frac{\sqrt{E}}{4}(N/q)^{\frac{7}{2}} \leq p \leq \frac{8}{\sqrt{E}} (Nq)^{\frac{7}{2}}$ and $\frac{\sqrt{E}}{16} (N/q)^{\frac{7}{2}} \leq n \leq \frac{\sqrt{E}}{4}(Nq)^{\frac{7}{2}}$, thus the following sum on $p$ and $n$ will be restricted to these intervals. Using Theorem 2.3 we have

$$\sum_p \frac{\log p}{p} \leq 1.26 (1 + \log(32/E) + \log q)$$

and

$$\sum_n |f(n)|^2 \frac{1}{n} \leq B^2 (1 + \log(64/E) + \log q).$$
Therefore
\[
\sum_{E_3} |f(p)f(n)| \log p \leq \left( \sum_{E_3} |f(n)|^2 \log N/n \right)^{\frac{1}{2}} \left( B^2 \sum_{E_3} \log p \right)^{\frac{1}{2}} 
\]
\[
\leq B\sqrt{Nq} \left( \frac{16}{\sqrt{E}} \sum_{n} |f(n)|^2 \frac{\log N/n}{n \log \frac{4E}{4E}\cdot Nq^{-2}} \right)^{\frac{1}{2}} \left( 8 \frac{\sqrt{E}}{\sqrt{E}} \sum_{p} \frac{\log p}{p} \right)^{\frac{1}{2}},
\]
and as the above ratio of the logarithms is less than \[\frac{1}{4\log 2} \log(4EN/q)\]
\[
\sum_{E_3} |f(p)f(n)| \log p \leq \frac{B}{2} (Nq)^{\frac{1}{2}} \frac{7.63}{\sqrt{E}} \left( \log(4EN/q) \right)^{\frac{1}{2}} (1 + \log(64/E) + \log q).
\]
Combining the above estimates gives (12).

2.3 The fundamental estimate

Here we will develop a tool to bound the bilinear forms onto the rectangles defined in the previous section, in doing this we follow [13, Section 4].

Lemma 2.9. Let \(K, Q, M, X, Y \in \mathbb{R}^+\) and for each \(1 \leq k \leq K\) let
\[
\mathcal{R}(k) = \mathcal{L}(k) \times \mathcal{M}(k),
\]
be a rectangle satisfying
\[
\mathcal{L}(k) \subseteq (0, Q), \quad \mathcal{M}(k) \subseteq (0, M),
\]
and
\[
\mathcal{L}(k) = (Q'(k), Q''(k)], \quad \mathcal{M}(k) = (M'(k), M''(k)],
\]
for some \(Q'(k), Q''(k)\) and \(M'(k), M''(k)\) satisfying
\[
Q''(k) - Q'(k) \leq X, \quad M''(k) - M'(k) \leq Y, \quad M''(k) \leq 2M'(k).
\]
Suppose that the rectangles \(\mathcal{R}(k)\) are disjoint for each \(1 \leq k \leq K\). Then for any function \(f(n)\) satisfying (2), define
\[
I = \sum_{k=1}^{K} \sum_{(p,n) \in \mathcal{R}(k)} f(p)f(n)e(pna/q) \log p.
\]
Then, if \((a, q) = 1\) and \(q \leq XY\), we have
\[
I \leq B^2 \left( 2.52MQ(Y + 1) \log Q + 128 \prod_{p>2} \left( 1 + \frac{1}{p^3 - p^2 - 2p} \right) MQ \right.
\]
\[
\left( \frac{\pi^4 XY}{6^2 \varphi(q)} + 0.91X + Y \log 2X + 0.91q \left( \log(2XY/q) + 0.94 \right) + \frac{q^2 \pi^2}{12} \right)^{\frac{1}{2}}.
\]
Proof. Let \( R = \mathcal{L} \times \mathcal{M} \) be one of the rectangles \( R(k) \). By Cauchy’s inequality

\[
\sum_{(p,n) \in R} |f(p)f(n)e(pn/a)\log p| \leq \left( \sum_{n \in \mathcal{M}} |f(n)|^2 \right)^{\frac{1}{2}} \left( \sum_{n \in \mathcal{M}} \left| \sum_{p \in \mathcal{L}} f(p)f(n)e(pn/a)\log p \right|^2 \right)^{\frac{1}{2}}.
\]

(15)

We now introduce the smoothing factor

\[
w(n) = \max\{0, 2 - |2n - 2M' - Y|Y^{-1}\},
\]

such that \( w(n) \geq 1 \) for \( n \in \mathcal{M} \). Note that the above is a variation of Fejer kernel and we choose it following Montgomery and Vaughan. Aiming to improve the result it would surely be interested to chose other kernels. We also introduce

\[
g(n) = \max\{0, 1 - |n|\}
\]

and note that for the Fourier transform of \( g \) we have

\[
|\hat{g}(n)| = \left( \frac{\sin \pi n}{\pi n} \right)^2.
\]

(16)

Thus the second factor on the right of (15) is bounded above by

\[
\sum_n w(n) \left| \sum_{p \in \mathcal{L}} f(p)f(n)e(pn/a)\log p \right|^2
\]

\[
= \sum_{p, p' \in \mathcal{L}} f(p)f(p')(\log p)(\log p') \sum_n w(n)e((p - p')na/a),
\]

using Poisson formula and (16), we obtain

\[
\leq B^2(\log Q)^2 \sum_{p, p' \in \mathcal{L}} \min \left\{ 2Y, \frac{\frac{1}{2} + \frac{1}{\pi}}{Y\|\frac{p - p'}{a}\|_2^2} \right\}.
\]

By Cauchy’s inequality, and Theorem 2.3

\[
I \leq B(\log Q) \left( \sum_k \sum_{n \in \mathcal{M}} |f(n)|^2 \right)^{\frac{1}{2}} \left( \sum_k \sum_{p, p' \in \mathcal{L}} \min \left\{ 2Y, \frac{0.58}{Y\|\frac{p - p'}{a}\|_2^2} \right\} \right)^{\frac{1}{2}}
\]

\[
\leq B^2(\log Q) \sqrt{M} \left( 2.52(Y + 1) \frac{Q}{\log Q} + \sum_{0 < h \leq X} \sum_{p \leq Q} \min \left\{ 2Y, \frac{0.58}{Y\|\frac{ha}{q}\|_2^2} \right\} \right)^{\frac{1}{2}}.
\]
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Now from Theorem 2.5 we obtain

\[ I \leq B^2 \left( MQ2.52(Y + 1) \log Q + 16 \prod_{p > 2} \left( 1 - \frac{1}{p^2} \right) MQV \right)^{\frac{1}{2}}, \quad (17) \]

where

\[ V = \sum_{0 < h \leq X} \prod_{p | h, p > 2} \frac{p - 1}{p - 2} \min \left\{ 2Y, \frac{0.58}{\| \frac{m}{q} \|^2} \right\}. \]

Hence we need to bound \( V \). Now we have

\[ \prod_{p | h, p > 2} \frac{p - 1}{p - 2} = \prod_{p | h, p > 2} \left( 1 + \frac{2}{p^2 - p - 2} \right) \prod_{p | h, p > 2} \left( 1 + \frac{1}{p} \right) \]

so that

\[ V \leq \prod_{p > 2} \left( 1 + \frac{2}{p^2 - p - 2} \right) \left( \sum_{m \leq X} \frac{1}{m} \sum_{n \leq X/m} \min \left\{ 2Y, \frac{0.58}{\| \frac{m}{q} \|^2} \right\} \right). \]

The innermost sum is of the form

\[ W \leq 0.58 \frac{1}{Y} \sum_{b \leq Z} \min \left\{ (0.58)^{-1} 2Y^2, \frac{1}{\| \frac{b}{r} \|^2} \right\} \]

with \( r = q/(m, q) \) and \( (h, r) = 1 \). Using [15, Lemma 14] this is seen to satisfy

\[ W = \min \left\{ 2YZ, 4\sqrt{2} (0.58)\frac{1}{2} (Z + r) \left( \left( \frac{2}{0.58} \right)^{\frac{1}{2}} Y + r \right)^{r^{-1}} \right\}. \]

Therefore by

\[ \sum_{m \leq X} \frac{2XY}{m^2} + \sum_{m > X} \frac{1}{m} \left( \frac{8XY}{mq} (m, q) + 4\sqrt{2} (0.58)^{\frac{1}{2}} \frac{X}{m} + 8Y \right) \left( \frac{q}{(m, q)} \right) \leq \]

\[ \leq 2 \sum_{r|q} \sum_{s > XY/q} \frac{XY}{r^2 s^2} \left( \frac{1}{r} \right) + 8 \sum_{r|q} \sum_{s} \frac{XY}{r s^2 q} + \frac{\pi^2}{6} 4\sqrt{2} (0.58)^{\frac{1}{2}} X + 8Y \log 2X + 4\sqrt{2} (0.58)^{\frac{1}{2}} \sum_{r|q} \sum_{s < XY/r} \frac{q}{r s}. \]
we obtain

\[ V \leq 8 \prod_{p > 2} \left( 1 + \frac{2}{p^2 - p - 2} \right) \left( \frac{\pi^4}{6^2} XY \varphi(q)^{-1} + 0.91X + \right. \]

\[ + Y \log 2X + 0.91q \left( \log(2XY/q) + \sum_{n=1}^{\infty} \frac{\log n}{n^2} \right) + \left. \frac{q\pi^2}{12} \right) . \]

Thus from the above bound, Lemma 2.6 and (17) we obtain the desired result. 

\[ \square \]

2.4 Completion of the Proof of Theorem 2.1

Note that in the following argument we will extensively use Lemma 2.6 and refer to the notation of Theorem 2.1. We first apply (14) to the rectangle \( R_i \). We take \( K = 1, X = Q = 2^i, Y = M = N2^{-i} \). Thus

\[ \left| \sum_{(p,n) \in R_i} f(p)f(n)e(pna/q) \log q \right| \leq \sqrt{\log 2a_1 N} \sqrt{\frac{i}{2^i}} + a_2 \frac{N}{\sqrt{\phi(q)}} + \]

\[ + a_3 \sqrt{N2^i} + \sqrt{\log 2a_4 N} \sqrt{\frac{i+1}{2^i}} + a_5 \sqrt{Nq \log(2N/q)} + a_6 \sqrt{qN} \].

(18)

Next, for each pair \( i, j \) with \( 1 \leq j \leq J_i \) we apply (14) to the family of \( 2^j \) rectangles \( R_{i,j} \) with \( 2^i < k \leq 2^{j+1} \). By (11) we may take \( K = 2^{j-1}, M = N2^{-i}, X = 2^{i-j+1}, Y = \frac{N}{2}N2^{-i-j} \). Thus, by (10), \( XY \geq q \), so that the conditions for (14) to hold are satisfied. Hence

\[ \left| \sum_{2^i < k \leq 2^{j+1}} \sum_{(p,n) \in R_{i,j}} f(p)f(n)e(pna/q) \log q \right| \leq \sqrt{\log 2(a_1 + a_4)E} \sqrt{\frac{i+1}{2^{i+j}}} N + \]

\[ + \sqrt{2a_2 E} \frac{N}{\sqrt{\phi(q)}} + a_3 2 \sqrt{2^{j-1} N} + a_5 (2Nq \log(\frac{E}{2} N/q))^{\frac{1}{2}} + a_6 \sqrt{2Nq}. \]

By (10) \( J_i \leq \frac{1}{2} \log_2 (EN/q) \). Hence, summing over those \( j \) with \( 1 \leq j \leq J_i \) we obtain

\[ \left| \sum_{1 \leq j \leq J_i} \sum_{2^i < k \leq 2^{j+1}} \sum_{(p,n) \in R_{i,j}} f(p)f(n)e(pna/q) \log q \right| \leq \sqrt{\log 2} \frac{\sqrt{2}}{\sqrt{2} - 1} (a_1 + a_4) E \sqrt{\frac{i+1}{2^i}} N + \sqrt{2a_2 E} \frac{N}{\sqrt{\phi(q)}} + 2 \sqrt{2} a_3 \sqrt{2^{j-1} N} + \]

\[ + \sqrt{2} \left( a_5 (Nq \log(\frac{E}{2} N/q))^{\frac{1}{2}} + a_6 \sqrt{Nq} \right) \log_2 (EN/q). \]
Therefore, by (18), summing over \( i \) with \( 0 \leq i \leq \log_2 N \), we can obtain
\[
\sum_{\frac{p_i}{n} \leq N, (p_i,n) \not\in \mathcal{E}} f(p)f(n)e(pn a/q) \log q \leq
\]
\[
(8.12(a_1 + a_4)E + 18.9a_3 + 3.46a_1 + 4.6a_4)N + a_2 \frac{E \sqrt{2} + 1}{\log 2} N \log N \frac{\phi(q)^{1/2}}{\phi(q)} +
\]
\[
+ \left( \frac{a_5}{\sqrt{2} \log 2} + \frac{1}{\sqrt{2} \log 2} \frac{1}{\sqrt{\log(EN/q)}} + \frac{a_5 \log(2N/q)}{(\log(EN/q))^{3/2}} + \frac{a_6}{(\log(EN/q))^{3/2}} \right).
\]

This with (12) and Lemma 2.7 gives Theorem 2.1.

### 2.5 Proof of Corollary 1.0.1

Let \( S(\alpha, u) = \sum_{n \leq u} f(n)e(na) \). Then
\[
S(\alpha) = e((\alpha - \beta)N)S(\beta, N) - 2\pi i(\alpha - \beta) \int_1^N S(\beta, u)e((\alpha - \beta)u)du
\]

Suppose that \( \beta = b/r \) with \( (b, r) = 1 \) and \( r \leq N \). Then, on using that \(|S(\alpha, u)| \leq Br\) when \( u \leq r \) and Theorem 2.1 when \( u > r \) we obtain
\[
|S(\alpha)| \leq \left( b_1(B, E) \frac{N}{\log N} + \frac{b_2(B, E)N}{\sqrt{\phi(r)}} + b_3(B, E, N/r) \sqrt{rN(\log(EN/r))^{3/2}} \right)
\]
\[
\cdot (1 + 2\pi(N - r)|\alpha - b/r|) + Br^2 2\pi|\alpha - b/r|.
\]

(19)

Here we use, from (19), Theorem 15], that for \( n \geq 3 \)
\[
\phi(n) > e^C \log \log n + \frac{2.51}{\log \log n},
\]

with \( C \) the Euler–Mascheroni constant. If \( q > N^{1/2} \), then we take \( b = a, r = q \), which gives
\[
S(\alpha) \leq (1 + 2\pi)b_1(B, E) \frac{N}{\log N} + B2\pi + (1 + 2\pi).
\]
\[
\cdot \left( b_2(B, E) \frac{(e^C \log \log R + \frac{2.51}{\log \log R})^{3/2}}{(\log ER)^{3/2}} \right) + b_3(B, E, R) \frac{(\log ER)^{3/2}}{\sqrt{R}} N.
\]

If \( q \leq N^{1/2} \), then by Dirichlet’s theorem there exist \( b, r \) such that \( (b, r) = 1 \), \( r \leq 2N/q \) and \( |\alpha - b/r| \leq q/(2rN) \). Thus, either \( r = q \) or \( 1 \leq |ar - bq| = rq[(\alpha - b/r) - (\alpha - a/q)] \leq q^2/(2N) + q/r \leq \frac{1}{2} + q/r \), thus in either case \( r \geq \frac{1}{2}q \). Therefore \( |\alpha - b/r| \leq N^{-1} \) and consequently, by (19), Corollary 1.0.1 follows once more.
3 Explicit Burgess bound for composite moduli

We now prove Theorem 1.1. For the following result see [18] and [20, p. 43].

Lemma 3.1. For any integer \( n \geq 3 \) we have
\[
\log d(n) \leq \frac{\log q}{\log \log q} \left( \log 2 + \frac{\log 2}{\log \log q} + \frac{4.7626 \log 2}{(\log \log q)^2} \right).
\]

Theorem 3.2. Let \( q, k, h \) and \( m \) be as in Theorem 1.4. Let \( \chi \) be a primitive character mod \( q \) and \( \psi \) be any character mod \( k \). For any integers \( M \) and \( N < q \)
\[
\left| \sum_{M < n \leq M+N} \psi(n)\chi(n) \right| \leq \frac{mkN^{1/2}q^{3/16}(\log q \log \log q)^{1/2}}{q^{3/\log \log q} \left( 1 + \frac{\log \log n}{(\log \log n)^2} \right)}.
\]

The proof of the following is the same as [22, Lemma 1] which deals with the case \( q = p \) prime.

Lemma 3.3. For integers \( q, M, N, U \) satisfying
\[
N < q \quad \text{and} \quad 28 \leq U \leq \frac{N}{12},
\]
let \( I_q(N, U) \) count the number of solutions to the congruence
\[
n_1u_1 \equiv n_2u_2 \mod q, \quad M \leq n_1, n_2 \leq M+N, \quad 1 \leq u_1, u_2 \leq U, \quad (u_1u_2, q) = 1.
\]

We have
\[
I_q(N, U) \leq 2UN \left( \frac{NU}{q} + \log(1.85U) \right).
\]

Using an idea of Burgess [3], with an improvement of Heath-Brown [14], we have the following

Lemma 3.4. Let \( q, k, V \) be integers with \( V < q \). For any primitive \( \chi \mod q \)
we have
\[
\left| \sum_{\lambda=1}^{q} \sum_{v \leq V} \chi(\lambda + kv) \right|^{4} \leq 16qk^{2}V^{2} + 4q^{1/2}k^{4}V^{4}d(q)^{6}.
\]

Proof. Let
\[
S = \sum_{\lambda=1}^{q} \left| \sum_{v \leq V} \chi(\lambda + kv) \right|^{4}.
\]

Expanding the fourth power and interchanging summation, we have
\[
S \leq \sum_{1 \leq v_{1}, \ldots, v_{4} \leq kV} \left| \sum_{\lambda=1}^{q} \frac{\chi(\lambda + v_{1})(\lambda + v_{2})}{(\lambda + v_{3})(\lambda + v_{4})} \right|.
\]
Define $A_j = \prod_{i \neq j} (m_j - m_i)$ and $K = (q, A_j)$. Using [3, Lemma 7] and arguing as in Burgess [3, Lemma 8], we obtain

$$S \leq 16k^2V^2 + 8\tau(q)q^{1/2} \sum_{j=1}^{4} \sum_{m_1, \cdots, m_4} K,$$

where $\sum'$ is the sum over all $m_1, \cdots, m_4 \leq kV$, which contains at least 3 distinct elements and $\tau(n)$ is the function that counts the prime divisors of $n$. Bounding the right hand side of (21) as in Heath-Brown [14, Lemma 2], we get

$$S \leq 16k^2V^2 + 4q^{1/2}k^4V^4d(q)^6,$$

which completes the proof.

### 3.1 Proof of Theorem 1.1

We begin proving the following fundamental result.

**Theorem 3.5.** Let $q$ and $k$ be integers and $g \geq 2$, $m$ and $h$ positive real numbers. Let $\chi$ be a primitive character modulo $q$ and $\psi$ be any character modulo $k$. Assume that

$$q > \max \left\{ \left( \frac{29g}{m^2 \log q \log \log q} \right)^8, \left( \frac{12}{g} \right)^4 k, (hk)^4 \right\},$$

and

$$q \geq m^2 q^{3/8} \log q \log \log q \geq gq^{1/4}.$$

Define

$$v_1(m, q) = \frac{2(1 + \frac{2}{\log q})}{m},$$

$$v_2(m, q, g) = \left( \frac{v_1(m, q)}{g} \right)^4 + \left( \frac{\log \log q^2 \log \left( 1.85 \left( \frac{v_1(m, q)}{g} \right)^2 q^{\frac{3}{2}} \frac{\log q}{g \log \log q} \right)}{(\log q)^2} \right)^{1/2},$$

and

$$v_3(m, q, g, h) = 2g \left( 1 - \frac{1}{h} - \frac{gq^{1/2}}{m^2 q^{3/8} \log q (\log \log q)} \right)^{-1} \left( \frac{17v_2(m, q, g)}{4g^2} \right)^{1/2} \cdot \left( e^{C} + \frac{2.51}{(\log \log q)^2} \right) + \frac{2}{\sqrt{g}}.$$

If $v_3(m, q, g, h) \leq m$ holds then, for any integers $M, N$, we have

$$\left| \sum_{M < n \leq M + N} \psi(n)\chi(n) \right| \leq mkd(q)^{3/2}N^{1/2}q^{3/16}(\log q)^{1/2}(\log \log q)^{1/2}.$$  (22)
Proof. We proceed by induction on $N$ using (22), as for any $K \leq m^2 q^{3/8} \log q (\log \log q)$ we trivially have

$$
\left| \sum_{M<n\leq M+K} \psi(n) \chi(n) \right| \leq mkd(q)^3/2 K^{1/2} q^{3/16} (\log q)^2 (\log \log q)^2.
$$

This forms the basis of our induction and we assume (22) holds for any sum of length strictly less than $N$. Define

$$
U = \left\lfloor \frac{N}{g q^{1/4}} \right\rfloor, \quad V = \left\lfloor \frac{q^{1/4}}{k} \right\rfloor,
$$

and note that

$$
UV \leq \frac{N}{gk}.
$$

Also note that $\psi \chi$ is a non-principal character, with modulo $\leq kq$, for otherwise $\psi$ and $\chi$ would be induced by the same primitive character; that is impossible as $\chi$ is primitive modulo $q$ and we have that $q > k$. We thus have by the Pólya–Vinogradov inequality

$$
\left| \sum_{M<n\leq M+K} \psi(n) \chi(n) \right| \leq 2 \sqrt{kq \log kq},
$$

and thus for $K > v_1(m, q)^2 q^{5/8} \log q \log \log q$ Theorem 1.1 holds. Note that using the Pólya–Vinogradov inequality from [8] would allow to improve on $m$, but the above result is good enough for our purposes. For any integer $y < N$ we have

$$
\sum_{M<n\leq M+N} \psi(n) \chi(n) = \sum_{M-y<n\leq M+N-y} \psi(n+y) \chi(n+y)
$$

$$
= \sum_{M<n\leq M+N} \psi(n+y) \chi(n+y) + \sum_{M-y<n\leq M} \psi(n+y) \chi(n+y)
$$

$$
- \sum_{M+N-y<n\leq M+N} \psi(n+y) \chi(n+y),
$$

and hence

$$
\sum_{M<n\leq M+N} \psi(n) \chi(n) = \sum_{M<n\leq M+N} \psi(n+y) \chi(n+y) + 2\theta E(y),
$$

with $E(y) = \max_M \left| \sum_{M<n\leq M+y} \psi(n) \chi(n) \right|$ and for some $|\theta| \leq 1$ depending on $y$. Let $\mathcal{U}$ denote the set

$$
\mathcal{U} = \{1 \leq u \leq U : (u, q) = 1\},
$$
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and average the above over integers \( kuv \) with \( u \in \mathcal{U} \) and \( 1 \leq v \leq V \) to get
\[
\left| \sum_{M < n \leq M + N} \psi(n) \chi(n) \right| \leq \frac{1}{|\mathcal{U}|} |W| + 2 \frac{1}{|\mathcal{U}|} \sum_{u,v} E(y),
\]
where
\[
W = \sum_{M < n \leq M + N} \sum_{u \in \mathcal{U}} \sum_{1 \leq v \leq V} \psi(n + kuv) \chi(n + kuv).
\]

For any \( u, v \) we have \( uvk \leq N/g \), we thus by the induction hypothesis
\[
2 \frac{1}{|\mathcal{U}|} \sum_{u,v} E(y) \leq \frac{2}{\sqrt{g}}mkd(q)^{3/2} \sqrt{Nq^{3/16}} (\log q)^{1/2} (\log \log q)^{1/2}.
\]

Since \( \psi \) is a character mod \( k \), we have
\[
|W| \leq \sum_{M < n \leq M + N} \sum_{u \in \mathcal{U}} \left| \sum_{1 \leq v \leq V} \chi(nu^{-1} + kv) \right| = \sum_{\lambda=1}^{q} I(\lambda) \left| \sum_{1 \leq v \leq V} \chi(\lambda + kv) \right|
\]
where \( I(\lambda) \) counts the number of solutions to the congruence
\[
nu^{-1} \equiv \lambda \mod q, \quad M < n \leq M + N, \quad u \in \mathcal{U}.
\]

By Hölder’s inequality
\[
|W|^4 \leq \left( \sum_{\lambda=1}^{q} I(\lambda) \right)^2 \left( \sum_{\lambda=1}^{q} I(\lambda)^2 \right)^2 \left( \sum_{\lambda=1}^{q} \left| \sum_{1 \leq v \leq V} \chi(\lambda + kv) \right|^4 \right).
\]

We have
\[
\sum_{\lambda=1}^{q} I(\lambda) = N|\mathcal{U}| \leq NU,
\]

and, by \( N < q \) and since \( 28 \leq U \leq \frac{N}{127} \), by our assumptions on the range of \( q \), by Lemma 3.3
\[
I_q(N, U) \leq 2UN \left( \frac{NU}{q} + \log(1.85U) \right).
\]

using that \( N \leq v_1(m, q)^2 q^{2\frac{\log q}{\log \log q}} \), we obtain
\[
\sum_{\lambda=1}^{q} I(\lambda)^2 \leq v_2(m, q) UN \left( \frac{\log q}{\log \log q} \right)^2.
\]
By Lemma 3.4
\[ \sum_{\lambda=1}^{q} \left| \sum_{1 \leq v \leq V} \chi(\lambda + kv) \right|^4 \leq 16qk^2V^2 + 4q^{1/2}k^4V^4d(q)^6. \]

Recalling (23), the above estimates simplify to
\[ \sum_{\lambda=1}^{q} I(\lambda) \leq \frac{N^2}{gq^{1/4}}, \]
\[ \sum_{\lambda=1}^{q} I(\lambda)^2 \leq \nu_2(m, q) \frac{N^2}{gq^{1/4}} \left( \frac{\log q}{\log \log q} \right)^2, \]
\[ \sum_{\lambda=1}^{q} \left| \sum_{1 \leq v \leq V} \chi(\lambda + kv) \right|^4 \leq \frac{17}{4}q^{3/2}d(q)^6. \]

Therefore
\[ |W|^4 \leq \frac{17\nu_2(m, q)}{4g^3} N^6q^{3/4}d(q)^6 \left( \frac{\log q}{\log \log q} \right)^2. \]

Note that
\[ UV \geq \frac{N}{gk} \left( 1 - \frac{k}{q^2} + \frac{gq^2}{N} \right) \geq \frac{N}{gk} \left( 1 - \frac{1}{h} - \frac{gq^2}{m^2q^{3/8}\log q(\log \log q)^2} \right). \]

Thus using (24), (25), Theorem 15 in [19] and that
\[ |U| \geq \frac{\phi(q)}{2q} U, \]
we get
\[ \left| \sum_{M < n \leq M+N} \psi(n)\chi(n) \right| \leq \nu_3(m, q, g, h)kd(q)^{3/2}N^{1/2}q^{3/16}(\log q)^{3/2}(\log \log q)^{1/2}, \]

now, if \( \nu_3(m, q, g, h) \leq m \), we conclude the proof by induction.

Theorem 1.1 follows by computationally finding \( g \) and \( h \) such that for small \( q \) we have a small \( m \) such that \( \nu_3(m, q, g, h) \leq m \).

4 Explicit improved Pólya–Vinogradov

The aim of this section is to prove Theorem 1.4 following [10].
4.1 Two important lemmas

We use Corollary 1.0.1 and Theorem 1.1 to obtain the explicit version of Lemma 2] with a certain range for the modulus $q$.

Proof. [Lemma 1.2] Let $\epsilon$, $\chi$, $q$, $x$ and $\alpha$ be fixed and set $N = [x]$, $R = (\log q)^{\gamma}$. By $q \geq 10^5$ and $\gamma \geq 2$, we easily obtain $\frac{3}{8} \leq R \leq N$. By Dirichlet’s theorem there exist integers $r$ and $s$, where $(r, s) = 1$ and $1 \leq s \leq N/R$, such that

$$|\alpha - \frac{r}{s}| \leq \frac{1}{sN/R}. \quad (26)$$

If $s \geq R$, the result follows from Corollary 1.0.1 since

$$c _1 (1, E) \frac{N}{\log N} + c _2 (1, E, R) \frac{N(\log R)^{\frac{3}{2}}}{\sqrt{R}} \leq$$

$$\leq \left( \frac{3}{8} + \epsilon \right)^{-1} c _1 (1, E) + \frac{c _2 (1, E, R)(\gamma \log \log q)^{\frac{3}{2}}}{(\log q)^{\frac{3}{2}} - 1} \frac{x}{\log q} \right),$$

by the definition of $N$ and $R$. Now suppose $s < R$. We obtain by partial summation

$$\left| \sum_{n \leq x} \chi(n)e(N'/qn) \right| \leq \left( 1 + 2\pi \left| \alpha - \frac{r}{s} \right| x \right) \max_{u \leq x} |T(u)|$$

$$\leq (1 + 4\pi(\log q)^{\gamma}) \max_{u \leq x} |T(u)|,$$

where

$$T(u) = \sum_{n \leq x} \chi(n)e \left( \frac{rn}{s} \right).$$

By grouping the terms of the sum $T(u)$ according to the value of $(n, s)$, we get

$$T(u) = \sum_{d \mid s} \sum_{\substack{m \leq u \atop (m, t) = 1}} \chi(md)e \left( \frac{rn}{t} \right)$$

$$= \sum_{d \mid s} \chi(d) \sum_{\substack{1 \leq a \leq t \atop (a, t) = 1}}\chi(md)e \left( \frac{ra}{t} \right) \sum_{m \leq u/d} \chi(m)$$

$$= \sum_{d \mid s} \chi(d) \phi(t) \sum_{\psi \mod t} \sum_{1 \leq a \leq t} e \left( \frac{ra}{t} \right) \psi(a) \sum_{m \leq u/d} \chi(m) \psi(m).$$

Applying (26) to the right hand sum we obtain

$$\left| \sum_{n \leq x} \chi(n)e(N'/qn) \right| \leq \frac{3m(\log q)^{2\gamma + 1}(1 + 4\pi(\log q)^{\gamma})(\log q \log \log q)^{\frac{3}{2}}}{q^{\epsilon/2} - \frac{3 \log 2}{2 \log q} \left( 1 + \frac{1}{\log \log q} + \frac{4}{7} \right) (\log \log q)^{\gamma}} \frac{x}{\log q}.$$
We then need explicit bounds on two trigonometric sums, by Pomerance from Lemma 2 and Lemma 3 in [17].

**Lemma 4.1.** Uniformly for \( x \geq 1 \) and real \( \alpha \) we have
\[
\sum_{n \leq x} \frac{1 - \cos(\alpha n)}{n} \leq \log x + C + \log 2 + \frac{3}{x}
\]
and
\[
\sum_{n \leq x} \left| \frac{\sin(\alpha n)}{n} \right| \leq \frac{2}{\pi} \log x + \frac{2}{\pi} \left( C + \log 2 + \frac{3}{x} \right).
\]

Note that the last terms in the above upper bounds can be improved, but this would have no effect on our final result.

### 4.2 Proof of Theorem 1.4

We take \( \chi \) primitive. We start with
\[
\chi(n) = \frac{1}{d(\chi)} \sum_{a=1}^{q} \chi(a) e\left(\frac{an}{q}\right) = \frac{1}{d(\chi)} \sum_{0 < |a| < q/2} \chi(a) e\left(\frac{an}{q}\right),
\]
where \( d(\chi) \) is the Gaussian sum. Summing over \( 1 \leq n \leq N \), we obtain
\[
\sum_{n=1}^{N} \chi(n) = \frac{1}{d(\chi)} \sum_{0 < |a| < q/2} \chi(a) \sum_{n=1}^{N} e\left(\frac{an}{q}\right) = \frac{1}{d(\chi)} \sum_{0 < |a| < q/2} \chi(a) e\left(\frac{aN}{q}\right) - 1 - e\left(-\frac{a}{q}\right).
\]
Since \( d(\chi) = \sqrt{q} \) for primitive characters and
\[
\frac{1}{1 - e\left(-\frac{a}{q}\right)} = \frac{q}{2\pi ia} - \sum_{j=2}^{\infty} \frac{(-2\pi ia)^{j-2}}{j!} e\left(\frac{-a}{q}\right) - 1,
\]
for \( 0 < |a| < q/2 \). Using \( 0 < |a| < q/2 \), it is easy to see that
\[
\left| \sum_{j=2}^{\infty} \frac{(-2\pi ia)^{j-2}}{j!} \right| \leq \frac{e\pi - 1 - \pi}{\pi^2},
\]
then, with \( x = \frac{2\pi a}{q} \) we observe that
\[
\left| - \frac{q}{2\pi ia} \left( e\left(\frac{-a}{q}\right) - 1 \right) \right| = \frac{1}{|x|} \sqrt{(\cos x - 1)^2 + (\sin x)^2},
\]
considering that the derivative of the right hand side is negative for \( |x| \leq \pi \), then
\[
\left| - \frac{q}{2\pi ia} \left( e\left(\frac{-a}{q}\right) - 1 \right) \right| > \frac{2}{\pi}.
\]
It follows that
\[ \sum_{n=1}^{N} \chi(n) \leq \frac{\sqrt{q}}{2\pi} \left| \sum_{0 < |a| < q/2} \frac{\chi(a)}{a} \left( e\left( \frac{aN}{q} \right) - 1 \right) \right| + \frac{(e^\pi - 1 - \pi)}{2\pi} \sqrt{q}. \]

Now we split the inner sum in two parts: \( \Sigma_1 \) with \( 0 < |a| \leq q_1 = q^{\frac{1}{2} + \epsilon} \) and \( \Sigma_2 \) with \( q_1 < |a| < q/2 \).

By partial summation, Lemma 1.2 and Theorem 1.1 we have
\[ |\Sigma_2| \leq 2c(\chi) \left( \frac{1}{\log q} + \frac{5}{8} - \epsilon \right) c(E, q, \gamma, \epsilon, m) + 1. \]

\[ \Sigma_1 = \begin{cases} 
2i \sum_{1 \leq a \leq q_1} \frac{\chi(a)}{a} \sin\left( \frac{2\pi aN}{q} \right) & \text{if } \chi(-1) = 1, \\
-2 \sum_{1 \leq a \leq q_1} \frac{\chi(a)}{a} \left( 1 - \cos\left( \frac{2\pi aN}{q} \right) \right) & \text{if } \chi(-1) = -1,
\end{cases} \]

and from Lemma 4.1
\[ |\Sigma_1| \leq \begin{cases} 
2 \left( \frac{2}{\pi} \log q_1 + \frac{2}{\pi} \left( C + \log 2 + \frac{3}{q_1} \right) \right) & \text{if } \chi(-1) = 1, \\
2 \left( \log q_1 + C + \log 2 + \frac{3}{q_1} \right) & \text{if } \chi(-1) = -1.
\end{cases} \]

And thus we obtain the desired result.

5 Optimization problem

The aim of this section is to obtain a completely explicit and concise version of Theorem 1.4 thus to prove Theorem 1.3 and Tables 2 and 3. To this aim we need to optimize Theorem 1.4 in the variables \( \epsilon, q, E \) and \( \lambda \), and in doing so we aim to minimize \( \epsilon \) and \( q \), and at the same time \( n(q, \epsilon) \) and \( m(E, q, \gamma, \epsilon) \). We will now start introducing some bounds on these variables and make some useful comments:

- We will use \( m = 0.53, h = 300 \) and \( q \geq 10^{400} \) from Table 1
- Choosing \( \gamma \) and a lower bound on \( q \) we must ensure that \( p > (300(\log q)\gamma)^4 \)
- To minimize the second term of \( c(E, q, \gamma, \epsilon) \) we need to choose \( \gamma \) such that \( (\log q)^2(\log \log q)^3 \leq (\log q)^\gamma \)
- Confronting Theorem 1.4 with equation (1) we will assume \( \epsilon < \frac{1}{8} \)
• The above point and the definition of $c(E, q, \gamma, \epsilon)$ implies that
  \[
  \frac{1}{10} > \frac{3 \log 2}{2 \log \log q} \left( 1 + \frac{1}{\log \log q} + \frac{1.762}{(\log \log q)^2} \right),
  \]
  which implies $q \geq e^{17.82}$.

• It is interesting to note that for any $\gamma > 2$ we have, for $q \to \infty$, that
  \[
  c(E, q, \gamma, \epsilon) \rightarrow \frac{8}{3}c_1(1, E, (\log q)^\gamma)
  \]

• The above function quickly stabilises on the limit
  • Increasing $\gamma$ reduces the left hand term of $c(E, q, \gamma, \epsilon)$ and increases the right hand term
  • Choosing a small $E$ appears to be optimal

From Theorem 1.4 and the above observations Tables 2 and 3 follow by computation. The optimization problem results, in this case, in a simple solution as we are forced to take $q$ big to have $h_{1/2}(E, q, \gamma, \epsilon)$ small enough, over this range of $q$ the optimal $\gamma$ is constant. We obtain that $\gamma = E = 4$ and $m = 0.53$ are optimal.

We will prove a version of Table 2 and 3 for all $q$ such that $d(q) = U$, with $U$ a fixed constant. It is easy to see, by Theorem 1.4 and the proof of Lemma 1.2 that in this case Theorem 1.4 holds but with $d(q) = U$ instead of the general upper bound due to Robin. In the above formula we will chose the optimal $m$ from Table 1 depending on the range of $q$. Computations now give the following table for $U = 2$ and thus $q$ prime.

We will focus on small $\epsilon$ with the aim of minimizing $q$, while keeping the constant limited. The optimization problem is harder in this case as $q$ can be taken relatively small, thus, after choosing a lower bound for $q$, we have to optimize $\gamma$ for each medium sized $q$. This means that for each medium sized $q$ we need to find the $\gamma$ that minimizes the result and then take the maximum between all of them. To ease this problem we can balance $q$ and $h_{1/2}$ to ensure that the following result improves on [8] in the chosen range of $q$, this will give us a $q$ big enough to make the optimization problem simpler.

| \(\epsilon\) | \(\log \log q_0\) | \(h_1(E, q, \gamma, \epsilon, m)\) | \(\log \log q_0\) | \(h_2(E, q, \gamma, \epsilon)\) |
|----------------|------------------|------------------|------------------|------------------|
| \(\frac{1}{6}(1 - \frac{1}{10})\) | 13.9 | 2594 | 14.1 | 5183 |
| \(\frac{1}{5}(1 - \frac{1}{100})\) | 16.1 | 2480 | 16.4 | 4955 |
| \(\frac{1}{6}(1 - \frac{1}{1000})\) | 18.4 | 2463 | 18.7 | 4933 |
| \(\frac{1}{5}(1 - \frac{1}{10000})\) | 20.8 | 2468 | 21 | 4931 |

It is interesting to note that in the above case, even if $h_{1/2}$ are the same as in Table 3, we have lower bounds on $q$ that are significantly smaller compared to the case in which $q$ is a highly composite number, it is the size of $h_{1/2}$ that forces $q$ to be big to do better than [8]. Thus an improvement on Corollary 1.0.1 would lead to an important improvement on the size of $q$. 
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