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ABSTRACT
The problem of quickest change detection in Markov models is studied. A sequence of samples are generated from a Markov model, and at some unknown time, the transition kernel of the Markov model changes. The goal is to detect the change as quickly as possible subject to false alarm constraints. The data-driven setting is investigated, where neither the pre- nor the post-change Markov transition kernel is known. A kernel-based data-driven algorithm is developed, which applies to general state space and is recursive and computationally efficient. Performance bounds on the average running length and worst-case average detection delay are derived. Numerical results are provided to validate the performance of the proposed algorithm.

Index Terms—Sequential Change Detection, Maximum Mean Discrepancy, Computationally Efficient, CuSum-Type Test, Second-Order Markov Chain.

1. INTRODUCTION
Suppose we have a sequence of observations taken from a stochastic process. At some unknown time (change-point), an event occurs and causes a change in the data-generating distribution of the observations. The goal is to detect the change as quickly as possible subject to false alarm constraints. This problem is referred to as quickest change detection (QCD) and has been widely studied in the literature [1–5]. It finds a wide range of applications, e.g., fault detection in DC microgrids [6], quality control in online manufacturing systems [7] and spectrum monitoring in wireless communications [8].

Existing studies mostly focus on the setting where samples are independent and identically distributed (i.i.d.) before and after the change. But this i.i.d. assumption may be too restrictive in practice, e.g., in photovoltaic systems [9], samples are not independent over time. For the general non-i.i.d. setting, a generalized CuSum algorithm was developed in [10] and was shown to be asymptotically optimal. The case when samples are generated according to a (hidden) Markov model has also been widely studied in the literature e.g., [7, 10–16]. In these studies, it is usually assumed that the data generating distributions before and after the change are known exactly, and therefore those algorithms may not be applicable if such knowledge is unavailable. In this paper, we focus on the data-driven setting of QCD in Markov models. Specifically, the samples are generated according to a Markov model and at some unknown time, the transition kernel changes. Neither the pre- nor the post-change transition kernel is known. The goal is to detect this change as quickly as possible subject to false alarm constraints.

In [17], the problem of QCD in Markov models with unknown post-change transition kernel was studied. Its basic idea is to use the maximum likelihood estimate (MLE) of the unknown post-change transition kernel to construct a generalized CuSum-type test. This approach however requires finite state Markov chain or parameterized Markov transition kernel so that the MLE approach can be applied. In [18], a kernel-based data-driven test is proposed for the same problem and the basic idea is to use a kernel method of maximum mean discrepancy (MMD) [19] to construct a CuSum-like test statistic. Specifically, the MMD between a batch of most recent samples and a reference batch of pre-change samples is computed and then used in the test statistic. The average detection delay (ADD) and the average run length (ARL) to false alarm were theoretically characterized. The kernel MMD method was also used in the literature, e.g., [20, 21], for data-driven QCD problem under the i.i.d. setting, however, their analyses cannot be directly applied to the Markov model in this paper.

In this paper, we develop a data-driven QCD algorithm for Markov models, where neither the pre- nor the post-change transition kernels are known. To address the issue that for two different transition kernels, their stationary distributions may still be the same, we derive a second-order Markov model so that as long as two transition kernels are different, their induced stationary distributions (for the second-order Markov model) are different. We maintain a buffer of size \( m \) that consists of the most recent samples. Once the buffer is full, we compute the MMD between the second-order samples in the buffer and a reference batch of pre-change samples, and then leverage it to construct a CuSum-type test. After that, we empty the buffer and continue to collect samples. We theoretically show that the ARL of our algorithm is lower bounded exponentially in the threshold and the ADD is upper bounded.

---

1See section 2.1 for an introduction to MMD.
linearly in the threshold. Combined with the universal lower bound on the ADD in [10], our method achieves order-level optimal performance. The major challenges in the proof lie in that the samples are from Markov models, and therefore, the bias in the MMD estimate needs to be explicitly characterized in order to analyze the ARL and ADD. Note that in [18], the ARL lower bound is linear in the threshold, which is not ideal since it implies frequent false alarms. In terms of computational complexity, our algorithm only incurs a complexity of $O(m^2)$ for every $m$ samples, whereas the computational complexity in [18] is $O(m^2)$ at each time step. Our simulation results also show that our algorithm has a lower ADD for a fixed ARL, and is more computationally efficient.

Due to the space limitation, we omitted the full proof in this paper. The full proof can be found in [22].

2. PROBLEM FORMULATION

Consider a Markov chain $\{X_i\}_{i=1}^\infty$ defined on a probability space $(\mathcal{X}, \mathcal{F}, \mathbb{P})$, where $\mathcal{X}$ is bounded i.e., $|x| < \zeta$, for any $x \in \mathcal{X}$. Let $P : \mathcal{X} \to \mathcal{P}(\mathcal{X})$ be the transition kernel, where $\mathcal{P}(\mathcal{X})$ denotes the probability simplex on $\mathcal{X}$. At some unknown time $\tau$, the transition kernel changes into $Q : \mathcal{X} \to \mathcal{P}(\mathcal{X})$. The goal is to detect the change as quickly as possible subject to false alarm constraints. Denote a stopping time by $\hat{T}$ and use $P_\tau (\mathbb{E}_\tau)$ to denote the probability measure (expectation) when there is no detection delay ($W\ ADD$) for the average running length (ARL) and the worst-case average detection delay (WADD) for a fixed ARL, and is more computationally efficient.

Here the ARL measures how often we see a false alarm, and the WADD measures how many samples after the change-point are needed to raise an alarm. The goal is to minimize the WADD subject to a constraint on the ARL:

$$\min_{\hat{T}} \text{WADD}(\hat{T}), \text{s.t. } \text{ARL}(\hat{T}) \geq \psi,$$

where $\psi > 0$ is some pre-specified constant. For technical convenience, we make the following assumption.

Assumption 1. The Markov chains with transition kernel $P$ and $Q$ are uniformly ergodic. Specifically, denote by $\{Z_i\}_{i=1}^\infty$ and $\{W_i\}_{i=1}^\infty$ Markov chains with transition kernels $P$ and $Q$, respectively, where $\pi_P$ and $\pi_Q$ are their invariant measures. For any $z, w \in \mathcal{X}, A \subseteq \mathcal{X}$ and $t > 0$, we have $\sup_A |P(Z_{t+i} \in A | Z_i = z) - \pi_P(A)| \leq R_P \lambda_P^t$ and $\sup_A |P(W_{t+i} \in A | W_i = w) - \pi_Q(A)| \leq R_Q \lambda_Q^t$, for some $R_P, R_Q < \infty$ and $0 < \lambda_P, \lambda_Q < 1$.

2.1. Preliminaries: Maximum Mean Discrepancy

In this section, we review the kernel mean embedding and the maximum mean discrepancy (MMD) [19, 23]. Denote by $k : \mathcal{X} \times \mathcal{X} \to \mathbb{R}$ the kernel function of a reproducing kernel Hilbert space (RKHS) $\mathcal{H}_k$. Denote by $(\cdot, \cdot)_{\mathcal{H}_k}$ the inner product in the RKHS. For any $x, y \in \mathcal{X}$, $k(x, \cdot) \in \mathcal{H}_k$ and $k(x, y) = (k(x, \cdot), k(y, \cdot))_{\mathcal{H}_k}$. For any function $f \in \mathcal{H}_k$, $f(x) = (f, k(x, \cdot))_{\mathcal{H}_k}$ due to the reproducing property. In this paper, we consider a positive definite kernel function $k : \mathcal{X} \times \mathcal{X} \to \mathbb{R}$. We assume the kernel is bounded, i.e., $0 \leq k(x, y) \leq 1$. Denoted by $\mu_F = \mathbb{E}_X \sim F[k(X, \cdot)]$ the kernel mean embedding of measure $F$. For a characteristic kernel $k$ and two measures $F$ and $G$, $\mu_F = \mu_G$ if and only if $F = G$ [19]. The MMD between $F$ and $G$ are defined as:

$$D(F, G) = \sup_{f \in \mathcal{F}} \left| \mathbb{E}_X \sim F[f(X)] - \mathbb{E}_Y \sim G[f(Y)] \right|,$$

where $\mathcal{F} = \{f \in \mathcal{H}_k : ||f||_{\mathcal{H}_k} \leq 1\}$. The square MMD can be equivalently written as [24]:

$$D^2(F, G) = \mathbb{E}_X, Y, \sim F[k(X, X')] + \mathbb{E}_Y, Y', \sim G[k(Y, Y')] - 2\mathbb{E}_X, Y, \sim F[k(X, Y)].$$

3. MAIN RESULTS

Note that Markov chains with different transition kernels may induce the same invariant measure [18]. Therefore, direct generalization of existing QCD approaches for the i.i.d. setting [20, 21], which estimates the MMD between invariant measures $\pi_P$ and $\pi_Q$, may fail even if $P \neq Q$. To solve this problem, we employ the second-order Markov chain [18]. Denote the product $\sigma$-algebra on $\mathcal{X} \times \mathcal{X}$ generated by the collection of all measurable rectangles as $\mathcal{F} \otimes \mathcal{F} = \sigma(\{A \times B : A \subseteq \mathcal{X}, B \subseteq \mathcal{X}\})$. Define a probability measure $P_F$ on measurable space $(\mathcal{X} \times \mathcal{X}, \mathcal{F} \otimes \mathcal{F})$ as $P_F(A \otimes B) = \int_A \pi_P(\text{d}z) P(Z_{t+i} \in B | Z_i = z)$, for any $A, B \in \mathcal{F}$. From Lemma 1 in [18], if $P \neq Q$, then $P_F \neq Q$. The kernel function and MMD in Section 2.1 can be easily extended to the space of $\mathcal{X} \times \mathcal{X}$.

Lemma 1. Consider a uniformly ergodic Markov chain $\{Z_n\}_{n=1}^\infty$, then its corresponding second-order Markov chain $\{Z_i = (Z_i, Z_{i+1})\}_{i=1}^\infty$ is also uniformly ergodic.

We then construct the test statistic and the stopping rule using the second-order Markov chain. The basic idea is to estimate the MMD between the invariant measures of the second-order Markov chains, and then use that estimate to construct a CuSum-type test. Firstly, we partition the samples into non-overlapping blocks with size $m$. Denote by $X_i = (X_i, X_{i+1})$, $Y_i = (Y_i, Y_{i+1})$ the second-order Markov chains. For $\{X_i\}_{i=1}^\infty$ the invariant measure is $P_F$ before the change and $F_Q$ after the change. For $\{Y_i\}_{i=1}^\infty$ the invariant measure is $P_F$. For the $t$-th block, $t = 0, 1, 2, \ldots$, define $F^t_X$
its empirical measure as $F^t_X = \frac{1}{m-1} \sum_{i=1}^{m-1} \delta_{X_{mt+i}}$, where $\delta_X$ is the Dirac measure. Similarly, we can define $F^t_Y$. The MMD $D(F^t_X, F^t_Y)$ can then be written as:

$$D(F^t_X, F^t_Y) = \frac{1}{(m-1)} \left( \sum_{mt<i,j<m(t+1)} k(\bar{X}_i, \bar{X}_j) + \sum_{mt<i,j<m(t+1)} k(\bar{Y}_i, \bar{Y}_j) - 2 \sum_{mt<i,j<m(t+1)} k(\bar{X}_i, \bar{Y}_j) \right)^\frac{1}{2}.$$ 

Define $S_t$ as: $S_t = D(F^t_X, F^t_Y) - \sigma$, where $\sigma > 0$ is some positive constant to be specified later. Then, our stopping time is defined as

$$T(c) = \inf \left\{ mt : \max_{1 \leq i \leq t} \sum_{j=1}^{mt} S_j > c \right\}, \quad (6)$$

where $c > 0$ is a pre-specified threshold. This algorithm can be updated recursively: $\max_{1 \leq i \leq t} \sum_{j=1}^{mt} S_j = \max \{ 0, \max_{1 \leq i \leq t-1} \sum_{j=1}^{mt-1} S_j + S_t \}$. Moreover, the computational complexity for MMD is $O(m^2)$ for every $m$ samples. At time $n$, there are $\binom{n}{m}$ non-overlapping blocks in total. Hence the overall computational complexity up to time $n$ is $O(mn)$. Nevertheless, the algorithm in [18] needs to calculate the MMD for $n - m + 1$ times due to the use of overlapping blocks. Thus the total computational complexity in [18] is $O(m^2n)$. This shows that our algorithm is more computationally efficient.

Before the change, for large $m$, $D(F^t_X, F^t_Y) \approx D(F_P, F_P) = 0$ (which will be proved later). After the change, for large $m$, $D(F^t_X, F^t_Y) \approx D(F_P, F_Q) > 0$. If we choose $0 < \sigma < D(F_P, F_Q)$, then before the change the test statistic has a negative drift and fluctuates around 0, while after the change, the test statistic has a positive drift and goes above the threshold quickly.

In the following theorem, we theoretically characterize the upper bound on the WADD of our test in (6).

**Theorem 1.** The WADD for the stopping time in (6) can be bounded as follows:

$$\text{WADD}(T(c)) \leq \frac{2\sqrt{ad mc}}{(a-d)^2} + \frac{(a+d)mc}{(a-d)^2} + 2m + \frac{a + \sqrt{ad}}{d-a} m = O(mc). \quad (7)$$

where $a_P = \sqrt{2-2\lambda_P + 4R_P}$, $a_Q = \sqrt{2-2\lambda_Q + 4R_Q}$, $a = a_P + a_Q$ and $d = D(F_P, F_Q) - \delta$.

**Proof sketch.** Denote by $\tau'$ the last time index of the block where the change happens. Then, samples after $\tau'$ follow the transition kernel of $Q$. Let $\xi = \frac{a_P + a_Q + \sqrt{(D(F_P, F_Q) - \sigma)(a_P + a_Q)}}{D(F_P, F_Q) - \sigma - a_P - a_Q}$ such that $D(F_P, F_Q) - \sigma - \xi + 1(a_P + a_Q) > 0$. Denote by $n_c = \left\lceil \frac{(\xi+1)c}{D(F_P, F_Q) - \sigma} \right\rceil$. Firstly, we have that

$$E_T \left[ \frac{(T(c) - \tau')^+}{mn_c} \right| F_{T-1} \right] \leq \sum_{j=0}^{\infty} \mathbb{P}_T \left( \frac{(T(c) - \tau')^+}{mn_c} \geq j \big| F_{T-1} \right).$$

By the definition of $T(c)$, it follows that

$$\mathbb{P}_T \left( \frac{(T(c) - \tau')^+}{mn_c} \geq j \big| F_{T-1} \right) \leq \mathbb{P}_T \left( \sum_{i=(j-1)n_c+1}^{jn_c} S_i < c \big| F_{T-1}, T(c) - \tau' \geq j - 1 \right) \times \mathbb{P}_T \left( T(c) - \tau' \geq j - 1 \big| F_{T-1} \right). \quad (8)$$

It then suffices to bound $\mathbb{P}_T \left( \sum_{i=(j-1)n_c+1}^{jn_c} S_i < c \big| F_{T-1}, T(c) - \tau' \geq j - 1 \right)$ and to apply (8) recursively. By the triangle inequality and Markov inequality, we have that

$$\mathbb{P}_T \left( \sum_{i=(j-1)n_c+1}^{jn_c} S_i < c \big| F_{T-1}, T(c) - \tau' \geq j - 1 \right) \leq \mathbb{P}_T \left( \sum_{i=(j-1)n_c+1}^{jn_c} \left( D(F^t_X, F_P) + D(F^t_Y, F_Q) \right) \right) \geq n_c (D(F_P, F_Q) - \sigma) - c \big| F_{T-1}, T(c) - \tau' \geq j - 1 \right) \leq \sum_{i=(j-1)n_c+1}^{jn_c} \mathbb{E}_T \left[ D(F^i_X, F_P) + D(F^i_Y, F_Q) \big| F_{T-1}, T(c) - \tau' \geq j - 1 \right] \geq n_c (D(F_P, F_Q) - \sigma) - c = \frac{a_P + a_Q}{D(F_P, F_Q) - \sigma} \left( 1 + \frac{1}{\xi} \right). \quad (9)$$

The last inequality in (9) follows from Proposition 1, which will be given later.

Note that $a_P, a_Q = O\left( \frac{1}{\sqrt{m}} \right)$. Therefore, the upper bound is linear in the threshold $c$ and the batch size $m$.

Recall that $F_P$ and $F^t_Z$ are the invariant measure and empirical measure for $\{Z^n\}_{n=1}^{\infty}$, respectively. The expectation of their MMD can be bounded in the following proposition.

**Proposition 1.** $\forall z_{mt} \in \mathcal{X}$, $E \left[ D(F^t_Z, F_P) \big| Z_{mt} = z_{mt} \right] \leq a_P$.

The samples are Markovian, hence the empirical measures of different blocks are dependent. Nonetheless, Proposition 1 provides an upper bound on the conditional expectation.
of \( D(F_{X}^{3}, F_{P}) \). It generalizes the results in [25], where in [25] it was assumed that \( Z_{mt} \) follows the invariant distribution.

We then provide a lower bound on the ARL, which is exponential in the threshold \( c \). Before that, we first present a useful proposition that provides a high-probability bound on the sum of two MMDs between the invariant measure and the empirical measure.

**Proposition 2.** For any \( x_{mt}, y_{mt} \in \mathcal{X} \) and \( \delta > 0 \), there exists a positive constant \( \Gamma_{P} \) that

\[
\begin{align*}
\mathbb{P}_{\infty} \left( & D(F_{X}^{3}, F_{P}) + D(F_{Y}^{P}, F_{P}) \leq 2(1 + 2\Gamma_{P}) \sqrt{\frac{\log(\frac{3}{\sqrt{m}})}{m - 1}} \\
& + 2a_{P} \left| X_{mt} = x_{mt}, Y_{mt} = y_{mt} \right| \right) \geq 1 - \delta. \tag{10}
\end{align*}
\]

In [25], it was assumed that \( X_{mt}, Y_{mt} \) follow the invariant distribution. Here, our result holds \( \forall x_{mt}, y_{mt} \in \mathcal{X} \). More importantly, in [25] it was assumed that \( \Gamma_{P} \) exists. Here we prove that \( \Gamma_{P} \) exists and is finite without an explicit expression.

Let \( b = \frac{2(1 + 2\Gamma_{P})}{\sqrt{m - 1}} \) and \( h = \sigma - 2a_{P} \). Since \( a_{P} = \mathcal{O}(\frac{1}{\sqrt{m}}) \), then we can always find a large \( m \) so that \( h > 0 \). Let \( \psi(q) = \sqrt{\sigma h} \exp\left( -\frac{\sigma^{2}h^{2}c^{2}}{4} \right) \). Let \( q > 0 \) be a constant s.t. \( \phi(q) \leq 1 \). Note that \( \phi(q) \) is continuous in \( q \), \( \phi(0) = 0 < 1 \) and \( \phi(q) \to \infty \) when \( q \to \infty \). Therefore, there always exists such a \( q \).

**Theorem 2.** The ARL of \( T(c) \) in (6) can be lower bounded exponentially in the threshold \( c \):

\[
\text{ARL}(T(c)) \geq m \exp(qc). \tag{11}
\]

Note that \( q \) and \( m \) are independent of \( c \). Therefore, the ARL grows exponentially in the threshold \( c \).

The universal lower bound from [10] shows for any stopping time with ARL \( \geq \psi \), the detection delay is at least \( \mathcal{O}(\log(\psi)) \). In our paper, to guarantee \( (3) \) is satisfied, the threshold \( c \) is chosen to \( \frac{\log(\psi)}{q} \). According to Theorem 1, this further implies that our algorithm achieves a detection delay of \( \mathcal{O}(\log(\psi)) \) while satisfying the false alarm constraint. This matches with (order-level) the universal lower bound in [10] for general non-i.i.d. setting.

4. NUMERICAL RESULTS

In this section, we provide simulation results. We name the kernel-based CUSUM algorithm proposed in [18] as RAL (oveRlApping bLocks) and our proposed algorithm as ORAL (oN-oveRlApping bLocks). We then compare the performance of these two algorithms.

We consider an example that the transition kernel changes from \( P = \begin{bmatrix} 0.2 & 0.7 & 0.1; 0.9 & 0.0 & 0.1; 0.2 & 0.8 & 0.0 \end{bmatrix} \) to \( Q = \begin{bmatrix} 0.5 & 0.5 & 0.0; 0.0 & 0.5 & 0.5; 0.2 & 0.3 & 0.5 \end{bmatrix} \). We choose the Gaussian kernel function \( k(x, y) = \exp(-\beta(x-y)^{2}) \), where \( \beta \) is the bandwidth parameter. Set \( m = 10 \), and \( \sigma = 0.3 \) and 0.35 respectively. To compare the ADD and the ARL, in Fig 1 and 2, we plot the the ARL as a function of the log of ARL by varying the threshold. To compare the computational complexity, in Fig 3 we plot the running time as a function of the total samples (on Intel W-2295 CPU).

From Fig 1, it can be seen that our method outperforms the method in [18], i.e., for the same level of ARL, our method achieves a smaller ADD. Moreover, for both methods, the ADD grows with the log of ARL linearly, which matches with our bounds in this paper, but contradicts with the bounds in [18]. From Fig 2, it can be seen that our method is more computationally efficient.

5. CONCLUSION

In this paper, we studied the data-driven quickest change detection problem in Markov models. We proposed a kernel-based detection algorithm, and investigated the bias in MMD estimate for Markov models. Further, we derived its bounds on ARL and WADD, which achieves the order-level optimal performance. Furthermore, compared to the state-of-the-art study with the same setting, our theoretical bounds are tighter and algorithm is computationally efficient. It is of future interest to generalize our results to the hidden Markov model.
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