Evidence for electroweak production of two jets in association with a $Z\gamma$ pair in $pp$ collisions at $\sqrt{s} = 13$ TeV with the ATLAS detector
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Evidence for electroweak production of two jets in association with a $Z\gamma$ pair in $\sqrt{s} = 13$ TeV proton–proton collisions at the Large Hadron Collider is presented. The analysis uses data collected by the ATLAS detector in 2015 and 2016 that corresponds to an integrated luminosity of 36.1 fb$^{-1}$. Events that contain a $Z$ boson candidate decaying leptonically into either $e^+e^-$ or $\mu^+\mu^-$, a photon, and two jets are selected. The electroweak component is measured with observed and expected significances of 4.1 standard deviations. The fiducial cross-section for electroweak production is measured to be $\sigma_{Z\gamma jj}^{\text{EW}} = 7.8 \pm 2.0$ fb, in good agreement with the Standard Model prediction.
1 Introduction

At the Large Hadron Collider (LHC), the electroweak (EW) sector of the Standard Model (SM) can be probed by studying the self-coupling of vector bosons, which is precisely predicted through the $SU(2)_L \times U(1)_Y$ gauge symmetry. Vector-boson scattering (VBS), $VV \rightarrow VV$ with $V = W/Z/\gamma$, is one of the most interesting processes to look at to study such effects, as it is sensitive to both the triple and the quartic gauge boson couplings, where physics beyond the SM can significantly alter the SM predictions [1–3].

In hadron collisions, VBS events are characterised by the presence of two bosons and two jets, $VV jj$, that are created in a purely electroweak process [4], through the interaction of bosons that have been radiated from the initial-state quarks. For such events, the scattered quarks are not colour-connected and little hadronic activity is expected in the gap between the two jets. These events are also characterised by a large invariant mass of the dijet system and a large separation of the two jets in rapidity, while the decay products of the bosons are typically produced in the central region.

The $VV jj$ final states, however, are produced mainly through a combination of strong and electroweak interactions in $pp$ collisions. The former are of order $\alpha_S^2 \alpha_{EW}^2$ at the Born level, where $\alpha_S$ is the strong coupling constant and $\alpha_{EW}$ is the electroweak coupling constant. In the following, such processes are referred to as QCD-induced backgrounds, $Z\gamma jj$–QCD. The production of $VV jj$ events through pure $\alpha_{EW}^4$ interactions at the Born level are more rare; they are referred to as electroweak processes, $Z\gamma jj$–EW, in the following. It is not possible to study VBS diagrams independently from other electroweak processes as only the ensemble is gauge invariant [5]. There is also interference between the SM electroweak and QCD-induced processes. Some example Feynman diagrams for these processes are shown in Figure 1.

Among all the possible electroweak production modes, only the $W^\pm W^\pm jj$ and $WZ jj$ production processes have been observed [6–9]. Evidence for the $Z\gamma jj$ channel has been reported [10], while limits on electroweak cross-sections have been reported for the $ZZ jj$ channel [11], the $W\gamma jj$ channel [12], and the $VV$ channel [13, 14] where at most one of the two bosons decay to two jets.

The $Z\gamma jj$ channel [15] is particularly interesting to study since it allows the measurement of the neutral quartic gauge couplings, as for the $ZZ$ final state but with a larger expected cross-section. The $Z\gamma jj$ cross-sections have been computed at next-to-leading order (NLO) in $\alpha_S$ for both the QCD-induced backgrounds [16] and the electroweak signal [17]. These corrections are not included in the following for the electroweak signal, as they were not evaluated for the phase space used in this paper.

This Letter reports the evidence for, and the most precise measurements to date of, electroweak $Z\gamma jj$ production, where the $Z$ boson decays leptonically into either $e^+e^-$ or $\mu^+\mu^-$, exploiting the data collected with the ATLAS detector in 2015 and 2016 at a centre-of-mass energy of $\sqrt{s} = 13$ TeV, and corresponding to an integrated luminosity of 36.1 fb$^{-1}$. 
Figure 1: Representative Feynman diagrams of the processes relevant to this analysis: (a) electroweak non-VBS signal, (b) quartic gauge coupling VBS signal, QCD-induced backgrounds with (c) gluon exchange or (d) gluon radiation.
2 ATLAS detector

The ATLAS detector [18–20] is a multipurpose detector with a cylindrical geometry\(^1\) and nearly \(4\pi\) coverage in solid angle.

The collision point is surrounded by inner tracking detectors, collectively referred to as the inner detector (ID), located within a superconducting solenoid providing a 2 T axial magnetic field, followed by a calorimeter system and a muon spectrometer (MS).

The inner detector provides precise measurements of charged-particle tracks in the pseudorapidity range \(|\eta| < 2.5\). It consists of three subdetectors arranged in a coaxial geometry around the beam axis: a silicon pixel detector, a silicon microstrip detector and a transition radiation tracker.

The electromagnetic (EM) calorimeter covers the region \(|\eta| < 3.2\) and is based on high-granularity, lead/liquid-argon (LAr) sampling technology. The hadronic calorimeter uses a steel/scintillator-tile detector in the region \(|\eta| < 1.7\) and a copper/LAr detector in the region \(1.5 < |\eta| < 3.2\). The most forward region of the detector, \(3.1 < |\eta| < 4.9\), is equipped with a forward calorimeter, measuring electromagnetic and hadronic energies in copper/LAr and tungsten/LAr modules, respectively.

The muon spectrometer comprises separate trigger and high-precision tracking chambers to measure the deflection of muons in a magnetic field generated by three large superconducting toroidal magnets arranged with an eightfold azimuthal coil symmetry around the calorimeters. The high-precision chambers cover the range \(|\eta| < 2.7\). The muon trigger system covers the range \(|\eta| < 2.4\) with resistive-plate chambers in the barrel and thin-gap chambers in the endcap regions.

A two-level trigger system [21] is used to select events in real time. It consists of a hardware-based first-level (L1) trigger and a software-based high-level trigger. The latter employs algorithms similar to those used offline to identify electrons, muons, photons and jets.

3 Signal and background simulation

Signal and background processes are modelled using Monte Carlo (MC) simulations. All MC events were passed through the Geant4-based [22] ATLAS detector simulation [23]. They are reconstructed and analysed using the same algorithm chain as the data. These events also include additional proton–proton interactions (pile-up) generated with Pythia 8.186 [24] using the MSTW2008LO [25] parton distribution functions (PDFs) and the A2 set of tuned parameters [26] (A2 tune). The simulated events are reweighted to reproduce the mean number of interactions per bunch crossing observed during 2015 and 2016 data-taking. The average number of \(pp\) interactions per bunch crossing is found to be around 13 in 2015 and 25 in 2016. Scale factors are applied to simulated events to correct for the differences observed between data and MC simulation in the trigger, reconstruction, identification, isolation and impact parameter efficiencies of photons, electrons and muons [27, 28]. The photon energy, electron energy and muon momentum in simulated events are smeared to account for differences in resolution between data and MC simulation [28, 29].

\(^1\) ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector and the \(z\)-axis along the beam direction. The \(x\)-axis points from the IP to the centre of the LHC ring, and the \(y\)-axis points upward. Cylindrical coordinates \((r, \phi)\) are used in the transverse \((x, y)\) plane, \(\phi\) being the azimuthal angle around the beam direction. The pseudorapidity is defined in terms of the polar angle \(\theta\) as \(\eta = -\ln(\tan(\theta/2))\).
In this analysis, the signal is the electroweak production of $Z(\rightarrow \ell\ell\gamma jj)$ (with $\ell = e, \mu$), with jets originating from the fragmentation of partons arising from electroweak vertices. Signal events ($\ell\ell\gamma jj$) were generated at leading-order (LO) accuracy (at order $\alpha^5_{\text{EW}}$) using MadGraph5_aMC@NLO 2.3.3 [31] with no extra parton in the final state. The nominal renormalisation and factorisation scales were set to the transverse mass of the diboson system. The NNPDF30 LO PDF set [32] was used for the generation of the events, and the hadronisation and parton shower of the events was modelled using Pythia 8.212 with the A14 tune [33].

An alternative sample of simulated events at LO accuracy was generated using Sherpa 2.2.4 [34] with Comix [35] and merged with the Sherpa parton shower [36]. The factorisation and renormalisation scales were set to the invariant mass of the diboson system. The NNPDF30 next-to-next-to-leading order (NNLO) PDF set [32] was used for the generation of this sample.

The main background comes from the QCD-induced production of the $Z(\rightarrow \ell\ell\gamma jj)$ final state, which is estimated at leading order, i.e. at order $\alpha^2_S\alpha^3_{\text{EW}}$. The MC sample used to model this background was obtained with the Sherpa 2.2.2 event generator for the $\ell\ell\gamma$ process with up to one parton at NLO generated with OpenLoops [37] and up to three partons at LO using Comix. The different final-state multiplicities were merged with the Sherpa parton shower using the ME+PS@NLO prescription [38]. This sample was generated using the NNPDF30 NNLO PDF set.

An alternative QCD sample was used to study the dependence of the kinematic distributions on the matrix-element generator. This sample was obtained with MadGraph5_aMC@NLO 2.3.3 with up to one parton at NLO for the $\ell\ell\gamma$ process. The second jet is obtained from the real emission at matrix-element level, i.e. with LO accuracy. The event generator was interfaced to Pythia 8.212 for the inclusion of the parton showers and hadronisation of the events; the FxFx merging prescription was used [39] with a merging scale of 20 GeV. The NNPDF30 NLO PDF set and the A14 tune were used for the generation.

Interference between the electroweak and QCD processes was estimated at LO accuracy in QCD using the MadGraph5_aMC@NLO 2.3.3 MC event generator with the NNPDF30 LO PDF set including only contributions to the squared matrix-element at order $\alpha^4_S\alpha^4_{\text{EW}}$. The event generator was interfaced to Pythia 8.212 for the parton showers and hadronisation of the events with the A14 tune. These interference effects are found to be positive and are of the order of 3% of the $Z\gamma jj$–EW cross-section in the fiducial phase space studied by this analysis.

The second-largest background in this analysis is due to $Z+$jets processes. In this case, one of the jets is misidentified as a photon. This contribution is estimated using a data-driven method, as explained in Section 5. Cross-checks are performed using a Sherpa 2.2.1 MC sample [40], produced with up to two jets at NLO accuracy and up to four jets at LO accuracy, using Comix and OpenLoops, and merged with the Sherpa parton shower according to the ME+PS@NLO prescription. The NNPDF30 NNLO PDF set was used for the generation of this sample. This sample is scaled to the NNLO predictions for inclusive $Z$ production using a normalisation factor [40] derived from FEWZ [41] and the MSTW2008NNLO PDF set [25].

The third-largest background affecting this analysis is from $t\bar{t} + \gamma$ events. These events were generated at LO accuracy using the MadGraph5_aMC@NLO 2.3.3 generator interfaced to Pythia 8.212 for the parton showering and hadronisation. The NNPDF23 LO PDF set and the A14 tune were used for the generation. The normalisation of the predictions is corrected for NLO QCD effects [42].

All other backgrounds are smaller and are obtained from MC simulations. The most important of these are the $WZ$ background, which was simulated with Sherpa 2.2.1, and the $Wt$ background, which was
simulated with the Powheg-Box [43–45] generator interfaced to Pythia 6.428 [46] and the perugia 2012 tune [47]. The CT10 NLO PDF set [48] was used for the generation of this sample.

4 Event selection

Events are selected if they were recorded during stable beam conditions and if they satisfy detector and data quality requirements, which include all relevant subdetectors functioning normally. Events were collected using single-lepton or dilepton triggers [21, 49] that require, respectively, at least one or two electrons or muons.

For single-lepton triggers, the transverse momentum ($p_T$) threshold in 2015 was 24 GeV for electrons and 20 GeV for muons satisfying a loose isolation requirement based only on ID track information. In 2016, due to the higher instantaneous luminosity, these thresholds were increased to 26 GeV for both the electrons and muons, and tighter isolation requirements were applied. Inefficiencies for leptons with large transverse momenta were reduced by including additional electron and muon triggers that do not include any isolation requirements; these had transverse momentum thresholds of 60 GeV and 50 GeV, respectively. Finally, a single-electron trigger requiring $p_T > 120$ GeV with less restrictive electron identification criteria was used to increase the selection efficiency for high-$p_T$ electrons. The threshold was increased to 140 GeV in 2016. In 2015, the dilepton trigger $p_T$ threshold was 12 GeV for electrons, and either 10 GeV for muons in conjunction with two muons producing L1 triggers, or 18 GeV and 8 GeV for the asymmetric muon trigger. In 2016, these thresholds were raised to 17 GeV for electrons, 14 GeV for the symmetric dimuon trigger, and 22 GeV and 8 GeV for the asymmetric muon trigger. The combined efficiency of these triggers is close to 100% for the events that pass the kinematic requirements described below. To ensure that the trigger efficiency is well determined, the lepton candidates must be matched to the leptons that are selected by the trigger and have a transverse momentum at least 1 GeV above the online threshold.

Events must have a primary vertex with at least two charged-particle tracks which must be compatible with the $pp$ interaction region. In cases where multiple vertices are reconstructed in a single event, the vertex with the highest sum of the $p_T^2$ of the associated tracks is selected as the production vertex of the $Z\gamma$ system.

Muons are reconstructed by matching tracks in the muon spectrometer to tracks in the inner detector. Candidate muons are required to satisfy the ‘medium’ set of identification criteria [28] based on the number of detector hits and $p_T$ measurements in the ID and the MS. The efficiency of selecting such muons averaged over $p_T$ and $\eta$ is larger than 98%. Both the ID and MS measurements are used to compute the muon momentum. The measurement also takes into account the energy loss in the calorimeters. Muons are used in the analysis if they satisfy $p_T > 20$ GeV and $|\eta| < 2.5$.

Electrons are reconstructed by matching energy clusters in the electromagnetic calorimeter to an ID track. Candidate electrons are required to pass a ‘medium’ likelihood requirement that is built from information about the electromagnetic shower shape in the calorimeter, track properties and the track-to-cluster matching [27]. The efficiency of selecting such electrons is of about 90%. Calorimeter energy and the track’s direction are combined to compute the electron momentum. Electrons are required to satisfy $p_T > 20$ GeV and $|\eta| < 2.47$.

To ensure that electron and muon candidates originate from the primary vertex, the significance of the track’s transverse impact parameter relative to the beam line must satisfy $|d_0/\sigma_d| < 3$ (5) for muons
(electrons), and the longitudinal impact parameter $z_0$, the difference between the value of $z$ at the point on the track at which $d_0$ is defined and the longitudinal position of the primary vertex, is required to satisfy $|z_0 \cdot \sin(\theta)| < 0.5 \text{ mm}$.

Electrons and muons are required to be isolated from hadronic activity by imposing maximum energy requirements in cones in the $\eta$–$\phi$ plane, defined using the $\Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2}$ distance, around their direction of flight, using calorimeter-cluster and ID-track information, excluding the electron or muon momentum. The muon isolation criterion imposes a fixed upper limit in a cone of size $\Delta R = 0.2$ for calorimeter-based isolation and in a cone of size $\Delta R = 0.3$ for ID-based isolation, with a selection efficiency above 90% for $p_T > 20 \text{ GeV}$ and at least 99% for $p_T > 60 \text{ GeV}$ [28]. For electrons, the requirements vary with $p_T$, allowing a selection efficiency of at least 90% for $p_T > 25 \text{ GeV}$ and at least 99% for $p_T > 60 \text{ GeV}$ [27]. For electrons, both isolation variables are evaluated with a cone of size $\Delta R = 0.2$.

Photon candidates are reconstructed from clusters of energy deposited in the electromagnetic calorimeter and are classified as unconverted (clusters without a matching track or matching reconstructed conversion vertex in the ID) or converted (clusters with a matching reconstructed conversion vertex or a matching track consistent with originating from a photon conversion). Photons are identified using a cut-based selection relying on shower shapes measured with the electromagnetic calorimeter. Nine discriminating variables are used, built from the distribution of energy in different layers of the EM calorimeter and information about energy leaking into the hadronic calorimeter. The shower shape values in the simulation are corrected to improve their agreement with the shower shapes in data. Photons must satisfy a ‘tight’ requirement [50]. Photons selected in this analysis must satisfy $E_T > 15 \text{ GeV}$, where $E_T$ is the photon transverse energy, and the pseudorapidity of the cluster must be in the range $|\eta| < 1.37$ or $1.52 < |\eta| < 2.37$, to avoid the transition region between barrel and endcap calorimeters. Photon candidates are required to be isolated according to calorimeter-cluster and ID-track information in a cone of size $\Delta R = 0.2$, excluding the photon energy. The requirement varies with $E_T$ following the ‘fixed loose’ requirement [50], providing an average efficiency of about 95%. The calorimetric photon isolation is corrected to account for leakage and ambient transverse energy [27].

Jets are reconstructed from clusters of energy depositions in the calorimeter [51] using the anti-$k_t$ algorithm [52, 53] with a radius parameter $R = 0.4$. Calibration of the jet energy is based on simulation and in situ methods from data [54]. Jets originating from non-collision backgrounds or detector noise are removed [55]. Pile-up jets are suppressed using a multivariate combination of track-based variables in the ID acceptance ($|\eta| < 2.5$) [56]. All jets considered must have $p_T > 25 \text{ GeV}$ and must be reconstructed in the pseudorapidity range $|\eta| < 4.5$.

Jets containing a $b$-hadron are identified in the ID volume using a multivariate algorithm [57, 58] that uses the impact parameters and secondary vertices of the tracks contained in the jet. The selection is done using a working point chosen to provide a 70% selection efficiency for $b$-jets in an inclusive $t\bar{t}$ MC sample. The 70% working point has rejection factors of 12 and 381 for charm and light-flavour jets, respectively. Correction factors are applied to the simulated event samples to compensate for differences between data and simulation in the flavour-tagging efficiencies for $b$-jets, $c$-jets and light-flavour jets. The correction for $b$-jets is derived from $t\bar{t}$ events with final states containing two leptons, and the corrections are consistent with unity with uncertainties at the level of a few percent over most of the jet $p_T$ range.

To avoid cases in which a lepton, photon, or jet is reconstructed as two separate final-state objects, several steps are followed to remove such overlaps. Bremsstrahlung radiation by a muon can result in ID tracks and a calorimeter energy deposit that are reconstructed as an electron candidate. Therefore, in cases for which an electron candidate and a muon candidate share an ID track, the object is considered to be a
muon, and the electron candidate is rejected. The overlap of objects is measured using the $\Delta R$ distance. Due to the isolation requirements placed on electron candidates, any jets that closely overlap an electron candidate within a conical region $\Delta R < 0.2$ are likely to be reconstructions of the electron and so are rejected. When jets and electrons are found within a larger hollow conical region $0.2 < \Delta R < 0.4$, it is more likely that a real hadronic jet is present and that the electron is a non-prompt constituent of the jet, arising from the decay of a heavy-flavour hadron. Hence an electron candidate found within $\Delta R < 0.4$ of any remaining jet is rejected. Muons can be accompanied by a hard photon due to bremsstrahlung or collinear final-state radiation, and the muon–photon system can then be reconstructed as both a jet and a muon candidate. Non-prompt muons can arise from decays of hadrons in jets; however, these muons are associated with a higher ID track multiplicity than those accompanied by hard photons. In order to resolve these ambiguities between nearby jet and muon candidates, first any jets having fewer than three ID tracks and within $\Delta R < 0.4$ of any muon candidate are rejected, then any muon candidates within $\Delta R < 0.4$ of any remaining jet are rejected. The ambiguity between photons and leptons is resolved by rejecting any photons found to be within $\Delta R < 0.4$ of an electron or a muon. Jets found within $\Delta R < 0.4$ of any photons are rejected.

Events are required to contain exactly two lepton candidates (electrons or muons) with the same flavour and opposite charge and at least one photon candidate satisfying the selection criteria described above. When there are two or more photons selected, the one with the highest $E_T$ is used for further processing.

The invariant mass of the two leptons, $m_{\ell\ell}$, must be at least 40 GeV. The sum of the dilepton mass and the three-body $\ell\ell\gamma$ invariant mass ($m_{\ell\ell} + m_{\ell\ell\gamma}$) is required to be larger than 182 GeV, which is twice the $Z$ boson mass. This requirement ensures that the three-body invariant mass is larger than the $Z$ boson mass, thus suppressing cases where the $Z$ boson decays into $\ell\ell\gamma$ [15].

To select electroweak processes, events are further required to include at least two ‘VBS-tagging’ jets. A symmetric selection of $p_T > 50$ GeV is used to select both tagging jets, which are classified as leading and subleading in transverse momentum. These two jets are required to have an invariant mass $m_{jj} > 150$ GeV, in order to minimise the contamination from triboson background in which a hadronically decaying $W$ or $Z$ boson is produced in association with a $Z$ boson and a photon, i.e. $Z\gamma + Z/W(\rightarrow jj)$.

The final VBS signal region (SR) is defined by requiring that the pseudorapidity difference between the two leading jets $|\Delta\eta(jj)|$ be larger than 1; that no $b$-tagged jet be present in the event; and that the centrality of the $\ell\ell\gamma$ system relative to the tagging jets, defined as

$$\zeta(\ell\ell\gamma) = \frac{|y_{\ell\ell\gamma} - (y_{j_1} + y_{j_2})/2|}{(y_{j_1} - y_{j_2})/2},$$

be lower than 5, where $y$ corresponds to the rapidity, and $j_1$ and $j_2$ label the selected leading and subleading jets.

5 Background estimation

Irreducible backgrounds are modelled kinematically by MC simulations, and their normalisation is evaluated from the data. Reducible backgrounds, in which a photon originates from a hadron decay, are determined using data-driven techniques. Events in which one or more leptons originate from a hadronic jet are suppressed due to the stringent kinematic requirements applied. They are found to be negligible and are not considered here.
The main reducible background originates from $Z$+jets events, in which one hadronic jet is misidentified as a photon. This background is not well modelled by the MC simulation and, therefore, is estimated with data using a two-dimensional sideband method [59] similar to that applied in a previous analysis with Run 1 data [15]. The shapes of the distributions of $Z$+jets events are obtained using data, after applying all the signal requirements, but reversing the photon identification and isolation criteria. The normalisation of this background is estimated in a control region designed to maximise the number of events available in the data while being close to the signal region; all signal region requirements are applied, except the transverse momentum requirement for the jets, which is lowered to 30 GeV, and the dijet invariant mass requirement, which is less than 150 GeV. The ratio of $Z$+jets to $Z\gamma jj$–QCD events is computed in this region, since it is found to be the same in this control region and in the signal region, in both data and MC simulation, and used to extrapolate the normalisation of $Z$+jets events to the signal region. To estimate both the shape and the normalisation of this background, the contamination from events containing real photons is estimated and corrected using MC predictions.

The most important background is irreducible and comes from the QCD-induced production of $Z\gamma$ events in association with two jets. The normalisation of this background is constrained by the data, as explained in Section 6.

The other main irreducible background arises from $t\bar{t} + \gamma$ events. This process is also constrained by the data in a dedicated control region which is referred to as $b$-Control Region ($b$-CR). This control region is obtained by imposing all SR selections but requiring the presence of at least one reconstructed $b$-tagged jet in the event.

The contribution of backgrounds due to the production of $Z$+jets and $\gamma$+jets events in two different overlaid interactions is evaluated using a data-driven estimate and found to be negligible.

Backgrounds from other sources are reducible and are evaluated using MC simulations. The most important contribution comes from $WZ$ events, in which a charged lepton is misidentified as a photon, and from $Wt$ events.

6 Signal extraction procedure

A boosted decision tree (BDT), as implemented in the TMVA package [60], is used to separate the electroweak signal from all the backgrounds. The BDT is trained and the set of variables retained as input to the BDT is optimised on simulated events to separate $Z\gamma jj$–EW events from all background processes, excluding $Z$+jets, and to maximise the signal-to-background ratio. In total, 13 kinematic variables are combined into one discriminant that can take any value in the range $[-1, 1]$. The final binning of the BDT discriminant, or BDT score, is optimised to improve the sensitivity of the analysis.

Some of the variables used in the BDT training are related to the kinematic properties of the two tagging jets: the invariant mass of these two jets, $m_{jj}$, the difference in pseudorapidity between these two jets, $\Delta\eta_{jj}$, and the pseudorapidity and $p_T$ of the leading jet. Other variables are related to the kinematic properties of the photon and the $Z$ boson: the transverse momenta of the leading lepton, the $\ell\ell$ system and the $\ell\ell\gamma$ system, and the $\ell\ell$ and $\ell\ell\gamma$ invariant masses. Another set of variables is related to the correlation of the two tagging jets and the $Z\gamma$ system: the distance in the $\eta$–$\phi$ plane between the $Z\gamma$ system and the two-jet system, $\Delta R(Z\gamma, jj)$; the smallest distance in the $\eta$–$\phi$ plane between a photon and a jet, among all possible combinations, $\text{Min}(\Delta R(\gamma, j))$; the difference in azimuth between the $Z\gamma$ system and the two-jet system, $\Delta\phi(Z\gamma, jj)$ and the centrality $\zeta(\ell\ell\gamma)$ as defined in Eq. (1).
The modelling by MC simulations of the distribution shapes and the correlations between all input variables for the BDT is verified in the signal region. Compatibility within statistical uncertainty is observed for all distributions, as exemplified by Figures 2(a) and 2(b), except for the high-mass tail of \( m_{jj} \) as shown in Figure 2(c), as was also observed in previous analyses of electroweak processes [61–63]. This mismodelling does not impact the signal significance nor the uncertainty in the measurement reported in Section 9.

Figure 2: Post-fit distributions of (a) the transverse momentum of the \( \ell\ell\gamma \) system, (b) the centrality of the \( \ell\ell\gamma \) system relative to the tagging jets, and (c) \( m_{jj} \) in the signal region. The uncertainty band around the expectation includes all systematic uncertainties and takes into account their correlations as obtained from the fit. The overflow is included in the last bin of the distribution.

The BDT score distribution in the signal region is used to measure the \( Z\gamma jj\)–EW signal fiducial cross-section with a maximum-likelihood fit, and to determine the significance of the signal. In this fit the
$ee\gamma j$ and $\mu\mu\gamma j$ final states are combined. An extended likelihood function is built from the product of two likelihoods corresponding to the BDT score distribution in the $Z\gamma j j$ SR, and the multiplicity of reconstructed $b$-jets in the $b$-CR. The yields of the $t\bar{t} + \gamma$ simulated events are constrained by data using this last distribution. The normalisation of the $Z\gamma j j$–QCD sample is also constrained by the data, directly in the signal region, since this background dominates the distribution at low BDT score values. The normalisations of these backgrounds are introduced in the likelihood fit as unconstrained nuisance parameters, labelled as $\mu_{Z\gamma j j}$ and $\mu_{t\bar{t}+\gamma}$ for the $Z\gamma j j$–QCD and $t\bar{t} + \gamma$ backgrounds, respectively. For these backgrounds, the kinematic distributions are obtained from MC simulations. Both the shape and the normalisation distributions of $Z$+jets background are estimated from data, as described in Section 5. The other irreducible backgrounds are determined from MC simulations. Background normalisations and shapes can vary within the uncertainties, constrained by Gaussian distributions as described in Section 7.

The fiducial cross-section is derived using the signal strength parameter $\mu_{Z\gamma j j}$:

$$\mu_{Z\gamma j j} = \frac{N_{\text{data}}^{Z\gamma j j}}{N_{\text{MC}}^{Z\gamma j j}}$$

where $N_{\text{data}}^{Z\gamma j j}$ is the number of signal events measured in the data, while $N_{\text{MC}}^{Z\gamma j j}$ is the number of signal events predicted by the MadGraph5_aMC@NLO 2.3.3 MC simulation.

The observed cross-section ($\sigma_{Z\gamma j j}$) is then obtained by multiplying the signal strength $\mu_{Z\gamma j j}$ by the MadGraph5_aMC@NLO 2.3.3 MC cross-section prediction in the fiducial region ($\sigma_{\text{MC}}^{Z\gamma j j}$). Because the effect of interference between the $Z\gamma j j$–QCD and the $Z\gamma j j$–EW processes is not accounted for in the $Z\gamma j j$–QCD contribution, the observed cross-section $\sigma_{Z\gamma j j}$ formally corresponds to electroweak production plus the interference effects.

7 Systematic uncertainties

Several sources of systematic uncertainty in the signal and background processes can affect the cross-section measurement. For the background and signal processes, systematic uncertainties that affect the shapes of the BDT score and $N_{b\text{-jets}}$ distributions are considered. For the signal, systematic uncertainties that only affect the acceptance are considered, while for the background processes, those affecting the normalisation of the distributions are also included. Systematic uncertainties in the shapes of distributions are not applied if they are consistent with statistical fluctuations.

The uncertainties in the theoretical modelling of the signal and backgrounds that are estimated from MC simulations can affect the cross-section measurement. The uncertainties due to the knowledge of the PDF and the $\alpha_S$ value used in the generation of the MC samples are determined using the PDF4LHC prescription [64]. They are found to be of the order of 2% for the normalisation of the EW, QCD and $t\bar{t}\gamma$ samples. The uncertainties due to missing higher-order QCD corrections are evaluated using an envelope of the largest deviations obtained by varying the renormalisation and factorisation scales independently by factors of two and one-half. These uncertainties are large for the $Z\gamma j j$–QCD and $t\bar{t} + \gamma$ backgrounds and their impact on the normalisation is $^{+30\%}_{-20\%}$, while the impact on the $Z\gamma j j$–EW signal normalisation is smaller and of about $\pm5\%$. The shape uncertainties due to the missing higher-order QCD corrections are of 2–4% for the signal and the $Z\gamma j j$–QCD and $t\bar{t} + \gamma$ backgrounds.
For the signal and $t\bar{t} + \gamma$ background, uncertainties due to the parton and underlying-event modelling are evaluated using dedicated tune variations [33] and by re-showering events with Herwig 7.0.1 [65, 66] instead of Pythia 8.212. These uncertainties affect the shape of the distribution by at most 5% at large values of the BDT score and are negligible at low values of the BDT score. For the $Z\gamma j j$–QCD background, the modelling uncertainties due to the parton showers, underlying-event and matrix elements are estimated by comparing the predictions of the Sherpa 2.2.2 and MadGraph5_aMC@NLO 2.3.3 MC generators. The difference between these two predictions is taken as a systematic uncertainty applied as both a positive and a negative variation. The effects in the BDT score distribution and the $N_{b,\text{jets}}$ distribution due to these two set-ups are taken as uncertainties. The main impact is on the BDT score distribution with an effect ranging from −5% to 20% at low and high values of the BDT score, respectively.

As discussed in Section 6, the interference between the electroweak signal and the $Z\gamma j j$–EW process is not included in the fit. However, this interference can distort the shape of the $Z\gamma j j$–EW template. This effect is estimated using the MadGraph5_aMC@NLO 2.3.3 MC generator at LO in QCD, and is taken as a systematic uncertainty in the shape of the signal. The size of this effect ranges from 5% to 2% at low and high values of the BDT score, respectively.

Another source of uncertainty arises from the sizes of the MC samples and data sample in the regions used in the analysis to model the BDT score and $N_{b,\text{jets}}$ distributions. The statistical uncertainty in the shape of the BDT score for $Z\gamma j j$–QCD events ranges from 5% to 13% at low and high values of the BDT score, respectively, and is about 2% for $Z\gamma j j$–EW events. For the Z+jets background, the statistical uncertainty dominates the shape uncertainty due to the size of the data sample; it is about 10% at low BDT score values, and up to 50% at high values, while uncertainties from other sources are negligible.

Other systematic uncertainties originate from the reconstruction, identification, and energy calibration of electrons, photons, muons, and jets. The largest of these uncertainties is due to the jet energy scale calibration. The uncertainties due to the jet energy resolution and to the suppression of pile-up jets are also considered, as described in Ref. [67]. The total effect of the uncertainties related to jet reconstruction and calibration on the normalisation of the $Z\gamma j j$–QCD background is about 8%, and it is about 4% for $Z\gamma j j$–EW events in the signal region. The impact on the shape is largest for the $Z\gamma j j$–QCD events and ranges from 2% to 18% at low and high BDT values, respectively. The uncertainty due to the heavy-flavour tagging efficiency amounts to 9% (2%) in normalisation in the signal (b-CR) region for the $t\bar{t} + \gamma$ background, whereas the impact on other backgrounds and on the shape of the template distributions is found to be negligible. Uncertainties in the lepton identification, reconstruction, isolation requirements, trigger efficiencies, energy scale and energy resolution are determined by using $Z \rightarrow \ell\ell$ events [27, 28, 68]. The largest experimental uncertainty associated with the photons is the photon identification efficiency [50]. The photon and lepton uncertainties affect only the normalisation of $Z\gamma j j$–EW, $Z\gamma j j$–QCD, and $t\bar{t} + \gamma$ processes. In total, these effects are of 3% to 4% in the signal region.

A 20% yield uncertainty is assigned to the Z+jets reducible background estimate. This uncertainty accounts for the number of events in the control regions used in the two-dimensional sideband measurement, and for the correlation between photon identification and isolation requirements.

A 20% yield uncertainty is assigned to the other backgrounds estimated from simulations.

A variation in the pileup reweighting of MC samples is included to cover the uncertainty on the ratio between the predicted and measured inelastic cross-section [69]. The resulting uncertainty in the measured fiducial cross-section is 5%.
The uncertainty in the combined 2015–2016 integrated luminosity is 2.1% [70], obtained using the LUCID-2 detector [71] for the primary luminosity measurements.

The effect of each of these uncertainties on the fiducial cross-section measurement is shown in Table 1. The individual sources are grouped into either theoretical or experimental categories. The largest uncertainties are due to the jet reconstruction and calibration, followed by the theoretical uncertainties in the modelling of the $Z\gamma jj$–EW signal and of the $Z\gamma jj$–QCD background. Uncertainties affecting only the normalization of the $Z\gamma jj$–QCD and $t\bar{t}\gamma$ background have almost no impact on the $Z\gamma jj$–EW cross-section measurement since the corresponding normalization parameters are constrained by the fit to the data as explained in Section 6.

Table 1: Relative uncertainties in the measured fiducial cross-section $\sigma_{Z\gamma jj}^{\text{ fid.}}$. The uncertainties are expressed in percentages. The correlations between these uncertainties are taken into account in the computation of the total uncertainty.

| Source                        | Uncertainty [%] |
|-------------------------------|-----------------|
| Statistical                   | $+19$ $-18$     |
| $Z\gamma jj$–EW theory modelling | $+10$ $-6$     |
| $Z\gamma jj$–QCD theory modelling | $\pm6$       |
| $t\bar{t} + \gamma$ theory modelling | $\pm2$       |
| $Z\gamma jj$–EW and $Z\gamma jj$–QCD interference | $+3$ $-2$    |
| Jets                          | $\pm8$          |
| Pile-up                       | $\pm5$          |
| Electrons                     | $\pm1$          |
| Muons                         | $+3$ $-2$       |
| Photons                       | $\pm1$          |
| Electrons/photons energy scale | $\pm1$          |
| $b$-tagging                   | $\pm2$          |
| MC statistical uncertainties  | $\pm8$          |
| Other backgrounds normalisation (including Z+jets) | $+9$ $-8$    |
| Luminosity                    | $\pm2$          |
| Total uncertainty             | $\pm26$         |

8 Phase space for cross-section measurements

The $Z\gamma jj$ electroweak cross-section is measured in a fiducial phase space that is defined to closely follow the selection criteria of the signal region described in Section 4. This region is defined at the particle level, using stable particles (with a proper decay length $c\tau > 10$ mm) which are produced from the hard scattering, including those that are the products of hadronisation, before their interaction with the detector. Leptons produced in the decay of a hadron, a $\tau$-lepton, or their descendants are not considered in the definition of the fiducial phase space. Prompt-lepton four-momenta are obtained from a sum of the leptons four-momenta and the four-momenta of photons not originating from hadron decays within a cone of...
size $\Delta R = 0.1$ around the leptons (‘dressed leptons’). Jets are reconstructed using the anti-$k_t$ algorithm with radius parameter $R = 0.4$ using stable particles, excluding electrons, muons, neutrinos, and photons associated with the decay of a $W$ or $Z$ boson. Photon isolation is defined as the transverse momentum of the system of stable particles within a cone of size $\Delta R = 0.2$ around the photon, excluding muons, neutrinos, and the photon itself.

The following selection requirements are imposed to define the fiducial phase space. The charged leptons from the $Z$ boson decay are required to have transverse momentum $p_T > 20$ GeV and $|\eta| < 2.5$, and the invariant mass of the two leptons must be larger than 40 GeV. The photon is required to have transverse momentum $p_T > 15$ GeV and $|\eta| < 2.37$. Photons isolated from any hadronic activity are selected by requiring that the photon isolation, as defined above, divided by the photon transverse momentum be less than 5%. The angular distance between each of the charged leptons from the $Z$ decay and the photon is required to be $\Delta R > 0.4$. The sum of the two-lepton invariant mass and two-lepton plus photon invariant mass must satisfy $(m_{\ell\ell} + m_{\ell\ell\gamma}) > 182$ GeV in order to exclude final-state radiation events.

In addition to these requirements, at least two jets with $p_T > 50$ GeV and $|\eta| < 4.5$ are required. The angular distance between each of the charged leptons from the $Z$ boson decay and each of the jets is required to be $\Delta R(j, \ell) > 0.3$. The angular distance between the photon and each of the jets is required to be $\Delta R(j, \gamma) > 0.4$. The invariant mass $m_{jj}$ of the two highest-$p_T$ jets is required to be $m_{jj} > 150$ GeV, and the difference between the pseudorapidities of these two leading jets is required to be $|\Delta \eta_{jj}| > 1$. Finally, the centrality of the $\ell\ell\gamma$ system relative to the tagging jets must satisfy $\zeta(\ell\ell\gamma) < 5$.

9 Cross-section measurements

A profile-likelihood-ratio test statistic [72] is used to measure the signal strength $\mu_{Z\gamma jj - EW}$ and its associated uncertainties. The systematic uncertainties are treated as nuisance parameters and are constrained with Gaussian distributions in the fit. The statistical uncertainty is determined after having fixed each nuisance parameter to its profiled value. Figure 3 shows the BDT score distribution in the signal region, and the $b$-tagged jet multiplicity in the $b$-CR, after having applied the background and signal normalisations and having set the nuisance parameters to the values adjusted by the profile-likelihood fit. The yield of events obtained after the fit is detailed in Table 2.

The signal strength is measured to be:

$$\mu_{Z\gamma jj - EW} = 1.00 \pm 0.19 \text{ (stat.)} \pm 0.13 \text{ (syst.)} \pm 0.10 \text{ (mod.)} = 1.00 \pm 0.26,$$

with “stat.” corresponding to the data statistical uncertainty, “syst.” to the experimental systematic uncertainties and size of MC samples, and “mod.” to the theoretical modelling of the signal and background MC samples. This corresponds to a statistical significance of 4.1 standard deviations both observed and expected. The expected significance is obtained after having applied the backgrounds normalisations, which are found to be $\mu_{Z\gamma jj - QCD} = 0.78^{+0.26}_{-0.20}$ and $\mu_{t\bar{t}+\gamma} = 1.49^{+0.40}_{-0.34}$. The uncertainty in the normalisation parameter values includes the theoretical uncertainties, such as uncertainties derived from QCD scale variations. The normalisation of the $t\bar{t} + \gamma$ background agrees with results from other studies performed with ATLAS Run 2 data [73] in this final state. The normalisation of the $Z\gamma jj - QCD$ background is compatible with results obtained in the $WZ jj$ final state [7].
Figure 3: Post-fit distributions of (a) the BDT score in the signal region and of (b) \(N_{b\text{-jets}}\) in the \(b\)-CR. The uncertainty band around the expectation includes all systematic uncertainties and takes into account their correlations as obtained from the fit. The overflow is included in the last bin of the \(N_{b\text{-jets}}\) distribution.

Table 2: Expected and observed numbers of events in the signal and control regions, after the fit. The expected number of \(Z\gamma j j\text{--EW}\) events from MadGraph5_aMC@NLO 2.3.3 and the estimated number of background events from the other processes are shown. Total post-fit uncertainties, as described in Section 7, are shown. The uncertainty in the total expected yield is smaller than the quadratic sum of the uncertainties in each process due to these being anti-correlated after the fit.

| Events | 
|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|
| **Data** | **SR** | **b-CR** |
| **Total expected** | 1222 | ±35 | 389 | ±19 |
| \(Z\gamma j j\text{--EW (signal)}\) | 104 | ±26 | 5 | ±1 |
| \(Z\gamma j j\text{--QCD}\) | 864 | ±60 | 82 | ±9 |
| \(Z\text{+jets}\) | 200 | ±40 | 19 | ±4 |
| \(t\bar{t} + \gamma\) | 48 | ±10 | 280 | ±21 |
| Other backgrounds | 7 | ±1 | 4 | ±1 |
The fiducial cross-section is measured by computing the product of signal strength and the predicted cross-section used to define it:

\[ \sigma_{Z\gamma jj - EW}^{\text{fid}} = 7.8 \pm 1.5 \text{ (stat.)} \pm 1.0 \text{ (syst.)} \pm 1.0 \text{ (mod.)} \text{ fb} \]

\[ = 7.8 \pm 2.0 \text{ fb.} \]

This cross-section corresponds to the electroweak \( Z\gamma jj \) particle-level cross-section in the fiducial phase space defined in Section 8 using dressed leptons, and including constructive interference between the signal and the QCD-induced processes.

This measurement can be compared with the LO cross-section predicted by MADGRAPH5_AMC@NLO 2.3.3:

\[ \sigma_{Z\gamma jj - EW}^{\text{fid}, \text{MadGraph}} = 7.75 \pm 0.03 \text{ (stat.)} \pm 0.20 \text{ (PDF + } \alpha_S \text{)} \pm 0.40 \text{ (scale)} \text{ fb.} \]

The cross-section predicted by SHERPA 2.2.4 is somewhat larger than that predicted by MADGRAPH5_AMC@NLO 2.3.3:

\[ \sigma_{Z\gamma jj - EW}^{\text{fid}, \text{Sherpa}} = 8.94 \pm 0.08 \text{ (stat.)} \pm 0.20 \text{ (PDF + } \alpha_S \text{)} \pm 0.50 \text{ (scale)} \text{ fb.} \]

These predictions do not include the effects of interference, which are estimated with MADGRAPH5_AMC@NLO 2.3.3 to be 3% in this phase space.

To verify the results of the multivariate analysis, a cut-based approach is also used. The centrality of the \( \ell \ell \gamma \) system, \( \zeta(\ell \ell \gamma) \), is used as the sensitive variable for the extraction of the electroweak signal. In this alternative method, the signal region is further divided into two regions depending on the dijet invariant mass. The region with \( m_{jj} < 500 \text{ GeV} \) is used to constrain the QCD background, while the region \( m_{jj} > 500 \text{ GeV} \) is kept to extract the signal. The \( b \)-CR is also kept in this method as a second control region to constrain the \( t\bar{t} + \gamma \) background normalisation. The profile-likelihood fit is applied in the same way as described above with the full treatment of systematic uncertainties, allowing exclusion of the background-only hypothesis with a statistical significance of 2.9\( \sigma \) (2.7\( \sigma \)) observed (expected). This is compatible with the result obtained with the multivariate approach and with the SM prediction.

The analysis is also used to measure the \( Z\gamma jj \) cross-section in the same fiducial phase space. This measurement includes the electroweak-induced signal, the QCD-induced process and their interference. The extraction procedure is the same as for the electroweak \( Z\gamma jj \) measurement. A template likelihood fit is performed, using the BDT score distribution in the signal region. For this measurement, the \( b \)-CR is not used, to simplify the statistical model. The omission of this control region in the fit does not change the result. The signal template corresponds to the sum of the \( Z\gamma jj - EW \) and \( Z\gamma jj - QCD \) templates. The cross-section is measured to be:

\[ \sigma_{Z\gamma jj}^{\text{fid}} = 71 \pm 2 \text{ (stat.)} \pm 9 \text{ (syst.)} \pm 21 \text{ (mod.)} \text{ fb} \]

\[ = 71^{+21}_{-19} \text{ fb.} \]

This agrees with the SM predictions obtained by summing the \( Z\gamma jj - EW \) and \( Z\gamma jj - QCD \) predictions obtained from MADGRAPH5_AMC@NLO 2.3.3 and SHERPA 2.2.2, respectively,

\[ \sigma_{Z\gamma jj}^{\text{fid}, \text{MadGraph+Sherpa}} = 88.4 \pm 2.4 \text{ (stat.)} \pm 2.3 \text{ (PDF + } \alpha_S \text{)}^{+29.4}_{-19.1} \text{ (scale)} \text{ fb.} \]
10 Conclusion

Evidence for electroweak production of two jets in association with a $Z\gamma$ pair is presented using 36.1 fb$^{-1}$ of $pp$ collision data at $\sqrt{s} = 13$ TeV collected with the ATLAS detector at the LHC. The production cross-section of this process is measured in a fiducial phase space approximating the acceptance of the analysis. This measurement uses the leptonic decay of the $Z$ boson into $e^+e^-$ or $\mu^+\mu^-$. The measurement is performed using a BDT to enhance the signal to background-ratio. The dominant backgrounds, $Z\gamma j j$–QCD, $Z$+jets and $t\bar{t} + \gamma$ are all estimated from the data. The background-only hypothesis is excluded with observed and expected significances of 4.1 standard deviations.

In the fiducial phase space the electroweak cross-section of the $Z\gamma j j$ process is measured to be:

$$\sigma_{Z\gamma j j-\text{EW}}^{\text{fid.}} = 7.8 \pm 1.5 \text{ (stat.)} \pm 1.0 \text{ (syst.)} ^{+1.0}_{-0.8} \text{ (mod.)} \text{ fb},$$

$$= 7.8 \pm 2.0 \text{ fb}$$

in good agreement with the Standard Model predictions at LO in perturbative QCD.

Acknowledgements

We thank CERN for the very successful operation of the LHC, as well as the support staff from our institutions without whom ATLAS could not be operated efficiently.

We acknowledge the support of ANPCyT, Argentina; YerPhI, Armenia; ARC, Australia; BMWF and FWF, Austria; ANAS, Azerbaijan; SSTC, Belarus; CNPq and FAPESP, Brazil; NSERC, NRC and CFI, Canada; CERN; CONICYT, Chile; CAS, MOST and NSFC, China; COLCIENCIAS, Colombia; MSMT CR, MPO CR and VSC CR, Czech Republic; DNRF and DNSRC, Denmark; IN2P3-CNRS, CEA-DRF/IRFU, France; SRNSFG, Georgia; BMBF, HGF, and MPG, Germany; GSRT, Greece; RGC, Hong Kong SAR, China; ISF and Benoziyo Center, Israel; INFN, Italy; MEXT and JSPS, Japan; CNRST, Morocco; NWO, Netherlands; RCN, Norway; MNI SW and NCN, Poland; FCT, Portugal; MNE/IFA, Romania; MES of Russia and NRC KI, Russian Federation; JINR; MESTD, Serbia; MSSR, Slovakia; ARRS and MIZŠ, Slovenia; DST/NRF, South Africa; MINECO, Spain; SRC and Wallenberg Foundation, Sweden; SERI, SNSF and Cantons of Bern and Geneva, Switzerland; MOST, Taiwan; TAEK, Turkey; STFC, United Kingdom; DOE and NSF, United States of America. In addition, individual groups and members have received support from BCKDF, CANARIE, CRC and Compute Canada, Canada; COST, ERC, ERDF, Horizon 2020, and Marie Sklodowska-Curie Actions, European Union; Investissements d’Avenir Labex and Idex, ANR, France; DFG and AvH Foundation, Germany; Herakleitos, Thales and Aristeia programmes co-financed by EU-ESF and the Greek NSRF, Greece; BSF-NSF and GIF, Israel; CERCA Programme Generalitat de Catalunya, Spain; The Royal Society and Leverhulme Trust, United Kingdom.

The crucial computing support from all WLCG partners is acknowledged gratefully, in particular from CERN, the ATLAS Tier-1 facilities at TRIUMF (Canada), NDGF (Denmark, Norway, Sweden), CC-IN2P3 (France), KIT/GridKA (Germany), INFN-CNAF (Italy), NL-T1 (Netherlands), PIC (Spain), ASGC (Taiwan), RAL (UK) and BNL (USA), the Tier-2 facilities worldwide and large non-WLCG resource providers. Major contributors of computing resources are listed in Ref. [74].
References

[1] O. J. P. Éboli, M. C. Gonzalez-Garcia and S. M. Lietti, *Bosonic quartic couplings at CERN LHC*, Phys. Rev. D 69 (2004) 095005, arXiv: hep-ph/0310141 [hep-ph].

[2] O. J. P. Éboli, M. C. Gonzalez-Garcia and J. K. Mizukoshi, *pp → j j e± μ± νν and j j e± μ∓ νν at O(α6 em) and O(α4 m α2 s) for the study of the quartic electroweak gauge boson vertex at CERN LHC*, Phys. Rev. D 74 (2006) 073005, arXiv: hep-ph/0606118 [hep-ph].

[3] C. Degrande et al., *Effective field theory: A modern approach to anomalous couplings*, Annals Phys. 335 (2013) 21, arXiv: 1205.4231 [hep-ph].

[4] R. N. Cahn, S. D. Ellis, R. Kleiss and W. J. Stirling, *Transverse-momentum signatures for heavy Higgs bosons*, Phys. Rev. D 35 (1987) 1626.

[5] E. Accomando, A. Ballestrero, A. Belhouari and E. Maina, *Isolating vector boson scattering at the CERN LHC: Gauge cancellations and the equivalent vector boson approximation versus complete calculations*, Phys. Rev. D 74 (2006) 073010, arXiv: hep-ph/0608019 [hep-ph].

[6] ATLAS Collaboration, *Observation of electroweak production of a same-sign W boson pair in association with two jets in pp collisions at √s = 13 TeV with the ATLAS detector*, Phys. Rev. Lett. 123 (2019) 161801, arXiv: 1906.03203 [hep-ex].

[7] ATLAS Collaboration, *Observation of electroweak W±Z boson pair production in association with two jets in pp collisions at √s = 13 TeV with the ATLAS detector*, Phys. Lett. B 793 (2019) 469, arXiv: 1812.09740 [hep-ex].

[8] CMS Collaboration, *Observation of Electroweak Production of Same-Sign W Boson Pairs in the Two Jet and Two Same-Sign Lepton Final State in Proton-Proton Collisions √s = 13 TeV*, Phys. Rev. Lett. 120 (2018) 081801, arXiv: 1709.05822 [hep-ex].

[9] CMS Collaboration, *Measurement of electroweak WZ boson production and search for new physics in WZ + two jets events in pp collisions at √s = 13 TeV*, Phys. Lett. B 795 (2019) 281, arXiv: 1901.04060 [hep-ex].

[10] CMS Collaboration, *Measurement of the cross section for electroweak production of Zy in association with two jets and constraints on anomalous quartic gauge couplings in proton-proton collisions at √s = 8 TeV*, Phys. Lett. B 770 (2017) 380, arXiv: 1702.03025 [hep-ex].

[11] CMS Collaboration, *Measurement of vector boson scattering and constraints on anomalous quartic couplings from events with four leptons and two jets in proton-proton collisions at √s = 13 TeV*, Phys. Lett. B 774 (2017) 682, arXiv: 1708.02812 [hep-ex].

[12] CMS Collaboration, *Measurement of electroweak-induced production of Wy with two jets in pp collisions at √s = 8 TeV and constraints on anomalous quartic gauge couplings*, JHEP 06 (2017) 106, arXiv: 1612.09256 [hep-ex].

[13] ATLAS Collaboration, *Search for the electroweak diboson production in association with a high-mass dijet system in semileptonic final states in pp collisions at √s = 13 TeV with the ATLAS detector*, Phys. Rev. D 100 (2019) 032007, arXiv: 1905.07714 [hep-ex].

[14] CMS Collaboration, *Search for anomalous electroweak production of vector boson pairs in association with two jets in proton-proton collisions at 13 TeV*, Phys. Lett. B 798 (2019) 134985, arXiv: 1905.07445 [hep-ex].
ATLAS Collaboration, *Studies of Zγ production in association with a high-mass dijet system in pp collisions at $\sqrt{s} = 8$ TeV with the ATLAS detector*, JHEP 07 (2017) 107, arXiv: 1705.01966 [hep-ex].

F. Campanario, M. Kerner, L. D. Ninh and D. Zeppenfeld, *Zγ production in association with two jets at next-to-leading order QCD*, Eur. Phys. J. C 74 (2014) 3085, arXiv: 1407.7857 [hep-ph].

F. Campanario, M. Kerner and D. Zeppenfeld, *Zγ production in vector-boson scattering at next-to-leading order QCD*, JHEP 01 (2018) 160, arXiv: 1704.01921 [hep-ph].

ATLAS Collaboration, *The ATLAS Experiment at the CERN Large Hadron Collider*, JINST 3 (2008) S08003.

B. Abbott et al., *Production and integration of the ATLAS Insertable B-Layer*, JINST 13 (2018) T05008, arXiv: 1803.00844 [physics.ins-det].

ATLAS Collaboration, *ATLAS Insertable B-Layer Technical Design Report*, ATLAS-TDR-19, 2010, url: https://cds.cern.ch/record/1291633. Addendum: ATLAS-TDR-19-ADD-1, 2012, url: https://cds.cern.ch/record/1451888.

ATLAS Collaboration, *Performance of the ATLAS trigger system in 2015*, Eur. Phys. J. C 77 (2017) 317, arXiv: 1611.09661 [hep-ex].

S. Agostinelli et al., *GEANT4 — a simulation toolkit*, Nucl. Instrum. Meth. A 506 (2003) 250.

ATLAS Collaboration, *The ATLAS Simulation Infrastructure*, Eur. Phys. J. C 70 (2010) 823, arXiv: 1005.4568 [physics.ins-det].

T. Sjöstrand, S. Mrenna and P. Skands, *A brief introduction to PYTHIA 8.1*, Comput. Phys. Commun. 178 (2008) 852, arXiv: 0710.3820 [hep-ph].

A. D. Martin, W. J. Stirling, R. S. Thorne and G. Watt, *Parton distributions for the LHC*, Eur. Phys. J. C 63 (2009) 189, arXiv: 0901.0002 [hep-ph].

ATLAS Collaboration, *Summary of ATLAS Pythia 8 tunes*, ATL-PHYS-PUB-2012-003, 2012, url: https://cds.cern.ch/record/1474107.

ATLAS Collaboration, *Electron reconstruction and identification in the ATLAS experiment using the 2015 and 2016 LHC proton-proton collision data at $\sqrt{s} = 13$ TeV*, Eur. Phys. J. C 79 (2019) 639, arXiv: 1902.04655 [physics.ins-det].

ATLAS Collaboration, *Muon reconstruction performance of the ATLAS detector in proton–proton collision data at $\sqrt{s} = 13$ TeV*, Eur. Phys. J. C 76 (2016) 292, arXiv: 1603.05598 [hep-ex].

ATLAS Collaboration, *Electron and photon energy calibration with the ATLAS detector using 2015-2016 LHC proton-proton collision data*, JINST 14 (2019) P03017, arXiv: 1812.03848 [hep-ex].

ATLAS Collaboration, *Multi-boson simulation for 13 TeV ATLAS analyses*, ATL-PHYS-PUB-2016-002, 2016, url: https://cds.cern.ch/record/2119986.

J. Alwall et al., *The automated computation of tree-level and next-to-leading order differential cross sections, and their matching to parton shower simulations*, JHEP 07 (2014) 079, arXiv: 1405.0301 [hep-ph].

R. D. Ball et al., *Parton distributions for the LHC Run II*, JHEP 04 (2015) 040, arXiv: 1410.8849 [hep-ph].
[33] ATLAS Collaboration, *ATLAS Pythia 8 tunes to 7 TeV data*, ATL-PHYS-PUB-2014-021, 2014, URL: https://cds.cern.ch/record/1966419.

[34] T. Gleisberg et al., *Event generation with SHERPA 1.1*, JHEP 02 (2009) 007, arXiv: 0811.4622 [hep-ph].

[35] T. Gleisberg and S. Höche, *Comix, a new matrix element generator*, JHEP 12 (2008) 039, arXiv: 0808.3674 [hep-ph].

[36] S. Schumann and F. Krauss, *A parton shower algorithm based on Catani-Seymour dipole factorisation*, JHEP 03 (2008) 038, arXiv: 0709.1027 [hep-ph].

[37] F. Cascioli, P. Maierhöfer and S. Pozzorini, *Scattering Amplitudes with Open Loops*, Phys. Rev. Lett. 108 (2012) 111601, arXiv: 1111.5206 [hep-ph].

[38] S. Höche, F. Krauss, M. Schönherr and F. Siegert, *QCD matrix elements + parton showers. The NLO case*, JHEP 04 (2013) 027, arXiv: 1207.5030 [hep-ph].

[39] R. Frederix and S. Frixione, *Merging meets matching in MC@NLO*, JHEP 12 (2012) 061, arXiv: 1209.6215 [hep-ph].

[40] ATLAS Collaboration, *Monte Carlo Generators for the Production of a W or Z/γ∗ Boson in Association with Jets at ATLAS in Run 2*, ATL-PHYS-PUB-2016-003, 2016, URL: https://cds.cern.ch/record/2120133.

[41] C. Anastasiou, L. Dixon, K. Melnikov and F. Petriello, *High-precision QCD at hadron colliders: Electroweak gauge boson rapidity distributions at next-to-next-to-leading order*, Phys. Rev. D 69 (2004) 094008, arXiv: hep-ph/0312266 [hep-ph].

[42] K. Melnikov, M. Schulze and A. Scharf, *QCD corrections to top quark pair production in association with a photon at hadron colliders*, Phys. Rev. D 83 (2011) 074013, arXiv: 1102.1967 [hep-ph].

[43] S. Frixione, P. Nason and C. Oleari, *Matching NLO QCD computations with parton shower simulations: the POWHEG method*, JHEP 11 (2007) 070, arXiv: 0709.2092 [hep-ph].

[44] P. Nason, *A new method for combining NLO QCD with shower Monte Carlo algorithms*, JHEP 11 (2004) 040, arXiv: hep-ph/0409146 [hep-ph].

[45] S. Alioli, P. Nason, C. Oleari and E. Re, *A general framework for implementing NLO calculations in shower Monte Carlo programs: the POWHEG BOX*, JHEP 06 (2010) 043, arXiv: 1002.2581 [hep-ph].

[46] T. Sjöstrand, S. Mrenna and P. Z. Skands, *PYTHIA 6.4 Physics and Manual*, JHEP 05 (2006) 026, arXiv: hep-ph/0603175.

[47] P. Z. Skands, *Tuning Monte Carlo generators: The Perugia tunes*, Phys. Rev. D 82 (2010) 074018, arXiv: 1005.3457 [hep-ph].

[48] H.-L. Lai et al., *New parton distributions for collider physics*, Phys. Rev. D 82 (2010) 074024, arXiv: 1007.2241 [hep-ph].

[49] ATLAS Collaboration, *Performance of electron and photon triggers in ATLAS during LHC Run 2*, (2019), arXiv: 1909.00761 [hep-ex].

[50] ATLAS Collaboration, *Measurement of the photon identification efficiencies with the ATLAS detector using LHC Run 2 data collected in 2015 and 2016*, Eur. Phys. J. C 79 (2019) 205, arXiv: 1810.05087 [hep-ex].
[51] ATLAS Collaboration, Topological cell clustering in the ATLAS calorimeters and its performance in LHC Run 1, Eur. Phys. J. C 77 (2017) 490, arXiv: 1603.02934 [hep-ex].

[52] M. Cacciari, G. P. Salam and G. Soyez, The anti-\(k_t\) jet clustering algorithm, JHEP 04 (2008) 063, arXiv: 0802.1189 [hep-ph].

[53] M. Cacciari, G. P. Salam and G. Soyez, FastJet user manual, Eur. Phys. J. C 72 (2012) 1896, arXiv: 1111.6097 [hep-ph].

[54] ATLAS Collaboration, Jet energy scale measurements and their systematic uncertainties in proton-proton collisions at \(\sqrt{s} = 13\) TeV with the ATLAS detector, Phys. Rev. D 96 (2017) 072002, arXiv: 1703.09665 [hep-ex].

[55] ATLAS Collaboration, Selection of jets produced in 13 TeV proton–proton collisions with the ATLAS detector, ATLAS-CONF-2015-029, 2015, url: https://cds.cern.ch/record/2037702.

[56] ATLAS Collaboration, Performance of pile-up mitigation techniques for jets in pp collisions at \(\sqrt{s} = 8\) TeV using the ATLAS detector, Eur. Phys. J. C 76 (2016) 581, arXiv: 1510.03823 [hep-ex].

[57] ATLAS Collaboration, Performance of \(b\)-jet identification in the ATLAS experiment, JINST 11 (2016) P04008, arXiv: 1512.01094 [hep-ex].

[58] ATLAS Collaboration, Optimisation of the ATLAS \(b\)-tagging performance for the 2016 LHC Run, ATL-PHYS-PUB-2016-012, 2016, url: https://cds.cern.ch/record/2168731.

[59] ATLAS Collaboration, Measurement of the inclusive isolated prompt photon cross section in pp collisions at \(\sqrt{s} = 7\) TeV with the ATLAS detector, Phys. Rev. D 83 (2011) 052005, arXiv: 1012.4389 [hep-ex].

[60] A. Hoecker et al., TMVA: Toolkit for Multivariate Data Analysis, PoS ACAT (2007) 040, arXiv: physics/0703039.

[61] ATLAS Collaboration, Measurement of the electroweak production of dijets in association with a Z-boson and distributions sensitive to vector boson fusion in proton-proton collisions at \(\sqrt{s} = 8\) TeV using the ATLAS detector, JHEP 04 (2014) 031, arXiv: 1401.7610 [hep-ex].

[62] ATLAS Collaboration, Measurements of electroweak \(Wjj\) production and constraints on anomalous gauge couplings with the ATLAS detector, Eur. Phys. J. C 77 (2017) 474, arXiv: 1703.04362 [hep-ex].

[63] ATLAS Collaboration, Measurement of the cross-section for electroweak production of dijets in association with a Z boson in pp collisions at \(\sqrt{s} = 13\) TeV with the ATLAS detector, Phys. Lett. B 775 (2017) 206, arXiv: 1709.10264 [hep-ex].

[64] J. Butterworth et al., PDF4LHC recommendations for LHC Run II, J. Phys. G 43 (2016) 023001, arXiv: 1510.03865 [hep-ph].

[65] M. Bähr et al., Herwig++ physics and manual, Eur. Phys. J. C 58 (2008) 639, arXiv: 0803.0883 [hep-ph].

[66] J. Bellm et al., Herwig 7.0/Herwig++ 3.0 release note, Eur. Phys. J. C 76 (2016) 196, arXiv: 1512.01178 [hep-ph].

[67] ATLAS Collaboration, Jet energy resolution in proton–proton collisions at \(\sqrt{s} = 7\) TeV recorded in 2010 with the ATLAS detector, Eur. Phys. J. C 73 (2013) 2306, arXiv: 1210.6210 [hep-ex].

[68] ATLAS Collaboration, Electron and photon energy calibration with the ATLAS detector using LHC Run 1 data, Eur. Phys. J. C 74 (2014) 3071, arXiv: 1407.5063 [hep-ex].
[69] ATLAS Collaboration, *Measurement of the Inelastic Proton–Proton Cross Section at $\sqrt{s} = 13\,\text{TeV}$ with the ATLAS Detector at the LHC*, Phys. Rev. Lett. 117 (2016) 182002, arXiv: 1606.02625 [hep-ex].

[70] ATLAS Collaboration, *Luminosity determination in pp collisions at $\sqrt{s} = 13\,\text{TeV}$ using the ATLAS detector at the LHC*, ATLAS-CONF-2019-021, 2019, url: https://cds.cern.ch/record/2677054.

[71] G. Avoni et al., *The new LUCID-2 detector for luminosity measurement and monitoring in ATLAS*, JINST 13 (2018) P07017.

[72] G. Cowan, K. Cranmer, E. Gross and O. Vitells, *Asymptotic formulae for likelihood-based tests of new physics*, Eur. Phys. J. C 71 (2011) 1554, arXiv: 1007.1727 [physics.data-an]. Erratum: Eur. Phys. J. C 73 (2013) 2501.

[73] ATLAS Collaboration, *Measurements of inclusive and differential fiducial cross-sections of $t\bar{t}\gamma$ production in leptonic final states at $\sqrt{s} = 13\,\text{TeV}$ in ATLAS*, Eur. Phys. J. C 79 (2019) 382, arXiv: 1812.01697 [hep-ex].

[74] ATLAS Collaboration, *ATLAS Computing Acknowledgements*, ATL-GEN-PUB-2016-002, url: https://cds.cern.ch/record/2202407.
The ATLAS Collaboration

G. Aad101, B. Abbott128, D.C. Abbott102, A. Abidab72a,70b, K. Abeling53, D.K. Abhayasinghe93, S.H. Abidib67, O.S. AbouZeid40, N.L. Abraham36, H. Abramowicz163, H. Abreu460, Y. Abulaiti6, B.S. Acharya69a,66b, B. Achkar53, S. Adachi163, L. Adam99, C. Adam Bourdarios5, L. Adamczyk33a, L. Adamek167, J. Adersberger114, A. Adiguzel12c, S. Adorni54, T. Adye144, A.A. Affolder146, Y. Afi160, C. Agapopoulou132, M.N. Agarac38, A. Aggarwal119, C. Agheorghiesii27c, J.A. Aguilar-Saavedra140f,140aaf, F. Ahmadov79, W.S. Ahmed103, X. Ai185, G. Aielli72a,73b, S. Akatsuka85, T.P.A. Åkesson96, E. Akilli54, A.V. Akimov118, K. Al Khoury132, G.L. Alberghi32b,23a, J. Albert176, M.J. Alconada Verzini161, S. Alderweireldt36, M. Aleksa36, I.N. Aleksandrov79, C. Alexa27b, T. Alexopoulos10, A. Alfonsi120, F. Alfonsi23b,24, M. Althoob128, B. Ali142, M. Aliev166, G. Alimonti68a, S.P. Alkire148, C. Allaire132, B.M.M. Allbrook156, B.W. Allen131, P.P. Allport21, A. Aloisio69a,69b, A. Alonso40, F. Alonso88, C. Alpigiani148, A.A. Alshehri57, M. Alvarez Estevez98, D. Alvarez Piqueras174, M.G. Alviggi60a,69b, Y. Amaral Coutinho80b, A. Ambler103, L. Ambroz135, C. Amelung26, D. Amidei105, S.P. Amor Dos Santos140a, S. Amoroso46, C.S. Amrouche54, F. An78, C. Anastopoulos49, N. Andari145, T. Andeen11, C.F. Andre62b, J.K. Anders20, A. Andreazza68a,68b, V. Andre61a, C.R. Anelli176, S. Angelidakis38, A. Angerami59, A.V. Anisenkov122b,122a, A. Annovi71a, C. Antel149, M.T. Anthony149, E. Antipov129, M. Antonelli51, D.J.A. Antrim171, F. Anulli72a, M. Aoki81, J.A. Apariso Pozo174, L. Aperio Bella15a, J.P. Araque40a, V. Araujo Ferraz60b, R. Araujo Pereira80b, C. Arcangeletti51, A.T.H. Arce49, F.A. Arduh119, J-F. Arguin109, S. Argyropoulos77, J.-H. Arling46, A.J. Armbruster26, A. Armstrong171, O. Arnæs167, H. Arnold120, Z.P. Arruabarrena Tame114, G. Artoni135, S. Arzt59, S. Asai163, T. Asatryan168, N. Asashima119, E.M. Asimakopoulos72, L. Asquith156, J. Assadsah35d, K. Assamagan29, R. Astalos28a, R.J. Atkin33a, M. Atkinson173, N.B. Atlay19, H. Atmani132, K. Augsten142, G. Avolio36, R. Avramidou60a, M.K. Ayoub15a, A.M. Azoulay166b, G. Azuelos109a, H. Bachacou45, K. Bachas67a,67b, M. Backes135, F. Backman45a,45b, P. Bagnaia72a,72b, M. Bahmany18, H. Bahrami152, A.J. Bailey174, V.R. Bailey173, J.T. Baines144, M. Bajic40, C. Bakalis10, O.K. Baker183, P.J. Bakker120, D. Bakshi Gupta72a, S. Balaji157, E.M. Baldin122b,122a, P. Balek180, F. Ball145, W.K. Balunas135, J. Balz99, E. Banas84, A. Bandypadhyay24, Sw. Banerjee181j, A.A.E. Bonnoura182, L. Barak161, W.M. Barbe38, E.L. Barberio104, D. Barberis55b,55a, M. Barbero110, G. Barbour94, T. Barillari115, M-S. Barisits36, J. Barkeloo131, T. Barklow53, R. Barnea160, S.L. Barnes60c, B.M. Barnett44, R.M. Barnett18, Z. Barnovska-Blensky60a, A. Baronecelli60g, G. Barone39, A.J. Barns135, L. Barrocan Navarro55a,55b, F. Barreiro98, J. Barroso Gutierrez de la Costa15a, S. Barsov138, R. Bartoldus153, G. Bartolini101, A.E. Barton89, P. Bartos28a, K. Basalaev46, A. Basan99, A. Bazzar132am, M.J. Basso167, R.L. Bates57, S. Batloumaise5e, J.R. Batley32, B. Batool151, M. Battaglia146, M. Bauge172a,72b, F. Bauer145, K.T. Bauer171, H.S. Bawa31b, J.B. Beacham40, J. Beau136, P.H. Beauchemin170, F. Becker55, P. Bechtold13, H.C. Beck53, H.P. Beck20r, K. Becker32, M. Becker99, C. Becot46, A. Beddall124, A.J. Beddall124, V.A. Bednyakov79, M. Bedognetti120, C.P. Bee155, T.A. Beermann182, M. Begall80b, M. Belega19, A. Behera155, J.K. Behl46, F. Beisiegel24, A.S. Bell49, G. Bella161, L. Bellagamba23b, A. Bellerive34, P. Bellos9, K. Belorodov128b,122a, K. Belotskiy112, N.L. Belyaev112, D. Benchkoun35a, N. Benekos10, Y. Benhaimmount161, D.P. Benjamin9, M. Beno154, J.R. Bensinger26, S. Bentvelsen20, L. Beresford135, M. Beretta51, D. Berge46, E. Bergeaas Kuutmann172, N. Berger3, B. Bergmann142, L.J. Bergstr126, J. Beringer18, S. Berends31c, G. Bernardi136, C. Bernius53, T. Berry39, P. Berta99, C. Bertella15a, I.A. Bertam90, O. Bessidkiaia Bylund182, N. Besson145, A. Bethani100, S. Bethke145, A. Bett14, A.J. Bevan92, J. Beyer115, D.S. Bhattacharya177, P. Bhattarai26, R. Bi139, R.M. Bianchi139, O. Biebel114, D. Biedermann19, R. Bielski36, K. Bierwagen99, N.V. Biesuz71a,71b, M. Bigi174a, T.R.V. Billoud109, M. Bindi53, A. Bingul120, C. Bin172a,72b, S. Biondi23b,23a, M. Birman180, T. Binasz53, J.P. Biswal161,
M.J. Da Cunha Sargedas De Sousa, J.V. Da Fonseca Pinto, W. Dabrowski, F. Dachs, T. Dado, S. Dabhi, T. Dai, C. Dallapiccola, M. Dam, V. D’Amico, J. Damp, J.R. Danody, M.F. Daneri, N.P. Dang, N.S. Dann, M. Danninger, V. Dao, G. Darbo, O. Dartsi, A. Dattagupta, T. Daubney, S. D’Auria, C. David, T. Davidek, D.R. Davis, I. Dawson, K. De, R. De Asmundis, M. De Beurs, S. De Castro, S. De Cecco, N. De Groof, P. de Jong, H. De la Torre, A. De Maria, D. De Pedis, A. De Salvo, U. De Sanctis, M. De Santis, A. De Santo, K. De Vasconcelos Corga, J.B. De Vivie De Regie, C. Debidenneti, D.V. Dedovich, A.M. Deiana, J. Del Pesò, Y. Delabat, D. Delgove, F. Deliot, A. Delmastro, C. Delporte, M.A. Diaz, P. Dervan, M. Della Pietra, E. Drechsler, M. Danninger, S. De Castro, M. Dann, J. Dingfelder, A. Dudarev, J.H. Foo, A. Durglishvili, K. Desch, B.S. Dziedzic, C. Ferretti, E. Dreyer, E. Ducovni, A. Dubreuil, M. Dunford, A. Dubrueil, E. Duchovni, M. Dunford, A. Dubrueil, E. Duchovni, G. Duckeck, M. Dunford, A. Ducrot, E. Ducovni, G. Duckeck, A. Ducourtial, O.A. Ducu, M. Dudascu, A. Dudarev, A.C. Dudder, E.M. Duffield, L. Duliot, M. Dührssen, C. Dülmen, M. Dumanic, A.E. Dumitriu, A.K. Duncan, M. Dunford, A. Dupperin, H. Durand Yildiz, M. Düren, A. Durglishvili, D. Dusching, B. Dutta, D. Duvnjak, G.I. Dyckes, M. Dyndal, S. Dysch, B.S. Dziedzic, K.M. Ecker, R.C. Edgar, M.G. Eggleston, T. Eifert, G. Eigen, K. Einsweiler, T. Ekelof, H. El Jarray, E. El Kacimi, R. El Kosseifi, V. Eljasoyulu, M. Ellert, F. Ellinghaus, A.A. Elliot, N. Ellis, J. Elmsheuser, M. Elsing, D. Emeljanov, A. Emerman, Y. Enari, M.B. Epland, J. Erdmann, A. Eredigato, M. Errenst, M. Escalier, C. Escobar, O. Estrada Pastor, E. Etzion, H. Evans, A. Ehizol, F. Fabbri, L. Fabbri, V. Fabiani, G. Facin, R.M. Faisca Rodrigues Pereira, R.M. Fakhruddin, S. Falciano, P.J. Falke, S. Falke, J. Falt, Y. Fang, Y. Fang, G. Fanourakis, M. Fantea, M. Faraj, S. Farin, A. Farin, E. Farilla, G.M. Farina, T. Farooque, S. Farrell, S.M. Farrington, P. Fartouthat, F. Fassi, F. Fassnacht, D. Fassouliotis, M. Fauci Giannelli, J.W. Fawcett, L. Fayard, O.L. Fedin, L.R. Fedorko, A. Fehr, M. Feickert, F. Feligioni, A. Fell, C. Feng, M. Feng, M.J. Fenton, A.B. Fenyuk, S.W. Ferguson, J. Ferrando, A. Ferrante, A. Ferrari, P. Ferrari, R. Ferrari, R.E. Ferreira de Lima, A. Ferrer, J. Ferrere, C. Ferretti, F. Fiedler, A. Filipec, F. Filthaut, G. Finelli, M.C. Fiolhais, L. Fiorini, F. Fischer, W.C. Fisher, I. Fleck, P. Fleischmann, R.R.M. Fletcher, T. Flick, B.M. Flierl, L. Flores, J.R. Flores Castro, F.M. Follega, N. Fomin, J.H. Foo, G.T. Forcolin, A. Formica, F.A. Förster, A.C. Forti, A.G. Foster, M.G. Foti, D. Fourmier, H. Fox, P. Francavilla, S. Francescato, M. Franchini, S. Franchino, D. Francis, L. Francconi, M. Franklin, A.N. Fray, P.M. Freeman, B. Freund, W.S. Freund, E.M. Freundlich, D.C. Frizzell, D. Froidevaux, J.A. Frois, C. Fukunaga, E. Fullana Torregrosa, E. Fumagalli, T. Fusayasu, J. Fuster, A. Gabrielli, A. Gabrielli, S. Gadosch, P. Gadow, G. Gagliardi, L.G. Gagnon, C. Galea, B. Galhardo, G.E. Gallardo, E.J. Gallas, B.J. Gallo, G. Gallo, R. Gamboa Goní,
L. Zwalinski

1Department of Physics, University of Adelaide, Adelaide; Australia.
2Physics Department, SUNY Albany, Albany NY; United States of America.
3Department of Physics, University of Alberta, Edmonton AB; Canada.
4(a)Department of Physics, Ankara University, Ankara; (b)Istanbul Aydin University, Istanbul; (c)Division of Physics, TOBB University of Economics and Technology, Ankara; Turkey.
5LAPP, Université Grenoble Alpes, Université Savoie Mont Blanc, CNRS/IN2P3, Annecy; France.
6High Energy Physics Division, Argonne National Laboratory, Argonne IL; United States of America.
7Department of Physics, University of Arizona, Tucson AZ; United States of America.
8Department of Physics, University at Texas at Arlington, Arlington TX; United States of America.
9Physics Department, National and Kapodistrian University of Athens, Athens; Greece.
10Physics Department, National Technical University of Athens, Zografou; Greece.
11Department of Physics, University of Texas at Austin, Austin TX; United States of America.
12(a)Bahcesehir University, Faculty of Engineering and Natural Sciences, Istanbul; (b)Istanbul Bilgi University, Faculty of Engineering and Natural Sciences, Istanbul; (c)Department of Physics, Bogazici University, Istanbul; (d)Department of Physics Engineering, Gaziantep University, Gaziantep; Turkey.
13Institute of Physics, Azerbaijan Academy of Sciences, Baku; Azerbaijan.
14Institut de Física d’Altes Energies (IFAE), Barcelona Institute of Science and Technology, Barcelona; Spain.
15(a)Institute of High Energy Physics, Chinese Academy of Sciences, Beijing; (b)Physics Department, Tsinghua University, Beijing; (c)Department of Physics, Nanjing University, Nanjing; (d)University of Chinese Academy of Science (UCAS), Beijing; China.
16Institute of Physics, University of Belgrade, Belgrade; Serbia.
17Department for Physics and Technology, University of Bergen, Bergen; Norway.
18Physics Division, Lawrence Berkeley National Laboratory and University of California, Berkeley CA; United States of America.
19Institut für Physik, Humboldt Universität zu Berlin, Berlin; Germany.
20Albert Einstein Center for Fundamental Physics and Laboratory for High Energy Physics, University of Bern, Bern; Switzerland.
21School of Physics and Astronomy, University of Birmingham, Birmingham; United Kingdom.
22Facultad de Ciencias y Centro de Investigaciones, Universidad Antonio Nariño, Bogota; Colombia.
23(a)INFN Bologna and Universita’ di Bologna, Dipartimento di Fisica; (b)INFN Sezione di Bologna; Italy.
24Physikalisches Institut, Universität Bonn, Bonn; Germany.
25Department of Physics, Boston University, Boston MA; United States of America.
26Department of Physics, Brandeis University, Waltham MA; United States of America.
27(a)Transilvania University of Brasov, Brasov; (b)Horia Hulubei National Institute of Physics and Nuclear Engineering, Bucharest; (c)Department of Physics, Alexandru Ioan Cuza University of Iasi, Iasi; (d)National Institute for Research and Development of Isotopic and Molecular Technologies, Physics Department, Cluj-Napoca; (e)University Politehnica Bucharest, Bucharest; (f)West University in Timisoara, Timisoara; Romania.
28(a)Faculty of Mathematics, Physics and Informatics, Comenius University, Bratislava; (b)Department of Subnuclear Physics, Institute of Experimental Physics of the Slovak Academy of Sciences, Kosice; Slovak Republic.
29Physics Department, Brookhaven National Laboratory, Upton NY; United States of America.
30Departamento de Física, Universidad de Buenos Aires, Buenos Aires; Argentina.
31California State University, CA; United States of America.
32 Cavendish Laboratory, University of Cambridge, Cambridge; United Kingdom.
33 (a) Department of Physics, University of Cape Town, Cape Town; (b) Department of Mechanical Engineering Science, University of Johannesburg, Johannesburg; (c) School of Physics, University of the Witwatersrand, Johannesburg; South Africa.
34 Department of Physics, Carleton University, Ottawa ON; Canada.
35 (a) Faculté des Sciences Ain Chock, Réseau Universitaire de Physique des Hautes Energies - Université Hassan II, Casablanca; (b) Faculté des Sciences, Université Ibn-Tofail, Kénitra; (c) Faculté des Sciences Semlalia, Université Cadi Ayyad, LPEA-Marrakech; (d) Faculté des Sciences, Université Mohamed Premier and LPTPM, Oujda; (e) Faculté des sciences, Université Mohammed V, Rabat; Morocco.
36 CERN, Geneva; Switzerland.
37 Enrico Fermi Institute, University of Chicago, Chicago IL; United States of America.
38 LPC, Université Clermont Auvergne, CNRS/IN2P3, Clermont-Ferrand; France.
39 Nevis Laboratory, Columbia University, Irvington NY; United States of America.
40 Niels Bohr Institute, University of Copenhagen, Copenhagen; Denmark.
41 (a) Dipartimento di Fisica, Università della Calabria, Rende; (b) INFN Gruppo Collegato di Cosenza, Laboratori Nazionali di Frascati; Italy.
42 Physics Department, Southern Methodist University, Dallas TX; United States of America.
43 Physics Department, University of Texas at Dallas, Richardson TX; United States of America.
44 National Centre for Scientific Research "Demokritos", Agia Paraskevi; Greece.
45 (a) Department of Physics, Stockholm University; (b) Oskar Klein Centre, Stockholm; Sweden.
46 Deutsches Elektronen-Synchrotron DESY, Hamburg and Zeuthen; Germany.
47 Lehrstuhl für Experimentelle Physik IV, Technische Universität Dortmund, Dortmund; Germany.
48 Institut für Kern- und Teilchenphysik, Technische Universität Dresden, Dresden; Germany.
49 Department of Physics, Duke University, Durham NC; United States of America.
50 SUPA - School of Physics and Astronomy, University of Edinburgh, Edinburgh; United Kingdom.
51 INFN e Laboratori Nazionali di Frascati, Frascati; Italy.
52 Physikalisches Institut, Albert-Ludwigs-Universität Freiburg, Freiburg; Germany.
53 II. Physikalisches Institut, Georg-August-Universität Göttingen, Göttingen; Germany.
54 Département de Physique Nucléaire et Corpusculaire, Université de Genève, Genève; Switzerland.
55 (a) Dipartimento di Fisica, Università di Genova, Genova; (b) INFN Sezione di Genova; Italy.
56 II. Physikalisches Institut, Justus-Liebig-Universität Giessen, Giessen; Germany.
57 SUPA - School of Physics and Astronomy, University of Glasgow, Glasgow; United Kingdom.
58 LPSC, Université Grenoble Alpes, CNRS/IN2P3, Grenoble INP, Grenoble; France.
59 Laboratory for Particle Physics and Cosmology, Harvard University, Cambridge MA; United States of America.
60 (a) Department of Modern Physics and State Key Laboratory of Particle Detection and Electronics, University of Science and Technology of China, Hefei; (b) Institute of Frontier and Interdisciplinary Science and Key Laboratory of Particle Physics and Particle Irradiation (MOE), Shandong University, Qingdao; (c) School of Physics and Astronomy, Shanghai Jiao Tong University, KLPPAC-MoE, SKLPPC, Shanghai; (d) Tsung-Dao Lee Institute, Shanghai; China.
61 (a) Kirchhoff-Institut für Physik, Ruprecht-Karls-Universität Heidelberg, Heidelberg; (b) Physikalisches Institut, Ruprecht-Karls-Universität Heidelberg, Heidelberg; Germany.
62 Faculty of Applied Information Science, Hiroshima Institute of Technology, Hiroshima; Japan.
63 (a) Department of Physics, Chinese University of Hong Kong, Shatin, N.T., Hong Kong; (b) Department of Physics, University of Hong Kong, Hong Kong; (c) Department of Physics and Institute for Advanced Study, Hong Kong University of Science and Technology, Clear Water Bay, Kowloon, Hong Kong; China.
64 Department of Physics, National Tsing Hua University, Hsinchu; Taiwan.
65Department of Physics, Indiana University, Bloomington IN; United States of America.
66(a)INFN Gruppo Collegato di Udine, Sezione di Trieste, Udine; (b)ICTP, Trieste; (c)Dipartimento Politecnico di Ingegneria e Architettura, Università di Udine, Udine; Italy.
67(a)INFN Sezione di Lecce; (b)Dipartimento di Matematica e Fisica, Università del Salento, Lecce; Italy.
68(a)INFN Sezione di Milano; (b)Dipartimento di Fisica, Università di Milano, Milano; Italy.
69(a)INFN Sezione di Napoli; (b)Dipartimento di Fisica, Università di Napoli, Napoli; Italy.
70(a)INFN Sezione di Pavia; (b)Dipartimento di Fisica, Università di Pavia, Pavia; Italy.
71(a)INFN Sezione di Pisa; (b)Dipartimento di Fisica E. Fermi, Università di Pisa, Pisa; Italy.
72(a)INFN Sezione di Roma; (b)Dipartimento di Fisica, Sapienza Università di Roma, Roma; Italy.
73(a)INFN Sezione di Roma Tor Vergata; (b)Dipartimento di Fisica, Università di Roma Tor Vergata, Roma; Italy.
74(a)INFN Sezione di Roma Tre; (b)Dipartimento di Matematica e Fisica, Università Roma Tre, Roma; Italy.
75(a)INFN-TIFPA; (b)Università degli Studi di Trento, Trento; Italy.
76Institut für Astro- und Teilchenphysik, Leopold-Franzens-Universität, Innsbruck; Austria.
77University of Iowa, Iowa City IA; United States of America.
78(a)Department of Physics and Astronomy, Iowa State University, Ames IA; United States of America.
79Joint Institute for Nuclear Research, Dubna; Russia.
80(a)Departamento de Engenharia Elétrica, Universidade Federal de Juiz de Fora (UFJF), Juiz de Fora; (b)Universidade Federal do Rio De Janeiro COPPE/EE/IF, Rio de Janeiro; (c)Universidade Federal de São João del Rei (UFSJ), São João del Rei; (d)Instituto de Física, Universidade de São Paulo, São Paulo; Brazil.
81KEK, High Energy Accelerator Research Organization, Tsukuba; Japan.
82Graduate School of Science, Kobe University, Kobe; Japan.
83(a)AGH University of Science and Technology, Faculty of Physics and Applied Computer Science, Krakow; (b)Marian Smoluchowski Institute of Physics, Jagiellonian University, Krakow; Poland.
84Institute of Nuclear Physics Polish Academy of Sciences, Krakow; Poland.
85Faculty of Science, Kyoto University, Kyoto; Japan.
86Kyoto University of Education, Kyoto; Japan.
87Research Center for Advanced Particle Physics and Department of Physics, Kyushu University, Fukuoka; Japan.
88Instituto de Física La Plata, Universidad Nacional de La Plata and CONICET, La Plata; Argentina.
89Physics Department, Lancaster University, Lancaster; United Kingdom.
90Oliver Lodge Laboratory, University of Liverpool, Liverpool; United Kingdom.
91Department of Experimental Particle Physics, Jožef Stefan Institute and Department of Physics, University of Ljubljana, Ljubljana; Slovenia.
92School of Physics and Astronomy, Queen Mary University of London, London; United Kingdom.
93Department of Physics, Royal Holloway University of London, Egham; United Kingdom.
94Department of Physics and Astronomy, University College London, London; United Kingdom.
95Louisiana Tech University, Ruston LA; United States of America.
96Fysiska institutionen, Lunds universitet, Lund; Sweden.
97Centre de Calcul de l’Institut National de Physique Nucléaire et de Physique des Particules (IN2P3), Villeurbanne; France.
98Departamento de Física Teorica C-15 and CIAFF, Universidad Autónoma de Madrid, Madrid; Spain.
99Institut für Physik, Universität Mainz, Mainz; Germany.
100School of Physics and Astronomy, University of Manchester, Manchester; United Kingdom.
101CPPM, Aix-Marseille Université, CNRS/IN2P3, Marseille; France.
102Department of Physics, University of Massachusetts, Amherst MA; United States of America.
103 Department of Physics, McGill University, Montreal QC; Canada.
104 School of Physics, University of Melbourne, Victoria; Australia.
105 Department of Physics, University of Michigan, Ann Arbor MI; United States of America.
106 Department of Physics and Astronomy, Michigan State University, East Lansing MI; United States of America.
107 B.I. Stepanov Institute of Physics, National Academy of Sciences of Belarus, Minsk; Belarus.
108 Research Institute for Nuclear Problems of Byelorussian State University, Minsk; Belarus.
109 Group of Particle Physics, University of Montreal, Montreal QC; Canada.
110 P.N. Lebedev Physical Institute of the Russian Academy of Sciences, Moscow; Russia.
111 Institute for Theoretical and Experimental Physics of the National Research Centre Kurchatov Institute, Moscow; Russia.
112 National Research Nuclear University MEPhI, Moscow; Russia.
113 D.V. Skobeltsyn Institute of Nuclear Physics, M.V. Lomonosov Moscow State University, Moscow; Russia.
114 Fakultät für Physik, Ludwig-Maximilians-Universität München, München; Germany.
115 Max-Planck-Institut für Physik (Werner-Heisenberg-Institut), München; Germany.
116 Nagasaki Institute of Applied Science, Nagasaki; Japan.
117 Graduate School of Science and Kobayashi-Maskawa Institute, Nagoya University, Nagoya; Japan.
118 Department of Physics and Astronomy, University of New Mexico, Albuquerque NM; United States of America.
119 Institute for Mathematics, Astrophysics and Particle Physics, Radboud University Nijmegen/Nikhef, Nijmegen; Netherlands.
120 Nikhef National Institute for Subatomic Physics and University of Amsterdam, Amsterdam; Netherlands.
121 Department of Physics, Northern Illinois University, DeKalb IL; United States of America.
122 (a) Budker Institute of Nuclear Physics and NSU, SB RAS, Novosibirsk; (b) Novosibirsk State University Novosibirsk; Russia.
123 Institute for High Energy Physics of the National Research Centre Kurchatov Institute, Protvino; Russia.
124 Department of Physics, New York University, New York NY; United States of America.
125 Ochanomizu University, Otsuka, Bunkyo-ku, Tokyo; Japan.
126 Ohio State University, Columbus OH; United States of America.
127 Faculty of Science, Okayama University, Okayama; Japan.
128 Homer L. Dodge Department of Physics and Astronomy, University of Oklahoma, Norman OK; United States of America.
129 Department of Physics, Oklahoma State University, Stillwater OK; United States of America.
130 Palacký University, RCPTM, Joint Laboratory of Optics, Olomouc; Czech Republic.
131 Center for High Energy Physics, University of Oregon, Eugene OR; United States of America.
132 LAL, Université Paris-Sud, CNRS/IN2P3, Université Paris-Saclay, Orsay; France.
133 Graduate School of Science, Osaka University, Osaka; Japan.
134 Department of Physics, University of Oslo, Oslo; Norway.
135 Department of Physics, Oxford University, Oxford; United Kingdom.
136 LPNHE, Sorbonne Université, Université de Paris, CNRS/IN2P3, Paris; France.
137 Department of Physics, University of Pennsylvania, Philadelphia PA; United States of America.
138 Konstantinov Nuclear Physics Institute of National Research Centre "Kurchatov Institute", PNPI, St. Petersburg; Russia.
139 Department of Physics and Astronomy, University of Pittsburgh, Pittsburgh PA; United States of America.
Laboratório de Instrumentação e Física Experimental de Partículas - LIP, Lisbon; Departamento de Física, Faculdade de Ciências, Universidade de Lisboa, Lisboa; Departamento de Física, Universidade de Coimbra, Coimbra; Centro de Física Nuclear da Universidade de Lisboa, Lisboa; Departamento de Física, Universidade do Minho, Braga; Universidad de Granada, Granada (Spain); Dep Física and CEFITEC of Faculdade de Ciências e Tecnologia, Universidade Nova de Lisboa, Caparica; Av. Rovisco Pais, 1 1049-001 Lisbon, Portugal; Portugal.

Institute of Physics of the Czech Academy of Sciences, Prague; Czech Republic.

Czech Technical University in Prague, Prague; Czech Republic.

Charles University, Faculty of Mathematics and Physics, Prague; Czech Republic.

Particle Physics Department, Rutherford Appleton Laboratory, Didcot; United Kingdom.

IRFU, CEA, Université Paris-Saclay, Gif-sur-Yvette; France.

Santa Cruz Institute for Particle Physics, University of California Santa Cruz, Santa Cruz CA; United States of America.

Departamento de Física, Pontificia Universidad Católica de Chile, Santiago; Departamento de Física, Universidad Técnica Federico Santa María, Valparaíso; Chile.

Department of Physics, University of Washington, Seattle WA; United States of America.

Department of Physics and Astronomy, University of Sheffield, Sheffield; United Kingdom.

Department of Physics, Shinshu University, Nagano; Japan.

Department Physik, Universität Siegen, Siegen; Germany.

Department of Physics, Simon Fraser University, Burnaby BC; Canada.

SLAC National Accelerator Laboratory, Stanford CA; United States of America.

Physics Department, Royal Institute of Technology, Stockholm; Sweden.

Departments of Physics and Astronomy, Stony Brook University, Stony Brook NY; United States of America.

Department of Physics and Astronomy, University of Sussex, Brighton; United Kingdom.

School of Physics, University of Sydney, Sydney; Australia.

Institute of Physics, Academia Sinica, Taipei; Taiwan.

E. Andronikashvili Institute of Physics, Iv. Javakhishvili Tbilisi State University, Tbilisi; High Energy Physics Institute, Tbilisi State University, Tbilisi; Georgia.

Department of Physics, Technion, Israel Institute of Technology, Haifa; Israel.

Raymond and Beverly Sackler School of Physics and Astronomy, Tel Aviv University, Tel Aviv; Israel.

Department of Physics, Aristotle University of Thessaloniki, Thessaloniki; Greece.

International Center for Elementary Particle Physics and Department of Physics, University of Tokyo, Tokyo; Japan.

Graduate School of Science and Technology, Tokyo Metropolitan University, Tokyo; Japan.

Department of Physics, Tokyo Institute of Technology, Tokyo; Japan.

Tomsk State University, Tomsk; Russia.

Department of Physics, University of Toronto, Toronto ON; Canada.

TRIUMF, Vancouver BC; Department of Physics and Astronomy, York University, Toronto ON; Canada.

Division of Physics and Tomonaga Center for the History of the Universe, Faculty of Pure and Applied Sciences, University of Tsukuba, Tsukuba; Japan.

Department of Physics and Astronomy, Tufts University, Medford MA; United States of America.

Department of Physics and Astronomy, University of California Irvine, Irvine CA; United States of America.

Department of Physics and Astronomy, University of Uppsala, Uppsala; Sweden.

Department of Physics, University of Illinois, Urbana IL; United States of America.
Instituto de Física Corpuscular (IFIC), Centro Mixto Universidad de Valencia - CSIC, Valencia; Spain.

Department of Physics, University of British Columbia, Vancouver BC; Canada.

Department of Physics and Astronomy, University of Victoria, Victoria BC; Canada.

Fakultät für Physik und Astronomie, Julius-Maximilians-Universität Würzburg, Würzburg; Germany.

Department of Physics, University of Warwick, Coventry; United Kingdom.

Waseda University, Tokyo; Japan.

Department of Particle Physics, Weizmann Institute of Science, Rehovot; Israel.

Department of Physics, University of Wisconsin, Madison WI; United States of America.

Fakultät für Mathematik und Naturwissenschaften, Fachgruppe Physik, Bergische Universität Wuppertal, Wuppertal; Germany.

Department of Physics, Yale University, New Haven CT; United States of America.

\(^a\) Also at Borough of Manhattan Community College, City University of New York, New York NY; United States of America.

\(^b\) Also at CERN, Geneva; Switzerland.

\(^c\) Also at CPPM, Aix-Marseille Université, CNRS/IN2P3, Marseille; France.

\(^d\) Also at Département de Physique Nucléaire et Corpusculaire, Université de Genève, Genève; Switzerland.

\(^e\) Also at Departament de Física de la Universitat Autònoma de Barcelona, Barcelona; Spain.

\(^f\) Also at Department of Applied Physics and Astronomy, University of Sharjah, Sharjah; United Arab Emirates.

\(^g\) Also at Department of Financial and Management Engineering, University of the Aegean, Chios; Greece.

\(^h\) Also at Department of Physics and Astronomy, Michigan State University, East Lansing MI; United States of America.

\(^i\) Also at Department of Physics and Astronomy, University of Louisville, Louisville, KY; United States of America.

\(^j\) Also at Department of Physics, Ben Gurion University of the Negev, Beer Sheva; Israel.

\(^k\) Also at Department of Physics, California State University, East Bay; United States of America.

\(^l\) Also at Department of Physics, California State University, Fresno; United States of America.

\(^m\) Also at Department of Physics, California State University, Sacramento; United States of America.

\(^n\) Also at Department of Physics, King’s College London, London; United Kingdom.

\(^o\) Also at Department of Physics, St. Petersburg State Polytechnical University, St. Petersburg; Russia.

\(^p\) Also at Department of Physics, Stanford University, Stanford CA; United States of America.

\(^q\) Also at Department of Physics, University of Adelaide, Adelaide; Australia.

\(^r\) Also at Department of Physics, University of Fribourg, Fribourg; Switzerland.

\(^s\) Also at Department of Physics, University of Michigan, Ann Arbor MI; United States of America.

\(^t\) Also at Dipartimento di Matematica, Informatica e Fisica, Università di Udine, Udine; Italy.

\(^u\) Also at Faculty of Physics, M.V. Lomonosov Moscow State University, Moscow; Russia.

\(^v\) Also at Giresun University, Faculty of Engineering, Giresun; Turkey.

\(^w\) Also at Graduate School of Science, Osaka University, Osaka; Japan.

\(^x\) Also at Hellenic Open University, Patras; Greece.

\(^y\) Also at Institucio Catalana de Recerca i Estudis Avancats, ICREA, Barcelona; Spain.

\(^z\) Also at Institut für Experimentalphysik, Universität Hamburg, Hamburg; Germany.

\(^{aa}\) Also at Institute for Mathematics, Astrophysics and Particle Physics, Radboud University Nijmegen/Nikhef, Nijmegen; Netherlands.

\(^{ab}\) Also at Institute for Nuclear Research and Nuclear Energy (INRNE) of the Bulgarian Academy of Sciences, Sofia; Bulgaria.

\(^{ac}\) Also at Institute for Particle and Nuclear Physics, Wigner Research Centre for Physics, Budapest;
Hungary.

ad Also at Institute of Particle Physics (IPP), Vancouver; Canada.

e Also at Institute of Physics, Azerbaijan Academy of Sciences, Baku; Azerbaijan.

af Also at Instituto de Fisica Teorica, IFT-UAM/CSIC, Madrid; Spain.

ag Also at Joint Institute for Nuclear Research, Dubna; Russia.

ah Also at LAL, Université Paris-Sud, CNRS/IN2P3, Université Paris-Saclay, Orsay; France.

ai Also at Louisiana Tech University, Ruston LA; United States of America.

aj Also at Manhattan College, New York NY; United States of America.

ak Also at Moscow Institute of Physics and Technology State University, Dolgoprudny; Russia.

al Also at National Research Nuclear University MEPhI, Moscow; Russia.

am Also at Physics Department, An-Najah National University, Nablus; Palestine.

an Also at Physics Dept, University of South Africa, Pretoria; South Africa.

ao Also at Physikalisches Institut, Albert-Ludwigs-Universität Freiburg, Freiburg; Germany.

ap Also at School of Physics, Sun Yat-sen University, Guangzhou; China.

aq Also at The City College of New York, New York NY; United States of America.

ar Also at Tomsk State University, Tomsk, and Moscow Institute of Physics and Technology State University, Dolgoprudny; Russia.

as Also at TRIUMF, Vancouver BC; Canada.

at Also at Universita di Napoli Parthenope, Napoli; Italy.

* Deceased