Abstract—Millimeter-wave (mmWave) communication is one of the cornerstone innovations of fifth-generation (5G) wireless networks, thanks to the massive bandwidth available in these frequency bands. To correctly assess the performance of such systems, however, it is essential to have reliable channel models, based on a deep understanding of the propagation characteristics of the mmWave signal. In this respect, ray tracers can provide high accuracy, at the expense of a significant computational complexity, which limits the scalability of simulations. To address this issue, in this paper we present possible simplifications that can reduce the complexity of ray tracing in the mmWave environment, without significantly affecting the accuracy of the model. We evaluate the effect of such simplifications on link-level metrics, testing different configuration parameters and propagation scenarios.

I. INTRODUCTION

The next generation of Cellular and Wireless Local Area Networks (WLANs) will be the first to exploit millimeter wave (mmWave) frequencies to provide connectivity in the access network, i.e., in the links between base stations and mobile users. In particular, 3rd Generation Partnership Project (3GPP) NR has been designed to support a carrier frequency up to 52.6 GHz in Release 15 [1], and future Releases will consider extensions to 71 GHz and to the sub-THz band [2]. Similarly, IEEE 802.11ad and 802.11ay exploit the unlicensed bands at 60 GHz [3]. The mmWave frequencies, indeed, feature large chunks of untapped bandwidth that can increase the data rate provided to the end-users, making it possible to target the 5th generation (5G) requirements of ultra-high peak throughput (20 Gbps) and average user experienced rate (50-100 Mbps) [4]. Moreover, the small wavelength enables the design of antenna arrays with tens of elements in a small form factor, which could fit even smartphones or VR headsets.

The propagation characteristics of the Radio Frequency (RF) signals in these frequency bands, however, complicate the design of reliable communication systems [5]. First, the high propagation loss, which is proportional to the square of the carrier frequency, limits the coverage region of the mmWave base stations. This can be compensated by using beamforming with large antenna arrays, which could concentrate the power in narrow, directional beams and increase the link budget. Additionally, mmWave signals can be easily blocked by obstacles (e.g., vehicles, buildings, human bodies), preventing direct Line-of-Sight (LoS) communications. Furthermore, at mmWave frequencies, the increased diffraction loss results in deep shadow regions, thus further degrading the propagation performance [6]. By considering the combination of these phenomena, the mmWave channel appears extremely volatile to mobile users, whose quality of experience may be poor unless a proper network design is adopted.

A. Channel Modeling for mmWaves

As experimental platforms and testbeds at mmWaves are still at an early development stage [7], [8], analysis and simulation play a fundamental role in the performance evaluation of novel solutions for mmWave networks. Given the aforementioned behavior of the channel at such high frequencies, and the interplay with network deployment choices and beamforming design, the accuracy of analysis and simulation depends on that of the channel model even more than at conventional sub-6 GHz frequencies. Therefore, the research community has developed a number of channel modeling tools for mmWaves, with a varying degree of complexity and accuracy. Stochastic and analytical models are based on the combination of random variables fitted on traces and measurements, and are widely used for analysis [9], [10] and system-level simulations [11], [12]. However, the generality of these models and their stochastic nature fit poorly with the need to accurately characterize specific scenarios. Additionally, most stochastic models may not properly characterize the specific features of the mmWave channel that may affect the overall system performance, such as the temporally- and spatially-consistent updates of the LoS condition and the evolution of the channel Multi Path Components (MPCs), each representing a distinct planar wavefront propagating between the Transmitter (TX) and the Receiver (RX).

These modeling challenges are instead addressed by Ray Tracers (RTs), which have been used to precisely characterize the propagation of RF signals in specific scenarios [13], [14], [15]. With ray tracing, the channel is modeled in terms of MPCs that are generated from a certain location and angle of departure, are reflected (and, in complete models, diffracted and diffused) on the scattering surfaces of the scenarios, and reach the position of the receiver with a certain angle of arrival, delay, and power [16]. As the generation of MPCs is purely based on the geometry of the scenario, the channel...
is as accurate as the description of the scenario, and the MPCs are consistent with the mobility model of the communication endpoints. Additionally, ray tracers can be easily integrated into system-level simulators, by computing the channel matrix $H$ that combines the different multipath components and the antenna arrays of the network nodes.

With currently available channel modeling tools, however, a higher accuracy translates into a higher computational complexity for the MPC generation and the simulations. As we discuss in [17], the complexity is proportional to two elements, i.e., the number of MPCs which need to be combined to generate the channel matrix $H$, and the number of antennas at the two endpoints of the communication link (which represents the number of columns and rows of $H$).

B. Contributions

Based on the above introduction, in this paper we investigate whether it is possible to improve the trade-off between accuracy and complexity in mmWave simulations, by studying simplification techniques for ray tracers that speed up the simulations and the ray tracer itself. Specifically, we consider processing only MPCs whose received power is above a certain threshold, which is relative to the strongest MPC, and limiting the maximum number of reflections for each MPC. Our results show that it is possible to decrease the complexity of the simulations with a minimal reduction in accuracy, with respect to the baseline ray tracer implementation (i.e., without simplifications).

These promising results are a first step towards understanding and isolating which are the most fundamental channel modeling components at mmWave frequencies, and could stimulate further investigations into whether it is possible to develop simplified channel models (e.g., to be used also for mathematical analysis) that are more representative of the mmWave propagation than the widely used Nakagami-m or Rayleigh fading models [18].

The rest of the paper is organized as follows. In Section II we provide details on the ray tracer we consider as the baseline. We then introduce possible simplifications in Section III while performance results are discussed in Section IV. Finally, we conclude the paper in Section V.

II. THE MILLIMETER WAVE RAY TRACER

To simulate a realistic channel, an open-source MATLAB ray tracer was used. The ray tracer was built with mmWave propagation in mind and for this reason, given the deep shadow effect that diffraction yields at such high frequencies [6], only specular reflections are considered. In this work, diffuse reflections are ignored, but their importance is undoubted and will thus be part of our future analysis. Currently, the ray tracer accepts Computer-aided Design (CAD) files in the Additive Manufacturing File (AMF) format, with scenarios represented as a collection of objects in the environment, each object associated with material properties and defined geometrically by a set of triangles [1].

Specular reflections are computed using the Method of Images (MoI), a basic principle from antenna theory [19]. Given two points in 3D space, i.e., the TX and the RX, and a surface $S$, the MoI defines the virtual image of the RX ($RX^{(1)}$) to be the reflection of the RX ($RX^{(0)}$) across the given surface $S$. By joining the TX with the RX, it is possible to easily compute the point of specular reflection $P^{(1)}$ as the intersection of the segment with $S$. It is necessary, though, to check if the reflection point is inside the bounded surface, otherwise, the reflection will be discarded. Furthermore, it is also necessary to check that every other surface of the scenario does not intersect the two segments at any point, otherwise the whole ray will be considered obstructed and thus discarded.

When multiple reflections are considered, the MoI applies recursively. Specifically, given an array of reflecting surfaces $S = (S_1, ..., S_N)$, $RX^{(n)}$ is computed as the virtual image of $RX^{(n-1)}$ for surface $S_n$, $n = 1, ..., N$. Then, defining $P^{(N+1)} = TX$, the reflection point $P^{(n)}$ is computed as the intersection between the surface $S_n$ and the segment joining $P^{(n+1)}$ and $RX^{(n)}$. Finally, a check is needed on every path segment $(P^{(n)}, P^{(n+1)})$ to assess whether it is obstructed by any triangle of the environment. Fig. 1 shows a visual example of the MoI algorithm.

To compute all possible reflections between the TX and the RX, a reflection tree is created, based on the geometric information extracted from the CAD file. All the nodes of a reflection tree correspond to triangles of the environment, except the root, that represents the location of the ray source, i.e., the TX. For each node of the reflection tree, its children coincide with all the other triangles of the CAD file. Thus, the depth of the tree corresponds to the maximum reflection order $n_{\text{max}}$ (given as an input configuration parameter), i.e., the maximum number of reflections per MPC that the RT computes, and each path from the root to a node at depth $d$ corresponds to an ordered array of $d$ reflecting surfaces. By following all the paths for each tree depth $d$, all possible arrays of triangles are tested and thus every reflected ray is computed.

Accurate profiling of the software shows that the most demanding parts of the RT operations are the geometric computations (i.e., computing the position of virtual RXs, computing the point of specular reflection, check if the point is inside the bounded surface) and the obstruction checks. The complexity of the geometric computations is proportional to
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Fig. 1: Visualization of the Method of Images algorithm for a second-order reflection ($N = 2$).
while obstruction checks scale both with $\eta_{\text{max}}$ (every segment has to be checked) and the environment complexity (any triangle can potentially block the propagation of the ray).

Finally, if the ray’s reflections are valid and there are no obstructions, the path gain is computed as

$$PG = \left( \frac{\lambda}{4\pi d} \right)^2 \sum_{n=1}^{N} RL_n,$$

where $\lambda$ is the wavelength (that is a function of the carrier frequency $f_c$), $d$ is the total distance traveled by the ray, and $RL_n$ is the reflection loss of the material associated to the $n$-th reflecting surface [16]. Together with the delay, phase, angle of departure, and angle of arrival, the path gain is returned as an output by the ray tracer and written to a file in a specified format, which can be fed as input to other simulators (e.g., link-level or system-level simulators) to compute the channel between the two nodes.

To further simplify the software from the Fresnel equations, which dictate the laws of reflection, no polarization is considered, and rays reflected by a surface experience a 180° phase rotation and a reflection loss $RL_n$ between 7 dB to 25 dB, depending on the material but irrespective of the angle of incidence.

### III. How to Simplify the Millimeter Wave Channel

The number of multipath components of the channel between two endpoints heavily affects the computational complexity of the RT, as outlined in Sec. [III] and of the higher-level simulators [17], e.g., link-level or network-level ones. For this reason, in this work we propose two different strategies to reduce the total number of MPCs, and analyze the effects that this simplification yields on the system behavior. The two strategies we introduce are based on considerations related to the power of every single MPC, based on the idea that weak MPCs do not significantly contribute to the overall signal at the receiver.

For the first simplification approach, we reduce the number of reflections $\eta_{\text{max}}$ that the RT computes. Indeed, when considering an increasing number of reflections, the MPC experiences a decreasing path gain $PG$, as the absorption on the reflecting surfaces severely degrades the power of the ray and the length of the ray increases. Therefore, MPCs that bounce across multiple scattering surfaces have a low contribution to the overall received power, and can be omitted from the RT computations. Limiting the maximum reflection order corresponds to bounding the depth of the reflection tree, whose size, as mentioned in the previous section, is exponential in the maximum reflections order $\eta_{\text{max}}$. Therefore, reducing $\eta_{\text{max}}$ reduces the complexity both of the RT and of the network simulators that use it to model the channel.

Following similar considerations, the second strategy aims at discarding the weakest MPCs based on how low their path gain is compared to the strongest MPC, regardless of how many reflections they experience. Using this method, the path gain $PG$ for a ray still needs to be computed, therefore the geometric operations will not be spared. However, the obstruction check may not need to be performed in the case

### IV. Performance Results

In this section, we evaluate through simulations the effects of the ray tracer simplifications we presented in Sec. [III]. In particular, we investigate the impact of (i) the maximum number of reflections $\eta_{\text{max}}$ per MPC, and (ii) the received power threshold $\gamma_{\text{th}}$ (relative to the strongest path) below which MPCs are discarded by the ray tracer.

Three scenarios are defined as follows:

1) **Indoor1**: A simple scenario of a box-like room (Fig. 2a) of size 10 m ×19 m ×3 m. A TX is positioned close to the ceiling at (5,0,1,2.9) m while the RX, 1.5 m tall, moves inside the room at a speed of 1.2 m/s in spiral-like motion;

2) **L-Room**: An L-shaped hallway, as depicted in Fig. 2b. Similarly to the Indoor1 scenario, the RX at the same height as the previous one moves at a speed of 1.2 m/s;

3) **Parking-Lot**: An outdoor scenario with buildings around a parking area of about 120 m ×70 m, as shown in Fig. 2c. A TX is positioned on a building 3 m high and the RX is moving at a speed of 4.17 m/s (15 km/h) around the parking lot.

| $f_c$ | Power (dBm) | TX Array Config. | RX Array Config. | Noise Figure (F) | Bandwidth | Element Pattern | Element Spacing |
|------|-------------|------------------|------------------|------------------|-----------|----------------|----------------|
| 60 GHz | 30 dBm | 8 × 8 | 4 × 4 | 5 dB | 400 MHz | Omni-directional | $\lambda/2$ |
In each scenario, the location of the moving RX node was sampled every 5 ms, for a total number of timesteps of about 9000, 12500, and 15000, respectively. A list of parameters used in our simulations is shown in Table I. Optimal single-stream SVD-based beamforming is computed at each time step.

The following performance metrics are considered: \( \eta \)
- The RT simulation time \( T_{RT} \) [s], i.e., the time taken by the RT software to compute the channel between each pair of nodes at each time-step;
- The MATLAB-based Network Simulator time \( T_{NS} \) [s], i.e., the time taken by our custom MATLAB simulator to compute the relevant metrics starting from the output of the RT software;
- The Normalized Root Mean Square Error (NRMSE) of the Signal-to-Noise Ratio (SNR), an accuracy indicator that compares the SNR \( \Gamma \) experienced when the most accurate RT settings (e.g., with \( \eta_{\text{max}} = 4 \) and \( \gamma_{\text{th}} = -\infty \) for the \( L\)-room scenario) are considered and the SNR \( \hat{\Gamma} \) experienced when different combinations of RT simplifications are applied. Formally, if \( \sigma_{\Gamma} \) represents the standard deviation of the baseline SNR \( \Gamma \), we have

\[
\text{NRMSE} = \frac{\text{RMSE}}{\sigma_{\Gamma}} = \sqrt{\frac{\mathbb{E}\left[ (\Gamma - \hat{\Gamma})^2 \right]}{\sigma_{\Gamma}^2}}. \tag{2}
\]

In Fig. 3 we consider two nodes, using the RX as a probe to monitor the evolution of the SNR along the trajectory shown in Fig. 4 vs. the maximum number of reflections per MPC \( \eta_{\text{max}} \). Rapid variations in the SNR are due to MPCs interfering constructively and destructively, since they travel slightly different path lengths, thus showing a strong fading even for movements in the order of \( \lambda = 5 \) mm (at 60 GHz). For example, at least 6 of them have similar path gain in the LoS regions, specifically, the LoS ray and the first-order reflections from ceiling, floor, back wall (behind the TX), and the two side walls. Then, we notice that the SNR evolves consistently with the mobility of the RX: the SNR suddenly degrades when the RX enters a NLoS condition and is maximized when it is in LoS with its serving TX, i.e., around time \( t = 0 \) s and \( t = 45 \) s. At first glance, it appears that the effect of the RT simplifications is not negligible. In particular, considering the lowest possible value of the relative threshold, i.e., \( \gamma_{\text{th}} = -\infty \), the trend of the SNR visibly changes when progressively limiting the maximum number of reflections for each MPC. The impact of those simplifications is particularly evident when the RX operates in NLoS, i.e., when the number of MPCs is as little as one (when fading stops) or even none (when no power is received). Despite the above considerations, in the following results, we will show more explicitly the accuracy vs. speed trade-off of these parameters in the different scenarios. Furthermore, we will suggest working points for which computation time is significantly reduced with only minor effects on the accuracy of the model.

In Fig. 4 we plot the Cumulative Distribution Function (CDF) of the SNR experienced in the three scenarios as a function of the parameter \( \eta_{\text{max}} \). The abrupt termination of the CDFs for the \( L\)-Room and Parking Lot scenarios is due to positions of the RX for which no ray was able to reach it starting from the TX position with the given maximum order.
of reflection $\eta_{\text{max}}$, thus resulting in a complete outage. We observe that, unlike in the L-room scenario, in the Parking Lot and Indoor1 scenarios the RX preserves the LoS with its serving TX for the whole duration of the simulation, thereby maintaining very high values of SNR, i.e., above 40 dB. Moreover, Fig. 4 shows that, while in the LoS regime it is possible to reduce the number of reflections $\eta_{\text{max}}$ for each MPC with a minor impact on the accuracy, in the NLoS regime of the L-room scenario (i.e., the leftmost part of the figure) the same operation significantly reshapes the CDF of the SNR, thereby confirming the results we obtained in Fig. 3.

On the other hand, decreasing $\eta_{\text{max}}$ may significantly speed up the simulations, as depicted by the box-plots in Fig. 5. We can see that the MATLAB simulation time can be reduced by a factor up to $2.4 \times$ going from $\eta_{\text{max}} = 4$ to $\eta_{\text{max}} = 1$. The improvement is even more remarkable considering the RT simulation time: the speedup is as significant as $25 \times$ considering $\eta_{\text{max}} = 3$, and even $275 \times$ for $\eta_{\text{max}} = 4$. Fig. 5 also shows that the configurations with $\eta_{\text{max}}$ set to 3 and 4 exhibit very diverse simulation run time, which is an indication of the increased variability of the channel due to scattering and reflection of the MPCs from nearby surfaces. Similarly, the box-plot in Fig. 5 illustrates that the speedup factor is proportional to the relative threshold $\gamma_{\text{th}}$, since higher values of $\gamma_{\text{th}}$ make it possible to reduce the number of MPCs to be processed by the ray tracer as described in Section III which represents one of the most computationally intensive steps of both kinds of simulation and which directly impacts on the channel generation process.

Overall, it is possible to identify which level of simplification is most adequate, i.e., provides accurate results while minimizing the overall simulation time. To this aim, in Fig. 6 we plot the trade-off between simulation speedup, defined as the factor by which the simulation time is reduced compared to the baseline, and $\text{SNR NRMSE}$ of the SNR for the two most complex scenarios, i.e., the outdoor Parking Lot and the L-room, respectively. Since, typically, simulations are used to evaluate how changing a set of parameters affects the network performance and should be repeated with several random seeds to increase the robustness of the obtained results, simulation campaigns would reuse the same RT channel traces for hundreds or thousands of simulations. For this reason, we consider the speedup relative to the total campaign time $T_{\text{TOT}}$ assuming $N_{\text{runs}} = 1 000$ simulations.

For the Parking Lot case (Fig. 6a), we can see that all the investigated combinations of simplifications with $\gamma_{\text{th}} < -15$ dB deliver similar values of SNR NRMSE, while reducing the computational complexity with respect to the baseline implementation (i.e., with $\eta_{\text{max}} = 2$ and $\gamma_{\text{th}} = -\infty$). In this scenario, the measured power has limited contribution from the reflected rays, and the best working point corresponds to the $\eta_{\text{max}} = 1$ and $\gamma_{\text{th}} = -25$ dB configuration: the corresponding speedup is around 60% compared to the baseline ray-tracing model.

For the L-room case (Fig. 6b), instead, it is possible to
identify two operational regimes. On the one hand, very high (low) values of $\gamma_{th}$ ($\eta_{\text{max}}$) would inevitably lead to performance degradation in terms of SNR NRMSE, due to the dominant contribution of the reflected signals to the overall received power. On the other hand, reflected rays of order higher than the second have a negligible impact in terms of SNR NRMSE. In this scenario, further reducing $\gamma_{th}$ would result in a considerable increase of the system complexity while leading to negligible accuracy gain, and the optimal approach would be to select $\eta_{\text{max}} = 2$ with $\gamma_{th} = -40$ dB instead of the baseline with $\eta_{\text{max}} = 4$ with $\gamma_{th} = -\infty$ dB, with a speedup equal to 4.

Finally, we highlight that, while limiting the number of MPCs reduces the ray tracer’s complexity, it may preclude the implementation of beamforming techniques that exploit the sparsity property of the channel to realize simultaneous beams in independent angular direction (e.g., MIMO techniques exploiting spatial multiplexing). Additionally, while simplifications might have minimal implications on lower-layer performance metrics, e.g., the SNR, their effect on higher-layer metrics, e.g., end-to-end throughput and latency, is still unknown and deserves further investigation.

V. CONCLUSIONS AND FUTURE WORK

In this paper, we presented possible simplifications to reduce the complexity of channel modeling through ray tracing. Notably, after introducing the RT method based on the MoI, and the parameters influencing its computational complexity, we discussed two strategies which aim at avoiding computations for MPCs which do not contribute significantly to the overall received power. The first limits the maximum reflection order, while the second removes MPCs with a path gain which is much smaller than that of the strongest ray. We then evaluated the impact of these simplifications on the SNR, in three different scenarios, and on the run time of the RT and of a custom MATLAB network simulator. We highlighted that, for each scenario, there exists an optimal working point which minimizes the accuracy loss with respect to the baseline, but reduces the channel generation and modeling time by a factor up to four.

In future works, we will consider a more complex RT, which also includes diffuse components, according to a quasi-deterministic model [20]. Moreover, we will study the impact of the simplifications on the higher layers of the protocol stack, by using the ns-3 802.11ad module [21] (which already integrates the RT) and by extending the ns-3 mmWave module [12] to use RT traces.
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