Determination of building flood risk maps from LiDAR mobile mapping data
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\textbf{ABSTRACT}

With increasing urbanization, flooding is a major challenge for many cities today. Based on forecast precipitation, topography, and pipe networks, flood simulations can provide early warnings for areas and buildings at risk of flooding. Basement windows, doors, and underground garage entrances are common places where floodwater can flow into a building. Some buildings have been prepared or designed considering the threat of flooding, but others have not. Therefore, knowing the heights of these facade openings helps to identify places that are more susceptible to water ingress. However, such data is not yet readily available in most cities. Traditional surveying of the desired targets may be used, but this is a very time-consuming and laborious process. Instead, mobile mapping using LiDAR (light detection and ranging) is an efficient tool to obtain a large amount of high-density 3D measurement data. To use this method, it is required to extract the desired facade openings from the data in a fully automatic manner.

This research presents a new process for the extraction of windows and doors from LiDAR mobile mapping data. Deep learning object detection models are trained to identify these objects. Usually, this requires to provide large amounts of manual annotations. In this paper, we mitigate this problem by leveraging a rule-based method. In a first step, the rule-based method is used to generate pseudo-labels. A semi-supervised learning strategy is then applied with three different levels of supervision. The results show that using only automatically generated pseudo-labels, the learning-based model outperforms the rule-based approach by 14.6\% in terms of \textit{F}_1-score. After five hours of human supervision, it is possible to improve the model by another 6.2\%.

By comparing the detected facade openings’ heights with the predicted water levels from a flood simulation model, a map can be produced which assigns per-building flood risk levels. Thus, our research provides a new geographic information layer for fine-grained urban emergency response. This information can be combined with flood forecasting to provide a more targeted disaster prevention guide for the city’s infrastructure and residential buildings. To the best of our knowledge, this work is the first attempt to achieve such a large scale, fine-grained building flood risk mapping.

1. Introduction

Floods are the most frequent natural disaster, causing many deaths, injuries, and property damages. With rapid urbanization, more flood-prone areas have been developed, exposing more buildings to flood risk (Rözer and Surminski, 2021).

With improved computational resources and more efficient numerical methods and algorithms, the use of complex coupled pipe-overland flow models for flood forecasting is increasing (Vojinovic and Tutulic, 2009; Martins et al., 2018). In recent studies, the development of surrogate models improved the efficiency of flood models even further (Bermúdez et al., 2018; Berkhahn et al., 2019). With an artificial-neural-network-based inundation model, the required time for flood simulation is greatly reduced to the order of real-time (Rözer et al., 2021). It is expected that flood simulations will be used more actively for emergency response.

By overlaying with building footprint data, flood simulations can highlight buildings that intersect with the estimated flood extent (Correia et al., 1998; Ernst et al., 2010). However, the actual threat may vary from building to building. Flood water mostly enters the building through doors, windows, and underground garage entrances (Spekkers et al., 2017). Many buildings have obvious protective measures against the potential threat of flooding, such as adding steps to doors and raising the height of basement windows. It is only when flooding is severe enough that these targets, i.e. facade openings, will be affected. Without considering information on individual buildings, flood simulations may identify a large number of buildings, many of which are not actually at risk.

Therefore, it is important to estimate in more detail the likelihood of water entering the building and where it may enter. This helps to identify areas that may be in more need of emergency resources, such as sandbags and movable barriers to prevent floodwater ingress, or life rafts and emergency crews to check for trapped people during the flood. Residents can also receive guidance on where these barri-
ers should be prioritized for allocation. With this, targeted prevention measures can be applied to achieve a fine-grained emergency response. Consequently, more accurate per-building information is needed, especially with respect to the heights of the doors and windows, in order to determine the threat.

3D city models are the ideal surveying product to cope with such scenarios. The models are often categorized into four levels of detail (LoD). LoD1 are buildings in rectangular blocks. Roofs are added for LoD2, and LoD3 adds windows and doors on facades. Finally, LoD4 combines the modeling of indoor spaces (Biłjecki et al., 2016). This means that products of LoD3 and LoD4 would be suitable to achieve the desired fine-grained flood risk mapping. However, while LoD1 and LoD2 models are currently available for many cities, LoD3 and LoD4 models are not commonly available (TU Delft, 2020). This may be due to the fact that the modeling of windows and doors on the facade is one of the challenging, and thus expensive, steps of 3D city modeling. Obtaining such fine-grained 3D models of cities requires high-precision measurements, sophisticated algorithms, and also laborious refinement.

LiDAR mobile mapping systems are effective tools for obtaining large-scale urban 3D measurements. The acquired point cloud data have a wide range of applications in surveying and mapping, and also for autonomous driving. It is an important data source for producing 3D city models of a higher level of detail (Wang et al., 2018; Xia et al., 2020), such as LoD3 in Wen et al. (2019) and LoD4 using indoor modeling in Buyuksalih et al. (2019). The buildings’ facades can often be measured with a very high point density, especially in the areas adjacent to the ground. This provides suitable quality data for extracting the windows and doors of the facade. Thus, in areas where detailed 3D city models are not available, LiDAR mobile mapping data can be acquired and then used to extract targets of interest.

This paper aims to extract windows and doors on building facades including their heights. By combining this with the flood simulation results, windows and doors exposed to flood risk can be automatically identified. The flood risk map generated from our proposed process has a great potential to serve as a new geographic information layer for city emergency management. Besides this benefit for disaster management, the proposed method introduces a novel semi-supervised learning strategy that can effectively reduce the need for data annotation when applying deep learning models.

The remainder of this paper is organized as follows: Section 2 introduces related work. In Section 3, the proposed process is presented, which consists of five steps: extraction of building facades, rule-based object detection using scan lines, deep-learning-based object detection using semi-supervised learning, post-processing, and mapping of building flood risks. Section 4 presents an experiment on the mobile mapping LiDAR point cloud data collected in Hildesheim, Germany. The methods to extract windows and doors are compared qualitatively, and are evaluated quantitatively based on a human-annotated dataset. Furthermore, locations with high flood risk are identified based on flood simulation results. High flood risk maps are generated and verified by examining the point cloud of individual locations. A conclusion and an outlook are given in the last section.

2. Related work

Methods for window detection from LiDAR point clouds can be categorized into two groups. One is based on edge detection, and the other is based on hole detection (Xia and Wang, 2019).

The edge-based approach first detects edge points, from which the window shape is subsequently reconstructed. The reliable detection of boundary points is an essential step. Wang et al. (2011, 2012) pre-process the facade point cloud into voxels and inspect each point with its top, bottom, left, and right neighboring voxels. Once there are points in an arbitrary direction and no points in the opposite direction, this location is possibly part of the boundary. Nguatem et al. (2014) applied the boundary estimation algorithm of Rusu et al. (2007). FPFH (fast point feature histograms) (Rusu et al., 2009) were used to identify edge points based on point saliency in Hao et al. (2019). There are also different strategies to reconstruct window shapes. Template matching was used in Nguatem et al. (2014), where three window templates were considered. Based on the assumption that windows are arranged in a regular grid pattern, Wang et al. (2012); Peethambaram and Wang (2017) identified peaks and valleys from horizontal and vertical edge point distributions. Windows are first detected as the intersection points of peaks in both directions. Then, windows were reconstructed using the nearby edge points. Windows on the ground floor are often ignored, e.g., in Wang et al. (2011), because they mostly do not meet this assumption.

Hole-based methods detect the holes in the facades based on the assumption that the windows are complete holes without any reflection. Pu and Vosselman (2009) and Boulaassal et al. (2009) identify the edge points using triangulation. The points connected with long edges are regarded as edge points and then grouped using clustering. Rectangular shapes are matched to the detected clusters. The varying point density of mobile mapping LiDAR data could be a challenge for such methods. Zolanvari and Laefer (2016); Zolanvari et al. (2018) proposed a slicing method to scan the point cloud in horizontal and vertical directions. The slices’ endpoints are used to identify the boundary points of opening areas on the facades point cloud. In addition, Xia and Wang (2019) directly identified holes on the facade segment based on the connectivity grid provided by the laser scanner. Connected-component analysis (Mesolongitis and Stamos, 2012) was used, where regions without projected points are marked as potential window segments. Small and irregular segments were filtered using rules. However, it remains a challenge for the hole detection-based methods to cope with scenarios where there are facades with varying point densities and missing points due to occlusions, which usually cannot be avoided due to the principles of mobile mapping LiDAR.
In the large-scale mobile mapping LiDAR data acquisition presented in this work, more complicated situations are considered. First, windows are not always complete holes, due to objects like curtains, items on windowsills, and window stickers. This leads to low-quality results when applying simple approaches such as the slicing method. Second, windows and doors on the ground floor are most important for our application, and therefore they must not be neglected. Third, facades are acquired with very different point densities, e.g., dense near the ground and sparse near the roof. There are also some facades scanned from a distance, which have a low point density. As this is unavoidable, more robust models are required that can deal with this, and are able to still detect as many high-quality facade openings as possible. In general, rule-based methods involve many parameters defining the shape, the size, or the degree of protrusion and depression of windows. These parameters perform well in some scenarios but may fail in others. Deep learning based methods have been introduced to facade modeling in recent years and have achieved significantly better performance compared to rule-based methods. However, most of them are color image-based, e.g., Schmitz and Mayer (2016); Liu et al. (2017, 2020); Kong and Fan (2020). Deep learning methods have rarely been applied to a similar extent for point cloud-based facade modeling. In this work, we consider the detection based on the projected 2D images of the facade point cloud. Detection on such projected images was also applied in many rule-based methods, e.g., Ripperda and Brenner (2006); Mesolongitis and Stamos (2012); Xia and Wang (2019).

With regard to the application scenarios, private damage-reducing measures nowadays play an important role in flood management. The residents are often informed of the flood risk. However, their actions depend heavily on their personal assessment (Kreibich et al., 2015). Flood simulation analysis can enhance their awareness of flood risk (Sanders et al., 2020). Mazzorana et al. (2014) emphasized that the geometry characteristics of individual buildings should be considered in vulnerability analysis. The positions of the facade openings are among the important indicators. A detailed BIM (Building Information Model) of a single house has been considered in combination with flood simulation results for building damage assessment (Amirebrahimi et al., 2016). However, finely crafted BIMs are often costly and difficult to obtain on a large scale. As for the flood risk assessment on a large scale, resource-consuming fieldwork (Fedesi and Gwilliam, 2007) has to be done to collect vulnerability information for individual buildings, which includes the facade opening heights.

To the best of our knowledge, there have not been substantial research efforts in the past to integrate the facade openings detection with the application of identifying flood risk locations for buildings. While Van Ackere et al. (2019) described a similar idea of using detected doors and windows on panoramic images and mobile mapping LiDAR data to estimate the impact of the flood on buildings, no detailed experiments to test its feasibility were reported. Therefore, we think our proposed process is a first attempt to implement the entire process and combine it with the flood simulation results to identify high flood-risk locations for buildings.

3. Methodology

The overview of the entire proposed workflow is visualized in Figure 1, where the main components and their corresponding section numbers are presented. It consists of...
five major steps. Building facades are extracted first from adjusted 3D point cloud and projected to 2D facade images (Section 3.1). A rule-based windows and doors detection method (Section 3.2) is applied to identify proper examples which can be used for training a deep convolutional neural network object detection model (Section 3.3). Post-processing is then introduced, where false detections due to occlusions can be removed based on the reconstruction of laser rays (Section 3.4). Lastly, the detected windows and doors are projected on a 2D map and represented with line segments. This information is combined with the flood simulation results in order to determine a building flood risk map (Section 3.5). All these steps are detailed in the following sections separately.

### 3.1. Facade extraction

Due to the complex urban road network, it is inevitable that mobile mapping LiDAR may pass over the same locations several times during the measurement process. Mainly due to errors in GNSS, the raw measurements of mobile mapping LiDAR may show substantial offsets, in the order of several decimeters, between multiple measurement epochs. Therefore, the adjustment of scans from different epochs is necessary, especially for large-scale mobile mapping LiDAR measurements. This was achieved by the approach proposed in Brenner (2016), which uses a large-scale least squares adjustment to estimate trajectory corrections based on the 3D points observed during all epochs.

We base our work on so-called *scan strips*, which are rectangular arrays, or images, containing the successive ‘raw’ measurement values in the order in which they were obtained (Figure 3). Each column represents one full (360 degree) rotation of the LiDAR scanner mirror, and successive full rotations are put into successive columns. Due to the forward movement of the van during data capture, this can also be regarded as a cylindrical projection of the measured 3D points.
Figure 3: An illustration of a scan strip image.

Figure 4: Process for the extraction of facade instances. (a) is the normal vectors with \(n^z < \theta_n = 0.1\), (b) is the segmentations based on region growing using both distance and normal vector information. Each segment is rendered by random color. (c) shows the result of merging of similar and adjacent segments. (d) shows the final extracted facades after removing fences, low walls, etc.

Most of the time, spatial proximity will be preserved, i.e., cells, or ‘pixels’, which are close in the scan strip will correspond to 3D points which are close in object space, and vice versa. Exceptions occur when there are depth jumps in the scene, or strong heading changes during data capture, e.g., during turns at intersections. As an example, for the point cloud data presented in Figure 2(a), the reflectance values and distances to the scan head can be placed in the pixels of this image, as shown in Figures 2(b) and 2(c), respectively. In addition, the local surface normal vectors are computed, as visualized in Figure 2(d). The normal vector values in XYZ direction are normalized from the range \([-1, 1]\) to the range \([0, 1]\) and assigned to the RGB channels of the image for visualization.

Building facades are further extracted based on the scan strip images of the normal vectors. The facades’ normal vectors are large in the horizontal directions, while the normal vectors of the ground are large in the vertical direction. Therefore, a threshold \(\theta_n\) is applied on \(n^z\) to select potential facade points, where \(n_z\) is the component of the normal vector in \(z\) direction (effectively imposing a constraint on the angle of the normal vector with the ‘up’ vector). The pixels with \(n^z\) below the threshold \(\theta_n = 0.1\) are retained as presented in Figure 2(e).

With a region growing, the adjacent pixels are grouped to segments based on the cosine similarity of normal vectors with a threshold of 0.95. In addition, the distances to the scanner head, encoded in each pixel are also considered in the region growing, which can separate adjacent segments, e.g., one from a fence in the foreground and another from the facade in the background. In order to identify facades, the segments with very few pixels are often outliers, e.g., the points of vegetation. Only the segments with at least 100 pixels are preserved as visualized in Figure 2(f).

To avoid over-segmentation, the segments created by region growth are re-examined and nearby segments (i.e., not directly connected) with similar averaged normal vector values and distance values are merged, as shown in Figures 4(b) and 4(c). Finally, isolated segments containing fences or low walls are removed using a height threshold of 4 meters above the ground. All facades are detected individually, as shown in Figure 4(d). The point cloud of a single facade can be computed based on the detected segments.

Each detected segment constitutes a facade, where a representative plane is determined with RANSAC (RANdom SAmpling Consensus). The projection of the plane to the ground also provides a 2D line segment for each facade, which can be inserted into a map.

3.2. Rule-based window and door detection method using scan lines

As observed in the point cloud data, doors and windows are mostly regressed into the facades or are non-reflective areas forming holes (see Figure 5). Thus, a rule-based method is developed mainly based on this assumption. The entire process is visualized step by step in Figure 6. The inputs of this rule-based detection method are the depth images, as...
Figure 6: An overview of the rule-based method using scan lines. (1) input depth image. (2) if the detection is based on a global plane, windows on the building’s protruding part would be ignored. The blue areas are regions close to the estimated plane while the red areas are protruding. The rest of the area is recessed or without measurements. (3) images are divided into tiles based on a Canny edge detection. (4) reference depth values are calculated for each tile, which allows the detection on the protruding part. (5) images segmented using horizontal scan lines. (6) images segmented using vertical scan lines. (7) segments extracted from horizontal and vertical scan line images are intersected. (8) bounding boxes are generated after removing very small and isolated detections. (9) detections are refined locally. Results before refinement have false detections and are incomplete. (10) false detections are corrected after the refinement step.

Figure 7: Illustration of a row of depth images.

shown in Figure 6(1). Depth images are calculated based on the estimated vertical facade plane from Section 3.1 with a cell size of 2 cm. Outward-facing points are assigned with positive values, inward-facing ones with negative values, as presented with red and white colors in Figure 6(2). If only this globally estimated plane were used to find the facade openings, windows on the building’s protruding parts would be ignored. Therefore, the entire image needs to be divided into tiles, and recessed areas are searched locally to avoid this issue. A Canny edge detector (Canny, 1986) is applied to the depth images to find proper splitting locations. For each row and column, we count the number of pixels of the binary edge image. The top twenty rows and columns are selected in both horizontal and vertical directions as the location of cutting lines. However, very close cut lines should be avoided. Through our observation, a minimum vertical spacing of 1.6 m and a horizontal spacing of 1.0 m should be maintained to avoid overly dense cut lines. An example of the generated cutting lines to generate image tiles is visualized in Figure 6(3). Subsequently, planes are estimated, again using RANSAC, for individual tiles, which enable the detection of locally recessed areas, as shown in Figure 6(4).

Scan line grouping is a classical method for the segmentation of range images, dating back to the work of Jiang and Bunke (1994). The basic idea is to apply horizontal scan lines with regular spacing and break a single scan-line into line segments. After scanning the entire facade, the adjacent line segments with similar characteristics are combined, similar to the region growing only in terms of line segments. Windows and doors are mostly rectangular in shape. Therefore applying scan lines on both horizontal and vertical directions can provide good candidates of recessed areas on the facades. Since windows and doors are mostly no smaller than 10 cm and mostly recessed into the facades, a sliding window with a five pixel size is applied on each row or col-
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Even though the detection method using scan lines achieved good performance in most cases and reached a precision of 65.2% in the later experiments, this rule-based method requires several pre-defined parameters to describe the facade openings. Therefore, this method can hardly cover all situations in complex urban scenarios. However, they can serve as input for training a deep learning model.

Before using them as training examples, however, potentially incorrect detections should be first filtered out. Our rule-based method applied a refinement step after the object detections on individual tiles. According to our observations, most of the detections with only a small change before and after this refinement step are mostly of better quality. Therefore, a threshold is applied. Only the boxes with an IoU (Intersection over Union) greater than 0.8 are preserved as illustrated in Figure 9. IoU is a measure to describe the overlap of two bounding boxes, which is defined as the ratio between the area of their intersection and the area of their union. In this way, pseudo labels with relatively better quality are preserved. Figure 8 shows a comparison between the pseudo-labeled (green) and manually annotated (red) examples.

3.3. Deep learning models with and without additional supervision

Faster-RCNN (Ren et al., 2015) is one of the well-known two-stage deep convolutional neural network architectures for object detection. The whole network can be roughly divided into five modules: feature extraction layers (i.e., backbone network), Region Proposal Network (RPN), ROI-Pooling, classifier branch, and box regressor branch, as illustrated in Figure 10. The backbone used in this research is ResNet50 using Feature Pyramid Network (FPN). Unlike the common ResNet50, which produces one single feature map, FPN applies an encoder-decoder-like network structure, which outputs image deep features for region proposal at multiple scales. FPN is a structure that proved to be beneficial for detecting small objects (Lin et al., 2017). RPN predicts a set of regions of interest (ROIs) as rectangular boxes. ROI-pooling is used to map the deep features of ROIs in arbitrary shapes to fixed-size feature maps. With the output feature maps, the objects are classified, and the object bounding boxes are refined.

The input data of this model should include significant features about the windows and doors. Therefore, three in-
formation sources are considered in this work: the depth with respect to the estimated global plane, the point density, and the reflectance. The density is calculated by summarizing the number of points in the 2D projected image and stored in point density images. As there are often complex structures adjacent to doors and windows, usually the density of points in the 2D-projection in these areas is higher than the rest of the facade areas. This image is expected to provide information about the edges of the facade openings. Lastly, reflectance incorporates the physical properties of different materials, i.e., the facades have a significantly different value range than the other objects, e.g., curtains behind the windows or the metal covers in front of the basement windows.

The neural network is then trained based on the composite image, which includes these three channels (see the example in Figure 1). Since the input channels have different value ranges, normalization is applied for each channel individually using \( x' = (x - \mu) / \delta \) where \( \mu \) is the mean and \( \delta \) is the standard deviation of the individual channels over the entire dataset.

We used the pytorch implementation of Faster-RCNN\(^1\). Regarding parameter settings, smaller anchor scales (i.e., 2, 4, 8, 12) are used instead of the default scales of the COCO dataset (i.e., 32, 64, 128, 256, 512). We further checked the predictions to confirm that these anchor scales could cover all of our targets essentially. Anchor aspect ratios have been extended to 0.33, 0.5, 1.0, 2.0, 3.0. We considered all possible combinations of anchor scales and anchor aspect ratios, i.e., 20 anchor boxes are generated for each position on the feature map.

### 3.4. Post-processing using laser ray tracing

Since there are still several false detections observed, especially in places where the facades are occluded by objects in front of them, we perform a hole filling based on laser ray tracing. As illustrated in Figure 11, the red points are objects in front of the facade, leading to occlusions. Since for each measured 3D point, the corresponding position of the scanner head (in green), at the time the laser pulse was emitted, is known, the exact laser ray can be reconstructed. For occluding objects, which are identified during the pre-processing step, the ray can be extended until it intersects the facade plane (filled facade parts, in blue). Using this, an occlusion mask can be generated for each facade image, which is later used to reject improper detections due to occlusions.

### 3.5. Identification of building’s flood risk

With the detections of deep learning models, line segments of doors and windows are marked on a 2D map with the attributes of the height of their bottom edge. In order to obtain a height relative to the ground, it is necessary to extract the ground from the point cloud data or find other sources of information for areas where no mobile mapping LiDAR data is available on the ground. Measurement points on the ground adjacent to buildings are sometimes missing due to occlusions, e.g., grass or fences. There are also buildings that are obscured by the ones in the front, where only the higher facade parts can be scanned. Therefore, many facades can not be associated with a proper ground height using mobile mapping LiDAR acquisitions alone.

Our previous work (Feng et al., 2018) allowed us to generate high-resolution terrain information and reasonably integrate ground measurements from mobile mapping LiDAR and the airborne laser scanning derived DTM from the mapping agency. It produces a terrain model which is complete and smooth. This allows a ground reference height to be found for each detected target.

The relative heights of the facade openings above terrain are calculated and compared with the forecasting results from a 2D hydraulic simulation of surface water runoff. The flood forecasting model used in this research is a bi-directionally coupled pipe-overland flow simulator from BPI Hannover\(^2\). Flow in the urban pipe network is calculated with an in-house code, similar to the widely used model storm water management model (Gironás et al., 2010), where pipe flow is conceptualized as open-channel flow using the de Saint Venant equation system (e.g. Yen, 1973). Pipe flow

\(^1\)Torchvision Models. [https://pytorch.org/vision/stable/models.html](https://pytorch.org/vision/stable/models.html) (Accessed on 08.03.2021)

\(^2\)BPI Hannover - Engineering Office for Urban Water Management. [https://bpi-hannover.de/](https://bpi-hannover.de/) (Accessed on 08.03.2021)
is solved using the Finite-Volume method. Overland flow is calculated with the multiphysics simulator OpenGeoSys (Kolditz et al., 2012a; Delfs et al., 2013; Jankowski et al., 2021) using the diffusive wave equation and the centered Galerkin Finite-Element-Method. The two simulators are bidirectionally coupled by timestep-wise calculating exchange fluxes at manholes according to Rubinato et al. (2017). Similar to the coupling described in Peche et al. (2017), exchange flows are timestep-wise added or subtracted from the respective (pipe- and overland flow) continuity equation. Thus, flood simulation results in the present study are based on coupled pipe and overland flow.

Since the calculation of the flood forecasting model is based on a Triangulated Irregular Network (TIN), the output results are simplified as points with spacing roughly around 6-8m. For each detected edge, the nearest water level prediction point is searched to calculate the flood risk. We consider that the higher the estimated water level is above the detected targets’ bottom edge, the greater the risk. A flood risk index $I$ is therefore defined as

$$ I = H_{\text{water}} - H_{\text{window}} $$

where $H_{\text{water}}$ is the predicted water level above the ground and $H_{\text{window}}$ is the height of the individual windows and doors above the ground.

Since our detections have an uncertainty, only the edges with $I$ above 6 cm are considered to be a flood risk, which corresponds to the average height error of the detection models. With this information, edges are visualized with different building flood risk levels with respect to the index $I$.

## 4. Experiments and analysis

In the following, the above-presented process has been applied to a test site Neustädter Markt, located in Hildesheim, Germany. The mobile mapping system Riegl VMX-250\(^3\) was used. It contains two Riegl VQ-250 laser scanners, which can measure 600,000 points per second. Positions and orientations are provided by GNSS and IMU, which are corrected by the reference data provided by SAPOS\(^4\) in Lower Saxony, Germany. A total of 98 scan strips were obtained.

### 4.1. Pre-processing

The adjustment of scan strips is performed with the process proposed in Brenner (2016). For each adjusted scan strip, facades are detected with the steps presented in Section 3.1. A total of 2299 facades were extracted for the entire study area. The corresponding line segments of the extracted facades are presented on the map in Figure 12.

\(^3\)Riegl VMX-250 Data Sheet. http://www.riegl.com/uploads/tx_prixriegl/downloads/10_DataSheet_VMX-250_28-09-2012.pdf (Accessed on 08.03.2021)

\(^4\)SAPOS Service (German). https://www.lgln.niedersachsen.de/startseite/geodaten_karten/geodatische_grundlagennetze/sapos/sapos-services-und-bereitstellung-143814.html (Accessed on 08.03.2021)

### 4.2. Window and door detection

In order to evaluate the method for the detection of windows and doors, the 2D projected facade images marked in red in Figure 12 were manually annotated and used for testing and model comparison. It contains 92 facade images with 1428 annotated objects. This is an area representative for the whole study area, with a mix of different types of buildings. The windows and doors on the facade images are manually annotated using bounding boxes. Precision, recall, and $F_1$-score are the basic performance metrics for object detection tasks. The detection which has an IoU above 0.5 is regarded as a positive detection. In addition, the bottom edge heights of the detected objects are expected to be precise for our application scenarios. Therefore, a height error is defined by calculating the average height difference of the true-positive examples. It is defined as

$$ E_h = \frac{1}{N} \sum_i |h_g^i - h_p^i| $$

where $h_g^i$ is the ground truth height of the $i$-th box, $h_p^i$ is the corresponding predicted height, and $N$ is the total number of true-positive examples.

**Ablation studies for the rule-based method**

The rule-based method using scan lines is first evaluated with this test set. In the process introduced in Section 3.2, many parameters are defined to describe the shape and characteristic of the facade openings. Most of these parameters are chosen empirically and are difficult to be tested comprehensively, because it is possible that a set of parameters that performs well in one region may not perform well in other regions.

The rule-based method applies a refinement step for the facade openings detected on image tiles. Therefore, we conducted an ablation study by comparing the results with and
without this refinement step. A qualitative comparison is presented in Figures 6(9) and 6(10). A quantitative comparison of the test set is presented in Table 1. It can be seen that the refinement results in a higher precision and F₁-score. The recall rate is slightly reduced because no new targets can be detected by introducing this refinement step. The average height error of the targets’ bottom edge is significantly decreased.

In summary, a precision of 0.645 could be achieved by this model, which can be used to provide training data for the learning-based model. Despite the best efforts to optimize the model, these rules are difficult to generalize and perform poorly in some scenarios, especially in low point density scenarios. Curtains, items on windowsills, and window stickers are also common causes for incomplete detections.

**Semi-supervised models for detecting windows and doors**

Although the rule-based method can achieve only a precision of 0.645, it already provides a large number of reasonable annotations. The rule-based method is applied to all of the training facade images, i.e., the facades marked blue in Figure 12. They are used as the pseudo labels to train the Faster-RCNN model presented in Section 3.3. Due to the potentially high amount of label noise, different levels of supervision have been experimented with to train the same model. DATASET_UNSUPERVISED contains pseudo labels without any additional supervision.

It can be observed that many of the results from the rule-based model are less satisfying, especially for the areas with low point density. If these samples are involved in supervised learning, they may significantly interfere with the detection model. Therefore, the images with many wrongly predicted pseudo labels are removed. It took around two hours’ work for one annotator to inspect 2485 facade images, during which 838 images were removed. These removed images are mostly the facades with low point density or images without visible objects. This dataset, obtained by low-level supervision, is named DATASET_CORRECTED.

Removing images with many incorrect pseudo-labels introduces fewer examples of errors during training. However, this does not provide new information for the learning of these undetectable samples. Therefore, 165 representative images were selected out of the 838 removed images. The selected images are those of the facades facing the scanning vehicle and have a high point density. They should also include multiple detection targets in the same scene. These images were manually annotated and added back into the training process. The workload was around three hours for one annotator. This dataset, obtained by significantly more human supervision, is named DATASET_CORRECTED.

Faster-RCNN models with the same setting are trained based on the above-mentioned three datasets. Transfer learning is applied. The ResNet50 backbone is first initialized with the weights pre-trained on the COCO dataset. The early convolutional layers are frozen. Only the last three layers are fine-tuned on our dataset. This is a decision made after several trials training runs using multiple freeze combinations.

There are 143 extra annotated images used as the validation set. After observing the loss curve of the validation set, the maximum number of epochs was set to 20, as the model was no longer significantly optimized after 13 epochs in most of the trial training runs. The best model on the validation set was saved and applied in the follow-up prediction step. The training process usually takes around three hours using the Google Colab TPU environment.

The results are compared with the rule-based methods both qualitatively and quantitatively in Figure 13 and Table 2. The first three rows in the Figure 13 present the comparison of models for the building facades with sufficient point density. Many facade openings are not detected by the rule-based method but are detected by the learning-based approach properly. The third row contains several false-positive detections. Some annotations are considered single targets, but the models detect their parts as small targets. Sometimes the window spacing can be large or small. It is therefore difficult for the annotator to be perfectly consistent in these particular cases. Therefore, such false-positive detections should not necessarily be considered errors for our application scenario when more attention is paid to the bottom edges’ height.

The last three rows in Figure 13 present the performance of models for the building facades with relatively low point density. It can be observed that for the rule-based approach, many of the facade openings are not detectable (row 5), and the false-positive detections appear very frequently in the area of low point density (row 4). The learning-based method achieved a much better performance, especially after filtering the images with many wrong pseudo labels. After the correction, the learning-based model achieves much better results.

Table 2 presents the comparison of the detection performance using different methods and post-processing techniques. In addition to the detection metrics and averaged height error \(E_h\), the mean (AVG) and standard deviation (STD) of the height errors compared to the targets are reported to demonstrate the distribution of height errors. The learning-based method using this semi-supervised strategy without any further supervision has achieved a 14.6% improvement on the F₁-score over the rule-based method. With low-level supervision, i.e., filtering of the images with many

| Ablations     | Prec. | Rec. | F₁-score | \(E_h\) [cm] |
|---------------|-------|------|----------|-------------|
| w/o refinement| 0.562 | 0.668| 0.610    | 6.91        |
| with refinement| 0.645 | 0.654| 0.650    | 6.03        |

Table 1
Ablation study for the introduction of the refinement step.

---

Feng et al.: Preprint submitted to Elsevier
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5COCO - Common Objects in Context, [https://cocodataset.org/](https://cocodataset.org/) (Accessed on 08.03.2021)

6Google Colaboratory, [https://colab.research.google.com/](https://colab.research.google.com/) (Accessed on 08.03.2021)
Figure 13: Qualitative comparison of the detections using the rule-based method, and Faster R-CNN models trained on DATASET_UNSUPERVISED, DATASET_FILTERED, and DATASET_CORRECTED.
Table 2

Comparison of detection results using the rule-based method and semi-supervised method.
The backbone of Faster-RCNN in the semi-supervised method is ResNet50 + FPN.

Figure 14: Example of the post-processing based on laser ray tracing. The prediction of the model (left) contains two false-positive predictions. An occlusion mask (middle) is calculated based on the laser ray tracing. According to the occlusion mask, some of the detections are rejected to provide the final output (right).

Figure 15: As for the purpose of our application scenario focusing on facade openings’ height, the over-refined detections are not necessarily to be considered as false-positive detections. With more tolerance in the evaluation, the multiple detected objects within a ground truth box are merged. Shown are the evaluation results of the original model detection (left) and after merging inner boxes (right).

4.3. Building’s flood risk mapping

A high-resolution Digital Terrain Model (DTM) has been computed using the method proposed in Feng et al. (2018). Ground measurements were extracted from mobile mapping LiDAR data and merged with the DTM product provided by the local mapping agency. The result has a high completeness as well as a high resolution in the vicinity of roads.

With this high-resolution DTM, a 2D hydraulic simulation of surface water runoff was performed using the software provided by BPI Hannover, as described in Section 3.5. Flood simulations are based on a statistical, region-specific rainfall event, i.e., a so-called Euler type II event (Wartalska et al., 2020) for the region of the study area, of one-hour duration and with a return period of 20 years. The friction
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Figure 16: Flood simulation results of a one-hour rainfall event with a return period of 20 years.

Parameter to account for flow energy losses was chosen according to Jankowski et al. (2021). The flood simulation results after one hour’s rainfall are shown in Figure 16.

We searched the nearest water level prediction data point for every detected window and door lower than two meters. The building flood risk value $I$ is then calculated for each detected line segment as the difference between the predicted water level and the detected bottom edge height above the DTM. Since the detection algorithm may contain errors of around 6 cm, the building flood risk map is visualized in Figure 17 with four risk levels. The higher these values are, the more likely it is that the line segments are exposed to flood risk. In order to check the identified building flood risk locations, the line segments with a flood risk index exceeding 24 cm were inspected individually for verification, as shown in Figure 18.

Four scenarios can be discerned. Case 1 includes the underground garages, which are indeed high-risk locations for buildings even though no flood water is predicted. As the recessed area at the garage entrance often has fewer ground points than is necessary to update the DTM, the detected facade openings are substantially below ground level (Figure 18d and 18e), typically the underground garage entrance. Case 2 is another common risk location, where the ground is depressed near buildings (Figure 18c and 18f) or where windows are directly adjacent to or below the ground (Figure 18b). Figure 18h presents a gate where significant terrain depression exists, and a water level of 41 cm is predicted. Case 3 includes mis-identifications due to the imperfection of the reference DTM. The mobile mapping LiDAR measurements are sometimes not perfectly matched with the airborne laser scanning produced terrain points due to unevenly distributed GNSS errors and the absence of ground measurement due to occlusions. As presented in Figure 18a and 18i, the detected doors from mobile mapping LiDAR data is significantly lower than the terrain provided by airborne laser scanning, even though there is no flood predicted at these two locations. Lastly, case 4 is caused by the false detection on the wall, as shown in Figure 18g. As for the red edges, 44 out of 47 edges (13 out of 16 locations) are indeed exposed to flood risk.

5. Discussion

In this work, a pipeline is proposed to identify windows and doors at risk of water ingress. The facade openings are detected from mobile mapping LiDAR data, where the building facades are extracted and projected to 2D images for object detection. In order to detect the targets with high precision and with low annotation effort using deep learning models, a semi-supervised pipeline is applied, where first, pseudo labels are generated with a rule-based method using scan lines. With the simple rule-based approach it was difficult to achieve a good performance in all scenarios of the study area. However, the result was only needed as input for the deep learning method. Deep learning models were then trained on the predictions using this rule-based method. The introduction of semi-supervised learning greatly improved the detection performance, and the additional supervision has significantly improved the robustness of models against very sparse point density.

Both the detection pipeline and the flood simulation models contain errors. The 2D images of facades are projected to 2 cm grids. Therefore, the derived heights of the facade openings are subject to this discretization error. Using smaller grids will result in a more sparse distribution of pixels, which may make the detection more difficult. Although the images are annotated as precisely as possible, the uncertainty of manual annotations exists for the 2 cm-resolution images in both the training data and the test data. Surveying some of the windows would provide the most accurate true values, but would require substantial extra fieldwork. In addition, the evaluation gives equal importance to each individual facade opening. However, accurate detection of openings at low elevations should be considered as more important than detection of openings at high elevations. Therefore, further investigation is needed to design a metric that reasonably considers this difference in importance.

At the same time, it is worth noting that the flood simulation models also have errors (based on linearization of non-
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20-Year Rainfall after 1 hour [m]
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- 0.08 – 0.16
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Case 1: Underground garage
Case 2: Ground depression near buildings
Case 3: Missing or sparse mobile LiDAR ground points (error)
Case 4: False object detection (error)

Figure 18: Identified flood risk locations based on the simulation results shown in Figure 16 (red line: water above window/door bottom edge by more than 24 cm).

linear processes, parameterization, and choice of parameter set, temporal and spatial discretization). The validation and verification of flood simulation models is still an active research area, and the models used in the present study are subject to constant quality control and benchmarking (Kolditz et al., 2012b; Maxwell et al., 2014). Since flood hazards often occur quickly, it is difficult to make a reasonable estimation of the accuracy of study area-specific model results without sufficient on-site observations.

As for the mapping process, estimating the ground reference height of the detected facade openings is sometimes not accurate enough, as case 3 presented in Figures 18(a) and 18(i). This is due to the fact that the ground was sometimes not visible by the scanner or the ground measurements were too sparse to update the DTM. The current approach uses DTM products from local mapping agencies as an alternative for areas without mobile mapping LiDAR measurements. However, these DTM products are reported to have a height accuracy less than 30 cm.

Nevertheless, the incompleteness of the facades caused by obstacles such as low walls, fences, vehicles, and pedes-

---

7Digital terrain model - LGLN (German). https://www.lgln.niedersachsen.de/startseite/geodaten_karten/3dgebodenschatz/dgm/digitale-gelaendemodelle--dgm-143150.html (Accessed on 08.03.2021)
trians, has always been the greatest challenge. This can lead to the missing and incompleteness of facade openings at lower parts of the facades. In the data used in this study, many facades have been measured several times, therefore, the occluding effect of dynamic objects (such as cars) could be reduced. Still the occlusions by walls, fences can only be complemented by additional measurements. In addition, because of the limited accessible regions of mobile mapping vehicles, the building backs are mostly not visible and building sides are often scanned only with lower point-density.

A LiDAR mounted to an unmanned aerial vehicle (UAV) would be another commonly used device to obtain a large number of measurements at an oblique view angle. For places that are difficult to reach with vehicles and UAVs, backpack wearable mobile mapping can also be used. It has a great chance to acquire occluded facade openings that are not accessible to terrestrial and mobile mapping LiDAR, which would be useful to complement the current pipeline. However, as of today, the mobile mapping LiDAR data acquisition is easier and faster compared to UAV-mounted LiDAR that is hampered by power supply and flight permission issues.

If no additional data acquisition is considered, on the methodological side general architectural knowledge about structures and symmetries could be used to derive possible openings on the non- or only partially visible building facades.

6. Conclusion

In this paper, we present a pipeline method to generate large-scale building flood risk maps. Windows, doors, and underground garage entrances are places with high flood risk for buildings. With mobile mapping LiDAR measurements, facades are extracted and projected as 2D images for object detection. These facade openings are first detected with a rule-based method using scan lines. Deep learning-based object detection models are then trained based on the pseudo labels from the rule-based model and combined with human supervision at different levels.

The results show that using only the automatically generated pseudo-labels, the learning-based model outperforms the rule-based method by 14.6% in terms of F1-score. After 5 hours of manual supervision, including removing images with many wrong pseudo-labels and the re-labeling of some of the removed images, the model can be improved by another 6.2%. After post-processing, the trained detection model can achieve an F1-score of 92% and a height error of 5.7 cm for the test dataset. The proposed method is a scalable and automatic approach, which can be easily applied once the mobile mapping data is available.

This research generates a new geographic information layer of the location and height of facades openings in the city. By combining these detections with the flood simulation results, windows and doors exposed to flood risk are identified by a simple layer overlay. With this, targeted prevention measures can be applied to achieve a fine-grained emergency response.

As for future work, image-based detection can be used to validate the detections from LiDAR data and complement facade openings that are not identified. Targets that can be detected from both data sources would have a higher confidence. In addition to terrestrial data acquisition, LiDAR mounted on drones can be used as supplement information, especially in areas occluded by low walls and fences. A survey of window and door heights in the test area may also be considered to obtain the most reliable ground truth heights for the comparison of model performance. In addition to the forecast flood water depth, water level estimations can also be extracted from geotagged social media images or surveillance camera data, based on people (Feng et al., 2020), vehicles (Park et al., 2021), or stop signs (Kharazi and Behzadzadeh, 2021) in the flood water. This real-time information source has the potential to optimize the current forecast-based building flood risk mapping.

Furthermore, autonomous vehicles are starting to enter people’s lives. Many of these cars are equipped with LiDAR sensors that measure their surroundings, including building facades as well. If these crowdsourced data can be reasonably integrated, it has the potential to provide such a building flood risk map easily available to all areas accessible by autonomous vehicles.
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