Do, or do not. There is no try.

— Master Yoda, *The Empire Strikes Back*
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Introduction

A bit of history

When 900 years old, you reach... Look as good, you will not.

— Master Yoda, The Empire Strikes Back

The satisfactory quantization of general relativity (GR) is one of the most important open problems in theoretical physics. Its resolution is crucial to understand the physics hidden at high energies and small scales such as the behavior of black holes or the Big Bang itself.

The fundamental feature that distinguishes general relativity from the rest of field theories is the absence of a background geometrical structure, like the Minkowski metric in the usual field theories, which suggests that new methods are necessary to tackle this problem. It was probably Einstein the first who, through heuristic reasonings, pointed out that the new theory of relativity had to be modified by quantum effects. He did so as early as 1916 in his first paper about gravitational radiation [45]. Later on, several physicists like Oskar Klein, Rosenfeld, Fierz, or Pauli arrived at the same conclusion. However, contrary to Einstein who moved on to believe in the necessity of a new brand unifying theory, they mostly considered that similar arguments as the ones applied for electromagnetism would suffice. In fact Rosenfeld wrote the first papers on quantum gravity by applying some Pauli’s quantization ideas to linearized GR [83]. Soon after that, the relation of this theory with the linear spin-two quantum field theory was discovered. It is now believed that Matvei Pretrovich Bronstein, a young Russian physicist, was the first person to realize that the quantization of the (non-linear) gravitational field required a special treatment due to its unique features [35]. His ideas, nonetheless, were doomed to oblivion as he was arrested and executed in 1938 during the Great Purge in the Soviet Union. It seems that the French physicist Jacques Salomon was the only one outside the Soviet Union to acknowledge and develop his ideas, although sadly he was executed in 1942 by the Nazis during the German occupation of France. For further details and references I strongly recommend to the reader the excellent historical reviews of Stachel [89] and Rovelli [84]. In fact the latter contains a brief history of quantum gravity up to the beginning of the 21st century, of which I will mention some of its landmarks in the following.

During the late 40’s and early 50’s Bergmann and his collaborators started to study the phase space quantization of non-linear field theories and the observables in GR [29, 30]. At the same time, Dirac developed his procedure to deal with general constrained Hamiltonian systems [42, 43]. However, its application to the Hamiltonian formulation of GR was quite unclear. At this point Gupta introduced some of the elements necessary for the perturbative quantization of GR [55]. In particular, he pinpointed out the necessity to have a background metric. Years later, in the 70’s, t’Hooft and Veltman proved that such approach was unsuccessful due to the non-renormazibility of the resulting theory [92]. In the meantime, several physicists like Feynman, DeWitt, Wheeler, or Penrose worked to solve this problem, already considered at that point as a Herculean task. Probably, the most important result found in the context of GR at that moment was due to Arnowit, Deser, and Misner who, following the program started by Dirac, obtained the Hamiltonian formulation of GR using the so-called ADM variables [6].

The following milestone of this very brief history was the discovery by Hawking of black hole radiation [57]. He used some techniques developed in the context of QFT in curved space-times.
to show that a spherical black hole with mass \( M \) emits thermal radiation at a temperature

\[
T = \frac{hc^3}{8\pi k_G M}
\]

This was in agreement with some earlier observations by Bekenstein who found a formal analogy between thermodynamics and black holes [26–28]. Hawking proved that, in fact, this correspondence was also physical. The formalization of black hole thermodynamics implies the existence of some kind of entropy \( S \) (the Bekenstein-Hawking entropy), which is related to the area \( A \) according to

\[
S = \frac{A}{4\ell_p^2}
\]

This result, that has been derived in several alternative ways, is now used as a consistency condition for candidate quantum gravity theories. The first of them, proposed in the 70’s and 80’s, were supergravity [48], higher derivative gravity [90], and the connection formulation of GR [7]. From those seminal ideas two important candidates emerged: string theory and loop quantum gravity (LQG). Both theories were able to derive, almost at the same time in the late 90’s, the Bekenstein-Hawking radiation law [8, 91]. As a final remark of this quick historical review, I would like to mention the quantization of 2 + 1 gravity carried out in 1988 by Witten [100].

Main goal

Never tell me the odds.
— Han Solo, The Empire Strikes Back

The aim of this thesis can be neatly summarized in the following sentence

Boundaries, GNH, and parametrized theories.
It takes three to tango.

Let us proceed to explain each term and why we can take advantage of their interrelation.

▶ Boundaries

The world is full of boundaries. They do matter. For instance, the objects that we use everyday are limited by their “edges”. Also, in the case of sound and electromagnetic waves, which are essential for our lives, their behavior depends strongly on the shape of the walls that they encounter. Then, it is natural to include boundaries in our physical models to faithfully represent our reality. However, boundaries are tricky. If we are located within the bulk of an object, when we arrive at the boundary there is a sudden change in dimensionality as it is reduced by 1. This is probably the origin of many of the difficulties that boundaries pose but, on the other hand, their presence leads to more fruitful and interesting theories. The best example is probably the general theory of relativity, where boundaries are essential to understand black holes or infinity. In particular, it seems mandatory to have a clean description of GR with boundaries in order to give a proper explanation of black hole entropy.

This is precisely one of our main goals: to understand the role of boundaries in some field theories in order to apply what we learn to GR.

▶ GNH algorithm

The Dirac’s “algorithm” allows us to deal with singular mechanical system in which some constraints (functional relations between dynamical variables) must be preserved by its evolution. Despite its success in dealing with finite dimensional systems, its application to field theories is not as clean, specially in the presence of boundaries.

The GNH algorithm was developed to generalize and simplify Dirac’s algorithm, and it does so by relying on geometric methods. This in turn provides a clearer understanding of the procedure.
Besides, boundaries can be included without any conceptual change in the algorithm, although in the case of field theories some care must be exercised due to functional analytic issues.

All things considered, we have that another important goal of this thesis is the following: to obtain the dynamics of several field theories through the GNH algorithm.

► Parametrized theories

The absence of background geometric objects in GR makes this theory invariant under diffeomorphisms. This group is infinite dimensional, which renders this field theory much more complicated than the usual ones. It is then desirable to have some simpler dynamical models which are also diff-invariant and use them to understand, for instance, the application of the GNH algorithm or the role of boundaries in the theory. This is exactly what it is achieved through parametrization, a procedure that introduces diff-invariance into any theory involving background geometric objects.

Regarding this issue, the main goal is: to understand the role of the diff-invariance in theories simpler than GR and its relation with other gauge symmetries they may possess.

► Interplay of the three

Those three elements together conform the main thread of this thesis. We will study in chapter 2 some field theories with boundaries using the GNH algorithm which will serve, in turn, to underline the importance of some functional analytic subtleties that must be taken into account in more complicated models. Then, we will proceed in chapter 3 to introduce parametrized theories and develop the simplest case: parametrized classical mechanics. It will be useful as a warm-up for the study of parametrized electromagnetism with boundaries in chapter 4, the revisiting of the parametrized scalar field in chapter 5 (with a detailed description of the behavior at the boundary of this simpler theory), and the study of the parametrized Maxwell-Chern-Simons theory with boundaries in chapter 6.

Finally, to tie up the thesis, in chapter 7 we proceed with the theory that served as a beacon since the beginning: the general theory of relativity. We apply what we have learned with the aforementioned theories to the Hamiltonian formulation of GR to derive, in a geometric and easy way, the ADM formulation. We also look at another interesting model —unimodular gravity— that we will briefly explain.

State of the art

No, I am your father!

— Darth Vader, The Empire Strikes Back

Let us end this introduction by summarizing the state of the art of the research about the three aforementioned nuclear concepts.

► Boundaries

Boundaries are nowadays some sort of trending topic in physics. Many interesting results have been obtained in many contexts like condensed matter (topological insulators), quantum computation, and of course general relativity. Focusing on the topic of this thesis, we found some contributions that are worth mentioning.

First, the Hamiltonian formulation of the parametrized scalar field in bounded spatial regions has been discussed in [4]. The authors of that paper encountered some difficulties when Robin boundary conditions were imposed and left it as an open question the existence of the the canonical formalism in such case. It is interesting to mention that, with the proper geometric approach, we answered affirmatively this question in [15], as we will explain in chapter 2.
Boundaries are of capital importance in GR and have got a lot of attention for decades. They can show very pathological behaviors even at the topological level [75] and its role in the study of black holes is crucial. Of particular interest is the notion of isolated horizons, a quasi-local concept that seems more suited than the event horizon (a global concept) for the Hamiltonian formulation of black holes. For more details about this topic, we recommend the reader the review of Ashtekar and Krishnan [9]. From the properties of isolated horizons, several ideas emerged in the context of LQG that made it possible, among other things, to perform a rigorous state counting to compute the black hole entropy [2,23]. In fact, although not related to the contents of this thesis, we have recently contributed to this area in [20], where we study the spectrum of the area operator in LQG providing a very accurate description of the distribution of its eigenvalues.

▶ GNH algorithm

The GNH method has been extensively studied by mathematicians in areas related to symplectic geometry, mechanics, or Hamiltonian reduction. Nonetheless, they are mostly interested in the technical details and extensions, and not so much in its application to physically relevant examples. Physicists, on the other hand, seem to be comfortable with the good old Dirac algorithm although we know that it can crash badly in some interesting examples. Probably the first extensive use of the GNH algorithm for non-trivial physical example in field theories was [21], where a careful study of the scalar and electromagnetic field in the presence of boundaries is carried out. In fact this paper was the origin of my thesis and has lead to several publications [15–17,19], where the GNH algorithm plays, thanks to its clear geometric interpretation, a central role in the understanding of the problems at hand.

▶ Parametrized theories

Introduced by Dirac in the 50’s, parametrized theories regained relevance with some works of Kuchař, Isham, Hájíček, and Torre [56,62,64,93] in the boundaryless case. Also, we have already mentioned the work [4], where the parametrized scalar field with different boundary conditions was considered. There has been also some interest in the the context of LQG to explore the role of diffeomorphisms [70,71].

Parametrized field theories are of great importance because they are diff-invariant on one hand, and can be solved in typical examples, on the other. An interesting problem that crops up in this setting is to understand the interplay between diff-invariance and other “more standard” gauge symmetries. Several authors have worked on this topic [67,82,93] with inconclusive results. As we have been able to show, it is actually possible to completely understand how diff-invariance and ordinary gauge symmetries interact by studying the parametrized EM field [18]. To this end we have relied once again on the geometric GNH algorithm as we will explain in chapter 4.
I \ Introduction

Never underestimate the joy people derive from hearing something they already know. This sentence, attributed to Enrico Fermi, is one of the two reasons to include this chapter. The other reason, less Machiavellian, is to gather all the basic but important results that will be used through this work and, in the meantime, fix the notation. Much of what has been included in this first chapter might be well known and can be skipped by the advanced readers. Nonetheless, we warn them that some topics are well worth reading as they are not usually covered at an introductory level. In particular, the mathematical description of the spaces of embeddings, the GNH algorithm, and the Fock construction.

Whenever necessary, we will use the abstract index notation\(^1\) introduced by Penrose [81], although in this chapter we will try to stick to the no-index mathematical convention. Some useful technical results, that might not be so well known, are included in appendix A. We also gather in section A.III of the appendix all the formulas appearing in this chapter (and some more) together with the abstract index version of such formulas.

II \ Differential geometry

II.1 \ A bit of history

The first traces of the use of geometry date from around 3000BC when some civilizations, such as the Harappans and the Babylonians, made several empirical discoveries concerning angles, lengths, areas, and volumes. Their motivation was most certainly for practical purposes in astronomy, construction, or agriculture. There is also evidence that, fifteen hundred years before Pythagoras was born, the Babylonians and the Egyptians developed already the Pythagoras’ theorem. But it was not until Thales and the Pythagoreans, around 500BC, that geometry became an abstract and axiomatic science, which allowed it to flourish in an spectacular way.

The next step forward in the history of geometry happens at the beginning of the 17th century, when Descartes and Fermat developed analytic geometry using coordinates and equations in geometry for the first time. It is nowadays considered as a necessary step in the creation of differential calculus by Newton and Leibniz almost at the end of the century. This brand new tool was further developed by many mathematician like Euler, the Bernoulli, or Agnesi. Despite the huge advances that geometry was undergoing, there was also a problem that had been bugging geometries for centuries: deciding whether the Euclid’s fifth axiom, the parallel postulate, could be derived from the other ones. It was not until the 18th century that the first mathematicians succeeded in going beyond the classical geometry established by the Greeks. Gauss, Bolyai, and Lobachevsky studied

\(^1\)No coordinates were harmed used in the making of this thesis (except at few places that will be mentioned).
independently the Euclid’s geometry without the fifth postulate. Such studies gave rise to the first non-Euclidean geometries: hyperbolic and elliptic geometry.

Gauss was most likely the first one to think abstractly about geometric spaces when he began to study the curvature of surfaces at each point. He provided the definition of the so-called Gaussian curvature in terms of the curvature of all curves over the surface and proved one of the most important theorems in geometry: the Theorema Egregium. It states that the Gaussian curvature, a magnitude defined using the ambient space, is actually independent of it. This was the starting shot to the study of intrinsic geometry. The first mathematician that probably thought about intrinsic geometric spaces of general dimension was Lagrange, which might seem a bit surprising because he proudly boasted about his un-geometric point of view in his important Méchanique analitique written in 1788:

\begin{quote}
On ne trouvera point de Figures dans cet ouvrage. Les méthodes que j’y expose ne demandent ni construction, ni raisonnemens géométriques ou méchaniques, mais seulement des opérations algébriques, assujetties à une marche régulière et uniforme.
\end{quote}

Nonetheless, Lagrange realized that the degrees of freedom of a mechanical system can be thought of as an abstract space. This was probably the first step towards the concept of manifold. But it was Riemann, a student of Gauss, who finally extend the ideas of non-Euclidean geometry for a general dimension. In the late 19th century and early 20th century a lot of great mathematicians—like Hilbert, Lie, Poincaré, Weyl, Cartan (father and son)— contributed to give differential geometry the form that we use and love nowadays, and that is presented here.

II.2 Crash course on vector bundles

We begin our mathematical tour with this section, where we introduce briefly the most relevant aspects of the geometry of vector bundles skipping the mathematical details. For further discussion see [50, 80] and, specially for infinite dimensional manifolds, we recommend [1, 76].

Vector bundle

Vector bundles are, in a way, a generalization of product manifolds. To see that, consider the manifold $Q = M \times N$ which can be understood as the disjoint union

\[ Q = \bigsqcup_{m \in M} N \]

where we placed the manifold $N$ as fibers over each point of $M$. The topology and differential structure are such that the fibers are all straight up. On the other hand, the idea of a fiber bundle is that such structures (more technically, the transition functions) are defined in such a way that the fibers might be twisted up like figure 1.1 shows for the Möbius band. We focus our attention to the case of vector bundles i.e. when the fibers are vector spaces.

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{figure1.png}
\caption{On the left we have a cylinder $C = S^1 \times \mathbb{R}$ that can be understood as a fiber $\mathbb{R}$ over each point of $S^1$. On the right we have the Möbius band $M$ formed by fibers $\mathbb{R}$ over each point of the circle but twisted in such a way that, globally, $M$ is not a product manifold.}
\end{figure}

A vector bundle consists of a total manifold $E$, a base manifold $B$, and a projection $\pi : E \to B$ such that the fibers attached to each point $\pi^{-1}(\{b\})$ are vector spaces. The topology and differential
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structure are defined in such a way that, locally, $E$ is a product manifold

$$E = \bigsqcup_{b \in B} E_b \quad / \quad \pi^{-1}(U) \cong U \times F \quad U \subset B \text{ small open set}$$

where we denote $E_b = \pi^{-1}(\{b\}) \cong F$ the fiber at $b \in B$. It is also customary to write the vector bundle as $E \overset{\pi}{\to} B$. Notice that, for finite dimensional manifolds, $\dim(E) = \dim(B) + \dim(F)$.

One of the most important objects related to the vector bundles are the sections, which roughly speaking are maps picking smoothly one point of each fiber $E_q$ i.e. $s(q) \in E_q$ for every $q \in B$.

**Definition 1.1**

A section of a vector bundle $E \overset{\pi}{\to} B$ is a smooth map $s : B \to E$ such that $\pi \circ s = \Id_B$. We denote $\Gamma(E)$ the set of sections of the vector bundle.

There always exists a privileged section, namely the zero section $s_0$, that maps every point $q \in B$ to the zero of the corresponding vector space $E_q$ i.e. $s_0(q) = 0 \in E_q$.

**Remark 1.2**

$\Gamma(E)$ is a $C^\infty(B)$-module i.e. if $s_1, s_2 \in \Gamma(E)$ and $f \in C^\infty(B)$ then $s' = fs_1 + s_2 \in \Gamma(E)$ where $s'(q) = f(q)s_1(q) + s_2(q) \in E_q$. In particular it is an $\mathbb{R}$-vector space.

We now introduce the most relevant types of vector bundles. We assume that the mathematical construction of the dual, direct sum, and tensor product bundles is known by the reader.

**Pullback bundle**

We have seen how a vector bundle $E \overset{\pi}{\to} B$ is formed by placing fibers at every point $b \in B$. Now, if we have a map $f : D \to B$ we could pullback to every $d \in D$ the fiber that corresponds to $f(d) \in B$.

**Definition 1.3**

Let $E \overset{\pi}{\to} B$ be a vector bundle and $f : D \to B$ a continuous map, we define the pullback bundle

$$f^*E = \left\{(d,e) \in D \times E \mid f(d) = \pi(e)\right\}$$

equipped with the subspace topology and the projection over the first factor $\pi_1 : f^*E \to D$.

Notice in particular that the following diagram is commutative

$$\begin{array}{ccc}
D & \xrightarrow{f} & B \\
\pi_1 \downarrow & & \downarrow \pi \\
\pi \circ f^*E & \xrightarrow{\pi} & E
\end{array}$$

and that, indeed, with this definition we have placed over $D$ the fibers of $B$ in the sense that $(f^*E)_d \cong E_{f(d)}$ for every $d \in D$.

**Trivial line bundle and smooth maps**

We consider from now on that $M$ is a differentiable $n$-manifold, although most of the concepts and results are valid (with due care and sometimes with restrictions) for infinite dimensional manifolds [1, 76].

The trivial line bundle is defined simply as $M \times \mathbb{R} \overset{\pi_1}{\to} M$. 
1.4 A smooth function of $M$ is a section of the trivial line bundle $f \in \Gamma(M \times \mathbb{R})$.

1.5 We denote $\mathcal{C}^\infty(M) = \Gamma(M \times \mathbb{R})$ the set of all smooth maps $M$. Usually we forget about the base $M$ in the image and consider $g : M \to \mathbb{R}$ by $g = \pi_2 \circ f$ instead.

Tangent bundle and vector fields

The tangent bundle $TM \to M$ of $M$ is the disjoint union of the tangent spaces of $M$

$$TM = \bigsqcup_{p \in M} T_p M = \bigsqcup_{p \in M} \left\{(p, v_p) / p \in M, v_p \in T_p M\right\}$$

Definitions

1.6 A vector field of $M$ is a section of the tangent bundle $V \in \Gamma(TM)$ i.e. a smooth map $V : M \to TM$ such that $\pi \circ V = \text{Id}_M$. In particular $V_p \in T_p M$ for every $p \in M$.

1.7 We denote $\mathfrak{X}(M) = \Gamma(TM)$ the set of all vector fields of $M$.

A vector field defines an ODE over $M$ whose solution is given by a flow $\phi^V : D \subset \mathbb{R} \times M \to M$. Conversely, given a flow $\phi$ we have an associated vector field given by $V^\phi = \frac{\partial}{\partial t}|_{t=0} \phi$.

The flow of a vector field $V$ provides the definition of the directional derivative of a map

$$f \circ \phi^V_p : \mathbb{R} \to \mathbb{R} \quad V(f)(p) = V_p(f) = \left. \frac{d}{dt}\right|_{t=0} f(\phi_t^V(p))$$

which allows, in particular, to consider a vector field as a derivation $V : \mathcal{C}^\infty(M) \to \mathcal{C}^\infty(M)$.

Finally, notice that in general a vector field cannot be pushed forward nor pulled back. However, if $F : M \to N$ is a diffeomorphism, then $W = F_* V \in \mathfrak{X}(N)$ where $F_*$ denotes the differential of $F$ i.e. $(F_* V)_p = d_p F(V_p)$. In the following, we will use both notations indistinctively depending on the context.

Cotangent bundle and 1-form fields

The cotangent bundle $T^*M \to M$ of $M$ is the disjoint union of the cotangent spaces of $M$

$$T^*M = \bigsqcup_{p \in M} T^*_p M = \bigsqcup_{p \in M} \left\{(p, \alpha_p) / p \in M, \alpha_p \in T^*_p M\right\}$$

Definitions

1.8 A 1-form field of $M$ is a section of the cotangent bundle $\alpha \in \Gamma(T^*M)$ i.e. a smooth map $\alpha : M \to T^*M$ such that $\pi \circ \alpha = \text{Id}_M$. In particular $\alpha_p \in T^*_p M$ for every $p \in M$.

1.9 We denote $\Omega^1(M)$ the set of all 1-form fields of $M$. 
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Remarks
1.10 $T^\ast M$ is the dual bundle of $TM$. Furthermore, $\Omega^1(M)$ can be understood as the “dual” of $\mathfrak{X}(M)$ in the sense that $\alpha \in \Omega^1(M)$ is also the map $\alpha : \mathfrak{X}(M) \to C^\infty(M)$ given by

$$\alpha(V)(p) = \alpha_p(V_p) \quad \alpha_p : T^*_p M \to \mathbb{R}$$

1.11 Of course, we have then that $\mathfrak{X}(M)$ is also “dual” to $\Omega^1(M)$ because $W \in \mathfrak{X}(M)$ might be considered as the map $W : \Omega^1(M) \to C^\infty(M)$ given by $W(\beta)(p) = \beta_p(V_p)$.

The prototypical example of a 1-form field is the differential of a smooth map $f \in C^\infty(M)$. We denote it as $df \in \Omega^1(M)$ and it acts over a vector field $V \in \mathfrak{X}(M)$ as $df(V) := V(f)$.

It is important to notice that, unlike vector fields, a 1-form field $\alpha \in \Omega^1(N)$ can always be pulled back through a smooth map $f : M \to N$. Indeed $f^\ast \alpha \in \Omega^1(M)$ is given by $(f^\ast \alpha)(V) = \alpha(f_*V)$ for every $V \in \mathfrak{X}(M)$ even though $f_*V$ might not define a vector field (pointwise it defines a vector).

Tensor bundle and tensor fields
So far we have defined vector fields and 1-form fields. In order to allow for more general tensor fields, we have to generalize the tangent and cotangent bundle via tensorization. The $(r, s)$-tensor bundle of a differentiable manifold $M$ is defined as the following tensor bundle

$$T^{r,s}M = (TM)^\otimes_r \otimes (T^\ast M)^\otimes_s$$

The fiber $T^{r,s}_p M$ is generated by $v_1 \otimes \ldots \otimes v_r \otimes \alpha_1 \otimes \ldots \otimes \alpha_s \in (T_p M)^\otimes_r \otimes (T^\ast_p M)^\otimes_s$.

Definitions
1.12 An $(r, s)$-tensor field of $M$ is a section $T \in \Gamma(T^{r,s}M)$ i.e. a smooth map $T : M \to T^{r,s}M$ such that $\pi \circ T = \text{Id}_M$.

1.13 We denote $\mathcal{T}^{r,s}(M)$ the set of all $(r, s)$-tensor fields of $M$.

This vector bundle includes the three previous ones because $T^{0,0}M = M \times \mathbb{R}$, $T^{0,1}(M) = C^\infty(M)$, $T^{1,0}M = TM$, $T^{1,1}(M) = \mathfrak{X}(M)$, $T^{1,1}(M) = T^\ast M$ and $T^{0,1}(M) = \Omega^1(M)$.

A tensor field $T$ is a field over $M$ assigning an $(r, s)$-tensor $T_p \in T^{r,s}_p M$ at each $p \in M$ but it can also be understood in several equivalent ways (see remarks 1.10 and 1.11):

- $T : \mathfrak{X}(M) \times (\ldots) \times \mathfrak{X}(M) \longrightarrow \mathfrak{X}(M) \otimes (\ldots) \otimes \mathfrak{X}(M)$
- $T : \Omega^1(M) \times (\ldots) \times \Omega^1(M) \longrightarrow \Omega^1(M) \otimes (\ldots) \otimes \Omega^1(M)$
- $T : \Omega^1(M) \times (\ldots) \times \Omega^1(M) \times \mathfrak{X}(M) \times (\ldots) \times \mathfrak{X}(M) \longrightarrow C^\infty(M)$ which is $C^\infty(M)$-multilinear.

Wedge bundle and $n$-form fields
We now define the wedge bundle as the $s$-th exterior power of the cotangent bundle

$$\Lambda^s(T^\ast M) = \bigsqcup_{p \in M} \Lambda^s(T^\ast_p M)$$

The fiber $\Lambda^s(T^\ast_p M)$ is formed by linear combinations of $\alpha_1 \wedge \ldots \wedge \alpha_s \in \Lambda^s(T^\ast_p M)$ where

$$\alpha_1 \wedge \ldots \wedge \alpha_s := \frac{1}{s!} \sum_{\sigma \in S_p} (-1)^{\sigma} \alpha_{\sigma(1)} \otimes \cdots \otimes \alpha_{\sigma(s)} \quad (1.14)$$
Definitions

1.15 An $s$-form field of $M$ is a section $\alpha \in \Gamma(\Lambda^s(T^*M))$ i.e. a smooth map $\alpha : M \to \Lambda^s(T^*M)$ such that $\pi \circ \alpha = \text{Id}_M$.

1.16 We denote $\Omega^s(M)$ the set of all $s$-form fields of $M$.

1.17 If $\alpha \in \Omega^s(M)$ we say that $|\alpha| := s$ is the degree of $\alpha$.

1.18 A top dimensional form which is nowhere vanishing is known as volume form. We denote $\text{Vol}(M) = \bigwedge_{\omega \in \Omega^\dim(M)} \omega / \omega_p \neq 0$ for every $p \in M$.

Remark 1.19

The modulo $\Omega^s(M)$ has $(\dim(M))$ local generators, in particular $\Omega^n(M)$ has only 1. This implies that if $\omega$ is a volume form and $\alpha \in \Omega^n(M)$, then $\alpha = f\omega$ for some $f \in C^\infty(M)$.

An $s$-form field $\alpha : M \to \Lambda^s(T^*M)$ can be understood as an antisymmetric multilinear map

$$\alpha : \mathfrak{X}(M) \times \cdots \times \mathfrak{X}(M) \to C^\infty(M)$$

Being antisymmetric implies, in particular, that $\alpha_p$ is zero if it is evaluated over $k$ vectors that do not span a $k$-dimensional subspace (as they would be linearly dependent). Actually, an $s$-form at $p \in M$ gives a volume reference over the $s$-vector spaces of $T_pM$. Of course, a volume form assigns a volume reference at each point of the manifold itself.

Finally, we have the wedge product $\wedge : \Omega^s(M) \times \Omega^r(M) \to \Omega^{s+r}(M)$, which is bilinear and satisfies

$$\alpha \wedge \beta = (-1)^{|\alpha||\beta|} \beta \wedge \alpha$$

$$f^*(\alpha \wedge \beta) = (f^*\alpha) \wedge (f^*\beta) \quad f : M \to N$$

II.3 Maps over vector bundles

Once we have defined the arena where our geometric objects live, we proceed with the description of several maps that we can apply to such objects.

Contraction

We have seen that $\Omega^1(M)$ is dual to $\mathfrak{X}(M)$, so we can define the natural pairing between a 1-form field and a vector field.

Lemma 1.22

There exists a unique map $C : \mathfrak{T}^{1,1}(M) \to \mathfrak{T}^{0,0}(M) = C^\infty(M)$ such that $C(X \otimes \alpha) = \alpha(X)$ for every $X \in \mathfrak{X}(M)$ and for every $\alpha \in \Omega^1(M)$.

We define the $(a, b)$-contraction as the map $C^a_b : \mathfrak{T}^{r,s}(M) \to \mathfrak{T}^{r-1,s-1}(M)$ given by

$$(C^a_b T)(\alpha_1, \ldots, \alpha_{r-1}, X_1, \ldots, X_{s-1}) = C\left(T(\alpha_1, \ldots, a, \alpha_{r-1}, X_1, \ldots, b, \ldots, X_{s-1})\right)$$

Notice that for the contraction, no metric is needed, but we can only contract one covariant index with one contravariant. The metric precisely allows us to contract two covariant or two contravariant indices by raising or lowering one of them (see section II.4), and then contracting.
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Lie Derivative

We have seen that a vector field $V$ defines a flow $\phi_V^t : D \subset \mathbb{R} \times M \to M$ over $M$. It is then natural to think about how objects defined over the manifold vary when we move along with the flow. Physically, it is like navigating a river and study how some physical quantities, like the temperature or the wind, vary (equivalently, we might consider that the objects are dragged by the river while we stand at a fixed position). A quantity like that is modeled by a tensorial field $\omega$ that the flows do not commute at order $\varepsilon$, the Lie derivative $\mathcal{L}_V : \mathfrak{T}^r,s(M) \to \mathfrak{T}^{r+1,s}(M)$ is a derivation of degree 0, in particular

$$\mathcal{L}_V(T \otimes R) = (\mathcal{L}_V T) \otimes R + T \otimes (\mathcal{L}_V R)$$

Notice that for smooth maps $\mathcal{L}_V f = V(f)$. Meanwhile, the action of the Lie derivative over vector fields, also known as the Lie bracket, has a very nice visual interpretation. Namely, $[V, W] := \mathcal{L}_V W$ measures the difference between the path $\phi_V^t \circ \phi_W^0$ and the path $\phi_W^t \circ \phi_V^0$ in the limit $\varepsilon \to 0$. It is well known that $(\mathfrak{X}(M), [\cdot, \cdot])$ forms a Lie algebra.
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Finally, notice that $\mathcal{L}_V \omega \in \Omega^n(M)$ for a given volume form $\omega$. Now remark 1.19 tells that there exists a function, denoted $\text{div}_V V$ and called divergence of $V$, such that $\mathcal{L}_V \omega = \text{div}_V V \cdot \omega$. The divergence measures the infinitesimal change of the volume $\omega$ in the direction of the vector field.

Interior and exterior derivative

Given a vector field $V \in \mathfrak{X}(M)$ we define the interior derivative with $V$ as the derivation $\iota_V : \Omega^k(M) \to \Omega^{k-1}(M)$ of degree $-1$ given by

$$\iota_V (\alpha \wedge \beta) = (\iota_V \alpha) \wedge \beta + (-1)^{\lvert \alpha \rvert} \alpha \wedge (\iota_V \beta)$$

(1.24)

Notice that $\iota_V^2 = 0$. Furthermore, as it is a derivation we have

$$\iota_V (\alpha \wedge \beta) = (\iota_V \alpha) \wedge \beta + (-1)^{\lvert \alpha \rvert} \alpha \wedge (\iota_V \beta)$$

Let us now define the exterior derivative, a derivation of degree 1, $d_k : \Omega^k(M) \to \Omega^{k+1}(M)$. In order to do that let us first consider the boundary operator $\partial_{k+1}$ that takes a $(k+1)$-submanifold $N$ of the $n$-manifold $M$, and returns the $k$-manifold that corresponds to the topological boundary $\partial N \subset M$. Now, the differential $d$ can be thought as the “dual” of $\partial$ in the sense that

$$d_k \beta(N) = \beta(\partial_{k+1} N) \equiv d\beta$$
With this sketchy definition we see already two important properties: $d^2 = 0$ and $d_v = 0$. The latter is obvious because there is no $(n+1)$-submanifold of the $n$-manifold $M$. The former follows from the fact that the boundary of a manifold has no boundary, therefore $\partial^2 = 0$.

The above equation is somehow a “macroscopic” one and we need an infinitesimal definition because the forms, as we have defined them previously, act on vectors and not on manifolds. To do so, we have to replace the $(k+1)$-submanifold $N$ with an “infinitesimal version” around each point. This can be achieved by considering $k+1$ small vectors of order $\varepsilon$ and by displacing each vectors along the flow of the rest, a $(k+1)$-dimensional submanifold $P$. Then $\partial P$ is formed by the $(k+1)$ faces formed by the $k$ vectors, the opposite ones and the faces required to “close” the manifold (see the right diagram in figure 1.2). Let us see how it works for $k = 1$.

$$d\beta(V,W) = \frac{1}{\varepsilon}d\beta(\varepsilon V,\varepsilon W) \approx \frac{1}{\varepsilon^2}d\beta = V$$

$$\approx \frac{1}{\varepsilon} \left[ -\varepsilon \beta(W) + \beta(V) \right] \approx \frac{1}{\varepsilon} \left[ \varepsilon \beta(W) - \varepsilon \beta(V) \right] = \varepsilon \beta(W) - \varepsilon \beta(V) = \varepsilon \beta([V,W])$$

We could reproduce this computation for any $k$-form noticing that, in order to close higher dimensional manifolds, more faces are needed. Nonetheless, only the Lie brackets will be of order $\varepsilon^2$ while the rest would be of higher order thus, in the limit, go to zero. This leads to the formula

$$d\beta(V_1,\ldots,V_{k+1}) = \sum_{j=1}^{k+1} (-1)^{j-1} V_j \left( \beta(V_1,\ldots,\hat{V}_j,\ldots,V_{k+1}) + \sum_{i<j} (-1)^{i+j} \beta([V_i,V_j],\ldots,\hat{V}_j,\ldots,V_{k+1}) \right)$$

(1.25)

**Properties**

1.26 $d(\alpha \wedge \beta) = (d\alpha) \wedge \beta + (-1)^{\text{deg} \alpha} \alpha \wedge (d\beta)$

1.27 Acting over forms we have $\mathcal{L}_v = dv_v + v_v d$, known as Cartan’s magic formula.

1.28 Also, over forms, we have $\mathcal{L}_v \beta = f \mathcal{L}_v \beta + df \wedge v_v \beta$ for $f \in C^\infty(M)$.

1.29 $d$ commutes with pullbacks and the Lie derivative i.e. $df^* = f^*d$ and $\mathcal{L}_v d = d\mathcal{L}_v$.

**Integration**

We have already mentioned how an $n$-form $\omega \in \Omega^n(M)$ over the $n$-dimensional manifold $M$ defines a reference volume over each tangent space $T_p M$. We would like to measure the total volume of $M$ with respect to $\omega$

$$\omega(M) \quad \text{or equivalently} \quad \int_M \omega$$
The intuitive idea of the procedure is simple. First split $M$ into tiny pieces, each of which can be approximated by $n$-cubes $C_\alpha$ built using small vectors. Evaluate $\omega_p(C_\alpha) \in \mathbb{R}$ and then add up all together. This is an approximation which can be refined by taking smaller pieces (hence more of them). In the limit, we obtain the desired integral.

$$N = \int \beta = \sum \beta(\alpha)$$

Notice that for $\omega_p(C_\alpha)$ to be well defined, an orientation has to be fixed i.e. a non-vanishing $n$-form. Then we can take all the $C_\alpha$ to be spanned by a positive basis.

To integrate over a manifold it is enough to know how to do it locally. Let us consider $M = \mathbb{R}^n$ and $\omega \in \Omega^n(\mathbb{R}^n)$. As $dx_1 \wedge \cdots \wedge dx_n \in \Omega^n(\mathbb{R}^n)$ we know from remark 1.19 that there exists some $f \in C^\infty(M)$ such that $\omega = f dx_1 \wedge \cdots \wedge dx_n$. We thus define

$$\int_M \omega := \int_{\mathbb{R}^n} f(x_1, \ldots, x_n) dx_1 \cdots dx_n$$

where we use the standard Lebesgue integral of $\mathbb{R}^n$. Now, if we consider a general oriented manifold $M$ and a chart $\varphi : U \subset \mathbb{R}^n \to M$, we would like to have

$$\varphi^* \beta \bigg|_U = \beta \bigg|_M$$

The final definition of the integral relies on the existence of partitions of unity which allows us to formalize the aforementioned sketchy procedure (in order to avoid convergence issues, the $n$-forms are taken with compact support).

**Stokes’ theorem**

We saw when we defined the differential $d$ that, given $\beta \in \Omega^s(M)$, we have locally the “formula”

$$d\beta \bigg|_{M} = \beta \bigg|_{M}$$

If we now consider a manifold to be split into small pieces, the common boundaries cancel out and we obtain a global formula

$$\int \bigg| \int_{M} d\beta = \int_{U} \varphi^* \beta$$

This idea is formalized by the Stokes’ theorem.
Theorem 1.30
Given an oriented n-dimensional manifold \( M \) and \( \alpha \in \Omega^{n-1}(M) \) with compact support, then
\[
\int_M d\alpha = \int_{\partial M} j^*_\gamma \alpha
\]
where \( j_\gamma : \partial M \hookrightarrow M \) and \( \partial M \) (possibly empty) is endowed with the induced orientation of \( M \).

Connection on a vector bundle

Over each fiber of a vector bundle we can add vectors or multiply them by scalars. However, there is no way to compare objects corresponding to two different fibers. To do so we need to prescribe how to “parallel” transport objects from a fiber along a curve \( \gamma : I \to B \) joining the base points of the two fibers. One might think that the Lie derivative could do the trick but it does not because to compute \( \mathcal{L}_V T \) we need \( V \) to be defined over a small neighborhood of \( \gamma \). This is illustrated, for instance, by the fact that
\[
\frac{\partial}{\partial y}\big|_{y=0} = (y+1)\frac{\partial}{\partial y}\big|_{y=0} \quad \text{but} \quad \mathcal{L}_V \frac{\partial}{\partial y}\big|_{y=0} = 0 \neq -1 = \mathcal{L}_{(y+1)\frac{\partial}{\partial y}}\big|_{y=0}
\]
Given a vector bundle \( \pi : E \to M \), let us consider that we have defined a parallel transport along any curve \( \gamma \), i.e. an isomorphism \( P_{\gamma,t} : E_{\gamma(0)} \to E_{\gamma(t)} \). Then, it is easy to define a directional derivative \( \nabla_{V}s \) of a section \( s \in \Gamma(E) \) in the direction \( V \in \mathfrak{X}(M) \) as the infinitesimal parallel transportation
\[
(\nabla_{V}s)_{p} = \lim_{t \to 0} (P_{\gamma,t})^{-1}(s_{\gamma(t)}) - s_{p}
\]
where \( \gamma \) is any curve with \( \gamma(0) = p \) and \( \dot{\gamma}(0) = V_{p} \). This map, given a direction and a section along such direction, gives its deviation with respect to the parallel transport.

Conversely, given a directional derivative we can define a parallel transport by integration. It is thus equivalent and it turns out to be much more convenient to work with the former.

Definition 1.31
A connection on \( E \xrightarrow{\pi} M \) is an \( \mathbb{R} \)-bilinear map \( \nabla : \mathfrak{X}(M) \times \Gamma(E) \to \Gamma(E) \) such that
\[
\nabla_{V}s = f\nabla_{V}s \quad \quad \nabla_{V}(fs) = V(f)s + f\nabla_{V}s
\]
for every \( f \in C^\infty(M) \), \( V \in \mathfrak{X}(M) \) and every \( s \in \Gamma(E) \).

Sometimes it is more useful to consider the “dual” map \( \nabla : \Gamma(E) \to \Omega^1(M) \otimes \Gamma(E) \) which is usually called the exterior covariant derivative \([32, 50]\) and denoted as
\[
\begin{array}{c}
d_{\nabla} : \Omega^0(E) := \Gamma(E) \longrightarrow \Omega^1(E) := \Omega^1(M) \otimes \Gamma(E) \\
\end{array}
\]
\[
\begin{array}{c}
s \longrightarrow \left( \begin{array}{c}
d_{\nabla}(s) : \mathfrak{X}(M) \longrightarrow \Gamma(E) \\
V \longrightarrow d_{\nabla}(s)(V) = \nabla_{V}s
\end{array} \right)
\end{array}
\]
where \( \Omega^1(E) \) is the set of 1-forms with values at \( E \), meaning that instead of functions (as in \( \alpha = 3xdx + y^2dy \) the coefficients are sections of \( E \). Analogously to equation (1.25), we extend its definition to all degrees \( d_{\nabla} : \Omega^k(E) \to \Omega^{k+1}(E) \). It is easy to see that the Leibniz rule holds
\[
d_{\nabla}(\alpha \otimes s) = d\alpha \otimes s + (-1)^{\vert \alpha \vert} \alpha \wedge d_{\nabla}s \in \Omega^{k+1}(E) \quad \alpha \in \Omega^k(M), \ s \in \Gamma(E)
\]
In the case of the trivial bundle with the trivial connection, we recover the usual exterior derivative.
The analog of (1.25) tells that
\[ d_{\nabla}e_j = A_j^k \otimes e_k \quad \text{where} \quad A_j^k = \sum_{i=1}^{n} A_{ij}^k dx^i \in \Omega^1(M) \]

The coefficients \( A_{ij}^k \) are known as the \textit{symbols of the connection}.

1.33 Computing \( d_{\nabla}(s^a e_a) \) with the Leibniz rule and the previous formula we see that, locally for all degrees, \( d_{\nabla} = d + A\nabla \wedge \).

1.34 We can extend \( d_{\nabla} \) for more general tensor fields. For instance, considering \( \Gamma(E) \otimes \Gamma(E)^* \) and computing \( d_{\nabla}(s^a_b e_a \otimes e_b) \), we get that locally \( d_{\nabla} = d + A\nabla \wedge - A\nabla = d + [A\nabla, A\nabla] \).

**Curvature of a connection**

We know that \( d^2 = 0 \) but this is not necessarily true for \( d_{\nabla} \). Indeed, locally we have for \( s \in \Gamma(E) \)

\[
d_s^2 s = (d + A\nabla \wedge)(d + A\nabla \wedge)s = (d + A\nabla)(ds + A\nabla \wedge s) = \]
\[
= 0 + (dA\nabla) \wedge s + (-1)^{|A|}A\nabla \wedge ds + A\nabla \wedge ds + A\nabla \wedge A\nabla \wedge s = \]
\[
= (dA\nabla + A\nabla \wedge A\nabla) \wedge s =: F^\nabla \wedge s\]

where we define \( F^\nabla \in \Omega^2(M) \otimes \Gamma(E) \otimes \Gamma(E)^* \) which can be considered as a matrix of two forms. It is called the \textit{curvature of the connection} and measures the deviation of the parallel transport around a small square. Notice that on the figure of the left the parallelogram might not close, but this introduces negligible errors of order \( \varepsilon^3 \). Taking now into account \textit{1.34} we can obtain the (second) Bianchi identity

\[
d_{\nabla}F^\nabla = 0 \quad (1.35)
\]

The analog of (1.25) tells that \( d_s^2 s \) is precisely the curvature \( Riem^\nabla : \mathfrak{X}(M) \times \mathfrak{X}(M) \times \Gamma(E) \rightarrow \Gamma(E) \)

\[
d^2 s(V, W) = d_{\nabla}(d_{\nabla}s)(V, W) = \nabla_{V}(d_{\nabla}s(W)) - \nabla_{W}(d_{\nabla}s(V)) - d_{\nabla}s[V, W] =
\]
\[
= \nabla_{V}\nabla_{W}s - \nabla_{W}\nabla_{V}s - \nabla_{[V, W]}s =: Riem^\nabla(V, W)s
\]

If \( Riem^\nabla \equiv 0 \) then we say that the connection \( \nabla \) is \textit{flat}. Alternatively, the curvature can be considered as the obstruction for the vanishing of \( d_s^2 \).

**Ricci curvature of a connection**

Let us consider now the vector bundle \( E = TM \). We have that the Riemann tensor \( Riem^\nabla \) is a \((3, 1)\)-tensor field and it can be proved that it encodes all the curvature of the manifold. It is easier, and physically very relevant as we will see, to study its trace to obtain what is known as the \textit{Ricci curvature tensor} \( \text{Ric}^\nabla = \nabla^a_{(c)} Riem^\nabla \in \mathfrak{g}^{0, 2}(M) \). Equivalently we can write

\[
\text{Ric}^\nabla(V, W) = \text{Tr} \left( Y \mapsto Riem^\nabla(V, Y)W \right) \quad \equiv \quad \text{Ric}_{ab} = Riem^\nabla_{acb}
\]

The Ricci curvature is a symmetric tensor field.
Torsion of a connection

Let us keep working with the vector bundle $E = TM$. We have seen that the Lie bracket measures the gap formed when we try to build up a parallelogram out of two vectors and Lie derivatives (see figure 1.2). We could, instead, build up the parallelogram using the parallel transport. In that case the gap is measured by the torsion. To get a useful expression we notice that, given a vector $V \in T_pM$ we can extend it in the $W \in T_pM$ direction to a vector field by pushforward $(\phi^W_*)_sV$. The difference between such vector field and the parallel transported one is precisely the covariant derivative. We have now two parallelograms with two gaps: one measured by the Lie bracket and the other by the torsion. Hence we obtain

$$T^\nabla(V, W) = \nabla_s W - \nabla_v V - [V, W] \quad \text{(1.25)}$$

Geodesics

Given a smooth curve $\gamma : I \to M$ and the tangent bundle $(TM \xrightarrow{\pi} M, \nabla)$, we have that the pull-back bundle through $\gamma$

$$\gamma^*(TM) = \left\{ (t, v) \in I \times TM \mid \gamma(t) = \pi(v) \in M \right\} = \left\{ (t, v_{\gamma(t)}) \in I \times TM \right\}$$

can be endowed with the induced connection

$$\nabla : \mathcal{X}(I) \times \Gamma(\gamma^*TM) \to \Gamma(\gamma^*TM) = \left\{ V : I \to TM \mid V(t) \in T_{\gamma(t)}M \right\}$$

so we only have one direction to differentiate: the one given by $\dot{\gamma}(t)$.

Definitions

1.36 We say that $s \in \Gamma(\gamma^*TM)$ is parallel along $\gamma$ if $\nabla_s s = 0$ for every $t \in I$.

1.37 A geodesic is a curve $\alpha : I \to M$ such that $\dot{\alpha} \in \Gamma(\alpha^*(TM))$ is parallel to itself.

Visually, if we follow a geodesic what we are doing is walking always at the same pace in the direction that our nose is pointing without ever turning our head.

II.4 Semi-riemannian geometry

Introduction

Given a smooth manifold $M$, we have at our disposal several tools (differential forms, tensor field, Lie derivative...) and, besides, we can add the additional structure given by the covariant derivative that defines parallel transport. Nonetheless, we cannot measure lengths, areas or angles. For that matter we need yet another structure. Namely, a metric. We will briefly describe the essential elements needed in the following. For further details see [58, 80, 98]

Definitions

1.38 A semi-riemannian manifold $(M, g)$ is a smooth manifold $M$ equipped with a metric $g \in \mathfrak{T}_0^2(M)$ i.e. a symmetric, non-degenerate and of constant index $(0, 2)$-tensor field.

1.39 We define also the inverse metric $g^{-1} : \Omega^1(M) \times \Omega^1(M) \to C^\infty(M)$ by

$$g\left(g^{-1}(\alpha, \cdot), V\right) = \alpha(V) \quad \equiv \quad g_{ab}g^{bc} = \delta_a^c$$

1.40 We can extend the metric to any tensorial bundle $g : \mathfrak{T}^r-s(M) \times \mathfrak{T}^r-s(M) \to C^\infty(M)$

$$(T, R)_s = g(T, R) = \frac{1}{(r+s)!} g_{a_1c_1}^{(s)} \cdots g_{a_sc_s}^{(r)} g_{b_1d_1}^{(r)} \cdots g_{b_sd_s}^{(r)} T^{a_1 \cdots a_s} R^{b_1 \cdots b_s} R^{c_1 \cdots c_s} d_1 \cdots d_s$$
1.41 A space-time is a semi-Riemannian manifold of signature \((1, n-1)\). In that context a non-zero vector \(v \in T_p M\) is time-like if \(g_p(v, v) < 0\), space-like if \(g_p(v, v) > 0\) and light-like if \(g_p(v, v) = 0\).

1.42 \(F: (M, g_M) \rightarrow (N, g_N)\) is an isometry if \(F\) is a diffeomorphism such that \(F^* g_N = g_M\).

Notice that now we have two structures, the metric and the parallel transport, and we want them to be compatible in the sense that the parallel transport respects the geometry (lengths and angles). Besides, the extremal points of the functional

\[
S(\gamma) = \int_I ds \sqrt{|g(\gamma'(s), \gamma'(s))|}
\]

\(\gamma : I \rightarrow M\)

are the metric geodesics, and we want them to coincide with the geodesics previously defined. All these can be achieved because there exists a unique connection which is torsion-free (parallelograms built by parallel transport are closed) and \(g\)-compatible (parallel transport is an isometry).

**Theorem 1.43**

For a semi-Riemannian manifold \((M, g)\) there exists a unique connection \(\nabla\), called the Levi-Civita connection, such that \(d\nabla g = 0\) and \(T^{\nabla} = 0\).

From now on, we will always work with the Levi-Civita (LC) connection. It is important to mention that any manifold admits a Riemannian metric, however there are strong restrictions for a Lorentz metric to exist: a manifold \(M\) admits a Lorentzian metric if and only if there exists a non-vanishing vector field \(V \in X(M)\). For compact manifolds this is in fact equivalent to having zero Euler characteristic \(\chi(M) = 0\) (see for example [80]).

**Killing vector fields**

A vector field \(V\) whose flow preserves the metric structure, \(\mathcal{L}_V g = 0\), is called Killing vector field. They are very important as they are associated with the symmetries of the metric (it does not change when dragged in such directions). For generic metrics they do not exist.

A space-time is said to be stationary if it admits a time-like Killing vector field, while we said that it is static if it admits an irrotational time-like Killing vector field.

**Hodge operator**

We have mentioned that now we are able to measure lengths, angles, areas, and volumes. One might argue that the volume forms allowed already to determine volumes, however, there was no canonical way of doing that. Now, if \((M, g)\) is an \(n\)-dimensional oriented semi-Riemannian manifold, we can define the metric volume form as the unique volume form \(\text{vol}_g \in \text{Vol}(M)\) of norm 1, i.e. \((\text{vol}_n, \text{vol}_g)_g = (-1)^s\) (\(s\) is the signature of \(g\)), among the volume forms defined by the orientation.

The metric volume form allows us to define the isomorphism \(*_g : \Omega^k(M) \rightarrow \Omega^{n-k}(M)\), known as the Hodge star operator, where \(*_g \beta\) is the “complement” of \(\beta\) to form a volume metric (normalized by its norm). More specifically

\[
\alpha \wedge *_g \beta = \langle \alpha, \beta \rangle_n \text{vol}_g \quad \alpha \in \Omega^k(M) \quad \equiv \quad (*_g \beta)_{a_{k+1} \cdots a_n} = \frac{1}{k!} \beta_{a_1 \cdots a_k} \text{vol}^{a_1 \cdots a_k}_{a_{k+1} \cdots a_n}
\]
We now define the volume form $\omega$ such that the density field $\omega$ is just $\omega \in T^1\otimes \Lambda^k M$ are antisymmetric. Notice that if we fix some auxiliary volume form $\omega$ then $\omega$ is not just from $\mathcal{L} \omega = 0$ and $\star \omega = \pm \text{Id}$, we see that $\delta^2 = 0$. Besides, if $M$ is compact and without boundary, $\delta$ is the adjoint operator of $d$ with respect to the scalar product $(\cdot, \cdot)$.

**Properties**

1.44 $\star_{n-k-k} = (-1)^k(n-k)+s \text{Id}$ where $s$ is the signature of $g$.
1.45 $\star_1 = \text{vol}_g$ and $\star \text{vol}_g = (-1)^s$
1.46 $(\alpha, \beta) = \int_M \alpha \wedge \star \beta = \int_M \langle \alpha, \beta \rangle \text{vol}_g$ is a scalar product.

We now define the **codifferential** $\delta : \Omega^k(M) \to \Omega^{k-1}(M)$ as the map

$$\delta_k = (-1)^{n(k+1)+1} \star_{n-k+1} d_{n-k} \star_k$$

As $d^2 = 0$ and $\star \star = \pm \text{Id}$, we see that $\delta^2 = 0$. Besides, if $M$ is compact and without boundary, $\delta$ is the adjoint operator of $d$ with respect to the scalar product $(\cdot, \cdot)$.

**Densities**

Later on, we will allow the metric to vary. It is then useful to fix some reference volume $\text{vol}_M$ that does not depend on the metric. According to remark 1.19 there exists a map, that we denote $\sqrt{\gamma}$, such that $\text{vol}_g = \sqrt{g} \text{vol}_M$. It is important to realize that this map depends on the metric and, therefore, behaves in a different way than a standard map under certain operations that depend on the metric. For instance, from the definition of the divergence on page 7 we obtain that

$$L_v \sqrt{|\gamma|} = \text{div}_g V \sqrt{|\gamma|}$$

This can be better understood if we realize that, in a loose sense, the map under consideration is not just from $\Sigma$ to $\mathbb{R}$ but something like $\sqrt{|\gamma|} : \text{Vol}(M) \times \Sigma \to \mathbb{R}$. Thus, somehow we have to consider not only the smooth map but also the volume form as a pair $(\sqrt{|\gamma|}, \text{vol}_M)$ which leads to the following formalization.

We define an $(r,s)$-**density field** (of weight 1) as a section of the tensor bundle $\mathcal{T}^r\otimes \text{Vol}(M)$ which is equivalent to an $(r, s+r)$-tensor field such that its last $r$ contravariant (abstract) indexes are antisymmetric. Notice that if we fix some auxiliary volume form $\text{vol}_M$, then any tensor field $T \in \mathcal{T}^r\otimes \text{Vol}(M)$ gives raise to an $(r, s)$-density field by considering $T \otimes \text{vol}_g = \sqrt{|\gamma|} T \otimes \text{vol}_M$. As the volume form is fixed, we can extend the density field is just $\sqrt{|\gamma|} T$. This is specially useful when using the scalar product

$$(\alpha, \beta) = \int_M \langle \alpha, \beta \rangle \text{vol}_g = \int_M \langle \alpha, \sqrt{|\gamma|} \beta \rangle \text{vol}_M$$

**Musical isomorphisms**

Being non-degenerate, the metric establishes the so-called **musical isomorphisms** between vector fields and 1-form fields (which can be extended naturally to isomorphisms between $\mathcal{T}^r\otimes \text{Vol}(M)$ and $\mathcal{T}^{r+k,s-k}(M)$ whenever this makes sense).

$$\mathcal{X}(M) \xrightarrow{\flat_g} \Omega^1(M)$$

Given some $V \in \mathcal{X}(M)$, the 1-form field $\flat_g V$ is given by $(\flat_g V)(W) = g(V, W)$ while the vector field $\sharp_g \beta$, for some $\beta \in \Omega^1(M)$, is defined by the equation $\beta(W) = g(\sharp_g \beta, W)$. In abstract index notation they are just denoted

$$V_a := (\flat_g V)_a = g_{ab} V^b \quad \beta^a := (\sharp_g \beta)^a = g^{ab} \beta_b$$

From such formulas it is clear why they are also known as **lowering and raising indices**. Besides, it is clear that now we can contract any pair of indices.
II. Differential geometry

Curvature revisited

Let us revisit the curvature associated with the LC connection. First we state the most important result: a semi-Riemannian manifold \((M, g)\) is locally flat if and only if \(Riem = 0\). In particular it implies that \(Riem\) encodes all the local curvature. We have also that the Bianchi identity (1.35) reads now

\[
0 = d_v \text{Riem}(V, W, U) = \nabla_v \text{Riem}(W, U) + \nabla_w \text{Riem}(U, V) + \nabla_w \text{Riem}(V, W)
\]

Using that the torsion is zero, we get the Bianchi symmetry

\[
\text{Riem}(V, W)U + \text{Riem}(U, V)W + \text{Riem}(W, U)V = 0
\]

which has a very nice geometrical interpretation as the image on the left shows.

It is interesting to mention that the curvature provides yet another geometric concept which is of vital importance for general relativity: the geodesic deviation. Indeed \(Riem\) measures how some initially parallel geodesics might fail to remain so.

Finally, it is worth mentioning that the Ricci tensor field has now, in the presence of a metric, a clear physical interpretation: it describes how the volume of a small ball of particles changes—in all directions—when all of them follow geodesics.

Scalar curvature

The contraction of the Ricci tensor (using the musical isomorphisms) leads to the definition of the scalar curvature

\[
R(g) = C \left( \text{Ric}^* \right) = g^{ab} \text{Ric}_{ab}
\]

For a Riemannian metric, \(R(g)\) measures the deviation of the volume/area of a metric ball \(B(p, \varepsilon)\) with respect to the volume/area of the Euclidean ball \(B_{\mathbb{R}^n}(0, \varepsilon)\)

\[
\frac{\text{vol}_g \left( B_\varepsilon(p) \subset M \right)}{\text{vol}_{\mathbb{R}^n} \left( B_\varepsilon(0) \subset \mathbb{R}^n \right)} = 1 - \frac{R}{6(n + 2)} \varepsilon^2 + O(\varepsilon^4)
\]

\[
\frac{\text{area}_g \left( \partial B_\varepsilon(p) \subset M \right)}{\text{area}_{\mathbb{R}^n} \left( \partial B_\varepsilon(0) \subset \mathbb{R}^n \right)} = 1 - \frac{R}{6n} \varepsilon^2 + O(\varepsilon^4)
\]

In the semi-riemannian case the interpretation is far from being direct [44].

Semi-riemannian submanifolds

Let \(j : \overline{M} \hookrightarrow M\) be an embedding i.e. a smooth map such that \(j_*\) is injective and the induced map \(j : M \rightarrow j(M)\) is a homeomorphism. It is well known that its image \(j(M) \subset M\) is then a submanifold. It is customary to identify it with \(M\) itself, but we will avoid that to prevent some common confusions. Let us now sketch how \(M\) inherits some of the structures of \(M\) and the differences between studying the submanifold from within \((\overline{M} \equiv \text{intrinsically})\) or from the outside \((j(\overline{M}) \equiv \text{extrinsically})\).

Notice that if \((M, g)\) is semi-riemannian, then \((\overline{M}, \overline{g} = j^*g)\) might not be because \(\overline{g}\) can be degenerate at some point. In the Lorentzian case we say that \((\overline{M}, \overline{g})\) is space-like if \(\overline{g}\) is a Riemannian metric, time-like if it is a Lorentzian metric and light-like if the induced metric is degenerate everywhere. It is of great interest in general relativity to study the latter (also known as null submanifolds) but we will assume from now on that \(\overline{g}\) is non-degenerate. This allows us, in particular, to decompose \(TM = j_* (T\overline{M}) \oplus T^\perp j^* (\overline{M})\) where we define the normal subbundle as

\[
T^\perp j^* (\overline{M}) = \bigsqcup_{p \in \overline{M}} T^\perp j^*_p (\overline{M}) \subset j^* TM \quad \text{where} \quad T^\perp j^*_p (\overline{M}) = \left\{ v \in T_{j^*_p (\overline{M})} / \ g_{j^*_p (\overline{M})} (v, j^*_p (\overline{M})) = 0 \right\}
\]
Given Lemma 1.54 is known as the connection (with the associated extrinsic curvatures) over together with the intrinsic curvatures (Riemann, Ricci and scalar). We have also the induced LC along a direction in \( M \) if and only if

\[ K = 0 \]

This important result shows, as we mentioned on the previous section, that the tangent part of \( \nabla \) over \( j(M) \) is essentially \( \nabla \). Notice in particular that the geodesics of \( \mathcal{M} \) would be geodesics of \( M \) if and only if \( K = 0 \). This makes sense as geodesics over a submanifold can only have normal
acceleration so if we extrinsically bend the submanifold, the geodesics will change and will no longer coincide with the ones of $M$.

\[ \gamma_2 \]
\[ \gamma_1 \]
\[ M_1 \]
\[ M_2 \]
\[ \vec{n}_2 \]
\[ \vec{n}_1 \]

We have already compared the LC connections $\nabla$ and $\bar{\nabla}$, let us now compare the Riemann curvatures $\text{Riem}$ and $\bar{\text{Riem}}$ associated with them.

**Theorem 1.55**

Given $V, W, X, Y \in \mathfrak{X}(M)$ we have

\[
g \left( \text{Riem}(j_\* V, j_\* W), j_\* X, j_\* Y \right) = \bar{g} \left( \bar{\text{Riem}}(V, W), X, Y \right) - \varepsilon \det \begin{pmatrix} K(V, X) & K(W, X) \\ K(V, Y) & K(W, Y) \end{pmatrix}
\]

Taking twice the trace in the previous formula (see lemma A.127) leads to

\[
R(\bar{g}) = \bar{R}(\bar{g}) + \varepsilon \text{Tr} \mathcal{K}^2 - 2\varepsilon \left( \langle K, K \rangle - \langle \nabla_\bar{n} \bar{n}, \bar{n} \rangle \right)
\]

This formula is fundamental to develop the Hamiltonian formulation of general relativity.

Finally, notice that a very important hypersurface is the boundary $\partial M$ of a manifold $M$. We can now reinterpret the Stokes' theorem in terms of the (globally defined as $M$ is oriented) outer vector normal field to the boundary $\vec{\nu}$. For that consider $W \in \mathfrak{X}(M)$ and $\alpha = \flat W \in \Omega^1(M)$, then

\[
d \star \mathrm{vol}_\partial = d \star \nu = \int_{\partial M} \nu \mathrm{vol}_\partial
\]

where $g_\partial = j^\partial_\* g$ is the induced metric over the boundary and $\nu$ the 1-form field metrically equivalent to $\vec{\nu}$. Besides, we have used in the $\star$ equality that over the boundary $\mathrm{vol}_\partial = \nu \wedge \mathrm{vol}_{\partial_0}$ (see lemma A.122). Finally, applying the Stokes' theorem, taking into account that $j^\partial_\star \nu = 0$, leads to

\[
\int_M \text{div} W \mathrm{vol}_\partial = \int_{\partial M} \nu(W) \mathrm{vol}_{\partial_0}
\]

**II.5 Physics over space-times**

In this section we introduce the Einstein equations and the space-times that are of interest for the Hamiltonian formulation of General Relativity.

**Einstein equations**

We have reviewed in the previous section several objects we can define once we have a metric $g$ in our manifold $M$. However, we have not talked yet about how to endow $M$ with a particular metric so that $(M, g)$ models a system of physical interest. For that reason let us take a small detour to sketch briefly the physical motivations behind the Einstein equations. We refer the reader to [58, 73–75, 79, 80, 98, 99] for more details as well as discussions about related topics like cosmology and the role of topology in general relativity.
**Force vs curvature**

Newton considered gravity as a force field exerted by body masses that affects all the objects in range. Meanwhile, Einstein showed that it was much more accurate/convenient to consider it as a manifestation of the space-time curvature. It is useful to consider the following analogy. Assume that we have a huge non-rotating sphere with a source of water emanating at the south pole. The water is constantly flowing towards the north pole, where there is a sink, following geodesics (great circles joining the poles). Notice in particular that the flow of water is normal to the parallels. Now, if two observers let themselves go along the flow at the equator, they both start moving in parallel directions. However, it is clear that as time goes by, they will get closer and closer until they meet at the north pole. As the sphere is big enough, they might think that they are in a plane and that there is an attractive force between them instead of considering that they live in a sphere. That is somehow what happens with gravity. The flow of water is analogous to the flow of time, and the shape of the space-time can make that the geodesics converge or diverge as in the previous example.

**Newtonian limit**

First, we recall that in the Newtonian theory we have a gravitational potential $\phi$ which is determined by the distribution of mass $\rho$ via the Poisson’s equation

$$\Delta \phi = 4\pi G_N \rho$$

where $G_N$ is the gravitational constant. This potential allows to write down the Newtonian equation $\ddot{\vec{r}} = -\nabla \phi$ to obtain the gravitational field $\ddot{\vec{r}}$. Secondly, it can be proved that in the Newtonian limit the “slow” geodesics of the metric $g = \eta + h$, with $\eta$ the Minkowski metric and $h$ a “small perturbation”, are given by

$$\ddot{\vec{a}} = \frac{d^2 \vec{r}}{d\tau^2} \approx \frac{c^2}{2} \nabla g_{00}$$

As the acceleration $\ddot{\vec{a}}$ is given, in the Newton’s theory, by the gravitational field $\ddot{\vec{r}}$, we obtain the approximation

$$g_{00} \approx -1 - \frac{c^2}{2} \phi$$

where the integration constant is chosen using the fact that far from the source $\phi \to 0$ and $g \to \eta$. In particular, we see that we can rewrite the Poisson’s equation as

$$\Delta g_{00} \approx -\frac{8\pi G_N}{c^2} \rho \approx -\frac{8\pi G_N}{c^4} T_{00}$$

where $T$ is the energy-momentum tensor, a symmetric $(0, 2)$-tensor field encoding the density and flux of energy-and-momentum in a space-time. In the Minkowskian case $T_{00} = c^2 \rho$ (in the weak gravity case it is only an approximation) is the energy density, $T_{0i}$ is the linear momentum density, $T_{ii}$ the normal stresses and $T_{ij}$ the shear stresses. The previous equation, heuristically obtained, suggests that the metric is directly related to the energy-momentum tensor.

**Einstein’s guesses**

The Ansatz is that the metric has to satisfy an equation, linking the geometry with its sources, of the form

$$\mathcal{G}(g) = \frac{8\pi G_N}{c^4} T$$

In particular, we see that we can rewrite the Poisson’s equation as

$$\Delta g_{00} \approx -\frac{8\pi G_N}{c^2} \rho \approx -\frac{8\pi G_N}{c^4} T_{00}$$

where $T$ is the energy-momentum tensor, a symmetric $(0, 2)$-tensor field encoding the density and flux of energy-and-momentum in a space-time. In the Minkowskian case $T_{00} = c^2 \rho$ (in the weak gravity case it is only an approximation) is the energy density, $T_{0i}$ is the linear momentum density, $T_{ii}$ the normal stresses and $T_{ij}$ the shear stresses. The previous equation, heuristically obtained, suggests that the metric is directly related to the energy-momentum tensor.
where $G(g)$, being proportional to $T$, is a symmetric $(0,2)$-tensor field which depends on $g$ and its derivatives. A dimensional study suggests that we neglect terms of order higher than three, which is reinforced by the fact that (1.59) is of order two. This leads to

$$G(g) = \alpha_0 + \alpha_1 + \alpha_2$$

where $\alpha_0$ depends linearly on $g$, $\alpha_1$ on the derivatives of $g$ and $\alpha_2$ contain terms that are either linear in the second derivatives of $g$ or quadratic in the first derivatives. It can be proved that $\alpha_0 = \Lambda g$ for some constant $\Lambda$, $\alpha_1 = 0$ (we can always find some coordinates such that the first derivatives vanish) and

$$\alpha_2 = \beta \text{Ric} + \gamma R g$$

for some constant $\beta, \gamma \in \mathbb{R}$. Now, imposing the local conservation of energy $\text{div} T = 0$ we have

$$0 = \frac{8\pi G_n}{c^4} \text{div} T = \text{div} \left( \Lambda g + \beta \text{Ric} + \gamma R g \right) = \beta \text{div} \text{Ric} + \gamma \nabla R \overset{(\Lambda, 64)}{=} \left( \frac{\beta}{2} + \gamma \right) \nabla R$$

As we want it to be true for a general metric, we take $\gamma = -\beta/2$. It is not hard to see that $\beta = 1$ once we realize that $G(g)_{00} \approx \beta \Delta g_{00}$ in the weak field approximation. Thus we have obtained the Einstein’s equation with cosmological constant $\Lambda$

$$\text{Ric}(g) = \frac{R}{2} g + \Lambda g = \frac{8\pi G_n}{c^4} T$$

The first two terms $G = \text{Ric}(g) - \frac{R}{2} g$ are known as the Einstein’s tensor. Taking the trace in the previous equation we can write the scalar curvature in terms of the trace of $T$ and obtain the equivalent equation

$$\text{Ric} - \frac{2}{n-2} \Lambda g = \frac{8\pi G_n}{c^4} \left( T - \frac{\text{Tr}(T)}{n-2} g \right)$$

Notice that if there is no matter at all and no cosmological constant, then the Ricci curvature is zero but the Riemann curvature might be non-zero (as in the case of the Schwarzschild solution).

### Globally hyperbolic space-times

Let us consider a space-time $(M, g)$, our goal is to recover the whole metric information from our knowledge of the metric “now” and the evolution given by Einstein equations. For that matter we need first to restrict ourselves to the space-times that admit such evolution.

A Cauchy hypersurface is a smooth space-like hypersurface of $M$ such that any inextensible causal-like curve intersects it exactly once. It thus determines the future and past uniquely and can be identified, in a loose sense, as an instant of time. A space-time is said to be globally hyperbolic if it admits a Cauchy hypersurface. In that case it is possible to define well posed initial value problems.

**Proposition 1.60**

If $(M, g)$ is a globally hyperbolic space-time, then there exists a diffeomorphism

$$\varphi : \mathbb{R} \times \Sigma \longrightarrow M$$

Moreover, $\varphi(\{t\} \times \Sigma) \subset M$ is a Cauchy hypersurface and so $M$ can be foliated by Cauchy hypersurfaces.
The previous result, which actually holds for a more general definition of Cauchy hypersurface [31, 49, 86], is of vital importance and provides a way to carry out the \( n + 1 \) decomposition, first step towards the Hamiltonian formulation.

\( n + 1 \) decomposition over \( M = I \times \Sigma \)

Let \( M = I \times \Sigma \) with no metric so far. The fact that \( TM = TI \oplus T\Sigma \) will allow us to break many geometrical objects into the “time” part and the “spatial” part.

First notice that we have the projection \( t : I \times \Sigma \to I \) which, as it is a smooth map \( t \in \Omega^0(M) \), allows us to define \( dt \in \Omega^1(M) \). Now we choose \( \partial_t \in X(M) \) to be some transversal vector field to the foliation such that \( dt(\partial_t) = 1 \) everywhere\(^2\). With these ingredients we define the \((1, 1)\)-tensor field \( \Pi = \text{Id} - dt \otimes \partial_t \) which is a “projector over \( \Sigma \)”. For instance a vector field \( Y \in X(I \times \Sigma) \) and a 1-form field \( \alpha \in \Omega^1(I \times \Sigma) \) can be written as

\[
Y = dt(Y)\partial_t + \Pi_*(Y) \quad \alpha = \alpha(\partial_t)dt + \Pi^*(\alpha)
\]

We have used for clarity the notation \( \Pi_* : X(M) \to X(M) \) and \( \Pi^* : \Omega^1(M) \to \Omega^1(M) \) for the maps equivalent to \( \Pi : X(M) \times \Omega^1(M) \to C^\infty(M) \).

We consider now a Lorentzian metric \( g \) over the manifold \( M \) such that the leaves \( \{t\} \times \Sigma \) are space-like submanifolds. Breaking the vector fields \( X, Y \in X(M) \) in the expression \( g(X, Y) \) leads to

\[
g = \varepsilon \Lambda dt \otimes dt + dt \otimes N + N \otimes dt + \tilde{\gamma}
\]

where

\[
\Lambda := \varepsilon g(\partial_t, \partial_t) \quad N(\cdot) := g(\partial_t, \Pi_*(\cdot)) \quad \tilde{\gamma}(\cdot, \cdot) := g(\Pi_*, \Pi_*(\cdot))
\]

and \( \varepsilon = -1 \) but we keep it in order to allow for a straightforward extension of our results to the Riemannian case. Analogously, the inverse metric can be decomposed as

\[
g^{-1} = \varepsilon \partial_t - \vec{N} \otimes \partial_t - \vec{N} + \zeta
\]

where

\[
\mathbf{N} := \varepsilon/g^{-1}(dt, dt) \quad \vec{N}(\cdot) := -\varepsilon \mathbf{N}^2 g^{-1}(dt, \Pi^*(\cdot)) \quad \zeta(\cdot, \cdot) := g^{-1}(\Pi^*, \Pi^*(\cdot)) - \varepsilon \mathbf{N}^2 \vec{N} \otimes \vec{N}
\]

Using the explicit expression \( \Pi^b_a = \delta^b_a - (dt)_a \partial_t^b \) it is easy to derive the main properties of the objects involved

\[
\Pi_*\partial_t = 0 \quad \Pi_*\vec{N} = \vec{N} \quad N(\partial_t) = 0 \quad \tilde{\gamma}(\partial_t, \cdot) = 0 \quad \tilde{\gamma}(\vec{N}, \cdot) = N \quad \varepsilon \Lambda = \varepsilon \mathbf{N}^2 + N(\vec{N})
\]

\[
\Pi^*(dt) = 0 \quad \Pi^*N = N \quad \Pi^*(\vec{N}) = 0 \quad \zeta(dt, \cdot) = 0 \quad \zeta(N, \cdot) = \vec{N} \quad \gamma_{abc}^\varepsilon = \Pi_3^2
\]

\(^2\)Equivalently we can fix a diffeomorphism \( Z_0 \) such that \( Z_0(t) \times \Sigma \) are the leaves of the foliation and then take \( \partial_t \) as the tangent vector of the curves \( Z_0(\sigma, t) \) for every \( \sigma \in \Sigma \). Picking another \( Z_0 \) leads to another choice of \( \partial_t \).
II. Differential geometry

Notice that both triples \((Λ, N, \tilde{γ})\) and \((N, \tilde{N}, ζ)\) do contain the same information. It is important to realize that the previous definitions are made in such a way that they are related by \(ζ\) (raising index) and \(\tilde{γ}\) (lowering index) and not by \(g\). We have done so because, in the end, we want to pullback everything to a single leaf where \(\tilde{γ}\) is a metric whose inverse is \(ζ\). Actually, it is clear from the previous expressions that the metric \(g\) can be recovered from the data \((Λ, N, \tilde{γ})\) or, equivalently, from \((N, \tilde{N}, ζ)\).

We have seen in the previous section that the normal vector field \(\vec{n} \in \mathfrak{X}(M)\) to a hypersurface is essential to understand its extrinsic geometry. Imposing the conditions equivalently, from \(Z\) we have seen in the previous section that the normal vector field \(\vec{n} = \frac{∂_t - \tilde{N}}{N} \in \mathfrak{X}(M)\) it is easy to obtain the vector field and its metrically equivalent 1-form field

\[
\vec{n} = \frac{∂_t - \tilde{N}}{N} \in \mathfrak{X}(M) \quad n = εNdt ∈ Ω^1(M)
\]  

(1.61)

Recall that \(∂_t\) was arbitrarily chosen among the transversal vector fields such that \(dt(∂_t) = 1\). We see that \(\tilde{N} \in \mathfrak{X}(M)\), which is tangent to the foliation and called the shift, compensates the deviation of \(∂_t\) from the orthogonal direction. Meanwhile \(N = εg(\vec{n}, ∂_t) \in C^∞(M)\), known as the lapse, is a normalization factor.

Now we can decompose \(g^{-1}\) with the help of the normal vector field as

\[
g^{-1} = ε\vec{n} ⊗ \vec{n} + ζ
\]  

(1.62)

Analogously, a vector field \(V \in \mathfrak{X}(M)\) and a \(k\)-form field \(β \in Ω^k(M)\) can be decomposed as

\[
V = V^⊥ \vec{n} + \vec{V}^\top\quad \text{where} \quad \begin{align*}
V^⊥ &= εg(V, \vec{n}) ∈ C^∞(M) \\
\vec{V}^\top &= V - V^⊥ \vec{n} ∈ \mathfrak{X}(M)
\end{align*}
\]  

(1.63)

\[
β = n ∧ β_⊥ + β^\top\quad \text{where} \quad \begin{align*}
β_⊥ &= εt^⊥ β ∈ Ω^{k-1}(M) \\
β^\top &= β - εn ∧ β_⊥ ∈ Ω^k(M)
\end{align*}
\]  

(1.64)

Clearly \(g(\vec{V}^\top, \vec{n}) = 0\) so indeed \(\vec{V}^\top\) is tangent to the foliation. Analogously \(t^⊥ β^\top = 0\). It is interesting to note that the map

\[
d^\top := d - εn ∧ t^⊥d
\]  

(1.65)

is defined in such a way that, when pulled back to a single leaf, it is the exterior differential map (the normal part vanishes).

Towards parametrization

In chapters 3 and 4 we will introduce some parametrized theories that include diffeomorphisms as dynamical variables. For their study we will need to know how the previous decomposition varies when we perform a diffeomorphism \(Z : M → (M, g)\) because it changes the foliation. Notice that, in order to preserve the space-time structure, we need to consider the submanifold

\[
\mathcal{D} = \left\{ Z ∈ \text{Diff}(M) \mid Z\{t\} × Σ\right\} \subset \text{Diff}(M)
\]

Given a vector field \(V = dt(V)∂_t + Π_*(V) \in \mathfrak{X}(M)\) we can push it forward and from linearity we have \(Z_*V = dt(V)Z + Z_*Π_*(V) \in \mathfrak{X}(M)\) where we have defined, for reasons that will be clear in the next section

\[
Z_* := Z_*∂_t \quad Π_* := Z_*Π_*
\]

Given a metric \(g\) on \(M\) we consider the pullback metric \(g_* := Z^*g\) and compute the triples \((Λ_*, N_*, γ_*)\) in terms of \(g\) and \(Z\)

\[
Λ_* := ε(g ◦ Z)(\vec{Z}, \vec{Z}) \quad N_*(\cdot) := (g ◦ Z)(\vec{Z}, Π_* \cdot) \quad γ_*(\cdot, \cdot) := (g ◦ Z)(\vec{Z}_*, Π_* \cdot)
\]
We will consider that unitary, outer, normal vector field temporal boundary— from the \((g^{-1})_Z\), the expressions are a bit cumbersome to handle and it is better to define them in terms of the equivalent data \((\Lambda_Z, N_Z, \gamma_Z)\) by using the properties of the previous section. First, we define the pseudo-inverse of \(\gamma_Z\) \(\overline{\gamma}_Z\) \(\gamma_Z\) \(\Pi\) and \(\overline{\gamma}_Z(dt, \cdot) = 0\), which allows us to define the lapse and the shift 

\[
\varepsilon N_Z^2 = g(\overline{Z}, \overline{Z}) - \overline{\gamma}_Z(N_Z, N_Z) \quad \widetilde{N}_Z(\cdot) = \overline{\gamma}_Z(N_Z, \cdot)
\]

We have the future-directed, unitary vector field which is \(g\)-normal to the foliation \(\mathcal{Z}(\{t\} \times \Sigma)\)

\[
\bar{n}_Z = Z_* \left( \frac{\partial_t - \bar{N}_Z}{N_Z} \right) \quad \equiv \quad \bar{n}_Z^\alpha = \frac{\overline{Z}_\beta - (Z_0)^\beta N_Z^\beta}{N_Z} Z
\]

Now it is easy to check that \(N_Z = \varepsilon n_Z(\overline{Z}) := \varepsilon g(\overline{Z}, \bar{n}_Z)\) where \(n_Z\) is the \(g\)-metrically equivalent 1-form field \(\langle n_\alpha \rangle = g_{\alpha\beta}\bar{n}_Z^\beta\).

### From diffeomorphisms to embeddings

Given a globally hyperbolic space-time \((M = \mathbb{R} \times \Sigma, g)\) and a diffeomorphism \(Z \in \text{Diff}(M)\), we have that \(\mathcal{Z}(\{t\} \times \Sigma)\) is a leaf for every \(t\). We can then define for every \(t\) the embedding \(Z_t : \Sigma \rightarrow M\) given by \(Z_t(\sigma) = Z(t, \sigma)\) and pullback some objects to \(\Sigma\) in order to have a dynamical version of our theory at hand. We formalize this ideas in the following section.

#### II.6 The space of embeddings

**Smooth manifold**

We consider \(\text{Emb}(\Sigma, M) \subset C^\infty(\Sigma, M)\) the **space of embeddings**—endowed with the Whitney topology—from the \((n-1)\)-manifold \(\Sigma\) into the \(n\)-manifold \(M\) (see [78] for a detailed discussion). We will consider that \(M \cong [t_0, t_1] \times \Sigma\) is globally hyperbolic. This implies that the (possibly empty) boundary has three components \(\partial M = \partial_0 M \cup \partial_\Sigma M \cup \partial_1 M\) where \(\partial_i M \cong \{t_i\} \times \Sigma\) is the \(i\)-**temporal boundary** and \(\partial_\Sigma M \cong [t_0, t_1] \times \partial \Sigma\) the **spatial boundary**. Notice that a Lorentzian metric \(g\) of \(M\) induces a Lorentzian metric \(j_\mathbb{R}^\ast g\) through the inclusion \(j_\Sigma : \partial_\Sigma M \rightarrow M\) as well as a unitary, outer, normal vector field \(\bar{V} \in \Gamma(j_\mathbb{R}^\ast TM)\) which is, of course, space-like.

We recall that, intuitively, an embedding \(X\) places a copy of \(\Sigma\) inside \(M\) as a nice hypersurface without self-intersections or corners. However, it is important to mention that, from a physical point of view, only the shape of \(X(\Sigma)\) matters. This suggests to consider, instead of the space of embeddings, the **space of shapes** [25] \(\text{Emb}(\Sigma, M) / \text{Diff}(M)\) defined from the action

\[
\text{Diff}(\Sigma) \times \text{Emb}(\Sigma, M) \rightarrow \text{Emb}(\Sigma, M)
\]

\((\phi, X) \mapsto X \circ \phi\)

Nonetheless, such infinite dimensional manifold is much more difficult to handle so we will work with \(\text{Emb}(\Sigma, M)\) remembering that we have some sort of “gauge freedom”. Actually we will deal with the smaller submanifold \(\text{Emb}_{g,\text{al}}(\Sigma, M)\) of embeddings such that \(X(\Sigma)\) is space-like and, when necessary, with

\[
\text{Emb}_{g,\text{al}}^0(\Sigma, M) = \left\{ X \in \text{Emb}_{g,\text{al}}(\Sigma, M) \mid \ f(\partial \Sigma) \subset \partial M \right\}
\]

The idea now is to consider some objects defined over the space-time \(M\) and see how they evolve when we “advance in time” through a given foliation. Imagine for instance that we know the whole history of the temperature \(T\) in the universe.
The previous image gives an idea about how the evolution of the temperature depends on the chosen foliation \( \{ f_\lambda \} \) or \( \{ g_\lambda \} \) i.e. on the observers. The best way to deal with that is to realize that a foliation can be understood as a curve in the space of embeddings (an idea that will be later formalized) and that the evolution depends on the direction —tangent vectors— of such curve. Thus, we need to study the tangent bundle \( T \text{Emb}(\Sigma, M) \). Finally notice that not all curves of embeddings define a foliation as the embeddings might “turn back” or “get stuck” at some point.

**Tangent space**

We can define the tangent space of an infinite dimensional manifold as the equivalence class of curves going through a point with the “same tangent vector”. In the case of a manifold of maps, a useful geometric interpretation is available: a single vector \( V X \in T X \text{Emb}(\Sigma, M) \) is a vector field along the embedding \( X : \Sigma \to M \).

**Lemma 1.66**

- \( T \text{Emb}(\Sigma, M) = \Gamma(X^*TM) = \left\{ V : \Sigma \to TM \mid \pi \circ V = X \right\} \)
- \( T \text{Emb}_{g,\text{sl}}(\Sigma, M) = \Gamma^0(X^*TM) := \left\{ V_X \in \Gamma(X^*TM) \mid V_X|_{\partial \Sigma} \in \Gamma(X^*T\partial \Sigma M) \right\} \)

**Proof.**

Let \( V_X \in T \text{Emb}(\Sigma, M) \) be given by the curve of embeddings \( \{ X_\lambda \} \) i.e. \( X_0 = X \) and \( \dot{X}_0 = V_X \). For every \( \sigma \in \Sigma \) we consider the curve \( \{ X_\lambda(\sigma) \} \) of \( M \) that defines, in turn, a tangent vector of \( M \)

\[
V_X(\sigma) := \frac{d}{d\lambda}\bigg|_{\lambda=0} X_\lambda(\sigma) \in T_{X(\sigma)}M
\]

In particular, we have that \( V_X : \Sigma \to TM \) is a vector field along the embedding \( X \) i.e. such that \( \pi \circ V_X = X \). Those vector fields are in fact sections of the pullback bundle \( X^*TM \).

Conversely, given \( s \in \Gamma(X^*TM) \) we have that \( s(\sigma) \in T_{X(\sigma)}M \) is given by a curve of \( M \), thus the vector field can be realized as a curve of embeddings. Therefore \( s \) defines a vector of \( T \text{Emb}(\Sigma, M) \).

For the second statement notice that if \( X \in \text{Emb}_{g,\text{sl}}(\Sigma, M) \) then \( X(\partial \Sigma) \subset \partial_kM \). In particular the curve \( X_\lambda(\sigma) \) for \( \sigma \in \partial \Sigma \) lies entirely at the boundary so \( v = \dot{X}_0 \in T_{X(\sigma)}\partial_kM \).
The previous lemma can be restated in terms of the commutativity of the following diagrams

![Diagram]

The condition defined by the second diagram implies

\[ g(\mathcal{V}_X, \bar{\nu}_X) = 0 \quad \text{over} \quad \partial \Sigma \]  

(1.67)

where \( \bar{\nu}_X = \tilde{V} \circ X \circ \iota_\partial \). For generic elements of \( T_X\text{Emb}_{g,a}(\Sigma, M) \) only the left diagram applies.

**Embedding-dependent objects**

We devote this section to gather some relevant embedding-dependent geometrical objects. We will use subscripts to explicitly show the dependence on the embeddings.

▶ **By restriction**

Given \( F \in C^\infty(M) \) a smooth function (like the aforementioned example of the temperature), we define for every \( X \in \text{Emb}(\Sigma, M) \) the map \( f_X := F \circ X \). The same procedure applies for more general tensor fields (like the normal vector field \( V \)). However, notice that now we do not obtain an object over \( \Sigma \), as it was the case for \( f_X \), but we end up with a tensor field along the embedding \( X : \Sigma \hookrightarrow M \). Indeed, given a vector field \( V \in \mathfrak{X}(M) \) we can define \( v_X \in \Gamma(\mathfrak{X}^\ast TM) \) by

\[ v_X := V \circ X. \]

Although \( f : \text{Emb}(\Sigma, M) \rightarrow C^\infty(\Sigma) \) is not a smooth map over the space of the embeddings, we can in fact consider \( v \) as a vector field \( v : \text{Emb}(\Sigma, M) \rightarrow T\text{Emb}(\Sigma, M) \) of the space \( \text{Emb}(\Sigma, M) \) because we have \( v_X \in \Gamma(\mathfrak{X}^\ast TM) \equiv T_X\text{Emb}(\Sigma, M) \) thanks to lemma 1.66. In fact, relying on this lemma, we can introduce more general vector fields \( \mathcal{V} \in \mathfrak{X}(\text{Emb}(\Sigma, M)) \) by defining, for every \( X \in \text{Emb}(\Sigma, M) \), \( \forall \) as a vector field along \( X \).

▶ **Vector fields**

Given a globally hyperbolic manifold let us construct \( \mathfrak{n} \in \mathfrak{X}(\text{Emb}(\Sigma, M)) \) following the idea of the previous paragraph i.e. by defining each single vector \( v_X \in T_X\text{Emb}(\Sigma, M) \) through lemma 1.66. Thus we take \( v_X := \bar{\mathfrak{n}}_X \) where \( \bar{\mathfrak{n}}_X \in \Gamma(\mathfrak{X}^\ast TM) \) is the future directed, unitary, normal vector field to \( X(\Sigma) \). Notice that \( \bar{\mathfrak{n}}_X \) is time-like as the leaf \( X(\Sigma) \) is space-like. We denote by \( \mathfrak{n}_X \in \Gamma(\mathfrak{X}^\ast T^\ast M) \) the metrically equivalent 1-form field along the embedding.

![Diagram]

Another possibility is to define a vector field \( v \in \mathfrak{X}(\text{Emb}(\Sigma, M)) \) in terms of a fixed vector field \( v \in \mathfrak{X}(\Sigma) \) via \( v_x := X_\ast v \). Notice that, in fact, it is tangent to the leaf so \( X_\ast v \in \mathfrak{X}_\Sigma(M) \). Actually, the pushforward of \( X \) plays such a relevant role that it deserves its own consideration.

▶ **Pushforward**

For every \( X \in \text{Emb}(\Sigma, M) \) we define

\[ \tau_X := X_\ast \quad \equiv \quad (\tau_X)_{a_1 \cdots a_r}^{b_1 \cdots b_r} = (X_\ast)_{a_1}^{b_1} \cdots (X_\ast)_{a_r}^{b_r} \]  

(1.68)
Notice that it mixes indices of $\Sigma$ ($a, b \ldots$) with the ones of $M$ ($\alpha, \beta \ldots$). In particular it can act over $(r, 0)$-tensor fields of $\Sigma$ as well as $(0, r)$-tensor fields of $M$. In the latter case we have that $\tau_\Sigma \gamma = X^\ast \gamma$ for $\gamma \in \Omega^k(M)$ because $(X^\ast \gamma)(v_1, \ldots, v_r) = \gamma(X_* v_1, \ldots, X_* v_r)$.

**Metric**

We can define tensor fields over $\Sigma$ by pulling back $(0, r)$-tensor fields through $\tau$. The most important one being $\tau_\gamma$ which we will denote, in order to be consistent with section II.5, as

$$\gamma : \text{Emb}_{g_{\Sigma}}(\Sigma, M) \to \text{Met}(\Sigma)$$

$$X \mapsto \gamma_X := X^\ast \gamma$$

(1.69)

$\gamma_X$ is indeed a Riemannian metric because $X(\Sigma)$ is space-like. Let us see what is the relation between $\gamma_X$ and the previously defined $\tilde{\gamma}_X$. From the definition of $\gamma_X$ and $\tilde{\gamma}_X$, and the fact that $(\Pi_X)_\ast X_* = X_*$, we have

$$\gamma_X(v, w) = \tilde{\gamma}_X(\tau_X v, \tau_X w) \equiv (\gamma_X)_{bc} = (\tilde{\gamma}_X)_{\alpha \beta} (X_* \delta^\alpha)_{bc} (X_* \delta^\beta)$$

(1.70)

analogously, using $X^\ast \Pi^* = X^\ast$, we have that the inverse of $\gamma_X$ is related to $\zeta_X$ via

$$\gamma_X^{-1}(\tau_X \omega_1, \tau_X \omega_2) = \zeta_X(\omega_1, \omega_2) \equiv \zeta_X^{\alpha \beta} = \zeta_X^{ab} (X_* \delta^a)_{bc} (X_* \delta^b)$$

(1.71)

Once we have a metric $\gamma_X$ over $\Sigma$, we have also the associated embedding-dependent LC connection $\nabla^{(X)}$ (we will usually omit the superscript) as well as the metric volume form $\text{vol}_X$.

**“Inverse” of $\tau$**

We can now lower all the $M$-indices with $g$ and raise the $\Sigma$-indices with $\gamma_X$ to obtain the pseudo-inverse of $\tau$ that we denote $e$

$$(e_X)_{\alpha_1 \cdots \alpha_r}^{b_1 \cdots b_r} = g_{\alpha_1 \gamma_1} \cdots g_{\alpha_r \gamma_r} (\tau_X)_{\gamma_1 \cdots \gamma_r}^{\alpha_1 \cdots \alpha_r} (\gamma_X)^{\gamma_1 \cdots \gamma_r} = \prod_{i=1}^r g_{\alpha_i \gamma_i} (X_* \delta^\gamma_{\alpha_i}) (X_* \delta^\alpha_{\gamma_i})$$

(1.72)

It can act over $(0, r)$-tensor fields of $\Sigma$ as well as $(r, 0)$-tensor fields of $M$. Using equations (1.70) and (1.71) and the definitions of $\tau$ and $e$, it is easy to check that they are indeed pseudoinverses

$$(\tau_X e_X)_{b_1 \cdots b_r}^{a_1 \cdots a_r} = \prod_{i=1}^r \delta_{b_i}^{c_i} \quad (e_X)_{a_1 \cdots a_r}^{c_1 \cdots c_r} (\tau_X)_{c_1 \cdots c_r}^{\beta_1 \cdots \beta_r} = \prod_{i=1}^r (\delta_{a_i}^{c_i} - \varepsilon(n_X)_{a_i} n_X \delta_{c_i})$$

(1.73)

**Decomposition**

We have seen that, given a metric $g$ and a foliation we can decompose a vector field $V \in \mathfrak{X}(M)$ as

$$V = V^+ \bar{n} + \bar{V}^\perp$$

where

$$V^+ = \varepsilon g(V, \bar{n}) \in C^\infty(M)$$

$$\bar{V}^\perp = V - V^+ \bar{n} \in \mathfrak{X}(M)$$

(1.74)
We can, of course, consider the decomposition with respect to a single embedding in the normal direction $\vec{n}_x \in \Gamma(X^*TM)$ and the tangent direction. Indeed, take $V \in \Gamma(X^*TM)$ a vector field along $X \in \text{Emb}(\Sigma, M)$, then

$$V = V_x^+ \vec{n}_x + \tau_x, \vec{n}_x^+ \quad \text{where} \quad \begin{align*}
V_x^+ &= \epsilon(g \circ X)(V, \vec{n}_x) \in \mathcal{C}^\infty(\Sigma) \\
\tau_x, \vec{n}_x^+ &= V - V_x^+ \vec{n}_x
\end{align*} \quad (1.75)$$

Notice that $\vec{n}_x^+ \in \mathcal{X}(\Sigma)$ is well defined because $V - V_x^+ \vec{n}_x \in \mathcal{X}_x^+(M)$ and $\tau_x$ is an isomorphism over its image.

---

**Curvatures**

The intrinsic curvatures (Riemann, Ricci and scalar) depend on the embedding through the metric $\gamma_x$. On the other hand, the dependence of $K_x$ on the embedding involves several geometric objects. It is given by

$$(K_x)_{ab} = -\langle \tau_x \rangle_b \nabla_a (n_x) \gamma$$

which comes from the Weingarten equation (1.52) and the identities relating $\tau$ and $e$ (1.73).

---

**Variations**

It is now natural to wonder how an embedding-dependent object $T$ changes when we vary the embedding. The obvious approach of computing derivatives like in

$$\frac{f(x + h) - f(x)}{h}, \quad f \in \mathcal{C}^\infty(M)$$

is not available because $\text{Emb}(\Sigma, M)$ is not linear in general so we can not add a “small” element analogous to $h$ to an embedding $X$. We have, nonetheless, the linear infinitesimal version of the manifold i.e. the tangent bundle $T\text{Emb}(\Sigma, M)$ which solves that problem. Indeed, it seems reasonable to consider a vector defined by a curve of embeddings $\{X_\lambda : \Sigma \hookrightarrow M\}_\lambda$ and compute the directional derivative $\partial\lambda|_0 T(X_\lambda)$. Notice however that $T$ is in general a section of some bundle over $M$ so the direct derivation is not available either because we can not substract $T(X_{\lambda+h}) - T(X_\lambda)$. Nonetheless, let us see how to make sense of the previous expression by using the covariant derivative.

The trick here is to rely on the powerful framework provided by *convenient calculus*, which considers some special infinite dimensional manifolds, called *convenient manifolds*, for which many of the powerful results available for finite dimensional manifolds are still valid. We will not get into the technical details (they can be looked up at [63]) and only mention the following result that will be essential for our purposes:

$$\mathcal{C}^\infty\left(\mathbb{R}, \mathcal{C}^\infty(M, N)\right) \longleftrightarrow \mathcal{C}^\infty(\mathbb{R} \times M, N) \quad (1.77)$$

for convenient manifolds $M$ and $N$. This expression implies, in particular, that a curve of embeddings $X : \mathbb{R} \rightarrow \text{Emb}(\Sigma, M)$ can be understood as a map $X : \mathbb{R} \times \Sigma \rightarrow M$ such that $X(t, \cdot) \in \text{Emb}(\Sigma, M)$ for every $t \in \mathbb{R}$. Following [25], if we pullback all the vector bundles over $M$ to $\mathbb{R} \times M$, where have defined a connection $\nabla$, and consider the vector field $\partial_t := (\partial_t, 0) \in \mathcal{X}(\mathbb{R} \times M)$, we can define

$$D_{(x, s_0)} T := \nabla_{s_0} \left( T(X_t) \right) \Big|_0 \quad (1.78)$$

as the directional derivative of $T$ at $X$ in the $\gamma_x \in T_x \text{Emb}(\Sigma, M)$ direction, where $X_0 = X$ and $\dot{X}_0 = \gamma_x$. Let us see the variation of the objects previously defined (see page 138 of the appendix for the proofs), starting with the ones defined by restriction $f_x := F \circ X$ and $v_x := V \circ X$

$$D_{(x, s_0)} f_x = \nabla_{s_0} F \quad D_{(x, s_0)} v_x = \nabla_{s_0} V \quad (1.79)$$
Let us make a very important remark that is a consequence of lemma 1.66: while at the LHS on the previous equations $\mathcal{Y}_x$ has to be understood as a single vector $\mathcal{Y}_x \in T_x \text{Emb}(\Sigma, M)$ that indicates a direction on the space of embeddings, on the RHS it is a vector field along the embedding $\mathcal{Y}_x \in \Gamma(X^*TM)$ that indicates the direction in $M$ in which the whole embedding moves.

It is convenient in the following to use the decomposition $\mathcal{Y}_x = Y^a_X \tilde{n}_x + \tau_x Y^\perp_X$ because $(Y^a_X, Y^\perp_X)$ keeps track of the tangential and perpendicular parts of the variation. It will be useful to define

$$(M_{\mathcal{Y}_x})^b_a := \nabla_a Y^b_X - Y^b_X (K_X)^b_a \quad (m_{\mathcal{Y}_x})^b_a := (K_X)_{ab} Y^b_X + \varepsilon (dY^a_X)_a$$

where we denote $Y^a_X = (Y^\perp_X)^a$ to simplify the notation as no confusion is possible. In fact, for simplicity, we will often omit the $X$ subscript.

Now we write down the variations of the objects that depend directly on the embedding

- $(D_{(X, Y_X)} n)^a = -e^a_b (m_{\mathcal{Y}_x})_b$
- $(D_{(X, Y_X)} n)^a = -\tau^a_b (m_{\mathcal{Y}_x})^b$
- $(D_{(X, Y_X)} e)^b_a = \varepsilon n^a (m_{\mathcal{Y}_x})_b - e^a_b (M_{\mathcal{Y}_x})^b_a$
- $(D_{(X, Y_X)} \tau)^a_b = \varepsilon n^a (m_{\mathcal{Y}_x})_b + \tau^a_c (M_{\mathcal{Y}_x})^c_a$ $(1.81)$

where the Latin abstract indices are raised and lowered with the metric $\gamma_X$. Notice that if we take $Y^a_X = 0$ the variation is taken in a direction such that the shape $X(\Sigma)$ remains unchanged. In fact all the information is coded into the diffeomorphism of $\Sigma$ given by the flow of $\tilde{Y}^\perp_X \in X(\Sigma)$, which suggests that the variations are related to the Lie derivatives $[25, 4.2]$. For instance we see that $D_{(X, Y_X)} \gamma = L_{\tilde{Y}^\perp_X} \gamma$ while the variation of $\tilde{n}_X$ leads to the definition of the Weingarten map.

Finally, we list the variations of the objects that depend directly on the metric in terms of the variation of the metric itself. Why would we do so? There are several reasons, first notice that if the metric $\gamma$ is the pullback metric $X^*\gamma$, then all the following objects depend on the embedding. Applying the previous equation leads to formulas with explicit dependence on the embeddings. However, in GR the metric is a variable itself instead of the embeddings (as we will see in chapter 7). Thus we will also be interested in the variations with respect to the metric.

- $(D\gamma^{-1})^{dc} = -(D\gamma)^{dc}$
- $D_\Sigma(\star_\gamma) k = \left([D\gamma]_{n-k} - \frac{\text{Tr}(D\gamma)}{2} \text{Id}\right) (\star_\gamma)_k$
- $D_{\text{vol}} = \frac{\text{Tr}(D\gamma)}{2} \text{vol}_\gamma$
- $(D\nabla)^e_{ab} = \frac{\gamma^{ed}}{2} \left(\nabla_a (D\gamma)_{db} + \nabla_b (D\gamma)_{ad} - \nabla_d (D\gamma)_{ab}\right)$ $(1.82)$

where $[D\gamma]_r$ is defined on equation (A.134) and $D$ might stand for the previously defined $D_{(X, Y_X)}$ or $D_{(\gamma, Y_\gamma)}$, that is the usual derivative of the space of metrics (which has a linear structure).

**The extrinsic curvature revisited**

Consider $(M = \mathbb{R} \times \Sigma, g)$ a globally hyperbolic space-time with some fixed foliation defined by $Z \in \text{Diff}(M)$. Then we have that, thanks to (1.77), $Z$ can be considered as a curve of embeddings
{Z_t : \{t\} \times \Sigma \to M \}}. Notice that, in particular, we can define for every \(t\) all the previous objects associated with the inclusion \(j_t : \Sigma_t \coloneqq Z_t(\Sigma) \subset M \to M\) that we denote \(\tau_t, \epsilon_t, \gamma_t\) and so on. We can now state a result that will be very useful when dealing with General Relativity.

\[
2K_t = -j_t^*(\mathcal{L}_\pi g)
\]  

(1.83)

The proof is straightforward but we have to be careful about where the objects live (which indices correspond to them)

\[
(j_t^*\mathcal{L}_\pi g)_{\alpha\beta} = (\mathcal{L}_\pi g)_{\alpha\beta} - (\gamma_t^\alpha(\tau_t^\beta n_{\alpha}) + (\tau_t^\alpha n_{\beta}) = (1.51)
\]

\[
= (\tau_t^\alpha n_{\beta} + (\tau_t^\alpha n_{\beta}) n_{\alpha} = (1.76)
\]

\[
= -(K_t)^{\beta\alpha} - (K_t)^{\beta\alpha} = -(K_t)^{\alpha\beta}
\]

### Hypersurface deformation algebra

With the machinery developed so far, we can now obtain the **hypersurface deformation algebra** \([43, 64]\). First remember that given a vector field \(V \in \mathfrak{X}(\operatorname{Emb}(\Sigma, M))\), the single vector \(V_x \in T_x \operatorname{Emb}_{\mathfrak{g}, \mathfrak{sl}}(\Sigma, M)\) can be considered as a vector field along the embedding \(X\). According to equation (1.75) we have \(V_x = V^\perp_x + \tau_x \bar{w}^x\). Such decomposition can be made over the space of embeddings by simply writing

\[
V = V^\perp + \tau \bar{w}^\perp \in \mathfrak{X}(\operatorname{Emb}(\Sigma, M))
\]

This result is very important because it translates a decomposition over \(M\) into a decomposition over the space of embeddings \(\operatorname{Emb}(\Sigma, M)\). Note however that, although both addends are vector fields on the space of embeddings, \(V^\perp : \operatorname{Emb}(\Sigma, M) \to C^\infty(\Sigma)\) is not an element of \(C^\infty(\operatorname{Emb}(\Sigma, M))\) i.e. it is not a scalar in the space of embeddings. Analogously, \(\bar{w}^\perp : \operatorname{Emb}(\Sigma, M) \to \mathfrak{X}(\Sigma)\) cannot be considered simply as a vector field over \(\operatorname{Emb}(\Sigma, M)\).

We now define, for \(V, W \in \mathfrak{X}(\operatorname{Emb}(\Sigma, M))\), the Lie bracket

\[
[V, W] := D(W - D_{\partial_x} V) \in \mathfrak{X}(\operatorname{Emb}(\Sigma, M)) \equiv [V, W]_x := D(\partial_{x, \partial_{x}}) W_x - D(\partial_{x, \partial_{x}}) V_x
\]

which is equivalent to consider \(D\) as a torsion-free covariant derivative over \(\operatorname{Emb}(\Sigma, M)\). In lemma A.137, using equations (1.81) and the decomposition for \(V\) and \(W\), we obtain

\[
[V, W] = \left(D(V^\perp - D_{\partial_x} V^\perp + dV^\perp (\bar{w}^\perp) - dW^\perp (\bar{w}^\perp)) + \tau \left(D_{\bar{w}^\perp} - D_{\partial_x} \bar{w}^\perp + \epsilon (V^\perp \nabla^\perp W^\perp - W^\perp \nabla^\perp V^\perp) - [\bar{w}^\perp, \bar{w}^\perp]\right)
\]

(1.84)

which is the hypersurface deformation algebra. Notice that in the previous expression, somehow surprisingly, the pullback metric \(\gamma_x\) is involved even though it is not a tensor field on the space of embeddings.

### 11.7 Symplectic geometry

**Introduction**

We have seen that a metric is a non-degenerate symmetric \((0, 2)\)-tensor field on \(M\). Now let us consider its antisymmetric counterpart which gives rise to symplectic geometry, an essential ingredient in many branches of science \([52]\) and of particular importance in Hamiltonian mechanics. A distinctive feature of symplectic geometry is the central role played by areas instead of lengths and angles as in Riemannian geometry.
II. Differential geometry

Definitions

1.85 A presymplectic manifold \((M, \Omega)\) is a manifold \(M\) equipped with a 2-form \(\Omega\) which is closed \(d\Omega = 0\) and of constant rank called a presymplectic form.

1.86 If \(\Omega\) is closed \(d\Omega = 0\) and non-degenerate, we say that \((M, \Omega)\) is a symplectic manifold and \(\Omega\) is a symplectic form.

1.87 A diffeomorphism \(F : (M, \Omega_M) \rightarrow (N, \Omega_N)\) is a symplectomorphism if \(F^* \Omega_N = \Omega_M\).

The closedness of \(\Omega\) can be naively considered to be similar to the requirement \(d\nabla g = 0\) because in abstract index notation they can be stated as

\[
\nabla_{[a} \Omega_{bc]} = 0_{abc} \quad \nabla^a \Omega_{bc} = 0_{abc}
\]

However their origin is very different: in the first one the metric is required to be compatible with the additional structure given by the connection \(\nabla\), while \(d\) is canonically defined over forms by the differential structure of the manifold \((d\) is prior to the definition of \(\nabla\)). Actually, \(d\Omega\) is an obstruction for the manifold to be symplectic in the same manner as \(\text{Riem}\) is an obstruction for \((M, g)\) to be flat. We will see on the next section why it is convenient to restrict ourselves to the “flat symplectic” manifolds.

The non-degeneracy of \(\Omega\), on the other hand, is analogous to the non-degeneracy of \(g\) for finite dimensional manifolds. In particular we have the musical isomorphisms (formally analogous to the ones we had before) that allows us to raise and lower indices

\[
\mathfrak{X}(M) \xleftarrow{\lambda_\Omega} \Omega^1(M)
\]

For infinite dimensional manifold the non-degeneracy condition is more subtle as it only implies that \(\lambda_\Omega\) is injective. In that case we say that \(\Omega\) is weakly symplectic. If, moreover, \(\lambda_\Omega\) is an isomorphism, we can define its inverse \(\lambda^{\Omega}\) and in that case we say that \(\Omega\) is strongly symplectic.

Algebra of observables

In classical mechanics it is relatively straightforward to get information from a system. We can ask questions such as where is the center of mass of a particle system or what is its average speed. Given a state space \(M\), the appropriate way to ask for the center of mass is given by the function that for a specific state \(p \in M\) of the system gives the weighted mean of the positions of all the particles, while the total momentum of the system is given by the sum of the momenta of the individual particles. Such functions are called observables of the theory, therefore an observable is any smooth function \(f : M \rightarrow \mathbb{R}\) taking a state and returning a number. Given two classical observables \(f, g \in \mathcal{C}^\infty(M)\) we have that, as \((\mathcal{C}^\infty(M), +, \cdot)\) is a ring. Thus we can construct more observables by addition \(f + g\) or by multiplication \(f \cdot g\). There is, however, yet another way to combine functions which plays an important role within the Hamiltonian form of the dynamics of the system called the Poisson bracket.

If \(\lambda_\Omega\) exists, we can define the Poisson bracket \(\{ , \} : \mathcal{C}^\infty(M) \times \mathcal{C}^\infty(M) \rightarrow \mathcal{C}^\infty(M)\) as

\[
\{f, g\} = \Omega\left(z_a(df), z_a(dg)\right) = \Omega^{ab}(df)_a(dg)_b
\]

The Poisson bracket is somehow more “fundamental” than the symplectic structure in the sense that from the latter we can define the former but it does not work the other way around\(^3\). It

\(^3\)In this direction we have, nonetheless, an important results: a Poisson manifold \(M\), which is a manifold such that its algebra \(\mathcal{C}^\infty(M)\) is endowed with a Lie bracket satisfying the Leibniz rule, can be naturally partitioned into regularly immersed symplectic manifolds (not necessarily of the same dimension), called symplectic leaves.
is important to mention that in the presymplectic case we can only define an analog to the Poisson bracket, known as the bracket of admissible functions, over the functions $f$ such that $df \in \text{Im} \, \flat_\Omega$. This is strongly related to the Dirac structures [37,38] and the Dirac bracket [42].

It is well known that $(\mathcal{C}^\infty(M), \cdot, \{ \cdot, \cdot \})$ forms a Poisson algebra i.e. it is an associative algebra with respect to the multiplication, a Lie algebra with respect to $\{ \cdot, \cdot \}$ and the Poisson bracket obeys the Leibniz rule $\{ f, g \cdot h \} = \{ f, g \} \cdot h + g \cdot \{ g, h \}$.

### Dynamics

Symplectic geometry turns out to be a nice setting to define classical dynamics in a way that suggests how to arrive at its quantum counterpart. Let us begin by introducing a couple of definitions.

**Definition 1.88**

Given some $H \in \mathcal{C}^\infty(M)$ we define the **Hamilton’s equation**

$$\iota_{X_H} \Omega = dH \equiv \flat_\Omega X_H = dH \quad (1.89)$$

The solution $X_H$ is known as the **Hamiltonian vector field** of $H$.

If $\Omega$ is symplectic then $X_H = \sharp_\Omega (dH)$ or, equivalently $(X_H)^a = \Omega^{ab} (dH)_b$, is a solution to the Hamilton’s equation. If, on the other hand, $\Omega$ is just presymplectic the solution is not unique or does not exist. The former case is easy to handle because the degeneracy of the solution comes from the non-injectivity of $\flat_\Omega$. Indeed, notice that we can add to a solution of (1.89) an element of $\text{ker} \, \Omega = \bigoplus Y \in \mathfrak{X}(M) / \iota_Y \Omega = \flat_\Omega Y = 0$.

The latter case, where a solution might not exist, is much more interesting and implies that $dH$ is not in the range of $\flat_\Omega$ (in particular it is not surjective). In order to solve the Hamilton’s equation we have to modify the equation (1.89), the space $M$ where we want to solve it or both. In section IV we will introduce a method to deal with this problem.

### Physical motivation

The mathematical motivation to study symplectic geometry is clear. Nonetheless, it is worth to take a brief detour to state also the physical motivation which, roughly speaking, is to introduce the Hamiltonian formalism. The interest in doing so is because it seems to be a prerequisite to perform the quantization of a theory. Besides, there are some problems whose solutions are easier to obtain in the Hamiltonian formulation, specially the celestial body problems [5].

Given some energy function $H \in \mathcal{C}^\infty(M)$, called Hamiltonian, we want to obtain the flow that the systems follows when some initial conditions are given or, equivalently, we want the Hamiltonian vector field $X_H \in \mathfrak{X}(M)$ associated to the flow. It is natural to require that such vector field depends linearly —because Newton’s laws are linear— on $dH \in \Omega^1(M)$, which encodes local changes of the energy. In particular we could look for the directions for which the energy does not change.

From the previous paragraph it is clear that we need a map $\Omega^1(M) \to \mathfrak{X}(M)$ that for every $dH$ gives a solution $X_H$. In principle any $\Omega \in \mathcal{T}^{2,0}(M)$ will do but we want to take into account some physical considerations.

- **Existence and uniqueness of solutions.** This means that $\Omega$ has to be non-degenerate. In that case we can equivalently consider, as it is more customary, $\Omega \in \mathcal{T}^{0,2}(M)$. We have then $\Omega : \mathfrak{X}(M) \to \Omega^1(M)$ such that $\Omega(X_H, \cdot) = dH(\cdot).$
• Conservation of energy. \( H \in \mathcal{C}^\infty(M) \) has to be constant along the flow of \( X_H \).

\[
0 = X_H(H) = dH(X_H) = \Omega(X_H, X_H)
\]

Although not every vector field is Hamiltonian, every vector at \( T_pM \) belongs to a Hamiltonian vector field (because \( \Omega \) is non-degenerate). Therefore, the previous equation forces \( \Omega \) to be alternate i.e. a 2-form field. Notice that this is one of the advantages to work with an element of \( \mathfrak{X}^{0,2}(M) \) instead of with an element of \( \mathfrak{X}^{2,0}(M) \).

• The physics is “time independent”. In an isolated system, given \( H \in \mathcal{C}^\infty(M) \) we require that the 2-form \( \Omega \) is preserved by the flow of \( X_H \)

\[
0 = \mathcal{L}_{X_H} \Omega = \left( d\theta_H + i_{X_H} d\right) \Omega = \left( d(dH) + i_{X_H} d\right) \Omega
\]

Thus it seems convenient to take \( d\Omega = 0 \) so that any Hamiltonian vector field \( X_H \) preserves the symplectic form (analogously to a Killing vector field).

### Canonical symplectic form on \( T^*Q \)

It is well known that there are several obstructions for a manifold \( M \) to have a symplectic structure. However, there are some important examples where we can define a canonical symplectic structure. The best known is the symplectic form \( \Omega : \mathfrak{X}(T^*Q) \times \mathfrak{X}(T^*Q) \to \mathcal{C}^\infty(T^*Q) \) over the cotangent bundle \( M = T^*Q \) of a manifold \( Q \).

We start by taking a patch \( U \subset Q \) small enough such that the tangent and cotangent bundle trivialize \( TU = U \times F \) and \( T^*U = U \times F^* \), where \( F \) is the typical fiber of \( TQ \) (thus \( F^* \) is the typical fiber of \( T^*Q \)). As the fiber is a vector space, we have of course that \( T^*F = F \times F^* \). Thus, locally, \( TT^*Q \) is given by

\[
T(T^*U) = T(U \times F^*) = TU \times TF^* = (U \times F^*) \times (F \times F^*)
\]

where we have gathered in the first parenthesis the base point and in the second the fiber. But now we have that the fiber is formed by both \( F \) and \( F^* \), so a typical vector of \( T_{(q,p)}(T^*Q) \) will be of the form \((X_q, X_p) \in F \times F^* \). Thus we can define

\[
\Omega_{(q,p)}(\langle X_q, X_p \rangle, \langle Y_q, Y_p \rangle) = Y_p(X_q) - X_p(Y_q) \tag{1.90}
\]

where we have used the bold font to denote the elements of the dual \( F^* \). We can see that \( \Omega \) is clearly non-degenerate: if this expression is zero for every \( Y = (Y_q, Y_p) \in \mathfrak{X}(T^*Q) \), it is also zero for every \( Y = (Y_q, 0) \) which leads immediately to \( X_p = 0 \). Now having that \( Y_p(X_q) = 0 \) for every \( Y_p \) implies that \( X_q = 0 \) by lemma \( \text{A.6} \).

The closedness follows from the fact that \( \Omega = d\theta \) where \( \theta \in \Omega^1(T^*Q) \) is the tautological 1-form of \( T^*Q \) [51]. To define it consider \( \pi : T^*Q \to Q \) the canonical projection, \( \alpha \in T^*Q \) and \( W \in \mathfrak{X}(T^*Q) \). In particular notice that \( W_\alpha \in T_\alpha(T^*Q) \). Then we define

\[
\theta_\alpha(W_\alpha) := -\alpha(\pi_* W_\alpha)
\]
Canonical symplectic form over the space of solutions

There is yet another important example where a canonical symplectic form is available, namely the space of solutions of a covariant theory \([39,40]\). Let \((M, g)\) be an orientable and time oriented globally hyperbolic space-time and consider the space of solutions to the Klein-Gordon equation \(S = \{\varphi : M \to \mathbb{R} / \Box \varphi = 0\}\). Given \(\varphi_1, \varphi_2 \in S\), we define the symplectic form

\[
\Omega(\varphi_1, \varphi_2) = \int_\Sigma \text{vol}_\gamma \left[ \varphi_2 \mathcal{L}_{\vec{n}} \varphi_1 - \varphi_1 \mathcal{L}_{\vec{n}} \varphi_2 \right] \cdot X
\]

The previous expression does not depend on the embedding \(X \in \text{Emb}^g_{\text{geo}}(\Sigma, M)\) thanks to lemma \(A.139\) and is trivially closed (\(S\) is a vector space and \(\Omega\) does not depend on the base point, only on the vectors). The non-degeneracy is a bit complicated to obtain from the previous expression, but it is trivial if we rewrite \(\Omega\) in terms of the Cauchy data (equivalent to the space of solutions)

\[
\Omega \left( \left( q_1, p_1 \right), \left( q_2, p_2 \right) \right) = \int_\Sigma \left( q_2 p_1 - q_1 p_2 \right) \text{vol}_\gamma
\]

## III Classical mechanics

Once we have established the basic mathematical grounds, putting emphasis on the geometric language, let us now use them to underline the importance of geometry in physics. We will briefly introduce the Newtonian mechanics as a necessary step towards Lagrangian mechanics, which is naturally defined over the tangent space. In order to take advantage of the canonical symplectic structure of the cotangent bundle, we need a map that links both spaces, namely the fiber derivative. This map allows us, in particular, to introduce the Hamiltonian framework, of central importance in the following chapters.

### III.1 Newtonian framework

The Newton equation for a particle \(m\) subject to a force \(\vec{F}\) says

\[
\vec{F}(\vec{x}) = m \frac{d^2 \vec{x}}{dt^2}
\]

The solutions to this system of ODE can be geometrically interpreted as the integral curves \(\gamma : I \to T\mathbb{R}^3\) of the vector field

\[
X(\vec{x}, \vec{v}) = \sum_{i=1}^{3} \left( v^i \frac{\partial}{\partial x^i} + \frac{F^i}{m} \frac{\partial}{\partial v^i} \right)
\]

### III.2 Lagrangian framework

The Lagrangian formulation allows us to deal with a lot of mechanical systems without knowing all the forces involved, in particular constraint forces that produce no work. Let us consider the manifold \(Q\), representing the positions of our system and known as the configuration space, and define the phase space of velocities \(TQ\) which is formed by all available positions and velocities. A Lagrangian is a smooth map \(L : TQ \to \mathbb{R}\). It allows us also to define the action of our theory

\[
S : \mathcal{P} \to \mathbb{R} / S(\gamma) = \int_{t_0}^{t_1} L(\gamma(t), \dot{\gamma}(t)) dt
\]

where \(\mathcal{P}\) is the space of smooth curves \(\gamma : [t_0, t_1] \to Q\) with fixed end points \(\gamma(t_i) = Q_i\).
Let us look for the stationary points of $S$. To that end consider a curve $\gamma$, over the space of curves $P$ such that $\gamma_0 = \gamma$ and $\delta\gamma = \partial_t\gamma |_{t=0} \in T_0 P$ (notice in particular that $\delta\gamma(t_j) = 0$), then

$$0 = d_3 S(\delta\gamma) = \frac{d}{dt} \bigg|_{t=0} S(\gamma) = \int_{t_0}^{t_1} \frac{d}{dt} \bigg|_{t=0} L(\gamma(t), \dot{\gamma}(t)) dt =$$

$$= \int_{t_0}^{t_1} \left[ D_1 L \left( \gamma(t), \dot{\gamma}(t) \right) \cdot \delta\gamma + D_2 L \left( \gamma(t), \dot{\gamma}(t) \right) \cdot \delta\gamma \right] dt =$$

$$= \int_{t_0}^{t_1} dt \left[ D_1 L \left( \gamma(t), \dot{\gamma}(t) \right) - \frac{d}{dt} D_2 L \left( \gamma(t), \dot{\gamma}(t) \right) \right] \cdot \delta\gamma$$

We obtain then that $\gamma$ is a stationary point of $S$, $d_3 S = 0$, if and only if the curve $\gamma \in P$ satisfies the Euler-Lagrange equations

$$\frac{d}{dt} \left( D_2 L(\gamma, \dot{\gamma}) \right) = D_1 L(\gamma, \dot{\gamma}) \cdot \dot{\gamma} + D_2 L(\gamma, \dot{\gamma}) \cdot \ddot{\gamma} = D_1 L(\gamma, \dot{\gamma}) \cdot \ddot{\gamma} \quad (1.92)$$

It is very important to keep in mind that the central object is the set of equations of motion and not the Lagrangian itself (which is just a means to get some equations that might or not be of physical relevance). If fact, we can define different Lagrangians that give rise to the same equations.

Finally, notice that we can recover the Newtonian framework for conservative forces by taking $L(q,v) = \frac{1}{2}mv^2 - V(q)$. Then the EL equation reads

$$m\ddot{q} = -V'(q) =: F(q)$$

**Fiber derivative**

The fiber derivative links the tangent bundle to the cotangent bundle (also known as the phase space of the theory) in a way adapted to the physics of the system at hand. It is the strong bundle map $FL : TQ \to T^*Q$, meaning that $FL(q,v) : T_q Q \to \mathbb{R}$, which is given by

$$FL(q,v)(q,w) = \frac{d}{dt} \bigg|_{t=0} L(q,v + \tau w) = D_2 L(q,v) \cdot w \quad (1.93)$$

where the last equality is valid on a chart $T^*U = U \times F^*$ for some small $U \subset Q$. Notice that in general this map is not surjective nor injective. The image $FL(TQ) \subset T^*Q$ is called the primary constraint submanifold. The image of the fiber derivative is usually called the momenta of the system

$$(q,p) := FL(q,v) = (q,D_2 L(q,v)) \in T^*_q Q \equiv p = D_2 L(q,v) \in T^*_q Q$$

We use the bold font to emphasize that the momenta are elements of the dual. In the finite dimensional case the cotangent and tangent spaces can be identified and so, as expected, $p = \frac{dL}{dv}$.

**Non-canonical symplectic form on $TQ$**

Given a Lagrangian $L : TQ \to \mathbb{R}$, we can pullback the canonical symplectic form $\Omega$ of $T^*Q$ to $TQ$ to obtain a (pre)symplectic form $\Omega_e = FL^*\Omega$. Its degeneracy will depend on the regularity of $FL$.

To obtain the explicit expression we use that the pushforward of a vector $(Y_q, Y_v)$ over $TQ$ is

$$FL_e (Y_q, Y_v) = \frac{d}{dt} \bigg|_{t=0} FL(q_{\tau}, v_{\tau}) = \frac{d}{dt} \bigg|_{t=0} \left( q_{\tau}, D_2(q_{\tau}, v_{\tau}) \cdot \right) =$$

$$= \left( Y_q, D_1 \left( D_2 L(q,v) \cdot \right) Y_q + D_2 \left( D_2 L(q,v) \cdot \right) Y_v \right) \quad (1.94)$$
Therefore
\[
\Omega_L((X_q, X_v), (Y_q, Y_v)) = \Omega(FL_*(X_q, X_v), FL_*(Y_q, Y_v)) \equiv (1.96)
\]
\[
= D_1(D_2L(q, v) \cdot X_q) \cdot Y_q + D_2(D_2L(q, v) \cdot X_q) \cdot Y_v - D_1(D_2L(q, v) \cdot Y_q) \cdot X_q - D_2(D_2L(q, v) \cdot Y_q) \cdot X_v
\]

(1.95)

We say that \( L \) is hyperregular if \( FL \) is a diffeomorphism. In that case, \( \Omega_L \) is strongly symplectic. If \( \Omega_L \) is just weakly symplectic (equivalently \( D_2D_2L \) is weakly symplectic), we say that \( L \) is regular.

This implies that \( FL \) is a local diffeomorphism if and only if \( L \) is regular. Finally, \( L \) is said to be almost-regular if \( FL \) is a submersion onto its image and the fibers \( FL^{-1}(FL(v)) \subset TQ \) are connected submanifolds. We refer the reader to [51,77] for further details.

**Dynamics over \( TQ \) - Symplectic-Lagrangian formalism**

We now define the energy \( E : TQ \rightarrow \mathbb{R} \) given by \( E(q, v) = FL(q, v)(q, v) - L(q, v) \). Notice that for finite dimensional systems \( E = pv - L \).

The dynamics of the system is given by the flow of the vector field \( X_\varepsilon \in \mathfrak{X}(TQ) \) solving

\[
t_{X_\varepsilon} \Omega_\varepsilon = dE \equiv (X_\varepsilon)^a(\Omega_\varepsilon)_{ab} = (dE)_b
\]

(1.96)

If \( \Omega_\varepsilon \) is strongly symplectic, then \( X_\varepsilon = \varepsilon \Omega_\varepsilon(dE) \), or equivalently \( (X_\varepsilon)^a = \Omega_\varepsilon^{ab}(dE)_b \), is a solution.

Let us see the relation between the previous equation and the EL equations. First we have

\[
dE(Y_q, Y_v) = \left. \frac{d}{dr} \right|_{r=0} E(q_r, v_r) \equiv \left. \frac{d}{dr} \right|_{r=0} \left[ D_2L(q_r, v_r) \cdot v_r - L(q_r, v_r) \right] =
\]

\[
= D_1(D_2L(q, v) \cdot v) \cdot Y_q + D_2(D_2L(q, v) \cdot v) \cdot Y_v - D_1L(q, v) \cdot Y_q
\]

Now imposing it to be equal to \( \Omega_\varepsilon(X, Y) \), given by equation (1.95), for every \( Y \) we have

\[
D_2(D_2L(q, v) \cdot (X_q - v)) \cdot Y_q = 0
\]

\[
D_1(D_2L(q, v) \cdot Y_q) \cdot X_q + D_2(D_2L(q, v) \cdot Y_q) \cdot X_v - D_1L(q, v) \cdot Y_q = D_1(D_2L(q, v) \cdot (X_q - v)) \cdot Y_q
\]

We see then that any solution to the EL equations (1.92) is also a solution to the symplectic-Lagrangian equation (1.96) if we impose the second order condition \( X_q = v \). The converse is not necessarily true if \( \Omega_\varepsilon \) is just presymplectic.

Notice that we can rewrite the symplectic-Lagrangian equation over \( T^*Q \) in terms of \( \Omega \)

\[
dE = t_{X_\varepsilon} \Omega_\varepsilon = t_{X_\varepsilon} FL^* \Omega \equiv FL^* (t_{X_\varepsilon} X_\varepsilon \Omega)
\]

so if there exists some \( H \) such that \( E = FL^*H = H \ast FL \) we would recover, denoting \( X_H = FL_\ast X_\varepsilon \), the Hamilton's equation

\[
FL^* \left( t_{X_H} \Omega - dH \right) = 0 \equiv \Omega(X_H, FL_\ast Y) - dH(FL_\ast Y) = 0 \text{ for every } Y \in \mathfrak{X}(TQ)
\]

which leads us to the Hamiltonian framework only over \( FL(TQ) \).
III. Classical mechanics

III.3 Hamiltonian framework

We define the Hamiltonian as a map $H: FL(TQ) \subset T^*Q \to \mathbb{R}$ such that $H \circ FL = E$. Now we might wonder if this is a good definition in the sense that it could be non-unique or not well defined. For instance we might have $v_1 \neq v_2$ such that $FL(q, v_1) = FL(q, v_2)$ but $E(q, v_1) \neq E(q, v_2)$. If $L$ is almost-regular, then it can be proved [51] that the energy is constant along the fibers and, therefore, we can project it to obtain a Hamiltonian $H$. We will assume from now on that $L$ is almost-regular, nonetheless keep in mind that in the following chapters we will be working with concrete examples where the Hamiltonian $H$ will be built explicitly.

Let us consider now the (pre)symplectic manifold $(FL(TQ), \omega = i^*\Omega)$ where $i: FL(TQ) \hookrightarrow T^*Q$ is the natural inclusion. The Hamilton’s equation (1.89), that as we mentioned before prescribes the dynamics, then reads

$$i_{X_H} \omega = dH \quad \equiv \quad \flat_X H = dH$$

First notice that if $FL$ is an immersion and $X_E$ satisfies the symplectic-Lagrangian equation (1.96), then $X_H := FL_* X_E$ satisfies the Hamilton’s equation. To prove this we are going to show that $\omega(X_H, Y) = dH(Y)$ for every $Y \in \mathfrak{X}(FL(TQ))$. First notice that $i_* Y = FL_* \tilde{Y}$ for some vector field $\tilde{Y} \in \mathfrak{X}(TQ)$ because $FL$ is a submersion.

$$\omega(X_H, Y) = \Omega(i_* X_H, i_* Y) = \Omega(FL_* X_E, FL_* \tilde{Y}) =$$

$$= \Omega_L(X_E, \tilde{Y}) \overset{(1.96)}{=} dE(\tilde{Y}) = FL^* dH(\tilde{Y}) =$$

$$= dH(FL_* \tilde{Y}) = dH(Y)$$

where in the $\star$ we have used that, essentially, $X_H$ and $i_* X_H$ are the same (it just changes the ambient space).

Conversely, consider $X_E$ a solution to the Hamilton’s equations, we already know that there exists some $X_H$ such that $FL_* X_E = X_H$. Let us see that $X_E$ is then a solution to the symplectic-Lagrangian equation.

$$\Omega_L(X_E, \tilde{Y}) - dE(\tilde{Y}) = \Omega(FL_* X_E, FL_* \tilde{Y}) - dFL^* dH(\tilde{Y}) =$$

$$= \Omega(i_* X_H, i_* Y) - FL^* dH(\tilde{Y}) =$$

$$= \omega(X_H, Y) - dH(Y) = 0$$

Notice that, of course, $X_E$ might not be unique. In fact, any vector field $X_E + Y$ where $Y \in \ker FL_*$ gives raise to the same $X_H$. This is related with the fact that the gauge freedom of in the Lagrangian setting might be larger than the one of the Hamiltonian framework.

Here we present a diagram summarizing the link among the objects presented in this section III. The dashed lines indicate that some hypothesis are required.
IV  GNH algorithm

We have seen that we can cast our problem in the Lagrangian or Hamiltonian setting; now we want to solve it in order to obtain the vector field and the submanifold where it is defined. The first approach to consistently solve this kind of systems, specially in the presence of constraints (when $FL$ is not surjective), is due to Dirac [42] circa 1950.

IV.1 Dirac’s algorithm in a nutshell

Dirac’s algorithm allows us to deal with many constrained Hamiltonian systems. Very briefly, it consists of the following steps

- Given a Lagrangian of the theory $L : TQ \rightarrow \mathbb{R}$, define the canonical momenta $p_k = \frac{\partial L}{\partial v_k}(q,v)$.
- Invert, if possible, the previous relations to obtain $v_k = v_k(q,p)$.
- If this can be done, the Hamiltonian and Lagrangian formulations are completely equivalent. Otherwise some (primary) constraints relating positions and momenta appear $\phi_m(q,p) = 0$.
- Define the total Hamiltonian on the cotangent space $H_T = \sum v_k p_k - L + \sum \lambda_m \phi_m$, with $\lambda_m$ to be fixed. It determines (maybe non-uniquely) the dynamics $\dot{g} = \{g, H_T\}$. In particular
  \[ \dot{q}_k = \frac{\partial H_T}{\partial p_k}, \quad \dot{p}_k = -\frac{\partial H_T}{\partial q_k} \]  
  (1.97)

- The constraints have to be preserved in time $0 = \dot{\phi}_m = \{\phi_m, H_T\}$. New (secondary) constraints may appear.
- By iterating the previous step with all new constraints, some $\lambda_m$ might be fixed. This iteration could lead to infinitely many steps, or end up with an inconsistency or a tautology.

The final output of the algorithm is the total Hamiltonian and the constraints. Despite the success of this algorithm in many typical examples, it is difficult to apply it in some circumstances, for instance when dealing with field theories over manifolds with boundaries. In such cases, it is helpful to use other approaches that rely on a geometric description of the Hamiltonian dynamics. One such method uses the so-called GNH algorithm.

IV.2 The GNH algorithm in a nutshell

The GNH algorithm, developed by Gotay, Nester and Hinds [51, 53, 54], is a generalization of Dirac’s algorithm that relies on global geometrical methods. It can be used both for mechanical systems with a finite number of degrees of freedom and for field systems with infinitely many. In the latter case, one should pay special attention to functional analysis issues, specially in the presence of boundaries. The GNH method can be sketched as follows

- Let $L : TQ \rightarrow \mathbb{R}$ be a Lagrangian and define the canonical momenta $p = FL(q,v)$ where $FL : TQ \rightarrow T^*Q$ is the fiber derivative.
- The energy $E : TQ \rightarrow \mathbb{R}$ is defined by $E(q,v) = FL(q,v)(q,v) - L(q,v)$.
- The Hamiltonian $H : FL(TQ) \subset T^*Q \rightarrow \mathbb{R}$, defined only over $FL(TQ) \hookrightarrow T^*Q$, is given by the equation $H \circ FL = E$. If $FL$ is invertible, then $H$ carries the same information as $L$.
- $(T^*Q, \Omega)$ is canonically a symplectic manifold while $(FL(TQ), \omega = i^*\Omega)$ is, in general, a presymplectic manifold.
- Wherever it makes sense, solve $\iota_X \omega = dH$ for $X$. 


• $X$ is defined over $M_1 \subset FL(TQ)$ but it is not necessarily tangent to it. Take $M_2$ such that $X|_{M_2}$ is tangent to $M_1$. $X|_{M_2}$ is defined over $M_2$ but, in general, will not be tangent to it so we must iterate this process.

• If finitely many steps are required to get tangency, then the last manifold is known as the final constraint manifold, and $X$ restricted to it defines the Hamiltonian dynamics of the system. Otherwise, there might be infinitely many conditions or an inconsistency.

The advantages of this procedure become clear even for finite dimensional problems because of its neat geometric interpretation. Besides, it can be applied to a wider range of problems. Indeed, notice that Dirac’s algorithm requires the primary constraint space to be a submanifold of some symplectic manifold in order to have a Poisson bracket. Meanwhile, the GNH algorithm could be initiated at the fifth step with some (pre)symplectic structure $\omega$ that is not necessarily the pullback of $\Omega$. Furthermore, the last step can be relaxed to require only tangency to the closure $\overline{M_i}$ of $M_i$, which can help the algorithm to stop as we will see in section IX of chapter 2.

We will use extensively the GNH algorithm to solve the Hamiltonian equation in the following chapters. We refer the reader also to [22] to see some more detailed applications of the algorithm.

V Quantum mechanics

The history of quantum mechanics is fascinating and involves some of the best physicists along the years like Boltzmann, Planck, Einstein, Bohr, de Broglie, Born, Dirac, Heisenberg, Pauli, or Schrödinger. They struggled for decades to understand some experiments and observations that could not be explained by classical physics. The most important ones involved the behavior of black bodies, the photoelectric effect, and the stability of atoms. The final explanation of them, an many other important phenomena, was provided by quantum mechanics.

It is now widely believed that the world behaves in a quantum manner and that the classical description refers to some type of “effective” or “average” behavior. The transit between classical and quantum descriptions of physical systems is not an easy one. On one hand it is difficult to derive all the features of the classical world that we see from “microscopic” quantum mechanical models. On the other, there is not such thing as a universal quantization procedure allowing us to associate a quantum model with any arbitrary classical system. Nonetheless, there are methods that, in some instances, lead to reasonable quantum dynamics.

If we assume that we already know how to describe the quantum behavior of a single particle, then the next desirable step would be to obtain a general theory that describes also the interaction or decay of several particles. This can be achieved through a mathematically well defined procedure called second quantization, which is also known as Fock quantization (or Fock-Cook quantization). There is in fact a famous saying attributed to Edward Nelson

First quantization is a mystery, but second quantization is a functor!

We use here the term first quantization to talk about of the single particle (one particle) quantization from a classical theory. As we mentioned before there is no standard procedure and this is why it is often said to be a mystery. On the other hand, the fact that the second quantization is a functor will be explained along this section.
V.1 Basic notions about quantization

Given a classical system with configuration space $Q$, we know that the Hamiltonian $H \in C^\infty(T^*Q)$ encodes the dynamics of the system over the phase space $T^*Q$, the space of all possible positions and momenta. In order to retrieve information from the system, we saw in section II.7 that we need to probe the system through the measurement of observables. The possible outcomes of the observations through an observable $f \in C^\infty(T^*Q)$ are the real numbers $\text{Im}(f) \subset \mathbb{R}$.

It is important to mention that some observables can be considered as fundamental. A familiar example in the finite dimensional case is provided by the generalized position and momentum denoted as $q^i$ and $p_i$ (canonical coordinates over $T^*Q$ which, seen as maps, are just the “projections”) that satisfy the canonical commutation relations

$$\{q^i, p_j\} = \delta^i_j$$ \hspace{1cm} (1.98)

Meanwhile, in the quantum realm, answering and even asking questions about the system is much trickier than in the classical framework. It can be properly justified \[33\] that the previous classical ingredients have to be significantly changed (see section I of the appendix for the definitions of the objects involved).

- The phase space is now described by a complex (projective) Hilbert space $\mathfrak{h}$. The vectors of $\mathfrak{h}$, up to a phase, are called states.
- The observables are self-adjoint operators $A : \mathfrak{h} \to \mathfrak{h}$. Notice in particular that the mathematical outputs of $A$ do not play the same role as those of a classical observable.
- In an actual physical observation with an experimental device, we do obtain real numbers. If $A$ models such experiment, the possible physical outputs of the device turn out to be the eigenvalues of $A$.

Probabilistic interpretation

Consider an observable $A$ which, for the sake of simplicity, we assume that it has a discrete spectrum $\{\lambda_n\} \subset \mathbb{R}$ with non-degenerate eigenvectors $\{|\lambda_n\rangle\}_n$ (which form a complete basis of $\mathfrak{h}$ that we take orthonormal). If we pick an arbitrary state $|v\rangle \in \mathfrak{h}$, we know that we can expand it as

$$|v\rangle = \sum_{n=1}^{\infty} c_n |\lambda_n\rangle \quad \text{where} \quad c_n = \langle \lambda_n | v \rangle$$

When we measure $|v\rangle$ with the device described by $A$ we obtain a real number which has to be an element $\lambda_n$ of the spectrum of $A$. The probability to obtain such output is precisely $|c_n|^2$. Notice that unless $|v\rangle$ is one of the eigenvectors, the measurement of $A$ will give different values when we repeat the experiment several times. It is thus natural to consider the expectation value and variance given by

$$\langle A |_v \rangle = \frac{\langle v| A | v \rangle}{\langle v | v \rangle} \quad \text{and} \quad (\Delta |_v A)^2 = \left( \langle A - \langle A |_v \rangle \rangle^2 \right) |_v$$

From classical to quantum

We see that we can give a probabilistic interpretation to a quantum theory. However, it remains to know how to choose the Hilbert space $\mathfrak{h}$ and how to introduce quantum observables analogous to the classical ones. One of the first approaches to construct a quantum theory associated with a classical one is to reproduce at the quantum level some features of its classical formulation by defining a Poisson algebra $(\text{SAO}(\mathfrak{h}), \cdot, [\cdot,\cdot])$ as a representation of the Poisson algebra $(C^\infty(T^*Q), \cdot, \{ ,\})$. A few more details can be found on section I of the appendix.
To this end it would be ideal to have a functor \( \sim \) from the category of symplectic manifolds to the category of Hilbert spaces such that for any observables \( f, g \in \mathcal{C}^\infty(T^*Q) \) we have
\[
\hat{f}, \hat{g} \in \text{SAO}(\mathfrak{h}) \quad \text{satisfying} \quad [\hat{f}, \hat{g}] = i\hbar \overline{\{f, g\}} \tag{1.99}
\]
It is well known, in fact, that in general no such functor exists. We can, however, find a representation of the subalgebra generated by \( \langle \text{Id}, q^i, p_i \rangle \) given by
\[
\begin{align*}
\hat{q}^i & : \mathfrak{h} \rightarrow \mathfrak{h} \\
q^i f & \mapsto -i\hbar \frac{\partial f}{\partial q^i}
\end{align*}
\]
\[
\begin{align*}
\hat{p}_i & : \mathfrak{h} \rightarrow \mathfrak{h} \\
p_i f & \mapsto -\frac{\hbar}{i} \frac{\partial f}{\partial q^i}
\end{align*}
\tag{1.100}
\]
It is easy to check that (1.99) is satisfied. This representation is of great importance thanks to an important theorem due to Stone and Von Neumann that states that, under some reasonable hypothesis, all admissible representations are unitarily equivalent. However, this procedure gives no canonical procedure to represent more general observables (the obvious approach suffers from factor ordering ambiguities).

**Dynamics**

We recall that the dynamics over the Poisson algebra \( (\mathcal{C}^\infty(T^*Q), \cdot, \{\cdot, \cdot\}) \) is given by the Hamiltonian \( H \) through the Hamiltonian vector field, which can be written in terms of the Poisson bracket as
\[
\frac{d}{dt} = \{\cdot, H\} \equiv \frac{dF}{dt} = \{F, H\}
\]
This suggest to define the dynamics over the Hilbert space as
\[
i\hbar \frac{d}{dt} = [\cdot, \hat{H}] \equiv i\hbar \frac{d\hat{A}}{dt} = [\hat{A}, \hat{H}]
\]
where \( \hat{H} \) is the quantum Hamiltonian, given as representation of the classical Hamiltonian \( H \). This setting is known as the Heisenberg picture, where the observables carry all the evolution. In order to pass to the Schrödinger picture, where the states are the only objects that evolve, we can proceed as follows. Assume that the Hamiltonian is time independent, then there exists a formal solution to the last equation given by
\[
\hat{A}(t) = \text{Exp} \left( \frac{it}{\hbar} \hat{H} \right) \hat{A}(0) \text{Exp} \left( -\frac{it}{\hbar} \hat{H} \right)
\]
If we now compute the expectation value of this operator \( \hat{A}(t) \) we obtain
\[
\langle \hat{A}(t) \rangle_\psi = \langle \psi | \hat{A}(t) | \psi \rangle = \left\langle \psi \left| \text{Exp} \left( \frac{it}{\hbar} \hat{H} \right) \hat{A}(0) \text{Exp} \left( -\frac{it}{\hbar} \hat{H} \right) \right| \psi \right\rangle = \\
= \left\langle \text{Exp} \left( -\frac{it}{\hbar} \hat{H} \right) \hat{A}(0) \text{Exp} \left( -\frac{it}{\hbar} \hat{H} \right) \psi \right| = \\
= \langle \psi(t) | \hat{A}(t) | \psi(t) \rangle
\]
where we have defined
\[
|\psi(t)\rangle := \text{Exp} \left( -\frac{it}{\hbar} \hat{H} \right) |\psi\rangle \quad \rightarrow \quad \frac{d|\psi(t)\rangle}{dt} = \hat{H}|\psi(t)\rangle
\]
As we can see the time-dependent state \( |\psi(t)\rangle \) satisfies the Schrödinger equation.
Algebraic interpretation

The procedure to find a representation of the algebra of classical observables, which works reasonably well for quantum mechanics, is not suited for field theories. Let us quickly review the algebraic approach which suggests a better generalization.

Let us study the classical harmonic oscillator. Using the representation (1.100) we can construct the quantum Hamiltonian, without ambiguity, from the Hamiltonian

\[ H(q,p) = \frac{1}{2m}p^2 + \frac{m}{2} \omega^2 q^2 \]

\[ \rightarrow \hat{H} = -\frac{\hbar^2}{2m} \frac{\partial^2}{\partial q^2} + \frac{m}{2} \omega^2 q^2 \]

With this Hamiltonian we could now solve the Schrödinger equation which, by separation of variables, turns into an eigenvalue problem

\[ \hat{H}|\psi\rangle = E|\psi\rangle \]

It is well known that the eigenvalues are given by

\[ E_n = \hbar \omega \left( n + \frac{1}{2} \right) \]

while the eigenvectors \(|\psi_n\rangle\) are given in terms of the Hermite polynomials. Instead of developing such solutions, we turn our attention into the algebraic approach. For that matter, we introduce the creation and annihilation operators given by

\[ a^\dagger := \sqrt{\frac{\omega}{2}} \hat{q} - i \sqrt{\frac{\omega}{2\hbar}} \hat{p} \]

\[ a := \sqrt{\frac{\omega}{2}} \hat{q} + i \sqrt{\frac{\omega}{2\hbar}} \hat{p} \]

where we have taken units, to simplify the notation, such that \(m = 1\) and \(\hbar = 1\). It is important to notice that now \(\hat{q}\) and \(\hat{p}\) are not necessarily given by (1.100). They are to be thought as fundamental observables of the theory i.e. self-adjoint operators over the Hilbert space satisfying \([\hat{q},\hat{p}] = i\text{Id}\).

We can, of course, write \(\hat{q}\) and \(\hat{p}\) in terms of \(a^\dagger\) and \(a\), which allows us to write the Hamiltonian and the commutation relations

\[ \hat{H} = \omega \left( a^\dagger a + \frac{1}{2}\text{Id} \right) \]

\[ [\hat{a},\hat{a}^\dagger] = \text{Id} \]

\[ [\hat{a},\hat{H}] = \omega \hat{a} \]

Besides, the eigenvectors \(|\psi_n\rangle\) of the Hamiltonian \(\hat{H}\) are related through the creation and annihilation operators by the equations

\[ \hat{a}^\dagger |\psi_n\rangle = \sqrt{n+1} |\psi_{n+1}\rangle \]

\[ \hat{a} |\psi_n\rangle = \sqrt{n} |\psi_{n-1}\rangle \]

This behavior justifies their names: \(\hat{a}^\dagger\) creates a “quantum of energy” that is appended to the \(n\)-th oscillator while \(\hat{a}\) destroys it. Notice that if we know the ground state \(|\psi_0\rangle\), i.e. an element of \(\ker \hat{a}\), then we can recover in this algebraic approach every single eigenvector and eigenvalue

\[ |\psi_n\rangle = \frac{1}{\sqrt{n!}} (\hat{a}^\dagger)^n |\psi_0\rangle \]

\[ \hat{H} |\psi_n\rangle = \omega \left( n + \frac{1}{2} \right) |\psi_n\rangle \]

and the problem is completely solved. It is then reasonable to try to generalize such operators in the field theory case. To do so we need to relate them to the solutions of the theory.

First we present the evolution of the operators in the Heisenberg representation

\[ \hat{a}(t) := \text{Exp} \left( it\hat{H} \right) \hat{a}(0) \text{Exp} \left( -it\hat{H} \right) \]

\[ \rightarrow \frac{d\hat{a}}{dt} = [\hat{a}(t),\hat{H}] = \omega \hat{a}(t) \]

whose solution is immediate

\[ \hat{a}(t) = e^{-i\omega t}\hat{a}(0) \]

\[ \hat{a}^\dagger(t) = e^{i\omega t}\hat{a}^\dagger(0) \]
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Now we can write the evolution of $\hat{q}(t)$ as

$$\hat{q}(t) = \frac{1}{\sqrt{2\omega}} \left( \hat{a}(t) + \hat{a}^\dagger(t) \right) = \frac{1}{\sqrt{2\omega}} \left( e^{-i\omega t} \hat{a}(0) + e^{i\omega t} \hat{a}^\dagger(0) \right)$$

A crucial remark is in order now: the annihilation operator $\hat{a}$, in the Schrödinger picture, is precisely the “positive frequency part” of the Heisenberg position operator. This suggests that we have to split the solutions of our theory into positive and negative parts and pick one of them to have a candidate for the annihilation operator. This procedure is developed in the following section.

V.2 Fock quantization

Algorithm à la Wald

We now consider that we have a field theory and sketch the procedure to build a Hilbert space that represents the quantum counterpart to the initial classical theory. For more details see [97].

1. $S = \left\{ \text{Real vector space of classical solutions to the Field Equations} \right\}$
2. $S^C$ is a (non-canonical) complexification of $S$ endowed with $\langle,\rangle$ a complex bilinear form.
3. $S^C_+$ is a subspace of “positive frequency” solutions where

$$\langle,\rangle_+ := \langle,\rangle_{S^C_+ \times S^C_+}$$

is a complex scalar product.
4. $(S^C_+, \langle,\rangle_+)$ pre-Hilbert space $\xrightarrow{\text{Cauchy completion}} (\mathfrak{h}, \langle,\rangle_+) \ 1$-particle Hilbert space.

This procedure allows us to built the 1-particle Hilbert space that describes the quantum behavior of a particle. Once we have that, as we mentioned in the introduction of this section, the next desirable step is to obtain a general description for many particles. This is done in the following.

Fock space: construction and properties

In this section we follow the nice lecture notes of Stéphane Attal [10]. Let $\mathfrak{h}$ be a complex separable Hilbert space. If, physically, it encodes all possible states of 1 particle, then

$$\mathfrak{h} \otimes^n = \mathfrak{h} \otimes \cdots \otimes \mathfrak{h}$$

represents the states of $n$ distinguishable particles. This new spaces are obtained after completion of the pre-Hilbert space of finite linear combinations of elements of the form $v_1 \otimes \cdots \otimes v_n$ with the scalar product

$$\langle v_1 \otimes \cdots \otimes v_n, w_1 \otimes \cdots \otimes w_n \rangle = \langle v_1, w_1 \rangle \cdots \langle v_n, w_n \rangle \quad (1.101)$$

For $n = 0$ we set $\mathfrak{h} \otimes^0 = \mathbb{C}$. The element $1 \in \mathfrak{h} \otimes^0 = \mathbb{C}$, usually denoted by $|0\rangle$, plays an important role and is called the vacuum vector.

In physics one usually deals with systems of indistinguishable particles (bosons or fermions) that, as an ensemble, posses some exchange symmetries. The states of such system are thus described by subspaces of $\mathfrak{h} \otimes^n$. We define the symmetrized and antisymmetrized tensor products

$$u_1 \otimes \cdots \otimes u_n = \frac{1}{n!} \sum_{\sigma \in S_n} u_{\sigma(1)} \otimes \cdots \otimes u_{\sigma(n)}$$

$$u_1 \wedge \cdots \wedge u_n = \frac{1}{n!} \sum_{\sigma \in S_n} (-1)^\sigma u_{\sigma(1)} \otimes \cdots \otimes u_{\sigma(n)}$$
where \( S_n \) is the permutation group of \( \{1, \ldots, n\} \) and \((-1)^{\sigma}\) the signature of \( \sigma \). Notice that we divide by \( n! \), the number of elements in \( S_n \), so that (anti)symmetrizing an already (anti)symmetric vector is just the identity.

The closed subspace of \( \mathfrak{h}^\otimes n \) generated by the elements of the form \( u_1 \circ \cdots \circ u_n \) is denoted by \( \mathfrak{h}^n \), while the one generated by \( u_1 \wedge \cdots \wedge u_n \) is denoted \( \mathfrak{h}^\wedge n \). It is straightforward to prove

\[
\langle v_1 \circ \cdots \circ v_n, w_1 \circ \cdots \circ w_n \rangle = \frac{1}{n!} \text{per} \langle v_i, w_j \rangle \quad \langle v_1 \wedge \cdots \wedge v_n, w_1 \wedge \cdots \wedge w_n \rangle = \frac{1}{n!} \det \langle v_i, w_j \rangle
\]

where \( \text{per}(A) \) is the permanent of a matrix (computed as the determinant but only with plus signs). It is much more convenient to modify the scalar product over \( \mathfrak{h}^n \) and \( \mathfrak{h}^\wedge n \) so that no factorial arises. Thus we consider

\[
\langle v_1 \circ \cdots \circ v_n, w_1 \circ \cdots \circ w_n \rangle := \text{per} \langle v_i, w_j \rangle \quad \langle v_1 \wedge \cdots \wedge v_n, w_1 \wedge \cdots \wedge w_n \rangle := \det \langle v_i, w_j \rangle
\]

Let us define the full, symmetric and antisymmetric Fock spaces by

\[
\mathcal{F}_0(\mathfrak{h}) = \bigoplus_{n=0}^\infty \mathfrak{h}^\otimes n, \langle \cdot, \cdot \rangle \quad \mathcal{F}(\mathfrak{h}) = \bigoplus_{n=0}^\infty \mathfrak{h}^n, \langle \cdot, \cdot \rangle \quad \mathcal{F}_\wedge(\mathfrak{h}) = \bigoplus_{n=0}^\infty \mathfrak{h}^\wedge n, \langle \cdot, \cdot \rangle
\]

where the scalar products are extended by linearity and \( \langle v_1 \otimes \cdots \otimes v_n, w_1 \otimes \cdots \otimes w_k \rangle = 0 \) if \( k \neq n \). Sometimes, when there is no need to specify which case we are considering or it is clear from the context, we will simply write \( \mathfrak{h}_n, \langle \cdot, \cdot \rangle \) and \( \mathcal{F}(\mathfrak{h}) \).

Remarks

1.102 \( \mathcal{F}(\mathfrak{h}) \) is a separable Hilbert space.

1.103 \( \mathcal{F}(\mathbb{C}) = \ell^2(\mathbb{N}) := \{a : \mathbb{N} \to \mathbb{C}\} \) because \( \mathbb{C}^\otimes n = \mathbb{C} \).

1.104 The elements of \( \mathcal{F}(\mathfrak{h}) \) are formal series \( F = \sum f_n \) such that \( f_n \in \mathfrak{h}_n \) and

\[
|F|^2 = \sum_{n=0}^\infty \langle f_n, f_n \rangle < \infty
\]

Definition 1.105

*Given a map \( T : \mathfrak{h}_F \to \mathfrak{h}_F \) between two Hilbert spaces we define the second quantization of \( T \) as the map \( \mathcal{F}(T) : \mathcal{F}(\mathfrak{h}_F) \to \mathcal{F}(\mathfrak{h}_F) \) such that*

\[
\mathcal{F}(T)(v_1 \otimes \cdots \otimes v_n) = T(v_1) \otimes \cdots \otimes T(v_n)
\]

Properties

1.106 If \( |T| > 1 \) then \( \mathcal{F}(T) \) is not bounded.

1.107 \( \mathcal{F}(T_1 \circ T_2) = \mathcal{F}(T_1) \circ \mathcal{F}(T_2) \)

1.108 \( \mathcal{F}(T)^* = \mathcal{F}(T^*) \). In particular, if \( T \) is unitary so is \( \mathcal{F}(T) \).

These last two properties tell us that the promotion of operators from \( \mathfrak{h} \) to \( \mathcal{F}(\mathfrak{h}) \) via the second quantization behaves well.
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Coherent states

Notice that in the previous section we have defined a functor $F : \text{Hilbert} \to \text{Hilbert}$, called the second quantization functor, taking a separable 1-particle Hilbert space $h$ to another one $F(h)$ suitable to describe the physics of a system comprising an arbitrary number of particles. We also know how to lift a map between two Hilbert spaces so it seems natural to try to mimic these procedures to lift also elements from $h$ to $F(h)$. This is easy if one realizes that formally, up to the prefactors, $F(h)$ is defined as $e^\otimes h$, which motivates the following definition.

Definition 1.109

We define $\varepsilon : h \to F(h)$ by $\varepsilon(v) = \sum_{n=0}^{\infty} \frac{v^\otimes n}{n!}$, called the coherent state associated with $v \in h$.

As usual we consider $v^\otimes 0 = 1 = |0\rangle \in \mathbb{C}$. It is customary to talk about coherent states only in the symmetric case so we stick to this case from now on. Notice that $\varepsilon(v)$ can be considered as an element of $F(h)$ labeled by an element of $h$. Although not all elements of the Fock can be obtained in that way, we will see that they form an overcomplete set. Thus, to define some objects and prove some statements about $F(h)$, it will be enough to do it over the coherent states.

Properties

1.110 $\langle \varepsilon(v), \varepsilon(w) \rangle = e^{(v,w)}$

1.111 If $T : h_I \to h_F$ then $F(T)(\varepsilon_I(v)) = \varepsilon_F(Tv)$ that can be expressed as a commutative diagram

$$
\begin{array}{ccc}
F(h_I) & \xrightarrow{\varepsilon_I} & F(h_F) \\
F(T) \downarrow & & \downarrow F(T) \\
h_I & \xrightarrow{T} & h_F
\end{array}
$$

Proof.

1.110 $\langle \varepsilon(v), \varepsilon(w) \rangle = \sum_{n=0}^{\infty} \frac{n^v_n w^w_k}{n! k!} = \sum_{n,k=0}^{\infty} \frac{1}{n!k!} \langle v^n, w^k \rangle = \sum_{n=0}^{\infty} \frac{1}{n!} \langle v^n, w^n \rangle = \sum_{n=0}^{\infty} \frac{n!}{n!} \langle v, w \rangle^n = \varepsilon(v,w)$

1.111 $F(T)(\varepsilon_I(v)) = \sum_{n=0}^{\infty} \frac{F(T)(v^n)}{n!} = \sum_{n=0}^{\infty} \frac{(Tv)^n}{n!} = \varepsilon_F(Tv)$

We have mentioned that the Fock space $F(h)$ is, in a sense, the exponential $e^\otimes h$. Let us see that it behaves indeed like an exponential taking addition to multiplication.

Proposition 1.112

There exists a unique unitary isomorphism $U : F(h_I \oplus h_F) \to F(h_I) \otimes F(h_F)$ such that

$$
U(\varepsilon(u_I \oplus u_F)) = \varepsilon_I(u_I) \otimes \varepsilon_F(u_F) \equiv e^{h_I \oplus h_F} \cong e^{h_I} \otimes e^{h_F}
$$

Using the fact that the coherent states are dense and that they behave well under the tensor product, it can be proved that $U$ can be extended to the whole Fock space [10]. The unitarity follows from property 1.110.
Creation and annihilation

We define \( a^* : \mathfrak{h} \to \mathcal{L}(\mathcal{F}(\mathfrak{h})) \) given by
\[
a^*(u)|0\rangle = u
\]
\[
a^*(u)(v_1 \circ \cdots \circ v_n) = u \circ v_1 \circ \cdots \circ v_n
\]
We see that \( a^*(u) \), called the creation operator associated to \( u \), takes elements from \( \mathfrak{h}^n \) to \( \mathfrak{h}^{(n+1)} \), which physically means that it creates a particle at the state \( u \in \mathfrak{h} \). We also define \( a^* : \mathfrak{h} \to \mathcal{L}(\mathcal{F}(\mathfrak{h})) \) given by
\[
a(u)|0\rangle = 0
\]
\[
a(u)(v_1 \circ \cdots \circ v_n) = \langle u, v_1 \rangle v_2 \circ \cdots \circ v_n + \cdots + \langle u, v_n \rangle v_1 \circ \cdots \circ v_{n-1}
\]
a(\( u \)), known as the annihilation operator associated to \( u \), reduces the number of particles by projecting over \( u \in \mathfrak{h} \). In particular if the states \( v_1, \ldots, v_n \) of the \( n \) particles \( v_1 \circ \cdots \circ v_n \) are orthogonal to \( u \), then \( a^*(u) \) kills all the particles.

Properties

1.113 \( a^* \) is linear whereas \( a \) is antilinear.

1.114 \( a(u)^* = a^*(u) \) i.e. the adjoint operator of \( a(u) \) is \( a^*(u) \).

1.115 \( a(u) (\varepsilon(v)) = \langle u, v \rangle \varepsilon(v) \).

1.116 \( a^*(u) (\varepsilon(v)) = \frac{d}{d\lambda} \bigg|_{\lambda=0} \varepsilon(v + \lambda u) \)

Proof.
The first property is immediate while the second can be found in [10]. The two last ones are direct computations
\[
a(u) (\varepsilon(v)) = a(u) \left( \sum_{n=0}^{\infty} \frac{v^n}{n!} \right) = \sum_{n=0}^{\infty} \frac{a(u) (v^n)}{n!} = \sum_{n=1}^{\infty} n \langle u, v \rangle v^{(n-1)} = \langle u, v \rangle \sum_{n=1}^{\infty} \frac{v^{(n-1)}}{(n-1)!} = \langle u, v \rangle \varepsilon(v)
\]
\[
\frac{d}{d\lambda} \bigg|_{\lambda=0} \varepsilon(v + \lambda u) = \sum_{n=0}^{\infty} \frac{d}{d\lambda} \bigg|_{\lambda=0} \frac{(v + \lambda u)^n}{n!} = \sum_{n=1}^{\infty} \frac{n u \circ v^{(n-1)}}{n!} = u \circ \sum_{m=0}^{\infty} \frac{v^m}{m!} = u \circ \varepsilon(v) = a^*(u) (\varepsilon(v))
\]

Property 1.115 tells us that the coherent states are eigenvectors of the annihilation operator. In fact, sometimes this property is taken as its definition.

Evolution

With all the previous ingredients we can already introduce dynamics. So let us consider a Hamiltonian \( h : \mathfrak{h} \to \mathfrak{h} \) over the 1-particle Hilbert space i.e. a self-adjoint operator that encodes the dynamics of the system. Usually it will be given as the square root of minus a Laplace operator \( h = \sqrt{-\Delta} \). The evolution is then given by the Schrödinger equation whose solutions are given
by the (strongly continuous) one-parameter group \( \{e^{-ith}\}_t \) of unitary operators associated to the self-adjoint Hamiltonian \( h \).

\[
 i \frac{d}{dt} v_t = h(v_t) \quad \Rightarrow \quad v_t = e^{-ith} v_0
\]

The converse is also true: given a strongly continuous one-parameter group \( \{U_t\}_t \) of unitary operators, we have a self-adjoint operator \( h \) such that

\[
 i \frac{d}{dt} U_t v = h(U_t v) \quad \Rightarrow \quad h = i \frac{d}{dt} \bigg|_{t=0} U_t
\]

Now notice that property 1.108 ensures that the lift \( F(e^{-ith}) \), which by definition is given by

\[
 F(e^{-ith})(0) = |0\rangle \in \mathbb{C} \\
 F(e^{-ith})(v_1 \cdots v_n) = (e^{-ith} v_1) \cdots (e^{-ith} v_n)
\]

forms a one-parameter group \( \{F(e^{-ith})\}_t \) of unitary operators. It can also be proved that if \( \{U_t\}_t \) is strongly continuous, then so is \( \{F(e^{-ith})\}_t \). Thus we have a self-adjoint operator

\[
 H_h = i \frac{d}{dt} \bigg|_{t=0} F(e^{-ith})
\]

on \( F(\hbar) \), known as the second quantization of the Hamiltonian \( h \). We see that

\[
 H_h|0\rangle = 0 \\
 H_h(v_1 \cdots v_n) = (hv_1) \circ v_2 \cdots \circ v_n + v_1 \circ (hv_2) \circ v_3 \cdots \circ v_n + \cdots + v_1 \circ \cdots \circ v_n \circ (hv_n)
\]

Notice that if \( h \) is the identity then \( (H_h)|_{\mathbb{h}_n} = n \mathbb{I}_{\mathbb{h}_n} \) which is known as the number operator.

One of the most important features about the coherent states is that their evolution is determined by the evolution of the 1-particle label as the following proposition shows.

**Proposition 1.118**

\[
 F(e^{-ith})\varepsilon(v_0) = \varepsilon(e^{-ith}v_0)
\]

**Proof.**

\[
 F(e^{-ith})\varepsilon(v_0) = F(e^{-ith}) \left( \sum_{n=0}^{\infty} \frac{(e^{-ith}v_0)^n}{n!} \right) = \sum_{n=0}^{\infty} \frac{F(e^{-ith})(v_0)^n}{n!} = \sum_{n=0}^{\infty} \frac{(e^{-ith}v_0)^n}{n!} = \varepsilon(e^{-ith}v_0)
\]

### Passing dynamics

Let \( T : D(T) \subset \mathbb{h}_T \rightarrow \mathbb{h}_F \) be some map between Hilbert spaces defined over a dense set \( D(T) \). Consider some Hamiltonian \( h_T \) over \( \mathbb{h}_T \) that encodes the dynamics in \( \mathbb{h}_T \) and, hence, in \( F(\mathbb{h}_T) \). Let us see how we can translate some of the dynamics into \( F(\mathbb{h}_F) \).

- Through the adjoint \( T^* : D(T^*) \subset \mathbb{h}_F \rightarrow \mathbb{h}_T \) of \( T \)

Consider the adjoint of \( T \), which exists because \( D(T) \) is dense, and define \( h_F := Th_T \). It is easy to prove that it is positive and self-adjoint, but its domain turns out to be quite complicated (and maybe even zero!)

\[
 D(h_F) = \{ y \in D(T^*) \mid T^* y \in D(h_T) \text{ and } h_T T^* y \in D(T) \}\]
As \( h \) is self-adjoint we have the induced unitary evolution in \( \mathfrak{h}_F \) given by \( \{ e^{-ith}\} \). We can now lift this group to \( \mathcal{F}(\mathfrak{h}_F) \) and get

\[
H_{\mathfrak{h}_F} = i \left. \frac{d}{dt} \right|_0 \mathcal{F}(e^{-ith})
\]

Notice that if \( T^*T = \text{Id} \) then \( e^{-ith}\mathfrak{f} = T e^{-ith}T^* \) and thus \( \mathcal{F}(e^{-ith}) = \mathcal{F}(T) \mathcal{F}(e^{-ith}) \mathcal{F}(T)^* \). This result is natural since in this case \( T \) is unitary.

Coherent state of the image through \( T \)

Consider \( v_0 \in \mathfrak{h}_I \setminus \{0\} \) to be some initial state of a particle and denote the time dependent states \( v_t = e^{-ith}v_0 \in \mathfrak{h}_I \). Then we define the coherent state \( \psi_t = \varepsilon_\mathfrak{h}(Tv_t) \in \mathcal{F}(\mathfrak{h}_F) \). Deriving we obtain

\[
\begin{align*}
  i \frac{d}{dt} \varepsilon_\mathfrak{h}(Tv_t) &= i \frac{d}{dt} \left( \sum_{n=0}^{\infty} \frac{d}{dt} (Tv_t)^n \right) = i \frac{d}{dt} \left( \sum_{n=1}^{\infty} n (Tv_t)^{n-1} \right) = T \left( i \frac{d}{dt} \right) \sum_{n=1}^{\infty} (Tv_t)^{n-1} \varepsilon_\mathfrak{h}(Tv_t) \\
  &= T \left( i \frac{d}{dt} (Tv_t) \right) \sum_{n=1}^{\infty} (Tv_t)^{n-1} \varepsilon_\mathfrak{h}(Tv_t) = T \left( i \frac{d}{dt} \right) (Tv_t) \varepsilon_\mathfrak{h}(Tv_t) = i \left. \frac{d}{dt} \right|_0 \mathcal{F}(e^{-ith}) (\varepsilon(v_0)) t = 0 = \mathcal{F}(e^{-ith}) (\varepsilon(v_0)) \\text{linear}
\end{align*}
\]

Thus we have some sort of Schrödinger equation

\[
i \frac{d}{dt} \varepsilon_\mathfrak{h}(Te^{-ith}v_0) = \frac{a^* (Te^{-ith}v_0) a (Te^{-ith}v_0)}{[Te^{-ith}v_0]^2} \varepsilon_\mathfrak{h}(Te^{-ith}v_0)
\]

Before studying the consequences of this equation, let us focus on the following particular case: consider \( T = \text{Id} : \mathfrak{h} \to \mathfrak{h} \) and some Hamiltonian \( h \). We obtain

\[
H_{\mathfrak{h}} \varepsilon(v_0) = \left. \frac{d}{dt} \right|_{t=0} \mathcal{F}(e^{-ith}) (\varepsilon(v_0)) = i \frac{d}{dt} \varepsilon_\mathfrak{h}(Tv_t) = a^* (hv_0) a (v_0) \frac{1}{|v_0|^2} \varepsilon(v_0)
\]

Furthermore, let us now assume \( \mathfrak{h} = \mathbb{C} \). First recall that \( \mathcal{F}(\mathbb{C}) = l^2(\mathbb{N}) \). Second, notice that any Hamiltonian \( h : \mathbb{C} \to \mathbb{C} \) has to be \( h = \omega \text{Id} \) for some \( \omega \in \mathbb{C} \) because \( h \) is a 1-dimensional vector space. As \( h \) is self-adjoint by definition, \( \omega \) has to be real. Therefore \( a^* (hv) = a^* (\omega v) = \omega v a^* (v) \) and \( a(v) = \omega a(1) \) for every \( v \in \mathbb{C} \). Thus the previous equations reads simply

\[
H_{\mathfrak{h}} \varepsilon(v) = \omega a^* (1) a (1) \varepsilon(v) \quad \implies \quad H_{\mathfrak{h}} = \omega N
\]

where \( N = a^* (1) a (1) \) is called the number operator.

Notice that this procedure cannot be carried over equations (1.119) and (1.120) because \( h \) is in general more complicated. We have, however, that the evolution of the latter is unitary because \( H_{\mathfrak{h}} \) is self-adjoint by construction, while for the former the unitarity is not assured because we have no Hamiltonian associated with this dynamics. If we compute

\[
\begin{align*}
  i \frac{d}{dt} \varepsilon_\mathfrak{h}(Tv_t, Tw_t) &= i \left. \frac{d}{dt} e^{(Tv_t, Tw_t)} \right|_{t=0} = i \left. \frac{d}{dt} (Tv_t, Tw_t) \right|_{t=0} = \left. i \frac{d}{dt} \right|_{t=0} (Tv_t, Tw_t) \\
  &= \langle \varepsilon(Tv_t, Tw_t), \left( -T_1 \frac{d}{dt} v_t, T_1 \frac{d}{dt} w_t \right) \rangle + \langle T_1 \frac{d}{dt} v_t, T_1 \frac{d}{dt} w_t \rangle \quad \text{linear} \quad (1.117)
\end{align*}
\]

where in the second equality we have used that the scalar product is sesquilinear. We know that the evolution is unitary if and only of the scalar product is preserved for all coherent states so in general we cannot assure that the evolution is unitary. Notice, for instance, that if \( T = \text{Id} \) then the evolution is unitary because \( \psi_t \) is self-adjoint.
We see that the former makes the image

Notice that the functional expression is the same as equation (1.119) with \( T = \text{Id} \) and \( h = h_F \). If we take some \( v_0 \) and define \( w_0 := Tv_0 \neq 0 \) we have

\[
\frac{d}{dt} \varepsilon_F(e^{-ith_F}w_0) = \frac{a^*(h_F e^{-ith_F}w_0) a(e^{-ith_F}w_0)}{|w_0|^2} \varepsilon_F(e^{-ith_F}w_0)
\]

The second way is given by (1.119) itself

\[
\frac{d}{dt} \varepsilon_F(e^{-ith}Tv_0) = \frac{a^*(Th T e^{-ith}v_0) a(T e^{-ith}v_0)}{|T e^{-ith}v_0|^2} \varepsilon_F(T e^{-ith}v_0)
\]

We see that the former makes the image \( Tv_0 \) evolve with \( h_F = Th F \) while the latter takes the image of the evolution of \( v_0 \). If we evaluate both expressions at \( t = 0 \) we get

\[
\frac{d}{dt} \bigg|_{t=0} \varepsilon_F(e^{-ith_F}Tv_0) = \frac{a^*(h_F Tv_0) a(Tv_0)}{|Tv_0|^2} \varepsilon_F(Tv_0) = H_{h_F} \varepsilon_F(v_0)
\]

\[
\frac{d}{dt} \bigg|_{t=0} \varepsilon_F(T e^{-ith}v_0) = \frac{a^*(Th T e^{-ith}v_0) a(T e^{-ith}v_0)}{|T e^{-ith}v_0|^2} \varepsilon_F(T e^{-ith}v_0)
\]

Once again we see that if \( T^*T = \text{Id} \) both expressions are equivalent. However if \( T^*T \) is not the identity but commutes with \( h_i \), then both evolutions are unitary and, in general, different.

### Summary

Given a map \( T : h_i \rightarrow h_F \) we have endowed \( h_F \) with two different dynamics that can be promoted to \( \mathcal{F}(h_F) \). The first one is considering \( h_F = Th_F T^* \), thus

\[
\frac{d}{dt} \varepsilon_F(e^{-ith_F}w_0) = \frac{a^*(h_F e^{-ith_F}w_0) a(e^{-ith_F}w_0)}{|w_0|^2} \varepsilon_F(e^{-ith_F}w_0)
\]

We see that the former makes the image \( Tv_0 \) evolve with \( h_F = Th F \) while the latter takes the image of the evolution of \( v_0 \). If we evaluate both expressions at \( t = 0 \) we get

\[
\frac{d}{dt} \bigg|_{t=0} \varepsilon_F(e^{-ith_F}Tv_0) = \frac{a^*(h_F Tv_0) a(Tv_0)}{|Tv_0|^2} \varepsilon_F(Tv_0) = H_{h_F} \varepsilon_F(v_0)
\]

\[
\frac{d}{dt} \bigg|_{t=0} \varepsilon_F(T e^{-ith}v_0) = \frac{a^*(Th T e^{-ith}v_0) a(T e^{-ith}v_0)}{|T e^{-ith}v_0|^2} \varepsilon_F(T e^{-ith}v_0)
\]

Once again we see that if \( T^*T = \text{Id} \) both expressions are equivalent. However if \( T^*T \) is not the identity but commutes with \( h_i \), then both evolutions are unitary and, in general, different.

### Bogoliubov coefficients

Let us finish this introductory chapter by studying some important kind of examples related to the space of solutions of a field theory (in this case the Klein-Gordon equation), closely related to the algorithm à la Wald previously defined.

Consider a globally hyperbolic space-time \( (M \cong \mathbb{R} \times \Sigma, g) \) and the vector space of solutions to the KG equation \( \mathcal{S} = \{ \varphi : M \rightarrow \mathbb{C} / \nabla \varphi = 0 \} \). We have also the vector space of Cauchy data, which is given by \( \mathcal{C} = \mathcal{C}^{\infty}(\Sigma) \times \mathcal{C}^{\infty}(\Sigma)' \) over \( \Sigma \). The elements of the dual \( \mathcal{C}^{\infty}(\Sigma)' \) that we will use are of the form

\[
p(f) = \int_{\Sigma} f \cdot p \text{vol}, = (f, \sqrt{\gamma} p)_{\Sigma}
\]

so they can be identified with densities \( \sqrt{\gamma} p \) for some \( p \in \mathcal{C}^{\infty}(\Sigma) \) and some \( \gamma \in \text{Met}(\Sigma) \) once we fixed some auxiliary volume metric \( \text{vol}_\kappa \).

For every embedding \( X : \Sigma \rightarrow M \) with \( X(\Sigma) \subset M \) a Cauchy hypersurface we define \( \Phi_X : \mathcal{C} \rightarrow \mathcal{S} \) such that \( \Phi_X(q,p) \) is the solution of the KG equation with Cauchy data \( (q \circ X, p \circ X) \) over \( X(\Sigma) \). This is in fact an isomorphism because the KG equation is a well posed initial value problem. Notice that given \( (q,p) \in \mathcal{C} \), we can build different solutions \( \Phi_X(q,p) \) and \( \Phi_{X'}(q,p) \) over different Cauchy hypersurfaces. Let us see now how they can be related.

Being \( \Phi_X \) an isomorphism, we can define the linear isomorphism \( \mathcal{T}_{r,s} = \Phi_{X_F} \circ \Phi_{X_s}^{-1} : \mathcal{S} \rightarrow \mathcal{S} \) as follows:
Consider a solution \( \phi_t \in \mathcal{S} \) on \( M \cong \mathbb{R} \times \Sigma \).

- Retrieve the induced Cauchy data over \( X_t(\Sigma) \), namely the position and momentum at \( \Sigma \), which are given by \( q := X^*_t \phi_t \) and \( p := \sqrt{-1}X^*_t(\mathcal{L}_{\nabla} \phi_t) \).

- Construct the solution \( \phi_r := T_{r-1}(\phi_t) \) with the Cauchy data \((q, p)\) over \( X_r(\Sigma) \). In particular we have \( q = X^*_r \phi_r \) and \( p := \sqrt{-1}X^*_r(\mathcal{L}_{\nabla} \phi_r) \).

We recall that \( \nabla_x \in \Gamma(X^*TM) \), defined on section II.6, is future directed and orthonormal to the hypersurface \( X(\Sigma) \).

For stationary space-times, \( g = -dt^2 + \gamma \), the KG equation can be solved by separation of variables

\[
\phi(t, x) = \sum_{n=0}^{\infty} \left( a_n^+ \varphi^+_n(t, x) + a_n^- \varphi^-_n(t, x) \right) \]

where \( \varphi_k \) is the \( k \)-th normal mode of the eigenvalue problem \( \Delta \varphi_n = -\omega^2 \varphi \) with some boundary conditions \( \{ \varphi_k \} \) is a complete set of eigenvector by the Sturm-Liouville theorem. Notice now that, on one hand, \( T_{r-1} \) is linear and \( \phi_r = T_{r-1}(\phi_t) \) while, on the other hand, \( \phi_r \) is an element of \( \mathcal{S} \) that can be decomposed in normal modes. Thus we have these two equivalent expressions

\[
\phi_r = T_{r-1}(\phi_t) = \sum_{n=0}^{\infty} \left( a_n^+ T_{r-1}(\varphi^+_n) + (a_n^+)^* T_{r-1}(\varphi^-_n) \right) \quad (1.122)
\]

\[
\phi_r = \sum_{n=0}^{\infty} \left( a_n^+ \varphi^+_n + (a_n^-)^* \varphi^-_n \right) \quad (1.123)
\]

Notice that \( T_{r-1}(\varphi^+_n) \) is \( \in \mathcal{S} \) so that we can expand them in terms of \( \varphi^+_k \)

\[
T_{r-1}(\varphi^+_n) = \sum_{m=0}^{\infty} \left( \gamma^F_{nm} \varphi^+_m + (\beta^F_{nm})^* \varphi^-_m \right) \quad T_{r-1}(\varphi^-_n) = \sum_{m=0}^{\infty} \left( (\gamma^F_{nm})^* \varphi^-_m + \beta^F_{nm} \varphi^+_m \right)
\]

where \( \gamma, \beta, \gamma^*, \beta^* \) can be considered as operators—infinitesimal matrices—over \( \ell^2(\mathbb{C}) \). Plugging the previous equation in \((1.122)\) and equating it to \((1.123)\) leads to

\[
\sum_{n=0}^{\infty} \left( \varphi^+_n a_n^+ + \varphi^-_n (a_n^+)^* \right) = \sum_{m,n=0}^{\infty} \left( \gamma^F_{nm} a_n^+ + (\beta^F_{nm})^* a_m^+ \right) \varphi^-_m + \left( (\gamma^F_{nm})^* a_m^+ + \beta^F_{nm} a_n^+ \right) \varphi^+_m \quad (1.124)
\]

In order to compare the coefficients of both sides of the equation, let us introduce a bilinear product with the help of the canonical symplectic structure over the space of solutions \((1.91)\)

\[
\langle \phi_1, \phi_2 \rangle := -i \Omega(\phi_1, \phi_2) = i \int_{\Sigma} X^*(\phi_1)p_{r,x} \text{vol}_\Sigma - i \int_{\Sigma} X^*(\phi_2)p_{r,x} \text{vol}_\Sigma \quad (1.125)
\]

where \( X : \Sigma \to M \) is some fixed embedding and \( p_{r,x} := \sqrt{-1}X^*(\mathcal{L}_{\nabla} \phi_1) \). Notice that the bilinear product does not depend on the embedding \( X \) because \( \Omega \) does not depend either. It is long but straightforward to prove the following lemma.

**Lemma 1.126** \( \langle \varphi^+_k, \varphi^-_l \rangle = \frac{\eta + \eta^*}{2} \delta_{kl} \)

Contracting \((1.124)\) with the orthogonal basis on the left (to avoid the conjugation of the coefficients), we conclude that

\[
a_n^+ = \sum_{m=0}^{\infty} \left( \gamma^F_{nm} a_n + (\beta^F_{nm})^* a_m^+ \right) \quad (a_n^+)^* = \sum_{m=0}^{\infty} \left( (\beta^F_{nm})^* a_n^+ + (\gamma^F_{nm})^* a_m^+ \right)
\]

\[
a^+_F = \gamma^F a^+ + \beta^F_{nm} (a^+_m)^* \quad (a^+_F)^* = (\beta^F)^* a^+ + (\gamma^F)^* (a^+_m)^* \]

Recall that $\gamma^{FI}, \beta^{FI}$, as operators (infinite dimensional matrices), relate the coefficients $a^I$ to the coefficients $a^F$. Once we have that, we can formally construct the creation and annihilation operators $\hat{a}^I, (\hat{a}^I)\dagger$ and $\hat{a}^F, (\hat{a}^F)\dagger$ over the Fock space. They will then be related by $\gamma^{FI}, \beta^{FI}$ seen as maps between quantum operators. Likewise we have an operator $T_{r-1}$ acting over states of the Fock space $\phi_I$. The unitarity of such operator is characterized by the properties of the $\beta^{FI}$ coefficients, known as the Bogoliubov coefficients, thanks to a result of Shale [87].

**Theorem 1.127**

$T_{r-1}$ is unitary over the Fock space if and only if $\beta^{FI}$ is a trace class operator i.e. $\sum_{m,n} |\beta^{FI}_{mn}|^2 < \infty$.

This result will be crucial to understand to unitarity implementation of some systems in the next chapter.
Judge me by my size, do you?
— Master Yoda, The Empire Strikes Back

I Introduction

The measurement problem is one of the most difficult questions in quantum physics. Although the postulates of quantum mechanics provide a clear mathematical approach to this matter (as we mentioned in the previous chapter) there are important unresolved issues from the physical point of view. Consider for instance a quantum system modeled by a Hilbert space $\mathcal{H}_{\text{syst}}$ and that we are interested in a measurement device modeled by a Hilbert space $\mathcal{H}_{\text{mes}}$. It is then postulated, in what some authors called the zeroth principle [101], that the whole system can be modeled by the tensor product $\mathcal{H}_{\text{syst}} \otimes \mathcal{H}_{\text{mes}}$. The dynamics is then given by a Hamiltonian of the form $H = H_{\text{syst}} + H_{\text{mes}} + H_{\text{int}}$, where $H_{\text{syst}}$ describes the dynamics of the system, $H_{\text{mes}}$ the dynamics of the detector, and $H_{\text{int}}$ encodes the interaction between them. It is important to notice that the zeroth principle is a strong assumption that might or might not be in correspondence with the physical world.

Sidney Coleman, an American theoretical physicist, said during a QFT lecture at Harvard that

*The career of a young theoretical physicist consists of treating the harmonic oscillator in ever-increasing levels of abstraction.*

and we have somehow taken this statement to the next level. Indeed, in this chapter we will deal with a realistic harmonic oscillator described by a string (that models more realistically a spring) with two masses attached to its ends, a system that we have throughly studied in some of our papers [15,16,19]. Our motivation is not to get a better understanding of the harmonic oscillator, but to understand if —and how— we could use the attached masses as measurement devices i.e. what information of the string we can retrieve by looking at the masses. Although our approach may look simple, it is actually closer to an actual experiment. In particular, they can be thought of as generalizations of the Unruh-DeWitt particle detectors and similar devices used in the discussion of quantum field theories in curved space-times and accelerated frames.

The addition of point particles at the boundary will make this problem rather interesting and, in fact, will require the use of some technical machinery (GNH, measure theory, Fock quantization...) that will be introduced in this chapter. We will see that the precise construction of the Fock space is important in order to discuss the possible factorization of the Hilbert space $\mathcal{H}$ of the whole system as $\mathcal{H}_{\text{masses}} \otimes \mathcal{H}_{\text{field}}$ that would account for a clean separation between quantum point particle and field degrees of freedom.

II Lagrangian formulation

Consider first a point mass $m_0$ moving in a straight line and attached to a spring which has zero rest length and spring constant $k_0$. Thus, its Lagrangian $L_0 : T\mathbb{R} \to \mathbb{R}$ is given by

$$L_0(q,v) = K_0(q,v) - V_0(q,v) = \frac{m_0v^2}{2} - \frac{k_0q^2}{2} \quad (2.1)$$

where $q$ is the deviation from its equilibrium position and $v$ its velocity. Considering now infinitely many of these masses joined one after another, using some mechanical considerations and taking
the continuous limit, a candidate for the Lagrangian of a string can be obtained. Namely, we have that \( L : T C^1[0, \ell] \rightarrow \mathbb{R} \) given by
\[
L(Q, V) = K(Q, V) - V(Q, V) = \frac{\rho}{2} \langle V, V \rangle - \frac{\gamma}{2} \langle Q', Q' \rangle
\] (2.2)
corresponds to the Lagrangian of a string in \( 1 + 1 \) dimensions of unstretched length \( \ell \), linear mass density \( \rho \) and Young’s modulus \( \gamma \) (which measures the resistance of the string to being elastically deformed). \( Q(x) \) denotes the deviation of the string point \( x \) from its equilibrium position while \( (,\) denotes the usual scalar product of the Hilbert space \( L^2[0, \ell] \) defined with the help of the usual Lebesgue measure \( \mu \).

Once we consider initial conditions for the string, the problem can only be solved in the region \( R = \{(t, x) \in \mathbb{R}^2 / \ell \geq x - t \geq 0 \text{ and } \ell \geq t + x \geq 0 \} \).

In order to get a unique solution in \([0, \ell] \times \mathbb{R}\) we have to specify some boundary conditions. The ones that arise naturally are the Dirichlet and Robin boundary conditions with some constant \( k_0 \geq 0 \) (Neumann is a particular case of the latter with \( k_0 = 0 \)) that, for homogeneous problems, read at \( x = 0 \) as follows

\[
\text{Dirichlet: } Q(t, 0) = 0 \quad \text{Robin: } Q'(t, 0) - k_0 Q(t, 0) = 0
\]

Clearly the Dirichlet condition states that the string is fixed at its end while, as we will see, the Robin boundary condition is equivalent to having a spring of zero rest length and constant \( k_0 \) attached to its end. We will, however, consider a more general problem which contains as subcases the Dirichlet and Robin boundary conditions. Namely, a string with two masses \( m_u \) and \( m_r \) attached at its ends, and both of them attached to springs of zero rest length.

The Lagrangian of such system is the sum of the Lagrangian of the string, the Lagrangians of each mass and some coupling terms. Namely, defining \( Q = \mathbb{R} \times C^\infty[0, \ell] \times \mathbb{R} \times \mathbb{R}^2 \), we have \( L : TQ \rightarrow \mathbb{R} \) given by
\[
L(q, v_i) = \frac{\rho}{2} \langle V, V \rangle - \frac{\gamma}{2} \langle Q', Q' \rangle + \sum_{j \in \{0, \ell\}} \left[ \frac{m_j v_j^2}{2} - \frac{k_j q_j^2}{2} \right] + \sum_{j \in \{0, \ell\}} \lambda_j \left( Q(j) - \varepsilon_j q_j \right)
\] (2.3)
for a given position \( q = (q_0, Q, q_\ell, \lambda_0, \lambda_\ell) \in Q \) and velocity \( v_i = (v_0, V, v_\ell, v_0, v_\ell) \in T_i Q \). We have included new variables \( \lambda_j \), as Lagrange multipliers, and new binary constants \( \varepsilon_j \), to turn the coupling on and off.

### III Action of the system

We consider now the action \( S : C^1([t_0, t_1], Q)_{\delta_0} \rightarrow \mathbb{R} \) given by
\[
S(c) = \int_{t_0}^{t_1} dt \ L(c(t), \dot{c}(t))
\] (2.4)
which is defined for a curve \( c : [t_0, t_1] \rightarrow Q \) of the space of positions with prescribed endpoints \( q_i \). In particular \((c(t), \dot{c}(t)) \in TQ\) for every \( \tau \in [t_0, t_1] \) and \( c(t_i) = q_i \). The stationary points of the action are determined (where \( \sigma(x) \) denotes the sign of \( x \in \mathbb{R} \)) by the following conditions.
IV. Fiber derivative

- $D_{Q,j} S = 0$ for every direction $V \in T_q L^1[0, \ell]$ leads to

  \begin{align*}
  \rho \ddot{Q}(t,x) - \gamma \frac{\partial^2 Q}{\partial \tau^2}(t,x) &= 0 \\
  \lambda_j(t) &= (-1)^{\sigma(j)+1} \gamma Q'(t,j) \\
  \end{align*}

  \((t,x) \in \mathbb{R} \times [0, \ell] \)

- $D_{\epsilon_j,\nu_j} S = 0$ leads to the conditions

  \begin{align*}
  m_j \ddot{q}_j(t) + k_j q_j(t) + \epsilon_j \lambda_j(t) &= 0 \\
  t \in \mathbb{R}, \quad j \in \{0, \ell\} \\
  \end{align*}

- $D_{\lambda_j, \nu_j} S = 0$ imposes the conditions.

  \[ Q(t,j) = \epsilon_j q_j(t) \quad t \in \mathbb{R}, \quad j \in \{0, \ell\} \]

Notice that our system includes some important subcases

- If $\epsilon_j = 0$ we have the wave equation for $Q$ over $[0, \ell]$ with Dirichlet boundary conditions $Q(t,j) = 0$. The masses $m_j$ are harmonic oscillators decoupled from the string, and the Lagrange multipliers are fixed by the string.

- If $\epsilon_j = 1$ but we remove the masses $m_j = 0$, then $\lambda_j(t) = -k_j q_j(t) = -k_j Q(t,j)$. Therefore we have now the wave equation for $Q$ over $[0, \ell]$ with Robin boundary conditions

  \[ Q'(t,j) + (-1)^{\sigma(j)+1} k_j Q(t,j) = 0 \]

  Both $\lambda_j$ and $q_j$ are determined by the well posed problem for $Q$.

- If in this last case we also remove the springs $k_j = 0$, then the Robin case reduces to the Neumann one.

- If $\rho = 0 = \gamma$ we see that $Q$ is arbitrary except at the boundaries but, in particular, its derivatives at the boundary remain unfixed. This implies that $\lambda_j$ can be arbitrarily fixed and, thus, each mass is an harmonic oscillators subject to the time dependent force $\epsilon_j \lambda_j(t)$.

- We will see on section VI that when we take $k_j = 0$ and $\rho = 0$, the system behaves like two masses joined by a spring (harmonic oscillator around its center of mass).

Notice that if $\epsilon_j m_j \neq 0$, although the point masses are subject to some dynamics, they are not independent classical degrees of freedom as they are fixed by continuity of the string. In fact, up to some constants, $\ddot{q}_j$ can be replaced by $Q(t,j)''$ and, thus, removing the explicit time derivatives.

It is important to mention here that we have defined the Lagrangian (2.3) with the help of some Lagrange multipliers. Nonetheless, there are other several ways to include boundary conditions in our theory by cleverly redefining our Lagrangian. We could, for instance, restrict the domain of the Lagrangian or choose a different functional form of the Lagrangian. Indeed, we have seen that the Dirichlet case can be considered through Lagrange multipliers. Alternatively we could have restricted the action to the functions $C^0[0, \ell]$ vanishing at the boundary. We deduce also from the previous discussion that the Robin boundary conditions, on the other hand, can be obtained by including the boundary term $k_j Q(j)^2$ in the Lagrangian without the need to enlarge the configuration space with Lagrange multipliers.

IV Fiber derivative

For a given $q = (q_0, Q, q_t, \lambda_0, \lambda_t) \in \mathcal{Q} = \mathbb{R} \times C^\infty[0, \ell] \times \mathbb{R} \times \mathbb{R}^2$ a typical point of $T^*_\mathcal{Q}$ is of the form $p \in \mathbb{R} \times C^\infty[0, \ell] \times \mathbb{R} \times \mathbb{R}^2$ a typical point of $T^*_\mathcal{Q}$ is of the form $p = (p_0, P, p_t, \pi_0, \pi_t)$ where $P \in C^\infty[0, \ell]'$ is a distribution, i.e. a continuous linear functional $P : C^\infty[0, \ell] \to \mathbb{R}$, and $p_j, \pi_j \in \mathbb{R}' = \mathbb{R}$, that we will denote $p_j$ and $\pi_j$ because we reserved the
Notice that the image of the fiber derivative depends strongly on whether the constants are zero. Thus we have:

\[ \Omega_{P,q}(Y, Z) = \Omega_{(q,p), (Y_q, Y_p, Y_{qj}, Y_{pj})} = \]

\[ = Z_v(Y_q) - Y_v(Z_q) + \sum_{j \in \{0, \ell\}} [Z_v(Y_{qj}) - Y_v(Z_{qj}) + Z_v(Y_{pj}) - Y_v(Z_{pj})] \]

As we will see, over the image of the fiber derivative \( \pi_j = 0 \) and the distribution \( P \) can be defined in terms of a map \( P \in C^\infty[0, \ell] \) by \( P(V) = (P, v) \). Thus, in what follows, it is convenient to work with \( \tilde{P} = \{(q_0, Q, q_0, \lambda_0, \lambda_0, p_0, P, p_0)\} \) which can be included in \( T^*Q \) via the previous representation \( j : \tilde{P} \rightarrow T^*Q \). To compute the induced (pre)symplectic form \( \omega = j^*\Omega \) we need the pushforward of a generic vector field \( Y = (Y_0, Y_{qj}, Y_j, Y_{pj}) \in X(\tilde{P}) \) which is given by:

\[ j_*Y = (Y_0, Y_{qj}, Y_j, (Y_{pj}, 0)) \in X(T^*Q) \]

Thus the induced form \( \omega(Y, Z) = (\Omega \circ j)(j_*Y, j_*Z) \) for \( Y, Z \in X(\tilde{P}) \) reduces to:

\[ \omega_{(q,q_j,q_j,p_{pj})}(Y, Z) = \langle Z_v(Y_q) - Y_v(Z_q) + \sum_{j \in \{0, \ell\}} [Z_v(Y_{qj}) - Y_v(Z_{qj}) + Z_v(Y_{pj}) - Y_v(Z_{pj})] \]

We compute now the fiber derivative \( FL : TQ \rightarrow T^*Q \). The map \( FL(q, v_j) : T_qQ \rightarrow \mathbb{R} \) acting on \( (q, w_v) = ((Q, q_j, \lambda_j), (W, w_j, \omega_j)) \) is given by:

\[ FL(q, v_j)(q, w_v) = \frac{d}{d\tau} \bigg|_{\tau=0} L(q, v_q + \tau w_v) = \rho(V, W) + \sum_{j \in \{0, \ell\}} m_j v_j w_j \]

Thus we have \( FL(q, (V, v_j, \omega_j)) = (q, (\rho(V, \cdot), m_j v_j, 0)) \) which allows us to define the canonical conjugate momenta \( P = \rho(V, \cdot) \in C^\infty[0, \ell] \), \( p_j = m_j v_j \in \mathbb{R}^\ell \) and \( \pi_j = 0 \). By using the representation \( j : \tilde{P} \rightarrow T^*Q \), we may consider directly \( P = \rho V \) and obtain \( FL(TQ) \cong P \) where:

\[ P = \{(q, p_v) = ((Q, q_j, \lambda_j), (P, p_{pj})) \in \tilde{P} \mid P \in \rho C^\infty(\mathbb{R}), \ p_j \in m_j \mathbb{R} \} \]

Notice that the image of the fiber derivative depends strongly on whether the constants are zero or not.

## V Hamiltonian formulation

### Obtaining the Hamiltonian

The energy \( E : TQ \rightarrow \mathbb{R} \), defined as \( E(q, v_q) = FL(q, v_j)(q, v_j) - L(q, v_q) \), has the form:

\[ E(q, v_q) = \frac{\rho}{2} (V, V) + \frac{\gamma}{2} \langle Q', Q' \rangle + \sum_{j \in \{0, \ell\}} \left[ \frac{m_j v_j^2}{2} + \frac{k_j q_j^2}{2} - \lambda_j \left( Q(j) - \varepsilon_j q_j \right) \right] \]

The Hamiltonian \( H : FL(TQ) \subset T^*Q \rightarrow \mathbb{R} \) is given by the implicit equation \( H \circ FL = E \). Using the identification \( FL(TQ) \cong P \) we have \( H : P \rightarrow \mathbb{R} \) given by:

\[ H(q, p_v) = \frac{\langle P, P \rangle}{2\rho} + \frac{\gamma}{2} \langle Q', Q' \rangle + \sum_{j \in \{0, \ell\}} \left[ \frac{p_j^2}{2m_j} + \frac{k_j q_j^2}{2} - \lambda_j \left( Q(j) - \varepsilon_j q_j \right) \right] \]

where we assume that if \( \rho = 0 \) then \( P = 0 \) and analogously for \( m_j \) and \( p_j \).
V. Hamiltonian formulation

GNH algorithm

Once we have the Hamiltonian, we want to solve the equation $\mathbf{r}_* \omega = \mathbf{d} H$ to obtain the Hamiltonian vector field $Y \in \mathfrak{X}(\mathcal{P})$. We do so using the GNH algorithm explained in section IV of chapter 1.

- Compute the differential $\mathbf{d} H : \mathcal{T} \mathcal{P} \rightarrow \mathbb{R}$ of $H$.

Given $Z = (Z_0, Z_0', Z_0'', Z_0, Z_0') \in \mathfrak{X}(\mathcal{P})$

$$ d_{(q,p)} H(Z) = \frac{1}{\rho} \langle P, Z_0 \rangle + \gamma \langle Q', Z_0' \rangle + \sum_{j \in \{0, \ell \}} \left[ \frac{p_j Z_{0,j}}{m_j} + k_j q_j Z_{0,j} \right] -$$

$$ - \sum_{j \in \{0, \ell \}} \left[ Z_{0,j} \left( Q(j) - \varepsilon_j q_j \right) + \lambda_j \left( Z_0(j) - \varepsilon_j Z_{0,j} \right) \right] =$$

$$ = \frac{1}{\rho} \langle P, Z_0 \rangle - \gamma \langle Q'', Z_0 \rangle + \sum_{j \in \{0, \ell \}} \left[ \frac{p_j Z_{0,j}}{m_j} + (k_j q_j + \varepsilon_j \lambda_j) Z_{0,j} \right] -$$

$$ - \sum_{j \in \{0, \ell \}} \left[ \left( Q(j) - \varepsilon_j q_j \right) Z_{0,j} + \left( \lambda_j - \gamma (-1)^{\sigma(j) + 1} Q'(j) \right) Z_0(j) \right] $$

- Compute the Hamiltonian vector field $Y_\sigma \in \mathfrak{X}(\mathcal{P})$.

To obtain $Y_\sigma$ we have to solve, over some space $\mathcal{P}_2 \subset \mathcal{P}$, the Hamiltonian equation $\mathbf{r}_* \omega(Z) = \mathbf{d} H(Z)$ for every $Z = (Z_0, Z_0', Z_0'', Z_0, Z_0') \in \mathfrak{X}(\mathcal{P})$. Thus

$$ \langle Z_\sigma, Y_\sigma \rangle - \langle Y_\sigma, Z_\sigma \rangle + \sum_{j \in \{0, \ell \}} \left[ Z_{\sigma,j} Y_{\sigma,j} - Y_{\sigma,j} Z_{\sigma,j} \right] = \frac{1}{\rho} \langle P, Z_0 \rangle - \gamma \langle Q'', Z_0 \rangle +$$

$$ + \sum_{j \in \{0, \ell \}} \left[ \frac{p_j Z_{\sigma,j}}{m_j} + (k_j q_j + \varepsilon_j \lambda_j) Z_{\sigma,j} - \left( Q(j) - \varepsilon_j q_j \right) Z_{\sigma,j} - \left( \lambda_j - \gamma (-1)^{\sigma(j) + 1} Q'(j) \right) Z_0(j) \right] $$

We should be specially careful when some of the coupling constants vanish. For instance, the condition $\rho = 0$ forces both $P$ and $Z_0$ to be zero and, hence, no condition over $Y_\sigma$ appears. In other words, the statement “for every $Z \in \mathfrak{X}(\mathcal{P})$” is misleading unless we specify which constants are nonzero. Assuming $\rho$ and $m_j$ non-zero we get

$$ Y_\sigma = \frac{P}{\rho} $$

$$ Y_{\sigma,j} = \frac{p_j}{m_j} $$

$$ Y_{\lambda} \text{ arbitrary} $$

over $\mathcal{P}_2 = \{ C_1' = 0 \} \cap \{ C_2' = 0 \}$ with $C_1' = \lambda_j - \gamma (-1)^{\sigma(j) + 1} Q'(j)$ and $C_2' = Q(j) - \varepsilon_j q_j$.

- Require $Y_\sigma$ to be tangent to $\mathcal{P}_2$.

Let us determine the subspace $\mathcal{P}_3 \subset \mathcal{P}_2$ where $Y_\sigma$ is tangent to $\mathcal{P}_2$ i.e. where the constraints are preserved. For the first pair we have $0 = Y(C_1') = dC_1'(Y)$ which fixes the value of $Y_{\lambda,j}$ to be

$$ Y_{\lambda,j} = \gamma (-1)^{\sigma(j) + 1} Y_\sigma'(j) = \frac{\gamma}{\rho} (-1)^{\sigma(j) + 1} P'(j) \quad j \in \{0, \ell \} $$

The second pair of constraints $C_2'$, which enforces the masses to be glued to the string, imposes the additional pair of conditions

$$ \frac{P(j)}{\rho} = Y_\sigma(j) = \varepsilon_j Y_{\sigma,j} = \varepsilon_j \frac{p_j}{m_j} \quad j \in \{0, \ell \} $$
which ties the momentum of the masses to the momentum of the string at the boundary. This gives us a new pair of constraints \( \{ C_4^i = 0 \} \) where \( C_4 = P(j)/\rho - \varepsilon j_p j/m_j \). Thus \( \mathcal{P}_3 = \mathcal{P}_2 \cap \{ C_4^i = 0 \} \).

- Require \( Y_n \) to be tangent to \( \mathcal{P}_3 \).

Let us determine the subspace \( \mathcal{P}_4 \subset \mathcal{P}_3 \) where \( Y_n \) is tangent to \( \mathcal{P}_3 \). Notice that we only have to impose the tangency condition of \( Y_n \) to \( \{ C_4^i = 0 \} \), which leads to a new pair of constraints \( \{ C_4^j = 0 \} \) where

\[
C_4^j = \frac{\gamma Q''(j)}{\rho} + (-1)^{\sigma(j)+1} \frac{\epsilon j_m}{m_j} Q'(j) + \frac{\lambda j_k}{m_j} Q(j)
\]

Thus we obtain that \( \mathcal{P}_4 = \mathcal{P}_3 \cap \{ C_4^j = 0 \} \).

- Iterate this process.

If we denote the derivative of order \( 2k \) by \( \Delta^{(k)} \), then iterating we get the set of conditions

\[
\Delta^{(k)} \left( \frac{\gamma}{\rho} Q''(j) + (-1)^{\sigma(j)+1} \frac{\epsilon j_m}{m_j} Q'(j) + \frac{\lambda j_k}{m_j} Q(j) \right) = 0
\]

\[
\Delta^{(k)} \left( \frac{\gamma}{\rho} P''(j) + (-1)^{\sigma(j)+1} \frac{\epsilon j_m}{m_j} P'(j) + \frac{\lambda j_k}{m_j} P(j) \right) = 0
\]

for every \( k \in \{ 0, 1, 2, \ldots \} \) and \( \mathcal{P}_{k+1} = \mathcal{P}_k \cap \{ C_{k+1}^j = 0 \} \). It is straightforward to adapt this procedure when some of the constants are zero.

### VI Classical solutions to the problem

In order to perform the Fock quantization, we need to consider the space of classical solutions to the equations of our system, which were obtained in section III

\[
\begin{align*}
p\dot{Q}(t, x) - \gamma Q''(t, x) &= 0 & (t, x) &\in \mathbb{R} \times [0, \ell] \\
m_j \dot{q}_j(t) + k_j q_j(t) + \epsilon_j \lambda_j(t) &= 0 & t &\in \mathbb{R}, \quad j &\in \{ 0, \ell \} \\
\lambda_j(t) &= (-1)^{\sigma(j)+1} \gamma Q'(t, j) & t &\in \mathbb{R}, \quad j &\in \{ 0, \ell \} \\
Q(t, j) &= \epsilon_j q_j(t) & t &\in \mathbb{R}, \quad j &\in \{ 0, \ell \}
\end{align*}
\]

(2.8)

Assuming that \( \varepsilon_j = 1 \), which is the interesting case, we have that the dynamics of \( \lambda_j \) and \( q_j \) are given by the ones of \( Q \) at the boundary. So the previous set of equations is equivalent to the following one

\[
\begin{align*}
p\dot{Q}(t, x) - \gamma Q''(t, x) &= 0 & (t, x) &\in \mathbb{R} \times [0, \ell] \\
m_j \dot{Q}(t, j) + k_j Q(t, j) + (-1)^{\sigma(j)+1} \gamma Q'(t, j) &= 0 & t &\in \mathbb{R}, \quad j &\in \{ 0, \ell \}
\end{align*}
\]

(2.9)

Notice that the equations for the boundary are not standard boundary conditions as they involve second order time derivatives. It is interesting to note also that these equations can be derived directly from the Lagrangian \( L : TC^\infty[0, \ell] \rightarrow \mathbb{R} \) given by

\[
L(Q, V) = \frac{p}{2} \langle V, V \rangle - \frac{\gamma}{2} \langle Q', Q' \rangle + \sum_{j \in \{ 0, \ell \}} \left[ \frac{m_j V(j)^2}{2} - \frac{k_j Q(j)^2}{2} \right]
\]

(2.10)

Before solving (2.9), let us consider the case where we remove the external springs \( k_j = 0 \) and make the string massless \( \rho = 0 \). The equations then read

\[
\begin{align*}
\gamma Q''(t, x) &= 0 & (t, x) &\in \mathbb{R} \times [0, \ell] \\
m_j \dot{Q}(t, j) + (-1)^{\sigma(j)+1} \gamma Q'(t, j) &= 0 & t &\in \mathbb{R}, \quad j &\in \{ 0, \ell \}
\end{align*}
\]

(2.11)

(2.12)
Thus, for each \( t \in \mathbb{R} \), \( Q(t, \cdot) \) is a straight line of slope \( Q'(t, \cdot) = Q(t, \ell) - Q(t, 0) \). The equations for the center of mass \( \bar{C}(t) \) and the distance between the masses \( d(t) = Q(t, \ell) - Q(t, 0) \) are

\[
\begin{align*}
\ddot{\bar{C}}(t) &= \frac{d^2}{dt^2} \left[ m_r Q(t, \ell) + m_o Q(t, 0) \right] = \gamma Q'(t, \ell) - \gamma Q'(t, 0) = 0 \\
\ddot{d}(t) &= -\gamma Q'(t, \ell) - \frac{\gamma Q'(t, 0)}{m_o} = -\gamma \frac{m_r + m_o}{m_r m_o} \left[ Q(t, \ell) - Q(t, 0) \right] = -\frac{\gamma d}{\mu}
\end{align*}
\]

Which are exactly the equation for two masses connected by a spring, being \( \mu \) the reduced mass of the system. Notice that taking \( k_j = 0 = \rho \) in the Lagrangians (2.3) or (2.10) does not lead to the typical Lagrangian for two masses joined by a spring. Indeed, notice that we do still have a variable \( Q \) describing the shape of the string whose equation, as we mentioned before, turns out to be similar to that of a straight line joining the two masses \( Q(t, x) = Q(t, \ell)x/\ell + Q(t, 0)(1 - x/\ell) \). Besides, each mass moves according to

\[
Q(t, j) = \frac{m_r Q(0, \ell) + m_o Q(0, 0)}{m_r + m_o} + t \frac{m_r \dot{Q}(0, \ell) + m_o \dot{Q}(0, 0)}{m_r + m_o} + (-1)^{\sigma(j) + 1} \frac{\mu}{m_j} \left[ (Q(0, \ell) - Q(0, 0)) \cos(\omega t) + \frac{\dot{Q}(0, \ell) - \dot{Q}(0, 0)}{\omega} \cos(\omega t) \right]
\]  

(2.13)

where the first line corresponds to the motion of the center of mass and the second one to the oscillations with frequency \( \omega = (\gamma/\mu)^{1/2} \) around such center.

Now we assume \( \rho \cdot \gamma \neq 0 \) to solve (2.9). By separation of variables \( Q(t, x) = T(t)X(x) \) we get

\[
\begin{align*}
\frac{\partial}{\partial t} \ddot{T}(t) &= -\lambda T(t) \quad t \in \mathbb{R} \\
X''(x) &= -\lambda X(x) \quad x \in [0, \ell] \\
X'(j) &= (-1)^{\sigma(j) + 1}(\mu_j \lambda - r_j)X(j) \quad j \in \{0, \ell\}
\end{align*}
\]

(2.14)(2.15)(2.16)

for some \( \lambda \in \mathbb{R} \) to be determined. We have introduced the constants \( \mu_j = m_j/\rho \) and \( r_j = k_j/\gamma \). Notice that, unless \( m_j = 0 \) (Robin boundary conditions), the eigenvalue \( \lambda \) appears in (2.16), which means that the eigenvalue problem for \( X \) is not of the Sturm-Liouville type. Thus we cannot apply theorem A.8, which states roughly speaking that there are infinitely many eigenvalues increasing to infinite with orthogonal eigenvectors. Nonetheless, in order to completely solve (2.9) by separation of variables, we need to be sure that the eigenvectors form a complete set. We will deal with this problem once we obtain the eigenvectors.

In order to obtain the eigenvectors, we have to solve (2.15) for \( \lambda \) and for \( X \). Let us suppose first that \( \lambda = -\omega^2 < 0 \), then \( X_\lambda(x) = A \exp(\omega x) + B \exp(-\omega x) \). If we plug it into (2.16) we obtain the trivial solution \( X_\lambda = 0 \). Actually, this conclusion is obvious if we realize that the solution to (2.14) cannot be exponential due to the conservation of energy. The case \( \lambda = 0 \) is similar although now we find a nontrivial solution if and only if both \( k_j = 0 \). Without any springs the center of mass is free to move with constant velocity. For the sake of concreteness we assume that at least one \( k_j \neq 0 \), so no zero mode arises, but it is clear how to include such case.

Finally we consider \( \lambda = \omega^2 > 0 \), in which case \( X_\lambda(x) = A \sin(\omega x) + B \cos(\omega x) \). Plugging this into (2.16) we obtain a system of two equations for \( A, B \) which has nonzero solutions \( A = r_0 - \mu_\omega^2 \) and \( B = \omega \) if and only if

\[
\omega^2(\mu_0 + \mu_\ell) - (r_0 + r_\ell) \omega \cos(\omega \ell) - \left( (\mu_\omega^2 - r_0)(\mu_\omega^2 - r_\ell) - \omega^2 \right) \sin(\omega \ell) = 0
\]

(2.17)

It is clear that \( \omega_{m_0} = m_0\pi/\ell \) is a solution if and only if

\[
m_0 = \ell \frac{r_0 + r_\ell}{\mu_\ell + \mu_\ell} \in \mathbb{N}
\]

(2.18)
Except for this possible solution, the solutions to (2.17) are those \( \omega \) such that

\[
\omega \cotan(\omega \ell) = \frac{(\mu_0 \omega^2 - r_0)(\mu_\ell \omega^2 - r_\ell) - \omega^2}{\omega^2(\mu_0 + \mu_\ell) - (r_0 + r_\ell)}
\]

which includes the possibility of having \( \mu_j = 0 \) and \( r_j = 0 \). In such case the solutions are simply \( \omega_m = m\pi/\ell \).

**Lemma 2.20**

If \( \mu_j \geq 0 \) and \( r_j \geq 0 \), then there is exactly one solution \( \omega_m \in I_m = [m\pi/\ell, (m + 1)\pi/\ell) \) to (2.19) for every \( m \in \mathbb{N} \setminus \{m_0\} \). If \( m_0 \in \mathbb{N} \) then there are two solutions in \( I_{m_0} \).

**Proof.**

It is easy to check that the LHS is decreasing over each open interval \( I_m = (m\pi/\ell, (m + 1)\pi/\ell) \) therefore, if we prove that the RHS is increasing over \( (0, \infty) \setminus \{\omega_m\} \), the proof will be complete.

Let \( F(\omega) \) denote the RHS of (2.19). Its derivative is given by

\[
F'(\omega) = 2\omega \mu_0 \mu_\ell (\mu_0 + \mu_\ell) \omega^4 - 2\mu_0 \mu_\ell (r_0 + r_\ell) \omega^2 + \mu_\ell \omega^2 + (r_0 + r_\ell) [2\mu_0 \mu_\ell - (r_0 + r_\ell)^2]
\]

If \( \mu_0 + \mu_\ell = 0 \) then \( F'(\omega) = 2\omega/(r_0 + r_\ell) > 0 \). Otherwise we can complete squares in the numerator

\[
\left( \sqrt{\mu_0 \mu_\ell (\mu_0 + \mu_\ell)} \omega^2 - (r_0 + r_\ell) \sqrt{\frac{\mu_0 \mu_\ell}{\mu_0 + \mu_\ell}} \right)^2 - (r_0 + r_\ell)^2 \frac{\mu_0 \mu_\ell}{\mu_0 + \mu_\ell} + \mu_\ell \omega^2 + r_0 + r_\ell =
\]

which is always positive. Therefore the RHS is increasing as we wanted to prove. \( \blacksquare \)

The asymptotic behavior of \( \omega_m \) depends strongly on the vanishing of the constants.

- If both \( \mu_j = 0 \)
  \[
  \omega_m = \frac{m\pi}{\ell} + \frac{r_0 + r_\ell}{\pi m} + O\left(\frac{1}{m^3}\right)
  \]
- If only \( \mu_\ell > 0 \)
  \[
  \omega_m = \frac{(2m + 1)\pi}{2\ell} + \frac{1 + \mu_\ell r_0}{\mu_\ell \pi m} - \frac{1 + \mu_\ell r_0}{2\mu_\ell \pi m^2} + O\left(\frac{1}{m^3}\right)
  \]
- If both \( \mu_j > 0 \)
  \[
  \omega_m = \frac{m\pi}{\ell} + \frac{\mu_0 + \mu_\ell}{\mu_0 \mu_\ell \pi m} + O\left(\frac{1}{m^3}\right)
  \]

Summarizing, we have infinitely many eigenvalues \( \{-\omega_m^2\} \) with their corresponding eigenvectors \( \{X_m\} \). The standard procedure will be now to prove that they form a complete set in an appropriate functional space so that the solution can be expanded into its Fourier coefficients.

\[
\langle \omega_m^2 - \omega_n^2 \rangle (X_m, X_n) = \langle X_m^\prime, X_n \rangle + \langle X_m, X_n^\prime \rangle =
\]

\[
= - [X_m^\prime X_n^\prime]_0 + \langle X_m^\prime, X_n \rangle + [X_m X_n^\prime]_0 - \langle X_m, X_n^\prime \rangle =
\]

\[
= - [(-1)^{\sigma(j)+1}(\mu_j \omega_m^2 - r_j)X_mX_n^\prime]_0 + [(-1)^{\sigma(j)+1}(\mu_j \omega_n^2 - r_j)X_mX_n]_0 =
\]

\[
= [(-1)^{\sigma(j)} \mu_j (\omega_m^2 - \omega_n^2) X_mX_n]_0 =
\]

\[
= -(\omega_m^2 - \omega_n^2) \sum_{j \in \{0, \ell\}} \mu_j X_m(j)X_n(j)
\]
VI. Classical solutions to the problem

which is in general different from zero and, thus, they are not $L^2$-orthogonal, let alone an orthogonal basis. In particular, notice that the Laplacian (second derivative) is not a symmetric operator. It is, however, easy to realize that if we consider the modified scalar product

$$\langle f, g \rangle = \mu_0 f(0) g(0) + \langle f, g \rangle + \mu_2 f(\ell) g(\ell)$$  \hspace{1cm} (2.24)

then $\{X_m\}$ are orthogonal with respect to it. If we denote

$$\tilde{X}_m = \frac{1}{\|X_m, X_m\|_\infty} X_m$$ \hspace{1cm} (2.25)

the normalized eigenvectors, then $Q(t, x) = \sum T_m(t) \tilde{X}_m(x)$ solves (2.9) with initial conditions $Q(0, x) = g(x)$ and $Q(0, x) = p(x)$ if $T_m$ satisfies

$$\ddot{T}_m(t) = -\omega_m^2 T(t)$$
$$T_m(0) = \langle \tilde{X}_m, g \rangle$$
$$\dot{T}_m(0) = \langle \tilde{X}_m, p \rangle$$

We have constructed several solutions to (2.9) but it remains to be known if we have found them all i.e. if every solution is of this form or, equivalently, if $\{\tilde{X}_m\}$ is complete (see definition A.4).

One might be tempted to adapt the proof of the Sturm-Liouville theorem over $(L^2[0, \ell], \langle \cdot, \cdot \rangle)$ but notice that $\langle \cdot, \cdot \rangle$ is not well defined over $L^2[0, \ell]$ because $f(0)$ is meaningless (maps are identified up to zero measure sets). Of course we could restrict ourselves to some functional spaces where such values were meaningful like $C^0[0, \ell]$ or $H^1[0, \ell]$, but we have found a nicer alternative which does not force us to constraint the regularity of the solutions from the beginning. Namely, changing the measure space, which allows us to rewrite our problem as a true Sturm-Liouville problem.

**Changing the measure space**

Looking at (2.24), it seems natural to introduce the measure given by $\mu = \alpha_0 \delta_0 + \mu_L + \alpha_2 \delta_2$ where $\mu_L$ is the Lebesgue measure of $[0, \ell]$ and $\delta_x(\Omega)$ is 1 if $x \in \Omega$ and 0 otherwise (see section II of appendix A). For technical reasons that will be clear later we have introduced the constants $\alpha_j > 0$, to be appropriately chosen, instead of $\mu_j$. We consider now the space of maps, defined up to a set of $\mu$-measure zero, given by

$$L^2_\mu[0, \ell] = \left\{ f: [0, \ell] \to \mathbb{R} \mid \text{\mu-measurable} \quad / \quad \langle f, f \rangle_\mu < \infty \right\}$$

where we define the scalar product

$$\langle f, g \rangle_\mu = \int_{[0, \ell]} f \cdot g \, d\mu$$ \hspace{1cm} (2.26)

It is clear that indeed $(L^2_\mu[0, \ell], \langle \cdot, \cdot \rangle_\mu)$ is a real Hilbert space. Notice that $\mu(\{ j \}) = \alpha_j$ if $j \in \{0, \ell\}$ so now, given some $f \in L^2_\mu[0, \ell]$ the value $f(0)$ is well defined. In fact we can split the integral of $\langle \cdot, \cdot \rangle_\mu$ in three parts corresponding to $\delta_0, \mu_L, \delta_2$ as

$$\langle f, g \rangle_\mu = \alpha_0 f(0) g(0) + \langle f, g \rangle + \alpha_\ell f(\ell) g(\ell)$$  \hspace{1cm} (2.27)

Actually, the space itself can also be split. If we define $L = \mathbb{R} \times L^2(0, \ell) \times \mathbb{R}$ endowed with the scalar product $\langle (a, f, c), (b, g, d) \rangle_L = \alpha_0 ab + \langle f, g \rangle + \alpha_\ell cd$ we have the following result.

**Lemma 2.28**

$(L^2_\mu[0, \ell], \langle \cdot, \cdot \rangle_\mu)$ and $(L, \langle \cdot, \cdot \rangle_L)$ are isomorphic as Hilbert spaces.
Proof. 

\( \Phi : L^2[0, \ell] \to L \) defined by \( \Phi(f) = (f(0), f(0,\ell), f(\ell)) \) is clearly an isomorphism of vector spaces and \( \langle \Phi(f), \Phi(g) \rangle_L = \langle f, g \rangle_c \).

When convenient this isomorphism will be used without making it explicit.

It is possible to define differential calculus in this new measure space by introducing the so-called Radon-Nikodym (RN) derivative of a given \( F \in L^2_{\mu}[0, \ell] \) (see section II of appendix A). It is defined by

\[
\frac{dF}{d\mu} := \frac{d\nu}{d\mu}
\]

where \( \nu \) is its Lebesgue-Stieltjes measure \( \nu([x, y]) = F(y) - F(x) \). In order to be able to derive the measure \( \nu \) with respect to \( \mu \) the former has to be \( \mu \)-a.c. i.e. \( \nu \ll \mu \) (see definition A.13). In that case we say also that \( F \) is \( \mu \)-a.c.

If \( F \) is \( \mu \)-a.c., splitting it as before shows that no condition arises over the boundary values \( F(0) \) and \( F(1) \). However, we see that the measure \( F|_{[0,\ell)\mu} \) has to be \( \mu \)-a.c., which is equivalent to \( F|_{[0,\ell)} \in H^1(0, \ell) \), i.e. functions of \( L^2(0, \ell) \) with distributional derivative in \( L^2(0, \ell) \). An element \( G \in H^1(0, \ell) \) is absolutely continuous in the usual calculus sense and, besides, has well defined boundary limits

\[
G(0+) = \lim_{x \to 0^+} G(x) \quad G(\ell-) = \lim_{x \to \ell^-} G(x)
\]

which of course need not to be equal to the values at the boundary \( G(0) \) and \( G(1) \). Sometimes we will denote \( \gamma_0(G) = G(0+) \) and \( \gamma_1(G) = G(1-) \) where \( \gamma_j \) is known as the trace operator.

The previous paragraph can be summarized analogously to lemma 2.28 if we define

\[
H^1_{\mu}[0, \ell] := \left\{ F \in L^2_{\mu}[0, \ell] \quad \text{\( \mu \)-a.c.} \quad / \quad \frac{dF}{d\mu} \in L^2_{\mu}[0, \ell] \right\}
\]

\( \mathbb{H}^1 = \mathbb{R} \times H^1(0, \ell) \times \mathbb{R} \)

Lemma 2.29

\( (H^1_{\mu}[0, \ell], \langle \cdot, \cdot \rangle_{\mu}) \) and \( (\mathbb{H}^1, \langle \cdot, \cdot \rangle_L) \) are isomorphic as Hilbert spaces.

Lemma 2.30

Given \( F \in H^1_{\mu}[0, \ell] \) we have

\[
\frac{dF}{d\mu}(x) = \begin{cases} 
F(0+) - F(0) & x = 0 \\
\frac{dF}{dx}(x) & x \in (0, \ell)
\end{cases}
\]

\[
F(\ell) - F(\ell-) \quad x = \ell
\]

Proof.

\[
F(y) - F(x) = \nu([x, y]) = \int_{[x, y]} d\nu = \frac{dF}{d\mu}(0)\delta_0[x, y] + \int_{[x, y]} \frac{dF}{d\mu} \left( \frac{d\nu}{d\mu} \right) dx + \alpha_\ell \int_{[x, y]} \frac{dF}{d\mu} d\delta_\ell = 
\]

\[
= \alpha_0 \int_{[x, y]} \frac{dF}{d\mu} d\delta_0 + \int_{[x, y]} \frac{dF}{d\mu} d\mu + \alpha_\ell \int_{[x, y]} \frac{dF}{d\mu} d\delta_\ell
\]
If \( x, y \in (0, \ell) \) then the first and last term vanish. Thus \( \frac{dF}{d\mu} \) is the RN derivative with respect to \( \mu \), so it is the standard weak derivate that we usually denote as \( \frac{dF}{d\mu} \). If \( y = \ell \) and we make \( x \to \ell^- \) we see that \( \delta_0[x, y] = 0 \) and \( \delta_\ell[x, y] = 1 \). The integral is computed over an interval whose length tends to zero and, hence, vanishes at the limit. Therefore \( F(\ell) - F(\ell^-) = \alpha_\ell \frac{dF}{d\mu}(0) \). An analogous reasoning for \( x = 0 \) and \( y \to 0^+ \) leads to the required result.

Notice that the continuity at the boundary is equivalent to the vanishing of the RN derivative at the boundary. Besides, with the help of the trace operators \( \gamma_j \), we have the more compact formula for the boundary
\[
\alpha_j \frac{dF}{d\mu}(j) = (-1)^{\sigma(j)} \left( \gamma_j(F) - F(j) \right) \quad (2.31)
\]
In order to perform integration by parts we need to know the derivative of the product which does not follow the usual Leibniz rule. For that purpose we introduce \( K : [0, \ell] \to \mathbb{R} \) with \( K|_{(0, \ell)} = 0 \) and \( K(j) = (-1)^{\sigma(j)} \alpha_j \).

**Lemma 2.32**
Given \( F, G \in H^1_{\mu}[0, \ell] \) then
\[
\frac{d(FG)}{d\mu}(0) = \frac{dF}{d\mu}(0) G(0) + F(0) \frac{dG}{d\mu}(0)
\]

**Proof.**
For \( x \in (0, \ell) \) it is clear that the standard Leibniz rule holds. If \( x = 0 \) we have
\[
\frac{d(FG)}{d\mu}(0) = \frac{dF}{d\mu}(0) G(0) + F(0) \frac{dG}{d\mu}(0)
\]
And analogously for \( x = \ell \).

**The Laplacian operator**
We recall that our goal is to define a self-adjoint Laplace operator \( \Delta_\mu \) over \( L^2_\mu[0, \ell] \) such that the eigenvalue problem for \( \Delta_\mu \) with some boundary conditions (which would be of the Sturm-Liouville type) is in correspondence with our initial eigenvalue problem (2.15)-(2.16). A naive way to do this would be to define \( \Delta_\mu \) simply as the second RN derivative with respect to \( \mu \). However, this would not work entirely because more freedom is required as we will explain in the following. This additional freedom can be achieved noticing that, as our space is \( \mathbb{R} \times L^2(0, \ell) \times \mathbb{R} \), the Laplacian could act differently over each factor. Thus let us consider the following more general Laplacian defined over the largest possible domain, which turns out to be
\[
H^2_\mu[0, \ell] = \left\{ u \in L^2_\mu[0, \ell] \mid \exists \frac{du}{d\mu}(x) \forall x \in [0, \ell], \frac{du}{d\mu} \in H^1_{\mu}[0, \ell] \right\}
\]
\[
\Delta_\mu : H^2_\mu[0, \ell] \subset L^2_\mu[0, \ell] \to L^2_\mu[0, \ell],
\]
\[
u \quad \to \quad (1 + C) \frac{d^2u}{d\mu^2}
\]
where \( C : [0, \ell] \to \mathbb{R} \) is 0 over \((0, \ell)\) and \( C(j) = c_j \in \mathbb{R} \setminus \{-1\}\) are to be determined. Integrating by parts according to lemma 2.32 and taking into account that \( K \frac{dC}{d\mu} = -C \), it follows

\[
\langle \Delta \mu, v \rangle = \left\langle \frac{d^2 F}{d\mu^2}, (1 + C)G \right\rangle = - \left\langle \frac{du}{d\mu}, \frac{dv}{d\mu} \right\rangle - \sum_{j \in (0, \ell]} \left( -1 \right)^{\sigma(j)} \frac{d u}{d\mu}(j) v(j) + \alpha_j \frac{d^2 u}{d\mu^2}(j) K(j) \left( \frac{d v}{d\mu}(j) - \frac{C(j)}{K(j)} v(j) \right)
\]

Thus \( \Delta \mu \) is not symmetric over \( H^2_\mu[0, \ell] \). However if we consider, for instance, elements of

\[
H^1_{\mu,R}[0, \ell] = \left\{ u \in H^{1}_\mu[0, \ell] \mid \frac{du}{d\mu}(j) - (-1)^{\sigma(j)} \frac{c_j}{\alpha_j} u(j) = 0 \right\}
\]

then the last term of (2.33) vanishes and the middle one becomes symmetric in \( u, v \). Therefore \( \Delta \mu \) is symmetric over \( D := H^2_\mu[0, \ell] \cap H^1_{\mu,R}[0, \ell] \) and, in fact, it can be showed following the method of [46] that it is self-adjoint and that \( D \) is dense in \( L^2_\mu[0, \ell] \). Notice that the boundary conditions defined by the maps in \( H^{1,\mu,R}[0, \ell] \) are of the Robin type. It seems therefore natural to consider the eigenvalue problem with Robin boundary conditions

\[
\begin{align*}
\Delta \mu u &= -\lambda u & \mu - \text{a.e. in } [0, \ell] \\
\frac{d u}{d\mu}(j) &= (-1)^{\sigma(j)} \frac{c_j}{\alpha_j} u(j) & j \in \{0, \ell\}
\end{align*}
\]

which defines a complete set of eigenvectors \( \{ X^m_j \} \) with eigenvalues \( \{ \tilde{\omega}^2_m \} \). Using equation (2.31) we see that (2.36) is equivalent to

\[
\gamma_j(u) = (1 + c_j) u(j) \quad j \in \{0, \ell\}
\]

which ties the values at the boundary with their limits. On the other hand the first equation can be split in three. Over \((0, \ell)\) we clearly have \( u'' = -\lambda u \) because the RN derivative over such interval is just the usual weak derivative. Thus we recover equation (2.15). For \( x = j \in \{0, \ell\} \) we can remove all references to the values at the boundary using equation (2.31) and (2.37)

\[
-\lambda \gamma_j(u) = -\lambda u(j) = \Delta \mu u(j) = (1 + c_j) \left( \frac{-1}{\alpha_j} \sigma(j) \gamma_j \left( \frac{du}{d\mu} \right) - \frac{c_j}{\alpha_j(1 + c_j)} \gamma_j(u) \right)
\]

or equivalently

\[
\gamma_j(u') = (-1)^{\sigma(j)+1} \left( \lambda \frac{\alpha_j}{1 + c_j} - \frac{c_j}{\alpha_j(1 + c_j)} \right) \gamma_j(u)
\]

Clearly if we take \( c_j = \frac{\alpha_j r_j}{1 - \alpha_j r_j} \) and \( \alpha_j > 0 \) satisfying \( \alpha_j(1 - \alpha_j r_j)^2 = \mu_j \) then we obtain a formula identical to (2.16) replacing \( X(j) \) by \( \gamma_j(X) \).

Let us recap what we have done so far. We started with a Sturm-Liouville problem (2.35)-(2.36) over \( D \subset L^2_\mu[0, \ell] \), which has infinitely many eigenvalues \( \{ \tilde{\omega}^2_m \} \) with normalized eigenvectors \( \{ X^m_j \} \subset D \). Its solutions can be considered as triples over \( \mathbb{R} \times L^2(0, \ell) \times \mathbb{R} \) and we adjust the constants in such a way that the middle factor of such solutions satisfies (2.15)-(2.16) where the

\[\text{1If } \mu_j = 0, \text{ then we get } \alpha_j = 0 \text{ and, in fact, we should remove its corresponding } R \text{ factor. If } \mu_j > 0 \text{ then clearly } \alpha_j > 0. \text{ Finally notice that } \alpha_j = \mu_j \text{ if and only if } r_j = 0 \text{ i.e. there is no spring at } x = j \in \{0, \ell\}.\]
boundary conditions are applied to the values of the trace. Doing so forces the eigenvalues \( \hat{\omega}_m \) to be equal to the previously computed \( \omega_{m} \) on lemma 2.20, and the eigenvectors are related by
\[
\hat{X}_m \big|_{(0, \ell)} = \frac{X_m|_{(0, \ell)}}{g_m} \quad \gamma_j(X_m) = \frac{X_m(j)}{g_m} \quad \hat{X}_m(j) = (1 - \alpha_j r_j) \frac{X_m(j)}{g_m} \tag{2.39}
\]
where \( g_m \) guarantees that \( \hat{X}_m \) is normalized and is given by
\[
g_m^2 = \frac{1}{2} \left( r_0 + (\ell + \mu_0)\omega_m^2 + (\mu_0 \omega_m^2 - r_0)^2 \ell + (\mu \omega_m^2 + r_\ell) \right) \tag{2.40}
\]
Actually, when we restrict ourselves to \( H^1_{0,R}[0, \ell] \) (so equation (2.37) holds) and take into account that \( \alpha_j (1 - r_j \alpha_j)^2 = \mu_j \), we obtain an interesting relation between the two formulations of the same problem
\[
\langle u, v \rangle = \sum_{j \in (0, \ell)} \mu_j \gamma_j(u) \gamma_j(v) + \langle u, v \rangle = \sum_{j \in (0, \ell)} \alpha_j u(j) v(j) + \langle u, v \rangle = \langle u, v \rangle_{\mu} \tag{2.41}
\]
We cannot stress enough that the physics of the initial problem is contained in the middle factor of \( L^2_{\mu}[0, \ell] \cong \mathbb{R} \times L^2(0, \ell) \times \mathbb{R} \) and that the positions of the masses are given by the traces \( \gamma_j(u) \) and not by the values at the boundary \( u(j) \) corresponding to the \( \mathbb{R} \) factors. To help us understand the role \( u(j) \) plays in this setting, let us think about Lagrange multipliers: they do help us to get the desired dynamics (so does \( u(j) \) in our case), the dynamics of such multipliers are determined by the dynamics of the system (see equation (2.37)), but usually we do not care about them (here only \( \gamma_j(u) \) is physically relevant).

**Theorem 2.42**

The eigenvalues \( \{ X_m \} \) form a complete set over \( L^2[0, \ell] \).

**Proof.**

The operator \( \Delta_{\mu} \) is self-adjoint over the dense subset \( \mathcal{D} = H^2_{0}[0, \ell] \cap H^1_{0,R}[0, \ell] \subset L^2_{\mu}[0, \ell] \), thus their eigenvectors \( \{ \hat{X}_m \} \) form a complete set of \( L^2_{\mu}[0, \ell] \). Take a map \( f \in H^1[0, \ell] \) and consider the map \( F \in H^1_{0,R}[0, \ell] \subset L^2_{\mu}[0, \ell] \) such that \( F|_{(0, \ell)} = f|_{(0, \ell)} \). \( F(0) \) and \( F(1) \) are then given by (2.37) where the traces are well defined as \( f \in H^1[0, \ell] \). Then we have
\[
F = \sum_m \langle F, \hat{X}_m \rangle \hat{X}_m \quad \Rightarrow \quad f = \sum_m \frac{\langle F, \hat{X}_m \rangle}{g_m} X_m \tag{2.43}
\]
We have on one hand that \( \{ \langle F, \hat{X}_m \rangle \} \in \ell^2(\mathbb{N}) \) and, on the other hand, using the asymptotic behavior of \( \omega_m \) obtained in (2.21)-(2.23), we can prove
\[
\frac{1}{g_m} = \frac{\sqrt{2} \ell^{3/2}}{\mu_0 \pi^2 m^2} + \mathcal{O} \left( \frac{1}{m^3} \right) \tag{2.44}
\]
Thus \( \{ \langle F, \hat{X}_m \rangle / g_m \} \in \ell^2(\mathbb{N}) \) which ends the proof because \( H^1[0, \ell] \) is dense in \( L^2[0, \ell] \). ■

One might wonder what would happen if we extended \( f \) arbitrarily as \( (a, f, b) \). We could proceed as in the previous proof and it might seem that the coefficients of \( f \) in the \( \{ X_m \} \) basis would depend on \( a, b \). Of course this is not possible as the representations must be unique but it is interesting to understand why. Let us consider the map \( F : [0, \ell] \to \mathbb{R} \) given by
\[
F(x) = \begin{cases} 
1 & \text{if } x = 0 \\
0 & \text{if } x \in (0, \ell) 
\end{cases} \tag{2.45}
\]
which can also be thought as $F = (1, 0, 0) \in \mathbb{R} \times L^2(0, \ell) \times \mathbb{R}$. If we expand $F$

\[
(1, 0, 0) = F = \sum_m \langle F, \tilde{X}_m^\mu \rangle \tilde{X}_m^\mu = \sum_m \langle F, \tilde{X}_m^\mu \rangle \left( \tilde{X}_m^\mu(0), \tilde{X}_m^\mu(0, \ell), \tilde{X}_m^\mu(\ell) \right) = \sum_m \alpha_m \tilde{X}_m^\mu(0, \ell), \tilde{X}_m^\mu(0, \ell), \tilde{X}_m^\mu(\ell) \tag{2.46}
\]

and analogously for $G = (0, 1, 0)$ and $H = (0, 0, 1)$, we get the following identities

\[
\begin{align*}
\alpha_j \sum_m \tilde{X}_m^\mu(j)^2 &= 1 & \mu_j \sum_m \frac{X_m(j)^2}{g_m} &= 1 & j \in \{0, \ell\} \\
\sum_m \tilde{X}_m^\mu(0) \tilde{X}_m^\mu(\ell) &= 0 & \sum_m \frac{X_m(0)}{g_m} \frac{X_m(\ell)}{g_m} &= 0 \\
\sum_m \tilde{X}_m^\mu(j) \tilde{X}_m^\mu(x) &= 0 & \sum_m \frac{X_m(j)}{g_m} \frac{X_m(x)}{g_m} &= 0 & x \in (0, \ell) \\
\sum_m \left\langle \tilde{X}_m^\mu(0, \ell), \tilde{X}_m^\mu(j) \right\rangle &= 0 & \sum_m \left\langle \frac{X_m}{g_m}, \frac{X_m}{g_m} \right\rangle X_m(j) &= 0 \\
f = \sum_m \left\langle f, \tilde{X}_m^\mu(0, \ell) \right\rangle \tilde{X}_m^\mu(0, \ell) & f = \sum_m \left\langle f, \frac{X_m}{g_m} \right\rangle \frac{X_m}{g_m}
\end{align*}
\]

Notice that without taking advantage of the fact that $\{\tilde{X}_m^\mu\}$ forms a basis, it would be very difficult to obtain these identities as the $\omega_m$ are only defined implicitly and they even appear in the expression of $g_m$. Some remarks are in order now.

**Remarks**

2.47 These identities show some sort of orthogonality between the factors.

2.48 The last expression is equivalent to (2.43) once we applied the rest of the identities.

2.49 The first and second columns are related by (2.39).

### VII Alternative Lagrangian formulation

We have just defined a new Laplace operator $\Delta_\mu$ in such a way that we recover the eigenvalue problem obtained when we performed the separation of variables at the beginning of section VI. It is straightforward to check that (2.9) is equivalent to the restriction of

\[
\begin{align*}
\rho \dot{Q}(t, x) - \gamma \Delta_\mu Q(t, x) &= 0 & t \in \mathbb{R}, & x \in [0, \ell] & \mu \text{ a.e.} \\
\frac{dQ}{d\mu}(t, j) + (-1)^{\sigma(j)+1} \frac{e_j}{\alpha_j} Q(t, j) &= 0 & t \in \mathbb{R}, & j \in \{0, \ell\} \tag{2.50}
\end{align*}
\]

to the middle factor of $L^2_\mu[0, \ell] \cong \mathbb{R} \times L^2[0, 1] \times \mathbb{R}$. Notice that (2.50) describes the Klein-Gordon equation on the interval $[0, \ell]$ subject to Robin boundary conditions written in terms of the RN derivative.

Once we have the equations, we would like to obtain a Lagrangian leading to them. Let us first consider the action coming from the kinetic energy minus the potential energy in terms of the scalar product $\langle \cdot , \cdot \rangle$. Computing the EL equations, integrating by parts and applying (2.33), gives rise to too many boundary terms. Some of them are removed if we restrict the domain to
$H^1_{\mu,R} [0, \ell] \times L^2_{\mu} [0, \ell]$ while the others can be removed by adding some counterterms. After these considerations it is natural to consider the Lagrangian $L^\mu : \mathcal{M}_1 \to \mathbb{R}$

$$L^\mu(Q,V) = \frac{\rho}{2} \langle V, V \rangle - \frac{\gamma}{2} \left( \frac{dQ}{d\mu}, \frac{dQ}{d\mu} \right) - \frac{\gamma}{2} \sum_{j \in \{0,\ell\}} \frac{c_j}{\alpha_j} Q^2(j)$$  \hspace{1cm} (2.51)

with domain $\mathcal{M}_1 := T^*_{\mu,R} L^2_{\mu} [0, \ell] = H^1_{\mu,R} [0, \ell] \times L^2_{\mu} [0, \ell]$. It is straightforward to see that the variations of its associated action, once we applied (2.33) over $H^1_{\mu,R} [0, \ell]$, lead to the required equations.

As the equations of our theory are given by a proper wave equation, the Hamiltonian formulation is straightforward (see the appendix of [22]). However the concrete spaces where such dynamics is consistent with the boundary conditions are tricky to be determined. Thus we need to proceed as in sections IV and V for this new Lagrangian $L^\mu$.

**VIII Alternative fiber derivative**

Our space $\mathcal{M}_1 = H^1_{\mu,R} [0, \ell] \times L^2_{\mu} [0, \ell] \subset T^* L^2_{\mu} [0, \ell]$ has typical elements $(Q, V)$. On the other hand a typical element of $T^*_{\mu,R} L^2_{\mu} [0, \ell] = H^1_{\mu,R} [0, \ell] \times L^2_{\mu} [0, \ell] \subset T^* L^2_{\mu} [0, \ell]$ will be of the form $(Q, P)$.

As usual, the phase space $T^* L^2_{\mu} [0, \ell]$ is equipped with the symplectic form (1.90) which we denote $\Omega^\mu : \mathfrak{X}(T^* L^2_{\mu} [0, \ell]) \times \mathfrak{X}(T^* L^2_{\mu} [0, \ell]) \to \mathcal{C}^\infty(T^* L^2_{\mu} [0, \ell])$ and is given by

$$\Omega^\mu_{(Q,P)}(Y, Z) = \Omega^\mu(\langle Q, P \rangle) \left( \langle Y_\mu, Y_r \rangle, (Z_\mu, Z_r) \right) = Z_r(\langle Q_\mu \rangle) - Y_r(\langle Q_\mu \rangle)$$

Applying the Riesz representation theorem $P$ (and $Y_\mu$) can be expressed in terms of a map $P \in L^2_{\mu} [0, \ell]$ by $P(V) = \langle P, V \rangle_\mu$. This allows us to identify the cotangent space $T^*_{\mu} L^2_{\mu} [0, \ell]$ with the tangent space $T L^2_{\mu} [0, \ell]$. Over the latter we can consider the induced symplectic form

$$\omega^\mu_{(Q,P)}(Y, Z) := \Omega^\mu_{(Q, (P, \cdot))} \left( \langle Y_\mu, (Y_r, \cdot) \rangle, (Z_\mu, (Z_r, \cdot)) \right) = \langle Z_r, Y_\mu \rangle_\mu - \langle Y_r, Z_\mu \rangle_\mu$$  \hspace{1cm} (2.52)

Notice that this symplectic form has some boundary contributions hidden in the scalar product even though there exist no independent degrees of freedom at the boundary. The fiber derivative $FL^\mu : \mathcal{M}_1 \subset T^*_{\mu} L^2_{\mu} [0, \ell] \to T^* L^2_{\mu} [0, \ell]$ is now given by

$$FL^\mu(Q, V)(Q, W) = \frac{d}{d\tau} \bigg|_{\tau=0} L^\mu(Q, V + \tau W) = \rho(V, W)_\mu$$  \hspace{1cm} (2.53)

Thus we have $FL^\mu(Q, V) = (Q, \rho(V, \cdot)_\mu)$ which allows us to define the canonically conjugate momenta $P = \rho(V, \cdot)_\mu$. Identifying as before the tangent and cotangent spaces, we have $P = \rho V$ and, then, $FL^\mu$ is simply the inclusion of $FL^\mu(\mathcal{M}_1) \cong \mathcal{M}_1$ in $T^* L^2_{\mu} [0, \ell]$.

**IX Alternative Hamiltonian formulation**

**Obtaining the Hamiltonian**

The energy $E^\mu : \mathcal{M}_1 \to \mathbb{R}$, which is defined as $E^\mu(Q, V) = FL^\mu(Q, V)(Q, V) - L^\mu(Q, V)$, has the same functional expression as the Lagrangian but changing the two minus signs for pluses. The Hamiltonian $H^\mu : FL^\mu(\mathcal{M}_1) \subset T^* L^2_{\mu} [0, \ell] \to \mathbb{R}$, defined implicitly by $H^\mu \circ FL^\mu = E^\mu$, can be obtained through the identification $FL^\mu(\mathcal{M}_1) \cong \mathcal{M}_1$. We then have $H^\mu : \mathcal{M}_1 \to \mathbb{R}$ given by

$$H^\mu(Q, P) = \frac{\langle P, P \rangle_\mu}{2\rho} + \frac{\gamma}{2} \left( \frac{dQ}{d\mu}, \frac{dQ}{d\mu} \right)_\mu + \frac{\gamma}{2} \sum_{j \in \{0,\ell\}} \frac{c_j}{\alpha_j} Q(j)^2$$  \hspace{1cm} (2.54)
GNH algorithm

- Compute the differential \( dH^\mu : T\mathcal{M}_1 \to \mathbb{R} \) of \( H^\mu \).

Using equations (2.33) and (2.31) we get

\[
d_{(Q,P)}H^\mu(Z_\mu, Z_v) = \frac{1}{\rho} \langle P, Z_v \rangle_\mu + \gamma \left( \frac{dQ}{d\mu} \frac{dZ_\mu}{d\mu} \right)_\mu + \gamma \sum_{j \in \{0, \ell \}} \frac{c_j}{2\alpha_j} Q(j) Z_\mu(j) \quad (2.55)
\]

- Compute the Hamiltonian vector field \( Y_\mu \in \mathfrak{X}(\mathcal{M}_1) \).

Let us solve, over some subspace \( \mathcal{M}_2 \subset \mathcal{M}_1 = H^1_{\mu,R}[0, \ell] \times L^2_{\mu}[0, \ell] \), the Hamiltonian equation

\[i_Y \omega^\mu(Z) - dH^\mu(Z) = 0\]

for every \( Z = (Z_\mu, Z_v) \in \mathfrak{X}(\mathcal{M}_1)\). Notice that as \( \mathcal{M}_1 \) is a vector space we have \( Y_\mu(Q, P) \in H^1_{\mu,R}[0, \ell] \) and \( Y_\mu(Q, P) \in L^2_{\mu}[0, \ell] \) for every \( (Q, P) \in \mathcal{M}_1 = H^1_{\mu,R}[0, \ell] \times L^2_{\mu}[0, \ell] \).

Comparing equations (2.52) and (2.55) for \( Z_v = 0 \) and for every \( Z_\mu \in L^2_{\mu}[0, \ell] \) we get

\[Y_\mu(Q, P) = \frac{P}{\rho}\]

In particular the domain has to be restricted as \( P = \rho Y_\mu \in H^1_{\mu,R}[0, \ell] \). Now the last equation that must be solved is

\[-\langle Y_\mu, Z_\mu \rangle = \gamma \left( \frac{dQ}{d\mu} \frac{dZ_\mu}{d\mu} \right)_\mu + \gamma \sum_{j \in \{0, \ell \}} \frac{c_j}{2\alpha_j} Q(j) Z_\mu(j)\]

for all \( Z_\mu \in H^1_{\mu,R}[0, \ell] \). Thus we should write the right hand side as a scalar product \( \langle \cdot, Z_\mu \rangle_\mu \).

Following [22] it is easy to prove that in order to do that we must require \( Q \in H^1_{\mu}[0, \ell] \) so that we can integrate the previous expression by parts. Furthermore, as we also have that \( Q \in H^1_{\mu,R}[0, \ell] \), we can apply equation (2.33) and obtain

\[Y_\mu(Q, P) = \frac{P}{\rho} \gamma \Delta_\mu Q, Z_\mu\]

for all \( Z_\mu \in H^1_{\mu,R}[0, \ell] \). As this space is dense in \( L^2_{\mu}[0, \ell] \) the Hamiltonian vector field is given by

\[Y_\mu(Q, P) = \frac{P}{\rho} \gamma \Delta_\mu Q \in H^1_{\mu,R}[0, \ell] \times L^2_{\mu}[0, \ell] \]

For every \( (Q, P) \in \left(H^1_{\mu}[0, \ell] \cap H^1_{\mu,R}[0, \ell]\right) \times H^1_{\mu,R}[0, \ell] =: \mathcal{M}_2\)

So we have \( Y_\mu : \mathcal{M}_2 \to \mathcal{M}_1 \) and we need to find \( \mathcal{M}_3 = \{(Q, P) \in \mathcal{M}_2 / Y_\mu(Q, P) \in T_{(Q, P)}\mathcal{M}_2\} \). If we demand exact tangency we should proceed as in section V but for our purposes it is enough to require tangency to the closure of the constrained space. Using the techniques employed in [22], it can be proved that \( \mathcal{M}_2 = (H^1_{\mu}[0, \ell] \cap H^1_{\mu,R}[0, \ell]) \times H^1_{\mu,R}[0, \ell] \) is dense in \( \mathcal{M}_1 = H^1_{\mu,R}[0, \ell] \times L^2_{\mu}[0, \ell] \) hence \( \mathcal{M}_3 = \mathcal{M}_2 \) and the algorithm stops.

**X Fock quantization**

We have seen that the positions of the point particles attached at the ends of the string are not independent physical degrees of freedom. This indicates that the Fock space for this system will not have the form of a tensor product of different Hilbert spaces associated with the masses and the string. Notice that this shows some sort of “entanglement” stronger than the usual one. Indeed, a state \( \nu \in \mathcal{H}_1 \otimes \mathcal{H}_2 \) is entangled if it cannot be written as \( \nu_1 \otimes \nu_2 \). For instance \( \nu \otimes \nu + w \otimes w \) is entangled in general. Here we have that the space itself cannot be written as a tensor product!

This “entanglement” gives raise to some physical questions that we would like to address. For instance, if we think about this model as two masses connected by a physical spring (with “internal
degrees of freedom” as we mentioned in the introduction), how does one recover the situation where the string just models an ideal spring? What is the origin of the \( L^2(\mathbb{R}) \otimes L^2(\mathbb{R}) \) Hilbert space that one would use to describe this system? As a first step towards addressing these questions it is important to understand in detail why the Fock space does not factorize.

**Construction of the Fock space**

We have already introduced in section V.2 of chapter 1 the procedure to construct the Fock space. It can be summarized as follows

1. Let \( \mathcal{S} = \{ \text{Real vector space of Hamilt. solutions to the linear field equations} \} \) endowed with the bilinear form \( \langle \cdot, \cdot \rangle_\Omega \) induced by the symplectic structure.

2. Let \( \mathcal{S}^\mathbb{C} \) be a (non-canonical) complexification of \( \mathcal{S} \) with the induced complexified sesquilinear form \( \langle \cdot, \cdot \rangle_{\Omega^\mathbb{C}} \).

3. Let \( \mathcal{S}^\mathbb{C}_+ \) be a subspace (called of positive frequency solutions) such that \( \langle \cdot, \cdot \rangle_{\Omega^\mathbb{C}} \) restricted to it is a proper scalar product denoted as \( \langle \cdot, \cdot \rangle_+ \).

4. \( (\mathcal{S}^\mathbb{C}_+, \langle \cdot, \cdot \rangle_+) \) is a pre-Hilbert space. Upon Cauchy completion we obtain the 1-particle Hilbert space denoted \( (\mathcal{h}, \langle \cdot, \cdot \rangle_+) \).

5. We define the Fock space as \( \mathcal{F}(\mathcal{h}) = \bigoplus_{n=0}^{\infty} \mathcal{h}^n \) with the scalar product given by (1.101).

In the case we are considering, the Hamiltonian description of the previous section has produced the linear manifold of \( L^2_0[0, \ell] \times L^2_0[0, \ell] \) given by \( \mathcal{M}_2 = (H^1_0[0, \ell] \cap H^1_{\mu, \rho}[0, \ell]) \times H^1_{\mu, \rho}[0, \ell] \), where the classical Hamiltonian dynamics takes place, together with a Hamiltonian vector field \( Y_n \) tangent to the closure of \( \mathcal{M}_2 \). The space of solutions to the field equations \( \mathcal{S} \) consists of the integral curves of the Hamiltonian vector field \( Y_n \) that lie over \( \mathcal{M}_2 \). As usual, those curves in \( \mathcal{S} \) are in correspondence with the space of initial data \( \mathcal{M}_2 \) under an isomorphism \( \Phi_0 \) (see page 47). In particular we can define the analog of (1.125) but over the space of Cauchy data i.e. using \( \omega^\mu \) given by equation (2.52), to obtain

\[
\langle (Q_1, P_1), (Q_2, P_2) \rangle_\mathcal{h} = -i\omega^\mu((Q_1, P_1), (Q_2, P_2))
\]

For the second step we consider the complexified vector space \( \mathcal{S}^\mathbb{C} = \mathcal{M}^\mathbb{C}_2 \) where vector addition is defined componentwise as the standard sum of real functions, while multiplication by scalars is defined relying on the complex structure

\[
J : \mathcal{M}^\mathbb{C}_2 = \mathcal{M}_2 \times \mathcal{M}_2 \quad \longrightarrow \quad \mathcal{M}^\mathbb{C}_2 = \mathcal{M}_2 \times \mathcal{M}_2
\]

\[
\left( (Q_1, P_1), (Q_2, P_2) \right) \quad \longmapsto \quad \left( - (Q_2, P_2), (Q_1, P_1) \right)
\]

as follows: \((a + ib) \cdot (V) := aV + bJ(V)\), for every \(a, b \in \mathbb{R}\) and every \(V \in \mathcal{M}_2 \times \mathcal{M}_2\). Of course we can simply think that the elements of the complexified space \( \mathcal{M}^\mathbb{C}_2 \) are complex functions in \( \mathcal{M}_2 \) with the standard sum and multiplication by complex scalars. The complexified sesquilinear form is just the natural extension of \( \langle \cdot, \cdot \rangle_\Omega \).

The third step requires the selection of a subspace of the space of solutions \( \mathcal{S}^\mathbb{C} = \mathcal{M}^\mathbb{C}_2 \) so that \( \langle \cdot, \cdot \rangle^\mathbb{C}_\Omega \) becomes a scalar product. To do that we consider the general solution to (2.50) for some Cauchy data \((Q, P) = (u(\cdot, 0), \dot{u}(\cdot, 0)) \in \mathcal{M}^\mathbb{C}_2 \) for \( t = 0 \), which is given by

\[
u(t, x) = \frac{1}{2} \sum_n \left[ \left( \omega_n Q_n - iP_n \right) e^{i\omega_n t} + \left( \omega_n Q_n + iP_n \right) e^{-i\omega_n t} \right] \hat{X}_n(t, x)
\]
where \( Q_n = \langle \hat{X}_n^\mu, Q \rangle_\mu \in \mathbb{C} \) and \( P_n = \langle \hat{X}_n^\mu, P \rangle_\mu \in \mathbb{C} \) are the Fourier coefficients of the initial data in the basis \( \{ \hat{X}_n^\mu \} \). The exponentials suggest that in order to keep the positive frequency part we have to kill the prefactors of the “negative” exponentials. Thus we require that for all \( n \in \mathbb{N} \)

\[
0 = \omega_n Q_n + iP_n = \langle \omega_n \hat{X}_n^\mu, Q \rangle_\mu + i\langle \hat{X}_n^\mu, P \rangle_\mu = (\sqrt{-\Delta_\mu} \hat{X}_n^\mu, Q)_\mu + i\langle \hat{X}_n^\mu, P \rangle_\mu = (\hat{X}_n^\mu, \sqrt{-\Delta_\mu} Q + iP)_\mu
\]

where \( h = \sqrt{-\Delta_\mu} \) is defined as the diagonal operator with \( \omega_n \) as its eigenvalues, which is of course self-adjoint (recall that \( \Delta_\mu \) is the diagonal operator with \( \{-\omega_n^2\} \) as its eigenvalues). The fact that the previous expression is zero for every \( n \in \mathbb{N} \) is tantamount to

\[
\sqrt{-\Delta_\mu} Q + iP = 0
\]

and therefore the space of positive frequencies is given by

\[
S^+_\mu = \left\{ (Q, P) \in \mathcal{M}_2^\mu / \sqrt{-\Delta_\mu} Q + iP = 0 \right\} =
\left\{ (Q, i\sqrt{-\Delta_\mu} Q) \in \mathcal{M}_2^\mu = (H^2_\mu[0, \ell] \cap H^1_\mu,R[0, \ell])^\mu \times H^1_\mu,R[0, \ell]^\mu \right\} \cong
\left\{ Q \in (H^2_\mu[0, \ell] \cap H^1_\mu,R[0, \ell])^\mu \right\} = (H^2_\mu[0, \ell] \cap H^1_\mu,R[0, \ell])^\mu
\]

with the scalar product

\[
\langle Q_1, Q_2 \rangle_\mu := -i\omega_n^\mu \left( \langle Q_1, -i\sqrt{-\Delta_\mu} Q_1 \rangle, \langle Q_2, i\sqrt{-\Delta_\mu} Q_2 \rangle \right) =
-i \left( \sqrt{-\Delta_\mu} Q_2, Q_1 \right)_\mu + i \left( -i\sqrt{-\Delta_\mu} Q_1, Q_2 \right)_\mu =
\left( \sqrt{-\Delta_\mu} Q_2, Q_1 \right)_\mu + \left( \sqrt{-\Delta_\mu} Q_1, Q_2 \right)_\mu = 2 \left( Q_1, \sqrt{-\Delta_\mu} Q_2 \right)_\mu = 2 \sum_n \langle Q_1, \omega_n \rangle_{\mu} \langle Q_2, \omega_n \rangle_{\mu}
\]

We have then obtained an expression for \( \langle , \rangle_\mu \), in terms of the Fourier coefficients of \( Q_j \) which shows, in particular, that it is indeed a scalar product. Notice that although \( \{ \hat{X}_n^\mu \} \) are still orthogonal with respect to this new scalar product, they are not longer of norm 1. We thus normalize them

\[
\hat{X}^+_n := \frac{1}{\langle \hat{X}_n^\mu, \hat{X}_n^\mu \rangle_\mu^{1/2}} \hat{X}_n^\mu = \frac{1}{\sqrt{2\omega_n}} \hat{X}_n^\mu
\]

So step 3 is finished and we end up with a pre-Hilbert space \( S^+_\mu = (H^2_\mu[0, \ell] \cap H^1_\mu,R[0, \ell])^\mu \), with an orthonormal basis \( \{ \hat{X}_n^\mu \} \), and the scalar product \( \langle , \rangle_\mu \).

The 1-particle Hilbert space of the fourth step is simply

\[
\mathfrak{h} = \left\{ \psi = \sum_n \psi_n \hat{X}_n^+ \mid \{ \psi_n \} \in \ell^2(\mathbb{C}) \right\}, \langle , \rangle_\mu
\]

Finally the Hilbert space of our quantum field theory is given by the symmetric Fock space \( \mathcal{F}(\mathfrak{h}) \).

Before considering dynamics over the Fock space, we need to understand how the presence of a boundary affects the Fock construction.

**Factorization**

Had we begun with the 1-particle Hilbert space \( \mathfrak{h}_0 = L^2[0, \ell] \), we would have had the Fock space

\[
\mathcal{F}(\mathfrak{h}_0) = \mathcal{F}(L^2[0, \ell]) \cong \mathcal{F}(\mathbb{R} \oplus L^2(0, \ell) \oplus \mathbb{R}) \cong \mathcal{F}(\mathbb{R}) \otimes \mathcal{F}(L^2(0, \ell)) \otimes \mathcal{F}(\mathbb{R})
\]
where we have used the exponential behavior of the Fock space given by proposition 1.112. In that case we clearly have two factors \( \mathcal{F}(\mathbb{R}) \) associated with the boundary. We have, however, that \( h \) is the Cauchy completion of \( S_{\mu} = (H_{\mu}^1[0, \ell] \cap H_{\mu}^0[0, \ell])^2 \) which entangles the behavior of the boundary and the bulk so we should not expect to have \( h \cong \mathbb{C} \oplus h_{\text{string}} \oplus \mathbb{C} \).

Let us consider the map \( F \in L^2_{\mu}[0, \ell] \) given by

\[
F(x) = \begin{cases} 
1 & \text{if } x = 0 \\
0 & \text{if } x \in (0, \ell)
\end{cases}
\]

which was already considered in (2.45). We now proceed as in (2.46) but using instead the scalar product \( \langle , \rangle \) and the basis \( \{ \Theta^+_{n} \} \).

\[
\left\langle F, \Theta^+_{n} \right\rangle = \left( \frac{1}{\sqrt{2\omega_n}} \right)^{\mu} \left\langle F, \sqrt{\Delta_{\mu}} \Theta^+_{n} \right\rangle = \sqrt{2\omega_n} \left\langle F, \Theta^+_{n} \right\rangle = \sqrt{2\omega_n} \alpha_0 (1 - \alpha_0 \omega_0) \frac{X_n(0)}{g_n} = \frac{1}{2\omega_0 \alpha_0} \frac{\sqrt{\omega_n} X_n(0)}{g_n} = \frac{\omega_n^{3/2}}{2\omega_0 \alpha_0} g_n
\]

where we have used the definitions of \( \mu_0, \langle , \rangle_\mu \) and \( \langle , \rangle_{\mu_0} \), also equation (2.39) and the explicit solution \( X_n(x) = (r_0 - \mu_0 \omega_n^2) \sin(\omega_n x) + \omega_n \cos(\omega_n x) \) given in section VI. Now using the asymptotic behaviors (2.44) and (2.21)-(2.23) we obtain

\[
\left\langle F, \Theta^+_{n} \right\rangle^2 = \frac{4\alpha_0}{\pi \mu_0 n} + \mathcal{O} \left( \frac{1}{n^2} \right)
\]

As the sequence of coefficients \( \{ \langle F, \Theta^+_{n} \rangle \} \) of \( F \) does not belong to \( \ell^2(\mathbb{C}) \) we have that \( F \notin h \) therefore

\( h \) is not of the form \( \mathbb{C} \oplus h_{\text{string}} \oplus \mathbb{C} \).

This implies in particular that \( \mathcal{F}(h) \) has no natural decomposition with factors corresponding to the boundary. Notice that it might be possible to find factorizations in other ways although it seems unlikely that they would have a true physical interest.

**Dynamics at the boundary**

We have obtained that the Hilbert space does not factorize in a way that allows us to isolate the masses. Nonetheless, we know that our system models, in a more realistic way, the simple mechanical system consisting of two masses connected by a spring. In the usual treatment of such system one makes, more or less implicitly, the assumption that the internal degrees of freedom of the spring are irrelevant. So the question that arises naturally is: how can we then get the simplified models where the string configurations seem to play no role and only the masses are relevant?

We will answer this question, following our work in [16], by obtaining a way to concentrate only on the dynamics of the point particles attached to the string. To do so we proceed as in section V.2 of chapter 1, where we introduced the coherent states as well as the creation and annihilation operators, and make use of the trace operator. Meanwhile, the dynamics over the Fock space is determined by the quantum Hamiltonian \( h_{\hbar} \), given by equation (1.117) with \( h = \sqrt{-\Delta_{\mu}} \), which is guaranteed to be unitary thanks to the self-adjointness of \( \Delta_{\mu} \) in \( H_{\mu,\hbar}^1[0, \ell] \).

Notice that, on one hand, \( h \) defines some dynamics over \( h \) while, on the other hand, we have the trace operator

\[
\gamma : \ h \rightarrow \mathbb{C}^2 \\
f \mapsto (f(0+), f(1-))
\]
from the Hilbert space to the boundary. On page 45 we explain how to take dynamics from one Hilbert space to another relying on property 1.111, which in this case reads

\[ F(h) \xrightarrow{\gamma} F(C^2) \]

This diagram tells us in particular that the dynamics can be taken (see proposition 1.118) from the boundary to its Fock counterpart. This might seem at first sight incompatible with what we mentioned before about the non-factorization of the Fock space \( F(h) \) because if we are able to define some coherent states at the boundary with a well behaved evolution, we end up in practice with a factorization. The solution to this apparent contradiction is, as we will see in the next paragraph, that the dynamics over \( F(C^2) \) is not unitary (so the evolution is not “well behaved”) although it is unitary over the whole system. Notice that this is somehow equivalent to the fact that, classically, the total energy is conserved but the energy of each of the masses is not.

For the sake of concreteness we considered the map \( \gamma_0 : h \rightarrow \mathbb{C} \), the trace operator over the left point of the boundary, given by \( \gamma_0(f) = f(0+) \). The evolution of the norm of a coherent state is given by equation (1.121), that for \( T = \gamma_0 \) and Hamiltonian \( h \) reads

\[
\frac{d}{dt} \| \varepsilon(\gamma_0 v_t) \|^2 = \| \varepsilon(\gamma_0 v_t) \|^2 \left( \langle \gamma_0 v_t, \gamma_0 h v_t \rangle - \langle \gamma_0 h v_t, \gamma_0 v_t \rangle \right) = \\
= \| \varepsilon(\gamma_0 v_t) \|^2 \left( \overline{\gamma_0(v_t)} \gamma_0(h v_t) - \gamma_0(h v_t) \overline{\gamma_0(v_t)} \right) = \\
= 2i \| \varepsilon(\gamma_0 v_t) \|^2 \text{Im} \left( \overline{\gamma_0(v_t)} \gamma_0(h v_t) \right) = 2i \| \varepsilon(\gamma_0 v_t) \|^2 |\gamma_0(v_t)|^2 \text{Im}(\omega_0(v_t))
\]

where we have introduced

\[
\omega_0(v_t) := \frac{\gamma_0(h v_t)}{\gamma_0(v_t)} \in \mathbb{C}
\]

This complex number is, in general, non-real (as can be easily seen by taking a sum of normal modes [16]) so the previous expression is different from zero, showing that the dynamics is not unitary. This might seem a disaster as unitarity is one of the fundamental properties of quantum mechanics. However, as we mentioned before, it should not be surprising at all the fact that in a subsystem unitarity is not preserved (in the same way that we do not expect the energy to be conserved). In fact, the use of trace operators, natural for coupled systems like this one, offers the interesting possibility of introducing a sort of non-unitary dynamics that may illuminate issues related to the collapse of the wave function or the surprising quantum behavior of gravitational systems in the presence of boundaries.

\XI Unitary implementation

We have seen in the previous section that the inclusion of the masses prevents the boundary from having unitary dynamics. If we remove such masses the problem disappears and, in principle, we can define some unitary dynamics as in the case of inertial foliations. Nonetheless, we have seen in chapter 1 that it is more natural to consider arbitrary foliations to control the evolution, hence we have to study, as we did in [19], which foliations give rise to unitary evolution.

In what follows we consider the scalar field equation with Dirichlet \((k_j \rightarrow \infty)\) or Robin boundary conditions. This is equivalent to taking equations (2.9) and remove the masses \( m_j = 0 \). Thus we
can rewrite (2.14)-(2.16) to obtain
\[ \frac{\partial}{\partial t} f_k(t) = -\omega_k^2 T_k(t), \quad t \in \mathbb{R} \] (2.59)
\[ X_k''(x) = -\omega_k^2 X_k(x), \quad x \in [0, \ell] \] (2.60)
\[ X_k'(j) = (-1)^{\sigma(j)} f_j X_k(j), \quad j \in \{0, \ell\} \] (2.61)

Now we have a proper Sturm-Liouville problem and the standard procedure applies. In particular we get that the general solution is given by
\[ Q(t, x) = \left( a_0(1 - it) + a_0^\dagger(1 + it) \right) X_0 + \sum_{n=1}^{\infty} \left( a_n e^{-it\omega_n} + a_n^\dagger e^{it\omega_n} \right) X_n(x) \]
where the constants \( a_k \) are determined by the initial conditions. The normal modes were already obtained on page 57 but, for what follows, it is much more convenient to rewrite the solutions in terms of exponentials. To do so, we take \( \alpha_k^{\pm} = \omega_k \mp i r_j \) if we are in the Robin case and \( \alpha_k^{\pm} = \mp i/2 \) for the Dirichlet one. The normal modes are then given by
\[ X_k(x) = \frac{1}{c_k} \left( \alpha_k^{0+} e^{i\omega_k x} + \alpha_k^{0-} e^{-i\omega_k x} \right) \quad k \in \mathbb{N} \]
\[ X_0(x) = \frac{1}{\sqrt{2}} \quad \text{Only in the Neumann case} \]
\[ c_k^2 = 4\omega_k \ell |\alpha_k^0|^2 + 2 \sin(\omega_k \ell) \left[ (\alpha_k^{0+})^2 e^{i\omega_k \ell} + (\alpha_k^{0-})^2 e^{-i\omega_k \ell} \right] \]
where \( c_k \) has been defined so that we have the normalizations \( \langle X_k, X_k \rangle = \frac{1}{\omega_k} \) and \( \langle X_0, X_0 \rangle = \frac{1}{2} \).

The non-zero allowed frequencies \( \omega_k \) are solutions to the (real) equation
\[ e^{i\omega_k \ell} \alpha_k^0 + \alpha_k^0 e^{-i\omega_k \ell} \alpha_k^0 = 0 \]
whose asymptotic behavior for \( k \to \infty \), already mentioned on equation (2.21), is given by
\[ \omega_k = \frac{\pi k}{\ell} + \frac{r_0 + r_\ell}{k \pi} + O \left( \frac{1}{k^2} \right) \]

Now, following the ideas developed in section V.2 of chapter 1, we can obtain the Bogoliubov coefficients. For that, notice first that we are dealing with the simple case where \( \Sigma = I \) and \( M = \mathbb{R} \times I \), then an embedding is given by \( X = (x, x_X) \) and the normal vector field to \( X(\Sigma) \) is given by
\[ n_x = \frac{1}{\sqrt{\det \gamma_x}} \left( \frac{dx}{d\sigma}, \frac{dx}{d\sigma} \right) \]
This is so because
\[ \gamma_x := X^* \eta_{\text{inv}} = X^*(-dt^2 + dx^2) = \left[ -\left( \frac{dx}{d\sigma} \right)^2 + \left( \frac{dt}{d\sigma} \right)^2 \right] d\sigma^2 = \sqrt{\det \gamma_x} d\sigma^2 \]
Using the definition of the Bogoliubov coefficients to this 1 + 1 dimensional case, it is a long but straightforward computation to obtain that the Bogoliubov coefficients are given by four integrals (coming from the product of two solutions, each one involving two exponentials, see [19])
\[ \beta_{lm}^{\ell F} = \frac{\alpha_l^{0+} \alpha_m^{0+}}{c_l c_m} I_{lm}(t_l, x_l, t_F, x_F) + \frac{\alpha_l^{0+} \alpha_m^{0-}}{c_l c_m} J_{lm}(t_l, x_l, t_F, x_F) - \frac{\alpha_l^{0-} \alpha_m^{0+}}{c_l c_m} J_{ml}(t_F, x_F, t_l, x_l) - \frac{\alpha_l^{0-} \alpha_m^{0-}}{c_l c_m} I_{ml}(t_l, -x_l, t_F, -x_F) \] (2.62)
where

\[
I_{lm}(t_1, t_x, t_p, x_p) = \int \sum_{\omega} \left[ \omega (t_1' + x_1') - \omega_m (t_p' + x_p') \right] e^{i \omega (t_1 + x_1) + i \omega_m (t_p + x_p)} d\sigma
\]

\[
J_{lm}(t_1, t_x, t_p, x_p) = \int \sum_{\omega} \left[ \omega (t_1' + x_1') + \omega_m (t_p' - x_p') \right] e^{i \omega (t_1 + x_1) + i \omega_m (t_p - x_p)} d\sigma
\]

The \( J \) integrals can be computed directly as the integrand is of the form \( e^{f(x)} f'(x) dx \). The \( I \) integrals cannot be computed directly but it would be enough to have an estimation. For that, following the ideas in [95], we perform the change of variable \( u(\sigma) = (1 - \tau)(t_1 + x_1) + \tau(t_p + x_p) \) where \( \tau = \omega_m/(\omega_l + \omega_m) \), and integrate by parts. Thus we get

\[
I_{lm}(t_1, t_x, t_p, x_p) = -i \left[ \frac{(t_1' + x_1')(1 - \tau) - (t_p' + x_p')\tau}{(t_1' + x_1')(1 - \tau) + (t_p' + x_p')\tau} e^{i \omega (t_1 + x_1) + i \omega_m (t_2 + x_2)} \right]_0^\ell + O \left( \frac{1}{\omega_l + \omega_m} \right)
\]

Plugging these computations into equation (2.62), using the decomposition \( X_k = X_k^+ + X_k^- \) of the solution into positive and negative frequencies and taking into account that

\[
\text{Im} \left[ X^+_l(j) X^-_m(j) \right] = \frac{\omega_m - \omega_l}{\omega_m + \omega_l} \text{Im} \left[ X^+_l(j) X^+_m(j) \right]
\]

we obtain

\[
\beta_{lm}^{IF} = \frac{4\omega_l \omega_m}{(\omega_l + \omega_m)^2} \left[ \text{Im} \left[ X^+_l(x_j) X^+_m(x_p) \right] \frac{N_I \omega_l - N_F \omega_m + A(\omega_m - \omega_I)}{\omega_m + \omega_l} - \text{iRe} \left[ X^+_l(x_j) X^+_m(x_p) \right] B \right] f_e e^{i \omega_l t_1 + i \omega_m t_p} \right]_0^\ell + O \left( \frac{1}{\omega_m \omega_l} \right)
\]

where

\[
N_I = (x_j')^2 - (t_j')^2 > 0 \quad N_F = (x_p')^2 - (t_p')^2 > 0 \quad B = t_j' x_p' - t_p' x_j' \quad A = x_j' x_p' - t_j' t_p' > 0
\]

Notice that the square modulus \( |\beta_{lm}^{IF}|^2 \) has three parts, the square of the real part, the square of the imaginary part, and the cross term. The series of the last two terms are always convergent, while the first one diverges unless \( B = 0 \) (details can be found in [19]). Therefore, we have that

\[
\sum_{lm} |\beta_{lm}^{IF}|^2
\]

converges if and only if

\[
\frac{t_j'}{x_j'} = \frac{t_p'}{x_p'} \quad \text{over the boundary}
\]

along the dynamics. This implies that the slope of the embeddings remains constant. In particular, we recover the result of [95] that with no boundary \( \Sigma = S^1 \), the evolution is always unitary.

Summarizing, we have manage to obtain a characterization of the equivalence classes of space-like embeddings that admit unitary evolution. We see that they are labeled by the pair of values

\[
\begin{pmatrix}
  t'(0) & t'(\ell) \\
  x'(0) & x'(\ell)
\end{pmatrix}
\]

in the sense that for any two embeddings \( X_1, X_2 \) with this pair of slopes at the boundary, the field dynamics between \( X_1(\Sigma) \) and \( X_2(\Sigma) \) can be unitarily implemented. In particular, notice that any inertial (free) observer is always labeled by the pair \((0,0)\).
I find your lack of faith disturbing.
— Darth Vader, *A New Hope*

## I Introduction

In 1964 Paul A.M. Dirac delivered a four day long course at the Yeshiva University. Among other things he discussed the problem of having a preferential time in a relativistic theory and developed a method to solve it by considering all possible time parameters \[43\].

Specifically, given an action \( S : C^1(I, Q) \to \mathbb{R} \) defined by a Lagrangian \( L : TQ \to \mathbb{R} \) we have

\[
S[q] = \int_{t=t_i}^{t_f} L\left( q(t), \frac{dq}{dt}(t) \right) dt = \int_{\tau=t_i^{-1}(t)}^{\tau=t_f^{-1}(t)} L\left( (q \circ t)^\tau(\tau), \frac{dt}{d\tau} \right) \frac{dt}{d\tau}(\tau) d\tau
\]

This motivates the definition of a new Lagrangian \( L_{rep} : T(Q \times \mathbb{R}) \to \mathbb{R} \) that includes time as a canonical variable, and a new (reparametrized) action \( S_{rep} : C^1(I, Q \times \mathbb{R}) \to \mathbb{R} \) given by

\[
L_{rep}(q, t, v, w) = w L\left( q, \frac{v}{w} \right) \quad S_{rep}[q, t] = \int_{\tau_0}^{\tau_f} L_{rep}\left( q, t, \frac{dq}{d\tau}, \frac{dt}{d\tau} \right) d\tau
\]

We have that this new action is invariant under time reparametrization

\[
S_{rep}[q \circ T, t \circ T] = S_{rep}[q, t] \quad T \in \text{Diff}(\mathbb{R})
\]

and, as a consequence, there is a freedom to choose the time parameter \( \tau \).

This idea works nicely for relativistic mechanics. However, if we want to use it in the framework of general relativity or deal with field theories, we should be much more careful. In order to have the possibility of dealing with arbitrary foliations or, better, select them dynamically, new ideas are necessary in order to be able to use the Hamiltonian framework. We have already revisited in section IV of chapter 1 the first working approach of this kind, developed by Dirac [42,43], as well as the extended approach developed by Gotay, Nester, and Hinds [51,53,54].

## II What is a parametrized field theory?

The parametrization of a theory is a procedure to introduce diffeomorphism invariance when background geometric objects are present. When this is done, these objects vary in a very specific way, namely, by pullbacks through diffeomorphisms. For the sake of concreteness, consider \((M, g)\) a space-time, and \( S : \Omega^k(M) \to \mathbb{R} \) the action given by

\[
S(\beta) = \int_M \beta \wedge \star^g \beta
\]

where \( \star \) is the Hodge star operator associated with \( g \), the sole background object. The parametrized theory is defined by the action \( S_p : \Omega^k(M) \times \text{Diff}(M) \to \mathbb{R} \) given by

\[
S_p(\beta, Z) = \int_M \beta \wedge \star^g \star Z \beta
\]

The action \( S_p \) of a parametrized field theory is analogous to the aforementioned \( S_{rep} \). Indeed, \( S_p \) is invariant under diffeomorphisms

\[
S_p(Y^* \beta, Z \circ Y) = S_p(\beta, Z) \quad Y \in \text{Diff}(M)
\]

allowing us to *dynamically* choose the foliation.
III Why parametrize field theories?

There is, certainly, some aesthetic pleasure in obtaining the dynamics of a given theory for any possible foliation. It is worth noticing that a parametrized theory is a generalization of the original one because $Z = \text{Id}$ deparametrizes it. Besides, this type of theories have been used in the context of loop quantum gravity, where diffeomorphisms play a central role [69]. Nonetheless, there are at least two more fundamental reasons for studying parametrized field theories.

First of all, it allows any theory to be invariant under diffeomorphisms (gauge symmetry). So we have at our disposal a large amount of toy models for general relativity. Besides, a natural question comes up: is general relativity an already parametrized theory [94]? If it were, it would be conceivable to deparametrize it and find a simpler version.

Secondly, and most important, by following the ideas partly developed by Isham and Kuchař [61,62], one could try to apply algebraic methods to quantize theories similar to general relativity and, hopefully, learn something about the quantization of gravity.

IV Parametrized classical mechanics

Before dealing with the general theory given by the action (3.3) it is really worth it to study thoroughly the motivational theory: the so-called parametrized classical mechanics (3.1).

It is not hard to prove that (3.1) is a particular case of (3.3) taking $k = 0$, $\Sigma = \{\ast\}$ to be just one point, and $g$ to be “time-independent” (meaning that $X^{\ast}g$ does not depend on the embedding), then we recover the parametrized version of the Lagrangian $\frac{mv^2}{2}$. Nonetheless, in this chapter we will work with the slightly more general Lagrangian

$$L(q,T; v,\tau) = \frac{mv^2}{2} - W(q)$$

for some potential $W$, because it adds almost no difficulty but is closer to the systems usually studied in classical mechanics books. Its parametrized version is given by

$$L(q,T; v,\tau) = \frac{mv^2}{2\tau} - \tau W(q)$$

$$\mathcal{D} := \{(q,T; v,\tau) \in T(Q \times \mathbb{R}) / \tau > 0\}$$

where $Q$ is the space of positions of the system. Notice that the time and its “velocity” can be reinterpreted in the embedding language once we realize that $V_x^\tau = \tau \in \mathbb{R}$ and $X(\ast) = t \in \mathbb{R}$.

IV.1 Variations of the action

Let us compute the differential of the action associated with the previous Lagrangian. For that we take a curve $(q(s), T(s))$ with initial tangent vector $(\delta q, \delta T)$, then

$$d_{q,T} S(\delta q, \delta T) = \int \left[ -\dot{T} W'(q) \delta q + \frac{m \dot{q}}{T} \delta q + \left( -\frac{m \dot{q}^2}{2T^2} - W(q) \right) \delta T \right] ds =$$

$$= \int \left[ -\left( \frac{d}{ds} \frac{m \dot{q}}{T} + \dot{T} W'(q) \right) \delta q + \frac{d}{ds} \left( \frac{m \dot{q}^2}{2T^2} + W(q) \right) \delta T \right] ds =$$

$$= \int \left[ -\left( \frac{d}{ds} \frac{m \dot{q}}{T} + \dot{T} W'(q) \right) \delta q + \left( \frac{\dot{q}}{T} \frac{d}{ds} \frac{m \dot{q}}{T} + W'(q) \dot{q} \right) \delta T \right] ds =$$

$$= \int \left( \frac{d}{ds} \frac{m \dot{q}}{T} + W'(q) \dot{T} \right) \left( \frac{\dot{q}}{T} \delta T - \delta q \right) ds$$
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which leads to the single equation

$$m \frac{d}{ds} \left( \frac{\dot{q}}{T} \right) + TW'(q) = 0 \quad (3.4)$$

Notice that, as expected for a parametrized theory, if \((q, T)\) is a solution to these equations then so is \((q \circ \hat{T}, T \circ \hat{T})\) for every \(\hat{T} \in \text{Diff}(\mathbb{R})\).

Finally, notice that if we (un)do the change of variable \(t = T(s)\) we have that \(\dot{q}/\dot{T} = \frac{dq}{dt}\). Thus, the first equation becomes the classical equation of motion for a particle

$$m \frac{d^2 q}{dt^2} (t) + W'(q(t)) = 0$$

IV.2 Fiber derivative

We compute now the fiber derivative \(FL : D \subset T(Q \times \mathbb{R}) \rightarrow T^*(Q \times \mathbb{R})\) which is given by:

- \(FL(q, t ; v, \tau) (q, t ; v, \bar{v}, 0) = \left. \frac{d}{d\lambda} \right|_{\lambda=0} L(q, t ; v + \lambda \bar{v}, \tau) = \frac{mv(2v - \tau W(q))}{\tau} \)

that allows us to define the canonical momenta

\[ p = \frac{mv}{\tau}, \quad \pi = -\mathcal{H}(q, p) \quad \text{where} \quad \mathcal{H}(q, p) := \frac{p^2}{2m} + W(q) \]

Notice that the equation for \(\pi\) does not involve velocities, hence it defines a constraint on the cotangent bundle. The primary constraint submanifold is then \(\mathcal{P}_{CM} = \overline{FL(D)}\) where

\[ \mathcal{P}_{CM} = \{(q, t ; p, \pi) \in T^*D \mid \pi = -\mathcal{H}(q, p)\} \cong \{(q, t ; p)\} := \mathcal{P} \]

We define the inclusion \(\iota_{CM} : \mathcal{P} \hookrightarrow T^*D\) that allows us to pullback the canonical symplectic form \(\Omega\) to \(\mathcal{P}\) in order to define \(\omega := \iota_{CM}^* \Omega\).

- \(\Omega_{(q, t ; p, \pi)} = dq \wedge dp + dt \wedge d\pi \quad (3.5)\)
- \(\omega_{(q, t ; p)} = dq \wedge dp - dt \wedge d\mathcal{H} = dq \wedge dp - dt \wedge \left( \frac{p^2}{m} dp + W'(q) dq \right) \quad (3.6)\)

IV.3 Hamiltonian Formulation

Obtaining the Hamiltonian

The energy \(E : T(Q \times \mathbb{R}) \rightarrow \mathbb{R}\) is given by \(E(q, t, v, \tau) = FL(q, t, v, \tau)(q, t, v, \tau) - L(q, t, v, \tau)\) and it has to be zero because the Lagrangian is homogeneous of degree 1. This means that if we derive the equation \(L(q, t ; \lambda v, \lambda \tau) = \lambda L(q, t ; v, \tau)\) with respect to \(\lambda\) and evaluate at \(\lambda = 0\) we obtain
that solves the equation

Let us find the Hamiltonian vector field

GNH algorithm

presymplectic form

that the dynamics is purely gauge in the sense that it goes along the degenerate direction of the

Now the Hamiltonian is defined as the function $H : \mathcal{P} \rightarrow \mathbb{R}$ such that $H \circ FL = E$, which here is clearly $H = 0$. Notice that this does not imply that the dynamics is trivial, it does imply however that the dynamics is purely gauge in the sense that it goes along the degenerate direction of the presymplectic form $\omega$.

**GNH algorithm**

Let us find the Hamiltonian vector field $Y \in \mathfrak{X}(\mathcal{P})$, which is of the form $Y = Y_q \partial_q + Y_p \partial_p + Y_t \partial_t$, that solves the equation $\iota_Y \omega = dH = 0$. Using the explicit expression given by $(3.6)$ we have

$$0 = \iota_Y \omega = Y_q \left( dp + W'(q) dt \right) + Y_p \left( - \frac{p}{m} \right) \left( dq - \frac{p}{m} dt \right) =$$

Thus we obtain

$$Y_q = \frac{p}{m} Y_t$$

This vector field is defined over $\mathcal{P}$ but it can be lifted to a vector field tangent to $\mathcal{P}_{CM} \subset T^* (\mathbb{Q} \times \mathbb{R})$ (denoted again by $Y$), hence now it has one more component $Y_\pi$. A simple computation shows that a vector field $Y = Y_q \partial_q + Y_p \partial_p + Y_\pi \partial_\pi$ is tangent to $\mathcal{P}_{CM}$ if and only if

$$Y_\pi = - \frac{p}{m} Y_p - W'(q) Y_q$$

This component is zero if we plug in the corresponding components $Y_q, Y_p$ of the Hamiltonian vector field $Y$.

**GNH algorithm revisited**

The key idea of the previous computation was to take advantage of the fact that we can write the symplectic form in some coordinates. We will see in the following chapter that this is not so for the infinite dimensional case. That is why we consider that it will be very useful to take a small detour and obtain the previous Hamiltonian vector field in an alternative way that can be easily implemented in the following chapters.

We start by studying the phase space where the dynamics takes place. A typical point of the phase space $T^* \mathcal{D}$ is of the form

$$p_{(q,t)} = (q,t,p,\pi) \in T^* \mathcal{D}$$

where $p \in \mathbb{Q}'$ and $\pi \in \mathbb{R}'$ are elements of the dual of $\mathbb{Q}$ and $\mathbb{R}$ respectively. The phase space $T^* \mathcal{D}$ is equipped with the symplectic form

$$\Omega_{p_{(q,t)},(Y,Z)} = \Omega_{(q,t,p,\pi)} \left( (Y_a, Y_b, Y_c), (Z_a, Z_b, Z_c) \right) \left( 1.90 \right) = Z_a(Y_b) - Y_b(Z_a) + Z_b(Y_c) - Y_c(Z_b)$$
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for $Y, Z \in \mathcal{X}(T^*D)$ where we have omitted the base point for simplicity. In particular we have $Y_t \in TQ$, $Y \in \mathbb{R}$, $Y_e \in T^*Q$ and $Y_e \in \mathbb{R}$, and analogously for the $Z$ components.

In our case at hand, we have that $p$ and $\pi$ can be written, via the Riesz representation theorem, in terms of some $p \in TQ$ and $\pi \in \mathbb{R}$ as

$$p(v) = p \cdot v \quad \pi(\tau) = \pi \cdot \tau \quad (3.7)$$

with the usual dot product of $\mathbb{R}^n$ and $\mathbb{R}$ respectively. In the infinite dimensional case we would have that only some elements can be represented like that but, lucky enough, those are the ones that we will be interested in.

Let $\tilde{\Omega} = \{p_0 := (q, t, p, \pi)\} \mapsto T^*D$ considered as a subset of $T^*D$ via the previous representations (in this case we have an equivalence thanks to the Riesz representation theorem). We define the induced form $\tilde{\tilde{\Omega}} := j^*\tilde{\Omega}$ given by $\tilde{\tilde{\Omega}}(Y, Z) = (\tilde{\tilde{\Omega}} \circ j)(j_* Y, j_* Z)$. In order to obtain its explicit expression we compute first $j_* Y \in \mathcal{X}(\mathcal{D})$ for any $Y = (Y_q, Y_t, Y_p, Y_e) \in \mathcal{X}(\mathcal{P})$. From (3.7) we obtain

$$j_* Y = (Y_q, Y_t, Y_e, \cdot, \cdot, \cdot) \in \mathcal{X}(T^*D)$$

so we have

$$\tilde{\tilde{\Omega}}_{p_0}(Y, Z) = Z_q \cdot Y_e \cdot Z_t + Y_e \cdot Y_t - Y_e \cdot Z_t \quad (3.8)$$

To obtain $\omega := j^*\tilde{\tilde{\Omega}}$ (see equation (3.6)) we compute first the push-forward $(j_{CM})_* Y$ for every $Y = (Y_q, Y_t, Y_p, Y_e) \in \mathcal{X}(\mathcal{P})$ because, by definition, $\omega(Y, Z) := \tilde{\tilde{\Omega}} \circ (j_{CM})_*(j_{CM})_* Z$. It is easy to obtain

$$(j_{CM})_* Y = \left(Y_q, Y_t, Y_e, -\frac{\partial H}{\partial q} Y_e + \frac{\partial H}{\partial t} Y_t - \frac{\partial H}{\partial p} Y_e\right) \in \mathcal{X}(\mathcal{P})$$

Thus

$$\omega_{(q, t, p)} \left((Y_q, Y_t, Y_p), (Z_q, Z_t, Z_p)\right) =$$

$$= Y_e \cdot Z_t - Z_q \cdot Y_t - \left(W'(q)Z_q + \frac{p}{m} Z_q\right) Y_t + \left[W'(q)Y_e + \frac{p}{m} Y_e\right] Z_t =$$

$$= \left(Y_q - \frac{p}{m} Y_t\right) \cdot Z_t + (Y_e + W'(q)Y_e) Z_t + \left[W'(q) \left(Y_q - \frac{p}{m} Y_t\right) + \frac{p}{m} (Y_e + W'(q)Y_e)\right] Z_t \quad (3.9)$$

The Hamiltonian vector field $Y \in \mathcal{X}(\mathcal{P})$ is given by the Hamilton equation

$$\omega_{(q, t, p)} \left((Y_q, Y_t, Y_p), (Z_q, Z_t, Z_p)\right) = dH(Z_q, Z_t, Z_e) = 0 \quad (3.10)$$

for every $Z \in \mathcal{X}(\mathcal{P})$. From (3.9) it is clear that we obtain again

$$Y_q = \frac{p}{m} Y_t \quad Y_e = -W'(q)Y_t \quad Y_t \text{ arbitrary} \quad (3.11)$$

**Gauge orbits**

We mentioned at the beginning of section IV.3 that the fact that $H = 0$ does not imply that the dynamics is trivial, because we can have pure gauge dynamics i.e. evolution in the degenerate directions of the presymplectic form. Nonetheless, some of the solutions obtained in that way might be physically equivalent.

A **gauge orbit** of a given solution is the space of all their physically equivalent solutions. Usually they are not easy to handle or they are not convenient because some nice properties are lost, that is why we have not paid too much attention to this issue. However, in this simple example, it is doable and it will also be useful to gain some intuition for more general settings.
To begin with, notice that the most general solution to the Hamiltonian equation is given by (3.11) which can be rewritten as

\[ Y = \frac{P}{m} \dot{q} - W'(q) \dot{p} + Y_t \partial_t = \]

so we see then that the vector field

\[ Y^1 = \frac{P}{m} \dot{q} - W'(q) \dot{p} + \dot{t} \]

generates all the Hamiltonian vector fields because any other will be of the form \( Y^N = NY^1 \). Here we take \( N := Y_t \) to simplify the notation but also to stress that it is analogous to the lapse. Notice that \( Y^1 \) and \( Y^N \) are collinear with \( N \) as the proportional factor. Thus the integral curves of \( Y^N \) are “contained” in the ones of \( Y^1 \) although they might not be the same if, for instance, \( N \) vanishes because in that case an orbit of \( Y^1 \) would be cut into several orbits for \( Y^N \). We can say that \( Y^1 \) is maximal because its orbits are maximal among all possible Hamiltonian vector fields.

The idea then is to identify the points that lay in the same orbit for every possible choice of \( N = Y_t \). As \( Y^1 \) is maximal, it is enough to identify the points connected by the flow \( \Phi^1 : D \subset I \times \mathcal{P} \to \mathcal{P} \) of \( Y^1 \). Thus we consider the equivalence relation

\[(q_0, p_0, \tau_0) \sim (q_1, p_1, \tau_1) \iff \exists s \in \mathbb{R} \quad \Phi^1(s, (q_0, p_0, \tau_0)) = (q_1, p_1, \tau_1)\]

With this characterization it is clear that the reduced phase space, defined as the quotient space \( \mathcal{P} \cong \mathcal{P}/\sim \), is the set of orbits of the vector field \( Y^1 \).

**Reduced phase space**

Once we have the reduced phase space, we would like to recover the non-gauge dynamics. For that we need to define a symplectic form and a Hamiltonian. Notice first that \( H \) is always zero over \( \mathcal{P} \), thus it is well defined over the quotient space and, of course, also vanishes. This implies that if we define a true symplectic form, there will be no dynamics over the reduced phase space. Unfortunately, there is no natural way to define a symplectic form over the quotient space. Despite this fact, having a vanishing Hamiltonian, all that matters is the existence of any non-degenerate symplectic form because then the Hamiltonian vector field has to be zero.

In order to prove the existence of one symplectic form we assume the physical hypothesis that \( Y^1 \) is complete (otherwise the system reaches the infinity in a finite amount of time). This is necessary to ensure that all the orbits exist forever and thus, they all cross every hypersurface \( \mathcal{P}_\tau = \mathcal{P} \cap \{ t = \tau \} \). This is what is known as the **gauge fixing** i.e. we select a surface containing one and only one representative of each class. In particular we have

\[ \mathcal{P} \cong \mathcal{P}_\tau \cong \mathbb{R}^2 \]

In fact, we can define on \( \mathcal{P} \) two global coordinates \((q_\tau, p_\tau)\) such that for any orbit \( c \in \mathcal{P} \) we have \([(q_\tau(c), p_\tau(c), \tau)] := c \cap \mathcal{P}_\tau \). It will be useful to introduce the following maps

\[ Z_\tau : \mathcal{P} \to \mathcal{P} \quad z_\tau : \mathcal{P} \to \mathbb{R}^2 \]

Finally the pullback of \( \omega \) through the map \( \mathcal{P} \cong \mathcal{P}_\tau \cong \mathcal{P} \) reads simply \( \omega_\tau = dq_\tau \wedge dp_\tau \), showing by the way that these coordinates are canonical, and we can thus endow the quotient (in a non-canonical way) with this symplectic form. The initial data for the theory would be then \((\mathcal{P}, \omega_\tau, H = 0)\). Alternatively we can consider \( \mathcal{P}_\tau \) for any \( \tau \in \mathbb{R} \), then the theory is given by \((\mathcal{P}_\tau, \omega_\tau, H = 0)\).
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Observables

An observable of the reduced space phase \( p \) is a map \( F \in C^\infty(p) \). In order to follow the usual quantization schemes, we need to polarize the space into positions and momenta and, if possible, with canonical coordinates. As we have seen, we have at our disposal the canonical coordinates given by \( z_\tau : p \to \mathbb{R}^2 \). So if some observer considers such coordinates for a fixed \( \tau_0 \), its reduced phase space would be \( \mathbb{R}^2 \) and he could measure the observable \( f_{\tau_0} := F \circ z_{\tau_0}^{-1} \in C^\infty(\mathbb{R}^2) \). Letting \( \tau_0 \) vary we obtain a 1-parameter family \( \{ f_\tau \}_\tau \) of observables each associated to a different observer and in general \( f_{\tau_1} \neq f_{\tau_2} \) for \( \tau_1 \neq \tau_2 \). It may happen, however, that for some observable \( F \), we have \( f_\tau \) independent of \( \tau \).

In particular it is clear that the constants of motion of the un-parametrized theory (maps that are constants along the integral curves) allow us to construct well defined observables in the parametrized setting. For instance

\[
h_\tau(q_\tau, p_\tau) := h(q_\tau, p_\tau) \quad \text{where} \quad h(q, p) = \frac{p^2}{2m} + W(q)
\]

allows us to obtain a well defined observable of \( p \) given by

\[
H(c) = h \circ z_\tau(c) = \frac{p^2}{2m} + W(q_\tau)
\]

As the function \( h \) is nothing but the energy of \( y^1 = \frac{p}{m} \partial_q - W'(q) \partial_p \), then it is indeed constant along the orbits of \( y^1 \) so \( H \) is well defined. On the other hand if we consider \( f = \pi_\tau \), the projection over the first component, then \( f_\tau(q_\tau, p_\tau) = q_\tau \) is an observable for a \( \tau \)-observer that clearly depends on the chosen \( \tau \).

IV.4 Symplectic-Lagrangian Formulation

We mentioned on section III.2 of chapter 1 that we can pull-back the symplectic form of the cotangent bundle to the tangent bundle and solve the symplectic-Lagrangian equation \((1.96)\). It is quite long to develop the symplectic-Lagrangian theory in a general setting like the one we introduced in the previous chapter, however, for this simpler case it is worth to do the effort to show some of the similarities and differences with the Hamiltonian framework.

GNH Algorithm

We define the 2-form defined as the pullback of the canonical symplectic form through the fiber derivative \( \omega := FL^*\Omega \). From the definition of the momenta \( p \) and \( \pi \) we obtain

\[
\omega := dq \wedge d\left(\frac{mv}{\tau}\right) - dt \wedge d\left(\frac{mv^2}{2\tau^2} + W(q)\right) =
\]

\[
= dq \wedge \left(\frac{m}{\tau} dv - \frac{mv}{\tau^2} d\tau\right) - dt \wedge \left(\frac{mv}{\tau^2} dv - \frac{mv^2}{\tau^3} d\tau + W'(q) dq\right)
\]

We have to solve \((1.96)\) that reads \( \iota_Y \omega = dE = 0 \):

\[
\iota_Y \omega = Y_\tau \frac{m}{\tau} \left( dv - \frac{v}{\tau} d\tau\right) + \frac{m}{\tau} \left( -Y_\tau + \frac{v}{\tau} Y_v\right) dq - Y_v \left( \frac{mv}{\tau^2} dv - \frac{mv^2}{\tau^3} d\tau + W'(q) dq\right) +
\]

\[
+ dt \left(\frac{mv}{\tau^2} Y_\tau - \frac{mv^2}{\tau^3} Y_v + W'(q) Y_v\right) =
\]

\[
= - \frac{m}{\tau} \left( Y_\tau - \frac{v}{\tau} Y_v + \frac{\tau}{m} W'(q) Y_v\right) \left( dq - \frac{v}{\tau} dt\right) + \frac{m}{\tau} \left( Y_\tau - \frac{v}{\tau} Y_v\right) \left( dv - \frac{v}{\tau} d\tau + W'(q) dt\right)
\]
Hence we obtain the following solutions

\[ Y_q = \frac{v}{\tau} Y_t \]
\[ Y_t = \frac{v}{\tau} Y_c - \frac{\tau}{m} W'(q) Y_c \]

\[ Y_c \text{ arbitrary} \]
\[ Y_e \text{ arbitrary} \]

where the only constraint comes from the domain of the Lagrangian that imposes that \( \tau > 0 \). Of course this result is consistent with the previous ones, as \( FL\times L = X_n \).

Notice that the previous solution, two linear equations for four unknowns, are not of second order as in the Lagrangian formulation. In general such conditions, that here reduces to have \( Y_q = v \) and \( Y_t = \tau \), are necessary to recover the Euler-Lagrange equations. We could impose them but, in the parametrized case, there is no need as we recover them anyway taking into account that only the quotient \( Y_q/Y_t \) appears in the Euler-Lagrange equation (3.4), and such quotient is of "second order".

\[ \frac{Y_q}{Y_t} = \frac{v}{\tau} \quad \rightarrow \quad m \frac{d}{ds} \left( \frac{q}{t} \right) + W'(q) t = m \frac{d}{ds} \left( \frac{v}{\tau} \right) + W'(q) Y_c = \frac{m}{\tau} \left( Y_q - \frac{v}{\tau} Y_c + \frac{\tau}{m} W'(q) Y_c \right) = 0 \]
Your eyes can deceive you. Don’t trust them.
— Obi-Wan Kenobi, A New Hope

I Introduction

In the previous chapter we have introduced the parametrized field theories and mentioned that they provide us with interesting examples of relatively simple diff-invariant models. In fact they have been used as a test bed to understand the quantization of general relativity and related theories \[24,56,61,62,65\]. One of our initial motivations was to study the interplay between ordinary gauge symmetries and diffeomorphism invariance. In the canonical treatment of general relativity the standard use of projections onto Cauchy surfaces gives rise to the so-called hypersurface deformation algebra, given by (1.84), that replaces the algebra of four-dimensional diffeomorphisms. Many of the difficulties encountered in the quest for a quantum theory of gravity have their origin in the fact that the hypersurface deformation algebra is very hard to quantize.

To tackle this problem Isham and Kuchař \[61,62\] proposed an approach that, in the case of the scalar field, led to the recovery of the full Lie algebra of four dimensional diffeomorphisms in terms of the Poisson brackets of some functions defined in the full phase space (i.e. not only on the primary constraint submanifold in phase space). However, it is not straightforward how to extend their procedure to parametrized gauge theories due to the non-trivial role played by gauge symmetries in this framework \[67,68,82\]. It was in fact suggested by Torre \[93\] that such task should require a different approach. We obtained in \[18\] that in fact the same methods we developed in \[17\] sufficed to understand parametrized electromagnetism (EM) and found that the Gauss law plays a special role to recover the Dirac hypersurface deformation algebra. Precisely, this chapter is devoted to explain this result by developing the parametrized theory of EM.

II Action of the theory

Let \((M \cong \mathbb{R} \times \Sigma, g)\) be a globally hyperbolic space-time of dimension \(n\). Let us consider, for some \(k \in \{0, \ldots, n\}\), the actions\(^1\) \(S_\delta, S_\Sigma, S_\square, S_\partial : \Omega^k(M) \times \text{Diff}(M) \to \mathbb{R}\) given by

\[
S_\delta(A, Z) = \frac{\varepsilon}{2} \int_M \delta A \wedge \ast g^\partial Z dA
\]

\[
S_\partial(A, Z) = \frac{1}{2} \int_{\partial M} b^\partial Z \wedge \ast b^\partial Z dA
\]

\[
S_\Sigma(A, Z) = \frac{\varepsilon}{2} \int_M \Sigma A \wedge \ast g^\partial Z dA
\]

\[
S_\square(A, Z) = S_\delta(A, Z) + S_\partial(A, Z)
\]

where \(A_\partial = j_\partial^\ast A\), \(g_\partial = Z^\ast g\), \(g^\partial_\partial = Z^\ast j^\ast_\partial g\) and \(b_\partial = B \circ Z\) for some fixed \(B \in C^\infty(\partial M)\). Notice that for 0-forms \(S_\delta = 0\) and for \(n\)-forms \(S_\partial = 0 = S_\partial\). Let us mention again that all the previous actions are invariant under diffeomorphisms

\[
S(Y^\ast A, Z \circ Y) = S(A, Z)
\]

Besides, as \(d^2 = 0\) and \(\delta^2 = 0\), we have that

\[
S_\partial(A + df, Z) = S_\partial(A, Z)
\]

\[
S_\partial(A + \delta \beta, Z) = S_\partial(A, Z)
\]

However, no such gauge symmetry exists for \(S_\delta\). This boundary action, studied in the context of condensed matter \[11–13\], allows us to consider some Robin-like boundary conditions although it

\(^1\)It is customary to call EM theory just to the case \(k = 1\) but we will allow a generic \(k \in \mathbb{N}\) as it hardly changes the computations.
comes with some difficulties that will be explained throughout this chapter (to be compared with section I of chapter 6).

Let us now consider

\[ \Omega^\delta_0(M) = \{ A \in \Omega^k(M) \mid j^*_0(A) = 0 \} \quad \text{Dirichlet boundary conditions} \]

\[ \Omega^\delta_0(M) = \{ A \in \Omega^k(M) \mid j^*_0(\ast_g A) = 0 \} \quad \text{Neumann boundary conditions} \]

In the following we will denote with a superscript \( \partial \) and \( \partial * \) the restrictions to these subspaces. Notice, in particular, that \( S^\delta_0 = 0 \).

Taking into account that, on one hand, \( \ast_g A \) establishes the isomorphism \( \Omega^\delta_0(M) \cong \Omega^{n-k}_0(M) \) and, on the other, the fact that

\[ S_\delta(A,Z) \overset{(A.74)}{=} \varepsilon S_\delta(\ast_g A, Z) \]

from now we will only focus on the actions \( S_\delta, S_a \) and their corresponding restrictions to \( \Omega^\delta_0(M) \).

**Variations of the action**

Given \( (A, V_0) \in T_x \Omega^k(M) = \Omega^k(M) \times \Omega^k(M) \), using equation (A.80) it is easy to obtain

\[ D_{A,V_0}(S_a + S_\delta)(A,Z) = \varepsilon \int_M \langle V_0, \delta_g dA \rangle_{g_2} \mathrm{vol}_{g_2} + \int_{\partial M} \langle j^*_0 \nu, j^*_0(\varepsilon \nu_g dA + b^2_2 A) \rangle_{g_2} \mathrm{vol}_{g_2} \]

where \( \nu_g \) is the unitary \( g \)-normal vector field to the boundary \( \partial M \). It is easy to check that \( \nu_g = (Z^{-1})_* \nu \) where \( \nu \) is the unitary \( g \)-normal vector field. Now we compute the variation with respect to the diffeomorphisms. Applying lemma A.141 to the bulk and to the boundary, we have that the variation in the direction of \( V_0 \in T_x \mathrm{Diff}(M) = X(M) \) (where we denote \( \nu^0_2 \) the vector field over the boundary such that \( (j_0)_* \nu^0_2 = V_0 \)) is given by

\[ D_{A,V_0}(S_a + S_\delta)(A,Z) = -\varepsilon \int_M \langle L_{\nu^0_2} dA, dA \rangle_{g_2} \mathrm{vol}_{g_2} - \int_{\partial M} \langle L_{\nu^0_2} A_0, b^2_2 A_0 \rangle_{g_2} \mathrm{vol}_{g_2} \]

\[ = -\varepsilon \int_M \langle \nu_2 dA, \delta_g dA \rangle_{g_2} \mathrm{vol}_{g_2} - \int_{\partial M} \left[ \langle \nu_2 dA, \varepsilon \nu_g dA + b_2^2 A_0 \rangle_{g_2} \right] \mathrm{vol}_{g_2} \]

\[ = -\varepsilon \int_M \langle \nu_2 dA, \delta_g dA \rangle_{g_2} \mathrm{vol}_{g_2} - \int_{\partial M} \left[ \langle \nu_2 dA, \varepsilon \nu_g dA + b_2^2 A_0 \rangle_{g_2} \right] \mathrm{vol}_{g_2} \]

Thus, we have

\[ D(S_a + S_\delta)(A,Z) = \varepsilon \int_M \langle V_0 - \nu_2 dA, \delta_g dA \rangle_{g_2} \mathrm{vol}_{g_2} + \int_{\partial M} \left[ \langle V_0^a - L_{\nu^0_2} A_0, \varepsilon j^*_0 \nu_2 dA + b^2_2 A_0 \rangle_{g_2} + \langle \nu_2 dA, \varepsilon j^*_0 (\nu_2 dA) \rangle_{g_2} \right] \mathrm{vol}_{g_2} \]

The first two terms lead to the equations

\[ S_a + S_\delta : \begin{cases} \delta_g dA = 0 \\ \varepsilon j^*_0 (\nu_2 dA) + b^2_2 A_0 = 0 \quad \text{or} \quad S^a_\delta + S^\delta_0 : \begin{cases} \delta_g dA = 0 \\ A_0 = 0 \end{cases} \]

\[ \text{and, (A.75)} \]

\[ \text{where, (A.80)} \]
Let us now study what happens with the last term. First notice that in the Dirichlet and Neumann cases, it trivially vanishes, however in the Robin case we obtain

\[
\int_{\partial M} \langle \delta b^2 A_\alpha, \delta (b^2 A_\alpha) \rangle_{g^2} \ vol_{g^2} = \int_{\partial M} \langle \delta b^2 A_\alpha, \delta (b^2 A_\alpha) \rangle_{g^2} \ vol_{g^2} = \int_{\partial M} \langle \delta (b^2 A_\alpha) \rangle_{g^2} \ vol_{g^2}
\]

The additional condition that appears due to this last term over the fields \((A, Z)\) at the boundary can be written, using the notation \(\langle \tau_{\alpha, \beta} (\bar{\nu}) \rangle = \langle \tau_{\alpha, \beta} \rangle\), as the vanishing of

\[
\langle \tau_{\alpha, \beta} \rangle \in \Omega^1(\partial M) \quad (4.2)
\]

It is interesting to mention that \(\tau_{\alpha, \beta} \) is always zero if \(k = 0\) i.e. for the parametrized scalar field. We will study this particular case with due care in chapter 5.

### III Lagrangian formulation

For the Lagrangian formulation we have to perform the \(n+1\) decomposition of the action. For that we need to decompose the differential \(dA \in \Omega^{k+1}(M)\) with respect to the unitary normal vector field

\[
\vec{n} = \frac{\partial - \vec{N}}{\vec{N}}
\]

According to equations (1.63)-(1.65) and lemma A.142 we have

\[
dA = n \wedge (dA)_\perp + (dA)^T \quad \text{ where } \quad (dA)_\perp = \varepsilon \frac{\mathcal{L}_{\partial} A^T - \mathcal{L}_{\partial} A}{\mathcal{N}} - \frac{d'(\mathcal{N} A)}{\mathcal{N}}
\]

\[
(dA)^T = dA
\]

\[
\varepsilon dA \wedge *dA = \varepsilon \langle n \wedge (dA)_\perp + (dA)^T, n \wedge (dA)_\perp + (dA)^T \rangle_{g^2} \ vol_{g^2} \quad (A.49)
\]

\[
\begin{aligned}
&= \varepsilon \left[ \varepsilon \langle (dA)_\perp, (dA)_\perp \rangle_{g^2} + 0 + \langle dA^T, dA^T \rangle_{g^2} \right] \ vol_{g^2} \quad (A.122) \\
&= \left[ \langle (dA)_\perp, (dA)_\perp \rangle_{g^2} + \varepsilon \langle dA^T, dA^T \rangle_{g^2} \right] \ vol_{g^2} \quad (1.61)
\end{aligned}
\]

\[
= N dt \wedge \left[ \langle \frac{\varepsilon \ A^T - \mathcal{L}_{\partial} A^T}{\mathcal{N}} - \frac{d'(\varepsilon \mathcal{N} A)}{\mathcal{N}}, \frac{\varepsilon \ A^T - \mathcal{L}_{\partial} A^T}{\mathcal{N}} - \frac{d'(\varepsilon \mathcal{N} A)}{\mathcal{N}} \rangle_{g^2} + \varepsilon \langle dA^T, dA^T \rangle_{g^2} \right] \ vol_{g^2} = \\
= dt \wedge \left[ \frac{1}{N} \langle \frac{\varepsilon \ A^T - \mathcal{L}_{\partial} A^T - d'(\varepsilon \mathcal{N} A), \ A^T - \mathcal{L}_{\partial} A^T - d'(\varepsilon \mathcal{N} A) \rangle_{g^2} + \varepsilon N \langle dA^T, dA^T \rangle_{g^2} \right] \ vol_{g^2}
\]

To break the boundary term we use the 1-form field \(\theta\) which is metrically equivalent to the unitary vector field \(g^0\)-normal to the foliation at the boundary. It is easy to check that

\[
\vec{\theta} = \frac{\vec{n} - \varepsilon \nu^\perp}{|\nu^\perp|} \quad \text{ where } \quad \vec{\nu} = \varepsilon \nu^\perp + \tau \nu^T
\]

\[
1 = g(\vec{\nu}, \vec{\nu}) = \varepsilon \nu^\perp + \tau |\nu^\perp|^2
\]

is the unitary vector field tangent to the boundary and normal to the foliation. Thus we have
that corresponds to the shift $\nu_i$ which says

$$\langle A, A \rangle_{\nu} - \langle \nu_i A, \nu_i A \rangle$$

Finally notice that the Lagrangian is defined on the open subset $\mathcal{D} = (\Omega^{k-1}(\Sigma) \times \Omega^{k}(\Sigma)) \times \{(X, \mathcal{V}_X) \in T\text{Emb}(\Sigma, M) / \varepsilon \tilde{n}_X(\mathcal{V}_X) > 0 \}$

IV Fiber derivative

Before computing the fiber derivative associated with the previous Lagrangian let us study its target space i.e. the phase space of the theory.

Geometric arena

A typical point of the phase space $T^*\mathcal{D}$ is of the form

$$p_{(q_{\perp}, q, X)} = (q_{\perp}, q, X; p, P) \in T^*(C^\infty(\Sigma) \times \Omega^{k}(\Sigma) \times \text{Emb}(\Sigma, M))$$
where \( p_\perp \in C^\infty(\Sigma)' \) and \( p \in \Omega^k(\Sigma)' \) are elements of the dual of \( \Omega^{k-1}(\Sigma) \) and \( \Omega^k(\Sigma) \) respectively. Meanwhile \( P_\perp : \Gamma(\mathcal{X}^*TM) \to \mathbb{R} \) is a continuous linear functional (see lemma 1.66). The phase-space \( T^*\mathcal{D} \) is equipped with the symplectic form

\[
\Omega_{p(\perp),q,X}(Y,Z) = \Omega_{(p,\perp),q,X,p,P_\perp}(Y_\alpha, Y_\beta, Y_\gamma, (Z_\alpha, Z_\beta, Z_\gamma)) = Z_\alpha(Y_\gamma) - Y_\alpha(Z_\gamma) + Z_\beta(Y_\gamma) - Y_\beta(Z_\gamma) - Y_\gamma(Z_\alpha) + Z_\alpha(Y_\beta) - Y_\alpha(Z_\beta) + Y_\gamma(Z_\beta) - Z_\gamma(Y_\beta)
\]

for \( Y, Z \in \mathcal{X}(T^*\mathcal{D}) \) where we have omitted the base point for simplicity. In particular we have \( Y_\alpha \in C^\infty(\Sigma), Y_\beta \in \Omega^k(\Sigma), Y_\gamma \in \Gamma(\mathcal{X}^*TM), Y_\alpha \in C^\infty(\Sigma)' \), \( Y_\beta \in \Omega^k(\Sigma)' \), and \( Y_\gamma : \Gamma(\mathcal{X}^*TM) \to \mathbb{R} \), and analogously for the \( Z \) components.

In our case at hand, we will prove that the primary constraint submanifold \( FL(\mathcal{D}) \) is not all \( T^*\mathcal{D} \).

In particular we will get that \( p_\perp \) is zero, \( p \) is defined in terms of an antisymmetric covector field density and the usual pairing with the dual, while \( P_\perp \) is given by two antisymmetric covector fields densities \( P_\perp : \Gamma(\mathcal{X}^*TM) \to C^\infty(\Sigma) \) and \( P_{\perp\alpha} : \Gamma(\mathcal{X}^*T\partial\Sigma) \to C^\infty(\partial\Sigma) \) along \( X \). More precisely we will have for some \( v \in \Omega^k(\Sigma) \) and \( \mathcal{V}_\alpha \in T_X\text{Emb}(\Sigma, M) \) the expressions

\[
p(v) = \int_{\Sigma} (v, p) \, \text{vol}_X
\]

\[
P_\perp(\mathcal{V}_\alpha) = \int_{\Sigma} (\mathcal{V}_\alpha, R_{\mathcal{V}_\alpha}) \, \text{vol}_X + \int_{\partial\Sigma} (\mathcal{V}_\alpha, P_{\perp\alpha}) \, \text{vol}_{\partial\Sigma}
\]

where \( (\alpha, V) = \int_{\Sigma} \alpha \, dV \). Notice that \( p, \mathcal{V}_\alpha \) and \( P_{\perp\alpha} \) are densities (see page 14) because they depend on the chosen volume forms \( \text{vol}_X \in \operatorname{Vol}(\Sigma) \) and \( \text{vol}_{\partial\Sigma} \in \operatorname{Vol}(\partial\Sigma) \). These distributions can also be written in terms of the metric volume forms of \( \gamma_X = X^*g \) and \( \gamma_{\alpha\beta} := (X|_{\partial\Sigma})^*\gamma_{\alpha\beta} \).

Let \( \mathcal{P}_\text{emb} = \{ p_\perp := (q_\perp, q, X, p, P_\perp, P_{\perp\alpha}) \} \subset T^*\mathcal{D} \) considered as a subset of \( T^*\mathcal{D} \) via the previous representations. We define the induced form \( \tilde{\Omega}_\text{emb} := \gamma^*\Omega \) given by \( \tilde{\Omega}_\text{emb}(Y, Z) := \Omega(\gamma_X(Y), \gamma_X(Z)) \).

In order to compute its explicit expression we see that we have to compute first \( j_\gamma Y \in \mathcal{X}(\mathcal{D}) \) for any \( Y = (Y_\alpha, Y_\beta, Y_\gamma, Y_\alpha, Y_\beta, Y_\gamma) \in \mathcal{X}(\mathcal{P}_\text{emb}) \). From (4.4), (4.5) and the analog for \( p_\perp \) (which will turn out to be zero) we obtain

\[
j_\gamma Y = \left( Y_\alpha, Y_\beta, Y_\gamma, \int_{\Sigma} (\cdot, Y_\alpha) \, \text{vol}_X, \int_{\Sigma} (\cdot, Y_\beta) \, \text{vol}_X, \int_{\partial\Sigma} (\cdot, Y_\gamma) \, \text{vol}_{\partial\Sigma} \right) \in \mathcal{X}(T^*\mathcal{D})
\]

so we have

\[
\tilde{\Omega}_\text{emb}(Y, Z) = \int_{\Sigma} \left[ (Y_\alpha, Z_\alpha) - (Z_\alpha, Y_\alpha) + (Y_\beta, Z_\beta) - (Z_\beta, Y_\beta) + Z_\gamma(Y_\gamma) - Y_\gamma(Z_\gamma) \right] \, \text{vol}_X + \int_{\partial\Sigma} \left[ Z_\alpha(Y_\gamma) - Y_\alpha(Z_\gamma) \right] \, \text{vol}_{\partial\Sigma}
\]

**Volume forms**

It is important to notice that we have fixed two auxiliary volume forms in \( \Sigma \) and \( \partial\Sigma \): \( \text{vol}_X \) and \( \text{vol}_{\partial\Sigma} \) respectively. Each of them is related to the metric volume form by the corresponding determinant, while the unitary \( \gamma_X \)-normal vector field to the boundary

\[
\frac{\tilde{\nu}_X}{|\tilde{\nu}_X|} \in \mathcal{X}(\Sigma) \quad \text{where} \quad \tilde{\nu}_X = \nu_X^+ \bar{n} + \nu_X^- \bar{\nu}_X^-
\]
relates both metric volumes via lemma A.122. Notice that although $\tilde{\nu}_x \in \mathfrak{X}^1(M)$ has norm 1, $\tilde{\nu}_x^\perp \in \mathfrak{X}(\Sigma)$ in general has not. Thus we have
\[
\operatorname{vol}_x = \frac{1}{\sqrt{\nu_x}} \operatorname{vol}_{\tilde{\nu}_x} = \frac{1}{\sqrt{\nu_x}} |\tilde{\nu}_x^\perp| \wedge \operatorname{vol}_{\tilde{\nu}_x^\perp} = \frac{\sqrt{\nu_x}}{\sqrt{\nu_x}} |\tilde{\nu}_x| \wedge \operatorname{vol}_{\tilde{\nu}_x}.
\]
In particular the following expression does not depend on the embedding (because the LHS of the previous equation does not either)
\[
\frac{\sqrt{\nu_x^\perp}}{\sqrt{\nu_x}} |\tilde{\nu}_x^\perp| \quad (4.7)
\]

**Computation of the fiber derivative**

The fiber derivative, given by equation (1.93), is computed by taking an initial point of the tangent bundle $v_{(q, q, X)} = (q, q, X; v, \nu, \nu^\perp)$ and some initial velocities $w^1_{(q, q, X)} = (q, q, X; 0, 0, 0)$, $w^2_{(q, q, X)} = (q, q, X; 0, w, 0)$, and $w^3_{(q, q, X)} = (q, q, X; 0, 0, \mathcal{W}_x)$. The first two are immediate while the last one, much more complicated, is computed in lemma A.143.

\[
\begin{align*}
FL(v_{(q, q, X)})(w^1_{(q, q, X)}) &= 0 \\
FL(v_{(q, q, X)})(w^2_{(q, q, X)}) &= \left( w, \nu^\perp \sqrt{\nu_x} \left( v - L_{\nu_x^\perp} q - \epsilon d(V_x^\perp q_x) \right) \right)_{V_x^\perp} = \left( w, \nu^\perp \sqrt{\nu_x} \left( v - L_{\nu_x^\perp} q - \epsilon d(V_x^\perp q_x) \right) \right)_{V_x^\perp} \\
FL(v_{(q, q, X)})(w^3_{(q, q, X)}) &= -\int_{\Sigma} \mathcal{W}^\alpha \left( \epsilon(n_x)_a \mathcal{H}_a + (e_x)_a^b \mathcal{H}_b \right) \operatorname{vol}_x - \int_{\partial\Sigma} \mathcal{W}^\alpha \left( \epsilon(\theta_x)_a \mathcal{H}_a^a + (e_x)_a^b \mathcal{H}_b \right) \operatorname{vol}_{\Sigma}
\end{align*}
\]

where $(\alpha, V) = \frac{1}{\mathcal{H}_\Sigma} a_1 \cdots a_k V^{a_1 \cdots a_k}$ is the natural pairing. We can now define the canonical momenta
\[
\begin{align*}
p &= \sqrt{\nu_x} \mathcal{H}_x \left( \frac{v - L_{\nu_x^\perp} q - \epsilon d(V_x^\perp q_x)}{V_x^\perp} \right) \\
p_0 &= 0 \\
(P_\alpha)_a &= -\epsilon(n_x)_a \mathcal{H}_a(q, q, X, p) - (e_x)_a^b \mathcal{H}_b(q, p) \\
(P_\alpha^a)_a &= -\epsilon(\theta_x)_a \mathcal{H}_a^a(q, q, X, p) - (e_x)_a^b \mathcal{H}_b^a(q, q, X, p)
\end{align*}
\]

where $\tilde{\nu}_x^\perp$ is the musical isomorphism (1.48) of $\nu_x$ and
\[
\begin{align*}
\mathcal{H}(q, p) &= \left( i_{-\delta q} p \right) + \left( i_{-q} \delta p \right) \in \Omega^1(\Sigma) \\
\mathcal{H}_a(q, p, X, p) &= \frac{1}{\sqrt{\nu_x}} \left( p, p \right) - \frac{\epsilon \sqrt{\nu_x}}{2} (dq, dq)_{\nu_x} + \epsilon \left( q_{-p}, \delta p \right) \in C^\infty(\Sigma) \\
\mathcal{H}_a^q(p, q, X) &= \left( \sqrt{\nu_x} \frac{\nu_x}{\sqrt{\nu_x}} \mathcal{H}_a^q(q, q, X, p) \right) \in \Omega^1(\partial \Sigma) \\
\mathcal{H}_a^q(q, p) &= \epsilon \left( \sqrt{\nu_x} \frac{\nu_x}{\sqrt{\nu_x}} \mathcal{H}_a^q(q, q, X, p) \right) \in C^\infty(\partial \Sigma) \\
\mathcal{H}_a^a(q, q, X) &= \frac{\sqrt{\nu_x}}{2} \left[ \epsilon(q_{-p}^a, q_{-q}^a)_{\nu_x} + (q_{-a}^a, q_{-q}^a)_{\nu_x} \right] \in C^\infty(\partial \Sigma)
\end{align*}
\]

We recall the useful notation
\[
(i_{-\alpha} V) \in \Omega^1(\Sigma) \quad \text{given by} \quad (i_{-\alpha} V)(\bar{v}) := (i_{\bar{v}} \alpha, V)
\]
and $p = b \gamma p$. In particular $(\delta p)^{a_2 \cdots a_k} = -\nabla_c p^{a_2 \cdots a_k}$. It is important to realize that $\mathcal{H}, \mathcal{H}^a$ and $\mathcal{H}_x^a$ are independent of the embeddings because (4.7) does not depend on the embedding and neither does $\delta p$ according to lemma A.136 and the fact that $p$ is a density. Furthermore, notice that in the definition of $(P_{\omega}^x)_\alpha$, the 1-form $\omega$ could be written in terms of $n$ and $e$, but it is much more convenient for the computations to leave the three terms as they have appeared.

The primary constraint submanifold $\mathcal{P}_{\text{EM}} := FL(TQ)$ of the parametrized electromagnetism is then given by

$$\mathcal{P}_{\text{EM}} = \{ (q, q; p, p, P_x) \in \mathcal{P}_{\text{EM}} \rightarrow p = 0 \} = \{ (q, q; 0, -\epsilon \mathcal{H}_x n - e \mathcal{H}^a, -\epsilon \mathcal{H}_x^a \theta + e \mathcal{H}_x^a n - e \mathcal{H}^a) \} \approx \{ (q, q, X) \} =: \mathcal{P}\]$$

Notice that $\mathcal{P}_{\text{EM}}$ is a “graph” analogous to $\{ (x, y, f(y, x)) \in \mathbb{R}^3 \}$ where the role of $f$ is played by the maps $P_x$ and $P^0_x$. We define the inclusion $j_{\text{EM}} : \mathcal{P} \hookrightarrow \mathcal{P}_{\text{EM}}$ that allows us to pullback the induced form $\tilde{\Omega}_{\text{EM}} = \tilde{f}^* \Omega_{\text{EM}}$, given by equation (6.6), to $\mathcal{P}$ in order to define $\omega_{\text{EM}} := j_{\text{EM}} \tilde{\Omega}_{\text{EM}}$.

To compute $\omega_{\text{EM}}$, we need the push-forward $(j_{\text{EM}})_* Y$ for every $Y = (Y_x, Y_y, Y_z) \in \mathfrak{X}(\mathcal{P})$ because $\omega_{\text{EM}}(Y, Z) := (\tilde{\Omega}_{\text{EM}} \circ j_{\text{EM}})(j_{\text{EM}})_* Y, (j_{\text{EM}})_* Z)$. In is interesting to take the analogy with the graph manifold a bit further and notice that if we consider a vector $v = (v_x, v_y) \in \mathbb{R}^2$, it can be lifted to a vector

$$\left( v_x, v_y, \frac{\partial f}{\partial x} v_x + \frac{\partial f}{\partial y} v_y \right) \in \mathbb{R}^3$$

In our case we have

$$(j_{\text{EM}})_* Y = \left( Y_x, Y_y, Y_z, -D_v (\epsilon \mathcal{H}_x n - e \mathcal{H}) - D_v (\epsilon \theta \mathcal{H}_x^a \mathcal{H})_x - D_v (\epsilon \mathcal{H}_x n - e \mathcal{H}^a) \right) \in \mathfrak{X}(\mathcal{P}_{\text{EM}})$$

where the $D_v$ means that we take the variations with respect to all the variables $(q, q, X, p)$, as in the chain rule, in the direction $Y = (Y_x, Y_y, Y_z)$. Notice that the variables $(q, q, p)$ belong to vector spaces, so their variations pose no problem. However, the variation with respect to the last variable, the embedding, is much trickier because $\text{Emb}(\Sigma, M)$ is non-linear in general (see section II.6 of chapter 1). Remembering that $\omega_{\text{EM}}(Y, Z) := (\tilde{\Omega}_{\text{EM}} \circ j_{\text{EM}})(j_{\text{EM}})_* Y, (j_{\text{EM}})_* Z$ we have

$$\omega_{\text{EM}}^{(q, q; X, p)} (Y_x, Y_y, Y_z, Z_x, Z_y, Z_z) =$$

$$= \int_{\Sigma} \left[ \left( Y_x, Z_x \right) - \left( Z_x, Y_x \right) - D_{\alpha} (\epsilon \mathcal{H}_x n - e \mathcal{H})_x Y_x^\alpha + D_{\alpha} (\epsilon \mathcal{H}_x n - e \mathcal{H})_x Z_x^\alpha \right] \text{vol}_{\Sigma} -$$

$$- \int_{\partial \Sigma} \left[ D_{\alpha} (\epsilon \theta \mathcal{H}_x^a n + e \mathcal{H}_x^a) Y_x^\alpha - D_{\alpha} (\epsilon \theta \mathcal{H}_x^a n + e \mathcal{H}_x^a) Z_x^\alpha \right] \text{vol}_{\Sigma}$$

(4.9)
In page 146 of the appendix we give the key steps that lead to
\[
\omega_{EM}^\text{GNH}(q, X, p) \left( (Y_t, Y_q, Y_p, Y_\gamma), (Z_t, Z_q, Z_p, Z_\gamma) \right) =
\int_\Sigma \varepsilon Z^\bot (Y_t - \mathcal{L}_{g^\bot} q_\perp + \nu_\gamma q_\perp, \delta p) \text{vol}_\Sigma +
\int_\Sigma \left( Y_t - \mathcal{L}_{g^\bot} q - Y^\bot \frac{p}{\sqrt{\gamma}} - \varepsilon d(Y^\bot q_\perp), Z_\gamma - \mathcal{L}_{\mathcal{E}^\bot} p - \varepsilon \sqrt{\gamma} \sqrt{\gamma} \delta(Z^\bot dq) \right) \text{vol}_\Sigma -
\int_\partial \Sigma \varepsilon Z^\bot \left( J_0^p \left( Y_t - \mathcal{L}_{g^\bot} q - Y^\bot \frac{p}{\sqrt{\gamma}} - \varepsilon d(Y^\bot q_\perp) \right), J_0^* (\nu_\gamma dq) + \nu_\gamma \frac{p^0}{\sqrt{\gamma}} - \varepsilon \delta^2 q_\perp \right) \text{vol}^\text{aux} \bigg|_{\Sigma_\nu} +
\int_\partial \Sigma \varepsilon Z^\bot \left( J_0^p \left( Y_{\perp} - \mathcal{L}_{g^\bot} q_\perp + \nu_\gamma q_\perp \right), J_0^* \left( \frac{\nu_\gamma p^0}{\sqrt{\gamma}} \right) + b^2 q_\perp \right) \text{vol}^\text{aux} \bigg|_{\Sigma_\nu} - (Y \leftrightarrow Z)
\] (4.10)

It is interesting to mention that only the lapse, and not the shift, appears in the boundary integrals.

V Hamiltonian formulation

Obtaining the Hamiltonian

As the Lagrangian (4.3) is homogeneous of degree 1 in the velocities, it is clear that the energy \( E = D_2 L - L = 0 \), thus the Hamiltonian is also zero. Notice that this does not imply that the dynamics is trivial, it does imply however that the dynamics is purely gauge in the sense that it evolves in the degenerate directions of the presymplectic form \( \omega_{EM}^\text{GNH} \).

GNH algorithm

The Hamiltonian vector field \( Y \in \mathfrak{X}(\mathcal{P}) \) is given by the Hamilton equation
\[
\omega_{EM}^\text{GNH}(q, X, p) \left( (Y_t, Y_q, Y_p, Y_\gamma), (Z_t, Z_q, Z_p, Z_\gamma) \right) = \delta H(Z_t, Z_q, Z_p, Z_\gamma) = 0
\] (4.11)

for every \( Z \in \mathfrak{X}(\mathcal{P}) \). Taking in particular \((0, 0, 0, Z_t), (0, Z_\gamma, 0, 0), (Z_{\perp}, 0, 0, 0) \) and \((0, 0, Z^\bot \nu_\gamma, 0) \) vanishing at the boundary leads to the conditions on the bulk
\[
Y_t = \mathcal{L}_{g^\bot} q + Y^\bot \frac{p}{\sqrt{\gamma}} + \varepsilon d(Y^\bot q_\perp)
\]
\[
Y_\gamma = \mathcal{L}_{g^\bot} p + \varepsilon \sqrt{\gamma} \sqrt{\gamma} \delta(Y^\bot dq)
\]
\[
Y^\bot \delta p = 0
\]
\[
\left( Y_{\perp} - \mathcal{L}_{g^\bot} q_\perp + \nu_\gamma q_\perp, \delta p \right) = 0
\] (4.12)

Let us focus on a remarkable feature of the previous expressions: there is a bifurcation in the outcome of the GNH algorithm. First notice that in the non-parametrized version we have by construction \( Y^\bot > 0 \) in order to have a foliation, thus \( \delta p = 0 \)—known as the Gauss constraint—and the component \( Y_{\perp} \) is arbitrary, which is the typical gauge freedom of electromagnetism.

In the parametrized version, on the other hand, we have to solve the equation \( Y^\bot \delta p = 0 \) for \( Y^\bot \). The solution depends, obviously, on the support of \( \delta p \): wherever it vanishes, \( Y^\bot \) is arbitrary, wherever it does not vanish, \( Y^\bot = 0 \). Therefore \( \delta p = 0 \) is no longer a constraint! What is happening is that if \( \delta p \neq 0 \) then the foliation cannot “advance in time” but there are still solutions to the field equations.
V. Hamiltonian formulation

Wherever $\delta p \neq 0$ (in particular $k \geq 1$)

\[
Y_{t_\perp} = \mathcal{L}_{\bar{g}^\tau} q_\perp \\
Y_t = \mathcal{L}_{\bar{g}^\tau} q \\
Y_\varepsilon = \mathcal{L}_{\bar{g}^\tau} p \\
Y^\perp = 0 \\
y^\perp \text{ arbitrary}
\]

(4.13)

Here we have the action of the group of diffeomorphism $\text{Diff}(\Sigma)$ acting through its infinitesimal version, the Lie derivative. It is interesting to notice that the fact that $y^\perp$ is arbitrary reflects the “gauge freedom” we mentioned when we introduced the shape space in page 22.

In this case the GNH algorithm stops because we have found the most general solution with no constraint.

Wherever $\delta p = 0$

\[
Y_{t_\perp} \text{ arbitrary} \\
Y_t = \mathcal{L}_{\bar{g}^\tau} q + Y^\perp\frac{p}{\sqrt{\gamma}} + \varepsilon d(Y^\perp q_\perp) \\
Y_\varepsilon = \mathcal{L}_{\bar{g}^\tau} p + \varepsilon \sqrt{\gamma} \delta (Y^\perp dq) \\
Y^\perp \text{ arbitrary} \\
y^\perp \text{ arbitrary}
\]

(4.14)

Now we have, not only the “gauge freedom” given by the arbitrariness of $y^\perp$ that leaves unchanged the shape of the embedding, but we also have that $Y^\perp$ is also arbitrary, which allows to recover the invariance under space-time diffeomorphism of the “physical solutions”. Furthermore, we have the usual gauge freedom of the electromagnetism corresponding to the $q_\perp$ factor.

In this case, the GNH algorithm goes on by requiring that the Hamiltonian vector field $Y \in \mathfrak{X}(\mathcal{P})$ that we have found in the first step is tangent to

\[
\mathcal{P}_2 = \{ (q_\perp, q, X, p) \in \mathcal{P} / \delta p = 0 \}
\]

Notice that this is always the case because

\[
D_\tau (\delta p) \stackrel{\text{(A.136)}}{=} \delta (D_\tau p) = \delta Y_\varepsilon = \delta \mathcal{L}_{\bar{g}^\tau} p + \varepsilon \sqrt{\gamma} \delta (Y^\perp dq) \overset{\text{(A.76)}}{=} \mathcal{L}_{\bar{g}^\tau} (\delta p)
\]

where in the last equality we have used the fact that the Lie derivative is a variation in the direction $\bar{Y} = \tau.\bar{g}$, so it commutes with the codifferential as in the first equality. Of course we have that if $\delta p = 0$ at some point it will remain so for ever (so the algorithm also stops at this first step for the bulk) and, therefore, the two cases are complementary.

In order to shed some light on the previous bifurcation let us consider a simple finite dimensional analog. Consider the homogeneous system

\[
\begin{pmatrix}
x \\
0 \\
1
\end{pmatrix}
\begin{pmatrix}
a \\
b
\end{pmatrix} =
\begin{pmatrix}
0 \\
0 \\
0
\end{pmatrix}
\]

whose solution is $ax = 0$ and $b = 0$. Notice that $a = 0$ if $x \neq 0$ and $a$ is arbitrary otherwise. Of course here we see that the rank of the matrix depends on $x$ and, therefore, the dimensionality of
the kernel depends also on \( x \) due to the rank theorem. In the infinite dimensional case, however, such theorem does not hold and the rank (which is infinite) cannot measure the dimensionality of the kernel. We see nonetheless that we obtain in fact a different number of solutions depending on the point of \( P \).

**Boundary**

Let us now keep going with the GNH algorithm to see what happens at the boundary. We have already solved (4.11) at the bulk, so only the boundary integrals remain. Note that if \( \delta p \neq 0 \) all of them are zero due to (4.13) and the fact that \( Y^\perp = 0 \), thus we are done. Let us then focus on the case \( \delta p = 0 \), in which we still have that some of the integrals are zero by continuity of (4.14), so we have to solve

\[
0 = \int_{\partial \Sigma} 0 = \int_{\partial \Sigma} j^n_0 \left( Z_a - \mathcal{L}_{\mathcal{F}} q - Z^\perp \frac{p}{\sqrt{\gamma}} - \varepsilon d(Z^\perp q_\perp) \right) \, \frac{\text{vol}_{\text{ax}}}{|\mathcal{P}|} + \int_{\partial \Sigma} \left( \mathcal{Z} j^n_0 (Y_{a\perp} - L_{\mathcal{G}} q_\perp + \iota_{\mathcal{F}} q_\perp) - Y^\perp j_0 (Z_{a\perp} - L_{\mathcal{F}} q_\perp + \iota_{\mathcal{F}} q_\perp) \right) \, \frac{\text{vol}_{\text{ax}}}{|\mathcal{P}|}
\]

for every \( \mathcal{Z} \). Here we have again bifurcations although now there are many more possibilities. Notice that the case \( Y^\perp = 0 \) is easy to solve and less interesting from a physical point of view, so we will assume from now on that \( Y^\perp \) is arbitrary at the boundary. Let us sketch a solution to the previous equation.

**Dirichlet** \( \mathcal{P}_{\mathcal{D}_1} := \{ (q_\perp, q, p) \in \mathcal{P} \mid \delta p = 0 \text{ and } q_\perp^2 = 0 \} \)

In this case the component \( q_\perp \) of the tangent vectors to \( \mathcal{P}_{\mathcal{D}_1} \) is also zero at the boundary and the previous equation reduces to

\[
0 = \int_{\partial \Sigma} 0 = \int_{\partial \Sigma} j^n_0 \left( Z_a - \mathcal{L}_{\mathcal{F}} q - Z^\perp \frac{p}{\sqrt{\gamma}} - \varepsilon d(Z^\perp q_\perp) \right) \, \frac{\text{vol}_{\text{ax}}}{|\mathcal{P}|} + \int_{\partial \Sigma} \left( \mathcal{Z} j^n_0 (Y_{a\perp} - L_{\mathcal{G}} q_\perp + \iota_{\mathcal{F}} q_\perp) - Y^\perp j_0 (Z_{a\perp} - L_{\mathcal{F}} q_\perp + \iota_{\mathcal{F}} q_\perp) \right) \, \frac{\text{vol}_{\text{ax}}}{|\mathcal{P}|}
\]

If we want \( Y^\perp \) to be arbitrary we obtain the conditions

\[
j^n_0 (\iota_{\mathcal{F}} q_\perp) + \nu_{\perp} \frac{p^\perp}{\sqrt{\gamma}} - \varepsilon b^2 q_\perp = 0
\]

\[
j^n_0 (\iota_{\mathcal{G}} p_\perp) = 0
\]

**Dirichlet** \( \mathcal{P}_{\mathcal{D}_2} := \{ (q_\perp, q, p) \in \mathcal{P} \mid \delta p = 0 \text{ and } q_\perp = 0 \} \)

Now the component \( q_\perp \) of the tangent vectors to \( \mathcal{P}_{\mathcal{D}_2} \) is zero at the boundary. In particular we have the condition that

\[
y_\perp = \mathcal{L}_{\mathcal{G}} q + Y^\perp \frac{p}{\sqrt{\gamma}} + \varepsilon d(Y^\perp q_\perp)
\]

is zero at the boundary. Meanwhile, the equation that we have to solve reduces to

\[
0 = \int_{\partial \Sigma} 0 = \int_{\partial \Sigma} j^n_0 \left( -L_{\mathcal{G}} q - Z^\perp \frac{p}{\sqrt{\gamma}} - \varepsilon d(Z^\perp q_\perp) \right) \, \frac{\text{vol}_{\text{ax}}}{|\mathcal{P}|} + \int_{\partial \Sigma} \left( \mathcal{Z} j^n_0 (Y_{a\perp} - L_{\mathcal{G}} q_\perp) - Y^\perp j_0 (Z_{a\perp} - L_{\mathcal{F}} q_\perp) \right) \, \frac{\text{vol}_{\text{ax}}}{|\mathcal{P}|}
\]
We can now impose the (sufficient) conditions

\[
\begin{align*}
\mathcal{J}_0^\ast \left( \frac{1 \nu q}{\sqrt{\gamma}} \right) + b^2 q^0_\bot &= 0 \\
\mathcal{J}_0^\ast (1 \nu dq) + \nu_\bot \frac{p^0}{\sqrt{\gamma}} &= 0
\end{align*}
\]

\[\downarrow\text{Dirichlet}\]

\[
\mathcal{P}_{D3} := \left\{ (q_\bot, q, X, p) \in \mathcal{P} \mid \delta p = 0 \text{ and } q^0_\bot = 0 \right\}
\]

\[
\begin{align*}
\mathcal{J}_0^\ast (1 \nu p) &= 0 \\
\mathcal{J}_0^\ast (1 \nu dq) + \nu_\bot \frac{p^0}{\sqrt{\gamma}} &= 0 \\
\mathcal{J}_0^\ast \left( \mathcal{L}_q^+ q \right) + Y^+ \frac{p^0}{\sqrt{\gamma}} + \varepsilon Y^+ dq^0_\bot &= 0
\end{align*}
\]

\[\downarrow\text{Robin-like}\]

\[
\begin{align*}
\mathcal{J}_0^\ast (1 \nu dq) + \nu_\bot \frac{p^0}{\sqrt{\gamma}} - \varepsilon b^2 q^0_\bot &= 0 \\
\mathcal{J}_0^\ast \left( \frac{1 \nu p}{\sqrt{\gamma}} \right) + b^2 q^0_\bot &= 0
\end{align*}
\]

In all the previous cases we should check that the dynamics preserved the corresponding boundary conditions. In general an infinite chain of conditions appear. We see how the inclusion of the boundary makes the theory much richer but also much more difficult to handle.


I Introduction

In the previous chapter we study the parametrized EM field theory for a general $k$-form $A$. It is of great interest to consider the simplest case of a parametrized field theory, namely the scalar field $k = 0$. We already saw in the previous chapter that in that case the variations with respect to the diffeomorphism add no dynamics. Furthermore, the study of the boundary conditions can be carried out in a more systematic way (see [17] for some more details).

II Action of the theory

We consider the parametrized scalar field with boundary $S : \Omega^0(M) \times \text{Diff}(M) \to \mathbb{R}$ given by

$$S(\varphi, Z) = \varepsilon \int_M d\varphi \wedge \star g^a \varphi + \frac{1}{2} \int_{\partial M} b^2_\varphi \wedge \star g^a_\varphi$$

where $\varphi = j_0^\varphi$, $g_x = Zg$, $g^0_x = Z^*j_0^g$ and $b_x = B \circ Z$ for some fixed $B \in C^\infty(\partial M)$. We saw in chapter 4 that the variations of the action lead to the equations

$$D(S_d + S_\partial) : \delta Z \varphi = 0$$

or

$$S_\partial^\varphi + S_\partial^b : \delta \varphi = 0$$

Using (A.30), (A.39), A.125 and the definitions of $b^a_\varphi$ and $\tilde{V}_x$, it is easy to check that if $(\varphi, Z)$ is a solution then so is $(Y^* \varphi, Z \circ Y)$ for every $Y \in \text{Diff}(M)$.

III Hamiltonian formulation

In section V of chapter 4 we developed the Hamiltonian formulation of some parametrized theories. We obtain that a bifurcation showed up according to the support of $\delta p$. It is important to realize that now, for $k = 0$, both $q_\perp$ and $\delta p$ vanish because $\delta$ and $\iota$ are zero over 0-forms. In particular the bifurcation does not appear for the parametrized scalar field and we have (see equation (4.14)) that the Hamiltonian vector field $Y = (Y_q, Y_p, Y)$ is given by

$$Y_q = \mathcal{L}_{g^\varphi} q + Y^\pi \frac{p}{\sqrt{\gamma}}$$

$$Y_p = \mathcal{L}_{g^\varphi} p + \varepsilon \sqrt{\gamma} g^\pi \mathcal{Z} \mathcal{Y}_{\nu} d\varphi$$

where $\mathcal{Z}$ is arbitrary $\gamma$ arbitrary

$$Y^\pi$$

(5.1)
For manifolds with no boundary we are done. However, for manifolds with boundaries we have to deal with the cases as at the end of section V of chapter 4. Notice that for the scalar field $q_{\perp} = 0$ (besides, $\iota_{\nu} p = 0$ because $p \in \Omega^0(\Sigma)$), so the remaining term in the Hamiltonian equation reads

$$0 = \int_{\partial \Sigma} \left( Z_a - \mathcal{L}^{\perp} q - Z^a \frac{p}{\sqrt{\gamma}} \right), Y^+ \left( j_a^\tau (\iota_{\nu} d q) + \nu_{\tau} \frac{\rho}{\sqrt{\gamma}} - \varepsilon b^2 q_{\rho} \right) \right) \frac{\text{vol}}{|\mathcal{P}|} \quad (5.2)$$

Now we have the following cases.

**Dirichlet $P_D := \{(q, X, p) \in P \mid q_{\perp} = 0\}**

Back in the previous chapter we obtain some sufficient conditions to ensure that the previous expression was zero. Nonetheless, we are going to prove that in the scalar field case they are not necessary and, actually, (5.2) always vanishes. Indeed, first notice that the component $Y_q$, which is zero over the boundary in order to be tangent to $P_D$ can be rewritten as

$$Y_q = \mathcal{L}^{\perp} q + Y^+ \frac{p}{\sqrt{\gamma}} = (dq)_{\alpha} e^a_{\alpha} + \varepsilon n_{\alpha} Y^\alpha \frac{p}{\sqrt{\gamma}} = \left( (dq)_{\alpha} e^a_{\alpha} + \varepsilon n_{\alpha} \frac{p}{\sqrt{\gamma}} \right) Y^\alpha$$

As over the boundary $Y = \varepsilon Y^+ n^\alpha + \tau \tilde{g}^\alpha$ is tangent to the boundary, this means that the term inside the parentheses is perpendicular to the boundary (unless $Y = 0$). Equivalently it is proportional to the normal vector field

$$\varepsilon n_{\alpha} \frac{p}{\sqrt{\gamma}} + (dq)_{\alpha} e^a_{\alpha} \propto \nu_{\alpha} \quad \text{at the boundary}$$

In fact it is easy to obtain the proportionality factor by multiplying by $\nu^\alpha$ to obtain

$$\varepsilon n_{\alpha} \frac{p}{\sqrt{\gamma}} + (dq)_{\alpha} e^a_{\alpha} = \left( j_a^\tau (\iota_{\nu} d q) + \nu_{\tau} \frac{\rho}{\sqrt{\gamma}} \right) \nu_{\alpha} \quad \text{at the boundary} \quad (5.3)$$

Thus equation (5.2) reads now

$$\int_{\partial \Sigma} \left( j_a^\tau \left( Z_a - \left( \varepsilon n_{\alpha} \frac{p}{\sqrt{\gamma}} + (dq)_{\alpha} e^a_{\alpha} \right) Z^\alpha \right), Y^+ \left( j_a^\tau (\iota_{\nu} d q) + \nu_{\tau} \frac{\rho}{\sqrt{\gamma}} \right) \right) \frac{\text{vol}}{|\mathcal{P}|}$$

which is zero using the fact that $Z^\alpha = 0$ and equation (5.3). We then obtain no further condition at the first step of the GNH algorithm. We see here that we have obtained again a bifurcation because if condition (5.3) holds then $Y$ is arbitrary at the boundary, otherwise it is forced to be zero. Considering the former case which is the physically relevant, we have now to impose the tangency to the space

$$P_D^2 := \{(q, X, p) \in P \mid q_{\perp} = 0 \quad j_a^\tau \left( \varepsilon n_{\alpha} \frac{p}{\sqrt{\gamma}} + (dq)_{\alpha} e^a_{\alpha} \right) = \left( j_a^\tau (\iota_{\nu} d q) + \nu_{\tau} \frac{\rho}{\sqrt{\gamma}} \right) \nu_{\alpha} \}$$

which leads to an infinite series of conditions that we are not going to write down explicitly because they are somewhat complicated and their explicit expression is not particularly illuminating.

**Robin-like $P$**

If we impose no restriction at the domain $P$, then equation (5.2) leads to the condition

$$Y^+ \left( j_a^\tau (\iota_{\nu} d q) + \nu_{\tau} \frac{\rho}{\sqrt{\gamma}} - \varepsilon b^2 q_{\rho} \right) = 0$$
Such condition, wherever \( Y^\perp \neq 0 \), can be rewritten as
\[
\left( \varepsilon n^\alpha \frac{p^\alpha}{\sqrt{\gamma}} + j^a_\alpha(e^\alpha \omega(q)) - \varepsilon b^2 q^\alpha n^\alpha \right) \nu^\alpha = 0
\]
In this case we have that the term inside the parentheses has to be tangent to the boundary
\[
\varepsilon \int x \frac{p^\alpha}{\sqrt{\gamma}} + \tau x \cdot \nabla^\gamma q - \varepsilon b^2 q^\alpha n^\alpha \in T x \quad \forall \alpha
\]
It is interesting to note that for the Dirichlet case we have that
\[
\varepsilon \int x \frac{p^\alpha}{\sqrt{\gamma}} + \tau x \cdot \nabla^\gamma q
\]  
(5.4)
is normal to the boundary, while for the Neumann case \( (b = 0) \) we have that it is tangent to the boundary. Meanwhile, for the Robin case with \( b \neq 0 \) we have that (5.4) is not normal nor tangent to the boundary but moves towards the normal direction for larger \( b \) without ever reaching it. This comes from the different origin of the Dirichlet and Robin boundary conditions: the former is imposed by restricting the domain of the theory (and hence the Hamilton equation is trivially satisfied at the boundary), while the latter appears when we solve the Hamiltonian equation. Finally note that only in the limit \( b \to \infty \) do we recover the Dirichlet case, which shows once again the different nature of the both boundary conditions.
When I left you, I was but the learner; now I am the master.
— Darth Vader, A New Hope

I Introduction

We have seen in section II of chapter 4 a way to introduce in the parametrized electromagnetism some Robin-like boundary conditions. However, this method includes some additional conditions over the solution and it is not easy to understand what they mean physically. We mentioned at that moment that there exists an alternative in the odd dimensional case, namely, the Maxwell-Chern-Simons theory. It is interesting to mention that these and similar theories are used in condensed matter [11–13] and massive gauge theories [41].

We consider the action

\[ S(A, Z) = \frac{\varepsilon \eta}{2} \int_M dA \wedge *_{g_2} dA + \frac{\mu}{2} \int_M A \wedge dA \]

where \( \mu, \eta \in \mathbb{R} \) are constants of the theory (in particular, we can set \( \mu = 0 \) to recover the Maxwell theory or \( \eta = 0 \) to obtain the Chern-Simons theory as we will do in the next section). We could have added the boundary term involving the \( B \) but we have preferred to keep things clean and simple in order to understand properly the interaction of the Chern-Simons term with the boundary.

II Variations of the action

The variations of the first integral of the action \( S_d \) are given by (4.1). Meanwhile, notice that the second integral, \( S_{CS} \), does not depend on the diffeomorphisms so we have only to compute its variation with respect to the field \( A \).

\[
D_{\delta A, \delta \nu^i} S_{CS}(A, Z) = \frac{\mu}{2} \int_M \left( V_\nu \wedge dA + A \wedge dV_\nu \right) + \frac{\mu}{2} \int_M \frac{\varepsilon \eta}{2} \partial A \wedge *_{g_2} \partial A \]

which leads to

\[
\delta Z \left( \varepsilon \eta dA - \mu \frac{(-1)^k - 1}{2} *_{g_2} dA \right) = 0 \quad \text{or} \quad \delta \left( \varepsilon \eta dA - \mu \frac{(-1)^k - 1}{2} *_{g_2} dA \right) = 0
\]

Which lead to the equations

\[
\delta \left( \varepsilon \eta dA - \mu \frac{(-1)^k - 1}{2} *_{g_2} dA \right) = 0
\]

\[
\varepsilon \eta \partial_{\nu^i} \left( \nu^i *_{g_2} dA \right) = 0
\]
Notice that there is a term which appears only if \( k \) is odd. Besides, in the first set of equations we have some kind of Robin-like boundary conditions, while the second set is just the usual Dirichlet ones.

We keep on by studying the variation with respect to the diffeomorphisms which is given again by equation (4.1)

\[
D_{\varepsilon, v_2}(S_1 + S_\text{CS})(A, Z) = -\varepsilon\eta \int_M \langle \varepsilon_2^* dA, \delta_2 dA \rangle_{g_2} \text{vol}_{g_2} - \varepsilon\eta \int_{\partial M} \langle \varepsilon_2^* dA, j_0^* (\langle \varepsilon_2 dA \rangle)_{g_2} \text{vol}_{g_2}
\]

Let us see that this variation is zero at the bulk if we impose the field equations.

\[
\varepsilon\eta \langle \varepsilon_2 dA, \delta_2 dA \rangle_{g_2} = \mu \frac{(-1)^k - 1}{2} \langle \varepsilon_2 dA, \delta_2^* \delta_2 A \rangle_{g_2} = \mu \frac{1 - (-1)^k}{2} \langle \varepsilon_2 dA, \star_2 dA \rangle_{g_2} = 0
\]

Considering the Dirichlet boundary condition, we have that no additional condition arises

\[
\varepsilon\eta \int_{\partial M} \langle \varepsilon_2 dA, \delta_2 dA \rangle_{g_2} \text{vol}_{g_2} = 0
\]

Meanwhile, if we consider the MCS boundary conditions we obtain

\[
\varepsilon\eta \int_{\partial M} \langle \varepsilon_2 dA, j_0^* (\langle \varepsilon_2 dA \rangle)_{g_2} \text{vol}_{g_2} = \mu \frac{1}{2} \int_{\partial M} \langle \varepsilon_2 dA, j_0^* \langle \varepsilon_2^* \delta_2 A \rangle_{g_2} \text{vol}_{g_2} = \mu \frac{A.124}{A.78} - \mu \frac{1}{2} \int_{\partial M} \langle \varepsilon_2 dA, \star_2 dA \rangle_{g_2} = 0
\]

This means that if we impose the variations to be zero we get that

\[
\mu \left( \varepsilon_2 dA \right) \wedge A_0 \in \Omega^1(\partial M)
\]

has to be zero. This additional condition is somewhat analogous to (4.2).

### III Lagrangian formulation

The same procedure that we follow to obtain the Lagrangian (4.3) allows us to obtain the MCS Lagrangian

\[
L_{\text{MCS}} : \mathcal{D}_{\text{MCS}} \subset T \left( \Omega^{k-1}(\Sigma) \times \Omega^k(\Sigma) \times \text{Emb}(\Sigma, M) \right) \rightarrow \mathbb{R}
\]

\[
\mathbf{v}_{(q_2, q, X)} = (q_2, q, X, v, \nabla_X) \rightarrow L(\mathbf{v}_{(q_2, q, X)})
\]

which is given by

\[
L_{\text{MCS}}(\mathbf{v}_{(q_2, q, X)}) = \frac{\eta}{2} \left\langle \frac{v - \mathcal{L}_X^* q - \varepsilon \mathcal{L}_X^* q}{V_X^*}, \frac{v - \mathcal{L}_X^* q - \varepsilon \mathcal{L}_X^* q}{V_X^*} \right\rangle_{V_X} + \frac{\varepsilon\eta}{2} \left\langle dq, dq \right\rangle_{V_X} + \frac{\varepsilon\mu}{2} \left\langle \mathbf{q}_2, \mathbf{q}_2 \right\rangle_{V_X} - \mu \left\langle \frac{v - \mathcal{L}_X^* q - \varepsilon \mathcal{L}_X^* q}{V_X^*}, \star_2 q \right\rangle_{V_X}
\]

where we recall that

\[
\left\langle \alpha, \beta \right\rangle_{f} = \int_{\Sigma} f(\alpha, \beta)_{V_X} \text{vol}_{V_X} = \int_{\Sigma} f^\sqrt{V_X} \langle \alpha, \beta \rangle_{V_X} \text{vol}_{V_X}
\]

and that the Lagrangian is defined on the open subset

\[
\mathcal{D}_{\text{MCS}} = T \left( \Omega^{k-1}(\Sigma) \times \Omega^k(\Sigma) \right) \times \left\{ (X, V_X) \in T\text{Emb}(\Sigma, M) / \varepsilon V_X > 0 \right\}
\]
IV Geometric arena

A typical point of the phase space $T^*\mathcal{D}$ is of the form

$$p_{(q_1, q, X)} = (q_1, q, X; p_1, p, P), \in T^\ast \left(\Omega^{k-1}(\Sigma) \times \Omega^{k}(\Sigma) \times \text{Emb}(\Sigma, M)\right)$$

where $p_1 \in C^\infty(\Sigma)'$, $p \in \Omega^{k}(\Sigma)'$, and $P : \Omega^0(X^*TM) \to \mathbb{R}$ can be represented (see section IV of chapter 4) as

$$p_v = \int_{\Sigma} (v, p) \, vol_x = \int_{\Sigma} \frac{(v, p)}{\sqrt{\gamma_x}} \, vol_x$$

$$P_x = \int_{\Sigma} (V_x, P) \, vol_x + \int_{\partial \Sigma} \frac{(V_x, P)}{\sqrt{\gamma_x}} \, vol_{\gamma_x}$$

Let $\tilde{T}_{\text{MCS}} = \{ p_i := (q_i, q, X, p_1, p, P_x) \} \xrightarrow{j} T^\ast \mathcal{D}$ considered as a subset of $T^\ast \mathcal{D}$ via the previous representations. We define the induced form $\tilde{\Omega}^\ast_{\text{MCS}} := j^\ast \Omega$ which is given by

$$\tilde{\Omega}^\ast_{\text{MCS}}(Y, Z) = \int_{\Sigma} \left[ (Y_4, Z_4) - (Z_4, Y_4) + (Y_5, Z_5) - (Z_5, Y_5) - Y_6(Z_6) \right] vol_x +$$

$$\int_{\partial \Sigma} \left[ (Z_5, Y_6) - (Y_5, Z_6) \right] vol_{\gamma_x}$$

V Fiber derivative

The fiber derivative, given by equation (1.93), is computed taking an initial point of the tangent bundle $v_{(q_1, q, X)} = (q_1, q, X; v_1, v, V_x)$ and some initial velocities $w^1_{(q_1, q, X)} = (q_1, q, X; w_1, 0, 0)$, $w^2_{(q_1, q, X)} = (q_1, q, X; 0, w, 0)$, and $w^3_{(q_1, q, X)} = (q_1, q, X; 0, 0, \omega_x)$. The first two are immediate while the last one can be obtained following the ideas of lemma A.143.

$$FL(v_{(q_1, q, X)})(w^1_{(q_1, q, X)}) = 0$$

$$FL(v_{(q_1, q, X)})(w^2_{(q_1, q, X)}) = \left\{ \frac{w - \mathcal{L}^{\gamma_x}q - \varepsilon d(V^*_x q_1)}{V^*_x} \right\}_{V^*_x} =$$

$$= \left( \frac{w - \mathcal{L}^{\gamma_x}q - \varepsilon d(V^*_x q_1)}{V^*_x} \right)$$

$$FL(v_{(q_1, q, X)})(w^3_{(q_1, q, X)}) = - \int_{\Sigma} \tilde{\mathcal{W}}^\alpha \left( \varepsilon(n_x)_{\alpha} \mathcal{H}^\ast_{\text{MCS}} + (e_x)_{\beta} h_{\beta} \right) \, vol_x -$$

$$- \int_{\partial \Sigma} \tilde{\mathcal{W}}^\alpha \left( \varepsilon(n_x)_{\alpha} \mathcal{H}^\ast + (e_x)_{\beta} h_{\beta} \right) \, vol_{\gamma_x}$$

where $(\alpha, V) = \frac{1}{k} \alpha_{a_1 \cdots a_k} V^{a_1 \cdots a_k}$ is the natural pairing and $\gamma_x$ is the musical isomorphism (1.48) of $\gamma_x$. We can now define the canonical momenta

$$p = \sqrt{\gamma_x} \left[ \frac{v - \mathcal{L}^{\gamma_x}q - \varepsilon d(V^*_x q_1)}{V^*_x} \right]$$

$$p_1 = 0$$

$$\begin{cases} P_\alpha = -\varepsilon(n_x)_{\alpha} \mathcal{H}^\ast_{\text{MCS}}(q_1, q, X, p) - (e_x)_{\beta} \mathcal{H}_{\beta}(q, p) \\ P^\alpha = -\varepsilon(n_x)_{\alpha} \mathcal{H}^\ast(\beta, q, p) - (e_x)_{\beta} \mathcal{H}_{\beta}(q, q, X, p) \end{cases}$$

Constraints
We define the inclusion

\[ \mathcal{H}(q, p) = (\iota_\ast dq, p) + (\iota_\ast q, \delta p) \in \Omega^1(\Sigma) \]

\[ \mathcal{H}^{\text{MCS}}_{\pm}(q_\pm, q, X, p) = \frac{1}{2\eta \sqrt{\gamma}} \left( \Lambda_\pm \Lambda_\pm - \frac{\varepsilon \eta \sqrt{\gamma}}{2} (dq, dq)_{\mathcal{H}} + \varepsilon \left( q_\pm, \delta \Lambda_\pm \right) \right) \in \mathcal{C}^\infty(\Sigma) \]

\[ \mathcal{H}^\alpha(q, p) = \left( \frac{\sqrt{\gamma}}{\sqrt{\Sigma}} \nu_x |_{\mathcal{P}(\gamma)} \right) \in \mathcal{C}^\infty(\partial \Sigma) \]

\[ \mathcal{H}_{\pm}^\alpha(q_\pm, q, p) = \varepsilon \left( \frac{\sqrt{\gamma}}{\sqrt{\Sigma}} \nu_x |_{\mathcal{P}(\gamma)} \right) \in \mathcal{C}^\infty(\partial \Sigma) \]

where we have defined the densities

\[ \Lambda_\pm = p \pm \frac{\mu}{2} \sqrt{\gamma} \nu_x q \]

(6.6)

The manifold of first constraints of the MCS theory is \( \mathcal{P}_{\text{MCS}} := FL(TQ) \) which is then given by

\[ \mathcal{P}_{\text{MCS}} = \left\{ (q_\pm, q, X; p_\pm, p, X_p \in \mathcal{H}^{\text{MCS}}_{\pm}) / \ p_\pm = 0 \right\}
\]

(6.5)

We define the inclusion \( J_{\text{MCS}} : \mathcal{P} \hookrightarrow \mathcal{P}_{\text{MCS}} \) that allows us to pullback the induced form \( \tilde{\omega} = \gamma^\ast \Omega \) of \( \mathcal{P}_{\text{MCS}} \) given by equation (4.6), to \( \mathcal{P} \) in order to define \( \omega_{\text{MCS}} = \gamma_{\ast} \tilde{\omega} \) that, in this case, is given by

\[ \omega_{\text{MCS}}(q_\pm, q, X, p) \]

To obtain the explicit expression we have to proceed as in page 146 of the appendix but taking into account that, on one hand, the terms including \( q \wedge dq \in \Omega^3(\Sigma) \) are zero because \( \Sigma \) has dimension 2. On the other hand we use the fact that

\[ DA_{\pm} = Y_\pm \pm \frac{\mu}{2} \sqrt{\gamma} \nu_x Y_4 \]

(6.8)

because it can be easily proved that \( \sqrt{\gamma} \nu_x Y_4 \) does not depend on the embedding. With all these ideas in mind we obtain

\[ \omega_{\text{MCS}}(q_\pm, q, X, p) \]

(6.7)
VI. GNH algorithm

As the Lagrangian $L_{\text{MCS}}$ is homogeneous of degree 1 in the velocities, we have again that the energy, and thus the Hamiltonian, is zero. We have once again that the dynamics is purely gauge in the sense that it goes along the degenerate direction of the presymplectic form $\omega_{\text{MCS}}$.

The Hamiltonian vector field $Y \in \mathfrak{X}(\mathcal{P})$ is given by the Hamilton equation

$$\omega_{\text{MCS}}\left((Y_q, Y_q, Y_q), (Z_q, Z_q, Z_q)\right) = dH(Z_q, Z_q, Z_q, Z_q) = 0$$

(6.9)

for every $Z \in \mathfrak{X}(\mathcal{P})$. Taking in particular $(0, 0, 0, Z_q), (0, Z_q, 0, 0), (Z_q, 0, 0, 0)$ and $(0, Z^r, 0, 0)$ vanishing at the boundary leads to the conditions on the bulk

$$Y_q = \mathcal{L}_{\bar{g}}^q \frac{\Lambda}{\eta \sqrt{\gamma}} + \varepsilon d(Y^q)$$

$$Y_p = \mathcal{L}_{\bar{g}}^p + Y^q \frac{\mu}{2 \eta} \gamma \Lambda + \varepsilon \sqrt{\gamma} \delta \left(\eta Y^q \varepsilon q + \frac{\mu}{2} Y^q \varepsilon q\right)$$

(6.10)

$$Y^q \delta \Lambda = 0$$

$$\left(Y_q, -\mathcal{L}_{\bar{g}}^q q, \delta \Lambda, -\right) = 0$$

Once again we have a bifurcation depending on the support of $\delta \Lambda$: wherever it vanishes, $Y^q$ is arbitrary, wherever it does not vanish, $Y^q = 0$.

- Wherever $\delta \Lambda \neq 0$

$$Y_q = \mathcal{L}_{\bar{g}}^q q$$

$$Y_p = \mathcal{L}_{\bar{g}}^p$$

$$Y^q = 0$$

$$Y^q \varepsilon = 0$$

(6.11)

Here we have the action of the group of $\text{Diff}(\Sigma)$ acting through its infinitesimal version, the Lie derivative. The GNH algorithm stops because we have found the most general solution with no constraint.

- Wherever $\delta \Lambda = 0$

$$Y_q \text{ arbitrary}$$

$$Y_p = \mathcal{L}_{\bar{g}}^p + Y^q \frac{\mu}{2 \eta} \gamma \Lambda + \varepsilon \sqrt{\gamma} \delta \left(\eta Y^q \varepsilon q + \frac{\mu}{2} Y^q \varepsilon q\right)$$

(6.12)

$$Y^q \text{ arbitrary}$$

$$Y^q \varepsilon \text{ arbitrary}$$

In this case, the GNH algorithm goes on by requiring that the Hamiltonian vector field $Y \in \mathfrak{X}(\mathcal{P})$ that we have found in the first step is tangent to

$$\mathcal{P}_2 = \left\{(q_1, q, X, p) \in \mathcal{P} \ / \ \delta \Lambda = 0\right\}$$
In this case the component how to obtain solutions to the previous equation. Notice that the CS parameter that is easy to solve and less interesting from a physical point of view, so we will assume from now on if we want for every Y = τũ so it commutes with the codifferential as in the first equality. Of course we have that if δΛ− = 0 at some point it will remain so for ever (so the algorithm also stops at this first step) and, therefore, the two cases are complementary.

**Boundary**

Let us now keep going with the GNH algorithm to see what happens at the boundary. We have already solved (6.9) at the bulk, so only the boundary integrals remain. Note that if δΛ− ≠ 0 all of them are zero due to (6.11) and the fact that Y⊥ = 0, thus we are done. Let us then focus on the case δΛ− = 0, in which we still have that some of the integrals are zero by continuity of (6.12), so we have to solve

\[
0 = \int_{\partial \Sigma} \left( j^\perp \left( Z_q - L_{\gamma^\perp q} - Z_i \frac{\Lambda_i}{\eta \sqrt{\gamma}} - \varepsilon d(Z^\perp q_i) \right) , Y^\perp \left[ \gamma j^\perp (\eta dq + \frac{\mu}{2} \gamma x q_i ) + \nu_i \frac{p^\rho}{\sqrt{\gamma}} \right] \right)_{\gamma} \frac{\text{vol}_{\Sigma}}{|\gamma|^2} + \\
+ \int_{\partial \Sigma} \left( Z^\perp j^\perp (Y_{q_i} - L_{\gamma^\perp q_i} + \gamma \gamma^\perp q), Y^\perp j^\perp (Z_{q_i} - L_{\gamma^\perp q_i} + \gamma \gamma^\perp q) , j^\perp \left( \frac{\gamma \nu \gamma^\perp}{\sqrt{\gamma}} \right) \right)_{\gamma} \frac{\text{vol}_{\Sigma}}{|\gamma|^2}
\]

for every Z. Here we have again bifurcations with several possibilities. Notice that the case Y⊥ = 0 is easy to solve and less interesting from a physical point of view, so we will assume from now on that Y⊥ is arbitrary at the boundary.

Notice that the CS parameter μ only appears once at the boundary. We now proceed to sketch how to obtain solutions to the previous equation.

**Dirichlet** \(P_{D_1} := \{(q_i, p, X, p) \in P / \delta \Lambda_\perp = 0 \text{ and } q_i^\perp = 0\}\)

In this case the component \(q_i^\perp\) of the tangent vectors to \(P_{D_1}\) is also zero at the boundary. Besides, \(*_{\gamma} q_i = 0\) at the boundary thanks to equation (A.70), so the previous equation reduces to

\[
0 = \int_{\partial \Sigma} \left( j^\perp \left( Z_q - L_{\gamma^\perp q} - Z_i \frac{\Lambda_i}{\eta \sqrt{\gamma}} - \varepsilon d(Z^\perp q_i) \right) , Y^\perp \left[ \eta j^\perp (\eta dq + \frac{\mu}{2} \gamma x q_i ) + \nu_i \frac{p^\rho}{\sqrt{\gamma}} \right] \right)_{\gamma} \frac{\text{vol}_{\Sigma}}{|\gamma|^2} + \\
+ \int_{\partial \Sigma} \left( Z^\perp j^\perp (\gamma \gamma^\perp q_i + \gamma \gamma^\perp q) - Y^\perp j^\perp (\gamma \gamma^\perp q_i + \gamma \gamma^\perp q) , j^\perp \left( \frac{\gamma \nu \gamma^\perp}{\sqrt{\gamma}} \right) \right)_{\gamma} \frac{\text{vol}_{\Sigma}}{|\gamma|^2}
\]

If we want Y⊥ to be arbitrary we can impose the conditions

\[
\eta j^\perp (\gamma dq) + \nu_i \frac{p^\rho}{\sqrt{\gamma}} = 0 \\
j^\perp (\gamma dp) = 0
\]
Dirichlet $\mathcal{P}_{D^2} := \left\{ (q_\perp, q, X, p) \in \mathcal{P} \mid \delta \Lambda = 0 \text{ and } q_\perp = 0 \right\}$

Now the component $q$ of the tangent vectors to $\mathcal{P}_{D^2}$ is zero at the boundary and the previous equation reduces to

$$0 = \int_{\partial \Sigma} \left( j^*_\partial \left( -L_{y^\perp} q - Z^\perp \frac{\Lambda_+}{\eta \sqrt{\gamma}} - \varepsilon d(Z^\perp q_\perp) \right) \right) \frac{\operatorname{vol}_{\gamma}}{|\nu^\perp|} + \int_{\partial \Sigma} \left( Z^\perp j^*_\partial (Y - L_{y^\perp} q_\perp) - Y^\perp j^*_\partial (Z_{q_\perp} - L_{z^\perp} q_\perp) \right) \frac{\operatorname{vol}_{\gamma}}{|\nu^\perp|}$$

Again, as we want $Y^\perp$ to be arbitrary, we can impose the (sufficient) conditions

$$j^*_\partial (\nu^\perp p) = 0$$

$$j^*_\partial \left( \eta dq + \frac{\mu}{2} \gamma \cdot q_\perp \right) + \nu_\perp \frac{p^\perp}{\sqrt{\gamma}} = 0$$

$$j^*_\partial \left( L_{y^\perp} q \right) + Y^\perp \frac{p^\perp}{\eta \sqrt{\gamma}} + \varepsilon d(Y^\perp q_\perp^\perp) = 0$$

Dirichlet $\mathcal{P}_{D^3} := \left\{ (q_\perp, q, X, p) \in \mathcal{P} \mid \delta \Lambda = 0 \quad q_\perp^\perp = 0 \quad \text{and} \quad q_\perp = 0 \right\}$

$$j^*_\partial (\nu^\perp p) = 0$$

$$\eta \cdot j^*_\partial (\eta dq) + \nu_\perp \frac{p^\perp}{\sqrt{\gamma}} = 0$$

$$j^*_\partial \left( L_{y^\perp} q \right) + Y^\perp \frac{p^\perp}{\eta \sqrt{\gamma}} + \varepsilon Y^\perp dq_\perp^\perp = 0$$

Robin-like $\mathcal{P}$

$$j^*_\partial (\nu^\perp p) = 0$$

$$j^*_\partial \left( \eta dq + \frac{\mu}{2} \gamma \cdot q_\perp \right) + \nu_\perp \frac{p^\perp}{\sqrt{\gamma}} = 0$$

In all the previous cases we should check that the dynamics preserved the corresponding boundary conditions. In general an infinite chain of conditions appear. We see how the inclusion of the boundary makes the theory much richer but also much more difficult to handle.

### VII Parametrized Chern-Simons with boundaries

**Introduction**

It is quite interesting to study the Chern-Simons theory alone which is given by the action

$$S(A, Z) = \frac{\mu}{2} \int_M A \wedge dA \quad A \in \Omega^k(M) \quad k \text{ odd}$$

which corresponds to the Maxwell-Chern-Simons theory with $\eta = 0$. However, we cannot just take $\eta$ to be zero in the Hamiltonian vector field because it appears in the denominator. Actually, as we will see, this comes from the fact that the phase space has only positions and no momenta.

An interesting feature of the previous action is that it has no background geometric object and, in particular, it does not depend on $Z$. It might seem therefore unnecessary to parametrize the theory, nonetheless if we did not when we consider the Lagrangian formulation, we would need to fix a foliation and then the Lagrangian would be “embedding-dependent”. This complicates quite a lot the GNH algorithm so it is wiser and conceptually better to parametrize the theory.
Lagrangian formulation

The same procedure that we follow to obtain the Lagrangian (4.3) allows us to obtain the CS Lagrangian

\[
L_{CS} : \mathcal{D}_{CS} \subset T \left( \Omega^{k-1}(\Sigma) \times \Omega^{k}(\Sigma) \times \text{Emb}(\Sigma, M) \right) \rightarrow \mathbb{R}
\]

which is given by

\[
L_{CS}(\mathbf{v}(q_\perp, q, X)) = \frac{\varepsilon \mu}{2} \left\langle \mathbf{v}, \gamma_\perp (dq) \right\rangle_{V_X^\perp} - \frac{\mu}{2} \left\langle \frac{v - \mathcal{L}_{X^\perp} q - \varepsilon d(V_X^\perp q)}{V_X^\perp}, \gamma_\perp q \right\rangle_{H_X^\perp}
\]

We see that the Lagrangian depends indeed on the velocity of the embeddings. Although the metric appears explicitly, the Lagrangian does not depend on it. This is clear as we can rewrite the Lagrangian as

\[
L_{CS}(\mathbf{v}(q_\perp, q, X)) = \frac{\mu}{2} \int_{\Sigma} \left( \varepsilon V_X^\perp q \wedge dq + \left( \frac{v - \mathcal{L}_{X^\perp} q - \varepsilon d(V_X^\perp q)}{V_X^\perp} \right) \wedge q \right)
\]

We could use this latter way of writing the Lagrangian but using the former allows us to reuse the computations of the Maxwell-Chern-Simons case.

Geometric arena

We define, as in the MCS case, \( \tilde{\mathcal{D}} = \{ p_\perp := (q_\perp, q, X, p_\perp, p, P_X, P_{\alpha, X}) \} \) as a subset of \( T^* \mathcal{D} \). We define the induced form \( \tilde{\Omega}^{cs} := j^* \Omega \) which is given by

\[
\tilde{\Omega}^{cs}_{\alpha \perp \delta}(Y, Z) = \int_{\Sigma} \left[ (Y_\alpha, Z_\alpha) - (Z_\alpha, Y_\alpha) \right] \text{vol}_\Sigma + \int_{\partial \Sigma} [Z_\alpha(Y_\alpha) - Y_\alpha(Z_\alpha)] \text{vol}_{\partial \Sigma}
\]

(6.13)

Computation of the fiber derivative

The fiber derivative, given by equation (1.93), is computed taking an initial point of the tangent bundle \( \mathbf{v}(q_\perp, q, X) = (q_\perp, q, X; v_\perp, v, V_X) \) and some initial velocities \( \mathbf{w}^1_{(q_\perp, q, X)} = (q_\perp, q, X; w_\perp, 0, 0) \), \( \mathbf{w}^2_{(q_\perp, q, X)} = (q_\perp, q, X; 0, w, 0) \) and \( \mathbf{w}^3_{(q_\perp, q, X)} = (q_\perp, q, X; 0, 0, V_X) \). The first two are immediate while the last one can be obtained following the ideas of lemma A.143.

\[
FL(\mathbf{v}(q_\perp, q, X)) (\mathbf{w}^1_{(q_\perp, q, X)}) = 0
\]

\[
FL(\mathbf{v}(q_\perp, q, X)) (\mathbf{w}^2_{(q_\perp, q, X)}) = \left\langle \frac{w}{V_X^\perp}, -\frac{\mu}{2} \gamma_\perp q \right\rangle_{H_X^\perp} = \left( w, -\frac{\mu}{2} \sqrt{-1} \epsilon \gamma_\perp q \right)
\]

\[
FL(\mathbf{v}(q_\perp, q, X)) (\mathbf{w}^3_{(q_\perp, q, X)}) = -\int_{\Sigma} \mathcal{W}^\alpha \left( \frac{\varepsilon (n_X)_{\alpha} H_X^{cs} + \varepsilon X^\alpha}{H_\perp^0} \right) \text{vol}_\Sigma - \int_{\partial \Sigma} \mathcal{W}^\alpha \left( \frac{\varepsilon (n_X)_{\alpha} H_\perp^0 + \varepsilon X^\alpha}{H_\perp^0} \right) \text{vol}_{\partial \Sigma}
\]

where \( (\alpha, V) = \frac{1}{\sqrt{-1}} \alpha \cdot a_1 \cdots a_k V^{a_1 \cdots a_k} \) is the natural pairing. We can now define the canonical momenta

\[
p_\perp = 0
\]

\[
p = -\frac{\mu}{2} \sqrt{-1} \epsilon \gamma_\perp q
\]

\[
(P_{\alpha})_\alpha = -\varepsilon (n_X)_{\alpha} H_X^{cs}(q, X) - (e_X^\perp)_\alpha H_\perp^0(q)
\]

\[
(P_{\alpha}^\perp)_\alpha = -\varepsilon (n_X)_{\alpha} H_\perp^0(q) - (e_X^\perp)_\alpha H_\perp^0(q, X)
\]

Constraints
where $\gamma_x$ is the musical isomorphism (1.48) of $\gamma_x$ and

$$\mathcal{H}(q) = -\frac{\mu}{2}(t^q, \sqrt{\gamma_x} z^q) = -\frac{\mu}{2}(t^q, \delta[\sqrt{\gamma_x} z^q]) \in \Omega^1(\Sigma)$$

$$\mathcal{H}^\omega(q, q) = -\frac{\mu}{2}(q,\delta[\sqrt{\gamma_x} z^q]) \in C^\infty(\Sigma)$$

$$\mathcal{H}^\omega(q, q) = -\frac{\mu}{2}(\sqrt{\gamma_x} \frac{\nu_x}{|\nu_x|} \wedge t_q, \sqrt{\gamma_x} z^q) \in \Omega^1(\partial \Sigma)$$

$$\mathcal{H}^\omega(q, q) = -\frac{\epsilon \mu}{2}(\sqrt{\gamma_x} \frac{\nu_x}{|\nu_x|} \wedge q, \sqrt{\gamma_x} z^q) \in C^\infty(\partial \Sigma)$$

(6.14)

The last canonical momenta can be obtained by direct computation or imposing

$$p = -\frac{\mu}{2}\sqrt{\gamma_x} z^q$$

(6.15)

in (6.5). In particular $\Lambda_+ = 0$ and $\Lambda_- = -\mu \sqrt{\gamma_x} z^q$. Notice that none of the functions defined in (6.14) depend on the embeddings, as we saw on equations (4.7) and (6.8), the quantities

$$\frac{\sqrt{\gamma_x}}{|\nu_x|} \frac{\nu_x}{\sqrt{\gamma_x}}$$

and

$$\sqrt{\gamma_x} z^q$$

are independent of the embeddings. In particular we have (see equation (6.8)) that

$$Y_a = -\frac{\mu}{2}\sqrt{\gamma_x} z^q Y_a$$

(6.17)

The manifold of first constraints of the CS theory is $\mathcal{P}_{\text{cs}} := FL(TQ)$ which is then given by

$$\mathcal{P}_{\text{cs}} = \left\{ (q, q, X; p, r, P_x, P^r_x) \in \widetilde{\mathcal{P}} / \begin{array}{l} p_s = 0 \\ p = -\frac{\mu}{2}\sqrt{\gamma_x} z^q \end{array} \right\} = \left\{ (q, q, X; 0, -\frac{\mu}{2}\sqrt{\gamma_x} z^q) \right\} \cong \mathcal{P}$$

Notice that, as we mentioned in the introduction, the manifold of first constraints has only positions and no momenta whatsoever. We define the inclusion $\mathcal{J}_{\text{cs}} : \mathcal{P} \hookrightarrow \mathcal{P}$ that allows us to pullback the induced form $\Omega^{\omega}_{\text{cs}} = \gamma^* \Omega$ of $\mathcal{P}$, given by equation (4.6), to $\mathcal{P}$ in order to define $\omega^{\omega}_{\text{cs}} := \mathcal{J}_{\text{cs}}^* \Omega^{\omega}_{\text{cs}}$ that, in this case, is given by

$$\omega^{\omega}_{(q, q, X)}(Y_a, Y_a, Y_a, Z_a, Z_a, Z_a) =$$

$$\left[ Y_a, -\frac{\mu}{2} D_x(\sqrt{\gamma_x} z^q) \right] - \left( Z_a, -\frac{\mu}{2} D_x(\sqrt{\gamma_x} z^q) \right) - D_x(\epsilon \mathcal{H}_t n + e. \mathcal{H}) Y^\alpha +$$

$$+ D_x(\epsilon \mathcal{H}_t n + e. \mathcal{H}) Z^\alpha \right\}_{\text{vol}} - \int_{\Omega^3} \left[ D_x(\epsilon \mathcal{H}_t n + e. \mathcal{H}) Y^\alpha - D_x(\epsilon \mathcal{H}_t n + e. \mathcal{H}) Z^\alpha \right]_{\text{vol}}$$

(6.18)

The explicit expression of $\omega^{\omega}_{\text{cs}}$ can be obtained using similar techniques to the ones used to compute $\omega^{\text{McS}}$. An alternative way is to consider the expressions

$$\bullet \quad \delta \Lambda_- \text{vol} = -\frac{\mu}{2} \sqrt{\gamma}(\delta x \gamma) \text{vol}$$

(A.72)

$$= -\frac{\mu}{2} \wedge x \gamma \text{vol}$$

(A.72)

$$= -\frac{\mu}{2} \delta dq$$

(A.69)
\( Y_i = \mathcal{L}_{g^+} p - Y^\perp (\frac{\mu}{2\eta} \delta Y \cdot \delta(\eta Y^\perp dq + \frac{\mu}{2} Y^\perp \delta q_{\perp})) \) \( \text{(6.15)} \)

\( \text{(6.17)} \)

\( -\frac{\mu}{2} \sqrt{\gamma^\perp} \mu Y_i + \frac{\mu}{2} \mathcal{L}_{g^\perp} \left( \sqrt{\gamma^\perp} \delta Y \right) - 0 - \frac{\mu}{2} \delta Y \cdot \delta(0 + \frac{\mu}{2} Y^\perp q_{\perp}) \) \( \text{(6.8)} \)

\( \text{(A.77)} \)

and plug them into \( \omega_{MC} \). Both methods lead to

\[
\omega_{MC}^{(q \perp \cdot q, X)} \left( Y_i, Y_q, Y_{\delta}, (Z_q, Z_\delta, Z_\alpha) \right) = 
\]

\[
-\frac{\varepsilon \mu}{2} \int_{\Omega} Z^\perp \left[ Y_{\perp} - \mathcal{L} q_{\perp} + \iota_{\nu \perp} q \right] dq - 
+ \frac{\mu}{2} \int_{\Omega} \left[ Y_i - \mathcal{L}_{g^\perp} q - \varepsilon d(Y^\perp q_{\perp}) \right] \wedge \left[ Z_i - \mathcal{L}_{g^\perp} q - \varepsilon d(Z^\perp q_{\perp}) \right] - 
- \frac{\varepsilon \mu}{2} \int_{\Omega} Z^\perp \left[ J^\perp \left( Y_i - \mathcal{L}_{g^\perp} q - \varepsilon d(Y^\perp q_{\perp}) \right), J^\perp \left( \iota_{\nu \perp} q \right) \right] \frac{\text{vol}_{\alpha \perp}}{|\mathbf{p}^\perp|} - 
- \frac{\varepsilon \mu}{2} \int_{\Omega} Z^\perp \left[ J^\perp \left( Y_i - \mathcal{L}_{g^\perp} q + \iota_{\nu \perp} q \right), J^\perp \left( \iota_{\nu \perp} q \right) \right] \frac{\text{vol}_{\alpha \perp}}{|\mathbf{p}^\perp|} - (Y \leftrightarrow Z)
\]

where we have used that for \( k \)-forms over a manifold of dimension \( 2k + 1 \) we have

\[
(\alpha, \sqrt{\gamma^\perp} \mu \delta Y) \text{vol}_\gamma = (\alpha, \delta Y) \text{vol}_\delta = \alpha \wedge \delta Y = -\alpha \wedge Y
\]

It is important to realize that the integral over the bulk does not depend, as expected, on the metric. The boundary terms might seem that depend on the metric, but notice that the ones involving \( \mathcal{L} \) can be written in terms of the expressions given in \( (6.16) \), which do not depend on the embedding. The term involving \( \nu_i \) is a bit trickier as we have to realize that it can be written, using the fact that \( 0 = \nu_\alpha Z^\alpha = \varepsilon Z^\perp \nu_\perp + Z^\alpha \nu_\alpha \), as

\[
\varepsilon z^\perp J^\perp \left[ \sqrt{\gamma^\perp} \delta Y \right] \frac{\sqrt{\gamma}}{|\mathbf{p}^\perp|} \text{vol}_{\alpha \perp}
\]

which is explicitly independent using \( (6.16) \).

**GNH algorithm**

The Hamiltonian is, once again, zero. Thus the Hamiltonian vector field \( Y \in \mathfrak{X}(\mathcal{P}) \) is given by the Hamilton equation

\[
\omega_{MC}^{(q \perp \cdot q, X)} \left( Y_i, Y_q, Y_{\delta}, (Z_q, Z_\delta, Z_\alpha) \right) = d(\eta_{\perp \cdot q, X}) H(Z_q, Z_\delta, Z_\alpha) = 0
\]

\( \text{(6.19)} \)

for every \( Z \in \mathfrak{X}(\mathcal{P}) \). We have clearly the conditions at the bulk

\[
Y_i = \mathcal{L}_{g^\perp} q + \varepsilon d(Y^\perp q_{\perp})
\]

\( Y^\perp dq = 0 \)

\[
\left[ Y_i - \mathcal{L}_{g^\perp} q_{\perp} + \iota_{\nu \perp} q \right] dq = 0
\]

\( \text{(6.20)} \)
Once again we have a bifurcation but now it depends on the support of $dq$: wherever it vanishes, $Y^+$ is arbitrary, whereas it does not vanish, $Y^+ = 0$.

- Wherever $dq \neq 0$
  \[ Y_{q^+} = \mathcal{L}_{y^+} q \]
  \[ Y_{q^±} = \mathcal{L}_{y^±} q \]
  \[ Y^± = 0 \]
  \[ y^\perp \text{ arbitrary} \]

The GNH algorithm stops because we have found the most general solution with no constraint.

- Wherever $dq = 0$
  \[ Y_{q^±} \text{ arbitrary} \]
  \[ Y_{q^+} = \mathcal{L}_{y^+} q + \varepsilon d(Y^+ q_{±}) \]
  \[ Y^+ \text{ arbitrary} \]
  \[ y^\perp \text{ arbitrary} \]

Notice that the Lie derivative $\mathcal{L}_{y^±} q = dq_{±} q + t_{y^±} dq$ so actually

\[ Y_{q^+} = dq_{±} q + \varepsilon d(Y^+ q_{±}) = d(Y^α q_α) \]

where we define $q_α = εν_α q_± + e^α_± q_a$. In this case, the GNH algorithm goes on by requiring that the Hamiltonian vector field $Y \in \mathfrak{X}(\mathcal{P})$ that we have found in the first step is tangent to

\[ \mathcal{P}_2 = \{(q_{±}, X) \in \mathcal{P} / dq = 0\} \]

which is trivial as

\[ D_q (dq) = d(D_q q) = dY_{q^+} = d^2(Y^α q_α) = 0 \]

- Boundary

To obtain the solution for the boundary, first notice that once again only the case $dq = 0$ is non-trivial. So we have to solve

\[ 0 = - \int_{\partial \Sigma} Y^+ \left( j^*_0 \left( Z_0 - \mathcal{L}_{y^+} q - \varepsilon d(Z^q) \right) + j^*_0 \left( \ast_{y^+} q \right) \right) \frac{\text{vol}_{\gamma^0}}{|b^0|} + \]

\[ + \int_{\partial \Sigma} \left( Z \cdot j^*_{0} \left( Y_{q^±} - \mathcal{L}_{y^±} q + t_{y^±} q \right) - Y^+ j^*_{0} \left( Z_{q^±} - \mathcal{L}_{y^±} q_{±} + t_{y^±} q \right) + j^*_{0} \left( \ast_{y^±} q \right) \right) \frac{\text{vol}_{\gamma^0}}{|b^0|} \]

and we can obtain sufficient conditions like

\[ \begin{cases} 
  j^*_{0} \left( \ast_{y^+} q_{±} \right) - \nu_{y^+} \ast_{y^+} q = 0 \\
  j^*_{0} \left( \ast_{y^±} q \right) = 0 
\end{cases} \quad \begin{cases} 
  j^*_{0} \left( \ast_{y^+} q_{±} \right) = 0 \\
  j^*_{0} \left( \ast_{y^±} q \right) = 0 
\end{cases} \]
If you strike me down, I shall become more powerful than you could possibly imagine.
— Obi-Wan Kenobi, *A New Hope*

I Introduction

General relativity is one of the most successful and accurate theories in present day science. It was developed by Einstein in 1915 and describes the gravitational effects as a consequence of the curvature of space-time. We saw already in section II.5 of chapter 1 a brief introduction, so I will devote this initial section to motivate and explain this chapter.

Short after Dirac developed his procedure to deal with constrained Hamiltonian systems (see IV.1 of chapter 1 and [43]) he tried to apply it to the general theory of relativity. However, he found some difficulties that prevented him to give the complete Hamiltonian description. Some years later, in 1959, Arnowit, Deser, and Misner completed the task and presented in [6] what now is called the ADM formalism of GR. Although it might seem that we are a bit late to say anything new about the Hamiltonian formulation of GR, we strongly believe that the use of the GNH algorithm sheds some light to the subject. For instance, the inclusion of boundaries is always problematic in the usual setting while in the GNH context, as we have learned in the previous chapters, poses no conceptual problem (it is more complicated at the functional analysis level). Furthermore, this study will allow us to get into some generalizations like unimodular gravity, which is very relevant to study the problem of time [60, 66, 88] and the cosmological constant problem [59].

This chapter is then devoted to develop for the first time the GNH algorithm in GR and unimodular gravity to obtain the well known results but in a more straightforward way. We will apply the same methods we have used along the thesis with no need to adapt them to these cases. Finally, notice that parametrizing GR does nothing because there is no background geometric object.

II The Einstein-Hilbert action

Let $M \cong I \times \Sigma$ be a globally hyperbolic space-time (see section II.5 of chapter 1) of dimension $n + 1$ where $\Sigma$ is compact. Consider the action for General Relativity $S: \text{Met}_\partial(M) \to \mathbb{R}$ given by

$$S(g) = \int_M \left[ R(g) - 2\Lambda \right] \text{vol}_g + 2 \int_{\partial_\Sigma M} K(g) \text{vol}_g$$

(7.1)

where $g_\partial = \iota^*_\partial g$ with $\iota_\partial: \partial_\Sigma M \to M$ and $\text{Met}_\partial(M)$ is the space of metrics of $M$ such that $g_\partial$ is some fixed metric $g_{\partial,0} \in \text{Met}(\partial_\Sigma M)$.

Variations of the action

The variation $DS: T\text{Met}_\partial(M) \to T\mathbb{R}$ is given, for some $h \in T_g\text{Met}_\partial(M) = \mathfrak{t}^{2,0}_{\text{sym}}(M)$, by

$$D_{(g,h)}S = \int_M \left\{ D_{(g,h)} R(g) \text{vol}_g + \left[ R(g) - 2\Lambda \right] D_{(g,h)} \text{vol}_g \right\} + 2 \int_{\partial_\Sigma M} D_{(g,h)} K(g) \text{vol}_g$$

(7.2)

Notice that the volume of the boundary is fixed because $\text{Met}_\partial(M)$ is fixed.

First notice that the variation of the volume is given by equation (A.113) with $D_{(g,h)} g = h$. This means that $D_{(g,h)} \text{vol}_g = \frac{1}{2} \text{Tr} h \text{vol}_g$. The variation of the scalar curvature in the direction $h \in T_g\text{Met}(M)$, computed in lemma A.145, is given by

$$D_{(g,h)} R(g) = -h^{ab} \text{Ric}(g)_{ab} + \nabla^d \left( \nabla^b h_{bd} - \nabla_d \text{Tr} h \right)$$
Finally, it is easy to construct a local foliation where the boundary is the first leaf. For instance, take a vector field defined on a neighborhood of the boundary that is transversal to the boundary. Then the flow of such vector field defines, for sufficiently small times, the required foliation. With that we obtain that \(2K = \mathcal{L}_\gamma g\) over the boundary (see equation (1.83)). Besides, we have that the metric \(g\) is constant over the boundary so

\[D_{(g,h)}K(g) = D_{(g,h)}[g^{ab}K_{ab}(g)] = \frac{1}{2}g^{ab}D_{(g,h)}(\mathcal{L}_\gamma g)_{ab} = \]

\[= \frac{1}{2}g^{ab}D_{(g,h)}(\nu^c\nabla_c g_{ab} + g_{cb}\nabla_a \nu^c + g_{bc}\nabla_b \nu^c) = \]

\[= \frac{1}{2}g^{ab}\nu^c\nabla_c h_{ab} + 0 + 0 = \frac{1}{2}g^{ab}\nu^c\nabla_c h_{ab}\]

Plugging the three variations we already have into equation (7.2) leads to

\[D_{(g,h)}S = \int_M \left\{ (D_{(g,h)}R)\vol_g + \left[ R - 2\Lambda \right] D_{(g,h)}\vol_g \right\} + 2\int_{\partial\Sigma M} (D_{(g,h)}K)\vol_g = \]

\[= \int_M \left\{ -h^{ab}\Ric_{ab} + \left[ \frac{R}{2} - \Lambda \right] g_{ab}h_{ab} \right\}\vol_g + \int_{\partial\Sigma M} \nu^d\left[ g^{ab}\nabla_a h_{ab} + g^{ab}\nabla_a h_{db} \right]\vol_g = \]

\[= -\int_M [G_{ab} + \Lambda g_{ab}]h_{ab}\vol_g\]

where in the last line we have used the definition of the Einstein tensor \(G = \Ric - \frac{\Lambda}{2}g\), the decomposition of \(g\) over the space-like boundary \(\partial\Sigma M\) given by \(g^{ab} = \nu^a\nu^b + g^{ab}\), and the fact that \(h\) is zero over the boundary (in particular its tangential derivatives vanish).

If \(D_{(g,h)}S = 0\) for every \(h \in T_g\text{Met}(M)\) we obtain the Einstein equation with cosmological constant

\[\Ric(g) - \frac{1}{2} R(g)g + \Lambda g = 0 \quad (7.3)\]

Notice that the boundary term in the action has been included in order to cancel the boundary integral that arises after the integration by parts. By doing this, we assure that the boundary conditions are prescribed by the functional space we are working on (in this case \(\text{Met}_0(M)\), that gives Dirichlet-like boundary conditions).

## III Lagrangian formulation

We saw on section II.5 of chapter 1 that, given a foliation \(Z : \mathbb{R} \times \Sigma \to \mathbb{R} \times \Sigma\), a metric \(g\) can be decomposed as

\[g = \left( e^\mathbf{N}^2 + N(\vec{N}) \right)dt \otimes dt + N \otimes dt + dt \otimes N + \gamma \]

and that the triple \((\mathbf{N}, \vec{N}, \gamma) \in C^\infty(M) \times \mathcal{X}(\Sigma) \times \Sigma_\Sigma^0(M)\) contains the same information as \(g\). We would like to use the identification (1.77) and a curve of embeddings to see these objects as curves over \(C^\infty(\Sigma) \times \mathcal{X}(\Sigma) \times \text{Emb}(\Sigma,\Sigma)\). To do that, first notice that a curve of embeddings \(Z : \mathbb{R} \to \text{Emb}(\Sigma,\Sigma)\) can be considered as \(\{Z_t : \{t\} \times \Sigma \to M\}\) and that for every \(t \in \mathbb{R}\) we have (see lemma A.127)

\[R^{(n+1)}(g) = R^{(n)}(\gamma_t) + e\text{Tr}_{\gamma_t}(K_t)^2 - 2e(K_t, K_t)\gamma_t - 2e\text{div}(\vec{n}_t \div \vec{n}_t - \nabla_{\vec{n}_t} \vec{n}_t)\quad (7.4)\]

where \(\gamma_t = Z_t^*g(= Z_t^*\gamma)\), \(K_t\) is the extrinsic curvature of \(\Sigma_t := Z_t(\Sigma)\), \(R^{(n)}(\gamma_t)\) the intrinsic curvature, and \(R^{(n+1)}(g)\) the intrinsic curvature of \(M\) evaluated at \(Z_t(\sigma)\).

For simplicity we restrict ourselves to space-times without boundary, though the next procedure can be applied, if used with due care, to space-times with boundary. Plugging (7.4) into (7.1) and
taking into account (1.61) and lemma A.122 leads to
\[
S(g) = \int_\mathbb{R} dt \int_\Sigma Z_t^* \left\{ \sqrt{\Sigma} \left[ R_t^{(n)} + \varepsilon \text{Tr}(K)^2 - 2\varepsilon \langle K, K \rangle_\gamma - 2\Lambda \right] \right\} \text{vol}_\Sigma
\]
where the pullback \( Z_t^* \) brings the objects from \( \Sigma_t \) to \( \Sigma \). We see that we cannot read the Lagrangian directly from this expression as we need to express \( K \) in terms of the variables \((N, \vec{N}, \vec{\gamma})\) and their “velocities” (Lie derivatives in the \( \partial_t \) direction). To do so let us compute the velocity of \( \vec{\gamma} \) with respect to \( \partial_t^\gamma = N^\alpha + N^\gamma \). First notice that
\[
(\mathcal{L}_{\partial_t^\gamma} \alpha)_{\alpha \beta} = (\mathcal{L}_N \alpha)_{\alpha \beta} + (\mathcal{L}_\vec{N} \alpha)_{\alpha \beta} =
\]
\[
= n_\alpha (dN)_{\beta} + n_\beta (dN)_{\alpha} + N (\mathcal{L}_\vec{N})_{\alpha \beta} + g_{\alpha \beta} \nabla_\alpha N^\gamma + g_{\alpha \sigma} \nabla_\beta N^\sigma =
\]
\[
= n_\alpha (dN)_{\beta} + n_\beta (dN)_{\alpha} + 2N (\varepsilon_j_{\alpha})_\beta (K_t)_{\mu \nu} + g_{\alpha \beta} \nabla_\alpha (\varepsilon_j_{\gamma})_\beta N^\gamma + g_{\alpha \sigma} \nabla_\beta (\varepsilon_j_{\gamma})_\beta N^\sigma
\]
where \( j_t : \Sigma_t \subset M \hookrightarrow M \) is just the inclusion and the bar indexes are the ones of \( \Sigma_t = Z_t(\Sigma) \). Notice that in the last equality we have used that \( \vec{N} \in \mathfrak{X}(M) \) is tangent to the foliation so there exists, for every \( t \in \mathbb{R} \), a vector field \( \vec{N}_t \in \mathfrak{X}(\Sigma_t) \) such that \( (j_t)_* \vec{N}_t = \vec{N} \). Besides we define the analog for the shift \( N_t := j_t^* N \in C^\infty(\Sigma_t) \) and the metric \( \vec{\gamma}_t := j_t^* \vec{\gamma} \in \text{Met}(\Sigma_t) \). Finally we have
\[
V_{\alpha \beta} := (\mathcal{L}_{\partial_t^\gamma} \vec{\gamma})_{\alpha \beta} = L_{\vec{\gamma}_t} \left( (\tau_{t, \gamma})_\alpha^\gamma (\tau_{t, \gamma})^\gamma_\beta g_{\alpha \beta} \right) \equiv (\tau_{t, \gamma})_\alpha^\gamma (\tau_{t, \gamma})^\gamma_\beta (\mathcal{L}_{\partial_t^\gamma} G)_{\alpha \beta} + 0 + 0 \dot{=} \]
\[
= 0 + 0 + 2 \varepsilon_j_{\alpha} (K_t)_{\alpha \beta} \equiv (\tau_{t, \gamma})_\alpha^\gamma (\tau_{t, \gamma})^\gamma_\beta (\mathcal{L}_{\partial_t^\gamma} G)_{\alpha \beta} + (\varepsilon_j_{\gamma})_\beta (K_t)_{\alpha \beta} \equiv (\tau_{t, \gamma})^\gamma_\beta (K_t)_{\alpha \beta} \quad \dot{=} \]
\[
= 0 + 0 + 2 \varepsilon_j_{\alpha} (K_t)_{\alpha \beta} = (\tau_{t, \gamma})^\gamma_\beta (K_t)_{\alpha \beta} \equiv (\tau_{t, \gamma})^\gamma_\beta (K_t)_{\alpha \beta} + (\mathcal{L}_{\vec{N}} \vec{\gamma}_t)_{\alpha \beta}
\]
in the \( * \) equality we have used that \( \mathcal{L}_{\partial_t^\gamma} (j_t)_* = 0 \) because \((j_t)_* \) is precisely the projection in the \( \partial_t \) direction. Meanwhile, in the \( \dagger \) equality we have used the previously computed expression for \( \mathcal{L}_{\partial_t^\gamma} G \), the fact that \( \tau.t.n = 0 \), and equations (1.51) and (1.73). Thus, we have obtained that
\[
(K_t)_{\alpha \beta} = \frac{1}{2N_t} \left( V_{\alpha \beta} - (\mathcal{L}_{\vec{N}_t} \vec{\gamma}_t)_{\alpha \beta} \right) \quad \text{ (7.5)}
\]
Pulling back everything to \( \Sigma \) through \( Z_t \) we can then define the GR Lagrangian in terms of a lapse, a shift, and a spatial metric
\[
L : \mathcal{D} := T \left( C^\infty(\Sigma) \times \mathfrak{X}(\Sigma) \times \text{Met}(\Sigma) \right) \rightarrow \mathbb{R}
\]
\[
v_{(N, \vec{N}, \vec{\gamma})} = (N, \vec{N}, \vec{\gamma}; \varepsilon, \nu, \mathcal{V}) \quad \rightarrow \quad L \left( v_{(N, \vec{N}, \vec{\gamma})} \right)
\]
which is given by
\[
L \left( v_{(N, \vec{N}, \vec{\gamma})} \right) = \int_\Sigma \text{vol}_\Sigma \sqrt{\Sigma} N \left[ R_t^{(n)} + \varepsilon \text{Tr}(K)^2 - 2\varepsilon \langle K, K \rangle_\gamma - 2\Lambda \right] \quad \text{ (7.6)}
\]
where
\[
K \left( v_{(N, \vec{N}, \vec{\gamma})} \right) = \frac{\mathcal{V} - \mathcal{L}_{\vec{N}} \vec{\gamma}}{2N} \quad \text{ (7.7)}
\]
It is interesting to note that this Lagrangian was first derived in [47] using the DeWitt metric over the space of metrics.
IV Fiber derivative

Before computing the fiber derivative associated with the previous Lagrangian let us study, as we did in chapter 4, its target space i.e. the phase space of the theory.

Geometric arena

A typical point of the phase space $T^*\mathcal{D}$ is of the form

$$p_{(N,\tilde{N},\gamma)} = (N, \tilde{N}, \gamma; p_\perp, p, \pi) \in T^*\left(C^\infty(\Sigma) \times \mathfrak{X}(\Sigma) \times \text{Met}(\Sigma)\right)$$

where $p_\perp \in C^\infty(\Sigma)'$, $p \in \mathfrak{X}(\Sigma)'$, and $\pi \in \text{Met}(\Sigma)'$ are elements of the dual of $C^\infty(\Sigma)$, $\mathfrak{X}(\Sigma)$ and $\text{Met}(\Sigma)$ respectively. The phase space $T^*\mathcal{D}$ is equipped with the symplectic form

$$\Omega_{p_{(N,\tilde{N},\gamma)}}(Y, Z) = \Omega_{(N,\tilde{N},\gamma; p_\perp, p, \pi)} \left((Y_N, Y_{\tilde{N}}, Y, Y_\perp, Y_\gamma), (Z_N, Z_{\tilde{N}}, Z, Z_\perp, Z_\gamma)\right)$$

for $Y, Z \in \mathfrak{X}(T^*\mathcal{D})$ where we have omitted the base point for simplicity. In particular we have $Y_N \in C^\infty(\Sigma)$, $Y_{\tilde{N}} \in \mathfrak{X}(\Sigma)$, $Y, Y_\perp, Y_\gamma \in C^\infty(\Sigma)'$, $Y, Y_\perp \in \mathfrak{X}(\Sigma)'$, and $Y_\gamma \in \text{Met}(\Sigma)$.

As in the case of a parametrized theory, we will prove that the primary constraint submanifold $\text{FL}(TD)$ is not all $T^*\mathcal{D}$. In particular we will get that $p_\perp$ and $p$ are both zero, while $\pi$ is given by a symmetric $(0,2)$ tensor field $\pi$. More precisely we will have for a given $T \in \mathfrak{T}^2_{sym}(\Sigma)$

$$\pi(T) = \int_\Sigma (\pi, T) \text{vol}_\gamma$$

where $(\alpha, T) = \frac{1}{n!} a_1 \cdots a_n a^{a_1 \cdots a_n}$. Notice that $\pi$ is a density (see page 14) because it depends on the chosen volume form $\text{vol}_\gamma \in \text{Vol}(\Sigma)$. We could, of course, rewrite it in terms of the metric volume form of $\gamma$.

$$\pi(T) = \int_\Sigma (\pi, T) \text{vol}_\gamma = \int_\Sigma \frac{(\pi, T)}{\sqrt{\gamma}} \text{vol}_\gamma$$

(7.8)

Let $\mathcal{P}_\text{GR} = \{p_\perp = (N, \tilde{N}, \gamma; p_\perp, p, \pi)\}$ be $T^*\mathcal{D}$ considered as a subset of $T^*\mathcal{D}$ via the previous representation. We define the induced form $\tilde{\Omega}^\text{GR} := \star^* \Omega$ given by $\tilde{\Omega}^\text{GR}(Y, Z) = (\Omega \circ j)(j_\ast Y, j_\ast Z)$. In order to compute its explicit expression we see that we have to compute first $j_\ast Y \in \mathfrak{X}_\Sigma(\mathcal{D})$ for any $Y = (Y_N, Y_{\tilde{N}}, Y, Y_\perp, Y_\gamma) \in \mathfrak{X}(\mathcal{P}_\text{GR})$. From (7.8) and the analogs for $p_\perp$ and $p$ we obtain

$$j_\ast Y = \left(Y_N, Y_{\tilde{N}}, Y, \int_\Sigma (Y_\perp, \cdot) \text{vol}_\gamma, \int_\Sigma (Y_\gamma, \cdot) \text{vol}_\gamma, \int_\Sigma (Y_\perp, \cdot) \text{vol}_\gamma\right)$$

so we have

$$\tilde{\Omega}^\text{GR}_{p_\perp}(Y, Z) = \int_\Sigma \left[(Z_{\perp}, Y_\perp) - (Y_{\perp}, Z_\perp) + (Z_{\gamma}, Y_\gamma) - (Y_\gamma, Z_\gamma)\right] \text{vol}_\gamma$$

(7.9)

Computation of the fiber derivative

The fiber derivative, given by equation (1.93), is computed taking an initial point of the tangent bundle $v_{(N,\tilde{N},\gamma)} = (N, \tilde{N}, \gamma; v_\perp, v, V_\gamma)$ and some initial velocities $w_{(N,\tilde{N},\gamma)}^i = (N, \tilde{N}, \gamma; w_\perp^i, 0, 0)$,
Let us now compute the energy

\[ E = H \]

Obtaining the Hamiltonian

\[ H = \frac{1}{2} \sum_{i} p_i^2 + \sum_{i,j} \frac{1}{2} m_i \omega_{ij} |v_i - v_j|^2 \]

where \( p_i \) are the momenta and \( v_i \) are the velocities. The Hamiltonian is given by the implicit equation

\[ H = \sum_{i,j} \frac{1}{2} m_i \omega_{ij} |v_i - v_j|^2 + \sum_{i} \frac{1}{2} m_i v_i^2 \]

To compute \( H \), we need to use the pushforward \( \mathcal{J}_{\text{GR}} : \mathcal{P}_{\text{GR}} \rightarrow \tilde{\mathcal{P}}_{\text{GR}} \) that allows to pullback the induced form \( \tilde{\Omega}^{\text{GR}} = J^* \Omega \) for every \( Y = (Y_q, Y_r, Y_s, Y_t) \) because \( \omega^{\text{GR}}(Y, Z) = (\tilde{\Omega}^{\text{GR}} \circ \mathcal{J}_{\text{GR}})(Y_q, Y_r, Y_s) \) but in this case is trivial leading to the (weakly) symplectic form

\[ \omega^{\text{GR}}_{(N, N, \gamma, \pi)}(Y_q, Y_r, Y_s, Y_t, Z_q, Z_r, Z_s) = \int_{\Sigma} \left[ (Z_q - Y_q, Z_r - Y_r, Z_s - Y_s) \right] \text{vol}_\Sigma \]

### V Hamiltonian Formulation

#### Obtaining the Hamiltonian

Let us now compute the energy \( E : T\mathcal{D} \rightarrow \mathbb{R} \) given by \( E(q, v) = FL(q, v) \cdot (q, v) - L(q, v) \).

\[
E = \sum_{i,j} \frac{1}{2} m_i \omega_{ij} |v_i - v_j|^2 + \sum_{i} \frac{1}{2} m_i v_i^2
\]

Notice that \( \pi \) can be written in terms of \( K \) which, in turns, depend on \( V \) so we could leave everything in terms of the velocities as it should be for the energy. Nonetheless, we are interested in the Hamiltonian and it is better to express it like that. The Hamiltonian \( H : \mathcal{D} \rightarrow \mathbb{R} \) is given by the implicit equation \( H \circ FL = E \). Using the identification \( \mathcal{D} \cong \mathcal{P}_{\text{GR}} \) we can obtain \( H : \mathcal{P}_{\text{GR}} \rightarrow \mathbb{R} \) simply by writing \( K \) in terms of \( \pi \)

\[
H = \frac{1}{2} \sum_{i} p_i^2 + \sum_{i,j} \frac{1}{2} m_i \omega_{ij} |v_i - v_j|^2
\]

where \( p_i \) are the momenta and \( v_i \) are the velocities. The Hamiltonian is given by the implicit equation

\[ H = \sum_{i,j} \frac{1}{2} m_i \omega_{ij} |v_i - v_j|^2 + \sum_{i} \frac{1}{2} m_i v_i^2 \]

To compute \( H \), we need to use the pushforward \( \mathcal{J}_{\text{GR}} : \mathcal{P}_{\text{GR}} \rightarrow \tilde{\mathcal{P}}_{\text{GR}} \) that allows to pullback the induced form \( \tilde{\Omega}^{\text{GR}} = J^* \Omega \) for every \( Y = (Y_q, Y_r, Y_s, Y_t) \) because \( \omega^{\text{GR}}(Y, Z) = (\tilde{\Omega}^{\text{GR}} \circ \mathcal{J}_{\text{GR}})(Y_q, Y_r, Y_s) \) but in this case is trivial leading to the (weakly) symplectic form

\[ \omega^{\text{GR}}_{(N, N, \gamma, \pi)}(Y_q, Y_r, Y_s, Y_t, Z_q, Z_r, Z_s) = \int_{\Sigma} \left[ (Z_q - Y_q, Z_r - Y_r, Z_s - Y_s) \right] \text{vol}_\Sigma \]
where we have defined

$$H_c(\gamma, \pi) = -2\gamma_{bc} \nabla_a \pi^{ab}$$  \hspace{1cm} (7.13)$$

$$H_\perp(\gamma, \pi) = -\frac{\epsilon}{\sqrt{n}} \left[ \gamma_{ac} \gamma_{bd} - \frac{1}{n-1} \gamma_{ab} \gamma_{cd} \right] \pi^{ac} \pi^{cd} - \sqrt{\gamma} \left( R^{(n)} - 2\Lambda \right)$$  \hspace{1cm} (7.14)$$

**GNH algorithm**

Once we have the Hamiltonian, we want to solve the equation $\iota_\gamma H = dH$ to obtain the Hamiltonian vector field $Y \in \mathfrak{X}(\mathcal{P}_{\text{GR}})$. We do so using the GNH algorithm explained in section IV of chapter 1.

- Compute the differential $dH : T\mathcal{P}_{\text{GR}} \rightarrow \mathbb{R}$ of $H$.

  It is long, but not very hard, to obtain the differential. The details of the computation can be found on Lemma A.146 of the appendix.

  $$d_{(\mathcal{N}, \mathcal{N}, \gamma, \pi)} H (Z_{\mathcal{N}} Z_{\mathcal{N}}, Z_{\gamma}, Z_{\pi}) = \int_{\Sigma} \text{vol}_{\Sigma} \left\{ Z^a_{\mathcal{N}} H_a + Z_{\mathcal{N}} H_\perp + (Z_{\gamma})^{ab} \left[ (L_{\mathcal{N}} \gamma)_{ab} + 2N K_{ab} \right] - (Z_{\pi})^{ab} - N \beta^{ab} + \sqrt{\gamma} \left( \nabla^a \nabla^b - \gamma^{ab} \nabla_d \nabla^d \right) N \right\}$$  \hspace{1cm} (7.15)$$

  where

  $$\beta^{ab} = \sqrt{\gamma} R^{ac} - \frac{2\epsilon}{\sqrt{n}} \left( \pi^{ad} \pi_c^d - \frac{\pi}{n-1} \pi^{ac} \right) + \frac{\epsilon}{\sqrt{n}} \left( \pi_{bd} \pi^{bd} - \frac{\pi^2}{n-1} \right) \gamma^{ac} + \frac{\gamma^{ac}}{2} H_\perp$$  \hspace{1cm} (7.16)$$

- Compute the Hamiltonian vector field $Y \in \mathfrak{X}(\mathcal{P}_{\text{GR}})$.

  We now obtain the equations of $Y$ by solving, for every $Z$, the equation $\omega^{\gamma, \pi}(Y, Z) = dH(Z)$. Thus from (7.11) and (7.15) we obtain

  $$\int_{\Sigma} \left[ (Z_{\mathcal{N}})^{ab} (Y_{\mathcal{N}})_{ab} - (Z_{\gamma})^{ab} (Z_{\pi})_{ab} \right] \text{vol}_{\Sigma} = \int_{\Sigma} \text{vol}_{\Sigma} \left\{ Z^a_{\mathcal{N}} H_a + Z_{\mathcal{N}} H_\perp + (Z_{\gamma})^{ab} \left[ (L_{\mathcal{N}} \gamma)_{ab} + 2N K_{ab} \right] - (Z_{\pi})^{ab} - N \beta^{ab} + \sqrt{\gamma} \left( \nabla^a \nabla^b - \gamma^{ab} \nabla_d \nabla^d \right) N \right\}$$

We obtain directly, using (7.10) to write everything in terms of $\pi$, that

$$Y_{\mathcal{N}}, Y_{\gamma} \text{ arbitrary}$$

$$\begin{align*}
(Y_{\mathcal{N}})^{ab} &= (L_{\mathcal{N}} \gamma)^{ab} - 2\frac{\epsilon}{\sqrt{n}} \frac{\mathbf{N}}{\sqrt{\gamma}} \left[ \pi_{ab} - \frac{\pi}{n-1} \gamma_{ab} \right] \\
(Y_{\gamma})^{ab} &= (L_{\mathcal{N}} \pi)^{ab} - N \beta^{ab} + \sqrt{\gamma} \left( \nabla^a \nabla^b - \gamma^{ab} \nabla_d \nabla^d \right) N \\
H_\perp &= 0 \\
H_a &= 0_a \end{align*}$$  \hspace{1cm} (7.17)$$

Constraints

The solutions are only defined over $\mathcal{P}^2_{\text{GR}} := \{ H_\perp = 0, \ H_a = 0_a \} \subset \mathcal{P}_{\text{GR}}$.

- Require $Y_{\mathcal{N}}$ to be tangent to $\mathcal{P}^2_{\text{GR}}$.

  We have now to determine the space $\mathcal{P}^2_{\text{GR}} \subset \mathcal{P}^2_{\text{H}}$, where $Y$ is tangent to $\mathcal{P}^2_{\text{H}}$. This is equivalent to require that the dynamics preserves the constraints. In Lemma A.148 we prove that the variations
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of $H_\perp$ and $H_\alpha$ are given by

$$(DH)_\alpha = (L_{\vec{N}}H)_\alpha + H_\perp \nabla_\alpha N$$

$$(DH_\perp) = L_{\vec{N}}H_\perp + \varepsilon N \nabla^a H_\alpha + 2 \varepsilon H_\alpha \nabla^a N$$

If we have the conditions $H_\perp = 0$ and $H_\alpha = 0$, then all the derivatives are also zero and, hence, their variations vanish. Thus $\mathcal{P}_{\text{gir}}^3 = \mathcal{P}_{\text{gir}}^2$ and the algorithm stops.

ADM variables

It is customary in the literature to use the so-called ADM variables i.e. $(N, \vec{N}, \gamma, K)$ instead of $(N, \vec{N}, \gamma, \pi)$. Then the equations of motion (7.17) can be rewritten, as we prove in lemma A.147, as

$$Y_\alpha, Y_{\vec{N}} \text{ arbitrary}$$

$$(Y_\gamma)_{ab} = (L_{\vec{N}}\gamma)_{ab} + 2N K_{ab}$$

$$(Y_\varepsilon)_{ab} = (L_{\vec{N}}K)_{ab} - \varepsilon \nabla_a \nabla_b N + N \left( \varepsilon R_{ab} - K K_{ab} + 2 K_{ac} K^c_b - \frac{\varepsilon \gamma_{ab}}{n-1} \left[ 2 \Lambda - \frac{H_\alpha}{2 \sqrt{\gamma}} \right] \right)$$

$H_\perp = 0$

$H_\alpha = 0$

which can be rewritten in a more geometric flavor as

$$Y_\alpha, Y_{\vec{N}} \text{ arbitrary}$$

$$Y_\gamma = L_{\vec{N}}\gamma + 2N K$$

$$Y_\varepsilon = L_{\vec{N}}K - \varepsilon \text{Hess}(N) + N \left( \varepsilon \text{Ric} - \text{Tr}_\gamma(K)K + 2(K \times K) - \frac{\varepsilon}{n-1} \left[ 2 \Lambda - \frac{H_\alpha}{2 \sqrt{\gamma}} \right] \gamma \right)$$

$H_\perp = 0$

$H_\alpha = 0$

where we define the cross product for symmetric tensors as

$$(T \times R)_{ab} = T_{ac} R^c_b$$

(7.18)

VI Unimodular gravity

We have studied in the previous section the standard Hilbert-Einstein action with cosmological constant $\Lambda$. Such action, and the resulting theory, is invariant under diffeomorphisms and can be rendered into its Hamiltonian formulation as we have shown. However, the need to explain the precise value of the cosmological constant $\Lambda$ suggested some approaches where it does not play the role of a constant anymore. One of the most interesting ones is unimodular gravity [36,59,88], where we consider the action $S_{\text{uni}} : \text{Met}(M) \times \mathbb{R} \to \mathbb{R}$

$$S_{\text{uni}}(g, \lambda) = \int_M R(g) \text{vol}_g - 2 \int_M \lambda (\text{vol}_g - \epsilon \text{vol}_0)$$

for some fixed volume form $\text{vol}_0$. We have included the parameter $\epsilon = 1$ so that we can study the limit $\epsilon \to 0$. The role of the cosmological constant will be played by $\lambda$, as we will see in a moment, which is a variable that will be forced to be constant by the equations of motion.

It is important to mention that $S_{\text{uni}}$ is not invariant under the full group of diffeomorphisms, but only under the subgroup

$$\text{Diff}_0(M) = \left\{ Z \in \text{Diff}(M) \; / \; Z^* \text{vol}_g = \text{vol}_0 \right\}$$
Variations of the action

The variations of the action are easy to obtain using the computations of section II with $\Lambda = 0$. Indeed, given $h \in T_g \text{Met}(M)$ and $v_\lambda \in T_{\lambda} C^\infty(M)$ we have

$$D_{(\alpha, h)}S_{\text{uni}} = \int_M G_{ab} h^{ab} \text{vol}_g - 2 \int_M \lambda D_{(\alpha, h)} \text{vol}_g \quad \text{(A.113)}$$

which leads to the equations

$$\text{Ric}(g) - \frac{1}{2} R(g) g = \lambda g \quad \text{vol}_g = \epsilon \text{vol}_0 \quad \text{(7.19)}$$

Notice that the first equation is formally analog to (7.3) although now $\lambda$ is not constant but a variable of the theory. Nonetheless, as the divergence of $G$ is zero due to equation (A.64), we have that the first equation implies

$$d\lambda = 0 \quad \rightarrow \quad \lambda = \text{constant} \quad \text{(7.20)}$$

Meanwhile, the second equation can be rewritten using $\text{vol}_g = \text{det}(\epsilon g) \text{vol}_0$ which implies that $\text{det}(\epsilon g) =: \epsilon$ is constant.

Lagrangian formulation

In order to obtain the Lagrangian formulation notice that the fixed volume $\text{vol}_0$ can be written as $\text{vol}_0 = dt \wedge \text{vol}_\Sigma$ for some fixed volume $\text{vol}_\Sigma$ and function $t$. Therefore we have that

$$\sqrt{\epsilon g} \text{vol}_0 = \text{vol}_\Sigma = \sqrt{\gamma} dt \wedge \text{vol}_\Sigma \quad \rightarrow \quad \sqrt{\epsilon g} = \sqrt{\gamma} \text{N} \quad \text{(1.61)}$$

Taking this equality into account and proceeding as in section III we obtain

$$S(g, \lambda) = \int_{\mathbb{R}} dt \int_\Sigma Z_T \left\{ \text{N} \sqrt{\gamma} \left[ K_{\lambda}^{(a)} + \epsilon \text{Tr}(K)^2 - 2 \epsilon \langle K, K \rangle_{\gamma} - 2 \lambda \left( 1 - \frac{\epsilon}{\text{N} \sqrt{\gamma}} \right) \right] \right\} \text{vol}_\Sigma$$

The Lagrangian can be read off from the previous expression using equation (7.7)

$$L_{\text{uni}} : \mathcal{D} := T \left( C^\infty(\Sigma) \times C^\infty(\Sigma) \times X(\Sigma) \times \text{Met}(\Sigma) \right) \rightarrow \mathbb{R} \quad \text{v}_{(\lambda, N, \vec{N}, \gamma)} = (\lambda, N, \vec{N}, \gamma, v_\lambda, v, v_\perp, v, V) \quad \rightarrow \quad L_{\text{uni}} \left( \text{v}_{(\lambda, N, \vec{N}, \gamma)} \right)$$

which is given by

$$L_{\text{uni}} \left( \text{v}_{(\lambda, N, \vec{N}, \gamma)} \right) = \int_\Sigma \text{vol}_\Sigma \left\{ \sqrt{\gamma} \text{N} \left[ K_{\lambda}^{(a)} + \epsilon \text{Tr}(K)^2 - 2 \epsilon \langle K, K \rangle_{\gamma} \right] - 2 \lambda \left( \text{N} \sqrt{\gamma} - \epsilon \right) \right\} \quad \text{(7.21)}$$

where we recall that

$$K \left( \text{v}_{(\lambda, N, \vec{N}, \gamma)} \right) = \frac{V - \mathcal{E} \gamma}{2 \text{N}} \quad \text{(7.22)}$$
Fiber derivative

Using the same arguments and notations as in section IV (but now with one more variable), we have that the geometric arena is $\tilde{\mathcal{P}}_{uni} = \{ p_\Lambda := (\lambda, N, \bar{N}, \bar{\gamma}, p_\pm, p, \pi) \} \hookrightarrow T^* D$ considered as a subset of $T^* D$. The induced symplectic form over $\tilde{\mathcal{P}}_{uni}$ reads

$$\Omega_{\text{uni}}(Y, Z) = \int_\Sigma \left[ (Z_\delta, Y_\lambda) - (Y_\delta, Z_\lambda) \right] + \left[ (Z_\eta, Y_\lambda) - (Y_\eta, Z_\lambda) \right] + \left[ (Z_\zeta, Y_\lambda) - (Y_\zeta, Z_\lambda) \right] \, \text{vol}_\Sigma$$

(7.23)

The fiber derivative, in this case, is given by

$$FL_{uni}(v_{(\lambda, N, \bar{N}, \gamma)})(w^0_{(\lambda, N, \bar{N}, \gamma)}) = 0$$

$$FL_{uni}(v_{(\lambda, N, \bar{N}, \gamma)})(w^1_{(\lambda, N, \bar{N}, \gamma)}) = 0$$

$$FL_{uni}(v_{(\lambda, N, \bar{N}, \gamma)})(w^2_{(\lambda, N, \bar{N}, \gamma)}) = 0$$

$$FL_{uni}(v_{(\lambda, N, \bar{N}, \gamma)})(w^3_{(\lambda, N, \bar{N}, \gamma)}) = - \int_\Sigma \text{vol}_\Sigma \omega_{\text{uni}}\epsilon \sqrt{\gamma} [K^{ba} - \gamma^{ba} K^c_c]$$

We have that the canonical momenta $p_\pm, p$ and $p_\pi$ are zero, while $\pi$ is again related to $K$ by

$$\pi^{ab} = - \epsilon \sqrt{\gamma} [K^{ab} - \gamma^{ab}]$$

(7.24)

The first constraint manifold is

$$FL_{uni}(D) = \{(\lambda, N, \bar{N}, \gamma, p_\pm, p, \pi) \in \tilde{\mathcal{P}}_{uni} \mid p_\pm = 0 \quad p_\pi = 0 \quad p = 0 \} \cong \{(\lambda, N, \bar{N}, \gamma, \pi) \} = \mathcal{P}_{uni}$$

We define the inclusion $j_{uni}: \mathcal{P}_{uni} \hookrightarrow \tilde{\mathcal{P}}_{uni}$ that allows us to pullback the induced form $\tilde{\Omega}_{uni}$ of $\tilde{\mathcal{P}}_{uni}$ given by equation (7.23), to $\mathcal{P}_{uni}$ in order to define $\omega_{uni} := j_{uni}^* \tilde{\Omega}_{uni}$ which is given by

$$\omega_{(\lambda, N, \bar{N}, \gamma, \pi)}(Y_\lambda, Y_\eta, Y_\gamma, Y_\pi, (Z_\lambda, Z_\eta, Z_\gamma, Z_\pi)) = \int_\Sigma \left[ (Z_\delta, Y_\lambda) - (Y_\delta, Z_\lambda) \right] \, \text{vol}_\Sigma$$

(7.25)

Obtaining the Hamiltonian

The energy and the Hamiltonian can be obtained from the GR case by taking

$$\Lambda = \lambda \left(1 - \frac{\epsilon}{N \sqrt{\gamma}}\right)$$

because there is no differentiation involving this $\Lambda$ term. Thus we obtain

$$E_{uni}(v_{(\lambda, N, \bar{N}, \gamma)}) = FL_{uni}(v_{(\lambda, N, \bar{N}, \gamma)})(v_{(\lambda, N, \bar{N}, \gamma)}) - L_{uni}(v_{(\lambda, N, \bar{N}, \gamma)}) =$$

$$= \int_\Sigma \text{vol}_\Sigma \sqrt{\gamma} \left[-\epsilon \gamma^{ab} [K^{ba} - \gamma^{ba} K^c_c] - N \left[R^{(n)} + \epsilon K^a_a K^b_b - \epsilon K^c_a K^b_b - 2\lambda \left(1 - \frac{\epsilon}{N \sqrt{\gamma}}\right)\right]\right] =$$

$$= \int_\Sigma \text{vol}_\Sigma \left[ (NK^{ab} + (L_n^a \gamma)_{ab}) \pi^{ab} - \sqrt{\gamma} N R^{(n)} + 2\lambda \left(N \sqrt{\gamma} - \epsilon\right)\right]$$

Using the identification $FL_{uni}(D) \cong \mathcal{P}_{uni}$, we have that the Hamiltonian $H_{uni}: \mathcal{P}_{uni} \rightarrow \mathbb{R}$ is given by

$$H_{uni}(\lambda, N, \bar{N}, \gamma, \pi) = \int_\Sigma \text{vol}_\Sigma (\lambda \mathcal{H}_\lambda + N^a \mathcal{H}_a + N \mathcal{H}_\gamma)$$
where we have defined
\[
\mathcal{H}_c(\gamma, \pi) = -2\gamma_{bc} \nabla_a \pi^{ab}
\]  
(7.26)
\[
\mathcal{H}_\perp(\gamma, \pi) = -\frac{\varepsilon}{\sqrt{\gamma}} \left[ \gamma_{ac} \gamma_{bd} - \frac{1}{n-1} \gamma_{ab} \gamma_{cd} \right] \pi^{ab} \pi^{cd} - \sqrt{\gamma} R^{(n)}
\]  
(7.27)
\[
\mathcal{H}_s(N, \gamma) = 2 \left( N \sqrt{\gamma} - \varepsilon \right)
\]  
(7.28)

**GNH algorithm**

Let us now solve the equation \( \gamma \omega^{(n)} = dH_{\text{uni}} \) to obtain the Hamiltonian vector field \( Y \in \mathfrak{X}(\mathcal{P}_{\text{uni}}) \).

We do so by using the GNH algorithm explained in section IV of chapter 1.

- Compute the differential \( dH_{\text{uni}} : TP_{\text{uni}} \rightarrow \mathbb{R} \) of \( H_{\text{uni}} \).

The differential of \( H_{\text{uni}} \) can be easily computed once we realize that

\[
H_{\text{uni}} = H_{\text{GN}} + \int_\Sigma \text{vol}_\Sigma \lambda \mathcal{H}_s \quad \text{and} \quad DH_{\lambda}^{(A.113)} = 2Z_N \sqrt{\gamma} + N \sqrt{\gamma} \text{Tr}(Z_n)
\]

with \( \Lambda = 0 \). Now using (7.15) and the previous equations we have

\[
d_{(\Lambda, N, \gamma, \pi)} H_{\text{uni}}(Z_\Lambda, Z_N, Z_\gamma, Z_\pi) = \int_\Sigma \text{vol}_\Sigma \left\{ Z_\Lambda \mathcal{H}_s + Z_N^a \mathcal{H}_a + Z_\gamma \left( \mathcal{H}_\perp + 2\lambda \sqrt{\gamma} \right) + (Z_\pi)^{ab} \left[ (\mathcal{L}_N \gamma)(ab) + 2NK_{ab} \right] - (Z_\gamma)^{ab} \left[ (\mathcal{L}_N \pi)^{ab} - N_\beta^{ab} + \sqrt{\gamma} \left( \nabla^a \nabla^b - \gamma^{ab} \nabla^d \right) N \right] \right\}
\]

where

\[
\beta_{\text{uni}}^{ab} = \sqrt{\gamma} h^{ac} - \frac{2\varepsilon}{\sqrt{\gamma}} \left( \pi^{ad} \pi^c_d - \frac{\pi}{n-1} \pi^{ac} \right) + \frac{\varepsilon}{\sqrt{\gamma}} \left( \pi^{bd} \pi^c_d - \frac{\pi^2}{n-1} \right) \gamma^{ac} + \frac{\gamma^{ac}}{2} \left( \mathcal{H}_\perp + 2\lambda \sqrt{\gamma} \right)
\]

- Compute the Hamiltonian vector field \( Y \in \mathfrak{X}(\mathcal{P}_{\text{uni}}) \).

We now obtain the equations of \( Y \) by solving, for every \( Z \), the equation \( \omega^{(n)}(Y, Z) = dH_{\text{uni}}(Z) \).

\[
\int_\Sigma \left[ (Z_\pi)^{ab} (Y_\gamma)_{ab} - (Y_\gamma)^{ab} (Z_\pi)_{ab} \right] \text{vol}_\Sigma = \int_\Sigma \text{vol}_\Sigma \left\{ Z_\Lambda \mathcal{H}_s + Z_N^a \mathcal{H}_a + Z_\gamma \left( \mathcal{H}_\perp + 2\lambda \sqrt{\gamma} \right) + (Z_\pi)^{ab} \left[ (\mathcal{L}_N \gamma)(ab) + 2NK_{ab} \right] - (Z_\gamma)^{ab} \left[ (\mathcal{L}_N \pi)^{ab} - N_\beta^{ab} + \sqrt{\gamma} \left( \nabla^a \nabla^b - \gamma^{ab} \nabla^d \right) N \right] \right\}
\]

We obtain directly, using (7.24) to write everything in terms of \( \pi \), that

\[
\begin{align*}
Y_\Lambda, \ Y_N, \ Y_\gamma & \quad \text{arbitrary} \\
(Y_\gamma)^{ab} &= (\mathcal{L}_N \gamma)(ab) - 2\varepsilon \frac{N}{\sqrt{\gamma}} \left[ \pi^{ab} - \frac{\pi}{n-1} \gamma_{ab} \right] = (\mathcal{L}_N \gamma)(ab) + 2NK_{ab} \\
(Y_\pi)^{ab} &= (\mathcal{L}_N \pi)^{ab} - N_\beta^{ab} + \sqrt{\gamma} \left( \nabla^a \nabla^b - \gamma^{ab} \nabla^d \right) N \\
\mathcal{H}_s &= 0 \\
\mathcal{H}_\perp + 2\lambda \sqrt{\gamma} &= 0 \\
\mathcal{H}_a &= 0
\end{align*}
\]

(7.29)
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We have to look for solutions over $\mathcal{P}^2_{\text{uni}} := \{ H_\lambda = 0, \ H_\bot + 2\lambda \sqrt{\gamma} = 0, \ H_a = 0_a \} \subset \mathcal{P}_{\text{uni}}$.

- Require $Y_\tau$ to be tangent to $\mathcal{P}^2_{\text{uni}}$.

We have now to determine the space $\mathcal{P}^3_{\text{uni}} \subset \mathcal{P}^2_{\text{uni}}$ where $Y$ is tangent to $\mathcal{P}^2_{\text{uni}}$. This is equivalent to require that the dynamics preserves the constraints. In lemma A.149 we prove that the variations of the constraints are given by

\[
\begin{align*}
(DH)_a &= (H_\lambda + 2\lambda \sqrt{\gamma}) \nabla_a N + H_\lambda \nabla_a \lambda + 2\varepsilon \nabla_a \lambda \\
D\left[H_\bot + 2\lambda \sqrt{\gamma}\right] &= \mathcal{L}_N \left[H_\bot + 2\lambda \sqrt{\gamma}\right] + \varepsilon N\nabla^a H_a + 2\varepsilon H_a \nabla^a N + 2\sqrt{\gamma} \left(Y_\lambda - \mathcal{L}_N^a \lambda\right) \\
D\mathcal{H}_\lambda &= \mathcal{L}_N \mathcal{H}_\lambda + 2\sqrt{\gamma} \left[N - \mathcal{L}_N^a \nabla_a \lambda + \frac{\varepsilon \pi}{(n-1)\sqrt{\gamma}} N^2\right]
\end{align*}
\]

Thus, over $\mathcal{P}^2_{\text{uni}}$, we obtain

\[
\begin{align*}
Y_\mathcal{H} &\quad \text{arbitrary} \\
Y_\lambda &= \mathcal{L}_N^a \lambda \\
Y_a &= \mathcal{L}_N^a N - \frac{\varepsilon \pi}{(n-1)\sqrt{\gamma}} N^2 = \mathcal{L}_N^a N - KN^2 \\
(Y_a)_{ab} &= (\mathcal{L}_N^a \gamma)_{ab} - 2\varepsilon \frac{N}{\sqrt{\gamma}} \left[\pi_{ab} - \frac{\pi}{n-1} \gamma_{ab}\right] = (\mathcal{L}_N^a \gamma)_{ab} + 2N\kappa_{ab} \\
(Y_a)^{ab} &= (\mathcal{L}_N^a \pi)_{ab} - N\mathcal{\pi}_{ab} + \sqrt{\gamma} \left(\nabla^a \nabla^b - \gamma^{ab} \nabla^d N\right) \\
H_\lambda &= 0 \\
H_\bot + 2\lambda \sqrt{\gamma} &= 0 \\
H_a &= 0_a \\
(d\lambda)_a &= 0_a
\end{align*}
\]

Constrains

So we have $\mathcal{P}^3_{\text{uni}} := \{ H_\lambda = 0, \ H_\bot + 2\lambda \sqrt{\gamma} = 0, \ H_a = 0_a, \ (d\lambda)_a = 0_a \} \subset \mathcal{P}^2_{\text{uni}}$.

- Require $Y_\tau$ to be tangent to $\mathcal{P}^3_{\text{uni}}$.

Let us compute the variation of $d\lambda$.

\[
D(d\lambda) = d(D\lambda) = dY_\lambda = d(\mathcal{L}_N^a \lambda) = d(t_N^a d + d t_N^a) \lambda = d(t_N^a d + d t_N^a) \lambda = (\mathcal{L}_N^a - t_N^a d)(d\lambda) + 0
\]

The vector field is tangent to $\mathcal{P}^3_{\text{uni}}$ and, therefore, the algorithm stops.

**Interpretation**

We end up this section with some useful remarks that will help us to understand the previous results. For further details see, for instance, [36].

- $\lambda$ is constant, as expected from equation (7.20), up to a gauge transformation.

- The evolution of $N$ is not arbitrary anymore as it is restricted by $Y_N$. This condition comes from the requirement that $\mathcal{H}_\lambda$ is preserved (see lemma A.149) which is equivalent to require that $\varepsilon \det(g) = N^2 \det(\gamma)$ is constant.
• We can remove \( \lambda \) from our theory using the constraint \( \mathcal{H}_\perp + 2\lambda \sqrt{\gamma} = 0 \). Once we do that, we recover the equations of GR for \( \gamma \) and \( \pi \) (notice that \( \beta_{\text{uni}} \) is then equal to \( \beta \) over \( P_{\text{GR}}^2 \)).

• Unimodular gravity is “contained” in standard GR but they are not directly equivalent. We can on one hand drop \( Y_n \) from the unimodular version in order to recover the full diffeomorphism group or, on the other hand, we can make a partial gauge fixation in the standard GR version to pass to the unimodular version.
I Summary

Let us begin this last chapter recalling the motto we mentioned at the beginning of this thesis

*Boundaries, GNH, and parametrized theories.*

*It takes three to tango.*

Those three elements have been the motivation and the vertebral axis of this thesis. In chapter 1 we presented a review of some of the most important geometrical notions used throughout the thesis. Of capital importance was the description of the space of embeddings given in section II.6, as well as a discussion of the meaning of the GNH algorithm that we outlined in section IV.

In chapter 2, based on our papers [15,16,19], we began to think about boundaries and how they can be used to measure what happens in the bulk. To do so we studied what seemed to be a very simple case: a string with a mass attached to each end. This system is, however, surprisingly rich and hard to deal with. The inclusion of the masses prevents us from using the standard Sturm-Liouville theory which suggests that novel ideas are needed. In fact, we circumvented this problem by relying on non-trivial measures and their associated Radon-Nikodym derivatives. The main result of this chapter is that the Fock space of the whole system, that we obtained thanks to the GNH algorithm, is not of the form $H_{\text{syst}} \otimes H_{\text{mes}}$ with a factor associated with the bulk and a factor associated with the boundary (measure device at the boundary). This suggests some sort of strong entanglement of the boundary and the bulk, which should come as no surprise after a short reflection because at the classical level the positions of the masses are completely determined by the configuration of the string (continuity conditions). Besides, we show that we can define some dynamics over the boundary with the help of the trace operators. Such dynamics is not unitary, which is to be expected in the same way that the energy is conserved in the whole system but not on the subsystems. We end up this section studying the unitary implementation of the scalar field with standard boundary conditions obtaining a complete characterization of the possible unitary evolutions through foliations. This result generalizes the ones known for boundaryless systems.

The following chapter is devoted to motivate and describe in detail the parametrization procedure. The main idea is to include diffeomorphisms as variables in such a way that the resulting theory is diff-invariant. The importance of this procedure has been pinpointed out several times, but it is worth it to make it explicit once again. First, let us mention that it is a generalization of the unparametrized theory which allows us to describe any field theory in an arbitrary foliation. Second, it is a perfect generator of toy-models for GR. Finally, some algebraic quantization methods can be applied in this simpler context with the hope to learn something about the quantization of the full GR. After the description of the parametrized theories the chapter continues with the warm-up exercise of studying parametrized classical mechanics. We carefully develop the ideas and the implementation of the GNH algorithm, outlining the steps where due care is needed in the infinite dimensional case.

With our hand and mind loosened up with the preparatory exercise of chapter 3, we are ready to jump into the parametrized electromagnetic field with boundaries. Chapter 4 is devoted to
its study, which by the way generalizes our work [18] as here we include boundaries. The most important result of this chapter is the identification of sectors, closely related to the Gauss law of electromagnetism, where a bifurcation appears in the dynamics. The same bifurcation is identified at the boundary although, in this case, its careful study is much trickier and not so interesting for our purposes. Nonetheless, a discussion of similar nature can be carried out in a simpler example: the parametrized scalar field with boundaries. We do so in chapter 5, and also in [17], where we obtain a complete characterization of the sectors associated with the behavior of the boundaries. The consistency of the dynamics forces some additional conditions that can be explicitly derived for some concrete examples.

The next natural step is to study some theories with interesting and non-standard behaviors at the boundary. Chapter 6 is devoted to the study of the parametrized Maxwell-Chern-Simons theory, a generalization of parametrized EM in $2 + 1$ dimensions. We develop, using the same methods as in the previous chapters, the Hamiltonian formulation of the theory and identified the different boundary conditions that naturally appear. This is important in order to understand some features that are supposed to play a role in the quantum description of those theories. We end up the chapter with an analog study of Chern-Simons theory.

Chapter 7, the last one, is devoted to the general theory of gravitation. We derive, using the full machinery developed in this thesis, the Hamiltonian formulation of GR. It obviously coincides with the well known ADM formulation but our novel approach through the GNH algorithm is simpler to use and easier to interpret. After that, we proceed to study the Hamiltonian formulation of unimodular gravity, which is much less known but useful in several contexts because it provides an interesting perspective on the problem of time and the origin of the cosmological constant.

Finally, in the appendix we include two sections with a brief introduction to functional analysis and measure theory. After that, we list geometric formulas that are extensively used throughout this thesis. Finally, in the last section we provide some computational details.

II Future work

Join me, and together we can rule the galaxy as father and son.

— Darth Vader, The Empire Strikes Back

Boundaries

We mentioned in the introduction how boundaries were one of the unifying threads of this thesis. We have, indeed, discussed several physical models where they play a fundamental role. However, there is still much to be understood. For instance, despite the diff-invariance of the action $S$ of a parametrized theory, its variation $D_{(x,y)} S$ with respect to diffeomorphisms is non-zero in general. This is due to the fact that the diffeomorphisms themselves are dynamical variables of the action! It is thus natural to wonder if there exists a physical interpretation of the additional condition (4.2) or if it can be related to the fact that some degrees of freedom live at the boundary. An analogous condition appears in the Maxwell-Chern-Simons case, which can shed some light over some condensed matter problems.

The number of open questions at the quantum level is even larger than at the classical one. For instance, as we saw in chapter 2, it is not always possible to associate Hilbert spaces to boundaries. This problem can be of great importance in quantum gravity (black hole entropy, holographic models...).
More strings

A natural generalization of the models mixing fields and point particles that we presented in chapter 2 is to consider relativistic versions of them. A natural requirement would be to demand that the space-time trajectories of the points of the string are time-like curves and, hence, can be taken as the world lines of physical point particles. Notice that this is not what is done in standard string theory!

An alternative way to look at the restriction that we want to consider is to think about it as the causality condition employed in the Causal Dynamical Triangulations approach to quantum gravity. A natural way to attack the problem of writing an action principle for a causal string of length $\ell$ is to introduce appropriate geometric objects, in this case embeddings from the interval $[0, \ell]$ to the space-time where the string moves. The fact that the embeddings are geometric objects with distinctive features renders the problem of writing appropriate relativistic actions quite a non-trivial one. The goal is to build the most useful relativistic dynamics for these models, study the resulting field equations and consider possible extensions where the strings are coupled to point particle objects (while respecting relativistic invariance), all of this without losing sight of the final goal: quantize the resulting models.

Unimodular gravity

We have learned throughout this work that the parametrization of a theory enriches it in several ways and helps to understand it better. Nonetheless, as we saw in chapter 7, the theory of general relativity has no background geometric objects and, therefore, its parametrization is trivial and uninteresting. One alternative idea might be to consider the DeWitt metric defined over the space of metrics. However, it is not a background object of the space-time and, thus, it is hard to give a geometrical interpretation to what it means to parametrize it. Another possible approach would be to consider unimodular gravity, which is defined over a space-time $M$ with a fixed (background) volume form $\operatorname{vol}_0$.

In section VI of chapter 7 we introduce and study unimodular gravity, which is as the general theory of relativity but with the addition of a constraint forcing the metric volume form to coincide with a fixed one $\operatorname{vol}_\ell = \operatorname{vol}_0$. It is well known that the field equations for such modification of general relativity are physically equivalent to the standard Einstein equations. The only significant difference is the fact that the cosmological constant becomes an integration constant of the theory, in the sense that its constancy can be seen as a consequence of the unimodular field equations. The Hamiltonian formulation of this model was developed and understood by Henneaux and Teitelboim [59] and since then has been revisited quite often [88]. I have studied this problem, with the help of the GNH algorithm, recovering the known result about its Hamiltonian description. The question that arises then is: could the parametrized version shed some light on some of the unsolved riddles of the general relativity? This question was considered by Kuchař [66] and my plan is to extend his analysis and consider the different action principles proposed for this model in [59].
I Functional analysis

An elegant weapon for a more civilized age.

— Obi-Wan Kenobi, A New Hope

Historical introduction

At the beginning of the 20th century the world of mathematics was moving towards abstraction and axiomatization. Functional analysis, which has its origins in the study of the ODEs, PDEs, and integral equations, started to become a discipline of its own with prominent names associated to this early period: Fredholm, Lebesgue, Fréchet, Riesz, and Hilbert among others. Nonetheless, it was probably not until the 20’s when it was finally elevated to a full new branch of mathematics thanks to the works of Banach, Hahn, Steinhaus, or Schauder.

Although historically it was developed more or less at the same time as linear algebra, nowadays functional analysis can be considered as an infinite dimensional version of linear algebra dealing, for instance, with functions instead of vectors from a finite-dimensional space. Although most of our intuitive concepts of linear algebra are still valid, there are important differences that make functional analysis both hard and interesting, for instance:

- There is a notion of length in these infinite dimensional spaces called norm but, unlike the case of $\mathbb{R}^n$ where all of them are equivalent (in the sense that they define the same topology), here we have to be careful because in general they are not equivalent.

- A linear operator cannot always be represented by an infinite dimensional matrix.

- We still have the notion of an eigenvalue $\lambda$ and eigenvector $v$ of an operator $T$ given by the condition $(T - \lambda \text{Id})v = 0$. However, it turns that $T - \lambda \text{Id}$ is much more interesting than in the finite dimensional case, notice for example that injectivity and surjectivity are not equivalent anymore.

- Many important operators, several of them defined in the context of quantum mechanics, are not continuous.

Basic notions

We assume that the reader is familiar with the concept of norm, scalar product, orthogonality, Cauchy sequence, and convergent sequence.

Definitions

A.1 We say that the normed $\mathbb{C}$-vector space $(\mathcal{B}, \| \cdot \|)$ is a Banach space if it is complete with respect to its norm i.e. every Cauchy sequence of $\mathcal{B}$ is convergent in $\mathcal{B}$.

A.2 A pre-Hilbert space is a $\mathbb{C}$-vector space $\mathcal{H}$ endowed with a sesquilinear inner product $(,)$.

A.3 Given a pre-Hilbert space $(\mathcal{H}, (,))$ we say that it is a Hilbert space if the norm $\|v\| := (v, v)$ is complete.
A.4 Let \((\mathcal{H}, (\cdot, \cdot))\) be a Hilbert space, we say that a set of elements \(\{v_a\}_{a \in A} \subset \mathcal{H}\) is a complete orthonormal basis if they are orthonormal and every element \(w \in \mathcal{H}\) can be written as

\[
w = \sum_{a \in A} \alpha_a v_a
\]

A Hilbert space that admits a countable complete orthonormal basis is said to be separable.

The completeness of a space can be understood with the image on the right. If a particle moves along an infinitely broken path but the total amount of distance traveled is finite, then it has a well-defined net displacement.

The most typical examples of Hilbert spaces are the space \(\ell^2(\mathbb{N})\) of sequences and the space \(L^2[a,b]\) of square integrable functions with their respective scalar product

\[
(x, y) = \sum_{i=1}^{\infty} x_i y_i \quad \langle f, g \rangle = \int_{[a,b]} f(x)g(x)dx
\]

Given a Banach space \(\mathcal{B}\) we define the dual space \(\mathcal{B}'\) as the set of continuous functions from \(\mathcal{B}\) to \(\mathbb{R}\) (or \(\mathbb{C}\)). The Hahn-Banach theorems says, in one of its many versions [34] that \(\mathcal{B}'\) is not trivial.

**Theorem A.5**

Let \(v \in \mathcal{B}\) be an element of a Banach space, then there exists an \(f \in \mathcal{B}'\) such that \(f(v) \neq 0\).

This theorem has an immediate corollary that we will use several times when solving the GNH algorithm.

**Corollary A.6**

Let \(\mathcal{B}\) a Banach space and \(v \in \mathcal{B}\). If \(f(v) = 0\) for every \(f \in \mathcal{B}'\) then \(v = 0\).

For a Hilbert space it is easy to define several elements of the dual, namely \(T_u : \mathcal{H} \to \mathcal{H}\) given by \(T_u(v) = (u, v)\). In fact, the Riesz representation theorem says that every element of the dual can be realized in that way.

**Theorem A.7**

Given a Hilbert space \((\mathcal{H}, (\cdot, \cdot))\) and \(f \in \mathcal{H}'\), there exists a unique \(u \in \mathcal{H}\) such that \(f(\cdot) = (\cdot, u)\).

**Adjoint operators**

Given a continuous operator \(A : \mathcal{H} \to \mathcal{H}\) we define the adjoint operator as the unique operator \(A^* : \mathcal{H} \to \mathcal{H}\) such that

\[
\langle Av_1, v_2 \rangle = \langle v_1, A^*v_2 \rangle \quad v_1, v_2 \in \mathcal{H}
\]

\(A\) is said to be self-adjoint if \(A = A^*\). We denote \(\text{SAO}(\mathcal{H})\) the set of all self-adjoint operators of \(A\). It is well known that its spectrum (the set of eigenvalues of \(A\)) is real.

We can define the adjoint of a densely defined unbounded operator \(A : D(A) \subset \mathcal{H} \to \mathcal{H}\) (where \(D(A)\) is a dense linear subspace). By definition, the domain of \(A^*\) is

\[
D(A^*) := \left\{ y \in \mathcal{H} \mid \exists z \in \mathcal{H} \text{ with } \langle Az, y \rangle = \langle x, z \rangle \text{ for every } x \in \mathcal{H} \right\}
\]

we define thus \(A^*(y) := z\).
Sturm-Liouville theory

Let us now state the important Sturm-Liouville theorem [3]. For that consider the space

\[ \mathcal{H} := \left\{ f \in L^2[a, b] \mid \alpha u(a) + \beta u'(a) = 0, \gamma u(b) + \delta u'(b) = 0 \right\} \]

for some real constants such that \((\alpha, \beta) \neq (0, 0) \neq (\gamma, \delta)\). We define, for some smooth real functions \(p, q : [a, b] \to \mathbb{R}\) such that \(p > 0\), the operator \(L : \mathcal{H} \to \mathcal{H}\) given by

\[ Lu = -\frac{d}{dx} \left( p(x) \frac{du}{dx} \right) + q(x)u(x) \]

**Theorem A.8**

\(L\) is a self-adjoint operator on \((\mathcal{H}, \langle \cdot, \cdot \rangle)\). In particular its spectrum \(\{\lambda_n\}\) is formed by non-degenerate and real eigenvalues such that \(\lambda_n \to \infty\). Furthermore, the eigenvectors form a complete orthogonal basis.

II Measure theory

She may not look like much, but she’s got it where it counts, kid.

— Han Solo, A New Hope

**Historical introduction**

Determining the size of an object — like the length of a circle, the area of a parallelepiped, the volume of a cone, or the mass of a sphere — has been one of the fundamental questions of classical geometry. Two were the main strategies to handle this problem. The first one was to break the object into pieces, moving around them to form a simpler object, which presumably has the same size. The second strategy was to obtain bounds by inscribing and circumscribing our object into another geometric objects whose size is known. This idea was used extensively by Archimedes to approximate the area of many bodies like the circle. Both methods rely of the prior existence of a measure of the size of the bodies as well as the possibility to rearrange such bodies preserving the size. However, with the development of analytic geometry such notions and intuitions become obsolete. For instance, the interval \([0, 1]\) of length 1 can be mapped bijectively into the interval \([0, 2]\) which has length 2, suggesting that the strategy of breaking into pieces and reassembling must be refined in some sense. This kind of problem were partially solved by the introduction of differential calculus by Leibniz and Newton. Nonetheless, there is a more dramatic example known as the Banach-Tarski paradox [14], a theorem that states that a unit ball can be broken into five pieces in such a way that, after a proper rearrangement, we obtain two disjoint unit balls.

**Measure**

The first attempt to go beyond the initial ideas developed by Leibniz and Newton was due to Borel in 1889 by studying functions whose domain consists of subsets of \(\mathbb{R}^n\). He introduced two important definitions. The first one was a \(\sigma\)-algebra \(\Sigma\) of a set \(X\) which is a subset \(\Sigma \subset \mathcal{P}(X)\) satisfying

- \(X \in \Sigma\)
- If \(A \in \Sigma\) then \(X \setminus A \in \Sigma\).
- If \(A_n \in \Sigma\) for every \(n \in \mathbb{N}\) then \(\bigcup_{n \in \mathbb{N}} A_n \in \Sigma\).
The pair \((X, \Sigma)\) is known as measurable space. The other important concept that he introduced was the notion of \(\sigma\)-additivity: assign to a disjoint union of sets a value that coincides with the sum of the values that assigns to each individual set
\[
m \left( \bigcup_{i \in \mathbb{N}} B_i \right) = \sum_{i \in \mathbb{N}} m(B_i)
\]

His ideas were later simplified and extended by Lebesgue \[72\] in his doctoral thesis in 1902, where he also developed the theory now known as Lebesgue integration and differentiation. In order to define the Lebesgue measure \(\mu_L\) assigning to a set \(A\) a measure \(\mu_L(A) \in [-\infty, +\infty]\), he started considering the interval \([0, 1]\) and assumed that the open intervals \((a, b) \subset [0, 1]\) have measure \(\mu_L((a, b)) = b - a\). As any open set \(U\) is, by definition of a topology, the union of a disjoint sequence of intervals \(I_n\) (that we know how to measure), we define
\[
\mu_L(U) := \sum_{n \in \mathbb{N}} \mu_L(I_n)
\]

Now a closed set \(C\) is the complement of an open set \(U\) so we define \(\mu_L(C) := 1 - \mu_L(U)\). Finally, he introduced the outer/inner measure of a set \(C\) as the infimum/supremum of the measures of open sets containing/contained in \(C\). If both values are equal, then \(C\) is said to be measurable with measure this common value. The question that might arises now is if all sets are measurable... which is not the case as Vitali proved in 1905! He constructed a set (using the axiom of choice) which was not measurable \[96\]. It is interesting to note that the set of measurable sets form a \(\sigma\)-algebra and that \(\mu_L\) is \(\sigma\)-additive.

From the properties of the Lebesgue measure we can obtain the definition of a general measure.

**Definition A.9**

Given a \(\sigma\)-algebra \(\Sigma\) over a set \(X\), a function \(\mu : \Sigma \to (-\infty, \infty]\) is a measure if it is is \(\sigma\)-additive and \(\mu(\emptyset) = 0\).

Given some \(x \in X\) we can define a very important measure \(\delta_x\), known as the Dirac measure, which is given by
\[
\delta_x(A) = \begin{cases} 
1 & \text{if } x \in A \\
0 & \text{if } x \notin A 
\end{cases}
\]

(A.10)

Given a well behaved \[85\] function \(F : [0, 1] \to \mathbb{R}\), we can define another important measure \(\nu_F\) called Lebesgue-Stieltjes measure. It generalizes the Lebesgue measure by defining
\[
\nu_F[a, b) = F(b) - F(a)
\]

(A.11)

instead of just \(b - a\). Notice that if \(F = \text{Id}\) we recover the Lebesgue measure.

**Integration**

Once we have a measure \(m\) over \([0, 1]\) it is easy to define the integral of \(f : [0, 1] \to \mathbb{R}\) as
\[
\int_{[0,1]} f \, d\mu := \mu(A^+_f) - \mu(A^-_f)
\]

where \(A^+_f\) is the region under the graph where \(f\) is positive and \(A^-_f\) the region over the graph where it is negative. We use the notation \(d\mu\) to stress that it is some sort of infinitesimal version of the measure \(\mu\), in particular we have
\[
\mu(A) = \int_A d\mu
\]

(A.12)
II. Measure theory

Of course, as not all sets are measurable, not all maps can be integrated; the function needs to be measurable i.e. for any measurable set \( U \) the preimage \( f^{-1}(U) \) is measurable. This definition of integration, known as Lebesgue integral, generalizes the Riemann integral and avoids some of its limitations (especially in the interchange of integrals and limits). Of course it satisfies all the natural properties like linearity and monotonicity.

Radon-Nikodym derivative

Imagine now that we have two measures: \( \alpha \) which measures the area of a land and \( \rho \) which measures its price on the market. It seems natural to think that they are somehow related because if we take an area and we increase it, its price will also increase. Nonetheless, different regions of equal area might have different prices depending on several factors like the number of gold mines or the crops that grow on it. The following image shows some sort of infinitesimal price (a density of the price so to speak) that we denote \( p \), the greener areas are more expensive while the dark ones are cheaper. Then, we have two ways to measure the price of a land \( \Omega \): the first one is directly using \( \rho \) to obtain \( \rho(\Omega) \), while the second is measuring the area but taking into account the infinitesimal price

\[
\int_{\Omega} p \, d\alpha = \rho(\Omega) \quad \overset{(A.12)}{=} \quad \int_{\Omega} d\rho \quad \equiv \quad p \, d\alpha = d\rho
\]

Where the equation on the right is the infinitesimal notation which, by definition, is given by the equation on the left. The map \( p \) is known as the Radon-Nikodym derivative and is usually denoted, motivated by the infinitesimal notation, by

\[
p = \frac{d\rho}{d\alpha}
\]

Notice that we are “dividing” by \( d\alpha \) thus we have to be cautious if it vanishes as we should also have that the numerator vanishes. In this case we see that if \( \alpha(A) = 0 \) i.e. the land \( A \) has zero area, then its price is obviously zero and the previous quotient “makes sense”. Notice that the opposite does not hold necessarily: we could have a land of non-zero area but so devalued (for instance due to pollution) that it is worth noting. These ideas are formalized in the following definition and theorem.

**Definition A.13**

Given a measure \( \mu \) we say that another measure \( \nu \) is \( \mu \)-absolutely continuous, usually denoted \( \mu \text{-a.c.} \), if whenever \( \mu(A) = 0 \) then \( \nu(A) \) is also zero. This suggests the notation \( \nu \ll \mu \).

**Theorem A.14**

Given a measurable space \((X, \Sigma)\) and a measure \( \nu \) which is \( \mu \)-a.c., then there exists a measurable map \( f : X \to (-\infty, \infty) \) such that \( d\nu = f \, d\mu \).

The equality \( d\nu = f \, d\mu \) uses the infinitesimal notation and it actually means that for every \( A \subset X \) measurable we have

\[
\nu(A) = \int_A f \, d\mu
\]

The RN derivative of \( \nu \) with respect to \( \mu \) can be understood as the \( \mu \)-anti-integral in the same sense that the usual derivative is inverse to the Riemann integral (fundamental theorem of calculus).
### III Useful identities

That is why you fail.

— Master Yoda, *The Empire Strikes Back*

#### k-forms

\[
\beta_{[a_1 \ldots a_k]} = \frac{1}{k!} \sum_{\sigma \in S_k} (-1)^\sigma \beta_{\sigma(a_1) \ldots \sigma(a_k)}
\]  

(A.15)

#### Wedge product

\[
(\alpha \wedge \beta)_{a_1 \ldots a_k a_{k+1} \ldots a_{k+m}} = \frac{(k + m)!}{k! m!} \alpha_{[a_1 \ldots a_k} \beta_{a_{k+1} \ldots a_{k+m}]} 
\]  

(A.16)

\[
\alpha \wedge \beta = (-1)^{|\alpha||\beta|} \alpha \wedge \beta 
\]  

(A.17)

\[
f^*(\alpha \wedge \beta) = (f^*\alpha) \wedge (f^*\beta)
\]  

(A.18)

#### Contraction

\[
(C^\beta T)^{a_1 \ldots c \ldots a_{r-1}}_{b_1 \ldots b_{r-1}} = T^{a_1 \ldots a_{r-1}}_{c \ldots a_{r-1} b_1 \ldots b_{r-1}}
\]  

(A.19)

#### Lie derivative

\[
\mathcal{L}_v f = V(f)
\]  

(A.20)

\[
\mathcal{L}_v (T \otimes R) = (\mathcal{L}_v T) \otimes R + T \otimes (\mathcal{L}_v R)
\]  

(A.21)

\[
(\mathcal{L}_v W)^a = [V, W]^a = V^b \nabla_b W^a - W^b \nabla_b V^a
\]  

(A.22)

\[
\mathcal{L}_v \omega(W) = \mathcal{L}_v (\omega(W)) - \omega(\mathcal{L}_v W) \quad \omega \in \Omega^1(M)
\]  

(A.23)

\[
(\mathcal{L}_v T)(a_1, \ldots, a_r, W_1, \ldots, W_s) = V \left( T(a_1 \ldots a_r, W_1 \ldots W_s) \right) - 
\sum_{k=1}^r T(a_1 \ldots \mathcal{L}_v a_k \ldots a_r, W_1 \ldots W_s) - 
\sum_{k=1}^r T(a_1 \ldots a_k, W_1 \ldots \mathcal{L}_v W_k \ldots W_s)
\]  

(A.24)

\[
(\mathcal{L}_v T)^{a_1 \ldots a_r}_{b_1 \ldots b_r} = V^c \nabla_c T^{a_1 \ldots a_r}_{b_1 \ldots b_r} - \sum_{k=1}^r T^{a_1 \ldots a_k}_{b_1 \ldots b_k} \nabla_c V^k + 
\sum_{k=1}^s T^{a_1 \ldots a_k}_{b_1 \ldots b_k} \nabla_c V^k + w T^{a_1 \ldots a_k}_{b_1 \ldots b_k} \nabla_c V^k
\]  

(A.25)

#### Interior derivative

\[
v_\nu \alpha(W_1, \ldots, W_{k-1}) = \alpha(V, W_1, \ldots, W_{k-1})
\]  

(A.26)

\[
v_\nu \nu = f_\nu \alpha
\]  

(A.27)

\[
(f_\nu \beta)_{a_1 \ldots a_{k-1}} = V^b \beta_{b a_1 \ldots a_{k-1}}
\]  

(A.28)

\[
v_\nu (\alpha \wedge \beta) = (v_\nu \alpha) \wedge + (-1)^{(|\alpha|) \wedge (v_\nu \beta)}
\]  

(A.29)

\[
v_\nu (f^*\alpha) = f^*(v_\nu \alpha)
\]  

(A.30)

\[
v_\nu v_\nu = 0
\]  

(A.31)
III. Useful identities

Exterior derivative

\[ df(V) = V^a \nabla_a f = \nabla_V f = V(f) \quad (A.32) \]

\[ d\alpha(V_1, \ldots, V_{k+1}) = \sum_{j=1}^{k+1} (-1)^{j+1} \nabla_{V_j} (\alpha(V_1, \ldots, \widehat{V_j}, \ldots, V_{k+1})) + \]
\[ + \sum_{i<j} (-1)^{i+j} \left[ [V_i, V_j], V_1, \ldots, \widehat{V_i}, \ldots, \widehat{V_j}, \ldots, V_{k+1} \right] \quad (A.33) \]

\[ (d\beta)_{a_1 \cdots a_{k+1}} = (k+1) \nabla_{[a_1} \beta_{a_2 \cdots a_{k+1}]} \quad (A.34) \]

\[ d^2 = 0 \quad (A.35) \]

\[ d(\alpha \wedge \beta) = (d\alpha) \wedge \beta + (-1)^{|\alpha|} \alpha \wedge (d\beta) \quad (A.36) \]

\[ \mathcal{L}_{\nu \beta} = f \mathcal{L}_{\nu} \beta + df \wedge \nu \beta \quad (A.37) \]

\[ \mathcal{L}_{\nu} = d\nu + \nu d \quad (A.38) \]

\[ d\omega f^* = f^* df \quad (A.39) \]

\[ \mathcal{L}_{\nu} d = d\mathcal{L}_{\nu} \quad (A.40) \]

Exterior covariant derivative

\[ (d_v T)(V_1, \ldots, V_{k+1}) = \sum_{j=1}^{k+1} (-1)^{j+1} \nabla_{V_j} \left( T(V_1, \ldots, \widehat{V_j}, \ldots, V_{k+1}) \right) + \]
\[ + \sum_{i<j} (-1)^{i+j} T \left[ [V_i, V_j], V_1, \ldots, \widehat{V_i}, \ldots, \widehat{V_j}, \ldots, V_{k+1} \right] \quad (A.41) \]

\[ (d_v T)^{a_1 \cdots a_r}_{b_1 \cdots b_s} = (dT)^{a_1 \cdots a_r}_{b_1 \cdots b_s} + \sum_{k=1}^{r} T^{a_1 \cdots a_r}_{b_1 \cdots b_s} (A^v)^{a_k}_{d} - \]
\[ - \sum_{k=1}^{s} T^{a_1 \cdots a_r}_{b_1 \cdots b_s} (A^v)^{d}_{b_k} + w T^{a_1 \cdots a_r}_{b_1 \cdots b_s} (A^v)^d_{b_k} \quad (A.42) \]

Covariant derivative

\[ (\nabla_v \omega)(W) = V(\omega(W)) - \omega(\nabla_v W) \quad (A.43) \]

\[ (\nabla_v T)(V_1, \ldots, V_r, \omega_1, \ldots, \omega_s) = W \left( T(V_1 \ldots V_r, \omega_1 \ldots \omega_s) \right) - \]
\[ - \sum_{i=1}^{s} T(V_1 \ldots \nabla_{V_i} V_1 \ldots V_r, \omega_1 \ldots \omega_s) - \sum_{i=1}^{r} T(V_1 \ldots V_r, \omega_1 \ldots \nabla_{V_i} \omega_1 \ldots \omega_s) \quad (A.44) \]

\[ \text{div}_V V = \nabla_a V^a \quad (A.45) \]

\[ (\nabla_T)^{a_1 \cdots a_r}_{b_1 \cdots b_s} = \partial_T T^{a_1 \cdots a_r}_{b_1 \cdots b_s} + \sum_{k=1}^{r} T^{a_1 \cdots a_r}_{b_1 \cdots b_s} \Gamma^{a_k}_{cd} - \sum_{k=1}^{s} T^{a_1 \cdots a_r}_{b_1 \cdots b_s} \Gamma^{d}_{b_k} + w T^{a_1 \cdots a_r}_{b_1 \cdots b_s} \Gamma^{d}_{b_k} \quad (A.46) \]

\[ \Gamma^\lambda_{\mu \nu} = \frac{g^{\lambda \rho}}{2} \left( \partial_\mu g_{\rho \nu} + \partial_\nu g_{\rho \mu} - \partial_\rho g_{\mu \nu} \right) \quad (A.47) \]

Metric

\[ (T, R) = g(T, R) = \frac{1}{[r+s]^s_g} g_{a_1 c_1} \cdots g_{a_s c_s} g_{b_1 d_1} \cdots g_{b_s d_s} T^{a_1 \cdots a_s}_{b_1 \cdots b_s} R^{c_1 \cdots c_s}_{d_1 \cdots d_s} \quad (A.48) \]

\[ \langle \alpha \wedge \beta, \omega \rangle_g = \langle \beta, \nu \omega \rangle_g \quad \alpha \in \Omega^1(M) \text{ and } \nu = \# g \alpha \quad (A.49) \]
\[
\delta_{b_1 \ldots b_k} = \begin{bmatrix}
\delta_{b_1}^{a_1} & \cdots & \delta_{b_k}^{a_k}
\cdots & \cdots & \cdots
\delta_{b_1}^{a_k} & \cdots & \delta_{b_k}^{a_k}
\end{bmatrix}
\]

(A.50)

\[
\delta_{b_1 \ldots b_k}^{a_1 \ldots a_k} = \sum_{j=1}^{k} (-1)^{j-1} \delta_{b_j}^{a_j a_{j+1} \ldots a_k} \delta_{b_1 \ldots b_{j-1}b_{j+1} \ldots b_k}^{a_1 \ldots a_k}
\]

(A.51)

\[
\beta_{[a_1 \ldots b_k]} = \frac{1}{k!} \delta_{b_1 \ldots b_k}^{a_1 \ldots a_k} \beta_{a_1 \ldots a_k}
\]

(A.52)

\[
\delta_{b_1 \ldots b_s}^{a_1 \ldots a_s} = \frac{1}{(n-s)!} \text{vol}^{a_1 \ldots a_s}_{e_1 + \ldots + e_n} \text{vol}_{b_1 \ldots b_s e_{s+1} + \ldots + e_n}
\]

(A.53)

\[
V_{a_1 \ldots a_k} := (b_s V)_{a_1 \ldots a_k} = g_{a_1 b_1} \cdots g_{a_k b_k} V_{b_1 \ldots b_k}
\]

(A.54)

\[
\beta_{a_1 \ldots a_k} = (\#_k \beta)_{a_1 \ldots a_k} = g_{a_1 b_1} \cdots g_{a_k b_k} \beta_{a_1 \ldots a_k}
\]

(A.55)

Curvature
\[
\nabla_a \nabla_b s - \nabla_b \nabla_a s - \nabla_{[V,W]s} = \text{Riem} \nabla (V,W)s
\]

(A.56)

\[
(\nabla_d V - \nabla_c \nabla d)T_{b_1 \ldots b_s}^{a_1 \ldots a_r} = \text{Riem}^a_{\quad fdc} T_{b_1 \ldots b_s}^{f_{a \ldots a_r}} + \cdots + \text{Riem}^{a_r}_{\quad fdc} T_{b_1 \ldots b_s}^{a_1 \ldots a_{r-1} f} - \nabla_{V} \text{Riem}^{a}_{\quad fdc} T_{b_1 \ldots b_s}^{f_{a \ldots a_r}} + \cdots - \nabla_{W} \text{Riem}^{a}_{\quad fdc} T_{b_1 \ldots b_s}^{a_1 \ldots a_{r-1} f}
\]

(A.57)

\[
\text{Riem}(V,U) = -\text{Riem}(U,V)
\]

(A.58)

\[
\text{Riem}_{abcd} = -\text{Riem}_{bacd} = \text{Riem}_{cdab}
\]

(A.59)

\[
\text{Ric}_{ab} = \text{Riem}^c_{\quad acb}
\]

(A.60)

\[
R = g^{ab} \text{Ric}_{ab}
\]

(A.61)

\[
\nabla_a \text{Riem}(W,U) + \nabla_b \text{Riem}(U,V) + \nabla_c \text{Riem}(V,W) = 0
\]

(A.62)

\[
\nabla_a \text{Riem}^a_{\quad bcd} + \nabla_b \text{Riem}^a_{\quad cda} + \nabla_c \text{Riem}^a_{\quad bad} = 0_{\quad bcd}
\]

(A.63)

\[
\nabla_a \text{Ric}_{ab} = \frac{1}{2} \nabla_a R
\]

(A.64)

\[
\text{Riem}(V,W)U + \text{Riem}(U,V)W + \text{Riem}(W,U)V = 0
\]

(A.65)

\[
\text{Riem}^a_{\quad bcd} + \text{Riem}^a_{\quad dcb} + \text{Riem}^a_{\quad cdb} = 0_{\quad bcd}
\]

(A.66)

\[
\text{Riem}^\rho_{\quad \sigma\nu\mu} = \partial_{\mu} \Gamma^\rho_{\quad \sigma\nu} - \partial_{\nu} \Gamma^\rho_{\quad \sigma\mu} + \Gamma_{\mu\lambda} \Gamma^\lambda_{\quad \sigma\nu} - \Gamma_{\nu\lambda} \Gamma^\lambda_{\quad \sigma\mu}
\]

(A.67)

Killing vector field
\[
(\mathcal{L}_V g)_{ab} = \nabla_a V_b + \nabla_b V_a
\]

(A.68)

Hodge star operator
\[
\alpha \wedge \ast \beta = (\alpha, \beta)_n \text{vol}_g
\]

(A.69)

\[
(\ast \beta)_{a_{k+1} \ldots a_n} = \frac{1}{k!} \beta_{a_1 \ldots a_k} \text{vol}^{a_1 \ldots a_k}_{a_{k+1} \ldots a_n}
\]

(A.70)

\[
\ast_1 = \text{vol}_g
\]

(A.71)

\[
\ast_{n-k} \ast_k = (-1)^{k(n-k)+s} \text{Id}
\]

(A.72)

\[
\ast_s \text{vol}_g = (-1)^{s}
\]

(A.73)

\[
\delta_k = (-1)^{n(k+1)+s} \ast_{n-k+1} \text{vol}_{a_{n-k} \ldots a_k}
\]

(A.74)

\[
(\delta p)_{a_1 \ldots a_{k-1}} = -\nabla_{b} p_{b a_1 \ldots a_{k-1}}
\]

(A.75)

\[
\delta^2 = 0
\]

(A.76)
\[\delta_{n-k}\ast k = (-1)^{k+1} \ast_{k+1} d_k\] (A.77)
\[\ast_k \delta_k = (-1)^k d_{n-k} \ast_k\] (A.78)
\[\ast_{\alpha} = \iota_{\alpha} \text{vol}_s\text{ for } \alpha \in \Omega^1(M)\] (A.79)
\[\int_M (d_{k-1} \alpha) \ast_{\beta} \text{vol}_s = \int_M (\alpha, \delta_k \beta) \text{vol}_s + \int_{\partial M} \mathcal{J}_{\ast} (\alpha, \iota_{\nu} (\beta)) \nu \text{vol}_s\text{ (A.123)}\]
\[= \int_M (\alpha, \delta_k \beta) \text{vol}_s + \int_{\partial M} (\mathcal{J}_{\ast} \alpha, \mathcal{J}_{\ast} \iota_{\nu} (\beta)) \nu \text{vol}_s\text{ (A.31)}\] (A.80)

### Hypersurfaces

\[\mathcal{J} : (\bar{M}, \mathcal{J}^* g) \rightarrow (M, g)\] (A.81)
\[\nabla : \mathbf{x}(\bar{M}) \times \mathbf{x}(\bar{M}) \rightarrow \mathbf{x}(\bar{M})\] (A.82)
\[\nabla^{(j)} : \mathbf{x}(\bar{M}) \times \Gamma(\mathcal{J}^* TM) \rightarrow \Gamma(\mathcal{J}^* TM)\text{ with } \nabla^{(j)}(W \circ \mathcal{J}) = \nabla_{J^*j'} W\] (A.83)
\[\nabla_{\beta} \equiv \nabla^{(j)}_{\beta} = (\mathcal{J}_{\beta})^{\gamma}_{\delta} \nabla_{\delta}\] (A.84)
\[\nabla_{\nu} (\mathcal{J} W(V)) = -\nabla_{\nu} \iota_{\nu}\] (A.85)
\[(\mathcal{J}_{\beta})^{\gamma}_{\delta} W^b_a = -\nabla_{\alpha} \iota_{\nu}\] (A.86)
\[K(V, U) = \overline{g}(WV, U)\] (A.87)
\[K_{ab} = \overline{g}_{ac} W^c_b\] (A.88)
\[\nabla_{\nu} (\mathcal{J} W(V)) = \mathcal{J}_{\nu} \nabla_{\nu} W + \varepsilon K(V, W) \iota_{\nu}\] (A.89)
\[\nabla_{\alpha} (\mathcal{J}_{\beta})^{\gamma}_{\delta} W^b_a = (\mathcal{J}_{\beta})^{\gamma}_{\delta} \nabla_{\alpha} W^b_a + \varepsilon K_{ab} W^b_{\beta} \gamma\] (A.90)
\[\overline{g}_{ac} \text{Riem}_{\nu cde} - \varepsilon K_{ce} K_{da} + \varepsilon K_{ca} K_{de} = g_{\alpha \beta} \text{Riem}_{\gamma \delta \sigma} (\mathcal{J}_{\beta})^{\gamma}_{\delta} (\mathcal{J}_{\beta})^{\sigma}_{\alpha}\] (A.91)

### Embeddings

\[(\tau X)_{b_1 \cdots b_r} = (X_a)_{b_1} \cdots (X_a)_{b_r}\] (A.92)
\[(eX)_{a_1 \cdots a_r} = \prod_{i=1}^r g_{a_i \gamma_i} (X_{a_i})_{c_i} \gamma_i\] (A.93)
\[\tau X_{b_1 \cdots b_r} = (eX)_{a_1 \cdots a_r} = \prod_{i=1}^r \delta_{b_i}^{c_i}\] (A.94)
\[(eX)_{a_1 \cdots a_r} \tau X_{b_1 \cdots b_r} = \prod_{i=1}^r \delta_{a_i}^{c_i} \gamma_{a_i} = \prod_{i=1}^r \left( \delta_{a_i}^{c_i} - \varepsilon (n_{a_i} n_{c_i}) \right) \] (A.95)
\[g_{ab} = \varepsilon n_a n^\beta + \gamma_{a\beta}\] (A.96)
\[\nu_x = Y_x \iota_{\nu} + \tau_x Y_x^T\] (A.97)
\[(K X)_{ab} = -(\tau X)_{b} \nabla_{\nu} (X) (n_x)_\beta\] (A.98)
\[2K_t = -\gamma^i (L_{\alpha} n)\] (A.99)

### Variations

\[(M_a)^b := \nabla_a Y^b - Y^a K^b\] (A.100)
\[(m_a)_b := K_{ab} Y^b + \varepsilon (dY^a)_b\] (A.101)
\[Z^a (M_a)^b - Y^a (M_a)^b = Z^a \nabla_a Y^b - Y^a \nabla_a Z^b\] (A.102)
\[Z^a (m_a)_b - Y^a (m_a)_b = \varepsilon Z^a \nabla_a Y^b - \varepsilon Y^a \nabla_a Z^b\] (A.103)
\[ Z^a(M_f)^b + Y^a(m_2)^b = Z^a \nabla_a Y^b + \varepsilon Y^a \nabla^b Z^a \quad (A.104) \]
\[ D(X,Y) F = \nabla_Y X F \quad (A.105) \]
\[ (D(X,Y) \tau)^b_c = \varepsilon n_a (m_{\gamma X})^b_a + \varepsilon c (M_{\gamma X})^b_c \quad (A.106) \]
\[ (D(X,Y) n)^a = -\varepsilon n_a (m_{\gamma X})^b_b \quad (A.107) \]
\[ (D(X,Y) \gamma)_{bc} = (M_{\gamma X})_{hc} + (M_{\gamma X})_{cb} \quad (A.110) \]
\[ (D\gamma)^{dc} = -(D\gamma)^{dc} \quad (A.111) \]
\[ D\nabla = \frac{\text{Tr}(D\gamma)}{2} \text{id} \quad (A.112) \]
\[ D\sqrt{\gamma} = \frac{\text{Tr}(D\gamma)}{2} \sqrt{\gamma} \quad (A.113) \]
\[ (D\nabla)^{cd} = \frac{\gamma^{cd}}{2} (\nabla_a (D\gamma)_{ab} + \nabla_b (D\gamma)_{ad} - \nabla_d (D\gamma)_{ab}) \quad (A.115) \]

**Hypersurface deformation algebra**
\[
[V,W] = \left( D_\gamma W^+ - D_w \gamma^+ + dV^+(\bar{\nu}^+) - dW^+(\bar{\nu}^+) \right) \n + 
\tau^+ \left( D_\gamma \bar{\nu}^+ - D_w \bar{\nu}^+ + \varepsilon (V^+ \nabla \gamma W^+ - W^+ \nabla \gamma V^+) - [\bar{\nu}^+ , \bar{\nu}^+] \right) \quad (A.116)
\]

**Symplectic geometry**
\[
\Omega^{ab}(d\gamma)_a (d\gamma)_b \quad (A.117) \]
\[
\Omega^{ab} = (d\gamma)_b \quad (A.118) \]
\[
E(q,v) = FL(q,v)(q,v) - L(q,v) \quad (A.120) \]
\[
(X_e)^a (\Omega_e)_{ab} = (dE)_b \quad (A.121) \]

**IV Some boring computations**

I have a very bad feeling about this.

— Luke Skywalker, *A New Hope*

In this section we gather several computations and proofs that are important enough to be given in detail but too long or not essential enough to be included in the main body of this thesis. This section is therefore not intended to be read linearly at all, but to be consulted whenever the reader needs more information. We have included titles to the subsections in order to indicate the context. Some colors have been included in the computations to help follow the reasoning.

**Metric**

**Lemma A.122**

Given \((j(M), j^* g)\) a hypersurface of \((M, g)\) we have that their metric volume forms are related by the unitary \(g\)-normal vector field \(\nu \in \Gamma(j^* TM)\) by

\[ j^*(\nu \text{vol}_g) = \text{vol}_{g_0} \]
In fact, this is equivalent to write $\operatorname{vol}_s = \varepsilon \nu \wedge \nu \operatorname{vol}_s$ over the hypersurface where $\varepsilon = \nu(\bar{\nu}) = \pm 1$.

Proof.
First notice that $\nu \wedge \operatorname{vol}_g$ is an $n$-form, so there exists some $f \in C^\infty(\partial M)$ such that $\operatorname{vol}_s = f \nu \wedge \operatorname{vol}_g$.

Take now an orthonormal basis $\mathcal{B} = \{\bar{\nu}, w_2, \ldots, w_n\}$ at some point of the boundary, in particular notice that $\{w_2, \ldots, w_n\}$ is an orthonormal basis of the boundary. We have then

$$1 = \operatorname{vol}_s(\bar{\nu}, w_2, \ldots, w_n) = f(\nu \wedge \operatorname{vol}_g)(\bar{\nu}, w_2, \ldots, w_n) = f(\nu(\bar{\nu}))\operatorname{vol}_g(w_2, \ldots, w_n) = \varepsilon f$$

where we have used that $\nu \operatorname{vol}_g = 0$ and that a metric volume evaluated over an orthonormal basis is always 1.

Lemma A.123
Given $(f(M), f^g)$ a hypersurface of $(M, g)$ we have

$$(j^*g)^{-1}(j^*T, j^*R) = g^{-1}(T, R) - g^{-1}(\nu T, \nu R)$$

Proof.
We have $g = \bar{g} + \varepsilon \nu \otimes \nu$ where $\nu$ is the 1-form field metrically equivalent to the unitary vector field $\bar{\nu}$ normal to the foliation, and $\varepsilon = \nu(\bar{\nu}) = \pm 1$.

$$\begin{align*}
(j^*g)^{-1}(j^*T, j^*R) &= \frac{1}{k!} (j^*g)^{\tilde{\alpha}_1 \tilde{\beta}_1} \cdots (j^*g)^{\tilde{\alpha}_r \tilde{\beta}_r} (j^*T)_{\tilde{\alpha}_1 \cdots \tilde{\alpha}_r} (j^*R)_{\tilde{\beta}_1 \cdots \tilde{\beta}_r} \\
&= \frac{1}{k!} (j^*g)^{\tilde{\alpha}_1 \tilde{\beta}_1} \cdots (j^*g)^{\tilde{\alpha}_r \tilde{\beta}_r} T_{\alpha_1 \cdots \alpha_r} R_{\beta_1 \cdots \beta_r} \\
&= \frac{1}{k!} \bar{g}^{\alpha_1 \beta_1} \cdots \bar{g}^{\alpha_r \beta_r} T_{\alpha_1 \cdots \alpha_r} R_{\beta_1 \cdots \beta_r} \\
&= \frac{1}{k!} (g^{\alpha_1 \beta_1} - \nu^{\alpha_1} \nu^{\beta_1}) \cdots (g^{\alpha_r \beta_r} - \nu^{\alpha_r} \nu^{\beta_r}) T_{\alpha_1 \cdots \alpha_r} R_{\beta_1 \cdots \beta_r} \\
&= \frac{1}{k!} \sum_{j=1}^{r} (\prod_{i \neq j} g^{\alpha_i \beta_i}) \nu^{\alpha_1} \nu^{\beta_1} \cdots \nu^{\alpha_r} \nu^{\beta_r} T_{\alpha_1 \cdots \alpha_r} R_{\beta_1 \cdots \beta_r}
\end{align*}$$

$$= g^{-1}(T, R) - \frac{1}{k!} \sum_{j=1}^{r} (\prod_{i \neq j} g^{\alpha_i \beta_i}) (-1)^{j-1} (-1)^{j-1} (\nu T)_{\alpha_1 \cdots \alpha_r} (\nu R)_{\beta_1 \cdots \beta_r} = g^{-1}(T, R) - \frac{1}{k!} \sum_{j=1}^{r} g^{-1}(\nu T, \nu R) = g^{-1}(T, R) - g^{-1}(\nu T, \nu R)$$

Hodge dual operator

Lemma A.124
Given $(f(M), f^g)$ a hypersurface of $(M, g)$, $\alpha \in \Omega^k(M)$ and $\beta \in \Omega^{k+1}(M)$, then

$$j^*(\alpha \wedge \ast_{k+1} \beta) = \langle \alpha, \nu \beta \rangle \operatorname{vol}_g$$

Proof.

$$\begin{align*}
(\alpha \wedge \ast \beta)_{\alpha_1 \cdots \alpha_n} &= (A.15) \frac{(n-1)!}{k!(n-k-1)!} \alpha_{\alpha_1 \cdots \alpha_k} \beta_{\alpha_{k+1} \cdots \alpha_n - 1} (A.70) (A.52)
\end{align*}$$
Proof.\[\begin{align*}
&= \frac{1}{k!(n-k-1)!} \delta_{a_1,\ldots,a_{n-1}} \alpha_{c_1,\ldots,c_k} \frac{1}{(k+1)!} \beta_{b_1,\ldots,b_{k+1}} \text{vol}_{b_{k+1} \cdots c_{n-1}} \quad \text{(A.53)}
&= \frac{1}{k!(k+1)!} \frac{1}{(n-k-1)!} \frac{1}{(k+1)!} \text{vol}_{c_1,\ldots,c_{n-1}} \text{vol}_{a_1,\ldots,a_{n-1}} \alpha_{c_1,\ldots,c_k} \beta_{b_1,\ldots,b_{k+1}} \text{vol}_{b_{k+1} \cdots c_{n-1}} \quad \text{(A.122)}
&= \frac{1}{k!(k+1)!} \left(\nu \wedge \text{vol}\right)_{a_1,\ldots,a_{n-1}} \alpha_{c_1,\ldots,c_k} \beta_{b_1,\ldots,b_{k+1}} \text{vol}_{b_{k+1} \cdots c_{n-1}} \quad \text{(A.15)}
&= \frac{1}{n!} \nu_d (\nu \text{vol})_{a_1,\ldots,a_{n-1}} \alpha_{c_1,\ldots,c_k} \beta_{b_1,\ldots,b_{k+1}} \text{vol}_{b_{k+1} \cdots c_{n-1}} \quad \text{(A.52)}
&= \nu_d (\nu \text{vol})_{a_1,\ldots,a_{n-1}} \alpha_{c_1,\ldots,c_k} \beta_{b_1,\ldots,b_{k+1}} \text{vol}_{b_{k+1} \cdots c_{n-1}} \quad \text{(A.52)}
&= \nu_d (\nu \text{vol})_{a_1,\ldots,a_{n-1}} \sum_{j=1}^{n} (-1)^j \nu_{a_j} (\nu \text{vol})_{a_1,\ldots,a_{n-1}} \alpha_{c_1,\ldots,c_k} \beta_{b_1,\ldots,b_{k+1}} \text{vol}_{b_{k+1} \cdots c_{n-1}} \quad \text{(A.52)}
&= \nu_d (\nu \text{vol})_{a_1,\ldots,a_{n-1}} \sum_{j=1}^{n} (-1)^j \nu_{a_j} (\nu \text{vol})_{a_1,\ldots,a_{n-1}} \alpha_{c_1,\ldots,c_k} \beta_{b_1,\ldots,b_{k+1}} \text{vol}_{b_{k+1} \cdots c_{n-1}} \quad \text{(A.52)}
&= \nu_d (\nu \text{vol})_{a_1,\ldots,a_{n-1}} \sum_{j=1}^{n} \nu_{a_j} T_{a_1,\ldots,a_{n-1}} \quad \text{(A.63)}

Using lemma A.122 and the fact that $\gamma^* \nu = 0$, we obtain the desired result. \[\Box\]

Lemma A.125
Let $Z \in \operatorname{Diff}(M)$ a diffeomorphism of $(M,g)$ then $\text{vol}_{Z^*g} = Z^* \text{vol}_g$ and $Z^* Z^* = Z^* \gamma$.\[\Box\]

Proof.
There exists some $f$ such that $\text{vol}_{Z^*g} = f Z^* \text{vol}_g$. Taking $\{v_1,\ldots,v_n\}$ an orthonormal basis of $Z^*g$ then notice that $\{Z_* v_1,\ldots,Z_* v_n\}$ is an orthonormal basis for $g$ because we have that $g(Z_* v_1, Z_* v_j) = (Z^* g)(v_1, v_j) = \delta_{ij}$. Thus
\[1 = \text{vol}_{Z^*g}(v_1,\ldots,v_n) = f(Z^* \text{vol}_g)(v_1,\ldots,v_n) = f \text{vol}_g(Z_* v_1,\ldots,Z_* v_n) = f\]

For the second statement we use the definition of the Hodge star
\[\alpha \wedge \gamma \wedge Z \gamma Z^* \beta = (Z^*(Z^{-1})^* \alpha, Z^* \gamma Z^* \gamma \text{vol}_{Z^*g} = Z^* (\langle Z^{-1} \rangle^* \alpha, \gamma)^g Z^* \text{vol}_g = \]
\[= Z^* (\langle Z^{-1} \rangle^* \alpha \wedge \gamma \gamma) = \alpha \wedge \gamma \gamma \beta \]

Lemma A.126
Let $F \in \Omega^{k+1}(M)$ with $\dim(M) = 2k+1$. If $k$ is odd then $\langle \iota_\gamma F, F \rangle = 0$.\[\Box\]

Proof.
Given $\beta \in \langle \iota_\gamma F, F \rangle \in \Omega^1(M)$, let us prove that $\gamma \beta$ is zero which, in turns, proves that $\beta$ is zero.
\[\quad (\gamma \beta)_{a_1,\ldots,a_{2k}} \quad \text{(A.70)} \quad \frac{1}{(k+1)!} \beta_d \text{vol}_{a_1,\ldots,a_{2k}} = F^{d c_2 \cdots c_{k+1}} \text{vol}_{a_1,\ldots,a_{2k}} \quad \text{(A.70)} \quad \frac{1}{(k+1)!} \beta_{d} F^{c_2 \cdots c_{k+1}} \text{vol}_{a_1,\ldots,a_{2k}} \quad \text{(A.53)}
\]
IV. Some boring computations

Taking the trace:

\[ \frac{1}{(k+1)!} \sum_{j=1}^{2k+1} (-1)^j \varepsilon^e \varepsilon^c_1 \ldots \varepsilon^c_{j-1} \varepsilon^c_{j+1} \ldots \varepsilon^c_{2k+1} F^d_{e_1 \ldots e_{2k+1}} F_{c_1 \ldots c_{k+1}} = \]

\[ = \frac{1}{(k+1)!} \sum_{j=1}^{k+1} (-1)^j \varepsilon^c_1 \ldots \varepsilon^c_{j-1} \varepsilon^c_{j+1} \ldots \varepsilon^c_{k} F^d_{e_1 \ldots e_{j-1} a_{j} \ldots a_{2k}} F_{e_1 \ldots e_{j-1} d e_{j} \ldots e_{k}} = \]

\[ = \frac{1}{(k+1)!} \sum_{j=1}^{k+1} (-1)^j \varepsilon^c_1 \ldots \varepsilon^c_{k} F^d_{e_1 \ldots e_{j-1} a_{j} \ldots a_{2k}} (-1)^j F_{d e_{1} \ldots e_{k}} \quad \text{(A.52)} \]

\[ = \frac{(2k)!}{(k+1)!} \sum_{j=1}^{k+1} F_{d[a_1 \ldots a_k]} F^d_{a_{k+1} \ldots a_{2k}} = \]

\[ = \frac{(2k)!}{k!} \frac{1}{2} \left( F_{d[a_1 \ldots a_k]} F^d_{a_{k+1} \ldots a_{2k}} + (-1)^k F_{d[a_{k+1} \ldots a_{2k}]} F^d_{a_1 \ldots a_k} \right) = \]

\[ = \frac{(2k)!}{k!} \frac{1}{2} \sum_{j=1}^{k} F_{d[a_1 \ldots a_k]} F^d_{a_{k+1} \ldots a_{2k}} = 0 \]

because \( k \) is odd. Besides, in the \( \dagger \) equality we have used that \( F \) is antisymmetric (then any contraction vanishes) and we have relabeled \( c_j \rightarrow d \) and \( c_{j+r} \rightarrow c_{j+r-1} \) for every \( r \geq 1 \).

Hypersurfaces

Lemma A.127

Let \( j : (\overline{M}, \overline{g} = j^*g) \rightarrow (M, g) \) be an embedding such that \( j(\overline{M}) \) is a hypersurface, then

\[ R(g) = \overline{R}(\overline{g}) + \varepsilon Tr_{\gamma}(K)^2 - 2\varepsilon \langle K, K \rangle_{\overline{g}} - 2\varepsilon \text{div}(\tilde{n} \text{div} \tilde{n} - \nabla_n \tilde{n}) \]

Proof.

The Gauss-Codazzi equation of lemma 1.55 reads on abstract index notation

\[ g_{ab} \overline{R}^c_{\text{c} \text{d} \text{e} \text{f}} - \varepsilon K_{[c} K_{d]a} + \varepsilon K_{c[a} K_{d]a} = g_{a\beta} Riem^\beta_{\gamma \delta \sigma} (J^c_\gamma J^d_\delta J^e_\sigma) (J^f_\alpha)^a = \]

Taking the trace \( a - d \) we get

\[ \overline{R}(\overline{g}) - \varepsilon Tr_{\gamma}(K)^2 + 2\varepsilon \langle K, K \rangle_{\overline{g}} = (Ric_{\gamma \sigma} - \varepsilon n^\alpha n^\delta \text{Riem}_{\gamma \sigma \delta \alpha}) (J^c_\gamma J^d_\delta J^e_\sigma) (J^f_\alpha)^a = \]

\[ = (Ric_{\gamma \sigma} - \varepsilon n^\alpha n^\delta \text{Riem}_{\gamma \sigma \delta \alpha}) (g^{\gamma \sigma} - \varepsilon n^\gamma n^\sigma) = \]

\[ = R(g) - \varepsilon n^\gamma n^\sigma Ric_{\gamma \sigma} - \varepsilon n^\alpha n^\delta \text{Riem}_{\gamma \sigma \delta \alpha} g^{\gamma \sigma} + n^\alpha n^\delta \text{Riem}_{\gamma \sigma \delta \alpha} n^\gamma n^\sigma = \]

\[ = R(g) - \varepsilon n^\gamma n^\sigma Ric_{\gamma \sigma} - \varepsilon n^\alpha n^\delta Ric_{\alpha \delta} + 0 = R(g) - 2\varepsilon n^\gamma \varepsilon n^\sigma = \]

\[ = R(g) - 2\varepsilon n^\gamma \nabla_\gamma n^\sigma = \]

\[ = R(g) - 2\varepsilon n^\gamma \nabla_\gamma (n^\sigma \nabla_\sigma n^\alpha) + 2\varepsilon (\nabla_\gamma n^\sigma) (\nabla_\sigma n^\alpha) + 2\varepsilon \nabla_\sigma (n^\gamma \nabla_{\gamma} n^\sigma) - 2\varepsilon (\nabla_\gamma n^\sigma) (\nabla_\gamma n^\sigma) = \]

\[ = R(g) - 2\varepsilon (\nabla_\gamma n^\sigma) (\nabla_\gamma n^\sigma) + 2\varepsilon \nabla_\sigma (n^\gamma \nabla_{\gamma} n^\alpha) + 2\varepsilon \nabla_\sigma (n^\gamma \nabla_{\gamma} n^\alpha) - 2\varepsilon (\nabla_\gamma n^\sigma) (\nabla_\gamma n^\sigma) = \]
where in the last line we have used that
\[
\nabla_\alpha n^\beta = \delta_\alpha^\gamma \nabla_\gamma n^\beta \quad (\text{A.95})
\]
Thus
\[
\nabla_\alpha n^\alpha = -\epsilon_\alpha^\gamma \epsilon_\gamma^\beta K^\beta_c + \epsilon n_\alpha \nabla_\gamma n^\alpha \quad (\text{A.94})
\]

\[
(\nabla_\alpha n^\beta) (\nabla_\beta n^\alpha) = \left( -\epsilon_\alpha^\gamma \epsilon_\gamma^\beta K^\beta_c + \epsilon n_\alpha \nabla_\gamma n^\beta \right) \left( -\epsilon_\beta^\gamma \epsilon_\gamma^\alpha K^\alpha_b + \epsilon n_\beta \nabla_\gamma n^\alpha \right) \quad (\text{A.94})
\]
\[
= \delta_\alpha^\beta \delta_\beta^\gamma K^\gamma_c K^\alpha_b - 0 - \epsilon n_\alpha \epsilon n_\beta \frac{1}{4} \nabla_\sigma (n_\alpha n^\sigma) \nabla_\gamma (n_\beta n^\gamma) = K_{cb} K^{ca}
\]

### Embeddings

We recall that \((M_a)_b := \nabla_a Y^b - Y^b K_a^b\) and \((m_a)_b := K_{ab} Y^b + \epsilon (dY^b)_a\)

**Lemma A.128**

Let \(f_x = F \circ X\) and \(v_x = V \circ X\) be defined by composition with \(F \in C^\infty(M)\) and \(V \in \mathfrak{X}(M)\) fixed. Then their variations are given by

\[
D_{(X,y,x)} F = \nabla_y F \quad \text{and} \quad D_{(X,y,x)} V^b = \nabla_y V^b
\]

**Proof.**

\[
D_{(X,y,x)} F_x = \nabla_{\partial t} F_x = dF(\nabla_{\partial t} X_t) = dF(Y_x) = \nabla_{Y_x} F
\]

\[
D_{(X,y,x)} V^b_x = \nabla_{\partial t} V^b_x = \nabla_a V^b (\nabla_{\partial t} X^a)^b = \nabla_{Y_x} V^b
\]

**Lemma A.129**

\[
\begin{align*}
(D_{(X,y,x)} \tau)_b^a &= \epsilon n^a (m_{yx})_b + \tau_b^a (M_{yx})_e \\
(D_{(X,y,x)} n)_a &= -\tau_a^b (m_{yx})_b \\
(D_{(X,y,x)} \gamma)_c &= (M_{yx})_c + (M_{yx})_b
\end{align*}
\]

**Proof.**

Given an embedding \(X \in \text{Emb}(\Sigma, M)\) and \(Y, Z \in \mathfrak{X}(\Sigma)\), as the covariant derivative (1.51) is torsion-free we have

\[
\nabla_\gamma (X_* Z) - \nabla_\gamma (X_* Y) - \nabla_\gamma (Y_* Z) = 0
\]

Consider now a curve of embeddings, that we denote also \(X\), and recall that we can consider it as a map \(X : \mathbb{R} \times \Sigma \to M\) thanks to (1.77). Taking now the vector field \((\partial_t, 0)\) and \((0, Y)\) for \(Y \in \mathfrak{X}(\Sigma)\), we obtain the important result

\[
\nabla_{(\partial_t, 0)} X_* (0, Y) - \nabla_{(0, Y)} X_* (\partial_t, 0) = 0 \quad \equiv \quad \nabla_{\partial_t} X_* Y - \nabla_\gamma X_* \partial_t = 0 \quad (\text{A.130})
\]

where \(X_* \partial_t\) is, when evaluated at \(t = 0\), the velocity vector field of the variation at \(X\) i.e. \(Y_x := X_* \partial_t \in T_x \text{Emb}(\Sigma, M) = \Gamma(X^* TM)\).

\[
\begin{align*}
(D_{(X,y,x)} \tau)_x, Z \quad (\text{1.78}) &= \nabla_{\partial t} \mid_0 (\tau_x, Z) \quad (\text{A.130}) \equiv \nabla_Z (X_* \partial_t \mid_0) = \nabla_Z (Y_x) \quad (\text{A.131})
\end{align*}
\]

**Variation of \(\tau\)**

From the previous reasoning we have

\[
(D_\gamma \tau)_a^b = \nabla_a \tau^b - \nabla_a (\tau_b^c Y^k + Y^c n^k) \quad (\text{1.54})
\]
IV. Some boring computations

\[ = \tau_b^\beta \nabla_a Y^b + \varepsilon n^\alpha K_{ab} Y^b + Y^\perp \nabla_a n^\beta + n^\beta \nabla_a Y^\perp \] (1.52)

\[ = \tau_b^\beta (\nabla_a Y^b - Y^\perp K^\alpha_a) + \varepsilon n^\beta (K_{ab} Y^b + \varepsilon \nabla_a Y^\perp) = \tau_b^\beta (M_\gamma)_a b + \varepsilon n^\beta (m_\gamma)_a \]

\[ \Rightarrow \text{Variation of } \bar{n} \]

First notice that as \( g(\bar{n}, \bar{n}) = \varepsilon \) we have

\[ 0 = D_t g(n^a n^b) = (D_t g)_{\alpha\beta} n^\alpha n^\beta + 2 g_{\alpha\beta} (D_t n)^\alpha n^\beta = 0 + 2 n_\alpha (D_t n)^\alpha \]

This implies that \((D_t n)^\alpha\) has no perpendicular part and, thus, is of the form \((D_t \bar{n}) = \tau_t (D_t \bar{n})^\tau\) for some \((D_t \bar{n})^\tau \in \mathfrak{X}(\Sigma)\) to be determined. Now, for an arbitrary \( Z \in \mathfrak{X}(\Sigma) \) we have

\[ \gamma X (D_{(x,y)} \bar{n}_x)^\top, Z) = g (X_s (D_{(x,y)} \bar{n}_x)^\top, X_s, Z) = g (D_{(x,y)} \bar{n}_x, X_s, Z) \] (1.78)

\[ = g (\nabla_{\alpha} \mid X, X_s Z) = \nabla_{\alpha} [g(\bar{n}_x, X_s) - g(\bar{n}_x, \tau_{\alpha} X)] \bar{n}_x \nabla X_s \]

\[ = -g(\bar{n}_x, (D_{(x,y)} \tau_x) \cdot Z) = -g(\bar{n}_x, (\tau_x M_e + \varepsilon \bar{n}_x m_e) \cdot Z) = 0 - m_e (Z) = -(m_e)_a Z^a \]

Thus we obtain that \(D_t \bar{n} = \tau_t (D_t \bar{n})^\tau = -\tau_t m_e\).

\[ \Rightarrow \text{Variation of } n \text{ and } e \]

Taking variations in (A.95) for \( r = 1 \), we obtain

\[ 0^a = D_t (e^a_\alpha \varepsilon^\alpha_c + \varepsilon n_\alpha n^a) = D_t (e^a_\alpha \varepsilon^\alpha_c + \varepsilon n_\alpha D_t (n^a) = \]

\[ = D_t (e^a_\alpha \varepsilon^\alpha_c + \varepsilon n_\alpha (M_\gamma)_c + \tau_{\alpha} (M_{\gamma c})^a) + \varepsilon D_t (n^a) - \varepsilon n_\alpha \bar{n}_x \]

\[ = [D_t (e^a_\alpha + \varepsilon n_\alpha (M_{\gamma c})^a - \varepsilon n_\alpha (M_{\gamma c})^a)^a] \tau_{\alpha} + \varepsilon n^a [e^a_\alpha (M_{\gamma c})] + D_t (n_\alpha) \]

From where we read the variations of \( e \) (the tangent part of the previous expression) and \( n \) (the normal part).

\[ \Rightarrow \text{Variation of } \gamma X \]

By definition of the pullback metric we have

\[ (D_t \gamma)(Y, Z) = D_t (g(\tau Y, \tau Z) = g (D_t \tau Y, \tau Z) + g (\tau Y, D_t \tau Z) = \]

\[ = g(\tau M_e + \varepsilon \bar{n}_x m_e, Y, \tau Z) + g(\tau Y, \tau M_e + \varepsilon \bar{n}_x m_e) \bar{n}_x \tau = \]

\[ = g(\tau M_e, \tau Z) + g(\tau Y, \tau M_e, \tau Z) = \gamma (M_e, \tau Z) + \gamma (Y, M_e Z) \]

Thus \((D_t \gamma)_{ab} = \gamma_{ab} (M_e)_a c + \gamma_{ac} (M_e)_c \varepsilon = (M_e)_{ab} + (M_e)_{ba}\).

\[ \Rightarrow \text{Variation of } \gamma^{-1} \]

Finally, taking the variation of \( \gamma_{ab} \gamma^{bc} = \delta^c_a \) we have

\[ 0^e = (D_t)_{ab} \gamma^{bc} + \gamma_{ab} (D_t \gamma)_{ab} \gamma^{bc} \rightarrow (D_t \gamma^{-1})_{de} = -\gamma_{ad} (D_t)_{ab} \gamma^{bc} = -(D_t \gamma)^{de} \]

Lemma A.132

\[ \left( D_{\nabla} \right)^d_{ab} = \frac{\gamma^{cd}}{2} (\nabla_a (D_t)_{ab} + \nabla_b (D_t)_{ad} - \nabla_d (D_t)_{ab}) \]
Proof. Let $\nabla$ be the Levi-Civita connection associated with the metric $\gamma$. It obviously depends on the metric $\gamma$ and is uniquely determined by the Koszul formula

$$2\gamma(\nabla, W, U) = V(\gamma(W, U)) + W(\gamma(V, U)) - U(\gamma(V, W)) + \gamma([W, V], U) - \gamma([V, U], W) - \gamma([W, U], V)$$

Taking the variation we obtain

$$2(\Delta \gamma)(\nabla, W, U) + 2\gamma((D \nabla)(V, W), U) = V((D \gamma)(W, U)) + W((D \gamma)(V, U)) - U((D \gamma)(V, W)) + \gamma([W, V], U) - \gamma([V, U], W) - \gamma([W, U], V)$$

which leads, using abstract index notation, to

$$2\gamma_{cd}(D \nabla)^{a}{}_{b^c}V^aW^bU^d = V^a\nabla_a(D \gamma)_{ab}W^bU^dV^aU^d - U^d\nabla_d(D \nabla)_{ab}V^aW^b$$

As it is true for every $V, W, U \in \mathfrak{X}(\Sigma)$ we obtain the formula that we wanted to prove. 

\[ \square \]

Lemma A.133

$$D_z(*_{g_2}) = \left( [D_z g_2]_{n} - \frac{\text{Tr}(D_z g_2)}{2} \text{Id} \right) (*_{g_2})$$

where $[D_z g_2]_k : \Omega^k(M) \rightarrow \Omega^k(M)$ is given by

$$[\alpha \wedge (D_z g_2)_k]_{b_1 \cdots b_k} = \sum_{i=1}^{k} (D_z g_2)_{b_i} \beta_{b_1 \cdots b_{i-1} \cdots b_{i+1} \cdots b_k}$$

and $[D_z g_2]_0 = 0$

Proof. Let $k \geq 1$, then

$$\alpha \wedge (D_z(*_{g_2}))_{k} = D_z \left[ \alpha \wedge (*_{g_2})_{k} \right] =$$

$$= D_z \left[ \frac{1}{k!} \prod_{i=1}^{k} g_{a_i b_i} \alpha_{a_1 \cdots a_{i-1} b_i \cdots b_k} \text{vol}_{g_2} \right] = D_z \left[ (\alpha, \beta)_{g_2} \text{vol}_{g_2} \right] =$$

$$= \frac{1}{k!} \sum_{j=1}^{k} (D_z g_2)^{-1} a_j b_j \left( \prod_{i \neq j}^{k} g_{a_i b_i} \right) \alpha_{a_1 \cdots a_{j-1} b_j \cdots b_k} \text{vol}_{g_2} + \frac{1}{k!} g_{a_1 b_1} \cdots g_{a_k b_k} \alpha_{a_1 \cdots a_k} \beta_{b_1 \cdots b_k} (D_z \text{vol}_{g_2}) =$$

$$= \frac{1}{k!} \sum_{j=1}^{k} g_{a_j b_j} (D_z g_2)^{-1} a_j b_j \left( \prod_{i \neq j}^{k} g_{a_i b_i} \right) \alpha_{a_1 \cdots a_{j-1} b_j \cdots b_k} \text{vol}_{g_2} + \alpha_{\cdot \cdot \cdot} (D_z g_2) \text{vol}_{g_2} \right) \frac{\text{Tr}(D_z g_2)}{2} (\alpha, \beta)_{g_2} =$$

$$= \frac{1}{k!} \left( \prod_{i=1}^{k} g_{a_i b_i} \right) \alpha_{a_1 \cdots a_k} \left[ - (D_z g_2)_k \beta \right]_{b_1 \cdots b_k} + \frac{\text{Tr}(D_z g_2)}{2} (\alpha, \beta)_{g_2} =$$

$$= - (\alpha_{\cdot \cdot \cdot} (D_z g_2))_{k} \beta_{g_2} + \frac{\text{Tr}(D_z g_2)}{2} (\alpha, \beta)_{g_2} =$$

$$= \alpha \wedge (*_{g_2}) \left[ - (D_z g_2)_k + \frac{\text{Tr}(D_z g_2)}{2} \right] \beta$$
As \([D_2g_2]_0 = 0\) the \(k = 0\) case holds. We denote \([D_2g_2]_1 = D_2g_2\). As the previous equation holds for every \(\alpha \in \Omega^k(M)\) we have that \(D_2(*g_2)_k = (*g_2)_k \left( -[D_2g_2]_k + \frac{\text{Tr}(D_2g_2)}{2} \text{Id} \right)\).

Now as \((*g_2)_{n-k}(*g_2)_k = \text{Id}\) if we compute its variation we get
\[
0 = D_2 \left[ (*g_2)_{n-k}(*g_2)_k \right] = D_2 \left[ (*g_2)_{n-k} \right] (*g_2)_k + (*g_2)_{n-k} D_2 \left[ (*g_2)_k \right] =
\]
\[
= (*g_2)_{n-k} \left( -[D_2g_2]_k + \frac{\text{Tr}(D_2g_2)}{2} \right) (*g_2)_k + (*g_2)_{n-k} (*g_2)_k \left( -[D_2g_2]_k + \frac{\text{Tr}(D_2g_2)}{2} \right) =
\]
\[
= (*g_2)_{n-k} \left( -[D_2g_2]_k (*g_2)_k + \frac{\text{Tr}(D_2g_2)}{2} (*g_2)_k - (*g_2)_k [D_2g_2]_k + (*g_2)_k \frac{\text{Tr}(D_2g_2)}{2} \right) =
\]
\[
= (*g_2)_{n-k} \left[ -(*g_2)_k [D_2g_2]_k - [D_2g_2]_{n-k}(*g_2)_k + \text{Tr}(D_2g_2)(*g_2)_k \right]
\]
so \(D_2(*g_2)_k = \left( [D_2g_2]_{n-k} - \frac{\text{Tr}(D_2g_2)}{2} \text{Id} \right) (*g_2)_k\) which finishes the proof. ■

**Lemma A.135**

\[ D\text{vol}_g = \frac{\text{Tr}(D\gamma)}{2} \text{vol}_g, \]
\[ D\sqrt{\gamma} = \frac{\text{Tr}(D\gamma)}{2} \sqrt{\gamma} \]

**Proof.**

In the proof of the previous lemma we obtained \(D(*_k)_k = (*_k)_k \left( -[D\gamma]_k + \frac{\text{Tr}(D\gamma)}{2} \text{Id} \right)\). Applying it to \(\text{vol}_g = (*_1)_0\) and taking into account that \([D\gamma]_0 = 0\), we get the desired result. The second equation is immediate using that \(\text{vol}_g = \sqrt{\gamma} \text{vol}_g\).

**Lemma A.136**

Given \((M, g)\) a Lorentzian manifold and \(X : \Sigma \hookrightarrow M\) an embedding such that \(X(\Sigma)\) is a space-like hypersurface. Denote \(\delta_\Sigma\) the codifferential over \(\Sigma\) induced by the metric \(\gamma_\Sigma := X^* g\) and consider \(\Lambda\) an antisymmetric \((k + 1, 0)\)-density of weight \(w = -1\), then \(D(\delta\Lambda) = \delta(D\Lambda)\).

**Proof.**

We will now work for a moment in coordinates to express the covariant derivative, given by equation (A.46) with weight \(w = -1\), as
\[
(\delta\Lambda)^{a_1\cdots a_k} = -\nabla_{a_0} \Lambda^{a_0 a_1\cdots a_k} = -\nabla_{a_0} \Lambda^{a_0 a_1\cdots a_k} - \sum_{i=0}^{k} \Lambda^{a_0\cdots \hat{a}_i\cdots a_k} \Gamma^a_{a_i a_0 d} + \Lambda^{a_0 a_1\cdots a_k} \Gamma^d_{a_0 d}
\]
Notice that \(\partial_c\) does not depend on the metric so we have
\[
(D\delta\Lambda)^{a_1\cdots a_k} = D \left( -\partial_{a_0} \Lambda^{a_0 a_1\cdots a_k} - \sum_{i=0}^{k} \Lambda^{a_0\cdots \hat{a}_i\cdots a_k} \Gamma^a_{a_i a_0 d} + \Lambda^{a_0 a_1\cdots a_k} \Gamma^d_{a_0 d} \right) =
\]
\[
= -\partial_{a_0} (D\Lambda)^{a_0 a_1\cdots a_k} - \sum_{i=0}^{k} (D\Lambda)^{a_0\cdots \hat{a}_i\cdots a_k} \Gamma^a_{a_i a_0 d} + (D\Lambda)^{a_0 a_1\cdots a_k} \Gamma^d_{a_0 d} -
\]
\[
- \sum_{i=0}^{k} \Lambda^{a_0\cdots \hat{a}_i\cdots a_k} (D\Gamma)^{a_i a_0 d} + \Lambda^{a_0 a_1\cdots a_k} (D\Gamma)^d_{a_0 d} \quad \text{(A.46)}
\]
\[
= -\nabla_{a_0} (D\Lambda)^{a_0 a_1\cdots a_k} - \Lambda^{a_1\cdots a_k} (D\Gamma)^{a_0} = \sum_{i=1}^{k} \Lambda^{a_0 a_1\cdots \hat{a}_i\cdots a_k} (D\Gamma)^{a_i a_0 d} + \Lambda^{a_0 a_1\cdots a_k} (D\Gamma)^d_{a_0 d} =
\]
\[
= \delta(D\Lambda)^{a_1\cdots a_k} + 0 - 0 = \delta(D\Lambda)
\]
where in the last equality we have used, apart from the definition of the \(\delta\), that \(\Lambda\) is antisymmetric in \(a_0 d\) while \((D\Gamma)\) is symmetric. ■
Hypersurface deformation algebra

Lemma A.137

\[ [V, W] = \left( D_\nu W^\tau - D_\nu V^\tau + dV^\tau (\bar{W}^\tau) - dW^\tau (\bar{V}^\tau) \right) n + \tau. \left( D_\nu \bar{W}^\tau - D_\nu \bar{V}^\tau + \varepsilon (V^\tau \nabla^\tau x W^\tau - W^\tau \nabla^\tau x V^\tau) - [\bar{V}^\tau, \bar{W}^\tau] \right) \]  

(A.138)

Proof.

\[ [V, W] = [V^\tau n + \tau. \bar{V}^\tau, W^\tau n + \tau. \bar{W}^\tau] = \]

\[ = D_i \left( W^\tau n + \tau. \bar{W}^\tau \right) - D_i \left( V^\tau n + \tau. \bar{V}^\tau \right) = \]

\[ = [D_i W^\tau - D_i V^\tau] n + W^\tau D_i n - V^\tau D_i n + (D_i \tau) \bar{W}^\tau - (D_i \tau) \bar{V}^\tau + \tau. \left[ D_i \bar{W}^\tau - D_i \bar{V}^\tau \right] \]

(A.106)

(A.108)

\[ = [D_i W^\tau - D_i V^\tau] n - \tau. \left[ W^\tau \bar{m}_\nu - V^\tau \bar{m}_\nu \right] + \varepsilon n \left[ \bar{W}^\tau \bar{m}_\nu - \bar{V}^\tau \bar{m}_\nu \right] + \]

\[ + \tau. \left[ M_{\bar{m}} \bar{W}^\tau - M_{\bar{m}} \bar{V}^\tau \right] + \tau. \left[ D_i \bar{W}^\tau - D_i \bar{V}^\tau \right] \]

(A.102)

(A.103)(A.104)

\[ = [D_i W^\tau - D_i V^\tau] n + \tau. \left[ dV^\tau (\bar{W}^\tau) - dW^\tau (\bar{V}^\tau) \right] + \]

\[ + \tau. \left[ W^\tau, V^\tau \right] + \varepsilon (V^\tau \nabla W^\tau - W^\tau \nabla V^\tau) + \tau. \left[ D_i \bar{W}^\tau - D_i \bar{V}^\tau \right] \]

Symplectic geometry

Let \( S = \{ \varphi : M \to \mathbb{R} / \square \varphi = 0 \} \) be the space of solutions to the Klein-Gordon equation with Dirichlet or Robin boundary condition over a globally hyperbolic space-time \((M, g)\). We define the map \( F : \text{Emb}^\partial_{\text{bip}}(\Sigma, M) \times S \times S \to \mathbb{R} \) given by

\[ F(X, \varphi_1, \varphi_2) = \int_X \text{vol}_\gamma \left[ \varphi_2 \mathcal{L}_{\bar{n}_\gamma} \varphi_1 - \varphi_1 \mathcal{L}_{\bar{n}_\gamma} \varphi_2 \right] \circ X \]

where \( \bar{n}_X \) is the vector field along \( X \) which is future directed and orthonormal to \( X(\Sigma) \).

Lemma A.139

\( F \) does not depend on \( X \).

Proof.

Although we could obtain this result using the variations we have already computed, it is much more direct with the following approach. Take two embeddings \( X_1, X_2 \in \text{Emb}^\partial_{\text{bip}}(\Sigma, M) \) that do not intersect and consider the submanifold \( N \subset M \) between \( X_1(\Sigma) \), \( X_2(\Sigma) \) and \( \partial_\Sigma M \). We consider the \((n-1)\)-form

\[ \beta = \varphi_1 \ast_s d\varphi_2 - \varphi_2 \ast_s d\varphi_1 \]

and compute its differential

\[ d\beta = d\varphi_1 \wedge *_s d\varphi_2 + \varphi_1 d \ast_s d\varphi_2 - d\varphi_2 \wedge *_s d\varphi_1 - \varphi_2 d \ast_s d\varphi_1 \]

(A.69)

(A.78)

\[ = (d\varphi_1, d\varphi_2)_0 \text{vol}_\gamma - \varphi_1 \ast_s \delta d\varphi_2 - (d\varphi_2, d\varphi_1)_0 \text{vol}_\gamma - \varphi_2 d \ast_s d\varphi_1 = 0 \]

It is indeed zero because \( \delta d = 0 \) is precisely the Klein-Gordon equation and \( \varphi_1, \varphi_2 \in S \). Now we integrate \( d\beta \in \Omega^n(M) \) over \( N \) and apply the Stoke’s theorem 1.30.

\[ 0 = \int_N d\beta = \int_{\partial N} \varepsilon^\ast_s \beta = \int_{\partial N} \varepsilon^\ast_s \left( \varphi_1 \wedge *_s d\varphi_2 - \varphi_2 \wedge *_s d\varphi_1 \right) \]

(A.124)
IV. Some boring computations

First notice that

\[
\int_{\partial N} \left( \langle \varphi_1, \iota_\nu d\varphi_2 \rangle - \langle \varphi_2, \iota_\nu d\varphi_1 \rangle \right) \mathrm{vol}_{g_0} = \int_{X_2(\Sigma)} \left( \langle \varphi_1, \iota_\nu d\varphi_2 \rangle - \langle \varphi_2, \iota_\nu d\varphi_1 \rangle \right) (\tilde{X}_2) \mathrm{vol}_{g_0} + \int_{\partial_c N} \left( \langle \varphi_1, \iota_\nu d\varphi_2 \rangle - \langle \varphi_2, \iota_\nu d\varphi_1 \rangle \right) \mathrm{vol}_{g_0} + \int_{X_1(\Sigma)} \left( \langle \varphi_1, \iota_\nu d\varphi_2 \rangle - \langle \varphi_2, \iota_\nu d\varphi_1 \rangle \right) \mathrm{vol}_{g_0} = \int_{X_2(\Sigma)} \left( \langle \varphi_1, \iota_\nu d\varphi_1 \rangle - \langle \varphi_2, \iota_\nu d\varphi_2 \rangle \right) \mathrm{vol}_{g_0} + \int_{\partial_c N} \left( \langle \varphi_1, \iota_\nu d\varphi_1 \rangle - \langle \varphi_2, \iota_\nu d\varphi_2 \rangle \right) \mathrm{vol}_{g_0} + \int_{X_1(\Sigma)} \left( \langle \varphi_1, \iota_\nu d\varphi_1 \rangle - \langle \varphi_2, \iota_\nu d\varphi_2 \rangle \right) \mathrm{vol}_{g_0} \]

where in the \( \dagger \) equality we have used that \( g_0 \) is the induced metric over the boundary and \( \tilde{V} \) is the outer \( g \)-normal vector field of unit 1 of \( \partial N \). Besides, as the boundary of \( N \) has three pieces \( \partial N = X_1(\Sigma) \cup \partial_c M \cup X_2(\Sigma) \) we have

\[
\tilde{V} = \begin{cases} \tilde{n}_{\Sigma_2}, & X_2(\Sigma) \\ \tilde{n}_{\Sigma_1}, & X_1(\Sigma) \\ \tilde{\nu}, & \partial_c N \end{cases}
\]

Now using the Dirichlet or Robin boundary condition we get that \( \varphi_1 \iota_\nu d\varphi_2 - \varphi_2 \iota_\nu d\varphi_1 \) vanishes over the boundary and, hence, the second integral is zero leading to

\[
\int_{X_1(\Sigma)} \left( \varphi_2 \mathcal{L}_{\tilde{n}_{\Sigma_2}} \varphi_1 - \varphi_1 \mathcal{L}_{\tilde{n}_{\Sigma_1}} \varphi_2 \right) \mathrm{vol}_{g_0} = \int_{X_2(\Sigma)} \left( \varphi_2 \mathcal{L}_{\tilde{n}_{\Sigma_2}} \varphi_1 - \varphi_1 \mathcal{L}_{\tilde{n}_{\Sigma_1}} \varphi_2 \right) \mathrm{vol}_{g_0} \tag{A.140}
\]

Now noticing that the pullback of the metric through \( X_i \) is \( \gamma_{X_i} \), using lemma A.125 and pulling back each integral with the corresponding \( X_i \) we get that

\[
F(X_1, \varphi_1, \varphi_2) = F(X_2, \varphi_1, \varphi_2)
\]

We can obviously generalize this result to two intersecting embeddings by using an auxiliary one \( X_3 \) that do not intersect any of them.

---

**Parametrized theories**

**Lemma A.141**

Let \( B \in C^\infty(M) \) (and let us denote \( b_x = Z^*B \), \( F \in \Omega^k(M) \) and \( Z \in \text{Diff}(M) \). Given the action

\[
S(F, Z) = \frac{1}{2} \int_M b_x (\mathcal{L} F, F)_{g_0} \mathrm{vol}_{g_0} \quad \text{then} \quad D_{(Z, \mathcal{L} Z^*F)} S(F, Z) = - \int_M (\mathcal{L} F, b_x F)_{g_0} \mathrm{vol}_{g_0}
\]

**Proof.**

First notice that

\[
\mathcal{L} F, F)_{g_0} = \frac{1}{k!} (\mathcal{L} F) \left( \prod_{i=1}^k a_i b_i F_{a_1 \ldots a_k} F_{b_1 \ldots b_k} \right) = \frac{1}{k!} (\mathcal{L} F) \left( \prod_{i=1}^k a_i b_i \right) F_{a_1 \ldots a_k} F_{b_1 \ldots b_k} + \frac{2}{k!} \prod_{i=1}^k a_i b_i (\mathcal{L} F)_{a_1 \ldots a_k} F_{b_1 \ldots b_k} = \frac{1}{k!} (\mathcal{L} F) \left( \prod_{i=1}^k a_i b_i \right) F_{a_1 \ldots a_k} F_{b_1 \ldots b_k} + 2 \langle \mathcal{L} F, F \rangle_{g_0}
\]
Then we have

\[
D_{(x,y)}S(F,Z) = \frac{1}{2k!} \int_M D_{(x,y)} \left[ b_z \langle F, F \rangle_{g_2} \mathbf{vol}_{g_2} \right] \stackrel{(A.105)}{=} (A.105) \\
= \frac{1}{2} \int_M \left[ (\nabla_y b_z) \langle F, F \rangle_{g_2} + \frac{k}{k!} D_{(x,y)} \left( \sum_{i=1}^{k} g_i b_i \right) F_{a_1 \ldots a_k} F_{b_1 \ldots b_k} + b_z \langle F, F \rangle_{g_2} \mathbf{div}_{g_2} \nabla \right] \mathbf{vol}_{g_2} \stackrel{(A.111)}{=} (A.111) \\
= \frac{1}{2} \int_M \left[ b_z \mathcal{L}_\lambda (F, F)_{g_2} - 2b_z \langle \mathcal{L}_\lambda F, F \rangle_{g_2} + \langle F, F \rangle_{g_2} \mathbf{div}_{g_2} (b_z \nabla) \right] \mathbf{vol}_{g_2} \stackrel{(A.20)}{=} (A.20) \\
= \frac{1}{2} \int_M \left[ -2b_z \langle \mathcal{L}_\lambda F, F \rangle_{g_2} + \mathbf{div}_{g_2} (b_z \langle F, F \rangle_{g_2}) \right] \mathbf{vol}_{g_2} \stackrel{(A.A.80)}{=} (A.A.80) \\
= -\int_M \langle \mathcal{L}_\lambda F, b_z F \rangle_{g_2} \mathbf{vol}_{g_2} + \frac{1}{2} \int_M \iota_\lambda \left( b_z \langle F, F \rangle_{g_2} \right) \mu_\lambda (\nabla) \mathbf{vol}_{g_2} \stackrel{= -\int_M \langle \mathcal{L}_\lambda F, b_z F \rangle_{g_2} \mathbf{vol}_{g_2}}{=} \left( \int_M \langle \mathcal{L}_\lambda F, b_z F \rangle_{g_2} \right) \mathbf{vol}_{g_2} \quad \blacksquare 
\]

Lemma A.142

Given a foliation over a globally hyperbolic manifold (with a transversal vector field \( \partial_t \) and their associated lapse \( N \) and shift \( N \)), we have that for a given \( A \in \Omega^k(M) \) its exterior derivative \( dA \in \Omega^{k+1}(M) \) can be decomposed as follows

\[
(dA)_\perp = \varepsilon \iota_{\partial_t} A^T - \mathcal{L}_N A^T - \frac{d\mathbf{vol}(N A_\perp)}{N} \\
= (dA)^T = d^\perp A^T 
\]

Proof.

First notice that \( n = \varepsilon N dt \), thus

\[
d(n \wedge A_\perp) = \varepsilon dN \wedge dt \wedge A_\perp + (-1)^{|n|} n \wedge dA_\perp = \\
= -n \wedge \frac{dN}{N} \wedge A_\perp - n \wedge dA_\perp = -n \wedge \left( \frac{dN}{N} \wedge A_\perp + dA_\perp \right) 
\]

Now using the decomposition \( A = n \wedge A_\perp + A^T \) we have

\[
(dA)^T = dA - \varepsilon n \wedge \iota_{\partial_t} dA = d(n \wedge A_\perp + A^T) - \varepsilon n \wedge \iota_{\partial_t} (d(n \wedge A_\perp + A^T)) = \\
= -n \wedge \left( \frac{dN}{N} \wedge A_\perp + dA_\perp \right) + d(A^T) - \varepsilon n \wedge \iota_{\partial_t} \left[ -n \wedge \left( \frac{dN}{N} \wedge A_\perp + dA_\perp \right) \right] - \varepsilon n \wedge \iota_{\partial_t} d(A^T) = \\
= d^\perp A^T - n \wedge \left( \frac{dN}{N} \wedge A_\perp + dA_\perp \right) + \varepsilon n \wedge \varepsilon \left( \frac{dN}{N} \wedge A_\perp + dA_\perp \right) = 0 = d^\perp A^T 
\]

\[
(dA)_\perp + \frac{d\mathbf{vol}(N A_\perp)}{N} = \varepsilon \iota_{\partial_t} dA + \frac{d\mathbf{vol}(N A_\perp)}{N} = \\
= \varepsilon \iota_{\partial_t} (d(n \wedge A_\perp + A^T)) + \frac{1}{N} \left[ d(N \wedge A_\perp + N dA_\perp) - \varepsilon n \wedge \iota_{\partial_t} (d(N \wedge A_\perp + N dA_\perp)) \right] = \\
= \varepsilon \iota_{\partial_t} \left[ -n \wedge \left( \frac{dN}{N} \wedge A_\perp + dA_\perp \right) \right] + \frac{dN}{N} \wedge A_\perp + dA_\perp - \varepsilon n \wedge \iota_{\partial_t} \left( \frac{dN}{N} \wedge A_\perp + dA_\perp \right) 
\]

\[
= \varepsilon N \mathcal{L}_N (\partial_t - \nabla) A^T - \varepsilon N \mathcal{L}_N A^T = \\
= \varepsilon N \mathcal{L}_N (\partial_t - \nabla) A^T + \varepsilon N \mathcal{L}_N A^T = \\
= \frac{\mathcal{L}_{\partial_t} A^T - \mathcal{L}_N A^T}{N} + 0 = \frac{\mathcal{L}_{\partial_t} A^T - \mathcal{L}_N A^T}{N} 
\]

\( \blacksquare \)
Lemma A.143
Following the definitions of (4.3) and (4.8), we have

\[ FL(\mathbf{v}_{(\mathbf{q}, \mathbf{q}, \mathbf{q})}) \left( \mathbf{w}^2_{(\mathbf{q}, \mathbf{q}, \mathbf{q})} \right) = \frac{d}{d\lambda} \bigg|_{\lambda = 0} \left( L(\mathbf{v}_{(\mathbf{q}, \mathbf{q}, \mathbf{q})}) + \lambda \mathbf{w}^2_{(\mathbf{q}, \mathbf{q}, \mathbf{q})} \right) = \right. \\

\text{Proof.}

The Lagrangian (4.3) can be rewritten as

\[ L(\mathbf{v}_{(\mathbf{q}, \mathbf{q}, \mathbf{q})}) = \frac{1}{2} \left( v - L_{v_{x}}^{\alpha} q - d(n_{x}(\mathbf{V}_{x})q_{x})_{j} \frac{v - L_{v_{x}}^{\alpha} q - d(n_{x}(\mathbf{V}_{x})q_{x})}{\varepsilon n_{x}(\mathbf{V}_{x})} \right) \bigg|_{\mathbf{V}_{x}} + \frac{1}{2} \left( \langle dq, dq \rangle + \langle d\theta_{x} \rangle \right) + \frac{1}{2} \left( \langle dq, dq \rangle + \langle d\theta_{x} \rangle \right)_{\mathbf{V}_{x}} = \frac{1}{2} \mathbf{w}^2_{(\mathbf{q}, \mathbf{q}, \mathbf{q})} \]
where in the $\ast$ equality we have defined $\rho = b_{\gamma_x} \rho \in \Omega^k(\Sigma)$.  

We now proceed to compute

$$(\rho_{\gamma_c})Y \left( Y_1, \ldots, Y_n \right) = \left( D_{\gamma_x} (\varepsilon \eta \mathcal{H}_c + \varepsilon \mathcal{H}_c) \right) \left[ Y_1, \ldots, Y_n \right] \in \mathfrak{X}(\mathcal{P})$$

For that, we need the variations of the objects involved

$$\mathcal{H}(q, \rho) = \left( \iota_\rho dq, \rho \right) \in \Omega^1(\Sigma)$$

$$\mathcal{H}_c(q, X, \rho) = \frac{1}{2} \rho \left( \rho, \rho \right) - \frac{\varepsilon \mu \rho}{2} \left( dq, dq \right) + \varepsilon \left( \rho, \rho \right) \in C^\infty(\Sigma)$$

$$\mathcal{H}^\rho(q, \rho) = \left( \frac{\sqrt{\gamma}}{\sqrt{\gamma}} \left|\rho \right| \wedge \iota_{\rho} q \rho \right) \in \Omega^1(\partial \Sigma)$$

$$\mathcal{H}^\rho(q, p) = \varepsilon \left( \frac{\sqrt{\gamma}}{\sqrt{\gamma}} \left|\rho \right| \wedge q \right) \in C^\infty(\partial \Sigma)$$

$$\mathcal{H}^\nu(q, \rho) \in \mathfrak{X} = \frac{\sqrt{\gamma}}{2} \left[ \varepsilon \left( q_1, q_1^c \right) + \varepsilon \left( q_2, q_2^c \right) \right] \in C^\infty(\partial \Sigma)$$

Lemma A.144

$$\frac{1}{2} \mathcal{D}_\rho \left( \langle \alpha, \alpha \rangle, \sqrt{\gamma} \right) = \langle D\alpha + \frac{(D\gamma)_k}{2} \alpha, \frac{\mathcal{D}(D\gamma)}{4} \alpha, \alpha \rangle \sqrt{\gamma}$$

Proof.

$$D \left( \langle \alpha, \alpha \rangle, \sqrt{\gamma} \right) \text{vol}_\Sigma = D \left( \langle \alpha, \alpha \rangle, \sqrt{\gamma} \right) \text{vol}_\Sigma = D \left( \langle \alpha, \alpha \rangle, \text{vol}_\Sigma \right)$$

$$(A.69) = D(\alpha \wedge \gamma, \beta) =$$

$$= (D\alpha) \wedge \beta + \alpha \wedge (D\beta) + \alpha \wedge \gamma \wedge (D\beta) \text{vol}_\Sigma =$$

$$= \left( (D\alpha, \beta)_{\sqrt{\gamma}} \right) + \left( D\gamma - \frac{\mathcal{D}(D\gamma)}{2} \right) \text{vol}_\Sigma =$$

$$= \left( (D\alpha, \beta)_{\sqrt{\gamma}} + \langle D\gamma \rangle \text{vol}_\Sigma \right) \sqrt{\gamma} \text{vol}_\Sigma$$

In order to simplify the computation, from now on we will often use at our convenience the metric scalar product $\langle \cdot, \cdot \rangle$, or the usual pairing $(\cdot, \cdot)$. They are of course related by $\gamma_x$.

$$D\mathcal{H} = \left( \iota_{\rho} dY_1, \rho \right) \left( \iota_{\rho} dq, \rho \right) + \left( \iota_{\rho} dq, \rho \right) \left( \iota_{\rho} dq, \rho \right) \left( \iota_{\rho} dq, \rho \right)$$

$$D\mathcal{H}_c = -\frac{1}{2} \sqrt{\gamma} \left( \rho, \rho \right) + \frac{1}{2} \sqrt{\gamma} \left( \rho, \rho \right)$$

$$D\mathcal{H}^\nu = \left( \frac{\sqrt{\gamma}}{2} \sqrt{\gamma} \left|\rho \right| \wedge \iota_{\rho} q \rho \right) + \left( \frac{\sqrt{\gamma}}{2} \sqrt{\gamma} \left|\rho \right| \wedge \iota_{\rho} q \rho \right)$$

$$D\mathcal{H}^\rho = \varepsilon \left( \frac{\sqrt{\gamma}}{2} \sqrt{\gamma} \left|\rho \right| \wedge q \right) \in C^\infty(\partial \Sigma)$$
IV. Some boring computations

\[ D_r \mathcal{H}_s^{a \alpha} = \sqrt{\alpha \gamma_s^{\alpha}} b_\alpha [ \mathcal{C} \left( Y_{\alpha s}^{\alpha} + \frac{(D_r \gamma_s^{\alpha}) b_\alpha}{2} q_s^{\alpha} - \frac{\text{Tr}(D_r \gamma_s^{\alpha})}{4} q_s^{\alpha} q_s^{\alpha} \right) + \left( Y_{\alpha s}^{\alpha} + \frac{(D_r \gamma_s^{\alpha}) b_\alpha}{4} q_s^{\alpha} - \frac{\text{Tr}(D_r \gamma_s^{\alpha})}{4} q_s^{\alpha} q_s^{\alpha} \right) ] + \]
\[ + \frac{D_r \sqrt{\alpha \gamma_s^{\alpha}}}{2} \left[ \mathcal{C} \left( q_s^{\alpha} q_s^{\alpha}, \gamma_s^{\alpha} \right) + \left( \gamma_s^{\alpha} q_s^{\alpha}, \gamma_s^{\alpha} \right) \right] b_s^{\alpha} + \frac{\sqrt{\gamma_s^{\alpha}}}{2} \left[ \mathcal{C} \left( q_s^{\alpha} q_s^{\alpha}, \gamma_s^{\alpha} \right) + \left( \gamma_s^{\alpha} q_s^{\alpha}, \gamma_s^{\alpha} \right) \right] D_r b_s^{\alpha} = \]
\[ = b_s^{\alpha} \sqrt{\alpha \gamma_s^{\alpha}} \left( \mathcal{C} \left( Y_{\alpha s}^{\alpha}, \gamma_s^{\alpha} \right) + \left( Y_{\alpha s}^{\alpha}, \gamma_s^{\alpha} \right) \right) + Z_s^{d,2} \left( \chi_{\alpha s}^{\gamma} q_s^{\alpha} + \chi_{\alpha s}^{\gamma}(q_s^{\alpha}) \right) + \left( \frac{D_r \sqrt{\gamma_s^{\alpha}}}{k} + \frac{D_r b_s^{\alpha}}{b_s^{\alpha}} \right) \mathcal{H}_s^{a \alpha} \]

In the * equality we have defined for a given \( \alpha \in \Omega^k(\Sigma) \) (where \( \overline{\alpha} = \#_\alpha \alpha \)) the map
\[ \chi_{\alpha s}^{\gamma}(\alpha) = \sqrt{\gamma_s^{\alpha}} \left( \langle (D_r \gamma_s^{\alpha}) \alpha, \alpha \rangle \right) = \frac{\sqrt{\gamma_s^{\alpha}}}{2} \left( \langle (D_r \gamma_s^{\alpha}) \alpha, \alpha \rangle \right) \]

Now applying the previous computations together with (A.109) and (A.107) – omitting, for the moment, the subindexes for \( M \) and \( m \) – and taking into account that \( Z_s = Z_s^{X_2 \alpha \beta} + \tau_s, \tau_s^T \) we have

1. \[ Z_s^{d,2} \mathcal{D}_r \left( \mathcal{C} \left( \mathcal{C} \left( (\epsilon \gamma)_{X_2 \alpha \beta} ; (\epsilon \gamma)_{X_2 \alpha \beta} \right) \right) \right) = \]
\[ = Z_s^{d,2} \mathcal{D}_r \left( \mathcal{C} \left( \mathcal{C} \left( (\epsilon \gamma)_{X_2 \alpha \beta} ; (\epsilon \gamma)_{X_2 \alpha \beta} \right) \right) \right) = \]
\[ = (Z^+ m^b - Z^+ (M_t)_{X_2 \alpha \beta}^{b \alpha}) b_\alpha + \mathcal{C} \left( \mathcal{C} \left( (\epsilon \gamma)_{X_2 \alpha \beta} ; (\epsilon \gamma)_{X_2 \alpha \beta} \right) \right) = \]
\[ + \mathcal{C} \left( \mathcal{C} \left( (\epsilon \gamma)_{X_2 \alpha \beta} ; (\epsilon \gamma)_{X_2 \alpha \beta} \right) \right) = \]
\[ = Z^+ \left( \frac{1}{\sqrt{\gamma_s^{\alpha}}} (\epsilon \gamma)_{X_2 \alpha \beta} + \mathcal{C} \left( \mathcal{C} \left( (\epsilon \gamma)_{X_2 \alpha \beta} ; (\epsilon \gamma)_{X_2 \alpha \beta} \right) \right) = \]
\[ = \mathcal{C} \left( \mathcal{C} \left( (\epsilon \gamma)_{X_2 \alpha \beta} ; (\epsilon \gamma)_{X_2 \alpha \beta} \right) \right) = \]
\[ = Z^+ \left( \frac{1}{\sqrt{\gamma_s^{\alpha}}} (\epsilon \gamma)_{X_2 \alpha \beta} = \mathcal{C} \left( \mathcal{C} \left( (\epsilon \gamma)_{X_2 \alpha \beta} ; (\epsilon \gamma)_{X_2 \alpha \beta} \right) \right) = \]
\[ = \mathcal{C} \left( \mathcal{C} \left( (\epsilon \gamma)_{X_2 \alpha \beta} ; (\epsilon \gamma)_{X_2 \alpha \beta} \right) \right) = \]

where in the * equality we have used that \( Z^+ |\mathcal{P} | = Z^+ \). Notice that in the last expression if \( b \) vanishes, then its variation and \( \mathcal{H}_s^{a \alpha} \) also vanish and, therefore, \( C_s^{a \alpha} (Z_s) = 0 \). Now we proceed to
plug these expressions into (4.9) taking into account that \((\alpha, \vec{v}) = \langle \alpha, \vec{z} \rangle \).

\[
\omega_{(q, X, \rho)} \left( (Y_{\alpha}, Y_{\beta}, Y_{\gamma}), (Z_{\alpha}, Z_{\beta}, Z_{\gamma}) \right) =
\]

\[
= \int_{\Sigma} \left[ (Y_{\alpha}, Z_{\alpha}) + D_{\nu}(\epsilon H_{\alpha} n + \epsilon H_{\beta} n Z_{\alpha}^0) \right] v_{\Omega} + \int_{\partial \Sigma} D_{\nu}(\epsilon H_{\alpha} n + \epsilon H_{\beta} n Z_{\alpha}^0) v_{\partial \Omega} = \epsilon \sqrt{\gamma} \left( \langle dY_{\alpha}, Z_{\gamma}^0 \rangle + \langle \epsilon Z_{\gamma}^0, dY_{\gamma} \rangle \right)
\]

\[
+ \int_{\partial \Sigma} \frac{\sqrt{\gamma}}{\sqrt{\nu}} \left[ \left( C_{\alpha}^0(Z) + C_{\alpha}^0(Z) \right) \right] v_{\partial \Omega} + \epsilon \sqrt{\gamma} \left( \langle \epsilon Z_{\gamma}^0, dY_{\gamma} \rangle \right)
\]

\[
= \int_{\Sigma} \left[ C_{\alpha}(Z) + \epsilon (Y_{\alpha}, Z_{\gamma}^0) + (Y_{\alpha}, n \wedge Z_{\gamma}^0) \right] v_{\Omega} + \int_{\partial \Sigma} \left( C_{\alpha}^0(Z) + C_{\alpha}^0(Z) \right) v_{\partial \Omega} + \epsilon \sqrt{\gamma} \left( \langle \epsilon Z_{\gamma}^0, dY_{\gamma} \rangle \right)
\]

\[
= \int_{\Sigma} \left[ C_{\alpha}(Z) + \epsilon (Y_{\alpha}, Z_{\gamma}^0) + (Y_{\alpha}, n \wedge Z_{\gamma}^0) \right] v_{\Omega} + \int_{\partial \Sigma} \left( C_{\alpha}^0(Z) + C_{\alpha}^0(Z) \right) v_{\partial \Omega} + \epsilon \sqrt{\gamma} \left( \langle \epsilon Z_{\gamma}^0, dY_{\gamma} \rangle \right)
\]
IV. Some boring computations

\[ + \int_{\partial \Sigma} \left[ \frac{C^0(Z)}{\sqrt{\gamma^0}} + \frac{C^\alpha_\beta(Z)}{\sqrt{\gamma^0}} + \frac{\varepsilon Z^+}{|\partial^+|} \left( j^0_\alpha (L^0 g_\perp - t_{\alpha\gamma} q), j^0_\beta (\frac{t_{\gamma\delta}}{\sqrt{\gamma}}) + b^\gamma (g_\perp) \right) - \right] \]

\[ \frac{\varepsilon Z^+}{|\partial^+|} \left( j^0_\alpha (L^0 g_\perp + Y^+ \frac{p}{\sqrt{\gamma}} + \varepsilon d(Y^+ g_\perp)), j^0_\beta (t_{\gamma\delta} q) + \nu_\gamma b^\gamma q_\perp \right) \right) \text{vol}_{\partial \Sigma} = (Y \leftrightarrow Z) \]

In the * equality, the Lie derivative of \( p \) appears using the definitions of the wedge (A.16) and the codifferential (A.75) together with the Leibniz rule for the covariant derivative and properties (A.51) and (A.52). Besides we have used that \( 0 = \nu_\alpha Z^\alpha = \varepsilon \nu_\gamma Z^\gamma + \nu_\gamma z^\gamma \). Meanwhile, on the † equality we have added and subtracted terms anticipating the right answer. Now it is a very long (and quite uninteresting) computation to prove that the last three lines vanish which leads to the final result (4.10).

General relativity

**Lemma A.145**

The variation of the scalar curvature \( R \) in the direction \( h \in T_g \text{Met}(M) \) is given by

\[ D_{(\alpha,\beta)} R(g) = -h^{ab} \text{Ric}(g)_{ab} + \nabla^d \left( \nabla^b h_{bd} - \nabla^d \text{Tr} h \right) \]

**Proof.**

Let us first compute the variation of the Ricci curvature at \( p \in M \) using a local Lorentz frame \( \{x_k\} \) (in particular, \( \Gamma(p) = 0 \)).

\[ D_{(\alpha,\beta)} \text{Ric}(g)_{ab} = \frac{\partial}{\partial x^c} \left( \frac{1}{2} \nabla^b h^c_{bd} - \nabla^c h_{ab} \right) \]

Thus the variation of the scalar curvature is given by

\[ D_{(\alpha,\beta)} R(g) = D_{(\alpha,\beta)} \left( g^{ab} \text{Ric}(g)_{ab} \right) = \text{Ric}(g)_{ab} D_{(\alpha,\beta)} g^{ab} + g^{ab} D_{(\alpha,\beta)} \text{Ric}(g)_{ab} \]

**Lemma A.146**

Given the Hamiltonian (7.12) its differential is given by

\[ d_{(N,\gamma,\pi;\gamma)} H(Z, Z_\perp, Z, Z) = \int_{\Sigma} \text{vol}_{\Sigma} \left\{ Z_a \delta H_a + Z_\perp H_\perp + (Z)^{ab} \left[ (\mathcal{L}_a \gamma)^{ab} + 2N K_{ab} \right] - \right. \]

\[ \left. - (Z)^{ab} \left[ (\mathcal{L}_a \pi)^{ab} - N^{ab} + \sqrt{\gamma} \left( \nabla^a \nabla^b - \gamma^{ab} \nabla^d \nabla^d \right) N \right] \right\} \]

where \( H \) and \( H_\perp \) are defined in (7.13) and (7.14).
Proof.
First notice that $\nabla_c\pi^{eb}$ depends on $\pi$ but also on the metric through the covariant derivative and also through $\pi$ because it is a (0,2)-density tensor field. We will now work for a moment in coordinates to express the covariant derivative, given by equation (A.46) with weight $w = -1$, as

$$\nabla_c\pi^{eb} = \partial_c\pi^{eb} + \Gamma^c_{cd}\pi^{db} + \Gamma^b_{cd}\pi^{cd} - \Gamma^d_{dc}\pi^{eb}$$

Notice that $\partial_c$ does not depend on the metric and, by definition $D\pi = Y_e$. Therefore we have

$$D(\nabla_c\pi^{eb}) = D(\partial_c\pi^{eb} + \Gamma^c_{cd}\pi^{db} + \Gamma^b_{cd}\pi^{cd} - \Gamma^d_{dc}\pi^{eb}) =$$

$$= \partial_cY^{eb} + \Gamma^c_{cd}Y^{db} + \Gamma^b_{cd}Y^{cd} - \Gamma^d_{de}Y^{eb} + (D\Gamma)^e_{cd}\pi^{db} + (D\Gamma)^b_{cd}\pi^{cd} - (D\Gamma)^b_{de}\pi^{eb}$$

(A.46)

$$= \nabla_cY^{eb} + \frac{\gamma^{be}}{2} \left( \nabla_c(Y_e)_{de} + \nabla_d(Y_e)_{ce} - \nabla_c(Y_e)_{cd} \right) \pi^{cd}$$

(A.115)

which is valid for any coordinate system (globally). Thus

$$(DH)_a = -2D(\gamma_{ab}\nabla_c\pi^{eb}) = -2(\partial_{ab}\nabla_c\pi^{eb} - 2\partial_{ab}D(\nabla_c\pi^{eb})) =$$

$$= -2Y_{ab}\nabla_c\pi^{eb} - 2\partial_{ab}\nabla_c\pi^{eb} - 2\partial_{ab}\gamma^{eb} \left( \nabla_c(Y_e)_{de} + \nabla_d(Y_e)_{ce} - \nabla_c(Y_e)_{cd} \right) \pi^{cd} =$$

$$= -2(\gamma_{ab}\nabla_c\pi^{eb} - 2\partial_{ab}\nabla_c\pi^{eb}) - 2\partial_{ab}\gamma^{eb} \left( \nabla_c(Y_e)_{de} + \nabla_d(Y_e)_{ce} - \nabla_c(Y_e)_{cd} \right) \pi^{cd} =$$

$$= -2\nabla_c \left[ (Y_e)_{ab}\pi^{cd} \right] - 2\partial_{ab}\nabla_c(Y_e)_{de} - 2\partial_{ab}\nabla_c(Y_e)_{ce} - 2\partial_{ab}\nabla_c(Y_e)_{cd}$$

On the other hand we have

$$DH_\perp = D \left( \frac{\epsilon}{\sqrt{\gamma}} \pi^{ab}\pi^{cd} \left[ \gamma_{ac}\gamma_{bd} - \frac{1}{n-1} \gamma_{ab}\gamma_{cd} \right] - \sqrt{\gamma} (R^{(3)}_{\gamma} - 2\Lambda) \right) =$$

$$= \frac{\epsilon D\sqrt{\gamma}}{\sqrt{\gamma\sqrt{\gamma}}} \pi^{ab}\pi^{cd} \left[ \gamma_{ac}\gamma_{bd} - \frac{1}{n-1} \gamma_{ab}\gamma_{cd} \right] - \sqrt{\gamma} (R^{(3)}_{\gamma} - 2\Lambda)$$

(A.114)

$$- \frac{\epsilon}{\sqrt{\gamma}} \pi^{ab}\pi^{cd} \left[ 2(\partial_{ac}\gamma_{bd}) - 2(\partial_{ac}\gamma_{bd}) \right] = - \frac{\epsilon}{\sqrt{\gamma}} \pi^{ab}\pi^{cd} \left[ 2(\partial_{ac}\gamma_{bd}) - 2(\partial_{ac}\gamma_{bd}) \right]$$

(A.145)

$$= \frac{Tr(Y_e)}{2} \pi^{ab} - 2(\gamma^{ab}) \frac{\epsilon}{\sqrt{\gamma}} \pi^{ab} \left[ \gamma_{ac}\gamma_{bd} - \frac{1}{n-1} \gamma_{ab}\gamma_{cd} \right] - \sqrt{\gamma} [ -Y^{ac}\text{Ric}(\gamma)_{ac} + \nabla^d (\nabla^b(Y_e)_{bd} - \nabla_d(Y_e)^{a}) ]$$

(7.10)

$$= \frac{Tr(Y_e)}{2} \pi^{ab} - 2(\gamma^{ab}) \frac{\epsilon}{\sqrt{\gamma}} \pi^{ab} \left[ \gamma_{ac}\gamma_{bd} - \frac{1}{n-1} \gamma_{ab}\gamma_{cd} \right] - \sqrt{\gamma} [ -Y^{ac}\text{Ric}(\gamma)_{ac} + \nabla^d (\nabla^b(Y_e)_{bd} - \nabla_d(Y_e)^{a}) ]$$

where we have defined

$$\beta^{ac} = 2\pi^{ab}K^{c}_{b} + \sqrt{\gamma} \text{Ric}(\gamma)_{ac} - \frac{\gamma^{ac}}{2} \left[ \pi^{bd}K_{bd} + \sqrt{\gamma} (R^{(3)}_{\gamma} - 2\Lambda) \right] =$$

$$= 2\pi^{ab}K^{c}_{b} + \sqrt{\gamma} \left[ \text{Ric}(\gamma)_{ac} - \gamma^{ac} (R^{(3)}_{\gamma} - 2\Lambda) \right] - \frac{\gamma^{ac}}{2} \mathcal{H}$$
IV. Some boring computations

\[ = \sqrt{\mathcal{R}^{ab} + 2\pi^{ab} K^{c}_{b} - \gamma^{acb} K_{bd} + \frac{\gamma^{ac}}{2} H_{\perp}} = \]

\[ = \sqrt{\mathcal{R}^{ac} - \frac{2\varepsilon}{\sqrt{\gamma}} \left( \frac{\pi^{ac}}{n-1} \right) + \frac{\varepsilon}{\sqrt{\gamma}} \left( \frac{\pi_{bd}^{ab}}{n-1} \pi^{ac} \right)} + \frac{\gamma^{ac}}{2} H_{\perp} \]

So finally we have

\[ d_{\mathcal{N}, N, \gamma, \pi} H \left( Z_{N}, Z_{N_{\perp}}, Z_{\pi}, Z_{\pi_{\perp}} \right) = \int_{\Sigma} \text{vol} \left[ (D_{2} N)^{\alpha} H_{\alpha} + N^{\alpha} (D_{2} H)_{\alpha} + (D_{2} N) H_{\perp} + N (D_{2} H_{\perp}) \right] = \]

\[ = \int_{\Sigma} \text{vol} \left\{ Z_{N}^{\alpha} H_{\alpha} - N^{\alpha} \left( 2 \nabla_{\alpha} (Z_{\pi})^{\alpha} + 2 \nabla_{\alpha} (Z_{\pi_{\perp}})^{\alpha} - \pi^{cd} \nabla_{a} (Z_{\pi})_{cd} \right) + Z_{N} H_{\perp} + N \left( 2 (Z_{\pi})^{ac} K_{ab} + (Z_{\pi})_{ac} \gamma^{ac} - \sqrt{\gamma} \nabla^{d} \left( \nabla^{b} (Z_{\pi})_{bd} - \nabla_{d} (Z_{\pi})^{a} \right) \right) \right\} = \]

\[ = \int_{\Sigma} \text{vol} \left\{ Z_{N}^{\alpha} H_{\alpha} + Z_{N} H_{\perp} + (Z_{\pi})^{ab} \left( \mathcal{L}_{\pi} H \right)_{ab} + 2 N K_{ab} - (Z_{\pi})_{ab} \left( \mathcal{L}_{\pi} \gamma \right)_{ab} - \sqrt{\gamma} \left( \nabla^{a} \nabla^{b} - \gamma^{ab} \nabla^{d} \nabla^{d} \right) N \right\} = \]

\[ \text{Lemma A.147}

Assuming the dynamic equations \( (7.17) \) the variation of

\[ K_{ab} = -\frac{\varepsilon}{\sqrt{\gamma}} \left[ \pi_{ab} - \frac{\pi}{n-1} \gamma_{ab} \right] \]

is given by

\[ Y_{a}^{ab} = (\mathcal{L}_{\pi} K)^{ab} - \varepsilon \nabla_{a} \nabla_{b} N + N \left( \varepsilon R_{ab} - K K_{a} + 2 K_{ac} K_{bd} - \frac{\varepsilon \gamma_{ab}}{n-1} \left[ 2 \Lambda - \frac{H_{\perp}}{2\sqrt{\gamma}} \right] \right) \]

\[ \text{Proof.} \]

For this computation we consider the operator \( D - \mathcal{L}_{\pi} \) and take advantage of the fact that the Lie derivative is a variation with respect to the embedding with zero lapse.

\[ (Y_{a})_{ab} - (\mathcal{L}_{\pi} K)_{ab} \]

\[ = \left( D - \mathcal{L}_{\pi} \right) \left( -\frac{\varepsilon}{\sqrt{\gamma}} \left[ \pi_{ab} - \frac{\pi}{n-1} \gamma_{ab} \right] \right) \]

\[ = -\varepsilon \frac{(D - \mathcal{L}_{\pi})}{\sqrt{\gamma}} \left[ \pi_{ab} - \frac{\pi}{n-1} \gamma_{ab} \right] - \frac{\varepsilon}{\sqrt{\gamma}} \left[ \pi_{b}^{c} (D - \mathcal{L}_{\pi}) \gamma_{ac} + \pi_{a}^{d} (D - \mathcal{L}_{\pi}) \gamma_{bd} \right] - \left( D - \mathcal{L}_{\pi} \right) \gamma_{ab} \]

\[ - \frac{\gamma_{ab}}{n-1} \left[ \pi_{ab} - \frac{\pi}{n-1} \gamma_{ab} \right] + \left( \gamma_{ac} \gamma_{bd} - \gamma_{ac} \gamma_{cd} \right) \right] (D - \mathcal{L}_{\pi}) \pi_{cd} \]

\[ \left( D - \mathcal{L}_{\pi} \right) \pi_{cd} \]
\begin{align*}
& \frac{-\text{Tr}(2NK)}{2}K_{ab} - \frac{\varepsilon}{\sqrt{\gamma}} \left[ \pi^d_b 2NK_{ac} + \pi^d_a 2NK_{bd} - \frac{2NK_{ab}}{n-1} n - \frac{2NK_{cd}}{n-1} n^c + \gamma_{ab} \right] + \\
& + \left( \gamma_{ac} \gamma_{bd} - \frac{\gamma_{ab} \gamma_{cd}}{n-1} \right) \left(-N\beta^{cd} + \sqrt{\gamma} \left( \nabla^c \nabla^d - \gamma^{cd} \nabla^c \nabla^d \right) N \right) \tag{7.10}
\end{align*}

\begin{align*}
& \frac{-\text{Tr}(2NK)}{2}K_{ab} + 2N \left[ K_{ac} K^d_{bd} + (K^d_{ab} - \gamma^{cd} K) K_{bd} - \frac{K_{cd}}{n-1} (K^{cd} - \gamma^{cd} K) \right] - \\
& - \frac{\varepsilon}{\sqrt{\gamma}} \left(-N\beta + \sqrt{\gamma} \left( \nabla^a \nabla_b - \gamma_{ab} \nabla^c \nabla^d \right) N - \frac{N\beta + \sqrt{\gamma} \left( \nabla^a \nabla_b - n \nabla^c \nabla^d \right) N}{n-1} \right) = \\
& = -\varepsilon \nabla_a \nabla_b N + N \left[-3K_{ab} + 2K_{ac} K^d_{bd} + K^d_{ab} - \frac{2\varepsilon\gamma_{ab}}{n-1} (K_{cd} K^{cd} - K^2) \right] + \\
& + \frac{\varepsilon N}{n-1} \left( \beta_{ab} - \frac{\beta}{n-1} \right) \tag{7.14}
\end{align*}

In the \( \ast \) equality we have used the definition of \( \beta \) (see proof of lemma A.146) to obtain

\begin{align*}
\frac{\beta_{ab}}{\sqrt{\gamma}} - \frac{\gamma_{ab} \beta}{n-1} &= R_{ab} + \frac{\varepsilon (K_{cd} K^{cd} - K^2) \gamma_{ab} - 2\varepsilon (K_{cd} K^d - K_{ab}) + \frac{\mathcal{H}_c}{2\sqrt{\gamma}} \gamma_{ab} - }{n-1} \\
& = \frac{\varepsilon R_{ab}}{n-1} \left[ R + \varepsilon (K_{cd} K^{cd} - K^2) n - 2\varepsilon (K_{cd} K^{cd} - K^2) + \frac{\mathcal{H}_c}{2\sqrt{\gamma}} n \right] = \\
& = R_{ab} - 2\varepsilon (K_{cd} K^{cd} - K_{ab}) + \frac{\gamma_{ab}}{n-1} \left[ -\frac{\mathcal{H}_c}{2\sqrt{\gamma}} + \varepsilon (K_{cd} K^{cd} - K^2) - R \right] \tag{7.14}
\end{align*}

\textbf{Lemma A.148} \\
Let \( \mathcal{H}_c \) and \( \mathcal{H}_a \) be defined by (7.13)-(7.14), then the variations with respect to the dynamics (7.17) are given by

\begin{align*}
(D\mathcal{H}_a) &= (\mathcal{L}_\mathcal{A}) \mathcal{H}_a + \mathcal{H}_a \nabla_a N \tag{7.15} \\
(D\mathcal{H}_a) &= \varepsilon N \nabla^a \mathcal{H}_a + 2\varepsilon \mathcal{H}_a \nabla^a N
\end{align*}

\textbf{Proof.}

For these computations we consider again the operator \( D - \mathcal{L}_\mathcal{A} \) and use the computations we obtained in the proof of lemma A.146.

\begin{align*}
\frac{2NK_{ab}}{n-1} \nabla_c \left[ \pi^d_b 2NK_{ac} + \pi^d_a 2NK_{bd} - \frac{2NK_{ab}}{n-1} n - \frac{2NK_{cd}}{n-1} n^c + \gamma_{ab} \right] + \\
+ \left( \gamma_{ac} \gamma_{bd} - \frac{\gamma_{ab} \gamma_{cd}}{n-1} \right) \left(-N\beta^{cd} + \sqrt{\gamma} \left( \nabla^c \nabla^d - \gamma^{cd} \nabla^c \nabla^d \right) N \right) \tag{7.17}
\end{align*}
IV. Some boring computations

\[ IV. \text{ Some boring computations} \]

\[ \begin{align*}
2\nabla_c \left[ N \left( \frac{\sqrt{\gamma} R^c_a - K_{bd} \pi^{bd} \rho_c + \frac{\gamma_c}{2} H_+ \right) \right] & - 2\sqrt{\gamma}(\nabla_c \nabla_a \nabla^c - \nabla_a \nabla_c \nabla^c)N + \\
+ \nabla_a \left[ 2N K_{cd} \pi^{cd} \right] - 2N K_{cd} \nabla_a \pi^{cd} & (A.57) \\
= 2\sqrt{\gamma}N \nabla_c R^c_a + 2\sqrt{\gamma} R^c_a \nabla_c N + 0 + H_+ \nabla_a N + N \nabla_a H_+ - 2\sqrt{\gamma} R^c_{ja} \nabla^j N + \\
+ 2\sqrt{\gamma} N K_{cd} \nabla_a (K^{cd} - \gamma^{cd} K) & (A.64) \\
= H_+ \nabla_a N + 2\sqrt{\gamma} R_{ca} \nabla^a N - 2\sqrt{\gamma} R_{ba} \nabla^b N + \sqrt{\gamma} N \nabla_a \left\{ R + \frac{H_+}{\sqrt{\gamma}} + \left[ \epsilon (K_{cd} K^{cd} - K^2) \right] \right\} & (7.14) \\
= H_+ \nabla_a N + 0 + \sqrt{\gamma} N 2 \nabla_a \lambda & = \\
= H_+ \nabla_a N & = \end{align*} \]

where in the \( \ast \) equality we have used that the covariant derivatives commute over functions and that \( \beta \) can be rewritten, using (7.10), as

\[ \beta^{ac} = \sqrt{\gamma} R^{ac} + 2\pi^{ac} K^{bd} - K_{bd} \pi^{bd} \epsilon + \frac{\gamma^{ac}}{2} H_+ \]

Analogously for \( H_\perp \) we have

\[ \begin{align*}
(D - L_{\gamma}) H_\perp &= 2K_{ab} (D - L_{\gamma}) \pi^{ab} + \beta^{ab} (D - L_{\gamma}) \gamma_{ab} - \sqrt{\gamma} \left( \nabla^a \nabla^b - \gamma^{ab} \nabla^d \nabla_d \right) (D - L_{\gamma}) \gamma_{ab} & (7.17) \\
= 2K_{ab} \left[ - N \beta^{ab} + \sqrt{\gamma} \left( \nabla^a \nabla^b - \gamma^{ab} \nabla^d \nabla_d \right) \right] + \beta^{ab} 2N K_{ab} - \sqrt{\gamma} \left( \nabla^a \nabla^b - \gamma^{ab} \nabla^d \nabla_d \right) [2N K_{ab}] & = \\
= 2\sqrt{\gamma} K_{ab} (\nabla^a \nabla^b - \gamma^{ab} \nabla^d \nabla_d) - 2\sqrt{\gamma} N \left( \nabla^a \nabla^b - \gamma^{ab} \nabla^d \nabla_d \right) K_{ab} - \\
- 2\sqrt{\gamma} K_{ab} (\nabla^a \nabla^b - \gamma^{ab} \nabla^d \nabla_d) & = \\
= -4\sqrt{\gamma} N \nabla^a (\nabla^b K_{ab} - \nabla_a K) - 4\sqrt{\gamma} N \nabla^a (\nabla^b K_{ab} - \nabla_a K) & (7.13) \\
= \epsilon N \nabla^a H_a + 2\epsilon H_a \nabla^a N & (7.10) \end{align*} \]

\[ \square \]

Lemma A.149

Let \( H_\perp \) \( H_a \) and \( H_\perp \) be defined by (7.26)-(7.28), then the variations with respect to the dynamics (7.29) are given by

\[ \begin{align*}
(D \delta H)_a &= (H_\perp + 2\lambda \sqrt{\gamma}) \nabla_a N + H_\perp \nabla_a \lambda + 2\epsilon \nabla_a \lambda \\
D \left[ H_\perp + 2\lambda \sqrt{\gamma} \right] &= L_{\gamma} \left[ H_\perp + 2\lambda \sqrt{\gamma} \right] + \epsilon N \nabla^a H_a + 2\epsilon H_a \nabla^a N + 2\sqrt{\gamma} \left( Y_a - L_{\gamma} \lambda \right) \\
D \delta H &= L_{\gamma} \delta H + 2\sqrt{\gamma} \left[ Y_a - L_{\gamma} N + \frac{\epsilon \pi}{(n - 1) \sqrt{\gamma}} N^2 \right] \end{align*} \]

Proof.

To prove this lemma we only have to adapt the proof of lemma A.148 taking into account that \( \beta_{ma} = \beta + \lambda \sqrt{\gamma} \gamma \) in the solution of \( Y \).

\[ \begin{align*}
\left[ (D - L_{\gamma}) \delta H \right]_a & \equiv (H_\perp + 2\lambda \sqrt{\gamma}) \nabla_a N + 2N \sqrt{\gamma} \nabla_c \lambda & (7.28) \\
= (H_\perp + 2\lambda \sqrt{\gamma}) \nabla_a N + (H_\perp + 2\epsilon) \nabla_a \lambda & = \\
= (H_\perp + 2\lambda \sqrt{\gamma}) \nabla_a N + H_\perp \nabla_a \lambda + 2\epsilon \nabla_a \lambda & (A.146) \\
\end{align*} \]

From the proof of (A.146) we have that

\[ \begin{align*}
D \delta H &= 2(Y_a)^{ab} K_{ab} + (Y_a)_{ac} \beta^{ac} - \sqrt{\gamma} \nabla^d \left( \nabla^b (Y_a)_{bd} - \nabla_d (Y_a)^{a} \right) \end{align*} \]
Now we can follow the proof of lemma A.148 but taking into account that when we plug the equation for $Y_\gamma$ a $\beta_{\text{uni}}$ will appear.

\[
(D - \mathcal{L}_\gamma)\left[H_\lambda + 2\lambda \sqrt{\gamma}\right] = \varepsilon N \nabla^a H_a + 2\varepsilon H_a \nabla^a N - 2K_{ab} N \sqrt{\gamma} \gamma^{ab} + 2\sqrt{\gamma} (D - \mathcal{L}_\gamma) \lambda + 2\lambda (D - \mathcal{L}_\gamma) \sqrt{\gamma} = \varepsilon N \nabla^a H_a + 2\varepsilon H_a \nabla^a N - 2N \sqrt{\gamma} K + 2\sqrt{\gamma} \left(Y_\lambda - \mathcal{L}_\gamma \lambda\right) + 2\lambda \frac{\varepsilon N \pi}{n - 1} = \varepsilon N \nabla^a H_a + 2\varepsilon H_a \nabla^a N + 2\sqrt{\gamma} \left(Y_\lambda - \mathcal{L}_\gamma \lambda\right)
\]

Finally we compute the variation of $H_\lambda$.

\[
(D - \mathcal{L}_\gamma) H_\lambda = 2(D - \mathcal{L}_\gamma) \left(N \sqrt{\gamma} - \varepsilon\right) = 2\sqrt{\gamma} (D - \mathcal{L}_\gamma) N + N (D - \mathcal{L}_\gamma) \sqrt{\gamma} = 2\sqrt{\gamma} (Y_N - \mathcal{L}_\gamma N) + N \frac{\varepsilon N \pi}{n - 1} = 2\sqrt{\gamma} \left[Y_N - \mathcal{L}_\gamma N + \frac{\varepsilon \pi}{(n - 1) \sqrt{\gamma}} N^2\right]
\]
It’s a trap!
— Admiral Ackbar, *Return of the Jedi*
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These aren’t the droids you’re looking for.

— Obi-Wan Kenobi, A New Hope
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Remember...the Force will be with you, always.

— Obi-Wan Kenobi, *A New Hope*
