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Abstract
This paper presents an end-to-end 3D convolutional network named attention-based multi-modal fusion network (AMFNet) for the semantic scene completion (SSC) task of inferring the occupancy and semantic labels of a volumetric 3D scene from single-view RGB-D images. Compared with previous methods which use only the semantic features extracted from RGB-D images, the proposed AMFNet learns to perform effective 3D scene completion and semantic segmentation simultaneously via leveraging the experience of inferring 2D semantic segmentation from RGB-D images as well as the reliable depth cues in spatial dimension. It is achieved by employing a multi-modal fusion architecture boosted from 2D semantic segmentation and a 3D semantic completion network empowered by residual attention blocks. We validate our method on both the synthetic SUNCG-RGBD dataset and the real NYUv2 dataset and the results show that our method respectively achieves the gains of 2.5% and 2.6% on the synthetic SUNCG-RGBD dataset and the real NYUv2 dataset against the state-of-the-art method.

Introduction
Understanding and reconstructing a 3D scene from partial observations is a very important technique which has received increasing research attention in recent years due to its commercial potential in a large variety of robotics and vision tasks such as robotic navigation (Gupta, Arbelaez, and Malik 2013), autonomous driving (Laugier et al. 2011), and scene reconstruction (Hays and Efros 2007; Han et al. 2019). Given a single depth image or RGB-D images of a 3D scene, many papers (Gupta, Arbelaez, and Malik 2013; Ren, Bo, and Fox 2012; Firman et al. 2016) have been proposed to complete or segment the 3D scene with neural networks. More recently, a set of methods (Song et al. 2017; Liu et al. 2018; Guo and Tong 2018; Zhang et al. 2018; Li et al. 2019b) have been developed to automatically predict the semantic labels, together with completing the 3D geometry, of the objects in a 3D scene from a single view of the scene using convolutional neural networks.

This line of literature focusing on the task of semantic scene completion (SSC) was initiated by those methods (Song et al. 2017; Zhang et al. 2018) which take as input only the depth information. Several later works (Liu et al. 2018; Li et al. 2019b; Guedes, de Campos, and Hilton 2018) argue that the RGB color information, which is often captured together with the depth information by an RGB-D sensor, could be used to improve the performance of the networks which take only the depth information. The experimental results from these works reveal that the RGB color channels provide complementary information to the depth information and higher accuracy of SSC can be achieved by using the fused information.

In this work, we propose a novel approach for the task of semantic scene completion, which makes use of not only the information of RGB color channels and depth but also the experience of deep network learning 2D semantic segmentation. Specifically, we train a model that leverages 2D semantic segmentation information to guide both 3D completion and semantic labeling (semantic segmentation) in the SSC task. Some prior works (Chen et al. 2018; Yang et al. 2018; Li et al. 2019a; Xiong et al. 2019) show that 2D segmen-
tion is more accurate than the 3D SSC task. Our model is based on the assumption that the image features which are reliable for 2D semantic segmentation should also be reliable for semantic scene completion. With this assumption, we propose a novel two-branch multi-modal fusion network where the 3D segmentation information, which is boosted from 2D segmentation, could guide both 3D completion and semantic labeling feasibly. Moreover, due to the inherent sparsity of 3D data (most voxels in a 3D scene are empty), we believe that some features (e.g., color and texture) associated with the empty voxels are valueless. Therefore, we propose a residual attention block (RAB) based 3D network to make full use of reliable depth cues in the spatial dimension for semantic scene completion.

The proposed network contains three sequential modules: a 2D segmentation module which extracts 2D image features and produces 2D semantic labels, a 2D-3D projection layer which generates a 3D semantic feature volume from the output of the 2D segmentation module, and an attention-driven two-branch 3D volume network (named 3D volume network) which infers a complete 3D volume with semantic labeling feasibly. Moreover, due to the inherent sparsity of 3D data (most voxels in a 3D scene are empty), the output of the 2D segmentation module, and an attention-driven two-branch 3D volume network (named 3D volume network) which infers a complete 3D volume with semantic labels from the initial 3D scene.

We validate our approach on both the synthetic SUNCG-RGBD dataset (Liu et al. 2018) and the real NYUv2 dataset (Silberman et al. 2012), and the results show that our method achieves a gain of 2.5% on the SUNCG-RGBD dataset and a gain of 2.6% on the NYUv2 dataset against the state-of-the-art method (Li et al. 2019b). Our analytical study also observes that directly boosting the AMFNet from the 2D segmentation ground truth of the input RGB-D images (also see Figure 1(f)) can achieve a gain of 3.8% on the synthetic SUNCG-RGBD dataset and a gain of 4.3% on the real NYUv2 dataset against the state-of-the-art method (Li et al. 2019b).

Our main contributions can be summarized as follows:

- A multi-modal fusion network boosted from 2D semantic segmentation is proposed for semantic scene completion. Compared to previous works (Song et al. 2017; Liu et al. 2018; Li et al. 2019b), the major advantage of this network is that 2D semantic segmentation is used to guide and improve the 3D feature extraction for the

SSC task. We demonstrate this advantage can significantly boost the overall performance of the task of SSC by improving both scene completion and segmentation.

- A residual attention block (RAB) based network is proposed for scene semantic completion. Our experiments show that the proposed RAB is particularly effective for some particular objects in a 3D scene.

- The proposed end-to-end framework achieves state-of-the-art performance on two large-scale datasets, i.e., the NYUv2 (Silberman et al. 2012) and the SUNCG-RGBD (Liu et al. 2018) datasets.

**Related Works**

**Semantic Scene Completion** The pioneering work for the task of semantic scene completion was proposed by Song et al. in (Song et al. 2017). Although this method achieves good performance in terms of performing both scene completion and semantic segmentation simultaneously from a single-view depth image within a task, it requires an extremely time-consuming data pre-processing step of computing the flipped truncated signed distance function (fTSDF) used for eliminating intense gradients and view dependency.

Motivated by the fact that most of the voxels in the 3D volume are empty and useless, Zhang et al. further improved the SSCNet by applying a spatial group convolution (SGC) in EsscNet (Zhang et al. 2018). This method divides the input fTSDF into different groups and then forwards them to a 3D sub-manifold sparse convolutional network (Graham, Engelcke, and van der Maaten 2018). A limitation of the EsscNet is that the input features are empirically divided into several groups, which might lead to performance degradation.

More close to our work, SATNet (Liu et al. 2018) is a model that performs the SSC task from 2D semantic features. This model contains three sequential modules similar to the proposed AMFNet: a 2D network to extract semantic features from RGB-D images, a 2D-3D projection layer, and a 3D network to complete the scene. Generally, the SATNet has a data processing flow (i.e., boosting 3D completion and
segmentation from the 2D-3D projection of the 2D semantic features) similar to the 3D-semantic completion branch (the bottom one in Figure 2) of AMFNet. DDRNet (Li et al. 2019b) is a lightweight deep model with an architecture similar to SATNet, of which the major contribution is a dimensional decomposition residual (DDR) block, which reduces the network parameters dramatically by decomposing the traditional 3D convolution block into consecutive layers channel-wise. The proposed AMFNet follows data processing flow similar to SATNet and DDRNet, but rather than perform 3D scene completion and semantic segmentation in a single branch, AMFNet employs two separated branches for 3D scene completion and semantic segmentation respectively, which enables the 2D semantic segmentation information to be used to explicitly guide the 3D scene completion and semantic segmentation simultaneously.

**Attention Mechanism** A large number of CNN-based methods (Wang et al. 2017; Hu, Shen, and Sun 2018) use the attention mechanism to improve the performance of the classification task. Hu et al. (Hu, Shen, and Sun 2018) employ an attention scheme which infers the importance of multiple channels for image classification. This method achieves significant gains in classification accuracy by making the model focus on meaningful regions of the image and ignores meaningless regions with the attention scheme. Woo et al. (Woo et al. 2018) propose an attention scheme named convolutional bottleneck attention module (CBAM) to estimate channel-wise attention weight and spatial-wise attention weight. Inspired by the great success of the application of attention mechanism in the image classification task and the inherent sparsity of 3D data, we believe that the ability of the attention mechanism, which makes the model focus on important parts, maybe also helpful for the task of SSC. In our network, to inject the attention into the 3D volume network without significant parameter increase, we craft the CBAM attention module onto a computation-efficient residual block to form a novel attention-injected residual block (RAB) and use this RAB for 3D feature extraction.

**Method**

In this section, we first present the structure of the proposed AMFNet and then detail each module.

The proposed AMFNet, as illustrated in Figure 2, mainly contains three sequential modules: a 2D segmentation network, a 2D-3D projection layer, and a two-branch 3D volume network. This network takes single-view RGB-D images as input and outputs occupancy and semantic labels for all voxels in the scene. The whole network can be trained in an end-to-end manner. We next introduce each module in the sequence of the flow of data processing.

**2D Segmentation Network**

The 2D segmentation network extracts 2D geometry features and performs 2D semantic segmentation from the input RGB-D images. Since it is unlikely that a CNN would automatically learn to compute the properties of geocentric pose that emphasize complementary discontinuities in the RGB-D image (e.g., depth, surface normal and height), we first compute a three-channel HHA (Gupta et al. 2014) encoding result from the input depth image. After that, the RGB image and HHA image are fed into two 2D segmentation networks that have the same structure but do not share weights, and their individual outputs are fused together by a convolution layer with a kernel size of 1. In our implementation, the 2D segmentation network has an encoder-decoder structure where the encoder uses ResNet-101 (He et al. 2016), and the decoder contains a series of up-sampling convolutions and an atrous spatial pyramid pooling (ASPP) module (Chen et al. 2016; 2018) which can extract multi-scale features. The output of the 2D segmentation network is a feature map with 64 channels and a semantic segmentation map.

**2D-3D Projection Layer**

We employ a projection layer similar to those in SATNet (Liu et al. 2018) and DDRNet (Li et al. 2019b) to generate an initial 3D semantic feature volume (can be separated into a 3D semantic volume and a 3D feature volume, as shown in Figure 2). For each input RGB-D image, given the intrinsic and extrinsic camera matrix, a 3D volume can be directly computed from the depth information (see SAT-Net (Liu et al. 2018) for reference). Since each pixel in the RGB-D images correspond to a tensor in the 2D feature map as well as a semantic label in the 2D segmentation map, every feature tensor and semantic label can be projected into the 3D volume at the location with the same depth value. In this way, we obtain a view-independent 3D semantic feature volume and a 3D semantic volume (only visible voxels have semantic labels), as shown in Figure 2. The 2D-3D projection operation can be recognized as reshaping the feature maps during the forward propagation. During back propagation, we only map the gradient of the voxels on the visible surface (discarding the gradient of other voxels) to the 2D pixels and continue the back propagation in the 2D network.
3D Volume Network
The 3D volume network, which takes the output of the 2D-3D projection layer as input, contains two branches: one for 3D guidance information and the other for 3D semantic completion. At the end of the two branches, the outputs of the guidance branch and semantic completion branch are element-wise multiplied and forwarded into a softmax layer to generate a 3D volume with semantic labels.

3D-Guidance Branch The 3D-guidance branch is used to provide the guidance information for the branch of 3D semantic completion, which is boosted from an initial 3D semantic volumetric scene where visible voxels have initial semantic labels. The initial 3D semantic volume is first encoded by a one-hot encoder to achieve an ROI region (3D bounding box) for a specific category from the initial 3D semantic volume. For a dataset containing $N$ different categories, the 3D semantic volume could be encoded by a volume with $N$ channels. Each channel of the volume can be used to represent the ROI region of a specific category. For each channel, the value of the voxels within the bounding box of the corresponding category is set to one, otherwise, it is set to zero. The one-hot encoding introduces spatial boundary constraints into the network for each category, which improves the prediction of 3D semantic volume. (See the experimental analysis for more details.) The encoded volume is then fed into three 3D dense convolution layers and a sigmoid layer to obtain the output features of the 3D-guidance branch. It is worth mentioning that we do not perform the one-hot encoding with instance-level semantic information which may provide more accurate boundary constraints because both datasets in our experiment do not provide instance-level segmentation information.

3D Semantic Completion Branch The 3D-semantic completion branch, which takes the initial 3D feature volume as input, is mainly used to infer the voxel occupancy of the 3D scene. The data processing flow is illustrated in Figure 2. The input 3D features are firstly forwarded to four RAB modules, and the outputs of each block are concatenated and forwarded to a 3D convolution layer with a kernel size of 1 for multi-level feature fusion. After that, the fused feature is further forwarded to a 3D ASPP block (i.e., multiple parallel atrous convolutional layers with different dilatation rates, which is a powerful way to handle objects with various sizes) to exploit multi-scale features. The output of the ASPP block is lastly forwarded to four cascaded 3D convolution layers to generate high-level features for the fusion with the 3D-Guidance branch. In this branch, the attention focusing on reliable depth cues in the spatial dimension are mainly captured by the RAB modules. Our experiments in the next section will show the attention scheme contributes much to the overall performance (3% gains on average on both the synthetic SUNCG-RGBD and the real NYUv2 dataset on the metric of semantic scene completion). We next detail the RAB block.

As shown in Figure 3, our RAB block consists of two sequential blocks: a DDR block and an attention block. Moreover, a shortcut connection is used to achieve the effect of the residual block (He et al. 2016). Our RAB can be functionally formulated as:

$$y = A(D(x)) + x$$  

where x is input, y is output, and D and A denote the DDR block and attention block, respectively. Instead of the 3D-ResNet blocks, we utilize the DDR block proposed in (Li et al. 2019b), as shown in Figure 3 (b), to reduce the model parameters. The DDR block decomposes a 3D convolution with a kernel size of $3 \times 3 \times 3$ into three consecutive layers with kernel sizes of $1 \times 1 \times 3$, $1 \times 3 \times 1$ and $3 \times 1 \times 1$ respectively, so that the parameters could be reduced significantly.

The attention block used in RAB is a 3D adaption of the 2D attention block originally proposed in (Woo et al. 2018). It sequentially captures channel-wise attention and spatial-wise attention. The former takes into account the channel importance of the 3D features while the latter infers the spatial importance of the 3D features. Specifically, in our attention block, the 3D features of each channel are firstly aggregated by using average pooling and max pooling to generate two descriptors. Then the aggregated descriptors are forwarded to a multi-layer perceptron (MLP) to extract hidden features. The outputs of the MLP are element-wise added as the channel-wise attention. The generated channel-wise attention is multiplied by the 3D features to generate the channel-refined 3D features. In practice, the MLP has two hidden layers, and we choose 1/8 of the number of input feature channels as the hidden layer size. The spatial-wise attention is achieved via the following steps: the channel-refined 3D features are first aggregated by channel-wise average pooling and max pooling, and then the generated descriptors are forwarded to two convolution layers (the kernel sizes are $5 \times 5 \times 5$ and $1 \times 1 \times 1$, respectively) to generate the spatial-wise attention. In the last stage of RAB, the input 3D features are multiplied by the attention weight to achieve the 3D features with both channel-wise and spatial-wise attention injected.

Implementation Details
We follow (Song et al. 2017) to process the data and compute the 2D-3D projection mapping for each sample in advance following SATNet (Liu et al. 2018). The training procedure consists of two steps. We first pre-train the 2D segmentation network with the supervision of 2D semantic segmentation ground truth, and then train the whole model end-to-end. We use cross-entropy loss and an SGD optimizer with a momentum of 0.9, a weight decay of 5e-4, and a batch size of 1. The learning rate of the 2D segmentation network and 3D scene completion network is 0.001 and 0.01, respectively.

Experiments
In this section, the proposed method is evaluated and compared with the state-of-the-art methods on two public datasets, i.e., the NYUv2 dataset (Silberman et al. 2012) and the SUNCG-RGBD dataset (Liu et al. 2018).
Datasets and Metrics

Datasets  We evaluate our method on the NYUv2 and the SUNCG-RGBD datasets. The NYUv2 (Silberman et al. 2012) is a real scene dataset, consisting of 1449 indoor scenes. The dataset is divided into 795 training and 654 testing samples, each scene associated with RGB-D images. We obtain the ground truth of the SSC task by following (Song et al. 2017). NYUv2 is a challenging dataset due to the complexity of the indoor scene and the measurement errors in the depth images caused by the Kinect data collection. SUNCG-RGBD, a synthetic dataset proposed by Liu et al. (Liu et al. 2017), consists of 13011 training samples and 499 testing samples.

Metrics  We mainly validate the proposed framework on two tasks, scene completion and semantic scene completion, as previous methods. We use the voxel-level intersection over union (IoU) between ground truth labels and predicted labels as the evaluation metric on both tasks. Specifically, for the task of semantic scene completion, we evaluate the IoU of each category on both the observed and occluded voxels. For the task of scene completion, we treat all non-empty voxels as the same category and evaluate the IoU of the binary predictions on the occluded voxels.

Quantitative Comparison

Comparison on NYUv2 dataset  Table 1 presents the comparison results of both the scene completion and the semantic scene completion on the NYUv2 dataset. Compared with previous methods, our model achieves state-of-the-art performance on the task of semantic scene completion and ranks second on the task of scene completion. Compared to DDRNet (Li et al. 2019b), which also uses RGB-D images as input, our method achieves gains of 2.6% on the task of semantic scene completion. The quantitative result also reveals that the proposed method demonstrates superior performance against previous methods on the categories with small physical size such as chair (a gain of 4.9% is achieved) and the categories with variational depth information such as window (a gain of 5.1% is achieved). We attribute this improvement to the application of the attention block and the guidance branch in the 3D network. The attention block can make the model focus on significant parts. Therefore, the features of small objects can be acquired more effectively and further achieve better semantic scene completion performance. Meanwhile, the guidance branch, which is boosted with the sophisticated 2D segmentation network, can improve the task of 3D semantic scene completion by providing reliable guidance information for the 3D semantic scene completion branch. In the discussion section, we will validate this explanation by ablation study.

Comparison on SUNCG-RGBD dataset  Table 2 presents the performance of our method on the SUNCG-RGBD dataset with comparison to some previous approaches. Compared with these baseline methods, our model achieves the best performance on both the tasks of scene completion and semantic scene completion. Specifically, our method outperforms the previous SSCNet by significant performance margin, which are 9.6% gains on the semantic scene completion task and 13.0% gains on the scene completion task. Compared to another recent
Figure 4: Qualitative results on the NYUv2 dataset. From left to right: RGB image, ground truth of 2D segmentation result, ground truth of SSC task, results generated by SSCNet (Song et al. 2017), SATNet (Liu et al. 2018), our approach, our approach with attention block removed, our approach with 3D-guidance branch removed, and our approach with the result of the 2D semantic segmentation module (see Figure 2) replaced by the ground truth.

model SATNet, our method still has a distinct advantage (2.5% gains on semantic scene completion and 0.6% gains on scene completion). Consistent with the observations on the NYUv2 dataset, our model performs well on those categories like chair and window and respectively achieves gains of 0.9% and 4% against SATNet.

Qualitative Analysis

Figure 4 visualizes the qualitative results of the semantic scene completion task generated by the proposed method and two previous methods, SSCNet and SATNet, on a set of representative samples from the NYUv2 dataset. It can be easily seen that our method has achieved better performance than SSCNet and SATNet. For example, our method produced much better results for objects with relatively large physical size, such as the wall and floor, in terms of segmentation consistency, as shown in row (1) and row (4). Similarly, our method can achieve a clearer 3D shape boundary of small objects, such as chair in row (1) and obj. in row (3). We attribute this to the guidance branch, which can provide the boundary constraints. In row (2), it can be seen from the RGB image of the scene that there is a lamp within the green dashed-line box, but it is regarded as background in the ground truth of both 2D segmentation and 3D semantic scene completion. Our model can reconstruct it well as shown in column (f) (see the red dashed-line box). This indicates that our model is capable of recognizing and reconstructing objects with small physical size in the scene.

Discussion

How useful is the 3D-guidance branch?

To investigate if the 3D-guidance branch can be helpful for the semantic scene completion task, we study the performance of our method without the 3D-guidance branch. Specifically, we remove the 3D-guidance branch in Figure 2 and leave only the 3D-semantic completion branch. In Table 1 and Table 2, we show the quantitative performance of our model without the 3D-guidance branch (denoted as Ours (w/o-Seg)). Its performance on average for 3D semantic scene completion is 45.5% on the SUNCG-RGBD dataset, and 29.9% on the NYUv2 dataset. In contrast, the model with the guidance branch can achieve 1.8% and 3.1% performance improvements against the one with the 3D-guidance branch removed on the two datasets, respectively. Compared to the basic model (denoted as Ours (basic)) where both the attention block and the guidance branch are removed from the proposed architecture, the 3D-guidance branch can respectively improve the performance by 2.1% and 0.7% on the SUNCG-RGBD dataset and the NYUv2 dataset.
Visualization of the output of 3D-guidance branch. (a-b) The RGB-D images. (c) Ground truth of SSC. (d-e) 3D segmentation results of category bed and furn. (visualized from the output of the 3D-guidance branch). The color bar, which quantifies the category probability, is shown on the right as a reference. It can be seen that the output of the 3D-guidance branch does provide reliable guidance information for the task of SSC.

In Figure 5, we visualize the results of the outputs of the 3D-guidance branch. We can see that the 3D-guidance branch can accurately focus on the corresponding 3D regions and provide reliable constraints of object boundaries, which makes the 3D semantic scene completion network able to determine the accurate voxel occupancy. Therefore it benefits both the scene completion and semantic scene completion task. In Figure 4, we visually demonstrate the effect of the 3D-guidance branch. In row (3) and row (5), the model with 3D-guidance branch removed is not able to maintain the integrity of the bed and wall, as shown in column (h). However, with the 3D-guidance branch added, the proposed method can address this problem, as shown in column (f).

How useful are the residual attention blocks?

Previous works have proved that the attention mechanism can greatly help the 2D image classification task. We here investigate if the attention mechanism can benefit the 3D semantic scene completion task. To achieve this purpose, we evaluate the performance of the proposed architecture with the attention block removed (i.e., only the DDR block in Figure 3 (a) remains). In Table 1 and Table 2, we report the performance of our model with attention mechanism removed (denoted as Ours (w/o-Attn)). The average performance of this model is 44.3% on the SUNCG-RGBD dataset and 30.1% on the NYUv2 dataset. Conversely, the model with the attention mechanism added can achieve 3% and 2.9% performance improvements on the two datasets, respectively. Compared with the basic model (denoted as Ours (basic)), the attention block can improve the performance 0.5% and 3.3% on the two datasets, respectively.

We guess this performance improvement is probably because the proposed RAB calculates both spatial-wise and channel-wise weights and is able to make the network focus on meaningful parts instead of empty voxels. Moreover, the attention mechanism in this work can improve the performance of the network on small objects, such as chairs and tables. For example, in row (3) of Figure 4, it can be seen from the RGB image that there is a pile of paper on the cabinet. The proposed method can recognize and reconstruct it while the one with attention block removed cannot complete it completely.

Is it possible to improve AMFNet?

Our proposed AMFNet improves the performance of SSC by mainly leveraging 2D semantic segmentation results to provide guidance information and applying attention mechanisms to enhance the capability of feature extraction. Here we envision potential improvements in two aspects.

(1) In Table 1 and Table 2, we report the performance of the architecture which uses the ground truth of the 2D semantic segmentation as input to the 3D-guidance branch during the inferring stage (denoted as Ours (Seg-GT)). It can be seen that the ground truth segmentation can improve the performance of the proposed model by 1.8% and 1.2% on the SUNCG-RGBD and NYUv2 datasets respectively, which indicates an accessible way to improve our model to enhance the performance of the 2D segmentation network.

(2) In the 3D-guidance branch we perform a one-hot encoding to the semantic segmentation results of the visible voxels in a 3D scene, which may lead to inaccurate object constraints for the scenes where the objects belonging to the same category are spatially separated. In these scene samples, a large range of empty voxels between these objects might be encoded into the corresponding category and lead to inaccurate object boundaries. Therefore, another accessible way to improve our model is to use instance segmentation information for one-hot encoding.

Conclusion

In this paper, we introduce a novel network named AMFNet for the task of semantic scene completion. With the guidance of 2D semantic segmentation and the help of the attention focusing on reliable depth cues in the spatial dimension, AMFNet is capable of improving the completion and segmentation accuracy simultaneously by making full use of the information of the input RGB-D images. The major technique contributions of AMFNet include a two-branch fusion network boosted with 2D semantic segmentation and 3D semantic completion network empowered by residual attention blocks. Experimental results on the SUNCG-RGBD dataset and NYUv2 dataset demonstrate AMFNet achieves state-of-the-art performance. Ablation study and visualization results also show that the two-branch network and the attention-injected network have significant contributions to the proposed method.
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