Determination of the Semion Code Threshold using Neural Decoders
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We compute the error threshold for the semion code, the companion of the Kitaev toric code with the same gauge symmetry group \(\mathbb{Z}_2\). This is the first determination of an error threshold for a non-Pauli stabilizer code and the first use of machine learning methods for a non-CSS quantum error correcting code. Since the application of statistical mechanical mapping methods are highly discouraged for the semion code, we use the near-optimal performance of some neural network decoders: multilayer perceptrons (MLP) and convolutional neural networks (CNN). We find the values \(p_{\text{eff}} = 9.5\%\) for uncorrelated bit-flip and phase-flip noise, and \(p_{\text{eff}} = 10.5\%\) for depolarizing noise. We contrast these values with a similar analysis of the Kitaev toric code on a hexagonal lattice with the same methods. For convolutional neural networks, we use the ResNet architecture, which allows us to implement very deep networks and results in better performance and scalability than the multilayer perceptron approach. We analyze and compare in detail both approaches and provide a clear argument favouring CNN as the best suited numerical method for the semion code.

I. INTRODUCTION

The robustness of quantum memories to external noise and decoherence is a key aspect along the way to fault-tolerant quantum computing. Topological properties of quantum systems have become a resource of great importance to construct better and more robust quantum error correcting codes. The Kitaev toric code is the simplest topological code yielding a quantum memory [1, 2]. It can be regarded as a simple two-dimensional lattice gauge theory with \(\mathbb{Z}_2\) gauge group. In two dimensions, there is another lattice gauge theory with the same gauge group but different topological properties: the double semion model. The double semion model has been thoroughly studied in the search for new topological orders in strongly correlated systems, gapped, non-chiral and based on string-net mechanisms in two dimensions [3–5]. Although the Kitaev and the double semion models share the same gauge group, there are some remarkable differences between both. For instance, braiding two elementary quasiparticle excitations gives a \(\pm 1\) phase in the Kitaev toric code, while in the double semion model yields \(\pm i\) phase factor, showing anyonic statistics.

Recently, an error correcting code based on the double semion model, the semion code, has been presented [6]. This code is topological and follows the stabilizer formalism. However, in contrast to the Kitaev toric code, it is not a CSS code [7–9], since both Pauli \(X\) and \(Z\) operators are present in the plaquette operators, and it is not a Pauli code, since plaquette operators cannot be expressed as a tensor product of Pauli matrices. In order to characterize the performance and efficiency of an error correcting code, the threshold value is one of the most representative quantities quoted [2, 10–12]. The threshold represents the physical error rate below which increasing the distance of the code reduces the logical error rate. This error rate separates two different regimes. For error rates below threshold, larger codes translate into longer memory time and lower logical error rate. Therefore, in this regime, it makes sense to use error correction.

In the case of the Kitaev toric code, when considering Pauli noise, the threshold is determined by mapping the system to a statistical model, the random bond 2d Ising model [2, 10, 11, 13]. The threshold value corresponds in this new system to the phase transition between the ordered and disordered phase. Nevertheless, this mapping is extremely cumbersome in the semion code, because of the complex structure of the plaquette operators. Determining the threshold in the case where Pauli noise affects a non-Pauli code or non-Pauli noise affects a Pauli code, needs a new approach. We address this problem using machine learning and neural networks [14–16].

Machine learning, and in particular neural networks, has been proposed in recent years as a solution for efficiently decoding stabilizer codes [17–30]. Although there are different approaches to the decoding problem using neural networks, one of the most common consists in applying a very simple decoder to the code. Afterwards the neural network tries to predict, given the syndrome measurement, the logical error produced by the simple decoder, so that this can be in turn corrected. This approach has been shown to produce near-optimal results for topological codes [31, 32]. Thus, the pseudo-threshold of these decoders should be very close to the optimal one. This makes neural networks a very suitable way of determining the threshold of a code, and specifically of the semion code.

In this paper, we will use two different types of neural networks to build our decoders. First, a multilayer perceptron (MLP), a very simple feedforward neural network. Then, we will present a certain type of convolutional neural network (CNN) called ResNet [33], allowing the construction of very deep networks. Since CNNs naturally take into account the spatial structure of the code, we will see that they have multiple scalability and performance advantages in comparison to the MLP. The semion code is an ideal testing ground for the application
of CNN methods in order to get the most out of them. The application of CNN is more justified in the case of the semion code than in the Kitaev [1, 2] or color code [34, 35] since it allows us to take into account the complex spatial correlation of the syndrome pattern for Pauli noise. This effect effect is peculiar of the semion code and never studied thus far. The results of the neural network decoders will be benchmarked against the minimal-weight perfect matching (MWPM) decoder [36, 37]. While MWPM obtains very good results for the Kitaev code with independent bit-flip and phase-flip noise, it does not perform so well when plaquette and vertex syndromes are correlated, since it does not take these correlations into account. This is where neural networks will make a big difference.

The article is organized as follows. In Sec. II we present a short review of the semion code and the noise model considered. In Sec. III we introduce the neural network decoders, compare their performance and finally present the threshold values. Sec. IV is devoted to conclusions.

II. ERROR CORRECTION WITH THE SEMION CODE

The semion code [6] is an error correcting code based on the double semion model. This error correcting code bears similarities with the Kitaev toric code. In particular, it is topological and is a stabilizer code [38], i.e., plaquette and vertex operators are periodically measured to detect errors. Nevertheless, the semion code is non-CSS and non-Pauli because of the structure of plaquette operators, and is defined in a hexagonal lattice. In the hexagonal lattice, edges will represent the physical qubits and vertices and plaquettes the stabilizer operators.

Vertex operators are equivalent to the ones in the Kitaev toric code $Q_v = Z_j Z_k$. A $Z$-Pauli operator applied on each edge of vertex $v$. Plaquettes are different, their support does not only include a hexagon, but also the outgoing legs of the hexagon, see Fig. 1. We have $X$-Pauli operators applied on the edges of the hexagon, as in the toric code, but we also have a diagonal operator $\sum_j b_p(\vec{j}) |\vec{j}\rangle \langle \vec{j}|$ acting on the 12 qubits shown in Fig. 1b. Thus, we have

$$B_p = \prod_{k \in \partial p} X_k \sum_{\vec{j}} b_p(\vec{j}) |\vec{j}\rangle \langle \vec{j}|,$$

where $b_p(\vec{j})$ is a function taking values in $\{\pm 1, \pm i\}$. $\vec{j}$ is a bit string representing a state in the computational basis and $\partial p$ are the edges belonging to the border of the plaquette. The detailed expression of $b_p(\vec{j})$ can be found in Ref. [6]. The code space of the system is formed by states with eigenvalue +1 for all vertex operators and -1 for all plaquette operators. Similarly to the Kitaev toric code, when an error occurs, the sign of some of the stabilizers flips. These locations where the stabilizer flipped can be regarded as excitations. The recovery procedure consists in annihilating the excitations with each other in such a way that the total string operator applied (the trajectory of the quasiparticles) forms a trivial loop.

String operators generating plaquette excitations, $S^Z$, are identical to the ones in the Kitaev toric code, i.e., a string of $Z$ operators. These operators commute with every stabilizer except the plaquettes at the endpoints of the string. String operators generating vertex excitations are formed by a string of $X$, as in the Kitaev code, and additionally some phases $\sum_j F(\vec{j}) |\vec{j}\rangle \langle \vec{j}|$, where $F(\vec{j})$ takes values in $\{\pm 1, \pm i\}$. For a string on a path $P$ we have

$$S^+_P = \prod_{k \in P} \sum_{\vec{j}} F(\vec{j}) |\vec{j}\rangle \langle \vec{j}|,$$

where the support of the string, $\text{Conn}(P)$, can be seen in Fig. 1c. $F(\vec{j})$ can be determined by imposing that the string operator must square to one and that it must commute with the stabilizers (except at the endpoints, where it must anticommute). These quasiparticle vertex excitations behave like anyons. They are called semions due to the fact that their topological charge is half of that of a fermion, i.e., $\pm$. The negative chirality strings can be obtained multiplying $S^+$ by an $S^Z$ string operator joining both endpoints, $S^- = S^+ S^Z$. Since $S^+$ and $S^-$ create semions at the endpoints, two strings with the same chirality crossing once anticommute, while strings...
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The excitations have to be annihilated by bringing them into a vertical one in Fig. 2. It is clear from the commutation relations of the Pauli algebra. Note that the distance of $\bar{S}$, as a consequence of the hexagonal lattice. Therefore, $\bar{S} \equiv S_{\bar{V}}$ and $\bar{L} \equiv S_{\bar{V}}$, and for the other $\bar{X} \equiv S_{\bar{V}}$ and $\bar{Z} \equiv S_{\bar{V}}$. The subscript $\bar{H}$ stands for a horizontal path and $\bar{V}$ for a vertical one in Fig. 2. It is clear from the commutation rules shown previously that these set of operators fulfill the necessary anticommutation relations of the Pauli algebra. Note that the distance of $Z$ operators is half of the $X$, as a consequence of the hexagonal lattice. Therefore, we may be better protected against certain type of errors than against others [6, 12, 39]. To perform error correction, the stabilizers have to be measured periodically, and the excitations have to be annihilated by bringing them together using the string operators.

A. Noise model

We will consider Pauli noise models [40], given by the expression

$$\rho \to (1-p)\rho + p_X X\rho X + p_Y Y\rho Y + p_Z Z\rho Z,$$

where $p = p_X + p_Y + p_Z$. In particular we will use two error models:

(i) Independent bit-flip and phase errors with $p_X = p_Z = p_0 - p_0^2$ and $p_Y = p_0^2$. Each qubit is independently acted on by an $X$ error with probability $p_0$ and by a $Z$ error with same probability $p_0$. The probability of some error happening is $p_{\text{eff}} = 1 - (1 - p_0)(1 - p_0) = 2p_0 - p_0^2$.

(ii) Depolarizing noise with $p_X = p_Y = p_Z = p_{\text{eff}}/3$. With probability $p_{\text{eff}}$ an error occurs in a given qubit. Each error type, $X$, $Y$ and $Z$, is equally likely.

In order to compare the threshold values obtained for both independent and depolarizing noise, we will use $p_{\text{eff}}$, defined as the probability of any error occurring on a given qubit.

For these noise models consisting of Pauli operators, it will be important to determine the effect of strings of $X$-Pauli operators on a path $P$ acting on the code. We may rewrite a string of $X$ as

$$X_P = \prod_{k \in P} X_k = S_P^+ \sum_{j} [F_P(\hat{j})]^n |\hat{j}\rangle \langle \hat{j}|.$$  

The diagonal part can be expressed as a sum of strings of $Z$-Pauli operators,

$$\sum_{j} [F_P(\hat{j})]^n |\hat{j}\rangle \langle \hat{j}| = \sum_{Q \in \text{Conn}(P)} c(Z_Q)Z_Q.$$  

Here $Z_Q = \prod_{j \in Q} Z_j$ are multiplication of $Z$-Pauli operators acting on the set of qubits $Q$, which are contained in $\text{Conn}(P)$. The coefficients $c(Z_Q)$ are given by $c(Z_Q) = \frac{1}{|P|} \text{Tr} \left( Z_Q \sum_{j} [F_P(\hat{j})]^n |\hat{j}\rangle \langle \hat{j}| \right)$, with $n = |\text{Conn}(P)|$.

Now, if we apply $X_P$ to a state in the code space $|L, C\rangle$, with $L$ labeling the logical subspace and $C$ representing the eigenvalues of the stabilizers (+1 for vertex operators and -1 for plaquette operators), we obtain

$$X_P |L, C\rangle = S_P^+ \sum_{Q \in \text{Conn}(P)} c(Z_Q)Z_Q |L, C\rangle.$$  

$S_P^+$ flips the vertices at the endpoints of $P$, and $Z_Q$ flips plaquettes at the endpoints of $Q$, i.e., those plaquettes $p$ where only one $Z$ operator acts on $\partial p$. When the stabilizer operators are measured, the state in Eq. (6) collapses. The only terms remaining in the sum are those where the $Z_Q$ operator is compatible with the plaquette syndrome measured. This means $Z_Q$ needs to satisfy, for every plaquette involved, $[Z_Q, B_p]_{s(p) = 0} = 0$, where $s(p) \in \{\pm 1\}$ is the syndrome of plaquette $p$, and $[\cdot, \cdot]_-$ denotes the commutator and $[\cdot, \cdot]_+$ the anticommutator. Therefore, we have

$$|L, C\rangle = NS_P^+ \sum_{Q \in G} c(Z_Q)Z_Q |L, C\rangle,$$

where $N$ is some normalization factor and $G = \{Q \in \text{Conn}(P) : [Z_Q, B_p]_{s(p) = 0} = 0 \ \forall p \in B_P\}$. $B_P$ represents the set of plaquettes whose support contains some part of $P$. $|L, C\rangle$ is a state in which the plaquettes at the
The different probabilities of plaquette excitations in the case of a single $X$ operator acting on a qubit can be seen in Tab. I. Note that the probabilities depend on the orientation of the edge, showing that the code has some anisotropy.

Given the complex structure of plaquette operators and the stabilizer syndromes caused by $X$- and $Y$-Pauli operators, the error syndromes of plaquette and vertex operators will be highly correlated for Pauli noise models, even for the case of (i) independent bit-flip and phase errors. Mapping the system to a tractable statical mechanical model in the same way it is done with the Kitaev toric code to determine the threshold is extremely difficult. This calls for alternative methods to address this problem and machine learning with neural decoders has remained unexplored for the semion code.

### III. NEURAL NETWORK DECODERS

One of the standard practices in neural network decoders is to train a neural network to correct the output of a simple decoder. The simple decoder is given the syndrome measurements and yields a rudimentary correction. When the correction is applied, four different outcomes may occur: the errors are corrected and the code returns to its original state ($I$, identity is applied), or a logical error occurs ($X$, $Y$ or $Z$ logical error). The neural network is trained to predict this final outcome, i.e., the logical Pauli operator applied to the code, so that the simple decoder can be corrected. In this way, the decoding process turns into a classification problem where a neural network can be used. This is the approach we will adopt here.

In particular, we will consider the semion code embedded on a torus, such as the one shown in Fig. 2. Our simple decoder will take all excitations to the same point of the lattice, vertex number 1 or plaquette number 1, using the shortest path, to annihilate all excitations. This recovery operation produces a logical error ($I$, $X$, $Y$ or $Z$) which a neural network will try to correct. Note that since the code is embedded on a torus, we have two logical qubits. Thus, we have a total of 16 possible error combinations. Therefore, the input of our neural network will be the syndrome measurements, and the output one of these 16 categories. The input will be given as a $(1d$ or $2d)$-array of bits, with value 1 corresponding to a stabilizer excitation and 0 to no excitation.

Training data is generated taking samples of Pauli errors according to the corresponding probability distribution of the noise model and the probability distribution of plaquette syndromes of Eq. (8). The syndrome data is labeled with the logical error produced by the simple decoder. In the training process, the neural network is first trained on a small training set with a low error rate. Then, the network is trained with an error rate near the threshold value to obtain optimal performance. Since the error threshold is not known a priori, several error rates are checked. A lower bound can be easily obtained by first using a MWPM decoder. Despite the fact that the model is trained for a certain error rate, it also performs well for lower error rates.

We now present two different neural network decoders. One is based on the MLP and the other is a CNN, in particular a ResNet model.
A. Multilayer perceptron decoder

The MLP is one of the simplest classes of feedforward artificial neural networks. A MLP consists of three different parts: an input layer, hidden layers and an output layer, as can be seen in Fig. 4. The layers are formed by neurons or nodes, with trainable parameters. Each node is fully connected to all nodes in the neighboring layers. The universal approximation theorem [41, 42] states that a finite MLP can approximate any continuous function. Therefore, if trained appropriately, the MLP should be a near-optimal decoder.

The structure of this MLP follows closely the one presented in Ref. [32], where they found near-optimal decoders for other topological codes, the Kitaev code and the color code. All hidden layers have the same number of nodes. The cost function is chosen to be categorical cross entropy [43] and the optimizer is Adam [44], a gradient-based optimization algorithm with better performance than a simple gradient descent. The activation function is ReLU, \( f(x) = \max(0, x) \), with He initialization of weights [45]. In order to train deep neural networks and avoid vanishing gradient convergence problems, we make use of batch normalization [46] in each layer.

Instead of computing the gradient of the cost function in the whole dataset, an approximation is computed using a small batch of data and then the parameters are updated. The batch size was chosen to be \( 10^4 \). The final performance of the MLP is not affected by this number, provided it is not too small. If we have a small dataset, and the network is trained several epochs over the same data, it is likely we will suffer overfitting. To avoid this, each batch of data is fed only once into the network during the training process, although this requires larger training sets.

Regarding hyperparameter tuning, a search was done to obtain the optimal number of layers and nodes. In general, for a given code distance, the higher the number of trainable parameters in the model, the better the performance, as can be seen in Fig. 5. However, we found that there is a point beyond which increasing the number of layers or nodes (and consequently increasing the number of parameters), produces very little accuracy improvements while rising substantially the training time. Beyond that point, there is a broad range of models with very similar performance and different hyperparameters. Among them, we tried to choose the one with lowest training time. Increasing code distance by one, was roughly observed to require double as many trainable parameters in the MLP model to reach good performance.

B. Convolutional neural network decoder

Despite the very good performance of MLP in terms of accuracy, this approach is not scalable for error correction in large codes, since the training time increases exponentially with the size of the code. In addition, the information about the spatial distribution of the syndromes was not provided to the MLP, which has to figure this out by itself during training. These two problems suggest using CNN for the task. In a CNN, the hidden layers are convolutional layers. Each input to the next layer is computed from a small local region of the preceding layer using some trainable parameters called filters. CNNs have been extensively used for image recognition. Although the information at each position in our lattice is binary, namely the ±1 value of the stabilizer measurement (compare this to an RGB images with 256 values per pixel in each channel), we can still see it as an image and feed it into a CNN. A syndrome pattern of errors can be considered as an image to be recognized with machine learning CNN methods. The semion code is very special since the structure of plaquette stabilizers causes complex correlations between X- and Z-errors produced externally (see Eq. (8)). This is why we may argue that CNN decoders are specially well-suited to the semion code in comparison to other neural networks decoders, for CNN mod-

![FIG. 4. The MLP receives the syndrome as input, i.e., a bit string with the vertex and plaquette operator measurements, and outputs the predicted error of the two logical qubits encoded in the torus.](Image)

![FIG. 5. Accuracy as a function of the number of training parameters for MLPs with different number of layers and nodes. 20 different MLPs considered with parameters: hidden layers, \( H \in \{4,6,8,10\} \), nodes per layer, \( N \in \{266, 400, 600, 900, 1400\} \). Independent bit-flip and phase error at rate \( p_0 = 0.045 \) for code distance 5.](Image)
els were devised to mitigate the drawbacks posed by the MPL architecture by exploiting the strong spatially local correlation present in natural images.

We will base our CNN model on the ResNet architecture. ResNet architecture allows us to build very deep models, stacking a large number of convolutional layers without learning degradation. This is made possible by introducing residual shortcuts, connections performing the identity mapping and skipping the stacked layers. The shortcut output is added to the output of the stacked layers, as shown in Fig. 6a, which constitutes the building block of ResNet. Our architecture consists of three stacked stages, where each stage has \( n \) building blocks like the one depicted in Fig. 6a, and the convolutional layers have 3 \( \times \) 3 filters. Batch normalization is performed after each convolutional layer. When going from one stage to the next, the number of filters is doubled. When doing image classification, this doubling in the number of filters is usually accompanied by downsampling the data using a convolutional layer of stride 2. However, we found that downsampling reduces noticeably the accuracy of the model, especially when doing two of them (at the end of stage 1 and at the end of stage 2). Therefore, we do not perform any downsamplings. At the beginning of stages 2 and 3, when the number of filters is doubled, the identity shortcut connection of the first block is substituted by a convolutional layer with the corresponding number of 1 \( \times \) 1 filters. Finally, the output of these three stages is flattened and fed into a fully connected layer with softmax activation function. The model is shown schematically in Fig. 6b.

In order to perform convolutions, we need to recast our hexagonally distributed data into a square lattice. This is done as presented in Tab. II for the code of distance 4 in Fig. 2. With this mapping, some extra syndromes are introduced so that the spatial structure is faithful to the original one. These extra syndromes are always set to 0. It is also important to preserve the periodic boundary conditions of the torus. Therefore, before each convolution, the square data is padded periodically, as can be seen in Tab. II, where one extra row and one extra column is added at each side.

Again, the cost function is the categorical cross entropy and the optimizer is Adam. We also use ReLU activation function and He initialization. The batch size is chosen to be 1000. For smaller sizes, the results deteriorate. During training, when the loss value reaches a plateau, the learning rate is reduced by a factor of 0.3. This is repeated until we observe that reducing learning rate does not produce any accuracy gains.

These models already have similar performance to the MLP in terms of classification accuracy with \( n = 2 \), i.e., a depth of 14, and reduce substantially the number of parameters, the training time and the size of the dataset. The optimal performance was found for \( n = 8 \), depth of 50, for all code distances considered.

Another advantage of CNNs is the possibility of using transfer learning. The parameters learned by the convolutional layers for a given code distance can be reused for another code distance, this applies specially to the initial layers of the model, which tend to learn generic features. These parameters can be used as the starting point of the optimization to reduce the training time of the model. In addition, some of these initial layers can be declared non-trainable so that the learning time is even shorter.

### C. Results

Here we present the threshold values obtained for the semion code as well as an analysis of the performance of the different decoders. As was mentioned earlier, ResNet...
is a much better option than MLP in terms of scalability and computational costs. This is shown in Tab. III, where we can see that the number of training steps and the number of trainable parameters are, respectively, one and two orders of magnitude lower for the ResNet model. Since the number of training steps is lower, the dataset is also smaller for ResNet (the number of training examples is obtained by multiplying the training steps by the batch size), which also reduces the cost of producing the training data.

In Tab. IV and Fig. 7, we can see the threshold values for the different decoders. We obtain a threshold of 9.5% in case of independent bit- and phase-flip and 10.5% for depolarizing noise. These quantities correspond to the effective error rate, $p_{\text{eff}}$, defined in Sec. II.A. These values contrast with the ones obtained for the Kitaev toric code in a hexagonal lattice, which we also obtain with neural decoders for the first time to the best of our knowledge (see Tab. IV). We find that the depolarizing threshold to be higher than the the one for independent bit- and phase-flip noise, suggesting that plaquette and vertex syndrome correlations in the semion code play an important role. Despite the lower threshold results obtained for the semion code, it is important to note that we are considering Pauli noise. Since the stabilizers of the toric code are formed by Pauli operators, Pauli noise results in a simple structure for the errors, while for the double semion we have a much more complex structure, see Eq. (8). This is specially so in the case of indepen-
TABLE IV. Semion code (SC) and hexagonal Kitaev toric code (KTC) $p_{th}$ threshold values for the different decoders considered: minimal weight perfect matching (MWPM), multilayer perceptron (MLP) and a ResNet50 convolutional neural network. MLP values were not computed for the KTC.

|       | MWPM  | MLP   | ResNet50 |
|-------|-------|-------|----------|
| SC    | Bit-/phase-flip | 7.6%  | 9.4%     | 9.5%     |
|       | Depolarizing    | 7.5%  | 10.5%    | 10.5%    |
| KTC   | Bit-/phase-flip | 12.5% | -        | 13.2%    |
|       | Depolarizing    | 10.0% | -        | 11.9%    |

dent bit- and phase-flip noise, where plaquette and vertex syndromes are not correlated in the Kitaev toric code. We can see that MWPM threshold gets much closer to the neural decoder threshold for the Kitaev code, since MWPM does not take into account plaquette and vertex correlations, while for the rest of the cases, where correlations contribute significantly, MWPM falls behind and neural decoders perform significantly better. As a consequence of the non-Pauli nature of the semion code, the threshold difference between depolarizing and independent noise is not as high for the semion code, since for both noise cases vertex and plaquette syndromes are correlated.

Despite ResNet being more accurate than the MLP and intrinsically including the spatial information that the MLP lacks, thresholds obtained are nearly the same in both cases. This may suggest that the pseudo-thresholds achieved are very close to the optimal one, and there is little room for performance enhancements.

IV. CONCLUSION

Quantum error correction is expected to be a fundamental tool to achieve the desired reliable and robust quantum computation and the first proof-of-principle steps towards this goal have been already achieved experimentally [47–50]. Topological quantum error correction with abelian stabilizer codes has become a mature research field by now providing one of the most valuable schemes on the road of fault-tolerant quantum computation [9, 51, 52]. It all begun with the simple Kitaev toric code, whose companion model with the same gauge symmetry group – the double semion model – has remained outside the quantum error correction methods until recently [6].

We have determined a near-optimal threshold for the semion code in the cases of independent bit- and phase-flip noise and depolarizing noise. The fact that neural decoders can have near-optimal performance, shows that the pseudo-threshold values obtained for the semion code with the ResNet decoder, should be very close to the real threshold values. Since for the semion code, the plaquette stabilizer operators are not simple product of Pauli operators, the usual mapping to statistical mechanical model becomes a very complex problem, and using deep learning models becomes a nice and efficient way of determining the threshold of the semion code. These same methods could be used for other topological codes with non-Pauli stabilizers or non-Pauli noise models [53, 54].

The ResNet architecture has shown a good performance in error correction. Nevertheless, it may still be possible to obtain little performance improvements by, for instance, taking other mappings from the hexagonal lattice to the square lattice (see Tab. II) or implementing slightly different versions of the ResNet model. In addition, it would be interesting to apply this kind of deep learning models, not only to threshold determination, but also to build general purpose scalable decoders. Data augmentation, i.e., taking advantage of the symmetries of the error correcting code to reduce the size of the dataset, as was suggested in [55], and transfer learning, i.e., reusing the weights previously learned for smaller systems should help us to obtain scalable neural decoders.
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