A least-squares finite element method based on the Helmholtz decomposition for hyperbolic balance laws

Delyan Z. Kalchev¹,² | Thomas A. Manteuffel¹

¹Department of Applied Mathematics, University of Colorado at Boulder, Boulder, Colorado,
²Center for Applied Scientific Computing, Lawrence Livermore National Laboratory, Livermore, California,

Correspondence
Delyan Z. Kalchev, Department of Applied Mathematics, 526 UCB, University of Colorado at Boulder, Boulder, CO 80309-0526. Email: delyan.kalchev@colorado.edu, kalchev1@llnl.gov

Funding information
Lawrence Livermore National Laboratory, Grant/Award Number: B614452; U.S. Department of Energy, Grant/Award Numbers: DE-AC52-07NA27344, DE-FC02-05ER25574, DE-NA0002376.

Abstract
In this paper, a least-squares finite element method for scalar nonlinear hyperbolic balance laws is proposed and studied. The approach is based on a formulation that utilizes an appropriate Helmholtz decomposition of the flux vector and is related to the standard notion of a weak solution. This relationship, together with a corresponding connection to negative-norm least-squares, is described in detail. As a consequence, an important numerical conservation theorem is obtained, similar to the famous Lax–Wendroff theorem. The numerical conservation properties of the method in this paper do not fall precisely in the framework introduced by Lax and Wendroff, but they are similar in spirit as they guarantee that when $L^2$ convergence holds, the resulting approximations approach a weak solution to the hyperbolic problem. The least-squares functional is continuous and coercive in an $H^{-1}$-type norm, but not $L^2$-coercive. Nevertheless, the $L^2$ convergence properties of the method are discussed. Convergence can be obtained either by an explicit regularization of the functional, that provides control of the $L^2$ norm, or by properly choosing the finite element spaces, providing implicit control of the $L^2$ norm. Numerical results for the inviscid Burgers equation with discontinuous source terms are shown, demonstrating the $L^2$ convergence of the obtained approximations to the physically admissible solution. The numerical method utilizes a least-squares functional, minimized on finite element spaces, and a Gauss–Newton technique with nested iteration. We believe that the linear systems encountered with this formulation are amenable to multigrid techniques and combining the method with adaptive mesh refinement would make this
approach an efficient tool for solving balance laws (this is the focus of a future study).
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1 | INTRODUCTION

Hyperbolic conservation and balance laws arise often in practice, especially in problems of fluid mechanics [1–4]. A variety of numerical schemes have been developed for the solution of such problems. This includes finite difference and finite volume [1–4], as well as finite element methods. In the field of finite elements, notably, discontinuous Galerkin (DG) methods (see [5] and the references therein) are often utilized for the solution of hyperbolic partial differential equations (PDEs) as well as streamline-upwind/Petrov–Galerkin methods [6, 7]. Furthermore, Guermond and coworkers proposed and studied the so-called entropy viscosity method (see [8–10]) and Dobrev and coworkers developed and implemented approaches for the Euler equation of compressible hydrodynamics in a moving Lagrangian frame (cf., [11, 12]; see also [13]). This paper focuses on least-squares finite element techniques. Least-squares methods [14] have been developed for a variety of problems, including linear [7, 15–17] and nonlinear [18] first-order hyperbolic PDEs; see also [19–21]. Those approaches utilize appropriate least-squares minimization principles to obtain finite element discretizations of PDEs. Computationally, the problem is reduced to solving linear algebraic systems with symmetric positive definite matrices associated with quadratic minimization problems. Least-squares functionals provide natural a posteriori error estimates for adaptive local refinement (ALR). Particularly, ALR in the setting of nested iteration with Gauss–Newton techniques and in concomitance with algebraic multigrid linear solvers can provide efficient methods for solving nonlinear equations to a certain error tolerance, while optimizing the respective computational cost for obtaining the desired level of accuracy; see [22–24]. These useful aspects of least-squares techniques, their general flexibility, and the good shock-capturing capabilities, demonstrated in [18] and this paper, prompt the present work on developing a least-squares discretization method for hyperbolic balance laws. In order to be used as a local error estimate in ALR (the focus of a future study), the least-squares functional proposed here requires an additional standard Poisson solve, while this solve is not needed for obtaining the final linear algebraic systems.

The notion of a weak solution [25] is of fundamental importance for hyperbolic conservation and balance laws, since it allows the consideration of nonsmooth solutions, which are of practical interest. In the numerical treatment of these problems, a related important property is that the obtained approximations, if they converge, approach a weak solution [26] of the respective hyperbolic PDE. Such a property is associated with the ability of the numerical method to correctly approximate weak solutions (i.e., solutions with discontinuities) to nonlinear problems [2–4, 27]. This is linked to the famous Lax–Wendroff theorem established in [26]. Based on that result, it has become standard, especially in the context of finite volume [2, 4] and DG finite element [5] methods, to consider so-called conservative schemes that posses a discrete conservation property. Such a conservation property in the Lax–Wendroff theorem provides a sufficient condition for approximating weak solutions to nonlinear hyperbolic PDEs. As demonstrated in [18], the discrete conservation property, while sufficient, is not
necessary for obtaining convergence to a weak solution—a fact that is also utilized in this paper. As in [18], the considerations here do not precisely abide by the framework provided by Lax and Wendroff in [26]. Namely, based on the utilization of an appropriate least-squares minimization principle, related to the notion of a weak solution, we establish the important and desired numerical conservation property that approximations obtained by the method of this paper approach a weak solution to the hyperbolic PDE of interest. This, together with the numerically demonstrated, in Section 6, $L^2$ convergence to the physically admissible solution and good shock-capturing capabilities, motivates the derivation and consideration of the particular formulation in this paper.

The main contributions of this paper are summarized as follows. This work proposes and studies a general least-squares finite element formulation for scalar nonlinear hyperbolic balance laws, which is associated with the standard notion of a weak solution. The fundamental idea is related to and extends the considerations in [18]. The method of this paper utilizes an appropriate Helmholtz decomposition of the flux function to obtain a least-squares functional. The particular Helmholtz decomposition, unlike [18], allows the accommodation of source terms and also a natural treatment of the inflow boundary conditions; see the end of Section 4.2. Any weak solution to the hyperbolic PDE yields a global minimum value (this value is implicitly obtainable from the properties of the functional, while it requires an additional Poisson solve to be explicitly evaluated) of zero for the functional. If the Helmholtz decomposition is exact, the functional is equal to an $H^{-1}$ norm of the residual of the equation, which is, in turn, associated with a weak form of the PDE. In this case, any zero of the functional is a weak solution. If the Helmholtz decomposition is not exact, the functional remains coercive with respect to the $H^{-1}$ norm, but continuity holds up to the accuracy of the decomposition (Theorem 5.1). Minimization of the proposed functional, which is mesh-dependent and based on the appropriate Helmholtz decomposition, over a nested sequence of finite element spaces yields a sequence of approximations to the exact solution. Standard approximation properties yield convergence of the functional to its minimum value of zero with rates determined by the smoothness of the approximated functions in accordance with standard finite element theory (Corollary 5.4). Under mild hypotheses on the flux function, if the sequence of approximations converges boundedly in the $L^2$ norm, the limit is a weak solution, showing that the method is conservative (Theorem 5.6). The least-squares functional is continuous in $L^2$, but not coercive. Thus, in general, the convergence in $L^2$ is not guaranteed by means of standard finite element theory. A novel and unorthodox approach for the analysis of the convergence is developed. Convergence in $L^2$ of the method is proved (Theorem 5.10) under additional and reasonable assumptions. Namely, if the finite element spaces satisfy a simple inf-sup condition, which provides an implicit mesh-dependent $L^2$ coercivity with a bound $ch^a$, and a basic approximation estimate holds with a bound $Ch^b$, then the relation $\alpha > a$ guarantees the $L^2$ convergence of the method with a rate $O(h^{\alpha-a})$. Furthermore, a “restricted” version of the inf-sup condition is suggested, that improves on the convergence result (Theorem 5.11). The implicit mesh-dependent $L^2$ coercivity was discussed in [28]. Also, a spacial functional regularization (Section 5.2) is proposed that explicitly provides (mesh-dependent) $L^2$ coercivity (Theorem 5.7). Numerical results (Section 6) in this paper demonstrate that the $L^2$ convergence to the physically admissible limit (a theoretical proof of this is the focus of a future study) is obtained for both the regularized and nonregularized formulations.

The ideas in the paper, for clarity and simplicity, are presented in a two-dimensional setting (e.g., one spatial and one time, or two spatial dimensions). The considerations can be extended for a three- or four-dimensional setting by utilizing a corresponding Helmholtz decomposition. In particular, this may require four-dimensional finite elements, which is an active field of research; compare, [29] and the references therein.

The outline of the rest of the paper is the following. Basic notions and the utilized Helmholtz decomposition are presented in Section 2. Section 3 contains a basic overview of scalar hyperbolic
balance laws. In Section 4, the least-squares formulations of interest are introduced, and they are analyzed and studied in more detail in Section 5, including numerical conservation (Section 5.1, Theorem 5.6), the special regularization (Section 5.2, Theorem 5.7), and convergence properties (Section 5.3, Theorems 5.10 and 5.11). Section 6 is devoted to numerical results, employing nested iteration with uniform mesh refinement. The conclusions and future work are in the final Section 7.

2 | BASIC DEFINITIONS AND THE HELMHOLTZ DECOMPOSITION

Here, basic notation and definitions are presented and the Helmholtz decomposition, that is studied in this paper, is stated.

Let \( \Omega \) be an open, bounded, and simply connected subset of \( \mathbb{R}^2 \) with a Lipschitz-continuous boundary, \( \Gamma = \partial \Omega \). In the context of time-dependent hyperbolic problems, \( \mathbb{R}^2 \) represents the space–time, that is, it is the \( tx \)-space, where \( t \) and \( x \) are the independent variables. Accordingly, \( \nabla \cdot \) denotes the space–time divergence, that is, \( \nabla \cdot \mathbf{v} = \partial_t v_1 + \partial_x v_2 \), for any appropriate vector field \( \mathbf{v} : \Omega \to \mathbb{R}^2 \), \( \mathbf{v} = [v_1, v_2] \). Similarly, \( \nabla \) and \( \nabla^\perp \) are space–time differential operators defined as \( \nabla \mathbf{v} = [\partial_t v, \partial_x v] \) and \( \nabla^\perp \mathbf{v} = [\partial_x v, -\partial_t v] \), for any appropriate scalar function \( \mathbf{v} : \Omega \to \mathbb{R} \).

Let \( \Gamma_S \subset \Gamma \) be a portion of the boundary of \( \Omega \) with a nonzero curve measure. The space of \( H^1(\Omega) \) functions with vanishing traces on \( \Gamma_S \) is denoted as \( H^1_{0,\Gamma_S}(\Omega) = \{ \phi \in H^1(\Omega); \phi = 0 \text{ on } \Gamma_S \} \). It is convenient to consider the \( H^1(\Omega) \) seminorm: \( ||\phi|| = ||\nabla\phi|| \), for all \( \phi \in H^1(\Omega) \), where \( ||\cdot|| \) denotes the norms in both \( L^2(\Omega) \) and \( [L^2(\Omega)]^2 \). Owing to Poincaré’s inequality, \( ||\cdot|| \) is denoted as \( ||\cdot||_{\Gamma_S} \). In the context of time-dependent hyperbolic problems, \( ||\cdot||_{\Gamma_S} \) inner product, it is understood that \( \phi \neq 0 \) in the supremum. In particular, in the special case when \( \Gamma_S \equiv \Gamma \), the commonly used notation is \( H^1(\Omega) = H^1_{0,\Gamma}(\Omega) \) and \( H^{-1}(\Omega) = H^{-1}_{0,\Gamma}(\Omega) \).

The inner products in both \( L^2(\Omega) \) and \( [L^2(\Omega)]^2 \) are denoted by \( \langle \cdot, \cdot \rangle \). Following the notation in [30], the inner product in \( L^2(\Gamma) \) is denoted by \( \langle \cdot, \cdot \rangle_\Gamma \). By extending, as customary, the \( L^2(\Gamma) \) inner product into a duality pairing, \( \langle \cdot, \cdot \rangle_\Gamma \) is also used to denote the duality pairing between \( H^{-1/2}(\Gamma) \) and \( H^{1/2}(\Gamma) \), where \( H^{1/2}(\Gamma) \) is the space of traces on \( \Gamma \) of functions in \( H^1(\Omega) \) and \( H^{-1/2}(\Gamma) \) is its dual.

The Sobolev space of square integrable vector fields on \( \Omega \) with square integrable divergence is denoted as \( H(\text{div}; \Omega) = \{ \mathbf{v} \in [L^2(\Omega)]^2; \nabla \cdot \mathbf{v} \in L^2(\Omega) \} \), where \( \nabla \cdot \mathbf{v} \in L^2(\Omega) \); \( \mathbf{v} \in [L^2(\Omega)]^2 \), is understood in the sense that there exists a (unique) function \( \mathbf{v} \in L^2(\Omega) \) such that

\[
-(\mathbf{v}, \nabla \phi) = (\mathbf{v}, \phi), \quad \forall \phi \in H^1(\Omega),
\]

in which case \( \nabla \cdot \mathbf{v} = \mathbf{v} \in L^2(\Omega) \); see [30].

Using the notation above, we can write the following Green’s formula [30]:

\[
(\mathbf{v}, \nabla \phi) + (\nabla \cdot \mathbf{v}, \phi) = (\mathbf{v} \cdot \mathbf{n}, \phi)_\Gamma, \quad \forall \mathbf{v} \in H(\text{div}; \Omega), \quad \forall \phi \in H^1(\Omega),
\]

where \( \mathbf{n} \) is the unit outward normal to \( \Gamma \).

Finally, let \( \Gamma \) be split into two nonoverlapping relatively open subcurves \( \Gamma_1 \) and \( \Gamma_2 \) of nonzero curve measures, that is, \( \Gamma = \Gamma_1 \cup \Gamma_2 \) and \( \Gamma_1 \cap \Gamma_2 = \emptyset \). Also, \( \Gamma_1 \) and \( \Gamma_2 \) are assumed to consist of finite numbers of connected components. Similar to [30], sections 2 and 3 of Chapter I, the following Helmholtz decomposition can be obtained.
Theorem 2.1 (Helmholtz decomposition). For every \( v \in [L^2(\Omega)]^2 \), the \( L^2 \)-orthogonal decomposition \( v = \nabla q + \nabla^\perp \psi \) holds, where \( q \in H^1_{0, \Gamma_1}(\Omega) \) is the unique solution to

\[
\text{Find } q \in H^1_{0, \Gamma_1}(\Omega) : (\nabla q, \nabla \phi) = (v, \nabla \phi), \quad \forall \phi \in H^1_{0, \Gamma_1}(\Omega),
\]

and \( \psi \in H^1_{0, \Gamma_1}(\Omega) \) is the unique solution to

\[
\text{Find } \psi \in H^1_{0, \Gamma_2}(\Omega) : (\nabla^\perp \psi, \nabla^\perp v) = (v, \nabla^\perp v), \quad \forall v \in H^1_{0, \Gamma_2}(\Omega).
\]

Remark 2.2 When \( v \in H(\text{div}; \Omega) \), using (2.2), (2.3) can be expressed as: Find \( q \in H^1_{0, \Gamma_1}(\Omega) \) such that \( (\nabla q, \nabla \phi) = -(\nabla \cdot v, \phi) + \langle v \cdot n, \phi \rangle_{\Gamma} \), for all \( \phi \in H^1_{0, \Gamma_1}(\Omega) \). This is interpreted as the weak formulation of the following elliptic PDE for \( q \):

\[
\Delta q = \nabla \cdot v \text{ in } \Omega, \quad q = 0 \text{ on } \Gamma_1, \quad \partial q / \partial n = v \cdot n \text{ on } \Gamma_2,
\]

where \( \Delta \psi = \partial_n \psi + \partial_n^\perp \psi \). Similarly, the weak problem (2.4) can be (formally) interpreted as the following elliptic PDE for \( \psi \):

\[
-\Delta \psi = \text{curl } v \text{ in } \Omega, \quad \psi = 0 \text{ on } \Gamma_2, \quad \partial \psi / \partial n = -v \cdot \tau \text{ on } \Gamma_1,
\]

where curl \( v = \partial_j v_2 - \partial_i v_1 \), and \( \tau = [-n_2, n_1] \) (here, \( n = [n_1, n_2] \)) is the unit tangent to the boundary.

3 | SCALAR HYPERBOLIC BALANCE LAWS

This section provides an overview of the basic notions and properties associated with hyperbolic balance laws. This serves as a foundation for the sections that follow.

In this paper, we consider scalar hyperbolic balance laws (see [4]) of the form

\[
\nabla \cdot f(u) = r \text{ in } \Omega, \quad u = g \text{ on } \Gamma_I,
\]

where the flux vector \( f : \mathbb{R} \to \mathbb{R}^2 \), \( f \in [L^\infty_{\text{loc}}(\mathbb{R})]^2 \), \( f = [f_1, f_2] \), the source term \( r \in L^2(\Omega) \), the inflow boundary data \( g \in L^\infty(\Gamma_I) \) are given, and \( u \) is the unknown dependent variable. Recall that \( L^\infty_{\text{loc}}(\mathbb{R}) \) is the space of measurable functions that are in \( L^\infty(J) \), for all compact subsets \( J \subset \mathbb{R} \). Clearly, under the assumptions on \( f \) below, (3.1a) can be represented as a first-order quasilinear PDE for \( u \). When \( r \equiv 0 \), (3.1) becomes a hyperbolic conservation law. Here, \( \Gamma_I \) denotes the inflow portion of the boundary to be considered in more detail below. Since the focus is on weak solutions to (3.1) (defined below), we only assume that the components of the flux vector, \( f \), are locally Lipschitz-continuous on \( \mathbb{R} \); that is, for every compact subset \( J \subset \mathbb{R} \), there exists a constant \( K_{f,J} > 0 \), which generally depends on \( f \) and \( J \), such that

\[
|f_i(v_1) - f_i(v_2)| \leq K_{f,J} |v_1 - v_2|, \quad \forall v_1, v_2 \in J, \quad i = 1, 2.
\]

Note that, by Rademacher’s theorem (see, e.g., [31]), (3.2) implies that \( f \) is differentiable, in the classical sense, almost everywhere (a.e.) in \( \mathbb{R} \) and \( f' \in [L^\infty_{\text{loc}}(\mathbb{R})]^2 \).

The assumption (3.2) is reasonable and mild since it includes a wide class of problems. In particular, any continuously differentiable \( f \) satisfies (3.2). In general, there are PDEs of interest with discontinuous \( f \); see [32]. In this paper, for simplicity of the analysis, we concentrate on problems that satisfy (3.2). Nevertheless, the considered formulations are also sensible in the general case of discontinuous \( f \). Currently, (3.2) admits discontinuous \( f' \), which admits a quasilinear PDE with discontinuous coefficients.
Remark 3.1 In view of [31], section 5.8.2b, the above assumptions on the flux vector, \( f \), are equivalent to the simple assumption \( f \in [W^{1,\infty}_{\text{loc}}(\mathbb{R})]^2 \).

Remark 3.2 In time-dependent problems of type (3.1) that are of interest, it typically holds that \( f_1 \equiv t \), where \( t : \mathbb{R} \to \mathbb{R} \) is the identity function \( t(v) = v \), \( v \in \mathbb{R} \), representing the time derivative, \( \partial_t u \). Nevertheless, it is convenient here to consider scalar balance laws in the general form (3.1).

The characteristics of (3.1a) have directions determined by \( f'(\hat{u}) \), where \( \hat{u} \) is an exact (weak) solution to (3.1) of interest; that is, in the nonlinear case, the characteristics depend on the solution. This motivates the following definition of portions of the boundary, \( \Gamma \), which also depend on the solution, in the nonlinear case.

Definition 3.3 Let \( \hat{u} \) be an exact (weak) solution to (3.1) of interest. The inflow portion of the boundary of \( \Omega \) is defined as (see [15, 18])

\[
\Gamma_I = \{ x \in \Gamma; \quad f'(\hat{u}) \cdot n < 0 \}.
\]

Similarly, the outflow portion of the boundary and the portion that is tangential to the flow are, respectively,

\[
\Gamma_O = \{ x \in \Gamma; \quad f'(\hat{u}) \cdot n > 0 \}, \quad \Gamma_T = \{ x \in \Gamma; \quad f'(\hat{u}) \cdot n = 0 \}.
\]

The complement (essentially) in \( \Gamma \) of \( \Gamma_I \) is \( \Gamma_C = \Gamma_O \cup \Gamma_T = \{ x \in \Gamma; \quad f'(\hat{u}) \cdot n \geq 0 \} \).

This motivates the consideration of boundary conditions that are posed on the inflow boundary, \( \Gamma_I \), in (3.1b). Furthermore, a consistency requirement on the inflow data, \( g \), is that \( f'(g) \cdot n < 0 \) on \( \Gamma_I \). For the purpose of this paper, the portion \( \Gamma_I \) of the boundary is considered known.

It is common in practical applications of PDEs of the type (3.1) to consider solutions that are piecewise continuously differentiable (shortly, piecewise \( C^1 \)). Clearly, in general, such solutions are not classical. Therefore, we concentrate on the notion of a weak solution that allows for piecewise \( C^1 \) solutions; compare, [2–4, 25, 26, 31].

Definition 3.4 A function \( \hat{u} \in L^\infty(\Omega) \) is a weak solution to (3.1) if it satisfies

\[
- \int_{\Omega} f(\hat{u}) \cdot \nabla \phi dx = \int_{\Omega} r \phi dx - \int_{\Gamma_I} f(g) \cdot n \phi d\sigma, \quad \forall \phi \in C^1(\overline{\Omega}); \quad \phi = 0 \text{ on } \Gamma_C.
\]

In terms of the notation in Section 2, by density, this can be equivalently expressed as

\[
- (f(\hat{u}), \nabla \phi) = (r, \phi) - (f(g) \cdot n, \phi)_{\Gamma_I}, \quad \forall \phi \in H^1_{0,\Gamma_C}(\Omega).
\]  

(3.3)

The following lemma is obtained easily from the above definitions; see also [2, 18].

Lemma 3.5 Let \( f \in [L^\infty_{\text{loc}}(\mathbb{R})]^2 \) satisfy (3.2). It holds that \( f(\hat{u}) \in H(\text{div}; \ \Omega) \) and \( \nabla \cdot f(\hat{u}) = r \), for any weak solution, \( \hat{u} \in L^\infty(\Omega) \), to (3.1).

Proof. It is easy to see, using (3.2), that \( f(v) \in [L^\infty(\Omega)]^2 \subset [L^2(\Omega)]^2 \), for every \( v \in L^\infty(\Omega) \). Furthermore, in view of (3.3) and (2.1), it holds that \( \nabla \cdot f(\hat{u}) \in L^2(\Omega) \) and \( \nabla \cdot f(\hat{u}) = r \in L^2(\Omega) \), for any weak solution, \( \hat{u} \in L^\infty(\Omega) \), to (3.1). \[ \square \]
In other words, the PDE (3.1a) is satisfied by \( \hat{u} \) in an \( L^2 \) sense. Also, in view of Lemma 3.5, the weak formulation (3.3) can be seen, in a sense, as the result of applying the Green’s formula (2.2) to (3.1).

Note that Lemma 3.5 holds under quite general assumptions and \( \hat{u} \) does not need to be piecewise \( C^1 \). In particular, in view of [18], Lemma 2.4, for any piecewise \( C^1 \) function \( \nu \), using (3.2), \( f(\nu) \in H(\text{div}; \Omega) \) is equivalent to the Rankine/Hugoniot jump condition: \( \| f(\nu) \cdot n_c \| \) a.e. on \( \mathcal{C} \), for every curve \( \mathcal{C} \subset \Omega \); compare, [2, 18]. Here, \( \| \|_c \) is the jump across the curve \( C \) and \( n \) denotes the unit normal to \( \mathcal{C} \).

4 | LEAST-SQUARES FORMULATIONS

This section is devoted to the least-squares principles, related to the weak formulation (3.3), that can be used for deriving finite element methods for balance laws of the form (3.1). First, an \( H^{-1} \)-based formulation is discussed. Then, the approach based on the Helmholtz decomposition in Theorem 2.1, which is a main focus of this paper, is described.

4.1 | \( H^{-1} \)-based formulation

Here, we comment on the relation between the definition (3.3), of a weak solution to (3.1), and the \( H^{-1} \)-type spaces defined in Section 2. First, a slightly modified version of the divergence operator, called here “duality divergence,” is presented.

**Definition 4.1** For any vector field \( \nu \in [L^2(\Omega)]^2 \), the “duality divergence” operator \( [\nabla_b \cdot \cdot \cdot] : [L^2(\Omega)]^2 \to H^{-1}_c(\Omega) \) is defined as \( \nabla_b \cdot \nu = \ell_v \in H^{-1}_c(\Omega) \), where \( \ell_v(\phi) = -(\nu, \nabla \phi) \), for all \( \phi \in H^1_0,\Gamma_c(\Omega) \).

**Remark 4.2** The main differences between the “duality” and the “standard,” \( [\nabla \cdot \cdot \cdot] : H(\text{div}; \Omega) \to L^2(\Omega) \) (defined via (2.1)), divergence operators is that the “duality” version acts on the larger space \( [L^2(\Omega)]^2 \) and it ignores boundary terms that are present when using the “standard” divergence (cf., (2.2)). For the case when \( \nu \in H(\text{div}; \Omega) \), owing to (2.2), the relation between the “duality” and the “standard” divergence operators is

\[
[\nabla_b \cdot \nu](\phi) = -(\nu, \nabla \phi) = (\nu \cdot \phi, \phi) - (\nu \cdot n, \phi)_{\Gamma}, \quad \forall \phi \in H^1_{0,\Gamma_c}(\Omega).
\]

Particularly, if additionally \( \nu \cdot n = 0 \) on \( \Gamma_i \), then \( \nabla_b \cdot \nu \) and \( \nabla \cdot \nu \) can be equated via the standard embedding of \( L^2(\Omega) \) into \( H^{-1}_c(\Omega) \). Otherwise, \( \nabla_b \cdot \nu \) and \( \nabla \cdot \nu \) cannot be identified, since \( \nabla_b \cdot \nu \) treats the terms on the inflow boundary, \( \Gamma_i \), differently, which is convenient for the discussion that follows. The operator \( \nabla_b \cdot \cdot \cdot \) and, accordingly, the space \( H^{-1}_c(\Omega) \) allow for more natural considerations below, since they are innately related to the particular Helmholtz decomposition in Theorem 2.1, as demonstrated below in Lemma 4.3.

Next, consider the linear functional \( \ell_d \in H^{-1}_c(\Omega) \), defined as

\[
\ell_d(\phi) = (r, \phi) - (f(g) \cdot n, \phi)_{\Gamma}, \quad \forall \phi \in H^1_{0,\Gamma_c}(\Omega), \tag{4.1}
\]

where \( r \) and \( g \) represent the given data in (3.1). This functional contains all the given data in (3.1) and (3.3), that is, it contains both the source and inflow boundary data. Then, in view of (3.3) and the definition of \( \nabla_b \cdot \cdot \cdot \), the problem of finding weak solutions to (3.1) is equivalent to the problem of finding solutions, in \( L^\infty(\Omega) \), to the equation

\[
\nabla_b \cdot f(u) = \ell_d, \tag{4.2}
\]
where the equality is understood in $H^{-1}_{Γ_c}(Ω)$ sense (i.e., it is understood as the equality of functionals in $H^{-1}_{Γ_c}(Ω)$: $[∇_b · f(u)](ϕ) = ℓ_d(ϕ)$, for all $ϕ ∈ H^1_{0,Γ_c}(Ω)$). Equivalently, this can be expressed as $∥∇_b · f(u) − ℓ_d∥_{Γ_c} = 0$.

Thus, a natural discrete least-squares formulation is

$$u^h = \text{argmin}_{v^h ∈ U^h} ∥∇_b · f(v^h) − ℓ_d∥_{Γ_c}^2,$$  

(4.3)

for a finite element space $U^h ⊂ L^∞(Ω)$. In the next subsection, a related least-squares principle is considered, based on the Helmholtz decomposition in Theorem 2.1, which is more convenient for implementation.

Finally, the following lemma is useful for the discussion below. It, in a sense, already hints at the relationship between the Helmholtz decomposition and the $H^{-1}$-based formulations (4.2) and (4.3).

**Lemma 4.3** Let $v ∈ [L^2(Ω)]^2$ have the Helmholtz decomposition (provided by Theorem 2.1, with $Γ_1 = Γ_C$ and $Γ_2 = Γ_I$) $v = ∇q + ∇^⊥ϕ$, for the respective unique $q ∈ H^1_{0,Γ_c}(Ω)$ and $ϕ ∈ H^1_{0,Γ_I}(Ω)$. Then it holds that $[∇_b · v](ϕ) = −(∇q, ∇ϕ)$, for all $ϕ ∈ H^1_{0,Γ_c}(Ω)$, and $∥∇_b · v∥_{Γ_c} = ∥∇q∥$.

**Proof.** Using the definition of $∇_b ·$ and (2.3), for any $ϕ ∈ H^1_{0,Γ_c}(Ω)$, it holds that

$$[∇_b · v](ϕ) = −(v, ∇ϕ) = −(∇q, ∇ϕ),$$

$$∥∇_b · v∥_{Γ_c} = \sup_{ϕ ∈ H^1_{0,Γ_c}(Ω)} |[∇_b · v](ϕ)| = \sup_{ϕ ∈ H^1_{0,Γ_c}(Ω)} |(∇q, ∇ϕ)| = ∥∇q∥. \quad \blacksquare$$

As a consequence of Lemma 4.3, $∥∇_b · v∥_{Γ_c} ≤ ∥v∥ = (∥∇q∥^2 + ∥∇^⊥ϕ∥^2)^{1/2}$, for any $v ∈ [L^2(Ω)]^2$. This shows that $[∇_b · ] : [L^2(Ω)]^2 → H^{-1}_{Γ_c}(Ω)$ is continuous. Also, the null space of $∇_b ·$ is

$${\mathcal N}(∇_b ·) = \{v ∈ [L^2(Ω)]^2; \ v = ∇^⊥ϕ \text{ for some } ϕ ∈ H^1_{0,Γ_c}(Ω)\}. \quad (4.4)$$

### 4.2 Formulation based on the Helmholtz decomposition

In this subsection, the formulation based on the Helmholtz decomposition described in Theorem 2.1, which is a main focus of this paper, is presented. Here, Theorem 2.1 is applied, using the notation $Γ_1 = Γ_C$ and $Γ_2 = Γ_I$.

Let $u ∈ L^∞(Ω)$ be a weak solution of interest to (3.1). In view of Lemma 3.5, $f(u) ∈ H(\text{div}; Ω) ⊂ [L^2(Ω)]^2$. Thus, consider the Helmholtz decomposition

$$f(u) = ∇q + ∇^⊥ϕ,$$  

(4.5)

for the respective, uniquely determined (by $f(\hat{u})$), $q ∈ H^1_{0,Γ_c}(Ω)$ and $ϕ ∈ H^1_{0,Γ_I}(Ω)$. Owing to (2.3), the definition of $∇_b ·$, and (4.2), it holds that

$$(∇q, ∇ϕ) = (f(\hat{u}), ∇ϕ) = −[∇_b · f(\hat{u})](ϕ) = −ℓ_d(ϕ), \quad ∀ϕ ∈ H^1_{0,Γ_c}(Ω), \quad (4.6)$$

where $ℓ_d$ is defined in (4.1). Moreover, in view of Remark 2.2, Lemma 3.5, and (3.1), (4.6) is interpreted as the weak formulation of the following elliptic PDE for $q$:

$$Δq = r \text{ in } Ω, \quad q = 0 \text{ on } Γ_C, \quad ∂q/∂n = f(g) · n \text{ on } Γ_I. \quad (4.7)$$

**Remark 4.4** It is known (cf., [3, 4]) that nonlinear PDEs of the type (3.1) can have multiple weak solutions. Recall that $ℓ_d$ contains all the given data in (3.1). Thus, by
(4.6), \( q \) in (4.5) is uniquely determined by the given data as the solution to the elliptic PDE (4.7). In contrast, \( \psi \) in (4.5) is uniquely determined once the weak solution, \( \hat{u} \), is fixed and it satisfies (2.4) with \( \upsilon = f(\hat{u}) \), but it is not directly determined by the data in (3.1). Hence, if \( \hat{u} \in L^\infty(\Omega) \) is another weak solution to (3.1), then \( f(\hat{u}) = \nabla q + \nabla^\bot \tilde{\psi} \), for some \( \tilde{\psi} \in H^1_{\Gamma_I}(\Omega) \), whereas \( q \) is unchanged. In view of (4.2) and (4.4), this is to be expected, since \( [f(\hat{u}) - f(\tilde{u})] \in \mathcal{N}(\nabla b) \). In theory, another source of nonuniqueness is when \( f(\hat{u}) = f(\tilde{u}) \), for \( \hat{u} \neq \tilde{u} \). However, this cannot happen in practical problems, for example, in a time-dependent problem the first component of \( f \) is the identity function, \( f_1 \equiv \upsilon \); see Remark 3.2. Thus, the only practically possible source of nonuniqueness of the weak solution to (3.1) is the potential nonuniqueness of the \( H^1_{0,\Gamma_c}(\Omega) \) component of the decomposition in (4.5), since it is determined only implicitly by the given data; that is, once the component \( q \) in (4.5) is fixed by the data, through the weak problem (4.6), any \( \psi \in H^1_{0,\Gamma_c}(\Omega) \) can be selected, as long as the equality (4.5) would hold for some \( \hat{u} \in L^\infty(\Omega) \), which is the only constraint on the \( H^1_{0,\Gamma_c}(\Omega) \) component in (4.5) that the PDE (3.1) and the weak formulation (3.3) (or its equivalent (4.2)) provide.

Now, let \( q \in H^1_{0,\Gamma_c}(\Omega) \) be the exact (but as yet not explicitly known) unique solution to (4.6). Note that here \( q \) is viewed as given, since it can be uniquely characterized and obtained from the given data in (3.1) via the elliptic weak problem (4.6). Based on the decomposition (4.5), considering the solution to (3.1) together with the components of the Helmholtz decomposition (4.5) as unknown functions, (3.1) is reformulated as the following first-order system of PDEs, for the unknowns \( \upsilon, p, \) and \( \mu \):

\[
\begin{align*}
    f(\upsilon) - \nabla p - \nabla^\bot \mu &= 0 \quad \text{in } \Omega, \\
    \nabla p &= \nabla q \quad \text{in } \Omega, \\
    p &= 0 \quad \text{on } \Gamma_c, \\
    \mu &= 0 \quad \text{on } \Gamma_I.
\end{align*}
\]

(4.8)

Namely, (4.8) is a system of PDEs for the unknown function (that solves (3.1)) and the Helmholtz decomposition of the flux vector. Observe that \( q \) encodes all the given data (the source term and the boundary condition) in (3.1), which is imposed via the second equation in (4.8). Let \( \hat{\upsilon} \in L^\infty(\Omega), \hat{p} \in H^1_{0,\Gamma_c}(\Omega), \) and \( \hat{\mu} \in H^1_{0,\Gamma_I}(\Omega) \) solve (4.8) exactly. Then, \( \nabla \hat{p} = \nabla q \) and \( f(\hat{\upsilon}) = \nabla q + \nabla^\bot \hat{\mu} \) are satisfied. Consequently, owing to Lemma 4.3 and (4.6), it holds that \( \nabla b \cdot f(\hat{\upsilon}) = \ell_\delta \). Hence, \( \hat{\upsilon} \) solves (4.2) and it is, thus, a weak solution to (3.1). That is, in view of Lemma 4.3, the divergence equation in (3.1) is addressed via the particular Helmholtz decomposition, which is represented by the first equation in (4.8).

By taking the squared \( L^2(\Omega) \) norms of the residuals in (4.8), the least-squares functional, derived from (4.8), is

\[
F(\upsilon, p, \mu; \ q) = \|f(\upsilon) - \nabla p - \nabla^\bot \mu\|^2 + \|\nabla p - \nabla q\|^2,
\]

(4.9)

for \( \upsilon \in L^\infty(\Omega), \ p \in H^1_{0,\Gamma_c}(\Omega), \) and \( \mu \in H^1_{0,\Gamma_I}(\Omega) \). This results in a least-squares principle for the minimization of \( F \). Simply setting \( p = q \) and removing the second term in (4.9) is not a practical option, since \( q \) is only given implicitly as the solution to (4.6) and it cannot be exactly represented in practice. One approach to addressing such a minimization is by reformulating it as a two-stage process, where the first stage obtains an approximation to \( \nabla q \) by solving (4.7) and then, using this approximation, the minimization of \( F \) is addressed in the second stage. Alternatively, owing to (4.6), we consider the functional, for \( \upsilon \in L^\infty(\Omega), \ p \in H^1_{0,\Gamma_c}(\Omega), \) and \( \mu \in H^1_{0,\Gamma_I}(\Omega) \),

\[
\tilde{F}(\upsilon, p, \mu; \ r, g) = \|f(\upsilon) - \nabla p - \nabla^\bot \mu\|^2 + \|\nabla p\|^2 + 2\varepsilon_\delta(p)
\]

\[
= \|f(\upsilon) - \nabla p - \nabla^\bot \mu\|^2 + \|\nabla p\|^2 + 2[(r, p) - (f(g) \cdot n, p)_{\Gamma}].
\]

(4.10)
which utilizes only available data and is more convenient for a direct implementation. The derivation of $\hat{F}$ is based on (4.6) and the basic equality $\|\nabla p - \nabla q\|^2 = \|\nabla \hat{p}\|^2 - 2(\nabla q, \nabla p) + \|\nabla \hat{q}\|^2$, noticing that dropping $\|\nabla \hat{q}\|^2$ does not affect the minimization since it acts as an additive constant to the functional. The minimization of $F$ is equivalent (in terms of minimizers) to the minimization of $\hat{F}$. Notice that the minimal value of $F$ is 0, whereas the minimal value of $\hat{F}$ is $-\|\nabla \hat{q}\|^2$. Unlike $F$, $\hat{F}$ can be evaluated for any given $(v, p, \mu) \in L^\infty(\Omega) \times H^1_{0, \Gamma_c}(\Omega) \times H^1_{0, \Gamma_f}(\Omega)$ using only available information, without requiring explicit knowledge of $q$.

Consider finite element spaces $U^h \subset L^\infty(\Omega)$, $V^h_{\Gamma_c} \subset H^1_{0, \Gamma_c}(\Omega)$, and $V^h_{\Gamma_f} \subset H^1_{0, \Gamma_f}(\Omega)$. In general, these spaces do not need to be on the same mesh or of the same order. Nevertheless, for simplicity of notation, we use $h$ to denote the mesh parameters on all spaces and it is not difficult to generalize the results and formulations in this paper. The discrete least-squares formulation of interest is

$$\min_{v^h} F(v^h, p^h, \mu^h; q) \text{ or } \hat{F}(v^h, p^h, \mu^h; r, g),$$

for $v^h \in U^h$, $p^h \in V^h_{\Gamma_c}$, $\mu^h \in V^h_{\Gamma_f}$. (4.11)

If $(u^h, q^h, \psi^h) \in U^h \times V^h_{\Gamma_c} \times V^h_{\Gamma_f}$ is a minimizer of (4.11), then $u^h \in U^h$ is the obtained approximation of a weak solution to (3.1).

A common approach to solving problems like (4.11), which is tailored to nonquadratic least-squares problems, is the Gauss–Newton method (see [33]), where the system (4.8) is linearized by the Newton method and the resulting linear first-order system is reformulated to a quadratic least-squares principle. For example, let $\hat{v}$ be a current iterate. The aim is to obtain a next iterate $v$. To this purpose, the equation is linearized around $\hat{v}$. In general, for a (Fréchet) differentiable nonlinear operator $F(v)$, the Newton linearization of the equation $F(v) = 0$ around $\hat{v}$ is $F'(\hat{v}) + F'(v)v_\Delta = 0$, where $F'(v)v_\Delta$ is, generally, the Gâteaux (i.e., directional) derivative of $F$ at $v$ in the direction $v_\Delta$. This is an equation for the update (step) $v_\Delta$, which is reformulated as a least-squares method below, where the new iterate is obtained as $v = \hat{v} + v_\Delta$. In particular, the Newton linearization of (4.8), with unknowns $v_\Delta, p_\Delta$, and $\mu_\Delta$, is

$$F'(v^\Delta) v_\Delta - \nabla p_\Delta - \nabla^\perp_\Delta \mu_\Delta = \nabla \hat{p} + \nabla^\perp_\Delta \hat{\mu} - f(\hat{v}) \text{ in } \Omega, p_\Delta = 0 \text{ on } \Gamma_c,$$

$$\nabla p_\Delta = \nabla q - \nabla \hat{p} \text{ in } \Omega, \mu_\Delta = 0 \text{ on } \Gamma_f,$$

where $q$ is given implicitly as the solution to (4.6). The corresponding quadratic least-squares functional, for $v_\Delta \in L^\infty(\Omega), p_\Delta \in H^1_{0, \Gamma_c}(\Omega)$, and $\mu_\Delta \in H^1_{0, \Gamma_f}(\Omega)$, is

$$F_i(v^\Delta, p^\Delta, \mu^\Delta; \hat{v}, \hat{p}, \hat{u}; q) = \|f'(\hat{v})v^\Delta - \nabla p_\Delta - \nabla^\perp_\Delta \mu_\Delta - \nabla \hat{p} - \nabla^\perp_\Delta \hat{\mu} + f(\hat{v})\|^2 + \|\nabla p_\Delta - \nabla q + \nabla \hat{p}\|^2,$$

(4.12)

or, alternatively, we consider the quadratic functional

$$\hat{F}_i(v^\Delta, p^\Delta, \mu^\Delta; \hat{v}, \hat{p}, \hat{u}; r, g) = \|f'(\hat{v})v^\Delta - \nabla p_\Delta - \nabla^\perp_\Delta \mu_\Delta - \nabla \hat{p} - \nabla^\perp_\Delta \hat{\mu} + f(\hat{v})\|^2 + |\hat{p} + p_\Delta|^2 + 2[(r \cdot \hat{p} - \hat{p} + p_\Delta) \cdot (f(g) \cdot n, \hat{p} + p_\Delta)_{\Gamma_f}].$$

(4.13)

Thus, for current iterates $\hat{u}^h \in U^h, \hat{q}^h \in V^h_{\Gamma_c}$, and $\hat{\psi}^h \in V^h_{\Gamma_f}$, the quadratic discrete least-squares problem is

$$\min_{u^\Delta} F_i(u^\Delta, q^\Delta, \psi^\Delta; \hat{u}^h, \hat{q}^h, \hat{\psi}^h; q) \text{ or } \hat{F}_i(u^\Delta, q^\Delta, \psi^\Delta; \hat{u}^h, \hat{q}^h, \hat{\psi}^h; r, g),$$

for $u^\Delta \in U^h, q^\Delta \in V^h_{\Gamma_c}, \psi^\Delta \in V^h_{\Gamma_f}$. (4.14)

Since it utilizes only given data, the computationally feasible weak formulation (it can be derived directly, using the functional $\hat{F}_i$, or using the functional $F_i$ together with (4.6)) associated with (4.14)
is: Find \((u_h^h, q_h^h, \psi_h^h) \in U^h \times Y_{I_c}^h \times Y_{I_1}^h\) such that
\[
\begin{align*}
\left\{ \begin{array}{l}
(\tilde{f}'(\tilde{u}^h) u_h^h - \nabla q_h^h - \nabla^\perp \psi_h^h, \ f'(\tilde{u}^h) \psi_h^h) =-(f(u^h) - \nabla^\perp \psi^h, \ f'(u^h) \psi^h), \\
-(f'(u^h) u^h_h - 2 \nabla q^h - \nabla^\perp \psi^h, \ \nabla p^h) = (f(u^h) - 2 \nabla q^h - \nabla^\perp \psi^h, \ \nabla p^h) - \ell_d(p^h), \\
-f'(u^h) u^h_h - \nabla q^h - \nabla^\perp \psi^h_h, \ \nabla \mu^h) = (f(u^h) - \nabla q^h - \nabla^\perp \psi^h, \ \nabla \mu^h),
\end{array} \right.
\end{align*}
\]
for all \((\psi^h, p^h, \mu^h) \in U^h \times Y_{I_c}^h \times Y_{I_1}^h\). The final approximation is obtained by iteratively repeating the above procedure. In practice, as in Section 6, a damped Gauss–Newton approach is preferred by combining the Gauss–Newton method with a line search algorithm, where the ability to evaluate the functional \(\tilde{F}\) is utilized; see [33].

Similar to [18], by viewing, for the moment, \(f\) as the (nonlinear) map \(f : L^\infty(\Omega) \to [L^2(\Omega)]^2\) and using (3.2), one can show that, for any \(\tilde{v} \in L^\infty(\Omega), f'(\tilde{v}) : L^\infty(\Omega) \to [L^2(\Omega)]^2\) is a bounded linear map, that is, \(\|f'(\tilde{v})\| \leq C_f, \|f\|_{L^\infty(\Omega)},\) for all \(v \in L^\infty(\Omega),\) where the constant \(C_f, \tilde{v} > 0\) can depend on \(f\) and \(\|\tilde{v}\|_{L^\infty(\Omega)}\). This demonstrates that \(f : L^\infty(\Omega) \to [L^2(\Omega)]^2\) is (Fréchet) differentiable on \(L^\infty(\Omega),\) which is of basic importance for the applicability of the Gauss–Newton method to the solution of (4.11).

The first-order system (4.8) possesses the convenient property that the nonlinearity (i.e., \(f(v)\)) is only in a zeroth-order term (i.e., a term that does not involve differential operators). Furthermore, the utilization of a formulation like (4.11), based on the Helmholtz decomposition, is justified by its relation to the weak formulation (3.3) and the \(H^{-1}\)-type least-squares principle (4.3), since this relationship provides the desirable numerical conservation properties of (4.11); see Section 5.

The method here is general and can be applied to balance laws of the type (3.1). Particularly, it can be used for conservation laws, \(r \equiv 0\). However, although the approach here is related to the ideas in [18, 20], developed for conservation laws, it differs from the methods in [18, 20], when applied to conservation laws. There, the methods are specially tailored to conservation laws utilizing a different Helmholtz decomposition. Namely, for any \(v \in [L^2(\Omega)]^2, v = \nabla \tilde{q} + \nabla^\perp \tilde{\psi},\) for uniquely determined \(\tilde{q} \in H^1_0(\Omega)\) and \(\tilde{\psi} \in H^1(\Omega)/\mathbb{R}\). Whence, \(\nabla \cdot v = 0\) if and only if \(v = \nabla^\perp \tilde{\psi}\) for some \(\tilde{\psi} \in H^1(\Omega);\) see [30]. This is applicable to conservation laws, since, in that case, \(f(\tilde{u})\) is divergence free, for any respective weak solution \(\tilde{u}\); compare, Lemma 3.5. A consequence of using the Helmholtz decomposition of Theorem 2.1 is that \(q \in H^1_{0, \Gamma_c}(\Omega)\) in (4.5) carries all given data (both the source and the inflow data), whereas an equality like \(f(\tilde{u}) = \nabla^\perp \tilde{\psi},\) specific to conservation laws, only provides \(\nabla \cdot f(\tilde{u}) = 0\) and does not contain any information on the inflow boundary condition. Therefore, additional boundary terms are required in [18, 20]. Although a term like \(\|v - g\|^2_{\Gamma_1},\) where \(\| \cdot \|_{\Gamma_1}\) denotes the norm in \(L^2(\Gamma_1)\), is not well-defined for a general function \(v \in L^\infty(\Omega),\) it makes sense for piecewise continuous and, particularly, for finite element functions in place of \(v.\) Thus, in practice, the formulations (4.11), (4.14) can be augmented with such a boundary term or a scaled version of it, that is, it can be added to the functionals in (4.9), (4.10), (4.12), and (4.13). This is utilized in the numerical experiments in Section 6. Nonetheless, it is not required for the analysis of the formulation, in Section 5, since, as mentioned, the boundary data are incorporated in the formulation due to the particular Helmholtz decomposition in Theorem 2.1 and the resulting relation to (3.3).

5 | ANALYSIS

This section is devoted to the analysis of the formulation in Section 4.2. We address the important numerical conservation properties of the method. Also, the regularization of the formulation and the \(L^2(\Omega)\) convergence of the approximations are discussed. It is convenient to concentrate on the functional \(F\) in (4.9). All considerations, with minor changes, carry over to the functional \(\tilde{F}\) in (4.10) since,
as discussed in Section 4.2, they provide equivalent formulations. The notation in Section 4.2 is reused here. In particular, \( \hat{u} \) denotes a weak solution to (3.1) and the decomposition (4.5) is utilized.

5.1 Weak solutions and the conservation property

Here, we investigate in more detail the relationship between (4.11) and the weak formulation (3.3). As a consequence, the numerical conservation property of the method is obtained.

The following approximation bounds are used as assumptions in the results below:

\[
\exists \hat{u}^{h} \in U^{h} : \| \hat{u}^{h} - \hat{u} \| \leq C h^{\beta_{r}} \| \hat{u} \|_{\beta_{r}},
\]

\[
\exists q^{h} \in V_{r,c}^{h} : \| \nabla(q^{h} - q) \| \leq C h^{\beta_{\mu} + 1} \| q \|_{\beta_{\mu} + 1},
\]

\[
\exists \psi^{h} \in V_{f}^{h} : \| \nabla(\psi^{h} - \psi) \| \leq C h^{\beta_{\psi}} \| \psi \|_{\beta_{\psi} + 1},
\]

where \( C > 0 \) and \( \beta_{r}, \beta_{\mu}, \beta_{\psi} > 0 \) are constants that do not depend on \( h \), the functions \( \hat{u}, q, \) and \( \psi \) are defined in (4.5), and \( \| \cdot \|_{s} \), for \( s \in \mathbb{R}^{+} \), denotes the norm in the Sobolev space \( H^{s}(\Omega) \). The assumptions (5.1)–(5.3) are associated with known interpolation bounds of polynomial approximation theory; see [34]. The approximation orders, \( \beta_{r}, \beta_{\mu}, \) and \( \beta_{\psi} \), depend on the smoothness of \( \hat{u}, q, \) and \( \psi \), respectively, and the polynomial orders of the respective finite element spaces, \( U^{h}, V_{r,c}^{h}, \) and \( V_{f}^{h} \).

As mentioned, the formulations (4.11) and (4.3) are related as they both are based on the notion of a weak solution defined by (3.3). In fact, this relation can be seen more directly. For \( v^{h} \in U^{h} \), consider the corresponding Helmholtz decomposition\( f(v^{h}) = \nabla q^{h} + \nabla \perp \psi^{h}, \) where \( q^{h} \in H_{1}^{0}(\Omega) \) and \( \psi^{h} \in H_{0}^{1}(\Omega) \). Then, using Lemma 4.3, the exact decomposition (4.5), and the \( H^{-1} \) equation (4.2), it follows

\[
G(v^{h}; q) = \min_{p \in H_{1}^{0}(\Omega)} \min_{\mu \in H_{1}^{0}(\Omega)} F(v^{h}, p, \mu; q) = \frac{1}{2} \| \nabla_{b} \cdot f(v^{h}) - \ell_{d} \|_{-1,1,0}^{2}.
\]

Indeed,

\[
G(v^{h}; q) = \min_{p \in H_{1}^{0}(\Omega)} \min_{\mu \in H_{1}^{0}(\Omega)} [\| \nabla q^{h} - \nabla p \|^{2} + \| \nabla p - \nabla q \|^{2}] = \min_{p \in H_{1}^{0}(\Omega)} \| \nabla_{b} \cdot f(v^{h}) - \ell_{d} \|_{-1,1,0}^{2}.
\]

Thus, the minimization (4.3) is equivalent to the minimization

\[
\text{minimize } F(v^{h}, p, \mu; q) \text{ or } \hat{F}(v^{h}, p, \mu; r, q),
\]

for \( v^{h} \in U^{h}, \ p \in H_{1}^{0}(\Omega), \ \mu \in H_{1}^{0}(\Omega). \)

However, in a practical, fully discrete formulation like (4.11), finite element spaces \( V_{r,c}^{h} \subset H_{1}^{0}(\Omega) \) and \( V_{f}^{h} \subset H_{0}^{1}(\Omega) \) are utilized. Therefore, a more detailed study of the relationship between (4.3) and (4.11) is presented below. It provides the relation between (4.11) and the weak formulation (3.3), which is important for the numerical conservation properties of formulation (4.11). To this end, for simplicity of exposition, the following functional is introduced, for \( v \in L^{\infty}(\Omega) \):

\[
G(v; q) = \min_{p^{h} \in V_{r,c}^{h}} \min_{\mu^{h} \in V_{f}^{h}} F(v, p^{h}, \mu^{h}; q).
\]
Considering, for \( v \in L^\infty(\Omega) \), the corresponding Helmholtz decomposition \( f(v) = \nabla q_v + \nabla^\perp \psi_v \), where \( q_v \in H^1_{0, \Gamma_c}(\Omega) \) and \( \psi_v \in H^1_{0, \Gamma_f}(\Omega) \), it is easy to see that

\[
\mathcal{G}^h(v; \ q) = \min_{p^h \in \mathcal{V}^h_{I_c}, \ \mu^h \in \mathcal{V}^h_{I_f}} \left[ \frac{1}{2} \| \nabla p^h - \nabla q_v \|^2 + \| L_{\Gamma_c}^h \nabla^\perp \mu^h - \nabla^\perp \psi_v \|^2 + \| L_{\Gamma_f}^h p^h - \nabla q_v \|^2 \right].
\]

The minimization in (5.5) is a least-squares problem, where \( v \) and \( q \) are viewed as given. It is trivial to check that the respective formulation is \([H^1_{0, \Gamma_c}(\Omega) \times H^1_{0, \Gamma_f}(\Omega)]\)-equivalent, implying the existence and uniqueness of a minimizer. Thus, the functional \( \mathcal{G}^h \) is well-defined. Also, problem (4.11) can be equivalently expressed as

\[
\hat{u}^h = \arg\min_{v^h \in \mathcal{U}^h} \mathcal{G}^h(v^h; \ q).
\]

The relationship between (4.3) and (4.11) (or (5.6)) as well as other properties of the formulation (4.11) (or (5.6)) are now shown in the following theorem; see [18, 20] for a related discussion on conservation laws.

**Theorem 5.1**

i. For any \( v^h \in \mathcal{U}^h \), it holds \( \frac{1}{2} \| \nabla b \cdot f(v^h) - \ell_{\Gamma_c}^d \|^2 \leq \mathcal{G}^h(v^h; \ q) \).

ii. Assume the approximation bounds (5.2) and (5.3). For \( v^h \in \mathcal{U}^h \), consider the corresponding Helmholtz decomposition \( f(v^h) = \nabla q_{v^h} + \nabla^\perp \psi_{v^h} \). Then, using the notation in (4.5) and (4.1), the following estimates hold, for some constant \( C > 0 \):

\[
\mathcal{G}^h(v^h; \ q) \leq 2 \| \nabla b \cdot f(v^h) - \ell_{\Gamma_c}^d \|^2 \leq C h^{2 \beta_{\psi_0}} \| q \|^2_{\mathcal{H}_{0, \Gamma_c}} + C h^{2 \beta_{\mu_0}} \left( \min_{\mu^h \in \mathcal{V}^h_{I_f}} \| \nabla (\mu^h - \psi_{v^h}) \|^2 \right),
\]

\[
\mathcal{G}^h(v^h; \ q) \leq 2 \| \nabla b \cdot f(v^h) - \ell_{\Gamma_c}^d \|^2 \leq C h^{2 \beta_{\psi_0}} \| q \|^2_{\mathcal{H}_{0, \Gamma_c}} + C h^{2 \beta_{\mu_0}} \left( \min_{\mu^h \in \mathcal{V}^h_{I_f}} \| \nabla (\mu^h - \psi_{v^h}) \|^2 \right),
\]

\[
\mathcal{G}^h(v^h; \ q) \leq 2 \| f(v^h) - f(\hat{u}) \|^2 \leq C h^{2 \beta_{\psi_0}} \| q \|^2_{\mathcal{H}_{0, \Gamma_c}} + C h^{2 \beta_{\mu_0}} \left( \| \nabla (\mu^h) \|^2 \right) + C h^{2 \beta_{\mu_0}} \left( \| \nabla (\mu^h - \psi_{v^h}) \|^2 \right)
\]

where we consider an approximation bound similar to (5.3), but for the function \( \psi_{v^h} \), providing an estimate with respective approximation order \( \beta_{\psi_0} > 0 \).

**Remark 5.2** Note that the bounds (5.1)–(5.3) are for some a priori fixed weak solution, \( \hat{u} \), and they are invariant with respect to the arguments of the functionals above. In contrast, a similar bound for \( \psi_{v^h} \), with order \( \beta_{\psi_0} \), depends on the argument, \( v^h \), of the functional.

**Proof of Theorem 5.1**

i. By (5.4) and the definition of \( \mathcal{G}^h \),

\[
\frac{1}{2} \| \nabla b \cdot f(v^h) - \ell_{\Gamma_c}^d \|^2 \leq \min_{p \in H^1_{0, \Gamma_c}(\Omega), \ \mu \in H^1_{0, \Gamma_f}(\Omega)} F(v^h; p, \mu; \ q) \leq \mathcal{G}^h(v^h; \ q).
\]

ii. Recall that \( \hat{u} \) is a weak solution to (3.1), that is, it solves Equation (4.2). By (5.5), Lemma 4.3, (4.5), (4.2), (5.2), and the obvious \( \| \nabla^\perp \| = \| \nabla \| \), it follows that
\[ G^h(v^h; \ q) = \min_{p^h \in V^h_{r,c}} \left[ \| \nabla(p^h - q) + \nabla(q - q^h) \|^2 + \| \nabla(\mu^h - \psi^h) \|^2 + \| \nabla(p^h - q) \|^2 \right] \]
\[ \leq 2\| \nabla(q^h - q) \|^2 + \min_{\mu^h \in V^h_{r,c}} \| \nabla(\mu^h - \psi^h) \|^2 + 3 \min_{p^h \in V^h_{r,c}} \| \nabla(p^h - q) \|^2 \]
\[ \leq 2\| \nabla B \cdot f(v^h) - \ell_d \|^2_{-1, r_c} + \min_{\mu^h \in V^h_{r,c}} \| \nabla(\mu^h - \psi^h) \|^2 + C h^{2 \beta} \| q \|^2_{|2, 1, r_c + 1} \]
\[ \leq 2\| \nabla B \cdot f(v^h) - \ell_d \|^2_{-1, r_c} + C h^{2 \beta} \| q \|^2_{|2, 1, r_c + 1} + C h^{2 \alpha} \| \psi \|^2_{|2, 1, r_c + 1}. \]

Finally, owing to the definition of \( G^h \), (5.2), (4.5), and (5.3), it holds that

\[ G^h(v^h; \ q) = \min_{p^h \in V^h_{r,c}} \left[ \| \nabla(f(p^h) - \nabla)^{\perp} \mu^h \|^2 + \| \nabla(p^h - q) \|^2 \right] \]
\[ \leq \| f(v^h) - \nabla \tilde{q}^h - \nabla \tilde{\psi}^h \|^2 + \| \nabla(G^h - q) \|^2 \]
\[ \leq \| f(v^h) - f(\tilde{u}) + \nabla(q - \tilde{q}^h) + \nabla(\psi - \tilde{\psi}^h) \|^2 + C h^{2 \beta} \| q \|^2_{|2, 1, r_c + 1} \]
\[ \leq 2\| f(v^h) - f(\tilde{u}) \|^2 + C h^{2 \beta} \| q \|^2_{|2, 1, r_c + 1} + C h^{2 \alpha} \| \psi \|^2_{|2, 1, r_c + 1}, \]
where \( \tilde{q}^h \in V^h_{r,c} \) and \( \tilde{\psi}^h \in V^h_{r,c} \) satisfy the bounds (5.2) and (5.3), respectively.

The “control” of the functional by the \( L^2(\Omega) \) norm and the functional convergence are shown next in the following corollaries.

**Corollary 5.3** Assume the approximation bounds (5.2) and (5.3). Consider a subset \( Q^h \subset U^h \) that is bounded in \( L^\infty(\Omega) \), that is, there is a constant \( B > 0 \) such that \( \| \tilde{u} \|_{L^\infty(\Omega)} \leq B \) and \( \| v^h \|_{L^\infty(\Omega)} \leq B \), for all \( v^h \in Q^h \). Then, for some constants \( C > 0 \) and \( C_{f,B} > 0 \), where \( C_{f,B} \) generally depends on \( f \) and \( B \), it holds that

\[ G^h(v^h; \ q) \leq C_{f,B} \| v^h - \tilde{u} \|^2 + C h^{2 \beta} \| q \|^2_{|2, 1, r_c + 1} + C h^{2 \alpha} \| \psi \|^2_{|2, 1, r_c + 1}. \]

*Proof.* Consider the compact interval \( J = [-B, B] \) in (3.2). By (5.7) and (3.2),

\[ G^h(v^h; \ q) \leq 2 \| f(v^h) - f(\tilde{u}) \|^2 + C h^{2 \beta} \| q \|^2_{|2, 1, r_c + 1} + C h^{2 \alpha} \| \psi \|^2_{|2, 1, r_c + 1} \]
\[ \leq 4 K_{f,J}^2 \| v^h - \tilde{u} \|^2 + C h^{2 \beta} \| q \|^2_{|2, 1, r_c + 1} + C h^{2 \alpha} \| \psi \|^2_{|2, 1, r_c + 1}, \]
where \( K_{f,J} \) is defined in (3.2).

**Corollary 5.4** Assume the approximation bounds (5.1)–(5.3), that (5.6) has a minimizer \( \tilde{u}^h \in U^h \), and that \( \tilde{u}^h \in U^h \), which satisfies (5.1), can be selected such that it forms a bounded sequence in \( L^\infty(\Omega) \) as \( h \to 0 \), that is, there is a constant \( B > 0 \) such that \( \| \tilde{u} \|_{L^\infty(\Omega)} \leq B \) and \( \| \tilde{u}^h \|_{L^\infty(\Omega)} \leq B \) as \( h \to 0 \). Then, for some constants \( C > 0 \) and \( C_{f,B} > 0 \), where \( C_{f,B} \) generally depends on \( f \) and \( B \), it holds that

\[ G^h(u^h; \ q) \leq C_{f,B} h^{2 \beta} \| \hat{u}^h \|^2_{|2, 1, r_c + 1} + C h^{2 \beta} \| q \|^2_{|2, 1, r_c + 1} + C h^{2 \alpha} \| \psi \|^2_{|2, 1, r_c + 1}. \]

In particular, this implies that \( G^h(u^h; \ q) \to 0 \) as \( h \to 0 \).
Similar to Corollary 5.3, using (5.6), (5.7), (3.2), and (5.1), it holds that
\[
\mathcal{G}^h(u^h; q) \leq \mathcal{G}^h(\tilde{u}^h; q) \leq C_f, b \|\tilde{u}^h - \tilde{u}\|^2 + Ch^{2\beta_q} \|q\|_{\hat{\beta}_q+1}^2 + Ch^{2\beta_q} \|\psi\|_{\hat{\beta}_q+1}^2 \\
\leq C_f, b h^{2\beta_q} \|\tilde{u}\|_{\hat{\beta}_q}^2 + Ch^{2\beta_q} \|q\|_{\hat{\beta}_q+1}^2 + Ch^{2\beta_q} \|\psi\|_{\hat{\beta}_q+1}^2.
\]

\[\text{Remark 5.5} \quad \text{It is instructive to express the estimate in Corollary 5.4, for the corresponding minimizer } (u^h, \psi^h) \in U^h \times \mathcal{V}_{1,c}^h \times \mathcal{V}_{1}^h \text{ of (4.11), as}
\]
\[
F(u^h, q^h, \psi^h; q) \leq C_f, b h^{2\beta_q} \|\tilde{u}\|_{\hat{\beta}_q}^2 + Ch^{2\beta_q} \|q\|_{\hat{\beta}_q+1}^2 + Ch^{2\beta_q} \|\psi\|_{\hat{\beta}_q+1}^2,
\]

showing that \(F(u^h, q^h, \psi^h; q) \to 0\) (its globally minimal value) as \(h \to 0\).

The above results indicate that asymptotically, as \(h \to 0\), the formulations (4.3) and (4.11) approach each other. This can be interpreted that, in a sense, (4.11) behaves like the weak formulation (3.3) in the limit, since (4.3) and (3.3) are related. An important consequence of this is the “numerical conservation” property of the least-squares formulation (4.11), which is the topic of the next theorem. The classical notion of “numerical conservation” (or “conservative schemes”) is associated with the result in [26] in the context of hyperbolic conservation laws; compare, [2, 4]. It guarantees that, when certain convergence occurs, the limit is a weak solution. As observed in [18, 20], also in the context of conservation laws, the particular discrete conservation property in the Lax–Wendroff theorem [26], while sufficient, is not necessary for obtaining weak solutions. As in [18, 20], the considerations here do not fall precisely into the framework introduced in [26], but they are similar in spirit. Namely, having appropriate convergence of the discrete solutions, the limit is guaranteed to be a weak solution to (3.1). This result largely motivates the consideration of (4.11). In fact, it is natural that (4.11) possesses such a property, since it is related to (3.3) by design. This relationship to the notion of a weak solution is associated with the ability of the method to provide correct approximations to piecewise \(C^1\) (i.e., discontinuous) weak solutions to (3.1).

Theorem 5.6  (numerical conservation). Let (5.6) possess a minimizer \(u^h \in U^h\) (or, equivalently, (4.11) possess a minimizer \((u^h, q^h, \psi^h) \in U^h \times \mathcal{V}_{1,c}^h \times \mathcal{V}_{1}^h\) and let the assumptions in Corollary 5.4 hold. Assume, in addition, \(L^2(\Omega)\) convergence,

\[
\lim_{h \to 0} \|u^h - \tilde{u}\| = 0,
\]

for some function \(\tilde{u} \in L^\infty(\Omega)\), and that \(u^h\) forms a bounded sequence in \(L^\infty(\Omega)\) as \(h \to 0\), that is, there is a constant \(B > 0\) such that \(\|\tilde{u}\|_{L^\infty(\Omega)} \leq B\) and \(\|u^h\|_{L^\infty(\Omega)} \leq B\) as \(h \to 0\). Then, \(\tilde{u}\) is a weak solution to (3.1) in the sense of (3.3).

Proof.  As in the proof of Corollary 5.3, by (3.2), (5.8) implies that \(\lim_{h \to 0} \|f(u^h) - f(\tilde{u})\| = 0\). Thus,

\[
(f(u^h), \nabla \phi) \to^{h \to 0} (f(\tilde{u}), \nabla \phi), \quad \forall \phi \in H_{0,1,c}^1(\Omega).
\]

By Corollary 5.4 and Theorem 5.1(i), it holds that \(\lim_{h \to 0} \|\nabla_b \cdot f(u^h) - \varepsilon_d\|_{-1,1,c} = 0\). This implies, using the definitions of \(\nabla_b \cdot \) and \(\varepsilon_d\), in (4.1), that

\[
-(f(u^h), \nabla \phi) \to^{h \to 0} (r, \phi) - (f(g) \cdot n, \phi)_\Gamma, \quad \forall \phi \in H_{0,1,c}^1(\Omega).
\]

Combining the above results provides (cf., (3.3))

\[
-(f(\tilde{u}), \nabla \phi) = (r, \phi) - (f(g) \cdot n, \phi)_\Gamma, \quad \forall \phi \in H_{0,1,c}^1(\Omega).
\]
The assumptions that \( \hat{u}^h \) and \( u^h \) in Corollary 5.4 and Theorem 5.6 are bounded in \( L^\infty(\Omega) \) are reasonable, especially when approximating piecewise \( C^1 \) weak solutions to (3.1). Similar assumptions can be seen in the classical result in [26]; see also [2]. Additionally, it is easy to see that the convergence assumption (5.8) can be replaced by a convergence in the \( L^1(\Omega) \) norm or in a pointwise a.e. sense, like in [2, 26].

Note that in Theorem 5.6, unlike [18, 20], no special treatment and assumptions associated with the boundary conditions are necessary. This is due to the Helmholtz decomposition in Theorem 2.1, which naturally (i.e., in a way related to (3.3)) incorporates the boundary conditions into the formulation; see the end of Section 4.2.

## 5.2 Regularizing the formulation and coercivity in the \( L^2 \) norm

The conservation property in Theorem 5.6 is natural for the least-squares formulation (4.11), since it is related to the weak form (3.3) and the \( H^{-1} \)-based principle (4.3). The \( L^2(\Omega) \) convergence, like (5.8), is more challenging to show for formulations closely related to the notion of a weak solution (3.3). Here, we comment on the lack of coercivity, in terms of the \( L^2(\Omega) \) norm, of the functional \( \mathcal{F} \) in (4.9) and propose a simple regularization that provides a parameter-dependent \( L^2 \) coercivity. The discussion of the \( L^2 \) convergence properties of the nonregularized method is left for Section 5.3.

Notice that the assumptions on the minimizer, \( u^h \), in Theorem 5.6 are utilized to obtain the convergence in \( [L^2(\Omega)]^2 \) of \( f(\hat{u}^h) \) to \( f(\hat{u}) \), that is, of the nonlinear term. Conversely, in general, it is reasonable to assume that

\[
\|f(v_1) - f(v_2)\| \leq c \|v_1 - v_2\|, \quad \forall v_1, v_2 \in L^\infty(\Omega),
\]

for some constant \( c > 0 \). Particularly, when time is involved, as mentioned in Remark 3.2, it typically holds \( f_1 \equiv \iota \), the identity function on \( \mathbb{R} \), in which case (5.9) is trivial. Thus, under assumption (5.9), \( L^2 \) convergence of \( f(u^h) \) implies \( L^2 \) convergence of \( u^h \) and, analogously, the coercivity of the functional in the \( [L^2(\Omega)]^2 \) norm of \( f(v) \) implies its coercivity in the \( L^2(\Omega) \) norm of \( v \). Therefore, the questions of coercivity and convergence of \( \mathcal{F} \) and (4.11) reduce to the respective properties in terms of \( f(v) \).

It is not difficult to observe that a uniform coercivity, which provides the respective control of the \( [L^2(\Omega)]^2 \) norm of \( f(v) \), is not an innate property of the functional \( \mathcal{F} \) in (4.9). Indeed, using \( f(v) = \nabla q_v + \nabla \perp \psi_v \), it holds (recall (5.4) and Lemma 4.3) that \( \mathcal{G}(v, 0) = 1/2 \|\nabla q_v\|^2 \), whereas \( \|f(v)\|^2 = \|\nabla q_v\|^2 + \|\nabla \perp \psi_v\|^2 \). Thus, the functional can be made small, without making \( \|f(v)\|^2 \) small and, hence (due to (3.2)), without making \( \|v\|^2 \) small. That is, the functional \( \mathcal{F} \) provides only partial control of the \( [L^2(\Omega)]^2 \) norm. Namely, it explicitly controls only the \( H^1_{0,Γ_1}(\Omega) \) component, \( q_v \), of the Helmholtz decomposition, but not the \( H^1_{0,Γ_1}(\Omega) \) component, \( \psi_v \). This is associated with the relation to (3.3) and (4.2); compare, (4.4) and Remark 4.4. Moreover, even in the linear case, one can construct an oscillatory counterexample (see [28]) to demonstrate the lack of an appropriate uniform coercivity.

The above considerations make it clear that, to obtain \( L^2 \) coercivity, control of \( \nabla^2 \psi_v \) needs to be explicitly introduced. Therefore, consider the regularized functional

\[
\mathcal{F}_\varepsilon(v, p, \mu; \ q) = \mathcal{F}(v, p, \mu; \ q) + \varepsilon^2 \|\nabla^\perp \mu\|^2 \\
= \|f(v) - \nabla p - \nabla^\perp \mu\|^2 + \|\nabla p - \nabla q\|^2 + \varepsilon^2 \|\nabla^\perp \mu\|^2,
\]

for some (small) \( \varepsilon > 0 \), which employs additional explicit \( \varepsilon \)-dependent control of the \( H^1_{0,Γ_1}(\Omega) \) component, \( \mu \). The regularization provides \( \varepsilon \)-dependent coercivity that controls the \( [L^2(\Omega)]^2 \) norm of the flux, \( f(v) \), which, in turn, bounds the \( L^2(\Omega) \) norm of \( v \), owing to (5.9). This is shown, in detail, in the following theorem.
Theorem 5.7  (continuity and $\epsilon$-dependent coercivity in $L^2$). It holds

$$F_\epsilon(v, p, \mu; \epsilon) \leq 3(\|f(v)\|^2 + \|\nabla p\|^2) + (2 + \epsilon^2)\|\nabla \mu\|^2,$$

for $\epsilon \geq 0$, and

$$\epsilon^2 \left( \frac{1}{2 + 3\epsilon^2}\|f(v)\|^2 + \frac{1}{2}\|\nabla \mu\|^2 \right) + \frac{1}{3}\|\nabla p\|^2 \leq F_\epsilon(v, p, \mu; 0),$$

for any $\epsilon > 0$.

Proof. The upper bound follows from the basic inequality, for real numbers, $2ab \leq a^2 + b^2$ and $\|\nabla \mu\| = \|\nabla \mu\|$.

To address the coercivity, observe that

$$\|f(v) - \nabla \mu\|^2 + \|\nabla p\|^2 = \|f(v) - \nabla p - \nabla \mu + \nabla p\|^2 + \|\nabla p\|^2$$

$$\leq 2\|f(v) - \nabla p - \nabla \mu\|^2 + 3\|\nabla p\|^2 \leq 3F(v, p, \mu; 0).$$

Owing to the Young’s inequality, it holds, for any $\rho > 0$ and particularly for $\rho = 1 + 3\epsilon^2/2$,

$$\|f(v) - \nabla \mu\|^2 + 3\epsilon^2\|\nabla \mu\|^2 = \|f(v)\|^2 + (1 + 3\epsilon^2)\|\nabla \mu\|^2 - 2(f(v), \nabla \mu)$$

$$\geq \|f(v)\|^2 + (1 + 3\epsilon^2)\|\nabla \mu\|^2 - \frac{\|f(v)\|^2}{\rho} - \rho\|\nabla \mu\|^2$$

$$= \frac{\rho - 1}{\rho}\|f(v)\|^2 + (1 + 3\epsilon^2 - \rho)\|\nabla \mu\|^2$$

$$= \frac{3\epsilon^2}{2 + 3\epsilon^2}\|f(v)\|^2 + \frac{3\epsilon^2}{2}\|\nabla \mu\|^2.$$

Combining the above inequalities provides the coercivity estimate. □

Remark 5.8  As before, it is instructive, using $f(v) = \nabla q_\gamma + \nabla \psi_\gamma$, to consider the reduced functional

$$G_\epsilon(v; 0) = \min_{p \in H_{0,\gamma}^1(\Omega)} \min_{\mu \in H_{0,\gamma}^1(\Omega)} F_\epsilon(v, p, \mu; \epsilon) = \frac{1}{2}\|\nabla q_\gamma\|^2 + \frac{\epsilon^2}{1 + \epsilon^2}\|\nabla \psi_\gamma\|^2 \geq \frac{\epsilon^2}{1 + \epsilon^2}\|f(v)\|^2,$$

for $\epsilon \leq 1$, obtaining an exact estimate.

By taking $\epsilon \to 0$ as $h \to 0$, the properties, especially the numerical conservation, of the formulation, established in Section 5.1, are maintained in the limit, as $h \to 0$, for the regularized version. In particular, let $\epsilon = h^\eta$, for some $\eta \geq 0$, where increasing $\eta$ weakens the regularization. In this case, $\epsilon = h^\eta$, Theorem 5.7 guarantees an explicit mesh-dependent control of the $L^2$ norm, independently of the choice of finite element spaces. In contrast, Section 5.3 discusses an implicit mesh-dependent control of the $L^2$ norm, based on the properties of the combination of finite element spaces used in the (nonregularized) discrete formulation. As demonstrated in Theorem 5.10 below, $L^2$ convergence can be obtained in the presence of mesh-dependent $L^2$ coercivity. Note that such a result holds for both implicit and explicit mesh-dependent coercivity. In our experience, the regularizing term acts as explicit “artificial diffusion” (or “viscosity”) added to the formulation, that is, taking $\eta$ close to zero, results in smoother approximate solutions. Moreover, in the extreme case of $\eta = 0$, the regularized functional (weakly) enforces that the flux is a gradient (potential) field, which in essence makes the problem elliptic (a diffusion problem).
The discussion in the previous paragraph is indicative of the potential benefits of regularizing the functional in (4.9) for obtaining an explicit form that is easier to tune and potentially more amenable to establishing properties of the method, like convergence to the physically admissible solution, since the regularization term acts as explicitly added “vanishing diffusion” (or “viscosity”). Moreover, the regularization can be useful for facilitating the construction of efficient preconditioners for the resulting linear systems, which is of important practical value. This is currently an ongoing work; see also Section 7.

5.3 Convergence properties

The theoretical results above show: when $L^2$ convergence holds, the approximations converge to a weak solution; for the nonregularized functional, only convergence in an $H^{-1}$-type norm is guaranteed, while $L^2$ convergence is not provided by the innate properties of the functional and, hence, it is more challenging to establish. There are two ways to obtain convergence in the $L^2$ norm: one—by explicitly regularizing the functional, providing explicit control of the $L^2$ norm; and another—via a careful choice of the finite element spaces, on which the minimization is performed, providing implicit discrete control of the $L^2$ norm. Here, appropriate properties of the finite element spaces are presented in the form of special inf-sup conditions and how they lead to $L^2$ convergence is shown. This can be viewed as an implicit version of the regularization, where control of the $L^2$ norm is obtained in the discrete setting, despite the fact that such control is not innately a property of the (nonregularized) functional. In view of the discussion in the beginning of Section 5.2, this can be seen as providing implicit discrete control of the $H^1_{0,\Gamma} (\Omega)$ component, $\psi_v$, of the Helmholtz decomposition. That is, when the finite element spaces are carefully chosen, explicit regularization is not needed to obtain $L^2$ convergence.

Let (5.6) have a minimizer $u^h \in U^h$ and $f(u^h) = \nabla q_{v^h} + \nabla \perp \psi_{v^h}$. Consider $q \in H^1_{0,\Gamma} (\Omega)$ as defined in (4.5)–(4.7) and assume, for some $C > 0$ and $\beta > 0$, that

\[
\|\nabla \cdot f(u^h) - \ell \|_{-1,\Gamma_c} = \|\nabla (q_{v^h} - q)\| \leq C h^\beta. \tag{5.11}
\]

Theorem 5.1(i) and Corollary 5.4 guarantee that $\beta \geq \min \{ \beta_q, \beta_q, \beta \}$. Notice that (5.11) is essentially an error (or approximation) bound with a rate of convergence $\beta$. Further, assume the (semi-discrete) inf-sup condition

\[
\inf_{s^h \in S^h} \sup_{p \in H^1_{0,\Gamma} (\Omega)} \frac{|(s^h, \nabla p)|}{\|s^h\| \|\nabla p\|} \geq c h^\alpha, \tag{5.12}
\]

for some constants $c, \alpha > 0$, where $S^h = \text{span} \{ f(v^h); \ v^h \in U^h \} \subset [L^2(\Omega)]^2$. Particular inf-sup bounds of the type (5.12), with $\alpha = 1$, are proved in [28] for the linear case and a few choices of $U^h$, including standard Lagrangian elements, which are used in the numerical experiments in Section 6.

Remark 5.9 A careful inspection of Theorem 5.1(ii) suggests that the rate of functional decay implied by (5.7) and Corollary 5.4 can be pessimistic. More precisely, in view of Remark 5.2, when $U^h$ is an $H^1(\Omega)$-conforming space, which is the case for the numerical results in Section 6, the respective component $\psi_{v^h}$ can be sufficiently smooth, so that the decay rate is determined by the smoothness of the component $q \in H^1_{0,\Gamma} (\Omega)$. Therefore, it is reasonable to expect that the actual rate of functional decay would be around $\beta_q$ and $\beta \approx \beta_q$. Accordingly, some of the numerical results in Section 6 show faster rates of functional decay than predicted by Corollary 5.4.
The simplest setting that can provide $L^2$ convergence follows.

**Theorem 5.10** Let (5.11) and (5.12) hold with $\kappa > \alpha$ and $U^h$ form an increasing sequence of nested spaces as $h \to 0$. Then, $f(u^h)$ converges, with a rate $\Theta(h^{\kappa-\alpha})$, in $[L^2(\Omega)]^2$ as $h \to 0$.

**Proof.** Assumption (5.11) implies that $\| \nabla (q_{\kappa} - q_{\kappa + \alpha}) \| \leq C h^\kappa$. Clearly, from the definition of $\nabla_b \cdot \cdot$ (5.12) is equivalent to

$$\| \nabla_b \cdot s^h \|_{-1, \Gamma} \geq c h^\alpha \| s^h \|. \quad \forall s^h \in S^h. \quad (5.13)$$

The nestedness of the $U^h$ spaces provides $[f(u^h) - f(u^{h/2})] \in S^{h/2}$ and, by (5.13),

$$\| \nabla_b \cdot [f(u^h) - f(u^{h/2})] \|_{-1, \Gamma} \geq c h^\alpha \| f(u^h) - f(u^{h/2}) \|. \quad (5.14)$$

The above estimates and Lemma 4.3 imply that $\| f(u^h) - f(u^{h/2}) \| \leq C h^{\kappa-\alpha}$, which, since $\kappa \alpha$, can be used to show that $f(u^h)$ forms a Cauchy sequence in $[L^2(\Omega)]^2$. \hfill ■

Here, the inf-sup condition (5.12) is utilized differently compared to the setting of mixed finite element methods [34] or of [17]. Typically, inf-sup conditions are easily satisfied in the continuous (i.e., infinite-dimensional) case and finite element spaces are appropriately selected to maintain the property in the discrete setting. In our considerations, a continuous version of (5.12) does not hold since it is essentially the already discussed (Section 5.2) uniform coercivity; that is, (5.12) is a relation that can hold only discretely and fails in the continuous setting. Namely, (5.12) is an assumption on the “discrete coercivity” (5.13). Moreover, the condition (5.12) restraints the space $U^h$ (based on the flux $f$), thus potentially limiting the freedom of choice of $U^h$.

Notice that assumption (5.12) involves only the discrete space $U^h$, without taking into account $V^h_{\text{g}}$ and $V^h_{1, \Gamma}$, used in the least-squares formulation (4.11). That is, even if $V^h_{\text{g}}$ and $V^h_{1, \Gamma}$ approach (or are replaced by) continuous spaces, Theorem 5.10 still guarantees $L^2$ convergence, essentially demonstrating the $L^2$ convergence of the $H^1$-based formulation (4.3). However, having discrete spaces for the Helmholtz decomposition, especially $V^h_{1, \Gamma}$, can enhance the discrete control of the $L^2$ norm, via enhancing the control of the $H^1_{0, \Gamma}(\Omega)$ component, and thus improving on the $L^2$ convergence of (4.11). This is discussed next.

We introduce an inf-sup condition that is more suitable for the fully discrete formulation (4.11). First, define the following distance and a corresponding subset of $S^h$, of fluxes that are, in a sense, “close” to $V^h_{1, \Gamma}$:

$$R^h = \{ s^h \in S^h; \min_{\mu^h \in V^h_{1, \Gamma}} \| \nabla (\mu^h - \mu_{\kappa}) \| \leq 2 R^h, \quad \text{where} \ s^h = \nabla q_{\kappa} + \nabla \psi_{\kappa}, \}$$

where $u^h$ and $u^{2h}$ denote minimizers of (5.6) for respective mesh parameters $h$ and $2h$. Assume the following “restricted” version of the inf-sup condition, for some $c, \gamma > 0$:

$$\inf_{\mu^h \in R^h} \sup_{p \in H^1_{0, \Gamma}(\Omega)} \left\{ \frac{\langle \mu^h, \nabla p \rangle}{\| \mu^h \| \| \nabla p \|} \right\} \geq c h^\gamma. \quad (5.14)$$

It is trivial that if (5.12) holds, then (5.14) also holds and, generally, $\gamma \leq \alpha$. Note that, while there are currently no explicit theoretical results showing cases when $\gamma < \alpha$, (5.14) represents a stronger version of (5.12). It can explain some “enhanced” convergence rates in Section 6 (cf., Example 1) that would
require stronger control than what (5.12) can provide (see the discussion following Theorem 5.11, see also [28]). The following convergence result is obtained, which is stronger than Theorem 5.10.

**Theorem 5.11** Let (5.11) and (5.14) hold with $\alpha > \gamma$ and $U^h$, $\mathcal{V}^h_{G_I}$ form respective increasing sequences of nested spaces as $h \to 0$. Assume also that $R^h \leq R^h_{\alpha \gamma}$, for sufficiently small values of the mesh parameter $h$. Then, $f(u^h)$ converges, with a rate $O(h^{\alpha-\gamma})$, in $[L^2(\Omega)]^2$ as $h \to 0$.

**Proof.** By (5.11), it holds that $\|\nabla (q_{\alpha \gamma} - q_{\alpha \gamma})\| \leq C h^\alpha$. (5.14) is equivalent to

$$\|\nabla_b \cdot r^h\|_{-1,G_c} \geq c h^\gamma \|r^h\|, \quad \forall r^h \in R^h. \quad (5.15)$$

The nestedness of the $U^h$ spaces provides $[f(u^{2h}) - f(u^h)] \in S^h$. Consider

$$v^{2h} = \arg\min_{\mu^{2h} \in \mathcal{V}^h_{G_I}} \|\nabla (\mu^{2h} - \psi_{\alpha \gamma})\|, \quad v^h = \arg\min_{\mu^h \in \mathcal{V}^h_{G_I}} \|\nabla (\mu^h - \psi_{\alpha \gamma})\|.$$ 

The nestedness of the $\mathcal{V}^h_{G_I}$ spaces implies $v^{2h} \in \mathcal{V}^h_{G_I}$. Then

$$\min_{\mu^h \in \mathcal{V}^h_{G_I}} \|\nabla (\mu^h - (\psi_{\alpha \gamma} - \psi_{\alpha \gamma}))\| \leq \|\nabla (v^{2h} - v^h - \psi_{\alpha \gamma} + \psi_{\alpha \gamma})\|$$

$$\leq \|\nabla (v^{2h} - \psi_{\alpha \gamma})\| + \|\nabla (v^h - \psi_{\alpha \gamma})\| = R_{\alpha \gamma} + R_{\alpha \gamma} \leq 2R_{\alpha \gamma}.$$ 

Thus, $[f(u^{2h}) - f(u^h)] \in R^h$ and, by (5.15),

$$\|\nabla_b \cdot [f(u^{2h}) - f(u^h)]\|_{-1,G_c} \geq c h^\gamma \|f(u^{2h}) - f(u^h)\|.$$ 

The above estimates and Lemma 4.3 imply that $\|f(u^{2h}) - f(u^h)\| \leq C h^{\alpha-\gamma}$, which, since $\alpha > \gamma$, can be used to show that $f(u^h)$ forms a Cauchy sequence in $[L^2(\Omega)]^2$. 

**Remark 5.12** The assumption $R_{\alpha \gamma} \leq R_{\alpha \gamma}$ in Theorem 5.11 is reasonable since $R_{\alpha \gamma} \to 0$, as $h \to 0$, with a rate determined by a bound like (5.3).
when considering the entire $S^h$, whereas numerical results (cf., e.g., Section 6) indicate faster rates of convergence than $\alpha = 1$ would imply, suggesting $\gamma \approx 1/2$. Similarly, the regularization in (5.10) can be intuitively interpreted as an explicit form of eliminating modes with high-frequency cross stream oscillations, which can be manually tuned independently of the choice of spaces.

In summary, the convergence $\|\hat{u}^h - \hat{u}\| \to 0$ stem from a complex relationship between the spaces involved in formulation (4.11) that depends on the flux vector, $f$. The “regularizing” effect of the finite element spaces for the components of the Helmholtz decomposition, particularly, the effect of the choice of $V_{h}^{\psi}$, is demonstrated in the numerical experiments in Section 6, which also support the ideas of this section that the $L^2$ convergence is due to the balance between the orders of an approximation bound like (5.11) and a discrete coercivity estimate of the type (5.13) or (5.15).

6 | NUMERICAL RESULTS

This section is devoted to numerical results for formulation (4.11), utilizing a damped Gauss–Newton procedure, applied to the inviscid Burgers equation, which is of the form (3.1) for $f(v) = [v, v^2/2]$, with a discontinuous source term, $r$. The examples are inspired by [35], which also provides the exact solutions for computing errors.

The presented results are obtained using the nonregularized functional. Moreover, as mentioned in the end of Section 4.2, the functional $\hat{F}$ in (4.10) is replaced by the following (nonregularized) “augmented” version (the notation is reused):

$$
\hat{F}(v^h, p^h, \mu^h; r, g) = \|f(v^h) - \nabla p^h - \nabla^\perp \mu^h\|^2 + \|\nabla p^h\|^2 + 2\epsilon_d(p^h) + \|h^{1/2}(v^h - g)\|^2_i,
$$

where $g$ is given in (3.1b) and $\|\cdot\|_i$, denotes the norm in $L^2(\Gamma_i)$. In all cases, continuous finite element spaces on structured triangular meshes are used. The domain is $\Omega = \{0 < t < 1, -0.25 < x < 1.75\}$ and the meshes consist of right-crossed squares, $(\Xi)$, where the coarsest mesh has 16 squares in $t$ and 32 squares in $x$, while the finer meshes are obtained by consecutive uniform refinements.

Here, $u^h$ denotes the obtained approximation, $\hat{u}$ is the exact solution, $M^h$ denotes the obtained minimal value of the functional, $\hat{F}$, on a mesh with a parameter $h$. That is, $M^h = \hat{F}(u^h, q^h, \psi^h; r, g)$, where $(u^h, q^h, \psi^h) = \text{argmin} \hat{F}(v^h, p^h, \mu^h; r, g)$. Since the analytical minimal value of $\hat{F}$ (which is $-\|\nabla q\|^2_2$, where $q$ solves (4.6)) is not explicitly known during computation, the rate of functional convergence to its minimum as $h \to 0$ is measured via $M^h - M^{h2}$.

For completeness, on all convergence graphs, the squared $L^1(\Omega)$ norm of the error is also plotted. In practice, the $L^1(\Omega)$ norm can be viewed as a measure of “sharpness” of resolution of discontinuities, since it “penalizes” small errors more than the $L^2(\Omega)$ norm. Observe that the $L^1(\Omega)$ norm of the error demonstrates noticeably better behavior (higher convergence rates) compared to the $L^2(\Omega)$ norm, for all examples.

Example 1 (a single shock). Consider (3.1) with

$$
r = \begin{cases} 
1, & x \leq 0 \\
2, & x > 0
\end{cases}, \quad g = \begin{cases} 
3, & t = 0, \ x \leq 0 \\
1, & t = 0, \ x > 0 \\
t + 3, & x = -0.25
\end{cases}.
$$

Convergence of the functional values and the approximations obtained by the method are demonstrated in Figure 1 for linear and quadratic finite elements. Notice that, in both cases, similar to the methods for conservation laws in [18, 20], the squared $L^2(\Omega)$ norm of the error approaches $\mathcal{O}(h)$, which is the theoretically optimal rate [34]. The functional values converge with a higher rate on the tested...
(a) FIGURE 1 Convergence results for Example 1 with linear $\mathcal{V}$. Here, $u^h$ denotes the obtained approximation, $\hat{u}$ is the exact solution, $M^h$ denotes the obtained minimal value of the functional, $\hat{P}$, on a mesh with a parameter $h$

meshes, similar to [18, 20]. These results align with the discussion in Section 5.3 that, in general, the functional can only provide a "weak control" of the $L^2(\Omega)$ norm and a respective uniform coercivity does not generally hold. Particularly, in terms of Section 5.3, Figure 1 indicates that $\kappa \approx 1$ and $\gamma \approx 1/2$, providing a rate of $L^2$ convergence around the optimal $1/2$.

Figure 2 shows the resulting approximations in the two cases. Note that the method correctly captures the shock speed and its curved trajectory, which can be expected considering the convergence in Figure 1. It is worth discussing the spikes in the upper-left and lower-right corners of the domain. Theoretically, such behavior can be linked to the fact that convergence in the $L^2(\Omega)$ norm is not significantly affected by such spikes. A more particular inspection suggests that the spikes can be linked to the specific Helmholtz decomposition and the associated elliptic PDEs in Remark 2.2. Namely, in view of Remark 2.2, the two corners (upper-left and lower-right) with the spikes are precisely where the Neumann and Dirichlet boundary conditions meet in the respective elliptic problems that define the components of the Helmholtz decomposition, resulting in a decreased quality of approximating these components close to the corners, which are important parts of formulation (4.11). This is supported by the fact that increasing the order of the spaces for the components of the Helmholtz decomposition, $\mathcal{V}^h_{\Gamma_C}$ and $\mathcal{V}^h_{\Gamma_I}$, in Figure 2, substantially decreases the spikes, since better approximations of these components are obtained. Observe that the corner spikes do not "pollute" the rest of the solution.

Our experience shows that the oscillations around the shock become narrower to accommodate the $L^2(\Omega)$ convergence and remain bounded in amplitude as $h$ decreases. The backward propagation of such oscillations results from formulation (4.11) being a global (space–time) minimization that currently does not employ any upwind techniques.

Observe, in Figure 2, that the shock is noticeably more smeared for linear $\mathcal{V}^h_{\Gamma_C}, \mathcal{V}^h_{\Gamma_I}$, compared to when they are quadratic and, accordingly, the backward propagating oscillations from the shock exit point are better diffused in the linear case. In our experience, the reduced numerical diffusion in the quadratic case is mostly due to the utilization of higher-order elements for $\mathcal{V}^h_{\Gamma_I}$ and not so much due to the space $\mathcal{V}^h_{\Gamma_C}$, whereas the reduction of the corner spikes benefits substantially from both $\mathcal{V}^h_{\Gamma_I}$ and $\mathcal{V}^h_{\Gamma_C}$ being of higher order. This aligns with the discussion about the "regularizing effect" of the space $\mathcal{V}^h_{\Gamma_I}$ in the end of Section 5.3.
FIGURE 2  The approximation, $u^h$, obtained from Example 1 on the finest mesh with linear $U_{\Gamma_C}^h, \Psi_{\Gamma_C}^h, \Psi_{\Gamma_I}^h$ are linear on the top and quadratic on the bottom. The black dot, $\bullet$, shows where the shock exists the domain in the exact solution, $\hat{u}$ [Color figure can be viewed at wileyonlinelibrary.com]

Example 2  (a rarefaction wave). Consider (3.1) with

$$r = \begin{cases} 
1, & x \leq 0 \\
2, & x > 0 
\end{cases}, \quad g = \begin{cases} 
1, & t = 0, \ x \leq 0 \\
2, & t = 0, \ x > 0 \\
t + 1, & x = -0.25 
\end{cases}.$$

Results are shown in Figures 3 and 4. The main challenge here is that such a setting is associated with an infinite multiplicity of the weak solutions \cite{3}, where the rarefaction wave (associated with the respective “characteristic fan”) is the unique physically admissible solution, which is of physical significance. Observe that the method approximates the admissible solution of interest. It is currently unclear if, in theory, this is an innate property of the formulation for all cases. Nevertheless, the numerical diffusion typically present in least-squares methods is indicative of the prospect of obtaining the “vanishing diffusion” (or “viscosity”) solution. The convergence rate is suboptimal here, since the optimal decay rate of the squared $L^2(\Omega)$ norm of the error is $O(h^{2-\epsilon})$, for any small $\epsilon > 0$.

Example 3  (colliding shocks). Consider (3.1) with

$$r = \begin{cases} 
1, & x \leq 0 \\
2, & x > 0 
\end{cases}, \quad g = \begin{cases} 
3, & t = 0, \ x \leq 0 \\
1, & t = 0, \ 0 < x \leq 0.5 \\
0.5, & t = 0, \ x \geq 0.5 \\
t + 3, & x = -0.25 
\end{cases}.$$

The respective results are shown in Figures 5 and 6. Note that the method approaches the optimal convergence rate and it accurately captures the shocks and the collision point. The collision point (recall that the black dots, $\bullet$, are located at the collision and exit points) is considerably smeared when $\Psi_{\Gamma_C}^h, \Psi_{\Gamma_I}^h$ are linear, whereas this is less of an issue when they are quadratic.
The Gauss–Newton procedure utilizes a constant function as an initial guess on the coarsest mesh and, for every uniform refinement, the solution on the previous mesh is used as an initial guess. A very small tolerance is utilized, where the iteration is stopped when the change in the value of the functional, relative to the initial functional value, becomes less than $10^{-8}$. The number of Gauss–Newton iterations, for all cases and refinement levels, are shown in Table 1. Note that the performance is expected to substantially improve by implementing adaptive mesh refinement in a nested iteration framework, which is a subject of future work; see Section 7. Since the methods are fundamentally related, the approach in this paper is expected to perform, in the context of ALR, similarly to [18], where with
FIGURE 5 Convergence results for Example 3 with linear $U^h$. Here, $u^h$ denotes the obtained approximation, $\tilde{u}$ is the exact solution, $M^h$ denotes the obtained minimal value of the functional, $F$, on a mesh with a parameter $h$.

FIGURE 6 The approximation, $u^h$, obtained from Example 3 on the finest mesh with linear $U^h$; $V_{\Gamma_C}^h, V_{\Gamma_I}^h$ are linear on the top and quadratic on the bottom. The black dots, •, show where the shocks collide and the resulting shock exists the domain in the exact solution, $\tilde{u}$ [Color figure can be viewed at wileyonlinelibrary.com]

adaptive refinement the number of Gauss-Newton iterations is stable and small (at most 2 or 3) and there is, as desired, a substantially smaller increase in problem size across refinement levels in comparison to uniform refinement. Also, in practice, a larger tolerance is sufficient and the stopping criterion can also be properly adjusted based on $h$ or the regularization, when it is utilized.

Finally, we note that using the regularized functional in (5.10), with $\varepsilon = h$, recovers (both quantitatively and qualitatively) the numerical results shown in this section for the nonregularized functional.
TABLE 1  Number of Gauss-Newton iterations as the mesh is refined uniformly, with a very small stopping tolerance of $10^{-8}$, for all cases and refinement levels. The space $U^h$ is linear in all cases, while “Order” denotes the order of $V^h_C$ and $V^h_I$. “Refs” denotes the number of uniform refinements of the initial mesh.

| Test case | Order  | References |
|-----------|--------|------------|
|           |        | 0 | 1 | 2 | 3 | 4 | 5 |
| Example 1 | Linear | 6 | 4 | 4 | 4 | 4 | 5 |
|           | Quadratic | 8 | 4 | 4 | 4 | 5 | 10 |
| Example 2 | Linear | 5 | 3 | 3 | 3 | 3 | 3 |
|           | Quadratic | 5 | 3 | 3 | 3 | 2 | 2 |
| Example 3 | Linear | 7 | 4 | 4 | 5 | 5 | 6 |
|           | Quadratic | 10 | 5 | 6 | 8 | 10 | 5 |

This indicates that the original functional (4.9), posed on the discrete finite element spaces, possesses a corresponding implicit regularization, which can be related to the considerations in Section 5.3.

7  | CONCLUSIONS AND FUTURE WORK

We proposed and studied a least-squares finite element formulation for hyperbolic balance laws that is based on the Helmholtz decomposition and is related to the notion of a weak solution. The ability of this approach to correctly approximate weak solutions, its convergence properties, and a special regularization were discussed; discrete convergence results were shown under mild assumptions; and numerical results were provided. The method demonstrates good convergence, shock capturing capabilities, and correctly obtains rarefaction (physically admissible) solutions to nonlinear PDEs.

There are many directions of future development. Particularly, adaptive mesh refinement in a nested iteration setting constitutes important follow-up work as it would contribute to the practical applicability of the method; extending the method to systems by utilizing a suitable Helmholtz decomposition is an important topic of future investigation; and generalizing the formulation for problems where the source term, $r$, in (3.1a) is allowed to depend linearly or nonlinearly on the unknown variable, $u$, would allow the consideration of more general hyperbolic equations. The $L^2(\Omega)$ norm convergence of the method is not a completely closed question. The regularized functional has further potential. Particularly, it can lead to more accessible proofs of convergence to the physically admissible solution and the construction of efficient linear solvers for the resulting linear systems.
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