Abstract—Automatically generating a summary of sports video poses the challenge of detecting interesting moments, or highlights, of a game. Traditional sports video summarization methods leverage editing conventions of broadcast sports video that facilitate the extraction of high-level semantics. However, user-generated videos are not edited, and thus traditional methods are not suitable to generate a summary. In order to solve this problem, this work proposes a novel video summarization method that uses players’ actions as a cue to determine the highlights of the original video. A deep neural network-based approach is used to extract two types of action-related features and to classify video segments into interesting or uninteresting parts. The proposed method can be applied to any sports in which games consist of a succession of actions. Especially, this work considers the case of Kendo (Japanese fencing) as an example of a sport to evaluate the proposed method. The method is trained using Kendo videos with ground truth labels that indicate the video highlights. The labels are provided by annotators possessing different experience with respect to Kendo to demonstrate how the proposed method adapts to different needs. The performance of the proposed method is compared with several combinations of different features, and the results show that it outperforms previous summarization methods.

Index Terms—Sports video summarization; user-generated video; action recognition; deep learning; 3D convolutional neural networks; long short-term memory.

I. INTRODUCTION

The widespread availability of cameras has led to an enormous and ever-growing collection of unedited and unstructured videos generated by users around the world [1]. A popular domain corresponds to sports videos taken at public events and professional/amateur matches. These types of user-generated sports videos (UGSVs) are often lengthy with several uninteresting parts, and thus many of them are stored and are never reviewed. A convenient way to review, transfer, and share the video via channels, such as social network services, includes generating summaries of a UGSV that only shows the interesting parts or highlights.

Automatic video summarization is a challenging problem that involves extracting semantics from video. Traditional user-generated video summarization methods target general videos in which contents are not limited to a specific domain because of the difficulty in extracting semantics from an unstructured video. As opposed to extracting semantics, these methods use low-level visual features and attempt to reduce visual redundancy using clustering-based approaches [2]. More recent user-generated video summarization methods use deep neural network-based features to extract higher-level semantics [3].

With respect to sports video and especially with respect to professional sports in broadcast TV programs, there exist a number of summarization methods that leverage editing conventions to extract high-level semantics by exploiting a knowledge of the specific sport [4], [5]. For example, broadcast sports video contains slow-motion replays [6], narration and superimposed text [7], and specific camera work [8]. This type of video editing constitutes the basis for heuristic rules that aid in the determination of highlights (or certain interesting moments of a game such as a free kick in soccer or a pitch in baseball). Additionally, broadcast video is often edited by following the structure of the sport (i.e., “downs”
in American football), and this constitutes another cue for summarization [9].

UGSV lies in in-between general user-generated video and broadcast sports video. Given a specific sport, domain knowledge can be used to generate a UGSV summary. However, UGSV does not typically follow any editing convention or structure, and thus a different type of cues is required to grab the semantics.

This paper describes a novel method for UGSV summarization. Our observation with respect to semantics extraction is that a game in most sports consists of a succession of players’ actions, and thus the actions can be one of the most important cues to determine if a certain part of video is interesting or not. For example, a definitive smash in tennis is more likely to be enjoyed by tennis viewers than a repetitive ball exchange. Also, a feint in boxing might not be interesting by itself, but viewers would surely enjoy it if it is followed by an uppercut that knocks out the opponent. Based on this observation, the proposed method uses players’ actions to model the highlights of a sports game (Fig. 1).

Inspired by recent methods for action recognition in video, the proposed method uses a two-stream architecture that extracts two types of action features for action representation. One type involves players’ body joint positions estimated in 2D or 3D (obtainable from depth maps). Body joint-based features provide a precise representation of actions. The other type involves holistic features that can be obtained with deep convolutional neural networks (CNNs) designed to extract spatio-temporal features from video. Holistic features help to capture actions in their context. Subsequently, long short-term memory (LSTM) is used to model the temporal dependencies of the extracted features for highlight classification. In our summaries, a highlight may contain one or more actions performed by the players. Several types of body joint-based and holistic features are comparatively evaluated for UGSV summarization.

We consider the case of Kendo (Japanese fencing) as an example of a sport to evaluate the proposed method. This work is an extension of our previous work in [10].

The main contributions of this work are as follows:

- A novel UGSV summarization method that determines highlights in a video by using players’ action features and a deep neural network.
- A comparison of several action feature extraction methods, i.e., body joint features (RGB image-based 2D joint positions and depth map-based 3D joint positions) and holistic features (C3D [11] and CNN-ISA [12]) to demonstrate their adequacy to model video highlights.
- A new UGSV dataset with 246 min of Kendo videos in which each second of a video has a label that indicates whether or not it is a part of a highlight. The labels were provided by annotators with and without experience in Kendo.
- Objective and subjective evaluations of the proposed method. Users with and without experience in Kendo were surveyed to investigate the adequacy of the proposed method with respect to individual needs.

II. RELATED WORK

This section introduces existing video summarization methods in terms of the types of video (i.e., broadcast sports video and user-generated video). This section also reviews existing work in action recognition, which constitutes a key technique for modeling highlights in the proposed method.

A. Action recognition from video

Traditional approaches for action recognition use conventional classifiers and hand-crafted features that represent human movement in RGB video [13], [14]. However, the field of action recognition recently benefits from deep neural networks for feature extraction and classification. An example corresponds to three-dimensional convolutional neural networks (3D CNNs) that constitute an extension of CNNs applied to images (2D CNNs). While 2D CNNs perform only spatial operations in a single image, 3D CNNs also perform temporal operations while preserving temporal dependencies among the input video frames [11]. Le et al. [12] used a 3D CNN with independent subspace analysis (CNN-ISA) and a support vector machine (SVM) to recognize human actions from video. Additionally, Tran et al. [11] designed a CNN called C3D to extract video features that were subsequently fed to an SVM for action recognition.

Another state-of-the-art CNN-based action recognition method employed two types of streams, namely a spatial appearance stream and a temporal motion stream [16], [17]. Videos are decomposed into spatial and temporal components, i.e., into an RGB and optical flow representation of its frames, and fed into two separate 3D CNNs. Each stream separately provides a score for each possible action, and the scores from two streams were later combined to obtain a final decision. This architecture is supported by the two-stream hypothesis of neuroscience in which the human visual system is composed of two different streams in the brain, namely the dorsal stream (spatial awareness and guidance of actions) and the ventral stream (object recognition and form representation) [18].

In addition to RGB videos, other methods leverage depth maps obtained from commodity depth sensors (e.g., Microsoft Kinect) to estimate the human 3D pose for action recognition [19], [20], [21]. The third dimension provides robustness to occlusions and variations from the camera viewpoint.

B. Broadcast sports video summarization

Summarization of sports video focuses on extracting interesting moments (i.e., highlights) of a game. A major approach leverages editing conventions such as those present in broadcast TV programs. Editing conventions are common to almost all videos of a specific sport and allow automatic methods to extract high-level semantics [22], [23]. Ekin et al. [7] summarized broadcast soccer games by leveraging predefined camera angles in edited video to detect soccer field elements (e.g., goal posts). Similar work used slow-motion replays to determine key events in a game [6] and predefined camera motion patterns to find scenes in which players scored in basketball/soccer games [8].
In addition to editing conventions, the structure of the sport also provides high-level semantics for summarization. Certain sports are structured in “plays” that are defined based on the rules of the sport and are often easily recognized in broadcast videos \cite{4,24,25}. For example, Li et al. \cite{9} summarized American football games by leveraging their turn-based structure and recognizing “down” scenes from the video. Other methods used metadata in sports videos \cite{5,26} since it contains high-level descriptions (e.g., “hits” may be annotated in the metadata with their timestamps for a baseball game). A downside of these methods is that they cannot be applied to sports video without any editing conventions, structures, and metadata. Furthermore, they are based on heuristics, and thus it is difficult to generalize them to different sports.

Existing work also proposed several methods that are not based on heuristics. These methods leverage variations between scenes that are found in broadcast video (e.g., the close-up in a goal celebration in soccer). Chen et al. \cite{27} detected intensity variations in color frames to segment relevant events to summarize broadcast videos of soccer, basketball, and tennis. Mendi et al. \cite{28} detected the extrema in the optical flow of a video to extract the frames with the highest action content and construct a summary for broadcast rugby video. These methods can be more generally applied to broadcast videos, but they lack high-level semantics, and thus the extracted scenes do not always correspond to the highlights of the game.

C. User-generated video summarization

Sports video includes a somewhat universal criterion on the extent to which a “play” is interesting (e.g., a home run in a baseball game should be an interesting play for most viewers). In contrast, user-generated video in general do not have a clear and universal criterion to identify interesting moments. Additionally, neither editing conventions nor specific structures that can be used to grab high-level semantics can be leveraged \cite{29}.

Hence, many video summarization methods for user-generated video are designed to reduce the redundancy of a lengthy original video as opposed to determining interesting moments. Traditional methods uniformly sample frames \cite{30} or cluster them based on low-level features, such as color \cite{2}, to extract a brief synopsis of a lengthy video. These methods do not extract highlights of the video, and therefore researchers proposed other types of summarization criteria such as important objects \cite{31}, attention \cite{32,33}, and interestingness \cite{34}.

Recent methods use deep neural networks to automatically learn a criterion to model highlights. Yang et al. \cite{35} extracted features from ground-truth video summaries to train a model for highlight detection. Otani et al. \cite{36} use a set of both original videos and their textual summaries that are generated via majority voting by multiple annotators to train a model to find video highlights. Video titles \cite{37} and descriptions \cite{3} can also be used to learn a criterion to generate summaries. The aforementioned methods employed networks with CNNs and LSTMs, and this requires a large amount of data for training. The generation of these types of large summarization datasets for training their network is non-viable for most researchers, and thus their models are built on pre-trained networks such as VGG \cite{38} and GoogLeNet \cite{39}.

III. UGSV summarization using action features

UGSV summarization inherits the intricacies of user-generated video summarization. The extraction of high-level semantics is not trivial in the absence of editing conventions. However, given a specific sport, it is possible to leverage domain knowledge to facilitate the extraction of high-level semantics. The idea in the present work for semantics extraction involves utilizing players’ actions, as they are the main constituents of a game. Our previous work \cite{10} applied an action recognition technique to sports videos to determine combinations of actions that interest viewers by using a hidden Markov model with Gaussian Mixture emissions. To the best of our knowledge, this work was the first to use a UGSV summarization based on players’ actions.

A major drawback of the previous work \cite{10} involves the usage of the outputs of a classic action recognizer as features to determine the highlights of the UGSV. Moreover, in addition to the UGSV summarization dataset, the method also requires an action dataset of the sport to train the action recognizer. Another drawback of \cite{10} is that it only uses features from 3D joint positions (that are estimated by, e.g., \cite{40}). They provide rich information on players’ actions but miss other potential cues for summarization contained in the appearance of the scene. For example, appearance is useful when the joint position estimation fails.

In this work, the method in \cite{10} is extended by employing a two-stream deep neural network \cite{16,17}. Our new method considers two different types of inputs, namely RGB frames of video and body joint positions, and each of them are transformed through two separate neural networks (i.e., streams). These two streams are then fused to form a single action representation to determine the highlights. Our method does not require an action recognizer; and the proposed network is trained from the lower layer to the top layers by using a UGSV summarization dataset.

Given the proposed method, it is necessary for the target sports to satisfy the following conditions: (1) a game consists of a series of recognizable actions performed by each player and (2) players are recorded from a close distance for joint position estimation. However, it is expected that the idea of using action recognition-related features for UGSV summarization is still valid for most types of sports.

A. Overview

In this work, UGSV summarization is formulated as a problem of classifying a video segment in the original video as interesting (and thus included in the summary) or uninteresting. A two-stream neural network is designed for this problem, and it is trained in a supervised manner with ground truth labels provided by multiple annotators.

Figure 1 shows an overview of the proposed method. The method first divides the original input video into a set \( S = \{s_t\} \) of video segments in which RGB frames can be accompanied by their corresponding depth maps. A video segment \( s_t \) is then fed into the two-stream network. The body joint-based feature stream considers RGB frames (and depth maps) in \( s_t \) to obtain body joint-based features \( x_t \), and the
they are view-dependent, thereby introducing extra variations. Usually represented in the camera coordinate system, and thus estimates 3D positions from depth maps. The 3D positions are tracker (e.g., \cite{40}) is used as in the previous work \cite{10}, and it estimates 3D positions from depth maps. The 3D positions are usually represented in the camera coordinate system, and thus they are view-dependent, thereby introducing extra variations.

Specifically, two types of joint representations are employed to obtain a detailed representation of players’ actions. The former stream captures the players’ motion in detail by explicitly estimating their body joint positions. The latter stream represents entire frames in the video segment, and this is helpful to encode, for example, the relationship between the players. The features \( X = \{x_t\} \) and \( Y = \{y_t\} \) are then used for highlight classification by considering the temporal dependencies among the video segments. The highlight summaries correspond to a concatenation of the segments that are classified as interesting.

### B. Video segmentation

Various methods have been proposed to segment a video (e.g., its content \cite{27}). In the proposed method, the original input video of length \( T \) seconds (sec) is uniformly segmented into multiple overlapping segments, so that subsequently a second \( t \) of video can be represented by extracting action features from a video segment \( s_t \), i.e., \( S = \{s_t\}_{t=1}^T \). Thus, \( T \) also corresponds to the number of video segments in \( S \), and \( s_t \) corresponds to the video segment that contains frames from sec \( t - 1 \) to sec \( t + \tau - 1 \). For a finer labeling of highlights, short video segments are required. We choose a \( \tau = 3 \), for which adjacent video segments overlap by 2 sec as shown in Fig. \ref{fig:video-segmentation}. Each segment \( s_t \) may contain a different number of frames, especially when the input video is captured with an RGB-D camera (e.g., Microsoft Kinect) due to automatic exposure control.

### C. Body joint-based feature stream

In this stream (Fig. \ref{fig:joint-based-stream}), a sequence of positions of the players’ body joints (e.g., head, elbow, etc.) that represent the movement of the players irrespective of their appearance is used to obtain a detailed representation of players’ actions. Specifically, two types of joint representations are employed in this work, namely 3D positions from depth maps or 2D positions from RGB frames.

With respect to the 3D body joint positions, the skeleton tracker (e.g., \cite{40}) is used as in the previous work \cite{10}, and it estimates 3D positions from depth maps. The 3D positions are usually represented in the camera coordinate system, and thus they are view-dependent, thereby introducing extra variations. Therefore, the 3D positions from the camera coordinate system are transformed to each player’s coordinate system in which the origin corresponds to one of the body joints (e.g., torso).

In the absence of depth maps (which is likely in current user-generated video), 2D body joint positions can still be estimated from RGB frames. Recent methods in human pose estimation leverage 2D CNNs to learn spatial relationships among human body parts and estimate 2D joint positions \cite{41}. These types of 2D positions are not as robust relative to view variations as 3D positions. However, they can be extracted from RGB frames alone without using depth maps. The given 2D body joint positions are also transformed to positions relative to the player’s coordinate system to ensure that they are translation invariant.

The use of an activity measure works positively while extracting highlights \cite{10}. In order to calculate the activity measure of a certain player \( q \) in the video segment \( s \) (we omit subscript \( t \) in this subsection for notation simplicity), the volume (or plane for the 2D case) around the player is divided into a certain number of regions, and the ratio \( r_v \) of the number of frames in the video segment in which the joint \( j \) falls into region \( v \) is calculated. The activity measure \( a_q \) is defined as the entropy obtained based on \( r_v \). With respect to each joint \( j \) in player \( q \)’s body, we compute the entropy as follows:

\[
    e_j = - \sum_v r_v \log(r_v). \tag{1}
\]

Then, we calculate the activity measure for player \( q \) as follows:

\[
    a_q = \sum_{j=1}^J e_j. \tag{2}
\]
The activity measure for all players in a segment is calculated. More details on the activity measure can be found in [10].

Let \( u^f_{qj} \in \mathbb{R}^3 \) or \( \mathbb{R}^2 \) (a row vector) denote the 3D or 2D relative position of joint \( j \) of player \( q \) in frame \( f \) of video segment \( s \). Subsequently, given the number of players \( Q \) and of estimated body joints \( J \), the concatenation of the body joints of all players in frame \( f \) is defined as follows:

\[
u^f = (u^f_{11} \cdots u^f_{qj} \cdots u^f_{QJ}). \tag{3}\]

As shown in Fig. 3, vectors \( u^l \) to \( u^f \) are passed through an LSTM to model the temporal dependencies of the joint positions of players’ bodies in \( s \). After feeding the last vector \( u^f \), the hidden state vector \( h \) of the LSTM is considered as a representation of \( \{u^f\} \). The state of the LSTM is reset to all zeros prior to feeding the next video segment. It is assumed that the number of players \( Q \) does not change. However, some players can be out of the field-of-view of the camera. In this case, the corresponding elements in \( u \) and \( a \) are substituted with zeros.

The proposed method represents a video segment \( s \) by concatenating the LSTM output and the activity measure of all players in one vector as follows:

\[
x = (h \ a), \tag{4}\]

where \( a \) denotes the concatenation of \((a_1 \cdots a_Q)\).

**D. Holistic feature stream**

This stream encodes a video segment \( s \) in a spatio-temporal representation. We rely on state-of-the-art 3D CNNs over RGB frames. Training a 3D CNN from scratch requires thousands of videos [42] that are not available for the proposed task. Recent work on deep neural networks for computer vision [11], [17], [43] shows that the activations of an upper layer of a CNN are useful for other related tasks without requiring fine-tuning. Thus, 3D CNN in which parameters are pre-trained with large-scale datasets can be used instead to leverage a huge amount of labeled training data [44]. The proposed method utilizes a 3D CNN for action feature extraction pre-trained with a publicly available action recognition dataset, such as Sports-1M [42]. Unlike our previous work [10], which required to classify players’ actions, it is not necessary to use a sport-specific action recognition dataset.

Two types of holistic representations of video segments extracted using 3D CNNs are employed, namely CNN-ISA [12] and C3D [11]. Specifically, CNN-ISA provides a representation robust to local translation (e.g., small variations in players’ or camera motion) while it is selective to frequency, rotation, and velocity of such motion. The details of CNN-ISA can be found in [12]. CNN-ISA achieved state-of-the-art performance in well-known datasets for action recognition such as YouTube [45], Hollywood2 [46], and UCF sports [47]. Additionally, C3D features provide a representation of objects, scenes, and actions in a video. The network architecture and other details can be found in [11]. C3D pre-trained with the Sports-1M dataset achieved state-of-the-art performance on action recognition over the UCF101 dataset [48].
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This stream represents a video segment \( s \) by using a holistic feature vector \( y \) that corresponds to the output of one of the aforementioned 3D CNNs.

**E. Highlight classification using LSTM**

Figure 4 shows the network architecture designed to extract highlights of UGSV using the features \( x_t \) and \( y_t \) from video segment \( s_t \). The temporal dependencies among video segments are modeled using an LSTM, and the network outputs the probability \( p_t \) that the video segment \( s_t \) is interesting. First, the features are concatenated to form vector \( z_t = (x_t \ y_t) \). Vector \( z_t \) then goes through a fully-connected layer to reduce its dimensionality.

It is assumed that interesting video segments are related to each other in time, in the same way a skillful boxer first feints a punch prior to hitting to generate an opening in the defense. Existing work in video summarization uses LSTMs to extract video highlights [35] since it allows the modeling of temporal dependencies across longer time periods when compared to other methods [49]. Following this concept, an LSTM layer is introduced to the network for highlight classification. The hidden state of the LSTM from each time step goes through two fully-connected layers, and this results in a final softmax activation of two units corresponding to “interesting” and “uninteresting.”

The proposed method provides control over the length \( L \) of the output summary. The softmax activation of the unit corresponding to “interesting” is considered as the probability \( p_t \in [0, 1] \) that segment \( s_t \) is interesting, and skimming curve formulation [50] is applied to the sequence of probabilities by decreasing a threshold \( \theta \) from 1 until a set of segments whose total length is highest below \( L \) is determined (Fig. 5). The segments in which the probability exceeds \( \theta \) are concatenated to generate the output summary in the temporal order. Hence,
The proposed method is evaluated objectively and subjectively. With respect to the objective evaluation, the performance of the proposed method is compared while using different representations of the players’ actions. Specifically, only body joint features (3D or 2D), only holistic motion features (CNN-ISA or C3D), and a combination of both features are evaluated. Subsequently, the completeness of the highlights of the generated summaries are examined. With respect to the subjective evaluation, users with and without experience in the sport are surveyed to study their opinions with respect to the summaries.

A. Implementation details

For the evaluation, Kendo (Japanese fencing) was selected as an example of a sport. Kendo is a martial art featuring two players and a set of recognizable actions (e.g., attacking and parrying). We used the UGSV Kendo dataset in [10], which contains 90 min of self-recorded Kendo matches divided in 10 RGB-D videos taken with a Microsoft Kinect v2, and extended it by adding 18 more self-recorded RGB-D Kendo videos. The total length of the videos is 246 min with a framerate of approximately 20 fps.

The body joint-based feature stream was configured for \(Q = 2\) players since Kendo is a two-player sport. The tracker in [40] was used to estimate \(J = 15\) 3D body joint positions from depth maps: head, neck, torso, right shoulder, right elbow, right wrist, left shoulder, left elbow, left wrist, right hip, right knee, right ankle, left hip, left knee, and left ankle. In order to estimate the 2D positions of the players’ joints from the RGB frames, the CNN-based method proposed by Linna et al. [51] was used. We pre-trained this joint estimation CNN with the human pose dataset used by Linna et al. [51], and then we fine-tuned it with our extended UGSV Kendo video dataset.

With respect to the holistic feature stream, either the CNN-ISA [12] or C3D [11] networks were used. The UGSV Kendo dataset is not sufficiently large to train the CNNs from scratch, and thus networks pre-trained with an action recognition dataset were used. The CNN-ISA was trained in an unsupervised way with the Hollywood2 dataset that consists of 2859 videos [46]. For this network, we followed the configuration in [52]. We used a vector quantization representation of the extracted features with a codebook size of 400, thereby resulting in a feature vector \(y_t \in \mathbb{R}^{400}\) for each segment \(s_t\). The C3D was trained with the Sports-1M dataset [42] that consisted of 1.1 million videos of sports activities. The C3D features were extracted as indicated in [11] by uniformly sub-sampling 16 frames out of approximately 60 frames in \(s_t\) (the number of frames in \(s_t\) may vary for different segments due to the variable framerate of Microsoft Kinect v2) and subsequently the activations from layer \(fc6\) (i.e., \(y_t \in \mathbb{R}^{4096}\)) were extracted.

The proposed method was implemented in Chainer [53]. The learning rate was calculated by the adaptive moment estimation algorithm (Adam) [54] with \(\alpha = 0.001\). Sigmoid activation was introduced after the fully-connected layers. Table 1 summarizes the number of learnable parameters for each layer, which varies based on the choice of features.

B. Results

For annotating the ground truth, 15 participants were invited and divided into two groups, namely experienced (E, 5 people) and inexperienced (NE, 10 people), based on their experience in the target sport (i.e., Kendo). It was assumed that the highlights preferred by the E and NE groups would exhibit significant variations, and an aim of the study included evaluating the extent to which the proposed method adapts to the needs of each group. For this, the participants annotated manually the highlights of the 28 videos. The ground truth labels of the videos were separately obtained for both E and NE groups. With respect to each one-second period \(t\) of video, the ground truth label is \(l_t = 1\) if at least 40% of the participants annotated it as interesting (i.e., 2 people in group E and 4 people in...
group NE). Otherwise, $l_t = 0$. Due to group E’s technical knowledge of Kendo, their highlights contain very specific actions (e.g., decisive strikes and counterattacks). Conversely, group NE selected strikes as well as more general actions (e.g., parries and feints), and thus their labeled highlights are almost three times as long as group E’s (please refer to the durations in Appendix A).

The network was separately trained with each group’s ground truth labels in the leave-one-out (LOO) fashion, i.e., 27 videos were used for training and a summary of the remaining video was generated for evaluation purposes. The CNN for 2D pose estimation was trained independently prior to each experiment, it was fine-tuned with the 27 training videos in order to estimate the joints of the video used for evaluation. This process was repeated for each video and for each group E and NE, to result in 28 experienced summaries and 28 inexperienced summaries. The generated summaries had the same length as their respective ground truth. Figure 5 illustrates a few examples of the frames of a video as well as highlight frames extracted by the proposed method (framed in orange).

1) Objective evaluation by segment f-score: The ability of the proposed method to extract highlights was evaluated in terms of the f-score. In the proposed method, a one-second period of video is as follows:

- true positive (TP), if it is in the summary and $l_t = 1$,
- false positive (FP), if it is in the summary but $l_t = 0$,
- false negative (FN), if it is not in the summary but $l_t = 1$,
- true negative (TN), if it is not in the summary and $l_t = 0$.

The f-score is subsequently defined as follows:

$$f\text{-score} = \frac{2TP}{2TP + FP + FN}.$$  (6)

Table I shows the f-scores for the summaries generated with the labels of both E and NE groups. In addition to the features described in Section V-A, it includes the results of using the features from our previous work in UGSV summarization [10]. The features were obtained by feeding the 3D body joint representation of players’ actions to the action recognition method in [55] and considering the action classification results. Additionally, the proposed architecture was also compared with that of the method used in the previous work [10] that uses a hidden Markov model with Gaussian mixture emission (GMM-HMM) over the same action recognition results mentioned above. Finally, the results of using $k$-means clustering are included, since $k$-means is widely accepted as a baseline for user-generated video summarization [56]. To implement the $k$-means clustering baseline, the video segments $S$ were clustered based on the concatenated features $3D \text{ joints} + \text{CNN-ISA}$, and the summary was created by concatenating in time the cluster centroids. The number of clusters for each video were configured such that the resulting summary length is equal to that of the ground truth.

With respect to using a single feature (i.e. 3D joints, 2D joints, CNN-ISA, C3D, or action recognition), 3D joints obtain the best performance. Although C3D features perform well in action recognition tasks [11], the results were significantly worse than that of other features in the summarization task. The dimensionality of the C3D features is significantly higher when compared to that of others, and thus the dataset may not be sufficient to train the network well. Fine-tuning C3D using the Kendo dataset might improve its performance. In contrast, CNN-ISA also uses RGB frames and obtains better results when compared to those of C3D and even 2D joints. This implies that it is also possible to obtain features from RGB frames that allow the modeling of UGSV highlights.

The decrease in the performance of 2D joints with respect to 3D joints may indicate that view variations in the same pose negatively affect the body joint-based features stream. The action recognition feature had an intermediate performance. A potential reason is that the action recognition feature is based on a classic approach for classification, so useful cues contained in the 3D body joint positions degenerated in this process. From these results, the features that performed better for highlight classification correspond to CNN-ISA holistic features and 3D body joint-based features.

Several state-of-the-art action recognition methods enjoy improvements in performance by combining handcrafted spatio-temporal features (e.g., dense trajectories) and those learned via CNNs [11], [17]. This is also true in the present

| Method | Group E | Group NE |
|--------|---------|---------|
| Body joint-based features | 3D joints | 0.53 | 0.57 |
| | 2D joints | 0.45 | 0.47 |
| | Action recognition | 0.48 | 0.49 |
| Holistic features | CNN-ISA | 0.50 | 0.51 |
| | C3D | 0.27 | 0.30 |
| Body joint-based and holistic features | 3D joints + CNN-ISA | 0.58 | 0.59 |
| | 2D joints + CNN-ISA | 0.57 | 0.57 |
| Other UGSV summarization | GMM-HMM | 0.44 | 0.44 |
| | $k$-means clustering | 0.28 | 0.30 |

### Table I

| Feature | Body joint-based features only | Holistic features only | Body joint-based and holistic features |
|---------|-------------------------------|------------------------|----------------------------------------|
| 3D joints | 90 × 90 | 62 × 52 | 90 × 90 |
| 2D joints | 54 × 50 | 400 × 400 | 400 × 400 |
| Action recognition | 492 × 400 | 92 × 52 | 492 × 400 |
| CNN-ISA | 492 × 400 | 4996 × 400 | 492 × 400 |
| C3D | 400 × 400 | 400 × 400 | 400 × 400 |
| 3D joints + CNN-ISA | 400 × 100 | 400 × 100 | 400 × 100 |
| 2D joints + CNN-ISA | 100 × 2 | 100 × 2 | 100 × 2 |

### Table II

F-score comparison of different combinations of features and other UGSV summarization methods.
work where a combination of CNN-ISA with 3D joints achieves the best performance. The combination of CNN-ISA with 2D joints also provides a considerable boost in performance and especially for the experienced summaries. This supports our hypothesis that a two-streams architecture also provides better results for UGSV summarization.

Finally, as shown in the lowest part of Table II, the results of the proposed method outperform the results of previous work, as well as those of the clustering-based baseline. While clustering allows a wider variety of scenes in the summary, this is not a good strategy for UGSV summarization that follows a different criterion based on interestingness. The proposed method also outperforms the previous work [10], which used the classification results of an action recognition method to train a GMM-HMM for highlight modeling. We can conclude that it is not necessary to explicitly recognize players’ actions for UGSV summarization, which may actually degrade performance when compared to that in the case of directly using action recognition features.

2) Objective evaluation by highlight completeness: A highlight may consist of consecutive video segments. Hence, although missing a segment may not significantly impact the f-score, it affects the continuity of the video, and thereby the comprehensibility and the user experience of the summary. Given this, a criterion is defined to evaluate the completeness \( c \) of an extracted highlights as the fraction of overlap between the extracted highlight and its associated ground truth highlights (Fig. 6). The association between extracted and ground truth highlights is not trivial, and it was performed by using a greedy algorithm in which the total \( c \) of all highlights is maximized. An extracted highlight is considered as a TP if its completeness \( c \) exceeds a certain percentage \( C\% \), and based on this, the precision and recall of the highlights are calculated as follows:

\[
\text{precision} = \frac{\text{TP}}{\text{TP} + \text{FP}}, \quad \text{recall} = \frac{\text{TP}}{\text{TP} + \text{FN}}. \quad (7)
\]

In the experiment, the threshold \( \theta \) was varied from 0 to 1 over the probability \( p \) to generate the recall-precision curve of group \( E \) and \( NE \).

Figure 7 shows the curves produced for \( C = 50\% \), 70\%, and 90\%. We observe that reducing \( C \) to 50\% significantly increases the number of complete highlights. The presence of incomplete highlights is attributed to the way highlights are extracted. First, the high \( p \) segments are extracted, and then the highlight is completed with low \( p \) segments as the threshold \( \theta \) decreases (Fig. 8). However, prior to the completion of a highlight, high \( p \) segments from other highlights are extracted and, in a few cases, the low \( p \) segments are never extracted. Specifically, the parts before and after an interesting Kendo segment are never extracted.

The reason for the increased number of incomplete segments (less TP) in the \( NE \) summaries is because the inexperienced group annotated a higher number of highlights.

3) Subjective evaluation: The same participants who annotated the original videos were asked to participate in a survey to assess their opinion on the ground truth and the generated summaries. The three videos with the highest, median and lowest f-scores (averaged over groups \( E \) and \( NE \)) were selected. With respect to each video, participants were shown the ground truth and the summaries generated with the best feature combination (i.e., 3D joints + CNN-ISA) using both group \( E \) and \( NE \) labels. As a result, each participant watched 12 videos (3 f-scores \( \times \) 4 video types).

The participants were asked to:

- (Q1) assign a score in a Likert scale from 1 (very few highlights are interesting) to 5 (most highlights are interesting) based on their satisfaction with the contents of each of the 12 videos.
- (Q2) state their opinion on the videos and the criteria followed while assigning a score.

Table III shows the results of Q1 grouped by video type and video f-score. The scores are averaged for group \( E \) and \( NE \)
Fig. 8. Original length: 10 min 40 sec. Summary length: 1 min. The highlights summary is generated by applying a threshold \( \theta \) to the probability of interestingness \( p \). Video segments with higher \( p \) are extracted prior to segments with lower \( p \), and thus in a few cases the beginning/end segments of the highlights are missing when compared to the ground truth.

separately.

In the context of Q1, with respect to the video type, both experienced and inexperienced participants assigned a higher score to the ground truth videos than to the generated summaries. This is because some of the summaries contain uninteresting video segments and also the completeness of the highlights is worse when compared to that of ground truth videos. The potential reasons as to why the ground truth videos did not obtain a perfect score are mainly attributed to the following two factors: (1) The ground truth summaries are created by combining labels from several participants via majority voting, and thus the original labels of each participant are lost. (2) The ground truth also contains incomplete highlights due to errors when the participants annotated the videos. Additionally, experienced participants preferred the \( NE \) ground truth to the \( E \) summaries plausibly because they do not find incomplete highlights interesting since context is missing. Conversely, inexperienced participants tend to appreciate the highlights from the experienced participants more than their own highlights. This is potentially because the highlights from the experienced participants are briefer and contain certain techniques (e.g., counterattacks) that make summaries more interesting when compared to those of the inexperienced participants. The results for Q1 in terms of the f-score type demonstrate the high correlation to the f-score (i.e., a video with a higher f-score tends to receive a higher subjective score).

With respect to Q2, participants provided their opinion on the summaries. A few experienced participants found the highlights as too short and this even included complete highlights in the ground truth. This occurs because only the segments labeled as highlights by at least 40\% of the participants (i.e., 2 people in group \( E \) and 4 people in group \( NE \)) were included in the ground truth, and thus some labeled segments were left out. Inexperienced participants state the usefulness of the proposed method to extract highlights based on interesting actions as well as time saved by watching the highlights as opposed to the whole video. In addition, for a few inexperienced participants incomplete highlights make the summaries difficult to follow.

From this evaluation, we conclude that the labels from experienced users contain a better selection of Kendo techniques. Due to the negative impact of incomplete highlights on the summaries, it is necessary to consider extra temporal consistency in \( p_t \). Therefore, although combining the labels of several participants is convenient to generate the ground truth, the process introduces incomplete highlights (Section IV-B2) and alters personal preferences. Thus, instead of combining labels from different participants, another possibility is to create personalized summaries with a higher quality ground truth or to include user profiles such as that proposed in [5].

V. Conclusion

This paper has described a novel method for automatic summarization of UGSV, especially demonstrating the results for Kendo (Japanese fencing) videos. Given the lack of editing conventions that permit the use of heuristics, a different cue, i.e., players’ actions, is used to acquire high-level semantics from videos to generate a summary of highlights. The presented two-stream method combines body joint-based features and holistic features for highlights extraction. The best combination among the evaluated features corresponds to a combination of 3D body joint-based features and CNN-ISA features [12]. In contrast to the previous work [10], the results indicate that it is not necessary to explicitly recognize players’ actions in order to determine highlights. Alternatively, deep neural networks are leveraged to extract a feature representation of players’ actions and to model their temporal dependency. Specifically, LSTM is useful to model the temporal dependencies of the joint positions of players’ bodies in each video segment as well as the highlights in the entire video. In order to generate appealing summaries, players’ 3D body joint positions from depth maps offer the best performance. However, in the absence of depth maps, 2D body joint positions and holistic features extracted from RGB images are also used for summarization.

The future work includes fine-tuning the proposed network to illustrate its potential performance and evaluating the method in the context of a wider variety of sports (e.g., boxing, fencing, and table tennis).
TABLE III
SUBJECTIVE EVALUATION RESULTS WITH RESPECT TO THE VIDEO TYPE AND F-SCORE. EACH CELL CONTAINS THE MEAN ± THE STANDARD DEVATION OF SCORES.

| Video type | Ground truth E | Ground truth NE | Summary E | Summary NE | Highest | Video f-score | Median | Lowest |
|------------|----------------|-----------------|-----------|------------|---------|---------------|--------|---------|
| Group E    | 3.2±0.99       | 3.07±1.04       | 2.6±1.23  | 2.73±0.87  | 3.3±0.95 | 2.85±0.97     | 2.55±1.18 |
| Group NE   | 3.57±0.72      | 3.5±1.07        | 3.2±0.83  | 2.9±0.97   | 3.48±0.83 | 3.03±0.91     | 3.38±0.95 |
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APPENDIX A
Table IV lists the duration of the videos in the dataset used in the experiments and their respective ground truth highlights as annotated by users.

TABLE IV
DURATION OF THE VIDEO DATASET AND GROUND TRUTHS.

| ID | Original video | Ground truth E | Ground truth NE |
|----|----------------|----------------|-----------------|
| #1 | 10 min 48 sec  | 1 min 11 sec   | 2 min 21 sec    |
| #2 | 5 min 10 sec   | 49 sec         | 1 min 7 sec     |
| #3 | 5 min 18 sec   | 1 min 9 sec    | 1 min 58 sec    |
| #4 | 9 min 37 sec   | 1 min 37 sec   | 2 min 17 sec    |
| #5 | 9 min 59 sec   | 2 min 33 sec   | 2 min 42 sec    |
| #6 | 10 min 5 sec   | 1 min 28 sec   | 2 min 55 sec    |
| #7 | 10 min 3 sec   | 48 sec         | 1 min 45 sec    |
| #8 | 10 min 10 sec  | 45 sec         | 2 min 14 sec    |
| #9 | 5 min 17 sec   | 32 sec         | 1 min 14 sec    |
| #10| 5 min 14 sec   | 22 sec         | 1 min 30 sec    |
| #11| 4 min 58 sec   | 53 sec         | 1 min 50 sec    |
| #12| 20 min 40 sec  | 1 min 24 sec   | 4 min 14 sec    |
| #13| 10 min 15 sec  | 53 sec         | 2 min 50 sec    |
| #14| 10 min 16 sec  | 58 sec         | 5 min 8 sec     |
| #15| 10 min 37 sec  | 47 sec         | 2 min 44 sec    |
| #16| 10 min 37 sec  | 34 sec         | 2 min 21 sec    |
| #17| 5 min 14 sec   | 16 sec         | 1 min 44 sec    |
| #18| 5 min 4 sec    | 32 sec         | 2 min 21 sec    |
| #19| 10 min 57 sec  | 38 sec         | 2 min 11 sec    |
| #20| 5 min 36 sec   | 27 sec         | 1 min 21 sec    |
| #21| 5 min 36 sec   | 33 sec         | 1 min 35 sec    |
| #22| 10 min 48 sec  | 58 sec         | 1 min 59 sec    |
| #23| 9 min 44 sec   | 1 min 11 sec   | 2 min 48 sec    |
| #24| 10 min 23 sec  | 54 sec         | 2 min 25 sec    |
| #25| 10 min 7 sec   | 28 sec         | 1 min 57 sec    |
| #26| 10 min 40 sec  | 49 sec         | 2 min 5 sec     |
| #27| 4 min 59 sec   | 33 sec         | 2 min 13 sec    |
| #28| 8 min 13 sec   | 47 sec         | 2 min 10 sec    |

| Total | 4 hours 6 min 11 sec | 24 min 49 sec | 1 hour 3 min 59 sec |
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