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Recent results in homotopy and solution paths demonstrate that certain well-designed greedy algorithms, with a range of values of the algorithmic parameter, can provide solution paths to a sequence of convex optimization problems. On the other hand, in regression many existing criteria in subset selection (including $C_p$, AIC, BIC, MDL, RIC, etc.) involve optimizing an objective function that contains a counting measure. The two optimization problems are formulated as (P1) and (P0) in the present paper. The latter is generally combinatoric and has been proven to be NP-hard. We study the conditions under which the two optimization problems have common solutions. Hence, in these situations a stepwise algorithm can be used to solve the seemingly unsolvable problem. Our main result is motivated by recent work in sparse representation, while two others emerge from different angles: a direct analysis of sufficiency and necessity and a condition on the mostly correlated covariates. An extreme example connected with least angle regression is of independent interest.

1. Introduction. We consider two types of optimization problem:

- an optimization problem that is based on a counting measure,

\[ \min_x \| y - \Phi x \|_2^2 + \lambda_0 \cdot \| x \|_0, \]  

(P0)

where $\Phi \in \mathbb{R}^{n \times m}, x \in \mathbb{R}^m, y \in \mathbb{R}^n$, the notation $\| \cdot \|_2$ denotes the sum of squares of the entries of a vector, the constant $\lambda_0 \geq 0$ is an algorithmic parameter and the quantity $\| x \|_0$ is the number of nonzero entries in the vector $x$;

- an optimization problem that depends on a sum of absolute values,

\[ \min_x \| y - \Phi x \|_2^2 + \lambda_1 \cdot \| x \|_1, \]  

(P1)
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where \( \|x\|_1 = \sum_{i=1}^{m} |x_i| \) for the vector \( x = (x_1, x_2, \ldots, x_m)^T \) and where the constant \( \lambda_1 \geq 0 \) is another algorithmic parameter.

Note that \( \|x\|_0 \) (resp., \( \|x\|_1 \)) is a quasi-norm (resp., norm) in \( \mathbb{R}^m \). In the literature on sparse presentation, these are called the \( \ell_0 \)-norm and the \( \ell_1 \)-norm, respectively. The notation \((P_0)\) and \((P_1)\) also appears in [8], with slightly different definitions.

In subset selection under linear regression, many well-known criteria—including the \( C_p \) statistic, the Akaike information criterion (AIC), the Bayesian information criterion (BIC), minimum description length (MDL), the risk inflation criterion (RIC) and so on—are special cases of \((P_0)\), resulting from the assignment of different values to \( \lambda_0 \). It is shown in this paper that problem \((P_0)\) is, in general, NP-hard (Theorem 2.1). The NP-hardness has been known for many years, but to the best of our knowledge, no paper has formally presented a proof of this yet.

At the same time, \((P_1)\), which has a long history that will be reviewed later, is the mathematical problem that is called upon in [45]. Recent advances (details and references are provided in Section 2.2) demonstrate that some stepwise algorithms (e.g., [10, 38, 39]) reveal the solution paths of problem \((P_1)\) while the parameter \( \lambda_1 \) takes a range of values. More importantly, most of these algorithms take only a polynomial number of operations (i.e., they are polynomial-time algorithms). In fact, the complexity of finding a solution path for \((P_1)\) is the same as that of implementing an ordinary least square fit [10].

The major objective of this paper is to find out when \((P_0)\) and \((P_1)\) give the same result in subset selection. A subset that corresponds to the nonzero subset of the minimizer of \((P_0)\) [resp., \((P_1)\)] is called a type-0 (resp., type-1) optimal subset with respect to \( \lambda_0 \) (resp., \( \lambda_1 \)). A subset that is both type-0 and type-1 optimal is called a concurrent optimal subset. It is known that there is a necessary and sufficient condition for the type-1 optimal subset and that this condition can be verified in polynomial time. However, there is no polynomial-time necessary-and-sufficient condition for the type-0 optimal subset. We search for easily verified (i.e., polynomial-time) sufficient conditions for type-0 optimal subsets. When sufficient conditions are available, given solutions of \((P_1)\) by a stepwise algorithm, we can determine whether \((P_0)\) has been solved. The title of this paper reflects such an objective.

The main contributions of this paper are two verifiable sufficient conditions for \((P_0)\), Theorems 3.1 and 3.2. The latter is an improved version of the former. Other conditions are generally standard and known. They are presented subsequently for the sake of completeness.

The paper is organized as follows. Section 2 reviews the subset selection criteria that can be formulated as \((P_0)\), as well as the literature on \((P_1)\). Two cases are studied/reviewed. Section 3 contains the main results. Section
4 presents some associated conditions, which are either known or relatively easy to verify. Section 5 discusses some related work. A brief conclusion is provided in Section 6. Proofs are relegated to the appendices when convenient.

2. Formulation and review of literature. We consider a regression setting. Let $\Phi \in \mathbb{R}^{n \times m}$ ($n > m$) denote a model matrix. Vectors $x \in \mathbb{R}^{m}$ and $y \in \mathbb{R}^{n}$ are coefficient and response vectors. The columns of matrix $\Phi$ are covariates. A regression model is $y = \Phi x + \varepsilon$, where $\varepsilon$ is a random vector. Let $I = \{1, 2, \ldots, m\}$ denote the set of indices of the coefficients. A subset of coefficients (or covariates) is denoted by $\Omega$ ($\Omega \subseteq I$). Let $|\Omega|$ denote the cardinality of the set $\Omega$. Let $x_\Omega$ denote the coefficient vector that takes only nonzero values when the coefficient indices are in the subset $\Omega$. To choose a subset $\Omega$, a subset selection problem has two competing objectives: (1) the residuals, $y - \Phi x_\Omega$, are close to zero and (2) the size of the set $\Omega$ is small.

2.1. Subset selection criteria and $(P0)$. There exists an extensive body of literature on the criteria regarding subset selection. Miller [31], Burnham and Anderson [2] and George [19] all give excellent reviews. An interesting fact is that a majority of these criterion can be unified under $(P0)$, where $\|y - \Phi x\|_2^2$ is the residual sum of squares [denoted by RSS($x$)] and where the constant $\lambda_0$ depends on the criterion. Some well-known results are the Akaike information criterion (AIC) [1], $C_p$ [20, 30], the Bayesian information criterion (BIC) [44], minimum description length (MDL) (see the equivalence between BIC and MDL in [25], Section 7.8), the risk inflation criterion (RIC) [15] and so on. We refer to George [19] for the details. In this paper, the “subset selection criteria” that appears in the title encompasses all of the foregoing criteria.

Solving $(P0)$ generally requires an exhaustive search of all subsets. When $\|x\|_0$ (i.e., the number of covariates) increases, the methods based on exhaustive search rapidly become impractical. Innovative ideas have been developed to reduce the number of subsets being searched; see [17, 32], as well as some later improvements, [18, 35, 36, 40, 41]. All of these methods adopt a branch-and-bound (B&B) strategy. Improvements can be achieved by modifying the structure in B&B or by applying stronger optimality tests. Despite these efforts, when the number of covariates ($m$) is moderately large (e.g., $m = 50$), the subset search cannot generally be carried out, unless the model matrix $\Phi$ possesses some special structure.

In fact, solving $(P0)$ is an NP-hard problem! The following theorem can be considered as an extension of a result originally presented in [33]. The proof of the theorem appears in Appendix A.1.

**Theorem 2.1.** Solving $(P0)$ with a fixed $\lambda_0$ is an NP-hard problem.
2.2. **Stepwise algorithms and** \((P1)\). Due to the difficulty of solving \((P0)\), a relaxation idea has been proposed. The relaxation replaces the \(\ell_0\)-norm with the \(\ell_1\)-norm in the objective, which leads to \((P1)\).

Santosa and Symes [43] is considered the first modern appearance of the formulation \((P1)\). The idea of relaxation has been studied extensively in the literature on sparse representation. Some representative papers are (roughly in chronological order) [4, 6, 7, 8, 11, 16, 22, 23, 29, 46, 47], and so on. A full review is well beyond the scope of this paper. The problem of sparse representation has a different emphasis, involving the derivation of a priori conditions instead of a posteriori conditions, as in the present paper.

At the same time, \((P1)\) has been proposed in the statistics literature as a method of subset selection. This has been termed the Lasso method [45]. An interesting recent development—least angle regression (LARS) [10]—demonstrates that certain stepwise algorithms can reveal the solutions to \((P1)\) with varying values of \(\lambda_1\), based on the idea of homotopy (see [38]). More recent analysis further demonstrates that stepwise algorithms can literally render the entire solution path in a large class of problems; see [24] and the references therein. The homotopy continuation method [39] and the subdifferential are the key technical tools in this development. [42] and [37] are useful references.

2.3. **Case studies.** We present two cases that have been instructive to us.

2.3.1. **An extreme example.** We construct an extreme example, in which a sophisticated stepwise algorithm (LARS) can miss an optimal subset. This example has played an inspirational role in our study of the equivalence conditions, which are discussed further in the next section. Details of the LARS algorithm can be found in [10], Section 2. We believe that this example is interesting in its own right.

The example is constructed as follows. Let \(\phi_i \in \mathbb{R}^n, i = 1, 2, \ldots, m\), denote the \(i\)th column of the model matrix \(\Phi\). Hence, \(\Phi = [\phi_1, \phi_2, \ldots, \phi_m]\). Let \(\delta_i \in \mathbb{R}^n, i = 1, 2, \ldots, m\), denote the Dirac vector taking 1 at the \(i\)th position and zero elsewhere. For \(i = m - A + 1, m - A + 2, \ldots, m\), let \(\phi_i = \delta_i\), where \(A\) is a positive integer. Consider a signal \(s = \frac{1}{\sqrt{A}} \sum_{i=m-A+1}^{m} \phi_i\). Obviously, in this case the optimal subset is \(\{m - A + 1, \ldots, m\}\). For the first \(m - A\) columns of \(\Phi\), let \(\phi_j = a_j \cdot s + b_j \cdot \delta_j\), where \(1 \leq j \leq m - A\) and \(a_j^2 + b_j^2 = 1\). Note that the \(\phi_i\)'s and \(s\) are all unit-norm vectors. Hereafter, for simplicity, we always assume that \(1 \leq j \leq m - A\) and \(m - A + 1 \leq i \leq m\). It is easy to verify that

\[\langle s, \phi_j \rangle = a_j \quad \text{and} \quad \langle s, \phi_i \rangle = 1/\sqrt{A}.\]

In this example, we choose \(1 > a_1 > a_2 > \cdots > a_{m-A} > 1/\sqrt{A} > 0\).
Theorem 2.2 (An extreme example). In the above example, the LARS algorithm chooses covariates $\phi_1, \phi_2, \ldots, \phi_{m-A}$ one-at-a-time and by the same order in the first $m-A$ steps.

It takes some effort to verify the above theorem. We refer to the technical report [26], which is a longer version of this paper, as well as to the thesis [34].

Readers may notice that in the above example, the covariates are not standardized, while in the LARS algorithm, choosing covariates according to the inner product implies the standardization of covariates. A discussion in [26], Theorem 3.4, shows that this can be remedied by an orthogonal transformation.

The foregoing example is developed in a fairly general form, with controlling parameters $A$ and $m$. To illustrate how dramatic this example can be, let us consider the case where $A=10$ and $m=1,000,000$. Based on the previous description, the LARS algorithm will select the first 999,990 covariates before it selects any of the last ten covariates. At the same time, the optimal subset is formed by the last ten covariates. Another example regarding the performance of LARS can be found in [48], which has a different emphasis.

This example is motivated by an early example in [4], which can be traced further back to [3] and [5] in the analysis of some stepwise algorithms (e.g., orthogonal matching pursuit) in signal processing. Our example is similar in spirit; however it is different in constructional details.

2.3.2. Subset selection with orthogonal model matrix. The following result is well known: for an orthogonal model matrix $\Phi$, when $\sqrt{\lambda_0} = \lambda_1/2$, solutions to (P0) and (P1) have the same support. Moreover, at each position the solutions differ by a constant $\lambda_1/2$. A partial list of references for such a result includes [10, 38, 45], and many more. For readers who are familiar with soft-thresholding and hard-thresholding [9], this result should not come as a surprise.

The above two examples collectively motivate us to pursue sufficient conditions that guarantee common support in the solutions of (P0) and (P1).

3. Main results. A general sufficient condition for (P0) is derived. It is motivated by a recent approach which has appeared in applied mathematics; see [22]. We have modified their approach to solve a different mathematical problem.

Recall that $x \in \mathbb{R}^m$ denotes a coefficient vector. Denote the corresponding residual vector by $\varepsilon = y - \Phi x$. Recall that $y \in \mathbb{R}^n$ and $\Phi \in \mathbb{R}^{n \times m}$ are the response vector and the model matrix, respectively. Let $\Omega$ denote the support of the vector $x: \Omega = \text{supp}(x)$. For an integer $k \geq 1$, let

$$
\sigma^2_{\text{min},k} = \inf \frac{\|\Phi \delta\|_2^2}{\|\delta\|_2^2} \quad \text{subject to} \quad \|\delta\|_0 \leq k.
$$
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The above quantity reflects a certain property of the model matrix. Furthermore, for a vector \( v \in \mathbb{R}^n \) and an integer \( k \geq 1 \), we define

\[
c(v, k) = \sqrt{\sum_{i=1}^{k} v_{(i)}^2},
\]

where \( |v_{(1)}| \geq |v_{(2)}| \geq \cdots \geq |v_{(n)}| \) are the nonincreasing-ordered magnitudes of the entries of the vector \( v \). For finite \( k \), we assume that the quantities \( c^2(\Phi^T \varepsilon, k) \) and \( \sigma_{\min,k}^2 \) have been computed. The following theorem provides a sufficient condition for a subset to be included in a type-0 optimal subset with respect to \( \lambda_0 \).

**Theorem 3.1 (Main result 1).** A subset of coefficients \( \Omega \) is given. Suppose that coefficient vector \( x \) is the minimizer of the function \( \|y - \Phi x\|_2^2 \) subject to \( \text{supp}(x) \subset \Omega \). Let \( \varepsilon = y - \Phi x \).

1. If \( \min_{i \in \Omega} |x_i| > q_1(|\Omega|) \), then, with respect to \( \lambda_0 \), there is no type-0 optimal subset whose support is of size less than \( |\Omega| \).
2. Furthermore, if \( \min_{i \in \Omega} |x_i| > q(|\Omega|) \), then, with respect to \( \lambda_0 \), we have \( \Omega \subset \Omega' \), where \( \Omega' \) is the type-0 optimal subset with respect to \( \lambda_0 \).

The quantities \( q_1(\cdot) \) and \( q(\cdot) \) are defined as follows. For an integer \( k \geq 1 \),

\[
q_1(k) = \sup_{m < k} \frac{c(\Phi^T \varepsilon, 1) + c^2(\Phi^T \varepsilon, k + m) + (k - m)\lambda_0 \sigma_{\min,k+m}^2}{\sigma_{\min,k+m}^2},
\]

\[
q_2(k) = \sup_{m \geq k} \frac{c(\Phi^T \varepsilon, 1) + c^2(\Phi^T \varepsilon, k + m) + (k - m)\lambda_0 \sigma_{\min,k+m}^2}{\sigma_{\min,k+m}^2}
\]

and

\[
q(k) = \max\{q_1(k), q_2(k)\}.
\]

The proof of this theorem appears in Appendix A.2.

Note that quantities \( q_1(\cdot) \) and \( q(\cdot) \) have the same objective function. However, the ranges of the variable \( m \) are different. Because \( q_1(k) \) requires only a finite choice of the variable \( m \) (recall that \( m < k \)), it is computable. It is not straightforward to show that for any \( k \geq 1 \), the quantity \( q_2(k) \) will exist. In this paper, we assume the existence of this quantity.

Readers may compare the above with the test proposed in [22]. That test is related to the optimality in sparse representations.

In Theorem 3.1, the quantities \( q_1(\cdot) \) and \( q(\cdot) \) require multiple values of \( \sigma_{\min,k}^2 \), for a range of values of \( k \). Compared to the quantities \( c(\cdot, k) \), it is harder to compute the \( \sigma_{\min,k}^2 \)'s. Inspired by the derivation in Theorem 2 of
we derive a sufficient condition, which depends only on $\sigma_{\min,|\Omega|}^2$, where $\Omega$ is the subset being tested. To state our result, the following quantity needs to be defined: for an integer $m \geq 1$ and a given integral constant $M$, let

$$\lambda(m; M) = 1 - \frac{M}{\sqrt{m}} \sup_{|I| \leq m, k \notin I} \|\Phi^+_I\phi_k\|_2,$$

where $I$ is a subset of indices, $|I|$ denotes the size of this subset, the matrix $\Phi_I$ is a submatrix of $\Phi$ whose column indices form the set $I$, $\Phi^+_I = (\Phi^*_I \Phi_I)^{-1} \Phi^*_I$ is the Moore–Penrose pseudo-inverse [21], with $(\cdot)^*$ denoting the adjoint, and $\phi_k$ is the $k$th column (i.e., covariate) in $\Phi$. Given $m$, the quantity $\lambda(m)$ can be computed by enumerating all $m$-subsets of the covariates.

Now we present another sufficient condition.

**Theorem 3.2 (Main result 2).** A subset of coefficients $\Omega$ is given. Suppose that coefficients vector $x$ is the minimizer of the function $\|y - \Phi x\|_2^2$ subject to $\text{supp}(x) \subset \Omega$. Suppose it is known a priori that the size of the type-0 optimal subset is no larger than $M$. If $\min_{i} |x_i| > q'(|\Omega|, M)$, then the set $\Omega$ is at least a subset of the type-0 optimal subset. Here, the quantity $q'(\cdot)$ is defined, for integer $k \geq 1$ and constant $M$, as

$$q'(k, M) = \sup_{1 \leq m \leq M} \left( c(\Phi^T \epsilon, 1) + \sqrt{c^2(\Phi^T \epsilon, k) + \lambda_0 \cdot \frac{k^2(k - m)}{(k + m)^2} \cdot \sigma_{\min,k}^2 \cdot \lambda^2(k; m)} \right) \times \left( \frac{k}{(k + m) \sigma_{\min,k}^2 \cdot \lambda^2(k; m)} \right)^{-1}.$$

See the proof in Appendix A.3.

If the model matrix $\Phi$ is orthonormal, readers can verify that $\sigma_{\min,k}^2 = 1$ and $\lambda(m; M) = 1$. This brings about significantly simplified criteria in Theorem 3.1 and Theorem 3.2. Compared with the case when the model matrix is orthogonal, the new criteria are less attractive. We consider this a price to be paid for the generality.

The two results here focus on the type-0 optimal subset. Given a type-1 optimal subset (which can be derived from some efficient algorithm), one can easily calculate the least square estimator according to it and use this estimator and subset to test whether the subset is also type-0 optimal.

**4. Other conditions of equivalence.** In Section 4.1, we give a sufficient and necessary condition for a subset to be the concurrent optimal subset. Checking this condition cannot be achieved in polynomial time [recall that
(P0) is NP-hard. In Section 4.2, we ask when the k most correlated covariates form the concurrent optimal subset. A sufficient condition is derived. This result is easy to check, but too restrictive.

4.1. Sufficient and necessary conditions. Before moving on to the specific discussion, we introduce a sufficient and necessary condition for a concurrent optimal subset. Let $I_1$ denote a subset of indices. Let $\Phi_1$ and $x_1$ denote columns of $\Phi$ and entries of $x$ with indices from $I_1$. Let $\Phi = [\Phi_1 \Phi_2]$. Here, a permutation that does not change the problem is implied. The following can easily be verified.

**Lemma 4.1** [Sufficient and necessary condition for (P0)]. $I_1$ is the optimal subset of (P0) if and only if the value

$$y^T y - y^T \Phi_1 (\Phi_1^T \Phi_1)^{-1} \Phi_1^T y + \lambda_0 \cdot \|x_1\|_0$$

is the minimum of the objective in (P0).

The following is well known (see, e.g., [29, 38, 47]).

**Lemma 4.2** [Sufficient and necessary condition for (P1)]. $I_1$ is the optimal subset of (P1) if and only if there exists a vector $\omega$ such that

$$\Phi^T y = \left( \begin{array}{c} \Phi_1^T \Phi_1 \\ \Phi_2^T \Phi_1 \end{array} \right) x_1 + \left( \frac{\lambda_1}{2} \cdot \text{sign}(x_1) \right) \omega$$

holds and $\|\omega\|_{\infty} \leq \lambda_1/2$.

The following can be easily derived from the above two lemmas.

**Corollary 4.3** [Sufficient and necessary condition (for concurrence)]. $I_1$ is the concurrent optimal subset of (P0) and (P1) if and only if (1) and (2) are true. Moreover, with $\bar{x}_0$ and $\bar{x}_1$ the solutions of (P0) and (P1), respectively, we have

$$\bar{x}_0 - \bar{x}_1)_{I_1} = (\Phi_1^T \Phi_1)^{-1} \cdot \frac{\lambda_1}{2} \cdot \text{sign}((\bar{x}_1)_{I_1}).$$

For the equation above, consider

$$\Phi^T y = \Phi_1^T \Phi_1 (\bar{x}_1)_{I_1} + \frac{\lambda_1}{2} \cdot \text{sign}((\bar{x}_1)_{I_1}).$$

By combining the above two, equation (3) follows.

The above theorem gives a necessary and sufficient condition for a concurrent optimal subset. Further comments follow.
Remark 4.4. Equation (3) provides a method for computing $\tilde{x}_1$, given that $\tilde{x}_0$ is available and represents the optimal solution. Evidently,

$$(\tilde{x}_1)_{I_1} = (\tilde{x}_0)_{I_1} - \frac{\lambda_1}{2} (\Phi_1^T \Phi_1)^{-1} \cdot \text{sign}((\tilde{x}_1)_{I_1}).$$

Remark 4.5. Note that

$$\Phi(\tilde{x}_0 - \tilde{x}_1) = \Phi_1(\tilde{x}_0 - \tilde{x}_1)_{I_1} = \frac{\lambda_1}{2} \cdot \Phi_1 (\Phi_1^T \Phi_1)^{-1} \cdot \text{sign}((\tilde{x}_1)_{I_1}),$$

which is an equiangular vector among the columns of $\Phi_1$. Hence, when optimality is achieved in both (2) and (3), the difference between the two predicted vectors is an equiangular vector.

4.2. A sufficient condition for mostly correlated covariates. We introduce a set of sufficient conditions which depend only on the correlations between the response $y$ and the covariates $\phi_i$, as well as the maximum correlation between the covariates. For simplicity, we assume that the response $y$ and the covariates $\phi_i$ are all standardized. It is not hard to see that $|\langle y, \phi_i \rangle| \leq 1$, $i = 1, 2, \ldots, m$, and $|\langle \phi_i, \phi_j \rangle| \leq 1$, $1 \leq i, j \leq m$. Denote $z = \Phi^T y = (z_1, z_2, \ldots, z_m)^T$. Without loss of generality, we assume $|z_1| > |z_2| > \cdots > |z_m|$. We want to find sufficient conditions such that the subset $A_1 = \{\phi_1, \phi_2, \ldots, \phi_k\}$ is the solution to both (P0) and (P1): the $k$ most correlated covariates (with the response) form the optimal subset. Clearly, an optimal subset does not need to consist of the most correlated covariates with the response. Due to this additional condition, this set of conditions is restrictive. The restrictiveness is illustrated in an example in Section 4.2.1.

Denote

$$\mu = \max_{1 \leq i, j \leq m} |\langle \phi_i, \phi_j \rangle|.$$

We have the following theorem.

**Theorem 4.6.** For a given $\lambda_0$ and correlations $z_1, z_2, \ldots, z_k$, if the three conditions

(4) 

$$[1 - (k - 1)\mu]z_k^2 \geq 2(k - 1)^2 \mu + z_{k+1}^2 [1 + (k - 1)\mu],$$

(5) 

$$z_{k+1}^2 \leq \lambda_0 (1 - \Delta) - \frac{(2k - 1)\mu}{1 + (k - 1)\mu} \sum_{i=1}^{k} z_i^2,$$

(6) 

$$z_k^2 \geq \lambda_0 + \frac{(2k - 3)\mu}{1 + (k - 1)\mu} \sum_{i=1}^{k} z_i^2$$


are satisfied, where $\Delta = n \cdot \mu$ in (5), then the subset $A_1$ is the type-0 optimal subset.

To prove the above theorem, we can show that for subsets of size equal to $k$, greater than $k$, less than $k$, the above three conditions guarantee that subset $A_1$ is the type-0 optimal subset. A detailed proof can be found in [26] or [34]. Anyone whose interest is restricted to (P0) should now be satisfied. The following is to establish a condition for concurrent optimality.

**Remark 4.7.** Conditions (4), (5) and (6) are independent, that is, none of them can be derived from the other two.

The following theorem states the condition for the set $A_1 = \{\phi_1, \phi_2, \ldots, \phi_k\}$ to be the type-1 optimal subset; see the proof in [26] or [34].

**Theorem 4.8.** Given $\lambda$ and $k$, if

$$
\frac{\lambda}{2} - |z_{k+1}| \geq \frac{\sqrt{k \mu}}{1 - (k - 1) \mu} \sqrt{\sum_{i=1}^{k} \left( |z_i| + \frac{\lambda}{2} \right)^2},
$$

then subset $A_1$ is the type-1 optimal subset.

The following corollary gives a sufficient condition for $A_1$ to be the concurrent optimal subset.

**Corollary 4.9.** Given conditions (4), (5), (6) and (7), subset $A_1$ is the concurrent optimal subset.

4.2.1. Restrictiveness of the aforementioned sufficient conditions. Readers may have noticed that the four conditions in the previous section are restrictive. One can easily find an example that does not satisfy these conditions, but which still has the concurrent optimal subset $A_1$.

An example can be established as follows. Suppose that $n, m$ and $k$ are three positive integers satisfying $n > m > k$ and $n \geq m + k$. Let $a_i$ denote the $i$th entry of vector $a \in \mathbb{R}^k$ with $|a_1| \geq |a_2| \geq \cdots \geq |a_k|$. Let $I_{m \times m} \in \mathbb{R}^{m \times m}$ be an identity matrix and $\Phi_a \in \mathbb{R}^{k \times k}$ be the diagonal matrix with the $i$th diagonal entry being equal to $a_i$. Consider

$$
\Phi = \text{standardized} \left\{ \begin{pmatrix} \Phi_a & 0_{k \times (m-k)} \\ I_{m \times m} & 0_{(n-k-m) \times m} \end{pmatrix} \right\}, \quad y = \sum_{i=1}^{k} \phi_i,
$$

where “standardized$\{M\}$” refers to the standardization of all of the columns of the matrix $M$, the matrices $0_{k \times (m-k)}$ and $0_{(n-k-m) \times m}$ consist entirely
of zeros and $\phi_i$ is the $i$th column of $\Phi$. The optimal solution consists of the first $k$ covariates and these covariates have larger correlations with $y$. However, there are many choices of $m, n, k$ and the vector $a$ with which condition (4) is not satisfied. As a special case, consider the following simple example: $n = 10, m = 7, k = 3$ and $a = (-1 \ 1 \ 0)^T$. It is not hard to verify that $\mu(\Phi) = 0.1667, z_3 = 0.7379, z_4 = -0.3162, [1 - (k - 1)\mu]z_k^2 = 0.3630$ and $2(k - 1)^2\mu + z_{k+1}^2[1 + (k - 1)\mu] = 0.9117$. Hence, (4) does not hold in this case.

5. Discussion. The question addressed in this paper has a unique aspect. We have the following application in mind: supposing a stepwise algorithm finds a path of type-1 optimal subsets, then given verifiable (polynomial-time) conditions that are derived in this paper, one knows whether a type-0 optimal subset has been found. As mentioned earlier, our results potentially facilitate polynomial-time solutions to seemingly NP-hard problems.

Our problem is different from that of analyzing statistical properties of the estimators. These properties include consistency, rate of convergence, asymptotic normality and so on. We found the oracle properties derived in [12] very interesting. However, Fan and Li [12] do not address whether their estimator—smoothly clipped absolute deviation penalty (SCAD)—can be computed in polynomial time. In fact, because of the possible exponential number of local optima, it is strongly believed that SCAD cannot be solved in polynomial time. Hence, an interesting question will be: when can one verify that SCAD is indeed solved by a polynomial-time algorithm? That is, we want to derive some sufficient conditions similar to those in the present paper. Note that Fan and Peng [14] give a fundamental description of when oracle properties (as well as other properties) are achievable, while a recent manuscript by Zou [50] proves the oracle property for a method that is rooted in the Lasso.

As pointed out by an anonymous referee, there are two categories of equivalence conditions for (P0) and (P1): a priori conditions determine in advance when solving (P1) will identify a solution to (P0), while a posteriori conditions take a given subset of covariates (produced in any manner) and determine whether it is an optimal subset for (P0). The main results in this paper belong to the latter class. Given the target application described at the beginning of this section, it is not surprising that the latter is more interesting to us than the former. Moreover, a subset satisfying the former will most likely satisfy the latter, which implies that the a posteriori conditions are more powerful in the target application because they can identify more cases of equivalence.

Subset selection has applications in feature selection. There are two major approaches in feature selection: filter and wrapper; see [27, 28, 32] for details. Our formulations are closely related to wrappers. A recent survey
paper by Fan and Li [13] gives an excellent overview of the statistical challenges associated with high-dimensional data, including feature selection and feature extraction. Besides many contemporary applications, as summarized in [13], other applications are foreseeable. For example, subset selection is a critical problem in supersaturated design. A citation search of Wu [49] will provide most of the existing literature. A numerically efficient condition on the optimality of subsets has the potential to identify a good design.

6. Conclusion. Stepwise algorithms can be numerically efficient, that is, polynomial-time. Specially designed stepwise algorithms can find type-1 optimal subsets in subset selection. We have derived sufficient conditions to test whether these type-1 optimal subsets are also type-0 optimal. Such an approach allows polynomial-time algorithms to locate concurrent optimal subsets, which, otherwise, generally requires solving an NP-hard optimization problem.

APPENDIX A: PROOFS

A.1. Proof of Theorem 2.1. Let

\[ f(m) = \min_{x: \|x\|_0 \leq m} \|y - \Phi x\|_2^2, \]

where all of the symbols are defined in (P0). It is evident that the point array \((m, f(m)), m = 1, 2, \ldots, \) forms a nonincreasing curve in the positive quadrant.

We first establish the existence of an integer \(m_0\), such that value \(f(m_0) + \lambda_0 m_0\) minimizes the objective in (P0). Note that there are a finite number of \(m\)'s such that \(\lambda_0 m \leq f(1) + \lambda_0 \cdot 1\). This inequality gives an upper bound on \(m\)'s that satisfy \(f(m) + \lambda_0 m \leq f(1) + \lambda_0 \cdot 1\). Among this finite number of \(m\)'s, there is at least one \(m_0\) that minimizes the value of the function \(f(m) + \lambda_0 m\).

Define \(\varepsilon = f(m_0)\). In general, we can assume that \(\varepsilon > 0\) because if \(\varepsilon = 0\), then the response \(y\) can be superposed by a small (more specifically, no more than \(m_0\)) number of columns of the matrix \(\Phi\), which is a special case.

Using the idea of the Lagrange multiplier, we can see that solving (P0) with \(\lambda_0\) is equivalent to solving the sparse approximate solution (SAS) problem in [33], Section 2, with \(\varepsilon\), which is proved in [33] to be NP-hard. Hence, in general, solving (P0) is NP-hard.

A.2. Proof of Theorem 3.1. Suppose that \(\Omega'\) is the type-0 optimal subset, with corresponding coefficient vector \(x'\). We must have

\[ \|y - \Phi x'\|_2^2 + \lambda_0 \|x'\|_0 \leq \|y - \Phi x\|_2^2 + \lambda_0 \|x\|_0. \]
Denoting $\delta = x' - x$, we have $\|\delta\|_0 \leq |\Omega| + |\Omega'|$. We will prove that
\begin{equation}
(9) \quad \text{if } |\Omega'| < |\Omega|, \quad \text{then } \|\delta\|_\infty \leq q_1(\Omega)
\end{equation}
and
\begin{equation}
(10) \quad \text{for any } \Omega', \quad \|\delta\|_\infty \leq q(\Omega).
\end{equation}
To see the above, a reformulation of (8) gives
\begin{equation}
\|\epsilon - \Phi \delta\|_2^2 \leq \|\epsilon\|_2^2 + \lambda_0(|\Omega| - |\Omega'|),
\end{equation}
which is equivalent to
\begin{equation}
(11) \quad \|\Phi \delta\|_2^2 \leq 2\langle \Phi^T \epsilon, \delta \rangle + \lambda_0(|\Omega| - |\Omega'|),
\end{equation}
where $\langle \cdot, \cdot \rangle$ denotes the inner product between two vectors. Define $\delta' = \sigma_{\min,|\Omega|+|\Omega'|}^2 \cdot \delta$. Because $\|\Phi \delta\|_2^2 \geq \sigma_{\min,|\Omega|+|\Omega'|}^2 \|\delta\|_2^2$ and (11) hold, we have
\begin{equation}
\|\delta'\|_2^2 \leq 2\langle \Phi^T \epsilon, \delta' \rangle + \lambda_0(|\Omega| - |\Omega'|) \cdot \sigma_{\min,|\Omega|+|\Omega'|}^2.
\end{equation}
The above is equivalent to
\begin{equation}
\|\Phi^T \epsilon - \delta'\|_2^2 \leq \|\Phi^T \epsilon\|_2^2 + \lambda_0(|\Omega| - |\Omega'|) \cdot \sigma_{\min,|\Omega|+|\Omega'|}^2.
\end{equation}
Define $\epsilon^* = \Phi^T \epsilon$. The above inequality leads to
\begin{equation}
\sum_{i \in \Omega \cup \Omega'} (\epsilon^*_i - \delta'_i)^2 \leq \sum_{i \in \Omega \cup \Omega'} (\epsilon^*_i)^2 + \lambda_0(|\Omega| - |\Omega'|) \cdot \sigma_{\min,|\Omega|+|\Omega'|}^2.
\end{equation}
The above immediately leads to
\begin{equation}
\sup_{i \in \Omega \cup \Omega'} |\delta'_i| \leq \sup_{i \in \Omega \cup \Omega'} |\epsilon^*_i| + \sqrt{\sum_{i \in \Omega \cup \Omega'} (\epsilon^*_i)^2 + \lambda_0(|\Omega| - |\Omega'|) \cdot \sigma_{\min,|\Omega|+|\Omega'|}^2}.
\end{equation}
Dividing both sides by $\sigma_{\min,|\Omega|+|\Omega'|}^2$, we have
\begin{equation}
(12) \quad \sup_{i \in \Omega \cup \Omega'} |\delta_i| \leq \frac{c(\Phi^T \epsilon, 1) + \sqrt{c^2(\Phi^T \epsilon, |\Omega| + |\Omega'|) + \lambda_0(|\Omega| - |\Omega'|) \cdot \sigma_{\min,|\Omega|+|\Omega'|}^2}}{\sigma_{\min,|\Omega|+|\Omega'|}^2}.
\end{equation}
Recalling the definitions of $q_1(\cdot)$ and $q(\cdot)$, (9) and (10) can be derived directly from (12).

We are now able to verify item (1) of the theorem. Suppose that there is a type-0 optimal subset $\Omega'$ satisfying $|\Omega'| < |\Omega|$. We have
\begin{equation}
|x'_i| \geq |x_i| - |x_i - x'_i| \geq |x_i| - q_1(\Omega) > 0.
\end{equation}
The second inequality is based on (9) and the last inequality follows from the condition in item (1). The above implies $\Omega \subset \Omega'$, which contradicts $|\Omega'| < |\Omega|$. We have proven item (1).

The proof of item (2) is very similar to the proof of (1). We omit the obvious details.
A.3. Proof of Theorem 3.2. The beginning of the proof is the same as that of the proof of the previous theorem. It begins to deviate at stage (11).

For the reader’s convenience, we restate inequality (11):

\[ \| \Phi \delta \|_2^2 \leq 2 \langle \Phi^T \varepsilon, \delta \rangle + \lambda_0 (|\Omega| - |\Omega'|). \]

Readers are referred to the previous proof for the meanings of the notation. First, we have

\[ \langle \Phi^T \varepsilon, \delta \rangle \leq \sum_{i=1}^{n} |b(i)| \cdot |\delta(i)|, \]

where \(|\delta(1)| \geq |\delta(2)| \geq \cdots \geq |\delta(n)|\) is the ordered list of the magnitudes of the entries in the vector \(\delta\). Similarly, \(|b(1)| \geq |b(2)| \geq \cdots \geq |b(n)|\) is the ordered list of the magnitudes of the entries in the vector \(\Phi^T \varepsilon\). We denote \(\Phi^T \varepsilon\) by \(b\). The following manipulations are needed:

\[ \text{R.H.S. of (14)} = \sum_{i=1}^{\Omega} |b(i)| \cdot |\delta(i)| + \sum_{i=\Omega+1}^{n} |b(i)| \cdot |\delta(i)| \]

\[ \leq \sum_{i=1}^{\Omega} |b(i)| \cdot |\delta(i)| + |b(\Omega+1)| \cdot \sum_{i=\Omega+1}^{n} |\delta(i)| \]

\[ \leq \left( 1 + \frac{|\Omega'|}{|\Omega|} \right) \sum_{i=1}^{\Omega} |b(i)| \cdot |\delta(i)| \]

\[ = \left( 1 + \frac{|\Omega'|}{|\Omega|} \right) \langle b^*, \delta^*_\Omega \rangle, \]

where the vector \(\delta^*_\Omega\) takes the absolute values of \(\delta\) only at the positions where the vector \(\delta\) has the \(|\Omega|\) largest magnitudes and zeros elsewhere, that is,

\[ \delta^*_{\Omega,i} = \begin{cases} |\delta_i|, & \text{if } |\delta_i| \geq |\delta_{(\Omega)}|, \\ 0, & \text{otherwise}. \end{cases} \]

For the vector \(b^*\),

\[ b^*_i = \begin{cases} |b_{(j)}|, & \text{if } \delta_i = \delta_{(j)} \text{ and } |b_{(j)}| \geq |b_{(\Omega)}|, \\ 0, & \text{otherwise}. \end{cases} \]

Combining (14) and (15), we have

\[ \langle \Phi^T \varepsilon, \delta \rangle \leq \left( 1 + \frac{|\Omega'|}{|\Omega|} \right) \langle b^*, \delta^*_\Omega \rangle. \]
Meanwhile, for any $\Omega^*$ we have

$$
\|\Phi \delta\|_2^2 \geq \|\Phi_{\Omega^*} \Phi_{\Omega^*}^+ \Phi \delta\|_2^2 \\
\geq \sigma_{\min,|\Omega^*|}^2 \cdot \|\Phi_{\Omega^*}^+ \Phi \delta\|_2^2 \\
= \sigma_{\min,|\Omega^*|}^2 \cdot \|\Phi_{\Omega^*}^+ \Phi \delta_{\Omega^*} + \Phi_{\Omega^*}^+ \Phi \delta_{\Omega^*}^c\|_2^2,
$$

(17)

where the set $\Omega^{*c}$ is the complement of the set $\Omega^*$, and the matrices $\Phi_{\Omega^*}$ and $\Phi_{\Omega^*c}$ are submatrices of the matrix $\Phi$ formed by taking columns whose indices are in $\Omega^*$ and $\Omega^{*c}$, respectively. As mentioned earlier, the matrix $\Phi_{\Omega^*}^+$ is a pseudo-inverse of $\Phi_{\Omega^*}$. The vector $\delta_{\Omega^*}$ (resp., $\delta_{\Omega^{*c}}$) takes only nonzero values when the index is in the set $\Omega^*$ (resp., $\Omega^{*c}$). In the above steps, the first inequality holds because the matrix $\Phi_{\Omega^*} \Phi_{\Omega^*}^+$ is a projection matrix. The second inequality is based on the definition of $\sigma_{\min,|\Omega^*|}^2$. The last step is a simple reformulation.

Note that in (17), $\Omega^*$ can be any subset of the indices. In the following, without loss of generality, we assume that the set $\Omega^*$ corresponds to the largest $|\Omega|$ magnitudes in the vector $\delta$, that is, $|\Omega^*| = |\Omega|$ and $\delta_{\Omega^*} = \delta_{|\Omega|}$. We then have

$$
\|\Phi_{\Omega^*}^+ \Phi \delta_{\Omega^*} + \Phi_{\Omega^*}^+ \Phi \delta_{\Omega^*}^c\|_2 \geq \|\Phi_{\Omega^*}^+ \Phi \delta_{\Omega^*}\|_2 + \|\Phi_{\Omega^*}^+ \Phi \delta_{\Omega^*}^c\|_2 \\
\geq \|\delta_{\Omega^*}\|_2 - \sum_{k \in \Omega^{*c}} |\delta_k| \cdot \sup_{\ell \in \Omega^*} \|\Phi_{\Omega^*}^+ \phi_{\ell}\|_2 \\
\geq \|\delta_{\Omega^*}\|_2 - \sum_{k = |\Omega| + 1}^n |\delta_{(k)}| \cdot \sup_{\ell \in \Omega^*} \|\Phi_{\Omega^*}^+ \phi_{\ell}\|_2 \\
\geq \|\delta_{\Omega^*}\|_2 - \frac{|\Omega'|}{|\Omega|} \cdot \|\delta_{|\Omega|}\|_1 \cdot \sup_{\ell \in \Omega^*} \|\Phi_{\Omega^*}^+ \phi_{\ell}\|_2 \\
\geq \|\delta_{\Omega^*}\|_2 - \frac{|\Omega'|}{|\Omega| \sqrt{\Omega}} \cdot \|\delta_{|\Omega|}\|_2 \cdot \sup_{\ell \in \Omega^*} \|\Phi_{\Omega^*}^+ \phi_{\ell}\|_2 \\
\geq \lambda(|\Omega|; |\Omega'|) \cdot \|\delta_{|\Omega|}\|_2.
$$

(18)

In the above, the first and second steps are common manipulations. The third inequality takes $\Omega^*$ to be the subset of indices where $\delta_{|\Omega|}$ has nonzero entries. The fourth inequality is based on $\|\delta_{|\Omega|}\|_1 = \sum_{k = |\Omega| + 1}^n |\delta_k| / |\Omega'|$. The fifth inequality is based on $\|\delta_{|\Omega|}\|_1 \leq \sqrt{|\Omega|} \cdot \|\delta_{|\Omega|}\|_2$. The last step recalls the definition of $\lambda(\cdot, \cdot)$. Combining (17) and (18), we have

$$
\|\Phi \delta\|_2^2 \geq \sigma_{\min,|\Omega|}^2 \cdot \lambda^2(|\Omega|; |\Omega'|) \cdot \|\delta_{|\Omega|}\|_2^2.
$$

(19)

We now combine the above results and then maneuver back to the argument in the proof of Theorem 3.1. Combining (13), (16) and (19), we
have
\[ \sigma_{\min,|\Omega|}^2 \cdot \lambda^2(|\Omega|; |\Omega'|) \cdot \|\delta'\|_2^2 \leq 2 \left( 1 + \frac{|\Omega'|}{|\Omega|} \right) \langle b^*, \delta^*_\Omega \rangle + \lambda_0 (|\Omega| - |\Omega'|). \]

Let
\[ \delta' = \frac{|\Omega|}{|\Omega| + |\Omega'|} \sigma_{\min,|\Omega|}^2 \cdot \lambda^2(|\Omega|; |\Omega'|) \cdot \delta^*_\Omega. \]

We have
\[ \|\delta'\|_2^2 \leq 2 \langle b^*, \delta' \rangle + \lambda_0 \cdot \sigma_{\min,|\Omega|}^2 \cdot \lambda^2(|\Omega|; |\Omega'|). \]

The above is equivalent to
\[ \|\delta' - b^*\|_2^2 \leq \|b^*\|_2^2 + \lambda_0 \cdot \sigma_{\min,|\Omega|}^2 \cdot \lambda^2(|\Omega|; |\Omega'|), \]

which leads to
\[ \|\delta'\|_\infty \leq \|b^*\|_\infty + \sqrt{c^2(b^*, |\Omega|) + \lambda_0 \cdot \sigma_{\min,|\Omega|}^2 \cdot \lambda^2(|\Omega|; |\Omega'|)}. \]

Recalling the definitions of \( \delta' \) and \( b^* \), we have
\[
\|\delta\|_\infty \leq \left( c(\Phi^T \varepsilon, 1) + \sqrt{c^2(\Phi^T \varepsilon, |\Omega|) + \lambda_0 \cdot \sigma_{\min,|\Omega|}^2 \cdot \lambda^2(|\Omega|; |\Omega'|)} \right) \times \left( \frac{|\Omega|}{|\Omega| + |\Omega'|} \sigma_{\min,|\Omega|}^2 \cdot \lambda^2(|\Omega|; |\Omega'|) \right)^{-1} \leq q'(|\Omega|; M). \]

The above is equivalent to \( \|x - x'\|_\infty \leq q'(|\Omega|; M) \). Using the same argument as in the last proof, we can argue that \( \Omega \subset \Omega' \). Supposing \( x_i \neq 0 \), we have
\[ |x_i'| \geq |x_i| - |x_i - x_i'| \geq |x_i| - q'(|\Omega|, M) > 0, \]

which implies that \( \Omega \subset \Omega' \).

Acknowledgment. Comments from two anonymous referees led to significant reorganization of this paper. The original version [26] contains a lot more detail and is potentially more readable for newcomers.
REFERENCES

[1] Akaike, H. (1973). Information theory and an extension of the maximum likelihood principle. In Second International Symposium on Information Theory (B. N. Petrov and F. Csáki, eds.) 267–281. Akadémiai Kiadó, Budapest. MR0483125

[2] Burnham, K. P. and Anderson, D. A. (2002). Model Selection and Multimodel Inference: A Practical Information-Theoretic Approach, 2nd ed. Springer, New York.

[3] Chen, S. S. (1995). Basis pursuit. Ph.D. dissertation, Dept. Statistics, Stanford Univ.

[4] Chen, S. S., Donoho, D. L. and Saunders, M. A. (1998). Atomic decomposition by basis pursuit. SIAM J. Sci. Comput. 20 33–61. Reprinted at SIAM Rev. 43 (2001) 129–159. MR1639094, MR1854649

[5] De Vore, R. A. and Temlyakov, V. N. (1996). Some remarks on greedy algorithms. Adv. Comput. Math. 5 173–187. MR1399379

[6] Donoho, D. L. and Elad, M. (2003). Optimally sparse representation in general (nonorthogonal) dictionaries via $\ell_1$ minimization. Proc. Natl. Acad. Sci. USA 100 2197–2202. MR1963681

[7] Donoho, D. L., Elad, M. and Temlyakov, V. N. (2006). Stable recovery of sparse overcomplete representations in the presence of noise. IEEE Trans. Inform. Theory 52 6–18. MR2237332

[8] Donoho, D. L. and Huo, X. (2001). Uncertainty principles and ideal atomic decomposition. IEEE Trans. Inform. Theory 47 2845–2862. MR1872845

[9] Donoho, D. L. and Johnstone, I. M. (1995). Adapting to unknown smoothness via wavelet shrinkage. J. Amer. Statist. Assoc. 90 1200–1224. MR1379464

[10] Efron, B., Hastie, T., Johnstone, I. and Tibshirani, R. (2004). Least angle regression (with discussion). Ann. Statist. 32 407–499. MR2060166

[11] Elad, M. and Bruckstein, A. M. (2002). A generalized uncertainty principle and sparse representation in pairs of bases. IEEE Trans. Inform. Theory 48 2558–2567. MR1929464

[12] Fan, J. and Li, R. (2001). Variable selection via nonconvave penalized likelihood and its oracle properties. J. Amer. Statist. Assoc. 96 1348–1360. MR1946581

[13] Fan, J. and Li, R. (2006). Statistical challenges with high dimensionality: Feature selection in knowledge discovery. In International Congress of Mathematicians 3 595–622. European Math. Soc., Zürich. MR2275698

[14] Fan, J. and Peng, H. (2004). Nonconcave penalized likelihood with a diverging number of parameters. Ann. Statist. 32 928–961. MR2065194

[15] Foster, D. P. and George, E. I. (1994). The risk inflation criterion for multiple regression. Ann. Statist. 22 1947–1975. MR1329177

[16] Fuchs, J.-J. (2004). On sparse representations in arbitrary redundant bases. IEEE Trans. Inform. Theory 50 1341–1344. MR2094894

[17] Furnival, G. and Wilson, R. (1974). Regressions by leaps and bounds. Technometrics 16 499–511.

[18] Gatu, C. and Kontoghiorghes, E. J. (2006). Branch-and-bound algorithms for computing the best-subset regression models. J. Comput. Graph. Statist. 15 139–156. MR2269366

[19] George, E. I. (2000). The variable selection problem. J. Amer. Statist. Assoc. 95 1304–1308. MR1825282

[20] Gilmour, S. G. (1996). The interpretation of Mallows’s $C_p$-statistic. The Statistician 45 49–56.

[21] Golub, G. H. and Van Loan, C. F. (1996). Matrix Computations, 3rd ed. Johns Hopkins Univ. Press, Baltimore. MR1417720
[22] Gribonval, R., Figueras i Ventura, R. M. and Vandergheynst, P. (2005). A simple test to check the optimality of sparse signal approximations. In Proc. IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP’05) 5 717–720. IEEE Press, Piscataway, NJ. Available at lts1pc19.epfl.ch/repository/Gribonval2005_1167.pdf. A longer version is available at ftp.irisa.fr/techreports/2004/PI-1661.pdf.

[23] Gribonval, R. and Nielsen, M. (2003). Sparse representations in unions of bases. IEEE Trans. Inform. Theory 49 3320–3325. MR2045813

[24] Hastie, T., Rosset, S., Tibshirani, R. and Zhu, J. (2004). The entire regularization path for the support vector machine. J. Mach. Learn. Res. 5 1391–1415. MR1851606

[25] Hastie, T., Tibshirani, R. and Friedman, J. (2001). The Elements of Statistical Learning: Data Mining, Inference and Prediction. Springer, New York.

[26] Huo, X. and Ni, X. S. (2005). When do stepwise algorithms meet subset selection criteria? Technical report, Georgia Inst. Technology. Available at www2.isye.gatech.edu/statistics/papers/.

[27] Jain, A. and Zongker, D. (1997). Feature selection: Evaluation, application and small sample performance. IEEE Trans. Pattern Analysis and Machine Intelligence 19 153–158.

[28] Kohavi, R. and John, G. H. (1997). Wrappers for feature subset selection. Artificial Intelligence 97 273–324.

[29] Malioutov, D. M., Cetin, M. and Willsky, A. S. (2005). Homotopy continuation for sparse signal representation. In Proc. IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP’05) 5 733–736. IEEE Press, Piscataway, NJ.

[30] Mallows, C. L. (1973). Some comments on Cp. Technometrics 15 661–675.

[31] Miller, A. J. (2002). Subset Selection in Regression, 2nd ed. Chapman and Hall/CRC, Boca Raton, FL. MR2001193

[32] Narendra, P. M. and Fukunaga, K. (1977). A branch and bound algorithm for feature subset selection. IEEE Trans. Comput. 26 917–922.

[33] Natarajan, B. K. (1995). Sparse approximate solutions to linear systems. SIAM J. Comput. 24 227–234. MR1320206

[34] Ni, X. S. (2006). New results in detection, estimation and model selection. Ph.D. dissertation, Georgia Inst. Technology. Available at etd.gatech.edu/.

[35] Ni, X. S. and Huo, X. (2005). Enhanced leaps-and-bounds methods in subset selections with additional optimality tests. INFORMS QSR student paper competition finalist. Available at qsr.section.informs.org/qsr_activities.htm.

[36] Ni, X. S. and Huo, X. (2006). Regressions by enhanced leaps-and-bounds via optimality tests (LBOT). Technical report, Georgia Inst. Technology. Available at www2.isye.gatech.edu/statistics/papers/.

[37] Osborne, M. R. (1985). Finite Algorithms in Optimization and Data Analysis. Wiley, Chichester. MR0817717

[38] Osborne, M. R., Presnell, B. and Turlach, B. A. (2000). On the LASSO and its dual. J. Comput. Graph. Statist. 9 319–337. MR1822089

[39] Osborne, M. R., Presnell, B. and Turlach, B. A. (2000). A new approach to variable selection in least squares problems. IMA J. Numer. Anal. 20 389–403. MR1773265

[40] Ridout, M. S. (1988). Algorithm AS 233: An improved branch and bound algorithm for feature subset selection. Appl. Statist. 37 139–147.
[41] Roberts, S. J. (1984). Algorithm AS 199: A branch and bound algorithm for determining the optimal feature subset of given size. *Appl. Statist.* **33** 236–241.

[42] Rockafellar, R. T. (1970). *Convex Analysis*. Princeton Univ. Press. MR0274683

[43] Santosa, F. and Symes, W. W. (1986). Linear inversion of band-limited reflection seismograms. *SIAM J. Sci. Statist. Comput.* **7** 1307–1330. MR0857796

[44] Schwarz, G. (1978). Estimating the dimension of a model. *Ann. Statist.* **6** 461–464. MR0468014

[45] Tibshirani, R. (1996). Regression shrinkage and selection via the lasso. *J. Roy. Statist. Soc. Ser. B* **58** 267–288. MR1379242

[46] Tropp, J. A. (2004). Greed is good: Algorithmic results for sparse approximation. *IEEE Trans. Inform. Theory* **50** 2231–2242. MR2097044

[47] Tropp, J. A. (2006). Just relax: Convex programming methods for identifying sparse signals in noise. *IEEE Trans. Inform. Theory* **52** 1030–1051. MR2238069

[48] Turlach, B. A. (2004). Discussion of “Least angle regression,” by B. Efron, T. Hastie, I. Johnstone and R. Tibshirani. *Ann. Statist.* **32** 481–490.

[49] Wu, C.-F. J. (1993). Construction of supersaturated designs through partially aliased interactions. *Biometrika* **80** 661–669. MR1248029

[50] Zou, H. (2005). The adaptive Lasso and its oracle properties. Unpublished manuscript.

School of Industrial and Systems Engineering
Georgia Institute of Technology
Atlanta, Georgia 30332-0205
USA
E-mail: xiaoming@isye.gatech.edu
xni@isye.gatech.edu