Modelling and Optimizing for Distributed Systems with limited Resource Migration Capacity
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Abstract. This paper discusses the resource scheduling of some distributed systems, such as logistics system and the mobile system. By analysing the characteristic of the resource allocation, we found the resource or load of the distributed systems has limited migration capacity, but the load can be transmitted between neighbour nodes. By diverting resource or load between neighbour nodes, the system can reach a more balanced state. Then a model, shown as a constrained optimization problem, is presented to describe the load balancing problem of the distributed systems. The constrained terms are processed by the penalty function, and then an algorithm based on penalty function is presented to obtain an optimal solution of the constrained optimization problem. Finally, we design some experiments to verify the load model and the optimization algorithm proposed in this paper.

1. Introduction
Distributed systems[1-3], which may have different structures, resources, operational modes, service strategies, etc., have been studied and applied for decades. By moving services from central node to distributed nodes, which are more close to the clients, the systems can quickly respond to the requests and provide much better services. The nodes in the systems may have different software resources, hardware resources, or physical resource, but how to use the resources more fair and efficient always attracts many attention from the academia and the industry. Generally, the optimal resource utilization in the distributed system is NP-hard, the traditional algorithms to solve the problem is based on the basis of equity, such as Round Robin and modified Round Robin [4, 5]. The classical Round Robin algorithm, which means that the node in the system has the same chance to be selected, is more suitable for the system with homogeneous nodes[4]. The modified Round Robin algorithm is designed for the system with heterogeneous nodes, which means the node with different capacity may have different possibility to be selected to provide services [5]. Be differ from traditional algorithms, the algorithm based on heuristic methods is another way to solve the resource utilization problem. Inspired by social spider, a meta heuristic algorithm was proposed in the work [6] to minimize overall makes pan with effective load balancing. The meta heuristic algorithm can also be used to find the task-to-virtual machine mapping for the cloud system [7].

The resource models for the system in the works are based on an assumption that the resource has unlimited migration capacity. However, the assumption does not apply to all conditions, such as the frequency resource of the base station in the mobile system[8].

The rest of this paper is organized as follows. In Section 2, the distributed systems are analysed, then a load model is proposed, which is shown as a constrained optimization problem. In Section 3, a load optimization algorithm based on penalty function is presented to solve the constrained optimization...
problem. In Section 4, some simulations are designed to verify the model and the load optimization algorithm proposed in this paper. Finally, the conclusions are presented in Section 5.

2. System Model

In this section, we will analyse the character of the distributed systems, and then a load model with limited resource migration capacity is introduced. There are many reasons for limited resource migration capacity. First, the resource cannot be transited, for example, the radio frequency resource in the mobile system. The base station accesses users by air interface, which use the radio frequency resource according to different physical layer protocol, such as FDMA, TDMA, CDMA. The base station cannot transmit the radio frequency resource to others, but the station has an area where the users can handover to the neighbour station, as shown in figure 1.

![Figure 1. The mobile system.](image1)

Second, the resource is limited to transmit for QoS, for example, the streaming service system, which has different servers and provide services to clients spread all over the world. The proxy servers are located close enough to provide services for the clients to meet the QoS requirement. When the current proxy server has too many clients to serve, it can transmit the client to other proxy server which can meet the QoS requirement, as shown in figure 2.

![Figure 2. The streaming service system.](image2)

Third, the cost of unlimited resource migration is too high. The logistics system has many warehouses distributed across the country, as shown in figure 3. The warehouse provides goods to clients who are close to the warehouse. The transportation of goods is dependent on freight automobiles, but the long-distance transport should be avoided for increasing cost. Therefore, the transportation between warehouses should be limited.
Based on the analysis listed above, the resources or the load shifted between neighbour nodes can be acceptable. Then a model is presented to describe the load model, in which the resource or the load can be shifted between neighbour nodes. A detailed definition of parameters used and their description are shown as follows.

- \( N \) Number of the nodes in the system.
- \( M_{ij} \) The load which can be transferred between node \( i \) and node \( j \), \( i \neq j \), \( M_{ij} = M_{ji} \).
- \( x_{ij} \) The load which can be migrated from node \( i \) to node \( j \), \( i \leq j \). If \( i = j \), \( x_{ij} \) denotes that node \( i \) can’t transfer to others. \( M_{jj} - x_{ij} \) denotes the load which can be migrated from node \( j \) to node \( i \).
- \( x_i \) The load of node \( i \), \( x_i = \sum_{m=1}^{i-1} (M_{mi} - x_{mi}) + \sum_{m=i}^{N} x_{im} \)

Generally, the variance of load is used to evaluate the load of the system. The lower the variance of numbers is, the better the load balancing state is. Furthermore, the system will be in a load balancing state when \( \sum_{i=1}^{N} x_i^2 \) gets the minimum, which means the load of different nodes has a minimum deviate degree. Then a theoretical load model to describe the distributed system with limited resource migration capacity is presented as follows.

\[
\min \sum_{i=1}^{N} x_i^2
\]

s.t. \( 0 \leq x_{ij} \leq M_{ij}, 1 \leq i < j \leq N \) (1)

As shown in equation (1), the load balancing problem of distributed system has turn into a constrained optimization problem. But the problem is quite difficult to obtain the explicit solution.

### 3. A Novel Algorithm Based on Penalty Function

Based on the above analysis, we have got that the load balancing problem is shown as a constrained optimization problem. The penalty function method is often used to solve the constrained optimal problem, which will transform the problem into an unconstrained problem[9]. A novel load balancing algorithm based on penalty function is proposed to solve the problem shown in equation (1) in this section.

Define the auxiliary function to transform the constrained optimal problem shown in equation (1) into an unconstrained problem.

\[
F(x, \sigma) = \sum_{i=1}^{N} x_i^2 + \sigma \left( \sum_{1 \leq i < j \leq N} \left[ \max(0, -x_{ij}) \right]^2 + \sum_{1 \leq i < j \leq N} \left[ \max(0, x_{ij} - M_{ij}) \right]^2 \right) 
\]

\[
= \sum_{i=1}^{N} \left( \sum_{m=1}^{i-1} (M_{mi} - x_{mi}) + \sum_{m=i}^{N} x_{im} \right)^2 + \sigma \left( \sum_{1 \leq i < j \leq N} \left[ \max(0, -x_{ij}) \right]^2 + \sum_{1 \leq i < j \leq N} \left[ \max(0, x_{ij} - M_{ij}) \right]^2 \right) \quad (2)
\]
\( \sigma \) denotes a huge number, which is used to avoid the value of \( x_j \) choosing a value inaccurately. Based on the model and the auxiliary function shown in equation (1, 2), a novel algorithm based on penalty function to solve the load balancing problem is introduced in Table 1.

**Table 1.** An algorithm based on penalty function.

| Step 1 | Given the initial value \( x^0, x^0 = |x_j^0| \); |
|--------|--------------------------------------------------|
| Step 2 | Initialize the value of \( \sigma, c, \epsilon, k = 1; \) |
| Step 3 | Solve \( \min F(x_j, \sigma_j) \), obtain the minimum value \( x^d \); |
| Step 3.1 | Set \( \frac{\partial F(x_j, \sigma_j)}{\partial x_j} = 0 \), obtain the value of \( x_j \) |
| Step 3.2 | If \( x_j < 0 \), set \( x_j = 0 \) |
| Step 3.3 | If \( x_j > M_j \), set \( x_j = M_j \) |
| Step 4 | If \( \max_{i,j} |x^d_i - x^d_j| < \epsilon \), stop the algorithm, \( \sigma_{k+1} = c \cdot \sigma_k, k = k + 1 \), go to Step 2 |

Where \( c \) denotes amplification factor, \( \epsilon \) denotes tolerated error.

**4. Validation**

In this section, we design an experiment to validate the load balancing algorithm proposed in Section 3. We use the distributed system scenario as shown in figure 4, and which parameters are set as shown in Equation (3) and Figure 5.

\[
\begin{align*}
&x_1 = 100, x_2 = 100, x_3 = 100 \\
&x_4 = 100, x_5 = 480, x_6 = 80 \\
&x_7 = 80, x_8 = 60, x_9 = 30 \\
&x_{10} = 60, x_{11} = 30, x_{12} = 30, x_{13} = 15
\end{align*}
\]

(3)

![Figure 4. The validation condition with 13 nodes.](image-url)
The clients, which are considered are the load of the node, are distributed evenly around the node. We use the algorithm based on penalty function proposed in Section 3 to optimize the system’s load performance. After optimization, the load of the system is shown as Equation (4) and Figure 6.

\[
\begin{aligned}
    x_1 &= 102, x_2 = 103, x_3 = 116 \\
    x_4 &= 108, x_5 = 355, x_6 = 106 \\
    x_7 &= 93, x_8 = 88, x_9 = 36 \\
    x_{10} &= 68, x_{11} = 37, x_{12} = 35, x_{13} = 18
\end{aligned}
\] (4)

As shown in Figure 5-7, the system’s load performance has been improved by using the algorithm proposed in Section 3. The larger the variance is, the more the numbers move from the mean, which means the system has a worse load balancing performance. The load variance is 14186 in the initial state, while the value is 7127.6 after optimization, which is 49.76% lower. The results show that the algorithm we proposed in Section 3 can improve the load performance of the distributed system with limited resource migration capacity.
5. Conclusions
In this paper, we analysed the resource scheduling problem of distributed systems, and obtained that the system has limited resource migration capacity for many reasons, such as high cost, QoS requirement, and unprocurable operation. Then a model is presented to describe the resource or the load scheduling problem of the distributed systems, which is shown as a constrained optimization problem. By using the penalty function method, the model can be transformed into an unconstrained optimization problem. Then a load balancing algorithm based on penalty function is presented to solve the load balancing problem in the distributed system. Finally, the simulation results show that the load balancing algorithm based on penalty function produces positive influence on system’s load performance.
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