Asymptotic properties of solutions to a certain ultrahyperbolic equation
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Abstract

We consider a certain ultrahyperbolic equation in a Euclidean space being a generalization of Klein-Gordon-Fock equation. The behavior of solutions at points tending to infinity along timelike directions is studied. We examine the issue of existence of solutions possessing given asymptotic properties at infinity.
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1 Introduction

We consider the following ultrahyperbolic equation

$$(\Delta_t - \Delta_x + m^2)u = f,$$

(1)

where a solution $u(x, t)$ and a function $f(x, t)$ are defined in $\mathbb{R}^d \times \mathbb{R}^n$, $d, n \geq 1$,

$$\Delta_x = \partial^2_{x_1} + \ldots + \partial^2_{x_d}, \quad \Delta_t = \partial^2_{t_1} + \ldots + \partial^2_{t_n},$$

$m$ is a positive constant. In the particular case $n = 1$, $f = 0$, this is (hyperbolic) Klein-Gordon-Fock equation describing free motion of a relativistic spinless particle with rest mass $m$.

In the present paper, we consider solutions $u(x, t)$ with the following asymptotic property

$$u(s\theta, s\omega) = s^{-(d+n-1)/2} \sum_{\pm} U_{\pm}(\theta, \omega) e^{\pm i s m \sqrt{1 - \theta^2}} + O(s^{-(d+n+1)/2}), \quad s \to +\infty. \quad (2)$$

Here $(\theta, \omega) \in B^d \times S^{n-1}$, $B^d = \{\theta \in \mathbb{R}^d \mid ||\theta|| < 1\}$, $S^{n-1} = \{\omega \in \mathbb{R}^n \mid ||\omega|| = 1\}$, and $\theta^2 := ||\theta||^2$. Relation (2) characterizes the behavior of a solution at the infinity along timelike directions. We will find a family of solutions, which exhibit such behavior. Besides, for given functions $U_{\pm}$ (more precisely, either $U_+$ or $U_-$ will be given) and for a given function $f$, we will construct a solution to equation (1) satisfying (2).

Asymptotic properties of solutions to the wave equation (the latter being the particular case of (1) for $n = 1, m = 0$) and its vector analogues were studied in a number of papers (e.g., in \cite{1, 2, 3, 4, 5}). However, we point out the following considerable difference between the results obtained there and the asymptotic formula (2) being valid in the case $m > 0$. Consider, for example, the case $d = 3, n = 1$. The solution to the
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Cauchy problem for the wave equation with compactly supported initial data and \( f \) vanishes when \((x, t)\) tends to infinity along a timelike direction (Huygens principle). On the other hand, in the case when \((x, t)\) tends to infinity along a *characteristic* direction, the solution exhibits nontrivial asymptotic behavior, which can be described in terms of the Radon transform of the initial data and a certain integral transform of the function \( f \). Besides, the solution is uniquely determined by the corresponding asymptotic coefficients \([2]\). We will show that in the case of Klein-Gordon-Fock equation (when \( m > 0 \)) the situation is quite the reverse: the solution to the Cauchy problem decay faster than any power of time and distance along characteristic directions and possesses the asymptotic property \([2]\) along timelike directions. This will be established for a certain family of solutions in the general case \( n \geq 1 \) avoiding analysis of the Cauchy problem, which becomes ill-posed.

The set of known well-posed problems for ultrahyperbolic equations is less than that for elliptic, parabolic, and hyperbolic equations. Paper \([7]\) concerns the characteristic problem for equation of the form \((1)\) with \( m = 0, f = 0 \), in which the solution \( u(x, t) \) is determined in the region \(|x| < |t| \) (or \(|x| > |t| \)) from its values on the characteristic cone \(|x| = |t| \). There existence and uniqueness of the solution in a certain class of functions were proved for arbitrary \( d, n \geq 1 \), and an integral formula for \( u \) was obtained. In the present paper, we consider the problem for equation \((1)\) with \( m > 0 \), in which one of the coefficients \( U^\pm \) from relation \([2]\) is given as the data. We establish the existence of the solution to this problem.

The author is thankful to A. P. Kiselev for pointing to related results concerning the wave equation, and to M. I. Belishev and A. F. Vakulenko for helpful discussions.

## 2 Construction of solutions possessing property \([2]\)

We use the following definition of Fourier transform

\[
\hat{v}(\xi) = \int_{\mathbb{R}^d} e^{-i\langle x, \xi \rangle} v(x) dx
\]

(here \(\langle \cdot, \cdot \rangle\) is the standard inner product in a real Euclidean space; further the angle brackets will also denote the pairing of a distribution with a test function). For a function \(v(x, t)\) defined in “spacetime” \(\mathbb{R}^d \times \mathbb{R}^n\), it is convenient to define Fourier transform as follows

\[
\hat{v}(\xi, \tau) = \int_{\mathbb{R}^{d+n}} e^{i\langle x, \xi \rangle - i\langle t, \tau \rangle} v(x, t) dx dt.
\]

Then inverse Fourier transform has the following form

\[
v(x, t) = (2\pi)^{-d-n} \int_{\mathbb{R}^{d+n}} e^{i\langle x, \xi \rangle - i\langle t, \tau \rangle} \hat{v}(\xi, \tau) d\xi d\tau.
\]

We will always assume that the function \( f \) on the right-hand side of equation \((1)\) belongs to Schwartz space \( S(\mathbb{R}^{d+n}) \). By applying Fourier transform to equation \((1)\) we get

\[
(\xi^2 + m^2 - \tau^2) \hat{u}(\xi, \tau) = \hat{f}(\xi, \tau).
\]

Then we may formally represent \( \hat{u} \) as follows

\[
\hat{u} = \hat{u}^f + \hat{u}^a,
\]

where

\[
\hat{u}^f(\xi, \tau) = \frac{\hat{f}(\xi, \tau)}{\xi^2 + m^2 - \tau^2}, \quad \hat{u}^a(\xi, \tau) = \delta(\xi^2 + m^2 - \tau^2)a(\xi, \tau),
\]

and \( \delta \) is the Dirac delta function.

The solution \( u(x, t) \) of equation \((1)\) is then given by

\[
u(x, t) = (2\pi)^{-d-n} \int_{\mathbb{R}^{d+n}} e^{i\langle x, \xi \rangle - i\langle t, \tau \rangle} \hat{u}(\xi, \tau) d\xi d\tau.
\]

We will always assume that the function \( f \) on the right-hand side of equation \((1)\) belongs to Schwartz space \( S(\mathbb{R}^{d+n}) \). By applying Fourier transform to equation \((1)\) we get

\[
(\xi^2 + m^2 - \tau^2) \hat{u}(\xi, \tau) = \hat{f}(\xi, \tau).
\]

Then we may formally represent \( \hat{u} \) as follows

\[
\hat{u} = \hat{u}^f + \hat{u}^a,
\]

where

\[
\hat{u}^f(\xi, \tau) = \frac{\hat{f}(\xi, \tau)}{\xi^2 + m^2 - \tau^2}, \quad \hat{u}^a(\xi, \tau) = \delta(\xi^2 + m^2 - \tau^2)a(\xi, \tau),
\]

and \( \delta \) is the Dirac delta function.

The solution \( u(x, t) \) of equation \((1)\) is then given by

\[
u(x, t) = (2\pi)^{-d-n} \int_{\mathbb{R}^{d+n}} e^{i\langle x, \xi \rangle - i\langle t, \tau \rangle} \hat{u}(\xi, \tau) d\xi d\tau.
\]

We will always assume that the function \( f \) on the right-hand side of equation \((1)\) belongs to Schwartz space \( S(\mathbb{R}^{d+n}) \). By applying Fourier transform to equation \((1)\) we get

\[
(\xi^2 + m^2 - \tau^2) \hat{u}(\xi, \tau) = \hat{f}(\xi, \tau).
\]

Then we may formally represent \( \hat{u} \) as follows

\[
\hat{u} = \hat{u}^f + \hat{u}^a,
\]

where

\[
\hat{u}^f(\xi, \tau) = \frac{\hat{f}(\xi, \tau)}{\xi^2 + m^2 - \tau^2}, \quad \hat{u}^a(\xi, \tau) = \delta(\xi^2 + m^2 - \tau^2)a(\xi, \tau),
\]

and \( \delta \) is the Dirac delta function.

The solution \( u(x, t) \) of equation \((1)\) is then given by

\[
u(x, t) = (2\pi)^{-d-n} \int_{\mathbb{R}^{d+n}} e^{i\langle x, \xi \rangle - i\langle t, \tau \rangle} \hat{u}(\xi, \tau) d\xi d\tau.
\]

We will always assume that the function \( f \) on the right-hand side of equation \((1)\) belongs to Schwartz space \( S(\mathbb{R}^{d+n}) \). By applying Fourier transform to equation \((1)\) we get

\[
(\xi^2 + m^2 - \tau^2) \hat{u}(\xi, \tau) = \hat{f}(\xi, \tau).
\]

Then we may formally represent \( \hat{u} \) as follows

\[
\hat{u} = \hat{u}^f + \hat{u}^a,
\]

where

\[
\hat{u}^f(\xi, \tau) = \frac{\hat{f}(\xi, \tau)}{\xi^2 + m^2 - \tau^2}, \quad \hat{u}^a(\xi, \tau) = \delta(\xi^2 + m^2 - \tau^2)a(\xi, \tau),
\]

and \( \delta \) is the Dirac delta function.

The solution \( u(x, t) \) of equation \((1)\) is then given by

\[
u(x, t) = (2\pi)^{-d-n} \int_{\mathbb{R}^{d+n}} e^{i\langle x, \xi \rangle - i\langle t, \tau \rangle} \hat{u}(\xi, \tau) d\xi d\tau.
\]

We will always assume that the function \( f \) on the right-hand side of equation \((1)\) belongs to Schwartz space \( S(\mathbb{R}^{d+n}) \). By applying Fourier transform to equation \((1)\) we get

\[
(\xi^2 + m^2 - \tau^2) \hat{u}(\xi, \tau) = \hat{f}(\xi, \tau).
\]

Then we may formally represent \( \hat{u} \) as follows

\[
\hat{u} = \hat{u}^f + \hat{u}^a,
\]

where

\[
\hat{u}^f(\xi, \tau) = \frac{\hat{f}(\xi, \tau)}{\xi^2 + m^2 - \tau^2}, \quad \hat{u}^a(\xi, \tau) = \delta(\xi^2 + m^2 - \tau^2)a(\xi, \tau),
\]

and \( \delta \) is the Dirac delta function.

The solution \( u(x, t) \) of equation \((1)\) is then given by

\[
u(x, t) = (2\pi)^{-d-n} \int_{\mathbb{R}^{d+n}} e^{i\langle x, \xi \rangle - i\langle t, \tau \rangle} \hat{u}(\xi, \tau) d\xi d\tau.
\]
which is essentially a sum of a particular solution to the inhomogeneous equation \((u^f)\) and a general solution to the homogeneous equation \((u^a)\) with an arbitrary density \(a\). Later we will give rigorous definitions of the functions \(u^f\) and \(u^a\). In particular, the factor \(\lambda(\xi^2 + m^2 - \tau^2)^{-1}\), which is singular at the hypersurface

\[
\Sigma_m = \{ (\xi, \tau) \in \mathbb{R}^{d+n} \mid \xi^2 + m^2 - \tau^2 = 0 \},
\]

will be regularized by means of the Cauchy principal value.

Now we formally apply inverse Fourier transform to (3):

\[
u = u^f + u^a, \tag{4}
\]

\[
u^f(x, t) = (2\pi)^{-d-n} \int_{\mathbb{R}^{d+n}} e^{i(x, \xi) - (t, \tau)} \frac{\hat{f}(\xi, \tau)}{\xi^2 + m^2 - \tau^2} d\xi d\tau,
\]

\[
u^a(x, t) = (2\pi)^{-d-n} \int_{\mathbb{R}^{d+n}} e^{i(x, \xi) - (t, \tau)} \delta(\xi^2 + m^2 - \tau^2) a(\xi, \tau) d\xi d\tau.
\]

By additional formal transformations, one can bring the expression for \(u^f\) to the form

\[
u^f(x, t) = (2\pi)^{-d-n} v.p. \int_{\mathbb{R}^d \times S^{n-1} \times (0, \infty)} \frac{e^{i(x, \xi) - (t, \sigma) \rho \sqrt{\xi^2 + m^2}} F(\xi, \sigma, \rho)}{1 - \rho} d\xi d\sigma d\rho, \tag{5}
\]

\[
F(\xi, \sigma, \rho) = (\xi^2 + m^2)^{n/2-1} \frac{\hat{f}(\xi, \rho \sigma \sqrt{\xi^2 + m^2}) \rho^{n-1}}{1 + \rho},
\]

where we have chosen a certain regularization of the singularity \((1 - \rho)^{-1}\) arising from the singularity \((\xi^2 + m^2 - \tau^2)^{-1}\) in the original expression. Namely, the integral in (5) is understood in the sense of Cauchy principal value. Here and further \(dS\) is the measure on the unit sphere \(S^{n-1}\) induced by the Euclidean metrics in \(\mathbb{R}^n\); for the sphere of dimension zero, we set

\[
dS_\sigma = \delta(\sigma - 1) + \delta(\sigma + 1).
\]

Expression (5), which is taken for the definition of the function \(u^f\), will be discussed in sec. 3 in more details. In particular, we will show that \(u^f\) is a smooth solution to equation (1). It is possible to chose a regularization of the integral in (5) that differs from Cauchy principal value. A solution we would have thus obtained differs from the chosen one by a solution of the homogeneous equation of the form (1).

Next the expression for the term \(u^a\) in (1) can be formally transformed to

\[
u^a(x, t) = (2\pi)^{-d-n} \int_{\mathbb{R}^d \times S^{n-1}} e^{i(x, \xi) - (t, \sigma) \sqrt{\xi^2 + m^2}} A(\xi, \sigma) d\xi dS_\sigma, \tag{6}
\]

where the function \(A(\xi, \sigma)\) is related to \(a(\xi, \tau)\) as follows

\[
A(\xi, \sigma) = \frac{1}{2} (\xi^2 + m^2)^{n/2-1} a \left( \xi, \sigma \sqrt{\xi^2 + m^2} \right).
\]

The function \(A\) is defined in \(\mathbb{R}^d \times S^{n-1}\). This function, and so \(u^a\), depends on the values of \(a\) only on \(\Sigma_m\). Define \(S(\Sigma_m)\) as the set of functions \(a\) on the hypersurface \(\Sigma_m\) that correspond to functions \(A\) from Schwartz space \(S(\mathbb{R}^d \times S^{n-1})\). When this condition is fulfilled, we assume relation (1) as a definition of the function \(u^a(x, t)\). As can be easily verified, it is a smooth solution of homogeneous equation of the form (1).

The assumptions on the coefficients \(U_{\pm}\) in (2) will involve the class of functions in \(B^d \times S^{n-1}\) that have “zero of infinite order” on the boundary \(\partial B^d\). Namely, we say that \(U\) belongs to \(S(B^d \times S^{n-1})\) if it coincides on \(B^d \times S^{n-1}\) with a function from \(C_\infty(\mathbb{R}^d \times S^{n-1})\) supported in \(B^d \times S^{n-1}\).
Theorem 1. Let \( f \in \mathcal{S}(\mathbb{R}^{d+n}), a \in \mathcal{S}(\Sigma_m) \). Then the function \( u(x,t) \) given by (4) is a smooth solution of equation (1), and asymptotic formula (2) holds true. The coefficients \( U_\pm \) are expressed in terms of \( f \), \( a \) as follows

\[
U_\pm(\theta, \omega) = \frac{e^{\pm i \pi (d-n+1)/4}}{4\pi m} \left( \frac{m}{2\pi \sqrt{1 - \theta^2}} \right)^{(d+n-1)/2} \left( a \mp i\hat{\pi} \right) \left( \frac{\mp m\theta}{\sqrt{1 - \theta^2}}, \frac{\mp m\omega}{\sqrt{1 - \theta^2}} \right) \tag{7}
\]

(note that for any \((\theta, \omega) \in B^d \times S^{n-1}, \) the arguments of the function \(a \mp i\hat{\pi} \) on the right-hand side correspond to a point on \( \Sigma_m \)).

Now we indicate necessary conditions on \( U_\pm \), which follow from (7). In the case \( f = 0 \), we have

\[
U_\pm(-\theta, -\omega) = (\pm i)^{d-n+1} U_\mp(\theta, \omega), \tag{8}
\]

whereas in the case \( a = 0 \), we have

\[
U_\pm(-\theta, -\omega) = (\pm i)^{d-n-1} U_\mp(\theta, \omega). \tag{9}
\]

Thus the coefficients \( U_\pm \) in asymptotic formula (2) cannot be arbitrary functions. At the same time, the following theorem holds true.

Theorem 2. Let \( f \in \mathcal{S}(\mathbb{R}^{d+n}), U_+ \in \mathcal{S}(B^d \times S^{n-1}) \). Then the function

\[
a(\xi, \tau) = 4\pi m e^{-i \pi (d-n+1)/4} \left( \frac{2\pi}{|\tau|} \right)^{(d+n-1)/2} U_+ \left( \frac{-\xi}{|\tau|}, \frac{-\tau}{|\tau|} \right) + i\hat{\pi} f(\xi, \tau)
\]

of variables \((\xi, \tau) \in \Sigma_m \) belongs to \( \mathcal{S}(\Sigma_m) \), and the corresponding solution \( u(x,t) \) of the form (4) exhibits the asymptotic behavior (2) with the given function \( U_+ \) and a function \( U_- \in \mathcal{S}(B^d \times S^{n-1}) \) determined by relation (7). Moreover, this is the unique solution of the form (4) with density \( a \) from \( \mathcal{S}(\Sigma_m) \), for which the coefficient \( U_+ \) in (2) coincides with the given function.

In Theorem 2 the functions \( U_+ \) and \( U_- \) are interchangeable, i.e., the solution \( u \) can be constructed from a given function \( U_- \) (and \( f \)). In this case, the corresponding expression for \( a \) takes the form

\[
a(\xi, \tau) = 4\pi m e^{i \pi (d-n+1)/4} \left( \frac{2\pi}{|\tau|} \right)^{(d+n-1)/2} U_- \left( \frac{\xi}{|\tau|}, \frac{\tau}{|\tau|} \right) - i\hat{\pi} f(\xi, \tau).
\]

We point out that there is a number of results concerning fundamental solutions to ultrahyperbolic equations. We mention only the pioneering paper [8], where equation (11) with \( m = 0 \) was considered, and paper [9] concerned with the case of arbitrary \( m \). One can use fundamental solutions to construct particular solutions to the inhomogeneous equation (11). However, for the study of asymptotic properties of solutions, the Fourier analysis and the method of stationary phase used in the present paper seem to be the most appropriate tools.

3 Auxiliary assertions

For a function \( F \in \mathcal{S}(\mathbb{R}^n) \), we give the following definition of the integral in the sense of Cauchy principal value

\[
v.p. \int_{\mathbb{R}^n} \frac{1}{x_n} F(x) dx = \lim_{\varepsilon \to 0^+} \int_{|x_n| > \varepsilon} \frac{1}{x_n} F(x) dx. \tag{10}
\]
Indeed, the left-hand side equals which implies (12). Now the absolute value of the integral with respect to while the second one can be estimated using (12). After integrating with respect to we use the notation \( x' = (x_1, \ldots, x_{n-1}) \). Now show that

\[
\left| \int_{|x_n| < \varepsilon} \frac{1}{x_n} F(x) \, dx_n \right| \leq 2(\varepsilon - \varepsilon')(1 + |x'|)^{-n}|F|_{1,n}.
\]

(12) Indeed, the left-hand side equals

\[
\left| \int_{|x'| < |x_n| < \varepsilon} \frac{1}{x_n} (F(x) - F(x', 0)) \, dx_n \right| \leq 2(\varepsilon - \varepsilon') \sup_{x_n} |\partial_{x_n} F(x', x_n)|,
\]

which implies (12). Now the absolute value of the integral with respect to \( x' \) occurring in the preceding relation can be estimated by \( C_n(\varepsilon - \varepsilon')|F|_{1,n} \). This implies the existence of the limit on the right-hand side of (10) and the estimate

\[
\left| \int_{|x_n| > \varepsilon} \frac{1}{x_n} F(x) \, dx - \text{v.p.} \int_{\mathbb{R}^n} \frac{1}{x_n} F(x) \, dx \right| \leq C_n \varepsilon |F|_{1,n}.
\]

(13) Next for \( 0 < \varepsilon \leq 1 \) we have

\[
\left| \int_{|x_n| > \varepsilon} \frac{1}{x_n} F(x) \, dx_n \right| \leq \left| \int_{|x_n| > 1} \frac{1}{x_n} F(x) \, dx_n \right| + \left| \int_{|x_n| < 1} \frac{1}{x_n} F(x) \, dx_n \right|.
\]

The first term is estimated by

\[
C \sup_{x_n} (1 + |x_n|) |F(x', x_n)| \leq C_n (1 + |x'|)^{-n}|F|_{0,n+1},
\]

while the second one can be estimated using (12). After integrating with respect to \( x' \) we obtain

\[
\left| \int_{|x_n| > \varepsilon} \frac{1}{x_n} F(x) \, dx \right| \leq C_n |F|_{1,n+1}.
\]

(14) Our calculations also imply the equality

\[
\text{v.p.} \int_{\mathbb{R}^n} \frac{1}{x_n} F(x) \, dx = \int_{\mathbb{R}^{n-1}} \, dx' \text{ v.p.} \int_{\mathbb{R}} \frac{1}{x_n} F(x) \, dx_n.
\]

(15) Suppose that the function \( F \) in the integral (10) depends on the parameter \( \lambda \). For a fixed \( \varepsilon > 0 \) we have

\[
\partial_\lambda \int_{|x_n| > \varepsilon} \frac{1}{x_n} F(x, \lambda) \, dx = \int_{|x_n| > \varepsilon} \frac{1}{x_n} \partial_\lambda F(x, \lambda) \, dx,
\]

as soon as functionals \( |F(\cdot, \lambda)|_{0,n+1}, |\partial_\lambda F(\cdot, \lambda)|_{0,n+1} \) are uniformly bounded. This follows from the fact that the specified assumption implies that the integrals in this relation
exist and the improper integral on the right-hand side converges uniformly. Assume also that $|\partial_\lambda F(\cdot, \lambda)|_{1,n}$ is uniformly bounded. Then due to (13) the integral on the right-hand side of the last equality, and so the left-hand side, tends to its limit as $\varepsilon \to 0$ uniformly with respect to $\lambda$. This implies that

$$
\lim_{\varepsilon \to 0^+} \int_{|x_n| > \varepsilon} \frac{1}{x_n} \partial_\lambda F(x, \lambda) \, dx = \lim_{\varepsilon \to 0^+} \partial_\lambda \int_{|x_n| > \varepsilon} \frac{1}{x_n} F(x, \lambda) \, dx
$$

$$
= \partial_\lambda \left( \lim_{\varepsilon \to 0^+} \int_{|x_n| > \varepsilon} \frac{1}{x_n} F(x, \lambda) \, dx \right),
$$

whence

$$
\partial_\lambda \left( \text{v.p.} \int_{\mathbb{R}^n} \frac{1}{x_n} F(x, \lambda) \, dx \right) = \text{v.p.} \int_{\mathbb{R}^n} \frac{1}{x_n} \partial_\lambda F(x, \lambda) \, dx.
$$

The analogous relation for higher order derivatives with respect to $\lambda$ is also valid:

$$
\partial_\lambda^\alpha \left( \text{v.p.} \int_{\mathbb{R}^n} \frac{1}{x_n} F(x, \lambda) \, dx \right) = \text{v.p.} \int_{\mathbb{R}^n} \frac{1}{x_n} \partial_\lambda^\alpha F(x, \lambda) \, dx,
$$

(providing that for all $\alpha$ we have $|\partial_\lambda^\alpha F(\cdot, \lambda)|_{1,n+1} \leq C_\alpha$).

Now show that the integral of the form (10) allows changing of variable. We will consider only the case when $n = 1$, and the function $F$ belongs to $C^\infty_0(I)$, where $I \subset \mathbb{R}$ is an open interval containing zero. Suppose that $z(x)$ is a smooth function on $I$ such that

$$
z(0) = 0, \quad z'|I \neq 0.
$$

By $x(z)$ we denote the mapping inverse to $z(x)$. We will establish the equality

$$
\text{v.p.} \int_{\mathbb{R}} \frac{1}{x} F(x) \, dx = \text{v.p.} \int_{\mathbb{R}} \frac{1}{z} E(z) \, dz, \quad E(z) = \frac{z}{x(z)} |x'(z)| F(x(z)).
$$

The function $E(z)$ is defined by the specified expression on the interval $z(I)$ and is continued by zero on its complement. Note that due to conditions (17) the function $E(z)$ is regular at zero, and so it belongs to $C^\infty_0(\mathbb{R})$.

Suppose that $z' > 0$ (the opposite case $z' < 0$ is treated analogously). For small enough $\varepsilon > 0$ we have

$$
\int_{|z| > \varepsilon} \frac{1}{z} F(x) \, dx = \int_{z(\varepsilon)}^{\infty} \frac{1}{z} E(z) \, dz + \int_{-\infty}^{z(-\varepsilon)} \frac{1}{z} E(z) \, dz.
$$

Set $h := z'(0)$. Then

$$
\left| \int_{z(\varepsilon)}^{\infty} \frac{1}{z} E(z) \, dz \right| \leq \frac{|z(\varepsilon) - h\varepsilon| \sup |E|}{\min(z(\varepsilon), h\varepsilon)} \leq C \varepsilon \sup |E|.
$$

The integral over the set $z < z(-\varepsilon)$ is analogously approximated by the integral over the set $z < -h\varepsilon$. Then in view of (19) we obtain that

$$
\int_{|z| > \varepsilon} \frac{1}{z} F(x) \, dx - \int_{|z| > h\varepsilon} \frac{1}{z} E(z) \, dz \leq C \varepsilon \sup |E|.
$$

Sending $\varepsilon$ to zero in this inequality gives (15).

Now turn to expression (5) for the function $u^f(x, t)$. The form of this expression differs from (10), since the set of integration is not a Euclidean space. However, the
The function $F$ in (10) should be substituted by the function
\[ e^{i(x,\xi)-(t,\sigma)\rho \sqrt{\xi^2+m^2}} F(\xi, \sigma, \rho) \]
defined on the set $(\xi, \sigma, \rho) \in \mathbb{R}^d \times S^{n-1} \times (0, \infty)$ and depending on the parameters $x$, $t$. We say that a function defined on the specified set belongs to Schwartz space if the corresponding values of all of the functionals $\cdot |_{k,p}$ are finite, the latter being defined (analogously to (11)) as follows. Chose an arbitrary finite atlas on the sphere $S^{n-1}$. Denote by $\gamma$ a chart from this atlas, i.e., a diffeomorphism of an open subset of the sphere (which will be called the domain of definition of a chart) onto an open subset of $\mathbb{R}^{n-1}$ ($\gamma$ will also denote points from this subset of $\mathbb{R}^{n-1}$, i.e., coordinates). To each chart $\gamma$, we associate a smooth function $\chi_\gamma(\sigma)$ on the sphere supported in the domain of definition of $\gamma$, such that
\[ \sum_\gamma \chi_\gamma \equiv 1. \]

Set
\[ |F|_{k,p} = \text{sup}(1 + \|\xi\| + \rho^p) |\partial^\alpha \partial^{\alpha'} \rho^n (\chi_\gamma(\sigma(\gamma)) F(\xi, \sigma(\gamma) \rho)|, \]
where the supremum is taken over all charts $\gamma$ of the atlas, points $\xi, \gamma, \rho$, and multi-indices $\alpha, \alpha', \alpha''$, such that $|\alpha| + |\alpha'| + \alpha'' \leq k$.

Note that the function (20) belongs to Schwartz space, as soon as so does $\hat{f}(\xi, \tau)$ (see (5)). Moreover, the functionals $|\cdot|_{k,p}$ of this function and its derivatives with respect to $(x, t)$ are locally uniformly bounded, which allows for applying formula (16). We have
\[
(2\pi)^{d+n} (\Delta_t - \Delta_x + m^2) u^f(x, t) =

= \text{v.p.} \int_{\mathbb{R}^d \times S^{n-1} \times (0, \infty)} \frac{\left(\Delta_t - \Delta_x + m^2\right) e^{i((x,\xi)-(t,\sigma)\rho \sqrt{\xi^2+m^2})} F(\xi, \sigma, \rho)}{1 - \rho} d\xi dS_\rho d\rho

= \text{v.p.} \int_{\mathbb{R}^d \times S^{n-1} \times (0, \infty)} \frac{(1 - \rho^2)(\xi^2 + m^2) e^{i((x,\xi)-(t,\sigma)\rho \sqrt{\xi^2+m^2})} F(\xi, \sigma, \rho)}{1 - \rho} d\xi dS_\rho d\rho

= \int_{\mathbb{R}^d \times S^{n-1} \times (0, \infty)} \frac{(\xi^2 + m^2)^{n/2} e^{i((x,\xi)-(t,\tau)\rho \sqrt{\xi^2+m^2})} f(\xi, \sigma, \rho \sqrt{\xi^2 + m^2}) \rho^{n-1}}{1 - \rho} d\xi dS_\rho d\rho

= \int_{\mathbb{R}^d \times \mathbb{R}^n} e^{i((x,\xi)-(t,\tau))} f(\xi, \tau) d\xi d\tau = (2\pi)^{d+n} f(x, t).
\]

Thus the function $u^f$ is a solution to equation (11).

**4 The method of stationary phase**

In this section, we consider the behavior of the integral
\[ \text{v.p.} \int_{\mathbb{R}^n} \frac{1}{x_n} F(x) e^{i s \Phi(x)} dx \]
as $s \to +\infty$, assuming that
\[ F \in \mathcal{S}(\mathbb{R}^n), \quad \Phi \in C^\infty(\mathbb{R}^n; \mathbb{R}), \quad |\partial^\alpha \Phi(x)| \leq C_\alpha (1 + |x|)^{M_\alpha} \quad \forall \alpha, \]
for some nonnegative integers $M_k$, where $k \geq 0$. First we give the following elementary lemma.
Lemma 1. Assume conditions (22) are satisfied. Suppose also that for all \( x \in \text{supp} F \) we have
\[
|\partial \Phi(x)| \geq C(1 + |x|)^{-M}.
\] (23)

Then for any \( N \) we have
\[
\int_{\mathbb{R}^n} F(x)e^{is\Phi(x)} \, dx = O(s^{-N}), \quad s \to \pm \infty.
\]

Proof. By integrating by parts, we get that
\[
\int_{\mathbb{R}^n} F(x)e^{is\Phi(x)} \, dx = -is^{-1} \int_{\mathbb{R}^n} \frac{F(x)}{|\partial \Phi(x)|^2} (\partial \Phi(x), \partial) e^{is\Phi(x)} \, dx
\]
\[
= is^{-1} \int_{\mathbb{R}^n} ((\partial \Phi(x), \partial) + \Delta \Phi(x)) \left( \frac{F(x)}{|\partial \Phi(x)|^2} \right) e^{is\Phi(x)} \, dx.
\]

In view of the assumptions on the functions \( F \) and \( \Phi \), the exponential under the integral sign is multiplied by a function from Schwartz space in \( \mathbb{R}^n \) supported on a set contained in \( \text{supp} F \). The latter means that estimate (23) holds true on the support of this function, and so we can apply our argument once more. After sufficient number of iterations, we can obtain the factor \( s^{-N} \) for any given \( N \).

Further, as in sec. 3 we will use the notation \( x' = (x_1, \ldots, x_{n-1}) \).

Lemma 2. Assume conditions (22) are satisfied. Suppose also that for all \( x \in \text{supp} F \) we have
\[
|\partial_{x'} \Phi(x)| \geq C(1 + |x|)^{-M}.
\] (24)

Then the integral (21) equals \( O(s^{-N}) \) as \( s \to \pm \infty \) for any \( N \).

Proof. We will estimate the integral
\[
\int_{|x_n| > \varepsilon} \frac{1}{x_n} F(x)e^{is\Phi(x)} \, dx
\] (25)
for an arbitrary \( \varepsilon > 0 \). This integral equals
\[
- is^{-1} \int_{|x_n| > \varepsilon} \frac{F(x)}{x_n|\partial_{x'} \Phi(x)|^2} (\partial_{x'} \Phi(x), \partial_{x'}) e^{is\Phi(x)} \, dx
\]
\[
= is^{-1} \int_{|x_n| > \varepsilon} \frac{1}{x_n} ((\partial_{x'} \Phi(x), \partial_{x'}) + \Delta_{x'} \Phi(x)) \left( \frac{F(x)}{|\partial_{x'} \Phi(x)|^2} \right) e^{is\Phi(x)} \, dx.
\]

In view of the assumptions on the functions \( F \) and \( \Phi \), we obtain the integral of the form (25), in which the function \( F \) is substituted by a certain function \( F_1 \) from Schwartz space in \( \mathbb{R}^n \) supported on a set contained in \( \text{supp} F \). The latter means that estimate (24) for the functions \( F_1 \) and \( \Phi \) holds true, and so we can iterate our argument. After a sufficient number of iterations, we get that the integral (25) equals
\[
s^{-N} \int_{|x_n| > \varepsilon} \frac{1}{x_n} F_N(x)e^{is\Phi(x)} \, dx,
\]
where \( F_N \in \mathcal{S}(\mathbb{R}^n) \). Then due to (14), we have
\[
\lim_{\varepsilon \to 0} \int_{|x_n| > \varepsilon} \frac{1}{x_n} F(x)e^{is\Phi(x)} \, dx = |s|^{-N} \lim_{\varepsilon \to 0} \int_{|x_n| > \varepsilon} \frac{1}{x_n} F_N(x)e^{is\Phi(x)} \, dx
\]
\[
\leq C |s|^{-N} |F_N e^{is\Phi}|_{1,n+1}.
\]
It remains to observe that
\[ |F_N e^{is\Phi}|_{1,n+1} \leqslant |s| |F_N|_{1,n+1+M_0+M_1}, \]
where \( M_0, M_1 \) are the exponents in the last inequality in hypothesis (22). \( \square \)

**Lemma 3.** Let \( F \in \mathcal{S}(\mathbb{R}) \). Then for any \( N \geqslant 0 \) and \( s > 0 \) we have
\[ \left| \text{v.p.} \int_{\mathbb{R}} \frac{1}{z} F(z) e^{isz} \, dz - i\pi F(0) \right| \leqslant C_N |F|_{N+1,2} s^{-N}. \] (26)

**Proof.** The integral on the left-hand side of (26) equals the pairing of the distribution \( P_{1/z} \) with the test function \( F(z)e^{isz} \) of the variable \( z \):
\[ \text{v.p.} \int_{\mathbb{R}} \frac{1}{z} F(z) e^{isz} \, dz = \langle P_{1/z}, F(z)e^{isz} \rangle_z. \]

This expression equals the pairing of the distribution \( (2\pi)^{-1} \hat{P}_{1/z} \) on the inverse Fourier transform of the specified test function. The latter (as a function of the variable \( \xi \)) equals \( \hat{F}(\xi + s) \). Therefore, by applying formula
\[ \hat{P}_{1/z}(\xi) = -i\pi \text{sgn} \xi, \]
we get
\[ \langle P_{1/z}, F(z)e^{isz} \rangle_z = -i\pi (2\pi)^{-1} \int_{\mathbb{R}} \hat{F}(-\xi - s) \text{sgn} \xi \, d\xi \]
\[ = i/2 \int_{\mathbb{R}} \hat{F}(\xi) \, d\xi - i \int_{0}^{\infty} \hat{F}(-s - \xi) \, d\xi = i\pi F(0) - i \int_{\infty}^{-s} \hat{F}(\xi) \, d\xi. \]
The second term decays rapidly when \( s \) grows. This term can easily be estimated by the right-hand side of (26). \( \square \)

**Lemma 4.** Assume conditions (22) are satisfied, and, besides, the function \( F \) is compactly supported. Suppose also that \( \Phi \) satisfies the following conditions:
\[ \partial \Phi(x) \neq 0, \quad x \in V, \] (27)
\[ \partial_{x'} \Phi(x',0) \neq 0, \quad (x',0) \in V \setminus \{0\}, \] (28)
\[ \partial_{x'} \Phi(0) = 0, \quad \det \partial^2_{x'} \Phi(0) \neq 0, \] (29)
where \( V \) is a neighborhood of \( \supp F \cup \{0\} \). Then we have (\( \text{sgn}(\partial^2_{x'} \Phi(0)) \) is the difference of number of positive eigenvalues and negative eigenvalues of the matrix \( \partial^2_{x'} \Phi(0) \))
\[ \text{v.p.} \int_{\mathbb{R}^n} \frac{1}{x_n} F(x) e^{is\Phi(x)} \, dx = \]
\[ = i\pi \text{sgn}(\partial_{x_n} \Phi(0)) \left( \frac{2\pi}{s} \right)^{(n-1)/2} |\det \partial^2_{x'} \Phi(0)|^{-1/2} e^{is\pi \text{sgn}(\partial^2_{x'} \Phi(0))/4} e^{is\Phi(0)} F(0) \]
\[ + O(s^{(n+1)/2}), \quad s \to +\infty. \] (30)

**Proof.** Condition (27) and the first condition in (22) imply that \( \partial_{x_n} \Phi(0) \neq 0 \). Let \( \chi(x) \) be a smooth function, such that \( \partial_{x_n} \Phi(0) \neq 0 \) on its support. Assume also that \( \chi(x) = 1 \) for small \( x \). The left-hand side in (30) can be represented as the following sum
\[ \text{v.p.} \int_{\mathbb{R}^n} \frac{1}{x_n} (\chi F e^{is\Phi})(x) \, dx + \text{v.p.} \int_{\mathbb{R}^n} \frac{1}{x_n} ((1 - \chi) F e^{is\Phi})(x) \, dx. \] (31)
Now show that the second term equals \(O(s^{-N})\) as \(s \to +\infty\) for any \(N\). Decompose it as a sum of two terms:

\[
v.p. \int_{\mathbb{R}^n} \frac{1}{x_n} \zeta(x_n)((1 - \chi)Fe^{is\Phi})(x) \, dx + \int_{\mathbb{R}^n} \frac{1}{x_n}(1 - \zeta(x_n))((1 - \chi)Fe^{is\Phi})(x) \, dx,
\]

where \(\zeta\) is a function from \(C_0^\infty(\mathbb{R})\) that equals unity in the neighborhood of zero. In view of condition (27) and the compactness of the support of \(F\), the second term can be treated by the use of Lemma 1. The function \(F(x)\) in Lemma 1 should be substituted by the expression

\[
(1 - \zeta(x_n))(1 - \chi(x))F(x)/x_n.
\]

Due to condition (28), the first term in the preceding expression can be treated with the use of Lemma 2. Provided that \(\zeta\) is supported in a sufficiently small neighborhood of zero.

Now turn to the first term in (31). By (15) it can be written in the form

\[
\int_{\mathbb{R}^{n-1}} dx' \text{ v.p.} \int_{\mathbb{R}^n} \frac{1}{x_n}(\chi Fe^{is\Phi})(x) \, dx_n.
\]

The condition \(\partial_{x_n} \Phi \neq 0\), which is satisfied on the support of the integrand, allows for changing the variable \(x_n \rightarrow z = \Phi(x', x_n) - \Phi(x', 0)\) (the inverse mapping will be denoted by \(x_n(x', z)\)) in the inner integral by formula (18), which yields

\[
e^{is\Phi(x', 0)} \text{ v.p.} \int_{\mathbb{R}} \frac{1}{x_n} \frac{z}{x_n(x', z)} |\partial_{x_n}(x', z)| \chi(x)F(x)e^{isz} \, dz.
\]

Now apply Lemma 3 to the integral in this expression. Since \(z/x_n|_{z=0} = \partial_{x_n} \Phi(x', 0)\), we have

\[
\frac{z}{x_n(x', z)} |\partial_{x_n}(x', z)| \chi(x)F(x)|_{z=0} = (\chi F \text{ sgn} \partial_{x_n} \Phi)(x', 0) = (\chi F)(x', 0) \text{ sgn} \partial_{x_n} \Phi(0).
\]

We obtain that the integral (32) equals

\[
i\pi \text{ sgn} \partial_{x_n} \Phi(0) \int_{\mathbb{R}^{n-1}} (\chi Fe^{is\Phi})(x', 0) \, dx' + O(s^{-N}),
\]

as \(s \to +\infty\) for arbitrary \(N\). In view of (29), the integral in the last expression can be treated by the standard method of stationary phase (providing that the support of \(\chi(x)\) is contained in a sufficiently small neighborhood of the origin), which gives the following asymptotic expression:

\[
\left(\frac{2\pi}{s}\right)^{(n-1)/2} |\det \partial_\xi^2 \Phi(0)|^{-1/2} e^{i\pi \text{ sgn}(\partial_\xi^2 \Phi(0))/4} e^{i\Phi(0)/2} F(0) + O(s^{(n+1)/2}).
\]

Thus we arrive at (30).

\[
\square
\]

5 Asymptotic behavior of the function \(u^f\)

Represent the integral in (31) as the following sum

\[
v.p. \int_{\mathbb{R}^d \times S^{n-1} \times (0, \infty)} \frac{e^{i((x, \xi) -(t, \sigma)\rho \sqrt{\xi^2 + m^2})\zeta(\rho)F(\xi, \sigma, \rho)}}{1 - \rho} d\xi dS\sigma d\rho
\]

\[
+ \int_{\mathbb{R}^d \times S^{n-1} \times (0, \infty)} \frac{e^{i((x, \xi) -(t, \sigma)\rho \sqrt{\xi^2 + m^2})}(1 - \zeta(\rho))F(\xi, \sigma, \rho)}{1 - \rho} d\xi dS\sigma d\rho,
\]

(33)
where \( \zeta(\rho) \) is a function from \( C^\infty_0(0, +\infty) \) that is equal to unity in a neighborhood of \( \rho = 1 \). Substitution \( \tau = \rho \sigma \) in the second term yields
\[
\int_{\mathbb{R}^d \times \mathbb{R}^n} \frac{e^{i(x,\xi) - (t,\tau)\sqrt{\xi^2 + m^2}}}{1 - \tau^2} (\xi^2 + m^2)^{n/2 - 1} (1 - \zeta(\tau)) f(\xi, \tau \sqrt{\xi^2 + m^2}) d\xi d\tau.
\]
For \( x = s\theta, t = s\omega \), the exponent of the exponential in the integrand takes the form
\[
is\Phi(\xi, \tau; \theta, \omega) = is (\langle \theta, \xi \rangle - \langle \omega, \tau \rangle) \sqrt{\xi^2 + m^2}.
\]
Under the integral sign, this exponential is multiplied by an expression, which belongs to Schwartz space if considered as a function of variables \( (\xi, \tau) \). Besides,
\[
|\partial_\xi \Phi| \geq |\partial_\xi F| = |\omega \sqrt{\xi^2 + m^2}| \geq m,
\]
so Lemma 1 applies to the integral in consideration, which means that it is equal to \( O(s^{-N}) \) as \( s \to \infty \) for arbitrary \( N \).

Now turn to the first term in (33). For \( x = s\theta, t = s\omega \), it takes the following form
\[
v.p. \int_{\mathbb{R}^d \times S^{n-1} \times (0, \infty)} \frac{1}{1 - \rho} e^{is\Phi(\xi, \sigma; \theta, \omega)} F_\xi(\xi, \sigma, \rho) d\xi dS_\sigma d\rho,
\]
where
\[
\Phi(\xi, \sigma, \rho; \theta, \omega) = \langle \theta, \xi \rangle - \langle \omega, \sigma \rangle \rho \sqrt{\xi^2 + m^2},
\]
\[
F_\xi(\xi, \sigma, \rho) = \zeta(\rho) F(\xi, \sigma, \rho).
\]

Let \( \gamma \) be a chart on the sphere \( S^{n-1} \). By \( \gamma \) we will also denote the corresponding coordinates ranging an open subset of \( \mathbb{R}^{n-1} \); by \( \partial_\gamma \Phi \) we denote the derivative
\[
\partial_\gamma (\Phi(\xi, \sigma(\gamma), \rho; \theta, \omega)).
\]
(In the case \( n = 1 \), we assume that \( \gamma = \sigma = \pm 1 \).) Let \( \chi(\sigma) \) be a smooth function on the sphere \( S^{n-1} \) supported in the domain of definition of the chart \( \gamma \). We pass from (33) to the integral of the same form for the function
\[
F_{\chi\xi}(\xi, \sigma, \rho) = \chi(\sigma) F_\xi(\xi, \sigma, \rho).
\]
This integral can be written as follows
\[
v.p. \int_{\mathbb{R}^d \times \mathbb{R}^{n-1} \times \mathbb{R}} \frac{1}{1 - \rho} e^{is\Phi(\xi, \sigma(\gamma), \rho; \theta, \omega)} F_{\chi\xi}(\xi, \sigma(\gamma), \rho) J(\gamma) d\xi d\gamma d\rho,
\]
where \( J = \partial S_\sigma / \partial \gamma \) is the Jacobian determinant corresponding to the substitution \( \sigma \mapsto \gamma(\sigma) \) (in the case \( n = 1 \), the integral with respect to \( \gamma \) equals the sum with respect to \( \gamma = \pm 1 \), and we also assume \( J = 1, \gamma(\sigma) = \sigma \)). The set of integration here is larger than the domain of definition of the integrand. This expression, however, makes sense as the integrand can be smoothly continued by zero to the set of integration.

In order to apply Lemma 3 we need to find points \( (\xi, \sigma, \rho) \), in which \( \rho = 1, \partial_\xi \Phi = 0 \), and (in the case \( n > 1 \)) \( \partial_\sigma \Phi = 0 \). For \( n > 1 \) the last condition implies that \( \sigma(\gamma) = \pm \omega \). For \( n = 1 \) the last equality holds automatically as \( \omega \) and \( \sigma \) take values \( \pm 1 \). Next
\[
\partial_\xi \Phi = \theta - \frac{\langle \omega, \sigma \rangle \rho \xi}{\sqrt{\xi^2 + m^2}} = \theta + \frac{\xi}{\sqrt{\xi^2 + m^2}}.
\]
Hence the condition \( \partial_\xi \Phi = 0 \) means that
\[
\xi^2 = \frac{m^2 \theta^2}{1 - \theta^2}, \quad \xi = \pm \frac{m \theta}{\sqrt{1 - \theta^2}}.
\]
Thus we find two critical points \((\xi, \sigma, \rho)\):
\[
(\xi, \sigma) = \pm \left( -\frac{m \theta}{\sqrt{1 - \theta^2}}, \omega \right), \quad \rho = 1.
\tag{39}
\]

We can cover the sphere \( S^{n-1} \) by a finite set of charts and choose corresponding functions \( \chi(\sigma) \) in such a way that their sum is identically unity on the sphere. Then the integral \( (35) \) equals the sum of integrals of the form \( (37) \). Consider first a chart \( \gamma \), whose domain of definition does not contain the points \( \pm \omega \) (this is necessary only in the case \( n > 1 \)). We will check that the integral \( (37) \) equals \( O(s^{-N}) \) for any \( N \) in this case. In view of Lemma 2, this is valid if \( |\partial_\gamma \Phi| \geq c > 0 \) on the support of the integrand. We have \((j \leq n - 1)\)
\[
\partial_{\gamma_j} \Phi = -\langle \omega, \partial_{\gamma_j} \sigma \rangle \rho \sqrt{\xi^2 + m^2}.
\]
As \( \sigma(\gamma) \neq \pm \omega \), we can pick \( j \) such that \( \langle \omega, \partial_{\gamma_j} \sigma \rangle \neq 0 \), since the hyperplane tangent to the sphere \( S^{n-1} \) at the point \( \sigma \) is not orthogonal to \( \omega \). Besides, on the support of the integrand, the variable \( \rho \) is separated from zero, hence \( |\partial_{\gamma_j} \Phi| \geq c > 0 \). This means that Lemma 2 applies to the integral \( (37) \).

Thus, to describe the asymptotic behavior of the integral \( (35) \), it is sufficient to consider the integral \( (37) \) for charts \( \gamma \), whose domain of definition contain \( \pm \omega \). Let the domain of definition of a chart \( \gamma \) contain \( \omega \), do not contain \(-\omega \), and, besides, let domains of definition of other charts of the atlas do not contain \( \omega \). In particular, this implies that the corresponding function \( \chi(\omega) = 1 \) (in the case \( n = 1 \), when \( \omega, \sigma = \pm 1 \), we assume that \( \chi(\omega) = 1, \chi(-\omega) = 0 \)). Asymptotic properties of the integral \( (37) \) are determined by the behavior of the integrand at the critical point \( x = (\xi, \sigma, \rho) \) given by equality \( (39) \) with the sign +. This is due to Lemma 4. In order to apply the latter, however, we need to localize the integral \( (37) \) with respect to \( \xi \). To this end, we introduce one more smooth compactly supported cut-off function \( \eta(\xi) \) that is equal to unity in a neighborhood of the point \( \xi = m \theta / \sqrt{1 - \theta^2} \) (see \( (39) \)) and decompose the integral \( (37) \) as follows
\[
\text{v.p.} \int_{R^d \times R^{n-1} \times R} \frac{-1}{\rho - 1} e^{is \Psi(\xi, \sigma(\gamma), \rho, \sigma, \omega)} F_{\eta \chi}(\xi, \sigma(\gamma), \rho) J(\gamma) d\xi d\gamma d\rho
\]
\[
+ \text{v.p.} \int_{R^d \times R^{n-1} \times R} \frac{-1}{\rho - 1} e^{is \Psi(\xi, \sigma(\gamma), \rho, \sigma, \omega)} (1 - \eta(\xi)) F_{\chi}(\xi, \sigma(\gamma), \rho) J(\gamma) d\xi d\gamma d\rho,
\]
where
\[
F_{\eta \chi}(\xi, \sigma, \rho) = \eta(\xi) F_{\chi}(\xi, \sigma, \rho).
\]
To estimate the second term, we again apply Lemma 2. Turn to the hypothesis \( (24) \) of this lemma. As can be seen from the first equality in \( (35) \), if \( \langle \omega, \sigma \rangle \) and \( \rho \) are sufficiently close to unity, and \( \xi \) is sufficiently large, then we have \( |\partial_\xi \Phi| \geq c > 0 \), since \( |\theta| < 1 \). To fulfill these conditions, we demand that: the chart \( \gamma \) on \( S^{n-1} \) be determined in a sufficiently small neighborhood of the point \( \omega \); the function \( \zeta(\rho) \) be nonzero only in a sufficiently small neighborhood of the point \( \rho = 1 \); the difference \( 1 - \eta(\xi) \) be nonzero only for sufficiently large \( \xi \).

We will treat the first term with the help of Lemma 1. In the conditions of this lemma (more specifically, in \( (28), (29) \)), the critical point zero should be substituted by \( x \) in
the present context. Condition (27) reads \( \partial_{\xi,\gamma,\rho} \Phi \neq 0 \). This relation follows, however, from (31). The first equality of condition (29) has already been checked. Condition (28) says that the are no critical points other than \( \kappa \) in a neighborhood of the support of the integrand. This is valid in our situation, since the domain of definition of the chart \( \gamma \) by assumption does not contain \(-\omega\), which corresponds to the second critical point in (39).

Finally, we turn to calculation of quantities occurring in (30). Choose the coordinate axes in such a way that

\[
\theta = |\theta| e_d \in \mathbb{R}^d, \quad \omega = e_n \in \mathbb{R}^n.
\]

Then

\[
\Phi(\xi, \sigma, \rho; \theta, \omega) = |\theta| e_d - \sigma_n \rho \sqrt{\xi^2 + m^2},
\]

and the first equality in (38) now reads

\[
\partial_\xi \Phi = |\theta| e_d - \frac{\sigma_n \rho \xi}{\sqrt{\xi^2 + m^2}}.
\]

The critical point in consideration, which is \( \kappa \), is given by equalities

\[
\xi = \frac{m |\theta| e_d}{\sqrt{1 - \theta^2}}, \quad \sigma = e_n, \quad \rho = 1.
\]

We have

\[
\Phi(\kappa; \theta, \omega) = -m \sqrt{1 - \theta^2}.
\]

Next \((k, j \leq d)\)

\[
\partial_{\xi_k} \partial_{\xi_j} \Phi = \frac{-\sigma_n \rho \delta^j_k}{\sqrt{\xi^2 + m^2}} + \frac{\sigma_n \rho \xi_k \xi_j}{(\xi^2 + m^2)^{3/2}}.
\]

At the point \( \kappa \), we have

\[
\partial_{\xi_k} \partial_{\xi_j} \Phi(\kappa; \theta, \omega) = \frac{-\delta^j_k}{\sqrt{\xi^2 + m^2}} + \frac{\xi^2 \delta^j_k \delta^k_j}{(\xi^2 + m^2)^{3/2}} = \frac{-\delta^j_k}{m} + \frac{\xi^2 \delta^j_k \delta^k_j}{(\xi^2 + m^2)^{3/2}} = \frac{-\sqrt{1 - \theta^2}}{m} (\delta^j_k - \theta^2 \delta^j_k \delta^k_j).
\]

Next we calculate the derivatives of the function \( \Phi \) with respect to \( \gamma \). This step is required only for \( n > 1 \). It is convenient to choose a chart \( \gamma \) on the sphere in such a way that

\[
\sigma(\gamma) = (\gamma, \sqrt{1 - \gamma^2}).
\]

We have \((k, j \leq n - 1)\)

\[
\partial_{\gamma_j} \Phi = -\rho \sqrt{\xi^2 + m^2} \partial_{\gamma_j} \sigma_n = \rho \sqrt{\xi^2 + m^2} \frac{\gamma_j}{\sqrt{1 - \gamma^2}},
\]

\[
\partial_{\gamma_k} \partial_{\gamma_j} \Phi = \rho \sqrt{\xi^2 + m^2} \left( \frac{\delta^j_k}{\sqrt{1 - \gamma^2}} + \frac{\gamma_j \gamma_k}{(1 - \gamma^2)^{3/2}} \right).
\]

At the point \( \kappa \) we have \( \gamma = 0 \), and so

\[
\partial_{\gamma_k} \partial_{\gamma_j} \Phi(\kappa; \theta, \omega) = \frac{m \delta^j_k}{\sqrt{1 - \theta^2}}.
\]
Next \((k \leq d, j \leq n-1)\)

\[
\partial_{\xi_k} \partial_{\gamma_j} \Phi = \frac{\rho \xi_k \gamma_j}{\sqrt{(\xi^2 + m^2)(1 - \gamma^2)}}, \quad \partial_{\xi_k} \partial_{\gamma_j} \Phi(\varkappa; \theta, \omega) = 0,
\]

whence

\[
\det \partial^2_{\xi, \gamma} \Phi(\varkappa; \theta, \omega) = (\det \partial^2_{\xi} \Phi \det \partial^2_{\gamma} \Phi)(\varkappa; \theta, \omega)
\]

(for \(n = 1\), we set by the definition \(\partial^2_{\xi, \gamma} \Phi = \partial^2_{\xi} \Phi, \det \partial^2_{\gamma} \Phi = 1\)). It follows from the equalities obtained above that

\[
\det \partial^2_{\xi} \Phi(\varkappa; \theta, \omega) = \left(\frac{-\sqrt{1 - \theta^2}}{m}\right)^d (1 - \theta^2), \quad \det \partial^2_{\gamma} \Phi(\varkappa; \theta, \omega) = \left(\frac{m}{\sqrt{1 - \theta^2}}\right)^{n-1}.
\]

We summarize our calculations by the following equalities

\[
\Phi(\varkappa; \theta, \omega) = -m\sqrt{1 - \theta^2}, \quad \det \partial^2_{\xi, \gamma} \Phi(\varkappa; \theta, \omega) = \frac{(1 - \theta^2)^{(d-n+3)/2}}{m^{d-n+1}},
\]

\[
\text{sgn}(\partial^2_{\xi, \gamma} \Phi(\varkappa; \theta, \omega)) = n - 1 - d.
\]

(41)

We also need to find the sign of \(\partial_{\rho} \Phi\) at \(\varkappa\):

\[
\partial_{\rho} \Phi(\varkappa; \theta, \omega) = -\sqrt{\xi^2 + m^2} < 0.
\]

Now find \(J\) occurring in the integral \((37)\). We have \((j \leq n-1)\)

\[
\partial_j \sigma = e_j + e_n \partial_j \sigma_n = e_j - \frac{\gamma_j e_n}{\sqrt{1 - \gamma^2}}.
\]

therefore, at the point \(\varkappa\), in which \(\gamma = 0\), we have

\[
J(0) = |\det\{(\partial_j \sigma(0), \partial_k \sigma(0))\}_{j,k}|^{1/2} = 1.
\]

It remains to find the value of the function \(F_{\eta \xi}(\varkappa)\) at \(\varkappa\):

\[
F_{\eta \xi}(\varkappa) = F(\varkappa) = \frac{m^{n-2}}{2(1 - \theta^2)^{n/2 - 1}} \hat{f} \left( \frac{m\theta}{\sqrt{1 - \theta^2}}, \frac{m\omega}{\sqrt{1 - \theta^2}} \right)
\]

(we have taken into account that \(\eta = \chi = \zeta = 1\) at this point). Thus we derive the following asymptotic formula for the integral \((37)\) as \(s \to +\infty:\)

\[
i\pi \left(\frac{2\pi}{s}\right)^{(d+n-1)/2} \frac{m^{(d-n+1)/2}}{(1 - \theta^2)^{(d-n+3)/4}} e^{i\pi (n-d-1)/4} e^{-is m \sqrt{1 - \theta^2}} F(\varkappa) + O(s^{(d+n+1)/2}).
\]

The leading term here can be written as

\[
\frac{(2\pi)^{d+n}}{s^{(d+n-1)/2}} e^{-is m \sqrt{1 - \theta^2}} U_+^f(\theta, \omega),
\]

where

\[
U_+^f(\theta, \omega) = i\pi (2\pi)^{-(d+n+1)/2} \frac{m^{(d-n+1)/2}}{(1 - \theta^2)^{(d-n+3)/4}} e^{i\pi (n-d-1)/4} F(\varkappa)
\]

\[
= \frac{e^{i\pi (n-d+1)/4} m^{(d+n+3)/2}}{4(2\pi)^{(d+n+1)/2}(1 - \theta^2)^{(d+n+1)/4}} \hat{f} \left( \frac{m\theta}{\sqrt{1 - \theta^2}}, \frac{m\omega}{\sqrt{1 - \theta^2}} \right).
\]
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Consider the second critical point in \[39\], which will be denoted by \(\zeta'\). Similarly to \[40\], we choose coordinates \(\gamma\) as follows
\[
\sigma(\gamma) = (\gamma, -\sqrt{1 - \gamma^2}).
\]
Then the calculations analogous to those performed previously yield the equalities
\[
\Phi(\zeta'; \theta, \omega) = m\sqrt{1 - \theta^2}, \quad |\det \partial^2_{\xi, \gamma} \Phi(\zeta'; \theta, \omega)| = \frac{(1 - \theta^2)(d-n+3)/2}{m^{d-n+1}},
\]
\[
\text{sgn}(\partial^2_{\xi, \gamma} \Phi(\zeta'; \theta, \omega)) = d - n + 1
\]
(42) and, besides,
\[
\partial_\rho \Phi(\zeta'; \theta, \omega) = \sqrt{\xi^2 + m^2} > 0.
\]
So the leading term in the asymptotic expansion of the integral (37) can be written as
\[
\frac{(2\pi)^{d+n}}{8(d+n-1)/2} e^{is\sqrt{1 - \theta^2}} U^f(\theta, \omega),
\]
where
\[
U^f(\theta, \omega) = \frac{e^{i\pi(d-n-1)/4} m^{(d+n-3)/2}}{4(2\pi)^{(d+n-1)/2} (1 - \theta^2)^{(d+n-1)/4}} f \left( \frac{-m\theta}{\sqrt{1 - \theta^2}}, \frac{-m\omega}{\sqrt{1 - \theta^2}} \right).
\]
We can rewrite the expressions for \(U^f_{\pm}\) in the following form
\[
U^f_{\pm}(\theta, \omega) = \frac{e^{\pm i\pi(d-n-1)/4}}{4m} \left( \frac{m}{2\pi \sqrt{1 - \theta^2}} \right)^{(d+n-1)/2} f \left( \frac{\mp m\theta}{\sqrt{1 - \theta^2}}, \frac{\mp m\omega}{\sqrt{1 - \theta^2}} \right).
\]
Relation (43) is a consequence of this formula.

6 Asymptotic behavior of the function \(u^a\)
For \(x(s) = s\theta, t(s) = s\omega\), we have
\[
u^a(s\theta, s\omega) = (2\pi)^{-d-n} \int_{\mathbb{R}^d \times S^{n-1}} e^{is\Phi(\xi, \sigma; \theta, \omega)} A(\xi, \sigma) d\xi dS_\sigma,
\]
\[
\Phi(\xi, \sigma; \theta, \omega) = \langle \theta, \xi \rangle - \langle \omega, \sigma \rangle \sqrt{\xi^2 + m^2}.
\]
To describe asymptotic properties of this integral as \(s \to +\infty\), we apply the method of stationary phase. The phase function \(\Phi\) coincides with the function defined in (39) restricted to the set \(\{\rho = 1\}\). This allows us to use the results of calculations from the previous section. In particular, the critical points \((\xi, \sigma)\), in which \(\partial_\xi, \sigma \Phi = 0\), are given by the first equality in (39). The values of the function \(\Phi\) and its derivatives at critical points, which are required for asymptotic analysis, are given by formulas (41), (42). The justification of the method of stationary phase (localization with respect to \(\xi\), passing to local coordinates on the sphere \(S^{n-1}\)) is quite analogous to that made in the previous section, so we will not expose it here.

Thus the function \(u^a\) has the asymptotic property of the form (2) with the following coefficients
\[
U^a_{\pm}(\theta, \omega) = \frac{e^{\pm i\pi(d-n+1)/4}}{(2\pi)^{(d+n+1)/2} (1 - \theta^2)^{(d+n+3)/4}} m^{(d-n+1)/2} A \left( \frac{\mp m\theta}{\sqrt{1 - \theta^2}}, \frac{\mp m\omega}{\sqrt{1 - \theta^2}} \right).
\]
This relation can be written in terms of the density \(a(\xi, \tau)\) as follows

\[
U^a_{\pm}(\theta, \omega) = \frac{e^{\pm i\pi(d-n+1)/4}}{4\pi m} \left( \frac{m}{2\pi \sqrt{1-\theta^2}} \right)^{(d+n-1)/2} \frac{a(\frac{\mp m\theta}{\sqrt{1-\theta^2}}, \frac{\mp m\omega}{\sqrt{1-\theta^2}})}{4}. 
\]

Relation (8) follows from this formula.

The formulas for \(U^f_{\pm}, U^a_{\pm}\) obtained above prove Theorem 1. Formula (7) allows expressing the density \(a\) via the function \(\hat{f}\) and one of the functions \(U_{\pm}\). This leads to the uniqueness of solution of the form (1) that has the asymptotic property (2) with a given coefficient \(U_+\) (or \(U_-\)). Thus Theorem 2 is proved.

7 Asymptotic behavior of the function \(u\) along characteristic directions

Now we discuss the behavior of solution (11) when \((x, t)\) tends to infinity along a characteristic direction, which will be parameterized by unit vectors \((\theta, \omega) \in S^{d-1} \times S^{n-1}\) and a parameter \(q \in \mathbb{R}:

\[
x(s) = (s + q)\theta, \quad t(s) = s\omega. 
\]

(44)

For simplicity, we will assume \(f = 0\). Then \(u = u^a\), and we need to examine the behavior of the integral

\[
u(x(s), t(s)) = (2\pi)^{-d-n} \int_{\mathbb{R}^d \times S^{n-1}} e^{is\Phi(\xi, \sigma; \theta, \omega)} e^{iq\langle \theta, \xi \rangle} a(\xi, \sigma) d\xi dS_\sigma
\]

as \(s \to \infty\), where the function \(\Phi\) is given by (43). The product \(e^{iq\langle \theta, \xi \rangle} a(\xi, \sigma)\) considered as a function of variables \((\xi, \sigma)\) belongs to Schwartz space. Next

\[
|\partial_\xi \Phi| = \left| \theta - \frac{\langle \omega, \sigma \rangle \xi}{\sqrt{\xi^2 + m^2}} \right| \geq 1 - \frac{|\xi|}{\sqrt{\xi^2 + m^2}} \geq \frac{C_m}{1 + |\xi|}.
\]

This means that Lemma 1 applies to the integral in the preceding formula (after substituting \(\sigma\) by local coordinates), since condition (23) is satisfied for \(M = -1\). Thus for any \(N\) we have

\[
u(x(s), t(s)) = O(s^{-N}), \quad s \to \infty.
\]

A particular case of equation (11) is Klein-Gordon-Fock equation \((n = 1, f = 0)\), for which the Cauchy problem with the initial data given, for example, on the hypersurface \(\{t = 0\}\): \(u|_{t=0} = u_0, \quad u|_{t=0} = u_1\), is well-posed. If the initial data \(u_0, u_1\) belong to \(\mathcal{S}(\mathbb{R}^d)\), then the solution to this problem can be written in the form (6) with the following density \(A(\xi, \sigma)\) (in the present context, \(\sigma = \pm 1\))

\[
A(\xi, \pm 1) = \frac{\tilde{u}_0(\xi)}{2} \pm \frac{i\tilde{u}_1(\xi)}{2\sqrt{\xi^2 + m^2}}.
\]

(In the case under consideration, when \(n = 1\), formula (6) with such a function \(A\) can, of course, be obtained by the standard Fourier method.) Thus our results apply to a solution to the Cauchy problem. In particular, the last equality together with formula (7) imply that the asymptotic behavior of the solution along a timelike direction is described
in terms of the Fourier transform of the initial data. However, the solution decays faster than any power of distance and time along a characteristic direction. Thus we see a distinct contrast between behavior of solutions to Klein-Gordon-Fock equation and that of the wave equation. Solutions to the analogous Cauchy problem for the wave equation decay rapidly along timelike directions (for odd $d$, this follows from Huygens principle), and exhibit nontrivial asymptotic behavior along characteristic directions. In the case $d = 3$, the asymptotic behavior is described by the following relation

$$u(x(s), t(s)) = \frac{1}{4\pi s} (-\partial_q(Ru_0(\theta, q)) + Ru_1(\theta, q)) + o(s^{-1}), \quad s \to \pm\infty,$$

in which $x(s), t(s)$ are given by (44), $R$ is Radon transform:

$$\mathcal{R}v(\theta, q) = \int_{(x, \theta)=q} v(x) \, dS_x.$$

Thus in the case of the wave equation, the behavior of a solution at infinity is described in terms of Radon transform of the initial data (rather than Fourier transform).
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