The Shorter the Better? Effects of Privacy Policy Length on Online Privacy Decision-Making
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Abstract
Privacy policies provide Internet users with the possibility to inform themselves about websites’ usage of their disclosed personal data. Strikingly, however, most people tend not to read privacy policies because they are long and cumbersome, indicating that people do not wish to expend much (cognitive) effort on reading such policies. The present study aimed to examine whether shorter privacy policies can be beneficial in informing users about a social networking site’s (SNS) privacy practices, and to investigate associations between variables relevant for privacy decision-making using one theory-based integrative model. In an online experiment, participants (N = 305) were asked to create a personal account on an SNS after being given the option to read the privacy policy. Privacy policy length and the SNS’s level of privacy were varied, creating a 2 (policy length) × 2 (level of privacy) between-subjects design. The results revealed that participants who saw short policies spent less time on reading but gained higher knowledge about the SNS’s privacy practices—due to the fact that they spent more reading time per word. Factual privacy policy knowledge was found to be an indicator for participants’ subjective privacy perception. The perception and evaluation of the specific SNS’s privacy level influenced the assessment of privacy costs and benefits. Particularly when benefits were perceived as high, self-disclosure was increased.
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1. Introduction
To fully enjoy the advantages of the Internet, users often need to disclose personal information to other users or to companies. According to the privacy calculus approach, decisions regarding such disclosure are based on the perception of disclosure benefits and privacy costs (Culnan & Armstrong, 1999), but they are also thought to be dependent on the subjective perception of the current privacy level (Dienlin, 2014). While benefits of sharing personal information often occur immediately and are easy to grasp (because they are the main reason for disclosure), users appear to have difficulties in predicting privacy costs, as they are often abstract and occur with a time delay (if they occur at all). Usually, reading a website’s privacy policy is one possibility for Internet users to inform themselves about the privacy costs that might arise from using the respective website. A privacy policy is a written statement about a website’s privacy practices (i.e., the extent to which a website collects,
uses, and disseminates user data). Since the EU General Data Protection Regulation (GDPR) came into force, website providers have been obligated to use easily understandable language in their privacy policies. However, the length of policies might still be based on companies’ primary interest in safeguarding themselves, i.e., by providing the necessary information and thus acting lawfully, rather than on providing the best support for users (i.e., easy-to-read and understandable information). It has been found that only 13% of European Internet users fully read privacy policies, whereas 47% read privacy policies only partially and 37% never read privacy policies (European Commission, 2019). The main reasons stated for reading policies only partially or not at all were that they are too long and too complex (European Commission, 2019), indicating that many users are unwilling to expend much time and cognitive effort on informing themselves about a website’s privacy practices.

To address this problem, the first aim of the current article is to focus on the length of privacy policies by investigating whether short policies can be more effective in informing users. The second aim is to test different assumptions relevant for online privacy decision-making that stem from two approaches combined into one integrative model. These approaches are the privacy process model (Dienlin, 2014) and the privacy calculus (Culnan & Armstrong, 1999). The integrative model comprises knowledge about the policy’s content, the subjective perception of the privacy level, and the assessment of privacy risk likelihood and disclosure benefits. In the present study, participants were asked to create a personal account on a social networking site (SNS), having been given the option to read one of the SNS’s privacy policies beforehand. To gain a better understanding of the link between policy knowledge and the perception of online privacy, we varied not only the length of the privacy policies but also the SNS’s actual level of privacy (privacy-intrusive vs. privacy-friendly), thus creating a 2 (policy length) × 2 (level of privacy) between-subjects design.

2. Literature Review

2.1. Privacy Policy Length

According to the limited capacity model of motivated mediated message processing (LC4MP), people have limited available cognitive resources to process messages (Lang, 2000). The amount of available resources to process particular messages depends on the individual. Generally speaking, however, simple messages should lead to a higher likelihood of being processed compared to complex messages, since fewer (cognitive) resources are required and people are thus more easily motivated to engage in message processing (Lang, 2017). This approach can serve as an explanation for why few Internet users fully read privacy policies. Many people believe that privacy policies are too long and elusive (European Commission, 2019), implying that reading and understanding them requires cognitive or time effort. Deriving from this observation, the question arises whether shorter privacy policies that summarize the most relevant points of long policies might be more effective in informing users about the collection, usage, and dissemination of their personal data compared to the usually provided privacy policies. Short privacy policies might be more effective because people anticipate less time and cognitive effort and can more easily extract relevant information. Thus, one aim of the current study is to investigate whether users who are confronted with short policies acquire greater knowledge about the privacy practices of the SNS—potentially because it is less effortful to extract relevant information—than users who see extensive policies. One hint that participants require less cognitive effort would be that they spend less time reading the short policies but spend more time extracting relevant information (i.e., reading time per word). This should in turn result in higher knowledge about the policy’s content. Therefore, we propose the following hypotheses:

Hypothesis 1 (H1): Participants who see a short privacy policy will acquire greater knowledge about the SNS’s privacy practices than participants who see a long privacy policy.

Hypothesis 2 (H2): Participants who see a short privacy policy will have a higher reading time per word than participants who see a long privacy policy.

Hypothesis 3 (H3): The reading time per word will be positively related to knowledge about the SNS’s privacy practices.

2.2. Subjective Privacy Perception

The privacy process model (Dienlin, 2014) postulates that people form a perception of privacy in any situation, both online and offline, meaning that they assess and evaluate every situation in terms of its specific privacy. For instance, being in one’s own four walls should lead to a different sense of privacy than being in a public place. Likewise, different privacy perceptions might also occur online, for instance because one website is evaluated to be more private than another. However, a situation’s actual level of privacy and people’s perception thereof can greatly diverge (Dienlin, 2014), creating a mismatch between actual privacy levels and people’s beliefs about how private the situation is (Trepte & Reinecke, 2011). This difficulty in evaluating one’s current privacy level seems to be even higher in online situations than offline (Teutsch, Masur, & Trepte, 2018). Apparently, people regularly perceive privacy to be greater than it actually is. As a prominent example of this, Facebook users tend to feel “private” when they are interacting with friends, but forget that the communication is accessible to a larger audience (Vitak, 2012) and to Facebook itself.
To date, studies on how people’s perception of online privacy is formed or how it can be conceptualized are scarce. Scholars have primarily focused on concepts such as privacy concerns, attitudes or intentions (e.g., Dienlin & Trepte, 2015), while research on individuals’ subjective perception of the privacy level in a specific situation seems to be lacking. While privacy concerns focus on one’s negative emotional attitude (Dienlin & Trepte, 2015) towards potential negative effects on one’s privacy, the perception of privacy captures one’s assessment of the current degree of privacy with a view to a specific application or situation. Classical privacy theories argued that privacy is about freedom and control over the decision of when and to whom to disclose (Altman, 1975; Westin, 1967). This implies that the subjective perception of a given privacy level might involve a sense of control. However, classical theories do not explicitly explain how individuals form a perception of current privacy. Focusing on this issue, a recent qualitative study by Teutsch et al. (2018) found that participants’ subjective perception of (online) privacy depends on trust towards the recipient of information and the perception of control over personal information. In the present study, these findings are taken as the basis from which to conceptualize participants’ subjective privacy perception. Consequently, perceived privacy is considered as the experience, sense, and evaluation of one’s current level of privacy, accompanied by trust towards the information recipient and a perception of control over information. Additionally, we believe that a perception of online privacy includes the perception of how well the information recipient protects personal data.

A realistic perception of online privacy in a given situation should depend on knowledge about the actual level of privacy that is present in that situation (Teutsch et al., 2018). Situational knowledge can either be based on general privacy literacy (e.g., knowledge about how IT processes work) or on being informed about the specific situation (e.g., by reading a website’s privacy policy). In the present study, we aim to investigate situational knowledge which is gained by reading the SNS’s privacy policy. Following Teutsch et al. (2018), we argue that the more privacy knowledge participants possess, the more accurate their subjective privacy perception will be (i.e., the privacy perception matches the actual privacy level). By varying the actual level of privacy of the SNS, we examine how this association is affected when the SNS is described either as privacy-intrusive or as privacy-friendly:

Hypothesis 4a (H4a): Higher knowledge about the privacy-intrusive practices will lead to a reduced perception of privacy.

Hypothesis 4b (H4b): Higher knowledge about the privacy-friendly practices will lead to an increased perception of privacy.

2.3. Privacy Calculus

According to the privacy process model (Dienlin, 2014), people’s situational privacy perception directly affects their self-disclosure behavior. In privacy research, however, one approach that has gained a great deal of attention—the privacy calculus (Culnan & Armstrong, 1999; Dinev & Hart, 2006)—assumes that self-disclosure behavior is the result of a cost-benefit analysis. Essentially, according to the privacy calculus, before disclosing information, people weigh privacy costs and disclosure benefits. If users associate higher benefits than costs with information revelation, they are likely to disclose personal data. If the perception of costs outweighs the perception of benefits, self-disclosure is reduced or unlikely. Several studies have found empirical support for the impact of privacy costs and benefits on self-disclosure intentions or technology adoption in a variety of different settings and contexts (e.g., Bol et al., 2018; Dienlin & Metzger, 2016; Krasnova, Kolesnikova, & Guenther, 2009; Princi & Krämer, 2020). These studies examined various kinds of anticipated privacy costs, among them privacy concerns (e.g., Dienlin & Metzger, 2016) or privacy risk beliefs (e.g., Bol et al., 2018). In the present study, participants’ assessment of the likelihood of experiencing certain privacy risks will be taken as a measure for privacy costs. This is because reading about a website’s privacy practices should primarily impact one’s evaluation of how likely certain privacy threats are to occur, and not, for instance, how severe privacy breaches would be.

One point of criticism regarding previous privacy calculus studies is that most did not capture the situational diversity of different disclosure decisions, and instead assessed an accumulated picture of multiple disclosure situations (Masur, 2018). Masur (2018, p. 136) defines a situation as “the entirety of circumstances that affect the behavior of a person at a given time.” These circumstances are described as various internal (e.g., goals) and external factors (e.g., walls). Consequently, even visiting the same website at different points in time would result in different situations, since goals or perceptions (or sometimes also external factors like the design of the website) would change. Therefore, the anticipation of privacy costs and disclosure benefits should depend on the given situation or the perception of the circumstances of the situation (e.g., the level of given privacy). This implies that people’s subjective experience of the situation’s level of privacy should be related to their perception of privacy costs and benefits. In the present study, we assume that participants’ assessment of the SNS’s privacy level will affect the perception of privacy risk likelihood and the anticipation of benefits of using the SNS. The more one believes a situation to be private, the lower one’s assessment of privacy risk likelihood should be. It might also be the case that anticipated benefits are evaluated as even more positive when one perceives a high level of given privacy. However, as we are not aware
of any studies that investigated similar issues, these assumptions will be formulated as research questions:

Research Question 1 (RQ1): Will participants’ perception of privacy be negatively related to their perception of privacy risk likelihood?

Research Question 2 (RQ2): Will participants’ perception of privacy be positively related to the anticipated benefits of using the SNS?

Finally, we assume that participants’ self-disclosure behavior will be in line with the assumptions of the privacy calculus (Culnan & Armstrong, 1999). To date, the privacy calculus has primarily been investigated in terms of behavioral intentions, and not the actual disclosure behaviors of individuals. A recent study, however, found that persons who had privacy concerns disclosed less information on an online discussion platform, whereas those who perceived disclosure to be beneficial actually disclosed more (Dienlin, Bräunlich, & Trepte, 2019). Hence, we also assume that the privacy calculus notions will hold with respect to actual behavior. This means that participants who perceive benefits from using the SNS should disclose more personal information, whereas those who perceive a high likelihood of experiencing privacy risks should disclose less personal information:

Hypothesis 5 (H5): The perceived likelihood of privacy risks will be negatively related to the amount of disclosed information.

Hypothesis 6 (H6): The anticipated benefits of using the SNS will be positively related to the amount of disclosed information.

To provide an overview over the hypothesized relations, we integrated all hypotheses and research questions into one hypothetical model (see Figure 1).

3. Method

3.1. Design and Privacy Policies

The current study comprises a 2 (long vs. short privacy policy) × 2 (privacy-intrusive vs. privacy-friendly SNS) between-subjects design. In accordance with the experimental conditions, four different privacy policies were created. Basically, the short (around 335 words) and the long (around 2000 words) versions provided the same content but differed regarding the level of detail. The short versions summarized the different paragraphs of the long policies with bullet points providing the most important information. In the privacy-intrusive condition, the policies informed about some frequently used privacy practices, for instance, that the SNS automatically collects personal data, disseminates personal data to third parties, uses this data for advertising purposes, and applies user-tracking technologies. In the privacy-friendly condition, participants were told that the SNS mostly refrains from collecting too much personal data, does not disseminate or use this data, and does not apply user-tracking technologies.

3.2. Procedure

Respondents were asked to create a personal account on an SNS which was described as providing users with personalized recommendations for leisure activities in their local area (i.e., events or locations) and to connect with peers. The SNS was introduced as a student network and as being developed by a local start-up company. Before participants created their personal account, one of the four privacy policies was displayed. Participants then had the option—but were not forced or explicitly asked—to read it. To get to the next page, they had to click on a button labeled ‘got it.’ On the next pages, participants were able to disclose various personal data (see Section 3.4.1) and to choose their preferred privacy setting. After they completed the registration process, they were forwarded to the survey.

Figure 1. The integrative model including all hypotheses and research questions.
3.3. Sample

In total, 330 persons registered on the SNS and completed the survey. Twenty persons were excluded from the analysis because they answered the questionnaires in an unrealistically fast time (less than two minutes). Another five persons had to be excluded because their account information could not be matched with the respective survey data. Hence, the final sample size consisted of \( N = 305 \) respondents (213 females, 90 males, 2 did not specify gender) aged 17 to 58 years (\( M = 25.68, SD = 6.02 \)). As their highest educational attainment, 43.9% stated having university entrance-level qualifications and 49.05% had a university degree. The majority of participants were students (73.44%), followed by employees (20.33%). The department’s ethical committee approved the design of the study. Participants were recruited via Facebook as well as websites for survey sharing (e.g., surveycircle.com) and had the chance to win monetary prizes in a lottery.

3.4. Measures

Below, the measurements are listed in the same order as they appeared in the survey. All items were developed for the purpose of the study. In order to test reliability, confirmatory factor analyses for each construct were performed with SPSS Amos. As can be seen in Table 1, all scales performed well.

3.4.1. Behavioral Data

Different types of behavioral data were assessed while participants interacted with the SNS. First, participants’ time spent on the page showing the privacy policy was recorded and taken as a measure for reading time (in seconds). This measure was then divided by the number of words of the respective privacy policy in order to calculate the reading time per word. Self-disclosure behavior was used as dependent variable in the model, which was composed of the number of filled input fields on the SNS. Participants were able to indicate personal information (e.g., name, date of birth, gender), contact information (e.g., e-mail address, telephone number), hobbies, interests (e.g., food and drink, music preferences), information regarding their job or university, as well as religious and political views. Subsequently, respondents had the opportunity to introduce themselves to other users of the network by writing a short text about themselves. A category that was filled with information was coded as 1 and a blank category was coded as 0. As respondents were able to leave all fields blank, the self-disclosure score ranged from 0–32. Finally, participants were asked to choose their preferred privacy setting (i.e., who can see one’s information). The options were: ‘only me,’ ‘only selected friends,’ ‘my friends,’ ‘my friends and their friends,’ and ‘all users.’ The score was reverse-coded (1 = ‘all users’ and 5 = ‘only me’). The privacy settings were not part of the model but appear in correlation analyses.

3.4.2. Anticipated Benefits

Participants’ perception of the SNS’s benefits was assessed using seven items rated on a 7-point Likert scale (ranging from 1 = ‘I do not agree at all’ to 7 = ‘I fully agree’). Items were based on the description of the SNS and consisted of a first part (‘I would find it advantageous…) and a varying second part (e.g., ‘…if the SNS supported me in my leisure planning’ or ‘…to experience new and interesting things using the SNS’).

3.4.3. Perceived Privacy

Following Teutsch et al. (2018), eight items were created to capture participants’ evaluation of the situation’s privacy level using a 7-point Likert scale (ranging from 1 = ‘I do not agree at all’ to 7 = ‘I fully agree’). The scale consisted of items that assessed perceived control over information (e.g., ‘The SNS leaves control over my personal data to me’), trust towards the SNS (e.g., ‘The SNS is always honest with me about how my personal information is used’), as well as a general perception of privacy (e.g., ‘The SNS is a private space’) and privacy protection (e.g., ‘The SNS protects my data appropriately’).

3.4.4. Privacy Policy Knowledge

Participants’ knowledge of the SNS’s privacy practices that were described in the privacy policies was assessed by nine true/false questions derived from the presented privacy policies. Besides the options ‘true’ and ‘false,’ participants were able to state ‘I don’t know’ in order to avoid forcing them to choose an option, which might have led to biased results. A correct answer was coded as 1 and a false answer was coded as 0. ‘I don’t know’ was also coded as 0. Consequently, the score ranged from 0 (only false/no answers) to 9 (only correct answers).

Table 1. Results of the confirmatory factor analyses with fit indices. Internal consistency (Cronbach’s \( \alpha \), composite reliability (MacDonald’s \( \Omega \)), and average variance extracted) of the assessed constructs.

| Construct                  | \( \chi^2 \) (df) | p     | CFI  | TLI  | RMSEA | SRMR | \( \alpha \) | \( \Omega \) | AVE  |
|----------------------------|------------------|-------|------|------|-------|------|-----------|-----------|------|
| Anticipated Benefits       | 33.99 (13)       | .001  | .99  | .98  | .07   | .02  | .93       | .93       | .66  |
| Perceived Risk Likelihood  | 1.08 (2)         | .582  | 1.00 | 1.00 | <.01  | .01  | .83       | .83       | .54  |
| Perceived Privacy          | 39.82 (19)       | .003  | .99  | .98  | .06   | .02  | .93       | .93       | .62  |
3.4.5. Perceived Likelihood of Privacy Risks

Participants assessed the likelihood of negative consequences of using the SNS with a slide bar ranging from 0% to 100%. The seven items were based on the content of the privacy policies and consisted of a first part (‘How likely do you think it is...’) and a varying second part (e.g., ‘...that the SNS passes on your personal data to third parties’ or ‘...of being exposed to privacy risks by using the SNS’). Three items were deleted within the confirmatory factor analyses.

4. Results

Data were analyzed with IBM SPSS Statistics 25 and IBM SPSS Amos 25. Table 2 shows descriptive statistics, and Table 3 displays bivariate correlations between the variables.

4.1. Structural Equation Model

The hypotheses and research questions were tested within one structural equation model (SEM) with observed variables and maximum likelihood estimation. Model fit was evaluated in accordance with frequently used fit indices (Browne & Cudeck, 1993; Hu & Bentler, 1999). The model test revealed a good fit: \( \chi^2 (13) = 16.48, p = .224, \chi^2/df = 1.27, CFI = .98, TLI = .96, RMSEA = .03 \) (90% CI: .00, .07), SRMR = .04. The model is shown in Figure 2. H1 expected that participants who read the short privacy policies would have increased knowledge about the SNS’s privacy practices compared to participants who read the long versions. Contrary to this assumption, there was no relationship between policy length (coded as 1 = ‘long’ and 2 = ‘short’) and policy knowledge (\( \beta = .00, p = .997 \)). In H2, we assumed that participants would have a higher reading time per word when confronted with a short privacy policy. This hypothesis was supported, as we found a positive relationship between the two variables (\( \beta = .30, p < .001 \)). The analysis of H3 found support for the assumption that a higher reading time per word positively contributes to knowledge about the SNS’s privacy practices (\( \beta = .31, p < .001 \)). H4 expected a negative relation between policy knowledge and perceived privacy in the privacy-intrusive condition (H4a), and a positive relation in the privacy-friendly condition (H4b). We used a multigroup analysis to examine whether the relationship behaves equivalently in different subsamples (Kline, 2016). As the model fit of the unconstrained model was not acceptable, an additional path between privacy policy knowledge and risk likelihood had to be drawn based on the modification indices. The adjusted model showed a good data fit: \( \chi^2 (24) = 24.38, p = .440, \chi^2/df = 1.02, CFI = 1.00, \)

Table 2. Descriptive statistics of the assessed constructs and behavioral data.

|                | M (SD)                  | Actual | Potential |
|----------------|-------------------------|--------|-----------|
| Perceived Benefits | 4.91 (1.41)             | 1–7    | 1–7       |
| Perceived Risk Likelihood | 6.06 (2.02)             | 1–11   | 1–11      |
| Perceived Privacy | 4.03 (1.27)             | 1–7    | 1–7       |
| Privacy Policy Knowledge | 2.96 (2.34)             | 0–8    | 0–9       |
| Policy Reading Time (seconds) | 33.32 (68.13)           | 1–532  | ∞         |
| Reading Time per Word | 0.05 (0.08)             | .00–.63| ∞         |
| Self-Disclosure (filled fields) | 14.93 (6.28)           | 0–24   | 0–32      |
| Privacy Setting | 3.62 (1.52)             | 1–5    | 1–5       |

Notes: Risk likelihood was assessed with a percentage scale, meaning that a value of 1 equals 0%, 6 equals 50% and 11 equals 100%. Privacy setting was reverse-coded with 1 = ‘public’ and 5 = ‘private.’

Table 3. Bivariate correlations between all assessed constructs and behavioral data.

|                | 1     | 2     | 3     | 4     | 5     | 6     | 7     | 8     |
|----------------|-------|-------|-------|-------|-------|-------|-------|-------|
| 1 Perceived Benefits | —     | —     |       |       |       |       |       |       |
| 2 Perceived Risk Likelihood | −.12 * | —     |       |       |       |       |       |       |
| 3 Perceived Privacy | .24 *** | −.45 *** | —     |       |       |       |       |       |
| Privacy Policy Knowledge |       |       |       |       |       |       |       |       |
| 4 Privacy-Intrusive Website (n = 148) | .02 | .39 *** | −.29 *** | —     |       |       |       |       |
| 5 Privacy-Friendly Website (n = 157) | .01 | −.33 *** | .41 *** | —     | —     |       |       |       |
| 6 Policy Reading Time (seconds) | .00 | −.12 * | .11   | .26 *** | .32 *** | —     |       |       |
| 7 Reading Time per Word | .06 | −.06  | .05   | .28 *** | .37 *** | .62 *** | —     |       |
| 8 Self-Disclosure (answered fields) | .18 ** | −.07  | .03   | .02   | .04   | .04   | −.03  | —     |
| 9 Privacy Setting | −.16 ** | .05   | .02   | −.20 * | −.01  | −.09  | −.10  | −.25 *** |

Note: * p < .05, ** p < .01, *** p < .001.
To shed more light on the finding that the reading time per word was higher in the short policy condition, we conducted a MANOVA with total reading time and with reading time per word. The results ($F(1, 303) = 7.62$, $p = .006$, $\eta^2 = .025$) showed that the actual reading time was significantly higher in the long policy condition ($M = 44.01$, $SD = 90.01$) compared to the short policy condition ($M = 22.71$, $SD = 30.83$). For reading time per word, the results of the MANOVA ($F(1, 303) = 30.20$, $p < .001$, $\eta^2 = .091$) revealed a lower value in the long condition ($M = .02$, $SD = .05$) in comparison to the short condition ($M = .07$, $SD = .09$). Hence, although the average reading time in the long condition was about twice as high as in the short condition, the reading time per word was more than three times higher in the short condition compared to the long condition. This emphasizes that the short text was more successful in delivering knowledge than the long text, due to the fact that a more effective information extraction was possible.

5. Discussion and Conclusion

The current study pursued two major aims. The first aim was to investigate whether shorter privacy policies can be more beneficial to inform SNS users about potential privacy costs compared to long versions. The second aim was to test assumptions regarding users’ privacy decisions stemming from two approaches (i.e., the privacy process model and the privacy calculus) within one integrative model. The results provide insights into the relevance of privacy policy design for individual privacy information acquisition, the importance of knowledge about actual privacy levels, and situational factors underlying self-disclosure. In terms of practical implications, policy makers and politicians may consider our findings for the design of privacy policies and the development of guidelines for such policies.

5.1. Privacy Policy Length

The first three hypotheses focused on whether shorter privacy policies would be more beneficial in informing users about a website’s privacy practices than longer versions, and whether participants would have to expend...
less effort on reading the short versions. Since survey data (e.g., European Commission, 2019) revealed that few users read privacy policies, we argued that for most people, reading privacy policies is associated with (cognitive) effort. Hence, people might be more motivated to read condensed versions due to the lower anticipated cognitive and time effort (cf. Lang, 2017). In the present study, participants were given the option of whether to read the privacy policy of the SNS on which they would subsequently create an account. Although the results did not reveal a direct effect of policy length on knowledge about the content of the policy, we nevertheless found that short privacy policies can indeed be more advantageous than long ones: First, participants who saw a short policy had a higher reading time per word, meaning that they chose to spend more time on understanding the given text. Second, the reading time per word was then positively related to knowledge about the policy’s content. This demonstrates that shorter privacy policies indirectly contribute to higher knowledge about their contents compared to the normally applied long versions. However, this effect only exists among persons who actually expend some effort on reading the policies. The effort to extract information from the text, however, was found to be significantly reduced for the short privacy policy, because participants were able to read the text more carefully and understand the text in less time compared to participants who saw the long policy. According to the assumptions of Lang (2017), these findings indicate that people were more willing to engage in reading the shorter policy. Taken together, the results demonstrate that participants were able to absorb more information from the shorter policies and probably had a higher motivation to do so. The GDPR prescribes that policies should be written in comprehensible language to enhance transparency. However, policies of immense length oppose the goal of informing users. Hence, the present findings could be used by politicians to oblige companies to truly inform users by providing short, comprehensible privacy policies instead of allowing companies to provide long and complicated policies which primarily serve the purpose of avoiding lawsuits. While it might be argued that shortening texts brings about a loss of information, we believe that Internet users do not need to be provided with the abundance of information that is written in standard privacy policies at the time when they normally have to give their consent to data processing. Our study findings show that for individuals who wish to register on websites, the provision of less information would be beneficial for informing them about the main privacy practices. For those who wish for more detailed information, the long policies could still be available in addition to the short ones. Nonetheless, the present findings also revealed that shortening privacy policies is not a panacea in itself; the responsibility to inform oneself and protect one’s privacy still lies with the user. However, users seem to be more motivated to engage in information-gathering when the privacy policy is short. It must be noted that participants’ knowledge of the policies’ content was rather low. Thus, providing short informative privacy policies might be a first step toward greater privacy policy knowledge and informed privacy decisions of social media users. However, there is still a great need for research on how to create more transparency to inform users and how to automatically protect users’ privacy (e.g., using privacy-by-design approaches or real-time support provided by software). It is becoming increasingly apparent that users might benefit from support in their privacy decisions, given that they are not always able to balance their needs for self-disclosure and privacy protection on their own (Krämer & Schäwel, 2020).

5.2. Privacy Decision-Making

With H4 to H6 and RQ1 and RQ2, we sought to examine how different constructs relevant for online privacy decisions are related. The integrative model was based on parts of the privacy process model (Dienlin, 2014), which assumes that individuals form a privacy perception in any situation, and the privacy calculus (Culnan & Armstrong, 1999), which states that self-disclosure decisions are the result of a cost-benefit analysis. We argued that the subjective perception of the situation’s privacy should be based on knowledge about the privacy policy’s content (H4). The results supported the assumptions that more knowledge led to a lower perception of privacy in the privacy-intrusive condition and to a higher perception of privacy in the privacy-friendly condition. This finding demonstrates that factual knowledge about the degree of privacy in a situation can advantageousy contribute to one’s feeling of privacy by resolving potential mismatches between the objective situation and the subjective perception (cf. Trepte & Reinecke, 2011), supporting previous assumptions (Dienlin, 2014; Teutsch et al., 2018). In turn, people who lack knowledge may more easily misperceive actual privacy levels and become victims of privacy breaches, as they might share inappropriate (amounts of) data due to a false perception of situational privacy. Previous research has found that general privacy knowledge (i.e., privacy literacy) can positively contribute to more protective privacy behaviors (e.g., Bartsch & Dienlin, 2016). Together with the results of the present study, it seems that both general knowledge and situational knowledge are important for online privacy perception and behavior. Future studies could also pursue the questions of whether privacy literacy affects the situational feeling of privacy, or how general and situational knowledge are related. It must be noted that the amount of explained variance in privacy perception was rather low in the current study, indicating that situational knowledge is only one of several factors that influence the evaluation of online privacy levels. Without appropriate knowledge, people might rely on heuristics (e.g., triggered by the design of a website) or general feelings or beliefs (e.g., thinking that online privacy is always...
low or high). Besides our hypotheses, the analysis revealed a direct effect of policy knowledge on the assessment of privacy risk likelihood. In the privacy-intrusive condition, the perceived risk likelihood increased with higher knowledge, whereas in the privacy-friendly condition, knowledge reduced the perceived risk likelihood. Although not part of our hypotheses, it is plausible that people with higher knowledge about a website’s privacy practices are better able to estimate the likelihood of potential negative consequences of website usage.

Next, we investigated whether the situational perception of privacy affects the perceived likelihood of privacy risks (RQ1) and the anticipation of benefits of using the SNS (RQ2). The results revealed that the perception of online privacy was indeed related to both risk likelihood appraisal and benefit perception. The more private the situation was perceived to be, the lower respondents assessed the likelihood of negative consequences to be, and the higher they rated the benefits of using the SNS. These results support the assumptions of Masur (2018), who argued that the assessment of privacy costs and disclosure benefits differs for each situation. The present findings show that the perception of privacy risk likelihood and disclosure benefits can vary based on the evaluation of given privacy levels, implying that the weighing of costs and benefits is not stable but rather varies across different situations. While the negative relation between participants’ perception of privacy and their assessment of privacy costs is more intuitive (private situations should by definition entail a reduced likelihood of privacy risks), the positive link between privacy perception and benefit perception is an interesting finding. It seems that participants appreciated the privacy-preserving SNS, which led to an increased perception of benefits. Hence, websites that respect user privacy could have an advantage over websites that do not, because people might turn towards the privacy-preserving ones. However, this interpretation is only speculative, and no causal implications can be drawn. Therefore, future studies might consider the role of Internet users’ perception of present privacy levels and the antecedents and outcomes thereof.

Finally, hypotheses H5 and H6 focused on the privacy calculus, assuming that participants would disclose less information if they considered privacy risks as likely to happen and would disclose more information if they perceived disclosure to be beneficial. However, only the perception of benefits was significantly positively associated with the amount of disclosed data. Participants who thought that privacy risks were likely did not disclose significantly less personal information. These results are contrary to the basic assumption of the privacy calculus and contradict the findings of a recent study that also collected behavioral data (Dienlin et al., 2019). Although plenty of studies have found support for the basic assumption of the privacy calculus (e.g., Bol et al., 2018; Dienlin & Metzger, 2016; Krasnova et al., 2009; Princi & Krämer, 2020), the approach is not without criticism (Knijnenburg et al., 2017). The vast majority of privacy calculus studies focused on intentions rather than on behavioral data (with the exception of the study by Dienlin et al., 2019). Hence, it may be that the privacy calculus holds in hypothetical decisions but not in concrete disclosure situations. However, we propose some alternative explanations. First, even the positive effect of benefit perception on self-disclosure was comparatively small and the proportion of explained variance in self-disclosure was very low. This implies that the disclosure decision was primarily based on factors other than the perception of benefits, possibly because participants were aware of the artificial experimental situation. This might also be the reason why privacy risk perception did not have any effect on participants’ self-disclosure behavior. Second, we did not collect survey data of those persons who decided not to register on the SNS. Thus, it might be the case that the persons who registered were primarily those for whom privacy risks are less important. Third, we are unable to make any statements about whether participants actually weighed risks and benefits, although this is the basic assumption of the privacy calculus. It may be that many participants balanced costs against benefits but came to the conclusion that the benefits were worth the risks (cf. Trepte et al., 2015). Hence, future studies should collect behavioral data on the privacy calculus and investigate different privacy situations in order to better understand the dynamics underlying privacy decision-making.

5.3. Limitations

Some limitations of the present study should be mentioned. For most paths in the model, it is not possible to make causal statements. Moreover, participants did not freely decide to register on the SNS, but were told to do so as part of the study. This created an artificial situation and might have distorted some behavioral data on the SNS. A further limitation pertains to the sample, which mainly consisted of females, students and highly educated persons, and is thus not representative of the general population. Moreover, the items concerning privacy risk likelihood and SNS benefits contained only a limited number of potential negative and positive consequences. It is conceivable that participants anticipated further risks or benefits of using the SNS that were not captured. Since only those who registered for the SNS were also able to participate in the study, future studies should also allow participants to not disclose personal data while still capturing their response behavior. This method could prevent distorted samples and uncover interesting findings. In addition to this point, a further limitation concerns the recruitment, which partially occurred via Facebook and may thus also have distorted the sample. Another issue concerns the measurement of self-disclosure: Some participants disclosed more detailed information than others (e.g., exact date of birth vs. year of birth) and some disclosed false information (real name vs. nickname). However, we did not consider
these differences in the analysis but used a simplified self-disclosure score focusing on the amount of disclosure. This approach, however, might be an oversimplification of behavior which might have distorted results in some respects. Finally, with respect to the external validity of the study, since participants disclosed data in one specific SNS, it is unclear whether the same relationships would be found in different situations.

5.4. Conclusions

The present study contributes to our understanding of online privacy in two ways: First, the findings indicate that shorter privacy policies can increase users’ reading accuracy (while reading time and probably cognitive effort are decreased) and knowledge. This implies that people might be more willing to read shorter privacy policies about a website’s potential privacy costs, which in turn enhances their knowledge. Whereas the GDPR prescribes that policies must be written in an understandable language style, legislators could also think about prescribing shorter versions of privacy policies (possibly in addition to the traditional long ones) since this can support users in terms of information acquisition. Second, an integrative model was tested that was composed of parts of two different approaches and contained factors relevant for online privacy decision-making. Several interesting findings emerged. Factual knowledge about the content of the privacy policies seems to be an important factor for the evaluation of one’s current online privacy level as well as the assessment of privacy risk likelihood. The more participants knew about actual levels of privacy, the more realistic their feeling of privacy was. The subjective perception of privacy led to different perceptions of privacy costs and self-disclosure benefits. This suggests that situational perceptions can impact and distort the weights of anticipated negative and positive consequences of disclosure. Finally, participants disclosed more personal information when they perceived higher benefits of using the SNS. Given the importance of factual privacy knowledge, policy makers should seek ways to increase Internet users’ situational privacy knowledge, as this is related to other factors underlying privacy decisions. According to the findings of the present study, shortened privacy policies represent one such way to better inform website users about situational privacy issues.
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