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Abstract

Federated learning is an effective way of training a machine learning model from data collected by client devices. A challenge is that among the large variety of data collected at each client, it is likely that only a subset is relevant for a learning task while the rest of data has a negative impact on model training. Therefore, before starting the learning process, it is important to select the subset of data that is relevant to the given federated learning task. In this paper, we propose a method for distributedly selecting relevant data, where we use a benchmark model trained on a small benchmark dataset that is task-specific, to evaluate the relevance of individual data samples at each client and select the data with sufficiently high relevance. Then, each client only uses the selected subset of its data in the federated learning process. The effectiveness of our proposed approach is evaluated on multiple real-world datasets in a simulated system with a large number of clients, showing up to 25% improvement in model accuracy compared to training with all data.

1 Introduction

To benefit from the huge volume of data generated by client devices (e.g., mobile phones, smart sensors), federated learning (FL) has been proposed as a way of distributed model training without exchanging raw data, which preserves data privacy and conserves communication bandwidth [8, 12, 14, 16, 25]. In FL, multiple clients participate in model training in a collaborative and coordinated manner. The learning proceeds by iteratively exchanging model parameters between the clients and a server, while each client’s local data are not shared with others.

Existing work on FL mostly focused on model training using pre-defined datasets at client devices. While such scenarios are meaningful, it can be far from practical situations where each client can have a large variety of data which may or may not be relevant to the given FL task, and the relevance is unknown by the system. For example, if the task is to classify handwritten digits, printed digits can be considered as irrelevant data although they may be tagged with the same set of labels (thus difficult for the system to distinguish). Including irrelevant data in the FL process can reduce model accuracy and slow down training. In this paper, we address the following problem: how does a client select relevant data for a given FL task?
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Preprint.
We consider an FL system with a model requester (MR), multiple clients, and a server. An FL task is defined by the MR which provides the model logic (e.g., a specific deep neural network architecture). The MR can be any user device with computational capability, which may or may not be a client or the server at the same time.

We propose a novel method for identifying relevant data at each client for a given FL task. In our proposed approach, the MR has a small set of benchmark data that is used as an example to capture the desired input-output relation of the trained model, but is insufficient to train the model itself. The benchmark data does not need to be shared with the server or other clients directly, only a benchmark model trained on the benchmark data needs to be shared, thus preserving privacy. Using the benchmark model provided by the MR, each client identifies a subset of its data that will be involved in this FL task. Then, FL proceeds, where each client’s local computation is only performed on its selected data. In this way, our approach works in a distributed manner without requiring clients or MR to share raw data.

The performance of our proposed approach is evaluated with extensive experiments. On a variety of real-world datasets with different types of noise (see the definition of “noise” in Section 2), we show that our data selection approach outperforms other baseline approaches even when the MR only has a very small amount of benchmark data. Furthermore, we show that data selection also speeds up the overall FL process.

2 Related Work

FL was first introduced by McMahan et al. [14], which allows multiple client devices to learn a global model while keeping their raw data stored locally. In FL settings, some work has studied the case with malicious clients [1, 4] and servers [23], where both defense and attacking mechanisms are considered. The above body of work focuses on a unified behavior of a client or the server in its entirety, i.e., the entire client/server is either malicious or not. It does not allow the more realistic setting where relevant and irrelevant data (with respect to a particular FL task) coexist at each client.

Relevant and irrelevant data in the training dataset has been considered for centralized machine learning in recent years, where irrelevant data can be regarded as noise for a given machine learning task. Note that, however, noise for one task may be useful data for another task. Different categories of noise have been identified by Wang et al. [22] for supervised learning tasks with a fixed number of (known) classes:

1. Closed-set vs. open-set noise
   - Closed-set noise: Data sample of a known class is labeled as another known class.
   - Open-set noise: Data sample of an unknown class is labeled as a known class.

2. Strong vs. weak noise
   - Strong noise: The number of noisy data samples can exceed the number of clean data samples.

---

1 For example, to classify images of cats of dogs, an image of a dog labeled as a cat is a closed-set noise, an image of an elephant labeled as a dog is an open-set noise, because elephant does not belong to the set of known classes (cats and dogs).
• **Weak noise**: The number of noisy data samples is less than the number of clean data samples.

Among these different types of noise, approaches for model training in the *weak closed-set* noise setting has been most extensively studied [5, 6, 17], and the *strong closed-set* noise setting has been studied by Veit et al. [20], Vahdat [19], and Hendrycks et al. [7]. Very recently, the *weak open-set* noise setting is studied by Wang et al. [22], Yu et al. [26], and Lee et al. [11]. We note that all the approaches that address the strong noise scenario require a small set of clean benchmark data, as we do in our paper. In addition, existing approaches for the open-set setting involve very complex models that need to be trained on the entire dataset even though they only apply to the weak noise scenario, which makes them infeasible for distributed datasets in FL.

In summary, there is a significant gap between the above existing work and the problem we solve in this paper. To the best of our knowledge, none of the following aspects has been studied in the literature: 1) strong open-set noise, 2) data cleansing/filtering in FL with decentralized datasets located at clients. In FL, strong open-set noise can frequently exist in scenarios where only a small portion of the data at each client is relevant to the given task. In this paper, we propose a novel method of filtering the data in a *distributed manner* for FL with *strong open-set noise*, which also works in weak noise and closed-set noise scenarios at the same time.

### 3 System Model and Definitions

We consider an FL system with multiple clients and a server. Each client has its own local dataset with diverse types of data. As described in Section 1, an FL task is initiated by an MR. The MR specifies what model needs to be trained, and also has a small *benchmark dataset* that can be generated by the MR based on its own knowledge of the learning task or via other means, but are deemed to have correct labels for all data in it. However, the amount of benchmark data is usually very small compared to the collection of all clients’ local data and is therefore insufficient for training a highly accurate model, which is why FL involving multiple clients is needed.

Each client may have different amounts of relevant and irrelevant data with respect to an FL task. After the system receives the model training request, a distributed data selection procedure is performed, which is described in details in Section 4. The selected relevant data at each client are then used in the FL process of this task.

In this paper, we assume that the clients are trusted and cooperative. They voluntarily participate in refining the dataset for each task. The noise in the data (with respect to the task) can be due to the following reasons: 1) irrelevance of the data to the task, 2) data mislabeling by the client or by a third-party that provides data to the client, 3) lack of proper representation of data labels in the system (e.g., a label “0” can represent different things depending on the context).

We consider a set of data $\mathcal{D}$ (potentially including noisy data samples) distributed over $N$ clients such that $\mathcal{D} = \bigcup_{n=1}^{N} \mathcal{D}_n$, where $\mathcal{D}_n$ is the dataset located at client $n$. We focus on supervised learning with labeled training data in this paper. The *loss function* of a labeled data sample $(x_i, y_i) \in \mathcal{D}$ is defined as $l(f(x_i, \theta), y_i)$, where $x_i$ is the input to the model, $y_i$ is the desired output (label) of the model, $f(x_i, \theta) = \hat{y}_i$ is the predicted output of the model, and $\theta$ is the model parameter vector. The function $f(x_i, \theta)$ captures the model logic and can be different for different models. The loss function $l(f(x_i, \theta), y_i)$ is an error function in the form of mean squared error, cross entropy, etc.

For an FL task, let $\mathcal{F} \subseteq \mathcal{D}$ denote the set of samples that is selected as relevant to the given task. This set is found by finding the subset $\mathcal{F}_n \subseteq \mathcal{D}_n$ in each client $n$ ($\mathcal{F} = \bigcup_{n=1}^{N} \mathcal{F}_n$) and the
details of this selection process will be given in Section 4. The overall loss of relevant data at client

\[ L_n(\theta) = \frac{1}{|F_n|} \sum_{(x_i, y_i) \in F_n} l(f(x_i, \theta), y_i), \]

where \(| \cdot |\) denotes the cardinality of the set, based on which the global loss across all clients is defined as

\[ L(\theta) = \frac{\sum_{n=1}^{N} |F_n| L_n(\theta)}{\sum_{n=1}^{N} |F_n|}. \]

The goal of FL on the selected data subset \( F \) is to find the model parameter vector \( \hat{\theta} \) that minimizes \( L(\theta) \):

\[ \hat{\theta} = \arg \min_{\theta} L(\theta). \] (1)

The minimization problem in (1) is solved in a distributed manner using standard FL procedure \[14, 21\] that includes the following steps:

1. Each client \( n \) (simultaneously) performs \( \tau \geq 1 \) steps of stochastic gradient descent (SGD) on its local model parameter \( \theta_i \), according to

\[ \theta_n(t) = \theta_n(t - 1) - \eta \nabla L_n(\theta_n(t - 1)) \] (2)

where we consider the number of local iteration steps (between communications with the server) \( \tau \) as a fixed parameter in this paper, and \( \nabla L_n(\theta_n(t - 1)) \) is the stochastic gradient of the loss value computed on a mini-batch of data randomly sampled from \( F_n \).

2. Each client \( n \) sends its new parameter \( \theta_n(t) \) to the server.

3. The server aggregates the parameters received from each client, according to

\[ \theta(t) = \frac{\sum_{n=1}^{N} |F_n| \theta_n(t)}{\sum_{n=1}^{N} |F_n|}. \] (3)

4. The server sends the global model parameter \( \theta(t) \) computed in (3) to each client. After receiving the global model parameter, each client \( n \) updates its local model parameter \( \theta_n(t) \leftarrow \theta(t) \).

The above steps repeat until training convergence. The size of the mini-batch at client \( n \) to compute \( \nabla L_n(\theta_n(t - 1)) \) should be proportional to \( |F_n| \), to ensure that the stochastic gradient is an unbiased estimator of the actual gradient \[18\] and that the number of iterations for a full pass through the data (i.e., an epoch) in \( F_n \) is the same for each client \( n \). In this paper, we use a fixed percentage of \( |F_n| \) as the mini-batch size of each client \( n \), thus different clients may have different mini-batch sizes depending on \( |F_n| \).

4 Data Selection

Data selection is performed at the beginning of each FL task, before the distributed model training process (i.e., Steps 1–4 in Section 3) starts. The goal is to filter out noisy data samples to the specific FL task. The filtering process is decentralized, where each client performs the filtering operation on its own dataset and only exchanges a small amount of meta-information with the server.
The main idea is that the MR first trains a benchmark model (of the same type as the final model requested by the MR) using only a subset of the benchmark data owned by the MR. To determine relevance, each client $n$ evaluates the loss $l(f(x_i, \theta), y_i)$ for each data sample $(x_i, y_i) \in \mathcal{D}_n$ using the benchmark model. By comparing the distribution of loss values of clients’ data samples and a held-out set of benchmark data (that was not used for training the benchmark model), we determine a threshold; data samples with loss higher than the threshold are seen as noise and excluded from this FL task.

Figure 1 shows the overall data selection process involving the MR, server, and clients, including the following steps:

a) The MR builds (trains) the benchmark model using a small benchmark dataset without noise (Steps 1 and 2). It then calculates a distribution of loss values given by the benchmark model on the held-out benchmark data.

b) Each client evaluates its own dataset against the benchmark model, and creates a set of loss values computed on all its data samples (Step 3).

c) The server merges the sets of loss values from all clients, and compares the distribution of clients’ loss values against the distribution of loss values of the benchmark dataset (computed by the MR), to calculate the filtering threshold (Steps 4 and 5).

d) Each client filters out noisy data samples in its dataset using the filtering threshold (Step 6).

Note that this process is performed without transmitting raw data at the MR/clients to the server; only a benchmark model and the losses are exchanged, hence suitable for FL settings. In the following, we begin the detailed description of this filtering process by formally establishing its objective.

---

2 Note that training the benchmark model is usually less computationally intensive than training the final model using FL, because the benchmark dataset size is usually small. Therefore, we assume that the benchmark model can be trained by the MR on its own.
4.1 Objective

Assume an MR wants to train a classifier able to recognize the classes (labels) defined in a label set $C$ and has a set of benchmark data $B$ which only contains a small number of examples correctly labeled from each of the categories defined in $C$; typically $|B| \ll |D|$. For example, an MR whose focus is on recognizing images of cats and dogs will provide a few correctly labeled examples representing cats and dogs, and $C = \{\text{dog, cat}\}$ is implicitly defined.

Our overall goal of data selection is to find the subset $F \subseteq D$, such that the testing loss function evaluated on classes defined by $C$ is minimized:

$$
\min_{F} \sum_{(x_i, y_i) \in T} l(f(x_i, \hat{\theta}); y_i)
$$

where the test dataset $T = \{(x_i, y_i) : y_i \in C\}$ is a held-out dataset, separated from the training dataset $D$ and the benchmark dataset $B$ (i.e., $T \cap D = \emptyset$ and $T \cap B = \emptyset$), and $\hat{\theta}$ is the parameter vector of the model obtained from (1).

Figure 2 shows an example of a noisy dataset $D_1$, a benchmark dataset $B$ owned by the MR, and the ideal subset $F_1$, obtained using our proposed filtering method.

4.2 Training Benchmark Model

First, the benchmark dataset $B$ is divided into a training set $B_{\text{train}}$ and a test set $B_{\text{test}}$ (Step 1 in Figure 1) such that $B_{\text{train}} \cap B_{\text{test}} = \emptyset$. Then, the benchmark model is trained using $B_{\text{train}}$, whose parameter $\theta_B$ is obtained by minimizing the following expression using a model training process, e.g., SGD (Step 2):

$$
\theta_B = \arg \min_{\theta} \frac{1}{|B_{\text{train}}|} \sum_{(x_i, y_i) \in B_{\text{train}}} l(f(x_i, \theta), y_i)
$$

4.3 Finding Loss Distribution Using Benchmark Model

The model parameter $\theta_B$ is used to find two sets of loss values (Figure 1, Step 3), evaluated on $B_{\text{test}}$ and $D_n$ respectively:

$$
V = \{l(f(x_i, \theta_B), y_i) : \forall (x_i, y_i) \in B_{\text{test}}\}
$$

$$
P_n = \{l(f(x_i, \theta_B), y_i) : \forall (x_i, y_i) \in D_n\}.
$$

Note that $V$ is obtained by the MR from $B_{\text{test}}$, and each $P_n$ is obtained from $D_n$ by each client $n$. Then, $V$ and all $P_n$’s are sent to the server, and $\{P_n\}$ is combined to obtain the loss value set of all clients’ data (Step 4), i.e., $P = \bigcup_{n=1}^{N} P_n$. 
The set $V$ provides a reference distribution of loss values, against which the relevance of the data samples at each client $n$ is assessed. Intuitively, we assume that the smaller the individual loss value $l(f(x_i, \theta_B), y_i)$ is, the more $(x_i, y_i)$ will fit to the benchmark model defined by $\theta_B$, hence being more likely relevant to the learning task under consideration.

### 4.4 Calculating Filtering Threshold in Loss Values

We use $V$ as a benchmark distribution of acceptable range of individual loss values for data samples in $D$. In other words, we assume that data samples, whose loss values evaluated with the benchmark model are within an “acceptable” range in the distribution of $V$, have a high probability to be relevant to the learning of the target model. Inversely, if a sample has a loss value out of this acceptable range, there is a high probability that this sample will either corrupt the model training or just be irrelevant.

The goal is then to find a good threshold in the loss value to determine which data samples to include in the set of relevant (not noisy) data $F_n$. Note that this can be seen as outlier detection, where the outliers are defined as the irrelevant data samples with respect to the target model, and their detection is performed in the 1-dimensional space of loss values mapped from the original data space via the benchmark model. Note also that we defined $V$ as the set of loss function values evaluated on $B_{test}$ and not $B_{train}$, to avoid loss values over-fitted to the subset of benchmark data used for training.

Our approach of detecting the outliers (i.e., noisy data) is to use $V$ as a mask to find an upper limit of acceptable loss values via a statistical test that compares the distribution of $V$ and $P$. More specifically, let us denote the empirical CDF (Cumulative Distribution Function) of $V$ and $P$ by $F_V$ and $F_P$, respectively; that is, $F_V(x) = \Pr\{X \leq x : X \in V\}$ and $F_P(x) = \Pr\{X \leq x : X \in P\}$. We further denote by $P_{F_V}^\lambda$ the conditional CDF of $P$ such that $F_{P_{F_V}^\lambda}(x) = \Pr\{X \leq x | X \leq \lambda : X \in P\}$. Note that, we call this conditional CDF the “truncated” CDF as the maximum range of values is truncated down to $\lambda$, i.e., $F_{P_{F_V}^\lambda}(x) = 1$ if $x \geq \lambda$, and $F_{P_{F_V}^\lambda}(x) = F_P(x)/F_P(\lambda)$ if $x < \lambda$.

Given $\lambda$, we define the distance $G$ between the two distributions $F_V$ and $F_{P_{F_V}^\lambda}$ by the Kolmogorov-Smirnov (KS) distance $[13]$, which is often used to quantify the distance between two CDFs. Specifically, $G(F_V, F_{P_{F_V}^\lambda}) = \sup_x |F_V(x) - F_{P_{F_V}^\lambda}(x)|$.

Then, we calculate our threshold in loss values, denoted by $\lambda^*$, that minimizes $G$, that is:

$$\lambda^* = \arg \min_{\lambda} G(F_V, F_{P_{F_V}^\lambda}). \quad (8)$$

Figure 3 illustrates this process with an example. Given the unconditional CDFs $F_V(x)$ and $F_P(x)$ in Figure 3a, the distances between $F_V(x)$ and the truncated CDF $F_{P_{F_V}^\lambda}(x)$ for different values of $\lambda$ are shown in Figures 3c, 3d, and 3e. In this example, $\lambda^* \approx 4.8$ because it minimizes the KS distance between $F_V$ and $F_{P_{F_V}^\lambda}$, as shown in Figure 3b.

### 4.5 Local Selection of Data by Clients

After computing $\lambda^*$ according to (8), the server sends $\lambda^*$ to all the clients. Then, each client $n$ makes the selection of relevant data locally (Step 6 in Figure 1):

$$F_n = \{(x_i, y_i) \in D_n : l(f(x_i, \theta_B), y_i) \leq \lambda^*\}. \quad (9)$$

Once the selection is made locally for every client, the standard FL process starts, where each client $n$ performs SGD on the selected data $F_n$. As explained in Section 3, the mini-batch size is
adapted according to the size of $F_n$. In the extreme case where a client has no data of interest to an FL task, the mini-batch size for this client will be 0 and this client is excluded from the FL task under consideration.

5 Experimentation Results

5.1 Setup

We conduct experiments in an FL system with a large number of simulated clients ($N \geq 100$).

5.1.1 Datasets

We use seven image datasets as listed in Table 1 which can be grouped into three categories. The first two datasets represent digits (0–9): MNIST [10] for handwritten digits and SVHN [15] for street-view house numbers. The next two datasets contain images of English characters and digits.
(`a`-`z`, `A`-`Z`, and `0`-`9`): FEMNIST \[2\] for handwritten ones, and Chars74K \[3\] for a mix of characters obtained from outdoor images, hand-written characters, and computer fonts. The last three datasets represent images of various objects: FASHION \[24\] for fashion items, and CIFAR-10 and CIFAR-100 \[9\] for different types of objects (e.g., vehicles, animals).

### 5.1.2 Data Partition Among Clients

We partition data into clients in a non-i.i.d. manner as in realistic FL scenarios. For FEMNIST which is already partitioned by the writers, we consider the images from each writer as belonging to a separate client. For all other datasets, the data are distributed into clients so that each client has only one class (label) of data from that dataset. The clients and labels are associated randomly, so that the number of clients for each label differ by at most one. For all clients with the same label, the data with this label are partitioned into clients randomly. When multiple datasets are mixed together (the open-set noise setting), different clients have different proportions of samples from each dataset, resulting in different amount of data samples in total. We have \(N = 370\) clients in any experiment involving FEMNIST which is obtained using the default value in FEMNIST for non-i.i.d. partition.\[3\] For experiments without FEMNIST, we assume \(N = 100\) clients.

### 5.1.3 Noisy Data

Open-set noisy data are constructed by adding data from other datasets as noise to a given “target” dataset (i.e., the clean dataset for the model being trained in the task). We mix the noisy data samples to the target dataset, and preserve their labels in the mixed dataset.\[4\] For example, we sample some data from SVHN (acting as noise, with labels 0–9) and add them to MNIST (acting as the target dataset, with labels 0–9) while keeping the same label, e.g., data with label 0 in SVHN is mixed only with data with label 0 in MNIST. Even if the number of labels in the noise dataset is different from that of the target dataset, we apply the noise only to the labels that are common to both datasets; e.g., CIFAR-10’s data with 10 labels are added to the corresponding first 10 classes of FEMNIST, or CIFAR-100’s first 62 classes of data are mixed to the corresponding classes of FEMNIST. Additionally, in order to mix different datasets and train them together, we transform the open-set noise data such that their dimensions are the same as that of the target dataset (e.g., when training a classifier for SVHN with MNIST as noise, we transform MNIST to color images, and resize them to 32 × 32 pixels).

In closed-set noise settings where the noise and the clean data both belong to a single dataset, which can be seen as a special case of the open-set noise setting, a subset of the dataset is mislabeled from one class to another.

### 5.1.4 Benchmark Data

The benchmark dataset used to build the benchmark model is obtained by sampling a certain percentage of data from the original (clean) datasets. For all datasets other than FEMNIST, the benchmark dataset is sampled randomly from the training data. For FEMNIST, which is pre-partitioned, the benchmark dataset only includes data from a small subset of partitions (clients) corresponding to individual writers.

---

\[3\] https://github.com/TalwalkarLab/leaf/tree/master/data/femnist

\[4\] This is a common practice for simulating open-set noise \[7, 22\].
5.1.5 Model and Baseline Methods

We use a convolutional neural network (CNN) as the classifier for all experiments. The CNN architecture is the same as the one used by Wang et al. [21]. After data selection, we perform FL where each client $n$ only uses its selected data $\mathcal{F}_n$ (see Section 4), using SGD with learning rate $\eta = 0.01$, number of local updates $\tau = 10$, and a mini-batch size of 8% of $\mathcal{F}_n$ for each client $n$ (see Section 3).

To evaluate our data selection method, we consider three baseline methods for comparison: (i) model trained only on the small benchmark dataset (referred to as the benchmark model), (ii) model trained with FL using only the target dataset without noise at each client (i.e., the ideal case), and (iii) model trained with FL using all the (noisy) data at clients without data selection. For these baseline methods, we use the same training parameters as above.

5.2 Results

5.2.1 Data Selection Performance (Different Types of Noise)

We first conduct experiments with different types of noise: (i) open-set noise from datasets in the same category, (ii) open-set noise from a different category, and (iii) closed-set noise in the same dataset. In particular, we use FEMNIST as the target dataset, and mix Chars74k into it as the same-category open-set noise, and CIFAR-100 as the different-category open-set noise. In both cases, we produce the data in a 1:1 target to noise ratio in terms of the number of samples. For the closed-set noise, we mislabel samples that have labels from 0 to 31 by adding +2 to the true label, in 75% of the clients, resulting in approximately 37.5% of the total dataset being mislabeled. The benchmark dataset is generated by sampling up to 5% of FEMNIST (see Section 5.1.4).

Figure 4 shows the accuracy achieved by the four models (obtained by our method and the three baselines) on the test data when they are trained with the above three noisy data settings. The performance of the benchmark model is shown as a constant in Figure 4 (and also in Figure 6 later), because it is trained at the MR before FL starts. We see that, in all cases, our approach always performs very close to the ideal-case baseline (“FEMINIST only”), and significantly better than the benchmark model and the one trained with the entire dataset with both target and noise. This shows the robustness of our approach to both open-set and closed-set noise.

Figure 5 shows the results of repeating the same experiments but with the amount of benchmark data varied from 1% to 5% of the original dataset. The results, shown as the accuracy on the test data when FL has converged, clearly indicate that the model built with our data selection method performs very close to the ideal-case baseline, while outperforming the other two baselines (benchmark model and noisy data model), for all sizes of the benchmark dataset. We also see that the performance of the benchmark model increases with the (clean) benchmark dataset size as expected, while the performance of our approach remains nearly constant. This shows that our approach works well even with a very small amount of benchmark data (such as 1% of the original data).

\footnote{We observe similar results from other combinations of target and noise datasets, which are omitted in this paper for brevity.}
Figure 4: Classifying FEMNIST under different types of noise, when the amount of benchmark data is 3% of the original data.

(a) Noise: CHAR-74
(b) Noise: CIFAR-100
(c) Noise: Closed-set

Figure 5: Varying size of benchmark data when classifying FEMNIST under different types of noise.

(a) Noise: CHAR-74, Target: FEMNIST
(b) Noise: CIFAR-100, Target: FEMNIST
(c) Noise: Closed-set, Target: FEMNIST

Figure 6: Strong open-set noise scenario, when the amount of benchmark data is 3% of the original data.

(a) Target: SVHN
(b) Target: FASHION

Figure 7: Varying size of benchmark data with strong noise.
5.2.2 Data Selection Performance (Strong Noise)

We then conduct experiments to assess our data selection method when we further increase the level of the noise such that 75% of the training data are noise. Figure 6 shows the results (testing accuracy) for the cases when (i) SVHN is the target dataset with CIFAR-10, MNIST, and FASHION as noise (Figure 6a), and (ii) FASHION is the target dataset with CIFAR-10, SVHN, and MNIST as noise (Figure 6b). Additionally, Figure 7 shows results for varying sizes of benchmark dataset.

The overall trend in the performance is similar to what is observed with mild noise levels in Figures 4 and 5. Our approach achieves a model accuracy very close to the ideal-case baseline, while significantly outperforming the case without data selection. The benchmark model in this case performs reasonably well, too, since a relatively small amount of training data for these two target datasets (SVHN and FASHION) is generally sufficient to train a model achieving good accuracy. However, as observed in Figure 7, the benchmark models still suffer when the benchmark dataset is very small, whereas our data selection method performs well, indicating that our method enables effective FL even under strong noise levels and small benchmark dataset.

We also compare the average completion time of an FL “cycle” with and without our data selection approach, using SVNH as the target dataset as in Figures 6a and 7a. Here, a cycle of FL is defined as the time duration for all the clients $n = 1, 2, \ldots, N$ to download the model parameter vector $\theta_n^{(k)}(t)$, compute $\tau$ steps of model update according to (2) on local data, and upload the new $\theta_n^{(k)}(t + \tau)$ to the server. We study the time of a cycle using real measurements of the computation time on Raspberry Pi 4 devices and simulated transmission times (for sending model parameters between clients and server) under different communication bandwidths. The results are shown in Figure 8. We see that data selection also reduces the training time, because by having only a subset of relevant data involved in each task, the mini-batch sizes at clients are smaller than involving all the data at clients, as we use a variable mini-batch size equal to a fixed percentage of the data size (see the discussion in Section 3). Note that even if we fix the mini-batch size, the overall time for each client to make a pass over all its data (i.e., one epoch) is still shorter when using data selection.

6 Conclusion

In this paper, we have considered a challenge in FL where each client may have various types of local data with noisy labels. To overcome this challenge, we have proposed a method for selecting the subset of relevant data to be involved in an FL task. Through extensive experimental analysis using multiple real-world datasets, we have demonstrated the effectiveness of our data selection
method in strong open-set noise setting, and its advantages over multiple baseline approaches.
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