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Abstract In recent years, with the rapid growth of Internet data, the number and types of scientific and technological resources are also rapidly expanding. However, the increase in the number and category of information data will also increase the cost of information acquisition. For technology-based enterprises or users, in addition to general papers, patents, etc., policies related to technology or the development of their industries should also belong to a type of scientific and technological resources. The cost and difficulty of acquiring users. Extracting valuable science and technology policy resources from a huge amount of data with mixed contents and providing accurate and fast retrieval will help to break down information barriers and reduce the cost of information acquisition, which has profound social significance and social utility. This article focuses on the difficulties and problems in the field of science and technology policy, and introduces related technologies and developments.
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1 Introduction

In recent years, with the rapid growth of information data in the Internet, the number and types of scientific and technological resources are also rapidly expanding[1], but the increase in the number and category of information data sometimes increases the cost of information acquisition. For any individual's value standard, the disorganized data means that a large amount of, or even most of the information is not of interest to it, which also means that it takes more time to identify valid information from it. Taking technology-based enterprises as an example, in addition to general papers, patents, etc., policies related to science and technology or that support the development of their industries should also belong to a type of scientific and technological resources. However, such resources are mixed with a large number of other irrelevant policy data. It increases the acquisition cost and difficulty of technology companies. Extracting valuable scientific and technological resources from a huge amount of data with mixed contents and providing accurate and fast retrieval will help to break down information barriers, eliminate information gaps, and reduce information acquisition costs. It has profound social significance and research value.

Policy resources usually come from multiple fields and different disciplines, and the characteristics of multiple data sources lead to inherent difficulties in collecting and obtaining policy resources. For different information sources on the Internet, this means that the collection rules to be set are also different, and a general strategy needs to be designed to solve the problem of labor costs. In addition to the initial collection of web page data, the content of the body of the web page is more important. The content of the body of the web page is the main body of policy resources. Accurate text extraction capability is not only a means of obtaining policy resources, but also the premise of subsequent model algorithm training and learning. The text extraction technology of web
token types, and the difference of the value will affect the extraction effect, which is not very good in actual performance. In 2003, Microsoft Research Asia proposed a visual representation-based web content structure analysis method - VIPS algorithm\(^7\), combined with the DOM tree to process the page\(^8\)\(^9\). On the basis of this algorithm, there is an algorithm combining the improved Hidden Markov Model to realize Web information extraction \(^10\). The webpage text extraction algorithm based on the VIPS algorithm has better performance when facing webpages with a single visual form and a large difference in the code structure level. However, such algorithms require a page to be completely rendered before analysis and extraction can be performed, which consumes a large amount of resources.

Another idea of page text extraction is template-based extraction algorithm\(^11\). The core idea of this kind of algorithm is to assume that web pages are constructed using the same or similar templates, so the same or similar parts between pages are non-text, while pages The part with a large difference is the main text\(^12\)-\(^14\). In practice, it can also be combined with the URL to determine whether the web pages to be extracted have the same structure. However, such algorithms are more suitable for modeling a single data source to achieve content extraction. When faced with multiple data sources, it is very inflexible. If the extraction code is written separately for each data source, it is labor-intensive, and once the website of the target data source is updated or revised, the old algorithm needs to be re-modified.

At present, the best and widely used methods of extraction are generally to use the information of HTML pages to design heuristic strategies for extraction, these heuristic strategies include: text density, synthetic text density, label ratio, path ratio\(^15\) and so on. The paper\(^16\) defines text density as the ratio of all words within a label to the number of all labels. The paper\(^17\) proposes an entropy-based information content density algorithm. The paper\(^18\) proposes a paragraph extractor to cluster HTML paragraph tags and local parent titles to identify main content in news articles. Such algorithms generally use heuristic functions to calculate and score label nodes as the extraction criteria. However, such algorithms often use a single strategy and need to manually determine the threshold, which is not highly adaptable in the face of multiple data sources. The paper\(^19\) proposes an adaptive extraction algorithm based on decision tree to solve this problem, extracts features from each node of the DOM tree, and uses the decision tree algorithm for binary classification judgment. However, this method has many pre-assumptions, such as Only leaf nodes are considered, and only fewer HTML tags are considered.

3 Text Feature Representation and Classification Methods of Science and Technology Policy Resources

Computers cannot understand text data directly, so it is necessary to encode text data features into a form that computers can understand. Feature extraction and representation of text data is an important part of text mining, and there are many studies and theories. TF-IDF is a weighting technique that uses statistical methods to extract keywords. It calculates the importance of a word in the entire corpus by measuring term frequency (TF) and inverse document frequency (IDF). Filter some common but irrelevant words while retaining important words that affect the entire text. TD-IDF often has good performance and performance, but it also has some shortcomings, such as not considering the order in which the symbols appear in the text collection, and cannot reflect the position information of the symbols, etc., and a word with a slight morphological change will also be recognized
is costly. The most important thing in applying deep learning to solve large-scale text classification problems is to solve text representation, and then use network structures such as Convolutional Neural Networks (CNN)\cite{40}/Recurrent Neural Networks (RNN)\cite{41} to automatically obtain feature expression capabilities. Eliminate cumbersome manual feature engineering and solve problems end-to-end. Mikolov proposed the use of FastText for efficient text classification in 2016\cite{42}. The principle is to average all word vectors in the sentence, and then directly connect to the softmax layer, while adding some n-gram feature skills to capture local sequence information\cite{43}. FastText does not consider word order information, and the capture of local sequence information is insufficient. CNN initially achieved great success in the field of images, the core of which is that it can capture local correlations, which can be used to extract key information similar to n-grams in sentences in text classification tasks. Although TextCNN has good performance in many tasks, CNN has the problem of fixed filter_size field of view. On the one hand, it cannot model longer sequence information, and on the other hand, hyperparameter adjustment is very cumbersome. Therefore, Recurrent Neural Neural (RNN) has become a more commonly used technology. RNN can better express context information, and Bi-directional RNN can capture variable-length and bidirectional n-gram information in text classification tasks. The literature\cite{44} describes the design of RNNs for classification problems. In recent years, the development of text classification has continued. There is a text classification method TextRCNN\cite{45} that uses a recurrent convolutional neural network to improve TextCNN; CharCNN\cite{46} uses a character-level convolutional neural network\cite{47} for classification; HAN\cite{48} uses a method to obtain attention weights, used to identify and classify important words for classification; TextGCN\cite{49} proposes to do text classification based on graph neural network\cite{50}, using the entire dataset/corpus to build a large heterogeneous graph, the graph contains two types of nodes, one is the document node (text to be classified), the other is word nodes (all deduplicated words in the dataset/corpus), and uses a graph convolutional network to jointly learn word and document embeddings.

4 Text Matching and Retrieval of Science and Technology Policy

Accurate query is inseparable from the measurement of semantic similarity of text\cite{51}, which can also be called semantic matching. Traditional text matching technologies include BoW\cite{52}, TF-IDF\cite{53}, BM25\cite{54}, Jaccard\cite{55}, SimHash and other methods, which can mainly solve the matching problem at the lexical level, but are difficult to deal with the limitations of word meaning and structure. With the rapid development of the field of deep learning, more and more researches have been devoted to applying deep neural network models\cite{56} to natural language matching tasks in recent years, thereby reducing the cost of feature engineering. From the perspective of the development of matching models, they can be divided into single-semantic models\cite{57}, which encode two sentences and calculate the similarity without considering the local characteristics of the phrases in the sentences; multi-semantic models\cite{58-60}, which interpret sentences to be matched from multiple granularities, considering Local features such as words and phrases; matching matrix model, considering the pairwise interaction of the sentences to be matched, and extracting features with a deep network after the interaction, which can obtain deeper relationships between sentences. From the essence of matching models, they can be divided into two types: representational and
configurability of multi-data source index by means of XML configuration to solve the problem of unified retrieval of multi-data sources. The literature[73] designs an efficient way to build Boolean queries based on Lucene.

Because search tasks are often carried out in massive corpora, the processing power of single or multi-machine cannot meet the needs of efficient retrieval, and distributed retrieval services are becoming more and more popular. Lucene-based distributed search engine servers Solr and ElasticSearch provide powerful retrieval capabilities through mechanisms such as distributed indexing, load balancing, and failover and recovery[74-76]. The literature[77] designs a distributed intelligent search system based on ES, and builds an intelligent recommendation function on this basis.

5 Conclusive

In view of the characteristics of scientific and technological resources in the policy field under the scenario of big data of science and technology, this paper summarizes related technologies and progress from three aspects: The data structure of science and technology policies is inconsistent, and the data extraction methods of relevant pages are summarized to achieve unified extraction of multi-source policy data; Data features of texts, summarizing related text feature expression methods and text classification techniques; Summarizing related similarity calculation methods and ranking learning methods for the features of scientific and technological policy resources obtained by extraction and mining.
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