QGP modification to single inclusive jets in a calibrated transport model
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ABSTRACT: We study inclusive jet suppression and modifications in the quark-gluon plasma (QGP) with a transport-based model. The model includes vacuum-like parton shower evolution at high-virtuality, a linearized transport for jet-medium interactions, and a simple ansatz for the jet-induced hydrodynamic response of the medium. Model parameters are calibrated to nuclear modification factors for inclusive hadron $R_{h}^{AA}$ and single inclusive jets $R_{j}^{AA}$ with cone size $R = 0.4$ in 0–10\% central Au-Au and Pb-Pb collisions measured at the RHIC and LHC. The calibrated model consistently describes the cone-size dependent $R_{j}^{AA}(R)$, modifications to inclusive jet fragmentation functions and jet shape. We discuss the origin of these modifications by analyzing the medium-induced jet energy flow in this model and elucidate the interplay of hard parton evolution and jet-induced medium response. In particular, we demonstrate that the excess of soft hadrons at $p_T \sim 2\text{GeV}/c$ in jet fragmentation function and jet shape at large $r = \sqrt{\Delta \eta^2 + \Delta \phi^2}$ are consequences of both soft medium-induced gluon radiation and jet-induced medium excitation.
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1 Introduction

Jets produced in nuclear collisions probe the properties of the color-deconfined quark-gluon plasma (QGP). Strong final-state jet-medium interactions suppress the yield of jets as well as high-\(p_T\) hadrons. This phenomenon, known as the “jet quenching”, is among the key signatures of the formation of the QGP [1–4] and is also used to determine the stopping power of QGP to colored particles [5–9]. Besides yield suppression, measurements of modifications to jet constituents and internal structures have become available in recent
years at both the RHIC and the LHC energies [10]. It is therefore important to develop a consistent theoretical picture to understand the suppression patterns of jets and hadrons and the modified jet internal structure [11–19], which requires the modeling of microscopic parton-medium interactions.

Conceptually, interactions between energetic jet partons and medium constituents fall into two categories: elastic collisions between the jet and medium partons and the medium-induced parton splittings. The formula for a single medium-induced parton splitting [20–27] has been known for decades, and energy loss due to elastic collisions has also been studied in both weakly-coupled [28–35] and strongly-coupled field theory [36]. Applying these theoretical inputs to jet phenomenology in the dense QGP medium, one needs to include multiple interactions, which has led to the use of different evolution equations. For example, many studies use DGLAP-like QCD evolution equations with medium-modified evolution kernels or equations derived from high energy effective theory including medium effects [37–41]. Other studies focus on the role played by color coherence and decoherence among subsequent parton branchings [42–47]. In this work, we take another widely used approach based on transport equations from kinetic theory [48–55]. In this approach, multiple radiations and collisions are included as the time-evolution of a rate equation as governed by the Boltzmann-type transport equation. The first goal of this work is to develop a simulation procedure around a previously developed linearized partonic transport model LIDO [56]. This simulation procedure will be referred to as “a transport-based model” in this paper.

Given the premise of using a transport equation for the jet-medium interaction, we are confronted with two problems in the modeling.

The first problem concerns the exposure of the scale-dependent partonic contents of jets to medium effects during the scale evolution from the hard scale \( Q \sim p_T^{\text{hard}} \) to \( Q_0 \gtrsim \Lambda_{\text{QCD}} \). In a series of studies [42–47, 57, 58], effects of color coherence and decoherence are found to be important in this process. It is found that the single-particle energy loss, as assumed in transport equations, only occurs for two branching partons that travel in a large color-deconfined medium with large opening angles so that they quickly lose color coherence and evolve independently. The resultant boundary between the vacuum-like parton shower and the transport equation becomes complicated as the phase-space of subsequent emissions are correlated. A full treatment of color decoherence in a dynamic medium will require the development of specialized parton shower programs in the future. Due to these difficulties, we choose to adopt the so-called “modular approach” to separate high-virtuality parton shower and the single-parton transport [51, 59]. In this modular approach, one chooses a matching virtually scale \( Q_0 \) below which transport equations start to apply, which are developed for almost on-shell (low virtuality) particles.

The particular choices of the scale \( Q_0 \) vary. Studies that applied the Linearized Boltzmann Transport (LBT) model [53–55, 60], included the full vacuum shower before switching to the transport description, i.e., the transition was made at the same scale as the minimum evolution scale in p-p collisions. The study using the MARTINI event generator explored two scenarios [51]. One scenario includes the full evolution of the vacuum parton shower before the onset of medium effects and the other scenario uses a formation-time argument.
to motivate the choice of matching scale $Q_0 \sim \sqrt{p_T/\tau_0}$, where $\tau_0$ is the initial proper time of hydrodynamic evolution of the medium. It was found that different matching procedures affect the phenomenological choice of the effective jet-medium coupling constant. In a series of recent works [18, 61], the authors carefully explored the phase-space boundaries between vacuum-like and medium-induced emissions in a finite and static medium. The matching scale between high-virtuality vacuum-like emissions and the medium-induced emissions are motivated by the momentum broadening $Q_0 \sim (\hat{q}E)^{1/4}$ obtained using the multiple-soft collision approximation. The aforementioned studies assume that the scale evolution of the parton is either unmodified by the medium or only restricted in emission phase-space. Other models, such as the MATTER event generator [62], include medium-modified splitting functions into the DGLAP-type evolution equation according to a higher-twist approach [63–65]. The MATTER model has been combined with either LBT or MARTINI transport models in the JETSCAPE framework [59, 66, 67]. The dependence of model predictions on choices of $Q_0$ was studied [59, 68, 69].

In this work, we treat $Q_0$ as a single parameter separating unmodified vacuum-like shower and low-virtuality transport equation. Despite $Q_0$ is tunable, we expect that the physical value of $Q_0$ should be comparable to the momentum broadening $\sqrt{\langle k^2 \rangle}$ acquired during the formation time of emissions in the QGP medium. We will argue that in a fast expanding medium, typical values of $\langle k^2 \rangle$ are relatively insensitive to the parton energy and are mainly determined by medium properties. Therefore, it is reasonable to use a single matching scale $Q_0$ for all partons.

For partons going out of the QGP fireball, QGP modifications vanish and we apply the vacuum-like evolution again, neglecting jet interactions with the hadronic matter. However, one should note that this procedure is contradictory to the current cross-over picture of the phase transition at small baryon chemical potential, where medium properties are continuous across $T_c$. Moreover, a recent study indicates substantial interactions between high-$p_T$ pions and the hadronic matter near $T_c$ [70]. We will leave the study of jet modifications in the hadronic phase to future works.

The second problem is that a transport equation is only applicable for well-defined quasiparticles. In the QGP medium, only hard particles with energy much greater than the temperature of the medium ($E \gg T$) can be identified as good quasiparticles, including both hard partons from partons showers as well as recoiled medium partons that acquire a large momentum in the collision with a jet parton. However, the change in the dynamics of the soft medium in response to the passing of a jet is beyond the scope of the linearized partonic transport equation with weakly-coupled interactions. The perturbed medium consists of particles with thermal momentum $p \sim O(T)$ and its dynamics are better modeled in a hydrodynamic approach. Models that couple a transport model to hydrodynamic [60, 71], models based on instant thermalization [72] and linearized hydrodynamic response [73], and methods of including medium recoil particles [53, 74] have been used to address such a problem. In this work, we will develop a simple ansatz to model
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1For multiple-soft collision approximation of jet-medium interaction in a static medium, this is $Q_0 \sim (\hat{q}E)^{1/4}$.
the hydrodynamic-like response of medium, including the freeze-out of particles. We use a single term “jet-induced medium response” to refer to both the hydrodynamic-like response of soft medium dynamics and the hard recoiled medium partons.

We will introduce this transport-based model in detail in section 2, including a review of the LIDO transport model and our approach for addressing the above-mentioned problems. For reliable predictions with quantified uncertainty, we will perform a Bayesian model calibration of the model parameters to the inclusive jet and hadron suppressions in central nuclear collisions at both the RHIC and the LHC. This also tests the model’s ability to describe both jet and hadron suppression simultaneously. In section 4, using the calibrated model, we analyze the energy flow induced by jet-medium interactions in the two-dimensional space \((p_T, r)\) and \((z_{\text{jet}}, r)\), where \(p_T\) is the transverse momentum of a particle, \(r\) is the radial distance between the particle and the jet,

\[
r = \sqrt{(\phi - \phi_{\text{jet}})^2 + (\eta - \eta_{\text{jet}})^2},
\]

and \(z_{\text{jet}}\) is the longitudinal momentum fraction of particles relative to the transverse momentum of the jet \(p_T^\text{jet}\),

\[
z_{\text{jet}} = \frac{p \cdot p_T^\text{jet}}{(p_T^\text{jet})^2} \approx \frac{p_T \cos(r)}{p_T^\text{jet}}.
\]

Mapping out this energy flow and differentiating effects from different transport mechanisms help to interpret our prediction on jet modifications. Qualitatively, medium-induced radiations predominantly transfer energy from high-\(z_{\text{jet}}\) to low-\(p_T\) particles, while elastic collisions and jet-induced medium response carry energy to large angles. In section 5, we predict modifications to jet fragmentation functions and jet shape as well as the cone-size dependence of jet suppression using the calibrated model. We try to identify different energy transport mechanisms in these modifications, which provides a deeper understanding of jet-medium interaction. Finally, we summarize in section 6 our results and comment on the jet transport parameter determined in this work.

2 A transport-based model for jet evolution in nuclear collisions

In this section, we introduce the jet evolution model that has been outlined in the introduction. It involves three stages of evolution:

1. The initial hard processes of jet production and vacuum-like evolution of parton shower from \(Q \sim p_T^{\text{hard}}\) to \(Q = Q_0\) is modeled by Pythia8.

2. The initial jet shower parton production is followed by partons-medium interactions, which are treated in a previously developed linearized partonic transport model LIDO. Meanwhile, jet partons excite the medium in two ways: medium partons that acquire a hard recoiled momentum in collisions with jet partons; the perturbed soft medium partons seed a linearized hydrodynamic-like response. The subsequent evolution of the hard recoil partons is also treated by the transport equation. Together, hard recoils and the hydrodynamic response are termed as jet-induced medium excitation.
3. A stage of vacuum evolution of parton shower starting from the virtuality scale acquired in the last parton radiation $k_{\perp,\text{final}}$ to $\Lambda_{\text{QCD}}$ occurs outside the QGP medium. It is followed by hadronization and particle decays. This stage is again modeled by Pythia8.

We will discuss models for each stage in detail and the matching procedures between them. Besides, the soft QGP medium evolution is described by a 2+1D viscous hydrodynamics with event-averaged initial conditions. Due to the lack of event-by-event fluctuations and longitudinal evolution, we only focus on midrapidity observables in most central nuclear collisions at the RHIC and the LHC and will do not compute momentum anisotropies of jet and hadron in this paper. Details of the medium evolution model can be found in appendix A.

2.1 Jet evolution in vacuum and initialization of transport equation

We use the Pythia8 event generator [75] with ATLAS A14 central tune [76] to sample initial hard scatterings and generate the initial parton showers. The proton parton distribution function (PDF) in Pythia8 takes the leading order CTEQ1 PDF [77], and the nuclear PDF takes the leading-order EPS09 parametrization [78].

The initial parton radiations are ordered in decreasing virtuality, which is just the transverse momentum of the radiated particle in this case. In proton-proton collisions, the scale $Q$ starts from that of the initial hard collision $p_T^{\text{hard}}$ down to a cut-off scale, which is close to $\Lambda_{\text{QCD}}$. In nuclear collisions, we have argued that the high-virtuality vacuum-like evolution should be stopped at the scale $Q_0$, comparable to the virtuality that partons acquired in the medium. The latter can be estimated in a parton splitting process including medium effects of momentum broadening: a parton with energy $E$ radiates an almost collinear parton with energy $xE$ and transverse momentum $k_{\perp} \sim Q$ relative to the original parton. Within the radiation formation time

$$\tau_f = \frac{2x(1-x)E}{k_{\perp}^2},$$

collisions with medium broaden the transverse momentum to,

$$\langle \Delta k_{\perp}^2 \rangle = \int_{t_0}^{t_0+\tau_f} \hat{q}(E)dt,$$

where $\hat{q} = d\langle \Delta k_{\perp}^2 \rangle/dt$ is the jet transport parameter. Medium effects are small when $Q^2 \gg \Delta k_{\perp}^2$, where we apply the vacuum-like evolution. For smaller $Q^2$, the typical transverse momentum saturates at $\sqrt{\Delta k_{\perp}^2}$ and the vacuum-like parton shower gives way to the in-medium evolution governed by the transport equation.

In the introduction, we have summarized different choices of $Q_0$ in the past studies, including the use of fixed $Q_0$ and parton-energy-dependent choices, such as $Q_0 \propto E^{1/2}$ obtained using formation time argument and $Q_0 \propto E^{1/4}$ motivated by the momentum broadening in a static medium due to multiple-soft collisions. Here, we argue that because of the fast dropping of medium temperature due to expansion, $Q_0 \sim \sqrt{\Delta k_{\perp}^2}$ is relatively
independent of the parton energy. In section 3.3, we will verify this argument by running the model in a medium simulated by the hydrodynamics and show the dependence of the distribution of $\Delta k_2^2$ on the parton energy. Right now, we first demonstrate this argument using a medium under Bjorken expansion \[79\]. In a medium with Bjorken flow solution $\hat{q} \propto T^3 \propto \tau^{-1}$ or $\hat{q}(\tau) \tau \approx \hat{q}(\tau_0) \tau_0$. The momentum broadening is estimated from the self-consistent relation

\[ \langle \tau_f^{-1} \rangle = \frac{\langle k_2^2 \rangle}{2x(1-x)E} \approx \frac{\int_0^{\tau_f} \hat{q}(\tau)d\tau}{2x(1-x)E} = \frac{\hat{q}_0 \tau_0 \ln(\tau_f/\tau_0)}{2x(1-x)E} \]  

(2.3)

Approximately, $\langle k_2^2 \rangle \approx \hat{q}(\tau_0) \tau_0 \ln(E/\hat{q}(\tau_0) \tau_0^2)$ and it only increases logarithmically with the parton energy. Therefore, at given beam energy, collision system, and centrality, it is reasonable and also practical to use a single $Q_0$ scale to transit the entire parton shower from vacuum-like scale evolution to parton transport in the medium.

Tuning $Q_0$ parameter is effectively changing the minimum virtuality scale in Pythia8 when we generate the initial parton shower. Specific to this study, we treat $Q_0$ values in central Pb-Pb collisions at $\sqrt{s_{NN}} = 5.02$ TeV and in central Au-Au collisions at $\sqrt{s_{NN}} = 200$ GeV as independent parameters: $Q_0^{LHC}$ and $Q_0^{RHIC}$. This is mainly due to that the medium produced at LHC energies is hotter than that produced at RHIC energies. For instance, the charged particle production per unit rapidity $dN_{ch}/d\eta$ increases about three times from top RHIC energy \[80\] to LHC energy \[81\]. From our early argument, reasonable values of $Q_0$ should be of order $\hat{q}(\tau_0) \tau_0$. Neglecting changes in coupling strength, $\hat{q}(\tau_0) \tau_0 \propto T_0^3 \propto dN_{ch}/d\eta/A_\perp$ with $A_\perp$ being the average transverse area of the fireball. This suggests $Q_0^{RHIC}$ and $Q_0^{LHC}$ can differ by almost a factor of three.\(^2\) In section 3, after the values of $Q_0^{LHC}$ and $Q_0^{RHIC}$ are calibrated to experimental data, we will perform a consistency check by comparing the distribution of momentum broadening in our simulations to the extracted values of $Q_0^{LHC}$ and $Q_0^{RHIC}$.

Finally, to initialize the transport equation, which requires both the momentum and spatial information, we assign space-time coordinates for partons created in the initial parton shower. First, a transverse position $x_\perp$ is sampled according to the density of binary collisions in the transverse overlap region. The coordinates $x^\mu = (0, x_\perp, 0)$ are assigned to the hardest partons directly created from the hard collision. Consider a parton $a$ with energy $E$ and coordinate $x_a$, which splits into partons $b$ and $c$, where parton $b$ has a larger energy $x_E$ than parton $c$, $x > 1/2$. We assume that the radiation of the softer parton is delayed by its formation time $\tau_f$ and is unmodified by the medium. The production space-time coordinate of parton $c$ is

\[ x^\mu_c = x^\mu_a + \frac{p^\mu_c}{p^0_c} \tau_f, \]  

(2.4)

where $p^\mu_c$ and $p^0_c$ is the four momentum and energy of parton $c$, respectively.\(^2\) Considering the decreasing of jet-medium coupling with increasing temperature, the actual difference in $Q_0$ at the two beam energies may not be as drastic as the difference in $dN_{ch}/d\eta$. 
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\(^2\) Considering the decreasing of jet-medium coupling with increasing temperature, the actual difference in $Q_0$ at the two beam energies may not be as drastic as the difference in $dN_{ch}/d\eta$. 
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2.2 The LIDO transport model

Partons from vacuum-like jet showers at scale $Q_0$ provide the initial condition for the transport equation. We use a previously developed linearized partonic transport model LIDO \cite{56} for this stage. This model relies on several assumptions:

- **The first assumption** is the weakly-coupled interactions in which the coupling constant $\alpha_s$ or $g_s = \sqrt{4\pi\alpha_s}$ are parametrically small. In this limit, jet partons interact with medium quasiparticles via screened gluon exchanges. We use the three-flavor leading-order running coupling constant with $\Lambda_{\text{QCD}} = 0.2\,\text{GeV}$. At finite temperature, we assume that the running scale has to be greater than a medium scale $\mu_{\text{min}} \propto T$, resulting in the following ansatz of running coupling at finite temperature,

$$\alpha_s(Q,T) = \frac{4\pi}{9} \frac{1}{\ln \left( \frac{\max\{Q^2,\mu_{\text{min}}^2\}}{\Lambda_{\text{QCD}}^2} \right)},$$

(2.5)

where $Q$ is the energy scale at which we evaluate the strong coupling constant. Different choices of $Q$ are applied for elastic collisions and medium-induced radiative processes, which will be specified later in this section.

- **The linearization assumption**: the transport equation only treats hard particles with $p \gg T$, where the population is small compared to thermal partons in the medium. We also neglect collisions between hard partons and their interactions with the jet-induced medium excitations. Therefore, the transport equation is linearized with respect to hard partons.

- **The final assumption** presumes that the background medium is composed of massless partons in local thermal equilibrium. Thermal partons are then sampled from a Boltzmann-type distribution function $f_0(p) = e^{-p \cdot u / T}$, where $u, T$ are the flow four-velocity and temperature of the local medium obtained, respectively, from the hydrodynamics simulation.

Given these premises, a Boltzmann-type transport equation evolves the hard-parton distribution function $f(t,x;p)$

$$p \cdot \partial [f \Theta(p \cdot u - E_{\text{min}})] = (p \cdot u) \Theta(p \cdot u - E_{\text{min}}) \{D + C_{1\leftrightarrow 2} + C_{2\leftrightarrow 2} + C_{2\leftrightarrow 3}\}.$$

(2.6)

The left-hand side of the above equation is the ballistic transport term. We have inserted step functions to emphasize that the transport equation only handles hard partons with energy greater than $E_{\text{min}}$ in the co-moving frame. Throughout this work, $E_{\text{min}} = 4T$, which is slightly larger than the average kinetic energy of a thermal parton.

**Elastic jet-medium interactions.** Elastic interactions refer to the processes that conserve the number of hard partons. In the LIDO model, elastic collisions that only involve small-momentum transfer $q_\perp < Q_{\text{cut}}$ transverse to the hard parton are included in the drag and diffusion operator $D$,

$$D[f] = \left( \eta_D p + \frac{\hat{q}_S}{4} \frac{\partial^2}{\partial p^2} \right) f.$$

(2.7)
Here, the $\hat{q}_S$ denotes the transport parameter due to soft interactions [52]

$$
\hat{q}_{a,s}(p, T) = 6\pi T^3 C_R \int_0^{Q_{cut}^2} \frac{Q_{cut}^2}{Q_{cut}^2 + m_D^2} \frac{dQ_{cut}^2}{Q_{cut}^2}, \tag{2.8}
$$

where $a$ represents quarks or gluons. The respective Casimir factors are $C_A = 3$ for gluons ($a = \text{"g"}$) and $C_F = 4/3$ for quarks ($a = \text{"q"}$). $m_D = \sqrt{3/2g(\mu_{\text{min}})T}$ is the Debye screening mass of the QGP with three flavors of light quarks and $\eta_D$ is the momentum drag coefficient determined by the fluctuation-dissipation relation $\eta_D = \hat{q}_S/(4\sqrt{E_T})$. We set $Q_{cut} = \min\{2m_D, \sqrt{6E_T}\}$ throughout this work. Here, $\sqrt{6E_T}$ estimates the average center-of-mass energy between jet partons and medium partons.\footnote{Separating small-$q$ collisions into a diffusion equation seems to be an unnecessary step if we only want to include leading order weakly-coupled physics. But a diffusion formulation has a different range of applicability than matrix-element-based collisions. For example, one can easily implement diffusion coefficients from strongly-coupled theories for the soft-momentum exchange process.}

Elastic collisions that involve large momenta transfer $q_\perp > Q_{cut}$ are included explicitly in a two-body collision term $C_{2+2}$ for particle species $a$,

$$
C_{2+2}^a(p_a) = \sum_{bcde} \nu_c \int_{q_\perp > Q_{cut}} d\Pi_{p_b p_c} [M_{p_b p_c; p_d p_e}^2 f_b(p_b) f_0(p_c)] \left[ (2\pi)^3 \left[ -\delta^{(3)}(p_a - p_b) \delta^{ab} + \sum_{i=d,e} \delta^{(3)}(p_a - p_i) \delta^{ai} \right] \right], \tag{2.9}
$$

where $p_b, p_c$ and $p_d, p_e$ are four momenta of the initial-state partons and final-state partons of the collision, respectively. $q = p_b - p_d$ is the four-momentum change between the hardest initial-state and final-state particle in the co-moving frame. $|M_{p_b p_c; p_d p_e}^2$ is the squared amplitude of the two-body collision in the vacuum,\footnote{The difference between screened propagators and propagators in the vacuum is assumed to be small when $Q_{cut} \gg m_D$ [52], rationalizing the use of vacuum matrix-elements.} averaging over initial-state and summing over final-state spins and degeneracies. The running coupling constant is evaluated at scale $\sqrt{-q^2}$. $f_b(p_b)$ is the distribution function of the initial-state hard parton “b”, and $f_0(p_c)$ is the equilibrium distribution function of the initial-state medium parton “c”. We first integrate over the entire phase space of the initial-state $\{p_i\}$ and final-state $\{p_f\}$ particles $\int_{q_\perp > Q_{cut}} d\Pi_{\{p_i\};\{p_f\}}$, restricted to hard-momentum transfers $q_\perp > Q_{cut}$

$$
\sum_{\{p_i\}} \delta^{(4)} \left( \sum_{l \in \{p_i\}} l^\mu - \sum_{l \in \{p_f\}} l^\mu \right) \prod_{l \in \{p_i\} \{p_f\}} \frac{d^3 l}{2\pi^3}. \tag{2.10}
$$

Then, we insert in the second line of equation (2.9) a set of $\delta$-functions in momentum space and particle species projectors to project out contributions to the distribution function of the interested hard parton species “a”. The first negative term in the projector corresponds to the loss term, and the second summation that goes over the final-state particles corresponds to the gain term. Finally, the expression sums all reaction channels, and $\nu_c$ is the degeneracy factor of the medium parton $c$, including spins, colors, and the three light flavors: up, down, and strange.
Because of the separation in $q_\perp$, the jet transport parameter for parton species $a$ is also composed of a soft part and a hard part,

$$\hat{q}_a(p, T) = \hat{q}_{a,s} + \hat{q}_{a,h}, \tag{2.11}$$

where $\hat{q}_{a,s}$ has been defined in equation (2.8), and we get $\hat{q}_{a,h}$ by computing the average momentum broadening due to large-$q$ scatterings per unit time

$$\hat{q}_{a,h}(p_a) = \sum_{b,c,d,e} \nu_c \int_{q_\perp > Q_{\text{cut}}} d\Pi_{p_b p_c p_e} q_\perp^2 |M|_{q_{bcde}}^2 f_0(p_c)(2\pi)^3 \delta^{(3)}(p_a - p_b) \delta^{ab} \delta^{cd}. \tag{2.12}$$

**Medium-induced parton radiation.** Medium-induced parton radiations change the number of hard partons in collisions. Similar to the separation for elastic collisions, induced-radiations are separated into a diffusion-induced radiation term $C_{1\leftrightarrow 2}$ and a term $C_{2\leftrightarrow 3}$ induced by large-$q$ collisions with medium partons. The formulae that follow immediately only apply to the Bethe-Heitler limit of incoherent radiation, where the formation time of the radiation $\tau_f$ is much shorter than the collisional mean-free-path $\lambda_{el}$. We will then introduce corrections to these formulae in the deep-Landau-Pomeranchuk-Migdal (LPM) regime of $\tau_f \gg \lambda_{el}$.

The large-$q$ collision-induced radiation term $C_{2\leftrightarrow 3}$ is defined similarly as in equation (2.9), except that the radiation introduces another hard parton in the final state, labeled by four-momentum $k''$

$$C_{2\leftrightarrow 3}^u(p_a) = \sum_{b,c,d,e} \nu_c \int_{q_\perp > Q_{\text{cut}}} d\Pi_{p_b p_c p_e} |M|_{q_{bcde}}^2 f_0(p_c)f_0(p_e) \delta^{ab} \delta^{cd}, \tag{2.13}$$

The first term on the right includes two-to-three-body collisions for parton radiation. Its squared amplitudes are listed in reference [56] in the appendix. The coupling at the radiation vertices is evaluated at scale $k_\perp$ — the radiated parton’s transverse momentum relative to the original parton. Rigorously speaking, there are also detailed balancing processes corresponding to medium parton absorption. However, because the balancing term only becomes essential when the distribution is close to kinetic equilibrium while we consider only particles with $p \cdot u > 4T$ in the transport equation, the absorption term is neglected.

The diffusion-induced radiation collision integral is obtained by taking the $|q| \ll k_\perp$ limit of two-to-three-body squared amplitudes and integrating the phase-space over $|q| < Q_{\text{cut}}$. In such an approximation, the collision integral reduces to an effective one-to-two-body integral, which is proportional to the soft transport parameter $\hat{q}_S$ in
where \( P_{cd}^b(x) \) is the vacuum splitting function of parton \( b \) to parton \( c \) and \( d \) and we do not write down the explicit temperature dependence of the jet transport parameters.

**Radiations in the deep-LPM region.** The diffusion- and collision-induced radiations discussed above only apply to those parton splittings whose formation time \( \tau_f \) is short compared to the collisional mean-free-path \( \lambda_{el} \). However, collinear splittings in a dense medium often have \( \tau_f \gg \lambda_{el} \) in the so-called deep-LPM region, where we have to correct the above formulae to apply transport equations to these splittings. In reference [56], we developed a simple correction method inspired by the next-to-leading-log induced radiation rate in [82]. First, one samples the incoherent radiation collision integral in equations (2.13) and (2.14) at time \( t_1 \). Momentum broadening to the radiated partons and the formation time are determined self-consistently in the simulation,

\[
\tau_f = \frac{2x(1-x)E}{k_{t,t_2}^2},
\]

where \( k_{t,t_2} \) is the broadened transverse momentum at time \( t_2 = t_1 + \tau_f \). Then, we suppress the radiation probability by the factor

\[
P = \frac{\lambda_{el,eff}}{\tau_f} \frac{\ln(1 + k_{t,t_2}^2/m_D^2)}{\ln(1 + Q_{max}^2/m_D^2)},
\]

\( \lambda_{el,eff} = m_D^2/\bar{q}(E,T) \) is the effective mean-free-path. \( Q_{max} \) is an estimation of the maximum momentum transfer in an elastic collision, which is taken to be the average center-of-mass energy between jet partons and medium partons \( Q_{max} = \sqrt{6ET} \).

This method was discussed in great detail in reference [56] and it was demonstrated to agree well with theoretical calculations in the deep-LPM region for induced radiations in an infinite static medium [82]. It also qualitatively captures the path-length [83] and expansion rate dependence [84] of single radiation probability in a finite and expanding medium. To better demonstrate that this model achieves quantitative agreement with our theoretical knowledge, we have included a detailed comparison between the theoretical single gluon emission rate and the LID0 model simulations in a finite and expanding medium in appendix B.

To provide a benchmark result for this transport model, we plot the simulated single-parton energy loss in 0–10% Pb-Pb collisions in figure 1. Initial partons are produced with energy \( E \) at midrapidity with randomized azimuthal orientation. The transverse positions are sampled according to the transverse density of binary nucleon collisions. We define
energy loss by the difference between the initial-state and final-state energy of the parton. We show the elastic (lines) and radiative (bands) energy loss of gluons (red solid), light quarks (green dashed), and heavy quarks that include charm (blue dash-dotted) and bottom (black dotted). The parton energy loss has been rescaled by the color factor $C_R$ so that the results are comparable for quarks and gluons. In a finite and expanding medium, the elastic energy loss is a slowly varying function of parton energy, and the radiative energy loss grows as $\ln E$ at high energy. Elastic parton energy loss dominates at low energy $E < 10-20\text{ GeV}$, while radiative energy loss dominates at high energy. Moreover, the radiative parton energy loss of quarks shows a clear mass dependence $\Delta E_q > \Delta E_c > \Delta E_b$. Finally, we also include a calculation for light quark energy loss without the LPM effect (green dashed line) for comparison. Without the LPM effect, radiative energy loss would increase faster than $\ln E$ at high energy.

2.3 Medium excitations induced by hard partons: an approximate treatment

The linearized partonic transport model only handles hard particles with $p \cdot u > 4T$. In this section, we consider the impact of the energy-momentum that is deposited to the soft sector on final-state observables using a hydrodynamic-motivated ansatz. At this point, we will discuss a generic form of “final-state observable” that is the transverse-momentum density $d\rho_T/d\eta/d\phi$.

Our simple model consists of three parts: the instant thermalization of energy-momentum transfer, the angular redistribution of energy-momentum, and a freeze-out procedure.
Instant thermalization. We assume that, at each instant, the medium only responds to the four-momentum exchanges with jet partons.\(^5\) Within each time step \(\Delta \tau\) and for each collision labeled by “i” at coordinate \((\tau_i, x_{\perp,i}, \eta_{s,i})\), we compute the differences of the total four-momentum of hard particles in the initial state (IS) and in the final state (FS),

\[
\Delta p_i^\mu = \sum_{p \in \text{IS}} p^\mu - \sum_{p \in \text{FS}} p^\mu ,
\]

providing the four-momentum deposited to the soft medium.

Angular redistribution of the energy-momentum perturbation. If \(\Delta p_i^\mu\) only causes a small perturbation to the hydrodynamic evolution of the bulk medium, we can compute the linearized response of this energy-momentum deposition in energy-momentum density. However, even the linearized response on top of an arbitrary hydrodynamic background is highly non-trivial. We reduce the problem to a manageable level using the following simplifications:

1. Assume that the typical temporal and spatial length scales of the perturbation are much shorter than those of the space-time evolution of the background, including that of the transverse flow velocity, and are thus neglected.
2. The perturbations are localized in the space-time rapidity.
3. Neglect viscous effects.
4. Assume a constant speed of sound \(c_s\).

Under such assumptions, energy-momentum perturbations \(e\) and \(g\) satisfy simple linearized ideal hydrodynamics in a static medium in the Bjorken frame. For each of the sources in equation (2.17) we compute the space-time Fourier transformation from \(\tau, x\) to \(\omega, k\). The resultant equations are,\(^6\)

\[
-i\omega e + ik \cdot \hat{k} = \frac{\Delta p^0}{\Delta \tau},
\]

\[
-i\omega g + ic_s^2 k e = \frac{\Delta p \cdot \hat{k}}{\Delta \tau},
\]

where \(k\) and \(\hat{k}\) are the magnitude and the unit direction vector of \(k\), respectively, and \(\Delta p^0\) and \(\Delta p\) are the energy-momentum deposition. The solutions are

\[
e = \frac{1}{\Delta t} \frac{\Delta p^0 \omega / k + \Delta p \cdot \hat{k}}{\omega^2 - c_s^2 k^2} k ,
\]

\[
g = \frac{1}{\Delta t} \frac{\Delta p^0 c_s^2 k \omega + \Delta p \cdot \hat{k} \cdot k}{\omega^2 - c_s^2 k^2} ,
\]

\(^5\)This means that one neglects the perturbation to higher-order moments of the medium distribution function.

\(^6\)The equation for the shear mode \((1 - \hat{k}k)g\) is non-propagating and is omitted here and in the solution.
Now, we can avoid the transformation back to space-time coordinates by focusing on the angular distribution of energy \( (dG^0/d\Omega) \) and momentum \( (dG/d\Omega) \) that are observed at a point far from the source. Such distributions share the same angular structure as the numerators of equations (2.20) and (2.21); therefore,

\[
\frac{dG^\mu}{d\hat{k}} = \frac{d}{d\hat{k}} \left[ G^0 \right] = \left[ \frac{1}{3k} \right] \frac{\Delta p^0 c_s + \Delta p \cdot \hat{k}}{4\pi},
\]

where \( G^\mu = \int g^\mu r^2 dr \). One can directly check the conservation of energy and momentum by integrating (2.22) over \( \hat{k} \) and verify that \( \int dG^0 = \Delta p^0 \) and \( \int dG = \Delta p \).

The angular structure in equation (2.22) is comprised of an isotropic term induced by energy deposition and a \( \cos(\phi_p - \phi_{\hat{k}}) \) modulated term induced by momentum deposition. Taking a light-like energy-momentum deposition \( \Delta p^0 = |\Delta p| \) and choosing typical \( c_s^2 \approx 0.25 \), this ansatz propagates an excess of energy-momentum to the direction parallel to \( p \), but it propagates a small energy-momentum deficit to the direction anti-parallel to \( p \). This qualitative feature is similar to those observed in the coupled transport-hydrodynamic simulation [60].

**A naïve freeze-out procedure.** The formula in equation (2.22) distributes energy-momentum as a function of the spatial solid angle \( \hat{k} \). To calculate the contribution of perturbed transverse momentum density to jet energy as a function of azimuthal angle \( \phi \) and pseudorapidity \( \eta \), we convolve \( dG^\mu/d\hat{k} \) with momentum-space information using a simple freeze-out procedure.

We consider perturbations that propagate in the \( \hat{k} \) direction will eventually freeze-out in a hypothetical fluid element labeled by normal vector \( d\Sigma^\mu = dV u^\mu \). The perturbations in energy-momentum density is \( \delta g^\mu \equiv (\delta e, \delta g) = (dG^\mu/d\hat{k}) d\hat{k}/dV \). Though transverse flow is neglected in deriving the spatial distribution in equation (2.22), flow effects are essential to describe particle distributions in the momentum space. We assume, in central nuclear collisions, an averaged fluid velocity of \( v_r \approx 0.6c \) at freeze-out and approximate the direction of the flow by \( \hat{k} \), thus \( u^\mu \approx \gamma_{\perp} [\cosh \eta_{\perp} v_r, \hat{k}_\perp, \sinh \eta_{\perp}] \) with \( \gamma_{\perp} = 1/\sqrt{1 - v_r^2} \).

Then, we apply the Cooper-Frye formula [85] to compute the correction to particle spectra

\[
\frac{d\Delta N}{p_t dp_t d\eta d\phi} = \frac{1}{(2\pi)^3} \int \left( e^{-\frac{p \cdot \delta u}{T}/T} - e^{-\frac{p \cdot \delta u}{T}/T} \right) p \cdot d\Sigma \quad (2.23)
\]

\[
\approx \int e^{-\frac{p \cdot \delta u}{T}/T} \frac{\delta T}{T} \left( T \cdot u - p \cdot \delta u \right) \frac{dV}{(2\pi)^3} \quad (2.24)
\]

\[
= \int e^{-\frac{p \cdot \delta u}{T}/T} \frac{\delta e'(\frac{p \cdot u}{wT}) - (p \cdot \delta g - (p \cdot u)(\delta g \cdot u))}{wT} \frac{dV}{(2\pi)^3} \quad (2.25)
\]

We have linearized with respect to variations in temperature and fluid velocity in the second step and used \( \delta T/T = c_s^2 \delta e'/w \) and \( \delta u^\mu = \delta g^\mu - (g^\mu\nu - u^\mu u^\nu)/w \) in the last step. Here \( w \) is the specific enthalpy at temperature \( T \). \( \delta e' \) is the energy perturbation in the rest frame of the medium \( \delta e' = (u + \delta u) \cdot \delta g \approx u \cdot \delta g \), which is distinguished from that in the lab frame \( \delta e = \delta g^0 \). The correction to the transverse momentum density is obtained by integrating
equation (2.25) over $p_T^2 dp_T$

$$\frac{d\Delta p_T}{d\eta d\phi} = \int \frac{p_T^2 (p \cdot u) e^{-p_T^2 u/T}}{(2\pi)^3 w} \left( \frac{(1 + c_s^2)(p \cdot u)(\delta g \cdot u)}{T} - \frac{p \cdot \delta g}{T} \right) dp_T dV, \quad (2.26)$$

where we plug in $\delta e' \approx u \cdot \delta g$ and group terms that are proportional to $(p \cdot u)(\delta g \cdot u)$. To proceed, we express the four momentum of a massless particle by $p_{\mu} = p^T n_{\mu}$, where $p_T$ is the transverse momentum and $n_{\mu} = p_{\mu}/p_T = [\cosh \eta, \cos \phi, \sin \phi, \sinh \eta]$ is the direction vector expressed in the pseudorapidity and azimuthal angle of the particle. The scalar production $p \cdot u$ becomes $p^T \sigma$ with $\sigma \equiv n \cdot u = \gamma_{\perp} \cosh(\eta - \eta_s) - v_r \cos(\phi - \phi_\parallel)$. With these notations, the integration over $p_T$ is performed

$$\frac{d\Delta p_T}{d\eta d\phi} = \int \frac{p_T^3 e^{-p_T^2 u/T}}{(2\pi)^3 w} \left( \frac{(1 + c_s^2)\sigma^2 u_{\mu} - \sigma n_{\mu}}{T} \right) \delta g_{\mu} dV \quad (2.27)$$

We further approximate the system at freeze-out by a non-interacting gas of massless particles whose enthalpy per degree of freedom is

$$w = e + P = \frac{4}{3} \int p e^{-p/T} \frac{d^3 p}{(2\pi)^3} = \frac{4}{\pi^2} T^4. \quad (2.30)$$

Finally, relating the energy-momentum perturbation propagating in the $\hat{k}$ direction $\delta g_{\mu} dV$ to $(dG_{\mu}/d\hat{k}) d\hat{k}$,

$$\frac{d\Delta p_T}{d\eta d\phi} = \int \frac{3}{4\pi} \left( 1 + c_s^2 \right) \frac{\sigma u_{\mu} - n_{\mu} dG_{\mu}}{\sigma^4} \frac{dG_{\mu}}{d\hat{k}} d\hat{k}. \quad (2.31)$$

Equation (2.31) is our final “pocket formula” for estimating the effects of energy-momentum perturbations from hydrodynamic-like response induced by a point source. For the case of multiple sources induced by several point-like collisions, equation (2.31) has to be summed over contributions from each source.

We remark that details of the medium, such as the number of species and degeneracy factors, do not show up in the final expression in equation (2.31). This is because we are computing the transverse-momentum density that is less sensitive to the composition of the gas. On the contrary, corrections to multiplicity distribution are sensitive to the chemical composition of the medium. Nevertheless, we will use this model to estimate corrections to charged-particle multiplicity in section 5.1 when computing the jet fragmentation function in nuclear collisions.

### 2.4 Evolution outside of the medium, hadronization, and jet definition

We assume that the jet-medium interaction should become negligible when temperature drops to $T_f$ that is around or below the pseudo-critical temperature $T_c = 154$ MeV [86]. We call $T_f$ the termination temperature of jet-medium interaction. Partons that enter regions
with temperature $T < T_f$ stop interacting with the QGP and decouple from the transport equation. These partons can undergo vacuum-like emissions outside the hot medium, which is again modeled by Pythia8. Finally, the parton shower hadronizes through the Lund string fragmentation mechanism, followed by hadronic decays.

The Lund string hadronization model requires that the system consists of only color singlet strings of partons. Colors of hard partons in the transport equation are initialized by the color generated by Pythia8, and the system, including beam remnants, is color neutral. However, after the interactions with the QGP medium, the hard parton shower is not color-neutral in general. Currently, it is intractable to trace the color exchange and conservation between hard partons and the entire medium. It is partly because that we already take average over colors when computing in-medium scattering cross-sections. More importantly, even if we can keep the color information in the matrix-element of hard-soft collisions, it is impossible to model the transport of the soft carriers of color charges in a strongly-coupled QGP. In the present study, we use the following prescription to model color exchange between hard partons and the medium and impose color neutrality before applying the Lund string fragmentation model. During the evolution, we assume that the color of a hard parton is not altered in the small-angle diffusion process but is changed instantaneously in large-angle elastic collisions with a randomly sampled color exchange with the medium. At the end of the transport evolution in QGP, we connect all possible final-state hard partons into strings. The endpoints of some strings may carry net color charges due to interactions with the medium. Then, thermal quarks or anti-quarks with the desired color or anti-color are sampled and attached to these endpoints so that the entire string is color neutral. This procedure is similar to the one used in a study with the MARTINI model [51]. To ensure the energy-momentum conservation, the four-momentum of the sampled thermal partons will be treated as a “negative” source term to the medium using the ansatz developed for the hydrodynamic-like medium response in section 2.3. Finally, we assign each hard parton a virtuality scale using the momentum broadening accumulated during the formation time of the latest medium-induced radiation $k_{\perp,\text{final}}$. Pythia8 generates vacuum-like emissions out of the hot QGP medium from $k_{\perp,\text{final}}$ to the non-perturbative scale and performs hadronization.

We define the jets at the hadronic level. In each event, a grid of energy towers $E_{T,ij}$ is defined using the hadronic final state from hard partons and the contribution from linearized hydrodynamic response to the transverse-momentum distribution,

$$ E_{T,ij} = \frac{d\Delta p_T}{d\phi d\eta} (\eta_i, \phi_j) \Delta \eta \Delta \phi + \sum_{|\eta_k - \eta_i| < \Delta \eta/2} \sum_{|\phi_k - \phi_j| < \Delta \phi/2} p_{T,k}, \quad (2.32) $$

where $i,j$ labels the grid specified by the $i$th pseudorapidity bin and the $j$th azimuthal angle bin. $d\Delta p_T/(d\phi d\eta)$ is the transverse-momentum density modulation from jet-induced hydrodynamic response. The summation goes over the $N$ hadrons produced in the fragmentation of the hard parton shower, and the $k$th hadron with azimuthal angle $\phi_k$ and pseudorapidity $\eta_k$ contributes its transverse momentum $p_{T,k}$ to the respective energy tower.
$E_{T,j_i}$. Bin sizes $\Delta \phi$ and $\Delta \eta$ should be small compared to the jet radii, but not too fine to significantly increase jet clustering complexity. In practice, we used a $300 \times 300$ grid within the acceptance $-3 < y < 3, -\pi < \phi < \pi$ with resolution $\Delta y = 0.020$ and $\Delta \phi = 0.021$, respectively. Jets are defined from these “energy towers” using the anti-$k_T$ jet finding algorithm implemented in the FastJet package \cite{87, 88}. Because contributions to $E_{T,j_i}$ from the linearized hydrodynamic response can be either positive or negative, in the first round of jet finding, we use only positive towers ($E_{T,j_i} > 0$) to define jets. Then, the jet momentum is recalculated using all $E_{T,j_i}$ contributions within the jet cone. This method implicitly subtracts the unperturbed medium as the background from the jet energy.

3 Model calibration

The model introduced in the last section has multiple parameters, and its predictive power relies on the ability to constrain these parameters from limited data. In this section, we calibrate a subset of model parameters on the suppression of inclusive jet and hadron spectra data measured at the RHIC and the LHC using Bayesian inference techniques \cite{89}. We will show that with reasonable values of parameters, the model consistently describes the inclusive jet and high-$p_T$ hadron suppression within $\pm10\%$–$20\%$ uncertainty. More importantly, we report sets of representative parameters for predictions with uncertainty quantification in the next section.

3.1 Summary of parameters

As the first work applying this model to jet quenching phenomenology, we only vary a subset of all possible parameters in the model. In particular, the jet-medium interaction is completely determined by the minimum scale parameter $\mu_{\text{min}}$ of the perturbative coupling. Next, we list parameters that are tuned in the calibration with ranges of variation and explain why we fixed other parameters in this analysis.

1. Parameter $\mu_{\text{min}}$ in the jet-medium coupling, chosen to be proportional to the local QGP temperature. It serves as a cut-off for the running scale at finite temperature $\alpha_s(Q) = \alpha_s(\max\{Q, \mu_{\text{min}}\})$. The actual parameter varied is $\ln(\mu_{\text{min}}/\pi T)$, ranging from $\ln(0.7)$ to $\ln(4.0)$. The appearance of $\pi$ is not necessary, and one can simply translate it into $2.2 T < \mu_{\text{min}} < 12.6 T$ that is around the typical energy of a thermal parton.

2. The scale parameter $Q_0$ at which one transits jet shower evolution from high-virtuality vacuum parton shower evolution to transport evolution in the QGP. $Q_0$ is assumed to only depend on the collision system, beam energy, and centrality. Practically, this is equivalent to two independent $Q_0$ parameters for central Au-Au collisions at the RHIC and central Pb-Pb collisions at the LHC, respectively: $Q_0^{\text{RHIC}}$ and $Q_0^{\text{LHC}}$. However, a limitation is that the Pythia8 parameter that controls $Q_0$ is only allowed to vary from $0.4 \text{ GeV}$ to $2.0 \text{ GeV}$, which precludes the exploration of higher $Q_0$ values and a wider range of $Q_0^{\text{LHC}}/Q_0^{\text{RHIC}}$. We will consider other event generators in the future that allow a large range of variation.
3. Effects of the termination temperature $T_f$ of QGP. Near the pseudo-critical temperature, the QCD equation of state deviates significantly from the Stefan-Boltzmann limit. To account for this gradual onset of confinement, we stop the transport evolution in hot QGP at $T_f$ that can vary from 0.15 GeV to 0.17 GeV. Because the temperature drops slowly at the late times of the hydrodynamic expansion, a 0.02 GeV change in $T_f$ causes a large variation in the time duration that the system stays in the transport stage. This is demonstrated in appendix A.

It is necessary to explain why we do not vary the following parameters in this work.

1. We do not vary the $Q_{\text{cut}}$ parameter introduced in section 2.2. Given perturbative inputs to the diffusion coefficients and large-$q$ collision matrix-elements, the $Q_{\text{cut}}$ dependence of the elastic energy loss of diffusion process is canceled by that of the large-$q$ collisions. This parameter is of interest if one intends to compare detailed effects due to diffusion dynamics versus large-$q$ collisions dynamics. The default choice in this study is $Q_{\text{cut}} = 2m_D$.

2. We do not vary “hard” particle cut-off whose default value is $4T$. This parameter does not affect the energy loss of hard partons and consequently, leaves high-$p_T$ inclusive hadron $R_{AA}$ unmodified. Also, because of both elastic recoils and hydrodynamic response transport of energy to large angles, the jet suppression with $R = 0.4$, for which we calibrated the model, is insensitive to its precise value.

3.2 Experimental dataset

We calibrate parameters to inclusive jet and hadron suppression in central nuclear collisions. Jet data include $R = 0.4$ jet $R_{AA}$ in 0–10% central Pb-Pb collisions at $\sqrt{s_{\text{NN}}} = 5.02$ TeV measured by the ATLAS Collaboration [90] and by the ALICE Collaboration [91], $R = 0.4$ charged jet $R_{AA}$ measured by the STAR Collaboration [92] in 0–10% Au-Au collisions at $\sqrt{s_{\text{NN}}} = 200$ GeV. There is also a recent CMS measurement at this beam energy [93], but we do not include it in the calibration because its $p_T$ coverage is similar to those of the highest $p_T$ ATLAS data points. We will compare the prediction to the CMS measurement after the calibration in section 5.2 and focus on the jet cone-size dependence. The $p_T^{\text{jet}}$ coverage at LHC ranges from 60 GeV to 1 TeV, while STAR data at RHIC extend the reach of $p_T^{\text{ch} \text{jet}}$ down to 15 GeV/$c$. Data on single inclusive hadron spectra include CMS measurement of charged particle $R_{AA}$ [94] and $D^0$ meson $R_{AA}$ [95] in 0–10% Pb-Pb collisions at $\sqrt{s_{\text{NN}}} = 5.02$ TeV and PHENIX measurement of pion $R_{AA}$ [96] in 0–10% Au-Au collisions at $\sqrt{s_{\text{NN}}} = 200$ GeV. We include $D$ meson data to connect to an earlier study of open heavy-flavor quenching using the LIDO transport model.

Only data on hadron $R_{AA}$ at $p_T > 10$ GeV/$c$ are used in the calibration for two reasons. First, the soft-diffusion coefficient and the approximate scattering cross-sections

\footnote{Note that the STAR Collaboration measures charged jets, and uses a leading $p_T^{\text{ch} \text{jet}} > 5$ GeV trigger in nuclear collisions. The triggering effect can bias the low-$p_T$ jet suppression. The STAR Collaboration has estimated the triggering bias to be small for $p_T^{\text{ch} \text{jet}} > 15$ GeV/$c$ for $R = 0.4$ jets.}
Figure 2. Emulated calculations of inclusive jet and single hadron suppression after model parameters are systematically calibrated to these observables. In each set of plots, the $R_{AA}$ is shown in the upper panel, and the ratio to experiment is shown in the lower panel. The blue bands correspond to the 95% credible limit given by the model emulator. The gray bands in the ratio plot denote ±10% and ±20% level of discrepancy respectively.

for single-parton evolution are under better theoretical control in the high-energy limit. Therefore, we limit our comparison to the single-hadron production at high $p_T$. Second, the current framework implements only the Lund string hadronization without the process of parton recombination in the medium. The latter is important for hadron production at low and intermediate $p_T$ ($p_T \lesssim 8 \text{ GeV/c}$) [97]. The choice of $p_T > 10 \text{ GeV/c}$ does have a certain degree of arbitrariness. In appendix C.2 we checked the effect using two different $p_T$ cuts of 5 GeV/c and 15 GeV/c to see its impact on the parameter extraction.

3.3 Parameter calibration

Detailed procedures of the Bayesian parameter calibration are discussed in the appendix C, and we only focus on the results in this section. Figure 2 shows the agreement between
JHEP05(2021)041

Figure 3. The posterior probability distribution of model parameters. Each diagonal plot shows single-parameter distribution after model-to-data comparison. Each off-diagonal plot corresponds to a two-parameter joint distribution. Numbers at the top of each diagonal plot are the median values with upper and lower uncertainties of each parameter, defined as the 95.7% and 2.5% quantile number of the one-parameter marginalized distribution.

model (model emulator) calculations after the systematic parameter calibration and the experimental data. Within each of the four plots in figure 2, the upper panel shows the direct comparison to the data used for calibration, and the lower panel is for model-to-data ratios. At the LHC energy, the calibrated model describes jet $R_{AA}$ within $\pm 10\%$ and charged particle suppression at high $p_T$ within $\pm 20\%$. The shape of the calibrated D-meson $R_{AA}$ is slightly different from the CMS measurement and is closer to the ALICE measurement [98], though the ALICE data is not included in the calibration. At the RHIC energy, jet and pion $R_{AA}$ are consistent with data given the experimental uncertainty. The jet $R_{AA}$ at RHIC in the considered $p_T$ range decreases with $p_T$ while the STAR measurement increases.

The extracted probability distribution of model parameters (posterior distribution) is shown in figure 3. The logarithm of $\mu_{\text{min}}/\pi T$ has a well-constrained distribution around 0.3 with 95% credible limits from -0.07 to 0.62. This range translates into a 95% credible limit of $2.9T < \mu_{\text{min}} < 5.8T$. This is a reasonable range for the in-medium scale in the coupling constant at finite temperature, considering that typical thermal momentum is about $3T$.

The medium-scale parameter for parton shower at LHC $Q^0_{\text{LHC}}$ is found to be large, with a 95% credible limit from 1.39 GeV to 1.99 GeV. At the moment, we are not sure whether...
a larger $Q_0$ will be preferred if it is allowed to vary above 2 GeV. This scale parameter at RHIC energy $Q_{0}^{\text{RHIC}}$ is not very well constrained: $1.0^{+0.86}_{-0.47}$ GeV, but it is likely to be smaller than $Q_{0}^{\text{LHC}}$.

In section 2.1, we have argued that $Q_0$ should be comparable to the momentum broadening $\Delta k_T$ during the formation time of parton radiation. In figure 4, 95% credible regions of $Q_{0}^{\text{RHIC}}$ and $Q_{0}^{\text{LHC}}$ (red shaded bands) are compared to the simulated distribution of $\Delta k_T$ as a function of the transverse momentum of the parton that splits. Simulations use typical $p_T^{\text{hard}} = 40$ GeV/$c$ for $\sqrt{s_{NN}} = 200$ GeV and $p_T^{\text{hard}} = 400$ GeV/$c$ for $\sqrt{s_{NN}} = 5.02$ TeV. First, we find that values of $\Delta k_T$ increase rather slowly with $p_T$, which occupy a relatively compact region compared to the range of virtuality from $p_T^{\text{hard}}$ to $Q_{\text{min}} = 0.5$ GeV during the evolution. Both features are in favor of approximating the separation scale between vacuum and medium-induced shower by a single $Q_0$ value. At the LHC energy, typical values of $\Delta k_T$ are slightly lower than $Q_{0}^{\text{LHC}}$, but still around the same order of magnitude for partons with $p_T > 10$ GeV/$c$. At RHIC energy, the large uncertainty of $Q_0$ covers the same range of $\Delta k_T$ distribution.

Finally, the termination temperature of jet-medium interaction $T_f$ prefers large values towards 0.17 GeV, though it is in general not well constrained. Note that $T_f$ strongly correlates with the in-medium scale parameter in the coupling constant as shown in the bottom-left corner plot: a larger $\mu_{\text{min}}$ — smaller coupling strength — is correlated with a smaller termination temperature, which means that the jet-medium interaction lasts longer to compensate for the reduced coupling in the calibration.

### 3.4 Parameter sets for central prediction and error estimation

In principle, to make predictions with quantified uncertainty from the calibrated model, we should pull random parameter samples from the posterior distribution and generate an ensemble of predictions using the sampled parameters; then, central values and uncertain-
Table 1. Parameter sets for central prediction and error estimation. They are determined from the posterior probability distribution of parameters using a procedure described in the text.

| P          | $\mu_{\text{min}}$ | $Q_{0}^{\text{LHC}}$ [GeV] | $Q_{0}^{\text{RHIC}}$ [GeV] | $T_f$ [GeV] |
|------------|---------------------|-----------------------------|-----------------------------|-------------|
| Central set| 1.313               | 1.825                       | 0.988                       | 0.1621      |
| Error set 1| 0.989               | 1.944                       | 1.057                       | 0.1699      |
| Error set 2| 1.854               | 1.690                       | 0.910                       | 0.1526      |
| Error set 3| 1.307               | 2.000                       | 1.527                       | 0.1585      |
| Error set 4| 1.319               | 1.590                       | 0.579                       | 0.1664      |
| Error set 5| 1.329               | 2.000                       | 0.689                       | 0.1608      |
| Error set 6| 1.293               | 1.593                       | 1.512                       | 0.1636      |
| Error set 7| 1.459               | 1.864                       | 1.030                       | 0.1650      |
| Error set 8| 1.146               | 1.777                       | 0.936                       | 0.1583      |

ties can be defined accordingly from the ensemble prediction. However, it is unnecessary and impractical to propagate arbitrary many parameter samples to predictions. Instead, we define a small number of representative parameter sets, including a central parameter set and a few error estimation parameters sets for the prediction. They are chosen to characterize the variation of parameters in the high-likelihood region of the posterior.

There is not a unique way to define the representative parameter sets. The method adopted here relies on the posterior showing a small degree of non-linear correlations among different parameters. Neglecting the non-linear correlations, we define linear combinations of parameters $q_i = c_{ij} p_j$ so that new parameters $q_i$ are linearly independent from each other. Then, in the $q$-space, the central parameter set is defined to be the collection of medians of parameters,

$$q_{\text{central}} = \{\text{median}(q_0), \cdots, \text{median}(q_3)\},$$  \hspace{1cm} (3.1)

and error sets are obtained by changing one of the four values in the central set to the 2.5% and 97.5% quantile numbers of that parameter,

$$q_{\text{error},k\pm} = \{\text{median}(q_0), \cdots, \text{quantile}_{2.5\%}^{97.5\%}(q_k), \cdots, \text{median}(q_3)\}, \hspace{1cm} k = 0, 1, 2, 3. \hspace{1cm} (3.2)$$

This introduces eight error parameter sets in total. Finally, $q_{\text{central}}$ and $q_{\text{error},k\pm}$ are transformed into the original model parameter space $p$ with values listed in table 1.

As a validation, we compute the single inclusive jet and hadron suppression using the representative inputs in table 1 and show the results in figure 5. Uncertainty bands are drawn as the envelope (blue bands) of these nine different calculations. The uncertainty is at about $\pm15\%$ level, compatible with the emulator predictions that use random draws of samples from the full posterior distribution. These representative parameter sets will be used for predictions and analysis for jet suppression and modification.
Figure 5. Validation of the representative parameter sets by performing full model calculations using the nine sets of parameters listed in table 1. The bands correspond to the envelop of the nine predictions.

4 Energy flow induced by jet-medium interaction

Before using the calibrated model to predict jet modifications in section 5, we would like to understand how energy-momentum is transported within the parton shower. We studied a simple case — back-to-back quark or gluon pairs produced with fixed $p_T^{\text{hard}}$, using the central parameter set in table 1. We focus on the energy distribution $E(z_H, r)$ and $E(p_T, r)$ of partons in the two-dimensional spaces $(z_H, r)$ and $(p_T, r)$, where $z_H$ is the longitudinal momentum fraction relative to the scale of the hard process $p_T^{\text{hard}}$ and $r$ is the radial distance of a particle from the initial hard parton,

\begin{align}
E(z_H, r) &\equiv z_H \frac{dN}{d \ln z_H dr}, \\
E(p_T, r) &\equiv p_T \frac{dN}{d \ln p_T dr}.
\end{align}

The subscript “H” reminds us that the reference momentum in $z_H$ is the scale of the initial hard process. The definition of $z_H$ is different from that of $z_{\text{jet}}$ used for the inclusive jet fragmentation function measurement, whose reference scale is the transverse momentum of the reconstructed jet. We will comment on the difference between $z_H$ and $z_{\text{jet}}$ at the end of this section and emphasize it again in section 5.1. This simple example elucidates the respective roles of elastic collisions, induced radiation, and medium excitations in modifying $E(z_H, r)$ and $E(p_T, r)$, which helps to interpret the predictions in section 5.

We initialize pairs of back-to-back quarks or gluons with initial hard momentum $p_T^{\text{hard}}$ at mid-rapidity. Following the steps described in section 2, we use Pythia8 to generate vacuum parton showers and initialize the transport equation in the medium at scale $Q_0$. Toward the end of transport in the medium at $T_f$, the jet shower continues to evolve in vacuum till $Q_0 = 0.5 \text{ GeV}$. We omit hadronization in this simple example.
4.1 Energy transport via vacuum and induced radiations

We first discuss the energy transport induced by radiative processes and momentum broadening due to elastic collisions, while elastic energy loss and medium excitation are turned off.\footnote{This is achieved by rescaling the magnitude of a particle’s momentum to its value before the elastic collision or a diffusion step.}

Energy cascades due to radiative processes in the vacuum and in a static medium were studied in [99–103] under certain approximations. Here is one of its key observations. Compared to the vacuum-like jet shower governed by DGLAP-type evolution with vacuum splitting kernels $P(0)(x)$, parton splittings in the medium have an enhanced soft splitting rate because its typical inverse formation time increases for softer parton energies. For example, in a static medium, $dR/dx \sim \alpha_s P(0)(x) \tau_f^{-1} \sim \alpha_s P(0)(x) \sqrt{q/x E}$, where $x$ is the momentum fraction of the softer daughter parton relative to the momentum of the mother parton. Such behavior builds up a power-law-like energy spectrum $dE/dz \sim z^{-1/2}$ for $z_H \ll 1$, which causes a finite amount of energy to flow into $z \ll 0$ within any arbitrary time duration \cite{103}. In practice, a finite region $z \lesssim z_{BH}$ replaces the “point-like” energy sink at $z_H = 0$ in the idealized model. $z_{BH}$ is the energy fraction corresponding to the Bethe-Heitler energy scale $z_{BH} = \omega_{BH}/E$ with $\omega_{BH} \equiv \frac{1}{2} q^2 \lambda_3^2$. The flow of energy ceases below $z_{BH}$ because the Bethe-Heitler radiation rate $dR_{BH}/dx \sim \alpha_s P(0)(x) \lambda_{el}^{-1}$ lacks additional enhancement at small-$x$. While splittings from higher $z_H$ regions continue to pump energy into this region, energy starts to accumulate among particles with typical energy $\omega_{BH}$.

Though some detailed assumptions employed in \cite{103} become invalid in a finite and expanding plasma, one still preserves the most important qualitative feature that the inverse formation time of induced radiations increases for soft splittings. One also notices that as a consequence of the formation of the thermal medium such that $\dot{q} \sim \alpha_s^2 T^3$ and $\lambda_{el} \sim 1/(\alpha_s T)$, the Bethe-Heitler energy $\omega_{BH} = O(T)$ coincides with the thermal scale.\footnote{Neglecting the logarithmic factor, the jet transport parameter for a gluon is $\hat{q} \approx \alpha_s C_A T m_D^2$. Effective mean-free-path has been defined as $m_D^2/\hat{q}$. These lead to $\omega_{BH} \approx \pi T$.}

This suggests that induced-radiation processes alone can build up energy storage near the thermal scale $p \sim T$, no matter how energetic the initial hard jets are. Such behavior has also been confirmed in recent numerical simulations including the effective kinetic theory with resummed radiation vertex \cite{104, 105} and the LID0 transport model in the large-medium limit, which is discussed in section 3.5.3 of reference \cite{106}. We will see immediately that this feature indeed emerges from our simulation.

Because $\omega_{BH}$ coincides with the thermal scale, the distribution of the accumulated energy-momentum around $\omega_{BH}$ will be further modified by other transport mechanisms including elastic collisions and jet-induced medium responses that are important for particles with $p \sim T$.

In figure 6, we plot the energy distribution $E(z_H, r)$ from the vacuum-like parton shower evolution of a jet produced at $p_T^{hard} = 200$ GeV/c to a final scale $Q_0 = 1.83$ GeV. Results shown in the left and the right panels of figure 6 are for initial quarks and gluons, respectively. Vacuum radiations transfer the energy of the initial hard quark/gluon into a broad range of $z_H$ and $r$ with most of the energy remains in the small-$r$ and high-$z_H$ region.
The energy distribution resulting from an initial quark is harder and narrower than that from an initial gluon, as gluons radiate more frequently.

Next, we evolve the jet shower in the QGP medium with induced radiations and elastic broadening, followed by vacuum radiations outside the QGP. The modified $E(z_H, r)$ for an initial gluon is shown on the left panel of figure 7. Compared to figure 6 (right), the energy distribution is softened and widened. More importantly, an “energy bump” builds up in the large-$r$ and low-$z_H$ (and small $p_T$) region. To confirm that this bump is indeed the consequence of radiative energy transfer to the thermal scale, we show the $p_T$-dependent energy distributions $E(p_T, r)$ with different $p_T^{\text{hard}}$: 100, 400, and 1600 GeV/c on the right panel of figure 7. Evidently, changing $p_T^{\text{hard}}$ by an order of magnitude does not affect the typical momentum scale $p_T \sim 2$ GeV/c at which the bump develops. Therefore the bump indeed locates at a soft medium scale that is independent of the initial hard scale.

**Figure 6.** $E(z_H, r)$ after vacuum parton shower evolution down to $Q_0$.

**Figure 7.** Energy distribution $E(z_H, r)$ that includes effects from radiative processes (vacuum plus medium-induced) and elastic broadening effects. Left: $E(z_H, r)$ for $p_T^{\text{hard}} = 200$ GeV/c at various radii. Right: $E(p_T, r)$ at small and large radii for $p_T^{\text{hard}} = 100, 400, \text{and } 1600$ GeV/c respectively.
Figure 8. Energy distribution $E(z_H, r)$ with full medium effects. Left: $E(z_H, r)$ for $p_T^{\text{hard}} = 200 \text{ GeV}/c$ at various radii. Right: ratio between the energy distribution with and without medium effects $E(z_H, r)/E^{\text{vac}}(z_H, r)$ with $p_T^{\text{hard}} = 200 \text{ GeV}/c$.

4.2 Full energy transport: radiation, elastic energy loss, and medium excitation

We have seen that elastic energy loss is nearly independent of parton momentum from figure 1. Meanwhile, the parton multiplicity at low-$z_H$ is much higher than that at high-$z_H$ during jet evolution in the QGP. Combining the arguments above, elastic energy loss is most important for the low-$z_H$ region while becomes insignificant at high-$z_H$. The lost energy-momentum due to elastic scatterings is then redistributed by either hydrodynamic responses or hard medium recoiled partons. The former induces a near-equilibrium perturbation that modifies particle distribution around $p_T \sim T$ at large angles. Momentum of the recoil particles in a $t$-channel process range from $gT$ to the average center-of-mass energy $\sqrt{6E_T}$. Therefore, the inclusion of elastic energy loss plus medium excitation mainly affects particles within $O(T) < p_T < O(\sqrt{E_T})$.

On the left of figure 8, we show the resulting $E(z_H, r)$ with full medium effects: induced-radiations, elastic broadening, and energy loss, and the medium excitation. Comparing to the left of figure 7, elastic energy loss plus medium excitations deform the low-$z_H$ bump into a sharper peak around $p_T \sim 1-2 \text{ GeV}/c$ ($z_H = 0.005-0.01$).

On the right of figure 8, we show the ratio of the modified energy distribution to the theoretical baseline $E^{\text{vac}}(z_H, r)$ due to parton showering in vacuum down to $Q_0 = 0.5 \text{ GeV}$. There is an energy deficiency at intermediate $z_H$ compared to the theoretical baseline in the vacuum, and energy excess develops at the small $z_H$ with soft momentum. Our results qualitatively agree with the finding of authors of [18, 61], where both vacuum and BDMPS-Z type medium-induced emissions are included. However, we emphasize that in our simulation, the energy excess is a combined result of both medium-induced radiation and jet-induced medium excitations: induced radiation builds up the energy excess at the soft-scale, and jet-induced medium excitation reshapes the bump into a sharper peak closer to the thermal momentum. While in references [18, 61], effects of color decoherence can also enhance soft emissions at large angles compared to the vacuum baseline.
When $z_H$ approaches one, the ratio can be larger than unity. This is a consequence of how we interface the vacuum-like evolution equation and the transport equation, and we explain it as follows. In our calculation for jets in medium, the scale evolution from $Q_0$ to $k_{\perp,\text{final}}$, where $k_{\perp,\text{final}}$ is the momentum broadening accumulated during the formation of the last medium-induced radiation, is replaced by the evolution in QGP using the transport equation. In figure 1, we have already seen that the high-energy parton energy loss in the medium grows logarithmically with parton energy: $\Delta E_{\text{med}} \sim \ln E$. In simulations for jets in the vacuum, soft vacuum radiation between $Q_0$ and $k_{\perp,\text{final}}$ causes energy shifts of the leading parton $\Delta E_{\text{vac}}(\frac{Q_0}{k_{\perp,\text{final}}})$. Because $\ln \frac{Q_0}{k_{\perp,\text{final}}} \lesssim \ln \frac{Q_0}{Q_{\text{min}}} \approx 1.2$ is not a large number, we can estimate $\Delta E_{\text{vac}}$ as $\frac{\alpha_s}{2\pi} C_R \int_0^{1/2} x E P(x) dx \frac{Q_0^2}{\alpha_s E} \approx \alpha_s C_R E \ln \frac{Q_0^2}{k_{\perp,\text{final}}^2}$. As a result, at large energy, the $\Delta E_{\text{vac}}$ that we removed from scale evolution is larger than the energy loss in the medium caused by jet-medium interactions, which explains why the ratio is larger than unity for $z_H \sim 1$ for this simple test where $z_H = \frac{p_T^{\text{parton}}}{p_T^{\text{hard}}}$. This phenomenon is also discussed in [18].

However, such an excess is only visible when we focus on very energetic particles so that $\Delta E_{\text{vac}} > \Delta E_{\text{med}}$ and analyze the result using the variable $z_H = \frac{p_T^{\text{parton}}}{p_T^{\text{hard}}}$. In fact, the peak near $z_H = 1$ can be smaller than unity for a lower-$p_T^{\text{hard}}$ or be smeared out by hadronization effects. Furthermore, in an inclusive measurement, the momentum fraction is defined using $z_{\text{jet}} = p_T^{\text{jet}}$. Unlike using $p_T^{\text{jet}}$, jets in a sample with a fixed $p_T^{\text{jet}}$ in nuclear collisions starts are produced with a higher scale and are biased towards jets with harder constituents due to jet energy loss. Therefore, the jet fragmentation function ratio between AA and pp collisions being larger than one at large $z_{\text{jet}}$ is mainly the result of the trigger bias [16, 18, 107]. To remove the trigger bias and test this effect due to a switching scale between vacuum-like and medium-induced radiations, one would like to use $\gamma$-tagged and Z-tagged jet samples [19]. Using $z_{\gamma/Z} = p_T^{\gamma} / p_T^{Z}$ or $p_T^{\gamma} / p_T^{Z}$, one should focus on the ratio of fragmentation function at large-$z_{\gamma/Z}$ and its dependence on the transverse momentum of the trigger-boson. It would be interesting to see how this effect manifests in the fragmentation functions of $\gamma$-jet and Z-jet. It can also help to test the current modeling of the switching between vacuum-like evolution and in-medium evolution. We will pursue this direction in future studies.

### 4.3 Remarks on trigger bias

The energy flow picture that is discussed in this section helps us understand the theoretical origin of features that we will see in data. But experimentally, it is impossible to determine the exact initial hard scale $p_T^{\text{hard}}$ for jet production in both nuclear collisions and proton-proton collisions. Experiments usually compare single inclusive jets in nuclear and p-p collisions at the same final $p_T^{\text{jet}}$. Due to jet energy loss, on average, inclusive jets in central Pb-Pb collisions are produced with a larger hard scale than that of reference jets with the same transverse momentum measured in p-p collisions. Therefore, in addition to medium effects, the mismatch in the initial hard production scale between jets in A-A and jets in p-p is also responsible for ratios of inclusive jet fragmentation functions deviating from unity.

\[ 10 \text{In } [18], q_0 \sim \sqrt{Q E} \text{ is an energy-dependent scale estimated from multiple-collision effects in a static medium; while in our simulation, } Q_0 \text{ is independent of energy as suggested from figure 4.} \]
In this section, we predict modifications to jet fragmentation function and jet shape, as well as the cone-size dependence of jet $R_{AA}$. These predictions use full-model calculation with representative parameter sets from the calibration in section 3.3. We define jets at the hadron level with the same kinematic cuts as in the measurements.

5.1 Modified jet fragmentation function in central Pb-Pb collisions

For the ATLAS measurement [108], the jet fragmentation function is defined as the charged particle distribution in either the longitudinal momentum fraction $z_{\text{jet}}$ or the transverse momentum $p_T$ of hadron, normalized by the number of jets,

$$D(z_{\text{jet}}) = \frac{1}{N_{\text{jet}}} \frac{dN_{\text{ch}}}{dz_{\text{jet}}}, \quad z_{\text{jet}} = \frac{p_{T\text{ch}} \cdot p_{T\text{jet}}}{(p_{T\text{jet}})^2} \approx \frac{p_{T\text{ch}} \cos r}{p_{T\text{jet}}},$$

(5.1)

$$D(p_T) = \frac{1}{N_{\text{jet}}} \frac{dN_{\text{ch}}}{dp_T}.$$  

(5.2)

Note that $z_{\text{jet}}$ uses the transverse momentum of the reconstructed jet as the reference scale, which is different from that for $z_H$ in section 4.

In figure 9, we compare the Pythia8 simulation as a baseline to the ATLAS measurement of $D(z)$ in p-p collisions [108] for $126 < p_{T\text{jet}} < 158 \text{ GeV/c}$, $200 < p_{T\text{jet}} < 251 \text{ GeV/c}$,
Figure 10. Prediction of modification to the jet fragmentation function ($D(z)$) and comparison to ATLAS measurements for three different $p_T^{\text{jet}}$ bins [108]. Bands corresponds to the envelop of calculations using the parameter sets listed in table 1. Dashed lines are calculations using the central parameter set but excluding contributions from medium excitations when calculating fragmentation functions.

and $316 < p_T^{\text{jet}} < 398$ GeV/$c$. We find a reasonable agreement for a wide range of $z_{\text{jet}}$ except in the very large-$z_{\text{jet}}$ bins, where the simulation drops faster than data toward $z_{\text{jet}} = 1$.

Our predictions for ratios between jet fragmentation function $D(z)$ in Pb-Pb and p-p collisions are shown in figure 10. The predictions include bands of uncertainty using the representative parameter sets in table 1. The model constrained by inclusive jet and hadron suppression consistently describes the modification of jet fragmentation function observed in experimental data. To illustrate the respective roles of radiative processes and medium excitations, we compare the full model calculation to the calculation that excludes contributions from medium excitations (dashed lines). We emphasize that jets are still defined with contributions from medium excitations so that the jet samples are unbiased.

It is clear that even without contributions from medium excitations, low-$z$ enhancements of the ratio $D_{AA}(p)/D_{pp}(z)$ are already sizeable. As explained in the previous section, the medium-induced radiative process transfers energy towards small-$z$ very effectively and accumulates energy at thermal scales. Because the overall impact of jet-medium interactions is to excite medium partons to higher energy, contributions from medium excitations are negative at low transverse momenta and become positive at high transverse momenta. As a result, medium excitations develop a notable peak in the modification of fragmentation functions around $p_T \sim 0.7$ GeV for all three $p_T^{\text{jet}}$ bins.

Modifications of $D(z_{\text{jet}})$ are known to demonstrate different scaling behaviors in the hard and the soft regions [108]: ratios for $D(z_{\text{jet}})$ at high-$z_{\text{jet}}$ for different $p_T^{\text{jet}}$ collapse on the same curve; while ratios for $D(p_T)$ at low-$p_T$ are approximately independent of the $p_T^{\text{jet}}$. In figure 11, the central predictions for $D(z)$ (left) and $D(p_T)$ (right) ratios for three different jet $p_T$ bins are compared with experimental data. The high-$z_{\text{jet}}$ scaling of $D(z)$ is well reproduced. In the model, the energies of high-$z_{\text{jet}}$ particles are sufficiently higher.
Figure 11. An investigation of the scaling properties of the calculated jet fragmentation function in Pb-Pb collisions using the central prediction parameter set in table 1. Left: overlapping calculations and measurements of $D(z)$ ratios for three different $p_T^{\text{jet}}$ bins. Right: left: overlapping calculations and measurements of $D(p_T)$ ratios for three different $p_T^{\text{jet}}$ bins.

than other scales such as temperature and elastic recoil energy from $\mathcal{O}(T)$ to $\mathcal{O}(\sqrt{ET})$; therefore, it is natural that its modification, dominated by induced radiation, is solely a function of $z_{\text{jet}}$. For the modifications of $D(p_T)$, the model captures the low-$p_T$ enhancement of $D(p_T)$ at $p_T \lesssim 4\text{ GeV}/c$. From discussions in section 4, we see that the origin of low-$p_T$ scaling is a combination of both induced-radiation and medium excitation: energy first builds up at soft-momentum scale due to induced radiation, and jet-induced medium response further modifies the energy distribution at low $p_T$. Comparing the low-$p_T$ enhancement of the fragmentation function for different $p_T^{\text{jet}}$, the model predicts a stronger $p_T^{\text{jet}}$ dependence than data. A possible reason is that a more physical transition scale parameter $Q_0$ should slowly increase with $p_T^{\text{jet}}$ jets, which decreases the jet parton multiplicity at the point of initialization of the transport equation and reduces the energy transfer to lower energy partons.

5.2 Cone-size dependence of jet suppression and jet-shape modifications

We now switch to the cone-size dependence of jet $R_{AA}$ and jet shape modifications that are closely related to the radial transport of jet energy.

Cone-size dependence of jet suppression. Jet reconstruction with a larger cone-size should recover more energy in the hard process. The cone-size dependence of jet $R_{AA}$ is a result of the competition between the increases of jet yield with $R$ in nuclear collisions and p-p collisions. Recent measurements demonstrate that jet $R_{AA}$ has a weak $R$ dependence. At the RHIC energy, the STAR experiment observes that the charged jet $R_{AA}$ for $R = 0.2, 0.3,$ and $0.4$ are the same within the experimental uncertainty [92]. At the LHC energy, the ALICE measurement [91] shows similar $R_{AA}$ at $R = 0.2$ and $R = 0.4$. 

– 29 –
Figure 12. Predictions of cone-size dependence of inclusive jet nuclear modification factor in Pb-Pb collisions at $\sqrt{s_{NN}} = 5.02$ TeV, as compared to data from ALICE [91] and ATLAS [90] experiments, and preliminary data from the CMS experiment [93].

the CMS measurement [93] has extended jet measurement to $R = 1.0$ for $p_T^{jet} > 400$ GeV/c, and the $R = 1.0$ $R_{AA}$ shows less than 10% increases compared to $R = 0.2$ results. It suggests energy lost at the core of the jet is transported mostly to large angles.

In figures 12 and 13, the model calculations are compared to both the RHIC and the LHC data on jet $R_{AA}$ with different jet cone-sizes. We notice that the CMS jet $R_{AA}$ at $R = 0.4$ is about 0.15 higher than the ATLAS measurement in the similar $p_T$ and rapidity window, though the discrepancy is only at 1–2 $\sigma$ level. Because we calibrate the model to ATLAS data at $R = 0.4$, the predictions are systematically lower than the CMS measurements. The model, however, explains the weak cone-size dependence at both the LHC and RHIC. A weak cone-size dependence is also found in the strongly-coupled hybrid approach to jet modification [17]. Another weakly-coupled transport equation calculation predicts a stronger cone-size dependence [55].

The STAR experiment uses a leading particle trigger of $p_T^{\text{trigger}} > 5$ GeV to define jets in Au-Au collisions to suppress "fake jets" from the background. This trigger inevitably biases the reconstructed inclusive jet spectra. Especially, the jet yield vanishes below the momentum of the trigger particle $p_T^{\text{chg, jet}} < p_T^{\text{trigger}}$. Jets with higher transverse momentum are less affected by the trigger, and the STAR experiment has estimated that the measured
Figure 13. Predictions of cone-size dependence of inclusive jet nuclear modification factor in Au-Au collisions at \( \sqrt{s_{NN}} = 200 \) GeV, compared to charged-jet measurement from the STAR experiment [92]. The experimental data colored in red (the three highest \( p_{T}^{\text{chg jet}} \) data points) are considered to be “unbiased”, while the rest of the data points shown in black are subject to a strong bias due to the trigger on the leading particle.

\( R_{AA} \) with \( p_{T}^{\text{chg jet}} > 16 \) GeV, denoted by red symbols, are effectively free from the trigger bias. For this reason, we only include the “unbiased” data points in the calibration in section C. Nevertheless, we can estimate the effect of trigger bias by comparing the inclusive jet \( R_{AA} \) calculated without triggering (open solid box) to that with leading-particle triggering (gray bands). With the triggering, the charged-jet \( R_{AA} \) is almost flat as a function of \( p_{T}^{\text{chg jet}} \). Our calculation with and without triggering agrees well above \( p_{T}^{\text{chg jet}} \sim 15–20 \) GeV and diverges for lower momentum jet, which is in agreement with estimations from the STAR experiment that \( R_{AA} \) values above 16 GeV are effectively unbiased. The calculation with trigger explains the drop of the charged-jet \( R_{AA} \) below 20 GeV. The calculation also shows that jets with smaller cone-size are less sensitive to the trigger bias because hard particles satisfying the momentum cut are more likely to be contained in jets with smaller cone-size at fixed \( p_{T}^{\text{chg jet}} \).

**Jet shape.** Jet shape directly measures the radial distribution of energy around the jet. Following the CMS measurement [109], we define the radial distribution of the transverse momentum of charged particles associated with \( R = 0.4 \) jets

\[
P(r) = \frac{1}{N_{\text{jets}}} \sum_{\text{jets}} \frac{\sum_{|r'-r|<\Delta r/2} p_{T}}{\Delta r}.
\]

The nested summation goes over charged particles for each jet, and \( \Delta r \) is the radial bin size. Then, the jet shape is defined as a self-normalized transverse momentum distribution within \( r < 1 \)

\[
\rho(r) = \frac{P(r)}{\int_0^1 P(r)dr}.
\]

Note that there is a small but finite kinematic cut \( p_{T}^{\text{track}} > 0.7 \) GeV/c on charged particles in the CMS measurement.
Figure 14. Pythia8 simulations of inclusive jet shape in proton-proton collision (red-solid line), compared to data from the CMS experiment [109]. The red dashed line corresponds to a “corrected” simulation to better agree with the CMS data at large $r$. The “corrected” results have been subtracted by a 0.37 GeV per squared radian background.

In figure 14, the $p_T$ profile $P(r)$ in p-p collisions simulated by Pythia8 is compared to CMS data for $p_T^{\text{jet}} > 120$ GeV/$c$. Inside the jet cone of $r < 0.4$, the simulation (red solid line) describes the data well. For $r > 0.4$, Pythia8 simulations overshoot the data points, with a discrepancy of about 50% at $r = 1.0$. Such a deviation in the baseline can affect the interpretation of the ratio between jet shape in Pb-Pb and p-p. For a fairer comparison in Pb-Pb, we try to use an ad hoc method to correct this discrepancy at large $r$. Because the measured transverse momentum density is already small at large $r$: $P(r)/(2\pi r) \approx 0.55$ GeV per squared radian, we attribute the discrepancy at large $r$ to a small mismatch in background estimation between experiment and simulation, $P_{\text{calc}}(r) - P_{\text{exp}}(r) = 2\pi r \epsilon_0$. The fitted $\epsilon_0$ is around 0.37 GeV per squared radian. We then correct the simulated jet shape by subtracting this constant background. The corrected Pythia8 result is plotted as the red dashed line in figure 14, which agrees better with the measurement at a larger $r$. Note that $\epsilon_0 \approx 0.37$ GeV hardly affects the jet energy determination as $\epsilon_0 \pi R^2 \approx 0.2$ GeV is much less than the jet energy and energy loss.

In figure 15, the ratio between jet shape $\rho(r)$ in Pb-Pb and that in p-p collisions is compared to CMS data. The uncorrected prediction (blue band) describes the dip of the ratio around $r = 0.1$ and its fast-rising with increasing $r$. At large radius, the prediction starts to deviate from the measurement where $\rho^{\text{AA}}/\rho^{\text{pp}} \approx 1.7$. As we have assumed, this stems from a mismatch in the background definition. We apply the ad hoc correction to the prediction

$$\rho_c^{\text{AA}}(r)/\rho_c^{\text{pp}}(r) = \frac{N_{\text{pp}} P^{\text{AA}}(r) - 2\pi r \epsilon_0}{N_{\text{AA}} P^{\text{pp}}(r) - 2\pi r \epsilon_0},$$

(5.5)

For example, the comparison is sensitive to soft radiations and decay effects due to the finite kinematic cut on charged particles.
Figure 15. Prediction of the ratio between inclusive jet shape in Pb-Pb collisions and p-p collisions (blue band) compared to data from the CMS experiment [109]. The dashed line is the central prediction of jet shape without contributions from medium excitations. The blue open band is the result corrected by the *ad hoc* formula in equation (5.5), where $\epsilon_0 = 0.37$ GeV per squared-radian energy density is subtracted from the transverse-momentum profile calculation for Pb-Pb and p-p.

where the estimated mismatch in background $\epsilon_0$ is subtracted from both the p-p and Pb-Pb calculations, and $N^{AA}$ and $N^{pp}$ are the self-normalization factor of the corrected momentum profile $P(r) - 2\pi r \epsilon_0$ for Pb-Pb and p-p collisions respectively. The correction increases the calculated extended jet shape for $r > 0.4$ to the measured level of “energy excess”, shown as the open blue bands. Finally, the dashed line shows the jet shape calculation where we exclude the contribution of medium excitations. Comparing to the full model calculation, we conclude that medium excitation is negligible at small $r$. At $r \sim 1$, its contribution is essential to explain the large-$r$ excess of jet shape modification [72].

Modifications of jet fragmentation function and jet shape only contain information of the one-dimensional projection of the two-dimensional energy distributions $dE/(dp_T dr)$ and $dE(dz_{jet} dr)$, and a direct comparison to the latter impose unprecedentedly detailed constraints to the modeling of jet-medium interaction. For this purpose, both ATLAS and CMS experiments have measured the jet shape with different cuts on the transverse momentum of charged particles [109, 110], though we only compare to the CMS data in this work.

In figure 16, we show the ratios of the transverse momentum profile $P(r)$ for charged particles with $p_T > 0.7, 2.0, \text{ and } 4.0 \text{ GeV/c}$ between Pb-Pb and p-p collisions (filled bands) and compare to the CMS data [109]. The open bands are the “corrected” ratio as calculated in equation (5.5) where we subtract a constant transverse momentum background so that the radial profiles of transverse momentum density in proton-proton collisions agree with the data outside of the jet cone. The residual background levels that we subtracted from the transverse-momentum distribution are $\epsilon_0 = 0.37, 0.29, \text{ and } 0.12 \text{ GeV}$ for $p_T$ cuts equals
Figure 16. Prediction of the $p_T$-cut dependent jet shape compared to data from the CMS measurement [109]. The lines and symbols from top to bottom corresponds to the jet shape constructed using particles with $p_T > 0.7$, 2.0, and 4.0 GeV/c respectively. Filled color bands are direct model predictions and open color bands are predictions corrected by the *ad hoc* procedure.

0.7, 2.0, and 4.0 GeV/c, respectively. After the correction, we see a better description of the extended jet shape at large $r$. Outside the $R = 0.4$, increasing the $p_T$ cut from 0.7 GeV/c to 2.0 GeV/c reduces the transverse momentum outside the jet cone by about 50%. It can be understood from the simple test shown on the left of figure 8 that soft particles with $p_T \sim 2$ GeV/c dominate the large-$r$ enhancement and an increased $p_T$ cut effectively removes such contributions. This effect is more prominent with $p_T$ cut increased to 4 GeV/c. We note that the calculation for the case of $p_T > 4.0$ GeV/c notably overestimates the data in the middle region of $0.2 < r < 0.8$. Because a 4.0 GeV/c transverse-momentum cut is an order of magnitude higher than the temperature, hard-parton dynamics should be responsible for this difference. Large-momentum particles at large-$r$ are those that are transported to large angles by elastic broadening and survive collisional energy loss, which dominates over radiative energy loss at $p < 10$ GeV/c as evident in figure 1. The discrepancy may be a result of the current energy dependence of the elastic energy loss. From figure 1, the elastic energy loss almost exhibits no momentum dependence. If we allow, e.g., the drag coefficient to become larger when particle momentum decreases, which causes slightly more energy transferring to low-$p_T$ hydrodynamic-like responses through drag and diffusion, the momentum profile at large $r$ would decrease. The profile at small $r$ will not be strongly affected by this tiny amount of momentum transfer because the inner core contains the majority of the summed transverse momentum carried by much harder particles. Although we do not fine-tune the energy dependence of the drag coefficient in this work, we consider the $p_T$-dependent jet shape being an extremely informative input to future precision tuning of the in-medium jet shower Monte Carlo models.
6 Summary and outlook

In this work, we have performed a transport-model based study of jet production and modifications in relativistic heavy-ion collisions. Initial hard processes and high-virtuality vacuum-like parton showers are generated by Pythia8, jet-medium interactions are treated in a previously developed linearized partonic transport model LIDO, and the jet-induced medium excitation contains both hard parton recoils and a linearized hydrodynamic response.

Using data in single inclusive jet and single hadron suppression in central nuclear collisions at the LHC and RHIC, we systematically calibrated four model parameters: scale parameter \( \mu_{\text{min}} \) for the in-medium coupling, separation scale parameter \( Q_0 \) between vacuum-like and in-medium parton shower (separately tuned at the RHIC and the LHC), and a termination temperature \( T_f \) for jet-medium interactions. The calibrated model consistently describes inclusive jet and hadron suppression at high-\( p_T \). Parameter sets for central prediction and error estimation are reported.

The calibration also extracts of the effective medium-coupling strength \( g_{\text{med}} \sim g(\mu_{\text{min}}) \) (left) and the jet transport parameter \( \hat{q}(p, T) \) (right) from both jet and hadron suppression data as shown in figure 17. The large calibrated values of the effective coupling at the medium scale \( g_{\text{med}} \sim 2–3 \) stands out as a potential problem because it challenges the use of weak-coupling assumption for jet-medium interaction. The extracted 95% credible region of the scaled jet transport parameter \( \hat{q}(p, T)/T^3 \) of a light quark is consistent with an earlier estimation by the JET Collaboration [6], but is larger than a recent extraction by the JETSCAPE Collaboration [68, 111]. A possible explanation is that the JETSCAPE multi-stage approach includes medium effects in both the high-virtuality evolution and the transport equations of parton showers, but the present study accounts for all the jet-medium interactions in the transport equation. As a result, the present study may have over-estimated the magnitude of the jet-medium coupling to compensate for the neglected medium effects in the evolution of high-virtuality partons.

In the second half of this paper, we first analyzed the energy flow induced by jet-medium interactions to help understand the observed jet modifications. We found that a medium-induced radiative process transfers energy from the large-\( z_{\text{jet}} \) partons down to partons with momentum \( p \sim \omega_{\text{BH}} \approx \pi T \). Elastic energy loss and jet-induced medium excitations further redistribute the energy accumulated around \( \omega_{\text{BH}} \).

Using the calibrated model, we made predictions for modifications of jet fragmentation function, cone-size dependence of jet \( R_{AA} \), and modification of jet shape. The calibrated model produces a good agreement with the measured fragmentation function of inclusive jets at the LHC in central Pb-Pb collisions. The excess of low-\( p_T \) fragmentation function and jet shape at large-\( r \) are found to be the consequences of both medium-induced radiation and jet-induced medium excitation.

In conclusion, the transport-based model can simultaneously explain inclusive jet and hadron suppression at high-\( p_T \). The same model with calibrated parameters yields comparable jet-transport coefficient to earlier extractions and provides consistent descriptions of inclusive jet modifications, including jet fragmentation function and jet shape. These
Figure 17. The resultant 95% credible region of medium coupling strength $g(\mu_{\text{min}})$ as a function of temperature $T$ (left) and jet transport coefficient for light quark $\hat{q}_q$ scaled by $T^3$ (right). Red and green bands correspond to the value of $\hat{q}/T^3$ for a light quark with 10 GeV/c and 100 GeV/c momentum respectively. Black symbols with error bars are values estimated by the JET Collaboration [6] and the hatched band is one of the preliminary results extracted by the JETSCAPE Collaboration [68].

observations support the application of transport-based modeling of jet modifications in a dense medium.

Finally, for future perspectives, we will revisit the perturbative modeling of medium color charges assumed in this work, considering the largeness of the resultant jet-medium coupling constant. Instead of assuming a medium that consists of massless quasi-particles, non-perturbative modeling of medium constituents would be more consistent with the nature of a strongly-coupled QGP. To study more differential observables, such as jet substructures, and to extend current calculations to small collision systems, it is imperative to incorporate medium modifications to the high-virtuality evolution of the parton shower. For instance, we seek to adopt the LIDO model as an alternative transport model in the JETSCAPE framework. It allows us to benefit from the MATTER event generator where medium-induced bremsstrahlung is also included in the high-virtuality parton shower evolution using a higher-twist approach. Besides, we will also develop techniques to interleave single-particle transport with the physics of color coherence in parton branching at high energy. These future improvements are keys to a more precise probe of the quark-gluon plasma.
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We simulate the medium evolution using a hydrodynamic-based hic-eventgen package that is described in detail in [112]. The package assumes boost-invariance and includes a parametric initial condition [113], a free-streaming model for pre-equilibrium dynamics [114], and a subsequent viscous hydrodynamics evolution [115, 116]. For simplicity, we use event-averaged initial conditions to generate events for 0–10% central nuclear collisions. This is an acceptable approximation if we focus on the suppression of inclusive hadron and jet. This is because first that the bumpiness in the initial condition is quickly smeared out by transverse expansion, and second that it has been demonstrated in reference [117] that parton energy loss is most sensitive to the long-wavelength structures of the medium, such as the effective medium size and temperature. This is not the case for other observables such as jet momentum anisotropy $v_n$, which is very sensitive to the details of medium evolution and event-by-event geometric fluctuation. This is also the reason that we did not compute jet $v_n$ in the present study.

We only extract the equilibrium information from the medium for the simulations of jet evolution. This means that during the hydrodynamic stage, jet partons interact with a medium in local equilibrium, which is comprised of massless quarks and gluons, whose energy density $\epsilon$ and flow velocity $u^\mu$ match the viscous hydrodynamic simulation. The temperature is defined using the lattice equation of state $T = T(\epsilon)$ [86].

In figure 18, we plot the temperature profiles (left) and the evolution of the maximum temperature with proper time (right). From the right plot, we see that a 0.02 GeV decrease in $T_f$ leads a longer duration of jet-medium interaction: $\Delta \tau \approx 2.5 \text{ fm}/c$.

### B Comparisons of single-gluon emission rates

We shall demonstrate in this appendix that the LIDO model can quantitatively reproduce the medium-induced single-emission rate as calculated in the full theory [22, 23, 83], where contributions from multiple collisions are resummed using weakly-coupled input of jet-medium interactions. In the past, we had compared LIDO simulations [56] to the published numerical results in reference [83] for a quark traveling in a finite and static medium at relatively low energy $E = 16 \text{ GeV}$. In this work, we apply a new implementation [106] of the numerical approach introduced in [83] to solve the single-parton emission rate of the full theory. It enables us to compare our simulation to theoretical calculations at higher parton energy relevant for jets at the LHC energies, and it can also extend the comparison to the case of an expanding medium. In this appendix, we choose to demonstrate this comparison

---

12It also includes a particlization model that samples hadrons from the fluid and a hadronic afterburner. We only include jet-medium interaction in the QGP phase and neglect jet interaction with hadronic matter.
using the $g \rightarrow g + g$ splitting channel with the initial gluon energy $E = 100$ GeV. Both the simulation and the numerical solution of the theory use a fixed coupling constant $\alpha_s = 0.3$.

On the left panel of figure 19, we compare the differential rate (bands) $dR/d\omega$ of gluon splitting $g \rightarrow g + g$ as a function of the time at which the radiation takes place in a finite and static medium. $\omega$ is the energy of one of the radiated gluons. Bands and dashed lines correspond to LID0 simulations and theoretical calculations, respectively. Different colors label the differential rates at different gluon energies. We can see that simulations quantitatively agree with the theoretical calculations at late times. The model also captures the radiation rate in the transition region at early times, which is critical for the model to reproduce the non-linear path-length dependent radiative energy loss of leading partons. This agreement is better for energetic daughter parton with $\omega/T \gg 1$. At lower energy $\omega \gg 3T$, one observes notable deviations at early times.

On the right panel of figure 19, we make the comparison between theory (symbols) and simulations (bands) in an expanding medium. The temperature of the medium drops according to that of the Bjorken flow [79], where $T^3 \propto \tau^{-1}$ with an initial temperature $T_0 = 0.5$ GeV at the initial time of $\tau_0 = 0.5$ fm/c. We observe that simulations capture the time dependence of the differential radiation rate very well for high-energy daughter gluons. However, the current model produces more low-energy daughter gluons at late times than the theoretical expectation.

One concludes that in both cases, the agreement between theory and simulation is satisfactory except for those emitted gluons with thermal energies $\omega \sim 3T$. However, we will not be over-concerned about this discrepancy at this moment for two reasons. First, the screening mass under a moderate $\alpha_s = 0.3$ is comparable to the kinetic energy of thermal gluons. The collinearity between the final-state and initial-state partons as the theoretical
Figure 19. Comparisons of the numerical solution of the full theory (dashed lines and symbols) [83] of the medium-induced single-emission rate of the process $g \rightarrow g + g$ to LIDO simulations (bands). Left: differential rate $dR/d\omega$ in a static medium as a function of parton evolution time $t^+$, plotted at different energy of the daughter gluon: $\omega/T = 3, 6, 11, 20, 37, 68$. Right: differential rate $dR/d\omega$ in an expanding medium as a function of parton evolution time $t^+$, plotted at different energies of the daughter gluon: $\omega/T = 6, 20, 60$. The medium expands according to Bjorken flow where $T^3 \propto \tau^{-1}$.

The formula assumed breaks down. Therefore, the theory calculation already approaches its limits of applicability. Second, gluon emissions with thermal momenta do not strongly affect the radiative energy loss of the leading parton. Their impact on soft partons is also subleading compared to that of elastic collisions. Therefore, despite the current discrepancy between our model and the full theory around $\omega \sim 3T$, we do not expect it strongly alter the predictions on physical observables.

C Details of the Bayesian model parameter calibration

C.1 Procedures of Bayesian parameter calibration

We refer the readers to the reference [112] for a detailed review of the application of the Bayesian method to model calibration in the context of relativistic heavy-ion physics. Specific to our application, we perform the Bayesian model calibration in the following steps.

Model computation at the design parameter points. Fifty parameter sets are sampled using the Latin-hypercube sampling procedure from the four-dimensional parameter space

$$\mathbf{p} = \left[ \ln \frac{\mu_{\min}}{\pi T}, \ln \frac{Q_{\text{LHC}}^0}{1 \text{ GeV}}, \ln \frac{Q_{\text{RHIC}}^0}{1 \text{ GeV}}, T_f \right]$$

with the range introduced in section 3.1. The Latin-hypercube sampling algorithm is implemented in the R package [118, 119]. Each of these fifty parameter points, $\mathbf{p}_i$, predicts a set of inclusive jet and hadron $R_{AA}$ through the full model simulation. The list of $R_{AA}$ for jet and hadron at different colliding energies is concatenated into a single training observable vector $\mathbf{y}_i$ for the parameter point labeled by $i$. 
**Dimensional reduction of the training data.** We use principal component analysis, as implemented in the `scikit-learn` package, to compress the information of the observable vectors $y_i$ into vectors of lower dimensional $z_i$ where $\text{dim} z \ll \text{dim} y$. First, the reduction of the dimension of the observable is possible because many outputs vary in a highly correlated manner when parameters are varied. For example, in our study, an increase in coupling strength decreases all high-$p_T R_{AA}$. Second, the outputs are dominated by linear correlations. For example, the amount of change in jet $R_{AA}$ approximately scales linearly with the change in inclusive hadron $R_{AA}$, when we vary the model parameters. In this case, the change in the full observable vectors can be approximately decomposed into linear combinations of just a few bases vectors $b_j$ labeled by $j$

$$y_i = \sum_{j=1}^{N_{\text{pc}}} z_{ij} b_j + (\text{Truncation errors}). \quad (C.2)$$

Now, each row of $z_{ij}$ becomes the transformed observable vector for parameter set “$i$”, and different columns of $z$ are guaranteed to be linearly independent. When the dimension of $z$-N_{\text{pc}} is chosen to be smaller than dim $y$, the linear combination does not fully agree with the original vector and introduces finite truncation errors. For a well-behaved model with a few parameters, a small number of $N_{\text{pc}}$ is enough to reproduce the original vector with small truncation errors. We choose $N_{\text{pc}} = 5$ in this work, which accounts for 97.5% of the variation of the original data. Variances in the truncated data are propagated to the interpolation uncertainty as white noises.

**Emulate model prediction by interpolating training data.** Next, we define an interpolation $z = f(p)$ to obtain model prediction $z$ at a general point $p$ in the parameter space. The interpolation is realized by training Gaussian processes on the fifty training (design) parameter sets and the corresponding predicted observable vectors. A Gaussian-process emulator is a procedure to sample a random $n$-dimensional scalar function whose outputs at different inputs follow a multivariate Gaussian distribution. The training procedure adapts the hyper-parameters in the Gaussian-process emulator so that the distribution of the generated random functions is conditioned to the training output $z_i$ at training inputs $p_i$. At a novel input point $x_i$, the ensemble of function values defines the central prediction and the interpolation uncertainty. Finally, we transform the predicted $z$ back to predictions of physical observables $y$. The prediction uncertainty that is represented by a diagonal covariance matrix in the principal component space is also transformed back to the physical space $\Sigma_{\text{GP}}$. All these functionalities of building and training Gaussian process emulators are provided by the `scikit-learn` package [120].

**Model discrepancy.** It is hardly true that a model, even with optimal parameters, can accurately describe every detail of an observable. This intrinsic model inaccuracy is the so-called model discrepancy. Without accounting for the model discrepancy in the uncertainty estimation, a calibration potentially leads to over-confident constraints on parameters. In reality, for a complex model used in this work, it is impossible to quantify the discrepancy between the model and the true underlying theory. We adopt a strategy of including
model discrepancy used in [112]. In this method, a relative uncertainty $\sigma_{\text{model}}$ is assigned to the prediction uncertainty of each principal component in addition to uncertainties of Gaussian-process emulators. Because we do not know the exact value of $\sigma_{\text{model}}$, we treat it as another parameter to be marginalized in the Bayesian parameter calibration. Moreover, we give $\sigma_{\text{model}}$ an informative prior,

$$P_0(\sigma_{\text{model}}) \propto \sigma_{\text{model}}^2 e^{-\sigma_{\text{model}}/0.05}, 0 < \sigma_{\text{model}} < 0.5,$$

(C.3)

resulting in a 15% average model discrepancy prior to the model-to-data comparison.

Model-to-data comparison from Bayes’ theorem. Assisted by a fast model emulator, we can infer model calculations with uncertainty at any point in the considered range of parameters. Next, we apply Bayes’ theorem to combine the model and experimental data to define the posterior probability distribution of parameters $P(p)$.

$$P(p) = \exp\{-\frac{1}{2}(\delta y_p - y_{\text{exp}})^T \Sigma^{-1} (\delta y_p - y_{\text{exp}})\} P_0(p)$$

(C.4)

where $\delta y_p = y(p) - y_{\text{exp}}$. $\Sigma$ is the uncertainty matrix that combines interpolation uncertainty and experimental uncertainty.

$$\Sigma = \Sigma_{\text{GP}} + \Sigma_{\text{model}} + \text{diag}\left\{\left(\delta y_{\text{exp}}^{\text{stat}} + \delta y_{\text{exp}}^{\text{sys}}\right)^2\right\} + \sum_{\text{exp}} \delta y_{\text{exp}}^{\text{norm}} \otimes \delta y_{\text{exp}}^{\text{norm}},$$

(C.5)

where $\Sigma_{\text{GP}}$ is the covariance matrix of the interpolation procedure. $\delta y_{\text{exp}}^{\text{stat}} + \delta y_{\text{exp}}^{\text{sys}}$ is the experimental statistical uncertainty plus systematic uncertainty, which only contributes to the diagonal term of $\Sigma$. In reality, systematic uncertainties usually have a certain degree of correlation. For simplicity, they are treated as uncorrelated in this analysis except for the normalization uncertainty. The normalization uncertainty $\delta y_{\text{exp}}^{\text{norm}}$ comes from binary collision $T_{AA}$ uncertainty and luminosity uncertainty in $R_{AA}$ measurement; therefore, they are fully-correlated uncertainty over different transverse momentum bins in one measurement. The $\otimes$ denotes the outer product of the uncertainty array for one of the experiments, and the $\oplus$ denotes the direct sum of normalization uncertainty covariance matrices among different experiments. The normalization uncertainty are included as percentage of the central reported experimental values $\delta y_{\text{exp}}^{\text{norm}} = \text{norm} \times \delta y_{\text{exp}}$. The normalization factor for different experiments in 0–10% Pb-Pb or 0–10% Au-Au collisions are listed in table 2. To obtain the marginalized posterior distribution that has been discussed in section 3.3, we use Markov chain Monte Carlo (MCMC), as implemented in the emcee package [121], to pull random samples from the posterior distribution defined in equations (C.4) and (C.5) and project onto the one- or two-parameter subspace.

C.2 Sensitivity to the $p_T^{\text{hadron}}$ cut on hadron suppression data

In section 3.3, we only include single hadron suppression data above $p_T = 10 \text{ GeV}/c$. The value of the cut-off momentum can be subjective, so we test the impact of a different cut-off $p_T$ on the posterior. In figure 20, we compare three single-parameter posterior distributions for different choices of hadron data $p_T$ cut — $p_T^{\text{hadron}} > 5 \text{ GeV}/c$ (red dashed lines),
### Table 2.
Normalization uncertainty level of different measurements in 0–10% Pb-Pb collision or 0–10% Au-Au collisions.

| ATLAS jet | ALICE jet | CMS chg. part. | CMS $D^0$ | STAR chg. jet | PHENIX $\pi^0$ |
|-----------|-----------|----------------|-----------|---------------|-----------------|
| 0.0085    | 0.028     | 0.025          | 0.025     | 0.07          | 0.12            |

$P_T^{\text{hadron}} > 10 \text{ GeV}/c$ (green solid lines), and $P_T^{\text{hadron}} > 15 \text{ GeV}/c$ (blue dash-dotted lines). Including more low-$P_T^{\text{hadron}}$ data slightly decreases the preferred in-medium coupling scale, which increases the coupling strength. It also drives the preferred termination temperature for jet-medium interaction toward lower values, increasing the effect of hot-medium on jet partons. Both of these changes try to enhance the medium modifications on a single particle. The matching scale parameter $Q_0$ at LHC energy favors higher values when we include more low-$P_T^{\text{hadron}}$ data. A higher $Q_0$ effectively reduces vacuum showers, which compensates for the increased suppression on high-$P_T$ particles. The posterior of $Q_0$ parameters at RHIC is consistent when changing $P_T^{\text{hadron}}$ due to the large calibration uncertainty.

The posterior’s dependence on $P_T^{\text{hadron}}$ cut-off on the calibration data set suggests that our model is not entirely consistent with the $P_T$ dependence of inclusive hadron data. As a result, lowering the $P_T^{\text{hadron}}$ cut-off, the calibration has to balance the losses and gains with the low-$P_T^{\text{hadron}}$ data. This is particular prominent for the $T_f$ parameter when we switch...
Table 3. The table lists the medians and 95% credible limits of model parameters obtained for different choices of $p_T^{\text{hadron}}$ cut-off on experimental data.

$p_T^{\text{hadron}}$ cut-off from 10 GeV/$c$ to 5 GeV/$c$. Despite this dependence on $p_T^{\text{hadron}}$, the three posterior distributions still largely overlap with each other. In particular, the 95% credible interval are consistent as listed in table 3.
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