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ABSTRACT

Given the rapid changes in telecommunication systems and their higher dependence on artificial intelligence, it is increasingly important to have models that can perform well under different, possibly adverse, conditions. Deep Neural Networks (DNNs) using convolutional layers are state-of-the-art in many tasks in communications. However, in other domains, like image classification, DNNs have been shown to be vulnerable to adversarial perturbations, which consist of imperceptible crafted noise that when added to the data fools the model into misclassification. This puts into question the security of DNNs in communication tasks, and in particular in modulation recognition. We propose a novel framework to test the robustness of current state-of-the-art models where the adversarial perturbation strength is dependent on the signal strength and measured with the “signal to perturbation ratio” (SPR). We show that current state-of-the-art models are susceptible to these perturbations. In contrast to current research on the topic of image classification, modulation recognition allows us to have easily accessible insights on the usefulness of the features learned by DNNs by looking at the constellation space. When analyzing these vulnerable models we found that adversarial perturbations do not shift the symbols towards the nearest classes in constellation space. This shows that DNNs do not base their decisions on signal statistics that are important for the Bayes-optimal modulation recognition model, but spurious correlations in the training data. Our feature analysis and proposed framework can help in the task of finding better models for communication systems.
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1. INTRODUCTION

With the emergence of deep learning\textsuperscript{1} and its success across multiple fields of research in the last decade, it was just a question of time that it also reached wireless communication systems. Compared with the previous state-of-the-art approaches, which are mainly based on feature extraction from the signals,\textsuperscript{2} deep neural networks (DNNs) present numerous advantages, like its capability of end-to-end learning that both simplifies the model architecture and improves performance. DNNs have been successful in multiple wireless communication areas like wireless resource allocation\textsuperscript{3} anomaly detection,\textsuperscript{4} or modulation recognition, which is the main focus of this work. Modulation recognition plays a very important role in civilian and military applications, and ranges from detecting daily radio stations and managing spectrum resources to eavesdropping and interfering with enemy radio communications.

While DNNs have improved the overall performance and simplified the traditional modulation recognition systems, recent studies on DNNs in other application domains like computer vision have highlighted security issues in these models.\textsuperscript{5,6} Specifically, they have been shown to be vulnerable to adversarial examples, which add a carefully crafted but almost imperceptible perturbation, namely adversarial perturbation, to a real data sample. One would expect that a negligible change in the input would not change the prediction, but that is unfortunately not the case. It implies that DNNs can base their decisions on features that do not seem to be aligned with the target task. Understanding the reasons of such vulnerabilities, how we can robustify DNNs against adversarial perturbations, and, more generally, how we can promote desired properties on the networks, currently forms an active line of research.
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Several authors\textsuperscript{7,8,9} have studied the impact of adversarial perturbations against modulation recognition DNN models and have found that, like the computer vision models, they are vulnerable to attacks. This poses a real threat since DNNs are very popular due to their performance, even though there is a general lack of awareness about their vulnerability in communication systems. For example, adversarial perturbations can provide an efficient way of jamming the wireless communication systems, if the modulation recognition model can be easily attacked.

In this work, we want to raise awareness about the importance of robustness for modulation recognition. We compare traditional feature extraction-based methods with current state-of-the-art DNN models in terms of robustness to adversarial perturbations. We propose two frameworks to test modulation recognition models: a robustness framework where we measure direct performance to adversarial perturbations, which is more reminiscent of computer vision and strives to create models with desirable properties; and a security framework, which represents a more realistic scenario in which the attack does not happen at the receptor but at an intermediate compromised node of the wireless communication system. Additionally, by projecting these perturbations in the constellation diagram space we show that the features learned by the DNNs do not correlate with the features learned by Bayes-optimal maximum likelihood methods. This means that DNNs base their decisions on spurious correlations from the data, making them susceptible to varying channel conditions and other out-of-distribution shifts.

2. RELATED WORK

The problem of being able to recognize which modulation has been applied to a signal is not new. Classical signal processing theory can be used in practice to distinguish between different modulations. There are two main approaches: maximum likelihood and feature recognition methods.

- **Maximum likelihood methods\textsuperscript{2,10,11}** approximate the likelihood function of the received signal with all possible modulations and estimate the most likely modulation. It requires prior knowledge of the channel characteristics, which makes its use difficult in the real world, where unexpected channel corruptions like signal offsets and impulse noise cannot be modeled. However, if priors are correct, then the exact computation of the likelihood function is Bayes-optimal, which leads to a perfect modulation classifier. However, in practice computing the exact likelihood function is unfeasible and sub-optimal approximations are used instead.

- **Feature recognition methods\textsuperscript{12,13,14}** are easier to compute and can achieve performance close to maximum likelihood methods. They generate features such as Fourier transform features and high order cumulants (HOCs), that are then fed to classical machine learning models like KNNs or SVMs. Good performance can be achieved using HOCs in noisy settings.\textsuperscript{14} However, this approach requires choosing carefully what features to generate. It also oversimplifies the data received by the model, and the features extracted can be susceptible to changes in the channel condition.

More recently, deep learning\textsuperscript{1} has been proposed as a better solution to recognize modulations. In comparison with the above approaches, it has two clear advantages. It has low complexity which, unlike maximum likelihood methods, scales linearly, and can be trained end-to-end. This increases the quantity and quality of features extracted from the data compared to feature recognition methods. It also allows for extra flexibility, since it does not require any assumption on the channel conditions but learns them directly from the data.

There are mainly two types of Deep Learning models for modulation recognition. On the one hand, inspired by success in speech recognition, some works\textsuperscript{15,16} propose architectures based on long short-term memory networks (LSTMs)\textsuperscript{17} for modulation recognition. On the other hand, other works\textsuperscript{7,18,19} employ convolutional neural networks (CNNs),\textsuperscript{20} which have been successful in computer vision thanks to their ability to induce translation invariance on the input. The current state-of-the-art in modulation recognition\textsuperscript{21} uses a model based on the ResNet architecture.\textsuperscript{22} However, despite their improved performance, there are drawbacks in deep learning approaches compared with the classical methods. In particular, they are black-box models, making them much less interpretable than their classical counterparts, and they are vulnerable to crafted small energy perturbations, which compromise the security of the system against malicious attacks.
Recently, there have been multiple works in computer vision\textsuperscript{5,\textdegree\textdegree} showing that deep neural networks (DNNs) are vulnerable when imperceptible crafted noise is added to the input, forming what is commonly referred to as adversarial perturbations. This vulnerability is a concern in terms of security,\textsuperscript{23} but at the same time its study can give us more insights into what features are learned by the classifier. Adversarial perturbations influence discriminative features,\textsuperscript{24} since their inclusion greatly affects the model prediction. In computer vision, it has been shown that DNN features are not aligned with human perception, putting into question the relevance of the features learned by the classifier.\textsuperscript{25}

Adversarial perturbations have also been shown to fool DNNs trained for the task of modulation recognition in a recent work.\textsuperscript{7} The authors propose to make the power of the perturbation dependent on the signal power. They fix the ratio between the signal and the perturbation power, or signal-to-perturbation ratio (SPR), when studying the effect of the perturbations. They test two different scenarios: white-box attacks, where the attacker has access to the model gradients, and black-box attacks, where only the prediction can be accessed. For the white-box setting, they use the Fast Gradient Sign Method (FGSM)\textsuperscript{26} to craft the perturbations, and found that adversarial perturbations require much less power than additive white gaussian noise (AWGN) to fool the network. Additionally, for the black-box setting they use universal adversarial perturbations\textsuperscript{6} generated from a different DNN. These perturbations are effective even if the signal is shifted in time, making them useful for asynchronous settings. The authors in\textsuperscript{8} craft fixed magnitude perturbations using a variety of white-box attacks, namely FGSM, Projected Gradient Ascent (PGA)\textsuperscript{*}\textsuperscript{,27} BIM\textsuperscript{28} and MIM.\textsuperscript{29} For the black-box setting they test the same attacks on a surrogate model. The authors in\textsuperscript{9} further expand over prior work\textsuperscript{7} using the bit error rate (BER) as a measure of distortion. Additionally, they consider the scenario where the adversarial perturbation is crafted at the transmitter in order to protect the model against eavesdropping. However, in the work they assume perfect knowledge of the DNN used by the eavesdropper, which we think is unrealistic and would fail if there are several eavesdroppers using different modulation recognition models.

3. FRAMEWORK

In this work, we analyze the robustness of state-of-the-art modulation recognition models to adversarial perturbations. We also measure how secure these models would be in a telecommunications system, where a malicious attacker would try to fool the model. To the best of our knowledge, this is the first work that measures both the robustness and security of multiple state-of-the-art models and compare them with classical models.

The objective of untargeted adversarial perturbations is to make the model predict the signal class incorrectly. Adversarial perturbations by definition have to be ‘imperceptible’, that is, they are so small that they should not change the true label of the classification task. In modulation recognition we are interested in small L-inf perturbations. To maximize the fooling rate of the model, we define adversarial perturbations as:

\[
\delta_i^* = \arg\max_{\delta_i} \mathcal{L}(x_i + \delta_i, y_i, \theta) \quad \text{s.t.} \quad \|\delta_i\|_\infty \leq \varepsilon
\]

where \(\delta_i^*\) is the adversarial perturbation, \(x_i\) is the clean signal, \(y_i\) is the true label, \(\|\cdot\|_\infty\) is the infinity-norm, \(\theta\) are the model parameters, \(\mathcal{L}(\cdot)\) is the model loss function, and \(\varepsilon\) is the constraint imposed so that the adversarial perturbation is ‘imperceptible’.

Finding the adversarial perturbation that maximizes the loss is a difficult optimization problem of its own, and it is computationally complex. Iterative algorithms like PGA\textsuperscript{27} are expensive since they require backpropagation of the model as many times as the chosen number of iterations, while one-step algorithms like FGSM only requires one backpropagation pass at the cost of adversarial perturbation strength. We write the objectives of the FGSM and PGA algorithms in equations (2) and (3), respectively:

\[
\begin{align*}
\delta_i^* &= \varepsilon \text{sign}(\nabla_x \mathcal{L}(x_i, y_i, \theta)) \\
\delta_i^* &= \delta_i^{(k)} + \beta \varepsilon \nabla_x \mathcal{L}(x_i + \delta_i^{(k)}, y_i, \theta)
\end{align*}
\]

\textsuperscript{*The PGA algorithm is commonly referred in the adversarial perturbation literature as Projected Gradient Descent (PGD), which is a misnomer given its definition.
where $\nabla_x$ is the gradient with respect to the input space, $\varepsilon$ is the radius of Lp ball, $\beta$ is the step size of PGA, $K$ is the number of iterations of PGA, and $P_{S_i}$ is the projection operator onto the region $S_i$.

In computer vision, the perturbation is applied directly before the model. This approach has been used in other fields too. However, in modulation recognition, this is not sufficient to measure how secure the model is against malicious attacks. Different communication effects (e.g. sensor sensitivity) can be modelled as Gaussian noise, and they are added to the received signal. The attacker should not have perfect knowledge of this stochastic process in a realistic scenario. Motivated by that, we propose two frameworks, which have different objectives.

- **“Robustness framework” (Figure 1a):** this is the approach used in computer vision, where the adversarial perturbation is applied before the model. This framework can be used in modulation recognition for analyzing the model, what features it learns, and if those are aligned with the target task. If the model is not susceptible to adversarial perturbations in this framework, it will be secure in realistic security scenarios, where the malicious attacker has less control over the signal that the model receives as input.

- **“Security framework” (Figure 1b):** it represents a scenario adapted to realistic modulation recognition settings. Its purpose is to measure how secure the model is against malicious attacks. The signal is relayed from transmitter to receptor through multiple antennas, and one of them has been compromised. The signal relayed by this antenna is perturbed to fool the modulation classifier at the end of the system. The attacker cannot take into account the posterior stochastic effects, making fooling the network more difficult. For the purpose of this analysis, this scenario can be modeled by adding some noise to the perturbed signal before classifying it.

### 4. EXPERIMENTS

#### 4.1 Datasets

We now analyze the performance of the classical and state-of-the-art models in the robustness and security frameworks proposed in the previous Section. We use the DeepSig RadioML datasets, concretely the RML2016.10a and the RML2018.01a. They are well-known and widely used datasets for modulation recognition. The RML2016.10a dataset has 220000 IQ signals of 128 time samples each, ranging from -20dB to 18dB signal-to-noise ratio (SNR), where each signal can be one out of 11 different modulations. Although this dataset is the most referenced in the literature, 128 time samples per signal is not enough to extract features from signal statistics (e.g. cumulants), hindering the classical feature recognition methods as well as the deep learning methods to a lesser degree. It also has the issue of the AM-SSB signals having no signal, only AWGN noise. The RML2018.01a dataset was published later to solve most of these problems. It is composed of more than 2.5 million IQ signals of 1024 time samples each, ranging from -20dB to 30dB SNR, where each signal can be one out of 24 different modulations.

We split the RML2016.10a IQ signals into 70% of training and 30% of test signals, where 5% of the training set is used as validation for the hyperparameters of the model, as proposed by. For the RML2018.01a dataset,
(a) Accuracy on signals from less to higher quality (measured with SNR)
(b) Accuracy on signals with high SNR, but adversarially perturbed with increasing SPR

Figure 2: VT\textsubscript{CNN2\_BF} performance in the RML2016.10a dataset under different conditions. Much less energy is needed to fool the model with adversarial perturbation compared with AWGN.

we use 1 million signals as training set as proposed in,\textsuperscript{21} and from the remaining ones we use 5% for validation and the rest for the test set.

Additionally, we have created a custom dataset (CRML2018) with all the digital modulations of the RML2018.01a dataset. Unlike the previous datasets, in this one we have complete knowledge of the symbols transmitted. Furthermore, it is simpler to classify signals since we only corrupt the signal with 20 dB SNR AWGN, which makes this dataset especially interesting to analyze the features learned on the model, as we will explain in the next Section. It has 16 different digital signal modulations. For each of these classes, we have generated 10000 signals of 1024 time samples. We use 70% of them for training and 30% for testing, where 5% of the training ones are used as validation for the hyperparameters of the model.

One important design choice for both our frameworks is the strength of the adversarial perturbation. We advocate for measuring the adversarial strength using the signal-to-perturbation ratio (SPR) instead of using a fixed absolute norm measure like in traditional adversarial computer vision. The main motivation is that IQ signals can differ greatly in power, and since the perceptibility of the adversarial perturbation is related to the signal strength it makes sense to have a relative measure.

4.2 Performance analysis

For our first experiments, we use the robustness framework described before to measure how robust the model is to adversarial perturbations. To choose an effective value of SPR, we test the VT\textsubscript{CNN2\_BF} model,\textsuperscript{9} which has good performance and it is fast to train, on the RML2016.10a dataset under different values of SPR. To minimize the impact of AWGN in the decision we use the cleaner signals from the testing set, which have 18dB SNR. For the attack, we have chosen FGSM because it is faster to compute. Figure 2b shows the performance of the model under different levels of perturbation strength. We think using 20dB as the adversarial perturbation SPR is sensible to benchmark the model robustness because not only the accuracy drop is significant but the adversarial perturbation has relatively low power, making it difficult to detect. For comparison, in Figure 2a we illustrate the performance of the same model under different SNR conditions and no adversarial perturbation, and we see that it requires a large AWGN energy to cause a similar drop in performance (28dB extra).

To further motivate the big impact that adversarial perturbations have on the performance of the model, we show in Figure 3 two confusion matrices of the same model when data is or is not perturbed. For the attack, we use PGA of 20dB SPR with 20 iterations of step size 0.125 (relative to the resulting L-inf ball size). We have also tested FGSM, with which we obtain a slightly less significant drop in performance than PGA. This is to be expected since FGSM is a weaker attack.\textsuperscript{27} One insight we can obtain from the confusion matrices is the fact that some classes are more robust to attacks than others. This could be especially significant in real scenarios, where some modulations may be preferred in the possible presence of adversarial attacks. Overall, it is quite clear that the model in general is not robust to adversarial perturbations.
Figure 3: Confusion matrices of the VT_CNN2_BF model before (left) and after (right) adding PGA adversarial perturbations. Results for IQ signals of SNR higher or equal than 0dB.

| Dataset          | Natural 25dB 20dB 15dB | Dataset          | Natural 25dB 20dB 15dB |
|------------------|-------------------------|------------------|-------------------------|
| RML2016.10a      | 0.586 0.444 0.325 0.168 | RML2016.10a      | 0.586 0.422 0.331 0.198 |
| RML2018.01a      | 0.452 0.099 0.051 0.020 | RML2018.01a      | 0.452 0.131 0.069 0.033 |
| CRML2018         | 1.000 0.258 0.048 0.004 | CRML2018         | 1.000 0.273 0.050 0.004 |

Table 1: Robustness (left) and security (right) results of the VT_CNN2_BF model for different datasets when tested on L-inf perturbations of differing SPR (columns). If “natural”, no perturbation was used. Otherwise, we use PGA with 20 iterations for testing.

| Model            | Natural 25dB 20dB 15dB | Model            | Natural 25dB 20dB 15dB |
|------------------|-------------------------|------------------|-------------------------|
| HOC model        | 0.977 0.278 0.250 0.000 | HOC model        | 0.977 0.273 0.250 0.000 |
| VT_CNN2_BF       | 1.000 0.500 0.485 0.259 | VT_CNN2_BF       | 1.000 0.500 0.486 0.263 |
| ResNet           | 1.000 0.393 0.279 0.152 | ResNet           | 1.000 0.393 0.395 0.168 |

Table 2: Robustness (left) and security (right) results on our custom dataset with only 4 modulations for different models when tested on L-inf perturbations of differing SPR (columns). If “natural”, no perturbation was used. Otherwise, we use PGA with 20 iterations for testing.

For the following experiments, in order to evaluate both the robustness and the security of the models in realistic scenarios we use our robustness and security frameworks, respectively. To model the security framework, we add 20 dB SNR AWGN to the perturbed signal. We tested the performance of the VT_CNN2_BF model against perturbations with varying strength for the RML2016.10a, RML2018.01a, and our CRML2018 dataset. We show the accuracy on the unperturbed signals, and the signals with L-inf PGA perturbations of SPR 15dB, 20dB, and 25dB in Table 1. When comparing the robustness and the security of the model we see almost no difference. We believe the features learned by the model are quite invariant to Gaussian noise, which explains the small variation in performance. The security framework may look more challenging for the attacker, but it is in fact not the case, as we achieve high fooling rates in both frameworks. This result is concerning, as it implies that adversarial perturbations can fool the network no matter the channel conditions.

Finally, we compare the robustness and security of the fast-to-train VT_CNN2_BF model, the current state-of-the-art ResNet model proposed by O’Shea, and a classical feature extraction model based on HOC (with logistic regression being the classifier). Due to the limitations of the latter model, we compare the three of them in a subset of our custom CRML2018 dataset, and we select the four classes that can be classified by the classical feature extraction model (BPSK, QPSK, 16QAM, and 64QAM). The results are shown in Table 2. One key result from this experiment is that the better performing ResNet model is more susceptible than the simpler VT_CNN2_BF model. This shows that we should not choose the modulation recognition model only based on its accuracy. However, simplicity is not the reason for being more robust. In fact, both the DNN models perform better not only with unperturbed signals but also with perturbed ones, when compared with the cumulants model. This can be explained by the fact that cumulants are computed from signal autocorrelations. While AWGN is non-correlated, adversarial perturbations are highly dependent both on the features learned by the model as well as the input signal itself, which can affect greatly the cumulant values. These results motivate
testing the models against adversarial perturbations to ensure that they are safer.

5. FEATURE ANALYSIS

In this Section we analyze in more detail the features that the model is learning by observing how aligned the perturbations are with the signal statistics used by maximum likelihood methods. The features learned by the model are a key factor on why they are susceptible to adversarial perturbations, which motivate this analysis. Using the perturbations generated by an attacker to visualize the features learned by the model is not a new concept. Several works in computer vision claim that adversarial perturbations are indicators of the features that the model has learned.\textsuperscript{31, 32, 33} The features learned by the model can be classified into two groups: robust features, which are aligned with the true predictors of the task, and non-robust features, which despite generalizing well between train and test hinder the model accuracy in the adversarial setting. The latter ones generally have small norm and adversarial attacks exploit them to fool the network, because their correlation with the label can be easily flipped.\textsuperscript{31}

In the context of modulation recognition, this insight is even more useful. Unlike image classification, modulation recognition is a task that can be solved mathematically. Maximum likelihood methods in fact can give us, under some assumptions, an exact probability for a signal to be one particular modulation. While in image classification is not clear which is the shortest path to changing the true class of an image, in modulation recognition it is much more simple. Essentially, a targeted attack should shift each symbol to the closer state in the target modulation. Typically, IQ signals are projected using constellation diagrams\textsuperscript{34} to better visualize how likely a signal belongs to a particular modulation. In this work, we make use of this constellation space to visualize the adversarial perturbations. By visualizing the shifts that the perturbation does on the modulation symbols, we can verify if the model is learning meaningful features. Since we know what should be the optimal way to fool a perfect Bayes-optimal model, we can check how aligned is the perturbation crafted from the trained model, with the optimal one.

To test our hypothesis that adversarial perturbations should be aligned with the Bayes-optimal perturbation, we trained a VT,CNN2,BF model on our CRML2018 dataset and generated a targeted adversarial example towards BPSK using FGSM for one test signal of each class. The objective of targeted adversarial networks is to make the network predict a particular chosen target class. Thus, by using BPSK as a target, we can see how the model thinks we should perturb the signal such that the BPSK class is maximized. Because we only corrupted the signals with Gaussian noise, we know that this perturbation should shift the symbols towards the BPSK valid states. This is what the Bayes-optimal model would do (maximum likelihood). We show in Figure...
the constellation diagram of each of the signals with both the original and the perturbed samples superposed. While there is a very slight general shift of the symbols towards the BPSK states in the perturbed QPSK signal, most of the symbols are not perturbed in the correct direction. That means that the model did not learn what we know for certain should maximize the BPSK probability of the signal. Thus, if in a very simple scenario the features learned by the model do not seem to be correlated with the task, we can expect the model to be susceptible not only to adversarial perturbations, but possibly to other out-of-distribution shifts.

6. CONCLUSION

In this work, we have proposed two different frameworks to test the vulnerability of DNNs to adversarial perturbations in modulation recognition tasks. The robustness framework is good analysing features learned by the model, while the security framework explores the susceptibility of the model to adversarial perturbations. We showed that, like in other fields, modulation recognition DNNs are susceptible to adversarial perturbations. Moreover, we demonstrate that some classical systems like HOC feature extraction models are more susceptible than DNNs. A very helpful insight from this work is that some modulations are less sensitive to perturbations than others, which can be used in the interest of secure communications. We also compare the features learned by DNNs with the Bayes-optimal Maximum Likelihood model, and we see that these features do not seem to be optimal for that task. We encourage future research to test modulation recognition models against adversarial perturbation to ensure not only the safety of the system against attackers, but also make them robust against other out-of-distribution shifts thanks to the model learning better features.
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