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Learning a Mixture of Gaussians via Mixed-Integer Optimization

Hari Bandi, Dimitris Bertsimas, Rahul Mazumder

1. Introduction

Finite mixture modeling is a widely used approach to modeling data that is believed to arise from multiple heterogeneous subpopulations, such as data from pattern recognition, computer vision, and machine learning. A Gaussian mixture model (GMM) is an important mixture model family that is useful for modeling data that comes from one of several Gaussian distributions. Consider a set of $K$ different univariate Gaussian distributions with each distribution being defined by a mean $\mu_i \in \mathbb{R}$ and a variance $\sigma_i^2 \in \mathbb{R}$. Letting $f_i$ denote the Gaussian density function of the $i^{th}$ component $\mathcal{N}(\mu_i, \sigma_i^2)$, the density function of the mixture is given by $f = \sum_{i=1}^{K} \pi_i f_i$, where $\pi$ is the vector of mixture component weights that sum to one ($\pi^T e = 1$) so that the total probability distribution normalizes to one.

The most widely used algorithm for recovering estimates of the parameters of a GMM in practice is the expectation–maximization (EM) algorithm published in Dempster et al. (1977). This algorithm is a local search heuristic that alternates between optimizing over the Gaussians’ parameters $\{(\mu_1, \sigma_1), (\mu_2, \sigma_2), \ldots, (\mu_K, \sigma_K)\}$ and the component mixing weights $\{\pi_1, \pi_2, \ldots, \pi_K\}$ and converges to a set of parameters that locally maximize the likelihood of observing the data sample. Wu (1983) established guarantees that the solution of the EM algorithm converges to the maximum likelihood estimates when the maximum likelihood function is unimodal, but in practice, the maximum likelihood function is usually multimodal, and these guarantees are not valid anymore. Balakrishnan et al. (2017) proved statistical guarantees on the convergence of the EM algorithm solution to a local optimum that is within a statistical precision to the global optimum using suitable initializations.

Apart from maximizing the sample likelihood, various other algorithms have been proposed in the literature to efficiently estimate the parameters of a GMM. Given $n$ samples, Dasgupta (1999) proposed a method to provably recover good estimates for the parameters in polynomial time in $n$. Their technique is based on projecting data down to a randomly chosen low-dimensional subspace and then finding an accurate clustering…
so that the empirical means and covariances of these clustered points would be a good estimate for the actual parameters. Sanjeev and Kannan (2001) extended these ideas to work in a more general setting in which the covariances of each Gaussian component could be arbitrary and not necessarily spherical as in Dasgupta (1999). Yet both of these techniques are based on the concentration of distances under random projections and, consequently, required that the centers of the components be separated by at least a constant factor of \((\max_i \sigma_i) \sqrt{d}\) \((d\) is the dimension of the data). Vempala and Wang (2002, 2005) introduced the use of spectral techniques to choose a subspace on which to project based on large principle components and propose an algorithm that needs the Gaussian components in the mixture to be separated by at least \((\max_i \sigma_i) \sqrt{K}\).

Yet all of these approaches for learning good estimates require that each pair of Gaussian components be separated by some factor of the maximum standard deviation \((\max_i \sigma_i)\). A series of works in the literature have also looked at the moment-matching problem for a GMM. Belkin and Sinha (2009) showed that one can efficiently learn GMMs in the special case that all components are identical spherical Gaussians using the method of moments. Similarly, Kalai et al. (2010) and Moitra and Valiant (2010) proposed an algorithm that searches over the space of parameters of GMM to fit the first six moments of the observed data. In contrast, our objective in this paper is to estimate the GMM distribution function \(f\) characterized by the set of parameters, \(\theta = \{(\pi_1, \mu_1, \sigma_1), (\pi_2, \mu_2, \sigma_2), \ldots, (\pi_K, \mu_K, \sigma_K)\}\), so that the cumulative distribution functions of the GMM and the empirical distribution are close; that is, \(D(F, \hat{F}_n) \leq \epsilon\), where \(F\) is the cumulative distribution function (CDF) of the GMM, \(\hat{F}_n\) is the empirical cumulative distribution function, and \(D(\cdot, \cdot)\) is some discrepancy measure. Specifically, we use two discrepancy measures, namely the Kolmogorv–Smirnov (KS) and the total variation (TV) distance to quantify the distance between the two distributions and recover parameters of the GMM that optimally minimize these discrepancy measures. The mixed-integer optimization (MIO) problems that we present in this paper are not only less sensitive to pairwise distances between Gaussian components, but also are tractable and solve problems of large sizes \((n\) in tens of thousands) in minutes because of significant improvement in speed-ups of MIO solvers in the last two decades.

We summarize our contributions in this paper:

1. We present two novel MIO formulations for optimally recovering the parameters of a one-dimensional GMM that minimize a discrepancy between the empirical distribution function and the distribution function of the GMM. We achieve this by formulating the problem of minimizing the KS distance and the TV distance as MIO problems. We use a piecewise linear function to approximate the standard normal CDF in our MIO formulations. We also present a novel MIO formulation to find an optimal set of break points for approximating the standard normal CDF using a piecewise linear function that minimizes the maximum approximation error between the piecewise linear function and the standard normal CDF.

2. We present an algorithm for \(d\)-dimensional data that uses ideas from random projections and makes use of the univariate algorithm to optimally recover the model parameters in higher dimensions. We also propose a mixed-integer quadratic optimization (MIQO) problem and a semidefinite optimization (SDO) problem to correctly identify a consistent ordering among the estimates recovered across the \(d\)-dimensions of the model parameters.

3. We perform computational experiments on synthetic data sets generated using various assumptions and demonstrate that the proposed MIO problems are tractable for data sets of sizes in the tens of thousands and solves for the parameters to provable optimality. We show that the MIO approaches achieve an average improvement of 60%–70% and 50%–60% on mean absolute percentage error (MAPE) in estimating the means and the covariance matrices, respectively, over the EM algorithm independent of the sample size \(n\). As the separation of the Gaussians decreases and, correspondingly, the problem becomes more difficult, the edge in performance in favor of the MIO methods widens. We also show that the MIO methods outperform the EM algorithm with an average improvement of 4%–5% on the out-of-sample accuracy for real-world data sets.

The rest of the paper is structured as follows. In Section 2, we review Gaussian mixture modeling and formulate the problem of minimizing the discrepancy between the empirical distribution function and the distribution function of the GMM as a MIO problem for the univariate case by using the KS distance and the TV distance as discrepancy measures. We also present a novel mixed-integer optimization problem to find an optimal set of break points for approximating the standard normal CDF with a piecewise linear function. In Section 3, we present an algorithm for multidimensional Gaussian mixture models by using ideas from random projections and the univariate algorithm proposed in Section 2. In Section 4, we perform computational experiments using various synthetic and real-world data sets to evaluate the performance of our method against state-of-the-art methods such as the EM algorithm. In Section 5, we discuss some implications of this work and make some concluding remarks.
2. One-Dimensional Gaussian Mixture Modeling

In this section, we first give an overview of one-dimensional Gaussian mixture modeling. We then present two novel MIO formulations allowing us to solve the problem of minimizing a discrepancy (either the Kolmogorov–Smirnov distance or the total variation distance) between empirical distribution function and the distribution function of the GMM to optimality when the mixture component weights \( \pi \) are known. Unlike Dasgupta (1999), Kannan et al. (2005), Chaudhuri (2007), and Belkin and Sinha (2009), our univariate algorithm is less sensitive to separation between the Gaussian components, and we do not make any assumptions on the degree of separation between Gaussian components.

Formally, a GMM is a convex combination of \( K \) different one-dimensional Gaussians with weights \( \pi_i \in [0, 1] \) such that \( \sum_{i=1}^{K} \pi_i = 1 \), means \( \mu_i \in \mathbb{R} \), and variances \( \sigma_i^2 \in \mathbb{R} \). Letting \( f_i \sim \mathcal{N}(\mu_i, \sigma_i^2) \) denote the distribution of the \( i \)-th Gaussian component of the mixture, the density of the GMM is given by \( f = \sum_{i=1}^{K} \pi_i f_i \). We are interested in estimating the GMM distribution function, \( f \) characterized by the set of parameters \( \theta = \{ (\pi_1, \mu_1, \sigma_1), (\pi_2, \mu_2, \sigma_2), \ldots, (\pi_K, \mu_K, \sigma_K) \} \) so that the cumulative distribution functions are close \( (F \approx F_n) \) or equivalently \( D(F, F_n) \leq \epsilon \), where \( F \) is the CDF of the GMM, \( F_n \) is the empirical distribution function, and \( D(\cdot, \cdot) \) is a discrepancy measure (either the Komogorov–Smirnov distance or the total variation distance) between two distribution functions.

2.1. Minimizing Discrepancy Based on the Kolmogorov–Smirnov Distance

In this section, we introduce the Kolmogorov–Smirnov distance between any two distributions and incorporate this discrepancy measure into the problem of estimating the parameters of a GMM when the mixture component weights are known. To recover these parameters, we seek to minimize the Kolmogorov–Smirnov distance between the empirical cumulative distribution function \( F_n(x) \) and the cumulative distribution function of the GMM \( F(x) \).

The Kolmogorov–Smirnov distance (Massey 1951) between any two distributions \( F(x) \) and \( G(x) \) is given by

\[
D_{KS}(F, G) = \sup_x |F(x) - G(x)|.
\]

Similarly, the Kolmogorov–Smirnov distance between an empirical distribution function \( F_n(x) \) on \( \{x_1, x_2, \ldots, x_n\} \) (where we assume without loss of generality that the sample is ordered and nondecreasing) and any other distribution function \( F(x) \) is defined as

\[
D_{KS}(F_n, F) = \max_{x \in \{x_1, x_2, \ldots, x_n\}} |F_n(x) - F(x)| = \max_{i \in \{1, 2, \ldots, n\}} \left| \frac{i}{n} - F(x_i) \right|.
\]

Recall that the cumulative distribution function of the GMM \( F(x) \) is given by

\[
F(x) = \sum_{i=1}^{K} \pi_i F_i(x) = \sum_{i=1}^{K} \pi_i \Phi \left( \frac{x - \mu_i}{\sigma_i} \right),
\]

where \( F_i \) is the CDF of the \( i \)-th Gaussian component \( \mathcal{N}(\mu_i, \sigma_i^2) \). We, thus, propose to solve the following MIO problem to estimate the parameters \( (\mu_1, \sigma_1), (\mu_2, \sigma_2), \ldots, (\mu_K, \sigma_K) \):

\[
\min_{\{\mu_i, \sigma_i^2\}_{i=1}^{K}} \max_{j \in \{1, 2, \ldots, n\}} \left| \frac{j}{n} - \sum_{i=1}^{K} \pi_i \Phi \left( \frac{x_j - \mu_i}{\sigma_i} \right) \right|. \tag{1}
\]

Because the standard normal CDF \( \Phi(\cdot) \) does not admit a closed-form representation and it is neither a convex nor a concave function, we incorporate a piecewise linear approximation so that problem (1) can be reformulated as an MIO problem.

2.1.1. A Piecewise Linear Approximation to the Standard Normal CDF. To reformulate problem (1) as an MIO problem, we first define auxiliary variables \( s_j = 1/\sigma_j, t_j = \mu_j/\sigma_j, j = 1, 2, \ldots, K \) so that we eliminate nonlinear terms in the expression \( \frac{x_j - \mu_i}{\sigma_i} \). Therefore, we seek to solve the following MIO problem:

\[
\min_{\{t_i, s_i\}_{i=1}^{K}} \max_{j \in \{1, 2, \ldots, n\}} \left| \frac{j}{n} - \sum_{i=1}^{K} \pi_i \Phi(s_j t_j - t_i) \right|. \tag{2}
\]
Observe that because the standard normal CDF does not admit a closed-form representation, we need to use some approximation to the CDF in problem (2). Specifically, we use the closed-form approximations proposed in Tocher (1967) (Tr) and Zelen and Severo (1964) (ZS) and solve the corresponding nonlinear and nonconvex problems using Baron commercial solver. However, these methods do not scale well for large problems (see Section 4.2); therefore, we propose to use a piecewise linear approximation to the standard normal CDF so that the complete problem can be reformulated as a linear MIO problem.

A piecewise linear function is composed of a series of line segments joining a set of predefined break points. In Lemma 1, we provide a bound on the objective function of problem (2) when we approximate the standard normal CDF by a piecewise linear function $L(\cdot)$.

**Lemma 1.** The objective of problem (18) is related to the objective of problem (4) as follows:

$$\max_{i \in \{1, 2, \ldots, n\}} \frac{i}{n} - \frac{1}{n} \sum_{j=1}^{K} \pi_j \Phi \left( \frac{x_i - \mu_j}{\sigma_j} \right) \leq \max_{i \in \{1, 2, \ldots, n\}} \frac{i}{n} - \frac{1}{n} \sum_{j=1}^{K} \pi_j \Phi \left( \frac{x_i - \mu_j}{\sigma_j} \right) + \epsilon_{\text{PWL}}^*$$

where $\epsilon_{\text{PWL}}^*$ is the maximum absolute approximation error between the standard normal CDF $\Phi(\cdot)$ and a piecewise linear approximation function $L(\cdot)$.

We construct an approximation function to the standard normal CDF using binary variables as follows. First, denote $v_1 < v_2 < \ldots < v_p$ as the break points for approximating $\Phi(\cdot)$. Note that the approximation error when using a piecewise linear function depends on both the number of break points used and also how these break points are chosen. Trivially, as we increase the number of break points, the approximation error decreases while the computational burden increases.

Because the approximation error also depends on the location of these predefined $p$ break points, we formulate the problem of finding an optimal set of break points that minimizes the total maximum approximation error across all of the linear pieces as a shortest path problem in Section 2.1.2. In Figure 1, (a) and (b), we plot the piecewise linear approximations to the standard normal CDF with 5 and 10 linear pieces obtained as solutions of solving the shortest path problem (6).

Once we have an optimal set of break points $v_1 < v_2 < \ldots < v_p$, the function $\Phi(\cdot)$ can then be approximated using a piecewise linear function $L(x)$ over the interval $[v_i, v_{i+1}]$ as follows:

$$L(x) = \sum_{k=1}^{p} \Phi(v_k) y_k$$

$$x = \sum_{k=1}^{p} v_k y_k$$

$$y_1 \leq z_1$$

$$y_k \leq z_{k-1} + z_k, \quad k \in \{2, \ldots, p-1\}$$

$$y_p \leq z_{p-1}$$

$$\sum_{k=1}^{p-1} z_k = 1$$

$$\sum_{k=1}^{p} y_k = 1$$

$$z_k \in \{0, 1\}, \quad k \in \{1, \ldots, p-1\}$$

$$y_k \geq 0, \quad k \in \{1, \ldots, p-1\},$$

where the binary variables $(z_i)_{i=1}^{p-1}$ are defined as

$$z_i = \begin{cases} 1, & \text{if } x \in [v_i, v_{i+1}], \\ 0, & \text{otherwise}. \end{cases}$$
Observe that when \( x \in [v_i, v_{i+1}] \), the value of \( \Phi(x) \) is approximated by a weighted average of \( \Phi(v_i) \) and \( \Phi(v_{i+1}) \), which is captured by the variables \( \{y_{ij}, z_{ij}\}_{i=1}^p \). Combining problem (2) and Equation (3), we obtain the following MIO problem:

\[
\begin{align*}
\min & \quad \epsilon \\
\text{s.t. } & \quad \epsilon \geq \frac{j}{n} - \sum_{i=1}^{K} p_i \sum_{k=1}^{p} \Phi(v_k)y_{ij}^k, \; j \in \{1, 2, \ldots, n\} \\
& \quad -\epsilon \leq \frac{j}{n} - \sum_{i=1}^{K} p_i \sum_{k=1}^{p} \Phi(v_k)y_{ij}^k, \; j \in \{1, 2, \ldots, n\} \\
& \quad s_i x_i - t_i = \sum_{k=1}^{p} y_{ij}^k, \; j \in \{1, 2, \ldots, n\}, \; i \in \{1, 2, \ldots, K\} \\
& \quad y_{ij}^1 \leq z_{ij}^1, \; i \in \{1, 2, \ldots, K\}, \; j \in \{1, 2, \ldots, n\} \\
& \quad y_{ij}^k \leq z_{ij}^{k-1} + \frac{z_{ij}^k}{z_{ij}^{k-1}}, \; i \in \{1, 2, \ldots, K\}, \; j \in \{1, 2, \ldots, n\}, \; k \in \{2, \ldots, p-1\} \\
& \quad y_{ij}^p \leq z_{ij}^{p-1}, \; i \in \{1, 2, \ldots, K\}, \; j \in \{1, 2, \ldots, n\} \\
& \quad \sum_{k=1}^{p-1} z_{ij}^k = 1, \; i \in \{1, 2, \ldots, K\}, \; j \in \{1, 2, \ldots, n\} \\
& \quad \sum_{k=1}^{p} y_{ij}^k = 1, \; i \in \{1, 2, \ldots, K\}, \; j \in \{1, 2, \ldots, n\} \\
& \quad s_i \geq 0, \; i \in \{1, 2, \ldots, K\} \\
& \quad z_{ij}^k \in [0, 1], \; i \in \{1, 2, \ldots, K\}, \; j \in \{1, 2, \ldots, n\} , \; k \in \{1, 2, \ldots, p-1\} \\
& \quad y_{ij}^k \geq 0, \; i \in \{1, 2, \ldots, K\}, \; j \in \{1, 2, \ldots, n\}, \; k \in \{1, 2, \ldots, p-1\}.
\end{align*}
\]

Finally, the means and the variances can be retrieved from the optimal solution \( (s_i^*, t_i^*) \) as \( \mu_j = t_i^* / s_i^* \) and \( \sigma_i = 1 / s_i^* \). Observe that, because the coordinates \( x_i \) are given to be nondecreasing, the first term inside the absolute value of each of the constraints \( \epsilon \geq \frac{j}{n} - \sum_{i=1}^{K} p_i \Phi(s_i x_i - t_i) \), \( i \in \{1, 2, \ldots, n\} \) is increasing with \( i \); therefore, because the CDF is a monotonic function, the optimal solution \( s_i^* \) has to be positive (and not zero) and sufficiently large so that, for each \( x_i \), the value of the second term \( \sum_{i=1}^{K} p_i \Phi(s_i x_i - t_i) \) increases with \( i \) as well.
Observe that the computational burden on the solver arises from the constraints of the type
\[
\epsilon \geq \frac{j}{n} - \sum_{i=1}^{K} \sum_{k=1}^{p} \tau_{ij} \Phi(v_{ik}) y_{ij}^k, \quad j \in \{1, 2, \ldots, n\},
\]
as each of these constraints links \(K(p-1)\) binary variables \(z_{ik}^j, i \in \{1, 2, \ldots, K\}, k \in \{1, 2, \ldots, p - 1\}\) with a shared variable \(\epsilon\) in the MIO formulation. Note that, because we are minimizing the maximum absolute difference in the CDFs at \(n\) points, at the optimal solution, the majority of these constraints may not be binding unless the solution is highly degenerate. Therefore, to accelerate the solution of the MIO problem, we generate a subset of these constraints dynamically using a greedy strategy as illustrated in Section 2.1.3 rather than defining all the constraints from Equation (5) up front.

Note that, because the objective function in the KS model contains the empirical CDF, the model is not as robust as the EM algorithm to addition/removal of a small set of data.

2.1.2. Optimal Set of Break Points over a Discretized Grid for Piecewise Linear Approximation. The accuracy and computational complexity of our univariate algorithm depends on how well we approximate the standard normal CDF using as low a number of binary variables as possible. Therefore, it is important to have an optimal (by minimizing the total approximation error) piecewise linear approximation to the standard normal CDF for a given number of break points. In this section, we formulate the problem to find an optimal set of \(p\) break points that minimizes the total sum of the maximum approximation error in each piece between a piecewise linear function using \((p-1)\) linear pieces and the standard normal CDF \(\Phi(\cdot)\) as a shortest path problem on a network.

First, we discretize the interval \([-3,3]\), which spans almost 99.7% of the probability density of the standard normal distribution. We define a uniform grid of \(n\) points \(\Xi = \{u_i\}_{i=1}^{n}\) uniform over \([-3,3]\) and formulate a shortest path problem to choose \(p\) break points from \(\Xi\) that minimize the total sum of the maximum approximation error across all of the \(p-1\) linear pieces.

We define a directed acyclic graph \(G(V,E)\) such that the discretized set of points \(\Xi\) are the set of nodes \(V\), and each pair of edges \((u_i, u_j) \in E\) has a cost of \(c_{ij}\), which is equal to the maximum approximation error between the standard normal CDF and the line segment joining \(\Phi(u_i)\) and \(\Phi(u_j)\); that is,
\[
c_{ij} = \max_{x \in [u_i, u_j]} \Phi(x) - \left(\Phi(u_i) + \frac{\Phi(u_i) - \Phi(u_j)}{u_j - u_i} (x - u_i)\right), \quad i < j.
\]

Note that the maximum approximation error between the curve \(\Phi(\cdot)\) and the line segment joining \(\Phi(u_i)\) and \(\Phi(u_j)\) occurs when the slope of the line segment and the curve are the same; that is,
\[
s = \frac{\Phi(u_j) - \Phi(u_i)}{u_j - u_i} = \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}}.
\]

Therefore, the maximum approximation error occurs at \(x^*_j = \pm \sqrt{-\log(2\pi) - 2\log(s)} \in [u_i, u_j]\). The cost \(c_{ij}\) for each pair of edges \((u_i, u_j) \in E\) is given by
\[
c_{ij} = \begin{cases} 
\Phi(x^*_j) - \left(\Phi(u_i) + \frac{\Phi(u_i) - \Phi(u_j)}{u_j - u_i} (x^*_j - u_i)\right), & i < j \\
o, & \text{otherwise}.
\end{cases}
\]

The problem is now to find a directed path of length \(p-1\) from \(u_1 = -3\) to \(u_m = 3\) with the smallest cost. We can solve this problem using dynamic programming as follows. We define \(D(k, u)\) to be the cost of the shortest path of length \(k\) from node \(u\) to node \(u_m\). Therefore, we have the following recursion:
\[
D(k+1, u) = \min_{j \neq i} \{c_{ij} + D(k, u_j)\}.
\]

Finally, the optimal cost of a path of length \(p-1\) from \(u_1\) to \(u_m\) is given by \(D(p-1, u_1)\). Now we define the “maximum absolute approximation error” between the standard normal CDF and the optimal PWL approximation \(L(\cdot)\) as
\[
\epsilon_{\text{PWL}}^* = \max_x |\Phi(x) - L(x)|.
\]
During the solution process, we solve the shortest path problem only once to find an optimal subset of break points of *X* and use these break points in formulation (4). The shortest path problem to find an optimal set of 10 break points from a discretized set *X* of size *m* = 1,000 can be solved in under a second. In Figure 1, (a) and (b), we plot the optimal PWL approximations with 5 and 10 break points, respectively. With as few as 10 break points, we have an optimal PWL approximation with a maximum approximation error of *ε*\textsubscript{PWL} = 0.00059.

### 2.1.3. Dynamic Constraint Generation.

As previously mentioned, the computational burden to solve the MIO problem (4) arises from constraints of the type

\[ \epsilon \geq \left| \frac{j}{n} - \sum_{i=1}^{K} \pi_{i} \sum_{k=1}^{p} \Phi(v_{k})y_{i,k} \right|, \quad j \in \{1, 2, \ldots, n\}, \tag{7} \]

as each of these constraints links *K*(\(p-1\)) binary variables \(z_{i,k}, i \in \{1, 2, \ldots, K\}, k \in \{1, 2, \ldots, p - 1\}\) with a shared variable \(\epsilon\) in the MIO formulation. Note that, because we are minimizing the maximum absolute difference in the CDFs at \(n\) points, at the optimal solution, a majority of these constraints may not be binding. Therefore, rather than defining all the constraints from Equation (7) up front, we generate a subset of these constraints dynamically using a greedy strategy to accelerate the solution of the MIO problem as follows.

We maintain a dynamic set of indices \(\mathcal{J}\) for which we have constraints

\[ \epsilon \geq \left| \frac{j}{n} - \sum_{i=1}^{K} \pi_{i} \sum_{k=1}^{p} \Phi(v_{k})y_{i,k} \right|, \quad j \in \mathcal{J}, \]

in the MIO formulation. Whenever the solver finds an integer-feasible solution for the MIO with the current set of indices \(\mathcal{J}\), we use the current solution \((\mu_{1}, \sigma_{1}), \ldots, (\mu_{n}, \sigma_{n})\) to check if all the constraints in (7) are satisfied by calculating the maximum discrepancy over the remaining set of indices as

\[ j^{*} = \arg \max_{j \in \mathcal{N} \setminus \mathcal{J}} \left| \frac{j}{n} - \sum_{i=1}^{K} \pi_{i} \Phi\left( \frac{x_{i} - \mu_{i}}{\sigma_{i}} \right) \right|, \]

where \(\mathcal{N} = \{1, 2, \ldots, n\}\). We update the set of indices \(\mathcal{J} = \{j^{*}\} \cup \mathcal{J}\) and add a constraint for \(j^{*}\) if

\[ \max_{j \in \mathcal{N} \setminus \mathcal{J}} \left| \frac{j}{n} - \sum_{i=1}^{K} \pi_{i} \Phi\left( \frac{x_{i} - \mu_{i}}{\sigma_{i}} \right) \right| > \epsilon; \]

that is, the constraint at \(j = j^{*}\) violates an inequality from (7). We do this using lazy constraint callbacks available in Gurobi 6.5 and CPLEX 12.3 that allow a user to add user cuts whenever the solver finds an integer-feasible solution.

### 2.2. Minimizing Discrepancy Based on the Total Variation Distance

In this section, we introduce the total variation distance between any two distributions and extend the approach in Section 2.1 to the total variation distance to estimate the parameters of a GMM for the case in which the mixture component weights \(\pi\) are known.

The total variation distance between any two distributions *P* and *Q* on a \(\sigma\) algebra \(\mathcal{F}\) is defined as the supremum of the difference between the probability of *P* and *Q* over all the Borel sets \(A \in \mathcal{F}\) given by

\[ D_{TV}(F, G) = \sup_{A \in \mathcal{F}} |P(A) - Q(A)|. \]

To make the problem tractable, we choose a subset \(\mathcal{J}\) of the \(\sigma\) algebra \(\mathcal{F}\) such that \(\mathcal{J} = \{l_{1}, u_{1}, l_{2}, u_{2}, \ldots, l_{m}, u_{m}\} \subset \mathcal{F}\) and minimize the total variation distance on this set \(\mathcal{J}\). Therefore, the distance metric that we consider is as follows:

\[ D_{TV}(F, G) = \max_{A \in \mathcal{J}} |P(X \in A) - Q(Y \in A)|, \]

where \(X \sim P, Y \sim Q\).
We propose two different approaches of choosing the subset \( \mathcal{J} \subset \mathcal{F} \). In the first approach, we choose dynamic intervals that are centered around the means of each of the Gaussian components. Recall that the density of a Gaussian distribution is centered around its mean; therefore, considering intervals centered around the mean would capture the high probability density intervals of a Gaussian. We, therefore, choose multiple intervals centered around the means of each Gaussian component so that \( \mathcal{J} = \{ (\mu_j - \delta \sigma_j, \mu_j + \delta \sigma_j) \mid i = 1, \ldots, K, \delta = 1, 2, 3 \} \). We propose to solve the following MIO problem:

\[
\min_{\mu_i, \sigma_i} \max_{\delta \in \{1, 2, 3\}} \sum_{j=1}^{K} \pi_j \left| P_n((\mu_j - \delta \sigma_j, \mu_j + \delta \sigma_j)) - P((\mu_j - \delta \sigma_j, \mu_j + \delta \sigma_j)) \right|,
\]

where \( P_n(\cdot) \) is the probability measure of the empirical distribution and \( P(\cdot) \) is the probability measure of the GMM. To reformulate this problem as an MIO problem, we make use of the binary variables to keep track of the count of number of samples that lie in the interval of size \( \delta \sigma \) around the mean \( \mu_i \). As in the previous section, the univariate algorithm proposed here assumes that mixture component weights \( \pi \) are known, and we later propose an alternating optimization approach to estimate both the component weight \( \pi \) and the parameters of the GMM.

As defined earlier, let \( F_i \) denote the cumulative distribution function for the \( i \)th Gaussian component with weight \( \pi_i \). Therefore, the CDF of the mixture of Gaussians \( F \) is given by \( F(x) = \sum_{i=1}^{n} \pi_i F_i(x) \). Therefore, the probability of the GMM inside the interval \( (\mu_j - \delta \sigma_j, \mu_j + \delta \sigma_j) \) is given by

\[
P((\mu_j - \delta \sigma_j, \mu_j + \delta \sigma_j)) = F(\mu_j + \delta \sigma_j) - F(\mu_j - \delta \sigma_j) = \sum_{k=1}^{K} \pi_k (F_k(\mu_j + \delta \sigma_j) - F_k(\mu_j - \delta \sigma_j)) = \sum_{k=1}^{K} \pi_k \left( \Phi\left( \frac{\mu_j + \delta \sigma_j - \mu_k}{\sigma_k} \right) - \Phi\left( \frac{\mu_j - \delta \sigma_j - \mu_k}{\sigma_k} \right) \right).
\]

To keep track of the count of the number of samples that fall in the interval \( (\mu_j - \delta \sigma_j, \mu_j + \delta \sigma_j) \), we define binary variables \( a^\delta_{ij} \) such that

\[
a^\delta_{ij} = \begin{cases} 1, & \text{if } x_i \in (\mu_j - \delta \sigma_j, \mu_j + \delta \sigma_j), \\ 0, & \text{otherwise}. \end{cases}
\]

We model these constraints on the binary variables \( a^\delta_{ij} \) as follows:

\[
a^\delta_{ij} x_i \leq a^\delta_{ij} \mu_j + \delta \cdot \sigma_j, \\
a^\delta_{ij} x_i \geq a^\delta_{ij} \mu_j - \delta \cdot \sigma_j.
\]

Observe that these constraints are satisfied for any data point that has \( a^\delta_{ij} = 0 \). To make the count of the number of data points inside the intervals accurate, we add the following constraints to the formulation:

\[
(1 - a^\delta_{ij}) |x_i - \mu_j| \geq (1 - a^\delta_{ij}) \delta \cdot \sigma_j.
\]

Because the probability of the empirical distribution inside the interval \( (\mu_j - \delta \sigma_j, \mu_j + \delta \sigma_j) \) is given by the proportion of samples that fall in this interval, we have

\[
P_n((\mu_j - \delta \sigma_j, \mu_j + \delta \sigma_j)) = \sum_{i=1}^{n} \frac{a^\delta_{ij}}{n}.
\]

Once the constraints on the binary variables \( a^\delta_{ij} \) are defined, the objective is to minimize the discrepancy between the CDF of the GMM \( F(x) \) and the empirical CDF \( F_n(x) \) by calculating the corresponding probabilities in all of the intervals, \( (\mu_j - \delta \sigma_j, \mu_j + \delta \sigma_j) \delta \in \{1, 2, 3\}, j \in \{1, \ldots, K\} \).
Using Equations (9)-(12), we obtain an MIO formulation for the univariate case in which the number of Gaussians in the mixture K and mixture component weights π are known as follows:

\[
\min_{\{\mu_i, \nu_i\}_{i=1}^{K}} \max_{\delta \in \{1, 2, 3\}} \frac{1}{n} \sum_{i=1}^{n} a_i^\delta \left| \sum_{\ell=1}^{K} \pi_{\ell} \left( \Phi \left( \frac{\mu_{\ell} - \mu_i + \delta \sigma_j}{\sigma_{\ell}} \right) - \Phi \left( \frac{\mu_{\ell} - \mu_i - \delta \sigma_j}{\sigma_{\ell}} \right) \right) \right|
\]

s.t. \[
\begin{align*}
a_i^\delta x_i &\leq a_i^\delta \mu_j + \delta \sigma_j, & i \in \{1, \ldots, n\}, & j \in \{1, \ldots, K\}, & \delta \in \{1, 2, 3\} \\
a_i^\delta x_i &\geq a_i^\delta \mu_j - \delta \sigma_j, & i \in \{1, \ldots, n\}, & j \in \{1, \ldots, K\}, & \delta \in \{1, 2, 3\} \\
(1 - a_i^\delta) |x_i - \mu_j| &\geq (1 - a_i^\delta) \delta \sigma_j, & i \in \{1, \ldots, n\}, & j \in \{1, \ldots, K\}, & \delta \in \{1, 2, 3\} \\
a_i^\delta &\in \{0, 1\}, & i \in \{1, \ldots, n\}, & j \in \{1, \ldots, K\}, & \delta \in \{1, 2, 3\}.
\end{align*}
\]

Although, the “Big-M” formulations are weak, for tractability of the problem, we linearize constraints (10) using McCormick type linearization and introduce new variables \(p_{ij}^\delta = a_i^\delta \mu_j\) by incorporating the following constraints:

\[
\begin{align*}
p_{ij}^\delta - \delta \cdot \sigma_j &\leq a_i^\delta x_i \leq p_{ij}^\delta + \delta \cdot \sigma_j, \\
M_p a_{ij}^\delta &\leq p_{ij}^\delta \leq M_p a_{ij}^\delta \\
\mu_j - (1 - a_{ij}^\delta) M_p &\leq p_{ij}^\delta \leq \mu_j - (1 - a_{ij}^\delta) M_m,
\end{align*}
\]

where the Big-M constants \([M_p, M_m]\) are taken as \([x_1, x_n]\).

Similarly, constraint (11) can be linearized by reformulating the product \(t_{ij}^\delta = a_i^\delta \sigma_j\) as presented:

\[
\begin{align*}
\delta \sigma_j &\leq (1 - a_{ij}^\delta)x_i - \mu_j + p_{ij}^\delta + \delta t_{ij}^\delta + M_m(1 - b_{ij}^\delta) \\
-\delta \sigma_j &\geq (1 - a_{ij}^\delta)x_i - \mu_j + p_{ij}^\delta - \delta t_{ij}^\delta - M_m b_{ij}^\delta \\
t_{ij}^\delta &\leq M_s a_{ij}^\delta \\
t_{ij}^\delta &\leq \sigma_j \\
t_{ij}^\delta &\geq \sigma_j - M_s(1 - a_{ij}^\delta) \\
b_{ij}^\delta &\in \{0, 1\},
\end{align*}
\]

where the Big-M constant \(M_s\) for the standard deviation is taken as \(M_s = \sqrt{\frac{\sigma_{\text{mix}}}{\sigma_{\text{mix}}}}\) and \(\delta_{\text{mix}}\) is the empirical estimate of the standard deviation of the mixture.

To make the problem tractable, we reformulate problem (13) by using a piecewise linear approximation to the standard normal CDF. Observe that the expression \(\frac{\mu_j - \mu_{\ell} + \delta \sigma_{\ell}}{\sigma_{\ell}}\) cannot be linearized by defining auxiliary variables as in problem (2) as now we cannot retrieve the means and the variances from the auxiliary variables. Therefore, to eliminate the nonlinearity imposed by \(\sigma_{\ell}\) in the denominator of the expression \(\frac{\mu_j - \mu_{\ell} + \delta \sigma_{\ell}}{\sigma_{\ell}}\), we approximate the product between binary variables \(z_{\ell,ij}\) and \(\sigma_{\ell}\) with \(r_{\ell,ij}\) variables as follows:

\[
\begin{align*}
r_{\ell,ij}^k &\leq M_s z_{\ell,ij}^k, & k \in \{1, \ldots, p - 1\}, & \ell, \ j \in \{1, \ldots, K\} \\
r_{\ell,ij}^k &\leq \sigma_j, & k \in \{1, \ldots, p - 1\}, & \ell, \ j \in \{1, \ldots, K\} \\
r_{\ell,ij}^k &\geq \sigma_{\ell} - M_s(1 - z_{\ell,ij}^k), & k \in \{1, \ldots, p - 1\}, & \ell, \ j \in \{1, \ldots, K\} \\
r_{\ell,ij}^k &\geq 0, & k \in \{1, \ldots, p - 1\}, & \ell, \ j \in \{1, \ldots, K\}.
\end{align*}
\]
Therefore, using Equations (3) and (14), a piecewise linear approximation to \( \Phi \left( \frac{\mu_j - \mu_\ell + \delta \sigma_j}{\sigma_\ell} \right) \) is given by

\[
L \left( \frac{\mu_j - \mu_\ell + \delta \sigma_j}{\sigma_\ell} \right) = \sum_{k=1}^{p} \Phi(v_k) y_{\ell,j}^k
\]

\[
\mu_j - \mu_\ell + \delta \sigma_j = \sum_{k=1}^{p} v_k y_{\ell,j}^k, \quad j, \ell \in \{1, \ldots, K\}
\]

\[
y_{\ell,j}^1 \leq r_{\ell,j}^1, \quad j, \ell \in \{1, \ldots, K\}
\]

\[
y_{\ell,j}^k \leq r_{\ell,j}^{k-1} + r_{\ell,j}^k, \quad k \in \{1, \ldots, p - 1\}, \quad j, \ell \in \{1, \ldots, K\}
\]

\[
y_{\ell,j}^p \leq r_{\ell,j}^{p-1}, \quad j, \ell \in \{1, \ldots, K\}
\]

\[
\sum_{k=1}^{p-1} z_{\ell,j}^k = 1, \quad j, \ell \in \{1, \ldots, K\}
\]

\[
\sum_{k=1}^{p} y_{\ell,j}^k = \sigma_\ell, \quad j, \ell \in \{1, \ldots, K\}
\]

\[
r_{\ell,j}^k \leq M z_{\ell,j}^k, \quad k \in \{1, \ldots, p - 1\}, \quad j, \ell \in \{1, \ldots, K\}
\]

\[
r_{\ell,j}^k \leq \sigma_\ell, \quad k \in \{1, \ldots, p - 1\}, \quad j, \ell \in \{1, \ldots, K\}
\]

\[
r_{\ell,j}^k \geq \sigma_\ell - M(1 - z_{\ell,j}^k), \quad k \in \{1, \ldots, p - 1\}, \quad j, \ell \in \{1, \ldots, K\}
\]

\[
z_{\ell,j}^k \in \{0, 1\}, \quad k \in \{1, \ldots, p - 1\}, \quad j, \ell \in \{1, \ldots, K\}
\]

\[
r_{\ell,j}^p y_{\ell,j}^k \geq 0, \quad k \in \{1, \ldots, p - 1\}, \quad j, \ell \in \{1, \ldots, K\}.
\]

From Equations (13) and (15), we obtain the following MIO formulation for problem (8):

\[
\min_{\delta \epsilon \{1,2,3\}} \max_{j \in \{1,2,3\}} \frac{\sum_{i=1}^{n} a_{ij}^{\delta}}{n} - \sum_{\ell=1}^{K} \pi_{\ell} \left( \sum_{k=1}^{p} \Phi(v_k) y_{\ell,j}^k \right)
\]

s.t. \( \begin{align*}
\delta \epsilon_{ij} - \delta \cdot \sigma_j & \leq \delta a_{ij}^\delta x_i \leq \delta \epsilon_{ij} + \delta \cdot \sigma_j, \quad i \in \{1, \ldots, n\}, \quad j \in \{1, \ldots, K\}, \quad \delta \in \{1, 2, 3\} \\
M_\mu a_{ij}^\delta & \leq \delta \epsilon_{ij} \leq M_\mu a_{ij}^\delta, \quad i \in \{1, \ldots, n\}, \quad j \in \{1, \ldots, K\}, \quad \delta \in \{1, 2, 3\} \\
\mu_j - (1 - a_{ij}^\delta) M_\mu & \leq \delta \epsilon_{ij} \leq \mu_j - (1 - a_{ij}^\delta) M_\mu, \quad i \in \{1, \ldots, n\}, \quad j \in \{1, \ldots, K\}, \quad \delta \in \{1, 2, 3\} \\
\delta \sigma_j & \leq (1 - a_{ij}^\delta) x_i - \mu_j + \delta \epsilon_{ij} + \delta a_{ij}^\delta + M_\mu (1 - b_{ij}^\delta) \\
- \delta \sigma_j & \geq (1 - a_{ij}^\delta) x_i - \mu_j + \delta \epsilon_{ij} - \delta a_{ij}^\delta - M_\mu b_{ij}^\delta \\
t_{ij}^\delta & \leq M_\sigma a_{ij}^\delta, \quad i \in \{1, \ldots, n\}, \quad j \in \{1, \ldots, K\}, \quad \delta \in \{1, 2, 3\} \\
t_{ij}^\delta & \leq \sigma_j, \quad i \in \{1, \ldots, n\}, \quad j \in \{1, \ldots, K\}, \quad \delta \in \{1, 2, 3\} \\
t_{ij}^\delta & \geq \sigma_j - M_\sigma (1 - a_{ij}^\delta), \quad i \in \{1, \ldots, n\}, \quad j \in \{1, \ldots, K\}, \quad \delta \in \{1, 2, 3\} \\
\mu_j - \mu_\ell + \delta \sigma_j & = \sum_{k=1}^{p} v_k y_{\ell,j}^k, \quad j, \ell \in \{1, \ldots, K\}
\end{align*} \)

\[
y_{\ell,j}^1 \leq r_{\ell,j}^1, \quad j, \ell \in \{1, \ldots, K\}
\]

\[
y_{\ell,j}^k \leq r_{\ell,j}^{k-1} + r_{\ell,j}^k, \quad k \in \{1, \ldots, p - 1\}, \quad j, \ell \in \{1, \ldots, K\}
\]

\[
y_{\ell,j}^p \leq r_{\ell,j}^{p-1}, \quad j, \ell \in \{1, \ldots, K\}
\]
\[
\sum_{k=1}^{p-1} z_{\ell,j}^k = 1, \, \ell, \, j \in \{1, \ldots, K\}
\]
\[
\sum_{k=1}^{p} y_{\ell,j}^k = \sigma_\ell, \, \ell, \, j \in \{1, \ldots, K\}
\]
\[
r_{\ell,j}^k \leq Mz_{\ell,j}^k, \, k \in \{1, \ldots, p-1\}, \, \ell, \, j \in \{1, \ldots, K\}
\]
\[
r_{\ell,j}^k \leq \sigma_\ell, \, k \in \{1, \ldots, p-1\}, \, \ell, \, j \in \{1, \ldots, K\}
\]
\[
r_{\ell,j}^k \geq \sigma_\ell - M(1-z_{\ell,j}^k), \, k \in \{1, \ldots, p-1\}, \, \ell, \, j \in \{1, \ldots, K\}
\]
\[
a_{i,j}^k \in \{0,1\}, \, i \in \{1, \ldots, n\}, \, j \in \{1, \ldots, K\}, \, \delta \in \{1,2,3\}
\]
\[
z_{\ell,j}^k \in \{0,1\}, \, k \in \{1, \ldots, p-1\}, \, \ell, \, j \in \{1, \ldots, K\}
\]
\[
b_{i,j}^k \in \{0,1\}, \, i \in \{1, \ldots, n\}, \, j \in \{1, \ldots, K\}, \, \delta \in \{1,2,3\}
\]
\[
r_{\ell,j}^k y_{\ell,j}^k \geq 0, \, k \in \{1, \ldots, p-1\}, \, \ell, \, j \in \{1, \ldots, K\}.
\]

Observe that this MIO problem has a total of \(K(6n + K(p-1))\) binary variables.

As an alternate approach for minimizing the total variation distance between the empirical distribution function and the distribution function of the GMM, we consider the problem of minimizing the total variation distance over the set of all intervals \(\mathcal{I} = \{(x_i, x_j) | i, j \in \{1, 2, \ldots, n\}\}\). Therefore, we propose to solve the following problem:

\[
\min_{(\mu, \sigma, \pi)} \max_{(i,j) \in \mathcal{I}} \left| \frac{j-i}{n} - \sum_{\ell=1}^{K} \pi_\ell \left( \Phi \left( \frac{x_j - \mu_\ell}{\sigma_\ell} \right) - \Phi \left( \frac{x_i - \mu_\ell}{\sigma_\ell} \right) \right) \right|
\]

(17)

where \(n = \{1, 2, \ldots, n\}\). To speed up the solver, we use a similar approach of generating dynamic constraints as in Section 2.1.3. We maintain a dynamic set of ordered indices \(\mathcal{I}\) so that we solve the problem

\[
\min_{(\mu, \sigma)} \max_{(i,j) \in \mathcal{I}} \left| \frac{j-i}{n} - \sum_{\ell=1}^{K} \pi_\ell \left( \Phi \left( \frac{x_j - \mu_\ell}{\sigma_\ell} \right) - \Phi \left( \frac{x_i - \mu_\ell}{\sigma_\ell} \right) \right) \right|
\]

Whenever the solver finds an integer-feasible solution \((\epsilon, (\mu_\ell, \sigma_\ell), \ell = 1, 2, \ldots, K)\), we find an interval \((x_i, x_j)\) that has the maximum absolute difference in probability between the empirical distribution function and the distribution function of the GMM inside this interval. Finally, we update the set of indices \(\mathcal{I} = \mathcal{I} \cup \{(i,j)\}\) and keep solving the problem by adding lazy constraints to the model as shown in Section 2.1.3 until

\[
\max_{(i,j) \in \mathcal{I} \setminus \mathcal{I}} \left| \frac{j-i}{n} - \sum_{\ell=1}^{K} \pi_\ell \left( \Phi \left( \frac{x_j - \mu_\ell}{\sigma_\ell} \right) - \Phi \left( \frac{x_i - \mu_\ell}{\sigma_\ell} \right) \right) \right| \leq \epsilon.
\]

This makes sure that we solve problem (17) to optimality.

### 2.3. Estimating Mixture Component Weights

In this section, we consider the case in which mixture component weights \(\pi\) are unknown, but the number of Gaussians in the mixture, \(K\), is still known. In this case, we use an alternating optimization (AO) technique motivated by AO methods for convex optimization (Bezdek and Hathaway 2002) that alternate between optimizing over a collection of nonoverlapping subsets of variables and are shown to converge. In our AO approach, we alternate between optimizing over the parameters of the GMM given a set of mixture component weights and optimizing over the mixture component weights given an estimate of the parameters of GMM. With this approach, the objective improves monotonically with each iteration of the AO algorithm. However, because the objective function in problem (2) is nonconvex, we cannot prove convergence of the AO method.
Algorithm 1 allows us to jointly estimate the component mixture weights \( \pi \) along with the Gaussians’ parameters of the mixture. Note that we run Algorithm 1 from multiple starting points \( \pi_j^0, j = 1, \ldots, K \) and keep the solution with highest log-likelihood.

**Algorithm 1 (Joint Estimation of Mixture Weights and Gaussian Parameters)**

**Input:** Data \( \{x_i | x_i \in \mathbb{R}, i = 1, 2, \ldots, n\} \), number of Gaussian components \( K \), initial weights \( \pi_j^0, j = 1, \ldots, K \), and stopping criterion \( \epsilon \).

**Output:** \( \theta = \{(\pi_1, \mu_1, \sigma_1), (\pi_2, \mu_2, \sigma_2), \ldots, (\pi_K, \mu_K, \sigma_K)\} \).

**Algorithm**

1. Let \( t := 0 \). Using \( (\pi_1^t, \ldots, \pi_K^t) \) as estimates for the weights, solve for the parameters \( \{\mu_i^t, \sigma_i^t\}_{i=1}^K \) of the GMM using either problem (4) or (16) depending on whether we use the Kolmogorov–Smirnov or the total variation distance. Let \( \theta^t = \{(\pi_1^t, \mu_1^t, \sigma_1^t), (\pi_2^t, \mu_2^t, \sigma_2^t), \ldots, (\pi_K^t, \mu_K^t, \sigma_K^t)\} \).

2. Solve the following linear optimization problem over weights \( \pi \) using the estimates of the parameters of GMM \( (\mu_i^t, \sigma_i^t) \) obtained from the previous step.

\[
\min_{\{\pi_i\}_{i=1}^K} \max_{i \in \{1, 2, \ldots, n\}} \left| \frac{i}{n} - \sum_{j=1}^K \pi_j L \left( \frac{x_i - \mu_j^t}{\sigma_j^t} \right) \right|
\]

subject to \( \sum_{i=1}^K \pi_i = 1, \pi_i \geq 0 \),

where \( L(\cdot) \) is the piecewise linear approximation for the standard normal CDF used in formulations (4) and (16).

3. Let \( \pi_i^{t+1}, j = 1, \ldots, K \) be an optimal solution to problem (18). Using \( \pi_j^{t+1}, j = 1, \ldots, K \) as estimates for the weights, solve for the parameters \( \{\mu_i^{t+1}, \sigma_i^{t+1}\}_{i=1}^K \) of the GMM using either problem (4) or (16). Let \( \theta^{t+1} = \{(\pi_1^{t+1}, \mu_1^{t+1}, \sigma_1^{t+1}), (\pi_2^{t+1}, \mu_2^{t+1}, \sigma_2^{t+1}), \ldots, (\pi_K^{t+1}, \mu_K^{t+1}, \sigma_K^{t+1})\} \).

4. If

\[
\frac{|\mathcal{L}(\theta^{t+1}) - \mathcal{L}(\theta^{t})|}{\mathcal{L}(\theta^{t})} \leq \epsilon,
\]

then stop and output \( \theta^{t+1} \), where \( \mathcal{L}(\cdot) \) is the log-likelihood

\[
\mathcal{L}(\theta) = \sum_{i=1}^n \log \left( \sum_{j=1}^K \pi_j \exp \left( -\frac{(x_i - \mu_j)^2}{2\sigma_j^2} \right) \right).
\]

5. Else \( t := t + 1 \) and go to step 2.

### 2.4. Choosing the Number of Gaussian Components

In this section, we consider the case in which we do not know the number of Gaussian components or the mixture component weights; we are only given independent and identically distributed data from a mixture of Gaussians.

To address the problem of choosing the right number of Gaussian components in the mixture, we use cross-validation, a classical model-selection technique in machine learning. First, we split the data set into training, validation, and testing data sets. Then, to choose the right value of \( K \), we do the following: starting with the number of Gaussians in the mixture \( K = 2 \), we learn the parameters of GMM on the training data set using either MIO problem (4) or (16) depending on whether we use the Kolmogorov–Smirnov or the total variation distance while assuming that the mixture consists of \( K \) Gaussian components and compute the log-likelihood on the validation data set.

Finally, we plot the log-likelihood calculated on the test set against \( K \) and choose the value of \( K \) for which the likelihood is the highest.

### 3. Multivariate Gaussian Mixture Modeling Using MIO

In this section, we propose a multivariate learning algorithm to estimate the parameters of a mixture of Gaussians given \( d \)-dimensional data as an extension of the univariate learning algorithm proposed in Section 2. Given
data \{x_i | x_i \in \mathbb{R}^d, i = 1, 2, \ldots, n\}, we propose a multivariate algorithm that learns the parameters of the GMM, 
\[ \theta = \{ (\pi_1, \mu_1, \Sigma_1), (\pi_2, \mu_2, \Sigma_2), \ldots, (\pi_K, \mu_K, \Sigma_K) \} \], without making any additional assumptions on the model.

It is well known that learning the parameters of a GMM is computationally hard in higher dimensions. Observe that given a Gaussian random variable \( X \sim N(\mu, \Sigma) \) and some direction \( \rho \in \mathbb{R}^d \), the random variable \( X \) projected onto \( \rho \) is also a normally distributed random variable with \( \rho'X \sim N(\rho'\mu, \rho'\Sigma\rho) \). Therefore, using the fact that the projection of a multivariate GMM onto a line is a univariate GMM, we project the data down onto multiple directions in 1-D space and learn the parameters of the GMM in those particular projected directions. We iteratively project the data onto various random directions so as to learn all the parameters of the \( d \)-dimensional GMM. The approaches proposed in Vempala and Wang (2002), Sanjeev and Kannan (2001), and Dasgupta (1999) are based on projecting data to a randomly chosen low-dimensional subspace and then finding an accurate clustering in the lower dimensions where the separation between the Gaussian components is at least a factor of \( \max_{i \in \{1, 2, \ldots, K\}} \sigma_i \). In contrast, our univariate algorithm is less sensitive to separation between Gaussian components; therefore, in our case, we can project the data into any random direction.

In the multivariate algorithm proposed here, we first project the data onto a series of \( d^2 \) random directions \( D = \{ \rho_i | \rho_i \in \mathbb{R}^d, i = 1, 2, \ldots, d^2 \} \) to estimate all of the \( Kd \) mean and \( K(d+1)/2 \) covariance parameters along with \( K \) component mixture weights. Note that when two Gaussian components in the mixture have the same weights, the univariate algorithm outputs some permutation of the parameter estimates. Therefore, this induces a permutation learning problem to correctly identify a consistent ordering among the estimates of the means and variances across the \( d \)-dimensions. However, if we knew exactly the permutations of the mixture component means for all of the projected directions, we can use an orthonormal basis \( W = [b_1, b_2 \ldots b_d] \) as a set of projection directions and estimate the means of the Gaussian components by inverting \( W \), which is directly given by \( W^{-1} = W^T \). Similarly, to estimate the covariance matrices, we can choose a set of orthonormal basis matrices that span all of the symmetric matrices and estimate all of the covariance matrices. However, because permutations of the estimates are usually unknown, to recover the true ordering tractably, we formulate a MIQO problem to identify a consistent ordering among the means and then, using the recovered ordering, we formulate an SDO problem to estimate the covariance matrices.

### 3.1. The Multivariate Algorithm

Here we present an algorithm for modeling multidimensional data as a mixture of Gaussians. As explained in the previous section, we project the data via a series of projections and solve either problem (4) or (16) depending on whether we use the Kolmogorov–Smirnov or the total variation distance iteratively to learn parameters of the GMM in the projected space. We finally formulate a MIQO problem to identify a consistent ordering across the parameter estimates in different coordinates, and using this consistent ordering, we formulate an SDO problem to estimate the covariance matrices.

To find a consistent ordering of the means and the variances across \( d \)-dimensions, we project the data onto a series of \( d^2 \) random directions \( D = \{ \rho_i | \rho_i \in \mathbb{R}^d, i = 1, 2, \ldots, d^2 \} \) and run Algorithm 1 to find estimates of the means and variances of \( K \) components in the projected space of \( \rho_i \) as \( \{ (\mu^1_i, \Sigma^1_i), (\mu^2_i, \Sigma^2_i), \ldots, (\mu^K_i, \Sigma^K_i) \} \). Note that, because, for each random direction \( \{ \rho_1, \rho_2, \ldots, \rho_{d^2} \} \), we run the algorithm independently, the estimates of the means and variances recovered in the projected space are some permutation of the true ordering. To recover a consistent ordering among the estimates across \( d \)-dimensions, we formulate a MIQO problem.

Let us denote \( \{ \mu | \mu_i \in \mathbb{R}^d, i = 1, 2, \ldots, K \} \) as the true values of the means of the Gaussian components in the mixture. We now define a projection matrix \( P^k \) for each \( \rho_k \in D \) as follows:

\[
P^k_{ij} = \begin{cases} 
1, & \text{if } m^k_j \text{ is an estimate of } \rho_k^i \mu_i \\
0, & \text{otherwise}.
\end{cases}
\]

Therefore, we need to find permutation matrices \( P^k, k \in \{1, 2, \ldots, d^2\} \) such that

\[
P^k m^k \approx \begin{pmatrix}
\rho^1_k \mu_1 \\
\rho^2_k \mu_2 \\
\vdots \\
\rho^K_k \mu_K
\end{pmatrix}, k \in \{1, 2, \ldots, d^2\},
\]

where \( m^k = (m^1_k, m^2_k, \ldots, m^K_k) \).
Because the estimates of the means recovered in the projected space are noisy estimates of the true means, we minimize the $\ell_2^2$ error of the estimates with the true values of the means in the projected space. We, thus, propose to solve the following MIQO problem:

$$
\min_{\{m^k\}_{k=1}^K} \sum_{k=1}^K \left\| P^k m^k - \begin{pmatrix} \rho_k' \mu_1 \\ \vdots \\ \rho_k' \mu_K \end{pmatrix} \right\|_2^2
$$

(19)

s.t. \quad \sum_{i=1}^K P^k_{ij} = 1, \ j \in \{1, \ldots, d\}, \ k \in \{1, \ldots, d^2\}

\sum_{j=1}^K P^k_{ij} = 1, \ i \in \{1, \ldots, d\}, \ k \in \{1, \ldots, d^2\}

P^k_{ij} \in \{0, 1\}, \ i \in \{1, \ldots, K\}, \ j \in \{1, \ldots, K\}, \ k \in \{1, \ldots, d^2\}.

Problem (19) has $K^2d^2$ binary variables. As $(K, d)$ are usually not very large in practice, the MIQO problem is solved to optimality in a few minutes.

Using the solution $\{P^k, k = 1, \ldots, d^2\}$ of problem (19), we formulate an SDO problem to recover the estimates of the covariance matrices as follows:

$$
\min_{\{\Sigma_i\}_{i=1}^K} \sum_{i=1}^K \left\| P^k y_i - \begin{pmatrix} \rho_i' \Sigma_i \rho_i \\ \vdots \\ \rho_i' \Sigma_k \rho_i \end{pmatrix} \right\|_1
$$

(20)

s.t. \quad \Sigma_i \succeq 0, \ i \in \{1, \ldots, K\}.

This SDO problem has $K$ semidefinite matrices ($\Sigma_i \in \mathbb{R}_{d \times d}$, $i = 1, \ldots, K$). When $K$ and $d$ are small, the problem is solved to optimality within a few minutes. Algorithm 2 learns the parameters of a multivariate GMM.

**Algorithm 2** Algorithm for Learning Parameters of a Multivariate GMM

**Input:** Data $\{x_i, i = 1, \ldots, n\}$, number of Gaussian components $K$, stopping criterion $\epsilon$, and a set of $d^2$ random directions $\mathcal{D} = \{\rho_i, \rho_i \in \mathbb{R}^d, i = 1, \ldots, d^2\}$.

**Output:** $\theta = \{(\pi_1, \mu_1, \Sigma_1), (\pi_2, \mu_2, \Sigma_2), \ldots, (\pi_K, \mu_K, \Sigma_K)\}$.

**Algorithm**

1. For each $k \in \{1, \ldots, d^2\}$,
   - Project the data down onto the line $\rho_k$: $X_k = \{\rho_k' x | x \in \mathbb{R}^d, i = 1, \ldots, n\}$.
   - Apply Algorithm 1 to $(X_k, \epsilon)$ to recover estimates of the component weights, means, and variances. Denote the estimates as $\{\pi_k^i, m_k^i, \sigma_k^i\}, i = 1, \ldots, K$.

2. Set $\pi_i = \sum_{k=1}^{d^2} \pi_k^i / d^2, i = 1, \ldots, K$.

3. Using $\{m_k^i, \sigma_k^i, \ldots, m_k^i\} k = 1, \ldots, d^2 \}$ as problem data, solve the MIQO problem (19) to identify a consistent ordering of the means and the variances across $d$-dimensions for the estimates of the means and variances in all projected spaces.

4. Using the consistent ordering (permutation matrices) recovered, solve the SDO problem (20) to estimate the covariance matrices.

5. Output $\theta = \{(\pi_1, \mu_1, \Sigma_1), (\pi_2, \mu_2, \Sigma_2), \ldots, (\pi_K, \mu_K, \Sigma_K)\}$.

### 3.2. Choosing the Number of Gaussian Components

Similar to the univariate case, we first split the data set into training, validation, and testing data sets. We then learn the parameters of GMM using Algorithm 2 and perform cross-validation to choose the number of Gaussian components $K$ that gives the highest log-likelihood on the validation data set.
4. Data and Computational Results

In this section, we describe the data used and report the performance of our models on both synthetic and real-world data sets. We study the performance of Algorithms 1 and 2 and compare them to the EM algorithm and the models (Zelen and Severo 1964, Toccher 1967) with approximations to the standard normal CDF. Specifically, we study the dependence of the accuracy in estimating means, variances, and mixture component weights quantified by the Kolmogorov–Smirnov and the total variation distances. We use MAPE and weighted MAPE to quantify the errors in estimating means, variances, and the mixture component weights. Specifically, we use the following metrics to compare the performance of Algorithms 1 and 2 with the EM algorithm:

- The Kolmogorov–Smirnov distance between the GMM distribution function $F$ and the empirical distribution function $F_n$ is given by
  \[ D_{KS}(F_n, F) = \max_{x \in [x_1, x_2, \ldots, x_n]} |F_n(x) - F(x)|. \]

- The total variation distance between the GMM distribution function $F$ and the empirical distribution function $F_n$ is given by
  \[ D_{TV}(F_n, F) = \max_{i < j} \{|F_n(x_i) - F_n(x_j)| - (F(x_j) - F(x_i))\}. \]

- The MAPE in estimating means is given by
  \[ T_{\mu} = \frac{1}{k} \sum_{i=1}^{k} \frac{\|\Delta \mu_i\|_2}{\|\mu_i\|_2} \Delta \mu_i = \mu_i - \mu_i^{\text{true}}. \]

- The MAPE in estimating variances is given by
  \[ T_{\sigma} = \frac{1}{k} \sum_{i=1}^{k} \frac{\|\Delta \Sigma_i\|_F^2}{\|\Sigma_i\|_F^2} \Delta \Sigma_i = \Sigma_i - \Sigma_i^{\text{true}}, \]
  where the Frobenius $q$th norm of a matrix $A \in \mathbb{R}^{m \times n}$ is defined as $\|A\|_F^q = \left( \sum_{i=1}^{m} \sum_{j=1}^{n} |A_{ij}|^q \right)^{\frac{1}{q}}$.

- The MAPE in estimating mixture component weights is given by
  \[ T_{\pi} = \frac{1}{k} \sum_{i=1}^{k} \frac{|\Delta \pi_i|}{\pi_i} \Delta \pi_i = \pi_i - \pi_i^{\text{true}}. \]

All of the experiments were performed on a computer with Xeon @2.3GHz processors, four cores, 16 GB RAM, and all of the code implemented in Julia language (v 0.6) using commercial solver Gurobi 6.5.2.

4.1. Computational Results with Synthetic Data Sets

We generated a number of synthetic data sets from a one-dimensional Gaussian mixture consisting of two Gaussian components ($K = 2$) with

1. Larger separation between the Gaussian components: $\frac{\left| \mu_1 - \mu_2 \right|}{\sigma_{\max}} = 2$, where $\sigma_{\max} = \max_{i \in \{1, 2\}} \sigma_i$.

2. Smaller separation between the Gaussian components: $\frac{\left| \mu_1 - \mu_2 \right|}{\sigma_{\max}} = 1$.

3. Varying separation between the Gaussian components: $\frac{\left| \mu_1 - \mu_2 \right|}{\sigma_{\max}} \in [0, 6]$.

For each of these data sets, we generated multiple samples with $n$ ranging from 100 to 2,000 to study the dependence of the performance of our models on $n$. In Figures 2 and 3, we compare the performance of our MIO problems (4) and (16) with the EM algorithm for the case $\frac{\left| \mu_1 - \mu_2 \right|}{\sigma_{\max}} = 2$ or one, respectively, as a function of $n$. In Figure 4, we compare the performance of MIO problems (4) and (16) with the EM algorithm for training sample size, $n = 500$, as a function of the separation between the Gaussians $\frac{\left| \mu_1 - \mu_2 \right|}{\sigma_{\max}}$ varying from zero to six.
4.1.1. Observations.

1. In all cases, we observe a significant improvement in all performance measures of the MIO-based methods compared with the EM algorithm independent of the sample size $n$. Specifically, the MIO-based methods achieve an average improvement of 60%–70% and 50%–60% over the EM algorithm for MAPE in estimating the means and the covariance matrices, respectively.

2. For large separations (around six), the MIO-based methods had comparable performance compared with the EM methods. As the separation decreased, the edge in performance in favor of the MIO methods widened.

3. The performance of the MIO-based methods based on either the Kolmogorov–Smirnov or the total variation distance is very similar.

In Table 1, we present the runtimes of the EM algorithm and Algorithm 1 for both cases when it solves either problem (4) or (16) depending on whether we use the Kolmogorov–Smirnov or the total variation distance. We also report the number of iterations performed until the stopping criteria in Algorithm 1 is met. The left side of Table 1 shows mean runtimes for synthetic data of various sizes with a separation of $\frac{|\mu_1 - \mu_2|}{\sigma_{\text{max}}} = 2$, and the right side of Table 1 shows mean runtimes for data sets of size $n = 500$ with separation varying from zero to six.
4.2. Computational Results with Real-World Data Sets

In the second part of the experiments, we applied Algorithm 2, the EM algorithm, and state-of-the-art methods for classification, namely support vector machines (SVM), classification and regression trees (CART), and random forests (RF) on various publicly available data sets from the University of California, Irvine, (UCI) repository (Asuncion and Newman 2007). Specifically, we chose breast cancer, diabetes, image segmentation, iris, and U.S. income census data sets to compare the performance of our algorithm in terms of out-of-sample accuracy. For each of these data sets, we randomly split the data into two parts: training set (70%) and test set (30%). We then performed random splits on the data sets five times and report the mean out-of-sample accuracy.

We first estimate the parameters of the Gaussian mixture model by applying Algorithm 2, which solves both problem (4) of minimizing the Kolmogorov–Smirnov distance and problem (16) of minimizing the total variation distance.
Figure 4. Performance as a Function of Separation $|\mu_1 - \mu_2|/\sigma_{\text{max}}$ Between the Gaussian Components for a One-Dimensional Gaussian Mixture with $K = 2$ Components and Training Sample Size $n = 500$

Table 1. Comparison of Runtimes of Algorithm 1 and the EM Algorithm on Synthetic Data Sets vs. Size of Data and the Separation Between Gaussian Component Along with the Number of Iterations for $\epsilon = 0.01$

| $n$  | $|\mu_1 - \mu_2|/\sigma_{\text{max}}$ | $\epsilon$ | Mean runtime, s | Iterations |
|------|-------------------------------------|-------------|-----------------|------------|
| 100  | 0                                   | 0.25        | 17.6            | 1,752      |
| 200  | 0.25                                | 17.6        | 1,141           | 2,004      |
| 300  | 0.5                                 | 17.8        | 865             | 1,830      |
| 400  | 1                                  | 18          | 823             | 1,660      |
| 500  | 1.5                                 | 18          | 475             | 1,284      |
| 600  | 2                                  | 18          | 301             | 924        |
| 700  | 2.5                                 | 18          | 227             | 859        |
| 800  | 3                                  | 18          | 924             | 791        |
| 900  | 4                                  | 17          | 859             | 791        |

Note. The left side of the table shows mean runtime for data sets with separation between the Gaussian components $|\mu_1 - \mu_2|/\sigma_{\text{max}}$, and the right side of the table shows mean runtime for data sets of size $n = 500$ with varying separation.
After solving for the parameters of the mixture of Gaussians, we estimate the posterior component assignment probability using Bayes’ theorem for each of the samples in the test set. Given a data point \( x \), the probability that it belongs to class \( i \), \( i = 0, 1, 2, \ldots, K \) is given by

\[
P(\hat{Y} = i | x) = \frac{\pi_i N(x | \mu_i, \sigma_i)}{\sum_{j=1}^{K} \pi_j N(x | \mu_j, \sigma_j)}.
\]

Finally, we classify each sample \( x \) based on the most likely component assignment using posteriori component assignment probabilities. Note that for the image segmentation data set, we used principal component analysis to reduce the dimensionality of the data from 19 to 4 by choosing the first four principal components that explained more than 94% of the total variance in the data set.

In Table 2, we compare the performance of our algorithm (KS and TV) with the EM algorithm, the models (Zelen and Severo 1964, Tocher 1967) with approximations to the standard normal CDF and the state-of-the-art methods for classification in terms of out-of-sample accuracies for each of the data sets. In all of the tests on the real-world data sets, we observed that the MIO-based methods outperform the EM algorithm with an average improvement of 4%–5% on out-of-sample accuracy. Although we have compared the performance of our algorithms with the state-of-the-art methods in classification, we believe the comparison is not fair. Because different classification methods have different operating characteristics—for example, mixtures of discriminant analysis methods (Friedman et al. 2001) do flexible modeling of covariates (via mixture models), whereas SVM, CART, and RF do not model the distribution of the covariates. A by-product of the mixture discriminant analysis framework is uncertainty quantification via probabilistic modeling (which is not natural in the context of SVMs). Hence, our primary motivation here is to empirically study the gains (in classification accuracy) by using our proposal for GMM estimation when compared with EM-based procedures.

In Table 3, we report the number of iterations performed until the convergence criteria is met for Algorithm 2 using either KS or TV distance and the EM algorithm. We also report the training time for each of these methods to estimate a GMM with a cutoff time at 720 minutes. Both the models (Zelen and Severo 1964, Tocher 1967) with approximations to the standard normal CDF solved using Baron commercial solver do not make the cutoff time for the image segmentation and U.S. census data sets because of their large sizes. Observe that, even though the methods KS and TV have comparable performance to Tr and ZS in terms of out-of-sample accuracy, the training times for both the methods Tr and ZS are approximately two orders of magnitude higher.
Also observe that we gain an average improvement of 4%–5% in out-of-sample accuracy over the EM algorithm by paying a price in training time as shown in Table 3.

5. Conclusions

In this paper, we propose a new methodology to solve the problem of recovering estimates of a GMM given data that is believed to come from multiple heterogeneous subpopulations. We minimize a discrepancy (either the Kolmogorov–Smirnov or the total variation distance) between the empirical distribution function and the distribution function of the GMM. We presented two novel MIO models to solve the problem of minimizing a discrepancy to optimality. Using both synthetic and real data sets, we illustrated that our algorithms outperform the EM algorithm under various settings. The algorithms proposed in this paper can easily be extended to a variety of univariate distribution families, thereby opening the door to MIO-based algorithms for optimally learning the parameters of a mixture of various distribution families.
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