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Abstract
The tensor product $R \otimes S$ of two algebras can have its multiplication deformed by a bicharacter to yield a twisted tensor product $R \otimes^t S$. We completely describe the Hochschild cohomology of $R \otimes^t S$ in terms of the Hochschild cohomology of the components $R$ and $S$, including the full Gerstenhaber algebra structure. This description generalizes a result of Bergh and Oppermann. A number of interesting classes of noncommutative algebras arise as bicharacter twisted tensor products, sometimes in non-obvious ways. The main result thereby allows us to significantly simplify various calculations in the literature, and to compute Hochschild cohomology in several new classes of examples. In particular, we fully compute the Hochschild cohomology of quantum complete intersection algebras, with any number of indeterminates. One new tool which goes into the main theorem is orbit Hochschild cohomology, which can be defined for algebras with a group action, and which satisfies twisted versions of the usual Gerstenhaber algebra axioms.
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1 Introduction
A twisted tensor product of two algebras is a very general construction which can be thought of as a deformation of the ordinary tensor product. In this paper we consider the case in which the multiplication is twisted by a bicharacter.
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When the two factors are augmented, Bergh and Oppermann [3] completely describe the Ext algebra as a twisted tensor product of the Ext algebras of the factors. Hochschild cohomology, however, is more complicated, and they point out that the naive Künneth decomposition is impossible. With the techniques at the time they were able only to describe a subalgebra of the Hochschild cohomology ring, which may be thought of as the “untwisted part” of Hochschild cohomology. It was left open how to describe the remaining truly twisted part; this we do here. Moreover, we describe the full Gerstenhaber algebra structure in terms of that of the component algebras.

Let \( R \) and \( S \) be algebras over a field \( k \), graded by abelian groups \( A \) and \( B \) respectively. A bicharacter \( t: A \times B \to k^\times \) determines a twisted tensor product algebra \( R \otimes^t S \), as explained in Sect. 2 below. The following result combines Theorems 3.1, 4.7, and 5.1; all notation is defined in Sect. 2.

**Theorem A** There is an isomorphism of Gerstenhaber algebras

\[
\text{HH}^*(R \otimes^t S) \cong \bigoplus_{a \in A, b \in B} \text{HH}^*(R, R^a_\hat{b}) \otimes \text{HH}^*(S, S^b_\hat{a}).
\]

Let \( M \) be an \( R \)-bimodule graded by \( A \) and let \( N \) be an \( S \)-bimodule graded by \( B \). There is an isomorphism of graded \( \text{HH}^*(R \otimes^t S) \)-modules

\[
\text{HH}^*(R \otimes^t S, M \otimes^t N) \cong \bigoplus_{a \in A, b \in B} \text{HH}^*(R, M^a_\hat{b}) \otimes \text{HH}^*(S, N^b_\hat{a}).
\]

The proof is elementary, and we give an explicit isomorphism at the level of Hochschild cochain complexes. Nonetheless, the decomposition is somewhat unexpected and has non-trivial consequences. In particular, it allows us to simplify drastically the calculation of Hochschild cohomology for several classes of algebras, notably the quantum complete intersections, which had previously required the combined efforts of a number of authors [2, 4, 5, 8] (see Sect. 6).

The fact that this decomposition is compatible with the cup product implies that the Hochschild cohomology of twisted tensor products often has an extremely degenerate product (see Corollary 4.8). The fact that it is compatible with the Gerstenhaber bracket means that it can be used to simplify the often formidable task of computing brackets. Indeed, it allows one to readily compute the Lie algebra \( \text{HH}^1(R \otimes^t S) \) whose structure has been studied recently [14].

On the two factors appearing in the theorem we define a twisted cup product \( \smile_t \) and twisted Gerstenhaber bracket \([ \cdot, \cdot]_t\) (coming from a chain level twisted circle product \( \circ_t \)). These structures seem interesting in their own right, and we only begin to study them here. The rule for combining these twisted structures together in the main theorem is a generalization of Manin’s definition of the tensor product of two Gerstenhaber algebras [10]. We also indicate how this decomposition can be thought of conceptually in terms of “orbit Hochschild cohomology” (see Sect. 4).

Finally, we point out that bicharacter twisted tensor products are much more common than they seem. Among the general twisted tensor products they can be thought of as the diagonalizable ones, with the gradings of \( R \) and \( S \) being thought of as eigenspace decompositions. The perspective is applied to certain skew group algebras in Sect. 7.
Outline

Section 2 contains the necessary notation and homological notions. The main isomorphism is constructed in Sect. 3, at the level of graded vector spaces. In Sect. 4 we handle the cup product and module structure, and then in Sect. 5 we treat Gerstenhaber brackets, completing the proof of the above theorem. Finally, in Sects. 6 and 7 we give examples. After understanding the statement of the main theorem, the reader might skip to the example sections to see how it is used.

2 Preliminaries

Throughout this paper $k$ is a field (but a commutative ring would be fine if everything in sight is projective over $k$). All unlabeled tensor products and Homs are taken over $k$. We denote by $R^{ev} = R^{op} \otimes R$ the enveloping algebra of a $k$-algebra $R$.

Twisted tensor products of algebras

First we recall how the tensor product of two graded algebras can be twisted by a bicharacter connecting their grading groups.

Let $R$ and $S$ be $k$-algebras that are graded by abelian groups $A$ and $B$:

$$R = \bigoplus_{a \in A} R^a \quad \text{and} \quad S = \bigoplus_{b \in B} S^b.$$  

Suppose also that $t : A \times B \to k^\times$ is a bicharacter, so that

$$t(a + a', b) = t(a, b)t(a', b), \quad t(a, b + b') = t(a, b)t(a, b'),$$

whenever $a, a' \in A$ and $b, b' \in B$. For convenience we also use the notation

$$t(r, s) = t(a, b)$$

when $r$ is in $R^a$ and $s$ is in $S^b$, and similar notation for elements in graded modules.

With this data the twisted tensor product $R \otimes^t S$ is by definition the vector space $R \otimes S$, with multiplication given by

$$(r \otimes s) \cdot (r' \otimes s') = t(r', s) rr' \otimes ss'$$

for homogeneous elements $r, r' \in R$ and $s, s' \in S$.

Note that $R \otimes^t S$ is naturally an $A \oplus B$-graded algebra with $(R \otimes^t S)^{a,b} = R^a \otimes S^b$ for all $a \in A$ and $b \in B$.

Example 2.1 If $A$ and $B$ are both $\mathbb{Z}$ and $t$ is the sign bicharacter $t(a, b) = (-1)^{ab}$, then this construction yields the usual graded tensor product of two graded algebras (i.e. following the Koszul sign rule).

Example 2.2 Let $R = k[x]/(x^m)$ and $S = k[y]/(y^n)$ for some positive integers $m, n \geq 2$, both graded by $\mathbb{Z}$, with $x$ and $y$ in degree 1. Let $q \in k^\times$ and $t(a, b) = q^{ab}$ for $a, b \in \mathbb{Z}$. There is a presentation

$$R \otimes^t S \cong k\langle x, y \rangle/(x^m, y^n, yx - qxy).$$
This is a quantum complete intersection in two indeterminates. The construction can be iterated to obtain a quantum complete intersection in finitely many indeterminates. When \( m = n = 2 \) and \( q \) is not a root of unity, these are algebras of infinite global dimension whose Hochschild cohomology is finite dimensional over \( k \), as discovered by Buchweitz, Green, Madsen, and Solberg [4].

We will present more examples in the final two sections.

**Twisted tensor products of bimodules**

Continuing in the setting of the last subsection, suppose that \( M \) is an \( A \)-graded \( R \)-bimodule, and that \( N \) is a \( B \)-graded \( S \)-bimodule.

The twisted tensor product \( M \otimes^t N \) is by definition the \( A \oplus B \)-graded \( R \otimes^t S \)-bimodule whose underlying graded vector space is \( M \otimes N \), with \( R \otimes^t S \)-action

\[
(r \otimes s) \cdot (m \otimes n) = t(m, s) rm \otimes sn \quad \text{and} \quad (m \otimes n) \cdot (r \otimes s) = t(r, n) mr \otimes ns
\]

for homogeneous elements \( r \in R, s \in S, m \in M \) and \( n \in N \).

One may consider \( R \otimes^t S \) as a bimodule over itself in the usual way, and this notation is consistent in that \( R \otimes^t S \) is indeed the bimodule twisted tensor product of the bimodules \( R \) and \( S \).

**Group actions**

Let \( \hat{A} = \text{Hom}(A, k^\times) \) be the group of linear characters of \( A \). Since \( R \) is graded by \( A \), this group acts naturally on \( R \) by setting \( \rho \cdot r = \rho(a)r \) for \( r \in R^a \) and \( \rho \in \hat{A} \).

The bicharacter \( t \) induces a homomorphism \( B \rightarrow \hat{A} \), which will be denoted \( b \mapsto \hat{b} = t(\cdot, b) \). Through this, \( B \) acts naturally on \( R \) by ring automorphisms:

\[
\hat{b}(r) = t(a, b)r \quad \text{for all} \quad r \in R^a.
\]

Similarly, through the homomorphism \( A \rightarrow \hat{B} \), denoted \( a \mapsto \hat{a} = t(a, \cdot) \), we obtain a natural action of \( A \) on \( S \). These actions allow us to twist the structures of \( R \)-bimodules and \( S \)-bimodules as we describe next.

**Twisting module structures along automorphisms**

This is a separate (but, we will see, related) use of the word “twist”.

Suppose that \( \rho \) is a graded \( k \)-algebra automorphism of \( R \), and that \( M \) is a graded \( R \)-bimodule. We denote by \( M_\rho \) the graded \( R \)-bimodule obtained from \( M \) by twisting the right \( R \)-module structure along \( \rho \). That is to say, the left action of \( R \) is unchanged and the right action is the composition

\[
M_\rho \otimes R \xrightarrow{1 \otimes \rho} M \otimes R \xrightarrow{\mu} M,
\]

where \( \mu \) is the given right module structure of \( M \). In calculations we will need to distinguish the old and new actions of \( R \), so we will use \( \cdot_\rho \) to denote the twisted action and plain concatenation for the original action:

\[
m \cdot_\rho r = m \rho(r).
\]
Similarly, one may twist the left module structure along $\rho$ to obtain a bimodule $\rho M$.

In particular, any $R$-bimodule $M$ can be twisted by an element of $B$ to produce a new bimodule $M_\beta$. And any $S$-bimodule $N$ can be twisted by an element of $A$ to produce a new bimodule $a^*_N$. It is these twists which appear in the main theorem.

The bar construction and Hochschild cohomology

Mostly in order to fix notation, we quickly recap the usual construction of the Hochschild cochain complex, and some of the structure that it enjoys.

Denote by $BR$ the unreduced bar construction, which is a $\mathbb{Z}$-graded vector space with $B_m R = R^\otimes m$. We use the bar notation $r_1 \otimes \cdots \otimes r_m = [r_1] \cdots [r_m]$. The bar construction comes with a differential $b_R : B_m R \to B_{m-1} R$ given by $b_R [r_1] \cdots [r_m] = \sum_{i=1}^{m-1} (-1)^i [r_1] \cdots [r_i] r_{i+1} \cdots [r_m]$.

The bar construction can be used to build resolutions. In particular, the bar resolution of $R$ is by definition the complex $R \otimes BR \otimes R$ with the $R$-bilinear differential given by $\partial (1 \otimes [r_1] \cdots [r_m] \otimes 1) =$

$$r_1 \otimes [r_2] \cdots [r_m] \otimes 1 + 1 \otimes b_R [r_1] \cdots [r_m] \otimes 1 + (-1)^m 1 \otimes [r_1] \cdots [r_{m-1}] \otimes r_m.$$ 

Using this differential we get a free resolution $R \otimes BR \otimes R \xrightarrow{\sim} R$ of $R$-bimodules. In Sect. 5 we will use the short-hand $B(R) = R \otimes BR \otimes R$ for the bar resolution.

If $M$ is an $R$-bimodule, the unreduced Hochschild cochain complex $C^*(R, M)$ is by definition $\text{Hom}(BR, M)$. Its differential is inherited from the bar resolution by way of the isomorphism $\text{Hom}(BR, M) \cong \text{Hom}_{R^{ev}} (R \otimes BR \otimes R, M)$. Explicitly, if $f \in C^m(R, M)$ then

$$\partial (f) [r_1] \cdots [r_{m+1}] = r_1 f [r_2] \cdots [r_{m+1}] + f b_R [r_1] \cdots [r_m] + (-1)^{m+1} f [r_1] \cdots [r_m] r_{m+1} \quad (2.6)$$

for $r_1, \ldots, r_{m+1}$ in $R$. The homology of $C^*(R, M)$ is the Hochschild cohomology $\text{HH}^*(R, M)$ of $R$ with coefficients in $M$.

From the $A$-grading of $R$ and $M$, each of $BR$ and $C^*(R, M)$ and $\text{HH}^*(R, M)$ inherit an $A$-grading.

All of the above applies just as well to $S$ with its $B$-grading, and indeed $R \otimes^f S$ with its $A \oplus B$-grading.

The twisted bar resolution

One may tensor together the bar resolutions of $R$ and $S$, with action as in Eq. (2.3), to obtain (by the Künneth Theorem) a quasi-isomorphism

$$(R \otimes BR \otimes R) \otimes^f (S \otimes BS \otimes S) \xrightarrow{\sim} R \otimes^f S.$$ 

The left-hand side has its usual tensor product differential here; the twist only affects the bimodule structure.

Now, there is a unique $R \otimes^f S$-bimodule isomorphism

$$(R \otimes BR \otimes R) \otimes^f (S \otimes BS \otimes S) \cong (R \otimes^f S) \otimes BR \otimes BS \otimes (R \otimes^f S)$$
such that
\[
(1 \otimes [r_1|\cdots|r_m]|1) \otimes (1 \otimes [s_1|\cdots|s_n]|1) \mapsto (1 \otimes 1) \otimes [r_1|\cdots|r_m] \\
\otimes [s_1|\cdots|s_n] \otimes (1 \otimes 1).
\]
If we write out in full what happens to the differential under this isomorphism we obtain the following proposition.

**Proposition 2.7** \((R \otimes^f S) \otimes BR \otimes BS \otimes (R \otimes^f S)\) is naturally an \(R \otimes^f S\)-bimodule resolution of \(R \otimes^f S\) when equipped with the following differential:

\[
\partial \left( (1 \otimes 1) \otimes [r_1|\cdots|r_m] \otimes [s_1|\cdots|s_n] \otimes (1 \otimes 1) \right) \\
= (r_1 \otimes 1) \otimes [r_2|\cdots|r_m] \otimes [s_1|\cdots|s_n] \otimes (1 \otimes 1) \\
+ (1 \otimes 1) \otimes b_R [r_1|\cdots|r_m] \otimes [s_1|\cdots|s_n] \otimes (1 \otimes 1) \\
+ (-1)^m t(r_m, b)^{-1} (1 \otimes 1) \otimes [r_1|\cdots|r_{m-1}] \otimes [s_1|\cdots|s_n] \otimes (r_m \otimes 1) \\
+ (-1)^m t(a, s_1)^{-1} (1 \otimes s_1) \otimes [r_1|\cdots|r_m] \otimes [s_2|\cdots|s_n] \otimes (1 \otimes 1) \\
+ (-1)^m (1 \otimes 1) \otimes [r_1|\cdots|r_m] \otimes b_S [s_1|\cdots|s_n] \otimes (1 \otimes 1) \\
+ (-1)^m+n (1 \otimes 1) \otimes [r_1|\cdots|r_m] \otimes [s_1|\cdots|s_{n-1}] \otimes (1 \otimes s_n).
\]

Here \(a\) is the \(A\)-degree of \([r_1|\cdots|r_m]\) and \(b\) is the \(B\)-degree of \([s_1|\cdots|s_n]\).

Moving on, we also will need to use the diagonal map

\[
\Delta: BR \otimes BS \longrightarrow BR \otimes BS \otimes BR \otimes BS
\]  

(2.8)

from [8], which is by definition given by

\[
\Delta [r_1|\cdots|r_m] \otimes [s_1|\cdots|s_n] \\
= \sum_{i,j} (-1)^{(m-i)j} t(a_i, b_j)^{-1} [r_1|\cdots|r_i] \otimes [s_1|\cdots|s_j] \otimes [r_{i+1}|\cdots|r_m] \otimes [s_{i+1}|\cdots|s_n],
\]

the sum over \(1 \leq i \leq m, 1 \leq j \leq n\), where \(a_i\) is the \(A\)-degree of \([r_{i+1}|\cdots|r_m]\), and \(b_j\) is the \(B\)-degree of \([s_1|\cdots|s_j]\).

**The complex \(C^*_f(R, S, M, N)\) and its structure**

The differential described in Proposition 2.7 above induces a dual differential on

\[
\text{Hom}(BR \otimes BS, M \otimes N) \\
\cong \text{Hom}_{(R \otimes^f S)^{op}}((R \otimes^f S) \otimes BR \otimes BS \otimes (R \otimes^f S), M \otimes^f N).
\]

We will write \(C^*_f(R, S, M, N)\) for the complex \(\text{Hom}(BR \otimes BS, M \otimes N)\) equipped with this differential. By construction, the homology of this complex is the \(A \oplus B\)-graded Hochschild cohomology \(HH^*(R \otimes^f S, M \otimes^f N)\).

Taking \(M = R\) and \(N = S\) the complex \(C^*_f(R, S, R, S)\) has a natural product

\[
f \sim g = \mu(f \otimes g) \Delta
\]

where \(\mu\) is the product on \(R \otimes^f S\) and \(\Delta\) is the diagonal map (2.8). In [8] it is explained why this computes the usual cup product on \(HH^*(R \otimes^f S, R \otimes^f S)\). In fact, one can check that this
makes $C^*_i(R, S, M, N)$ into a dg algebra quasi-isomorphic to the usual Hochschild cochain algebra of $R \otimes' S$.

Let us introduce some finiteness conditions: we require each component $R^n$ of $R$ to be finite dimensional, and we require that the subset $\text{supp}(R) = \{a \in A : R^a \neq 0\} \subseteq A$ satisfies the condition that $n$-fold addition $\text{supp}(R)^{\times n} \to A$ has finite fibers for all $n$. This just means that $R^{\otimes n}$ is degree-wise finite dimensional for each $n$. Certainly if $R$ is finite dimensional (in total) then there is nothing to worry about. We assume the same for $S$ and its $B$-grading.

Using the notation (2.9), we define a map of $\mathbb{Z} \oplus A \oplus B$-graded vector spaces

$$\phi : \text{Hom}(BR, M) \otimes \text{Hom}(BS, N) \longrightarrow \text{Hom}(BR \otimes BS, M \otimes N)$$

$$f \otimes g \mapsto f \boxtimes g.$$

**Theorem 3.1** Under the just stated finiteness conditions, $\phi$ induces an isomorphism

$$\text{HH}^*(R \otimes' S, M \otimes' N) \cong \bigoplus_{a \in A, b \in B} \text{HH}^*(R, M^a_b) \otimes \text{HH}^*(S, \hat{a}_N)^b$$

of graded vector spaces.

In the next two sections we refine the theorem by describing cup products and Gerstenhaber brackets on Hochschild cohomology of $\text{HH}^*(R \otimes' S)$ in terms of this direct sum decomposition when $M = R$ and $N = S$.

**Remark 3.2** Let us note the difference between graded algebras and *gradable* algebras. In some contexts the groups $A$ and $B$ may be considered only as auxiliary data allowing one to encode the twist which constructs $R \otimes' S$. Then one might be interested in the ordinary $\mathbb{Z}$-graded Hochschild cohomology, computed by first forgetting the $A \oplus B$-grading. This can be a subtle issue with real consequences (Hochschild cohomology need not commute with

 Springer
forgetting a grading), but under our finiteness assumptions one can safely do this by using Theorem 3.1 to compute the $A \oplus B$-graded Hochschild cohomology and then forgetting the grading.

**Proof of Theorem 3.1** Since each of $BR$, $BS$, $M$ and $N$ is degree-wise finite dimensional by hypothesis, $\phi$ is an isomorphism of $\mathbb{Z} \oplus A \oplus B$-graded vector spaces. Our task is only to show that

$$
\phi : C^*(R, M; b)^a \otimes C^*(S, \hat{a} N)^b \xrightarrow{\cong} C^*_c(R, S, M, N)^{a,b}
$$

(3.3)

is a chain map. This will be a slightly tedious matter of checking that all the twists match up.

Take $f$ in $C^m(R, M; b)^a$ and $g$ in $C^n(S, \hat{a} N)^b$.

We first compute $\phi \partial(f \otimes g) = \phi \partial(f) \otimes g + (1)^m \phi f \otimes \partial(g)$. We can split this computation into two cases corresponding to the two summands here. Specifically, we can evaluate this: (I) on elements of the form $[r_1]\cdots[r_{m+1}] \otimes [s_1]\cdots[s_n]$; and (II) on elements of the form $[r_1]\cdots[r_m] \otimes [s_1]\cdots[s_{n+1}]$.

We first deal with case (I). In this calculation we use the short-hand notation $[r] = [r_1]\cdots[r_m]$ and $[s] = [s_1]\cdots[s_n]$. We use our formula (2.6) for the Hochschild differential. Also remember our action notation from Eq. (2.5). Note that $\partial(g)[s] = 0$, so

$$
\phi \partial(f \otimes g)([r] \otimes [s]) = - (1)^m (-1)^{(m+1)n} r_1 f[r_2]\cdots[r_{m+1}] \otimes g[s]
$$

(I)

$$
- (1)^m (-1)^{(m+1)n} f b_R[r] \otimes g[s]
$$

$$
- (1)^m (-1)^{(m+1)n} (-1)^{m+1} f [r_1]\cdots[r_m] \otimes g[s]
$$

$$
= - (1)^{mn+m+n} r_1 f[r_2]\cdots[r_{m+1}] \otimes g[s]
$$

$$
- (1)^{mn+m+n} f b_R[r] \otimes g[s]
$$

$$
- (1)^{mn+m+n} (-1)^{m+1} t(r_{m+1}, b) f[r_1]\cdots[r_m] \otimes g[s].
$$

Similarly in case (II), with $[r] = [r_1]\cdots[r_m]$ and $[s] = [s_1]\cdots[s_{n+1}]$, we have $\partial(f)[r] = 0$ so

$$
\phi \partial(f \otimes g)([r] \otimes [s]) = - (1)^m (-1)^n (-1)^{(n+1)} f[r] \otimes s_1 \cdot \hat{a} g[s_2] \cdots [s_{n+1}]
$$

(II)

$$
- (1)^m (-1)^n (-1)^{(n+1)} f[r] \otimes g b_S[s]
$$

$$
- (1)^m (-1)^n (-1)^{(n+1)} (-1)^{n+1} f[r] \otimes g[s_1]\cdots[s_{n+1}]
$$

$$
= - (1)^{mn+n} t(a, s_1) f[r] \otimes s_1 g[s_2]\cdots[s_{n+1}]
$$

$$
- (1)^{mn+n} f[r] \otimes g b_S[s]
$$

$$
- (1)^{mn+n} (-1)^{n+1} f[r] \otimes g[s_1]\cdots[s_{n+1}] s_{n+1}.
$$

Next we calculate $\partial(\phi(f \otimes g))( [r] \otimes [s])$ in the same two cases.

In case (I) we take $[r] = [r_1]\cdots[r_{m+1}]$ in $(B_{m+1}R)^a$, and $[s] = [s_1]\cdots[s_n]$ in $(B_N S)^b$.

We use Proposition 2.7 to compute the differential on $C^*_c(R, S, M, N)$, and as in our previous calculation the choice of $[r]$ and $[s]$ means that half the terms described in Proposition 2.7 vanish.
\[\partial(\phi(f \otimes g))([r] \otimes [s]) = -(-1)^{m+n}(-1)^{mn} (r_1 \otimes 1) f[r_2] \cdots [r_{m+1}] \otimes g[s] \quad (I)\]

\[\begin{align*}
&- (-1)^{m+n} (-1)^{mn} f b[R] [r] \otimes g[s] \\
&- (-1)^{m+n} (-1)^{mn} (-1)^{m+1} t(r_{m+1}, b')^{-1} f[r_{1}] \cdots |r_{m}] \\
&\quad \otimes g[s](r_{m+1} \otimes 1) \\
&= -(-1)^{mn+m+n} r_{1} f[r_2] \cdots |r_{m+1}] \otimes g[s] \\
&- (-1)^{mn+m+n} f b[R] [r] \otimes g[s] \\
&- (-1)^{mn+m+n} (-1)^{m+1} t(r_{m+1}, b) f[r_{1}] \cdots |r_{m}] r_{m+1} \otimes g[s].
\end{align*}\]

The last line comes from the fact that

\[t(r_{m+1}, b')^{-1} f[r_{1}] \cdots |r_{m}] \otimes g[s](r_{m+1} \otimes 1) = t(r_{m+1}, b')^{-1} t(r_{m+1} , b + b') f[r_{1}] \cdots |r_{m}] r_{m+1} \otimes g[s],\]

since \(g[s]\) has degree \(b + b'\) in \(B\), and then \(t(r_{m+1}, b')^{-1} t(r_{m+1} , b + b') = t(r_{m+1}, b)\). The result matches exactly the calculation of \(\phi \partial(f \otimes g) ([r] \otimes [s])\) in case (I).

It remains to compute \(\partial(\phi(f \otimes g))([r] \otimes [s])\) in case (II), with \([r] = [r_1] \cdots [r_{m}]\) in \((B_m R)^{\delta}\) and \([s] = [s_1] \cdots [s_{n+1}]\) in \((B_{n+1} S)^{\delta}\).

\[\begin{align*}
\partial(\phi(f \otimes g))([r] \otimes [s]) &= -(-1)^{m+n}(-1)^{mn} (-1)^{m} t(a', s_{n+1})^{-1} (1 \otimes s_{1}) f[r] \\
&\quad \otimes g[s_2] \cdots [s_{n+1}] \\
&\quad - (-1)^{m+n} (-1)^{mn} (-1)^{m} f[r] \otimes g b[S][s] \\
&\quad - (-1)^{m+n} (-1)^{mn} (-1)^{m+n+1} f[r] \otimes g[s_1] \cdots [s_{n}] (1 \otimes s_{n+1}) \\
&= -(-1)^{mn+m+n} t(a, s_{n+1}) f[r] \otimes s_{1} g[s_2] \cdots [s_{n+1}] \\
&\quad - (-1)^{mn+n} f[r] \otimes g b[S][s] \\
&\quad - (-1)^{mn+n} (-1)^{n+1} f[r] \otimes g[s_1] \cdots [s_{n}] s_{n+1}.
\end{align*}\]

This matches the computation of \(\phi \partial(f \otimes g) ([r] \otimes [s])\) in case (II), so we are done.

### 4 The cup product

In this section and the next we explain how to handle the algebraic structure in Theorem 3.1. But first we make a construction which seems to be interesting in its own right.

**Orbit Hochschild cohomology**

The following construction applies to any algebra with a group action, which we may as well use the same notation as above and consider the (right) action of the group \(B\) on \(R\). The orbit Hochschild cohomology of \(R\) is by definition \(\bigoplus_{b \in B} \text{HH}^*(R, R_b)\).

We can define a cup product on this graded vector space by the following formula, in terms of the standard Hochschild cochain complex. If \(f \in C^m(R, R_b^*)\) and \(f' \in C^{m'}(R, R_{b'})\), then we set

\[(f \smile_f f') [r_1] \cdots [r_{m+m'}] = (-1)^{mn'} f[r_1] \cdots [r_{m}] \hat{b}(f'[r_{m+1}] \cdots [r_{m+m'}]), \quad (4.1)\]

where the automorphism \(\hat{b}\) is given by (2.4). Then \(f \smile_f f'\) is an element of \(C^{m+m'}(R, R_{b+b'}^*)\).
One can think of this product as follows: from the $B$-action on $R$ we form an “orbit endomorphism ring” $\bigoplus_b \text{HH}^*(R, R_b) = \bigoplus_b \text{Hom}_{D(R_{ev})}(R, R_b)$. Just as for ordinary Hochschild cohomology the product can be defined using the (derived) tensor product $\otimes_R$ on $D(R_{ev})$, but it must involve a twist. The automorphism $\hat{b}$ can naturally be considered as a map $R_{\hat{b}'} \rightarrow \hat{b}^* R_{\hat{b}b}$, and the composition
\[
R \cong R \otimes_R R \xrightarrow{f \otimes_R f'} R_{\hat{b}} \otimes_R R_{\hat{b}'} \xrightarrow{1 \otimes_R \hat{b}} R_{\hat{b}} \otimes_R \hat{b}^* R_{\hat{b}b} \cong R_{\hat{b}b'}
\]
is the map $f \cdot_f f' : R \rightarrow R_{\hat{b}b'}$.

It is straightforward to check that the product is associative. Moreover, orbit Hochschild cohomology is always twisted commutative in the following sense.

**Proposition 4.2** The product (4.1) satisfies
\[
f \cdot_f f' = (-1)^{mm'} t(a', b) f' \cdot_f f
dataes whenever $f \in \text{HH}^m(R, R_b)^a$ and $f' \in \text{HH}^{m'}(R, R_{\hat{b}})^{a'}$. In particular,
\[
f \cdot_f f' = 0 \text{ unless } t(a', b) = t(a, b')^{-1}.
\]

Note that this implies commutativity with respect to the braided monoidal structure given by $t$.

The second statement above is useful in calculations. It will mean that the Hochschild cohomology of a twisted tensor product often has a very degenerate cup product.

**Proof** (Sketch of proof) One can do this with a twisted version of the usual Eckmann–Hilton argument [16], working in $D(R_{ev})$. But it will be useful for us later to introduce the twisted circle product, so we follow Gerstenhaber’s original argument.

Given $f \in \text{C}^m(R, R_b)$ and $f' \in \text{C}^{m'}(R, R_{\hat{b}})$ we define an element $f' \circ_t f$ in $\text{C}^{m+m'-1}(R, R_{\hat{b}+b})$ according to the rule
\[
(f' \circ_t f)[r_1 | \cdots | r_{m+m'-1}] = \sum_i (-1)^i (f'[r_1 | \cdots | r_i] f[r_{i+1} | \cdots | r_{i+m'}] \hat{b} r_{i+m'+1} | \cdots | \hat{b} r_{m+m'-1}).
\]

With this, a computation reveals that
\[
\partial(f' \circ_t f) + \partial(f') \circ_t f + (-1)^m f' \circ_t \partial(f) = f \cdot_f (\hat{b}^{-1} f' \hat{b}) - (-1)^{mm'} f' \cdot_f f.
\]
So at the level of Hochschild cohomology,
\[
f' \cdot_f f = (-1)^{mm'} f \cdot_f (\hat{b}^{-1} f' \hat{b}).
\]

Another computation shows that $\hat{b}^{-1} f' \hat{b} = t(a', b)^{-1} f'$. The second statement follows from the first by exchanging $f$ and $f'$ twice. \hfill $\Box$

All of this applies just as well to the (left) action of $A$ on $S$. There is a natural product on the orbit Hochschild cohomology $\bigoplus_{a \in A} \text{HH}^*(S, \hat{a} S)$ given by $g \cdot g' = \hat{a} g \cdot g'$, that is
\[
(g \cdot g')[s_1 | \cdots | s_{n+n'}] = (-1)^{mm'} \hat{a}(g[s_1 | \cdots | s_n]) g'[s_{m+1} | \cdots | s_{n+n'}]
\]
for $g \in \text{C}^n(S, \hat{a} S)^b$ and $g' \in \text{C}^{m'}(S, \hat{a} S)^{b'}$. As before this is associative and twisted commutative in the following sense.
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Proposition 4.4 The product (4.3) satisfies
\[ g \sim_t g' = (-1)^{mn'} t(a, b') g' \sim_t g \]
whenever \( g \in \text{HH}^n(S, \hat{a} S)^b \) and \( g' \in \text{HH}^{n'}(S, \hat{a}' S)^{b'} \).

The proof uses an analogous twisted circle product for \( S \). We record it here for use in the next section:
\[
(g' \circ_t g)[s_1|\cdots|s_{n+n'-1}] = \sum_i (-1)^{i(n'+1)} g'[\hat{a}' s_1|\cdots|\hat{a'} s_i|g[s_{i+1}|\cdots|s_{i+n'}|s_{i+n'+1}|\cdots|s_{n+n'-1}]].
\]

Remark 4.5 Orbit Hochschild cohomology is closely related to the twisted Hochschild cohomology used by Bergh to define twisted support varieties \([1]\). In fact, the twisted Hochschild cohomology of op. cit. is isomorphic to a subalgebra of \( \bigoplus_{b \in B} \text{HH}^*(R, \hat{R}^b) \) in the case \( B = \mathbb{Z} \).

The cup product in the main theorem

Because of the non-twisted tensor product in the enveloping algebra \((R \otimes^t S)^{op} \otimes (R \otimes^t S)\) which underlies Hochschild cohomology, there must be some kind of untwisting appearing in the main theorem. This is manifest in the following cup product on
\[
\left( \bigoplus_{b \in B} \text{HH}^*(R, \hat{R}^b) \right) \otimes \left( \bigoplus_{a \in A} \text{HH}^*(S, \hat{a} S) \right),
\]
which we define by the formula
\[
(f \otimes g) \sim (f' \otimes g') = (-1)^{mn} t(a', b)^{-1} (f \sim_t f') \otimes (g \sim_t g') \tag{4.6}
\]
where \( g \in \text{HH}^n(S, \hat{a} S)^b \) and \( f' \in \text{HH}^{n'}(R, \hat{R}^b)^{a'} \). This is an “untwisted cup product” because the twist \( t(a', b)^{-1} \) is the inverse of the expected one.

With this product, the diagonal subalgebra
\[
\bigoplus_{a \in A, b \in B} \text{HH}^*(R, \hat{R}^a) \otimes \text{HH}^*(S, \hat{a} S)^b
\]
becomes graded-commutative in the usual sense, because the twists from Propositions 4.2 and 4.4 cancel out. Hence, the following statement makes sense.

Theorem 4.7 With the just defined product (4.6) on the left-hand side, when \( M = R \) and \( N = S \), the isomorphism \( \phi \) of Theorem 3.1 is one of algebras:
\[
\bigoplus_{a \in A, b \in B} \text{HH}^*(R, \hat{R}^a) \otimes \text{HH}^*(S, \hat{a} S)^b \xrightarrow{\sim} \text{HH}^*(R \otimes^t S).
\]

In order to establish fully that the second isomorphism in Theorem 3.1 is one of \( \text{HH}^*(R \otimes^t S) \)-modules, we should also define an action of \( \text{HH}^*(R \otimes^t S) \) on \( \bigoplus_{a, b} \text{HH}^*(R, \hat{M}^a) \otimes \text{HH}^*(S, \hat{n} N)^b \) at the chain level, and show that \( \phi \), defined in (3.3), respects this action. Since this is formally extremely similar to the case \( M = R \) and \( N = S \) described above, without any further interesting features, we omit the proof.

Combining Theorem 4.7 and Proposition 4.2 yields the following consequence.
Corollary 4.8 If \( x \in \text{HH}^a(R \otimes S, R \otimes S) \) and \( x' \in \text{HH}^b(R \otimes S, R \otimes S) \), then
\[
x \sim x' = 0 \quad \text{unless} \quad t(a', b) = t(a, b')^{-1}.
\]

So, despite \( \text{HH}^a(R \otimes S, R \otimes S) \) being graded commutative, the fact that it is built out of twisted commutative algebras implies that its product is often very degenerate.

Proof of Theorem 4.7 We will check that the product defined in this section agrees with the expression obtained in Lemma 2.10. Let \( f, f', g \) and \( g' \) be as in the statement of Lemma 2.10. Firstly
\[
\phi((f \otimes g) \sim (f' \otimes g')) = (-1)^{m'nt(a', b)^{-1}}(f \sim f') \otimes (g \sim g'),
\]
so we compute
\[
(f \sim f') \otimes (g \sim g') [r_1 | \cdots | r_{m+m'}] \otimes [s_1 | \cdots | s_{n+n'}]
\]
\[
= (-1)^j \cdot f[r_1 | \cdots | r_m] \hat{b}(f'[r_{m+1} | \cdots | r_{m+m'}]) \otimes \hat{a}(g[s_1 | \cdots | s_n]) g'[s_{m+1} | \cdots | s_{n+n'}]
\]
where \( i = mn' + nn' + (m + m')(n + n') \). This is by definition
\[
(-1)^j \cdot t^* \cdot f[r_1 | \cdots | r_m] f'[r_{m+1} | \cdots | r_{m+m'}] \otimes g[s_1 | \cdots | s_n] g'[s_{m+1} | \cdots | s_{n+n'}]
\]
where \( t^* = t(a' + r', b)t(a, b + s) \), with \( r' \) being the \( A \)-degree of \( [r_{m+1} | \cdots | r_{m+m'}] \) and \( s \) being the \( B \)-degree of \( [s_1 | \cdots | s_n] \).

If we multiply this by the scalar \((-1)^{m'nt(a', b)^{-1}} \) appearing in (4.9), then we find that our coefficient matches that of Lemma 2.10, so we are done.

5 The Gerstenhaber bracket

We start by defining a bracket on \( \bigoplus_{b \in B} \text{HH}^a(R, R_b) \). Once again we point out that this applies to any algebra with a group action. If \( f \in C^m(R, R_b)^a \) and \( f' \in C^{m'}(R, R_b)^a \), then by definition
\[
[f, f']_t = t^{-1}(a, b') f \circ_t f' - (-1)^{(m-1)(m'-1)} f' \circ_t f,
\]
where the twisted circle product \( \circ_t \) was defined in Sect. 4.

Similarly, when \( g \in C^n(S, \tilde{a} S)^b \) and \( g' \in C^{n'}(S, \tilde{a} S)^b \), we define
\[
[g, g']_t = g \circ_t g' - (-1)^{(n-1)(n'-1)} t^{-1}(a', b) g' \circ_t g.
\]

We refrain from discussing the sense in which these brackets make \( \bigoplus_{b \in B} \text{HH}^a(R, R_b) \) and \( \bigoplus_{a \in A} \text{HH}^b(S, \tilde{a} S) \) into “twisted Gerstenhaber algebras”.

In the following theorem we combine the two brackets, adapting and generalizing a definition of Manin [10] to define a bracket in the setting of twisted tensor products.

Theorem 5.1 The isomorphism \( \phi \) of Theorem 3.1 is one of Gerstenhaber algebras:
\[
\bigoplus_{a \in A, b \in B} \text{HH}^a(R, R_b)^a \otimes \text{HH}^b(S, \tilde{a} S)^b \xrightarrow{\sim} \text{HH}^*(R \otimes S),
\]
where on the left-hand side, the bracket is defined by
\[
[f \otimes g, f' \otimes g']
\]
\[
= (-1)^{(m-1)n}(f', f')_t \otimes (g \sim_t g') + (-1)^{(n-1)(m'-1)} (f \sim_t f') \otimes [g, g']_t.
\]
Before proving the theorem, we summarize some results from [8,12] that we will need for computing brackets. Our bracket formula generalizes that given by Le and Zhou [9], who showed that the Hochschild cohomology ring of a tensor product of algebras is isomorphic, as a Gerstenhaber algebra, to the graded tensor product of their Hochschild cohomology rings. Our result is a twisted analogue.

Note that the diagonal map $\Delta$ of (2.8) is coassociative and counital by its definition. Therefore the Gerstenhaber bracket of $f \boxtimes g$ and $f' \boxtimes g'$, representing elements of $HH^*(R \otimes'i S)$, may be computed as follows [12]. The circle product $(f \boxtimes g) \circ (f' \boxtimes g')$ can be taken to be the following composition:

$$(f \boxtimes g)\Phi(1 \otimes_{R \otimes'S} (f' \boxtimes g') \otimes_{R \otimes'S} 1) \Delta^{(2)},$$

where $\Delta^{(2)} = (\Delta \otimes 1) \Delta$, and where $\Phi$ is the homotopy given in [8, Lemma 3.5] for twisted tensor products, in accordance with the theory of [12]. It is given by

$$\Phi = (G_{B(R)} \otimes F_{B(S)}^l + F_{B(R)}^r \otimes G_{B(S)})\sigma,$$

with $G_{B(R)}$, $F_{B(S)}^l$, $F_{B(R)}^r$, $G_{B(S)}$, $\sigma$ defined as below, and $B(R)$, $B(S)$ the bar resolutions for $R$ and $S$. Letting $\mu_R : B(R) \rightarrow R$ be the natural quasi-isomorphism, set

$$F_{B(R)}^l = \mu_R \otimes 1_{B(R)} \text{ and } F_{B(R)}^r = 1_{B(R)} \otimes \mu_R,$$

as maps from $B(R) \otimes_R B(R)$ to $B(R)$, where $1_{B(R)}$ is the identity map on $B(R)$, and similarly for $B(S)$. The map $G_{B(R)} : B(R) \otimes_R B(R) \rightarrow B(R)[1]$ is defined by

$$G_{B(R)}((r_0 \otimes [r_1|\cdots|r_{p-1}] \otimes r_p) \otimes_R (1 \otimes [r_{p+1}|\cdots|r_n] \otimes r_{n+1}))$$

$$= (-1)^{p-1}r_0 \otimes [r_1|\cdots|r_{p-1}|r_p|r_{p+1}|\cdots|r_n] \otimes r_{n+1}$$

for all $r_0, \ldots, r_{n+1}$ in $R$. The chain map

$$\sigma : (B(R) \otimes B(S)) \otimes_{R \otimes'S} (B(R) \otimes B(S)) \rightarrow (B(R) \otimes_R B(R)) \otimes' (B(S) \otimes_S B(S))$$

is an isomorphism of $(R \otimes'i S)^{ev}$-modules in each degree given by

$$\sigma((x \otimes y) \otimes (x' \otimes y')) = (-1)^{ip}x'y(x \otimes x') \otimes (y \otimes y')$$

on homogeneous elements in $(B_i(R) \otimes B_j(S)) \otimes_{R \otimes'S} (B_p(R) \otimes B_q(S))$.

**Proof of Theorem 5.1** Let $f$, $f'$, $g$, $g'$ be as before. We will compute the bracket $[f \boxtimes g, f' \boxtimes g']$ on the right side of the isomorphism in the statement of the theorem by applying it to elements of the form

$$[r_1|\cdots|r_{m''}|s_1|\cdots|s_{n''}] \text{ in } BR \otimes BS$$

where $m'' + n'' = m + m' + n + n' - 1$ and $r_1, \ldots, r_{m''} \in R$, $s_1, \ldots, s_{n''} \in S$. We will first compute the circle product (5.2), canonically identifying $f$, $g$, $f'$, $g'$ with the corresponding bimodule homomorphisms:
\[(f \boxtimes g) \circ (f' \boxtimes g') \circ (1 \otimes [r_1|\cdots|r_m^n] \otimes 1) \otimes (1 \otimes [s_1|\cdots|s_n^n] \otimes 1)\]

\[= (f \boxtimes g) \left( G_{B(R)} \otimes F_{B(S)}^l + F_{B(R)}^r \otimes G_{B(S)} \right) \sigma (1 \otimes (f' \boxtimes g') \otimes 1) \Delta (2)\]

\[= (f \boxtimes g) \left( G_{B(R)} \otimes F_{B(S)}^l + F_{B(R)}^r \otimes G_{B(S)} \right) \sigma (1 \otimes (f' \boxtimes g') \otimes 1) (\Delta \otimes 1)\]

\[\left( \sum_{j=0}^{m''} \sum_{i=0}^{n''} (-1)^{i(m'' - j)} (-1)^{(j-1)p(j-i)} \right)\]

\[= (f \boxtimes g) \left( G_{B(R)} \otimes F_{B(S)}^l + F_{B(R)}^r \otimes G_{B(S)} \right) \sigma (1 \otimes (f' \boxtimes g') \otimes 1)\]

\[\left( \sum_{j=0}^{m''} \sum_{i=0}^{n''} \sum_{j'=0}^{m'} \sum_{i'=0}^{n'} (-1)^{(m'' - j)} (-1)^{(j'-1)p(j'-i')} \right)\]

\[= (f \boxtimes g) \left( G_{B(R)} \otimes F_{B(S)}^l + F_{B(R)}^r \otimes G_{B(S)} \right) \sigma (1 \otimes (f' \boxtimes g') \otimes 1)\]

We wish to apply \((1 \otimes (f' \boxtimes g') \otimes 1)\) to the above sum, so it suffices to consider only terms for which \(m' = j - l, n' = i - p\). The sign involved is thus

\[-1^{(p+l)(m'+n')} = -1^{(m'+n')(j-m'+i-n')}\]

and the above becomes

\[= (f \boxtimes g) \left( G_{B(R)} \otimes F_{B(S)}^l + F_{B(R)}^r \otimes G_{B(S)} \right) \sigma\]

\[\sum_{j=0}^{m''} \sum_{i=0}^{n''} \sum_{j'=0}^{m'} \sum_{i'=0}^{n'} (-1)^{(m'' - j)} (-1)^{(j'-1)p(j'-i')} \]

\[t^{-1}(\{r_{j+1}|\cdots|r_{m''}|[s_1|\cdots|s_i]\}) t^{-1}(\{r_{j'-m'+1}|\cdots|r_{j'}|[s_1|\cdots|s_{i-n'}]\})\]

\[(1 \otimes [r_1|\cdots|r_{j-1}|1] \otimes (1 \otimes [s_1|\cdots|s_{i-n'}] \otimes 1)) \otimes R \otimes' S\]

\[f'((r_{j-m'+1}|\cdots|r_{j'}) \otimes g'((s_{i-n'+1}|\cdots|s_{i})) \otimes R \otimes' S\]

\[((1 \otimes [r_{j+1}|\cdots|r_{m''}]) \otimes 1) \otimes (1 \otimes [s_{i+1}|\cdots|s_{n''}] \otimes 1))\].

Now apply the module action, and apply \(\sigma\) (which comes with the sign \((-1)^{(i-n')(m''-j)}\)), to obtain
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\[
(f \boxtimes g) \left( G_{B(R)} \otimes F_{B(S)}^l + F_{B(R)}^r \otimes G_{B(S)} \right) \sigma \\
\left( \sum_{j=m'}^{n'} \sum_{i=n'}^{n''} (-1)^j (-1)^j (-1)^{j-m'} (-1)^{j-m'+i-n'} \right) \\
\left( t^{-1}([r_j \cdots r_{m'}], [s_1 \cdots s_i]) t^{-1}([r_j \cdots r_{m'-1}] \cdots [r_j], [s_1 \cdots s_{i-n'}]) \right) \\
t(f'([r_j \cdots r_{m'-1}] \cdots [r_j]), [s_1 \cdots s_{i-n'}]) \\
(1 \otimes [r_1] \cdots [r_{j-m'}] \otimes f'([r_j \cdots r_{m'-1}] \cdots [r_j]) \otimes_R (1 \otimes [r_{j+1}] \cdots [r_{m'}] \otimes 1) \\
(1 \otimes [s_1] \cdots [s_{i-n'}] \otimes g'([s_{i-n'}+1] \cdots [s_i]) \otimes_R (1 \otimes [s_{i+1}] \cdots [s_{n'}] \otimes 1)) \\
\right)
\]

Denote by \( t^{**} \) the twisting coefficient in the above equation, which simplifies to:
\[
t^{**} = t(a', [s_1] \cdots [s_{i-n'}]) t([r_{j+1}] \cdots [r_{m'}], b').
\]

Next we will apply \( G_{B(R)} \otimes F_{B(S)}^l + F_{B(R)}^r \otimes G_{B(S)} \), and there are signs associated to each term. In applying \( G_{B(R)} \otimes F_{B(S)}^l \), necessarily \( i = n' \) for the image to be non-zero, and the sign is \((-1)^j \cdot m'\). In applying \( F_{B(R)}^r \otimes G_{B(S)} \), necessarily \( j = m'' \) for the image to be non-zero, and the sign is \((-1)^{j-n'} \) with an additional sign \((-1)^{j-m'+m'-j} = (-1)^{m'-m'} = (-1)^m \) (as for this term, we take \( m'' = m + m' \) since the degree of the map \( G_{B(R)} \) is 1. The above expression thus becomes

\[
(f \boxtimes g) \left( \sum_{j=m'}^{n'} (-1)^j (-1)^j (-1)^{j-m'} (-1)^{j-m'+i-n'} \right) \\
\left( t([r_1] \cdots [r_{m'}] f'([r_{m'-1}] \cdots [r_j]) [r_{j+1}] \cdots [r_{m'}] \otimes 1) \right) \\
(1 \otimes [s_1] \cdots [s_{i-n'}] \otimes g'([s_{i-n'}+1] \cdots [s_i]) \otimes_R (1 \otimes [s_{i+1}] \cdots [s_{n'}] \otimes 1)) \\
\left( \sum_{i=n'}^{n''} (-1)^{j-n''} (-1)^{j-n''} (-1)^{j-n''} (-1)^{j-n''} \left. \right| \right) \\
\left( t(a', [s_1] \cdots [s_{i-n'}]) \right) \\
(1 \otimes [s_1] \cdots [s_{i-n'}] \otimes g'([s_{i-n'}+1] \cdots [s_i]) \otimes_R (1 \otimes [s_{i+1}] \cdots [s_{n'}] \otimes 1)) \\
\right)
\]
We wish to rewrite the sums. The first sum involves $f \circ_t f'$, in which the term indexed by $j$ has a sign $(-1)^{(m'-1)(j-m')}$. The second sum involves $g \circ_t g'$, in which the term indexed by $i$ has a sign $(-1)^{(n'-1)(i-n')}$. Accommodating these signs and rewriting, the above is equal to

$$(-1)^{n(m+n-1)}(f \circ_t f') \boxtimes (g' \sim_t g) + (-1)^{(m'-1)}(f' \sim_t f) \boxtimes (g \circ_t g')$$

applied to the input. By Proposition 4.2, reversing the order of $g'$, $g$ in the first term, we finally find that $(f \boxtimes g) \circ (f' \boxtimes g')$ is equal to

$$(-1)^{n(m-1)}t^{-1}(a, b')(f \circ_t f') \boxtimes (g \sim_t g') + (-1)^{m(n-1)}(f \sim_t f') \boxtimes (g \circ_t g').$$

Similarly,

$$(f' \boxtimes g') \circ (f \boxtimes g) = (-1)^{n(m'+n-1)}(f' \circ_t f) \boxtimes (g \sim_t g') + (-1)^m(n-1)(f' \sim_t f) \boxtimes (g' \circ_t g).$$

By Proposition 4.2, reversing the order of $f'$, $f$ in the second term, we obtain

$$(-1)^{n(m'+n-1)}(f' \circ_t f) \boxtimes (g \sim_t g') + (-1)^{m(n+n-1)}t^{-1}(a', b)(f \sim_t f') \boxtimes (g' \circ_t g).$$

We thus have found that

$$[f \boxtimes g, f' \boxtimes g'] = (f \boxtimes g) \circ (f' \boxtimes g') + (-1)^{(m+n-1)(m+n-1)}(f' \boxtimes g') \circ (f \boxtimes g)$$

$$= (-1)^{n(m-1)}t^{-1}(a, b')(f \circ_t f') \boxtimes (g \sim_t g') + (-1)^{m(n-1)}(f \sim_t f') \boxtimes (g \circ_t g')$$

$$- (-1)^{m(n-1)}t^{-1}(a, b)(f \sim_t f') \boxtimes (g' \circ_t g).$$

We are now ready to compare with the formula given at the start of this section, for $[f \boxtimes g, f' \boxtimes g']$ on the left side of the claimed isomorphism in the theorem statement. This is

$$(-1)^{m(n-1)}[f', f]; \boxtimes (g \sim_t g') + (-1)^m(n-1)(f \sim_t f') \boxtimes [g, g']$$

$$= (-1)^{n-1}(t^{-1}(a, b)f \circ_t f' - (-1)^{m(n-1)}(f' \circ_t f) \boxtimes (g \sim_t g')$$

$$+ (-1)^{m(n-1)}(f \sim_t f') \boxtimes (g \circ_t g' - (-1)^{m(n-1)}t^{-1}(a', b)g' \circ_t g).$$

Comparison with the previous calculation shows that

$$\phi([f \boxtimes g, f' \boxtimes g']) = [f \boxtimes g, f' \boxtimes g'] = \phi(f \boxtimes g) \circ \phi(f' \boxtimes g').$$
Remark 5.5  Bergh and Oppermann’s [3, Theorem 4.6] is a special case of our results. Their result is recovered by restricting the isomorphism of Theorem 3.1 to the subspace graded by $\ker t(-, B) \times \ker t(A, -) \subseteq A \times B$. This identifies exactly the part of $\bigoplus \HH^*(R, R_B)^{a} \otimes \HH^*(S, S_B)^{b}$ on which the twists act trivially. The Gerstenhaber bracket on $\HH^*(R \otimes S)$ is partially computed by Grimley, Nguyen, and the second author in [8, Theorem 6.3] in terms of Bergh and Oppermann’s $\Delta$-decomposition. It is shown in loc. cit. that on the untwisted part of $\HH^*(R \otimes S)$ (i.e. the restriction to $\ker t(-, B) \times \ker t(A, -)$) the bracket can be computed explicitly using the bracket on the two factors. Theorem 5.1 above extends this to all of Hochschild cohomology, explaining how to account for the twists.

6 Quantum complete intersections and iterated twisted products

In this section we present a series of examples, namely the quantum complete intersections, as an application of our main theorem. We also explain how to extend the theorem to the case of iterated twisted tensor product algebras.

We begin with the case of two indeterminates, continuing from Example 2.2 above. Fix $q \in k^\times$. We consider the Hochschild cohomology of the quantum complete intersection $\Lambda_q(m, n) = k[x]/(x^m) \otimes k[x]/(x^n)$. The two factors are graded by $\mathbb{Z}$, generated in degree 1, and $\tau : \mathbb{Z} \times \mathbb{Z} \to k^\times$ is the bicharacter $\tau(a, b) = q^{ab}$. The Hochschild cohomology was computed for $m = n = 2$ in [4], and then later for all $m$ and $n$ in [2, Theorem 3.3]. In [5] the cup product was computed when $m = n$ is the order of $q$ in $k^\times$. The Gerstenhaber brackets were computed fully in [8, Sect. 5] in the case $m = n = 2$.

All of these results can be recovered using the main theorem of this paper, but for the sake of novelty we deal with a new case here, and use Theorem 5.1 to calculate the Gerstenhaber brackets on $\HH^*(\Lambda_m \otimes \Lambda_n)$ for all $m$ and $n$. There are many cases to consider, depending on the characteristic of $k$ and the order of $q$ in $k^\times$, and for the sake of brevity we will only consider here the case that $q$ has infinite order. Let us emphasize however that all of the cases can be dealt with readily (one only needs the patience to write them all out).

Theorem 6.1 If $q$ is not a root of unity then as an algebra

$$\HH^*(\Lambda_q(m, n)) \cong k[U]/(U^2) \times_k \bigwedge^*_{k^t}(V, W),$$

i.e. it is the fiber product of $k[U]/(U^2)$, $U$ in degree 0, with an exterior algebra $\bigwedge^*_{k^t}(V, W)$, $V, W$ in degree 1. The bracket is given by

$$[V, U] = (m - 1)U, \quad [W, U] = (n - 1)U, \quad \text{and} \quad [V, W] = 0.$$

Proof The algebra structure is known [2, Theorem 3.3], but we give the full calculation to demonstrate Theorem 4.7.

Denote $\Lambda(m) = k[x]/(x^m)$ and take $b \in \mathbb{Z}$. We need to compute $\HH^*(\Lambda(m), \Lambda(m)_b)$. There is a well-known 2-periodic bimodule resolution of $\Lambda(m)$:

$$\cdots \xrightarrow{x^{\otimes 1 - 1} \otimes x} \Lambda(m)_{even} \xrightarrow{\sum_{i=0}^{m-1} x^{m-i-1} \otimes x^i} \Lambda(m)^{ev} \xrightarrow{\tau} \Lambda(m)_{even} \xrightarrow{x^{\otimes 1 - 1} \otimes x} \Lambda(m),$$

where $[i]$ denotes the shift in grading by $i$. Applying $\text{Hom}_{\Lambda(m)}(-, \Lambda(m)_b)$ produces the complex

$$\cdots \xleftarrow{x^{1-q^b}} \Lambda(m)[m] \xrightarrow{x^{m-1} - (\sum_{i=b}^{m-1} q^i)} \Lambda(m)[1] \xleftarrow{x^{1-q^b}} \Lambda(m).$$
From this one can read off the cohomology (assuming that $q^b \neq 1$ when $b \neq 0$):

$$\text{HH}^i(\Lambda(m), \Lambda(m)) = \begin{cases} 
\Lambda(m) & \text{if } i = 0, b = 0 \\
(x^m - 1) & \text{if } i = 0, b \neq 0 \\
(\Lambda(m)/(mx^m))[[x]] & \text{if } i > 0 \text{ is even, } b = 0 \quad (6.2) \\
\text{Ann}_\Lambda(m)(mx^m)[\frac{i-1}{2}m + 1] & \text{if } i > 0 \text{ is odd, } b = 0 \\
0 & \text{if } i > 0, b \neq 0.
\end{cases}$$

The computation for $\text{HH}^j(\Lambda(n), \partial \Lambda(n))$ is essentially the same. When one comes to combine these vector spaces according to the decomposition of Theorem 3.1, one finds that almost all of the terms have at least one of the two factors equal to zero. The only surviving terms are

$$\text{HH}^0(\Lambda_q(m, n))^{0,0} = k(1 \otimes 1)$$
$$\text{HH}^0(\Lambda_q(m, n))^{m-1,n-1} = k(x^{m-1} \otimes x^{n-1})$$
$$\text{HH}^1(\Lambda_q(m, n))^{0,0} = k([x[1] \otimes 1) + k(1 \otimes x[1])$$
$$\text{HH}^2(\Lambda_q(m, n))^{0,0} = k(x[1] \otimes x[1])$$

This matches the desired result if we set $U = x^{m-1} \otimes x^{n-1}$ and $V = x[1] \otimes 1$ and $W = 1 \otimes x[1]$.

Lastly, $[V, W] = 0$ for degree reasons, and using Theorem 5.1,

$$[V, U] = [x[1] \otimes 1, x^{m-1} \otimes x^{n-1}]$$
$$= [x[1], x^{m-1}]_t \otimes x^{n-1} - x^{m-1} \otimes [x^{n-1}, 1]_t$$
$$= (m-1)x^{m-1} \otimes x^{n-1} - 0,$$

where as usual, bracketing a degree 1 element with a degree 0 element amounts to applying the corresponding derivation to the algebra element. Similarly $[W, U] = (n-1)x^{m-1} \otimes x^{n-1}$, and this completes the proof. $\square$

Now we point out how the main result of this paper can be extended to the case of iterated twisted tensor products. Suppose we have abelian groups $A_1, \ldots, A_n$ and a collection $t$ of bicharacters $t_{ij} : A_i \times A_j \to k^\times$ for $i < j$. If $R_1, \ldots, R_n$ are algebras graded by $A_1, \ldots, A_n$ respectively, we can form the twisted tensor product $R_1 \otimes^t \cdots \otimes^t R_n$. As a graded vector space this is $R_1 \otimes \cdots \otimes R_n$, and the multiplication is determined by $(1 \otimes \cdots \otimes r_i \otimes \cdots \otimes 1) \cdot (1 \otimes \cdots \otimes r_j \otimes \cdots \otimes 1) =$

$$(1 \otimes \cdots \otimes r_i \otimes \cdots \otimes 1) \text{ if } i = j,$$
$$(1 \otimes \cdots \otimes r_i \otimes \cdots \otimes r_j \otimes \cdots \otimes 1) \text{ if } i < j,$$

$t_{ij}(r_i, r_j)(1 \otimes \cdots \otimes r_j \otimes \cdots \otimes r_i \otimes \cdots \otimes 1) \text{ if } i > j.$

**Corollary 6.3** Let $R_1, \ldots, R_n$ be algebras graded by abelian groups $A_1, \ldots, A_n$ respectively, each satisfying the finiteness conditions from Sect. 3, and let $t = \{t_{ij}\}$ be a collection of bicharacters as above. The Hochschild cohomology of $R = R_1 \otimes^t \cdots \otimes^t R_n$ can be decomposed

$$\text{HH}^n(R, R) \cong \bigoplus_{a_1, \ldots, a_n} \bigotimes_{i=1}^n \text{HH}^*_{a_i}((R_i)_{a_{i-1}} \cdots (R_i)_{a_n})^{a_i}.$$

The cup product and Gerstenhaber bracket on $\text{HH}^n(R, R)$ can be computed from that of the factors in this decomposition, in a similar way to Theorems 4.7 and 5.1.
We leave the last statement to be interpreted properly by the interested reader. We also skip the proof, since it is a simple induction applying Theorem 3.1 repeatedly (using the fact that $R_1 \otimes t \cdots \otimes t R_n$ can be viewed as an iterated twisted tensor product with two factors at a time, in a similar way to [3, Lemma 5.1]).

As an application of Corollary 6.3 we compute the Hochschild cohomology of quantum complete intersections with more than two indeterminates. This has yet wider applications; for example, many Nichols algebras arising in the theory of pointed Hopf algebras have associated graded algebras that are quantum complete intersections, and this structure can have important homological implications.

Let $q$ be a collection of elements $q_{ij}$ in $k^\times$ for $i < j$, and set $t_{ij} : \mathbb{Z} \times \mathbb{Z} \rightarrow k^\times$ to be the bicharacter $t(a, b) = q_{ij}^{ab}$. Extending our earlier notation from the case of two indeterminates to many, we set

$$\Lambda_q(m_1, \ldots, m_n) = \Lambda(m_1) \otimes' \cdots \otimes' \Lambda(m_n).$$

**Theorem 6.4** Assume that the scalars $q_{ij}$ freely generate a free abelian subgroup of $k^\times$. Then as an algebra

$$\operatorname{HH}^*(\Lambda_q(m_1, \ldots, m_n)) \cong k[U]/(U^2) \times_k \bigwedge^*_k(V_1, \ldots, V_n),$$

i.e. it is the fiber product of $k[U]/(U^2)$, $U$ in degree 0, with an exterior algebra $\bigwedge^*_k(V_1, \ldots, V_n)$, $V_i$ in degree 1. The bracket is given by

$$[V_i, U] = (m_i - 1)U, \quad \text{and} \quad [V_i, V_j] = 0.$$

The proof is very similar to that of Theorem 6.1, and so we will omit it. In the notation there, $U$ corresponds to $x^{m_1 - 1} \otimes \cdots \otimes x^{m_n - 1}$ and each $V_i$ corresponds to $1 \otimes \cdots \otimes x[1] \otimes \cdots \otimes 1$ (the $x[1]$ in the $i$th position).

In general, the description of Hochschild cohomology of $\Lambda_q(m_1, \ldots, m_n)$ depends on what kind of subgroup of $k^\times$ the scalars $q_{ij}$ generate. Various other cases are easy to compute as well, for example when all of the $q_{ij}$ are equal.

Bergh and Oppermann computed a part of Hochschild cohomology in the case of many indeterminates, with its algebra structure. The authors of [2,4,5] do not treat the many indeterminate case; it likely would not have been feasible with the methods available. Thus Theorem 6.4 illustrates the usefulness of our main theorem.

### 7 Skew group algebras

In this section we give another large class of examples to which our main theorem applies, including skew group algebras for which the group is abelian. We assume that $k$ is algebraically closed of characteristic 0, and we fix a finite abelian group $G$.

Let $R$ be a finite dimensional algebra with an action of $G$, and let $S$ be a finite dimensional algebra graded by $G$. Then we can form the skew tensor product $R \rtimes^G S$ as a vector space this is the tensor product $R \otimes S$, and the multiplication is given by

$$(r \otimes s) \cdot (r' \otimes s') = rg(r') \otimes ss'$$

when $s' \in S^g$. Let us explain how to see $R \rtimes^G S$ as a bicharacter twisted tensor product. Recall that $\hat{G} = \operatorname{Hom}(G, k^\times)$ denotes the group of linear characters of $G$, and there is a natural bicharacter $t : \hat{G} \times G \rightarrow k^\times$, $t(\phi, g) = \phi(g)$. Given $\phi \in \hat{G}$ we consider the eigenspace

$$(r \otimes s) \cdot (r' \otimes s') = \phi(g)rr'\otimes ss'.$$
\[ R^\phi = \{ r : g(r) = \phi(g)r \text{ for all } g \in G \} . \]

Since \( k \) is algebraically closed of characteristic 0 we have a decomposition

\[ R = \bigoplus_{\phi \in \hat{G}} R^\phi \]

(it would be sufficient to assume that \( k \) has enough roots of unity for this decomposition). This makes \( R \) into a \( \hat{G} \)-graded algebra. Putting all this structure together, we find that

\[ R \ltimes^G S = R \otimes^l S . \]

Using this observation our main theorem immediately yields:

**Corollary 7.1** In the above situation, there is an isomorphism of Gerstenhaber algebras

\[ \HH^*(R \ltimes^G S, R \ltimes^G S) \cong \bigoplus_{\phi, g} \HH^*(R, R_{\hat{g}}^\phi) \otimes \HH^*(S, \phi S)^g . \]

For any finite dimensional algebra \( R \) with an action of \( G \) we can take \( S = kG \) with its natural \( G \)-grading. The skew tensor product is in this case the well-studied skew group algebra

\[ R\#G = R \ltimes^G kG = R \otimes^l kG . \]

The next result can also be seen as resulting from a special case of a spectral sequence of Negron [11] (which degenerates for us, by the assumption on \( k \)), although our statement accounts for the full Gerstenhaber algebra structure.

**Corollary 7.2** For any finite dimensional algebra \( R \) with an action of \( G \), there is an isomorphism of Gerstenhaber algebras

\[ \HH^*(R\#G, R\#G) \cong \bigoplus_{\phi} \HH^*(R, R_{\hat{g}}^\phi)^G \cong \HH^*(R, R\#G)^G . \]

**Proof** Since \( kG \) is semisimple, \( \HH^*(kG, kG) \cong kG \), and \( \HH^*(kG, \phi kG) = 0 \) if \( \phi \neq 1 \). From here the statement follows from Corollary 7.1. \( \square \)

We remark that the algebra \( \HH^*(R, R\#G) \) appearing above is the orbit Hochschild cohomology which we considered in Sect. 4.

Finally, we apply this to the symmetric algebra on a vector space with a group action. Let \( G \) be a finite abelian group acting on a finite dimensional vector space \( V \). This action extends naturally to an action on the symmetric algebra \( S(V) \) and we are in the situation of Corollary 7.2, except that \( S(V) \) is not finite dimensional. However, because of the additional \( \mathbb{Z} \)-grading on \( S(V) \), all of the isomorphisms needed for Corollary 7.2 are valid in this context. We recover—in the abelian case—a result of Buchweitz, proved independently in work of Farinati [6] and Ginzburg and Kaledin [7].

**Corollary 7.3** For any finite dimensional vector space \( V \) with an action of \( G \), there is an isomorphism of Gerstenhaber algebras

\[ \HH^*(S(V)\#G, S(V)\#G) \cong \HH^*(S(V), S(V)\#G)^G . \]

Shepler and the second author investigated the cup product structure of the Hochschild cohomology \( \HH^*(S(V)\#G, S(V)\#G) \) in [15]. Their description of this structure can be recovered by inspecting our proof above (but note that they work more generally with any finite group). Similarly, Negron and the second author described Gerstenhaber brackets on \( \HH^*(S(V)\#G, S(V)\#G) \) for any finite group \( G \), and [13, Theorem 5.2.3] can be recovered, in case \( G \) is abelian, from our Corollary 7.3 above.
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