1. Introduction

In embedded software development, a sequential software development process such as the waterfall model is widely used due to the many interfaces and external dependencies [1]. In sequential software development processes, software inspectors ensure that the descriptions in the software architectural design documents satisfy the requirements in the software requirements specification document. First, the proposed approach extracts sets of single-words, multi-words, and word senses that appear in a requirements specification document but do not appear in the corresponding design document using a natural language processing tool. Then, an architectural design document inspector validates whether each of the specified document with the single-words, multi-words, or word senses are implemented in the corresponding architectural design document using the sets as guides. Evaluation 1 investigated whether omitted requirements can be detected in design documents using the proposed approach. Evaluation 2 investigated the numbers of words that inspectors need to check for the proposed approach. The result of Evaluation 1 shows that omitted requirements are detected in all three pairs for real requirements specification documents and design documents. The result of Evaluation 2 shows that the numbers of words in the difference sets to those in the requirements specification documents vary from 18 to 83 % for the nine pairs of requirements specification documents and design documents.
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article[10] does not consider multi-words, which help inspectors find and detect omissions more easily. For example, a multi-word “administration screen” helps inspectors identify the omitted description more than single-words “administration” and “screen”.

This article empirically investigates whether such words can help an inspector detect omissions in an architectural design document and the number of words that an inspector needs to check. More specifically, the research questions are formulated as follows:

RQ.1 Can the inspector identify omitted requirements in an architectural design document by checking the difference sets between words in the requirements specification document and words in the corresponding architectural design document?

RQ.2 How many words in the difference set does the inspector need to check?

The article is organized as follows. In Section 2, we propose an approach to detect omissions in an architectural design document by extracting difference sets of words and word senses. Section 3 describes the evaluation settings to investigate whether inspectors can detect omissions using the proposed approach and the numbers of words in the difference sets. The results and discussion are presented in Sections 4 and 5, respectively. Section 6 introduces related work. Section 7 concludes the study.

2. Proposed Approach

2.1 Prerequisite

The proposed approach helps inspectors detect requirements that are not implemented in the corresponding architectural design document by showing the difference set of words between the requirements specification document and the architectural design document. The proposed approach assumes that the documents are written in natural language. The difference set is obtained by natural language processing to reduce the additional effort for the proposed approach. The proposed approach obtains three types of difference sets: difference sets of single-words, multi-words, and word senses.

As shown in Fig. 1, the proposed approach can be used in a self-check phase prior to the inspection, in the inspection phase, and in the final checkup phase after the inspection. In the self-check phase, authors of the architectural design document check for omissions in parts they are responsible for prior to the inspection. In the inspection phase, the inspectors check for omissions using the proposed approach as one of their guides. In the final checkup phase, the inspectors of the independent inspectors check for omissions using the proposed approach after the inspection.

The proposed approach assumes that the authors, inspectors, and independent inspectors have knowledge of the target software and understand the structure of the documents so that they can locate and check potential omissions in the software architectural design document. If the inspector has a little knowledge of the documents, s/he will try to find by keyword search for the document.

The set of differences from the requirements \( D(R,A) \) between the requirements specification document and the corresponding architectural design document is defined as:

\[
D(R,A) = \{ r \mid r \in S(R), r \notin I(A) \}
\]

where \( r \) is the requirement, \( S(R) \) is the set of requirements specified in the requirements specification document \( R \), and \( I(A) \) is the set of requirements implemented in the architectural design document \( A \). The difference sets of words between the requirements specification document \( R \) and the corresponding architectural design document \( A \) are the difference sets of single-words \( \Delta_s \), multi-words \( \Delta_{m} \), and word senses \( \Delta_{w} \) defined as follows.

\[
\Delta_s(R,A) = \{ w_s | w_s \in W_s(R) \land w_s \notin W_s(A) \},
\]

\[
\Delta_{m}(R,A) = \{ w_m | w_m \in W_m(R) \land w_m \notin W_m(A) \},
\]

\[
\Delta_{w}(R,A) = \{ w_w | w_w \in W_w(R) \land w_w \notin W_w(A) \},
\]

where \( w_s \) is a single-word, \( W_s(R) \) is the set of single-words that appear in the requirements specification document \( R \), and \( W_s(A) \) is the set of single-words that appear in the architectural design document \( A \). The following is a small example of \( R, A \), and \( \Delta(R,A) \). The omitted requirement is the transmission priority. Words “same”, “time”, “defined”, and “priority” help inspectors find omitted requirement in the design document.

R: When a transmission request from port \( \alpha \) or \( \beta \) arrives, send data to appropriate network interfaces. If requests from \( \alpha \) and \( \beta \) arrive at the same time, the program first sends \( \alpha \) and then \( \beta \) as defined in the transmission priority.

A: The monitoring program monitors I/O port \( \alpha \) and \( \beta \). If the program receives a transmission request from port \( \alpha \), the program sends the data to network interface \( X \). If the program receives a transmission request from port \( \beta \), the program sends the data to network interface \( Y \).

\[
\Delta_{w}(R,A) = \{ \text{When, arrive, appropriate, at, same, time, first, then, as, defined, priority} \}
\]

\[
D(R,A) = \{ \text{If requests from \( \alpha \) and \( \beta \) arrive at the same time, the program first sends \( \alpha \) and then \( \beta \) as defined in the transmission priority} \}.
\]
2.2 Procedure

2.2.1 Step 1 Checking Omissions with Single-words

Step 1.1: This step extracts the sets of single-words $W_s(R)$ and $W_s(A)$ from the requirements specification document $R$ and the corresponding architectural design document $A$ using a morphological analyzer. The morphological analyzer automatically extracts words and filters stop words. Stop words such as *a*, *the*, and that have grammatical functions but do not carry any specific information [12]. After the filter, this step obtains the sets of words $W_s(R)$ and $W_s(A)$.

Step 1.2: This step obtains the difference set of the single-words $\Delta_s(R, A)$ from $W_s(R)$ and $W_s(A)$. Then, it obtains the set of all possible omitted single-words $\Delta'_s(R, A)$ by excluding obviously irrelevant words $C_F(\Delta_s(R, A))$ from the difference set $\Delta_s(R, A)$. The inspector manually excludes the subset $C_F(\Delta_s(R, A))$ from the set of words $\Delta_s(R, A)$. The subset $C_F(\Delta_s(R, A))$ consists of words that are identified by the inspector as obviously irrelevant to omissions, such as the names of the development support tools and the hardware model number, without checking the architectural design document $A$. The set of possible omitted single-words $\Delta'_s(R, A)$ is defined as: $\Delta'_s(R, A) = (\Delta_s(R, A) \land \lnot C_F(\Delta_s(R, A)))$. Finally, the inspector validates the architectural design document $A$ with each single-word in the set of possible omitted single-words $\Delta'_s(R, A)$. Although the proposed approach does not assume a specific check procedure, the inspector can use visual checks as in software inspections and keyword search by selecting similar keywords to each of the single-words such as *account* and *user ID* as search keywords for the single-word "identifier".

2.2.2 Step 2 Checking Omissions with Multi-words

Step 2.1: This step obtains the sets of multi-words $W_m(R)$ and $W_m(A)$ from the sets $W_s(R)$ and $W_s(A)$ obtained in Step 1.1. Algorithm 1 shows the procedure to obtain the multi-words. In Fig. 4, Algorithm 1 defines the multi-word’s maximum length $mwl = 2$, and the multi-word’s maximum span $mws = 1$ where $mwl$ is the maximum number of combination of single-words and $mws$ is the combination range of the single-words. Algorithm 1 is based on the algorithm proposed in the article [11].

Step 2.2: This step obtains the difference set of the multi-words $\Delta_m(R, A)$ from $W_m(R)$ and $W_m(A)$. Then, it obtains the set of pos-
Algorithm 1 Generating multi-word from single-words*1.

**Input:**
toks, sequence of tokens in the document collection  
mwl, maximum length of multi-word  
mws, maximum span of words in multi-word

**Output:**
fs, a set of k features

**Initialize:**
hs := empty hashtable

**for all** toks in ts do
  Generate a list of multi-word tokens ending in toks.
  This list includes the single-word toks and uses the inputs mws and mwls.
  Call this list mlist.
  **for all** mtok in mlist do
    if hs contains mtok in hs then
      i := value of mtok in hs
      increment i by 1
    else
      i := 1
    end if
    store i as value of mtok in hs
  end for
  end for

**end for**

sk :=keys in hs sorted by decreasing value

output fs

**Step 3 Checking Omissions with Word Senses**

Step 3.1: This step automatically obtains the set of candidate homonymous words ws(R, A) from the intersection set of single-words W_s(R) \cap W_s(A) using a dictionary. It refers to monolingual dictionary. When a glossary is attached to a document used in development and defines the meaning of a homonymous word, the glossary can be used as a dictionary. The set of homonymous words ws(R, A) is defined as: ws(R, A) = \{(ws, m)|ws, m \in W_s(R) \cap W_s(A), |M_d(ws)| \geq 2\} from the requirements specification document R and the architectural design document A, where M_d(ws) is a set of word senses of word ws defined in a dictionary d. Note that the homonymous words are extracted only by the definition of the dictionary. Thus, not all of the candidate words have two or more word senses in the documents.

Step 3.2: This step obtains the difference set of word senses Δ_s(R, A) from ws(R, A). The inspector identifies the word senses of a homonymous word ws(R, A) in R and A. The inspector manually excludes the subset C_{\Delta_s}(ws(R, A)) from set of word senses Δ_s(R, A) and obtains Δ_s'(R, A). Finally, the inspector validates A with each word sense in the set of possible omitted word senses Δ_s'(R, A) same as Steps 1.2 and 2.2.

3. Evaluation

3.1 Overview

The evaluation investigates whether the inspector can detect omissions in architectural design documents using the proposed approach. This evaluation also investigates the number of words in the difference sets Δ_s and Δ_m. In Evaluation 1, the inspector was not involved in the software development but had experience in similar software developments. Word extractors were implemented using an open source morphological analyzer to automatically extract single-words, multi-words, and homonymous words from the documents. Two versions of word extractors with morphological analyzers were implemented for Japanese and English documents. Evaluation 1 obtains Δ_s'(R, A'), Δ_m'(R, A'), and Δ_m'(R, A') which are the difference sets of the single-words, multi-words, and word senses between the intermediate version of the architectural design document A' and the corresponding requirements specification document R_s. Evaluation 1 extracts only multi-words consisting of two single-words (mwl = 2 and mws = 1). Because the number of extracted multi-words is
likely enormous if the evaluation obtains multi-words consisting of three or more single-words, Evaluation 1 only obtains multi-words consisting of two single-words as a first step. In Evaluations 1.1, 1.2, and 1.3, an inspector manually validates whether the requirements specified with the single-words in \( \Delta_1'(R_1, A_1') \), multi-words in \( \Delta_2'(R_1, A_1') \), or word senses in \( \Delta_3'(R_1, A_1') \) are implemented in \( A_1' \) by visual checks as in software inspections and keyword search by selecting similar keywords. In Evaluation 1.4, the inspector investigates whether the single-words in \( \Delta_1'(R_1, A_1') \) and \( C_F(\Delta_1(R_1, A_1')) \) are categorized into groups according to their characteristics. The inspector also investigates the multi-words in \( \Delta_2'(R_1, A_1') \) and \( C_F(\Delta_2(R_1, A_1')) \) and the word senses in \( \Delta_3'(R_1, A_1') \) and \( C_F(\Delta_3(R_1, A_1')) \).

Evaluation 2 counts the number of words in the difference sets of \( \Delta_1'(R, A) \) and \( \Delta_2'(R, A) \) for nine pairs of requirements specification documents and architectural design documents. Evaluation 2 also investigates correlations between the numbers of single-words and multi-words in the requirements specification documents and in the difference sets \( \Delta_1'(R, A) \) and \( \Delta_2'(R, A) \) for the nine pairs. Investigations on the difference set of the word senses \( \Delta_3'(R, A) \) are not included in Evaluation 2 because accurate word senses in six pairs of documents could not be obtained by the authors.

### 3.2 Evaluation 1

#### 3.2.1 Materials

The materials for Evaluation 1 consisted of three pairs of requirements specification documents and the corresponding architectural design documents of three different software systems for communication network monitoring systems \( x_1 \), \( x_2 \) and \( x_3 \). All of the systems were developed in a manufacturing company in Japan. The projects are water-fall-managed projects, which included systems integration and the development of controlling and monitoring software for various network devices. The requirements specification documents \( R_{x_1} \), \( R_{x_2} \), and \( R_{x_3} \) were final versions that were not revised after the requirement inspections. The corresponding architectural design documents \( A_{x_1}', A_{x_2}', \) and \( A_{x_3}' \) were the versions prior to the testing phase and were revised to correct the defects detected in the testing phase. The document \( A_{x_1}' \) was the version prior to the design inspection. The documents \( x_2 \) and \( x_3 \) prior to the design inspection were not available. One pair of the three pairs had one additional version of the architectural document that was the version prior to the design inspection. Three defect lists recorded in the testing phase and one defect list recorded in the design inspection were used as baseline and oracles to compare to the omissions detected by the proposed approach as the following reasons. In case studies, Kitchenham et al. suggest choosing standard practices in the organization as a baseline [13]. Some defects detected in the testing phase required corrections to the architectural design document. Each of the documents was developed by following the organization standard development process which has been refined in the organization over several decades. All three software systems have been in operation for five or more years in industry without needing architectural design defects to be corrected. The proposed approach was not used in any development activities including the design inspections. If the proposed approach detects omission defects, the inspector confirms whether the omission defects were included in the defect lists recorded in the design inspections and the testing phase after the evaluation. Table 2 lists the sizes of the documents. All of the documents were written in Japanese. Figure 5 shows the versions of the documents.

#### 3.2.2 Procedure

**Evaluation 1.1:** Evaluation 1.1 obtains the difference sets of single-words \( \Delta_1'(R, A_1') \) by Step 1 of the proposed approach. The inspector checks for omissions in the architectural design documents using \( \Delta_1'(R, A_1') \) by ensuring that the requirements containing one of the words in \( \Delta_1'(R, A_1') \) are implemented in the corresponding architectural design document. Evaluation 1.1 extracts single-words from the documents using the Japanese morphological analyzer MeCab [18], which extracts morphemes and their part of speech. Evaluation 1 regards nouns for single-words as the following reasons. First, a preliminary evaluation revealed that nouns characterize architectural design descriptions and that the number of different words of other parts of speech was smaller than that of nouns. Different words of other parts of speech were avoided to reduce ambiguity. Second, it is preferred that the number of words in \( \Delta_1'(R, A_1') \), \( \Delta_2'(R, A_1') \), and \( \Delta_3'(R, A_1') \) be small because the inspector’s effort for the evaluation is limited.

**Evaluation 1.2:** Evaluation 1.2 obtains the difference set of multi-words \( \Delta_2'(R, A_1') \) by Step 2 of the proposed approach. The inspector checks for omissions in the architectural design documents using \( \Delta_2'(R, A_1') \) by ensuring that the specified requirements are implemented in the corresponding architectural design document.

| Document | Number of pages | Number of single-words | Number of multi-words | Number of letters |
|----------|----------------|------------------------|-----------------------|------------------|
| \( R_{x_1} \) | 186 | 1318 | 1889 | 87112 |
| \( R_{x_2} \) | 32 | 503 | 481 | 10724 |
| \( R_{x_3} \) | 56 | 663 | 974 | 26710 |
| \( A_{x_1}' \) | 134 | 887 | 875 | 29482 |
| \( A_{x_2}' \) | 134 | 1060 | 875 | 45064 |
| \( A_{x_3}' \) | 45 | 608 | 826 | 21468 |
| \( A_{x_4}' \) | 56 | 606 | 1036 | 25767 |

Fig. 5 Revisions of \( A_1'' \) and \( A_2' \).
Table 3: Number of single-words in $\Delta_s(R_s, A'_s)$ and $\Delta'_s(R_s, A'_s)$.

| Document | Number of single-words in $\Delta_s(R_s, A'_s)$ | Number of single-words in $C_{F}(\Delta_s(R_s, A'_s))$ | Number of excluded low-frequency single-words in $\Delta'_s(R_s, A'_s)$ | Number of single-words in $\Delta'_s(R_s, A'_s)$ |
|----------|-----------------------------------------------|------------------------------------------------|------------------------------------------------|-----------------------------------------------|
| $R_{a}, A''_{a}$ | 753                                           | 78                                                     | 646                                                      | 29                                            |
| $R_{a}, A'_{a}$  | 699                                           | 57                                                     | 613                                                      | 29                                            |
| $R_{b}, A'_{b}$  | 215                                           | 161                                                    | -                                                       | 54                                            |
| $R_{c}, A'_{c}$  | 314                                           | 63                                                     | 235                                                      | 16                                            |

Table 4: Most frequent single-words in $\Delta'_s(R_s, A'_s)$.

| Document | Most frequent single-words in $\Delta'_s(R_s, A'_s)$ |
|----------|-----------------------------------------------------|
| $R_{a}, A''_{a}$  | Switching(129), Sheet(111), Modification(88), Direction(81), TX(33) |
| $R_{a}, A'_{a}$   | Switching(129), Sheet(111), Modification(88), Direction(81), TX(33) |
| $R_{b}, A'_{b}$   | Flow(12), Scope(6), Beforehand(6), Main(6), Exception(6) |
| $R_{c}, A'_{c}$   | Case(44), Use(43), Series(17), Adjoining(5), Encapsulation(5) |

Table 5: Detected $D(R_s, A'_s)$ and single-word triggers in $\Delta'_s(R_s, A'_s)$.

| Document | $\Delta'_s(R_s, A'_s)$ | $D(R_s, A'_s)$ |
|----------|------------------------|----------------|
| $R_{a}, A''_{a}$ | Switching              | Switching function between a master device and a slave device. |
| $R_{a}, A'_{a}$  | Priority               | In the network connection, the connection priority is set to initiate a session. |
| $R_{b}, A'_{b}$  | BIT                    | Specific BIT position in an output signal |

Table 6: Required effort (person-hour) for checking each of the words in difference set.

| Document | $\Delta'(R_{a}, A''_{a})$ | $\Delta'(R_{a}, A'_{a})$ | $\Delta'(R_{b}, A''_{b})$ | $\Delta'(R_{b}, A'_{b})$ | $\Delta'(R_{c}, A''_{c})$ |
|----------|---------------------------|---------------------------|---------------------------|---------------------------|---------------------------|
| single-word | 7.3*                      | 7.3*                      | 13.5                      | 4.0                       |
| multi-word | 12.0*                     | 12.0*                     | 8.3                       | 4.5                       |

Evaluation 1.3: Evaluation 1.3 obtains the difference set of word senses $\Delta'_s(R_s, A'_s)$ by Step 3 of the proposed approach. The inspector checks for omissions in the architectural design documents using $\Delta'_s(R_s, A'_s)$ by ensuring that the specified requirements are implemented in the corresponding architectural design document. Evaluation 1.3 uses Japanese WordNet [19] to identify whether a word has two or more word senses. Japanese WordNet defines 93,834 words and 158,058 word senses [2].

Evaluation 1.4: Evaluation 1.4 investigates whether single-words in $\Delta'_s(R_s, A'_s)$ and $C_{F}(\Delta'_s(R_s, A'_s))$ are categorized into $C_{F}(\Delta_s(R_s, A'_s))$ according to certain features, attributes, or aspects. The inspector tries to categorize the single-words. The inspector also tries to categorize the multi-words in $\Delta'_s(R_s, A'_s)$ and $C_{F}(\Delta_{n}(R_s, A'_s))$ and the word senses in $\Delta'_s(R_s, A'_s)$ and $C_{F}(\Delta_{n}(R_s, A'_s))$.

3.3 Results

3.3.1 Evaluation 1.1

Table 3 lists the sizes of $\Delta_s(R_s, A'_s)$ and $\Delta'_s(R_s, A'_s)$. The numbers of single-words in $\Delta_s(R_{a}, A''_{a}), \Delta_s(R_{b}, A''_{b}),$ and $\Delta_s(R_{c}, A''_{c})$ are all larger than 300. Due to the limited inspector’s amount of effort for the evaluation, low-frequency single-words in $\Delta_s(R_{a}, A''_{a}), \Delta_s(R_{b}, A''_{b}),$ and $\Delta_s(R_{c}, A''_{c})$ were excluded. Single-words whose appearance frequencies in the requirements specification document were less than five were excluded from the difference sets $\Delta_s(R_{a}, A''_{a}), \Delta_s(R_{b}, A''_{b}),$ and $\Delta_s(R_{c}, A''_{c})$ before the inspector excluded the sets $C_{F}(\Delta_s(R_s, A'_s))$. A total of 29 single-words exist in $\Delta'_s(R_{a}, A''_{a})$, and 29 single-words exist in $\Delta'_s(R_{b}, A''_{b})$, 54 single-words exist in $\Delta'_s(R_{b}, A''_{b})$, and 16 single-words exist in $\Delta'_s(R_{c}, A''_{c})$. Table 4 lists the top five most frequent single-words in $\Delta'_s(R_{a}, A''_{a})$. The single-words are translated into English because the documents are written in Japanese. In Table 4, the numbers in parentheses indicate the appearance frequencies of the single-words in $R_s$. In Evaluation 1.1, the inspector detected one omitted requirement categorized into $D(R_s, A'_s)$ from each of the three sets of documents $(R_{a}, A''_{a})$, $(R_{b}, A''_{b})$, and $(R_{c}, A''_{c})$. Table 5 lists $D(R_s, A'_s)$ and the single-words in $\Delta'_s(R_s, A'_s)$ that were the detection triggers omitted requirements contained the single-words. Table 6 shows the required effort for the inspector for each of the documents. Note that the evaluations for checking $\Delta_s(R_{a}, A''_{a})$ and $\Delta_s(R_{b}, A''_{b})$ are the same, because the words in $\Delta_s(R_{a}, A''_{a})$ and $\Delta_s(R_{b}, A''_{b})$ are the same. The sum of required effort for them is 7.3 person hour.

3.3.2 Evaluation 1.2

Table 7 lists the sizes of $\Delta_{n}(R_s, A'_s)$ and $\Delta_{n}(R_s, A'_s)$. In Evaluation 1.2, due to the inspector’s effort limitation, low-frequency multi-words in $\Delta_{n}(R_{a}, A''_{a}), \Delta_{n}(R_{b}, A''_{b}),$ and $\Delta_{n}(R_{c}, A''_{c})$ were also excluded. A total of 54 multi-words existed in $\Delta_{n}(R_{a}, A''_{a})$, 48 multi-words existed in $\Delta_{n}(R_{b}, A''_{b})$, 33 multi-words existed in $\Delta'_{n}(R_{a}, A''_{a})$, and 18 multi-words existed in $\Delta'_{n}(R_{a}, A''_{a})$. Table 8 lists the top five most frequent multi-words in $\Delta_{n}(R_s, A'_s)$. In Table 8, the multi-words are translated into English, and the numbers in parentheses indicate the appearance frequencies of the multi-words. In Evaluation 1.2, the inspector detected one omitted requirement categorized into $D(R_s, A'_s)$ from each of the three sets of documents $(R_{a}, A''_{a})$, $(R_{b}, A''_{b})$, and $(R_{c}, A''_{c})$. The requirements $D(R_s, A'_s)$ are the same requirements as detected with the single-words in $\Delta'_s(R_s, A'_s)$. Table 9 shows $D(R_s, A'_s)$.
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Table 9.
and the multi-words in $\Delta'_m(R_i, A'_i)$ that were their detection triggers. Table 6 shows the required effort for the inspector for each of the documents. As noted in Section 4.1.1, the evaluations for checking $\Delta'_m(R_i, A'_i)$ and $\Delta'_m(R_i, A'_i)$ are the same, because the words in $\Delta'_m(R_i, A'_i)$ and $\Delta'_m(R_i, A'_i)$ are the same. The sum of required effort for them is 12 person hour.

3.3.3 Evaluation 1.3

In Evaluation 1.3, the inspector could not identify any single-word that had multiple senses in $R_i$. Each of the single-words was defined as a homonymous word in Japanese WordNet, however, no single-words had two or more senses in $R_i$. Table 10 shows the number of the single-words in $w_h(R_i, A'_i)$.

3.3.4 Evaluation 1.4

In Evaluation 1.4, the inspector categorized single-words in $\Delta'_m(R_i, A'_i)$ into $C_1$ and $C_2$ and categorized single-words in $C_F(\Delta'_m(R_i, A'_i))$ into $C_1$ and $C_2$. The inspector also categorized the multi-words in $\Delta'_m(R_i, A'_i)$ and $C_F(\Delta'_m(R_i, A'_i))$ into the same $C_1$, $C_2$, $C_3$, and $C_4$ categories defined for the single-words. As mentioned in previous subsection, due to the limitation of the inspector’s effort, single-words and multi-words whose appearance frequencies were less than five in $\Delta(R_i, A'_i)$ and $\Delta'_m(R_i, A'_i)$ were excluded. The categories are shown as follows:

$C_1$: words for functional requirements such as detection, flow, error response, and bandwidth limitations

$C_2$: words for non-functional requirements such as availability, security, and redundant architecture

$C_3$: words irrelevant to software design such as CPU, memory, physical port, and transmit frequency, and

$C_4$: words for the development project such as version, document, standard, and normal case.

Tables 11 and 12 list the number of single-words and multi-words, respectively, in the categories. Two or more single-words in $\Delta(R_i, A'_i)$, $\Delta(R_i, A'_i)$, and $\Delta(R_i, A'_i)$ were categorized into each of the categories $C_1$, $C_2$, $C_1$, and $C_4$. Two or more single-words in $\Delta(R_i, A'_i)$ were categorized into each of the categories $C_1$, $C_2$, $C_3$, and $C_4$. Two or more multi-words in $\Delta(R_i, A'_i)$ and $\Delta(R_i, A'_i)$ were categorized into each of the categories $C_1$, $C_2$, $C_3$, and $C_4$. Two or more multi-words in $\Delta(R_i, A'_i)$ and $\Delta(R_i, A'_i)$ were categorized into each of the categories $C_3$ and $C_4$.

Table 7 Number of multi-words in $\Delta_m(R_i, A'_i)$ and $\Delta'_m(R_i, A'_i)$.

| Document | Number of multi-words in $\Delta_m(R_i, A'_i)$ | Number of multi-words in $C_F(\Delta_m(R_i, A'_i))$ | Number of excluded low-frequency multi-words in $\Delta_m(R_i, A'_i)$ | Number of multi-words in $\Delta'_m(R_i, A'_i)$ |
|----------|-----------------------------------------------|-----------------------------------------------|-----------------------------------------------|-----------------------------------------------|
| $R_i, A''$ | 1416 | 195 | 1173 | 48 \(^{a4}\) |
| $R_i, A'$ | 1415 | 195 | 1172 | 48 \(^{a4}\) |
| $R_i, A''$ | 301 | 268 | - | 33 |
| $R_i, A''$ | 696 | 137 | 541 | 18 \(^{a4}\) |

Table 8 Most frequent multi-words in $\Delta'_m(R_i, A'_i)$.

| Document | Most frequent multi-words in $\Delta'_m(R_i, A'_i)$ |
|----------|-----------------------------------------------|
| $R_i, A''$ | Execute permission(82), Monitoring screen(39), Request signal(39), Status list(34), Configuration screen(34) |
| $R_i, A'$ | Execute permission(82), Response signal(57), Monitoring screen(39), Request signal(39), Network switching(37) |
| $R_i, A''$ | Error reply(9), Reliability(5), Device control(4), Control function(3), Status notification(3) |
| $R_i, A''$ | Mutual monitoring(5), Path switching(5), Time configuration(5), Maintenance function(5), Fault monitoring(5) |

Table 9 Detected $D(R_i, A'_i)$ and multi-word triggers in $\Delta'_m(R_i, A'_i)$.

| Document | $\Delta'_m(R_i, A'_i)$ | $D(R_i, A'_i)$ |
|----------|--------------------------|----------------|
| $R_i, A''$ | Switching function | Switching function between a master device and a slave device. |
| $R_i, A'$ | Connection priority | In the network connection, the connection priority is set to initiate a session. |
| $R_i, A''$ | BIT position | Specific BIT position in an output signal |

Table 10 Number of words defined as homonymous words in Japanese WordNet.

| Document | Number of homonymous words |
|----------|-----------------------------|
| $R_i, A''$ | 173 |
| $R_i, A'$ | 173 |
| $R_i, A''$ | 90 |
| $R_i, A''$ | 120 |

Table 11 Number of single-words in $\Delta'_m(R_i, A'_i)$ and $C_F(\Delta(R_i, A'_i))$ in each category.

| Document | $C_1$ | $C_2$ | $C_3$ | $C_4$ |
|----------|-------|-------|-------|-------|
| $R_i, A''$ | 26 | 3 | 19 | 42 |
| $R_i, A'$ | 27 | 2 | 17 | 35 |
| $R_i, A''$ | 51 | 3 | 70 | 70 |
| $R_i, A''$ | 16 | 0 | 10 | 40 |

Table 12 Number of multi-words in $\Delta'_m(R_i, A'_i)$ and $C_F(\Delta(R_i, A'_i))$ in each category.

| Document | $C_1$ | $C_2$ | $C_3$ | $C_4$ |
|----------|-------|-------|-------|-------|
| $R_i, A''$ | 48 | 0 | 3 | 132 |
| $R_i, A'$ | 45 | 3 | 11 | 133 |
| $R_i, A''$ | 25 | 8 | 39 | 198 |
| $R_i, A''$ | 18 | 0 | 6 | 105 |

\(^{44}\) Evaluation 1.2 obtains $\Delta'_m(R_i, A'_i)$ after excluding low-frequency multi-words from $\Delta_m(R_i, A'_i)$.

\(^{45}\) Evaluation 1.4 categorizes $\Delta'_m(R_i, A'_i)$ and $C_F(\Delta(R_i, A'_i))$ after excluding low-frequency multi-words from $\Delta_m(R_i, A'_i)$.

\(^{46}\) Evaluation 1.4 categorizes $\Delta'_m(R_i, A'_i)$ and $C_F(\Delta(R_i, A'_i))$ after excluding low-frequency single-words from $\Delta(R_i, A'_i)$.
and $C_4$. Evaluation 1.4 was not conducted for the difference set of word senses $\Delta_4(R_x, A'_x)$ because Evaluation 1.3 found no multiple word senses in $\Delta_4(R_x, A'_x)$.

Omissions of requirements including words categorized into $C_1$ and $C_2$ lead to omissions in architectural design document. Omissions of requirements including words in $C_3$ and $C_4$ do not indicate an omission in architectural design document. Omitted words in $C_3$ may appear in another document. Omitted words in $C_4$ are not used to describe requirements. Omissions of words in $C_1$ indicate lack or insufficient function definitions. Omissions of words in $C_2$ indicate lack or insufficient non-functional definitions such as performance and efficiency. If the omitted words are replaced with other words, omissions of words in $C_1$ and $C_2$ do not indicate omissions in the architectural design document. As shown in Table 5 and Table 13, the word “switching” is categorized as $C_1$ and indicates that the omission is in the architectural design document. The words “TX” and “direction” are categorized as $C_3$. The word TX is included in the requirement defining an operation mode. The word direction is included in the requirement defining direction of communication. These requirements are implemented in other documents. The words “sheet” and “configuration” are categorized as $C_4$. These words are included in the update history of the requirement specification document.

Table 13 and Table 14 show categories of the single-words and multi-words in Tables 4 and 8.

3.4 Evaluation 2

3.4.1 Materials

The materials in Evaluation 2 included six pairs of requirements specification documents and the corresponding architectural design documents of systems $y_1, y_2, y_3, y_4, y_5$, and $y_6$ as well as the three pairs of documents used in Evaluation 1. The pairs of documents $R_y$ and $A_y$, $R_y$ and $A_y$, $R_y$ and $A_y$, and $R_y$ and $A_y$ were written in Japanese. The pairs of documents $R_y$ and $A_y$, and $R_y$ and $A_y$ were written in English. Documents $R_y$ and $A_y$, $R_y$ and $A_y$, $R_y$ and $A_y$, and $R_y$ and $A_y$ were available online. Documents $R_y$, $R_y$, $A_y$, and $A_y$ were the artifacts of outsourced software development by public organizations including a public library and a disaster response organization. Documents $R_y$ and $A_y$ resulted from an outsourced software tool development project for academic research. The pairs $R_y$ and $A_y$, and $R_y$ and $A_y$ were the artifacts of NASA development projects [14]. These pairs were publicly available as a software engineering repository dataset online [15], [16], [17]. Table 15 lists the sizes of the documents. Because documents $R_y$, $R_y$, $A_y$, and $A_y$ are only available as plain text files, their numbers of pages are left blank in Table 15. Table 16 lists the groups of the materials.

3.4.2 Procedure

Evaluation 2 investigates the ratios of the numbers of single-words in the difference sets $\Delta_1(R, A)$ and $\Delta_4(R, A)$ to the number of words in the nine requirements specification documents. The architectural design documents in six of the pairs were final versions revised for the correction of defects detected in the inspections and testing. The ratios of the numbers of single-word are defined as follows.

\[
\text{Ratio}_{1}(R, A) = \frac{|\Delta_1(R, A)|}{|W_x(R)|}
\]

\[
\text{Ratio}_{4}(R, A) = \frac{|\Delta_4(R, A)|}{|W_x(R)|}
\]
Table 16 Groups of the materials.

| Group | Pair of documents | Explanation |
|-------|------------------|-------------|
| $G_A(R, A')$ | ($R_i, A_{i1}', (R_i, A_{i2}'), (R_i, A_{i3}'), \ldots, (R_i, A_{iR})$) | The same documents as in Evaluation 1 |
| $G_A(R, A)$ | ($R_i, A_i$), ($R_j, A_j$), ($R_k, A_k$), ($R_m, A_m$) | Documents $y_1$, $y_2$, and $y_3$ were publicly available. All documents were written in Japanese. |
| $G_C(R, A)$ | ($R_{i1}, A_{i1}$), ($R_{i2}, A_{i2}$) | All documents were publicly available and written in English. |

Table 17 $\Delta_{\text{ratio}}(R, A)$ in document pairs ($R_i, A_i'$) and ($R_j, A_j$).

| Group | Document | $|\Delta_{\text{ratio}}(R, A)|$ | $W_{\text{ratio}}(R)$ | $\Delta_{\text{ratio}}(R, A)$ |
|-------|----------|-----------------|------------|-----------------|
| $G_A$ | $R_i, A_{i1}'$ | 753 | 1318 | 0.57 |
| | $R_i, A_{i1}$ | 699 | 1318 | 0.53 |
| | $R_i, A_{i2}'$ | 215 | 503 | 0.43 |
| | $R_i, A_{i3}$ | 314 | 663 | 0.47 |
| $G_B$ | $R_j, A_j$ | 414 | 1088 | 0.38 |
| | $R_j, A_{j1}$ | 113 | 481 | 0.23 |
| | $R_j, A_{j2}$ | 747 | 1293 | 0.58 |
| $G_C$ | $R_m, A_m$ | 13 | 72 | 0.18 |

Table 18 $\text{Ratio}_{\text{ratio}}(R, A)$ in document pairs ($R_i, A_i'$) and ($R_j, A_j$).

| Group | Document | $|\Delta_{\text{ratio}}(R, A)|$ | $W_{\text{ratio}}(R)$ | $\text{Ratio}_{\text{ratio}}(R, A)$ |
|-------|----------|-----------------|------------|-----------------|
| $G_A$ | $R_i, A_{i1}'$ | 1416 | 1889 | 0.75 |
| | $R_i, A_{i1}$ | 1415 | 1889 | 0.75 |
| | $R_i, A_{i2}'$ | 301 | 481 | 0.63 |
| | $R_i, A_{i3}$ | 696 | 974 | 0.71 |
| $G_B$ | $R_j, A_j$ | 1505 | 1911 | 0.79 |
| | $R_j, A_{j1}$ | 227 | 473 | 0.48 |
| | $R_j, A_{j2}$ | 1134 | 1459 | 0.78 |
| | $R_j, A_{j3}$ | 20 | 55 | 0.36 |
| $G_C$ | $R_m, A_m$ | 102 | 145 | 0.70 |
| | $R_m, A_{m1}$ | 34 | 41 | 0.83 |

$$ \text{Ratio}_{\text{ratio}}(R, A) = \frac{|\Delta_{\text{ratio}}(R, A)|}{W_{\text{ratio}}(R)} $$

Evaluation 2 also investigates the distributions of the appearance frequencies of single-words in $R_i$ and $R_j$. Evaluation 2 extracts words from group $G_C(R, A)$ using the English morphological analyzer TreeTagger [20].

3.5 Results

Table 17 lists the $\Delta_{\text{ratio}}(R, A)$ in the document groups $G_A(R, A')$, $G_B(R, A')$, and $G_C(R, A)$.

Table 18 lists the $\text{Ratio}_{\text{ratio}}(R, A)$ in the document groups $G_A(R, A')$, $G_B(R, A')$, and $G_C(R, A)$. The numbers of multi-words in $\Delta_{\text{ratio}}(R, A')$ and $\Delta_{\text{ratio}}(R, A)$ are larger than the numbers of single-words in all pairs of documents in all document groups. In addition, $\text{Ratio}_{\text{ratio}}(R, A)$ are larger than $\Delta_{\text{ratio}}(R, A)$ in all document groups. The Pearson correlation coefficient between $\Delta_{\text{ratio}}(R, A)$ and $W_{\text{ratio}}(R)$ is 0.970 ($p = 0.0079$), and that between $\Delta_{\text{ratio}}(R, A)$ and $W_{\text{ratio}}(R)$ is 0.997 ($p = 0.00018$). Figures 6–8 show the distributions of the appearance frequencies of the single-words in the difference set $\Delta_{\text{ratio}}(R, A)$ in the requirements specification document $R$ for the document groups of $G_A(R, A')$, $G_B(R, A')$, and $G_C(R, A)$. In Figs. 6–8, the horizontal axes represent the appearance frequencies of the single-words in the requirements specification document $R$ and the vertical axes represent the percentages of the single-words. The white bars represent distributions of appearance frequencies of the single-words in $W_{\text{ratio}}(R)$. The percentages are the numbers of single-words of the corresponding appearance frequencies indicated horizontal axes to the numbers of single-words in $W_{\text{ratio}}(R)$.

4. Discussion

4.1 Research Question 1

Our results indicate that an inspector can indeed detect omissions in an architectural design document by checking the difference set between words in the requirements specification document and words in the corresponding architectural design document. Evaluation 1.1 also indicated that an independent inspector who was not involved in the specific project could detect omissions using the proposed approach.

In Evaluation 1.2, the detected omissions were the same as the omissions detected in Evaluation 1.1. A discussion with the inspector revealed that multi-words could enable inspectors with less experience to detect omissions that could not be detected with single-words because multi-words are more specific than single-words. Future studies will include investigations on detecting omissions with single-words and multi-words with inspectors with different levels of experience. In addition, future studies will include reducing the number of multi-words by modifying the algorithm used to extract them.

As shown in Tables 5 and 9, each pair of single-word and multi-word indicated the same potential requirement omission. For system $s_1$, the single-word “switching” and multi-word “switching function” were omitted. Requirement specification document $R_{si}$ defines a requirement for redundant communication network devices and a switching function using the words “switching function”. The function switches master and slave communication network devices in the case of the master device failure. However, the architectural design document $A_{si}'$ does not define the conditions and postconditions of switching and switching behaviors. The reason for the insufficient definition is that the designer did not understand the demand for switching. In Evaluations 1.1 and 1.2, each of the three pairs of the requirement specification document and the architectural design document has its own difference sets of single-words and multi-words. If all words in the requirement specification documents are included in the corresponding architectural design document, the proposed approach cannot help designers and inspectors detect omissions. In such cases, incorrect and insufficient definitions can exist in the architectural design document. To clarify the limitation of the proposed approach, investigating the domains, characteristic of documents, and criteria for such cases is one of the important future studies.

For system $s_2$, the single-word “priority” and multi-word “connection priority” were omitted. Requirement specification document $R_{s2}$ defines a requirement for the priority of receiving healthiness information from network monitoring devices in the
case that two or more devices try to connect the control system. However, architectural design document $A'_{\text{sys}}$ does not define a procedure for determining priorities of the network monitoring devices. The reason for the insufficient definition is that the designer did not presume the two or more connections at the same time. If this omission is not corrected, network failure detection may be delayed. If a low-priority monitoring device does not disconnect the connection to the control system, a high-priority monitoring device must wait for timeout. The control system may not receive failure information immediately. Connection priority
affects effectiveness and reliability quality attributes defined in ISO 25010. Furthermore, the increase of the monitoring devices in future system evolutions raises the possibility of multiple connections, the omission of connection priority affects expandability quality attributes. If a malicious client connects to the control system and disconnects the connection, the client may attack the control system by performing denial-of-service. This may affect the security quality attribute defined by ISO 25010.

For system $x_3$, the single-word “BIT” and multi-word “BIT position” were omitted. Requirement specification document $R_y$ defines a requirement for defining the bit position representing a network connection failure data in a network data frame. However, architectural design document $A_y$ does not explicitly define the position of the bit. The reason for the insufficient definition is that the designer did not suppose that the bit positions between sender and receiver can be different depending on sending and receiving devices. In the case that this omission is not corrected, the communication network failure data cannot be received. This may disable detecting communication network failure. If the bit position is not defined in the architectural design document, it may have an impact on the effectiveness and the reliability quality attributes of the system. Furthermore, the omission may affect expandability because the monitoring devices that have different encoding procedures may be connected in the future system evolutions.

System $y_1$ is a city public library system. For system $y_1$, the single-word “compensation” and multi-word “compensation work” were omitted. Requirement specification document $R_y$ defines the printing function for compensation notice. The requirements are implemented in another design document rather than in architectural design document $A_y$. Omitting this requirement affects effectiveness and reliability quality attributes because omitting the requirement may increase unreturned books.

System $y_2$ is a disaster prevention system. The single-word “restore” was omitted. Requirement specification document $R_y$ defines a requirement for defining file backup and restore functions. Architectural design document $A_y$ defines the corresponding function using the words “recovery.” Omitting this function affects the reliability quality attribute. Furthermore, omitting this function affects security and expandability because this function may cause data loss, which increases the possibility of malicious attacks and the system evolution difficulty.

System $y_3$ is a housing history management system. The single-word “protection” was omitted. Requirement specification document $R_y$ defines security requirements. Architectural design document $A_y$ describes security functions using the words “leakage protection,” and “data corruption protection.” Omitting the security function affects reliability and security quality attributes.

System $y_4$ is an assurance case development system. The single-word “generation” was omitted. Requirement specification document $R_y$ defines a requirement defining a function that generates assurance case properties. Omitting the function affects the reliability and functional correctness quality attributes because the properties may be insufficient to argue the goal such as safety in the assurance case.

System $y_5$ is a measurement system. The single-word “bounds” and multi-word “bounds checking” were omitted. Requirement specification document $R_y$ defines a requirement performing bounds checking before accessing memory. Architectural design document $A_y$ describes a corresponding function using the word “the largest free memory block.” Omitting the function affects the reliability quality attribute because the function prevents the buffer overflow.

System $y_6$ is an infrared radiation system attached to an earth observation satellite. The single-word “core” and multi-word “core metadata” were omitted. Requirement specification document $R_y$ defines a requirement containing the metadata of the environmental control subsystem. Architectural design document $A_y$ describes the corresponding function using the words “standard” and “standard global metadata.” Omitting the requirement may affect the reliability quality attribute.

In Evaluations 1.1 and 1.2, the inspector checked each word in the difference sets one by one by keyword search to accurately evaluate the proposed approach. However, in real situations, inspectors do not always need to check each word individually nor to use keyword search in the case that the inspector has confidence. They can glance at the list of words to detect omissions to reduce the effort required for the proposed approach.

Evaluation 1.3 could not find words having two or more word senses among the possible homonymous words extracted by the proposed approach in all pairs of documents. The proposed approach uses a dictionary to identify words with two or more word senses, however, in the documents, only one sense of those defined in the dictionary was used. A more specific dictionary for software documents may lead to identifying additional homonymous words.

In Evaluation 1.4, words categorized into $C_2$ were not found among single-words and multi-words whose appearance frequencies in the requirements specification documents were more than or equal to 5 among two pairs of requirements specification documents and architectural design documents. The inspector categorized all of the single-words in $\Delta_y(R_y, A_y)$ and the multi-words in $\Delta_y(R_y, A_y)$. The percentage of the single-words categorized into $C_3$ or $C_4$ to the single-words in $\Delta_y(R_y, A_y)$ was 72% and that of the multi-words to the multi-words in $\Delta_y(R_y, A_y)$ was 82%. By using the categories as a guide, inspectors can quickly identify whether a word is categorized into $\Delta_y(R, A)$ or $C_F(\Delta_y(R, A))$. The tool stores the words that have already been categorized as $C_1$, $C_2$, $C_3$, and $C_4$ in the prior versions and categorizes words extracted in a subsequent version into the categories using the stored words.

General reasons for omissions of words that are categorized as $C_1$ and $C_2$ and not replaced with other words in the corresponding architectural design document are as follows. First, requirements including the omitted words are not fully specified. Second, designers and inspectors misunderstand the requirements and define insufficient design descriptions to cover the requirements. Designers and inspectors should focus on detecting omitted requirements including words that are categorized as $C_1$ and $C_2$ and replaced with other words in an architectural design document. The target systems in Evaluation 1 are communication network moni-
toring systems. Words indicating communication network failure detection and recovery have higher priorities to check because the risks of omissions of communication network failure detection are more severe.

Evaluations 1.1 and 1.2 obtained omitted single-words and multi-words by comparing requirement specification documents $R_x$, $R_{x'}$, and $R_y$ and architectural design documents $A''_x$, $A'_x$, $A''_{x'}$, and $A'_{x'}$. As shown in Fig. 5, architectural design document $A''_x$ is the version before the design inspection. Architectural design documents $A''_x$, $A'_x$, and $A'_{x'}$ are the versions after correcting the defects detected in the design inspections. If defects were detected in subsequent development activities to the design inspection such as testing, the architectural design documents were changed. For example, the requirements, including the word ‘switching’ in Table 5, are not sufficiently defined in the architectural design document $A'_{x'}$. Evaluation 1 uses the intermediate versions of architectural design documents $A''_x$, $A'_x$, $A''_{x'}$, and $A'_{x'}$ because the architectural design documents may include corrected defects after design inspections. Therefore, Evaluation 1 can investigate whether the proposed approach can identify the potentially omitted requirements. Evaluation 2 uses the final versions of the architectural design documents $A_{y'}$, $A_{x'}$, ..., $A_{y''}$, because the intermediate versions of the architectural documents are not available. Since the architectural design documents are the versions after testing, they are supposed to include no word categorized as $C_1$ or $C_2$ without replacement with other words in the architectural design documents.

4.2 Research Question 2

The number of words that need to be checked when using the proposed approach depends on the number of words in the requirements specification document. Inspectors can estimate the number of words in the difference set by measuring the number of words in the requirements specification document and deciding whether to use the proposed approach.

Approximately half of the words in the difference sets have the potential to be excluded by the semi-automatic identification approach mentioned above, because the percentages of the number of words in $C_P(A(R_x,A))$ to the numbers of words in the difference sets were larger than 45%.

The percentages of low appearance frequency single-words in $A(R_x,A)$ are larger than those of $W(R_x,A)$. Evaluations 1.1, 1.2, and 1.4 excluded words whose appearance frequency was less than 5 from three of the four difference sets. The percentage of the number of the excluded words was larger than 70%. It is possible that the inspector can detect omissions in the architectural design documents by checking the excluded words. Future studies will include investigations on detecting omissions with low-frequency words and reducing or prioritizing the words.

4.3 Threats to Validity

Evaluation 1 was conducted in different settings from those of a real inspection. This might be a threat to the approach’s external validity. The materials in Evaluation 1 were developed in the past development. Evaluation 1 was conducted without time restrictions. However, all of the architectural design documents were intermediate versions that were modified to correct detected defects in the design inspection or testing phase. Discussions with the inspector revealed that inspectors involved in the development could probably detect defects using the proposed approach and that the required level of effort could be acceptable in real inspections under the assumption that the number of words is smaller than 300. Future studies will include evaluations in real inspection settings.

Evaluations 1.1 and 1.2 excluded low-frequency words from the difference sets in two of the three pairs of documents. Excluding low-frequency words from the difference sets does not affect the internal validity of the evaluation because the evaluations were conducted with the remaining words. An inspector might be able to detect additional omissions with the excluded words. Future studies will include investigations on the exclusion criteria and comparisons to difference sets without exclusions.

In Evaluations 1.1 and 1.2, each of the three pairs of requirement specification document and architectural design document has its own difference sets of single-words and multi-words. If all words in the requirement specification documents are included in the corresponding architectural design document, the proposed approach cannot help designers and inspectors detect omissions. In such cases, incorrect and insufficient definitions can exist in the architectural design document. To clarify the limitation of the proposed approach, investigating the domains, characteristic of documents, and criteria for such cases is one of the important future studies.

In Evaluations 1.1 and 1.2, we gave up obtaining recall metrics of detected omissions, although $F$ measure (harmonic mean of precision and recall) could show the effectiveness of the proposed approach. In Evaluation 1, the recalls can be obtained by calculating the percentages of the number of detected omissions by the proposed approach to the number of detected omission defects by the design inspections, which we set as the baseline. However, in the defect lists in the target systems, the defect classification did not include omission, so we need to check whether each of the defects recorded in the defect lists is an omission defect or not. The defect lists were recorded in the design inspections and in the design inspections and the testing phase. The total number of defects in the defect lists in Evaluation 1 was over 600. The effort for obtaining the recalls is too large for Evaluation 1. Evaluations of the proposed approach by $F$ measure is one of the important future works.

In Evaluation 2, the selection and representativeness of the materials might be a threat to the approach’s external validity. The additional materials were five pairs of documents that were available online and one pair for documents of a research tool for in-house use. However, the publicly available materials were the artifacts of public procurement software development projects. Seven of the pairs of documents written in Japanese contained standard items defined by standards such as IEEE 830, and the development activities had been managed by following standards based on PMBOK [21]. Therefore, the documents are expected to be representative of documents including such standard items under development management following such standards.
5. Related Work

To reduce the effort for manual inspection, several approaches have been developed to support inspectors in validating software documents with natural language processing. The tool REquirements TRacing On-target (RETR0) [22] supports inspectors by indicating traceability links between sentences in a requirements specification document and the corresponding sentences in an architectural design document. This tool extracts requirement sentences from a requirements specification document and design sentences from the corresponding architectural design document. Then, it calculates the similarities in every pair of sentences. The tool suggests candidate traceability links between the requirement sentences and the design sentences to the developers. The candidate traceability links are selected by the highest similarities. These approaches are different from the proposed approach because the proposed approach does not identify traceability links between sentences.

To reduce the effort required by checklist-based source code reviews, there are several approaches to support maintaining such checklists. The tool Program Assurance Environment (PAE) [23] ensures consistency and detects redundancy in checklist items using natural language processing. The tool Collaborative Software Inspection (CSI) [24] reduces the effort required by the inspection coordinator to summarize defects by integrating the defect lists from individual inspectors. These approaches aim to provide an integrated software inspection environment, however, they are different from the proposed approach because they do not analyze artifacts.

Some approaches automatically detect potential defects from artifacts [7], [9]. The tool Intelligent Code Inspection in a C Language Environment (ICICLE) [7] supports inspectors validating the source code written in C or C++. This tool detects potential defects such as coding rule violations by predefined criteria. These approaches are different from the proposed approach because they require predefined criteria.

In addition, there are approaches that predict defect-prone locations using source code metrics as input [8], [25], [26]. These approaches use prediction models such as logistic regression and Bayesian models, however, they are different from the proposed approach because they require source code metrics and use prediction models.

6. Conclusion

This article proposes an approach to detect omitted requirements that are not implemented in the corresponding architectural design document using difference sets of words or word senses between a software requirements specification document and the corresponding software architectural design document. First, the proposed approach extracts sets of single-words, multi-words, and word senses that appear in a software requirements specification document and do not appear in the corresponding software architectural design document by using a natural language processing tool. Then, an architectural design document inspector validates whether each of the requirements specified with single-words, multi-words, or word senses are implemented in the corresponding architectural design document using the set as guides.

To investigate the effectiveness and efficiency of the proposed approach, we conducted two evaluations. Evaluation 1 investigated whether omitted requirements can be detected in architectural design documents using the proposed approach. The result of Evaluation 1 shows that omitted requirements were detected in all three pairs of software requirements specification documents and architectural design documents investigated.

Evaluation 2 investigated the number of words that inspectors need to check in the proposed approach. The result of Evaluation 2 shows that the percentages of different single-words in the difference sets to different single-words that appear in the requirements specification documents vary from 18 to 65 for the nine pairs of software requirements specification documents and architectural design documents investigated. The result also shows that the percentages of different multi-words in the difference sets to the different multi-words that appear in the requirements specification documents vary from 36 to 83. Pearson correlation coefficient between the number of single-words in the difference set and the number of single-words in the requirements specification documents is 0.970 (p = 0.0079). Pearson correlation coefficient between the number of multi-words in the difference set and the number of multi-words in the requirements specification documents is 0.997 (p = 0.0018).
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