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ABSTRACT

The role of cross-border commuting needs is remarkable, given that large cross-border cities tend to have high traffic attractiveness. Thus, agglomeration effects are strongly prevalent in populous settlements close to the border. This is due to the fact that both Hungary and the neighboring countries are burdened by spatial inequalities; therefore, the traffic at the individual border crossing points is unbalanced. Our aim is to show the extent to which the introduction of certain public transport modes contributes to the reduction of cross-border passenger car traffic. In order to do this, we have to set up a spatial econometric model that can simultaneously handle the parallel public transport infrastructure, the cross-border attractiveness of border cities, and the impact of spatial inequalities. The results of the research shed light on how the introduction of each means of transport contributes to increasing the competitiveness of border regions. This will demonstrate the effectiveness of policy tools that can improve the competitiveness of a given macroregion.

KEYWORDS

transportation geography; spatial econometrics; separation effect; cross-border traffic.

1. INTRODUCTION

The borders of a country cause spatial separation, which has some effects on everyday life through the transportation network. Most border regions in Hungary, and in other countries as well, suffer from worse life quality, which is caused by the closeness of the border. The distribution of border crossing points affects the technological characteristics of the available network, and the public transport system as well. In this paper the main goal is to understand how the properties of the micro and macro region affect cross border passenger car flow, which is mainly generated by cross-border commuting. By examining the effect of the public transportation network and lines, the existence of the micro regional centers, and the spatial inequality on the cross-border traffic volume, a scientific tool can be given to the policymakers to help them decide where to improve the cross-border infrastructure for better international relations.

In the authors’ previous studies, it has been proved that cross-border traffic, and the separation effect – legal or physical severance between two regions (e.g. because of a border or a river) – can be efficiently analyzed through spatial econometric modelling. Spatial econometric models for aggregated traffic [1] and heavy goods vehicles (HGV) [2] were presented and the results verified the assumption that clustering traffic according to the types of vehicles gives better results. In this paper, a model specialized for passenger cars is developed and presented as the next step of cross border traffic analysis [3].
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Analyzing the literature, econometric models are widely used in the field of cross-border traffic estimation [4, 5]. Basically, two directions could be identified: the American models and the European ones. In case of the American modelling, the most important question is whether the restrictions after 9/11 terror attacks have a negative effect on the bilateral connections with the neighboring countries (e.g. [6, 7]) or not [8]. So, there are numerous models analyzing the Canadian [6, 9–11] and the Mexican [12] borders. Contrarily to the above, European researchers tend to focus on the positive effects of interrelationships [13–15].

Investigating certain transportation related research problems by spatial econometric methods promises a lot of new scientific possibilities. Spatial econometrics can be used to improve regression models. If spatial autocorrelation can be found, as it is tested by the Moran-I test [16], the classic OLS (Ordinary Least Squares) models contain errors because of not taking spatial dependence into consideration. The distinctive feature of our model is that this model takes into account the effects of spatial dependence, and instead of using a sample as e.g. [8, 17], it analyses all border crossings, which cannot be found in other papers. In transportation sciences one of the first articles to introduce spatial interaction is [18]. The spatial econometric analysis of different routes through a given territory was introduced by James P. LeSage and his co-authors through numerous articles and a book [19–21]. In this article, the spatial econometric framework is used instead the classic four step modelling, similarly to [22, 23].

2. METHODOLOGY

The applied methodology is mostly based on the research of Luc Anselin [24] and Attila Varga [25]. The main idea behind the applied model environment is built on the phenomena that traditional linear regression models estimated by ordinary least squares methods cannot take into consideration the fact that panel data based upon spatial specifications is not independent from its spatial location [24]. This means, where spatial autocorrelation can be found in the linear regression errors, those models cannot be used for further investigation; instead, a spatial econometric model ought to be used.

This spatial econometric analysis follows the methodology described by [26]. The first step is to set up the OLS models with proper explanatory variables. The set of decision variables is introduced in the next chapter.

The second step is the definition of the weight matrices (Table 1). In accordance with the methodology proposed in the literature, binary (B) and distance-based weight matrices (W) have been applied in our research. In the case of binary matrices, the spatial units have an effect on each other, depending on whether they share a common point (1) or not (0). In the case of distance-based matrices, the extent of dependency is based upon the distance between the spatial units. A detailed description of this method can be found in [24–27]. Eight weight matrices are constructed, which are denoted by an additional number (0–7). The models are distinguished based on the type of the resistance, whether it is distance (W) or binary (B) based, and the type of the assignment. Five types of assignments are distinguished:
- All: all of the border crossings have an effect on each other
- Neighbor: only the neighboring border crossings influence each other
- Main road: only those border crossings influence each other which are between two border crossings with a 2nd class or higher road type
- Country: only those border crossings that connect the same two countries influence each other (e.g. all border crossings that connect Slovakia and Hungary influence each other)
- Transit: same as the main road, but the elements of the transit network have effects on each other. Thus, the border crossings should be divided into two groups: the first group contains the major border crossings, which can be used by HGVs above 3.5 tons and belong to main national or high-speed roads. The other group consists of the minor crossings. The assignment is the

| Table 1 – Properties of weight matrices |
|----------------------------------------|
| Type of Matrix | Assignment |
|----------------|------------|
| 0. matrix | W | All |
| 1. matrix | W | Neighbor |
| 2. matrix | W | Main Road |
| 3. matrix | B | Country |
| 4. matrix | W | Country |
| 5. matrix | B | Main Road |
| 6. matrix | W | Transit |
| 7. matrix | B | Transit |
following: major border crossings affect each other, while the minor ones have an effect on the closest two border crossings, and also on each other between two major ones.

The coding of the different models is the same as in the system introduced in [2].

The third methodological step of this approach is to prove the existence of spatial autocorrelation in the dataset. The presence of spatial autocorrelation depends on the weight matrix. The existence of spatial autocorrelation and the proper weight matrix can be tested by the Moran-I test. If the test results in a significant effect, a spatial econometric model can be applied [25].

\[
I = \frac{\sum_{i,j} (w_{ij}(x_i - \mu)(x_j - \mu))}{\sum_i (x_i - \mu)^2}
\]

(1)

where:

- \( N \) – number of investigated points
- \( x_i, x_j \) – the observed value of two points of interest
- \( \mu \) – the expected value of \( x \)
- \( w_{ij} \) – the elements of the spatial weight matrix
- \( S_0 \) – normalizer, \( S_0 = \sum w_{ij} \).

If the existence of spatial autocorrelation is proven, two types of models can be set up: the spatial lag (SAR – spatial autoregressive) model and the spatial error model (SEM). In order to decide which model should be used, the Lagrange multiplier test is available [26, 28]. If it can be assumed that the spatial lagged dependent variable also affects the dependent variable, the SAR model should be chosen. In this case, the following regression formula can be applied [25]:

\[
y_{(X \times 1)} = \rho W_{(X \times X)} y_{(X \times 1)} + X_{(X \times K)} \beta_{(K \times 1)} + \epsilon_{(X \times 1)}
\]

(2)

where:

- \( y \) – vector of the dependent variables
- \( \rho \) – autoregressive parameter
- \( W \) – weight matrix
- \( \beta \) – coefficient vector
- \( X \) – matrix of the independent variables
- \( \epsilon \) – vector of errors (\( E(\epsilon) = 0, V(\epsilon_i) = \sigma^2 \))
- \( N \) – number of points of interest
- \( K \) – number of independent variables.

If spatial dependence can be eliminated from the model, and the spatial effects can be transferred to the error term, the SEM model should be used. In this case, the formulas presented below can be used [25]:

\[
y_{(X \times 1)} = X_{(X \times K)} \beta_{(K \times 1)} + \epsilon_{(X \times 1)}
\]

(3)

\[
\epsilon_{(X \times 1)} = \lambda W_{(X \times X)} \epsilon_{(X \times 1)} + \zeta_{(X \times 1)}
\]

(4)

where:

- \( \zeta \) – vector of spatial independent errors
- \( \lambda \) – autoregressive error parameter

The analysis is based upon the introduced method. The calculation was carried out by the R project v.3.4.0 software and its spdep library [25, 26, 28–32].

3. MODEL DEVELOPMENT

In our model the border crossings of Hungary are analyzed by the spatial econometric method for the year 2015. For this, the dependent variable is the traffic flow at each border crossing point given in vehicle unit/day/two directions. In the analyzed period (2015), there were 103 border crossings in Hungary (see Figure 1).

In the case of passenger transportation, two cases are distinguished. Trips related to shopping, commuting or fuelling are classified in the group of regular flows: while trips mostly related to leisure-time are classified in the group of irregular flows. Considering trips related to commuting, 2.1 percent of the population work abroad, and have a residence in Hungary at the same time. Most commuters live in the Győr-Moson-Sopron County, which can be explained by the closeness of Bratislava (Pozsony), Slovakia and Wien (Bécs), Austria.

The dependent variable is the amount of passenger cars crossing the border. The most important independent variables can be divided into three different groups. The first group consists of the existing international public transport network, the second group contains the agglomeration effects, while the third one describes the effect of the neighboring countries. The independent variables from our previous studies are as follows: the volume of substitution traffic modes (annual average daily traffic – AADT), the population of different statistical units (number of inhabitants), the classification of road types, or the opening hours (see 0) [1,2,33].

The collected data is mostly taken from official government databases. The AADT (annual average daily traffic) data is (the dependent variable and independent variables No. 1–2) based upon [34], which is the available data for the Hungarian national roads. In the case of non-national roads (the owner is the local city council), the data were taken from the Slovakian database [35], where available, or provided by the local mayors. As for public transport data (No. 3–8),
the mode cannot be an alternative for using the car. However, if the sign is negative that means that with the increasing number of departures, the number of passenger cars will be lower, so we can speak about a competitive role.

The variables of the second group are based on the distance of the cities from the border. Borders in the 20th century were significantly changed in Central-Europe, while the relationship and the connection structure of the settlements have only been able to adapt slowly to the new situation. These traditional structures have been influenced by border changes; therefore, it can be assumed that some cross-border demand may originate from the agglomeration effect. This type of travel demand can be connected to cities with approximately more than 15,000 inhabitants. The agglomeration effect can be described by the population of the central city, while the distance from the border is described by a distance decay function [42]. These parameters can be defined for cities inside and outside Hungary as well.

The results of the general model [1, 33] suggest that this kind of approach cannot provide an efficient estimation model. In accordance with the previously presented outputs, a new approach has been introduced. The new variable (No. 17–18) is based on the population of the related Hungarian and neighboring agglomeration city, and the reciprocal...
In order to introduce the third variable group, the consideration of Limão and Venables [44] was used, which assumes that the simplest way to represent the country effect on border crossing traffic is the introduction of dummy variables. In our case, six dummy variables had to be introduced in the square of the distances [43]. The formula of the newly introduced variable can be presented as follows:

\[
\text{Summed Aggl.} = m_{HU} r_{HU}^2 + m_{AB} r_{AB}^2
\]

where:

- \(m_{HU}\) – the population of the Hungarian city [number of inhabitants]
- \(m_{AB}\) – the population of the neighboring country’s city [number of inhabitants]

\(r_{HU}\) = the distance of the Hungarian city from the investigated border section [km]

\(r_{AB}\) = the distance of the neighboring city from the investigated border section [km].

Table 2 – The variables used and their description

| Var. No. | Variable name | Variable Description |
|----------|---------------|----------------------|
| 1        | Bus           | AADT of buses        |
| 2        | Bicycle       | AADT of bicycles     |
| 3        | National bus  | Weekly average number of international buses |
| 4        | Regional bus  | Weekly average number of regional buses |
| 5        | Summed bus    | Summed weekly average number of buses |
| 6        | National train| Weekly average number of international trains |
| 7        | Regional train| Weekly average number of regional trains |
| 8        | Summed train  | Summed weekly average number of trains |
| 9        | Hu GDP 2015   | Hungarian GDP of the given NUTS2 region in 2015 |
| 10       | Abroad GDP 2015| GDP of the neighbor NUTS2 region in 2015 |
| 11       | Hu county     | Population of the Hungarian county where the border crossing is |
| 12       | Hu districts  | Population of the Hungarian district where the border crossing is |
| 13       | Hu settlement | Population of the Hungarian settlement where the border crossing is |
| 14       | Abroad NUTS3  | Population of the neighboring country’s NUTS3 region where the border crossing is |
| 15       | Abroad settlement | Population of the neighboring country’s settlement where the border crossing is |
| 16       | Hu Agglomeration | Agglomeration effect of the Hungarian side |
| 17       | Abroad Agglomeration | Agglomeration effect of the neighboring country’s side |
| 18       | Summed Aggl.  | Summary of the agglomeration effects |
| 19       | Opening hours | Amount of weekly opening hours of the border crossing point |
| 20       | Austria       | Dummy variable for the neighboring country |
| 21       | Croatia       | Country specified spatial inequality parameters weighted by the distance from the capital |
| 22       | Romania       | Dummy variable for the connection types between the different types of road (based on [34]) |
| 23       | Serbia        | GDP of the neighboring country in 2015 |
| 24       | Slovakia      | Dummy variable for the membership of the Schengen countries |
| 25       | Slovenia      | Dummy variable for the membership of the European Union |
| 26       | Hu Spatial Ineq. | Ratio between the yearly average fuel prices in 2015 |
| 27       | Abroad Spatial Ineq. | |
| 28       | Motorways     | |
| 29       | Motorway road | |
| 30       | Main roads    | |
| 31       | River width   | |
| 32       | GDP           | |
| 33       | Schengen      | |
| 34       | EU            | |
| 35       | Fuel price    | |
accordance with the number of neighboring countries. Ukraine was selected to be the reference value for the dummy variables.

Furthermore, Maoh, Khan and Anderson [7] applied a different set of variables to model the above mentioned effects. In the present article, the two approaches are compared. Even though GDP is frequently used to describe economic competitiveness [45], in our model GDP per capita is used because it expresses the expected standard of living in a more articulated way. Our approach differs from the previously implemented studies in other respects as well, since the methodology has to be suited to the specific characteristics of Hungary. The main differences are the following. Instead of the dummy variables describing the resistance-like characteristic of borders, the effect of the EU and the Schengen agreement should be analyzed, because European researchers [13–15] suggested that for Europe, the effect of integration is more important. Based on the results of the preparatory evaluation, the variables related to Schengen Agreement membership and to the introduction of Euro are correlated in case of the neighboring countries, so only one of them is proposed to be used.

Finally, a new set of decision variables should be introduced (No. 26–27). These dependent variables had a significant role in [2]. The role of these variables is to take into consideration spatial inequalities. The idea of introducing these variables is from Auerbach [43, 46], where he concludes that in the optimal case the population of the \( n \)th largest city (or primate city [43]) equals to the \( \frac{1}{n} \) fraction of the population of the largest city. Therefore, in an ideal case, the number of inhabitants in the second largest city is the half of the primate city population. Based upon this rule, a variable can be calculated, which is the fraction of the population of the two largest cities, with a result being higher than one. For example, in Hungary the largest city is Budapest (population: 1,749,734) [36], while the second largest one is Debrecen (population: 202,214), so the Spatial Inequality Index is 8.65, which is the highest one in Europe not taking into consideration the Caucasian countries. The decision variable is calculated from this number weighted by the distance from the largest city.

In order to determine the most important effects, three cases need to be analyzed:

1. the effects of the neighboring countries: modelled by dummy variables (0), or absolute values of the selected economic factors (1) [7],
2. the agglomeration effects of the Hungarian and foreign cities related to a border section are summarized (1) or not (0),
3. the parallel bus and rail services are divided into national and regional subgroups (0) or not (1).

Based on the combination of the three cases, eight models can be set up. To differentiate the eight models from each other, a coding system was introduced, as it can be seen in the list above. According to the basic idea behind the coding system, there are three different cases and two different groups of independent variables.

In accordance with this, each model’s code contains three binary digits. Each digit refers to one of the cases (for example, the model 000 is modelled by dummies, the agglomeration effects are not contracted, and the parallel bus and rail services are divided into regional and national subgroups).

4. RESULTS

4.1 Results of the OLS models

The eight models are presented in the following two tables. The results of the first four models (in which the dummy variables are used) can be seen in Table 3. The significance level is indicated in the tables by the following notations: . stands for \( p < 0.1 \), * stands for \( p < 0.05 \), ** stands for \( p < 0.01 \), and *** stands for \( p < 0.001 \) [30–32].

As it can be seen from Table 3, the overall effect of the different parameters on the models is significant, with a quite high \( R^2 \) value (bottom row, Table 3). On the one hand, if the parallel bus and rail traffic flows are taken into consideration separately, the coefficient of the buses becomes positive, while the coefficient of the bicycles remains negative. On the other hand, the effect of bicycle traffic is never significant, and the effect of bus traffic is significant only in the cases when the parallel bus and rail services are not differentiated to national and regional ones. If the parallel services are analyzed, further counterproductive processes can be observed. The reason for this is the competition between services which appears stronger and stronger if the analysis of the cooperation among services is moved from a national level to a regional level. In the case of buses, the national lines have a rather complementary role in cross-border commuting, while the regional
Table 3 – The results of the OLS modelling including dummy variables [26, 32]

|                     | Model 000                        | Model 001                        | Model 010                        | Model 011                        |
|---------------------|---------------------------------|---------------------------------|---------------------------------|---------------------------------|
|                     | Coefficients | t value | Coefficients | t value | Coefficients | t value | Coefficients | t value | Coefficients | t value |
| Intercept           | -5.84E+02     | -0.244  | 9.66E+02     | 0.394   | -1.87E+03    | -0.741  | -3.54E+02    | -0.137  |
| Bus                 |                |         | 3.05E+01     | 7.868   | ***          | -      | 2.99E+01     | 7.238   | ***          |
| Bicycle             | -1.94E+00     | -0.699  | -1.96E+00    | -0.694  | -2.08E+00    | -0.702  | -2.10E+00    | -0.698  |
| National bus        | 1.51E+03      | 8.354   | ***          | -       | 1.51E+03     | 7.793   | ***          | -       |
| Regional bus        | -5.37E+01     | -0.922  | -8.67E+01    | -1.424  | -3.27E+01    | -0.529  | -6.46E+01    | -1.001  |
| Summed bus          |               |         |              |         |              |         |              |         |
| National train      | -5.84E+01     | -0.878  |               |         | -8.46E+01    | -1.200  |              | -       |
| Regional train      | 3.41E+01      | 1.364   |              |         | 3.04E+01     | 1.139   |              | -       |
| Summed train        |               |         | 1.31E+01     | 0.690   |             |         | 4.56E+00     | 0.228   |
| Hu GDP 2015         | 6.20E-02      | 0.983   | 3.80E-02     | 0.592   | 5.87E-02     | 0.872   | 3.54E-02     | 0.518   |
| Abroad GDP 2015     | -3.67E-01     | -1.175  | -6.30E-01    | -1.987  | -4.01E-01    | -1.205  | -6.56E-01    | -1.941  |
| Hu county           | 4.68E-04      | 0.455   | 1.29E-03     | 1.231   | 5.47E-04     | 0.498   | 1.35E-03     | 1.212   |
| Hu district         | 3.66E-03      | 0.925   | 1.24E-03     | 0.309   | 1.52E-03     | 0.364   | -8.12E-04    | -0.192  |
| Hu settlement       | 1.99E-01      | 10.724  | 1.84E-01     | 10.062  | 1.71E-01     | 9.607   | 1.58E-01     | 8.933   | ***          |
| Abroad NUTS3        | 2.41E-03      | 1.115   | 7.34E-04     | 0.331   | 3.04E-03     | 1.320   | 1.31E-03     | 0.556   |
| Abroad settlement   | 1.15E-02      | 0.968   | 2.21E-02     | 1.825   | 1.22E-02     | 0.961   | 2.25E-02     | 1.741   |
| Hu agglomeration    | -4.23E-01     | -2.433  | -4.73E-01    | -2.685  | **           | -       |              | -       |
| Abroad Agglo.       | 3.63E-01      | 3.921   | ***          | 3.18E-01 | 3.392        | **      |              | -       |
| Summed Agglo.       |               |         |              |         | 1.31E-01     | 1.950   | 8.41E-02     | 1.245   |
| Opening hours       | 7.30E+00      | 1.131   | -1.11E+00    | -0.168  | 7.95E+00     | 1.154   | -2.42E-01    | -0.034  |
| Austria             | 1.03E+04      | 1.182   | 1.80E+04     | 2.041   | 1.23E+04     | 1.328   | 1.97E+04     | 2.105   | *           |
| Croatia             | 2.30E+03      | 0.719   | 5.58E+03     | 1.725   | 3.33E+03     | 0.981   | 6.50E+03     | 1.892   |
| Romania             | 7.93E+02      | 0.331   | 3.16E+03     | 1.299   | 1.27E+03     | 0.496   | 3.58E+03     | 1.379   |
| Serbia              | 1.98E+03      | 0.768   | 3.71E+03     | 1.423   | 2.98E+03     | 1.087   | 4.63E+03     | 1.675   |
| Slovakia            | 2.95E+03      | 0.741   | 6.86E+03     | 1.695   | 4.32E+03     | 1.020   | 8.13E+03     | 1.890   |
| Slovenia            | 5.41E+03      | 1.114   | 9.63E+03     | 1.958   | 6.13E+03     | 1.185   | 1.02E+04     | 1.948   |
| Hu Spatial Ineq.    | -6.61E+01     | -1.109  | -6.02E+01    | -0.992  | -2.16E+01    | -0.347  | -1.54E+01    | -0.244  |
| Abroad Spatial Ineq.| -4.20E+01     | -0.888  | -5.58E+01    | -1.174  | -9.18E+01    | -1.912  | -1.04E+02    | -2.160   | *           |
| Motorways           | 5.66E+02      | 0.739   | 3.48E+02     | 0.430   | 7.96E+02     | 0.976   | 5.87E+02     | 0.684   |
| Motorway road       | 1.30E+03      | 1.104   | 9.44E+02     | 0.788   | 1.39E+03     | 1.108   | 1.05E+03     | 0.820   |
| Main roads          | 8.27E+02      | 2.548   | 9.47E+02     | 2.895   | 9.80E+02     | 2.855   | 1.11E+03     | 3.210   | **           |
| River width         | 7.34E-01      | 0.399   | -1.24E+00    | -0.657  | 5.77E+02     | 0.029   | -1.91E+00    | -0.950  |
| $R^2$               | 0.8748        | 19.41   | 0.8686       | 19.32   | 0.8554       | 17.29   | 0.8487       | 17.28   | ***          |
| AU $C$              | 1762.60       | 1765.59 | 1775.47      | 1778.09 |              |         |              |         |
| B/C                 | 1839.01       | 1839.36 | 1849.25      | 1849.23 |              |         |              |         |
ones seem to have a competitor role (the effects are significant in the case of national ones). The effect of railway lines is just the opposite of that of buses, so the regional lines have a complementary role, while the national lines rather have a competitive effect (which are not significant). When merged effects are considered, bus services seem to have competitive effects; however, neither the bus services nor the rail services have significant effects.

Concerning the built-up area effect (influence of the settlements based on their population and distance from the analyzed border section), only the effects of the closest settlements are significant. At the same time, borderlands do not affect the estimation significantly, neither on the Hungarian side, nor in the case of the neighboring country. In the case of the closest settlements, the effect of the Hungarian closest settlement is always strongly significant, while the effect of the neighboring country settlements is only significant if the parallel bus and rail services are considered together. Investigating the agglomeration effects, it can be seen that the neighboring countries’ larger cities have an appreciably high absorption effect, supplied by the Hungarian side, while this is not true in the opposite direction. The reason is probably the suburbanization of these cities. People who are relocating their living places are going to commute across the border.

If the dummy variables of the neighboring countries are taken into consideration, it can be seen that Austria exercises the strongest effect, followed by Slovenia, Slovakia, Croatia, Serbia, and Romania, respectively. All the coefficients are positive, meaning that the last one is Ukraine, which was the basis of the dummy variables. However, the values are not always significant.

If the effects of the neighboring countries are modelled by absolute values (Table 4), the previously shown effects do not change significantly. However, the country-based dependent dummy variables need to be analyzed further. Since the dummy-based evaluation of the neighboring countries’ effect has resulted in well differentiable ordered classes of the countries, this approach cannot be substituted by an absolute variable based analysis. Neither the effect of the EU, nor the effect of the Schengen Agreement seem to be significant; besides, the coefficient of the Schengen Agreement is negative in some cases. The other county dependent variables do not seem to have any effect on the model either.

4.2 Results of the spatial econometric models

In order to do the spatial econometric analysis, spatial econometric models should be set up on the existing OLS models. Eight types of weight matrices are used to find proper models with existing spatial autocorrelation.

In order to eliminate the spatial effect, spatial econometric models can be used. Based on the results of our analysis, significant spatial autocorrelation can be shown in five cases, thus five models can be set up. These can be seen in Table 5. In three cases, the SEM models can be applied (Model 0107, Model 0117, and Model 1107), while in two cases the SAR models seem to give the appropriate solution. Only the first two models’ $p$-value is below 10 percent, the other ones are slightly above this threshold. Furthermore, the SAR models do not work properly for this problem, since they could not demonstrate significant spatial effects. Thus in the further analysis the SEM models are to be applied.

The application of the SEM approach does not significantly change the results, which assumes parallel flows. The only exceptions are the effects of international railway lines, which become significant when the direction of the coefficients are changed (in these cases the coefficient of regional lines are negative as well as in case of the bus lines).

The effects related to the borderlands’ population have not changed significantly either; however, a few of them become significant. For example, in Model 1107 the parameter of the closest neighboring settlement became negative. This model differs from Model 0107 in the representation of the country effect; hence, it seems to be rational that the change of sign of the closest neighboring settlement’s parameter can be explained by this modification. It is conceivable that the reason behind the change in the sign of the closest neighboring settlements’ coefficient is the partial appearance of the country effect in the discussed variable.

If spatial inequality parameters are taken into consideration, the effects of the neighboring countries seem to be significant; however, the sign of the parameters are predicted to be positive. The reason for this has not been clarified yet, further research is required.

The order of the countries in the case of dummy variables remains the same as in the OLS models. In the spatial models some of them have also become significant. However, the application of
| Model | Coefficients | t value | Coefficients | t value | Coefficients | t value | Coefficients | t value | Coefficients | t value |
|-------|-------------|---------|-------------|---------|-------------|---------|-------------|---------|-------------|---------|
| 100   | 8.28E+02    | 0.271   | 3.08E+01    | 0.019   | 2.98E+01    | 0.026   | -2.48E+01   | 0.026   | 2.98E+01    | 0.026   |
| 101   | 2.98E+03    | 0.944   | 7.40E+00    | 0.668   | 7.40E+00    | 0.668   | 7.40E+00    | 0.668   | 7.40E+00    | 0.668   |
| 110   | -2.65E+00   | 0.966   | -2.85E+00   | 0.966   | -2.65E+00   | 0.966   | -2.65E+00   | 0.966   | -2.65E+00   | 0.966   |
| 111   | 2.84E+00    | 0.936   | 2.84E+00    | 0.936   | 2.84E+00    | 0.936   | 2.84E+00    | 0.936   | 2.84E+00    | 0.936   |

Table 4 – The results of the OLS models in the case of variable modelling [26, 32]
Table 5 – The properties of the best models [26, 29–32]

|                      | Model 0107 | Model 0117 | Model 1015 | Model 1107 | Model 1115 |
|----------------------|------------|------------|------------|------------|------------|
| **Type of matrix**   | B          | B          | B          | B          | B          |
| **Assignment**       | Transit    | Transit    | Main road  | Transit    | Main road  |
| Moran I              | -0.0742    | -0.0785    | -0.0182    | -0.0715    | -0.021     |
| Moran I’s p-value    | 0.0988     | 0.0645     | 0.1139     | 0.1046     | 0.1275     |
| LMerr p-value        | 0.0467     | 0.03536    | 0.7582     | 0.0554     | 0.723      |
| LMc lag p-value      | 0.397      | 0.2035     | 0.2647     | 0.4468     | 0.2698     |
| RLMerr p-value       | 0.0653     | 0.06353    | 0.2036     | 0.0738     | 0.1616     |
| RLm lag p-value      | 0.6911     | 0.4265     | 0.09631    | 0.7442     | 0.0807     |

Table 6 – Results of the proper SEM models [26, 29–32]

|                      | Model 0107 | Model 0117 | Model 1107 |
|----------------------|------------|------------|------------|
| **Coefficients**     | z value    | Coefficients | z value    |
| Intercept            | -2.22E+03  | -1.337     | -2.06E+02  | -0.113     | -7.08E+02  | -0.368     |
| Bus                  | -          | -          | 3.07E+01   | 8.233      | -          | -          |
| Bicycle              | 2.18E+00   | 1.035      | 8.54E-01   | 0.380      | 8.64E-01   | 0.401      |
| National bus         | 1.55E+03   | 9.073      | -          | -          | 1.65E+03   | 9.586      |
| Regional bus         | -6.43E+01  | -1.152     | -          | -          | -5.83E+01  | -1.012     |
| Summed bus           | -          | -          | -8.71E+01  | -1.499     | -          | -          |
| National train       | 3.55E+01   | 0.582      | -          | -          | 3.86E+01   | 0.613      |
| Regional train       | -4.08E+01  | -1.707     | -          | -          | -3.91E+01  | -1.596     |
| Summed train         | -          | -          | -1.89E+01  | -1.373     | -          | -          |
| Hu GDP 2015          | 8.98E-02   | 2.132      | 8.85E-02   | 1.971      | 1.48E-01   | 3.818      |
| Abroad GDP 2015      | -3.32E-01  | -1.822     | -6.39E-01  | -3.223     | 1.37E-01   | 1.685      |
| Hu county            | 6.23E-04   | 0.818      | 8.50E-04   | 1.044      | -2.13E-04  | -0.289     |
| Hu district          | 4.99E-03   | 1.697      | 2.38E-04   | 0.079      | 4.93E-03   | 1.637      |
| Hu settlement        | 1.73E-01   | 12.122     | 1.55E-01   | 10.520     | 1.72E-01   | 11.539     |
| Abroad NUTS3         | 4.45E-03   | 3.055      | 2.62E-03   | 1.602      | 3.99E-03   | 2.681      |
| Abroad settlement    | 1.05E-02   | 1.411      | 2.26E-02   | 2.794      | -8.99E-03  | -2.734     |
| Summed Agglo.        | 8.51E-02   | 1.443      | 4.31E-02   | 0.720      | 9.44E-02   | 1.671      |
| Opening hours        | 6.60E+00   | 1.109      | 3.88E-01   | 0.063      | 1.06E+01   | 1.788      |
| Austria              | 1.01E+04   | 2.001      | 1.83E+04   | 3.350      | -          | -          |
| Croatia              | 2.63E+03   | 1.457      | 5.89E+03   | 2.985      | -          | -          |
| Romania              | 5.49E+02   | 0.400      | 2.87E+03   | 1.902      | -          | -          |
| Serbia               | 2.30E+03   | 1.597      | 4.00E+03   | 2.548      | -          | -          |
| Slovakia             | 2.31E+03   | 1.066      | 6.31E+03   | 2.629      | -          | -          |
| Slovenia             | 5.62E+03   | 1.910      | 9.65E+03   | 3.031      | -          | -          |
| GDP                  | -          | -          | -          | -          | -4.50E-03  | -1.462     |
| Schengen             | -          | -          | -          | -          | -1.29E+02  | -0.203     |
| EU                   | -          | -          | -          | -          | -6.74E+02  | -1.137     |
| Fuel Price           | -          | -          | -          | -          | -5.01E+03  | -2.398     |
| Hu Spatial Ineq.     | -4.89E+01  | -1.228     | -5.51E+01  | -1.278     | 1.18E+01   | 0.421      |
| Abroad Spatial Ineq. | -6.62E+01  | -2.945     | -7.67E+01  | -3.036     | -5.36E+01  | -3.350     |
| Motorways            | 7.98E+02   | 1.195      | 6.37E+02   | 0.869      | 8.61E+02   | 1.240      |
| Motorway road        | 1.17E+03   | 0.885      | 9.95E+02   | 0.757      | 1.57E+03   | 1.175      |
| Main roads           | 1.19E+03   | 4.784      | 1.13E+03   | 4.477      | 1.14E+03   | 4.640      |
| River width          | -3.54E-02  | -0.023     | -2.46E+00  | -1.484     | -1.98E+00  | -1.402     |
| λ                    | -0.21686   | -8.51      | -0.17814   | -5.81      | -0.20293   | -7.33      |
absolute values for the selected economic factors has not proven to be efficient regarding the evaluation of the countries’ effect on border crossing traffic.

The data for comparing the different models is given in Table 7. This contains the calculated Akaike-, Bayes- and Consistent Akaike Information Criteria (AIC, BIC, CAIC). Spatial autocorrelation is present in the OLS models (Model 010, Model 011, Model 110), so we can state that there is a chance of a false strong connection [47]. In addition to the AIC, BIC, CAIC, and R, the pseudo-$R^2$ value was calculated to evaluate the SEM models [24]. All of these parameters can be taken into consideration to compare the goodness-of-fit. In case of Model 0107 and Model 1107, the $R^2$ value is lower compared to the standard OLS versions, in the respective Model 010 and Model 110, thus the false strong connection is confirmed. Even though Model 0117 has the highest AIC values, it can be seen that the $z$-value is the lowest one. The most important fact is that the pseudo-$R^2$ value is much higher than in the other models. This indicates that the Model 0117 results can be applied for further investigations.

Based on the Model 0117, as an example, it is worth analyzing the border crossing on Road 6 between Barcs and Terezino Polje (Trézenföld), Croatia. In Hungary this is the end of Road 6, which is a first class national road connecting Budapest and Pécs (5th largest city in Hungary). According the model, significantly larger traffic is estimated (727 passenger vehicles instead of 379). The lack of traffic can be explained by the fact that there is a demand for cross-border traffic, but a lot of people cannot afford it. In order to avoid this, an international bus line is recommended to be introduced between Virovitica (Verőce) and Barcs or Pécs, maybe connecting to the railway line toward Pécs and Szigetvár. With this, new opportunities will be available for the residents, and it may lead to a higher standard of living in the area, with a proper tariff policy [48, 49].

5. CONCLUSION

In this article different models were set up to examine the passenger car traffic flow of Hungarian border-crossings. With the parameter estimation, the effects of the analyzed macroregion properties were clarified. Using the same methodology, a similar analysis can be carried out for other countries or regions.

In general, the results of the passenger models have shown that the regional railway and bus lines have some competitive effects, while the international ones have a rather complementary role. This means that if cross-border work is to be supported, a proper cross-border public transport service should be introduced. As for Hungary, in recent years two of the railway lines were reopened (Mosonmagyaróvár, Hungary–Bratislava (Pozsony), Slovakia and Magyarpöly, Hungary–Beli Manastir (Pémonestor), Croatia), and there is an increasing demand for reopening other lines. The effectiveness of these connections has not been measured in the present article, but empirical evidence says that it could have a very important role.

The other important result is that the main direction of cross-border commuting is from Hungary into the neighboring countries, which can probably be explained by the cross-border commuting traffic of the foreign population who moved to Hungary.

|                  | OLS          | SEM          |
|------------------|--------------|--------------|
|                  | Model 010    | Model 011    | Model 110    | Model 0107 | Model 0117 | Model 1107 |
| $\lambda$        | -            | -            | -            | -0.2169    | -0.1781    | -0.2029    |
| $F/z$-value      | 17.29***     | 17.28***     | 18.44***     | -8.5142*** | -5.8147*** | -7.3341*** |
| $p$-value        | 2.20E-16     | 2.20E-16     | 2.20E-16     | 2.22E-16   | 6.07E-09   | 2.23E-13   |
| $R^2$            | 0.8554       | 0.8487       | 0.8502       | -          | -          | -          |
| Pseudo-$R^2$     | -            | -            | -            | 0.4602     | 0.9753     | 0.7838     |
| $L_c$            | -859.7367    | -862.0439    | -861.5496    | -847.6694  | -851.7306  | -851.6274  |
| AIC              | 1775.473     | 1778.088     | 1775.099     | 1753.3388  | 1759.4612  | 1757.2548  |
| BIC              | 1849.246     | 1849.225     | 1843.602     | 1829.7459  | 1833.2336  | 1828.3925  |
| CAIC             | 1877.246     | 1876.225     | 1869.602     | 1858.7459  | 1861.2336  | 1855.3925  |
due to the suburbanization of the large cities close to the border. In accordance with this, developments should be assessed in those cases where a populous city is on the other side of the border (e.g. Bratislava (Pozsony), Slovakia; Uzhgorod (Uzhhorod – Uzhvár), Ukraine; Oradea (Nagyvárad) or Arad, Romania; Суботица (Subotica – Szabadka), Serbia; Osijek (Eszék), Croatia; Vienna (Wien – Bécs), Austria.

As it stands, the research only reflects the conditions in Hungary in 2015, therefore the findings also apply to this date. In addition, only passenger car traffic was included, which in turn allowed the use of special explanatory variables. Despite all these limitations, however, this is an acceptable basic model for Hungary, which, by using these parameters, may be suitable for extending to a larger region, such as the V4 countries, Central Europe, or even the entire European Union.
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