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Boosted by the visions of 5G technology, along with the proliferation of IoT devices, we are lucky to bear witness of a tremendous shift within the Internet, mobile computing, and ubiquitous applications pervading people’s daily life. To catch up with the speed of this evolution, new architectures, which enable us to decentralize and focus more on the edge of the network, have to show up. To effectively address the record-breaking growth of data traffic, we also have to come up with new caching mechanisms in coping with users’ demanding QoE along with other aspects, such as data privacy and energy efficiency. In this paper, we intend to begin with reviews on edge caching. First, we make a detailed overview of mobile edge caching. Then, we move on to the QoS and QoE part, discussing the related literature concerning these topics. We then start to address factors concerning edge caching and QoE. Four cutting-edge applications utilizing these technologies with challenges posed by current network architectures are made clear. Our paper closes with some future research directions.

1. Introduction

Fast-growing development of the Internet along with the ubiquitous IoT devices has led to a skyrocketing growth of traffic via mobile communications over the past decade. Meanwhile, massive IoT terminal devices are playing an increasingly indispensable role in agriculture, medical care, education, transportation, modern economy, new energy, smart home, environment monitoring, and other industries [1]. The Cisco Visual Networking Index 2018 [2] made an estimation that global mobile Internet traffic is about to increase sevenfold with a composite annual growth rate of 47 percent between 2016 and 2021. And with statistics provided by Tencent Cloud service, mobile network traffic took up to 98.7 percent of the whole network in 2018, while it seems to be on a much slower but steady growth. Likewise, more than 77 percent of the world’s mobile network data will be video and live streaming by 2021 with an estimated 1 TB of data an average mobile user will download in 2020 [3]. So, it is neither smart nor efficient to keep all our data transmission on a traditional wired network, which may enjoy more stability but less convenience.

Caching is not a novel idea, and the meaning of it has evolved in tune with our developing technologies. It was first defined as the process of storing copies of files in some temporary storage for users to gain quick access. Tons of different hardware have caches to cache, but the Internet has grown much more powerful, and this word, caching itself, is now often used for in-network caching. To make things worse, our established way of mobile cloud computing accessed by smart terminals has greatly increased the burden of network load and put higher demands on network bandwidth [4]. Methods like increasing base stations and acquiring new spectrum have been proven ineffective due to high cost with complexity and low scalability [5].

In order to resolve the limited computing along with storage capabilities and higher power consumption problems of mobile terminals (especially low-cost IoT terminals), it is imperative for us to shift high-complexity and high-energy computing tasks to the server side of the cloud computing data center [6].

Hope is that by doing so, the energy consumption of some low-cost terminals is brought down and therefore
standby time is extended [7]. But the shift of computing tasks to the cloud not only brings a tremendous amount of data transmission and computation, but also introduces a longer data transmission latency, bringing a fatal impact on some delay sensitive business applications (such as applications for industrial control and medical usage). These are what the 5G technology has promised, interconnectivity with lower latency and higher bandwidth. In addition to storing contents at several far-off top-level servers, mobile edge caching manages to store popular contents or fragments of contents on some edge servers near our end users.

Figure 1 shows us the general architecture of our edge caching networks. The core network serves as a bridge between us and the Internet these days. Base stations around us will make it more stable to communicate with servers more efficiently across our various devices. Cache plays a pivotal role in almost everywhere. Much as the authors mentioned in study [8], a redesigned framework will reduce the time of completing tasks, as well as latency, etc.

Besides from an overview of the network evolution from current 3G, 4G, 5G to 6G in the future, article [9] validated that deployment of mobile network caching possesses great potential in reducing redundant traffic. Besides being a positive candidate in alleviating the heavy burden of growing network traffic, edge caching brings lower delays and fair deployment costs as well, as we can see that mobile edge caching is sweeping across the globe as a core feature of the 5G network infrastructure. According to a report by Andrews et al. [10] that in 2020, the number of devices connected to the network will reach approximately 20.8 billion units, and the localized deployment of edge caching can effectively improve network response speed along with shortened network latency.

Harnessing the fact that mobile networks are now evolving from the conventional provider-centric structure to a client-centric structure, users will definitely experience an improved Quality of Experience (QoE) [11]. Speaking of which, Quality of Service is something similar but from a different perspective. QoS is defined as a measurement of the overall service quality that different kinds of properties come with different priorities. Five known parameters are packet loss, jitter, latency, bandwidth, and throughput. For QoE, though, it has historically emerged from QoS with more objective measurements with the experience of the end user being top priority whereas we did not have adequate capabilities of computing back in the days.

Consecutively, we make comparison and our contribution of this review in Tables 1 and 2, point out its novelty, explain its organization, and provide a table with acronyms frequently used in this paper.

1.1. Comparison and Our Contributions. Numerous works with novel insights of mobile computing and caching have been issued with the expectation to address various factors concerning edge computing and edge caching [26]. However, to the best of our knowledge, previous works done by other researchers fail to cover latest studies addressing QoS and QoE issues. Literature [13] took a closer look at mobile edge computing and caching, but they focused on application and synergies in between. The mechanism and algorithms of edge caching lacks deeper and thorough approaches with several updates missing in their work. Study [8] laid stress on three case simulations and lacked the overall perception of service quality. So, we think a comprehensive summary with detailed specifications would still be of benefit to others in this field. To fill this gap, we summarized the literature we encountered involving numerous properties of edge caching with QoS and QoE. Our work does not concentrate on the implementation of some techniques on ground level. We managed to take another approach by focusing on caching strategies with QoS metrics involved, which has other factors to be considered like the segmentation of popular contents and so forth.

Our main contributions of this paper are listed as follows.

(i) We provide a possibly comprehensive survey of mobile edge computing with caching combined. Studies we quoted are compared in different aspects with notable merits within

(ii) We manage to brief works related to edge caching and comparison between Quality of Service (QoS) and Quality of Experience (QoE), respectively, to further elaborate the significance of enhancing QoE in current network architecture

(iii) Caching process is divided into four stages just as four main focuses of QoE to fully analyze each corresponding disadvantage and offer potential countermeasures

(iv) Four novel applications and four crucial challenges are categorized via different focus of their requested services. Future research directions are presented correspondingly

1.2. Paper Organization. This survey is organized as shown in Figure 2. The rest of our paper is organized as follows. Section 2 is a briefing of works related to our topics, edge caching, and relation between QoS and QoE, with techniques used to better users’ QoE following. Section 3 consists of an overview of current development with mobile edge computing and caching. Section 4 tells something about the four stages of caching and relevant issues with them. Section 5 comes with the QoE part, which is aimed at bestowing service providers with better network scheduling capability under numerous restrictions. Section 6 sheds some light on different user case scenarios and various applications. Section 7 is something about challenges ahead and future scope of mobile network. Section 8 closes this paper with our conclusion.

1.3. List of Acronyms. For better readability, we summarize all relevant abbreviations used in this paper in Table 3.

2. Mobile Edge Caching: State of the Art

Numerous studies have been carried out in order to achieve optimal performance of content caching, while QoE is still a
Table 1: Existing surveys on MEC topics and our new contributions.

| Related works | Topic | Key contributions | Limitations |
|---------------|-------|-------------------|-------------|
| [12]          | ML-based proactive caching | A comprehensive survey on machine learning-based mobile edge caching, with introduction of UAV-based content caching and applications of learning techniques | General content caching mechanisms lack thorough investigation. |
| [13]          | Mobile edge network features | A survey of mobile edge networks, with detailed elaboration of computing, caching, and communication mechanisms as a whole, covering advances made possible with the synergy of computing and caching and key enabling techniques | This survey lacks recent advances both in caching schemes and development, with limited coverage on challenging issues. |
| [14]          | Recent advances in MEC and content caching | A short survey of advances in MEC and content caching, including summary of MEC, cache replacement schemes, network optimizations, and open challenges | This survey lacks in-depth reviews of MEC and content caching mechanism. |
| [15]          | Popularity-based video caching techniques | A survey on popularity-driven video caching techniques under cache-enabled networks, covering both single domain and cross domain features, with comparison of caching algorithms based on popularity prediction and different metadata models | This review focuses on one single application scenario and lacks coverage of other corresponding challenges. |
| [16]          | Caching, analytics, and delivery of video caching | An inclusive survey on video caching, computing, and communications (edge-C3) deployed at the wireless edge, focusing on the fields of supporting components of video streaming and network technologies along with cutting-edge video delivery mechanisms. It also includes insights in the challenges of discussed context. | This survey focused on solutions of video streaming and delivery without the integration of MEC context. |
| [17]          | Machine learning techniques for caching | A comprehensive survey of ML techniques application for caching in edge networks, including recent advances made in ML-based application on addressing the problems of prediction and clustering, thorough debate on ML-based edge caching, and summary of future challenges and research issues | This review concentrates on ML techniques in edge caching, but lacks full coverage of the originality of discussed issues. |
| [18]          | Information-centric mobile caching | A survey focusing on information-centric mobile caching, including novel content caching policies, research development, and optimization analysis | Novel applications and recent advances of edge caching schemes have not been presented. |
| [19]          | Content caching in vehicular edge | A survey on computation offloading and caching delivery in vehicular edge computing, including architecture, framework, and comparison of related studies | This survey focuses only on deployment of techniques of VEC. |
field embracing emerging techniques. QoS also needs to be included, as current literature neglects it when elaborating edge caching algorithms and schemes. To cover the basic concepts of our mobile network architecture, we will provide an in-depth summary on edge caching with QoE and QoS involved in this section.

2.1. Edge Caching. Caching techniques have already been looked at thoroughly, like web caching, content distribution networking (CDN), and information-centric networking (ICN). Back in the early 1990s, when the Internet was just another emerging technology, network congestion is a result of excessive data generated from various web pages and images, and that issue was resolved by web caching technique. This kind of caching helps store popular files momentarily on proxy servers or at users’ PC. When it comes to the 21st century, videos became trendy and hence the congestion resulted from the transmission of videos. Problem was alleviated by the deployment of CDN. Subjects like the architecture design of caching, content deployment, and content delivery have already been studied in depth. Literature [27] elaborated the comparison between inefficient web caching which caused redundant data transfer and improved cache implementation. In the two datasets involved, redundant data contributes up to 20% of the total HTTP traffic volumes, with 9% energy consumption in total,

| Related works | Topic | Key contributions | Limitations |
|---------------|-------|-------------------|-------------|
| [20]          | MEC in industrial Internet | A survey of key MEC technologies and typical applications in the industrial Internet, including requirements and related issues of deployment | This work focuses only on MEC deployment under the industrial environment. |
| [21]          | Low latency caching solutions | A comprehensive review on low latency solutions of RAN, core network, and caching techniques, including waveform designs, multiple access, and transmission techniques in the field of RAN, SDN, NFV, and MEC/fog network architecture of the new core network and various latency reduction approaches surveyed, with appealing results of field tests presented | This review focuses on latency reduction approaches, which lacks general elaboration of other aspects in current network architecture. |
| [22]          | Caching in content-oriented networks | A survey on research activities for caching networks, including technical issues like traffic engineering, congestion control, and security, along with design of caching network and performance evaluation | General elaboration and analysis of caching network deployment lack of deep exploration. |
| [23]          | Performance evaluation of cloud service | A survey on cloud service evaluation from a systematic perspective, including reviews of both measure-based and analytical modeling-based approaches | General ideas of cloud service mechanisms along with architecture are missing. |
| [24]          | Regulatory, standardization of 5G technologies | A survey of technologies incorporated in the core RAN and 5G network, aiming to increase system bandwidth, spectral efficiency, and RAN flexibility | Mobile network development with industrial demands lacks detailed elaboration. |
| [25]          | Edge computing designed for IoT security | A survey on edge computing-based IoT security issues, including security solution, architecture, and privacy-preserving design, with outlines of several challenges in field | The paper only focuses on IoT security aspects in mobile edge computing. |
| Our work      | Mobile edge caching, QoS, and QoE | An extensive survey on mobile edge caching schemes and developments, particularly (i) We manage to bring a comprehensive coverage on recent advances made both in mobile edge caching and QoS metrics, with detailed elaboration of MEC and edge caching architecture (ii) We extensively discussed the four stages of edge caching with top-down schemes of caching algorithms (iii) Insights into the integration of modern techniques and caching schemes are provided with light shed on research challenges and directions | Specific and concentrated reviews on key enabling technologies may not be covered and elaborated thoroughly. |
which means caching strategies will make a difference in bettering efficiency and lowering energy waste.

2.1.1. Efficiency-Based Improvement. ICN focuses on identifiable information rather than a stable connectivity under traditional network architecture where hosts are in the center. In-network caching can help alleviate network traffic and is thus regarded as an appealing feature of ICN. Reference [28] brought us a comprehensive survey reviewing recently proposed mechanisms under ICN. Through extensive experiments and simulations, authors found out that reducing redundant contents is more effective and cost-friendly. ICN caching is still in its development phase, and many theories need to be validated as well. The authors in work [29] carefully studied the ICN architecture, with new features it brought with. Caching performance is subjected to many other properties, like cache size, caching policies, and fluctuating popularity of cached contents.

Mobile edge caching has improved systematic efficiency and can deal with tasks more efficiently than before, as we can see in study [30]. Caching action takes place at almost every location across the network architecture, from user equipment (UE) to base stations (BSs). Even edge replays are now empowered and can do some basic computation. Different caching schemes have susceptibility in almost every use case scenario. We also have different standards and criteria to meet in different cases. What is more, four processes of caching have shed some new light on our recent works and will serve as our main focus in our future research. Reference [31] first discussed some technical misconceptions of wireless caching. For instance, models which are aimed at uncovering popularity hit ratio should not focus on static ones because it fails to track variations and fluctuations. Others like wired networks and wireless ones should not be the same thing, or security issues are critical to the overall performance. Many aspects have been covered, and some promising research directions have been elaborated.

In pursuit of general MEC performance, literature [32] proposed a novel cooperation approach of computation and communication, with nearby helper nodes sharing resources actively. Based on joint optimization techniques, the authors brought one effective algorithm to map the optimal solution in partial offloading case. Numerical results elaborated the merit of the proposed cooperation scheme. Basic setup with single user and one helper can be extended to the overall performance. Many aspects have been covered, and some promising research directions have been elaborated.

In [34], it serves as one of the key enablers which are aimed at the future against backhaul congestion. To validate the effectiveness it promised, authors first proposed a caching mechanism with content popularity and correlations considered. Then,
they carried on showing reduced traffic demands with the aid of proactive networking and caching schemes. To be specific, work [35] presented PopCaching, which learns the popularity of the contents to be cached and makes decisions according to it. In their models, PopCaching smashes existing algorithms by 40% in cache hit rate, with low complexity for machines to learn. In [36], effective scheduling mechanism of resources in MEC server and BSs is discussed. They formulated the problem as a Stackelberg game. The game works as the MEC server collecting the tax while BSs compete for higher revenue and efficiency running on resources like cache size and computing power. The main purpose is to improve the QoE of end users. They proved that even a problem as difficult as a Stackelberg game can be solved with backward induction. Their proposed scheme has been validated by various simulations. What is more, in [37], the authors also developed a game-based theory for video sharing APPs. Edge cache in this paper has against limited resources and differentiated QoE demands. Results are quite appealing with an optimized tradeoff like in [38].

Previous works always tend to separate MEC and D2D for different purposes, where MEC was claimed to resolve traffic offloading and D2D was deployed to engage in short range information transmission [39]. In [40], researchers came up with a novel idea of modeling behaviors of the requests and analyzing the popularity of contents with different techniques. Besides MDP and Zipf distribution, reinforcement learning- (RL-) based algorithms are also deployed to precache popular segments of files through learning, and some systematic adaptations were made to minimize the energy cost. Algorithms grow and evolve everyday like human beings, and their complexity grows exponentially. To conserve energy, we ought to reduce the complexity of algorithms while maintaining their performance in future works. The ideas of [41] are very much the same, but Zhang and Wang further updated D2D caching with centralized and decentralized combined. Their simulations validated that collaborative D2D caching schemes outperform others.

2.1.2. Popularity-Based Prediction. Content popularity has been addressed in studies, and there remain some problems. Caching subjects are chosen mainly according to content hit probity. In [42], they proposed a hybrid caching policy where popular contents and nonpopular contents are stored in different locations. Like the router finding the best path to the destination of its request, this probabilistic caching strategy has been proven to greatly improve overall system performance. There is also a sign of bigger backhaul capacity. Popular contents are reused in an anachronous way by many users according to work [43]. In this article, erroneous information may hamper the overall performance eventually, so some actions need to be taken to realize the full potential of edge caching. After determining the popular content, we also need to retrieve them. Deng et al. designed an algorithm in [44] to bring out the nearoptimal performance of allocating requests, with appealing experimental results.

Users’ preferences are a result of big data mining and are usually kept from us before first appearance. How to cope with the dynamic nature of both users’ preferences and network status becomes another priority. With the aid of online Bayesian learning, literature [45] showed us the true value of dynamic clustering policy. This policy has been validated with increased cache hit ratio along with faster convergence. Likewise, a self-learning cooperative edge caching scheme is proposed in [46], which focuses on different social characteristics among vehicles. To achieve maximized content dispatching efficiency, they will need to deploy diverse edge services.

To model content request and predict content popularity more efficiently, Mehrizi et al. in [47] came up with a model with great flexibility and adaptability. They captured the similarity between contents concerning network features via a multilevel probabilistic model. They also utilized Bayesian learning to obtain model properties with small numbers of requests. Similarly, in [48], Chen and his colleagues summarize recent works on AI and MEC combined. Afterwards, they deployed AI techniques in a case study and achieved appealing results. Their proposed edge service would prefetch 14 videos to obtain an overall rate of 90% hit ratio.

Mobility issues, which is entwined with content popularity and user preference, are the most complex and unpredictable among all of them all [49]. Even with the aid of modern computing techniques, predicting ones’ behavior is not that easy. Take a city center for example, where so many people move in so many different directions every day. With such huge traffic, we are unable to make predictions and thus, we may end up with low prediction accuracy. This is not beneficial to the performance gain of edge caching and may incur some extra cost, such as the energy wasted in addressing backhaul traffic and deployments of more cells resulting from ineffective content placement. In [50], their team proposed a novel proactive strategy with mobility considered against ultradense network conditions. The probability of ongoing downloading is analyzed to provide information of maximize capacity effectively. Their simulations are positive with a significantly lower delay of transmission and a higher hit ratio. Caching strategies must take every possible factor into account in order to work under any circumstance.

In [51], though, they proposed a comprehensive review of the prediction results from the prediction model as well as the predictability of cells. The common ground is that, for cells with low predictability, caching the most popular contents is our priority, whereas cells with higher prediction accuracy, our priority is to cache files abide by the results from our model. They suggested that we should implement different schemes when facing different network scales and complexity. Previous studies fail to consider other involved subjects and cannot be implemented to other complex situations where popularity of contents is unpredictable.

2.1.3. Resource Allocation Advances. Under real-life QoS constraints, study [52] came up with two low-complexity time allocation algorithms which enable energy-efficient
offloading and resource allocation under a multiuser MEC context. Simulation results validated the effectiveness of the WPT-MEC system, outperforming these systems without cooperation.

Then, to do something with various hardware limitations of users’ devices, in [53] there is a concept of MEC meant to enhance device performance. And that means every available resource will be utilized without excessive infrastructure investments. Nevertheless, device-enhanced MEC will provide an improved and more steady QoE. Especially in dense networks, numerous end devices have their neighboring devices where D2D communication pervades. But as a nascent research area, there is still much work for us to take a closer look at and some might require thorough investigations.

Power consumption is another issue we must deal with. Article [54] first made an investigation of the changing nature of service behaviors in edge caching; then, a centralized model was formulated to maximize content caching efficiency while bringing down power consumption. Results show that Fang and his team can maintain service performance with a relatively lower network power consumption compared with existing solutions.

Storage is also of great significance when deploying various caching algorithms and schemes. In [38], Xie and Chen applied time-domain buffer sharing to improve storage efficiency. They scrutinized the tradeoff between storage cost and communication gain by comparing maximum caching time period. The algorithm tailored for this situation has converged with another one dealing with different users’ demand preference. To achieve an ideal result, a two-layer searching algorithm was presented in their paper with simulation results validating its potential. In the best case, we can trust our system with intelligence for not only searching content items worthy of transmission back to the core network, but also echo times the transmission will take in the buffer of BS.

Intelligent connected vehicles are claimed to be the next gold mine waiting to be exploited. These vehicles might be of great help serving as relay nodes for data transmission. In [55], Deng and Xia first looked at the effects of outdated information on the Internet of Vehicles, and then they analyzed several parameters followed by some simulations. The results of these tests validated their theory of positive correlation between system performance and large number of cache relays. For future works, they will consider new materials and new techniques to enhance performance in networks. Reference [56] brought us not only a concise review of D2D-assisted caching performance, but also a detailed comparison of tradeoff between different schemes. And the conclusion of the paper is appealing that the D2D network has competitive performance with cheaper untapped and developing resources compared with our current one under service.

2.2. Quality of Service with Quality of Experience. Literally speaking, experience is more from a user’s perspective with emotions and prejudices. Defined by ITU-T SG12 (2007), QoE means “the overall acceptability of an application or service, as perceived by the end user,” while service’s quality is more solid, which does not care whether the users feel content or irritated. And there has been some literature addressing the correlation between QoS and QoE. We must point out that QoS is only a part of the picture, and there are more properties emerging to define the whole network system with a surge of studies addressing various problems with the hope of improving QoE from users’ perspective. Several factors are impacting the overall QoE and themselves as well. Studies have exploited some parts of these factors, and we managed to categorize them as follows. Table 4 shows us the QoE influencing factors, and to be specific, technical factors are these influencing QoS. Nontechnical parts are more subjective and are varying from time to time. These subjective factors are now the crux of the whole network system that requires more attention.

In [57], the authors compared and categorized some of these factors shown above. QoS was divided into four parts as we discussed before. Routing, traffic shaping, resource scheduling, and traffic control each plays a vital part in the whole network system. Quality of Service was divided into objective quantification and subjective quantification. QoS is more fixed on the network, the process of transmission, while QoE attached greater importance to the end terminal, our users. One more difference is whether the measurement is subjective or objective. In [58], the authors held the view that QoS and QoE are interdependent to each other. And the comparison between two groups validated the point. QoE and user’s perception change simultaneously with parameters of QoS fluctuating. The authors also pointed out the future direction, like focusing one key variable at a time.

2.2.1. Content Delivery Improvement. Video is the dominant king in mobile traffic with live streaming and vlogs growing in popularity across the globe. Video-based services and their considerable revenues have forced the service providers to upgrade their services with higher quality. The authors from literature [59] did a great job by reviewing the evolution of quality assessment methods. Subject tests and objective tests each have their own flaws and are hungry for an update. Thanks to our big data analysis, new models with new metrics can be applied to a larger-scale system. Current infrastructure like MEC storage and edge BSs comes at a great cost and cannot provide enough resources and optimal QoE because of ineffective resource management. The whole system needs an update. In [60], Kim and his team managed to improve the cache hit ratio about 12% with backhaul bytes ratio down about 12%. Average delay was also hope-fully reduced by 14%. The STV request model with DASH streaming combined has proven capable of satisfying users’ QoE and bringing down backhaul traffic.

In a multimedia multiservice scenario, as considered in literature [61], QoS fluctuations are investigated through diverse characteristics, along with a QoS evaluation model designed to maximize QoS. Authors applied Deep-Q-Network technique to achieve flexible resource allocation, followed by validation of QoS-aware resource allocation effectiveness. Better performance in resource allocation was achieved compared to other algorithms.
With the aim of handling real-time (RT) traffic more efficiently, authors in study [62] proposed an approach to classify user traffic into four different classes: conversation and streaming in RT traffic, along with interactive and background communication in NRT traffic. With MEC servers buffering each traffic class individually, RT traffic is prioritized with more resources than NRT, which in turn improves general QoS metrics, with reduced jitters, delays, and higher throughputs.

Literature [63] employs an emerging model of Cognitive Agent (CA) and utilizes LSTM to make prediction of terminal behaviors and requests, in order to better collaborate resources among devices. Performance was evaluated through hit rate and task execution delay, which showed better QoS and QoE, respectively.

### 2.2.2. Caching Mechanism Improvement

Authors in literature [64] reshaped current recommendation systems, utilized them to nudge content demands, and optimized user-centric experience and network-side performance. To achieve these objectives, they formulated a joint optimization problem of decision-making and achieved possibly highest cache hit ratio with an enhanced QoE for end users.

In article [65], the authors managed to integrate SDN (software-defined network) with a new vehicle edge computing framework, providing different QoS accordingly. The interaction between vehicle and the edge server is designed as an incentive mechanism based on Stackelberg game modeling, with a corresponding optimization algorithm proposed. Experimental results have validated the effectiveness of their proposed scheme, with a promising 76% reduction of delay compared with conventional edge computing scheme.

A three-tier architecture with users, edge servers, and remote cloud servers is proposed in study [66], with the capability to adjust caching decisions in line with popular patterns of time and space services. System delay and lower energy consumption are achieved in simulations.

Authors in literature [67] deployed three hierarchical caching schemes to meet different motivations. The random hierarchical caching mechanism is aimed at maximizing average caching capacity, and the proactive caching mechanism achieves overall higher cache hitting rate with the game-theory-based caching mechanism minimizing general caching expenses and aggregating available capacities of all three caching tiers.

In the case of cost-service caching without resource sharing, literature [68] proposed a randomized rounding algorithm with the analysis of approximation ratio. Game-theory mechanism to address cost and delay-sensitive service caching was also proposed and validated the idea that cost reduction is achievable through collaboration with others.

### 2.3. Lessons Learned

In summary, recent years have witnessed numerous bright ideas on improving QoS with much assiduous work done. There are many fruitful results, and the literature mentioned above are just the tip of the iceberg. As can be seen from Figure 3, we are about to experience a great leap in edge caching with QoS techniques. The reason for QoS being off track is for the concept of decentralization. Machines do their jobs these days while people are at the end of the line in this whole operation. We used to centralize powers to make our computation tasks easier to resolve, but new techniques have changed that obsolete notion with everything being mobile nowadays, with scattered computation capabilities.

### 3. Overview of Mobile Edge Caching

When it comes to mobile edge caching, we can hardly ignore the fact that demands coming from our users keep rising, thus making our traffic overloaded. Therefore, it is an arduous task to schedule and manipulate these overloaded networks. What is more, many emerging applications need to feed on services with higher reliability and stability (i.e., higher data rate, lower latency goes with better QoE). Clearly, we expect our current network architecture to keep in line with the time and thrive in the future. After all, many protocols were put forward several decades ago. In this section, we will elaborate how MEC (mobile edge computing) facilitates the development of mobile edge caching. You will also see the review of the benefits of MEC and mobile edge caching to make way for improvements of each related factor.

#### 3.1. Mobile Edge Computing

To cut latency and response time of provided service, mobile edge computing lifted our experience by computing in a closer range of our end devices. Literally speaking, edge computing involves algorithms that utilize the margin area which is in proximity to the clients. Unlike cloud computing which employs centralized big data processing, edge computing equals decentralization. Cloud computing has many advantages, such as powerful computing capability with huge storage capacity. Yet people cannot endure the long latency it brought with any longer [69]. Figure 4 shows us the role fog was supposed to play in our system, but edge nodes are taking its place. Fog computing is now like the bridge, a smooth transition.
that connects cloud and edge, and fog solutions usually come with an extra price of infrastructure deployment [70]. So here comes the MEC.

MEC takes one step further, by possessing several unique advantages against cloud computing. First, thanks to the focus on real-time, short-cycle data analysis, MEC enjoys lower latency. Second, adjacent to the end user means higher efficiency while filtering and analyzing data at the edge nodes [71]. And a lower data response time is achieved through data processing via edge nodes by cloud transmission. Third, since more and more computing tasks have been offloaded to the cloud server, we can cut the cost down to 60% compared to cloud computing alone [72]. Since devices are free from depleting their precious computing resources, it runs on lower energy, according to Kiani and Ansari [73]. Fourth, better services are available for end users since they are closer to our caching edge. Our service providers can now come up with numerous personalized services to offer [74].

European 50 PPP (50 Infrastructure Public Private Partnership) has recognized these unparalleled advantages of MEC as one of the most principal technologies designed for 5G [30]. The whole system of MEC can merge in the existing network system reconfigured for future 5G (which is specified in work [4]) simply by upgrading network functions via software means.

3.2. Mobile Edge Caching. We see the Internet growing at a speed far outpacing our relevant techniques; something must be done to curb its aggressive invasion. Caching techniques which store contents (such as popular videos and inviting webpages) at several storage locations not far from the mobile network edges (base stations or user equipment) for future usage have the potential to reduce backhaul traffic and better QoE of users [75].

Mobile edge caching is envisioned as one of the most promising technologies owing to its efficiency to reduce traffic congestion. According to Wikipedia, caching is defined as the process of storing data in a defined cache. Edge caching is a significant use case of MEC where future requests for that data can be transmitted to requested users smoother and faster. According to a study published in 2018 [76], mobile edge caching is likely to reduce backhaul capacity requirement by at least one-third via working out the similarity between requested contents or segments of popular contents. In our traditional network architecture, mobile users send requests for specific contents to a centralized Internet content server that was usually heavily occupied and even too far away from us.

When retrieving the same popular content from remote servers, users’ devices have to make repeated requests which can lead to traffic congestion. Well, with over 3.3 billion mobile users in 2018, we see mobile edge caching as our next big thing. In a typical mobile edge caching model, content requests issued by users’ devices are first received by one of the numerous edge nodes around the user. And the domain name system or namely DNS reroutes the request to the nearest and possibly fastest cache. Problem was solved. Moreover, thanks to the lowering cost of storage, it is a much more cost-effective way to deploy cache at the edge.

There are several merits coming along with mobile edge caching. First, it enables the reduction of latency when retrieving the users’ requested contents. Second, it helps to reduce backhaul links, with significantly lower backhaul traffic. Third, as a promising use case of MEC, mobile edge caching possesses some of MEC’s advantages, such as lower energy consumption in consort with reduction of cost [77]. Fourth, mobile edge computing can also make use of the data collected by the edge servers, and by analyzing it, improved computing efficiency is expected.

3.3. Lessons Learned. What we can learn from above are plenty of reasons for us to embrace MEC and edge caching. Fog computing was also trendy around 2017 and 2018, but it has some fatal drawbacks and fails to live up to our expectations. Likewise, MEC and edge caching also have their own flaws and need to be fixed with different mechanisms. There is a more specific summary focusing on MEC and its collaboration with many applications in literature [13], while our work puts emphasis on edge caching instead. Mobile edge caching is only one piece of the puzzle but also has a great impact on QoE, and we will then take a closer look at it.
4. Issues concerning Edge Caching

Edge caching is deemed as a mainstay in future communication network systems across the industry. To fully realize the potential of mobile edge caching, the following key issues should be studied thoroughly: what content to cache involves the popularity of requested content and awareness of its patterns, where to cache refers to the very location that caching takes place, and how to cache has something to do with deploying caching schemes. And cache performance deals with caching mechanisms and algorithms [78]. The performance of mobile devices is often impoverished due to the limitation of computation, storage capacity, poor battery life, and other constraints.

To better address these restrictions, one creative solution we mentioned before is offloading some computation tasks to the cloud [79]. Storing the requested contents in advance will help shorten the response delay of a user’s specific request, which means lower latency and in turn brings better QoE and alleviated backhaul pressure [80]. But researchers have taken different approaches to handle it. In this section, we will introduce some advances made by researchers and investigate the mechanisms that provide caching at the mobile edge with more productivity.

Table 5 summarized related studies focusing on different working areas of caching schemes, and there has been more work focusing on cooperative policies with novel applications of machine learning and deep learning techniques as discussed in Section 2.

4.1. The Caching Process. The caching techniques in cellular networks are merely in its infancy while we have done enough academic research and algorithms design. We all know that edge caching has two expectations; one is to improve users’ QoE from their perspective, and another is to make resource scheduling and management more efficient to alleviate traffic congestion from the network’s perspective [6]. And saving some energy and cost would also be nice. Unfortunately for us, it is quite difficult to grab all the advantages above, and that is our ultimate goal [81].

We will then open doors for the discussion of the caching process, including the four main stages and other key issues related to the actual performance.

4.1.1. Content Request Analysis. The first phase of caching is called content request analysis. Technically, contents to be cached are mainly files and videos. Files are most likely to be time-tolerant while there are some exceptions. However, when it comes to videos, online streaming and real-time videos are usually time-sensitive. What is more, the IoT data tend to have a shorter lifetime but their devices tend to run on lower batteries for recurring activation. Of course, merely IoT data alone cannot be convincing enough to manifest the real ambient environment standing. Hence, the freshness of the IoT data should also be included when deploying caching strategies.

When it comes to assessing the content placement problem, the content popularity becomes a requisite factor which reflects the probabilities of users requesting certain types of contents directly [82]. To categorize the content popularity more effectively, Zipf distribution is widely adopted [83]. Yet Zipf may not be as accurate as it was supposed to be when facing different types of files to cache, such as IoT data other than videos [84, 85]. Machine learning and deep learning could be applied to make a difference to measure the content popularity more efficiently; they will be helpful in some regression and classification models. Data mining and big data analysis may be employed to train the algorithms to be a better observant of users’ history requests [86].

Popular contents grow and change nowadays in a second, and their properties and parameters change accordingly, the content popularity and user mobility likewise. Caching techniques have to adjust and adapt to the fluctuating nature of contents [87]. Coding and multicast are of great importance for obtaining useful information from caching. There is a case where requests and users are in the overlapping coverage of several BSs. What if every request is sent to one of the most preferred destinations? That will bring about a significantly deteriorated QoE and huge waste of computing resources [88]. However, for a small number of users in the network coverage, content placement methods may not be as effective as we can see among a larger group. That is because content popularity is a probability and does not necessarily work on one specific group of people [89]. We have to focus on other characteristics like the history of user’s preference and mobility patterns.

User mobility pattern has huge impacts on the strategies of content placement as well [90]. Mobile networks develop at an unprecedented speed; the latency we aim to eradicate is a problem created by us when designing different or even complex topology of the network. All the complexity, inconvenience is attributed to the constantly changing nature of users' mobility [91]. Most studies see the Markov chain as the characteristic of the user mobility patterns for that the position in the near future is correlated and mostly influenced by current position [87]. Our patterns show our interests, hobbies, personality, and even social connection. So, users with more mobility patterns alike tend to share similar social relationships.

Hopefully, in [92], two effective self-adapting algorithms were proposed. Two constraints like traffic congestion and radio frequency have to be met in response to users’ demands.

4.1.2. Content Exploration. To determine whether the requested content has been cached at one of the nearest edge storage, we must search the entire network to find out. Like routing in a conventional network architecture, we must design a technique to search for contents stored at every possible cache storage and find the way to cache at little cost [93]. That is defined as the content query problem. Like routing techniques, it first sends queries to neighboring UEs, then searches for BSs, and finally walks across the entire coverage of the remote network. Then, in the worst case, these requested but uncached contents will be fetched from central servers through links with finite capacity. There
is a slight difference from routing in that the caching scheme favors these caches that have served requests beforehand; in another word, it prefers acquaintances.

4.1.3. Content Delivery. Moving forward, requested contents are delivered to end users via edge nodes or from upper level service providers. In the third phase of caching, we deal with the transmission back home [94]. The terminal stop of our transmission and band frequency are among the most principal issues [95]. Parameters including consumption of resources like power, channel allocation, and other required transmission properties of the edge caching system should also be elaborated.

4.1.4. Content Update. Some outdated contents with nearly zero popularity are meant to be discarded to make room for new contents to fill in. If a system dwells on the past, we are about to experience downgraded experience from the user and less efficient system, then. Hence, timely content updates at certain intervals are of great significance.

To summarize points above, it is neither possible nor necessary to cache all contents in servers both at the edge or in the center of the mobile network. There are so many issues involved, and negligence of one small interruption may deteriorate the whole QoE. More work should be done addressing the synergy of all small issues and conducted more compatibly with our reality.

4.2. The Caching Schemes. Caching techniques storing popular contents at edge storage nodes which are in close proximity to the mobile network edge have been proven to possess the potential to alleviate backhaul traffic significantly [96]. To our knowledge, the transmission of duplicated popular contents to various users leads to backhaul traffic in huge volume [97]. Contents are created with default popularity, but when they are uploaded on the Internet, most of the popularity begin to fluctuate. Popular contents attract a great deal of attention and are requested by a large number of different end users in different time periods. So, the network plays a dominant role by sending the same content to requested devices. Hence, the backhaul links bear too much duplicated data and that results in a significant backhaul traffic [42]. However, when we adopt the concept of “decentralization” and start to cache popular contents in the base station effectively, there is a small chance that some memory is left to store the precached popular data. Then, things will be a lot easier for backhaul links to send something popular to the BSs once, which can also be helpful in reducing a great amount of duplicated data and improving efficiency of both Internet and the energy consumed.

Some temporal but regular characteristics should also be taken into account like different time periods in our daily life as different user case applications, to refine the user behavior prediction. What is more, a system model for joint prediction of movements and behaviors combined should be proposed to make it more flexible in our daily deployment.

5. Factors Influencing QoE

QoE (Quality of Experience) can be understood as user’s experience and perception, that is, measuring the quality of the network from the perspective of the user. When referring to QoE, we can hardly neglect QoS, which can be considered as a more objective version of QoE. ITU-T Rec E.800 originally defined QoS as “the comprehensive effect of service performance that determines user satisfaction [98, 99].” Specifically, QoS is narrowly understood as the KPI (Key Performance Index) of the underlying packet data transmission. These parameters include network delay, jitter, bandwidth, and bit errors. From the perspective of network equipment, it is easy to monitor and statisticize, and KPI reflects the performance of the equipment objectively [57].

However, only with these key parameters of KPI are not enough to reflect current network quality. The main idea of using it is to measure the user’s feelings from the network’s perspective. When using the KPI indicator system to
measure network quality, it is often the case that the KPI indicators of the entire network equipment are perfect while complaints from users are spiking. In order to further improve service quality of the network, KQI (Key Quality Index) is introduced to evaluate system of network service quality, which mainly focuses on service quality parameters that are more relevant to the user experience regarding different services. The essence of KQI is the end-to-end service quality of some key services, such as the smoothness of the playback, sharpness of the video, and synchronization of audio and video in video delivery.

KQI has improved the quality of key business services to a certain extent, but customers are also becoming more demanding. Factors affecting user satisfaction include a variety of content. In addition to the quality of the network, the speed of terminal opening pages, video continuity, personal sentiments, and feelings of fatigue also affects customer's satisfaction. We can see from the Table 6 that each of the proposed aspects has its own concern but together, they reflect the general experience of current network.

In this section, we will categorize some of the factors influencing overall QoE with the four metrics we mentioned above.

5.1. KQI and KPI Factors. KPI, as a direct agent influencing KQI, is a complex and opaque mathematical combination of various parameters named as performance counters.

5.1.1. Caching Subjects. Concerning the subjects we are caching, common content types include multimedia files (mostly videos and files) and data from IoT, which tends to have shorter lifetime and more dimensions [78]. Un-1045 popular contents, however, have a negative impact on the utilization of caching and may introduce duplicated traffic while most of the end users request the same popular content. Without the knowledge of the popularity of the requested content, no decision can be made [112]. What is more, in order to maximize the hit probability, user preference should also be taken into consideration to make optimal decisions. The hit probability of cache refers to the ratio of the number of cached files requested by the end users divided by the total number of files stored in the caches. And we may be able to see the increased hit rate by incorporating more parameters and dimensions into the current model. Instead of applying traditional caching schemes, it is a must to analyze the reputation of requested content, such as the concepts of the least recently used (LRU), least frequently used (LFU), and first in first out (FIFO) in our conventional network system [113].

Users’ own behaviors like moving patterns in the parameter with their taste change from time to time, and that makes the current caching techniques not as effective as claimed or even obsolete. However, the patterns of content requests we gain by analyzing statistics should take both the mass and the individual into account while addressing the content placement problem [100].

5.1.2. Content Popularity. The contents with popularity above average in the network are not fixed and their patterns are always kept from us. They are also highly correlated to the user behavior pattern but has its own traits. But we would like to point out that the preferences for popularity and prediction results are to be adaptive and flexible. And future models with optimization should be built based on it [114].

5.2. QoS and QoE-Related Factors

5.2.1. Various Device Limitations. The conventional network system needs upgrades and evolution, so do our own devices, which also have some flaws and need to be dealt with [115]. We pick up our cell phones quite frequently nowadays and hardware limitations such as poor battery life have forced us to depend on our software by optimizing our resource allocation. There is a solution to cut the cost. Our devices will not need to wait for data coming from a long way from central data centers; base stations (BSs) will serve as a middleman. Caching at BSs will greatly alleviate the backhaul traffic and thus reduce the consumption of resources like energy [116].

BSs have the potential to compute and analyze, so we can take advantage of that and let the BSs make some predictions of popular contents beforehand on their own. After that, they might be able to serve end users without the need of backhaul links and thus improving the QoS [117]. This is of great significance during peak hours. Another thing about BS caching is that the coverage is sometimes far too small to provide services to potential customers [118]. Adding the interference and fluctuating status of wireless connection, we have to think otherwise like implementing more BSs in other forms, like MBs, SBS, PBs, and FBs [119].

In short, devices we are holding or some serving us from far away have a significant impact on our end experience, and they are also desperate for an upgrade.

5.2.2. User Behavior Including Mobility Issues. Due to the smaller caching capacity mobile end users are bestowed with, accumulated with other annoying issues such as the mobility problem and different topology of networks with differences from others, we are gradually becoming user-centric [120]. We have hardly acquired the knowledge of human behavior prediction, let alone applying it to our algorithms. But here in [121], users’ heterogeneous preferences

| Table 6: Four key aspects of the whole network architecture. |
|-------------------------------------------------------------|
| QoE | Improve application delivery quality and bandwidth utilization value | Traffic limitation, bandwidth reservation |
| QoS | Reduce customer complaints and increase customer satisfaction | Quality perception and customer service support |
| KQI | Optimize network applications and improve business quality | Traffic sharing and application diversion |
| KPI | Reduce network risk and improve network reliability | Bypass monitoring, link backup |
make it more difficult to cache some useful contents beforehand. After some bad experience of the network which keeps them waiting, some users may change to another channel or even abort all their requests immediately.

5.3. Correlation of QoS and QoE. KPI, as a direct agent influencing KQI, is a complex and opaque mathematical combination of various elements named as performance counters. In work [122], the authors first studied the relationship between KQI and KPI in video streaming services with VoLTE afterwards. They furthered their work with focus on the mathematical interdependence between QoS and QoE. Equation (1) can be expressed as follows with KPIs being QoS$i$:

$$\text{QoE} = f(\text{QoS}_1, \text{QoS}_2, \ldots, \text{QoS}_n).$$

We can see from here that the QoE output has numerous KPI factors involved, considering various use case scenarios. And later, the authors specified that for video streaming service only, works can be summarized into Equation (2).

$$\text{QoE} = e^{(\alpha_1\text{QoS}_1 + \alpha_2\text{QoS}_2)}.$$  (2)

In (2), the linear regression factors are represented as $i$, and as validated in previous work [123], QoS$_1$ refers to IP Packet Transfer Delay (IPTD), whereas QoS$_2$ refers to IP Packet Loss Ratio (IPLR).

In summary, the variants of user requirements keep changing and our future work will address them accordingly. In different use case scenarios, we will come up with relevant models and schemes against them as we do in edge caching.

6. Applications and Use Scenarios

Four different pieces of the puzzle have been mentioned in Section 5, and each of the novel applications we mentioned here focuses on one aspect of the whole network experience. Figure 5 depicts the key points of applications and relationships in between.

6.1. Video Streaming Optimization. As we can see, vlog and live video streaming are pervading people’s lives around the globe, with vloggers becoming another lucrative occupation. Their demands on higher resolution with frame rates and smoother experience have taken up most of the traffic on the Internet. Video transmission accounts for over three-thirds of the total mobile traffic, and that percent has a steady rising trend [124].

Literature [125, 126] give us some new insights into online video caching with limited future information and various constraints. Both works incorporated online algorithms for optimal decision-making. Wang et al. classified the video popularity problem into a many to many matching problems with functions like dynamic adaptation of video bitrate, while in [127], caching techniques yielded different parameters of video contents but with chunking and dimension as priority. And with elaboration of the great effect chunking can bring, layering became the second candidate to greatly reduce energy consumption against some minor defect in performance.

The deployment of edge caching mechanism avoids wasting network resources on redundant video streams [36]. The deployment of MEC servers at the edge node has been proven to possess more capability than these at the video source. Caching at the edge is expected to enable dynamic content delivery with gathered information of network status and users’ condition [128]. Since the content is placed in closer proximity to end users, we expect a more user-friendly QoE compared to the conventional architecture. And in the second example of study [8], authors proposed and utilized collaborative processing strategy, resulting in reduction of backhaul traffic load with lower occupied cache capacity.

Figure 6 below lies a conventional video delivering system on edge servers. Service providers rent edge cloud and cache videos on edge servers, while users obtain videos from nearby edge clouds when edge cloud precached the requested videos. When there are few requested videos or higher resolution videos cached on the edge server, users will choose to request them directly from the service provider.

6.2. Volcano Burst Resource System. People nowadays have powerful devices to play their favorite movies in 1080p (FHD) or even 2160p (QHD), and China has its own vision of deploying 8K VR live streaming during the Beijing Winter Olympic Games. A higher resolution makes people feel content but it makes our network system burdened with gigantic amounts of data. With analytic data provided by Tencent, we can see that people now expect online video to be played not only in 1080p but also with 60fps on average.

And when it comes to entertainment, people may not be satisfied with movies alone, and they want to play games with high-resolution screens to get an immersed experience. That means we must be well prepared when the night falls with peak hour coming, and we are talking about scheduling 10Tbps bandwidth. Of course, the peak of these large businesses will not be long, but we should get prepared. With the volcano system predicting current available bandwidth, we can have the capability to schedule resources up to 1Tbps against emergency. What is more, with the aid of deep involvement of MEC, users can be used to bring down 40% of the network delay without further refinement [129].

6.3. Dynamic Content Distribution with Data Analysis. Our 5G’s proposition includes bandwidth higher than before, but can we sense the difference when writing an E-mail or
just checking out New York Times for a piece of news? The answer is negative. Daily routines with minimum expenditure do not require a higher transmission speed or less latency. Some of them even share the same steps like loading a sign-in interface or verification of identity. But we have already paid the price, and our service provider will not change the speed to meet our requirements for us automatically. Applications with claimed cognitive assistance are deployed to augment our perception. Once we have closer and more stable access to our edge cloud server, we can make some of our latency sensitive applications possible by bringing down latency as much as possible. When the end user steps out the coverage of his original BS, he will be recognized by the system and handed to another BS with the optimal service. And the algorithm will not bother to look for another one for when the user has his history pattern analyzed [130].

6.4. Synergy with IoT Devices. Industrial applications have been craving for the universal usage of an upgraded version of network for a long time. Smart sensors make things even closer to our vision. Fog computing plays its part well in supporting the data transmission of IoT devices [131]. Sensors are merely in its development phase and cannot handle or store large volumes of data. So, we only need to take care of the rest, velocity and variety. Velocity involves issues of transmission as we discussed before. Variety needs to be recognized before data processing, and the characterization of big data is never easy. After caching techniques were introduced to IoT networks, works have proven that caching brings about significant reduction of energy consumption and bandwidth usage [132]. System delay can also be minimized after an energy efficient caching strategy is designed and presented in [133]. Mobile edge caching will keep inspiring the whole industry with various novel thinking springing and enabling new services provided by IoT devices.

One of the visions is to have every IoT device connected with each other in future network. With light-weighted wire-less terminals, we can have stable access to the cloud and edge services and enjoy these smart real-time services without worries of depleted computation capabilities [134]. And for obvious reasons, data centers offloaded on the cloud have higher latency and fail to live up to our expectation. With the aid of edge computing, we can resolve this smoothly [135].

6.5. Lessons Learned. Optimization of video streaming is meant for enhancing the QoS and improving efficiency of resource scheduling, by the means of setting limits on traffic and reserving bandwidth in advance. The volcano burst resource system is more capable of handling a sudden surge of huge traffic and will lower the risk of cashing the entire network thus bettering our KPI with a higher stability. Dynamic content distribution is aimed at improving KQI via traffic sharing and application dispatching. The QoE part has something to do with customer service support. Synergy with IoT devices is more of the icing on the cake which enables us to take one step closer to our future.

7. Challenges and Future Scopes

Above are recent development made possible by edge computing and caching. However, there are several ailments need to be looked at. We cannot take network resources as the same thing as we used to presume in the old conventional way which is specified in work [136]. Parameters including power allocation channel allocation and other required transmission property should also be taken care of. In this section, we will discuss some of the challenges we may face and shed some light on future research directions.

First, various mobile users tend to have different or even contrary social interests. And that makes it impossible for one single caching scheme to work on everyone. Even for one person, he or she may have different interests during different time periods. So, it is imperative for our algorithms to possess some kind of intelligence to know the exact time
spot to switch to other more compatible policies. Second, we all know the super low latency our 5G network has promised us, but different clients have different demands for latency or speed. They may not expect to feed on higher speed since current 4G services are already teemed with data and news more than their mind can digest. We are expected to lower the price of higher speed and bandwidth, but right now, we must separate clients via their demands. Besides that, users’ mobility awareness is another aspect that sometimes has a deadly impact on QoE. Users in this sector of the network are likely to be travelling around, and their requests are expected to be handed off to another cell frequently.

Figure 7 above illustrates the measurement of QoS and QoE. Data travel a long way from the source to the display for us to enjoy, with QoE being much more considerate than conventional QoS. The interconnectivity of 5G will also provide us a seamless and always-connected service.

7.1. Privacy and Cyber Security. Security issues have been a long-standing aliment among our system because wherever we go, they follow. Eradicating them is impossible but we can do something to calm the situation. Cyber security issues result from the abuse of the information of UEs, and that is almost inevitable after numerous data analyses [137]. Our conventional security solutions towards them fail to keep up with the pace and even backfire causing catastrophe. Security protocols now in service are based on full connectivity, which is harmful for mobile networks as too many links are intermittent as shown in literature [138]. So, we will have to redesign security protocols with some tailored improvements hopefully.

Privacy issues are catching its populace around the globe. User’s personal information is vulnerable against repeated D2D communication with each other [139, 140]. Our devices want to hide personal information or make them desensitized. Tech giants like Google and Facebook are abusing it without us notified, while prevailing exploitation of mobile data free from invasion of man’s privacy remains a challenge for digital tycoons [141]. Tradeoff between convenience and privacy is always an ongoing topic among all fields [142].

7.2. Fading and Interference. To the best of our knowledge, many published works neglect the impact brought by channel fading and other interference [143]. The high speed we enjoy nowadays makes network topology more dynamic and complex. That will possibly lead to a less stable channel with much more interference around. We may detect some false signal of rising cache hit probability for loss of energy efficiency. That is because in reality, the network is circumscribed by the interference and loss of path. As we discussed before, algorithms are meant to make decisions about whether or not to choose the optimal BS instead of a nearest one. A nearer BS may be teemed with requests and can be quite disturbing with interference of our best choice BS. Poorer QoE of our users forces us to take that into account [26]. Literature [144] shared the same concern especially when the requested services are executed entirely on the edge servers. How to get better tradeoff results when choosing the right spot remains a difficult issue. In [8], the researchers brought up a new approach to address the interference through coordination.

Their approach is quite appealing but also requires more work to resolve upper layer interference.

Caching process has four phases, and each phase may also be interfering with each other’s transmissions on the go. Conventional precaching has become obsolete for its inaccuracy of prediction of popular contents, which brings us back to the designing process. When we are able to make an accurate estimation of content popularity, we then may solve all these, and that still requires a huge amount of effort.

7.3. User Pattern Analysis with Prediction. Based on the analysis of user behavior patterns, parts of the highly popular contents have already been cached and are scattered across the user’s equipment so the system can take the joy of distribution. They put emphasis on mobility issues across the network architecture and lately managed to propose a novel vehicle-aided caching scheme to alleviate pressure coming from BSs in 5G networks. They have done an illustrative job and paved the way for other studies in this field.

Researchers in literature [104] underlined the significance of edge caching in improving the efficiency of content distribution. They put emphasis on mobility issues across the network architecture and lately managed to propose a novel vehicle-aided caching scheme to alleviate pressure coming from BSs in 5G networks. They have done an illustrative job and paved the way for other studies in this field.

There have also been some cases where big data analysis keeps making the wrong choices. For instance, old users sometimes get a higher price than those new users regarding
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the same purchasable item. How to make our model remain neutral when serving different types of users with different labels on them is still a challenging issue [146].

7.4. Energy Consumption Reduction in Reality. 5G BSs have significantly higher energy consumption with some performance enhancement compared to 4G, let alone a much larger fluctuation of mobile device users with higher demand for network traffic. A novel and collaborative sleep algorithm developed in [147] can bring down the energy consumption during low load periods. Network resources for computing, storage, and communication are finite on the edge nodes and central server as well. How to keep our network architecture making good use of resources efficiently during peak hours requires further studies. Proactive algorithms deployed in edge caching schemes can cut our energy consumption via a much more efficient caching method.

Battery capacity in mobile users’ devices gradually increases with a rising anxiety about battery life among people [148]. Data exchanges in a quicker but more costly way. The effectiveness of wireless transmission also needs another advance in bettering QoE among users. Literature [149] proposed an overview of five aspects in developing a sustainable green 5G network. Higher communication efficiency can be achieved through network traffic modeling and resource allocation, whereas content popularity and channel monitoring make our current 5G and beyond network more sustainable.

7.5. Lessons Learned. The integration of various content placement strategies has been proven by numerous works to alleviate the cost of download and backhaul by roughly one-third, compared to these uncooperative ones. Nevertheless, the computation complexity might be terrifying due to the tremendous amount of content and that is causing our network to be poisoned with redundant data, deteriorating its QoE.

Security issues and interference from others are detrimental to our KPIs, while user pattern analysis addresses both QoS and QoE issues. Some fundamental changes need to be made to exploit the utmost potential of our system. And we believe there still remains much work to do in this field.

8. Conclusion

Edge caching is no novel thing, and in general, the cache placement problem has been thoroughly studied by the research community. Many studies have deployed fancy schemes to simulate the whole caching process with enough attention attached to.

And we can see more and more emphasis on QoE, which is our next step forward towards modernization in the network system as people are more demanding and paying more attention to their own perception of provided service than before. QoE itself has been proven beneficial to mobile edge caching by numerous works. What is more, QoE also urges us to take a big step forward in caching techniques. Our new digital toys feeding on the network are draining our available resources, and relevant countermeasures must be upgraded and reinforced.

In our work, we have provided a comprehensive survey on mobile edge caching and QoE issues together. We began with an extensive introduction of network evolution and then the MEC and mobile edge caching. Related works and studies have been summarized, and we reviewed the history and development of caching schemes. QoE and QoS play as stalwarts in our work and were reviewed followed. We also outlined the merits brought by MEC and edge caching, followed with different issues concerning QoE in the process of edge caching. What is more, several novel applications which are aimed at further advancing our QoE have been introduced and elaborated in detail. The challenges of QoE have been outlined, and we close our paper with fields requiring further investigation.
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