A spatially and temporally localized sub-laser-cycle electron source
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We present an experimental and numerical study of electron emission from a sharp tungsten tip triggered by sub-8 femtosecond low power laser pulses. This process is non-linear in the laser electric field, and the non-linearity can be tuned via the DC voltage applied to the tip. Numerical simulations of this system show that electron emission takes place within less than one optical period of the exciting laser pulse, so that an 8 fsec 800 nm laser pulse is capable of producing a single electron pulse of less than 1 fsec duration. Furthermore, we find that the carrier-envelope phase dependence of the emission process is smaller than 0.1 % for an 8 fsec pulse but is steeply increasing with decreasing laser pulse duration.

PACS numbers: 78.47.+p, 42.79.Hp, 79.70.+q

Fast, laser driven electron sources are crucial as photo-electron injectors for accelerators and free electron lasers [1]. They have also enabled time-resolved imaging of fundamental processes in such diverse fields as solid state physics [2, 3], chemistry [4] and biology [5]. Due to the nature of the emission processes utilized so far, the electron pulses at best resemble the laser pulse envelope and are usually more than 100 fsec long. Ultrafast sub-laser-cycle (∼1 fsec) electron sources have recently been obtained in laser-ionization of gas phase atoms [6]. However, a spatially localized source with sub-laser-cycle resolution has been unknown so far. Here we demonstrate a spatially and temporally localized source of sub-1 fsec electron pulses. The electron pulses are generated by the carrier electric field of a three cycle laser pulse and are emitted from a sharp field emission tip to confine the source area down to nanometric dimensions. This electron source should find application in novel optical accelerators [7], in new interferometers and in all kinds of ultrafast electron microscopy [8].

Our system consists of a field emission tip onto which we focus sub-8 fs laser pulses with sufficiently large field strengths that optical field emission dominates the emission process. In previous work, we have studied laser induced field emission using longer (∼70 fs) laser pulses [9]. For such long pulses, the electrons are expected to be emitted over a time that is comparable to the length of the exciting laser pulse. However, for few cycle laser pulses, optical field emission can lead to electron emission in a time set by the laser period so that the emitted electron pulse is significantly shorter than the laser pulse itself. Optical field emission from solids is the direct analog to optical tunnel ionization in atoms [10], with the distinct advantage that the emitted electrons originate from an area determined by the tip dimension (on the order of nanometers) and not by the laser spot size (typically microns), and that the electron beam from a field emission tip is well collimated down to about 10°.

Considered from a different point of view, the electron emission processes described above can be used to probe the exciting laser electric field, in stark contrast to more conventional sensors that probe the laser intensity and average over at least one optical period in the laser field. This distinction becomes important for laser pulses shorter than three optical periods, and critical for pulses that are close to or in extreme cases even shorter than one optical period [11]. The value of the electric field is usually parameterized by the carrier-envelope phase angle, which describes the phase advance of the electric carrier field with respect to the pulse envelope [11]. In this work, we study optical field emission from a tungsten tip both from the perspective of generating ultrashort electron pulses and from the perspective of developing a simple carrier-envelope phase detector.

FIG. 1: (Color online). Sketch of the experimental setup. The laser beam traverses a dispersion balanced interferometer, whose output is focused onto the field emission tip.

In our setup a tungsten tip in (111) orientation with a radius of curvature of around 80 nm is mounted in an ultrahigh vacuum chamber (Fig. 1). A Kerr-lens mode-locked Ti:Sapphire laser generates laser pulses with a repetition rate of 150 MHz and an average output power of around 500 mW. We measure the pulse duration with a standard doubling crystal autocorrelator to be below but close to 8 fs. The laser beam traverses a dispersion balanced interferometer (Fig. 1), which allows the measurement of interferometric autocorrelation traces using the field emission tip as a non-linear element. The output beam from the interferometer is focused on the tip with a spherical gold mirror to a spot radius of ∼4 µm (1/e²). The tip is oriented perpendicular to the laser beam direction, and the polarization vector of the laser light is parallel to the tip shank. Emitted electrons are accel-
generated towards an imaging microchannel plate detector and the amplified current is measured. In addition to the laser electric field, it is possible to add a DC field to the tip by applying a voltage $U_{DC}$. For sharp tips, the electric field $F$ and the applied voltage $U$ are related by the equation $F = U/(kr)$, with the tip radius $r$ and the geometric factor $k \approx 5$ \cite{12}.

With an average laser power of $\sim 100$ mW, electric field strengths of around $0.75$ GV/m can be generated in the focal spot. Because the dimensions of the tip are smaller than the laser wavelength, AC field enhancement takes place. We expect an enhancement factor of around 4 so that the electric field at the tip can reach $3$ GV/m \cite{8,13}. In previous work, we have shown that at these field strengths optical field emission dominates electron emission \cite{9}.
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\caption{(Color online). Autocorrelation traces with tunable non-linearity. (a) autocorrelation traces for three different DC voltages but identical laser parameters. (b) peak-to-baseline ratio versus DC tip voltage (blue points: data). The solid blue line is the simulation result with no adjustable parameter, the dashed red line is a fit of the simple optical field emission model to the data. The numbers in circles correspond to the traces given in (a). Inset: Peak current and baseline current versus DC tip voltage.}
\end{figure}

Fig. 2(a) shows three interferometric autocorrelation traces (IATs) recorded in the electron current for three different DC electric fields but identical laser parameters. We observe that the emission current for two pulses that are separated by $\sim 100$ fs is additive. This rules out the possibility that the non-linearity in the emission process is due to thermionic emission. Thermionic emission scales exponentially with the deposited laser energy \cite{12} and has typical time scales of 100 fs to 1 ps \cite{12}. Adjusting the DC field causes the shape of the IAT's to change because the non-linearity of the emission process increases in a continuous manner as the DC field is reduced. To quantify this, we divide the peak emission current by the baseline current and plot this ratio versus the DC field [Fig. 2(b)]. For $F_{DC} = 0.53$ GV/m the peak-to-baseline ratio reaches 25, which should be compared with peak-to-baseline ratios of 8 and 32 for conventional second and third order processes.

The dashed curve shows a semi-quantitative model for the data based on optical field emission. In the optical field emission regime, the tunnel current at a given time can be viewed as that arising from DC tunnelling with the electric field given by the sum of the applied DC field and the instantaneous value of the laser field. The DC tunnelling is described by the Fowler-Nordheim equation \cite{12}, which relates the tunnel current $I$ to the applied electric field $F$:

$$I = AF^2 \exp \left( -\frac{B}{F} \right)$$

with $A$ and $B$ about constant. Due to the exponential non-linearity in this equation, the photo-current obtained at the maximum of the laser electric field ($F_{laser}$) makes the largest contribution to the total emission probability. This is given by

$$I_{Base} = 2A(F_{laser} + F_{DC})^2 \exp \left( -\frac{B}{F_{laser} + F_{DC}} \right)$$

(2)

for two non-overlapping laser pulses and

$$I_{Peak} = A(2F_{laser} + F_{DC})^2 \exp \left( -\frac{B}{2F_{laser} + F_{DC}} \right)$$

(3)

for two perfectly overlapping identical pulses. We fit the ratio of equation (3) and equation (2) to the data of Fig. 2 with $F_{laser}$ as free parameter. The model fits the data reasonably well and we obtain as best fit value $F_{laser} = (1.8 \pm 0.2)$ GV/m, which is consistent with the parameters of our system given the uncertainty in the size of the laser focus and field enhancement factor.

The Fowler-Nordheim theory used above describes field emission in steady state for a DC field. For time dependent processes, in particular for processes involving laser pulses with durations comparable to electronic time scales in metals, this model might prove to be insufficient. In order to include key dynamical effects, we have integrated the one-dimensional time-dependent Schrödinger equation. The potential is modelled as shown in Fig. 3, where the size of the box is chosen such that the ground state wavefunction matches the electronic Fermi energy in tungsten. This model reflects the fact that field emission from (111) planes should be dominated by emission from surface states \cite{17}. The effect of the laser field is to modulate the barrier so that the potential reads $V(z,t) = V_0 = -13.5$ eV inside the metal ($z \leq 0$) and $V(z,t) = -q^2/(16\pi\varepsilon_0 z) - qz[F_{DC} + F_0 \exp(-2\ln 2t^2/\tau^2) \cos(\omega t + \phi)]$ outside. Here, the first term is the image potential, $F_0$ is the peak of the laser electric field envelope, $F_{DC}$ is the applied DC field, $z$ is the spatial coordinate and $\phi$ the carrier-envelope phase angle. We find the initial ground state wave function (in absence of the tunnel barrier: $F_0 = F_{DC} = 0$) with the imaginary time method. The simulation records the probability flux at $z \approx 6$ nm outside of the metal for each time step. With this method, we calculate the probability current integrated over a single laser pulse as a function of pulse duration, pulse energy, DC tip voltage and carrier-envelope phase.
FIG. 3: (Color online). Model and electron pulse. Model potential used in the calculations, shown here with an applied electric field of $F = 4.4$ GV/m (solid black line). $E = 0$ is the vacuum energy. Initial potential and initial wavefunction are shown in light blue. The inset shows the electric field generated by a three cycle laser pulse ($F_{\text{laser}} \approx 2.7$ GV/m, $F_{\text{DC}} = 0.2$ GV/m, CE phase $\phi = \pi$, bottom) and the resulting probability flux (top). A single electron pulse with a width of 660 as (FWHM) is emitted. The measurement position was at $z = 2$ nm for this plot.

FIG. 4: (Color online). Modulation depth as a function of DC field and fluence for a 2 cycle laser pulse ($\tau = 5.3$ fs). The surface plot is on a log scale, whereas the contour plot is on a linear scale (colour bar applies to the latter). The two distinct valley structures might reflect dynamical resonance effects.

From tunnel current vs. fluence behavior we extract the non-linearity and calculate the expected peak to baseline ratio. The result is the solid blue line in Fig. 2, a theory curve with no adjustable parameters. Given that our model does not include any properties of the emitter material other than the work function, the agreement with the data is very good. From this and also from the agreement of the simple model described earlier we infer that it is optical field emission that dominates the emission process. The slight deviations in both models might be due to competing processes, owing to the fact that the Keldysh parameter in our experiment is of order 1.

In principle, optical field emission is extremely sensitive to the electric field of the laser pulse. Because of the exponential in equation (4), optical tunnel emission was the prominent process envisioned to enable a direct measurement of carrier-envelope effects [11]. Although nowadays several sensors for the CE phase of ultrashort laser pulses exist [13, 15, 19], none of these advances the quest to obtain direct CE phase locking of the laser. Miniaturized, a detector like the one used in this work could be used as such a system, with the observable being a modulation in the emission current depending on $\phi$. Fig. 4 shows the modulation depth [minimum current (as function of $\phi$) subtracted from maximum current divided by the sum] as a function of pulse energy and DC field for a two-cycle pulse. The largest modulation depth (21%) lies close to the origin and stays on that order of magnitude on a ridge that runs under a small angle to the fluence axis.

FIG. 5: (Color online). Modulation depth as a function of DC field and fluence for different pulse durations.

Fig. 5 displays the modulation depths for laser pulses with different pulse durations. 3D plots for each pulse duration show similar behaviors to the one shown in Fig. 4. We find that for a three cycle pulse the carrier-envelope phase modulates the emission current by no more than 0.1 %. In contrast, a time-independent Fowler-Nordheim calculation yields an almost one order of magnitude larger modulation depth. We have studied the problem experimentally by locking the carrier envelope frequency of our laser using an f-2f interferometer [20] and looking for a signal at the carrier envelope frequency in the emitted electron current. With this method, we find that the modulation depth is indeed smaller than $\sim 0.1$ % for a three cycle laser pulse and so confirm the results of the time-dependent calculation. The discrepancy between the time-dependent and the time-independent calculation presumably stems from the fact that the barrier modulation timescale is not much longer than the electronic timescales within the metal. We conclude that a field emitter based sensor is less suitable than initially expected [10]. However, based on the simulation results,
we believe that for pulses shorter than $\sim 2$ optical periods a field emitter based system will represent a good carrier envelope phase detector. Future work will seek to provide experimental confirmation.

In optical field emission, individual laser cycles are expected to be resolved. In fact, in the simulation we observe sub-laser-cycle electron pulses for a wide range of parameters (inset in Fig. 3). For our experimental conditions, this corresponds to electron emission times of around 660 as. Because CE phase stabilized lasers have been shown to possess a timing jitter of down to 40 as [21, 22], the timing jitter of the electron emission lies well in the attosecond domain. Evidently, a finite initial energy spread and Coulomb repulsion will lead to a loss of timing accuracy. Fast acceleration of the electrons to energies $\gtrsim 100$ keV, a limitation to one electron per pulse [2], and laser-induced dispersion control will mitigate these effects. An electron source with such a high time-resolution would be extremely desirable for future laser accelerators, in which the commonly used microwave acceleration field will be replaced by an optical frequency electric field [2], and photonic crystal waveguides will take the place of microwave cavities [23, 24]. Additionally, time-resolved imaging of biological, chemical and solid state processes with faster and brighter electron sources will push forward knowledge in each respective field [2, 3, 4].
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