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Abstract—Sleep disorder diagnosis relies on the analysis of polysomnography (PSG) records. As a preliminary step of this examination, sleep stages are systematically determined. In practice, sleep stage classification relies on the visual inspection of 30-second epochs of polysomnography signals. Numerous automatic approaches have been developed to replace this tedious and expensive task. Although these methods demonstrated better performance than human sleep experts on specific datasets, they remain largely unused in sleep clinics. The main reason is that each sleep clinic uses a specific PSG montage that most automatic approaches cannot handle out-of-the-box. Moreover, even when the PSG montage is compatible, publications have shown that automatic approaches perform poorly on unseen data with different demographics. To address these issues, we introduce RobustSleepNet, a deep learning model for automatic sleep stage classification able to handle arbitrary PSG montages. We trained and evaluated this model in a leave-one-out-dataset fashion on a large corpus of 8 heterogeneous sleep staging datasets to make it robust to demographic changes. When evaluated on an unseen dataset, RobustSleepNet reaches 97% of the F1 of a model explicitly trained on this dataset. Hence, RobustSleepNet unlocks the possibility to perform high-quality out-of-the-box automatic sleep staging with any clinical setup. We further show that finetuning RobustSleepNet, using a part of the unseen dataset, increases the F1 by 2% when compared to a model trained specifically for this dataset. Therefore, finetuning might be used to reach a state-of-the-art level of performance on a specific population.
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I. INTRODUCTION

During sleep, the body alternates through different physiological states called sleep stages. The AASM (American Academy of Sleep Medicine) guidelines define five different sleep stages: wake, NREM1, NREM2, NREM3 (or deep sleep), and REM (rapid eye movement) [1]. Sleep stage classification is a primary tool used systematically in the diagnosis of sleep disorders such as narcolepsy [2] or sleep apnea [3]. Sleep stages are determined with the use of a polysomnography (PSG) device. It can monitor several physiological signals throughout the night, but the ones typically recorded are brain activity (electroencephalography [EEG]), muscle activity (electromyography [EMG]), eye movements (electrooculography [EOG]), cardiac activity (electrocardiography [ECG]), and breathing. In a clinical setup, sleep stage classification is generally done manually by a trained sleep expert who visually analyses the recorded signals. The analysis is conducted on 30-seconds epochs, where each epoch is associated with one of the five sleep stages according to the standards defined by the AASM. The manual classification is quite expensive, as it takes up to an hour to score a whole recording (which is around 1000 epochs or 8-hours long). The sleep scoring guidelines do not fully reflect the variability of patterns that exist among subjects. As a consequence, different scorers can interpret the same epoch differently. An analysis of nights scored by more than 2,500 scorers shows an average inter-rater agreement of 82.6% across sleep stages [4], the inter-rater agreement strongly depends on the dataset demographics and on the sleep center where the study is recorded. As a rule of thumb, a dataset with older subjects or subjects with sleep disorders presents lower inter-rater agreements [5] than a dataset composed of healthy subjects [6].

The high cost and relatively important bias in manual sleep staging have raised an interest in developing automatic sleep staging systems. Recently, deep learning has successfully reached human-performances in automatic sleep staging, in a supervised learning context [7] [8] [5] [2] [9] [10]; despite this, automated sleep staging methods remain unused in most sleep clinics. We identified two important factors to explain why sleep clinics still rely on manual sleep staging. We will refer to these using the terms “input-shape incompatibility” and "accuracy-drop issue.”

The input-shape incompatibility issue is practical. Each sleep clinic has a specific PSG montage that can differ according to the device used, the particularity of the targeted population, or specific requirements from a study. Automatic approaches can handle only a specific input shape they are trained on a specific dataset with a specific montage a different PSG montage will likely generate an incompatible input shape and thus the impossibility to compute an output for the model.

Conversely, the accuracy-drop issue occurs when a PSG montage is compatible between two datasets. In that case, a model trained on the first dataset is able to compute an output on the second dataset but is likely to perform poorly. This drop in performance is thought to be due to a difference in demographic distribution between the two datasets; however, another causative factor might be channel mismatch. Indeed, the recorded signals are likely to differ (e.g., different EEG positioning, different sensor technology.) In [5], the cohen’s kappa ($\kappa$) of a model trained on healthy subjects drops from 84.6 to 45.7% when evaluated on subjects with sleep apnea; the drop was only 82.3 to 77.6 when the model was trained on people with apnea and evaluated on healthy subjects. Similarly, in [11], the balanced accuracy of a model trained on a dataset with older subjects drops by 10 points when evaluated on a dataset of young and healthy subjects. In [12]...
models trained on the EEG and EOG derivations of the MASS dataset [13] and evaluated on the Sleep-EDF datasets [14] experience macro-F1 drop of 11 points compared to their supervised learning counterpart. This drop is likely due to the EEG derivations being different in the two datasets; the drop increases to more than 20 points when the model is trained on EEG and evaluated on the EOG channels.

To our knowledge, the input-shape incompatibility has never been addressed in the literature; however, several approaches have been used to try to tackle the accuracy-drop issue. In [15] and [12], the models were pre-trained on the Montreal archive of sleep studies (MASS) dataset and finetuned on the Sleep-EDF dataset; finetuning increases the performance reached in a supervised learning setting by 3 to 5 points. Similarly, in [16], the model was pre-trained on MASS, finetuned on the first night from a subject from Sleep-EDF and evaluated on the second night; finetuning increased performances by 6 points, and the finetuned model was only one point below the supervised learning model. The authors used strong regularization to avoid overfitting. In [11], the authors aligned the observations from the source and target dataset to reduce the distribution shift between them. This method does not require labels from the target dataset, but the balanced accuracy is 10 points below the supervised baseline. However, all these methods use part of the target dataset for training, which does not remove the high fixed cost of retraining and adapting the model for a specific target dataset. Hence, they remain unaffordable for most sleep clinics.

In this study, we aimed to design an approach that can be used out of the box on unseen data in sleep clinics. We first tackle the input-shape incompatibility by introducing the RobustSleepNet, a deep learning model that can handle any PSG montage, thus any input shape. This input-invariance property allows us to tackle the second issue: the accuracy-drop on unseen data. We greedily address this issue by training our model on a large corpus of eight datasets with substantial input sensors and demographic variability to increase the generalization capacity of the model.

In the following section, we first present the general architecture and principles of RobustSleepNet and the height datasets used in this study. We evaluate our approach in various setups and compare our results to available literature results. Specifically, we evaluate the performance of our approach in the case of direct transfer to unseen data. We complete this evaluation with several experiments designed to evaluate the impact of some important experimental parameters.

II. METHODS

A. Problem definition

We represented the signals acquired by the PSG during a night as a sequence of 30-second epochs in $\mathbb{R}^{C \times L}$. $C$ is the number of channels of the PSG, and $L = 30 \times f_s$ the number of points in the epoch. $f_s$ is the sampling frequency of the PSG signal. We assumed that $f_s$ was the same for every signal because our preprocessing included resampling each signal to the same frequency. We labeled each epoch with one of the five sleep stages, which were subsequently converted using one-hot encoding in $(0, 1)^5$.

We represented the signals acquired by the PSG during a night as a sequence of 30-second epochs in $\mathbb{R}^{C \times L}$. $C$ is the number of channels of the PSG, and $L = 30 \times f_s$ the number of points in the epoch. $f_s$ is the sampling frequency of the PSG signal. We assumed that $f_s$ was the same for every signal because our preprocessing included resampling each signal to the same frequency. We labeled each epoch with one of the five sleep stages, which were subsequently converted using one-hot encoding in $(0, 1)^5$.

We defined a dataset $D$ as a set of $N$ scored PSG nights from different subjects recorded in the same conditions. Notably, the number of channels $C_D$ and the segment length $L_D$ was the same for every record within the dataset $D$.

The problem was predicting the sleep stages of every night from a dataset $D_{\text{target}}$ using a trainable deep learning model and a set of several source datasets $D_{\text{sources}} = \{D_1, D_2, \ldots\}$. To do so, we benchmarked our model using three learning settings (Figure 1):

1) Direct Transfer (DT): we trained the model using the $D_{\text{sources}}$ and evaluated on $D_{\text{target}}$. This is the most interesting approach since we did not use any data from $D_{\text{target}}$ during training.

2) Learning from scratch (LFS): we trained and evaluated the model on the dataset $D_{\text{target}}$ in a k-folds fashion. Most automatic sleep stage classification systems use this approach [8] [7] [5]. We split the data subject-wise to avoid data leakage: when several nights were available for one subject, they were assigned to the same fold.

3) Finetuning (FT): this is a mix of both previous approaches. We first trained the model using the $D_{\text{sources}}$ as in the DT approach. We then trained and evaluated the model on the $D_{\text{target}}$ dataset in a k-folds fashion similar to the LFS setting.

B. Evaluation

Once the deep learning model had predicted the sleep stages for every epoch of every night from the dataset $D_{\text{target}}$, we could compute a performance metric. To compare with
approaches from the literature, we used the Macro-F1 score over all the epochs from a dataset.

\[
F_1 = \frac{1}{5} \sum_{1 \leq i \leq 5} \frac{\text{precision}_i \cdot \text{recall}_i}{\text{precision}_i + \text{recall}_i}
\]
where \(\text{precision}_i\) and \(\text{recall}_i\) respectively denoted the precision and recall for the \(i\)-th sleep stage. We will refer to the Macro-F1 in this paper using \(F_1\).

C. Measure of the dataset generalization and easiness

To characterize the individual contribution of each dataset used in this study during DT, we defined two metrics called generalization and easiness.

Given \(N_{\text{datasets}}\) datasets, \(F_1(D_i, D_j)\) denotes the \(F_1\) of a model trained on the \(i\)-th dataset, and evaluated on the \(j\)-th dataset using the DT setting. We introduced \(F_1_{\text{red}}(D_i, D_j)\) the relative \(F_1\) of a model trained on \(D_i\) and evaluated on \(D_j\) with respect to the LFS performance of this model \(F_1_{D_i}\).

\[
F_1_{\text{red}}(D_i, D_j) = \frac{F_1(D_i, D_j)}{F_1_{D_i}}
\]

generalisation\( (D_k) = \frac{1}{N_{\text{datasets}} - 1} \sum_{i \neq k} F_1_{\text{red}}(D_k, D_i)\)

 easiness\( (D_k) = \frac{1}{N_{\text{datasets}} - 1} \sum_{i \neq k} F_1_{\text{rel}}(D_i, D_k)\)

The generalization of \(D\) quantifies how well a model trained on \(D\) performs on each dataset from \(D_{\text{sources}}\).

The easiness of \(D\) quantifies how well the models trained on each \(D_{\text{sources}}\) perform on this \(D\).

The use of \(F_1_{\text{red}}\) tackles the fact that some datasets inherently present lower or higher absolute performance in every setting (DT, FT, and LFS). Normalizing \(F_1\) ensures a fair comparison in that case.

D. RobustSleepNet overview

In this publication, we formulated the problem of sleep stage classification as a sequence-to-sequence problem. Instead, instead of considering one epoch at a time, we used a temporal context of \(T\) successive epochs and tried to predict the associated \(T\) sleep stages. Hence, we represented the input signal domain as \(Z \in \mathbb{R}^{C \times L \times T}\). The output \(\hat{\pi} \in [0, 1]^{5 \times T}\) of the model will be a probability of belonging to each sleep stage.

The presented deep learning approach is a hierarchical sequence-to-sequence classifier. RobustSleepNet is almost entirely based on SimpleSleepNet [5], which was itself built on top of SeqSleepNet [8]. However, we tweaked the epoch encoder using the attention layer described in [17]. This rather small design change has great importance since it solves the input-shape incompatibility described in part I. In this way, it enables RobustSleepNet to handle an arbitrary number of input channels \(C_D\) by recombining them into a fixed number of channels. It allows training on any montage and multiple datasets at the same time. One other collateral property of using attention is handling input channels in any order (channel-order invariance).

The architecture is summarised in Fig[2]. We implemented RobustSleepNet in PyTorch [18]. The code, trained models and results, are publicly available at https://github.com/Dream-Organization/RobustSleepNet.

RobustSleepNet is composed of four main blocks. The first block processes the raw signal of one epoch \(X \in \mathbb{R}^{C \times L}\) and computes its normalized short-time Fourier transform (STFT) in \(\mathbb{R}^{C \times F_{\text{fft}} \times L_{\text{fft}}}\). The second block encodes a segment from \(\mathbb{R}^{C \times F_{\text{fft}} \times L_{\text{fft}}}\) into a vector \(\mathbb{R}^{P}\). The third block uses the output vectors from \(T\) epochs. It encodes the resulting \(\mathbb{R}^{P \times T}\) into another sequence of smaller vectors in \(\mathbb{R}^{Q \times T}\). The last block is a classifier that maps the sequence of vectors from \(\mathbb{R}^{Q \times T}\) to a probability of belonging to each class in \([0, 1]^{5 \times T}\).

1) Signal normalization: Given raw signals from \(X \in \mathbb{R}^{C \times L}\), we computed the Fourier transform on \(N_{\text{fft}}\) points every \(N_{\text{stride}}\) points using a Hamming window. Hence, the STFT of the signal is \(X_{\text{fft}} \in \mathbb{R}^{C \times F_{\text{fft}} \times L_{\text{fft}}}\) where \(F_{\text{fft}} = N_{\text{fft}} / 2 + 1\) and \(L_{\text{fft}} = (L - N_{\text{fft}}) / N_{\text{stride}}\). Then, as in [11], we normalized each slice across time for each signal to have zero-mean and unit variance. Finally, the mean and variance were computed over the \(T\) epochs independently for each channel and frequency bin.

2) Epoch encoder: The segment encoder was inspired by SeqSleepNet [8] and SimpleSleepNet [5]. First, the \(F_{\text{fft}}\) frequency bins were linearly projected onto smaller \(F_{\text{red}}\) bins using a matrix \(W \in \mathbb{R}^{F_{\text{red}} \times F_{\text{fft}}}\) and a bias vector \(b \in \mathbb{R}^{F_{\text{red}}}\). The output was called \(X_{\text{red}} \in \mathbb{R}^{C \times F_{\text{red}} \times L_{\text{fft}}}\).
The recombined channel was defined as the average of the input channels weighted by their importance score $\alpha$ and this operation was performed independently for each of the $N_{heads}$ attention heads. We then concatenated their output, i.e., recombined the original $C$ channels into $N_{heads}$ channels.

$$K_1$$ was the context size of the attention layers. The output of the layer was of the shape $X_{att} \in \mathbb{R}^{N_{heads} \times F_{red} \times L_{fft}}$.

We flattened the result to get $X_{flat} \in \mathbb{R}^{(N_{heads} \times F_{red}) \times L_{fft}}$. We fed $X_{flat}$ to a bidirectional GRU [19] with $H_1$ hidden units to get $X_{gru} \in \mathbb{R}^{2 \times H_1 \times L_{fft}}$. During training, we applied dropout [20] before and after the GRU with a probability $p_1$.

We projected each output of the GRU linearly into a vector $X_{proj} \in \mathbb{R}^{P \times L_{fft}}$. Similarly to [8], we then reduced $X_{proj}$ along the time axis with an attention layer to $X_{features} \in \mathbb{R}^P$. We denoted $K_2$ the context size of this attention layer.

3) Sequence encoder: The first two blocks encoded a sequence $Z \in \mathbb{R}^{C \times L \times T}$ into a sequence $Z_{features} \in \mathbb{R}^{P \times T}$ The sequence encoder was a two-layer bidirectional GRU with skip-connection [17] [5] encoding $Z_{features}$ into $Z_{encoded} \in \mathbb{R}^{Q \times T}$, $Q = 2 \times H_2$, where $H_2$ denotes the number of hidden units in each layer and $p_2$ the dropout applied after each layer.

4) Classifier: The classifier was a softmax layer that mapped $Z_{encoded}$ to $\hat{\pi} \in [0, 1]^{5 \times T}$ containing the probability for each epoch of the sequence to belong to each sleep stage.

E. Loss function

As in [8], the loss was computed over all the temporal context. Considering an input sequence $Z \in \mathbb{R}^{C \times L \times T}$, its output $\hat{\pi} \in [0, 1]^{5 \times T}$ and the corresponding ground truth labels $y \in \{0, 1\}^{5 \times T}$ the loss was expressed as:

$$\mathcal{L}(Z, y) = -\frac{1}{T} \sum_{i=0}^{T} y_i \cdot \log(\hat{\pi}_i)$$

F. Dealing with varying channel size during training in DT

We showed how the multi-head attention part of the network could deal with varying channel sizes $C_D$. However, it is technically more convenient to deal with a fixed number of channels for each batch of observations during training. To do so while keeping a mix of observations from several datasets in each batch, we will define in the following section a way to select a fixed $C_{batch}$ number of channels for a batch.

$C_{batch}$ was sampled for each batch in $C_{batch} \in \{1, \ldots, C_{max}\}$ with $C_{max} = \max_{d \in D}(C_d)$ following:

$$P(C_{batch} = n) = \frac{1}{\sum_{C=1}^{C_{max}} \binom{n}{C}}$$

This encouraged smaller $C_{batch}$ sizes, which prevented the model from relying on too many channels to make a prediction. Then, we randomly sampled $C_{batch}$ channels for each observation with replacement if $C_{batch} > C_D$. We used only a subset of the channels. This sampling method acted as regularization because it reduced the dependency of the network on specific channels and channel order.

G. Inference

To infer the sleep stages on a dataset $D_{target}$, we evaluated the trained model on each subject with a stride of 1. For each epoch $X \in \mathbb{R}^{C \times L}$ of a record, we obtained $T$ predictions $\hat{\pi}_i$.
due to the temporal context and the stride. As in [8] and [5], the $T$ estimates were aggregated using a geometric average:

$$\tilde{\pi} = \exp\left(\frac{1}{T} \sum_{i=0}^{T} \log(\hat{\pi}_i)\right),$$

and the predicted sleep stage used for evaluation was

$$\tilde{y} = \arg\max_{j \in [0,5]} \tilde{\pi}_j.$$

### III. EXPERIMENTS AND EVALUATION

#### A. Experimental Setup

1) Datasets: We consider eight sleep staging datasets with variable demographics and PSG montages. Demographics of the datasets are reported in Table I.

**Dreem Open Datasets Obstructive (DOD-O):** [5] Public dataset scored by five sleep-experts according to the AASM standards. DOD-O is composed of 55 subjects diagnosed with sleep apnea. EEG, EOG, EMG, and ECG derivations are available. Unless otherwise stated, we use the consensus of the five scorers as the ground-truth hypnograms for DOD-O.

**Dreem Open Datasets Healthy (DOD-H):** [5] Public dataset scored by five sleep-experts according to the AASM standards. DOD-H is composed of 25 nights from healthy subjects without any sleep-related disorder or medications. EEG, EOG, EMG, and ECG derivations are available. Unless otherwise stated, we use the consensus of the five scorers as the ground-truth hypnograms for DOD-H.

**Montreal archive of sleep studies (MASS):** [13] We consider only the SS1 and SS3 cohorts from MASS. We exclude SS2, SS4, and SS5, which use the R&K scale with 20 seconds epochs. Both cohorts were scored according to the AASM standards. The SS1 cohort comprises 53 nights from elderly subjects (some of whom have sleep-related disorders) and the SS3 cohort of 62 nights from healthy subjects. A complete PSG montage was used. We report performances on the two subsets.

**Sleep-EDF dataset:** [14] The Sleep-EDF dataset is composed of two studies, Sleep-Telemetry (ST) and Sleep-Cassette (SC). ST includes 44 nights from 22 subjects with trouble falling asleep. Half of the nights were done after taking Temazepam, and the others after taking a placebo. SC includes 153 nights from 82 subjects who do not take sleep-related medications. Both studies are scored used the R&K standards [25], similarly to other works [5] [8] [9], we merge stages S3 and S4 into N3. The nights are recorded and scored in a single sleep center and each PSG contains at least 3 EEG channels, EOG, EMG, and ECG derivations. The records nfle25 and nfle33 are excluded because of missing channels.

2) Preprocessing: We preprocess the data record-wise for every dataset. First, we apply an IIR band-pass filter between 0.2 and 30Hz to ensure the frequency content consistency between the datasets. This frequency range contains the information needed for sleep scoring. We then resample the signals to 60Hz using polyphase filtering from the scipy library. We also apply a moving average filter.

3) Model parameters: We consider the five AASM sleep stages computed over segments of $L = 1800$ points corresponding to 30 seconds sleep epochs at 60Hz. Similarly to recent works [6] [5], we set the temporal context $T$ to 21 sleep-epochs (630 seconds). We set $N_{f1}$ to 128 and $N_{stride}$ to 60. We set $F_{red}$ to 32. The number of heads to $N_{heads} = 4$, and the channel recombination attention to $K_1 = 30$. The GRU layer has $H_1 = 64$ hidden units and dropout set to $p_1 = 0.5$. The projection of the output of the GRU is done with $P = 50$ parameters. The second attention has a context size $K_2 = 25$. The sequence encoder has $H_2 = 50$ hidden units. We set the dropout $p_2 = 0.5$. With this configuration, RobustSleepNet has 180,343 parameters, which is similar to [5], and an order of magnitude lower than other recent models [7] [8] [9] [10]. We train RobustSleepNet using backpropagation with the

The **Multi-Ethnic Study of Atherosclerosis (MESA)**: [30] [31] The Multi-Ethnic Study of Atherosclerosis dataset contains 2,237 nights from subjects likely to suffer from cardiovascular diseases aged from 54 to 95. The nights are scored according to the AASM standard by different scorers from six sleep centers. The subjects are not screened for sleep-related pathologies and may suffer from various pathologies. The PSG montage contains Fz-Cz, Cz-Oz, C4-M1, EMG, EOG, and ECG derivations.

**Sleep Health Hearth Study (SHHS):** [32] [33] The Sleep Health Heath Study is composed of two multi-center polysomnographic studies of subjects aged 40 years and older. The nights are scored according to the R&K standard [25] by different scorers from multiple sleep centers. We merge stages S3 and S4 into N3. We consider the second study SHHS-2 composed of 2651 nights with two EEG, one EOG, and one ECG derivation. In the literature most publications use 70% of the dataset for training and the remaining 30% for evaluation without further details.

The **Cyclic Alternating Pattern dataset (CAP):** The CAP dataset is composed of 108 nights, with 92 pathological records from subjects with a REM behavior disorder, periodic leg movements, nocturnal frontal lobe epilepsy, sleep apnea, narcolepsy, and bruxism. The dataset is scored according to the R&K standard [25]. We merge Stages S3 and S4 into N3. The nights are scored and recorded in a single sleep center and each PSG contains at least 3 EEG channels, EOG, EMG, and ECG derivations. The records nfle25 and nfle33 are excluded because of missing channels.

We train RobustSleepNet using backpropagation with the
In this first experiment, we benchmark RobustSleepNet using the three training settings described in section II-A on each dataset. We are interested in comparing the DT performance and FT performance of RobustSleepNet with its LFS performance. The latter being the one commonly used in the literature. We also provide values from the literature as references.

In the DT setting, we train and validate the model on seven datasets out of the eight datasets. The seven datasets are the source datasets. We evaluate the model on the remaining target dataset. In the DT setting, we use 70% of the training records from the source datasets to train the model, and we use the 30% remaining for validation. We select a subset of 250 records for the larger datasets (MESA, MrOS, SHHS) to have a similar proportion of records from each of the datasets during training. We select the 250 records with the highest macro F1 in the LFS setting. This selection discards records with poor quality or scoring.

In the LFS and FT settings, we use k-folds to evaluate the model; hence, we can predict a hypnogram for each record of the dataset correctly, i.e., without using it during training. We indicate the number of folds in Table II as there are several nights from the same subject in Sleep-EDF, we group all the nights from the same subject in Sleep-EDF, we group all the nights of one subject in the same fold to avoid subject bias. In the FT setting, we use the final weights of RobustSleepNet obtained in the DT setting to initialize the model. We use fewer folds than in previous works due to computational complexity; as a result, the model is trained using fewer training examples. This setup could disadvantage LFS and FT setting models, especially for the smallest datasets, because fewer data are available during training than in the literature. As described in [12], we report epoch-wise F1 for consistency with the literature. For RobustSleepNet, the F1 provided is an average over three independents training runs. This average mitigates training randomness. For other approaches, we report results from the original papers. To our knowledge, they are computed on a single run and do not provide uncertainty bounds.

We report the results of RobustSleepNet and from the literature for the three settings in Table II. In the LFS setting, RobustSleepNet performs well on most datasets. It performs on par with recent models from the literature [3,5,10,11]. The FT setting provides an average 2.5% relative increase of macro F1 when compared to the LFS setting. In this setting, RobustSleepNet outperforms other methods from the literature on all the datasets except on MASS SS3 and SHHS. On SS3, DeepSleepNet has a slightly higher F1 while XSleepNet has a higher F1 on SHHS (but is only evaluated on 30% of the subjects). The FT setting also provides a 5.1% relative F1 increase compared to DT. The improvement is more significant on CAP, MrOS, MESA, and SHHS and more minor on DOD-H, SC39, and ST.

In the DT setting, RobustSleepNet performs much better than previous attempts from the literature. Interestingly, it outperforms the LFS F1 on DOD-H, SC39, and ST. It also reaches the same level of performance as in the LFS setting.
TABLE III: Number of folds used to train RobustSleepNet in the FT and DT setup. For reference, we report the number of folds used in the literature for each dataset in the last row.

|                  | DOD-O | DOD-H | MASS | Sleep EDF | MrOS | MESA | SHHS | CAP |
|------------------|-------|-------|------|-----------|------|------|------|-----|
|                  | SS1   | SS3   | Full | SC39      | SC153| ST   | Full |     |
| LFS Folds        | 5     | 5     | 5    | 5         | 5    | 5    | 5    | 5   |
| FT Folds         | 5     | 5     | 5    | 5         | 5    | 5    | 5    | 5   |
| Folds in literature | 10    | 25    | NA   | 31        | 20   | 10   | 11   | 10  |

TABLE IV: Avg. F1 over the 8 datasets in the DT settings depending on the number of attention heads in RobustSleepNet.

| Attention Heads | Avg. F1 |
|----------------|---------|
|                | 1       | 2       | 4       | 8       | 16     |
| Avg. F1        | 75.3    | 75.8    | 75.8    | 75.4    | 75.1   |

on DOD-O and MASS SS1. On MrOS, MESA, and SHHS, it has a 3% to 4% lower accuracy. On CAP, the F1 drop by 7% between LFS and DT.

C. Influence of the experimental parameters in DT

1) Number of training records: We assess how the performance of RobustSleepNet in the DT setting evolves depending on the number of records used for training. We incrementally increase the number of records used for training from two records per dataset (14 records) to 128 records per dataset (896 records). We sample the same number of records per dataset when possible. When a dataset contains fewer records than required, we use all the records from the dataset. The remaining required records are sampled from the other datasets. Figure 3 shows the performances on the complete target dataset. We report the performance as the percentage of the LFS performance achieved by RobustSleepNet.

The performance sensibly increases within the first few records. The results variability also decreases with the number of training records, and the F1 increases slightly with every additional record. Interestingly, we reach the LFS baseline within the first few records on DOD-H.

2) Number of attention heads: To assess the importance of having multiple attention heads on performance, we train and evaluate a RobustSleepNet model with up to 16 attention heads. We report the average F1 for over the eight datasets in Table IV. Results are presented in Figure 3.

3) Influence of the channels in the target dataset: To assess the impact of removing specific channels on performance, we evaluate RobustSleepNet in the DT setting using montage with different channels: Single EEG (Best performing EEG channel), EOG (all the available EEG channels), EOG+EOG (all the available EOG channels), EEG+EOG (all the EEG and EOG channels). The baseline montage uses all the available derivations described in Table I. Its results are reported in Table II. Results are presented in Figure 4.

The EEG combined with the EOG performs along with the baseline on every dataset. The average F1 drop is 1%. When using a single EEG channel, the drop is around 5% on average. It is around 10% on MESA and MrOS and around 3% on the other datasets.

D. Influence of Inter-rater variability on transfer learning

A study by the AASM on 2500 nights showed an average inter-rater agreement of 82.6% [4] for sleep stage classification. We assess the impact of the inter-rater variability when training and evaluating RobustSleepNet using DOD-O and DOD-H. These two datasets include scoring from five scorers from different sleep centers. We rank the scorers based on their agreement with the other scorers [6] [5]. The scorer with the highest (resp. worse) agreement is ranked first (resp fifth).

1) Influence on training: We train RobustSleepNet based on the annotations of each scorer from DOD-O or DOD-H. We also train one model on the consensus of the four best scorers [5]. We then evaluate each model using the DT setting.
Table VI: RobustSleepNet trained in DT for DOD-O and DOD-H.

| Source Dataset | Scorers’ rank | Consensus |
|----------------|--------------|-----------|
| DOD-O          | 65.3         | 66.2      |
| DOD-H          | 59.8         | 61.3      |

We observe three groups among the datasets. The first group is composed of the larger datasets MESA, MrOS, and SHHS. This group has the highest generalization, the lowest easiness, and the oldest subjects. They also present a large variety of pathologies. The second group of datasets is DOD-O, DOD-H, MASS, and Sleep-EDF. They have high easiness and low generalization values. These datasets include relatively young subjects and few pathologies (except sleep apnea) compared to the first group. The dataset CAP is an outlier with both low generalization and easiness.

F. Number of finetuning records

We explore the evolution of the performance depending on the number of records used for FT. Starting from the DT model, we gradually increase the number $k$ of training records used for FT. As in part III-B, 3 or 5 folds are used for the evaluation. We randomly select the $k$ training records in each fold and use them for training and validation. We provide the results in Figure 6 as a percentage of the LFS performance from part III-B.

We observe that the F1 decreases within the first few records before increasing for DOD-H, MrOS, and MESA. FT sensibly increases F1 when we use more than ten records. LFS F1 is reached within 10 to 40 records except for the two most extensive datasets, MESA and SHHS.

IV. Discussion

RobustSleepNet can handle a variety of input signals using multi-head attentive recombination. This ability allowed for training the model on a corpus of eight datasets presenting a large variety of montages. Doing so, the model learned a large variety of demographics and input signals. In practice, it reached on average 97% of the best LFS performance on each dataset, without using any information from the dataset. To our knowledge, this outperforms previous approaches from the literature [34] [12] [11] [16]. Considering this DT performance, one can expect a pre-trained version of RobustSleepNet to perform well on unseen data. The only exception to this is the performance achieved on CAP in DT, which still presents a significant accuracy drop. However, we will discuss possible explanations as to why RobustSleepNet might underperform on that dataset. We have provided the code to use a pre-trained version of RobustSleepNet out of the box on an arbitrary PSG file. We trained this model on the eight datasets used in this study.

Increasing the number of records used for training in DT leads to a performance close to LFS performance. The
Fig. 5: Normalized F1, Easiness, and Generalization (defined in part II-C) of the 8 datasets. The easiness of a dataset $D$ denotes how well a model trained on other datasets performs on $D$ in DT. The generalization denotes how well a model trained on a $D$ will generalize on other datasets in DT.

| Source datasets | DODO | DODH | MASS | SLEEP EDF | MROS | MESA | SHHS | CAP | Generalization |
|----------------|------|------|------|-----------|------|------|------|-----|----------------|
| DODO           | 100.0| 97.4 | 92.8 | 92.4      | 75.4 | 82.0 | 83.6 | 88.0| 88.2           |
| DODH           | 95.7 | 100.0| 90.1 | 89.6      | 64.6 | 74.3 | 76.6 | 85.9| 81.6           |
| MASS           | 95.1 | 100.3| 100.0| 100.0     | 74.5 | 83.1 | 79.5 | 81.7| 86.3           |
| SLEEP EDF      | 89.4 | 95.1 | 87.9 | 100.0     | 78.8 | 81.7 | 78.5 | 81.7| 84.7           |
| MROS           | 92.4 | 93.0 | 91.8 | 94.4      | 100.0| 92.1 | 94.7 | 80.6| 91.3           |
| MESA           | 97.4 | 101.2| 96.6 | 95.6      | 95.1 | 100.0| 94.4 | 88.2| 95.5           |
| SHHS           | 97.8 | 99.6 | 93.8 | 94.4      | 96.1 | 91.4 | 100.0| 88.5| 94.5           |
| CAP            | 78.3 | 83.3 | 72.3 | 80.7      | 64.2 | 67.3 | 73.9 | 100.0| 74.3           |

Fig. 6: FT performance relative to the number of training records. The F1 is expressed as the percentage of the LFS F1 from Table II. Hence, the LFS F1 is represented by the horizontal dashed line at 100. The performance when no finetuning records are used corresponds to DT performances.

The performance is relatively high even with a few records, with on average 84% of the supervised learning performance using only 14 records (2 records per source dataset) and 88% using 28 records (4 records per source dataset). The fact that we use seven datasets with highly variable demographics to train the model might explain why we quickly reach that level of F1. One other clue to support this is that RobustSleepNet exceeds the LFS performance on DOD-H with only 56 records from other datasets. DOD-H contains only healthy young individuals; hence, it is likely to present low variability as suggested in [5]. The use of multiple records with high variability might be why it performs so well on this "easy" dataset. While we demonstrated how the attention layers tackle the input-shape issue, the parametrization of that layer does not impact the performance much. All the attention heads use the same input, so they might tend to be similar to each other. Using several attention heads between 2 and 4 seems optimal on the considered datasets. The channel ablation experiment highlights the ability of our model to perform well on various setups. In particular, the use of only a single EEG channel leads to exploitable results. The EOG also reached high performance, but this might be because of its almost frontal location means that it contains EEG information. In some cases, EOG was referenced to an EEG channel, which might bias that analysis. Single EEG performance is interesting for designing minimalist at-home PSG devices. A combination of EEG and EOG leads to the best results.

We quantified the impact of the inter-rater variability on training and evaluation. We show that training on a consensus of scorers is essential to achieve the best performance in DT. Several scorers reduce the noise due to inter-rater variability making RobustSleepNet more robust. We also observe a high variability on evaluation depending on the scorer used as the reference. RobustSleepNet generalizes well because we achieved the highest performances against the consensus. The high variations in the performance of individual scorers highlight the need to use such a consensus for a proper evaluation. When evaluating or training a model on a single scorer, one might be over-fitting on the scorer’s way of classifying.

We assessed the individual contribution of each dataset of the corpus in DT by computing the normalized F1, the easiness, and the generalization metrics. The first observation one can glean is that easiness and generalization seem to be correlated and inversely correlated respectively with age. We interpret this observation in terms of variability: younger subjects present a lower level of variability than older subjects. Data from older subjects include information about young and old populations, whereas data from young subjects does not generalize to an older population. However, age is not the sole explanatory variable. If we consider DOD-O and CAP, we observe very different easiness and generalization even though subjects from both datasets are in the same range of age. DOD-O presents a lot more channels than CAP; hence it is likely to be more informative. Moreover, DOD-O was labeled by a consensus of several sleep experts, whereas a single scorer scored CAP. The consensus is probably boosting the generalization capacity of DOD-O, as discussed with the inter-rater variability experiment. Finally, DOD-O’s subjects suffer from sleep apnea, whereas CAP’s subjects suffer from
various conditions that are less prevalent in the population. These factors could explain the low generalization value and easiness of CAP versus the relatively high for DOD-O. They also raise one limitation in the computation of generalization and easiness: the values are relative to the corpus of datasets selected. Eventually, the variability in the training datasets in terms of age, montage, PSG device, scoring, or pathology could all be explanatory variables to explain performance in DT. These conditions are met for this study’s three most extensive datasets and have the highest generalization values. An interesting experiment would be, for each dataset, to train on an increasing number of datasets and assess the performance each time. However, this experiment is hard to perform and hard to plot due to the combinatorial complexity it requires.

The performance of RobustSleepNet in LFS is on par with the literature models on each dataset. The proposed approach works well on small and medium databases but might be under-performing on the three largest. We link this to the relatively small number of parameters used on RobustSleepNet. However, using the fact that RobustSleepNet can be pre-trained on any dataset, we used FT and reached high performance on every dataset. In practice, there is no actual overhead cost to finetune a model instead of learning from scratch because one needs to retrain in every case. However, finetuning using only a few records leads to a drop in performance compared to the DT model for some datasets. That is why FT should be performed with sufficient records to improve performance and reach the LFS performance. Using around 10 to 40 records was enough for the small datasets of this study. Further increasing the number of records keeps improving performance slightly. Again, for the larger datasets of this study, more records were needed. However, in absolute, FT might be diminishing the generalization capacity of the model by overlooking on the specificity of the target dataset. One clue for that is that the largest datasets scored by several sleep experts in various sleep centers benefit from FT only with many records. This particularity suggests that they are hard to overfit on. CAP also benefits a lot from FT, supporting the previous observations that CAP is quite distinct from the other datasets in terms of variability. While not being the primary goal of this work, RobustSleepNet showed promising results in LFS and especially in FT. Future work should investigate its performance compared to state-of-the-art models more thoroughly in a comparative study such as the one realized in [10].

One interesting axis of improvement for RobustSleepNet would be integrating the information related to the sensor positions, particularly the location of each EEG channel on the head. Indeed, the attention layer currently removes the information that could be beneficial in some specific cases. Integrating the position could allow RobustSleepNet to integrate better a variety of sensors such as EMG, which seems not exploited by the current version.

CONCLUSION

This work introduced an automated sleep staging model called RobustSleepNet, designed for real-life use. Its architecture is close to previous deep learning methods such as SeqSleepNet and SimpleSleepNet; however, it differs from these by using attention layers to handle any arbitrary input shape. Thus, it can be used out of the box on any PSG montage. Using this property, we were able to train and evaluate the model in a leave one out dataset fashion on a corpus of 8 datasets. The model achieved a direct transfer performance close to the supervised one on most datasets. This performance is beyond any previous literature attempts; hence, it is likely to provide good results as is on unseen data. We highlight the need to train on populations with variability in age, montage and pathology to get the best performance on unseen data. An important parameter is using sleep scoring from multiple sleep experts to reduce the noise due to inter-rater variability. We also demonstrated that using finetuning improves performances compared to learning from scratch especially on the smallest datasets. One could use it to target specific populations. Further improvements could be made to RobustSleepNet to handle the specificity of the targeted record’s montage. Finally, one could extend the model to providing metrics on the estimated confidence of the automated sleep staging.
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