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Abstract
This paper presents the development of a FE-simulation model to predict the mechanical stresses and thermal loads that a cutting tool of polycrystalline cubic boron nitride (pcBN) is subjected to, when machining AISI 316L. The serrated chip formation of AISI 316L has a major impact on the periodic loads acting on the cutting tool. Therefore, it is vital to correctly model this serrated chip formation. One of the major difficulties with FE-simulations of metal cutting is that the extreme deformations in the workpiece material, often leads to a highly distorted mesh. This paper uses the Coupled Eulerian-Lagrangian (CEL) formulation in Abaqus/Explicit, where the workpiece is modelled with the Eulerian formulation and the cutting tool by the Lagrangian one. This CEL formulation enables to completely avoid mesh distortion. To capture the chip serration process, the workpiece material is described with the Johnson-Cook damage model. The FE-simulation results are validated via comparison of the modelled cutting forces, chip serration frequency, and contact length against experimental ones.

Nomenclature

| Symbol | Description (Unit)                  |
|--------|------------------------------------|
| $A$    | Initial yield stress in Johnson-Cook (N/mm$^2$) |
| $A_{cl}$ | Axial force acting on the clearance face (N) |
| $A_r$  | Axial force acting on the rake face (N) |
| $b$    | Chip width (mm)                    |
| $B$    | Strain hardening modulus in Johnson-Cook (N/mm$^2$) |
| $C$    | Strain-rate dependence coefficient in Johnson-Cook |
| $C_{p,w}$ | Specific heat capacity of the workpiece material (J/(kg·K)) |
| $C_{p,t}$ | Specific heat capacity of the tool material (J/(kg·K)) |
| $C_r$  | Cutting resistance (N/mm$^2$)       |
| $D$    | Scalar stiffness degradation       |
| $D_{1-5}$ | Constants in the Johnson-Cook damage model |
| $E_w$  | Young’s modulus of the workpiece material (N/mm$^2$) |
| $E_t$  | Young’s modulus of the tool material (N/mm$^2$) |
| $e_2$  | Segment of serrated chip (mm)      |
| $f$    | Feed (mm/rev)                      |
| $f_s$  | Segmentation frequency (Hz)        |
| $F_c$  | Primary cutting force (N)          |
| $F_f$  | Feed force (N)                     |
| $F_p$  | Perpendicular force (N)            |
| $G_f$  | Hillerborg’s fracture energy (J/m)  |
| $h_1$  | Theoretical chip thickness, uncut chip thickness (mm) |
1 Introduction

Cemented carbide is the most common material for tooling in metal cutting [29]. Its main constituents, tungsten and cobalt, are classified as critical raw materials [3], and therefore a search for alternative tooling, like polycrystalline cubic boron nitride (pcBN), is on an industrial agenda. Eighteen percent of cemented carbide is used for machining stainless steels (ISO M group) [2] where AISI 316L is one of the major material representatives.

Machining is one of the major manufacturing processes in engineering production and it plays an important role in modern industry. The understanding of the metal cutting process is difficult due to the complex mechanics of the deformation taking place. In a typical machining process, the workpiece material undergoes severe deformation with large strains up to 1–2 in the primary deformation zone and above 3 in the secondary deformation zone, strain rates up to $10^6$ s$^{-1}$ and temperatures above 1000 °C [8].

Due to these extreme conditions present in metal cutting, it is difficult to experimentally measure interesting aspects during the process. While cemented carbide is known to handle such extreme thermal and mechanical loads, it is not given that alternative tooling materials like pcBN are capable to cope with these conditions. Direct measurement of such loads is often impossible, and therefore, in recent years, the finite element modelling technique has become an important numerical tool for simulating the machining process. Constitutive models describing the material flow behaviour as a function of strain hardening, strain rate hardening, and thermal softening are required in order to capture the plasticity behaviour of the workpiece, during the conditions encountered in the machining process [13, 32]. In finite element simulations, there are two types of formulations, Eulerian and Lagrangian. In the Eulerian formulation, the mesh is fixed in space and the material flows through it, while in the Lagrangian formulation the mesh is attached to the material and follows its deformation. The advantage of the Eulerian formulation is that the problem with severe element distortion is completely avoided. However, a pure Eulerian formulation requires prior knowledge of the chip geometry and chip-tool contact length, thereby restricting the application range [39]. The advantages of the Lagrangian formulation in metal cutting simulations is that the chip geometry does not have to be predetermined. One of the disadvantages of the Lagrangian formulation is that due to the large deformations occurring...
in a machining process it will inevitably lead to excessive element distortion in the mesh. Finite element models that use this type of formulation require a chip separation criterion to enable for the chip to come off the workpiece [6, 16]. Remeshing can also be adopted to reduce the element distortion [9, 30, 37]. Remeshing also leads to a significant increase in the CPU computing time and will decrease the result accuracy because of the data transfer from the old mesh to the new [16, 33].

To overcome the limitations pointed out above, a technique called Coupled Eulerian-Lagrangian (CEL) can be used. It consists of both Eulerian and Lagrangian formulations, where typically the workpiece is modelled with Eulerian formulation and the tool is described by a Lagrangian formulation. The CEL formulation has been successfully adopted in metal cutting simulations by [14, 15, 20, 28] with promising results.

In this paper, the CEL method in Abaqus/Explicit v6.14-2 is used to model 3D orthogonal cutting of a workpiece consisting of AISI 316L with a pcBN insert. The tool was modelled with a Lagrangian formulation and the workpiece by a Eulerian formulation. This will ensure that issues with mesh distortion will be avoided and in addition no chip separation must be introduced. The focus of this paper is to examine the possibility to use the CEL formulation to model a serrated chip formation. In order to enable correct description of AISI 316L behaviour in machining, formation of serrated chips in particular. This opens up possibility to study dynamic loads acting on the tool during the periodic chip serration and to evaluate its effects on the induced mechanical and thermal fields in the tooling.

2 Machining mechanics

The resulting cutting force in a machining operation can be decomposed into the three components. The force parallel to the cutting speed direction is the primary cutting force $F_c$; this is in most cases the highest component of the three forces. The force acting in the axial feed direction is the feed force $F_f$; this is often the second highest component. The third of the components is called the passive force $F_p$ and acts in the radial feed direction. In the two-dimensional case or orthogonal cutting case, the only active forces are the primary cutting force $F_c$ and the feed force $F_f$.

A turning process can be divided into three intervals: engagement phase, stationary phase, and exit phase. In the engagement phase, the cutting tool and the workpiece get in contact and transient cutting forces occur as the contact pressure increases at the interface. In the stationary phase, a steady state condition for the cutting forces is achieved. For workpiece materials that form serrated chips, a periodic behaviour of the cutting forces occurs in this phase. This is the phase where a machining operation for the major material removal takes place. In the exit phase, the cutting tool disengages from the workpiece. The cutting forces are also transient as they decrease due to reduction of contact area between the cutting tool and the workpiece.

The mechanical load to which a cutting tool is subjected has either direct or an indirect effect on the wear and failures of various types that can occur. The mechanical stresses that affect the cutting tool have a direct effect on the occurrence of damages to it such as flaking, crack formation, chipping, plastic deformation, and breakage [35]. The highest levels of stress appear on the boundary surface of the cutting tool. The maximum global principal stress $\sigma_1$ gives rise to tensile stresses and respective tool failures usually found on the rake face of the tool. The maximum effective stress $\sigma_e$ gives rise to compressive stresses often occurring on the flank face of the tool, see Fig. 1. The development of crack formation, tool chipping, and breakage is largely a function of the maximum principal stress level $\sigma_1$. The compressive stress $\sigma_e$ is about the same level as the effective stress (von Mises), with opposite sign. The risk of plastic deformation and of damage through tool fracture tends to be controlled by the level of effective stress $\sigma_e$ [35].

3 Experimental setup

Machining tests were done on SMT 500 CNC lathe. Orthogonal cutting of AISI 316L stainless steel tube having the wall thickness of $b = 2.5$ mm was performed at the fixed cutting speed of $v_c = 250$ m/min. The feed ranged from $f = 0.005$ mm/rev to $f = 0.25$ mm/rev. Machining was done with CBN170 tool grade (SECO Tools) of DNGN110308 geometry. CDJNL3225P11 toolholder was milled to modify the tool angles to the major cutting edge angle $\kappa = 90^\circ$, inclination angle $\lambda = 0^\circ$. New cutting
edge was used for every machining test for the given feeds. Tool-chip contact dimensions were detected and measured with SEM LEO 1560. Cutting forces were measured with the Kistler 9129AA dynamometer. Chips were collected, mounted, polished, and etched. In Fig. 2, the setup for the experimental cutting tests is presented.

4 Numerical modelling

4.1 Thermo-physical behaviour

The high levels of strain, strain rate, temperature, and temperature rate that occurs in the workpiece during a machining operation, have to be accounted for in order to accurately model the plasticity behaviour in workpiece material. For this reason, the Johnson-Cook plasticity model is used in this study, developed by Johnson and Cook in [18]. This plasticity model is commonly employed when modelling metal cutting with the use of FEM, such as [5, 7, 24, 30].

The Johnson-Cook constitutive law is presented in Eq. 1

\[
\sigma = (A + B \varepsilon^p)(1 + C \ln \dot{\varepsilon}^p)(1 - \theta^m)\]  

(1)

where \(\sigma\) is the equivalent stress, \(\varepsilon^p\) is the equivalent plastic strain, \(\dot{\varepsilon}^p = \dot{\varepsilon} / \dot{\varepsilon}_0\) is the dimensionless plastic strain rate, \(\dot{\varepsilon}\) is the equivalent plastic strain rate, \(\dot{\varepsilon}_0\) is the reference strain rate, \(A\) is the initial yield stress, \(B\) is the hardening modulus, \(C\) is the strain rate dependency coefficient, \(n\) is the strain-hardening exponent, \(m\) is the thermal softening coefficient. The homologous temperature \(\theta^*\) is defined as 

\[
\theta^* = \left(\frac{\theta - \theta_m}{\theta_m - \theta_0}\right)\]

where \(\theta\) is the process temperature, \(\theta_m\) is the melting temperature and \(\theta_0\) is the reference temperature of the workpiece. The workpiece was considered as AISI 316L stainless steel and the cutting tool was modelled as CBN170 tool grade. The Johnson-Cook parameters used for the workpiece are specified in Table 1. The considered physical properties both for workpiece and cutting tool are presented in Table 2. Elastic properties of CBN170 were measured in pulse-echo regime with Olympus 38DL PLUS ultrasonic precision thickness gauge. To model the elastic behaviour of AISI 316L steel a temperature dependent Young’s modulus \(E_w\) given by experimental data from [1], reported in Table 3, were used. Thermal properties of CBN170 were measured in the temperature range of 290 to 1373 K with light flash apparatus Netzsch LFA 467HT HyperFlash and is presented in Table 4. The heat transfer coefficient at the contact interface between the workpiece and cutting tool is set to 1000 kW/(m²-K) adopted from [27, 38].

4.2 Chip formation and segmentation criterion

The criterion used for damage initiation was the Johnson-Cook damage model, presented by Johnson and Cook in [19]. This criterion is a commonly used criterion for metal cutting simulations, used for example in [7, 24, 30, 40]. The Johnson-Cook fracture strain \(\bar{\varepsilon}_f\), is given by Eq. 2

\[
\bar{\varepsilon}_f = (D_1 + D_2 \exp(D_3 \sigma^*)) + (1 + D_4 \ln \dot{\varepsilon}^*) (1 + D_5 \theta^*)\]  

(2)

where \(D_1, \ldots, D_5\) are material constants and \(\sigma^* = P / \sigma\) is the stress triaxiality where \(P\) represents the hydrostatic stress.

The damage in a given element is initiated when the scalar damage parameter \(\omega\) exceeds unity. This parameter is based on a cumulative law defined as

\[
\omega = \sum_{i=1}^{k} \left(\frac{\Delta \bar{\varepsilon}_i}{\bar{\varepsilon}_f}\right)\]

(3)

where \(\Delta \bar{\varepsilon}\) is the increment of equivalent plastic strain during an increment \(i\). \(\bar{\varepsilon}_f\) was set to 1.6 in order to predict a correct primary cutting force according to experimental results. When material damage is initiated, the stress-strain relationship of Eq. 1 alone does not accurately represent the material’s behaviour, i.e. curve b to c’ in Fig. 3. Continuing to use the stress-strain relation introduces a strong mesh dependency based on strain localization, such that the energy dissipated decreases as the mesh is refined. A different approach is required to follow the strain-softening branch of the stress-strain response curve. Hillerborg’s

![Fig. 2 Setup of the experimental force measurements for orthogonal cutting tests](image-url)
### Table 2: Physical properties of AISI 316L stainless steel [36, 38] and CBN170 tool grade

| Material      | Density (kg/m³): $\rho_w(\theta) = 7921 - 0.614\theta + 0.0002\theta^2$ | Poisson’s ratio: $\nu_w = 0.30$ |
|---------------|-----------------------------------------------------------------------------|---------------------------------|
| AISI 316L     | Melting point (K): $\theta_m = 1672$                                        |
|               | Thermal conductivity (W/(m·K)): $k_w(\theta) = 14.307 + 0.0181\theta - 6 \cdot 10^{-6}\theta^2$ |
|               | Specific heat (J/(kg·K)): $C_{p,w}(\theta) = 440.79 + 0.5807\theta - 0.001\theta^2 + 7 \cdot 10^{-7}\theta^3$ |
|               | Thermal expansion (K⁻¹): $\alpha_{L,w} = 16.0 \cdot 10^{-6}$                |
| CBN170 tool grade | Density (kg/m³): $\rho_t = 3940$                                            |
|               | Young’s modulus (GPa): $E_t = 610$                                          |
|               | Poisson’s ratio: $\nu_t = 0.155$                                            |

The fracture energy, $G_f$ presented in [17] is used to reduce mesh dependency by creating a stress-displacement response after damage is initiated. The fracture energy is then given by Eq. 4.

$$G_f = \int_{\tilde{\varepsilon}_0}^{\tilde{\varepsilon}_f} L\tilde{\sigma} \, d\tilde{\varepsilon} = \int_0^{\tilde{\varepsilon}_f} \tilde{\sigma} \, d\tilde{\varepsilon}$$  \hspace{1cm} (4)

where $L$ is the characteristic length associated with an integration point, $\tilde{\varepsilon}_0$ is the equivalent plastic strain at damage initiation and $\tilde{\varepsilon}_f$ is the equivalent plastic strain when the material is fully degraded corresponding to point b and f respectively in Fig. 3 and $\tilde{\varepsilon}_f$ and $\tilde{\sigma}$ are the equivalent plastic displacement and flow stress. The fracture energy of AISI 316L is considered to be equal to 3.2 J/mm⁻¹ according to [31]. The degradation of the material upon damage is considered to follow an exponential behaviour and given by Eq. 5.

$$D = 1 - \exp\left( - \frac{\tilde{u}_f}{G_f} \right)$$  \hspace{1cm} (5)

The formulation of the model ensures that the energy dissipated during the damage evolution process is equal to $G_f$, and the scalar stiffness degradation $D$, approaches asymptotically to one at an infinite equivalent plastic displacement. The stiffness degradation effect applies damage to all stiffness components equally according to Eq. 6. When the stiffness degradation $D$, reaches 0.5 the material softening stops, visualized by point c and start to follow the curve c-e in Fig. 3.

$$\sigma = (1 - D) \tilde{\sigma}$$  \hspace{1cm} (6)

### 4.3 Interaction modelling

A numerical modelling of the contact at the tool-chip interface has to be used in order to constraint the two bodies from penetrate each other. This is performed by a contact algorithm, which upholds the surfaces of the two bodies in contact. In addition, there has to be a friction model which is able to describe the tribological conditions at the contact interface. The contact algorithm used in Abaqus/explicit for CEL interaction is based on an enhanced immersed boundary method. In this method, the Lagrangian structure occupies void regions inside the Eulerian mesh. The contact algorithm automatically computes and tracks the interface between the Lagrangian structure and the Eulerian materials. The friction model used is a combined sliding and sticking formulation, where an upper boundary controls when sticking friction is active, this upper boundary is set to the shear strength of the workpiece material. The sliding zone is modelled with Coulomb friction and the friction coefficient is set to 0.57, which has been adopted from [22]. The combined friction model used in this present study is presented in Eq. 7.

$$\tau_f = \min(\mu\sigma_n, \tau_y)$$  \hspace{1cm} (7)

where $\tau_f$ is the frictional stress, $\mu$ is the fiction coefficient, $\sigma_n$ is the normal stress and $\tau_y$ is the shear strength of the workpiece, which is defined as $\tau_y = \sigma_y/\sqrt{3}$ where $\sigma_y$ is the uniaxial yield stress.

### 4.4 Finite element model

The finite element model consists of two parts a cutting tool with a Lagrangian formulation and an euler-space with an Eulerian formulation. The euler-space part had an element edge length of 10 μm and consisted of a total of

Table 3: Temperature dependence of Young’s modulus in AISI 316L steel

| Temperature, $\theta$ (K): | 293 | 423 | 533 | 623 | 698 | 753 | 813 | 923 | 1473 |
|----------------------------|-----|-----|-----|-----|-----|-----|-----|-----|------|
| Young’s modulus, $E_w$ (GPa): | 210.3 | 191.7 | 180.0 | 191.0 | 188.2 | 186.2 | 156.5 | 113.7 | 68.0 |
Table 4 Temperature dependence of thermal conductivity and specific heat capacity in CBN170 tool grade

| Temperature θ (K) | Specific heat Cp,t (J/(kg·K)) | Thermal conductivity kt (W/(m·K)) |
|-------------------|-------------------------------|----------------------------------|
| 298               | 652                           | 53.388                           |
| 373               | 806                           | 55.178                           |
| 473               | 983                           | 57.355                           |
| 573               | 1114                          | 57.888                           |
| 673               | 1211                          | 57.879                           |
| 773               | 1273                          | 56.618                           |
| 873               | 1326                          | 55.212                           |
| 973               | 1360                          | 53.388                           |
| 1073              | 1383                          | 51.400                           |
| 1173              | 1396                          | 49.274                           |
| 1273              | 1396                          | 46.703                           |
| 1373              | 1400                          | 44.628                           |

3 360 000 elements. The element size of 10 μm has been chosen, in order to get a smooth and reliable effective stress distribution in the tool. The euler-space had the element type EC3D8RT, which is an 8-node thermally coupled linear Eulerian brick element. The cutting tool had an element edge length of 20 μm at the cutting interface and the size of the elements at Region C’ was 0.2 mm. The cutting tool contained a total of 407 110 elements of the element type C3D4T, which is a 4-node linear Lagrangian tetrahedron thermo-mechanical element.

The cutting tool had an edge radius, rβ = 55 μm, nose radius, rε = 0.8 mm the nose radius was not a part of the cutting depth in order to get a 3D orthogonal cutting condition. A rake angle, γ = 0°, clearance angle α = 6° and the major cutting edge angle κ = 90°. A wall thickness, b = 1 mm and a theoretical chip thickness of h1 = 0.20 mm was simulated. The eulerian-space was initially filled with workpiece material according to the grey area in Fig. 4 the rest of the eulerian-space was considered as a void region.

Figure 4 shows the initial configuration of the CEL-model with visualized mechanical boundary conditions. Region A’ was velocity constrained with an inflow of material v_z = v_c = 250 m/min and unbound in all other degrees of freedom. Region B’ was velocity constrained with v_x = v_y = 0 and unrestricted in all other degrees of freedom. Region C’ was considered to be fixed in all displacement degrees of freedom i.e u = 0.

5 Results

In this section the experimental and numerical results is presented. In Fig. 5 the serrated chip formation produced by the FE model is shown. The field shown, is the flow stress degradation in the workpiece caused by the damage modelling of the material.

Fig. 3 Stress-strain response of a metal specimen with damage behaviour

Fig. 4 The initial configuration of the CEL FE model and the mechanical boundary conditions applied to both the workpiece and tool

Fig. 5 Serrated chip formation of AISI 316L with h1 = 0.2 mm
5.1 Cutting forces

Figure 6 shows the experimentally observed forces within the given range of the theoretical chip thicknesses. Cutting resistance \( Cr = F_c/(bh_1) \) is also presented on the diagram. It can be seen that the \( F_c \) force component has close to linear behaviour while \( F_f \) component shows steeper increase at low feeds than at higher feeds. Cutting resistance \( Cr \) also has significantly higher values at low feeds. Both effects are related to a stronger impact of the forces acting on the clearance of the tool at feeds which are comparable with the edge radius \( r_\beta \).

In Fig. 7, the experimental and numerical values of both the primary cutting force, \( F_c \), and the feed force, \( F_f \), as a function of time is presented, for \( h_1 = 0.2 \) mm. The experimental values are divided by 2.5 in order to compensate for the difference in wall thickness of the tube between the simulation and experimental setup. One can see that the FE model has good correlation for the primary cutting force, but the FE model under predict the feed force. A reason for this could be a combination of the interaction modelling and that the tool edge rapidly get a deformed shape due to a creep behaviour in the tool material, as shown in [21, 25].

5.2 Segmentation frequency

The two parameters, average chip thickness \( h_2 \) and average size of the segment for the serrated chips \( e_2 \) were measured from the collected and polished chips, see Fig. 8. Chip compression ratio \( \lambda_h \) was calculated Fig. 9 from the obtained data regarding the chip morphology. The dependence of \( \lambda_h \) on the feed can be approximated with a hyperbolic function \( \lambda_h = 1.291 + 0.021/h_1 \). Chip segmentation frequency \( f_s \) was also determined according to Eq. 8.

The serrated chip formation of the FE model can be seen in Fig. 5. The segmentation frequency of the FE model was measured to 15.6 kHz and the experimental segmentation frequency for \( h_1 = 0.2 \) mm was 16.8–17.7 kHz. This gives a correlation of 88.1–92.8% between simulated and experimental results.

\[
 f_s = \frac{v_c 1000}{e_2 \lambda_h 60} 
\]

5.3 Contact length

Contact length on the rake \( l_r \) was measured for all theoretical chip thicknesses Fig. 9 with the help of scanning electron microscopy. The ratio of the contact length to the uncut chip thickness \( l_r/h_1 \) exhibits decreasing trend similar to the chip compression ratio.

The contact length of the FE model was measured by the maximum length of the contact pressure build up on the rake.
Fig. 8  a Micrograph of the chip cross section. b Data on segment size $e_2$ and segmentation frequency $f_s$

face. Figure 10 shows the contact length and the contact pressure distribution on the rake face of the tool. The contact length of the FE model was measured to 0.364 mm and the experimental contact length for $h_1 = 0.2$ mm was 0.362 mm. This gives a correlation of 99.4% between simulated and experimental results.

5.4 Mechanical loads

The maximal principal stress experienced by the cutting tool, is located on the rake face of the cutting tool. The cutting tool, has two zones that experience high principal stresses. In Fig. 11a, b the distribution of the principal stress in the cutting tool at the peak value in the engagement phase and at a peak value in the steady state phase are illustrated. High principal stresses at the engagement phase, can be explained by the fact that the cutting tool has no support at the flank face in the initial contact with the workpiece, as shown in [4]. The maximal principal stress during the steady state phase is located further up on the rake face, since contact length between the workpiece and the cutting tool has increased. In Fig. 12 the primary cutting force and the maximal principal stress for an element as a function of time is presented. This element is located in the area where the cutting tool experience high principal stresses during the steady state phase, hence Fig. 12 will not show the maximal principal stress experienced by the tool in the engagement phase. It can be seen that the principal stress has the same frequency as primary cutting force, in the steady state phase.

The location of the maximal effective stress is found at the flank face of the cutting tool. In Fig. 13 the distribution of the von Mises stress in the cutting tool at time 0.18 ms is shown. Since the maximal effective stress in the cutting tool, does not have a peak during the engagement phase. The area effected by high effective stress during the simulation will be located approximately in the same location in the cutting tool. Figure 14 shows the primary cutting force and maximal effective stress for a node as a function of time. Similar to the maximal principal stress the maximal effective stress has the same frequency as the primary cutting force.

5.5 Thermal load

In Fig. 15 shows the temperature distribution at the rake face of the tool at the end of the simulation. This is well below experimental value, for example shown in [23, 26, 38]. An explanation for this can be that the thermal steady state is reached much later than the steady state condition for the mechanical part, as stated in [38]. In Fig. 16 the nodal temperature with respect to time for a node in the high temperature zone at the rake face is presented. One can see that the temperature increase has a close connection to
Fig. 10 Contact pressure distribution and contact length on the rake face $l_r$ in FE model

Fig. 11 Maximal principal stress distribution in the cutting tool in the engagement phase (a) and steady state phase (b)

Fig. 12 Primary cutting force and maximal principal stress as a function of time
the segmentation of the workpiece, since it has a periodic behaviour with the same frequency as the primary cutting force. Figure 16 clearly shows that no steady state condition in a thermal perspective is achieved within the simulation time. Although it can be of importance to present the distribution of the thermal load affecting the tool. Since this can serve as a starting shape of the thermal load in further investigations, in Fig. 17 the temperature at the middle cross section of the tool-chip interaction area is presented.

6 Discussion

This study shows that the CEL formulation is a promising technique to use when studying mechanical and thermal loads acting on a cutting tool in 3D. Cutting forces, segmentation frequency and contact length show a good correlation with experimental results, thereby validating the numerical model. It seen that the serrated chip formation, gives rise to a periodic load acting on the cutting tool. This periodic behaviour has a drastic effect on both the maximal principal stresses and maximum effective stresses in the cutting tool. It can also be noted that the same behaviour as in [4] of the maximal principal stresses in the cutting tool is observed, where the maximal principal stresses in the engagement phase of a machining operation is studied.

This paper presents results of the pressure and thermal load in the cutting tool, regarding the dynamic behaviour due to a segmented chip formation. Both the mechanical and thermal load on the cutting tool has a close connection the to wear and fracture of the tool material. Both these loads could give rise to mechanical stresses in the cutting tool in this paper the maximal principal stress and maximum effective stress are examined. The reason for this is that
the occurrence of crack formation, tool chipping, flaking and breakage is mostly a function of the maximal principal stress in the cutting tool, commonly in combination with residual stresses in the tool due to the manufacturing sequences. When it comes to the maximal principal stress the distribution of the load is more important than the absolute value [34]. The risk of edge chipping and flaking is also related to the maximum effective stress in combination with the temperature field in the cutting tool, as seen in [10, 11]. The thermal load softens the tool material which will influence the mechanical strength of the cutting tool; in future investigations, the Young’s modulus of the tool material will be temperature dependent in order to capture how this affects the maximal principal stress and maximum effective stress in the cutting tool.

In this discussion, it is also very important to realise that temperature and partly the pressure heavily increase the chemical tool deterioration. The chemical wear could commonly also result in a geometry change of the cutting tool, that results in stress concentrations especially interacting with the maximal principal stress. These problems are outside of the scope of this paper. But the mechanical and thermal loads presented here can be of value, when studying these phenomena.
7 Conclusions

This study has clarified the influence of the pressure and thermal load on the maximal principal stress and the maximum effective stress in the cutting tool, in consideration of the dynamic behaviour due to a segmented chip formation. The following conclusions can be drawn from the work:

- The CEL formulation is a feasible and effective numerical simulation approach, for studying both a segmented chip formation and the loads subject to the cutting tool.
- A robust verification of the numerical simulation results has been done with experimental investigations. A good correlation was achieved for the cutting forces, contact length and segmentation frequency.
- The CEL formulation is able to predict the location and distribution of both the maximal principal stress and the maximum effective stress in the cutting tool.
- The location of temperature distribution on the cutting tool is also well predicted. But the model under predicts magnitude of the distribution compared to the steady state temperature of experimental results.
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