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Abstract

If a system that embodies a reference semantic for motion verbs and prepositions is to generate a coherent text describing the recognized motions it needs a decision procedure to select the events. In NAOS event selection is done by use of a specialization hierarchy of motion verbs. The strategy of anticipated visualization is used for the selection of optional deep cases. The system exhibits low-level strategies which are based on verbinder properties that allow the generation of a coherent descriptive text.

1 Introduction

This contribution focuses on the verbalization component of the NAOS system (the acronym stands for NAural language description of Object movements in a Traffic Scene). NAOS is designed to explore the border area between computer vision and natural language processing, especially the realm of recognizing and verbalizing motion concepts in image sequences.

NAOS goes all the way from a representation of a real-world traffic scene to a natural language text describing the scene.

The representation of the scene basically consists of its geometry (therefore called geometric scene description (GSD)). To give an impression of the representation a GSD contains for each frame of the image sequence:

- instance of time
- visible objects
- viewpoint
- illumination
- 3D shape
- surface characteristics (color)
- class
- identity
- 3D position and orientation in each frame

(for a detailed description of the GSD see [16]).

For event recognition we use event models ([18], [19]) which define a reference semantic for motion verbs. In the current implementation of the NAOS system about 35 motion verbs and the prepositions beside, by, in-front-of, near, and on may be recognized by matching the event models against the representation of the scene.

In this paper we are neither concerned with the representation of the underlying scene data nor with the question of event recognition as these issues have been published elsewhere (see [16] [17] [20]). Instead, we focus on the generation of a coherent text describing the image sequence.

In the next section we briefly describe the representation of the recognized events which form the initial data for the verbalization component. Then the overall strategy for composing a coherent description is discussed. The following section introduces a partial solution to the selection problem which is based on the strategy of anticipated visualization. Fourth, we show how some linguistic choices like passive, restrictive relative clauses, and negation are natural consequences of the task of generating unambiguous referring expressions. In the last section we relate our research with current work on language generation.

2 Initial Data

Verbalization starts when event recognition has been achieved. Besides complex events like overtake and turn off, other predicates like in-front-of, beside, move, etc. are also instantiated.

Below is a section of the database after event recognition has taken place (the original entries are in German).

1: (MOVE PERSONI 0 40)
2: (WALK PERSONI 0 40)
3: (RECEIVE PERSONI FBI 20 40)
4: (OVERTAKE BMWI VWI 00:12 (10 12) (15 22))
5: (MOVE BMWI VWI 10 40)
6: (IN-FRONT-OF VWI TRAFFIC-LIGHTI 27 32)

The above entries are instantiations of event models containing symbolic identifiers for scene objects (e.g. BMWI). The last two elements of an instantiation denote the start and end time of the event.

We use the following notations to denote the event time:

1. \( \ldots T_b T_e \)
2. \( \ldots (T_{b_{\min}} T_{b_{\max}}) (T_{e_{\min}} T_{e_{\max}}) \)
3. \( \ldots (T_{b_{\min}} T_{b_{\max}}) T_e \)
4. \( \ldots T_b (T_{e_{\min}} T_{e_{\max}}) \)

\( T_b, T_e \) denote start and end time of an event. The first notation is used for durative events (e.g. move). A durative event is also valid for each subinterval of \( T_b T_e \).

The second notation is used for non-durative events (e.g. overtake). Start and end time of such an event are both restricted by lower and upper bounds. Note, that non-durative events are not valid for each subinterval of the event boundary.

The third notation is used for resultative events (e.g. hit). The start time of a resultative event lies within an interval whereas the end time lies at a time-point.

Finally, the last notation is used for inchoative events (e.g. start moving, corresponding to the German verb losfahren). Inchoative events have a well defined start time whereas the end time lies within an interval.

For the task of generating a coherent description of a traffic scene NAOS first instantiates all event models and predicates which may be instantiated using the scene data. This leads to the well known selection problem of natural language generation. For one object there may be many instantiations with different time intervals, hence the task of the verbalization component to choose what to say. In the next section we discuss the theoretical background on which our verbalization component is based.

3 Theoretical Background

In general, language is not generated per se but is always intended for a hearer. Furthermore, language is used to fulfil certain

\(^{11}\) I thank B. Neumann who contributed several ideas to this article.
goals of the speaker which may sometimes simply be to inform the hearer about certain facts.

In NAOS the generation of a description of the underlying image sequence aims at diminishing the discrepancy between the system’s knowledge of the scene and the hearer’s knowledge (the same motivation is used in Davey’s program [6]). Concerning the hearer we make the following assumptions:

1. S/he knows the static background of the scene, i.e. the streets, houses, traffic lights, etc.
2. S/he did not utter specific interests except: Describe the scene!

A description may be the result of such diverse speech acts as INFORM, PROMISE, PERSUADE, or CONVINCE. NAOS only generates the speech act INFORM.

To inform a hearer about something means to tell her/him something s/he has not known before, something that is true and new. In NAOS the definition of true utterances builds on the situational semantics of Barwise and Perry [3]. They understand the meaning of an utterance as a relation between the utterance and the described situation. The interpretation of an utterance by a hearer usually consists of a set of possible situations with a meaning relation to the utterance. We now define an utterance to be true if the set of possible situations contains the actually occurred situation.

The requirement to generate true utterances has two consequences for our verbalization component. First, the verbalization process must take the hearer’s meaning relations into account. This coincides with the communication rule to tune one’s utterances to the hearer’s comprehension ability. Second, assuming that the speaker has the same meaning relations as the hearer, the speaker can anticipate the hearer’s interpretation of an utterance, i.e. the possible situations implied solely by the utterance can be generated without knowledge of the actual situation. In the case of scene descriptions these situations are equivalent to the hearer’s visualization of an unknown scene.

An utterance must be new to the hearer in order to inform him. In the context of situational semantics we define an utterance to be new if its interpretation restricts the set of possible situations implied by previous utterances. Thus new information additionally specifies described situations.

The task of a verbalization component is to choose utterances such that they inform in the above sense. Therefore it is necessary to anticipate the hearer’s understanding for judging whether a planned utterance carries new information.

The general principle for hearer simulation is depicted in figure 1.

On the side of the speaker the event recognition process leads by use of event models to instantiated event models (called events in the figure). A first selection process chooses among the instantiated those which are to be verbalized. As event models are associated with verbs the appropriate case frame of the verb is available. A second selection process now chooses among the optional deep cases of the verb. This is where the deep case semantics comes into play. If, for instance, it is decided that a locative expression should be generated it is necessary to know how the location of an object may be expressed in natural language as is the geometric scene description the location of an object is given by its x, y, and z coordinates. The deep case semantics also contains information about the prepositions which may be used for expressing a specific deep case.

Assuming that the hearer has the same meaning relations as the speaker he basically can use the speaker’s processes in reverse order and reconstruct the underlying case frame from the utterance and thus build a visualized scene description.

Note, however, that we agree with Ohlson [21] that the verbalization of a visual event always leads to a loss of information. In our case, for instance, we cannot assume that the hearer knows the x, y, and z coordinates of an object when he hears the phrase in front of the department of computer science. Such a phrase generates a set of coordinates defining the region which corresponds to the preposition in-front-of. The actual location of the object which gave rise to the generation of the phrase lies somewhere within that region. Presently, hearer modeling stops at the level of case frames and the visualized scene is anticipated (see section 4.2).

As shown in figure 1 the case frame of a verb plays a central role in our verbalization component. We adopt the view of Fillmore expressed in his scenes-and-frames semantic [7] that case frames relate scenes to natural language expressions.

### 4 The Selection Problem

Usually this problem is divided into the subtasks of deciding what to say and how to say it. As mentioned above NAOS uses two selection processes. First, it selects among the instantiated events and second, it selects among the optional deep cases of the verb associated with the chosen event. The first selection process corresponds to deciding what to say and the second one determines largely how to say it as will be shown later.

The selection processes are based on the representation of the case semantics of an event model and on a specialization hierarchy of the verbs. Below is the representation of the case semantics for the event model überholen (overtake).

```
Agent-Oblig.: VEHICLE
Deep-cases: (VERB UEBERHOL) (TREiben +OBJ1 +OBJ2 +T1 +T2)
Obligatory: (AGENT ACT-EXP) (REP ACT-EXP +OBJ1)
Optional: (LOCATIVE LOC-EXP) (LOC-REP LOC-EXP +OBJ1 +T1 +T2)
```

The first slot specifies the agent restriction. The deep-cases slot
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contains first the verb stem of überholen as needed by the generation component and second the formal notation for an instantiation. The obligatory cases must be generated but may be omitted in the surface string in case of elliptic utterances whereas optional deep cases need not be generated at all. In the combinations slot it is represented which deep cases may be generated together (e.g. for the verb fahren (drive) it is not allowed to generate a single SOURCE but instead SOURCE and GOAL must be generated). The Loc-preps slot specifies the prepositions which may be used with the verb überholen to generate locative expressions.

The case descriptions in the obligatory and optional slots consist of two parts: a declaration of an identifier for the case expression on the language side, and a predicate (in general a list of predicates) relating the case expression to the scene data. The most important predicates are REF, TIME-REF, and LOC-REF.

REF generates referring phrases for internal object descriptors like BMW1. TIME-REF generates the tense of the verb. As descriptions are usually given in present tense, presently TIME-REF only generates this tense. LOC-REF relates the abstract location of the object as given by its coordinates to a natural language expression for a reference object. Note, that REF has to be used to generate a referring phrase for the reference object. Consider the sixth entry of the database in section 2. The instantiation only contains internal identifiers for objects, like traffic-light1, for which referring phrases have to be generated (see section 4 for further details on REF).

In NAOS we use a specialization hierarchy for motion verbs. This hierarchy is pragmatically motivated and is rooted in situational semantics. It is no hierarchy of motion concepts as the one proposed in [23]. It connects general verbs with more special ones. A situation which may be described using a special verb implies the application of all more general verbs. Take for instance the verb überholen (overtake). It implies the use of the more general verbs vorüberfahren, vorlaufen (drive past), passieren (pass), naehern-r (approach), entfernen-r (recede), fahren (drive), and bewegen-r (move).

It should be intuitively plausible that such a hierarchy is also used for event recognition. If, for instance, no naehern-r (approach) can be instantiated the more special events need not be tested.

4.1 Event Selection

In NAOS the overall strategy for generating a descriptive text is as follows:

- Group all moving objects according to their class membership;
- For each object in each group describe the motions of the object for the time interval during which it was visible in the scene.

Event selection for an object is done according to the following algorithm:

1. Collect all events in the interval where the object was visible and where the object was the agent;
2. determine for each timepoint during the object’s visibility the most special event of the above collected ones;
3. if two events have the same specificity then either take the one which started earlier and has the same or longer duration as the other one or take the one with longer duration;
4. put the selected events on the verbalization list of the object in temporally consecutive order.

Consider the following example. All events which were found for PERSON1 are:

(RÜCKDE PERSON1 FBI 20 40) (RECHTS-R PERSON1 FBI 20 40)
(WALK PERSON1 FBI 40)
(MOVE PERSON1 0 40) (RECHTS-R PERSON1 0 40)

The above algorithm leads by use of the specialization hierarchy to the following verbalization list for PERSON1:

(((WALK PERSON1 0 40) (0 20))
(RECHTS PERSON1 FBI 20 40) (20 40)))

(The last entry in parenthesis of each selected event denotes the interval in which the event was the most special one.)

4.2 Selection of Optional Deep Cases

This selection process is our first implementation of the strategy of anticipated visualization. The underlying question is: Which optional deep cases should be selected to restrict the hearer’s possibilities of placing the trajectory of an object in his internal model of the static background of the scene?

In NAOS the selection algorithm answering the above question is rather straightforward. It is based on the manner of action of the verb, the verbtype, and the hearer’s knowledge. The algorithm is graphically represented in figure 2.

![Figure 2: Selection of Deep Cases](image)

The abbreviations denote: $T_{beg}$, $T_{end}$: start, end time of the event; SB, SE: scene begin and scene end; DIR, LOC, STAT, local: directional (turn off, return), locomotion (walk, overtake), and static (stand, wait) verbs, finally verbs whose recognition implies reference objects (reach s. th., arrive at).

The figure has to be read as follows. If an inchoative event like losfahren (start moving) has to be verbalized which has the verbtype locomotion, then choose direction? and locative? as deep cases. The question mark generally means, look into the partnermodel to see whether this deep case has already been generated for another event. If so, determine by use of the object’s actual location (represented in the scene representation) whether it is still valid. If this is the case don’t generate a natural language expression for this deep case, otherwise do.

Presently the partnermodel contains information about the static background of the scene and about what has been said so far in the same relational notation as was shown for instantiations in section 2. It is being updated when an event is verbalized.

Note, that for durative events the decision is based on whether the start and end time of the event coincide with the beginning or ending of the image sequence. Consider the first case for durative events as given in figure 2. Right from the beginning of the sequence there is a car moving along a street until the sequence ends. In such a case it is not possible to verbalize a source as the object may have started its motion anywhere. To restrict the hearer’s visualization,
direction and locative cases are verbalized, leading to a sentence like: The car moves on Schliitterstreet in direction of Hallerplace. Verbalizing a direction when the static background is known restricts the trajectory to being on one side of the road. Basically, our direction case is a goal or source case where only two prepositional phrases are allowed, the German phrases in Richtung and aus Richtung (in direction, from direction). These phrases do not imply that the motion ends at the goal location as do most prepositional phrases in German which have to be in accusative surface case to denote a goal. The English language is in this respect inherently ambiguous. In the sentence The car moves behind the truck, the phrase behind the truck may denote a locative or goal deep case. In German these cases are distinguished at the surface. For locative the above sentence translates to Das Auto fährt hinter dem LKW, for the goal case, it translates to Das Auto fährt hinter den LKW.

We have to distinguish different verb types as e.g. the meaning of a directional phrase changes with the verb type. Consider the sentences The car moves in direction of Hallerplace versus The car stands in direction of Hallerplace (in German both sentences are well formed). The first sentence denotes the direction of the motion whereas the second one denotes the orientation of the car. We thus distinguish between static (STAT) and locomotion (LOC) verbs. The third verb type, directional (DIR), is used for verbs with a strong directional component like sich eruieren (return), abheben (turn off), etc. As they already imply a certain direction the additional verbalization of a direction using a prepositional phrase does usually not lead to acceptable sentences. The fourth type (REO) is used for verbs like erreichen (reach s. th.) having an obligatory locative case.

The main result to note here is that the selection processes are low-level and verb-oriented. The only higher level goal is to inform the hearer and to convey as much information about an event as possible. In the next section we show by different verbalizations of the same scene how rather complex syntactic structures arise.

5 Generation

The general scheme for the generation process is as follows:

1. Sort the objects according to their class membership, vehicles first, then persons;
2. in the above partial order sort the objects according to their time of occurrence in the scene, earliest first;
3. do for all elements in each verbalization list of each object
   (a) if the current event has a precedent and its event time is included in the precedent's, begin the sentence with dabel (in the meantime); go to (c);
   (b) if the current event has a precedent and its event time overlaps the precedent's, begin the sentence with unterdessen (approx. in the meantime); go to (c);
   (c) determine the optional deep cases and build a simple declarative sentence by using all chosen deep cases and applying the deep case semantics.

Two temporally consecutive events are not verbalized using a temporal adverb as in the cases of inclusion and overlapping. This is due to the fact that from the linear order of the sentences the hearer usually infers consecutivity.

The result of the above algorithm is a formal representation of the surface sentence which, roughly, contains the verb's stem, genus verbis, modality, and person, all deep cases in random order, and all stems of the lexical entries which appear in the surface sentence. This representation is taken as input by the system SUTRA (for further details on the formal representation and the SUTRA system see [4]) which then generates a correctly inflected German sentence.

Below is an example of the output of NAOS.

18. ausgabe text

DIE ZEITE ENTHALT VIER BEWEGTE OBJEKTE: DREI PKWS UND EINEN FUSSGAENGERT.

The scene consists of four moving objects: three vehicles and a pedestrian.

EIN GROSER BMW NAHERT SICH DEM GROSSEN FUSSGAENGERT AUS RICHTUNG HALLERPLATZ, ER FAHRT AUF DER SICHTETERSTRASSE.
A green VW approaches the tall pedestrian from the direction of Hallerplace. It drives on Schlitterstreet.

EIN GELBER VW FAHRT VON DER ALTE POST VOR DIE AMPEL. WAERHENDDESSEN ENTFERNT ER SICH VON DEM GRUENEN VW.
A yellow VW drives from the old post office to the traffic light. In the meantime it recedes from the green VW.

EIN SCHWARZER BMW FAHRT IN RICHTUNG HALLERPLATZ. DABEI UEBERHALT ER DEN GELBEN VW VOR DEM FACHBereICH INFORMATIK. DER SCHWARZER BMW ENTFERNT SICH VON DEM GRUENEN VW.
A black BMW drives in the direction of Hallerplace. During this time it overtakes the yellow VW in front of the department of computer science. The black BMW recedes from the green VW.

DER GROSSE FUSSGAENGERT GEHT IN RICHTUNG DAMMTOU AUF DEM SUEDLICHen FUSSWEG WESTLICH DER SICHTETERSTRASSE. WAERHENDDESSEN ENTFERNT ER SICH VON DEM FACHBereICH INFORMATIK.
The tall pedestrian walks in the direction of Dammstor on the southern sidewalk west of Schlitterstreet. In the meantime he recedes from the department of computer science.

19. Jogout

The first sentence above is a standard one having the same structure for all different scenes. The remaining four paragraphs are motion descriptions for the four moving objects.

We now discuss step (c) of the above algorithm in more detail as it covers some interesting phenomena.

Consider the third paragraph describing the motions of the yellow VW. The verbalization list for this object is:

(( ((DRIVE VWI 10 20) (10 26))
 (RECEDE VWI 26 32) (32 40))))
The beginning (SIH) and ending of the sequence (SE) lie at points 0 and 40, respectively. According to the selection algorithm (figure 3) a SOURCE should be verbalized for a durative event with the above event time if the verb type is LOC. The generation algorithm checks whether the chosen optional cases are allowed for the verb, if so, it is further checked whether the combinations are allowed. As a SOURCE may not be generated alone for a fahren (drive, move) event, SOURCE and GOAL are generated.

The fourth paragraph shows the outcome of a deep case selection in which the chosen case is not allowed for the verb. The verbalization list for the black BMW contains only ubberholen (overtake) and entfernen= (recede).

(( ((OVERTAKE BMWI VWI 10 12) (12 32) (10 32))
 (RECEDE BMWI VW2 20 40) (32 40))))

According to event- verb type DIRECTION is chosen as the appropriate deep case. As this case may not be used with the verb overtake two sentences are generated, one describing the direction
of the motion and the other one describing the specific event. The second sentence begins with a temporal adverb specifying that both motions occur at the same time. In order to generate the two sentences first the classmembership of the agent of the verb which may not take the chosen deep case is determined. Then the specialization hierarchy is used to go up to eitherfahren (drive, move) or gehen (walk) as those verbs may take any deep case. Then the sentences are generated.

Consider the following verbalization list:

\[(\text{OVERTAKE} \text{BMW1 VW1} (0 \ 8) (12 \ 18) (0 \ 18))\]
\[(\text{DRIVE} \text{BMW1} 0 \ 40) (18 \ 40))\]

Assuming the direction and location of the motion to be the same as before the algorithm presented so far would generate A black BMW drives in the direction of Hallerplace. During this time it overtakes the yellow VW in front of the department of computer science. The black BMW drives.

According to the deep case selection algorithm a DIRECTION and LOCATIVE should be generated for the second event above. As both cases have already been generated with the first event and are still valid the sentence The black BMW drives is not generated because before generating a sentence it is checked whether the information is already known to the partner.

5.1 Referring Phrases

In this section some aspects of the referring phrase generator are discussed. As can be seen from the example text objects are characterized by their properties, introduced with indefinite noun phrases when they are not single representatives of a class and they may also be pronounized to add to the coherence of the text. Therefore we use standard techniques as e.g. described in [8], [9].

We want to stress one aspect of our referring phrase generator, namely its capability to generate restrictive relative clauses with motion verbs. As it may be easily the case that a scene contains two objects with similar properties the task arises to distinguish them and generate unequivocal referring expressions.

It is an interesting fact, that we have several options to cope with this problem which each have their consequences.

One option is to adopt McDonald’s scheme of generation without precisely knowing what to say next [13]. According to this scheme two similar objects are characterized in the following way in NAOS. When the first one is introduced it is characterized by its properties e.g. a yellow VW. When the second one has to be introduced, REP notices that a yellow VW is already known to the partner and generates the phrase another yellow VW. It starts getting interesting in subsequent reference. The objects are then characterized by the events in which they were involved earlier whether as agent or in another role. This leads to referring phrases like the yellow VW, which receded from the pedestrian or the yellow VW, which has been overtaken. Note, how passive relative clauses arise naturally from the task of generating referring phrases in this paradigm. The same is also true for negation. Consider the case where the first yellow VW, say VW1, has passed an object and the second yellow VW, say VW2, has overtaken an object and both events are already known to the partner. If REP has to generate again a referring phrase for VW1 it notices that pass is a more general verb than overtake and may thus also be used for the overtake event. It therefore generates the phrase the yellow VW, which has not overtaken the other object to distinguish it unequivocally from VW2.

Below is an example of this strategy in a text for the same scene as above. The difference to the first scene is that we replaced the green VW by a yellow one.

10. output text:

die Szene enthält vier bewegte Objekte: drei PKWs und einen Fußgänger.

The scene consists of four moving objects: three vehicles and a pedestrian.

Ein gelber VW naheht sich dem großen Fußgänger aus Richtung Hallerplatz. Er faehrt auf der Schlueterstrasse.

A yellow VW approaches the tall pedestrian from the direction of Hallerplace. It drives on Schlueterstreet.

Ein anderer gelber VW faehrt von der alten Post vor die Ampel. Wahrrenddessen entfernt er sich von dem gelben VW, der sich dem großen Fußgänger genaehert hat.

Another yellow VW drives from the old post office to the traffic light. In the meantime he recedes from the yellow VW which approached the tall pedestrian.

Ein schwarzer BMW faehrt in Richtung Hallerplatz. Dabei umberholt er den anderen gelben VW, der sich von dem gelben VW entfernt hat, vor dem fachbereich Informatik. Der schwarze BMW entfernt sich von dem gelben VW, der nicht umberholt worden ist.

A black BMW drives in direction of Hallerplace. During this time it overtakes the other VW which receded from the yellow VW, in front of the department of computer science. The black BMW recedes from the yellow VW which was not overtaken.

Der grosse fussgaenger geht in richtung Dammtor auf dem siedlischen Fussweg westlich der Schlueterstrasse. Wahrrenddessen entfernt er sich von dem fachbereich Informatik.

The tall pedestrian walks in direction of Dammtor on the southern sidewalk west of Schlueterstreet. In the meantime it recedes from the department of computer science.

11. logout

The consequences of this first option are rather complex syntactic structures which are not motivated by higher level stylistic choices. Let us now look at a second option which has also been implemented. Experience with the above algorithm for different scenes showed, that if more than two similar objects are in a scene the restrictive relative clauses become hardly understandable. We thus determine how many similar objects there are in the scene before we start the generation process. If there are more than two, REP generates names for them and introduces them as e.g. the first yellow VW, the second yellow VW and so on and uses these phrases in subsequent references. An example of this strategy would look like the first example text where the different vehicles are named the first ..., the second .... The rest of the text would remain the same.

Taking this option implies leaving McDonald’s scheme and approaching to a planning paradigm. It should be noted here that there is a third option which has hardly been investigated, namely to switch from contextual to co-textual reference as in phrases like the VW I mentioned last. We need further research before we can use such techniques effectively.

6 Conclusion and Related Research

We have proposed the scheme of anticipated visualization to generate coherent texts describing real-world events (visual data). The selection algorithms are based on low-level, verb-inherent properties, and on a pragmatically motivated verb hierarchy. Together with the verbalization component the NAOS system is now fully operational from event recognition to text generation in the do-
main of traffic scenes. As this domain is rich enough to still pose
a lot of problems it opens up the opportunity to integrate higher
level strategies for e.g. combining sentences, selecting events,
generating deictic expressions, etc.

The main difference between NAOS and other systems for lan-
guage generation is that we approach the verbalization problem
from the visual side and thus are led to use basic selection algo-
rithms. Other systems like TALESPIN [15], KDS [12], TEXT [14],
KAMP [1], and HAM-ANS [10] start their processing with language
whereas NAOS starts with images. In close connection to our re-
search is the work of [2], [24], [25], [22], and [5]. The first four
authors deal with questions of motion recognition and with a re-
ference semantic for motion verbs but are not concerned with text
generation. They showed that case frames can be used to generate
single utterances. Coulson and McDonald use the notion of silence
to deal with the selection problem in the task of describing a single
image of a natural outdoor scene.

TALESPIN exemplifies that plans and goals of an actor may
form the underlying structure of narratives and may thus be mo-
tivation for text generation. In KDS a representation of what to
do in case of fire alarm is transformed into a natural language
text. As the initial representation already contains lexical entries
and primitive propositions the task is to organise this information
such so that it may be expressed in an English text. Moore and
Moore propose rules for combining propositions and re-edit the text
continuously to produce the final version. TEXT generates par-
graphs as answers to questions about database structure. McKown
has identified discourse strategies for fulfilling three communicative
goals: define, compare, and describe. These strategies guide the gen-
eration process in deciding what to say next. McKown uses the
question to determine the communicative goal that the text should
fulfil. Research of this kind is very important to clarify the relation
between the form of a text and its underlying goals.

One of the domains of HAM-ANS is the kind of traffic scene
which is also used in NAOS. In this domain HAM-ANS deals with
primarily with answering questions about the motions of objects
and with overanswering yes/no questions [25]. The dialogue com-
ponent of HAM-ANS may be connected to NAOS to also allow
questions of the user if the generated text was not sufficient for his
understanding. An evaluation of the kind of question being asked
by a user may help in devising better generation strategies.

KAMU is a system for planning natural language utterances
in the domain of task oriented dialogues. The planning algorithm
takes the knowledge and beliefs of the hearer into account. This sys-
tem shows how a priori beliefs of the hearer may also be integrated
in NAOS to generate appropriate referring phrases.

It would be interesting to use a planning component for NAOS
which would first determine all deep cases necessary to maximally
restrict the visualized trajectory of an object’s motion sequence and
then try to distribute the cases to the different verbs used in the
description in order to generate smooth text.
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