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Abstract

We propose an end-to-end neural model for zero-shot abstractive text summarization of paragraphs, and introduce a benchmark task, ROCSumm, based on ROCStories, a subset for which we collected human summaries. In this task, five-sentence stories (paragraphs) are summarized with one sentence, using human summaries only for evaluation. We show results for extractive and human baselines to demonstrate a large abstractive gap in performance. Our model, SummAE, consists of a denoising auto-encoder that embeds sentences and paragraphs in a common space, from which either can be decoded. Summaries for paragraphs are generated by decoding a sentence from the paragraph representations. We find that traditional sequence-to-sequence auto-encoders fail to produce good summaries and describe how specific architectural choices and pre-training techniques can significantly improve performance, outperforming extractive baselines. The data, training, evaluation code, and best model weights are open-sourced.

1 Introduction

Extractive summarization has been studied extensively over the past several decades (Gupta and Lehal, 2010; Ferreira et al., 2013). However, humans typically summarize abstractively, paraphrasing and performing non-trivial compression of details that are difficult to encode in classical summarization algorithms. Recent progress in neural language models (Sutskever et al., 2014; Jozefowicz et al., 2016; Radford et al., 2019) has enabled models to generate near fluent language that are not mere regurgitations of training data. With large datasets of (document, summary) pairs primarily from the news domain, abstractive summarization has been approached as a supervised neural sequence transduction problem (Rush et al., 2015; Nallapati et al., 2016; Narayan et al., 2018; Fabbri et al., 2019). Outside of news, however, such large parallel datasets are rare, due to the cost-prohibitive “labeling” process (i.e., reading long documents and writing summaries). Much more commonly available are large corpora of documents without summaries. It is therefore desirable to have models capable of automatically summarizing documents abstractively with little to no supervision.

In contrast to abstractive methods, many ex-

(a) Story (paragraph) to summarize
- Jason listened to the weather and heard it was going to be sunny. He thought the kids might like to go swimming. He gathered up the swimsuits, towels and sunscreen. Jason and the kids got into the truck and drove to the beach. They spent the next 2 hours playing and splashing in the surf.

(b) Three human summaries
- Jason saw a nice weather forecast and went to the beach with his kids for 2 hours.
- Jason took the kids swimming at the beach on a sunny day.
- Jason decided to take the kids to the beach since it was a sunny day.

(c) Best extractive sentence
- Jason listened to the weather and heard it was going to be sunny.

(d) Unsupervised abstractive summary (ours)
- Jason listened to the weather to be the coolest and fun day and he went to the beach and got ready.

Figure 1: (a) An example story to summarize from the validation set for which we collected human summaries. (b) Human summaries from independent raters. (c) The extractive sentence with the highest ROUGE-1. (d) Summary generated from our model without seeing any summaries.
tractive approaches do not rely on example summaries. Inspired by that we study the extreme case of no exposure to summaries during training, or unsupervised (zero-shot) abstractive summarization (UAS).

Recently there has been some, thus far limited, work on UAS for both the multi-document (Chu and Liu, 2019) and single-document (Isonuma et al., 2019) cases. In this work we focus on UAS of paragraphs with a sentence, which is perhaps the most basic form of multi-sentence single-document summarization. In particular, we summarize the five-sentence stories from ROCStories (Mostafazadeh et al., 2016) and show that there is a non-trivial abstractive gap between human and extractive performance, making it a suitable benchmark for measuring progress in UAS.

Our approach is based on training a denoising auto-encoder (Vincent et al., 2008) that encodes sentences and paragraphs in a shared space. The decoder input is pre-pended with a special token to signal whether to decode a sentence or a paragraph, and a summarizing sentence is generated by decoding a sentence from an encoded paragraph. However, we found that traditional approaches to training such an auto-encoder resulted in non-overlapping sentence and paragraph latent sub-spaces — which we call segregation — resulting in long, multi-sentence summaries. We describe architectural modifications and self-supervised pre-training objectives to prevent segregation and improve performance significantly beyond sentence-extractive baselines. While the goal of human performance is still far, we believe the techniques presented here are a major step in that direction.

In summary, our contributions are as follows.

1. We introduce a new benchmark task, ROC-Summ, for measuring progress toward human performance on UAS.

2. We propose a novel end-to-end, fully-differentiable neural model for UAS of paragraphs.

3. We describe novel self-supervised (pre-training) and denoising objectives that significantly improve performance beyond sentence-extractive baselines.

4. We conduct ablation experiments showing the importance of architectural choices and model objectives.

2 A new task for unsupervised abstractive summarization

Our new task re-purposes and augments an existing dataset, ROCStories (Mostafazadeh et al., 2016, 2017), originally designed for the “Story Cloze Test” (SCT), where a model must choose the correct fifth sentence of two candidates given the first four. The stories are self-contained, diverse, realistic, non-technical, high-quality, and have a coherent story arch. The human performance on the SCT task is close to 100%.

Our proposed UAS task involves summarizing the five-sentence training ROCStories with a single sentence without summaries at training, i.e., perform zero-shot summarization. We found summaries by independent human raters have high similarity in this task, suggesting it is well-defined, and relatively unambiguous, in contrast to other summarization tasks where the desired length or the topic of the summary is unclear. The simplicity of the task is conducive to iterating quickly and making rapid progress in UAS. Having only five-sentences and a low-bound on total number of words avoids engineering issues that often arise with very long sequences. Due to the constraints, it is simple to calculate the maximum (sentence) extractive summarization performance, which is far from the human performance (see Table 1) suggesting a need for abstractive models. In contrast, it is unclear for example, what human performance is on the popular CNN/DailyMail (supervised) summarization task (See et al., 2017) and whether abstractive models provide much of a benefit over extractive ones on it (Kryściński et al., 2019).

2.1 Collection of reference summaries for evaluation

To evaluate summarization models, we collected multiple summaries from independent, experienced, and highly-reputable Amazon Mechanical Turk (AMT) workers. The full worker selection criteria and AMT template can be found in Appendix A.1. We split the original 98,159 training stories into 95% train, 5% valid, and 5% test examples, and collect 3 human summaries each for 500 validation examples and 500 test examples. Collecting multiple summaries allowed us to estimate human performance as well as treat multiple “right” answers more fairly by averaging metrics across the summaries for a given example. An ex-
ample story with 3 human summaries, the best extractive sentence, and one of our model summaries can be found in Figure 1.

3 Related Work

Chu and Liu (2019) proposed a model for zero-shot multi-document abstractive summarization, where the mean of the representations from an auto-encoder for input documents is used to decode a summary. Isonuma et al. (2019) proposed to summarize a product review by describing it as a discourse tree, where the summary is the root and the child sentences explain their parent.

Baziotis et al. (2019) performed sentence compression by chaining two sequence-to-sequence (seq2seq) models as an auto-encoder. A Straight-Through Gumbel-Softmax estimator (Jang et al., 2017) was used to sample an output sequence from the first seq2seq, which was encouraged to be language via a pre-trained language model loss. It was also encouraged to be related to the original sentence by using it as input to the second seq2seq model, which was trained to reconstruct the original sentence. Fevry and Phang (2018) used a denoising auto-encoder for sentence compression as well. An input sentence was artificially extended and word-shuffled, encouraging the model to learn to exclude and compress, producing shorter sentences.

Wang and Lee (2018) trained a Cycle-GAN model (Zhu et al., 2017) to learn a document-to-summary mapping given large datasets of unpaired documents and summaries. However, due to the model being exposed to summaries during training, it is not zero-shot summarization. Unlike the original Cycle-GAN model on images, it is non-differentiable since the discriminator must distinguish real from generated in the discrete language domain, and relies on REINFORCE (Williams, 1992).

Radford et al. (2019) trained a large language model on a large Web text dataset and found that the model could produce zero-shot summaries if prompted with a document followed by TL;DR, though they considered them rudimentary and unusable.

Historically there have been strong parallels in the development of neural sequence transduction models for translation and summarization, relying on some flavor of sequence-to-sequence learning. We depart significantly from recent unsupervised translation work (Lample et al., 2018a,b; Artetxe et al., 2018) where models are exposed to both source and target sequences, though unpaired. In our work, models must learn to produce target sequences (i.e., summarize) having only been exposed to source sequences (documents) during training.

4 Model and Methods

4.1 Architecture

Our summarization model, SummAE, is depicted in Figure 2 and consists of a denoising auto-encoder, \((\phi_{enc},\phi_{dec})\), capable of auto-encoding text sequences \(T\) that can be sentences or paragraphs. However, due to the model being exposed to summaries during training, it is not zero-shot summarization. Further, unlike the original Cycle-GAN model on images, it is non-differentiable since the discriminator must distinguish real from generated in the discrete language domain, and relies on REINFORCE (Williams, 1992).

Radford et al. (2019) trained a large language model on a large Web text dataset and found that the model could produce zero-shot summaries if prompted with a document followed by TL;DR, though they considered them rudimentary and unusable.

Historically there have been strong parallels in the development of neural sequence transduction models for translation and summarization, relying on some flavor of sequence-to-sequence learning. We depart significantly from recent unsupervised translation work (Lample et al., 2018a,b; Artetxe et al., 2018) where models are exposed to both source and target sequences, though unpaired. In our work, models must learn to produce target sequences (i.e., summarize) having only been exposed to source sequences (documents) during training.

4.2 Architecture

Our summarization model, SummAE, is depicted in Figure 2 and consists of a denoising auto-encoder, \((\phi_{enc},\phi_{dec})\), capable of auto-encoding text sequences \(T\) that can be sentences or paragraphs. However, due to the model being exposed to summaries during training, it is not zero-shot summarization. Further, unlike the original Cycle-GAN model on images, it is non-differentiable since the discriminator must distinguish real from generated in the discrete language domain, and relies on REINFORCE (Williams, 1992).

Radford et al. (2019) trained a large language model on a large Web text dataset and found that the model could produce zero-shot summaries if prompted with a document followed by TL;DR, though they considered them rudimentary and unusable.

Historically there have been strong parallels in the development of neural sequence transduction models for translation and summarization, relying on some flavor of sequence-to-sequence learning. We depart significantly from recent unsupervised translation work (Lample et al., 2018a,b; Artetxe et al., 2018) where models are exposed to both source and target sequences, though unpaired. In our work, models must learn to produce target sequences (i.e., summarize) having only been exposed to source sequences (documents) during training.
as TRF\(_{\text{enc}}\) from Vaswani et al. (2017). \(\phi_{\text{enc}}(t) = z\) is derived from the output representation of the first token as in Devlin et al. (2019), followed by an affine transformation:

\[
\begin{align*}
    h_0 &= \hat{t}, \\
    h_t &= \text{TRF}_{\text{enc}}(h_{t-1}), \forall l \in [1, N], \\
    h &= h_N[0,:], \\
    z &= Wh + b.
\end{align*}
\]

The decoder, parameterized by \(\theta_G\), is an autoregressive generative model defining a probability distribution over \(T\) conditioned on \(z\). We also condition the decoder on whether to decode a sentence or paragraph, using two different beginning-of-sequence tokens indicated by \(\beta \in \{0, 1\}\). The reconstructed input, \(\hat{t}\), is obtained by sampling one token at a time until a special end-of-sequence token is obtained:

\[
\begin{align*}
    \hat{t} &= \phi_{\text{dec}}(z, \beta) \\
    &\sim p_{\theta_G}(\hat{t}|z, \beta) \\
    &= \prod_i p_{\theta_G}(\hat{t}_i|\hat{t}_1, \ldots, \hat{t}_{i-1}, z, \beta). \quad (1)
\end{align*}
\]

We consider two decoder implementations:

1. a unidirectional RNN that conditions on \(z\) by concatenating the decoder input embeddings with \(z\) at each time step;

2. a Transformer with causal, masked attention that conditions by adding \(z\) to each input embedding. This is similar to the Transformer decoder in Vaswani et al. (2017) without decoder-encoder attention.

In both cases, we avoid decoder-encoder attention to encourage all semantic information to be encapsulated in \(z\).

In our dataset, a single example is a paragraph consisting of \(n(p)\) sentences, \(p = (s_1, \ldots, s_{n(p)})\), and the auto-encoder contributes two reconstruction loss terms, one for the sentences and one for the paragraph, weighted by \(\lambda_s\) and \(\lambda_p\).

\[
\begin{align*}
    \ell_{\text{rec}}(p, \theta_E, \theta_G) &= \lambda_s \frac{1}{n(p)} \sum_{i=1}^{n(p)} \ell_{\text{ce}}(s_i, \hat{s}_i; \theta_E, \theta_G) \\
    &\quad + \lambda_p \ell_{\text{ce}}(p, \hat{p}; \theta_E, \theta_G), \quad (2)
\end{align*}
\]

where \(\ell_{\text{ce}}(x, \hat{x})\) is the standard cross-entropy loss between the input sequence and its reconstruction.

We optimize it using gradient descent and teacher-forcing (Williams, 1992).

Our approach to summarize paragraphs with a sentence is to prompt the decoder to generate a sentence (using \(\beta = 0\)) conditioned on the latent vector \(z\) of a paragraph. However, simply training an RNN or Transformer auto-encoder as described generally fails (as we see in Section 5.4); we hypothesize that the encoder can learn to map sentences and paragraphs to separate regions in the latent space, and the decoder can recognize whether to decode a sentence or paragraph in reconstruction based solely on the location of \(z\) and ignore \(\beta\). We find this can result in the decoder generating a paragraph even if prompted for a sentence. We call this phenomenon segregation.

Ideally, the auto-encoder learns a higher-level latent concept conveyed in paragraphs and sentences, disentangled from their original expression as paragraphs and sentences. To explicitly encourage this we investigated adding an adversarial discriminator/critic \(D\), which is trained to classify whether a latent vector \(z\) is an encoded sentence or a paragraph. In other words, it learns \(p_D(y(t)|\phi_{\text{enc}}(t))\), where \(y(t) = 0\) if \(t\) is a sentence and 1 if a paragraph, while the auto-encoding loss is augmented to encourage fooling the discriminator into classifying paragraphs as sentences. Similar approaches have been used in style transfer (Hu et al., 2017; Shen et al., 2017; Romanov et al., 2019) and unsupervised machine translation (Lample et al., 2018a), although not for abstractive summarization. Details of our implementation can be found in Appendix A.2.

In our experiments we found adding the critic was very effective for generating one-sentence short summaries. However, for some encoder-decoder configurations, the critic was found to be unnecessary and even harmed performance, which we discuss in Section 5.4.

### 4.2 Adding noise to text

We use a denoising auto-encoder rather than a standard auto-encoder by reconstructing a text sequence from a noisy version of it. Denoising can be seen as a useful self-supervised objective for improving representations as seen in Devlin et al. (2019); it also serves as a form of data augmentation, effectively increasing the number of training
examples; finally, it discourages merely learning
the identity function without having to reduce the
information bottleneck $z_{dim}$ to a very small value.
We employ two techniques for adding noise:

**Randomly masking tokens** Similar to Devlin
et al. (2019) and Song et al. (2019), we randomly
mask the input sequence tokens at training before
feeding it to the encoder. However, instead of only
predicting masked tokens, we generate the full de-
noised sequence. We apply the masking with the
following procedure:

1. Select sequences to mask with probability
   $p_s < 1.0$, so that some of the sequences are
   unpermuted as they are during test time.

2. For selected sequences, replace each token
   with a `<MASK>` token with probability $p_m$.

**Permuting order of sentences within para-
graphs** Even with token-masking we observed
a failure mode where the latent representation of
a paragraph overly focuses on the first sentence of
the paragraph and memorizes it. Indeed, it is the
best sentence to memorize for the purpose of re-
constructing a paragraph. However, to encourage
learning the structure and coherence of paragraphs
beyond the first sentence, with probability $p_{perm}$,
we permute the order of sentences in a paragraph
and train the auto-encoder to recover the original
paragraph.

### 4.3 Pre-training of encoder and decoder

Motivated by the recent success in self-supervised
language representation learning (Peters et al.,
2018; Howard and Ruder, 2018; Radford et al.,
2018; Devlin et al., 2019; Song et al., 2019; Zhang
et al., 2019; Yang et al., 2019), we propose sev-
eral strategies that pre-train the encoder and de-
coder before optimizing them jointly with the
auto-encoding objective (Equation 2). The strate-
gies are applied jointly in the pre-training phase by
adding the corresponding losses.

Although we adopt the paradigm of pre-training
followed by fine-tuning, there are two significant
differences with other work. In past work la-
beled data are available for the downstream tasks
and fine-tuning is supervised; in our work, how-
ever, both pre-training and fine-tuning are un-
supervised. Additionally, most previous work
pre-trained their models on extremely large cor-
pora different from their downstream datasets,
whereas our model learns everything from the
same dataset.

**Encoder pre-training #1: Corrupted Para-
graph Prediction** Summarizing a paragraph re-
quires understanding how its sentences follow
each other to form a coherent narrative. To encou-
rage good paragraph representations we propose a
novel pre-training task classifying whether a para-
graph has been corrupted by swapping the order of
the $i$-th sentence with its next sentence. We imple-
mented this by adding a logistic regression layer to
the encoder paragraph output $z$, and minimizing
cross-entropy error with 50% of paragraphs cor-
ruputed, and 50% unmodified. We refer to this task
as Corrupted Paragraph Prediction (CPP).

**Encoder pre-training #2: Next Sentence Pre-
diction** We propose another pre-training objec-
tive encouraging the encoder to understand how
sentences follow within a paragraph. The ob-
jective, referred to as Next Sentence or Same
Paragraph (NSSP), shares an idea with BERT’s
Next Sentence Prediction (NSP) objective (Devlin
et al., 2019)—to classify whether two sentences
are adjacent—but is modified to be more difficult.
As in BERT, we sample the sentence pairs $A$ and
$B$ such that 50% of the time $B$ follows $A$, otherwise it
does not (negatives). However, negative pairs are
sampled from within the same paragraph instead
of from the whole corpus. This is more challeng-
ing as sentences from the same paragraph usually
are more similar and about the same topic. We ob-
served this harder negative sampling leads to bet-
ter downstream summarization performance.

Further our implementation differs in the fol-
lowing way from BERT’s NSP:

- In BERT, each input sequence is constructed
  by concatenating $A$ and $B$ separated by a
  `<SEP>` token. To better differentiate $A$ and
  $B$, BERT further employs segment embed-
dings. In contrast, we encode $A$ and $B$ inde-
pendently, avoiding the need for the separator
token and segment embeddings.

- In BERT, a binary multi-layer perceptron is
  added during pre-training. Instead of in-
troducing these extra parameters we directly
take the dot product of the two sentence rep-
resentations followed by a sigmoid function:
  \[
  \sigma(\phi_{enc}(A) \cdot \phi_{enc}(B)), A, B \in T.
  \]

\[1\]We tried pre-training on large corpora, but it didn’t help.
This also restricts the capacity of the classifier, forcing all relevant features into $z$. This implementation is simpler, and more generic since it is not tied to a specific encoder (e.g., BERT/Transformer) architecture.

In contrast to CPP, which learns to encode the sentence relationships in paragraph representations, NSSP is taught to encode sentence relationships in individual sentence representations.

**Decoder pre-training:** Auto-regressive Language Modeling We pre-train the decoder with a standard auto-regressive language modeling (LM) objective similar to Ramachandran et al. (2017). We implement this by setting $z = 0$ in Equation 1 regardless of the input sequences in pre-training, so that the decoder receives no conditioning signal during teacher-forcing, making the process equivalent to a standard LM task.

5 Experiments

5.1 Metrics We found human summaries, which are quite abstractive, to be unfairly punished on ROUGE-2 and ROUGE-X precision variants; and thus only report ROUGE-1 and -L recall scores (Lin, 2004). We truncated generated summaries to their first sentence and to a word limit of 20 to prevent preferring models with overly long summaries, similar to Rush et al. (2015), although they used a byte limit. The limitations of ROUGE are well-known, and in particular favor extractive methods, since paraphrasing and synonyms are not rewarded fairly. However, at the time of writing, ROUGE remains a dominant metric in summarization research (Kryściński et al., 2019). We treated the 3 summaries per evaluation example equally and report average ROUGE scores over the 500 test examples, using the 500 validation examples for hyper-parameter tuning. We observed little difference in averaged validation and test scores.

5.2 Baselines

**Extractive** Because the documents consist of only five sentences, for each example there are only five possible sentence-extractive summaries. Thus we computed the performance of selecting sentence $i$ as the summary, for $i \in \{1, \ldots, 5\}$, and denote these as $\text{Extract}_i$. We also computed maximum achievable sentence-extractive score, by selecting the best performing sentence per example evaluated based on ROUGE-1 (recall) against the 3 human summaries, which we refer to as $\text{Extract Oracle}$. Although this method cheats by looking at the test data and may not actually be achievable in practice, it is useful to have an estimate of the ceiling of extractive methods.

**Human** We estimated human performance by computing (a) the maximum and (b) the average ROUGE between all pairs of human summaries for each evaluation example, and took the mean across examples.

**MeanSum-single** Although designed for multi-document summarization, we adapted MeanSum (Chu and Liu, 2019) for the single-document case by treating each sentence as a document similar to Isonuma et al. (2019), where it is called MeanSum-single. Since MeanSum generates summaries of the same shape as the input documents, this adaptation generates sentence-summaries.

5.3 Training details and hyper-parameters

**Text Tokenization** We used a data-driven subword tokenizer (Sennrich et al., 2016) with a vocabulary size of $2^{15}$ to convert text into integer ID tokens, followed by a 128-dim embedding layer. We shared the input and output embedding layers as in Press and Wolf (2017).

**Architecture** We experimented with three base encoder-decoder configurations for SummAE: RNN-RNN, TRF-TRF, and TRF-RNN, where TRF stands for Transformer. Both $\text{RNN}_{\text{enc}}$ and $\text{RNN}_{\text{dec}}$ were single-layer GRUs (Chung et al., 2014) with $h_{\text{dim}} = 512$, while $\text{RNN}_{\text{enc}}$ was bidirectional and $\text{RNN}_{\text{dec}}$ was unidirectional. $\text{TRF}_{\text{enc}}$ was a stack of 2 Transformer encoder layers with each consisting of a self-attention sublayer with 8 attention heads and a point-wise feed-forward network with 512 hidden units. $\text{TRF}_{\text{dec}}$ had the same hyper-parameter setting as $\text{TRF}_{\text{enc}}$ but was composed of Transformer decoder layers. $z_{\text{dim}}$ was set to 256. All model weights, including embeddings were initialized randomly. Decoding at each time-step was performed greedily using arg-max.

**Optimization** We performed gradient descent using the Adam optimizer (Kingma and Ba, 2015) with a learning rate of 0.001 and batch size of 64. The models were trained with early-stopping, using maximum validation ROUGE-1 (recall).
number of pre-training steps was set to 100,000, when pre-training was employed.

When critic/discriminator was used, it was implemented as a multi-layer perceptron with 128 hidden units. When token mask was added, we set $p_s = 0.15$ and $p_m = 0.8$. For permuting sentences in paragraphs, we set $p_{perm} = 0.5$. The critic and noise were only added during the fine-tuning phase.

We experimented with different hyperparameters for constructing SummAE but found the reported setting worked the best empirically.

### 5.4 Results and discussion

Table 1 shows ROUGE scores and summary lengths for human and extractive baselines, and for SummAE with enhancements described in Section 4. For the base encoder-decoder configurations (RNN-RNN, TRF-TRF, and TRF-RNN), token masking and paragraph shuffling were added as noise, but no pre-training was done and no critic was added.

**Human and extractive baseline performance**
The best extractive sentences were unsurprisingly the first and last, as the sentences introducing the subject, and revealing the ending. Extractive Oracle is by definition the best and its performance was considerably higher than any fixed-index sentence to extract. Estimated human performance was much higher than even the Extractive Oracle, suggesting an abstractive gap.

**Critic effectively restricts summary-length**
All three base encoder-decoder configurations tended to generate overly long/invalid summaries as shown by the number of words (close to 40) and sentences (exceeding 1), indicating the $\beta$ in Equation 1 was likely ignored. Once the critic was added, the model was able to generate single-sentence short summaries.

To validate our hypothesis that segregation in the latent space was the underlying problem causing long summaries, we visualized the latent space of SummAE RNN-RNN (similar plots for TRF-TRF and TRF-RNN) in 2-D using t-SNE (Maaten and Hinton, 2008), with and without the critic. In Figure 3a where there was no critic, sentence and paragraph representations indeed were mapped to completely separate regions; while in Figure 3b the adversarial feedback from the critic effectively merged the two clusters, supporting our hypothesis.

**Effect of LM pre-training**
As can be seen from the table, LM pre-training always improved the model performance while keeping the summaries short: for all of three encoder-decoder configurations, it boosted their ROUGE-1 scores from 19.8 to 26.4, 22.9 to 25.8, and 23.2 to 26.4, respectively. Qualitatively, we found models with LM pre-training generated more fluent summaries as well.

**Best encoder-decoder configuration**
Interestingly, we observed that TRF-RNN outperformed the other two configurations that use the same sequential architecture for both encoder and decoder. Similar results were reported in Chen et al. (2018), where they found their hybrid model composed of a Transformer encoder and RNN decoder worked the best in machine translation. Another possible reason is that the decoder here does not need to attend to long-term dependencies, which is where Transformers have major advantages over RNNs.

Surprisingly we found that the TRF-RNN variant enhanced with LM pre-training did not require a critic to generate one-sentence summaries.
Table 1: ROUGE recall scores and generated summary lengths (number of words and sentences) for estimated human performance, extractive baselines, MeanSum-single, and variants of SummAE. By default, all SummAE models incorporate token masking and paragraph shuffling without critic and any pre-training. TRF stands for Transformer. Numbers in bold denote the best performed models in each category based on ROUGE; numbers in italics denote the models that are not qualified for generating one sentence summaries. Superscript letters, $a,b,c,d$, denote model pairs that are compared in human evaluations in Table 2.

| Model                   | ROUGE-1 | ROUGE-L | Num words | Num sentences |
|-------------------------|---------|---------|-----------|---------------|
| Human average           | 45.0    | 37.7    | 13.9      | 1.0           |
| Human maximum$^d$       | 52.7    | 44.1    | 17.6      | 1.0           |
| Extract$_1$             | 27.3    | 24.8    | 7.9       | 1.0           |
| Extract$_2$             | 19.5    | 16.7    | 8.9       | 1.0           |
| Extract$_3$             | 19.4    | 16.4    | 9.0       | 1.0           |
| Extract$_4$             | 20.5    | 17.7    | 8.7       | 1.0           |
| Extract$_5$             | 24.6    | 20.9    | 9.3       | 1.0           |
| Extract Oracle          | 36.7    | 31.9    | 9.7       | 1.0           |
| SummAE RNN-RNN + critic$^{ab}$ | 33.7    | 27.2    | 41.2      | 4.2           |
| SummAE TRF-TRF + critic$^{ab}$ | 22.4    | 20.3    | 44.1      | 5.1           |
| SummAE TRF-RNN + critic$^{ab}$ | 26.5    | 22.8    | 39.7      | 3.0           |
| SummAE TRF-RNN + LM pre-training$^{ab}$ | 23.2    | 19.9    | 10.4      | 1.0           |
| SummAE TRF-RNN + LM pre-training$^{ab}$ | 26.4    | 22.7    | 10.7      | 1.0           |
| MeanSum-single$^a$ - token masking | 15.6    | 13.4    | 9.5       | 1.0           |
| MeanSum-single$^a$      | 12.0    | 10.5    | 9.4       | 1.0           |

and prevented segregation as the other encoder-decoder configurations did. Figure 3c, visualizes its corresponding latent space where the paragraph and sentence representations were mapped to the same region, suggesting that LM pre-training has the same effect of critic in this specific configuration. It also outperformed the model with both critic and LM pre-training (33.4 vs. 26.4).

Effect of token masking and paragraph shuffling By default both token masking and paragraph shuffling introduced in Section 4.2 were added as noise to base SummAE models during auto-encoding. Removing either one degraded the performance: ROUGE-1 score decreased from 33.4 to 30.9 when token masking was removed and to 31.8 when paragraph shuffling was removed. During experimentation, we also found adding this noise produced more stable results across different runs.

Effect of NSSP & CPP pre-training SummAE TRF-RNN with only decoder pre-training (33.4) already surpassed the best extractive sentence (Extract$_1$: 27.3). With encoder pre-training with either NSSP or CPP, we observed a further improvement from 33.4 to 36.5 and to 34.4, respectively.

Our best SummAE model—constructed by a Transformer encoder and an RNN decoder—was pre-trained with NSSP and LM objectives, followed by denoising auto-encoding of masked and shuffled input sequences. It achieved (ROUGE-1, ROUGE-L) = (36.5, 29.3) that significantly outperformed the fixed-index extractive sentences and was comparable with Extract Oracle, which looks at the test data.

Human evaluation of model summaries To validate that making progress on the ROUGE metrics correlates to making real progress as judged by humans, we conducted several side-by-side model comparisons covering the range of ROUGE scores from low to high-end using Amazon Mechanical Turk workers. Workers were presented with the 5-sentence story/paragraph along with two model summaries and asked to rate each on two dimensions: fluency and information relevance. To minimize inter-rater noise, scores by 3
distinct workers were collected for each example and averaged. We aggregated results across 100 random examples from the test set. Results showing the average preference of the workers on the two dimensions are presented in Table 2.

We observed that the fluency improved significantly from the MeanSum-single model through the RNN-RNN+critic+LM models, while the information aspect continued to improve through our best model, the TRF-RNN with NSSP and language model pre-training. The human performance was still far better on both dimensions when compared side-by-side. Additional model samples can be viewed in Appendix Figures 6 and 7.

In addition to decoding a sentence from a paragraph representation, we found it informative to look at reconstructed paragraphs from the autoencoder which are also included in Figure 7. The paragraph reconstructions show some coherence, although with some disfluencies and factual inaccuracies that are common with neural generative models. Since the summaries are decoded from the same latent vector as the reconstructions, improving them could lead to more accurate summaries.

6 Conclusions

We introduce, ROCSumm, a new benchmark task for zero-shot, unsupervised abstractive summarization (UAS) that is useful for iterating and measuring progress on this challenging problem. As one of the very first works approaching single-document UAS, we propose a novel neural model—SummAE—based on a denoising auto-encoder along with several self-supervised pre-training techniques for enhancing the model. While performance is still far behind humans, SummAE outperforms extractive baselines, and is a major step toward UAS.

7 Code and data release

The code to reproduce our experimental setup is provided at https://github.com/google-research/google-research/tree/master/summae. We include the code to process the ROCStories dataset into ROCSumm, our train/test splits, the 3000 human summaries used in validation and test evaluation, Amazon Mechanical Turk templates used for data collection and evaluation. We also include model training and evaluation code, and the model weights for our best model.
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A Appendix

A.1 Amazon Mechanical Turk settings

Figure 4 shows the detailed instructions for the ROCStories summarization task and the task user interface. We rewarded $0.15 per summary and restricted worker requirements to the following:

- HIT Approval Rate % > 98
- Location: United States
- Number of HITs Approved > 1000

We used the same worker requirements for the human evaluation experiment discussed in Section 5.4.

The templates used are available at our code repository: https://github.com/google-research/google-research/tree/master/summae.

A.2 Training the adversarially-regularized auto-encoder

The model architecture augmented with a critic is depicted in Figure 5. The critic was implemented as a multi-layer perceptron (MLP) with one hidden layer, parameterized by $\theta_D$, and trained with a standard classification loss:

$$
\ell_D(p, \theta_D) = -E[p_D(y = y(t)|\phi_{enc}(t), \theta_D)]
$$

(3)

where $t$ is $p$ or a randomly sampled sentence. The auto-encoder loss was augmented with $\ell_a$ encouraging the encoder to fool $D$ into classifying paragraph vectors as sentences:

$$
\ell_a(p, \theta_E) = -E[p_D(y = 0|\phi_{enc}(p))]
$$

(4)

$$
\ell_{ae}(p, \theta_E, \theta_G) = \ell_{rec}(p, \theta_E, \theta_G) + \lambda_a\ell_a(p, \theta_E)
$$

(5)

As with Generative Adversarial Networks (Goodfellow et al., 2014), this is a two-player mini-max game, and in practice we alternate training the autoencoder (with respect to encoder and decoder parameters, $\theta_E$ and $\theta_G$) and the discriminator (with respect to $\theta_D$). However, unlike GANs we do not generate data from the training domain, in this case textual sequences, and instead operate in the continuous latent space, which allowed us to maintain differentiability.

| Algorithm 1: Our model training loop with critic |
|--------------------------------------------------|
| **Input** : A collection of paragraphs, $P$  |
| **for** $p$ in $P$ **do** |
| | **step** ← **step** +1 |
| | **if** **step** < $N_{pretrain}$ **then** |
| | | Update ($\theta_E, \theta_G$) by gradient descent |
| | | on $\ell_{rec}(p, \theta_E, \theta_G)$ (Eq.2) |
| | **else** **if** **step** mod2 = 0 **then** |
| | | Update $\theta_D$ by gradient descent on |
| | | $\ell_D(p, \theta_D)$ (Eq.3) |
| | **else** |
| | Update ($\theta_E, \theta_G$) by gradient descent |
| | $\ell_{ae}(p, \theta_E, \theta_G)$ (Eq.2) |
| **end** |
| **Output**: Auto-encoder parameters: ($\theta_E, \theta_G$) |
### Instructions

#### Summarize the story with one sentence.

Read the story, and write a single sentence that summarizes the story. The writing level and style should be comparable to the story. Use proper grammar, punctuation, and capitalization. The summary should be significantly shorter than the story. Do not try to retain every detail of the story in a very long (or run-on) sentence and prefer simple sentences. Avoid copying/pasting large segments of the story.

![View Instructions](image)

Write a one sentence summary of the following short story:

**Story:** $(story)$

Type your single sentence summary...

[Submit]

---

**Figure 4:** AMT task instructions.

---

**Figure 5:** The auto-encoder model augmented with critic.
Story (paragraph) to summarize:
Ben decided to go for a walk.
But he stepped outside and shivered.
The weather had turned cold overnight!
Ben went back in and put on another sweater.
Now he was ready for his walk!

Human (from 3 different workers)
- Ben put on more layers after noticing the cold and went on a walk.
- Ben went outside and realized it was cold so he put a sweater on.
- Ben put on more layers after noticing the cold and went on a walk.

MeanSum-single + Noise
Ben decided back in to also take him.

RNN-RNN + critic
Ben decided to go for an clean glass.

RNN-RNN + critic + LM
Ben decided to go outside and he was in a dark!

TRF-RNN + NSSP + LM (best model)
Ben decided to go outside for awhile and he was ready for a ride back on and shivering!

Figure 6: For the same story, we show summaries produced by different models used in human evaluation (Table 2).
**Sample #1**
*Story:* Bill was always bullied. His bully was a star athlete. One day Bill pushed him back. The bully fell wrong and broke his ankle. It ruined his athletic career.
*Summary:* Bill was always bullied by a bully and he broke his ankle but it broke.
*Reconstruction:* Bill was always bullied. One day a bully was bullied. Bill beat his opponent. The ball broke down. Bill was crushed his ankle laced.

**Sample #2**
*Story:* Antonio was happy. His new pizza place was doing great business. His pizza place had an edge on all the others. He only used the freshest and best ingredients. His pizza place would be there for a long time.
*Summary:* Antonio was happy to get his best pizza place and had a great time at the place.
*Reconstruction:* Antonio was happy to do the best pizza place. His favorite place had a great time. His best friend had an extra place. His place was the best pizza place. His place had a good time with the pizza.

**Sample #3**
*Story:* Charles was sure he wouldn’t qualify for an auto loan. He was 36 years old and didn’t have a car. On a lunch break, he met a Nissan car salesman. The salesman invited Charles to apply for a car loan. Charles was approved and the salesman sold him a Nissan.
*Summary:* Charles was a salesman and told him he needed a loan from a dealership to buy a car and was approved.
*Reconstruction:* Charles was a salesman and wanted to quit. Charles applied for a job and wanted a car. Charles applied for a loan and asked him to pay a loan. Charles was offered a loan and asked him to quit. Charles was a salesman and told him he needed a loan.

**Sample #4**
*Story:* Sue wasn’t feeling well. She had stayed in bed all day. Sue hadn’t eaten all day. She barely drank anything. Sue got dehydrated.
*Summary:* Sue wasn’t feeling well in bed because she had barely drank after all.
*Reconstruction:* Sue wasn’t feeling well. She had never drank before. She had all night. Sue got all cold. Sue felt very refreshed.

**Sample #5**
*Story:* My boss asked me to find the mean value of a data set. I told him the mean was not appropriate for the data set. He asked me to explain why it was not appropriate. I told him it was because the data was not symmetrical. He thanked me for my brilliant insight into the problem.
*Summary:* My boss asked me to make the mistake of the data entry for me, so I was pleased to find it.
*Reconstruction:* My boss asked me to make the mistake of the data entry. He told me what the expectation was making him a special name. He told me it was the wrong size. He told me not to make the decision to be careful. I told me it was the perfect decision for me.

**Sample #6**
*Story:* Bob just got a new puppy. Bob’s cat did not like the new puppy. They fought with each other constantly. Eventually Bob’s pets became more familiar with each other. Bob’s new puppy and cat eventually became best friends.
*Summary:* Bob just got a new puppy to the other cat and was very happy with their new puppy.
*Reconstruction:* Bob just got a new puppy. They were very cute and a little girl. They got the best cat they’d met with other kids. They eventually got a new puppy. The other person became very lonely now.

**Sample #7**
*Story:* Nathan wanted to be a computer programmer. He would code everyday after school. Eventually he got a degree in computer science. He was hired by Microsoft to help program their new operating system. Nathan was a big contribution to Microsoft’s development team.
*Summary:* Nathan wanted to be a great job at all his company’s computer and was able to improve his new role.
*Reconstruction:* Nathan wanted to be a programmer. He worked hard to get a new company. He was hired to improve his computer. He was hired to sponsor a month and was able to own a company. He was able to improve his own company.

**Sample #8**
*Story:* Fred has a fever. He was not able to go to work. He had to call out. His work boss was angry. He got fired.
*Summary:* Fred has a fever and was not able to go to work out of work and got fired.
*Reconstruction:* Fred has a fever. He was not able to go to work. He got out of work. He was mad. He was able to get out.

Figure 7: Some summaries generated by our best SummAE model along with the reconstructed stories.