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The class of the Generalized Coherent Potential Approximations (GCPA) to the Density Functional Theory (DFT) is introduced within the Multiple Scattering Theory formalism with the aim of dealing with, ordered or disordered, metallic alloys. All GCPA theories are based on a common ansatz for the kinetic part of the Hohenberg-Kohn functional and each theory of the class is specified by an external model concerning the potential reconstruction. Most existing DFT implementations of CPA based theories belong to the GCPA class. The analysis of the formal properties of the density functional defined by GCPA theories shows that it consists of marginally coupled local contributions. Furthermore it is shown that the GCPA functional does not depend on the details of the charge density and that it can be exactly rewritten as a function of the appropriate charge multipole moments to be associated with each lattice site. A general procedure based on the integration of the 'qV' laws is described that allows for the explicit construction the same function. The coarse grained nature of the GCPA density functional implies a great deal of computational advantages and is connected with the $O(N)$ scalability of GCPA algorithms. Moreover, it is shown that a convenient truncated series expansion of the GCPA functional leads to the Charge Excess Functional (CEF) theory [E. Bruno, L. Zingales and Y. Wang, Phys. Rev. Lett. 91, 166401 (2003)] which here is offered in a generalized version that includes multipolar interactions.

CEF and the GCPA numerical results are compared with status of art LAPW full-potential density functional calculations for 62, bcc- and fcc-based, ordered CuZn alloys, in all the range of concentrations. Two facts clearly emerge from these extensive tests. In first place, the discrepancies between GCPA and CEF results are always within the numerical accuracy of the calculations, both for the site charges and the total energies. In second place, the GCPA (or the CEF) is able to very carefully reproduce the LAPW site charges and a good agreement is obtained also about the total energies.

PACS numbers: 31.15.Ew, 71.55.Ak, 71.23.-k, 71.15.Nc

I. INTRODUCTION

After forty years of studies and applications it is now clear that the density functional theory (DFT) constitutes a formidable tool for the understanding of the matter. Nowadays, DFT-based total energy calculations and Car-Parrinello molecular dynamics simulations are used in a growing number of scientific fields, ranging from physics to chemistry to biology. The reason of such an ubiquitous fortune is that these methods are 	extit{ab initio}, in the sense that the only underlying models are the fundamental interactions laws and quantum mechanics. However, just because of their 	extit{ab initio} nature, DFT-based methods generally require large computational resources. In spite of the availability of faster and faster computers, this circumstance sets up the limitations to the applicability of the same methods.

Most DFT implementations are based on the Kohn-Sham scheme and require the solution for the wave-functions of the appropriate Kohn-Sham Schroedinger equation. This usually implies the orthogonalization or the inversion of large matrices and, hence, a number of operations scaling, in principle, as $N^3$, where $N$ is the number of atoms in the system. While for semiconductors or insulators, the wave-functions localization quite naturally leads to sparse problems, the case of metals appears to be the most challenging. For metallic systems, in fact, the computational effort required by wave-functions based approaches remains $O(N^3)$. Nevertheless, even for metals, approaches based on the direct minimization of the Hohenberg-Kohn functional wrt. the charge density could achieve $O(N)$ scaling. In this case, the basic strategy consists in partitioning the system under consideration in a collection of weakly interacting fragments. Even with nowadays computers, the scaling properties of DFT algorithms wrt. the size of the system remain a crucial issue since they determine which classes of phenomena can be studied by 	extit{ab initio} methods.

Among DFT implementations, the oldest methods using such a 'divide and conquer' strategy for metallic systems are perhaps the self-consistent versions of the Kohn-Sham multiple scattering theory (MST). The MST method views the system under consideration as a collection of fragments (usually in a one to one correspondence to lattice sites) whose scattering properties are determined by solving a Kohn-Sham Schroedinger equation. Once the fragment (or single-site) scattering matrices are determined, they are assembled together with the free electron propagator in order to obtain the scattering matrix, or, equivalently, the Green's function of the system. Both the determination of the fragment scattering matrices and the potential reconstruction are $O(N)$, while, in principle, the solution for the global scattering matrix is an $O(N^3)$ problem.
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as it corresponds to the determination of the appropriate boundary conditions for the wave-functions in each fragment. However, a number of algorithms have been devised\textsuperscript{16,17,18} that are able to obtain $O(N)$ scaling by mapping the determination of the system’s Green function in a sparse problem. This is usually obtained by assuming zero the electronic propagator outside the so-called Local Interaction Zone (LIZ) of each fragment. If the free electrons propagator is used, about ten neighbors shells should be included in the LIZ,\textsuperscript{19} while using screened propagators\textsuperscript{20} allows to have much smaller LIZ’s: typically one or two neighbors shells\textsuperscript{21} are sufficient. Another remarkable feature of the MST method is that, being based on Green functions rather than on wave-functions, it can deal easily with disordered systems and ensemble statistical averages. For this reason, since many years, the Coherent Potential Approximation (CPA) theory\textsuperscript{22} for disordered alloys has been used in conjunction with the MST\textsuperscript{21} and the DFT\textsuperscript{22}.

The present paper shall be concerned with the study of metallic alloys in which the nuclei are assumed to occupy the positions of an ordered lattice, while substitutional disorder may be permitted. For these systems, in spite of the apparent complexity of the DFT algorithmic implementations, the analysis of large supercell calculations has allowed for the identification of remarkably simple trends. Namely, the charge excesses associated with each lattice site appear to be linear functions of the electrostatic potentials at the same site\textsuperscript{23,24}. These simple relationships, to be referred in the following to as to the ’qV’ laws, allow to describe the ’atoms’ of each chemical species in an extended metallic system in terms of two parameters, say, the slope and the intercept of the above linear functions\textsuperscript{25,26}, and appear to be the appropriate generalization of Pauling’s concept of electronegativity\textsuperscript{27} to solid state physics. We have already suggested that the ’qV’ laws can lead to important simplifications for total energy calculations in metallic alloys\textsuperscript{28}. In the present paper, we shall introduce the class of the Generalized CPA’s (GCPA) for dealing both with ordered and disordered metallic alloys. From the computational point of view, GCPA schemes present $O(N)$ scaling. Their principal virtue, however, is that, as we shall demonstrate, the GCPA functional exactly reduces to a function of the relevant charge multipole moments at the various lattice sites, thus constituting a coarse grained approximate version of the original DFT. At a further level of approximation, the GCPA density functional leads to a Ginzburg-Landau functional, the Charge Excesses Functional (CEF)\textsuperscript{28}, which is equivalent to the above linear ’qV’ laws and computationally inexpensive. The predictions of the GCPA and the CEF about the ’qV’ laws and total energies shall be compared vs. full-potential Linearized Augmented Plane Waves (LAPW) calculations\textsuperscript{28,29} for 62 ordered crystal structures\textsuperscript{30,31}. Our conclusions shall be that, at least for the systems considered, both GCPA and CEF are generally able to find out correctly the system ground state and to fairly well reproduce the energy differences between ordered structures in a fixed concentration ensemble.

The following of this paper is organized as follows. In Sect. II we shall briefly review the MST version of the DFT. In order to have a functional form as much localized as possible, the relevant electrostatic contributions shall be rewritten using an exact multipole expansion. In Sect. III, we shall introduce the class of the GCPA theories and investigate the analytical properties of the corresponding approximate density functional. Moreover we shall obtain, as a further approximation to the GCPA, the CEF theory, already obtained in a much more phenomenological context\textsuperscript{28}, that here is offered in a generalized form suitable for the inclusion of dipole or quadrupole interactions. In Sect. IV we shall compare the numerical results obtained from the GCPA and CEF approximations with those from full-potential LAPW calculations. CEF and GCPA calculations appear numerically indistinguishable one from the other and both theories appear to fairly well reproduce the LAPW total energies. In the final Sect. V, we shall draw our conclusions, make our comments and briefly discuss the possible developments of CEF and GCPA theories.

II. REVIEW OF THE DENSITY FUNCTIONAL MULTIPLE SCATTERING THEORY

A. The MST formalism

In this subsection we shall briefly overview the grand canonical ensemble formulation of the MST-DFT\textsuperscript{22,23}. Our aim shall be developing a common ground for dealing both with ordered and substitutionally disordered systems. Although finite temperature, relativistic and magnetic generalizations could straightforwardly be carried out\textsuperscript{21}, in this paper we focus on the non-relativistic, non-spin-polarized case at $T = 0$. Furthermore, when not otherwise stated, we shall consider the Local Density Approximation (LDA)\textsuperscript{21} to the DFT and assume to have ions of charge $+eZ_i$ fixed at the lattice positions $\mathbf{R}_i$.

In our discussion, the relevant density functional is the electronic grand potential\textsuperscript{22,23},

$$\Omega (T = 0, V, \mu) = E_{TOT} - \mu \bar{N} (\mu) =$$

$$- \int_{-\infty}^{\mu} d\varepsilon \bar{N} (\varepsilon; \mu) + \int_{-\infty}^{\mu} d\mu' \int_{-\infty}^{\mu'} d\varepsilon \frac{d\bar{N} (\varepsilon; \mu')}{d\mu'}$$

$$+ \frac{e^2}{2} \sum_{i,j (i \neq j)} Z_i Z_j \frac{1}{R_{ij}}$$

(1)

where $V$ is the volume of the system, $\mu$ is the chemical potential and $E_{TOT}$ is the sum of the total electronic energy and the nuclei electrostatic interaction. $\bar{N} (\varepsilon; \mu)$ is the integrated density of states which is related to the electronic density of states (DOS), $n (\varepsilon, \mu)$, through
the following relationship:

\[
N(\varepsilon, \mu) = \int_{-\infty}^{\varepsilon} d\varepsilon \; n(\varepsilon, \mu)
\]  

(2)

The notation highlights the implicit \(\mu\) dependence of the DOS that arises from the effective Kohn-Sham potential. In a frozen ions treatment, of course, the nuclear interactions term is just a constant that is included here for future convenience.

The basic idea underlying the MST is partitioning the system in 'small' scattering volumes, \(v_i, \sum v_i = V\), which in most implementations are 'centred' at the nuclei positions. Although at this stage the partitioning is quite arbitrary, as we shall see in the following, there is a natural choice for it. Using the Lloyd’s formula\cite{Lloyd1953, Dufty1982, Kohn1965}, the integrated DOS, \(N(\varepsilon; \mu)\), can be expressed as the excess with respect to the corresponding free electrons quantity, \(N^0(\varepsilon)\):

\[
N(\varepsilon; \mu) = N^0(\varepsilon) - \frac{1}{\pi} \text{Im} \ln \det M(\varepsilon) = N^0(\varepsilon) + \frac{1}{\pi} \text{Im} \sum_i \text{Tr}(\ln Z(\varepsilon))_{ii}
\]  

(3)

where the trace is taken only over the angular momentum components. In Eq. (3) the multiple scattering matrix, \(M\), or the scattering-path matrix\cite{Kohn1965, Dufty1982}, \(\tau = M^{-1}\) are defined in terms of the single-site scattering matrices\cite{Kohn1965}, \(L(\varepsilon)\), and the free electron propagator, \(G_0^{ij}(\varepsilon)\), is given by:

\[
M_{ij}(\varepsilon) = L^{-1}(\varepsilon) \delta_{ij} - G_0^{ij}(\varepsilon)
\]  

(4)

It is convenient to recall here that the single-site scattering matrices convey the informations about the phase shifts at the surfaces delimiting each scattering volume. The continuity of the wave-functions at the same surfaces is ensured by the construction of the scattering-path matrix, \(\tau\), this is accomplished by the numerical inversion of the multiple scattering matrix \(M\). Since the size of \(M\) is proportional to the number of scatterers in the problem, its inversion is the source of \(O(N^3)\) scaling in the MST version of the DFT.

Within MST the link between the electronic density and the scattering matrices is provided by the Green functions:\cite{Kohn1965}

\[
G_{ij,LL'}(r, r', \varepsilon) = Z_{i,L}(r, \varepsilon) \tau_{ij,LL'}(\varepsilon) Z_{j,L'}(r', \varepsilon)
\]  

\[
- \left[ \theta(r - r') Z_{i,L}(r, \varepsilon) J_{j,L'}(r', \varepsilon) + \theta(r' - r) J_{i,L}(r, \varepsilon) Z_{j,L'}(r', \varepsilon) \right] \delta_{LL'} \delta_{ij}
\]  

(5)

where \(r \in v_i, r' \in v_j\), \(Z_{i,L}(r, \varepsilon)\) and \(J_{i,L}(r, \varepsilon)\) are, respectively, the regular and irregular at \(r = 0\) solutions\cite{Kohn1965} of the KS Schroedinger equation for the energy \(\varepsilon\). For real energies both \(Z_{i,L}(r, \varepsilon)\) and \(J_{i,L}(r, \varepsilon)\) are real functions. The (site resolved) charge densities, the DOS and the neat charges at the \(i\)-th site can be obtained by integrating the Green function over the energy and/or the appropriate volumes and by taking the trace over the angular momentum indexes as follows:

\[
\rho_i(r; \mu) = -\frac{1}{\pi} \int_{-\infty}^{\mu} d\varepsilon \sum_L \text{Im}\{G_{ii,LL}(r, r' = r; \varepsilon)\}
\]

(6)

\[
n_i(\varepsilon; \mu) = -\frac{1}{\pi} \int_{v_i} d\varepsilon \sum_L \text{Im}\{G_{ii,LL}(r, r' = r; \varepsilon)\}
\]  

(7)

As it is shown in Refs.\cite{Dufty1982, Lloyd1953, Kohn1965} the Hohenberg-Kohn density functional, Eq. (4), can be more conveniently rewritten within the MST formalism as the sum of a kinetic and a potential energy functionals, as follows:

\[
\Omega(T = 0, V, \mu) = T - \mu N + U
\]  

(8)

where the above two contributions are given by the following expressions:

\[
T - \mu N = -\int_{-\infty}^{\mu} d\varepsilon N(\varepsilon; \mu) - \int_V d\rho(\varepsilon; \mu) v^{eff}(\varepsilon; \mu)
\]  

(9)

\[
U = \frac{e^2}{2} \int_V d\varepsilon \int_V d\varepsilon' \frac{\rho(\varepsilon) \rho(\varepsilon')}{|r - r'|} - \sum_j \int_V d\varepsilon' \frac{e^2 Z_j \rho(\varepsilon')}{|r - \mathbf{R}_j|}
\]

\[
+ \int_V d\rho(\varepsilon) e^{XC}(\varepsilon; [\rho]) + \frac{e^2}{2} \sum_{ij} \frac{Z_i Z_j}{|\mathbf{R}_{ij}|}
\]  

(10)

The effective potential in Eq. (9), \(v^{eff}(\varepsilon; \mu)\), is specified by the Kohn-Sham equation,

\[
v^{eff}(\varepsilon; \mu) = \int_V d\varepsilon' \frac{e^2 \rho(\varepsilon')}{|r - r'|} - \sum_j \frac{e^2 Z_j}{|r - \mathbf{R}_j|} + v^{XC}(\varepsilon; [\rho])
\]  

(11)

It consists of the Coulombian potential due to the electronic and ionic charges and of the exchange-correlation potential, \(v^{XC}(\varepsilon; [\rho]) = \delta E^{XC}/\delta \rho(\varepsilon)\), \(E^{XC}(\rho)\) is the third term on the RHS of Eq. (10). In the local density approximation (LDA) \(v^{XC}\) is assumed to depend locally on the electronic density, i.e., \(v^{XC}(\varepsilon; [\rho]) = v^{XC}(\rho(\varepsilon))\) and \(\delta E^{XC}(\rho) = e^{XC}(\rho(\varepsilon))\).

We wish to highlight a useful consequence of the above partitioning of the system volume. The density functional defined by Eq. (8), which is, of course, variational wrt the global charge density, \(\rho(\varepsilon)\), turns out to be variational also wrt the charge densities in each scattering volume \(v_i\), in formulae,

\[
\frac{\delta \Omega}{\delta \rho_i(\varepsilon)} = 0
\]  

(12)

Furthermore, it is possible to show\cite{Kohn1965} that

\[
\frac{\delta U}{\delta \rho_i(\varepsilon)} = v_i^{eff}(\varepsilon; \mu)
\]  

(13)
and that
\[ \frac{\delta(T - \mu N)}{\delta \rho_i(r)} = -\nu_i^{\text{eff}}(r; \mu) \]  

(14)

It is interesting to observe that, the expression for the site resolved DOS, Eq. (7), allows to recast the integrated DOS and the electronic grand potential as sums of site resolved contributions. These contributions, however, involve the site-diagonal part of the system Green function or scattering matrix, \( \tilde{G}_{ii} \) or \( \tilde{Z}_i \), and then are non-trivially coupled together through the boundary conditions. If this coupling was neglected, as it is done, for instance, in the case of the Harris-Foulkes density functional\(^{12,2} \), \( O(N) \) scaling could be obtained. Fortunately, similar numerical performances can be achieved with less dramatic approximations. A sensible alternative is to impose random boundary conditions at the fragments surfaces\(^{11} \). In this paper we shall follow a different approach and use averaged boundary conditions. As we shall see in the following Section, this allows to have a tractable form for the coupling in the kinetic part of the density functional, namely, the electrostatic interactions between fragments. In the past this subject has received little consideration and it has been ruled out by invoking the screening properties of metals. However, nowadays there is a general consensus that careful estimates of these interactions are necessary in order to obtain accurate total energies for metallic alloys.

**B. Multipole expansions for the effective potentials and the potential energy**

We have shown in the previous Sect. (11A) that the DF-MST theory is variational wrt the local charge densities, \( \rho_i(r) \), of each fragment or scattering volume. In this subsection we shall show how the multipole expansion used by most numerical implementations of the theory has the conceptual advantage of giving expressions for the effective Kohn-Sham potentials and the potential energy in which different scattering volumes are coupled together only through simple functions of the multipole moments.

The relevant formulae can be obtained by splitting the volume integrals in Eqs. (11) and (11) in sums of integrals extending over the scattering volumes, \( v \) and by expanding the denominators in spherical harmonics. Although they require some labour, the derivations are very straightforward and need not to be reported here. The resulting expressions for the potential energy and the effective potentials are listed below:

\[ U = \sum_i \left[ u_i(\rho_i(r)) + \frac{e^2}{2} \sum_L q_{i,L} V_{i,L}^{\text{MAD}} \right] \]  

(15)

and

\[ \nu_i^{\text{eff}}(r) = e^2 \int_{v_i} \frac{\rho_i(r')}{|r - r'|} \frac{e^2 Z_i}{r} + v^{\text{XC}}(\rho_i(r)) + e^2 V_{i,L}^{\text{MAD}}(r) \]  

(16)

In Eqs. (15) and (16) we have introduced the local multipole moments,

\[ q_{i,L} = \int_{v_i} d\mathbf{r} p_L(\mathbf{r}) \rho_i(\mathbf{r}) - Z_i \delta_{L(0,0)} \]  

(17)

and the Madelung potentials,

\[ V_{i,L}^{\text{MAD}}(\mathbf{r}) = \sum_L V_{i,L}^{\text{MAD}} p_L(\mathbf{r}) \]  

(18)

where

\[ V_{i,L}^{\text{MAD}} = \sum_{L' \neq L} M_{ij,LL'} q_{i,L'} \]  

(19)

The coefficients \( M_{ij,LL'} = M_{LL'}(\mathbf{R}_{ji}) \) are given by

\[ M_{LL'}(\mathbf{R}) = 4\pi \sum_{L''} C_{L,L'}^{L''} \frac{(2\ell'' + 1)!! Y_{L''}(\hat{\mathbf{R}})}{(2\ell'' + 1) \sqrt{\ell'' + 1}} \]  

(20)

\( C_{L,L'}^{L''} \) are the Gaunt numbers\(^{17} \) and the functions \( p_L(\mathbf{r}) \) in Eq. (16) are defined as,

\[ p_L(\mathbf{r}) = \frac{\sqrt{4\pi}}{(2\ell + 1)!!} r^{\ell} Y_{\ell}^{0}(\mathbf{r}) \]  

(21)

The only values that are relevant for spherical approximations are \( p_{00}(\mathbf{r}) = 1 \) and \( M_{00,00}(\mathbf{R}) = 1/\mathbf{R} \).

In Eq. (15), the contribution from the \( i \)-th lattice site to the potential energy is denoted as \( u_i(\rho_i(\mathbf{r})) \) and given by

\[ u_i(\rho_i(\mathbf{r})) = \frac{e^2}{2} \int_{v_i} d\mathbf{r} \int_{v_i} d\mathbf{r'} \frac{\rho_i(\mathbf{r}) \rho_i(\mathbf{r'})}{|\mathbf{r} - \mathbf{r'}|} - \int_{v_i} d\mathbf{r} \frac{e^2 Z_i \rho_i(\mathbf{r})}{\mathbf{r}} + \int_{v_i} d\mathbf{r} \rho_i(\mathbf{r}) e^{\text{XC}}(\rho_i(\mathbf{r})) \]  

(22)

Within the LDA, \( u_i \) depends on the electronic density at the \( i \)-th fragment only, while for non-local approxima-
The following expressions, included. Thus, Eqs. (15) and (16) must be replaced by density at sites \( V \) Voronoi polyhedra, marked by the lines, guarantees that the atomic sphere approximation (ASA). In that case only approximations (SA), namely the muffin-tin (MT) or the different sites, Eqs. (23) and (24), the charge densities at different \( v \) scattering volume to the values \( q_i \equiv q_{i,00} = \int_{v_i} dr \rho_i(r) - Z_i \) and the Madelung potentials are constant within each scattering volume to the values \( V_i^{\text{MAD}} \equiv V_{i,00}^{\text{MAD}} = \sum_{j \neq i} \frac{q_j}{R_{ij}} \) 

Remarkably, in Eqs. (15) and (16), or in their SA counterparts, Eqs. (23) and (24), the charge densities at different sites, \( \rho_i(r) \), are coupled only with the Madelung potentials at the same sites, \( V_i^{\text{MAD}}(r) \). Of course, the last quantities contain information about the charge densities at all crystal sites.

We wish to highlight that the multipole expansion does not converge for arbitrary partitions of the system. Actually, convergence requires that, for any pair of scattering centers, \( R_i \) and \( R_j \), and for any point \( r \) belonging to the scattering volume \( v_i \), the triangular inequality illustrated in Fig. (1) must be satisfied. It is easy to realize that partitioning of the system in Voronoi polyhedra accordingly with the Wigner-Seitz construction guarantees the above condition to be fulfilled everywhere except for the zero measure set of points constituted by the surfaces of the polyhedra, thus ensuring the convergence of the theory. The Wigner-Seitz construction, therefore, constitutes a natural choice for the partitioning.

### III. GENERALIZED COHERENT POTENTIAL APPROXIMATIONS (GCPA) AND CHARGE EXCESSES FUNCTIONAL THEORY (CEF)

#### A. Generalized Coherent Potential Approximations (GCPA) for the scattering matrices

In this Section we shall discuss a whole class of approximations for systems with atoms lying on a regular lattice, where, however, substitutional disorder is allowed for. Metallic alloys, both ordered intermetallic compounds and random alloys, constitute the most relevant example of such systems. Other examples are crystals with empty, or 'vacancy', sites. Although, in general, these systems do not have translational invariance, nevertheless the underlying 'geometrical lattice' does. Forty years ago, this consideration led Soven to formulate the Coherent Potential Approximation or CPA. Since then, the CPA had an appreciable fortune. Its crucial virtue was that, by introducing a 'mean field' fashion effective crystal, it allows to use many techniques designed for ordered systems that were already well developed at the time at which the theory was proposed.

For many years, the DFT implementations of the CPA have been based on the assumption (in the following referred to as the single-site approximation or SS) that sites occupied by atoms of the same chemical species are characterized by the same effective Kohn-Sham potentials. Although the DFT-SS-CPA has been proved able to carefully determine the electronic structure and the spectral properties of many alloy systems, nevertheless it leads to an incorrect description of the electrostatics and of the total energies in metallic alloys. Due to its mean field nature, in fact, the SS approximation neglects the fluctuations of the charge transfers and the energetic electrostatic contributions associated with them. This failure has stimulated many authors that envisaged CPA generalizations aimed to include the effects of different chemical environments.

In this paper we define a class of approximations for DFT-based electronic theories in which most of the above CPA generalizations can be included. We shall refer to the approximations belonging to such a class as Generalized CPA (GCPA). A theory belonging to the GCPA class shall be identified by: (a) a theory specific 'external model', i.e. a rule for determining the effective Kohn-Sham 'site' potentials and the statistical weights \( w_i \) to be assigned to each 'site', and (b) an approximate form
for the kinetic part of the density functional, specified by Eqs. (27-30) below. The last feature is common to all the theories belonging to the GCPA class.

Before discussing the ansatz for the kinetic functional we wish to illustrate what a GCPA 'external model' can be on the basis of a few examples. The first example of a GCPA theory is, of course, the DFT implementation of the SS-CPA in Refs. [22] and [32]. Its external model is the SS assumption (identical effective potentials for atoms of the same atomic species and weights proportional to the respective atomic concentrations). Another example is the Polymorphous CPA (PCPA) of Ujfalussy et al. [43-47,48]. The external model is constructed using an auxiliary supercell containing \( N \) atoms, usually hundreds or thousands, each to be weighted with the same weight. The effective site potentials are reconstructed on the same supercell via Eq. (11), thus atoms of the same chemical species are allowed to have different potentials depending on their environments. This specific choice for the external model appears the reason why the PCPA theory substantially improves the alloy electronic structure. Other existing CPA-based approaches like, e.g., the Non-Local CPA [50,51], the SIM-CPA [44,45], or the SIM-CPA [49] can also be considered as particular cases of GCPA's.

We shall now introduce the kinetic ansatz that is common to all GCPA theories. For this purpose we prefer not to start from the definition of the functional. Rather we shall follow a path closer to physical intuition and to the spirit of Soven’s original CPA formulation. At similarity of SS-CPA calculations, the GCPA defines an effective periodic crystal whose sites are occupied by effective 'coherent' scatterers characterized by the single-site scattering matrix \( G_c(\varepsilon) \), the corresponding Green function shall be \( G_c^c(\varepsilon) \). Then, if we consider the Green function of a single substitutional impurity with a single-site scattering matrix \( G_{i\ell}(\varepsilon) \) embedded in the above effective crystal, \( G_{i\ell}(\varepsilon) \), the GCPA consists in requiring that

\[
\sum_i \frac{w_i}{N} G_{i\ell}(\varepsilon) = G_c^c(\varepsilon) \tag{27}
\]

In other words, the weighted average of the impurity Green functions must be equal to the 'coherent' Green function \( G_c^c(\varepsilon) \). In Eq. (27) the energy dependences have been dropped for sake of simplicity and \( N \) stands for the number of different scatterers in the model.

Eq. (27) is illustrated in Fig. (2). In terms of the 'coherent' scattering-path matrix of the effective lattice, \( \tau^c \), and of the CPA 'projectors', \( D_i \), it can be rearranged as follows:

\[
\sum_i \frac{w_i}{N} D_i = 1 \tag{28}
\]

\[
D_i = \left[ 1 + \left( \tau_i^{-1} - \tau^c^{-1} \right) \right]^{-1} \tag{29}
\]

A GCPA theory is then an approximation for the \( \tau \) matrix, whose diagonal elements are given by

\[
\tau_{ii} = D_i \tau^c \tag{30}
\]

while the diagonal matrix elements of the Green function are given by Eq. (6) with \( i = j \).

Within the approximation defined by Eqs. (27-30) above, the MST reviewed in the previous Section allows to calculate the charge densities and the integrated DOS, \( N(\varepsilon; \mu) \), and, through Eq. (9), the kinetic part of the Hohenberg-Kohn functional. Here we need not to trace all the intermediate steps that can be reproduced following the scheme of Ref. [22]. The GCPA approximate version of the Lloyd formula, Eq. (11), is given by:

\[
\frac{N(\varepsilon; \mu)}{N} = \frac{N^0(\varepsilon)}{N} + \frac{1}{\pi} \sum_i w_i Tr \ln \tau^c(\varepsilon) + \frac{1}{\pi} Im \sum_i w_i Tr \ln D_i(\varepsilon) \tag{31}
\]

It has the very remarkable property that the integrated DOS \( N(\varepsilon; \mu) \) and, hence, the kinetic functional are variational[22] wrt. both \( \varepsilon \) and \( \tau^c \).

In Sec. II A, we have mentioned that in the exact MST the contributions to the integrated DOS associated with each lattice site and proportional to \( (ln\tau_{ii}) \), are coupled together because each element of the \( \tau \) matrix depends on the scattering properties of all the lattice sites. Within the GCPA, the only source of coupling is \( \tau^c \). Each local contribution depends on \( \tau^c \) and on the local potential. However, within the GCPA, the Lloyd formula does not depend on \( \tau^c \) nor on the local potentials. As a consequence, the integrated DOS results in a sum of local contributions, coupled together only through \( \tau^c \),

\[
N(\varepsilon; \mu) = \sum_i w_i N_i(\varepsilon; \mu) \tag{32}
\]

We shall call this very controlled and tractable kind of coupling "marginal coupling."
In view of further developments, it is convenient to isolate in Eq. (32) two distinct terms. The first arises from the first two addends in Eq. (31), it is identical for all sites and related to the effective background defined by the GCPA medium. The second depends on the local CPA projectors and, through them, on the local potentials. In formula:

\[ N_i(\varepsilon; \mu) = N_i^{\text{back}}(\varepsilon; \mu) + \frac{1}{\pi} m Tr \log D(\varepsilon) \]  

(33)

Implementing the GCPA within the DFT gives for the kinetic functional of Eq. (29) the following marginally coupled form:

\[ T - \mu N = T^{\text{back}}(\mu) + \sum_i w_i T_i([\rho_i], \mu) \]  

(34)

where

\[ T^{\text{back}}(\mu) = -\int_{-\infty}^{\mu} d\varepsilon N^{\text{back}}(\varepsilon; \mu) \]  

(35)

and

\[ T_i([\rho_i], \mu) = \frac{1}{\pi} m Tr \int_{-\infty}^{\mu} d\varepsilon \log D(\varepsilon) \]

\[ -\int_{v_i} dr \rho_i(r; \mu) e^{-f}(r; \mu) \]  

(36)

As mentioned in Sect. II, in MST-based DFT calculations, the only source for \( O(N^3) \) scaling is the inversion of the multiple scattering matrix, Eq. (1), required to obtain the scattering-path matrix \( \mathbf{Z}_i \). This step is bypassed in a GCPA theory by approximating the relevant matrix elements \( \mathbf{Z}_i \) via Eq. (28) in terms of the local scattering properties and the coherent scattering matrix \( \mathbf{Z}^c \), the last of which is, in turn, obtained by an averaging process. For this reason, GCPA theories are \( O(N) \), allowing for very substantial savings of computing time. Of course, the price for these savings is payed by the approximation implied by Eq. (30). A diagrammatic analysis of these errors can be found in Ref. [6].

It is necessary to make a couple of remarks about the physical meaning of the GCPA in the present context and to highlight the differences with respect to the traditional way in which CPA-based theories have been introduced in the past. In first place, the GCPA has been introduced here as an approximation for the Hohenberg-Kohn density functional. As an approximation, it may well be used to describe an ordered alloy. Its range of applicability is by no means confined to the realm of random alloys. In second place, the introduction of the weights \( w_i \) to be assigned to each scatterer makes GCPA theories suitable for dealing with sophisticated pictures of the order (or the disorder) in metallic alloys. Thus, of course, requires what we have called an ‘external model’. In a foregoing paper we shall discuss a (to some extent) self-consistent way to define an external model that is able to provide a picture of ordering phenomena in metallic alloys as a function of the temperature.

### B. The DFT-MST-GCPA functional: the ’marginal coupling’ property

In the present subsection we shall analyze certain formal properties of the GCPA approximations introduced in the previous subsection. All the above discussion can be summarized in the following approximate density functional:

\[ \Omega^{\text{GCPA}} = T^{\text{back}}(\mu) + \sum_i w_i \left[ \omega_i^{\text{GCPA}}([\rho_i], \mu) \right. \]

\[ + \left. \frac{e^2}{2} \sum_L q_{i,L} V_{i,L}^{\text{MAD}} \right] \]  

(37)

In Eq. (37) the \( q_{i,L} \) are defined by Eq. (17) and the local part of the GCPA functional by

\[ \omega_i^{\text{GCPA}}([\rho_i], \mu) = T_i([\rho_i], \mu) + u_i([\rho_i], \mu) \]  

(38)

where the terms \( T_i([\rho_i], \mu) \) and \( u_i([\rho_i], \mu) \) are given by Eqs. (33) and (22) above. We note that the local GCPA functional, \( \omega_i^{\text{GCPA}} \), depends also on the atomic number of the atom at \( r_i \), \( Z_i \), and on the volume and the shape of the \( i \)-th Voronoi polyhedron through the local potential energy term, \( u_i \). In the following we shall make the simplifying assumption of having identical Voronoi polyhedra for all the sites considered.

In Eq. (37) the coupling potentials, \( V_{i,L}^{\text{MAD}} \), are provided by the specific external model. In the following of this Section we shall assume:

\[ V_{i,L}^{\text{MAD}} = \sum_{j \neq i} \sum_{L' \neq L} \lambda_{L} \lambda_{L'} w_{j} M_{ij,LL',q_{j,L'}} \]  

(39)

Appropriate choices of the coefficients \( \lambda_{L} \) and of the weights, \( w_{i} \), give then the SS-CPA or the PCPA. Furthermore, Eq. (39) can also be used for spherical or for full-potential charge reconstructions.

As mentioned in Sect. II A, Eq. (12), the density functional is variational not only wrt the global charge density, \( \rho(r) \), and the chemical potential \( \mu \), but also wrt the charge densities in each scattering volume, \( \rho_{i}(r) \). Moreover, as discussed in Sec. III A and in Ref. [2] the GCPA density functional is variational wrt the effective medium scattering matrix, \( \mathbf{Z}^c \). Furthermore, in a GCPA theory, the background kinetic term, \( T^{\text{back}}(\mu) \) in Eq. (37) depends on the electronic density only through \( \mathbf{Z}^c \) and \( \mu \). Thus, the functional derivation of Eq. (37) wrt the local densities, \( \rho_{i}(r) \), gives the following set of coupled equations:

\[ \frac{\delta \omega^{\text{GCPA}}}{\delta \rho_{i}(r)} + V_{i,L}^{\text{MAD}}(r) = 0 \]  

(40)
\( \Xi^c \) is completely equivalent to the minimization of the density functional. As it is apparent, these Euler-Lagrange equations are coupled each other only through the Madelung potentials, \( \Xi^c \) and \( \mu \). Moreover, the functionals \( \omega_{i}^{\text{GCPA}}(\rho_i(r)) \) are identical for sites occupied by the same chemical species.

In order to understand the consequences of the above result let us consider, for instance, an alloy sample constituted by a large supercell. One may wish to calculate, in the given sample, the properties of different 'atoms', in first place the charge densities, \( \rho_i(r) \). Inside the sample, \( \Xi^c \), \( \mu \) and the cell geometry are fixed, thus the set of the \( \rho_i(r) \) is completely determined by the values of the Madelung potentials \( V_i^{\text{MAD}}(r) \) and by the atomic number \( Z_i \) of the ion at the position \( \mathbf{R}_i \). More generally, inside the given sample, any site diagonal property \( \Pi_i \) shall be completely determined by \( Z_i \) and by the set of Madelung potentials. We can establish this result as follows:

\[
\Pi_i = \Pi(Z_i, V_i^{\text{MAD}}(r)) \tag{41}
\]

Examples of such site diagonal properties are the local contributions to the grand potential, the multipole moments, and the local DOS. The functional forms, one for each alloying species, given by Eqs. (41) sometimes can be easily numerically fitted and then constitute a useful tool for the evaluation of the site quantities in the given sample. They are the source of the simple laws, as e.g. the 'qV' laws, empirically found from extended metallic systems calculations. This notwithstanding, GCPA theories are able to predict complex trends for certain site diagonal properties as, e.g., the site resolved DOS's.

Since Eqs. (41) allows to evaluate, among other properties, also the charge density of each fragment and, hence, the full charge density, \( \rho(r) \), then, in virtue of the Hohenberg and Kohn theorem, it follows that any ground state observable in the sample given is a functional of the set of the Madelung potentials at all the crystal sites, \( V_i^{\text{MAD}}(r) \), and of the set of the atomic numbers only. Since the last is, again, specified by the sample, it follows the theorem: any ground state observable in the sample given is a functional of the Madelung potentials only, or, equivalently, a function of the set of coefficients, \( \{V_i^{\text{MAD}}\} \), that completely determine the Madelung potentials.

Since, in virtue of Eq. (39), the coefficients in the set \( \{V_i^{\text{MAD}}\} \) are linear functions of the set of the multipole moments, \( \{q_i\} \), then the above theorem implies the corollary that any ground state property of the sample is a function of the same moments. Within the GCPA and for the specific sample given, it is then possible to reformulate the DFT in terms of the charge multipole moments. By neglecting a constant term with the physical meaning of the grand potential contribution due to the mean GCPA atom, Eq. (37) can be written as

\[
\tilde{\Omega}_{\text{GCPA}}^{\text{GCPA}}(\{q_i\}, \mu) = \sum_i w_i \tilde{\omega}_{i}^{\text{GCPA}}(\{q_i\}, Z_i) + \frac{e^2}{2} \sum_{i,j,LL'} w_{ij}^{\text{qV}^2} \lambda_i \lambda_j^{LL'} M_{ij,LL';ij,LL'} + \mu \sum_i w_i q_i^{00} \tag{42}
\]

In deriving Eq. (12), we have used Eq. (39) and the fact that, since \( \omega_{i}^{\text{GCPA}} \) is completely determined by the local density, \( \rho_i(r) \), it cannot depend on the multipole moments at other sites. Moreover, we have isolated the contribution proportional to the chemical potential, \( \mu \). Having introduced an explicit dependence on \( \mu \), the last term in Eq. (12) can be thought as a way of enforcing the global electroneutrality. This is unnecessary if we consider a specified sample in which, of course, \( \mu \) has a precise, fixed vale. However, since the term proportional to \( \mu \) has precisely the form it must have, its introduction is equivalent to extend the validity of Eq. (12) to all samples specified by the same mean atomic concentrations and by the same value for \( \Xi^c \).

To summarize, we have established the following results. Within the GCPA class of approximations the Hohenberg and Kohn density functional can be recast in the form of Eq. (42). It consists of (a) local terms, \( \omega_{i}^{\text{GCPA}} \) for the \( i \)-th scattering site, consisting in functions of the charge multipole moments that are identical for sites with the same chemical occupation; (b) a bilinear form coupling the charge multipole moments at different sites, with coupling coefficients \( M_{ij,LL'} \) defined by the crystal geometry; (c) a term proportional to the chemical potential that ensures the global electroneutrality. The functional defined by Eq. (12) is identical for all the alloy samples characterized by the same mean atomic concentrations and the same value for the coherent scattering-path matrix \( \Xi^c \). Evidently, it constitutes a coarse grained version of the DFT because the mathematical definition of the multipole moments, Eq. (17), does not completely determine the charge density. The last is determined by the multipole moments only within the GCPA theory. This reduction of the relevant information has been obtained at the price (a) of the GCPA approximation and (b) of having restricted the consideration to a specific sample. Nevertheless, no restriction has been made about the size of the sample that, therefore, can be chosen in such a way to guarantee an appropriate description for a fixed concentration ensemble, as we shall discuss at the end of the present section.

Having recast the GCPA functional as a sum of functions of the charge multipole moments has obvious mathematical advantages. However, we have not yet completely determined the functional form of the local energetic contributions \( \tilde{\omega}_{i}^{\text{GCPA}}(\{q_i\}, Z_i) \). In order to do this, we need to make the hypothesis that, in the sample considered, the distribution of the Madelung potentials coefficients, \( \{V_i^{\text{MAD}}\} \), is continuous in the range of the values
that the same potentials assume in the sample. This is consistent with the observations in Refs. 23, 24, 26. Let us consider two scattering sites, say \( i \) and \( j \), occupied by the same chemical species, \( \alpha \), at which the Madelung coefficients take very close numerical values, \( V_{iL}^{MAD} = V_{jL}^{MAD} \) and \( V_{MAD}^{i}(r) = V_{MAD}^{j}(r) + \Delta V_{MAD}(r) \). The local energetic contributions, the charge densities and the local multipole moments shall be: \( \tilde{\omega}_{iGCPA} = \tilde{\omega}_{jGCPA} \), \( \rho_i(r) = \rho_j(r) \) and \( q_{iL} = q_{jL} \) for the \( i \)-th site, and \( \tilde{\omega}_{L}^{GCPA} = \tilde{\omega}_{jL}^{GCPA} + \Delta \tilde{\omega}_{L}^{GCPA} \), \( \rho_i(r) = \rho_j(r) + \Delta \rho(r) \) and \( q_{jL} = q_L + \Delta q_L \) for the \( j \)-th site. To the first order in \( \Delta \rho(r) \) we have:

\[
\Delta \tilde{\omega}_{\alpha}^{GCPA} = \int_{v_i=v_j} dr \left( \frac{\delta \tilde{\omega}_{\alpha}^{GCPA}}{\delta \rho(r)} \right) \rho_i(r) = \rho_j(r) \Delta \rho(r) \nonspace
= - \int_{v_i=v_j} dr V_{MAD}^{i}(r) \Delta \rho(r) \nonspace
\]

where Eq. 10 has been used. The substitutions for the charge multipole moments, Eq. (17), then give:

\[
\Delta \tilde{\omega}_{\alpha}^{GCPA} = - \sum_L V_{L}^{MAD} \Delta q_L \tag{43}
\]

Once integrated over \( q_L \), Eq. (43) gives

\[
\tilde{\omega}_{\alpha}^{GCPA}(\{q\}) = \tilde{\omega}_{\alpha}^{GCPA}(\{q^0\}) - \sum_L \int_{\{q^f\}}^{\{q^0\}} V_{L}^{MAD}(\{q^f\}) dq_L \tag{44}
\]

Eq. (44) can be easily numerically evaluated from the \( qV \) data, \( V_{L}^{MAD}(\{q\}) \) obtained as an output from GCPA calculations. Unless a constant with the meaning of the local energy contribution at \( \{q\} = \{q^0\} \), it determines the local energies for each chemical species \( \alpha \). Eqs. (13) and (14) have been obtained under very broad conditions: the differentiability of the kinetic functional\(^{13,14} \) and the monotonicity of the \( qV \) laws. The first is the usual requirement for the convergence of the Kohn-Sham scheme of the DFT, while the second condition is certainly verified by all GCPA calculations reported in the literature, including those executed at extremely high values for the Madelung potential (see Fig. 7 in the next subsection and the related discussion).

In the remainder of the present Section we shall make a few general comments about the validity of the framework defined by the GCPA theory in comparison with the exact density functional.

(i) The fact that the effective potential and the potential energy functional can be decomposed in site contributions coupled together only through the Madelung potentials is an exact consequence of the LDA and it has nothing to do with the GCPA. This kind of coupling is 'marginal' in the sense that, although not necessarily small, it has the simple and tractable functional form which arises from the bilinear terms involving the multipole moments in Eq. (13). Although this is beyond the purpose of the present paper, we notice that most non-local density functionals offered in the literature\(^{3,5} \) are actually local wrt the density gradients, thus most non-local schemes will remain marginally coupled in the above sense.

(ii) Splitting the kinetic functional into local contributions marginally coupled through the coherent scattering matrix \( \tilde{\omega}^\alpha \) is a simplification due to the GCPA. In fact, it has been obtained by assuming averaged boundary conditions at the surfaces of the Voronoi polyhedra through Eq. (27). An estimate of the so induced errors can be obtained by the comparison of PCPA vs. Locally Self-Consistent Green Function (LSGF) calculations\(^{27} \) executed on the same supercell. As it is sketched in Fig. (3), both calculations evaluate the kinetic contribution from the \( i \)-th to the functional by solving the problem of a single impurity, in the case of the PCPA, or of an impurity cluster, the Local Interaction Zone (LIZ), for the LSGF. In both cases the scattering matrices outside the LIZ are set to the coherent scattering matrix, \( \tilde{\omega}^\alpha \). PCPA calculations can then be viewed as LSGF calculations with only one atom in the LIZ. This argument also suggest that, wrt GCPA calculations, exact DFT results include, for each site, corrections depending on its chemical environment.

(iii) We have already seen that the coarse grained version of the GCPA functional, Eq. (12), holds for all the alloy configurations characterized by a specified value for \( \tilde{\omega}^\alpha \) in a fixed concentration ensemble. This could appear as a serious limitation since it looks unlikely that, e.g., \( \tilde{\omega}^\alpha \) could have the same functional energy dependence for two different systems. In general, in a GCPA theory, \( \tilde{\omega}^\alpha \) is a ground state property determined not only by the mean concentrations but also by the distributions of the Madelung potentials for each alloying species. As opposite to the SS model where these distributions are trivial, more sophisticated external models, as e.g. the PCPA, give complicated charge and Madelung potential distributions. How could then the GCPA functional be useful in such cases? As argued by Faulkner et al.\(^{55} \), the PCPA theory applied to ideal random alloys gives well-defined values for all physical properties. This is be-
cause, in perfect random alloys, the distribution of the chemical environments is easily obtained by statistical considerations and it is given by the appropriate multinomial distributions. Therefore, the PCPA random alloy constitutes a privileged reference system whose physical properties, including \( \mathcal{C}_0 \), can be approximated up to an arbitrary accuracy by letting the number of atoms in the PCPA supercell, \( N \), going to infinity (see Fig. 4a). We believe that the same \( \mathcal{C}_0 \) obtained for a random alloy at a given concentration can be used for building a physically clean, though approximate, theory also for ordered alloys at the same concentration. In the next section we shall provide numerical evidences for that, here we present a more formal argument. Imagine that an ordered array containing \( n \) atoms (Fig. 4b) is able to account for the properties of same ordered alloy configuration, up to a length scale, \( l \), that can be made large at will in the \( n \rightarrow \infty \) limit. In Fig. 4c we draw a supercell, a part of which is constituted by the supercell of Fig. 4b, while the remaining \( N - n \) sites are occupied as in the random alloy supercell of Fig. 4a. We can think that the supercell in Fig. 4c represents a fluctuation of an ordered phase in a random alloy matrix and that it describes the physical properties of such fluctuation up to the same length scale \( l \) as in Fig. 4b. We are implicitly using the common idea of ‘locality’ in physics, or, in a more specific context, of ‘nearsightedness’ of the DFT. However, as Eq. (28) implies, the difference between the coherent scattering-path matrices corresponding to Figs. 4a and 4c, \( \mathcal{C}_c - \mathcal{C}_0 \), is proportional to the ratio \( n/N \) and, then, it can be made small at all if \( n/N \) is large enough to ensure a good approximation \( \mathcal{C}_0 \). As reported in the literature, it seems that \( N \) about 100 is already enough.

iv) Although we have suggested that the coherent scattering matrix from random alloys GCPA calculations can be used for ordered alloys too, we are aware of the limitations of such a physical picture. For instance, a GCPA theory always implies finite quasiparticle lifetimes, and, hence, a smearing of the peaks of the Bloch spectral function (BSF).

C. A generalized version of the Charge Excess Functional Theory

As a matter of fact, the analysis of DFT supercell calculations for metallic alloys suggests the existence of simple relationships between the charge excesses at the lattice sites, \( q_{i,00} \), and the Madelung potentials at the same sites, \( V_{i,00}^{MAD} \). Namely, simple linear laws, one for each alloying species, have been found to hold, say

\[
a_i q_{i,00} + V_{i,00}^{MAD} = k_i
\]

where \( a_i \) and \( k_i \) have the same numerical values for atoms of the same chemical species in the given supercell. Examples of the linear ‘\( \mathcal{q}\mathcal{V} \)’ laws obtained from PCPA calculations for a binary and a quaternary alloy are reported in Figs. 5 and 6.

It is interesting to observe that similar linear ‘\( \mathcal{q}\mathcal{V} \)’ laws can be derived starting from the GCPA functional,
Eq. (42), for random alloys by a second order series expansion about the zero Madelung field multipole moments, \( \{q^0\} \), that can be obtained by solving the following set of equations:

\[
\frac{\partial \omega_{\text{GCPA}}}{\partial q_{i,L}} = 0
\]  

(46)

This procedure leads to a Ginzburg-Landau configurational 'Hamiltonian' in which the relevant fields are constituted by the values of the multipole moments of each lattice site. In formulae:

\[
\tilde{\Omega}^{CEF}(\{q\}, \mu) = \frac{1}{2} \sum_{i,LL'} w_{i,LL'}(q_{i,L} - q^0_{i,L})(q_{i,L'} - q^0_{i,L'}) + \frac{1}{2} \sum_{i,j,LL'} w_{i,j,LL'} \lambda_{i,j,LL'} M_{i,j,LL'} (q_{i,L}q_{j,L'} - \mu \delta_{i,00})
\]  

(47)

where we have omitted the term \( \tilde{\Omega}^{CEF}(\{q^0\}, \mu = 0) \) that represent the GCPA energy at zero Madelung field and chemical potential and that is constant in a fixed concentration ensemble. The coefficients \( a_{i,LL'} \) are given by the second derivatives of the GCPA functional

\[
a_{i,LL'} = \left( \frac{\partial^2 \omega_{\text{GCPA}}(\{q\})}{\partial q_{i,L} \partial q_{i,L'}} \right)_{\{q\} = \{q^0\}}
\]  

(48)

The functional of Eq. (47) constitutes a generalization of the Charge Excess Function (CEF) proposed in Ref. 26 for discussing the charge transfers in metallic alloys and shall then be referred in the following to as the CEF. The novel feature here is that Eq. (47) includes not only the charge excesses, \( q_{i,00} \), but also the charge multipole moments with \( \ell > 0 \).

The minimization of the CEF functional \( \tilde{\Omega}^{CEF} \) wrt. its variables, the set of the multipole moments, \( \{q\} \), and the chemical potential, \( \mu \), gives

\[
\sum_{L'} [a_{i,L,L'} (q_{i,L'} - q^0_{i,L'}) + M_{ii,LL'} q_{i,L'}] = \mu \delta_{i,00}
\]  

(49)

and

\[
\sum_i q_{i,00} = 0
\]  

(50)

Using the definition of the Madelung potentials, Eq. (39), and setting

\[
k_{i,L} = \sum_{L'} a_{i,L,L'} q^0_{i,L'} + \mu \delta_{i,00}
\]  

(51)

it is easy to show that Eq. (49) for \( L = (0,0) \) coincides with the linear laws given by Eq. (45). Versions of Eqs. (49), (50) and (51) with the angular momentum summations truncated at \( \ell = 0 \) can be found in Ref. 26.

We wish to highlight that the CEF derivation from the GCPA functional is based on the assumption, common to all Ginzburg-Landau theories\cite{58,59}, that the homogeneously disordered phase, in the present case the random alloy phase, can the starting point for a perturbative treatment of ordering or segregation phenomena. As discussed in the previous subsection, in the GCPA context, this amounts to conjecture that the coherent scattering-path matrix \( \tau^\ell \) of a random alloy can be used for obtaining a physical picture of concentration fluctuations, or, in other words, that it is able to represent such fluctuations.

We wish to close this Section with a few comments. The principal result of this paragraph, the CEF functional of Eq. (47), has been obtained by a series expansion of the GCPA functional about the values that the
multipole moments would have in absence of coupling. The series has been terminated at the lowest order at which differences with respect to SS approximations are expected for. This, not surprisingly, is enough to obtain a physical picture of the charge transfers in metallic alloys. For a given alloy configuration, the linear Euler-Lagrange equations obtained by minimizing the CEF can be easily solved for the charge multipole moments. The procedure require the inversion of the matrix $F$ of elements

$$F_{ij, LL'} = a_{i, LL'} \delta_{ij} + M_{ij, LL'}$$  \hspace{1cm} \text{(52)}

As we have shown elsewhere, for a given alloy configuration, the value of the CEF functional at its minimum $V_{\text{MAD}}$ has the physical meaning of the total energy of the same configuration. The ambiguity due to the presence of the above mentioned concentration dependent constant can be resolved by comparing CEF and GCPA calculations for a single configuration in a fixed concentration ensemble.

In the previous subsection we have described a general procedure based on the numerical integration of the ‘qV’ laws for evaluating the functional form of $\phi_i^{\text{GCPA}}(\{q_i\})$. Of course, if the random alloy $\mathbf{\tau}$ was able to represent concentration fluctuations and the ‘qV’ laws were linear, the GCPA and the CEF functionals would be coincident. We do not think that the ‘qV’ laws can be truly linear. The argument is as follows. The local excesses of electrons, $q_{i,00}$, accordingly with the physical intuition and with the results plotted in Figs. 5 and 6, are non-increasing functions of the Madelung potential $V_{i,00}^{\text{MAD}}$. If the ‘qV’ laws were really linear, $q_{i,00}$ would decrease indefinitely and eventually reach unphysical values, $q_{i,00} < Z_i$ corresponding to negative charge densities. Actually we expect that the linear laws cannot be any longer valid when all valence electrons are expelled from the site. This circumstance would correspond to some critical value for the charge excess, say $q_{i,00}^{\text{crit}}$. Before this critical value is reached, the ‘qV’ laws should exhibit a crossover to an asymptotic behavior, say $q_{i,00} \to q_{i,00}^{\text{crit}}$ as $V_{i,00}^{\text{MAD}} \to \infty$. We have tested this conjecture by executing CPA+LF calculations for a single impurities, vacancies, H or Li atoms, embedded in Al. The results are shown in Fig. 7, where we plot $Q = q_{i,00} - q_{i,00}^{\text{crit}}$ for the impurity site as a function of the relevant Madelung fields.

Another point we wish to address is concerned with the value of the chemical potential $\mu$ in Eq. (47). In a recent paper, Drchal et al. argued that $\mu$ should be always zero since the Fourier transform of the Madelung coefficients with $L = L' = (0,0)$ diverges as $k \to \infty$ implying that the sum of the charge excesses $\sum q_{i,00}$ must vanish, automatically satisfying the electroneutrality constraint. The observation of Drchal et al. is correct for infinite systems, while for finite supercells, even with periodic boundary condition, the same Fourier transform always remains finite. $k$, in fact can take only the values of the reciprocal space vectors that constitute the tiling of the supercell considered. The set of the allowed values for $k$ includes 0 only for infinitely large supercells. In most practical calculations, then, $\mu$ is necessary, although usually it takes small non-zero values.

\section{IV. NUMERICAL RESULTS}

In this Section we present a series of numerical tests designed to study the limits of validity of the GCPA and CEF theoretical frameworks. The central issues here shall be investigating the realm of validity of the linear ‘qV’ laws, Eq. (45) or (49), and of the energetics implied by the CEF functional, Eq. (47). Furthermore, we shall
try to answer two questions: (i) to what an extent the CEF is able to approximate GCPA calculations and (ii) how do the predictions from the CEF and the GCPA compare vs. 'exact' DFT calculations for ordered systems. The GCPA theory chosen for these tests is the PCPA, that being based on a supercell approach, allows for easy comparison vs. 'exact' DFT calculations.

Several kinds of calculations shall be presented in this Section. The 'exact' DTF results used for comparison shall be the full-potential LAPW calculations produced using the WIEN2K ab initio package. They are referred to as LAPW. In all the cases about $10^4$ k-points in the full Brillouin zone have been used, the spherical harmonics expansion of the potentials in the muffin-tin spheres has been truncated at $\ell = 6$ and the parameter $R_{MT} \cdot K_{MAX}$ has been set to 7. The PCPA calculations have been performed by a conveniently modified version of our KKR-CPA code. All PCPA calculations are based on the ASA approximation for the site potentials, using several thousand k-points in the full Brillouin Zone and 31 energies over a complex integration contour. For both LAPW and PCPA calculations, the core electrons treatment is fully relativistic while a non-relativistic approximation is used for valence states. Finally, we present CEF calculations with the charge multipolar expansion truncated at $\ell = 0$. The concentration dependent parameters required by the CEF have been obtained from the linear regressions of the 'qV' data generated from supercells with random occupancies and the required mean atomic concentrations and are reported in Tables I and II. Depending on which was the source of the parameters, the CEF calculations shall be referred to as CEF-PCPA or CEF-LAPW. Using the formalism of the previous Section, for both PCPA and CEF calculations we set $w_i = 1$ for all lattice sites, $\lambda_{\ell m} = 1$ and $\lambda_{\ell m} = 0$ for $\ell > 0$.

### A. qV laws

In Sect. III we have presented the CEF functional as an approximation for the GCPA functional and have shown how this is equivalent to the linearity of the 'qV' laws. In Figs. (5) and (6), we plot the 'qV' curves from our PCPA calculations for the binary bcc Cu$_{0.50}$Zn$_{0.50}$ and the quaternary Al$_{0.25}$Cu$_{0.25}$Ni$_{0.25}$Zn$_{0.25}$ fcc random alloys. It is surprising to observe how much accurately the PCPA data can be fitted by straight lines. The correlations coefficients obtained from the linear regression of the same data differ from unit by about $10^{-6}$. Similar very high correlations are always obtained from the analysis of PCPA 'qV' data, as it is evident by looking at Table I. As it is shown in Table I, also LAPW data present high correlations, although the corresponding linear fits are not perfect and their correlations deviate from unit by $10^{-2}$ or $10^{-3}$. This notwithstanding, as argued in Sect. III C, we believe that the linearity of the 'qV' relationships within the PCPA is just an approximation.

### Table I: CEF parameters obtained by the linear regression of the 'qV' data from PCPA calculations for random Cu$_x$Zn$_{1-x}$ alloys in bcc or fcc lattices. $C_{Cu}$ and $C_{Zn}$ are defined as the difference between 1 and the correlations obtained from the regressions for the Cu and Zn site charges. All the quantities are expressed in atomic units. CEF calculations using the coefficients presented in this Table are referred to as CEF-PCPA.

| $c$  | $a_{Cu}$ | $a_{Zn}$ | $k_{Cu} - k_{Zn}$ | $C_{Cu}$ | $C_{Zn}$ |
|------|----------|----------|-------------------|----------|----------|
| 0.20 | 1.223    | 1.211    | 0.146             | 3 $10^{-7}$ | 1 $10^{-6}$ |
| 0.25 | 1.225    | 1.214    | 0.147             | 4 $10^{-7}$ | 1 $10^{-6}$ |
| 0.33 | 1.223    | 1.215    | 0.148             | 5 $10^{-7}$ | 2 $10^{-6}$ |
| bcc  | 0.50     | 1.219    | 1.214             | 0.146    | 5 $10^{-7}$ | 2 $10^{-6}$ |
| 0.67 | 1.215    | 1.214    | 0.144             | 3 $10^{-7}$ | 2 $10^{-6}$ |
| 0.75 | 1.214    | 1.214    | 0.144             | 3 $10^{-7}$ | 2 $10^{-6}$ |
| 0.80 | 1.213    | 1.214    | 0.144             | 3 $10^{-7}$ | 9 $10^{-7}$ |
| fcc  | 0.20     | 1.220    | 1.212             | 0.138    | 3 $10^{-7}$ | 1 $10^{-6}$ |
| 0.25 | 1.221    | 1.214    | 0.140             | 3 $10^{-7}$ | 9 $10^{-7}$ |
| 0.33 | 1.222    | 1.216    | 0.142             | 3 $10^{-7}$ | 1 $10^{-6}$ |
| 0.67 | 1.222    | 1.217    | 0.143             | 5 $10^{-7}$ | 2 $10^{-6}$ |
| 0.75 | 1.222    | 1.223    | 0.145             | 3 $10^{-7}$ | 1 $10^{-6}$ |
| 0.80 | 1.222    | 1.222    | 0.145             | 3 $10^{-7}$ | 2 $10^{-6}$ |

### Table II: CEF parameters obtained by the linear regression of the 'qV' data from LAPW calculations for random Cu$_x$Zn$_{1-x}$ alloys in bcc or fcc lattices. $C_{Cu}$ and $C_{Zn}$ are defined as the difference between 1 and the correlations obtained from the regressions for the Cu and Zn site charges. All the quantities are expressed in atomic units. CEF calculations using the coefficients presented in this Table are referred to as CEF-LAPW.

| $c$  | $a_{Cu}$ | $a_{Zn}$ | $k_{Cu} - k_{Zn}$ | $C_{Cu}$ | $C_{Zn}$ |
|------|----------|----------|-------------------|----------|----------|
| 0.25 | 2.968    | 2.181    | 0.456             | 3 $10^{-2}$ | 2 $10^{-2}$ |
| 0.33 | 2.704    | 2.327    | 0.445             | 4 $10^{-3}$ | 8 $10^{-3}$ |
| bcc  | 0.50     | 2.811    | 2.307             | 0.413    | 9 $10^{-3}$ | 5 $10^{-2}$ |
| 0.67 | 3.388    | 3.351    | 0.590             | 3 $10^{-3}$ | 7 $10^{-3}$ |
| 0.75 | 2.586    | 2.652    | 0.432             | 3 $10^{-2}$ | 1 $10^{-2}$ |
| fcc  | 0.25     | 2.457    | 1.949             | 0.360    | 5 $10^{-3}$ | 9 $10^{-4}$ |
| 0.50 | 2.287    | 2.130    | 0.350             | 9 $10^{-3}$ | 3 $10^{-3}$ |
| 0.75 | 2.646    | 2.317    | 0.399             | 4 $10^{-3}$ | 2 $10^{-4}$ |

In order to check out how much accurately it is, we have studied one of the most difficult realistic cases, that of a high charge transfer ordered alloy, namely the CuZn system. This system has been studied with many different theoretical approaches. It is also relevant, for our present concerns, that the total energy differences between fcc and bcc geometrical alloy arrangements are relatively small. We have executed calculations for all the set of 62 bcc and fcc based structures reported in Refs. [30] and [31]. These structures include several ordered crystals for each of the following Cu atomic concentrations: 0.20, 0.25, 0.33, 0.50, 0.66, 0.75 and 0.80. In order to facilitate the comparison, the lattice constants have been kept fixed to the values 5.5 and 6.9 a.u., respectively for bcc and fcc based lattices. The results for bcc, ...
and fcc-based alloys are reported in Tables III and IV respectively.

The charges from the CEF-PCPA are, in practice, identical to those obtained from the PCPA theory for the ordered systems. In order to represent the size of these tiny differences, we report in Tables III and IV the mean square displacement between the two sets of calculated charges, $< (\Delta q)^2 >$. In the worst case, the bcc-based DO$_2$ structure, identified in Table IV by the number 86, we find $< (\Delta q)^2 > = 6 \times 10^{-8}$. Such an excellent agreement has been obtained for all the set of ordered structures considered, in spite of the fact that the CEF input has been obtained from random supercells.

In a previous Letter[26] we have shown that the CEF is able to carefully reproduce the charges from LSMS calculations. Moreover, the parameters extracted from ordered structure calculations can be used to predict the charges for random structures and vice-versa. The quality of the CEF predictions was very good either, with $< (\Delta q)^2 >$ of the order of $10^{-8}$, i.e. about three orders of magnitude less than what we have found by the comparison of CEF and PCPA. Since the LSMS calculations presented in Ref. 26 were based on the ASA, we surmise that the modest lost of accuracy of CEF predictions for LSMS wrt. PCPA calculations constitutes a measure of the importance of the scattering effects from nearest neighbors. These effects, in fact, can be accounted for only in a mean field fashion by the PCPA.

We have also investigated the effects of the spherical approximation for the atomic potentials by executing full-potential LAPW calculations. In Fig. 8 we plot the site charge excesses obtained from LAPW vs. the number of unlike nearest neighbors of the same sites, for all the structures corresponding to equimolar concentrations. In Tables III and IV we report the results for $< (\Delta q)^2 >$ at all the concentrations. As apparent from Fig. 8, the trends of $q_i$ are not easily accounted for by the nearest neighbors environment only, especially for bcc based structures. This notwithstanding, CEF-PCPA calculations reasonably account for the LAPW charges. As it can be seen in the columns marked as (b) of Tables III and IV $< (\Delta q)^2 >$ is usually of the order of $10^{-4}$, sometimes less, and about $10^{-3}$ in the worst case. In order to understand how much these results can be affected by the PCPA input coefficients, we have repeated CEF calculations by fitting the coefficients from LAPW $qV$ data for the random alloy configurations corresponding to the relevant stoichiometries and reported in Tables III and IV. As shown in the columns (c) of Tables III and IV this reduces $< (\Delta q)^2 >$ of about one order of magnitude.

Interestingly, the present CEF-LAPW calculations confirm the observations about the transferability of CEF parameters in Ref. 26, where the CEF charges have been compared vs. LSMS results. As a typical example, let us consider the results for $c = 0.50$ reported in Table III. The $< \Delta q^2 >$ obtained are alway small: $4 \times 10^{-5}$ in the worst case and $4 \times 10^{-7}$ in the best, corresponding respectively to structures 71 and 74, while an intermediate value, $3 \times 10^{-6}$ is found for the structure $R16$, from which the CEF-LAPW coefficients have been obtained. The same holds for all the concentrations, both for bcc and fcc structures. A look to the columns (c) in the Tables III and IV in fact, shows that while excellent results have been obtained for all the supercell, the random structure from which the CEF coefficients have been extracted is not necessarily the best performing.

The above arguments about the charges should not...
lead to the conclusion that, for this purpose, any fit is comparable with any other. This is clearly shown in Fig. 9, where the performances of PCPA, CEF-PCPA, CEF-LAPW and by the model of Magri et al. are compared for the equiatomic alloys. In the same Figure, the distances from the diagonal lines measure the differences between the LAPW charges and those by various approximations, for all the Cu sites in the supercells with $c = 0.5$. It is there evident that the results by CEF-LAPW, marked by open triangles, are much better than those by other approximations.

### B. Total energies

In Tables III and IV we compare the total energies obtained for CuZn alloys by CEF, PCPA and LAPW calculations. We have used the same extended set of bcc and fcc based structures listed in Ref. 31. Since the CEF energies contain $a$, concentration dependent constant, we report the quantity $\Delta E$, defined as the energy difference between the structure at hand and the structure that, at the same concentration, has the lowest energy, according to PCPA calculations. The same $\Delta E$ is plotted in Figs. 10 and 11 for the Cu concentrations $c = 0.25, 0.50, 0.75$, for which the database of Ref. 31 contains a number of structure sufficient to individuate trends.

Our first observation is that the total energies obtained by PCPA and CEF-PCPA calculations perfectly overlap on the scale of Figs. 10 and 11, where they are represented as filled triangles and open squares, respectively. As reported in Tables III and IV in fact, the values obtained by the two methods are different by a few $\mu$Ry per atom, that is comparable with the accuracy of the calculations. Thus, PCPA and CEF-PCPA give indistinguishable results both for the charges (as discussed in the previous subsection) and the total energies. Therefore, it is compelling to conclude that the CEF theory is a numerically excellent and powerful tool to reproduce with much less efforts GCPA electronic structure calculations.

| c | conf | $n_{\text{nat}}$ | $(\Delta q)^2$ | $\Delta E$ (mRy) |
|---|---|---|---|---|
| 0.20 | 2 | $5 \times 10^{-11}$ | $1 \times 10^{-7}$ | 0.038 | 0.040 | 0.000 | 0.000 |
| 0.25 | 2 | $2 \times 10^{-9}$ | $4 \times 10^{-4}$ | 0.000 | 0.000 | 0.000 |
| 0.33 | 3 | $3 \times 10^{-9}$ | $4 \times 10^{-5}$ | 0.000 | 0.000 | 0.000 |
| 0.50 | 3 | $3 \times 10^{-9}$ | $4 \times 10^{-5}$ | 0.000 | 0.000 | 0.000 |
| 0.67 | 6 | $7 \times 10^{-10}$ | $2 \times 10^{-4}$ | 0.000 | 0.000 | 0.000 |
| 0.80 | 8 | $4 \times 10^{-10}$ | $6 \times 10^{-4}$ | 0.000 | 0.000 |

TABLE III: Charge excesses and total energies per atom for bcc-based Cu$_x$Zn$_{1-x}$ alloys. The first two columns on the left give, for each system, the mean Cu atomic concentration (c) and, when available, the supercell identifier in the database of Ref. 31 (conf). “R” followed by a number, e.g., R16, stands for a quasirandom supercell containing the corresponding number of atoms not included in the database. In the third column $n_{\text{nat}}$ indicates the mean number of unlike nearest neighbors of Zn sites. The columns from 4th to 7th report the MSD of the charge excesses, $(\Delta q)^2$, obtained by the comparison of different theories: PCPA vs. CEF-PCPA (a), LAPW vs. CEF-PCPA (b), LAPW vs. CEF-LAPW (c), LAPW vs. the model of Ref. 41 (d). Columns from 8th to 11th: total energies per atom from PCPA, CEF-PCPA, LAPW and CEF-LAPW calculations. The energy zero is given, for each concentration, by the PCPA prediction for the ground state.
Moreover, since CEF-PCPA calculations use as an input the 'qV' data obtained from random supercells, the perfect agreement obtained for the properties of so many different ordered structures that have not been used to fit the CEF coefficients has only one possible explanation. Accordingly with the discussion in Sects. III B and III C, both the following conditions must be fulfilled. (i) The coherent scattering-path matrix $\mathbf{z}^c$ of the random alloy configuration used as an input must be representative of the whole set of ordered structures considered; (ii) the linearity of the 'qV' laws is almost perfectly observed in all the range of values that the charge excesses and the Madelung potentials take for the structures considered. In Sect. III we have offered several arguments supporting the validity of both points above, but we have not been able to provide an analytical demonstration. We think that the numerical evidence found is very strong and compelling.

Accordingly with the discussion in Sect. III, the success of the CEF theory in reproducing the charges or, equivalently, the Madelung potentials guarantees the reproducibility of any ground state property within the GCPA theory through Eq. [III]. Hence, even spectral properties such as the DOS or the Bloch Spectral functions, although buried, are contained in the CEF functional that, if the input parameters are extracted from a GCPA theory, inherits all the good and the bad things of same GCPA theory.

The comparison with LAPW calculations is more difficult, for two different reasons. In first place, these calculations do not assume mean boundary conditions for the wave-functions and use a procedure equivalent to the full calculation of the $\mathbf{z}$ matrix. In second place, within LAPW calculations, the charge multipole summation is truncated at some high $\ell$ value. With these clarifications, the agreement between LAPW and PCPA or CEF-PCPA calculations (there is no reason for discussing the last two models separately) is quite good. As a general rule, the two set of calculations find the same ground states at the concentrations considered. In the few exceptions (that correspond to the negative figures in the LAPW columns of Tables III and IV) the disagreement can be explained by the fact that the structures indicated as the ground state by the two theories are almost degenerate in energy.

| $c$ | $\text{conf}$ | $n_{\text{at}}$ | $\langle \Delta q \rangle^2$ | $\Delta E$ (mRy) | PCPA | CEF-PCPA | LAPW | CEF-LAPW |
|-----|--------------|----------------|----------------|-----------------|-------|----------|-------|----------|
| 0.20 | 25            | 0.00         | 10^{-5}       | 10^{-5}        | 0.500 | 0.503    | 0.926 |          |
| 0.33 | 4.00          | 1.00         | 10^{-5}       | 10^{-5}        | 1.179 | 1.185    | 1.010 |          |
| 0.50 | 3.00          | 6.00         | 10^{-11}      | 10^{-4}        | 1.800 | 1.807    | 3.300 |          |
| 0.67 | 5.00          | 3.10         | 10^{-6}       | 10^{-5}        | 1.102 | 1.224    | 1.283 |          |
| 0.75 | 7.10          | 1.00         | 10^{-4}       | 10^{-4}        | 1.743 | 1.866    | 3.224 |          |
| 0.80 | 3.00          | 10.00        | 10^{-6}       | 10^{-5}        | 0.544 | 0.550    | 1.099 | 0.501    |
| 0.90 | 5.00          | 5.10         | 10^{-6}       | 10^{-5}        | 1.479 | 1.482    | 2.230 | 1.986    |
| 1.00 | 10.00         | 3.10         | 10^{-5}       | 10^{-5}        | 0.604 | 0.605    | 1.054 | 0.471    |
| 1.25 | 20.00         | 5.10         | 10^{-4}       | 10^{-5}        | 0.566 | 0.685    | 1.530 | 0.616    |
| 1.50 | 15.00         | 7.10         | 10^{-4}       | 10^{-5}        | 0.680 | 0.685    | 1.530 | 0.616    |
| 1.75 | 10.00         | 2.10         | 10^{-4}       | 10^{-5}        | 0.604 | 0.605    | 1.054 | 0.471    |
| 2.00 | 3.00          | 1.00         | 10^{-5}       | 10^{-5}        | 0.604 | 0.605    | 1.054 | 0.471    |
LAPW, CEF-LAPW, CEF-PCPA and PCPA calculations, respectively. Lines are a guide for the eye.

FIG. 10: Total energy differences with respect to the PCPA predicted ground state, $\Delta E$, for bcc based Cu$_{1-c}$Zn$_{c}$ alloys. The labels indicated in abscissa identify the various configurations in the database of Ref. [31]. $R$ stands for structures with randomly generated chemical occupations containing 16 atoms with mean Cu contents $c=0.25$, 0.5 and 0.75. Open triangles, open circles, open squares and filled triangles, indicate LAPW, CEF-LAPW, CEF-PCPA and PCPA calculations, respectively. Lines are a guide for the eye.

Also the general trends for the total energies are well reproduced, as it is visible in Figs. 10 and 11, though the PCPA generally underestimate the energy differences.

Fitting the CEF parameters from the LAPW 'qV' laws generally improves the agreement. At variance of what found for the charges, however, the improvement is quite modest.

In summary: the CEF appears able to perfectly reproduce GCPA calculations for both ordered and disordered metallic systems. The reasons why the agreement is so excellent are not yet completely understood. Although CEF and GCPA theories are both coarse grained versions of the DFT, opposite to what numerical results suggest, they are not the same theory. In fact, as discussed in Sect. III, in order to be coincident to the CEF, GCPA theories should (i) exactly observe linear 'qV' laws and (ii) lead to coherent scattering matrices independent on the configuration in a fixed concentration ensemble. For metallic alloys, these conditions appear plausible and the numerical evidence strongly support the view that both are nearly satisfied. However we must highlight that the condition (i) is not verified for pathologically high values of the Madelung field. The comparison vs. LAPW calculations suggest that both coarse grained theories, GCPA and CEF, are able to reproduce semiquantitatively the total energies of the alloy configurations considered. In particular, the results by the coarse grained theories are strongly correlated with those by LAPW. This fact is better elucidated by Figs. 10 and 11, where configurations belonging to the same fixed concentration ensemble are ordered in such a way to have increasing PCPA total energies. If the same ordering was not observed by some other method for some configuration, this would show up as a local minimum in the corresponding curve. The most visible of such events, occurs in Fig. 11 for $c = 0.75$, where the curve corresponding to LAPW calculations presents a very weak local minimum at the configuration 25. The examination of Figs. 10 and 11 suggests that the coarse grained theories are able to give qualitatively correct predictions about ordering for the alloys considered, while the fact that they generally underestimate the corresponding energies could imply incorrect estimates of the corresponding transition temperatures.

V. CONCLUSIONS

We wish to conclude this paper with a summary and a few comments.

We have introduced the class of the GCPA theories, that are characterized by (i) a specific ansatz for the kinetic part of the density functional, which is common to all CPA-based theories, and (ii) an external model that determines the way in which the atomic effective potentials should be reconstructed and the statistical weights to be assigned each. The GCPA class of approximations includes most existing CPA-based density functional theories, to mention a few: the CPA prototype, i.e. the single site CPA(SIM-CPA), the Screened Impurity Model CPA (SIM-CPA) [44,45], the Polymorphous CPA (PCPA) [46], the CPA including Local Fields (CPA+LF) [47], the Non Local CPA (NL-CPA) [50]. The ansatz (i) consists in applying averaged boundary conditions at the surfaces of each scattering volume and naturally leads to algorithms requiring a number of operation that scales as $N$. As it
is discussed by Abrikosov and Johansson, CPA-based approximations allow for a careful picture of the spectral properties of metallic alloys. The so much criticized results of the SS-CPA about the total alloy energies can be healed by external models that consider the charge distribution in the system. We have shown how this can be done systematically by writing the relevant energetic contributions as a series involving the charge multipole moments in each scattering volume. The truncation errors of the same series are probably already quite small when only the first term is included, as in the case of spherical approximations.

We have derived an expression of the GCPA density functional that, together with the above multipole sums, includes local ’atomic’ terms, completely determined by the electromagnetic potential at the same site. Although this kind of coupling, that we have called marginal coupling, is not necessarily weak, nevertheless, it is analytically tractable and it is the source of the \( O(N) \) scaling in GCPA theories. We have demonstrated that in a GCPA theory all ground state properties within a specific sample are functions of the appropriate coupling Madelung potential only, or, equivalently, of the charge multipole moments at each lattice site. To put it into other words: we have demonstrated that the GCPA approximations realize a coarse graining of the electronic density field, the Hartree-Fock approximation of the electronic density field, namely the charge multipole moments, is actually entering in the GCPA approximate functional. Moreover we have suggested that the explicit form of the GCPA functional dependence on the multipole moments can be obtained in a fixed concentration ensemble by the numerical integration of the ‘\( qV \)’ relationships for a random alloy configuration belonging to the same ensemble. The above procedure does not rely on the linearity of the ‘\( qV \)’ laws.

We have re-derived the CEF as a sensible approximation of the GCPA theories, with which it would coincide provided the ‘\( qV \)’ were exactly linear as claimed by many groups. The present derivation allows for the inclusion of higher order multipole moments. A very remarkable feature of the CEF theory is that it shares the same structure of the MST. In fact, the minimization of the CEF requires the solution of a set of Euler-Lagrange equations that has the same structure of the Korringa-Kohn-Rostoker (KKR) matrix at zero energy and wavevector. More specifically, as it can be seen by comparing Eqs. (4) and (52), the site-diagonal response functions, \( a_{i,LL'} \), and the Madelung coefficients, \( M_{ij,LL'} \), in the CEF theory, play the role of the site diagonal scattering matrices and the KKR structure constants in the MST theory. The correspondence is not only formal, since the \( a_{i,LL'} \) are single-site quantities in the same sense of the SS scattering matrices and, in plain analogy with them, are related with the SS response to the appropriate perturbing field.

In the present paper we have provided several formal arguments and strong numerical evidences that CEF and GCPA theories lead to very similar results, the discrepancies being of the order of the numerical errors. We have also shown that CEF and GCPA theories are able to reproduce the charges and the total energies for many ordered alloy configurations. In our view the coarse grained theories, GCPA and CEF, constitute a valuable alternative to full DFT calculations.

Although the CPA theory was proposed many year ago with the purpose of dealing with substitutionally disordered alloys, we think that we have shown that today GCPA theories are able to deal with ordered intermetallic compounds too. Therefore, the fact that CPA-based theories are able to cope with sophisticated model of disorder is not an original sin but, rather, an added value.

The computational performances of the CEF have been discussed in more details elsewhere. Here we like to mention that the possibility of evaluating total energies for thousand atoms in a few seconds CPU time could constitute a substantial enlargement of the domain of the applications of the DFT.
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In our notation Matrices in the angular momentum space are denoted by a single underline, double underline is used for matrices both in Band structure spec-
tral analysis of metals and alloys. In solids (Academic, London, 1960).

The notations $\{V_{i}^{\text{MAD}}\}$ stands for the set of all the Madelung coefficients at all crystal sites, i.e. $\{V_{i}^{\text{MAD}}\} \cup \{V_{j}^{\text{MAD}}\} \cup \ldots$. The notations $\{\phi_{i}\}$ and $\{\tilde{\phi}_{j}\}$ have a similar meaning.

In the present paper the convention is used that for any function of the position $f(r)$ stands for $f(r - R_{i})$.