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A hydrodynamic flow of electrons driven by an oscillating electric field in Dirac and Weyl semimetals is investigated. It is found that a double-peak profile of the electric current appears and is manifested in a stray magnetic field with peaks in one of the field components. The nontrivial current profile originates from the interplay of viscous and inertial properties of the electron fluid as well as the boundary conditions. Analytical results are supported by numerical calculations in samples of different geometries such as straight channels, nozzles, and cavities. The double-peak profile of the current is found to be qualitatively insensitive to a specific form of the time dependence of the oscillating electric field and is stable with respect to the sample geometry. A phase diagram and criteria for observing the double-peak structure are determined. In addition, it is shown that nozzles and cavities provide an efficient means to locally enhance or reduce the fluid velocity.

I. INTRODUCTION

Transport properties are among the most fundamental characteristics of any material. Among several transport regimes, the hydrodynamic one draws significant attention. It is realized when the electron-electron interactions dominate over the scatterings of electrons on impurities and phonons. The hydrodynamic regime of charge and heat transport in solids was proposed in the 1960s [1–4]. However, the first experimental signatures of hydrodynamic transport were observed only three decades later in the late 1990s in a two-dimensional (2D) electron gas of high-mobility (Al, Ga)As heterostructures [5, 6]. In particular, it was shown that the resistivity decreases with temperature [5, 6], which is known as the Gurzhi effect [1]; see Ref. [7] for the Gurzhi effect in systems with relativistic-like dispersion relation. Later, the characteristic dependence of the resistivity on the channel size was observed in ultrapure 2D metal palladium cobaltate (PdCoO\textsubscript{2}) [8], which agrees with the dependence expected for the Poiseuille flow of the electron fluid.

The realization of the hydrodynamic regime in graphene [9–15] had a strong impact on the development of electron hydrodynamics in solids [16, 17]; see also Ref. [18] for the recent prediction of the realization of electron hydrodynamics in kagome metals. As an example of an interesting effect related to a hydrodynamic flow, graphene’s constriction can have higher conduction in the hydrodynamic regime than in the ballistic one [11, 19]. Three-dimensional (3D) Dirac and Weyl semimetals, whose quasiparticles are described by the Dirac and Weyl equations, respectively, can be considered as 3D analogs of graphene [20, 21]. The experimental observation of the dependence of the electric resistivity on the channel width and the violation of the Wiedemann–Franz law with the lowest Lorenz number ever reported indicate the realization of the hydrodynamic transport regime in the Weyl semimetal WP\textsubscript{2} [22]. Recently, a hydrodynamic profile of the direct electric current was visualized via stray magnetic fields in the Weyl semimetal WP\textsubscript{2} [23].

In the majority of experimental and theoretical studies of hydrodynamic transport, the current is driven by a static voltage. For example, the steady Poiseuille flow in channels was studied in numerous works including, e.g., Refs. [6, 7, 14, 15, 22–26]. A time-dependent or pulsating flow was investigated in Refs. [27, 28]. It was shown that the maximum of the flow velocity migrates from the center toward the edges where boundary layers are formed. As an experimentally accessible signature of these layers, a nontrivial dependence of the optical conductivity on the sample size and frequency was proposed.

Motivated by significant attention to the dynamical properties of materials, we study the response of electron fluid in the hydrodynamic regime in both 3D and 2D materials with a relativistic-like dispersion relation to a time-dependent drive and identify the corresponding signatures in stray magnetic fields. We confirm that a nontrivial double-peak hydrodynamic profile of the electric current appears in the transient regime. These peaks originate from the interplay of the inertial and viscous properties of the electron fluid. We identify the phase diagram, i.e., the parameter range where one expects the appearance of the double-peak structure. Moreover, the stability of the double-peak structure
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with respect to the boundary conditions, the channel geometry, and the time profile of the drive is investigated. While the profiles of the electric current are distorted in nozzles and cavities, the double-peak structure remains as long as the fluid sticks to the surfaces of the channel (no-slip boundary conditions) and the driving force changes its sign.

We propose to probe the nontrivial current distribution via stray magnetic fields. It is shown that the double-peak current profile leads to a nonmonotonic magnetic field distribution where the in-plane component of the field perpendicular to the flow also acquires peaks near the boundaries. Our estimates suggest that the magnitude of the magnetic fields can be within the reach of modern magnetometry techniques such as the quantum spin magnetometry (QSM) [29, 30] and the scanning superconducting quantum interference device (SQUID) [31] techniques. Thus, the key findings of this paper are (i) a nontrivial distribution of the magnetic field caused by the double-peak electric current profile in the transient regime; (ii) the stability of the double-peak current profile, in particular, with respect to the geometry of the channel; and (iii) the identification of the phase diagram and the criteria for observing the double-peak profile.

The paper is organized as follows. The model, main equations, and boundary conditions are described in Sec. II. Steady flows are studied by using both analytical and numerical approaches in Sec. III. Section IV is devoted to electron fluid flows driven by an oscillating driving force. Stray magnetic fields generated by pulsating viscous electron flows are considered in Sec. V. The obtained results are summarized in Sec. VI. Through this study, we set $k_B = 1$.

II. MODEL

In this section, we present the key equations, define the boundary conditions, and discuss the model setup.

A. Hydrodynamic equations and model setup

The hydrodynamic equations for the electron fluid include the Navier-Stokes, energy continuity, and electric charge conservation equations. In addition, since the electron fluid is the charged one, one should include Maxwell’s equations. Their role, however, is less profound in transport than in, e.g., collective modes [16] or convection [32]. In this paper, we consider only slow flows, where the electron fluid velocity $\mathbf{u}$ is much smaller than the Fermi velocity $v_F$. Therefore, we linearize the hydrodynamic equations for the relativisticlike electron fluid in Dirac and Weyl semimetals and, in the quasistatic approximation, retain only the Gauss law. The Ampere law does not affect hydrodynamic flows in a linearized regime and will be considered only in Sec. V where stray magnetic fields are calculated. The resulting system reads as [16, 17]

\[
\begin{align*}
\frac{w_0}{v_F^2} \partial_t \mathbf{u} - \eta \frac{\Delta - w_0}{v_F^2} \mathbf{u} - \frac{\eta (d - 2)}{d} \nabla (\nabla \cdot \mathbf{u}) + \nabla P &= -e n_0 \mathbf{E}, \\
\partial_t \epsilon + w_0 (\nabla \cdot \mathbf{u}) &= 0, \\
-e \partial_t n - e n_0 (\nabla \cdot \mathbf{u}) + \sigma \left( -\Delta \varphi + \frac{1}{e} \Delta \mu - \frac{\mu_0}{e T_0} \Delta T \right) &= 0, \\
(\nabla \cdot \mathbf{E}) &= -4\pi e (n - n_0).
\end{align*}
\]

Here, $w = \epsilon + P$ is the enthalpy, $\epsilon$ is the energy density, $P$ is the pressure, $n$ is the electron number density, $\mathbf{E}$ is the electric field, $v_F$ is the Fermi velocity, $\mu$ is the chemical potential, $T$ is temperature, $\tau$ is the relaxation time describing the relaxation of the total momentum of the fluid [2], $\varphi$ is the electric potential, and $-e$ is the electron charge. The shear viscosity is denoted as $\eta$ and we omit the bulk viscosity, which is negligible in relativisticlike systems (see, e.g., Ref. [33]). One has the following relation for the shear viscosity: $\eta = \eta_{\text{kin}} w_0 / v_F^2$, where $\eta_{\text{kin}} \sim v_F^2 \tau_{\text{ce}}$ is the kinematic shear viscosity and $\tau_{\text{ce}}$ is the electron-electron scattering time. In graphene, $\eta_{\text{kin}} = v_F^2 \tau_{\text{ce}} / 4$ [34]. For a relativisticlike fluid, $P = \epsilon / d$ and $w = (d + 1) \epsilon / d$ where $d = 2.3$ is the spatial dimension. In our numerical estimates, we use $\tau_{\text{ce}} \approx \hbar / T$ reported for WP$_2$ [22]. Finally, subscript 0 denotes the global equilibrium values of parameters. The expressions for $n_0$ and $\epsilon_0$ are given in Appendix A.

The linearized electric and energy currents in the hydrodynamic regime are given by (see, e.g., Refs. [16, 26])

\[
\mathbf{J} = -e n_0 \mathbf{u} + \sigma \left( \mathbf{E} + \frac{1}{e} \nabla \mu - \frac{\mu_0}{e T_0} \nabla T \right) \quad \text{and} \quad \mathbf{J}' = w_0 \mathbf{u},
\]

respectively.
The intrinsic conductivity $\sigma$ characterizes the quantum critical contribution to the electric current. It can be estimated in a holographic approach [35–39] and reads as

$$3D: \quad \sigma = \frac{3\pi \hbar v_F^3}{2} (\partial_\mu n)_{ee},$$

$$2D: \quad \sigma = \frac{2e^2}{\pi \hbar}. \quad (7)$$

Let us now discuss the model setup. We consider three geometries: (i) straight channel, (ii) nozzle, and (iii) cavity. Nozzle and cavity are schematically shown in Figs. 2(b) and 2(c), respectively. In our numerical calculations, we assume that samples have length $L_x$ along the $x$-direction and their width is $L_y$ at $x = 0$ and $x = L_x$. The shape of the boundaries is defined analytically by the following expressions:

$$y = \frac{L_N}{2} \left[ e^{-\left(x-L_x/2\right)^2} - e^{-L_x^2/4} \right]$$ and $$y = L_y - \frac{L_N}{2} \left[ e^{-\left(x-L_x/2\right)^2} - e^{-L_x^2/4} \right], \quad (8)$$

for the nozzle ($L_N > 0$) and cavity ($L_N < 0$) constrictions. Clearly, the width in the middle of the long channels ($x = L_x/2$) is $L_y - L_N$. The case of a straight channel corresponds to $L_N = 0$. For simplicity, we assume that all samples are infinite along the $z$ direction in 3D. The same geometries are considered for 2D materials where the $z$ direction is omitted.

### B. Driving force, boundary conditions, and numerical parameters

An important ingredient needed for the description of hydrodynamic flows in finite samples is boundary conditions. We consider a time-dependent driving force via the voltage applied to the side surfaces of the sample,

$$\varphi(t, x = 0, y, z) = 0, \quad \varphi(t, x = L_x, y, z) = -E_0 f(t)L_x, \quad (9)$$

where $E_0$ is the magnitude of the electric field and

$$f(t) = \frac{1}{1 + e^{\xi(t_o-t)}} \cos(2\pi \nu t) \quad (10)$$

defines the time dependence of the applied voltage (a wavelet profile of the driving force is considered in Appendix D). Here, $\nu$ is the frequency of oscillations, $t_o$ corresponds to the offset time, and $\xi$ defines the steepness of the initial increase. In the analytical analysis, we set $\xi \to \infty$ and $t_o \to 0$. The function $f(t)$ is plotted in Fig. 1.

![Figure 1](image_url)

**FIG. 1.** The dependence of $f(t)$ on time $t$ given by Eq. (10) at $\nu = 0$ (red solid line) and $\nu = 0.01 \nu_F/L_y \approx 22$ MHz (blue dashed line). Other parameters are defined in Eqs. (17) and (18).

In a general case, temperature at the ends of the channel can be different,

$$T(t, x = 0, y, z) = T_L, \quad T(t, x = L_x, y, z) = T_R. \quad (11)$$

As to the electron density, we assume also that it is fixed at the boundaries in 3D samples

$$n(t, x = 0, y, z) = n(t, x = L_x, y, z) = n_0. \quad (12)$$
In the 2D case, to determine the electric field in the sample, we employ the “gradual channel” approximation \[40, 41\]. In this case, instead of finding a solution of the Gauss law \(4\), the electric field is directly related to the electron density in the sample,

\[E = \frac{e}{C} \nabla n,\]  
(13)

where \(C = \varepsilon/(4\pi L_g)\) is the capacitance per unit area, \(\varepsilon\) is the dielectric constant of the substrate, and \(L_g\) is the distance to the gate. Therefore, we have

\[n(t, x = 0, y) = n_0, \quad n(t, x = L_x, y) = n_0 + \frac{C}{e} E_0 f(t) L_x\]  
(14)

in the 2D case.

As for the fluid velocity, we assume that both normal and tangential components of the fluid velocity vanish at the surfaces or edges of the sample (the latter conditions are known as the no-slip boundary conditions \[42\]; see also Refs. \[28, 43\] for detailed discussion in the context of the electron hydrodynamics in solids),

\[\langle \hat{n} \cdot u \rangle_{\{x,y\} \in S} = 0 \quad \text{and} \quad \langle \hat{n} \times u \rangle_{\{x,y\} \in S} = 0,\]  
(15)

where \(\hat{n}\) is the surface normal and \(S\) denotes the surface of slab in 3D or edges in a 2D ribbon. The case of more general boundary conditions is briefly addressed in Appendix C. Finally, the electric current should not flow through the sides of the channel, i.e.,

\[\langle \hat{n} \cdot J \rangle_{\{x,y\} \in S} = 0.\]  
(16)

Equations (1)–(5) together with the boundary conditions (9), (11), (12) or (14), (15), and (16) comprise a system of equations that describes the hydrodynamic flow of a charged fluid in a channel.

In our numerical calculations of 3D hydrodynamic flows, we use material parameters for WP\(_2\) \[44\] and the following typical values of sample sizes and external fields:

\[v_F = 1.4 \times 10^7 \text{ cm/s}, \quad \tau = 0.3 \text{ ns}, \quad T_0 = 10 \text{ K}, \quad \mu_0 = 20 \text{ meV}, \quad E_0 = 2 \text{ mV/m},\]  
(17)

\[L_y = 10 \mu\text{m}, \quad L_x = 5 L_y, \quad \xi = 0.2 v_F/L_y \approx 7 \text{ ns}^{-1}, \quad t_o = 10 L_y/v_F \approx 0.71 \text{ ns}.\]  
(18)

In the 2D case, we use the parameters of graphene with \(v_F = 1.1 \times 10^8 \text{ cm/s}, \mu_0 = 100 \text{ meV}, T_0 = 100 \text{ K}, \tau \approx 0.1 \text{ ns},\) and \(L_y = 100 \text{ nm}\). In addition, we assume a hexagonal boron nitride substrate with the dielectric constant \(\varepsilon \approx 3.3\).

As we show for a steady flow in Sec. III, temperature gradient could play a role similar to the electric field in driving the electron fluid flow. The effect of temperature gradient is, however, weak and leads to a small asymmetry of the electron fluid velocity with respect to \(E_0 \rightarrow -E_0\). Therefore, to simplify the presentation, we take into account temperature gradient only in general expressions in Sec. III.

The case of a straight channel, which is infinite along the \(x\) direction, can be easily analyzed analytically. This is done in Secs. III and IV A for steady and time-dependent flows, respectively. In general, nozzle and cavity geometries admit only numerical solutions. The corresponding solutions are presented in Secs. III and IV B for steady and dynamic flows, respectively.

### III. STEADY FLOW

As a warm-up, let us begin the analysis with steady flows for a static voltage, i.e., we set \(\nu = 0\) in Eq. (10). The results obtained in this section allow us to better understand the role of the time-dependent driving force considered in Sec. IV.

We start with the case of a steady flow in a channel infinite in the \(x\) direction. In this case, if the ends of the channel are kept at different temperatures, then temperature gradient develops. The corresponding equation can be obtained by calculating the divergence of Eq. (1) and using Eq. (3). Notice that, in view of Eq. (2), the electron fluid is incompressible. Then, after straightforward manipulations, we obtain

\[\Delta T(r) = 0.\]  
(19)

The solution of this equation with the boundary conditions given in Eq. (11) is simple

\[T(r) = T_L + \frac{T_R - T_L}{L_x} x\]  
(20)
and corresponds to a constant temperature gradient\( \partial_x T(x) = (T_R - T_L)/L_x \) along the \( x \) direction.\(^{\text{[55]}} \)

In infinite channels, the electric charge deviations from a background charge \( n_0 \) are suppressed due to the Gauss law, \( n \approx 0 \). Therefore, in the linearized regime with \( n = (\partial_T n) \mu + (\partial_T n) T \), we obtain \( \mu \approx -T(\partial_T n)/(\partial_T n) \). Then, the following solution for the \( x \) component of the fluid velocity follows from the \( x \) component of Eq. (1):

\[
 u_x(y) = -\frac{\tau v_F^2 n_0}{w_0} \left\{ eE_0 + \frac{1}{n_0} \left[ s_0 - n_0 \left( \frac{\partial_T n}{\partial_T n} \right) \right] (\partial_x T) \right\} \left[ 1 - \frac{\cosh \left( \frac{2y - 2y}{2\lambda_G} \right)}{\cosh \left( \frac{L_y}{2\lambda_G} \right)} \right],
\]

where

\[
 \lambda_G = \sqrt{\frac{\tau v_F^2 n_0}{w_0}}
\]

is the Gurzhi length, which characterizes the fluid velocity profile given in Eq. (21). The terms in the curly brackets of Eq. (21) describe a driving force and the fluid velocity profile is defined by the terms in the square brackets. As one can see, the Poiseuille (parabolic-like) profile of the electric current is reproduced at \( \lambda_G/L_y \geq 1 \). In the opposite limit \( \lambda_G/L_y \ll 1 \), the Ohmic profile with almost uniform velocity is realized.

Next, we provide the numerical results for a 3D channel and discuss their key features for the model defined in Sec. II. We focus on the hallmark hydrodynamic characteristics of fluids, i.e., the electron fluid velocity \( u(x, y) \). Notice that in the configuration at hand, the fluid velocity does not depend on the \( z \)-coordinate. Therefore, qualitatively similar profiles are realized for 2D ribbons. The nontrivial profile of the fluid velocity is directly reflected in the electric current density. We present the results for \( u(x, y) \) in Fig. 2. The velocity in the middle of the channel \( \left( x = L_x/2 \right) \) shows the expected Poiseuille profile, which agrees with the analytical results in Eq. (21). The fluid velocity becomes nonuniform along the \( x \) direction in nozzles and cavities: it increases in nozzles and decreases in cavities. Therefore, transport regimes with different flow velocities could be accessed by carefully engineering the sample.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig2}
\caption{The profile of fluid velocity \( u(x, y) \) in the straight channel (a), nozzle (b), and cavity (c) geometries. Numerical parameters defined in Sec. II B are used.}
\end{figure}

IV. TIME-DEPENDENT FLOW

Let us proceed to the case of a time-dependent flow driven by an oscillating voltage; see Eq. (9) for the corresponding boundary conditions.

A. Analytical model

We start with an analytically solvable model of a straight channel infinite along the \( x \) direction. For the sake of simplicity, we assume that the charge and energy densities remain constant, \( n = n_0 \) and \( \epsilon = \epsilon_0 \). (The former condition is not needed in 2D where the gradual channel approximation is used.) These approximations are due to strong screening and weak heating effects, respectively. Then the system of Eqs. (1)–(4) reduces to

\[
 \partial_t u_y(t, x, y) - \frac{\tau v_F^2}{w_0} \Delta u_y(t, x, y) + \frac{u_y(t, x, y)}{\tau} = 0,
\]

\[
 \partial_t u_x(t, x, y) - \frac{\tau v_F^2}{w_0} \Delta u_x(t, x, y) + \frac{u_x(t, x, y)}{\tau} = -\frac{e v_F^2 n_0 E_0}{w_0} f(t, y).
\]
We use the no-slip boundary conditions for \( u_x(t, x, y) \) and \( u_y(t, x, y) \) together with the initial conditions \( u_y(t = 0, x, y) = u_y(t = 0, x, y) = 0 \). In the 2D case and for the gradual channel approximation, the pressure gradient should be taken into account. Then, the driving force \( E_{0f}(t, y) \) on the right-hand side of Eq. (24) reads as \( E_{0f}(t, y) \left\{ 1 - 2C_f^2 \left[ \frac{\partial^2}{\partial^2 \nu} \right] \right\} \). This modification does not lead to any qualitative or, for the parameters at hand, even noticeable quantitative changes.

The solution to Eq. (23) is trivial, i.e., \( u_y(t, x, y) = 0 \). Because there is no dependence on the \( x \)-coordinate in the model at hand, the solution for \( u_x(t, y) \) reads as

\[
 u_x(t, y) = -\frac{ev^2n_0E_0}{w_0} \int_0^\infty dt' \int_0^{L_y} dy' G(t - t'; y, y') f(t', y'),
\]

where

\[
 G(t - t'; y, y') = \sum_{k = 1}^{\infty} \frac{e^{-C_k(t-t')/\tau} \theta(t-t') \sin (\frac{\pi ky'}{L_y}) \sin (\frac{\pi ky}{L_y})}{2} \]

is the Green function and \( C_k = 1 + (\lambda_G \pi k/L_y)^2 \). Calculating the integrals over \( t' \) and \( y' \) in Eq. (25), the solution for the fluid velocity reads as

\[
 u_x(t, y) = -\frac{ev^2n_0E_0\tau}{w_0} \sum_{k = 1,3,5,...}^{4} \frac{4}{\pi k} \sin \left( \frac{\pi ky}{L_y} \right) \frac{2\pi\nu\tau \sin (2\pi\nu t) + C_k \cos (2\pi\nu t) - e^{-C_k t/\tau}}{(2\pi\nu\tau)^2 + C_k^2}.
\]

As one can already see from the above equation, the spatial dependence of the fluid velocity \( u_x(t, y) \) could be rather nontrivial for a nonzero frequency of the driving force. This is related to the interplay of the viscous and dissipative effects on the one hand and the acceleration due to the time-dependent external force on the other hand.

We present the fluid velocity profiles in the transition regime in Fig. 3 for a few values of \( t \). First, we notice that there is a phase shift between the driving force and the fluid velocity due to the acceleration term \( \partial_t u_x \) [see also the term \( 2\pi\nu\tau \sin (2\pi\nu t) \) in Eq. (27)]. Indeed, while the driving force, according to Eq. (10), vanishes at \( nt \approx (2l + 1)/4 \) with \( l = 0,1,2,3,... \), the velocity in a clean system [large \( \nu\tau \)] passes through zero for \( nt \approx l/2 \) in the middle of the channel; see also Appendix B where the time dependence of the fluid velocity is considered.

Another key feature of the result in Eq. (27) is the appearance of a double-peak structure in the transition regime. First, backflows occur near the boundaries. After delay determined by \( \nu\tau \) and \( \lambda_G/L_y \), the velocity in the bulk also changes sign. The obtained results agree with those in Ref. [27] where a different representation for the solution was used, see also Appendix C.

The reasons for the formation of the double-peak structure could be clearly seen from Eq. (27). Indeed, the first term in the sum, i.e., at \( k = 1 \), is responsible for the Poiseuille fluid profile where \( u_x(t, y) \) vanishes only at the boundaries. The second nonvanishing term has two zeros inside the sample as a function of \( y \) that explains the formation of two peaks if other summands can be neglected. This is indeed the case in the viscous regime where \( \lambda_G/L_y \gtrsim 1/\pi \). In this viscous regime, the terms with \( C_k \) allow for a quick convergence of the sum in Eq. (27) where only the first two terms are usually relevant. In the opposite limit, \( \lambda_G/L_y \lesssim 1/\pi \), \( C_k \) is large and the sum converges slowly, leading to a flat Ohmic-like profile. Finally, comparing the solid and dashed lines in Fig. 3(b), one can see that the velocity profile is well reproduced by taking into account only the first two nonvanishing terms in the sum in Eq. (27).

For a nonzero \( \nu\tau \), the convergence of the sum depends on \( t \). Indeed, while at \( nt \approx l/2 \) the summand is \( \propto 1/k^3 \), for \( nt \approx (2l + 1)/4 \), it decays as \( \propto 1/k^5 \). This explains why the fluid velocity profile changes its form with time.

Let us clarify the physics behind the nontrivial dynamics of the fluid velocity. There are two dimensionless parameters that determine the profile of the flow: (i) \( \nu\tau \) and (ii) \( \lambda_G/L_y \). The first parameter quantifies the inertial properties of the flow and the second parameter is related to fluid viscosity. We present the phase diagram of the system in the plane of these parameters in Fig. 4 by using the curvature of the fluid flow (see Appendix B for its definition) and the phase shift between the fluid velocity and the driving force as guides. We identify three main regimes. The first regime is the Ohmic one where the current profile is flat in the middle of the channel. It occurs for \( \nu\tau \ll 1 \) and \( \lambda_G/L_y \ll 1 \). If the frequency is large enough and the viscosity is small but nonnegligible, the double peaks might occur near boundaries. However, they are hardly discernible on top of abrupt changes in the fluid profile. The second regime is the viscous regime of the fluid flow. It requires large viscosity \( \lambda_G/L_y \gtrsim 1 \) and can be easily identified via the curvature of the velocity profile, see Fig. 4(a). Finally, the third regime has a noticeable phase shift between the driving force and the fluid velocity, see Fig. 4(b). For large \( \nu\tau \), the driving force and the fluid velocity can oscillate in the antiphase, i.e., the phase shift in the middle of the channel reaches \( \pi/2 \). This regime is characterized by a
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FIG. 3. The fluid velocity profiles for a few values of \( \nu t \) at \( \lambda G = 0.1 L_y \) (a) and \( \lambda G = 0.25 L_y \) (b). Solid and dashed lines correspond to 500 and 2 summands in Eq. (27), respectively. Here, \( u_{\text{max}} \) is the maximum value of the fluid velocity across the channel during the period of the oscillating driving force.

double-peak profile of the fluid velocity. While the main requirement for the realization of the peaks is \( \nu t \gtrsim 1 \), they are well manifested only if the fluid velocity has a well-pronounced Poiseuille profile, i.e., \( \lambda G / L_y \) should be nonnegligible.

\[ (a) \]
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FIG. 4. The phase diagram of the system in the plane of \( \nu t \) and \( \lambda G / L_y \). We show the normalized curvature of the fluid flow in the middle of the channel in (a) and the phase difference \( \delta \phi \) between the fluid velocity and the driving force in (b). The curvature of the fluid profile \( K \) is defined in Appendix B. The phase shift is measured in the middle of the channel \( y = L_y / 2 \). Black and magenta dashed lines correspond to \( \delta \phi = \pi / 4 \) and \( K = K_{\text{max}} / 2 \), respectively.

Finally, let us comment on the role of the boundary conditions and the time dependence of the driving force. As we show in Appendix C, the boundary conditions for the fluid velocity play an important role in the formation of double peaks. In particular, there are no peaks for the free-surface boundary conditions where the fluid velocity profile remains flat. Still, due to the dominant role of the inertial term \( \sim \nu \tau \), the oscillations of the velocity and the driving force are shifted in phase. As for the time profile of the driving force, the formation of the double-peak structure does not rely on the specific harmonic form used in Eq. (27) and should occur as long as the driving force changes its sign. This is confirmed by the results for a wavelet profile of the driving force given in Appendix C.

\section*{B. Numerical results}

In this section, to support the analytical findings in Sec. IV A and investigate the stability of the double-peak profile with respect to the shape of the channel, we present numerical results for dynamical electron fluid flow in the straight channel, nozzle, and cavity geometries. (We consider a 3D channel for example.) We demonstrate that while the details of the velocity distribution noticeably depend on the geometry of the channel, the double-peak profile of the fluid velocity remains in the transient regime.

We focus on the most interesting case of the transition regime where the driving force changes its sign. It occurs at \( \nu t \approx (2l + 1)/4 \) with \( l = 0, 1, 2, 3, \ldots \). As one can see from Fig. 5, after a short delay determined by \( \nu \tau \), the fluid velocity also starts to change its sign in the middle of the channel. The transition, is, however, rather nontrivial. First, backflows occur near the boundaries leading to a double-peak structure (see the blue dashed lines in Fig. 5). Then, the velocity in the bulk also changes sign (see the green dotted lines in Fig. 5). Finally, the velocity profile
deforms and the peaks flatten ultimately leading to a reversed profile compared to that shown by the red lines in Fig. 5. These results perfectly agree with the analytical considerations in Sec. IV A.

\[ \nu_t = 3.25 \]
\[ \nu_t = 3 \]
\[ \nu_t = 3.3 \]

FIG. 5. The fluid velocity \( u_x(t, x, y) \) at \( x = L_x/2 \) for \( \nu t = 3.25 \) (red solid line), \( \nu t = 3.28 \) (blue dashed line), and \( \nu t = 3.3 \) (green dotted line). Other parameters are defined in Sec. II B. We use the channel (a), nozzle (b), and cavity geometries (c).

The fluid flow in nozzle and cavity is visualized in Figs. 6 and 7, respectively. A double-peak profile of the velocity can be seen in Figs. 6(b) and 7(b); see also Figs. 5(b) and 5(c) for the velocity profile at \( x = L_x/2 \). Therefore, the formation of the double peaks in the transient regime is robust with respect to the channel geometry.

The overall distribution of the velocity is, as expected, modified. As in the case of the steady flow, the velocity increases in nozzles and diminishes in cavities. This can be used to effectively tune the flow velocity and access different transport regimes in the same sample. For example, by driving a large current through the sample it might even be possible to observe a transition from sub- to supersonic flow in nozzles [46].

\[ \nu_t = 3.25 \]
\[ \nu_t = 3.28 \]
\[ \nu_t = 3.3 \]

FIG. 6. The distribution of the fluid velocity \( u(t, x, y) \) in the nozzle geometry at \( \nu t = 3.25 \) (a), \( \nu t = 3.28 \) (b), and \( \nu t = 3.3 \) (c). Other parameters are defined in Sec. II B.

\[ \nu_t = 3.25 \]
\[ \nu_t = 3.28 \]
\[ \nu_t = 3.3 \]

FIG. 7. The distribution of the fluid velocity \( u(t, x, y) \) in the cavity geometry at \( \nu t = 3.25 \) (a), \( \nu t = 3.28 \) (b), and \( \nu t = 3.3 \) (c). Other parameters are defined in Sec. II B.

V. STRAY MAGNETIC FIELD

In this section, motivated by the recent studies of viscous flow via the QSM in Refs. [14, 23], we show that the transient dynamics of pulsating viscous electron flow is manifested in stray magnetic fields generated by the electric
current in the channel. To find the corresponding magnetic field, we employ the standard Maxwell equations

$$\nabla \times \mathbf{B}(t, r) = \frac{4\pi}{c} \mathbf{J}(t, r) + \frac{1}{c} \partial_t \mathbf{E}(t, r) \quad \text{and} \quad \nabla \cdot \mathbf{B}(t, r) = 0.$$  

(28)

By using the quasistatic approximation, introducing the vector potential \( \mathbf{A}(t, r) \), and using the Coulomb gauge \( \nabla \cdot \mathbf{A}(t, r) = 0 \), we obtain

$$\Delta \mathbf{A}(t, r) = \frac{4\pi}{c} \mathbf{J}(t, r).$$  

(29)

The quasistatic approximation used in Eq. (29) is valid for sufficiently small frequencies such that \( 4\pi |\mathbf{J}(t, r)| \gg |\partial_t \mathbf{E}(t, r)| \). Let us estimate for which parameters this condition holds. At a fixed electric field, the largest value of the electric current can be estimated from Eq. (21) at \( y = L/2 \) and \( \lambda_G/L \). Then, we find that the displacement current is negligible in Eq. (28) at \( w_0 \omega/(4\pi e^2 v_F^2 n_0^2 \tau) \ll 1 \) in a 3D setup. For the parameters presented at the end of Sec. II B, this limits our consideration to a rather wide range of frequencies \( \nu \ll 2.9 \times 10^{17} \text{ Hz} \).

Since the relation between the electric current and the stray magnetic field is unambiguous only in 2D or quasi-2D materials, we consider a long graphene ribbon where the width \( L_y \) is much smaller than the length of the ribbon. The ribbon is located in the \( x - y \) plane at \( z = 0 \) and the gate is at \( z = -L_g \). If the magnetic permeability of the gate is small, both vector potential and its derivatives are continuous at the surfaces of the gate [47]. In addition, the vector potential should diminish for large \( z \), i.e., \( \mathbf{A}(t, r_1, z \rightarrow \pm \infty) \rightarrow \mathbf{0} \). Then, by using the fact that the current is localized in the ribbon, \( \mathbf{J}(t, r) = \mathbf{J}(t, r_\perp) \delta(z) \), and performing the Fourier transform in the in-plane coordinates, we obtain

$$\mathbf{A}(t, q, z) = -\frac{2\pi}{cq} \mathbf{J}(t, q) e^{-q|z|},$$  

(30)

where

$$\mathbf{J}(t, q) = \int d^2 r_\perp e^{-iq \cdot r_\perp} \mathbf{J}(t, r_\perp).$$  

(31)

We find that the components of the magnetic field in the coordinate space are

$$B_x(t, r_\perp, z) = -\frac{2\pi}{c} \int \frac{d^2 q}{(2\pi)^2} e^{iq \cdot r_\perp} J_y(t, q) \text{sgn}(z) e^{-q|z|},$$  

(32)

$$B_y(t, r_\perp, z) = \frac{2\pi}{c} \int \frac{d^2 q}{(2\pi)^2} e^{iq \cdot r_\perp} J_x(t, q) \text{sgn}(z) e^{-q|z|},$$  

(33)

$$B_z(t, r_\perp, z) = -i\frac{2\pi}{c} \int \frac{d^2 q}{(2\pi)^2} e^{iq \cdot r_\perp} \frac{[q \times \mathbf{J}(t, q)]}{q} e^{-q|z|}. $$  

(34)

In the case of a long straight ribbon, \( J_y(t, r_\perp) = 0 \), and there is no dependence on the \( x \)-coordinate. Therefore, the only nontrivial components of the magnetic field are \( B_y(t, y, z) \) and \( B_z(t, y, z) \) given in Eqs. (33) and (34). In addition, since \( \mathbf{J}(t, q) = 2\pi \delta(q_x) \mathbf{J}(t, q_y) \), the integral over \( q_x \) can be trivially taken.

In what follows, we present the results for the magnetic field for three different profiles of the electric current: (i) Ohmic with \( J_x(t, y) = e^2 v_F^2 n_0^2 \tau E_0/w_0 \), (ii) Poiseuille \( J_x(t, y) = -en_0 u_x(t, y) \) with \( u_x(t, y) \) defined in Eq. (21) at \( \partial_x T = 0 \), and (iii) double-peak, where the velocity is given in Eq. (27). We use \( \nu t = 3 \), \( \nu r = 1 \), and \( \lambda_G/L_g = 0.1 \) for the double-peak profile. The electric current profiles are presented in Fig. 8. Notice that since the double-peak profile is realized in the transient regime, its magnitude is typically smaller than that for a steady flow.

By using the typical numerical parameters for graphene [see Sec. II B], we estimate the following reference value of the magnetic field:

$$B_* = \frac{e^2 v_F^2 n_0^2 \tau E_0}{cw_0} \approx 12 \frac{E_0}{1 \text{ V/cm}} \mu \text{T},$$  

(35)

which is essentially the Ohmic current density divided by the speed of light. As we will show below, the typical values of generated magnetic fields are of the order of \( B_* \). For example, the total current \( I \approx 1 \mu \text{A} \) considered in Ref. [14] is equivalent to \( E_0 \sim 1 \text{ V/cm} \) and \( B_* \sim 12 \mu \text{T} \) for the parameters used in our paper. The magnitude of such oscillating magnetic fields is within the reach of the QSM [30, 48] and the scanning SQUID magnetometry [31]. However, it could be experimentally challenging to probe these fields in view of their relatively high frequency. As for the restrictions imposed by the limited spatial resolution, they can be lifted by using larger samples.
where we multiplied the results by 27 and might even be supplemented with additional extrema for the double-peak profile \( J_x^{(iii)} \). We use \( \nu t = 3, \nu_T = 1, \) and \( \lambda_C/L_y = 0.1 \) in Eq. (27) for the double-peak profile and Eq. (21) at \( \partial_t T = 0 \) and \( \lambda_C/L_y = 0.1 \) for the Poiseuille one.

The obtained magnetic field profiles at fixed \( z = 0.1 \) \( L_y \) are shown in Fig. 9. The magnetic field for a double-peak current profile at a few values of \( z \) is presented in Fig. 10. The \( y \) component of the field attains its maximal value in the middle of the ribbon and gradually diminishes away from it. The \( z \) component changes its sign across the ribbon and its absolute value has maxima near the edges of the sample. As one can see, the field distribution for the Ohmic and Poiseuille profiles are qualitatively similar albeit have a slightly different curvature at \( y = L_y/2 \). Nevertheless, this subtle difference corresponds to qualitatively distinct electric current profiles.

The distribution of the magnetic field for the double-peak profile of the current differs from both Ohmic and Poiseuille currents. Among the most noticeable features, we notice a double-peak structure in \( B_y \) with two symmetric peaks near the edges, see Figs. 9(a) and 10(a). In addition, the peaks in the \( z \) component of the field are steeper and might even be supplemented with additional extrema for \( z \ll L_y \), see Fig. 10(b). These features could be used to pinpoint the double-peak profile of the electric current. It is worth noting, however, that since the double-peak structure appears in a transient regime, the magnitude of the electric current and, consequently, the generated magnetic field is smaller compared to that for the steady-state currents; see Fig. 9 where we multiplied the results by 10 for a time-dependent drive.

Before finalizing this section, let us briefly address the role of the gate in the magnetic field distribution. As we discussed before, the thin gate made of material with small magnetic permeability does not alter the vector potential and, consequently, the magnetic field distribution [49]. If the gate has a large magnetic permeability, the boundary conditions for the vector potential play an important role. In particular, in the limit of infinitely large permeability, the spatial derivative of the vector potential vanishes at the gate, i.e., \( \partial_z A(t, r_\perp, z = -L_y) = 0 \). The generalization of the above calculations is straightforward in this case, therefore, we do not present it here. We checked that while the magnetic field distribution near the gate (at \( z < 0 \)) noticeably changes, it remains qualitatively the same above the sample, i.e., at \( z > 0 \), where it could be conveniently measured. Furthermore, the distortion of the magnetic field...
We studied steady and transient flows of the electron liquid in channels (3D) and ribbons (2D) of different shapes, including the straight channel/ribbon, nozzle, and cavity geometries. Among the key findings of our paper is a nontrivial double-peak hydrodynamic profile for a transient flow that is manifested in a stray magnetic field. In addition, a phase diagram, criteria, and physical parameters needed for the realization of the double-peak structure are determined. While we used a relativistic-like dispersion relation of quasiparticles, the obtained results are general and could be applied to materials with other energy dispersions.

In the case of a straight ribbon, it is demonstrated that, similarly to the current density, the in-plane magnetic field component perpendicular to the flow acquires a nontrivial profile with symmetric peaks near the boundaries, see Sec. V. The normal to the ribbon component of the field also shows nonmonotonic behavior with additional extrema compared to the magnetic field for both Ohmic (flat) and Poiseuille (parabolic) profiles of the current.

Let us discuss possible ways to measure the nontrivial profile of the stray magnetic field discussed above. There are only a few techniques to probe the profile of weak fields with high resolution. Among them, we mention the QSM and the scanning SQUID magnetometry. For example, using ensembles of nitrogen vacancy centers in diamond, the widefield microwave microscope with a few-micron spatial resolution was built and used to imagine a microwave magnetic field of various circuitry components [50]. As for the SQUID magnetometry, a scanning SQUID sampler with a 40-ps time resolution and a micron-scale pickup loop for the detection of a magnetic field flux was designed and fabricated [31]. Therefore, even with the available methods, the observation of the double-peak profile of the magnetic field predicted in our paper might be possible, at least in principle. The precision of these techniques might even further improve in the future. We notice, however, that the technical details of the experimental setups for observation of the magnetic field are outside the scope of our paper and will be reported elsewhere.

In addition to studying the stray magnetic field generated by a time-dependent electron flow, we also analyzed the conditions for the manifestation and stability of the double-peak profile. By representing the solution in a different form and identifying the dimensionless quantities that determine the dynamics of the electron fluid in the transient regime, we obtained the phase diagram of the system, see Sec. IV A and Fig. 4. In essence, the double peaks arise due to the interplay of the inertial and viscous properties. While the inertia leads to a phase difference between the driving force and the hydrodynamic current, the viscosity of the electron fluid allows for a double-peak profile to manifest.

To address the stability of the double-peak profile, we studied the role of the surface geometry, boundary conditions for the fluid velocity, and the time dependence of the driving force. While the velocity distribution is noticeably affected by the geometry of samples, the double-peak profile is robust as long as the fluid sticks to the boundaries (no-slip boundary conditions). As for the time dependence of the driving force, the key requirement is the presence of well-defined transition regions where the force changes its sign.

Moreover, we demonstrated that nozzles and cavities can be used to locally enhance and reduce the velocity of the electron fluid, respectively. In particular, nozzles can be employed to reach high velocities and, potentially, achieve a nonlinear regime. It could be possible even to attain a choked flow regime [51]. Therefore, nozzles and cavities could

![Graphical representation of magnetic field profiles](image_url)
be important in creating hydrodynamic electronics similar to conventional plumbing.
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Appendix A: Thermodynamic relations

In this appendix, we present a few thermodynamic relations that are used in numerical estimates in the main text. In the case of a linear response, we use the following relations:

\[ \nabla n = (\partial_\mu n) \nabla \mu + (\partial_T n) \nabla T, \]

\[ \nabla \epsilon = (\partial_\mu \epsilon) \nabla \mu + (\partial_T \epsilon) \nabla T. \]

Here, \( n \) and \( \epsilon \) are the electric charge and energy densities, \( \mu \) is the chemical potential, and \( T \) is temperature. We find it convenient for numerical calculations to rewrite the dynamical equations in Sec. II in terms of \( n \) and \( \epsilon \). By using Eqs. (A1) and (A2), we find

\[ \nabla \mu = (\partial_T \epsilon) \nabla n - (\partial_T n) \nabla \epsilon. \]

\[ \nabla T = (\partial_\mu n) \nabla \epsilon - (\partial_\mu \epsilon) \nabla n. \]

Next, let us present the key thermodynamic variables. In a 3D relativisticlike case, the electron number density \( n \) and the energy density \( \epsilon \) read

\[ n = N_W \mu \left( \mu^2 + \pi^2 T^2 \right) \frac{2}{6 \pi^2 v_F^2 h^3}, \]

and

\[ \epsilon = N_W \frac{1}{8 \pi^2 h^3 v_F^4} \left( \mu^4 + 2 \pi^2 T^2 \mu^2 + \frac{7 \pi^4 T^4}{15} \right), \]

respectively. Here, \( N_W \) is the number of Weyl nodes and \( v_F \) is the Fermi velocity. The electron number density \( n \) and the energy density \( \epsilon \) for 2D relativisticlike spectrum are

\[ n = -N_g \frac{T^2}{2 \pi v_F^2 h^2} \left[ \text{Li}_2 \left( -e^{\mu/T} \right) - \text{Li}_2 \left( -e^{-\mu/T} \right) \right], \]

and

\[ \epsilon = -N_g \frac{T^3}{\pi v_F^3 h^2} \left[ \text{Li}_3 \left( -e^{\mu/T} \right) + \text{Li}_3 \left( -e^{-\mu/T} \right) \right], \]

respectively. Here, \( N_g = 4 \) accounts for the valley and spin degeneracy in graphene.

Appendix B: Fluid flow velocity

In this appendix, we present the results for the normalized flow velocity at a few values of dimensionless frequency of the driving force \( \nu \tau \), where \( \tau \) is the momentum relaxation time, and the dimensionless Gurzhi length \( \lambda_G/L_y \) where \( L_y \) is the width of the channel; see Eq. (22) for the definition of the Gurzhi length. The velocity profile is defined in Eq. (27). As one can see from Figs. 11 and 12, due to the combined effect of the oscillating driving force and the no-slip boundary conditions, the velocity profiles become distorted for large \( \nu \tau \gg 1 \). If one takes a cut at a fixed value of \( \nu \tau \), this would correspond to the double-peak profile in \( u_x(t,y) \) shown in Fig. 3. Another important ingredient that allows for the presence of the peaks is the viscosity quantified by the Gurzhi length. At small viscosity
\( \lambda_G/L_y \lesssim 1 \), the fluid velocity profile is flat and rapidly changes only near boundaries. In this case, the peaks are hardly distinguishable, see Fig. 12(a). On the other hand, the double-peak features are suppressed for large values of \( \lambda_G/L_y \) because the viscosity reduces the phase shift between the driving force and the fluid velocity. Thus, as we discussed in the main text [see Fig. 4], the double-peak profile of the hydrodynamic velocity requires large \( \nu \tau \) and intermediate values of viscosity (or, equivalently, \( \lambda_G \)).

![Fig. 11](image1.png)

**FIG. 11.** The normalized fluid velocity \( u(t, x, y) \) defined in Eq. (27) for \( \nu \tau = 0.1 \) (a), \( \nu \tau = 1 \) (b), and \( \nu \tau = 10 \) (c). In all panels, we fixed \( \lambda_G/L_y = 0.5 \). In addition, \( u_{\text{max}} \) is the maximum value of the fluid velocity across the channel during the period of the oscillating driving force.

![Fig. 12](image2.png)

**FIG. 12.** The normalized fluid velocity \( u(t, x, y) \) defined in Eq. (27) for \( \lambda_G/L_y = 0.01 \) (a), \( \lambda_G/L_y = 0.1 \) (b), and \( \lambda_G/L_y = 1 \) (c). In all panels, we fixed \( \nu \tau = 0.01 \). In addition, \( u_{\text{max}} \) is the maximum value of the fluid velocity across the channel during the period of the oscillating driving force.

Finally, let us define the curvature of the fluid velocity profile which was used in Sec. IV A. We fit the velocity profile at the time when the velocity reaches its maximum via the parabolic function \( a_1 + a_2(y/L_y)^2 \). Then, the curvature \( K \) is defined as \( K = -a_2/a_1 \). In addition, to avoid the effects of the boundaries, we use only the part of the profile with \( 0.25 \leq y/L_y \leq 0.75 \). The curvature is maximal for the hydrodynamic profile of the current and vanishes for the Ohmic one.

**Appendix C: Role of boundary conditions**

In this appendix, we investigate the role of the boundary conditions in the formation of the double-peak structure discussed in Sec. IV A. We fit the velocity profile at the time when the velocity reaches its maximum via the parabolic function \( a_1 + a_2(y/L_y)^2 \). Then, the curvature \( K \) is defined as \( K = -a_2/a_1 \). In addition, to avoid the effects of the boundaries, we use only the part of the profile with \( 0.25 \leq y/L_y \leq 0.75 \). The curvature is maximal for the hydrodynamic profile of the current and vanishes for the Ohmic one.

In this appendix, we investigate the role of the boundary conditions in the formation of the double-peak structure discussed in Sec. IV. In general, the boundary conditions are neither no-slip nor free-surface. By using the straight infinite along the \( x \) direction channel as an example, we define

\[
\begin{align*}
    u_x(t, y = 0) + l_{s,1} \partial_y u_x(t, y = 0) &= 0 \\
    u_x(t, y = L_y) + l_{s,2} \partial_y u_x(t, y = L_y) &= 0
\end{align*}
\]

(C1)

Here, \( l_{s,1} \) and \( l_{s,2} \) are the slip lengths, which could be different at different surfaces. No-slip boundary conditions correspond to \( l_s \rightarrow 0 \) and the free-surface ones are realized for \( l_s \rightarrow \infty \). For illustrative purposes, we consider three types of boundary conditions:

\[
\begin{align*}
    \text{no-slip:} & \quad u_x(t, y = 0) = 0, \quad u_x(t, y = L_y) = 0, \\
    \text{free-surface:} & \quad \partial_y u_x(t, y = 0) = 0, \quad \partial_y u_x(t, y = L_y) = 0, \\
    \text{mixed:} & \quad u_x(t, y = 0) = 0, \quad \partial_y u_x(t, y = L_y) = 0.
\end{align*}
\]

(C2) \hspace{2cm} (C3) \hspace{2cm} (C4)

The fluid velocity can be found along the same lines as in Sec. IV A. By following Ref. [27], we use a different representation for the solution. As one can see from Eq. (27), the time dependence of \( u_x(t, y) \) is given by periodic
functions and an exponential term. For \( t \gg \tau \), the exponential term can be neglected. Then the Navier-Stokes equation (24) can be solved by replacing \( \cos (2 \pi vt) \mapsto e^{-2\pi i vt} \) in the driving force, solving for \( u_x(t, y) = e^{-2\pi i vt}u_x(y) \), and taking the real part of the final result. The corresponding time-dependent solutions for the fluid velocity are

\[
\text{no-slip: } u_x(t, y) = -\frac{e^{\nu^2\pi \tau} \nu_0 \nu_0}{w_0} \Re \left\{ \frac{e^{-2\pi i vt}}{1 - 2\pi i \nu \tau} \left[ 1 - \frac{\cosh \left( \frac{L_d - 2\nu \lambda G}{2\lambda G} \sqrt{1 - 2\pi i \nu \tau} \right)}{\cosh \left( \frac{L_d - 2\nu \lambda G}{2\lambda G} \sqrt{1 - 2\pi i \nu \tau} \right)} \right] \right\},
\]

(C5)

\[
\text{free-surface: } u_x(t, y) = -\frac{e^{\nu^2\pi \tau} \nu_0 \nu_0}{w_0} \Re \left\{ \frac{e^{-2\pi i vt}}{1 - 2\pi i \nu \tau} \right\},
\]

(C6)

\[
\text{mixed: } u_x(t, y) = -\frac{e^{\nu^2\pi \tau} \nu_0 \nu_0}{w_0} \Re \left\{ \frac{e^{-2\pi i vt}}{1 - 2\pi i \nu \tau} \left[ 1 - \frac{\cosh \left( \frac{L_d - 2\nu \lambda G}{2\lambda G} \sqrt{1 - 2\pi i \nu \tau} \right)}{\cosh \left( \frac{L_d - 2\nu \lambda G}{2\lambda G} \sqrt{1 - 2\pi i \nu \tau} \right)} \right] \right\}.
\]

(C7)

We compare the profile of the fluid velocities for the three boundary conditions in Fig. 13. As one can see, no peaks appear for the free-surface boundary conditions. In the case of the mixed boundary conditions, there is only one peak, which appears near the surface with the no-slip boundary condition. Therefore, as with the Poiseuille profile in the steady case, the peaks in the driven regime occur only when the momentum of the electron fluid is relaxed at the boundaries.

![Fig. 13. The normalized fluid velocity \( u_x(t, y) \) for \( \nu t = 2.9 \) (a), \( \nu t = 3 \) (b), and \( \nu t = 3.1 \) (c). The boundary conditions are no-slip (red solid lines), free-surface (blue dashed lines), and mixed (green thick dotted lines). In all panels, we fixed \( \nu \tau = 1 \) and \( \lambda_G / L_d = 0.1 \). We used Eqs. (C5), (C6), and (C7) for the no-slip, free-surface, and mixed boundary conditions, respectively. In addition, \( u_{\text{max}} \) is the maximum value of the fluid velocity across the channel during the period of the oscillating driving force.](image)

**Appendix D: Role of time profile of driving force**

In addition to the boundary conditions and the channel geometry, let us investigate the role of the time profile of the driving force on the formation of double peaks. For illustrative purposes, we use a wavelet profile defined as

\[
f(t) = \frac{1}{1 + e^{\xi(t - t_{\text{cent})}}} \cos (2\pi \nu t)e^{-\xi(t - t_{\text{cent})}}.
\]

(D1)

This function is plotted in Fig. 14 for \( \nu = 0 \) and \( \nu = 0.02 \nu / L_w \).

The numerical results for the fluid velocity in the straight channel are shown in Fig. 15. As one can see, a double-peak profile also appears for a wavelet in the transition region. Therefore, the driving force should not be necessarily harmonic. The only requirement is the presence of transition regions where the force changes its sign.
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