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Abstract—We propose an end-to-end framework based on a Graph Neural Network (GNN) to balance the power flows in energy grids. The balancing is framed as a supervised vertex regression task, where the GNN is trained to predict the current and power injections at each grid branch that yield a power flow balance. By representing the power grid as a line graph with branches as vertices, we can train a GNN that is accurate and robust to changes in topology. In addition, by using specialized GNN layers, we are able to build a very deep architecture that accounts for large neighborhoods on the graph, while implementing only localized operations. We perform three different experiments to evaluate: i) the benefits of using localized rather than global operations and the tendency of deep GNN models to oversmooth the quantities on the nodes; ii) the resilience to perturbations in the graph topology; and iii) the capability to train the model simultaneously on multiple grid topologies and the consequential improvement in generalization to new, unseen grids. The proposed framework is efficient and, compared to other solvers based on deep learning, is robust to perturbations not only to the physical quantities on the grid components, but also to the topology.

Index Terms—Graph neural networks, machine learning, power flow problem.

I. INTRODUCTION

POWER flow analysis is a fundamental part of the operation, planning, maintenance, and control of power systems [1]. To ensure adequate system reliability for day-to-day operation, the power flow must be distributed such that the demand is met without violating the physical constraints of the electrical components of the energy grid. In addition, the power system should be reasonably resilient to outages and disconnections. To perform the computations necessary to find this balanced state of operation, a power solver needs information about how the electrical nodes in the power grid are connected, as well as the physical properties of the infrastructure (e.g., resistances of the transmission lines).

Traditionally, the solution to the power flow (PF) problem is found using numerical optimizers, such as the Newton-Raphson (NR) method [2]. These methods are computationally expensive for large systems, the convergence to the global optimum is in general not guaranteed, and a new optimization must be performed for each small modification of the grid configuration.

Recently, several deep learning methodologies have been proposed to solve a wide range of energy analytics problems encountered in power systems [3]–[5]. Of particular interest for this work are the approaches that compute fast approximations of the power flow solution while being more accurate than traditional approximations, such as the linear DC power flow (DCPF) method. Most of the deep learning approaches proposed for solving the PF problem, as well as the optimal power flow (OPF) problem, utilize models based on multi-layer perceptrons (MLPs) [6]–[9]. MLPs are easy to implement and they generalize well to different system values (e.g., loads on the buses). However, they struggle with changes in the underlying system topology. In addition, MLPs have a higher tendency to overfit the training data compared to other neural networks, which exploit inductive biases to reduce the number of trainable parameters.

A few recent works proposed to represent power systems as graphs and used graph neural networks (GNNs) to solve power flow related tasks [10]–[16]. GNNs are neural network models that directly exploit the topology of the graph to implement localized computations, which are independent from the global structure of power systems. Therefore, GNNs can, in principle, be applied to grids with different sizes and topologies. The latter is one of the most appealing features of GNN models compared to MLPs, as it allows to quickly compute a solution after the grid topology is modified, e.g. when transmission lines are disconnected due to contingencies or planned rerouting operations.

However, most of the GNN-based approaches found in the existing literature use architectural components that depend on the global structure, which essentially locks the models to a specific topology [12]–[15]. Like the MLP, these models are still effective when dealing with a single grid topology, but are unable to handle topological variations in the configuration of power systems. There are a few works that adopt GNNs able to process multiple topologies. However, these architectures are either unable to process transmission line attributes, such as resistance or reactance, which are important to model the physics
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of the power flow problem [10], or they use the GNN to perform a single operation within a larger pipeline that includes global operations to update the state of the buses [11].

**Contributions:** We propose a fully decentralized GNN architecture and implement an end-to-end data-driven approach to balance the power flows. The optimization is framed as a supervised vertex regression task, which aims to predict the electrical quantities of interest at each branch. By using only local operations, our GNN can handle perturbations in the graph topology and, in principle, can even be transferred to grids with different topologies.

Like the DC approximation, the proposed GNN model has a computational complexity that scales linearly (both in time and space) with the number of nodes. On the other hand, the GNN solution is generally much closer than the DC approximation to the solution found by NR. In addition, we use a particular graph representation and a GNN architecture that offers flexibility and performance at the same time. This allows us to obtain competitive results on a larger variety of tasks, compared to other deep learning architectures.

To effectively implement such a model, we have addressed two challenges:

- In power flow balancing, distant vertices on the graph should be able to communicate with each other. To accomplish this in the absence of centralized operations, a very deep GNN with a large receptive field is required. Since deep GNN architectures are often affected by oversmoothing (the output of adjacent vertices tends to become the same), we use convolutional ARMA layers [17], which are designed to implement a large receptive field.
- Buses with generators must be treated differently when computing the PF solution, which complicates the GNN training. In addition, most GNN models can handle only attributes on the vertices (buses) but not on the edges (branches). As a solution, we introduce a line graph representation of the power grid, which: i) allows the GNN to treat all vertices equally; and ii) allows to represent both bus and branch features as vertex attributes.

We perform three experiments to investigate the potential of a decentralized GNN for power flow balancing:

1) We compare the proposed GNN with an MLP to highlight the benefits of using localized rather than global operations. We also analyze the problem of oversmoothing that GNNs encounter in power flow balancing and we show how it can be mitigated by using specialized ARMA layers to implement very deep architectures.
2) We consider a setting where the topology changes as a consequence of line removal in the grid and we show the advantage of using a decentralized architecture.
3) We perform training on multiple power systems with completely different topologies to investigate if the generalization capability on new, unseen grids improves.

**II. THEORETICAL BACKGROUND**

**A. Notation**

A power grid consists of a set of buses and branches that connect them. Each of these core components are characterized by a set of physical quantities, which influence the power flow solution. Those are referred to as features and are described in the following, along with their measurement units (in brackets). Note that most quantities are given in per unit (p.u.), which are derived from the base power and voltage levels of the grid. A reasoning behind this choice of units is given when presenting the data acquisition in Section V-A.

1) **Bus features:**
   - $|V|$: voltage magnitude [p.u.]
   - $\theta$: voltage angle [radians]
   - $P$: active power demand [p.u.]
   - $Q$: reactive power demand [p.u.]
   - $G$: conductance of connected shunt element [p.u.]
   - $B$: susceptance of connected shunt element [p.u.]
   - $P_g$: active power output of connected generator [p.u.]
   - $Q_g$: reactive power output of connected generator [p.u.]

2) **Branch features:**
   - $r/x$: resistance/reactance [p.u.]
   - $b$: total line charging susceptance [p.u.]
   - $\tau$: transformer off nominal turns ratio
   - $\theta_{shift}$: transformer phase shift angle [radians]

**B. The Power Flow Problem**

A distinction must be made between power flow (PF) – also called AC power flow (ACPF) – and optimal power flow (OPF) problems; while the former is solving a system of equations, the latter minimizes a cost function subject to constraints that include the PF equations. This paper focuses on PF.

The steady-state solution to the PF problem for a system of $N_b$ buses is found by solving a set of nonlinear equations given by Kirchhoff’s laws. In polar form, the power balance equations are [18]:

\[ P_i = \sum_{k=1}^{N_b} |V_i||V_k| (G_{ik} \cos \theta_{ik} + B_{ik} \sin \theta_{ik}), \]  
\[ Q_i = \sum_{k=1}^{N_b} |V_i||V_k| (G_{ik} \sin \theta_{ik} - B_{ik} \cos \theta_{ik}), \]

where $P_i$ and $Q_i$ are the net active and reactive power injections at bus $i$, $\theta_{ik}$ is the voltage phase angle difference between bus $i$ and $k$, and $B_{ik}$ and $G_{ik}$ are respectively the real and imaginary parts of the $(i,k)$-th element in the bus admittance matrix. The shunt conductance and susceptance, along with all of the aforementioned branch attributes, are used to construct this admittance matrix.

Typically, the aim of power flow balancing is to find the complex voltages on the buses that satisfy the balance equations in (1) and (2). To obtain the same number of equations and variables, buses are split into different categories where certain variables are fixed. Firstly, a single bus with a generator is selected to act as the slack or reference bus, for which $|V_i|$ and $\theta_i$ are fixed. The voltage phase angles of the other buses are expressed as differences from the slack. The other buses with generators are called PV buses, and for these $|V_i|$ and $P_i$ are...
fixed. Finally, the remaining buses are called PQ buses, where \( P_i \) and \( Q_i \) are known.

### C. Multi-Layer Perceptrons

An MLP consists of multiple layers of computational (or processing) units that perform an affine transformation followed by a nonlinearity [19]. Formally, an MLP with \( L \) hidden layers implements the following operations

\[
h^{(0)} = x, \\
h^{(l)} = \sigma \left( W^{(l)} h^{(l-1)} + b^{(l)} \right), \quad l = 1, 2, \ldots, L, \\
y = \sigma \left( W^{(L+1)} h^{(L)} + b^{(L+1)} \right),
\]

where \( x \in \mathbb{R}^{F_{\text{in}} \times 1} \) is the input, \( h^{(l)} \in \mathbb{R}^{F_l \times 1} \) is the hidden state at the \( l \)-th layer, \( W^{(l)} \in \mathbb{R}^{F_l \times F_{l-1}} \) is a trainable weight matrix, \( b^{(l)} \in \mathbb{R}^{F_l \times 1} \) is a trainable bias vector, \( \sigma \) is an activation function, and \( y \in \mathbb{R}^{F_{\text{out}} \times 1} \) is the MLP output. \( F_l \) denotes the number of processing units in the \( l \)-th layer. When used as intermediate or final layers in other artificial neural network models, the operations performed by (4)-(5) are often referred to as dense or fully connected (FC) layers.

The dimensions of the weight matrices and bias vectors in the input and output layers depend on the dimension of \( x \) and \( y \). This presents a problem when the MLP is applied to data where the number of variables differ across samples. Such problems can be addressed by workarounds such as using a super-set of variables and then mask the unused variables in each sample. This, however, poses issues in a PF setting because the MLP cannot learn relationships between model variables and the actual electrical elements if they change from sample to sample. Also, it is not possible to process test samples with more than the maximum number of variables allocated in training. In addition, when most samples have fewer variables than the maximum allowed, some of the model capacity remains unused. Finally, as the number of trainable parameters increases with the number of variables, MLPs used to process large grids must have a very high capacity and can more easily memorize specific patterns in training data at the expense of generalization to new data. This problem is referred to as overfitting [19].

### D. Graph Neural Networks

Power systems can be naturally represented as graphs, due to their non-Euclidean structure. A graph with \( N \) vertices, each one associated with a feature vector of size \( F_{\text{in}} \), can be represented by the tuple \( (A, X) \), where \( A \in \mathbb{R}^{N \times N} \) is the adjacency matrix and \( X \in \mathbb{R}^{N \times F_{\text{in}}} \) contains the vertex features. GNNs are a class of neural networks specifically designed to process data represented as graphs [20]. GNNs include layers implementing localized operations, called message passing (MP), that are independent of the global structure of the graph. A GNN without layers that perform global operations is completely decentralized and can process graphs with different topologies.

The MP operations in a GNN can be performed in several different ways. A popular MP layer is the one from the Graph Convolutional Network (GCN) [21], which updates the node features as

\[
\tilde{X}^{(l)} = \sigma \left( \hat{A} \tilde{X}^{(l-1)} W \right),
\]

where \( \tilde{X}^{(l)} \) are the vertex features at layer \( l \) (note that \( \tilde{X}^{(0)} = X \)), \( W \in \mathbb{R}^{F_{\text{in}} \times F_{\text{out}}} \) is a matrix of trainable parameters, and \( \hat{A} \) is the symmetrically normalized version of \( A + I \), given by

\[
\hat{A} = \hat{D}^{-1/2} (A + I) \hat{D}^{-1/2},
\]

where \( \hat{D} \) is the degree matrix of \( (A + I) \).

To optimize the power flow, it is necessary to reach higher order neighborhoods, since the value of a generator can be influenced by the load of a distant bus in the grid. To combine nodes from distant regions in the graph, it is necessary to stack many MP operations. If these operations are implemented by layers that smooths graph signals [21]–[23], the repeated application of MP leads to oversmoothing, i.e., the vertex representations become uniform on the whole graph [24]. This prevents the GNN from producing a dissimilar output at vertices that are very close on the graph. The difference between smooth and sharp graph signals is illustrated in Fig. 1.

![Smooth and Sharp Graph Signals](image)

**Fig. 1.** The graph signal becomes sharper going from left to right. Smooth graph signals assign similar values to neighboring nodes, while a sharp graph signal can assign different values to neighboring nodes. Most GNN layers perform a smoothing operation and, thus, by stacking many of them it is possible to obtain in output only very smooth graph signals.

It is important for the power flow problem that a GNN can generate sharp signals, since neighboring grid buses might assume very different physical quantities. As a solution, we implement a very deep GNN composed of convolutional ARMA layers [17]. The ARMA layer is more flexible and less prone to oversmooth the vertex features compared to other MP layers. Each ARMA layer consists of \( K \) stacks, each one performing \( T \) propagation steps, which we will denote as ARMA\( _T^K \). The output of each stack is computed as

\[
\tilde{X}^{(1)} = \sigma \left( \hat{A} \tilde{X}^{(0)} W_k + X V_k \right),
\]

\[
\tilde{X}^{(t)} = \sigma \left( \hat{A} \tilde{X}^{(t-1)} W_k + X V_k \right), \quad t = 2, 3, \ldots, T,
\]

where \( \tilde{X}^{(t)} \in \mathbb{R}^{N \times F_{\text{out}}} \) are node features at step \( t \), \( \sigma \) is a nonlinear activation function, and \( W_k^{(0)}, V_k^{(0)}, V_k \) (all \( \in \mathbb{R}^{F_{\text{in}} \times F_{\text{out}}} \)) and \( W_k \in \mathbb{R}^{F_{\text{in}} \times F_{\text{out}}} \) are trainable weight matrices. \( \hat{A} \) is the symmetrically normalized version of the adjacency matrix \( A \), i.e., \( \hat{A} = \hat{D}^{-1/2} \hat{A} \hat{D}^{-1/2} \).
The final output for the \( \text{ARMA}_K \) layer is computed as an average of the output of all stacks:

\[
X = \frac{1}{K} \sum_{k=1}^{K} X_k^{(T)}
\]  

(10)

III. METHODOLOGY

A. Power Grid Representation

When representing a power grid as a graph it is natural to let buses act as graph vertices and branches as graph edges. However, for a fully data-driven GNN architecture relying solely on localized operations, such a representation raises two main issues.

Firstly, in a bus-oriented graph, the voltage magnitude associated to specific vertices is fixed and should remain unchanged in the output computed by the GNN. However, given the decentralized nature of a GNN, which processes all vertices with the same localized operations, treating certain vertices categorically different is problematic and the output of the GNN will need to be adjusted for these vertices.

The more challenging problem is how to account for features from both buses and branches. In a setting where the model encounters only a single, static grid, it is sufficient to only include variables from buses that vary from sample to sample. Indeed, quantities such as line resistances can be factored out, as they are common to every sample. On the other hand, we are interested in processing samples that represent modifications of a given topology or even completely different power systems. In this latter case, to learn the interactions between all the physical quantities in the power system, the model needs access to all relevant bus and branch features. There exist few GNN models in the literature that are designed to process edge features/labels. For instance, an edge-conditioned convolutional layer [25] can be used to embed the information of branch features into the vertex representations. However, these layers have a significantly higher computational cost than those that consider only vertex features. Also, since the relationship between vertices change as their features are propagated, a layer that accounts for original edge information is mostly effective if used in the beginning of the GNN architecture. However, if the GNN is very deep, like the one needed to solve the PF problem of interest, the contribution of the first layer to the computation of the output is weak and difficult to control.

To address these issues, we propose to represent the branches as graph vertices, and to predict the complex current and power injections on the branches, rather than the voltage on the buses. These power and current quantities can be obtained from the complex bus voltages and can be used to express an equivalent power flow solution. Since none of these quantities are fixed beforehand, it is not necessary to constrain parts of the GNN output to assume specific values. Finally, since each branch is connected to exactly two buses, features from both branches and buses can be placed on the graph vertices; this allows us to use GNN architectures that only consider vertex features.

The shift in perspective from buses to branches can be seen as a conversion to a line graph representation [26] of the bus graph. Given a graph \( G \), its line graph \( L(G) \) is a graph where each vertex represents an edge of \( G \). Two vertices of \( L(G) \) are adjacent if and only if their corresponding edges in \( G \) are incident, i.e., they share a common endpoint. This yields an undirected graph, as illustrated in Fig. 2.

Since each branch has a form of directionality related to the assignment of designated from and to ends for transformers, a directed graph could be used to model the branches’ direction. However, in a directed graph the peripheral vertices at the end of a chain of unidirectional edges cannot share (or receive, depending on the edges direction) information with the rest of the graph. This affects the learning process of a GNN, as the graph diffusion is hindered. Therefore, we have opted to keep the undirected graph representation and the direction is implicitly expressed through the inclusion of bus features from the two endpoints of the branches.

Each vertex in the line graph is associated with the following features

- From corresponding branch: \( r, x, b, \tau, \theta_{\text{shift}} \)
- From bus endpoints: \( P_t, Q_d, G_s, B_s, P_{g|}\), \( V_g| \), \( \theta_{\text{slack}} \)

where \( P_t \) and \( |V_g| \) are the active power and voltage magnitude of a connected generator, respectively. Finally, \( \theta_{\text{slack}} \) is a two-dimensional one-hot vector indicating whether the bus at the corresponding endpoint is the slack bus. Naturally, not all buses have generators or shunts, and only select branches are equipped with transformers, so in these cases the corresponding features (such as \( |V_g| \)) are set to zero to indicate absence.

To summarize, each vertex \( i \) in the line graph is associated with a vector \( x_i \in \mathbb{R}^{21} \) of input features: [branch(5); from-bus(8); to-bus(8)]. By consistently concatenating the features of the from-bus before the features of the to-bus, the branch direction is implicitly given.

As for the desired PF solution with respect to the branches, injections are made at both ends of a branch, so if power and current are split into their real and imaginary parts, the power flow optimization is framed as a vertex regression task, where the GNN predicts 8 quantities for each branch. Specifically, the output features to be approximated by the GNN consist of a vector \( y_i \in \mathbb{R}^8 \) containing the following quantities

\[
P_r, P_i, Q_r, Q_i, P_{\text{re}}, P_{\text{im}}, I_r, I_i
\]

which are the real and imaginary components of power and current at the two endpoints (\( f = \text{“from”} \) and \( t = \text{“to”} \)).

The choice of using power flow and current is particularly suitable for the line graph representation. Firstly, power flow and current are properties that relate more to the branches than the voltages on the buses. Secondly, since the same voltage can appear on multiple vertices of the line graph, one would have
to enforce constraints to the output to ensure that such voltage values are the same.

**B. GNN Design**

The node aggregation of the GNN model proposed here is done with ARMA\(_T\) layers. As discussed in Section II-D, by using ARMA layers it is possible to build very deep GNN architectures that are robust to oversmoothing. In principle, one could use a single ARMA layer with a very high number of iterations \(T\) to achieve the desired depth of the receptive field. However, we found out experimentally that a GNN with more ARMA layers, each one with fewer recursions, performs better.

Before and after the aggregation stage, the model uses dense processing layers to map the individual node states. The idea here is to allow the model to map the states into a more meaningful representation before the aggregation, and to map the final aggregated states into the output space. This type of configuration is aligned with the study on the architectural design space of GNNs by [27], which showed that such pre- and post-processing layers could improve performance when combined with different aggregation techniques. Fig. 3 shows a schematic depiction of the adopted GNN architecture.

The main advantage of using GNNs compared to NR is the lower time and space complexity. The number of operations performed when evaluating the expression within the activation of either (8) or (9) is \((N \times N \times F_\text{in}) + (N \times F_\text{in} \times F_\text{out}) + (N \times F_\text{in} \times F_\text{out}) = (N^2 \times F_\text{in}) + 2(N \times F_\text{in} \times F_\text{out})\). Therefore, an ARMA layer with \(K\) stacks of depth \(T\) performs \(K \times T \times ((N^2 \times F_\text{in}) + 2(N \times F_\text{in} \times F_\text{out}))\) operations and, thus, the time complexity is \(O(N^2)\). Similarly, a stack of \(T\) GCN layers performs \(T \times ((N^2 \times F_\text{in}) + (N \times F_\text{in} \times F_\text{out}))\) operations and the complexity is again \(O(N^2)\). Under the sparsity assumption, the number of non-zero connections in the graph is proportional to \(N\) and thus, by using sparse operations, both the space and time complexity of the GNNs reduces from \(O(N^2)\) to \(O(N)\).

**C. MLP Design**

MLP models will be used to benchmark the GNN architecture. We consider two different configurations of MLPs, one that processes each vertex features vector individually and another that accounts for all vertices at once.

The first configuration, which we call *Local MLP model*, makes predictions for each branch using only its associated input features. In other words, the 8 target values for each branch are predicted using the aforementioned 21 input vertex features.

See Fig. 4 for an illustration. Since the Local MLP is completely agnostic of the underlying topology of the grid, the performance obtained by the Local MLP model can be used to quantify how much the information contained in the input features associated with a single branch and its endpoints can, alone, predict the output values for that branch.

In the second configuration, referred to as the *Global MLP model*, predictions are made for all branches at once using the input features from all buses and branches. To accomplish this, all bus and branch input features are concatenated into two one-dimensional arrays. Moreover, to reduce the number of parameters in the input layer, bus and branch features are first processed by separate layers, and the output of these layers are then concatenated and fed to the hidden layers of the model, as shown in Fig. 5. At the end, this MLP model predicts all the branch currents and power injections, i.e. the number of output units is equal to eight times the number of branches. Clearly, the number of parameters of the Global MLP depends on the number of vertices and edges in the graph, which makes the model less suitable to handle perturbations on the grid topology.

**IV. RELATED WORK ON POWER FLOW BALANCING**

a) Newton-Raphson: The traditional Newton-Raphson (NR) method iteratively solves a set of non-linear equations through
a linear approximation based on a first order Taylor polynomial. For the power flow problem this results in a linear system of equations of the form:

$$\begin{bmatrix} \Delta \theta \ni \\ \Delta |V| \ni \end{bmatrix} = -J^{-1} \begin{bmatrix} \Delta P \ni \\ \Delta Q \ni \end{bmatrix},$$

(11)

where $\Delta P_i$ and $\Delta Q_i$ are the discrepancies between the expressions on the left and right hand sides of (1) and (2), respectively, and $J$ is the Jacobian given by

$$J = \begin{bmatrix} \partial \Delta P_i/\partial \theta_i & \partial \Delta P_i/\partial |V|_i \\ \partial \Delta Q_i/\partial \theta_i & \partial \Delta Q_i/\partial |V|_i \end{bmatrix}$$

(12)

The resulting values, $\Delta \theta$ and $\Delta |V|$, are used to update the complex bus voltages, and updates continue until an equilibrium is reached, i.e., $\Delta \theta = 0$ and $\Delta |V| = 0$.

In practice, a single expression of the form of (11) is typically made for the full set of unknown $\theta$ and $|V|$, yielding a $(N_{PV} + 2N_{PQ}) \times (N_{PV} + 2N_{PQ})$ Jacobian matrix. To improve the computational efficiency, the problem can also be reframed in the form $Ax = b$ to avoid computing the inverse of $J$. One can also replace $\Delta |V|_i$ by $|V|_i/|V|$ and make analogous changes in $J$ [28]. However, NR is still computationally expensive for large systems and, like most non-convex optimization procedures, the iterative update procedure is not guaranteed to converge. The complexity of each iteration of NR is $O(N^{1.4})$ and the space complexity is $O(N^{1.2})$ [29].

b) DCPF approximation: In the DC power flow (DCPF) approximation the power system is linearized, yielding an approximate solution that can be found with a non-iterative and absolutely convergent procedure. To accomplish this, all reactive power flows are ignored, all voltage magnitudes are assumed to be 1 p.u., phase angle differences are assumed to be small, and branches are considered to be lossless. As a result, the two power balance equations, (1) and (2), are reduced to the single equation [30]:

$$P_i = \sum_{k=1}^{N_b} B_{ik} \theta_{ik}$$

(13)

Thus, compared to the ACPF, a solution for $\theta$ can be found analytically, at the expense of accuracy. The time complexity of DCPF is that of a single iteration of NR, which is $O(N^{1.4})$ [29]. In practice, DCPF is only useful in tasks where fast computations are more important than obtaining accurate solutions [31]. Nevertheless, this approximation serves as a good baseline for any model that aims to be faster than NR, while also achieving high accuracy.

c) GNN-based methods: These methods are those that relate the most to our work. In the following, we briefly point out their limitations, which are addressed by our framework.

Boltz et al. propose to compute the power flow balance by applying a GNN on a pre-computed correlation matrix that determines the neighborhood of the grid buses [13]. The graph associated with such a correlation matrix does not match the physical infrastructure of the power grid and does not allow to account for the physical quantities of the power lines.

In the study from Overko et al. [12], the top performing GNN used to solve a version of the optimal power flow problem utilizes global fully connected layers at the end, which makes the overall architecture dependent on the specific topology of the grid. This prevents the use of this GNN to account for perturbations, such as line disconnections, and to transfer the model to new grids. In general, this architecture does not fully exploit the localized computations that characterize the GNN model. In addition, the optimal power flow problem was simplified, since the only predicted values are the active generator power outputs.

Donon et al. [10] propose a supervised GNN model that operates on a graph represented by multiple graph adjacency matrices, where the vertices are the transmission lines of the grid, rather than the buses. Drawbacks in their approach are the omission of branch attributes in the model, which are important to compute the power flows, and the use of a specialized architecture to implement a GNN with a large receptive field.

In a follow-up work, Donon et al. [11] design an unsupervised model that relies on physical equations to iteratively optimize the voltage and phase angle for each bus. Although the experimental results show that this model can somewhat generalize to unseen topologies, the framework is quite complex and relies on a custom formulation of the power flow problem. Most importantly, the GNN is used to implement only a specific operation within the whole pipeline, namely to compute $\Delta \theta_i$ and $\Delta |V|_i$ from $\Delta P_i$, $\Delta Q_i$, which is the same type of operation performed by the NR method with a linear approximation in (11).

Since $\Delta P_i$ and $\Delta Q_i$, the active and reactive power updates at each vertex, are computed outside the GNN using global operations that account for the whole grid topology, it is not clear how useful the local exchanges implemented by the GNN are when computing the voltage and phase angle updates. Arguably, a simpler function approximator such as an MLP could have worked similarly well.

V. EXPERIMENTS & RESULTS

The code to reproduce the experiments is publicly available online.\footnote{[Online]. Available: https://github.com/JonasBergHansen/Power-Flow-Balancing-with-Decentralized-Graph-Neural-Networks}

A. Datasets and Algorithms

We perform three experiments to evaluate the performance of the proposed GNN-based power flow solver to cover cases when: i) the underlying grid topology is fixed, ii) the topology is perturbed with branch disconnections, iii) multiple grids with different topologies are used to train the GNN model.

All the deep learning models are implemented in TensorFlow [32] and we used the Spektral library [33] to build the GNN architectures. Power grid data for training and testing is obtained by resampling values in reference case grids provided by MATPOWER [34], an open-source Matlab library for solving steady-state power system simulation and optimization problems, such as power flow balancing. MATPOWER is also used to compute the solutions with the DCPF and the NR optimizer.
TABLE I
Grid Overview

| Grid  | Details                                      |
|-------|----------------------------------------------|
| case9 | 9 bus, 3 generator; based on data from [35]  |
| case14| Conversion of the IEEE 14 bus test case.     |
| case30| Conversion of the IEEE 30 bus test case.     |
| case39| 39 bus New England system. Modified version of data from [36]. |
| case57| Conversion of the IEEE 57 bus test case.     |
| case89| Small part of an European system stemming from the Pan European Grid Advanced Simulation and State Estimation (PEGASE) project [37], [38]. |
| case118| Conversion of the IEEE 118 bus test case.    |
| case300| Conversion of the IEEE 300 bus test case.    |

Outputs of the NR optimizer are used as targets for training the deep learning models.

a) Data Acquisition: Most of the grid systems considered here are based on IEEE systems, whose overview is given in Table I. To ensure that a feasible solution exists, only grids that are successfully solved by the NR solver in MATPOWER are included in the dataset. The resampling procedure we adopted is detailed in the following.

- Active and reactive loads on buses are uniformly sampled between 50% and 150% of the reference values.
- Shunt susceptances and conductances are uniformly sampled between 75% and 125% of the reference values.
- Active power of generators is uniformly sampled from the reference values in a range going from 75% up to the lowest of 125% and the maximum allowed power output $P_{g,\text{max}}$. There is a chance that the sampled production becomes so high that the slack bus ends up with a negative active power injection. Since this occurs more often for certain grids, to avoid creating a bias in the dataset the sampling procedure is reset whenever this occurs.
- Voltage magnitude for generators is uniformly sampled from 0.95 p.u. to 1.05 p.u.
- Branch resistances, reactances and charging susceptances are uniformly sampled between 90% and 110% of the reference values.
- Branch transformer off nominal turns ratio is uniformly sampled from 0.8 to 1.2. The shift angle for the transformers are uniformly sampled from $-0.2 \text{ rd}$ to $0.2 \text{ rd}$.

While quantities such as branch impedances do not frequently change in a grid, to train the deep learning model with grid samples with the same topology but differing quantities gives it the opportunity to understand how these quantities affect the resulting power flows, thus improving the generalization across different grids.

Large spreads in the input values encourage a model to learn large weights. A model with large weights may experience instability during learning, become over-sensitive to input values, and achieve poor generalization capabilities. Similarly, a large spread of values in the output variables may result in large error gradients that dramatically change the weight values and make the learning process unstable [39]. By converting all the quantities of interest to per unit measures (p.u.), different grids will have more similar value distributions compared to using SI units. In return, this facilitates the application of the same deep learning model to different grids.

b) Deep Learning Models: The proposed GNN model consists of two fully-connected (FC) pre-processing layers, five ARMA layers, and two post-processing layers. All of these layers have 64 hidden units, and use Leaky ReLU activations with a negative slope coefficient of $\alpha = 0.2$. At the end there is a FC layer with 8 output units and a linear activation. Due to the use of 5 ARMA layers with 8 iterations each, the model implements a total of 40 propagation steps. This defines the receptive field of the GNN, i.e., the GNN allows each graph vertex to exchange information with the neighbors within 40 hops on the graph. This configuration was found through a hyperparameter tuning session using Bayesian optimization on the data for the second experiment. As a benchmark, we also consider a GNN model where the ARMA layers are replaced with conventional GCN layers, discussed in Section II-D. Since each GCN layer implements only a single propagation step, we built a GNN with 40 GCN layers of 64 hidden units to obtain the same receptive field of the GNN with ARMA layers.

The Local MLP is designed to have roughly the same number of trainable parameters as the ARMA GNN. Specifically, the Local MLP consists of three hidden layers with 256 units, two hidden layers with 128 units, one layer with 64 units, and an output layer with 8 units. All hidden layers are equipped with a Leaky ReLU with $\alpha = 0.2$.

For the Global MLP, the number of parameters depends on the size of the grid(s) it is trained on and, thus, the size of this model is not scaled to match exactly the number of parameters of the GNN. Since the Global MLP contains a huge amount of parameters in the input and output layer, we limited the depth of this model to prevent overfitting and to having a number of parameters that is several orders of magnitude larger than in the other architectures. Specifically, the Global MLP model consists of bus and branch pre-processing layers with 64 units each, two hidden layers with 128 units, an output layer with 8 units. All hidden layers are equipped with a Leaky ReLU activations with $\alpha = 0.2$.

An overview of the model architectures is given in Fig. 6. All models are trained in a supervised manner with a stochastic gradient descent learning algorithm using a mean squared error (MSE) loss between predictions and the output of the NR solver in MATPOWER.

B. Constant Grid Topology

In this first experiment the models are trained only on instances of the same grid topology, obtained with the resampling procedure described in Section V-A0a. This is the simplest use
The cosine distance is computed as

$$\text{cosine distance} = 1 - \frac{y_{\text{pred}} \cdot y_{\text{label}}}{\|y_{\text{pred}}\| \|y_{\text{label}}\|}.$$  \hfill (15)  

where $\overline{y}_{\text{label}}$ is the average output vector in the test set. We obtain the cosine distances for the true labels by replacing the predictions $y_{\text{pred}}$ with $\overline{y}_{\text{label}}$ in (15). From the figure, it is clear that ARMA GNN manages to produce sharp outputs that coincide very well with the true labels, whereas the GCN only produces low-frequency signals, i.e., the output associated with neighboring vertices on the graph is very homogeneous. Obviously, this is a strong limitation of the GCN model, since in the power flow balance state the output of neighboring vertices is not necessarily similar. In the remaining experiments we will only consider a GNN with ARMA layers.

Finally, we test how well the ARMA GNN performs when trained on samples extracted from a specific grid and then tested on samples derived from completely different power grids. For this experiment, we consider case30, case118, and case300. Fig. 8 shows performance of the ARMA GNN on both the grids used for training and on the other two grids that are only used for testing. As expected, the GNN achieves better performance when tested on samples derived from the same grid used for training. Interestingly, the GNN trained on case118 performs particularly bad when tested on samples from case30 and case300.

### C. Perturbations of One Grid Topology

In this second experiment the models are trained and tested on perturbations of a reference grid where, in addition to the sampling procedure described in Section V-A.a, parts of the network are disconnected. This setup can reflect scenarios where the grid is affected by outages or maintenance operations, and it is crucial that the power flow solver can give accurate predictions for such cases if it is meant to be used in, e.g., contingency analysis.

To create a topology perturbation, 5-20 randomly chosen branches that are not directly connected to the slack bus are disconnected. If this causes the line graph to become disconnected, all the graph components that do not include the slack bus are removed. Thus, the total number of disconnections can become larger than what was initially sampled. With this method, there is a chance that the component with the slack bus is actually the smallest one and that most of the graph would be discarded. To avoid this situation, any resulting grid with less than 10% of the original buses is discarded. Finally, the value sampling procedure described in Section V-A.a is applied. If the sampling fails, i.e. the NR solver does not converge, the process restarts from the disconnection step.

A total of 15,000 samples from case300 were generated and split into data sets following the same division as in the first experiment. Fig. 9 shows the distribution of the remaining branches in the final dataset. Despite the initial disconnections being chosen uniformly, the resulting distribution is not uniform, since additional disconnections are triggered when a component of the graph becomes isolated. It is also possible that the NR
The same configuration as in the previous experiment was used to train ten instances of the Local MLP, Global MLP, and ARMA GNN models. For the Global MLP, since the parameters in the input and output layers are tied to the original topology of the case300 grid, we used a padding strategy to deal with a varying number of vertices/edges in the graph. In particular, missing values are set to zero during inference. It is important to note that the zeros enforced here are meant to represent complete absence and not, for instance, open lines. The different perturbed grids can thus be seen as completely different grids that differ slightly in topology, but are not meant to be fully realistic contingency scenarios of a common reference grid. For an open line, resistance and reactance would be infinite, which would not be possible to set as input for the Global MLP, since it is data-driven and does not consider the physics explicitly. If these quantities are instead set to zero, the model can learn what a missing line means in practice from the relation between inputs and labels. However, if the grids happen to have very short lines, there would be instances where \( r \) and \( x \) are close to zero without being related to disconnections, in which case the MLP could struggle to distinguish between open/missing lines and very short ones (if both are present in training samples). This highlights another potential issue with MLPs in comparison to GNNs.

The resulting NRMSE values for the test set are given in Table III. As expected, a comparison with the previous experiment shows that the performance of each model decreases in presence of disconnections. The slight increase of NRMSE for DCPF suggests that when perturbing the underlying topology, the resulting samples might, on average, violate the DCPF assumptions to a greater extent. The ranking of the performance between the models remains the same as in the previous experiment. The ARMA GNN is still the best performing model, followed by the Global MLP, which maintains reasonable performance even under perturbations of the underlying topology.

The good performance of the Global MLP might appear surprising at first. However, it can be explained by the fact that even if the topology changes, each bus/branch in the grid is always assigned to the same input unit of the Global MLP. In addition, when a vertex/edge is dropped, it is simply replaced with a zero-input. Therefore, there is still a one-to-one correspondence between the grid components and the input units, which allows the Global MLP to factor out (to a certain extent) the underlying graph topology.

| Method    | case300 Perturbations |
|-----------|-----------------------|
| DCPF      | 0.762                 |
| Local MLP | 0.554±0.001           |
| Global MLP| 0.371±0.004           |
| ARMA GNN  | 0.243±0.002           |
D. Multiple Grids With Different Topology

In this final experiment the models are trained simultaneously on samples of six different grids: case9, case14, case30, case39, case89pegase and case118. In addition, the models are used to compute solutions for samples of case57 and case300, which are completely unseen during training.

To let the Global MLP process samples from grids with different topology, the input and output layer are modified such that the model can accept samples from any of the grids seen during training. In addition, the Global MLP can only process samples from unseen grids that have a number of vertices/edges less or equal to the maximum number of vertices/edges seen during training. Each processing unit in these layers are associated with a specific attribute such as active load or branch real current injection but, unlike the configuration of the two previous experiments, these units are not associated with a specific bus or branch. Thus, for samples from the smaller grids not all the units will be utilized and the input and output arrays are zero-padded. On the other hand, since the Local MLP and ARMA GNN use only localized operations that do not depend on the number of buses and edges in the grids, their architectures are unaltered.

A total of 5,000 samples are generated for each of the grids. Dataset split and training configuration remained the same as for the previous two experiments, except for the batch size that was increased to 32 due to the larger total number of samples. Ten instances of the Local MLP, Global MLP and ARMA GNN were trained on the mixed grid dataset. Table IV reports the NRMSE performance obtained in testing new samples from both the grids trained on and for the two grids (case57 and case300) that were excluded from the training set.

When testing against samples coming from the 6 grids used for training, the ARMA GNN achieves top performance on all datasets except the case9 data, where the Global MLP achieves a better score. However, for the larger grids the GNN surpasses the Global MLP by a large margin, particularly for case89pegase. Since there is no longer a one-to-one correspondence between the input units and the grid buses, the Global MLP cannot infer the graph topology from the training samples. Indeed, the Global MLP is unable to produce accurate solutions since the same input unit must accommodate, at the same time, very different types of buses and branches from multiple grids. This experiment highlights the advantage of using an architecture that exploits localized operations that are independent from the underlying topology.

For the unseen grids, the NRMSE scores are substantially larger than for the grids used in training. The main issue is that the data distributions of the training and test sets are too different from each other, which violates one of the fundamental assumption in statistics and machine learning. Therefore, it is not surprising that the simple algorithmic solution generated by DCPF, where no model is learned, is more suitable in these cases. It is, however, worth noticing that also for the two unseen grids case57 and case300 the ARMA GNN clearly outperforms the Global MLP. Also, when comparing to the first experiment we see that a GNN trained on multiple topologies improves its performance on unseen grids. This improvement comes at the expense of a small drop in performance on the samples from grids seen during training. Finally, we notice that the Global MLP is not able to compute predictions for case300 since the number of buses/branches are greater than in the grids used for training and the model does not have sufficient input and output units available.

### VI. Discussion & Conclusions

We investigated the potential of a fully localized GNN trained end-to-end to balance power flows. To enable exchange of information between distant vertices in the graph, we built a very deep GNN architecture endowed with ARMA layers, which prevents oversmoothing of the output features. We also adopted a line graph representation to avoid treating separate categories of vertices differently, which can be difficult to handle for a fully decentralized GNN. Importantly, the proposed representation encompasses all the relevant physical quantities of the power system and the data format can be seamlessly processed by all the most common GNN architectures.

The experimental results show that the proposed ARMA GNN model outperforms a Global MLP with a larger capacity and a global view of the graph, even when computing solutions for a fixed grid topology. This demonstrates the importance of using models that directly account for the graph topology of the grid and the effectiveness of the proposed line graph representation.

Compared to an MLP, a single GNN model can be trained on multiple grid architectures and achieves good performance on samples from the same grids used in training. However, even if the GNN outperforms the MLP, no model is particularly effective in predicting power flows in grids completely different form those seen during training. This is not surprising since most machine learning and statistical models generalize well only when the data in the training and in the test set are similar enough and share the same properties.

We observed that the Global MLP achieves lower performance than the ARMA GNN, yet still performs reasonably under perturbations of a specific grid topology. The reason is that there is still a one-to-one correspondence between the input nodes of the MLP and the buses in the graph, which allows to infer the underlying topology. Moreover, the perturbations might act as a regularization factor, which forces the MLP to not rely on all components being present at the same time. On the other hand, the MLP is completely unable to handle, at the same time, samples coming from different grid topologies. Similarly, it would be impossible for the MLP to handle perturbations in
the form of addition of buses/branches rather than disconnections. In this case, designing a Global MLP that matches every conceivable configuration is clearly unfeasible, while a GNN with fully localized operations would have a clear advantage.
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