Planelike minimizers of nonlocal Ginzburg–Landau energies and fractional perimeters in periodic media
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Abstract
We consider here a nonlocal phase transition energy in a periodic medium and we construct solutions whose interfaces lie at a bounded distance from any given hyperplane.

These solutions are either periodic or quasiperiodic, depending on the rational dependency of the normal direction to the reference hyperplane.

Remarkably, the oscillations of the interfaces with respect to the reference hyperplane are bounded by a universal constant times the periodicity scale of the medium.

This geometric property allows us to establish, in the limit, the existence of planelike nonlocal minimal surfaces in a periodic structure.

The proofs rely on new optimal density and energy estimates. In particular, roughly speaking, the energy of phase transition minimizers is controlled, both from above and below, by the energy of one-dimensional transition layers.
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1. Introduction

In this paper, we consider a phase transition model in a periodic medium with long-range particle interactions. As customary, the phase coexistence is mathematically described by a double-well potential, the minimization of which tends to set a suitable state-parameter function into one of the two pure phases (which will be taken here to be $-1$ and $+1$).

In order to make the coexistence of phases significant from both the mathematical and the physical point of view, the total energy of the system has to take into account also an elastic, or ferromagnetic, energy, which avoids the production of unnecessary phase changes and forces the interface between phases to be minimal, at least at large scales, with respect to a suitable notion of surface tension.

The model that we study here considers an elastic energy of nonlocal type, that takes into account long-range particle interactions with polynomial decay. From the mathematical point of view, this elastic energy takes the form of a suitable seminorm of Gagliardo type which is related to fractional Sobolev spaces, see e.g. [SV12, SV14]. For this, the nonlocal character of the energy is encoded into a fractional parameter $s \in (0, 1)$, and the smaller this parameter is, the stronger the nonlocal effect on the system.

This type of models also finds natural applications in the description of boundary layer effects on phase transitions, see [ABS94, AB98, G09, SiV12], and in classical equations subject to a nonlinear boundary reaction, see [CS-M05, SiV09, CC10, CC14, CS15]. Also, for recent books on nonlocal problems see e.g. [MBRS16, BV17, DMV17, G17].

At a large scale, the phase separation tends to minimize a suitable notion of surface tension, related to either local or nonlocal perimeters, see [SV12]. In this, the fractional parameter $s = 1/2$ provides a threshold between local and nonlocal behaviors of interfaces at a large scale: indeed, when $s \in [1/2, 1)$ these interfaces are related to the minimization of a classical perimeter functional, and the nonlocal effects are not involved in this process; conversely, when $s \in (0, 1/2)$ these interfaces are related to the minimization of the fractional perimeter functional introduced in [CRS10] and thus the nonlocal effects persist at any scale.

The particular focus of this paper is on periodic media, and for this we suppose that both the potential and the elastic energies depend periodically on the space variable (of course, a natural interpretation of such model comes from the study of crystals). The periodicity scale of the medium is given by a parameter $\tau > 0$. In crystals, one may think that $\tau$ is small: for this, it is natural to seek results which possess good scaling properties with respect to $\tau$.

The main result of this paper is indeed the construction of phase transition solutions of minimal type whose interfaces lie at a bounded distance from any prescribed hyperplanes. Roughly speaking, these interfaces separate the pure states in an ‘almost flat’ way. We stress that the existence of these objects is not obvious, since the medium is not homogeneous, and the flatness property of the interfaces is global in the whole of the space.

Moreover, and most importantly, such flatness property will be shown to have optimal scaling features with respect to the periodicity size of the medium. Namely, the distance from the prescribed hyperplanes will be bounded by a structural constant times $\tau$. That is, in the motivation coming from crystallography, the oscillation of these interfaces will be proven to be comparable with the size of the crystal itself.

This invariance by scaling will allow us also to look at a rescaled version of this picture and, by developing an appropriate $\Gamma$-convergence theory in this framework, we will also
obtain a result on fractional minimal surfaces in periodic media. Indeed, we will establish the existence of nonlocal minimal surfaces in a periodic setting which stay at a bounded distance from any prescribed hyperplane (the same result for classical minimal surfaces was obtained in [CdlL01]).

A crucial step in the proof of our results lies in obtaining density and energy estimates that are sharp with respect to the size of the fundamental domain and that possess optimal scaling properties. As a matter of fact, the energy of the minimizers is not expected to behave in an additive way with respect to the domain (roughly, the energy in a double ball is not the sum of the energy of two balls). This is due to the fact that the minimizers have the tendency to concentrate their energy along a codimension-one interface. In addition, the nonlocal features of the elastic energy contribute significantly to the total energy and this type of contribution changes dramatically in dependence on the fractional parameter $s$: once again, the analysis for the cases $s \in (0, 1/2)$, $s = 1/2$ and $s \in (1/2, 1)$ require different methods and give different results.

As a matter of fact, we will see that the energy of the minimizers in a ball of radius $R$ is controlled from above and below by $R^{n-\min\{1, 2s\}}$ for $s \in (0, 1) \setminus \{1/2\}$, and a logarithmic correction is needed for the case $s = 1/2$.

The precise mathematical setting in which we work is the following. For a domain $\Omega \subseteq \mathbb{R}^n$, we define

$$ E(u; \Omega) := \frac{1}{2} \iint_{\partial_\Omega} |u(x) - u(y)|^2 K(x, y) \, dx \, dy + \int_\Omega W(x, u(x)) \, dx, \quad (1.1) $$

where

$$ C_\Omega := \left( \mathbb{R}^n \times \mathbb{R}^n \right) \setminus \left( (\mathbb{R}^n \setminus \Omega) \times (\mathbb{R}^n \setminus \Omega) \right). $$

The kernel $K : \mathbb{R}^n \times \mathbb{R}^n \to [0, +\infty]$ is a measurable function satisfying

$$ K(x, y) = K(y, x) \quad \text{for a.a. } x, y \in \mathbb{R}^n, \quad (K1) $$

and

$$ \frac{\lambda \chi_{(0, \zeta)}(|x-y|)}{|x-y|^{n+2s}} \leq K(x, y) \leq \frac{\Lambda}{|x-y|^{n+2s}} \quad \text{for a.a. } x, y \in \mathbb{R}^n, \quad (K2) $$

for some $s \in (0, 1)$, $\Lambda \geq \lambda > 0$ and $\zeta > 0$. Assumption (K2) ensures that $K$ is controlled from above and below (in a neighborhood of the diagonal of $\mathbb{R}^{2n}$) by the standard homogeneous, translation invariant, rotationally symmetric kernel

$$ K_s(x, y) := \frac{1}{|x-y|^{n+2s}}. \quad (1.3) $$

When $s \in [1/2, 1)$, we also impose the regularity assumption

$$ |K(x, x + w) - K(x, x - w)| \leq \Gamma \, |w|^{-n-1+s} \quad \text{for a.a. } x, w \in \mathbb{R}^n, \quad (K3) $$

for some $\nu \in (0, 1)$ and $\Gamma > 0$.

On the other hand, the potential $W : \mathbb{R}^n \times \mathbb{R} \to [0, +\infty)$ is a measurable function for which

$$ W(x, \pm 1) = 0 \quad \text{for a.a. } x \in \mathbb{R}^n, \quad (W1) $$

and, for any $\theta \in [0, 1)$,

$$ \inf_{x \in \mathbb{R}^n \atop |x| \leq \theta} W(x, r) \geq \gamma(\theta), \quad (W2) $$
where $\gamma$ is a non-increasing positive function of the interval $[0, 1]$. Moreover, we require $W$ to be locally of class $C^1$ in the second variable, to satisfy

$$W(x, r), |W_r(x, r)| \leq \kappa^{-1} \quad \text{for a.a. } x \in \mathbb{R}^n \text{ and any } r \in \mathbb{R},$$

and

$$W(x, t) \geq W(x, r) + \kappa(1 + r)(t - r) + \kappa(t - r)^2 \quad \text{for any } -1 \leq r \leq t \leq -1 + \kappa,$$

$$W(x, r) \geq W(x, t) + \kappa(1 - r)(t - r) + \kappa(t - r)^2 \quad \text{for any } 1 - \kappa \leq r \leq t \leq 1,$$

$$W(x, r) \leq \kappa^{-1}(1 - |r|) \quad \text{for any } 1 - \kappa \leq |r| \leq 1,$$

for a.a. $x \in \mathbb{R}^n$ and some small constant $\kappa \in (0, 1)$. Condition (W4) essentially tells that $W$ must have superquadratic/sublinear detachment from its zeroes $\pm 1$, uniformly in $x$. We point out that any potential which is locally $C^2$ in the second variable and satisfies

$$W_r(x, \cdot \pm 1) = 0 \quad \text{and } W_{rr}(x, \cdot \pm 1) \geq \kappa \quad \text{for a.a. } x \in \mathbb{R}^n,$$

also fulfills (W4). But much more general behaviors are allowed.

In order to model a periodic environment, we need to impose periodicity conditions on the kernel $K$ and the potential $W$. Given $\tau > 0$, we assume

$$K(x + k, y + k) = K(x, y) \quad \text{for a.a. } x, y \in \mathbb{R}^n \text{ and any } k \in \tau \mathbb{Z}^n,$$

$$W(x + k, r) = W(x, r) \quad \text{for a.a. } x \in \mathbb{R}^n \text{ and any } k \in \tau \mathbb{Z}^n,$$

for any fixed $\tau \in \mathbb{R}$. We notice that the parameter $\tau$ allows us to modulate the periodicity scale of the medium.

Typical examples of potentials $W(x, r)$ that we take into account are given by

$$Q(x)(1 - r^2)^2,$$

$$Q(x)|1 - r^2|^d \quad \text{with } d \in (1, 2),$$

$$Q(x)(1 + \cos(\pi r))$$

and

$$Q(x)\cos^2\left(\frac{\pi r}{2}\right),$$

with $Q(x) \in [1, 2]$ for any $x \in \mathbb{R}^n$.

Typical examples of interaction kernels are given by

$$K(x, y) = \frac{a(x, y)}{|x - y|^{n+2\tau}},$$

with $a$ Lipschitz continuous and periodic in both $x$ and $y$.

Sometimes we will adopt shorthand notations for the interaction and potential terms appearing in definition (1.1). Given any measurable sets $E, F \subseteq \mathbb{R}^n$, we write

$$\mathcal{N}_K(u; E, F) = \mathcal{N}(u; E, F) := \frac{1}{2} \int_E \int_F |u(x) - u(y)|^2 K(x, y) \, dx \, dy,$$

$$\mathcal{K}_K(u; E) = \mathcal{K}(u; E) := \frac{1}{2} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} |u(x) - u(y)|^2 K(x, y) \, dx \, dy,$$

(1.4)

with $C_E$ as in (1.2), and

$$\mathcal{P}_w(u; E) = \mathcal{P}(u; E) := \int_E W(x, u(x)) \, dx.$$
Under these conventions (and the symmetry assumption \((K1)\)), we have
\[
\mathcal{E}(u; \Omega) = \mathcal{K}(u; \Omega, \Omega) + 2\mathcal{K}(u; \Omega, \mathbb{R}^n \setminus \Omega) + \mathcal{P}(u; \Omega)
\]
\[
= \mathcal{K}(u; \Omega) + \mathcal{P}(u; \Omega).
\]

Often, we will consider the integral operator \(\mathcal{L}_K\) associated with \(\mathcal{E}\), that is defined by
\[
\mathcal{L}_K u(x) := \text{P.V.} \int_{\mathbb{R}^n} (u(x) - u(y)) K(x, y) \, dy
\]
\[
= \lim_{\varepsilon \to 0^+} \int_{\mathbb{R}^n \setminus B_\varepsilon(x)} (u(x) - u(y)) K(x, y) \, dy. \tag{1.5}
\]

Such operator naturally appears when considering the Euler–Lagrange equation of the functional \(\mathcal{E}\). We observe that \(\mathcal{L}_K u\) is well-defined pointwise, at least when \(u\) is a smooth bounded function and \(K\) satisfies \((K3)\), when \(s \geq 1/2\). See lemmata 2.1 and 2.2 for estimates in this direction. We also notice that \(\mathcal{L}_K\) boils down to the well-known fractional Laplacian \((-\Delta)^s\), when \(K\) is the standard kernel \(K_s\) as defined in (1.3).

After these preliminary definitions, we are now almost ready to state the main results contained in this paper. In order to do this, we first need to make precise the notions of minimizers of the functional \(\mathcal{E}\) that we take into consideration.

**Definition 1.1.** Let \(\Omega\) be an open subset of \(\mathbb{R}^n\). A measurable function \(u : \mathbb{R}^n \to \mathbb{R}\) is said to be a minimizer of \(\mathcal{E}\) in \(\Omega\) if \(\mathcal{E}(u; \Omega) < +\infty\) and
\[
\mathcal{E}(u; \Omega) \leq \mathcal{E}(v; \Omega),
\]
for any measurable function \(v\) that coincides with \(u\) outside of \(\Omega\).

This definition may be extended to the whole space in the following way.

**Definition 1.2.** A measurable function \(u : \mathbb{R}^n \to \mathbb{R}\) is said to be a class A minimizer of \(\mathcal{E}\) if it is a minimizer for \(\mathcal{E}\) in every bounded open set \(\Omega \subset \mathbb{R}^n\).

We stress that the simpler notion of global minimizer is too restrictive for our scopes. Indeed, the functions that we typically take into consideration have infinite energy over the whole space \(\mathbb{R}^n\) and therefore it is convenient to evaluate their energy on bounded domains only. However, class A minimizers of \(\mathcal{E}\) are still (weak) solutions of the Euler–Lagrange equation
\[
-2\mathcal{L}_K u = W_0(\cdot, u) \quad \text{in} \quad \mathbb{R}^n.
\]

The concept of class A minimizers is frequently used in the literature, in contexts where one has to deal with objects having only locally finite energy. The terminology comes from \([M24]\) and has been more recently adopted in e.g. \([CdIL01, V04, PV05, CV17, CP16]\).

In what follows, we will construct class A minimizers of \(\mathcal{E}\) and related functionals, which exhibit a close-to-one-dimensional geometry.

More specifically, we will look for minimizers that connect the two pure phases \(-1\) and \(1\) of the potential \(W\) asymptotically in one fixed direction \(\omega \in \mathbb{R}^n \setminus \{0\}\) of the space, and that are planetlike, in the sense that their intermediate level sets (of levels between, say, \(-9/10\) and \(9/10\)) are contained in a strip orthogonal to \(\omega\) and of width universally proportional to the periodicity scale \(\tau\) of the medium. Note that when \(s < 1/2\) we shall call universal any quantity that depends at most on \(n, s, \lambda, \Lambda, \kappa\), the function \(\gamma\), but not on \(\xi\) and \(\tau\). A similar notation is taken when \(s \geq 1/2\), but in this case universal quantities may also depend on \(\nu\) and \(\Gamma\), according to condition \((K3)\). Namely, when \(s \geq 1/2\), we shall call universal any quantity that depends at most on \(n, s, \lambda, \Lambda, \kappa\), the function \(\gamma, \nu, \Gamma\) but not on \(\xi\) and \(\tau\).
Our construction will heavily rely on the periodic structure of the ambient space and will be carried out in different ways, depending on whether the direction $\omega$ belongs to $\tau Q^n$ or not. In the first, rational case, the minimizers will naturally inherit a periodic property from that of the medium, in a sense that may be made precise through the following definition.

**Definition 1.3.** Let $\omega \in \tau Q^n \setminus \{0\}$. We define the equivalence relation $\sim_{\tau, \omega}$ in $\mathbb{R}^n$, by setting

$$x \sim_{\tau, \omega} y \quad \text{if and only if} \quad x - y = k \in \tau \mathbb{Z}^n \quad \text{and} \quad \omega \cdot k = 0.$$ 

We say that a function $u : \mathbb{R}^n \to \mathbb{R}$ is periodic with respect to $\sim_{\tau, \omega}$ or simply $\sim_{\tau, \omega}$-periodic if $u(x) = u(y)$ for any $x, y \in \mathbb{R}^n$ such that $x \sim_{\tau, \omega} y$.

When no confusion may arise, we will denote this equivalence relation simply with $\sim$.

We are now in position to present the statements of the main contributions of this paper. Our first result (theorem 1.4) improves the main theorem of [CV17] and it allows its application to the scaled energies that provides $\Gamma$-limit results as a byproduct (see theorems 1.5 and 1.10). In this sense, our main results here consist in the forthcoming theorem 1.4 and in the sequence of arguments leading from it to theorems 1.5 and 1.10.

We point out that the result in theorem 1.4 is valid for the whole fractional parameter range $s \in (0, 1)$, while the $\Gamma$-limit results focus on the strongly nonlocal regime $s \in (0, 1/2)$, in which the nonlocal features of the problem are preserved at any scale and produce, in the limit, a nonlocal perimeter functional (we think that it will be also interesting to investigate the $\Gamma$-limit in the weakly nonlocal regime $s \in [1/2, 1)$, and in this framework a limit functional of local type has to be expected).

**Theorem 1.4.** Let $n \geq 2$ and $s \in (0, 1)$. Assume that the kernel $K$ and the potential $W$ respectively satisfy $(K1)$, $(K2)$, $(K4)$ and $(W1)$–$(W5)$, with $\xi = \tau \geq 1$. If $s \in [1/2, 1)$, we also require $K$ to fulfill $(K3)$.

For any fixed $\theta \in (0, 1)$, there exists a constant $M_0 > 0$, depending only on $\theta$ and on universal quantities, such that, given any direction $\omega \in \mathbb{R}^n \setminus \{0\}$, we can construct a class A minimizer $u$ of the energy $E$ for which

$$\{x \in \mathbb{R}^n : |u(x)| < \theta\} \subset \left\{x \in \mathbb{R}^n : \frac{\omega}{|\omega|} \cdot x \in [0, \tau M_0]\right\}. \quad (1.6)$$

Furthermore,

- if $\omega \in \tau Q^n \setminus \{0\}$, then $u$ is periodic with respect to $\sim_{\tau, \omega}$, while
- if $\omega \in \mathbb{R}^n \setminus \tau Q^n$, then $u$ is the locally uniform limit of a sequence of periodic class A minimizers of $E$.

Theorem 1.4 has been proved in [CV17] for the case in which the periodicity scale $\tau$ is equal to 1. Its proof in the more general setting of this paper requires several important modifications from that of [CV17]. We shall comment more on the differences in the argument at the end of this section.

In local contexts, similar results have been obtained in [V04] and [CdlL01], where the authors respectively took into account an energy with gradient interaction term and a geometric functional driven by a heterogeneous perimeter, instead the one appearing in (1.1). See also [PV05, PV05b, NV07, BV08, D13] for related constructions.

In nonlocal frameworks, theorem 1.4 here and [CV17, theorem 1.4] are the first available results on planelike minimizers, to the best of our knowledge. See also the recent [P17], where
the main result of [CV17] is extended to a nonlocal functional including a periodic mesoscopic term. When the medium is homogeneous (i.e. $K$ is translation invariant and $W$ does not depend on $x$), the existence of one-dimensional minimizers has been investigated in [CS-M05, PSV13, CS14, CS15, CP16].

When comparing theorem 1.4 to [CV17, theorem 1.4], it is worth noting that the presence of a medium with $\tau$-periodicity is mostly reflected at the level of the minimizers in the fact that the constructed minimizers have level sets contained in a strip of width proportional to $\tau$, as can be seen in (1.6). Besides being interesting in itself (and not obtainable with the techniques of [CV17]), this fact leads to important consequences when applied to the class of scaled functionals that we now introduce.

Given a small $\varepsilon > 0$, we define the scaled energy $\mathcal{E}_\varepsilon$ on any measurable set $\Omega \subset \mathbb{R}^n$ as

$$
\mathcal{E}_\varepsilon(u; \Omega) = \frac{1}{2} \int_{\Omega} |u(x) - u(y)|^2 K(x, y) \, dx dy + \frac{1}{\varepsilon^2} \int_{\Omega} W(x, u(x)) \, dx.
$$

(1.7)

This modified functional has been first studied in [SV12] for the model case of $K$ given by (1.3) and naturally arises when considering the rescaling

$$
\mathcal{R}_\varepsilon u(x) := u \left( \frac{x}{\varepsilon} \right).
$$

(1.8)

With the aid of (1.8), it is almost immediate to see that theorem 1.4 implies the following analogous result for the functional $\mathcal{E}_\varepsilon$.

**Theorem 1.5.** Let $n \geq 2$ and $s \in (0, 1)$. Assume that the kernel $K$ and the potential $W$ respectively satisfy (K1), (K2), (K4) and (W1)–(W5), with $\xi = \tau \geq 1$. If $s \in \left[ \frac{1}{2}, 1 \right)$, we also require $K$ to fulfill (K3).

For any fixed $\theta \in (0, 1)$, there exists a constant $M_0 > 0$, depending only on $\theta$ and on universal quantities, such that, given any $\varepsilon \in (0, \tau]$ and any direction $\omega \in \mathbb{R}^n \setminus \{0\}$, we can construct a family of class $A$ minimizers $u_\varepsilon$ of the energy $\mathcal{E}_\varepsilon$ for which

$$
\left\{ x \in \mathbb{R}^n : |u_\varepsilon(x)| < \theta \right\} \subset \left\{ x \in \mathbb{R}^n : \left| \frac{\omega}{|\omega|} \cdot x \right| \in [0, \tau M_0] \right\}.
$$

Furthermore,

- if $\omega \in \tau \mathbb{Q}^n \setminus \{0\}$, then $u_\varepsilon$ is periodic with respect to $\sim_\tau, \omega$, while
- if $\omega \in \mathbb{R}^n \setminus \tau \mathbb{Q}^n$, then $u_\varepsilon$ is the locally uniform limit of a sequence of periodic class $A$ minimizers of $\mathcal{E}_\varepsilon$.

Observe that the family of minimizers $\{u_\varepsilon\}$ produced by theorem 1.5 is such that each minimizer has intermediate values confined in a strip of width independent of $\varepsilon$. For this being true, it is crucial that the value $M_0$ found in theorem 1.4 does not depend on the periodicity scale $\tau$. Such uniform-in-$\varepsilon$ width of the strips where the transitions of the $u_\varepsilon$’s occur allows to consider smaller and smaller values of $\varepsilon$ and eventually take the limit as $\varepsilon \to 0^+$.

In the remaining part of this first section we shall focus on what happens when one takes this limit.

In the classical Van der Waals–Cahn–Hilliard theory, a gradient term weighted by a small parameter $\varepsilon$ is often introduced in the total energy functional in order to model phase coexistence phenomena that exhibit smooth transition interfaces. See e.g. [CGS84, G87] and the references therein for some more detailed explanations on the subject.

In [M87], in particular, the limit as $\varepsilon \to 0^+$ of these $\varepsilon$-scaled functionals has been deeply analyzed through the language of $\Gamma$-convergence. It has been proved there that the interfaces
of the minimizers of such functionals converge to a minimal surface, building therefore a bridge between the Allen–Cahn–Ginzburg–Landau energy and the De Giorgi perimeter.

Nonlocal variants of this $\Gamma$-convergence result have also been considered. Typically, one replaces the gradient penalization with a term that takes into account finite differences and allows for long-range interactions. In [ABS94, AB98, G09], the authors obtained $\Gamma$-convergence results in which the target functional is still the classical perimeter, in conformity with the classical theory. More recently, a wider array of behaviors for the limit functional has been discovered in [SV12]. There, it is shown that (a suitable renormalization in $\varepsilon$ of) the family of energies (1.7), with kernel $K$ given by (1.3), $\Gamma$-converges to the standard perimeter when $s \geq 1/2$, and to the new notion of fractional perimeter introduced in [CRS10] when $s < 1/2$.

In what follows, we study the $\Gamma$-limit of the functional $E_\varepsilon$ in (1.7) in the strongly nonlocal regime $s < 1/2$. We pose such restriction since we are predominantly interested in the emerging of a nonlocal perimeter of the type of [CRS10] and, in particular, in deducing from theorem 1.5 an analogous statement for the minimal surfaces of such perimeter.

We nevertheless believe that it might be interesting to investigate the $\Gamma$-limit also in the case of $s \geq 1/2$, presumably obtaining a local, heterogeneous perimeter.

As said right above, we now restrict our attention to kernels that satisfy condition (K2) in section 1 with $s \in (0, 1/2)$.

Given an open set $\Omega \subseteq \mathbb{R}^n$ and a measurable set $E \subset \mathbb{R}^n$, we define the $K$-perimeter of $E$ inside $\Omega$ as

$$\text{Per}_K(E; \Omega) := L_K(E \cap \Omega, \Omega \setminus E) + L_K(E \cap \Omega, \mathbb{R}^n \setminus (E \cup \Omega)) + L_K(E \setminus \Omega, \Omega \setminus E),$$

(1.9)

where, for any two disjoint measurable sets $A, B \subset \mathbb{R}^n$, we set

$$L_K(A, B) := \int_A \int_B K(x, y) \, dx \, dy.$$

We stress that, when $K$ is given by (1.3), the $K$-perimeter boils down to the fractional perimeter introduced in [CRS10].

Anisotropic versions of this nonlocal perimeter have first been studied in [L14]. The very recent paper [CSV16] deals with an even more general class of anisotropic perimeter functionals, driven by kernels which are not necessarily homogeneous. With definition (1.9), we consider a perimeter that may possibly be also space-dependent and therefore model a completely heterogeneous environment.

In the following, we study the minimizers of $\text{Per}_K$, especially in the whole space $\mathbb{R}^n$. In analogy with definitions 1.1 and 1.2, we consider the following concepts of minimizers.

**Definition 1.6.** Let $\Omega$ be an open subset of $\mathbb{R}^n$. Given a measurable set $E \subset \mathbb{R}^n$, we say that its boundary $\partial E$ is a minimal surface for $\text{Per}_K$ in $\Omega$ if $\text{Per}_K(E; \Omega) < +\infty$ and $\text{Per}_K(E; \Omega) \leq \text{Per}_K(F; \Omega)$, for any measurable set $F$ such that $F \setminus \Omega = E \setminus \Omega$.

**Definition 1.7.** The boundary $\partial E$ of a measurable set $E \subset \mathbb{R}^n$ is said to be a class A minimal surface for $\text{Per}_K$ if it is a minimal surface for $\text{Per}_K$ in every bounded open set $\Omega \subset \mathbb{R}^n$.

As a first result, we show that $\text{Per}_K$ is the $\Gamma$-limit of the functionals $\varepsilon$ defined in (1.7), in the appropriate topology. Observe that, in the notation of (1.4), we may write
Per_K(E; Ω) = \frac{1}{4} \mathcal{K}(\chi_E - \chi_{\mathbb{R}^n \setminus E}; \Omega). \tag{1.10}

We then introduce the space of functions
\[ X := \left\{ u \in L^\infty(\mathbb{R}^n) : \|u\|_{L^\infty(\mathbb{R}^n)} \leq 1 \right\}, \]
and we endow it with the \( L^1_{\text{loc}}(\mathbb{R}^n) \) topology. In view of the representation in (1.10), the K-perimeter may be seen as acting on the subset of \( X \) composed by the modified characteristic functions of the form \( \chi_E - \chi_{\mathbb{R}^n \setminus E} \), for measurable sets \( E \). Actually, we may extend it to a functional \( G_K(\cdot; \Omega) : X \to [0, +\infty] \) by setting
\[ G_K(u; \Omega) = \left\{ \begin{array}{ll}
\mathcal{K}(u; \Omega) & \text{if } u|\Omega = \chi_E - \chi_{\mathbb{R}^n \setminus E} \text{ for some measurable } E \subseteq \Omega \\
+\infty & \text{otherwise.}
\end{array} \right. \]

When no confusion may arise, we omit the dependence of \( G_K \) on the kernel \( K \) and simply refer to this functional as \( G \).

We have the following \( \Gamma \)-convergence result.

**Proposition 1.8.** Let \( n \geq 1 \) and \( s \in (0, 1/2) \). Assume the kernel \( K \) to be a non-negative function satisfying (K1) and the potential \( W \) to fulfill conditions (W1)–(W3). Then, the family of functionals \( E_\varepsilon \) \( \Gamma \)-converges to \( G \) on \( X \). That is,

(i) for any \( u_\varepsilon \) converging to \( u \) in \( X \), it holds
\[ G(u; \Omega) \leq \liminf_{\varepsilon \to 0^+} E_\varepsilon(u_\varepsilon; \Omega) \quad \text{for any open set } \Omega \subseteq \mathbb{R}^n; \]

(ii) for any \( u \in X \), there exists \( u_\varepsilon \) converging to \( u \) in \( X \) such that
\[ G(u; \Omega) \geq \limsup_{\varepsilon \to 0^+} E_\varepsilon(u_\varepsilon; \Omega) \quad \text{for any open set } \Omega \subseteq \mathbb{R}^n. \]

In view of the above proposition, we see that the \( K \)-perimeter is the correct geometric counterpart to the energy functional \( E_\varepsilon \), when \( s < 1/2 \). Consequently, the minimizers of \( \text{Per}_K \) might be treated as limits of the minimizers of \( E_\varepsilon \).

In this spirit, we may take the limit as \( \varepsilon \to 0^+ \) in theorem 1.5 and obtain the existence of planelike minimal surfaces for the \( K \)-perimeter. Before doing this, we extend definition 1.3 to get a notion of \( \sim_{\tau, \omega} \)-periodicity for the subsets of \( \mathbb{R}^n \).

**Definition 1.9.** We say that a set \( A \subseteq \mathbb{R}^n \) is periodic with respect to \( \sim_{\tau, \omega} \) or simply \( \sim_{\tau, \omega} \)-periodic if
\[ x \in A \implies y \in A \text{ for any } y \in \mathbb{R}^n \text{ such that } y \sim_{\tau, \omega} x. \]

We are now in position to state the following

**Theorem 1.10.** Let \( n \geq 2 \) and \( s \in (0, 1/2) \). Assume that the kernel \( K \) satisfies conditions (K1), (K2) and (K4), with \( \xi = \tau \geq 1 \).

There exists a universal constant \( M_0 > 0 \) for which, given any direction \( \omega \in \mathbb{R}^n \setminus \{0\} \), we can construct a class A minimal surface \( \partial E \) for the perimeter \( \text{Per}_K \) such that
\[ \left\{ x \in \mathbb{R}^n : \frac{\omega}{|\omega|} \cdot x < 0 \right\} \subset E \subset \left\{ x \in \mathbb{R}^n : \frac{\omega}{|\omega|} \cdot x \leq \tau M_0 \right\}. \]
Furthermore,

- if $\omega \in \tau \mathbb{Q} \setminus \{0\}$, then $\partial E$ is periodic with respect to $\sim_{\tau, \omega}$, while
- if $\omega \in \mathbb{R}^n \setminus \tau \mathbb{Q}^n$, then $\partial E$ is the locally uniform limit of a sequence of periodic class $A$ minimal surfaces for $\text{Per}_K$.

Recently, we also obtained a version of theorem 1.10 with different methods, by taking a suitable limit of an Ising model on a lattice, see theorem 1.7 of [CDV17b].

In local frameworks, a counterpart of theorem 1.10 has first been obtained in [CdLL01] for a class of periodic perimeter functionals in $\mathbb{R}^n$ and more general Riemannian contexts. This result generalizes to any dimension classical statements on the existence of geodesics on 2-dimensional periodic manifolds ( [M24, H32]). The result of [CdLL01] has then been obtained again in [V04] via a $\Gamma$-convergence approach that motivates and inspires ours here.

Before heading to the proofs of the results previously stated, we conclude this introductory section with a brief remark on the argument that we follow to prove our main contribution, theorem 1.4.

The strategy adopted is, in some steps, close to the one developed in [V04] and later translated to this nonlocal setting in [CV17]. Basically, we first restrict ourselves to directions $\omega$ that belong to $\tau \mathbb{Q}^n$, as the irrational ones may be dealt with a limiting procedure. For such rational $\omega$’s, we use the compactness provided by the equivalence relation $\sim$ to construct an appropriately constrained minimizer $u_M^\omega$ for $E$ in the strip

$$S_M^\omega = \{ x \in \mathbb{R}^n : \omega \cdot x \in [0, M] \},$$

for any large $M > 0$. The proof then finishes by proving that, for $M$ large enough, the candidate $u_M^\omega$ is indeed a class $A$ minimizer, as desired.

The essential, and important, difference between the proof provided here and that of [CV17] lies in the conclusive step.

In [CV17], the proof that $u_M^\omega$ is a class $A$ minimizer relies on the coupling of uniform $C^0$ estimates on $u_M^\omega$ with suitable bounds from above on the growth of the energy $\mathcal{E}$ on large balls. Such energy estimates have first been proved in [CC10, CC14, SV14] for functionals related to the fractional Laplacian. A more general version of this result can be found in [CV17]. Setting

$$\Psi_s(t) := \begin{cases} t^{1-2s} & \text{if } s \in (0, 1/2) \\ \log t & \text{if } s = 1/2 \\ 1 & \text{if } s \in (1/2, 1), \end{cases}$$

for $t > 1$, it may be stated as follows.

**Proposition 1.11 ([CV17]).** Let $n \geq 1$, $s \in (0, 1)$, $x_0 \in \mathbb{R}^n$ and $R \geq 3$. Assume that $K$ and $W$ satisfy (K1), (K2) and (W1), (W3), respectively. If $u : \mathbb{R}^n \to [-1, 1]$ is a minimizer of $\mathcal{E}$ in $B_{R+2}(x_0)$, then

$$\mathcal{E}(u; B_R(x_0)) \leq CR^{n-1}\Psi_s(R),$$

for some constant $C \geq 1$ which depends on $n$, $s$, $\Lambda$ and $\kappa$.

Though simple and rather elementary, the proof of [CV17] does not scale well with the parameter $\tau$, in the sense that, once applied in the framework of this paper, it does not provide information on the dependence on $\tau$ of the width of the strip appearing on the right-hand side of inclusion (1.6). As one can easily convince himself, the dependence stated in (1.6) (that is,
width of the strip \( \simeq M_0 \tau \) is crucial for obtaining theorem 1.5. Furthermore, the reason for which such dependence can not be detected is that the Hölder estimates of [CV17, section 2] do not rely at all on the double-well structure of the potential \( W \) and do not match appropriately with the rescaling (1.8).

Here, we solve this issue by correcting our strategy and making it more adherent to those traced in [CdlL01, V04]. In more concrete terms, we replace the use of the \( C^{\alpha} \) bounds with a powerful tool, frequently associated with Allen–Cahn equations and minimal surfaces: the density estimates.

Density estimates are a classical device in geometric measure theory, where they are used to study minimal surfaces. In PDEs, they have first been introduced in [CC95] to obtain the uniform convergence of the level sets of the minimizers to Ginzburg–Landau-type energies driven by the \( L^2 \) norm of the gradient. Later on, they have been generalized to more general functionals with gradient structures (see for instance [V04, PV05, PV05b, NV07]) and, more recently, to nonlocal energies driven by Gagliardo seminorms (see [SV11, SV14]).

In this paper, we present a version of the density estimates compatible with our setting. To obtain such results, we suitably modify the arguments of [SV11, SV14]. Moreover, we couple these density estimates with a bound from below on the energy of non-trivial minimizers of \( E \), which is a counterpart of proposition 1.11 and a proof of their general optimality.

As we believe that these two results may be interesting in themselves and useful in other contexts, we include their statements here in the introduction.

**Theorem 1.12.** Let \( n \geq 2 \) and \( s \in (0, 1) \). Assume \( K \) and \( W \) to respectively satisfy (K1), (K2) and (W1)–(W4). If \( s \in [1/2, 1) \), also suppose that \( K \) fulfills (K3).

Let \( u : \mathbb{R}^n \to [-1, 1] \) be a minimizer of \( E \) in \( B_R(x_0) \), for some \( x_0 \in \mathbb{R}^n \) and \( R > 0 \). Fix \( \theta, \theta_0 \in (-1, 1) \). If \( u(x_0) \geq \theta_0 \), then there exist two constants \( \bar{c} \in (0, 1) \), depending on universal quantities, and \( \bar{R}_0 = \bar{R}(\theta, \theta_0) \geq 2 \), that may also depend on \( \theta \) and \( \theta_0 \), such that

\[
|\{u > \theta\} \cap B_R(x_0)| \geq \bar{c} R^n,
\]

provided \( \bar{R} \leq R \leq \xi/3 \). Similarly, if \( u(x_0) \leq \theta_0 \), then

\[
|\{u < \theta\} \cap B_R(x_0)| \geq \bar{c} R^n,
\]

provided \( \bar{R} \leq R \leq \xi/3 \).

**Theorem 1.13.** Let \( n \geq 2 \) and \( s \in (0, 1) \). Assume \( K \) and \( W \) to respectively satisfy (K1), (K2) and (W1)–(W4). If \( s \in [1/2, 1) \), also suppose that \( K \) fulfills (K3).

Let \( u : \mathbb{R}^n \to [-1, 1] \) be a minimizer of \( E \) in \( B_R(x_0) \), for some \( x_0 \in \mathbb{R}^n \) and \( R > 0 \). If \( u(x_0) \in [-\theta_0, \theta_0] \), for some \( \theta_0 \in (0, 1) \), then there exist two constants \( c_0 \in (0, 1) \) and \( R_0 \geq 1 \), depending only on \( \theta_0 \) and on universal quantities, such that

\[
E(u; B_R(x_0)) \geq c_0 R^{n-1} \Psi_s(R),
\]

provided \( R_0 \leq R \leq \xi \).
See also proposition 3.2 in section 3 for a bound from below on the measure of the interface of non-trivial minimizers. This result has been already announced\(^9\) in [CDV17a] in an equivalent formulation for the minimizers \(u_\varepsilon\) of the rescaled functional (1.7).

The remaining part of this paper is organized as follows.

In section 2 we gather some technical and auxiliary results that will be throughout the following sections.

Sections 3 and 4 are respectively devoted to the proofs of the density estimates of theorem 1.12 and the energy estimate of theorem 1.13. An important consequence of the combination of these two results—the so-called clean ball condition—is contained in proposition 4.6, at the end of section 4.

In section 5 we address theorem 1.4. As, for a large part, the proof follows closely the one displayed in [CV17, sections 4 and 5], we only sketch the general argument and focus on the key differences.

Section 6 contains the proof of the \(\Gamma\)-convergence result stated in proposition 1.8.

In the conclusive section 7 we deal with theorem 1.10, by showing how it can be deduced from theorem 1.5, with the aid of some arguments closely related to proposition 1.8.

2. Some auxiliary results

In this preliminary section we collect a few ancillary results of different nature, that will be needed in the remaining part of the paper.

We begin with a couple of lemmata, containing standard pointwise estimates on the integral operator \(L_K\) defined in (1.5). For \(s < 1/2\), we have

**Lemma 2.1.** Let \(n \geq 1\) and \(s \in (0, 1/2)\). Assume that \(K\) satisfies (K2). Then, given \(x \in \mathbb{R}^n\), \(\rho > 0\) and \(\psi \in L^\infty(\mathbb{R}^n) \cap C^0,1(B_\rho(x))\), it holds

\[
|L_K \psi(x)| \leq C \left( \|\psi\|_{L^\infty(\mathbb{R}^n)} \rho^{-2s} + \|\nabla \psi\|_{L^\infty(B_\rho(x))} \rho^{1-2s} \right),
\]

(2.1)

for some constant \(C > 0\) which depends on \(n\) and \(s\).

\(^9\)We take this opportunity to correct some imprecisions contained in [CDV17a]. First of all, in formula (3.3) the expressions ‘either\(n\)’ and ‘or \(n\)’ should be replaced by ‘either \(n\)’ and ‘or \(n\)’, respectively. More interestingly, formula (2.2) has to be replaced by

\[
|\{ |u_\varepsilon| < \vartheta_1 \} \cap B_1| \geq c \varepsilon
\]

and, if \(s \in (1/2, 1)\),

\[
|\{ |u_\varepsilon| < \vartheta_2 \} \cap B_1| \leq C \varepsilon.
\]

Note that the lower bound is true for any \(s \in (0, 1)\) and can be easily deduced from proposition 3.2 by scaling. On the other hand, the condition \(s \in (1/2, 1)\) for the upper bound slipped out of the original formula (2.2) in [CDV17a], and this in fact generates the very interesting question on whether this upper bound may hold true also when \(s \in (0, 1/2)\). To the best of our knowledge, the only known upper bound in such generality is

\[
|\{ |u_\varepsilon| < \vartheta_2 \} \cap B_1| \leq C \left\{ \begin{array}{ll} \varepsilon^{2s} & \text{if } s \in (0, 1/2) \\ \log \varepsilon & \text{if } s = 1/2, \end{array} \right.
\]

which can be obtained from an appropriate rescaling of the energy estimate of proposition 1.11, namely proposition 7.1 in section 7. Actually, as a result of theorem 1.11 of the recent preprint [MSW16], the better bound

\[
|\{ |u_\varepsilon| < \vartheta_2 \} \cap B_1| \leq C_\varepsilon \min(1, \alpha), \quad \text{for every } \alpha \in (0, 1),
\]

holds true when \(s \in (0, 1/2)\), for a special class of minimizers and, more in general, solutions of an Allen–Cahn equation driven by the fractional Laplace operator of order \(2s\). This result was obtained in [MSW16] by means of extension methods which cannot be applied directly to deal with general integrodifferential kernels.
Proof. We split the integral defining $\mathcal{L}_K \psi(x)$ as
$$\mathcal{L}_K \psi(x) = I_1 + I_2,$$
where
$$I_1 := \int_{\mathbb{R}^n \setminus B_\rho(x)} (\psi(x) - \psi(y)) K(x,y) \, dy,$$
$$I_2 := \int_{B_\rho(x)} (\psi(x) - \psi(y)) K(x,y) \, dy.$$

Applying (K2), we first compute
$$|I_1| \leq 2\Lambda \|\psi\|_{L^\infty(\mathbb{R}^n)} \int_{\mathbb{R}^n \setminus B_\rho(x)} |x - y|^{-n-2s} \, dy = \frac{n|B_1|\Lambda \|\psi\|_{L^\infty(\mathbb{R}^n)} \rho^{1-2s}}{s}.$$ 

To control $I_2$ we use the Lipschitzianity of $\psi$ together with (K2) again to get
$$|I_2| \leq \Lambda \|\nabla \psi\|_{L^\infty(B_\rho(x))} \int_{B_\rho(x)} |x - y|^{1-n-2s} \, dy = \frac{n|B_1|\Lambda \|\nabla \psi\|_{L^\infty(B_\rho(x))} \rho^{1-2s}}{1-2s}.$$ 

These two estimates combined lead to (2.1). \hfill \square

In the general case of $s \in (0, 1)$—and, most significantly, when $s \geq 1/2$—a similar statement holds, as long as we add the regularity assumption (K3) on the kernel $K$.

Lemma 2.2. Let $n \geq 1$ and $s \in (0, 1)$. Assume that $K$ satisfies (K2) and (K3). Then, given $x \in \mathbb{R}^n$, $\rho > 0$ and $\psi \in L^\infty(\mathbb{R}^n) \cap C^1(\mathbb{R}^n)$, it holds
$$|\mathcal{L}_K \psi(x)| \leq C \left[ \Lambda \left( \|\psi\|_{L^\infty(\mathbb{R}^n)} \rho^{-2s} + \|\nabla^2 \psi\|_{L^\infty(B_\rho(x))} \rho^{2(1-s)} \right) + \Gamma |\nabla \psi(x)| \rho^{s} \right],$$

for some constant $C > 0$ which depends on $n$, $s$ and $\nu$.

Proof. We have
$$|\mathcal{L}_K \psi(x)| \leq \int_{\mathbb{R}^n \setminus B_\rho(x)} |\psi(x) - \psi(y)| K(x,y) \, dy + \int_{B_\rho(x)} |\psi(x) - \psi(y) + \nabla \psi(y) \cdot (y - x)| K(x,y) \, dy$$
$$+ \left| \text{P.V.} \int_{B_\rho(x)} \nabla \psi(x) \cdot (y - x) K(x,y) \, dy \right| =: I_1 + I_2 + I_3.$$ 

The term $I_1$ can be estimated exactly as in lemma 2.1 to deduce
$$I_1 \leq \frac{n|B_1|\Lambda \|\psi\|_{L^\infty(\mathbb{R}^n)} \rho^{-2s}}{s}. \tag{2.3}$$

On the other hand, the regularity of $\psi$ and again (K2) imply that
\[ I_2 \leq \Lambda \| \nabla^2 \psi \|_{L^\infty(B_{\rho}(s))} \int_{B_{\rho}(s)} |x - y|^{2-n-2s}\,dy = \frac{n|B_1| \Lambda \| \nabla^2 \psi \|_{L^\infty(B_{\rho}(s))} \rho^{2(1-s)}}{2(1-s)}. \quad (2.4) \]

Finally, we claim that
\[ I_3 \leq \frac{n|B_1| |\nabla \psi| \rho^\nu}{\nu}. \quad (2.5) \]

The proof of (2.5) is a little bit more involved. Of course, we may assume that \( \nabla \psi(x) \neq 0 \), as if the contrary is true, then (2.5) follows trivially. Write
\[
P.V. \int_{B_{\rho}(s)} \nabla \psi(x) \cdot (y - x) K(x, y)\,dy = \lim_{\epsilon \to 0^+} \int_{B_{\rho}(s) \setminus B_{\epsilon}(s)} \nabla \psi(x) \cdot (y - x) K(x, y)\,dy,
\]
and consider the half-annuli
\[
A_\epsilon^+: = \{ y \in B_{\rho}(x) \setminus B_{\epsilon}(x) : \nabla \psi(x) \cdot (y - x) \geq 0 \}
\]
\[
A_\epsilon^-: = (B_{\rho}(x) \setminus B_{\epsilon}(x)) \setminus A_\epsilon^+,
\]
for any small \( \epsilon > 0 \). Then,
\[
\int_{B_{\rho}(s) \setminus B_{\epsilon}(s)} \nabla \psi(x) \cdot (y - x) K(x, y)\,dy
\]
\[
\quad = \int_{A_\epsilon^-} \nabla \psi(x) \cdot (y - x) K(x, y)\,dy + \int_{A_\epsilon^+} \nabla \psi(x) \cdot (y - x) K(x, y)\,dy
\]
\[
\quad = \int_{A_\epsilon^-} \nabla \psi(x) \cdot (y - x) K(x, y)\,dy + \int_{A_\epsilon^+} \nabla \psi(x) \cdot (y - z) K(x, 2x - z)\,dz
\]
\[
\quad = \int_{A_\epsilon^+} \nabla \psi(x) \cdot (y - x) [K(x, y) - K(x, 2x - y)]\,dy,
\]
where we applied the change of variables \( z := 2x - y \) to the integral over \( A_\epsilon^- \) and we noticed that this map is a diffeomorphism of \( A_\epsilon^- \) onto \( A_\epsilon^+ \). Consequently, by virtue of (K3) we obtain
\[
\left| \int_{B_{\rho}(s) \setminus B_{\epsilon}(s)} \nabla \psi(x) \cdot (y - x) K(x, y)\,dy \right| \leq |\nabla \psi(x)| \int_{A_\epsilon^+} |y - x| |K(x, y) - K(x, 2x - y)|\,dy
\]
\[
\quad \leq |\nabla \psi(x)| \int_{B_{\rho}(x)} |y - x|^{-n+\nu}\,dy
\]
\[
\quad = \frac{n|B_1| |\nabla \psi(x)| \rho^\nu}{\nu},
\]
and thus (2.5). Formula (2.2) then follows from (2.3)–(2.5).

Next, we state a measure theoretic result that assesses the size of the boundary of dense sets via a cubic grid decomposition. The proposition is based on the relative isoperimetric inequality and should probably be well-known to the experts in some equivalent form. However, as we have not been able to find a satisfactory reference in the literature, we present a proof of it in full details.
Proposition 2.3. Let $Q_r \subset \mathbb{R}^n$ be a closed cube of sides $r > 0$ and $A$ be an open subset of $\mathbb{R}^n$. Suppose that there exists a constant $c_{\#} \in (0, 1)$ such that
\[
\min \left\{ |A \cap Q_r|, |Q_r \setminus A| \right\} \geq c_{\#} r^n.
\] (2.6)

For any $k \in \mathbb{N}$, let $\mathcal{P}$ be the non-overlapping (up to negligible sets) partition of $Q_r$ in $k^n$ closed cubes with sides of length $r/k$, parallel to those of $Q_r$. Then,
\[
\text{card} \left\{ Q \in \mathcal{P} : Q \cap \partial A \neq \emptyset \right\} \geq c_\star k^{n-1},
\]
for some constant $c_\star \in (0, 1)$ which depends only on $n$ and $c_{\#}$.

Proof. Define the following subclasses of $\mathcal{P}$:
\[
\mathcal{Y} := \{ Q \in \mathcal{P} : Q \subseteq A \},
\mathcal{R} := \{ Q \in \mathcal{P} : Q \subseteq Q_r \setminus \overline{A} \},
\mathcal{G} := \{ Q \in \mathcal{P} : Q \cap \partial A \neq \emptyset \} = \mathcal{P} \setminus (\mathcal{Y} \cup \mathcal{R}).
\]

With this notation, we need to show that $\text{card}(\mathcal{G}) \geq c_\star k^{n-1}$.

To do this, we first divide $\mathcal{Y}$ into connected clusters of adjacent cubes, i.e. we write
\[
\mathcal{Y} = \bigcup_{j=1}^{N_Y} Y_j,
\]
where each $Y_j$ is made up of adjacent cubes. Analogously, we write
\[
\mathcal{R} = \bigcup_{j=1}^{N_R} R_j.
\]

Of course, $\text{card}(Y_j), \text{card}(R_j) \leq k^n$, for any $j$. Moreover, we adopt the notation
\[
Y_j := \bigcup_{Q \in Y_j} Q, \quad Y := \bigcup_{j=1}^{N_Y} Y_j, \quad R_j := \bigcup_{Q \in R_j} Q, \quad R := \bigcup_{j=1}^{N_R} R_j \quad \text{and} \quad G := \bigcup_{Q \in \mathcal{G}} Q,
\]

for the subsets of $Q_r$ corresponding to the families $Y_j, \mathcal{Y}, \mathcal{R}, \mathcal{R}$ and $\mathcal{G}$. In view of (2.6),
\[
\left( \text{card}(\mathcal{Y}) + \text{card}(\mathcal{G}) \right) \left( \frac{r}{k} \right)^n = \sum_{Q \in \mathcal{Y} \cup \mathcal{G}} |Q| \geq |A \cap Q_r| \geq c_{\#} r^n.
\]

Hence,
\[
\text{either card}(\mathcal{Y}) \geq c_{\#} \frac{k^n}{2}, \quad \text{or card}(\mathcal{G}) \geq c_{\#} \frac{k^n}{2}.
\]

With the same argument we obtain that
\[
\text{either card}(\mathcal{R}) \geq c_{\#} \frac{k^n}{2}, \quad \text{or card}(\mathcal{G}) \geq c_{\#} \frac{k^n}{2}.
\]
Now, if the bound for $\text{card}(G)$ is true, we are done. Thus, we assume the other two options to hold, so that
\begin{equation}
\sum_{j=1}^{N_Y} \text{card}(Y_j) \geq \frac{1}{k} \sum_{j=1}^{N_Y} \text{card}(Y_j) = \frac{\text{card}(Y)}{k} \geq \frac{c_2}{2} k^{n-1},
\end{equation}
and analogously for the $R_j$’s. But then, by the relative isoperimetric inequality in cubes (see e.g. [P12, corollary 5.9.13]),
\begin{equation}
\text{Per} \left( \tilde{Y}, \tilde{Q}_r \right) \geq c_1 \min \left\{ |Y_j|, |\tilde{Q}_r \setminus Y_j| \right\}^{(n-1)/n},
\end{equation}
for any $j = 1, \ldots, N_Y$ and for some dimensional constant $c_1 \in (0, 1)$. Similarly for the $R_j$’s.

Notice now that either $|Y_j| \leq |\tilde{Q}_r \setminus Y_j|$ for any $j = 1, \ldots, N_Y$, or $|R_j| \leq |\tilde{Q}_r \setminus R_j|$ for any $j = 1, \ldots, N_R$.

We assume, without loss of generality, that the above property holds for the $Y_j$’s. By using (2.7) and (2.8), we get
\begin{equation*}
\text{Per} \left( Y, \tilde{Q}_r \right) = \sum_{j=1}^{N_Y} \text{Per} \left( Y_j, \tilde{Q}_r \right) \geq c_1 \sum_{j=1}^{N_Y} |Y_j|^{(n-1)/n} \\
= c_1 \left( \frac{r}{k} \right)^{n-1} \sum_{j=1}^{N_Y} \text{card}(Y_j)^{(n-1)/n} \geq c_2 r^{n-1},
\end{equation*}
for some $c_2 \in (0, 1)$ depending only on $n$ and $c_2$. But then, the $Y_j$’s may only confine with the set $G$. Hence, $\text{Per}(G, \tilde{Q}_r) \geq c_2 r^{n-1}$ and thus
\begin{equation*}
2n \left( \frac{r}{k} \right)^{n-1} \text{card}(G) = \sum_{Q \in \mathcal{Q}} \text{Per}(Q) \geq \text{Per}(G, \tilde{Q}_r) \geq c_2 r^{n-1},
\end{equation*}
from which the thesis follows. \hfill \Box

The above result may be further sharpened as follows. In this enhanced form, such estimation will be used later in section 4.

**Corollary 2.4.** Let $Q_r \subset \mathbb{R}^n$ be a closed cube of sides $r > 0$ and $A$ be an open subset of $\mathbb{R}^n$ for which (2.6) holds true, for some $c_2 \in (0, 1)$. Then, for any $k \in \mathbb{N}$, there exists a collection $Q = \{ Q^{(j)} \}_{j=1}^{N} \setminus \{ Q^{(j)} \}$ of non-overlapping closed cubes with sides of length $r/k$, parallel to those of $Q_r$, each $Q^{(j)}$ contained in $Q_{2r}$ and centered at some point $x_j \in Q_r \cap \partial A$.

The cardinality $N$ of the family can be chosen to satisfy
\begin{equation*}
N \geq c_{**} k^{n-1},
\end{equation*}
for some constant $c_{**} \in (0, 1)$ depending only on $n$ and $c_2$. 
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Proof. Given $k \in \mathbb{N}$, divide $Q_r$ into the non-overlapping partition $\mathcal{P}$ described in proposition 2.3. By virtue of proposition 2.3 itself, we already know that the number of cubes in this partition that have non-trivial intersection with $\partial A$ is at least $c_n k^{-1}$, for some constant $c_n \in (0, 1)$ which depends on $n$ and $c_\#$. Denote these cubes by $\tilde{Q}^{(j)}$, for $j = 1, \ldots, \tilde{N}$, with $\tilde{N} \geq c_n k^{-1}$, and let $y_j \in \tilde{Q}^{(j)} \cap \partial A$ be the intersection points. We now translate each $\tilde{Q}^{(j)}$ to obtain a new cube $Q^{(j)}$ centered at $y_j$. Notice that, by reducing the total number of the cubes $Q^{(j)}$’s to $N := \tilde{N}/3^n$, we may assume the new family to be non-overlapping. This concludes the proof. □

We conclude the section with the following simple lemma on the $L^1$ convergence of the superlevel sets of a particular class of pointwise converging sequences of functions.

Lemma 2.5. Let $\Omega$ be an open bounded subset of $\mathbb{R}^n$. Let $\{u_j\}$ be a sequence of measurable functions $u_j : \Omega \to \mathbb{R}$ converging a.e. in $\Omega$ to $u = \chi_E - \chi_{\Omega \setminus E}$, for some measurable set $E \subseteq \Omega$. Then, given any $\eta \in (-1, 1)$,

$$
\lim_{j \to +\infty} \left| E \Delta \{u_j > \eta\} \right| = 0.
$$

Proof. First, note that

$$
\chi_{\{u_j > \eta\}} \longrightarrow \chi_E \quad \text{a.e. in } \Omega. \tag{2.9}
$$

Indeed, for a.e. $x \in E$, we have $u_j(x) \to u(x) = \chi_E(x) - \chi_{\Omega \setminus E}(x) = 1$. Hence, $u_j(x) > \eta$ for any large enough $j$, i.e. $\chi_{\{u_j > \eta\}}(x) = 1 = \chi_E(x)$. Analogously, one checks that, for a.a. $x \in \Omega \setminus E$, it holds $\chi_{\{u_j > \eta\}} = 0 = \chi_E(x)$, for $j$ sufficiently large. Then, (2.9) holds true.

To conclude the proof of the lemma, we simply apply formula (2.9) in combination with Lebesgue’s dominated convergence theorem. We get

$$
\lim_{j \to +\infty} \left| E \Delta \{u_j > \eta\} \right| = \lim_{j \to +\infty} \int_{\Omega} \left| \chi_E(x) - \chi_{\{u_j > \eta\}}(x) \right| \, dx = 0. \tag{2.9}
$$

□

3. Density estimates. Proof of theorem 1.12

In this section we establish the density estimates for the minimizers of $\mathcal{E}$, thus proving theorem 1.12. The argument follows the lines of that developed in [SV11, SV14]. Here we only sketch the general strategy and outline the main differences in our version.

As a first step, we construct the following barrier, that was also considered in [CP16].

Lemma 3.1. Let $n \geq 1$, $\delta \in (0, 1)$ and assume that $K$ satisfies (K1) and (K2). Given any $\delta > 0$ there exists a constant $C \geq 1$, depending on $\delta$ and on universal quantities, such that for any $C \leq R$ we can construct a symmetric radially non-decreasing function

$$
w \in C^{1,1}\left(\mathbb{R}^n, [1 + C^{-1}R^{-2\delta}, 1]\right),
$$

with

$$w = 1 \quad \text{in } \mathbb{R}^n \setminus B_R,$$
which satisfies
\[ |\mathcal{L}_kw(x)| \leq \delta (1 + w(x)) , \]  
(3.1)

and
\[ \frac{1}{C} (R + 1 - |x|)^{-2s} \leq 1 + w(x) \leq C (R + 1 - |x|)^{-2s} , \]  
(3.2)

for any \( x \in B_R \).

The proof of lemma 3.1 is an adaptation of that of [SV14, lemma 3.1] for the fractional Laplacian. In our case, the computations involved are slightly more delicate, due to the more general form of the interaction kernel.

**Proof of lemma 3.1.** Fix a value
\[ r_1 \geq 2^{3/2} , \]  
(3.3)

and let \( r \geq r_1 \). Then, set \( \ell(t) := (r - t)^{-2s} \), for any \( 0 \leq t < r \), and define
\[ \gamma_r := [\ell(r - 1) - \ell(r/2) - \ell'(r/2) (r/2 - 1)]^{-1} . \]

Note that
\[ \ell(r - 1) - \ell(r/2) - \ell'(r/2) (r/2 - 1) = 1 - 2^{2s} (1 + 2s - 4s r^{-1}) r^{-2s} \geq 1 - 12 r_1^{-2s} \geq 1/2 , \]

for any \( r \geq r_1 \). Thus, \( \gamma_r \) is well-defined and
\[ 1 < \gamma_r \leq 2 . \]  
(3.4)

Consider the function \( h : [0, +\infty) \to [0, 1] \) defined by
\[ h(t) := \begin{cases} 0 & \text{if } t \in [0, r/2) \\ \gamma_r (\ell(t) - \ell(r/2) - \ell'(r/2) (t - r/2)) & \text{if } t \in [r/2, r - 1) \\ 1 & \text{if } t \geq r - 1 . \end{cases} \]

We have
\[ h(r/2) = 0 , \quad h'(r/2) = 0 \quad \text{and} \quad h(r - 1) = 1 , \]
so that \( h \in C^{0,1}(0, +\infty) \cap C^{1,1}([0, r - 1]) \). Furthermore, recalling (3.4), for \( t \in (r/2, r - 1) \) we have
\[ |h'(t)| = \gamma_r |\ell(t) - \ell'(r/2)| = 2s \gamma_r [r - t]^{-2s-1} - (r/2)^{-2s-1} \leq 4 (r - t)^{-2s-1} \]
\[ |h''(t)| = \gamma_r |\ell''(t)| = 2s (2s + 1) \gamma_r (r - t)^{-2s-2} \leq 12 (r - t)^{-2s-2} . \]  
(3.5)

As \( h \) is constant outside of \( (r/2, r - 1) \), the above estimates also holds for a.a. \( t \geq 0 \).

We want to modify \( h \) between \( r - 2 \) and \( r - 1 \) in order to obtain a new function \( g \) of class \( C^{1,1} \) on the whole half-line. To do this, let \( \eta \in C^{\infty}(0, +\infty) \) be a cut-off function with
0 ≤ η ≤ 1, η = 1 in \([0, r - 7/4]\), η = 0 in \([r - 5/4, +\infty)\), −4 ≤ η' ≤ 0 and \(|η''| ≤ 32\). We then set
\[
g(t) := η(t)h(t) + 1 − η(t) \quad \text{for any } t ≥ 0.
\]

Of course, \(g ∈ C^{1,1}(\mathbb{R}^n)\), 0 ≤ g ≤ 1 and g coincides with \(h\) outside of \((r - 2, r - 1)\). On the other hand, by (3.5), for \(t ∈ (r - 2, r - 1)\) we compute
\[
|g'(t)| ≤ |h'(t)| + 4(1 - h(t)) \leq 4(r - t)^{-2r - 1} + 4 \leq 40 \min\{1, (r - t)^{-2r - 1}\},
\]
and
\[
|g''(t)| ≤ |h''(t)| + 8|h'(t)| + 32(1 - h(t)) \leq 12(r - t)^{-2r - 2} + 32(r - t)^{-2r - 1} + 32 \leq 6000 \min\{1, (r - t)^{-2r - 2}\}.
\]

By combining these last two estimates with (3.5) (recall that \(g = h\) outside of \((r - 2, r - 1)\)), we conclude that there exists a numerical constant \(c_1 > 0\) such that
\[
|g'(t)| ≤ c_1 \min\{(r - t)^{-2r - 1}, 1\} \quad \text{and} \quad |g''(t)| ≤ c_1 \min\{(r - t)^{-2r - 2}, 1\}, \tag{3.6}
\]
for a.a. \(t ∈ [0, r]\). Moreover, we claim that
\[
\min\{(r - t)^{-2r}, 1\} ≤ g(t) + 16r^{-2r} ≤ 20 \min\{(r - t)^{-2r}, 1\} \quad \text{for any } t ∈ [0, r]. \tag{3.7}
\]

Since the right-hand inequality of (3.7) follows almost directly from the definition of \(g\), we focus on the left estimation. The bound is clearly valid when \(t ≥ r - 1\), as \(g = 1\) there. Also, when \(t ≤ r/2\), it holds \(g = 0\) and \((r - t)^{-2r} ≤ 4r^{-2r}\). Finally, when \(t ∈ (r/2, r - 1)\), using (3.4) we have
\[
g(t) ≥ h(t) ≥ ℓ(t) - ℓ(r/2) - ℓ'(r/2)(t - r/2) = (r - t)^{-2r} - (r/2)^{-2r} - 2x(r/2)^{-2r - 1}(t - r/2) ≥ (r - t)^{-2r - 2} + (1 + 2s)r^{-2s} ≥ (r - t)^{-2r} - 16r^{-2r}.
\]

In any case, (3.7) is established.

Let now \(v(x) := g(|x|)\), for any \(x ∈ \mathbb{R}^n\). By the properties of \(g\), we recover that \(v ∈ C^{1,1}(\mathbb{R}^n)\) is radially symmetric, radially non-decreasing and satisfies \(v = 0\) in \(B_{r/2}\), \(v = 1\) in \(\mathbb{R}^n \setminus B_r\). Moreover, we infer from (3.7) that, for \(x ∈ B_r\), it holds
\[
\min\{(r - |x|)^{-2r}, 1\} ≤ v(x) + 16r^{-2r} ≤ 20 \min\{(r - |x|)^{-2r}, 1\}. \tag{3.8}
\]

We claim that for any \(x ∈ B_r\)
\[ \| \nabla v \|_{L^\infty(B_{\max\{|r-|x|\}/2})} \leq c_2 \max \left\{ \frac{r - |x|}{2}, 1 \right\}^{-2r-1}, \quad (3.9) \]

and
\[ \| \nabla^2 v \|_{L^\infty(B_{\max\{|r-|x|\}/2})} \leq c_2 \max \left\{ \frac{r - |x|}{2}, 1 \right\}^{-2r-2}, \quad (3.10) \]

for some dimensional constant \( c_2 > 0 \). Estimate (3.9) is almost immediate. Indeed, recalling (3.6), for any \( y \in B_r \), we get
\[ |\nabla v(y)| = |g'(|y|)| \leq c_1 \min\{ (r - |y|)^{-2r-1}, 1 \}. \quad (3.11) \]

Fix now \( x \in B_r \) and take any \( y \in B_{|r-|x|/2}(x) \). Clearly, \( y \in B_r \). Also,
\[ |y| \leq |y-x| + |x| \leq \frac{r - |x|}{2} + |x| = \frac{r + |x|}{2}, \]

and thus
\[ r - |y| \geq r - \frac{r + |x|}{2} = \frac{r - |x|}{2}. \]

By this and (3.11), it follows that
\[ |\nabla^2 v(y)| \leq c_1 \min \left\{ \left( \frac{r - |x|}{2} \right)^{-2r-2}, 1 \right\}, \quad (3.12) \]

for any \( y \in B_{|r-|x|/2}(x) \). Finally, when \( (r - |x|)/2 \leq 1 \) we use again (3.11) to deduce that (3.12) holds also for \( y \in B_1(x) \cap B_r \). The proof of (3.10) follows similarly, by noticing that, for \( y \in B_r \setminus B_{r/2} \), by (3.6) it holds
\[ |\nabla^2 v(y)| \leq |g''(|y|)| + \sqrt{2(n+1)} \frac{|g'(|y|)|}{|y|} \]
\[ \leq 2nc_1 \min \left\{ \left( \frac{r - |y|}{2} \right)^{-2r-2}, 1 \right\} + |y|^{-1} \min \left\{ \left( \frac{r - |y|}{2} \right)^{-2r-1}, 1 \right\} \]
\[ \leq 50nc_1 \min\{ (r - |y|)^{-2r-2}, 1 \}, \]

where to obtain the last inequality we took advantage of the fact that \( |y| \geq r/2 \geq r - |y| \) and \( r \geq r_1 > 2 \), by (3.3).

With this in hand, we can deduce an estimate for \( L_{K_{\sigma}} v \) in \( B_r \), where \( K_{\sigma} \) is the scaled kernel defined by
\[ K_{\sigma}(x,y) := K(\sigma x, \sigma y), \quad \text{for a.a.} \ x,y \in \mathbb{R}^n, \]

with \( \sigma \geq 1 \). Observe that \( K_{\sigma} \) satisfies (K1)–(K3) with \( \lambda_{\sigma} := \sigma^{-n-2} \lambda \), \( \Lambda_{\sigma} := \sigma^{-n-2}\Lambda \) and \( \Gamma_{\sigma} := \sigma^{-n-1+\nu}\Gamma \). We apply either lemma 2.1, if \( s < 1/2 \), or lemma 2.2, if \( s \geq 1/2 \), with \( \rho = \max \{ (r - |x|)/2, 1 \} \). In view of (3.9), (3.10) and (3.8), it is easy to see that, for any \( x \in B_r \),
\[ |\mathcal{L}_{K_r} v(x)| \leq c_3 \sigma^{-n-1+\nu} \left( |v(x)| + 16r^{-2s} \right), \tag{3.13} \]

for some constant \( c_3 > 0 \), which may depend on \( n, s, \Lambda \) and also \( \Gamma \), if \( s \geq 1/2 \), and where we set
\[
\nu := \begin{cases} 
1 - 2s & \text{if } s \in (0, 1/2) \\
\nu & \text{if } s \in [1/2, 1). 
\end{cases}
\]

Without loss of generality, we may take
\[ c_3 \geq \delta. \tag{3.14} \]

We are now able to construct the function \( w \). We take \( R \geq R_0 \), with
\[ R_0 := \left( \frac{c_3}{\delta} \right)^{\nu} r_1, \tag{3.15} \]
and set
\[ r := \frac{r_1}{R} R. \tag{3.16} \]

Notice that \( r \geq r_1 \). We then define
\[ w(x) := (2 - \beta) \nu \left( \frac{r_1}{R} x \right) + \beta - 1, \]
where \( \beta := 32r^{-2s} \). Clearly, \( \beta \in (0, 1) \), since \( r \geq r_1 \) and (3.3) is in force.

The function \( w \) thus obtained inherits all the qualitative properties of \( v \). That is, \( w \) is of class \( C^{1,1} \)(\( \mathbb{R}^n \)), is radially symmetric and radially non-decreasing. Moreover, \( w = \beta - 1 \) in \( B_{R/2} \) and \( w = 1 \) in \( \mathbb{R}^n \setminus B_R \). Now we check that \( w \) satisfies properties (3.1) and (3.2).

By changing variables appropriately, applying (3.13) with \( \sigma := R/r \geq 1 \), which holds thanks to (3.14), and recalling definitions (3.15) and (3.16), we get
\[
|\mathcal{L}_{K_r} w(x)| = (2 - \beta) \left( \frac{R}{r} \right)^n |\mathcal{L}_{K_r} v\left( \frac{r}{R} x \right)|
\leq c_3 (2 - \beta) \left( \frac{R}{r} \right)^{-1+\nu} \left( |v\left( \frac{r}{R} x \right)| + 16r^{-2s} \right)
\leq c_3 \left( \frac{R}{r} \right)^{-1+\nu} \left( (2 - \beta) |v\left( \frac{r}{R} x \right)| + 32r^{-2s} \right)
= \delta \left( 1 + w(x) \right),
\]
for any \( x \in B_R \). Thus, (3.1) is established. The validity of the inequalities in (3.2) basically relies on (3.8). Namely, being \( \beta \) positive and taking advantage of the upper estimate in (3.8), along with (3.15) and (3.16), we have, for any \( x \in B_R \),
\[ 1 + w(x) \leq 2 \left[ v \left( \frac{r}{R} \right) + 16r^{-2s} \right] \leq 40 \min \left\{ \left( \frac{c_3}{\delta} \right)^{\frac{1}{2s}} (R - |x|)^{-2s}, 1 \right\} \leq c_4 (R + 1 - |x|)^{-2s}, \]

for some constant \( c_4 > 0 \) which depends on \( n, s, \Lambda, \Gamma, \nu, \delta \). The left-hand inequality of (3.2) follows similarly. Indeed, we first note that \( 2 - \beta \geq 1 \), since \( \beta \leq 1 \). Hence, by this, (3.8), (3.15) and (3.16), we get

\[ 1 + w(x) \geq v \left( \frac{r}{R} \right) + 16r^{-2s} \geq \min \left\{ \left( \frac{c_3}{\delta} \right)^{\frac{1}{2s}} (R - |x|)^{-2s}, 1 \right\} \geq c_5 (R + 1 - |x|)^{-2s}, \]

for some \( c_5 > 0 \) which depends on the same parameters as \( c_4 \).

The proof of the lemma is therefore complete, by eventually taking

\[ C := \max \left\{ R_0, \frac{1}{32} \left( \frac{r_1}{R_0} \right)^{2s}, c_4, \frac{1}{c_5} \right\}. \]

We now proceed to the

**Proof of theorem 1.12.** Of course, it is enough to prove the result for \( x_0 = 0 \). Also, we can restrict ourselves to show the validity of (1.13) only, as the dual estimate (1.14) can be then recovered in a completely analogous fashion or by just exchanging \( u \) with \( -u \).

Note that, thanks to a simple argument involving the energy estimate (1.12), we can assume without loss of generality \( \theta \leq \theta_0 \). Furthermore, we are free to prove the existence of suitable constants \( \bar{c} \) and \( \bar{R} \) (as in the statement of the theorem) that both depend on \( \theta, \theta_0 \), along with universal quantities. Then, employing again the energy estimates, we are able to prove that \( \bar{c} \) actually depends on universal quantities only. We refer to [SV14, subsection 3.1] for more details on this.

By the Hölder continuity of \( u \) (see e.g. [CV17, section 2]), we infer from \( u(0) \geq \theta_0 \), which holds by hypothesis, that there exist two constants \( R_0 \in (0, R) \) and \( \mu > 0 \) such that

\[ |\{ u > \theta \} \cap B_{R_0}| \geq \mu. \tag{3.17} \]

Moreover, after a scaling argument, we are allowed to suppose \( \mu \geq e^n \). See again [SV14, subsection 3.1].

Fix \( H > 2(R_0 + 1) \) and take \( R > 2H \). Let \( w \) be the \( C^{1,1} \) function constructed in lemma 3.1. Recall that

\[ w = 1 \quad \text{in } \mathbb{R}^n \setminus B_R. \tag{3.18} \]

Define

\[ v := \min \{ u, w \}, \tag{3.19} \]

and observe that, by (3.18),
\[ v = u \quad \text{in } \mathbb{R}^n \setminus B_R. \]  

(3.20)

Writing for simplicity

\[ \mathcal{K}(u; B_R) := \frac{1}{2} \iint_{\mathbb{R}^n \setminus \mathbb{R}^n} |u(x) - u(y)|^2 K(x, y) \, dx \, dy, \]

where \( \mathbb{R}^n \) is as in (1.2), in view of (3.19), (3.20) and (K1) we have

\[
\begin{align*}
\mathcal{K}(u; B_R) + \mathcal{K}(v; B_R) - \mathcal{K}(u; B_R) & = -\iint_{\mathbb{R}^n \setminus \mathbb{R}^n} ((u - v)(x) - (u - v)(y)) (v(x) - v(y)) K(x, y) \, dx \, dy \\
& = -2 \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} (u(x) - v(x))(v(x) - v(y)) K(x, y) \, dx \, dy \\
& = -2 \int_{\mathbb{R}^n} \left( u(x) - w(x) \right) \left( P.V. \int_{\mathbb{R}^n} (w(x) - w(y)) K(x, y) \, dy \right) \, dx \\
& \leq 2 \int_{B_R \cap \{ w < u \}} (u(x) - w(x)) \left| \mathcal{L}_K w(x) \right| \, dx.
\end{align*}
\]

The proof then continues as in [SV14]. We take advantage of the minimality of \( u \), together with hypotheses (W3), (W4) on \( W \) and estimates (3.1), (3.2) provided by lemma 3.1, to get

\[
\begin{align*}
\mathcal{K}(u - v; B_R) & \leq \kappa \int_{B_R \cap \{ u > \theta^* \}} (1 + w) (u - w) \, dx \\
& \leq c \int_{B_R \cap \{ u > \theta^* \}} (R + 1 - |x|)^{-2s} \, dx - A(R),
\end{align*}
\]

for some \( c > 0 \), where \( \theta^* \) is any fixed parameter that satisfies

\[ -1 < \theta^* \leq \min \{ \theta, -1 + \kappa \} , \]

(3.21)

and

\[ A(R) := \kappa \int_{B_R \cap \{ u < \theta^* \}} (u - w)^2 \, dx. \]

Setting

\[ V(R) := |B_R \{ u > \theta^* \}|, \]

we use the coarea formula along with (K2) to obtain (recall that \( \xi \geq 3R \))
\[
\lambda \int_{B_r} \int_{B_{2r}} \frac{|(u - v)(x) - (u - v)(y)|^2}{|x - y|^{n+2s}} \, dx \, dy + \frac{\kappa}{2} \int_{B_r \cap \{w < \theta_s\}} (1 + w) (u - w) \, dx
\]
\[
\leq \mathcal{K} (u - v; B_R) + \frac{\kappa}{2} \int_{B_r \cap \{w < \theta_s\}} (1 + w) (u - w) \, dx
\]
\[
\leq c \int_0^R (R + 1 - t)^{-2s} \left( \int_{\partial B_t^R} |x(u > \theta_s)(x) \, d\mathcal{H}^{n-1}(x) \right) \, dt - A(R)
\]
\[
= c \int_0^R (R + 1 - t)^{-2s} V'(t) \, dt - A(R).
\] (3.22)

Recalling the definition (1.11) of \( \Psi_s \), we claim that
\[
V(R - H)^{1-s} \Psi_s \left( \sqrt{V(R - H)} \right) \leq \bar{C} \int_0^R (R + 1 - t)^{-2s} V'(t) \, dt,
\] (3.23)
for some \( \bar{C} \geq 1 \), provided \( H \) is large enough.

To prove (3.23), we consider separately the two cases \( s < 1/2 \) and \( s \geq 1/2 \).

In the first situation we argue as in [SV11]. Recalling that \( u - v = 0 \) outside of \( B_R \) and using the fractional Poincaré inequality, we compute
\[
\int_{B_R} \int_{\mathbb{R}^n \setminus B_{2R}} \frac{|(u - v)(x) - (u - v)(y)|^2}{|x - y|^{n+2s}} \, dx \, dy = \int_{B_R} |(u - v)(x)|^2 \left( \int_{\mathbb{R}^n \setminus B_{2R}} \frac{dy}{|x - y|^{n+2s}} \right) \, dx
\]
\[
\leq \frac{c}{R^{2s}} \int_{B_R} |(u - v)(x)|^2 \, dx
\]
\[
\leq c \int_{B_R} \int_{B_{2R}} \frac{|(u - v)(x) - (u - v)(y)|^2}{|x - y|^{n+2s}} \, dx \, dy,
\]
from which it follows immediately that
\[
\int_{B_r} \int_{B_{2r}} \frac{|(u - v)(x) - (u - v)(y)|^2}{|x - y|^{n+2s}} \, dx \, dy \geq c \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{|(u - v)(x) - (u - v)(y)|^2}{|x - y|^{n+2s}} \, dx \, dy.
\]

By means of this and the fractional Sobolev inequality, we get
\[
\int_{B_R} \int_{B_{2R}} \frac{|(u - v)(x) - (u - v)(y)|^2}{|x - y|^{n+2s}} \, dx \, dy \geq c \|u - v\|_{L^{\frac{n}{n+2s}}(\mathbb{R}^n)}^2 = c \|u - v\|_{L^\infty(B_R)}^2.
\] (3.24)

Notice that, by taking \( H \) large enough (in dependence of \( \theta_s \)), by (3.2) we have
\[
w \leq -1 + \frac{1 + \theta_s}{2} \text{ in } B_{R-H}.
\]

Hence,
\[
|u - v| \geq u - v \geq u - w \geq \frac{1 + \theta_s}{2} \text{ in } \{u > \theta_s\} \cap B_{R-H},
\] (3.25)
so that
\[
\|u - v\|_{L^2}(\theta) \geq \left( \int_{\{u > \theta\} \cap B_\theta} |u - v|(x) \right)^{\frac{2}{n}} \, dx \geq \left( \frac{1 + \theta}{2} \right)^2 \|u > \theta\} \cap B_{\theta - H} \|^2 \leq c V(R - H)^{\frac{n-2}{n}}.
\]

This, (3.22) and (3.24) imply claim (3.23) for \( s < 1/2 \).

On the other hand, when \( s \geq 1/2 \) we follow the strategy displayed in [SV14]. Define

\[
a_R := \left\{ u - w \geq \frac{1 + \theta}{4} \right\} \cap B_R,
\]

\[
b_R := \left\{ \frac{1 + \theta}{8} < u - w < \frac{1 + \theta}{4} \right\} \cap B_R,
\]

\[
d_R := (\mathbb{R}^n \setminus B_R) \cup \left\{ u - w \leq \frac{1 + \theta}{8} \right\} \cap B_R.
\]

Note that, by (3.25)

\[
a_R \supseteq \{ u > \theta \} \cap B_{R - H} \supseteq \{ u > \theta \} \cap B_R.
\]

Hence, by (3.17) and (3.21) we deduce that

\[
|a_R| \geq \mu.
\]  

(3.26)

so that we may apply the geometric formula (3.46) in [SV14] to obtain that

\[
\int_{a_R} \int_{b_R} \frac{dxdy}{|x - y|^{n+2s}} + |b_R| \geq 2c_1 |a_R|^{-\frac{s-1}{2}} \Psi_s \left( \sqrt{|a_R|} \right),
\]

for some constant \( c_1 > 0 \). We then observe that

\[
\int_{a_R} \int_{\mathbb{R}^n \setminus B_R} \frac{dxdy}{|x - y|^{n+2s}} \leq \frac{c_2}{R^{2s}} |a_R|,
\]

for \( c_2 > 0 \), and thus

\[
\int_{a_R} \int_{dR \cap B_R} \frac{dxdy}{|x - y|^{n+2s}} + |b_R| = \int_{a_R} \int_{dR \cap B_R} \frac{dxdy}{|x - y|^{n+2s}} + |b_R| - \int_{a_R} \int_{\mathbb{R}^n \setminus B_R} \frac{dxdy}{|x - y|^{n+2s}}
\]

\[
\geq 2c_1 |a_R|^{-\frac{s-1}{2}} \Psi_s \left( \sqrt{|a_R|} \right) - \frac{c_2}{R^{2s}} |a_R|
\]

\[
= |a_R|^{-\frac{s-1}{2}} \Psi_s \left( \sqrt{|a_R|} \right) \left[ 2c_1 - \frac{c_2}{R^{2s}} \Psi_s \left( \sqrt{|a_R|} \right) \right]
\]

\[
\geq |a_R|^{-\frac{s-1}{2}} \Psi_s \left( \sqrt{|a_R|} \right) \left[ 2c_1 - \frac{c_3}{R^{2s-1}} \Psi_s (R) \right],
\]
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for some constant \( c_1 > 0 \). Note that in the last line we took advantage of the fact that the function \( f/\Psi_s(t) \) is monotone increasing, at least\(^{10} \) for \( t \geq e \). Since \( s \geq 1/2 \), we may and do choose \( R \) sufficiently large for the quantity in square brackets to be larger than \( c_1 \). This yields that

\[
\int_{a_k} \int_{d_k \cap B_{3k}} \frac{dxdy}{|x-y|^{n+2\varepsilon}} + |a_k|^{\frac{n-1}{2}} \Psi_s \left( \sqrt{|a_k|} \right).
\]

With the aid of this estimate and (3.22), an approach identical to that followed by [SV14] easily implies that (3.23) holds true also when \( s \geq 1/2 \).

To conclude the proof of the theorem, we note that (3.23) is formula (3.55) of [SV14]. An iterative procedure as the one performed there then finishes the argument. \( \Box \)

The density estimates that we just proved ensure that both the sub- and superlevel sets of non-trivial minimizers have full measure in large balls. In the next result we use such estimates to deduce some information on the size of the interfaces of those minimizers.

**Proposition 3.2.** Let \( u : \mathbb{R}^n \to [-1, 1] \) be a minimizer of \( \delta \) in \( B_R(x_0) \), for some \( x_0 \in \mathbb{R}^n \) and \( R > 0 \). Fix \( \theta, \theta_0 \in (0, 1) \) and suppose that \( u(x_0) \in [-\theta_0, \theta_0] \). Then, there exist two constants \( \tilde{c} \in (0, 1) \) and \( \tilde{R} \geq 4 \) such that

\[
|\{ |u| < \theta \} \cap B_{\tilde{R}}(x_0)| \geq \tilde{c} R^{n-1},
\]

provided \( \tilde{R} \leq R \leq \xi \). The constants \( \tilde{c} \) and \( \tilde{R} \) depend only on \( \theta, \theta_0 \) and on universal quantities.

**Proof.** It is well-known that \( u \) is of class \( C^{\alpha, \alpha}(B_{3R/4}(x_0)) \), for some universal \( \alpha \in (0, 1) \), with Hölder norm bounded independently of \( R \geq 1 \), that is

\[
||u||_{C^{\alpha, \alpha}(B_{3R/4}(x_0))} \leq C_1,
\]

for some universal constant \( C_1 > 1 \). See e.g. [C17, section 2] or [CV17] for a thorough proof of this fact.

Now, we focus on the proof of (3.27). Notice that we can restrict ourselves to take \( \theta > 0 \) suitably small.

We initially assume that \( u(x_0) = 0 \). We claim that there exists \( \delta \in (0, 1) \), depending on \( \theta \) and on universal quantities, for which

\[
\{|u| < \theta \} \cap B_{R/3}(x_0) \supseteq \{|d| < \delta \} \cap B_{R/3}(x_0),
\]

where we indicate with \( d \) the signed distance from the set \( \mathbb{R}^n \setminus \{u > 0\} \), that is

\[
d(x) := \begin{cases} 
\text{dist}(x, \mathbb{R}^n \setminus \{u > 0\}) & \text{if } x \in \{u > 0\} \\
\text{dist}(x, \{u > 0\}) & \text{if } x \in \mathbb{R}^n \setminus \{u > 0\},
\end{cases}
\]

for any \( x \in \mathbb{R}^n \). Note that

\[
\{d > 0\} \cap B_{R/3}(x_0) = \{u > 0\} \cap B_{R/3}(x_0).
\]

To check that (3.29) holds true, let \( \delta \in (0, 1) \) and, given \( x \in \{|d| < \delta\} \cap B_{R/3}(x_0) \), take \( y_s \in \{u = 0\} \cap B_{3R/4}(x_0) \) to be a point at which \( d(x) = |x - y_s| \).

\(^{10}\) We point out that, by (3.26) and the fact that we chose \( \rho \geq 2 \), it follows immediately that \( \sqrt{|a_k|} \geq e \).
\[ |u(x)| = |u(x) - u(y_\circ)| \leq C_1 |x - y_\circ|^\alpha = C_1 d(x)^\alpha < C_1 \delta^\alpha, \]

and hence \( |u(x)| < \theta \), if we choose \( \delta \leq (\theta/C_1)^{1/\alpha} \). Thus, (3.29) follows.

Also observe that, in particular, formulae (3.29) and (3.30) yield that

\[ \{ u > \theta \} \cap B_{R/3}(x_0) \subseteq \{ d > \delta \} \cap B_{R/3}(x_0). \quad (3.31) \]

After this preliminary work, we are in position to show that (3.27) is valid. We use (3.29) and the coarea formula (applied to the function \( d \)) to compute

\[
\left| \{ |u| < \theta \} \cap B_{R/3}(x_0) \right| \geq \left| \{ |d| < \delta \} \cap B_{R/3}(x_0) \right| = \int_{\{ |d| < \delta \} \cap B_{R/3}(x_0)} |\nabla d(x)| \, dx
\]

\[ = \int_{-\delta}^{\delta} \text{Per} \left( \{ d = t \} , B_{R/3}(x_0) \right) \, dt, \quad (3.32) \]

as the gradient of the distance function has modulus equal to 1. Notice that \( \text{Per}(E, \Omega) \) indicates the perimeter of a Borel set \( E \) inside a domain \( \Omega \). Now, we assume without loss of generality (up to changing \( u \) with \( -u \)) that

\[ \left| \{ u > 0 \} \cap B_{R/3}(x_0) \right| \leq \left| B_{R/3}(x_0) \setminus \{ u > 0 \} \right| , \]

and we consider \( t \in [\delta/2, \delta] \). Thanks to this reduction, the fact that \( \{ d > t \} \subset \{ d > 0 \} \) and identity (3.30), it is clear that

\[ \left| \{ d > t \} \cap B_{R/3}(x_0) \right| \leq \left| B_{R/3}(x_0) \setminus \{ d > t \} \right| , \]

so that the relative isoperimetric inequality yields

\[
\text{Per} \left( \{ d = t \} , B_{R/3}(x_0) \right) \geq c_2 \min \left\{ \left| \{ d > t \} \cap B_{R/3}(x_0) \right| , \left| B_{R/3}(x_0) \setminus \{ d > t \} \right| \right\}^{(n-1)/n} \\
= c_2 \left| \{ d > t \} \cap B_{R/3}(x_0) \right|^{(n-1)/n} \\
\geq c_2 \left| \{ d > \delta \} \cap B_{R/3}(x_0) \right|^{(n-1)/n},
\]

for some dimensional constant \( c_2 > 0 \). Hence, by taking advantage of this and of estimate (3.31), in virtue of (3.32) we get

\[
\left| \{ |u| < \theta \} \cap B_{R/3}(x_0) \right| \geq c_2 \int_{\delta/2}^{\delta} \left| \{ d > \delta \} \cap B_{R/3}(x_0) \right|^{(n-1)/n} \, dt \\
\geq c_3 \left| \{ u > \theta \} \cap B_{R/3}(x_0) \right|^{(n-1)/n},
\]

for some constant \( c_3 > 0 \) depending on \( \theta \) and on universal quantities. The thesis then follows by virtue of theorem 1.12.

Now we only have to deal with the more general case of \( u(x_0) \in [-\theta_0, \theta_0] \). In this scenario, we know by theorem 1.12 that there exist two points \( x_1, x_2 \in B_{R/3}(x_0) \) such that \( u(x_1) > 1/2 \) and \( u(x_2) < -1/2 \). By continuity, we may thus find \( \bar{x} \in B_{R/3}(x_0) \) at which \( u \) vanishes. But then, we may apply the estimate obtained above to the ball \( B_{R/3}(\bar{x}) \subset B_R(x_0) \) to conclude the proof. \( \square \)
4. Energy estimates. Proof of theorem 1.13

In this section, we show that the bound provided by proposition 1.11 is sharp, in the sense that the energy of every non-trivial (i.e. different from the constant functions 1 and −1) minimizer can be also controlled from below by a term that has the same growth in $R$ as the right-hand side of (1.12). That is, we prove theorem 1.13.

The argument leading to (1.15) changes significantly as $s$ takes different values in the interval $(0, 1)$. In particular, we first establish (1.15) for the case $s > 1/2$, by inspecting the potential term $\mathcal{E}$. Then, we look at the kinetic term $\mathcal{K}$ to obtain the estimate when $s < 1/2$. Finally, a deeper analysis of the contributions coming from $\mathcal{K}$ yields the desired result also for $s = 1/2$.

We stress that such differences in the proof of (1.15) as $s$ varies in $(0, 1)$ are the effect of the competition between the local potential $\mathcal{P}$ and the nonlocal interaction term $\mathcal{K}$.

The precise result that we address here is slightly stronger than theorem 1.13 and can be stated as follows. Note that throughout the section we always implicitly assume $K$ and $W$ to satisfy the hypotheses listed in theorem 1.13.

**Proposition 4.1.** Let $u : \mathbb{R}^n \to [-1, 1]$ be a minimizer for $\mathcal{E}$ in $B_R(x_0)$, for some $x_0 \in \mathbb{R}^n$ and $R > 0$. If $u(x_0) \in [-\theta_0, \theta_0]$, for some $\theta_0 \in (0, 1)$, then there exist two constants $c_0 \in (0, 1)$ and $R_0 \geq 1$, depending only on $\theta_0$ and on universal quantities, such that

$$
\mathcal{K}(u; B_R(x_0), B_R(x_0)) + \mathcal{P}(u; B_R(x_0)) \geq c_0 R^{n-1} \Psi_1(R),
$$

(4.1)

provided $R_0 \leq R \leq \xi$.

Observe that (4.1) provides a sharper estimate than (1.15), as the former does not involve the interaction term over $B_R(x_0) \times (\mathbb{R}^n \setminus B_R(x_0))$.

As anticipated at the beginning of the section, we remark that the method to prove (4.1) is very sensitive with respect to the fractional parameter $s$. Indeed, when $s \in (1/2, 1)$, the proof of (4.1) is considerably simpler than in the other cases, and it follows essentially from proposition 3.2: as a matter of fact, when $s \in (1/2, 1]$ the problem is ‘sufficiently close to the local case’ that the optimal bounds are provided directly by the potential energy (which is, in a sense, of local nature). When $s \in (0, 1/2]$ the situation is more complicated and the kinetic energy plays a dominant role in the estimate. In particular, a fine computation of the interactions at all scales will be needed to detect the logarithmic correction in the case $s = 1/2$.

In any case, it might be interesting to determine whether an estimate like (4.1) holds true for both terms $\mathcal{K}$ and $\mathcal{P}$ separately.

After this preliminary discussion, we now head to the proof of proposition 4.1. As a first result, we estimate from below the growth of the potential term.

**Lemma 4.2.** Let $u : \mathbb{R}^n \to [-1, 1]$ be a minimizer of $\mathcal{E}$ in $B_R(x_0)$, for some $x_0 \in \mathbb{R}^n$ and $R > 0$. If $u(x_0) \in [-\theta_0, \theta_0]$, for some $\theta_0 \in (0, 1)$, then there exist two constants $c_1 \in (0, 1)$ and $R_1 \geq 1$, depending on $\theta_0$ and on universal quantities, such that

$$
\mathcal{P}(u; B_R(x_0)) \geq c_1 R^{n-1},
$$

(4.2)

provided $R_1 \leq R \leq \xi$.

**Proof.** Estimate (4.2) is a simple consequence of proposition 3.2 and hypothesis (W2). Indeed,

$$
\mathcal{P}(u; B_R(x_0)) \geq \gamma(\theta_0) \left| \{ |u| < \theta_0 \} \cap B_R(x_0) \right| \geq c_1 R^{n-1},
$$
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for some \( c_1 > 0 \) and provided \( R \) is large enough.

From lemma 4.2 we immediately deduce the validity of the bound (4.1), when \( s \in (1/2, 1) \). For others values of \( s \) we still get a bound from below for the total energy, which however is strictly weaker than the one claimed in theorem 1.13/proposition 4.1.

To cover the case of \( s \in (0, 1/2) \) we analyze the behavior of the interaction term \( \mathcal{X} \). A first computation in this direction is given by

**Lemma 4.3.** Let \( u : B_r(x_0) \to \mathbb{R} \) be a measurable function, for some \( x_0 \in \mathbb{R}^n \) and \( r > 0 \). Fix \( \theta_1 < \theta_2 \) and let \( E, F \subset \mathbb{R}^n \) be two measurable sets on which \( u > \theta_2 \) and \( u < \theta_1 \), respectively. Suppose that

\[
\min \{|E \cap B_r(x_0)|, |F \cap B_r(x_0)|\} \geq c_r^n,
\]

for some \( c_r > 0 \). Then, there exists a constant \( c_* > 0 \), depending on \( \theta_2 - \theta_1 \), \( c_r \) and on universal quantities, for which

\[
\mathcal{X}(u; E \cap B_r(x_0), F \cap B_r(x_0)) \geq c_* \|u\|^{n-2}\|u\|_F^{2n-2r},
\]

provided \( 2r \leq \xi \).

**Proof.** By taking advantage of (K2), (4.3) and the way \( E, F \) are chosen, we compute

\[
\mathcal{X}(u; E \cap B_r(x_0), F \cap B_r(x_0)) \geq \frac{\lambda}{2} \int_{E \cap B_r(x_0)} \int_{F \cap B_r(x_0)} \frac{|u(x) - u(y)|^2}{|x - y|^{n+2r}} \, dx \, dy
\]

\[
\geq \frac{\lambda(\theta_2 - \theta_1)^2}{2(2r)^{n+2r}} |E \cap B_r(x_0)| |F \cap B_r(x_0)|
\]

\[
\geq \frac{\lambda(\theta_2 - \theta_1)^2 c_r^2}{2^{n+1+2r}} \|u\|^{n-2}\|u\|_F^{2n-2r},
\]

if \( 2r \leq \xi \). This concludes the proof.

By combining this lemma with the density estimates of theorem 1.12, we obtain the next corollary, which in particular establishes (4.1) when \( s \in (0, 1/2) \).

**Corollary 4.4.** Let \( u : \mathbb{R}^n \to [-1, 1] \) be a minimizer of \( \mathcal{E} \) in \( B_R(x_0) \), for some \( x_0 \in \mathbb{R}^n \) and \( R > 0 \). If \( u(x_0) \in [-\theta_0, \theta_0] \), for some \( \theta_0 \in (0, 1) \), then there exists two constants \( c_2 \in (0, 1) \) and \( R_2 \geq 3 \), depending on \( \theta_0 \) and on universal quantities, for which

\[
\mathcal{X}(u; B_R(x_0), B_R(x_0)) \geq c_2 R^{n-2}\|u\|_F^{2n-2r},
\]

provided that \( R_2 \leq R \leq \xi \).

**Proof.** Apply lemma 4.3 with, say, \( r = R/2 \), \( \theta_1 = -1/2 \), \( \theta_2 = 1/2 \), \( E = \{u > 1/2\} \), \( F = \{u < -1/2\} \). Note that condition (4.3) is satisfied by virtue of theorem 1.12, provided that we take \( R \geq 2 \max\{R(1/2, \theta_0), R(-1/2, \theta_0)\} \).

In view of lemma 4.2 and corollary 4.4, we are only left to prove (4.1) in the case \( s = 1/2 \). This task is carried out in the following lemma, where we use the bound given in (4.4) repeatedly and at different scales, to gain the desired logarithmic correction (see also [CP16, lemma 6.7] for a similar computation in dimension \( n = 1 \); of course, the case \( n \geq 2 \) that we consider
Lemma 4.5. Assume $s = 1/2$. Let $u : \mathbb{R}^d \to [-1, 1]$ be a minimizer of $\mathcal{E}$ in $B_R(x_0)$, for some $x_0 \in \mathbb{R}^d$ and $R > 0$. If $u(x_0) \in [-\theta_0, \theta_0]$, for some $\theta_0 \in (0, 1)$, then there exist two constants $c_3 \in (0, 1)$ and $R_3 \geq 1$, depending on $\theta_0$ and on universal quantities, such that
\[
\mathcal{H}(u; B_R(x_0), B_R(x_0)) \geq c_3 R^{d-1} \log R,
\]  
provided $R_3 \leq R \leq \xi$.

Proof. Fix $R_3 \geq \max \{R(0, \theta_0), R(1/2, 0), R(-1/2, 0)\}$, with $R$ as given by theorem 1.12, and take $R \geq R_3$. Let $k$ be the largest integer such that $\sqrt{n}R_3 10^k \leq R$. Notice that, for this choice, we have $Q_{R,10^k}(x_0) \subset B_{R/2}(x_0)$ and
\[
R < \sqrt{n}R_3 10^{k+1}.
\]  
(4.6)

Note that we may suppose without loss of generality that $k \geq 2$, since otherwise (4.5) would immediately follow from corollary 4.4.

Let $\ell \in \{1, \ldots, k-1\}$. We claim that there exist two families of sets $\{E_i^{(\ell)}\}_{i=1}^{N_\ell}$, $\{F_i^{(\ell)}\}_{i=1}^{N_\ell} \subset B_R(x_0)$, such that $E_i^{(\ell)} \cap F_j^{(\ell)} = \emptyset$ for any $i \neq j$,
\[
\text{dist} \left( E_i^{(\ell)}, F_j^{(\ell)} \right) \geq \frac{R_3}{2} 10^\ell,
\]
\[
\mathcal{H}(u; E_i^{(\ell)}, F_j^{(\ell)}) \geq c_0 10^{\ell(n-1)},
\]
(4.7)  
(4.8)

for any $i$, and $N_\ell \geq c_0 10^{(k-\ell)(n-1)}$, for some constant $c_0 \in (0, 1)$ independent of $k$, $\ell$ and $i$.

To prove the claim, we first use theorem 1.12 to deduce that
\[
\min \left\{ |\{u > 0\} \cap Q_{R,10^k}(x_0)|, |\{u < 0\} \cap Q_{R,10^k}(x_0)| \right\} \geq c_2 10^{ak},
\]
for some $c_2 \in (0, 1)$ independent of $k$. Then, corollary 2.4 yields the existence of a family $\{Q_i^{(\ell)}\}_{i=1}^{N_\ell} \subset B_R(x_0)$ of $N_\ell$ non-overlapping cubes with sides of length $R_3 10^\ell$, each centered at a point at which $u$ vanishes and such that $N_\ell \geq c_4 10^{(k-\ell)(n-1)}$, for some $c_4 \in (0, 1)$ independent of $k$ and $\ell$.

For any $i$, denote with $B_i^{(\ell)} \subset Q_i^{(\ell)}$ the ball of radius $R_3 10^{\ell}/2$ concentric to $Q_i^{(\ell)}$. Then, consider another ball $\tilde{B}_i^{(\ell)} \subset B_{R,x_0}(x)$ of radius $R_3 10^{\ell}/2$ and centered at any point at distance $2R_3 10^\ell$ from the center of $B_i^{(\ell)}$. It holds that either
\[
(i) \, \tilde{B}_i^{(\ell)} \subset \{u > 0\}, \text{ or}
\]
\[
(ii) \, \tilde{B}_i^{(\ell)} \subset \{u < 0\}, \text{ or}
\]
\[
(iii) u(\bar{x}) = 0 \text{ at some point } \bar{x} \in \tilde{B}_i^{(\ell)}.
\]

In case (i) we set $E_i^{(\ell)} := \{u < -1/2\} \cap B_i^{(\ell)}$, while in case (ii), $E_i^{(\ell)} := \{u > 1/2\} \cap \tilde{B}_i^{(\ell)}$; in both cases we set $F_i^{(\ell)} := \tilde{B}_i^{(\ell)}$. On the other hand, in case (iii) we slightly translate $\tilde{B}_i^{(\ell)}$ (along a vector of length at most $R_3 10^{\ell}/2$) to make it centered at $\bar{x}$ and set...
\[ E^f_i := \{ u < -1/2 \} \cap B^f_i \]
and
\[ F^f_i := \{ u > 1/2 \} \cap \tilde{B}^f_i. \]

In any case, we employ lemma 4.3 in combination with theorem 1.12 to see that (4.8) is true. Inequalities (4.7) also hold by construction.

The claim is therefore proved. In view of this,
\[
\left( E^f_i \times F^f_i \right) \cap \left( E^m_j \times F^m_j \right) = \emptyset,
\]
for any \( i \in \{1, \ldots, N_k \}, j \in \{1, \ldots, N_m \} \) and \( \ell, m \in \{1, \ldots, k-1 \} \) such that \( (i, \ell) \neq (j, m) \). Accordingly, we can sum up each contribution coming from (4.8) and obtain that
\[
\mathcal{K}(u; B_R(x_0), B_R(x_0)) \geq \sum_{\ell=1}^{k-1} \sum_{i=1}^{N_\ell} \mathcal{K}(u; E^f_i, F^f_i) \geq c_o \sum_{\ell=1}^{k-1} N_\ell 10^{f(n-1)}
\geq c_o^2 \sum_{\ell=1}^{k-1} 10^{f(n-1)} \geq \frac{c_o^2}{2} 10^{f(n-1)k}. \]

Recalling now (4.6) and possibly enlarging \( R_3 \), estimate (4.5) plainly follows. \( \square \)

The proof of proposition 4.1 (and, consequently, of theorem 1.13) is therefore concluded.

As a consequence of proposition 4.1, we deduce a clean ball condition for the sub- and superlevel sets of the minimizers of \( \mathcal{E}^0 \), that improves theorem 1.12.

**Proposition 4.6.** Let \( u : \mathbb{R}^n \to [-1, 1] \) be a minimizer of \( \mathcal{E} \) in \( B_R(x_0) \), for some \( x_0 \in \mathbb{R}^n \) and \( R > 0 \). Fix \( \theta, \theta_0 \in (0, 0) \) and a parameter \( \delta \in (0, 1] \). If \( u(x_0) \in [-\theta, \theta_0] \), then there exists two constants \( \kappa \in (0, 1], \tilde{R} > 0 \) and two points \( z_1, z_2 \in \mathbb{R}^n \) such that
\[
B_{\kappa R}(z_1) \subseteq \{ u > \theta \} \cap B_R(x_0) \quad \text{and} \quad B_{\kappa R}(z_2) \subseteq \{ u < -\theta \} \cap B_R(x_0), \quad (4.9)
\]
provided \( R \geq \tilde{R} \) and \( \delta R \leq \xi \). The constants \( \kappa \) and \( \tilde{R} \) only depend on \( \delta, \theta, \theta_0 \) and on universal quantities.

**Proof.** We restrict ourselves to the proof of the first inclusion in (4.9), the other one being completely analogous.

Set \( \kappa := 1/(2\sqrt{n}) \), for some \( N \in \mathbb{N} \) to be later determined. Let \( Q \) be a cube centered at \( x_0 \), of sides \( R/\sqrt{n} \). By construction, \( Q \subset B_{R/2}(x_0) \). Subdivide \( Q \) into a family \( \{ Q_j \}_{j=1}^{N} \) of non-overlapping cubes of sides \( R/(\sqrt{n}) = 2\kappa R \) parallel to those of \( Q \).

Let \( \mathcal{Q} \) be the family of cubes \( \mathcal{Q} \), having non-empty intersection with the level set \( \{ u > \theta \} \) and denote with \( \tilde{N} \in \mathbb{N} \) the cardinality of \( \mathcal{Q} \). We relabel the cubes belonging to \( \mathcal{Q} \) in such a way that
\[
\mathcal{Q} = \{ \tilde{Q}_j : j = 1, \ldots, \tilde{N} \}. \]

We claim that there exist two constants \( \tilde{R} > 0 \) and \( \tilde{c} \in (0, 1) \), depending on \( \theta, \theta_0 \) and on universal quantities, such that
\[
\tilde{N} \geq \tilde{c} N^n, \quad (4.10)
\]
provided
To see this, we consider the ball $\tilde{B} = B_{R}(x_0) \subset Q$ and we apply to it the density estimate (1.13). Setting $\tilde{R} := 2\sqrt{n}R$, with $R = R(\theta, -\theta_0)$ as in theorem 1.12, by (4.11) we compute

$$\tilde{c}\left(\frac{R}{\sqrt{n}}\right)^n \leq \left|\{u > \theta\} \cap \tilde{B}\right| = \sum_{j=1}^{\tilde{N}} \left|\tilde{Q}_j \cap \{u > \theta\} \cap \tilde{B}\right| \leq \sum_{j=1}^{\tilde{N}} \left|\tilde{Q}_j\right| = \tilde{N} \left(\frac{R}{\sqrt{n}N}\right)^n,$$

which leads to (4.10).

Now, either

(i) there exists $j = 1, \ldots, \tilde{N}$ such that $\tilde{Q}_j \cap \{u \leq \theta\} = \emptyset$, or

(ii) for any $j = 1, \ldots, \tilde{N}$, there exists $y_j \in \tilde{Q}_j$ at which $|u(y_j)| \leq \theta$.

We claim that the latter possibility cannot occur, at least if $N$ and $R$ are sufficiently large, in dependence of $\theta, \theta_0$ and universal quantities only. If this is the case, condition (i) would then be valid. By the way in which the family $Q$ is chosen and the continuity of $u$, we might then conclude that the first assertion in (4.9) holds true.

By contradiction, suppose (ii) to be in force. By reducing, if necessary, the number $\tilde{N}$ of cubes in $Q$ by a factor $3^n$ and changing the position of the $y_j$, we may assume without loss of generality that each $\tilde{Q}_j$ is centered at $y_j$. Let now $B^{(\delta)}_j \subset \tilde{Q}_j$ be the ball of radius $\delta R/(2\sqrt{n}N)$ centered at $y_j$. In view of (4.10) and proposition 4.1, we estimate

$$\mathcal{E}(u; B_{R}(x_0)) \geq \sum_{j=1}^{\tilde{N}} \left[\mathcal{E}(u; B^{(\delta)}_j, B^{(\delta)}_j) + \mathcal{P}(u; B^{(\delta)}_j)\right] \geq c_0\tilde{N} \left(\frac{\delta R}{2\sqrt{n}N}\right)^{n-1} \Psi_s\left(\frac{\delta R}{2\sqrt{n}N}\right) \geq c_1\tilde{N}\delta^n R^{-1} \Psi_s\left(\frac{\delta R}{N}\right),$$

for some $c_0, c_1 \in (0, 1)$ depending only on $\theta$ and on universal quantities. This is true provided

$$R_* \leq \frac{\delta R}{N} \leq 2\sqrt{n}\xi,$$

with $R_* \geq 1$ depending only on universal quantities and $\theta$. On the other hand, with the aid of proposition 1.11 we estimate

$$\mathcal{E}(u; B_{R}(x_0)) \leq C_2 R^{n-1} \Psi_s(R),$$

for some universal $C_2 \geq 1$, if

$$R \geq 3.$$
\[ N \leq \tilde{C}_\delta := \begin{cases} 
 C_2^\frac{1}{2} \delta^{1 - \frac{\alpha}{2}} & \text{if } s < 1/2, \\
 2C_\ast \delta^{1 - n} & \text{if } s = 1/2, \\
 C_\ast \delta^{1 - n} & \text{if } s > 1/2, 
 \end{cases} \quad \text{with } C_\ast := \frac{C_2}{c_1}, \quad (4.16) \]

under the further restriction
\[ \frac{N}{\delta} \leq \sqrt{\hat{R}}, \quad \text{when } s = 1/2. \quad (4.17) \]

But then we reached a contradiction, as we can choose \( N \) and \( \hat{R} \) in such a way that conditions (4.11), (4.13), (4.15) and (4.17) are satisfied, but not (4.16). For instance, we may take
\[ N := \lfloor \bar{C}_\delta \rfloor + 2 \quad \text{and} \quad \hat{R} := \left\{ 3, \tilde{R}, NR_*/\delta, (N/\delta)^2 \right\}, \]

and any \( R \geq \hat{R} \) such that \( \delta R/N \leq 2 \sqrt{\alpha} \).

\[ \square \]

5. Planelike minimizers of \( \beta \). Proof of theorem 1.4

After having established in proposition 4.6 the appropriate clean ball condition for our problem, the proof of theorem 1.4 follows now the strategy exploited in \([V04]\) and \([CV17]\). In particular, we shall follow the latter reference closely and only point out the most important differences in the argument.

First, we restrict to consider a periodicity \( \tau \) larger than a big constant \( \tau_0 \), chosen in dependence of \( \theta \) and universal quantities only. Note that this assumption does not harm the generality of our framework. Indeed, one can deal with a periodicity \( 1 \leq \tau \leq \tau_0 \) by scaling down and reducing it to the case of periodicity 1 treated in \([CV17]\). More specifically, we take \( \tau > \tau_0 \), with \( \tau_0 \) equal to twice the constant \( \hat{R} \) of proposition 4.6 (applied with \( \delta = 1/\sqrt{n} \) and \( \theta_0 = \theta \)).

We only consider the case of a rational direction \( \omega \in \tau Q \setminus \{0\} \) and a kernel \( K \) with rapid decay at infinity, i.e. that satisfies
\[ K(x, y) \leq \frac{\Lambda_0}{|x - y|^n + \beta} \quad \text{for a.a. } x, y \in \mathbb{R}^n \text{ such that } |x - y| \geq \rho_0, \text{ with } \beta > 1, \]

for some \( \Lambda_0, \rho_0 > 0 \). The general case can be then dealt with via approximation arguments analogous to those presented in Subsection 4.7 and section 5 of \([CV17]\), respectively.

Under these additional assumptions, for \( M > 0 \) we define the set of periodic, locally \( L^2 \) functions
\[ L^2_{\text{loc}}(\mathbb{R}^n) := \left\{ u \in L^2_{\text{loc}}(\mathbb{R}^n) : u \text{ is periodic with respect to } \sim \right\}, \]

the class of admissible functions
\[ A^M_\omega := \left\{ u \in L^2_{\text{loc}}(\mathbb{R}^n) : u(x) \geq \theta \text{ if } \omega \cdot x \leq 0 \text{ and } u(x) \leq -\theta \text{ if } \omega \cdot x \geq M \right\}, \]
the auxiliary functional
\[ \mathcal{F}_\omega(u) := \mathcal{K}(u; \mathbb{R}^n, \mathbb{R}^n) + \mathcal{P}(u; \mathbb{R}^n) \]
\[ = \frac{1}{2} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} |u(x) - u(y)|^2 K(x, y) \, dx \, dy + \int_{\mathbb{R}^n} W(x, u(x)) \, dx, \]
and the set of absolute minimizers
\[ \mathcal{M}_\omega^M := \left\{ u \in \mathcal{A}_\omega^M : \mathcal{F}_\omega(u) \leq \mathcal{F}_\omega(v) \text{ for all } v \in \mathcal{A}_\omega^M \right\}. \]

We have

**Proposition 5.1.** There exists a particular minimizer \( u_\omega^M \in \mathcal{M}_\omega^M \) that satisfies the following properties:

(i) \( u_\omega^M \) is the (unique) minimal minimizer of \( \mathcal{M}_\omega^M \), that is
\[ u_\omega^M(x) = \inf_{u \in \mathcal{M}_\omega^M} u(x) \text{ for a.a. } x \in \mathbb{R}^n; \]

at least in the sense of \([CV17, \text{definition 4.2.1}]\):

(ii) \( u_\omega^M \) is a minimizer of \( \mathcal{E} \) in every bounded open set \( \Omega \) compactly contained in the strip
\[ \mathcal{S}_\omega^M := \left\{ x \in \mathbb{R}^n : \omega \cdot x \in [0, M] \right\}; \]

(iii) \( u_\omega^M \) has the doubling property, i.e. it coincides with the minimal minimizers corresponding to the weaker equivalence relations \( \sim_m \) defined for any \( m \in \mathbb{N}^{n-1} \) by setting
\[ x \sim_m y \iff x - y \text{ belongs to the lattice generated by } m_1 \bar{z}_1, \ldots, m_{n-1} \bar{z}_{n-1}, \]

where \( \bar{z}_1, \ldots, \bar{z}_{n-1} \in \tau \mathbb{Z}^n \setminus \{0\} \) are vectors orthogonal to \( \omega \), forming a basis for the lattice induced by \( \sim \) (see \([CV17, \text{subsection 4.3}]\) for more details);

(iv) the superlevel [sublevel] sets of \( u_\omega^M \) enjoy the \( \tau \)-Birkhoff property with respect to direction \( \omega \) [\( -\omega \)], that is
\[ \{ \pm u_\omega^M > \eta \} + k \subseteq \{ \pm u_\omega^M > \eta \} \text{ for any } k \in \tau \mathbb{Z}^n \text{ such that } \pm \omega \cdot k \leq 0, \]
and
\[ \{ \pm u_\omega^M > \eta \} + k \supseteq \{ \pm u_\omega^M > \eta \} \text{ for any } k \in \tau \mathbb{Z}^n \text{ such that } \pm \omega \cdot k \geq 0, \]

for any \( \eta \in \mathbb{R} \).

Proposition 5.1 can be proved by repeating the arguments of \([CV17, \text{subsections 4.1–4.5}]\).

The differences are purely formal and are due to the fact that here the equivalence relation \( \sim \) is chosen coherently with the \( \tau \mathbb{Z}^n \)-periodicity of \( K \) and \( W \) (which were instead \( \mathbb{Z}^n \)-periodic in \([CV17]\)).

To conclude the proof of theorem 1.4, we now need to show that for large, universal values of \( M/|\omega|\tau \), the minimal minimizer \( u_\omega^M \) is unconstrained, i.e. that \( u_\omega^M \) is a minimizer for \( \mathcal{E} \) in any bounded open subset \( \Omega \) of \( \mathbb{R}^n \) (compare this with point (ii) of proposition 5.1). The essential step in this direction is given by

**Proposition 5.2.** There exists a constant \( M_0 > 0 \), depending only on \( \theta \) and on universal quantities, such that if \( M \geq M_0 |\omega|\tau \), then the superlevel set \( \{ u_\omega^M > -\theta \} \) is at least at distance \( \tau \) from the upper constraint \( \{ \omega \cdot x = M \} \) delimiting \( \mathcal{S}_\omega^M \).
Proof. First, we claim that

there exists a ball $B$ of radius $\sqrt{\tau}$ contained in $S^M_\omega$, such that $|u^M_\omega| > \theta$ on $B$.

(5.1)

if $M \geq M_0 |\omega| \tau$, for some $M_0 > 0$.

To prove claim (5.1), we fix $\bar{x} \in S^M_\omega$ in such a way that $\omega \cdot \bar{x} = M/2$. Consider the ball $B_\sqrt{\tau}(\bar{x})$, which is itself contained in $S^M_\omega$, provided $M > 2\sqrt{\tau} |\omega| \tau$. Now, either

(i) $|u^M_\omega| > \theta$ on $B_\sqrt{\tau}(\bar{x})$, or
(ii) there exists $x_0 \in B_\sqrt{\tau}(\bar{x})$ at which $|u^M_\omega(x_0)| \leq \theta$.

In case (i), we clearly have a ball $B$ as desired, and (5.1) follows. Thus, we suppose that (ii) is valid.

Consider a large ball $B_R(x_0)$, for $R > 0$, and observe that $B_R(x_0) \subset S^M_\omega$, if we take $M \geq 4(\sqrt{\tau} + R)|\omega|$. Observe that, by point (ii) of proposition 5.1, $u^M_\omega$ is a minimizer of $\mathcal{E}$ in $B_R(x_0)$. Therefore, we may apply proposition 4.6 (with $\delta = 1/\sqrt{n}$ and $\theta_0 = \theta$) to find a ball $\hat{B} \subset B_R(x_0)$ of radius $\kappa R$, $\kappa \in (0, 1]$, on which, say, $u^M_\omega < -\theta$, provided $R \geq \hat{R}$ and $\kappa R \leq \sqrt{\tau}$. By choosing exactly $\kappa R = \sqrt{\tau}$ we are led once again to (5.1), at least if $M \geq 4\sqrt{\tau}(1 + \kappa^{-1})|\omega| \tau$.

Claim (5.1) being proved, the rest of the proof follows in a more or less straightforward way. In view of the continuity of $u^M_\omega$ (see e.g. [C17, section 2] or [CV17]), we see that either $u^M_\omega > \theta$ or $u^M_\omega < -\theta$ on $B$. By a general result on Birkhoff sets (an appropriately scaled version of [CV17, proposition 4.5.2], for instance) and point (iv) of proposition 5.1, it then follows that either $u^M_\omega > \theta$ on a half-space of the form $\{\omega \cdot x < t_1\}$, with $t_1 > \sqrt{\tau} |\omega| \tau$, or that $u^M_\omega < -\theta$ on a half-space of the form $\{\omega \cdot x > t_2\}$, with $t_2 < M - \sqrt{\tau} |\omega| \tau$. As it is not hard to see, the former possibility leads to a contradiction, $u^M_\omega$ being the minimal minimizer. Consequently, the latter conclusion is true and the proposition is proved.

Thanks to proposition 5.2, we see that $u^M_\omega$ starts attaining values smaller than $-\theta$ well before meeting the upper constraint, once $M$ is chosen sufficiently large (in relation to $\tau$ and $|\omega|$). By this fact and the minimality properties of $u^M_\omega$, it is not hard to see that the following stronger statement holds true.

Proposition 5.3. Let $M \geq M_0 |\omega| \tau$, with $M_0$ as in proposition 5.2. Then, $u^M_\omega = u^{M+a}_\omega$, for any $a \geq 0$.

We refer to the arguments of [CV17, corollary 4.6.2] for a detailed proof of this result.

We remark that the above proposition shows in particular that $u^M_\omega$ is a minimizer of $\mathcal{E}$ in each bounded subset of the half-space $\{\omega \cdot x > 0\}$ (recall point (ii) of proposition 5.1). By exploiting another time the fact that $u^M_\omega$ is a minimal minimizer, it can be proved that its minimizing properties do not stop at the lower constraint $\{\omega \cdot x = 0\}$, but in fact extend to the whole space $\mathbb{R}^n$. We refer once again to the arguments displayed in [CV17, subsection 4.6] for more details on this.

Consequently, $u^M_\omega$ is a class A minimizer and the proof of theorem 1.4 is concluded.
6. The $\Gamma'$-convergence result. Proof of proposition 1.8

The proof is an obvious modification of the argument contained in [SV12, section 2]. We report it here for the sake of completeness.

We first establish the $\Gamma'$-liminf inequality claimed in (i). To this aim, note that we may assume

$$\ell := \liminf_{\varepsilon \to 0^+} \varepsilon \mathcal{E}_\varepsilon(u; \Omega) < +\infty.$$ 

Let $u_{\varepsilon_j}$ be a subsequence attaining the liminf above. Up to extracting a further subsequence, we may also assume that $u_{\varepsilon_j}$ converges to $u$ a.e. in $\mathbb{R}^n$. In view of this,

$$\lim_{j \to +\infty} \frac{1}{\varepsilon_j^2} \int_{\Omega} \mathcal{W}(x, u_{\varepsilon_j}(x)) \, dx \leq \ell,$$

that is, by the continuity of $\mathcal{W}$ and Fatou’s lemma,

$$\int_{\Omega} \mathcal{W}(x, u(x)) \, dx = \lim_{j \to +\infty} \int_{\Omega} \mathcal{W}(x, u_{\varepsilon_j}(x)) \, dx = 0.$$

By (W2), we then deduce that $u$ only takes the values 1 and $-1$ and, hence, may be written in $\Omega$ as $u = \chi_E - \chi_{\mathbb{R}^n \setminus E}$, for some measurable set $E$. Accordingly, using again Fatou’s lemma,

$$\mathcal{G}(u; \Omega) = \mathcal{K}(u; \Omega) \leq \lim_{j \to +\infty} \mathcal{K}(u_{\varepsilon_j}; \Omega) \leq \ell,$$

and the inequality in (i) holds true.

On the other hand, the proof of (ii) is almost immediate. We simply select $u_{\varepsilon} = u$ as recovery sequence. Of course we may restrict ourselves to suppose $\mathcal{G}(u; \Omega) < +\infty$ and consequently deduce that $u = \chi_E - \chi_{\mathbb{R}^n \setminus E}$ in $\Omega$, for some measurable set $E$. As, by (W1), $W(x, u(x)) = 0$ for a.a. $x \in \Omega$, we get

$$\mathcal{G}(u; \Omega) = \mathcal{K}(u; \Omega) = \mathcal{E}_\varepsilon(u; \Omega) = \mathcal{E}_\varepsilon(u_{\varepsilon}; \Omega), \quad \text{for any } \varepsilon > 0,$$

and the thesis plainly follows.

The proof of proposition 1.8 is therefore concluded.

7. Planelike minimal surfaces for $\text{Per}_K$. Proof of theorem 1.10

In this conclusive section, we obtain planelike class A minimal surfaces for the $K$-perimeter as limits in $\varepsilon \to 0^+$ of the minimizers constructed in theorem 1.5. That is, we prove theorem 1.10.

Note that, in contrast with the previous sections, here we always consider $s \in (0, 1/2)$.

For the sake of clarity, we also stress that, while $K$ is obviously assumed throughout the section to satisfy the hypotheses explicitly stated in theorem 1.10, the functional $\mathcal{E}_\varepsilon$ that we often consider has to be intended as given by any $W$ fulfilling requirements (W1)–(W5).

As a first step towards the proof of theorem 1.5, we need to have uniform-in-\varepsilon versions of the density and energy estimates for the functional $\mathcal{E}_\varepsilon$. Such results are reported in the next two propositions.
**Proposition 7.1.** Let $\varepsilon \in (0, 1)$, $x_0 \in \mathbb{R}^n$ and $R \geq 3\varepsilon$. If $u_\varepsilon : \mathbb{R}^n \to [-1, 1]$ is a minimizer of $\mathcal{E}_\varepsilon$ in $B_{R+2\varepsilon}(x_0)$, then

$$\mathcal{E}_\varepsilon(u_\varepsilon; B_R(x_0)) \leq CR^{n-2}\varepsilon,$$

for some universal constant $C \geq 1$.

**Proposition 7.2.** Let $\varepsilon \in (0, 1)$, $x_0 \in \mathbb{R}^n$ and $R > 0$. Let $u_\varepsilon : \mathbb{R}^n \to [-1, 1]$ be a minimizer of $\mathcal{E}_\varepsilon$ in $B_R(x_0)$. Fix $\theta, \theta_0 \in (-1, 1)$. If $u_\varepsilon(x_0) \geq \theta_0$, then there exist two constants $c \in (0, 1)$, depending on universal quantities, and $R > 0$, that may also depend on $\theta$ and $\theta_0$, such that

$$|\{u_\varepsilon > \theta\} \cap B_R(x_0)| \geq cR^n,$$

provided $R \varepsilon \leq R \leq \varepsilon / 3$. Similarly, if $u_\varepsilon(x_0) \leq \theta_0$, then

$$|\{u_\varepsilon < \theta\} \cap B_R(x_0)| \geq cR^n,$$

provided $R \varepsilon \leq R \leq \varepsilon / 3$.

Both statements can be easily deduced from theorem 1.12 and proposition 1.11, respectively, by using $\varepsilon$-rescalings of the form (1.8).

Next is a simple remark on the convergence of sequences having equibounded energies.

**Lemma 7.3.** Let $\Omega \subset \mathbb{R}^n$ be an open bounded set with Lipschitz boundary and $\{\varepsilon_j\}$ an infinitesimal sequence of positive numbers. Let $\{u_j\} \subset X$ be a sequence of functions such that $\mathcal{E}_{\varepsilon_j}(u_j; \Omega)$ is bounded uniformly in $j$. Then, there exists a subsequence $\{j_k\}$ such that, as $k \to +\infty$,

$$u_{j_k} \rightharpoonup u := \chi_E - \chi_{\mathbb{R}^n \setminus E} \quad \text{in} \quad L^1(\Omega),$$

for some measurable set $E \subset \Omega$.

**Proof.** Recalling (K2) and the fact that $|u_j| \leq 1$, we estimate

$$[u_j^2]_{H^s(\Omega)} \leq \int_{\Omega} \left[ \frac{1}{\lambda} \int_{B_r(x)} |u_j(x) - u_j(y)|^2 \mathcal{K}(x, y) \, dy + 4 \int_{\mathbb{R}^n \setminus B_r(x)} \frac{dy}{|x - y|^{n+2s}} \right] \, dx \leq \frac{2}{\lambda} \mathcal{E}_{\varepsilon_j}(u_j; \Omega) + \frac{2n|B_r(\Omega)|}{s^{2s}}.$$

The equiboundedness of the energies allows us to apply e.g. [DPV12, corollary 7.2] and deduce the existence of a subsequence $u_{j_k}$ converging to some $u$ in $L^1(\Omega)$. Also, by using again the equiboundedness of $\{\mathcal{E}_{\varepsilon_j}(u_j; \Omega)\}$ and Fatou’s lemma, we have

$$\int_{\Omega} W(x, u(x)) \, dx \leq \liminf_{k \to +\infty} \int_{\Omega} W(x, u_{j_k}(x)) \, dx \leq \liminf_{k \to +\infty} \mathcal{E}_{\varepsilon_{j_k}}(u_{j_k}; \Omega) = 0.$$

By (W1), the function $u$ only takes values $1$ and $-1$, i.e. $u = \chi_E - \chi_{\mathbb{R}^n \setminus E}$, for some $E \subset \Omega$.

The following result ensures that the limit of a sequence of class A minimizers of $\mathcal{E}_{\varepsilon}$ is a class A minimizer of $\mathcal{G}$. Note that this does not immediately follow from proposition 1.8 as a
consequence of a standard application of the Fundamental theorem of Γ-convergence, since class A minimizers are not global minimizers on \( X \).

**Lemma 7.4.** Let \( \{ \varepsilon_j \} \) be an infinitesimal sequence of positive numbers. For any \( j \in \mathbb{N} \), let \( u_j \in X \) be a class A minimizer of \( \varepsilon_j \) and suppose that the sequence \( \{ u_j \} \) converges in \( X \) to \( u = \chi_E - \chi_{\mathbb{R}^n \setminus E} \) for some measurable set \( E \subseteq \mathbb{R}^n \), such that \( \mathcal{G}(u; \Omega) < +\infty \), for any bounded open \( \Omega \subseteq \mathbb{R}^n \). Then, \( u \) is a class A minimizer of \( \mathcal{G} \) or, equivalently, \( \partial E \) is a class A minimal surface for \( \partial \Omega \).

**Proof.** To prove the result it is enough to check that
\[
\mathcal{G}(u; B_R) \leq \mathcal{G}(v; B_R) \quad \text{for any } v \in X \text{ such that } v = u \text{ in } \mathbb{R}^n \setminus B_R \text{ and any } R > 0.
\]

Thus, fix \( R > 0 \) and consider any such \( v \). Let \( \{ v_j \} \) be the sequence converging to \( v \) in \( X \) given by proposition 1.8(ii). As we also know that \( \{ u_j \} \) converges to \( u \) in \( X \), proposition 1.8 yields
\[
\mathcal{G}(u; B_R) \leq \liminf_{j \to +\infty} \varepsilon_j(u_j; B_R) \quad \text{and} \quad \limsup_{j \to +\infty} \varepsilon_j(v_j; B_R) \leq \mathcal{G}(v; B_R). \tag{7.1}
\]

For any \( j \in \mathbb{N} \), we set
\[
\bar{v}_j := \begin{cases} v_j & \text{in } B_R \\ u_j & \text{in } \mathbb{R}^n \setminus B_R \end{cases}.
\]

Observe that \( \bar{v}_j = u_j \) outside of \( B_R \), so that, by the minimality of \( u_j \),
\[
\varepsilon_j(u_j; B_R) \leq \varepsilon_j(\bar{v}_j; B_R). \tag{7.2}
\]

Define, for \( y \in \mathbb{R}^n \setminus B_R \),
\[
\Phi(y) := \int_{B_R} \frac{dx}{|x - y|^{n+2s}}. \tag{7.3}
\]

Note that
\[
\Phi \in L^1(\mathbb{R}^n \setminus B_R). \tag{7.4}
\]

Indeed,
\[
\int_{\mathbb{R}^n \setminus B_R} |\Phi(y)| \, dy = \int_{B_R} \left[ \int_{\mathbb{R}^n \setminus B_R} \frac{dy}{|x - y|^{n+2s}} \right] \, dx \leq \int_{B_R} \left[ \int_{\mathbb{R}^n \setminus B_R} \frac{dy}{|x - y|^{n+2s}} \right] \, dx
\]
\[
= \frac{n|B_1|}{2s} \int_{B_R} \frac{dx}{(R - |x|)^{2s}} \leq \frac{n|B_1|R^{n-1}}{2s} \int_0^R \frac{d\rho}{(R - \rho)^{2s}} \leq \frac{n|B_1|R^{n-2s}}{2s(1 - 2s)} < +\infty,
\]
as \( s < 1/2 \). For \( x \in B_R \) and \( y \in \mathbb{R}^n \setminus B_R \), we then compute
\[
||\bar{v}_j(x) - \bar{v}_j(y)||^2 - |v_j(x) - v_j(y)|^2 = ||v_j(x) - u_j(y)||^2 - |v_j(x) - v_j(y)|^2
\]
\[
= 2|v_j(x) - u_j(y)| \cdot |v_j(y) - u_j(y)| \leq 4 |v_j(y) - u_j(y)|.
\]
Hence, recalling the definition of \( \tilde{v}_j \) and \( (K2) \) we get
\[
\lim_{j \to +\infty} \left| \mathcal{E}_{\varepsilon_j}(\tilde{v}_j; B_R) - \mathcal{E}_{\varepsilon_j}(v_{\varepsilon_j}; B_R) \right|
= 2 \lim_{j \to +\infty} \left| \mathcal{X}(\tilde{v}_j; B_R, \mathbb{R}^n \setminus B_R) - \mathcal{X}(v_{\varepsilon_j}; B_R, \mathbb{R}^n \setminus B_R) \right|
\leq \lim_{j \to +\infty} \int_{B_R} \int_{\mathbb{R}^n \setminus B_R} \left( |\tilde{v}_j(x) - \tilde{v}_j(y)|^2 - |v_{\varepsilon_j}(x) - v_{\varepsilon_j}(y)|^2 \right) K(x, y) \, dy \, dx
\leq 4A \lim_{j \to +\infty} \int_{\mathbb{R}^n \setminus B_R} |v_{\varepsilon_j}(y) - u_j(y)| \Phi(y) \, dy
= 0,
\tag{7.5}
\]
where the last limit vanishes in view of Lebesgue’s dominated convergence theorem, as both \( v_{\varepsilon_j} \) and \( u_j \) converge to \( u \) a.e. in \( \mathbb{R}^n \setminus B_R \) and \( (7.4) \) holds true.

By putting together \((7.1)\), \((7.2)\) and \((7.5)\), we obtain
\[
\mathcal{G}(u; B_R) \leq \liminf_{j \to +\infty} \mathcal{E}_{\varepsilon_j}(u_j; B_R) \leq \liminf_{j \to +\infty} \mathcal{E}_{\varepsilon_j}(\tilde{v}_j; B_R) \leq \limsup_{j \to +\infty} \mathcal{E}_{\varepsilon_j}(v_{\varepsilon_j}; B_R) + \lim_{j \to +\infty} \left[ \mathcal{E}_{\varepsilon_j}(\tilde{v}_j; B_R) - \mathcal{E}_{\varepsilon_j}(v_{\varepsilon_j}; B_R) \right] \leq \mathcal{G}(v; B_R),
\]
and the thesis follows. \( \square \)

Analogously, the limit of class A minimal surfaces for the \( K \)-perimeter is itself a class A minimal surface.

**Lemma 7.5.** For any \( k \in \mathbb{N} \), let \( \partial E_k \) be a class A minimal surface for \( \text{Per}_K \) and suppose that the sequence \( \{E_k\} \) converges in \( \mathcal{X} \) to a set \( E \subset \mathbb{R}^n \), such that \( \text{Per}_K(E, \Omega) < +\infty \), for any bounded open \( \Omega \subset \mathbb{R}^n \). Then, \( \partial E \) is a class A minimal surface for \( \text{Per}_K \).

**Proof.** The proof of this result is quite similar to that of lemma 7.4.

By possibly passing to a subsequence, we may suppose that \( \chi_{E_k} \to \chi_E \) a.e. in \( \mathbb{R}^n \).

Given any \( R > 0 \), we need to prove that
\[
\text{Per}_K(E; B_R) \leq \text{Per}_K(F; B_R) \quad \text{for any set } F \text{ such that } F \setminus B_R = E \setminus B_R. \tag{7.6}
\]

Given such a \( F \), we set \( F_k := (F \cap B_R) \cup (E_k \setminus B_R) \). Since \( F_k \setminus B_R = E_k \setminus B_R \), we know that
\[
\text{Per}_K(E_k; B_R) \leq \text{Per}_K(F_k; B_R). \tag{7.7}
\]

Also, thanks to representation \((1.10)\) and Fatou’s lemma, it easily follows that
\[
\text{Per}_K(E; B_R) \leq \liminf_{k \to +\infty} \text{Per}_K(E_k; B_R). \tag{7.8}
\]

Observe now that
\[
\text{Per}_K(F_k; B_R) - \text{Per}_K(F; B_R) = L_K(F \cap B_R, \mathbb{R}^n \setminus (E_k \cup B_R)) - L_K(F \cap B_R, \mathbb{R}^n \setminus (E \cup B_R)) + L_K(E_k \setminus B_R, B_R \setminus F) - L_K(E \setminus B_R, B_R \setminus F).
\]
As
\[ |\mathcal{L}_K(F \cap B_R, \mathbb{R}^n \setminus (E_k \cup B_R)) - \mathcal{L}_K(F \cap B_R, \mathbb{R}^n \setminus (E \cup B_R))| \leq \mathcal{L}_K((E_k \Delta E) \setminus B_R, F \cap B_R), \]
and
\[ |\mathcal{L}_K(E_k \setminus B_R, B_R \setminus F) - \mathcal{L}_K(E \setminus B_R, B_R \setminus F)| \leq \mathcal{L}_K((E_k \Delta E) \setminus B_R, B_R \setminus F), \]
we may compute
\[ |\text{Per}_K(F_k; B_R) - \text{Per}_K(F; B_R)| \leq \mathcal{L}_K((E_k \Delta E) \setminus B_R, B_R) = \int_{\mathbb{R}^n \setminus B_R} \chi_{E_k \Delta E}(y) \Phi(y) \, dy, \]
where \( \Phi \in L^1(\mathbb{R}^n \setminus B_R) \) is the function defined in (7.3). Since \( \chi_{E_k \Delta E} \to 0 \) a.e. in \( \mathbb{R}^n \), using Lebesgue’s dominated convergence theorem we deduce that
\[ \lim_{k \to +\infty} \text{Per}_K(F_k; B_R) = \text{Per}_K(F; B_R). \]
Consequently, by this, (7.7) and (7.8), we conclude that
\[ \text{Per}_K(E; B_R) \leq \liminf_{k \to +\infty} \text{Per}_K(E_k; B_R) \leq \lim_{k \to +\infty} \text{Per}_K(F_k; B_R) \leq \text{Per}_K(F; B_R), \]
that is (7.6).

With all these preliminary results at hand, we may now prove the main proposition of the section. Observe that, as a consequence of it, we deduce the validity theorem 1.10, at least for the case of \( \omega \in \tau \mathbb{Q}^n \setminus \{0\} \).

**Proposition 7.6.** Let \( \theta \in (0, 1) \) and \( \omega \in \mathbb{R}^n \setminus \{0\} \) be fixed. For \( \varepsilon > 0 \), let \( u_\varepsilon \) be the class \( A \) minimizer of \( \delta_\varepsilon \) associated to \( \theta \) and \( \omega \), constructed in theorem 1.5. Then, there exists an infinitesimal sequence \( \{\varepsilon_j\} \) of positive numbers such that

(i) \( u_\varepsilon \) converges in \( X \) to a function \( u = \chi_E - \chi_{\mathbb{R}^n \setminus E} \) for some measurable set \( E \subset \mathbb{R}^n \);

(ii) for any \( \eta \in (0, 1) \), the set \( \{u_\varepsilon\} \leq \eta \} \) converges locally uniformly to \( \partial E \);

(iii) \( \partial E \) is a class \( A \) minimal surface for \( \text{Per}_K \) and, for any bounded set \( \Omega \subset \mathbb{R}^n \),
\[ \text{Per}_K(E; \Omega) \leq C_\Omega, \]
where \( C_\Omega > 0 \) is a constant depending only on \( \Omega \) and universal quantities;

(iv) there exists a universal constant \( c \in (0, 1) \) such that, given any point \( x_0 \in \partial E \),
\[ |E \cap B_R(x_0)| \geq cR^\alpha \quad \text{and} \quad |B_R(x_0) \setminus E| \geq cR^\alpha, \]
for any \( 0 < R < \xi \);

(v) the inclusions
\[ \left\{ x \in \mathbb{R}^n : \frac{\omega}{|\omega|} \cdot x < 0 \right\} \subset E \subset \left\{ x \in \mathbb{R}^n : \frac{\omega}{|\omega|} \cdot x \leq \tau M_0 \right\}, \]
hold true, where \( M_0 > 0 \) is the constant found in theorem 1.5;

(vi) if \( \omega \in \tau \mathbb{Q}^n \setminus \{0\} \), then \( \partial E \) is periodic with respect to \( -\tau, \omega \).
Proof. Let \( \{R_k\} \) be an increasing sequence of positive numbers that diverges to \( +\infty \), and \( \{\varepsilon_j\} \) an infinitesimal sequence of positive numbers. Thanks to proposition 7.1, for any \( k \in \mathbb{N} \) there exists a constant \( C_k > 0 \) such that

\[
\varepsilon_j(u_{\varepsilon_j}; B_{R_k}) \leq C_k \quad \text{for any } j \in \mathbb{N}.
\]

Then, after a standard diagonal argument and repeated applications of lemma 7.3, it is easy to see that a subsequence of \( \{u_{\varepsilon_j}\} \) (that we label in the same way) converges in \( \mathcal{X} \) and pointwise a.e. in \( \mathbb{R}^n \) to a function \( u = \chi_E - \chi_{\mathbb{R}^n \setminus E} \), for some measurable set \( E \subseteq \mathbb{R}^n \). Moreover, given any bounded set \( \Omega \subset \mathbb{R}^n \), we may select a sufficiently large \( k \in \mathbb{N} \) so that \( \Omega \subseteq B_{R_k} \) and hence by proposition 1.8(i),

\[
4\text{Per}_k(E; \Omega) = \mathcal{G}(u; \Omega) \leq \mathcal{G}(u; B_{R_k}) \leq \liminf_{j \to +\infty} \varepsilon_j(u_{\varepsilon_j}; B_{R_k}) \leq C_k < +\infty.
\]

Consequently, lemma 7.4 ensures that \( \partial E \) is a class \( A \) minimal surface for \( \text{Per}_k \). Also, when \( \omega \in \tau \mathbb{Q}^n \setminus \{0\} \), then \( \partial E \) clearly inherits the periodicity properties shared by each element of the approximating sequence \( \{u_{\varepsilon_j}\} \). We have therefore showed that (i), (iii) and (vi) hold true.

Concerning (v), observe that, by theorem 1.5, we may assume without loss of generality that \( u_{\varepsilon_j} \geq \theta > 0 \) on \( \{\omega \cdot x \leq 0\} \). Accordingly,

\[
u(x) = \lim_{j \to +\infty} u_{\varepsilon_j}(x) \geq \theta > 0 \quad \text{for a.a. } x \text{ such that } \omega \cdot x \leq 0.
\]

As \( u \) only attains the values 1 and \(-1\), we conclude that, up to changing \( u \) on a negligible set, it holds \( u = 1 \) on \( \{\omega \cdot x < 0\} \). Similarly, one shows that \( u = -1 \) on \( \{\omega \cdot x \geq \tau M_0|\omega|\} \) and (v) readily follows.

Now we deal with the proof of (ii). We argue by contradiction and suppose that there exist a compact set \( K \subset \mathbb{R}^n \), a value \( \delta \in (0, \xi) \) and a sequence of points \( \{x_j\} \subset K \), such that \( |u_{\varepsilon_j}(x_j)| \leq \eta \) and \( B_\delta(x_j) \subset E \). Up to a subsequence, \( \{x_j\} \) converges to some point \( x_0 \in K \), with \( B_{\delta/2}(x_0) \subset E \). That is,

\[
|B_{\delta/2}| = \int_{B_{\delta/2}(x_0)} u(x) \, dx = \lim_{j \to +\infty} \int_{B_{\delta/2}(x_0)} u_{\varepsilon_j}(x) \, dx \leq \left(1 - \frac{\xi}{2}\right) |B_{\delta/2}|.
\]

By proposition 7.2, for any large enough \( j \) we have

\[
\left|\{u_{\varepsilon_j} < -1/2\} \cap B_{\delta/2}(x_0)\right| \geq \left|\{u_{\varepsilon_j} < -1/2\} \cap B_{\delta/4}(x_j)\right| \geq c |B_{\delta/2}|,
\]

for some \( c \in (0, 1) \) independent of \( j \). Accordingly,

\[
\int_{B_{\delta/2}(x_0)} u_{\varepsilon_j}(x) \, dx = \int_{\{u_{\varepsilon_j} < -1/2\} \cap B_{\delta/2}(x_0)} u_{\varepsilon_j}(x) \, dx + \int_{\{u_{\varepsilon_j} < -1/2\} \cap B_{\delta/2}(x_0)} u_{\varepsilon_j}(x) \, dx
\]

\[
\leq -\frac{1}{2} \left|\{u_{\varepsilon_j} < -1/2\} \cap B_{\delta/2}(x_0)\right| + \left|\{u_{\varepsilon_j} > -1/2\} \cap B_{\delta/2}(x_0)\right|
\]

\[
\leq \left(1 - \frac{c}{2}\right) |B_{\delta/2}|.
\]

But then, taking advantage of this, (7.9) and the fact that \( u_{\varepsilon_j} \to u \) in \( L^1(B_{\delta/2}(x_0)) \), we get

\[
|B_{\delta/2}| = \int_{B_{\delta/2}(x_0)} u(x) \, dx = \lim_{j \to +\infty} \int_{B_{\delta/2}(x_0)} u_{\varepsilon_j}(x) \, dx \leq \left(1 - \frac{\xi}{2}\right) |B_{\delta/2}|.
\]
which is a contradiction. Hence, (ii) holds true.

Finally, we show the validity of the density estimates stated in (iv). By the uniform convergence result of item (ii), we infer the existence of a sequence of points \( \{x_j\} \subset B_{R/2}(x_0) \) at which \( |u_{\varepsilon_j}(x_j)| \leq 1/2 \). Proposition 7.2 then ensures that

\[
\left| \{u_{\varepsilon_j} > 0 \} \cap B_R(x_0) \right| \geq \left| \{u_{\varepsilon_j} > 0 \} \cap B_{R/3}(x_j) \right| \geq c R^n,
\]

for some universal constant \( c \in (0, 1) \). As, by point (i), \( u_{\varepsilon_j} \to u \) a.e. in \( \mathbb{R}^n \), making use of lemma 2.5 we obtain

\[
|E \cap B_R(x_0)| = \lim_{j \to +\infty} \left| \{u_{\varepsilon_j} > 0 \} \cap B_R(x_0) \right| \geq c R^n.
\]

Similarly, one checks the validity of the estimate for the complement of \( E \).

To complete the proof of theorem 1.10 we now only need to deal with directions \( \omega \in \mathbb{R}^n \setminus \tau \mathbb{Q}^n \). This is done in the following proposition, via an approximation argument.

**Proposition 7.7.** Let \( \omega \in \mathbb{R}^n \setminus \tau \mathbb{Q}^n \). Then, there exists a class A minimal surface \( \partial E \) for \( \text{Per}_K \), such that

\[
\left\{ x \in \mathbb{R}^n : \frac{\omega}{|\omega|} \cdot x < 0 \right\} \subset E \subset \left\{ x \in \mathbb{R}^n : \frac{\omega}{|\omega|} \cdot x \leq \tau M_0 \right\}.
\]

Moreover, there exists a sequence \( \{\omega_k\} \subset \tau \mathbb{Q}^n \setminus \{0\} \) such that \( \omega_k \to \omega \) and, denoting by \( \partial E_k \) the class A minimal surface for \( \text{Per}_K \) associated with \( \omega_k \) given by proposition 7.6, it holds \( E_k \to E \) in \( L^1_{\text{loc}}(\mathbb{R}^n) \) and \( \partial E_k \to \partial E \) locally uniformly in \( \mathbb{R}^n \).

**Proof.** As a preliminary observation, notice that, if \( u = \chi_A - \chi_{\mathbb{R}^n \setminus A} \), for some measurable \( A \subseteq \mathbb{R}^n \), then

\[
\text{Per}_K(A; \Omega) = \frac{1}{4} \varepsilon \delta(\varepsilon; \Omega),
\]

for any \( \varepsilon > 0 \) and any bounded set \( \Omega \subset \mathbb{R}^n \).

Let now \( \{\omega_k\} \subset \tau \mathbb{Q}^n \setminus \{0\} \) be any sequence converging to \( \omega \) and denote with \( \partial E_k \) the corresponding class A minimal surface constructed in proposition 7.6. Let \( \{R_i\} \) be any monotone sequence of positive numbers, diverging to \( +\infty \) and \( \{\varepsilon_k\} \) be any infinitesimal sequence. Then, by proposition 7.6 (iii),

\[
\text{Per}_K(\chi_{\Omega_k} = \chi_{\mathbb{R}^n \setminus \Omega_k}, B_{R_k}) = 4 \text{Per}_K(E_k; B_{R_k}) \leq C_i,
\]

for some constant \( C_i > 0 \) that only depends on \( i \) and universal quantities. Consequently, with the aid of lemma 7.3 and a diagonal argument analogous to that presented in the proof of proposition 7.6, we obtain that, up to a subsequence, \( E_k \) converges in \( L^1_{\text{loc}}(\mathbb{R}^n) \) and pointwise a.e. in \( \mathbb{R}^n \) to some measurable \( E \subseteq \mathbb{R}^n \). The inclusions in (7.10) then readily follow from the analogous ones obtained in proposition 7.6 (iv) for each \( E_k \). Moreover, using Fatou’s lemma it is immediate to check that the \( K \)-perimeter of \( E \) in any compact set is finite. Hence, by lemma 7.5, the set \( \partial E \) is a class A minimal surface for \( \text{Per}_K \).

We are therefore only left to show the locally uniform convergence of \( \partial E_k \) to \( \partial E \). The argument is similar to the one adopted in the proof of proposition 7.6 (ii). Suppose by contradiction that there exist a compact set \( K \), a number \( \delta \in (0, \xi) \) and a sequence of points \( \{x_k\} \) such that \( x_k \in \partial E_k \cap K \) and \( B_\delta(x_k) \cap E = \emptyset \). Up to a subsequence, we see that \( x_k \to x_0 \), for some \( x_0 \in K \), and
In view of proposition 7.6, there exists a universal constant \( c \in (0, 1) \) for which

\[
|E_k \cap B_{\delta/2}(x_0)| \geq |E_k \cap B_{\delta/4}(x_k)| \geq c,
\]

for any \( k \in \mathbb{N} \) sufficiently large. By the \( L^1_{loc} \) convergence of the \( E_k \)'s, we then have that

\[
|E \cap B_{\delta/2}(x_0)| = \lim_{k \to +\infty} |E_k \cap B_{\delta/2}(x_0)| \geq |E_k \cap B_{\delta/4}(x_k)| \geq c,
\]

in contradiction with (7.11). The proof of the proposition is thus complete. \( \square \)
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