A tale of five stories: Defence spending and economic growth in NATO’s countries
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Abstract

This article examines the relationship between defence expenditure and its impact on the growth of NATO’s countries between 2005 and 2018. The aim is to determine if this relation exists and to test if it is possible to discover different models across the countries. The results obtained using the Arellano–Bond estimator, suggest that there is more than one model, and confirm, through the poolability test, the existence of five different groups of countries within the Alliance, with different impacts of the defence expenditure on their gross domestic product. These findings are in line with the review of existing literature that reveals heterogeneity in the results due to different parameters used.

1. Introduction

In the US 2016 electoral process, President Donald Trump already affirmed that the NATO was an obsolete institution, even considering it a relic of the Cold War, noting that “we’re dealing with NATO from days of the Soviet Union, which no longer exist (…)” [1]. He has called for the need for changes in NATO’s fields of action, such as terrorism, without acknowledging the Alliance’s support for the US military in the Middle East. But, above all, he has made the defence spending the main point of his claims to the NATO countries, pointing out that the existence of an asymmetry between the US military spending and that of the rest of the NATO members, threatening to withdraw troops and funds given that the lack of commitment of the Allies in terms of funding and modernization. After the end of the Cold War, the United States of America reduced their military presence in Europe. However, the increase in the scale of tension, in different fronts, with Russia determined that, in recent years, the USA increased again their military presence in Europe with more troops and equipment, more investment in infrastructure and more exercises. For their part, the European Allies countries are more convinced than ever of the importance of their commitment to NATO, and after years of reducing defence spending, all of them and Canada are now investing significantly more in defence. However, he maintains his insistence that countries must increase their military spending up to the committed level of 2% of GDP [2] (see Fig 1). He has even gone so far
as to point out that there are countries, such as Germany, that should pay to the US for the defence that it provides to them directly and within NATO.

For some circumstances or others, there is no doubt that the issue of defence spending is on the table in Europe, with important economic implications over our societies. For all these reasons, it has been consider that it would be relevant, for our societies and policymakers, to carry out a study that would shed some light on the relationship between defence spending and economic growth in NATO countries.

In these countries, defence spending depends as much on economic factors \cite{3} as on political and sociological factors. Implementing a defence policy that guarantees the necessary funding of the armed forces proves difficult if social awareness about the relevance of the armed forces has not been raised, for example to guarantee the defence of the national territory and to ensure the fulfilment of international commitments, such as those entailed by the NATO membership.

This is the reason why the positive results in the GDP by the military expenditure, obtained in this paper, intend to be an empirical contribution to the debate, on the effects of the relationship between defence spending and GDP for both the NATO countries as a whole, and for the five groups of countries that would make up the Alliance.

This paper is not exactly an extension of some existing work such as Odehnal \cite{3, 4}, Ozun \cite{5} or Spangler \cite{6}, among others. None of them analyse the relationship between the military expenditure and the economic growth with a dynamic panel data model. In fact, there are no many articles about NATO. Its novelty is to subcategorize NATO’s countries into five categories according to their historical and economic characteristics. Moreover, the use of a dynamic model is a novelty itself due to there is few papers that use this technique. Finally, the adoption of the poolability test to our case has allowed confirming the existence of five different models in a panel of twenty eight NATO countries, rarely analysed in the literature so far.

To meet these objectives, this article is structured in five sections, in addition to this introduction. In the second section, the literature review is carried out, in the third section, the data and methodology are presented, in the fourth section the econometric study is developed using an Arellano-Bond dynamic panel analysis. The results obtained are presented in the fifth section. Finally, the conclusions and implications are presented in the sixth section.

2. Conceptual framework

Since Benoit \cite{7, 8} a broad branch of literature has been focused on the empirical analysis of the relationship between military spending and economic growth. This empirical literature has
grown exponentially, over the years, trying to understand the link between defence spending and economic growth for many countries. In very broad terms, it can be said that there is no consensus on the impact that military expenditure can have on the economy of a region [9–13]. The main reason for this heterogeneity is the differences in the samples analysed in terms of approach, methodology, countries, variables, and time, among others. However, these studies, carried out from the perspective of the defence economy, have found, in many cases, positive effects between defence spending and economic growth.

In this context, the following section is going to be divided into four subsections, to review the existing literature by summarizing in terms of approach, method of analysis, countries and other variables.

2.1 Approach

Regarding the approach of the study, there are articles that, from the point of view of the demand, analysed the effect of defence expenditure based on Keynesian theory and the multiplier effect. These studies agreed that an increase in this type of expenditure would increase aggregate demand and, consequently, would generate an increase in the use of productive capital and, therefore, employment. We can cite, among others, Benoit [8], Smith [14] and Faini et al. [15].

There are studies that analysed the effects from the point of view of the supply, obtaining very different results. Some studies have confirmed that investment in defence implied the lack of allocation of resources in other productive sectors of the economy, and that, therefore, they reduced productivity in the long term [16]. On the contrary, other authors studied the positive impact that defence expenditure generated on other sectors of the economy thanks to technological and human development [17]. Finally, it is worth mentioning those studies that integrated both effects, among which we can mention those carried out by Deger et al. [9, 18], Antonakis [19] and Galvin [20].

2.2 Method of analysis

Based on the perspective from which it is investigated, we could speak, on the one hand, of single-equation studies, based on neoclassical or Keynesian formulations, depending on whether the analysis is performed from supply or demand. On the other hand, we have other multiple-equation models, which try to analyse the influence of the two effects. The main difference is that multiple-equation models do not ignore the determinants of growth and assume defence expenditure as an exogenous variable. They also allow simultaneous analysis of the positive effects of defence expenditure on aggregate demand through spin-offs and spillovers, together with the indirect negative effects derived from crowding out.

In the first group, on the demand side, the studies of Benoit [8], Smith [14] and Faini et al. [15] are noteworthy. From the supply side, applying Feder’s [21] model and establishing a positive relationship between the variables, the studies of Atesoglu et al. [22], Ram [23] and Ward et al. [24] should be noted. Other authors found no relationship under this methodology, such as Biswas et al. [25], Alexander [26], Huang et al. [27, 28], Adams et al. [29] and Nikolaidou [30].

In addition, other authors established a negative relationship using the Barro, Solow and Augmented Solow models, such as Aizenman et al. [31], Yakovlev [17], Dunne et al. [10, 32], Hou et al. [33–35].

In the group of multiple-equation models, the studies of Deger et al. [9, 18, 36], Deger [37, 38], Scheetz [39], Antonakis [19], Sezgin [40] and Galvin [20], using the Deger methodology that combines the effects of demand and supply, concluded on the domain of negative effects.
Finally, it is worth mentioning the use of two specific methodologies: the Granger methodology (extensively used) and the panel estimation through FEM (Fixed Effect Models), GMM (Generalized Method of Moments), and FGLS (Feasible generalized least squares). In the first group, we can distinguish, among others, the studies of Chowdhury [41], Seiglie et al. [42], Pradhan [43], Balan [44] and Su et al. [45], while in the second group we can highlight the studies of Yildirim et al. [46], Hou et al. [33, 35], Dunne et al. [47] and Spangler [6].

2.3 Countries

Regarding the countries under study, those studies carried out on OECD member countries should be mentioned. Smith [14], using demand-side models, analysed between 1954 and 1973, fourteen OECD member countries, concluding that defence expenditure reduced investments. On the other hand, Cappelen et al. [48], through a model of three equations for the study of seventeen OECD countries in the period 1960–1981, reached the same conclusion as the previous author.

Landau [49] conducted a study on seventeen prosperous OECD countries during the period of 1950–1990, determining that for low levels of military expenditure, an increase in said military budget would boost the growth of the economy, but only up to a certain level, after which the impact would change and would negatively affect growth.

Notwithstanding the foregoing, Lee et al. [50] showed a positive relationship in a study conducted on twenty-seven OECD member countries in the period 1988–2003, using unit root tests.

Finally, it is worth highlighting the study conducted by Hou et al. [35] on twenty-one OECD member countries in the period 1960–2009, in which they used the Augmented Solow methodology and other panel data (fixed effect models—FEM, generalized method of moments—GMM and feasible generalized least squares—FGLS), and who observed a negative effect, of a minimal nature, on the growth of the economy.

The analysis of the relationship between defence expenditure and the growth of the economy in the so-called less developed countries (hereinafter, LDC) has also been the subject of numerous studies. It is important to note the studies of Benoit [8], carried out on forty-four countries with a positive result in the relationship under study; Deger [37], who analysed this correspondence in fifty LDC through a multiple-equation system that demonstrated a two-way relationship between defence expenditure and growth in the economy; Joerding [51], who found no evidence in the analysis conducted on fifty-seven LDC between 1962 and 1977; Chowdhury [41], who analysed fifty-five countries in the same environment through Granger’s causality methodology, and confirmed not only the bidirectionality of the relationship between the variables, but also the impact that the growth of the economy had on the budget that was assigned to defence in certain countries.

Dakurah et al. [52] analysed the effect in sixty-nine LDC using the Granger test and concluded their study by confirming the absence of this relationship in most of them. On the other hand, Galvin [20], who conducted a study on sixty-four countries using a multiple-equation model of both effects, supply and demand, concluded there was a negative effect. D’Agostino et al. [53], in a study on one hundred and nine LDC, concluded that there was a negative effect of defence expenditure on economic growth.

Another group of countries under study are those that are grouped under the general denomination of Middle East, and here we must highlight the studies of Lebovic et al. [54], conducted on twenty countries with a negative association result; Yildirim et al. [46], with a positive result; Pan et al. [55], who focused their research study on ten countries in the period 1988–2010, using Granger’s causality test, and found that the relationship went from economic
growth to defence expenditure in certain countries. In this area, it is worth mentioning Balan’s [44] analysis carried out on twelve countries in the period between 1988 and 2013, using the Granger methodology, which resulted in a positive effect between the variables analysed. Finally, Coutts et al. [56] analysed eighteen countries grouped under the acronym of MENA.

There are also numerous studies carried out on countries of the European Union, such as the studies by Kollias et al. [57, 58] who, using the dynamic panel methodology with fixed effects, affirmed the existence of a positive relationship between defence expenditure and the growth of the economy. Other examples are the studies performed by Mylonidis [59], Chang et al. [60], who applied the Granger methodology, Hunter [61], Michael et al. [62], Daddi et al. [63], Dimitraki et al. [64], Aben et al. [65] and Berg et al. [66], among other studies.

However, there are few studies carried out on other European countries in relation with the NATO. It is interesting to highlight, among others, Odehnal et al [3, 4] Ozun [5], or Spangler [6].

2.4 Other variables

At this point, it is necessary to mention the studies that related not only the growth and defence variables, but also those that incorporated additional variables to the model. Thus, two authors incorporated the variable “political instability”. The first one, Blomberg [67] concluded that in countries of Africa and Latin America, the increase in political instability inhibited economic growth, and defence expenditure reduced political instability and, insignificantly, the growth of the economy. On the other hand, Balan [44] analysed twelve countries of the Middle East, for the period between 1988 and 2013, with Granger’s causality methodology, and determined the clearly positive effect between the different variables.

Pradhan [43], in a study on China, India, Nepal and Pakistan in the period 1988–2003, introduced the variable “public debt”, determining, through the Granger methodology, that there was a bidirectional relationship between public expenditure and the growth of the economy in the cases of China and India; a one-way relationship of defence expenditure on the growth of the economy in China and Nepal; and a one-way relationship of public debt towards defence expenditure in India.

In 2012, D’Agostino et al. [68], using the panel methodology for the analysis of fifty-three African countries in the period between 2003 and 2007, determined that reduced levels of economic growth were related to high levels of defence expenditure and “corruption”. These same variables were analysed by Ali et al. [69] in a total of fifty-nine countries, concluding that there was a direct relationship between defence expenditure and "corruption".

Also using panel methodology, Chang et al. [60], in 2015, analysed how the variables of defence, economic growth and investment in fifteen countries of the European Union were related during the period 1988–2010. The result was the existence of a link between the growth of the economy and defence expenditure, as well as between defence expenditure and investment.

Other variables have also been analysed together with the military expenditure. Solarin [70] analysed how the defence expenditure could be related to the globalization. Xu et al. [71] examined if the defence expenditure could be inflationary. The debate of Guns versus Butter is still on the table. Coutts et al. [56] and Fan et al [72] evaluated the defence expenditure in relation with health expenditure. Kishore et al. [73] studied how impact the military expenditure in the human development index. Other authors, such as, Dunne et al. [47], Aben et al. [65], Aziz et al. [74], Bolzan et al. [75], and Ahmed et al. [76], have investigated the relationship between defence expenditure with external debt, state power, foreign direct investment flows, defence imports and energy consumption, among others. In summary, all these studies
highlight that it is important to note that the military expenditure has influence in other productive activities due to the relation that exists between defence expenditure and other factors.

In view of the very varied results obtained in the mentioned literature (see Table 1), and the analysis of the academic discussion that exist, this article aims to contribute to the literature through the study of the impact of defence expenditure on the growth of the NATO’s countries between 2005 and 2018, in order to determine what type of causality exists between both variables.

3. Data and methodology

This study is part of the small number of studies focused on the interaction between military spending and economic growth in the twenty eight NATO countries, compared to those conducted for developing countries.

It is an empirical study carried out from the Keynesian perspective of defence economics and its relationship with economic growth, and not from the neoclassical literature on economic growth towards defence economics. To some extent, this investigation is in line with the articles about NATO [3–6] in which, the results, after using multiples variables, confirm, above all, the relation between the military expenditure and the economic growth.

Thus, this paper determines empirically not only the relationship of causality between defence expenditure (MilExp in current USD) and economic growth (GDP in current USD), in NATO countries, through a panel data model using the Arellano-Bond estimator, for the period between 2005 and 2018, using data from the World Bank transformed into logarithms (LnMilExp and LnGDP) (see Fig 2), and the software package used is STATA 16, but also it contributes to the identification and confirmation of five sub models inside of the Alliance. According to Judson et al. [77] “Use of panel data in estimating common relationships across countries is particularly appropriate because it allows the identification of country-specific effects that control for missing or unobserved variables”.

Moreover, even though most of the studies have not analyzed the stationarity, because of using time series, this paper has carried out this analysis to determine if the relationship between the variables was not spurious, ensuring the validity of the data and their stability in the long run. Therefore, the Levin–Lin–Chu Unit Root Test has been carried out. If a variable does not pass the test, it has been transformed taking first differences.

Therefore, the causality of the relation between military expenditure and economic growth has been examined once the data has been transformed into logarithms in order to reduce deviations in case of atypical observations (LnMilExp and LnGDP). Several models could be used in a dynamic data panel, highlighting among others, the fixed effect models (FEM), the feasible generalized least squares (FGLS), the random effects estimator (RE), and the generalized method of moments (GMM). Taking into consideration the panel’s characteristics, the lagged variables and the regression equations that would be estimated, the proposed method would be to introduce dynamics to panel data, using Arellano Bond throughout GMM, with a threshold for significance of 5%.

According with Nickell [78] and Dunne et al. [79], the results obtained by modelling a lagged dependent variable with a fixed effects estimator, could be biased and inconsistent. Regarding the random effect’s estimator, Dunne et al. [79] highlights that “it has the disadvantage that it is rendered inconsistent by correlation between the fixed effects and the regressors”. To achieve a consistent and efficient model, Dunne et al. [79] and Spangler [6] proposed the Arellano and Bond [80] dynamic panel method.

Finally, once the model is estimated, the next question to answer is to determine if there is just a unique panel data model for all the NATO countries or if different models could be distinguished according to some characteristics of the countries. Odehnal et al. [3, 4] analysed the
| Table 1. Literature review summary. | Author | Bibliography number | Author | Bibliography number |
|-----------------------------------|--------|---------------------|--------|---------------------|
| **Approach**                      |        |                     |        |                     |
| Keynesian theory                  | Benoit | 8                   | Smith  | 14                  |
|                                   | Smith  | 14                  |        |                     |
|                                   | Faini et al. | 15               |        |                     |
| Supply side                       | Chan   | 16                  |        |                     |
|                                   | Yakovlev | 17                |        |                     |
| Both                              | Deger et al. | 9                |        |                     |
|                                   | Deger et al. | 18               |        |                     |
|                                   | Antonakis | 19                |        |                     |
|                                   | Galvin  | 20                  |        |                     |
| Method of Analysis                |        |                     |        |                     |
| Demand side                       | Benoit | 8                   |        |                     |
|                                   | Smith  | 14                  |        |                     |
|                                   | Faini et al. | 15               |        |                     |
| Supply side                       | Atesoglu et al. | 22             |        |                     |
|                                   | Ram    | 23                  |        |                     |
|                                   | Ward et al. | 24               |        |                     |
|                                   | Biswas et al. | 25             |        |                     |
|                                   | Alexander | 26               |        |                     |
|                                   | Huang et al. | 27               |        |                     |
|                                   | Huang et al. | 28               |        |                     |
|                                   | Adams et al. | 29              |        |                     |
|                                   | Nikolaidou | 30              |        |                     |
| Uniequation model                 | Aizenman et al. | 31             |        |                     |
|                                   | Yakovlev | 17                 |        |                     |
|                                   | Dunne et al. | 10              |        |                     |
|                                   | Dunne et al. | 32              |        |                     |
|                                   | Hou et al. | 33                  |        |                     |
|                                   | Hou et al. | 34                  |        |                     |
|                                   | Hou et al. | 35                  |        |                     |
| Multiple equation model           | Deger et al. | 9                |        |                     |
|                                   | Deger et al. | 18               |        |                     |
|                                   | Deger et al. | 36               |        |                     |
|                                   | Deger    | 37                  |        |                     |
|                                   | Deger    | 38                  |        |                     |
|                                   | Scheetz  | 39                  |        |                     |
|                                   | Antonakis | 19                 |        |                     |
|                                   | Sezgin   | 40                  |        |                     |
|                                   | Galvin   | 20                  |        |                     |
| Granger                           | Chowdhury | 41               |        |                     |
|                                   | Seiglie et al. | 42            |        |                     |
|                                   | Pradhan  | 43                  |        |                     |
|                                   | Balan    | 44                  |        |                     |
|                                   | Su et al. | 45                  |        |                     |
| Estimation Panel                 | Yildirim et al. | 46            |        |                     |
|                                   | Hou et al. | 35               |        |                     |
|                                   | Dunne et al. | 47              |        |                     |
|                                   | Spangler | 6                   |        |                     |
| Variables                         | Blomberg | 67                 |        |                     |
|                                   | Balan    | 44                  |        |                     |
| Political instability             | Pradhan  | 43                  |        |                     |
|                                   | D’Agostino et. al. | 68       |        |                     |
| Public Debt                       | Ali et al. | 69               |        |                     |
| Corruption                        | Chang et al. | 60              |        |                     |
|                                   | Solarin  | 70                  |        |                     |
| Investment                        | Odehnal et al. | 3           |        |                     |
| Globalization                     | Ozun    | 5                   |        |                     |
|                                   | Spangler | 6                   |        |                     |
| Inflation                         | Xu et al. | 71                |        |                     |
| HDI                               | Couts ts et al. | 56           |        |                     |
| Health expenditure                | Fan et al. | 72              |        |                     |
| HDI                               | Kishore et al. | 73         |        |                     |
| External debt                     | Dunne et al. | 47            |        |                     |
| State power                       | Aben et al. | 65              |        |                     |
| FDI                               | Aziz et al. | 74              |        |                     |
| Defence imports                   | Bolzan et al. | 75          |        |                     |
| Energy consumption                | Ahmed et al. | 76            |        |                     |

Source: Self-elaboration

https://doi.org/10.1371/journal.pone.0245260.t001
NATO countries divided into two groups: the traditional and the ‘new members’ countries. However, to avoid the heterogeneity if the parameters differ among groups [81], this paper contributes to previous research by dividing the Alliance into five groups according to the historical and economical characteristics after the WWII until today. Their existence has been confirmed through the poolability test.

The resulting groups are: Countries which were defeated or neutral during the Second World War (Germany, Italy, Spain and Portugal); countries which developed nuclear weapons during the early years of the Cold War (USA, UK, and France); the Eastern European countries formerly linked to the old Soviet Union (Albania, Bulgaria, Czech Republic, Estonia, Latvia, Lithuania, Romania, Slovakia, Slovenia, Croatia, Montenegro, Poland and Hungary); countries who were in constant conflict (Greece and Turkey) and the rest of the allies (Belgium, Canada, Denmark, Netherlands, Luxembourg and Norway).

The distribution of military spending in each of these five groups is very different among the four main categories (equipment, personnel, infrastructure and others). In this respect, it is important to highlight that the three countries with nuclear arsenals are the ones with the lowest personnel participation in the distribution of defence expenditure, and the ones with more spending on equipment (which includes equipment and R&D to devoted to major equipment) and other expenses (which includes operations, maintenance, R&D and other expenditures not allocated among the others categories) (see Table 2). The pattern of the countries that spend the most on personnel is not very clear. In this group are some countries belonging to the group linked to the former USSR, but not the Baltic countries or Hungary that spends more on equipment and other expenses. However, personnel expenditure is very high in Belgium, Italy, Portugal, and Spain as well. In all of them the weight of equipment and other expenses is quite different. For its part, in the group of countries in conflict, the personnel expenditure is very high in Greece but not in Turkey, which spends more specially on equipment (see Table 2).

4. Empirical study

For each of these five groups, stationarity, the model estimation, and its validity, will be analysed through the Sargan test or the non-autocorrelation of the residuals depending on the robustness of the estimator. The descriptive statistics summary can be seen in Table 3.

Finally, a statistic test is proposed to determine if there is just one model or if it is possible identify different models across the countries, and in the latest to recognize in which one is the effect higher.

4.1 Dynamic panel data model NATO countries

Regarding the stationarity, the hypotheses tested were $H_0(1)$ and $H_0(2)$, where LnGDP and LnMilExp, respectively, are non-stationary panel data, containing unit root problems. As shown in Table 4, the logarithm of GDP and MilExp were stationary ($H_0(1)$ and $H_0(2)$ are rejected).
The results obtained using this technique concludes that LnGDP is affected by the LnMilitaryExp in lag one and four (see Table 5).

Once the model has been estimated, it is necessary to ensure the autocorrelation conditions. The Arellano-Bond estimator only allows correlation in the residues in order 1. As shown in Table 6, the null hypothesis is accepted. The model is valid.

4.2 Dynamic panel data model defeated & neutral countries WWII

With respect to Germany, Italy, Spain and Portugal, the main highlights are the stationarity of their variables (see Table 7), and the validity of the model which concludes the positive impact of the Military expenditure in the GDP (see Tables 8 and 9).

Table 2. Distribution of defence expenditure of the NATO’s countries (by main categories and percentage of the total).

| NATO Countries | Distribution of Defence Expenditure (by main categories, % total) | Equipment | Personnel | Infrastructure | Others |
|----------------|-----------------------------------------------------------------|-----------|-----------|---------------|--------|
|                | 2006 2013 2018 2006 2013 2018 2006 2013 2018 2006 2013 2018 | 2006 2013 | 2018 2006 | 2013 2018 | 2006 2013 | 2018 2006 | 2013 2018 | 2006 2013 | 2018 2006 | 2013 2018 |
| Albania        | - 16.29 9.42 - 75.25 70.70 - 1.17 1.09 - 7.30 18.79 |
| Belgium        | 5.9 2.84 10.15 75.30 77.34 70.69 2.00 2.28 1.43 16.80 17.53 17.72 |
| Bulgaria       | 14.1 4.52 9.65 51.80 65.37 62.99 0.60 0.47 2.62 33.50 29.64 24.74 |
| Canada         | 11.8 11.16 11.94 46.60 52.44 51.02 2.60 4.12 3.58 39.00 32.28 33.46 |
| Croatia        | - 10.72 3.37 - 68.06 76.96 - 1.21 1.00 - 21.20 18.67 |
| Czech Republic | 14.6 9.49 11.16 47.40 62.03 54.57 8.30 2.72 5.31 29.70 25.75 28.95 |
| Denmark        | 15.4 11.26 11.66 48.50 51.74 49.88 4.10 1.16 1.49 32.00 35.84 36.97 |
| Estonia        | 14.5 14.48 16.73 26.00 39.83 34.27 16.40 11.54 8.63 43.20 34.14 40.36 |
| France         | 22.8 28.56 23.66 57.40 49.23 46.90 3.70 2.30 3.51 16.20 19.91 25.92 |
| Germany        | 15.0 12.74 12.36 57.10 49.86 47.99 3.60 3.55 4.15 24.30 33.84 35.49 |
| Greece         | 14.9 12.06 11.03 73.80 74.56 78.76 1.00 0.63 0.62 10.20 12.75 9.60 |
| Hungary        | 9.0 11.08 20.35 51.20 48.96 39.98 8.10 2.32 4.85 31.70 37.64 34.82 |
| Italy          | 7.2 12.51 21.12 81.90 75.00 65.66 0.60 1.57 1.92 10.30 10.93 11.30 |
| Latvia         | 12.3 12.09 31.19 39.20 52.98 34.21 9.70 6.26 6.97 38.80 28.68 27.63 |
| Lithuania      | 17.0 9.23 36.98 54.80 66.53 37.47 3.90 2.04 2.24 24.60 22.20 23.30 |
| Luxembourg     | 8.7 14.57 45.18 76.50 51.10 33.42 2.00 11.81 5.05 12.80 22.52 16.35 |
| Montenegro     | - 1.52 11.05 - 87.68 72.87 - 0.09 2.24 - 10.91 13.84 |
| Netherlands    | 16.8 12.57 16.39 47.80 58.53 51.16 3.50 2.74 3.46 31.90 26.16 28.99 |
| Norway         | 19.4 18.89 25.60 45.40 42.21 36.43 4.30 5.33 6.67 30.90 33.88 31.30 |
| Poland         | 18.2 13.90 27.51 53.80 57.70 46.14 3.80 5.62 3.45 24.20 22.78 22.89 |
| Portugal       | 8.9 8.65 9.78 76.20 79.85 74.84 1.80 0.04 0.12 13.10 11.46 15.26 |
| Romania        | 24.0 10.71 33.48 59.80 78.99 54.48 2.10 1.16 1.54 14.20 9.13 10.50 |
| Slovak Republic| 12.7 7.39 22.27 49.10 70.14 54.74 5.20 0.29 2.00 33.00 22.19 20.99 |
| Slovenia       | 12.2 1.27 5.86 60.10 80.52 72.38 0.80 1.33 1.40 26.90 16.88 20.36 |
| Spain          | 21.7 12.37 21.83 53.50 68.25 59.64 2.80 0.67 0.64 22.00 18.71 17.89 |
| Turkey         | 34.4 26.89 37.64 48.40 54.58 45.18 2.40 2.72 2.53 14.80 15.80 14.65 |
| United Kingdom | 21.4 21.89 22.19 40.40 37.85 33.82 2.60 2.04 2.99 35.60 38.22 41.00 |
| United States  | 23.8 25.83 27.06 36.90 34.38 39.28 1.10 2.08 1.17 38.10 37.72 32.49 |

Source: Figures prepared from NATO, www.nato.int

Equipment: includes major equipment expenditure and R&D to devote to major equipment.
Personnel: includes military and civilian expenditure and pensions.
Infrastructure: includes NATO common infrastructure expenditure and national military construction
Others: includes operations and maintenance expenditure, others R&D expenditure

https://doi.org/10.1371/journal.pone.0245260.t002
4.3 Dynamic panel data model nuclear countries

Regarding the countries that are considered as nuclear countries, the variable LnGDP must be transformed due to the non-stationarity. Taking the first difference the variable becomes stationarity (see Table 10). Military expenditure even though affects negatively in the first year, is positive during the third year (see Table 11). According with the autocorrelation test, the model is well specified (see Table 12).

4.4 Dynamic panel data model Eastern European countries formerly linked to Soviet Union

Concerning the countries that were below the soviet orbit, the variables LnGDP and LnMilExp were stationarity (see Table 13). It is interesting to note that in this model the military expenditure has a positive impact in the years nine and ten (see Table 14). According with the Sargan test, the model is well estimated (see Table 15).

4.5 Dynamic panel data model conflict countries

With reference to the countries who are in conflict, the variables LnGDP and LnMilExp were stationarity (see Table 16) and there is a negative impact during the first year in the economy (see Table 17). According with the Sargan test, the model is well estimated (see Table 18).

4.6 Dynamic panel data model rest countries

As for the rest of allies’ countries, the variables LnGDP and LnMilExp were stationarity (see Table 19) and there is a negative impact during the second year in the economy (see Table 20). According with the Sargan test, the model is well estimated (see Table 21).

Table 3. Summary statistics.

| GROUP | Mean | Std. Dev. | Min | Max | N | n | T |
|-------|------|-----------|-----|-----|---|---|---|
| NATO countries | 26,22 | 1,92 | 21,54 | 30,65 | 392 | 28 | 14 |
| Defeated & Neutral countries WWII | 27,83 | 1,04 | 26,01 | 29,00 | 56 | 4 | 14 |
| Nuclear countries | 29,22 | 0,86 | 28,42 | 30,65 | 43 | 3 | 14 |
| Easter European countries formerly linked to Soviet Union | 24,71 | 1,23 | 21,54 | 27,10 | 182 | 13 | 14 |
| Conflict countries | 26,81 | 0,59 | 24,34 | 28,24 | 84 | 6 | 14 |
| Rest countries | 26,74 | 1,05 | 24,34 | 28,24 | 84 | 6 | 14 |

| GROUP | Mean | Std. Dev. | Min | Max | N | n | T |
|-------|------|-----------|-----|-----|---|---|---|
| NATO countries | 22,02 | 2,07 | 17,86 | 27,29 | 392 | 28 | 14 |
| Defeated & Neutral countries WWII | 23,60 | 0,90 | 21,99 | 24,62 | 56 | 4 | 14 |
| Nuclear countries | 25,58 | 1,13 | 24,56 | 27,29 | 42 | 3 | 14 |
| Easter European countries formerly linked to Soviet Union | 20,46 | 1,22 | 17,86 | 23,17 | 182 | 13 | 14 |
| Conflict countries | 23,08 | 0,51 | 22,30 | 23,67 | 28 | 2 | 14 |
| Rest countries | 22,19 | 1,35 | 19,22 | 23,77 | 84 | 6 | 14 |

Table 4. Levin–Lin–Chu unit root test.

| H0: Panels contain unit roots | H1: Panels are stationary | LnGDP | LnMilExp |
|------------------------------|--------------------------|-------|---------|
| Statistic | pvalue | Statistic | pvalue |
| Unadjusted t | -10,233 | 0,000 | -12,2105 | 0,000 |
| Adjusted t' | -5,7179 | 0,000 | -5,496 | 0,000 |

https://doi.org/10.1371/journal.pone.0245260.t003
https://doi.org/10.1371/journal.pone.0245260.t004
4.7 Model selected: Poolability test

Once the six models have been examined, the next question is to determine if only one data panel model exists for the twenty eight countries or if it is possible to have different behaviours within the group, particularly if it is possible to group in five.

For this purpose, the statistic proposed is based on the Hsiao homogeneity test for linear regression models [82] whose statistics is:

$$ F = \frac{(S_3 - S_1)}{(N-1)(K-1)} \frac{S_1}{NT-N(K+1)} $$

where $S_3$ are the sums of squared residuals unique panel data model, and $S_1$ are the sums of squared residuals of panel data models. Therefore, rejecting the null hypothesis is to accept that the no homogeneity is in the intercept.

$$ H_0 : \alpha_1 = \alpha_2 = \cdots = \alpha_N $$
$$ \beta_1 = \beta_2 = \cdots = \beta_N $$

In order to determine if it is more convenient to create five panel data model according with the historical characteristics of the countries rather than having only one group, this

Table 5. Dynamic panel-data estimation.

|               | Coef | pvalue |
|---------------|------|--------|
| Number of obs | 280  |        |
| Number of groups | 28  |        |
| Wald chi2 (6) | 574,22 | 0      |
| pvalue        |      |        |
| LnGDP         |      |        |
| L1            | 0,382 | 0,000  |
| L2            | -0,127 | 0,000  |
| L3            | 0,104  | 0,007  |
| LnMilExp      |      |        |
| ...           | 0,488  |        |
| L1            | -0,313 | 0,000  |
| L4            | 0,068  | 0,000  |
| Cons          | 11,689 | 0,000  |

https://doi.org/10.1371/journal.pone.0245260.t005

Table 6. Arellano -Bond test for zero autocorrelation in first differenced errors.

| Order | z     | pvalue |
|-------|-------|--------|
| 1     | -2,412 | 0,015  |
| 2     | -1,114 | 0,265  |
| 3     | 1,441  | 0,149  |
| 4     | -1,342 | 0,179  |
| 5     | -0,553 | 0,58   |
| 6     | -1,337 | 0,181  |
| 7     | 1,739  | 0,081  |
| 8     | 0,476  | 0,633  |
| 9     |       |        |
| 10    |       |        |

https://doi.org/10.1371/journal.pone.0245260.t006
papers compares the sum of the squared residuals of a unique panel data against the alternative hypothesis of not being possible to pool all the data together. The difference with the Hsiao test is that it starts from estimating the model with the same functional form and with the same explanatory variable. 

Based on Hsiao test, the statistic proposed, once the residuals have been typified, is:

\[
F = \frac{(S_3 - S_1)}{(S_1/N - (K_11 + K_12 + K_13 + K_14 + K_15))}
\]

where \(S_3\) are the sums of squared residuals typified unique panel data model, and \(S_1\) are the sums of squared residuals typified 5 panel data models.

---

Table 7. Levin–Lin–Chu unit root test.

|          | LnGDP | pvalue | LnMilExp | pvalue |
|----------|-------|--------|----------|--------|
| Unadjusted t | -6.326 |        | -4.694   |        |
| Adjusted t’ | -3.133 | 0.001  | -2.213   | 0.013  |

https://doi.org/10.1371/journal.pone.0245260.t007

Table 8. Dynamic panel-data estimation.

|                      |        |        |                      |        |
|----------------------|--------|--------|----------------------|--------|
| Number of obs        | 44     |        |                      |        |
| Number of groups     | 4      |        |                      |        |
| Wald chi2 (3)        | 162.3  |        |                      |        |
| pvalue               | 0      |        |                      |        |
| LnGDP                |        |        |                      |        |
| L1                   | 0.024  | 0.775  |                      |        |
| L2                   | -0.164 | 0.011  |                      |        |
| LnMilExp             | 0.526  | 0.000  |                      |        |
| cons                 | 19.3116| 0.000  |                      |        |

https://doi.org/10.1371/journal.pone.0245260.t008

Table 9. Sargan test.

|                      |        |
|----------------------|--------|
| H0                   | Over identifying restrictions are valid |
| chi (19)             | 44,548 |
| Pvalue               | 0.183  |

https://doi.org/10.1371/journal.pone.0245260.t009

Table 10. Levin–Lin–Chu unit root test.

|          | LnGDP | pvalue | D LnGDP | pvalue | LnMilExp | pvalue |
|----------|-------|--------|---------|--------|----------|--------|
| Unadjusted t | -0.248 | 0.618  | -7.656  | 0.001  | -5.010   | 0.001  |
| Adjusted t’ | 0.299  | 0.618  | -5.613  | 0.000  | -3.163   | 0.001  |

https://doi.org/10.1371/journal.pone.0245260.t010
The result is an F-distribution with 117 parameters and 80 degrees of freedom (5%) being the value 0.2881. This value is compared with 1.41265 resulting from a F117,80 (5%), rejecting the null hypothesis and being better to not to be pooled all the data together. This result is consistent with the differences that exist across the countries in economic terms. Therefore, it could be possible to question if this positive impact is higher in the nuclear countries than in the others group.

Table 11. Dynamic panel-data estimation.

|                | Coef  | pvalue |
|----------------|-------|--------|
| DLnGDP         |       |        |
| L1             | 0.545 | 0.76   |
| L2             | 0.108 | 0.2    |
| L3             | -0.105| 0.006  |
| LnMilExp       |       |        |
| ..             | 0.978 | 0.000  |
| L1             | -1.044| 0.000  |
| L3             | 0.465 | 0.000  |
| cons           | -10.201| 0.000 |

https://doi.org/10.1371/journal.pone.0245260.t011

Table 12. Arellano—Bond test for zero autocorrelation in first differenced errors.

| Order | z         | pvalue |
|-------|-----------|--------|
| 1     | -1.726    | 0.084  |
| 2     | -0.959    | 0.337  |
| 3     | 1.555     | 0.198  |
| 4     | -0.673    | 0.500  |
| 5     | -0.015    | 0.987  |
| 6     | -1.157    | 0.247  |
| 7     | 0.582     | 0.560  |
| 8     | 0.611     | 0.540  |
| 9     |           |        |
| 10    |           |        |

https://doi.org/10.1371/journal.pone.0245260.t012

Table 13. Levin–Lin–Chu unit root test.

|                | LnGDP |      | LnMilExp |      |
|----------------|-------|------|----------|------|
| Statistic      | pvalue| Statistic | pvalue |
| Unadjusted t   | -13.757| 0.000 | -7.674   | 0.007|
| Adjusted t’    | -8.523|        | -2.455   |      |

https://doi.org/10.1371/journal.pone.0245260.t013

The result is an F-distribution with 117 parameters and 80 degrees of freedom (5%) being the value 0.2881. This value is compared with 1.41265 resulting from a F117,80 (5%), rejecting the null hypothesis and being better to not to be pooled all the data together. This result is consistent with the differences that exist across the countries in economic terms. Therefore, it could be possible to question if this positive impact is higher in the nuclear countries than in the others group.
Table 14. Dynamic panel-data estimation.

|                  | Coef  | pvalue |
|------------------|-------|--------|
| Number of obs    | 26    |        |
| Number of groups | 13    |        |
| Ŵald chi² [6]    | 1494  |        |
| pvalue           | 0.000 |        |

| Variable        | Coef  | pvalue |
|-----------------|-------|--------|
| LnGDP L1        | 0.881 | 0.000  |
| LnGDP L4        | 0.290 | 0.019  |
| LnGDP L5        | -0.334| 0.001  |
| LnMilExp L9     | -0.6284| 0.068 |
| LnMilExp L10    | 0.141 | 0.000  |
| LnMilExp L11    | 0.046 | 0.204  |
| cons            | 1.557 | 0.675  |

https://doi.org/10.1371/journal.pone.0245260.t014

Table 15. Sargan test.

|                  |        |
|------------------|--------|
| H₀: Over identifying restrictions are valid |     18,988 |
| χ² [19]          | 0.457  |

https://doi.org/10.1371/journal.pone.0245260.t015

Table 16. Levin–Lin–Chu unit root test.

|                  | LnGDP |         | LnMilExp |         |
|------------------|-------|---------|----------|---------|
| H₀: Panels contain unit roots | | Statistic | pvalue | Statistic | pvalue |
| H₁: Panels are stationary | | -3.218 | 0.048 | -3.283 | 0.025 |
| Unadjusted t      | | -1.662 | 0.048 | -1.956 | 0.025 |

https://doi.org/10.1371/journal.pone.0245260.t016

Table 17. Dynamic panel-data estimation.

|                  | Coef  | pvalue |
|------------------|-------|--------|
| Number of obs    | 24    |        |
| Number of groups | 2     |        |
| Ŵald chi² [3]    | 179.82|        |
| pvalue           | 0.000 |        |

| Variable        | Coef  | pvalue |
|-----------------|-------|--------|
| LnGDP L1        | 0.580 | 0.000  |
| LnGDP L4        | 0.636 | 0.000  |
| LnGDP L5        | -0.310| 0.099  |
| cons            | 3.727 | 0.046  |

https://doi.org/10.1371/journal.pone.0245260.t017
To determine if this effect is higher in the nuclear countries, the regression coefficients between models will be compared [83, 84]. Therefore, the hypotheses tested were:

\[ H_0: \beta = \beta \text{ (nuclear countries)} = \beta \text{ (Defeated & Neutral countries WWII)} \]

\[ H_1: \beta > \beta \text{ (Defeated & Neutral countries WWII)} \]

And the statistical contrast performs is:

\[ Z = \frac{b_1 - b_2}{\sqrt{SEb_1^2 + SEb_2^2}} \]  \hspace{1cm} (3)

where:

- \( b_1 \) is regression coefficient 1,
b_2 is regression coefficient 2, SEb_1 is standard deviation of regression coefficient 1, and SEb_2 is standard deviation of regression coefficient 2.

According with formula 3, the result of the statistical contrast is 5,606 and the p value associates is 5,97529E-08, which means that H_0 is rejected and that the coefficient which measures the influence of the LnMilExp in the explain variable is higher in the nuclear countries than in the defeated and neutral countries WWII.

If this contrast is reapplied to the rest of the groups, it can be concluded that the positive influence of the military expenditure is higher in the nuclear than in the rest of the groups (see Table 22), while it is not possible to affirm the contrary statement.

5. Results and discussion

Once the empirical study has been carried out, it is possible to summarize that all the variables are stationary so the relationship between them is stable in the long run. Table 23 shows the

Table 22. Statistical contrast.

|                | Statistic/ (pvalue) |
|----------------|--------------------|
|                | Defeated & Neutral countries WWII | Conflict countries | Rest countries |
| Nuclear countries | 5,606 (-0,000)**   | 2,419 (-0,021)** | 6,052 (-0,000)** |
| Defeated & Neutral countries WWII |                      | 0,815 | 8,72E-01 |
| Conflict countries |                      | (-0,286) | (-0,272) |

***significant at the 0,5% level

https://doi.org/10.1371/journal.pone.0245260.t022

Table 23. Comparative of results dynamic panel data model.

|                | NATO Countries | Defeated & Neutral countries WWII | Nuclear countries | Easter European countries formerly linked to Soviet Union | Conflict countries | Rest countries |
|----------------|----------------|----------------------------------|-------------------|--------------------------------------------------------|-------------------|---------------|
| LnGDP          | Coef. Robust   | Coef. Robust                     | Robust            | Coef. Robust                                          | Coef.             | Coef.         |
| L1.            | 0,382          | 0,024                            | 0,054             | 0,881                                                 | 0,580             | 0,532         |
| L2.            | -0,127         | -0,164                           | 0,108             |                                                        |                   |               |
| L3.            | 0,104          |                                  | -0,105            |                                                        |                   |               |
| L4.            |                |                                  |                   | 0,290                                                 |                   | -0,476        |
| L5.            |                |                                  |                   | -0,334                                                |                   | 0,217         |
| LnMilExp       | Coef. Robust   | Coef. Robust                     | Robust            | Coef. Robust                                          | Coef.             | Coef.         |
| L1.            | -0,313         |                                  | -1,044            | 0,636                                                 | 0,460             |               |
| L2.            |                |                                  |                   | -0,310                                                |                   | -0,322        |
| L3.            |                |                                  |                   | 0,465                                                 |                   |               |
| L4.            | 0,068          |                                  |                   |                                                        |                   |               |
| L5.            |                |                                  |                   |                                                        |                   |               |
| L6.            |                |                                  |                   |                                                        |                   |               |
| L7.            |                |                                  |                   |                                                        |                   |               |
| L8.            |                |                                  |                   |                                                        |                   |               |
| L9.            |                |                                  |                   |                                                        |                   |               |
| L10.           |                |                                  |                   |                                                        |                   |               |
| L11.           |                |                                  |                   |                                                        |                   |               |
| c_cons         | 11,689         | 19,311                           | -10,201           | 1,557                                                 | 3,727             | 16,431        |

*DLnGDP

https://doi.org/10.1371/journal.pone.0245260.t023
main results of the panel analysis conducted. Overall, it is possible to conclude that during the first year, there is a positive impact of the military expenditure in the GDP of the countries analysed, which becomes blurred within the following years.

These results provide a new perspective for all the countries that are part of the Alliance in such a way they are able to value the impact on their economies in case of increasing the military expenses up to the 2% that was established during the Wales Summit in 2014.

Moreover, thanks to these outcomes, the investment in defence could be perceived by the society as an important public good that impacts positively in the economy. The Western societies of the NATO members might not assume that the widespread security feeling may be maintained without making a higher commitment to invest in defence, even less if USA would like to reduce its role in NATO. There is no doubt that the instability in some regions of the world, together with the progress in technology have increased the catalogue of risks and threats, which could become material if a suitable investment in defence is not taken into account. At the same time, countries ranked by their high potential military strength, such as China and Russia, increase their defence budgets year by year, in order to sustain their international strategies in sensitive areas such the Mediterranean Sea, the China Sea, the Middle East or countries in the Eastern European region as Belarus or Ukraine among others.

Therefore, the results, which highlight the positive impact of defence expenditure in the economies of the NATO countries, confirm empirically the relevance and the need of investing in defence in order to strengthen the feeling of security and contribute to welfare society.

6. Implications and concluding remarks

Numerous authors have studied the effect of defence expenditure on the economy growth. From Benoit in 1973 to date, these variables have been analysed to verify their relationship without arriving to a single answer. The results are undetermined and contradictory, being able to distinguish four possible effects: (a) positive, (b) negative, (c) absence of relationship, and (d) effects that the growth of the economy produces on defence expenditure.

For the NATO case, even though it is possible to find some papers such as Ozun [5], whose findings show the existence of a relationship between economic growth and defence spending in seven NATO countries, Odehnal et al. [3, 4] who study the economic environment as a determinant of military expenditure, or Spangler [6] focused on the European military expenditure in relation with the US expenditure. None of them investigate both the relationship between military expenditure and the economic growth with a dynamic panel data model for the NATO countries and the confirmation of five groups of countries inside the Alliance.

The present study expands the results exposed by Ozun [5]. Ozun’s paper [5] covers the period between 1949 and 2006, so that the influence of the Easter countries is minimum due to most of them belonged to NATO in 2004. This study is focused on determining if there is a relationship between military expenditure and economic growth in the period 2005-2018 and uses the Arellano-Bond dynamic panel data model. In addition, it analyses if it is possible to find a unique model, or if it is possible to identify several, through the poolability test.

Even though this model concluded with the positive impact of the military expenditure to the GDP, this paper would be a relevant contribution to determine if the twenty eight NATO countries behaviours are unique or if it is possible to identify different groups according with their characteristics. The results confirm that it is feasible to identify the existences of five different groups across the NATO countries. In addition, it could be affirmed that the impact is higher in the nuclear countries than in the rest of the groups.

As has been shown in this study of dynamic panel modelling, the positive effect of defence spending on a country’s economy corroborates, in an empirical way, the relevance of our
societies continuing to invest in defence, both to strengthen the sense of security and because it contributes to growth and benefits the society due to the great influence of the country’s economic environment on its military spending.

In view of these, it seems logical to think about the requirement of a stable defence policy that ensures its financing and that allows the achievement of the necessary capacities to comply with national security requirements and international commitments.

Finally, given the complex reality of defence spending in NATO countries, it could be interesting, as a potential avenue for future research, to investigate the transmission channels of the positive effects of defence spending on economic growth, in the countries where there are, of course.
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