Analysis framework for Multi-messenger Astronomy with IceCube

The IceCube Collaboration
(a complete list of authors can be found at the end of the proceedings)

E-mail: klfan@umd.edu

Combining observational data from multiple instruments for multi-messenger astronomy can be challenging due to the complexity of the instrument response functions and likelihood calculation. We introduce a python-based unbinned-likelihood analysis package called i3mla (IceCube Maximum Likelihood Analysis). i3mla is designed to be compatible with the Multi-Mission Maximum Likelihood (3ML) framework, which enables multi-messenger astronomy analyses by combining the likelihood across different instruments. By making it possible to use IceCube data in the 3ML framework, we aim to facilitate the use of neutrino data in multi-messenger astronomy. In this work we illustrate how to use the i3mla package with 3ML and present preliminary sensitivities using the i3mla package and 3ML through a joint-fit with HAWC Public dataset.

Corresponding authors: Kwok Lung Fan\textsuperscript{1*}, John Evans\textsuperscript{1}, Michael Larson\textsuperscript{1}

\textsuperscript{1} University of Maryland

\textsuperscript{*} Presenter

37\textsuperscript{th} International Cosmic Ray Conference (ICRC 2021)
July 12th – 23rd, 2021
Online – Berlin, Germany
1. Introduction

IceCube is a cubic-kilometer scale Cherenkov neutrino detector operating at the South Pole[1]. It consists of over 5000 DOMs (digital optical modules), each containing a 10-inch photomultiplier tubes (PMT). Completed in 2010, IceCube has been continuously observing astrophysical neutrinos for more than ten years, opening a new window into the universe. However, combining the IceCube neutrino data with other observational data from multiple instruments for multi-messenger has always been non-trivial, due to the differences in the likelihood calculation. Here, we introduce a new python-based unbinned likelihood analysis package called IceCube Maximum Likelihood Analysis (i3mla). i3mla aims to solve this problem by providing a framework to make the IceCube public data compatible with the Multi-Mission Maximum Likelihood (3ML) architecture [2].

2. Likelihood Formalism

The analysis technique for IceCube data used in i3mla is the standard unbinned likelihood method that has been widely used in both IceCube and other experiments. The construction of the likelihood in i3mla is similar to that of the IceCube TXS 0506+056 analysis [3]. The likelihood value of each neutrino event is defined as:

\[ L_i(\vec{\theta}, \vec{D}_i) = \frac{n_s}{N} S(\vec{\theta}, \vec{D}_i) + \frac{N - n_s}{N} B(\vec{\theta}, \vec{D}_i). \]  

Hence the total likelihood is the multiplication of the likelihood value of the individual neutrino event. Here, \( N \) is the total number of neutrino events, \( \vec{D}_i \) represents the neutrino event properties (direction, reconstructed energy, etc.), \( \vec{\theta} \) is the parameters of the physical model, including source location, morphology, energy spectrum, etc. and \( n_s \) is the number of signal events that maximizes the likelihood. \( S \) and \( B \) are the signal probability density function (pdf) and the background probability density function which are a function of the neutrino properties and the source model.

\[ L = \prod_{i}^{N} L_i(\vec{\theta}, \vec{D}_i) = \prod_{i}^{N} \frac{n_s}{N} S(\vec{\theta}, \vec{D}_i) + \frac{N - n_s}{N} B(\vec{\theta}, \vec{D}_i). \]

In the absence of any neutrino signal, we can define the null model by setting the \( n_s \) to 0. Then we construct construct the log-likelihood ratio between the signal hypothesis and the background-only hypothesis and use it as a test statistic for the likelihood ratio test. It is convenient to multiply the log-likelihood ratio by 2 such that Wilk’s theorem applies and the resulting test statistic value will approximately follow a \( \chi^2 \) distribution with a degree of freedom equal to the number of free parameters [4]. However, it is worth noticing that the \( \chi^2 \) distribution is only an approximation to our TS distribution. All IceCube analyses estimate the significance and p-value by simulating background-only trials (\( n_s = 0 \)) and building the background TS distribution. The final test statistic is of the form:

\[ TS = 2 \sum_{i}^{N} \log \left( \frac{L_i(\vec{\theta}, \vec{D}_i)}{L_i(n_s = 0, \vec{D}_i))} \right) \\
= 2 \sum_{i}^{N} \log \left( \frac{n_s}{N} \frac{S(\vec{D}_i, \vec{\theta})}{B(\vec{D}_i, \vec{\theta})} - 1 + 1 \right). \]
The signal and background pdf consist of multiple different pdf terms and can be modified for
different analyses. The commonly used signal pdf and background pdf for IceCube analyses consist
of spatial, energy, and temporal terms [3]. The signal spatial pdf under the point source hypothesis
is modeled as a 2D Gaussian with:

\[
S_{\text{spatial}}(\vec{r}, \vec{r}_v, \sigma) = \frac{1}{2\pi\sigma^2} e^{-\frac{(\vec{r} - \vec{r}_v)^2}{2\sigma^2}}.
\]

(4)

where \vec{r}, \vec{r}_v, \sigma is the location of the source, the reconstructed direction of the event and the
estimated angular error of the event. For extended source:

\[
S_{\text{spatial}}(f(\vec{r}), \vec{r}_v, \sigma) = \int_{S^2} f(\vec{r}) \frac{1}{2\pi\sigma^2} e^{-\frac{(\vec{r} - \vec{r}_v)^2}{2\sigma^2}} d\vec{r}
\]

\[
\approx \int_x \int_y f(\vec{r}) \frac{1}{2\pi\sigma^2} e^{-\frac{(\vec{r} - \vec{r}_v)^2}{2\sigma^2}} dx dy,
\]

(5)

where \(f(\vec{r})\) is the spatial pdf of the extended source. The integral can be approximated numerically
by dividing the sky into a grid and summing the contribution of each grid cell:

\[
S_{\text{spatial}}(g(\vec{r}), \vec{r}_v, \sigma) \approx \sum_i g(\vec{r}_i) \frac{1}{2\pi\sigma^2} e^{-\frac{(\vec{r}_i - \vec{r}_v)^2}{2\sigma^2}},
\]

(6)

where \(g(\vec{r}_i)\) is the spatial probability mass function of the extended source and \(\vec{r}_i\) is the pixel center.
For a Gaussian extended source with extension \(\sigma_A\), the above formula can be simplified into:

\[
S_{\text{spatial}}(\vec{r}_{\text{src}}, \vec{r}_{\text{events}}, \sigma, \sigma_A) = \frac{1}{2\pi\sigma^2} \frac{1}{\sigma_A^2} e^{-\frac{(\vec{r}_{\text{src}} - \vec{r}_{\text{events}})^2}{2(\sigma^2 + \sigma_A^2)}}.
\]

(7)

The background pdf is modeled as:

\[
B_{\text{spatial}}(\vec{r}_{\text{events}}) = \frac{1}{2\pi} \delta(\text{dec}),
\]

(8)

which only depends on the reconstructed declination since the component along right ascension is
assumed to be uniform due to detector geometry. The \(\delta(\text{dec})\) distribution can be constructed from
background data.

The signal energy pdf is computed using Monte Carlo simulation to construct a source spectrum
hypothesis through a 2D histogram binned in reconstructed declination and reconstructed energy
bin. For each bin, we compute the expected number of signal events given the source model and then
normalize over the reconstructed declination bin. An alternative way to construct the signal energy
pdf is to use the effective area at a certain true energy and reconstructed declination. Multiplying
the effective area with the differential flux at that true energy then returns the expected number of
neutrinos at that true energy. Then the energy smearing matrix can be applied to get the distribution
of reconstructed energy. Repeating the process for all bins and we can obtain the final histogram.
This can be used when only tabulated instrument response functions (IRFs) are available. For the
background energy pdf, we simply use background data to construct the 2D histogram and
normalize over reconstructed declination. For the highest energy bins which have low statistic, we
use the pdf value at the nearest reconstructed energy bin to avoid an infinity signal-over-background value.

The signal time pdf term is the source emission model over time. For continuous-emission or box-shape model, the pdf is a uniform distribution \( S(t) = \frac{1}{T_w} \) where \( T_w \) is the time window. The background time pdf is usually also modeled as a uniform distribution [3]. An overview of the code structure is shown in Figure 1.

3. **i3mla framework**

i3mla is a likelihood framework for IceCube. It is implemented entirely with python and uses the new python 3.8 features for modularized design, dataclasses management, and shared memory parallel-processing. i3mla itself can work as a standalone package for IceCube analyses with fast trial generation and fast TS minimization features. It is also fully compatible with the Multi-Mission Maximum Likelihood framework (3ML) through a custom IceCube plugin and provides a simple interface for multi-messenger analyses.

The ‘Analysis’ class is the core class of i3mla and handles the likelihood calculation and the trial generation. It consists of three different classes: ‘Source’, ‘Event Model’, and ‘Test Statistic’. The ‘Analysis’ object will be created in the backend when using 3ML interface.

3.1 **Source model**

i3mla currently supports both point source source models which contains the location (right accession and declination) of the source and extended source models. Gaussian extended source models can be defined with parameter \( \sigma_A \). A general extended source can be defined with skymap grid with the pixels values representing the weights which sum to 1.
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The injection spectrum and spectral hypothesis of the point source are unrestricted and can be defined through the astromodels package when using the 3ML interface. However, it will slow the minimization process as the signal energy pdf is calculated during the fit. When using i3mla as a standalone package, only a power law over IceCube’s energy range can be used as a spectral hypothesis, but it will greatly increase the minimization speed as the signal energy pdf is pre-calculated.

3.2 Test Statistic

The test statistic object consists of the different signal and background terms described in section 2. For the most common IceCube analyses, it consists of spatial, energy and temporal terms. The code is designed to be highly modularized. Users can choose to include or exclude individual likelihood terms and define a new likelihood term customized for a specific analysis.

3.3 Event Model

Event Model is an analogy of Instrument Response Functions (IRFs) for IceCube. Creating an Event Model object requires Monte Carlo simulation, real data as background, and also the good run list which stores the livetime and the total number of events in each run (usually 8 hours of detector uptime). The Event Model calculates the expected number of neutrinos \( n_s \) in Eq. (2.3) and the signal energy pdf given the flux model using the Monte Carlo and calculates the background spatial pdf in Eq. (2.5) using the data as background. Besides calculating the likelihood value, Event Model also handles signal injection and trial generation. Given the injection flux model and source location, Event Model first calculates the expected number of neutrinos using Monte Carlo, then sets the injected number of neutrinos by drawing a number from a Poisson distribution with the mean equal to the expected number of neutrinos. Monte Carlo events are then drawn from the declination band of interest based on their true energy, effective area, and flux. Events are then rotated such that the true right ascension and declination coincide with the source location. For background, we draw background events based on the event rate and shuffle the right ascension and arrival time of the events.

4. Validation and Testing

4.1 Signal bias and spectral bias

Being able to fit the true flux normalisation and true spectral information is important for multi-messenger astronomy, especially in constraining physics models. Here we inject a power law \( E^\gamma \) spectrum with a range of spectral indices at the location of TXS 0506+056 using a 3 year of time window and fit it with a power law at the exact location to test for a potential bias in the normalisation and spectral index of the best-fit parameters.

Figure 2.a shows the mean best-fit index and 1 sigma uncertainty region (100 tests) for the different spectral indices as a function of the number of injected neutrinos events. The uncertainty goes down and the mean best fit index coincides with injected index when the signal is strong. The spectral index of \(-2\) shows a bias toward a softer index even when the signal is strong. Figure 2.b
shows the mean best fit $n_s$ and 1 sigma uncertainty region for the different indices as a function of the injected number of neutrinos. For a spectral index of -2, the best fit $n_s$ coincides with the true number of injected neutrinos. The spectral index of -2 and -2.5 tend to underestimate the number of injected neutrinos.

This phenomenon also exists in other IceCube analysis software and the root of this bias is believed to be the mis-modeling of the spatial signal pdf. The point spread function (PSF) of IceCube is traditionally modeled as a 2D Gaussian but Monte Carlo simulation shows that the PSF usually has a long tail and hence deviates from the Gaussian approximation. Methods of reducing this effect are currently being studied by IceCube Collaboration and will be applied to i3mla in future development.

4.2 Identification of flare

Blazar TXS 0506+056 is the first > 3σ source identified by IceCube [3]. We inject a source at the TXS 0506+056 location with a spectral index of -2.1, time integrated flux $E^2 F = 2.1 \times 10^{-4}$ TeV cm$^{-2}$ at 100 TeV and a Gaussian time window centered at MJD 57004 with $\sigma$ = 110 days. These parameters are the same as the IceCube best-fit result of the TXS 0506+056 flare [3]. We use a box-shaped signal time profile and select candidate time windows by all the possible combinations of events with a spatial Signal/Background likelihood higher than $Q_{PP}$ from these the time windows with the highest TS-value is then selected. Considering the computational resource required, we use i3mla as a standalone package to run the flare search which is 200 times faster than using 3ML. Figure 3a shows the success of identifying the flaring period for an example trial. Figure 3b shows the background TS distribution and the TS distribution with signal injected. The flare can be discovered with $3\sigma$ with probability over 80% of the time.

4.3 Joint-fit with HAWC Crab public dataset

The High Altitude Water Cherenkov Observatory (HAWC) is a ground-based water Cherenkov observatory completed in 2015. HAWC observes very-high-energy gamma rays up to 100 TeV with
a long duty cycle and wide field-of-view. The overlap in energy range between IceCube Neutrino events and HAWC gamma-ray events enables multi-messenger search for common origin between neutrinos and gamma-rays. We use HAWC public Crab data which was taken from 2014 November 26 to 2016 June 2, a total detector livetime of 507 days [5]. We inject a neutrino source at the Crab with the same time period. The livetime of IceCube at that period is 545 days. The injection spectrum has the same shape as HAWC’s latest Crab spectrum, a log-parabola

\[
\frac{dN}{dE} = \phi_0 \left( \frac{E}{7 \text{ TeV}} \right)^{-\alpha - \beta \ln \left( \frac{E}{7 \text{ TeV}} \right)}
\]

with \(\alpha = 2.79\) and \(\beta = 0.1\) [6]. We vary the flux norm level, from 5\% of the Crab Nebula flux to 100\% of the Crab flux (\(\phi_0 = 2.13 \times 10^{13} \text{ TeVcm}^{-2}\text{s}^{-1}\)) to find the sensitivity\(^1\) and the discovery potential\(^2\). We perform a joint-fit using 3ML with a log-parabola. We fixed the spectral shape of the neutrinos and gamma-rays (\(\alpha\) and \(\beta\)) to be the same and allow the flux normalization to float. Figure 4.a shows the TS distribution of different levels of flux. The red line in Figure 4.b shows the fraction of signal trials whose TS-value lies above the median of the background TS distribution. With 39\% of the Crab Nebula flux, 90\% of signal trials have a TS-value that is higher than the median of the background TS distribution. Similarly, the blue line shows the fraction of signal trials whose TS-value lies TS above the 3\(\sigma\) of the background TS distribution. With 81\% of the Crab Nebula flux, 50\% of the signal trials have TS-value that is higher than 3\(\sigma\) of the background TS distribution.

5. Conclusions

We present a python-based maximum likelihood software called i3mla. It is designed to be flexible and highly modularized to enable user-defined analyses. The compatibility with 3ML enable

\(^1\)90\% signal trials TS > median of background TS distribution.

\(^2\)Median of the signal trials TS > 3\(\sigma\) of background TS distribution.
Figure 4: The left plot shows the TS distribution of 0%, 5%, 50% and 100% of the Crab flux. The right plot shows the sensitivity and discovery potential curve.

fast joint-fit analyses with other instruments and makes multi-messenger astronomy with IceCube coherent and easy.

We perform 3 different tests to validate i3mla. The signal and spectral index bias test shows i3mla can accurately fit the right flux and spectral index except for the known bias effect which will be fixed in the future. The flare identification test shows it can obtain a similar result to IceCube’s previous TXS 0506+056 flare analysis. The HAWC-IceCube joint-fit test verifies the feasibility of a multi-messenger analysis.
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