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Abstract: Human-flow pattern can reflect the urban population mobility and the urban operating state. Understanding the trajectory of urban-population moving patterns can improve the effectiveness of urban-management measures. While most of the existing studies on human moving have placed a huge emphasis on location forecasting through the types of activities humans take part in and urban land-use types, this type of forecasting research is limited to relying on specific activity types and land-use types. The urban-population moving pattern has spatial and temporal characteristics, and this feature greatly affects the prediction of where humans will visit. This study aimed to predict the possible places to visit by using the spatiotemporal model. We analyzed the itinerary characteristics of urban taxis and proposed a model based on the taxi itinerary characteristics to predict the drop-off locations. This model can be used to predict the possible arrival locations of urban taxis. We selected three grids of travel data from each period in another day to test the prediction accuracy of the proposed model. The results show that the model can predict the destination of urban taxis to a certain degree.
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1. Introduction

The widespread deployment of sensors provides a way for the collection of big data, and massive amounts of big data provide basic data resources for the mining of deep information. In the urban environment, useful information mined from human-flow datasets covering all aspects of the city provides researchers with key information and decision support for scientifically planning urban functional areas, rationally dispatching urban resources, and effectively responding to emergencies. The acquisition of massive amounts of human movement data enables city managers to analyze historical activity information and use historical information to predict the direction of future urban activities, so as to rationally allocate urban resources and promote efficient urban operations.

Applying different research models to a variety of activity trajectory datasets can dig out a variety of potential information about urban operations and provide scientific support from multiple perspectives for promoting urban development. For example, in recent years, many studies have used social-media data, mobile-phone data, sign-in data, subway-card data, etc., to understand the population distribution and population flow of the city, thereby discovering hot spots in the city [1–4]. Combining land-use data with GPS data for taxi-demand analysis and hot-spot detection provides a reference for taxi resource allocation [5–7]. We use public-transportation-trajectory data and smart-card data to identify major public-transportation corridors in order to increase the utilization rate on limited road resources [8,9].
Research based on massive taxi-trajectory data provides the possibility to manage urban traffic and monitor human activities [10]. The research based on taxi GPS trajectory data can be summarized as mining the driving pattern and trajectory data to analyze the traffic pattern in the city [11,12], estimating the travel demand and travel mode according to the traffic state, and then evaluating the urban road traffic conditions [10,13]. Assisting the operation and management of taxis by studying the behaviors of taxi drivers, such as seeking passengers and driving patterns, helps improve the efficiency of taxi operations [14–16].

Although relevant research has been able to mine useful information from the massive amount of historical taxi-trajectory data, the research on the prediction of future-activity information is relatively scarce. Most of the existing research focuses on the exploration and analysis of the temporal and spatial characteristics of urban population activities and is dedicated to discovering the temporal and spatial hot spots of these activities [17–19]. Tang et al. proposed a probabilistic model based on the Hidden Markov Model (HMM) to predict the travel path of taxi drivers [20]. Zheng and Zhou applied the scaling-law method to study the dynamic spatial access frequency of taxi trajectory data and proposed a model to predict urban time and space arrivals from points of interest (POIs) [21].

The only research related to the prediction of passenger’s visit location by taxi mainly focuses on inferring the passenger’s possible visit function area from the passenger’s boarding location and boarding time [22], as well as the activities that may be engaged in after arriving at the destination. There is a lack of the utilization of history trajectory data to predict the passenger’s visit to the destination unit. Gong et al. considered space and time constraints, constructed a Bayesian-rule-based access probability model for points of interest, and combined it with Monte Carlo simulation to study Shanghai taxi trajectory data [23].

On the one hand, studying the areas that urban residents may visit can assist in the rational allocation of public transportation resources, make full use of the limited urban transportation resources, and optimize people’s travel patterns. On the other hand, it helps city managers to grasp the overall situation of the city’s activity space and manage the city’s daily operation more effectively. The purpose of this article is to analyze the historical operating-trajectory data of urban floating vehicles, construct a spatiotemporal probability model based on historical spatiotemporal data, and predict that urban residents may visit the destination unit by taxi. In this study, we propose a three-layer framework, using the spatiotemporal probability (Tl-STPM) model to predict the user’s purpose of travel. We used the time of pickup and drop-off, the location of pickup and drop-off, the distance of travel as historical data to build our model; what is more, we took road-network and bus-line data as auxiliary factors to participate in the model calculation. Finally, the likely drop-off location was predicted according to the time and location the passenger was picked up. The research results may help fill in the application of temporal and spatial probability models in urban public transportation and provide a reference for the study of prediction of place visit probability.

2. Methodology

The flowchart of the proposed Tl-STPM is illustrated in Figure 1. The procedure includes three parts: (1) The abnormal data of the original taxi trajectory data are filtered and analyzed of the temporal characteristics of taxi data. (2) K-means clustering and kernel density are applied to analyze the temporal and spatial distribution characteristics of taxi data, and the study area is divided into hexagonal grid cells of suitable size with hexagonal grid according to the analysis results. (3) Based on the number of boarding and alighting, the location of the boarding and alighting, the time of getting on and off, the travel distance, the road networks, the bus lines, and the divided hexagonal grid unit, a multilayer spatiotemporal probability model is established.
Figure 1. Workflow of the location visited prediction, using the spatiotemporal probability model.

2.1. Data Preprocessing and Spatiotemporal Analysis

2.1.1. Dataset and Data Filtering

In this study, we selected a dataset that contains about 1,145,562 taxi travel records from five workdays in the week of 3 June to 7 June (Monday to Friday) 2019 as the research dataset. In the week which we selected, there was only light rain on Monday and cloudy weather from Tuesday to Friday, with temperatures ranging from 25 to 31 degrees Celsius on all five weekdays, this kind of weather is a little hot, so it will increase the demand and possibility of people taking taxis. The data were collected within Xiamen, China (all administrative districts except Gulangyu Island). As shown in Figure 2, located on the southeast coast of China, Xiamen is one of the special economic zones specially approved by the State Council of China. The city has 6 administrative regions, with a total area of 1700.61 km². By the end of 2019, the number of taxis in Xiamen was about 6572; the main areas of taxi operation were concentrated in the districts of Siming, Huli, Haicang, and Jimei; and 80% of the city’s taxis operated on Xiamen Island.

To filter the datasets, we deleted the abnormal records caused by positioning errors, transfer errors, or operation errors, such as pickup and drop-off locations out of our study area or the coordinates value is zero, the travel distance less than 1500 m or more than 30 km, etc. After filtering out these records, there were 1,089,957 records left, and the properties are shown in Table 1; each record contains information regarding the car number, pickup date, pickup location (longitude and latitude), drop-off date, drop-off location (longitude and latitude), and pass mile.
2.1.2. Temporal Characteristic Analysis

We found from the statistical results of the travel numbers that, in five days (Figure 3), the peak hours of boarding occurred at 9:00 am, 3:00 pm, and 11:00 pm, while at 5:00 am, 1:00 pm, and 5:00 pm, the boarding numbers are at a relatively low value. The peak hours of alighting occurred at 10:00 am, 3:00 pm, and 11:00 pm, while the relatively low values also appeared at 1:00 pm, 5:00 am, and 6:00 pm.

Figure 2. Location of the study area.

Table 1. Sample records of travel data.

| Car Num       | Pickup Date | Pickup_Lon | Pickup_Lat | Drop-Off_Date | Drop-Off_Lon | Drop-Off_Lat | Pass Mile |
|---------------|-------------|------------|------------|----------------|--------------|--------------|-----------|
| 8027f4gh      | 6/05 9:48   | 118.101252 | 24.469193  | 6/05 10:06     | 118.101252   | 24.469193    | 12.7      |
| a71c64ac      | 6/05 8:34   | 118.178853 | 24.521353  | 6/05 8:58      | 118.149598   | 24.533922    | 8.6       |
2.2. Clustering Using k-Means and Kernel Density with Hexagon

2.2.1. K-Means Cluster Analysis

After analyzing the data for temporal characteristics, we used the k-means method and kernel density method for clustering analysis.

Clustering is a classification technique that aims at partitioning a dataset into clusters such that the objects within a cluster are similar and the objects in different clusters are dissimilar according to certain predefined criteria [24,25]. The clustering algorithms can be summarized as partitioning methods, hierarchical methods, density-based methods, grid-based methods, model-based methods, etc. The k-means clustering algorithm is a widely used partitioning method in many study areas [26]. The k-means clustering algorithm clusters the data according to the characteristics of the data themselves, without artificial labeling; therefore, in this study, we applied the k-means method to cluster the two variables of boarding location and travel distance. In addition, because the k value is a hyperparameter and it generally needs to be selected by experience, it was important to choose the k value.

In the research of applying k-means cluster analysis, there are many methods for determining the value of k, and the elbow method is a heuristic method for determining the number of clusters in a dataset. The method plots the explained change as a function of the number of clusters and picking the elbow of the curve as the number of clusters to use [27]. Thus, in our study, we applied the elbow method to help determine a reasonable k value, and Figure 4 illustrates the variation of the cluster deviation of boarding location and travel distance at various periods of the day with the value of k. It can be seen that, when the k value is 8, we could get the best classification effect. The results of the k-means clustering analysis of the travel distance and boarding location are shown in Figure 5.
Figure 4. Best k-value chosen by elbow method in different periods.
Figure 5. Cluster analysis of the travel distance and boarding location for each period. (a–l) represent 12 periods spectively in a day.

Figure 5 shows the clustering results of boarding location and travel distance for each period in a day. From Figure 5, it can be seen that the minimum distance clusters for residents to travel by taxis is no less than 2.4 km and no more than 25 km, and the cluster of minimum travel distance is between 10:00 pm and 12:00 pm, while the maximum travel distance is between 6:00 pm and 10:00 pm. Among them, the cluster of minimum travel distance (2.4~7 km) is mainly concentrated in Xiamen Island, and the distribution of travel distance in the range 7.5~13 km is mainly concentrated in the northwest area outside Xiamen Island. As shown in Figure 5f–k, besides concentrated distribution in Xiamen Island, the travel distance of 8~10 km is mainly distributed in the northern area outside Xiamen Island (Class 4), and the time is concentrated between 10:00 am and 10:00 pm. The reason may be that this area is the location of Xiamen North High-Speed Railway Station, and the minimum distance from this place to Xiamen Island is about 9 km, indicating that passengers departing from this area during this period prefer to take a taxi to the Xiamen Island area. The clusters with a travel distance of about 13 km are mainly concentrated in
the central and southwestern areas of Xiamen Island, from 12:00 am–8:00 am (Figure 5a,b,d). Starting from 8:00 am, the area with a distance of about 17 km is mainly concentrated in the northeast area of Xiamen Island, and it lasts until 10:00 pm (Figure 5e–k). It can be seen from Figure 5c,d that, when the travel distance is about 13 km, there are obvious clustering characteristics in the northwest area outside Xiamen Island from 4:00 am to 10:00 am. From Figure 5h–k, it can be seen that, when the travel distance is about 16~18 km, the trips are mainly concentrated in the northeast area of Xiamen Island and at the period of 4:00 am–10:00 pm.

2.2.2. Kernel Density Analysis

After using k-means cluster analysis on travel number, we also performed kernel density analysis on travel number to obtain hot spots for boarding and alighting. The results of the kernel density analysis on the pickup and drop-off points are shown in Figure 6 below. It can be seen from the result that the boarding and alighting hot spots are mainly clustering in the central business district on Xiamen Island. In addition, in the north area of Xiamen Island, near the Xiamen North High-speed Railway Station, is also a high-density area of boarding and alighting area.

![Figure 6](image)

2.2.3. Divide the Study Area with Hexagons

According to the results of k-means clustering analysis and kernel density analysis, we used a hexagonal grid to divide the study area. There are many ways to divide the geographical space, while the space division requires graphics to cover the space completely, neither leaving the area nor overlapping coverage. There are regular triangles, regular squares, and regular hexagons that can divide a spaceplane without intersecting each other. The reason why this paper chose regular hexagons (hexagonal grid) for spatial division includes two reasons. First, when the side lengths are equal, the regular hexagon has the largest area. The advantage is that, in the division process, the same number of graphics has the largest division area, and the coverage rate is the highest. Second, the distance between one centroid and any of the six neighboring centroids is the same, thus reducing the sampling bias compared to the square grid [28]. When using regular hexagons to divide the study area, we tested regular hexagons with side lengths of 100, 300, 500, and 700 m. We assumed that any two points between two adjacent polygons can be reached directly, and we found that, when a regular hexagon has a side length of 300 m, the maximum distance between any two points inside two adjacent polygons is 1960 m, which is basically in line with the minimum travel distance we chose to take a taxi (>1500 m). Therefore, we used a regular hexagonal grid with a side length of 300 m to divide the study area. The result of the division is shown in Figure 7 below.
2.3. Three-Layer Framework, Using Spatiotemporal Probability

The structure of the three-layer framework is shown in Figure 8b. A probability factor is calculated for each layer. After calculating the $P_{i_{\text{num}}}$, $P_{i_{\text{vol}}}$, and $P_{i_{\text{time}}}$, the visit probability of the grid $i$, $P_{i_{\text{drop-off}}}$ is as follows:

$$P_{i_{\text{drop-off}}} = \prod_{j=1}^{N} P_{i_{\text{num}}}P_{i_{\text{vol}}}P_{i_{\text{time}}}B^{j_{\text{density}}}$$  (1)

Figure 7. Using hexagons to divide the research area: (a) whole study area and (b) example area of the study area.

Figure 8. (a) Schematic diagram of the grid where the pickup point location. (b) Schematic diagram of three-layer framework. L1: the net inflow ratio. L2: the maximum possible visit distance of the grid i. L3: the probability of visit in a specific period of the grid.

In the first layer (Figure 8b L1), we used the ratio of the number of cars dropped off to the number of cars picked up in a grid as the net inflow ratio ($P_{i_{\text{num}}}$). The output of this layer was used to divide the grid into two types, with values of ‘0’ and ‘1’. As Figure 9 shows below, we counted the total inflow (blue line) travel numbers as drop-off volume and the total outflow (red line) travel numbers as pickup volume in each hexagonal grid and divided the total drop-off volume by the total pickup volume. This can be expressed as Equations (2)–(5). If the result value is less than 1, it means that the grid is a net outflow unit; otherwise, the grid is regarded as a net inflow unit. If the drop-off number is 0, then the value of $P_{i_{\text{num}}}$ is 0; if the pickup number is 0, then the value of $P_{i_{\text{num}}}$ is equal to the
drop-off numbers. The calculation results are shown in Table 2. We normalized the comparison value result and took $P_{i \text{num}}$ as $[0, 1]$. When the $\frac{N_{i \text{drop}}}{N_{i \text{pick}}}$ value is less than 1, the $P_{i \text{num}}$ value is 0; otherwise, is 1. Then we assigned the $P_{i \text{num}}$ value to the hexagonal grid.

**Table 2.** Part of the calculated results of the model.

| FID | $P_{i \text{num}}$ | $P_{i \text{vol}} \times 10^4$ (%) | $P_{i \text{time}}$ ATD (km) | $R_{i \text{density}} \times 10^5$ | $B'_{i \text{density}} \times 10$ | $P_{i \text{drop-off}} \times 10^6$ |
|-----|-----------------|-------------------------------|------------------|------------------|------------------|------------------|
| 0   | 0.285714        | 0.080274                      | 0.88888          | 18.80            | 0.000062         | 0.068027         | 0.0859849        |
| 1   | 0.214285        | 1.677728                      | 0.36594          | 18.13            | 0.002092         | 0.002043         | 0.5622808        |
| 2   | 0.133333        | 1.079652                      | 0.38624          | 15.96            | 0.001658         | 0.002578         | 0.2376545        |
| 3   | 8.812500        | 0.042414                      | 0.35547          | 11.92            | 0.000334         | 0.012771         | 0.5667384        |
| 4   | 0.894736        | 0.140836                      | 0.52173          | 14.13            | 0.000181         | 0.023584         | 0.2806405        |
| 5   | 0.421052        | 3.675701                      | 0.33569          | 9.69             | 0.004291         | 0.000996         | 2.2204049        |
| 6   | 6.789473        | 0.035582                      | 0.37908          | 25.00            | 0.000183         | 0.023255         | 0.3897308        |
| 7   | 0.421052        | 7.280948                      | 0.36435          | 8.21             | 0.000865         | 0.004943         | 4.7758333        |
| 8   | 39.16666        | 4.332417                      | 0.35599          | 13.43            | 0.001496         | 0.002857         | 258.18227        |
| 9   | 0.038461        | 75.91045                      | 0.34937          | 5.91             | 0.007248         | 0.000590         | 4.3619225        |
| 10  | 0.285714        | 0.80274                       | 0.88888          | 18.80            | 0.001060         | 0.004032         | 0.0871317        |
| ... | ...             | ...                           | ...              | ...              | ...              | ...              | ...              |
| 153 | 1147.4540       | 0.066895                      | 0.44615          | 14.55            | 0.000490         | 0.008710         | 146.15849        |

**Figure 9.** Inflow and outflow of a grid.

\[
\begin{align*}
P_{i \text{num}} &= \frac{N_{i \text{drop}}}{N_{i \text{pick}}} \\
N_{i \text{drop}} &= \sum_{i=1}^{n} n_{i \text{drop}} \\
N_{i \text{pick}} &= \sum_{i=1}^{n} n_{i \text{pick}} \\
P_{i \text{num}} &= \begin{cases} 
1, & N_{i \text{pick}} \leq N_{i \text{drop}} \\
0, & N_{i \text{pick}} > N_{i \text{drop}} 
\end{cases}
\end{align*}
\]

where $P_{i \text{num}}$ denotes the net inflow ratio, $N_{i \text{drop}}$ denotes the drop-off volume in grid $i$, and $N_{i \text{pick}}$ denotes the pickup volume in grid $i$.

In the second layer (Figure 8 L2), the travel distance was used as the input data. We calculated the percentage of the total travel distance of all drop-off points in grid $i$ to the total travel distance of all drop-off points in the whole study area as the maximum possible visit distance of the grid $i$ ($P_{i \text{vol}}$). In this layer, the travel distance was used as a calculating factor of the visit probability of a grid; the greater the total distance of all drop-off trips in the grid, the greater the probability that the grid will be visited. For example,
in the case where the travel distance in Layer2 is \( d \), according to the result of the probability of getting off in Layer1, in the neighborhood grid around the pickup grid A1, the grids B1 and B2 are both possible drop-off grids, but according to the result of the maximum probability of drop-off in Layer2, grid B1 has a higher visiting probability than grid B2, so grid B1 is more likely to be the visiting location. The calculated probability of drop-off in Layer2 can be expressed as Equations (6)–(8).

\[
P_{i,vol} = \frac{V_{i,drop}}{V_A} \quad (6)
\]

\[
V_{i,drop} = \sum_{i=1}^{n} d_{drop} \quad (7)
\]

\[
V_A = \sum_{i=1}^{m} \sum_{j=1}^{n} v_{j,drop} \quad (8)
\]

where \( P_{i,vol} \) denotes the ratio of grid \( i \) to the total travel distance in the study area, \( V_{i,drop} \) denotes the total travel distance of all drop-offs points in grid \( i \), and \( V_A \) denotes the total travel distance of all drop-off points in the whole study area. The calculated results are shown in Table 2.

In the third layer, we divided the trip data by hour and counted the first three periods with the largest number of drop-offs in each grid, and we calculated the percentage of the number of drop-offs in these three time periods to the total number of drop-offs in the whole study area as the probability of visit in a specific period of the grid (\( P_{i,time} \)).

Urban residents usually visit a specific place at a specific time; for example, they go to the company’s location at work time and to the restaurant’s location at lunchtime. Therefore, in this layer, we considered the probability of time visits in the grid. Firstly, we calculated the number of drop-offs per hour in each grid. Secondly, we took the period of the first three hours with the largest number of drop-offs as the possible access time of the grid. Finally, we calculated the percentage of the total number of drop-offs in the first three time periods to the total number of all drop-offs in the study area and took it as the visit probability of the grid, which is \( P_{i,time} \), as shown in Figure 10. According to the calculation results of this layer, with the travel distance as the visit radius, it is possible to infer the locations that may be visited within the travel range at a certain time. The \( P_{i,time} \) can be expressed as Equations (9)–(12).

![Figure 10. Period with the largest number of drop-offs.](image-url)
where \( P_{\text{time}} \) denotes the time visit probability of the grid \( I \); \( N_{t,1} \) denotes the total number of the first three hours with the largest number of drop-offs of the grid \( I \); \( N_{t,1}, N_{t,2}, \) and \( N_{t,3} \) denote the number of drop-offs in the first, the second, and the third periods, respectively; and \( N_T \) denotes the total number of all drop-offs in the study area.

The visit probability of a place includes two aspects: temporal and spatial. After the calculation of Layer1, Layer2, and Layer3 above, each grid has the attribute of temporal and spatial visit probability. As a supplement to the spatiotemporal probability model, we calculated the average travel distance (ATD) of the grid unit, which is defined as follows: the travel distance of a passenger to a certain place by vehicle. The calculation method is the sum of the distances of all drop-off points in grid \( i \) divided by the number of drop-offs in grid \( i \), as shown in Equations (13)–(15). The ATD is used to search for the getting off grid within the radius of \( d \) when the travel distance \( d \) is known.

\[
P_{\text{time}} = \frac{N_{t,1}}{N_T} \tag{9}
\]

\[
N_{t,1} = N_{t,11} + N_{t,12} + N_{t,13} \tag{10}
\]

\[
t_1, t_2, t_3 \in (\text{Max}[2, 4, 6, \ldots, 24], 3) \tag{11}
\]

\[
N_T = \sum_{i=1}^{3} \sum_{j=1}^{m} N_{ij} \tag{12}
\]

The density of the road network usually represents the accessibility of an area. The higher the road network density, the higher the accessibility of the area, which represents a higher visited probability in this article. Therefore, in the calculation of the road network factor, we used the road network density of a grid \( R_{i,\text{density}} \) as the calculation factor. To calculate the road network density of a grid, we first applied the regular hexagon grid constructed above to cut the road network in the study area and count the total length of all roads in each grid. Then we took the ratio of the total length of roads in each grid to the area of the regular hexagonal grid as the density of road network in a grid. The calculation method is shown in Equation (16).

\[
R_{i,\text{density}} = \frac{d_{i,\text{road}}}{A_i} \tag{16}
\]
where $R_{i,\text{density}}$ denotes the density of road network in grid $i$, $d_{i,\text{road}}$ denotes the sum of the distance of road network in grid $i$, and $A_i$ denotes the area of grid $i$.

The urban bus is one of the important parts of urban public transportation. In daily urban transportation trips, on the one hand, buses are used as a taxi connection to participate in the human flows; on the other hand, buses are used as alternative transportation to taxis, and there is a competitive relationship between buses and taxis. The degree of development of bus lines affects the service number of taxis in the area. Generally, the more developed bus lines will lead to lower taxi-service numbers, and passengers are less likely to visit the area by taxi. When the bus participates in travels as a city’s transport connection, it is usually the mode of transportation that passengers choose before taking a taxi; that is to say, people will choose to take the bus first, and then take the taxi (after finishing bus ride) to visit the place where the bus cannot reach. Therefore, in this study, we just considered the second situation; that is, buses affect the service of urban taxis in a competitive relationship.

In this article, we defined $B_{i,\text{density}}$ as the density of bus lines, that is, the total length of bus lines per grid area. Since buses have an adverse effect on the service number of taxis, we took the reciprocal of the bus-line density, that is, $B'_{i,\text{density}} = \frac{1}{B_{i,\text{density}}}$, as an influencing factor to calculate the probability of a place visited. Similar to calculate the density of the road network above, the calculating process of the $B_{i,\text{density}}$ in a grid was as follows: We first applied the hexagonal grid to cut the bus lines in the study area and counted the total length of all bus lines in each grid. Then we took the ratio of the total length of bus lines in each grid to the area of the regular hexagonal grid as the density of bus line in a grid. Finally, we took the reciprocal of the calculation result ($B_{i,\text{density}}$) as a calculating factor ($B'_{i,\text{density}}$) of the proposed model. The calculation method is shown in Equations (17) and (18).

$$B_{i,\text{density}} = \frac{d_{i,\text{busline}}}{A_i}$$  \hspace{1cm} (17)

$$B'_{i,\text{density}} = \frac{A_i}{d_{i,\text{busline}}}$$  \hspace{1cm} (18)

where $B_{i,\text{density}}$ denotes the density of bus lines in grid $i$, $B'_{i,\text{density}}$ denotes the reciprocal of the bus line density, $d_{i,\text{busline}}$ denotes the sum of the distance of bus lines in grid $i$, and $A_i$ denotes the area of grid $i$.

Finally, we assigned the calculated ATD of drop-offs in each grid to the corresponding grid, used it as the basis to determine the distance of a single trip, and combined it with the three-layer spatiotemporal probability model to predict the visited location of the inputted boarding time and boarding location.

3. Results

In this part, we analyze the results of the proposed method. The results include two parts: the calculation results of the TI-STPM and the accuracy of the model testing.

3.1. The Calculation Results of TI-STPM

In the first part of the conclusion, we used 869,985 taxi travel records (80% of the dataset) to perform model calculations. Table 2 provides more details of the calculation results. Due to the large length of the calculation results, we only list some of the results for display. The first column of Table 2 represents the ID value of the hexagonal grid; the second to fourth columns are the intermediate results of the model calculation; and the last column is the final result of the model, that is, the visit probability of each grid. Figure 11a,b,d corresponds to the second, third, and fourth columns of Table 2, respectively, and Figure 11c represents the average travel distance of all trips in each hexagon. Figure 11h corresponds to the last column of Table 2.
Figure 11. (a,b) Calculated result of the L1 and L2. (c) ATD of each hexagonal grid. (d) Calculated result of L3. (e) Distribution of the number of trips in each study area in the first three hours. (f) Density of road net. (g) Reciprocal of bus line density. (h) Final result of the model.

It can be seen from Table 2 and Figure 11a the distribution of the inflow and outflow ratio (P_{i\text{num}}) in each hexagonal grid. Among all the hexagons, about one-third (50 of 154) of them have negative net inflows, thus showing that these areas are more likely to be used as origin areas for taxi trips, while the remaining two-thirds (104 of 154) are net inflow areas; that is, places within these areas are more destinations for passengers. Moreover, there are a considerable number of hexagonal grid areas with large net inflow ratios, indicating that these areas have an absolute advantage in being visited over the other areas which have a low net inflow ratio. It also can be seen from Figure 11a that these areas with a high probability of drop-off are mainly concentrated in the north and eastern area outside of Xiamen Island (Figure 11a red hexagons), and the other areas with high visited probability are distributed in the western area of Xiamen Island (Figure 11a orange hexagons).

It can be found from the calculation result of P_{i\text{vol}} (Figure 11b) that the travel distance distribution of each hexagonal grid unit is relatively concentrated, and the calculation result is similar to the calculation result of P_{i\text{num}}. However, in this layer (Layer2), the hexagons have a higher probability of being visited and are more concentrated, and there is a clear dividing line from the low-value hexagons. It can be seen that the high-value regions are more concentrated on Xiamen Island, except for a high-value region in the northern region of the study area. Figure 11c (D_{i\text{mean}}) shows that the ATD in Xiamen Island has the shortest ATD, while the north of the study area shows a longer ATD. Based on the results of Figure 11b, it can be seen that areas with a shorter ATD have the higher visit probability, and the area with a longer ATD has a lower visit probability.

Figure 11d shows the calculation results of the Layer 3 of the model. In this layer, we analyzed the time distribution of trips in each hexagonal grid unit. The results show that, in the north of the study area, the first three hours with the largest number of trips occupy most of the trips of the entire hexagonal grid, indicating that there are obvious travel time clustering characteristics of trips in these areas. Even though there are higher values in the south and west of the study area, we speculate that the number of trips in these areas is relatively small and the travel time is relatively single, which leads to the higher P_{i\text{time}} values in these areas, but at the same time, this result indicates that these areas do not have obvious clustering characteristics of travel time. Figure 11e as the intermediate result of P_{i\text{time}} calculation shows the distribution of the number of trips in each study area in the first three hours.

The calculation results of the R_{i\text{density}} and B'_{i\text{density}} are shown in Figure 11f,g. From Figure 11f, we can see that the areas with the highest road network density are
mainly in the northwestern area of Xiamen Island, as the main commercial area of Xiamen Island; the development of the road network in this area is higher than in other areas; and other areas with high road network density are distributed in the northeast area (Huli District) of Xiamen Island, which is the main residential area in Xiamen Island. In addition, the western area outside of Xiamen Island (Haicang District) and the northern area outside of Xiamen Island (Jimei District) also have high road network density. These two areas are developed administrative districts, except for Xiamen Island, so they also have a high road network density.

From the calculation results of $B'_{\text{density}}$ (Figure 11g), it can be seen that the areas with low bus-line density are mainly distributed in areas outside Xiamen Island, especially in the edge areas of Xiamen city. In these areas, due to the lack of bus lines, there is usually a higher demand for taxi services, and residents are more likely to travel by taxi. While in the Xiamen Island, the western areas outside of Xiamen Island and the northern areas outside of Xiamen Island have higher bus line density, indicating that these areas have higher bus line service levels, which could decrease the service number of taxis. Thus, after analyzing the calculation results of the $B'_{\text{density}}$, we took it as a negative factor to calculate the probability of taxi visits.

From the calculation result of TI-STPM (Figure 11h), it can be seen that most of the hexagons with higher visit probability are distributed in the Xiamen Island, and the probability value is highest in the northwest part of the island. That is because this area is the core economic zone of Xiamen Island and has a relatively high scale of human flows during the working day. The northeast area of Xiamen Island, which is the main residential area on the island, also has a high probability of visiting. In addition, as the central tourist concentration area of Xiamen Island, the southwest area of Xiamen Island has the Gulangyu ferry terminal, South Putuo mountain, Xiamen University, and other attractive attractions, which also have a high probability of visiting. What is more, the western area outside of the Xiamen Island, the northern area outside of the Xiamen Island also has a high probability of visiting. However, the northern part of the study area has a relatively low probability of access, due to its relatively underdeveloped economy.

Figure 12 shows the distribution of inflow and outflow ratios of each hexagonal grid divided by period. It also can be seen from Figure 12 that, in the periods with a low number of drop-offs in the surrounding area, the central business district of Xiamen Island has the higher number of drop-offs; this also shows that, during working hours in a day, as the destination of most trips, there is a higher probability of drop-off in the area.
3.2. The Test Result of the Model

In this part, we selected the test data from the remaining 20% of data in the study area and chose three hexagonal grids in each period of the day, applied the TI-STPM model to all the real trips inside the grid to calculate the possible travel distance, and predicted its possible visiting location to test the accuracy of the TI-STPM model. First, we built a buffer prototype based on the radius of the travel distance, which is calculated based on the pickup time and location. Then we extracted the grid ID with the highest visit probability in the buffer and compared the extracted grid ID with the grid where the drop-off point in the real itinerary is located. Finally, we got the test result of the accuracy of the proposed model. Figure 13 shows the actual itinerary of the selected verification data, and Table 3 shows the accuracy of the proposed model.

It can be seen from Table 3 that the accuracy rate of the calculation result is almost over 40%, the highest is 68.45%, and the average accuracy rate also reaches 54.2%.

Analyzing the results at different periods of the day, it can be seen that, in the period from 12:00 am to 6:00 am of the day, the forecast results are less than 50%, and this may be because that urban bus is out of service during this period, so it is unreasonable to take urban bus lines as a reverse factor affecting taxi travel at this time. While the period between 6:00 am and 10:00 pm is usually a period when urban human flows are more active, considering the competitive effect of urban buses on taxis during this period can help to
improve the accuracy of model prediction to a certain extent; thus, in this period, the prediction accuracy rate is high.

Figure 13. Pickup location (left) and the drop-off location (right) of 36 verification grids.

Table 3. Comparison of prediction accuracies at TI-STPM and real data.

| No. | Time_Period | Hex_ID | Travel_Num | Correct_Num | Accuracy (%) |
|-----|-------------|--------|-------------|-------------|--------------|
| 01  | 00~02       | 60     | 119         | 53          | 44.54        |
| 02  | 19          | 126    | 51          |             | 40.48        |
| 03  | 82          | 150    | 64          |             | 42.67        |
| 04  | 39          | 492    | 250         |             | 50.81        |
| 05  | 02~04       | 46     | 41          | 22          | 53.66        |
| 06  | 02          | 24     | 11          |             | 45.83        |
| 07  | 44          | 76     | 33          |             | 43.42        |
| 08  | 04~06       | 63     | 244         | 119         | 48.77        |
| 09  | 82          | 48     | 26          |             | 54.17        |
| 10  | 101         | 45     | 25          |             | 55.56        |
| 11  | 06~08       | 83     | 75          | 35          | 46.67        |
| 12  | 38          | 223    | 122         |             | 54.71        |
| 13  | 81          | 299    | 177         |             | 59.20        |
| 14  | 08~10       | 34     | 344         | 191         | 55.52        |
| 15  | 69          | 406    | 262         |             | 64.53        |
| 16  | 105         | 32     | 14          |             | 43.75        |
| 17  | 10~12       | 7      | 104         | 56          | 53.85        |
| 18  | 63          | 616    | 412         |             | 66.88        |
| 19  | 5           | 41     | 20          |             | 48.78        |
| 20  | 44          | 653    | 447         |             | 68.45        |
| 21  | 68          | 663    | 420         |             | 63.35        |
| 22  | 19          | 52     | 30          |             | 57.69        |
| 23  | 14~16       | 64     | 621         | 411         | 66.18        |
| 24  | 39          | 944    | 353         |             | 37.39        |
| 25  | 21          | 6      | 3           |             | 50.00        |
| 26  | 14          | 291    | 154         |             | 52.92        |
| 27  | 43          | 89     | 47          |             | 52.81        |
| 28  | 16          | 162    | 98          |             | 60.49        |
| 29  | 18~20       | 66     | 2555        | 1739        | 68.06        |
| 30  | 47          | 638    | 411         |             | 64.42        |
| 31  | 15          | 1155   | 770         |             | 66.67        |
| 32  | 20~22       | 8      | 23          | 11          | 47.83        |
| 33  | 57          | 50     | 16          |             | 53.33        |
In addition, it can be seen from the calculation results that, when there is a large number of taxi travels in the selected grid, the prediction accuracy rate of the model is also high. This result may be due to the fact that the grids with a large number of taxi orders are usually developed areas, and these areas usually have developed road networks and bus lines; these two factors can improve the accuracy of the model results, so there is a high model-prediction-accuracy rate in these areas.

4. Discussion and Conclusions

In previous studies, social-media data, land-use data, and vehicle-GPS data were combined with general probabilistic models to identify taxi destinations in the study of urban-population-flow prediction. We based our research on these research results; nonetheless, our research goal was to find areas where a combination of multi-source datasets and temporal and spatial patterns cannot be used to predict where taxis will visit. Specifically, the purpose of our research was to construct a probability model through the overall analysis of human flows in time and space, and use the probability model to predict the probability of visits to urban locations when taking a taxi for a trip.

The temporal and spatial structure of urban spatial human flows, using taxis as a mode of travel, usually shows a combination of reasonable spatial distribution and significant temporal laws. The rational interpretation of the spatial distribution should be based on the external constraints of the human flows in the urban space, such as spatial distance, road network, etc. The interpretation of the law of time should be based on the internal drive in urban activities, such as service demand time. On the other hand, the urban spatial human-flow pattern can reflect the hot spots of urban, and that can help predict urban human flows more reasonably.

Urban human flows can be predicted by the spatial-distribution characteristics and time-distribution law of daily traffic travel. Mining the inherent characteristics of traffic travel data can help us discover the complex relationship of human flows in time and space, especially after the detailed division of timescale and space scale; the fine-grained characteristics shown by it show the difference of urban human flows. In this research, we conducted fine-grained feature mining on urban traffic data (taxi travel data) and performed a feature analysis on travel distances and the number of trips in different periods to build a model for predicting access probability, which can help to improve the accuracy of urban human-flow forecasts.

This study used urban taxi travel data to extract the temporal and spatial characteristics of the human flows and then combined them with road networks and bus lines to construct a temporal and spatial probability model to predict location visits when taking taxis as a travel mode. Since most of the predictions of location visits are based on the types of activities that humans participate in and the types of urban land use, we tried to predict the location of visits by proposing a spatiotemporal probability model, regardless of the type of activity and land use. The model is based on the spatiotemporal clustering characteristics of human taxi activities analyzed by the k-means clustering method and the kernel density analyzing method, taking into account the number of trips, travel distance, travel-time distribution, urban-road-network density, and urban-bus-line density as model calculation factors to predict the possibility of location visits.

The results show that the proposed model can successfully predict where people are likely to visit when traveling by taxi, and the average prediction accuracy reached 54%. Although the prediction accuracy is not high, this method provides an idea for studying the prediction of visiting locations in cities, and the research results could help to take

|   |   |   |   |   |   |
|---|---|---|---|---|---|
| 34 | 23 | 11 | 6  | 54.55 |
| 35 | 22-24 | 25 | 19 | 10  | 52.63 |
| 36 | 61 | 801 | 485 | 60.55 |

Mean 54.19
more scientific and reasonable measures in urban management. For example, in areas with a high frequency of visits, public-service resources should be increased to ensure normal human flows. The accuracy of the model is limited by the particularity of the geographical location of the study area; for datasets with more general characteristics, this method may have higher prediction results. In addition, factors such as traffic control and road restrictions can be added to the calculation of the model to achieve higher prediction accuracy.
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