MEASURING THE COOLING OF THE NEUTRON STAR IN CASSIOPEIA A WITH ALL CHANDRA X-RAY OBSERVATORY DETECTORS
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ABSTRACT

The thermal evolution of young neutron stars (NSs) reflects the neutrino emission properties of their cores. Heinke & Ho measured a 3.6% ± 0.6% decay in the surface temperature of the Cassiopeia A (Cas A) NS between 2000 and 2009, using archival data from the Chandra X-ray Observatory ACIS-S detector in Graded mode. Page et al. and Shternin et al. attributed this decay to enhanced neutrino emission from a superfluid neutron transition in the core. Here we test this decline, combining analysis of the Cas A NS using all Chandra X-ray detectors and modes (HRC-S, HRC-I, ACIS-I, ACIS-S in Faint mode, and ACIS-S in Graded mode) and adding a 2012 May ACIS-S Graded mode observation, using the most current calibrations (CALDB 4.5.5.1). We measure the temperature changes from each detector separately and test for systematic effects due to the nearby filaments of the supernova remnant. We find a 0.92%–2.0% decay over 10 yr in the effective temperature, inferred from HRC-S data, depending on the choice of source and background extraction regions, with a best-fit decay of 1.0% ± 0.7%. In comparison, the ACIS-S Graded data indicate a temperature decay of 3.1%–5.0% over 10 yr, with a best-fit decay of 3.5% ± 0.4%. Shallower observations using the other detectors yield temperature decays of 2.6% ± 1.9% (ACIS-I), 2.1% ± 1.0% (HRC-I), and 2.1% ± 1.9% (ACIS-S Faint mode) over 10 yr. Our best estimate indicates a decline of 2.9% ± 0.5%stat ± 1.0sys% over 10 yr. The complexity of the bright and varying supernova remnant background makes a definitive interpretation of archival Cas A Chandra observations difficult. A temperature decline of 1%–3.5% over 10 yr would indicate extraordinarily fast cooling of the NS that can be regulated by superfluidity of nucleons in the stellar core.
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1. INTRODUCTION

Young neutron stars (NSs) cool primarily through neutrino emission from their cores, allowing studies of NS thermal evolution to probe the physics of dense matter (see Yakovlev & Pethick 2004; Page et al. 2006; Tsuruta 1998, for reviews). Many young NSs are known, and their ages and temperatures can be estimated, allowing studies of NS cooling curves (e.g., Yakovlev et al. 2011; Page et al. 2009; Tsuruta et al. 2009). However, accurately measuring the current temperature decline rate in a young NS can provide significantly clearer information about the interior physics of NSs.

The NS at the center of the Cassiopeia A (Cas A) supernova remnant, 3.4 kpc away (Reed et al. 1995), was discovered by Chandra in 1999 (Tananbaum 1999). The age of the supernova remnant is estimated to be ≈330 yr (Fesen et al. 2006). This NS shows no evidence for X-ray pulsations, despite repeated searches using XMM-Newton and multiple Chandra detectors, culminating in a long 2009 Chandra/HRC-S time series (Murray et al. 2002; Mereghetti et al. 2002; Pavlov & Luna 2009; Halpern & Gotthelf 2010). The Cas A NS has not been detected in radio imaging surveys, nor radio pulsation searches (McLaughlin et al. 2001), shows no optical or infrared counterpart (Fesen et al. 2006; Wang et al. 2007), and shows no evidence of an extended X-ray pulsar wind nebula (Pavlov & Luna 2009). The soft X-ray spectrum, X-ray luminosity, and lack of multiwavelength counterparts or any evidence of radio pulsar activity make the Cas A NS similar to nine other central X-ray sources, presumably NSs, in young supernova remnants, the so-called Central Compact Objects (see Ho 2013; Gotthelf et al. 2013, for reviews). The normalization of the soft blackbody-like X-ray spectrum requires either tiny hot spots on the NS surface (difficult to understand, given the tight pulsation limits; Pavlov & Luna 2009) or an atmosphere of carbon (Ho & Heinke 2009). The latter model fits the spectrum well, and can be explained by the burning and removal of light elements on the surface of the NS on a timescale <100 yr (Chang et al. 2010).

Heinke & Ho (2010) reported a 3.6% ± 0.6% relative decay ratio ($T_{2000}/T_{2009}$) in surface temperature over 9 yr using a series of archival Chandra/ACIS-S Graded observations, extended by Shternin et al. (2011) to a 10th year. This decline is significantly steeper than can be explained by the modified Urca mechanism (Yakovlev et al. 2011). The rapid decline but relatively high temperature requires a recent, dramatic change in the neutrino emission properties of the NS. Page et al. (2011) and Shternin et al. (2011) interpret this change as due to the transition of the neutrons in the core to a superfluid state, during which the pairing of neutrons produces enhanced neutrino emission (Flowers et al. 1976; Page et al. 2004; Gusakov et al. 2004). This identification allows the measurement of the critical temperature for core neutron superfluidity, around (5–8) × 10^8 K (Page et al. 2011; Shternin et al. 2011). This interpretation also requires core proton superfluidity, with critical temperature $T_c$ above 10^9 K.
Verifying this temperature decay is thus of great importance for the physics of high density nuclear matter.

However, even the best-calibrated detectors on Chandra, the ACIS imaging detectors, suffer from a few problems that could affect the reliability of the temperature decline measurement. An obvious problem is the decline in quantum efficiency (QE) due to the buildup of a molecular contaminant on the CCDs, which mimics a declining count rate and inferred temperature. However, this decline is strongest at low (<0.7 keV) energies, and has been well studied and calibrated. Heinke & Ho (2010) showed that the flux decline from the Cas A NS is slightly stronger at higher, rather than lower, energies, which is inconsistent with this QE decline. Another problem that affects observed count rates is charge transfer inefficiency (CTI), where a fraction of the charge released by an X-ray photon is lost as the electrons transfer from one pixel to another on the CCD during the readout time of the detector (Townsley et al. 2000), causing an alteration of the measured energy of the photon. Event pileup, where the detector identifies two photons landing on the same or adjacent pixels within one frame time as a single photon, can cause both a lower count rate and a higher recorded energy for each photon (Davis 2001). Both CTI and pileup can cause grade migration, where the pattern of released electrons on the detector is altered from a pattern typical of a single photon (denoted a “good” grade) to a pattern atypical of single photons (a “bad” grade, commonly produced by cosmic rays). Since Graded mode observations do not telemeter the 3 x 3 or 5 x 5 charge distribution around each event to the ground, the effects of CTI cannot be corrected with the standard procedure.

Since ACIS data provided in Graded mode omits some data classified with “bad” grades from the Chandra telemetry stream, any increased rates of grade migration can lead to a (previously uncalibrated) decrease in count rate for Graded mode data over the Chandra lifetime. Robert Rutledge reported that the ACIS-S detector, when operating in Graded mode, has indeed suffered increasing rates of grade migration during the past 10 yr, due to radiation damage on the ACIS CCDs causing increased CTI. This effect has been confirmed by the Chandra X-ray Center (CXC) and new calibrations were generated to correct for this effect. Since Cas A is a very bright X-ray source, most ACIS data on it have been taken in Graded mode. Given that this calibration update was unavailable for the Heinke & Ho (2010) analysis, this problem could affect their Cas A NS temperature decline measurement.

Since it is premature to conclude that there are no other systematic uncertainties affecting the temperature decline measurement, our goal in this paper is to measure the temperature change of the Cas A NS over 10 yr using updated calibrations and archival data from all of the imaging detectors on Chandra: HRC-S, HRC-I, ACIS-I, ACIS-S (Faint mode), and ACIS-S (Graded mode, including a new 2012 observation). The HRC cameras use a completely different detector system (a multichannel plate) than the ACIS CCDs, and they should not suffer the same systematic detector uncertainties (though they may have other problems).

While we cannot expect that the different detectors are cross-calibrated at the sensitivity necessary to directly compare the measured temperatures between detectors, the fractional temperature gradient (in time) for each detector should be more robust. In all our analysis, the decline rate is calculated using a best-fit line according to

$$\text{decay [\%]} = \left(1 - \frac{a \times y_f + b}{a \times y_i + b}\right) \times 100,$$

where $y_i = 2000$ and $y_f = 2010$. All errors presented throughout the paper enclose the 1σ confidence interval.

2. X-RAY ANALYSIS

Our analysis was conducted using the Chandra Interactive Analysis of Observations (CIAO) 4.4 software along with the Chandra Calibration Database (CALDB) 4.4.6.4 for analyzing HRC-S and HRC-I observations, omitting the few observations taken using gratings. Although there was an update to the HRC-S QE in CALDB 4.4.7, this only affected the QE below 0.1 keV, which does not affect the analysis of the highly absorbed central compact source in Cas A. For ACIS-I, ACIS-S in Faint mode, and ACIS-S in Graded mode observations, we use CIAO 4.5 and CALDB 4.5.5.1. The CXC calibration team released this calibration update to correct ACIS-S Graded observations for the grade migration problem described above. In each observation, we calculated ancillary response functions (ARFs) including corrections for the fraction of the point-spread function (PSF) enclosed in an extraction region.

Below, we describe details of the analysis for each detector.

2.1. HRC-S

The Cas A supernova remnant was observed by the Chandra/HRC-S camera in 1999 September, 2000 October, and 2001 September, and then in five long exposures in 2009 March. Three other HRC-S observations were not analyzed because the supernova remnant is at very large offset angles, and thus strongly out of focus. In all the remaining HRC-S observations, the Cas A NS is projected relatively close to the aim point, in a region on the chip that is relatively well calibrated. Table 1 lists the ObsIDs considered in our analysis, with their exposures. The HRC-S data are good candidates to compare with the ACIS-S observations, since the HRC-S observations place the NS near the optical axis of the telescope (i.e., at small off-axis angles of $\theta_{\text{off-axis}} < 1^\circ$); this avoids the blurring of the PSF incurred at large off-axis angles.7

Most importantly—apart from ObsID 172 in 1999 which was only 9.5 ks—these are deep observations of 50–130 ks, providing sufficient statistics for a clear result. Since ObsIDs 10227, 10228, 10229, 10698, and 10892 were taken within 10 days in 2009, their calibration should be identical. We therefore merged them into a single observation for the purposes of this analysis. We used the processed event-2 files from the public Chandra Observation Catalogue.8

Since the spectral energy resolution of HRC-S is poor, no significant spectral information can be extracted from HRC-S observations. Therefore, for each observation, we calculate a table of conversion factors between the observed count rate and the NS temperature, using a simulated spectrum and the relevant response. Then we use the observed count rates to calculate the NS temperature at each epoch. Our model for the Cas A NS spectrum utilizes the best-fit values from the ACIS-S spectral fitting (Shternin et al. 2011); this includes a

---

5 http://cxc.harvard.edu/cal/Acis/Cal_prods/qeDeg
6 Talk at the Institute for Nuclear Theory conference on astrophysical transients, http://www.int.washington.edu/PROGRAMS/11-2b/.
7 Chandra Proposal’s Observatory Guide, http://cxc.harvard.edu/proposer/PGO/
8 http://cda.harvard.edu/chaser/
### Table 1

| ObsID | Year  | Exposure (ks) | $\theta_{\text{off, rms}}$ (”) | Case I | Case II | Case III | Case IV |
|-------|-------|---------------|---------------------------------|--------|---------|----------|---------|
|       |       |               |                                 | Count Rate ($10^{-2}$ count s$^{-1}$) | $T_{\text{eff}}$ (10$^6$ K) | Count Rate ($10^{-2}$ count s$^{-1}$) | $T_{\text{eff}}$ (10$^6$ K) | Count Rate ($10^{-2}$ count s$^{-1}$) | $T_{\text{eff}}$ (10$^6$ K) |
| 172   | 1999.68 | 9.4           | 0.7                              | 2.83 ± 0.19 | 2.006 ± 0.025 | 2.71 ± 0.18 | 1.990 ± 0.024 | 3.00 ± 0.22 | 2.028 ± 0.028 | 3.14 ± 0.22 | 2.046 ± 0.027 |
| 1857  | 2000.76 | 48.4          | 0.3                              | 3.01 ± 0.09 | 2.032 ± 0.011 | 2.93 ± 0.08 | 2.022 ± 0.010 | 3.14 ± 0.09 | 2.048 ± 0.011 | 3.19 ± 0.10 | 2.054 ± 0.011 |
| 1038  | 2001.80 | 50.0          | 0.2                              | 2.84 ± 0.08 | 2.013 ± 0.011 | 2.74 ± 0.08 | 2.000 ± 0.010 | 2.96 ± 0.09 | 2.028 ± 0.011 | 3.07 ± 0.09 | 2.042 ± 0.011 |
| Merged$^b$ | 2009.23 | 484.4         | 0.3                              | 2.60 ± 0.06 | 2.005 ± 0.008 | 2.53 ± 0.05 | 1.994 ± 0.007 | 2.60 ± 0.06 | 2.004 ± 0.008 | 2.69 ± 0.06 | 2.017 ± 0.008 |

**Notes.** The different cases represent different choices of source and background regions: Case I — $r_{\text{src}} = 1’’$, $r_{\text{bkg}} = 5’’$; Case II — $r_{\text{src}} = 1’$, $r_{\text{bkg}} = 3’’$; Case III — $r_{\text{src}} = 3’’$, $r_{\text{bkg}} = 5’’$; Case IV — $r_{\text{src}} = 3’’$, $r_{\text{bkg}} = 5’’$ excluding filaments.

$^a$ This case is our preferred case for cross-detector comparison.

$^b$ The merged 2009 observations consist of ObsIDs 10227, 10228, 10229, 10698, and 10892.

---

non-magnetized carbon atmosphere (Ho & Heinke 2009), scattering of soft-X-rays by interstellar dust (Predelh et al. 2003), and the Tüebingen–Boulder model for photoelectric absorption by interstellar gas and dust (Wilms et al. 2000; including its updated solar abundances, with cross-sections from Balucinska-Church & McCammon 1992). We allow only the temperature of the NS to vary (as physically expected), fixing the other parameters. The merged 2009 observations consist of ObsIDs 10227, 10228, 10229, 10698, and 10892.

The effective area file, or ARF, has been generated for each HRC-S observation using the CIAO tool mkarf. In real-world detectors, incident photons at any given energy will be detected as events at a range of measured energies (technically, the detector pulse height amplitude), a process that is expressed as a matrix multiplication through a redistribution matrix file (RMF). The poor spectral resolution of HRC-S means that this process is expressed as a matrix multiplication through a redistribution matrix file (RMF). The poor spectral resolution of HRC-S means that this matrix has very substantial terms far off the diagonal. We used a simple RMF for HRC-S that was released by the CXC in 2010; however, since we use the total count rate of HRC data, rather than attempting detailed spectral fitting, the choice of RMF is not likely to have a strong impact. We combined the calibration files and models described above in XSPEC v. 12.7.0 (Arnaud 1996) to create a table of temperatures corresponding to different count rates for each epoch. Through this, we matched real measured count rates to model-predicted count rates within <1%, to calculate the temperature for each HRC-S observation.

Deep ACIS-S observations of the sky area around the Cas A NS reveal strong variability of nonthermal X-ray filaments of the supernova remnant over time (Patnaude & Fesen 2009). Some of these filaments cross the NS from our viewpoint. Variability in the portion of the filamentary structure lying across the NS need not correlate with neighboring parts of the filament. Since these latter regions potentially contaminate the local background region used in analyzing the NS, differential variability of filaments in the supernova remnant may lead to a mismeasurement of the count rate/temperature for the NS; a brightening of filaments in the background region could cause an overestimated decrease in the NS count rate. We attempted to constrain the behavior of this filament by making images of the area around the NS in hard energy bands: 5–6 keV, 5–7 keV, and 7–8 keV. However, pileup from the NS still contributed counts in these bands, making the behavior of the filaments across the NS difficult to determine. We tentatively assume that the portion of the filament crossing over the NS has the same average surface brightness as nearby filaments.

To address systematic errors due to the filaments on the measured count rates and the inferred temperatures, we considered several choices of source and background extraction regions. For consistency with past analyses, our default source extraction region (hereafter, Case I) matches the circular region ($r_{\text{src}} = 1’’$) considered by Pavlov & Luna (2009) and Heinke & Ho (2010). For this case, we chose a background annulus of radii $2’’$–$3’’$. We pair a more compact region (Case II), which corresponds to the smallest region that encloses 90% of the flux from a point source ($r_{\text{src}} = 1’$, 10 HRC pixels), with a background annulus of radii $2’’$–$3’’$. A larger set of regions was also considered (Case III, $r_{\text{src}} = 3’’$, $r_{\text{bkg}} = 5’’$–$8’’$). Because the larger background region extends further away from the NS, it includes brighter, more highly variable filaments, which likely increase our systematic uncertainties. Therefore, for our largest source aperture, we created a second background region, which potentially minimizes the effects of bright filaments. In this Case IV, the regions showing bright filaments in some observations were excluded in all observations (see Figure 1). Table 1 gives the measured count rates and effective temperatures for the HRC-S observations.

#### 2.2. ACIS-S, Graded Mode

We analyzed all the ACIS-S Graded observations between 2000 and 2012, excluding observations where bad columns intersected the Cas A NS (see discussion in Heinke & Ho 2010). Prior to 2005, the ACIS-S Graded observations were taken with a 3.24 s frame time. Since then, only one ACIS-S chip has been turned on during the observations, leading to a 3.04 s frame time. Since three sets of two observations (10935/12020, 10936/13177, and 9117/10773) were each taken very close together in time and with the same instrument setup, each of these three sets were merged together. We also analyze the recent deep (~50 ks) ObsID 14229 taken in 2012 May. We note that several ACIS-S (and ACIS-I) ObsIDs suffer from telemetry saturation, with some dropped frames. The reduction in exposure is accounted for in standard processing (via the “good time intervals”), and there is no evidence that the temperature measurements from these ObsIDs are biased compared to other ObsIDs.

---

Note that Heinke & Ho (2010) say they used a 4 pixel extraction region, corresponding to $2’/37$; the 4 pixel radius is correct, but this corresponds to $1’’/97$. 

---
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We fit spectra of the ACIS-S Graded data to measure the NS surface temperature. To allow consistent comparisons with the previous results using this detector, we first extracted spectra from the same regions (our Case I) used in Heinke & Ho (2010) and Shtrernin et al. (2011). After generating the appropriate ARF and RMF files for each observation, we binned the extracted spectra at a minimum of 25 counts per bin. We adopted the same fitting parameters as in Shtrernin et al. (2011, and as above) for the NS $M_{\text{NS}}$, $R_{\text{NS}}$, and $N_{\text{H}}$. The fits to the extracted ACIS-S spectra also account for the effects of pileup through the pileup model implemented in XSPEC (Davis 2001). We fixed the grade migration parameter for pileup to $\alpha = 0.27$ for the 3.24 s frame time observations and $\alpha = 0.24$ for the 3.04 s frame time observations (the best fit found by Heinke & Ho 2010). The maximum number of photons is fixed to 5 and the PSF fraction is set to 0.95 for all observations. The temperatures for Case I are summarized in Table 2. To determine if the ACIS camera suffered from a different systematic error due to the choice of regions, we followed the same procedure for Cases II–IV.

2.3. HRC-I

Nineteen observations of Cas A were made using HRC-I, all of them on-axis ($\theta_{\text{off-axis}} < 1'$), spaced between 2001 and 2011. However, with the exception of ObsID 11240 and ObsID 12059, which have $\sim$13 ks exposures, most of the HRC-I observations are only $\sim$5 ks long. We used the same analysis method as in the HRC-S analysis, using the HRC-I response matrix (hrcID1999-07-22rmfN0002.fits) generated by the CXC in 2009 December. The proper ARF files were computed for each observation using mkarf, and used together with the RMF to simulate HRC-I spectra and determine the count rate-temperature conversion. We only report the results from Case I, though we also computed Case II and found similar results. Table 3 gives the ObsIDs, exposures, off-axis angles, count rates, and inferred temperatures of the HRC-I data.

2.4. ACIS-I

All observations using the ACIS-I detector were analyzed. Although these are more frequent, with 23 ACIS-I observations between 2000 and 2009, they are very shallow, with an average exposure of 1.7 ks. All ACIS-I observations were taken with a 3.24 s frame time, except ObsID 10624, which has a 3.04 s frame time. The Cas A NS was projected onto the I3 chip for all observations, except for ObsID 223, which used the I0 chip, ObsID 224, which used the I1 chip, and ObsID 225, which used the I2 chip.

The ACIS-I observations have several potential sources of systematic errors beyond those affecting the other detectors. Since the majority of the ACIS-I observations aimed to study the supernova remnant, as opposed to the NS, these observations tend to place the whole supernova remnant on the center of a CCD chip. Given that the aim point of the ACIS-I detector is at the corner of the I3 chip, this places the NS at large off-axis angles. This leads to significant asymmetric smearing of the NS PSF, which could blend photons from the NS with emission from different parts of the supernova remnant in each observation. In addition, the different observations have different telescope roll angles that lead to different filamentary features contributing to the source and background regions. Finally, further systematic errors could be induced by uncertainties in the calibration of the response of the ACIS-I CCDs at different off-axis angles.
We used a larger source extraction region of $r_{src} = 4''2$ (8.5 ACIS pixels), to make sure that the extraction region of the source contains most of the smeared PSF. We extract the background from an annulus with radii $6''3--12''5$, excluding in all observations a region showing bright, variable supernova remnant filaments. This choice of extraction regions (hereafter Case V) is only considered for the ACIS-I observations.

As with the ACIS-S Graded data, extracted spectra of all observations were binned at a minimum of 25 counts per bin. The grade migration parameter of the pileup model may differ from the temperature decline analysis. To minimize systematic errors due to the ACIS-I chip used, only the observations where the Cas A NS was on the I3 chip were used for the temperature decline analysis.

### 2.5. ACIS-S, Faint Mode

Finally, ACIS-S Faint mode observations were analyzed using the same technique as used with the ACIS-S Graded and ACIS-I observations. These 19 observations are more widely distributed in time than the HRC-S observations, and unlike the ACIS-I observations do not suffer from large off-axis angles. Most of the ACIS-S Faint observations have $\theta_{off-axis} \sim 2.5$, similar to the ACIS-S Graded mode observations (this centers the supernova remnant on the S3 chip). However, most of these observations have short exposures around 1 ks, leading to poor statistics. ObsID 6690 was taken using a 1/8 subarray mode, eliminating pileup. To ensure consistent comparison with past analyses, we exclude it from our analysis. Table 5 gives the ObsIDs, exposures, off-axis angles, count rates, and temperatures for the ACIS-S Faint mode data.

### 3. RESULTS AND DISCUSSION

#### 3.1. HRC-S

Given that our source extraction regions account for the fraction of the enclosed PSF, to first order, we should expect that Cases I–IV (i.e., different source and background extraction regions) should yield consistent temperature declines. However, in the case of a spatially and temporally dependent background produced by the synchrotron emitting filaments that cross the NS and background extraction regions, the different cases will yield different results. By comparing the decline in count rates measured by Cases I–IV, we can estimate the strength of this systematic effect.

A linear fit to the decline of the HRC-S count rate in Case I gives a count rate decline of $12.6\% \pm 2.8\%$ over 10 yr. Case II is not very different, where the 10 yr decline is $12.2\% \pm 2.8\%$. Case III gives the highest count rate decline over 10 yr at $17.0\% \pm 2.7\%$, while Case IV gives a slightly smaller decline of $16.3\% \pm 2.7\%$. Table 1 summarizes all the HRC-S results for

---

### Table 4

| ObsID | Year   | Exposure (ks) | $\theta_{off-axis}$ ('') | Count Rate ($10^{-3}$ cnt s$^{-1}$) | $T_{eff}$ (10$^3$ K) |
|-------|--------|--------------|--------------------------|-----------------------------------|----------------------|
|       |        |              |                          |                                   |                      |
| 226   | 2000.16| 2.7          | 3.9                      | 9.59 ± 0.60                      | 2.140 ± 0.042       |
| 233   | 2000.16| 1.3          | 5.4                      | 10.60 ± 0.92                     | 2.201 ± 0.057       |
| 234   | 2000.16| 1.3          | 7.2                      | 7.89 ± 0.77                      | 2.232 ± 0.069       |
| 235   | 2000.16| 1.3          | 6.2                      | 9.12 ± 0.83                      | 2.248 ± 0.068       |
| Merged| 2000.16| 6.6          | 3.3                      | 9.35 ± 0.37                      | 2.193 ± 0.060       |

### Table 5

| ObsID | Year   | Exposure (ks) | $\theta_{off-axis}$ ('') | Count Rate ($10^{-2}$ cnt s$^{-1}$) | $T_{eff}$ (10$^3$ K) |
|-------|--------|--------------|--------------------------|-----------------------------------|----------------------|
| 230   | 2000.16| 2.1          | 2.6                      | 10.79 ± 0.70                      | 2.104 ± 0.040       |
| 236   | 2000.16| 1.0          | 3.1                      | 11.41 ± 1.01                     | 2.168 ± 0.060       |
| 237   | 2000.16| 1.0          | 4.4                      | 9.75 ± 0.98                      | 2.169 ± 0.062       |
| 238   | 2000.39| 2.5          | 0.9                      | 9.75 ± 0.62                      | 2.095 ± 0.040       |
| 1547  | 2001.02| 1.1          | 2.2                      | 10.48 ± 0.97                     | 1.215 ± 0.064       |
| 1458  | 2001.53| 1.1          | 2.7                      | 8.76 ± 0.89                      | 2.051 ± 0.056       |
| 2870  | 2002.10| 1.8          | 2.4                      | 8.71 ± 0.70                      | 2.029 ± 0.055       |
| 2877  | 2002.66| 1.1          | 3.0                      | 7.63 ± 0.83                      | 2.025 ± 0.055       |

---

### Notes.

a Since ObsIDs 226 and 233–235 were taken very close together in time, were on the same chip, and had consistent temperatures, they were merged for the temperature decline analysis.

b Since Obs IDs 223–225 were not taken on the I3 CCD, they were excluded from the temperature decline analysis.
the different cases, the measured count rates, and the inferred temperatures.

The currently released calibration of the QE decline for HRC-S is 0.75% ± 0.19% yr⁻¹. This suggests that the QE-corrected NS count rate decline over 10 yr would range from 4.7% ± 3.4% (for Case I) to 9.5% ± 3.4% (for Case III). This leads to a real NS temperature drop of 1%–2% over 10 yr.

We obtain similar results when estimating the NS temperatures directly, by comparing the measured count rates with the count rates predicted for the model atmosphere in XSPEC, for different extraction cases (Table 1, last column). Cases I and II show marginal NS temperature declines over 10 yr of 1.0% ± 0.7% and 0.9% ± 0.6%, respectively. Since the $\chi^2$ for 2 degrees of freedom ( dof) for Case II, we have rescaled its errors to give a reduced $\chi^2 \equiv \chi^2_b = 1$ for comparison with other measurements; we follow the same procedure whenever $\chi^2_b > 1$. When using larger source and background regions, the inferred decline over 10 yr increases slightly to 2.0% ± 0.7% ($\chi^2 = 1.3$ for 2 dof) and 1.8% ± 0.7% ($\chi^2 = 0.3$ for 2 dof) for Cases III and IV, respectively (see Figure 2). The larger source and background extraction regions in Cases III and IV are more likely to contain variable filament emission. We summarize these results in Table 6 for HRC-S and all other detectors.

As a third method of estimating the temperature decline, we measured the background-subtracted energy flux for the NS (for Cases I–III) using the CIAO tool eff2evt, which calculates an inferred flux for each detected photon. Since the HRC energy resolution is poor, we select an energy of 1.5 keV to calculate the QE and effective area, which corresponds to the peak of the NS spectrum. The results are consistent with the other two methods of calculating the flux and/or temperature decline, for the corresponding cases. Case I shows a 5.2±3.1% decline in the measured flux over 10 yr, while in Case II the decline is 4.0±3.5%. Case III shows a higher measured flux decline over 10 yr of 9.5% ± 2.3%; all of these linear fits show $\chi^2_b < 1$. These fits correspond to temperature declines that are consistent with the other two methods.

Since the larger extraction regions (Cases III and IV) are more likely to suffer from additional systematic errors produced by variable filament emission, we prefer Case I as our default source extraction region. Moreover, using Case I provides for consistent comparison with past work. Although we expect that Cases III and IV would be more likely to be affected by a filament, a priori we could not predict the direction of this effect on the temperature decline. However, there is still a chance that Cases I and II could be more strongly affected by a filament (e.g., if a variable filament was in their background extraction region). Therefore we adopt the standard deviation of the temperature decline of Cases I–IV as a quantitative measure of the confidence interval for the systematic error due to region selection in this complex source. Choosing Case I as our default extraction region for comparison with previous work and across other detectors, our best-fit temperature decline for HRC-S is 1.0% ± 0.7% over 10 yr.

### Table 6: Temperature Decline Percentages for the NS in Cas A over 2000–2010

| Detector   | Case  | Temperature Decline (%) over 10 yr | $\chi^2_b$ |
|------------|-------|----------------------------------|------------|
| HRC-S      | I     | 1.0 ± 0.7 stat ± 0.6 sys,b       | 0.90       |
| HRC-S      | II    | 0.9 ± 0.6 stat                   | 1.4        |
| HRC-S      | III   | 2.0 ± 0.7 stat                   | 0.62       |
| HRC-S      | IV    | 1.8 ± 0.7 stat                   | 0.15       |
| ACIS-S (Graded mode) | I     | 3.5 ± 0.4 stat ± 1.0 sys,b     | 0.39       |
| ACIS-S (Graded mode) | II    | 3.1 ± 0.3 stat                   | 0.65       |
| ACIS-S (Graded mode) | III   | 5.0 ± 0.4 stat                   | 1.4        |
| ACIS-S (Graded mode) | IV    | 4.9 ± 0.4 stat                   | 0.67       |
| HRC-I      | I     | 2.1 ± 0.4 stat                   | 2.2        |
| ACIS-I     | V     | 2.6 ± 1.9 stat                   | 1.5        |
| ACIS-S (Faint mode) | I     | 2.1 ± 1.9 stat                   | 0.56       |

All except ACIS-S (Graded mode) ... ··· 1.4 ± 0.6 stat ± 1.0 sys,e ··· ···
All except HRC-S ... ··· 3.4 ± 0.3 stat ± 1.0 sys,e ··· ···
All ... ··· 2.9 ± 0.5 stat ± 1.0 sys,c,d ··· ···

Notes:
- Adopted temperature decline for comparison with other detectors.
- Systematic errors calculated based on interval indicated by the standard deviation between all of the cases for this detector.
- Combined temperature decline percentages calculated from the weighted average using the statistical errors, after rescaling errors where $\chi^2 > 1$.
- The statistical error includes an additional multiplicative rescaling since the $\chi^2_b$ of this weighted average was 3.0.

**Figure 2.** Inferred temperatures from HRC-S count rates for the NS in Cas A with different cases of source and background extraction regions (see Table 1 for case definitions). Cases II–IV have been shifted by a small offset in time (+0.1, +0.2, +0.3, respectively) to make them easier to distinguish. The temperature decline over 10 yr, for different cases, ranges from 0.9% ± 0.6% ( $\chi^2 = 2.7$ for 2 dof) to 2% ± 0.7% ( $\chi^2 = 1.3$ for 2 dof). Our preferred value for comparison with other detectors, Case I, exhibits a temperature decline of 1.0% ± 0.7% ( $\chi^2 = 1.8$ for 2 dof).

(A color version of this figure is available in the online journal.)

---

10 http://cxc.cfa.harvard.edu/cal/Hrc/Monitor/index.html
Including ObsID 14299 from 2012 May increases our baseline to 12 yr. Under CALDB 4.5.5.1, this increases the cooling rate to $3.5\% \pm 0.4\%$ over the 10 yr between 2000 and 2010 (see Figure 3). As with the HRC-S analysis, we consider the average temperature decline of Cases I–IV with the standard deviation of these cases to determine the confidence interval due to region selection. Adopting Case I as our best fit, we find the ACIS-S Graded data support a temperature decline over 10 yr of $3.5\% \pm 0.4\%_{\text{stat}} \pm 1.0\%_{\text{sys}}$.

Excluding the systematic error which will likely affect both detectors similarly, we find that the temperature decline measured by HRC-S and by ACIS-S Graded data are significantly different (at the 3.3\% level). This suggests that our measurements using one or both of these detectors still suffer from unaccounted for systematic errors. For example, the combination of moderate pileup with increasing CTI in GRADED mode data may introduce changes in ACIS-S GRADED data that are difficult to fully calibrate, but there are other possibilities for systematic effects in either detector.

### 3.3. Other Detectors

Linear fitting of the ACIS-I temperatures (using only data from the I3 CCD) gives a decline of $2.6\% \pm 1.9\%$ over 10 yr (see Figure 4) with a $\chi^2 = 22.1$ for 15 dof. We also fitted the inferred temperatures after multiplying the errors by a factor of 1.47 to reduce the $\chi^2$ to 1.0. The uncertainty on the drop increases, giving a drop of $2.6\% \pm 2.8\%$; this increased uncertainty was used to calculate all weighted averages.

The results from HRC-I suffer from short exposures and poor spectral resolution, which cause large errors and highly dispersed inferred temperature values. Linear fitting of the temperature decline gives a temperature drop of $2.1\% \pm 1.0\%$ with a poor fit of $\chi^2 = 37.5$ for 17 dof. We also performed the fitting after multiplying the errors by a factor of 2.2, to attain $\chi^2 = 1$. This increases the uncertainty on the drop, to $2.0\% \pm 2.4\%$ over 10 yr, consistent with either the ACIS-S Graded result or no decline at all (see Figure 5).

Finally, a linear fitting of temperatures from ACIS-S Faint mode observations yields a drop of $2.1\% \pm 1.9\%$ over 10 yr (see Figure 6), consistent with the ACIS-S Graded result or with no temperature decline. The linear fit has a $\chi^2 = 9.6$ for 17 dof.

### 3.4. Combined Best Cooling Estimate

We synthesize a best estimate of the cooling of the Cas A NS by performing a weighted fit of the temperature declines inferred by the various detectors. For all detectors except ACIS-I, we adopt Case I to ensure a consistent comparison; ACIS-I requires its unique larger extraction regions due to the large off-axis angles of the NS in its observations. We use the statistical errors of each detector to weight the fit, and reserve the systematic error from extraction choices to include at the end (as the choices should affect all detectors similarly). We adopt the larger systematic error confidence interval from the ACIS-S Graded observations.

Our best estimate, using information from all five detector setups, is $2.9\% \pm 0.3_{\text{stat}}\%$; however, the $\chi^2$ of the fit was large (3.0), mainly due to the different measurements of the HRC-S and ACIS-S Graded data. To account for this discrepancy, we
multiply the statistical error by the square root of this $\chi^2$. Our final best-fit estimate is $2.9\% \pm 0.5\%_{\text{stat}} \pm 1.0_{\text{sys}}\%$. After adding the errors in quadrature, the temperature decline is detected at the 2.6$\sigma$ level. Figure 7 summarizes the results inferred from all detectors and the weighted fits.

Since there may be an unaccounted systematic error in either the ACIS-S Graded or HRC-S temperature decline and these detectors statistically dominate our results, we also calculated the combined estimate excluding each of these detectors separately. Our best-fit estimate excluding ACIS-S Graded data is $1.4\% \pm 0.6\%_{\text{stat}} \pm 1.0_{\text{sys}}\%$, while our best-fit estimate excluding HRC-S data is $3.4\% \pm 0.9\%_{\text{stat}} \pm 1.0_{\text{sys}}\%$.

4. THEORETICAL INTERPRETATION

If the NS in Cas A underwent standard cooling (through neutrino emission from the core due to the modified Urca process), then its surface temperature decline in 10 yr would be $0.2\%–0.3\%$. A reduction of the temperature decline of $\approx 3.6\%$, reported initially by Heinke & Ho (2010), or even as low as $\approx 1\%$, does not change the principal conclusion that the cooling is extraordinarily fast. If this rapid cooling was constant from the birth of the NS, the current temperature would have to be much smaller than is currently measured. It is reasonable to assume that the cooling was initially slow but greatly accelerated later.

The previous cooling observations were successfully explained (Page et al. 2011; Shtermin et al. 2011) assuming that the NS has a superfluid nucleon core. The powerful direct Urca process of neutrino cooling from the core was supposed to be absent (either completely forbidden or strongly suppressed by superfluidity). One needed strong proton superfluidity throughout the core to appear soon after the birth of the NS to suppress the modified Urca process and make the initial cooling very slow. The corresponding critical temperature $T_{\text{cp}}(\rho)$ for proton superfluidity should be high, $T_{\text{cp}}(\rho) \gtrsim 3 \times 10^8$ K, for all densities $\rho$ in the core. In addition, one needed moderately strong superfluidity due to triplet-state pairing of neutrons, with a wide critical temperature profile $T_{\text{cn}}(\rho)$ over the core. When the temperature $T$ in the cooling core falls below the maximum of $T_{\text{cn}}(\rho)$, neutron superfluidity sets in. This triggers a strong neutrino outburst due to Cooper pairing of neutrons, which produces the required rapid cooling. The peak of $T_{\text{cn}}(\rho)$ was found to be $\approx 5(5–8) \times 10^8$ K, and neutron superfluidity should have appeared about one century ago.

We have checked that the same explanation holds for slower temperature drops of $1\%–2\%$. We have taken the same NS models as in Shtermin et al. (2011) and easily obtained satisfactory agreement with slower temperature declines by slightly adjusting the parameters of superfluidity. One may need a somewhat shifted and less broad $T_{\text{cn}}(\rho)$ profile, or a smaller factor $q$ that determines the reduction of the Cooper pairing neutrino emission by many-body effects (e.g., Leinson 2010). Although we can also weaken proton superfluidity, the data is more readily fit if proton superfluidity is kept strong.

These statements are illustrated in Figure 8, which is similar to Figure 1 of Shtermin et al. (2011). Calculations are performed for the $M = 1.65 M_\odot$ NS model with the Akmal–Pandharipande–Ravenhall equation of state in the core. The proton superfluidity is assumed to be the same as in Shtermin et al. (2011). The left panel in Figure 8 presents five phenomenological $T_{\text{cn}}(\rho)$ profiles over the NS core. The right panel shows corresponding cooling curves over a period of about 40 yr including 10 yr of observations. The ACIS-S Graded data for Case I are overlaid with their 3.5% temperature drop. Note that we plot the effective surface temperature $T_{\text{eff}}$ redshifted for a distant observer.

The temperature profile in the left panel of Figure 8 that corresponds to a 3.5% temperature decline in the right panel, profile (1a), is calculated assuming $q = 0.76$. The temperature profiles (1b) and (1c) correspond to similar $T_{\text{cn}}(\rho)$ profiles, but with higher peaks of $T_{\text{cn}}(\rho)$ and lower $q$ (0.40 and 0.19, respectively); these models for neutron superfluidity lead to lower temperature declines of 2% and 1%, respectively. The two other profiles, (2) and (3), are calculated for $q = 0.76$; their $T_{\text{cn}}(\rho)$ profiles are shifted to higher $\rho$ in the core and have

Figure 6. Measured temperatures from ACIS-S Faint data (Case I) for the NS in Cas A. Linear fitting indicates a decline of $2.1\% \pm 1.9\%$ over 10 yr ($\chi^2 = 9.6$ for 17 dof).

(A color version of this figure is available in the online journal.)

Figure 7. Decline in surface temperature of the NS in Cas A from all detectors on Chandra over 10 yr (2000–2010). The errors on the decline inferred by each instrument are the statistical errors. The blue diagonal-hatched region indicates the best estimate from all the detectors considering only the statistical error (2.9% ± 0.5_{\text{stat}}_\%), while the green diagonal-hatched region includes the quadrature addition of both the statistical and the systematic error (2.9% ± 0.5_{\text{stat}}_\% ± 1.0_{\text{sys}}\%). The best estimate is a weighted average of the individual results.

(A color version of this figure is available in the online journal.)
higher peaks than (1a). They give temperature declines of 2% and 1.5%, respectively.

Therefore, by slightly changing $T_{\text{eff}}(\rho)$ profiles and the factor $q$, we can easily explain the range of temperature drops inferred from observations by different Chandra detectors (Table 6).

These proposed explanations are based on standard neutrino physics. Note that a few alternative explanations (for instance, Blaschke et al. 2012; Negreiros et al. 2012; Sedrakian 2013) employ less standard assumptions on NS physics and evolution.

5. CONCLUSION

Of all the analyzed observations by Chandra detectors, HRC-S provides the best data to compare with the ACIS-S Graded result. However, the 1%–2% range for the temperature decline inferred from HRC-S is less than that inferred from ACIS-S Graded observations. We report a new ACIS-S Graded estimate of the actual drop in temperature of $3.5\% \pm 0.4\%$ over 10 yr, using a new calibration designed to deal with grade migration problems in Graded mode. Recent calibration changes have only minimally reduced the measured temperature decline.

The datasets produced by the remaining Chandra detectors suffer from a range of problems induced by observational circumstances. The ACIS-I observations are affected by the NS being at large off-axis angles. The statistics of the HRC-I and ACIS-S Faint data are relatively low because of their short exposure times.

Combining the available data in a consistent manner, we estimate a temperature decline of $2.9\% \pm 0.5\%_{\text{stat}} \pm 1.0\%_{\text{sys}}$ over 10 yr, where the systematic error is due to different source and background extraction regions. Even a temperature decline as low as 1% over 10 yr would still indicate extraordinarily fast cooling of the NS in the present epoch. It can be explained by models of NSs with nucleon cores that contain strong superfluidity of protons and moderately strong superfluidity of neutrons. Successful explanations are similar to those suggested by Page et al. (2011) and Shtermin et al. (2011), with slightly different parameters of nucleon superfluidity.

Recent observations of the Cas A NS, with ACIS-S in Faint mode using a subarray for a second epoch (PI: G. Pavlov), will be helpful in constraining the true temperature variation of this NS, especially as part of a longer term ACIS-S Faint mode/subarray monitoring program.
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