Coronary artery decision algorithm trained by two-step machine learning algorithm

Young Woo Kim, a Hee-Jin Yu, a Jung-Sun Kim, b Jinyong Ha, c Jongeun Choi a and Joon Sang Lee a

A two-step machine learning (ML) algorithm for estimating both fractional flow reserve (FFR) and decision (DEC) for the coronary artery is introduced in this study. The primary purpose of this model is to suggest the possibility of ML-based FFR to be more accurate than the FFR calculation technique based on a computational fluid dynamics (CFD) method. For this purpose, a two-step ML algorithm that considers the flow characteristics and biometric features as input features of the ML model is designed. The first step of the algorithm is based on the Gaussian progress regression model and is trained by a synthetic model using CFD analysis. The second step of the algorithm is based on a support vector machine with patient data, including flow characteristics and biometric features. Consequently, the accuracy of the FFR estimated from the first step of the algorithm was similar to that of the CFD-based method, while the accuracy of DEC in the second step was improved. This improvement in accuracy was analyzed using flow characteristics and biometric features.

Introduction

Fractional flow reserve (FFR) is known as the gold standard for decision-making in coronary stenosis. 1 The primary advantage of FFR measurement is that it helps to avoid unnecessary stent insertion. The importance of FFR was confirmed by the FFR versus angiography for multivessel evaluation study, which demonstrated that an FFR-guided group exhibited significantly lower rates of major adverse effects compared with an angiography-guided group. 2 The pressure wire-based FFR, or the experimental FFR (FFREXP), is an original method for invasively measuring FFR. In this method, blood pressure at the proximal lesion and distal lesion of stenosis is directly measured using a wire; 3 however, the procedural time and expenses of FFR are not negligible, and there is a risk of complication because of adenosine injection. 4

To overcome these problems, an FFR calculation technique based on computational fluid dynamics (CFD) has been developed. The CFD-based FFR calculation technique, or CFD-FFR, can avoid some invasive procedures by using geometric information from computed tomography (CT) or optical coherence tomography (OCT) images, along with the estimated or assumed boundary conditions. According to Coenen et al., the accuracy of FFRCFD is ~80% with a sensitivity of 87.5% and a specificity of 67.5%; 5 however, it requires expensive computational resources and a computational time of >8 h. 6

Recently, to overcome the limitations of FFRCFD, machine learning (ML) methods have been studied. Compared with the CFD method, ML can perform calculations in a few minutes using lesser computational resources. Researchers from various medical fields are adopting ML for diagnosis and disease prediction. For example, Tripathy et al. performed a study on classification of breast cancer using cellular images with ML algorithm. 7 Moreover, Khanmohammadi et al. attempted to apply ML algorithm for diagnosing basal cell carcinoma via blood sample. 8

Certain studies related to cell rheology such as the study by Kihm et al. used ML to classify cell types in blood. 9 Furthermore, attempts have been made to apply ML to estimate FFR. Kim et al. trained an ML model using intravascular ultrasound (IVUS) images to predict FFR and achieved an accuracy of 81%. 10 The limitations of their study were that the process was tedious and the segmentation of the IVUS image step was manual, which made it difficult to further increase the input data for the ML training. Another approach to address the lack of ML training data is to use a synthetic model. For example, Itu et al. generated a synthetic model of the circulatory system for ML training; 11 the model was generated by randomly extracting the characteristics of patient data. Then, CFD was used to calculate the FFR from these composite models. Compared with patient data, synthetic models can be infinitely amplified. Furthermore, because the features can be easily controlled, the uniformity of the data can be enhanced. Consequently, the ML model could estimate the FFR with the same accuracy as FFRCFD; however,
this indicates that the accuracy of ML FFR is limited to that of FFR$_{\text{CFD}}$, which is 83% at maximum.

Tesche et al. and Hu et al. attempted to use synthetic models with other ML models to achieve an accuracy similar to that of the FFR$_{\text{CFD}}$. Using ML-based FFR to increase the computational speed with accuracy constraints is an ineffective approach. The advantage of ML is the possibility of considering various features and determining their relationships. By maximizing the quality and quantity of the input features, the accuracy of ML-based FFR could surpass that of FFR$_{\text{CFD}}$.

In this study, a two-step ML algorithm for estimating both FFR and decision (DEC) is introduced. The primary purpose of this model is to suggest the possibility of ML-based FFR to be more accurate than FFR$_{\text{CFD}}$. For this purpose, a two-step ML algorithm that considers flow characteristics and biometric features as input features of ML is designed. Flow characteristics are the primary cause of pressure drop; thus, FFR is affected by both stenosis severity and flow characteristics. The relationship between the geometric features and FFR has been analyzed based on flow characteristics such as vorticity or turbulence intensity. By providing flow characteristics as input parameters, the ML algorithm can have more information for increasing its accuracy.

Furthermore, regardless of the geometric features, biometric features can affect FFR. The limitation of CFD is the absence of this method that considers biometric features. Various attempts have been made to reflect biometric features, such as age or body mass index (BMI), in CFD; however, these models are affected by both geometric features and FFR has been analyzed based on flow characteristics such as vorticity or turbulence intensity.14,15 By providing flow characteristics as input parameters, the ML algorithm can have more information for increasing its accuracy.

The summary of the algorithm process is shown in Fig. 1. This algorithm separately provides both estimated FFR and DEC. In the first step, the Gaussian progress regression (GPR) model is used to calculate FFR$_{\text{GPR}}$ In the second step, support vector machine (SVM) is used to calculate DEC$_{\text{SVM}}$.19 The GPR model is trained from the CFD results of the synthetic model; therefore, the target accuracy of the FFR$_{\text{GPR}}$ is the same as that of the FFR$_{\text{CFD}}$. However, the SVM model is trained by both FFR$_{\text{GPR}}$ and flow characteristics and biometric features; therefore, the target accuracy of DEC$_{\text{SVM}}$ should be higher than those of FFR$_{\text{GPR}}$ or FFR$_{\text{CFD}}$.

This study focuses on categorizing and analyzing the mismatched cases of the two-step ML algorithm. Mismatch is defined as the wrong estimation of either FFR or DEC compared to FFR$_{\text{EXP}}$ or DEC$_{\text{EXP}}$. To prove the need for the additional features, the flow characteristics and biometric features are analyzed for these mismatched cases.

**Numerical methods**

**Lattice Boltzmann method**

The lattice Boltzmann method is extensively used to solve microfluidics-related problems.20–23 The Bhatnagar–Gross–Krook model with a single relaxation time is used to solve an incompressible fluid.24 The governing equation with the forcing term can be written as follows:

\[
f_i(x + e_i \Delta t, t + \Delta t) = f_i(x, t) - \frac{1}{\tau} \left( f_i(x, t) - f_{i}^{eq}(x, t) \right) + \Delta t \left( 1 - \frac{1}{2\tau} \right) \omega_i \left[ \frac{e_i \cdot u}{c_s^2} \right] + \frac{e_i \cdot u}{c_s^2} \right) f_i
\]

with the following local equilibrium distribution function:

\[
f_{i}^{eq} = \rho_0 \left[ 1 + \frac{1}{c_s^2} e_i \cdot u + \frac{1}{2c_s^4} (e_i \cdot u)^2 - \frac{1}{2c_s^2} u \cdot u \right]
\]

where for the D3Q19 model,

\[
\omega_i = \begin{cases} 
\frac{1}{3} & i = 0 \\
\frac{1}{18} & i = 1, 2, \ldots, 6 \\
\frac{1}{36} & i = 7, 8, \ldots, 18
\end{cases}
\]

\[
e_i = \begin{cases} 
(0, 0, 0), & i = 0 \\
(\pm 1, 0, 0), (0, \pm 1, 0), (0, 0, \pm 1) & i = 1, 2, \ldots, 6 \\
(\pm 1, \pm 1, 0), (\pm 1, 0, \pm 1), (0, \pm 1, \pm 1) & i = 7, 8, \ldots, 18
\end{cases}
\]

In eqn (1), the density distribution function \( f_i(x, t) \) indicates the proportion of particles moving with the \( i \)-th lattice velocity at lattice site \( x \) and time \( t \); \( \Delta t \) is the time step; \( \tau \) is the particle relaxation time; \( e_i \) is the discrete microscopic velocity; \( f_i \) is the local equilibrium distribution function; and \( c_s = (c/\sqrt{3}) \) is the speed of sound with \( c = (\Delta x/\Delta t) \). The fluid density \( \rho \) and velocity \( u \) can be calculated using the following formula:

\[
\rho = \sum_i f_i, \quad \rho u = \sum_i f_i e_i
\]

The kinematic viscosity of plasma is given as follows:

\[
v = \left( \tau - \frac{1}{2} \right) c_s^2 \Delta t
\]

Moreover, the local shear stress and local dynamic viscosity can be calculated as follows:

\[
\tau_{ij}(x, t) = \left( 1 - \frac{5}{3} \right) \sum_i f_i(\boldsymbol{x}) f_{i}^{eq}(\boldsymbol{x}) c_{ij} c_{si}
\]

\[
\mu = \frac{d\tau}{dy} = \frac{1}{\tau_{xy}}
\]

The inlet boundary condition of the simulation was given as the pulsatile pressure inlet, with a maximum pressure and minimum pressure were obtained from the patient information. Also, for the outlet boundary condition, the Windkessel model was used to reflect the compliance of the blood vessel, which was estimated from the height, BMI, and age of the
patients. Note that for the synthetic models, the inlet and outlet parameters are randomized.

**Biometric data and OCT-CT fusion image**

The 3D image of the vessel for each patient can be obtained by reconstructing OCT and CT images. As reference, the \( \text{FFR}_{\text{EXP}} \) of a patient is measured using a pressure wire. Moreover, \( \text{DECEXP} \) is defined to have the value of 1 when stent surgery is required (\( \text{FFR} < 0.8 \)) and 0 when it is not required (\( \text{FFR} \geq 0.8 \)). Furthermore, various biometric features, such as age, BMI, calcium score, and hematocrit, are collected along with the vessel geometry and \( \text{FFR}_{\text{EXP}} \). The selection of the base 3D image for CFD analysis is important as geometric characteristics, such as resolution or curvature, can affect the FFR.\(^{25,26}\) Both the OCT and CT images are merged to obtain an OCT-CT fusion image, as shown in Fig. 2. While OCT can obtain a high-resolution image of the lumen, the curvature of the vessels cannot be measured by this method. By fusing two images, more reliable

| Geometric features and their average, minimum, and maximum values | Average | Minimum | Maximum |
|---------------------------------------------------------------|--------|--------|--------|
| Total length (mm)                                             | 3.8    | 1.7    | 7.3    |
| Proximal area (mm\(^2\))                                      | 0.81   | 0.54   | 0.94   |
| Center area (mm\(^2\))                                       | 0.73   | 0.48   | 0.97   |
| Distal area (mm\(^2\))                                       | 0.76   | 0.53   | 0.94   |
| Total curvature (degree)                                      | 21     | 0      | 90     |
| Cross section eccentricity (%)                                | 31     | 4      | 78     |

as shown in Fig. 2. While OCT can obtain a high-resolution image of the lumen, the curvature of the vessels cannot be measured by this method. By fusing two images, more reliable
information about coronary stenosis can be obtained by the contribution of the delicate vessel curvature of the coronary CT image and the precise lumen contour of the OCT image.

For ML training, geometric features are extracted from the OCT-CT fusion image. The extracted features are diameter; length; the curvatures of the proximal, central, and distal segments of the lumen; and the cross section eccentricity. Table 1 lists the geometric features and their average, minimum, and maximum values.

Also, the synthetic vessel model is generated to amplify the quantity of data required for training the ML algorithm. The

| Number | Patient ID | FFR<sub>EXP</sub> | DEC<sub>EXP</sub> | FFR<sub>CFD</sub> | FFR<sub>GPR</sub> | DEC<sub>SVM</sub> | Category |
|--------|------------|----------------|----------------|----------------|----------------|----------------|-----------|
| 1      | F155       | 0.38           | 1              | 0.722          | 0.723          | 1              | 1 (matched) |
| 2      | F187       | 0.53           | 1              | 0.624          | 0.622          | 1              | 1          |
| 3      | F172       | 0.71           | 1              | 0.767          | 0.773          | 1              | 1          |
| 4      | F200       | 0.78           | 1              | 0.696          | 0.701          | 1              | 1          |
| 5      | F134       | 0.79           | 1              | 0.704          | 0.698          | 1              | 1          |
| 6      | F194       | 0.85           | 0              | 0.842          | 0.838          | 0              | 0          |
| 7      | F87        | 0.86           | 0              | 0.904          | 0.906          | 0              | 0          |
| 8      | F133       | 0.87           | 0              | 0.823          | 0.819          | 0              | 0          |
| 9      | F18        | 0.9            | 0              | 0.901          | 0.901          | 0              | 0          |
| 10     | F176       | 0.91           | 0              | 0.847          | 0.844          | 0              | 0          |
| 11     | F201       | 0.94           | 0              | 0.926          | 0.928          | 0              | 0          |
| 12     | F152       | 0.88           | 0              | 0.752          | 0.745          | 0              | 2 (only SVM matched) |
| 13     | F188       | 0.88           | 0              | 0.782          | 0.784          | 0              | 0          |
| 14     | F159       | 0.90           | 0              | 0.759          | 0.763          | 0              | 0          |
| 15     | F198       | 0.77           | 1              | 0.789          | 0.8140         | 1              | 1          |
| 16     | F178       | 0.79           | 1              | 0.799          | 0.7942         | 0              | 3 (only GPR matched) |
| 17     | F163       | 0.78           | 1              | 0.799          | 0.7920         | 0              | 0          |
| 18     | F136       | 0.6            | 1              | 0.86           | 0.8537         | 0              | 4 (mismatched) |
| 19     | F116       | 0.77           | 1              | 0.829          | 0.8291         | 0              | 0          |
| 20     | F168       | 0.94           | 0              | 0.760          | 0.7512         | 1              | 1          |

Table 3 | Diagnostic performance of each model for 20 patient cases. All units of values are given in percentage (%). PPV = positive predictive value, and NPV = negative predictive value

|               | FFR<sub>CFD</sub> | FFR<sub>GPR</sub> | DEC<sub>SVM</sub> |
|---------------|-------------------|-------------------|-------------------|
| Accuracy      | 65                | 65                | 75                |
| Sensitivity   | 70                | 70                | 50                |
| Specificity   | 60                | 60                | 80                |
| PPV           | 75                | 75                | 83                |
| NPV           | 25                | 25                | 64                |
A joint Gaussian distribution for any Gaussian progress (GP) is a set of random variables which have error percentage was 27.46% when $\text{FFR}_{\text{EXP}} < 0.75$, 3.80% when $0.75 < \text{FFR}_{\text{EXP}} < 0.85$, and 12.70% when $\text{FFR}_{\text{EXP}} \geq 0.85$.
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Fig. 4 Error percentage by data index aligned by $\text{FFR}_{\text{EXP}}$. The average error percentage was 27.46% when $\text{FFR}_{\text{EXP}} < 0.75$, 3.80% when $0.75 \leq \text{FFR}_{\text{EXP}} < 0.85$, and 12.70% when $\text{FFR}_{\text{EXP}} \geq 0.85$.

The synthetic model is generated using the same geometric features extracted from the OCT-CT fusion image. Each value was randomized within a range of maximum/minimum values from patient data. Moreover, the biometric values used in fluid or boundary conditions were randomized. Table 1 lists the exact range of values of each parameter. The synthetic models are used to train the first step of our two-step algorithm.

**Two-step ML algorithm training process**

Fig. 3 shows the overall method of training the two-step ML algorithm. In summary, the first step is to train the GPR model using the synthetic model, while the second step is to train the SVM model with patient data. Each models are selected by considering the quality of input data (distance of data and outliers), along with model tests.

GPR is able to statistically model and predict an arbitrary smooth function even with small number of observations. A Gaussian process (GP) is a set of random variables which have a joint Gaussian distribution for any finite number of them. If $\{f(x), x \in \mathbb{R}^d\}$ is a GP, then given $n$ observations $x_1, x_2, \ldots, x_n$, the joint distribution of the random variables $f(x_1), f(x_2), \ldots, f(x_n)$ is Gaussian. A GP is defined by its mean function $m(x)$ and covariance function $k(x, x')$, which becomes:

$$E(f(x)) = m(x)$$  \hspace{1cm} (9)

$$E[(f(x) - m(x))(f(x') - m(x'))] = k(x, x')$$  \hspace{1cm} (10)

From the model $h(x)^T \beta + f(x)$, where $f(x)$ are from a zero mean GP with covariance function, or $f(x) \sim \text{GP}(0, k(x, x'))$, $h(x)$ are a set of basis functions that transform the original feature vector $x$ in $\mathbb{R}^d$ into a new feature vector $h(x)$ in $\mathbb{R}^p$. $\beta$ is a p-by-1 vector of basis function coefficients. This model represents a GPR model. An instance of response $y$ can be modeled as

$$P(y|f(x_i), x_i) \sim \mathcal{N}(y|h(x_i)^T \beta + f(x_i), \sigma^2)$$  \hspace{1cm} (11)

SVM is a widely used classifier that uses supervised machine learning methods. The purpose of the SVM is to construct an optimal hyperplane that separates the sample into its maximum margins. The SVM handles the classification of nonlinear data by nonlinear mapping the input space to the higher dimensional feature space using the appropriate kernel.

The major advantage of SVM is that it guarantees the global optimality. Let there be $N$ data points $\{(x_i, y_i)\}_{i=1}^N$, where $x_i \in \mathbb{R}^m$ is the $i$th feature vector, and $y_i \in \{-1, +1\}$ is $i$th class label. Then, the hyperplane decision function $f(x) = \text{sgn}(w^T x + b)$, where $w$ is a weight vector and $b$ is a bias, can be expressed as

$$f(x) = \text{sgn} \left( \sum_{i=1}^{n} y_i \alpha_i (K(x_i, x_j) + b) \right)$$  \hspace{1cm} (12)

where $K(x_i, x_j)$ is the symmetric nonnegative kernel function and $\alpha_i \geq 0$ is Lagrange multipliers. In this paper, we decided to use the Radial Basis Function (RBF) kernel through a comparison of the results for various kernels, which is defined as
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Fig. 5 Relative weight factors for each feature.
Features used in this study consist of biometric features including age, BMI, vessel calcification, etc. and dynamic features related to flow characteristics including vorticity, helicity, OSI, etc. Each flow characteristic has 11 points along the direction of the length of the vessel. Using these points, dynamic features were made by considering raw data, max/min value, max/min index, differences between points, derivatives, max/min value/index of derivatives, and area under the curve. A set of 94 features is extracted from each of the six flow characteristics and 14 demographic features are added to create a total of 580 features.

Also, before training SVM model, feature selection is performed. Feature selection is an essential technique in machine learning. Highly correlated, irrelevant features increase operation time and computational load and have a negative impact on performance. Feature selection techniques can be used to prevent overfitting and to improve model performance with minimizing variance and maximizing model the generalizability of the model. In this paper, Boruta is employed as the feature selection method. Boruta is an all-relevant feature selection method and one of the wrapper algorithms on the Random Forest. It works through the following procedure:

1. Add copies of all features to data set and shuffle them (which are called shadow features.)
2. Train the Random forest classifier for extended data set and gather the feature importance scores that are Z scores.
3. Check the importance of real features by comparing the Z scores of real features to the maximum Z score of the shadow feature and remove real features with lower Z scores.
4. Repeat the process until the importance is assigned to all features, or until the algorithm reaches a specifically set limit for the Random forest runs.

The result of the Boruta algorithm is to divide the features into confirmed and rejected.

Fig. 6 Correlation between each flow features and FFREXP. The position between −1 and 0 is the proximal lumen, that between 0 and 1 is the center lumen, and that between 1 and 2.5 is the distal lumen.

Fig. 7 Pressure, vorticity, and WSS of sample cases from each category.
Results

ML result

Twenty patient cases were used to test the trained two-step algorithm. Table 2 presents the ML result. As seen in the table, the result cases are categorized into four types for further analysis: category 1 comprises the matched cases between experimental results and the algorithm for both FFRGPR and DECSVM; category 2 comprises the cases that FFRGPR mismatched but DECSVM matched; category 3 comprises cases where FFRGPR is matched but DECSVM is mismatched; and category 4 is the case where both FFRGPR and DECSVM are mismatched. In terms of the two-step algorithm, category 2 is the most important one because it indicates that the two-step algorithm could determine an error in the CFD method, indicating the possibility of ML having a higher accuracy. However, category 3 includes cases where the algorithm had errors that should be fixed. Because the number of cases in category 2 (four cases) exceeded that in category 3 (two cases), it can be confirmed that DECSVM can provide more information than FFRGPR. Table 3 lists the accuracy, sensitivity, positive predictive value (PPV), and negative predictive value (NPV) for 20 cases. Accuracy is defined as the percentage of correctly guessed cases, for both positive and negative results by FFR ≥ 0.8. Sensitivity is defined as correctly guessed cases among FFR < 0.8, while specificity is defined as correctly guessed cases among FFR ≥ 0.8 cases. Also, PPV is defined as correctly guessed cases among FFRGPR ≥ 0.8 or DECSVM = 0 cases, while NPV is defined as correctly guessed cases among FFRGPR < 0.8 or DECSVM = 1 cases.

The performance of FFRGPR was not very different from that of FFRGPR. However, the accuracy of DECSVM was slightly higher than that of FFRGPR with higher specificity but lower sensitivity. Furthermore, both the PPV and NPV of DECSVM were higher than those of FFRGPR.

Fig. 4 shows the error percentage with data index aligned by FFRGPR. The error value was calculated by the difference between FFR and FFRGPR. The average error percentage was 27.46% when FFR < 0.75 (4 cases), 3.80% when 0.75 ≤ FFR < 0.85 (6 cases), and 12.70% when FFR ≥ 0.85 (10 cases).

Because the decision borderline, or where DEC value changes, was at FFR = 0.8, the most important region was when 0.75 ≤ FFR < 0.85. Note that the error percentage was the lowest in this region. Fig. 5 shows the relative weight factor of each feature when the SVM model was trained. A higher weight factor indicates that the DECSVM is more affected by that feature.

Flow characteristics analysis

Further analysis of each category was performed in terms of the flow characteristics, and we analyzed two types of flow characteristics. The first type is related to secondary flow, which includes vorticity, helicity, swirling strength, and turbulence intensity; however, the second type is related to the wall shear, including wall shear stress (WSS), oscillatory shear index (OSI), and axial plaque stress (APS). Fig. 6 shows the correlation between flow features and FFR. The position between 1 and 0 is the proximal lumen, that between 0 and 1 is the center lumen, and that between 1 and 2.5 is the distal lumen. Most of the features had the highest correlation when the distance was near 1.0. The wall shear features had an overall lower correlation compared with the secondary flow features, and the swirling strength showed the highest correlation among other features. This confirms that flow energy loss by secondary flow was dominant compared with other wall shear features.

Fig. 9 Correlation of each biometric feature.
Fig. 7 shows pressure, vorticity, and WSS of 20 cases separated by four categories. Moreover, it shows the contours of pressure, vorticity, and WSS with sample cases from each category. In Fig. 7, it is important to note the range of values and not only the average value. If the range of a feature in category 2 or 3 is similar to that in categories 1 and 4, it indicates that the feature does not contribute to the mismatch. However, if this range is smaller in category 2 or 3, it indicates that the feature might be related to the mismatch and additional investigation is required. Fig. 8 shows that the FFREXP, vorticity, and OSI showed a smaller range in categories 2 and 3 compared with category 1.

Biometric parameter analysis

Fig. 9 shows the correlation between biometric features such as age, BMI, calcium score, and hematocrit. Fig. 10 shows each biometric feature of the 20 cases separated into four categories. As in the case of Fig. 7, the range difference in each category should be noted. Among all the features, hematocrit showed the highest correlation, followed by age. Note that the correlation of BMI was higher than that of height and weight. If the effects of height and weight were independent of each other, their correlation should have been higher than that of BMI because BMI is a function of height and weight. However, the higher correlation of BMI indicates that height and weight are dependent and should be merged with BMI for better analysis.

Conclusions

In this study, a two-step ML algorithm is introduced to estimate FFR and obtain DEC. By training the model with both a synthetic model and a patient model with the help of CFD, flow characteristics and biometric features could be used. Consequently, DEC_{SVM} was higher than FFR_{CFD} or FFR_{GPR}, which confirmed the potential of this algorithm to overcome the accuracy limitation compared with FFR_{CFD}.

There are still a few limitations that should be further studied to achieve a better model. The most critical limitation is that the quality and quantity of biometric features might not be enough. For example, while age or calcification is used to represent vessel stiffness, the exact vessel stiffness cannot be obtained unless it is measured directly. However, it is almost impossible to measure every FFR-related feature from every patient. Even the synthetic models used for amplifying the cases are not helpful for solving this problem because the features estimable by synthetic models are limited to CFD.

Also, the category 3 cases in the performance test result should be further analyzed and be eliminated. Category 3 means that DEC_{SVM} has poorly guessed even after the correct estimation of FFR_{GPR}. The cause of these errors are probably due to the overfitting problem of the SVM algorithm, but the cases used for performance test are yet not enough to fully analyze and correct this error. In future works, solving this problem and reducing category 3 cases is going to be the main objectives to improve the algorithm.

Regardless of these limitations, it was confirmed that the accuracy of the ML algorithm can surpass that of CFD. The ultimate goal of ML-based FFR should not only be a reduced calculation time but also obtaining a sufficiently high accuracy and practicality so as to replace the FFREXP.
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