Abstract

A set $S \subseteq V$ of the graph $G = (V, E)$ is called a $[1, 2]$-set of $G$ if any vertex which is not in $S$ has at least one but no more than two neighbors in $S$. A set $S' \subseteq V$ is called a $[1, 2]$-total set of $G$ if any vertex of $G$, no matter in $S'$ or not, is adjacent to at least one but not more than two vertices in $S'$. In this paper we introduce a linear algorithm for finding the cardinality of the smallest $[1, 2]$-sets and $[1, 2]$-total sets of a tree and extend it to a more generalized version for $[i, j]$-sets, a generalization of $[1, 2]$-sets. This answers one of the open problems proposed in [5]. Then since not all trees have $[1, 2]$-total sets, we devise a recursive method for generating all the trees that do have such sets. This method also constructs every $[1, 2]$-total set of each tree that it generates.
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1 Introduction and preliminaries

In a graph $G = (V, E)$, the (open) neighborhood of a vertex $v \in V$ is the set of all vertices adjacent to $v$ and is denoted by $N(v)$, i.e. $N(v) = \{u \in V | uv \in E\}$. The closed neighborhood of a vertex $v$ is defined $N[v] = N(v) \cup \{v\}$. If $U \subseteq V$, we define the open and close neighborhoods of $U$ as follows:

$$N(U) = \bigcup_{u \in U} N(u),$$

$$N[U] = \bigcup_{u \in U} N[u].$$

A set $S$ is called a dominating set of $G$ if $N[S] = V$, i.e. if every vertex is either in $S$ or adjacent to a vertex in $S$. The size of the smallest dominating sets of a graph $G$ is denoted by $\gamma(G)$. Any such set is called a $\gamma$-set of $G$.

There are many extensions of dominating sets such as Roman, independent, total, efficient, mixed, paired, signed and rainbow dominating sets. A discussion of some of these can be found in [11, 16]. Many researchers have contributed to this area and worked on finding bounds and algorithms to compute the cardinality of the smallest dominating sets of each kind in many families of graphs as well as the relation between domination numbers of graphs obtained by standard or well-known operations on other graphs, for example [1–3, 6–9, 13–15, 19].

A set $S \subseteq V$ is called a $[1, 2]$-set of $G$ if for each $v \in V \setminus S$ we have $1 \leq |N(v) \cap S| \leq 2$, i.e. $v$ is adjacent to at least one but not more than two vertices in $S$. Every graph has at least one $[1, 2]$-set since the set of vertices $V$ is itself a $[1, 2]$-set. The size of the smallest $[1, 2]$-sets of $G$ is denoted by $\gamma_{[1,2]}(G)$. Any such set is called a $\gamma_{[1,2]}$-set of $G$.

As a generalization of $[1, 2]$-sets, for two nonnegative integers $a$ and $b$, a set $S \subseteq V$ is an $[a, b]$-set if for each $v \in V \setminus S$ we have $a \leq |N(v) \cap S| \leq b$. A set $S' \subseteq V$ is called a total $[a, b]$-set or an $[a, b]$-total...
set of \( G \) if for each \( v \in V \) we have \( a \leq |N(v) \cap S| \leq b \), i.e. if each vertex, no matter in \( S' \) or not, has at least \( a \) and at most \( b \) neighbors in \( S' \). These definitions can be found in [4, 5]. In the last section of this paper, we will mainly investigate \([1, 2]\)-total sets. It is noteworthy that not every graph has such sets. This is shown in section 5.

If \( u, w \in V \), then a \((u, w)\)-walk of length \( k \) is a sequence of (not essentially distinct) vertices \( u = v_1, v_2, \ldots, v_k+1 = w \) such that for each \( 1 \leq i \leq k, v_{i+1} \in N(v_i) \). The distance between \( u \) and \( w \), denoted \( d(u, w) \), is the smallest \( k \) such that a \((u, w)\)-walk of length \( k \) exists.

A graph \( G = (V, E) \), where \( |V| = n \), is called a tree if it is connected, has no cycles and has exactly \( n - 1 \) edges, i.e. \( |E| = n - 1 \). It is easy to show that if a simple graph satisfies two of the mentioned properties, then it must satisfy the third [17].

A tree \( T \) is called a rooted tree, if a vertex \( r \in V \) is designated as root. In this case for two vertices \( u, v \in V \), \( u \) is called the parent of \( v \) if \( u \in N(v) \) and \( d(u, r) < d(v, r) \). Conversely, \( v \) is called a child of \( u \) if \( v \in N(u) \) and \( d(v, r) > d(u, r) \). Every vertex except the root has a unique parent [17]. A vertex \( w \in V(T) \) is called a leaf if it has no children. For other terminology and concepts not explained here, refer to [16, 17].

In [5], several open problems were proposed. Some of these problems were solved in [18]. In this paper we provide a linear time algorithm for finding the cardinality of a smallest \([1, 2]\)-set of a given tree, thus solving another one of the proposed problems by Chellali et. al in [5]. Then we generalize this algorithm to compute several other related sets and values, including similar values for total \([1, 2]\)-sets. Finally, we provide a recursive method for generating all the trees that have at least one \([1, 2]\)-total set.

## 2 An algorithm for computing \( \gamma_{[1,2]}(T) \)

We are given a tree \( T \) with \( n \) vertices. Our goal is to:

- Calculate \( \gamma_{[1,2]}(T) \), i.e. the cardinality of a smallest \([1, 2]\)-set of \( T \),
- Calculate number of distinct \([1, 2]\)-sets of minimal cardinality,
- Find a \([1, 2]\)-set of minimal cardinality.

This section will illustrate an algorithm to reach the first two goals in linear time, i.e. \( O(n) \), and the third in \( O(n^2) \).

### 2.1 Definitions

We first choose an arbitrary vertex of \( T \) and set it as root, so that from now on we can think of \( T \) as a rooted tree. For each vertex \( v \) of \( T \), we define the following:

- The set \( ch(v) \) consists of all children of \( v \).
- \( T_v \) denotes the subtree of \( T \) rooted at \( v \).
- \( m[v] \) is the size of the smallest \([1, 2]\)-set of \( T_v \). This is well-defined because the set of all vertices of \( T_v \) is a \([1, 2]\)-set of \( T_v \). This value usually appears as \( \gamma_{[1,2]}(T_v) \) in literature.
- \( m^+[v] \) is the size of the smallest \([1, 2]\)-set of \( T_v \) that contains \( v \). This is well-defined because the set of all vertices of \( T_v \) is a \([1, 2]\)-set of \( T_v \) that contains \( v \).
- \( U^+[v] \) is a \([1, 2]\)-set of \( T_v \) that contains \( v \) and is of size \( m^+[v] \). This set will be computed by our algorithm.
• $m^-[v]$ is the size of the smallest $[1, 2]$-set of $T_v$ which does not contain $v$. If no such set exists we define $m^-[v]$ to be $\infty$.

• $U^-(v)$ is a $[1, 2]$-set of $T_v$ that does not contain $v$ and is of size $m^-[v]$. This set will be computed by our algorithm if it exists.

• A vertex is called $(S, v)$-black, if it is included in the smallest $[1, 2]$-set $S$ of $T_v$ and $(S, v)$-white otherwise. We will simply use the terms black and white when there is no risk of misunderstanding. Each such set $S$ is called a (valid) bicoloring of $T_v$.

It is easily inferred from the definitions above, that $m[v] = \min(m^+[v], m^-[v])$ for each vertex $v$. We are going to devise a linear time algorithm based on a bottom-up dynamic programming technique to calculate $m^-$ and $m^+$ for all vertices. To calculate these values for each vertex we may assume that similar values have already been computed for all descendants of the current vertex. This is a valid assumption since we process the vertices of $T$ in post-order.

2.2 Values for leaves

A vertex $v$ is called a leaf if it has no children. If $v$ is a leaf of $T$, then $T_v$ consists only of $v$ and therefore we should set $m^+[v]$ to 1 and $m^-[v]$ to $\infty$ because there’s no $[1, 2]$-set of $T_v$ that does not contain $v$.

2.3 Calculating $m^-[v]$ when $v$ is not a leaf

Since we are concerned with $m^-[v]$, we have the assumption that $v$ is white, therefore exactly one or two of its children must be black and all others white. Moreover, $v$ has no effect on how one colors the subtrees $T_u$ for $u \in ch(v)$. We consider all the possible valid bicolorings and choose the one that yields to the least number of black vertices in $T_v$ as follows:

• Case 1: $w$ is the only black child of $v$.

In this case we have to color $w$ black, so the minimal number of black vertices in $T_w$ will be $m^+[w]$. Similarly all other children of $v$ must be colored white, so the minimal number of black vertices in $T_t$ where $t$ is a child of $v$ other than $w$, is $m^-[t]$ and the minimal total number of black vertices in $T_v$ is:

$$c_1(v, w) := m^+[w] + \sum_{t \in ch(v) \setminus \{w\}} m^-[t].$$

• Case 2: $u$ and $w$ are the only two black children of $v$. 


Using a similar argument as in Case 1, the minimal number of black vertices is:

\[ c_2(v, u, w) := m^+[u] + m^+[w] + \sum_{t \in ch(v) \setminus \{u, w\}} m^-[t]. \] (2)

Finally, taking the minimal number of black vertices among all valid bicolorings, \( m^-[v] \) can be calculated using the following formula:

\[ m^-[v] = \min \left\{ \min_{w \in ch(v)} c_1(v, w), \min_{u, w \in ch(v), u \neq w} c_2(v, u, w) \right\}. \] (3)

### 2.4 Calculating \( m^+[v] \) when \( v \) is not a leaf

In this case, \( v \) is black so all the children of \( v \) already have a black neighbor and there is no restriction about their color, i.e. each child can be either white or black. The only restriction is that if \( w \) is a white child of \( v \), then at most one of \( w \)'s children can be colored black. Let \( u \) and \( w \) be two distinct children of \( v \), then how we can bicolor \( T_u \) is independent of the chosen bicoloring for \( T_w \) because they are disconnected from one another. So we proceed with bicoloring each \( T_w \) for \( w \in ch(v) \) independently and optimally and then add up the number of black vertices in these subtrees and add 1 to the result (\( v \) itself is black) to get to \( m^+[v] \).

To calculate the optimal number of black vertices in \( T_w \) for a specific \( w \in ch(v) \), we consider the following cases:

- **Case 1**: \( w \) is black:

  In this case, the optimal number of black vertices in \( T_w \) is \( m^+[w] \).

- **Case 2**: \( w \) is white and none of its children are black:

  In this case, the optimal number of black vertices in \( T_w \) is \( m^+[w] \).
In this case we have to color all the children of \( w \) white and \( w \) has no effect on bicoloring the subtrees of its children (just as in 2.3), so the optimal total number of black vertices is

\[
c_3(w) := \sum_{u \in \text{ch}(w)} m^- [u].
\]

\[ (4) \]

- **Case 3:** \( w \) is white and exactly one of its children, \( u \), is black:

\[
\begin{align*}
\text{Using a similar argument as previous cases, the minimal number of black vertices in this case is:} \\
\quad c_1(w, u) &= m^+ [u] + \sum_{t \in \text{ch}(w) \setminus \{u\}} m^- [t]. \\
\end{align*}
\]

\[ (5) \]

We choose the optimal bicoloring in cases 1, 2 and 3 above to compute the minimal number of required black vertices in \( T_w \) as follows:

\[
c_4(w) := \min \left\{ m^+ [w], c_3(w), \min_{u \in \text{ch}(w)} c_1(w, u) \right\}.
\]

\[ (6) \]

So \( c_4(w) \) is the minimal number of black vertices needed to bicolor \( T_w \), assuming that \( w \)'s parent is black.

Finally \( m^+ [v] \) is equal to

\[
1 + \sum_{w \in \text{ch}(v)} c_4(w).
\]

\[ (7) \]

### 2.5 Example

Consider the tree below. Values of \( m^+ \), \( m^- \) and \( c_4 \) can be calculated according to the following table. In the parentheses after each value the equation yielding to that value is named. Note that the vertices are numbered in post-order. Two optimal bicolorings of this tree are also provided.
| vertex | $m^-$       | $m^+$       | $c_4$       |
|--------|-------------|-------------|-------------|
| 1      | $\infty$ (leaf) | 1 (leaf)    | 0 (leaf)    |
| 2      | 1 (equation 1)  | 1 (equation 7) | 1 (equation 5) |
| 3      | $\infty$ (leaf) | 1 (leaf)    | 0 (leaf)    |
| 4      | 1 (equation 1)  | 1 (equation 7) | 1 (equation 5) |
| 5      | 1 (equation 1)  | 2 (equation 7) | 1 (equations 4 and 5) |
| 6      | $\infty$ (leaf) | 1 (leaf)    | 0 (leaf)    |
| 7      | 3 (equation 1 by choosing 6 or equation 2 by choosing 2 and 6 as black children) | 3 (equation 7) | 3 (equation 5 by setting 6 as the black child) |
| 8      | $\infty$ (leaf) | 1 (leaf)    | 0 (leaf)    |
| 9      | 1 (equation 1)  | 1 (equation 7) | 1 (equation 5) |
| 10     | $\infty$ (leaf) | 1 (leaf)    | 0 (leaf)    |
| 11     | $\infty$ (leaf) | 1 (leaf)    | 0 (leaf)    |
| 12     | 2 (equation 2)  | 1 (equation 7) | 1 (same as $m^+$) |
| 13     | $\infty$ (leaf) | 1 (leaf)    | 0 (leaf)    |
| 14     | 1 (equation 1)  | 1 (equation 7) | 1 (equation 5) |
| 15     | 1 (equation 1)  | 2 (equation 7) | 1 (equations 4 and 5) |
| 16     | $\infty$ (leaf) | 1 (leaf)    | 0 (leaf)    |
| 17     | 1 (equation 1)  | 1 (equation 7) | 1 (equation 5) |
| 18     | 1 (equation 1)  | 2 (equation 7) | 1 (equations 4 and 5) |
| 19     | 3 (equation 1)  | 3 (equation 7) | 2 (equation 4) |
| 20     | 8 (Several possibilities, for example by setting 12 as the only black child) | 8 (equation 7) | Not needed |

The diagram illustrates the connection between the vertices and the equations used to determine $m^-$, $m^+$, and $c_4$. Each vertex corresponds to a step in the analysis, and the edges represent the logical progression from one step to the next.
2.6 Time complexity

All the calculations needed to run this algorithm can be done in $O(n)$. Given a vertex $v$, $c_3(v)$ can be straightforwardly calculated in $O(|ch(v)|)$ and for each $w \in ch(v)$, we can use this equality to calculate $c_1(v, w)$ in constant time:

$$c_1(v, w) = c_3(v) + m^+[w] - m^- [w].$$

(8)

So we can compute all the necessary $c_1$’s and $c_2$’s in $O(n)$.

Note that we do not need the values of all possible $c_2(v, u, w)$’s. According to equation 3, for each vertex $v$, only the minimal value of $c_2(v, u, w)$ over all possible $u$’s and $w$’s is needed. Moreover

$$c_2(v, u, w) = c_3(v) + (m^+[u] - m^- [u]) + (m^+[w] - m^- [w]),$$

(9)

Therefore it is sufficient to choose those vertices $u, w \in ch(v)$ that have the least $m^+[.] - m^- [.]$. This can trivially be done in $O(|ch(v)|)$ for each vertex $v$ and in $O(n)$ totally.

It is easy to show that all other actions of this algorithm take no more than linear time. So the algorithm runs in $O(n)$ overall.

Note that some of the equations above are not valid in presence of infinite values and need special treatment in implementation. We did not mention this in this section for the sake of simplicity. Consult the pseudo-code in the appendix about this matter. Similar techniques should be applied to implement other algorithms in this text as well. These will neither change the rationale behind the algorithm nor its runtime.

2.7 Finding a $\gamma_{[1,2]}$-set and number of such sets

To find a smallest $[1, 2]$-set of $T$, we first find a smallest set between all those $[1, 2]$-sets of $T$ that contain the root, then we find a smallest set between those that do not contain the root. The smaller of these two is the set we are looking for. In other words, we compute $U^+(\text{root})$ and $U^-(\text{root})$ and take the one with smaller cardinality (any one is ok if they are of equal size).

We compute $U^+(v)$ and $U^+(v)$ for some vertices $v$, including the root, using a recursive method that is described below. In using this method, we assume that we have saved all the necessary information after running the algorithm that was explained above.

If $m^- [v] = \infty$, for example when $v$ is a leaf, then $U^+(v)$ doesn’t exist and the algorithm terminates.

Otherwise, we check our calculation of equation 3 for $v$ to see which children of $v$ were supposed to be colored black. We proceed by finding $U^+(w)$ for each black child $w$ of $v$ and $U^-(t)$ for each white child $t$. Since $v \notin U^-(v)$, $U^-(v)$ is the union of these sets.

Going to $U^+(v)$, we start by setting $\{v\}$ as our estimate of $U^+(v)$. According to the idea in section 2.4, we have to find a suitable bicoloring for each $T_w$ where $w$ is a child of $v$. For each such $w$, we check equation 6 for the minimal term. If $m^+[w]$ was minimal, then we add $U^+(w)$ to our estimate of $U^+(v)$. Otherwise if $c_3(w)$ was minimal, we add $U^-(u)$ for all $u \in ch(w)$ to our set. Otherwise if $u$ is supposed to be the only black child of $w$, we add $U^+(u)$ and $U^-(t)$ for all children $t$ of $w$ except $u$ to our set.

This process is $O(n^2)$ because each set $U^+(v)$ or $U^-(v)$ can have a size of at most $n$. Its correctness can be proven according to the definitions, in the same manner as of the previous algorithm. Note that this algorithm can be edited to find all smallest $[1, 2]$-sets of $T$, taking $O(n^2)$ time per answer. We will later show that number of different answers, i.e. different smallest $[1, 2]$-sets, in a given tree may not be bounded by a polynomial in terms of $n –$ number of vertices.

Same idea, which is sometimes called back-substitution, can be applied to the problem of finding the number of $\gamma_{[1,2]}$-sets. Start by defining $\nu^+(v)$ as the number of different choices that exist for $U^+(v)$. Define $\nu^-(v)$ similarly. Then these numbers can be calculated using the same recursive method, by applying the addition principle to all the paths that lead to a minimal value in equations 3 and 6 and using the technique in section 2.6 and applying the multiplication principle according to equations 1, 2, 4, 5, and 7. This algorithm is linear.
2.8 Cardinality of a smallest \([a, b]\)-set

The same algorithm can be slightly modified to work for general \([a, b]\)-sets. For each vertex \(v\) of \(T\) we define the following:

- \(m_{[a,b]}[v]\) is the size of the smallest \([a, b]\)-set of \(T_v\).
- \(m_{[a,b]}^+[v]\) is the size of the smallest \([a, b]\)-set of \(T_v\) that contains \(v\).
- \(m_{[a,b]}^-[v]\) is the size of the smallest \([a, b]\)-set of \(T_v\) that does not contain \(v\).

Again, it is obvious from the definition that \(m_{[a,b]}[v] = \min\{m_{[a,b]}^+[v], m_{[a,b]}^-[v]\}\). The initial values, i.e., values for leaves, can be computed in exactly the same manner as the algorithm for \([1, 2]\)-sets. We proceed with computing \(m_{[a,b]}[v]\) for those vertices \(v\) of \(T\) that are not leaves.

Since \(v\) is white, number of its black children must be in range \([a, b]\). Let \(A\) denote the set of black children of \(v\). Then the minimal number of black vertices in \(T_v\) is:

\[
e_1(A) := \sum_{u \in A} m_{[a,b]}^+[u] + \sum_{u \in ch(v) \setminus A} m_{[a,b]}^-[u] \tag{10}
\]

\[
e_2(A) = \sum_{u \in ch(v)} m_{[a,b]}^-[u] + \sum_{u \in A} \left(m_{[a,b]}^+[u] - m_{[a,b]}^-[u]\right) \tag{11}
\]

We can calculate the first sum for all \(v\)'s in \(O(n)\) and the minimal value for the second sum can be found according to the technique in section 2.6. Since we have to find between \(a\) and \(b\) optimal black vertices, and not only one or two, that minimize \(m_{[a,b]}^+[v] - m_{[a,b]}^-[v]\), we can use a heap for storing these values. This will yield to a total runtime of \(O(n \log b)\).

To achieve this runtime, note that we can insert values of \(m_{[a,b]}^+[u] - m_{[a,b]}^-[u]\) for all \(u\)'s into a max-heap and then extract the required sum from this heap, but whenever the size of our heap exceeded \(b\), we can remove a maximal element from the heap, thus keeping at most \(b\) items in the heap at each moment. Note that we can always store the sum of all elements in our heap separately and will therefore not need to visit all the items in the heap to find this sum. Inserting and deleting one item in a heap of size \(b\) takes \(O(\log b)\) time [12]. For each vertex \(u\), at most one item is inserted to one such heap and possibly removed from it, so the total runtime of our heap operations is no more than \(O(n \log b)\). Other parts of the algorithm are similar to previous ones and are linear.

To calculate \(m_{[a,b]}^+[v]\) for a non-leaf \(v\), we can use the same approach as when we were computing \(m^+[v]\) in section 2.4. In doing so, one should mind that since \(v\) is a black vertex, if \(u\) is a white child of \(v\), then number of black children of \(u\) must be between \(a - 1\) and \(b - 1\) inclusively. This can again be done in \(O(n \log b)\) in a similar manner.

3 Algorithm for total sets

In this section we tweak the algorithm in previous section to find the cardinality of a smallest total \([1, 2]\)-set of a given tree \(T\). Just as in last section, one can find the number of smallest total \([1, 2]\)-sets and the sets themselves using back-substitution. Moreover, this extension of the algorithm is not restricted to \([1, 2]\)-sets and can be applied to find both cardinality and number of smallest \([a, b]\)-sets, for any nonnegative integers \(a \leq b\), in a tree.
3.1 New definitions

We keep the definitions of the previous section. Let \( k \in \{1, 2\} \). We define the following for each vertex \( v \) of \( T \):

- \( m_k^{-}[v] \) is defined to be the cardinality of a smallest total \([1, 2]-\)set of \( T_v \) that does not contain \( v \) and contains at most \( k \) of \( v \)'s children. If there is no such set, we let this number be \( \infty \).
- \( m_k^{+}[v] \) is defined to be the cardinality of a smallest total \([1, 2]-\)set of \( T_v \) that contains \( v \) and at most \( k \) of \( v \)'s children. If there is no such set, we let this number be \( \infty \).
- If \( S \) is a total \([1, 2]-\)set of a graph \( G \) and \( u \in S \), we say that \( u \) is \((S, G)\)-total black. If \( u \notin S \), we say that \( u \) is \((S, G)\)-total white. \( S \) is called a total bicoloring of \( G \). We simply use the words “black”, “white” and “bicoloring” when there is no risk of misunderstanding.
- If \( S \) is a total bicoloring of \( G \) and \( u \in S \) and \( v \in \text{N}(u) \), we say that \( u \) covers \( v \) in \( S \). We may omit \( S \) and just say that \( u \) covers \( v \) when there is no risk of ambiguity.

We use the same bottom-up approach. According to these definitions, the cardinality of a smallest total \([1, 2]-\)set of \( T \) is:

\[
\min \{ m_k^{+}[\text{root}], m_k^{-}[\text{root}] \}. \tag{12}
\]

Note that for each vertex \( v \) of \( T \), \( m_k^{-}[v] \geq m_2^{-}[v] \) and \( m_k^{+}[v] \geq m_2^{+}[v] \). If the value of (12) tends to be \( \infty \), then the tree has no total \([1, 2]-\)sets. We will further investigate the set of trees that have at least one total \([1, 2]-\)set in next sections. The algorithm has the same complexity as the previous one. This can be proven using the same statement as of the proof in 2.6.

3.2 Values for leaves

Suppose \( v \) is a leaf of \( T \), So \( T_v \) consists of \( v \) only and has no total \([1, 2]-\)sets. Therefore \( m_1^{-}[v] = m_2^{-}[v] = m_1^{+}[v] = m_2^{+}[v] = \infty \).

3.3 Calculating \( m_k^{-}[v] \) when \( v \) is not a leaf

In this case \( v \) is white. At least one and at most \( k \) of its children must be colored black and all of them must be covered by their own children, since \( v \) does not cover them. Let \( A \) be the set of black children of \( v \), then the minimal number of black vertices is:

\[
\sum_{w \in A} m_2^{+}[w] + \sum_{w \in \text{ch}(v) \setminus A} m_2^{-}[w],
\]

so

\[
m_k^{-}[v] = \min_{A \subseteq \text{ch}(v), 1 \leq |A| \leq k} \sum_{w \in A} m_2^{+}[w] + \sum_{w \in \text{ch}(v) \setminus A} m_2^{-}[w].
\]

Remark: These summations are assumed to be zero when the summand is changing over the empty set.
3.4 Calculating $m_k^+[v]$ when $v$ is not a leaf

$v$ is black, so it covers all its children and if $w \in ch(v)$, then $w$ can have at most one black child. $v$ must have at least one and at most $k$ black children. We proceed by optimally bicoloring $T_w$ for each vertex $w \in ch(v)$.

- **Case 1**: $w$ is white. Since $w$ is covered by $v$, it has either one or no black children. If it has one black child, the optimal bicoloring takes $m_1^{-}[w]$ black vertices, otherwise since all the children of $w$ are white and are not covered by $w$, the minimal number of needed black vertices is $\sum_{u \in ch(w)} m_2^{-}[u]$. So the total minimal number of black vertices needed to color $T_w$ in this case is:

$$d_1(w) := \min \left\{ m_1^{-}[w], \sum_{u \in ch(w)} m_2^{-}[u] \right\}.$$ 

- **Case 2**: $w$ is black. If $w$ is covered by at least one of its children, we will need $m_1^+[w]$ black vertices, otherwise all its children are white and are covered by $w$, so we need $1 + \sum_{u \in ch(w)} m_1^{-}[u]$ black vertices including $w$. So the minimal number of black vertices in this case is:

$$d_2(w) := \min \left\{ m_1^+[w], 1 + \sum_{u \in ch(w)} m_1^{-}[u] \right\}.$$ 

Finally if $A$ is supposed to be the set of black children of $v$,

$$m_k^+[v] = \min_{A \subseteq ch(v), 1 \leq |A| \leq k} \sum_{w \in A} d_2(w) + \sum_{w \in ch(v) \setminus A} d_1(w).$$ 

3.5 Cardinality of a smallest total $[a, b]$-set

To find the cardinality of a smallest total $[a, b]$-set of a given tree $T$, Let $k \in \{b, b-1\}$ it is sufficient to redefine the variables as follows:

- $m_k^{-}[v]$ is defined to be the cardinality of a smallest total $[a, b]$-set of $T_v$ that does not contain $v$ and contains at most $k$ of $v$’s children. If there is no such set, we let this number be $\infty$.

- $m_k^+[v]$ is defined to be the cardinality of a smallest total $[a, b]$-set of $T_v$ that contains $v$ and at most $k$ of $v$’s children. If there is no such set, we let this number be $\infty$.

We have the same values for leaves and the other equations change like this:

$$m_k^{-}[v] = \min_{A \subseteq ch(v), a \leq |A| \leq k} \sum_{w \in A} m_{b-1}^{+}[w] + \sum_{w \in ch(v) \setminus A} m_b^{-}[w].$$

$$d_1'(w) := \min \left\{ m_{b-1}^{-}[w], \sum_{u \in ch(w)} m_b^{-}[u] \right\}.$$ 

$$d_2'(w) := \min \left\{ m_{b-1}^{+}[w], 1 + \sum_{u \in ch(w)} m_b^{-}[u] \right\}.$$ 

$$m_k^+[v] = \min_{A \subseteq ch(v), a \leq |A| \leq k} \sum_{w \in A} d_2'(w) + \sum_{w \in ch(v) \setminus A} d_1'(w).$$ 

These can be proved in exactly the same manner as in total $[1, 2]$-sets.
4 On the number of $\gamma_{[1,2]}$-sets in a tree

In 2.7, we discussed an algorithm that was able to find all $\gamma_{[1,2]}$-sets of a tree $T$ in $O(n^2 \times n_{\gamma}(T))$ where $n$ is the number of vertices of $T$ and $n_{\gamma}(T)$ denotes the number of distinct smallest $[1, 2]$-sets, i.e. $\gamma_{[1,2]}$-sets, of $T$. The natural problem that arises from that discussion is whether there exists a polynomial algorithm to find all such sets. In this section we show that $n_{\gamma}(T)$ may not be bounded by a polynomial of $n$ and so, the answer to the previous question is “No”.

We are going to consider a special family of trees like the figure above. These trees consist of a root vertex, depicted as a square, which has $k$ children and if a vertex $u$ is a child of the root, then $T_u$ is isomorphic to $P_3$. For simplicity, we call each of these $P_3$’s a “branch” of the tree. One can easily find a $[1, 2]$-set of size $k+1$ in each such tree. It is sufficient to color the root and the middle vertex of each branch black.

It can also be observed that, since the bicolorings of different branches are independent, one can color the root black and then in each branch set the color of either the middle vertex or the leaf to black. Any such bicoloring gives a $[1, 2]$-set of $k+1$ black vertices. Therefore, we have at least $2^k$ such sets.

Now we prove that there exists no $[1, 2]$-set of size $k$ or less. We consider two cases. If the root is black, then we must have at least one black vertex in each branch for a total of at least $k+1$ blacks. If the root is white, then one or two of its children must be black and we will still need one more black vertex in each of the branches, no matter the color of the upper-most vertex of that branch is white or black, again forcing us to use at least $k+1$ blacks.
To sum up, such graphs have $3k + 1$ vertices and at least $2^k$ distinct $\gamma_{[1,2]}$-sets, so the number of such sets cannot be bounded by a polynomial of the number of vertices in a tree.

5 [1, 2]-total trees

A tree $T$ is called a [1, 2]-total tree if it has at least one total [1, 2]-set. Not all trees are [1, 2]-total, the graph below is an example of a tree that lacks total [1, 2]-sets:

In [10], Galvas and Shultz construct a recursive method for identifying the family of all efficient open domination trees. Similarly, we devise another recursive method that generates all [1, 2]-total trees. Our method also provides a valid bicoloring for each tree it generates, i.e. along with each tree, the algorithm constructs a total [1, 2]-set for that tree as well. Let’s denote the set of all [1, 2]-total trees as $\Upsilon$.

The method constructs $\Upsilon$ as follows:

- $P_2$ is in $\Upsilon$. A total [1, 2]-set for $P_2$ is the set consisting of its both vertices.
- If $T \in \Upsilon$ and $S$ is a total [1, 2]-set of $T$ constructed by this algorithm, then the following are also in $\Upsilon$:
  1. A tree $T_1$ that is obtained from adding a new white vertex to $T$ and joining the new vertex with a vertex in $S$. $S$ is a total [1, 2]-set for each such $T_1$.
  2. If $v$ is a black vertex of $T$, i.e. $v \in S$, and has exactly one black neighbor, then a new tree $T_2$ can be obtained by adding a new black vertex $w$ to $T$ and joining $v$ and $w$. A total [1, 2]-set for the new tree is $S \cup \{w\}$.
  3. Let $u \in V(T) \setminus S$. If $u$ has only one black neighbor then we can add two or three new vertices, $v$, $w$ and $x$ to our tree according to the figure below:

      \[
      \begin{array}{c}
        \circ \\
        1 \\
        \circ \\
        2 \\
        \circ \\
        \circ \\
        \circ \\
        \circ \\
        \circ
      \end{array}
      \]
      \[
      \begin{array}{c}
        \circ \\
        1 \\
        \circ \\
        \circ \\
        \circ \\
        \circ \\
        \circ \\
        \circ
      \end{array}
      \]

      In this figure, the number of black neighbors of each vertex is written next to it. Black vertices are added to $S$ to form a total [1, 2]-set for the new graph.
  4. Let $u \in V(T) \setminus S$ be a vertex having two black neighbors. We can add three new vertices according to this figure:

      \[
      \begin{array}{c}
        \circ \\
        1 \\
        \circ \\
        \circ \\
        \circ \\
        \circ \\
        \circ \\
        \circ
      \end{array}
      \]

- Any tree in $\Upsilon$ can be constructed using a finite number of applications of the rules above.
Along with each tree we construct, we provide a total \([1, 2]\)-set of it as well, so it is obvious that every tree made by this algorithm is indeed in \(\Upsilon\). Now we prove that the converse holds as well, i.e. the method above generates every tree in \(\Upsilon\). Moreover, we prove that the method described above finds all valid bicolorings for each of the trees in \(\Upsilon\).

There is no \([1, 2]\)-total tree with less than two vertices. The only \([1, 2]\)-total tree with two vertices is \(P_2\) and the only bicoloring of \(P_2\) is the one consisting of both vertices. Let \(T\) be a \([1, 2]\)-total tree with \(n \geq 3\) vertices, and let \(S\) be an arbitrary total \([1, 2]\)-set of \(T\). Using induction, we show that our algorithm generates \(T\). Assume that the algorithm generates any \([1, 2]\)-total tree having less than \(n\) vertices.

If \(T\) has a leaf that is not in \(S\), then construct the tree \(T'\) by removing this leaf from \(T\). \(S\) is a total \([1, 2]\)-set of \(T'\) as well, and \(T'\) has less than \(n\) vertices, so our algorithm constructs \(T'\). \(T\) can be obtained from \(T'\) by applying rule number 1 above.

Assume that \(S\) contains all the leaves of \(T\). Let \(P\) be a longest path of \(T\) and let \(u, v\) and \(w\) be its first three vertices.

\[ u \longrightarrow v \longrightarrow w \]

\(u\) is assumed to be in \(S\) and \(v\) must be in \(S\) because it is \(u\)'s only neighbor. If \(v\) has a black neighbor other than \(u\), then we can remove \(u\) from the tree, construct the rest of the tree by induction hypothesis and then add \(u\) according to rule number 2. So suppose that all other neighbors of \(v\), including \(w\), are white. If \(v\) is the only black neighbor of \(w\), we can delete the vertices \(u, v\) and \(w\), construct the rest of the tree and then add them according to rules 3 or 4. Note that in this case \(w\) can have at most two neighbors, including \(v\). Otherwise, i.e. if \(w\) has two black neighbors, we can omit \(u\) and \(v\), make the rest of the tree and then add them back according to part 2 of rule number 3. This concludes the proof.
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