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Business process model families (BPMF) provide collective representation of business processes that can be defined for a target domain of interest. They enable rapid development of appropriate business processes by setting up quick BPMF configuration based on the stakeholders’ needs and preferences. In this paper, we propose a novel framework for user-centric quality-driven configuration of business process model families capturing different kinds of non-functional preferences and solving the optimal BPMFs configuration problem. Focusing on the following key elements: Analytic Hierarchy Process (AHP), and its extension known as CS-AHP, Fuzzy logic and Genetic Algorithms, the framework maximizes the degree of satisfaction of defined non-functional preferences while simultaneously preserving the behavioural correctness of each derived business process. Furthermore, we provide extensive analyses of the proposed framework from three different perspectives: accuracy assessment, analysis of the impact of different variability and uncertainty elements, and comparison with the published literature indicating that the proposed approach outperforms similar ones in the field.
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1. Introduction

Business process models (BPM) capture the coordination of a set of activities whose execution realizes specific business goals. Many researchers in BPM community moved one step further by analysing all the possible business processes that could be specified for a target domain of interest [14], leading to the introduction of a new class of BPMs that facilitate reusability through the so-called business process model families (BPMFs) [25]. The purpose of such process families is to 1) enable integral representation of the
processes of the domain; 2) provide comprehensive observation of each individual process within the domain; 3) reinforce reusability of the software components and services that are deployed in the implementation of the business process elements across all business processes of the process family, all with the aim to 4) support rapid development of business processes from the domain by considering stakeholders’ needs and preferences and searching for appropriate configuration of BPMF.

Even though BPMF modelling has already been introduced by researchers within the BPM community [25], its automatic configuration which would aim to meet the specific stakeholders’ preferences is still a challenge. Given that more and more services with identical or overlapping functionality are available [5], consideration of non-functional preferences is essential for selecting an ideal service among alternatives [34]. However, finding the most appropriate selection of services based on different kinds of stakeholders’ preferences presents a great challenge, since: (i) there is no general framework for eliciting and analysing different kinds of preferences [19]; and (ii) automatic service selection, defined as a maximization of some quality measure of configured BPM regarding to the stakeholder’s preferences, is an NP-hard problem [21].

To address this issue, we propose and test a novel approach for capturing different kinds of non-functional preferences and solving the optimal BPMF configuration problem (defined as optimal services selection by maximizing the degree of satisfaction of defined non-functional preferences with simultaneous preserving the behavioural correctness of each business process derived from a BPMF). The approach is based on the following three key elements: (i) Analytic Hierarchy Process (AHP) [26] and its extension known as CS-AHP [19] used for addressing different kinds of preferences and dealing with multi-dimensional and often contradictory preferences of individuals; (ii) Fuzzy logic as a precise logic dealing with imprecision, approximate reasoning and inconsistency in information [37], and (iii) Genetic Algorithms (GA) [15] as a meta-heuristic search that solve problems using algorithms inspired by the processes of the neo-Darwinian evolutionary theory.

As such, the study addresses four interrelated goals. Firstly, we developed a framework for specification of different kinds of non-functional preferences over BPMFs. The second aim was to develop fuzzified measurements of service quality on the basis of CS-AHP results, which was then integrated into a fitness function and GA search technique was used for evaluation of sets of available services. The third aim was to analyse the accuracy of the proposed approach, followed by the assessment of the impact of different variability and uncertainty elements of the whole approach and finally, our aim was to compare the effectiveness of the findings with prior research [15, 21].

The study related to the first two goals resulted in both innovative two-layered structure for specification of different kinds of non-functional preferences over BPMFs (as presented in Section 3.1), and integrated framework for optimal BPMF configuration (as presented in Sections 3.2-3.4). The remaining two goals are succinctly captured into the following three questions (which results are presented in Section 4).

Research Question 1 assesses the overall accuracy of the optimal configuration model:

- RQ1. What is the accuracy of the proposed optimal configuration model?

We determine the exact solution by applying brute-force algorithm for finding all possible combinations of available service, and then compare the effectiveness of our approach with this optimal solution.

Research Question 2 examines the accuracy of the optimal configuration model in relation to different variability and uncertainty elements implemented within both BPMF and different kinds of stakeholders’ non-functional requirements and attitudes.

- RQ2a. What is the impact of variability and commonality in BPMFs on the accuracy of the optimal configuration selections?
- RQ2b. What is the impact of uncertainty and variety in stakeholders’ preferences on the accuracy of the optimal configuration selections?

Research Question 3 aims to analyse the effectiveness of the proposed approach by comparing it to the published literature and cited methodologies (e.g. [15, 34]).

- RQ3. How does the proposed framework perform in respect to other adoptions of the same algorithm(s) within the related published work?
2. Theoretical Background

2.1. Representation of BPMFs

A BPMF is usually presented by a variability model, which defines the variability points of the entire family, using: 1) Feature model (FM) to describe the variability of a family of applications for a given domain; 2) Business Process Model Template (BPMT), which describes a set of reference models (i.e., business processes) of the given domain of the BPMF; and 3) set of available services with identical or overlapped functionality with different QoS properties (e.g., ISO 8402 and ITU standards, etc.). In the approach that is used through the paper, the variation points are managed and configured by means of both models, i.e., feature models and business process models, respectively [21].

2.1.1. Feature Model

Feature models (FM) are widely used to describe variability among applications for a given domain, by specifying features and their interdependencies. A feature is typically referred to as an increment in functionality [10, 11] and the following relationships among features are supported (see Fig. 1a): mandatory features—child features that must always appear with their parents; optional features—child features that optionally appear with their parents; alternative feature groups—a group of features from which only one can be included in any application; and or feature groups—a group of features that are optional, but at least one needs to be selected. Some FM notations also allow cardinality within feature groups. Additionally, interdependencies between features are specified using integrity constraints. Two of the most widely used
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**Figure 1**
E-shop business process model family a) Feature model with detailed presentation of shipment feature, b) Part of corresponding business process model
constraints are: \textit{includes}– when one feature implies the inclusion of another; and \textit{excludes}– when the appearance of one feature excludes some other features. Fig. 1a shows a part of the simplified FM for an e-shop shipment family.

2.1.2. Business Process Model Template

Business process model families provide a comprehensive view on the collection of business process variants for a target domain [25]. In this paper, we use template-based approach [10] where a reference model (see Fig. 1b) is designed as a template, and variation points are managed and configured by means of two models, FMs and BPMs, respectively. Hence, we assume that there is an injective (i.e. one-to-one) mapping model (see mapping between Fig. 1a and Fig. 1b) which interconnects these two models [10], where each feature in the FM is reciprocally linked to the corresponding activity in the reference BPM.

Pursuant to the contemporary research on BPM we impose the well-formedness conditions on BPM structure [33] which guarantees formal validation and verification of the BPMFs and delivered configurations [14].

In our running example shown in Fig. 1, different methods for payment notification can be considered for different instances of products from the family. Therefore, different payment notification processes can be derived and customized in accordance with: available services, stakeholders’ preferences and business objectives. Furthermore, some services are essential (e.g., \textit{EmailNotification} feature is the dominant notification mechanism for online payment), which should be included for all payment notification instances. In addition, stakeholders can decide to include or exclude some extra-functional services (e.g. \textit{SMS} and \textit{Phone/Fax}) based on their needs and preferences. By making decisions which services to select, different instances of business processes from the family can be delivered (see Fig. 2c).

2.1.3. Services and Quality Properties in BPMF

Nowadays, in a more competitive business area there is ever increasing number of service providers that offer more and more services with identical or overlapping functionality [5]. Non-functional characteristics of the services, also known as QoS properties [34] are key indicators for service quality, which can be used to differentiate services with the same functionality. Hence, each activity in the BPMF can be delegated and bounded to one or more services, which provide the required functionality with different quality properties. Formally, the quality of a service \( s \) is denoted with a vector \( Q_s = (q_s(q_1), \ldots, q_s(q_n)) \), where the function \( q_s(q) \) determines the values of the \( q \)th quality property.

In accordance with researches on both business process variability [30] and requirement engineering [14], it is useful to our study, to deploy the following broader classification of non-functional properties: (i) qualitative properties \( Q_{\text{qual}} \) - described qualitatively using an ordinal scale (e.g. reliability, security, availability, etc.), and (ii) quantifiable properties \( Q_{\text{quant}} \) - measured on a metric scale (e.g. price, performance, response time, etc.). The classification allows proper measurement approaches over values of non-functional properties in respect to variability in BPMF, such as:

1. Value aggregation over specific configuration of customized BPM (in accordance with [6]);
2. Range values estimation over the whole family (based on non-functional properties of available services, in accordance with [18]) (see Fig. 2a).

These values will be used for creation of two-layered quality structure of non-functional properties over BPMF.

Let us further explore our running example regarding the selection of methods for payment notification. Fig. 2b shows the sets of candidate services that provide different quality properties (quantitative) \( q_{\text{pr}}(r) \ldots q_{\text{pr}}(r) \) and (qualitative) \( q_{\text{sec}}(f) \) for features: \textit{Email Notification}, \textit{Phone/FaxNotification} and \textit{SMS Notification} with given overall ranges, on which bases, the range values for the whole family are estimated (see Fig. 2a). Stakeholder “A” may define that, in relation to his own financial capabilities, range values [8, 25], [25, 40] and [40, 85] represent low, medium and high price values for him, respectively. In addition, he is only prepared to pay a high development price if the response time is kept at lower values; in other circumstances, he is only willing to pay lower price. On the other hand, stakeholder “B” can set his/her preferences that the low price is his/her priority.

However, qualitative property \textit{Security} is already defined with lexical values: \textit{low} (L), \textit{medium} (M), \textit{high} (H) and thus both stakeholders shall define own pref-
There are numerous approaches in the research literature aimed at eliciting stakeholders’ preferences, applied in different domains (e.g. operational research, medicine, education, etc.) [20]. Key challenge in modelling and processing user preferences is posed by the need to express human opinion in a way that can be easily processed by computers [28]. Existing approaches could be categorized based on both, different kinds of preferences, input scales and quality measurements they are generating, as summarized in Table 1. However, there is no unique technique that can be effectively applied and it should be selected based on the specific needs of application domain [19]. For the purpose of the present study, we use CS-AHP framework [19] based on well-known the Analytical Hierarchical Process (AHP) [26]. The CS-AHP provides the quantitative means for reasoning over different kinds of preferences (e.g. conditionally and un-conditionally defined preferences, preferences about dominant importance). To date, CS-AHP has predominantly been adopted for capturing students’ preferences.
and predicting course selection [20], with suggested applications for analysing complex decisions in medicine [29], and measuring security issues in cloud environments [27].

On the other hand, different NP hard optimization problems are well known in the literature and few searching methods and techniques are commonly adopted, such as Integer Linear Programming [32], Hill-Climbing [16] and some meta-heuristic search algorithms that have shown satisfactory capabilities to handle high dimension optimization problems, e.g. Genetic Algorithms [15], Ant Colony Optimization [12] and Particle Swarm Optimization [23].

As reported in [22], these techniques have different performance characteristics, depending on target domain, search size, constraints and linearity of optimization problem. The problem of BPMF configuration becomes more complex due to variability and variation points presented with two models, feature models and business process templates; and it is a reason why in our study, we use GA as a “well-known method to optimize an objective function with linear or non-linear constraints” [17].

The integrated approach for optimal configuration of BPMF in accordance with stakeholders’ preferences, developed upon well-known CS-AHP algorithm, fuzzy theory and genetic algorithms, is summarized in Fig. 3 and includes:

1 Specification of different preferences about non-functional properties of BPMF, representing in a form suitable for processing by CS-AHP, and transforming into appropriate quality measurements (including fuzzified values for quantitative properties);

2 Defining fitness function on the basis of already defined CS-AHP measurements which includes dynamic penalty values in order to make optimal service selection with respect to defined constraints and functional preference.

### 3. Fuzzy Meta-Heuristic Approach for BPMF Configuration

This Section describes our adaptation of the CS-AHP [19] through the creation of two-layered structure for presenting non-functional properties in BPMF and different kinds of preferences over them (c.f. Fig. 4). The outcomes of CS-AHP are used for defining quality measurements over available services in BPMF.

### Table 1

Categorization of different prioritization techniques based on different scale of input/output data and different sort of preferences [19]

| Method          | Input scales | Output scales | Kinds of preferences |
|-----------------|--------------|---------------|----------------------|
|                 | Ordinal scale| Initial qualitative transformed into numerical | Ordinal scale | Numerical values | Unconditional | Conditional | Special kinds of preferences |
| AHP [26]        | X            | X             | X                    | X             |
| TCP nets [4]    | X            | X             | X                    | X             | X            |
| CS-AHP [19]     | X            | X             | X                    | X             | X            | X          |
| COP-network [7] | X            | X             | X                    |               |              | X          |

### Figure 3

Overview of the integrated approach for optimal BPMF configuration
and further searching for an optimal set of services determined as the most appropriate for stakeholders’ preferences.

3.1. CS-AHP for Handling User Preferences over Non-Functional Properties in BPMFs

3.1.1. Overview of CS-AHP

Key elements for CS-AHP use are the following: (i) two-layered structure of concerns $C = \{c_1, ..., c_n\}$ and qualifier tags $QT = \{\{qt_{11}, ..., qt_{1m}\}, ..., \{qt_{n1}, ..., qt_{nm}\}\}$ for presentation of available options $O = \{o_1, ..., o_p\}$ in accordance with the structure, and (iii) specification of stakeholders’ preferences over the structure in the form of relative importance between concerns and relative importance between qualifier tags of each concern.

Relative importance is typically defined with odd numbers ranging from 1 (of equal importance) to 9 (extreme importance of one over the other); and its definition can depend on fulfilment of the specified condition or dominate the others.

In order to use specified preferences for ranking available options $o_k = qt_{1k}, ..., qt_{nk}, 0 \leq j_k \leq |QT|$, (that are associated with no more than one qualifier tag per each concern in the structure; $j_k = 0$ denotes that no qualifier tag of the $i$th concern is associated to the option), the local ranks of both, concerns and qualifier tags are computed by performing AHP, as follows.

Firstly, by performing simple AHP calculations, it gives ranks $r_1, ..., r_n$ for the set of concerns $c_i, i \in \{1, ..., n\}$. The same procedure used for addressing different kinds of preferences is applied for each concern individually, which gives local ranks $r'_{i1}, ..., r'_{im}$ for qualifier tags of concern $c_i, i \in \{1, ..., n\}$. Finally, the ranks of qualifier tags are obtained by multiplying their local ranks by the global rank of an appropriate concern, which gives $r_1', ..., r_n', r'_{i1}, ..., r'_{im}, i \in \{1, ..., n\}$.

By taking into consideration preferences about relative importance, summarizing function $f$ will be used to calculate rank of each option based on the ranks of qualifier tags assigned to each option: $r(o_k) = f(r_1', ..., r_n', r'_{i1}, ..., r'_{im})$[19].

Final goal of CS-AHP is to assign higher ranks to the options that are more related to stakeholders’ viewpoint. Therefore, the CS-AHP in this paper is applied to address the tasks of optimal BPMF configuration by allowing stakeholders to define different kinds of preferences over non-functional properties of available services.

3.1.2. Specification of Stakeholders’ Preferences in the Form of Two-Layered Structure over BPMF

To ascertain the degree to which combination of services is appropriate for a stakeholder, we will elicit different kinds of stakeholders’ preferences over QoS values $Q = \{q_1, ..., q_n\}$ by extending the approach developed in [28], which includes the following steps (see Fig. 4).

Figure 4

Two kinds of stakeholders’ preferences over BPMF: I) Creation of two-layered structure of concerns and qualifier tags, and II) Preferences over created structure

Step I. (Assessment values of non-functional properties over BPMF). The following procedure is applied for quantitative and qualitative QoS properties, respectively:

1. The range intervals $Q_{var}^{min}, Q_{var}^{max}$ of each quantitative property will be computed by applying sound mechanism [18] which firstly aggregates the QoS values of services associated to the activities of the BPMF and then propagates the aggregated values to the features through the mapping relations between the BPMF and the FM (see Fig. 2a).

2. Each qualitative property is assigned with lexical values (e.g. low, high, etc.); at BPMF level, we in-
include all possible values of describing property, thus representing values that could be achieved during configuration process.

**Step II. (Generation of two-layered structure of concerns and qualifier tags).** Concerns \( C = \{c_1, \ldots, c_n\} \) are a set of quality properties (both quantitative and qualitative) that represent the important matters of interest to the stakeholders such as price, availability, or security. Qualifier tags \( QT_i = \{q_{i1}, \ldots, q_{ik}\} \) represent the possible enumerations for each concern \( c_i, 1 \leq i \leq n \) (e.g., the qualifier tags for price could be cheap, expensive, and reasonable).

In this research, qualifier tags are created by allowing stakeholders to define their own thoughts and attitudes about quality ranges. For each quantitative property \( q_i \in Q_{quant} \), stakeholders are invited to divide its aggregated intervals \( [Q_{i1}^{\text{hi}}, Q_{it}^{\text{lo}}] \) into disjoint sub-intervals in accordance with their own attitudes and preferences (therefore, specifying quality tags). Each subinterval \( QT_i^t \) of the \( i^{th} \) quantitative property can be defined as open, semi-open or close interval \((a_i^t, b_i^t),(a_i^t, b_i^t],[a_i^t, b_i^t],[a_i^t, b_i^t],\) such as the following holds: \( \bigcup_{j=1}^{t} QT_i^j = [Q_{i1}^{\text{hi}}, Q_{it}^{\text{lo}}] \) and \( QT_i^j \cap QT_i^t = \emptyset, 1 \leq j < t \leq k \).

Qualitative properties \( Q_{qual} \) are already defined in terms of possible enumerations and thus no additional efforts are needed.

**Step III. (Specification of preferences over created two-layered structure- CS-AHP).** Stakeholders should define set of preferences over created two-layered structure in the form of CS-AHP mutual relations at two levels: level of concerns, and level of qualifier tags, thus providing essential inputs for CS-AHP algorithm.

As a result, CS-AHP provides ranks of each concern and qualifier tags, which will be used for defining quality measures for each combination of services. Now, let us further explore our running example to illustrate the whole step-wised approach of specifying stakeholders’ preferences and use of CS-AHP algorithm.

By aggregating values of non-functional properties of available services for feature Notification (see Fig. 2b), we obtain ranges for each property (see Fig. 2a). Let us assume that stakeholder “A” additionally defined his preferences over the obtained range for total response time [5, 67] (see Fig. 2a and feature Notification), as follows: interval of low response time is [5, 32], medium response time (32, 50] and high response time is any value above 50. Stakeholder “A” is highly interested in lower values; i.e. low values are more important than medium, medium values are more important than high values; and low values are extremely more important than high values. Let us further assume that the CS-AHP algorithm used for processing these requirements gives the following ranks: \( r(\text{ResponseTime.Low}) = 0.72; \ r(\text{ResponseTime. Medium}) = 0.19; \ r(\text{ResponseTime.High}) = 0.09 \)

Stakeholder “A” previously (in Section 2.1.3) defined his conditional preferences over total price and security level, and ranks are calculated accordingly:

- in case of low response, the ranks for total price are: \( r(P\text{rice.Low}) = 0.16; \ r(P\text{rice.Medium}) = 0.19; \ r(P\text{rice.High}) = 0.65, \) otherwise \( r(P\text{rice.Low}) = 0.63; \ r(P\text{rice.Medium}) = 0.26; \ r(P\text{rice.High}) = 0.11 \)
- the ranks for security level are: \( r(S\text{ecurity.Low}) = 0.07; \ r(S\text{ecurity.Medium}) = 0.26; \ r(S\text{ecurity.High}) = 0.67 \)

If we consider price as most important criterion, and security as more important criterion than response time, then ranks are: \( r(P\text{rice}) = 0.57; \ r(R\text{esponseTime}) = 0.14; \ r(S\text{ecurity}) = 0.29 \). Finally, if we consider two combinations of services: \( S_{15(3)}, S_{16(1)} \) and \( S_{15(3)}, S_{16(1)}, S_{17(1)} \) that gives the summarized values of 35, 43 and 56, 32 and M (for price, response time and security) respectively, their final ranks are calculated as: \( \frac{(0.57*0.26+0.14*0.19+0.29*0.07)}{3} = 0.065 \) and \( \frac{(0.57*0.65+0.14*0.72+0.29*0.26)}{3} = 0.18 \).

Thus, combination of services \( S_{15(3)}, S_{16(1)}, S_{17(1)} \) is more preferable configuration of feature Payment for stakeholder “A”.

By considering the calculated ranks, we can also conclude that CS-AHP rank values are assigned to the whole intervals (e.g. 0.19 is assigned to interval [25, 40] of medium costs) which does not respond to realistic situations and attitudes among costs of 25 and 40 (in local currency).

This is why additional refinements are needed over the results obtained by CS-AHP algorithm in order to develop main instruments for measuring the level of satisfaction of user requirements over both the whole BPMF and each particular configuration.
3.2. Fuzzy Approach for Measuring Quality of Process Configuration

Stakeholders’ attitudes about aggregated quantitative properties very often include the assigned lexical meaning (e.g. low price, high response time, etc.) which is usually understandable for stakeholders, but faces restrictions (e.g. imprecision, semantics, methods of representing knowledge and deduction). Zadeh in [37] clearly emphasized that the use of fuzzy logic is essential in dealing with imprecision and approximate reasoning when formalizing and processing natural language.

Key element of fuzzy set theory is fuzzy linguistic variable presented by fuzzy sets and appropriate membership function [36].

Fig. 5 illustrates how stakeholders’ attitudes over defined qualifier tags $\text{QT}_i = [a_i, a_{i+1}]$, $1 \leq i < k$ (with no losing generality presented with close sub-intervals) can be presented by introducing fuzzy sets $A_i$ and corresponding fuzzy functions $\mu_i$.

Furthermore, by assigning CS-AHP ranks of qualifier tags to corresponding fuzzy sets we can define more realistic quality measurements [37], compared to widely used approach of assigning ranks to the whole range of qualifier tag, as illustrated in Fig. 6.

To this end, let us introduce the following notations:
- $b_1^i$, $b_2^i$ - intersection points of function $\mu_i(x, a_i, a_{i+1}, a_{i+1})$ line $y = r_i$, such that $b_1^i < b_2^i$;
- $b_1^{i'}$ - intersection point of function $\mu_i(x, a_i, a_{i+1}, a_{i+1})$ with line $y = r_{i+1}$, which is the closest to $a_{i+1}$;
- $b_2^{i'}$ - intersection point of function $\mu_i(x, a_i, a_{i+1}, a_{i+1})$ with line $y = r_{i+1}$, which is the closest to $a_{i+1}$.

The quality measurement $\mu(O)$ is defined as follows:

\[ \mu_i(x, a_i, a_{i+1}, a_{i+1}) = \begin{cases} 
\frac{b_1^i}{a_{i+1} - a_{i+1}}, & x \leq a_i - \frac{a_{i+1} - a_i}{2} \quad 1, \\
\frac{x - a_i}{a_i - a_{i+1}}, & x \in \left[a_i, a_i + \frac{a_{i+1} - a_i}{2}\right] \\
\frac{1}{2} \frac{x - a_i}{a_i - a_{i+1}}, & x \in \left[a_{i+1}, a_{i+1} + \frac{a_{i+1} - a_{i+1}}{2}\right] \\
0, & x > a_{i+1}
\end{cases} \]
The process of defining fuzzy set for each qualifier tag processing natural language. Zadeh in [37] clearly emphasized that the use of fuzzy methods of representing knowledge and deduction). Faces restrictions (e.g. imprecision, semantics, logic is essential in dealing with imprecision and approximate reasoning when formalizing and formalizing and formalizing).

In our study, we use fuzzy sets with a trapezoidal membership function defined over subintervals that may be more or less complicated for the stakeholders. Correspond to each qualifier tag (as defined by membership function defined over subintervals that may be more or less complicated for the stakeholders).

The process of defining fuzzy set for each qualifier tag (as defined by membership function defined over subintervals that may be more or less complicated for the stakeholders).

Finally, based on defined fuzzy membership functions and assigned CS-AHP ranks, we can estimate most preferable value of the QoS property, defined as crisp de-fuzzified value (most commonly used de-fuzzification method in Centre of singletons):

$$x_p(\mu, Q_{agg}^{CS}, Q_{agg}^{CS}) = \frac{1}{Q_{agg}^{CS} - Q_{agg}^{CS}} \int_{Q_{agg}^{CS}}^{Q_{agg}^{CS}} \mu(x) dx.$$ (3)
However, the use of CS-AHP values and fuzzy logic can be formalized by defining fuzzified quality measure over BPMF, as follows:

**Definition 1. (Fuzzified quality measurement over CS-AHP two-layered structure in BPMF).** For a given model \( (C, QT, P, BPMF) \), in which \( C = C_{\text{quan}} \cup C_{\text{qual}} \) is a set of quantitative and qualitative concerns, \( QT = QT_{\text{quan}} \cup QT_{\text{qual}} \) is a set of qualifier tags \( QT_{\text{qual}} \) are defined over aggregated intervals \([Q_{\text{LB}}, Q_{\text{UB}}]\) of quantitative concerns \( C_{\text{quan}} \); and \( QT_{\text{qual}} \) over possible values of \( C_{\text{qual}} \), and \( P \) represents the set of specified preferences over the two-layered structure in BPMF, the fuzzified quality measurement is defined on the bases of CS-AHP output ranks over the set of concerns (written as \( r_i^C, \ldots, r_i^{C_{\text{quan}}} \ldots, r_i^{C_{\text{qual}}}, a_i \)), a collection of qualifier tags (written as \( r_i^1, r_i^{QT_1}, \ldots, r_i^n, r_i^{QT_n} \ldots, r_i^{QT_{\text{qual}}} \), and corresponding to the sets of qualifier tags \( QT = \{QT_1, \ldots, QT_{\text{quan}}, \ldots, QT_{\text{qual}}\} \), where \( QT_i = [Q_{\text{LB}}^i, Q_{\text{UB}}^i], 1 \leq i \leq QT_{\text{quan}} \) and \( QT_{\text{quan}} = \bigcup QT_{\text{qual}} \), \( Q_{\text{LB}} \leq Q_{\text{UB}} \leq \ldots \leq \), and tolerance parameters \( \alpha_1, \ldots, \alpha_{\text{quan}}, \ldots, \alpha_1, \ldots, \alpha_{\text{qual}} \), for each activity \( a_i \) of the BPMF, the goal of the configuration of the BPMF is to find a valid combination of services under satisfaction of hard constraints which maximizes the overall fuzzified quality measure in respect to stakeholders’ preferable values of quality properties.

### 3.3. BPMF Configuration Goals

In addition to requirements about preferable values of QoS properties, hard requirements can be defined as limiting values of specific non-functional properties over the whole BPMF and its parts [6]. Formally, hard constraints can be defined as a set of constraints \( c_i: c_i \{s_1, \ldots, s_i\} \leq \mu_i, i \in \{1, \ldots, i\} \), where \( s_i \) represents the selected service which corresponds to the \( i \)th activity and \( \mu_i \) is a constant limitation value.

**Definition 2. (Business Process Families Optimal Configuration Goal).** Given a BPMF with a CS-AHP two-layered quality structure \( (C = C_{\text{quan}} \cup C_{\text{qual}} \cup QT = QT_{\text{quan}} \cup QT_{\text{qual}} P, BPMF) \), a set of hard constraints \( H \), and a set of available services \( \{s_1, \ldots, s_{\text{num}}\} \), per each activity \( a_i \) of the BPMF, the goal of the configuration of the BPMF is to find a valid combination of services under satisfaction of hard constraints which maximizes the overall fuzzified quality measure in respect to stakeholders’ preferable values of quality properties.

### 3.4. GA Approach for BPMF Configuration

In this section, we present the way in which GA is used for selection of valid combination of services in relation to the BPMF optimal configuration goals. GA is an adaptive heuristic search algorithm with identified key elements suitable for presentation of BPMF [21]:

1. **Service Chromosome** – combination of services representing individuals in the constant-size ‘population’. We use array encoding \( (e_1, e_2, \ldots, e_m) \) where \( e_i \) corresponds to configuration option of the \( i \)th activity (it is either an index of available services, or indicates that the \( i \)th activity will not be included in final configuration).

2. **Population** is generated from initial population by applying traditionally utilized operators [15]: k-point crossover operator (which splits the genome at \( k \) crossover points and combines parts among parental genomes) and mutation operator (which makes random modifications on individual genomes, in order to prevent convergence to local optima).

These activities may violate optionality and integrity constraints within the BPMF [21], and commonly used approach [15] defines servicesTransform algorithm as a sound mechanism for transforming gener-
ated chromosome during any of GA steps into valid service selections.

- **Fitness evaluation** - A fitness function is used for assessing each member of population as well as making performance analyses over the population. With reference to previous work [15, 21, 28] as well as to developed fuzzified measurements over CS-AHP two-layered structure, the fitness function will incorporate two types of penalty factors, as follows:

  - **Penalty factor 1**: weighted distance from constraint satisfaction measured as:

    \[
    D(e_1, ..., e_i) = \sum_{j=1}^{n} c_l(e_1, ..., e_i) \cdot y_j, \tag{7}
    \]

    where

    \[
    y_j = \begin{cases} 0, & c_l(e_1, ..., e_i) \leq u_j, \\ 1, & c_l(e_1, ..., e_i) > u_j. \end{cases} \tag{8}
    \]

    If the weight for the penalty factor is low, there is the risk that individuals will not be discarded although they violate the constraints [15]. Thus, the dynamic penalty [15] is adopted with weight \(w_1(gen)\) that increases with the number of generations \(gen\).

  - **Penalty factor 2**: weighted relative distance between quality measurements of considered combination of services and the combination of most preferable properties defined by stakeholders. The dynamic penalty value with weight \(w_2(gen)\) will increase when the combination becomes further away from the most preferable combination, thus navigating convergence process.

Finally, the fitness function is defined as:

\[
Fitness(e_1, ..., e_{|A|}, a^1_1, ..., a^1_{|Q_T|}, ..., a^n_{|Q_T|}, C, Q_T) = \\
= \frac{1}{f(e_1, ..., e_{|A|}) - w_1(gen)f(e_1, ..., e_{|A|}, C)} + w_1(gen)D(e_1, ..., e_{|A|}) + 1 \\
+ w_2(gen)\frac{f(e_1, ..., e_{|A|}) - w_2(gen)f(e_1, ..., e_{|A|}, C) - f(w(e_1), ..., w(e_{|C|}), C)}{f(w(e_1), ..., w(e_{|C|}, C))} \tag{9}
\]

By iterating this process, the population elements are evaluated in respect to fitness function, and more preferable individuals are selected (i.e. those with lower value of fitness function). The process is completed when one of the following conditions is satisfied: (i) all hard constraints are met and the lowest value of the fitness function is reached (in predefined number of iterations), or (ii) the best-achieved individual chromosome remains unchanged for a given number of iterations.

### 4. Analysis

#### 4.1. Experimental Setup

To test accuracy of the proposed approach, we use the *closeness to an optimal solution* measured as relative distance between quality values of two combinations of services. This experimental study is aimed to investigate research questions (RQ1, RQ2a, RQ2b, RQ3) and therefore, different simulation analyses were performed by utilizing the following random generators with different input parameters, as presented in Table 2:

1. FM generator is used for generation of feature models;
2. BPMF generator extends FM generator by creating business process templates in accordance with injective (one-to-one) mapping with FM;
3. CS-AHP generator is used for generation of both two-layered structure of concerns and qualifier tags and sets of preferences over developed structure.

The domain characteristics, developed in previous empirical research, will be also included in our study (as presented in Table 2). Furthermore, commonly used GA parameters are [15] population size =50; number of generations =200; crossover probability =1 (always applied), mutation rate = 0.1.

To address RQ1, we used the brute force algorithm to determine all valid combinations of services in order to enforce the hard constraints and find the most preferable one. Finally, we run the proposed GA approach to find an optimal configuration and to compare it with those obtained with brute force algorithm.

To tackle RQ2a and RQ2b, we controlled creation of BPMF and CS-AHP structure [21] by identifying different experimental groups related to different variability parameters, as presented in Table 3.
Table 2
Random generators with input parameters and domain characteristics (M- Mean values; SD- Standard deviation)

| Generator/Algorithms | Input parameters | Domain characteristics |
|----------------------|------------------|------------------------|
| FM generator [15]    | No. of features  | Min=14; Max=287; M = 76,86; SD = 96,25 | [2] |
|                      | Distribution of commonality and variability patterns | - | - |
| BPMF generator [21]  | Distribution of composition patterns | - | - |
|                      | Distribution of sequential and parallel-AND patterns | - | - |
|                      | No. of services per activity | Max= 100 | [21] |
| CS-AHP generator [19]| No. of concerns | Max= 10 | [19] |
|                      | No. of qualifier tags | Max=7 | [19] |
|                      | No. of conditionally defined preferences | - | - |
|                      | No. of preferences about dominant importance | - | - |
|                      | Qualitative QoS properties | 4 groups of QoS characteristics; random number of characteristics to each group | [6] |
|                      | Quantitative QoS properties: range values | - | - |
|                      | Quantitative QoS properties: distribution of qualifier tags | - | - |
|                      | Fuzzy tolerance parameters | Min= 5%; Max=20% | - |

Table 3
Description of experimental groups for RQ2

| Research question |Experimental groups | Description | Value |
|-------------------|---------------------|-------------|-------|
| RQ2a              | 1                   | Distribution of optional features | 25% |
|                   | 2                   | Equally AND, OR, XOR | 50% |
|                   | 3                   | AND-OR | 75% |
|                   | 4                   | AND-XOR | 100% |
|                   | 5                   | OR-XOR | |
|                   | 6                   | AND | |
|                   | 7                   | OR | |
|                   | 8                   | XOR | |
|                   | 9                   | | |
|                   | 10                  | | |
|                   | 11                  | | |
|                   | 12                  | | |
|                   | 13                  | BPMF patterns: sequential and parallel-AND | 25% |
|                   | 14                  | 50% |
|                   | 15                  | 75% |
|                   |                     | 100% |

| Research question |Experimental groups | Description | Value |
|-------------------|---------------------|-------------|-------|
| RQ2b              | 16                  | Quantitative and qualitative QoS properties | 25% |
|                   | 17                  | equal distribution | 50% |
|                   | 18                  | 1 dominant | 75% |
|                   | 19                  | Qualifier tags | 100% |
|                   | 20                  | 2 dominants | |
|                   | 21                  | 3 dominants | |
|                   | 22                  | Unconditionally defined preferences | |
|                   | 23                  | 25% | |
|                   | 24                  | 50% | |
|                   | 25                  | 75% | |
|                   | 26                  | 100% | |
On the other side, to address RQ3, we identified the following key areas where GA, fuzzy logic and CS-AHP algorithm were used for solving different configuration problems in a wide range of literature: FM configuration [15], service composition [5, 34], and BPMF configuration [21]. In order to make comparisons and analyze the results, we applied our approach over similar domain constraints and limitations (e.g., for FM evaluation: only variability/commonality variations are included; for service composition evaluation: only composition patterns are included, etc.) and compared the results.

Each simulation is performed 1000 times and the collected data are further analyzed.

4.2. Simulation Analysis

4.2.1. Analysis Techniques

Given the type of the collected data in the simulations, the analyses employed were standard descriptive statistics [3] including mean (M) and standard deviation (SD) values. All parameters as being inputs for generators of FMs, BPMF as fuzzified CS-AHP two-layered structure were considered as interval data.

The ANOVA test was used to check for significant differences in the accuracy in the prediction as a result of changing the parameters’ values among groups identified in RQ2. For results which were not normally distributed, we used parametric tests over log-transformed data.

A t-test was used to assess whether the fuzzification of the whole approach significantly improved the accuracy of the configuration (as compared to our previous work in [21]). Shapiro-Wilk test of normality was used and confirmed that the t-test assumptions were satisfied for all uses of the t-test in the study.

4.2.2. Results

The results are organized according to the research questions.

Research question 1. This research question calculates the accuracy of the proposed approach to identify optimal configuration of BPMF, compared to brute force algorithm, as well as against the reported previous work such as [20].

The mean value of the relative distances between the obtained combination of services and the most preferable configuration (obtained by brute force algorithm) was 10.04% (SD = 1.27%). Thus, the fuzzified approach accurately found 89.96% of most preferable BPMF configurations.

This result shows that presented approach may be considered as most appropriate for optimal configuration of BPMF (previously reported accuracy was 89.77% [21] and 89.59% [28]), while detailed analyses of the accuracy of the model in respect to model variability and uncertainty, and comparative analyses are presented in RQ2 and RQ3, respectively.

Research question 2. The descriptive statistics for the experiments over groups 1-15, and 16-27 are reported in Tables 4 and 5, respectively.

The ANOVA results show a non-significant difference between groups 1-4 (related to different distributions of optional features in FM): F (3; 823) = 15.47; p = 0.721 and groups 12-15 (related to different distributions of sequential and parallel AND patterns): F(3; 825) = 13.37; p = 0.681.

On the other hand, significant difference in the assessed accuracy of different distributions of patterns in FM model is showed (F(6; 2845)=1.72; p=0.000). The Tukey’s post hoc test revealed that there was significant difference only between group 5 and groups 9-11. Thus, results showed that optimality of our approach depends only on variability patterns in FMs, and does not depend on distribution of optimal feature or patterns in BPMF, since they are mostly determined by FMs.

Furthermore, the results demonstrate a significant difference in the assessed accuracy in the case of different distribution of QoS properties: (F(3; 847)=2.07; p=0.005). The Tukey’s post hoc test revealed that there was significant difference only between groups 16 and 19. Thus, the approach is significantly close to optimal solution in case of considering only qualitative properties, while by taking into account quantitative properties and different kinds of preferences, additional complexity and uncertainty are imposed.

We also proved that the significant difference in the assessed accuracy of different distributions of qualifier tags over the range intervals of quantitative properties existed: (F(3; 847)=1.68; p=0.000). The Tukey’s post hoc test revealed that there was significant difference only between groups 21 and 22-23. Thus, the accuracy of the proposed approach may be increased by adjusting the tolerance parameters in membership functions based on qualifier tags distributions.
Table 4
Mean and standard deviation values of the assessed accuracy in experiments from the conducted study in research question RQ2a

| Experimental Group | Percentage ratio of optional features in FM model | Assessed accuracy | Experimental Group | Distribution of sequential and parallel AND patterns | Assessed accuracy |
|--------------------|-----------------------------------------------|-----------------|--------------------|-----------------------------------------------|-----------------|
|                    |                                               | Mean; St. Dev.  |                    | Mean; St. Dev.  |                                               |
| 1                  | 25%                                           | 90.11%; 1.03   | 12                 | 25%                                           | 90.16%; 0.79    |
| 2                  | 50%                                           | 90.05%; 0.91   | 13                 | 50%                                           | 89.92%; 1.24    |
| 3                  | 75%                                           | 90.08%; 0.95   | 14                 | 75%                                           | 89.83%; 1.07    |
| 4                  | 100%                                          | 89.76%; 0.82   | 15                 | 100%                                          | 89.93%; 0.93    |

| Experimental Group | Distribution of patterns in FM model | Assessed accuracy | Experimental Group | Distribution of patterns in FM model | Assessed accuracy |
|--------------------|-------------------------------------|-----------------|--------------------|-------------------------------------|-----------------|
|                    |                                     | Mean; St. Dev.  |                    | Mean; St. Dev.  |                                               |
| 5                  | 33% (AND), 33% (OR), 33% (XOR)      | 89.63%; 0.86   | 9                  | 100% (AND)                                  | 90.13%; 0.72    |
| 6                  | (random) AND-OR                     | 89.75%; 0.94   | 10                 | 100% (OR)                                   | 90.06%; 0.93    |
| 7                  | (random) AND-XOR                    | 89.71%; 1.04   | 11                 | 100% (XOR)                                  | 89.93%; 1.04    |
| 8                  | (random) OR-XOR                     | 89.69%; 0.88   |                    |                                                   |                 |

Table 5
Mean and standard deviation values of the assessed accuracy in experiments from the conducted study in research question RQ2b

| Experimental Group | Distribution of quantitative/qualitative QoS properties | Assessed accuracy | Experimental Group | Distribution of quantitative/qualitative QoS properties | Assessed accuracy |
|--------------------|-----------------------------------------------|-----------------|--------------------|-----------------------------------------------|-----------------|
|                    |                                               | Mean; St. Dev.  |                    | Mean; St. Dev.  |                                               |
| 16                 | 25%                                           | 93.74%; 0.84   | 18                 | 75%                                           | 90.03%; 1.45    |
| 17                 | 50%                                           | 92.35%; 1.02   | 19                 | 100%                                          | 88.21%; 1.78    |

| Experimental Group | Distribution of qualifier tags over range intervals | Assessed accuracy | Experimental Group | Distribution of conditional preferences | Assessed accuracy |
|--------------------|-----------------------------------------------|-----------------|--------------------|-------------------------------------|-----------------|
|                    |                                               | Mean; St. Dev.  |                    | Mean; St. Dev.  |                                               |
| 20                 | Almost equal qualifier tags                   | 89.97%; 0.82   | 24                 | 25%                                           | 89.83%; 0.96    |
| 21                 | One dominant qualifier tag                    | 90.06%; 0.78   | 25                 | 50%                                           | 89.72%; 1.07    |
| 22                 | Two dominant qualifier tags                   | 90.03%; 1.24   | 26                 | 75%                                           | 89.69%; 1.72    |
| 23                 | Three dominant qualifier tags                 | 89.98%; 1.27   | 27                 | 100%                                          | 89.74%; 1.65    |
The results also demonstrate the significant difference in the assessed accuracy between groups 24-27 (related to different distributions of conditional preferences): $F(3; 852)=1.79; p=0.000)$. The Tukey’s post hoc test revealed that there was significant difference only between groups 24 and 27.

**Research question 3.** Table 6 outlines the results obtained by other applications of GA, fuzzy logics and CS-AHP algorithm for different configuration problems.

The use of our approach revealed a considerable decrease of 3.25% in the performance compared to the results of the GA with Simple Additive Weighting (SAW) technique applied to service composition. On the other hand, our approach showed almost similar accuracy results compared to the use of GA with fuzzy logics for personalized web service selection [34] and FM configuration [15], while significant improvement was identified compared to the previous work on use of GA and CS-AHP algorithm for BPMF configuration [21]. A t-test confirmed that the increase in the accuracy was significant ($t(1969) = 5.17, p <0.05$) as compared to the accuracy of the model where fuzzy refinements were not used over CS-AHP rank values (as reported under RQ1).

### Table 6
A comparative comparison of the proposed approach with respect to the published literature and cited methodologies

| Optimisation approach / Prioritization technique | Reference | Variability and commonality (FM) | Composition patterns (BPMT) | Uncertainty in stakeholders’ preferences | Assessed accuracy |
|-------------------------------------------------|-----------|----------------------------------|-----------------------------|------------------------------------------|-------------------|
|                                                  |           |                                  |                             |                                          | Mean; St. Dev     |
| Genetic algorithm / SAW                          | [5]       | X                                | X                           |                                          | 95%; -            |
| Experiment in this study                         |           |                                  | X                           |                                          | 91.75%; 1.32      |
| Genetic algorithm / SAW                          | [15]      | X                                | X                           |                                          | 86-90%; -         |
| Experiment in this study                         |           |                                  | X                           |                                          | 90.04%; 0.96      |
| Genetic algorithm / Fuzzy logic                  | [34]      |                                  | X                           | X                                       | 87%; 0.7          |
| Experiment in this study                         |           |                                  | X                           | X                                       | 90.45%; 2.05      |
| Genetic algorithm/ CS-AHP                        | [21]      | X                                | X                           | X                                       | 89.77%; 0.98      |
| Experiment in this study                         |           |                                  | X                           | X                                       | 89.96%; 1.27      |

5. Discussion

The results of the evaluation showed that the highest accuracy is achieved compared to other approaches with complex weighting mechanism for prioritization of stakeholders’ preferences that correspond to real-world scenarios. To assist in the interpretation and impact of considered variability and uncertainty, in both, domain space and stakeholders’ preferences, we conducted two evaluation studies.

Firstly, by controlling input parameters that correspond to variability and uncertainty elements, we analysed their impact on accuracy level. We observed that variability patterns in the FM have key impact for accuracy level of the configuration process. Furthermore, the experiments show that the ability to define different kinds of non-functional preferences has significant influence on the effectiveness of the whole approach. On the other hand, integrated elements of fuzzy logic proved their ability to capture stakeholders’ preferences in a manner that is closer to real scenarios and human attitudes.

Finally, we compared the accuracy level of the proposed approach to those of other related published studies. The presented approach showed significant...
improvements and increased accuracy level compared to the previous work [21]. It benefits from (i) improved fitness function (as being critical for presentation of domain characteristics [1]), and (ii) refined quality measurement over CS-AHP values generated by taking into consideration more subjective and realistic information about non-functional properties (as initially investigated in [34]).

When our approach is considered in relation to tackling FM configuration [34], even under specification of different kinds of preferences with CS-AHP, the results showed performance characteristics close to values reported in the literature. This probably resulted in the guided search which captured the critical importance of differentiating good solutions from poor ones [1], as beneficial to integrating fuzzified measurements and crisp values.

6. Conclusion and Future Work

In this paper, we proposed a novel framework for optimal BPMF configuration by considering various stakeholders’ preferences, compared to traditional models that considered only preferences defined over either- quantitative and qualitative QoS properties. Our framework provides the following major benefits to the process of optimal BPMF configuration:

1. It presents a framework for specification of different kinds of preferences and attitudes about qualitative and quantitative QoS properties over BPMF including conditional preferences and attitudes about their values;

2. It proposes a fuzzified extension of the CS-AHP method for measuring the service quality. In addition, aiming to find optimal BPMF configuration it is combined with GA search technique which is guided dynamically by using crisp values as referenced values for most preferable quality properties;

3. Empirical analyses in this paper indicated that the proposed approach outperforms similar ones in the field.

While both concepts of BPMF configuration and user-centric service-oriented modelling approach [8] are already known in the literature, to our best knowledge, this is the first approach that considers user-centric quality-driven configuration of business process families. The proposed approach fulfils the preferences of an effective multi-criteria prioritization technique [19] and effective use of genetic programming for software engineering modeling [1, 9].

Furthermore, compared with other QoS models (e.g.[15]), proposed framework gives QoS properties with un-static final ranks and as such, they are not simply aggregated by static weighting factors. The approach integrates both qualitative and quantitative QoS properties, which in terms of domain-dependent quality characteristics [6] enable the scalability of our solution up to potential use in different domains and scenarios.

In a broader sense, the study contributes to the body of research knowledge in the fields of business process management [24, 31] and automated software engineering [13]. While the proposed research can be connected with the field of requirement engineering [35], the questions and method adopted generates results and findings that are more applicable for AHP practitioners to aid practical use of different kinds of preferences in different scenarios.

We propose that future research needs to be undertaken in order to: (i) include automatic resolution of inconsistencies in defining preferences over CS-AHP structure [19], (ii) extend introduced fuzzified CS-AHP structure to include variant-wise quantifiable properties [30] as properties with no meaning for single features or with no ability to be quantified from the aspect of the influence of individual features on the non-functional properties of a concrete variant, (iii) develop recommendation strategies for making selection of appropriate GA operators and fuzzy tolerance parameters that might correspond to different QoS properties groups and stakeholders’ preferences, and (iv) develop hybrid solutions [38] by integrating other meta-heuristic approaches with good performance characteristics in related optimization issues.
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