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1 The Problem

Researchers in all experimental and empirical fields are increasingly expected to widely share the data behind their published research, to enable other researchers to verify, replicate, and extend their work. Indeed, data-sharing is now often mandated by funding agencies [40, 39, 20] and journals [34, 21, 48]. To meet this need, a variety of open data repositories have been developed to make data-sharing easier and more permanent. Examples include NIH’s database of Genotypes and Phenotypes (dbGaP) [46], and repositories that use the open-source Dataverse platform [9, 29] (including Harvard’s Dataverse repository, which has, under some measures, the largest repository of social science datasets in the world).

However, many of the datasets in the social and health sciences contain sensitive personal information about human subjects, and it is increasingly recognized that traditional approaches such as stripping “personally identifying information” are ineffective at protecting privacy, especially if done by a lay researcher with no expertise in deidentification. This leads to two problems, one for privacy and one for utility:

1. There are numerous data sets, such as surveys, that have been "deidentified" via traditional means and increasingly being deposited in publicly accessible data repositories. As the literature has repeatedly shown, it is likely that many subjects in these surveys can be reidentified by attackers with a moderate amount of background information, and thus their privacy may not be sufficiently well-protected.

2. There are numerous other data sets that researchers do not make available at all, or only with highly restrictive and time-consuming provisions, which can include a review by the original data depositor—who may no longer be accessible—and/or an Institutional Review Board (IRB), and a lengthy negotiation between institutions on the terms of use.

Thus, an important problem is to develop and deploy methods that can be used to offer greater privacy protections for datasets of the first type, ideally at little or no cost in utility\(^1\), and enable the safe sharing of datasets of the second type.

Differential privacy [15] offers an attractive approach to addressing this problem, enabling us to provide wide access to statistical information about a dataset without worries of individual-level information being leaked inadvertently or due to an adversarial attack. There is now both a rich theoretical literature on differential privacy and numerous efforts to bring differential privacy closer to practice. However, none of the past work simultaneously meets all of our desiderata for such a system:

- Accessibility by non-experts: researchers in the social sciences should be able to use the system to share and explore data with no involvement from experts in data privacy, computer science, or statistics.

- Generality: the system should be applicable and effective on a wide variety of heterogeneous datasets hosted in a repository such as the Harvard Dataverse.

- Workflow-compatibility: the system should fit naturally in the workflow of its users (e.g. researchers in the social sciences), and be positioned to offer clear benefits (e.g. more access to sensitive data or less risk of an embarrassing privacy violation) rather than being an impediment.

\(^1\)Even traditional de-identification techniques have been found to have a significant negative impact on utility [10].
2 Differential Privacy

Differential privacy is a formal mathematical framework for measuring the privacy guarantees provided by statistical computations. Consider an algorithm \( M \) that takes a dataset \( x \) as input and performs a randomized computation to produce an output \( y \). Informally, differential privacy requires that if we change any one individual’s data in \( x \), then the distribution of \( y \) does not change much. Intuitively, this means that each individual’s data is hidden from an adversary that views the output \( y \).

To make this intuition precise, we need to define what we mean by “one individual’s data,” and provide a measure of how much the distribution of \( y \) is allowed to change. For the former, a typical choice is to consider datasets \( x \) that consist of \( n \) records, where we think of each record as consisting of one individual’s data, and the sample size \( n \) is public (not sensitive information). We call two datasets \( x \) and \( x' \) neighbors if they agree in all but one record (i.e. \( x' \) is obtained from \( x \) by changing one individual’s data). Then the formal definition of differential privacy is as follows:

**Definition 2.1 ([15, 14])** For parameters \( \epsilon \geq 0 \) and \( \delta \in [0,1] \), a randomized algorithm \( M \) is \((\epsilon, \delta)\)-differentially private if for every two neighboring datasets \( x, x' \) and every set \( S \) of outputs,

\[
\Pr[M(x) \in S] \leq e^\epsilon \cdot \Pr[M(x') \in S] + \delta,
\]

where the probabilities are taken over the randomization of the algorithm \( M \).

The level of privacy protection is governed by the two privacy parameters \( \epsilon \) and \( \delta \); the smaller they are, the closer the distributions of \( M(x) \) and \( M(x') \) are, and hence the greater the level of privacy. Typically, \( \epsilon \) is taken to be a small constant such as \( .1 \), whereas \( \delta \) is taken to be very small, like \( 2^{-30} \).

The way that differentially private algorithms for statistical analysis are often designed are by carefully introducing a small amount of random noise into non-private algorithms for the same analyses. The more noise that is introduced, the greater the level of privacy protection (i.e. a smaller \( \epsilon \) and/or \( \delta \)). However, less noise produces a more accurate and useful analysis. Thus differentially private algorithms offer a privacy-utility tradeoff.

By now, there is a large literature giving differentially private algorithms for a wide variety of data analysis tasks. Often, these algorithms are accompanied by a theoretical analysis showing that their performance converges to that of the non-private algorithm as the sample size \( n \) tends to infinity. However, such asymptotic performance guarantees do not necessarily translate to good performance at a specific finite sample size, and thus a great deal of work remains to be done to engineer differentially private algorithms to be useful in practice.

In addition, one typically does not want to run just one analysis on a dataset, but rather a large collection of analyses. Fortunately, differentially private algorithms satisfy a variety of composition theorems showing that the privacy protection degrades gracefully when we run many differentially private algorithms. For example:

**Lemma 2.2 (basic composition [15, 14])** Let \( M_1, \ldots, M_k \) be randomized algorithms where \( M_i \) is \((\epsilon_i, \delta_i)\) differentially private for \( i = 1, \ldots, k \). Then the algorithm \( M(x) = (M_1(x), \ldots, M_k(x)) \) that runs each of the \( M_i \)'s using independent coin tosses is \((\sum_i \epsilon_i, \sum_i \delta_i)\) differentially private.
Since the $\delta$ parameter in differential privacy is generally taken to be negligibly small, the effect of this summing is generally insignificant, so we will focus on the $\epsilon$ parameter. If we want to achieve a global, overall level of privacy protection given by $\epsilon_g$, we can think of $\epsilon_g$ as a “privacy budget” to be spent on different analyses $M_i$ we want to run. We can spend more of this budget on a specific analysis $M_i$ (i.e. take $\epsilon_i$ smaller), but this will consume more of our budget, leaving less for the other analysis if we want to ensure that $\sum_i \epsilon_i \leq \epsilon_g$.

There are better bounds on the composition of differentially private algorithms than the simple summing bound given above [16, 28, 37], but they still have the same budget-like effect—a larger $\epsilon_i$ (i.e. higher accuracy, lower privacy) for one computation requires reducing the $\epsilon_j$’s for other computations in order to maintain the same overall level of privacy.

### 3 Our Contribution: PSI

In this paper, we provide an overview of PSI (“a Private data Sharing Interface”), a system we are developing to enable researchers in the social sciences and other fields to share and explore privacy-sensitive datasets with the strong privacy protections of differential privacy. It is designed to achieve all of the desiderata mentioned in Section 1 (Accessibility for Non-Experts, Workflow-compatibility, and Generality). Indeed, unique features of PSI include:

- None of its users, including the data depositors who have privacy-sensitive data sets they wish to share and the data analysts who seek to analyze those datasets, are expected to have expertise in privacy, computer science, or statistics. Nevertheless, PSI enables them to make informed decisions about the appropriate use of differential privacy, the setting of privacy parameters, the partitioning of a privacy budget across different statistics, and the interpretation of errors introduced for privacy.

- It is designed to be integrated with existing and widely used data repository infrastructures, such as the Dataverse project [9, 29], as part of a broader collection of mechanisms for the handling of privacy-sensitive data, including an approval process for accessing raw data (e.g. through IRB review), access control, and secure storage. Consequently, PSI can initially be used to increase the accessibility of privacy-sensitive data, augmenting rather than replacing current means for accessing such data, thereby lowering the adoption barrier for differential privacy.

- Its initial set of differentially private algorithms were chosen to include statistics that have wide use in the social sciences, and are integrated with existing statistical software designed for lay social science researchers, namely the Zelig [7] package in R and the TwoRavens [26] graphical data exploration interface.

A preliminary prototype of PSI is available at [http://privacytools.seas.harvard.edu/psi](http://privacytools.seas.harvard.edu/psi). It does not yet incorporate all of the planned features described in this paper, as a number of them are still under development. The purpose of this paper is to describe the design of PSI, and initiate a discussion about the choices made and possible alternatives.

### 4 Previous work

Most of the previous work to bring differential privacy to practice can be partitioned into the following categories:
• **Programming languages and systems:** here the goal is to make it easier for users to write programs that are guaranteed to be differentially private, either by composition of differentially private building blocks [33, 42, 23], using general frameworks such as “partition-and-aggregate” or “subsample-and-aggregate” [38] to convert non-private programs into differentially private ones [44, 36], or by formal verification from scratch [5]. On one hand, these methods provide much more generality than we seek—our target users are not programmers, and it will already be very useful to provide them with a small, fixed collection of differentially private versions of statistical computations that are common in the social sciences. On the other hand, most of these tools do not provide much guidance for a lay user in deciding how to partition a limited privacy budget among many statistics or analyses he or she may want to run, or how to interpret the noisy results given by a differentially private algorithm.

In contrast to the other tools mentioned above, GUPT [36] does enable a user to specify fine-grained accuracy goals and automatically converts these into privacy budget allocations, in a similar spirit to our privacy budgeting tool (described later). However, GUPT is limited to differentially private programs obtained via the subsample-and-aggregate framework, whereas our tool has no such restriction, and can be extended to include arbitrary differentially private algorithms. Moreover, our tool allows the privacy budget allocation to be interactively adjusted by users, and supports optimal composition theorems for differential privacy [37].

• **Optimization for specific data releases:** there have been several successful applications of differential privacy to very specific and structured sources of data like commuter patterns [31], mobility data [35], client-side software data [19], and genome-wide association studies [8]. Here differential privacy experts carefully optimize the choice of differentially private algorithms and the partitioning of the privacy budget to maximize utility for the particular data source. In the context of a broad data repository in the social or health sciences, the collection of data sources and the structure of the datasets is too heterogenous to allow for such optimization. And it is not scalable to have a differential privacy expert manually involved in each instance of data sharing.

• **Optimization and evaluation of specific algorithms:** there is a vast literature on the design of differentially private algorithms for specific data analysis tasks, including substantial experimental work on comparing and optimizing such algorithms across a wide range of datasets. As an example, the recent work on DPBench [24] provides a thorough comparison of different algorithms and different ways of optimizing them. Such work is complementary to ours. Algorithms that perform well in such evaluation are natural candidates to add to our library of differentially private routines, but such evaluation does not address how to budget the privacy allocated to this one algorithm against many other analyses one might want to run on the same dataset or more generally how to enable lay users to make appropriate use of differential privacy. Moreover, our use case of a general-purpose social science data repository guides the choices of which algorithms to implement, the measures of accuracy, and the methods for evaluation, as discussed in the later sections.

There are also a number of deployed systems that provide query access to sensitive data, using heuristic approaches to protect privacy. These include systems for querying clinical health data [30, 32], education data [3], genomic data [46], and Census data [1]. However, the lack of rigorous privacy guarantees raises a genuine risk, as illustrated by attacks on the Israeli Census query system [49], on genomic data [25, 18] and more generally on releases of aggregate statistics [11, 17]. (Some of the aforementioned systems address this concern by limiting access to a more trusted set of users.)
5 Incentives For Use

Differential privacy has sometimes been critiqued for its cost in utility (coming from the noise introduced in statistics), thus one might wonder what would motivate researchers to use it in place of the current data-sharing ecosystem. We see at least three different scenarios in which differential privacy can provide a clear benefit over current approaches.

- (“DP works great”) In some circumstances, the results of differentially private analyses are virtually indistinguishable from non-private analyses. Currently, this tends to be the case when the number $n$ of samples is large, the data is low-dimensional, and the analyses to be performed are relatively simple and few in number. In such cases, the greater privacy protections of differential privacy come essentially for free. As both theoretical and applied work on differential privacy advances and data gets “bigger” ($n$ gets larger), we can expect an increasingly large set of data-sharing circumstances to fall in this scenario.

- (“Access is wide”) When we wish to make sensitive data available to an extremely wide community (for example, when allowing public access), we should be increasingly concerned about attacks from individuals with malicious intent. Such adversaries can include ones who have extensive knowledge about a particular data subject that can be exploited as background information. Thus, the strong protections of differential privacy, which remain meaningful regardless of an adversary’s background information, are attractive.

- (“Data is currently unavailable”) For data that is currently unavailable except possibly through restrictive and time-consuming provisions, any useful statistical information that differential privacy can offer is a benefit to utility, even if it does not fall in the “DP works great” category. In particular, differential privacy can offer the possibility of rough, exploratory analysis to determine whether a dataset is of sufficient interest to go through the process of applying for access to the raw data.

The architecture of PSI is designed to support all three of these scenarios.

In the near term, we expect the third scenario, namely enabling exploratory analysis of data that is currently unavailable, to be the one where PSI is most frequently used. In this scenario, PSI can provide a clear utility benefit, can be applied with the modest sample sizes that are common in social science, and does not require an extensive library of highly optimized and sophisticated differentially private algorithms. However, PSI is extensible to incorporate such a library in the future, and we hope that eventually it will be used more often in the other two scenarios as well, providing high-utility and privacy-protective access to data that is currently shared in a less safe manner.

In the future, another potential incentive for the use of a differentially private data analysis system like PSI is the automatic protection that differential privacy provides against false discovery, allowing analysts to perform adaptive data exploration (without “preregistration”) and still have confidence that the conclusions they draw are statistically valid [13, 6, 43].

We note that sometimes researchers do not wish to share their data, and are only using privacy as an excuse. A system like PSI can help eliminate the excuse. Still, other external incentives may be needed (such as from the research community, funding agencies, or journals) to encourage sharing of data.
On exploratory analysis. Since it is our initial goal for the use of PSI, we elaborate on what we mean by supporting “exploratory data analysis.” This term generally refers to a wide-ranging set of techniques to empirically learn features of data by inspection, and familiarize oneself with the nature of the data, or discover apparent structure in the data [47]. It is inspection and discovery not driven by theory or modeling. In our setting of a social science data repository, we envision at least two uses for exploratory analysis. For lay-users (e.g. members of the general public), exploratory analysis can be a way to satisfy curiosity and discover interesting facts for situations where a statistically rigorous analysis may not be necessary (e.g. for a high-school project). For a social science researcher, the goal of exploratory analysis can be to determine which of the many datasets in the repository are of most interest, so that the researchers only invest their time and effort in applying for raw access to those datasets. Any final analyses they wish to perform and publish could then be done on the raw data, not through the differentially private interface. This more modest near-term goal for PSI compensates for the fact that we cannot perform the kinds of optimizations that might be done if we had a differential privacy expert involved in each instance of data sharing.

6 Actors and Workflow

We have three different kinds of actors in PSI:

- **Data depositors**: These are users that come to deposit their privacy-sensitive dataset in a data repository, and may wish to make differentially private access to their dataset available. Based on the interaction with the data depositor, the system will gather basic information about the dataset (e.g. the types and ranges of the variables), set the overall privacy parameters, select an initial set of differentially private statistics to calculate and release, and determine how the remaining privacy budget will be partitioned among future data analysts.

  Data depositors are the ones with the initial ethical and/or legal responsibility for protecting the privacy of their data subjects, and they (or their institutions) may be liable if they willfully violate their obligations. Thus, they can be trusted to follow instructions (if not onerous or confusing) and answer questions truthfully to the best of their knowledge. On the other hand, they cannot be assumed to have expertise in differential privacy, computer science, or statistics, so any questions that involve these areas need to be explained carefully.

- **The data curators**: These are the data-repository managers that maintain the hardware and software on which PSI runs and the accompanying data repository infrastructure (e.g. Dataverse) and associated statistical tools (e.g. Zelig and TwoRavens). They are trusted, and indeed may also have legal obligations to ensure that the repository does not violate the privacy protections it claims to offer through tools such as PSI. Data curators can be assumed to have expertise in IT systems administration and data stewardship [22] and archiving [4], and can be trained to have at least a modest background in statistics and differential privacy. But they are few in number, and cannot be actively involved in most instances of data sharing or data exploration. Thus PSI needs to be sufficiently automated to enable data depositors and data analysts to safely use it on their own.

  Data curators would also be responsible for deciding whether to accept new differentially private routines into the library used by PSI and correcting bugs or security flaws found in existing routines. These can be difficult tasks even for experts in differential privacy. Thus, in a future version of the
system, it would be of interest to minimize the amount of trusted code, and have tools to formally verify the remaining components (both original components and later contributions), along the lines of the programming languages tools described in Section 4.

- **Data analysts:** These are users that come to access sensitive datasets in the repository, often with the goal of data exploration as discussed in Section 5. They will have access to all of the differentially private statistics selected by the data depositor, as well as ability to make their own differentially private queries (subject to staying within the overall privacy budget, as discussed more below).

We envision at least two tiers of trust for data analysts. PSI can make access available to a very wide community of analysts (e.g. the general public), in which case the analysts are considered completely *untrusted*. Alternatively (or in addition), we can restrict to a set of analysts that are identifiable (e.g. as registered users of the data repository), with some accountability (e.g. through their verified affiliation with a home institution). Such analysts may be considered as *semi-trusted*, as we can assume that most of them will follow basic terms of use to not abuse the system in certain ways. Specifically, we will assume that semi-trusted users will not collude to compromise privacy, and will not create phony accounts. (This will enable us to provide greater utility for such users, as discussed in Section 8.)

### 7 Pedagogical Materials

In order to enable PSI to be used by empirical researchers without expertise in privacy, computer science, or statistics, we have prepared pedagogical materials explaining differential privacy in an intuitive but accurate manner, with a minimum of technical terminology and notation. These materials are meant to be sufficient for data depositors and data analysts to understand and make appropriate choices in using PSI, such as those described in the forthcoming sections. Data depositors require more background material than data analysts, as the former are concerned with the privacy protections afforded to their data subjects, whereas the latter only need to understand the impact of the system on their analyses (namely, that results will be less accurate or statistically significant than would be obtained on the raw data, and that there is a limited “budget” of queries that they can perform).

Relevant extracts of the pedagogical materials will be offered to users of PSI at each decision point, and can also be included when describing data-sharing plans to Institutional Review Boards (IRBs). In addition, members of our team have started to develop rigorous arguments showing that differential privacy should be deemed to satisfy certain legal obligations of privacy protection, which can also be used to reassure data depositors, data curators, and IRBs that differential privacy is a sufficiently strong form of protection.

As discussed in Section 6, we assume that data curators have expertise in IT systems administration and data stewardship, and at least a modest background in statistics and differential privacy. Thus, they do not need any specialized pedagogical materials other than a thorough documentation of the system.
8 Privacy Budget Management

One of the challenges in enabling non-experts to use differential privacy is that it can be difficult to understand the implications of different selections of the privacy parameters (namely $\epsilon$ and $\delta$), both in terms of privacy and utility, especially when these need to be distributed over many different statistics to be computed. To address this issue, PSI is designed to expose these implications to the user, in easy-to-understand terms, and is accompanied by a variety of simple explanations of differential privacy and its parameters that are shown to the user at relevant times.

Global privacy parameters.

The data depositor, who carries the initial responsibility for protecting the privacy of her data subjects, is charged with setting the overall (“global”) privacy parameters $\epsilon_g, \delta_g$ for her dataset. To enable this choice, we provide intuitive (but accurate!) explanations of the meaning of each of these privacy parameters, and give recommended settings based on the level of sensitivity of a dataset (e.g. corresponding to Harvard’s data security levels [2] or the similar categories in the DataTags system that integrates with PSI [45]). $\delta_g$ is easily explained as the probability of arbitrary leakage of information, like the probability of an adversary breaking an encryption scheme, and thus should be set to be extremely small, like $2^{-30}$. For the main privacy parameter, $\epsilon_g$, we explain it with a table comparing an adversary’s posterior belief that a data subject has a sensitive trait to the posterior belief had the subject opted out of the study. PSI also confirms with the data depositor that each individual subject’s data corresponds to one row of the uploaded dataset (so that the per-row protections of differential privacy translate to per-subject protections). The data depositor is also asked whether the dataset is a random sample from a larger population, and whether the choice of this sample has been kept confidential. If so, the “secrecy of the sample” lemma in differential privacy allows for an effective savings in the privacy parameters corresponding to the ratio of sizes between the dataset and the larger population. This means that correspondingly greater utility can be provided for the same level of privacy protection. (To account for the fact that, in practice, population samples are typically not perfectly random, the depositor is instructed to conservatively estimate the overall population size.)

Budgeting among different statistics.

Even after the global privacy parameters are determined, there is still the challenge of how they should be distributed among the different statistics to be computed. That is, for each statistic to be computed, we need to select privacy parameters (i.e. set $\epsilon_i$ and $\delta_i$ for statistic $i$) and then apply composition theorems to ensure that globally, we achieve $(\epsilon_g, \delta_g)$ differential privacy. To ensure that we get the most utility out of the global privacy budget, we use the “approximate optimal composition theorem” of [37], which in fact was developed for the purpose of our privacy budget tool.

This leaves the question of how a user should select individual privacy parameters $\epsilon_i$ (and $\delta_i$). The larger the value of $\epsilon_i$ is taken, the more utility we obtain from the $i$'th statistic, but this leaves less of the global privacy budget remaining for the other statistics. Since some statistics a user is computing may be more important than others, and different differentially private algorithms

\[\text{https://adamsmith.wordpress.com/2009/09/02/sample-secrecy/}\]
have different privacy-utility tradeoffs, the “best” use of the privacy budget is likely to involve a non-uniform distribution of the $\epsilon_i$’s.

![Figure 1: PSI privacy budgeting interface](image)

To enable a user to determine this partition, we have developed a privacy budgeting tool that exposes the privacy-accuracy tradeoff to the user. (See Figure 1.) That is, rather than selecting the individual privacy parameters $\epsilon_i$, the user can select and modify the “accuracy” that will be obtained for different selected statistics (presented as, for example, the size of 95% confidence intervals; see further discussion in the next section). For each differentially private algorithm in PSI, there are accompanying functions that translate between the privacy parameters and a measure of accuracy (also depending on other metadata, such as the range of variables involved and the dataset size $n$). These functions are used by the privacy budgeting tool to translate the accuracy bounds into individual privacy parameters and ensure that the global privacy parameters are not exceeded.

**Budgeting among different actors.**

Recall that the selection of differentially private statistics to be computed is done both by the data depositor, who selects an initial set of statistics that will be shared among all analysts that access the dataset, and by individual data analysts, who may be carrying out novel explorations of their own conception. The privacy budgeting tool described above is designed to support both types of actors (with slightly different settings for each to reflect their different roles and level of trustworthiness). The data depositor is tasked with deciding how much of the global privacy budget $\epsilon_g$ to reserve for future data analysts. For example, if the data depositor uses up $\epsilon_d$ units of privacy for the statistics she chooses to release, then at least $\epsilon_a = \epsilon_g - \epsilon_d$ units of privacy will be left for the future analysts. ($\epsilon_a$ might actually be larger, since composition theorems for differential privacy can in some cases give better bounds than simply summing the privacy parameters.)

In the case of semi-trusted data analysts (who we assume will not collude, as discussed in Section 6), PSI provides each analyst a per-user privacy budget of $\epsilon_a$. In the case of completely untrusted analysts, we share $\epsilon_a$ among all future analysts. This model is more conservative with respect to privacy protection, and thus may be appropriate when analysts do not have the sufficient accountability or the data is highly sensitive (e.g. with life-or-death or criminal implications). The
The downside of the more conservative model is that it is vulnerable to a denial-of-service attack, where the first few data analysts, intentionally or inadvertently, deplete the entire privacy budget, leaving future analysts unable to make any queries. This can be partly mitigated by rate-limiting the use of the privacy budget and by sharing all statistics computed publicly. It is also possible to reserve part of the privacy budget for untrusted analysts and part for trusted analysts, with each part being treated as described above.

9 Differentially Private Algorithms

Choice of Statistical Procedures

While it is designed to be easily extensible so as to incorporate new algorithms from the rapidly expanding literature, the initial set of differentially private algorithms in PSI were chosen to support the most necessary statistics that are needed to provide immediate utility for social science research and data exploration. Specifically, we include:

- Univariate descriptive statistics, such as means, quantiles, histograms, and approximate cumulative distribution functions. From some of these, post-processing can also provide additional descriptive statistics at no additional privacy cost.

- Basic statistical estimators, for inference about the population from which a dataset was sampled. We have selected some of the most widely used statistical inference procedures in social science, such as difference-of-means testing for causal inference, hypothesis tests for the independence of categorical variables, and low-dimensional covariance matrices from which can be extracted correlations, least-squares regressors, and principal components.

- Transformations for creating new features (variables) out of combinations of already existing ones. These allow the previously described procedures to be leveraged to do more sophisticated computations on a broader range of questions.\(^3\)

These choices are also motivated in part by the data exploration tools that PSI integrates with, and which we expect our data analysts to use. In particular, the TwoRavens graphical data exploration tool (http://2ra.vn) provides descriptive statistics for each variable in a dataset, as well as graphical illustrations of its empirical distribution (e.g. a histogram or a probability density function) [12]. PSI replaces these with the differentially private descriptive statistics it computes. TwoRavens, together with the R package Zelig that it integrates with (http://zeligproject.org), also provides a unified, user-friendly interface for running a wide variety of statistical models. We have chosen to initially implement differentially private versions of statistical inference procedures that are widely used in social science and where the differentially private algorithms are sufficiently simple and well-understand to give good performance at finite sample sizes.

\(^3\)For example, the (empirical) covariance between two attributes can be estimated by estimating the mean of a new attribute that is the product of the two original attributes (as well as the means of the original attributes), or the mean of a variable in a subpopulation can be computed from the mean of the product of that variable with an binary indicator for the subpopulation of interest, and the mean of the indicator.
Measuring Accuracy

The choice of accuracy measure, and how to represent it to the users, is important both in the privacy budgeting tool as well as for data exploration by data analysts, who need to know how to interpret the noisy statistics provided by differential privacy.

For descriptive statistics, we have determined that 95% confidence intervals are the simplest and most intuitive way to represent the noise introduced by differential privacy. For many of the basic differentially private algorithms for descriptive statistics (such as the Laplace mechanism), a theoretical worst-case analysis is also indicative of typical performance, so we can use this to calculate the a priori privacy-accuracy translation needed in the privacy budgeting tool.

For statistical inference procedures, the accuracy (e.g. size of a confidence interval obtained) is necessarily data-dependent, even without privacy. (For example, using a t-test for mean estimation gives a confidence interval of size that depends on the empirical variance of the data.) When incorporating such methods, PSI uses conservative confidence intervals (or p-values), meaning that it ensures that the differentially private confidence interval includes the true value with probability at least .95. Intuitively, we account for the noise introduced by differential privacy by making the confidence intervals larger — this ensures that analysts do not draw incorrect conclusions from the differentially private statistics (but more analyses may come out inconclusive, as we explain to users of the system). And to provide the a priori accuracy bounds needed by the privacy budgeting tool, we use “rules of thumb” based on experimental evaluation: given $n$, $\epsilon$, the number of variables, etc.,

10 Architecture

The differentially private algorithms, the accuracy estimates, and the budgeting coordinated by our composition theorem, each discussed in the previous sections, are all implemented in the R programming language, which is widely used in the statistics and quantitative social science communities [41]. We expect to distribute all our routines as an R package for easy reuse within the R environment (independently of Dataverse and TwoRavens). We run the R code on a remote Apache server, as an rApache application [27].

At the time of budgeting by the data depositor, the thin HTML interface uses a simple Javascript interactive table, as for example in Figure 1, which has no direct access to either the data or computations on the data; whenever the table requires a new computation, it copies the contents of the current table to a remote application that can calculate composition of the privacy budget and the associated accuracies the division of privacy budget would provide. This remote process then recomputes and returns an updated version of the entire table. The frontend interface thenrewritesthe table with these newly provided values, and waits for more additions from the user until another round of computation is required. The backend composition process is memoryless, in the sense that no past version of the table persists or is stored, but every request of the backend begins an entirely new set of budgeting and accuracy computations. For this reason, the connection between the frontend and backend does not have to be persistent.

When the depositor has finalized the list of statistics she wishes to make available, together with their respective privacy parameters, the table is then submitted to another separate remote

---

4 As when a row is completed, or deleted, or when an accuracy value, or any parameter listed in the advanced options is edited.

5 As a JSON file, by means of an HTTP POST to the composition application running remotely as rApache process.
release application that then computes all the differentially private statistics requested. This is the only process that has access to the raw data which sits in secure storage in the Dataverse repository. The differentially private statistics that are generated are released in a file of meta-data associated with the securely archived data. Everything in this meta-data file can be made available for public browsing. The application that draws the differentially private releases does not reply to the depositor interface. An architecture diagram is shown in figure 2, which shows the directions of communication between every piece of the system and one can trace out from this that any path from the raw data to any data analyst (or even the data depositor), has to pass through the differentially private channel from this application to the writing of the public meta-data file.

The architecture for handling interactive queries by data analysts is more involved, as now the differentially private release tool is no longer being used only by trusted data depositors. We will describe this in more detail in a future version of the paper.

![Architecture diagram](image)

**Figure 2:** *Architecture diagram (for statistics selected by data depositor).*

11 Security

The initial prototypes of the PSI do not address many of the security and side-channel issues that have been raised in the literature about implementations of differential privacy [23, 36]. We feel that a higher priority is evaluating whether the design of PSI is useful for its potential user community, and if the answer is positive, security issues can be addressed in a future version, before it is used to handle highly sensitive data.

---

6 This release tools checks the composition of the request with a trusted version of the composition application, which means that code to this point does not have to be trusted, so long as the global $\epsilon$ can be verified.
12 Empirical Evaluation

All of the differentially private algorithms implemented in PSI have been experimentally evaluated using a combination of real and synthetic data. For the future, we plan several forms of evaluation that are more closely tied to our use case of a social science repository.

Replications

The existing (non-sensitive) datasets in the Harvard Dataverse repository are also linked to numerous published research papers that include analysis of the dataset. This provides us an opportunity to evaluate the usefulness of PSI for social science research by attempting replication of these published analyses using only our differentially private interface. We can see if the differentially private results provide us with similar conclusions as the published results. This sets a higher bar for PSI than our actual initial goal, which is to support data exploration (for determining whether one should apply for access to raw data). On the other hand, open-ended data exploration may involve many more queries, stretching the privacy budget more thinly and resulting in less accuracy.

Utility for social science users

A different way we intend to evaluate PSI is by means of user experiments with the kinds of social scientists who would actually be using the system. Such experiments would test whether the users are able to appropriately set privacy parameters and interpret the results given by differential privacy, whether the system is sufficiently easy and efficient to use for practicing social scientists, and whether the system satisfies our goals for data exploration. On the latter point, we want to know whether users make the same decisions about which datasets are of most interest for investigating a particular research question as they would if they could view the raw data.
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