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Abstract

We demonstrate a machine learning approach designed to extract hidden chemistry/physics to facilitate new materials discovery. In particular, we propose a novel method for learning latent knowledge from material structure data in which machine learning models are developed to present the possibility that an atom can be paired with a chemical environment in an observed materials. For this purpose, we trained deep neural networks acquiring information from the atom of interest and its environment to estimate the possibility. The models were then used to establish recommendation systems, which can suggest a list of atoms for an environment within a structure. The center atom of that environment was then replaced with the various recommended atoms to generate new structures. Based on these recommendations, we also propose a method of dissimilarity measurement between the atoms and, through hierarchical cluster analysis and visualization using the multidimensional scaling algorithm, illustrate that this dissimilarity can reflect the chemistry of the elements. Finally, our models were applied to the discovery of new structures in the well-known magnetic material Nd\textsubscript{2}Fe\textsubscript{14}B. Our models propose 108 new structures, 71 of which are confirmed to converge to local-minimum-energy structures with formation energy less than 0.1 eV by first-principles calculations.
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1. Introduction

Development of novel materials for modern applications is a central focus of materials science. Considerable research effort has been expended to develop novel material systems with desirable properties. Researchers generally utilize their knowledge of physics and/or chemistry, through a set of chemical/physical rules, to guide their search for certain types of materials. However, the diversity of material systems is often not represented by such simple sets of chemical/physical laws, especially for lanthanide and transition-metal compounds. In contrast, recent developments in computational and experimental materials data and advances in computing techniques have allowed machine learning algorithms, especially deep learning techniques, to represent hidden complex chemical/physical concepts. In the last decade, materials research has been marked by the emergence of a new research field called “materials informatics,” which focuses on the use of machine learning algorithms to represent or extract hidden chemistry/physics and to use that for the development of new materials.

Typically, the search for a new material involves exploration of the phase space or potential energy surface (PES) to discover minimum-energy atomic configurations. However, an exhaustive search of all the possibilities is computationally expensive and, based on current computing performance, is almost impossible. Historically, chemists have attempted to summarize chemical knowledge as chemical rules for the local structures of molecules and solids. For instance, the octet rule has been widely used for the determination of the structure of organic molecules. However, the diversity of chemistry cannot simply be represented by a small set of heuristic rules. Therefore, an understanding of the hidden chemistry/physics of materials is highly desirable so as to capture their diversity, and identify novel materials with new atomic configurations for application in modern industries. Application of advanced machine learning algorithms to materials science using open accessible datasets is also expected to accelerate the development of new materials for modern technologies.

From fundamental chemistry, one can learn that although the chemistry of the transition metals and rare-earth elements is rich, they only exist in a limited number of local chemical environments. For instance, Fe, in most of its compounds, prefers an octahedral structure. In this study, we propose a novel method to identify preferred chemical environments of an atom using material data, in which we develop models to recognize the preferred structures for an atom, i.e., the models for predicting the possibility that an atom can be paired with a local chemical environment in materials. To build the models, we employ one-hot vectors corresponding to the valence electron configuration to represent atoms and use the Voronoi tessellation method to determine the chemical environ-
ment of atoms in the material. Two multilayer perceptrons are utilized to convert the information from center atoms and their environments to extract the embedding features. These features are then concatenated to form the local-structure feature vectors (i.e., feature vectors for a cluster of atoms formed by a center atom and its neighboring atoms). Next, we implement another multilayer perceptron to map the local-structure feature vector into a number which represent the possibility by the ‘Sigmoid’ function, as shown in Fig. ??.

The models are then utilized to construct recommendation systems that suggest a list of atoms for a given environment in a structure. New structures were then generated by replacing the center atom of the original structure by the recommended atoms. Based on the recommended atoms, we propose a novel approach for estimating the chemical dissimilarity between elements, and using a hierarchical clustering analysis and visualization with the multidimensional scaling (MDS) algorithm, demonstrate that this dissimilarity can capture the chemistry of the elements. In particular, the separation of lanthanide elements from transition metals can be achieved through hierarchical clustering, and distinct patterns for the 3d, 4d, and 5d transition metals in the latent space can be obtained through MDS. Finally, through single substitutions, the models are employed to predict new materials based on one of the most important magnet materials, Nd$_2$Fe$_{14}$B, which was discovered by Sagawa et al. [28]. We employ a model ensemble to suggest 108 new materials, 71 of which have relatively low formation energy (less than 0.1 eV/atom). Note that our approach requires no expert labeling process and is purely data-driven for generalizing the hidden chemistry/physics of materials. The remainder of this paper is organized as follows: In Section 2, we describe the local structure representation, the models for learning the likelihood of structures, and the data used for model training; in Section 3, we present the main results and discuss their implications; and finally, in Section 4, we summarize the study.

2. Methodology

2.1. Local structure representation

The key aim of this work was to develop machine learning models that can generalize chemical structure information to predict stable structures of materials. We focused on the chemical structures and environment of an atom in a solid material, and encoded those structures using feature vectors conveying the chemistry and symmetry information. Previously, to facilitate application of machine learning algorithms for the mining of hidden knowledge from materials datasets, we developed a novel descriptor called the orbital field matrix (OFM) for the representation of local structures in solids [2, 3, 12, 29], which utilized the one-hot vector of valence electrons and the Voronoi analysis of atomistic structures of solids. In current work, we also designed feature vectors of atoms by employing one-hot encoding to represent the valence electron configurations, $O_u$, using a dictionary comprising the valence subshell orbitals: $[s^1, s^2, p^0, p^1, p^2, \ldots, d^0, d^1, d^2, \ldots, d^{10}, f^1, f^2, \ldots, f^{14}]$. Here, the superscripts indicate the numbers of electrons in the subshells. For example, the valence electron configuration of Fe (3d$^6$4s$^2$) is represented by a 32-element vector with all but the 2$^\text{nd}$ and 14$^\text{th}$ elements being zero; these elements correspond to the $s^2$ and $d^6$ subshells, respectively, and are set to one.

As suggested by O’Keeffe [30], the chemical environment of an atom was determined by its neighboring atoms which were defined by Voronoi analysis [21]. In particular, using a cutoff radius, we determined the set of atoms including the center atom and its neighborhood. Next, the Voronoi polyhedron associated with the center atom was determined by performing 3D Voronoi analysis on this set. The neighboring atoms were then defined as the ones sharing the same faces as the center atom. The neighboring atom information obtained from this exercise was considered as the chemical environment of the center atom. A weighted sum of the one-hot vectors of all the neighboring atoms was done to obtain the chemical environment feature vector ($\tilde{O}_e$), i.e.,

$$\tilde{O}_e = \sum_k w_k O_u^{(k)},$$

where $k$ is the index of the neighboring atoms, $O_u^{(k)}$ is the one-hot vector of the $k$th neighbor atom, and $w_k$ is the weight associated with the neighbor atom. Intuitively, the solid angles formed by the center atom, and the faces of its Voronoi polyhedron conveys information on the interaction between the center atom and its neighboring atoms. Therefore, the weights were defined as a function of the solid angles and the distances between the center atom and the corresponding neighboring atom, i.e., $w_k = w_k(\theta_k, r_k)$, where $\theta_k$ and $r_k$ are the solid angles and distances of the neighboring atoms to the central atom, respectively. In this work, we aimed to use only the valence electron configuration (chemistry) of the atoms in a chemical environments and the local structure geometry (i.e., the shapes of the Voronoi polyhedra). As an example, this treatment would imply that the local structure of a cubic KBr crystal, with each K (at the center) surrounded by six Br atoms, is identical to the structure of NaCl, with Na at the center and six surrounding Cl atoms. Thus, we ignored $r_k$ and used $w_k = \frac{\theta_k}{\theta_{\text{max}}}$, where $\theta_{\text{max}}$ is the maximum solid angle between the central atom and the faces of its Voronoi polyhedron. We defined the environment feature vector as follows:

$$\tilde{O}_e = \sum_k \frac{\theta_k}{\theta_{\text{max}}} O_u^{(k)}.$$
feature extractors which were implemented by two multilayer perceptrons (the green and blue parts, respectively). The one-hot vector encoding the valence-electron configuration of the center atom were the input vectors, and the feature vectors defined by Eq. 2 were the chemical environment inputs. The embedding feature vectors of the latent space were produced after the atom and environment input vectors were passed through the feature extractors. These embedding feature vectors of the atom and its environment were concatenated to create feature vectors for the local structure. Finally, the local-structure feature vectors were used as inputs for a multilayer perceptron with one output neuron with the Sigmoid activation, which provided the local structure likelihood. Since this model describes the local structure likelihood using the OFM, this model has been termed DeepOFM.

In the present study, we examined embedding features with dimensions of 4, 8, 16, or 32, i.e., the output neuron number was 4, 8, 16, or 32, respectively. As shown in Fig. 2, the atom and environment embedding features were concatenated to form the feature vectors of the corresponding pairs. These vectors were fed to a two-layer perceptron with 128 neurons in each layer. Then, the information, i.e., the final-layer output, was passed to a sigmoid output that represented the pair likelihood. In this model, to represent the local structure likelihood, we investigated various activation functions for the feature extractors and network, including “rectified linear unit” (“ReLU”) [31], “tangent hyperbolic” (“Tanh”), and “Sigmoid.” The binary cross-entropy loss function and adaptive gradient (ADAGRAD) optimizer [32, 31], with a batch size of 32, were employed for model training, where the model was implemented over 100 epochs using the Tensorflow/Keras library [33]. Fig. 2 shows typical learning curves for our model, which indicate good learning behavior.

2.3. Data
We obtained the structures relaxed using calculations based on density functional theory (DFT), which were provided by the Open Quantum Materials Database (OQMD) [22] for formation energy. We consider this data of structures as the ground truth and apply the data mining approach with deep learning models to generalize the hidden chemistry/physics for identifying the preferred local structure for atoms. We focused on the search for new combinations of lanthanide transition-metal compounds for new permanent magnets. To construct a training dataset for our deep neural network, we collected data from the OQMD Repository Version 1. We queried compounds consisting of (1) two transition metals (TT–bimetal), (2) lanthanide atoms and transition-metal atoms (LAT–bimetal), (3) LAT and light (X) atoms, and (4) TT and X atoms. The following sets of transition metals, lanthanides, and X elements were respectively used for this purpose: {Sc, Ti, V, Cr, Mn, Fe, Co, Ni, Cu, Zn, Y, Zr, Nb, Mo, Tc, Ru, Rh, Pd, Ag, Cd, Hf, Ta, W, Re, Os, Ir, Pt, Au}; {La, Ce, Pr, Nd, Pm, Sm, Eu, Gd, Tb, Dy, Ho, Er, Tm, Yb, Lu}; and {B, C, N, O}. Based on this, we obtained a dataset of 4220 compounds with 1510 LATX, 1311 TTX, 692 LAT, and 707 TT compounds. From this dataset, we obtained 24494 unique local structures, which were used to train the models to predict local structure likelihood. Many of the local structures that were symmetry-equivalent, were removed by comparing the environment feature vectors. Local structures having a difference of less than 0.001 (Euclidean distance) and the same center atom were considered to be identical.

3. Results and discussion
3.1. Learning hidden chemistry
To train our models, we collected a dataset including positive and negative examples. There are existed 24494 local structures as positive examples which were collected based on 4200 compounds. The negative examples were local structures that were not found in the structure data. For each environment of positive examples, we randomly selected $n_s$ atoms ($n_s$ being 2, 3, 4, or 5) to generate negative examples. A preliminary examination indicated that $n_s = 2$ was suitable for training the models. Combining the negative and positive examples, we obtained a
dataset of 73482 local structures. We then randomly divided this dataset into a training set (80%) and a test set (20%). By this procedure, we compiled our models into the classification models for positive and negative examples.

To evaluate our models, we selected the top-k atoms to each environment based on their likelihood (estimated using DeepOFM). We then counted the number of environments whose center atoms were found in the top-k recommended atoms by our models. The recommendation recall ($R_k$) was then calculated using the following equation: $R_k = \frac{n_k}{n'}$, where $n_k'$ and $n'$ are the number of environments for which the center atoms were correctly recommended in the top-k and the number of environments in the test set, respectively. We also employed the positive–negative classification accuracy score to measure the model performance. The results are summarized in Table 1.

| Settings | Top 1 | Top 2 | Top 3 | Top 4 | Top 5 | Score |
|----------|-------|-------|-------|-------|-------|-------|
| ReLU-4   | 42.1  | 46.6  | 50.3  | 53.3  | 56.9  | 0.864 |
| ReLU-8   | 42.7  | 47.1  | 51.1  | 54.7  | 57.4  | 0.869 |
| ReLU-16  | 41.9  | 47.4  | 52.5  | 56.3  | 59.3  | 0.871 |
| ReLU-32  | 42.7  | 48.2  | 52.8  | 55.7  | 58.3  | 0.864 |
| Sigmoid-4| 42.4  | 47.3  | 52.1  | 55.1  | 58.5  | 0.852 |
| Sigmoid-8| 39.5  | 47.0  | 51.0  | 54.3  | 57.4  | 0.856 |
| Sigmoid-16| 38.6  | 47.2  | 52.0  | 54.4  | 57.2  | 0.853 |
| Sigmoid-32| 39.4  | 48.7  | 53.9  | 57.3  | 60.5  | 0.861 |
| Tanh-4   | 34.6  | 46.4  | 52.1  | 55.8  | 58.5  | 0.856 |
| Tanh-8   | 41.9  | 46.8  | 50.1  | 53.5  | 56.5  | 0.842 |
| Tanh-16  | 38.0  | 45.4  | 49.1  | 52.2  | 56.0  | 0.859 |
| Tanh-32  | 41.8  | 47.3  | 51.3  | 54.0  | 56.6  | 0.842 |

Table 1: Recommendation recalls (%) for test-set environments and DeepOFM accuracy scores obtained with ReLU, Sigmoid, and Tanh activations.

It is apparent that most of our experiment settings had accuracy scores exceeding 85%, and we could achieve 60% recall using Sigmoid activation and 32 embedding features. The results indicate that DeepOFM can accurately represent the local structure likelihood, and hence we can extract the hidden chemistry of solids from material structure data. To access the knowledge generalized by DeepOFM, we compared the recommended substitutions for each pair of atoms in the dataset of 4200 structures.

Intuitively, elements that have common chemical properties can be substituted for each other at a higher likelihood. DeepOFM is trained to estimate the local structure likelihoods, and we can utilize these likelihoods to recommend substitutes for a given atom. Hence, by comparing the recommended atoms for atoms in a material dataset, we can access the similarity (or dissimilarity) between elements. Therefore, in this study, we used the collected dataset of 4200 structures as a reference for the dissimilarity measurement. For each element A, we collected all environments of A in all materials in the dataset and used DeepOFM to calculate the likelihood of an atom replacing A in each environment. We used a likelihood threshold of 0.6 to select atoms to replace A in these environments and counted the number of times an atom was recommended as a substitute for A. Hence, Using a set of elements as reference elements, we could obtain the distribution of number recommendations for A over reference set, which can be considered as a representation of the chemistry of A. In this study, [Ag Au Cd Ce Co Cr Cu Dy Er Eu Fe Gd Hf Hi Ir La Lu Mn Mo Nb Ni Os Pd Pr Pt Re Rh Ru Sm Ta Tb Tc Ti Tm V W Y Yb Zn Zr] were used as reference elements. For example, consider Fe and Sm. By pairing all environments of Fe and Sm in the dataset with the referenece set, we obtained 16968 and 19782 new local structures, respectively. We employed DeepOFM with ReLU activation and 32 atom and environment embedding features to calculate the likelihoods of the proposed local structures. By eliminating all local structures with likelihoods of less than 0.6, we were left with 3448 and 5787 replacements for Fe and Sm, respectively. By counting the number of instances of a given element among the reference elements, we obtained the distributions of the recommended replacements for Fe and Sm, as shown in Fig. 3. Clearly, in many cases, an element (such as Ni, Co, or Os) was recommended for the replacement of Fe but not for Sm.

To quantitatively compare the chemistry of elements (Fe and Sm in this case), we employed the Jensen–Shannon divergence, which is widely used to compare two distributions. For instance, we estimated the dissimilarity of elements A and B based on their recommended distributions, $p(i)$ and $q(j)$, respectively, where $i$ and $j$ are elements in the reference set. The Jensen–Shannon divergence was calculated as follows:

$$JS D(A||B) = \frac{1}{2} \sum_i p(i)\ln\left(\frac{p(i)}{q(i)}\right) + \frac{1}{2} \sum_j q(j)\ln\left(\frac{q(j)}{p(i)}\right),$$

where $JS D(A||B)$ is the Jensen–Shannon divergence of the distribution of A and B. Note that the Jensen–Shannon divergence is a measurement of the difference in the distribution of A and B, i.e., it is an assessment of the chemical dissimilarity of A and B. By using Eq. 3 and the distributions obtained from the model with ReLU activation and 32 embedding features, we estimated the dissimilarity of Co and Fe as 0.092 and that of Fe and Sm as 0.399. Since both Co and Fe are 3d elements, their properties are similar, whereas the properties of Fe and Sm are
Figure 4: Distance matrix and dendrogram of elements obtained using Jensen–Shannon divergence and model with ReLU activation and 32 embedding features for center-atom and environment.

Quite different. Therefore, it can be concluded that the dissimilarity measurements are in good agreement with the underlying chemistry of the elements. This result indicates that our DeepOFM model can learn hidden chemistry from materials data.

Using the Jensen–Shannon divergence, we obtained a dissimilarity matrix for all elements in the reference set, which was used to measure the chemical dissimilarities of the elements. Using this dissimilarity matrix, we applied hierarchical cluster analysis to the elements. The upper panel of Fig. 4 shows the dendrogram obtained from the hierarchical cluster analysis, which conveys the hierarchical relationship between groups of elements. Within the hierarchical clustering, we defined a group of elements based on their dissimilarities. For instance, for the dendrogram shown in Fig. 4, a dissimilarity threshold of 0.15 divides the reference set into two groups, as indicated by the red and green lines. Surprisingly, using this method, the lanthanides could be separated from the rest of the transition-metal elements of the reference set. This result provides strong evidence that the DeepOFM model was able to learn the chemistry of the elements in our dataset, and that our dissimilarity measurement provides a good assessment of the chemical differences between the elements.

This result motivated us to learn the element embedding features based on this dissimilarity measurement. We utilized the MDS manifold learning algorithm [34], which extracts latent features by conserving the distance (dissimilarity) between data points. By keeping two dimensions immersed in the reference dataset with our dissimilarity measurement, we obtained element scatter plots as depicted in Fig. 5. Again, a clear separation between the lanthanide elements (upper-right) and the rest of the transition metals (lower-left) is apparent. Interestingly, a separation between the 3d, 4d, and 5d transition-metals is also apparent, as seen in Fig. 5.

Figure 5: Scatter plot of elements in reference set in latent 2D-space obtained through MDS using distance matrix calculated with Jensen–Shannon divergence.

3.2. Prediction of new materials

We focused on predicting new magnetic materials consisting of rare-earth elements, transition metals, and light elements. We adopted Nd$_2$Fe$_{14}$B, the most important magnetic material, as the host structure for the development of these new materials, such that its atoms would be replaced with the target elements. The tetragonal crystal structure of Nd$_2$Fe$_{14}$B consisting of 68 atoms and with a space group of $P4_2/mnm$ was obtained from the Materials Project repository [26], as shown in Fig. 6(a). We first examined the DeepOFM models using the parameters provided in Table 1 and estimated the likelihood of 68 local structures in the Nd$_2$Fe$_{14}$B supercell. The likelihood distribution of the 68 local structures of Nd$_2$Fe$_{14}$B is depicted in Fig. 6(b). The results show that almost all the 68 local structures had likelihoods exceeding 0.5. This result again indicates that our models can reasonably predict the possibility of local structures observed in a material, based on the generalization of hidden chemistry/physics from material structure data.

Figure 6: Supercell of Nd$_2$Fe$_{14}$B (a), and likelihood distribution of 68 local structures in Nd$_2$Fe$_{14}$B calculated using ReLU activation function with 32 embedding features for both environments and center atoms.

We next utilized the DeepOFM models to predict new materials by replacing atoms in Nd$_2$Fe$_{14}$B with the following $R$ or $T$ atoms. We extracted the 68 chemical environments using the method described in Section 2.2 and paired these environments with the one-hot vectors for the $R$ or $T$ atoms. The $T$ atoms...
were selected from the set \{Sc, Ti, V, Cr, Mn, Co, Ni, Cu, Zn, Y, Zr, Nb, Mo, Tc, Ru, Rh, Pd, Ag, Cd, Hf, Ta, W, Re, Os, Ir, Pt, Au\}, and the \(R\) atoms were selected from the set \{La, Ce, Pr, Pm, Sm, Eu, Gd, Tb, Dy, Ho, Er, Tm, Yb, Lu\}. By pairing each of the \(T\) and \(R\) elements as the center atom with the 68 chemical environments, we obtained 2788 environment and center-atom pairs (i.e., hypothesized local structures). We used the feature vectors defined in Eq. 2 to represent the 68 chemical environments, one-hot vectors for the center atoms, and DeepOFM to estimate the likelihood of the local structures.

Fig. 7 depicts histograms of the local structure likelihood obtained using ReLU activation and 4, 8, 16, and 32 embedding features for both the center atoms and chemical environments. The histograms clearly show that the likelihood of a large number of local structures was below 0.5, and thus only a small number of local structures were recommended by the DeepOFM models. We used the threshold of 0.5 to eliminate unlikely substitutions for Nd atoms in the host structure and the recommended substitutes, resulting in a list of replacement atoms for a given environment in a material. This approach, neural networks are used to determine the stability of the structures were investigated by estimating the formation energies owing to the substitutions, which are calculated as follows: 

\[
\Delta E_f = E_{\text{subs}} + \mu_S - (E_{\text{Nd}Fe_4B} + \mu_T),
\]

where \(E_{\text{subs}}\) and \(E_{\text{Nd}Fe_4B}\) are the total energies per unit cell of the substitutions and the pristine \(\text{Nd}Fe_4B\), respectively, and \(\mu_S\) and \(\mu_T\) are the chemical potentials of the source atom (S-atom) and the target atom (T-atom), respectively. The chemical potentials were calculated as the total energies per atom of the ground-state structures of the source (S-atom) and target (T-atom) atoms. Based on these recommendations, we performed a dissimilarity measurement between the elements. This measured dissimilarity is shown to reflect the chemistry of the elements through a hierarchical clustering analysis and latent feature extraction.

To improve the confidence of the recommendations, we used the structures generated by replacing one atom in Nd\(_2\)Fe\(_4\)B with the atom proposed by all models in a selected set of models. We employed models using the ReLU activation to select new structures. Thus, the selected structures were those recommended by the agreement of all models employing 4, 8, 16, and 32 embedding features. Based on this procedure, we obtained 108 new structures. By examining the original atoms in the host structure and the recommended substitutes, we found that Nd can be replaced with Sc, Y, Sm, Yb, La, Eu, Gd, Dy, Ce, Pr, or Er, whereas Fe could only be replaced with Ni and Co. This observation indicates that our models predicted the substitutes with highly similar elements.

Finally, we performed DFT simulations to evaluate the stability of the 108 recommended structures. We adopted the DFT settings of OQMD [22, 23] to relax the suggested structures and evaluate the local-minimum-energy structures: “coarse relaxation” followed by “fine relaxation” and “standard” calculations. The stability of the structures was investigated by evaluating the formation energies owing to the substitutions, which are calculated as follows: 

\[
\Delta E_f = E_{\text{subs}} + \mu_S - (E_{\text{Nd}Fe_4B} + \mu_T),
\]

where \(E_{\text{subs}}\) and \(E_{\text{Nd}Fe_4B}\) are the total energies per unit cell of the substitutions and the pristine \(\text{Nd}Fe_4B\), respectively, and \(\mu_S\) and \(\mu_T\) are the chemical potentials of the source atom (S-atom) and the target atom (T-atom), respectively. The chemical potentials were calculated as the total energies per atom of the ground-state structures of the source and target atoms. The ground states were selected from the OQMD database [22, 23]. For example, the ground-state structures of Fe, Nd, Co, and B are BCC(Im-3m), HCP(P6\(_3\)mmc), FCC(Pm-3m), and \(\alpha\)-boron (R-3m), respectively.

The calculations reveal 71 substituted structures with formation energies less than 0.10 eV/atom. For the case of Fe, we observed that Co-substitution had the mean of formation energy of -0.19 eV/atom, and that of Ni-substitution was -0.10 eV/atom. These results agree with the measurement of dissimilarity by Eq. 3 wherein \(JS(D(Fe||Co)) = 0.092\) is slightly smaller than \(JS(D(Fe||Ni)) = 0.119\). These results are also an indication of the accurate recommendations by DeepOFM, with a relatively low substitution formation energy implying a small chemical dissimilarity between the studied elements. For the case of Nd, two crystallographically equivalent sites could be identified, which are labeled as Nd(f) and Nd(g) in Fig. 6 (a). The Nd(g) sites were observed to be favorable to substitution by Dy, Gd, Er, Sm, Sc, Y with the formation energies of substitutions less than 0.1 eV, whereas only Sc and Y were observed to substitute the Nd(f) sites.

4. Conclusions

A novel method for learning hidden knowledge from materials data was presented, in which a DeepOFM model was used to assess the likelihood of a local structure being stable in a material. In this approach, neural networks are used to determine the local structure likelihoods. The developed models recommend a list of replacement atoms for a given environment in a structure. Accordingly, new structures are generated by replacing the atoms in the original structure with the recommended ones. Based on these recommendations, we performed a dissimilarity measurement between the elements. This measured dissimilarity is shown to reflect the chemistry of the elements through a hierarchical clustering analysis and latent feature extraction.
with the MDS algorithm. We used our models to determine substitution atoms for Nd\textsubscript{2}Fe\textsubscript{14}B to create new materials. Our models proposed 108 new materials, and the DFT calculations also confirmed that 71 of the recommended substitutions have relatively low formation energy.
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