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Abstract: Climate change is one of the prominent factors that causes an increased severity of extreme precipitation which, in turn, has a huge impact on drainage systems by means of flooding. Intensity–duration–frequency (IDF) curves play an essential role in designing robust drainage systems against extreme precipitation. It is important to incorporate the potential threat from climate change into the computation of IDF curves. Most existing works that have achieved this goal were based on Generalized Extreme Value (GEV) analysis combined with various circulation model simulations. Inspired by recent works that used machine learning algorithms for spatial downscaling, this paper proposes an alternative method to perform projections of precipitation intensity over short durations using machine learning. The method is based on temporal downscaling, a downscaling procedure performed over the time scale instead of the spatial scale. The method is trained and validated using data from around two thousand stations in the US. Future projection of IDF curves is calculated and discussed.
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1. Introduction

The fourth National Climate Assessment (NCA) report [1] again alerted the community about the potential risks associated with climate change and the urgent need to take action. As part of the conclusion, the report projected that over the coming century, the increase in extreme climate events will continue, if not become more severe. A special report [2] by the Intergovernmental Panel on Climate Change (IPCC) in 2018 also concluded that human-caused global warming has reached up to 1.2 degrees Celsius compared to the global temperature in the pre-industry era. In addition, the global warming impact will reach up to 1.5 degrees Celsius in about 20 to 40 years, given the current pace of human activities. Such an increase in global warming has led to significant increases in the frequency of extreme weather events, particularly extreme precipitation [3]. Extreme precipitation can, in turn, cause various disasters including flooding, land sliding, and degradation of water quality.

One substantial type of damage caused by extreme precipitation is flash flooding, which has been studied in numerous previous works [4–8]. Flash flooding, usually referring to excessive overflowing of water within a six-hour duration, is one of the most damaging causes of the deterioration of water infrastructures and drainage systems. Most current risk management solutions to protect urban drainage systems against flash flooding are designed in accordance with the level of service (LoS) as well as the intensity of extreme precipitation, which is often described by the Intensity–Duration–Frequency curves (IDF curves) [9]. An IDF curve summarizes the averaged expected precipitation intensity of a precipitation event for a given duration and frequency. IDF curves
are commonly used to quantify how extreme the precipitation is in a region. Both the American Society of Civil Engineers 24 (ASCE 24) standard [10] and the Federal Highway Administration report [11] provide the minimum design requirements for buildings and structures in flood hazard areas based on IDF curves. The most important range for the length of duration of an IDF curve spans from tens of minutes to hours, since these durations are highly relevant to the expected performance of many parts of drainage systems and their related structures.

Most drainage systems are designed based on a long service life cycle of up to tens of decades, but currently, not all design standards take the effect of climate change into consideration [12]. Many of the standards are made based on IDF curves computed from historical data, which essentially assumes that the historical statistics on extreme precipitation remain unchanged, even for future use. Such an assumption has been used by numerous prior works. For example, Huard et al. [13] used Bayesian estimation of IDF curves on historical data; Langousis and Veneziano [14] developed other methods for IDF curve computation targeted for settings when historical data are not abundant. However, such an assumption is becoming more and more unfounded as human interference increases. Therefore, incorporating climate change into the design of IDF curves is necessary.

Improving IDF curves to reflect the effect of climate change has attracted a lot of attention in recent years. The state-of-the-art method for future projection of IDF curves is based on the downscaled Global Climate Models (GCMs) or Regional Climate Models (RCMs). For example, DeGaetano and Castellano [15] used the Coupled Model Intercomparison Project 5 (CMIP5) daily GCM data for downscaled projection of IDF curves in the New York state. Hassanzadeh et al. [16] studied downscaling based on genetic programming and applied it to IDF curves. Herath et al. [17] studied how downscaling methods can be used to obtain IDF curves with a daily temporal resolution. Rodríguez et al. [18] used downscaling methods for IDF curves in the area of Barcelona. Mailhot et al. [19] used the Canadian Regional Climate Model (CRCM) to project and assess future IDF curves. To determine the precipitation intensity over short durations, more effort is required. For example, Wang et al. [20] used RCMs with high temporal resolution to compute IDF curves with short duration. De Paola et al. [21] used two disaggregation models to generate hourly data from daily precipitation data. Based on these disaggregation techniques, future IDF curves with short durations were projected. Haerter et al. [22] studied the the tail distribution of precipitation intensity over different durations. They concluded that for durations shorter than 30 min, the tail distribution follows an exponential scaling pattern more closely, while the tail follows a power law scaling for longer durations.

This study proposes an alternative method for determining the future extreme precipitation intensity for short durations. The goal is to design a method that can produce IDF curves for short durations (less than six hours) using only daily precipitation data. This is inspired by the observation that some commonly used downscaling methods only output daily precipitation simulations. For example, a very recent downscaling effort, called the NASA Earth Exchange program (OpenNEX 2018) [23], provides three sets of data: NASA Earth Exchange Downscaled Climate Projections (NEX-DCP30), NEX Global Daily Downscaled Projections (NEX-GDDP), and Localized Constructed Analogs (LOCA). NEX-DCP30 provides monthly summaries of the data; NEX-GDDP and LOCA provide only daily summaries.

This work achieves the above goal by temporal downscaling, also known as temporal disaggregation [21]. Inspired by recent works that use machine learning techniques for spatial downscaling [24–26], this work proposes a machine-learning based method that performs temporal downscaling from the daily precipitation intensity to the precipitation intensity for short durations. Because this method only needs daily downscaled GCM data, many downscaled GCMs with daily simulations but not sub-daily simulations can now be used to compute IDF curves. The method is cross-validated by around two thousand observational stations in the US and projections are provided.

This paper is organized in the following way: In Section 2, a detailed discussion of some related background knowledge is provided. Then, Section 3 introduces the details of the proposed method
as well as how it is validated. The following Section 4 presents the analysis of the method applied to observation data in the US as well as the projected IDF curves. Finally, the conclusion and possible future directions are discussed.

2. Background

2.1. Intensity–Duration–Frequency Curves

As discussed in the introduction section, IDF curves are fundamental to the design of water infrastructures and drainage systems to make them resilient to extreme precipitation and flash floods. However, it is a non-trivial task to obtain IDF curves that reflect the intensity of extreme precipitation accurately. There are primarily two approaches to compute IDF curves, each with different advantages.

The first method used to produce IDF curves is to make assumptions on the precipitation distribution and then use mathematical tools to derive a formula for the IDF curves [27]. This method has become a popular way to compute IDF curves, and it is widely used in practice. Many prior works have explored what types of distribution can be used to get a higher accuracy when this method is applied to analyze IDF curves. One important family of distribution is the Generalized Extreme Value (GEV) distribution family. For example, Tiwala et al. [28] assumed that the precipitation distribution for each time interval follows the GEV distribution. Then, they computed the IDF curve based on the assumed distribution for each intensity and duration. Bougadis and Adamowski [29] studied scale invariances for disaggregating daily rainfall to hourly rainfall based on the scaling of GEV. Blanchet et al. [30] developed a GEV simple-scaling model to correct extremes of aggregated hourly rainfall. The use of GEV assumes that the precipitation levels over consecutive time intervals are independent of each other. This can be guaranteed by, for example, using a subsampling method [31,32].

The second method is based on empirical analysis. The empirical analysis of an IDF curve directly makes assumptions about the formulas of IDF curves, which are summarized from historical observations. These formulas usually come with two or more degrees of freedom. Then, empirical results are gathered from historical results to fit the above formulas and determine the parameters in the formulas. There are many IDF empirical formulas, and some of the popular ones are listed below:

$$I(t) = \frac{a}{(t+c)^n},$$  \quad (1)

$$I(t) = \frac{a}{t^n + c},$$  \quad (2)

$$I(t, p) = \frac{ap^n}{(t+c)^n}. \quad (3)$$

In the above equations, $I$ represents the intensity of the precipitation, $t$ represents the duration, and $p$ is the return period. Other parameters must be decided and can vary depending on time and location. Equation (1) was initially proposed by Sherman [33] when studying precipitation in the Boston area. Equation (2) was studied by Chow et al. [34]. Note that these two equations do not have a return period as the input and thus can be used for a specific return period only. If more than one of the IDF curves is needed, then multiple fitting using their respective historical data is required.

The most widely used formula was initially proposed by Bernard [35] and is shown in Equation (3). Different from Equations (1) and (2), it also incorporates the return period and thus, needs one fitting to model all return periods. This equation is based on the fact that the tail distribution of the intensity follows the power law. When it comes to short durations, Haerter et al. [22] studied when such an assumption is true. They concluded that the power law holds when the duration is longer than 30 min. This paper mainly focuses on durations longer than 30 min when Equation (3)
is reliable. If using this equation for durations much shorter than 30 min, a higher error is more likely to appear. The empirical approach has attracted much attention in the computing of IDF curves. For example, Singh and Zhang [36] explored the use of Equation (3) for empirical analysis in the context of urban drainage design. Jain and Pandey [37] reviewed numerous empirical methods, including both Equations (1) and (3); they also studied a copula-based method for IDF curve formation. Dar et al. [38] studied the application of Equation (3) with fitted parameters to study various areas in India.

2.2. Supervised Machine Learning

Supervised machine learning is one kind of machine learning algorithm. Such algorithms can learn a relational property from one dataset and then apply the relation to other datasets to predict how the data should look given the predicted relation. These algorithms have been used in many related works on studying precipitation. For example, Foresti et al. [39] used neural networks to model extreme precipitation; and a survey by Vandal et al. [24] used machine learning for statistical downscaling.

A supervised machine learning algorithm usually uses labeled data as the input and trains a model from it. This model can be used to predict the label of some unlabeled data. There are four concepts associated with any supervised machine learning algorithm:

- **Features.** Feature (X) refers to the properties of the data that are known for the training dataset and projection datasets.
- **Label.** Label (Y) refers to the property that is only known for the training dataset and is unknown in the projection dataset. The goal is to predict the label for projection data using their features.
- **Training phase.** This is a procedure where a set of data is available, such that both features and labels are given for each data entry. The training phase takes these data entries as input and produces a compact description, namely the ML model, which describes the input–output relationship.
- **Prediction phase.** This is a procedure where a set of data, namely the testing data, is given but with features without labels only. The procedure also takes the model obtained above as input and outputs a label for each entry of the training data.

A machine learning model is said to be good if the predicted labels are consistent with their actual values. The task of a supervised machine learning algorithm is to determine the labels of all data in the testing set by using information from the training dataset. Depending on the nature of the problem and the structure of the data, some machine learning algorithms can be more useful than others. State-of-the-art supervised machine learning algorithms include the supported vector machine, gradient boosting tree, deep neural networks, etc.

2.3. Spatial Downscaling

Projecting future climate is a difficult task because it depends on the human activity level, which is highly unpredictable. Additionally, the global climate system is very complicated, and it is difficult to model all variables in the system. Therefore, future projection of climate requires a significant amount of effort, which has led to the formation of the Coupled Model Intercomparison Project (CMIP), where numerous GCMs have been proposed. These models usually make a set of global simulations that are openly available to download for each Representative Concentration Pathway (RCP), and these simulations are one of the most reliable sources for the future projection of climate. One major drawback of these GCM simulations is that they are usually available on a daily basis and at a coarse spatial resolution, which limits their usage to the study of local areas. Downscaling is a commonly used procedure to incorporate localized spatial influence to the GCM simulation to obtain future projections with high spatial resolution. One popular approach is dynamic downscaling, where a simulation of high resolution is performed on the regions of interest to extrapolate details.
Statistical downscaling is another popular approach for downscaling, which views the downscaling process from a statistical perspective to find the relational properties between global climate and local climate. Most existing statistical downscaling methods adopt an ad hoc way to find the downscaling relationship. Existing statistical downscaling methods all follow a similar paradigm, as summarized below:

1. Find a parameterized model to abstract the downscaling relationship between the global climate and local climate. The model is usually parameterized by a set of values.
2. Use historical data to fit the model and find the parameters for the model. These parameters are assumed not to change over time. Perform bias correction to the results using methods like the Constructed Analogue method [43].
3. Compute the local climate data using the model with fitted parameters and the future global climate.

This paradigm has been used by many popular downscaling works, including the Bias Corrected Constructed Analogue (BCCA) [43], the Multivariate Adaptive Constructed Analogs (MACA) [44], LOCA [45,46], and NEX-GDDP [47]. They are mainly different in the way of bias correction. This paper uses downscaled GCM simulation results from the NEX-GDDP downscaling project to improve the geographic resolution. Other downscaling methods and GCM simulations can be used by the proposed method in a similar way.

3. Methods

3.1. Overview

The main goal of this study was to compute precipitation intensity over a short duration using only daily downscaled GCM simulation data by means of temporal downscaling. As the complexity of temporal downscaling can be high and temporal data is not as abundant as spatial data, some extra procedures are required. First, instead of obtaining downscaled hourly precipitation data for the duration of study, the downscaling is designed such that it can directly output the intensity of the precipitation for different lengths of time. This simplification hugely eliminates unnecessary steps. To compute such a mapping from projected daily data to the intensity of short durations, machine learning algorithms are adopted that can perform non-linear learning efficiently. A summary of the comparison among machine learning, spatial downscaling, and the proposed temporal downscaling is provided in Table 1.

| Method               | Known Property      | Known Target        | Projection Property | Projection Target |
|----------------------|---------------------|---------------------|---------------------|-------------------|
| Machine Learning     | Train data features | Train data label    | Test data features  | Test data label   |
| Statistical downscaling | Historical GCM data | Historical downscaled data | Future GCM data | downscaled GCM data |
| Temporal downscaling | Historical GCM daily data | Historical 15-min intensity | Future GCM daily data | Future 15-min intensity |

All three procedures follow a similar sequence of steps, as follows:

1. Obtain some number of entries with both properties and targets. Taking these entries as the input, compute a description of the relationship between the entry properties and the targets.
2. Make the assumption that the relationship between properties and targets holds for the projected entries.
3. Use the above relationship as well as the properties for the projected entries, then compute the target value of the projected entries.
The method discussed in the following text also works for the three steps above but in the context of short-duration intensity projection.

3.2. Detailed Steps

In the following, all steps of the proposed method are discussed in detail. In Figure 1, an overview of the procedure is illustrated.

3.2.1. Step I: Historical Feature Selection

The first step is to select features for the use of machine learning training. Every station represents a different data entry, and a set of features is extracted. The source of the data used to extract the feature is downscaled GCM simulation data, which provide better geographic resolution. In principle, it is possible to use the downscaled GCM data directly as features, however in this case, the dimensions of the feature vector were too high for any machine learning algorithm to perform well. To reduce the dimensions of the features without affecting the learning accuracy, a set of features related to extreme precipitation and spatial information was selected. First, the following seven features were computed across all years for each station.

1. One-day and two-day precipitation intensities of the events with return periods of 2, 5, and 10 years.
2. Average daily precipitation.

Figure 1. Overview of the proposed method.
Then, the average of the following 29 features across all years was computed for each station.

3. Number of rainy days.
4. Top 20 heaviest daily precipitation amounts in descending order.
5. Number of days with a daily precipitation of more than 5, 10, 15, 20, 30, 40, 50, and 60 mm.

Finally, the following 4 geographic features were extracted for each station.

6. Altitude of the location. This was obtained from the National Oceanic and Atmospheric Administration Climate Data Online (NOAA CDO).
7. The coordinates of the location, that is, latitude and longitude.
8. Climate division of the location. Since there are 344 climate divisions for the contiguous US [48], this feature had a value from 1 to 344. The use of climate division is to reinforce the geographic proximity between stations.

The above features are very popular in the analysis of extreme precipitation, including the US Climate Extremes Index (CEI) and the Expert Team on Climate Change Detection Monitoring and Indices (ETCCDMI) [49]. They result in a feature vector with 40 dimensions for each station. Note that due to the use of machine learning, it will be fairly easy to add more features in future research. This procedure needs to be performed for both historical observation stations as well as the stations used for future projections.

3.2.2. Step II: Label Selection

This paper uses the IDF formula based on Equation (3), where IDF curves for all durations can be expressed as a single equation: for a given duration $t$ and return period $p$, the intensity $I(t, p)$ is

$$ I(t, p) = \frac{ap^m}{(t + c)^n}. $$

For most regression models, the output label is a scalar number, but Equation (3) has 4 parameters to be determined. To be able to determine all parameters, the proposed method selects four different points on the IDF curve as the label ($Y$). In the proposed method, the four selected points are (1) return period 2 years, duration 30 min, (2) return period 2 years, duration 120 min, (3) return period 5 years, duration 30 min, and (4) return period 5 years, duration 120 min. The precipitation intensity for these four points needs to be extracted from the training data. It is done by calculating the precipitation intensity of the corresponding events from the historical data directly.

Note that choosing any 4 or more points can be used to fit Equation (3). However, if points are selected to be separated as much as possible then the resulting curves are more robust to potential noise in the data. The above four points are selected to be separated at the same time still located in short durations, which is the focus of this paper.

Another potential method for selecting ML labels is to select parameters in Equation (3) directly, namely the values of $a, c, m, n$. In this potential method, all four parameters would be optimized by independent ML models. However, this can easily lead to local optimum parameter values that are far from being globally accurate. Therefore, this method is not selected, and the method based on the intensities of four selected points is used instead.

3.2.3. Step III: Model Selection

This step is used to select the ML model to learn the mapping from features to labels. Due to the nature of the projection, the machine learning algorithm should be able to work with continuous values, which means a regression algorithm is desired. As previously discussed in Section 2.2, the most powerful regression algorithms in machine learning are the Deep Neural Network (DNN) and the Gradient Boosting Tree (GBT). However, the DNN usually requires a very large amount of data because
all layers of the neural network need to be fitted. Given these considerations, GBT is used as the main regression algorithm in this study.

3.2.4. Step IV: Future Feature Selection

This step is similar to Step I except that the feature selection is performed on future downscaled GCM data instead of the historical observation data.

3.2.5. Step V: Model Training

For each observation station, the features and label values are collected and used to train four models selected in previous steps. Each model can be used for projecting one data point on the future IDF curve.

3.2.6. Step VI: Machine-Learning Projection

To perform ML projection using GBT, three ML hyperparameters need to be decided: (1) The number of trees, which specifies the number of decision trees in the model; (2) the learning rate, which specifies the amount of contribution from each tree; and (3) the maximum depth, which specifies the maximum possible depth allowed in each decision tree. These hyperparameters can be determined by grid search with cross-validation, which is a common way for hyperparameter optimization and is supported in many ML software packages. After hyperparameters are decided, the model parameters can be decided as in the previous step. Note that due to the use of hyperparameter optimization, the validation is not completely independent to the data. There are numerous ways for validation to be conducted, which have been discussed in prior works in the context of hydrologic applications [50]. This work uses k-fold cross validation (see detailed discussion in Section 3.3). For each combination of model parameters, the validation is applied to find the best model parameters. After the model parameters have been selected and trained, projections are conducted on them. As a result, four data points on the projected IDF curves are obtained.

3.2.7. Step VII: IDF Curve Reconstruction

The last step is to use curve fitting to compute the IDF curves based on the four data points obtained above. The fitting algorithm used in this work is the expectation-maximization (EM) method with bounded conditions.

After step VI and the curve fitting as mentioned above, the parameters in Equation (3) are determined. Now, the precipitation intensity for other combinations of return periods and durations can be computed from the equation directly. This paper assumes that all combinations of return periods and durations follow this equation, which may not always be true. This assumption is validated in the next section before it is applied in the analysis.

3.3. Validation

3.3.1. k-Fold Cross Validation

A k-fold cross-validation method is applied, since it is widely used and has extensive software support. The detailed steps are as follows:

1. Collect data from n stations. For a station, the data contains the downscaled GCM simulations of daily precipitation data and locally observed precipitation data with better resolution.
2. Partition n stations of data into k disjoint and equal-sized sets, namely $S_1, ..., S_k$. Repeat the following step (step 3) k times.
3. In the i-th repetition, use the i-th dataset as the test data (namely $S_i$), and the remaining data are used as training data (namely, $\{S_j\}_{j \neq i}$). Use the training data to train a machine learning
model as described in the previous section and apply it to compute an IDF curve for stations in $S_i$. Calculate the error based on the local precipitation testing data.

4. Find the average of all errors in all $k$ iterations above.

3.3.2. Validation of IDF Curves

Validation of the fitted IDF curves is performed by comparing the fitted precipitation intensity against the reference precipitation intensity provided from NOAA Atlas 14 [51], which provides the precipitation intensity for almost all states in the US.

The normalized root mean square error (NRMSE) metric and normalized mean absolute error (NMAE) are used, both of which measure the goodness-of-fit between the intensity from Atlas and the fitted ones. Similar metrics have been used to measure accuracy in prior works. For example, Chai et al. [52] compared RMSE and MAE when used for precipitation data and argued that both should be used when reporting errors. However, RMSE and MAE tend to be biased on data points with higher values. To avoid this bias, this paper uses these metrics with normalization where the relative differences are computed.

The definition of NRMSE is as follows: suppose $O_{i,p}$ is the intensity of precipitation with the time interval $i$ and return period $p$ in the observation; suppose $E_{i,p}$ is the same value computed from the analysis. For $I = \{0.5 \text{ h}, 1 \text{ h}, 2 \text{ h}\}$ and $P = \{2 \text{ years}, 5 \text{ years}, 10 \text{ years}, 50 \text{ years}\}$,

\[
NRMSE = \sqrt{\frac{1}{|I| \times |P| \sum_{i \in I, p \in P} \left( \frac{O_{i,p} - E_{i,p}}{O_{i,p}} \right)^2}}.
\tag{4}
\]

The definition of NMAE is similar and can be computed as

\[
NMAE = \frac{1}{|I| \times |P| \sum_{i \in I, p \in P} \left| \frac{O_{i,p} - E_{i,p}}{O_{i,p}} \right|}.
\tag{5}
\]

4. Analysis and Results

4.1. Data and Model Selection

Observation data were obtained from the data portal at the National Oceanic and Atmospheric Administration Climate Data Online (NOAA CDO) [53]. They provide historical year-round observations of data from 1970 to 2014 with a timescale of 15 min. Among all observation stations, only those with more than 25 years of observation were selected. The spatial distribution of all stations selected is shown in Figure 2. In total, 1936 stations were selected.

Reference precipitation intensity data used for validation were obtained from NOAA Atlas 14 project [51], where precipitation intensity data were available from all states except Washington, Oregon, Montana, Wyoming, and Idaho. These reference precipitation intensities were estimated by NOAA and were consistent with the actual precipitation intensity.

The downscaled GCM simulation data were based on Community Climate System Model 4 (CCSM4) with the NEX-GDDP downscaling method. The RCP 8.5 trajectory was extracted. The timescale of data was on a daily basis. The historical data were collected from 1970 to 2014, and from 2040 to 2099 for the future. The CCSM4 was developed by the National Center for Atmospheric Research (NCAR) in the USA. It consists of four different models, each simulating one component on the Earth’s atmosphere, ocean, land surface, and sea-ice—it also includes one central coupler component. Note that the downscaled GCM simulation results were used instead of the GCM results so that the obtained results had a better spatial resolution. All downscaling data can be obtained from NASA website [54]. Since this study mainly focused on the methodology, only one downscaled GCM result was used. Note that model-to-model variation can be high and can potentially influence the projection results.
The GBT models were trained based on data from 1936 stations. Eight representative stations were selected to show the projection results. They were selected to be spatially distributed across the US and have different IDF curve shapes. Details of the stations are summarized in Table 2.

Table 2. Information about the eight representative stations.

| Station ID | Name            | State     | Latitude | Longitude |
|------------|-----------------|-----------|----------|-----------|
| COOP:043093| Florence Lake   | California| 37.27389 | -118.97333|
| COOP:096879| Pearson         | Georgia   | 31.2928  | -82.8422  |
| COOP:177325| Rumford         | Maine     | 44.53083 | -70.53722 |
| COOP:234825| Lebanon         | Missouri  | 37.68502 | -92.69388 |
| COOP:410569| Bay City        | Texas     | 28.9798  | -95.9749  |
| COOP:253185| Genoa           | Nebraska  | 41.4513  | -97.7644  |
| COOP:024586| Keams Canyon    | Arizona   | 35.8109  | -110.1932 |
| COOP:447338| Rocky Mount     | Virginia  | 36.9769  | -79.8961  |

4.2. Validation and Historical IDF Curves

Figure 3 shows the historical IDF curves for all eight representative stations. There are three sets of data shown in each figure:

1. The ○-shape data points represent precipitation intensity extracted from the historical data from NOAA CDO, with intensities of 30, 60, 90, and 120 min and return periods of 2 and 5 years.
2. The solid lines are IDF curves fitted based on the above observed data using Equation (3). This equation was used for all return periods, and four IDF curves were plotted for return periods of 2, 5, 10, and 50 years.
3. The ×-shape data points represent the precipitation intensity obtained from NOAA Atlas 14.
Figure 3. Historical Intensity–Duration–Frequency (IDF) curves. The data points in “◦” are intensities computed using the observation data; data points in “×” are intensities extracted from NOAA Atlas 14. All solid lines were fitted using the observation intensity (in ◦) and plotted for high return periods.
Since short-duration intensity is the focus of this study, duration was plotted from 30 min up to 120 min. The figure indicates that the shape of the IDF curves greatly depends on the location of the observation. Nevertheless, it is shown that the IDF curve for all figures fits well with the observed data, and the obtained IDF curves are consistent with the Atlas 14 precipitation intensity.

Each individual figure represents the historical precipitation intensity level in each region. The observation stations at Pearson, GA and Bay City, TX have the most extreme short-duration precipitation intensity, and with a 50-year return period, their 30-min intensity could be as high as 150 mm/h. Keams Canyon, AZ has a much lower level of precipitation intensity. Their 50-year return period 30-min intensity is about 50 mm/h.

To further quantitatively validate this approach, a comparison between the fitted IDF curve and the IDF data from NOAA Atlas 14 was performed. A relative difference ratio was computed as follows, where positive values represent overestimates and negative values represent underestimates.

\[
\text{Difference Ratio} = \frac{\text{Fitted intensity} - \text{Atlas intensity}}{\text{Atlas intensity}}. \tag{6}
\]

Table 3 summarizes the computed ratios for all eight stations picked in this study. It can be observed from the table that most fitted intensity values are within 15% of the Atlas 14 intensity values. Even for cases where a higher difference is observed, they are still within 25% of the difference. It is also observed that the difference ratios for 120-min duration is higher than shorter durations in general. Because the intensities for 120-min are much smaller than shorter durations, the resulting difference ratios becomes larger given the same error in intensity. TX and ME have the largest error where many intensities are below the Atlas 14 intensities, resulting in negative difference ratios. For these locations, the observed intensities are also much less than the Atlas 14 intensities. This is believed to be the reason for a larger error for these locations.

| Duration (minutes) | Return Period (year) | CA    | GA   | ME   | MO   | TX   | AZ   | NE   | VA   |
|--------------------|----------------------|-------|------|------|------|------|------|------|------|
| 30                 | 2                    | 21%   | 0%   | 2%   | 2%   | 3%   | 0%   | 0%   | 0%   |
| 30                 | 5                    | 10%   | 0%   | 14%  | 4%   | 10%  | 0%   | -2%  | 0%   |
| 30                 | 10                   | 6%    | 0%   | 13%  | 7%   | 6%   | -5%  | 0%   | -6%  |
| 30                 | 50                   | 9%    | 23%  | -5%  | 19%  | 6%   | -4%  | 5%   | 11%  |
| 60                 | 2                    | 1%    | 1%   | 16%  | 2%   | -15% | -3%  | -3%  | -7%  |
| 60                 | 5                    | -7%   | 6%   | 18%  | 4%   | -14% | -9%  | -3%  | -8%  |
| 60                 | 10                   | -10%  | 10%  | 18%  | 5%   | -11% | -12% | -4%  | -5%  |
| 60                 | 50                   | -8%   | 26%  | -11% | 15%  | 0%   | -11% | 0%   | 8%   |
| 120                | 2                    | -8%   | -10% | -23% | -6%  | -19% | -14% | -3%  | -7%  |
| 120                | 5                    | -14%  | -6%  | -23% | -5%  | -20% | -19% | -4%  | -8%  |
| 120                | 10                   | -15%  | -2%  | -22% | -3%  | -19% | -21% | -4%  | -6%  |
| 120                | 50                   | -13%  | 11%  | -13% | 4%   | -12% | -21% | -2%  | 4%   |

Table 4 shows the goodness-of-fit between the IDF curve fitted from the observations and the intensity data from NOAA Atlas 14. As discussed in Section 3.3, NRMSE and NMAE were used. Smaller values of NRMSE and NMAE means higher accuracy. The table shows that the fitting errors are relatively small compared to the actual values of intensity. In Table A1 from the Appendix A, 44 stations from different states in the US are examined in a similar way with NRMSE and NMAE presented. NOAA Atlas 14 data from 5 states are not available and thus not included. Alaska is also not included due to lack of data. This table shows that even across a wide selection of areas, the error is relatively small with an average NRMSE and NMAE of about 0.1.
Table 4. NRMSE and NMAE between fitted IDF intensity and the NOAA Atlas 14 intensity.

|       | CA   | GA   | ME   | MO   | TX   | AZ   | NE   | VA   |
|-------|------|------|------|------|------|------|------|------|
| NRMSE | 0.117| 0.121| 0.170| 0.085| 0.137| 0.033| 0.127| 0.084|
| NMAE  | 0.107| 0.092| 0.163| 0.068| 0.124| 0.028| 0.108| 0.081|

4.3. Projection Results

Future precipitation intensity was projected following the steps described in the previous section. The projected results are shown in Figure 4 for years 2040 to 2069; and in Figure 5 for years 2070 to 2099. The historical IDF curves are also shown with dotted lines for comparison. These figures show that the precipitation intensities are projected to increase in all locations, although the amount of increase is different. In more detail, Bay City, TX, and Pearson, GA are projected to suffer from greater increases in precipitation intensity. The intensity will increase by around 50 mm/h. The increases in Florence Lake, CA, and Keams Canyon, AZ are projected to be the smallest. More discussion on the relation between the intensity and the return period is included in the Appendix A.

The increase ratio is further calculated based on the projection, which demonstrates the relative amount of increase across short durations. These ratios are shown in Table 5. From the table, it is observed that the ratio of increase is higher for locations with historically higher precipitation intensity (e.g., GA, TX, MO). It means that locations that suffer the most from the damage of extreme precipitation will witness even more extreme precipitation in the future, possibly because locations with higher intensities will be more vulnerable to climate change. The ratios are computed following the equation, as the average of all ratios at different locations on the IDF curves.

\[
\text{ratio} = \frac{1}{|I| \times |P|} \times \sum_{i \in I, p \in P} \frac{\text{Projection}_{i,p}}{\text{Historical}_{i,p}}, \tag{7}
\]

where \( I = \{30 \text{ min}, 1 \text{ h}, 2 \text{ h}\} \) and \( P = \{2 \text{ years, 5 years, 10 years, 50 years}\} \).

Table 5. Ratio of increase for the projected IDF curves for the future based on downscaled GDDP GCM results using the CCSM4 downscaling method.

| Location          | CA   | GA   | ME   | MO   | TX   | AZ   | NE   | VA   |
|-------------------|------|------|------|------|------|------|------|------|
| Ratio of Increase |      |      |      |      |      |      |      |      |
| (2040–2069)       | 9%   | 17%  | 11%  | 13%  | 20%  | 13%  | 7%   | 10%  |
| (2070–2099)       | 13%  | 21%  | 16%  | 18%  | 23%  | 16%  | 9%   | 13%  |
Figure 4. Projected IDF curves from 2040 to 2069. Dotted lines are for historical IDF curves; solid lines are for projected IDF curves.
Figure 5. Projected IDF curves from 2070 to 2099. Dotted lines are for historical IDF curves; solid lines are for projected IDF curves.
5. Conclusions

The expected precipitation intensity of short durations significantly affects the design of drainage systems. This work proposed an alternative method to improve the projection of IDF curves for short durations. The method is based on a temporal downscaling approach, which produces information for short durations based on the information from long durations. In more detail, a machine-learning based approach is used, where daily precipitation downscaled GCM data are used as feature values, and the precipitation intensity is used as the label values. By obtaining multiple intensity points, future IDF curves are projected with different duration and return period. One caveat of this method is the use of IDF equation to derive precipitation intensity, where it is assumed that the precipitation intensity of different return periods and durations follow some mathematical equation. This should always be validated first before used.

By using this method, downscaled GCM simulation data obtained from NASA NEX-GDDP project were used for future IDF curve projection. The historical precipitation intensity was obtained from NOAA CDO 15-min precipitation observed data. The data and IDF formula were further validated based on eight stations across the US. By comparing the fitted precipitation intensity against the Atlas 14 intensity, high accuracy was found. The projection results show that an increase in precipitation intensity of 10% to 20% may be observed in the next few decades.
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Appendix A. Frequency Analysis on Precipitation Intensity

Figures A1 and A2 show the same IDF-curves data but with x-axis as return period and different curves for different durations. It can be observed that for the each duration, the intensity increases as the return period increases.
Table A1. NRMSE and NMAE between fitted IDF intensity and the NOAA Atlas 14 intensity. For 44 stations from different states in United States. Data from states AK, WA, OR, ID, MT, WY are not included due to lack of observation data or NOAA Atlas 14 data.

| Station                | Location          | State | NRMSE | NMAE |
|------------------------|-------------------|-------|-------|------|
| 010140                 | Alberta           | AL    | 0.109 | 0.077|
| 034839                 | Millwood Dam      | AR    | 0.122 | 0.11 |
| 026119                 | Oracle 2 SE       | AZ    | 0.057 | 0.051|
| 048025                 | Sawyers Bar Ranger Station | CA | 0.145 | 0.117|
| 052790                 | Evergreen         | CO    | 0.111 | 0.104|
| 066942                 | Rockville         | CT    | 0.09  | 0.077|
| 076410                 | Newark University Farm | DE | 0.142 | 0.12 |
| 083538                 | Graceville 1 SW   | FL    | 0.067 | 0.062|
| 093312                 | Fargo             | GA    | 0.133 | 0.117|
| 510055                 | Ahiimanu Loop     | HI    | 0.061 | 0.053|
| 130608                 | Bellevue L And D 12 | IA | 0.087 | 0.075|
| 114355                 | Illinois City Dam 16 | IL | 0.064 | 0.06 |
| 120830                 | Bluffton 6 N      | IN    | 0.149 | 0.128|
| 146024                 | Onaga 12 SSW      | KS    | 0.049 | 0.04 |
| 153929                 | Hodgenville Lincoln | KY | 0.169 | 0.12 |
| 161411                 | Calhoun Res Station | LA | 0.144 | 0.134|
| 190998                 | Buffumville Lake  | MA    | 0.182 | 0.174|
| 180700                 | Beltsville        | MD    | 0.11  | 0.078|
| 170273                 | Augusta           | ME    | 0.048 | 0.039|
| 200662                 | Bellaire          | MI    | 0.06  | 0.054|
| 218323                 | Tracy             | MN    | 0.111 | 0.107|
| 230204                 | Appleton City     | MO    | 0.076 | 0.065|
| 227276                 | Raleigh 6 N       | MS    | 0.052 | 0.045|
| 311241                 | Burlington        | NC    | 0.126 | 0.118|
| 325993                 | Minot Experiment Station | ND | 0.048 | 0.044|
| 250075                 | Albion 7 W        | NE    | 0.107 | 0.089|
| 273182                 | Franklin Falls Dam | NH | 0.085 | 0.075|
| 281351                 | Cape May 2 NW     | NJ    | 0.155 | 0.141|
| 292700                 | Eagle Nest        | NM    | 0.215 | 0.207|
| 264698                 | Loveclock         | NV    | 0.2   | 0.193|
| 309442                 | Whitney Point Dam | NY    | 0.058 | 0.049|
| 332272                 | Dover Dam         | OH    | 0.103 | 0.097|
| 340179                 | Altus Irr Res Station | OK | 0.07  | 0.062|
| 369367                 | Waynesburg 1 E    | PA    | 0.136 | 0.126|
| 375215                 | Newport Rose      | RI    | 0.209 | 0.208|
| 383468                 | Georgetown 2 E    | SC    | 0.158 | 0.146|
| 391452                 | Carpenter 4 NNE   | SD    | 0.066 | 0.06 |
| 406170                 | Monterey          | TN    | 0.157 | 0.129|
| 414679                 | Justin            | TX    | 0.105 | 0.077|
| 420086                 | Alton             | UT    | 0.14  | 0.123|
| 446475                 | Painter 2 W       | VA    | 0.108 | 0.1  |
| 433914                 | Highgate Falls    | VT    | 0.101 | 0.09 |
| 473038                 | Genoa Dam 8       | WI    | 0.049 | 0.044|
| 463238                 | Freemansburg 5 Ne | WV    | 0.096 | 0.074|

Average                                           | 0.110 | 0.097 |
Figure A1. Projected intensity curves from 2040 to 2069. Dotted lines are for historical IDF curves; solid lines are for projected IDF curves.
Figure A2. Projected intensity curves from 2070 to 2099. Dotted lines are for historical IDF curves; solid lines are for projected IDF curves.
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