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Abstract: Loading data efficiently from classical memories to quantum computers is a key challenge of noisy intermediate-scale quantum computers. Such a problem can be addressed through quantum generative adversarial networks (qGANs), which are noise tolerant and agnostic with respect to data. Tuning a qGAN to balance accuracy and training time is a hard task that becomes paramount when target distributions are multivariate. Thanks to our tuning of the hyper-parameters and of the optimizer, the training of qGAN reduces, on average, the Kolmogorov–Smirnov statistic of 43–64% with respect to the state of the art. The ability to reach optima is non-trivially affected by the starting point of the search algorithm. A gap arises between the optimal and sub-optimal training accuracy. We also point out that the simultaneous perturbation stochastic approximation (SPSA) optimizer does not achieve the same accuracy as the Adam optimizer in our conditions, thus calling for new advancements to support the scaling capability of qGANs.
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1. Introduction

Loading classical data into a quantum register is widely known to represent a critical task [1–4] which jeopardizes the advantage of some core quantum processing algorithms [5]. The complexity of classical data loading is believed to remain a bottleneck, unless quantum parallel access to information is available through quantum random access memories (qRAMs) [6]. Consequently, besides the exploitation of native quantum data [7], in more recent times, the idea of efficiently loading approximate data was discussed in the literature by recasting machine learning techniques on quantum hardware. One of the most relevant classes of quantum machine learning algorithms consists of quantum generative adversarial networks (qGANs) [8–10], the quantum counterpart of GANs [11,12].

Despite qGANs being a promising class of algorithms in applied quantum machine learning, little is known about their optimization, mainly because their practical implementation may require time-consuming experiments. Here, we quantify their performance in terms of training time and approximation accuracy, and how such performance is jointly impacted by the hyper-parameters for what concerns both the generator and discriminator settings, respectively, and the optimizer configuration.

qGANs were originally applied to data loading in the domain of finance [8] as a preliminary step for option pricing before applying quantum amplitude estimation [13]. Since quantum amplitude estimation can be thought of as the equivalent of Monte Carlo integration in quantum computing, efficient qGANs can be beneficial for data loading virtually in every field where Monte Carlo simulations are currently being employed [14].
In recent years, huge efforts were made to improve classical machine learning through quantum computers. The quantum version of most machine learning algorithms was experimented with, ranging from support vector machines (SVM) [15] to perceptrons [16–18], from feed-forward neural networks [17,19,20] to reservoir computing [21], and tensor networks [22] in gate model quantum computers, to quantum restricted Boltzmann machines [23,24] by adiabatic quantum computers, respectively. More specifically, in the domain of generative networks [25,26], encouraging results were obtained in comparison with the classical version in terms of the required network size [27].

Here, we report a number of advancements concerning the understanding and the improvement of the training of qGANs. First, training through the Adam optimizer achieves significantly better approximation quality than through the simultaneous perturbation stochastic approximation (SPSA) optimizer. Unfortunately, it implies a scaling limitation with the input size since Adam is more costly than SPSA when the input grows. We discuss the topic of the qGAN scaling more broadly in terms of approximation quality and training cost. Secondly, we observe a gap in terms of accuracy between the runs that achieve optimal and sub-optimal results. Thirdly, the number of runs achieving an optimal accuracy is relatively small (10% to 30% of the converging runs, with \( n = 3 \) qubits). It tends to decrease further with the number of qubits, so it is essential to train qGANs multiple times with many initial, randomly chosen values of the parameters. Lastly, such systematic analysis leads us to improve the training of the qGANs beyond the state of the art, through the hyper-parameter optimization and an adjustment of the discriminator network.

As the target of our analysis is multivariate distributions, we design the discriminator network in a way that allows us to treat both univariate and multivariate distributions equivalently. Multivariate distributions are of major interest, as they are common in the same fields of application as Monte Carlo methods, which are, in turn, an area of strong development for quantum computing [28–30]. In the context of finance, and specifically of option pricing [13] where the qGAN technique was first introduced, multivariate distributions are suitable to effectively represent the evolution of assets in discrete time, thus allowing to move away from toy problems and enter the space of industrially relevant applications [31].

We extensively explore both hyper-parameters, such as the learning rates and the quantum sampling size, and the architecture of the networks. The latter involves the choice of the optimizer in order to identify the best settings for a 3-qubit case and, afterwards, for 4 qubits. Interrelated pairs of hyper-parameters are subject to a simultaneous sensitivity analysis on both. We also perform non-regression tests, verifying that the choice of a hyper-parameter does not affect the optimization of another hyper-parameter conducted previously.

To summarize, we study the main trade-offs in the qGAN performance, finding Adam to be a more effective optimizer than SPSA, and assessing the accuracy degradation when increasing the number of qubits. We observe the decrease in successful runs by increasing the number of qubits, and discover a gap in the approximation performance between the best and the sub-optimal results. We exploit our findings for setting the hyper-parameters and choosing the optimizer so as to achieve training of qGANs beyond the state of the art, with an average reduction in the Kolmogorov–Smirnov statistic of 45–64%.

Section 2 reviews the different methods to represent information in quantum computers, and how to load a classical data set according to known encoding methods. Section 4 presents in detail the dependence of the training quality with respect to the main hyper-parameters of the qGAN. The methods are described separately in Section 5. Finally, Section 6 summarizes the paper and suggests directions for future investigation.
2. Encoding and Loading Classical Information in Quantum Registers: Overcoming the Challenges of the NISQ Era

Classical information can be encoded into a state of a circuitual quantum computer in three ways, which we refer to as multi-register encoding, digital encoding, and analog encoding, respectively. The features of the three representations, together with some major algorithms exploiting them, are summarized in Table 1. For real-valued numbers \( \{x_i\}_{i=0}^{N-1} \) with \( \sum_{i=0}^{N-1} |x_i|^2 = 1 \), all the encodings are applicable. As each algorithm relies on a specific encoding, conversion between them is required to combine multiple algorithms together. For instance, HHL (named after Aram Harrow, Avinatan Hassidim, and Seth Lloyd [32]) takes its input in the analog encoding, but it relies on the digital encoding of a matrix of eigenvalues at an intermediate stage of the computation [3]. Other examples of algorithms based on multiple encoding are constituted by the quantum metropolis sampling [3] and variational quantum algorithms (VQA); see, for instance, [33]).

Recently, other ways of embedding classical information into a quantum circuit were introduced, particularly in the context of quantum machine learning (QML) [34]. Such data encoding techniques are not included in this section because, instead of storing data in a well defined quantum state so as to allow subsequent data extraction, they should be rather seen as a way of influencing the behavior of a neural network by a black-box approach.

The remainder of the section is devoted to discussing data-loading techniques, and how they are impacted by the current non-ideal quantum hardware. Indeed, noisy intermediate-scale quantum (NISQ) computers [35] carry two features: on one side, quantum devices are becoming impossible to simulate through classical computers due to their rising power [36–38]; on the other side, current hardware does not yet allow for the implementation of full error-correction protocols. The lack of implementable error correction codes forces the circuits to remain very shallow. Alternatively, one may operate hybrid quantum–classical algorithms, where only selected key parts of the workload are delegated to quantum computers [39,40].

### Table 1. Three different ways to encode the data set \( \{x_i\}_{i=0}^{N-1} \) into a quantum state. \( n = \lceil \log_2 N \rceil \) is the number of qubits needed for the index.

| Encoding   | Form                                           | Number of Qubits | Data Type of Each Item \( x_i \)                                                                 | Algorithms                      |
|------------|-----------------------------------------------|------------------|-----------------------------------------------------------------------------------------------|---------------------------------|
| Multi-register | \( \bigotimes_{i=0}^{N-1} |x_i\rangle \) | \( Nm \) | Any binary string of length \( m \) (including integer, fixed point, and floating point numbers). | Quantum arithmetic (adder, multiplier, max, ...) |
| Digital     | \( \frac{1}{\sqrt{N}} \sum_{i=0}^{N-1} |x_i\rangle \langle i| \) | \( m + n \) | Any binary string of length \( m \) (including integer, fixed point, and floating point numbers). | Grover                          |
| Analog      | \( \sum_{i=0}^{N-1} x_i |i\rangle \) | \( n \) | Complex numbers satisfying the constraint \( \sum_{i=0}^{N-1} |x_i|^2 = 1 \).                                                                 | Quantum Fourier Transform (QFT), HHL |

2.1. Techniques for Exact Data Loading and Their Limitations

We start the discussion of the data loading techniques from exact loading. In [41], it is shown how to load classical data in the multi-register encoding with \( O(mN) \) one- and two-qubit gates, and with \( O(1) \) depth, as well as how to prepare a digital encoding with \( O(mN) \) gates and \( O(m \log N) \) depth, where \( \tilde{O} \) indicates that \( O(\log \log(\cdot)) \) factors were discarded. In [42], instead, a technique to produce an analog encoding with \( O(N) \) CNOT’s is presented. Assuming one can resort to a unitary \( U_D \) that efficiently performs digital encoding of normalized numbers in fixed point format, the analog encoding can also be obtained with \( \tilde{O}(m \log N) \) gates, plus \( O(\log N) \) calls to \( U_D \), after having set up a classical binary tree, thanks to artifices introduced in Ref. [43] and derived in Ref. [2]. Finally, algorithms that allow for digital-to-analog and analog-to-digital conversion are given in Ref. [3].
Such loading methods have two main drawbacks. First, since current access to classically stored information is performed sequentially, no exact loading algorithm can run faster than $O(N)$ if we consider it end to end, including the classical processing time needed to prepare the circuit. Such a limitation is detrimental in quantum computing, since some algorithms (such as the quantum Fourier transform and HHL) have a processing time that scales logarithmically with the input size such that data loading becomes the bottleneck to the otherwise exponential quantum speedup. Such a constraint could be overcome with an efficient quantum RAM (or qRAM), namely, a physical device allowing for quantum parallel access to information (such as the one envisioned in [6,44]), or alternatively, by feeding the circuit with native quantum data. Secondly, the loading techniques introduced so far were designed to provide good asymptotic scaling when the input size grows, but they are little prone to the NISQ era since the amount of gates needed for small data sets is out of reach for the current hardware capabilities.

2.2. Approximate Data Loading with qGANs

The aforementioned limitations led Zoufal et al. [8] to consider a novel approach for analog encoding based on two characteristics. First, the loading circuit is prepared once, at the expense of high effort, and then run multiple times to load the same data, thus mitigating the bottleneck of classical sequential data reading under the assumption that the same data set can be exploited in many independent runs. Then, approximation in the loaded data is accepted in favor of a shorter circuit. The traditional approach, which originated from a classical data set with the aim to map it onto an efficient loading circuit, is inverted. Indeed, the starting point is now an ansatz, called variational circuit [40], which is inherently an efficient quantum circuit, and whose parameters are chosen so that the output distribution closely emulates the target data set. The optimization of the parameters is made through a training process, grounding on machine learning techniques. More precisely, the architecture is that of a generative adversarial network (GAN), where the generator is the ansatz itself, and the discriminator is a merely classical neural network.

3. From GANs to qGANs

Generative adversarial networks (GANs) [12] are used to generalize the training data set, creating output samples that resemble the original data. The most prominent example of application is the synthesis of new images, reproducing subjects of a given class provided in the data set (such as cats, dogs, flowers, or human faces). Technically, they are composed of a couple of artificial neural networks, called a generator and discriminator, that are trained together with conflicting objectives in order to find their Nash equilibrium. Once the training is complete, the discriminator is typically discarded, while the generator is used to draw new samples.

In more detail, the discriminator has access to the training set, and its objective is to discriminate samples of the training set from samples generated by the generator. Conversely, the generator has no access to the training set, but it can only question the discriminator, so its objective is to generate samples that the discriminator hardly discriminates.

GANs in the literature are labeled as quantum GANs (qGANs or QuGANs) if they process quantum data, or if part of their processing happens through quantum computers [45]. We are interested in the latter class, and specifically in GANs whose generator is a parametric quantum circuit, referred to as ‘ansatz’.

3.1. The Generative Interpretation of qGANs

The quest for the useful application of NISQ computers [46] is still open, as encouraging outcomes keep alternating with improvements in the corresponding classical algorithms. In this confrontation, quantum machine learning (QML) [47,48] and, specifically, synthetic data generation (SDG) are playing a role besides the more consolidated domains of quantum chemistry, quantum optimization and finance [49]. SDG is a set of tools to produce data that emulate a given phenomenon, typically in order to train data science models, when direct data are unavailable, scarce, or unusable for privacy or regulatory constraints.
Quantum neural networks are being widely studied due to two characteristics that make them relevant for NISQ applications: the intrinsic noise robustness of neural networks, and to the abundance of iterative methods that enable hybrid processing [50].

In classical machine learning, generative networks have already proved beneficial for generating samples according to desired patterns [11,12] such that it appeared natural to apply qGANs for distribution learning [8] and data generation [25–27] with quantum computers. Following an approach that can be traced back to Ref. [51], and which was more recently developed in Ref. [49], we can interpret our trained circuit as a ‘Born machine’ to generate data according to a distribution, thus constituting an algorithm per se. Even though in the remainder of the paper we stick with the interpretation of approximate data loading as a support tool for subsequent quantum processing, introduced in Section 2.2, it is worth mentioning also the generative interpretation because it provides an alternative theoretical framework and because it shows a strong parallel between classical GANs and qGANs.

3.2. The Data-Compression Interpretation of qGANs

There is another interpretation of data loading through qGANs, which is related to information compression. A discrete distribution with $2^n$ buckets in the domain is fully described by $2^n - 1$ real numbers since the probabilities are constrained to sum up to 1. A trained qGAN can load an approximate version of the same probabilities by means of a parametric quantum circuit, called ansatz, having $n(k+1)$ parameters, where $k$ is the number of layers, as we discuss in Section 4.1. If we conjecture that $k$ scales sub-exponentially with $n$, then the parameters are asymptotically fewer than the original probabilities. In summary, the parameters are fewer in number than the probabilities, but nevertheless produce an approximation of the probabilities when fed to the ansatz. In order to properly call this a lossy compression, we need to further assume that each of the parameters can be stored in the same amount of bits as each one of the probabilities. The way the assumption was phrased is related to the fact that double digit floating point numbers are commonly used to store probabilities in the applications, and it is reasonable to consider them adequate for storing the ansatz parameters as well, without introducing additional considerable approximation. From a theoretical perspective, though, the assumption could be further relaxed. In fact, it is enough to require that the number of bits needed for the storage of each parameter scales, at most, linearly with the number of bits needed for each of the target probabilities when $n$ grows.

Let us now interpret the lossy compression from a geometrical point of view. The ansatz spans a manifold when its parameters change. As a consequence, we are not able, in general, to reach the exact point that we are trying to approach and that represents the distribution we want to load. Conversely, we are rather looking for the point on the manifold which is ‘closer’ to the target. Moreover, in practice, we typically fall into sub-optima. The quality of the approximation achieved, then, is better if the manifold is denser in the surrounding area of the target point. As a consequence, it makes sense to choose the manifold (that is, the structure of the ansatz, namely, the type of gates and the number of repetitions) according to the target point (that is, according to the shape of the target distribution). In the vocabulary of data compression, an ansatz may be more fitted to capturing the specific structure of a given data set. This argument is implied in Ref. [8] from the effect of different target distribution shapes on the training performance.

In our case, nonetheless, we aim at an agnostic perspective on the data structure so that we ignore the (possibly favorable) link between the ansatz and the target distribution shape. The way we label samples reflects this approach, as we discuss in Section 4.2.
4. Results

Let us denote the target distribution with \{p_i\}, and the approximate distribution achieved by the qGAN with \{\tilde{p}_i\}. The generator (Figure 1a) produces a quantum state \(\sum_{i=0}^{N-1} x_i |i\rangle\) whose amplitudes \{x_i\} are interpreted as the analog encoding of the square root of the approximate probabilities \{\tilde{p}_i\}. This way, if the state is measured, \(i\) is obtained with probability \(|x_i|^2 = \tilde{p}_i\): in other words, the distribution of circuit measurements equals the approximate distribution. The discriminator (Figure 1b) is a classical neural network that labels a sample as true or fake, according to its ability to discriminate the target data set from the generated data set.

The training of our qGAN (Figure 1c) is performed in epochs. During each epoch, the data sampled from the target distribution are randomly split into batches. For each epoch and batch, fake data are generated by applying the generator with its current parameters and measuring the output state multiple times, then one step of the discriminator training and one step of the generator training occur. The discriminator training algorithms perturbs the discriminator parameters in order to obtain an updated set of parameters that better discriminate true from generated data. The generator training, instead, perturbs the generator parameters, measures multiples samples from the quantum state for each new parameter set, and obtains the labels of such samples by the discriminator so as to identify the generator parameters that most confuse the discriminator. Afterwards, the loop restarts with a new batch. As epochs go by, if the training is convergent, the discriminator learns to identify generated data, while the generator improves its ability to reproduce the reference data. At the end of the training, the generator quantum circuit produces a state distributed approximately like the target distribution.

The choice of the updated parameters for both the discriminator and the generator is made by an optimizer that searches for the descent direction of an objective function. Multiple objective functions can be used in GANs [12]. Following the example of previous qGAN implementations [8], we adopt the so-called non-saturating loss, designed to avoid the effect of insufficient gradient of the generator, which can be observed in the simplest minimax formulation [12].

4.1. Design of the Generative Quantum Circuit Network

In line with the prior art, the ansatz of the generative network is layered, alternating single-qubit rotations with entanglements (see Figure 1d). As far as rotations are concerned, we take RY gates since they map real amplitudes to real amplitudes. As we want to load probability densities which are real numbers, we can restrict ourselves to explore quantum states with real amplitudes only, instead of spanning a broader, complex-valued manifold.

In terms of entanglement gates, following previous literature [8], we use cZ gates. In the entanglement layers we arrange c2s in a circular fashion: this means applying cZ gates between \(j\)-th and \((j+1)\)-th qubits, where the \(j\)-th is the control qubit, for all \(j = 0, ..., n - 1\) and also between the \((n-1)\)-th and 0th.

Given the said choice of the entanglement layer, testing the circuit for \(n = 2\) qubits only is trivial since cZ(0, 1)cZ(1, 0) = I and the whole circuit reduces to single-qubit rotations.

Here, the free hyper-parameter for the ansatz is the number \(k\) of layers of rotations and entanglements, known as the number of repetitions. A circuit with \(k\) repetitions has 1 initial rotation layer, plus \(k\) entanglement and rotation layers, resulting in \((k+1)n\) parameters to be trained, which correspond to the rotation angles.
The training of a qGAN alternates the training of the generator and of the discriminator. The generator training has access to both the generator and the discriminator, but not to true data. Conversely, the discriminator training has no direct access to the generator, as it works by comparing generated data with true data. Quantum data are marked by a Bloch sphere. (a) In the case of a qGAN, the generator is an ansatz parametric quantum circuit. It produces a quantum state, in which squared amplitudes encode approximate probabilities. After measurement $\mu$, it produces samples according to approximate probabilities. (b) A discriminator is a neural network that labels a sample as true or fake. (c) The training of a qGAN alternates the training of the generator and of the discriminator. The generator training has access to both the generator and the discriminator, but not to true data. Conversely, the discriminator training has no direct access to the generator, as it works by comparing generated data with true data. Quantum data are marked by a Bloch sphere. (d) The ansatz is a layered quantum circuit based on qubits. Here, the ansatz for the case of $n = 3$ qubits and $k = 2$ repetitions is shown. Rotation layers are composed of $RY$ gates, while entanglement layers are made of $cZ$. (e) The discriminative network is a classical deep neural network with two hidden layers. Activation functions are Leaky ReLU for the intermediate nodes, and a sigmoid for the output.
4.2. Design of the Classical Discriminative Deep Neural Network

The discriminative network takes one sample in input at a time, and returns a number between 0 and 1, which aims at indicating how likely the sample is to have been drawn from the generated distribution rather than from the target discretized one.

Suppose the target distribution has \( d \) dimensions, then one sample can be represented as a \( d \)-tuple \((l_1, \ldots, l_d)\), where \( l_j \) is a label in \( \{0, 1, \ldots, 2^n\} \) and \( n_j \) is the number of qubits used to represent the \( j \)-th dimension. In previous implementations, labels \( l_j \) were fed to the discriminator, which then had \( d \) input nodes. In our case, conversely, each individual qubit is an input node such that we end up with a much bigger input layer of \( 2^n \) nodes, where \( n = \sum n_j \). Such choice is agnostic to the data structure, as it removes the implicit assumption that the most significant digits in the labels should have a stronger effect on the network. On the other side, it induces a higher cost in terms of training time, since the input layer of the discriminator has more nodes than that adopted in literature. This choice should be reconsidered when the number of qubits grows to validate if the training time remains sustainable.

As a consequence of the aforementioned choice, we treat univariate and multivariate distributions alike. More explicitly, take any integer \( a \), and consider two different distributions, \( X \) and \( Y \). The former is a univariate (i.e., \( d = 1 \)) ranged in \( \{0, \ldots, 2^a - 1\} \), namely \( n_1 = a \). The latter, instead, is a multivariate with \( d = a \) dimensions, each ranged in \( \{0, 1\} \) (i.e., \( n_1, \ldots, n_d = 1 \)). Additionally, assume that \( X \) and \( Y \) have the same probabilities, in the following sense: for all \( l \in \{0, \ldots, 2^a - 1\} \), let \( p_X(l) = p_{Y(l_1, \ldots, l_d)}([l]_1, \ldots, [l]_d) \), where \([l]_j\) represents the \( j \)-th digit of \( l \) as a binary string. Under these conditions, the two distributions are trained and loaded in the same manner by our qGAN.

Following the approach of Ref. [8], the network has two hidden layers with \( H_1 \) and \( H_2 \) nodes, respectively (see Figure 1e). Activation functions are Leaky ReLU for the intermediate nodes, and a sigmoid for the output.

4.3. Optimization of the qGAN Accuracy and Comparison with Benchmarks

To improve the fit of the generated distribution, in addition to the modification of the discriminator design described in Section 4.2, we also fine-tuned the hyper-parameters of the optimizer. Such an objective is achieved through an extensive testing campaign, extensively detailed in Appendix A. The main outcome for \( n = 3 \) qubits is that a high accuracy can be obtained with the Adam AMSGRAD optimizer with a discriminator learning rate of \( 10^{-3} \) (see Figure A4), and a generator learning rate between \( 5 \times 10^{-4} \) and \( 10^{-3} \) (see again Figure A4). The beta parameters of the optimizers can be chosen to be \((\beta_1, \beta_2) = (0.7, 0.99)\) for both the discriminator and the generator (compare Figures A4 and A5). Under such conditions, the discriminator size—given by the number \( H_1 \) and \( H_2 \) of nodes in the two hidden layers—does not influence the result substantially as far as both \( H_1 \) and \( H_2 \) are greater or equal to the critical value of 8 (see Figure A2). An appropriate number of shots is \( s = 2000 \) (see Figure A6). These results are obtained by means of the \( \chi^2 \) test for goodness of fit, as motivated in Section 5.2.

Results of the training with such hyper-parameters are shown in Figure A3, where we calculate two other metrics, namely the Kolmogorov–Smirnov statistic and the relative entropy, for comparison with prior art (we refer to Table I in [8]). For both metrics, lower values mean a better performance. In conditions similar to ours, namely a 3-qubit log-normal target distribution and \( k = 1 \) layers, with random initialization, the previous benchmark was \( \mu_{KS} = 0.0821 \) and \( \mu_{RE} = 0.0916 \), with deviations \( \sigma_{KS} = 0.0466 \) and \( \sigma_{RE} = 0.0678 \). By picking instead the best initialization strategy therein proposed, which was the ‘uniform’ initialization in the specific case, the previous paper achieved \( \mu_{KS} = 0.0522 \) and \( \mu_{RE} = 0.0454 \), with deviations \( \sigma_{KS} = 0.0214 \) and \( \sigma_{RE} = 0.0856 \). Such results were obtained with a discriminator size of \((H_1, H_2) = (50, 20)\). In contrast, with an even smaller discriminator size of \((H_1, H_2) = (8, 8)\), we can get \( \mu_{KS} = 0.0296 \) and \( \mu_{RE} = 0.0082 \), with lower deviations \( \sigma_{KS} = 0.0149 \) and \( \sigma_{RE} = 0.0071 \), giving an improvement of 64% in the KS against the similar case, and of 43% against the best case. We also prove consistency of
such a result when modifying the discriminator size (see Figure A3), with an average result of $\mu_{KS} = 0.0299$ and $\mu_{RE} = 0.0123$, and deviations of $\sigma_{KS} = 0.0183$ and $\sigma_{RE} = 0.0313$.

Appendix A also contains the hyper-parameter tuning for the SPSA optimizer and the case of $n = 4$ qubits. For such cases, though, there are no benchmarks in the literature, to the best of our knowledge.

All the simulations were obtained with a lognormal target distribution and with the design of the ansatz described in Section 4.1. Therefore, our results are contextual to such choices. Nonetheless, no previous work showed a specific favorable link between the lognormal distribution and our ansatz, nor is such a link implied by any simple theoretical argument. So, we can expect our result to be representative of the general case.

4.4. Trade-Off between Accuracy and Training Time: The Effect of the Optimizer and of Other Hyper-Parameters

Now let us analyze the trade-off between solution accuracy and training time. We focus our analysis on the simple case of 3 qubits, while we discuss in Section 5.4 that an asymptotic study of the performance needs some key assumptions on the respective scaling of involved variables. Such assumptions require a testing campaign for multiple, high values of $n$, that is not feasible for the state of the art, given the practical limits of simulators and the scarcity of available computing time on quantum devices.

Figure 2 visualizes the trade-off between training complexity on one side, and accuracy on the other side, for a 3-qubit training problem. The former is expressed through a complexity cost function, representing the number of elementary operations performed. It is calculated according to Equations (8) and (9) given in Section 5.4, with some additional simplifications: (a) we discarded the optimizer-specific multiplicative constants, namely $C_{\text{Adam}}$ and $C_{\text{SPSA}}$, that express the number of evaluations of the objective function performed in each direction explored by the optimizer in each training step; (b) we discarded the number $b$ of batches in which the training set is split during each training epoch, as we assume it to be fixed, and therefore a multiplicative constant as well; (c) we dropped the quantum training cost of the discriminator $c_{\text{discr train}}^q$ from Formula (9) since it never dominates the quantum training cost of the generator $c_{\text{gen train}}^q$. Accuracy, instead, is measured by the $p$-values of a $\chi^2$ test for goodness of fit, as discussed in Section 5.2. The values are calculated for five different scenarios, summarized in Table 2 and further detailed in Table A2.

It is clear from the figure that a longer training time in a single run, does not directly imply better accuracy. Indeed, a longer training on a single shot simply means that the optimizer had to explore a wider space before reaching convergence, which may be due only to an unfavorable random initialization.

The figure should be better read under another lens: it is of interest to identify whether a scenario (namely, a set of hyper-parameters) has an effect in terms of the training time and achieved quality in its average run. A trade-off is realized when one dimension improves and the other worsens. Figure 2a shows that the increase in the discriminative network size (case b) implies a significant cost overhead in the classical computation, but no relevant quality improvement, compared to the baseline case a, so a appears certainly preferable to b. In Figure 2b,c, we can observe the effect—visible but not dramatically so—of a sub-optimal choice of the learning rate (case c). Again, a is preferable to b. We can also notice that an increase in the number of shots (case d) does not have a major impact on the classical computational cost: in other words, the increased time spent in each epoch is balanced by a reduced number of epochs necessary to achieve convergence. Case d is preferable to a in terms of the quantum training cost.
Finally, we can compare the performance of two optimizers: namely, Adam AMSGRAD, which is a widely used [8] gradient-based technique, and SPSA, which is a gradient-free method. The latter is potentially faster, as it does not need to calculate the complete gradient, thus requiring significantly fewer evaluations of the circuit when the number of ansatz parameters grows (see Section 5.4). Unfortunately, after our testing campaign, we conclude that the faster convergence of SPSA comes at the cost of an accuracy of the solution that is hardly acceptable under our metrics. In Figure 2b,c, we represented through case e the adoption of SPSA in the generator, keeping Adam for the discriminator. We show that the quantum cost of SPSA is lower in case e, compared to a, but the quality of the output is dramatically degraded. Notably, the classical cost increases, as the number of epochs before convergence is higher. We did not include in the Figure the case of SPSA in the discriminator, or SPSA in both the generator and the discriminator, as they achieve even worse accuracy. The interested reader can refer to Appendix A for these additional cases, as well as for a more detailed analysis of all the hyper-parameters.

In conclusion, with the Adam optimizer, the hyper-parameters do not exhibit any trade-off between accuracy and training time, as each hyper-parameter mostly affects one of them. Vice versa, there is a trade-off between Adam and SPSA, in the sense that Adam provides highly accurate results, whilst the latter is faster in terms of quantum training.

Table 2. Test cases used in Figure 2. More details can be found in Table A2.

| Case          | n  | k  | $H_1$ | $H_2$ | Generator               | Discriminator               | Shots |
|---------------|----|----|-------|-------|-------------------------|-----------------------------|-------|
| a. Baseline   | 3  | 1  | 8     | 8     | Adam, lr = $10^{-3}$, $\beta_1 = 0.7$, $\beta_2 = 0.99$ | Adam, lr = $10^{-3}$, $\beta_1 = 0.7$, $\beta_2 = 0.99$ | 2000  |
| b. Big discriminator size | 3  | 1  | 128   | 128   | Adam, lr = $10^{-3}$, $\beta_1 = 0.7$, $\beta_2 = 0.99$ | Adam, lr = $10^{-3}$, $\beta_1 = 0.7$, $\beta_2 = 0.99$ | 2000  |
| c. Low generator learning rate | 3  | 1  | 8     | 8     | Adam, lr = $0.5 \times 10^{-3}$, $\beta_1 = 0.7$, $\beta_2 = 0.99$ | Adam, lr = $10^{-3}$, $\beta_1 = 0.7$, $\beta_2 = 0.99$ | 2000  |
| d. Many shots | 3  | 1  | 8     | 8     | Adam, lr = $10^{-3}$, $\beta_1 = 0.7$, $\beta_2 = 0.99$ | Adam, lr = $10^{-3}$, $\beta_1 = 0.7$, $\beta_2 = 0.99$ | 8000  |
| e. SPSA in generator | 3  | 1  | 8     | 8     | SPSA, lr = 0.01, perturbation = 0.1 | Adam, lr = $10^{-3}$, $\beta_1 = 0.7$, $\beta_2 = 0.99$ | 2000  |

4.5. Isolation of the Best Runs

When repeating the training of a qGAN multiple times, one obtains different results, according to the different random initialization of the training process, as detailed in Section 5.2. As expected, the optimization does not always reach the global optimum but
gets often stuck in local sub-optima. As a consequence, if we measure the $p$-value of the $\chi^2$ test (which is our key measure for goodness of fit; refer again to Section 5.2) after many training processes, we obtain different values.

A key finding of our testing campaign on Adam AMSGRAD for 3 qubits is that there is no continuum in the $p$-values obtained after training. On the contrary, the best runs concentrate around a $p$-value of 0.9, with some tails as low as 0.8, and are well isolated from the other runs, which achieve values below 0.6 (see Figures A2f, A4f and A5f).

Therefore, in order to achieve a high quality approximation, it is more important to try many initial configurations, rather than training only one very carefully. Indeed, perturbations of the optimal hyper-parameters do not affect results as dramatically as the initial conditions or the choice of the optimizer do (Appendix A).

The phenomenon is the result of an intrinsic characteristic of the training problem, not previously reported, to the best of the authors’ knowledge. Better understanding the reason of such behavior may provide insights for a more effective choice of the initial parameters, or for the early discarding of ill choices. We conducted a preliminary study detailed in Appendix B that suggests that an elbow in the parameters before convergence likely means optimality, while sub-optimal runs have either slow or oscillatory convergence, or residual dynamics after convergence (see Figure A14).

The isolation was observed with clarity under specific conditions: the optimizer Adam AMSGRAD, $n = 3$ qubits, the lognormal target distribution, and the ansatz design illustrated in Section 4.1. Our tests on other optimizers and number of qubits do not allow us to either accept nor reject with confidence the generality of the behavior.

5. Methods

The current section collects the methods applied to obtain results. Much of the design follows Ref. [8], so for clarity, we anticipate here the key differences. We define the concept of converging run, which was absent in the previous paper and we mostly resort to the $\chi^2$ test for assessing the solution quality instead of the Kolmogorov–Smirnov statistic. We test the behavior of the SPSA optimizer in addition to Adam AMSGRAD and we modify the design of the discriminative network, as explained in Section 4.2. Finally, we conduct a broader testing campaign on the hyper-parameters, and study their influence on the converging rate, on the output accuracy, and on the computational cost.

5.1. Testing Conditions

We conduct our tests through the ‘Qiskit’ library [52]. Qiskit allows for the circuits to be run on different device types: (a) the statevector simulator, which can compute the exact state resulting after the circuit application, under perfect conditions, (b) the noiseless simulator, which emulates the circuit behavior in ideal conditions, but applies a number of measurements according to the number of shots provided, thus resulting in an approximate knowledge of the circuit output, (c) the noisy simulators, which apply a noise model whenever gates are executed, and (d) real hardware, typically resorting to the devices provided by IBM in cloud.

Preliminary tests highlight a significant difference in the convergence behavior of the training process, between the results obtained on the statevector simulation compared to the noiseless simulation since the approximation induced by a finite number of measurements gives stronger oscillations to the neural network and forces to consider bigger neighborhoods of the network parameters for the evaluation of gradient to avoid local flatness. Vice versa, the difference between noiseless and noisy simulators is negligible. Such an observation can be explained with the resiliency of neural networks to noise, and with the shallow depth of our circuits. The execution time, nonetheless, is much higher in noisy simulations, due to the need to artificially reproduce noise in the simulator. The execution of extensive testing campaigns of hybrid algorithms on quantum hardware is difficult at the current state of the art due to the long delay required to connect to the backends. Provided such considerations, our training process is carried on the noiseless simulator, which provides
the best trade-off in terms of execution time versus result significance, for our purposes, at the time of writing.

We test the training of a univariate lognormal with parameters $\mu = 1$ and $\sigma = 1$, discretized in $2^n$ bins in the domain $[0, 8]$. The choice of the lognormal is inherited from prior work [8], and it is motivated by its usefulness in the financial domain. A univariate distribution allows for direct comparison with previous literature, and at the same time, does not imply a loss in generality since our design of the discriminator makes the training of the univariate fully equivalent to that of a multivariate, as explained in Section 4.2.

The training set is made of 20,000 samples, which decreases after binning, since tails are trimmed. This way, we obtain around 17,200 samples, which is the number $S$ of samples that we use to feed the training.

Before applying the ansatz, the circuit is prepared to the initial state $|0\rangle^\otimes n$. In each epoch, following once again the approach of Ref. [8], the training data set is shuffled and split into batches. We take the batch size of 2000, namely around one tenth of the data set size.

Each quantum circuit is evaluated on $s$ shots, as indicated in Table A1, in order to properly account for the statistical nature of measurement.

5.2. Run Evaluation

In our testing campaign, described in Appendix A, we execute many different simulations. Every test is repeated 10 times to ensure robustness of the outcomes. Therefore, the 10 simulations differ for the random initialization of the generator parameters of the discriminator parameters and of all randomized behaviors in the optimizers (seed, batching, etc.). The metrics of each run are calculated individually and then aggregated among the 10 runs, giving rise to an average-case result and a best-case result.

Indeed, let us emphasize that independent runs obtained with the same hyper-parameters are far from being uniform in terms of training results, as shown in Appendix A. Nonetheless, an appropriate choice of the hyper-parameters increases the probability of obtaining better outcomes.

In order to assess a single run, we have to address two key aspects: (a) We must ensure that the training process comes to convergence before reaching the end of the available training epochs, and this means that we need a formal definition for training convergence. (b) We also need to measure the quality of the output and compare it to a fixed threshold, which is our acceptable precision.

Let us start by discussing the convergence. Due to the randomness of the input data, it is expected and a priori acceptable to have oscillations in the solution. What we need to check is that oscillations happen around a target value, and there is no substantial movement of any parameter in a given direction (see Figure 3b–d). A run converges to a local solution in $j$ epochs, if all the generator parameters are substantially stable for a given number $m$ of epochs after $j$. Based on that, we can provide the definition of convergence: let $M$ be the total number of epochs in our test, then for each parameter and for each candidate epoch $j$ starting from 0 and increasing, we make a linear regression along the $m = M/200$ subsequent epochs and check whether the absolute value of the line slope is controlled by $1/10$ of the generator learning rate. If so, we find $j$ (when the learning rate is variable, we check the slope is controlled by $10^{-4}$, which is consistent with the baseline learning rate of $10^{-3}$). Notice that we deliberately neglect to verify the convergence of the discriminator parameters, because our core objective is obtaining the generator parameters only, as they contain the representation of the approximated distribution. In other words, we accept an under-determined discriminator, as long as it is able to drive the generator to convergence.
Figure 3. Different training processes, obtained with different hyper-parameters and different initial random conditions. In all plots, the horizontal axis represents training time. In the top plots, each color is related to a value of the discretized random variable, the lines represent the probability density of the generated distribution, and the circles on the right represent the target distribution. In the bottom plots, the evolution of the ansatz parameters during the training. Vertical dashed lines mark the convergence epoch \( j \), according to our convention. More details on how runs are generated can be found in Table A3. (a) A divergent run: parameters (in the bottom plot) do not stabilize. (b) A convergent run, with strong oscillations in the generator parameters and in the resulting distribution. (c) A convergent run, with poor solution quality: in the top plot, e.g., the red line and blue line are far from the target circles. (d) A convergent run achieving a good quality of the solution.

The second topic is the quality of the solution: indeed, a convergent run may still find a bad approximation of the target distribution (see Figure 3c), either due to the optimizer finding a sub-optimal solution, or due to the ansatz not reaching any point close enough to the target. As said in Section 5.1, the training process is performed on a noiseless simulator. Nonetheless, after completing the training, we measure the quality of the solution by evaluating the circuit with the trained parameters on a statevector simulator such that we remove the effect of a finite number of measurements. The topic of selecting evaluation metrics for GANs is open and broadly discussed [12]. For our purposes, we evaluate the quality of the solution by performing a \( \chi^2 \) test, for goodness of fit. We choose the \( \chi^2 \) test instead of the Kolmogorov–Smirnov test used in previous literature [8], as it is more representative for discrete variables with a small number of domain buckets, and more easily exportable to multivariates. We also run the Kolmogorov–Smirnov test for comparison with prior work in Section 4. Since we are looking for approximate solutions, the target distribution is not exactly the trained distribution, and if a \( \chi^2 \) test is run with a huge sample size, one will certainly discriminate them and reject the null hypothesis. On the contrary, being able to well approximate a distribution means making it hard to discriminate the generated distribution from the target one, when looking at a relatively small, fixed number \( s \) of samples. Figure 4 shows that the \( \chi^2 \) test gets easily confused when the number of samples is small, and improves at discriminating when the sample size grows. For the experiments in Section 4, we calculated the \( p \)-value based on a 2-sample test where we used the full sample \( S \) of around 17,200 values for the target distribution and a size \( s = 1024 \) for the generated distribution by recurring to the ‘scipy’ implementation [53].
The second topic is the quality of the solution: indeed a convergent run may still find a bad approximation of the target distribution (see Fig. 3c), either due to the optimizer finding a sub-optimal solution, or due to the ansatz not reaching any point close enough to the target. As said in Subsection 4.1, the training process is performed on a noiseless simulator. Nonetheless, after completing the training, we measure the quality of the solution by evaluating the circuit with the trained parameters on a statevector simulator, so that we remove the effect of a finite number of measurements. The topic of selecting evaluation metrics for GANs is open and broadly discussed [12]. For our purposes, we evaluate the quality of the solution by performing a $\chi^2$ test, for goodness of fit. We choose the $\chi^2$ test instead of the Kolmogorov-Smirnov test used in previous literature [8], as it is more representative for discrete variables with a small number of domain buckets, and more easily exportable to multivariates. We also run the Kolmogorov-Smirnov test for comparison with prior art, in Section 3. Since we are looking for approximate solutions, the target distribution is not exactly the trained distribution, and if a $\chi^2$ test is ran with a huge sample size, one will certainly discriminate them and reject the null hypothesis. On the contrary, being able to well approximate a distribution means making it hard to discriminate the generated distribution from the target one, when looking at a relatively small, fixed number of samples. Fig. 4 shows that the $\chi^2$ test gets easily confused when the number of samples is small, and improves at discriminating when the sample size grows. For the experiments in Section 3, we calculated the $p$-value based on a 2-sample test where we used the full sample $S$ of around 17,200 values for the target distribution, and a size $s = 1024$ for the generated distribution, by recurring to the 'scipy' implementation [48].

Figure 4. The $\chi^2$ test conducted to test the null hypothesis of the generated distribution to be independent and identically distributed like the target distribution. The plot is created by testing samples taken from the same generated distribution against the same target distribution, and varying the number of samples $s$.

5.3. Objective Function and Optimizers

We study the training process with two different optimizers, the Adam AMSGRAD and the SPSA. The former is used as a benchmark, following Ref. [8], while the latter is particularly interesting, as it is a gradient-free optimizer.

Gradient-free optimizers are becoming popular in quantum computing [54,55]. On one side, they promise to mitigate the barren plateau effect [56–59], even if their actual ability to overcome such a problem is still debated [60]. Moreover, they require fewer evaluations of the objective function when the dimension is high (see Section 5.4), suggesting a potential benefit in terms of training times (discussed in Section 4.4 for the qGAN problem).

More specifically, we resort to the Adam AMSGRAD optimizer provided by Qiskit for the discriminator, while we use its implementation in Pytorch ([61]), which is linked into Qiskit itself, for the discriminator. As far as SPSA is concerned, we exploit the Qiskit version.

The most relevant hyper-parameters of Adam AMSGRAD that affect performance are the learning rate, $\beta_1$ and $\beta_2$, while those of SPSA are the learning rate and the perturbation factor.

5.4. Estimating Complexity

When measuring computational complexity, two different processes have to be considered: the training process, which is performed once for a given distribution, and the process of loading data into a quantum computer through previously trained parameters, which can be performed multiple times for the same distribution, depending on the subsequent use of the loaded data. In this subsection, we derive an estimate for both the loading and the training costs.
First of all, let us call $c_{\text{gen eval}}^q$ the cost of evaluating the ansatz, namely, running the ansatz circuit once with the given parameters. We measure the computational complexity of quantum circuits in terms of circuit depth such that we obtain

$$c_{\text{gen eval}}^q = n(k + 1) + 1,$$

where $n$ is the number of qubits, and $k$ the number of repetitions, defined in Section 4.1. The superscript $q$ indicates that the cost is due to quantum operations.

The complexity of loading approximate data into the quantum computer with a qGAN is, by definition,

$$c_{\text{load}}^q = c_{\text{gen eval}}^q.$$ (2)

The training complexity is the number of operations required to obtain the approximately optimal generator parameters. The training process involves both classical and quantum computations. Indeed, the basic building blocks of the process are the execution of the ansatz on the quantum side, whose complexity equals $c_{\text{gen eval}}^q$ and the evaluation of the discriminative network on the classical side at a cost which is essentially given by amount of matrix–vector multiplications, namely,

$$c_{\text{discr eval}}^c = nH_1 + H_1H_2 + H_2,$$ (3)

where $H_1$ and $H_2$ are the number of nodes in the hidden layers, as usual.

During each epoch, and for each batch, a training step of the generator and a training step of the discriminator are performed. Indeed, the generator and discriminator parameters are updated by the optimizer, according to the descent direction.

Each generator training step requires the quantum circuit to be evaluated multiple times, depending on the optimizer. Ref. [55] shows that the number of evaluations is constant for SPSA and scales linearly with the number of parameters for gradient-based methods, which is $n(k + 1),

$$c_{\text{gen train}}^q = \begin{cases} 
C_{\text{SPSA}} \cdot s \cdot c_{\text{gen eval}}^q & \text{for SPSA} \\
C_{\text{Adam}} \cdot [n(k + 1)] \cdot s \cdot c_{\text{gen eval}}^q & \text{for Adam},
\end{cases}$$ (4)

where the constant $C_{\text{optimizer}}$ is a characteristic of the optimizer used by the generator, and $s$ is the number of shots of the quantum circuit. For each generator training step, the discriminator must be evaluated too, giving rise to a classical cost

$$c_{\text{gen train}}^c = \begin{cases} 
C_{\text{SPSA}} \cdot c_{\text{discr eval}}^c & \text{for SPSA} \\
C_{\text{Adam}} \cdot [n(k + 1)] \cdot c_{\text{discr eval}}^c & \text{for Adam}.
\end{cases}$$ (5)

During the discriminator training, instead, the generator is evaluated just once during each training step, independently, on the number of evaluations of the discriminator such that the the quantum cost is simply

$$c_{\text{discr train}}^q = s \cdot c_{\text{gen eval}}^q$$ (6)

Therefore, the complexity is essentially that of a usual classical training step for a feed-forward network with $nH_1 + H_1H_2 + H_2$ parameters, namely,

$$c_{\text{discr train}}^c = \begin{cases} 
C_{\text{SPSA}} \cdot c_{\text{discr eval}}^c & \text{for SPSA} \\
C_{\text{Adam}} \cdot [nH_1 + H_1H_2 + H_2] \cdot c_{\text{discr eval}}^c & \text{for Adam}.
\end{cases}$$ (7)

Therefore, by multiplying by the number of steps, which is the number $b$ of batches times the number $j$ of epochs to reach convergence, we obtain that the total training cost is essentially
Equations (2), (8), and (9) fully describe the loading and training complexity through qGANs. An asymptotic study of such quantities would require assumptions on the scaling of $k$, $H_1$, $H_2$, and $j$ as functions of $n$, as well as the identification of the bottleneck, either in the classical or in the quantum processing. Unfortunately we cannot infer similar information after our study, as we necessarily focused on small values of $n$ due to technological constraints.

6. Conclusions

To conclude, we improved the state-of-the-art accuracy of approximate distributions obtained after the qGAN training by means of a fine tuning of the hyper-parameters, as well as by adjusting the discriminator network. We discussed the choice of two different optimizers, showing that SPSA achieves faster convergence at the cost of a loss in accuracy, which we consider insufficient according to our metrics, as the $p$-values obtained for 3 qubits are always below 0.5 when SPSA is applied in the generator and below 0.001 when it is applied to the discriminator, while Adam achieves values over 0.95. The increase in the number of qubits implies a significant decrease in the accuracy measured by the $\chi^2$ test for goodness of fit. The random initial parameters for training strongly affect the ability to reach an optimal rather than a sub-optimal accuracy. Indeed, attempting the training multiple times with different initial parameters is a major strategy to reach satisfactory outcomes, and is even more important than fine tuning the hyper-parameters. We also highlighted a peculiar phenomenon of a net separation of the runs achieving optimal accuracy, whose $p$-values are clustered far away from sub-optimal runs, and provided a first qualitative analysis, suggesting that an elbow in parameters before convergence could be an indicator of an optimal run, while slow, oscillatory behaviors are likely symptoms of sub-optimal runs. Our improved results were achieved by means of a testing campaign, as well as a slight redesign of the discriminative network. The modification of the discriminator also allowed us to treat univariate and multivariate distributions similarly, thus giving value to our study in the context of multivariates.

Given the relatively small size of the problem we could test, we necessarily focused on memorization (the ability to fully replicate a data set), rather than generalization (the ability to produce data that resemble those in the training data set, producing realistic but unseen data). It is known for classical GANs that memorization is harder than generalization and generally discouraged [12,62].

As a consequence, natural research paths for the future are the validation of the results with a higher number of qubits and a scaling study.
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Appendix A. Tuning a qGAN

When trying to implement a qGAN for a specific application, one needs to identify the ‘optimal’ setting so that the trained circuit closely approximates the target distribution. Here, optimality is defined at least by two conflicting metrics: training time and approximation quality. On one hand, the training should be as fast as possible, meaning that a high probability of convergence is targeted, together with a low number of convergence epochs \( j \). On the other hand, the generated distribution should resemble the original one as closely as possible, so we want a high \( p \)-value for accepting the trained circuit. The testing policies and metrics are defined more precisely in Section 5 and particularly in Section 5.2.

Appendix A.1. Summary of Choices and Tunable Degrees of Freedom

The generator and discriminator size are levers that affect the training process quality. The number \( n \) of qubits impacts on the input size of the discriminator and the output of the generator. As discussed in Section 4.1, the generator is a quantum circuit composed by two types of layers (see Figure 1d). In a rotation layer, single-qubit rotations with free parameters are applied to all qubits. In an entanglement layer, selected qubits are coupled through entangling gates. Rotation layers and entanglement layers follow one another multiple times, so that the generator size is driven by the number \( k \) of repetitions. The discriminator instead is a classical neural network, with two hidden layers (see Section 4.2). Its size depends on the number of nodes \( H_1 \) and \( H_2 \) in the hidden layers.

As a consequence, in order to tune the setting of a qGAN for a given target data set, one wants to study the optimal \( j, k, H_1 \) and \( H_2 \) by varying \( n \). As well as in classical machine learning, the training of a qGAN requires the execution of a training algorithm, which is a classical optimizer, in line with the state of the art [46]. This means that the results are strongly affected by the choice of the optimizer, both in terms of quality and time. Therefore, we must care about the optimizer used and its main hyper-parameters: specifically, the learning rates and betas for the Adam AMSGRAD optimizer, and the learning rate and perturbation for the SPSA optimizer, respectively. Lastly, given the probabilistic nature of quantum measurements, the number of shots \( s \) (that is, the number of executions of the quantum circuit) affects the result, as well. Refer to Section 5.3 for more details.

Appendix A.2. The Testing Campaign

The tuning of the qGAN is performed through a testing campaign, articulated in different test sets. Each test set is characterized by some fixed settings and some free hyper-parameters: for instance, test set A performs a sensitivity analysis of the generator and discriminator learning rates for the 3 qubit case, while keeping fixed the optimizers and the network size, as well as the number of maximum allowed epochs and the number of shots. Each test set, then, is composed of multiple test cases: in the example of test set A, a specific test case has \( \text{lr}_{\text{gen}} = 0.001 \) and \( \text{lr}_{\text{discr}} = 0.001 \). Finally, each test case is repeated 10 times, so that the 10 runs differ by various choices of the random seed, affecting the starting initialization of the network parameters, the random behavior of the optimizers and the randomness of simulated quantum measurements.

The list of the main test sets is contained in Table A1 and commented in the remainder of the section.
Table A1. The enumeration of the most relevant tests. Every test set provides a sensitivity analysis over some parameters, marked with a star (*) in the table.

| Test Set | n | k | \(H_1\) | \(H_2\) | Generator Optimizer | Discriminator Optimizer | Max Epochs | Shots |
|-----------|---|---|-------|-------|---------------------|-------------------------|------------|-------|
| A         | 3 | 1 | 8     | 16    | Adam, lr = *, \(\beta_1 = 0.7, \beta_2 = 0.99\) | Adam, lr = *, \(\beta_1 = 0.7, \beta_2 = 0.99\) | 2000       | 2000  |
| B         | 3 | 1 | *     | *     | Adam, lr = \(10^{-3}\), \(\beta_1 = 0.7, \beta_2 = 0.99\) | Adam, lr = \(10^{-3}\), \(\beta_1 = 0.7, \beta_2 = 0.99\) | 2000       | 2000  |
| C         | 3 | 1 | *     | *     | Adam, lr = \(0.5 \times 10^{-3}\), \(\beta_1 = 0.7, \beta_2 = 0.99\) | Adam, lr = \(10^{-3}\), \(\beta_1 = 0.7, \beta_2 = 0.99\) | 2000       | 2000  |
| D         | 3 | 1 | *     | *     | Adam, lr = \(0.5 \times 10^{-3}\), \(\beta_1 = 0.9, \beta_2 = 0.99\) | Adam, lr = \(10^{-3}\), \(\beta_1 = 0.9, \beta_2 = 0.99\) | 2000       | 2000  |
| E         | 3 | 1 | 8     | 8     | Adam, lr = \(10^{-3}\), \(\beta_1 = 0.7, \beta_2 = 0.99\) | Adam, lr = \(10^{-3}\), \(\beta_1 = 0.7, \beta_2 = 0.99\) | 2000       | *     |
| F         | 3 | 1 | 8     | 8     | SPSA, lr = *, perturb = * | Adam, lr = \(10^{-3}\), \(\beta_1 = 0.7, \beta_2 = 0.99\) | 10000      | 2000  |
| G         | 3 | 1 | 8     | 8     | SPSA, lr = \(10^{-3}\), perturb = \(10^{-2}\) | Adam, lr = \(10^{-3}\), \(\beta_1 = 0.7, \beta_2 = 0.99\) | 10,000     | *     |
| H         | 3 | 1 | 8     | 8     | Adam, lr = \(10^{-3}\), \(\beta_1 = 0.7, \beta_2 = 0.99\) | SPSA, lr = *, perturb = * | 10,000     | 2000  |
| I         | 3 | 1 | 8     | 8     | Adam, lr = \(10^{-3}\), \(\beta_1 = 0.7, \beta_2 = 0.99\) | SPSA, lr = \(10^{-3}\), perturb = \(10^{-2}\) | 10,000     | *     |
| J         | 4 | 1 | *     | *     | Adam, lr = \(10^{-3}\), \(\beta_1 = 0.7, \beta_2 = 0.99\) | Adam, lr = \(10^{-3}\), \(\beta_1 = 0.7, \beta_2 = 0.99\) | 2000       | 2000  |
| K         | 4 | 1 | 32    | 16    | Adam, lr = *, \(\beta_1 = 0.7, \beta_2 = 0.99\) | Adam, lr = *, \(\beta_1 = 0.7, \beta_2 = 0.99\) | 2000       | 2000  |
| L         | 4 | 1 | 32    | 16    | Adam, lr = \(10^{-3}\), \(\beta_1 = 0.7, \beta_2 = 0.99\) | Adam, lr = \(10^{-3}\), \(\beta_1 = 0.7, \beta_2 = 0.99\) | 2000       | *     |

Table A2. Test cases used in Section 4.4 are selected from tests in Table A1.

| Case | Originating Test Set |
|------|----------------------|
| a. Baseline | B with \((H_1, H_2) = (8, 8)\) |
| b. Big discriminator size | B with \((H_1, H_2) = (128, 128)\) |
| c. Low generator learning rate | C with \((H_1, H_2) = (8, 8)\) |
| d. Many shots | E with shots = 8000 |
| e. SPSA in generator | F with lr = 0.01 and ratio = 0.1 |

Table A3. Each run used in Section 5.2 is selected from the 10 runs in the specified test case of Table A1.

| Run | Originating Test Set |
|-----|----------------------|
| (a) Divergent | B with \((H_1, H_2) = (4, 16)\) |
| (b) Oscillatory | B with \((H_1, H_2) = (128, 16)\) |
| (c) Poor solution quality | B with \((H_1, H_2) = (256, 256)\) |
| (d) Good solution quality | B with \((H_1, H_2) = (32, 128)\) |

Let us start with the case of \(n = 3\) qubits and, specifically, with the Adam optimizer. Figure A1 shows a fine tuning of the learning rates for fixed \((H_1, H_2) = (8, 16)\), showing that a discriminator learning rate as low as \(5 \times 10^{-4}\) provides very unlikely convergence. Compared to the other scenarios, a discriminator learning rate of \(10^{-3}\) provides better results in terms of the \(p\)-value. Then, we choose the generator learning rate: in this case, both \(10^{-3}\) and \(5 \times 10^{-4}\) are good options, with the latter being more dispersed around the mean.

Consequently, in the test sets B (Figure A2) and C (Figure A4), we focus respectively on those values of learning rates, and we try to observe consistency when changing \(H_1\) and \(H_2\). The outcome is that both \(10^{-3}\) and \(5 \times 10^{-4}\) are confirmed to be good values for the generator learning rate, with the former being more prone to speed and the second to quality, as one expects. A small network size \((H_1 = 4\) or \(H_2 = 4)\) provides much lower convergence probabilities, and this effect is more visible with \(lr_{gen} = 5 \times 10^{-4}\) than \(10^{-3}\). Interestingly, though, beyond the critical value of \(H_1, H_2 \geq 8\), further increasing the size of the network slightly reduces the convergence epochs, but does not substantially improve on the result quality.
Figure A1. Test set A provides a sensitivity analysis on the learning rates for Adam. (a-d) The rows represent the generator learning rate, and the columns represent the discriminator learning rate. (e,f) The couples on the vertical axis are \((lrgen, lrdiscr)\). The marker shapes represent \(lrgen\) and marker colors represent \(lrdiscr\). (a) Converging runs, out of 10. (b) Number of epochs before convergence, on average. (c) \(p\)-value for the \(\chi^2\) test once convergence is reached (average over converging runs). (d) \(p\)-value for the \(\chi^2\) test once convergence is reached (best run). (e) Visual representation of the epochs before convergence. (f) Visual representation of the epochs before convergence. Figure A2. (Figure continues in the next page. See caption at the end of the Figure.)
Figure A2. Test set B provides a sensitivity analysis on the discriminator size. (a–d) The rows represent \( H_1 \) and the columns \( H_2 \). (e,f) The couples on the vertical axis are \((H_1, H_2)\). Marker shapes represent \( H_1 \) and marker colors represent \( H_2 \). (a) Converging runs, out of 10. (b) Number of epochs before convergence, on average. (c) \( p \)-value for the \( \chi^2 \) test once convergence is reached (average over converging runs). (d) \( p \)-value for the \( \chi^2 \) test once convergence is reached (best run). (e) Visual representation of the epochs before convergence. (f) Visual representation of the \( p \)-value.
Another very notable remark arises by looking at the distribution of the $p$-values. Most runs fall in the area of $p \leq 0.6$, but there is a significant number of spikes well isolated in the interval $p \in [0.9, 1]$. This means that, depending on the randomly initialized conditions, the optimizer may or may not get close to a global optimum. The number of good spikes is not clearly related to the network size, according to our findings. As a consequence, with this problem dimension, it is more relevant to run multiple independent training runs, rather than spending resources in each run.

![Figure A3. The values of the Kolmogorov–Smirnov statistic and the relative entropy at the end of the training, from test set B. For both metrics, the lower the better. Notice that we included in the sample also non-convergent runs.](image)
Figure A4. Test set C provides a sensitivity analysis on the discriminator size. (a–d) The rows represent $H_1$ and the columns $H_2$. (e,f) The couples on the vertical axis are $(H_1, H_2)$. Marker shapes represent $H_1$ and marker colors represent $H_2$. (a) Converging runs, out of 10. (b) Number of epochs before convergence, on average. (c) $p$-value for the $\chi^2$ test once convergence is reached (average over converging runs). (d) $p$-value for the $\chi^2$ test once convergence is reached (best run). (e) Visual representation of the epochs before convergence. (f) Visual representation of the $p$-value.
Test set D (in Figure A5) is derived from C by modifying the beta parameters. The new setting does not provide dramatically different outcomes and, compared to the previous one, it shows a preference for scenarios with high \( H_1 \) and low \( H_2 \).

| cvg | 8  | 16 | 32 | 64 | 128 |
|-----|----|----|----|----|-----|
| 4   | 3  | 3  | 2  | 2  | 2   |
| 8   | 7  | 7  | 7  | 7  | 7   |
| 16  | 9  | 9  | 8  | 8  | 8   |
| 32  | 10 | 10 | 9  | 9  | 9   |
| 64  | 10 | 10 | 10 | 10 | 10  |
| 128 | 10 | 10 | 10 | 10 | 10  |

| epochs | 8  | 16 | 32 | 64 | 128 |
|--------|----|----|----|----|-----|
| 4      | 1.309 | 1.596 | 1.782 | 1.972 | 2.163 |
| 8      | 1.201 | 1.496 | 1.682 | 1.872 | 2.063 |
| 16     | 1.193 | 1.487 | 1.671 | 1.861 | 2.052 |
| 32     | 1.193 | 1.487 | 1.671 | 1.861 | 2.052 |
| 64     | 1.193 | 1.487 | 1.671 | 1.861 | 2.052 |
| 128    | 1.193 | 1.487 | 1.671 | 1.861 | 2.052 |

**Figure A5.** Test set D provides a sensitivity analysis on the discriminator size. (a–d) The rows represent \( H_1 \) and the columns \( H_2 \). (e,f) The couples on the vertical axis are \((H_1, H_2)\). The marker shapes represent \( H_1 \) and marker colors represent \( H_2 \). (a) Converging runs, out of 10. (b) Number of epochs before convergence, on average. (c) \( p \)-value for the \( \chi^2 \) test once convergence is reached (average over converging runs). (d) \( p \)-value for the \( \chi^2 \) test once convergence is reached (best run). (e) Visual representation of the epochs before convergence. (f) Visual representation of the \( p \)-value.
The last parameter we test is the number of shots, that is, the number of times the generator circuit is executed and measured at each evaluation of the generator (that happens multiple times for each epoch). Test set E (in Figure A6) highlights that the effect on the number of converging runs and convergence epochs is negligible, while the spikes of high p-values appear to increase weakly with the number of epochs.

| p-avg | 500 1000 2000 4000 8000 |
|---|---|---|---|---|---|
| 0.159 0.306 0.647 0.375 0.396 |

| epochs | 500 1000 2000 4000 8000 |
|---|---|---|---|---|---|
| 8.27 1.189 7.98 7.72 6.052 |

Figure A6. Test set E provides a sensitivity analysis on the number of shots s. (a) Converging runs, out of 10. (b) Number of epochs before convergence, on average. (c) p-value for the $\chi^2$ test once convergence is reached (average over converging runs). (d) p-value for the $\chi^2$ test once convergence is reached (best run). (e) Visual representation of the epochs before convergence. (f) Visual representation of the p-value.

As a conclusion on tests for Adam with $n = 3$, we can say that a good performance is a p-value above 0.4 for the average run, and that for $n = 3$, we can often expect to find a best run of $p \geq 0.9$. Let us remark that we achieved significantly improved performance with respect to the state of the art as an effect of a different definition of the generator network (refer to Section 4.1) and of a better fine-tuning of the optimization hyper-parameters. Indeed, as a benchmark, we calculated the Kolmogorov–Smirnov statistic and the relative entropy of the different runs in Figure A3, for comparison with Table I of Ref. [8], providing a value of mean KS equal to 0.0821, variance 0.0466, mean RE 0.0916 and variance 0.0678. Our average performance is as low as 36% of the benchmark in terms of KS, considering all runs in Figure A3, and 25% for the best choice $(H_1, H_2) = (32, 16)$. It comes at a slightly higher cost in terms of training time since our first layer of the generator is bigger than those adopted in previous literature.

Let us now introduce the evaluation of the SPSA optimizer. Test set F (in Figure A7) shows the effect of the adoption of SPSA in the generator and Adam in the discriminator. We extended the maximum allowed numbers of epochs to 10,000, taking into account that each epoch is faster with SPSA; see Section 5.4. With SPSA in the generator, we get to convergence in a very small number of epochs if we choose the optimal learning rate of 0.01 and perturbation of 0.1. Unluckily, this result is obtained at the expense of a degraded quality: with SPSA, the average p-value hardly goes above 0.1, and we have no example of any good spike. The test set G (in Figure A8) shows the effect of different shot numbers; no remarkable effect can be observed.
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| cvg | 0.0001 | 0.001 | 0.01 |
|-----|--------|-------|------|
| 0.1 | 1      | 10    | 10   |
| 1   | 0      | 9     | 10   |
| 10  | 0      | 0     | 100  |

| epochs | 0.0001 | 0.001 | 0.01 |
|--------|--------|-------|------|
| 0.1    | 8,800  | 1,529 | 105  |
| 1      | 8,249  | 102   | 520  |
| 10     | 5,895  | 9     | 6000  |

(a)  

| p avg | 0.0001 | 0.001 | 0.01 |
|-------|--------|-------|------|
| 0.1   | 0.136  | 0.102 | 0.092 |
| 1     | 0.035  | 0.058 |      |
| 10    | 0.000  |       |      |

| p best | 0.0001 | 0.001 | 0.01 |
|--------|--------|-------|------|
| 0.1    | 0.136  | 0.354 | 0.413 |
| 1      | 0.158  | 0.365 |      |
| 10     | 0.001  |       |      |

(b)  

Figure A7. Test set F provides a sensitivity analysis on the parameters for SPSA in the generator. (a–d) The rows represent the ratio between learning rate and perturbation factor, and the columns represent the generator learning rate. (e,f) The couples on the vertical axis are (lr, ratio). Marker shapes represent the learning rate and marker colors represent the ratio. (a) Converging runs, out of 10. (b) Number of epochs before convergence, on average. (c) p-value for the χ² test once convergence is reached (average over converging runs). (d) p-value for the χ² test once convergence is reached (best run). (e) Visual representation of the epochs before convergence. (f) Visual representation of the p-value.

If we conversely use SPSA in the discriminator and Adam in the generator, as shown in the test set H (Figures A9 and A10), the solution quality degrades to a point that we consider unacceptable.

Next, we turn to the case of $n = 4$ qubits. Starting again with Adam for both the generator and the discriminator, in the test set J (Figure A11) we set the learning rate to $10^{-3}$ and we experiment with different values of $H_1$ and $H_2$. The p-values obtained are in the order of $0.001$, significantly worse than the ones we obtained for $n = 3$; indeed, all plots dealing with the p-value for $n = 4$ are rescaled in the interval [0,0.2]. By simply looking at average and best values in Figure A11c,d, respectively, $(H_1, H_2) = (32, 16)$ appears as a particularly good choice, but with a deeper look to Figure A11f, this is due to a single, spiky run, resulting in the effect of a particularly favorable random initialization: indeed, the average p-value of the other nine runs with $(H_1, H_2) = (32, 16)$ is below 0.001, in line with the other experiments.
Figure A8. Test set G provides a sensitivity analysis on the number of shots $s$, with SPSA in the generator. (a) Converging runs, out of 10. (b) Number of epochs before convergence, on average. (c) $p$-value for the $\chi^2$ test once convergence is reached (average over converging runs). (d) $p$-value for the $\chi^2$ test once convergence is reached (best run). (e) Visual representation of the epochs before convergence. (f) Visual representation of the $p$-value.

Figure A9. Test set H provides a sensitivity analysis on the parameters for SPSA in the discriminator. The rows represent the ratio between learning rate and perturbation factor, and the columns represent the learning rate. (a) Converging runs, out of 10. Experiments marked with N/A were excluded from the test set. (b) Number of epochs before convergence, on average. (c) $p$-value for the $\chi^2$ test once convergence is reached (average over converging runs). (d) $p$-value for the $\chi^2$ test once convergence is reached (best run).

Figure A10. Test set I provides a sensitivity analysis on the number of shots $s$, with SPSA in the discriminator. (a) Converging runs, out of 10. (b) Number of epochs before convergence, on average. (c) $p$-value for the $\chi^2$ test once convergence is reached (average over converging runs). (d) $p$-value for the $\chi^2$ test once convergence is reached (best run).
Additionally, we pick \((H_1, H_2) = (32, 16)\) and we make a sensitivity analysis over the learning rates. The test set K (in Figure A12) shows the outcomes. On one hand, it is clear that too small values of the learning rates lead to no convergence. On the other hand, large values, especially in the generator, lead to poor quality. The best accuracy can be achieved with a learning rate for the generator between 0.001 and 0.002 and for the discriminator, between 0.001 and 0.01.

Finally, test set J (in Figure A13) deals with the number of shots: increasing \(s\), it reaches better accuracy. Let us remark again that achieving good quality for \(n = 4\) is very rare: besides any fine tuning of the hyper-parameters, the most relevant protocol to achieve good outcomes is simply that of repeating experiments with different random initial points.

\[
\begin{array}{c|ccc}
\text{cvg} & 8 & 16 & 32 \\
0 & 8 & 9 & 9 \\
16 & 10 & 9 & 10 \\
32 & 9 & 10 & 9 \\
\end{array}
\]

\[
\begin{array}{c|ccc}
\text{epochs} & 8 & 16 & 32 \\
0 & 1240 & 929 & 847 \\
16 & 850 & 753 & 546 \\
32 & 803 & 494 & 570 \\
\end{array}
\]

\[
\begin{array}{c|ccc}
\text{p avg} & 8 & 16 & 32 \\
0 & 0.004 & 0.001 & 0.001 \\
16 & 0.004 & 0.001 & 0.003 \\
32 & 0.001 & 0.014 & 0.000 \\
\end{array}
\]

\[
\begin{array}{c|ccc}
\text{p best} & 8 & 16 & 32 \\
0 & 0.024 & 0.002 & 0.002 \\
16 & 0.033 & 0.003 & 0.002 \\
32 & 0.002 & 0.134 & 0.001 \\
\end{array}
\]

**Figure A11.** Test set J provides a sensitivity analysis on the discriminator size for \(n = 4\). (a–d) The rows represent \(H_1\) and the columns \(H_2\). (e,f) The couples on the vertical axis are \((H_1, H_2)\). The marker shapes represent \(H_1\) and marker colors represent \(H_2\). (a) Converging runs, out of 10. (b) Number of epochs before convergence, on average. (c) \(p\)-value for the \(\chi^2\) test once convergence is reached (average over converging runs). (d) \(p\)-value for the \(\chi^2\) test once convergence is reached (best run). (e) Visual representation of the epochs before convergence. (f) Visual representation of the \(p\)-value, zoomed on \(p \leq 0.2\) as no points have \(p > 2\).
Figure A12. Test set K provides a sensitivity analysis on the learning rates for Adam, \( n = 4 \) qubits. (a-d) The rows represent the generator learning rate, and the columns represent the discriminator learning rate. (e,f) The couples on the vertical axis are \((\text{lr}_{\text{gen}}, \text{lr}_{\text{discr}})\). The marker shapes represent lr_{\text{gen}} and marker colors represent lr_{\text{discr}}. (a) Converging runs, out of 10. (b) Number of epochs before convergence, on average. (c) \( p \)-value for the \( \chi^2 \) test once convergence is reached (average over converging runs). (d) \( p \)-value for the \( \chi^2 \) test once convergence is reached (best run). (e) Visual representation of the epochs before convergence. (f) Visual representation of the \( p \)-value, zoomed on \( p \leq 0.2 \), as no points have \( p > 2 \).

Figure A13. Test set L provides a sensitivity analysis on the number of shots \( s \) for \( n = 4 \) qubits. (a) Converging runs, out of 10. (b) Number of epochs before convergence, on average. (c) \( p \)-value for the \( \chi^2 \) test once convergence is reached (average over converging runs). (d) \( p \)-value for the \( \chi^2 \) test once convergence is reached (best run). (e) Visual representation of the epochs before convergence. (f) Visual representation of the \( p \)-value, zoomed on \( p \leq 0.2 \) as no points have \( p > 2 \).
Appendix B. Additional Remarks on the Isolation of the Best Run

As stated, the best runs with Adam AMSGRAD obtain \( p \)-values greater than 0.8, remarkably separated from sub-optimal runs, whose \( p \)-values lie under 0.6. An early identification of the best runs during the training would allow to iteratively restart the process in order to increase the success rate. Consequently, we are interested in understanding if any feature of the training process can be used as a predictor.

As a qualitative study case, we focus on the case \( (H_1, H_2) = (64, 8) \) from test set B, visualized by the red pentagons in Figure A2f. The case is interesting because there is a relevant number of optimal runs, namely three. Figure A14 represents the training process of the three optimal cases (achieving a \( p \)-value of 0.9450, 0.9163, and 0.9016, respectively) and of three archetype sub-optimal cases (with \( p \)-values 0.3029, 0.2744, and 0.3610, respectively). The analysis suggests that optimal runs have an elbow in the parameters right at the time of convergence, while sub-optimal runs have either slow convergence, oscillatory behaviors around the convergence value, or residual dynamics after convergence.

![Figure A14](image-url)

**Figure A14.** Focus on experiments \( (H_1, H_2) = (64, 8) \) from test set B. In each couple of plots, the one above represents the evolution of the trained PDF, while the one below contains the evolution of parameters, as in Figure 3. (a–c) The optimal runs. (d–f) Examples of sub-optimal runs. Vertical dashed lines mark the convergence epoch, as detected by our rule (refer to Section 5.2). (a) An optimal case, with an elbow in the parameters at convergence time. (b) Another optimal case, with similar behavior. (c) The third optimal run, with a less characterized behavior. (d) A sub-optimal run characterized by slow convergence. (e) A sub-optimal run characterized by oscillations. (f) A sub-optimal run with non-steady parameters after convergence.
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