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Abstract

An important problem of Information Extraction (IE) involves Event Causality Identification (ECI) that seeks to identify causal relation between pairs of event mentions. Prior models for ECI have mainly solved the problem using the classification framework that does not explore prediction/generation of important context words from input sentences for causal recognition. In this work, we consider the words along the dependency path between the two event mentions in the dependency tree as the important context words for ECI. We introduce dependency path generation as a complementary task for ECI, which can be solved jointly with causal label prediction to improve the performance. To facilitate the multi-task learning, we cast ECI into a generation problem that aims to generate both causal relation and dependency path words from input sentence. In addition, we propose to use the REINFORCE algorithm to train our generative model where novel reward functions are designed to capture both causal prediction accuracy and generation quality. The experiments on two benchmark datasets demonstrate state-of-the-art performance of the proposed model for ECI.

1 Introduction

In Information Extraction (IE), Event Causality Identification (ECI) aims to predict causal relation between a pair of events mentioned in text. For instance, in the sentence “Massive fires cause major damages in the downtown area.”, an ECI system needs to realize the causal relation between the two events triggered by “fires” and “damages” (called event mentions), i.e., “fires” cause “damages”. ECI is an important problem with many applications in NLP (Hashimoto, 2019; Berant et al., 2014).

Compared to the feature-based methods (Do et al., 2011; Ning et al., 2018), recent deep learning models have demonstrated their state-of-the-art performance for ECI (Kadowaki et al., 2019; Liu et al., 2020; Zuo et al., 2021). As such, prior work has mainly treated ECI as a classification problem where the only output from the models is a label to indicate causal or non-causal relation between input events. A major issue with this classification formulation is that current ECI models do not output important contexts for causal prediction of two event mentions. In this work, important contexts refer to the words in the input sentence that are critical to reveal the causal relation between two given event mentions (e.g., the words “caused” and “by” in our example). This limitation of current ECI models is undesirable as we expect that including important context words as a part of the outputs for ECI models can improve the training signals for the models. In particular, motivated by relation extraction models in IE (Zhang et al., 2018), we use the words along the dependency path between the two event mentions in the dependency tree to represent important context words for ECI. Our intuition is that dependency path generation is a related/complementary task for causal label prediction in ECI, and training a model to jointly generate causal labels and dependency path words (i.e., multi-task learning) can boost the performance.

A potential challenge with this idea involves the varying number of dependency path words where the generation of a context word or causal label might need to condition on previously generated ones (e.g., dependencies at the output level). As the result, such dependencies make it difficult to extend existing classification-based ECI models to perform multi-task learning with important context prediction. To address this issue, we propose to solve ECI via a new generative formulation: given a pair of event mentions in an input sentence, our ECI model aims to simultaneously generate causal label and the dependency path words between the two event mentions. In our model, causal label and dependency path words are combined into a single output sequence that will be generated by a
generative model from the input sentences in an autoregressive fashion, thus facilitating the encoding of dependencies between output words in our multi-task learning idea. Finally, to solve the resulting sequence-to-sequence problem for ECI, we leverage the generative pre-trained language model T5 (Raffel et al., 2020). To our knowledge, this is the first work to use generative models to solve ECI. The generation of dependency paths for relation extraction problems is also novel in IE.

Following prior work that reformulates NLP tasks into generative problems (Paolini et al., 2021; Zhang et al., 2021), we can train the generative model for ECI by maximizing the likelihood of the golden output sequences. However, this approach suffers from a potential mismatch between the used optimization objective (i.e., the likelihood) and the targeted performance measure (e.g., the accuracy for event causal prediction). In addition, as the words along the dependency paths might outnumber the causal label in the output sequence, likelihood maximization training will downgrade the importance of causal labels as a training signal in our multi-task learning framework for ECI. To this end, we propose to train our generative model for ECI using the policy-gradient method REINFORCE (Williams, 1992) that allows us to directly treat the targeted performance measure as the reward to train the generative model. Our training reward will contain separate terms for the accuracy of the predicted causal labels and the similarity of the generated and golden output sequences to allow an emphasis on the ECI performance for training. We also present a new auxiliary reward that encourages the similarity between predicted and input sentences with respect to the causal prediction ability to enrich the training signals. Finally, we conduct experiments on two benchmark datasets, demonstrating advantages of the proposed model with state-of-the-art performance for ECI.

2 Model

Given a sentence \( W \) and two event mentions \( e_s \) and \( e_t \) in \( W \), ECI aims to predict whether \( e_s \) and \( e_t \) are involved in a causal relation in \( W \). In this work, we depart from the traditional classification formulation (Tran and Nguyen, 2021) to a generative approach for ECI. Our generative model follows the sequence-to-sequence setting where the input sequence should capture the input sentence \( W \) along with the two event mentions \( e_s \) and \( e_t \). In contrast, the output sentence will include the causal label and the dependency path between \( e_s \) and \( e_t \) in the dependency tree of \( W \) to achieve multi-task learning with important context word generation. To this end, the input \( I \) for our generative ECI model is obtained by combining \( W \) and a prompt \( P(e_s, e_t) \) to specify the two input event mentions and the goal of ECI, i.e., \( I = W : P(e_s, e_t) \). In this work, we use a simple template for \( P(e_s, e_t) \) in the form of “Is there a causal relation between \( e_s \) and \( e_t \)?”. As such, the output sequence \( O \) is then formed using the concatenation: \( O = l, D(e_s, e_t) \) (called golden output). Here, \( l \) is either “Yes” or “No” to indicate the existence of a causal relation between \( e_s \) and \( e_t \) (i.e., causal label) while \( D(e_s, e_t) \) represents the dependency path between \( e_s \) and \( e_t \) in \( W \). In our example, the input and output sequences are:

\( I: \) Massive fires cause major damages in the downtown area: Is there a causal relation between fires and damages?

\( O: \) Yes, fires cause damages

Given the transformed input-output pair \((I, O)\) for every example in the training data of ECI, we adopt the pre-trained tranformer-based language model T5 (Raffel et al., 2020) to solve the resulting sequence-to-sequence problem. In particular, we train T5 on the transformed input-output pairs \((I, O)\) from ECI training data. At inference time, given an input sentence and two event mentions, we use the trained T5 model to generate the output sequence (with greedy decoding) from which the causal label can be extracted from the first token (i.e., \( l \) in \( O \)) to serve as the prediction.

Training: As presented in the introduction, to employ label accuracy as the direct training signal, we propose to leverage the REINFORCE algorithm (Williams, 1992) to train our T5 model for ECI where label accuracy will be used to form the reward function. In addition, the flexibility of REINFORCE allows us to include the similarity between the predicted output sequence, denoted by \( C \), from T5 and the golden output \( O \) and input \( I \) as terms in the reward function to train our generative model. As such, we propose the following information for the reward function \( R(C) \) for REINFORCE:

- **Performance-based Reward** \( R^{per}(C) \): We compute this reward based on the accuracy of the causal label \( p \) in the generated sequence \( C \) (i.e., the first token of either “Yes” or “No”). In particular, \( R^{per}(C) = 1 \) if \( p \) is consistent with the provided relation between \( e_s \) and \( e_t \) in \( W \), and 0 otherwise.

- **Output-based Reward** \( R^{out}(C) \): This re-
ward aims to encourage the similarity between the generated sequence \( C \) and the golden output sequence \( O \) to train the generative model T5. As such, we employ the ROUGE-2 measure (Lin, 2004) between \( C \) and \( O \) for this reward term: 
\[
\begin{align*}
\text{R}^\text{gold}(C) &= \text{ROUGE-2}(C, O). \quad (1)
\end{align*}
\]

- **Input-based Reward** \( R^\text{in}(C) \): Our goal is to guarantee the dependency path between \( e_s \) and \( e_t \) for multi-task learning for ECI. Given that the dependency path is expected to contain important contexts in \( W \) to reveal the causal relation and the input \( I \) is customized for the causal prediction purpose, we argue that the input and output sequences \( I \) and \( O \) should have similar meanings. Based on that intuition, we introduce a novel reward term \( R^\text{in}(C) \) to promote the similarity between the generated sequence \( C \) from T5 and the input sequence \( I \). In particular, we first send \( C \) and \( I \) (preprended with the special tokens \(<</\text{s}>>\)) to the encoder of T5. The vectors for \(<</\text{s}>>\) in the last transformer layer for \( C \) and \( I \) are then used for their representation vectors \( V(C) \) and \( V(I) \) respectively. Finally, the reward \( R^\text{in}(C) \) is computed via the representation similarity, i.e., 
\[
R^\text{in}(C) = \text{cosine}(V(C), V(I)).
\]

Consequently, the overall reward function \( R(C) \) to train our T5 model for ECI is: 
\[
R(C) = \alpha_{\text{per}} R^\text{per}(C) + \alpha_{\text{out}} R^\text{out}(C) + \alpha_{\text{in}} R^\text{in}(C) \quad (\alpha_{\text{per}}, \alpha_{\text{out}}, \text{and } \alpha_{\text{in}} \text{ are trade-off parameters}).
\]
In this way, we can explicitly make sure that label accuracy (i.e., our main performance goal) is well represented and not dominated by the generation rewards in the training. Let \( P(C|I) \) be the distribution over generated sequences that T5 induces. In our model, REINFORCE trains T5 by minimizing the negative expected reward \( R(C) \) over the possible choices of \( C \) from T5: 
\[
\mathbb{E}_C \mathbb{E}_{P(C|I)}[R(C)].
\]
Using policy gradient and one roll-out sample with the generated sequence \( C \), the gradient of \( \mathcal{L} \) can be estimated for training via: 
\[
\nabla \mathcal{L} = -(R(C) - b) \nabla \log P(C|I)
\]
where \( b \) is a baseline to reduce variance. Here, we obtain the baseline \( b \) via: 
\[
b = \frac{1}{|B|} \sum_{q=1}^{|B|} R(C^q),
\]
where \( |B| \) is the mini-batch size and \( C^q \) is the generated sequence for the \( q \)-th sample.

Finally, before REINFORCE training, we first bootstrap T5 by training it over the transformed pairs \((I, O)\) with maximum likelihood objective. This helps constrain the large action space with text generation to improve the learning for REINFORCE (Ranzato et al., 2016; Paulus et al., 2018).

### 3 Experiments

**Datasets and Hyperparameters**: We evaluate our proposed generative model, called GenECI, on two benchmark English datasets for ECI, i.e., EventStoryLine and Causal-TimeBank. Proposed by (Caselli and Vossen, 2017), EventStoryLine (i.e., version 0.9) involves 258 documents, 22 topics, 4316 sentences, 5334 event mentions, and 1770 of 7805 event mention pairs with causal relation in a sentence. Following the same data split in previous work (Tran and Nguyen, 2021; Zuo et al., 2021), we utilize the last two topics in EventStoryLine for the development data while the remaining 20 topics are used for 5-fold cross-validation evaluation. For Causal-TimeBank (Mirza, 2014a), there are 184 documents, 6813 event mentions, and 318 of 7608 event mention pairs annotated with causal relation. Using the same setting and data split as previous work (Liu et al., 2020; Zuo et al., 2021), we perform 10-fold cross-validation evaluation.

We tune the hyperparameters for GenECI on the development data of EventStoryLine; the chosen parameters are employed to train the models for both EventStoryLine and Causal-TimeBank. The selected hyperparameters from our tuning process involve: \( 5e-5 \) for the learning rate with the Adam optimizer; 32 for the mini-batch size; and 1.0, 0.5 and 0.1 for the trade-off-parameters \( \alpha_{\text{per}}, \alpha_{\text{out}} \) and \( \alpha_{\text{in}} \) (respectively) in the overall reward function \( R(C) \). Finally, we use the base version of T5 (Raffel et al., 2020) for the generative model in this work.

**Comparison**: We compare our model with the state-of-the-art (SOTA) models for ECI. For EventStoryLine, we consider the following baselines: (1) **LSTM** (Gao et al., 2019) adopted from (Cheng and Miyao, 2017); (2) **Seq** (Gao et al., 2019) adopted from (Choubey and Huang, 2017) for ECI; and (3) **LR+ and LIP** (Gao et al., 2019): document structure-based models for ECI. For Causal-TimeBank, we evaluate **RB**: a rule-based system in (Mirza, 2014b), and **ML**: a feature-based model for ECI in (Mirza, 2014a). For both datasets, we also compare with the following BERT-based models for ECI: (i) **BERT**: a BERT-based baseline in (Zuo et al., 2021); (ii) **KnowDis** (Zuo et al., 2020): a model with distant supervision; (iii) **Know** (Liu et al., 2020): a model with ConceptNet; (iv) **RichGCN** (Tran and Nguyen, 2021): a graph convolutional network with rich information, and (v) **LearnDA** (Zuo et al., 2021): a data augmentation
method. **RichGCN** has the best reported performance on EventStoryLine while **LearnDA** is the current SOTA model for Causal-TimeBank. Finally, we also report the performance of **T5 Classify** that is similar to the classification-based model **BERT** (Zuo et al., 2021), but replaces the BERT encoder with the encoder from T5.

| Model       | EventStoryLine | Causal-TimeBank |
|-------------|----------------|-----------------|
|             | P   | R   | F1  | P   | R   | F1  |
| LSTM        | 34.0| 41.5| 37.4| -   | -   | -   |
| Seq         | 32.7| 44.9| 37.8| -   | -   | -   |
| LR+         | 37.0| 45.2| 40.7| -   | -   | -   |
| LIP         | 37.4| 55.8| 44.7| -   | -   | -   |
| RB          | -   | -   | -   | 36.8| 12.3| 18.4|
| ML          | -   | -   | -   | 67.3| 22.6| 33.9|
| BERT        | 36.1| 56.0| 43.9| 38.5| 43.9| 41.0|
| KnowDis     | 39.7| 66.5| 49.7| 42.3| 60.5| 49.8|
| Know        | 41.9| 62.5| 50.1| 36.6| 55.6| 44.1|
| RichGCN     | 49.2| 63.0| 55.2| 39.7| 56.5| 46.7|
| LearnDA     | 42.2| 69.8| 52.6| 41.9| 68.0| 51.9|
| T5 Classify | 39.1| 69.5| 47.7| 39.1| 67.7| 48.3|

**GenECI** (ours): 59.5, 57.1, **58.8**

Table 1: Model performance on two datasets.

Table 2 shows the performance of the ablated models on the test set of EventStoryLine when the components are eliminated from GenECI. As can be seen from lines 2, 3, 4, and 5, the proposed reward functions \( R^{out}(C) \), \( R^{out}(C) \), \( R^{in}(C) \) and the ML pre-training are all important to produce best performance for GenECI. In line 6, we exclude the dependency paths from the output sequences \( O \) (i.e., \( O \) only contains the causal label), which essentially amounts to not using multi-task learning with dependency path generation for GenECI. This also leads to the exclusion of the reward terms \( R^{out}(C) \) and \( R^{in}(C) \) from \( R(C) \). It is clear from the table that the performance of GenECI suffers significantly due to the dependency path removal, verifying the effectiveness of multi-task learning with dependency paths for ECI. Next, in lines 7 and 8, we present the performance of T5 when it is only trained with the ML objective. As the performance of ML training is substantially worse, it suggests that REINFORCE training with the designed rewards is more effective for generative ECI.

**Ablation Study:** This section studies the contribution of each designed component for GenECI. In particular, the major components in GenECI involve the dependency path generation, the REINFORCE training with different reward terms, and the maximum likelihood (ML) pre-training. Table 2 shows the performance of the ablated models on the test set of EventStoryLine when the components are eliminated from GenECI. As can be seen from lines 2, 3, 4, and 5, the proposed reward functions \( R^{out}(C) \), \( R^{out}(C) \), \( R^{in}(C) \) and the ML pre-training are all important to produce best performance for GenECI. In line 6, we exclude the dependency paths from the output sequences \( O \) (i.e., \( O \) only contains the causal label), which essentially amounts to not using multi-task learning with dependency path generation for GenECI. This also leads to the exclusion of the reward terms \( R^{out}(C) \) and \( R^{in}(C) \) from \( R(C) \). It is clear from the table that the performance of GenECI suffers significantly due to the dependency path removal, verifying the effectiveness of multi-task learning with dependency paths for ECI. Next, in lines 7 and 8, we present the performance of T5 when it is only trained with the ML objective. As the performance of ML training is substantially worse, it suggests that REINFORCE training with the designed rewards is more effective for generative ECI.

**Analysis:** To better understand the operation of GenECI, we analyze the examples in EventStoryLine that are successfully predicted by GenECI.
but cannot be recognized correctly by the ML training model (i.e., only training T5 with maximum likelihood objective). Our main finding from the analysis is that GenECI can generate correct dependency paths between two given event mentions that demonstrates the ability to learn necessary context for successful prediction. In contrast, ML training tends to produce incorrect dependency paths (i.e., including irrelevant words or missing important words), thus showing limited representation learning ability and leading to causal prediction failure. Table 3 presents two examples to demonstrate the effectiveness of GenECI and reveal issues for ML Training.

4 Related Work

In the early methods, ECI has been mostly approached by feature-based models (Beamer and Girju, 2009; Do et al., 2011; Riaz and Girju, 2014; Hidey and McKeown, 2016; Ning et al., 2018; Hashimoto, 2019; Gao et al., 2019). Recently, ECI has been further solved by deep learning models (Gao et al., 2019) where external knowledge and additional training data are leveraged to improve the performance (Liu et al., 2020; Zuo et al., 2020, 2021; Tran and Nguyen, 2021). We are different from such prior work as we are the first to model ECI via a generative model.

Using generative models for traditional classification-based problems has also been explored recently, e.g., for named entity recognition (Athiwaratkun et al., 2020; Yan et al., 2021), sentiment analysis (Zhang et al., 2021), and event extraction (Lu et al., 2021). However, none of such prior work considers generative models for ECI. Finally, we also note related work on extracting other types of relations between event triggers, including temporal relation (Ning et al., 2017; Leeuwenberg and Moens, 2017; Ning et al., 2018b; Tran Phu et al., 2021), subevent relation (Glavaš et al., 2014; Araki et al., 2014; Aldawsari and Finlayson, 2019; Man et al., 2022), and coreference relation (Nguyen et al., 2016; Choubey and Huang, 2018; Huang et al., 2019; Choubey et al., 2020; Phung et al., 2021; Minh Tran et al., 2021).

5 Conclusion

We introduce a novel model for ECI that solves the problem via a generation framework with the T5 model. Our model explores multi-task learning that jointly generates the dependency paths between two event mentions for ECI. We also introduce a training procedure based on REINFORCE and novel reward functions, which leads to the SOTA performance for ECI. In the future, we plan to extend the model to other relation extraction tasks.
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