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Abstract—Many engineered as well as naturally occurring dynamical systems do not have an accurate mathematical model to describe their dynamic behavior. However, in many applications, it is possible to probe the system with external inputs and measure the process variables, resulting in abundant data repositories. Using the time-series data to infer a mathematical model that describes the underlying dynamical process is an important and challenging problem. In this work, we propose a model reconstruction procedure for inferring the dynamics of a class of nonlinear systems governed by an input affine structure. In particular, we propose a data generation and learning strategy to decouple the reconstruction problem associated with the drift- and control- vector fields, and enable quantification of their respective contributions to the dynamics of the system. This learning procedure leads to an interpretable and reliable model inference approach. We present several numerical examples to demonstrate the efficacy and flexibility of the proposed method.

I. INTRODUCTION

Engineered systems encountered in many scientific domains are increasingly complex and highly nonlinear. In recent times, the processes and mechanisms previously confined to biology, social science, etc., are viewed through the prism of systems theory, and, as a consequence, many high-dimensional complex systems are emerging ([1], [2]). A common challenge in both the engineered and natural systems is the lack of accurate mathematical models describing their dynamic behavior. The ability to model such complex systems is essential for understanding the underlying dynamical processes, and, thereby, enabling safe and efficient utilization of such systems in safety-critical application domains such as medical diagnosis and prognosis.

From the early transfer-function models to the widely used state-space representations [3], an enormous body of systems representation and modeling approaches using first principles has been developed and reported [4]. However, in many emerging applications precise models that describe the dynamics of the system are not available. Due to the advances in actuator and sensing technologies, in many of these applications, it is possible to externally perturb the system and record the evolution of the system states [1], [5], [6]. Therefore, it is desired to reconstruct an interpretable and accurate model for these systems by using the time-series data.

Inferring the system models has been an active research topic in the past several decades [4], [7]–[9]. Plenitude of results have been reported on system identification and model learning for linear dynamical systems [4], [6] and nonlinear dynamical systems [10], [11] with or without external controls. For instance, in the traditional systems theory, inferring a dynamical system model that encodes and reproduces the relationship in a given input-output dataset has been studied as a realization problem [12], [13]. Moreover, methods such as dynamic mode-decomposition (DMD), DMDc [6], SINDy [11] and adaptive identifiers [7], [8], [14] have been proposed to infer the dynamical equations using simulated or measurement time-series data, and several successful applications of these approaches have been reported (see for example [10], [15]).

In general, existing methods for model reconstruction aim to find a set of mathematical equations that best fits the given data samples. However, in many applications, the data-samples obtained need not be rich enough to fully recover the dynamics of the system, and the experimental costs to generate data can impede this process. In this context, generating data-samples efficiently is an important task. For instance, in adaptive control, the concepts of sufficient richness and persistency of excitation are used to describe the type of perturbation signals and regression functions that are desired for parameter convergence in a model estimation and learning problem [8], [14]. Similarly, in canonical reinforcement learning algorithms, this idea is encapsulated by exploration [16]. Furthermore, learning a model for the controlled system is typically done by combining the unknown parameters of the drift and control vector fields, resulting in an abstract dynamic model that explains the given input-output data. In this setting, the contributions of external perturbations and the natural drift of the system to its dynamic behavior cannot be disambiguated, which is critical in many applications.

In this work, we consider the problem of delineating the contribution of the drift and external perturbations to the dynamic evolution for a class of nonlinear systems. In particular, we consider systems with input-affine dynamics and propose a perturbation strategy to infer the contribution of the control vector field without any influence of the drift dynamics. We show that the resulting learning problem yields a regression function that is an explicit function of the perturbation inputs and therefore directly allows to design experiments to ensure that the regression matrix is well-conditioned. As a result, the proposed perturbation and learning approach, subject to certain requirements on the experimental protocol, can be extremely effective in
decoupling the contributions of the external control and the natural drift of a system to its dynamics.

The rest of this paper is organized as follows. In Section II, we introduce the class of systems considered in this study, and provide a brief background on the model learning problem. We present our approach for data generation and model-learning for recovering the control vector field independent of the drift vector field in Section III. We provide several examples and simulation analysis in Section IV to demonstrate the effectiveness of the proposed approach.

II. SYSTEM AND DATA: MODEL-LEARNING

Consider a nonlinear dynamical system with the external control input linearly entering the dynamic equation as described by

\[ \dot{x}(t) = f(x) + \sum_{k=1}^{m} g_k(x)u_k(t), \quad x(t_0) \in \Omega, \]  

(1)

where \( x = (x_1, \ldots, x_n) \) \( \in \Omega \subseteq \mathbb{R}^n \), \( t \in [t_0, t_f] \) for \( 0 \leq t_0 < t_f < \infty \), \( u = (u_1, \ldots, u_m) \), \( u_k \in \mathbb{R} \) for each \( k \in \{1, \ldots, m\} \) and \( f : \Omega \rightarrow \mathbb{R}^n \), \( g_k : \Omega \rightarrow \mathbb{R}^n \), for \( k = 1, \ldots, m \), are the drift- and the control- vector field, respectively. We assume that the state evolving on the \( n \)-dimensional manifold \( \Omega \) is accessible for measurement and \( f, g_k \) are continuous functions. We will denote

\[ g(x) = (g_1(x), \ldots, g_m(x)) = \begin{bmatrix} g_{11}(x) & \cdots & g_{1m}(x) \\ \vdots & \ddots & \vdots \\ g_{n1}(x) & \cdots & g_{nm}(x) \end{bmatrix}. \]  

(2)

In the rest of this section, we will present a brief overview of the model-learning problem.

A. Model-learning: A brief overview

The primary objective in a system identification or model-learning framework is to reconstruct the dynamics of the system from the given time-series data. For example, given the trajectories \( x(t) \) and \( u(t) \) the goal is to infer the unknown functions \( f, g \) in (1). This problem has been an active research topic and a recent survey on this topic can be found in [10].

In this section, we will confine our overview to the traditional system identification approaches and some popular learning approaches such as the dynamic mode decomposition [6]. As detailed in [10], the existing framework to build dynamical models using the measured input-output data are composed of three major steps: the data collection, the selection of a set of candidate models, and the learning/estimation algorithm to identify the model that best fits the given data. In the following, we illustrate these ideas, and motivate the problem of decoupling control coefficients from the drift dynamics in a model learning framework and point-out the shortcomings of the existing approaches in dealing with this problem.

a) Data-generation: To infer the dynamics of the system (1), i.e., unknown functions \( f \) and \( g \) from data, first, experiments are performed to assimilate input-output data \( x(t) \) and \( u(t) \). In particular, several samples of data are generated by applying various perturbation inputs, for example, pulse, multi-sine, random noise, etc. [10], to the system. The data generated through experiments are fundamental source of information regarding the underlying system dynamics, and diverse data trajectories are desired for learning a reliable model. In practice, the type of excitation signals applied as inputs during data-generation, the sampling rate of the sensors and measurement noise have a major impact on the ‘quality’ of the data obtained, and there is no standard excitation signal that would work for every application [10].

b) Candidate models- Linear-in-parameter (LIP) form: The data generated is then used to obtain an approximation of the dynamics from candidate models. A common approach to do this task is to derive an LIP representation of the unknown dynamics, i.e., the system dynamics are re-written in a parametric form as

\[ \dot{x}(t) \approx \Theta \Phi(x(t), u(t)), \]  

(3)

where \( \Theta = [\Theta_x \ \Theta_u] \) constitutes the unknown coefficients corresponding to the regression function \( \Phi = [\Phi_x \ \Phi_u] \), each with appropriate dimensions. The input-output data \( (x, u) \) are then used in (3) to estimate the coefficients \( \Theta \) in a supervised learning framework. The choice of regression function \( \Phi \) in [3] is a design choice and is typically composed of basis or kernel functions or time-delayed states and control in the discrete-time setting [10].

Linear dynamical system: Consider a linear dynamical system with the governing equation given by

\[ \dot{x}(t) = Ax(t) + \sum_{k=1}^{m} b_k u_k(t), \quad x(t_0) \in \mathbb{R}^n, \]  

(4)

where \( x \in \mathbb{R}^n \), \( A \in \mathbb{R}^{n \times n} \) is a linear time-invariant matrix, and \( b_k \in \mathbb{R}^n \) for \( k = 1, \ldots, m \) is a constant control-coefficient vector. We denote \( B = (b_{ij}) = [b_1, \ldots, b_m] \in \mathbb{R}^{n \times m} \) with \( i = 1, \ldots, n \) and \( j = 1, \ldots, m \).

For the linear models of the form (4), one can expect the trajectories \( x(t) \) to lie on a hyper-plane. Therefore, a state-space structure of \( n \) dimensions can be chosen in a parametric form as in (3), which can then be updated to fit the data samples. For instance, the matrices \( \Theta_x \) and \( \Theta_u \) are the approximates of \( A \) and \( B \), respectively, and the regression matrices \( \Phi_x, \Phi_u \) correspond to the data samples \( x \) and \( u \), respectively. The slope of the states \( x \) is approximated as \( \dot{x}(t) \approx \frac{x(t+t_s)-x(t)}{t_s} \), where \( t_s \) is the sampling time, and a linear regression problem is solved to determine the entities of the matrix \( \Theta \). For \( t_s \) close to 0 and sufficiently large data set, the \( n^2 + nm \) unknown parameters in \( \Theta \) are estimated through solving an associated linear regression problem (LRP).

However, the process of choosing the regression function \( \Phi \) in (3) to approximate a nonlinear dynamical system can be quite tedious as illustrated by the following example.
Example 1: A neuron can be modeled using a biophysically meaningful Hodgkin-Huxley (HH) model, which is a 4-dimensional model describing the evolution of transmembrane potential in the neuron and it is given by

\[ C_m V_m(t) = - (\bar{g}_K n_4^4 (V_m - V_K) + \bar{g}_{Na} n_3^3 n_4 (V_m - V_{Na}) + \bar{g}_l (V_m - V_l)) + I(t), \]

(5)

and the internal states are governed by

\[ \dot{n}_i(t) = \alpha_{n_i}(V_m)(1 - n_i(t)) - \beta_{n_i}(V_m)n_i(t), \quad i = 1, 2, 3, \]

where \( V_m, n_i \in \mathbb{R} \) are the state variables, \( I \) is the control input (extrinsic current, e.g., optogenetic stimulation [17]) and \( \alpha_{n_i}, \beta_{n_i} \) are nonlinear functions [18]. In many applications of brain medicine, the parameters that model the ionic channel conductances \( \bar{g}_K, \bar{g}_{Na}, \bar{g}_l \), the reversal potentials \( V_{Na}, V_K, V_l \) and the membrane capacitance \( C_m \) are required to be known accurately for the purpose of diagnosis and for synthesis of extrinsic stimulation to evoke specific patterns such as synchronization/desynchronization, etc. [18].

In practice, only \( V_m \) can be measured, and in this case, the voltage dynamics for the HH model can be rewritten in a parametric form as in (3) with the regression function

\[ \Phi(t) = (-n_4^4 V_m, n_1^4, -n_3^3 n_4 V_m, n_3^3 n_4 V_m, -V_m, 1, I(t)', \]

(6)

and the unknown parameters

\[ \Theta = \frac{1}{C_m} (\bar{g}_K, \bar{g}_{Na}, \bar{g}_l, V_l, 1). \]

(7)

In this example, the selection of candidate models can be very challenging since the gating variables \( n_i \) cannot be measured, and even for a fixed set of gating variables \( n_i \), the excitation signal \( I(t) \) should be designed such that the resulting regression function \( \Phi \) is well-conditioned, which is a challenge due to the leak channel and the rich dynamic behavior of a neuron (periodic spiking, bursting, slow-adaptation and fast spiking, etc.) [5], [18].

Nonlinear paradigm: For a nonlinear system, the regression function \( \Phi \) in (3) is typically composed of orthonormal basis functions of the underlying function space. For instance, if there is a prior knowledge that the system exhibits oscillatory behavior, the Fourier basis can be used to approximate the nonlinear functions. Using a truncated Fourier basis expansion, the unknown dynamics is still represented in the LIP form and the data is used in a supervised learning framework to infer the coefficients of these Fourier terms. Alternatively, polynomials such as Legendre and Chebyshev polynomials are also common choices of candidate regression functions [10].

To enhance the tractability in model selection, it is critical to specify the intended use of the model before experimental design to collect data. For instance, to obtain a predictive model for the purpose of control synthesis [10], interpretability of the approximation may not be essential. In this case, abstract nonlinear models such as artificial neural networks or wavelets [4], [8] can be used to approximate the system dynamics in contrast to the LIP-based approximators as in (3). On the other hand, to obtain a simulation model with properties of interpretability, it is essential to carefully select candidate models and design experiments to collect necessary data.

c) Estimation and learning: Finally, with the parameterization as in [3], the unknown parameters \( \Theta \) are updated to fit the data. In particular, this leads to a linear regression problem. The solution to this problem relies on the choice of regression function \( \Phi \), the complexity of the dynamics of the system and the given data samples. Many variations to this generic model learning framework have been proposed in the literature and a detailed review of these approaches can be found in [10].

Due to the LIP representation of the model as in (3) and the regression functions \( \Phi_x \) and \( \Phi_u \), which are typically state-dependent, the contributions of the natural drift of the system and the external input scaled by the control coefficient cannot be tractably decoupled. In the following, we provide some examples to point out the importance of decoupling the drift- and control- vector fields in a model learning problem.

Example 2: Many control systems describing periodic activity or oscillatory behavior, for example, spiking activity of neurons and thermostatically coupled loads [18]–[20], can be represented using the phase-reduction model of the form,

\[ \dot{\theta}(t) = \omega(t) + g(\theta(t))u(t) + \eta(t), \]

(8)

where \( \theta \) is the phase of the oscillations, \( \omega \) is the frequency of oscillation, \( \eta \) models the (Gaussian) noise and \( g \) describes the phase-response curve (PRC). In order to efficiently design control strategies for steering a higher dimensional oscillatory system using its first-order phase model, it is essential to precisely infer the PRC in the model that describes the infinitesimal effect of external weak forcing on the oscillatory behavior. In practice, the time-varying drift and the noise can affect the computation of the PRC, and it is essential to delineate the contribution of the time-varying frequency from the PRC in order to design precise control signals.

Furthermore, in many practical applications, actuators contribute non-trivially to the dynamics of the system. For instance, for the HH model (5) in Example 1, the perturbation \( I(t) \) is typically applied using external apparatus such as optogenetic stimulation [17], [21], which introduces nonlinearity and the control vector field is no longer a constant determined by the membrane capacitance \( (C_m) \) as in (5). Therefore, it is imperative to disambiguate the contribution of the input channel from the drift (ionic channels) to the overall dynamics of a neuron in order to enable interpretable inference of the underlying dynamical process.

In view of the above practical challenges arising in emerging applications, we consider the problem of disambiguating the drift and control vector fields in a model inference problem. In particular, we propose a methodology to exploit the structure of input-affine nonlinear system to derive a regression problem for inferring the control vector field, which is independent of the drift vector field. To the best of our knowledge, such a problem is not considered in the existing model learning/system identification algorithms.
In the next section, we will consider the nonlinear input-affine system and present our formulation for learning the control vector field independent of the drift vector field.

III. NONLINEAR DYNAMICAL SYSTEMS

We propose a data generation and learning procedure to recover the control coefficient $g$. In particular, we propose to perform multiple experiments under different experimental settings to generate data samples over a short time horizon and formulate a learning problem for reconstruction of $g$ such that the learning problem does not depend on $f$. Consider the input-affine nonlinear system given by (1), we assume that the learning problem does not depend on $f$. We propose a data generation and learning procedure to perform multiple experiments under different experimental setting can be represented using (9) as

$$
\dot{x}^{(i)}(t) = f(x(t)) + \sum_{k=1}^{m} g_k(x(t))u_k^{(i)}(t),
$$

$$
x^{(i)}(t_0) = a_0, \quad i = 0, \ldots, N, \quad \text{(9)}
$$

where $g_{js}$ is defined in (2). Using the data generated by the proposed strategy, we can reconstruct or learn an approximation of the function $g$ from (12) using truncated orthonormal bases, such as the Legendre polynomials or the Fourier basis, i.e., $g_{ij}(x) \approx \sum_{k=0}^{L_{ij}} \alpha_{ij}(k) \phi_{ij}^{(k)}(x)$, $i = 1, \ldots, n$, $j = 1, \ldots, m$, where $\{\alpha_{ij}(k)\}_{k=0}^{L_{ij}}$ are scalar coefficients, $\{\phi_{ij}^{(k)}\}_{k=0}^{\infty}$ are orthonormal basis functions and $L_{ij}$ are the number of expansion terms in the truncated series $\sum_{k=0}^{L_{ij}} \phi_{ij}^{(k)}$. Such an approximation is possible as any continuous function can be approximated arbitrarily well on a compact support using orthonormal bases by the Stone-Weierstrass theorem [22]. This leads to

$$
\Delta_i \dot{x}_j(0, a_p) \approx \sum_{s=1}^{m} \sum_{k=0}^{L_{ij}} \alpha_{js}(k) \phi_{js}^{(k)}(a_p) \Delta_i u_s(0),
$$

$$
i = 1, \ldots, N, \quad p = 0, \ldots, M, \quad j = 1, \ldots, n. \quad \text{(13)}
$$

Remark 1: The $n$ linear regression problems (LRPs) resulting from (13) can be solved (in parallel) for the unknown coefficients $\alpha_{js}$ to obtain an approximation for $g$. Note here that the solvability of these LRP is directly related to the variation in the perturbation inputs applied during each experiment, choice of basis functions and the short-term evolution of the system, and it is independent of the natural drift $f$ of the system.

A. Revisiting the case of linear dynamical systems

Here, we will revisit the case when the dynamics of the system are linear as in (3). Suppose that the matrix $A$ and the vectors $b_k$ are unknown and that the state $x$ is accessible for measurement.

To recover the control-coefficient $B$, we need to perform $N+1$ experiments wherein we apply different perturbation inputs $\{u_k^{(i)}(t), \ldots, u_n^{(i)(N)}(t)\}$ for $k = 1, \ldots, m$, and record the resulting states. We can then analyze the dynamical equation (4) for different control signals. In particular, the system dynamics driven by control inputs in the $i$th experiment is given by

$$
\dot{x}^{(i)}(t) = Ax(t) + \sum_{k=1}^{m} b_k u_k^{(i)}(t), \quad x(t_0) = x_0. \quad \text{(14)}
$$

We also know the difference between the applied control in the reference ($0^\text{th}$) experiment and the $i$th experiment, $\Delta_i u_k(t) = u_k^{(0)}(t) - u_k^{(i)}(t)$, which results in $\Delta_i \dot{x}(t) = \dot{x}^{(0)}(t) - \dot{x}^{(i)}(t)$, for $i = 1, \ldots, N$. Unlike the recovery of nonlinear $g$ in (11), for the linear time-invariant control coefficients, we have

$$
\Delta_i \dot{x}(t_0) = \sum_{k=1}^{m} b_k \Delta_i u_k(t_0), \quad \text{(15)}
$$

$$\Delta_i x(t_0) = 0, \quad i = 1, \ldots, N.
$$

Without loss of generality and for ease of exposition, we set $t_0 = 0$, and define $\Delta_i \dot{x}(0) = (\Delta_i \dot{x}_1(0), \ldots, \Delta_i \dot{x}_n(0))'$ and $\Delta_i x(0) = (\Delta_i x_1(0), \ldots, \Delta_i x_m(0))'$. Using these definitions in (15) leads to $n$ LRP, given by
for $j = 1, \ldots, n$ at $t = t_0 (= 0)$. In particular, for $N = m$, the perturbation inputs can be explicitly designed to ensure that regression matrix in (16) is always full-rank, which will yield an exact solution to the associated LRPCs. For numerical computation, the derivatives in (16) can be computed by using the forward difference, $\dot{x}_j(t_0) \approx \frac{x_j(t_0 + \Delta t) - x_j(t_0)}{\Delta t}$ with $t_s$ being the sampling time, which inherits numerical errors on the order of $O(t_s)$.

Remark 2: Once the control vector field is inferred using the proposed method, the regression problem for inferring the drift-vector field can be formulated in a supervised learning framework of the form $Ax = b$, where the output $b = \dot{x}(t) - \sum_{j=1}^{n} g_i(x) u_i(t)$, $A$ is composed of the basis functions evaluated at the sample points, and $x$ constitutes the unknown coefficients. Note that in the presence of unmodeled fluctuations or noise in the dynamics, the linear equations in (15) (or in (12)) will be of the form $Ax + \delta = b$, where $\delta$ models the fluctuations. Under the assumption that these fluctuations are modeled by white noise, the least-square solution to the regression problem will be the maximum-likelihood estimate and as the number of experiments increase, the solution will converge in probability.

In the next section, we apply the proposed method to recover the control vector fields for linear, bilinear, and nonlinear dynamical systems.

IV. SIMULATION RESULTS

In this section, we demonstrate the effectiveness of the proposed approach using three numerical examples.

A. Linear dynamical systems

Here, we consider a second-order linear dynamical system to analyze the proposed approach and to illustrate its advantages. In particular, we study one taking the form in (4) with the matrices $A = \begin{bmatrix} 1 & 1 \\ 0 & 1 \end{bmatrix}$ and $B = \begin{bmatrix} 2 \\ 1 \end{bmatrix}$. We fixed the initial state $x(t_0) = (0, -0.25)'$ at $t_0 = 0$ and performed 3 experiments with respective controls $u(i)(t_0) = (1, 2)', (2, 4)', (3, 8)'$ for $i = 0, 1, 2$ and $t_s = 1 ms$. This resulted in the following equations,$$
\dot{x}(0)(0) = \begin{bmatrix} -1 \\ 2 \end{bmatrix}, \quad \dot{x}(1)(0) = \begin{bmatrix} -1 \\ 5 \end{bmatrix}, \quad \dot{x}(2)(0) = \begin{bmatrix} -1 \\ 8 \end{bmatrix},
$$
and the variation equations
\[
\Delta U \begin{bmatrix} b_{11} \\ b_{12} \end{bmatrix} = \begin{bmatrix} \Delta_1 x_1(0) \\ \Delta_2 x_1(0) \end{bmatrix}, \quad \Delta U \begin{bmatrix} b_{21} \\ b_{22} \end{bmatrix} = \begin{bmatrix} \Delta_1 x_2(0) \\ \Delta_2 x_2(0) \end{bmatrix},
\]
with $\Delta U = \begin{bmatrix} \Delta u_1(1) & \Delta u_2(0) \\ \Delta u_1(0) & \Delta u_2(0) \end{bmatrix} = \begin{bmatrix} 1 & -2 \\ 2 & -6 \end{bmatrix}$ and
$$
\begin{bmatrix} \Delta_1 x_2(0) \\ \Delta_2 x_2(0) \end{bmatrix} \approx \begin{bmatrix} -4.0007 \\ -10.0018 \end{bmatrix}, \quad \begin{bmatrix} \Delta_1 x_2(0) \\ \Delta_2 x_2(0) \end{bmatrix} \approx \begin{bmatrix} -2.6099 \\ -7.2021 \end{bmatrix}.
$$
The unknown $B$ matrix is then computed from (17) as $(0.0002, 1.0003)$. An illustration of the state and control trajectories used to recover the $B$ matrix is given in Fig. 1

B. Bilinear systems

A Bloch system described by a third-order model has its trajectories evolving on a unit sphere with the dynamics given in (1) with $m = 2$,
$$
f(x) = \begin{bmatrix} \omega x_1 \\ \omega x_2 \\ 0 \end{bmatrix}, \quad g_1(x) = \begin{bmatrix} \varepsilon x_3 \\ 0 \\ -\varepsilon x_1 \end{bmatrix}, \quad g_2(x) = \begin{bmatrix} 0 \\ \varepsilon x_2 \\ -\varepsilon x_3 \end{bmatrix},
$$
where $\varepsilon = 0.6$ and $\omega = 1.4$. The unforced trajectories of this system will only contain limited information regarding the underlying system structure, which cannot be used to infer a reliable model for the system. Therefore, it is essential to design efficient excitation signals to extract information of the system structure.

We consider two cases. First, we define the regression function using the first and the second order polynomials of the states, i.e., $(1, x_1, x_2, x_3, x_1^2, x_2^2, x_1 x_2, x_1 x_3, x_2 x_3)'$. In the second case, we define the regression function using the Fourier basis with $L_{js} = 5$ for $j = 1, 2, 3, s = 1, 2$ in (13). We randomly selected 20 initial states and applied controls of the form $(k, 0), (0, k)$ for $k = 0, 1, \ldots, 3$ to recover $g_1$ and $g_2$. The coefficients estimated using the proposed approach resulted in the replicates of the function $g_1, g_2 \in [-1, 1]$ as shown in the representative Fig. 2, where the function $g_{11}(x) = \varepsilon x_3$ is recorded, and its approximation using the polynomial basis and the Fourier basis are also recorded.

![Fig. 1](image1.png)

**Fig. 1.** The state and control trajectories recorded during the 3 data generating experiments. The initial time $t_0 = 0$ and the initial states for all the three experiments are $(0, -0.25)'$.

![Fig. 2](image2.png)

**Fig. 2.** Bloch system: To validate the approximation of $g_{11}(x)$, $g_{22}(x)$, we randomly sampled over 1000 sample points on the sphere that were not used as initial conditions when performing the experiments and evaluated the function $g_1 \in \mathbb{R}^3$, $g_2 \in \mathbb{R}^3$ at these sample points, and the resulting values of $g_{11}(x)$ are recorded. (a) The actual values of $g_{11}(x)$; (b) Inferred $g_{11}(x)$ with polynomial basis functions; and (c) Inferred $g_{11}(x)$ with Fourier basis functions. The color bar denotes the range of $g_{11}(x)$ in the domain $\Omega$. 

An illustration of the state and control trajectories used to recover the $B$ matrix is given in Fig. 1.
C. Nonlinear Oscillators

Here, we revisit the phase model given in Example 3 and apply the proposed approach for recovering the PRC. We consider the dynamics as in (8) with the PRC given as \( g(\theta) = -\sin(\theta) \exp(3(\cos(\theta - 0.9\pi) - 1)), \) \( \omega(t) = 0.1t \) and \( \eta = 0. \)

We use the truncated Fourier basis expansion to approximate the PRC up to order 6. The actual and recovered PRCs and the sample points (total sample points 35) are recorded in Fig. 3. Additionally, we considered the case when the dynamics includes an unmodeled white noise as in (8) \( (\eta \in [-1, 1]). \) In this case, as the number of perturbation experiments increased, the parameter estimation error, which was computed for the purpose of illustration using the difference between the Fourier coefficients obtained in the noise free case and the Fourier coefficients estimated in the presence of noise, converged to zero as shown in Fig. 4.

![Fig. 3. Actual PRC \( g(\theta) \) recorded in blue solid line. The inferred PRC with Fourier basis and polynomial basis are recorded with red and black dashed lines, respectively \( u(\theta) \in [-1, 1]. \) We performed 3 experiments at 35 sample points, randomly selected from \([0, 2\pi] \), and used the resulting data was used to recover the Fourier coefficients.](image)

![Fig. 4. Parameter estimation error vs the number of perturbation experiments. Here \( \Theta \) denotes the Fourier coefficients obtained with noise free data (corresponding to the inferred PRC in Fig. 3), and \( \hat{\Theta} \) denotes the estimated Fourier coefficients with internal fluctuations in the dynamics \( (\eta \in [-1, 1]). \) The proposed data-generation and approximation is performed for varying number of perturbation experiments \( N, \) and the norm of the parameter error is recorded.](image)

V. Conclusions

In this work, we have proposed a data generation protocol and learning framework for recovering the control vector fields, wherein the learning problem of recovering the control vector fields does not depend on the natural drift of the system. Using the input-affine structure, we proposed a perturbation strategy and demonstrated that the control and drift vector fields can be decoupled in a data-driven modeling framework, which under certain conditions pertaining to availability of access to actuation of the system at arbitrary initial conditions, can yield excellent performance when enacted on unknown nonlinear dynamical systems. We demonstrated the efficacy of our approach by implementing the proposed methods in several numerical examples.
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