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Abstract. Climate change is driving worldwide shifts in the distribution of biodiversity, and fundamental changes to global avian migrations. Some arctic-nesting species may shorten their migration distance as warmer temperatures allow them to winter closer to their high-latitude breeding grounds. However, such decisions are not without risks, since this intensifies pressure on resources when they are used for greater periods of time. In this study, we used an individual-based model to predict how future changes in food abundance, winter ice coverage, and human disturbance could impact an Arctic/sub-Arctic breeding goose species, black brant (Branta bernicla nigricans, Lawrence 1846), and their primary food source, common eelgrass (Zostera marina L.), at the Izembek Lagoon complex in southwest Alaska. Brant use the site during fall and spring migrations, and increasingly, for the duration of winter. The model was validated by comparing predictions to empirical observations of proportion of geese surviving, proportion of geese emigrating, mean duration of stay, mean rate of mass gain/loss, percentage of time spent feeding, number of bird days, peak population numbers, and distribution across the complex. The model predicted that reductions >50% of the current decadal (2007–2015) mean of eelgrass biomass, which have been observed in some years, or increases in the number of brant, could lead to a reduction in the proportion of birds that successfully migrate to their breeding grounds from the site. The model also predicted that access to eelgrass in lagoons other than Izembek was critical for overwinter survival and spring migration of brant, if overall eelgrass biomass was 50% of the decadal mean biomass. Geese were typically predicted to be more vulnerable to environmental change during winter and spring, when eelgrass biomass is lower, and thermoregulatory costs for the geese are higher than in fall. We discuss the consequences of these predictions for goose population trends in the face of natural and human drivers of change.
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INTRODUCTION

Unprecedented ecological shifts are occurring worldwide in response to climate change, with many avian species transitioning to more northerly breeding and wintering areas (Berthold et al. 1992, Hitch and Leberg 2007, La Sorte and Thompson 2007, Chen et al. 2011, Lehikoinen et al. 2013). Species that would previously have migrated long distances may winter closer to their breeding grounds, and take advantage of warmer weather conditions. This would allow them to avoid the energetic penalties of a costly migration (Klaassen 1996, Mason et al. 2006), and benefit from earlier arrival on the breeding grounds (Bearhop et al. 2005, Visser et al. 2009). These changes in distribution may lead to seasonal conflicts between different species whose natural ranges are shifting, potentially bringing together species or metapopulations that may never have occurred together before (Urban et al. 2012, Van Hemert et al. 2015). For long-distance migrants, these changes may also place greater demands on stopover and staging areas that are used for longer periods during the nonbreeding season, thus intensifying pressures on food resources and vulnerable systems such as coastal wetlands (Jefferies et al. 2006, Viaroli et al. 2007).

Although the choice of some migratory birds to spend the nonbreeding season closer to the poles may be associated with energetic savings (Root 1988, Mason et al. 2006), the risks of unexpectedly cold winters and potential food shortages are ever present (Kirby and Obrecht 1982, Camphuysen et al. 2002, Ward et al. 2009). Individuals may burn fat stores during inclement weather to the point their body condition is so reduced that they may become unable to leave a site to seek further resources (Mason et al. 2006). Concurrent human exploitation of a site can compound the situation, whether through exclusion from resources, disturbance or direct loss through hunting (Stock 1993, Ward et al. 1994, Riddington et al. 1996). New human disruptions may increase energetic pressures on birds through increases in avoidance and vigilance behaviors, and changes to normal patterns of activity (Madsen 1995, Gill et al. 2001, Mini and Black 2009, Desmonts et al. 2009). In addition, climate change is anticipated to lead to increasingly extreme weather patterns, such as exaggerated climatic oscillations (Cai et al. 2015, EPA 2016). This would induce more uncertainty in animal decision making about whether to migrate or remain at high latitudes (Suter and Van Eerden 1992), with higher mortality risks during severe northern winters (Clausen et al. 2001). At migration stopover sites which host mass staging of many species, phenological overlaps between groups competing for the same resources could bring novel conflicts and reduce individual fitness (e.g., Rudolf 2019).

In this study, we examine potential threats to a migratory bird species dependent upon an Alaskan estuarine lagoon complex during the nonbreeding season by predicting how multiple changes in environmental conditions could impact their survival and ability to migrate. Our study species, the black brant (Branta bernicla nigricans, Lawrence 1846; hereafter ‘brant’), is a small migratory coastal goose, which depends almost entirely upon common eelgrass (Zostera marina L.) for nutrition during the nonbreeding period (August–May; Ward et al. 2005, Lewis et al. 2013). Our study system comprises Izembek Lagoon and adjacent embayments (hereafter “Izembek complex”; Fig. 1), where virtually the entire Pacific Flyway population of brant stages annually in fall and spring, prior to transoceanic, long-distance migrations to and from wintering areas primarily in Mexico (Reed et al. 1989, Dau 1992, Sedinger et al. 1993, Lewis et al. 2013). Increasingly, however, ~30% of fall-staging brant are short-stopping their southward migration to overwinter in the Izembek complex for up to 7 months of the year (Ward et al. 2009, Wilson 2017a). Eelgrass is abundant in the Izembek complex with one of the largest beds in the world located in Izembek Lagoon (Ward et al. 1997, Hogrefe et al. 2014). However, variability in the annual abundance of eelgrass in Izembek Lagoon (Ward and Amundson 2019) may have far-reaching consequences for the entire brant population.

We parameterized an individual-based model (IBM, called MORPH; Stillman 2008), to simulate the study system, and validated predictions against empirical values derived from the literature. Such IBMs predict behavior and its population-level consequences from individual-level (or groups of individuals) properties and
interactions, together with decision rules based on fitness maximization. The parameters define the behavior and energetics of foragers, including daily energy expenditure, typical response to disturbance, rate of feeding and assimilation, and the availability of food across a study site. A range of possible future environmental conditions can then be simulated so that species responses can be predicted at the individual and population level. Our model also incorporated Taverner’s cackling goose (*Branta hutchinsii taverneri*, Delacour 1951; hereafter “cackling goose”) to account for interspecific competition, as these geese are numerous in the Izembek complex during fall migration and also feed on eelgrass (Hupp et al. 2013). Thus, our model predicts how brant survival and successful migration depends on the number of geese, changes in eelgrass abundance, climate-induced variation in winter ice coverage, and disturbance.

**METHODS**

**Study system**

The Izembek complex (Fig. 1) comprises several shallow embayments at the end of the Alaska Peninsula (55°15’ N, 163°00’ W), adjoining the Bering Sea to the north, and the Gulf of Alaska to the south. The complex supports ~31,000 ha of eelgrass, with the greatest area of eelgrass in Izembek Lagoon (17,000 ha; Hogrefe et al. 2014). During freezing conditions, sea ice builds along shorelines and in shallow offshore areas. Sea ice levels frequently vary among the discrete embayments with those situated along the Gulf of Alaska side of the peninsula remaining largely ice-free when Izembek Lagoon is frozen (Ward et al. 2009). Therefore, the distribution of geese within the Izembek complex during winter is heavily influenced by the prevailing sea ice conditions, and consequently, accessibility of eelgrass beds.

**Modeling time, space, and environmental variables**

The model simulated 319 d, from 1 August to 15 June, encompassing the period of all levels of brant usage of the area (Table 1a; see Appendix S1: Table S1a for details). The model defined fall as 1 August–15 December, winter as 16 December–31 March, and spring as 1 April–15 June (Table 1a; see Appendix S1: Table S1a for details), corresponding to the periods of brant fall-staging, overwintering, and spring staging, respectively (Reed et al. 1989, Mason et al. 2006, 2007, Baldassarre 2014). The model ran until 15 June to ensure that all simulated spring migrants could potential emigrate, as some did not arrive until 27 May (Table 1c; see Appendix S1: Table S1c for details). Time was divided into discrete 1-h time steps, within which environmental conditions were assumed to remain constant. We used a 1-h time step, rather than a longer duration, as the model needed to represent the exposure and covering of the eelgrass food resource during the tidal cycle between time steps. The model incorporated the diurnal cycle, with hours of daylight or night based on predicted times of civil twilight at sunrise and sunset for the Izembek complex (Table 1a; see Appendix S1: Table S1a for details). It was assumed that geese could feed by day and by night.
Table 1. Parameter values used in the model.

| Parameter                                                                 | Value(s)                                                                 |
|--------------------------------------------------------------------------|--------------------------------------------------------------------------|
| **(a) Time and environmental parameters**                                |                                                                          |
| Time step length (hours)                                                 | 1                                                                       |
| Model length (days)                                                      | 319                                                                     |
| Seasons                                                                  | Fall, 1 Aug–15 Dec<br>Winter, 16 Dec–31 Mar<br>Spring, 1 Apr–15 June     |
| Duration of daylight (hours)                                             | 8.7–19.4                                                                |
| Percentage and duration of ice coverage in Izembek Lagoon                | 0%, 25%, 40 d, 50%, 40 d, 100%, 27 d                                    |
| Mid-point of icing conditions                                            | Early, 15 Jan<br>Mid, 14 Feb<br>late, 15 Mar                            |
| Hunting and boating disturbance rate (h⁻¹)                              | Fall, 0.00, 0.30, 0.60, or 0.42<br>Winter, 0.00 or 0.06<br>Spring, 0.00 |
| Natural disturbance rate (h⁻¹)                                          | Fall, 0.13–0.32<br>Winter/Spring, 0.32 all areas                        |
| **(b) Patch and eelgrass parameters**                                   |                                                                          |
| Patch size (m²)                                                          | 1000 × 1000 = 1,000,000                                                  |
| No. patches                                                              | 308                                                                     |
| No. sites                                                                | 11                                                                      |
| Patch elevation (m MLLW)                                                 | −2.43 to 0.87                                                           |
| Water level (m MLLW)                                                     | Varies                                                                  |
| Eelgrass initial biomass (B) (g DM m⁻²)                                  | B = 169.27 − 120.15H − 8.7932H² where H = patch elevation (m MLLW)     |
| Bering Sea sites                                                         |                                                                          |
| Gulf of Alaska sites                                                     |                                                                          |
| Eelgrass initial shoot length (L) (m)                                    | L = 0.56279 − 0.39378H                                                  |
| Bering Sea sites                                                         |                                                                          |
| Gulf of Alaska sites                                                     |                                                                          |
| Eelgrass seasonal changes in biomass independent of depletion by the geese| Proportional change per time step, 0.9996361223<br>Proportional change per time step, 1.0003706031 |
| End of biomass decline, day 138                                          |                                                                          |
| Start of biomass growth, day 245                                         |                                                                          |
| Eelgrass seasonal changes in shoot length (Lrel)                         | Lrel = (136.23 − 1.1294D + 0.0027D²)/136.23 where D = Days since 1 Aug |
| Eelgrass metabolizability (%)                                            | 51                                                                      |
| Eelgrass energy content (kJ g⁻¹ DM)                                      | 16.8                                                                    |
| Eelgrass floating biomass (percentage of rooted biomass in patch)        | Fall, 5% of rooted biomass                                              |
| **(c) Goose parameters**                                                 |                                                                          |
| Population size (number passing through sites)                          | Brant fall, 160,736<br>Brant winter, 43,210<br>Brant spring, 52,058<br>Cackling fall, 34,648 |
| Size of flocks                                                           | 1000 individuals                                                        |
| First and last arrival dates                                            | Brant fall, 25 Aug–8 Oct<br>Brant winter, 25 Aug–8 Oct<br>Brant spring, 1 Apr–27 May<br>Cackling fall, 2 Sep–6 Sep |
Table 1. Continued.

| Parameter                                                                 | Value(s)                                                                 |
|--------------------------------------------------------------------------|--------------------------------------------------------------------------|
| Departure date                                                           | Brant fall, 4 Nov                                                        |
|                                                                          | Brant winter, 15 May                                                     |
|                                                                          | Brant spring, 15 May                                                    |
|                                                                          | Cackling fall, 29 Oct                                                    |
| Initial distribution across sites (proportion in each site; sites,       | Brant fall/winter 0.086, 0.280, 0.081, 0.093, 0.156, 0.215,             |
| 60, 61, 62, 63, 64, 65, 67, 68, 80, 81, 85, 100)                         | 0.007, 0.035, 0.022, 0.000, 0.025, 0.000                                 |
|                                                                          | Brant spring 0.059, 0.101, 0.087, 0.008, 0.477, 0.161,                   |
|                                                                          | 0.073, 0.008, 0.026, 0.000, 0.000, 0.000                                 |
|                                                                          | Cackling fall 0.383, 0.117, 0.042, 0.009, 0.107, 0.133,                 |
|                                                                          | 0.007, 0.139, 0.062, 0.000, 0.001, 0.000                                 |
| Body mass on arrival (g)                                                | Brant fall, 1369                                                        |
|                                                                          | Brant winter, 1369                                                      |
|                                                                          | Brant spring, 1522                                                     |
|                                                                          | Cackling fall, 2202                                                    |
| Energy density of fat (kJ g\(^{-1}\))                                   | Brant/Cackling, 34.3                                                   |
| Starvation mass (g)                                                     | Brant, 964                                                             |
|                                                                          | Cackling, 161                                                          |
| Target body mass during staging (g)                                     | Brant fall, 1752                                                       |
|                                                                          | Brant winter, 1715 (start of winter) to 1585 (end of winter)            |
|                                                                          | Brant spring, 1611                                                     |
|                                                                          | Cackling fall, 2529                                                    |
| Departure body mass (g)                                                 | Brant fall, 1752                                                       |
|                                                                          | Brant winter, 1611                                                     |
|                                                                          | Brant spring, 1611                                                     |
|                                                                          | Cackling fall, 2529                                                    |
| Maximum foraging depth (m)                                              | Brant, 0.40                                                            |
|                                                                          | Cackling, 0.52                                                         |
| Rate of consuming eelgrass biomass (g DM h\(^{-1}\)) (C)                 | Brant C = 60 \times (0.419B)/(20.2 + B)                                 |
|                                                                          | Cackling C = 60 \times (0.659B)/(20.2 + B) where B = eelgrass biomass (g DM/m\(^2\)). |
| Maximum energy assimilation (KJ d\(^{-1}\)) (\(E_{max}\))               | \(E_{max} = 1713M^{0.72}\) where M = body mass                         |
|                                                                          | Brant fall M = 1597                                                    |
|                                                                          | Brant winter M = 1585                                                  |
|                                                                          | Brant spring M = 1491                                                  |
|                                                                          | Cackling fall M = 2366                                                 |
| Energy expenditure while foraging (J s\(^{-1}\))                        | Brant fall, 13.5                                                       |
|                                                                          | Brant winter (ice free), 15.3                                          |
|                                                                          | Brant winter (25% ice), 17.1                                           |
|                                                                          | Brant winter (50% ice), 17.1                                           |
|                                                                          | Brant winter (100% ice), 19.9                                          |
|                                                                          | Brant spring, 14.4                                                    |
|                                                                          | Cackling fall, 18.4                                                   |
| Energy expenditure while resting (J s\(^{-1}\))                         | Brant fall, 12.8                                                       |
|                                                                          | Brant winter (ice free), 15.3                                          |
|                                                                          | Brant winter (25% ice), 17.1                                           |
|                                                                          | Brant winter (50% ice), 17.1                                           |
|                                                                          | Brant winter (100% ice), 19.9                                          |
|                                                                          | Brant spring, 14.4                                                    |
|                                                                          | Cackling fall, 18.4                                                   |
| Time cost per disturbance event (s) (\(D_T\))                           | \(D_T = p_Rd_T\) where \(p_R\) = probability of responding to          |
|                                                                          | disturbance and \(d_T\) = time cost of response                        |
|                                                                          | Land-based disturbance \(p_R = 0.824; d_T = 139\)                      |
|                                                                          | Boat disturbance \(p_R = 0.931; d_T = 224\)                           |
|                                                                          | Natural disturbance \(p_R = 0.980; d_T = 206\)                        |
The model included 11 sites, comprising the following embayments on the Alaska Peninsula: Izembek Lagoon, Hook Bay, St. Catherine Cove, Middle Lagoon, Big Lagoon, Little John Lagoon, and Kinzarof Lagoon. Izembek Lagoon was divided into 6 subsites (termed “sites” henceforth; Fig. 1; see Data S1 for details) comprising locations where population counts are made in the lagoon (Wilson and Dau 2016). Each site was divided into 1x1 km square patches. Patches were the unit of space that birds occupied and moved between.

Tidal height (in meters, at mean lower low water; m MLLW) during each time step within each site was measured from the nearest tidal gauge (Fig. 1), considering the following observed offsets in the timing of tidal curves. These were Izembek Lagoon, Grant Point gauge; Hook Bay and St. Catherine Cove, St. Catherine Cove gauge; Middle Lagoon and Little John Lagoon, Morzhovoi Bay gauge; and Kinzarof Lagoon, Cold Bay with 1-h lag, and Big Lagoon, Morzhovoi Bay gauge with 2-h lag (Table 1b; see Appendix S1: Table S1b for details). The water depth over each patch during each time step was calculated as the difference between tidal height during the time step, and the elevation of the patch (see Data S1 for details). Patches were assumed to be exposed when the elevation of the patch was higher than tidal height.

The model simulated four types of winter sea ice conditions, when eelgrass was partly or wholly inaccessible to geese in Izembek Lagoon: ice-free, and 25%, 50%, and 100% ice cover following Petrich et al. (2014). In general, patches with a higher elevation, and hence shallower water depth, were more susceptible to freezing. Sites other than Izembek Lagoon always maintained some ice-free patches of eelgrass, even when Izembek Lagoon was completely ice-covered (Petrich et al. 2014; see Data S1 for details). The duration of sea ice conditions was taken as the mean observed for different extents of ice coverage (Petrich et al. 2014, Wilson and Dau 2016; Table 1a; see Appendix S1: Table S1a for details), or presumed to occur throughout the entire winter as an extreme assumption. In simulations where ice coverage did not last throughout winter, three alternative timings of ice were assumed, early, mid, and late, based on the observed variations in ice timing (Table 1a; see Appendix S1: Table S1a for details).

The model incorporated human (primarily land- and boat-based hunting) and natural (primarily bald eagles Haliaeetus leucocephalus Linnaeus 1766) disturbances (Table 1c; see Appendix S1: Table S1c for details) with the frequency and distribution of events based on empirical data and observations (Ward et al. 1994, Daniels 2014).

Each patch had a season-specific disturbance rate which, in combination, affected the time and energy costs of the geese (see Data S1 for details). Human-induced disturbance events (hunting and boating) followed the legal hunting periods (permitted in fall and spring but not winter), and

| Parameter | Value(s) |
|-----------|----------|
| Energy cost per disturbance event (KJ) ($D_E$) | $D_E = p_Fd_E$ where $p_F = \text{probability of flying due to disturbance}$ and $d_E = \text{energy cost of response}$ |
| Land-based disturbance | $p_F = 0.900$  
Brant fall $d_E = 10.23$, brant winter $d_E = 10.38$, brant spring $d_E = 10.27$  
Cackling fall $d_E = 15.50$ |
| Boat disturbance | $p_F = 0.944$  
Brant fall $d_E = 17.02$, brant winter $d_E = 17.27$, brant spring $d_E = 17.08$  
Cackling fall $d_E = 25.78$ |
| Natural disturbance | $p_F = 0.917$  
Brant fall $d_E = 10.50$, brant winter $d_E = 10.65$, brant spring $d_E = 10.53$  
Cackling fall $d_E = 15.90$ |

Note: See Appendix S1: Table S1 for sources.
were more frequent closer to road-based access points. Natural disturbances were more frequent away from road-based access points, and in winter and spring when eagles are most abundant (Ward et al. 1994, Daniels et al. 2019).

**Modeling eelgrass biomass and shoot length**

The eelgrass food supply at each site was modeled as the spatial arrangement of eelgrass across the grid of 1-km² patches (Fig. 1). Each patch had a fixed elevation (which determined its water depth through the tidal cycle), and when eelgrass was present, it contained a specific aboveground biomass and shoot length of eelgrass, which combined with elevation determined the availability of food for geese (see Data S1 for details). The mean elevation of each patch was calculated from a Digital Elevation Model (DEM) of the Izembek complex using ArcGIS 10.1 (ESRI, Redlands, California, USA).

Eelgrass shoot length (m, meristem to tip of longest ungrazed leaf) and aboveground biomass (g/m²) were derived from embayment-wide boat surveys using a systematic point-sampling design (Ward and Amundson 2019). Surveys were conducted during peak biomass and shoot length of eelgrass in July–September, between 2007 and 2015 (Izembek 2007–2011 and 2015; Kinzarof 2008–2010; all others 2012; Hogrefe et al. 2014). A separate quadratic regression was used to relate aboveground biomass to elevation for sites bordering the Gulf of Alaska and the Bering Sea, because tidal regimes and coastal geomorphic characteristics influencing eelgrass growth differed between these two sides of the Alaska Peninsula (Hogrefe et al. 2014; Table 1b; see Appendix S1: Table S1b for details). Similarly, separate linear regressions were used to express shoot length in terms of elevation (Ruesink et al. 2010; Table 1b; see Appendix S1: Table S1b for details). These relationships were then used to predict the eelgrass summer (1 August) aboveground biomass, and shoot length relative to mean elevation (m MLLW) of each patch.

Even though there has not been a recent systematic decline in eelgrass biomass within the Izembek complex, there has still been considerable year to year variation, with the minimum over a ten-year period around 50% of the mean (2007–2018; Ward and Amundson 2019). We therefore ran two alternative model simulations for eelgrass biomass to account for the temporal variation in eelgrass abundance within the Izembek complex: mean biomass simulations based on the mean biomass of eelgrass during the embayment-wide surveys, and minimum biomass simulations based on 50% of the mean biomass of these surveys. The mean and minimum biomass simulations accounted for the variation in eelgrass biomass observed (Ward and Amundson 2019).

Changes in eelgrass biomass from fall to spring were determined from monthly sampling
of eelgrass in a meadow that received little or no grazing by geese in Izembek Lagoon during 2010 and 2011 (Fig. 2a). This relationship was used to calculate rates of eelgrass change during three periods of the year: fall biomass decline (1 August–15 December); winter stable biomass (16 December–31 March); and spring biomass increase (1 April–31 May; Fig. 2a; Table 1b; see Appendix S1: Table S1b for details). Changes in eelgrass shoot length through time were determined from the same monthly sampling of eelgrass in 2010–2011 (Fig. 2b). Relative eelgrass shoot length was calculated as a proportion of the annual maximum shoot length. A quadratic equation was fitted to relative shoot length to determine the relationship between shoot length and day (Fig. 2b; Table 1b; see Appendix S1: Table S1b for details).

Geese primarily feed on eelgrass rooted to the substrate when it is exposed and within reach at low tides, but also may consume eelgrass that becomes displaced and floats to the water surface as the tide rises above eelgrass beds (e.g., Moore 2002, Elkinton et al. 2013). During each time step, birds were assumed to feed on either rooted or floating eelgrass, depending on which yielded the highest rate of energy consumption.

**Modeling goose migration, energetics, and behavior**

The model considered three types of brant: fall migrants—geese that passed through the sites during southward migration; spring migrants—geese that passed though the sites during northward migration; and over-winterers—geese that spent the winter in the sites. Although in reality fall and spring migrants are the same geese, these were considered separately in the model as it did not incorporate other staging and wintering sites to the south. Cackling geese were only included in the fall, since they do not winter or stop at the Izembek complex in spring. Cackling geese are known to feed to some degree on food other than eelgrass (Hupp et al. 2013), but to explore the full potential impact of cackling geese on brant through inter-species food competition, we assumed that cackling geese obtained all of their energy requirements from eelgrass. The sizes of the modeled goose populations were based on the mean count of surveys, made during fall staging (Wilson 2017a, 2019), wintering (Wilson 2017a), and spring staging (Wilson 2017c) in 2010–2016 (Table 1c; see Appendix S1: Table S1c for details).

Due to the large population size of geese in the sites, rather than simulating each individual goose, most model simulations used flocks comprised of 1000 individuals. This assumption was realistic, as geese within sites tend to concentrate in large flocks rather than being spread individually throughout the sites (Ward and Stehn 1989). However, to test the effect of this assumed flock size, we also ran one set of simulations with a flock size of 100 to compare predictions (see below for results). Individuals within flocks were assumed to have identical behavior, amounts of energy, and shared fates (i.e., they either all survived, or all died). Each model flock was randomly assigned a date when it arrived at Izembek, drawn from a uniform distribution between the observed first and last arriving geese of the three season types (Table 1c; see Appendix S1: Table S1c for details). A uniform distribution was assumed for simplicity and as limited data were available to determine the precise distribution of arrival dates. Each flock was also assigned an arrival site, derived from the mean proportion of geese counted in each site (including the subsites of Izembek Lagoon) throughout fall, winter, and spring (Table 1c; see Appendix S1: Table S1c for details). Flocks remaining in their arrival site unless their energy reserves fell below a threshold amount (see below for details of the movement between sites).

The model tracked the amount of energy stored by each goose, calculated as body mass minus lean body mass, and multiplied by the energy content of fat (Table 1c; see Appendix S1: Table S1c for details). Geese of each type were also assigned a body mass at arrival in the system (Table 1c; see Appendix S1: Table S1c for details). Geese were assumed to remain in the system until a type-specific departure day and departure energy store were reached (Table 1c; see Appendix S1: Table S1c for details). Geese emigrated from the system after the departure day was reached, but only if they had reached their departure body mass.

Daily energy expenditure for each season was calculated following Nolet et al. (2016), using raw data body mass estimates from Mason et al.
(2007), which included approximately 30% juveniles in the sample. Two possible values of daily energy expenditure were initially calculated: Field Metabolic Rate (FMR), incorporating the costs of activity but excluding any additional costs of thermoregulation, and Heating Metabolic Rate (HMR), incorporating the costs of thermoregulation. FMR was calculated from basal metabolic rate (BMR), and the behavior of the birds (Table 1c), and BMR itself was calculated from body mass (Bruinzeel et al. 1997). The energy expenditure of different behaviors was calculated from multipliers of BMR (Nolet et al. 2016, excluding flight, which was addressed in more detail; Table 1c). HMR was calculated with environmental adjustments to consider the predominantly marine nature of the environment. This method considers multiple factors in avian thermoregulation, including individual body temperature ($T_b$), ambient temperature ($T_a$), solar radiation ($R_g$), wind speed ($u$), and the impact of environmental conditions. As energy expended through activity can substitute heat production through regulatory thermogenesis (Swanson 2010), either HMR or FMR was selected with preference to the highest value during each season. Therefore, in brant, FMR was the highest value during fall, while HMR was the highest value during winter and spring, when brant were regularly exposed to temperatures below their zone of thermoneutrality. Cackling geese were only present during fall and did not experience environmental conditions requiring additional thermoregulation.

Although waterfowl are well adapted to maintaining body heat in water, a small thermoregulatory cost has been demonstrated when the water temperatures dropped below 15°C (Jennsen et al. 1989). Water temperatures in this region of Alaska during the study periods are usually well below this, so this additional factor was calculated following Wood et al. (2013),

$$\text{Cost (W/kg)} = 1.80 - (0.09t)$$

where $t$ refers to water temperature in °C, taken from mean sea surface temperatures in each season (NOAA National Centers for Environmental Information; https://www.ncei.noaa.gov; data from 2017). In all seasons, the cost of roosting fell below that of heating metabolism, so this was not included in the model.

We assumed rooted eelgrass was available to the geese if it was within the maximum foraging depth of geese, 40 cm (Clausen 1994, 2000). Cackling geese are about 12 cm longer than brant from mid-belly to beak tip, so were assumed to gain 12 cm greater foraging depth. For each time step, the water depth on each patch was calculated as the difference between water level and the elevation of the patch, both measured relative to MLLW. This assumes that the eelgrass is standing upright in the water column, and does not bend, due to water current, for example. To test the model’s sensitivity to this assumption, we included eelgrass height in the sensitivity analysis of the model (see below for results). Rooted eelgrass was classed as either fully available to geese, or not available to geese, depending on whether it was within reach from the water surface or exposed by the tide (Table 1c; see Appendix S1: Table S1c for details). Floating eelgrass, when present in fall, was assumed to be available to the geese at all times.

The rate at which the model geese could consume eelgrass, during the day or at night, was calculated using a functional response derived from light-bellied brent geese (Branta bernicla hrota) feeding on Z. marina in Europe (Clausen 2013). Fig. 3 shows this relationship in comparison to intake rates of brant swim-feeding on
eelgrass in Humboldt Bay (Stillman et al. 2015). We use the functional response curve from Clausen (2013) that has been derived from studies on light-bellied brent geese swim-feeding on submerged Z. marina beds in the Limfjord, Denmark (57° N; Clausen 1998, 2000), and from dark-bellied brent geese feeding on submerged Z. marina in the White Sea, Russia (65° N; Clausen 1997). These birds were thus feeding on the same and submerged Zostera species as the birds do in the Izembek complex (55° N). Intake rates in the Limfjord were assessed from indirect measurements, that is, by fecal dropping rates on flocks that occasionally went ashore after longer extensive feeding bouts on Zostera. Intake rates were then estimated following the approach of Prop and Deerenberg (1991)—with details given by Clausen (1994). The available biomass during feeding days on Zostera was derived by interpolation from known biomass, leaf-length and water-levels (data from Clausen 1998, 2000). In the White Sea, intake rates were estimated from direct measurement, where feeding birds were observed at close range (<100 m) with a 20–60 x telescope from an observation tower, and their intake in terms of entire plants or single leaves were counted per unit time. Biomasses of plants and leaves were measured from sampled plants, and available biomass during feeding days on Zostera estimated from leaf lengths and water levels following the same methods as Clausen (2000). Data on the intake rate of brant swim-feeding on eelgrass in Humboldt Bay are variable and show no relationship with eelgrass biomass, but the relationship used by Clausen (2013) predicts intake rates within the range observed (Fig. 3). Following Wood et al. (2013), the consumption rate of cackling geese was allometrically scaled from brant rates.

The model incorporated competition due to resource depletion, with each model flock depleting 1000 times the amount of eelgrass consumed by a single individual goose. Both brant and cackling geese therefore competed with themselves and each other for food. Furthermore, resource competition occurred both within and between simulated flocks through the successive depletion of eelgrass between time steps. Other types of competition, such as aggression or competitor avoidance, were not modeled explicitly, as they were not considered important in this system, and would have been incorporated to some extent in the functional response as it was based on observations of real geese. No limit was set on the number of geese that could potentially occur a single patch.

The rate at which model geese could assimilate energy from feeding was calculated from the rate at which they could feed, the eelgrass energy content, and their digestive efficiency in assimilating eelgrass (Table 1c). A limit was placed on the maximum possible daily intake of energy, based on an allometric equation following Kirkwood (1983).

Model geese had a target size of energy (e.g., fat) store that they attempted to achieve (Table 1c; see Appendix S1: Table S1c for details). Target energy store size was assumed to change linearly between the arrival and departure days for geese arriving and departing within a season (i.e., fall brant and cackling geese, and spring brant). The target energy store of brant staying throughout winter changed linearly between fixed points in the seasons: fall arrival through to the end of fall; the end of fall through to the end of winter; and then the end of winter through to their departure energy store.

The target energy store size of overwinter brant was assumed to decrease through winter, to mimic the reduction in body mass of brant observed wintering in the Izembek complex (Mason et al. 2007). Reasons for this phenomenon, in addition to reduced caloric intake, may include enhancement of flight performance to avoid predators (e.g., Zimmer et al. 2010). Bald eagles are especially numerous in the study area during winter and spring staging (Daniels 2014, Wilson et al. 2017a); therefore, avoidance of predation could be an important factor in the management of body mass by the geese.

On reaching their target energy store, model geese regulated the amount of food they consumed by reducing the amount of time they spent feeding and hence increasing resting time. However, if model geese were unable to meet their energy requirements, they drew energy from their store, thus decreasing the overall size of the store. Geese that could not reach their departure energy store remained in the system. If a bird’s energy store fell to zero, it died of starvation. Therefore, mortality due to starvation was incorporated as an all-or-nothing response to
reduction in energy store size, in which birds survived if the size of their energy store was greater than zero but died as soon as the store size fell to zero. Direct sources of mortality through hunting or predation were not incorporated into the model and were assumed to be constant between model simulations.

Disturbance within patches incurred time and energy costs for the geese. The total time cost was calculated from the sum of the periods lost due to different types of human and natural disturbances, while accounting for their rate (disturbance events/h) and the proportion of geese responding to the event (Table 1c; see Appendix S1: Table S1c for details). The same costs were assumed for brant and cackling geese and were taken from empirical evidence on brant responses to human and natural disturbance during fall at Izembek Lagoon (Ward et al. 1994). The subsequent energy costs were calculated based on the average mass of birds through the seasons (Gudmundsson 1995, Nudds and Bryant 2000, Mason et al. 2006, 2007).

The time cost due to disturbance reduced the time geese was able to feed within a time step. The total energy cost was calculated as the sum of the energy cost due to each disturbance type, while accounting for rates of disturbance, flight time of geese, the energy demands of flight, and the proportion of geese responding to the disturbance (Table 1c; see Appendix S1: Table S1c for details). Flight costs were assumed to comprise 10 s of energetically intensive take-off flight, combined with less intensive steady state flight. This was calculated using the available literature (Gudmundsson et al. 1995, Nudds and Bryant 2000) as a function of phylogeny, mass, and flight style. The energy cost of disturbance increased the amount of energy expended by geese within a time step.

During each time step, model geese could choose to move to a new patch or remain in their current position. If they were able to maintain the size of their energy store to within 95% of their target energy store, model geese only moved to patches within their current site. In this case, geese moved to the patch that maximized their net rate of energy consumption, taking account of energy assimilation and energy costs of foraging and resting, but not accounting for the distance to the patch. If their energy store was lower than 95% the size of their target energy store size, model geese considered patches within a fixed distance of 20 km, that is, the distance that geese could move within 0.5 h. When moving between sites, model geese still moved to the patch that maximized their net rate of energy consumption. This reflects the choices made by real geese (Moore and Black 2006) to minimize unnecessary energy expenditure. The distance and energetic cost of moving between patches was not incorporated into the model.

Model simulations

The model incorporated stochasticity in terms of the arrival dates and sites of geese, and the movement of geese between patches yielding equal net energy gain. Therefore, five replicate simulations were run for each combination of model parameter values, with mean predictions and associated 95% confidence intervals presented. For clarity, and as 95% confidence intervals were often small relative to means, 95% confidence intervals are not shown on figures. Instead, the 95% confidence intervals are stated in figure legends. In total, 170 simulations were run.

Model validation and sensitivity analysis

The model was tested by comparing its predictions to the following observed field data; proportion of geese surviving, proportion of geese emigrating, proportion of time spent feeding by geese, mean rate of body mass change, mean staging duration, peak number of birds, number of bird use days, diversity of sites occupied, and distribution of birds across all sites. To assess the effect of the flock size assumed in the model, two sets of predictions were tested based on either a flock size of 1000 or 100. The individual parameter perturbation method was used to assess the sensitivity of the model predictions to adjustments in parameter values. We assessed the amount of change that occurs in the proportion of time feeding due to plus or minus 25% changes in individual parameter values. We chose to vary each parameter value by a fixed amount, rather than by the amount by which the parameter varies in the real system, because the amount of variation has not been measured in all cases.
Scenario I: changes in eelgrass biomass

To examine the effects of changes in the biomass of eelgrass, we ran simulations in which the eelgrass biomass of each patch was sequentially varied in 10% increments from 10% to 100% of the mean biomass measured (Ward and Amundson 2019). Subsequent simulations (i.e., Scenarios II–V) were based on both the mean biomass (mean biomass simulations) and a 50% biomass reduction in this value (minimum biomass simulations) to represent the average and lower limit of biomass observed within the Izembek complex over the decadal study period. Simulations were run for two alternative winter sea ice conditions, ice-free simulations, and 50% Izembek coverage occurring late in winter (termed 50% late ice simulations henceforth).

Scenario II: changes in eelgrass distribution

To assess the importance of sites other than Izembek Lagoon, simulations were run in which eelgrass biomass was set to zero in areas outside of Izembek Lagoon: Hook Bay, St. Catherine Cove, Middle Lagoon, Big Lagoon, Little John Lagoon, and Kinzarof Lagoon. Although we excluded these sites by setting eelgrass biomass to zero, these simulations represent a scenario in which these areas could become unavailable due to a combination of factors (e.g., habitat loss, increased disturbance, reduction in eelgrass biomass). All combinations of the mean biomass, minimum biomass, ice-free, and 50% late ice simulations were run.

Scenario III: changes in goose population size

We assessed the effect of potential increases in goose population size by changing the size of populations in 20% increments from the current day population sizes—from 120% to 200% of the present-day populations. Three sets of simulations were run in which (1) the populations sizes of both goose species were changed in all seasons (i.e., fall, winter and spring brant, and fall cackling goose); (2) brant population size in winter was changed alone (i.e., the number that overwintered rather than migrating); or (3) cackling goose population size in fall was changed alone. All combinations of the mean biomass, minimum biomass, ice-free, and 50% late ice simulations were run.

Scenario IV: changes in the coverage and timing of ice

Changes in ice cover conditions were simulated by varying both the overall extent (none, 25%, 50% and 100% within Izembek Lagoon) and timing (early, mid, late during winter, and throughout winter; Table 1a) of ice coverage. The model assumed that the thermoregulatory energy costs of the geese were higher in simulations with higher ice coverage. We did not simulate the effects of ice cover in the spring, because this condition has been rare since the 1980s (Petrich et al. 2014). Both the mean biomass and minimum biomass simulations were run.

Scenario V: changes in disturbance

The effect of changes in disturbance was predicted by varying disturbance rate from zero to five times the current disturbance rate. For simplicity, we assumed that the distribution and timing of disturbances were unchanged. Simulations either varied both human and natural disturbance or varied human disturbance alone. All combinations of the mean biomass, minimum biomass, ice-free, and 50% late ice simulations were run.

RESULTS

Model validation and calibration

We validated the model for brant and cackling geese by comparing 8 predictions to observations (Table 2; Figs. 4, 5). It was important to validate the model for cackling geese to determine whether the amount of interspecific competition from this species was likely to be similar in the model to reality. Predictions were virtually identical with either a flock size of 100 or 1000 (Table 2), and so a flock size of 1000 was used in all subsequent simulations due to the reduced duration of simulations (around 12 min per simulation with a flock size of 1000, compared to around 120 min with a flock size of 100). Overall, there was a close match between predictions and observations, with general observed patterns being accurately predicted. All model geese could survive and emigrate, and observations show that all or virtually all of real birds do also. The predicted and observed proportions of time spent feeding were lower in fall than in winter and spring and differed by 0.04 at most. This
suggests that the model and real geese had to spend a similar amount of time feeding to meet their energy demands. We did not test tidal or time-of-day variation in the proportion of time feeding as suitable observed data were not available. Both model and real geese gained mass during the fall and spring, but lost mass during the winter. Predicted rates of mass gain were higher than observed for brant in fall and spring, and lower than observed in cackling goose in fall. The predicted rate of mass loss in brant in winter was higher than observed. The model closely predicted staging duration, being within 3 d of observations for fall and spring migrant brant and cackling goose, and 7 d for overwintering brant. Predicted peak counts and bird days showed similar overall patterns to observations, although the spring peak count and bird days of brant differed more greatly from observations than other predictions.

The predicted and observed site use diversities were similar, with a higher diversity of sites being used in the fall (Table 2). Model geese, when they first entered the system, were assumed to arrive at a target site based on the observed distribution of geese. They only moved between sites if they were not able to maintain the size of their energy store. During fall, both brant and cackling goose achieved their target energy store size; thus, the

| Test | Species/season | Predicted flock size | Observed |
|------|----------------|----------------------|----------|
|      |                | 100                  | 1000     |          |
| Proportion of geese surviving | Fall brant | 1 ± 0              | 1 ± 0      | 0.99        |
|                               | Winter brant | 1 ± 0             | 1 ± 0      | 1.00        |
|                               | Spring brant | 1 ± 0              | 1 ± 0      | 0.99        |
|                               | Fall cackling | 1 ± 0           | 1 ± 0      | ?           |
| Proportion of geese emigrating | Fall brant | 1 ± 0              | 1 ± 0      | -1          |
|                                | Winter brant | 1 ± 0             | 1 ± 0      | -1          |
|                                | Spring brant | 1 ± 0              | 1 ± 0      | -1          |
|                                | Fall cackling | 1 ± 0         | 1 ± 0      | -1          |
| Proportion of time spent feeding (over 24 h) | Brant in fall | 0.43 ± 0.00 | 0.43 ± 0.00 | 0.48 |
|                                | Brant in winter | 0.72 ± 0.01 | 0.73 ± 0.00 | 0.73 |
|                                | Brant in spring | 0.72 ± 0.02 | 0.72 ± 0.01 | 0.68 |
|                                | Cackling in fall | 0.29 ± 0.00 | 0.29 ± 0.00 | ? |
| Mean rate of body mass change (g/day) | Brant in fall | 7.11 ± 0.04 | 7.06 ± 0.19 | 5.7 |
|                                | Brant in winter | -1.20 ± 0.00 | -1.20 ± 0.00 | -0.82 |
|                                | Brant in spring | 6.29 ± 0.28 | 6.51 ± 0.25 | 4.00 |
|                                | Cackling in fall | 5.94 ± 0.01 | 5.95 ± 0.01 | 9.5 |
| Staging duration (days) | Fall brant | 48.7 ± 0.3 | 49.4 ± 1.3 | 46 |
|                               | Winter brant | 240.0 ± 0.6 | 240.1 ± 1.8 | 247.3 |
|                               | Spring brant | 17.9 ± 0.9 | 17.3 ± 0.9 | 17.3 |
|                               | Cackling in fall | 54.1 ± 0.1 | 54.0 ± 0.0 | 56 |
| Peak count (no. of geese) | Brant in fall | 160,700 ± 0 | 161,000 ± 0 | 175,222 |
|                               | Brant in winter | 43,200 ± 0 | 43,000 ± 0 | 41,728 |
|                               | Brant in spring | 83,020 ± 694 | 82,800 ± 1900 | 49,622 |
|                               | Cackling in fall | 34,600 ± 0 | 35,000 ± 0 | 41,971 |
| No. of bird days | Brant in fall | 9,771,380 ± 51,035 | 9,862,800 ± 143,239 | 7,304,246 |
|                               | Brant in winter | 4,622,400 ± 0 | 4,601,000 ± 0 | 4,084,552 |
|                               | Brant in spring | 2,841,460 ± 46,138 | 2,800,200 ± 49,041 | 858,466 |
|                               | Cackling in fall | 1,904,960 ± 2,237 | 1,924,000 ± 1,640 | 1,920,812 |
| Diversity of sites occupied | Brant in fall | 5.76 ± 0.04 | 5.82 ± 0.04 | 5.75 |
|                               | Brant in winter | 4.37 ± 0.37 | 4.34 ± 0.24 | 4.55 |
|                               | Brant in spring | 4.02 ± 0.27 | 4.13 ± 0.42 | 3.56 |
|                               | Cackling in fall | 4.64 ± 0.01 | 4.63 ± 0.02 | 4.66 |

Notes: Predicted values are mean ± 95% confidence intervals from 5 replicate simulations, assuming either a flock size of 100 or 1000. The predicted and observed distributions of geese are shown in Figs. 4, 5. Question marks indicate unknown observed values. See Appendix S1: Table S2 for sources of observations.
predicted and observed distribution of geese were similar during this season (i.e., very few geese needed to move from their arrival site; Fig. 4). Similarly, in spring, brant were able to achieve their target energy store size, and the predicted and observed distributions were also similar (Fig. 4).

During winter, even for ice-free winters, brant were not able to maintain their energy store size across sites, and therefore moved between sites, leading to greater deviations between the observed and predicted distributions (Fig. 5). The most consistent deviation was for site 65, which was predicted to hold fewer geese than observed.

Fig. 4. Predicted (open bars) and observed (black bars) distributions of brant and cackling geese in fall and spring assuming an ice-free winter: (a) brant during fall; (b) cackling geese during fall; (c) brant during spring. The bars show the proportion of the total population within each site. Predictions are the mean of 5 replicate simulations (mean 95% confidence interval of predicted proportion across all sites = 0.006). See Fig. 1 for the distribution of sites.
The extent of ice coverage affected both the predicted and observed distribution of brant in winter in broadly similar ways (Fig. 5); when ice coverage was 100%, fewer geese were predicted and observed to occur in Izembek Lagoon. However, there were differences with comparisons made on a site by site basis, with sites 61, 63, 64, 65, and 68 showing the largest differences between predictions and observations.

**Depletion of eelgrass**

To predict the depletion of eelgrass caused by brant and cackling geese, we ran simulations with either the observed number of geese, or no
Fig. 6. Predicted effects of ±25% change in key parameters on model predictions of mean proportion of time feeding assuming an ice-free winter: (a) brant during fall; (b) brant during winter; (c) brant during spring. Black bars show predictions when a parameter value was decreased, and open bars show predictions when a parameter value was increased. Bars are shown relative to predictions with the default parameter values. Predictions are the mean of 5 replicate simulations (mean 95% confidence interval of proportion of time feeding across all parameters = 0.004).
geese. We then compared the mean biomass of eelgrass at the end of fall, winter, and spring predicted in these simulations. Mean predicted biomasses across all sites in the presence or absence of geese, respectively, were as follows: start of fall (1 August) = 163.3/163.3 g/m²; end of fall (16 December) = 45.3/49.3 g/m²; end of winter (31 March) = 42.8/49.4 g/m²; and end of spring (31 May) = 70.1/83.5 g/m². The geese, therefore, reduced eelgrass biomass by 8%, 13% and 16% in fall, winter, and spring, respectively, with offtake increasing through time due to depletion by geese in earlier seasons.

Model sensitivity analysis

The sensitivity analysis, and all subsequent predictions, was restricted to brant. The predicted proportion of time spent feeding varied with changes in key parameters (Fig. 6). For all seasons, but particularly in spring, the proportion of time spent feeding was most sensitive to variation in parameters directly related to the flow of energy from eelgrass to geese or the energy requirements of geese: increasing with increased metabolic rate, and decreasing with decreased consumption rate, eelgrass energy content, and eelgrass assimilation efficiency. The proportion of time feeding was also relatively sensitive to foraging depth, which determined the proportion of the time for which geese could reach rooted eelgrass, and eelgrass biomass, which determined the total amount of food available and the rate at which geese were able to consume food. Proportion of time spent feeding decreased with increases in either of these parameters. The proportion of time feeding was relatively insensitive to the arrival and departure energy store sizes, the maximum rate at which eelgrass could be consumed and eelgrass height.

Scenario I: changes in eelgrass biomass

Any reduction in eelgrass biomass was predicted to increase the proportion of time spent feeding by brant during all seasons in both the ice-free (Fig. 7a–c) and 50% late ice simulations. A reduction in eelgrass biomass lowered the rate at which geese consumed eelgrass and therefore increased the proportion of time the geese needed to spend feeding to compensate for loss in eelgrass abundance. In both the ice-free and 50% late ice simulations, a more than 70% reduction in eelgrass biomass reduced the proportion of brant that could successfully emigrate in fall, and a more than 50% reduction in eelgrass biomass reduced the proportion of winter and spring brant that could successfully emigrate in spring (Table 3). In addition, in both the ice-free and 50% late ice simulations, a more than 70% reduction in eelgrass biomass reduced brant survival in fall and spring, and a more than 50% reduction in eelgrass biomass reduced brant survival in winter (Table 3). Emigration and/or survival were reduced when increased feeding time was not sufficient to compensate for the reduction in consumption rate caused by reduced biomass.

Scenario II: changes in the distribution of eelgrass

These simulations restricted eelgrass to Izembek Lagoon (by setting eelgrass biomass in other sites to zero), which reduced the number of sites geese could feed and increased eelgrass depletion. Predicted impacts were largely restricted to overwintering brant and in the minimum biomass simulations (Table 3). Overwintering brant were already in the system at a time when eelgrass biomass was at a minimum, energy demands were greatest and ice coverage could potentially reduce the area available for feeding (especially in Izembek Lagoon). No simulations predicted any effect on the emigration or survival of fall migrants, and none of the mean biomass simulations predicted any impacts on brant during any season. Eelgrass biomass was highest during the fall and in the mean biomass simulations, suggesting that even in the absence of alternative sites to Izembek Lagoon, enough food was available for the geese under these conditions.

Scenario III: changes in goose population size

The mean biomass simulations, for both ice-free and 50% late ice conditions, predicted that the Izembek complex could support at least a doubling of the number of brant and cackling geese or the number of overwintering brant (Table 3). The eelgrass biomass in these simulations was predicted to be sufficient to support the increased population sizes of the geese. Similarly, for fall-staging birds, both the minimum and mean biomass simulations, for both ice-free and 50% late ice conditions, predicted that the complex could support at least a
doubling of the number of brant and cackling geese (Table 3). Eelgrass biomass was greatest during this period, and overall depletion with the default number of geese was lowest; hence, there was sufficient food to support a larger population of geese and birds could successfully gain mass to migrate. In contrast, the minimum biomass simulations predicted that increases in the number of brant and cackling goose, or the number of overwintering brant, could potentially reduce the number of overwintering and spring brant that emigrated and survived, with effects being greatest for overwintering brant (Table 3). The emigration of overwintering brant was reduced with 1.2 times the total number of brant and cackling goose, or 1.4 times the number of overwintering brant (Table 3). Overwintering birds were more affected by increased population size because during winter, eelgrass biomass was at a minimum, the energy demands of the geese were at a maximum and feeding habitat could be lost due to ice coverage, meaning that the food supply was insufficient to support goose populations much greater than those currently observed. The emigration of spring migrant brant could potentially be affected by increases in the number of overwintering brant due to increased depletion of eelgrass (Table 3). The size of effect tended to be greater if the increased number of brant survived winter (as depletion was greater), and relatively less if this was not the case. Up to a doubling of the number of cackling goose alone was not predicted to affect the emigration or survival of brant in any simulation (Table 3). The default population size of cackling goose in the model was much smaller than the population size of brant and cackling goose combined, meaning that increased depletion (and hence potential for effects on emigration or survival) due to increases in the number of cackling goose alone was much smaller.

Scenario IV: changes in the coverage and timing of ice

The mean biomass simulations predicted that the presence of ice had no effect on the survival of brant. Fig. 7. Predicted effects of percentage reductions in eelgrass biomass from the 2007–2015 decadal mean (i.e., the value used in mean biomass simulations) on brant mean proportion of time spent feeding in fall assuming an ice-free winter: (a) brant during fall; (b) brant during winter; (c) brant during spring. A value of 50% indicates half of the 2007–2015 decadal mean (i.e., the value used in the minimum biomass simulations). Predictions are the mean of 5 replicate simulations (mean 95% confidence interval of proportion of time feeding across all biomasses = 0.003).
Table 3. Predicted effect of simulated change scenarios on brant emigration and survival during fall, winter, and spring.

| Change simulated                          | Elggrass biomass† | Ice cover‡ | Fall brant | Winter brant | Spring brant |
|-------------------------------------------|-------------------|-----------|-----------|-------------|-------------|
| Percentage reduction of eelgrass biomass  |                   |           |           |             |             |
| Elggrass removed from all sites except Izembek Lagoon§ | Mean 50% late | Ice-free | No No No No | No No No No |
|                                           | Minimum 50% late | Ice-free | No No Yes Yes | No No No No |
| Relative increase in brant and cackling goose population sizes | Mean 50% late | Ice-free | >2x >2x >2x >2x | >2x >2x >2x >2x |
|                                           | Minimum 50% late | Ice-free | >2x >2x >2x >2x | >2x >2x >2x >2x |
| Relative increase in overwintering brant population size | Mean 50% late | Ice-free | >2x >2x >2x >2x | >2x >2x >2x >2x |
|                                           | Minimum 50% late | Ice-free | >2x >2x >2x >2x | >2x >2x >2x >2x |
| Relative increase in cackling goose population size | Mean 50% late | Ice-free | >2x >2x >2x >2x | >2x >2x >2x >2x |
|                                           | Minimum 50% late | Ice-free | >2x >2x >2x >2x | >2x >2x >2x >2x |
| Izembek percentage early-winter ice cover¶ | Mean 50% late | Ice-free | >2x >2x >2x >2x | >2x >2x >2x >2x |
|                                           | Minimum 50% late | Ice-free | >2x >2x >2x >2x | >2x >2x >2x >2x |
| Izembek percentage mid-winter ice cover¶ | Mean 50% late | Ice-free | >2x >2x >2x >2x | >2x >2x >2x >2x |
|                                           | Minimum 50% late | Ice-free | >2x >2x >2x >2x | >2x >2x >2x >2x |
| Izembek percentage late-winter ice cover¶ | Mean 50% late | Ice-free | >2x >2x >2x >2x | >2x >2x >2x >2x |
|                                           | Minimum 50% late | Ice-free | >2x >2x >2x >2x | >2x >2x >2x >2x |
| Izembek percentage all-winter ice cover¶ | Mean 50% late | Ice-free | >2x >2x >2x >2x | >2x >2x >2x >2x |
| Relative increase in disturbance from both human and natural sources | Mean 50% late | Ice-free | >5x >5x >5x >5x | >5x >5x >5x >5x |
|                                           | Minimum 50% late | Ice-free | >5x >5x >5x >5x | >5x >5x >5x >5x |
| Relative increase in disturbance from humans alone | Mean 50% late | Ice-free | >5x >5x >5x >5x | >5x >5x >5x >5x |

Notes: Predicted effects (i.e., emigration or survival below 100%) are shown in bold with numeric values indicating the percentage or rate when emigration and survival would be affected. Non-bold values show the maximum amount of change that did not have an effect or if the change did not have an effect (i.e., emigration or survival remained at 100%).
† Indicates whether predictions are for mean or minimum biomass simulations.
‡ Indicates whether predictions are for ice-free or 50% late ice simulations.
§ "No" indicates no effect on emigration or survival of removing eelgrass from all sites except Izembek Lagoon.
¶ "No" indicates no effect on emigration or survival within simulated range of ice coverage (i.e., ice coverage at sites other than Izembek Lagoon would need to exceed that simulated when Izembek Lagoon had 100% ice coverage).

or emigration of brant, irrespective of the amount of ice coverage and timing of ice, unless 100% ice occurred throughout winter, in which case emigration and survival of overwintering brant were zero (Table 3). The minimum biomass simulations predicted that the presence of ice increased the rate of body mass loss of geese over winter compared to simulations in which ice was absent (Fig. 8). The rate of body mass loss was greatest in simulations of 100% ice cover of Izembek Lagoon, and for these simulations, the model also predicted that no brant would be able to survive the winter (Table 3). Additionally, no geese were predicted to survive if 50% ice occurred throughout winter (Table 3). The rate of mass loss was measured from the start of winter, until either the
end of winter, or until a goose died. With 100% ice, all geese died during the winter, and so the rate of mass loss was measured from the start of winter until a goose died. In this case, the rate of mass loss was lower when ice occurred later in winter because it was measured incorporating a longer period of ice-free conditions (Fig. 8).

Scenario V: changes in disturbance
Disturbance increased the energy demands of model geese and reduced their time available for feeding, and so could potentially reduce their net rate of gaining energy to the point at which emigration or survival would be reduced. The mean biomass simulations predicted that increased disturbance up to five times the default rate had no effect on the survival or emigration of brant (Table 3). The minimum biomass simulations, for both ice-free and 50% late ice, predicted that the proportion of time spent feeding increased as the combined rate of natural and human disturbances increased (Fig. 9). In these simulations, the emigration or survival of overwintering and fall migrant brant were predicted to be reduced by increases in the combined rate of human and natural disturbance of 1.3 times or more (Table 3), whereas no effects on emigration or survival were predicted for fall migrants with increases of up to 5 times the default rate (Table 3). Increases in the disturbance rate from humans alone of up to five times the default rate were not predicted to reduce survival or emigration in any simulation (Table 3). During simulations, the model assumed that natural disturbance occurred throughout the study site, whereas human disturbance was restricted to current access points and close to the shore.

DISCUSSION
In this paper, we used a process-based model for a migratory goose species, black brant, at a critically important staging site, to assess the likely effects of changes in eelgrass food abundance and availability, winter ice coverage, and disturbance, on the ability of the site to support this species. These findings were then validated against a range of observations from the real system.

Overall, there was a relatively close match between the model predictions and observations from the study system. Therefore, the model contained appropriate parameters, which could accurately predict observed goose behavior, making it a practically applicable model for predicting responses to future scenarios of environmental change. As with any model, some simplifying assumptions were required to make the model tractable, given the availability of suitable data on which to base assumptions and parameters, and the complexity and size of the real system. Furthermore, we decided to only include processes and parameters if their values could be estimated from observed data, rather than including parameters that needed to be calibrated. For example, the model assumed that eelgrass was upright in the water column, whereas, in reality, it will be curved at times due to water currents, meaning that it would be slightly less available to the geese. In contrast, the model assumed that food was evenly distributed and available within 1-km² patches, whereas, in reality, geese will forage at a finer scale and will be able to find areas of higher biomass or increased availability than assumed. It was not practical, due to the time taken to run simulations, to

![Fig. 8. Predicted effects of changes in ice coverage on the rate of mass loss of brant during winter derived from the minimum biomass simulations (i.e., biomass 50% of the current, 2007–2015, decadal mean). For each goose, the rate of mass loss was measured from the start of winter until either the end of winter or the time step on which the geese starved. Symbol shading shows the timing of ice (see Table 1a and text for more details). Predictions are the mean of 5 replicate simulations (mean 95% confidence interval of mass loss across all ice combinations = 0.175).](https://www.esajournals.org/doi/figure/10.1890/17-0802.1)
include a smaller patch size within the model, given the overall size of the study area, and the spatial scale of the eelgrass survey data. Furthermore, patch usage by real geese depends on several factors not included in the model, including small-scale variation in predation risk, or traditional use of sites, time, and energy costs of travel between patches, which may account for differences in the detail of patches used in the model. Again, due to time constraints, the model simulated flocks of geese rather than individual geese, but its predictions were not sensitive to changes in flock size from 1000 to 100. The model did not include Sanak and Caton islands, 100 km south of the complex in the Gulf of Alaska, which contain some eelgrass beds, used by some brant temporarily, especially during periods of ice coverage during winter (Wilson and Larned 2020). These islands were not included due to uncertainties in the decision rules birds would use in moving to and returning from them, and as the purpose of the study was to assess the value of the Izembek complex for the geese. Despite such simplifying assumptions, the model still accurately predicted observations from the real system. Especially important was the accuracy with which the model predicted the proportion of time spent feeding by the geese, meaning that model geese were having a similar amount of difficulty meeting their requirements than the real geese were, and so both model and real geese would have similar abilities to adapt to environmental change.

The minimum biomass simulations accounted for the fact that even though there has not been a systematic decline in eelgrass biomass, there is still considerable year to year variation, with the minimum over this period about 50% of the mean (Ward and Amundson 2019). Our predictions showed that the survival and emigration of
the geese was much more sensitive to environmental change in simulations assuming a lower eelgrass biomass. In contrast, the extent of environmental changes modeled had little effect on the birds in simulations assuming the higher eelgrass biomass, even if 50% ice coverage was assumed. We did not use higher ice coverage in these simulations, as the model predicted that 100% ice coverage would cause geese to die even in the absence of other types of change. The higher eelgrass biomass, in effect, buffered the birds against environmental change, as they had a greater capacity to compensate as they could consume food at a greater rate than when a lower eelgrass biomass was assumed.

The predicted proportion of time feeding, and probability of emigration and survival, were sensitive to changes in eelgrass aboveground biomass across the Izembek complex. Therefore, geese were vulnerable to any reduction in biomass below the decadal minimum, especially if change occurs within the winter or spring and is widespread throughout the Izembek complex. Dramatic losses of eelgrass in the Atlantic in the early 1930s caused the population collapse (~90%) of Atlantic light-bellied brant in North America, and dark-bellied brent geese in Europe (Ganter 2000), demonstrating their extreme sensitivity to losses of this target forage source. The observed global declines in eelgrass populations (Waycott et al. 2009), especially those in the north Pacific (Mexico, Ward et al. 2003, Muñiz-Salazar et al. 2006; California, Merkel 2015, Merkel and Gilkerson 2017; Alaska, Harris et al. 2012), represent a substantial threat to brant and other waterfowl that are obligate grazers of eelgrass or foods associated with eelgrass communities (e.g., fish, invertebrates, seaweeds). Ongoing monitoring of eelgrass within the study system (e.g., Ward and Amundson 2019) is important to identify potential threats (e.g., disease, invasive species) and early signs of eelgrass reduction, or to identify years of especially low eelgrass biomass.

We show that at the lower end of current levels of eelgrass biomass (i.e., 50% of the decade mean), a number of environmental changes could reduce the number of brant that could successfully migrate through the Izembek complex in winter and spring. Reduced eelgrass abundance in the Izembek complex has implications for breeding propensity, reproductive success and survival of brant (Sedinger et al. 2006, 2011, Schamber et al. 2012), given the importance of this site as a final staging site before arrival on the breeding grounds for most of the Pacific Flyway population of brant (Lewis et al. 2013). Indeed, the variation in eelgrass abundance in Izembek Lagoon may be an important driver of current negative trends in range-wide rates of survival for both juveniles and adults (Sedinger and Nicolai 2011, Leach et al. 2017), and annual productivity of the brant population (Ward et al. 2018).

The model predicted that access to eelgrass in lagoons other than in Izembek Lagoon itself was critical for the overwinter survival and spring migration of brant. This was driven by the depletion of eelgrass in the fall by brant and cackling geese that mainly concentrate within Izembek Lagoon, and thus, a lower starting eelgrass biomass for overwintering brant and migrant brant arriving in spring than was available in the fall. In the Izembek complex, brant have few options to forage on alternative sources of food, such as green algals (e.g., Ulva spp.), other seagrasses (e.g., Ruppia maritima, Phyllospadix spp.) or salt marsh plants (e.g., Tri-glochin maritima), which brant may eat during eelgrass shortages in other parts of their wintering range (Moore et al. 2004, Ward et al. 2005). These alternative foods are scarce at the end of the Alaska Peninsula, and when present, occur in very low abundance (Hogrefe et al. 2014). In addition, there are few alternative sites containing ice-free eelgrass close to the Izembek complex should feeding conditions deteriorate for brant. The closest of these sites are the Sanak and Caton islands that are used by some brant during high ice winters (Wilson et al. 2017a). The next closest suitable sites are >500 km away. Therefore, any factors that reduce the biomass of eelgrass throughout the Izembek complex or prevent birds access to non-Izembek lagoons in the fall, could adversely affect the ability of brant to survive the winter, or migrate in the spring. This highlights the need to protect the network of feeding sites, rather than focusing purely on the main site.

Under the mean biomass simulations, brant were predicted to still successfully emigrate in fall with up to a doubling of population size. The abundance of eelgrass was greater in the fall than in other seasons and so could support a higher
number of both brant and cackling geese. In contrast, the minimum biomass simulations predicted that relatively small increases in population size of brant during the winter could reduce the number of brant that could be supported. A similar model of brant at another site on the Pacific flyway (Humboldt Bay, California, USA) predicted that the food supply was sufficient to support more than doubling of goose population size (Stillman et al. 2015). Clearly, different sites along the migratory pathway may vary in the number of geese that they may support in the future, and the ability of a site to support geese may also vary seasonally.

Frozen sea conditions can occur frequently within the study system and effectively reduce the amount of habitat available to the geese. Although global warming may eventually reduce the frequency of these events, some of the most extreme winters have occurred in recent years (Petrich et al. 2014, Wilson 2017a, Wilson and Larned 2020). Importantly, some access to alternative eelgrass meadows is available to geese when this habitat is inaccessible in Izembek Lagoon. The minimum biomass simulations predicted that in all but the most extreme simulations geese could survive frozen conditions by redistributing to other locations in or near the Izembek complex. Minimum biomass simulations of 100% ice cover in Izembek Lagoon indicated that geese would not be able to survive winter, due to a combination of food shortage and increased energy demands. Observations show that the real geese have been able to survive severe ice conditions, by temporally redistributing themselves to ice-free locations (Wilson 2017a, Wilson and Larned 2020), and in extreme situations, reducing the proportion of time spent feeding to minimize energy expenditure (Daniels et al. 2019). However, the model still predicts that 100% ice conditions, and its resulting reduced eelgrass biomass, poses a threat to the brant population. We think this prediction is reasonable given that in 2012 when 100% ice conditions occurred throughout winter and annual eelgrass biomass was among the lowest (Ward and Amundson 2019), brant productivity was 13%, half of the 53-yr mean and one of the lowest estimates ever recorded (Ward et al. 2018).

Brant are highly susceptible to adverse effects of disturbances, and particularly to eagles, boats and hunting (Kramer et al. 1979, Ward et al. 1994, Moore and Black 2006), which currently account for most disturbances in the Izembek complex (Daniels et al. 2019; P. Fitzmorris, U.S. Fish Wildlife Service, Izembek National Wildlife Refuge, personal communication). Rates of disturbances are relatively low in the Izembek complex, averaging less than one event per hour. But despite these low levels, the minimum biomass simulations predicted that increases in the combined rate of human and natural disturbances increased the proportion of time geese spent feeding and could prevent birds from emigrating. Brant are spending all or nearly all of their time feeding during these seasons and are therefore unable to compensate for lost foraging opportunities and increased energy expenditure (flight) by increasing rates of food intake. Increases in human population size and ability to access remote areas are bringing humans into more contact with wildlife in the area, increasing the chances that disturbance from human activities may be detrimental (Dickman 2010, Barua et al. 2013). The primary sources of disturbance in the study system were from either land- or boat-based hunting, and from bald eagles. Currently, both types of human disturbance occur within a few km of the shoreline, and hence geese are not subject to hunting in the majority of the Izembek complex. Disturbance was also restricted to daylight, allowing geese to potentially feed without disturbance at night. The present-day distribution of human disturbance is more restricted in extent than natural disturbance, and increases in the amount of human disturbance alone were not predicted to affect the probability of emigration. However, this assumes that the area over which disturbance occurs does not change, and the simulations including natural disturbance show that the geese may be vulnerable to increases in the area over which disturbance occurs. Indeed, there are indications that hunting disturbances are on the rise and more widespread in the Izembek complex given the 3- to 4-fold increase in recoveries of brant bands in the complex in recent years (Leach et al. 2019) and updated disturbance data are needed to more accurately assess its effects on brant in the complex.

Our study has highlighted the potential vulnerability of brant to combinations of low eelgrass biomass and natural and anthropogenic...
environmental change while highlighting knowledge gaps that could be targeted by future research. For example, we assumed that a fixed number of brant would migrate south from the system in fall, but in reality, geese may be using eelgrass biomass, or a correlate of this, such as changes in the position of low pressure systems that reduce the frequency and strength of south-driven tailwinds (Purcell and Brodin 2007, Ward et al. 2009), as a cue for migration. This could mean that birds only migrate away from the site in years of lower eelgrass biomass, avoiding the risk of overwintering when eelgrass biomass is low. Even if such a pattern is not detected from current empirical data, it may be a pattern that emerges through time, as there would be a strong evolutionary selection pressure favoring individuals that only overwintered in years when eelgrass abundance was high. Incorporating such long-distance migration decisions and their evolutionary basis and consequences in the face of environmental change would be a logical next step in the construction of a flyway-wide model of the brant population.
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