ELM of ELM-WD: An extremely low mass hot star discovered in LAMOST survey
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ABSTRACT

The Extremely Low Mass White Dwarfs (ELM WDs) and pre-ELM WDs are helium core white dwarfs with mass $<\sim 0.3M_\odot$. Evolution simulations show that a lower mass limit for ELM WDs exists at $\approx 0.14M_\odot$ and no one is proposed by observation to be less massive than that. Here we report the discovery of a binary system, LAMOST J224040.77-020732.8 (J2240 in short), which consists of a very low mass hot star and a compact companion. Multi-epoch spectroscopy shows an orbital period $P_{\text{orb}} = 0.219658\pm0.000002$ days and a radial velocity semi-amplitude $K_1 = 318.5\pm3.3 km/s$, which gives the mass function of $0.74M_\odot$, indicating the companion is a compact star. The F-type low resolution spectra illustrate no emission features, and the temperature ($\sim 7400K$) is consistent with that from Spectral Energy Distribution fitting and multi-color light curve solution. The optical light curves, in ZTF g, r and i bands and Catalina V band, show ellipsoidal variability with amplitudes $\sim 30\%$, suggesting that the visible component is heavily tidally distorted. Combining the distance from Gaia survey, the ZTF light curves are modeled with Wilson-Devinney code and the result shows that the mass of the visible component is $M_1 = 0.085^{+0.036}_{-0.024} M_\odot$, and the mass of the invisible component is $M_2 = 0.98^{+0.16}_{-0.09} M_\odot$. The radius of the visible component is $R_1 = 0.29^{+0.04}_{-0.03} R_\odot$. The inclination angle is approximately between $60^\circ$ and $90^\circ$. The observations indicate the system is most likely a pre-ELM WD + WD/NS binary, and the mass of pre-ELM is possibly lower than the $0.14M_\odot$ theoretical limit.
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1. INTRODUCTION

ELM WDs or pre—ELM WDs are helium core white dwarfs with mass below $0.30M_\odot$ (Li et al. 2019). Given their extreme low mass and the current age of our Universe, they can only be formed within interacting binary systems (Brown et al. 2010; Pelisoli et al. 2018). The progenitor of the ELM WD are thought to be a low mass star with mass between $1.0M_\odot$ and $1.5M_\odot$, being stripped off its hydrogen envelope by its companion either through the stable Roche lobe overflow channel (RL channel) or the common envelope ejection channel (CE channel) (Han et al. 2002; Chen et al. 2017; Sun & Arras 2018; Li et al. 2019). ELM WDs with mass lower than $0.18M_\odot$ are thought to be produced only in RL channel, since in the CE channel, the thick envelope can’t be thrown off and the two star will merge when the mass of the helium core is lower than $0.21M_\odot$ (Sun & Arras 2018; Li et al. 2019). The pre-ELM phase happened at the end of the mass transfer of the RL channel, where the donor may still bear a thick bloated hydrogen envelope sustained by hydrogen burning for up to Gyrs before they contract to white dwarf cooling track (Istrate et al. 2014). Those bloated pre-ELMs have similar color as main-sequence A and F star and hard to be distinguished by color or low resolution spectra (Brown et al. 2017; Pelisoli et al. 2017, 2018; El-Badry et al. 2021b). The mass of ELM WD formed in the RL channel lies between $0.14$ and $0.4M_\odot$. The minimum mass is set by the bifurcation initial period (Pylyser & Savonije 1988; Li et al. 2019), below which the donor cannot develop a compact core and will likely evolve to a brown dwarf (Nelson et al. 2004; Chen et al. 2017). Different evolution calculations (e.g. Istrate et al. 2016; Chen et al. 2017; Sun & Arras 2018; Li et al. 2019; Soethe & Kepler 2021) show that the lower limit of ELM WD is around
spectra show an 0.14-0.16 $M_\odot$. The observational mass limit seems to coincide with the theoretical result (e.g. Brown et al. 2016). However, it is necessary to mention that the observational limit is not as well established as the theoretical one, given the difficulties separating pre-ELMs from main sequence stars. El-Badry et al. (2021a) listed the 21 spectral confirmed pre-ELM WD systems, 6 have masses lower than 0.14 $M_\odot$, but still consistent with the theoretical estimation considering their uncertainties.

In this work we report a very low mass pre-ELM WD, J2240, discovered in LAMOST low resolution spectral survey. With the help of LAMOST radial velocity (RV) curve, GAIA Dr3 (Gaia Collaboration et al. 2021) distance and ZTF (Bellm et al. 2019) multi-color light curves, the mass of J2240 could be constrained to $0.085^{+0.036}_{-0.024} M_\odot$, which is lower than any known ELM WD. Testing the lower limit of ELM WD is important for studying the theories of mass transferring (MT) and accreting process, the Common Envelope phenomena (CE), angular momentum loss (AML) due to magnetic braking and Gravitational wave radiation, radiation driven evaporation, and many other physical mechanisms related to close binary evolution (Iben & Tutukov 1986; Istrate et al. 2014; Chen et al. 2017; Sun & Arras 2018; Li et al. 2019).

This paper is organized as follows. In Section 2 the existing data and new observations are gathered and described. In Section 3 the data analyzing methods and results are illustrated. The summaries and discussions are shown in Section 4.

2. OBSERVATIONS

In this Section, both archival and newly acquired observational data for J2240 are present. For convenience through out this work, we name the visible component as star 1, the primary, and the invisible component as star 2, the secondary. Phase 0 represents the moment when the visible component is at the superior conjunction point.

2.1. Spectroscopic observation

J2240 was first discovered as a candidate of binaries with compact object in LAMOST low resolution (R ≈ 1800) survey (Cui et al. 2012; Zhao et al. 2012). In regular data release, the spectra of sub-exposures are combined to remove cosmic rays. To take full advantage of LAMOST spectra in time domain, the sub-exposure spectra were released in 2021 (Bai et al. 2021). J2240 has 8 individual low resolution spectra in 3 nights from 2016 to 2021, as shown in Fig. 1 and Table 1. The LAMOST spectra show an RV variation of more than 560 km/s, indicating the system should be a close binary with possible compact companion.

Two additional low resolution spectra were acquired in the Double Spectrograph (DBSP) of the 200 inch Hale telescope at Palomar Observatory (P200) via the TAP (Telescope Access Program for China based astronomers) project. The dichroic filter was set to D55. For the blue side, the grating was set to 1200 lines/mm, 5000Å blaze, and the angle was set to 35°52′ (center wavelength: 4500Å). For the red side, the grating was set to 1200 lines/mm, 7100 Å blaze, and the angle was set to 42°02′ (center wavelength: 6600Å). The slit width was set to 1.5′′, according to the seeing. The spectra cover wavelength from 3900 to 5250Å in the blue, and from 5800 to 7400Å in the red, with a resolution $R \approx 2100$ and $\approx 3200$, for the blue and red respectively. The IRAF package is used to handle raw data processing, including bias and flat correction, cosmic ray removal, spectral extraction and wavelength calibration. The template cross-correlation method used in Bai et al. (2021) was applied to measure the RV of P200 spectra. The method shifts and compares theoretical templates to the observed spectra, finds the best RV at the $\chi^2$ minima, and estimates the uncertainties at $\Delta \chi^2 = 1$. Observation information as well the measured spectral parameters are shown in Table 1.

2.2. Light Curves

J2240 was firstly observed by the Catalina survey between 2007 and 2012, and classified as ellipsoidal variable with a period of 0.2196580 days and an amplitude of 0.24mag (Drake et al. 2014). Between 2012 and 2018, ASAS-SN sparsely observed this target in V band for more than a few hundred times, but no classification is available since it is too faint (Jayasinghe et al. 2019). The ATLAS survey (Asteroid Terrestrial-impact Last Alert System), operated since 2015 using cyan and orange filters, classified this target as NSINE, indicating sinusoidal variables with large residual noise (Heinze et al. 2018). The ZTF survey, operated since 2018 using g, r and i bands, classified this target as EW (W Ursae Majoris type variables), with a period of 0.219655 days in g band and 0.2196582 days in r band (Chen et al. 2020).

Combing the Catalina and ZTF data (g and r band) spanning 14 years, we derive a period of 0.219658 days using the Lomb-Scargle periodogram (Lomb 1976; Scargle 1982). Each light curve from different bands is subtracted with the mean magnitude, divided by the stan-
Figure 1. The upper panel: the single exposure spectra of J2240 from LAMOST and P200. The spectra from bottom to top are in phase ascending order, and adjacent spectra are shift by 0.5 in y direction to make a clear view. The phases are shown in the right side. Details are shown in Table 1. The middle panel: The combined spectrum of the blue band (black), over-plotted with its best fitting template (red). The lower panel: The residual in the fitting of combined spectrum of the blue band.
Table 1. Spectroscopic observations and estimated parameters of J2240. Note the DATE column represents the time zone observation night, and the HJD represents the heliocentric time at the middle of exposure. The signal to noise ratios ($S/N$) for single exposures are between 10 and 20, the typical errors in this $S/N$ range are 150k, 0.25dex and 0.15dex for $T_{\text{eff}}$, log $g$ and [Fe/H], respectively. The RVs denote the radial velocities directly measured from spectra, while the RVCorrs denotes the phase smearing corrected velocities, as discussed in Section 3.3.

| DATE      | HJD      | RV       | Phase | RVCorr  | $T_{\text{eff}}$ | log $g$ | [Fe/H] | EXPTIME | Tel./Ins. |
|-----------|----------|----------|-------|---------|-----------------|---------|--------|---------|-----------|
| 20161128  | 2457720.9407 | 141.98±4.49 | 0.62  | 145.16  | 7347            | 4.14    | 0.11   | 1800    | LAMOST/LRS |
| 20161128  | 2457720.9636 | 236.38±4.86 | 0.73  | 240.97  | 7357            | 4.08    | 0.15   | 1800    | LAMOST/LRS |
| 20161128  | 2457720.9872 | 209.65±4.42 | 0.83  | 213.84  | 7323            | 4.05    | 0.14   | 1800    | LAMOST/LRS |
| 20171120  | 2458077.9763 | -132.78±7.92 | 0.04  | -133.71 | 7334            | 4.25    | -0.11  | 1800    | LAMOST/LRS |
| 20171120  | 2458077.9992 | -303.82±6.74 | 0.14  | -307.30 | 7608            | 4.37    | -0.06  | 1800    | LAMOST/LRS |
| 20171120  | 2458078.0228 | -374.01±10.12 | 0.25  | -378.54 | 7478            | 4.36    | 0.11   | 1800    | LAMOST/LRS |
| 20210603  | 2459368.9314 | -337.18±3.34 | 0.15  | -338.94 | 7525            | 4.14    | 0.06   | 1200    | P200/DBSP |
| 20210603  | 2459368.9787 | -299.28±4.09 | 0.37  | -300.79 | 7197            | 4.07    | 0.01   | 1200    | P200/DBSP |
| 20211010  | 2459498.0289 | 148.55±7.30  | 0.87  | 151.83  | 7401            | 4.11    | 0.09   | 1800    | LAMOST/LRS |
| 20211010  | 2459498.0512 | -24.90±7.89  | 0.97  | -24.21  | 7099            | 3.94    | 0.25   | 1800    | LAMOST/LRS |
standard deviation. Then curves from different bands are merged as one long span light curve. Note the power spectrum peak is found at the half period (0.109829 days), as shown in Fig. 2. The uncertainty, defined at the power spectrum full width half maximum (FWHM/2.355), is ~2e-6 days. The Automatic Fourier Decomposition (AFD) (Torrealba et al. 2015) method is also used for comparison. Given a period, the light curves are fitted to sinusoidal harmonic function (up to 6 harmonics). The reduced \( \chi^2 \) values are calculated considering the residuals from multiple light curves. The best period is found at 0.219658 via minimization of the reduced \( \chi^2 \), and the uncertainty, determined when the reduced \( \chi^2 \) increases by 1, is close to the value from Lomb-Scargle periodogram.

Once the period is known, by folding the light curves and fitting the points near the minimum (±0.1 phase) with sinusoidal function, the zero point can be estimated. The uncertainty is estimated using Markov Chain Monte Carlo (MCMC) method. However the negative correlation between period and zero point is evident, with a 1e-6 days offset in period corresponding to about -30 minutes offset in zero point. Follow up continuous high time resolution monitoring could constrain the zero point with uncertainty below one minute. Here the adopted ephemeris of the system is,

\[
T(\phi = 0) = 2454000.0173(400)HJD + 0.219658(2) \times N,
\]

where \( \phi = 0 \) corresponds to the visible component in superior conjunction, and \( HJD \) is the heliocentric Julian Date (in UTC).

2.3. Multi-band photometry

According to the GALEX Search Tool 10.17909/T9H59D \(^2\), J2240 has two records in GALEX archive (Bianchi et al. 2017), OBJID = 6376439803911605972 and 6376439771699347883. For both records, only NUV band measurements are valid, which are 20.66 ± 0.16 and 20.24 ± 0.15, in magnitude, respectively. Via CasJob \(^3\), a joint query between VisitPhotoObjAll, VisitPhotoExtract and visitImg shows that the target was visited 4 times (see Ta-

\(^2\) http://galex.stsci.edu/GR6/?page=mastform
\(^3\) http://galex.stsci.edu/casjobs/

---

Figure 2. The Lomb-Scargle Power for the combined light curves of ZTF g, ZTF r and Catalina V. The power peaks at half orbital period (0.109829 days), with \( FWHM \approx 0.000002 \) days.

Figure 3. Folded RV curves and LCs in different bands (V band of Catalina, g, r and i bands of ZTF) with a period of 0.219658 day. The phases of superior conjunction (\( \phi = 0 \) or 1), quadrature (\( \phi = 0.25 \) and 0.75), and inferior conjunction \( \phi = 0.5 \) are marked with vertical gray lines. A calculated RV curve is shown using best fit \( K_1 = 318.5 \) km/s and \( V_{sys} = -68.6 \) km/s.
Table 2. The GALEX observation of J2240. Only NUV measurements are available.

| DATE        | JD(day)  | NUV mag | PHASE |
|-------------|----------|---------|-------|
| 20070908    | 2454351.9646 | 20.89±0.27 | 0.24  |
| 20061012    | 2454021.1541 | 20.46±0.20 | 0.22  |
| 20040810    | 2453231.9007 | 20.29±0.20 | 0.11  |
| 20040810    | 2453231.9692 | 20.13±0.21 | 0.42  |

VISTA and WISE W1 for the following analysis. The multi-band photometry measurements are collected in Table 3.

2.4. Distance, Kinematics and Extinction

In Gaia EDR3 (Gaia Collaboration et al. 2021), J2240 is source_id = 2652639593773429120. Its parallax is 0.69426 mas and parallax error is 0.085375 mas. The RUWE is 1.0642716, implying no significant excess noise and no indicative of parallax estimation problem. The parallax bias, according to Lindegren et al. (2021), is −0.03054 mas, yielding to a corrected parallax of 0.7248, and corresponding to distance of 1380±184 pc, and distance modulus of 10.700±0.272. The distance using Bayes technology, according to Bailer-Jones et al. (2021), is 1340.4±132.7 pc. In case the effective temperature is unchanged, a smaller distance indicates smaller stellar radius and mass estimation. Here we choose to use the distance of 1380±184 pc in our following work.

J2240 is within the southern Galactic cap, and is ≈1000 pc below the Galactic plane according to its distance. Its proper motion in Gaia EDR3 is pmra = −2.6559±0.1004 mas and pmdec = 0.6671±0.0806 mas. Together with system velocity of −68.6 ± 2.6 km/s from our orbit fitting (Section 3.3), the 3D motion in LSR (U,V,W)_{LSR} is (9.5 ± 0.7 km/s, −26.9 ± 1.5 km/s, 58.9 ± 2.0 km/s), indicating a thin disk object (P_{thin} = 70 ± 5%, P_{thick} = 28 ± 4%, P_{halo} = 2 ± 1%) (Ramírez et al. 2013). Here the bootstrapping method is used to estimated the uncertainties.

The 3D dust map of Green et al. (2019), which is based on Gaia parallaxes and stellar photometry from Pan-STARRS1 and 2MASS, gives an extinction coefficient α of 0.07. Actually the coefficient α reaches 0.07 at distance modulus DM = 6.25 and remains unchanged for larger DMs. The corresponding extinction coefficient E(B−V) is 0.062 or 0.069, according to the two transformation formula of Green et al. (2019). 2D extinction based on IRAS and COBE/DIRBE data shows lower value. E(B−V) from Schlegel et al. (1998) and Schlaufy & Finkbeiner (2011) is 0.0506±0.0006 and 0.0435 ± 0.0005 respectively. We here adopt E(B−V) = 0.056 ± 0.013 by choosing 0.0435 and 0.069 as the 16% and 84% percentiles, Then we use it as a prior in the Spectral Energy Distribution (SED) fitting in Section 3.2. The returned posterior extinction, 0.055±0.013 (see Figure 4), is well consistent with the prior. Based on the extinction law of Cardelli et al. (1989) and the band effective wavelength adopted from the Wilson-Devinney code (Wilson & Devinney 1971), the corresponding extinctions in g, r, i and Gaia G bands are 0.204±0.048, 0.149±0.035, 0.112±0.026 and 0.152±0.036, respectively.
Table 3. Multi-band photometry measurements for J2240.

| Filter     | Magnitude       | Reference                  |
|------------|-----------------|----------------------------|
| GALEX NUV  | 20.6582±0.1643\(^1\) | Bianchi et al. (2017)       |
| SDSS u     | 18.441±0.018    | Ahumada et al. (2020)       |
| SDSS g     | 17.350±0.005    | Ahumada et al. (2020)       |
| SDSS r     | 17.186±0.006    | Ahumada et al. (2020)       |
| SDSS i     | 17.195±0.006    | Ahumada et al. (2020)       |
| SDSS z     | 17.280±0.014    | Ahumada et al. (2020)       |
| PS1 g      | 17.3403±0.0529  | Chambers et al. (2016)      |
| PS1 r      | 17.2061±0.0059  | Chambers et al. (2016)      |
| PS1 i      | 17.2487±0.0133  | Chambers et al. (2016)      |
| PS1 z      | 17.2694±0.0162  | Chambers et al. (2016)      |
| PS1 y      | 17.3129±0.0222  | Chambers et al. (2016)      |
| GaiaEDR3 G | 17.1381±0.0073  | Gaia Collaboration et al. (2021) |
| GaiaEDR3 BP| 17.2973±0.0240  | Gaia Collaboration et al. (2021) |
| GaiaEDR3 RP| 16.8414±0.0206  | Gaia Collaboration et al. (2021) |
| 2MASS J    | 16.754±0.134    | Warner (2003)               |
| 2MASS H    | 16.221\(^2\)    | Warner (2003)               |
| 2MASS Ks   | 15.941\(^2\)    | Warner (2003)               |
| WISE W1    | 16.428±0.079    | Cutri et al. (2021)         |
| WISE W2    | 16.998±0.457\(^3\) | Cutri et al. (2021) |
| WISE W3    | 12.302\(^3\)    | Cutri et al. (2021)         |
| WISE W4    | 8.722\(^3\)     | Cutri et al. (2021)         |
| VISTA Y    | 16.7193±0.0131  | McMahon et al. (2013)       |
| VISTA J    | 16.6129±0.0146  | McMahon et al. (2013)       |
| VISTA H    | 16.5509±0.0164  | McMahon et al. (2013)       |
| VISTA Ks   | 16.4528±0.0393  | McMahon et al. (2013)       |

\(^1\) This is the combined magnitude for OBJID = 6376439803911605972.
\(^2\) This is an upper limit.
\(^3\) The photometry quality flag is not good and no error is provided for W3 and W4.

3. METHODS AND RESULTS

In Section 3.1, we estimate spectral atmosphere parameters using template cross match method. In Section 3.2, SED fitting is carried out using MCMC technique. With observed magnitudes, extinction, distance and effectively temperature, the radius can be estimated properly, with distance contributing majority of the uncertainty. In the following orbital parameter fit with RV curve in Section 3.3, we obtain RV semi-major amplitude of the visible component, and hence the binary mass function of the invisible component.

In Section 3.4 the light curves from ZTF are fitted simultaneously with RV data. The ellipsoidal amplitude (≈30%) provides constrain on the filling factor of the visible component, the orbital inclination and also the mass ratio (Gomel et al. 2021). The visible component of our binary has small radius but relative large filling factor, suggesting the orbital separation is small. As the orbital period is strongly constrained, the small separation thus indicates small masses for both components. In the absence of light curve eclipse feature, the inclination angle is weakly constrained, as it has a strong negative correlation with the filling factor, which directly determines the amplitude of the tidal deformation. Nevertheless, the masses of both component can still be properly constrained into a small range.

The Wilson-Devinney code (Wilson & Devinney 1971) is a well performed and widely used code for simulating binary light curves and radial velocity curves. The code provides two executable program, the Light Curve (LC) and Differential Correction (DC). The first one (LC program) computes light curves from different filters, given necessary physical parameters of the binary systems. The second one (DC program) calculates the numerical derivative and finds the local optimum using Levenberg-Marquardt algorithm. Among several tens of variables, which can be directly given and adjusted...
in the Wilson-Devinney code, effective temperatures, Roche potential (related to radius), mass ratio, inclination angle and separation are of the most critical importance. While mass, radius, luminosity and surface gravity of each component can be only be calculated indirectly, by LC program or by external code. We preliminarily try the Wilson-Devinney code to constrain the system (inclination, orbital separation, mass ratio and Roche potential) without change distance and extinction. Then we derive the uncertainties by considering the uncertainties of distance, extinction and other related parameters, with bootstrapping method. Details are described step by step in Section 3.4.

3.1. Spectral parameters

As the magnitude of our binary is relatively faint, the S/N of both the LAMOST and P200 spectra are between 10 and 20 (see Fig. 1). The spectra are dominated by plateau Ca II H & K in absorption, normal Balmer series, weak Mg I triplets and Ca II Triplets, nearly invisible G band, Ca I 4226 line and Paschen series, suggesting our target is an early F-type star. All of these lines are in absorption. Helium lines are invisible in all the spectra. The UlySS package (Koleva et al. 2009), which is adopted in LAMOST stellar parameterization pipeline (Wu et al. 2014), is used to match the low resolution spectra to the ELODIE high resolution models to derive the stellar parameters. In the range of 3830 and 5500 Å, the high resolution model spectra are radial velocity shifted, degraded into low resolution by convolution with a Gaussian kernel, and multiplied with an auto adjusted polynomial to act as flux scaling/normalization. The best fitting parameters are then found by minimizing the χ² value, while the uncertainties are determined when ∆χ² = 1. The parameters for each single exposure are listed in Table 1. Since the S/N of each individual spectrum is relatively low, all the single exposures were shifted to the rest frame and combined to get a spectrum with higher S/N. The stellar parameters derived from the rest frame co-added spectrum are Teff = 7198 ± 150K, log g=4.29±0.25dex and [Fe/H]=0.08±0.15dex, which agrees with with the average of the individual measurement, i.e., Teff = 7361 ± 139K, log g=4.14±0.13dex and [Fe/H]=0.08±0.12dex. The adopted spectral parameters are shown in Table 4.

The best fit model and the residuals are shown in the middle and bottom panel of Fig. 1, respectively.

As marked in the figure, there are a few lines that are slightly deeper than the model in the residual spectrum. As shown in the upper panel of Fig. 1, these absorption features move in phase with the visible component, suggesting they are not interstellar absorption lines. Considering the low resolution and relative low S/N of individual spectra, further high resolution spectroscopic observation will be useful to verify the stellar parameters and element abundance, and then better understand the evolution stage of the system.

3.2. Spectral Energy Distribution fitting

Since the photometry varies with the phase by up to 30%, the phase averaged magnitudes should be used with higher priority to obtain a good SED fit. Considering our target is in a close binary system, interaction may change their evolution path, thus we only fit the SED with KURUCZ (Castelli & Kurucz 2003) spectral template to derive the temperature and radius, rather than fitting with stellar evolution model. The model flux is calculated by convolving the filter transmission function with the model spectra. While the observations are obtained via VizieR Photometry Viewer 7, where data are already transformed into the unit of Jansky.

J2240 was observed by Pan-STARRS (PS1) for 14, 22, 20, 15 and 12 times in g, r, i, z and y bands, respectively. Certainly, the sampling time are not evenly distributed within the period, and the epochs for different bands are different. With model light curves from preliminary fitting and the real observation phases from PS1 survey, we can calibrate the PS1 magnitude to the average magnitude of the light curve of the corresponding filter. However, due to the relative large uncertainty of the light curve period and zero point, the uncertainties of corrections are comparable to the corrections. Besides preliminary tests show that the influence of these corrections is tiny (∼30K in temperature), therefore we decide not to over correct the data. In the infrared band, we use VISTA data and WISE W1 band. In the UV band, GALEX NUV is our only choice. The SDSS u band is added to increase the number of points in the blue band. To account for the phase variation, we simply enlarge the errors of SDSS u, VISTA J, H, Ks, and WISE W1 data by 3 times, so the errors (∼5%) are comparable to the light curve amplitude.

Since the SED fitting is mostly sensitive to the temperature, we fixed log g=4.43 (from light curve fitting, Section 3.4) and [Fe/H]= 0.08 (from spectral estimation).

6 As the error given by UlySS package is unrealistically small, the typical measurement error from https://www.lamost.org/dr8/v1.1/doc/release-note are adopted.

7 https://vizier.cfa.harvard.edu/vizier/sed/
The log $g$ from light curve fitting is adopted since the gravitational potential is better described by the shape of the light curve, thus the log $g$ could be better solved than from the low resolution spectrum. We have tried to alter log $g$ to 4.15 and [Fe/H] to 0.0 respectively, the corresponding change of $T_{\text{eff}}$ are $\approx 20K$ and $\approx 10K$, respectively. As a result, the effects of both log $g$ and [Fe/H] on $T_{\text{eff}}$ are negligible. The MCMC technique is used here to optimize the fitting. The extinction prior is set to $0.056 \pm 0.013$ according to Section 2.4. The distance from Section 2.4 is also adopted as a prior. The fitting result, using PS1 magnitudes, SDSS u, GALEX NUV mag, VISTA J, H, Ks mag, and WISE W1, is shown in Fig. 4. The SED with the returned parameters ($T_{\text{eff}} = 7360 \pm 110K, E(B-V) = 0.055 \pm 0.013$ and $R1 = 0.29^{+0.04}_{-0.03} R_S$) is shown in the Fig. 5. We have also tested the influence of the inclusion of the GALEX NUV, SDSS u and WISE W1 data, and also the correction of PS1 data. The temperate will change with deviation of about 40K, so we would like to enlarge the uncertainty of $T_{\text{eff}}$ to 120K.

As mentioned in Section 2.3, of the four single GALEX visits as shown in Table 2, one has reported a FUV calibrated flux using NUV position. To test the flux contribution of the unseen secondary, assuming a white dwarf using Koester Model (Koester 2010), we include the FUV flux in the SED fitting. With the constraint of FUV flux, the companion WD could be limited to cooler than $\sim 22000K$, and the contributions from the hot component in the optical bands are on the order of 1%. Tests also show that the inclusion of WD component has very small influence on the temperature of the visible component (about 40K). An example is shown in Fig. 6, with a WD temperature of 18000K.

### 3.3. Orbital parameters

The RV data from both LAMOST and P200, as shown in Table 1, is used to solve the orbital parameters. We firstly tried to fit the data use TheJoker (Price-Whelan et al. 2017), which is a well preformed Monte Carlo sampler for sparser RV data. The returned orbital parameters are $p = 0.2196577 \pm 0.00000003day$, $e = 0.02 \pm 0.02$, $K1 = 320.01 \pm 3.39km/s$ and $V_0 = -69.14 \pm 2.68$. Further more, with the eccentricity fixed to 0, a sinusoidal curve fit is carried out via MCMC technique.

The exposure time for spectral observation is 20-30 minutes, which is relatively long comparing to the orbital period 5.3 hours. The long exposure time will lead to the phase smearing effect, which will lower the RV amplitude. Assuming a circular orbit, the smearing effect can be approximated by

$$V(\phi) - V_0 = (V_{\text{obs}} - V_0) \cdot 2\pi\delta\phi / \sin(2\pi\delta\phi), \quad (2)$$

where $V(\phi)$ is the actual velocity at phase $\phi$, $V_{\text{obs}}$ is the measured velocity from the spectrum, $V_0$ is system velocity of the binary and $\delta\phi$ is the half length of the exposure time in phase space. For LAMOST, the half expo-
sure length is $δφ ≈ 1800s/2P = 0.0474$ in phase, then we have amplitude scaling factor $2πδφ/\sin(2πδφ) = 1.015$. As for the case of P200, the 1200s exposure time corresponds to scaling factor of 1.007. A preliminary fitting results, using observed RV without correction, are $K1 ≈ 314km/s$ and $V0 ≈ −70km/s$. The phase smearing corrected RV is shown in the ‘RVCorr’ column of Table 1. Then we redo the fit with the corrected RV, the revised velocity amplitude are $K1 = 318.5±3.3km/s$ and system velocity $V0 = −68.6 ± 2.6km/s$, as shown in Fig. 3 and Fig. 7.

With the estimated orbital period P and radial velocity amplitude $K1$, the binary mass function is,

$$f(M) = \frac{M_1 q^3 \sin^3 i}{(1 + q)^2} = \frac{P K_1^3 (1 − e^2)^{3/2}}{2πG} = 0.74M⊙,$$

where $M_1$ is the mass of the primary, $q = M_2/M_1$ is the mass ratio, and $i$ is the system inclination. Assuming an edge-on orbit and $M_1 = 0.08M⊙$, the least mass of $M_2$ would be $0.88 M⊙$, which will be about 1 mag brighter than star 1 and will dominate the spectra, if it’s a normal star. Thus the companion should be a compact star. i.e., a white dwarf or a neutron star.

3.4. Light curve fitting with Wilson-Devinney code

As in Fig. 3, the ellipsoidal variation dominates all the folded light curves. The tidally distorted light curves offer a better constraint on the mass ratio and radius of the primary than the low resolution spectra (Hernes et al. 2012). The Wilson-Devinney code (Wilson & Devinney 1971) is used to model the ZTF g, r and i band light curves simultaneously. The Wilson-Devinney code atmosphere model uses SDSS filters, which are different from ZTF g, r and i filters. But since the ZTF magnitudes are calibrated to Pan-STARRS system (Masci et al. 2019), ZTF magnitudes are converted to SDSS using the PS1 to SDSS relation (Tonry et al. 2012). The multi-color light curves also offer an independent solution of the temperature of the visible component other than the spectra and SED fitting.

A preliminary fit is carried out firstly. Here, the parameters to be adjusted with DC program of the Wilson-Devinney code only include the temperature of the primary $T1$, the mass ratio $q = (M_2/M_1)$, semi-major axis $SMA$, inclination angle $INC$, and the potential of the visible component $Ω_1$. For the moment distance and extinction is treated as fixed parameters and will be considered in the following bootstrapping step. The invisible compact secondary (star 2) is modeled by setting a very large potential ($Ω_{rm2}$), which will ensure an extremely small radius, and temperature of 18000K from Section 3.2. The limb darken coefficients are internally determined by WD following the square
Table 4. Summaries of parameters for J2240.

| Name    | Description                  | Unit         | Value                  |
|---------|------------------------------|--------------|------------------------|
| RA      | Right Ascension J2000        | [degrees]    | 340.169878411          |
| DEC     | Declination J2000            | [degrees]    | -2.125739518           |
| P       | Orbital Period              | [days]       | 0.219658(2)            |
| T0      | Heliocentric Julian Day     | [days]       | 2454000.0173(400)      |
| V0      | System velocity             | [km/s]       | -68.6 ± 2.6            |
| K1      | RV semi-amplitude           | [km/s]       | 318.5 ± 3.3            |
| Plx     | Parallax                    | [mas]        | 0.7248 ± 0.08538       |
| D       | Distance                    | [pc]         | 1380^{+134}_{-145}     |
| DpcLog  | $\log_{10}(Distance)$       | [pc]         | 3.1398                 |
| E(B-V)  | Reddening in B-V color      | [mag]        | 0.055 ± 0.013          |
| Ag      | Extinction in g band        | [mag]        | 0.204 ± 0.048          |
| Ar      | Extinction in r band        | [mag]        | 0.149 ± 0.035          |
| Ai      | Extinction in i band        | [mag]        | 0.112 ± 0.026          |
| AG      | Extinction in Gaia G band   | [mag]        | 0.152 ± 0.036          |
| ALB     | Bolometric albedos          | [-]          | 0.5 – 0.7              |
| GR      | Gravity Darkening exponent  | [-]          | 0.3 – 0.5              |
| CALIB g | g band zero point           | [ergs$^{-1}$cm$^{-3}$] | 0.49875               |
| CALIB r | r band zero point           | [ergs$^{-1}$cm$^{-3}$] | 0.288637              |
| CALIB i | i band zero point           | [ergs$^{-1}$cm$^{-3}$] | 0.195711              |
| $T_{\text{eff}}$ | Spectral temperature | [K]         | 7360±150              |
| log $g$ | Spectral surface gravity    | [dex]        | 4.14±0.25              |
| [Fe/H]  | Spectral metallicity        | [dex]        | 0.08±0.15              |
| $T_{\text{eff}}$ | SED fitted temperature     | [K]         | 7360±120              |
| R1      | SED fitted star 1 radius    | [$R_\odot$]  | 0.29^{+0.04}_{-0.03}  |
| M1      | Primary mass                | [$M_\odot$]  | 0.085^{+0.016}_{-0.024} |
| R1      | Primary radius              | [$R_\odot$]  | 0.295^{+0.018}_{-0.030} |
| T1      | Light curve temperature     | [K]         | 7440±80               |
| log $g$ | Light curve surface gravity | dex         | 4.43±0.05             |
| SMA     | Semi major axis             | [$R_\odot$]  | 1.51^{+0.07}_{-0.06}  |
| INC     | Orbital Inclination         | [degrees]    | 60 – 90               |
| M2      | Secondary mass              | [$M_\odot$]  | 0.98^{+0.16}_{-0.09}  |

The gravity darkening exponent $GR$ is between 0.2 and 0.6 in the temperature range of 6300 and 8000K (Claret 2017; El-Badry et al. 2021b). If we set $GR$ as a free parameter, the result converge at $\sim 0.3$. So we first adopt 0.3 for the current calculation and further extend to 0.5 to test their effect on mass determination. Other parameters such as the bolometric albedos $ALB$, the extinction in g,r and i band, and the distance (log pc) are listed in Table 4. The phase folded ZTF light curves were then solved with Wilson-Devinney code. The zero point fluxes ($CALIB$) for g, r, and i bands, defined as 3631 Jy per unit frequency for all AB systems, are chosen to be 0.49875, 0.288637 and 0.195711 ergs$^{-1}$cm$^{-3}$, respectively.\(^8\)

The light curve fitting result is shown in Fig. 8. The best fit model light curves with different inclination angles are illustrated. In Fig. 8, the red color is for small inclination angle, while the blue is for large inclination angle. As the inclination angle changes, the mass ratio changes, then potential and orbital distance will make a compensatory change to fit the light curve. So in the range of inclination, the difference in the light curve(0.1%) is indistinguishable under the current pho-

---

\(^8\) http://svo2.cab.inta-csic.es/svo/theory/fps3/index.php
tometric accuracy. If the inclination angle is smaller (≤ 60°), the visible component will overfill its Roche lobe and transfer mass onto the compact star, and may possibly cause spectra emission features (El-Badry et al. 2021a), which are however not seen in the spectra spanning 5 years. Here we assume a detached configuration, but it is necessary to note that a low accretion rate scenario either do not display emission. While for inclination larger than 80°, the occultation of star 2 will cause an eclipse in the light curve, and the depth of the eclipse depends on the temperature of the hot white dwarf, as illustrated in the inset of Fig. 8. As could be estimated from the mass function (i.e. equation 3), when the inclination is larger than 80°, M2 varies from 0.84 to 1.00 M⊙, the corresponding radius is approximately 0.01 to 0.008 R⊙ (Althaus et al. 2005). Assuming a radius of 0.01 R⊙ in the Wilson-Devinney code (specified by POT2), the eclipse depth will be most prominent in g band, which is approximately 0.5%, 1.5%, 2.0%, 4.0% for T2 of 12000 K, 18000 K, 22000 K and 30000 K, respectively. When T2 is higher than 22000 K, the eclipse will be deeper than 2% in g band and will be detectable in current data. So if the inclination is higher than 80° and the companion is a white dwarf, the temperature of the white dwarf should be lower than 22000 K, this is consistent with the estimation from SED fitting. As the eclipse is not detected, the model difference between different inclination is not distinguishable. The upper limit of the inclination could not be determined. Thus, we roughly limit the angle from 60° to 90°. Then a grid search upon inclination can be carried with Wilson-Devinney code. The results show that SMA varies from 1.7 to 1.5 R⊙, T1 varies from 7400 K to 7500 K, q varies from 18 to 10, and the filling factor (controlled by the star 1 potential Ω1) varies between 95% and 100%. The corresponding mass of star 1 (the visible component) is from 0.07 to 0.09 M⊙.

To estimate the uncertainties of our solution, we further repeat our process with larger range of distance, extinction, gravity darkening and reflection coefficients, and let the DC program of Wilson-Devinney code determine the T1, q, SMA, INC and POT1, via bootstrapping. Inclination angles are chosen from 60° to 90° with probability distribution function (PDF) = sin(i) (it is the equivalent to PDF(cos(i)) = 1). The distance is sampled according to Section 2.4. Actually we do a Gaussian sampling (mean = 0.7248, σ = 0.085375) on parallax then get distance as 1/parallax. Extinction is sampled from Gaussian function with mean = 0.055 and sigma = 0.013. Both the gravity darkening (GR) and reflection coefficient (ALB) are related to the status of the envelope of the star. For convective atmosphere GR = 0.3 and ALB = 0.5 is suggested, while for hot radiative atmosphere (e.g., main sequence star of T_eff > 8000 K), 1.0 for both are suggested. For our case, though the high temperature gradient in the bloated radius of star 1 will enable a convective envelope, but to be conservative, GR is sampled from uniform distribution within 0.3 to 0.5, while ALB1 is sampled from 0.5 to 0.7. For each set of parameters (distance, extinction, GR and ALB) sampled, we fix them in DC, change the light curve values by adding a Gaussian noise according to their errors, run DC program of Wilson-Devinney code, and get optimized T1, SMA, Q and POT1 (Roche potential). The related M1/2, R1, log gh are also obtained. We repeat the process by over 30000 times and calculate χ², and the final results are shown in Fig. 9, giving M1 = 0.085±0.030 M⊙, R1 = 0.935±0.053 R⊙, SMA = 1.57±0.07, and M2 = 0.98±0.06. The results correspond to star 1 log g of 4.43 ± 0.05 and mass ratio Q of 12.±5. The uncertainty of M1 mostly comes from the distance uncertainty. The gravity darkening efficient also has significant impact on the masses. With stronger gravity darkening effect, the filling factor could be smaller, leading to larger orbital separation and hence larger masses for both component.

Within the bootstrapping sample, the χ²−inclination relation is inspected and no correlation is found, confirming that the inclination cannot be constrained into narrower range unless additional constrains are considered. The absence of emissions in the 5 year spectral observations, are considered as a sign of lacking ongoing mass transferring, thus the system is modeled as a detached system. The estimated filling factor is between 95% and 100%. Such a hot but low mass visible component can only be properly explained as a pre-ELM, according to present day stellar evolution theories. Certainly the extremely low mass could be biased due to several reasons, like distance, gravity darkening effect, extinction and temperature. Taking a step back, the estimation is consistent with the 0.14 M⊙ theoretical limit under the 95% confidence level. Follow up observations using larger aperture telescopes and higher precision instruments will be significant to refine the parameters.

4. SUMMARIES AND DISCUSSIONS

4.1. Formation of J2240

Li et al. (2019) suggested that ELM WDs with mass less than ~0.22 M⊙ can not be produced from the CE ejection process due to the large binding energy of the progenitor envelope. Therefore, J2240 is supposed to be formed through stable Roche lobe overflow. To model the evolutionary history of J2240, we perform binary evolution simulations by using the stellar evolution...
J2240 may have a mass around $0.160 - 0.170 M_\odot$. The estimation of ELM WD mass is only marginally consistent with the light curve fitting results within the 99% confidence interval. Besides, the standard binary evolution models can not produce pre-ELM WDs with mass less than $\sim 0.14 M_\odot$, as shown in previous works (Istrate et al. 2014; Chen et al. 2017; Li et al. 2019).

If J2240 has a mass less than $\sim 0.14 M_\odot$, the extra mass-loss mechanism for the progenitor of ELM WD is needed. For example, if the companion is a NS, the pulsar evaporation on the ELM WD progenitors can strip a part of envelope, which leads to low-mass remnants (Jia & Li 2016; Tang & Li 2021). Following Jia & Li (2016), we calculate several models with considering the pulsar evaporation effects. The corresponding mass-loss rate of the donor is given by

$$M_{d,\text{evap}} = -\frac{f}{v_{d,\text{esc}}} L_p \left( \frac{R_d}{a} \right),$$

where $f$ is the efficiency of pulsar irradiation, $v_{d,\text{esc}}$ and $R_d$ are the surface escape velocity and the radius of the donor, respectively, $L_p$ is the spin-down luminosity of the pulsar, and $a$ is the binary separation. Other initial parameters are similar as that in Model A of Jia & Li (2015). The results of evaporation efficiency with $f = 0.1, 0.2$ are shown in Fig. 10. We see that the ELM WDs with mass $\lesssim 0.14 M_\odot$ can be produced, where the minimum ELM WD masses for $f = 0.1, 0.2$ are about $0.13 M_\odot$ and $0.11 M_\odot$, respectively. However, the evolutionary tracks for those ELM WDs with mass $\lesssim 0.14 M_\odot$ are below the observation value of J2240. Therefore, the formation of J2240 gives a challenge to the standard evolutionary models of ELM WDs, and it deserves further detailed investigations (Deng et al. 2021).

4.2. Conclusion

In this work, we present detailed mass estimation for ELM-WD J2240, which was discovered in the LAMOST low resolution survey as a binary system with the primary star orbiting an unseen compact star with a RV semi-amplitude of $K_1 = 318.5 \pm 3.3 km/s$ every $0.219658 \pm 0.000002$ days. Kinematics analysis indicates that the system is a thin disk binary. Accurate parallax from GAIA help to constraint the primary radius to $0.29 \pm 0.04 R_\odot$. Temperatures from the spectral, SED and the multi-color light curve fitting are consistent with each other $(7360 \pm 150 K)$. The radial velocity curve combining with the ellipsoidal light curve offers a better constraint on the gravitational potential thus the mass providing that the temperature and the radius could be accurately determined. Considering the uncertainty in the input parameters, our
best estimation on mass of the visible component is $M_1 = 0.085^{+0.036}_{-0.030} M_\odot$, and the mass of unseen compact star is $M_2 = 0.98^{+0.16}_{-0.09} M_\odot$.

Considering the mass and temperature of the primary star, it should be a helium white dwarf with very bloated hydrogen envelope, i.e. a pre-ELM WD, just finishing its mass transfer and entering the constant luminosity contracting phase. We note that the star was also listed as a pre-ELM WD candidate in table D1 of El-Badry et al. (2021a), but since there is no spectral observation, no mass estimation was given in that paper. The mass of star 1 is relatively small compared to ELM theories, as shown in Fig. 10. Yet the small mass of visible component is also in accordance with the spectral estimated surface gravity (log $g = 4.14 \pm 0.25$ dex), and the estimation from light curve fitting ($4.43 \pm 0.05$ dex). Ac-
Figure 10. The evolutionary tracks of ELM WDs in \( \log g - \log T_{\text{eff}} \) plane. Theses tracks have the same initial donor masses \((1.2M_\odot)\) and accretor masses \((1.1M_\odot)\). The standard evolutionary models of ELM WDs are shown in black solid lines with ELM masses of \(0.16-0.21M_\odot\) in a step of \(0.01M_\odot\) from right to left. The cross symbols denote the end of mass transfer (MT) and the start of the contraction phase. Stars between the end of MT and the beginning of WD cooling track, generally referred as pre-ELMs, have nearly constant luminosity, decreasing radius and increasing temperature, and a lifetime of \(\approx 1\) Gyr depending on their masses. The red lines are for the models with considering the pulsar evaporation effects. The models of \(f = 0.1\) are shown in the red dashed lines, where the ELMs have masses of \(0.13, 0.14, 0.15M_\odot\) from right to left. The models of \(f = 0.2\) are shown in the red dashed lines, where the ELMs have masses of \(0.11, 0.12, 0.13M_\odot\) from right to left. J2240 here adopts \(T_{\text{eff}} = 7360 \pm 150K\) and \(\log g = 4.43 \pm 0.05\).

According to our current radius estimation, to get a mass of \(\approx 0.14M_\odot\), a surface gravity of \(\approx 4.65\) is needed, which could be barely reached at the edge of our parameter estimation. Since the visible component is almost filling its Roche lobe (from \(\approx 95\%\) to \(100\%\)), the mass can be estimated from radius and the density period relation

\[
p_{\text{donor}} \approx 0.185 g \text{cm}^{-3}(P_{\text{orb}}/\text{day})^{-2},
\]

with an accurate of \(6\%\) (El-Badry & Burdge 2022). Using \(R_1 = 0.29 \pm 0.03R_\odot\) and period of 0.219658 days, the mass of star 1 is \(0.07 \pm 0.02M_\odot\). This can be used as an auxiliary verification.

The invisible companion has a mass of \(0.98^{+0.16}_{-0.09}M_\odot\), indicating a candidate of massive White Dwarf or a Neutron Star. As no significant X-ray observation is found, radio observation may be used to verify if it is a pulsar, and deep ultraviolet spectral observation may be used to verify if it is a White Dwarf. If it is a white dwarf, the temperature should be lower than 22000K based on the ultraviolet photometry of GALEX. A high cadence photometry with precision of 0.5% will also be help to discern the shallow eclipse of a white dwarf. Besides, the resolution and \(S/N\) of current LAMOST and P200 spectra are too low to tell the chemical character of the primary. High resolution spectral observations, using larger telescopes, in the optical and near infrared bands, may reveal clues on the evolution history of J2240. The discovery and confirmation of more binaries hosting compact components using time domain spectral survey (Mu et al. 2022; Li et al. 2022; Zhang et al. 2022; Yuan et al. 2022) is important in improving the understanding of stellar evolution theories.
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