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Abstract

We present a corpus of spoken Dutch image descriptions, paired with two sets of eye-tracking data:
free viewing, where participants look at images without any particular purpose, and description viewing, where we track eye movements while participants produce spoken descriptions of the images they are viewing. This paper describes the data collection procedure and the corpus itself, and provides an initial analysis of self-corrections in image descriptions. We also present two studies showing the potential of this data. Though these studies mainly serve as an example, we do find two interesting results: (1) the eye-tracking data for the description viewing task is more coherent than for the free-viewing task; (2) variation in image descriptions (also called image specificity; Jas and Parikh, 2015) is only moderately correlated across different languages. Our corpus can be used to gain a deeper understanding of the image description task, particularly how visual attention is correlated with the image description process.

1 Introduction

Automatic image description is a task at the intersection of Computer Vision (CV) and Natural Language Processing (NLP). The goal is for machines to automatically produce natural language descriptions for any image (Bernardi et al., 2016). The field of automatic image description saw an explosive growth in 2014 with the release of the Flickr30K and MS COCO datasets: two corpora of images collected from Flickr, with 5 crowd-sourced descriptions per image (Young et al., 2014; Lin et al., 2014). These resources enabled researchers to train end-to-end systems that automatically learn a mapping between images and text (Vinyals et al., 2015), but also to better understand how humans describe images (e.g.,
Van Miltenburg et al., 2016). However, existing datasets can only provide limited insight into the way humans produce image descriptions, because they only contain the result of that process, and do not tell us anything about how the descriptions came about. This kind of process information can be very insightful for developing image description systems, which is why we decided to collect a new dataset.

One important part of the human image description process is visual attention, i.e. which parts of the image people look at when they are asked to describe an image. Coco and Keller (2012) show that there are similarities between sequences of fixated objects in scan patterns and the sequences of words in the sentences that were produced about the images. This idea has been carried over to automatic image description systems in the form of attention-based models. Xu et al. (2015) show that one can improve the performance of an image description model by adding an attention module that learns to attend to salient parts of an image as it produces a description. Their model produces attention maps at every time step when it produces the next word. Lu et al. (2017) improve this approach by having the model learn when visual information is or is not relevant to produce a particular word or phrase.

To better understand the role of visual attention in image description, we need a real-time dataset that shows us where the participants are looking as they are producing the descriptions. We present such a dataset: the Dutch Image Description and Eye-tracking Corpus (DIDEC). DIDEC contains 307 images from MS COCO that are both in SALICON (Jiang et al., 2015) and the Visual Genome dataset (Krishna et al., 2017). SALICON is a growing collection of mouse-tracking data, which is used to generate attention maps: heatmaps that show which parts of an image are salient and attract attention. The Visual Genome is a knowledge base that combines metadata from different sources about the images it contains. Thus, future researchers can use information from all these different sources in their analysis of our data.

Each image in DIDEC is provided with spoken descriptions and real-time eye-tracking data. There are between 14 and 16 spoken descriptions per image. Each of these descriptions was manually transcribed and annotated. We provide the audio with two kinds of transcriptions (an example is given in Figure 1):

1. Raw descriptions, annotated with markers for repetitions, corrections, and (filled) pauses.
2. Normalized descriptions, without repetitions, and with the corrections suggested by the speaker.

Having these two kinds of descriptions enables us to get a better understanding of the language production process, for example showing exactly where participants experience increased cognitive effort. The normalized descriptions facilitate comparison with written descriptions and improve searchability of the corpus. We also provide two kinds of eye-tracking data:

1. Free viewing: eye-tracking data collected without any concurrent task.
2. Description viewing: eye-tracking data collected simultaneously with the spoken descriptions.
These two sets of eye-tracking data allow us to study the influence of the description task on visual attention. Earlier studies have shown that different tasks may cause different patterns of visual attention (Buswell, 1935; Yarbus, 1967; Coco and Keller, 2014). Our eye-tracking data is complementary to the mouse-tracking data in SALICON, which can only be used to study bottom-up attention (driven by the image), and not top-down attention (driven by a specific task, such as image description). This difference is further discussed in Section 4. Furthermore, because we collected spoken image descriptions, the descriptions are aligned with the eye-tracking data in the description viewing task. This is useful when studying phenomena like self-correction (Section 3.2).

**Contributions.** This paper introduces DIDEC, a corpus of spoken image descriptions with eye-tracking data. We explain how the corpus was created (§ 2), and provide general statistics about the resource, along with a short discussion of the annotated corrections, providing insight in the description process (§ 3). Then, we present two initial studies to show different possible uses of our dataset. The first study focuses on the effect of task on visual attention, where we show that the eye-tracking data for the image description task is more coherent than the free-viewing data (§ 4). The second study looks at image specificity (Jas and Parikh, 2015) across different languages, and whether it is possible to predict image specificity from eye-tracking data. We provide a more efficient, multilingual re-implementation of Jas and Parikh’s measure, and show that image specificity is only moderately correlated across different languages, and cannot be predicted directly from attention map similarity (§ 5). Our corpus is freely available, along with an exploration interface, and all the materials that were used to create the dataset.¹

2 **Procedure**

We carried out an eye tracking experiment consisting of two separate sub-experiments, which represented two tasks: (1) a free viewing task, during which participants looked at images while we tracked their eye movements, and (2) a task in which participants were asked to produce spoken descriptions of the images, while again their eye movements were recorded. There were different participants for the two sub-experiments, so no image was viewed twice by the same participant.

**Data and Materials.** Our image stimuli came from MS COCO (Lin et al., 2014), which contains over 200K images with 5 English descriptions each. We selected 307 images matching the following criteria: they should be in landscape orientation, and be part of both the SALICON and the Visual Genome dataset (Krishna et al., 2017). The latter was done for maximum compatibility with other projects.

In order to avoid lengthy experiments, we made three subsets of images, which we refer to as lists in the corpus: one list of 103 images, and two lists of 102 images. In both tasks, participants saw only one list of images. Participants were randomly assigned to one of the lists, with each between 14 and 16 participants. To avoid order effects, we made two versions of each list, which reflect the two fixed random orders in which the images were shown. We registered eye movements with an SMI RED 250 device, operated by the IviewX and the ExperimentCenter software packages.² We recorded the image descriptions using a headset microphone.

**Free viewing versus Production viewing.** In the free viewing task, subjects viewed images for three seconds while their eye movements were recorded. In the image description task, participants also viewed images, but this time they were also asked to produce a description of the current image (while their eye movements were again tracked). The instructions for this task were translated from the original MS COCO instructions. Participants could take as much time as needed for every trial to provide a proper description. In both tasks, every trial started with a cross in the middle of the screen, which had to be fixated for one second in order to launch the appearance of the image. All images in our study both occurred in the free viewing task and in the image description task, but always with different participants. This way, each image viewed by the participants was new to them, preventing any possible
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¹Our resource is available at: http://didec.uvt.nl
²The eye tracker had a sampling rate of 250 Hz. The stimulus materials were displayed on a 22 inch P2210 Dell monitor, with the resolution set to 1680 x 1050 pixels. The images were resized to 1267 x 950 pixels (without changing the aspect ratio), surrounded by grey borders. These borders were required because eye-tracking measurements outside the calibration area (i.e., in the most peripheral areas of the screen) are not reliable. The viewing distance was 70 cm.
familiarity effects. Avoiding any confounding from familiarity effects also means we are forced to carry out a between-subjects analysis to study the effect of the task on the viewing patterns for the same image.

**Transcription and annotation.** After exporting the recordings for each trial, we automatically transcribed the descriptions using the built-in Dictation function from macOS Sierra 10.12.6. The transcriptions were manually corrected by a native speaker of Dutch. To get an idea of the actual quality of the automatic transcriptions, we computed the word error rate (WER) for the automatic transcriptions, as compared to the corrected transcriptions. This resulted in a WER-score of 37%.

We refer to the transcribed descriptions in the corpus as literal descriptions. In addition, the annotator marked repetitions, corrections, and (filled) pauses (um, uh, or silence longer than 2 seconds) by the speaker. We will later use these meta-linguistic annotations to gain more insight into the image description process. Finally, our annotator provided the normalized descriptions, without filled pauses or repetitions and with the repairs taken into account.

**Participants.** Our participants were 112 Dutch students who earned course credits for their participation: 54 students performed the free viewing task, while 58 students completed the image description task. We could not use the data of 19 participants (6 in the free viewing task; 13 in the image description task), since eye movements for these people were not recorded successfully, or only partially. This was mainly due to the length of the experiments, and to the fact that speaking could distort the eyetracking signal. We tried to prevent this issue by calibrating participants’ eyes to the eyetracker twice: once before the start, and once halfway. The final data set consists of data for 48 participants (34 women) in the free-viewing condition, with a mean age of 22 years and 3 months; and data for 45 participants (35 women) in the image description condition, with a mean age of 22 years and 6 months.

Our experiment followed standard ethical procedures. After entering the lab, participants were seated in a soundproof booth, and read and signed the consent form. This form contained a general description of the experimental task, an indication of the duration of the experiment, contact information, and information about data storage. Participants needed to give explicit permission to make available their audio recordings and eye movement data for research purposes; otherwise, they would not participate. Also, participants were allowed to quit the experiment at any stage and still earn credits.

### 3 General results: the DIDECE corpus

In the description condition, 45 participants produced 4604 descriptions (59,248 tokens), leading to an average of 15 descriptions per image (min 14, max 16). The average description length for the normalized descriptions is 12.87 tokens (Median: 12, SD: 6.45). By comparison, the written English descriptions in MS COCO are shorter (average: 10.78 tokens) and have a lower variance in description length (SD: 2.65). We checked to see if the difference in length is due to any differences between Dutch and English, using the Flickr30K validation set (data from Van Miltenburg et al., 2017). We found that the English descriptions are in fact longer than the Dutch ones (with a mean of 12.77 tokens for English (SD: 5.67) versus 10.47 tokens for Dutch (SD: 4.45)). These findings are in line with earlier findings from Drieman (1962) and others that spoken descriptions are typically longer than written ones. We discuss the differences between spoken and written language in more detail in (van Miltenburg et al., 2018).

We found a high degree of variation in description length across different participants. The difference between the lowest and highest median description length is 16.5 tokens (Lowest: 8, Highest: 24.5, Mean: 12.30, SD: 4.15). We also checked whether sentence length decreases with length of experiment, by correlating sentence length with the order in which the images were presented. We found a Spearman correlation of 0.06, suggesting that order had no effect on description length. Following this, we looked...
at the variation in description length between images. We found that the difference between the lowest and highest median description length is 15 tokens (Lowest: 6, Highest: 21, Mean: 11.75, SD: 2.46). We conclude that there is a greater variability between participants than between images.

### 3.1 Viewer tool

We made a description viewer application that allows users to browse through the images, read the annotated descriptions, and listen to the spoken descriptions. Users can also search the descriptions for particular annotations, or for the occurrence of particular words. The description viewer will then return a selection of the images where at least one of the descriptions contains that particular word or annotation. See Figure 2 for an impression of the interface. The viewer tool can be downloaded along with our data from the corpus website.

### 3.2 Exploring the annotations in the dataset: descriptions with corrections

| Tag   | Meaning       | Count |
|-------|---------------|-------|
| <uh>  | Filled pause  | 1277  |
| <corr>| Correction    | 693   |
| <rep> | Repetition    | 139   |
| <pause>| Pause        | 123   |
| <?>   | Inaudible     | 23    |

Table 1: Annotation counts.

Recall that we also annotated basic meta-linguistic information to the raw descriptions, such as pauses, repetitions, and corrections. Table 1 shows the number of times each label was annotated. We chose to add these labels because they may inform us about the image description process. For example, one might expect participants to use more filled pauses and repetitions if the image is more complex or unclear (cf. Gatt et al., 2017). Repetitions, in this case, would signal initial uncertainty about the interpretation of the image, followed up by a confirmation that their initial interpretation was correct.

We will now look at some examples of corrections in the image description data. This will give us some idea of why people tend to make corrections in their descriptions, and what this process looks like. One of the first studies on this topic is provided by Levelt (1983), who discusses a corpus of 959 repairs that were spontaneously made by Dutch speakers after they were asked to describe visual patterns. The difference between DIDE and Levelt’s corpus is that the latter consists of abstract stimuli while DIDE uses pictures of real-life situations. Levelt used his data to study monitoring (roughly: critically observing one’s own speech production), the use of editing terms (e.g. *uh, sorry, no, I mean* . . .), and how people actually carry out repairs. Studies like these informed Levelt’s seminal model of speech
production (Levelt, 1989). For reasons of space, we will only look at four examples from our dataset, but we hope to show that these kinds of examples warrant further consideration. Looking through the data, many corrections are due to mispronunciations, as in (1).

(1) Een hele grote pri 〈corr〉 pizza met drie jongens
   A very large pri 〈corr〉 pizza with three boys

   This particular mispronunciation is a so-called *anticipation error*, one of the most frequent kinds of speech errors (Fromkin, 1971). As the speaker is saying *pizza*, she is already preparing to say *three*, and accidentally inserts the *r* in the onset of *pizza*. Besides mispronunciations, there are also more complex cases. Figure 1 already provided an interesting example, repeated for convenience in (2):

(2) Een hele kudde schapen 〈uh〉 met een man 〈corr〉 met een herder erachter en een pakezel.
   A whole herd of sheep 〈uh〉 with a man 〈corr〉 with a shepherd behind them and a mule.

   What is interesting about this example is that the original expression *with a man* was already correct. The correction *man* → *shepherd* was made to be more specific, so as to produce a more informative description. A possible reason why the speaker did not immediately say ‘shepherd’ instead of ‘man’ is that the former is a *(social) role* (Masolo et al., 2004). We cannot determine that the man is a shepherd based on his visual appearance alone, but rather we label him as a shepherd on the basis of the context of him interacting with a herd of sheep. After making this inference, the original label is replaced.

The example in (3) shows a correction after making an incorrect prediction about the situation in Figure 3. Initially the speaker thinks the group is already eating, but actually they haven’t ordered yet.

(3) Gezelschap die aan het eten is of 〈corr〉 die in een restaurant zit en iets willen gaan bestellen.
   Group of people that is eating or 〈corr〉 that is sitting in a restaurant and is about to order.

   What is interesting here is that we can actually see the correction reflected in the eye-tracking data. Figure 3 shows the attention map along with the scanning pattern corresponding to the eye movements. (Underline colors in the example correspond to the colors in the figure.) The participant starts by scanning the situation and looking at the people at the table. During this time, she starts speaking, but then she realizes her mistake upon seeing the menu on the table. She then updates her beliefs about the situation and corrects her utterance. This is a good example of *predictive coding* (see e.g. Clark, 2013).

Finally, (4) provides an example of a participant who rephrases her description when she realizes that her description is ambiguous; Dutch *knuffel* could both mean ‘hug/cuddle’ and ‘cuddly toy’ while *knuffeldier* only means ‘cuddly animal.’ (We ignore the first correction here.)

(4) Een vrouw die een meisje 〈corr〉 klein meisje een knuffel geeft 〈corr〉 knuffeldier.
   A woman giving a girl 〈corr〉 little girl a cuddle 〈corr〉 cuddly animal.

The remainder of this paper discusses two case studies – one comparing eye movements during free viewing versus image description, and one looking into the effects of image specificity on the description...
Compared to attention maps from the other task, attention maps from the same task are...

| Task               | More similar | Equally similar | Less similar |
|--------------------|--------------|-----------------|--------------|
| Description viewing| 300          | 0               | 7            |
| Free viewing       | 116          | 0               | 191          |

Table 2: Results for the comparison between Free viewing and description viewing.

produced—both highlighting the potential usage of the DIDECC corpus.

4 Task-dependence in eye tracking: free viewing versus producing descriptions

A potential issue in studying visual attention is that eye-tracking data may differ across tasks. In one of the first ever eye-tracking studies, Buswell (1935) shows that we can observe differences in eye-tracking behavior between people who are freely looking at an image, versus when they are asked to look for particular objects in the same image. Yarbus (1967) presents a study in which participants are asked to carry out seven different visual tasks, and shows that we can observe differences in eye-movement patterns between each of the different tasks. He argues that “eye movements reflect the human thought process.” Finally, Coco and Keller (2014) show that it is possible to train a classifier to distinguish eye-tracking data for three different tasks: object naming, scene description, and visual search. This suggests that in order to model different tasks, one should also collect different sets of eye-tracking data.

Bottom-up versus top-down attention. The literature on visual attention modeling identifies two kinds of salience. On the one hand, there is bottom-up, task-independent visual salience, which is typically image-driven. On the other hand, there is top-down, task-dependent salience, where attention is driven by the task that people may have in viewing the image (Borji and Itti, 2013; Itti and Koch, 2000). Visual attention models are usually designed to predict general, task-free salience (Bylinskii et al., 2016). This prediction task is exactly what the SALICON dataset was developed for.

Free viewing versus description viewing. DIDECC was developed with this top-down versus bottom-up distinction in mind, so that we could compare different modes of viewing the images. The free-viewing task corresponds to bottom-up attention; because there are no explicit instructions of where to look or what to do, participants only have the image to guide their attention. As such, they are drawn towards the most salient parts of the image. The description viewing task corresponds to top-down attention; because our participants are asked to describe the images, their attention is also guided by what they think might be the most conceptually important parts of the images.

Analysis. To what extent do people differ in their visual attention, between our two tasks? We decided to test this by comparing the attention maps computed on the basis of the eye-tracking data for both tasks. For each image, for each participant, we used their fixations to generate an attention map. Then, for each image, we computed the within-task and between-task average pairwise similarities between the attention maps. By looking at the difference between the within-task similarity and the between-task similarity, we can see if there is consistently more agreement within each task than between the tasks.

Results. Table 2 shows the results. We find that, on average, attention maps from the image description task tend to be more similar to each other than to the attention maps from the free viewing task. But when we look at the attention maps from the free viewing task, we see that they are only more similar to each other 38% of the time (116 out of 307). In 62% of the cases, the between-task similarity is higher than the within-task similarity for the free viewing data. Figure 4 shows the distribution of the scores. We conclude that the image description task reduces noise in the collection of eye-tracking data, and produces a more
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7 We use existing code to analyze this data: https://github.com/NUS-VIP/salicon-evaluation/
The pairwise similarity between attention maps (CC score) is computed using the Pearson correlation.
coherent set of attention maps.

5 Image specificity

Whenever you ask multiple people to describe the same image, you rarely get the same description. Jas and Parikh (2015) show that this variation is not consistent: some images elicit more variation than others. In their terminology: some images are specific, resulting in little variation in the descriptions, while others are more ambiguous. Following up on this observation, Jas and Parikh (2015) propose an automated measure for image specificity in English, and show that it correlates well with human specificity ratings collected for the images from the image memorability dataset (Isola et al., 2011). With a Spearman’s $\rho$ of 0.69, their measure is close to human performance (0.72). To show that specificity is really a property of the image, Jas and Parikh (2015) carry out two experiments:

1. Replicating an image description task: if we ask another group of people to provide descriptions for the same set of images, do we then see the same amount of variation for each image? In their experiment, Jas and Parikh obtained a fairly strong correlation of 0.54 between groups, meaning that the variation did not just arise by chance.

2. A regression analysis: can we predict variation between the image descriptions on the basis of an image? Jas and Parikh reveal that image specificity can indeed be predicted from different properties of an image, such as the presence of people and large objects, the absence of generic buildings or blue skies, and the importance of objects that are visible. (Importance is calculated based on the number of mentions for certain objects in a set of image descriptions.)

But if image specificity is indeed a property of the image, we should also be able to correlate image specificity scores across different languages. We will first test this hypothesis for Dutch, English, and German using existing datasets, and then replicate the correlation between Dutch and English specificity scores using DIDE. In a second step, we will see if we can directly correlate differences in eye-tracking behavior with the Dutch specificity scores. This experiment builds on the results from Coco and Keller (2012), who showed that scan patterns can be used to predict what someone will say about an image.

5.1 The image specificity metric

Jas and Parikh compute image specificity by taking the average similarity between all descriptions of the same image. The similarity between pairs of sentences is determined using WordNet (Fellbaum, 1998):

1. For each word in the first sentence, compute the maximum path similarity between all possible synsets of that word, and all possible synsets of all words in the second sentence. This is an alignment strategy to find the best matches between both sentences.
2. Repeat the process in the opposite direction: for each word in the second sentence, compute the maximum path similarity with the words in the first sentence.
3. Compute the average path similarity, weighted by the importance of each word (determined using TF-IDF on the entire description corpus under consideration).

Using this method, Jas and Parikh (2015) get a correlation of 0.69 with human specificity ratings, close to the inter-annotator correlation of 0.72. Their conclusion is that this is a reliable measure to estimate image specificity. One problem with this measure is that it requires a lexical resource (WordNet) that is not available for every language. Since we want to run the evaluation corpus on the Dutch descriptions, and because the original implementation is relatively slow and difficult to modify, we re-implemented Jas and Parikh (2015)’s image specificity measure. Our reimplementation also achieves a correlation of 0.69 with the human ratings, and 0.99 with the original implementation.8 Having validated our reimplementation, we replaced WordNet similarity with cosine similarity, using the GoogleNews word vectors (Mikolov et al., 2013). With this modification, we achieve a correlation with human ratings of 0.71, and a correlation of 0.87 with the original implementation. We also ran the same measure using the FastText
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8We also found that the WordNet lookup is the main bottleneck, and we can significantly speed up the algorithm by caching the word-to-word similarities. We used the built-in @lru_cache decorator in Python 3, storing a million input-output pairs.
Table 3: Word embeddings used to compute the image specificity metric.

| Language | Type      | Source                          |
|----------|-----------|---------------------------------|
| Dutch    | word2vec  | Mandera et al. (2017)           |
| English  | word2vec  | Mikolov et al. (2013)           |
| German   | word2vec  | Müller (2015)                   |
| All      | FastText  | Bojanowski et al. (2017)        |

Table 4: Spearman correlation between automated image specificity scores in different languages, using two sets of word embeddings.

| Comparison | Split    | word2vec | FastText |
|------------|----------|----------|----------|
| NLD, DEU   | validation | 0.23     | 0.47     |
| NLD, ENG   | validation | 0.36     | 0.40     |
| DEU, ENG   | validation | 0.18     | 0.41     |
| DEU, ENG   | train     | 0.16     | 0.39     |

embeddings (Bojanowski et al., 2017), achieving a correlation of 0.69 with the human ratings and 0.86 with the original implementation. This means that the metric performs on par with Jas and Parikh’s original measure, but captures slightly different information about the image descriptions.

5.2 Correlating image specificity between different languages

We used the embedding-based specificity metric to compare image descriptions in 3 different languages, using off-the-shelf embeddings (listed in Table 3).\(^9\) We compare English (ENG) descriptions from the Flickr30K dataset (Young et al., 2014) with German (DEU) and Dutch (NLD) descriptions for the same dataset (Elliott et al., 2016; van Miltenburg et al., 2017). Note that the Dutch data comes from a different dataset than ours, which allows for comparison with both English and German.

Table 4 presents the correlations between the scores. Our results show a striking difference between scores computed using word2vec embeddings and those computed using FastText embeddings. This difference seems to be due to poor performance of the German model, as the correlations between the Dutch and English scores are reasonably similar between word2vec and FastText (0.36 versus 0.40). The reason for this may be that the word2vec model has limited coverage, while the FastText model uses subword information to compute vectors for tokens that are out-of-vocabulary. This is especially important for languages like German, which uses more compounding and has a richer morphology than English. We observe that the scores based on the FastText embeddings have correlations between 0.39 and 0.47. This means that, to some extent, image specificity is indeed language-independent. In other words, the data suggests that some images just elicit more varied responses than others, and it does not matter whether you speak Dutch, English, or German.

5.3 Replicating the results using DIDECC

Having found a fairly consistent Spearman correlation of about 0.4 between the different languages, we asked ourselves whether this result could be replicated. We pre-registered our hypothesis (yes it can) with the Open Science Foundation before collecting the image description data.\(^10\) After the data collection procedure was finished, we computed the correlation between the Dutch and English image specificity scores for the 307 images in our dataset. We found a Spearman correlation of 0.23, which is lower than expected. One possible explanation for this is that the descriptions in MS COCO are shorter and have a lower variance in description length (as mentioned in §3), which reduces noise in the comparison. To see if this is indeed the case, we repeated the experiment with only 5 descriptions per image, always selecting the median 5 descriptions when sorted by length. With this approach, we find an even lower correlation of 0.20. We conclude that image content only has a limited influence on description diversity.

5.4 Predicting image specificity from eye-tracking data: a negative result

We now turn to look at whether the image specificity scores are correlated with our eye-tracking data. As noted above, this experiment builds on Coco and Keller’s (2012) work, which shows that scan patterns can be used to predict what people will say about an image. Rather than taking Coco and Keller’s more

\(^9\) Even though wordnets exist for Dutch (Postma et al., 2016) and German (Hampe and Feldweg, 1997; Henrich and Hinrichs, 2010), we did not use them because they have lower coverage, and we do not need to worry about lemmatization.

\(^10\) Our preregistration can be found at: [https://osf.io/6pc2t/register/5651b3678c5e4a66b5582f67](https://osf.io/6pc2t/register/5651b3678c5e4a66b5582f67) We deviated from our preregistration in two areas: (1) the experiment took more time than expected, so we split the experiment in two parts; (2) we had to discard more data than expected, so we collected data from more participants to compensate.
advanced approach (involving image segmentation), we use a more naive strategy: (1) We first compute the average pairwise similarity scores between the attention maps. If our participants agreed on where to look, this score will be higher than if our participants attended to different parts of the image. (2) We then correlate those scores with the image specificity scores we computed earlier.

We found no correlation between the eye-tracking data and the image specificity scores. Because Coco and Keller (2012) did find correlations between eye-tracking similarity and description similarity, we conclude that our naive approach is probably too weak to detect any effect. This shows us the limitations of using raw eye-tracking data, which may be too noisy to be compared directly for these kinds of fine-grained predictions. In cases like this, following Coco and Keller, it is better to combine our eye-tracking data with the object-level annotations in MS COCO.

6 Conclusion

We collected a corpus of Dutch image descriptions and eye-tracking data for 307 images, and provided an initial analysis of the self-corrections made by the participants. We have also presented two studies that show some possible uses of our data, but we believe many more analyses are possible. For reasons of space, we have not discussed the effect of modifying the modality of the image description task from written to spoken language, even though we know that modifying the prompt may have an effect on the response (e.g. Baltaretu and Castro Ferreira 2016). In a companion paper, we compare spoken and written image descriptions in both Dutch and English (van Miltenburg et al., 2018). We still plan to semi-automatically annotate Speech Onset Times (SOT) using Praat (Boersma and Weenink, 2017), and to manually correct the output. We define SOT as the start of the utterance, including filled pauses (but excluding coughs and sighs). This is a measure of response time for each image, which is a proxy for the difficulty of producing a description, that could be correlated with e.g. image complexity (cf. Gatt et al., 2017).

Finally, the development of multilingual image description datasets (like Multi30K), has opened up new avenues of research, such as multimodal machine translation (Elliott et al., 2016; Elliott et al., 2017). To the best of our knowledge, a dataset like DIDEc does not exist yet for any other language. We hope that our corpus may serve as an example, inspiring the development of parallel eye-tracking and image description datasets in other languages. This multilingual aspect is important because speakers of different languages may also display differences in familiarity with the contents of an image or, if their language uses a different writing directionality, different eye-tracking behavior (van Miltenburg et al., 2017; Baltaretu et al., 2016). We made all code and data used to build the corpus available on the corpus website, so as to encourage everyone to further study image description as a dynamic process.
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