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ABSTRACT

The goal of audio captioning is to translate input audio into its description using natural language. One of the problems in audio captioning is the lack of training data due to the difficulty in collecting audio-caption pairs by crawling the web. In this study, to overcome this problem, we propose to use a pre-trained large-scale language model. Since an audio input cannot be directly inputted into such a language model, we utilize guidance captions retrieved from a training dataset based on similarities that may exist in different audio. Then, the caption of the audio input is generated by using a pre-trained language model while referring to the guidance captions. Experimental results show that (i) the proposed method has succeeded to use a pre-trained language model for audio captioning, and (ii) the oracle performance of the pre-trained model-based caption generator was clearly better than that of the conventional method trained from scratch.

Index Terms— Audio captioning, pre-trained language model, GPT-2, and crossmodal retrieval.

1. INTRODUCTION

Audio captioning is a cross-modal translation task when translating input audio into its description using natural language [1-8]. This task potentially enhances the level of sound environment understanding from merely tagging events [9][10] (e.g. alarm), scenes [11] (e.g. kitchen) and conditions [12] (e.g. normal/anomaly) to higher contextual information including concepts and/or high-level knowledge. For instance, a smart speaker with an audio captioning system will be able to output "a digital alarm in the kitchen has gone off three times," and might be the first step for giving us more intelligent recommendations such as "turn the gas range off!"

One of the challenges in audio captioning is to address the lack of training data [8]. Typical datasets in audio captioning, AudioCaps [4] and Clotho [5], contain only 49,838 and 14,465 training captions, respectively, whereas there are 36M training sentence-pairs in the WMT 2014 English-French dataset for machine translation. It is due to the difficulty in collecting audio and the corresponding captions by crawling the web.

Generally, to overcome such a problem, task-specific fine-tuning of a pre-trained model is a promising strategy. In audio event detection and scene classification, several pre-trained models, such as VGGish [13], L3-Net [14], and COALA [15], have been published to achieve better results with less training data. Similarly, in NLP, large-scale pre-trained language models, such as the Bidirectional Encoder Representations from Transformers (BERT) [16] and Generative Pre-trained Transformer (GPT) [17][18], also improve the performance of various tasks.

Unfortunately, it is difficult to straightforwardly adopt such powerful pre-trained language models for audio captioning. This is because such models assume that the input is also a word sequence, not an audio sequence. To benefit from such pre-trained language models in cross-modal translation tasks such as audio captioning, we state a research question as "how can another modal information be inputted to a pre-trained language model?"

This paper is the first study to utilize a large-scale pre-trained language model for the audio caption task. The proposed method is a cascaded system consisting of two modules as shown in Fig. 1. The first module works like an encoder; this module outputs guidance captions for the next module in which these captions are retrieved from the training dataset based on the similarity between the input audio and training samples. The second module works like a decoder; this module generates the caption of the input audio using a pre-trained language model while referring to the retrieved captions. This strategy enables us to avoid directly inputting the audio to the pre-trained language model, and to utilize it for audio captioning.

2. PRELIMINARIES OF AUDIO CAPTIONING

Audio captioning is a task to translate an input audio sequence \( \Phi = (\phi_1, \ldots, \phi_T) \) into a (sub-)word token sequence \((w_1, \ldots, w_N)\). Here, \( \phi_t \in \mathbb{R}^{d_\phi} \) is a set of acoustic features at time index \( t \), and \( T \) is the length of the input sequence. Each element of the output \( w_n \in \mathbb{N} \) denotes the \( n \)-th token’s index in the word vocabulary, and \( N \) is the length of the output sequence.

Previous studies addressed audio captioning through the Encoder-Decoder framework such as sequence-to-sequence models (seq2seq) \([8,19,20]\) and/or Transformer \([7,21]\). First, the encoder embeds \( \Phi \) into a feature-space as \( \nu \nu \). Then, the decoder predicts the posterior probability of the \( n \)-th token while using conditioning information \( \nu \) and 1st to \((n-1)\)-th outputs recursively as

\[
\nu = Enc(\Phi),
\]

\[
p(w_n|\Phi, w_{n-1}) = Dec(\nu, w_{n-1}).
\]

Fig. 1. Overview of the proposed audio captioning system. The orange blocks have trainable blocks and the blue blocks denote frozen pre-trained models.
3. PROPOSED METHOD

3.1. Basic strategy

We construct an encoder to convert an input audio sequence to a token sequence, and use it for conditioning a pre-trained language model. That is, in contrast to the conventional audio caption framework such as (1) and (2), the encoder outputs a reference token sequence \( w_{\text{ref}}^{\text{ref}} = (w_1^{\text{ref}}, ..., w_{n-1}^{\text{ref}}) \) and the decoder predicts the posterior while using \( w_{\text{ref}} \) as conditioning information as

\[
p(w_n | \Phi, w_{n-1}) = \text{Dec} \left( w_{n-1}, w_{\text{ref}} \right),
\]

where \( M \) is the length of \( w_{\text{ref}} \), and a part of the decoder consists of a pre-trained language model.

Here, the encoder does not necessarily need to "generate" a token sequence, rather only needs to output token sentences that are useful for the decoder conditioning. Based on this idea, we construct the encoder to retrieve appropriated (similar) captions from given training dataset based on audio similarity as shown in Fig. 1. Hereafter, we call such retrieved captions as "guidance captions". In the following sections, we describe the "encoder" step in Sec. 3.2 and the "decoder" step in Sec. 3.3.

3.2. Audio-based guidance caption retrieval

The goal of the "encoder" step is to retrieve guidance captions from the training dataset based on audio similarity. This audio similarity should take high value when the two captions are similar even if its corresponding audios are not similar. In order to achieve this requirement, the training of this step consists of (i) defining the sentence similarity between captions in the training dataset, and (ii) training a DNN to predict the similarity from the audio.

As the similarity between two captions, we use BERTScore \([22]\) as shown in Fig 2(a), because the BERTScore correlates well with human judgments in evaluation for image captioning. The detailed procedure is followings:

1. Calculating the BERTScore between all the possible caption pairs in the training dataset.
2. Normalizing the BERTScore so that the maximum and minimum values are 1 and 0, respectively.
3. Labeling captions whose normalized BERTScore is larger than a pre-defined threshold as "similar", and "not similar" for others. We used 0.7 as the threshold.

The procedure of guidance caption retrieval is followings. First, the audio input in the time-domain \( x \) is converted into the embedded space using a DNN, and then the distances between the input and all audio samples in the training dataset are calculated. The DNN consists of freeze VGGish \([13]\) and a trainable embedding network as shown in Fig 2(b). First, \( x \) is converted to its feature sequence \( \Phi \) as

\[
\Phi = \text{VGGish}(x),
\]

where \( \Phi \in \mathbb{R}^{D_a \times T} \) and \( D_a = 128 \) in VGGish. Then, \( \Phi \) is converted to a fixed dimension vector \( e \) as

\[
e = \text{Embed}(\Phi).
\]

The trainable layer of \( \text{Embed}() \) is only one Transformer-encoder layer which consists of a multi-head self-attention layer and a feed-forward block. After the Transformer-encoder layer, we use a reshape function \( \mathbb{R}^{D_a \times T} \rightarrow \mathbb{R}^{D_a \times T} \). Finally, we normalize \( e \) so that \( |e| = 1 \). In this study, we assume the length of the time-domain input is always the same, thus the dimension of \( D_a \times T \) of the input and all training samples is also always the same. To retrieve guidance captions, we use \( L_2 \) distances \( D(a, b) = \|a - b\|_2 \) between the embedded features of the input audio and all the audio in the training dataset. Then, this module outputs the top \( K = 5 \) captions with smaller distances as \( w_{\text{ref}}^{\text{ref}} \).

To train the embedding network, we adopted the triplet-based training \([23]\) according to the success of this strategy in cross-modal retrieval \([24, 25]\). The network is trained to minimize the triplet loss \([23]\) as

\[
\mathcal{L} = \max \left( 0, D(e^a, e^p) - D(e^a, e^n) + \alpha \right),
\]

where \( \alpha = 0.3 \) is a margin parameter, \( e^a, e^p, \) and \( e^n \) are the embeddings of the anchor, positive, and negative samples, respectively. In this study, the anchor is the input audio and the positive is a randomly selected audio in training data which labeled as "similar" to the anchor in accordance with the above BERTScore-based similarity. As the negative sample, we selected a semi-hard negative sample \([26]\) from "not similar" samples which satisfy with

\[
D(e^a, e^p) \leq D(e^a, e^n) < D(e^a, e^n) + \alpha.
\]
is easy to use as a part of the decoder because it is an autoregressive language model. The most intuitive and simplest way is that GPT-2 predicts the next sentence of concatenated K guidance captions. However, this strategy does not work well. The reason is that since guidance captions are independent K sentences, the concatenated guidance captions will seem to be a strange document. Such strange documents might confuse GPT-2 that trained using natural documents, and be a cause to generate strange caption.

Figure 3 shows the flowchart of caption generation. We use GPT-2 without the final token prediction layer as a feature extractor. That is, the concatenated guidance captions and target captions passed to the frozen GPT-2 independently. Then, we integrate them using trainable multi-head attention layers. In more detail, we first pass \( w^\text{ref} \) and \( w_{n-1} \) to GPT-2 independently as

\[
\Psi^\text{ref} = \text{GPT-2}\left( w^\text{ref} \right), \quad (9)
\]

\[
\Psi^\text{hyps}_{n-1} = \text{GPT-2}\left( w_{n-1} \right), \quad (10)
\]

where \( \Psi^\text{ref} \in \mathbb{R}^{D_l \times M} \) and \( \Psi^\text{hyps}_{n-1} \in \mathbb{R}^{D_l \times (n-1)} \), here \( D_l = 768 \) in the case of the standard GPT-2 (a.k.a. 117M). Then, these matrices are integrated by using a multi-head attention layer as

\[
\Psi_{n-1} = \text{MultiHeadAttention}\left( \Psi^\text{hyps}_{n-1}, \Psi^\text{ref}\right), \quad (11)
\]

where \( \text{MultiHeadAttention}(a, b) \) uses \( a \) as query and \( b \) as key and value, and \( \Psi_{n-1} \in \mathbb{R}^{D_l \times (n-1)} \). In addition, we also integrate the audio-based feature into \( \Psi_{n-1} \) using a multi-head attention layer. In order to reduce the number of parameters, the dimension of both \( \Psi_{n-1} \) and \( \Phi \) are reduced to \( D_r = 60 \) using Linear layers as \( \Psi_{n-1} \) and \( \Phi \), then passed them to the multi-head attention layer as

\[
\Upsilon_{n-1} = \text{Linear}\left( \text{MultiHeadAttention}\left( \Psi_{n-1}, \Phi \right) \right), \quad (12)
\]

where \( \text{Linear}(\cdot) \) adjusts the dimension to \( \mathbb{R}^{D_l} \). Finally, the integrated feature is passed to the pre-trained token prediction layer LMHead(\( \cdot \)) to obtain the posterior as

\[
p(w_n | \Phi, w_{n-1}) = \text{LMHead}\left( \Psi_{n-1} + \Upsilon_{n-1} \right). \quad (13)
\]

Note that LMHead(\( \cdot \)) is also trainable to fit the decoder for statistics of the words available in training captions.

In the training phase, we used randomly selected and ordered \( K = 5 \) captions from “similar” labeled captions in the training dataset as \( w^{\text{ref}} \). The loss function was the smoothed cross-entropy with teacher forcing, that is, we calculated posterior \( p(w_n | \Phi, w_{n-1}) \) using the ground-truth \( w_{n-1} \) and minimize the cross-entropy between the true \( n \)-th word \( w_n \) and the posterior with label smoothing parameter \( \lambda = 0.1 \).

4. EXPERIMENTS

4.1. Experimental setup

Dataset and metrics: We evaluated the proposed method on the AudioCaps dataset [4], which consists of audio clips from the AudioSet [27] and their captions. We used the standard split of this dataset, 49838, 495, and 975 audio clips with their captions are provided as training, validation, and testing samples, respectively. We evaluated the proposed method on the same metrics used in the dataset paper [4], i.e., BLEU-1, BLEU-2, BLEU-3, BLEU-4, METEOR, CIDEr, ROUGE-L, and SPICE.

Comparison methods: We compared the proposed method with the systems described in the dataset paper [4] on three scopes: (i) the system accuracy, (ii) the caption retrieval accuracy, and (iii) the performance upper-bound.

Scope (i): We investigated whether the proposed method enables to generate captions while using a pre-trained language model by comparing it to the state-of-the-art system [4]. As the comparison method, we used TopDown-AlignedAtt(1NN) which is the best system proposed in the dataset paper [4]. This system retrieved the nearest training audio from a subset of AudioSet and transfered its labels as conditioning information of the decoder.

Scope (ii): We evaluated the accuracy of guidance caption retrieval. The proposed method is the 1-nearest search with the triplet-based embeddings \( e(\text{Triplet-Retrieval}) \), whereas the conventional method is that with raw VGGish embeddings \( \Phi \) (1NN-VGGish). Both methods find the closest training audio using the \( l_2 \) distance on the embedded features and return its caption as a prediction. As a reference, we also evaluated the scores of the best BERTScore caption as Top1-BERTScore.

Scope (iii): We evaluated the performance upper-bound of the proposed method through the accuracy when the estimation accuracy of the audio-based guidance caption retrieval is perfect. We used top-\( K \) caption in BERTScores as \( w^{\text{ref}} \). The comparison method was AlignedAtt(GT)–VGGish-LSTM which the ground-truth AudioSet labels as the conditioning feature of the decoder. As a reference, we also listed the scores of human’s captions as Human which is the cross validation on the five ground-truth captions [4].

Training details (guidance caption retrieval): All trainable parameters were initialized using a random number from \( N(0, 0.02) \) [28]. We used dropout before the Transformer-encoder layer with probability 0.3, and the AdaBound optimizer [29] with the initial and final learning rate were 1e-4 and 0.1, respectively. We train for 200 epochs on minibatches of 128 randomly sampled, and the best validation model was used as the final output.

Training details (caption generation): All captions were tokenized using the word tokenizer of GPT-2, thus the vocabulary size was 50,257. All trainable parameters were initialized using a random number from \( N(0, 0.02) \) [28]. We used dropout after both multi-head attention layers with probability 0.3. We used the Adam optimizer [30] with \( \beta_1 = 0.9, \beta_2 = 0.999, \) and \( \epsilon = 10^{-8} \) and varied the
Table 1. Experimental results on AudioCaps dataset

| Scope  | Method                               | B-1  | B-2  | B-3  | B-4  | METEOR | CIDEr | ROUGE-L | SPICE |
|--------|--------------------------------------|------|------|------|------|--------|-------|---------|-------|
| (i)    | TopDown-AlignedAtt (1NN) [4]         | 61.4 | 44.6 | 31.7 | 21.9 | 20.3   | 59.3  | 45.0    | 14.4  |
|        | Ours                                 | 63.8 | 45.8 | 31.8 | 20.4 | 19.9   | 50.3  | 43.4    | 13.9  |
| (ii)   | 1NN-VGGish [4]                       | 44.2 | 26.5 | 15.8 | 9.0  | 15.1   | 25.2  | 31.2    | 9.2   |
|        | Triplet-Retrieval                    | 47.5 | 28.8 | 17.7 | 10.4 | 16.2   | 30.6  | 33.1    | 10.9  |
|        | Top1-BERTScore                       | 74.0 | 59.9 | 48.2 | 38.1 | 29.1   | 95.2  | 59.2    | 18.6  |
| (iii)  | AlignedAtt (GT) - VGGish-LSTM [4]   | 69.1 | 52.3 | 36.4 | 26.1 | 23.6   | 77.7  | 49.6    | 17.2  |
|        | Ours (GT)                            | 75.1 | 60.4 | 48.0 | 37.5 | 26.8   | 86.1  | 56.3    | 17.9  |
|        | Human                                | 65.4 | 48.9 | 37.3 | 29.1 | 28.8   | 91.3  | 49.6    | 21.6  |

learning rate was annealed using a cosine schedule where the period was 20 epochs and the maximum and minimum values were 1e-4 and 1e-6, respectively. We train for 200 epochs on minibatches of 512 randomly sampled, and the best validation model was used as the final output. We used the beam-search decoding for generating tokens from posteriors where the beam size was 4.

4.2. Results

Table 1 shows the evaluation results on the AudioCaps dataset. These results suggest the following:

Scope (i): The proposed method achieved results similar to those of the conventional method which used a carefully designed DNN architecture by the authors of the dataset, even though the proposed method added only a few additional trainable layers after the pre-trained models. In particular, the proposed method outperformed the conventional method for BLEU-1 and 2 which represent the accuracy of the uni- and bi-grams, and achieved quite close scores for BLEU-3 and METEOR which are that of trigram and the harmonic mean of unigram precision and recall, respectively. These results suggest that the words in guidance captions can be accurately used to generate captions. Meanwhile, the proposed method was clearly worse than the conventional method for BLEU-4 and CIDEr which are affected by higher order (longer) n-grams concordance rate. This might be because there is a difference between the higher order n-grams of frequently appear in captions and that of the “free-style” texts that exist on the web and were used in GPT-2 training. As a future work, this problem might be solved by fine-tuning GPT-2 using training captions.

Scope (ii): The proposed method outperformed the conventional method for all metrics. The difference between two methods is only the embedding network trained using the triplet-loss. Therefore, it is effective to train an additional embedding network so as to decrease the distance between the embeddings of an audio pair where its captions’ BERTScore is high.

Scope (iii): The proposed method clearly outperformed the conventional method for all metrics. In addition, the proposed method also outperformed the scores of human’s caption except for metrics. This result suggests that adopting a large-scale pre-trained language model to audio captioning has the potential to greatly increase the accuracy of caption generation.

By considering the results of all scopes simultaneously, the block with the greatest promise of improved accuracy is auditory-based guidance caption retrieval. In scope (ii), there is a huge difference in scores between the proposed method and top-1 caption of BERTScore, and there is also a large difference in scores between Ours and Ours (GT). These results suggest that there is a significant room for improvement in the performance of audio-based guidance caption retrieval, and these improvements would improve the performance of caption generation using a large-scale pre-trained language model. Thus, in the future, we will improve the network architecture and the training methods to achieve higher accuracy in caption retrieval.

We show an example of five ground-truth captions, top-5 BERTScore captions, $K = 5$ retrieved guidance captions, and the generated caption. Audio-based guidance caption retrieval successfully searched “engine” and “honk”, however, incorrectly searched “vehicle” instead of “bus”, that results in “vehicle” became the subject of the generated caption.

Ground truth: An engine rumbles loudly, then an air horn honk three times. Humming of an engine followed by some honks of a horn. A bus engine running followed by a bus horn honking. A bus engine accelerating followed by a bus horn honking while plastic clacks. A bus engine running followed by a vehicle horn honking.

BERTScore top-5: A vehicle running followed by a horn honking. A bus engine running followed by a horn honking and a person laughing. A muffled bus engine running followed by a vehicle horn honking then a kid laughing. An engine running followed by a loud horn honking. A man talking followed by a vehicle horn honking.

Guidance captions: Traffic flows, brakes squeak, a car horn is honked. A vehicle engine running as a loud horn honk followed by a softer horn honking. Vehicle running and honking horn. Some vehicles move and horn is triggered. Humming of an engine followed by honking of a car horn.

Generated caption: A vehicle engine running followed by a horn honking.

5. CONCLUSIONS

In this study, we examined the use of a pre-trained large-scale language model in audio captioning. In order to overcome the lack of the amount of training data problem, we used GPT-2 as a part of the caption generation, i.e. decoder. The proposed method consisted of two modules. The first module retrieved guidance captions for the decoder based on audio similarity. The second module generated a caption using GPT-2 while referring to the retrieved captions. Experimental results showed that (i) the proposed method had succeeded to use a pre-trained language model for audio captioning, and (ii) the oracle performance of the pre-trained model-based caption generator was clearly superior to the conventional method trained from scratch. Thus, we conclude that the use of a pre-trained language models is a promising strategy with room for improving the caption generation accuracy.
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