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Abstract

Learning from 3D Data is a fascinating idea which is well explored and studied in computer vision. This allows one to learn from very sparse LiDAR data, point cloud data as well as 3D objects in terms of CAD models and surfaces etc. Most of the approaches to learn from such data are limited to uniform 3D volume occupancy grids or octree representations. A major challenge in learning from 3D data is that one needs to define a proper resolution to represent it in a voxel grid and this becomes a bottleneck for the learning algorithms. Specifically, while we focus on learning from 3D data, a fine resolution is very important to capture key features in the object and at the same time the data becomes sparser as the resolution becomes finer. There are numerous applications in computer vision where a multi-resolution representation is used instead of a uniform grid representation in order to make the applications memory efficient. Though such methods are difficult to learn from, they are much more efficient in representing 3D data. In this paper, we explore the challenges in learning from such data representation. In particular, we use a multi-level voxel representation where we define a coarse voxel grid that contains information of important voxels (boundary voxels) and multiple fine voxel grids corresponding to each significant voxel of the coarse grid. A multi-level voxel representation can capture important features in the 3D data in a memory efficient way in comparison to an octree representation. Consequently, learning from a 3D object with high resolution, which is paramount in feature recognition, is made efficient.

1 Introduction

Data encountered in real life are often three dimensional (3D) in nature. Previous works [1, 2] has shown that information extracted from the data in two dimensions (in the form of 2D images or 2.5D with depth channel) is often sufficient for most of the traditional object detection problems. However, some of the problems necessitate one for having cognition of the data in its raw format, Eg. Point cloud data obtained from a Lidar [3], 3D object data used for rendering smooth 3D graphics [4], or engineering data used in design for manufacturing [5] etc. These problems may certainly be solvable in the 2D space, yet there is a huge loss of information while converting data from 3D space to 2D space. There are several works to demonstrate the learning from multiple views of the object [6, 7, 8, 9]. Though effective in many applications as shown above, the spatial understanding of the features are not available and this makes it not possible to learn certain features of the object. For example, even for a simple task of recognizing the volume of an object is not possible by taking multiple views, but it is possible to do that using a spatial representation of the object. Furthermore, the 3D data’s spatial features could be ambiguous unless augmented with additional information such as depth, normals etc. of the object and many approaches make use of such an approach. Thus, learning from 3D data in the spatial domain is rather quintessential for 3D object recognition.

Learning from data using only fully connected neural networks is difficult due to the curse of dimensionality. Thus, in order to learn efficiently, sophisticated architectures such as convolutional neural networks
(CNN), which preserves the spatial localization and learn features in a hierarchical fashion are usually used [10, 11]. Since CNN are more efficient and has better learning capabilities due to its shift invariance, there is a strong affinity to use such methods for higher dimensional data. However, extensions of such methods to learning from 3D data also poses the challenge of dimensionality again due to the resolution of the voxel grid. 3D data is usually represented by overlaying an uniform grid over it to convert it from a continuous euclidean representation to a discrete voxelized representation. This voxelized representation is then learnt by the CNN. Though such methods have great performance on standard datasets such as ModelNet10 and ModelNet40, there is the challenge of not being able to learn from data that exceeds a certain number of samples or resolution due to limitation of computation hardware. Thus, intelligent ways to overcome the challenge of high voxel resolution while maintaining the ability to learn from the data effectively at higher resolution and larger data is of great interest.

In this paper, we try to address this issue by taking a unique approach for representing the data and then learning from it using the proposed representations. We take a multi-resolution approach for representing the 3D data where we have multiple levels of resolution of the voxel grid (thus having a non-uniform grid representation). The first level represents very coarse features in the 3D data and wherever there are boundaries or key features, we generate the next level of voxels to get a finer resolution occupancy information of the 3D data. We can further extend this idea to various levels of resolutions to represent the data accurately and efficiently. The following are the specific contributions of this paper:

1. We use a novel multi-resolution voxel representation to efficiently represent the 3D data and develop an algorithm to learn from such a non-uniform voxel representation.
2. We developed a new algorithm to train a new multi-level network with similar architectures for the coarser and finer level of resolution and achieve better performance in the case of benchmark datasets, such as ModelNet10, in compared to 3D data represented by a coarse resolution and a dense resolution that is equivalent to the combined coarse and fine resolution.
3. We also show comparison with other related methods in terms of performance in learning and computation for learning.

The paper is arranged as follows. In section 2, we discuss a few significant works in the field of learning from 3D data with various data representations. Section 3 describes the multi-resolution representation of 3D data in the form of voxels, that we implement using a GPU accelerated algorithm, to efficiently represent the data in a sparse manner. We explain about the Multi-Resolution Convolutional Neural Networks (MRCNN), that effectively learns the features from the multi-resolution voxel representation, in section 4. Finally in section 5, we present the preliminary results from evaluating the MRCNN on multi-resolution voxel data to classify objects in the ModelNet 10 dataset and also explain the effectiveness of MRCNN to learn from sparse data with moderate memory requirements.

2 Related Work

There are several related works, while we try to enlist all the related work, it is certainly possible to have missed some of the works. Learning from 3D data in deep learning started from VoxNet [11] on using 3D-CNN and they faced a lot of challenges for achieving good accuracy on the modelnet10 and modelnet40 dataset. After that, many works involved voxelizing the 3D data and then using different kinds of architectures such as variational convolutional autoencoders and deep convolutional generative adversarial networks [12, 13] etc. But one common challenge with these works was the resolution. Most of papers could go up to (32^3) resolution but recently with the increase in compute power we can go to a resolution of (64^3 or 128^3). But still going beyond that is very difficult. There are several new works on PointNet [3] and similar works to deal with point clouds. This work is the first bifurcation in the 3D data between CAD models which cannot be represented as point clouds. Though, PointNets solve the problem of resolution
in the realm of learning of point clouds, learning from CAD models was still dependent on resolution of the voxels. One of the best attempts and somewhat very closely related to our work is the work on OctNets [4, 14]. OctNets try to learn from an octree based voxel representation of the data. This is related to our work as they could go to an effective resolution of $256^3$ in a depth of 3. Unlike Octrees, we could achieve the same effective resolution in a depth of 2 (i.e. a finer level 2 and a coarser level 1) in the multi-resolution data. Now, we shall describe our work on multi-resolution representation.

3 Multi-resolution Voxelization

In this section, we describe our GPU-accelerated algorithm to create a multi-level voxelization of a B-rep model. To create a multi-level voxelization, we first construct a grid of voxels in the region occupied by the object. We then use a triangle-box intersection test to identify the boundary voxels. Once the boundary voxels are identified, we create an index array that identifies the memory location of each coarse level boundary voxel in the fine level voxel grid. We then make use of the same triangle-box intersection test to identify the fine level voxels that intersect with the triangles of the B-rep model in parallel. Using this method on the GPU, a fine voxelization of the model with an effective voxel resolution of $1000^3$ can be generated. This voxel resolution was chosen because it is sufficient to resolve the fine surface features of the model.

3.1 Coarse Level Voxelization

To identify the boundary voxels of the coarse voxelization, the voxels that intersect with the triangles of the B-rep model are first identified. Since a valid B-rep model does not contain any triangles in its interior, any voxel that intersects with a triangle is then classified as a boundary voxel that contains a part of the solid model’s boundary surface. In our multi-level voxelization process, the boundary voxels are identified for two specific reasons. First, the boundary voxels need to be identified in order to generate the finer level voxel grid inside the boundary voxels. This allows for a higher resolution of voxelization without exponentially increasing the total voxel count. In addition, once the boundary voxels are identified, the average surface normals of the triangles that intersect with the voxel can be embedded into that voxel. This allows for realistic lighting calculation using only the voxelization to generate a surface rendering of the model using ray casting.

The process of identifying the boundary voxels was sped up by parallelizing the triangle-box intersection test on the GPU for each triangle. To accelerate this operation further, we first identify the voxels that contains the triangle’s vertices so that we can cull the voxels that need not be tested for intersections with the triangle. This is attributed to the fact that once the boundaries of the triangle are known, we do not need to perform the triangle-box intersection test on voxels that lie outside of the boundaries as shown in Figure 1. The index of the voxel that a certain vertex lies in can be calculated using the position of the vertex relative to the boundaries of the AABB of the object using

\[
\begin{align*}
  i & = \left\lfloor N_x (x_p - x_{\text{min}}) / (x_{\text{max}} - x_{\text{min}}) \right\rfloor, \\
  j & = \left\lfloor N_y (y_p - y_{\text{min}}) / (y_{\text{max}} - y_{\text{min}}) \right\rfloor, \\
  k & = \left\lfloor N_z (z_p - z_{\text{min}}) / (z_{\text{max}} - z_{\text{min}}) \right\rfloor, \\
  v_{\text{array}} & = k N_y N_x + j N_x + i,
\end{align*}
\]

where $N$ contains the dimensions of the voxel grid generated to encapsulate the model, $*_{\text{min}}$ and $*_{\text{max}}$ corresponds to the minimum and maximum corner of the AABB, and the $v_{\text{array}}$ is the index in the global array of the coarse voxelization. We then perform an intersection test with all the voxels that lie within the bounds and the triangle using the separating-axis test [15] on the GPU. The rendering-based voxelization has already classified the voxel as being inside or outside the model, and hence, once the voxel has been identified as a boundary voxel we can change the value in the voxelization to indicate it as a boundary voxel. For illustration purposes, the boundary voxels are shown as a separate array in Figure 2; in practice,
Figure 1: Identifying the boundary voxels in 2D. The voxels in which the vertices of the triangle lie are first identified. The triangle is then intersected with the AABBS within the bounds along the 2 directions (marked in yellow) to identify all boundary voxels (green).

we use the same array but indicate boundary voxels using a different integer, say 2. The specific algorithm is outlined in Algorithm 1.

Algorithm 1: Classify boundary voxels of the object and create a list of all the triangles contained in it.

```plaintext
forall Triangles t(v1, v2, v3) in Object in parallel do
    Calculate i_{min}, i_{max}, j_{min}, j_{max}, k_{min}, k_{max} using v1, v2, v3;  // Determine voxel bounds of the triangle
    for i = i_{min} to i_{max} do
        for j = j_{min} to j_{max} do
            for k = k_{min} to k_{max} do
                Determine voxel v(i, j, k);
                if TriBoxIntersect(v, t) then
                    AddTriangleToVoxel();
                end
            end
        end
    end
end
```

One of the main challenges in parallelizing the above algorithm with respect to the triangles of the object is that if two different triangles intersect with the same voxel, it can lead to a race condition in storing the triangle indices in the voxel data structure. We overcome this potential race condition by using an atomic addition operation on the GPU to find a free memory location to store the triangle index. The specific code listing for a CUDA implementation is given in the Appendix. We also need to choose an appropriate buffer size for storing all the triangles intersecting a voxel. If the number of triangles intersecting a voxel is more than the buffer length, the code produces a warning and the classification is re-run with a larger buffer length based on the first computation. This reduces the performance, but in practice, having a reasonably large buffer length alleviates this problem in the models that were tested.

Once all the boundary voxels are identified, we make use of an exclusive prefix-sum array [16] to keep track of the address of the fine level voxelization. The size of the prefix sum array will be the same as the coarse level voxelization (see Figure 2). The prefix sum array will be referenced later when performing the fine level voxelization.

3.2 Fine-Level Voxelization

After classifying the voxel centers in the boundary voxel, the classification result along with any additional information about the voxel (such as coordinates, surface normals, etc.) need to be stored in a flat array data structure for retrieval on the GPU. However, since the number of boundary voxels will vary depending on
Figure 2: Data structures for the multi-level voxelization.

the model and the coarse level voxelization, the size of the fine level voxelization is not constant. To keep track of the address locations of the boundary voxels in the fine level array, we make use of the exclusive prefix sum. The prefix sum array keeps track of the boundary voxels in the coarse level voxelization. In our implementation, all the boundary voxels are divided into the same number of user-defined fine level voxels, and hence, using the prefix sum address array, we can directly access the memory location of the fine level voxelization. An example of this operation in 2D is shown in Figure 2.

After the fine level voxels have been classified as inside or outside the B-rep solid model, the boundary voxels in the fine level voxelization can also be identified. Classifying the boundary voxels for the fine level uses the same procedure as the coarse level. However, it is faster than the coarse level since instead of testing all the triangles in every face, we just need to test the triangles that have already been classified as intersecting with the coarse level voxel. We test the triangles that intersect with the coarse level voxels for intersection with the fine level voxels. The GPU kernel again performs the triangle-box intersection test; this operation is parallelized for all fine level voxel boxes in all the boundary voxels simultaneously as shown in Algorithm 2.

Once the boundary voxels in the fine level have been identified, we store the average surface normal of all the triangles that intersect with the voxel. This surface normal is then used while rendering the voxelization. We can also directly render the voxels as wireframe to check for errors in voxelization. We assign different colors to the fine and coarse level voxels, and also to inside and boundary voxels as shown in Figure 2. The voxel resolution in the image is set lower to better differentiate between the coarse and fine level voxels.
Algorithm 2: Classify fine level boundary voxels of the object.

\[
\text{forall Boundary voxels, } v_b \text{ in parallel do}
\]
\[
\text{forall Fine level voxels, } v_b(i) \text{ in parallel do}
\]
\[
\text{forall Triangles that intersect with } v_b(t_b(j)) \text{ in parallel do}
\]
\[
\text{if TriBoxIntersect}(v_b(i), t_b(j)) \text{ then}
\]
\[
\text{AddTriangleToFineLevelVoxel();}
\]
\[
\text{end}
\]
\[
\text{end}
\]
\[
\text{end}
\]

4 Multi-Resolution Convolutional Neural Networks

Multi-Resolution Convolutional Neural Network (MRCNN) was mainly inspired from the network in network architecture and sparse convolutional neural network architecture. We developed an architecture in a hierarchical way that has two architectures; one to learn features from a finer level of resolution and one to learn from the coarse level of resolution. Let $\theta_1$ be the set of weights for the coarse level convolutional network and let $f(x, \theta_1)$ be the predicted output for a given input and $\theta_1$. This provides us with a benchmark of the network’s performance with some loss $\epsilon$ in the prediction. We then augment the performance of the network by adding an additional architecture with another set of weights, $\theta_2$, which are used to learn features from the finer level of resolution. We embed it in the input volume occupancy grid instead of the boundary voxels. Thus, making the learning from the finer grid just any augmentation rather than an integration making it as computationally expensive as sparse convolution. The final output from this multi-resolution network shall be denoted with $f'(x, \theta_1, \theta_2) = f(\{x_1 | x_1 = g(x_2, \theta_2) \text{ for } j \in \text{numBoundaryVoxels}\}, \theta_1)$.

The algorithm for forward evaluation of the MRCNN is as follows:

**Algorithm 3: Forward Computation of MRCNN**

\[
\text{forall Boundary voxels, } i_b, j_b, k_b \text{ in parallel do}
\]
\[
v_b = \text{ForwardCNN}_2(x_2);
\]
\[
x_1(i_b, j_b, k_b) = v_b
\]
\[
\text{end}
\]
\[
y_{\text{pred}} = \text{ForwardCNN}_1(x_1)
\]

**Algorithm 4: Backward Computation of MRCNN**

\[
dx_1 = \text{BackwardCNN}_1(x_1, dy_{\text{pred}})
\]
\[
\text{forall Boundary voxels, } i_b, j_b, k_b \text{ in parallel do}
\]
\[
dv_b = dx_1(i_b, j_b, k_b)
\]
\[
dx_2 = \text{BackwardCNN}_2(x_2, dv_b);
\]
\[
\text{end}
\]

The forward computations of the fine level network are embedded in the input of the coarse level network. This was achieved by making use of the prefix sum array created while storing the voxel information of the finer level. This helps in embedding the output of the fine level network in the coarse level network. This could also be extended further to have a vectorized embedding of the finer level output by embedding it in the activations obtained from first layer of the coarse level voxelization. In this study, we only explore the non-vectorized embeddings.

While the forward computation of MRCNN maybe trivial, the back-propagation of the MRCNN can be tricky. The main challenge of the back-propagation computation is to link the two networks so that the gradients can pass on from the coarser level network to the finer level network. Without this link, the weights of the finer level network wouldn’t be updated accordingly. The final loss between the $y_{\text{pred}}$ and $y_{\text{true}}$ of the coarse level network was first computed using categorical cross-entropy loss. (Note: Any other loss metric may also be used) Back-propagating this loss through the coarse level network is performed using the traditional back-propagation method where the gradient of $y_{\text{pred}}$ from the loss $L$ is back-propagated all the way through the intermediate layers of the network and finally to the input data to obtain their respective gradients. Let the gradient of the loss with respect to coarse input be $dx_1$, using the prefix sum, we track the gradients of the outputs of fine level network and use it to back-propagate through the network.
to obtain the gradients of fine level network. This process is explained in the algorithm below:

It is also worthwhile to note that since the same CNN is shared among all the boundary voxels, the gradients for every parallel operation would be adding gradient to each intermediate layer. This can be understood as an atomic addition of all the gradients from each boundary voxel. With that gradient, the network could be trained to update its weights $\theta_1$ and $\theta_2$ in such a way that the loss $L$, of the final prediction $y_{pred}$, is minimized. The network parameter’s update could be performed using any optimizer, such as SGD, Adam, Adadelta etc. In this paper, we used SGD as the optimizer.

![Multi-Resolution Convolutional Neural Network](image)

**Figure 3: Multi-Resolution Convolutional Neural Network**

## 5 Experimental Results

In this study, we evaluated our proposed method of learning from a multi-resolution 3D data on Princeton’s ModelNet10 dataset that contains 3D CAD models from 10 different categories. The 3D CAD models were voxelized with 3 different resolutions and the neural networks were trained on the 3D data to learn to categorize the 3D models. Although there are areas in this study that needs further exploration, some preliminary results are shown here. A comparison was made between data with a naive coarse resolution of $8^3$, a naive dense resolution of $32^3$ and multi-resolution data with a coarse resolution of $8^3$ and a finer resolution of $4^3$, thus giving an effective resolution of $32^3$. A traditional CNN was used to train on both the coarse resolution ($8^3$) and the dense resolution ($32^3$) data while our MRCNN was trained using the multi-resolution data. All the training of the neural networks were performed on a machine with an Intel Xeon CPU having 320 GB of RAM and a NVIDIA Quadro P40 GPU having 24 GB RAM.

The validation loss and validation accuracy of the three networks are shown in Figure 4. It can be seen that the loss of the CNN trained on coarse data ($8^3$) is much higher than the loss of the CNN trained on the dense data ($32^3$) while MRCNN trained on multi-resolution data has a loss in between both the networks. Figure 5 and Figure 6 compares the validation accuracies of the three CNN. Once again, the CNN trained on the data with a coarse resolution has a poor accuracy as compared to the network trained on dense data. However, the MRCNN that was trained on multi-resolution data has a classification accuracy that is comparable to the CNN that was trained on dense data. This shows that a similar object classification performance can be achieved using a multi-resolution data representation as compared to a dense resolution data representation in 3D object recognition.

A more intriguing insight of the MRCNN is observed when the memory requirements for training the networks are analyzed. Figure 7 shows the memory requirements of the GPU while training the dense resolution network and MRCNN. An unoptimized version of the CNN that was trained on the dense resolution data requires 16 GB of GPU memory and an optimized version of the CNN that was trained the same dense data requires at least 5 GB of memory. In contrast, our MRCNN that was trained on the multi-resolution data only requires 1 GB memory while still achieving a similar classification performance as the CNN that
was trained on dense data. Thus, the benefits of using the MRCNN network are huge since this allows networks to be trained on data with a higher effective resolution without compromising the performances of the learning process.

6 Conclusion

In this paper, we explore a novel method to represent 3D data in a hierarchical manner using multi-resolution voxels and also detailed the process of learning from such hierarchical data. This method can be extended in several other domains. We also showed some preliminary results of the proposed method where our network performs better than networks trained on coarse-resolution data and performs almost as well as networks trained on dense resolution data while keeping the memory requirements 5 times lower. Future work includes exploring our proposed method on different datasets where having high resolution data is more imperative and getting a bound for the network performance in terms of the coarse and fine resolutions.
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