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Abstract

We investigate the Gregory-Laflamme instability for bound states of branes in type II string theory and in M-theory. We examine systems with two different constituent branes: for instance, D3-F1 or D4-D0. For the cases in which the Gregory-Laflamme instability can occur, we describe the boundary of thermodynamic stability. We also present an argument for the validity of the Correlated Stability Conjecture, generalizing earlier work by Reall. We discuss the implications for OM theory and NCOS theory, finding that in both cases, there exists some critical temperature above which the system becomes unstable to clumping of the open strings/membranes.
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### 1 Introduction

The Gregory-Laflamme (GL) instability [1, 2] is expected to arise on extended black hole horizons when there is a non-uniform state with the same mass and charges but greater entropy. A precise version of this expectation is the Correlated Stability Conjecture (CSC) [3, 4], which says that a GL instability should arise when the matrix of second derivatives of the mass with respect to entropy and conserved charges fails to be positive definite. There is a partial proof of the CSC [5], and no fully demonstrated counter-examples have appeared to our knowledge.

In recent work [6]—to which we refer the reader for a more complete list of references—it was shown that the CSC holds in the case of the D2-D0 bound state. For that system, there is a stability curve in the space of solutions: for a given number of D2-branes and number density of D0-branes, there is a certain non-extremal mass (i.e., temperature) above which the GL instability occurs and below which it does not. This stability curve comes arbitrarily close to extremal solutions as one increases the number density of D0-branes. The infinite density limit describes a non-commutative field theory, so one learns from the GL instability that there is a subtlety in the NCFT limit: the unstable mode corresponds to developing non-uniform non-commutativity, and it was suggested that this unstable mode runs away to long wavelength in the NCFT limit so as to avoid conflict with standard decoupling
arguments.

In section 3 we generalize the thermodynamic analysis of [6] for other D-brane bound states in type II string theory and M-theory. We do not repeat the numerical analysis of [6] for these cases; instead, in section 2 we revisit the analytical arguments of [5] for the validity of the CSC. These arguments (at least, as presented here) are not completely airtight, but they strongly suggest that the CSC is valid for the cases we consider. In section 4 we discuss applications to NCOS theory [7, 8, 9] and OM theory [10].

While this paper was in preparation, we received [11], which overlaps with the present work.

2 Dynamical and Thermodynamic Instabilities

In [5], an argument was offered in support of the CSC when the entropy is the only locally dynamic quantity. Here we will give some indications on how to extend that argument to the general case, where both charges and angular momenta can be locally manipulated. We emphasize that the arguments presented here are more of an outline than a proof, with attention drawn to the gaps in the reasoning. The CSC has proven remarkably robust, but should a counter-example arise, it will be interesting to see where the line of argument presented here fails.

A central object is the Euclidean action reduced along the direction of the instability. Let us call this action $I$; let us parametrize the direction of the instability by the coordinate $y$; and let $x^\mu$ be the other coordinates, so that $I$ is an integral over the $x^\mu$. It is simplest to consider the case where $y$ is the only spatial direction along which the horizon is extended, so that is the case we will focus on here. Including more directions of spatial extent is not a significant obstacle.

The first step is to identify the Hessian matrix of $I$ with the Hessian matrix of susceptibilities, up to some change of basis and an overall positive factor, so that the signs of all eigenvalues (as well as their ratios) are preserved. Let the $n$ quantities $B_i$ be intensive thermodynamic variables: $B_0$ is the temperature $T = 1/\beta$, and the other $B_i$ are gauge potentials $\mu$ at the horizon and angular velocities $\Omega$ at the horizon. Let $A_i$ be the thermodynamic conjugate variables that enter into the first law:

$$dE = \sum_i B_i dA_i. \quad (1)$$
So $A_0 = S$, the entropy, and the other $A_i$ are charges and angular momenta. The energy $E$ and the $A_i$ with $i > 0$ are conserved quantities, determined by Smarr type integrals at infinity. It is a fairly generic circumstance that there exists an $n$-parameter family of configurations, labeled by parameters $a_i$, such that

$$I = \beta E(a_i) - S(a_i) - \sum_{j>0} \beta B_j A_j(a_i).$$

(2)

The on-shell configuration yielding a uniform brane corresponds, by convention, to $a_i = 0$. The quantities $E(a_i)$, $S(a_i)$, or $A_j(a_i)$ for arbitrary $a_i$ are defined by the same integrals as for on-shell configurations, as is the action $I$. A further discussion of why we expect there to be an $n$-parameter family of configurations with the properties described is given in the appendix. But the discussion is incomplete, and this point is one of the aforementioned gaps in the reasoning.

The action must be stationary at $a_i = 0$ with respect to variations of $a_i$. This leads to

$$\frac{\partial I}{\partial a_i} = \beta \frac{\partial E}{\partial a_i} - \frac{\partial S}{\partial a_i} - \sum_{j>0} B_j \frac{\partial A_j}{\partial a_i} = 0$$

$$\frac{\partial E}{\partial a_i} = \sum_j B_j \frac{\partial A_j}{\partial a_i}.$$  

(3)

The second line follows from the first, and it is clearly an instance of the first law (1). Imposing this equation for all values of $a_i$ leads to definite expressions for $B_j$ in terms of the $a_i$. Differentiating then leads to

$$\frac{\partial^2 E}{\partial a_i \partial a_k} = \sum_j \left( \frac{\partial B_j}{\partial a_k} \frac{\partial A_j}{\partial a_i} + B_j \frac{\partial^2 A_j}{\partial a_i \partial a_k} \right).$$

(4)

On the other hand, differentiating the first line in (3) gives

$$\frac{\partial^2 I}{\partial a_i \partial a_k} = \beta \frac{\partial^2 E}{\partial a_i \partial a_k} - \beta \sum_j B_j \frac{\partial^2 A_j}{\partial a_i \partial a_k} = \beta \sum_j \frac{\partial B_j}{\partial a_k} \frac{\partial A_j}{\partial a_i}$$

$$= \beta \sum_{j,\ell} \frac{\partial A_\ell}{\partial a_k} \frac{\partial B_j}{\partial a_i} \frac{\partial A_j}{\partial a_i} = \beta \sum_{j,\ell} \frac{\partial A_\ell}{\partial a_k} \frac{\partial^2 E}{\partial A_j \partial A_i} \frac{\partial A_j}{\partial a_i}.$$  

(5)

where in the final step we once again go to on-shell configurations and use $B_j = \partial E/\partial A_j$. Comparing the first and last forms in (5), we see that (provided $\partial A_j/\partial a_i$ is non-singular at $a_i = 0$) the Hessian matrix of $I$ with respect to a specific set of perturbations is equal, up to
a positive factor and a change of basis, to the Hessian matrix of susceptibilities.

The second step is to consider normalizable on-shell perturbations of the extended horizon. Let us collectively denote the field perturbations as \( \Psi^I \): these fields include the metric perturbation \( h_{MN} \) as well as perturbations in the matter fields. The ansatz for a static GL perturbation (still in Euclidean signature) is \( \Psi^I(x,y) = \text{Re}(\psi^I(x)e^{iky}) \). Then, assuming a two-derivative action, the linearized equations of motion take the form

\[
\int d^d x' \frac{\delta^2 I}{\delta \psi^I(x) \delta \psi^J(x')} \psi^J(x') = -k^2 G_{IJ} \psi^J
\]

for some metric \( G_{IJ} \). Define the \( L^2 \)-like norm \( ||\psi||^2 = \int d^d x \psi^I G_{IJ} \psi^J \). Unfortunately, this norm is not positive definite: in pure gravity, a conformal metric perturbation has \( \psi^I G_{IJ} \psi^J < 0 \) everywhere. If one demonstrates the existence of a perturbation with a positive norm and positive \( k^2 \), then a GL instability should exist. The reasoning is that by taking \( k^2 \) slightly smaller than the value that gives a static perturbation, and assigning instead some time-dependence \( e^{\pm i\omega t} \), one will obtain a mode which grows exponentially in Minkowskian time.

In [5], the on-shell modes of interest were demonstrated through a constraint equation to have \( \psi^I G_{IJ} \psi^J > 0 \) everywhere. The demonstration is somewhat detailed, and generalizing it rigorously to the cases of interest is another significant gap in the reasoning. Assuming that the on-shell perturbations \( \psi^I \) are indeed restricted to the positive-norm sector, one sees from (6) that directions of quadratically decreasing \( I \) are associated with a GL instability:

\[
I - I_0 = \frac{1}{2} \int d^d x d^d x' \psi^I(x) \frac{\delta^2 I}{\delta \psi^I(x) \delta \psi^J(x')} \psi^J(x') + O(\psi^3) = -\frac{k^2}{2} ||\psi||^2 + O(\psi^3)
\]

where \( I_0 \) is the action of the original on-shell configuration.

The final step is to argue that there is a direction in which \( I \) decreases quadratically with perturbation fields \( \psi^I \) of positive, finite norm precisely when \( \partial^2 I/\partial a_i \partial a_j \) fails to be positive definite. This is a plausible but non-trivial claim: the \( \psi^I \) perturbations appropriate to a GL instability have not been shown to overlap sufficiently with the perturbations generated by making the \( a_i \) slightly different from the \( A_i \) of the original on-shell configuration. This is a third gap in the reasoning.

In summary, the core arguments of [5] generalize to a plausible line of reasoning for why the CSC is true. The first and third gaps in the reasoning identified above basically come down to establishing, at least to second order in the \( a_i \), the existence of an \( n \)-parameter family of off-shell configurations whose action can nevertheless be written in a first law
form, as in [2], and which differ from the original on-shell configuration by perturbations which have finite positive norm. The second gap in the reasoning is to show that the on-shell perturbations for a static mode of finite wavelength have positive norm (avoiding the conformal factor problem).

The loopholes we have pointed out suggest that perhaps a counter-example to the CSC might be found by setting up a Lagrangian with special properties. But the numerics in [6] seem to us good preliminary evidence that the CSC does hold for type II supergravity. In the remainder of the paper, we will apply it to some interesting cases.

3 Thermodynamics of D-brane Bound States

The aim of this section is to explore the bound states in type II string theories and eleven-dimensional supergravity that involve only two types of BPS branes. We restrict attention to the cases where the worldvolumes of the lower-dimensional branes are entirely contained in the worldvolume of the higher-dimensional branes. These cases are:

- Dp-D(p − 2), explored in section 3.1
- Dp-F1, explored in section 3.2
- Dp-D(p − 4), explored in section 3.3
- M5-M2, which is equivalent for our purposes to D4-F1.

One could also investigate branes intersecting at angles: for instance, one stack of D2-branes extended over the 12 directions and smeared over the 34 directions, intersecting another stack extended over 34 and smeared over 12. T-dual relationships, like the relation of the intersecting D2-branes with D4-D0, or the relation of D2-D0 to D3-D1, do not imply identical GL instabilities. The reason is that the GL instability is an infrared effect, so if one compactifies along the direction of the instability in preparation for taking a T-duality, the instability may be lost. The interplay of T-duality and the GL instability has recently been understood in some detail for the simple case of smeared D0-branes in [12, 13, 14].
3.1 The Dp-D(p − 2) Case

The thermodynamic quantities of the Dp-D(p − 2) bound state with zero angular momentum are given by [15]

\[ M = \frac{V_p \Omega_{8-p}}{16 \pi G_N} r_0^{7-p} (8 - p + (7 - p) \sinh^2 \alpha) \]

\[ T = \frac{7 - p}{4 \pi r_0 \cosh \alpha} \quad S = \frac{V_p \Omega_{8-p}}{4 G_N} r_0^{8-p} \cosh \alpha \]

\[ \mu_p = \mu \cos \theta \quad Q_p = Q \cos \theta \quad \mu_{p-2} = \mu \sin \theta \quad Q_{p-2} = Q \sin \theta \]

\[ \mu = \tanh \alpha \quad Q = \frac{(7 - p) V_p \Omega_{8-p}}{16 \pi G_N} r_0^{7-p} \sinh \alpha \cosh \alpha, \]

where \( \Omega_{8-p} \) is the volume of a unit \( S^{8-p} \). Here it is assumed that the D(p − 2) brane is embedded in the Dp-brane and smeared along its two transverse directions.

Calculating the boundary of thermodynamic stability is fairly straightforward. Our system will be locally thermodynamically unstable if the Hessian of \( M \) with respect to any spatially varying quantities has a negative eigenvalue. In this case, we take the Dp-branes to form a static background on which the D(p − 2)’s can move. Hence we want to determine the first and second derivatives of \( M \) with respect to \( Q_{p-2} \) and \( S \), holding \( Q_p \) fixed.

In (8), \( M \) is not expressed as a function of \( S, Q_p, \) and \( Q_{p-2} \); instead, these four quantities are expressed in terms of \( r_0, \alpha, \) and \( \theta \). It is useful to recall a fact from multi-variable calculus: if there is a smooth, invertible relationship between \( n \) variables \( Q_i \) and \( n \) other variables \( q_i \), and \( M \) is known as a smooth function of the \( q_i \), then

\[ \left( \frac{\partial M}{\partial Q_i} \right)_{Q_j} = \frac{\partial (Q_1, \ldots, \hat{Q}_i, M, \ldots, Q_n) / \partial (q_1, \ldots, q_n)}{\partial (Q_1, \ldots, Q_n) / \partial (q_1, \ldots, q_n)}, \]

where the denominator is the Jacobian, \( \det(\partial Q / \partial q_j) \), and the hat notation in the numerator is meant to indicate replacing \( Q_i \) with \( M \). Furthermore, the thermodynamic dual quantities \( T, \mu_p, \) and \( \mu_{p-2} \) should be precisely the first derivatives of \( M \) with respect to \( S, Q_p, \) and \( Q_{p-2} \) because of the first law of thermodynamics:

\[ dE = TdS + \mu_p dQ_p + \mu_{p-2} dQ_{p-2}. \]
\( \frac{\partial (T, \mu_{p-2})}{\partial (S, Q_{p-2})}, \) and the right hand side may be evaluated by use of (9). We find

\[
\det H = \frac{16G_N^2 \text{sech}^4 \alpha}{\Omega_{8-p}^2 r_0^{16-2p} V_p^2 ((9 - p) \cosh^2 \alpha - 1)} \left( (5 - p) \sinh^2 \alpha \cos^2 \theta - 1 \right).
\]  

(11)

One can show that this expression reduces to the D2-D0 case studied in \[6\]. Subsequently, the condition for thermodynamic stability is

\[ \text{csch} \alpha < \sqrt{5 - p} \cos \theta. \]

(12)

As a check on this result, we note that at extremality (\( \alpha \to \infty \)) the left hand side vanishes, and the system is stable as expected.

This stability condition can be recast in terms of the potentials \( \mu_p \) and \( \mu_{p-2} \) appearing in (8) as

\[ \mu_{p-2}^2 + (6 - p)\mu_p^2 = 1. \]

(13)

Using string dualities, we can also immediately recover results for three other cases of interest. The D3-D1 bound state is related by S-duality to the D3-F1 bound state, and hence the boundary of stability is the same. Furthermore, since the D4-D2 bound state is a simple compactification of the M5-M2 state, the above stability conditions are valid for M5-M2 for \( p = 4 \) (see also \[16\] for an explicit study of the non-extremal M5-M2 bound state and its relation to OM theory). Furthermore, since we can instead choose to compactify M-theory on a longitudinal direction of both the M5 and M2 branes, the \( p = 4 \) case must also be the result for the D4-F1 bound state.

We emphasize again that T-duality acts non-trivially on the CSC rules: indeed, the D3-D1 and D2-D0 cases are related by T-duality, but their stability conditions are different.
3.2 The Dp-F1 Case

The extremal supergravity background of the Dp-F1 bound state was given in [17]. The non-extremal generalization [18] is

\[
\begin{align*}
&ds^2_{str} = \left(\frac{H}{D}\right)^{1/2} \left[ H^{-1} (-f dt^2 + dx_1^2) + \left(\frac{H}{D}\right)^{-1} (dx_2^2 + \cdots + dx_p^2) \\
&\quad + f^{-1} dr^2 + r^2 d\Omega_{8-p}^2 \right] \\
e^\phi &= e^{\phi_0} H^{(3-p)/4} D^{(p-5)/4} \\
B_2 &= \sin \theta \coth \alpha (1 - H^{-1}) dt \wedge dx_1
\end{align*}
\]

where

\[
\begin{align*}
H(r) &= 1 + \frac{r_0^{7-p} \sinh^2 \alpha}{r^{7-p}} \\
D(r) &= \frac{1}{H^{-1} \sin^2 \theta + \cos^2 \theta} \\
f(r) &= 1 - \frac{r_0^{7-p}}{r^{7-p}}.
\end{align*}
\]

The remaining non-zero forms for the D2-F1 case are

\[
\begin{align*}
A_1 &= e^{-\phi_0} \tan \theta \left(1 - \frac{D}{H}\right) dx_2 \\
A_3 &= e^{-\phi_0} \cos \theta \coth \alpha (1 - H^{-1}) dt \wedge dx_1 \wedge dx_2,
\end{align*}
\]

and for the D5-F1 case

\[
\begin{align*}
A_4 &= -e^{-\phi_0} \tan \theta \left(1 - \frac{D}{H}\right) dx_2 \wedge dx_3 \wedge dx_4 \wedge dx_5 \\
F_3 &= 2e^{-\phi_0} r_0^2 \cos \theta \cosh \alpha \sinh \alpha \ d\Omega_3.
\end{align*}
\]

Despite the differences in the solutions for Dp-D(p-2) and Dp-F1, the thermodynamics in the parameter space of \((r_0, \alpha, \theta)\) are actually identical up to factors of the string coupling, which does not affect the stability properties. Hence we find precisely the same stability conditions as in the Dp-D(p-2) case [12]. However, for \(g_{str} \neq 1\), the relationship between \((\alpha, \theta)\) and the number densities of D-branes differs from that of the F-strings. We will comment on this further in section 4.1.
3.3 The $D_p$-$D(p-4)$ Case

So far, all cases have involved non-extremal generalizations of BPS bound states whose mass follows a Pythagorean relationship: for example, $M = \sqrt{(N_2 V_2 \tau_2)^2 + (N_0 \tau_0)^2}$ for the $D_2$-$D_0$ bound state. Intuitively, what tends to prevent a GL instability for this system is that the mass is a convex function of the $D_0$-brane charge density. This convexity becomes extremely weak in the limit where the $D_0$-branes make the dominant contribution to the mass, so we are unsurprised to see the boundary of stability approach extremality in this limit.

It is also interesting to consider cases where the BPS bound state is at threshold. For example, $M = N_4 V_4 \tau_4 + N_0 \tau_0$ for the $D_4$-$D_0$ system, and a similar relation holds for $D_5$-$D_1$ and $D_6$-$D_2$. The intuitive reasoning outlined above would lead us to expect that there is a GL instability for any amount of non-extremality. We will see that this is the right answer for $D_6$-$D_2$ and $D_5$-$D_1$, but it is wrong for $D_4$-$D_0$.

The supergravity background solutions were given in [19] for the $D_5$-$D_1$ and $D_6$-$D_2$ systems. Both of these cases, as well as the $D_4$-$D_0$ solution, can be compactly written as

$$ds_{str}^2 = (f_p f_{p-4})^{-1/2} \left[ - f dt^2 + f_{p-4} \left( dx_1^2 + \cdots + dx_4^2 \right) + \sum_{i=5}^{p} dx_i^2 \right]$$

$$+ (f_p f_{p-4})^{1/2} \left[ f^{-1} dr^2 + r^2 d\Omega^2_{8-p} \right]$$

$$e^\phi = e^{\phi_0} f_p^{(3-p)/4} f_{p-4}^{(7-p)/4}$$

$$f(r) = 1 - \frac{r_0^{7-p}}{r^{7-p}} \quad f_p(r) = 1 + \frac{r_0^{7-p} \sinh^2 \alpha_p}{r^{7-p}} \quad f_{p-4}(r) = 1 + \frac{r_0^{7-p} \sinh^2 \alpha_{p-4}}{r^{7-p}}$$

$$Q_p = \frac{(7-p) V_p \Omega_{8-p}}{32 \pi G_N} r_0^{7-p} \sinh 2\alpha_p \quad Q_{p-4} = \frac{(7-p) V_p \Omega_{8-p}}{32 \pi G_N} r_0^{7-p} \sinh 2\alpha_{p-4}$$

As before, there is a three-parameter family of solutions, which in this case is parameterized by $(r_0, \alpha_p, \alpha_{p-4})$. To compare with the $D_p$-$D(p-2)$ system, it will be convenient to define $\alpha$ and $\theta$ according to $\cos \theta \sinh 2\alpha = \sinh 2\alpha_p$ and $\sin \theta \sinh 2\alpha = \sinh 2\alpha_{p-4}$: then $\tan \theta = Q_{p-4}/Q_p$, and $Q = \sqrt{Q_{p-4}^2 + Q_p^2} \propto r_0^{7-p} \sinh 2\alpha$, as in (8). The expressions for the remaining thermodynamic variables are:

$$M = \frac{V_p \Omega_{8-p} r_0^{7-p}}{16 \pi G_N} \left( 2 + (7-p)( \cosh 2\alpha_p + \cosh 2\alpha_{p-4}) \right)$$

$$T = \frac{7-p}{4 \pi r_0 \cosh \alpha_p \cosh \alpha_{p-4}}$$

$$S = \frac{V_p \Omega_{8-p} r_0^{8-p}}{4 G_N} \cosh \alpha_p \cosh \alpha_{p-4}$$

$$\mu_p = \tanh \alpha_p \quad \mu_{p-4} = \tanh \alpha_{p-4}$$

(19)
The resulting Hessian determinant is given by
\[ \det H = \frac{8G_N}{\Omega_{8-p}^2} \frac{r_0^{2(p-8)}}{V_p^2} \sech^2 \alpha_p \sech^4 \alpha_{p-4} (p - 7 - (p - 5) \cosh 2\alpha_p) \left( \cosh 2\alpha_{p-4} (7 - p + 2 \cosh 2\alpha_p) + (7 - p) \cosh 2\alpha_p \right) \, . \] (20)

Everything but the last factor in the numerator is positive definite. For \( p = 6 \), the last factor is \(- (1 + \cosh 2\alpha_p)\), and the system is unstable all the way up to extremality, where \( \det H = 0 \). For \( p = 5 \), the last factor is simply \(-2\), and we find a result similar to \( p = 6 \). For \( p = 4 \), however, the bound state is unstable when
\[ \cosh 2\alpha_4 < 3 \] (21)

Consequently, if no D4 branes are present, then the D0 branes will clump as expected, but if the D4-branes make a sufficiently dominant contribution to the total mass, the bound state is stable.

One may straightforwardly convert the inequalities (12) and (21) to relations between \( Q_p/M \) and one of the quantities \( Q_{p-2}/M \), \( Q_{p-4}/M \), and \( Q_{F1}/M \), as appropriate. The resulting stability curves are shown in figure 1. The stability curve for the D4-D0 bound state, for example, comes from setting \( \cosh 2\alpha_4 = 3 \), so the curve may be expressed parametrically in terms of \( \alpha_0 \):
\[ \frac{Q_4}{M} = \frac{3 \sqrt{8}}{11 + 3 \cosh 2\alpha_0} \quad \frac{Q_0}{M} = \frac{3 \sinh 2\alpha_0}{11 + 3 \cosh 2\alpha_0} \] (22)

### 4 Application to NCOS Theory and OM Theory

As an example of the utility of the CSC, we now consider its implications for theories of D-brane bound states. Of particular interest is NCOS [7, 8, 9] theory, which consists of fundamental strings on a stack of D\( p \) branes in a limit where the open strings decouple from gravity. OM theory [10, 20] is essentially the 11-dimensional lift of the D4-F1 NCOS system.

#### 4.1 NCOS Instabilities

The NCOS limit is one in which the electric field living on a stack of D-branes approaches a critical value, at which the effective string tension—defined as the energy per unit length needed to free a string from the bound state—goes to zero relative to the actual string
Figure 1: The stability curves for various D-brane bound states are shown as solid curves. The horizontal axis is the mass fraction coming from the branes of larger dimension. The vertical axis is the mass fraction coming from the branes of smaller dimension. In each case, the stable region is to the right of the solid curve. The dashed curves correspond to extremal brane configurations. The NCOS and OM theory limits are near the upper left corner.
tension:
\[
\frac{\alpha'}{\alpha'_{\text{eff}}} = \frac{E_c^2 - E^2}{E_c^2} \to 0.
\] (23)

The open string coupling is defined by a similar scaling:
\[
G_0^2 = g_{\text{str}} \sqrt{\frac{E_c^2 - E^2}{E_c^2}}.
\] (24)

In the NCOS limit, \( g_{\text{str}} \to \infty \) with \( G_0 \) fixed. For small \( G_0 \), NCOS exhibits Hagedorn behavior with temperature [21]:
\[
T_H = \frac{1}{\sqrt{8\pi^2 \alpha'_{\text{eff}}}}.
\] (25)

Finally, there is a relationship between the open string coupling, the number of F-strings per unit transverse volume, and the number of D\(_p\)-branes, \( N_p \) [21]:
\[
\frac{N_F}{V_t} = \frac{1}{N_p} \frac{1}{(2\pi \sqrt{\alpha'})^{p-1}} \left( \frac{1}{G_0^2} \right).
\] (26)

We will choose units with \( \alpha' = 1 \). Note that in the extremal limit, the BPS mass formula becomes
\[
M = \sqrt{(N_p V \tau_p)^2 + (N_F L \tau_f)^2} = \sqrt{N_p^2 g_{\text{str}}^{-2} + N_F^2},
\] (27)

where in the last equality we have chosen \( V = (2\pi)^p \) and \( L = 2\pi \). The open string coupling also simplifies with this choice, giving \( G_0^2 = N_p/N_F \).

The supergravity background for NCOS is simply the solution described in the D\(_p\)-F1 section above. However, the parameters \( (r_0, \alpha, \text{ and } \theta) \) implicitly depend on \( g_{\text{str}} \). In particular, in order for the supergravity mass [8] to match the BPS expression [27], we require
\[
\frac{(7-p)\Omega_{8-p}}{(2\pi)^{7-p}} r_0^{7-p} \cosh \alpha \sinh \alpha = g_{\text{str}} \sqrt{N_p^2 + N_F^2} g_{\text{str}}^2.
\] (28)

where we have chosen our conventions such that \( ds_E^2 = e^{(\phi_0 - \phi)/2} ds_{\text{str}}^2 \) and \( 16\pi G_N = (2\pi)^7 \alpha' g_{\text{str}}^2 \).

In terms of the number of D-branes and strings, \( \theta \) can be written as:
\[
\sin \theta = \frac{N_F g_{\text{str}}}{\sqrt{N_p^2 + N_F^2} g_{\text{str}}^2}.
\] (29)

\(^1\)If instead this were the D\(_p\)-D\((p-2)\) bound state, the correct expression would be \( \frac{(7-p)\Omega_{8-p}}{(2\pi)^{7-p}} r_0^{7-p} \cosh \alpha \sinh \alpha = g_{\text{str}} \sqrt{N_p^2 + N_{p-2}^2} \) since there is no relative factor of the string coupling in the respective tensions.
This relation implies
\[ \tan \theta = g_{\text{str}} \frac{N_F}{N_p} = \sqrt{\frac{E_c^2}{E_c^2 - E^2}} \equiv \eta, \] (30)
where we have used (24) and (26).

From the stability curve plots, we see that we move toward the stable region as we approach extremality, \( i.e., \ T = 0 \). For fixed \( N_p \) and \( N_F \), we can therefore find a critical temperature above which the system is unstable. We will replace \( r_0 \) in favor of \( N_p \). As usual, \( \theta \) determines the ratio of the \( Dp \) and \( F1 \) contributions, and we will let \( \alpha \) control the temperature. We therefore have a critical value of \( \alpha \)—defined by \( \sqrt{5 - p} \sinh \alpha_c \cos \theta = 1 \)—below which the system is unstable. Since we know that \( \tan \theta = \eta \), we can write the critical temperature in terms of \( \alpha_c \) as
\[ \cosh \alpha_c = \sqrt{1 + \frac{1}{5 - p}} \approx \frac{\eta}{\sqrt{5 - p}}, \] (31)
where the approximate equality becomes exact in the limit of large \( \eta \).

We can now put all the pieces together to find the critical temperature in the NCOS limit in terms of \( N_p \), the open string coupling \( G_0 \), and the scaling parameter \( \eta \):

\[
T_c = \frac{7 - p}{4\pi r_0 \cosh \alpha_c} = \frac{7 - p}{4\pi} \frac{1}{\cosh \alpha_c} \left[ \frac{(7 - p)\Omega_{8-p} \cos \theta \cosh \alpha_c \sinh \alpha_c}{g_{\text{str}} N_p (2\pi)^{7-p}} \right]^{1/(7-p)}
= \frac{7 - p}{4\pi} \frac{1}{\cosh \alpha_c} \left[ \frac{(7 - p)\Omega_{8-p} \cosh \alpha_c}{g_{\text{str}} N_p (2\pi)^{7-p} \sqrt{5 - p}} \right]^{1/(7-p)}
= \frac{7 - p}{4\pi} \left[ \frac{(7 - p)\Omega_{8-p}}{N_p (2\pi)^{7-p} \sqrt{5 - p}} \right]^{1/(7-p)} \frac{1}{\cosh \alpha_c} \left[ \frac{\cosh \alpha_c}{g_{\text{str}}} \right]^{1/(7-p)}
= \frac{7 - p}{4\pi} \left[ \frac{(7 - p)\Omega_{8-p}}{N_p (2\pi)^{7-p} \sqrt{5 - p}} \right]^{1/(7-p)} \sqrt{5 - p} \left( \frac{1}{G_0^2 \sqrt{5 - p}} \right)^{1/(7-p)} \eta^{-1}. \] (32)

This quantity should be compared to the Hagedorn temperature, which is \( T_H = 1/\sqrt{8\pi^2 \eta^2} \):

\[
T_c/T_H = \frac{7 - p}{\sqrt{8\pi^2}} \left[ \frac{(7 - p)\Omega_{8-p}}{(5 - p)N_p} \right]^{1/(7-p)} \sqrt{5 - p} \left( \frac{1}{G_0^2} \right)^{1/(7-p)}. \] (33)

The main qualitative point of interest is that the \( \eta \) dependence cancels out entirely. In the NCOS limit, depending on the choice of parameters, one can have a GL transition above or below the Hagedorn transition. But for \( p = 5 \) and any amount of non-extremality, there
is always a GL instability, as long as we trust supergravity and the CSC.\footnote{As in \cite{6}, there is a possibility that the wavelength of the GL instability approaches infinity in the limit that defines NCOS theory (that is, $\eta \to \infty$).} For $p < 5$, the numerical factor in $\mathcal{O}$ is $\mathcal{O}(1)$, so

$$T_c/T_H \simeq (N_p G_0^2)^{1/(p-7)}.$$ \hfill (34)

Hence, if the open string coupling is small (which is required for a Hagedorn-like analysis anyway), $T_c \gg T_H$ in general, unless one is considering a very large number of D$p$-branes.

By way of comparison, consider the D3-F1 bound state in the limit $N_3 \to \infty$, $g_{\text{str}} \to 0$ with $\lambda \equiv g_{\text{str}} N_3$ fixed, and $N_F$ fixed as well. This is wholly different from the 3+1-dimensional NCOS limit because now the D3-branes dominate the mass of the extremal bound state. Referring to figure \textbf{11} we see that a GL instability occurs when $M \gtrsim 2Q_3$. The temperature at the point of marginal stability can be computed as

$$T_c = \frac{1}{3^{3/8} \pi (2 \pi \lambda)^{1/4}} + \mathcal{O} \left( \frac{1}{N_3^4} \right) \simeq \frac{1}{7.5 \lambda^{1/4}}$$ \hfill (35)

in units where $\alpha' = 1$. When there are no F1’s, this is the maximum possible temperature of a uniform D3-brane. It’s interesting that this can be greater or less than the Hagedorn temperature of type IIB strings, according to the value of $\lambda$.

### 4.2 OM Theory Instabilities

OM theory \cite{10} consists of a stack of $N$ M5-branes housing a large number of M2-branes. The thermodynamics of this system is described using \cite{8} by taking $p = 4$. If we choose a background 3-form field strength of the form

$$H_{012} = M_p^3 \tanh \beta,$$ \hfill (36)

with $\beta$ some parameter, then the fluctuating open membranes decouple from gravity in the “OM theory limit” $\beta \to \infty$, since the proper energy scale for the fluctuating M2’s goes like

$$M_{\text{eff}}^3 = 2M_p^3 e^{-2\beta}.$$ \hfill (37)

We will choose $M_p = 1$. For some choices of $r_0$, $\alpha$, and $\theta$, \cite{12} gives some critical temperature, above which the system of D-branes becomes unstable. We therefore need to express the
parameters of OM theory in terms of our standard supergravity parameters.

The M5 action contains a term \[22\]:

\[
S \supset \mu_5 \int C_3 \wedge (H_3 + C_3).
\]

(38)

The analogous term of the M2 action is:

\[
S \supset \mu_2 \int C_3.
\]

(39)

Now assume that the M2 branes are extended in the 012 directions, and the M5 branes are extended in the 012345 directions. Then \(C_3\) can be gauged away in the 345 directions, and hence the second term in (38) vanishes. Comparing (38) and (39) we find \(\mu_2 = H_{345} \mu_5\), and using the result from [10], we arrive at:

\[
\mu_2 = \mu_5 \sinh \beta \quad \implies \quad \sinh \beta = \tan \theta.
\]

(40)

As a consistency check, we note that the respective parameter ranges are \(\beta \in [0, \infty)\) and \(\theta \in [0, \pi/2]\). Furthermore, this expression fits with our expectation that the OM theory limit should consist of a large number of M2-branes.

The condition for thermodynamic criticality for the M5-M2 case is \(\cos \theta \sinh \alpha_c = 1\). Furthermore, [15] tells us that

\[
N \equiv r_0^3 \frac{\pi}{\cosh \alpha \sinh \alpha \cos \theta} = r_0^3 \frac{\cosh \alpha_c}{\pi},
\]

(41)

where the first relation holds generally, and the second holds only at criticality. The critical temperature is therefore given by:

\[
T_c^3 = \left(\frac{3}{4 \pi r_0 \cosh \alpha_c}\right)^3 = \left(\frac{3}{4 \pi}\right)^3 \frac{1}{\pi N} (\cosh \alpha_c)^{-2} = \left(\frac{3}{4 \pi}\right)^3 \frac{1}{\pi N} \left(1 + \cosh^2 \beta\right).
\]

(42)

We now want to compare this expression with the characteristic energy scale of OM theory \[37\] in the large \(\beta\) limit:

\[
\lim_{\beta \to \infty} \frac{T_c}{M_{\text{eff}}} = \frac{3}{4 \pi} \left(\frac{2}{\pi N}\right)^{1/3} \approx \frac{1}{5 N^{1/3}}.
\]

(43)

As expected from the duality to NCOS theory, we find a non-zero critical temperature in OM theory. In contrast to the general NCOS result, this critical temperature is always less than
the characteristic energy scale $M_{\text{eff}}$, and in fact can be much less than this scale for a large number of coincident M5 branes. We could have instead arrived an identical result by taking $p = 4$ in (32) along with the following relation between the OM and NCOS parameters [10]:

$$M_{\text{eff}} \sqrt{\alpha_{\text{eff}}^T} 2^{1/3} = \frac{1}{G_0^{2/3}}.$$ (44)

5 Conclusions

Our main results, namely the stability curves predicted by the CSC for the D2-F1, D3-F1, D4-F1, and D4-D0 bound states, are shown in figure 1. Stability curves for some other bound states, such as D2-D0, D3-D1, D4-D2, and M5-M2, are related to one of the above cases. It is notable that configurations related by T-duality have different stability curves, roughly because the process of compactifying and smearing changes the nature of the instabilities.

Given the significant loopholes in our extension of the arguments of [5] to the charged case, one may question the application of the CSC to the various bound states that we have analyzed. Briefly, our stance is that the detailed numerical checks for the D2-D0 case in [6] make it seem very likely that the loopholes can be closed, or that string theory for some reason does not take advantage of them. We nevertheless suspect that counter-examples may exist to the CSC for certain specially arranged interactions. We hope to report further on these issues in the future.

The upper left corner of figure 1 corresponds to NCFT, NCOS, or OM theory limits, which are interesting because they are believed to represent non-gravitational limits of string / M-theory which are not described by ordinary quantum field theories. As is apparent from the figure, the GL instability tends to persist in these limits, at least as predicted by the thermodynamic properties of the bound states. In NCOS theory, the critical temperature for a GL instability is a finite multiple of the Hagedorn transition temperature, indicating that there is an interesting competition between the tendency of strings to bunch up transversely on the branes (the GL effect) versus boiling off the branes (the Hagedorn effect). As in the NCFT case, however, it is possible that the wavelength of the GL effect becomes large as one approaches the decoupling limit. For OM theory the critical temperature is suppressed relative to the characteristic scale of open membranes by a power of the number of M5-branes, and similar speculations about wavelengths might be made. The only way to check them at present is a rather difficult sort of numerics—difficult because the modes in question have slow decay at infinity, making it hard to isolate them in a shooting algorithm from uniform
perturbations of the branes.
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Appendix

For pure gravity, the existence of configurations with the properties described in and around (2) was demonstrated in [5, 23, 24]. In this case, for static configurations with the same symmetries as the uniform, on-shell, uncharged black brane, the equality (2) can be demonstrated using only the Hamiltonian constraint $G_{tt} = 0$ together with boundary conditions at the horizon and at asymptotic infinity. To be more precise: the action is

$$I_G = \frac{1}{16\pi G} \int_M d^D x \sqrt{g} R + \frac{1}{8\pi G} \int_{\partial M} d^{D-1} x \sqrt{\gamma} (\Theta - \Theta_0),$$

(45)

where $\sqrt{\gamma} d^{D-1} x$ is the induced volume form on $\partial M$ and $\Theta = g^{\mu\nu} \Theta_{\mu\nu}$ is the trace of the extrinsic curvature tensor,

$$\Theta_{\mu\nu} = (\delta_\mu^\lambda - n_\mu n^\lambda) \nabla_\lambda n_\nu,$$

(46)

where $n_\mu$ is the outward pointing unit normal on $\partial M$. The static ansatz is

$$ds^2 = -e^{2A} dt^2 + e^{2B} dx^2 + e^{2C} dr^2 + e^{2D} d\Omega_D^2$$

(47)

where the functions $A$, $B$, $C$, and $D$ depend only on $r$. Assume that (47) satisfies $G_{tt} = 0$. Then the action (45) can be expressed purely in terms of an integral over the boundary $\partial M$, and, after rotation to Euclidean signature with periodic time, this integral expression reduces precisely to $I = \beta E - S$. In the nomenclature of [24], this is the reduced action.

It should be possible to incorporate locally conserved charges: some considerations in this direction can be found in [25, 26]. The reasoning is as follows. Let a black string carry

\footnote{Actually, it is sometimes possible to prove [2] even when $A$ has both $r$ and $t$ dependence [24].}
electric charge under a gauge field \( C_{(1)} = C_\mu dx^\mu \) (higher-dimensional cases follow a similar pattern of reasoning), whose action is

\[
I_G = -\frac{1}{4} \int d^Dx \sqrt{g} F_{\mu\nu}^2.
\] (48)

The metric ansatz is as in (47), and in addition one assumes that the only non-zero components of the gauge field are \( C_t(r) \) and \( C_r(r) \). The Hamiltonian constraints are now

\[
G_{tt} = 8\pi G T_{tt} \quad \text{and} \quad \nabla_i E^i = 0,
\]

where \( E^i \) is the momentum conjugate to \( C_i \), so that \( E^i = F^0_i \) on-shell—but this last equation is not part of the Hamiltonian constraints. Evaluating \( I = I_G + I_C \) on the ansatz described, subject to the Hamiltonian constraints, and performing a rotation to Euclidean signature with periodic time, leads again to (2), where now \( B_1 = \mu = C_t(r_H) - C_t(\infty) \) is the gauge potential at the horizon and \( A_1 \) is the electric charge

\[
Q = \int_{S^{D-2}} d^{D-2}x \sqrt{h} n_i E^i,
\] (49)

where \( \sqrt{h}d^{D-2}x \) is the volume form induced on \( S^{D-2} \) and \( n_i \) is the outward-pointing unit normal (normal also to the time direction). By virtue of the Gauss law constraint, the \( S^{D-2} \) can be any sphere that entirely encloses the horizon.

Evidently, in these examples, there is more than a finite-dimensional space of deformations of the on-shell solution satisfying (2): \( A(r) \) remains an arbitrary function, as does \( C_t(r) \). We do not have a general proof that this will always be so, nor have we shown that \( \partial A_j / \partial a_i \) is non-singular for some appropriately chosen \( n \)-parameter family of deformations—though this last property can usually be achieved by having \( a_i = A_i \). We hope however that the considerations presented here make more plausible the claims made around (2). The bottom line is that this integrated form of the first law only employs symmetries, certain boundary conditions, and the small subset of the equations of motion comprising the constraints in a Hamiltonian framework—so it is sensible to think that there is a fairly broad class of “partially on-shell” configurations (i.e. configurations satisfying the constraints) to which it applies.
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