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Abstract—The safety of automated driving systems must be justified by convincing arguments and supported by compelling evidence to persuade certification agencies, regulatory entities, and the general public to allow the systems on public roads. This persuasion is typically facilitated by compiling the arguments and the compelling evidence into a safety case. Reviews and testing, two common approaches to ensure correctness of automotive systems cannot explore the typically infinite set of possible behaviours. In contrast, formal methods are exhaustive methods that can provide mathematical proofs of correctness of models, and they can be used to prove that formalizations of functional safety requirements are fulfilled by formal models of system components. This paper shows how formal methods can provide evidence for the correct break-down of the functional safety requirements onto the components that are part of feedback loops, and how this evidence fits into the argument of the safety case. If a proof is obtained, the formal models are used as requirements on the components. This structure of the safety argumentation can be used to alleviate the need for reviews and tests to ensure that the break-down is correct, thereby saving effort both in data collection and verification time.
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I. INTRODUCTION

AUTOMATED DRIVING SYSTEMS (ADS) relieve the human driver from the driving task and let the driver engage in other activities while travelling [1]. Among several potential benefits of ADS, one in particular is to prevent accidents caused by driver errors and thereby increase traffic safety [2]. An indication that such potential traffic safety benefit exists is provided by extrapolation from previous experience with driver assistance systems [3], and by analyses showing that ADS have the potential to prevent or reduce the severity of several accident scenarios involving human drivers [4]. However, these studies only apply to situations that human drivers do not handle safely, and accidents involving human drivers; they do not provide insights into situations that human drivers already handle safely.
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ADS are designed to take over operation of the Dynamic Driving Task (DDT) in environments that are included in a specific Operational Design Domain (ODD) [1]. To provide a net increase in traffic safety, an ADS must perform the DDT such that it overall is safer than a human driver in all the environments of the ODD. It must also limit operation to environments included in the ODD, or risk unsafe behavior. As human drivers in general have a very low failure rate [5] and as the ADS cannot expect human supervision or intervention in its ODD, the ADS becomes highly safety critical.

Two pertinent problems arise when developing these safety-critical ADS: (i) the development methods and processes that are applied must ensure safety of ADS [6], and (ii) this fact must be supported by compelling evidence to persuade certification agencies, regulatory entities, and the general public of the safety of ADS. In essence, safety of the ADS must be demonstrated, rather than assumed until proven unsafe [7].

ADS have a bidirectional interaction with their surrounding environment; that is, an ADS must adapt its behavior to the environment, and the environment behavior is affected by the ADS’s actions. This paper considers ADS that can be represented by an architecture with three components as shown in Fig. 1. The SENSE component senses and perceives the environment, the PLAN component is responsible for decisions on when and how to act, and the ACT component executes the decisions using the respective actuators. These components interact with the environment, here represented by the ODD, in a feedback loop.

The feedback loop between an ADS and its environment means that compelling safety evidence must be gathered in closed-loop conditions, and the compiled evidence must be shown to be representative of all the environments in the ODD. One way to accomplish both of these points is to perform real-world driving that covers the entire ODD, and drive enough distance such that safety can be evaluated. However, testing in real-world driving conditions as the only means for aiding safety-critical development and producing compelling evidence for safety is infeasible for all but trivial ODDs [5, 7, 8].
To overcome this obstacle, the process of evidence collection often follows a divide-and-conquer approach. This is done by first breaking down the system-level ADS requirements to its components, and then further to smaller elements until the effort to support each requirement with compelling evidence is acceptable [8, 10]. A benefit of this approach is that the evidence can be collected by methods that are specialized for the specific type of requirement, but which may not be feasible for system-level requirements. A drawback, however, is that fulfillment of the component-level requirements must now imply the fulfillment of the system-level requirements in the entire ODD. To ensure that there are no gaps in the breakdown requirements, verification must still be performed for the complete ADS, but to a lesser extent.

**Reviews and Testing** are two often recommended methods to ensure correctness of electronic automotive features [16]. Both of these methods are used to find faults or insufficiencies throughout the development process. They are complementary and often find different kinds of issues. However, neither is exhaustive, mainly because reviews are laborious, and because testing cannot explore the typically infinite set of possible behaviors in its entirety. These challenges are exacerbated for feedback systems, especially when discrete decisions are taken, and when errors take long time to propagate into failures. For instance, to avoid collisions with pedestrians, an ADS must approach road-side pedestrians with a suitable speed so that it can guarantee to stop safely, should the pedestrian step out into the road. A bad decision by the ADS can cause a collision several seconds or minutes later; deciding to pass the pedestrian although it is too close to the road will erroneously remove the braking option, but this error will not become apparent until, and if, the pedestrian enters the road.

**Formal methods** are a category of methods that can prove and ensure correctness of feedback-system models with respect to the requirements. In contrast to testing, these methods are exhaustive and provide evidence that no faults or insufficiencies are present in the component model, at least not w.r.t. the specified behaviour. They are also automatic or semi-automatic, so they typically require less labor than reviews. This paper shows how formal methods can be used to justify that components relying on feedback fulfill their requirements, and thereby give compelling evidence for the safety of the component. Furthermore, this paper demonstrates how formal methods can be used to close the gap between the ADS system requirements and the broken-down component requirements. This is done by showing how the formalization of the system-level safety requirements of the ADS puts assumptions and verification conditions on the different components, and on the ODD. The assumptions thus obtained also give a formal description of the conditions that must be fulfilled for the formal proof to be valid, and this paper puts forth an argument that those conditions in certain instances may be evaluated in open-loop settings, thereby considerably decreasing the verification effort. Both the above contributions are illustrated and argued based on a relevant example from the industry.

### II. Related Work

ISO 26262 lists formal methods as techniques for ensuring dependability on the software architectural and unit design level [10]. At these levels, the software is typically considered as open-loop input/output systems, and this is also the intended setting in the standard. In this context, formal methods can provide evidence that the software is dependable [11]. Formal methods are not considered at other levels of the design in the standard, and hence there are no recommendations regarding formal methods applied to feedback systems.

Formal methods have been used successfully in the automotive domain to prove that complex feedback systems are correct with respect to safety in a given environment [12, 13, 14, 15, 16, 17]. However, these works do not demonstrate how the artifacts from the formal methods contribute to a convincing argument that safety is achieved.

Previous research has established that there are opportunities for using evidence from formal methods to convincingly argue for safety in all levels of the design of safety-critical systems [18, 19]. Moreover, it is argued that the assumptions on the environment are an important part of the model, and their inclusion allow more focus on the evidence and validation instead of ensuring that the break-down of requirements is correct [18, 19]: an argument which is supported by the contributions in Section VII. There is also a challenge in how to treat probabilistic requirements when employing formal methods [19], which is also addressed in Section VII.

When using formal methods to argue that a system is safe, it is imperative that both the underlying formalism and the tools that are being used are correct. Obviously, there must be a convincing argument that this is indeed the case, but such argument is out of scope of this paper as it is typically available from literature associated with the respective methods. There are many aspects to consider with respect to the correctness of the formalism and any tool being used, and a generic argument that captures all these aspects is provided by [Habli and Kelly] [20].

### III. Safety Case

A safety-critical system, such as an ADS, must behave such that safe operation is ensured in its entire ODD, where, commonly, “safe” is taken to mean that there is an absence of an unreasonable risk of harm. When a safety-critical ADS is developed, it must be ensured that its behavior indeed is safe, but it must also be justified by compelling evidence that the risk of harm is low enough. This latter part is required to persuade certification agencies, regulatory entities, and the general public.

The justification of an ADS’s safety can be compiled into a safety case, which is “a structured argument, supported by a body of evidence that provides a compelling, comprehensible and valid case that a system is safe for a given application in a given operating environment” [21]. There are three principal elements in a safety case: requirements, arguments, and evidence [22]. The safety case approach has been used in many safety critical industries to demonstrate safety, and is
also recommended by automotive safety standards such as the ISO 26262 [10] and ISO/PAS 21448 [9].

Since a safety case is used to demonstrate that a product is safe, it is imperative that its structure is clear, comprehensible, and accurate. The Goal Structuring Notation (GSN) is a standardized graphical argument notation [22][23], which can be used to structure a safety case. It explicitly documents the individual elements of a safety argument and their relationships to the gathered evidence. GSN defines core elements, two types of relationships between the core elements, and an undeveloped element decorator, as shown in Fig. 2. The two relationships SupportedBy and InContextOf declare a relationship between a source element and a target element. The elements are linked together in a logical structure known as the GSN goal structure, which is a directed acyclic graph. The top-level goal in a goal structure is gradually refined through a series of more detailed goals until a direct link to evidence is made [22]. The undeveloped element decorator indicates that a line of argument has not been developed in the current context.

### IV. Formal Methods

Formal methods are a class of mathematically rigorous techniques and tools used to specify, design, verify, and synthesize components, mainly by mechanizing rigorous reasoning about correctness of these components [24]. As such, the field is very broad, and a wide plethora of tools are available for many different parts of the development process and at different levels of abstraction. This paper is concerned with formal methods applied to the function layer of the ADS, i.e., details of the hardware and the software are abstracted away.

Formal methods are based on languages with formal syntax and semantics that leave no room for ambiguity. Common to all classes of formal methods is that a requirement on the system, in this case an ADS, is formalized into a specification that details correct behavior of the system. In the case of input/output systems, the formal specification relates the required output to certain input, but in this paper the specification details the allowed behavior over time for feedback systems.

Since the safety requirements for an ADS describe disallowed and mandated behaviors over time, logical formalisms that support modelling and reasoning about properties with respect to time, such as Linear Temporal Logic (LTL) [25] and differential dynamic logic (dL) [26], are typically used to formalize the requirements. Often safety requirements are characterized as “nothing bad shall happen” [25], which is easily formalized using the modal operators to describe necessity in LTL and in dL. For instance, □φ in LTL asserts that the property φ always holds and [M]φ in dL asserts that after all behaviours of model M, the property φ holds.

Given such a formal specification, formal verification and formal synthesis provide evidence of correctness of formal models of feedback systems in the form of a machine checked formal proof of the fulfillment of the specification. For formal verification, all parts in Fig. 1 and their possible interactions, are modelled in a formal language, and then the formal verification tool attempts to prove that the formal model fulfills the formal specification. For formal synthesis, the goal is instead to automatically construct, typically, a model of PLAN such that the resulting feedback system is guaranteed to fulfill the formal specification. In the case of synthesis, the models of SENSE, ACT, and the ODD are commonly referred to as the assumptions, whereas the required behavior of the feedback system is referred to as the guarantees. This distinction is not as common in the case of formal verification, but in this paper the modelled parts will be referred to as the assumptions of the system regardless of method.

### V. Proposed Safety Argument Approach

For feedback systems like ADS, the break-down of requirements onto components can be difficult since requirements on the system-level refer to behaviors of the closed-loop system in the context of the ODD, whereas the component requirements specify the behavior at the interfaces between the components. The fulfillment of the component requirements must imply the fulfillment of the system requirements; if this is not the case, there is either a behavior disallowed by the system requirements that is allowed by the component requirements, or there is a behavior mandated by the system requirements that is not mandated by the component requirements.

When the involved requirements are safety critical, this potential discrepancy between the behaviors that are disallowed or mandated at different levels might lead to an unsafe ADS. Compelling evidence that this potential discrepancy does not decrease the safety to an unacceptable level must be dealt with in the safety case [10, 27].

The approach in this paper uses formal methods to prove that the break-down has no such discrepancy. The system requirement is formalized into a guarantee to be fulfilled, and the formal system model is composed of the formal models of the components and the ODD. The approach is to use these models as specifications for the components. The component specifications can be developed into formal contracts [28] that provide unambiguous requirements for the separate components. By this decoupling, specialized methods can be used to develop and verify the broken-down requirements. Hence, if the guarantee is proven to be fulfilled by the formal models, and if the verification of the components indicate that they fulfill their formal specifications, then the system requirement is fulfilled in the ODD, and there is compelling evidence for this fact in the form of a formal proof.

For instance, the guarantee could be a formalization of “there are no impacts with pedestrians”. Likely, for the ADS...
TABLE I
RISK NORMS FOR PEDESTRIANS, DIFFERENT MEAN TIME BETWEEN FAILURES FOR DIFFERENT ACCIDENT SEVERITIES.

| Impact speed [km/h] | Risk norm [h] |
|---------------------|--------------|
| < 10                | 100000       |
| [10, 20)            | 1000000      |
| [20, 30)            | 10000000     |
| [30, 40)            | 100000000    |
| ≥ 40                | 100000000    |

TABLE II
EXPOSURE LEVELS WITH RESPECT TO SPEED AND ROAD TYPE

| Speed [km/h] | Exposure [h] |
|--------------|--------------|
| Urban Roads  | Highways     |
| 30           | 100          | 1000000     |
| 50           | 1000         | 10000000    |
| 70           | 10000        | 100000000   |
| 100          | -            | 100000000   |

to fulfill this guarantee, the component ACT must be able to provide some deceleration below some minimal level. More specifically, assume that the component PLAN requests an acceleration $a_{req}$ in a certain range, then ACT must ensure that the true acceleration $a$ of the vehicle fulfills $a \leq a_{req}$. Then the property $a \leq a_{req}$ is considered the specification for the ACT component.

In the case that the system requirement is quantitative, specifying a probability or an occurrence rate of an event, then the formal guarantee is specified such that the event must not occur. In the break-down process, the models of the components are assigned a probability or occurrence rate with which they may be violated, such that the cumulative violations of the assumptions in the formal model does not exceed what is allowed by the system requirement.

The approach is illustrated in Section VII with an example where a safety requirement with respect to pedestrians is broken down to safety requirements on the closed-loop system. It is then shown how the artifacts of the formalization of these requirements can be used to structure an argument in a safety case. The argument is illustrated graphically by a GSN goal structure in Fig. 3 to make the relations between requirements and arguments clear.

VI. PRECAUTIONARY SAFETY AND RISK NORM

The example in this paper is based on the concept of Precautionary Safety (PCS) [29]. PCS attempts to ensure safety by adjusting an ADS’s behavior based on its capabilities, external conditions, and expected exposure to incidents. The notion of safety in this context follows the concept of Quantitative Risk Norm (QRN) [30], where certain accident types with certain severity (in terms of human injury) are assigned a minimum allowed mean time between accidents (risk norm). Based on an assessment of Swedish national accident injury data for pedestrians and an estimation of total hours driven, an acceptable mean time between accidents can be established. The severity is highly correlated with impact speed $\Delta$, so the allocated risk norms are in Table [I] given based on impact speed.

The ADS is intended to operate up to a speed of 70 km/h on urban roads, and up to 100 km/h on highways, so these are the environments that make up the ODD. The allowed failure rate of the ADS depends both on the risk norm and on the incident exposure rate in the ODD, i.e., the mean time between the occurrence of pedestrians. This exposure rate is different for different road segments, as pedestrians are more likely to appear on the road in low-speed urban settings than on highways with free-flowing traffic. The assumed exposure rates for urban and highway driving are given in Table III (c.f. Rodrigues de Campos et al. [29]).

The QRN argument that the ADS feature is sufficiently safe with respect to pedestrians is illustrated graphically by the goals G1, G2, and G3 in Fig. 3. G1 represents the top-level safety requirement that the ADS feature shall be safe with respect to pedestrians. G1 is then made more specific in G2 by relating safety to its definition of having sufficiently high mean time between accidents. G2 is fulfilled via the strategy S1, which argues that the ADS is sufficiently safe whenever the risk norms in Table I are fulfilled, as exemplified by G3. Note that the four goals corresponding to the other risk norms in parallel to G4 in the branch rooted in G3 are not shown. G3 is broken down based on exposure level, corresponding to the different road types. Each combination of exposure level and risk norm gives rise to an impact probability per event, where the maximum allowed impact probability in G4 is calculated by the ratio of exposure and risk norm. Not shown in parallel to G4 in the branch rooted in G3 are the six other exposure classes from Table II. All other goals in parallel to G4 in the branch rooted in G3 are supported by an analogous argument structure. This paper and the PCS paper [29] agrees on the safety case so far, but differs below G4.
In [Rodrigues de Campos et al.][29], an already imple-
mented reactive collision-avoidance module’s capability to
avoid collisions by braking is determined in simulations.
The capability is presented as the probability of a certain
impact speed given the speed before braking starts. The mean
time between certain impact speeds for certain roads is then
calculated as the ratio of the exposure on that road and the
probability of that impact speed given the speed of the road.
The mean time between impact speeds is then compared to the
QRN to determine the maximum allowed speed that the ADS
may drive on that road; if the mean time between accidents of
a certain impact speed for a certain initial speed is lower than
the QRN, then the ADS may not drive that fast on
that road. For instance, exposure on urban roads with speed
70 km/h is 10 000 h, and the probability of an impact speed of
10–20 km/h for a speed of 60 km/h is 5%. The ratio is
200 000 h, considerably less than the QRN of 1 000 000 h, so
the ADS cannot be allowed to drive at 60 km/h on urban
roads with a speed of 70 km/h. Thus, safety is ensured by
taking precaution; the maximum speed is adapted based on the
expected capability of mitigating impacts and the exposure to
incidents.

However, this way of applying the PCS concept assumes an
already implemented ADS. If it is desired to drive at 70 km/h
on urban roads, PCS indicates that the probability of impact
speeds of 10–20 km/h ought to be at most 1%. One way of
reaching such performance would be to iteratively implement
improvements and simulate and test until the capability is
sufficiently safe for driving at 70 km/h. This paper shows
how formal methods can be used to instead break down the
requirement to components to achieve a systematic develop-
ment process. It is also shown how the break-down through
formal methods helps with structuring an argument supporting
the fulfillment of the safety case.

The main idea of PCS still applies; the ADS ought to take
precaution by considering what might happen, not solely what
is happening, to avoid unacceptable risk of harm. Formal
methods explore the entire state space of the formal model
in order to prove the guarantee, so they fit well as a tool to
ensure that all possible events are considered by the ADS.

**VII. Formal Methods in the Safety Case**

To ease the development effort, the goal G4 in Fig. 3 may
be broken down to G6, G7, and G8 that are assigned to the
respective components in Fig. 1, and in that way separate the
concerns for design and verification of the different compo-
nents. This is a typical way to combat complexity by allowing
application of specialized tools and methods to the design and
verification of the components[10, 28]. As stated earlier, these
components’ goals must imply the goal G4 in Fig. 3 lest the
risk of harm may be unacceptable.

Formal methods can provide proofs as evidence that, in
the context of the ODD, the component models fulfill the
guarantee. However, the guarantee is a qualitative logical
formula, whereas G4 is a quantitative goal with a probability.
To deal with this, the strategy for fulfilling G4 is split into
one qualitative part and one quantitative part, as can be seen
in Fig. 3 where G4 is supported by the two strategies S3
and S4. The idea here is to disregard the probability in G4
and formalize the remainder as the guarantee, and then find a
formal model that satisfies that guarantee. To reintroduce the
probability, it is finally argued that the goal G4 is fulfilled as
long as the assumptions in the formal model are violated with
at most the same probability as in G4.

The entire argument hinges on the correctness of the formal
model with respect to the guarantee, and this is captured
by G5. It is made explicit with the context relation that the
formal model is composed of the assumptions on the ODD
and the models of the components SENSE, PLAN, and ACT,
and the guarantee which correctness is evaluated against. The
sole evidence that G5 is fulfilled is provided by the machine
checked formal proof.

Now assume that the behavior of the components SENSE,
PLAN, and ACT fulfill their corresponding formal assumptions
with probabilities such that the entire formal model is fulfilled
with a probability of at least 0.99. Then G4 is fulfilled because
the guarantee that “no impacts occur” is violated at most with
a probability of 0.01, which in turn means that impacts in the
range 0–10 km/h can occur at most with a probability of 0.01.

Therefore, G4 is broken down into G6, G7, and G8, each
detailing the probability of the assumed behaviors of SENSE,
PLAN, and ACT, respectively, are being violated. Here, the
probabilities are assigned arbitrarily, but it is ensured that
their sum does not exceed the probability of G4. It can be
argued via strategy S3 that the break-down of G4 to G6, G7,
and G8 is correct, and it can be argued via strategy S4 that
G4 is fulfilled because G6, G7, and G8 are fulfilled. The
component models can serve as formal specifications for the
individual components, and relevant standards may be used to
develop and verify the three components according to these
specifications[3, 10].

To be a bit more specific, it is now illustrated with more
detail what the context of G5 may look like. Since the intention
is to show how a formal-methods approach could be used in
the safety case and not discuss any specific formal method
in detail, the approach in this paper is illustrated with abstract
artifacts and simple models for the three components in Fig. 1.
The first type of artifact, the guarantee $\mathcal{R}$ is the formal
specification based on G4.

$R1$. There are no impacts with pedestrians.

$\mathcal{R}$ can be formalized in different ways depending on the
formalism used. For example, $\mathcal{R}$ can be formalized in LTL
using the formula $\square \neg \text{collision}$ where $\text{collision}$ is a predicate
descrribing the undesirable property of the occurrence of an
impact; and in dL using the formula $[\mathcal{M}] (\neg \text{collision})$, where
$\mathcal{M}$ is the formal model.

Irrespective of the formalism used, formal models of the
components are required in order to either synthesize a con-
troller that guarantees $\mathcal{R}$ or verify that a given design fulfills
$\mathcal{R}$. Thus, the second type of artifact is formal models of the
ADS components in Fig. 1. As for the formal specification, the
ADS components can be modelled in different ways depending
on the formalism of choice.
parameters about the ADS vehicle and pedestrians are considered, as shown in Table III.

This paper considers a PLAN component with a safety controller such as the one in Selvaraj et al. [18] to guarantee safety. For the sake of brevity, PLAN presents a very abstract model of PLAN. The required acceleration $a_{req}$ is set to the minimum acceleration $a_{min}$ if the predicate $\neg safe$ is satisfied. This predicate can be used to describe decision-making conditions such as checking if there is some choice of $a_{req} \in [a_{min}, a_{max}]$ such that, later on, stopping before the pedestrian is infeasible.

$\mathcal{M}1$ (plan), $\neg safe \rightarrow a_{req} = a_{min}$

Of course, to prove that $\mathcal{M}1$ fulfills $\mathcal{A1}$ certain assumptions must be made on the other components. Typically such assumptions are identified as a result of the formal modelling and analysis. In this context, consider $\mathcal{M}2$, $\mathcal{M}3$ and $\mathcal{M}4$ as the assumptions on the ODD, SENSE, and ACT, respectively. The assumption on the ODD describes that the ADS vehicle velocity $v$ is non-negative, and it defines the limits on pedestrian velocity $v_p$.

$\mathcal{M}2$ (ODD). $v \geq 0 \land 0 \leq v_p \leq 10$

The range of allowed values for $v_p$ defines what may happen in the environment, and the exhaustiveness of formal methods make sure that all different combinations with all different timings are evaluated. A controller that fulfills the requirement in the presence of $v_p$ certainly takes precaution for what might happen, and not only reacts to what is happening.

$\mathcal{M}3$ describes that, if the true position $x_p$ of the pedestrian is within the detection range of the sensor, then the error in the estimated position of the pedestrian $(\hat{x}_p - x_p)$ is at most $\epsilon$. Furthermore, if $x_p$ is in front of the ADS vehicle, then $\hat{x}_p$ is also estimated to be in front.

$\mathcal{M}3$ (sense).

$(x_p \leq range \rightarrow \hat{x}_p - x_p \leq \epsilon) \land (x_p \geq x \rightarrow \hat{x}_p \geq x)$

The tolerances make it possible to assign probabilities to the fulfillment of the specifications. The exhaustiveness of formal methods evaluates all combinations, so the exact probability distribution does not need to be known.

The assumptions on the ACT described by $\mathcal{M}4$ state that if the requested acceleration $a_{req}$ is within the bounds, then the tracking error tolerance between actual acceleration and requested acceleration is at most $\delta$.

$\mathcal{M}4$ (act). $a_{min} \leq a_{req} \leq a_{max} \rightarrow a \leq a_{req} + \delta$

Assume that the formal model $\mathcal{M}$ composed by $\mathcal{M}1$–$\mathcal{M}4$ is correct with respect to the guarantee $\mathcal{A1}$ and that there exists a formal proof $\mathcal{P}$ that this is indeed the case. The proof $\mathcal{P}$ provides enough evidence that $G5$ in Fig. 3 is fulfilled.

For $G7$ to be fulfilled, the realized controller in the component PLAN must fulfill the behavior specified by $\mathcal{M}1$. This may be assured, for instance, by following the recommendations in ISO 26262 [10] to achieve a fault tolerant realization. Since $\mathcal{M}1$ is a simple condition relating inputs to outputs, much of its verification can be performed in open loop, which results in less effort to collect evidence that $G7$ is fulfilled.

This paper does not consider strategies to validate the ODD, so in A1 in Fig. 3 $\mathcal{M}2$ is considered an assumption in the argument, which means that there is no justification or evidence that $\mathcal{M}2$ is fulfilled. Obviously, to ensure real-life safety, this assumption must be validated for the roads that the ADS vehicle is allowed to drive on. That endeavor may benefit greatly from having a formalized formulation of assumed properties of the ODD.

The model $\mathcal{M}3$ specifies the required behavior of SENSE for the guarantee to be fulfilled, and G6 details the probability with which this behavior may be violated. This requirement can, to a large extent, be verified in open loop on recorded data, provided that the behavior in the recordings adhere to the assumptions of $\mathcal{M}2$. This could provide a substantial benefit since the data may be collected before all components are realized, and because the recorded data is still relevant after implementation has changed in the components. This is not the case for the approach by Rodrigues de Campos et al. [29] when assessing the capability of the complete vehicle. Furthermore, the verification of SENSE does not need to ensure that there are enough outcomes with different impact speeds, as the requirement is independent of the closed-loop outcome. This last point can potentially save effort both in data collection and verification time.

The last model, $\mathcal{M}4$ which specifies the acceleration tracking performance, must still be verified in closed-loop conditions. However, the break-down of requirement G4 into G8 makes the verification independent of the other components, which may simplify the verification method. To realize SENSE and ACT below the goals G6 and G8, the development process could, for instance, employ ISO/PAS 21448 and ISO 26262.

VIII. DISCUSSION

The approach in Section V is one possible argument structure to include formal proofs of correctness as evidence in safety cases. Whether the approach is beneficial depends on the overhead of the formal methods in comparison to the verification effort, and as such, the approach may be beneficial for some systems, and not for others, and it might be beneficial for only a subset of the requirements in one system.

The benefits are also dependent on the formal modelling and the system decomposition. Some system decompositions may not be possible to formally model in a given formalism, and the formal specifications of a component might fail to be verifiable, or exceedingly hard to verify. Such complications will trigger redesigns that could be costly.

### TABLE III

| Parameter | Description |
|-----------|-------------|
| $x, v, a$ | position, velocity, acceleration of ADS vehicle |
| $a_{min}, a_{max}$ | minimum, maximum acceleration of ADS vehicle |
| $\delta$ | actuator disturbance |
| $x_p, v_p$ | true position, lateral velocity of pedestrian |
| $\hat{x}_p, v_p$ | estimated position, lateral velocity of pedestrian |
| $\epsilon$ | sensor disturbance |
On the other hand, a notable benefit is that the presented approach in itself is agnostic to the chosen methods and technologies with which the components are realized. Admittedly, some might be more amenable to be used in conjunction with the formal specifications.

Furthermore, if formal methods are employed at an early stage in the project, they may catch inconsistencies and design flaws that would be costly to find during system-level testing. The process of formalization of requirements can itself be beneficial, and the approach detailed in this paper allows utilization of such work.

The proposed approach uses a strategy to split a quantitative goal into one qualitative and one quantitative part. The qualitative part disregards the probabilities involved and employs formal methods to provide evidence to show that the qualitative part is fulfilled. However, there exists formal approaches that can prove correctness of stochastic systems such as probabilistic model checking [32] where quantitative extensions of temporal logic are used to specify quantitative properties. While it is beneficial to investigate the suitability of such approaches to provide evidence to quantitative goals in the safety argument, they are not considered in this paper.

IX. CONCLUSIONS

This paper presents an approach to structure the safety case for employing formal methods in safety cases for automated driving systems. The artifacts from the formal analysis are used as formal specifications on the components of the system, thus providing a break-down of safety requirements to individual components. The formal proof provided by the formal method is used as evidence that the break-down is correct. If the safety requirement specify a quantitative target, then this is handled by assigning quantitative targets for the specifications on the components, in parallel to the formal model.

This approach gives several potential benefits by limiting the effort of safety assurance, and by breaking down requirements on a complex system into well defined and unambiguous specifications on individual components. First of all, less effort is needed to verify that the break-down of the requirement is correct, as this is proven by the formal method. Second, the formal specifications on the components provide separation of the concerns, and may also allow for verification in open-loop settings instead of closed-loop settings for some components, which leads to more flexibility and less effort to verify the individual components. Case studies of complex systems are needed to validate this approach.
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