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Abstract

The best outer bound on the capacity region of the two-user Gaussian Interference Channel (GIC) is known to be the intersection of regions of various bounds including genie-aided outer bounds, in which a genie provides noisy input signals to the intended receiver. The Han and Kobayashi (HK) scheme provides the best known inner bound. The rate difference between the best known lower and upper bounds on the sum capacity remains as large as 1 bit per channel use especially around $g^2 = P^{-1/3}$, where $P$ is the symmetric power constraint and $g$ is the symmetric real cross-channel coefficient. In this paper, we pay attention to the moderate interference regime where $g^2 \in (\max(0, 0.086, P^{-1/3}), 1)$. We propose a new upper-bounding technique that utilizes noisy observation of interfering signals as genie signals and applies time sharing to the genie signals at the receivers. A conditional version of the worst additive noise lemma is also introduced to derive new capacity bounds. The resulting upper (outer) bounds on the sum capacity (capacity region) are shown to be tighter than the existing bounds in a certain range of the moderate interference regime. Using the new upper bounds and the HK lower bound, we show that $R_{\text{sym}}^* = \frac{1}{2} \log ((|g|P + |g|^{-1}(P + 1))$ characterizes the capacity of the symmetric real GIC to within 0.104 bit per channel use in the moderate interference regime at any signal-to-noise ratio (SNR). We further establish a high-SNR characterization of the symmetric real GIC, where the proposed upper bound is at most 0.1 bit far from a certain HK achievable scheme with Gaussian signaling and time sharing for $g^2 \in (0, 1)$. In particular, $R_{\text{sym}}^*$ is achievable at high SNR by the proposed HK scheme and turns out to be the high-SNR capacity at least at $g^2 = 0.25, 0.5$. We also show that the rate gap between the time division multiplexing (TDM) lower bound and the upper bounds is at most 0.4727 bit in the moderate interference regime.

I. INTRODUCTION

Finding the capacity of the interference channel is a long-standing open problem in network information theory [1], [2]. Such a capacity region would reveal optimal ways of managing interference, which is one of the most fundamental and challenging issues in current wireless networks tending to be more interference-limited. In the past decade, the Gaussian Interference Channel (GIC) has received great attention as a primitive model for a wireless network with mutually interfering links. Nevertheless, the capacity of even the two-user GIC has not been fully characterized yet. The capacity region is known in some cases such as the very strong interference regime [3] and the strong interference regime [4], [5]. In [6], Sato showed that the capacity region of the degraded GIC is outer-bounded by a certain degraded broadcast channel whose capacity region is fully known. In [7], Costa proved that the Sato outer bound can be used for the one-sided GIC (or Z interference channel) owing to the equivalence between the one-sided GIC and the degraded GIC, which in turn can be an outer bound for the general (two-sided) GIC. Sato [8] derived another outer bound by allowing the receivers to cooperate, based on the fact that the capacity of GIC depends only on the marginal noise distributions so that correlation among Gaussian noises does not affect the capacity. Carleial [9] developed another outer bound by decreasing the noise power. For inner bounds, the best known achievable region is given by Han and Kobayashi (HK) [5], which uses rate splitting, time sharing, and simultaneous non-unique decoding of the intended signal and part of the interfering signal. The full HK achievable region is known to be formidable to compute due to numerous degrees of freedom in computation such as the cardinality of the time-sharing parameter. In [10], the HK achievable...
region was compactly expressed after Fourier-Motzkin elimination and an upper bound on the cardinality of the time-sharing parameter was known to be at most 8 for the general discrete memoryless interference channel. For the GIC with Gaussian signals, the cardinality of the time-sharing parameter can be less than 4 [11] and Sason [12] proposed a particular HK scheme easily computable with the cardinality of 4.

A significant progress to the characterization of the capacity region of the two-user GIC in the weak interference regime, where the interference is weaker than the intended signal, was initiated by Kramer [13] and Etkin, Tse, and Wang [14]. Inspired by the classical approaches given by Sato [6], [8], Careial [9], and Costa [7], Kramer derived two tighter outer bounds by improving upon those bounds in [6]–[9] for the GIC. Etkin et al. elaborated on the design of a genie signal that provides some noisy observation of the intended signals to the receivers and derived an outer bound, referred to as Etkin-Tse-Wang (ETW) outer bound, tighter than the Kramer bound in a regime of very weak interference. By designing a more general genie signal, the subsequent works in [11], [15], [16] independently achieved an improvement on the ETW bound, which will be called the “enhanced ETW” upper bound in this paper. More importantly, they proved that treating an interference from an independent and identically distributed (i.i.d.) Gaussian codebook as noise is optimal in the noisy interference regime, where cross-channel coefficients are very weak and SNR should not be too high, thereby implying that any sophisticated interference management scheme does not increase the capacity in that regime. The enhanced ETW upper bound on the sum capacity was further tightened later by [17], [18]. Therefore, the best capacity outer bound for the two-user GIC in the weak interference regime is known as the intersection of regions given by the Kramer bound [13] and the genie-aided bounds in [11], [14]–[18].

This long-standing open problem in network information theory has very recently attracted renewed attention. In particular, [19] established the slope of the HK region with Gaussian signaling at the corner point of the Gaussian Z-interference channel. In [20], the authors established how far one can go with Gaussian inputs in the single-letter HK region and proved that capacity region exhibits a discontinuity of slope around the sum-rate point for a subset of the very weak interference channel. The optimality of the well-known “Costa’s corner points” was proved by [21]. In [22], the authors developed a new version of the genie-aided sum-rate outer bound, which recovers all known capacity results. It is interesting to notice that treating interference from a non-Gaussian codebook as noise without time sharing was shown in [23] to be optimal to within a constant gap. The mixed non-Gaussian codebook is the sum of a discrete (acts as a common message) and a Gaussian (as a private message) random variable similar to rate splitting in the HK scheme.

It follows from the prior works that the sum capacity of the two-user GIC remains unknown in the moderate interference regime, where $g^2 \in (\max(0.086, P^{-1/3}), 1)$ for the symmetric case. In particular, the rate gap between the existing upper bounds and lower bounds is as large as 1 bit at high SNR, which we call “missing” one bit in this work. Note that this moderate interference becomes a bottleneck in interference networks and hence is of particular interest because strong interference can be rather cancelled out at the receivers and treating interference as noise is optimal in noisy interference. As a consequence, how much one can reduce the rate gap in moderate interference and hence finding the “missing” one bit are an intriguing open problem in interference management.

In this paper, we accordingly focus on the moderate interference regime and derive new capacity upper (outer) bounds for the two-user GIC that are tighter than the known bounds in a large portion of the regime of interest. To this end, we propose a new genie-aided approach. Notice that the well-known Etkin-type genie-aided approach in [11], [14]–[18] provides the receivers with a noisy version of their own intended signals. In the proposed approach, a genie provides the receivers with a noisy version of their interfering signals. The role of the proposed genie signal is to replace arbitrarily distributed interfering random sequences with i.i.d. Gaussian random sequences in order to cast the original interference channel into a mathematically more tractable one. In order to overcome a major difficulty in upper-bounding some negative entropy terms pointed out earlier by [24], we further introduce a conditional version of the worst additive noise lemma [25]. Another key idea was to jointly use the Etkin-type and the proposed genie signal and apply time sharing to each of them.
A main contribution of this work is as follows: Using the HK lower bound and our upper bounds, we show that

\[ R_{\text{sym}}^* = \frac{1}{2} \log \left( |g| P + |g|^{-1} (P + 1) \right) \]  

(1)

characterizes the capacity of the symmetric real GIC to within \( \frac{1}{2} \log \frac{2}{\sqrt{3}} \approx 0.104 \) bit per channel use in the moderate interference regime for any SNR. While the proposed upper bounds are lower-bounded by \( R_{\text{sym}}^* \), a particular HK scheme with Gaussian signals and with the cardinality of time-sharing parameter of 2 (inspired by Sason [12]) is shown to be optimal to within 0.125 bit in the moderate interference regime for \( P \geq 23.3 \). At high SNR, it is further shown that the particular HK scheme achieves \( R_{\text{sym}}^* \). Moreover, \( R_{\text{sym}}^* \) turns out to be the high-SNR capacity at least at \( g^2 = 0.25, 0.5 \). As \( P \to \infty \), the HK scheme is shown to be at most 0.1 bit far from the proposed upper bound for the entire regime of interest, i.e., \( g^2 \in (0, 1] \).

Another implication of the main results is that if the interference level is moderate, then any sophisticated interference management scheme including the HK scheme would not achieve a significant performance gain. This is because the rate gap between the orthogonal-resource (e.g., time/frequency division multiplexing) approach referred to as the TDM scheme and \( R_{\text{sym}}^* \) is at most 0.3995 bit. This is somewhat counter-intuitive to the important insight provided by the generalized degrees of freedom [14] implying that we could obtain a considerable potential gain over the TDM lower bound around \( g^2 = P^{-1/3} \) (i.e., \( \alpha = 2/3 \)), where rate splitting becomes important. We also observe that the well-known “W” shape in [14] (Fig. 11) is not translated into the behavior of sum-rate bounds around \( \alpha = 2/3 \), unless SNR is very high (say, \( P \gg 1000 \)). It is further shown that our capacity outer bounds are tighter than the existing outer bounds for a certain range of channel parameters. The proposed upper-bounding technique in this paper has been extended to better understand the general \( K \)-user GIC in the companion work [26].

The remainder of this paper is organized as follows. Section II describes the channel model of the two-user GIC that we study. In Section III, we review the Etkin-type genie-aided upper-bounding technique and introduce the new bounding technique along with a new worst additive noise lemma. In Sections IV, we derive new upper bounds on the sum capacity of the two-user GIC. Section V is devoted to simplify the proposed upper bounds and characterize the sum capacity of the symmetric real GIC in the moderate interference regime. Section VI provides a high-SNR characterization of the symmetric capacity to within a constant gap. In Section VII, we develop new outer bounds on the capacity region. We conclude this work in Section VIII.

Notations: We use \( X \) for a random variable and \( X^n \) for a random sequence. Also, \( \sigma_X^2 \) denotes the variance of \( X \). For a set \( A \), we use \( |A| \) to denote the cardinality of \( A \). For \( c \in \mathbb{C} \), let \( \Re\{c\} \) denote the real part of \( c \). We denote \( \mathcal{CN}(0, 1) \) for circularly symmetric Gaussian random variables of unit variance.

II. TWO-USER GAUSSIAN INTERFERENCE CHANNEL

The standard two-user complex GIC can be written as

\[ \begin{align*}
Y_1 &= X_1 + h_{12} X_2 + Z_1 \\
Y_2 &= h_{21} X_1 + X_2 + Z_2
\end{align*} \]

(2)

where the inputs \( X_1 \in \mathbb{C} \) and \( X_2 \in \mathbb{C} \) have the average power constraints of \( P_1 \) and \( P_2 \), respectively, \( h_{ij} \in \mathbb{C} \) is the (static) cross-channel coefficient between transmitter \( j \) and receiver \( i \), and \( Z_1 \) and \( Z_2 \) are distributed as \( \mathcal{CN}(0, 1) \) and independent of inputs.

Let \( M_1 \) and \( M_2 \) be independent, uniformly distributed messages over \( [1 : 2^{nR_1}] \) and \( [1 : 2^{nR_2}] \), and let \( X^n_1 \in \mathcal{X}_1, X^n_2 \in \mathcal{X}_2, Y^n_1 \in \mathcal{Y}_1, Y^n_2 \in \mathcal{Y}_2 \) be the random sequences induced by encoders \( \text{enc}_i : [1 : 2^{nR_i}] \to \mathcal{X}_i, i = 1, 2 \), and the channel, respectively, where the channel input \( X^n_i \) satisfies the average power constraints of \( P_i \) such that \( \|X^n_i\|^2 \leq nP_i, i = 1, 2 \). Denoting the decoding functions at the receivers as \( \text{dec}_i : \mathcal{Y}_i \to [1 : 2^{nR_i}], i = 1, 2 \), respectively, the average probability of decoding error for user \( i \) is
defined as \( P_{e,i}^{(n)} = \mathbb{E}[\Pr(\text{dec}_i(Y_i) \neq m_i)] \). A rate pair \((R_1, R_2)\) is said to be achievable if there exists a sequence of \((2^{nR_1}, 2^{nR_2})\) codes with \( \lim_{n \to \infty} P_{e,i}^{(n)} = 0, i = 1, 2 \). The capacity region of the two-user GIC is defined as the closure of the set of all achievable rate pairs \((R_1, R_2)\). Throughout this paper, let \( X_{iG} \sim \mathcal{CN}(0, P_i) \) (or \( \sim \mathcal{N}(0, P_i) \) for the real GIC) and \( Y_{iG} = X_{iG} + Z_i \) for all \( i \) and the corresponding i.i.d. random sequences are denoted by \( X_{iG}^n \) and \( Y_{iG}^n \), respectively.

We also consider the symmetric real two-user GIC for simplicity. The symmetric real GIC with constant channel coefficients is given by

\[
Y_1 = X_1 + gX_2 + Z_1 \\
Y_2 = X_2 + gX_1 + Z_2
\]  

where \( g \in \mathbb{R} \) is the common real cross-channel coefficient and \( P_1 = P_2 = P \).

As mentioned in the introduction, we focus on a particular regime of cross-channel coefficients \( h_{ij} \) in GIC, where the interference level is moderate as follows:

**Definition 1.** The moderate interference regime of GIC is a subregime of the well-known weak interference regime, where \( |h_{12}|^2 \) and \( |h_{21}|^2 \) are less than one, such that

\[
|h_{12}|^2 \in \left( \max(0.086, P_1^{-1/3}), 1 \right) \text{ and } |h_{21}|^2 \in \left( \max(0.086, P_2^{-1/3}), 1 \right).
\]

In the symmetric real GIC, we have \( g^2 \in (\max(0.086, P^{-1/3}), 1) \).

For the symmetric real case, the second element in \( \max(\cdot, \cdot) \) follows from the generalized degrees of freedom [14] such that

\[
\alpha \triangleq \frac{\log g^2 P}{\log P} = \frac{2}{3} \iff g^2 = P^{-1/3}
\]

while the first element 0.086 \((\approx (1 - \sqrt{1/2})^2)\) will be discussed later in Sec. [V]

### III. Upper-Bounding Approaches

In this section, we briefly review the well-known genie-aided bounding approach along with the resulting genie-aided outer bounds and introduce a new upper-bounding approach. These two bounding approaches are the main building blocks to be separately or jointly used throughout this paper.

**A. Etkin-type Genie-aided Approach**

A genie-aided bounding technique implies that a genie provides some side information to either one or both receivers. In this work, the Etkin-Type genie signals \( S_i^n \) is defined as the side information that contains at least the input \( X_i^n \) such that \( I(X_i^n; Y_i^n, S_i^n) \neq I(X_i^n; Y_i^n|S_i^n) \). To the best of our knowledge, this holds for all genie signals so far identified useful. One may further restrict the genie signals \( S_i^n \) such that they are conditionally i.i.d. Gaussian sequences given the corresponding input sequence \( X_i^n \) as in [11], [14]–[16], [24], which we assume in this work as well [1].

The key idea of the work by Etkin, Tse, and Wang [14] is to devise a genie in a sophisticated manner, yielding a tighter outer bound on the capacity region than the bounds in [13] for a certain range of channel coefficients. The authors designed the genie signal such that

\[
S_1 = h_{21}X_1 + N'_1 \\
S_2 = h_{12}X_2 + N'_2
\]  

\(^1\)A more general genie signal can be found in [13], [12].
where $N'_i \sim \mathcal{CN}(0,1), i = 1,2,$ is independent of everything else, so as to obtain the following useful property:

\[
\begin{align*}
h(Y_1^n|X_1^n, S_1^n) &= h(S_2^n) \\
h(Y_2^n|X_2^n, S_2^n) &= h(S_1^n)
\end{align*}
\]  
(5)

where $X_i^n$ denotes the sequence of length $n$ of the input $X_i$ and $S_i$ denotes side information to receiver $i$ for $i = 1,2.$ Using the genie signal, the authors provided a meaningful outer bound in [14, Thm. 3] and showed that the gap between a simplified HK region and the ETW outer bound is at most 1 bit per channel use, irrespective of the channel gains and power constraints. The resulting genie-aided outer bounds on the capacity region of the GIC defined by (2) in the weak interference regime (i.e., $|h_{12}| \leq 1$ and $|h_{21}| \leq 1$) is as follows.

**Theorem 1** (ETW bound [14]). The capacity region of the two-user GIC in the weak interference regime is contained in the set of rate pairs $(R_1, R_2)$ satisfying

\[
\begin{align*}
R_1 &\leq I(X_1G; Y_1G|X_2G) \\
R_2 &\leq I(X_2G; Y_2G|X_1G) \\
R_1 + R_2 &\leq I(X_1G; Y_1G|X_2G) + I(X_2G; Y_2G) \\
R_1 + R_2 &\leq I(X_1G; Y_1G) + I(X_2G; Y_2G|X_1G) \\
R_1 + R_2 &\leq I(X_1G; Y_1G, S_1G) + I(X_2G; Y_2G, S_2G) \\
2R_1 + R_2 &\leq I(X_1G; Y_1G, X_2G) + I(X_1G; Y_1G) \\
&\quad + I(X_2G; Y_2G) \\
R_1 + 2R_2 &\leq I(X_1G; Y_1G, S_1G) + I(X_2G; Y_2G|X_1G) \\
&\quad + I(X_2G; Y_2G).
\end{align*}
\]  
(6a)-(6g)

The ETW outer bound was improved by choosing genie signals more elaborately in the subsequent works [11], [15], [16], which used the following natural generalization of the genie signal in (4):

\[
\begin{align*}
S_1 &= h_{21}X_1 + N_1 \\
S_2 &= h_{12}X_2 + N_2
\end{align*}
\]  
(7)

where $N_i \sim \mathcal{CN}(0, \sigma^2_{N_i})$ is independent of $(X_1, X_2).$ Here we allow $N_i$ to be correlated to $Z_i$ with correlation coefficient $\rho_{N_i Z_i}$ for $i = 1,2.$ The resulting outer bound, which we call the enhanced ETW bound, can be stated as follows.

**Theorem 2** (Enhanced ETW bound [11], [16]). The capacity region of the two-user GIC in the weak interference regime is outer-bounded by the set of rate pairs $(R_1, R_2)$ satisfying (6) in which (6e), (6f), and (6g) are tightened by using the genie signal (7) and the extremal inequality in [11] (or the entropy power inequality (EPI) in [16]).

A common bounding technique using the genie signals in (4) and (7) for the ETW bound and its enhanced version is that we can derive

\[
\begin{align*}
n(R_1 - \epsilon_n) &\leq I(X_1^n; Y_1^n) \\
&\leq I(X_1^n, Y_1^n; S_1^n) \\
&= h(S_1^n) - h(Y_1^n|X_1^n, S_1^n) - h(Y_1^n|X_1^n, S_1^n) \\
&\leq h(S_1^n) - h(Y_1^n|X_1^n, S_1^n) + nh(Y_1G|S_1G) - nh(N_1)
\end{align*}
\]  
(8)-(9)

where $\epsilon_n \to 0$ as $n \to \infty$ and in the last inequality we used the genie signals in (7) and the fact that Gaussian maximizes entropy. In order to further bound (9), the ETW bound makes use of (5), whereas
the enhanced ETW bound jointly considers $I(X^n_1; Y^n_1, S^n_1) + I(X^n_2; Y^n_2, S^n_2)$ and applies the worst additive noise lemma [25] to $h(S^n_1) - h(Y^n_2|X^n_2, S^n_2)$ to obtain

$$h(S^n_1) - h(Y^n_2|X^n_2, S^n_2) \leq n h(S_{1G}) - n h(h_{21}X_{1G} + Z_2|N_2)$$

$$= n h(S_{1G}) - n h(h_{21}X_{1G} + V_{N_2})$$  (10)

for $(N_1, N_2)$ satisfying the condition of $\sigma^2_{N_1} \leq \sigma^2_{N_2}$, where $V_{N_2}$ is i.i.d. $\mathcal{N}(0, \sigma^2_{V_{N_2}}$) with $\sigma^2_{V_{N_2}} = \sigma^2_{Z_2|N_2}$, and it does the same to $h(S^n_2) - h(Y^n_1|X^n_1, S^n_1)$.

The enhanced ETW bound can be further improved by designing a more general genie signal in [17], which we call the “further enhanced ETW bound” in this paper.

### B. New Genie-aided Approach

In this section, we develop a new genie-aided upper-bounding approach. The key idea is to design different genie signals from (7) such that we can replace the arbitrary random sequence acting as interference signal to the intended receiver by a Gaussian random sequence whose components are i.i.d. in time. Accordingly, this can be referred to as the change-of-interference approach.

We first present a special case of this new approach in the following. Given the channel inputs $X^n_1$ and $X^n_2$ in Section II, we define the genie signals $(U_1, U_2)$ as

$$U_1 = h_{12}X_2 + W_1$$

$$U_2 = h_{21}X_1 + W_2$$  (11)

where $W_i$ is a zero-mean circularly symmetric complex Gaussian random variable with variance $\sigma^2_{W_i} \leq 1$, correlated to $Z_i$ with correlation coefficient $\rho_{W_i}$ (i.e., $\mathbb{E}[Z_i W^*_k] = \rho_{W_i} \sigma_{W_i}$) and independent of everything else, for $i = 1, 2$. Using the corresponding change-of-interference sequence $U^n_1$ whose components are i.i.d. in time, we can upper-bound $R_1$ as

$$n(R_1 - \epsilon_n) \leq I(X^n_1; Y^n_1)$$

$$(a) \leq I(X^n_1; Y^n_1 | U^n_1)$$

$$= h(Y^n_1 | U^n_1) - h(h_{12}X_2^n + Z_1^n | U^n_1)$$

$$= h(Y^n_1 | U^n_1) - h(h_{12}X_2^n + W_1^n | U^n_1)$$

$$(b) = h(Y^n_1 | U^n_1) - h(Z_1^n - W_1^n | h_{12}X_2^n + W_1^n)$$

$$= h(Y^n_1 | U^n_1) - h(h_{12}X_2^n + V^n_{W_1}) + h(U^n_1) - n h(Z_1 - W_1)$$

$$= h(X^n_1 + Z_1^n - W_1^n | U^n_1) - h(h_{12}X_2^n + V^n_{W_1})$$

$$+ h(U^n_1) - n h(Z_1 - W_1)$$  (14)

where

$V^n_{W_1}$ is i.i.d. $\mathcal{CN}(0, \sigma^2_{V_{W_1}})$

with $\sigma^2_{V_{W_1}} = \sigma^2_{W_1|Z_1-W_1}$. In the above inequalities, $(a)$ follows from the well-known inequality between the conditional mutual information $I(X; Y|Z)$ and the unconditional mutual information $I(X; Y)$ [27], as shown by

If $p(x, y, z) = p(x)p(z)p(y|x, z)$, then $I(X; Y|Z) \geq I(X; Y)$.  (15)

Notice that we do not use the principle that Gaussian maximizes entropy such that $h(Y^n_1 | U^n_1) \leq n h(Y_{1G} | U_{1G})$, in contrast to (9) in the Etkin-type approach. In $(b)$, we rather changed the arbitrary random sequence $h_{12}X^n_2$ in the output $Y^n_1$ to the i.i.d. Gaussian random sequence $h_{12}W^n_1$ conditioned on $U^n_1$. This step makes the resulting multi-letter expressions more tractable. It will be shown in Sections IV and VII.
that \( h(X_1^n + Z_1^n - W_1^n|U_1^n) \) in (14) enables various upper bounds in conjunction with the conditional worst additive noise lemma in Lemma 1.

Likewise, we have
\[
n(R_2 - \epsilon_n) \leq h(Y_2^n|U_2^n) - h(h_21X_1^n + V_{W_2}^n) + h(U_2^n) - nh(Z_2 - W_2)
\]
where \( V_{W_2}^n \) is i.i.d. \( \mathcal{CN}(0, \sigma_{W_2}^2) \) with \( \sigma_{W_2}^2 = \sigma_{W_2|Z_2-W_2}^2 \).

**Remark 1.** The change-of-interference approach applies first the Fano’s inequality to the original channel and then identifies some useful auxiliary random sequences satisfying (15). For the above special case, this approach can be cast into the genie-aided approach since \( I(X_1^n; Y_1^n|U_1^n) = I(X_1^n; Y_1^n, U_1^n) \) due to the independence between \( U_1^n \) and \( X_1^n \), but not vice versa as mentioned earlier. For the two-user GIC, the new genie-aided approach may be viewed as providing \( S_1^n \) to \( Y_2^n \) and \( S_2^n \) to \( Y_1^n \). The difference is that \( N_1^n \) should be correlated with \( Z_2^n \) rather than \( Z_1^n \), and so \( N_2^n \) be.

We can develop a more general form of the change-of-interference approach, which is distinguished from the genie-aided approach. The details can be found in Appendix A. In this paper, however, we restrict our attention to the simple case in (99).

**C. Conditional Worst Additive Noise Lemma**

In order to derive our upper (outer) bounds, we need a new bounding tool — conditional version of the worst additive noise lemma [25] as follows:

**Lemma 1** (Conditional Worst Additive Noise Lemma). Let \( X^n \) denote a random sequence with an average power constraint, \( Z^n \) be i.i.d. \( \mathcal{N}(0, \sigma_Z^2) \) independent of \( X^n \) and let \( U^n \) denote another random sequence with an average power constraint, correlated with \( X^n \) but independent of \( Z^n \). Suppose that the corresponding random vector sequence \( (Z, X + Z, U)^n \) has an average covariance constraint such that
\[
\frac{1}{n} \sum_{j=1}^n \text{Cov}(Z_j, X_j + Z_j, U_j) \leq K.
\]
Also let \( (Z, X_g + Z, U_g) \) be a zero-mean Gaussian random vector with covariance \( K \). Then, we have
\[
h(X^n|U^n) - h(X^n + Z^n|U^n) 
\leq nh(X_g|U_g) - nh(X_g + Z|U_g)
\]
where the equality holds if \( X^n = X_g^n \) and \( U^n = U_g^n \).

**Proof:** Refer to Appendix B

Even though the above proof is a natural generalization of [16, Lem. 4]. Lemma 1 is not in terms of random vector sequences and has a different covariance constraint. Meanwhile, it is somewhat analogous to the conditional extremal inequality in [28, Thm. 8]. While the conditional extremal inequality is conditioned on a scalar random variable \( U \) since its proof relies on the classical conditional EPI [29], our inequality (17) is rather conditioned on the random sequence \( U^n \). Using the conditional worst additive noise lemma, we can obtain the following useful lemma.

**Lemma 2.** Let \( X^n \) and \( Y^n \) denote arbitrary random sequences with average power constraints and let \( Z^n, W^n, V^n \) be i.i.d. \( \mathcal{N}(0, \sigma_Z^2), \mathcal{N}(0, \sigma_W^2), \mathcal{N}(0, \sigma_V^2) \), respectively, independent of both \( X^n \) and \( Y^n \). If
\[
\sigma_V^2 \geq \sigma_{Z-W}^2
\]
then we have
\[
h(X^n + Y^n + Z^n| Y^n + W^n) - h(X^n + V^n)
\leq nh(X_g + Y_g + Z|Y_g + W) - nh(X_g + Y_g + Z + \tilde{V}|Y_g + W)
\]
where \( \tilde{V} \sim \mathcal{N}(0, \sigma_V^2 - \sigma_{Z-W}^2) \) is independent of \( Z \) and \( W \).

**Proof:** Refer to Appendix C

The above two lemmas are naturally applied to the complex-valued random variables and will be widely used to derive our various upper (outer) bounds in the rest of this paper.
IV. NEW UPPER BOUNDS ON THE SUM CAPACITY

Using the conditional worst additive noise lemma, we can combine the two main upper-bounding approaches in Sec. III in various ways to derive new upper bounds on the sum capacity of the two-user GIC in the weak interference regime. Another key idea is to apply time sharing to the Etkin-type and the proposed genie signal, respectively.

A. Time Sharing on Side Information at the Receivers

We first introduce a time-sharing operation with respect to side information at the receivers. Let $Q$ denote a time sharing random variable. With $|Q| = 2$, we do time sharing on the genie signals $S_1$ and $U_2$ as follow:

\[
\tilde{S}_1^n = \begin{cases} 
S_1^n & \text{if } Q = 0 \\
0 & \text{if } Q = 1 
\end{cases}
\]

\[
\tilde{U}_2^n = \begin{cases} 
U_2^n & \text{if } Q = 0 \\
0 & \text{if } Q = 1 
\end{cases}
\]

(20a)

(20b)

where $S_1$ and $U_2$ are given by (7) and (11), respectively. The random sequences $\tilde{S}_1^n$ and $\tilde{U}_2^n$ are conditionally independent given $Q$. Using Fano’s inequality and letting $\Pr(Q = 0) = \Pr(Q = 1) = 1/2$, we can write

\[
n(R_1 + R_2 - 2\epsilon_n) \leq I(X_1^n; Y_1^n) + I(X_2^n; Y_2^n) \\
\leq I(X_1^n; Y_1^n, \tilde{U}_1^n) + I(X_2^n; Y_2^n, \tilde{U}_2^n) \\
\overset{(a)}{=} I(X_1^n; Y_1^n, \tilde{U}_1^n | Q) + I(X_2^n; Y_2^n, \tilde{U}_2^n | Q) \\
\overset{(b)}{=} I(X_1^n; Y_1^n | \tilde{U}_1^n, Q) + I(X_2^n; Y_2^n | \tilde{U}_2^n, Q) \\
= \frac{1}{2} \{ I(X_1^n; Y_1^n | U_1^n) + I(X_1^n; Y_1^n) + I(X_2^n; Y_2^n | U_2^n) + I(X_2^n; Y_2^n) \}
\]

(21)

where (a) follows from the independence between $X_i^n$ and $Q$, and (b) is from the independence between $X_i^n$ and $\tilde{U}_i^n$. Similarly, we have

\[
n(R_1 + R_2 - 2\epsilon_n) \leq I(X_1^n; Y_1^n, \tilde{S}_1^n) + I(X_2^n; Y_2^n, \tilde{U}_2^n) \\
\leq \frac{1}{2} \{ I(X_1^n; Y_1^n, S_1^n) + I(X_1^n; Y_1^n) + I(X_2^n; Y_2^n | U_2^n) + I(X_2^n; Y_2^n) \}
\]

(22)

\[
n(R_1 + R_2 - 2\epsilon_n) \leq I(X_1^n; Y_1^n, \tilde{U}_1^n) + I(X_2^n; Y_2^n, S_2^n) \\
\leq \frac{1}{2} \{ I(X_1^n; Y_1^n | U_1^n) + I(X_1^n; Y_1^n) + I(X_2^n; Y_2^n, S_2^n) + I(X_2^n; Y_2^n) \}
\]

(23)

Remark 2. Although the time sharing parameter $Q$ also appears in several outer bounds on the capacity region (e.g., [24]), it was with respect to channel inputs (codes). The classical time sharing argument has been applied over different codes or rate pairs [2].

Even if one may find other useful combinations to get tighter sum-rate upper bounds, we restrict our attention to the above multi-letter expressions in this work. While we will derive a single-letter expression of (21) in Theorem 3, two different single-letter expressions for both (22) and (23) will be given in Theorems 4 and 5.
B. New Upper Bounds

We begin with the multi-letter expression in (21) to derive the following result to upper-bound the sum rate $R_1 + R_2$.

**Theorem 3.** The capacity region of the two-user GIC in the weak interference regime is contained in the following region:

$$R_1 + R_2 \leq \frac{1}{2} \left\{ h(Y_{1G}) - h(Y_{1G}|X_{1G}) + h(U_{1G}) - h(W_1 - Z_1) + h(Y_{1G}|U_{1G}) - h(h_{21}Y_{1G} + \tilde{V}_{W_2}|U_{1G}) + h(Y_{2G}) - h(Y_{2G}|X_{2G}) + h(U_{2G}) - h(W_2 - Z_2) + h(Y_{2G}|U_{2G}) - h(h_{12}Y_{2G} + \tilde{V}_{W_1}|U_{2G}) \right\}$$

$$= \frac{1}{2} \left\{ \log \left( 1 + \frac{P_1}{|h_{12}|^2P_2 + 1} \right) + \log \left( \frac{|h_{12}|^2P_2 + \sigma_{W_1}^2}{\sigma_{W_1}^2 + 1 - 2\Re\{\rho_{W_1}\sigma_{W_1}\}} \right) + \log \left( \frac{P_1 + |h_{12}|^2P_2 + 1}{|h_{21}|^2P_1 + \sigma_{W_2}^2} - \frac{|h_{21}\rho_{W_1}\sigma_{W_1} - h_{21}\sigma_{W_1}^2|^2}{|h_{12}|^2P_2 + \sigma_{W_1}^2} \right) + \log \left( 1 + \frac{P_2}{|h_{21}|^2P_1 + 1} \right) + \log \left( \frac{|h_{21}|^2P_1 + \sigma_{W_2}^2}{\sigma_{W_2}^2 + 1 - 2\Re\{\rho_{W_2}\sigma_{W_2}\}} \right) + \log \left( \frac{P_2 + |h_{21}|^2P_1 + 1}{|h_{12}|^2P_2 + \sigma_{W_1}^2} - \frac{|h_{12}\rho_{W_2}\sigma_{W_2} - h_{12}\sigma_{W_2}^2|^2}{|h_{21}|^2P_2 + \sigma_{W_1}^2} \right) \right\}$$

(24)

(25)

for all $(W_1, W_2)$ satisfying

$$\sigma_{W_1}^2 \geq |h_{12}|^2\sigma_{Z_2-W_2}^2$$

$$\sigma_{W_2}^2 \geq |h_{21}|^2\sigma_{Z_1-W_1}^2$$

(26)

(27)

where $W_i, i = 1, 2$, is given in (11) and

$$\tilde{V}_{W_1} = \sqrt{1 - |h_{12}|^2\sigma_{W_1}^{-2}\sigma_{Z_2-W_2}^2} V_{W_1}$$

$$\tilde{V}_{W_2} = \sqrt{1 - |h_{21}|^2\sigma_{W_2}^{-2}\sigma_{Z_1-W_1}^2} V_{W_2}.$$ 

(28)

(29)

**Proof:** We first bound $R_1$ by

$$n(R_1 - \epsilon_n) \leq I(X_1^n; Y_1^n)$$

$$\leq nh(Y_{1G}) - h(Y_{1G}|X_1^n)$$

(30)

and, similarly, $R_2$ by

$$n(R_2 - \epsilon_n) \leq nh(Y_{2G}) - h(Y_{2G}|X_2^n).$$

(31)
Using (13), (16), (30), and (31), we can bound $R_1 + R_2$ as follows:

$$n(2R_1 + 2R_2 - 4\epsilon_n) \leq n(h(Y_{1G}) - h(Y_{1G}|X_{1G}^n) + h(U_{1G}^n) - h(h_{12}X_2^n + V_{W_1}^n) + h(Y_{1G}^n|U_{1G}^n) - nh(W_1 - Z_1) + nh(Y_{2G}^n) - nh(Y_{2G}|X_{2G}^n) + h(U_{2G}^n) - h(h_{21}X_1^n + V_{W_2}^n) + h(Y_{1G}^n|U_{1G}^n) - nh(W_2 - Z_2)$$

$$(a) \leq nh(Y_{1G}) - nh(Y_{1G}|X_{1G}) + nh(U_{1G}) - nh(W_1 - Z_1) + nh(Y_{2G}) - nh(Y_{2G}|X_{2G}) + nh(U_{2G}) - nh(W_2 - Z_2)$$

$$(b) \leq nh(Y_{1G}) - nh(Y_{1G}|X_{1G}) + nh(U_{1G}) - nh(W_1 - Z_1) + nh(Y_{2G}) - nh(Y_{2G}|X_{2G}) + nh(U_{2G}) - nh(W_2 - Z_2)$$

where $(a)$ follows from applying Corollary 7 in Appendix B to

$$-h(Y_{1G}^n|X_{1G}^n) + h(U_{1G}^n) = -h(h_{12}X_2^n + Z_1^n) + h(h_{12}X_2^n + W_1^n)$$

$$-h(Y_{2G}^n|X_{2G}^n) + h(U_{2G}^n) = -h(h_{21}X_1^n + Z_1^n) + h(h_{21}X_1^n + W_2^n)$$

respectively, since $\sigma_{W_i}^2 \leq \sigma_{Z_i}^2 = 1$ for $i = 1, 2$, and $(b)$ immediately follows from applying Lemma 2 to

$$h(Y_{1G}^n|U_{1G}^n) - h(h_{12}X_2^n + V_{W_1}^n) = h(X_2^n + h_{12}X_1^n + Z_2^n|h_{21}X_1^n + W_2^n) - h(h_{12}X_2^n + V_{W_1}^n)$$

$$= h(X_2^n + h_{12}X_1^n + Z_2^n|h_{21}X_1^n + W_2^n) - h(X_2^n + h_{12}V_{W_1}^n) - n \log |h_{12}|$$

$$h(Y_{1G}^n|U_{1G}^n) - h(h_{12}X_2^n + V_{W_2}^n) = h(X_1^n + h_{12}X_2^n + Z_1^n|h_{12}X_2^n + W_1^n) - h(h_{12}X_1^n + V_{W_2}^n)$$

$$= h(X_1^n + h_{12}X_2^n + Z_1^n|h_{12}X_2^n + W_1^n) - h(X_1^n + h_{12}V_{W_2}^n) - n \log |h_{12}|$$

in (32) and (33) under the conditions in (26) and (27), respectively. Then we obtain (24), yielding (25). \qed

Another upper bound on the sum rate $R_1 + R_2$ in the following theorem will be found by using either (22) or (23), which is a hybrid form of the Etkin-type genie-aided approach and the change-of-interference approach. Let the set of all parameters involved in the genie variables $S_i$ and the change-of-interference variables $U_i$ denoted as

$$\kappa \Delta \left(\sigma_{N_1}, \sigma_{N_2}, \sigma_{W_1}, \sigma_{W_2}, \rho_{N_1}, \rho_{N_2}, \rho_{W_1}, \rho_{W_2}\right)$$

where $0 \leq \sigma_{N_i}, \sigma_{N_2}, \sigma_{W_1}, \sigma_{W_2} \leq 1$ and $0 \leq |\rho_{N_1}|, |\rho_{N_2}|, |\rho_{W_1}|, |\rho_{W_2}| \leq 1$. For the second upper bound, we need an intermediate step which is different from (9) in the standard genie-aided approach. Starting from (8), we have

$$n(R_1 - \epsilon_n) \leq h(S^n_1) - nh(N_1) + h(Y^n_1|S^n_1) - h(Y^n_1|X^n_1, S^n_1)$$

$$= h(S^n_1) - nh(N_1) + h(Y^n_1|S^n_1) - h(h_{12}X_2^n + V_{N_1}^n)$$

where $V_{N_1}^n$ is i.i.d. $\mathcal{N}(0, \sigma_{N_1}^2)$ with $\sigma_{N_1}^2 = \sigma_{Z_1|N_1}^2$. Likewise, we have

$$n(R_2 - \epsilon_n) \leq h(S^n_2) - nh(N_2) + h(Y^n_2|S^n_2) - h(h_{21}X_1^n + V_{N_2}^n)$$

Then, we have the following upper bound on $R_1 + R_2$. 

\[ \]
Theorem 4. For all parameters \( \kappa \), defined in (35), such that
\[
\kappa \in \{ \kappa : \sigma_{V_{W_2}}^2 \geq \min(\sigma_{N_1}^2, \sigma_{V_{W_2}}^2), \sigma_{V_{N_1}}^2 \geq \sigma_{Z_{1-h_{21}N_1}}^2, |h_{12}|^2 \sigma_{Z_2-W_2}^2 \leq 1 \}
\]
any rate pair \((R_1, R_2)\) in the capacity region of the two-user complex GIC in the weak interference regime satisfies
\[
R_1 + R_2 \leq \frac{1}{2} \left\{ h(Y_{1G}|S_{1G}) - h(Y_{1G} + \tilde{V}_{N_1}|S_{1G}) + h(Y_{2G}|U_{2G}) - h(h_{12}Y_{2G} + \tilde{Z}_1|U_{2G}) + R_0 \right\}
= \frac{1}{2} \left\{ \log \left( \frac{P_1 + |h_{12}|^2 P_2 + 1 - \frac{|h_{12}^2 P_1 + \rho_{N_1} \sigma_{N_1}^2|^2}{|h_{12}|^2 P_1 + \sigma_{N_1}^2}}{|h_{12}|^2 P_2 + \sigma_{V_{N_1}}^2} \right) + \log \left( \frac{P_2 + |h_{21}|^2 P_1 + 1 - \frac{|h_{21}|^2 P_1 + \rho_{W_2} \sigma_{W_2}^2|^2}{|h_{21}|^2 P_1 + \sigma_{W_2}^2}}{1 + \sigma_{N_1}^2} \right) \right\} + R_0
\]
where \( \tilde{V}_{N_1} = \sqrt{1 - \frac{\sigma_{V_{N_1}}^2}{\sigma_{Z_{1-h_{21}N_1}}} \sigma_{Z_{2-W_2}}} \), \( \tilde{Z}_1 = \sqrt{1 - |h_{12}|^2 \sigma_{Z_2-W_2}} \), and \( R_0 \) is given by
\[
R_0 = h(S_{1G}) - h(h_{21}X_{1G} + V_{W_2}) + h(U_{2G}) - h(Y_{2G}|X_{2G}) + h(Y_{1G}) - h(N_1) + h(Y_{2G}) - h(Z_2 - W_2)
= \log \left( \frac{|h_{21}|^2 P_1 + \sigma_{V_{W_2}}^2}{|h_{21}|^2 P_1 + \sigma_{N_1}^2} \right) + \log \left( \frac{|h_{21}|^2 P_1 + \sigma_{W_2}^2}{|h_{21}|^2 P_1 + 1} \right) + \log \left( \frac{P_2 + |h_{21}|^2 P_1 + 1}{1 + \sigma_{N_1}^2} \right).
\]
Interchanging the user indices, we obtain another bound.

Proof: Using (16), (30), (31), and (36), we can upper-bound the multi-letter expression in (22) as follows.
\[
n(2R_1 + 2R_2 - 4\epsilon_n) \leq h(S_n^a) - nh(N_1) + h(Y_{1G}^n|S_{1G}^n) - h(h_{12}X_{1G}^n + V_{N_1}^n)
+ nh(Y_{1G}^n) - h(Y_{1G}^n|X_{1G}^n)
+ h(Y_{2G}^n) - h(h_{21}X_{2G}^n + V_{W_2}^n) + h(U_{2G}^n) - h(Z_2 - W_2)
+ nh(Y_{1G}^n) - nh(N_1) + nh(Y_{2G}^n) - nh(Z_2 - W_2).
\]
We first bound (41) in the following two ways. Using the worst additive noise lemma, we can bound the first two terms in (41) as
\[
h(S_{1G}^a) - h(h_{21}X_{1G}^n + V_{W_2}^n) = h(h_{21}X_{1G}^n + V_{W_2}^n) - h(h_{21}X_{1G}^n + V_{W_2}^n)
\leq nh(h_{21}X_{1G} + N_1) - nh(h_{21}X_{1G} + V_{W_2})
= nh(S_{1G}^a) - nh(h_{21}X_{1G} + V_{W_2})
\]
for \( \sigma_{N_1}^2 \leq \sigma_{V_{W_2}}^2 \). Applying the worst additive noise lemma to
\[
h(U_{2G}^n) - h(Y_{2G}^n|X_{2G}^n) = h(h_{21}X_{1G}^n + W_{2G}^n) - h(h_{21}X_{1G}^n + Z_{2G}^n)
\]}
due to the assumption that $\sigma^2_{W_2} \leq 1$, we also have
\[
\begin{align*}
h(S^n) - h(h_{21}X^n_1 + V^n_{W_2}) + h(U^n) - h(Y^n_2 | X^n_1) & \
\leq nh(S_{1G}) - nh(h_{21}X_{1G} + V_{W_2}) + nh(U_{2G}) - nh(Y_{2G} | X_{2G}).
\end{align*}
\] (45)

The same single-letter expression as (45) with a different condition on $\kappa$ can be obtained by applying the worst additive noise lemma to
\[
h(U^n_2) - h(h_{21}X^n_1 + V^n_{W_2}) = h(h_{21}X^n_1 + W^n_2) - h(h_{21}X^n_1 + V^n_{W_2})
\]
for $\sigma^2_{W_2} \leq \sigma^2_{V_{W_2}}$ and also to
\[
h(S^n_1) - h(Y^n_2 | X^n_1) = h(h_{21}X^n_1 + N^n_1) - h(h_{21}X^n_1 + Z^n_2)
\]
since $\sigma^2_{N_1} \leq 1$. Thus, (45) holds for $\sigma^2_{V_{W_2}} \geq \min(\sigma^2_{N_1}, \sigma^2_{W_2})$.

Next, (42) can be upper-bounded by applying Lemma 2 to
\[
h(Y^n_1 | S^n_1) - h(h_{12}X^n_2 + V^n_{W_2}) = h(h_{12}X^n_2 + X^n_1 + Z^n_2 | h_{21}X^n_1 + N^n_1) - h(h_{12}X^n_2 + V^n_{W_2})
\]
for $\sigma^2_{N_1} \leq \sigma^2_{V_{W_2}}$ and also to
\[
h(Y^n_1 | S^n_1) - h(h_{12}X^n_2 + V^n_{W_2}) = h(Y^n_1 | X^n_1) = h(X^n_2 + h_{21}X^n_1 + Z^n_2 | h_{21}X^n_1 + W^n_2) - h(X^n_2 + h_{12}^{-1}Z^n_2) - n \log |h_{12}|
\]

for $|h_{12}|^2 \sigma^2_{Z_{2-W_2}} \leq 1$, we have
\[
h(Y^n_1 | S^n_1) - h(h_{12}X^n_2 + V^n_{W_2}) = h(Y^n_1 | X^n_1) = h(Y^n_1 | X^n_1)
\]
\[
\leq nh(Y_{1G} | S_{1G}) - nh(Y_{1G} + \tilde{V}_{N_1} | S_{1G}) + nh(Y_{2G} | U_{2G}) - nh(h_{12}Y_{2G} + \tilde{Z}_{1} | U_{2G})
\] (46)

Using (43), (45), and (46), we obtain (38). \qed

**Remark 3.** Although we employ the genie signals in (7) to derive the new upper bound in Theorem 4, we do not rely on the same bounding technique. Specifically, the central steps in the standard genie-aided approach are (9) and (10). Our hybrid approach only makes use of (8), implying that we do not apply the standard argument that Gaussian maximizes entropy to $h(Y^n_1 | S^n_1)$ leading to (2). Instead, we adopt the step in (46), which was possible due to the conditional worst additive noise lemma.

Meanwhile, we can derive different single-letter expressions of (22) and (23) by upper-bounding (42) in an alternative way, as shown by the following result.

**Theorem 5.** For all parameters $\kappa$, defined in (35), such that
\[
\kappa \in \{ \kappa : \sigma^2_{V_{W_2}} \geq \min(\sigma^2_{N_1}, \sigma^2_{W_2}), \sigma^2_{V_{N_1}} \geq |h_{12}|^2 \sigma^2_{Z_{2-W_2}}, \sigma^2_{Z_{1-h_{21}^{-1}N_1}} \leq 1 \} \quad (47)
\]
any rate pair $(R_1, R_2)$ in the capacity region of the two-user GIC in the weak interference regime satisfies
\[
R_1 + R_2 \leq \frac{1}{2} \left\{ h(Y_{1G} | S_{1G}) - h(Y_{1G} + \tilde{Z}_{1} | S_{1G})
\right.
\]
\[
+ h(Y_{2G} | U_{2G}) - h(h_{12}Y_{2G} + \tilde{V}_{N_1} | U_{2G}) + R_0 \right\}
\]
\[
= \frac{1}{2} \left\{ \log \left( \frac{P_1 + |h_{12}|^2P_2 + 1 - \frac{|h_{21}|^2P_1 + \sigma_{N_1}^2|^2}{|h_{21}|^2P_1 + \sigma_{N_1}^2} \right)}{|h_{12}|^2P_2 + 1 - \frac{|\rho_{N_1} \sigma_{N_1} - h_{21}^{-1} \sigma_{N_1}^2|^2}{|h_{21}|^2P_1 + \sigma_{N_1}^2} \right) + \log \left( \frac{P_2 + |h_{21}|^2P_1 + 1 - \frac{|h_{21}|^2P_1 + \rho_{W_2} \sigma_{W_2}^2|^2}{|h_{21}|^2P_1 + \sigma_{W_2}^2} \right)}{|h_{12}|^2P_2 + \sigma_{V_{N_1}}^2 - \frac{|h_{12} \rho_{W_2} \sigma_{W_2} - h_{12} \sigma_{W_2}^2|^2}{|h_{21}|^2P_1 + \sigma_{W_2}^2} \right) + R_0 \right\}
\] (49)
where \( \hat{Z}_1' = \sqrt{1 - \sigma^2_{Z_1-h_{21}^{-1}N_1}} Z_1 \) and \( \hat{V}_{N_1}' = \sqrt{1 - \sigma^2_{V_{N_1}} |h_{12}|^2 \sigma^2_{Z_2-W_2}} V_{N_1} \). Interchanging the user indices, we obtain another bound.

**Proof:** Similar to (46), applying Lemma 2 to

\[
h(Y_n^1|S_n^1) - h(Y_n^1|X_n^1) = h(h_{12} X_n^2 + X_n^1 + Z_n^1|h_{21} X_n^1 + N_n^1) - h(h_{12} X_n^2 + Z_n^1)
\]

for \( \sigma^2_{Z_1-h_{21}^{-1}N_1} \leq 1 \) and also to

\[
h(Y_n^2|U_n^2) - h(h_{12} X_n^2 + V_n^1) = h(X_n^2 + h_{21} X_n^1 + Z_n^2|h_{21} X_n^1 + W_n^2) - h(h_{12} X_n^2 + V_{N_1}^n)
\]

for \( |h_{12}|^2 \sigma^2_{Z_2-W_2} \leq \sigma^2_{V_{N_1}} \), we get a different bound to (42) as follows:

\[
h(Y_n^1|S_n^1) - h(Y_n^1|X_n^1) + h(Y_n^2|U_n^2) - h(h_{12} X_n^2 + V_{N_1}^n)
\]

\[
\leq nh(Y_n^G|S_n^G) - nh(Y_n^G + \hat{Z}_n^1|S_n^G) + nh(Y_n^2|U_n^G) - nh(h_{12} Y_n^G + \hat{V}_{N_1}^G). \quad (50)
\]

Combining (43), (45), and (50), we have (48).

The main difference between Theorems 4 and 5 is that the latter relates a pair of differential entropies such that \( h(Y_n^2|U_n^2) - h(Y_n^1|X_n^1, S_n^1) \leq nh(Y_n^G|U_n^G) - nh(h_{12} Y_n^G + \hat{V}_{N_1}^G|U_n^G) \), which will become \( n \log |g|^{-2} \) in the next section. The \( n \log |g|^{-2} \) term will be shown to be essential to characterize the high-SNR capacity of the symmetric GIC.

In order to show how useful the new sum-rate upper bounds are, we provide numerical results for the symmetric real GIC in (3). Fig. 1 depicts the sum-rate upper bounds in Theorems 3, 4, and 5 (indicated
by upper bounds 1, 2, and 3, respectively) for the two-user symmetric real GIC when $P = 7$. The lower bound is given by the maximum of the treating-interference-as-noise and the time division bounds. We can see that upper bound 3 in (48) coincides with bound 1 in (24) over a certain range of $g^2$, while in general it is slightly outperformed only for a very narrow range of $g^2$ by bound 2 in (38), which was consistently observed in most cases of interest. Accordingly, we will only consider upper bound 3 in Theorem 5 throughout the remaining sections of this paper.

Fig. 2 compares our upper bound in Theorem 5 with other known upper bounds for $P = 10$, where the Kramer upper bound is taken from [13, Thm. 2], the enhanced ETW bound is from the minimum over the bounds in [11], [15], [16], and the further enhanced ETW bound in [17] is also plotted. Our upper bound in Theorem 5 is shown to be tighter than the existing bounds at a certain range of $g^2$.

V. SIMPLIFIED CAPACITY BOUNDS FOR THE SYMMETRIC REAL CASE

In this section, we consider the symmetric real GIC with constant channel coefficients in (3) to simplify the upper and lower bounds on the sum capacity. Notice that all the proposed bounds in the previous section should be numerically found by minimizing over the appropriate ranges of all relevant parameters. In order to avoid this numerical optimization, we will simplify the upper bounds for the symmetric real GIC. For this, note that the equalities in the worst additive noise lemma in [25] and its conditional version in Lemma 1 trivially hold true when $\sigma_Z^2 = 0$ as well as when $X^n = X^g_n$ (and $U^n = U^g_n$ for Lemma 1). Therefore, those lemmas incur no loss in tightness of the resulting bounds if one can safely let $\sigma_Z^2 = 0$. The following result is a simplified upper bound on the sum rate $R$ based on Theorem 5.
Theorem 6. The sum rate of the symmetric real GIC for $0 < g^2 \leq 1$ is bounded by

$$R \leq R_{sym}^* + \min \left( \frac{1}{4} \log \frac{g^2 P + \sigma_{N_1}^2}{g^2 P + 1} + \frac{1}{4} \log \frac{4g^4}{\sigma_{N_1}^2 (4g^2 - \sigma_{N_1}^2)}, \frac{1}{2} \log \frac{4g^2 + 1}{4|g|} \right)$$

(51)

where $R_{sym}^*$ is given in (1), and

$$\sigma_{N_1}^2 = \begin{cases} 4g^2(1 - g^2) & \text{if } g^2 \leq 0.5 \\ 1 & \text{otherwise} \end{cases}$$

(52)

Proof: The upper bound in (48) can be naturally simplified with the equalities in the conditions in (47) due to the use of the worst additive noise lemma and its conditional version. In the symmetric case, $\kappa$ in (35) reduces to $\kappa_0 = (\sigma_{N_1}, \sigma_{W_2}, \rho_{N_1}, \rho_{W_2})$. However, we cannot simultaneously satisfy all the constraints in (47) and there could be a number of ways to simplify the symmetric-rate upper bound based on (48). In the sequel, we will only consider two special cases. Given a fixed $\sigma_{N_1}$, we begin with

A1) Let $\sigma_{Z_1-g^{-1}N_1}^2 = 1$ (i.e., $\tilde{Z}_1 = 0$) to meet $h(Y_{1G}|S_{1G}) - h(Y_{1G} + \tilde{Z}_1|S_{1G}) = 0$ in (48). Since $\sigma_{Z_1-g^{-1}N_1}^2 = 1 + g^{-2}\sigma_{N_1}^2 - 2g^{-1}\sigma_{N_1}\rho_{N_1}$, we have

$$\rho_{N_1} = \frac{\sigma_{N_1}}{2G}$$

(53)

A2) Let $\sigma_{V_{W_2}}^2 = \sigma_{W_2}^2$ to meet $h(U_{2G}) - h(gX_{1G} + V_{W_2}) = 0$ in (40). Since $\sigma_{V_{W_2}}^2 = 1 - \frac{(1 - \sigma_{W_2}\rho_{W_2})^2}{\rho_{W_2}^2 - \sigma_{W_2}^2}$, we have

$$\sigma_{V_{W_2}}^2 = \rho_{W_2}^2$$

(54)

A3) Let $\sigma_{V_{N_1}}^2 = g^2\sigma_{Z_{2-w_2}}^2$ (i.e., $\tilde{V}_{N_1} = 0$) to meet $h(Y_{2G}|U_{2G}) - h(gY_{2G} + \tilde{V}_{N_1}|U_{2G}) = -\log |g|^2$ in (48). Given (54), we have

$$\rho_{W_2} = g^{-1}\sqrt{g^2 + \rho_{N_1}^2 - 1}$$

(55)

since $\sigma_{V_{N_1}}^2 = 1 - \rho_{N_1}^2$ and $\sigma_{Z_{2-w_2}}^2 = 1 + \sigma_{W_2}^2 - 2\sigma_{W_2}\rho_{W_2}$.

Plugging (53), (54), and (55) into (48), we get

$$R \leq \min \frac{1}{4} \log(P + g^2 P + 1) - \frac{1}{4} \log |g|^2 + \frac{1}{4} \log \frac{g^2 P + \sigma_{N_1}^2}{g^2 P + 1} + \frac{1}{4} \log \frac{4g^4}{\sigma_{N_1}^2 (4g^2 - \sigma_{N_1}^2)}$$

(56)

subject to

$$4g^2(1 - g^2) \leq \sigma_{N_1}^2 \leq \min(1, 4g^2).$$

(57)

At high SNR, $\log \frac{g^2 P + \sigma_{N_1}^2}{g^2 P + 1} \approx 0$. Finding $\sigma_{N_1}^2$ that minimizes (56) can then be simplified by

$$\min \log \frac{4g^4}{\sigma_{N_1}^2 (4g^2 - \sigma_{N_1}^2)}$$

for $\sigma_{N_1}^2$ satisfying (57). With the solution given in (52), we can further upper-bound (56) as

$$R \leq \frac{1}{2} \log(|g|P + |g|^{-1}(P + 1)) + \frac{1}{4} \log \frac{g^2 P + \sigma_{N_1}^2}{g^2 P + 1} + \frac{1}{4} \log \frac{4g^4}{\sigma_{N_1}^2 (4g^2 - \sigma_{N_1}^2)}.$$
B1) \( h(U_{2G}) - h(Y_{2G}|X_{2G}) = 0 \) in (40) is simply done by
\[
\sigma^2_{W_2} = 1. \tag{59}
\]

B2) Let \( \sigma^2_{V_1} = g^2 \sigma^2_{Z_{2-W_2}} \) again. Given (53) and (59), we have
\[
\rho_{W_2} = \frac{\sigma^2_{N_1}}{8g^2} - \frac{1}{2g^2} + 1. \tag{60}
\]

B3) Let \( \sigma^2_{V_2} = \sigma^2_{N_1} \) to meet \( h(S_{1G}) - h(gX_{1G} + V_{W_2}) = 0 \) in (40). Given (59) and (60), we have
\[
\sigma^2_{N_1} = \frac{4g^2}{4g^2 + 1}. \tag{61}
\]

Plugging (53), (59), (60), and (61) into (48) leads to another upper bound
\[
R \leq \frac{1}{2} \log (|g|^P + |g|^{-1}(P + 1)) + \frac{1}{2} \log \frac{4g^2 + 1}{4|g|}. \tag{62}
\]

Combining (58) and (62) completes the proof.

Remark 4. The difference between the upper bounds in Theorems 5 and 6 may be even arbitrarily large when interference is very weak and SNR is low, i.e., outside the moderate interference regime. However, the difference turns out to be negligible inside the regime of our interest. We skip plotting the difference for the sake of compactness of this work.

We can further simplify the upper bound in Theorem 6 to get a desirable closed-form bound. By letting \( \sigma_{N_1} = 1 \) and seeing that \( \frac{4g^2}{4g^2} = \frac{2g^2}{\sqrt{4g^2 - 1}} \) when \( g^2 = 0.405 \), we have the following corollary.

Corollary 1. The sum rate of the symmetric real GIC is upper-bounded by
\[
\overline{R} = R^*_{\text{sym}} + \gamma(g) \tag{63}
\]
where \( \gamma(g) \) is given by
\[
\gamma(g) = \begin{cases} 
\frac{1}{2} \log \frac{4g^2 + 1}{4|g|} & \text{if } 0 < g^2 \leq 0.405 \\
\frac{1}{2} \log \frac{2g^2}{\sqrt{4g^2 - 1}} & \text{if } 0.405 < g^2 \leq 1
\end{cases}. \tag{64}
\]

It is easy to see that \( \overline{R} \geq R^*_{\text{sym}} \) since \( \gamma(g) \geq 0 \) for all \( g \). In what follows, we investigate the rate gap between the HK lower bound and the simplified upper bound \( \overline{R} \) on the capacity of the symmetric real GIC in the moderate interference regime. Furthermore, the capacity of the symmetric real GIC will be characterized to within 0.104 bits/Hz by \( R^*_{\text{sym}} \).

We first simplify the well-known special cases of the HK scheme in [12], [14]. For \( P^{-1/3} < g^2 < 1 \), it can be shown that if \( b = 0 \) and \( c = 0.5 \) the second term of the \( \min(\cdot, \cdot, \cdot) \) of the HK scheme with \( |Q| = 4 \) in [12] Eq. (32) becomes inactive, where \( Q \) is the time sharing parameter. The resulting sum rate (denoted by \( R_{\text{HK}} \)) then reduces to
\[
R_{\text{HK}} = \max_{a \in [0,1]} \frac{1}{2} \log (1 + aP) + \min \left\{ \frac{1}{4} \log \left( 1 + \frac{\bar{a}P + g^2P}{1 + aP} \right), \frac{1}{4} \log \left( 1 + \frac{P + g^2\bar{a}P}{1 + g^2aP} \right), \frac{1}{2} \log \left( 1 + \frac{g^2\bar{a}P}{1 + g^2aP} \right), \frac{1}{2} \log \left( 1 + \frac{g^2P}{1 + aP} \right) \right\}. \tag{65}
\]

\(^2\)In this work, we replace the notations of [12] with \( \alpha = a, \beta = b, \delta = c, \) and \( \bar{a} = 1 - a \). Clearly, making \( b \) and \( c \) fixed does not increase the HK lower bound.
The above max-min problem is solved by

\[ a^* = a_2 + \sqrt{a_2^2 - 4(a_0g^2 - a_1)(a_0 - a_1^2)} \]

where \( a_0 = (1 + P + g^2P)^2 \), \( a_1 = (1 + g^2P)^2 \), and \( a_2 = 2a_1^{3/2} - a_0(1 + g^2) \). Then

\[
R_{HK} = \frac{1}{2} \log(1 + a^*P) + \frac{1}{4} \log \left(1 + \frac{\alpha P + g^2 P}{1 + a^*P}\right) + \frac{1}{4} \log \left(1 + \frac{P + g^2 a^* P}{1 + g^2 a^* P}\right)
\]

\[ = R_{\text{sym}}^* + \frac{1}{4} \log \frac{1 + a^*P}{g^{-2} + a^*P}. \]  

(67)

The condition \( P^{-1/3} < g^2 \leq 1 \) implies \( \frac{2}{3} < \alpha \leq 1 \). At high SNR, the sum rate of the simplified HK scheme in [14, Eq. 4] then reduces to

\[
R_{SHK} = \frac{1}{2} \log(1 + P + g^2P) + \frac{1}{2} \log(2 + g^{-2}) - 1
\]

\[ = R_{\text{sym}}^* + \frac{1}{2} \log \frac{2|g| + |g|^{-1}}{4}. \]

(68)

Even if the HK scheme in [5] includes the TDM/FDM scheme as a special case, the above simplified HK schemes are generally not the case. Noticing that

\[
a^* = \frac{1 + |g| + g^2}{1 + g^2 + g^4}|g|^3 + O(P^{-1}) \geq |g|^3 + O(P^{-1})
\]

we let \( a = |g|^3 \) and denote the resulting rate by

\[
R_{HK} \triangleq R_{\text{sym}}^* + \frac{1}{4} \log \frac{1 + |g|^3 P}{g^{-2} + |g|^3 P}.
\]

(70)

For \( P = 23.239 \ldots \) and \( g^2 = P^{-1/3} \), we can see \( R_{HK} = R_{\text{TDM}} \), where

\[
R_{\text{TDM}} = \frac{1}{2} \log(1 + 2P)
\]

(71)

is the achievable rate of the TDM scheme with power control. Since \( R_{\text{sym}}^* > R_{\text{TDM}} \) for \( 0 < g^2 \leq 1 \) and \( \frac{1}{4} \log \frac{1 + |g|^3 P}{g^{-2} + |g|^3 P} \leq 0 \) in (70) is monotonically increasing with \( P \), we get

\[
R_{HK} > R_{\text{TDM}}
\]

for \( P \geq 23.3 \) and \( P^{-1/3} < g^2 < 1 \). Moreover, given \( P \geq 24 \) with \( P^{-1/3} < g^2 < 1 \), it is straightforward to see \( a^* \geq |g|^3 \). Then we also have

\[
R_{HK} > R_{\text{HK}}
\]

since (67) is monotonically increasing with \( a^* \). As a result, the simplified lower bound on the sum capacity (denoted by \( \bar{R} \)) to be considered in this work is given by

\[
\bar{R} \triangleq \begin{cases} R_{\text{TDM}} & P < 23.3 \\ \max(R_{HK}, R_{SHK}) & \text{otherwise} \end{cases}
\]

(72)

Define the rate gap \( \Delta \) between the new upper bound and the simplified lower bound as

\[
\Delta \triangleq \bar{R} - \underline{R}
\]

where \( \bar{R} \) and \( \underline{R} \) are given by (63) and (72), respectively. Eventually, we have the following result.
**Theorem 7.** In the moderate interference regime, where $P^{-1/3} < g^2 \leq 1$, the rate gap $\Delta$ between the lower and the new upper bound on the capacity of the symmetric real GIC is upper-bounded as follows: For $P < 23.3$

$$\Delta \leq \frac{1}{2} \log \frac{|g| P + |g|^{-1}(P + 1)}{1 + 2P} + \gamma(g)$$

(73)

where $\gamma(g)$ is given in [54]. Otherwise

$$\Delta \leq \max \left( \frac{1}{2} \log \frac{4}{|g| + |g|^{-1}} \cdot \frac{1}{2} \log \frac{g^{-2} + |g|^3 P}{1 + |g|^3 P} \right) + \gamma(g).$$

(74)

**Remark 5.** It is important to notice that $R_{HK}$ comes from $I(Y_1; U_i|W_1, W_2, Q) + I(Y_2; U_2|W_1, W_2, Q) + I(Y_1; W_1, W_2|Q)$ in [12, Eq. 26] where $U_i, W_i$ are the private and common messages of user $i = 1, 2$, respectively, with the specific setting of the time sharing parameter $Q$ in Table I in [12] while $Q = 1, 2$ are only active. The particular HK scheme that achieves $R_{HK}$ uses a single private message at either transmitter and two common messages with $|Q| = 2$. To be specific, with probability $1/2$ only transmitter $1$ transmits its own private message $U_1 \sim \mathcal{N}(0, |g|^3 P)$ and common messages $W_2 \sim \mathcal{N}(0, (1 - |g|^3)P)$ and $W_2 \sim \mathcal{N}(0, (1 - |g|^3)P)$ form multiple access channel (MAC) at receiver 1, while with the remaining probability only transmitter $2$ transmits the private message $U_2 \sim \mathcal{N}(0, |g|^3 P)$ and common messages $W_1 \sim \mathcal{N}(0, P)$ and $W_2 \sim \mathcal{N}(0, (1 - |g|^3)P)$ form MAC at receiver 1. We do not require the two common messages to form MAC at receiver 2. Each receiver simultaneously decodes the common messages first while treating the single private message as noise. Even if the simplified HK scheme in [14] without time sharing is at most 1 bit away from the sum capacity, as earlier mentioned in [12], the use of time sharing is very relevant in the high SNR and moderate interference regime to reduce the rate gap.

Let $C_{sym}(P, g)$ denote the sum capacity of the symmetric real GIC. The above result leads to the following important corollary.

**Corollary 2.** For $g^2 \in (\max(0.086, P^{-1/3}), 1]$, the capacity of the symmetric real GIC is characterized by

$$\left| C_{sym}(P, g) - R_{sym}^* \right| \leq \frac{1}{2} \log \frac{2}{\sqrt{3}} < 0.104.$$  

(75)

**Proof:** To see (75), it suffices to show $\overline{R} - R_{sym}^* \leq \frac{1}{2} \log \frac{2}{\sqrt{3}}$ and $\overline{R} - R_{sym}^* \geq -\frac{1}{2} \log \frac{2}{\sqrt{3}}$. Noticing that the two functions of $g$ in (64) are convex on their own intervals of $g$, we only need to calculate the values of $\overline{R}$ at $g^2 = \max(0.086, P^{-1/3}), 0.405, 1$. Then we can see $\overline{R} - R_{sym}^* \leq \frac{1}{2} \log \frac{2}{\sqrt{3}}$, where the equality holds when $g^2 = 1$, and $\overline{R} - R_{sym}^* \geq 0.1037 \cdots < 0.104$.

In order to lower-bound $\overline{R} - R_{sym}^*$, we first consider $R_{TDM}$ that becomes $\overline{R}$ for $P < 23.3$ as in (72). We can see that $R_{TDM} - R_{sym}^*$ has the largest value of 0.1023 $\cdots$ at $P = 23.3$. Then, it suffices to lower-bound $\overline{R}_{HK} - R_{sym}^*$. We notice that

$$\lim_{g^2 \to 1} \frac{\text{argmin}_{P^{-1/3} \leq g^2 \leq 1}}{R_{HK} - R_{sym}^*} = \text{argmin}_{P^{-1/3} \leq g^2 \leq 1} \frac{1}{4} \log \frac{1 + |g|^3 P}{g^{-2} + |g|^3 P} = P^{-1/3}$$

since the second term in $R_{HK}$ in (70) is monotonically increasing with $g$. Then the solution that minimizes the above problem is $g^2 = 0.25$. Thus $\overline{R}_{HK} - R_{sym}^* \geq -\frac{1}{2} \log \frac{2}{\sqrt{3}}$, where the equality holds when $P = g^{-6} = 64$.

As a matter of fact, we have restricted our attention to the condition $\max(0.086, P^{-1/3}) < g^2$ in the moderate interference regime to prevent $\overline{R}_{HK}$ (rather than $\overline{R}$) from being arbitrarily loose when interference is very weak and SNR is high (i.e., $P > 10^5$). We will see in Corollary 5 that $R_{SHK} > R_{HK}$ for $g^2 \leq 0.086$ at high SNR.

3By symmetry, we have the same mutual information by interchanging the user indices.
Fig. 3. Bounds on the sum capacity of the symmetric GIC at $P = 100$ (i.e., SNR = 20 dB). The new upper bound is calculated from the closed-form expression in (51). $R_{\text{sym}}$ is given by (1), the HK lower bound is given by (32) in [12], the simplified HK bound is given by (4) in [14], and $\max(TIN, TDM)$ is given by the maximum of the TIN and the TDM/FDM scheme.

**Corollary 3.** The simplified lower bound $R$ in (72) is optimal to within 0.125 bit in the moderate interference regime.

Proof: The proof immediately follows from Corollaries [1] and [2]. Namely, $R$ is at most 0.104 bit below from $R_{\text{sym}}^*$ and $R$ is at most $\gamma(g)$ bit above from $R_{\text{sym}}^*$. Since $\gamma(g) = 0.0204 \cdots$ when $g^2 = 0.405$ and $R_{\text{sym}}^* - R \to 0$ as $g^2 \to 1$, we get the desired result.

According to Corollary 3 the HK scheme with Gaussian signals and $|Q| = 2$ in Remark 5 is at most 0.125 bit away from the capacity for $P \geq 23.3$.

**Corollary 4.** The gap between the TDM lower bound $R_{\text{TDM}}$ and our upper bound $\overline{R}$ is at most 0.4727 bit in the moderate interference regime.

Proof: Similar to the proof of Corollary 2 it suffices to calculate the values of $\overline{R}$ at $g^2 = \max(0.086, P^{-1/3}), 0.405, 1$. Using (63) and (71), we can see $\overline{R} - R_{\text{TDM}} \leq 0.4727$, where the equality holds when $g^2 = P^{-1/3} = 0.1$ (i.e., $P = 1000$).

The above result implies that the simplest TDM scheme may be sufficient in the moderate interference regime, not requiring rate splitting and simultaneous non-unique decoding. In other words, the interference regime where rate splitting and time sharing become important turns out to be restricted to $g^2 \in (0, 0.1)$ and SNR > 30 dB except the noisy interference regime.

Fig. 3 shows several upper bounds and lower bounds for SNR = 20 dB. This figure reveals that the new upper bound in (51) is significantly tighter than the known upper bounds over a wide range of the weak interference regime and is lower-bounded by $R_{\text{sym}}^*$. Moreover, the rate difference of the simple TDM
Fig. 4. Bounds on the sum capacity of the symmetric GIC at $P = 1000$ (i.e., SNR = 30 dB). The red dotted curve indicates the smallest gap (in bits/channel use) between lower and upper bounds in the second y-axis on the right hand side. The remaining curves are calculated with the same methods as Fig. 3.

lower bound from the new upper bound becomes quite small compared to that from the existing upper bounds.

In Fig. 4 the same bounds in Fig. 3 are depicted for even higher SNR of 30 dB. We can see that $R_{\text{sym}}^*$ characterizes well the high-SNR capacity of the symmetric GIC in the moderate interference regime. The rate gap between the best lower and upper bound depicted by the red dotted curve is now rather negligible in the moderate interference regime at high SNR (i.e., $g^2 \in (0.086, 1)$ for $P = 1000$), which validates Corollary 3.

Fig. 5 shows the same bounds with the same settings of Fig. 4 in the $\alpha$ scale of the generalized degrees of freedom. We can see that the well-known “W” shape in [14, Fig. 11] is not translated into the behavior of sum-rate bounds in the moderate interference regime even at SNR = 30 dB. This is somehow counter-intuitive to the important insight provided by the generalized degrees of freedom implying that we could obtain a considerable potential gain over the TDM lower bound around $g^2 = P^{-1/3}$ (i.e., $\alpha = 2/3$) at high SNR, where the HK scheme was expected to exhibit its promising performance gain.

According to Figs. 3–5, one might think that there is little point in using a sophisticated interference management scheme in the moderate interference regime. As a consequence, this work points out that the well-known generalized degrees of freedom should be carefully interpreted with respect to a real performance gain in the moderate interference regime at practical values of SNR. On the other hand, the remaining regime in which the HK scheme still remains promising is outside the noisy and moderate interference regimes, i.e., the intersection of $|g|(1 + g^2P) > 0.5$ and $0 < g^2 < P^{-1/3}$. However, it should be noticed that the values of $g^2$ inside $0 < g^2 < P^{-1/3}$ (i.e., $0 < \alpha < 2/3$) collapse into an arbitrarily
small number as $P \to \infty$.

VI. HIGH-SNR CAPACITY CHARACTERIZATION

At this point, we are ready to conduct the high-SNR analysis of the capacity bounds that we have considered so far by following the affine approximation introduced by Shamai and Verdú [30]. This is because the generalized degrees of freedom is a first-order approximation of the sum capacity. The high-SNR capacity $\mathcal{C}(P)$ is well approximated by the zero-order term in the expansion of the capacity as an affine function of SNR ($P$)

$$\mathcal{C}(P) = S(\log P - \mathcal{L}) + o(1)$$

where $S = \lim_{P \to \infty} \frac{\mathcal{C}(P)}{\log P}$ is the DoF and $\mathcal{L} = \lim_{P \to \infty} \left( \log P - \frac{\mathcal{C}(P)}{S} \right)$ is the power offset in 3-dB units. In the two-user GIC, the DoF $S$ is one for most transmission strategies and upper-bounding techniques, whereas the power offset can effectively assess the difference among different lower and upper bounds.

The Kramer’s upper bound in [13, Thm. 2] can be rewritten as

$$R_{\text{Kra}} = R^{*}_{\text{sym}} + \frac{1}{2} \log \frac{g^2 - 1 + \sqrt{(1 + g^2)^2 + 4g^2(1 + g^2)P}}{|g|(1 - g^2 + \sqrt{(1 + g^2)^2 + 4g^2(1 + g^2)P})}.$$  \hspace{1cm} (76)

We denote the power offset of the upper bound $\min(\overline{R}, R_{\text{Kra}})$ by

$$\mathcal{L}_{\text{ub}} = \lim_{P \to \infty} \left( \log P - \min(\overline{R}, R_{\text{Kra}}) \right)$$
and the power offset of the lower bound $\max(R_{HK}, R_{SHK})$ by

$$\mathcal{L}_{lb} = \lim_{P \to \infty} \left( \log P - \max(R_{HK}, R_{SHK}) \right).$$

Then, we get the high-SNR rate gap (denoted by $\Delta_\infty$) directly from the difference between the upper and lower bounds on the power offset of $C_{sym}(P, g)$ such that $3(\mathcal{L}_{ub} - \mathcal{L}_{lb}) = \min(\mathcal{T}, R_{Kra}) - \max(R_{HK}, R_{SHK})$ (bps/Hz) $\Delta_\infty$, where $3 \approx 10 \log_{10} 2$ is due to the fact that the power offset $\mathcal{L}$ is in dB scale by definition (i.e., horizontal offset in capacity versus SNR curves). Using this high-SNR rate gap and Corollary 1, we have the following result.

**Corollary 5.** The high-SNR rate gap $\Delta_\infty$ between the lower and the upper bounds on the capacity of the symmetric real GIC is at most

$$\Delta_\infty = \begin{cases} 
\frac{1}{2} \log \frac{4g^2+1}{2g+1} & 0 < g^2 \leq 0.086 \\
\frac{1}{2} \log \frac{4g^2}{|g|} & 0.086 < g^2 \leq 0.405 \\
\frac{1}{2} \log \frac{2g^2}{4g^2-1} & 0.405 < g^2 \leq 0.835 \\
\frac{1}{2} \log |g|^{-1} & 0.835 < g^2 \leq 1.
\end{cases} \tag{77}$$

In particular, $\Delta_\infty$ vanishes at the values of $g^2 = 0.25, 0.5$, i.e., for which

$$C_{sym}(P, g) = R^*_{sym} + o(1). \tag{78}$$

**Proof:** It is straightforward to see from (76) and (70) that

$$R_{Kra} = R^*_{sym} + \frac{1}{2} \log |g|^{-1} + o(1)$$

$$R_{HK} = R^*_{sym} + o(1) \tag{79}$$

and that $\mathcal{T}$ and $R_{Kra}$ have a crossover point at $g^2 = 0.835 \ldots$ in the limit of high SNR. Then, (77) immediately follows from (64), (68), and (79). The moderate interference regime becomes $0 < g^2 < 1$ as $P^{-1/3} \to 0$. Moreover, noticing that $\frac{1}{2} \log \frac{4g^2+1}{2g+1} = 0$ for $g^2 = 0.25$ and $\frac{1}{2} \log \frac{2g^2}{4g^2-1} = 0$ for $g^2 = 0.5$, we have (78).

Finally, it would deserve to mention

$$\Delta_\infty = \begin{cases} 
0.098 & g^2 = 0.086 \\
0.021 & g^2 = 0.405 \\
0.063 & g^2 = 0.835
\end{cases}$$

and $\Delta_\infty$ has its largest value at $g^2 = 0.086$. Thus, the high-SNR rate gap is at most 0.098 ($\approx 0.1$) bit per channel use for $0 < g^2 < 1$.

It is well known that the generalized degrees of freedom is $1 - \frac{\alpha}{2}$ for $\frac{2}{3} \leq \alpha \leq 1$ [14]. Based on our results, we can identify that there are two subregimes in $\frac{2}{3} \leq \alpha \leq 1$ (i.e., $P^{-1/3} \leq g^2 \leq 1$) at high but finite SNR. Say, $H_0 = \{g^2 : P^{-1/3} \leq g^2 < 0.086\}$ and $H_1 = \{g^2 : 0.086 \leq g^2 \leq 1\}$. Let $R^\infty_{sym}$ denote a high-SNR characterization of the capacity of the symmetric real GIC, where the superscript $\infty$ does not necessarily imply $P \to \infty$ unlike the (generalized) degrees of freedom or $\Delta_\infty$. For the subregimes, we have the following result.

**Corollary 6.** For $P^{-1/3} < g^2 \leq 1$, the high-SNR capacity can be characterized by

$$R^\infty_{sym} = \begin{cases} 
R^*_{sym} + \frac{1}{2} \log(2|g| + |g|^{-1}) - 1 & g^2 \in H_0 \\
R^*_{sym} & g^2 \in H_1.
\end{cases} \tag{80}$$
In particular, the high-SNR ratio $r \triangleq \frac{R_\infty^{\text{sym}}}{\frac{3}{2} \log \text{SNR}}$ is given by

$$r \approx \begin{cases} 1 - \frac{\alpha}{2} & g^2 \in H_0 \\ \frac{3-\alpha}{4} & g^2 \in H_1. \end{cases}$$

(81)

Proof: It suffices to check $R_\infty^{\text{sym}}$ for $g^2 \in H_0$. Comparing $R$ in (64) and $R_{\text{SHK}}$ in (68), we can see that

$$\frac{1}{2} \log \frac{4g^2+1}{4|g|} \approx \frac{1}{2} \log \frac{2|g|+|g|^{-1}}{4} = \frac{1}{2} \log (2|g| + |g|^{-1}) - 1$$

at high SNR. The ratio $r$ immediately follows from substituting $|g| = P^{\alpha-1}$ into (80) by the definition of $\alpha$.

In fact, $R_\infty^{\text{sym}} = \max(R_{\text{SHK}}, \overline{R})$ at high SNR. The ratio $r$ can be used to predict the high-SNR performance gain of the HK scheme relative to the simple TDM scheme whose ratio is $\frac{R_{\text{TDM}}}{\frac{3}{2} \log \text{SNR}} \approx 1/2$. Notice that

$$\frac{1}{2} \log (2|g| + |g|^{-1}) = 1 \quad \text{at} \quad |g| = (1 - \sqrt{1/2})^2,$$

which is approximated by 0.086 in the moderate interference regime in Definition 1. This point is also where $R$ in (79) and $R_{\text{SHK}}$ coincide at high SNR. Moreover, it follows from Corollary 5 that the high-SNR capacity characterization $R_\infty^{\text{sym}}$ is at most 0.1 bit far from the capacity for $P^{-\frac{1}{4}} < g^2 \leq 1$. This holds true for the entire regime of interest as $P \to \infty$, i.e., $0 < g^2 \leq 1$.

Remark 6. It follows from Corollary 5 and a close look at (65) that the time-sharing operation on messages $U_i$ and $W_i$ yields $\frac{1}{2} \log |g|^{-1}$-bit gain at high SNR, compared to the simple TDM scheme. This time sharing together with rate splitting allows only a single virtual MAC at either of the receivers at a certain time. On the other hand, the time sharing on genie signals of the proposed upper bound in (20) realizes the same gain at least at $g^2 = 0.25, 0.5$ (refer to Step A3) in (55). Therefore, the time sharing gain seems at most $\frac{1}{2} \log |g|^{-1}$ bit at high SNR in the moderate interference regime ($g^2 \in H_1$). As for
of \( g^2 \in H_0 \), the simplified HK scheme benefits from creating two virtual MACs by rate splitting without time sharing. The resulting gain is at most \( \frac{1}{4} \log |g|^{-2} \) bit at high SNR.

Fig. 6 validates the two subregimes \( H_0 \) and \( H_1 \) with different ratios \( r \) in Corollary 6 at very high SNR of 60 dB. It also shows that the “missing” one bit per channel use is almost found in \( H_0 \), i.e., the proposed upper bound is at most 0.1 bit far from the HK bounds.

VII. NEW OUTER BOUNDS ON THE CAPACITY REGION

In Sec. IV, we have shown that the sum-rate upper bound can be significantly tightened by jointly utilizing the change-of-interference approach in conjunction with the Etkin-type approach. In this section, we use the same technique to improve outer bounds on the capacity region of the two-user GIC. As before, we restrict our attention only to the following combinations:

\[
n(2R_1 + R_2 - 3\epsilon_n) \leq I(X_1^n; Y_1^n|X_2^n) + I(X_1^n; Y_1^n) + I(X_2^n; Y_2^n|U_2^n) + I(X_2^n; Y_2^n) \tag{82}
\]

\[
n(R_1 + 2R_2 - 3\epsilon_n) \leq I(X_1^n; Y_1^n|U_1^n) + I(X_2^n; Y_2^n|X_1^n) + I(X_2^n; Y_2^n) \tag{83}
\]

\[
n(R_1 + 2R_2 - 2\epsilon_n) \leq I(X_1^n; Y_1^n, S_1^n) + I(X_2^n; Y_2^n|U_2^n) + I(X_2^n; Y_2^n) \tag{84}
\]

\[
n(2R_1 + R_2 - 2\epsilon_n) \leq I(X_1^n; Y_1^n|U_1^n) + I(X_1^n; Y_1^n) + I(X_2^n; Y_2^n, S_1^n). \tag{85}
\]

Using a known bounding technique by Kramer [13, Thm. 2], we can obtain upper bounds for both \( R_1 + 2R_2 \) in (82) and \( 2R_1 + R_2 \) in (83) as follows.

**Theorem 8.** The capacity region of the two-user GIC in the weak interference regime is contained in the following region:

\[
R_1 \leq h(U_{1G}) - h(h_{12}Y_{2G} + \tilde{V}_{W_1}|U_{2G}) + h(Y_{1G}|U_{1G}) - h(W_1 - Z_1) - h(h_{21}Y_{1G} + \tilde{V}_{W_2}|U_{1G}) + h(Y_{2G}|U_{2G}) - h(W_2 - Z_2)
\]

\[
+ \frac{1}{2} \log\left(2\pi e((P_2 + |h_{21}|^2P_1 + 1)2^{-2R_2} - 1 + \sigma_{W_2}^2)\right) - R_2 \tag{86}
\]

for all \((W_1, W_2)\) satisfying (26), (27), and \( \sigma_{W_2}^2 \leq 1 \), where \( \tilde{V}_{W_1} \) is defined in (28).

\[
R_2 \leq h(U_{2G}) - h(h_{12}Y_{1G} + \tilde{V}_{W_1}|U_{1G}) + h(Y_{2G}|U_{2G}) - h(W_2 - Z_2)
\]

\[
- h(h_{21}Y_{2G} + \tilde{V}_{W_2}|U_{2G}) + h(Y_{1G}|U_{1G}) - h(W_1 - Z_1)
\]

\[
+ \frac{1}{2} \log\left(2\pi e((P_1 + |h_{12}|^2P_2 + 1)2^{-2R_1} - 1 + \sigma_{W_1}^2)\right) - R_1 \tag{87}
\]

for all \((W_1, W_2)\) satisfying (26), (27), and \( \sigma_{W_1}^2 \leq 1 \), where \( \tilde{V}_{W_2} \) is defined in (29). Interchanging the user indices, we can have another bound for \( 2R_1 + R_2 \).

**Proof:** Similar to the proof of Theorem 8, using Lemma 2, we can first bound \( R_1 + R_2 \) as

\[
R_1 + R_2 \leq h(U_{1G}) - h(h_{12}Y_{2G} + \tilde{V}_{W_1}|U_{2G}) + h(Y_{1G}|U_{1G})
\]

\[
- h(W_1 - Z_1) + \frac{1}{n} h(U_2^n) - h(h_{21}Y_{1G} + \tilde{V}_{W_2}|U_{1G})
\]

\[
+ h(Y_{2G}|U_{2G}) - h(W_2 - Z_2). \tag{88}
\]
Following the EPI bounding technique in [16, Lem. 11] (see also [13, Thm. 2]) based on the known outer bound results for the degraded GIC [6] and the one-sided GIC [7], we have

\[
    h(U^n_2) = h(h_2^n X^n_1 + W^n_2) \\
    \geq \frac{n}{2} \log \left( 2\pi e \left( \frac{2^n h_2^n X^n_1 + Z^n_2}{1 - \sigma^2_{W_2}} \right) \right) \\
    \geq \frac{n}{2} \log \left( 2\pi e \left( \frac{\|P_2 + |h_2| P_1 + 1\|2^{2R_2} - 1 + \sigma^2_{W_2}}{1 - \sigma^2_{W_2}} \right) \right) \tag{89}
\]

where (a) follows from EPI and (b) follows from (31). Substituting (89) into (88) gives the upper bound (86) on \(R_1 + 2R_2\). Interchanging the user indices, we have (87) for \(2R_1 + R_2\).

Using (84) and (85), we derive the following result to upper-bound \(R_1 + 2R_2\) and \(2R_1 + R_2\).

**Theorem 9.** For all parameters in (35) such that

\[
    \kappa \in \{ \kappa : \sigma^2_{V_{W_2}} \geq \min(\sigma^2_{V_1}, \sigma^2_{W_2}), \sigma^2_{V_{N_1}} \geq |h_1|^2 \sigma^2_{Z_2-W_2} \} \tag{90}
\]

the capacity region of the two-user GIC in the weak interference regime is contained in the following region:

\[
    R_1 + 2R_2 \leq h(S_{1G}) - h(h_2 X_{1G} + V_{W_2}) + h(Y_{2G}|U_{2G}) - h(h_1 Y_{2G} + V'_N|U_{2G}) \\
    + h(Y_{1G}|S_{1G}) - h(N_1) + h(U_{2G}) - h(Z_2 - W_2). \tag{91}
\]

Interchanging the user indices, we can have another bound for \(2R_1 + R_2\).

**Proof:** Using (16), (31), and (36), we can bound \(R_1 + 2R_2\) as follows.

\[
    n(R_1 + 2R_2 - 2\epsilon_n) \leq h(S^n_{1G}) - nh(N_1) + h(Y^n_{1G}|S^n_{1G}) - h(h_2^n X^n_2 + V^n_{N_1}) \\
    + h(Y^n_{2G}|U^n_2) - h(h_2^n X^n_1 + V^n_{W_2}) + h(U^n_2) - nh(Z_2 - W_2) \\
    + nh(Y_{2G}) - h(Y^n_{2G}|X^n_2) \\
    = h(S^n_{1G}) - h(h_2^n X^n_1 + V^n_{W_2}) + h(U^n_2) - h(Y^n_{2G}|X^n_2) \tag{92}
\]

\[
    + h(Y^n_{2G}|U^n_2) - h(h_2 X^n_2 + V^n_{N_1}) \\
    + h(Y^n_{1G}|S^n_{1G}) - nh(N_1) + nh(Y_{2G}) - nh(Z_2 - W_2). \tag{93}
\]

The upper bound of (92) is given in (44). Also if (90) holds, (93) can be bounded by Lemma 2 as

\[
    h(Y^n_{2G}|U^n_2) - h(h_2 X^n_2 + V^n_{N_1}) \leq nh(Y_{2G}|U_{2G}) - nh(h_2 Y_{2G} + V'_N|U_{2G}). \tag{95}
\]

Finally applying the argument that Gaussian maximizes entropy to (94) and using (44) and (95), we obtain (91).

As before, we can rewrite (91) as

\[
    R_1 + 2R_2 \leq \log \left( \frac{|h_2|^2 P_1 + \sigma^2_{N_1}}{|h_2|^2 P_1 + \sigma^2_{W_2}} \right) + \log \left( \frac{|h_2|^2 P_1 + \sigma^2_{W_2}}{|h_2|^2 P_1 + 1} \right) \\
    + \log \left( \frac{P_2 + |h_2|^2 P_1 + 1 - \frac{(|h_2|^2 P_1 + \rho_{W_2} \sigma_{W_2})^2}{|h_2|^2 P_1 + \sigma_{W_2}^2}}{|h_2|^2 P_2 + \sigma_{V_{N_1}}^2 - \frac{(h_2 \rho_{W_2} \sigma_{W_2} - h_2 \sigma_{W_2}^2)^2}{|h_2|^2 P_1 + \sigma_{W_2}^2}} \right) \\
    + \log \left( \frac{P_1 + |h_2|^2 P_2 + 1 - \frac{(h_2 \rho_{N_1} \sigma_{N_1})^2}{|h_2|^2 P_2 + \sigma_{S_{N_1}}^2}}{|h_2|^2 P_1 + \sigma_{S_{N_1}}^2} \right) + \log \left( \frac{P_2 + |h_2|^2 P_1 + 1}{1 + \sigma_{W_2}^2 - 2\rho_{W_2} \sigma_{W_2}} \right). \tag{96}
\]
Fig. 7. Bounds on the capacity region of two-user symmetric Gaussian interference channel: \( P = 7 \) and \( g^2 = 0.2 \). The HK inner bound is given by [12, Eq. (18)].

Fig. 7 depicts the new outer bounds on the capacity region of the two-user symmetric GIC for \( P = 7 \) and \( g^2 = 0.2 \), where the best ETW outer bound is given by the intersection of [11], [16] and [17]. While outer bound 1 is the intersection of Theorems 3 and 8, outer bound 2 is taken from the intersection of Theorems 5 and 9. We also plot the time division inner bound. Notice that we can obtain a more sophisticated inner bound by using a simplified case of the HK inner bound that does not consider time sharing and is limited to only Gaussian distributions for the private and common messages. Our capacity outer bounds are shown to be tighter than the best genie-aided bound for a certain region of the rate pair \((R_1, R_2)\).

Fig. 8 illustrates the capacity outer bounds for \( P = 100 \) and \( g^2 = 0.3 \). The new outer bound indicates outer bound 2, whereas outer bound 1 is relatively quite loose and hence omitted here. In this case, the new outer bound is not outperformed by the best genie-aided bound. The enhanced Kramer outer bound is shown to be only tightest around the corner points. Although the bound settles the “missing corner point” conjecture, the corresponding outer-bound enhancement seems limited.

VIII. CONCLUSION

In this paper, we have developed a new genie-aided approach referred to as change-of-interference that makes the outer-bounding problem for the two-user GIC mathematically tractable by changing arbitrarily
distributed interference into a Gaussian random sequence. In order to upper-bound the resulting differential entropy terms, the conditional worst additive noise lemma was introduced. We have also identified some useful combinations of the change-of-interference approach with the genie-aided approach to get tighter outer bounds in the weak interference regime. A main result is that we have characterized the sum capacity to within at most 0.104 bit gap in the moderate interference regime and showed the high-SNR capacity at certain points of channel coefficients. Hence, the proposed genie-aided approach proved itself useful to better understand the two-user GIC. Another implication is that any sophisticated interference management scheme cannot achieve a significant performance gain over the simple time division scheme in the moderate interference regime for the symmetric real GIC. Namely, the simplest TDM scheme may be sufficient in the moderate interference regime. Therefore, this work points out that the well-known generalized degrees of freedom result should be carefully interpreted into a real performance gain in the moderate interference regime at practical values of SNR.

The known capacity upper bounds without time sharing are far from the HK lower bound as large as 1 bit per channel use. We have proposed the upper-bounding strategy that exploits time sharing on side information (instead of channel inputs or messages). Namely, only with probability $1/2$ a genie provides either of the receivers with its noisy input signal and the other receiver with its noisy interference. We have shown that the HK achievable scheme approaches the proposed upper bound with at most 0.1 bit gap at high SNR. Therefore, it is argued that the notion of time sharing is not just essential in the HK scheme but also fundamental in characterizing the sum capacity (or finding the “missing” one bit) at high
SNR.

We conclude this paper by pointing out some possible extensions of the ideas presented in this work for future work. First, there may be other useful combinations or more general change-of-interference signals in Appendix A that lend themselves to tighter outer bounds than the proposed bounds in this work. Second, the new bounding techniques can be used for the more than two users GIC, for instance, which can be found in our companion work [26], and even for a variety of wireless networks with mutually interfering links. Lastly, it is of interest if we can extend our capacity characterization for the real GIC to the case of the complex GIC.

APPENDIX A

GENERAL FORM OF CHANGE-OF-INTERFERENCE APPROACH

We begin with introducing additional random sequences $T^n_i$ that are independent of $U_i$ for $i = 1, 2$.

\[ n(R_1 - \epsilon_n) \leq I(X^n_1; Y^n_1) \]
\[ = h(Y^n_1) - h(Y^n_1 | X^n_1) \]
\[ = I(U^n_1; Y^n_1) + h(Y^n_1 | U^n_1) - h(Y^n_1 | X^n_1) \]
\[ \leq I(U^n_1; Y^n_1 | T^n_1) + h(Y^n_1 | U^n_1) - h(Y^n_1 | X^n_1) \]
\[ = h(U^n_1) - h(U^n_1 | Y^n_1, T^n_1) + h(Y^n_1 | U^n_1) - h(Y^n_1 | X^n_1) \]

(97)

where (a) follows from the independence assumption between $U^n_1$ and $T^n_1$ and from (15). Letting

\[ T_1 = X_1 \text{ and } T_2 = X_2 \]

(99)

(97) reduces to the special case, $I(X^n_1; Y^n_1 | U^n_1)$ in (12). We can define a more general $T^n_1$ such that

\[ T_1 = X_1 + W'_1 \]
\[ T_2 = X_2 + W'_2 \]

(100)

where $W'_i \sim \mathcal{CN}(0, \sigma^2_{W'_i})$ is possibly correlated to $Z_i$ for $i = 1, 2$, but independent of everything else. Then, the second term in (93) can be lower-bounded as

\[ h(U^n_1 | Y^n_1, T^n_1) = h(h_{12}X_2^n + W_1^n | X^n_1 + h_{12}X_2^n + Z_1^n, X_1^n + W'_1^n) \]
\[ \geq h(h_{12}X_2^n + W_1^n | X_1^n + h_{12}X_2^n + Z_1^n, X_1^n + W'_1^n, X_1^n) \]
\[ \overset{(a)}{=} h(h_{12}X_2^n + W_1^n | h_{12}X_2^n + Z_1^n) \]
\[ = h(U^n_1 | Y^n_1, X_1^n) \]

(101)

where (a) follows from the fact that $Y^n_1 \rightarrow X_1^n \rightarrow X_2^n + W'_1^n$ forms a Markov chain by the assumption on $W'_1^n$. This shows that $I(U^n_1; Y^n_1 | T^n_1) \leq I(U^n_1; Y^n_1 | X^n_1)$. Therefore, the choice of (100) may further improve the upper bound in (14).

APPENDIX B

PROOF OF LEMMA 1 AND COROLLARY 7

Without loss of generality, we assume that $\frac{1}{n} \sum_{j=1}^{n} \text{Cov}(Z_j, X_j + Z_j, U_j) = K$. Following the proof in [16] Lem. 4], we have

\[ h(X^n | U^n) - h(X^n + Z^n | U^n) \]
\[ = -I(Z^n; X^n + Z^n | U^n) \]
\[ = -h(Z^n | U^n) + h(Z^n | X^n + Z^n, U^n) \]
\[ \overset{(a)}{\leq} -nh(Z | U_g) + nh(Z | X_g + Z, U_g) \]
\[ = nh(X_g | U_g) - nh(X_g + Z | U_g) \]

(102)
where (a) follows from the facts that $Z^n$ is independent of $U^n$ and that Gaussian maximizes entropy.

The following is a somewhat straightforward generalization of the worst additive noise lemma in [25] to be used in this work.

**Corollary 7.** Let $X^n$ denote a random sequence with an average power constraint, $W^n$ and $Z^n$ be i.i.d. $\mathcal{N}(0, \sigma_{W}^2)$ and $\mathcal{N}(0, \sigma_{Z}^2)$, respectively, correlated with each other but independent of $X^n$. If $\sigma_Z^2 - \sigma_W^2 \geq 0$, then

\[
h(X^n + W^n) - h(X^n + Z^n) \leq nh(X_g + W) - nh(X_g + Z)
\]

(103)

where the equality holds if $X^n = X^n_g$.

**Proof:** We only present a sketch of the proof. Let $V^n$ be i.i.d. $\mathcal{N}(0, \sigma_{Z}^2 - \sigma_W^2)$ independent of all other random sequences since $\sigma_Z^2 - \sigma_W^2 \geq 0$, then (103) immediately follows from the proof of [16, Lem. 4]. \qed

**APPENDIX C**

**PROOF OF LEMMA 2**

We can rewrite the left-hand side of (19) as

\[
h(X^n + Y^n + Z^n | Y^n + W^n) - h(X^n + V^n)
\]

\[
= h(X^n + Z^n - W^n | Y^n + W^n) - h(X^n + V^n)
\]

(a) $\leq h(X^n + Z^n - W^n | Y^n + W^n) - h(X^n + Z^n - W^n + \sqrt{1 - \sigma_V^2 \sigma_Z^2} \cdot V^n)$

(b) $\leq h(X^n + Z^n - W^n | Y^n + W^n) - h(X^n + Z^n - W^n + \tilde{V}^n | Y^n + W^n)$

(c) $\leq nh(X_g + Y_g + Z | Y_g + W) - nh(X_g + Y_g + Z + \tilde{V} | Y_g + W)$

\[
= nh(X_g + Y_g + Z | Y_g + W) - nh(X_g + Y_g + Z + \tilde{V} | Y_g + W)
\]

where (a) follows from the facts that the i.i.d. Gaussian random sequences $V^n$ and $Z^n - W^n + \tilde{V}^n$ are statistically equivalent and that the condition in (18) satisfies $\sigma_V^2 = \sigma_Z^2 - \sigma_W^2 \geq 0$, (b) follows from the fact that conditioning reduces entropy, and (c) follows by using the fact that $\tilde{V}^n$ is independent of $W^n$ and by applying Lemma [1] for an average covariance constraint on the random vector sequence $(\tilde{V}, X + Y + Z + \tilde{V}, Y + W)^n$.
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