Performance Evaluation of EEG Based Mental Stress Assessment Approaches for Wearable Devices
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Mental stress has been identified as the root cause of various physical and psychological disorders. Therefore, it is crucial to conduct timely diagnosis and assessment considering the severe effects of mental stress. In contrast to other health-related wearable devices, wearable or portable devices for stress assessment have not been developed yet. A major requirement for the development of such a device is a time-efficient algorithm. This study investigates the performance of computer-aided approaches for mental stress assessment. Machine learning (ML) approaches are compared in terms of the time required for feature extraction and classification. After conducting tests on data for real-time experiments, it was observed that conventional ML approaches are time-consuming due to the computations required for feature extraction, whereas a deep learning (DL) approach results in a time-efficient classification due to automated unsupervised feature extraction. This study emphasizes that DL approaches can be used in wearable devices for real-time mental stress assessment.
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1. INTRODUCTION

Mental stress is the most common cause of psychological and physiological disorders in the human body. Stress is the response of a body when the brain experiences external burden. The human body functions abnormally under stress because it perceives that its resources have been compromised due to alien conditions. This initiates a chain reaction that might affect the normal functioning of essential organs (Rozanski et al., 1999). Mental stress can arise due to various situations or conditions. The factors that might induce stress vary for different people. School, workplace, social meeting, and presentation are common places or situations in which people tend to get easily stressed. Hence, stressful conditions are independent of gender, age, or occupation (McEwen, 2007). Apart from deteriorating cognition, stress might lead to chronic and irreversible brain damage. Immunological disorders are often linked to mental stress when a person is unable to handle it (Yaribeygi et al., 2017).

Therefore, early detection of mental stress is crucial to avoid the detrimental effects of progression. Detection of mental stress involves different levels of challenges. The conventional face-to-face session-based method requires an expert to evaluate the level of stress based on a
set of questionnaires (Dise-Lewis, 1988; Koh et al., 2001; Gomathi et al., 2014). However, such an assessment is possible only when someone acknowledges the consequences of mental stress and consults an expert for its treatment (Yorozu et al., 1987; Gomathi et al., 2014). Additionally, the social stigma associated with visiting a psychiatrist for mental evaluation induces situations such as dodging questions or providing dishonest answers, resulting in inaccurate assessment and inappropriate treatment. Therefore, the prolonged inability to handle stress leads to severe physical or physiological disorders.

To resolve the issue of misdiagnosis due to erroneous answers and to address the social stigma associated with visiting a psychiatrist, an intelligent mental assessment method should be developed to assist the practitioners and provide a self-assessment tool. The method should be accurate and reliable, and it should have practical applications (Naqvi et al., 2020). Multiple studies have attempted to overcome the challenges of the conventional face-to-face stress assessment method using various modalities to detect intrinsic changes in a body during a stressful session (Naqvi et al., 2020) use a deep learning (DL) approach to identify mental stress. Sharma et al. (2018) applied machine learning (ML) approaches to distinguish between stress and non-stressful electroencephalography (EEG) patterns, the study uses a support vector machine (SVM) with the highest accuracy. Subhani et al. (2016) also use statistical analysis to highlight the various locations that are affected during the mental stress period. Xia et al. (2018) classify the mental stress patterns into different levels. Al-shargie et al. (2015) also employ a ML approach to identify mental stress between four levels. Hu et al. (2015) and Al-Shargie et al. (2017) use different sensors to identify physiological changes and assessment of mental stress through which the patterns are classified. Arrighi et al. (2000) and Zhang et al. (2019). In these studies, mental stress assessment is performed through the analysis of blood flow and using fMRI. However, these methods are unviable because they are invasive or costly. These methods include, EEG (Saidatul et al., 2011; Al-shargie et al., 2015; Hu et al., 2015), functional near-infrared spectroscopy (fNIRS) combined with EEG (Al-Shargie et al., 2017), functional MRI (fMRI) (Zhang et al., 2019), and positron emission tomography (PET) (Arrighi et al., 2000). The most appropriate modality to fulfill the parameters of a wearable real-time device is EEG. It provides high-temporal information, which is essential to assess mental stress and further spatial information can be easily extracted using electrodes attached to the head. Additionally, the cost of an EEG-based system is comparatively low and it is easy to implement. Therefore, it is suitable for wearable devices. There are two types of ML techniques used for EEG-based mental stress assessment. The first type employs manual feature extraction and classification using conventional ML techniques such as SVM (Al-shargie et al., 2015), decision tree (DT) (Naqvi et al., 2020), and logistical regression (LR), the methods that use ML approaches usually lacks the ability to perform in real-time and due to the manual feature identification and extraction, the learning capability of the model suffers hence performing with low accuracy. The second type employs automatic feature extraction and classification through DL techniques such as convolutional neural network (CNN). It is crucial to perform an analysis of the computation time required for stress assessment to select an appropriate method for a wearable device for real-time assessment. However, a study that analyzes the computation time of various EEG-based assessment methods for real-time implementation has not been conducted. Therefore, in this study, the time consumption of different EEG-based mental assessment methods are compared for real-time implementation scenarios.

2. METHODOLOGY

The accuracy and the time required for assessment are essential parameters that are used to evaluate the performance of a method for its compatibility with real-time systems. To select suitable algorithms for a wearable mental stress assessment device, several ML and DL techniques were compared in terms of accuracy and computation time. ML approaches, such as SVM, DT, and LR, were considered and compared with that of CNN as a DL technique. These techniques have demonstrated high accuracy of stress assessment in previous studies.

ML and DL are slightly different in terms of process flow. However, they operate on the principle of feature extraction and then the classification of these features.

2.1. Process for ML and DL

In this research, the time required for stress assessment is a crucial factor. Therefore, the processes of manual signal cleaning are avoided because such processes do not allow the operation of a system in real-time. Raw data is passed through a signal filtration process which extracts a band and filters other irrelevant bands and noises. After the process of filtration, significant features are extracted that are used for the training and classification of stress patterns. The hardware used to compute and compare the response times for all the techniques applied, DELL-OPTIPLEX 990 with hardware configuration of 24 GB RAM and Intel i7 3.4 GHz 2nd Gen. CPU was used throughout this study.

Figure 1 demonstrates the conventional process flow that was followed in this research.

2.1.1. Signal Filtration

Manual pre-processing is not possible for a system that operates in real-time. Therefore, cleaning of signals has to be automated and signal filtration can be used for this purpose. In the case of ML, different frequency bands are extracted i.e., delta(0.5–4), theta(4–8), alpha(8–14), beta(14–30), and gamma(>30). In contrast, in the case of DL approaches, filtration can be reduced to a single collection of bands from which features can be extracted. A Butterworth filter was used in this research which extracts the frequency bands that include theta, alpha, and beta, mainly (4–30 Hz).

2.1.2. Feature Extraction for ML

The most important parameter in ML is the process of feature extraction. The quality of feature extraction affects the performance of the final trained model. Identification of significant features is a crucial and tedious task that is performed by experts. If the features do not contain discriminating
properties, then it becomes difficult to perform classification among the features. Absolute power from each location with respect to five frequency bands was used in this study. There are 783 features that include power, relative power, relative power ratio, coherence, and asymmetry with 95, 95, 114, 224, and 255 features, respectively. A few additional features derived from these absolute powers are described as follows:

- **Coherence:**
  Coherence is similar to Pearson correlation coefficient, it is calculated among all the electrodes between intrahemisphere locations and also at homologous positions. Furthermore, it is calculated over all the frequency bands that are extracted, defined in 2.1.1. It represents the connectivity or the association between any two locations of the brain. Coherence is defined as the ratio between the cross-spectra $|H_{uv}|^2$ and the product of the auto-spectra of the two signals $(|H_u||H_v|)$. Mathematically, it is represented as shown in Equation (1):

$$
Coherence = \frac{|H_{uv}|^2}{|H_u||H_v|} \quad (1)
$$

- **Amplitude asymmetry:**
  It is computed as a ratio between the difference of amplitude with the normalized sum of their amplitudes. The mathematical expression for amplitude asymmetry is demonstrated as below in Equation (2):

$$
Asymmetry = \frac{M - N}{M + N} \quad (2)
$$

- **Relative power ratio:**

In order to analyze the significant and dominant frequency over one another. Different relative power ratios are computed for every electrode that includes delta/theta, delta/alpha, delta/beta, theta/alpha, theta/beta, and alpha/beta are computed. In this manner, 114 ratios for every subject is computed. Expression is demonstrated in Equation (3)

$$
Relative \ Power \ Ratio = \frac{Power \ in \ Band}{Total \ Power} \times 100 \quad (3)
$$

- **CNN features:** The features that are obtained in CNN are derived from the input from the proceeding layer and largely depend on the weights associated with the current layer. The features are extracted during the phase of training and such process is entirely automatic and no human intervention is required to govern it. The nature of the features changes with the change in hyperparameter that involve various factors. These factors are tested on different conditions in order to obtain the most efficient feature set for classification.

### 2.2. Benchmarking

In order to compare different models with each other based on their processing-time DT, SVM and LR are used in this study that uses hand-engineered features, whereas CNN is used as one of the DL technique. Fine trees are used as a variant of DTs whereas Gaussian kernel is used for SVM. The critical comparison is between the concept of using hand-engineered features and the process of the automatic feature extraction that is an essential and pivotal concept of DL.
3. DESCRIPTION OF DATASET

The dataset used in this research was collected and published by Xia et al. (2018), Subhani et al. (2016), in order to classify stress levels. The setup consist of Net Amp 300 amplifier that use 128 electrodes having Cz as reference. The recording was performed over 500 samples per second with a notch filter to avoid the line noise. The stress was induced using computer-based mental arithmetic tasks, following the Montreal imaging stress task (MIST) (Dedovic et al., 2005). The protocol contains 3 sessions: relaxation, four level of stress, and control. In this research, 19 electrodes were used after selection based on 10–20 montage with an average mastoid reference (labeled as Fp1, Fp2, F3, F4, F7, F8, C3, C4, T3, T4, T5, T6, P3,P4, O1, O2, Fz, Cz, and Pz). 

Figure 2 shows the different locations of the electrodes. The details of data set are presented in Subhani et al. (2016) and Xia et al. (2018).

The training algorithms for the conventional ML approaches are presented in SVM (Al-shargie et al., 2015), DT (Naqvi et al., 2020), and LR. The CNN is trained using Adam optimization over 50 epochs while a batch-size of 2,000 was set for maximum effectiveness with validation data. The validation of the model was performed after every 50 iterations to identify the stopping criteria and avoid the overfitting of the model. After each epoch training, the training data is specified to shuffle hence adding an extra caution regarding the overfitting. The CNN model consisted of two convolutional layers for feature extraction, pooling for extracting signification features, and leaky-relu to avoid anomaly data points or for feature cleaning. The details for training, validation, and testing are presented in Naqvi et al. (2020).

4. RESULTS AND DISCUSSION

This study experimentally investigates the appropriate approach for mental stress assessment in real-time. A comparative analysis is presented between ML and DL approaches, to highlight their applicability over the objectives of this study. Different mental stress assessment pipelines are designed based on various factors to ensure high-accuracy results within the least duration of classification time.

The methodology included signal filtration, feature extraction in case of ML, and classification model. The process of signal filtration was the most expensive during the experimentation and analysis. The conventional ML approaches that were used for benchmarking required various filters to extract specific bands for the consideration shown in Figure 1. It is important to identify the major factors that can influence the mental stress assessment for better accuracy and timing. As discussed in Section 2, the mental stress assessment was affected by smaller windows and alpha asymmetry (AAS) labels. The accuracy of the trained models was also improved by the utilization of the sliding window approach. The sliding window approach enabled the investigation of mental stress signatures within EEG signals. SVM, LR and DT were used as ML models with batch-wise EEG signals and smaller windows. ML models performed well with smaller windows that have been labeled with the help of AAS during training. The models achieved an accuracy of 84% each which is demonstrated in Table 1. CNN was also used in comparison with ML techniques with smaller windows and AAS being a label. The combination provided optimal outcomes from CNN and it achieved an accuracy higher than the three ML techniques as shown in the Table 1.

The accuracy is the first milestone that is achieved by using smaller windows with AAS labels. The second objective of the study is to analyze the time duration for each intelligent model for providing the results or classification time. The classification time will justify the use of a particular model for mental stress assessment for real-time. Time was computed for each process present in the assessment pipeline to highlight the contribution for every process for classification. The assessment pipelines include three major processes namely, signal filtration, feature extraction, and finally the process of classification, which is briefly demonstrated in Figure 3. Time consumption based on different features is also computed and visualized in Figure 4, so that the effect of every feature being computed can also be highlighted and its possible effect over the classification by the model.

The quality or the characteristics of the features greatly influence the processing of the model. Different features

| TABLE 1 | Performance comparison for real-time stress assessment. |
|-----------------|--------------|-----------|---|---|
| Performance/Techniques | CNN | DT | LR | SVM |
| Accuracy | 96% | 84% | 84% | 84% |
| Sensitivity | 95% | 91% | 78% | 78% |
| Specificity | 97% | 71% | 90% | 90% |

FIGURE 2 | Electroencephalography (EEG) data from 19 Electrode locations according to 10–20 system international (Naqvi et al., 2020).
FIGURE 3 | Performance comparison of techniques in terms of assessment time for real-time applications.

are extracted as discussed in Section 2.1.2, from these features, various interpretation has been made that could justify the time consumption during classification. The models were trained over various settings and fine-tuned for better classification. In real-time, less time consumption processes are needed and classifiers were also compared over their consumption time. CNN performed the whole process in 0.32 s, that was less than any other technique used as shown in Figure 3. CNN was not only able to process the data much faster but also with the highest accuracy and produced results with 96% accuracy with respect to other techniques used.

Additionally, it was hypothesized that the high variation in SD and variance will affect the time consumption of the classifier. In Figure 3, it is shown that different processes consume different amounts of time. The most time-consuming process is the signal filtration that was reduced with the CNN-based method. In order to find the justification of time consumption for ML techniques, different quantities of features are tested. In Figure 4, the effect of the number of features over the model classification is visualized, which proves that the time consumption of ML techniques is greatly influenced by the number of feature. It is observed that with an increase in feature set, the properties and characteristics of the data are also affected and by this, the features can become more non-linear. Therefore, in order to resolve the non-linearity of the data, high order kernels are needed specifically for SVMs. The order of the kernels becomes a serious issue during working with ML techniques. Low order models are not able to perform well but higher order kernel models produce classification with high accuracy but will consume an enormous amount of time as compared to CNN.

In order to verify the performance benchmarking and validate the assessment accuracy vs. time consumption using CNN, a comparison is also performed using the features extracted during the training phase of CNN. The ML algorithms are trained using the CNN extracted features and tested for assessment accuracy. The performance accuracy, sensitivity, and specificity are shown in Figure 5. It was observed that the overall performance of ML algorithms improved using the CNN extracted features. However, since there were more than 3,000 features, it was also observed that the ML algorithms required more time compared to CNN as shown in Figure 5. In particular, the complexity and number of features made the SVM consume the highest time among all the algorithms. Figure 6 provides a consolidated insight with accuracy and time consumption of the models for classification of mental stress through EEG signals. CNN based assessment pipeline is found to be the most suitable technique to be used for real-time stress assessment because it provides the highest accuracy with least time consumption. Whereas, other approaches lack in providing accurate results or consume more time for assessment.

5. CONCLUSION

In this study, the behavior of ML techniques is analyzed in order to evaluate the suitability of the mental stress assessment algorithm for wearable devices. The evaluation is performed based on the computation time of the algorithm for real-time
stress assessment using EEG. The assessment using conventional ML algorithms were based on pre-processing of EEG signals, band extraction, feature extraction, and classification, while the CNN based approach was applied on raw EEG signal with automatic feature extraction and assessment. It was observed the CNN, along with resulting in higher accuracy, was the
most time efficient approach as compared to a decision tree, logistic regression, and support vector machines. This was due to the fact that CNN does not require a separate feature calculation step in addition to having the ability to have stress assessment on raw EEG data. The automatic features extracted during the CNN training phase were verified using the ML approaches that resulted in higher accuracy as compared to previously calculated features. This work shows that CNN is suitable for the implementation of mental stress assessment in wearable devices as it can process raw EEG data and perform stress assessment in real-time with high accuracy.
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