Abstract

Point cloud analysis is challenging due to the irregularity of the point cloud data structure. Existing works typically employ the ad-hoc sampling-grouping operation of PointNet++, followed by sophisticated local and/or global feature extractors for leveraging the 3D geometry of the point cloud. Unfortunately, those intricate hand-crafted model designs have led to poor inference latency and performance saturation in the last few years. In this paper, we point out that the classical sampling-grouping operations on the irregular point cloud cause learning difficulty for the subsequent MLP layers. To reduce the irregularity of the point cloud, we introduce a DualNorm module after the sampling-grouping operation. The DualNorm module consists of Point Normalization, which normalizes the grouped points to the sampled points, and Reverse Point Normalization, which normalizes the sampled points to the grouped points. The proposed PointNorm utilizes local mean and global standard deviation to benefit from both local and global features while maintaining a faithful inference speed. Experiments on point cloud classification show that we achieved state-of-the-art accuracy on ModelNet40 and ScanObjectNN datasets. We also generalize our model to point cloud part segmentation and demonstrate competitive performance on the ShapeNetPart dataset. Code is available at https://github.com/ShenZheng2000/PointNorm-for-Point-Cloud-Analysis.

1. Introduction

A point cloud is a group of points for describing the object shapes in the 3D space. Due to its importance for many downstream applications, such as autonomous driving [4], virtual and augmented reality [26], and robotics [30], point cloud analysis has recently gain enormous popularity in the computer vision community. However, point clouds are irregular (i.e., unevenly distributed), which makes learning their 3D geometry challenging [32].

The pioneering work PointNet [31] attempts to process each point in the point cloud independently with multi-layer perceptions (MLPs). The follow-up approach PointNet++ [32] further introduce set abstraction layers to exploit the local geometry. Specifically, the set abstraction layers consist of a sampling layer, a grouping layer, and a PointNet layer for non-linear mapping. The sampling layer (e.g., Farthest Point Sampling [25]) is used to select the representative points, whereas the grouping layer (e.g., K-Nearest Neighbors [29]) is employed to select the points closest to the representative points.

Inspired by PointNet++, a handful of works have attempted to exploit the local geometry of point cloud by incorporating convolution [44] [47], graph [43] [19], transformers [6] [56] or geometric methods [23] [34] in the non-linear
mapping layers. Meanwhile, many researchers have exploited the global geometry of the point cloud, using adaptive sampling [51], mesh [14], curve [46], or surfaces [34]. Unlike the local geometry, the global point features bring long-range semantics, which is particularly useful for part segmentation and semantic segmentation tasks [51, 46, 3].

Despite their progresses, both local and global approaches use sophisticated feature extractors and complicated optimization processes, which results in poor inference latency. This is unacceptable for large-scale point cloud analysis [15] and mobile point cloud analysis [40], which both value computational efficiency.

Besides, both approaches readily follow the ad-hoc sampling-grouping operations proposed by PointNet++ without carefully considering the irregularity of the point cloud data structure. The sampling-grouping operation’s failure to well capture the 3D geometry of the irregular point cloud leads to learning difficulty for the subsequent non-linear mapping layers. The performance saturation therefore occurs since however delicate the design is for the non-linear mapping layers, the inevitably performance drop from the sampling-grouping operations will prevent the model from reaching better results.

In this paper, we seek to get rid of complicated local and/or global feature extractors and develop a simple, intuitive network for point cloud analysis. Inspired by how normalization serves as a pre-processing step to address irregular data in 2D image processing [28, 11], we propose to add normalization operations after the sampling-grouping operation, but before the non-linear mapping layers. In this way, we can enjoy the efficiency of the sampling-grouping operation while preventing the irregular data passing into the subsequent non-linear mapping layers. Since sampled and grouped points are both crucial for point cloud feature learning, it is hard to decide which one to normalize. Instead of discarding any one of them, we attempt to utilize both points using a novel module called DualNorm. As shown in Fig. 1, the DualNorm module first normalizes the grouped points to the sampled points and then normalizes the sampled points to the grouped points. Using local mean and global standard deviation in the normalization allows the proposed method to leverage both local and global features while still enjoying a faithful inference speed. Finally, we designed a novel Controllable Residual [9] Block (C-Resblock). Inspired by squeeze-excitation network [10] and inverted residual block [45], C-Resblock has a bottleneck ratio that can either squeeze or expand the model without significantly affecting the model performance. This allow us to develop lightweight versions with an elegant trade-off between model performance and model size. The contributions of this paper can be summarized as below:

- We propose a new framework named PointNorm. With local mean and global standard deviation, PointNorm eliminates the need for sophisticated local and global feature extractors, thereby significantly enhancing the computational efficiency.
- We introduce a novel module called DualNorm. By normalizing sampled points and grouped points to each other, we address the irregularity of point cloud and make learning point cloud features easier for the subsequent MLP layers.
- We design a plug-and-play style Controllable Residual Block (C-Resblock) to effectively trade-off between model performance and model size.
- We demonstrate our method achieves state-of-the-art performances on point cloud classification and segmentation tasks.

2. Related Work

2.1. Point Cloud Analysis

Due to the irregularity of the point cloud data structure, prior works attempt to transform the raw point cloud into intermediate voxels [24, 57], or multi-view images [55, 8], thereby converting the 3D challenge to a well-investigated 2D task. However, these transformations are accompanied by heavy computation and loss of shape details [52, 3]. PointNet [31] is the pioneering method that operates directly upon the raw point cloud. Based upon PointNet, PointNet++ [32] add a sampling-grouping operation before the MLP layers to extract the local geometry. Like PointNet++, and the follow-up works [17, 20, 44, 23], our PointNorm utilizes the sampling-grouping operation with a MLP-based architecture. The major difference between PointNorm and others is that PointNorm has normalization operations between the sampling-grouping layers and the MLP layers to cope with the irregular point cloud effectively and efficiently.

2.2. Point Cloud Local Geometry Exploration

Owing to the success of PointNet++, recent research has paid significant attention to local geometry exploration. The local geometry exploration methods can be grouped into four major categories: convolution-based [44, 47], graph-based [43, 19], transformer-based [6, 19], and geometry-based [23, 34]. The most prominent convolution-based method is PointConv [44], which utilizes MLPs and density functions to obtain the weight function for a given point. Unlike convolution-based methods, graph-based methods like EdgeConv [43] treat each point as a graph node and
utilize graph edges to capture the local geometry between a specific point and its neighbors, whereas the transformer-based methods [6, 56] like Point Transformer [56] utilize self-attention in the transformer backbones to extract the local neighborhoods around each point. Different from other categories, the geometry-based is more customized. For example, PointMLP [23] utilizes a geometric affine module to adaptively translate the points in a local region, whereas Repsurf [34] leverages representative surfaces to describe the points in a local region explicitly. Unlike these methods requiring sophisticated local feature extractors, PointNorm only needs normalization operations using local neighbor points for calculating the mean.

2.3. Point Cloud Global Geometry Extraction

The attempt to extract global geometry in point cloud is predominantly inspired by the success of non-local network [42] in 2D image processing. The main challenge of point cloud global geometry extraction is how to effectively aggregate the local and the global features [46, 71]. To this end, PointASNL [51] introduces a local-nonlocal module with adaptive sampling to capture both the local and global dependencies of the sampled point. MeshWalker [14] utilizes random walks along the mesh surfaces to explore the local and global geometry. In contrast, CurveNet [46] develops a curve-based guided walk strategy to group and aggregate local and non-local point features. The aforementioned methods require sophisticated searching and optimization to extract and aggregate the local and global features, leading to poor inference latency. In comparison, the proposed Point-Norm is quite efficient because it only needs normalization operations using global points (i.e., all points) for calculating the standard deviation.

3. Proposed Methods

In this section, we first introduce the DualNorm module and then employ standard deviation analysis to show how DualNorm addresses irregular point clouds. After that, we illustrate the model architecture for PointNorm. Finally, we introduce our Controllable Residual Block and show how it helps us to build a powerful lightweight version named PointNorm-Tiny.

3.1. DualNorm

PointNet++ [32] performs both sampling and grouping operations on the irregular point cloud. Consequently, the sampled and grouped points are both irregular. Our DualNorm module consists of Point Normalization (PN) and Reverse Point Normalization (RPN). Specifically, PN aims to address the irregularity of the grouped points, whereas RPN aims to address the irregularity of the sampled points. Suppose \( x_s \) is the sampled points; \( x_g \) is the grouped points; \( k \) is the number of neighbors in the KNN algorithm [29]; \( n \) is the number of points in a point cloud; \( d \) is the dimension (i.e., the channel number at a specific layer); \( \alpha_1 \) and \( \alpha_2 \) are learnable parameters initialized with a value of 1; \( \beta_1 \) and \( \beta_2 \) are learnable parameters initialized with a value of 0; and \( \varepsilon \) is set as 1e-5 to promote numerical stability (e.g., avoid division by zero). In the following two paragraphs, we derive the formulation for PN and PRN, considering both the local and the global choices.

**Point Normalization (PN)** normalizes the grouped points \( x_g \) to the sampled points \( x_s \), and then employs standard deviation analysis to show how DualNorm addresses irregular point clouds. After that, we illustrate the model architecture for PointNorm. Finally, we introduce our Controllable Residual Block and show how it helps us to build a powerful lightweight version named PointNorm-Tiny.

3.1. DualNorm

PointNet++ [32] performs both sampling and grouping operations on the irregular point cloud. Consequently, the sampled and grouped points are both irregular. Our DualNorm module consists of Point Normalization (PN) and Reverse Point Normalization (RPN). Specifically, PN aims to address the irregularity of the grouped points, whereas RPN aims to address the irregularity of the sampled points. Suppose \( x_s \) is the sampled points; \( x_g \) is the grouped points; \( k \) is the number of neighbors in the KNN algorithm [29]; \( n \) is the number of points in a point cloud; \( d \) is the dimension (i.e., the channel number at a specific layer); \( \alpha_1 \) and \( \alpha_2 \) are learnable parameters initialized with a value of 1; \( \beta_1 \) and \( \beta_2 \) are learnable parameters initialized with a value of 0; and \( \varepsilon \) is set as 1e-5 to promote numerical stability (e.g., avoid division by zero). In the following two paragraphs, we derive the formulation for PN and PRN, considering both the local and the global choices.

**Point Normalization (PN)** normalizes the grouped points \( x_g \) to the sampled points \( x_s \). The local mean is \( \mu_s = \frac{1}{k} \sum_{b=1}^{k} \sum_{c=1}^{d} x_s^b \), and the global mean is \( \mu_s = \frac{1}{k} \sum_{a=1}^{k} \sum_{b=1}^{k} \sum_{c=1}^{d} x_s^b \). Meanwhile, the local standard deviation is \( \sigma_1 = \sqrt{\frac{1}{k} \sum_{b=1}^{k} \sum_{c=1}^{d} (x_s^b - \mu_s)^2} \), and the global standard deviation is \( \sigma_1 = \sqrt{\frac{1}{k} \sum_{a=1}^{k} \sum_{b=1}^{k} \sum_{c=1}^{d} (x_s^b - \mu_s)^2} \). The scale-and-shift strategy in batch normalization [12] is em-

![Diagram of PointNorm workflow](image)

Figure 2. The workflow of PointNorm for classification tasks. Given an input point cloud, PointNorm first embeds the points features and then uses the sampling-grouping operation and the DualNorm module to obtain and normalize the sampled and grouped points. A list of Controllable Residual Blocks will then exploit the hierarchical features, which helps the classifier to model the correct category.
employed to promote non-linearity and to make the PN layers trainable in the backpropagation process. The scale-and-shift normalization for PN is \( x_g \leftarrow \alpha_1 + \frac{x_g - \mu_g}{\sigma_g + \varepsilon} + \beta_1 \).

Reverse Point Normalization (RPN) normalizes the sampled points \( x_s \) to the grouped points \( x_g \). The local mean is \( \mu_g = \frac{1}{knd} \sum_{n=1}^{k} \sum_{d=1}^{n} \sum_{e=1}^{d} x_g \), and the global mean is \( \mu_g = \frac{1}{knd} \sum_{n=1}^{k} \sum_{d=1}^{n} \sum_{e=1}^{d} x_g \). The local standard deviation is not straightforward to calculate in RPN because we only have one sampled point for a KNN-group, and there is no way to calculate the standard deviation with a single point. Instead, we consider the absolute value of the L1 distance between \( x_s \) and \( x_g \), and use a square root function to promote non-linearity. The scale-and-shift normalization for RPN is \( x_s \leftarrow \alpha_1 + \frac{x_s - \mu_s}{\sigma_s + \varepsilon} + \beta_2 \).

Standard Deviation Analysis We analyze the standard deviation change of point cloud during DualNorm to understand how DualNorm address the irregularity of point cloud. Let’s take PN as an example, since RPN can be done in a similar way due to the symmetry of PN and RPN. Suppose that the grouped points before and after PN is \( x_g \) and \( x_{g\hat{}} \), and the standard deviation for \( x_g \) and \( x_{g\hat{}} \) is \( \sigma_{x_g} \) and \( \sigma_{x_{g\hat{}}} \). According to the scale-and-shift normalization, we have:

\[
x_{g\hat{}} = \alpha_1 + \frac{x_{g\hat{}} - \mu_{g\hat{}}}{\sigma_{g\hat{}} + \varepsilon} + \beta_1
\]

If we ignore the tiny \( \varepsilon \), we can express \( \sigma_{x_{g\hat{}}} \) as:

\[
\sigma_{x_{g\hat{}}} = \frac{\alpha}{\alpha_1} \ast \sigma_{x_g}
\]

Suppose that the standard deviation change ratio is defined as \( \Delta = \frac{\sigma_{x_{g\hat{}}}}{\sigma_{x_g}} \). Equ. 2 can therefore be written as:

\[
\Delta = \frac{\alpha}{\sigma_1}
\]

Based on the analysis above, we consider three scenarios, where we adopt different strategies for normalization (Fig. 3). (1) If \( \sigma_1 < \alpha \), the grouped points are too close to the sampled points (i.e., the point cloud is dense). In this case, we have \( \Delta > 1 \), meaning we are pulling the grouped points apart, which raises the standard deviation and reduces the density of the point cloud. (2) If \( \sigma_1 > \alpha \), the grouped points are too far away from the sampled points (i.e., the point cloud is sparse). In this case, we have \( \Delta < 1 \), meaning we are pushing the grouped points together, which reduces the standard deviation and increases the density of the point cloud. (3) If \( \sigma_1 = \alpha \), we have \( \Delta = 1 \). In this case, there is no need to push or pull the grouped point, and the standard deviation stays the same. Since \( \alpha \) is learnable, our normalization operations can optimize such ‘push-and-pull’ strategy during model training so that we can adaptively adjust the point cloud density in the goal of better accuracy. In this way, we effectively and efficiently address the irregularity of point cloud.

3.2. Controllable Residual Block

The Residual Block (ResBlock) [9] is initially designed for 2D image classification tasks. Recently, PointMLP [23] has adapted ResBlock for MLP-based point cloud analysis by changing all convolution layers to fully connected layers. Aiming to design a lightweight model, we revisit two popular variants of ResBlock. The first variant is the Inverted Residual Block (InvResBlock) [35], which can promote computational efficiency but have many parameters. The second variant is the squeeze-and-excitation block (SE-Block) [10], which can reduce the number of parameters but rely on the average pooling operation, which is ineffective.
for the MLP-based model [18]. In this work, we seek to combine the advantage of InvResBlock and SEBlock and design a new Controllable Residual Block (C-ResBlock). C-ResBlock eliminates the need for pooling layers and only needs an arbitrary bottleneck ratio for channel number reduction and channel number promotion. Despite its simplicity, C-ResBlock still delivers excellent computational efficiency, small numbers of parameters, and good classification accuracy, according to our experiments and ablation studies. The workflow for C-ResBlock is shown in Fig. 4.

3.3. PointNorm

We show the workflow of PointNorm in Fig. 2. PointNorm can be divided into five steps: feature embedding, sampling-grouping, DualNorm (Point Normalization + Reverse Point Normalization), non-linear mapping, and classification. The feature embedding step aims to raise the channel number so the network contains more learnable parameters. Inspired by PointNet++ [32], the sampling-grouping, the DualNorm, and the non-linear mapping step are repeated three times to extract hierarchical features with different receptive fields progressively. We use Farthest Point Sampling (FPS) [25, 32, 41, 23] for point sampling, and we use K-Nearest Neighbors (KNN) with $k = 24$ for point grouping. Following sampling-grouping, we leverage DualNorm to normalize the sampled and the grouped points. Following DualNorm, the sampled and the grouped points are concatenated before entering the subsequent non-linear mapping step. The non-linear mapping step consists of four Controllable Residual Blocks and one max pooling layer in the middle for channel number reduction. Finally, inspired by previous works [31, 32, 57, 43], we use a max pooling layer before the classifier to preserve only the salient features for the classification step. The supplementary material will include PointNorm’s architecture for part segmentation tasks.

3.4. PointNorm-Tiny

Although PointNorm has excellent inference latency and classification accuracy, it has a relatively large amount of parameters (12.63M). This motivates us to design a lightweight version essential for mobile deployment. Ideally, the lightweight version should have a small amount of parameters, a substantial inference latency, and a promising classification accuracy. To this end, we make three modifications to PointNorm to obtain the lightweight version called PointNorm-Tiny. Firstly, we decrease the bottleneck ratio for each C-ResBlock from 1.00 to 0.25. Secondly, we reduce the embedding dimension for the feature embedding step from 64 to 32. Finally, we reduce the C-ResBlock number by 50%. The proposed PointNorm-Tiny has only 0.68M parameters; it inferences faster than PointNet++; and it delivers excellent classification accuracy in the experiments.

4. Experiments

In this section, we first describe the implementation details of PointNorm and then compare PointNorm with state-of-the-art methods on shape classification and part segmentation benchmarks. Finally, we conduct ablation studies to demonstrate the effectiveness of the proposed modules and the reason for the current hyperparameter selection.

4.1. Implementation Details

For the experiments on ScanObjectNN dataset, PointNorm is trained on a single GPU for 200 epochs, using Pytorch [27] as the framework and AdamW [22] as the optimizer. The initial learning rate is 0.01, and a cosine annealing scheduler [21] gradually reduces the learning rate to 0.0001. The batch size is 32; the embedding dimension is 64; and it takes approximately 9 hours to converge the model.

Based on the results from Subsection 4.4, we utilize both point normalization and reverse point normalization, adopt local mean and global standard deviation, and choose C-ResBlock with a bottleneck ratio of 1.0. Inspired by previous works [43, 23], we use cross-entropy with label smoothing [38] as the loss function. Finally, we adopt the widely used [32, 43, 39, 23] random rotation and translation [32] as the data augmentation techniques. The implementation details on ModelNet40 and ShapeNetPart datasets will be in the supplementary material.

4.2. Shape Classification

We evaluate PointNorm on shape classification tasks, using two benchmark datasets. The first benchmark is ModelNet40 [45] dataset, a synthetic dataset with 40 classes, 9,843 training samples, and 581 testing samples. The second benchmark is ScanObjectNN [40] dataset, a real-world dataset with 15 classes, 2,321 training samples, and 581 testing samples.

We show the experiment results for shape classification in Table 1. On ScanObjectNN dataset, PointNorm has the best OA of 86.8% and the best mAcc of 85.6%. Notably, PointNorm surpasses the recent state-of-the-art PointMLP by 1.4% for OA and 1.7% for mAcc. On ModelNet40 dataset, PointNorm has the best mAcc of 91.3% and the second-best OA of 93.7%, only 0.1% less than the recent state-of-the-art CurveNet (93.8%). However, we note that the train speed of PointNorm (58.2 samples/second) is approximately 2 times faster than CurveNet (20.8 samples/second), and the test speed of PointNorm (140.0 samples/second) is 2 times faster than CurveNet (60.7 samples/second). We show the experiment results for shape classification in Table 1. On ScanObjectNN dataset, PointNorm has the best OA of 86.8% and the best mAcc of 85.6%. Notably, PointNorm surpasses the recent state-of-the-art PointMLP by 1.4% for OA and 1.7% for mAcc. On ModelNet40 dataset, PointNorm has the best mAcc of 91.3% and the second-best OA of 93.7%, only 0.1% less than the recent state-of-the-art CurveNet (93.8%). However, we note that the train speed of PointNorm (58.2 samples/second) is approximately 2 times faster than CurveNet (20.8 samples/second), and the test speed of PointNorm (140.0 samples/second) is 2 times faster than CurveNet (60.7 samples/second).
| Method          | Publication  | Input | ModelNet40 [45] | ScanObjectNN [40] | #Params | Train Speed | Test Speed |
|-----------------|--------------|-------|-----------------|-------------------|---------|-------------|------------|
|                 |              |       | OA (%) | mAcc (%)   | OA (%) | mAcc (%)   |            |            |
| PointNet [31]   | CVPR 2017    | 1k    | 89.2  | 86.0       | 68.2   | 63.4       | 3.47M      | -           |
| PointNet++ [32] | NeurIPS 2017 | 1k    | 90.7  | 88.4       | 77.9   | 75.4       | 1.48M      | 223.8 308.5 |
| PointCNN [17]   | NeurIPS 2018 | 1k    | 92.5  | 88.1       | 78.5   | 75.1       | -          | -           |
| DGCNN [43]      | TOG 2019     | 1k    | 92.9  | 90.2       | 78.1   | 73.6       | 1.82M      | -          |            |
| RS-CNN [20]     | CVPR 2019    | 1k    | 92.9  | -          | -      | -          | 2.38M      | -          |            |
| PointConv [44]  | CVPR 2019    | 1k    | 92.5  | -          | -      | -          | 18.6M      | 17.9 10.2  |
| KPConv [39]     | ICCV 2019    | 7k    | 92.9  | -          | -      | -          | 14.3M      | 31.0 80.0  |
| PointASNL [51]  | CVPR 2020    | 1k    | 93.2  | -          | -      | -          | 10.1M      | -          |            |
| Grid-GCN [49]   | CVPR 2020    | 1k    | 93.1  | 91.3       | -      | -          | -          | -          |            |
| DRNet [33]      | WACV 2021    | 1k    | 93.1  | -          | 80.3   | 78.0       | -          | -           |
| PACT [47]       | CVPR 2021    | 1k    | 93.6  | -          | -      | -          | 2.44M      | -           |
| CurveNet [46]   | ICCV 2021    | 1k    | 93.8  | -          | -      | -          | 2.04M      | 20.8 15.0   |
| GDANet [48]     | AAAI 2021    | 1k    | 93.4  | -          | -      | -          | 0.93M      | 26.3 14.0   |
| PRA [31]        | TIP 2021     | 1k    | 93.2  | 90.6       | 61.0   | 77.9       | -          | -           |
| PointMLP [23]   | ICLR 2022    | 1k    | 93.7  | 90.9       | 85.4   | 83.9       | 12.60M     | 47.1 112.0  |
| RepSurf-U [54]  | CVPR 2022    | 1k    | 93.7  | 91.3       | 86.8   | 85.6       | 12.63M     | 58.2 140.0  |
| **PointNorm**   |              | 1k    | 93.7  | 91.3       | 86.8   | 85.6       | 0.68M 196.4 420.0 |

Table 1. Shape Classification Result on ModelNet40 and ScanObjectNN dataset. All methods except PointASNL are tested without the second-best score. '-' indicate a result is unavailable.

As mentioned in Subsection 3.4, the introduction of PointNorm-Tiny aims to enhance the training and testing speed and, more importantly, reduce the number of parameters. It is worth mentioning that PointNorm-Tiny has the smallest number of parameters (0.68M), the best test speed (85.3%), and the second-best train speed (85.1%). Although it is lightweight and computationally efficient, PointNorm-Tiny delivers promising results on ModelNet40 and ScanObjectNN, surpassing recent state-of-the-art methods like PRANet [5] and DRNet [33].

4.3. Part Segmentation

We evaluate our PointNorm on the part segmentation task, using ShapeNetPart [53] as the benchmark dataset. The ShapeNetPart dataset contains 16,881 shapes, 16 classes, and 50 parts labels. The experiment results for part segmentation are in Table 2. We can see that PointNorm achieves the best score for both instance mIoU (86.2%) and class mIoU (84.7%). Our PointNorm-Tiny is the smallest model in the table. However, it still delivers compelling (85.6%) instance mIoU and class mIoU (84.5%). Notably, PointNorm-Tiny’s class IoU for the bag is 88.0%, which is the best among all methods. We also visualize the part segmentation results in Fig. 7. It can be seen that both PointNorm and PointNorm-Tiny’s predictions are incredibly close to the ground truth. More part segmentation results will be in the supplementary material.
4.4. Ablation Studies

We conduct extensive ablation studies on ScanObjectNN dataset to demonstrate the effectiveness of the proposed component in PointNorm, and the reason for specific module designs and hyperparameters selections. We employ score table (Table 3), accuracy curve (Fig. 5), and loss landscape (Fig. 6) to investigate four aspects, including Layer Number, Bottleneck Ratio, Local and Global Choice, and Component Studies.

Layer Number

We define the Layer Number as the number of learnable layers in a network except for batch normalization and activation functions. Indeed, we can easily adjust the Layer Number by changing the numbers of C-Resblock in PointNorm. Table 3 shows that the 40-layer variant gives the best OA and mAcc. Besides, the first column of Fig. 5 displays that the 40-layer variant has the most consistent accuracy growth and the most stable model convergence. However, all Layer Number variants of PointNorm (24-layer, 40-layer, 56-layer) have a close OA and mAcc, much better than the previous state-of-the-art. That demonstrates the robustness of PointNorm to Layer Number in the network.

Bottleneck Ratio

The Bottleneck Ratio aims to effectively trade-off between model size and model performance. We consider four bottleneck ratios (0.25, 0.50, 1.00, 2.00) to analyze our C-ResBlock’s performance at different scales. We additionally add InvResBlock with a bottleneck ratio of 2.0 to aid comparison. From Table 3, we find that C-ResBlock (1.0) gives the best OA and mAcc. However, we can sacrifice 0.2% OA and mAcc to build a lightweight version C-
Besides, we find that C-ResBlock performs better than InvResBlock, under the same or even with smaller bottleneck ratios. For example, C-ResBlock (2.0) surpasses InvResBlock (2.0) by 0.8% in OA and 0.9% in mAcc, while still having better FLOPS,Params,Train Time, and Test Time. C-ResBlock’s superiority is more evident in the second column of Fig. 5. With approximately 22% FLOPs and 20% Params, C-ResBlock (0.25) outperforms InvResBlock (2.0) for both OA and mAcc towards the end of training. Based on the analysis above, we conclude that C-ResBlock with a bottleneck ratio of 1.0 is the optimal choice, and C-ResBlock is better than the widely used InvResBlock under all given bottleneck ratios.

**Local and Global Choice** As mentioned in Subsection 3.1, we can choose either Local or Global for calculating the mean and the standard deviation. Therefore, there exists four combinations, including Local Mean Global Standard Deviation (LMGS), Local Mean Local Standard Deviation (LMLS), Global Mean Local Standard Deviation (GMLS), and Global Mean Global Standard Deviation (GMGS).

Table 3 and the third column of Fig. 5 show that GMLS’s OA and mAcc stuck at a low score and that GMGS’s OA and mAcc have significant fluctuations. In comparison, LMLS and LMGS have more consistent growth patterns for OA and mAcc. However, LMGS has remarkably better scores for both OA and mAcc. The loss landscape visualization in Fig. 6 shows that LMLS and GMGS have very sharp minimas and rough landscapes with many hills, which is hard to train. GMLS cannot be optimized because it has no apparent minima. In comparison, LMGS has a flat minima and a smooth landscape, which remarkably facil-

![Figure 6. Loss landscape along two random directions for different variants of PointNorm.](image)

![Figure 7. Part Segmentation Result Visualization.](image)

5. Conclusion

In this paper, we proposed PointNorm, a simple MLP-based point cloud analysis network that eliminates the need
for sophisticated feature extractors. The key ingredient of PointNorm is the DualNorm module, where we normalize the grouped points and the sampled points to each other using local mean and global standard deviation. With this straightforward design, we leveraged both local and global features to improve the classification accuracy while enjoying a faithful inference latency. Comprehensive experiments and ablation studies have demonstrated the effectiveness of the proposed method.

We sincerely hope this work will inspire the point cloud analysis community to slow down the competition for sophisticated feature extractors and complex model architectures and to revisit the succinct design philosophy. In the future, we plan to embed the DualNorm module into other architectures like PointNet++ [32]. We also hope to apply PointNorm to object detection (e.g., SUN RGB-D [36]) and semantic segmentation (e.g., S3DIS [11]) tasks.
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