Abstract. In this paper, we propose two momentum accelerated MG cycles. The main idea is to rewrite the linear systems as optimization problems and apply momentum accelerations, e.g., the heavy ball and Nesterov acceleration methods, to define the coarse-level solvers for multigrid (MG) methods. The resulting MG cycles, which we call the H-cycle (uses heavy ball method) and N-cycle (uses Nesterov acceleration), share the advantages of both algebraic multilevel iteration (AMLI)- and K-cycle (a nonlinear version of the AMLI-cycle). Namely, similar to the K-cycle, our H- and N-cycle do not require the estimation of extreme eigenvalues while the computational cost is the same as AMLI-cycle. Theoretical analysis shows that the momentum accelerated cycles are essentially special AMLI-cycle methods and, thus, they are uniformly convergent under standard assumptions. Finally, we present numerical experiments to verify the theoretical results and demonstrate the efficiency of H- and N-cycle.

Key words. Multigrid, Optimization, Heavy ball method, Nesterov acceleration

AMS subject classifications. 65N55, 65F08, 65B99

1. Introduction. Research on multigrid (MG) methods [1, 10, 11] has been very active in recent years. The MG methods are efficient, scalable, and often computationally optimal for solving sparse linear systems of equations arising from discretizations of partial differential equations (PDEs). Therefore, they have been widely used in practical applications [15, 36, 6, 9, 33, 37, 35], especially the algebraic multigrid (AMG) methods [7, 29, 30, 8, 31, 38, 21]. However, the performance and efficiency of MG methods with standard V- or W-cycle may degenerate when the physical and geometric properties of the PDEs become more and more complicated.

For symmetric positive definite (SPD) problems, more involved cycles have been proposed. Axelsson and Vassilevski introduced the algebraic multilevel iteration (AMLI)-cycle MG method [2, 3, 34], which uses Chebyshev polynomial to define the coarse-level solver. However, the AMLI-cycle MG method requires an accurate estimation of extreme eigenvalues on coarse levels to compute the coefficients of the Chebyshev polynomial, which may be difficult in practice. The K-cycle MG method [5, 18], which is a nonlinear version of the AMLI-cycle and does not need to estimate the extreme eigenvalues, was developed thanks to the introduction of the nonlinear preconditioning method [4, 14, 32]. In the K-cycle MG method, k steps of the nonlinear preconditioned conjugate gradient (NPCG) method, with the MG on a coarser level as a preconditioner, are applied to define the coarse-level solver. Under the assumption that the convergence factor of the V-cycle MG with a bounded-level difference is bounded, the uniform convergence property of the K-cycle MG is shown in [18] if k is chosen to be sufficiently large. In [16], a comparative analysis was presented to show that the K-cycle method is always better (or no worse) than the corresponding k-fold V-cycle (kV-cycle) method. Although the K-cycle method does not need to estimate extreme eigenvalues, its nonlinear nature requires the usage of the NPCG method, which increases the computational and memory cost due to the loss of the three-term recurrence relationship of the standard conjugate gradient (CG) method.

In this work, we propose momentum accelerated MG cycles that have potential to overcome the drawbacks of the AMLI- and K-cycle MG methods. The idea is to rewrite the linear
systems on coarse levels as optimization problems and apply the momentum acceleration techniques for optimizations. Two types of accelerations are considered, one is the heavy ball (HB) method [28] and the other one is the Nesterov acceleration (NA) [23, 25, 26]. We use these momentum accelerations to define the coarse-level solvers and the resulting MG cycles are referred to as H-cycle (using the HB method) and N-cycle (using the NA method), respectively. We show that the HB and NA methods, when applied to quadratic optimization problems, can be related to special polynomials approximation. For example, the polynomial associated with the HB method coincides with the best polynomial approximation to $1/x$ proposed in [19, 20]. Thus, H- and N-cycle are essentially special cases of AMLI-cycle. Following standard analysis of the AMLI-cycle, we show that both cycles converge uniformly assuming the extreme eigenvalues are available. The theoretical results are verified numerically when accurate estimations of the extreme eigenvalues are provided.

From our preliminary numerical tests, the H- and N-cycle methods show their efficiency in practice when the extreme eigenvalues (or accurate estimations) are not available. By simply choosing $\lambda_{\text{max}} = 1$ and $\lambda_{\text{min}} = 0$, the N-cycle MG method shows its superior performance in practice and, surprisingly, is even better than the two-grid method for some cases. N-cycle shares advantages of both AMLI- and K-cycle. Namely, similar to K-cycle, N-cycle does not require the estimation of the extreme eigenvalues while its computational cost is the same as the AMLI-cycle since it is still a linear method. Additionally, since the N-cycle is derived from the optimization point of view, it has the potential to be generalized to other types of problems rather than the SPD problems.

The rest of this paper is organized as follows. In section 2 we introduce the $kV$-cycle MG algorithm and the HB and NA methods. In section 3, we present the HB method and NA method for the preconditioned linear system and their relationships with polynomial approximations to $1/x$. Then, the momentum accelerated MG methods and their uniform convergence results are discussed in section 4. In section 5, we present some numerical experiments that illustrate the efficiency of momentum accelerated MG methods, especially N-cycle. Finally, some conclusions are drawn in section 6.

2. Preliminaries. In this section, since our proposed momentum accelerated multigrid methods combine multigrid cycles with momentum accelerations, we first recall the basic multigrid method for solving linear systems, including the $kV$-cycle and AMLI-cycle methods. Then we will review two classical momentum accelerated gradient descent methods, i.e., the HB and NA methods, for solving general unconstrained convex optimization problems.

2.1. Multigrid. We consider solving the following linear system

$$Ax = b$$

where $A \in \mathbb{R}^{n \times n}$ is SPD. Assume we have constructed a hierarchical structure of the matrices $A_\ell \in \mathbb{R}^{n_\ell \times n_\ell}$, $\ell = 1, 2, \ldots, J$, with $A_1 = A$, the prolongations $P_\ell \in \mathbb{R}^{n_\ell \times n_{\ell+1}}$, $\ell = 1, 2, \ldots, J - 1$, and the restrictions $R_\ell = P^T_\ell \in \mathbb{R}^{n_{\ell+1} \times n_\ell}$, $\ell = 1, 2, \ldots, J - 1$. Here, we assume that $A_{\ell+1} = R_\ell A_\ell P_\ell$, $\ell = 1, 2, \ldots, J - 1$. Furthermore, let $M_\ell$ denote the smoother on level $\ell$, such as Jacobi or Gauss-Seidel method. Now we define the $kV$-cycle $B_\ell$ on level $\ell$ (more precisely, the action of $B_\ell b$) recursively as shown in Algorithm 2.1. Note that, when $k = 1$ or $k = 2$, $kV$-cycle MG becomes the classical V-cycle and W-cycle MG, respectively.

Next, we recall AMLI-cycle. Several polynomials have been proposed to define the coarse-grid correction, which leads to different AMLI-cycle methods. Here we consider the classical choice, the Chebyshev polynomial. Therefore, we first recall the Chebyshev poly-
Algorithm 2.1 kV-cycle MG: $B_0 b$

1: if $\ell == J$ then
2: \[ x_\ell = A_\ell^{-1} b \]
3: else
4: Presmoothing: $x_\ell \leftarrow M_\ell b$
5: Restriction: $r_{\ell+1} = R_\ell (b - A_\ell x_\ell)$
6: Coarse-grid correction: set $e_{\ell+1} = 0$ and repeat $e_{\ell+1} \leftarrow e_{\ell+1} + B_{\ell+1}(r_{\ell+1} - A_{\ell+1}e_{\ell+1})$ $k$ times
7: Prolongation: $x_{\ell} \leftarrow x_{\ell} + P_{\ell} e_{\ell+1}$
8: Postsmoothing: $x_\ell \leftarrow x_\ell + M_\ell^T(b - A_\ell x_\ell)$
9: end if
10: $B_\ell b \leftarrow x_\ell$

nominal $C_k(t)$, $k = 0, 1, ...,$

\[ C_k(t) = 2tC_{k-1}(t) - C_{k-2}(t), \quad k = 2, 3, ..., \quad C_0(t) = 1, \quad C_1(t) = t. \]

Denote the condition number of a matrix $A$ by $\kappa(A)$, Algorithm 2.2 gives the classical Chebyshev semi-iterative method [13].

Algorithm 2.2 Chebyshev semi-iterative method for preconditioned linear system: $\hat{B}C$

1: $x^0$ is the given initial guess and $x^1 \leftarrow x^0 + B(b - Ax^0)$
2: for $k = 1, 2, ...$ do
3: \[ x^{k+1} \leftarrow \frac{2C_\ell(t)}{C_{\ell+1}(t)} x^k - B(Ax^k - b) - x^{k-1} + x^{k-1} \]
4: end for

In AMLI-cycle, instead of just repeating coarse-grid correction $k$ times in Algorithm 2.1, Algorithm 2.2 is used to define the coarse-level solver. Algorithm 2.3 summarizes the AMLI-cycle method.

Algorithm 2.3 AMLI-cycle MG: $B_\ell b$

1: if $\ell == J$ then
2: \[ x_\ell = A_\ell^{-1} b \]
3: else
4: Presmoothing: $x_\ell \leftarrow M_\ell b$
5: Coarse-grid correction: $x_\ell \leftarrow x_\ell + P_{\ell} \hat{B}_{\ell+1} C_{\ell+1} R_{\ell}(b - A_\ell x_\ell)$, where $\hat{B}_{\ell+1} C_{\ell+1}$ is implemented as in Algorithm 2.2 with $B_{\ell+1}$ as the preconditioner for $k$ steps
6: Postsmoothing: $x_\ell \leftarrow x_\ell + M_\ell^T(b - A_\ell x_\ell)$
7: end if
8: $B_\ell b \leftarrow x_\ell$

To implement Algorithm 2.3 in practice, since Algorithm 2.2 uses a parameter $\rho$, we need to compute $\rho = 1 - \frac{1}{\kappa(B_\ell A_\ell)}$ on each level. This means that we need to estimate the smallest eigenvalue $\lambda_{\min}(B_\ell A_\ell)$ and the largest eigenvalue $\lambda_{\max}(B_\ell A_\ell)$ since $\kappa(B_\ell A_\ell) = \frac{\lambda_{\max}(B_\ell A_\ell)}{\lambda_{\min}(B_\ell A_\ell)}$. The overall performance of AMLI-cycle Algorithm 2.3 depends on the estimation of those extreme eigenvalues. In SPD case, a good estimation for the largest eigenvalue
is $\lambda_{\text{max}}(B \ell A \ell) = 1$. However, a good estimation of the smallest eigenvalue $\lambda_{\text{min}}(B \ell A \ell)$ is not a straightforward task. This fact motivates the development of nonlinear AMLI-cycle, i.e., the K-cycle MG method. However, the nonlinear feature makes K-cycle less efficient than AMLI-cycle in practice in terms of computation and storage. Therefore, in this work, we aim to develop linear MG cycles that can take advantages of both AMLI- and K-cycles.

2.2. Momentum Acceleration Methods. In this section, we introduce the momentum acceleration techniques which are essential for our proposed momentum accelerated MG cycles. We consider the heavy ball and the Nesterov acceleration methods. Both of them are the first-order momentum acceleration methods for solving the following unconstrained optimization problem,

$$
\min_{x \in \mathbb{R}^n} f(x),
$$

where $f : \mathbb{R}^n \to \mathbb{R}$ is a continuously differentiable strongly convex function satisfies

$$
\frac{\mu}{2} \|x - y\|^2 \leq f(x) - f(y) - (\nabla f(y), x - y) \leq \frac{L}{2} \|x - y\|^2, \forall x, y \in \mathbb{R}^n,
$$

with $L > 0$ being the Lipschitz constant and $\mu > 0$ being the convexity constant. Here $(\cdot, \cdot)$ denotes a generic inner product of $\mathbb{R}^n$ and $\|\cdot\|$ denotes the corresponding induced norm.

The optimization problem (2.3) is usually solved by the gradient descent (GD) method. Under proper assumptions, GD converges linearly with convergence rate $\frac{L - \mu}{L + \mu}$ [26]. Many algorithms have been developed to accelerate the convergence rate and the HB method is a classical GD method by adding momentum at each iteration [28].

Algorithm 2.4 Heavy ball method

1. $x^0, x^1$ are given as initial iterates, $\alpha$ and $\beta$ are given parameters
2. for $k = 1, 2, \ldots, \text{do}$
3. $x^{k+1} \leftarrow x^k - \alpha \nabla f(x^k) + \beta(x^k - x^{k-1})$
4. end for

Let us denote the minimizer of the optimization problem (2.3) by $x^*$, then the next theorem shows that the HB method indeed speeds up the convergence under proper assumptions.

**Theorem 2.1** ([28]). If $f(x)$ satisfies (2.4), let $\alpha = \frac{4}{(\sqrt{L} + \sqrt{\mu})^2}$, $\beta = \left(\frac{\sqrt{L} - \sqrt{\mu}}{\sqrt{L} + \sqrt{\mu}}\right)^2$ in Algorithm 2.4, then the following convergence rate estimate holds,

$$
\|x^k - x^*\| \leq \frac{\sqrt{L} - \sqrt{\mu}}{2 \sqrt{\mu}} \left(\frac{\sqrt{L} - \sqrt{\mu}}{\sqrt{L} + \sqrt{\mu}}\right)^{k-1} \|x^0 - x^*\|.
$$

Asymptotically, the convergence rate for the HB method is $\frac{\sqrt{L} - \sqrt{\mu}}{\sqrt{L} + \sqrt{\mu}}$ which improves the convergence rate of the GD method since $\frac{\sqrt{L} - \sqrt{\mu}}{\sqrt{L} + \sqrt{\mu}} \leq \frac{L - \mu}{L + \mu}$ in general.

Another momentum acceleration technique is the so-called Nesterov acceleration [23]. The NA method uses a different momentum and is effective and robust for a wide range of problems [23, 27]. Following [23], the NA method for solving (2.3) is presented in Algorithm 2.5.

We recall the convergence results of the NA method Algorithm 2.5 in the following theorem.
Algorithm 2.5 Nesterov acceleration method

1: $x^0, y^0$ are given as initial iterates and $\beta$ is a given parameter
2: for $k = 1, 2, \ldots$ do
3: $y^k \leftarrow x^{k-1} - \frac{1}{L} \nabla f(x^{k-1})$
4: $x^k \leftarrow y^k + \beta(y^k - y^{k-1})$
5: end for

Theorem 2.2 ([26]). If $f(x)$ satisfies (2.4), let $\beta = \frac{\sqrt{\mu} - \sqrt{\mu}}{\sqrt{\mu} + \sqrt{\mu}}$. Algorithm 2.5 generates a sequence of points $\{x^k\}_{k=0}^\infty$ such that

$$f(x^k) - f^* \leq \left(1 - \sqrt{\frac{\mu}{L}}\right)^k \left[f(x^0) - f^* + \frac{\mu}{2} \|x^0 - x^*\|^2\right],$$

where $f^* = f(x^*)$.

Asymptotically, the NA method’s convergence rate is $1 - \sqrt{\mu}$ which also improves the convergence rate of the GD method. Here, we only present the NA method for the strongly convex functions which is enough for our purpose since we are considering solving SPD linear systems. In fact, as discussed in [23], the NA method can be applied to convex functions (i.e., $\mu = 0$) or even nonconvex cases [24, 12]. This makes the NA method more attractive in practice.

3. Momentum Acceleration Methods for Preconditioned Linear Systems. Since we consider solving linear systems (2.1) with MG preconditioners, in this section, we present how to apply heavy ball and Nesterov acceleration to preconditioned linear systems, and this will be used to define the coarse-grid correction in our proposed cycles later. To make the application of the HB and NA methods straightforward, we rewrite solving the linear system (2.1) with an SPD preconditioner $B$ as solving the following quadratic optimization problem,

$$\min_{x \in \mathbb{R}^n} \frac{1}{2} (Ax, x)_B - (b, x)_B,$$

where $(x, x)_B := (Bx, x)$. Now we can derive the HB and NA methods for solving (3.1) and discuss their convergence behaviors, respectively. Moreover, similar to the semi-iterative method Algorithm 2.2, which uses Chebyshev polynomials (2.2), we show that the HB and NA methods applied to (3.1) can be considered as semi-iterative methods based on different polynomials. Roughly speaking, the HB method is related to the polynomial of best uniform approximation to $1/x$ [20] and the NA method is also related to a polynomial that converges to $1/x$.

3.1. Heavy Ball Method for Preconditioned Linear Systems. We first consider the HB method, applying $k$ steps of the HB method (Algorithm 2.4) to (3.1) leads to Algorithm 3.1, which is the HB method for solving preconditioned linear systems.

Algorithm 3.1 Heavy ball method for preconditioned linear systems: $\hat{B}^H$

1: $x^0, x^1$ are given as initial iterates, $\alpha$ and $\beta$ are given parameters
2: for $i = 2, \ldots, k$ do
3: $x^i \leftarrow x^{i-1} + \alpha B(b - Ax^{i-1}) + \beta(x^{i-1} - x^{i-2})$
4: end for
Algorithm 3.1 is essentially a linear iterative method that uses two previous iterates. Therefore, it is a semi-iterative method. Moreover, since it is linear, after $k$ iterations, we associate it with a linear operator $\tilde{B}^H$ (a matrix in our case since we consider $\mathbb{R}^n$). The convergence of the HB method for the preconditioned linear systems follows directly from the general convergence analysis of the HB method presented in Theorem 2.1. Note that in this case, we have $L = \lambda_{\max}(BA)$ and $\mu = \lambda_{\min}(BA)$ and the result is presented in the following theorem.

**Theorem 3.1.** Let $\alpha = \frac{4}{\sqrt{\lambda_{\max}(BA)+\sqrt{\lambda_{\min}(BA)}}}$, $\beta = \left(\frac{\sqrt{\lambda_{\max}(BA)}-\sqrt{\lambda_{\min}(BA)}}{\sqrt{\lambda_{\max}(BA)+\sqrt{\lambda_{\min}(BA)}}}\right)^2$ in Algorithm 3.1, then the following convergence estimate holds,

$$
\|x^k - x^*\| \leq \frac{\kappa(BA) - 1}{2} \left(\frac{\sqrt{\kappa(BA)} - 1}{\sqrt{\kappa(BA)} + 1}\right)^{k-1} \|x^0 - x^*\|.
$$

### 3.1.1. Relationship with the Polynomial Approximation of $1/x$.

To better understand Algorithm 3.1 as a semi-iterative method, we aim to find the underlying polynomial associated with it. To this end, we need to look at how the error propagates and, from Algorithm 3.1, the error $e^k := x^* - x^k$ satisfies the following three-term recurrence relationship,

$$
e^{k+1} = (I - \alpha BA)e^k + \beta(e^k - e^{k-1}).$$

This implies that $e^k = p_k(BA)e^0$ where $p_k(x)$ is a polynomial of degree at most $k$ and satisfies $p_k(0) = 1$.

$$
p_{k+1}(x) = (1 - \alpha x)p_k(x) + \beta(p_k(x) - p_{k-1}(x)).
$$

Rewrite $p_k(x) = 1 - xq_{k-1}(x)$, where $q_{k-1}(x)$ is a polynomial of degree at most $k - 1$. Substituting it into (3.2), we have the following three-term recurrence relationship of $q_k(x)$.

$$
q_{k+1}(x) = q_k(x) + \alpha[1 - xq_k(x)] + \beta[q_k(x) - q_{k-1}(x)].
$$

Actually, if

$$
q_0(x) = \frac{1}{2\lambda_{\max}(BA)} + \frac{1}{2\lambda_{\min}(BA)},
$$

and

$$
q_1(x) = \frac{1}{\sqrt{\lambda_{\max}(BA)\lambda_{\min}(BA)}} + \frac{1}{2\lambda_{\max}(BA)} + \frac{1}{2\lambda_{\min}(BA)} - \frac{x}{\lambda_{\max}(BA)\lambda_{\min}(BA)},
$$

then $q_k(x)$ is the polynomial of best approximation of $1/x$ respect to $\| \cdot \|_{\infty}$ norm when $\alpha = \frac{4}{(\sqrt{\lambda_{\max}(BA)} + \sqrt{\lambda_{\min}(BA)})}$ and $\beta = \left(\frac{\sqrt{\lambda_{\max}(BA)} - \sqrt{\lambda_{\min}(BA)}}{\sqrt{\lambda_{\max}(BA)} + \sqrt{\lambda_{\min}(BA)}}\right)^2$, see [20] for details.

By relating the HB method with the polynomial of the best uniform approximation to $1/x$, we give a different perspective to understand the acceleration mechanism of the HB method. In the next section, we will show that the NA method is also related to polynomial approximation to $1/x$, which emphasizes the strong connection between the momentum acceleration and polynomial approximation to $1/x$.

### 3.2. Nesterov Acceleration Method for Preconditioned Linear Systems.

Now we consider Nesterov acceleration. Applying $k$ steps of the NA method Algorithm 2.5 to (3.1), and eliminating $y^k$ lead to Algorithm 3.2.
Algorithm 3.2 NA method for preconditioned linear systems: $\hat{B}^N$

1: $x^0, x^1$ are given as initial iterates and $\beta$ is a given parameter
2: for $i = 2, \ldots, k$ do
3: $x^i \leftarrow (1 + \beta)[x^{i-1} + \frac{1}{L}B(b - Ax^{i-1})] - \beta[x^{i-2} - \frac{1}{L}B(b - Ax^{i-2})]$
4: end for

Algorithm 3.2 shows that the NA method for solving preconditioned linear systems also is a linear iterative method that uses the previous two steps. It takes a weighted average of the previous two updates. Essentially, Algorithm 3.2 is another semi-iterative method, and, due to its linearity, we associate it with a linear operator (or a matrix) $\hat{B}^N$.

Similarly, based on Theorem 2.2, the convergence of the NA method for the preconditioned linear systems follows directly. Note that $L = \lambda_{\text{max}}(BA)$ and $\mu = \lambda_{\text{min}}(BA)$, the convergence result is presented in Theorem 3.2.

**Theorem 3.2.** Choose $\beta = \sqrt{\frac{\lambda_{\text{max}}(BA)}{\lambda_{\text{min}}(BA)}}$ in Algorithm 3.2, then the following convergence rate estimate holds,

$$
\|x^k - x^*\|_A^2 \leq 2 \left(1 - \frac{1}{\lambda_{\text{BA}}(BA)}\right)^k \|x^0 - x^*\|_A^2.
$$

**3.2.1. Relationship with the Polynomial Approximation of $1/x$.** Next we show that the NA method is also related to the polynomial approximation of $1/x$ when it is applied to the preconditioned linear systems. To this end, denote the error at the $k$-th step of the NA method as $e^k := x^* - x^k$ and, from Algorithm 3.2, it satisfies the following three-term recurrence relationship,

$$
e^{k+1} = (1 + \beta)(I - \frac{1}{L}BA)e^k - \beta(I - \frac{1}{L}BA)e^{k-1}.
$$

This implies that $e^k = p_k(BA)e^0$ where $p_k(x)$ is a polynomial of degree at most $k$ and satisfies $p_k(0) = 1$,

$$
p_{k+1}(x) = (1 + \beta)(1 - \frac{x}{L})p_k(x) - \beta(1 - \frac{x}{L})p_{k-1}(x).
$$

Rewrite $p_k(x) = 1 - xq_{k-1}(x)$, where $q_{k-1}(x)$ is a polynomial of degree at most $k - 1$. Substituting it into (3.4), we have the following three-term recurrence relationship of $q_k(x),$

$$
q_{k+1}(x) = q_k(x) + \frac{1}{L}[1 - xq_k(x)] + \beta(1 - \frac{x}{L})[q_k(x) - q_{k-1}(x)].
$$

From (3.5), we have $q_k(x) \rightarrow 1/x$ as $k \rightarrow \infty$. Comparing with the polynomial of best uniform approximation to $1/x$ given in [20] (or the polynomial related to the HB method as discussed in subsection 3.1), the polynomial associated with the NA method is different although it also converges to $1/x$ as we increase the polynomial degree $k$. In [22], this polynomial was explicitly derived.

**3.3. Discussion on Polynomials Associated with Different Methods.** To better understand the behavior of the polynomial associated with the NA method and its comparison with Chebyshev polynomial used to define the standard AMLI-cycle Algorithm 2.3 (i.e., the scaled version of (2.2)) the polynomial (3.2) associated with the HB method, we plot them in Figure 1 - Figure 2 together for different polynomial degree $k$ and different choice of $\lambda_{\text{min}}$ while
keeping $\lambda_{\text{max}} = 1$. Here, to better illustrate how the error converges to 0, we choose to look at the polynomial $p_k(x)$, which converges to 0 for all cases instead of $q_k(x)$, which converges to $1/x$. We emphasis that they are related by $p_k(x) = 1 - xq_{k-1}(x)$.

Figure 1 shows the case that $\lambda_{\text{min}} = 0.1$ and all the polynomials converge to 0 as we increase the degree $k$. We can also see that on the interval of interest, $[0,1]$, all three polynomials give comparable results. The polynomial associated with the HB method usually gives the best results near 0.1 and the polynomial associated with the NA method usually gives the best results near 1, while the Chebyshev polynomial gives the best results overall.
due to its well-known min-max property. This suggests us, in this case, we can use the polynomials associated with the HB and NA methods to define the AMLI-cycle method, and the resulting MG method should have comparable performance with the standard AMLI-cycle method using the Chebyshev polynomial.
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Fig. 2: The polynomials $p_k(x)$ with $\lambda_{\text{max}} = 1, \lambda_{\text{min}} = 0$ and different $k$.

However, in practice, estimating $\lambda_{\text{min}}$ might be difficult and expensive. Thus, let us look at the simple choice $\lambda_{\text{min}} = 0$. In this case, the polynomial associated with the HB method is not well-defined since neither $q_0(x)$ nor $q_1(x)$ is well-defined. Therefore, we only plot the other two polynomials in Figure 2. As we can see, the polynomial associated with the NA
methods could provide a better approximation than the Chebyshev methods especially when the polynomial degree $k$ increases. This observation suggests that, in practice, if we replace the Chebyshev polynomial with the polynomial associated with the NA method in AMLI-cycle Algorithm 2.3, the resulting MG method would be more robust and efficient when we simply choose $\lambda_{\text{min}} = 0$. This is verified by our numerical results presented in section 5.

4. Momentum Accelerated Multigrid Cycles. In this section, we present the momentum accelerated MG cycles. The basic idea is to use $k$ steps of the HB method (Algorithm 3.1) or the NA method (Algorithm 3.2) to define the coarse-grid corrections. Since both momentum acceleration methods are semi-iterative methods based on certain polynomials, the resulting MG cycles are essentially special cases of AMLI-cycle. However, to distinguish them from the AMLI-cycle based on Chebyshev polynomials, i.e., Algorithm 2.3, we call them heavy ball MG cycle (H-cycle) and Nesterov acceleration MG cycle (N-cycle), respectively.

Besides presenting the momentum accelerated MG cycles, we also study their convergence rates by combining the standard analysis of AMLI-cycle and the convergence results in Theorem 3.1 and Theorem 3.2, respectively.

4.1. H-cycle MG Method. In this subsection, we present the H-cycle method, which uses $k$ steps of the heavy ball method (Algorithm 3.1) to define the coarse-grid correction. Based on the notation introduced in subsection 2.1, Algorithm 2.1, and Algorithm 3.1, we present the H-cycle MG method in Algorithm 4.1.

Algorithm 4.1 H-cycle MG: $B^H_H b$

1: if $\ell = J$ then
2: $x_\ell = A^{-1}_\ell b$
3: else
4: Presmoothing: $x_\ell \leftarrow M_\ell b$
5: Coarse-grid correction: $x_\ell \leftarrow x_\ell + P_\ell \hat{B}^H_{\ell+1} R_\ell (b - A_\ell x_\ell)$, where $\hat{B}^H_{\ell+1}$ is implemented as in Algorithm 3.1 with $B^H_{\ell+1}$ as the preconditioner for $k$ steps
6: Postsmoothing: $x_\ell \leftarrow x_\ell + M^T_\ell (b - A_\ell x_\ell)$
7: end if
8: $B^H_H b \leftarrow x_\ell$

As mentioned before, H-cycle is essentially an AMLI-cycle MG method. Moreover, since the polynomial (3.3) associated with the HB method is the polynomial of best uniform approximation to $1/x$, therefore our H-cycle is equivalent to the AMLI-cycle method proposed in [19] and the estimate of the condition number has been analyzed in [19] as well. Here, to give a more intuitively expression, following standard analysis for the AMLI-cycle method presented in [35] and utilizing the convergence theory of the HB method (Theorem 3.1), we will show that H-cycle MG method presented in Algorithm 4.1 provides a uniform preconditioner under the assumption that the condition number of the two-grid method $\kappa_{\text{TG}}$ is uniformly bounded. We summarize the results in Theorem 4.1 and comment that the general case can be analyzed similarly when the conditioned number of the V-cycle MG method with a bounded-level difference is uniformly bounded.

**Theorem 4.1.** Let $B^H_H$ be defined by Algorithm 4.1 and $\hat{B}^H_\ell$ be implemented as in Algorithm 3.1 with $B^H_\ell$ as the preconditioner with $\alpha = \frac{1}{4}$ and $\beta = \left(\frac{\sqrt{\lambda_{\text{max}}(B^H_\ell A_\ell)} - \sqrt{\lambda_{\text{min}}(B^H_\ell A_\ell)}}{\sqrt{\lambda_{\text{max}}(B^H_\ell A_\ell)} + \sqrt{\lambda_{\text{min}}(B^H_\ell A_\ell)}}\right)^2$. Assume that the two-grid method has uniformly
bounded condition number $\kappa_{TG}$, then the condition number of $B^H_{\ell}A_{\ell}$ can be uniformly bounded. More specifically, we can choose $\delta \in [0, 1)$ and $k \in \mathbb{N}$, satisfying

\begin{equation}
2(1 - \delta)(1 + \sqrt{1 - \delta})^{k-1} - \delta(1 - \sqrt{1 - \delta})^{k-1} > 0,
\end{equation}

such that

\begin{equation}
(1 - \delta)\kappa_{TG} + \kappa_{TG} \frac{\delta(1 - \delta)(1 - \sqrt{1 - \delta})^{k-1}}{2(1 - \delta)(1 + \sqrt{1 - \delta})^{k-1} - \delta(1 - \sqrt{1 - \delta})^{k-1}} \leq 1.
\end{equation}

Then we have the following uniform estimate for the $H$-cycle preconditioner $B^H_{\ell}$ defined by Algorithm 4.1,

\begin{equation}
x^T A_{\ell} x \leq x^T (B^H_{\ell})^{-1} x \leq \frac{1}{1 - \delta} x^T A_{\ell} x
\end{equation}

Proof. First of all, it is clear that, as $\delta \to 1$, the left-hand side of (4.2) tends to 0, which implies that there exists a $\delta$ satisfies (4.2),

In order to proof the inequality (4.3), assume by induction that $1 - \delta \leq \frac{1}{1 + \delta_{\ell+1}}$, where the eigenvalue of $B^H_{\ell+1}A_{\ell+1}$ are in the interval $[\frac{1}{1 + \delta_{\ell+1}}, 1]$ for some $\delta_{\ell+1} \geq 0$. Then we want to show that the eigenvalues of $B^H_{\ell}A_{\ell}$ are contained in an interval $[\frac{1}{1 + \delta_{\ell}}, 1]$ for some $\delta_{\ell} \geq 0$. Since we use $k$ steps of Algorithm 3.1 with $B^H_{\ell}$ as a preconditioner to define $\tilde{B}^H_{\ell}$ in Algorithm 4.1, we have that

$$\lambda(\tilde{B}^H_{\ell+1}A_{\ell+1}) \in \left[\frac{1}{1 + \delta_{\ell+1}}, 1\right]$$

where

$$\tilde{\delta}_{\ell+1} = \sup \left\{ \frac{1}{1 - p_k(x)} - 1, x \in \left[ \frac{1}{1 + \delta_{\ell+1}}, 1 \right] \right\} \leq \sup \left\{ \frac{p_k(x)}{1 - p_k(x)}, x \in [1 - \delta, 1] \right\},$$

and $p_k$ is the polynomial defined by (3.2). According to Theorem 3.1, we have

$$p_k(x) \leq \frac{\kappa(B^H_{\ell+1}A_{\ell+1}) - 1}{2} \left( \frac{\sqrt{\kappa(B^H_{\ell+1}A_{\ell+1}) - 1}}{\sqrt{\kappa(B^H_{\ell+1}A_{\ell+1}) + 1}} \right)^{k-1}$$

$$\leq \frac{\delta}{2(1 - \delta)} \left( \frac{1 - \sqrt{1 - \delta}}{1 + \sqrt{1 - \delta}} \right)^{k-1}, \quad \forall x \in [1 - \delta, 1],$$

then we have $0 \leq p < 1$ for all $x \in [1 - \delta, 1]$ due to the choice of $k$. Because $\frac{k}{1 - r}$ is an increasing function of $t \in [0, 1)$, we have

$$\tilde{\delta}_{\ell+1} \leq \frac{\sup \left\{ p_k(x), x \in [1 - \delta, 1] \right\}}{1 - \sup \left\{ p_k(x), x \in [1 - \delta, 1] \right\}}$$

$$= \frac{\delta(1 - \sqrt{1 - \delta})^{k-1}}{2(1 - \delta)(1 + \sqrt{1 - \delta})^{k-1} - \delta(1 - \sqrt{1 - \delta})^{k-1}}.$$
On the other hand, use Corollary 5.11 in [35], we have $1 + \delta_\ell \leq (1 + \tilde{\delta}_{\ell+1})\kappa_{TG}$. Therefore, in order to confirm the induction assumption, we need to choose $\delta$ such that $1 + \delta_\ell \leq (1 + \tilde{\delta}_{\ell+1})\kappa_{TG} \leq \frac{1}{\pi}$, which is

$$\kappa_{TG} \left[ 1 + \frac{\delta(1 - \sqrt{1 - \delta})^{k-1}}{2(1 - \delta)(1 + \sqrt{1 - \delta})^{k-1} - \delta(1 - \sqrt{1 - \delta})^{k-1}} \right] \leq \frac{1}{1 - \delta}.$$ 

This inequality is equivalent to (4.2). On the other hand, under the assumption of (4.1), it is obviously that

$$\kappa_{TG} \left[ 1 + \frac{\delta(1 - \sqrt{1 - \delta})^{k-1}}{2(1 - \delta)(1 + \sqrt{1 - \delta})^{k-1} - \delta(1 - \sqrt{1 - \delta})^{k-1}} \right] \geq 1.$$ 

Thus, this completes the proof of (4.3).

**Remark 4.2.** Theorem 4.1 shows that H-cycle provides a uniform preconditioner under the assumption that the condition number of the two-grid method $\kappa_{TG}$ is uniformly bounded. When $k = 2$, we have $\delta \in [0, 2\sqrt{2} - 2)$ from (4.1). Note that the convergence factor $\delta_{TG} = 1 - \frac{1}{\kappa_{TG}}$, inequality (4.2) reduces to

$$(1 - \delta) + \frac{\delta(1 - \sqrt{1 - \delta})}{2(1 - \delta)(1 + \sqrt{1 - \delta}) - \delta(1 - \sqrt{1 - \delta})} = \frac{1}{\kappa_{TG}} = 1 - \delta_{TG}.$$ 

This implies that $\delta_{TG} \in (0, 0.5464)$, which means that, if the two-grid method at any level $\ell$ (with exact solution at coarse level $\ell + 1$) has a uniformly bounded convergence factor $\delta_{TG} < 0.5464$, then the corresponding H-cycle has a uniformly bounded convergence factor $\delta$. Obviously, it is better than W-cycle (2-fold V-cycle), because, for W-cycle to be uniformly convergent, the convergence factor of the two-grid method should be bounded to be $\delta_{TG} < 0.5$ (See Corollary 5.30 in [35]).

### 4.2. N-cycle MG Method.

Similarly, our proposed the N-cycle MG method uses $k$ steps of the NA method Algorithm 3.2 to define the coarse-level solvers. Based on the notation introduced in subsection 2.1, Algorithm 2.1, and Algorithm 3.2, Algorithm 4.2 presents the N-cycle algorithm recursively.

**Algorithm 4.2** N-cycle MG: $B^N_\ell b$

1. if $\ell == J$ then
2. $x_\ell = A^{-1}_\ell b$
3. else
4. Presmoothing: $x_\ell \leftarrow M_\ell b$
5. Coarse-grid correction: $x \leftarrow x_\ell + P_{\ell}\hat{B}^N_{\ell+1} R_\ell (b - A_\ell x_\ell)$, where $\hat{B}^N_{\ell+1}$ is implemented as in Algorithm 3.2 with $B^N_{\ell+1}$ as the preconditioner for $k$ steps
6. Postsmoothing: $x_\ell \leftarrow x_\ell + M^T_\ell (b - A_\ell x_\ell)$
7. end if
8. $B^N_\ell b \leftarrow x_\ell$

The N-cycle MG method can be viewed as an AMLI-cycle method using the polynomial defined in (3.5). Following standard analysis of the AMLI-cycle method presented in [35] and utilizing the convergence theory of the NA method (Theorem 3.2), we can show that N-cycle MG method presented in Algorithm 4.2 provides a uniform preconditioner under the assumption that the condition number of the two-grid method $\kappa_{TG}$ is uniformly bounded.
We summarize the results in Theorem 4.3 and comment that the general case ban analyzed similarly when the conditioned number of the V-cycle MG method with a bounded-level difference is uniformly bounded.

**Theorem 4.3.** Let $B^N_N$ be defined by Algorithm 4.2 and $\hat{B}^N_N$ be implemented as in Algorithm 3.2 with $B^N_N$ as the preconditioner with $\beta = \sqrt{\lambda_{\text{max}}(B^N_N A_\ell) - \lambda_{\text{min}}(B^N_N A_\ell)}$. Assume that the two-grid method has a uniformly bounded condition number $\kappa_{TG}$, then the condition number of $B^N_N A_\ell$ can be uniformly bounded. More specifically, there exists $\delta \in [0,1)$ and $k \in \mathbb{N}$, satisfying $2(1 - \sqrt{1 - \delta})^k < 1$, such that

$$
(1 - \delta)\kappa_{TG} + \kappa_{TG} \frac{(1 - \delta)\sqrt{2(1 - \sqrt{1 - \delta})^k}}{1 - 2(1 - \sqrt{1 - \delta})^k} \leq 1.
$$

And we have the following uniform estimate for the N-cycle method $B^N_N$ defined by Algorithm 4.2,

$$
x^T A_\ell x \leq x^T (B^N_N)^{-1} x \leq \frac{1}{1 - \delta} x^T A_\ell x.
$$

**Proof.** The proof is essentially the same as the proof of Theorem 4.1. The only two differences are, the polynomial $p_k(x)$ used here is the one defined by (3.4), and the corresponding convergence property is that presented in Theorem 3.2.

More precisely, since we use $k$ steps of Algorithm 3.2 with $B^N_N$ as a preconditioner to define $\hat{B}^N_N$ in Algorithm 4.2, we have that the eigenvalues of $\hat{B}^N_N A_{\ell+1}$ are contained in the interval $[\frac{1}{1 + \delta_{\ell+1}}, 1]$, where

$$
\tilde{\delta}_{\ell+1} = \sup \left\{ \frac{1}{1 - p_k(x)} - 1, x \in \left[ \frac{1}{1 + \delta_{\ell+1}}, 1 \right] \right\} \leq \sup \left\{ \frac{p_k(x)}{1 - p_k(x)}, x \in [1 - \delta, 1] \right\},
$$

and $p_k(x)$ is the polynomial defined by (3.4). According to Theorem 3.2, we have

$$
p_k^2(x) \leq 2 \left( 1 - \frac{1}{\sqrt{\kappa(B^N_N A_{\ell+1})}} \right)^k \leq 2 \left( 1 - \sqrt{1 - \delta} \right)^k, \forall x \in [1 - \delta, 1],
$$

then $p_k^2(x) < 1$ for all $x \in [1 - \delta, 1]$ due to the choice of $k$. Because $\frac{t}{(1-t)}$ is an increasing function of $t \in (-1, 1)$, we have

$$
\tilde{\delta}_{\ell+1} \leq \sup \{ p_k(x), x \in [1 - \delta, 1] \} = \frac{\sqrt{2 (1 - \sqrt{1 - \delta})^k}}{1 - \sqrt{2 (1 - \sqrt{1 - \delta})^k}}.
$$

On the other hand, use Corollary 5.11 in [35], we have $1 + \delta_{\ell} \leq (1 + \tilde{\delta}_{\ell+1}) \kappa_{TG}$. Therefore, in order to confirm the induction assumption, we need to choose $\delta$ such that $1 + \tilde{\delta}_{\ell} \leq (1 + \tilde{\delta}_{\ell+1}) \kappa_{TG} \leq \frac{1}{1 - \delta}$, which is

$$
\kappa_{TG} \left[ \frac{1 + \sqrt{2 (1 - \sqrt{1 - \delta})^k}}{1 - \sqrt{2 (1 - \sqrt{1 - \delta})^k}} \right] \leq \frac{1}{1 - \delta}.
$$
This inequality is equivalent to (4.4). On the other hand, under the assumption that \(2(1 - \sqrt{1 - \delta})^k < 1\), it is obviously that

\[
(1 + \delta_{\ell+1}) \kappa_{TG} = \kappa_{TG} \left[ 1 + \frac{\sqrt{2} (1 - \sqrt{1 - \delta})^k}{1 - \sqrt{2} (1 - \sqrt{1 - \delta})^k} \right] \geq 1.
\]

Thus, this completes the proof of (4.5).

Next, we provide several remarks to better interpret the theoretical results of Theorem 4.3, comparison with standard AMLI-cycle, and limitations in predicting the performance of the N-cycle method in practice.

**Remark 4.4.** When \(k = 2\), we have \(\delta \in [0, \sqrt{2} - 1/2)\) due to \(2(1 - \sqrt{1 - \delta})^2 < 1\). Note that the convergence factor of the two-grid method satisfies \(\delta_{TG} = 1 - 1/\kappa_{TG}\), inequality (4.4) reduces to

\[
(1 - \delta) + \frac{\sqrt{2}(1 - \delta)(1 - \sqrt{1 - \delta})}{1 - \sqrt{2}(1 - \sqrt{1 - \delta})} = \frac{1}{\kappa_{TG}} = 1 - \delta_{TG}.
\]

This implies that \(\delta_{TG} \in (0, 0.7071)\), which means that, if the two-grid method at any level \(\ell\) (with exact solution at coarse level \(\ell + 1\)) has a uniformly bounded convergence factor \(\delta_{TG} < 0.7071\), then the corresponding N-cycle has a uniformly bounded convergence factor \(\delta\). It is better than W-cycle (2-fold V-cycle) because, for W-cycle to be uniformly convergent, the convergence factor of the two-grid method should be bounded to be \(\delta_{TG} < 0.5\) (See Corollary 5.30 in [35]).

**Remark 4.5.** If we want AMLI-cycle using Chebyshev polynomial (2.2) (i.e., Algorithm 2.3) to be uniformly convergent, the convergence factor of the two-grid method should be \(\delta_{TG} < 0.75\), which is slightly better than N-cycle theoretically due to the min-max property of the Chebyshev polynomials. However, it is a theoretical result based on the assumption that the extreme eigenvalues of the MG preconditioned coarse-level problems are available, which could be quite expensive or even impossible in practice. As we will see from our numerical experiments in section 5, we can simply use the estimations \(\lambda_{\max} = 1\) and \(\lambda_{\min} = 0\), i.e., \(\beta = 1\), to define the N-cycle method in practice and still obtain a good performance. Moreover, the N-cycle MG method could outperform the AMLI-cycle in practice with such a simple choice of the parameter \(\beta = 1\).

5. Numerical Results. In this section, we present some numerical experiments to illustrate the efficiency of the N-cycle MG method. In our numerical experiments, we discretize all the examples using the linear finite-element method on uniform triangulations of the domain \(\Omega\) with mesh size \(h\). Namely, the matrix \(A\) in (2.1) is the stiffness matrix of the finite-element discretizations. The true solution of the linear system is \(x = [1, 2, ..., N]^T R^V\), \(N = 1/h\), and the right hand side \(b\) is computed accordingly for all the examples. We use the unsmoothed aggregation AMG (UA-AMG) method [17] in all the experiments since it is well-known that, the V-cycle UA-AMG method does not converge uniformly in general and more involved cycles are needed. For all the MG cycles, we use Gauss-Seidel (GS) smoother (1 step forward GS for pre-smoothing and 1 step backward GS for post-smoothing). In our implementations of Algorithm 3.1 (used in H-cycle Algorithm 4.1) and Algorithm 3.2 (used in N-cycle Algorithm 4.2), we choose \(x^0 = 0\) and \(x^1 = \frac{(b, b)}{(b, b)_A} b\) (i.e., one step of steepest descent method for solving (3.1) with \(x^0 = 0\)). We always use \(\lambda_{\max} = 1\) (which is a good estimation for SPD problems in general) and choose different \(\lambda_{\min}\) to test the performance.
all the numerical experiments, all the MG methods are used as stand-alone iterative solvers. We use zero initial guess and the stopping criteria is that the relative residual is less than or equal to $10^{-12}$. Besides the number of iterations to convergence, the average convergence factor of the last five iterations is reported to illustrate the performance of the MG methods.

**Example 5.1**. Consider the model problem on $\Omega = [0, 1] \times [0, 1]$.

$$-\Delta u = f, \quad \text{in } \Omega, \quad u = 0, \quad \text{on } \partial \Omega.$$  

| $h$ | 1/64  | 1/128 | 1/256 | 1/512 |
|-----|-------|-------|-------|-------|
| Two-grid |       |       |       |       |
| $k = 1$ | 0.502005 (34) | 0.503784 (34) | 0.505978 (35) | 0.505159 (35) |
| $k = 2$ | 0.804198 (109) | 0.841594 (129) | 0.856977 (135) | 0.862513 (133) |
| $k = 3$ | 0.703505 (67) | 0.744310 (77) | 0.763329 (79) | 0.763709 (77) |
| $k = 4$ | 0.639391 (63) | 0.677776 (58) | 0.692216 (59) | 0.690056 (58) |
| $k = 5$ | 0.553077 (59) | 0.570007 (53) | 0.583075 (56) | 0.580379 (55) |
| $k = 6$ | 0.489147 (52) | 0.508963 (50) | 0.520272 (49) | 0.517564 (48) |

Table 1: Convergence factors (and number of iterations to convergence) for different MG cycles on **Example 5.1**. ("-" means the method diverges)

In Table 1, we show the convergence factor and number of iterations of different MG cycles when the mesh size $h = 1/64, 1/128, 1/256, 1/512$. As we can see, although the
two-grid method achieves uniform convergence, the performance of the V-cycle (i.e., \( k \)-V-cycle with \( k = 1 \)) degenerates as expected since we use the UA-AMG method. Because the convergence factor of Two-grid is slightly larger than 0.5, W-cycle (i.e., \( k \)-V-cycle with \( k = 2 \)) still does not converge uniformly as both the convergence factor and the number of iterations grow as \( h \) gets smaller. \( k \)-V-cycle becomes uniformly convergent when \( k = 3 \). The K- and AMLI-cycle methods, which are designed for this case, all achieve uniform convergence when \( k = 2 \). For the proposed H- and N-cycle, when we estimate \( \lambda_{\text{min}} \) on each level to compute the parameters used in the HB and NA method, we obtain uniform convergence.

This confirms the theoretical results Theorem 4.1 and Theorem 4.3.

As we mentioned, estimating \( \lambda_{\text{min}} \) might be difficult and expensive in practice. Therefore, we investigate the performances of AMLI-, H-, and N-cycle when simply choose \( \lambda_{\text{min}} = 0 \). As shown in Table 1, while all three cycles converge nicely when \( k = 2 \), H-cycle diverges when \( k = 3 \). In fact, it diverges for \( k \geq 3 \). This is because the HB method, which is used to define H-cycle, was developed for strongly convex functions, and the choice \( \lambda_{\text{min}} = 0 \) only implies convexity. Once we choose \( \lambda_{\text{min}} = 0.1 > 0 \), H-cycle converges uniformly again. On the other hand, for the simple choice \( \lambda_{\text{min}} = 0 \), the N-cycle method not only achieves uniform convergence but also outperforms the \( k \)-V-cycle, K-cycle, and, surprisingly, even two-grid method, which demonstrates its efficiency in practice.

From Table 1, we notice that AMLI-cycle Algorithm 2.3 with simple choice \( \lambda_{\text{min}} = 0 \) also performs quite well, even better than N-cycle, when \( k = 2 \) or 3. However, our investigation in subsection 3.3 shows that it is not the case when we increase \( k \), which is confirmed by the numerical results presented in Table 2. When \( k \) increases, AMLI-cycle’s performance deteriorates due to the lack of accurate estimation of \( \lambda_{\text{min}} \). In contrast, H-cycle with \( \lambda_{\text{min}} = 0.1 \) and N-cycle with \( \lambda_{\text{min}} = 0 \) converge uniformly when \( k \) increases. In practice, considering the trade-off between the performance (fast convergence and robustness with respect to parameters) and the efficiency (low computational and storage cost), we would recommend using N-cycle with \( \lambda_{\text{min}} = 0 \) and \( k = 2 \) or 3.

Table 2: Convergence factors (and number of iterations to convergence) for the AMLI-, H- and N-cycle with fixed \( \lambda_{\text{min}} \) on Example 5.1

|           | \( h = 1/64 \) | \( h = 1/128 \) | \( h = 1/256 \) | \( h = 1/512 \) |
|-----------|----------------|----------------|----------------|----------------|
| AMLI-cycle (\( \lambda_{\text{min}} = 0 \)) |                 |                |                |                |
| \( k = 4 \) | 0.743668 (88)  | 0.925038 (329) | 0.980392 (999) | 0.995041 (999) |
| \( k = 5 \) | 0.751663 (92)  | 0.766853 (96)  | 0.801483 (113) | 0.776317 (101) |
| \( k = 6 \) | 0.852902 (144) | 0.855592 (142) | 0.869571 (158) | 0.881878 (155) |
| \( k = 7 \) | 0.922309 (297) | 0.946864 (422) | 0.958507 (503) | 0.965900 (679) |
| H-cycle (\( \lambda_{\text{min}} = 0.1 \)) |                 |                |                |                |
| \( k = 4 \) | 0.497761 (35)  | 0.497349 (35)  | 0.502591 (36)  | 0.498534 (35)  |
| \( k = 5 \) | 0.495767 (34)  | 0.494605 (34)  | 0.500665 (35)  | 0.497057 (34)  |
| \( k = 6 \) | 0.511109 (35)  | 0.513025 (35)  | 0.514338 (36)  | 0.514755 (35)  |
| \( k = 7 \) | 0.524589 (37)  | 0.507319 (35)  | 0.509050 (35)  | 0.508896 (35)  |
| N-cycle (\( \lambda_{\text{min}} = 0 \)) |                 |                |                |                |
| \( k = 4 \) | 0.395807 (26)  | 0.417665 (27)  | 0.406770 (27)  | 0.404306 (26)  |
| \( k = 5 \) | 0.440458 (29)  | 0.451704 (30)  | 0.452052 (30)  | 0.445281 (30)  |
| \( k = 6 \) | 0.482864 (33)  | 0.489894 (33)  | 0.496542 (34)  | 0.492264 (34)  |
| \( k = 7 \) | 0.502005 (34)  | 0.537300 (38)  | 0.544519 (38)  | 0.540128 (38)  |
Example 5.2. The second model problem is a diffusion equation with jump coefficient on $\Omega = [0, 1] \times [0, 1]$,

$$-\nabla \cdot (a(x)\nabla u) = f, \text{ in } \Omega,$$

$$u = 0, \text{ on } \partial \Omega,$$

where $a(x) = 1$ in $[0.25, 0.5] \times [0.25, 0.5] \cup [0.5, 0.75] \times [0.5, 0.75]$ and $a(x) = 10^{-6}$ everywhere else.

Table 3: Convergence factors (and number of iterations to convergence) for different MG cycles on Example 5.2. ("-" means the method diverges)

| $h$ | Two-grid method | $k$-fold V-cycle method | K-cycle method | AMLI-cycle method (estimate $\lambda_{\min}$) | AMLI-cycle method ($\lambda_{\min} = 0$) | H-cycle method (estimate $\lambda_{\min}$) | H-cycle method ($\lambda_{\min} = 0$) | N-cycle method (estimate $\lambda_{\min}$) | N-cycle method ($\lambda_{\min} = 0$) |
|-----|------------------|-------------------------|----------------|---------------------------------|---------------------------------|---------------------------------|---------------------------------|---------------------------------|---------------------------------|
| $h = 1/64$ | 0.533777 (44) | 0.524908 (43) | 0.555066 (45) | 0.543575 (45) | 0.534955 (44) | 0.528044 (44) | 0.432465 (33) | 0.420315 (32) | 0.461580 (35) | 0.447631 (35) | 0.567908 (48) | 0.569448 (49) | 0.613660 (55) | 0.591049 (50) | 0.518716 (42) | 0.507191 (41) | 0.513673 (42) | 0.497285 (40) |
| $h = 1/128$ | 0.660452 (187) | 0.902543 (202) | 0.860452 (187) | 0.802340 (115) | 0.827267 (141) | 0.782840 (110) | 0.762328 (101) | 0.827267 (141) | 0.782840 (110) | 0.802340 (115) | 0.673176 (69) | 0.723526 (87) | 0.728067 (83) | 0.730747 (86) | 0.617277 (57) | 0.693899 (68) | 0.728067 (83) | 0.730747 (86) |
| $h = 1/256$ | 0.555066 (45) | 0.543575 (45) | 0.555066 (45) | 0.543575 (45) | 0.534955 (44) | 0.528044 (44) | 0.524908 (43) | 0.528044 (44) | 0.534955 (44) | 0.528044 (44) | 0.534470 (44) | 0.529453 (43) | 0.533266 (44) | 0.530886 (44) | 0.533266 (44) | 0.530886 (44) |
| $h = 1/512$ | 0.543575 (45) | 0.534955 (44) | 0.555066 (45) | 0.543575 (45) | 0.528044 (44) | 0.534955 (44) | 0.534470 (44) | 0.534955 (44) | 0.528044 (44) | 0.534955 (44) | 0.534470 (44) | 0.534955 (44) | 0.533266 (44) | 0.530886 (44) | 0.534955 (44) | 0.530886 (44) |

We present the convergence factors and the number of iterations of different MG cycles for Example 5.2 in Table 3. We can see that the two-grid method converges uniformly, however, since we use the UA-AMG method and the problem has a large jump in the coefficient, the performance of the V-cycle (i.e., $k$V-cycle with $k = 1$) degenerates as expected. In fact,
the $kV$-cycle still does not converge uniformly with respect to $h$ when $k = 2$ or $3$. The K- and AMLI-cycle methods achieve uniform convergence when $k = 2$ and $3$. For the H- and N-cycle, we obtain uniform convergence when we estimate $\lambda_{\min}$ on each level to compute the parameters used in the HB and NA methods, and this again confirms the theoretical results Theorem 4.1 and Theorem 4.3.

Similar to Example 5.1, we also investigate the performances of AMLI-, H-, and N-cycle when simply choose $\lambda_{\min} = 0$ for Example 5.2. As shown in Table 3, all three cycles converge nicely when $k = 2$, however H-cycle diverges when $k \geq 3$ as expected. If we choose $\lambda_{\min} = 0.1 > 0$, H-cycle converges uniformly again. On the other hand, the N-cycle method achieves uniform convergence and outperforms the $kV$-cycle, K-cycle and even two-grid method when simply choose $\lambda_{\min} = 0$. We notice that the AMLI-cycle (Algorithm 2.3) with $\lambda_{\min} = 0$ also performs quite well, even better than N-cycle when $k = 3$. However, when $k$ increases, see Table 4, AMLI-cycle’s performance deteriorates due to the lack of accurate estimation of $\lambda_{\min}$. In contrast, H-cycle with $\lambda_{\min} = 0.1$ and N-cycle with $\lambda_{\min} = 0$ converge uniformly when $k$ increases. Therefore, due to the same reason, we would recommend to use N-cycle with $\lambda_{\min} = 0$ and $k = 2$ or $3$ in practice.

The last example we consider here is the anisotropic diffusion problem,

$$-\partial_{xx}u - 10^{-3}\partial_{yy}u = f, \quad \text{in } \Omega, \quad u = 0, \quad \text{on } \partial\Omega.$$  

In Table 5, we show the convergence factors and the corresponding number of iterations of different MG methods when $h = 1/64, 1/128, 1/256, 1/512$. We can see that the two-grid method convergent uniformly, however, the performance of the V-cycle (i.e., $kV$-cycle with $k = 1$) degenerates as before. The $kV$-, K- and AMLI-cycles all achieve uniform convergence when $k = 2$ and $3$. For the H- and N-cycle, we obtain uniform convergence when we estimate $\lambda_{\min}$ on each level to compute the parameters used in the HB and NA method which verifies Theorem 4.1 and Theorem 4.3.
From Table 5, the performances of AMLI-, H-, and N-cycle are similar as before when we simply choose $\lambda_{\text{min}}$. Again, for the simple choice $\lambda_{\text{min}} = 0$, the N-cycle method not only achieves uniform convergence but also outperforms the $kV$-cycle, K-cycle, and the two-grid methods.

Table 5: Convergence factors (and number of iterations to convergence) for different MG cycles on Example 5.3. ("-" means the method diverges)

| $h = 1/64$ | $h = 1/128$ | $h = 1/256$ | $h = 1/512$ |
|----------------|-------------|-------------|-------------|
| **Two-grid method** | | | |
| $k = 1$ | 0.517848 (39) | 0.484570 (33) | 0.320570 (39) | 0.439697 (33) |
| $k = 2$ | 0.665222 (62) | 0.679329 (60) | 0.675610 (62) | 0.650456 (67) |
| $k = 3$ | 0.606226 (51) | 0.615689 (48) | 0.609319 (50) | 0.589726 (52) |
| **$kV$-cycle method** | | | | |
| $k = 1$ | 0.766498 (95) | 0.783893 (96) | 0.785853 (98) | 0.768224 (108) |
| $k = 2$ | 0.665222 (62) | 0.679329 (60) | 0.675610 (62) | 0.650456 (67) |
| $k = 3$ | 0.606226 (51) | 0.615689 (48) | 0.609319 (50) | 0.589726 (52) |
| **K-cycle method** | | | | |
| $k = 2$ | 0.515318 (40) | 0.503099 (36) | 0.513573 (40) | 0.466510 (36) |
| $k = 3$ | 0.515318 (40) | 0.503099 (36) | 0.513573 (40) | 0.466510 (36) |
| **AMLI-cycle method (estimate $\lambda_{\text{min}}$)** | | | | |
| $k = 2$ | 0.392120 (27) | 0.343612 (21) | 0.382445 (26) | 0.369934 (23) |
| $k = 3$ | 0.392120 (27) | 0.343612 (21) | 0.382445 (26) | 0.369934 (23) |
| **AMLI-cycle method ($\lambda_{\text{min}} = 0$)** | | | | |
| $k = 2$ | 0.518604 (39) | 0.493497 (34) | 0.515832 (40) | 0.455619 (34) |
| $k = 3$ | 0.518604 (39) | 0.493497 (34) | 0.515832 (40) | 0.455619 (34) |
| **H-cycle method (estimate $\lambda_{\text{min}}$)** | | | | |
| $k = 2$ | 0.545345 (42) | 0.536641 (37) | 0.538974 (41) | 0.500435 (41) |
| $k = 3$ | 0.545345 (42) | 0.536641 (37) | 0.538974 (41) | 0.500435 (41) |
| **H-cycle method ($\lambda_{\text{min}} = 0.1$)** | | | | |
| $k = 2$ | 0.503061 (37) | 0.490633 (32) | 0.494788 (36) | 0.449807 (35) |
| $k = 3$ | 0.503061 (37) | 0.490633 (32) | 0.494788 (36) | 0.449807 (35) |
| **H-cycle method ($\lambda_{\text{min}} = 0$)** | | | | |
| $k = 2$ | 0.36306 (26) | 0.290443 (20) | 0.336453 (25) | 0.401506 (26) |
| $k = 3$ | 0.36306 (26) | 0.290443 (20) | 0.336453 (25) | 0.401506 (26) |
| **N-cycle method (estimate $\lambda_{\text{min}}$)** | | | | |
| $k = 2$ | 0.514756 (40) | 0.509728 (36) | 0.517393 (41) | 0.495766 (37) |
| $k = 3$ | 0.514756 (40) | 0.509728 (36) | 0.517393 (41) | 0.495766 (37) |
| **N-cycle method ($\lambda_{\text{min}} = 0$)** | | | | |
| $k = 2$ | 0.456491 (34) | 0.441552 (30) | 0.464606 (35) | 0.402454 (31) |
| $k = 3$ | 0.456491 (34) | 0.441552 (30) | 0.464606 (35) | 0.402454 (31) |

Similarly, when $k$ decreases, the performance of AMLI-cycle degenerates when we simply choose $\lambda_{\text{min}} = 0$, see Table 6. On the contrary, H-cycle with $\lambda_{\text{min}} = 0.1$ and N-cycle with $\lambda_{\text{min}} = 0$ converge uniformly when $k$ increases, while N-cycle slightly outperforms H-cycle.
Table 6: Convergence factors (and number of iterations to convergence) for the AMLI-, H- and N-cycle with fixed $\lambda_{\text{min}}$ on Example 5.3.

| $h$ | $\lambda_{\text{min}}$ = 0 | $\lambda_{\text{min}}$ = 0.1 | $\lambda_{\text{min}}$ = 0 |
|-----|-----------------|-----------------|-----------------|
|     | AMLI-cycle method | H-cycle method | N-cycle method |
|     | ($k = 4$) | ($k = 5$) | ($k = 6$) | ($k = 7$) | ($k = 4$) | ($k = 5$) | ($k = 6$) | ($k = 7$) | ($k = 4$) | ($k = 5$) | ($k = 6$) | ($k = 7$) |
| $h = 1/64$ | 0.664373 (64) | 0.530249 (40) | 0.445674 (32) | 0.445674 (32) | 0.385037 (26) | 0.385037 (26) | 0.468399 (35) | 0.468399 (35) | 0.346655 (24) | 0.346655 (24) |
| $h = 1/128$ | 0.891205 (229) | 0.488779 (34) | 0.479938 (35) | 0.479938 (35) | 0.409498 (28) | 0.409498 (28) | 0.498202 (37) | 0.498202 (37) | 0.397372 (28) | 0.397372 (28) |
| $h = 1/256$ | 0.969667 (871) | 0.530790 (41) | 0.525354 (39) | 0.525354 (39) | 0.522199 (40) | 0.522199 (40) | 0.520537 (39) | 0.520537 (39) | 0.464160 (32) | 0.464160 (32) |
| $h = 1/512$ | 0.992628 (999) | 0.444818 (32) | 0.454664 (32) | 0.454664 (32) | 0.473724 (33) | 0.473724 (33) | 0.473724 (33) | 0.473724 (33) | 0.487589 (35) | 0.487589 (35) |

6. Conclusions. In this work, we propose and analyze momentum accelerated MG cycles, H- and N-cycle, for solving $A x = b$ where $A$ is SPD. The H- and N-cycle methods, use $k$ steps of the HB or NA methods to define the coarse-level solvers, respectively. We show that H- and N-cycle are both special cases of the AMLI-cycle. In particular, H-cycle is equivalent to an AMLI-cycle using the polynomial of the best uniform approximation to $1/x$. Following the standard analysis of AMIL-cycle, we derive the uniform convergence of the H-cycle and prove the uniform convergence of the N-cycle under standard assumptions. In our preliminary numerical experiments, the momentum accelerated MG cycles share the advantages of both AMLI- and the K-cycle. Similar to the K-cycle, H- and N-cycles do not require the estimation of the extreme eigenvalues while their computational costs are the same as the AMLI-cycle. In addition, the N-cycle MG method outperforms all the other MG cycles (including the two-grid method) for our examples without the need of estimating extreme eigenvalues, which demonstrates its efficiency and robustness and should be recommended in practice.

For the future work, since the NA method can be used to solve general optimization problems, including nonconvex cases, we plan to develop the N-cycle MG method for solving general non-SPD linear systems and investigate the performance both theoretically and numerically.
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