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Abstract

In this study, we propose a morpheme-based scheme for Korean dependency parsing and adopt the proposed scheme to Universal Dependencies. We present the linguistic rationale that illustrates the motivation and the necessity of adopting the morpheme-based format, and develop scripts that convert between the original format used by Universal Dependencies and the proposed morpheme-based format automatically. The effectiveness of the proposed format for Korean dependency parsing is then testified by both statistical and neural models, including UDPipe and Stanza, with our carefully constructed morpheme-based word embedding for Korean. MORPHUD outperforms parsing results for all Korean UD treebanks, and we also present detailed error analyses.

1 Introduction

Dependency parsing is one of the tasks in natural language processing that have been investigated extensively. Using the dependency grammar, it finds the relations between the words in a sentence, and forms an acyclic dependency graph that explains the grammatical structure of the sentence. With various machine learning techniques, the current dependency parsers are able to approach human performances given English corpora.1 Previous studies trying to probe or improve Korean dependency parsers are lacking, especially for those considering the underlying reason and rationale based on the linguistic properties of Korean. The parsers do not perform as well as their English counterparts, partly due to the fact that Korean is a language that has more complicated linguistic features that make parsing on the word level difficult.

1https://ai.googleblog.com/2016/05/announcing-syntaxnet-worlds-most.html

There have been previous studies trying to cope with the word-level representation issues of Korean (Choi and Palmer, 2011; Park et al., 2013; Kanayama et al., 2014). Given that Korean is an agglutinative language that heavily relies on morphemes, and the natural segmentation does not correctly reflect either the words or the morphemes of Korean texts, Park and Tyers (2019) suggested an annotation scheme that decomposes Korean texts into the morpheme level, and applied the morpheme-based format to POS tagging.

In this study, we propose a morpheme-based scheme for Korean dependency parsing that is developed based on Park and Tyers (2019), and adopt the proposed scheme to Universal Dependencies (Nivre et al., 2016, 2020), which contains two Korean dependency parsing treebanks, namely the GSD treebank (McDonald et al., 2013) and the Kaist treebank (Choi et al., 1994; Chun et al., 2018). While the two Korean treebanks meet the standards of Universal Dependencies and have been studied for dependency parsing tasks extensively (Kondratyuk and Straka, 2019; Qi et al., 2020), the treebanks are formatted in a way that the natural segmentations of Korean texts are preserved, and even with some morpheme-level information, only the language-specific part-of-speech tags on the morpheme level are included in the treebanks, and both treebanks do not have any morpheme-level parsing tags. Different from the traditional scheme based on natural segmentation, this scheme utilizes the inherent morphological and typological features of the Korean language, and the morpheme-level parsing tags can therefore be derived using a set of linguistically motivated rules, which are further used to produce the morpheme-level dependency parsing results and automatic conversions between the morpheme-based format and the traditional format.

The proposed morpheme-based representation is examined using several dependency parsing
models, including UDPipe (Straka et al., 2016; Straka and Straková, 2017) and Stanza (Qi et al., 2020). Compared to the baseline models trained using the two treebanks without modification, our proposed format makes statistically significant improvements in the performances of the parsing models for the Korean language as reported in the error analysis.

2 Representation of MORPHUD

In this study, we adopt a morpheme-based format that captures the linguistic properties of the Korean language proposed by Park and Tyers (2019). The natural segmentation of Korean is based on eojeol, which does not necessarily reflect the actual word or morpheme boundaries of the language. For example, an eojeol of Korean may contain both a noun and its postposition, or both a verb and its particles marking tense, aspect, honorifics, etc. While this is typical for Korean as an agglutinative language, it creates difficulties and challenges for NLP tasks regarding the Korean language, including dependency parsing. It is not ideal that the tokens dependency relations are annotated on are sometimes words, and sometimes phrases as an eojeol may consist of more than a word. Furthermore, Korean as an agglutinative language has very regular conjugations, which makes it easy and natural to split those words and phrases into morphemes when analyzing the language since nearly every piece of an eojeol can be identified to be of a certain meaning or function.

The morpheme-based format aims at decomposing the Korean sentences further into morphemes, which means that dependency relations are no longer marked on the eojeol level. Instead, they are marked on morphemes such that within each eojeol that is not monomorphemic, a head of that eojeol will be found and all other morphemes will be attached directly to the head. As a result, the head of a non-monomorphemic eojeol carries the dependency relation this eojeol originally has, and all other morphemes will be attached to it. In order to find the head, we develop a script and apply some heuristics which include that the head of an eojeol is usually a noun, a proper noun, or a verb, and while there is no noun or verb in an eojeol, the script we implemented continues to find other morphemes such as pronouns, adjectives, adverbs, numerals, etc. The script also excludes the use of adpositions, conjunctions, and particles as heads in most cases, unless these are the only part-of-speeches in an eojeol except for punctuations. While there are multiple morphemes that can be heads in an eojeol, the script will decide which one to take based on the part-of-speeches of the morphemes. For instance, when there are multiple nouns, the last one will carry the dependency relation of the eojeol, whereas when there are multiple verbs, the first verb will carry the dependency relation as Korean is a head-final language. Once the head of a non-monomorphemic eojeol is found, the other morphemes will be dependent on the head and be assigned with other dependency relations such as compound, case, auxiliary depending on their UPOS and XPOS.

3 Experiments and results

3.1 Data and systems

In this study, we deploy two parsers to evaluate our proposed format, namely UDPipe (Straka et al., 2016) as a baseline system and Stanza (Qi et al., 2020) as one of the state-of-the-art dependency parsers. UDPipe is a pipeline designed for processing CoNLL-U formatted files, which performs tokenization using Bi-LSTM, morphological analysis, part-of-speech tagging, lemmatization using MorphoDiTa (Straková et al., 2014), and dependency parsing using slightly modified Parsito (Straka et al., 2015). Since the whole pipeline needs no language-specific knowledge, which means that it can be trained using corpora in a different scheme, we choose UDPipe as our baseline. Stanza is another natural language processing toolkit that includes Dozat’s biaffine attention dependency parser (Dozat and Manning, 2017). Dozat’s dependency parser uses the minimum spanning tree algorithm that can deal with non-projectivity dependency relations, and more importantly it excelled all of dependency parsers during CoNLL 2017 and 2018 Shared Task (Zeman et al., 2017, 2018) In this study, the two dependency parsing pipelines take both the original word-based form (the current scheme adopted by Universal Dependencies), which we denote as wordUD, and the morpheme-based form, which we denote as MORPHUD, of the GSD and KAIST treebanks as the input.

We develop the script to convert between

\footnote{While words and eojeols are not the same in Korean based on their definitions, in this study, the terms “word-based” and “eojeol-based” are interchangeable.}
the WORDUD format and our proposed MORPHUD format. The script consists of two major components, which are WORDUD to MORPHUD (Word2Morph) and MORPHUD to WORDUD (Morph2Word). The Word2Morph component splits the word tokens in the CoNLL-U treebank of Korean into morphemes using the lemmas already provided, and assigns dependency relations on the resegmented tokens based on the original dependency relations annotated on the word tokens. The Morph2Word component, on the other hand, firstly pairs the tokens in the WORDUD dataset and the MORPHUD dataset, and then assigns the dependency relations from morpheme tokens in MORPHUD to word tokens in WORDUD. Within both components, a root detector for the word is implemented in order to find the root (or stem) of a word when the word is multimorphemic (i.e., needs to be split into morphemes and attach dependency relations on it correspondingly). Evaluations of the conversion scripts are not conducted in this study, since the morphemes are inherited from the lemmas in the treebanks, and the part-of-speech tags, roots, and dependency relations are predicted and assigned to the morphemes based on the linguistic features and the grammar of Korean that are regular, as presented in Section 2.

3.2 Results

We report the labeled attachment score (LAS), which is a standard evaluation metric in dependency parsing, using the evaluation script (2018 version) provided by CoNLL 2018 Shared Task. Table 1 shows results of udpipe as a baseline system and stanza as one of the state-of-the-art systems. All results are reported in the WORDUD format. That is, all experiments are trained and predicted in the proposed MORPHUD format, and then the result is converted back to the WORDUD format for comparison purposes. We train udpipe once because it can produce the same parsing model if we train it on the same machine. For stanza, we provide average LAS and its standard deviation after five training and evaluation. Both systems use the finely crafted 300d embedding file by fastText (Bojanowski et al., 2017): WORDUD and MORPHUD use words and morphemes as their embedding entries, respectively to make sure that their input representation would be correctly matched. For embeddings, there are 9.6M sentences and 157M words (tokenized) based on WORDUD. The set of documents for embeddings includes all articles published in The Hankyoreh during 2016 (1.2M sentences), Sejong morphologically analyzed corpus (3M), and Korean Wikipedia articles (20201101) (5.3M). As expected, all results of MORPHUD outperform WORDUD in Table 1.

3.3 Error analysis and discussion

Figure 2 shows the confusion matrix between WORDUD and MORPHUD, in which the column and the row represent the arc direction of gold and system, respectively. MORPHUD outperforms WORDUD in predicting all directions except for right (gold)/left (system). The system predicts the left arc instead of the correct right arc (212 arc direction errors in WORDUD vs. 240 in MORPHUD). This is because we spuriously added left arcs for functional morphemes in MORPHUD where the system learned more left arc instances.
Table 1: Dependency parsing results: for the comparison purpose all MORPHUD results are converted back to WORDUD after training and predicting with the format of MORPHUD.

|       | ko_gsd |       | ko_kaist |
|-------|--------|-------|----------|
|       | WORDUD | +MORPHUD | WORDUD | +MORPHUD |
| udpipe | 70.90  | 77.01  | 77.01  | 81.80  |
| stanza | 84.63 (±0.18) | 84.98 (±0.20) | 86.67 (±0.17) | 88.46 (±0.14) |

Figure 2: Confusion matrix for the direction of arcs where the column represents gold, and the row system: Left, Right, and O for TO ROOT.

Figure 3: Confusion matrix for the depth of arcs where the column represents gold, and the row system.

Figure 4: Example of the 2/1 error by MaltEval where the gold’s arc depth is 2 and the system’s depth is 1. Note that MORPHUD results are converted back to WORDUD: `geuligo wang-ui chinjog-i byoeseul-eul hal su issdolog jongchin gwageo jedo-leul silshayeossda` ‘And they introduced a clan system to make sure that the king’s relatives can obtain the government position’

Figure 5: Compound noun with a left-skewed tree for NP modifiers in the Korean treebank.

4 Conclusion

We proposed a new annotation scheme for Universal Dependencies for Korean. We have already worked on NER, in which we outperformed the word-level representation dataset by using the morphologically enhanced dataset, and we are planning to extend our idea to the semantic role labeling task. We are also trying to create a consortium to develop the morphologically enhanced Universal Dependencies for other morphologically rich languages such as Basque, Finnish, French, German, Hungarian, Polish, and Swedish. All conversion scripts (WORDUD to MORPHUD,
MORPH and vice versa), and MORPHUD datasets for ko_gsd and ko_kaist will be available through author’s github at https://github.com/jungyeul/morphUD-korean.
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