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Abstract

Between the two dominant schools of thought in statistics, namely, Bayesian and classical/frequentist, a main difference is that the former is grounded in the mathematically rigorous theory of probability while the latter is not. In this paper, I show that the latter is grounded in a different but equally mathematically rigorous theory of imprecise probability. Specifically, I show that for every suitable testing or confidence procedure with error rate control guarantees, there exists a consonant plausibility function whose derived testing or confidence procedure is no less efficient. Beyond its foundational implications, this characterization has at least two important practical consequences: first, it simplifies the interpretation of p-values and confidence regions, thus creating opportunities for improved education and scientific communication; second, the constructive proof of the main results leads to a strategy for new and improved methods in challenging inference problems.
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1 Introduction

In comparisons of the Bayesian and classical/frequentist approaches to statistical inference, an often-cited difference is that the former is rooted in the mathematically rigorous theory of probability while the latter is not. That is, the Bayesian approach proceeds by specifying prior beliefs about unknowns and updating those, in light of the observed data, using the standard rules of probability, whereas a frequentist approach is less rigid, some might even say “ad hoc.” Since being rooted in a mathematically rigorous framework is generally better than not, the connection to probability theory is often interpreted as a win for the Bayesian side. However, that interpretation is based on the incorrect assumption that probability is the only mathematically rigorous model for uncertainty quantification. The goal of the present paper is to demonstrate that the so-called “frequentist
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approach” is rooted in the mathematically rigorous theory of *imprecise probability*, more specifically, that based on distributions of nested random sets, i.e., *consonant plausibility functions* (e.g., Shafer 1976) or *possibility measures* (e.g., Dubois and Prade 1988). As I explain below, this fundamental characterization is impactful in various ways.

One benefit of this new characterization is in the communication of statistical concepts and the interpretation of statistical results. As many of us know first hand, as instructors of introductory statistics courses, explaining how to interpret classical/frequentist results can be a challenge. Indeed, we stress to our students that

- a p-value *doesn’t* represent the probability that the null hypothesis is true, and
- “95% confidence” *doesn’t* mean that the true parameter is in the stated interval with probability 0.95.

But what *does* a p-value or “95% confidence” actually mean? When we attempt to explain “95% confidence” in terms of the proportion of possible intervals that could have been observed, students’ eyes glaze over. The reason this explanation fails is that the fixed-data interpretation of p-values and confidence intervals should be different from the across-data statistical properties they satisfy. Fortunately, the intuitive or pragmatic interpretations typically offered to students are mathematically correct as well. I tell my students that, for the given data, posited model, etc.,

- a p-value is a measure of how *plausible* the null hypothesis is, and
- a confidence interval is a set of sufficiently *plausible* parameter values.

This is more than just replacing the word “probable” with “plausible” because, as I show below, the p-values and confidence intervals are features derived from a data-dependent plausibility measure, a well-defined mathematical object. This is similar to how Bayesian probabilities are summaries of the data-dependent posterior distribution, but with a critical difference: in general, there is no Bayesian posterior probability distribution whose summaries agree with the p-values and confidence intervals, both in terms of their numerical values for fixed samples and their sampling distribution properties across samples. By taking imprecise probabilities into consideration, the pragmatic interpretation of p-values and confidence intervals described above can be made mathematically rigorous.

The proposed shift in perspective from precise to imprecise probability would also be beneficial beyond the classroom. One statistical factor contributing to the replication crisis currently plaguing science is a misunderstanding of statistical reasoning, in particular, the meaning of “statistical significance” (e.g., Wasserstein and Lazar 2016; Wasserstein et al. 2019). Pushes to ban p-values (Trafimow and Marks 2015) or to abandon statistical significance (McShane et al. 2019) are aimed at preventing “p < 0.05” from being misinterpreted as direct evidence supporting a scientific discovery claim. But nothing in the original literature supports such an interpretation. In the 1925 edition of Fisher (1973b), and even further back to Edgeworth in 1885, comparing p-values to a pre-determined threshold was intended “simply as a tool to indicate when a result warrants further scrutiny” (Wasserstein et al. 2019, p. 2). Fisher definitely did not intend for statistical significance to imply scientific discovery, but apparently he did see p-values as a measure of how plausible the null hypothesis is based on the data, posited model, etc. Unfortunately, p-values look like probabilities and, without a more appropriate mathematical framework to explain them in, the community defaulted to the familiar
probability theory and interpreted small p-values as an indication that the alternative is probable, hence a discovery. What’s changed from Fisher’s time is that now there exists an imprecise probability framework wherein the mathematics can be developed in a way that aligns with the p-value’s intended interpretation. For example, the sub-additivity property of plausibility measures leads to the following:

If a hypothesis is implausible, then its complement must be plausible; however, high plausibility alone isn’t evidence of the complementary hypothesis’s truthfulness, since the plausibility measure’s dual may give it low support.

Therefore, the basic mathematical properties of plausibility refute misinterpretations like “a small p-value (alone) implies a scientific discovery.” Armed with this understanding, the statistical community can correct its communication errors, no bans required.

A second statistical factor relevant to concerns about replicability is the use of methods that are reliable in the sense that they can provably avoid making systematic errors. This is important because statistical methods are being used as part of the scientific decision-making process, e.g., what existing theories are rejected in favor of new ones. This notion of reliability is immediately seen as related to controlling error rates in a frequentist sense. As I’ll demonstrate below, the characterization in terms of imprecise probability is important—even essential—for this practical aspect as well.

My starting point is to consider a very general kind of inferential output, namely, a data-dependent capacity; see Definition 1. The idea is that the data-dependent capacity, evaluated at any assertion about the unknowns, would measure the plausibility of that assertion, relative to the data and posited model. Capacities have minimal restriction on their mathematical form, but the statistical context in which they’re to be used will introduce more structure. Indeed, since assigning small plausibility values to assertions that happen to be true may lead to erroneous conclusions, it would be desirable if the capacity controlled the frequency of such errors in a specific sense. I refer to this error rate control property as validity; see Definition 2. Not surprisingly, requiring the capacity to satisfy validity tightens up much of its original flexibility. What mathematical structure can be imposed on the capacity that’s consistent with validity?

Towards an answer to this question, I start with a basic procedure, e.g., a test or confidence region, already known to possess a form of frequentist error rate control, and attempt to construct a suitable capacity that achieves the validity property. In particular, after some setup and notation in Section 2 in Section 3.1, I consider the conversion of a confidence region into so-called confidence distribution, a data-dependent probability measure on the parameter space. There I show, in the context of some specific examples, that additivity is too demanding of a constraint on the capacity, i.e., additivity/precision and validity are individually too strong to be compatible (Balch et al. 2019). Still working with a given confidence region, I show in Section 3.2 how to construct an imprecise probability that achieves validity for all possible assertions. The resulting capacity has the mathematical structure of a consonant plausibility function or, equivalently, a possibility measure. Shafer (1976, Ch. 10) argues that consonance is a natural structure to impose in statistical inference problems, and there is literature (e.g., Destercke and Dubois 2014, Ch. 4.6.1) that highlights the connection between consonance and statistical calibration properties; see, also, Balch (2012), Deneux and Li (2018), and Liu and Martin (2021b). However, to my knowledge, the particular reverse-engineering of a consonant plausibility
function from a given confidence region proposed here is new.

One can construct consonant plausibility functions that satisfy the validity property directly, without having a given confidence region to start with. That’s what the developments in Martin and Liu (2013, 2015a,b,c) are about. In particular, their framework starts with a representation of the statistical model in terms of an association between data, model parameters, and unobservable auxiliary variables, and their construction proceeds by introducing a random set targeting the unobserved value of that auxiliary variable corresponding to the observed data. I review their theory and a certain generalization in Section 4. It turns out that an even stronger characterization of frequentist inference can be given, and that’s the topic of Section 5. Roughly, Theorems 6–7 in that section together can be summarized by the following

“Theorem”. Given a testing or confidence procedure which, in addition to some mild regularity conditions, satisfies the frequentist error rate control property in (1) and (2), respectively, there exists a consonant plausibility function—with the additional structure described in Section 4—whose corresponding testing or confidence procedure is no less efficient than the one given.

This has three important consequences. First, it says that a shift in thinking about the “frequentist approach” in the traditional terms of testing and confidence procedures to valid imprecise probabilities costs nothing. That is, every good frequentist procedure currently in use, along with any that could ever be developed, naturally fits in the proposed imprecise probability framework. Second, it shows that the construction described in Section 4 is not just one way to construct imprecise probabilities whose derived procedures have good frequentist properties, it’s effectively the only way. Third, in addition to not costing anything, there are potential gains. After some technical remarks and illustrations in Section 6–7, I show how the constructive proof of the above “theorem,” along with the recent developments in Wasserman et al. (2020), can be used to construct new procedures for practically challenging problems. I illustrate this approach with two examples in Section 9, namely, testing the number of components in mixture models and testing for monotonicity in an unknown density function. To my knowledge, the test for monotonicity is the first in the literature that provably controls Type I error.

The results in this paper make some potentially unexpected connections between imprecise probability and classical/modern statistical theory. So I take the opportunity in Section 10 to list out a few possible extensions and new directions to pursue. Finally, some concluding remarks are given in Section 11.

2 Valid (imprecise) probabilistic inference

2.1 Setup and notation

To set the scene, suppose observable data $X \in X$ is modeled by a distribution $P_{X|\theta}$ indexed by a parameter $\theta \in \Theta$; then the statistical model is $\mathcal{P} = \{P_{X|\theta} : \theta \in \Theta\}$. Note that the setup here is quite general: $X$, $\theta$, or both can be scalars, vectors, or something else. A typical case is where $X = (X_1, \ldots, X_n)$ is a collection of $n$ independent and identically distributed (iid) random vectors of dimension $d \geq 1$ and $\theta$ is a vector taking values in $\Theta \subseteq \mathbb{R}^q$, for $q \geq 1$. But nothing in what follows requires that data points be iid, that
the sample size $n$ be large, or that the model parameter $\theta$ be finite-dimensional. In fact, I will consider examples below wherein $\theta$ represents the unknown distribution/density function, an infinite-dimensional quantity. In some cases, the inferential target will be a lower-dimensional feature $\phi = \phi(\theta)$ of the full parameter, taking values in $\Phi = \phi(\Theta)$. Throughout, when I’m referring to the true value of the parameter, I’ll use the notation $\theta$ and $\phi$, but for generic values of these parameter, I’ll use the variations $\vartheta$ and $\varphi$.

The so-called “frequentist approach” is focused on procedures—hypothesis tests, confidence regions, etc.—motivated strictly by the statistical properties they satisfy. For future reference, let me record here the definition of hypothesis tests and confidence regions and their relevant properties.

- Let $\Theta_0$ be a proper subset of $\Theta$ and consider the (possibly composite) null hypothesis $H_0 : \theta \in \Theta_0$. Let $T_\alpha : X \to \{0, 1\}$ denote a collection of maps, indexed by $\alpha \in [0, 1]$, that define a family of (non-randomized) tests
  
  \begin{align*}
  \text{reject } H_0 \text{ based on data } x \text{ if and only if } T_\alpha(x) = 1.
  \end{align*}

  I’ll say that these are size-$\alpha$ tests if they control Type I error at level $\alpha$, i.e., if

  \begin{align}
  \sup_{\theta \in \Theta_0} \mathbb{P}_{X|\theta}\{T_\alpha(X) = 1\} \leq \alpha, \quad \text{for all } \alpha \in [0, 1].
  \end{align}

- Consider a family of set-valued maps $C_\alpha : X \to 2^\Phi$, indexed by $\alpha \in [0, 1]$. I’ll say that these are $100(1 - \alpha)$% confidence regions for $\phi = \phi(\theta)$ if they have coverage probability at least $1 - \alpha$, i.e., if

  \begin{align}
  \inf_{\theta \in \Theta} \mathbb{P}_{X|\theta}\{C_\alpha(X) \ni \phi(\theta)\} \geq 1 - \alpha, \quad \text{for all } \alpha \in [0, 1].
  \end{align}

The focus on procedures makes the frequentist approach difficult to compare, at a fundamental level, with the Bayesian approach wherein the posterior distribution is the primitive and procedures are derivatives thereof. To put the two frameworks on roughly the same playing field, and to satisfy statisticians’ desire to quantify uncertainty about unknowns via (something like) probability, I propose the following formulation.

Let $A \subseteq 2^\Theta$ denote a collection of subsets of $\Theta$ which I’ll interpret as the collection of assertions about $\theta$ for inferences can be drawn. That is, I make no distinction between $A$ and the assertion “$\theta \in A$.” When dealing with classical probability measures, in the sense of Kolmogorov, if $\Theta$ is uncountable, then I’ll implicitly assume that $A$ is a proper $\sigma$-algebra of $2^\Theta$, but in other cases no such restriction will be needed. If there is a feature $\phi = \phi(\theta)$ of particular interest, then $A$ should contain those assertions $A$ of the form $A = \{\vartheta : \phi(\vartheta) \in B\}$, for all relevant assertions $B$ about $\phi$ satisfying the necessary measurability conditions, if any. At the very least, $A$ should contain both $\emptyset$ and $\Theta$ and be closed under complementation. For the situations I have in mind, however, the collection $A$ should be rich, e.g., at least the Borel $\sigma$-algebra. The reason is that the goal is to construct something comparable to a Bayesian posterior distribution supported on $(\Theta, A)$; but see Section 10.1 for more on this point.

\footnote{I will not consider randomized tests here. However, \cite{Cella and Martin (2020)} considered randomization in a different context but from the same perspective I’m taking in this paper. So I expect that randomized tests can be treated similarly.}
Next, following Choquet (1954), a function $g : \mathcal{A} \rightarrow [0,1]$ is called a capacity if $g(\emptyset) = 0$, $g(\Theta) = 1$, and, for any $A,A' \in \mathcal{A}$, if $A \subseteq A'$, then $g(A) \leq g(A')$. This is the most flexible—therefore, most complex—imprecise probability model (e.g., Destercke and Dubois 2014), and more structure will be added later when necessary. I’ll also assume that the capacity is sub-additive in the sense that

$$g(A \cup A') \leq g(A) + g(A'), \quad \text{for all disjoint } A,A' \in \mathcal{A}.$$ 

In addition to ordinary/precise probabilities, this setup includes all of the common imprecise probability models.

**Definition 1.** An inferential model or IM is a mapping from $(x, \mathcal{P}, \ldots)$ to a data-dependent, sub-additive capacity $\Pi_x$ defined on $(\Theta, \mathcal{A})$.

This definition covers cases where the IM output is a probability distribution, for example, Bayes or empirical Bayes (Ghosh et al. 2006), fiducial (Fisher 1935, 1973a), generalized fiducial (Hannig et al. 2016), structural (Fraser 1968), or confidence distributions (Schweder and Hjort 2016; Xie and Singh 2013). In each case, the “…” corresponds to the additional information required to carry out the IM construction, e.g., the Bayesian construction requires a prior distribution. There’s reason to consider IMs whose output is a genuine imprecise probability, so I’ll discuss this less-familiar case further below.

Define the dual/conjugate to the capacity $\Pi_x$ as

$$\Pi^*_x(A) = 1 - \Pi_x(A^c), \quad A \in \mathcal{A}.$$ 

By the assumed sub-additivity of $\Pi_x$, it follows that

$$\Pi_x(A) \leq \Pi^*_x(A), \quad A \in \mathcal{A}. \quad (3)$$

This explains the lower- and upper-bar notation and justifies referring to $\Pi_x$ and $\Pi^*_x$ as lower and upper probabilities, respectively. A behavioral interpretation of the lower and upper probabilities can be given, but I’ll not do so here; see, e.g., Walley (1991) and Troffaes and de Cooman (2014) for a gambling-based perspective that leads to a generalization of de Finetti’s classical subjective interpretation of probability. As an alternative to the behavioral or gambling interpretation, as some might prefer in the context of scientific/statistical inference, the data analyst can simply treat the pair $(\Pi_x, \Pi^*_x)$ as determining data-dependent degrees of belief about $\theta$. That is, small $\Pi_x(A)$ implies that the data $x$ doesn’t support the truthfulness of the assertion $A$; similarly, large $\Pi^*_x(A)$ implies that data $x$ does support the truthfulness of $A$; otherwise, if $\Pi_x(A)$ is small and $\Pi^*_x(A)$ is large, then data $x$ is not sufficiently informative to make a definitive judgment about $A$.

For the reader who is unfamiliar with genuinely non-additive capacities, I’ll give a quick example. Let $\mathcal{T}$ denote a random set (e.g., Molchanov 2005, Nguyen 2006) that takes values in the power set of $\Theta$. That random set has a probability distribution, which I’ll denote by $P_\mathcal{T}$. Unlike a random variable, whose realizations can be, e.g., either $\leq 10$ or $> 10$, realizations of a random set compared to a fixed subset have three possibilities. As illustrated in Figure [1], $\mathcal{T}$ could be (a) contained in $A$, (b) contained in $A^c$, or (c) have
Figure 1: Diagrams representing the three possible states of a realization of a random set $\mathcal{T}$, supported on subsets of $\Theta$, relative to a fixed subset $A$ of $\Theta$.

non-empty intersection with both $A$ and $A^c$. It’s having three possible outcomes that leads to non-additivity. Indeed, define a capacity $\Pi$ on $\Theta$ as

$$\Pi(A) = P(T \cap A \neq \emptyset), \quad A \subseteq \Theta,$$

and its dual $\Pi(A) = 1 - \Pi(A^c) = P(T \subseteq A)$. Then it’s clear that these are sub- and super-additive, respectively, and, in particular, that (3) holds for all $A$.

## 2.2 Validity property

The definition of an IM is too flexible to be useful. But the degrees of freedom will be reduced considerably once the objective is stated formally. The IM output will be used to assess the plausibility of various assertions about $\theta$, so it makes sense to require that inferences drawn based on these assessments would not be systematically misleading. The following definition states this more precisely.

**Definition 2.** An IM $(x, \mathcal{P}, \ldots) \mapsto \Pi_x$ is **valid** if

$$\sup_{\theta \in A} P_{X|\theta}\{\Pi_X(A) \leq \alpha\} \leq \alpha \quad \text{for all } \alpha \in [0, 1] \text{ and } A \in \mathcal{A}. \quad (4)$$

In other words, if assertion $A$ is true, then the random variable $\Pi_X(A)$ is stochastically no smaller than $\text{Unif}(0, 1)$ as a function of $X \sim P_{X|\theta}$.

For some intuition about what validity aims to achieve, consider the following line from Reid and Cox (2015):

...it is unacceptable if a procedure...of representing uncertain knowledge would, if used repeatedly, give systematically misleading conclusions.

The event “$\Pi_X(A) \leq \alpha$,” where the capacity assigns relatively small plausibility to assertion $A$, is one that would give the investigator reason to doubt the truthfulness of $A$. If, as in (4), the assertion $A$ is true, then this event could lead to misleading conclusion. By requiring that the probability of such an event be controllable, in a concrete way, through

I’ll assume throughout that $x \mapsto \Pi_x(A)$ is Borel measurable for all $A \in \mathcal{A}$.
the choice of threshold $\alpha$, those misleading conclusions would not be systematic. As I argue in [Martin (2019)], the choice of threshold “$\leq \alpha$” inside the probability statement in (4) is basically without loss of generality.

The “for all $A \in \mathcal{A}$” part of (4) is important for at least three reasons. First, for the statistician who develops methods to be used by practitioners off-the-shelf, the responsibility for controlling systematically misleading conclusions falls on his/her shoulders. Therefore, to mitigate their risk, that statistician must be clear about the collection $\mathcal{A}$ for which (4) holds. Even if the method’s limits are clearly stated, it is likely that practitioners will try to push those limits, so it’s in the statistician’s best interest to ensure that (4) is achieved for a class $\mathcal{A}$ sufficiently rich that it contains any assertion practitioners might imagine. This helps ensure that the methods-developing statistician, which is most of us in academia, have skin in the game. Second, since the class $\mathcal{A}$ is assumed to be closed under complementation, if (4) holds for $\mathcal{A}$, then it also holds for $\mathcal{A}^c$, and it follows that (4) is equivalent to

$$\sup_{\theta \notin A} P_{X|\theta}\{\Pi_X(A) \geq 1 - \alpha\} \leq \alpha, \quad \text{for all } \alpha \in [0,1] \text{ and } A \in \mathcal{A}.$$ 

As before, assigning high degree of belief to an assertion that happens to be false may lead to erroneous inference, and the above condition provides control on the frequency of such errors. Third, if validity as in Definition 2 holds, then it is relatively straightforward to construct procedures based on the IM’s output that achieves the desirable frequentist properties as discussed above.

**Theorem 1.** Let $\Pi_x$ be the output from a valid IM, and take any $\alpha \in [0,1]$.

(a) Consider a testing problem with $H_0: \theta \in A$, for $A \in \mathcal{A}$. Then the test $T_\alpha(x) = 1\{\Pi_x(A) \leq \alpha\}$ is a size-$\alpha$ test in the sense of (1).

(b) If $\mathcal{A}$ contains all the singletons, then $C_\alpha(x)$, which has two equivalent expressions

$$C_\alpha(x) = \left\{ \left\{ \neg\exists \theta \in \Theta: \Pi_x(\{\theta\}) > \alpha \right\} \cap \{A \in \mathcal{A}: \Pi_x(A) \geq 1 - \alpha\} \right\},$$

is a $100(1-\alpha)$% confidence region for $\theta$ in the sense of (2).

**Proof.** Part (a) follows immediately from Definition 2. For Part (b), note first that the singleton containment assumption is required in order for $\Pi_x(\{\theta\})$ to be well-defined. Next, it is easy to see, from (1) applied to $A = \{\theta\}$, that the coverage condition is satisfied. All that remains to be shown is that the two expressions for $C_\alpha(x)$ are the same. To see this, note that

$$\Pi_x(\{\theta\}) > \alpha \iff \Pi_x(\{\theta\}^c) < 1 - \alpha.$$ 

By monotonicity of the capacity, it follows that $\Pi_x(A) < 1 - \alpha$ for any $A \in \mathcal{A}$ such that $A \subseteq \{\theta\}^c$. Therefore, $\theta$ is contained in every $A$ in the intersection defining $C_\alpha(x)$, so it’s also in the intersection.
To the primary question I intend to answer here: what additional structure must be imposed on the data-dependent capacity \( \Pi_x \) such that the validity condition (4) holds? As a first step, notice that it can be made to hold trivially, by taking \( \Pi_x(A) = 1 \) for all \( x \) and all \( A \in \mathcal{A} \); this corresponds to a so-called *vacuous belief* model. Of course, such a choice is not practically useful, and it imposes the maximal structure on the capacity so, while it does technically answer the question, this is not the particular answer I’m looking for. To investigate this further, I’ll start with a frequentist procedure, namely, confidence regions, that already satisfy their own kind of validity property, and see what happens concerning (4) when these are used to construct a capacity on \( \Theta \).

3 Confidence and validity

3.1 Confidence as probability isn’t (really) valid

Confidence is a fundamental concept in statistics, “arguably the most substantive ingredient in modern model-based theory” (Fraser 2011b), dating back to Neyman (1941) and also, indirectly, to Fisher through its close ties to fiducial inference (Efron 1998; Zabell 1992). Despite the uncanny resemblance between confidence and (fiducial) probability, their difference was clear to Fisher (1973a, p. 74):

> [Confidence regions] were I think developed and advocated under the impression that in a wider class of cases they could provide information similar to that of the probability statements derived by the fiducial argument. It is clear, however, that no exact probability statements can be based on them.

But since most statisticians can’t draw the line between confidence and probability so clearly as Fisher, it’s worth asking if the distinction is even necessary: can we ignore the difference and treat confidence as probability? Below I describe this conversion from confidence to probability and its implications in terms of the property (4).

Fix data \( X = x \) and a family \( \{C_\alpha : \alpha \in [0, 1]\} \) of confidence regions for \( \theta \). A so-called confidence distribution (e.g., Nadarajah et al. 2015; Schweder and Hjort 2002, 2016; Xie and Singh 2013) corresponds to a countably additive capacity \( \Pi_x \) such that

\[
\Pi_x \{C_\alpha(x)\} = 1 - \alpha, \quad \text{for all } \alpha \in [0, 1] \text{ and all } x.
\]

I’ve removed the upper-line on the capacity notation to emphasize that this is a probability measure. The simplest case is where the family \( \{C_\alpha : \alpha \in [0, 1]\} \) consists of confidence upper limits, so that the parametric curve \( \{(C_\alpha(x), 1 - \alpha) : \alpha \in [0, 1]\} \) defines a distribution function that determines \( \Pi_x \). More generally, \( C_\alpha(x) \) is a level set for the confidence density which, together with the above display, determines the entire distribution \( \Pi_x \).

In any case, this confidence distribution approach boils down to interpreting confidence regions in the way that students in introductory statistics courses are told not to, i.e., “\( \theta \) is in \( C_\alpha(x) \) with probability \( 1 - \alpha \).” This is a subjective probability that the data analyst is assigning, so it can’t be “wrong” in principle. The question, however, is if representing confidence as a probability distribution achieves the goals of probabilistic inference.

A major selling point for those frameworks that base inference on a distribution is that one can apply the probability calculus to derive an answer to any relevant question.
For example, Xie and Singh (2013, p. 5) write: “[a confidence distribution] contains a wealth of information for inference; much more than a point estimator or a confidence interval.” Presumably, part of this extra information is the ability to assign probabilities to all sorts of assertions, but the value in this lies in whether it can be used reliably across applications. In particular, is the confidence distribution valid in the sense of Definition 2 for a sufficiently rich collection \( \mathcal{A} \) of assertions?

Consider arguably the simplest scalar parameter example, namely, \( X \sim N(\theta, 1) \), and take \( C_\alpha(x) = x + z_{1-\alpha} \), where \( z_{1-\alpha} \) is the \((1 - \alpha)\)-quantile of \( N(0, 1) \). Then it’s easy to check that \( \Pi_x = N(x, 1) \) is a confidence distribution in the sense of Definition 1 in Xie and Singh (2013), that is,

\[
\Pi_x \{ (\infty, \theta] \} \sim \text{Unif}(0, 1), \quad \text{as a function of } X \sim N(\theta, 1), \text{ for all fixed } \theta.
\]

This implies validity in the sense of Definition 2 above, for a collection \( \mathcal{A} \) that contains the half-lines \( \{ (\infty, t] : t \in \mathbb{R} \} \). But what about other kinds of assertions besides half-lines? After all, the confidence distribution was defined via a collection of confidence upper limits, or half-lines, so validity only for half-lines arguably hasn’t added anything beyond the confidence limits themselves. An advantage of working with probability is that there is a familiar procedure to go from the distribution of \( \theta \) to that of \( \phi = \phi(\theta) \). As an example, consider \( \phi = |\theta| \). It’s straightforward to derive the corresponding confidence distribution for \( \phi \) via the textbook probability calculus. However, that derived distribution for \( \phi \) does not meet the conditions of a confidence distribution. Indeed, Figure 2 plots the distribution function

\[
G_\theta(\alpha) = P_{X|\theta} \{ \Pi_X(\{ \theta : |\theta| \leq |\theta| \}) \leq \alpha \}, \quad \alpha \in [0, 1],
\]

for the case when \( \theta = 0.5 \). According to Definition 1 in Xie and Singh (2013), in order for this marginal “confidence distribution” of \( \phi \) to be a genuine confidence distribution, \( \alpha \mapsto G_\theta(\alpha) \) must be a \( \text{Unif}(0, 1) \) distribution function. Clearly it’s not. Therefore, if one starts with a genuine confidence distribution and applies the ordinary probability calculus, then the result need not be a confidence distribution.

In terms of validity from Section 2.2, the fact that the distribution function for \( \phi = |\theta| \) in Figure 2 is above the diagonal line means that the confidence distribution fails to be valid in the sense of Definition 2 if \( \mathcal{A} \) contains certain bounded intervals. If \( \mathcal{A} \) can’t contain bounded intervals, there is good reason to believe that the biggest collection \( \mathcal{A} \) for which the confidence distribution is valid is the set of half-lines, which is basically just the collection of confidence upper limits I started with. So, if I insist that the features derived from \( \Pi_x \) be reliable in the sense of (4), then apparently the confidence distribution contains no additional information beyond what was already contained in the original collection of confidence limits.

The situation is even more problematic when the parameter is multi-dimensional, so much so that it’s even been recommended not to attempt constructing them:

*joint [confidence distributions] should not be sought, we think, since they might easily lead the statistician astray* (Schweder and Hjort 2013, p. 59).

While confidence distributions are not recommended when \( \theta \) is multi-dimensional, an illustration is needed both to clarify what Schweder and Hjort mean by “lead the statistician astray” and for comparison with what’s coming in Section 3.2. Consider the so-called
Fieller–Creasy problem \cite{Creasy1954,Fieller1954} which, in its simplest form, concerns inference about the ratio $\phi = \theta_1/\theta_2$ based on two independent normal observations, $X_1 \sim N(\theta_1, 1)$ and $X_2 \sim N(\theta_2, 1)$. The only option for a joint confidence distribution for $\theta = (\theta_1, \theta_2)$, based on $x = (x_1, x_2)$, is $\Pi_x = N_2(x, I_2)$, an independent bivariate normal with mean $x$ and unit variances; this is also Fisher’s fiducial distribution and Jeffreys’s “default-prior” Bayesian posterior. The marginal distribution $\Pi^\phi_x$ for $\phi = \theta_1/\theta_2$ can be derived as in \cite{Hinkley1969}, but it’s easier to approximate the probabilities using Monte Carlo. In particular, for an assertion $B = (-\infty, 9]$ concerning $\phi$, I can simulate pairs $(\vartheta_1, \vartheta_2)$ from $\Pi_x$ and approximate $\Pi^\phi_x(B)$ by the proportion of those simulated pairs satisfy $\vartheta_1/\vartheta_2 \leq 9$. As before, I’m interested in the distribution function

$$G_\phi(\alpha) = P_{X|\theta}[\Pi^\phi_X(B) \leq \alpha], \quad \alpha \in [0, 1].$$

Figure 3 shows a plot of the distribution function in (6) when $\theta = (10, 1)$. In this case, $\phi = 10$ and the assertion $B$ about $\phi$ is false. One would, therefore, expect that the probability assigned to $B$ would tend to be small. However, as is clear from the plot, the $\Pi_X(B)$ values are almost always close to 1, hence false confidence. One possible explanation for the false confidence phenomenon in this case is that the Fieller–Creasy problem is one member of the surprisingly challenging class of examples described by Gleser and Hwang \cite{Gleser1987}; see, also, Dufour \cite{Dufour1997}. What makes this class of examples special is that any confidence interval having almost surely finite length necessarily has coverage probability equal to 0. Note that intervals derived from quantiles of a distribution can’t be unbounded. Therefore, the confidence “distribution” derived in, e.g., Schweder and Hjort \cite[p. 61]{Schweder2013}, for the Fieller–Creasy problem, which yields intervals for $\phi$ with exact coverage probability, can’t be a genuine distribution; see Section 3.2.

Much of what I said above is known. For years, Fraser has been warning about the risk associated with using probability in place of confidence; some recent papers are Fraser...
Figure 3: Plot of the distribution function (solid) $\alpha \mapsto G_\theta(\alpha)$ as defined in (6), with $\theta = (1,0.1)$. The distribution function pushed to the right implies $\Pi_X(B)$ tends to be large, even though $B$ is a false assertion.

The notion of validity, which plays a significant role in what follows, provides a new angle from which these problems can be viewed and, hopefully, resolved. Indeed, the following false confidence theorem (Balch et al. 2019) highlights the disconnect between the strong frequentist notion of validity and the additivity property of probability distributions.

**Theorem 2** (False Confidence). Let $\Pi_X$ be a continuous data-dependent probability distribution, e.g., Bayesian, fiducial, confidence distribution, etc. Then for any $\theta \in \Theta$, any $\alpha \in [0,1]$, and any increasing function $g : [0,1] \to [0,1]$, there exists $A \subset \Theta$ such that

$$A \ni \theta \quad \text{and} \quad P_{X|\theta}\{\Pi_X(A) \leq g(\alpha)\} > \alpha.$$  

In words, the false confidence theorem says that there exists true assertions that tend to be assigned relatively small $\Pi_X$-probability; of course, this can be equivalently stated in terms of assigning relatively large probabilities to false assertions, which is the version presented in Balch et al. (2019) and explains the name “false confidence.” Since assigning relatively small (resp. large) probability to true (resp. false) assertions creates opportunities for misleading inferences, this should be avoided. The theorem states that any data-dependent probability distribution suffers from this affliction, so it’s not an issue of the Bayesian’s prior, how the fiducial or confidence distribution is constructed, etc., it’s a fundamental shortcoming of probability as a quantification of uncertainty in the context of statistical inference. Short of cutting down the collection $\mathcal{A}$ of candidate assertions in a non-trivial way (see Section 10.1), the only way to completely avoid false confidence is to consider imprecise probabilities, as I discuss next.
3.2 Confidence as plausibility is valid

Recall the standard connection between confidence regions and significance tests. In particular, for a test that rejects the null hypothesis $H_0 : \theta = \vartheta$ in favor of the alternative $H_1 : \theta \neq \vartheta$, at level $\alpha \in [0, 1]$, if $C_\alpha(x) \not\ni \vartheta$, the p-value is given by

$$\pi_x(\vartheta) = \sup\{\alpha \in [0, 1] : C_\alpha(x) \ni \vartheta\}, \quad \vartheta \in \Theta.$$  \hspace{1cm} (7)

Allowing $\vartheta$ to vary determines a “p-value function” (Martin 2017) that has many other names, including confidence curve (Birnbaum 1961; Schweder and Hjort 2016), possibility function (Dubois 2006; Zadeh 1978), preference function (Blaker and Spjøtvoll 2000; Spjøtvoll 1983), and significance function (Fraser 1990, 1991), among others. Here, I adopt the terminology plausibility contour for two reasons: first, it aligns with the natural interpretation of the output derived from frequentist procedures and, second, there is a formal mathematical theory available for describing these objects.

Assume that the collection $\{C_\alpha : \alpha \in [0, 1]\}$ is nested in the sense that

$$\begin{align*}
\text{for all } x \in X & \quad \left\{ \begin{array}{l}
\alpha \geq \alpha' \implies C_\alpha(x) \subseteq C_{\alpha'}(x) \\
\bigcup_{\alpha} C_\alpha(x) = \Theta \quad \text{and} \quad \bigcap_{\alpha} C_\alpha(x) \neq \emptyset.
\end{array} \right.
\end{align*}$$  \hspace{1cm} (8)

The latter non-emptiness condition amounts to there existing a point, say, $\hat{\theta}(x)$ that belongs to every confidence region $C_\alpha(x)$, which is a standard relationship between point estimators and confidence regions. For example, the Bayesian maximum a posteriori or MAP estimator belongs to all of the highest posterior density credible regions. Note that it is not necessary for the intersection in (8) to be a single point; see Section 7.1. Also, in cases where $C_\alpha(x)$ is “one-sided,” like a confidence lower/upper bound, then $\hat{\theta}(x)$ can be infinite. In general, nested $C_\alpha$ implies that $\pi_x$ in (7) satisfies

$$\sup_{\vartheta \in \Theta} \pi_x(\vartheta) = 1.$$  \hspace{1cm} (9)

From here, one can construct a capacity on $(\Theta, A)$, with $A = 2^\Theta$, via the rule

$$\Pi_x(A) = \sup_{\vartheta \in A} \pi_x(\vartheta), \quad A \subseteq \Theta.$$  \hspace{1cm} (10)

This capacity satisfies the properties of a consonant plausibility function (e.g., Balch 2012; Shafer 1976, 1987) or, equivalently, a possibility measure (e.g., Dubois and Prade 1987, 1988; Zadeh 1978). Here I’ll refer to the quantity in (10) as a plausibility measure. As Shafer (1976, p. 226) explains, consonance isn’t an appropriate model for all kinds of evidence, but it’s “well adapted” for statistical inference problems, where “evidence for a cause is provided by an effect.”

There is a rich mathematical theory associated with plausibility/possibility measures, most of which will not be needed here. I refer the interested reader to, e.g., the series of papers De Cooman (1997a,b,c). The final technical comment I’d like to make about plausibility/possibility measures in general is that these are among the most simple imprecise probability models, that is, they have a lot of structure. Specifically, while the plausibility measure is a genuine set function, it’s completely determined by its values on singleton sets or, in other words, it’s completely determined by its contour function.
Compare this to traditional theory where a probability measure, a complex set function, is expressed as the integral of a density, a point function; the difference here is that integration is replaced by optimization.

Two immediate insights about the fixed-\(x\) interpretation of the confidence region \(C_\alpha(x)\) emerge based on the derived belief and plausibility measures. First, note that, by definition of \(\pi_x\) in (7),
\[
C_\alpha(x) = \{\vartheta \in \Theta : \pi_x(\vartheta) > \alpha\}.
\]
Therefore, there is a mathematical explanation for the interpretation I gave in Section 1 of a confidence region as a set of parameter values that are individually sufficiently plausible. Alternatively, and again from the above definitions,
\[
\Pi_x\{C_\alpha(x)\} = 1 - \alpha,
\]
which implies that an equivalent interpretation of \(C_\alpha(x)\), for given \(x\), is as a set of parameter values which are, collectively, sufficiently believable. The former interpretation is more in line with a hypothesis testing mode of thinking, i.e., any parameter value that’s inside \(C_\alpha(x)\) is plausible. The latter is perhaps more natural, and consistent with what confidence distributions aimed to achieve, but different from the familiar textbook way of thinking which is based on hypothesis testing.

The belief and plausibility measures described above are well-defined and have their own mathematical properties, but the words “belief” and “plausibility” also have meaning in everyday language. So even though \(C_\alpha(x)\) is, mathematically, a set of parameter values whose point plausibility exceeds \(\alpha\), what is my justification for concluding that the points \(C_\alpha(x)\) contains are plausible in the everyday sense? The justification comes from the statistical properties that the confidence region satisfies. That is, by definition,
\[
P_{X|\theta}\{C_\alpha(X) \neq \theta\} = P_{X|\theta}\{\pi_X(\theta) \leq \alpha\} \leq \alpha.
\]
(11)
Since the event “\(\pi_X(\theta) \leq \alpha\)” is rare (in a precise sense), I have reason to treat any value \(\vartheta\) that satisfies \(\pi_x(\vartheta) > \alpha\) as sufficiently plausible. Similarly, since the event “\(C_X(\alpha) \neq \theta\)” is rare, I have reason to treat the collection of \(\vartheta\) that satisfy \(\vartheta \in C_\alpha(x)\) as sufficiently believable. This line of reasoning is consistent with the reliabilist perspective on justified beliefs in epistemology (e.g., Goldman 1979). Note the difference between my approach and that of introductory textbooks: the latter attempt to interpret confidence regions through its properties, whereas the former gives confidence regions a natural, everyday language interpretation which is justified by their statistical properties.

The consonance property created by the definition (10) turns out to be critical for validity. Indeed, consonance immediately implies
\[
\{\theta \in A \text{ and } \Pi_X(A) \leq \alpha\} \implies \pi_X(\theta) \leq \alpha.
\]
From the assumed coverage probability property (2) of the given family of confidence regions, and its reinterpretation through the equality in (11), it is easy to see that
\[
\sup_{\theta \in A} P_{X|\theta}\{\Pi_X(A) \leq \alpha\} \leq \alpha, \quad \text{for all } A \subseteq \Theta \text{ and all } \alpha \in [0,1].
\]
(12)
This proves the following elementary yet fundamental result, a bit stronger than what’s referred to in Walley (2002) as the fundamental frequentist principle.
Theorem 3. Let \( \{ C_\alpha : \alpha \in [0,1] \} \) be a family of confidence regions satisfying (2) whose corresponding contour function in (7) satisfies (9). Then the IM with capacity \( \Pi_x \) being the plausibility measure in (10) is valid in the sense of Definition 2 for \( \mathcal{A} = 2^\Theta \).

This result confirms the claim in this subsection’s heading that confidence, as interpreted as a plausibility measure satisfying the consonance property in (10) is valid. Being valid on its own may not be so meaningful, but being valid with no restrictions on \( \mathcal{A} \) is important. To be clear, the reason I emphasize “no restrictions on \( \mathcal{A} \)” is not because I care about weird/non-measurable assertions. Rather, in order to not “lead the statistician astray,” it’s practically important to be able to reliably marginalize to any feature \( \phi = \phi(\theta) \) of interest. Converting confidence into a probability distribution is unable to achieve this, but Theorem 3 says that it can be achieved by converting confidence to a (consonant) plausibility measure. To see this in action, let \( \phi \) be an interest parameter, taking values in \( \Phi \), and \( B \in 2^\Phi \) a relevant assertion about \( \phi \). Define a marginal IM for \( \phi \) with plausibility measure

\[
\Pi_x^\phi(B) = \Pi_x(\{ \vartheta \in \Theta : \phi(\vartheta) \in B \}) = \sup_{\vartheta, \phi(\vartheta) \in B} \pi_x(\vartheta).
\]

If I define \( A = \{ \vartheta : \phi(\vartheta) \in B \} \), then clearly \( A \in \mathcal{A} \) and validity of the marginal IM for \( \phi \) follows from Theorem 3. This proves the following

Corollary. The marginal IM for \( \phi = \phi(\theta) \) derived from the valid IM for \( \theta \) defined by (10) is also valid for all marginal assertions \( B \) about \( \phi \).

The style of marginalization described above is more familiar than it might seem. Given a confidence region \( C_\alpha(x) \) for \( \theta \), the natural way to construct a corresponding confidence region for \( \phi = \phi(\theta) \) is to just look at the image of \( C_\alpha(x) \) under the mapping \( \phi \). That is, the corresponding confidence region for \( \phi \) is

\[
C_\alpha^\phi(x) = \{ \varphi : \phi(\vartheta) = \varphi \text{ for some } \vartheta \in C_\alpha(x) \}.
\]

It’s not difficult to see that, if the marginal plausibility contour is

\[
\pi_x^\phi(\varphi) = \sup_{\vartheta, \phi(\vartheta) = \varphi} \pi_x(\vartheta), \quad \varphi \in \Phi,
\]

then the collection of all sufficiently plausible values of \( \phi \) satisfies

\[
\{ \varphi \in \Phi : \pi_x^\phi(\varphi) > \alpha \} = C_\alpha^\phi(x).
\]

Therefore, marginalization via the formal and mathematically rigorous consonant plausibility calculus agrees with the intuitive marginalization strategy one adopts when manipulating confidence regions—and it preserves validity of the original IM for \( \theta \).

For a quick illustration, reconsider the independent normal means example as in Section 3.1 above, with \( X_1 \sim \mathcal{N}(\theta_1,1) \) and \( X_2 \sim \mathcal{N}(\theta_2,1) \), leading up to the Fieller–Creasy problem. The joint confidence regions for \( \theta = (\theta_1,\theta_2) \) are disks centered at \( x = (x_1,x_2) \), and the underlying normality implies that the corresponding plausibility contour for \( \theta \) is

\[
\pi_x(\vartheta) = 1 - G_2(\|\vartheta - x\|_2^2), \quad \vartheta = (\vartheta_1,\vartheta_2) \in \mathbb{R}^2,
\]
where $G_d$ is the $\text{ChiSq}(d)$ distribution function with $d$ degrees of freedom. To check that this is indeed the correct plausibility contour, note that $\{\theta : \pi_x(\theta) > \alpha\}$ is the usual confidence disk in $\mathbb{R}^2$. First, suppose that $\phi = \theta_1$ is a quantity of interest, then the marginal plausibility contour is

$$\pi^\phi_x(\phi) = \sup_{\theta_2 \in \mathbb{R}} \pi_x((\phi, \theta_2)) = \pi_x((\phi, x_2)), \quad \phi \in \mathbb{R}.$$ 

A plot of this marginal plausibility contour is shown in Figure 4. If it were known in advance that $\theta_2$ were totally irrelevant and only assertions about $\theta_1$ would be considered, then there is a more direct and efficient marginalization strategy available. That is, if I just ignored $X_2$ and $\theta_2$ entirely, and just constructed a (marginal) plausibility contour for $\phi = \theta_1$ based on $X_1$ alone. In that case,

$$\pi^\phi_x(\phi) = 1 - |2F_{\phi}(x_1) - 1|, \quad \phi \in \mathbb{R},$$

where $F_{\phi}$ is the $\text{N}(\phi, 1)$ distribution function. This is also plotted in Figure 4. Both lead to valid inference on $\phi = \theta_1$, but the latter having tighter plausibility contours compared to the former is a reflection of the efficiency gains that are possible due to direct marginalization. This is not an instance of a free lunch—the gain of efficiency comes at the cost of not being able to make inference on quantities related to $\theta_2$.

Second, for the Fieller–Creasy problem, the interest parameter is $\phi = \theta_1/\theta_2$, and the corresponding marginal plausibility contour is

$$\pi^\phi_x(\phi) = \sup_{z \in \mathbb{R}} \pi_x((\phi z, z)),$$

and it’s not too difficult to show that $\pi^\phi_x(\phi) = \pi_x(\theta^{x, \phi})$, where

$$\theta^{x, \phi} = (1 + \phi^2)^{-1}(\phi^2 x_1 + \phi x_2, \phi x_1 + x_2)^\top.$$
The first question is about validity, and here I reproduce the brief simulation summarized in Figure 3. That is, I evaluate the lower probability $\Pi^\varphi_x(B)$ assigned to the assertion $B = (-\infty, 9]$ using the consonant plausibility calculus. Then I evaluate the distribution function of $\Pi^\varphi_x(B)$, as a function of $X \sim P_{X|\theta}$, in the case where $\theta = (1, 0.1)$, which makes the assertion false. As expected from the validity result, this distribution function is above the diagonal line in Figure 5(a), whereas the analogous distribution function in (6), for the additive $\Pi^\varphi_x$, is well below the diagonal line. The second question concerns efficiency, and a plot of the marginal plausibility contour for $\varphi$ is shown in Figure 5(b). Alternatively, it is possible to derive a confidence region for $\varphi$ by directly marginalizing first before constructing a confidence distribution. The plausibility contour based on the marginal confidence distribution derived in Schweder and Hjort (2013) is given by

$$\pi^\varphi_x(\varphi) = 1 - G_1\{ (1 + \varphi^2)^{-1}(x_1 - \varphi x_2)^2 \}, \quad \varphi \in \mathbb{R}.$$  

The same marginal plausibility contour was derived in Martin and Liu (2015c, Sec. 4.2) using a different argument. A plot of this contour is also displayed in Figure 5(b) and, since I used the same data as in Schweder and Hjort (2013), in particular, $X = (1.333, 0.333)$, my plot is the same as in their Figure 1. Here, again, note the gain in efficiency between doing the naive marginalization of the joint plausibility contour compared to marginalizing more strategically to $\varphi$ from the start.

To summarize, while an interpretation of confidence in terms of probability is tempting, this generally doesn’t work. That is, in order for a confidence distribution—or any

---

3Schweder and Hjort (and others) often plot a “confidence curve” which is 1 minus my plausibility contour. So their plot is actually a reflection of mine about the horizontal line at 0.5.
other data-dependent probability distribution for that matter—to be valid, the class of assertions needs to be severely restricted, perhaps to the point that the distribution is no more informative than the family of confidence regions one started with. However, it’s straightforward and in many ways intuitive to, instead, interpret confidence in terms of imprecise probability, namely, as a consonant plausibility. This has (at least) the following three practical benefits:

- from the point of view of plausibility theory, confidence regions (and p-values) are easy to interpret, and that interpretation naturally aligns with how practitioners already interpret them;
- the coverage probability property (2) together with consonant plausibility construction easily and directly leads to validity with no restrictions on the class \( \mathcal{A} \) of assertions; and
- the mathematically rigorous plausibility theory comes with its own calculus for manipulating confidence-as-plausibility, e.g., for marginalization, and following those formal rules preserves the validity property in the previous bullet.

Finally, it’s important to emphasize that the imprecise probability perspective presented here is not simply an embellishment on top of confidence regions or p-values. It’s possible to construct valid IMs directly, without already having a confidence region in hand. I’ll discuss this construction next in Section 4. This machinery for constructing valid IMs will lead to an even stronger characterization of frequentist procedures in terms of imprecise probabilities in Section 5 with important practical implications.

4 Direct construction of valid IMs

4.1 Using one random set

Towards a stronger characterization of frequentist procedures in terms of valid IMs, here I consider the question of how to directly construct a valid IM having the plausibility measure structure developed in the previous section, where by “directly” I mean without starting from a given frequentist procedure. To my knowledge, the only direct construction is that in Martin and Liu (2013, 2015b), described below. The chief novelty of this approach is the user-specified random set designed to predict or guess the unobserved value of an auxiliary variable. Here is Martin and Liu’s three-step construction.

A-step. Associate data \( X \) and parameter \( \theta \) with an auxiliary variable \( U \), taking values in \( U \), with known distribution \( P_U \). In particular, let

\[
X = a(\theta, U), \quad U \sim P_U. \tag{13}
\]

This is just a mathematical description of an algorithm for simulating from \( P_{X|\theta} \), but it’s not necessary to assume that data is actually generated according to this process. The inferential role played by the association is to shift primary focus from \( \theta \) to \( U \). To see this, define the sets

\[
\Theta_x(u) = \{ \theta : x = a(\theta, u) \}, \quad u \in U, \quad x \in X. \tag{14}
\]

Given data \( X = x \), if an oracle tells me a value \( u^* \) that satisfies \( x = a(\theta, u^*) \), then my inference is \( \theta \in \Theta_x(u^*) \), the “strongest possible” conclusion.
**P-step.** Predict the unobserved value of $U$ in (13) with a (nested) random set $S$. This step is motivated by the shift of focus from $\theta$ to $U$, and is the feature that distinguishes the IM framework from Fisher’s fiducial and the extensions developed by [Dempster 1966, 1967, 1968a,b], [2014]. The distribution $P_S$ of $S$ is to be chosen by the data analyst, subject to certain conditions; see Theorem 4 below.

**C-step.** Combine the association map in (14) and the observed data $X = x$ with the random set $S$ to obtain a new random set

$$\Theta_x(S) = \bigcup_{u \in S} \Theta_x(u).$$

Note that $\Theta_x(S)$ contains the true $\theta$ if (and often only if) $S$ likewise contains the unobserved value $u^*$ of $U$. The IM output is the distribution of $\Theta_x(S)$, which, if $\Theta_x(S)$ is non-empty with $P_S$-probability 1 for each $x$, can be summarized by a plausibility measure

$$\Pi_x(A) = P_S\{\Theta_x(S) \cap A \neq \emptyset\}, \quad A \subseteq \Theta.$$

It turns out that the validity property (4) is determined by properties of the random set $S$. The following result [Martin and Liu 2013] shows that validity holds for a wide class of random sets $S$ introduced in the P-step. Let $(U, \mathcal{U})$ be the measurable space on which $P_U$ is defined, and assume that $U$ contains all closed subsets of $U$.

**Theorem 4.** Suppose that the predictive random set $S$, supported on $S$, with distribution $P_S$, satisfies the following:

**P1.** The support $S \subset 2^U$ contains $\emptyset$ and $U$, and:

(a) is closed, i.e., each $S \in S$ is closed and, hence, in $\mathcal{U}$, and

(b) is nested, i.e., for any $S, S' \in S$, either $S \subseteq S'$ or $S' \subseteq S$.

**P2.** The distribution $P_S$ satisfies $P_S\{S \subseteq K\} = \sup_{S \in S : S \subseteq K} P_U(S)$, for each $K \subseteq U$.

In addition, if $\Theta_x(S)$ is non-empty with $P_S$-probability 1 for all $x$, then the IM is valid in the sense of Definition 2.

Constructing a random set $S$ that satisfies P1–P2 is relatively easy; see Corollary 1 in [Martin and Liu 2013]. Note that the nested support property P1(b) is what makes the plausibility measure consonant, which was fundamental to the discussion in Section 3.2. The non-emptiness condition, i.e., $\Theta_x(S) \neq \emptyset$ with $P_S$-probability 1, is easy to arrange. Often some initial refinements are needed, e.g., auxiliary variable dimension reduction techniques [Martin and Liu 2015a,c] and/or random set stretching ([Ermini Leaf and Liu 2012]). The necessary details for the present setting will be given in Section 5.

### 4.2 Using a family of random sets

It’s not necessary to limit oneself to a single random set $S \sim P_S$ like in the previous subsection. For additional flexibility, it may be advantageous to consider a family of random sets and, here, I’ll consider a family indexed by the parameter space $\Theta$. That is, consider a fixed auxiliary variable space $U$ and a family of supports $\{S(\vartheta) : \vartheta \in \Theta\}$, each
consisting of subsets of \( U \) satisfying Condition P1 of Theorem 4. Then, on each support \( S(\vartheta) \), define a distribution \( P_{S|\vartheta} \) to satisfy Condition P2.

Given an association \( X = a(\theta, U) \), for \( U \sim P_U \), where \( P_U \) is supported on \( U \), each of the random sets \( S \sim P_{S|\vartheta} \) described above, for \( \vartheta \in \Theta \), defines an IM with capacity

\[
\Pi_x(A \mid \vartheta) = P_{S|\vartheta}\{\Theta_x(S) \cap A \neq \emptyset\}, \quad A \subseteq \Theta, \quad \vartheta \in \Theta,
\]

whose corresponding plausibility contour is

\[
\pi_x(t \mid \vartheta) = P_{S|\vartheta}\{\Theta_x(S) \ni t\}, \quad t \in \Theta,
\]

which, by definition, is such that each \( \Pi_x(\cdot \mid \vartheta) \) satisfies

\[
\Pi_x(A \mid \vartheta) = \sup_{t \in A} \pi_x(t \mid \vartheta), \quad A \subseteq \Theta.
\]

I propose to fuse the \( \vartheta \)-specific plausibility measures together at their contours, i.e.,

\[
\pi_x^{(f)}(\vartheta) := \pi_x(\vartheta \mid \vartheta), \quad \vartheta \in \Theta.
\]

According to Shafer (1976, 1987), Troffaes and de Cooman (2014, Sec. 7.8), etc., if

\[
\sup_{\vartheta \in \Theta} \pi_x^{(f)}(\vartheta) = 1.
\]

then this can define a genuine plausibility measure via

\[
\tilde{\Pi}_x(A) = \sup_{\vartheta \in \Theta} \pi_x^{(f)}(\vartheta), \quad A \subseteq \Theta.
\]

Fused plausibility measures has been used informally—without the adjective “fused”—in applications of the so-called local conditional IMs (e.g., Cheng et al. 2014; Martin and Lin 2016; Martin and Liu 2015a; Martin and Syring 2019), which were designed for valid and efficient inference in some challenging non-regular problems.

Moreover, validity of the IM corresponding to this fused plausibility function follows immediately from that for the individual \( \vartheta \)-specific IMs implied by Theorem 4.

**Theorem 5.** If the \( \vartheta \)-specific IM is valid for each \( \vartheta \in \Theta \), and (16) holds, then the IM with fused plausibility measure (17) is valid too.

**Proof.** The essential observation is that,

\[
\{\theta \in A \text{ and } \Pi_X(A) \leq \alpha\} \implies \pi_X(\theta \mid \theta) \leq \alpha.
\]

Since the \( \vartheta \)-specific IM is valid for \( \vartheta = \theta \), the right-most event above has \( P_{X|\theta} \)-probability no more than \( \alpha \). From this, validity of the IM with fused plausibility follows:

\[
\sup_{\vartheta \in A} P_{X|\vartheta}\{\Pi_X(A) \leq \alpha\} \leq \sup_{\vartheta \in A} P_{X|\vartheta}\{\pi_X(\theta \mid \theta) \leq \alpha\} \leq \alpha.
\]

As long as (16) holds, the quantity defined in (17) is a legitimate plausibility measure, so its mathematical properties are known. Furthermore, as the previous theorem established, inference based on the fused IM would be valid, so there is no immediate concerns about its use in a statistical problem. However, the fusion operation is unfamiliar, so its interpretation is less clear. But there are insights available in the imprecise probability literature, and I’ll give some more details about this in Section 10.2.
5 Main results

5.1 Characterization of confidence regions

Recall the sampling model $X \sim P_{X|\theta}$ with unknown parameter $\theta \in \Theta$. Suppose that the parameter of interest is $\phi = \phi(\theta)$, possibly vector-valued, and let $\Phi = \phi(\Theta)$ be its range. Let $C_{\alpha}: X \rightarrow 2^{\Phi}$ be the rule that determines, for any specified level $\alpha \in [0, 1]$, based on data $X$, a $100(1-\alpha)\%$ confidence region $C_{\alpha}(X)$ for $\phi = \phi(\theta)$. Its defining property is that $C_{\alpha}(X)$, a random set as a function of $X \sim P_{X|\theta}$, satisfies the coverage probability condition (2). I’ll also assume that the confidence regions are nested, satisfying (8).

Next, take an association, $X = a(\theta, U)$, with $U \sim P_U$, like in (13), consistent with the posited model $P_{X|\theta}$. Note that $X$ here represents the quantity that the confidence region $C_{\alpha}$ depends on, which may not be the full data. Indeed, confidence regions often depend only on a minimal sufficient statistic, in which case $X$ represents that statistic and the association need only describe the sampling distribution of that statistic.

Technically, the distribution $P_U$ of the auxiliary variable $U$ is defined on a measurable space $(U, \mathcal{U})$, and I will take $\mathcal{U}$ to be the Borel $\sigma$-algebra relative to the topology $T$ on $U$, so that $\mathcal{U}$ contains all the closed subsets of $U$. Given this association, define the collection of subsets $\Theta_x(u) = \{\vartheta: x = a(\vartheta, u)\}$ as in (14), and the new collection

$$S_{\alpha}(\vartheta) = \text{clos}\{u \in U: C_{\alpha}(a(\vartheta, u)) \ni \phi(\vartheta)\}, \quad (\alpha, \vartheta) \in [0, 1] \times \Theta,$$

where $\text{clos}(B)$ denotes the closure of $B \subseteq U$ with respect to the topology $T$. Following Shafer [1976], I’ll refer to these sets $S_{\alpha}(\vartheta)$ as focal elements. There are certain cases in which the focal elements don’t depend on $\vartheta$; see Section 6.2.

Next, consider the following compatibility condition that links the given confidence region and the selected association:

$$\bigcup_{u \in S_{\alpha}(\vartheta)} \Theta_x(u) \neq \emptyset \quad \text{for all } (x, \vartheta, \alpha) \in X \times \Theta \times [0, 1].$$

The role played by the compatibility condition is to ensure that the family of random sets constructed in the proof is such that (16) holds. In most problems, it is possible to arrange the association such that $\Theta_x(u)$ is non-empty for all $u$, especially when $X$ represents a minimal sufficient statistic of the same dimension as $\theta$, hence compatibility (19) is automatic. The only exceptions to compatibility that I’m aware of are cases that involve non-trivial constraints on the parameter space, but I postpone the detailed discussion of this compatibility condition to Section 6.1.

Theorem 6 below characterizes confidence regions in terms of a valid (fused) IM. Remember that the starting point is a family of confidence regions for the interest parameter $\phi = \phi(\theta)$, not necessarily for $\theta$ itself. There generally is no association that directly links the data with $\phi$ so the challenge is constructing an IM on the full parameter space $\Theta$ in such a way that it marginalizes appropriately to the $\phi = \phi(\theta)$ space.

**Theorem 6.** Let $C_{\alpha}$ be a family of confidence regions for $\phi = \phi(\theta)$ that satisfies the coverage property (2) and is nested in the sense of (8). Suppose that the sampling model $P_{X|\theta}$ admits an association (13) that is compatible with the family of confidence regions.
in the sense of (19). Then there exists a valid IM for \( \theta \) with (fused) plausibility measure \( \tilde{\Pi}_x \) such that the marginal plausibility regions for \( \varphi \),

\[
C_{\alpha}^{*}(x) = \left\{ \varphi \in \Phi : \sup_{\vartheta : \phi(\vartheta) = \varphi} \pi_{x}(\vartheta) > \alpha \right\} \tag{20}
\]
satisfy

\[
C_{\alpha}^{*}(x) \subseteq C_{\alpha}(x) \quad \text{for all } (x, \alpha) \in X \times [0, 1]. \tag{21}
\]

Equality holds in (21) for a particular \( \alpha \) if the coverage probability function

\[
\varphi \mapsto \inf_{\vartheta : \phi(\vartheta) = \varphi} P_{X|\vartheta}\{C_{\alpha}(X) \ni \varphi\} \tag{22}
\]
is constant equal to \( 1 - \alpha \).

**Proof.** For the A-step of the IM construction, take any association \( X = a(\theta, U), U \sim P_U \), consistent with the above sampling distribution \( P_{X|\vartheta} \) and compatible with the given confidence region in the sense of (19). For the P-step, take a family of random sets \( S \sim P_{S|\vartheta} \), indexed by \( \vartheta \in \Theta \), with support

\[
S(\vartheta) = \{S_{\alpha}(\vartheta) : \alpha \in [0, 1]\},
\]
closed and nested by the definition of \( S_{\alpha}(\vartheta) \) in (18), and distribution \( P_{S|\vartheta} \) satisfying

\[
P_{S|\vartheta}(S \subseteq K) = \sup_{\alpha : S_{\alpha}(\vartheta) \subseteq K} P_U\{S_{\alpha}(\vartheta)\}. \tag{23}
\]

That \( S_{\alpha}(\vartheta) \) is \( P_U \)-measurable follows from the fact that \( S_{\alpha}(\vartheta) \) is closed and the \( \sigma \)-algebra \( \mathcal{W} \) contains all closed subsets of \( U \). Note, also, that \( \Theta_x(S) \) in (15) is non-empty with \( P_{S|\vartheta} \)-probability 1 according to (19). For the special singleton assertion \( \{\vartheta\} \) about \( \theta \), the C-step of the \( \vartheta \)-specific construction returns the plausibility contour

\[
\pi_{x}(\vartheta) := \pi_{x}(\vartheta | \vartheta) = P_{S|\vartheta}\{\Theta_x(S) \ni \vartheta\} = P_{S|\vartheta}\{S \cap U_x(\vartheta) \neq \emptyset\}, \tag{24}
\]

where \( U_x(\vartheta) \) is defined as \( U_x(\vartheta) = \{u : x = a(\vartheta, u)\} \). Note that non-emptiness of \( \Theta_x(S) \) with \( P_{S|\vartheta} \)-probability 1 for each \( \vartheta \) implies (16). Therefore, this determines the fused plausibility contour (17) and the corresponding IM with fused plausibility measure \( \tilde{\Pi}_x \) is valid based on Theorem 5. To establish the desired connection between the plausibility region of this valid IM and the given confidence region, define the index

\[
\alpha(x, \vartheta) = \sup\{\alpha \in [0, 1] : S_{\alpha}(\vartheta) \cap U_x(\vartheta) \neq \emptyset\}, \tag{25}
\]
so that

\[
\pi_{x}(\vartheta) = 1 - P_{S|\vartheta}\{S \subseteq S_{\alpha(x, \vartheta)}(\vartheta)\} \leq \alpha(x, \vartheta),
\]

where the inequality is due to (23) and the coverage property (2). Then the marginal plausibility region \( C_{\alpha}^{*}(x) \) defined in (20) above satisfies:

\[
\varphi \in C_{\alpha}^{*}(x) \iff \sup_{\vartheta : \phi(\vartheta) = \varphi} \pi_{x}(\vartheta) > \alpha \\
\iff \pi_{x}(\vartheta) > \alpha \quad \text{for some } \vartheta \text{ with } \phi(\vartheta) = \varphi \\
\iff \alpha(x, \vartheta) > \alpha \quad \text{for some } \vartheta \text{ with } \phi(\vartheta) = \varphi \\
\iff S_{\alpha}(\vartheta) \cap U_x(\vartheta) \neq \emptyset \quad \text{for some } \vartheta \text{ with } \phi(\vartheta) = \varphi \\
\iff \varphi \in C_{\alpha}(x).
\]
Therefore, the valid IM constructed above has plausibility regions for \( \phi = \phi(\theta) \) that are contained in the given confidence regions, completing the proof of the first claim.

For the claim about when equality holds in (21), note that the one-sided implication “\( \Rightarrow \)” in the above display becomes two-sided if \( \pi_X^\theta(\vartheta) = \alpha(x, \vartheta) \). This equality holds if the coverage probability function (22) is constant equal to \( 1 - \alpha \).

Theorem 6 has a number of interesting and important implications; here are two. First, compared to the discussion in Section 3.1 which may have suggested that “coverage + consonance” leading to a plausibility measure was an optional embellishment on top of an already existing confidence region, Theorem 6 makes clear that the plausibility measure interpretation is an inherent part of the confidence region itself. Indeed, this result is similar to the so-called complete class theorems that often appear in the literature on decision theory (e.g., Berger 1985, Chap. 8). That is, for any confidence region that attains the nominal coverage probability as in (2)—and satisfies the other mild regularity conditions—there exists a valid IM whose (fused) plausibility measure returns a plausibility region that is no less efficient. So, in addition to the benefits of the “plausibility” interpretation and the validity guarantees, there is no loss of efficiency in restricting oneself to those confidence regions derived from a valid IM. Second, Theorem 6 goes beyond the simply identifying a plausibility measure that agrees with the given confidence region. It also says that the plausibility measure in question has the form of those derived in Section 4, i.e., based on (families of) random sets. This reveals the fundamental importance of that construction and creates opportunities for developing new and improved methods; see Sections 6.3 and 8.

5.2 Characterization of tests

There is a well-known duality between confidence regions and tests, i.e., reject a null hypothesis if the hypothesized value is not included in the confidence region. However, this strategy doesn’t work especially well in practice for composite hypotheses, since it often would be difficult to determine if the confidence region and the hypothesized values have non-empty intersection. So the development of hypothesis tests—especially for relevant composite hypotheses—is of fundamental importance.

Recall that \( \Theta_0 \) is a specified proper subset of \( \Theta \), and the goal is to test the hypothesis \( H_0 : \theta \in \Theta_0 \). Note that there is no need to introduce the interest parameter \( \phi \) in this case, since a hypothesis about \( \phi = \phi(\theta) \) is also a hypothesis about \( \theta \). Then a family of tests \( \{T_\alpha : \alpha \in [0, 1]\} \) is a collection of functions, \( T_\alpha : X \to \{0, 1\} \), with the interpretation that the hypothesis is rejected at level \( \alpha \) based on data \( X = x \) if and only if \( T_\alpha(x) = 1 \). It turns out that there is a parallel characterization of tests with provable size control, as in (1), and valid IMs whose output is a (fused) plausibility measure, similar to that in Theorem 6. Roughly, under certain conditions, Theorem 7 below establishes that, for every family of tests satisfying (1), there exists a valid IM whose (fused) plausibility measure-based tests control Type I error and are no less powerful.

These conditions are analogous to those in the case of confidence regions. First, in addition to the validity condition (1), I will require that the test’s rejection regions,

\[ R_\alpha = \{x \in X : T_\alpha(x) = 1\}, \quad \alpha \in [0, 1], \]
be nested in the sense that \( R_\alpha \subseteq R_{\alpha'} \) for all \( \alpha \leq \alpha' \). In other words,

\[
\text{if } \alpha \leq \alpha', \text{ then } T_\alpha(x) = 1 \implies T_{\alpha'}(x) = 1. \tag{26}
\]

Towards the second requirement, like in the context of confidence regions, define the focal elements \( S_\alpha(\cdot) \) to support the to-be-defined random set as

\[
S_\alpha(\vartheta) = \text{clos}(\{ u \in U : T_\alpha(a(\vartheta,u)) = 0 \}), \quad (\alpha, \vartheta) \in [0,1] \times \Theta_0. \tag{27}
\]

Two points to note: first, that, the collection \( \{S_\alpha(\vartheta) : \vartheta \in [0,1]\} \) of sets is nested according to (26) for each fixed \( \vartheta \in \Theta_0 \); second, compared to the confidence region case where I needed focal elements indexed by all \( \vartheta \in \Theta \), here I only need them for all \( \vartheta \in \Theta_0 \). For the second condition, I will require that a version of compatibility (19) holds for the testing-based focal elements (27) indexed by \( \Theta_0 \), i.e.,

\[
\bigcup_{u \in S_\alpha(\vartheta)} \Theta_x(u) \neq \emptyset \quad \text{for all } (x, \vartheta, \alpha) \in X \times \Theta_0 \times [0,1]. \tag{28}
\]

As before, the purpose of this compatibility condition is to ensure that the family of random sets constructed in the proof are such that (16) holds.

**Theorem 7.** For an unknown parameter \( \theta \in \Theta \), and a proper subset \( \Theta_0 \subset \Theta \), let \( \{T_\alpha : \alpha \in [0,1]\} \) be a family of tests of the hypothesis \( H_0 : \theta \in \Theta_0 \) that satisfies the size and nestedness conditions in (11) and (26), respectively. Suppose that the sampling model \( P_{X|\theta} \) admits an association (13) that is compatible with the family of tests in the sense that the compatibility condition (28) holds for the focal elements in (27). Then there exists a valid IM for \( \theta \) such that, if \( T_\alpha^* \) is the corresponding (fused) plausibility measure-based test

\[
T_\alpha^*(x) = 1\{\tilde{\Pi}_x(\Theta_0) \leq \alpha\}, \quad (x, \alpha) \in X \times [0,1],
\]

where \( \tilde{\Pi}_x \) is defined in (17), then

\[
T_\alpha(x) \leq T_\alpha^*(x) \quad \text{for all } (x, \alpha) \in X \times [0,1]. \tag{29}
\]

Equality holds in (29), for a particular \( \alpha \), if the size of \( T_\alpha \) in (11) is exactly \( \alpha \).

**Proof.** Since the test functions only take values 0 and 1, it suffices to show that \( T_\alpha^*(x) = 0 \) implies \( T_\alpha(x) = 0 \). Towards this, I proceed in a way analogous to that in the proof of Theorem 6. I define a \( \vartheta \)-dependent random set \( S \sim P_{S|\vartheta} \) as follows. First, I set the support of \( P_{S|\vartheta} \) to be the collection

\[
S(\vartheta) = \{ S_\alpha(\vartheta) : \alpha \in [0,1]\}, \quad \vartheta \in \Theta,
\]

where \( S_\alpha(\vartheta) \) is as defined in (27). Next, just like in (23), I take the measure \( P_{S|\vartheta} \) to be

\[
P_{S|\vartheta}(S \subseteq K) = \sup_{\alpha : S_\alpha(\vartheta) \subseteq K} P_U\{S_\alpha(\vartheta)\}, \quad K \subseteq U.
\]

Again, \( S_\alpha(\vartheta) \) is \( P_U \)-measurable by assumption, and the image \( \Theta_x(S) \) on the parameter space is non-empty with \( P_{S|\vartheta} \)-probability 1 for all \( x \) and \( \vartheta \) by the compatibility assumption. This determines a valid IM with (fused) plausibility measure \( \tilde{\Pi}_x \) and corresponding contour function \( \pi_x^{(\vartheta)} \) just like in the proof of Theorem 6.
To establish the desired connection between this IM’s test of $H_0$ and the given test, first define the index $\alpha(x, \vartheta)$ as in (25). Then it follows from the above construction—in particular, (24)—and the size constraint (1) on the given family of tests, that

$$\pi_f(x) = \Pi_S|\vartheta\{S \cap U_x(\vartheta) \neq \emptyset\} = 1 - \Pi_S|\vartheta\{S \subseteq S_\alpha(x, \vartheta)\} \leq \alpha(x, \vartheta),$$

where, recall, $U_x(\vartheta) = \{u : x = a(\vartheta, u)\}$. For the two tests $T_\alpha$ and $T_\alpha^*$, the following relationship holds:

$$T_\alpha^*(x) = 0 \iff \Pi_x(\Theta_0) > \alpha \iff \sup_{\vartheta \in \Theta_0} \pi_x(\vartheta) > \alpha \iff \pi_x(\vartheta) > \alpha \text{ for some } \vartheta \in \Theta_0 \iff \alpha(x, \vartheta) > \alpha \text{ for some } \vartheta \in \Theta_0 \iff \Pi_x(x) = 0.$$

This proves the first claim of the theorem. In words, the plausibility measure-based test constructed above has a corresponding size-$\alpha$ test that rejects $H_0$ at least for all the same $x$ that $T_\alpha$ does, and perhaps even for some $x$ that $T_\alpha$ does not. Therefore, between the two size-$\alpha$ tests, $T_\alpha^*$ can be no less powerful than $T_\alpha$.

The two tests are equivalent if the one-sided arrow “$\Rightarrow$” above could be made two-sided. This holds if and only if the original test’s size in (1) is exactly $\alpha$. 

The theorem above is stated in terms of the testing decision rules, i.e., $T_\alpha$ and $T_\alpha^*$, but more can be said. Indeed, since both tests have a p-value, and since (29) holds for all $\alpha$ and all $x$, it must be that the p-value for the IM-based test is no smaller than that of the given test, uniformly in $x$. Compare this to Martin and Liu (2014) who only give sufficient conditions for when the two p-values are identical.

6 Technical remarks

6.1 On the compatibility condition (19)

The compatibility condition (19) in Theorem 6 is technical and not so transparent, so it will help for me to provide some further explanation. First, the compatibility condition is trivial whenever $\Theta_x(u)$ is non-empty for every pair $(x, u)$. This would be the case for regular problems where $X$ represents a minimal sufficient statistic of the same dimension as $\theta$ and there are no non-trivial constraints on the parameter space. If the confidence region $C_\alpha$ is a function of only the minimal sufficient statistic, then (19) follows directly. Many problems are of this type.

Second, the aforementioned regularity is not necessary for compatibility. Suppose that $Y_1, \ldots, Y_n$ are iid $Unif(\theta, \theta + 1)$, and define the minimal sufficient statistic $X = (X_1, X_2)$, the sample minimum and maximum, respectively. Since $X$ is two-dimensional but $\theta$ is
a scalar, the model is considered to be “non-regular.” Here I will consider a Bayesian approach and, since this is a location problem, I assign a flat prior to θ; then the posterior is $\text{Unif}(X_2 - 1, X_1)$, and the equi-tailed $100(1 - \alpha)$% credible interval is

$$C_{\alpha}(x) = [x_1 - (1 - d_x)(1 - \frac{\alpha}{2}), x_1 - (1 - d_x)\frac{\alpha}{2}], \quad d_x = x_2 - x_1,$$

and it is nested and satisfies the coverage condition (2) with equality. The natural association is $X = \theta + U$, where $U = (U_1, U_2)$ denotes the minimum and maximum of an iid sample of size $n$ from $\text{Unif}(0, 1)$. With this choice,

$$S_{\alpha}(\theta) = \{(u_1, u_2) : [u_1 + \theta - (1 - d_u)(1 - \frac{\alpha}{2}), u_1 + \theta - (1 - d_u)\frac{\alpha}{2}] \ni \theta\} = \{(u_1, u_2) : \frac{\alpha}{2 - \alpha}(1 - u_2) \leq u_1 \leq \frac{2 - \alpha}{\alpha}(1 - u_2)\}.$$

Note that any $(u_1, u_2)$ with $u_1 \leq u_2$ and $u_1 = 1 - u_2$ belongs to $S_{\alpha}(\theta)$ for all $\alpha$ and for all $\theta$. In particular, if $\hat{\theta}(x) = \frac{1}{2}\{x_1 + (x_2 - 1)\}$ and $u(x) = x - \hat{\theta}(x)1_2$, then $u(x) \in S_{\alpha}(\theta)$ and $\Theta_x(u(x)) = \{\hat{\theta}(x)\} \neq \emptyset$, which implies (19).

However, it’s not necessary that $\Theta_x(u)$ be non-empty for each $(x, u)$. For example, consider an iid normal mean model, with association $X = \theta1_n + U$, where $X = (X_1, \ldots, X_n)$, $U = (U_1, \ldots, U_n)$, $\theta \in \mathbb{R}$, $1_n$ is an $n$-vector of unity, and $\phi = \theta$. Then it is easy to check that $\Theta_x(u)$ is non-empty only for pairs of $n$-vectors $(x, u)$ that differ by a constant shift, which is a set of Lebesgue measure zero. However, the textbook confidence interval for $\theta$ in this case is $C_{\alpha}(x) = \bar{x} \pm z^*_\alpha n^{-1/2}$, so

$$S_{\alpha}(\theta) = \{u : |\bar{u}| \leq z^*_\alpha n^{-1/2}\}, \quad \forall \theta \in \Theta.$$

Then the vector $u = x - \bar{x}1_n$ belongs to $S_{\alpha}(\theta)$ for each $(\theta, \alpha)$ and, therefore, for this choice of $u$, $\Theta_x(u) = \{\bar{x}\} \neq \emptyset$, hence (19) holds.

Based on my experience, the only cases where the compatibility condition (19) may fail is in cases where there are non-trivial parameter constraints, either by design—like in the Poisson-plus-background examples arising in high-energy physics (e.g., Mandelkern 2002 Sec. 2.1.2)—or by some unique feature of the model formulation. My example here is of the latter type. Let $X$ be an observation from the non-central chi-square distribution with known degrees of freedom $d$ but unknown non-centrality parameter $\theta$. The natural association in this setting is $X = F^\phi_{\theta}^{-1}(U)$, where $U \sim \text{Unif}(0, 1)$, where $F_{\theta}$ is the non-central chi-square distribution function. What creates a problem in this example is the fact that the basic focal elements, $\Theta_x(u) = \{\theta : F_{\theta}(x) = u\}$, are empty for sets of $u$ with positive probability. In particular, if $u > F_{0}(x)$, where $F_0$ is the central chi-square distribution function, then $\Theta_x(u) = \emptyset$. Next, consider the basic upper confidence bound

$$C_{\alpha}(x) = \{\theta : F_{\theta}(x) \geq \alpha\},$$

which has exact coverage probability $1 - \alpha$. It is also easy to check that

$$S_{\alpha}(\theta) = \{u : C_{\alpha}(F_{\theta}(u)) \ni \theta\} = [\alpha, 1].$$

Therefore, for any pair $(x, \alpha)$ such that $F_0(x) \leq \alpha$, it follows that $\bigcup_{u \in [\alpha, 1]} \Theta_x(u) = \emptyset$, hence the compatibility condition (19) fails.

To summarize, the compatibility condition seems to be rather weak, and the only examples I’m aware of where it fails are easily characterized—as involving non-trivial parameter constraints—and arguably obscure. But a rigorous proof that compatibility holds for one class of examples but not for another presently escapes me.
6.2 Is fusion necessary?

Fusion is not absolutely necessary in the sense that there are problems where the focal element’s dependence on the parameter disappears and just a single random set would do. To see this, consider a case where both the statistical model and the confidence region have the following transformation structure. Let $G$ be a group of transformations, $g : X \to X$, with associated group $\bar{G}$, such that $X \sim P_\theta$ implies $gX \sim P_{g\theta}$; here I’ll assume that $\bar{G}$ acts transitively on $\Theta$. (Two quick comments about the notation: first, as is customary in this context, I write $gx$ instead of $g(x)$; second, for the present discussion only, I’ve dropped the “$X|\theta$” part of the subscript on $P_{X|\theta}$.) Next, define another associated group $\mathcal{G}$ such that $\phi(g\theta) = \tilde{\phi}(\theta)$. Then a confidence region $C_\alpha$ for $\phi$ is invariant if $C_\alpha(gx) = \tilde{g}C_\alpha(x)$ for all pairs $(x, g) \in X \times \mathcal{G}$. [Arnold (1984)] gives further details on this setup, along with some examples. For the present context, the key point is that the model can be described by an arbitrary “baseline” value $\theta_0$ of $\theta$ and a mapping $g_\theta$ that converts $U \sim P_{\theta_0}$ to $X = g_\theta U$ with $X \sim P_{\theta}$. Therefore, the association (13) looks like $X = g_\theta U$, with $U \sim P_{\theta_0}$. Moreover, if the transformation structure is in terms of a minimal sufficient statistic $X$, as in Arnold, then, e.g., $\mathcal{G}$ acting transitively on $X$ implies $\Theta_x(u) \neq \emptyset$ for all $(x, u)$, hence (19). To the question of whether fusion is necessary, note that the focal elements $S_\alpha(\vartheta)$ in (18) are free of $\vartheta$, i.e.,

$$S_\alpha(\vartheta) = \{u \in X : C_\alpha(g_\theta u) \ni \phi(\vartheta)\}$$

$$= \{u \in X : \tilde{g}_\vartheta C_\alpha(u) \ni \tilde{g}_\vartheta \phi(\theta_0)\}$$

$$= \{u \in X : C_\alpha(u) \ni \phi(\theta_0)\}.$$

If the random set’s focal elements do not depend on $\vartheta$, then this is a “one random set” case as described in Section 4.1, hence no fusion required.

However, without the above group transformation structure, it’s generally not possible to remove parameter-dependence from the focal elements. To see this, consider the following alternative formulation with parameter-free focal elements

$$S_\alpha = \bigcap_{\vartheta \in \Theta} S_\alpha(\vartheta) = \{u : C(a(\vartheta, u)) \ni \phi(\vartheta) \text{ for all } \vartheta \in \Theta\}.$$

Since these sets are free of $\vartheta$, the single random set formulation could be applied. Recall that a critical piece of the above proof was the fact that $P_U\{S_\alpha(\vartheta)\} \geq 1 - \alpha$ for each $\vartheta$, a consequence of (2). Considering the new $\vartheta$-free focal elements defined above, since $S_\alpha$ is generally much smaller than any individual $S_\alpha(\vartheta)$, there is reason to doubt that the analogous relation “$P_U(S_\alpha) \geq 1 - \alpha$” holds. So, unless there is some special structure, like the group transformation structure described above, which implies that $S_\alpha(\vartheta) \equiv S_\alpha$, then the step that fuses together a family parameter-dependent plausibility functions apparently can’t be avoided.

I’ll end with two comments related to fusion in the context of hypothesis tests. First, compared to the case of confidence regions, the present situation is potentially different because the above construction only requires focal elements indexed by points $\vartheta$ in $\Theta_0$. So, in the extreme—but sometimes practically relevant—case of a point null hypothesis, fusion is not necessary. Since a confidence region can be interpreted as a collection of point null tests corresponding to every point in the parameter space, it is comforting that
the technical requirements are much weaker in cases where only a single point null test is desired. But the real utility of formal hypothesis tests compared to confidence regions is their ability to handle non-trivial composite hypotheses.

Second, the construction in Martin and Liu (2014), which establishes a connection between IM plausibilities and classical p-values, does not involve the fusion step. How is this possible? To see the connection most clearly, I'll express the test $T_{\alpha}$ in terms of a real-valued test-statistic $\tau$, i.e., so that $T_{\alpha}(x) = 1\{\tau(x) > t_{\alpha}\}$, where $t_{\alpha}$ is an appropriate critical value, then the focal elements take the form

$$S_{\alpha}(\vartheta) = \text{clos}\{u \in U : \tau(a(\vartheta, u)) < t_{\alpha}\}, \quad \vartheta \in \Theta_0.$$

As above, an idea to eliminate the $\vartheta$-dependence is to take an intersection,

$$\bigcap_{\vartheta \in \Theta_0} S_{\alpha}(\vartheta) = \left\{ u \in U : \sup_{\vartheta \in \Theta_0} \tau(a(\vartheta, u)) \leq t_{\alpha} \right\}.$$

The reader may recognize the right-hand side as exactly the focal elements used in the Martin and Liu (2014) construction (modulo the equivalent choice to index by $t = t_{\alpha}$ instead of $\alpha$). But this intersection operation shrinks the focal elements considerably, which puts extra demands on other aspects of the problem. For example, it may require that the model have a group transformation structure and that the testing problem be suitably invariant. Martin and Liu (2014) impose the following condition on $\tau$,

$$P_U\left\{ \sup_{\vartheta \in \Theta_0} \tau(a(\vartheta, U)) \leq t_{\alpha} \right\} = \inf_{\vartheta \in \Theta_0} P_U\{ \tau(a(\vartheta, U)) \leq t_{\alpha} \}, \quad \text{for all } \alpha,$$

which must be roughly as restrictive as the aforementioned group invariance assumption. Therefore, the result in Theorem 7, which allows for fusion, is significantly more general than the result in Martin and Liu (2014).

6.3 From a constructive proof to a practical algorithm

In most theoretical investigations in statistics, the proof strategy is practically irrelevant. Here, however, the fact that the proofs of Theorems 6 and 7 are constructive has some important practical consequences. Specifically, the construction of a valid IM—via random sets and a fusion operation—in the two proofs effectively defines an algorithm one can use to develop new IM-based methods. That is, take a given family of procedures, define a family of $\vartheta$-dependent random sets with focal elements as in (18), then its distribution as in (23), and finally return the fused plausibility measure as in (17), from which a potentially new procedure can be derived, which is provably valid and no-less-efficient then the original procedure. Several examples where this IM algorithm is carried out are presented in Sections 7 and 9 below, with some more specific details in Section 8 about the algorithm’s implementation and where to find “default” procedures satisfying (1) and/or (2) that can be used as input to this IM algorithm.

6.4 Direct vs. indirect IM construction

In Section 4 I described how to construct a valid IM directly without making use of an existing test or confidence region, whereas the main results in Section 5 focus on a
construction driven by a given test or confidence region. From a practical point of view, what’s the benefit of one approach compared to the other?

It deserves mention that, in cases where the given confidence region is only for a feature \( \phi \) of \( \theta \), then the IM for \( \theta \) determined by Theorem 6 would be focused primarily on that feature. That is, while inference would be valid for any assertion about \( \theta \), it would generally be inefficient except for assertions specifically relevant to \( \phi \). In that case, unless I was sure that the only assertions I cared about where those concerning \( \phi \), then I might prefer the direct IM construction because it would give me the flexibility to answer other questions with some efficiency. If the given confidence region is for the full parameter \( \theta \), then the construction coming from Theorem 6 is more attractive. First, it’s free in the sense that I don’t have to think of something myself; second, it’s sure to be at least as efficient as the confidence regions I started with. At the very least, the characterization result in Theorem 6 should provide some insights on what are the “good” random sets to use in the direct construction.

7 Illustrations

Here I present three relatively simple examples where a standard confidence region is available that achieves the coverage property (2) and can be used as input to the “IM algorithm.” Section 8 considers two non-trivial examples, in the context of hypothesis testing, based on new ideas developed below in Section 8.

7.1 Binomial problem

Let \( X \sim \text{Bin}(n, \theta) \), where the size \( n \) is known but the success probability \( \theta \in [0,1] \) is unknown. A standard confidence interval for \( \theta \), satisfying the coverage probability condition (2), is the Clopper–Pearson interval

\[
C_\alpha(x) = \{ \vartheta : F_\vartheta(x) \geq \frac{\alpha}{2}, 1 - F_\vartheta(x-1) \geq \frac{\alpha}{2}\}, \quad \alpha \in (0,1),
\]

where \( F_\vartheta \) is the \( \text{Bin}(n, \theta) \) distribution function. It is well-known (e.g., Brown et al. 2001, Figure 11) that the coverage probability of \( C_\alpha \) varies wildly as a function of \( \theta \) so it does not have the nice “uniform exactness” properties that pivot-based intervals enjoy. Therefore, the IM algorithm coming out of the proof of Theorem 6 may lead to some improvements over the Clopper–Pearson interval.

To start, I will take the association in (13) as

\[
F_\vartheta(x-1) < U \leq F_\vartheta(x), \quad U \sim \text{Unif}(0,1).
\]

This is a standard formula for simulating a binomial variate, and I write the solution \( X \) as \( F^{-1}_\vartheta(U) \), which can be computed via the \texttt{qbinom} function in R. Then the support set \( S_\alpha(\vartheta) \) is given by

\[
S_\alpha(\vartheta) = \{ u : F_\vartheta(F^{-1}_\vartheta(u)) \geq \frac{\alpha}{2}, 1 - F_\vartheta(F^{-1}_\vartheta(u) - 1) \geq \frac{\alpha}{2}\}.
\]

The set \( \mathbb{U}_x(\vartheta) = \{ u : F_\vartheta(x-1) < u \leq F_\vartheta(x) \} \) is an interval, and I need the supremum of all \( \alpha \) such that \( S_\alpha(\vartheta) \cap \mathbb{U}_x(\vartheta) \neq \emptyset \). This value is the index \( \alpha(x, \vartheta) \) in (25). A unique
feature of this and other discrete data problems is that the support sets $S_\alpha(\theta)$ may not be empty as $\alpha \to 1$, so it is possible for $S_\alpha(\theta) \cap \bigcup_x(\theta)$ to be non-empty for all $\alpha$, in which case $\alpha(x, \theta) = 1$. In the present case, this index is given by

$$
\alpha(x, \theta) = \begin{cases}
2\{1 - F_\theta(x - 1)\}, & \text{if } F_\theta(x - 1) \geq \frac{1}{2} \\
2F_\theta(x), & \text{if } F_\theta(x) \leq \frac{1}{2} \\
1, & \text{if } F_\theta(x - 1) < \frac{1}{2} < F_\theta(x).
\end{cases}
$$

Then the IM’s fused plausibility contour is

$$
\pi^{(\text{f})}_x(\theta) = \begin{cases}
1, & \text{if } F_\theta(x - 1) < \frac{1}{2} < F_\theta(x) \\
1 - g(\theta, x), & \text{otherwise},
\end{cases}
$$

where

$$
g(\theta, x) = P_U\{F_\theta(F_\theta^{-1}(U)) > \frac{\alpha(x, \theta)}{2}, F_\theta(F_\theta^{-1}(U) - 1) < 1 - \frac{\alpha(x, \theta)}{2}\},
$$

which can be readily computed numerically, with or without Monte Carlo; see below.

As an illustration, consider an experiment with $n = 25$ trials and $X = 17$ observed successes. Figure 6 shows a plot of the plausibility contour extracted directly from the Clopper–Pearson confidence interval, which is just $\alpha(x, \theta)$, and that for the IM described above. Note that the latter is no wider than that from Clopper–Pearson. In fact, the fused plausibility contour is exactly the “acceptability function” developed in Blaker (2000), hence, the corresponding plausibility interval is the same as Blaker’s interval, which has been previously shown to be a significant improvement over the classical Clopper–Pearson interval. This gives a concrete demonstration of the improvement resulting from the IM construction. Also, one can use available software packages (e.g., Klaschka 2015) for efficient IM-based inference in this binomial application. See, also, Balch (2020) for a more recent improvement, also based on imprecise probabilistic ideas.

7.2 Behrens–Fisher problem

Consider two independent data sets $Y_{11}, \ldots, Y_{1n_1}$ and $Y_{21}, \ldots, Y_{2n_2}$ from $N(\mu_1, \sigma_1^2)$ and $N(\mu_2, \sigma_2^2)$, respectively, where $\theta = (\mu_1, \mu_2, \sigma_1^2, \sigma_2^2)$ is unknown, but the goal is inference on $\phi(\theta) = \mu_1 - \mu_2$. Let $X = (M_1, M_2, V_1, V_2)$ denote the minimal sufficient statistic, consisting of the two sample means and two sample variances, respectively. Then the famous Hsu–Scheffé interval (Hsu 1938; Scheffé 1970) is given by

$$
C_\alpha(x) = (m_1 - m_2) \pm t^*_{\alpha,n} f(v_1, v_2),
$$

where $f(v_1, v_2) = (v_1/n_1 + v_2/n_2)^{1/2}$ and $t^*_{\alpha,n}$ is the $1 - \frac{\alpha}{2}$ quantile of a Student-t distribution with $\min\{n_1, n_2\} - 1$ degrees of freedom. It follows from results in, e.g., Mickey and Brown (1966) that the above interval achieves the coverage probability condition (2), but could be somewhat conservative for small $n$ and/or certain $\theta$ configurations. Here I derive an IM counterpart for $C_\alpha$ following the proof of Theorem 3.

For the association (13), I will take

$$
D = \phi + f(\sigma_1^2, \sigma_2^2) U_1, \quad V_k = \sigma_k^2 U_{2k}, \quad k = 1, 2,
$$
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Figure 6: Plot of the IM and the Clopper–Pearson (C–P) plausibility contours for the binomial problem, with $n = 25$ and $X = 17$.

where $D = M_1 - M_2$ and the auxiliary variable $U = (U_1, U_{21}, U_{22})$ consists of independent components with $U_1 \sim N(0, 1)$ and $U_{2k} \sim \text{ChiSq}(n_k - 1)/(n_k - 1)$, $k = 1, 2$. Since

$$\frac{D - \phi}{f(V_1, V_2)} = \frac{f(\sigma_1^2, \sigma_2^2)}{f(\sigma_1^2 U_{21}, \sigma_2^2 U_{22})} U_1,$$

the support sets $S_\alpha(\varnothing)$ can be written as

$$S_\alpha(\varnothing) = \left\{ u = (u_1, u_{21}, u_{22}) : \frac{|u_1|}{\{\lambda \varnothing u_{21} + (1 - \lambda \varnothing) u_{22}\}^{1/2}} \leq t^*_\alpha,n \right\},$$

where $\lambda = \{1 + (n_1 \sigma_1^2)/(n_2 \sigma_2^2)\}^{-1}$, which takes values in $[0, 1]$ as a function of $\varnothing$. Note that the set $S_\alpha(\varnothing)$ depends on $\varnothing$ only through $\lambda$, not on $\phi$ or on the specific values of $\sigma_1^2$ and $\sigma_2^2$. Then the index $\alpha(x, \varnothing)$ in (25) is given by

$$\alpha(x, \varnothing) = 2 \left| F_n(t(x, \varnothing)) - 1 \right|,$$

where $t(x, \varnothing) = (d - \varphi)/f(v_1, v_2)$ and $F_n$ is the Student-t distribution function with $\min\{n_1, n_2\} - 1$ degrees of freedom, which actually only depends on $\varphi$. Then the fused plausibility measure has contour $\pi^{(\psi)}(\varnothing) = P_U\{S_\alpha(x, \varnothing)(\varnothing)\}$, which can be readily evaluated via Monte Carlo. Then the corresponding marginal plausibility contour for $\phi$ can be obtained by optimization over $\lambda$.

For illustration, consider the example in Lehmann (1975, p. 83) on travel times for two different routes; summary statistics are:

$$n_1 = 5 \quad m_1 = 7.580 \quad v_1 = 2.237$$
$$n_2 = 11 \quad m_2 = 6.136 \quad v_2 = 0.073.$$

The goal is to compare the mean travel times for two different routes. Figure 7 shows a plot of the plausibility contour $\alpha(x, \cdot)$ for $\phi$ extracted directly from the Hsu–Scheffé
Although the paper’s developments so far focus primarily on finite-dimensional or parametric models, there is no reason that they can’t be applied to infinite-dimensional or nonparametric problems just the same. As a simple illustration, consider real-valued data $X = (X_1, \ldots, X_n)$ iid with distribution function $F$, where the goal is inference on the “parameter” $F$. A standard nonparametric confidence region is based on the Dvoretsky–Kiefer–Wolfowitz inequality (DKW, Dvoretzky et al. 1956) and corresponds to a ball with respect to the sup-norm $\| \cdot \|_\infty$ on $\mathbb{R}$, i.e.,

$$C_{\alpha}(x) = \{ F : \| \hat{F}_x - F \|_\infty \leq \delta_{n,\alpha} \},$$

where $\hat{F}_x$ denotes the empirical distribution function based on a sample $x = (x_1, \ldots, x_n)$, and $\delta_{n,\alpha} = (2n)^{-1/2} \{ \log(2/\alpha) \}^{1/2}$. Equivalently, $C_{\alpha}(x)$ can be viewed as a confidence band, giving pointwise lower and upper confidence limits; see Figure 8 below. Since the DKW inequality upon which the coverage probability results for $C_{\alpha}$ are based holds for all $F$, there will be some $F$ at which the coverage is conservative, it’s possible that the procedure derived from the IM algorithm will be more efficient.

To keep things simple here, I’ll write $F^{-1}$ for the inverse of a distribution function $F$, and ignore the possible non-uniqueness due to $F$ flattening out on some interval. Then
a natural association is
\[ X_i = F^{-1}(U_i), \quad i = 1, \ldots, n, \]
where \( U = (U_1, \ldots, U_n) \) are iid \( \text{Unif}(0, 1) \). Writing this in vectorized form, i.e., \( X = F^{-1}(U) \), it follows that
\[ S_\alpha(F) = \{ u : C_\alpha(F^{-1}(u)) \supseteq F \} = \{ u : \| \hat{F}_{F^{-1}(u)} - F \|_\infty \leq \delta_{n,\alpha} \}, \]
and it is easy to confirm that \( S_\alpha(F) \equiv S_\alpha \) does not depend on \( F \), hence there is no need for fusion. Furthermore, the index \( \alpha(x, F) \) defined in the proof of Theorem 6 is
\[ \alpha(x, F) = \min \{ 1, 2e^{-2n\| \hat{F}_x - F \|_\infty^2} \}. \]
Therefore, the plausibility contour is \( \pi_x(F) = 1 - P_U\{ S_\alpha(x,F) \} \), which can readily be evaluated via Monte Carlo for any fixed \( F \).

For an illustration, consider the nerve data set from \cite{Cox1966} (analyzed in \cite{Wasserman2006} Example 2.1) on waiting times between pulses along a nerve fiber. The original data has 799 observations but, to make differences between various methods easier to see for this illustration, I’m working with a randomly chosen subsample of size \( n = 100 \). A plot of the empirical distribution function along with the lower and upper 95% confidence bands based on the DKW inequality is shown in Figure 8. While it’s computationally a challenge to draw a new pair of plausibility bands corresponding to the output of the IM algorithm, it’s easy to confirm that the bands are slightly narrower, as predicted by Theorem 6. Take the candidate \( F \) equal to the lower bound in Figure 8 so that \( \alpha(x, F) \approx 0.05 \). However, it turns out that \( \pi_x(F) \approx 0.045 \). Since the 95% lower confidence bound based on the DKW inequality is not included in the IM algorithm’s 95% plausibility region, it follows that the latter is narrower and, therefore, slightly more efficient. With the full data set, however, the DKW region and that based on the IM algorithm are roughly the same.

A confidence band allows one to test point null hypotheses, that is, if \( F_0 \) is the hypothesized distribution, then simply calculate \( \pi_x(F_0) \) and compare that value to the desired significance level. But what about composite null hypotheses? Suppose the goal is to test if the distribution function \( F \) has a density \( f \) that is monotone decreasing on \([0, \infty)\). A proper test based on the DKW confidence band would be to reject if and only if the intersection between the band and the set of all distribution functions with monotone densities is empty. However, it is a highly non-trivial computational problem to enumerate this set of distributions and compare to the given confidence band. I’ll investigate a formal IM-based test of monotonicity in Section 9.2, but the formulation in terms of a plausibility contour suggests a simple approach. That is, I could consider expressing the composite null in terms of its “best representative” and plug that representative in to the plausibility contour to get an overall assessment. As a “best representative,” an obvious choice is the distribution function \( \hat{F}_x \) corresponding to the maximum likelihood estimator of \cite{Grenander1956}. Then an informal test would reject the hypothesis that the density is monotone decreasing at level \( \alpha \) if \( \pi_x(\hat{F}_x) \) is less than \( \alpha \). The intuition is that if even the “best” of the distributions with a monotone density is implausible, then the hypothesis itself must be implausible too. Figure 8(b) shows the Grenander estimate \( \hat{F}_x \) overlaid and it’s virtually indistinguishable from \( \hat{F}_x \), which suggests that monotonicity is plausible. By my calculation, \( \pi_x(\hat{F}_x) \approx 0.85 \), which confirms the suggestion from the plot. I make no
(a) Empirical distribution and DKW bands

(b) Same as (a), Grenander estimate added

Figure 8: Empirical distribution function (black) and lower and upper 95% confidence bands (gray) for the nerve data example; subsample of size $n = 100$. Panel (b) includes the Grenander estimator $\hat{F}^\uparrow_x$ (dashed), which is very close to $\hat{F}_x$.

claims here that this naive test is theoretically valid, although the superficial connections to other legitimate p-value adjustments for testing composite hypotheses (e.g., Berger and Boos 1994) suggests it’s at least a reasonable approach.

8 Beyond the basics: an IM algorithm

To prove the existence results in Theorems 6 and 7, I constructed a valid IM that was no less efficient than a given confidence region or test. The idea was to use the provided confidence region or test to define the focal elements of the (parameter-dependent) random set. From there, I used Condition P2 of Theorem 4 to define the distribution of the random set supported on the constructed focal elements. And once the random set distribution is specified, the IM construction proceeds through the A-, P-, and C-steps as described in Section 4.1. Therefore, the only step in the IM construction that must be tailored to the given problem or confidence/testing procedure is specification of the focal elements. The final IM can, of course, be used to make valid inference about any assertion of interest and, in general, this would require some problem-specific considerations and computations which I won’t discuss here.

The IM algorithm is most effective when it can be applied to a simple and conservative procedure. In that case, the IM algorithm will preserve that method’s validity but improve on its efficiency. The Clopper–Pearson method was one such procedure, but that is specific to the binomial problem. Are there any more general methods? Recently, Wasserman et al. (2020) proposed what they call a universal inference framework which is simple and provides basic validity guarantees with virtually no assumptions. A consequence of the method’s universality is that it tends to be conservative, thus making this an ideal starting point for the aforementioned IM algorithm. For concreteness, here I will discuss the details of the IM algorithm for the case when the given procedure is a test or
confidence region from the universal inference framework of [Wasserman et al., 2020].

First I give a brief overview of their approach; they offer several variations of it, but here I'll focus on the most basic version, the one based on what they call the split likelihood ratio. Given a statistical model $P_X \theta$, let $\vartheta \mapsto L_X(\vartheta)$ denote the likelihood function based on data $X$ of size $n$. Define an operators $D_1$ and $D_2$ which, when applied to a data set $x$, split the data into disjoint subsets $D_1 x$ and $D_2 x$; for example, $D_1 x$ could be the first $\lfloor n/2 \rfloor$ components, and $D_2 x$ the remaining $n - \lfloor n/2 \rfloor$ components. Then the basic idea is to form a likelihood ratio type statistic where one part of the data, say, $D_1 x$, is used for the likelihood function itself and then the other part, $D_2 x$, is used to estimate $\theta$. In particular, a $100(1 - \alpha)$% confidence region for $\theta$ based on the split likelihood ratio is

$$C_\alpha(x) = \{ \vartheta \in \Theta : L_{D_1 x}(\vartheta) \geq \alpha L_{D_1 x}(\hat{\theta}_{D_2 x}) \},$$

where $\hat{\theta}_{D_2 x}$ is, e.g., the maximum likelihood estimator of $\theta$ based on the data set $D_2 x$. Similarly, for testing a hypothesis $H_0 : \theta \in \Theta_0$, [Wasserman et al., 2020] define the split likelihood ratio test as

$$T_\alpha(x) = 1\{ \max_{\vartheta \in \Theta_0} L_{D_1 x}(\vartheta) < \alpha L_{D_1 x}(\hat{\theta}_{D_2 x}) \}.$$ 

A simple and elegant argument—without distributional assumptions or appeal to asymptotic approximations—proves that the split likelihood ratio procedures are valid in the sense that coverage probabilities for confidence regions match/exceed the advertised level and, similarly, split likelihood ratio tests control the size at or below the advertised level. [Wasserman et al., 2020] also extend these results to cover cases involving nuisance parameters as well as nonparametric problems; each of these extensions will be used below in Section 9. The drawback, however, to a method that is provably valid under no assumptions is that its performance is conservative in many applications. This tendency to be conservative is what leaves room for the IM algorithm to improve efficiency.

With these universal inference procedures as the starting point, the IM algorithm proceeds to construct the focal elements for the (parameter-dependent) random sets. For an association $X = a(\theta, U)$, of course I can write $D_k X = a(\theta, D_k U)$, $k = 1, 2$. Then the focal elements for the split likelihood ratio confidence region is

$$S_\alpha(\vartheta) = \{ u : C_\alpha(a(\vartheta, u)) \ni \vartheta \} = \{ u : L_{a(\vartheta, D_1 u)}(\vartheta) \geq \alpha L_{a(\vartheta, D_1 u)}(\hat{\theta}_{a(\vartheta, D_2 u)}) \}, \quad \vartheta \in \Theta.$$

Similarly, for the split likelihood ratio test, the focal elements are

$$S_\alpha(\vartheta) = \{ u : T_\alpha(a(\vartheta, U)) = 0 \} = \{ u : \max_{t \in \Theta_0} L_{a(\vartheta, D_1 u)}(t) \geq \alpha L_{a(\vartheta, D_1 u)}(\hat{\theta}_{a(\vartheta, D_2 u)}) \}, \quad \vartheta \in \Theta_0.$$

Just like the examples in Section 7, the random set distributions, i.e., $P_{S|\vartheta}$, are determined by two things: first, the distribution $P_U$ of $U$, which is defined by the user’s choice of association $X = a(\theta, U)$ and, second, the $P_U$-probabilities of these focal elements, as described in Condition P2 of Theorem 4.

Since the split likelihood ratio framework is more abstract than those in the previous examples above, I’ll give a quick simple illustration here. Suppose that $X = (X_1, \ldots, X_n)$
is an iid sample from $\mathcal{N}(\theta, 1)$ and the goal is to construct a confidence interval for $\theta$. Assume that $n = 2m$ and that the data splitting is into the first and second groups, each of size $m$. First, for the association, I make the obvious choice $X = a(\theta, U)$, where $a(\theta, u) = \theta_1 + u$ and $U \sim P_U := \mathcal{N}_n(0, I)$. Then the focal elements on which the random set will be supported are given by

$$
S_\alpha(\theta) = \{ u \in \mathbb{R}^n : C_\alpha(a(\theta, u)) \ni \theta \}
$$

$$
= \{(u_1, u_2) \in \mathbb{R}^m \times \mathbb{R}^m : L_{a(\theta, u_1)}(\theta) \geq \alpha L_{a(\theta, u_2)}(\hat{\theta}_{a(\theta, u_2)}) \}
$$

$$
= \{(u_1, u_2) \in \mathbb{R}^m \times \mathbb{R}^m : -\bar{u}_2^2 + 2\bar{u}_1\bar{u}_2 \leq -\frac{4}{n} \log \alpha \},
$$

where $\bar{u}_k = m^{-1} \sum_{j=1}^m u_{kj}$ is the mean of the $m$-vector $u_k$, for $k = 1, 2$. Note that the focal elements do not depend on $\theta$, i.e., $S_\alpha(\theta) = S_\alpha$, which is not surprising given the location parameter form of the model. Second, it is easy to verify that

$$
\alpha(x, \theta) = \min\{1, \frac{L_{D_1,x}(\theta)}{L_{D_1,x}(\hat{\theta}_2)}\},
$$

with $\hat{\theta}_2$ the average of the $m$-vector $D_2 x$, and the upper bound at 1 will in some cases, like in the binomial problem above, result in a plateau on the plausibility contour; however, for large enough $n$, the probability of seeing a plateau will be rather small. Then that plausibility contour is given by

$$
\pi_x^{(r)}(\theta) = 1 - P_U(S_{\alpha(x, \theta)}) = P_U\{ -\bar{U}_2^2 + 2\bar{U}_1\bar{U}_2 > -\frac{4}{n} \log \alpha(x, \theta) \},
$$

which is easy to evaluate via Monte Carlo. This could easily be optimized as well to evaluate the plausibility assigned to any assertion about $\theta$.

To see what the result of this construction looks like, I generated a sample of size $n = 2m = 200$ from a standard normal distribution. Figure 9 shows a plot of the p-value function from the split likelihood ratio test (whose level sets correspond to the split likelihood ratio confidence interval), the IM-based plausibility contour, and, for reference, the “optimal” plausibility contour based on the known sampling distribution of the sample mean. Both the split likelihood ratio and the IM-based improvement have the plateau in a neighborhood around the full sample mean, but otherwise the latter has much narrower contours compared to the former, hence is considerably more efficient. As expected, both of these procedures are far less efficient than the optimal procedure. However, the real value of the split likelihood ratio approach, and the IM algorithm, is for problems where no “optimal” procedure is available, like in the two examples below.

9 Two more illustrations

9.1 Mixture model testing problem

An important class of statistical problems is those that involve mixture distributions. The mixture model formulation makes it possible to capture rather complex distributional forms with a relatively small number of individually simple components. This is what makes mixture models ideal for density estimation applications. However, despite the simplicity and ubiquity, mixture models themselves are notoriously difficult, in large part due to singularities (e.g., Drton 2009) that makes the standard asymptotic
distribution approximation of Wilks (1938) inapplicable. So it’s remarkable that, with so many statisticians having investigated the problem of inference in mixture models over the years, there was, until just this year, no test of one normal distribution versus a mixture of two normal distributions that provably controls the Type I error rates at the advertised level, not even asymptotically. Of course, various tests are available that show strong empirical performance (e.g., McLachlan 1987), but none were proved to be theoretically valid until the very recent seminal work of Wasserman et al. (2020).

As described in Section 8 above, as soon as a provably valid test or confidence region is available, it can be used as input into the IM algorithm to improve its efficiency. To illustrate this, I’ll reproduce the example presented in Section 4 of Wasserman et al. (2020) to compare both the size and power of their proposed split likelihood ratio test of one versus two normal components in a mixture model. More specifically, I consider the class of true mixture distributions

$$\frac{1}{2}N(-\mu, 1) + \frac{1}{2}N(\mu, 1), \text{ indexed by } \mu \geq 0,$$

with $\mu = 0$ being the null. Figure 10 shows the power, as a function of $\mu \geq 0$, for both the split likelihood ratio and corresponding IM-based test, with $n = 100$, using level $\alpha = 0.05$. It is clear that both tests control the Type I error at 0.05, confirming the theory, but the IM test has considerably higher power. The general theory presented above suggests that this gain in efficiency is not specific to this simple one- versus two-component testing problem, but a detailed investigation will be carried out elsewhere.

### 9.2 Nonparametric one-sample problem, revisited

Reconsider the one-sample problem from Section 7.3 above. Here, however, I’ll assume that the distribution $F$ has a density, $f$, supported on $[0, \infty)$, and that the goal is to test if
Figure 10: Mixture model problem, testing one component versus two. Plot shows the power of the split likelihood ratio test and that of the IM test as functions of $\mu$, with $n = 100$ and $\alpha = 0.05$.

$f$ is monotone non-increasing, i.e., $H_0 : f \in F_0$, where $F_0$ denotes the class of decreasing densities on $[0, \infty)$. Estimation of a monotone density is a classical problem, and the nonparametric maximum likelihood estimator was developed by Grenander (1956) and extensively studied by Prakasa Rao (1969), Groeneboom (1985), and Balabdaoui and Wellner (2007), among others. In the context of regression, testing for monotonicity and inference under shape constraints has been more widely studied, e.g., Bowman et al. (1998), Banerjee and Wellner (2001), Cai et al. (2013), and Chakraborty and Ghosal (2021a,b). But the literature on testing a density for monotonicity is rather scarce—to my knowledge, the only detailed investigation is in a very recent technical report, Chakraborty and Ghosal (2020). However, this problem can be directly tackled using the general framework developed in Wasserman et al. (2020), and below I describe one such test and the corresponding IM-based improvement.

For an iid sample $X = (X_1, \ldots, X_n)$ from a distribution with density $f$, the likelihood function is defined as

$$f \mapsto L_X(f) = \prod_{i=1}^{n} f(X_i), \quad f \in F_0.$$ 

If the density is assumed to be monotone decreasing on $[0, \infty)$, then the nonparametric maximum likelihood estimator, $f_X^*$, exists, is a piecewise constant function, and equal to the left-continuous derivative of the least concave majorant of the empirical distribution function (Grenander 1956); I use the `grenander` function in the R package `fdrtool` (Klaus and Strimmer 2015) to evaluate $f_X^*$ in my illustration below. I also need an estimator of $f$ without the monotonicity constraint, so I define $\hat{f}_X$ to be a kernel density estimator—based on the default settings in the `density` function in R—fit to log-transformed data $X$ and then transformed back to the interval $[0, \infty)$. Using a pair of data-splitting operators $D_1$ and $D_2$ as described above, the universal split likelihood ratio
The test I employ here is given by
\[ T_\alpha(x) = \mathbb{1}\{L_{D_1 x}(f_{D_1}^\dagger) < \alpha L_{D_1 x}(\hat{f}_{D_2 x})\} . \]

Note that I make no claims that my suggested approach for dealing with the likelihood under the alternative is “optimal” in any way. Regardless, the general theory in Wasser-\cite{wasser-2020}man et al. \citeyear{wasser-2020} implies that the above test provably controls the Type I error rate at level \( \alpha \), though it could be very conservative. To my knowledge, this is the only test available in the literature that can make this claim.

For the IM-based improvement, take the association \( X = a(f, U) \) to be the same as in Section \ref{section}, i.e.,
\[ X_i = F^{-1}(U_i), \quad i = 1, \ldots, n, \]
where \( F \) is the distribution function corresponding to the density \( f \) in \( \mathbb{F}_0 \) and \( U = (U_1, \ldots, U_n) \) is a \( n \)-vector of iid \( \text{Unif}(0, 1) \) random variables. Then, for a generic monotone density \( f \), the focal elements \( S_\alpha(f) \) are given by
\[ S_\alpha(f) = \{ u : L_{a(f,D_1 u)}(f_{a(f,D_1 u)}^\dagger) \geq \alpha L_{a(f,D_1 u)}(\hat{f}_{a(f,D_2 u)}) \}. \]

Unlike the previous example, these focal elements depend on the generic \( f \). This dependence is not a problem for evaluating the plausibility contour at a given \( f \),
\[ \pi^{(r)}_x(f) = 1 - P_U\{S_\alpha(x,f)(f)\}, \]
where
\[ \alpha(x, f) = \min\{1, \frac{L_{D_1 x}(f)}{L_{D_1 x}(\hat{f}_{D_2 x})}\}. \]

The challenge, of course, is that the corresponding test requires maximizing \( \pi^{(r)}_x(f) \) over \( \mathbb{F}_0 \). The “most plausible” monotone density at which this maximum is attained should be close to the “most likely” monotone density, which is the Grenander estimator evaluated based on the entire data set \( x \). Therefore, I propose the approximation
\[ \tilde{\Pi}_x(\mathbb{F}_0) := \sup_{f \in \mathbb{F}_0} \pi^{(r)}_x(f) \approx \pi^{(r)}_x(f_x^\dagger). \]

Since the right-hand side is generally smaller than the supremum on the left-hand side, a test based on this approximation is generally more aggressive than the genuine IM-based test investigated in Theorem \ref{theorem}. However, the split likelihood ratio test used to construct it is rather conservative, so I have not noticed any loss of validity based on the suggested more-aggressive approximation. A detailed investigation into the test’s performance will be presented elsewhere. Of course, there is nothing special about testing monotonicity—a similar split likelihood ratio approach can be followed to test for other shape constraints, such as log-concavity \cite{balab-2009}.

For a quick illustration, consider a gamma distribution with shape parameter \( \xi > 0 \) and scale parameter fixed at 1. The case \( \xi = 1 \) corresponds to a monotone density, where the null hypothesis is true. For \( \xi > 1 \), the density is not monotone, and I’ll investigate here the power of the split likelihood ratio and corresponding IM-based tests as a function of \( \xi \). Here I take \( n = 300 \) and, as before, split the data into its first and second halves. Figure \ref{figure} displays the power function for the two tests, with specified significance level
Figure 11: Testing monotonicity of the density in a nonparametric one-sample problem. Plot shows the power of the split likelihood ratio test and that of the IM test as functions of the gamma shape parameter $\xi$, with $n = 300$ and $\alpha = 0.05$.

At the null hypothesis $\xi = 1$, both tests have power/size much lower than the specified level, suggesting these are relatively conservative. However, as $\xi$ increases, the rate at which the power of the IM-based test increases is considerably faster than that of the split likelihood ratio test. This strongly suggests that the former is both valid and more powerful than the latter, consistent with the conclusion in Theorem 7. It remains to better understand the effect of the admittedly-naive approximation in (31).

Finally, revisiting the nerve data example from Section 7.3, with the subsample of size $n = 100$, the split likelihood ratio statistic is about 1.7, so the universal test $T_\alpha(x)$ as defined above does not reject at any $\alpha$ level. This also implies that $\alpha(x, f^*_x) = 1$ and so the IM algorithm returns plausibility $\tilde{\Pi}_x(F_0) = 1$. This conclusion agrees with what’s shown in Figure 8, where the empirical distribution function almost exactly agrees with the best monotone approximation.

10 Extensions and open problems

10.1 Restricting the class of assertions

The validity condition in Definition 2 puts constraints on the capacity $\Pi_x$ and/or on the collection $\mathcal{A}$ of assertions. My approach here was to keep the collection $\mathcal{A}$ as rich as possible, e.g., the entire power set, and see what requirements are needed on the capacity to achieve validity. It turns out that consonance is an important (maybe necessary—see below) condition for a capacity to achieve validity for such a rich collection of assertions. A natural question is if more flexibility can be achieved in the capacity’s structure by restricting the collection $\mathcal{A}$ of assertions.

Consider a simple case with a scalar $\theta$. As I argued in Section 3.1, in order for the capacity to be a probability measure, the class $\mathcal{A}$ would need to be restricted to half-lines...
in order to maintain validity. This is unsatisfactory to me because it means, e.g., the
effort to convert confidence intervals into a confidence distribution was for nothing, since
it can only reliably be used to read off confidence intervals.

But there would be less extreme cases that deserve consideration. Speaking in terms
of the dual Πₓ of Πₓ, since the terminology is more familiar and standard, an interesting
question is the following: for what collection A of assertions might a k-monotone capacity
(e.g., [Huber 1973] [Huber and Strassen 1973] [Sundberg and Wagner 1992]), a belief function
or ∞-monotone capacity (e.g., [Nguyen 1978] [Shafer 1976, 1979]), or a more general lower
prevision (e.g., [Miranda 2008] [Troffaes and de Cooman 2014] [Walley 1991]) be valid?

Another seemingly innocuous restriction is the requirement that (4) hold for all α ∈
[0, 1]. This implies that (x,A) → Πₓ(A) can and will take values arbitrarily close to 1.
It seems to me that this more or less implies that Πₓ must be a consonant plausibility
function. More flexibility can be achieved if validity was relaxed so that (4) held for all
α ∈ [0, α̅], with α̅ < 1. [Walley 2002] showed that a carefully constructed generalized
Bayes solution could achieve this kind of relaxed validity condition. However, his “α̅”
is directly tied to the size of his prior credal set, so achieving even this relaxed validity
property from a generalized Bayes approach loses a lot of efficiency compared to solutions
I’m advocating for based on consonant plausibility measures. The generalized Bayes
solution has other nice properties that the plausibility measures don’t, e.g., the strong
coherence property in [Walley 1991] Theorem 7.8.1), so it remains to better understand
the balance between the various properties.

10.2 Fused plausibility
Section 4.2 introduced the notion of a fused plausibility measure, but only when the
condition (16) holds, can the resulting capacity Πₓ really be called a plausibility measure
with the consonance property. Interestingly, [Miranda et al. 2004] Theorem 4.4) shows
that, in all practical cases, plausibility measures are equivalent to the distribution of a
random set. This means that, in addition to the representation in terms of a family of
parameter-dependent random set distributions on the U-space, there is another repre-
sentation of the output Πₓ in terms of a data-dependent random set on Θ. This latter
random set can be pulled back, through the association, to a random set on U, but it
would generally still depend on data. This suggests a potentially interesting duality be-
tween the parameter-dependent random sets and the fusion operation in Section 4.2 and
the data-dependent random sets that have appeared in, e.g., [Ermini Leaf and Liu 2012]
and [Cella and Martin 2019]. The question is: how can this duality be leveraged for
improved understanding and for use in new and challenging problems?

10.3 Approximate validity
My focus here has been on situations where a test or confidence region is available that
exactly achieves the error rate control properties in (1) or (2), respectively. Thanks to
the recent developments in [Wasserman et al. 2020] discussed in Section 8 my starting
point covers virtually every problem. However, it’s still worth asking what happens if
the procedure used as input the IM algorithm was only “approximately valid” in some
specific sense, e.g., as the sample size n approaches infinity. For example, will using
an only approximately valid input to the IM algorithm return a procedure that’s still approximately valid and potentially more efficient?

10.4 Beyond inference

My focus in this paper has been exclusively on statistical inference, but this is not the only problem that statisticians and data scientists are interested in. One of those important problems is prediction, the use of observed data and any other relevant information to predict the next observation. A first IM approach to prediction, based on a well-specified statistical model with parameter \( \theta \), along the lines presented in Section 4.1, was given by Martin and Lingham [2016]. More recently, Cella and Martin [2020, 2021] showed that conformal prediction (e.g., Shafer and Vovk 2008; Vovk et al. 2009) is naturally understood as an imprecise probability and, moreover, that it can be similarly characterized using random sets as I did in this paper for p-values and confidence regions. These results showcase the flexibility and potential of IMs and, furthermore, they help to position conformal prediction as part of an (imprecise) probabilistic inference framework.

Another relevant problem is decision-making, and there is a close connection between probability and formal decision theory. Indeed, it’s very natural to encode one’s preferences in terms of a utility or loss function and define the optimal decision as that which suitably optimizes the expected utility or loss. Since a framework that deals with probabilities has an immediate connection to decision theory, this is often seen as a win for the Bayesian side. However, having a formal connection between the frequentist framework and imprecise probabilities changes this perspective, because there is a well-developed theory of optimal decisions in the imprecise probability literature; see, e.g., Denœux [2019] for a recent survey. So, it would be interesting to investigate the valid IMs developed here in the context of a formal imprecise-probabilistic decision theory framework.

A related matter is coherence in the sense of de Finetti [1937]. Of course, de Finetti’s theory suggests that coherence can only be achieved via (finitely additive) probabilities, but there is now an extensive literature (e.g., Walley 1991; Williams 2007) showing that de Finetti’s theory is a special case of a more general notion of coherence that holds for imprecise probabilities. So if the frequentist output can be understood as an imprecise probability, as I showed here, then there ought to be a parallel frequentist theory of coherence, one that balances the statistical considerations of validity as in Definition 2 with those logical considerations of avoiding sure loss, etc. Some first developments on this are given in Cella and Martin [2020] but in the context of prediction; see, also, Gong and Meng [2021] and the related discussion in Liu and Martin [2021a]. New results along these lines are in development and will be reported elsewhere.

11 Conclusion

Motivated by a desire to understand what is required to achieve valid probabilistic inference, and a recognition that ordinary additive probabilities are limited unless genuine prior information is available, this paper had the ambitious goal to characterize the so-called “frequentist approach” via imprecise probabilities. To achieve this goal, I showed that for every suitable frequentist procedure with error rate control guarantees, there
exists a valid plausibility measure such that the corresponding procedure derived from it is at least as efficient as the given procedure. Moreover, these valid plausibility measures have the additional structure of those derived from the framework of Martin and Liu (2015b). This puts the Bayesian and frequentist schools on a common ground in terms of having a mathematically rigorous underpinning, namely, precise and imprecise probability theory, respectively. As discussed in Section 1, this common ground provides an opportunity to clearly explain the interpretation of p-values and confidence, which would strengthen our reputation in the eyes of other scientists and improve the quality of scientific communication. A further consequence of this common ground is that, with a slight generalization of the validity condition (4) taken here, the nature, form, and strength of prior information determine where on the spectrum between precise and imprecise probability one needs to be for validity. These details will be reported elsewhere.

I argued in Section 1 that this imprecise probabilistic perspective can have a positive impact on education and scientific communication. An additional benefit is that it wouldn’t require a complete education reform. For advanced courses, the instructor may opt to present details about imprecise probability, but this isn’t necessary. Theorems 6–7 show that all the p-values and confidence intervals presented in introductory courses (e.g., based on Student’s t-test, analysis of variance, and linear regression) correspond to plausibility measures, so the instructor can simply give students the intuitive plausibility-based interpretations as I explained in Section 1. This is precisely what I do in the courses I teach. Based on the feedback I’ve received, students are able to understand my interpretation of p-values and confidence even if they don’t know anything about the mathematics of imprecise probability.

At the BFF meeting at Harvard in 2017, Nancy Reid’s invited talk summarized each of the different approaches discussed at the meeting, with a one-liner from the respective advocates of those approaches. Professor Reid’s one-liner for me was “IMs are the only answer.” It took me a few years to finish this paper and justify that claim, but better late than never. The point is that everyone wants procedures with good properties and, as the results of Section 5 show, whatever approach one takes to find a good procedure, it’s ultimately a valid IM based on the developments in Martin and Liu (2015b).
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