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ABSTRACT: We study extremal black hole solutions to four dimensional $\mathcal{N} = 2$ supergravity based on a cubic symmetric scalar manifold. Using the coset construction available for these models, we define the first order flow equations implied by the corresponding nilpotency conditions on the three-dimensional scalar momenta for the composite non-BPS class of multi-centre black holes. As an application, we directly solve these equations for the single-centre subclass, and write the general solution in a manifestly duality covariant form. This includes all single-centre under-rotating non-BPS solutions, as well as their non-interacting multi-centre generalisations.
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1. Introduction and Overview

Black holes in the context of string theory have been a long lasting field of research, due to its deep connection to fundamental aspects of the theory. One important facet of the subject has been the construction of supergravity solutions describing the low energy strong coupling regime of these systems. For supersymmetric black holes, it has been possible to find these solutions explicitly, making use of the constraint imposed by the residual supercharges, even including higher derivative corrections, see e.g. [1, 2, 3, 4, 5, 6, 7, 8, 9]. Such a task however has proven more difficult for more general black holes, since one is forced to consider the full second order equations of motion rather than the first order BPS conditions. The simplest generalisation is the class of extremal black holes, which are still characterised by a vanishing Hawking temperature, but do not preserve any supersymmetry. The corresponding static solutions are known to be described by first order equations as well [10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21], although the latter are then not a direct consequence of supersymmetry.

Extremal black holes in supergravity theories fall in two distinct categories, namely the under-rotating and the over-rotating branches, where the former contains several subclasses. The over-rotating (or ergo) branch is characterised by the presence of an ergo-region and includes the extremal Kerr solution. In contrast, we will focus on the under-rotating (or ergo-free) black holes, which then admit a flat three-dimensional base, and include the...
static extremal black holes [22, 23, 24]. Single centre under-rotating non-BPS black holes have been studied throughout the last decade or so, from various aspects and using various techniques, see for example [25, 26, 27, 28, 10, 15, 14, 12, 17, 18] and references therein for some developments. Using the seed solution of [11, 13, 29] combined with a general duality transformation as explained in [30], one can construct any desired solution, but a manifestly duality covariant formulation was lacking.

For theories coupled to a symmetric scalar manifold, as the ones we will deal with, there are three classes of solutions describing interacting ergo-free extremal black holes, distinguished by the algebraic properties of the first order systems that describe them. These are the standard BPS solutions [4, 5], the so-called almost BPS solutions [31], and the composite non-BPS solutions [32]. After the BPS class, the almost-BPS class is perhaps the best studied, especially in the five dimensional uplift, where it was originally discovered and extended, see e.g. [29, 33, 34, 35, 36]. On the other hand, the composite non-BPS class appears to be simpler in the four dimensional context and is the class we discuss in the following.

In this paper we will consider the equations of motion for stationary solutions as described by the dimensional reduction of the theory along time, i.e. as a non-linear sigma model over a pseudo-Riemannian symmetric space coupled to three-dimensional Euclidean gravity [37]. Spherically symmetric black hole solutions correspond to geodesics on this symmetric space and, in particular, extremal static black holes correspond to the subclass of null geodesics. It was shown in [38, 14, 39, 40, 41] that null geodesics associated to extremal black holes are classified by the nilpotent orbits in which the corresponding Noether charges lie in, thus recasting the equations of motion to an eigenvalue equation for the momentum of the coset scalars. The classification of extremal solutions in terms of nilpotent orbits has been studied in details in [17, 20, 42, 43].

Considering a general stationary Ansatz with a flat three dimensional base, one finds that the only regular solutions are described by scalar fields taking values in a nilpotent subgroup of the three-dimensional duality group. Using the nilpotent orbits classification, one can determine pertinent nilpotent subalgebras, which lead to the description of stationary solutions describing interacting black holes. It was shown that all the three systems, BPS, almost BPS and composite non-BPS can be described in terms of associated nilpotent subalgebras [32, 44]. In these papers, explicit examples of these solutions were constructed in terms of specific nilpotent subalgebras.

However, these seed solutions are not duality covariant by construction, whereas one should be able to construct them without referring to a specific representative. Although the general solutions can be obtained from these seed solutions by duality transformations, the resulting form of the solutions is not easy to parametrize in terms of physically relevant quantities. A duality covariant formulation of these solvable systems would permit to obtain these solutions in a form exhibiting their physical properties. This is of particular importance when addressing issues such as existence and stability of composite bound states. For the BPS solutions (as well as the non-BPS $Z_* = 0$), the first order system associated to the corresponding nilpotent orbits was written in a manifestly duality invariant form [15], leading to a generalisation of the BPS solutions [4, 5] to $N = 8$ supergravity,
and non-BPS $Z_\epsilon = 0$ solutions.

In what follows, we explain how the composite non-BPS solutions can also be described in a manifestly duality invariant form. As it turns out, the system is characterised by a constant very small charge vector (i.e. such that its quartic invariant satisfies $I_4 = \partial I_4 = \partial^2 I_{4,\text{ad}} = 0$), which has only one charge component in an appropriate duality frame. This represents an auxiliary variable that restricts the types of charges allowed in the various centres, or conversely is fixed by the physical charges for a regular solution.

As a first application, we will solve explicitly the system in the restricted case describing single centre (or non-interacting multi-centre) black holes in a manifestly duality covariant way. The reduction to this subclass is effected by a suitable reality constraint on the scalar momenta, which we use systematically to simplify the problem. The result is a stabilisation equation for the scalars throughout the black hole background that parallels the one derived in [4, 5] for supersymmetric solutions. However, we find new terms, proportional to the very small vector driving the flow and its magnetic dual, with coefficients depending on the harmonic functions carrying the electromagnetic charges and angular momentum. These represent a duality covariant realisation of the simple change of sign for a particular charge, which has been observed to relate some simple non-BPS solutions to supersymmetric ones [26, 27, 46], and the non-harmonic term obtained in [21] by considering the seed solution of [29], respectively.

Understanding how to solve the first order system when restricted to single centre solutions is a necessary step towards the resolution of the composite non-BPS system. In order to do so, one must rewrite the non-linear first order system we describe in this paper, in a second order linear system of differential equations. The explicit solution of the composite non-BPS system will be the purpose of forthcoming research.

We start by setting up notation and giving some background on both four dimensional $\mathcal{N} = 2$ supergravity and the corresponding non-linear sigma model obtained by time-like reduction in section 2. In section 3, we proceed to the discussion of the algebraic structure of the composite non-BPS system and discuss the reality constraint that reduces it to describe single centre solutions. We then go on to solve explicitly the flow equations for the single centre class and discuss some aspects of the solutions obtained in section 4. We conclude in section 5 with some general remarks and future plans of extending to the multi centre classes, whereas the two appendices are devoted to the illustrating the general solution with the seed solution of [29] and to the derivation of the duality invariant constraints on the charges.

2. Non-linear sigma model formulation of stationary solutions

In this section, we collect various formulae and conventions which will be essential for the connection of the objects appearing in the three-dimensional non-linear sigma model formulation of $\mathcal{N} = 2$ supergravity describing stationary solutions to standard four-dimensional supergravity variables.
2.1 $N = 2$ supergravity and symmetric special Kähler geometry

The bosonic Lagrangian of $N = 2$ supergravity coupled to $n_v$ vector multiplets reads

$$8\pi e^{-1} \mathcal{L} = -\frac{1}{2} R - i \langle D^\mu \bar{V}, D_\mu V \rangle - \frac{1}{4} F^I_{\mu\nu} G^I_{\mu\nu},$$

where the $F^I_{\mu\nu} = \partial_\mu A^I_\nu - \partial_\nu A^I_\mu$ for $I = 0, \ldots, n_v$ encompass the graviphoton and the gauge fields of the vector multiplets and $G^I_{\mu\nu}$ are the dual field strengths, defined in terms of the $F^I_{\mu\nu}$ through the scalar dependent couplings, whose explicit form will not be relevant in what follows. The gauge field equations of motion and Bianchi identities can then be cast as a Bianchi identity on the symplectic vector

$$\mathcal{F}_{\mu\nu} = \begin{pmatrix} F^I_{\mu\nu} \\ G^I_{\mu\nu} \end{pmatrix},$$

whose integral over any two-cycle defines the associated electromagnetic charges through

$$\Gamma = \left( p^I \right) = \frac{1}{2\pi} \int_{S^2} \mathcal{F}.$$

The physical scalar fields $t^i$, which parametrize a special Kähler space $\mathcal{M}_4$ of complex dimension $n_v$, only appear in (2.1) through the section, $\mathcal{V}$, of a holomorphic $U(1) \times Sp(2n_v + 2, \mathbb{R})$ bundle over $\mathcal{M}_4$. Choosing a basis, this section can be written in components in terms of scalars $X^I$ as

$$\mathcal{V} = \begin{pmatrix} X^I \\ F^I \end{pmatrix}, \quad F^I = \frac{\partial F}{\partial X^I},$$

where $F$ is a holomorphic function of degree two, called the prepotential, which we will always consider to be cubic

$$F = -\frac{1}{6} c_{i j k} \frac{X^i X^j X^k}{X^0} \equiv -\frac{N[X]}{X^0},$$

for completely symmetric $c_{i j k}$, $i = 1, \ldots, n_v$, and we introduced the cubic norm $N[X]$. The section $\mathcal{V}$ is subject to the constraint

$$\langle \bar{\mathcal{V}}, \mathcal{V} \rangle = i,$$

and is uniquely determined by the physical scalar fields $t^i$ up to a local $U(1)$ transformation. The $U(1)$ gauge invariance of (2.1) is ensured by the appearance of the Kähler connection $Q_\mu$ in the covariant derivative. The Kähler potential on $\mathcal{M}_4$ is defined up to an arbitrary holomorphic function $f(t)$ as

$$K = -\ln \left( i N[t - \bar{t}] \right) + f(t) + f(\bar{t})$$

and we fixed the $U(1)$ gauge invariance in terms of Kähler transformations by requiring that the Kähler connection is determined by the Kähler potential as

$$Q = \text{Im} \left[ \partial_i K dt^i \right],$$
such that
\[ g_{ij} = \partial_i \partial_j K, \quad D_{\mu} V = (\partial_{\mu} + i Q_{\mu}) V = D_i V \partial_{\mu} t^i = (\partial_{\mu} \partial_i K V) \partial_{\mu} t^i, \]
where \( D_i V \) is the corresponding Kähler covariant derivative on the components of the section. With the prepotential (2.5), the special geometry identities \([49]\) reduce to
\[ \bar{D}_i D_i V = g_{ij} \bar{V}, \quad D_i D_j V = i e^K c_{ijk} g^{kk} \bar{D}_k \bar{V}, \]
which will be used extensively in what follows.

We introduce the following notation for any symplectic vector \( J \)
\[ Z(J) = \langle J, V \rangle, \]
\[ Z_i(J) = \langle J, D_i V \rangle, \]
with the understanding that when the argument is form valued, the operation is applied component wise. For instance, the central charge of the gauge field is
\[ Z(F) = e^K \left( G_0 + t^i G_i + \frac{1}{2} c_{ijk} t^i t^j F^k - N[t] F^0 \right), \]
for the prepotential (2.3). With these definitions it is possible to introduce a scalar dependent complex basis for symplectic vectors, given by \( (V, D_i V) \), so that any vector \( J \) can be expanded as
\[ J = 2 \text{Im} \left[ -\bar{Z}(J) V + g^{ij} D_i J D_j V \right], \]
whereas the symplectic inner product can be expressed as
\[ \langle J_1, J_2 \rangle = 2 \text{Im} \left[ -Z(J_1) \bar{Z}(J_2) + Z_a(J_1) \bar{Z}^a(J_2) \right]. \]
Finally, we introduce the notion of complex selfduality of the gauge fields (2.2), which satisfy the identity
\[ J F = -* F, \]
where \( J \) is a scalar dependent complex structure defined as
\[ J V = -i V, \quad JD_i V = i D_i V. \]

In this paper we will consider that \( M_4 \) is moreover a symmetric space, such that the coefficients \( c_{ijk} \) are left invariant by the action of a group \( G_5 \). In this case one can define the vielbeins on \( M_4 \) such that
\[ g^{ij} = e^i_a e^a_j, \]
and
\[ c_{abc} = i e^K e^i_a e^j_b e^k_c c_{ijk}, \]
where \( c_{abc} \) is a constant symmetric tensor left invariant by the action of \( K_4 \), which is the compact real form of \( G_5 \). Then, the contravariant symmetric tensor \( c^{abc} \) in the conjugate representation satisfies the Jordan identity \([50]\)
\[ c_f (ab c e f d) g e^f g = \frac{4}{3} \delta^f_{(a} c_{b) c d)}, \]
The symmetric space $\mathcal{M}_4$ is defined as the coset space of the four-dimensional duality group $G_4$ by its holonomy subgroup

$$\mathcal{M}_4 \cong (U(1) \times K_4) \backslash G_4. \quad (2.21)$$

The scalar fields can then equivalently be described by a coset representative $v$ in $G_4$, and the associated Maurer–Cartan form in the coset component $C^n v \cong g_4 \ominus (u(1) \oplus \mathfrak{k}_4)$ is defined as

$$dvv^{-1} + v^\dagger dv^\dagger = e_a^i dt^i Y_a + e_a d\bar{t}^a Y^a \quad (2.22)$$

where $Y_a$ (and Hermitian conjugate $Y^a$) define a basis in $g_4 \ominus (u(1) \oplus \mathfrak{k}_4)$. Combined with (2.9), this equation permits to relate the expression of the Maurer–Cartan form to the derivative of the section $V$ in the tangent frame. Similarly, we also define

$$Z_a(F) = e_a D_i Z(F) = \langle F, e_a D_i V \rangle, \quad (2.23)$$

which transforms in the same $C^n v$ representation of $K_4$.

### 2.2 Time-like reduction and para-quaternionic geometry

In order to describe stationary asymptotically flat extremal black holes, we introduce the standard Ansatz for the metric

$$ds^2 = -e^{2U}(dt + \omega)^2 + e^{-2U} dx \cdot dx, \quad (2.24)$$

in terms of a scale function $U(x)$ and the Kaluza–Klein one-form $\omega(x)$ (with spatial components only), which are both required to asymptote to zero at spatial infinity. Here and henceforth, all quantities are independent of time, so that all scalars and forms are defined on the flat three-dimensional base. The gauge fields are decomposed in a similar fashion as

$$2A = \zeta (dt + \omega) + w \quad (2.25)$$

and accordingly for the field strengths

$$2F = d\zeta (dt + \omega) + F, \quad F = \zeta d\omega + d\omega, \quad (2.26)$$

where we defined the gauge field scalars $\zeta$, arising as the time component of the gauge fields, and the one-forms $w$ describing the charges. Here, $F$ is defined as the spatial component of the field strength, and is not closed but satisfies

$$dF = e^{2U} \star d\omega \wedge JF, \quad (2.27)$$

according to (2.16), which reads

$$d\zeta = e^{2U} J \star F. \quad (2.28)$$

Note that this first order equation determines the $\zeta$ in terms of the vector fields $w$ and the scalars.

The scalar field $\sigma$ dual to the Kaluza–Klein vector $\omega$

$$e^{4U} \star d\omega = d\sigma + \langle \zeta, d\zeta \rangle, \quad (2.29)$$
defines the coordinate of an $S^1$ fiber over the symplectic torus $T$ parametrized by the $\zeta$'s. Altogether with the scaling factor $U$ and the moduli $t^i$, these fields parametrize the para-quaternionic symmetric space $^1$

\[ \mathcal{M}_3 \cong G_3/(SL(2) \times G_4). \] (2.30)

This defines the so-called $c^*$-map, which can be related to the standard $c$-map \cite{51} by analytic continuation. The three-dimensional symmetry group Lie algebra $\mathfrak{g}_3$ decomposes as

\[ \mathfrak{g}_3 \cong 1^{(-2)} \oplus \mathfrak{l}_4^{(-1)} \oplus (\mathfrak{g}_1 \oplus \mathfrak{g}_4)^{(0)} \oplus \mathfrak{l}_4^{(1)} \oplus 1^{(2)}, \] (2.31)

where the weights refer to the eigenvalues under the adjoint action of the $\mathfrak{g}_1$ generator.

The grade one generators in $\mathfrak{l}_4^{(1)}$ are associated to the gauge invariance with respect to a constant shift of the scalars $\zeta$, and accordingly the grade two generator correspond to the invariance under shift of the scalar $\sigma$.

At this stage it is important to introduce some properties of the $\mathfrak{g}_3$ algebra. The components of an element of the Lie algebra $\mathfrak{g}_3$ in the coset component $\mathfrak{g}_3 \ominus (\mathfrak{sl}_2 \oplus \mathfrak{g}_4)$, can be decomposed in terms of $U(1) \times K_4$ irreducible representations as two complex parameters $w$ and $Z$ and two complex vectors $\bar{Z}^a$, $\Sigma^a$ which transform in the $C_n^\mathbf{v}$ representation of $K_4$ (the same as the scalar fields momenta $e^a \partial dt^i$ in four dimensions) such that $N[\bar{Z}] \equiv \frac{1}{6}c_{abc}\bar{Z}^a \bar{Z}^b \bar{Z}^c$ is $K_4$ invariant. The quadratic trace invariant defines the $SL(2) \times G_4$ invariant norm

\[ |w|^2 - |Z|^2 - Z_a \bar{Z}^a + \Sigma^a \Sigma_a, \] (2.32)

and the $\mathfrak{sl}_2$ algebra is realised on these components as

\[ \delta w = i\rho w + \bar{\lambda}Z, \quad \delta Z = -i\rho Z + \lambda w, \quad \delta \bar{Z}^a = i\rho \bar{Z}^a + \bar{\lambda}\Sigma^a, \quad \delta \Sigma^a = -i\rho \Sigma^a + \lambda \bar{Z}^a, \] (2.33)

for a complex $\lambda$. Closure of this algebra can conveniently be checked in the Cartan complex, considering anticommuting parameters $\lambda, \rho$ and the differential $\delta$

\[ \delta \rho = i\lambda \bar{\lambda}, \quad \delta \lambda = -2i\rho \lambda, \] (2.34)

whose nilpotency is equivalent to the Jacobi identity, similar to the BRST formalism in gauge theories. In the same way, the $\mathfrak{g}_4$ algebra is realised in terms of the elements of $\mathfrak{k}_4$, denoted by $G^{a\gamma}$, a real $\gamma$ and a complex vector $\Lambda_a$, associated to the decomposition

\[ \mathfrak{g}_4 \cong U(1) \oplus \mathfrak{k}_4 \oplus C_n^\mathbf{v}, \] (2.35)

which defines the symmetric space $\mathcal{M}_4$. The action of $\mathfrak{g}_4$ on the coset component can be written as

\[ \delta w = \Lambda_a \bar{Z}^a + 3i\gamma w, \quad \delta \Sigma^a = \bar{\Lambda}^a Z + c^{abc} \Lambda_b \Sigma_c + G^{a\gamma} \Sigma^a + i\gamma \Sigma^a, \]

\[ \delta Z = \Lambda_a \Sigma^a + 3i\gamma \bar{Z}^a, \quad \delta \bar{Z}^a = \bar{\Lambda}^a w + c^{abc} \Lambda_b \Sigma_c + G^{a\lambda} \bar{Z}^b + i\gamma \bar{Z}^a. \] (2.36)

\[ ^1\text{Here para-quaternionic refers to the property that the holonomy group of } M_3 SL(2) \times G_4 \subset SL(2) \times Sp(2n_v, \mathbb{R}). \]
The corresponding algebra is realised in terms of anticommuting parameters with the nilpotent differential
\[
\delta \Lambda_a = -G^b_a \Lambda_b + 2i \gamma \Lambda_a, \quad \delta \gamma = \frac{i}{3} \bar{\Lambda}^a \Lambda_a,
\]
\[
\delta G^a_b = G^a_c G^c_b + e^{ace} c_{bde} \bar{\Lambda}^d + \bar{\Lambda}^a \Lambda_b + \frac{1}{3} \bar{\Lambda}^c \Lambda_c \delta^a_b.
\]  
(2.37)
Note that the variation of \( G^a_b \) indeed leaves invariant the cubic norm \( N[Z] \) for an anticommuting \( \Lambda_a \).

We now consider the equations of motion for the scalar fields parametrizing the symmetric space \( M_3 \). These are expressed in terms of the corresponding Maurer–Cartan form
\[
v^{-1} dv = P + B,
\]  
(2.38)
which decomposes accordingly into the coset component \( P \) defining the scalar momenta, and the \( \mathfrak{sl}_2 \oplus \mathfrak{g}_4 \) component \( B \) defining the pulled back spin connection. In components, the scalar momenta are defined as
\[
\begin{align*}
\rho(B) &= -\frac{1}{4} e^{2U} \star d \omega - \frac{1}{2} Q, \\
\lambda(B) &= e^U Z(\star F), \\
\Lambda_a(B) &= e^U Z_a(\star F),
\end{align*}
\]  
(2.40)
its components along \( \mathfrak{g}_4 \)
\[
\begin{align*}
\gamma(B) &= -\frac{1}{4} e^{2U} \star d \omega + \frac{1}{6} Q, \\
\Lambda_a(B) &= e^U Z_a(\star F),
\end{align*}
\]  
(2.41)
and finally \( G^a_b(B) \) defines the \( \mathfrak{k}_4 \) valued traceless component of the pulled back spin connection on \( M_4 \):
\[
G^a_b(B) = e^a_i \partial_j e^j_b d \bar{t}^i - e_{\beta\delta} e^{\alpha\beta} e^{\alpha\delta} dt^i - \frac{2i}{3} \delta^a_b Q,
\]  
(2.42)
where \( Q \) is the pulled back Kähler connection (2.8).

These formulae given, one can straightforwardly compute the equations of motions of the scalar and vector fields respectively as coming from the equation of motion and Bianchi identity on \( P \), as follows
\[
d_B \star P = 0, \quad d_B P = 0,
\]  
(2.43)
where \( d_B \) stands for the covariant derivative on the coset. For instance, the components of the equation of motion for \( P \) are
\[
\begin{align*}
d_B \star w &= -d \star dU - \frac{1}{2} e^{2U} d \omega \star d \omega + e^{2U} \text{Re} \left[ Z(F) \bar{Z}(\star F) + Z_a(F) \bar{Z}_a(\star F) \right] = 0, \\
d_B \star \Sigma^a &= -\nabla \star e^a_i dt^i + e^{2U} \left( 2Z(F) \bar{Z}^a(\star F) + e^{abc} Z_b(F) \bar{Z}_c(\star F) \right) = 0,
\end{align*}
\]  
(2.44)
\footnote{To prove that \( G^a_b(B) \) is indeed traceless, one can use (2.20) to show that \( e^{acd} c_{bdc} = \frac{a+b+c}{3} \delta^a_b \) and substitute (2.11) in \( e^{abc} \partial_i c_{abc} = 0. \)}
and
\[
d_B \star Z = e^U \left( DZ(F) - e_a^i dt^i \wedge Z_a(F) - ie^{2U} \star d\omega \wedge Z(F) \right) = 0 ,
\]
\[
d_B \star Z_a = e^U \left( DZ_a(F) - e_{ai} d\bar{t}^i \wedge Z(F) - c_{abc} e_i^j dt^i \wedge \bar{Z}^c(F) + ie^{2U} \star d\omega \wedge Z_a(F) \right) = 0 ,
\]
where (2.27) and the standard special geometry identities (2.10) were used. In the following we will not analyse these equations directly, but will rather employ arguments based on the nilpotency of \( P \) for extremal solutions to obtain equivalent first order equations that can be solved directly.

3. Nilpotent orbits and first order systems

In this section we generalise the formalism developed in [45] to arbitrary nilpotent orbits of \( G_3 \), with a specific emphasis to the ones describing non-BPS black holes. The basic observation is that the only regular stationary solutions of \( \mathcal{N} = 2 \) supergravity with a flat three-dimensional base metric are such that the momentum \( P \) is nilpotent. This implies in particular that \( P \) can be written in a basis of generators \( e_\alpha \) which lie in a nilpotent subalgebra of \( g_3 \). Such a nilpotent subalgebra is always associated to a semi-simple element \(^3 h \) of \( \mathfrak{sl}_2 \oplus \mathfrak{g}_4 \) such that
\[
\mathfrak{h} e_\alpha := [\mathfrak{h}, e_\alpha] = p_\alpha e_\alpha , \quad 1 \leq p_\alpha \leq n ,
\]
where \( n \) defines the maximal possible eigenvalue of \( \text{ad}_h \) in \( g_3 \). This implies for instance the equation
\[
\prod_{i=1}^n (h - i) P = 0 ,
\]
which defines a first order constraint between the components \( w, Z, Z_a, \) and \( \Sigma^a \) of \( P \). In order to be consistent with the equations of motion and the Bianchi identity (2.43), the covariant derivative of the generator \( \mathfrak{h} \) must satisfy
\[
\sum_{i=1}^n \prod_{j=i+1}^n (h - j) d_B \mathfrak{h} \prod_{k=1}^{i-1} (h - k) \wedge P = 0 , \quad \sum_{i=1}^n \prod_{j=i+1}^n (h - j) d_B \mathfrak{h} \prod_{k=1}^{i-1} (h - k) \star P = 0 .
\]
These equations are satisfied if \( d_B \mathfrak{h} \) also lies in the nilpotent algebra defined by \( \mathfrak{h} \), or equivalently that
\[
\prod_{i=1}^n (\text{ad}_h - i) d_B \mathfrak{h} = 0 .
\]
In general, one can always choose the generators \( \mathfrak{h} \) such that only its components \( \lambda \) and \( \Lambda_a \) do not vanish. Equation (3.4) can be viewed as first order equations for these auxiliary components, which can be solved to determine their evolution in space in terms of the physical fields. As mentioned above, equation (3.2) defines first order equations for the physical fields which contain these auxiliary components \( \lambda \) and \( \Lambda_a \) and determine \( dU + \)

\(^3\text{Semi-simple means that it is in the conjugation class of an element of the Cartan subalgebra.}\)
\( \frac{i}{2} e^{2U} \star d\omega \) and \( e^\theta dt \) in terms of \( e^U Z(\star F) \) and \( e^U Z_a(\star F) \), plus some possible constraints on the latter if the dimension of the coset component of the nilpotent algebra defined by \( h \) is strictly less than \( 2n_v + 2 \).

For BPS solutions one has \( \Lambda_a = 0 \) and \( \lambda = e^{i\alpha} \), where the phase \( \alpha \) defines the covariantly constant spinors as in [3], and (3.4) is equivalent to the equation

\[
d\alpha + Q - \frac{1}{2} e^{2U} \star d\omega = 0. \tag{3.5}
\]

The non-BPS solutions with vanishing central charge at the horizons are described in a similar fashion, with \( \lambda = 0 \) and a normalised rank one \( \Lambda_a \) (i.e. \( c^{abc} \Lambda_b \Lambda_c = 0 \) and \( \Lambda_a \bar{\Lambda}^a = 1 \)) [4]. We will now discuss the specific examples of the nilpotent orbits associated to the systems describing respectively composite and single centre non-BPS black holes with a non-vanishing central charge at the horizon.

**Composite nilpotent elements**

The composite non-BPS solutions admit a scalar momentum \( P \) which lies in the positive grade components of the graded decomposition of the coset component \( 2 \otimes \mathbb{R}^{2n_v + 2} \), associated to an element \( h \) of \( \mathfrak{g}_4 \) that leads to the decomposition

\[
\mathfrak{g}_4 \cong \left( \mathbb{R}^{n_v} \right)^{(-2)} \oplus \left( \mathfrak{gl}_1 \oplus \mathfrak{g}_5 \right)^{(0)} \oplus \left( \mathbb{R}^{n_v} \right)^{(2)},
\]

for \( \mathfrak{g}_4 \) itself and

\[
2 \otimes \mathbb{R}^{2n_v + 2} \cong 2^{(-3)} \oplus \left( 2 \otimes \mathbb{R}^{n_v} \right)^{(-1)} \oplus \left( 2 \otimes \mathbb{R}^{n_v} \right)^{(1)} \oplus 2^{(3)},
\]

for the coset component, i.e. \( P \in \mathfrak{g}_4 \otimes \mathbb{R}^{2n_v} \). Such an element \( h \) can always be chosen to be Hermitian (i.e. to lie in \( \mathfrak{g}_4 \otimes \mathfrak{u}(1) \otimes \mathfrak{f}_4 \)) so that it is realised for \( \Lambda_a(h) = \Omega_a \), where \( \Omega_a \) satisfies

\[
\mathcal{N}[\Omega][\bar{\Omega}^a \Omega_a] = \frac{1}{2} c^{abc} \Omega_b \Omega_c. \tag{3.8}
\]

Equivalently, \( \Omega_a \) is in the \( U(1) \times K_4 \) orbit of the Jordan algebra identity.

More explicitly, one finds the following action on the coset component

\[
hw = \Omega_a \bar{Z}^a, \quad hZ = \Omega_a \Sigma^a \quad h\bar{Z}^a = \bar{\Omega}^a \bar{w} + c^{abc} \Omega_b \Sigma_c \quad h\Sigma^a = \bar{\Omega}^a Z + c^{abc} \Omega_b \bar{Z}^b. \tag{3.9}
\]

Considering the grade three part of \( P \), from the equation \([h, P^{(3)}] = 3P^{(3)}\) one obtains the solution

\[
Z^{(3)} = \mathcal{N}[\Omega][\bar{w}^{(3)}] \quad \bar{Z}^{(3)} = \bar{\Omega}^a \bar{w}^{(3)} \quad \Sigma^{(3)} = \mathcal{N}[\Omega][\bar{\Omega}^a \bar{w}^{(3)}], \tag{3.10}
\]

for an arbitrary \( w^{(3)} \). Similarly, from the equation \([h, P^{(1)}] = P^{(1)}\) for the grade one part, one obtains the solution

\[
w^{(1)} = \Omega_a \bar{Z}^{(1)}_a \quad Z^{(1)} = -\mathcal{N}[\Omega][\bar{\Omega}^a \bar{Z}^{(1)}_a] \quad \Sigma^{(1)} = c^{abc} \Omega_b \bar{Z}^{(1)}_c - \mathcal{N}[\Omega][\bar{\Omega}^a \bar{\Omega}^b \bar{Z}^{(1)}_b], \tag{3.11}
\]

for an arbitrary \( Z^{(1)}_a \).
Considering a general linear combination of these two solutions one concludes that \(Z\) and \(Z_a\) are arbitrary, whereas \(w\) and \(\Sigma^a\) are determined as

\[
w = \frac{1}{2} (\Omega_a \bar{Z}^a - \mathcal{N}[\Omega] \bar{Z}) , \quad \Sigma^a = c^{abc} \Omega_b Z_c + \frac{1}{2} \tilde{\Omega}^a (Z - \mathcal{N}[\Omega] \tilde{\Omega}^b Z_b) ,
\]  

which are the explicit first order relations for the scalar momenta.

These contain the auxiliary components \(\mathcal{N}[\Omega]\) and \(\Omega_a\) of \(h\) in (3.8), which can be viewed as defining a very small vector \(R\) of unit mass (i.e. \(I_4(R) = \partial I_4(R) = \partial^2 I_4(R)|_{ad} = 0\) and \(|Z(R)| = 1\) through

\[Z(R) = \mathcal{N}[\Omega] \quad Z_a(R) = \Omega_a . \quad (3.13)\]

The flow equations for these fields are given by (3.4), which in this system reduces to

\[ [h, d_B h] = 2 d_B h . \quad (3.14) \]

Using the explicit form of \(B\) (2.40)-(2.42) and the first order constraint (3.12), one computes the components of \(d_B h\) as

\[
\gamma(d_B h) = \frac{2}{3} \text{Im} [\tilde{\Omega}^a Z_a] ,
\]

\[
\Lambda_a(d_B h) = Z_a (dR) + \mathcal{N}[\Omega] e_{ai} d\bar{t}^i + c_{abc} \tilde{\Omega}^b e^c_i dt^i - \frac{i}{2} e^{2U} \star d\omega \Omega_a
\]

\[
= Z_a (dR) + \text{Re}[\mathcal{N}[\tilde{\Omega}] \Omega_b e^b_i dt^i] Z_a (R) - \left( Z_a + \mathcal{N}[\Omega] c_{abc} \tilde{\Omega}^b Z^c - \Omega_a \Omega_b Z^b \right)
\]

\[
G^a_{\ b}(d_B h) = c^{ace} c_{bde} (\tilde{\Omega}^d Z_c - \bar{\Omega}_c Z^d) + \Omega_b Z^a - \Omega^a Z_b - \frac{2i}{3} \delta^a_b \text{Im}[\tilde{\Omega}^c Z_c] ,
\]  

(3.15)

where we explicitly separated the terms depending on the derivative of the vector \(R\). It is now straightforward (though cumbersome) to compare (3.14) with the above relations, using that

\[
c^{ace} c_{bde} (\mathcal{N}[\tilde{\Omega}] c_{fg} \tilde{\Omega}^f Z^g - \bar{\Omega}_c \Omega_f Z^f) - \tilde{\Omega}^a (\mathcal{N}[\tilde{\Omega}] c_{abc} \tilde{\Omega}^b Z^c - \bar{\Omega}_b \Omega_c Z^c)
\]

\[
= -c^{ace} c_{bde} \bar{\Omega}_c \tilde{Z}^d + \Omega_b Z^a ,
\]  

(3.16)

which follows by (2.20). The result is that (3.14) is satisfied provided that

\[dR = -\text{Re}[\mathcal{N}[\tilde{\Omega}] \Omega_b e^b_i dt^i] R ,
\]  

(3.17)

which implies that there exist a constant symplectic vector \(\hat{R}\) such that

\[R = \frac{\hat{R}}{|Z(\hat{R})|} .\]

(3.18)

We conclude that the generator \(h\) is in this case determined by a constant very small projective vector \(\hat{R}\) and the scalar fields such that

\[\Lambda_a(h) = \frac{Z_a(\hat{R})}{|Z(\hat{R})|} .\]

(3.19)

One can now return to (3.12), which becomes a first order flow equation for the scalars \(e^U\), \(\star d\omega\) and \(dt^i\) in terms of the gauge fields and the constant vector \(\hat{R}\).
Single centre nilpotent elements

The composite non-BPS system above can be consistently reduced to a system describing the single centre class of solutions. The associated graded decomposition consists in breaking furthermore the \( \mathfrak{sl}_2 \) algebra by introducing a non-compact generator \( h \) defined such that its only nonvanishing component is \( \lambda = e^{i\alpha} \). The action of this generator follows from (2.33) as

\[
\begin{align*}
    h_w &= e^{-i\alpha} Z, \\
h_Z &= e^{i\alpha} w, \\
h\bar{Z}^a &= e^{-i\alpha}\Sigma^a, \\
h\Sigma^a &= e^{i\alpha}\bar{Z}^a, \\
\end{align*}
\]
and, by its own, it would define the BPS system. The single-centre non-BPS solution is defined in the positive grade component of the graded decomposition associated to the generator \( \frac{1}{2}(h + h_\ast) \)

\[
2 \times \mathbb{R}^{2n_v+2} \cong \mathbb{R}^{(-2)} \oplus (\mathbb{R} \oplus \mathbb{R}^{n_v})^{(-1)} \oplus (\mathbb{R}^{n_v} \oplus \mathbb{R}^{n_v})^{(0)} \oplus (\mathbb{R} \oplus \mathbb{R}^{n_v})^{(1)} \oplus \mathbb{R}^{(2)},
\]
where \( h \) is the generator that defines the composite system above. One can straightforwardly compute that the solution (3.10) decomposes into

\[
\begin{align*}
    w^{(3)}_{\pm} &= \pm e^{-i\alpha} N[\Omega]\bar{w}^{(3)}_{\pm}.
\end{align*}
\]
and these two solutions define the grade 1 and the grade 2 singlets in (3.21). On the other hand, the grade 1 component of (3.21) in \( \mathbb{R}^{n_v} \) corresponds to the solution (3.11) satisfying moreover

\[
\begin{align*}
    \bar{Z}^{(1)}_+ &= e^{-i\alpha}(c^{abc}\Omega_bZ^{(1)}_c - N[\Omega]\bar{\Omega}^a\bar{\Omega}^b\bar{Z}^{(1)}_b),
\end{align*}
\]
where \( c^{abc} \) is the structure constant of \( G_5 \). Summing up the two solutions, one obtain that the single centre non-BPS momenta satisfy (3.12) for \( Z \) and \( Z_a \) constrained to satisfy the phase dependent equation

\[
\begin{align*}
    \bar{Z}^a - N[\Omega]\bar{\Omega}^a \bar{Z} &= e^{-i\alpha}(c^{abc}\Omega_bZ_c + \bar{\Omega}^a(Z - N[\Omega]\bar{\Omega}^b\bar{Z}_b)),
\end{align*}
\]
which represents a constraint on the physical degrees of freedom that is necessary to reduce to single centre solutions.

This is expected for a single centre solution, since the element \( \Omega_a \) is defined by its overall phase and the angle \( K_4/K_5 \) ( \( K_5 \) being the maximal compact subgroup of \( G_5 \), and therefore the stabilizer of \( \Omega_a \) in \( K_5 \)), that is \( n_v \) real parameters in total. The constraint (3.24) defines precisely \( n_v \) real equations, such that one can think of it as determining \( \Omega_a \) in terms of the central charge \( Z \), its derivatives and the ‘BPS phase’ \( \alpha \).

On the other hand, when viewed as a constraint on the charge vector it is simple to see that (3.24) reduces its components by half. Defining the combination \( K_a = Z_a - N[\Omega]\Omega_aZ \), the constraint becomes

\[
\tilde{K}^a = e^{-i\alpha}(c^{abc}\Omega_bK_c - N[\Omega]\bar{\Omega}^a\bar{\Omega}^bK_b) \equiv \iota(K_a),
\]
In the right-hand-side we defined the operation \( \iota \), which is an anti-involution

\[
\iota(\iota(K^a)) = e^{-i\alpha}(c^{abc}\Omega_b\iota(\bar{K}^c) - N[\Omega]\bar{\Omega}^a\bar{\Omega}^b\iota(K^b))
\]
\[
= c^{abc}\Omega_b\epsilon_{cde}\tilde{\Omega}^d\tilde{K}^e - \tilde{\Omega}^a\Omega_b\tilde{K}^b
\]
\[
= \bar{K}^a,
\]

\[
(3.25)
\]

\[
(3.26)
\]
where we used (3.8) in the last equation. In what follows we will elaborate on these points of view of the constraint (3.2) in connection to the various aspects of the solutions.

We close this section by giving the analog of the consistency condition (3.14) for the generator \( h_a \). In this case, only the \( \mathfrak{sl}_2 \) components are important, and using (2.40) one computes that

\[
\rho(d_B h_a) = -2 \text{Im}[e^{-i\alpha} Z], \quad \lambda(d_B h_a) = De^{i\alpha} + \frac{i}{2} e^{2U} \star d\omega e^{i\alpha},
\]

where the covariant derivative \( D \) is the Kähler covariant derivative in (2.9), consistent with the unit Kähler weight of the phase \( e^{i\alpha} \). Imposing that this is a grade two element of the \( \mathfrak{sl}_2 \) algebra, i.e.

\[
2 \rho(d_B h_a) = i(e^{i\alpha} \lambda(d_B h_a) - e^{-i\alpha} \lambda(d_B h_a)), \quad 2 \lambda(d_B h_a) = 2i e^{i\alpha} \rho(d_B h_a),
\]

(3.28) turns out to be equivalent to the purely imaginary condition

\[
e^{-i\alpha} D(e^{i\alpha}) + \frac{i}{2} e^{2U} \star d\omega = -2i \text{Im} [e^{-i\alpha} Z],
\]

(3.29) which fixes the phase \( \alpha \) in terms of the physical degrees of freedom through

\[
d\alpha + Q + \frac{1}{2} e^{2U} \star d\omega = -2 \text{Im} [e^{-i\alpha} Z].
\]

(3.30) Since we also have the phase \( \mathcal{N}[\bar{\Omega}] \), it is natural to define the Kähler invariant phase \( e^{i\alpha} \mathcal{N}[\bar{\Omega}] \). From (3.19) we find that

\[
d \arg[\mathcal{N}[\bar{\Omega}]] - Q + \text{Im}[\mathcal{N}[\bar{\Omega}] \Omega_b e^a_i dt^i] = 0,
\]

(3.31) and using moreover (3.12) one obtains that

\[
d(\alpha + \arg[\mathcal{N}[\bar{\Omega}]] + \frac{1}{2} e^{2U} \star d\omega \\
+ \text{Im}[\mathcal{N}[\bar{\Omega}] \Omega_b e^a_i dt^i + e^{-i\alpha} \mathcal{N}[\bar{\Omega}](dU - \frac{i}{2} e^{2U} \star d\omega - \mathcal{N}[\bar{\Omega}] \Omega_b e^a_i dt^i)] = 0.
\]

(3.32) Through (3.12), (3.24) also implies a reality constraint on the scalar field momenta

\[
\mathcal{N}[\bar{\Omega}] e^a_i dt^i + e^{i\alpha} \mathcal{N}[\bar{\Omega}](e^{abc} \Omega_b e^c_i dt^i + \mathcal{N}[\bar{\Omega}] \bar{\Omega}^a \Omega^b e_b \bar{d} \bar{t}^i)

= \bar{\Omega}^a \left( dU - \frac{i}{2} e^{2U} \star d\omega + e^{i\alpha} \mathcal{N}[\bar{\Omega}](dU + \frac{i}{2} e^{2U} \star d\omega) \right)
\]

(3.33) and in particular

\[
\mathcal{N}[\bar{\Omega}] \Omega_b e^a_i dt^i + e^{i\alpha} \bar{\Omega}^a e^b_i \bar{d} \bar{t}^i = 3 \left( dU - \frac{i}{2} e^{2U} \star d\omega + e^{i\alpha} \mathcal{N}[\bar{\Omega}](dU + \frac{i}{2} e^{2U} \star d\omega) \right).
\]

(3.34) Therefore one obtains finally

\[
d(\alpha + \arg[\mathcal{N}[\bar{\Omega}])] = e^{2U} \star d\omega - 2\text{Im}[e^{i\alpha} \mathcal{N}[\bar{\Omega}](dU + \frac{i}{2} e^{2U} \star d\omega)]

= \left(1 - \cos(\alpha + \arg[\mathcal{N}[\bar{\Omega}]]) \right) \left(e^{2U} \star d\omega - \frac{2}{\tan\left(\frac{\alpha + \arg[\mathcal{N}[\bar{\Omega}]]}{2}\right)} dU\right)
\]

(3.35)
which can be integrated to

\[ \star d\omega = d\frac{-e^{-2U}}{\tan\left(\frac{\alpha + \text{arg}[\mathcal{N}[\Omega]]}{2}\right)} \equiv dM. \quad (3.36) \]

We conclude that the angular momentum is given in terms of a harmonic function \( M \) dual to the Kaluza–Klein vector, which is a known characteristic feature of single centre solutions [29]. The phase \( e^{i\alpha}\mathcal{N}[\Omega] \) is determined in this way in terms of spacetime fields as

\[ e^{i\alpha}\mathcal{N}[\Omega] = \frac{(-M + ie^{-2U})^2}{e^{-4U} + M^2}. \quad (3.37) \]

4. Duality covariant form of the non-BPS black hole solution

In this section we solve explicitly the flow equations in the first order system describing non-interacting non-BPS black holes discussed in the last section. We will see that in this case the vector fields \( w \) and \( \omega \) carrying the electromagnetic charges and the angular momentum are simply sourced by harmonic functions, although the vector fields satisfy a quadratic constraint such that they only depend on \( n_v + 1 \) harmonic functions, instead of \( 2n_v + 2 \) in the BPS system [5]. Incidentally we exhibit that this first order system reduces to a linear system of differential equations. This is a necessary step towards the explicit solution of the non-BPS composite system describing interacting non-BPS black holes. After presenting the procedure of integrating (3.12) combined with the reality constraint (3.24), we briefly discuss the physical properties of the solutions.

4.1 Integrating the first order equations

The starting point is the solution of the nilpotency condition (3.12), written explicitly as a first order system for the scalars and the metric degrees of freedom

\[ dU + \frac{i}{2} e^{2U} \star d\omega = \frac{1}{2} e^U (\Omega_a \bar{Z}^a (\star F) - \mathcal{N}[\Omega] \bar{Z} (\star F)) , \]

\[ -e^U dt^i = e^{\Omega_b} \Omega^a dU \bar{Z}^a (\star F) + \frac{1}{2} \bar{\Omega}^a e^U (Z(\star F) - \mathcal{N}[\Omega] \bar{\Omega}^b Z_b (\star F)) , \]

where \( F \) is the spatial component of the field strengths defined in (2.26). For later reference, we give the inverse relations for the field strengths

\[ e^U Z_a (\star F) = \frac{1}{2} \mathcal{N}[\Omega] \left( dU - \frac{i}{2} e^{2U} \star d\omega \right) - \frac{1}{2} \Omega_i dt^i , \]

\[ e^U Z_a (\star F) = -c_{abc} \bar{\Omega}^b e^U dt^i + \frac{1}{2} \mathcal{N}[\bar{\Omega}] \Omega_a \Omega_i dt^i - \frac{1}{2} \Omega_a \left( dU - \frac{i}{2} e^{2U} \star d\omega \right) , \]

where we used the short-hand notation \( \Omega_i = e_i^a \Omega_a \).

Electromagnetic scalar potentials

In order to solve this system, we combine the information on the derivative of \( R \) given by (3.17) with (4.2) to construct the gauge field momenta as

\[ d\zeta = 2 e^{2U} \text{Re} [\bar{Z}(\star F) \nu + \bar{Z'}(\star F) D_i \nu] \]

\[ = d \left( e^U \text{Re} [\mathcal{N}[\bar{\Omega}] \nu - \bar{\Omega'} D_i \nu] \right) + \frac{1}{2} e^U \text{Im} [\mathcal{N}[\bar{\Omega}] \Omega_i dt^i] R + \frac{1}{4} e^{3U} \star d\omega R , \]

(4.3)
where we made extensive use of the special geometry identities (2.10). The first term is manifestly a total derivative, whereas the others are along the very small vector $R_i$, and must therefore combine into the derivative of a single function. This implies the existence of a function $M$ such that

$$e^U \text{Im} [ \mathcal{N}(\bar{\Omega} \Omega_i dt^i) + \frac{1}{2} e^{3U} \star d\omega = M e^{3U} \text{Re} [ \mathcal{N}(\bar{\Omega} \Omega_i dt^i) - d(M e^{3U})]. \quad (4.4)$$

And indeed, in the ‘single centre’ system one shows using (3.37) in (3.34) that $M$ is the function that determines the angular momentum in (3.36). It follows that the gauge field momenta take the form

$$\zeta = e^U \text{Re} [ \mathcal{N}(\bar{\Omega} V - \bar{\Omega}^i D_i V] - \frac{1}{2} e^{3U} M R_i, \quad (4.5)$$

with the corresponding central charges given by

$$Z(\zeta) = i e^U (1 + i e^{2U} M) \mathcal{N}[\Omega], \quad Z_a(\zeta) = i e^U (1 + i e^{2U} M) \Omega_a, (4.6)$$

for later reference.

Using (4.1) and the structure of the (4.5), one shows that one vector is always trivial, because

$$\langle \hat{R}, \zeta \rangle = -2e^U |Z(\hat{R})|, \quad (4.7)$$

whereas, taking the imaginary part of (4.1) one gets

$$e^{2U} \star d\omega = -\frac{e^U}{2|Z(\hat{R})|} \langle \hat{R}, \star F \rangle, \quad (4.8)$$

and using (2.24), one gets therefore that

$$\langle \hat{R}, d\omega \rangle = 0. \quad (4.9)$$

Note that this property does not require the reality constraint (3.24) and is also valid for composite non-BPS solutions [44].

**The linear system**

One can now combine (4.4) and (4.3) to disentangle the term proportional to $\star d\omega$ in the definition of the scalars, such that (4.1) becomes

$$-e^a_i dt^i = \epsilon^{abc} \Omega_b e^U Z_c(\star d\omega) + \frac{1}{2} \Omega^a e^U (Z(\star d\omega) - \mathcal{N}[\Omega] \Omega^b Z_b(\star d\omega)) + \frac{1}{2} e^{4U} (-M + i e^{-2U}) \mathcal{N}[\Omega] \bar{\Omega}^a \star d\omega, (4.10)$$

which, using the constraint (3.24), can be rewritten as

$$-e^a_i dt^i = e^U e^{ia} (Z^a(\star d\omega) - \mathcal{N}[\Omega] \bar{\Omega}^a Z^a(\star d\omega)) - \mathcal{N}[\Omega] \bar{\Omega}^a \left( dU - \frac{i}{2} e^{2U} \star d\omega \right). \quad (4.11)$$
Applying the same procedure on (4.2), one obtains the the inverse relations of (4.11) for the central charges $Z(dw)$ and $Z_a(dw)$. The charge vectors $dw$ can then be straightforwardly constructed with the result

$$
    dw \equiv 2 \text{Im}[-\bar{Z}(dw)\mathcal{V} + \bar{Z}^a(dw)D_a\mathcal{V}]
    = -2 e^{-U} \text{Im}[e^{-i\alpha}(-\star dU + \frac{i}{2} e^{2U} dw)\mathcal{V} + e^{-i\alpha} dt^i D_i\mathcal{V} + \frac{1}{2}\mu \mathcal{R}],
$$

where we used the shorthands

$$
    \mathcal{R} = -\mathcal{N}[\bar{\Omega}]\mathcal{V} + \bar{\Omega}^i D_i\mathcal{V},
    \mu = -\frac{1}{2} e^{4U} d(e^{-4U} + M^2) + e^{-i\alpha}\mathcal{N}[\bar{\Omega}] (\star dU - \frac{i}{2} e^{2U} dw - \mathcal{N}[\bar{\Omega}]\Omega_i \star dt^i).
$$

At this stage we have exhausted the constraints implied by the existence of the constant $\hat{R}$, and it is important to find a constant vector Darboux conjugate to $\hat{R}$ in order to be able to decompose conveniently $dw$. This is indeed possible, using equations (3.17), (3.33), (3.36), (3.37) and (4.4), which allow one to show that

$$
    \hat{R}^* = |Z(\hat{R})|^{-1} \text{Re}[\bar{Y}^3 \mathcal{N}[\bar{\Omega}] \mathcal{V} + |Y|^2 \bar{Y} \bar{\Omega}^i D_i \mathcal{V}],
$$

$$
    Y \equiv (1 + i e^{2U} M),
$$

is constant, in the following way

$$
    d\hat{R}^* = -2 \hat{R}^* \text{Re}[\mathcal{N}[\bar{\Omega}]\Omega_i dt^i] + \frac{1}{|Z(\hat{R})|} \text{Im}[\bar{Y} \mathcal{N}[\bar{\Omega}] \mathcal{V} + \bar{Y} (2Y - \bar{Y}) \bar{\Omega}^i D_i \mathcal{V}] d(e^{2U} M)
    + \frac{2}{|Z(\hat{R})|} \text{Re}[\bar{Y} \mathcal{N}[\bar{\Omega}] \mathcal{V} + \bar{Y} (\bar{Y} \mathcal{N}[\bar{\Omega}] \mathcal{V} + Y^2 \bar{\Omega}^i D_i \mathcal{V}) d(e^{2U} M)
    + \frac{2}{|Z(\hat{R})|} \text{Re}[\bar{Y} \mathcal{N}[\bar{\Omega}] \mathcal{V} + \bar{Y} (\bar{Y} \mathcal{N}[\bar{\Omega}] \mathcal{V} + Y^2 \bar{\Omega}^i D_i \mathcal{V}) (\mathcal{N}[\bar{\Omega}] \Omega_i dt^i)]
    = 0.
$$

This vector is indeed mutually non-local with $\hat{R}$, since their inner product, $\langle \hat{R}^*, \hat{R} \rangle = -4$ and is also very small, i.e. its central charges satisfy (3.8), as a consequence of its definition.

One can now project $dw$ along this new vector to find

$$
    \langle \hat{R}^*, dw \rangle = -\star d\text{Re}(e^{-U} |Z(\hat{R})|^{-1} |Y|^2) \equiv -\star dV,
$$

where we defined the distinguished harmonic function $V$, whose pole will carry the linear combination $\langle \hat{R}^*, \Gamma \rangle$ of the physical charges. Note that $V$ can equivalently be defined as

$$
    V \equiv e^{-U} \sqrt{\frac{4 |Z(\hat{R}^*)|^2}{|Z(\hat{R})|}},
$$

and because the central charge of a very small vector is nowhere vanishing in moduli space, it follows that for a regular extremal solution, the function $V$ is strictly positive and
\[ \langle \hat{R}, \Gamma \rangle < 0. \]

Combining this with (1.17), (1.4) and (1.11) we can determine the combination \( \Omega_i dt^i \) in terms of \( V \), the metric components and the phase \( e^{i\alpha} \) as

\[
\begin{align*}
\Re \left[ \mathcal{N} \langle \hat{\Omega} \rangle \Omega_i dt^i \right] &= -V^{-1} dV - dU + |Y|^{-2} d|Y|^2, \\
e^{-i\alpha} \Omega_i dt^i &= -\bar{Y} \Re \left[ \mathcal{N} \langle \hat{\Omega} \rangle \Omega_i dt^i \right] - \frac{3}{2} e^{-i\alpha} \mathcal{N} \Omega \, dY.
\end{align*}
\]

We can now use this information to further simplify the expression for \( dw \) by adding multiples of the two constant vectors with appropriate coefficients. It turns out that the most suggestive form is obtained by subtracting a multiple of \( \hat{R} \) and arranging that the sign of the \( \hat{R} \)-component is flipped. This clearly reflects the situation one encounters in the known explicit solution defined through the almost-BPS system \[24, 29\], and indeed one finds that

\[
\begin{align*}
dw - 2 \left( \langle \hat{R}, dw \rangle \hat{R} \right) &= -2 \Im \left[ e^{-U} e^{-i\alpha} \left( (\ast dU + \frac{1}{2} \ast e^{2U} d\omega + dt^i D_i V) \right) \right] \\
&\quad + 2 V e^{U} \Im \left( i e^{-i\alpha} \nabla \right) \ast d\left( \frac{M}{V} \right) + \ast d \left( \frac{M}{V} \right) \hat{R}^* \\
&= -2 \Im \ast \hat{D}(e^{-U} e^{-i\alpha} \nabla) + \ast d \left( \frac{M}{V} \right) \hat{R}^*,
\end{align*}
\]

where we defined the modified covariant derivative

\[
\hat{D}(e^{-U} e^{-i\alpha} \nabla) = \left[ d + i (Q + d\alpha + \frac{1}{2} e^{2U} \ast d\omega - e^{2U} d(\frac{M}{V}) V) \right] (e^{-U} e^{-i\alpha} \nabla).
\]

The form of this covariant derivative is exactly such that the corresponding composite connection is trivial by use of (3.30), (4.2) and (4.19)

\[
Q + d\alpha + \frac{1}{2} e^{2U} \ast d\omega - e^{2U} d(\frac{M}{V}) V = 0.
\]

It then follows that (4.20) takes the form

\[
dw - 2 \left( \langle \hat{R}, dw \rangle \hat{R} \right) &= -\ast d \left[ 2 \Im (e^{-U} e^{-i\alpha} \nabla) - \left( \frac{M}{V} \right) \hat{R}^* \right] ,
\]

which implies that the vector fields are defined in terms of harmonic functions as

\[
dw = \ast d \mathcal{H} ,
\]

such that for instance \( \langle \hat{R}, \mathcal{H} \rangle = -V \). Using this back in (4.23) one finds that the scalars are given by

\[
2 \Im (e^{-U} e^{-i\alpha} \nabla) = -\mathcal{H} + 2 \left( \langle \hat{R}, \mathcal{H} \rangle \hat{R} - \frac{M}{\langle \hat{R}, \mathcal{H} \rangle} \hat{R}^* \right).
\]

Note that this result only depends on harmonic functions, where the angular momentum harmonic function only appears through its ratio with \( V \), as in \[21\], and the harmonic functions \( \mathcal{H} \) control the electric and magnetic charges. However these harmonic functions are not all independent as in the BPS system, but are subject to algebraic constraints that reduce them to \( n_v + 1 \) independent functions, as we show in the next paragraph using the constraint (3.24). This constraint is rather non-linear because of its dependence on the scalar fields, and we will now rewrite it as a quadratic constraint in the harmonic functions themselves.
Quadratic constraint

For this purpose will make use of the quartic invariant of \( \mathcal{N} = 2 \) supergravity coupled to a symmetric scalar manifold, which reads \([52]\)

\[
I_4(\Gamma) = \frac{1}{4!} t^{MNPQ} \Gamma_M \Gamma_N \Gamma_P \Gamma_Q
= - (p^I q_I)^2 + 4 q_0 N[p] - 4 p^0 N[q] + c_{ijkp} p^i p^k c^{l} m q_i q_m,
\]

in terms of the cubic norm. Here, \( t^{MNPQ} \) is a completely symmetric tensor, and \( M, N, \ldots \) are symplectic indices that encompass both the upper and the lower components in \( (2.2) \). The absolute value of this expression is known to determine the entropy of static black holes for any value of the charges. We also define the lift of symplectic indices through the symplectic form

\[
\Gamma_M = \begin{pmatrix} p^I \\ q_I \end{pmatrix}, \quad \Gamma^M = \begin{pmatrix} -q_I \\ p_I \end{pmatrix},
\]

such that

\[
\langle \Gamma_1, \Gamma_2 \rangle = \Gamma_{1M} \Gamma_{2}^M = -\Gamma_{2M} \Gamma_{1}^M.
\]

We know already from \((1.9)\) that the harmonic functions \( d\mathcal{H} = \ast dw \) must be symplectic normal to the vector \( \hat{R} \), and because the integration constant of \( \mathcal{H} \) along \( \hat{R}^* \) can always be reabsorbed in a redefinition of the integration constant of the function \( M \) in \((4.25)\), we can assume without loss of generality that

\[
\langle \mathcal{H}, \hat{R} \rangle = 0.
\]

To rewrite the constraint \((3.24)\) we will consider the vector

\[
I_{4}^M(\mathcal{H}, \hat{R}^*) \equiv \frac{\partial^2 I_4(\mathcal{H})}{\partial \mathcal{H}_M \partial \mathcal{H}_N} \hat{R}_N^* = \frac{1}{2} t^{MNPQ} \mathcal{H}_N \mathcal{H}_P \hat{R}_Q^*,
\]

where \( \hat{R}^* \) is the small vector defined in \((1.14)\) as the magnetic dual to \( \hat{R} \). To compute the decomposition of this vector in terms of its components linear in \( \mathcal{H}^M \) itself and the small vectors \( \hat{R}^M \) and \( \hat{R}^*_M \), it will be useful to observe the following consequence of symplectic invariance

\[
\frac{\partial I_4}{\partial Z}(q, p) = -i Z \left( \frac{\partial I_4}{\partial p} - \frac{\partial I_4}{\partial q} \right), \quad \frac{\partial I_4}{\partial \bar{Z}^a} = i Z_a \left( \frac{\partial I_4}{\partial p} - \frac{\partial I_4}{\partial q} \right),
\]

which will allow us to compute \((4.30)\) in the complex basis starting from the alternative expression for the quartic invariant of a vector in terms of its central charges

\[
I_4 = (Z \bar{Z} - Z_a \bar{Z}^a)^2 - c_{eab} \bar{Z}^a \bar{Z}^b c^{cd} Z_c Z_d + 4 \bar{Z} N[Z] + 4 Z N[\bar{Z}].
\]

Note that, while the scalars appear explicitly in all terms, the complete expression can be shown to be scalar independent and equal to \((4.26)\). Using the above properties and the reality constraint \((3.24)\) on \( d\mathcal{H} = \ast dw \), one can compute that

\[
t^{MNPQ} \partial_\mu \mathcal{H}_N \partial_\nu \mathcal{H}_P \hat{R}_Q^* = 2 \langle \hat{R}^*, \partial_\mu \mathcal{H} \rangle \partial_\nu \mathcal{H}^M - 4 \frac{\langle \hat{R}^*, \partial_\mu \mathcal{H} \rangle \langle \hat{R}^*, \partial_\nu \mathcal{H} \rangle}{\langle \hat{R}^*, \hat{R} \rangle} R^M.
\]
The interested reader can find an outline of the derivation in appendix \[ B \]. This constraint can be integrated to the same constraint on the harmonic functions themselves, up to possible constants which do not a priori need to satisfy the constraint. Nevertheless, using (4.25), and substituting the expressions \((3.37), (4.14), (4.15)\) and \((4.17)\) one computes that

\[
Z(\mathcal{H} - \frac{1}{2} V \hat{R}^*) = e^{-U + i \alpha} + \frac{M}{V} Z(\hat{R}^*) = -e^{-U} \frac{Y}{Y} N[\Omega] + i \frac{M e^U Y^2}{Y} N[\Omega],
\]

\[
Z_a(\mathcal{H} - \frac{1}{2} V \hat{R}^*) = \frac{M}{V} Z_a(R^*) = -\frac{i}{2} M e^U Y \Omega_a.
\]

It follows that \(\mathcal{H} - \frac{1}{2} V \hat{R}^*\) satisfies the constraint \((3.24)\), which implies that \(\mathcal{H}\) does as well. Since \(\mathcal{H}\) must satisfy \((3.24)\), it follows that the integration constants in \(\mathcal{H}\) also satisfy \((4.33)\) and one obtains that

\[
\frac{1}{2} I^M_4(\mathcal{H}, \hat{R}^*) = \langle \hat{R}^*, \mathcal{H} \rangle \mathcal{H}^M - 2 \langle \hat{R}^*, \mathcal{H} \rangle^2 R^M.
\]

We can now use the fact that both \(\mathcal{H}\) and its derivative satisfy the above constraint, to show that they must necessarily lie in a Lagrangian subspace. Indeed, for any two vectors \(\Gamma_1, \Gamma_2\) satisfying the constraint \((3.24)\), one can show that their inner product \((2.13)\) in the complex basis can be written as

\[
\langle \Gamma_1, \Gamma_2 \rangle = 2 \text{Im} \left[ -Z(\Gamma_1) \bar{Z}(\Gamma_2) + \frac{1}{3} \bar{\Omega}^a Z_a(\Gamma_1) \Omega_b \bar{Z}^b(\Gamma_2) \right],
\]

which vanishes upon requiring that \(\Gamma_1, \Gamma_2\) are mutually local with \(R\), as expressed by \((B.5)\). It then follows that

\[
\langle \mathcal{H}, d\mathcal{H} \rangle = 0.
\]

We conclude that the poles of \(\mathcal{H}\) must be mutually local charges, and such solution cannot describe interacting black holes. Indeed, in Appendix \[ A \] we show an example of this property in a specific duality frame to obtain the \(n_v + 1\) harmonic functions parametrising the relevant Lagrangian subspace.

**Scaling factor and moduli**

This concludes our analysis. For any very small vector \(\hat{R}\) one can construct explicit solutions, after first using the asymptotic moduli in order to determine \(\hat{R}^*\) from \((1.14)\), which by definition will be constant. One must then solve the algebraic equation \((4.35)\), which determines the allowed harmonic functions \(\mathcal{H}\). The scalars and the metric scale factor can be obtained by solving \((4.25)\) in the standard way \[53\]. For instance

\[
e^{-4U} = I_4(\mathcal{H} - \frac{1}{2} V \hat{R} - \frac{M}{V} \hat{R}^*).
\]

Using the property that \(\hat{R}^*\) is very small, it follows that the terms of order three and four in \(M\) vanish and the term of order two simplifies according to \[4\]

\[
\frac{1}{2} I^{MNPQ}_4 \hat{R}^*_M \hat{R}^*_N \Gamma_P \Gamma_Q = -\langle \hat{R}^*, \Gamma \rangle^2.
\]
Considering moreover that (4.35) is satisfied for $\mathcal{H} - \frac{1}{2} V \hat{R}$ and contracting this constraint with $\mathcal{H} - \frac{1}{2} V \hat{R}$, one obtains that the term of order one in $\hat{R}^*$ vanishes as well. Therefore

$$e^{-4U} = I_4(\mathcal{H} - \frac{1}{2} V \hat{R}) - \frac{M^2}{V^2} \langle \hat{R}^*, \mathcal{H} - \frac{1}{2} V \hat{R} \rangle = I_4(\mathcal{H} - \frac{1}{2} V \hat{R}) - M^2 .$$

Using again (1.33) one computes that the component $\mathcal{H} - \frac{1}{4} V \hat{R}$ which mutually commutes with $\hat{R}^*$ satisfies

$$Z(\mathcal{H} - \frac{1}{4} V \hat{R}) = -\frac{3}{4} e^{-U} Y^2 \mathcal{N} \Omega ,$$

$$Z_a(\mathcal{H} - \frac{1}{4} V \hat{R}) = \frac{1}{4} e^{-U} (2|Y|^2 - Y^2) \Omega_a ,$$

which permits to compute that

$$I_4(\mathcal{H} - \frac{1}{4} V \hat{R}) = 0 .$$

It follows that $I_4(\mathcal{H} - \frac{1}{4} V \hat{R})$ is linear in $V$, and since the factor $-\frac{1}{2}$ specifically switches the sign of the $\hat{R}$ component one concludes that

$$e^{-4U} = -I_4(\mathcal{H}) - M^2 .$$

One obtains in the same way that the moduli can be expressed as

$$t^i = \frac{-\frac{1}{2} \frac{\partial I_4}{\partial \mathcal{H}^i}(\mathcal{H}) + \frac{i}{2} e^{-2U} V \hat{R}^i + (M + ie^{-2U})(\mathcal{H}^i - ie^{-2U} \hat{R}^i)}{-\frac{1}{2} \frac{\partial I_4}{\partial \mathcal{H}^0}(\mathcal{H}) + \frac{i}{2} e^{-2U} V \hat{R}^0 + (M + ie^{-2U})(\mathcal{H}^0 - ie^{-2U} \hat{R}^0)} ,$$

after several simplifications. The metric is then given by (2.24) with $\omega$ as in (3.36), whereas the gauge fields are given by (2.26) with $\zeta$ as in (4.5) and $dw$ given by (4.24) above.

### 4.2 Physical properties

In the preceding subsection, we have treated the constant vector $\hat{R}$ as defining the system, and the constraint (3.24) or (4.35) as a restriction on the physical charges for a given $\hat{R}$. Physically, it is however more natural to define a solution from the asymptotic moduli $t^i_\infty$, the electromagnetic charge $\Gamma$ and angular momentum $J$. Considering the asymptotic central charge $Z(\Gamma)_\infty$ and its Kähler derivative $Z_a(\Gamma)_\infty$ (which we will refer to as the ‘central charges’ for simplicity), one can indeed define the asymptotic $\Omega_{a\infty}$ as the unique solution of (3.24) for which $\alpha_{\infty}$ is determined such that there is no NUT charge, i.e.

$$\text{Im} \left[ \Omega_a Z^a(\Gamma) - \mathcal{N}[\Omega] \hat{Z}(\Gamma) \right]_\infty = 0 ,$$

as it is done in [44]. Indeed, it follows from (4.1) that (4.45) defines the NUT charge and that

$$W_\infty = \frac{1}{2} \left( \Omega_a Z^a(\Gamma) - \mathcal{N}[\Omega] \hat{Z}(\Gamma) \right) |_\infty = M_{\text{ADM}} ,$$

is the non-BPS fake superpotential at spatial infinity, i.e. the ADM mass. If one does not fix the gauge for the $U(1) \times K_4$ gauge invariance, the ‘central charges’ do not depend on the flat directions in moduli space, and it follows that $\Omega_{a\infty}$ then does not depend on the
flat directions either. However, the constant vectors $\hat{R}$ and $\hat{R}^*$ which are defined from $\Omega_{a\infty}$ upon action of the asymptotic moduli through (3.19) and (4.14) do. Therefore the asymptotic 'central charges' altogether with the constant vector $\hat{R}$ contain the information about the flat directions.

To understand this property, let us discuss the stabilizers of $\hat{R}$ and $\Gamma$ in $G_4$. It is known that the stabilizer of a very small vector as $\hat{R}$ is $G_5 \rtimes \mathbb{R}^{n_v} \subset G_4$, (4.47) whereas the stabilizer of the electromagnetic charges with a strictly negative quartic invariant $I_4(\Gamma) < 0$ is $G_5 \subset G_4$. However, as we exhibit in Appendix A, only the compact subgroup $K_5 \subset G_5$ of the stabilizer of the charges leaves the very small vector invariant. It follows that the action of the non-compact generators which generate the flat directions $G_5/K_5 \subset G_4/K_4$, (4.48) act faithfully on $\hat{R}$. Moreover, one can show that the condition that both $\hat{R}$ and $\hat{R}^*$ are very small, altogether with equation (4.35)

$$ \frac{1}{2} I_4'(M, \hat{R}) = \langle \hat{R}^*, \Gamma \rangle \Gamma^M - 2 \frac{\langle \hat{R}^*, \Gamma \rangle^2}{\langle \hat{R}^*, \hat{R} \rangle} R^M, $$

entirely determines these small vectors up to an overall rescaling in terms of the electromagnetic charges and $n_v - 1$ parameters parametrizing the flat directions. We prove this in Appendix A in a specific duality frame.

Considering a single centre solution carrying charges $\Gamma$ and angular momentum $J$

$$ \mathcal{H} = h + \frac{\Gamma}{r}, \quad M = m + J \cos \theta \frac{r}{r^2}, $$

the scalar fields on the horizon take the form

$$ t^i = \frac{-1}{2} \frac{\partial I_4}{\partial \Gamma^i} + 2i S \frac{\langle \hat{R}^*, \Gamma \rangle \hat{R}^i}{\langle \hat{R}^*, \hat{R} \rangle} + (J \cos \theta + iS)(\Gamma^i + i S \frac{\hat{R}^i}{\langle \hat{R}^*, \hat{R} \rangle}), $$

$$ - \frac{1}{2} \frac{\partial I_4}{\partial \Gamma^0} + 2i S \frac{\langle \hat{R}^*, \Gamma \rangle \hat{R}^0}{\langle \hat{R}^*, \hat{R} \rangle} + (J \cos \theta + iS)(\Gamma^0 + i S \frac{\hat{R}^0}{\langle \hat{R}^*, \hat{R} \rangle}), $$

where

$$ S \equiv \sqrt{-I_4(\Gamma) - J^2 \cos^2 \theta}. $$

As is clear from (4.51), the attractor values of the moduli are not entirely determined by the electromagnetic charges $\Gamma$ and the angular momentum $J$, but depend on the asymptotic flat directions through the small vectors $\hat{R}$ and $\hat{R}^*$, in general. This formula (4.51) generalises the rotating attractor formula derived in [28, 44] in specific duality frames.

---

4Note that $Y_\infty$ is determined by the asymptotic 'central charges', because $\alpha_{\infty}$ is.

5This can easily be checked for a D6 very small vector which only non-vanishing charge is $p^0$, because the latter is clearly left invariant by the five-dimensional duality group $G_5$ and the $n_v$ T-dualities. In the same way, a D0-D6 charge with only non-vanishing $q_0$ and $p^0$, is clearly left invariant by $G_5$ only, and admits a negative quartic invariant.
Although the scalar fields are not entirely determined by the electromagnetic charges and the angular momentum, it follows from (4.43) that the horizon area only depends on the electromagnetic charges and the angular momentum as expected [22, 24, 56, 57]

\[ A = 4\pi \sqrt{-I_4(\Gamma) - J^2}. \] (4.53)

The same formula implies that the ADM mass is determined as

\[ M_{\text{ADM}} = -\frac{1}{4} \frac{\partial I_4(h)}{\partial h^M} \Gamma^M, \] (4.54)

where we assumed that asymptotically

\[ e^{-4U}\bigg|_\infty = -I_4(h) - m^2 = 1. \] (4.55)

Although this formula may suggest that the ADM mass is linear in the charges, one must note that its explicit expression in terms the asymptotic ‘central charges’ is generally a non-rational function of the latter [17], due to the fact that the integrating constants \( h \) are not entirely parametrized by the asymptotic moduli alone. The situation is similar, although simpler, for BPS black holes, for which the asymptotic moduli are entirely determined in terms of the integrating constants \( h \) of the harmonic functions dual to the electromagnetic vectors, but the reverse is not true, as the constants \( h \) are parametrized by the asymptotic moduli and the phase of the asymptotic central charge. Indeed, the ADM mass of a BPS black hole is not a linear function of the central charge

\[ M_{\text{BPS}} = \frac{1}{4} \frac{\partial I_4(h)}{\partial h^M} \Gamma^M = |Z(\Gamma)|_\infty, \] (4.56)

due to the presence of precisely this phase. For the non-BPS solutions, the constants \( h \) are also not entirely determined by the asymptotic moduli, since they depend explicitly on the asymptotic ‘central charges’ through the phase of the central charge as well as the small vectors \( \hat{R} \) and \( \hat{R}^* \). Moreover, the asymptotic moduli are not entirely determined in terms of the constants \( h \) either in this case, as is clear from the asymptotic value of (4.44)

\[ t^i_\infty = \frac{1}{2} \frac{\partial I_4(h)}{\partial h_0} (h) + 2i \frac{\langle \hat{R}^*, \hat{R}^0 \rangle}{(\hat{R}^*, \hat{R})} + (m + i) \left( h^i + i \frac{\hat{R}^i}{(\hat{R}^*, \hat{R})} \right), \] (4.57)

This expression includes explicitly the small vectors that depend on the flat directions, and therefore do not affect the mass formula, but includes also the constant \( m \) which parametrizes the phase of \( e^{-i\alpha N[\Omega]|_\infty} \), and therefore depends explicitly on the asymptotic ‘central charges’.

The regularity of the solution requires that \( e^{-2U} \) is everywhere strictly positive, and the absence of closed time-like curves outside the horizon moreover requires that \( e^{-4U} > \left( \frac{J \sin \theta}{r^2} \right)^2 \). The latter condition implies the former, and it reads

\[ -I_4(\mathcal{H}) > \left( m + \frac{|J|}{r^2} \right)^2. \] (4.58)
This condition is clearly satisfied at spatial infinity because of \((4.55)\), and at the horizon this requires the usual regularity condition

\[-I_4(\Gamma) > J^2,\]  

which is necessary for the horizon area \((4.53)\) to be well defined.

5. Conclusion

In this paper we have given a detailed exposition of the first order systems underlying the composite non-BPS system of multi-centre black holes in \(\mathcal{N} = 2\) supergravity in four dimensions with a symmetric very special Kähler geometry. Upon imposing a reality constraint on the system of equations, we restricted to the single centre class, which includes all extremal under rotating solutions with one centre and multi-centre generalisations with mutually local charges. Making use of this constraint we were able to explicitly integrate the flow equations for the single centre class for the vector multiplet scalars in a manifestly duality covariant way. Here, we discuss some of the implications of our results.

The solution we obtain for the single centre class, being manifestly duality covariant, allows for general moduli at infinity and arbitrary charge vectors, without the need of dualising a specific seed solution. We stress the presence of an additional (constant) very small vector \(\hat{R}\) and its magnetic dual \(\hat{R}^*\) in the solution for the moduli, in addition to the standard vector of harmonic functions describing the charges. This vector arises in the definition of the flow equations for the full composite non-BPS class and therefore plays a central role in our considerations. This is quite different from the squaring of the action in the standard fake superpotential approach for single centre solutions \([10, 15, 19, 12, 17, 18, 58]\), which is based on a function of scalars and physical charges only. In view of the fact that our explicit solution \((4.25)\) allows to construct a function driving the flow that contains \(\hat{R}, \hat{R}^*\) along with the charges and scalars, it remains an interesting open problem to understand the relation between the two formulations.

From a physical point of view both \(\hat{R}\) and \(\hat{R}^*\) are integration constants for the scalar equations of motion once the charges are fixed. Indeed, for a single centre solution with given charges it is known that not all scalars take part in the flow from infinity to the near horizon region, but particular combinations are frozen to arbitrary constant values throughout spacetime, the so called flat directions \([27, 53, 60, 57, 13]\). We have shown that the ambiguity in defining \(\hat{R}\) from the electromagnetic charges is precisely parametrized by the flat directions in moduli space, as expected in order to describe single centre solutions explicitly. Addition of more centres with charges such that the constraint \((4.35)\) is satisfied lifts the flat directions, since a unique \(\hat{R}\) is fixed in terms of the charges in the generic case.

The possible microscopic interpretation of the general single centre under-rotating solution remains unclear at the moment. A number of approaches have been proposed for the microscopic construction of extremal non-supersymmetric black holes, see \(e.g.\) \([61, 62, 63]\). From this point of view, the flat directions appear as geometric moduli or background fluxes that can take arbitrary values, see \(e.g.\) \([13, 53]\).
A natural future direction is the construction of the generic solution in the composite non-BPS class. Since the flow equations are again characterised by the very small vector $\hat{R}$, it is clear that some of the structures found here will remain relevant in the more general case. The almost BPS class should also admit a similar description.

Finally, the recent results in [64, 65] indicate that a non-extremal deformation or a lift of our flow equations to five and/or six dimensional supergravity would be very interesting to explore, in connection to the over rotating branch.
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A. Under rotating seed solution

In this Appendix we present the known rotating seed solution in a specific duality frame [29], as a convenient pivot to draw intuition for the general solution. In this case the electromagnetic vector fields satisfy

$$\star d\hat{w}_0 = -\frac{1}{\sqrt{2}} dV, \quad \star d\hat{w}^i = \frac{1}{\sqrt{2}} dL^i, \quad d\hat{w}_i = dw^0 = 0. \quad (A.1)$$

The scalar fields take the form

$$t^i = -\frac{M + ie^{-2U}}{N[L]} L^i, \quad (A.2)$$

and the metric

$$e^{-4U} = VN[L] - M^2, \quad \star d\omega = dM. \quad (A.3)$$

In this duality frame the constant small vectors are

$$\hat{R} = \left(0, 0; 2\sqrt{2}, 0\right)^T, \quad \hat{R}^* = \left(\sqrt{2}, 0; 0, 0\right)^T, \quad (A.4)$$

which satisfy indeed

$$Z(\hat{R}^*) = iY^3 Z(\hat{R}), \quad D_i Z(\hat{R}^*) = -i |Y|^2 Y D_i Z(\hat{R}), \quad (A.5)$$

where we used the definition (4.15) and $M$ is the harmonic function in (A.3). One can straightforwardly solve (4.35) in terms of these vectors using that

$$\frac{1}{2} \frac{\partial^2 I_4}{\partial q_0 \partial p^i} + q_0 p^0 = -q_0 p^0 - q_i p^j \quad \frac{1}{2} \frac{\partial^2 I_4}{\partial q_j \partial p^i} + q_0 p^j = -c^{ijk} q_j q_k \quad \frac{1}{2} \frac{\partial^2 I_4}{\partial p^0 \partial p^0} - q_0 q_i = -2 q_0 q_i \quad \frac{1}{2} \frac{\partial^2 I_4}{\partial p^0 \partial p^0} - q_0 q_0 + 2q_0^2 = 0. \quad (A.6)$$
Because $H_0 = -\frac{1}{\sqrt{2}} V$ by definition, the third line implies that $H_i = 0$, and then $H^0 = 0$, which was already implied by (4.29). Therefore we find the consistent solution

$$
H = \frac{1}{\sqrt{2}} (0, L^i; -V, 0)^T .
$$

(A.7)

It is then straightforward to check that $e^{-4U}$ is indeed equal to (4.43) and that the moduli are equal to (4.44)

$$
t^i = \frac{(M + ie^{-2U})^{1/2} L^i}{\sqrt{2}} N[L] - \frac{ie^{-2U}(M + ie^{-2U})^{1/2}}{2} L^i
= -V \frac{L^i}{M + ie^{-2U}} = \frac{-M + ie^{-2U}}{N[L]} L^i .
$$

(A.8)

Let us now consider the general solution of (4.49) for given charges

$$
\Gamma = (0, p^i; q_0, 0)^T ,
$$

(A.9)

associated to such a solution. For this purpose, we will parametrize the two small vectors in terms of $n_v + 1$ parameters as

$$
\hat{R} = c \left( -\mathcal{N}[f], -\frac{1}{2} e^{ij} f_j f_k ; 1, -f_i \right)^T ,
\hat{R}^* = c_s \left( 1, e^i ; -\mathcal{N}[e], \frac{1}{2} c_{ijkl} e^j e^k \right)^T ,
$$

(A.10)

which can in general be infinite, as long as $\hat{R}$ and $\hat{R}^*$ are themselves finite in the limit. Let us solve (A.49) as an equation for these two small vectors. The component along $\hat{R}_0$ of this equation implies that

$$
\left( q_0 - \frac{1}{2} c_{ijkl} p^i e^j e^k \right)^2
1 - e^i f_i + \frac{1}{2} c_{ijkl} e^j p^l e^k f_k f_l - \mathcal{N}[e] \mathcal{N}[f] = q_0^2 ,
$$

(A.11)

and substituting this into the $\hat{R}_i$ component, one obtains

$$
f_i = \frac{1}{q_0} c_{ijkl} p^i e^j e^k - \frac{\mathcal{N}[e] \mathcal{N}[p]}{2 q_0^2 c_{ijkl} p^i p^k} .
$$

(A.12)

Substituting these equations and the $\hat{R}_i$ component of (A.49) inside its $\hat{R}^0$ component one finally obtains

$$
\frac{1}{2} c_{ijkl} p^i p^j e^k = \frac{1}{q_0} \mathcal{N}[e] \mathcal{N}[p] ,
$$

(A.13)

which altogether imply that (4.49) is satisfied identically.

One observes that the small vectors (A.10) can then be obtained from the ones in (A.4) by a duality transformation that acts on the scalar fields as

$$
t^i(e) = t^i + e^i + \frac{1}{2 q_0} c^{ij} c_{jl} p^i c_{kp} e^l p^j p^k - \frac{1}{q_0} t^j c_{jkl} e^k p^l + O(e^2) ,
$$

(A.14)

at first order (if one fixes the irrelevant constants $c = 2 \sqrt{2}$ and $c_s = \sqrt{2}$). One straightforwardly computes that such transformations leave the charges $\Gamma$ invariant. In order for
the moduli to be well defined, the stabilizer of the charges $p^i$ in $G_5$ must be its maximal compact subgroup $K_5$. Therefore it follows that the $n_v - 1$ $e^i$'s which parametrize the solution of (4.43), also parametrize the moduli space of flat directions $G_5/K_5 \subset G_4/K_4$, and alternatively, that equation (4.35) uniquely determines the very small vectors in terms of the electromagnetic charges, up to $n_v - 1$ parameters associated to the flat directions.

B. Duality invariant constraint

In this appendix we give an outline of the derivation of (4.35) from the reality condition (3.24) for a vector $J$ that is mutually local with the vector $R$, i.e. $\langle J, R \rangle = 0$. To this end, we compute the vector in (4.30)

$$I^M_4 (J, J, \hat{R}^*) = \frac{1}{2} \epsilon^{MNPQ} J_N J_P \hat{R}_Q,$$  \hspace{1cm} (B.1)

where $\hat{R}^*$ the small vector symplectic dual to $R$ defined in (4.14). Note however that, since the computation is homogeneous with respect to all vectors, we will rather use

$$Z(R^*) = e^{\frac{i}{2} \mathcal{N}^\frac{1}{2} \Omega} \quad Z_a[R^*] = e^{\frac{i}{2} \mathcal{N}^\frac{1}{2} \Omega} \Omega_a,$$ \hspace{1cm} (B.2)

here, or in other words we replace $\hat{R}^*$ by its associated vector of mass one. We now proceed to compute the components of the derivative (4.30) in the complex basis, as in (4.31), starting from the expression (4.32). Writing $Z$, $Z_a$ for $Z(J)$, $Z_a(J)$, one obtains that

$$\frac{1}{2} \frac{\partial I_4}{\partial Z^a} (J, J, R^*) = e^{\frac{i}{2} \mathcal{N}^\frac{1}{2} \Omega} c_{abc} \overline{Z}^b Z^c + 2 e^{-\frac{i}{2} \mathcal{N}^\frac{1}{2} \Omega} Z c_{abc} \overline{Z}^b Z^c$$

$$- e^{\frac{i}{2} \mathcal{N}^\frac{1}{2} \Omega} c_{abc} \overline{Z}^b c_{cde} Z_d Z_e - 2 e^{\frac{i}{2} \mathcal{N}^\frac{1}{2} \Omega} Z c_{abc} \overline{Z}^b c_{cde} \Omega_d Z_e$$

$$- e^{\frac{i}{2} \mathcal{N}^\frac{1}{2} \Omega} \Omega_a (Z \overline{Z} - Z_a \overline{Z}^b) - 2Z_a \text{Re}[\overline{Z} e^{\frac{i}{2} \mathcal{N}^\frac{1}{2} \Omega} - e^{\frac{i}{2} \mathcal{N}^\frac{1}{2} \Omega} \Omega_a \overline{Z}^a].$$  \hspace{1cm} (B.3)

Using the reality constraint (3.24) one eliminates all the terms in $c_{abc} \overline{Z}^b c_{cde} Z_d Z_e$, and using it again on the resulting expression one eliminates the terms in $c_{abc} \overline{Z}^b c_{cde} \Omega_d Z_e$. The final expression is then

$$\frac{1}{2} \frac{\partial I_4}{\partial Z^a} (J, J, R^*) = -2i Z_a \text{Im}[\overline{Z} e^{\frac{i}{2} \mathcal{N}^\frac{1}{2} \Omega} - e^{\frac{i}{2} \mathcal{N}^\frac{1}{2} \Omega} \overline{Z}^a] - \Omega_a \left( e^{\frac{i}{2} \mathcal{N}^\frac{1}{2} \Omega} Z \overline{Z} \right.$$  \hspace{1cm}

$$\left. + (e^{\frac{i}{2} \mathcal{N}^\frac{1}{2} \Omega} Z - e^{\frac{i}{2} \mathcal{N}^\frac{1}{2} \Omega} \text{Im}[\Omega_a \overline{Z}^a] + e^{-\frac{i}{2} \mathcal{N}^\frac{1}{2} \Omega} (Z \overline{Z} - \text{Re}[\Omega_a \overline{Z}^a]) \right).$$  \hspace{1cm} (B.4)

In order to simplify the second term we need to use the property that $\langle J, R \rangle = 0$. This permits to solve for

$$\Omega^a Z_a = \frac{3 e^{-\frac{i}{2} \mathcal{N}^\frac{1}{2} \Omega} Z + 3 e^{\frac{i}{2} \mathcal{N}^\frac{1}{2} \Omega} (\mathcal{N} \Omega Z + 2 \mathcal{N} [\Omega] \overline{Z})}{e^{\frac{i}{2} \mathcal{N}^\frac{1}{2} \Omega} + e^{-\frac{i}{2} \mathcal{N}^\frac{1}{2} \Omega}},$$ \hspace{1cm} (B.5)

which, when used in (B.4) leads to

$$\frac{1}{2} \frac{\partial I_4}{\partial Z^a} (J, J, R^*) = -2i Z_a \text{Im}[\overline{Z} e^{\frac{i}{2} \mathcal{N}^\frac{1}{2} \Omega} - e^{\frac{i}{2} \mathcal{N}^\frac{1}{2} \Omega} \overline{Z}^a]$$

$$+ 4\Omega_a \text{Im}[e^{-\frac{i}{2} \mathcal{N}^\frac{1}{2} \Omega}] \frac{i \text{Im}[e^{-\frac{i}{2} \mathcal{N}^\frac{1}{2} \Omega}]}{\text{Re}[e^{\frac{i}{2} \mathcal{N}^\frac{1}{2} \Omega}]^2}. $$  \hspace{1cm} (B.6)
In the same way, one computes the \( Z \) component of the derivative
\[
\frac{1}{2} \frac{\partial I_4}{\partial \bar{Z}} (J, J, R^*) = 2i \mathrm{Im} \left[ \bar{Z} e^{\frac{3i}{2} N^1 \bar{\gamma}} [\bar{\Omega}] - e^{\frac{i}{2} N^1 \bar{\gamma}} [\bar{\Omega}] \Omega_a \bar{Z}^a \right] \\
- 4 \mathcal{N} [\Omega] \mathrm{Im} [e^{-i\alpha} Z]^2 \frac{i \mathrm{Im} [e^{-i\alpha} N^1 \bar{\gamma} [\Omega]]}{\Re [e^{i\alpha} N^1 \bar{\gamma} [\Omega]]^2}.
\]
(B.7)

In order to interpret these two equations, let us compute that
\[
\langle R^*, J \rangle = 2 \mathrm{Im} \left[ e^{-i\alpha} N^1 \bar{\gamma} [\Omega] Z - e^{i\alpha} N^1 \bar{\gamma} [\Omega] \Omega_a Z_a \right] \\
= -4 \mathrm{Im} [e^{-i\alpha} Z]^2 \frac{\mathrm{Im} [e^{-i\alpha} N^1 \bar{\gamma} [\Omega]]}{\Re [e^{i\alpha} N^1 \bar{\gamma} [\Omega]]^2},
\]
(B.8)
and
\[
\langle R^*, R \rangle = 2 \mathrm{Im} \left[ e^{-i\alpha} N^1 \bar{\gamma} [\Omega] N [\Omega] - e^{i\alpha} N^1 \bar{\gamma} [\Omega] \bar{\Omega}^a \Omega_a \right] \\
= -8 \mathrm{Im} [e^{-i\alpha} N^1 \bar{\gamma} [\Omega]]^3.
\]
(B.9)

Using these identities we conclude that (B.6) and (B.7) combine into
\[
\frac{1}{2} \frac{\partial I_4}{\partial J^M} (J, J, R^*) = \langle R^*, J \rangle J^M - 2 \frac{\langle R^*, J \rangle}{\langle R^*, R \rangle} R^M.
\]
(B.10)

Using the homogeneity of this equation in \( R \) and \( R^* \), one can write it for the constant vectors \( \hat{R} \) and \( \hat{R}^* \) such that this equation defines a quadratic algebraic equation in \( J \), as claimed in section 4.2.
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