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This paper proposes a novel approach to the directional forecasting problem of short-term oil price changes. In this approach, the short-term oil price series is associated with incomplete fuzzy information, and a new fused genetic-fuzzy information distribution method is developed to process such a fuzzy incomplete information set; then a feasible coding method of multidimensional information controlling points is adopted to fit genetic-fuzzy information distribution to time series forecasting. Using the crude oil spot prices of West Texas Intermediate (WTI) and Brent as sample data, the empirical analysis results demonstrate that the novel fused genetic-fuzzy information distribution method statistically outperforms the benchmark of logistic regression model in prediction accuracy. The results indicate that this new approach is effective in direction accuracy.

1. Introduction

It is well documented that the oil price has strong connection with the business cycle, macroeconomics variables, global economic conditions, and policy uncertainty [1–3]. In addition, oil price contributes a crucial risk factor to explain cross-sectional asset prices in equity market and derivative market [4]. Therefore, government and financial institutions such as US Energy Information Administration, Bank of Canada, and Deutsche Bank regularly publish the short-term forecasts of the crude oil price; and oil forecasting price has attracted a growing large number of literature among economists (see [5]), statistics (see [3, 6–8]), econometricians (see [9–11]), engineers (see [12–15]), policy makers (see [1]), and market players (see [16]).

The oil price, or equivalently, the return of oil price can be decomposed as a product of two components: the direction of price change (or the sign of log return) and change magnitude (the absolute value of the return). While the forecasting models of variance have been widely developed in statistics and econometrics like Generalized AutoRegressive Conditional Heteroskedasticity (GARCH) models, however, the magnitude of directional change is less understood and less developed in literature except for a few remarkable exceptions. Several methods have been utilized in literature for forecasting of oil price; for example, Ghaffari developed a soft computing approach to predict the daily variation of the West Texas Intermediate (WTI) crude oil price, and adopted the direction prediction accuracy ratio to prove its effectiveness (see [14]). Murat investigated whether there was a causal relationship between the crack spread futures and the spot oil markets in a vector error correction framework and found that the crack spread futures could be a good predictor of oil price movements (see [17]). Shin applied semisupervised learning to forecast the crude oil price prediction of WTI from January 1992 to June 2008 (see [18]). Tang et al. [19] proposed an ensemble learning paradigm coupling complementary ensemble empirical mode decomposition (CEEMD) and extended extreme learning machine (EELM) to enhance the prediction accuracy for crude oil price, and indicated the model's superiority. Yu et al. [20] built a decomposition-and-ensemble forecasting model with extended extreme learning machine for crude oil price prediction and showed high accuracy, time saving, and robustness. Wang et al. [16] used a Markov switching multifractal (MSM) volatility model to forecast crude oil return volatility. Similar to stock market, options market and short-term load forecasting problem (see [21, 22]), the world crude oil market is also an important
commodity trading market with a large number of investors participating in trading. There is considerable amount of literature devoted to forecasting crude oil price, such as nonlinear models (see [23–25]), econometric models (see [9–11]), and directional forecasting models (see [26–31]).

Several other researchers have analyzed the directional forecasting problem in other contexts of economics. The directional accuracy as a reasonable utility-based measure of forecasting performance was also advocated by Engel and Hamilton [32]. In equity market, Pierdziuch et al. [33] found that an asymmetric loss function often (but not always) makes forecasts look rational. Christoffersen and Diebold [26] found the asset return signs and asset return volatilities were closely interrelated, and volatility dependence was entirely consistent with the direction of the market. And lastly, Merino and Albacete [5] constructed a congruent econometric model with financial and fundamental variables and analyzed the relative weight of the variables to explain the short-term oil price forecast. Thomakos and Wang [34] studied the directional predictions of financial returns and the probability of returns exceeding a threshold. Ahn et al. [35] employed an intelligent approach for directional forecasting in the options market, and showed the reasonably strong performance with empirical study. Rulke and Pierdziuch [36] used ROC-techniques (receiver operating characteristic) to study the directional accuracy of forecasts with respect to directional changes of exchange rates. This paper focuses on the short-term oil price change directional forecasting as an application of the fuzzy information distribution theory.

Through the literature review, most of the studies originated from modeling the oil price series as a complete information structure, and less studies have perceived the fuzziness of oil price information. This paper contributes to literature by presenting a new approach to forecast the directional change of oil price. In our approach, the crude oil price series is associated with an incomplete and inaccurate data set due to possible missing samples or noise information. To deal with incomplete data, a fuzzy framework for incomplete data is developed to explore the true hidden data generation process. Huang (see [37–39]) gave an introduction to fuzzy information distribution method. This paper provides some important extensions for methodical perfection especially for directional forecasting. The fuzzy information distribution method emphasizes that there exists certain transition trend of price series from incompleteness to completeness, and that each sample point has the trend to be evolved into multiple points; thus, the oil price time series corresponds to an incomplete fuzzy information set. Each oil price sample should not be regarded as an independent point. Instead, it should be regarded as the fuzzy information that has certain influence area around it but with variable degrees. Since the long-term oil price distribution and fluctuation patterns may have high instability or structural change, it is intended to implement fuzzy modeling, fuzzy inference and fuzzy pattern recognition on the fluctuation of the short-term oil price series and to reveal the intrinsic nonlinearity of short-term oil price series.

In this paper, a new fused genetic-fuzzy information distribution method is proposed to predict the direction of the short-term crude oil price changes in a fuzzy incomplete information setting. The adjustable weighted sum of the reciprocal of directional accuracy and root of mean square error (RMSE) are set as the fitness function to identify the solution with the least RMSE under the same directional accuracy. The numbers of information controlling points and lagged order of returns in fuzzy information distribution are optimized by the presented genetic algorithm. A coding algorithm of multidimensional information controlling points are further introduced to fit genetic-fuzzy information distribution to time series forecasting, with the crude oil spot prices of WTI and Brent as sample data, an empirical analysis on the oil price changes are adopted for following the presented approach. We select logistic regression as a benchmark model to compare the directional forecasting accuracy.

The rest of the paper is organized as follows. In Section 2, the new genetic-fuzzy information distribution model is proposed and analyzed; the empirical analysis is presented in Section 3. Finally the conclusions are given in Section 4.

2. A Genetic-Fuzzy Information Distribution Model

The fuzzy information distribution theory has been considerably successful in processing the fuzziness of information, especially when observed information is incomplete or inaccurate. To understand its essential characteristics, the genetic-fuzzy information distribution model is explained next in details.

In fuzzy information distribution method, the objective is to construct a fuzzy inference from X to Y, where X contains a set of independent variables and Y is a dependent variable. The range of each variable is discretized into some information controlling points, so the space of X × Y is discretized into a multidimensional grid. Each sample supplies a unit of information. Because of the characteristics of incomplete samples, each sample has the latent trend to be evolved into other unobserved neighbour samples. Therefore, an information distribution function is adopted to distribute one unit of sample information over its neighbour information controlling points. Eventually, the information of all samples is rearranged over the crossing points in the multidimensional grid using multidimensional information distribution function. In the end, the obtained information distribution structure in the multidimensional grid reflects the empirical knowledge learned from samples and to form a fuzzy inference mechanism based on the empirical knowledge. However, as far as the authors are concerned, obtaining the optimal empirical knowledge is not resolved.

For the purpose of directional forecasting, the fuzzy information distribution theory is extended in several important theoretical aspects. (1) The fuzzy information distribution is fused and a new fuzzy forecasting model is developed, a genetic algorithm by using the weighted sum of the reciprocal of direction accuracy and root of mean square error (RMSE) are developed as the fitness function in the genetic algorithm. The role of genetic algorithm is to search the "optimal
parameters” for enhancing the quality of fuzzy reasoning, which has been missed in the field of fuzzy information distribution theory and its applications. (2) It demonstrates that there is no sample information loss throughout the multi-dimension linear information process. (3) In order to fit fuzzy information distribution to the oil price time series analysis, a coding algorithm of multidimensional information controlling points is adopted, which can maintain the temporal structure of time series data particularly for large sample applications.

2.1. One-Dimensional Linear Information Distribution. Let \( \Omega = \{(r_i, z_i), t = 1, \ldots, T\} \) denote a set of observations with \( m \)-dimension input indexes \( r_t = (r_{1t}, r_{2t}, \ldots, r_{mt}) \) and one-dimension output index \( z_t \). Let \( U_i \) be the universe of the \( i \)-th input index, and \( V \) be the universe of \( z_i \), that is, \((r_{1t}, r_{2t}, \ldots, r_{mt}, z_t) \in \Omega \subset (\prod_{i=1}^{m} U_i) \times V \).

Without loss of generality, the output variable \( z_t \) is taken as an example to introduce one-dimensional linear distribution of the input index \( t \). Let \( \Omega \) be the universe of the input index. Then the one-dimension linear information distribution in the universe of \( z_t \) is defined as

\[
\mu_{m+1}(z_t, v_k) = \begin{cases} 
1 - \frac{|z_t - v_k|}{\Delta_{m+1}}, & |z_t - v_k| < \Delta_{m+1} \\
0, & \text{otherwise}
\end{cases}
\]

where \( \Delta_{m+1} = \frac{(b-a)}{n-1} \) is called step length of controlling points.

2.2. Multidimensional Information Distribution Matrix. A multidimensional sample, \((r_{1t}, r_{2t}, \ldots, r_{mt}, z_t) \in (\prod_{i=1}^{m} U_i) \times V, t = 1, 2, \ldots, T\), offers one unit of information. The multidimensional linear distribution functions are used to distribute it into the multidimensional information controlling points, which is denoted as \((u_{1t}, u_{2t}, \ldots, u_{mt}, v_k) \in (\prod_{i=1}^{m} U_i) \times V^d \).

The multidimensional linear distribution function is equal to the product of all one-dimensional linear distribution functions:

\[
\mu_M\left[(r_{1t}, \ldots, r_{mt}, z_t), (u_{1t}, \ldots, u_{mt}, v_k)\right] = \prod_{i=1}^{m} \left(1 - \frac{|r_i - u_{ij}|}{\Delta_i}\right)
\]

where \( |r_i - u_{ij}| < \Delta_i \), \( |r_i - u_{ij}| < \Delta_i \), \( i = 1, \ldots, m \), \( k = 1, \ldots, \Delta_i \), otherwise, \( \mu_M\left[(r_{1t}, \ldots, r_{mt}, z_t), (u_{1t}, \ldots, u_{mt}, v_k)\right] = 0 \).

In practical application of fuzzy information distribution, lots of multidimensional information controlling points like \((u_{1t}, \ldots, u_{mt})\), are generated. The information gains on all multidimensional information control points, obtained from each sample \((r_{1t}, r_{2t}, \ldots, r_{mt}, z_t), t = 1, \ldots, T\), should be accumulated. After doing it, the information structure stored in the multidimensional information controlling points is one kind of empirical knowledge learned from samples, and serves as the basis of fuzzy inference. Therefore, a valid encoding rule is provided to identify all multidimensional information controlling points next.

To maintain the temporal structure of time series data, a coding method with \( m \) digit number in base \( H \) is proposed to record the multidimensional information controlling points, in which \( H = \max_{i=1, \ldots, m}[h^i] + 1 \). That is to say, the multidimensional information controlling point \((u_{1j1}, \ldots, u_{mj})\) is coded as \( f(j_1 \ldots j_m) \), \( j_1 \ldots j_m \) need to be converted into a decimal number:

\[
f(j_1 \ldots j_m) = \sum_{i=1}^{m} j_i H^{i-1}, \quad 1 \leq j_i \leq h_i, \quad i = 1, \ldots, m.
\]

By using this method, dynamic non-repetitive coding according to the number of information controlling points of each index are conveniently realized. The coding method enables us to keep the logical temporal structure of time series data, and therefore, facilitate the application of fuzzy information distribution in time series analysis.

Through multidimensional information distribution, all information controlling points with \( h^1 \times h^2 \times \cdots \times h^m \times n \) dimensions are generated, but it cannot be directly used to make fuzzy inference. In order to clearly express the two-dimensions information conversion relationship from the inputs to the output, the coding method is adopted to integrate all inputs into one new input. More specifically, let \( X = \{x\} = \prod_{i=1}^{m} U_i, Y = \{y\} = V^d \), the multidimensional information controlling point set \( X \) can be encoded as
The fuzzy relationship matrix \( R \) is defined as
\[
X = \prod_{i=1}^{m} U_{i}^{j}
\]
\[
= \left\{ f \left( j_{1}, \ldots, j_{m} \right) \mid j_{i} \in \left\{ 1, \ldots, h_{i} \right\}, i = 1, \ldots, m \right\}.
\]

Finally, the two-dimensional information distribution matrix from \( X \) to \( Y \) is formed under all observed samples, which is written as
\[
Q \left( X, Y \right) = \left\{ q \left( x, y \right) \right\}
\]
\[
= \left\{ \sum_{i=1}^{m} \mu_{M} \left[ \left( r_{1t}, \ldots, r_{mt}, z_{i} \right), \left( u_{i1j}, \ldots, u_{mj} \right) \right] \right\} \mid j_{i} \in \left\{ 1, \ldots, h_{i} \right\}, i = 1, \ldots, m, k \in \left\{ 1, \ldots, n \right\} \right\}.
\]

As shown by the next result, the whole information gains on all multidimensional information controlling points from sample information are preserved; in other words, there is no sample information loss through the multidimensional linear information process.

2.3. The Fuzzy Relationship Matrix \( R \). The distribution matrix \( Q \left( X, Y \right) \) is the basis and starting point of fuzzy inference. Two types of fuzzy relationship matrices \( R \) can be generated from \( Q \left( X, Y \right) \). The first one is to construct a fuzzy relationship matrix based on fuzzy concept. According to the theory of the factor space proposed by Huang [37] and Jun and Kang [40], when \( X \times Y \) is a general factor space, an element corresponds to a fuzzy concept. Supposing that \( Y \) is a set of state space with fuzzy concept, any element \( y \in Y \) is a fuzzy concept. \( X \) can be regarded as \( Y \)'s domain; hence the fuzzy membership of \( X \) about \( Y \) can be constructed from \( Q \left( X, Y \right) \), yielding a fuzzy relation matrix \( R_{f} \), that is,
\[
R_{f} = \left\{ \frac{q \left( x, y \right)}{s \left( y \right)} \right\}
\]
\[
s \left( y \right) = \max_{x \in X} \left\{ q \left( x, y \right) \right\}.
\]

Alternatively, the set-valued statistics and conditional falling shadow formula based the falling shadow theory are used by Jun and Kang [40], to generate another fuzzy relation matrix \( R_{s} \). For discrete \( X \times Y \), the conditional falling shadows of \( Y \) on \( X \) are obtained,
\[
\xi \left( y_{j} \mid x_{i} \right) = \frac{q \left( x_{i}, y_{j} \right)}{\sum_{j=1}^{n} q \left( x_{i}, y_{j} \right)}.
\]

The fuzzy relation matrix is
\[
R_{s} = \left\{ r_{ij} \right\} = \left\{ \xi \left( y_{j} \mid x_{i} \right) \right\}.
\]

Both these two approaches will be used in our model below. We now move on to discuss fuzzy inference process and use it to deal with incomplete information data set.

2.4. Fuzzy Inference. A fuzzy inference process is, in essence, a fuzzy transform from an input fuzzy set \( A \) defined on \( X \) to an output fuzzy set \( B \) defined on \( Y \). Given a fuzzy relation matrix \( R \), \( B \) can be obtained by fuzzy operating like,
\[
B = A \ast R.
\]

Suppose that \( (r_{1t}, \ldots, r_{mt}) \) is the input vector of a new sample; our aim is to infer out the possible output. The sample information on the space of \( \prod_{i=1}^{m} U_{i} \) is distributed, and then the information gains on controlling points are equivalent to the fuzzy membership of \( (r_{1t}, \ldots, r_{mt}) \) on multidimensional information controlling points, which constitutes the fuzzy set \( A \) on \( X \),
\[
A = \left\{ p \left( x \right) \right\}
\]
\[
= \left\{ \mu_{M} \left[ \left( r_{1t}, \ldots, r_{mt}, z_{i} \right), \left( u_{i1j}, \ldots, u_{mj} \right) \right] \right\} \mid j_{i} \in \left\{ 1, \ldots, h_{i} \right\}, i = 1, \ldots, m, k \in \left\{ 1, \ldots, n \right\} \right\}.
\]

For fuzzy inference on \( R_{f} \), in last section, the classical max-min inference method are applied,
\[
B \left( y_{j} \right) = \sup_{x \in X} \left\{ A \left( x \right) \wedge R \left( x, y_{j} \right) \right\}, \quad \forall y_{j} \in Y.
\]

For inference for \( R_{s} \), we know that \( R_{s} \) is formed by the conditional falling shadow formula, so the inference using total falling shadow formula is proper; we obtain
\[
B \left( y_{j} \right) = \frac{\sum A \left( x_{i} \right) R \left( x_{i}, y_{j} \right)}{\sum A \left( x_{i} \right)}, \quad \forall y_{j} \in Y.
\]

Moreover, two defuzzification methods are adopted to transform the fuzzy set \( B \) into clear forecast values. The first one is the maximum membership principle, and we set the information controlling point with the maximum membership degree as the final recognition result,
\[
\hat{y} = \arg \max \left\{ B \left( y_{j} \right) \mid j = 1, \ldots, n \right\}.
\]

Another one is the weighted average of the information controlling points with the membership degree as weights, that is,
\[
\hat{y} = \frac{\sum_{j=1}^{n} y_{j} B \left( y_{j} \right)}{\sum_{j=1}^{n} B \left( y_{j} \right)}.
\]

At last, to simplify notations of four fuzzy inference and defuzzification methods stated in (13)-(16), the following notations are used: \( R_{s} - \text{max} \) is \( R_{s} \) inference with the defuzzification of maximum membership degree; \( R_{s} - \text{av} \) is \( R_{s} \) inference with the defuzzification of weighted average, \( R_{f} - \text{max} \) is \( R_{f} \) inference with the defuzzification of maximum membership degree; \( R_{f} - \text{av} \) is \( R_{f} \) inference with the defuzzification of weighted average. In empirical applications, the forecasting accuracy usually relies on the proper fuzzy inference and defuzzification method, which is described in next section.
2.5. Parameters Estimation

2.5.1. Error Evaluation. In fuzzy information distribution process, the key optimization parameters are: the numbers of input indexes $m$, the number of input information controlling points $h$ and the number of output information controlling points $n$. How to select parameter appropriately affects the prediction precision.

The genetic algorithm is applied to optimize the parameter combinations. For this purpose, $D^*_i$ and $D'_i$ are defined as the in-sample directional prediction accuracy with the maximum membership degree inference for $R_1$ and $R_2$, respectively. $D^*_i$, $D'_i$ are the out-of-sample directional prediction accuracy with the weighted average inference for $R_1$ and $R_2$. Similarly, $\text{RMSE}^*_i$ and $\text{RMSE}'_i$ denote the out-of-sample root mean squared errors (RMSE) with the maximum membership degree inference for $R_1$ and $R_2$; $\text{RMSE}''_i$, $\text{RMSE}'''_i$ are the out-of-sample RMSE with the weighted average inference for $R_1$ and $R_2$.

Since the directional change of the crude oil spot price is investigated, the logarithmic returns are used as $r_t = \ln(P_t/P_{t-1})$, $t = 1, \ldots, T$, where $P_t$ is the close prices at day $t$. Let $\hat{r}_t$, $t = 1, \ldots, T$, be the forecasted returns and the out-of-sample predicted direction accuracy is

$$D^*_{1,2} = \frac{1}{T} \sum_{t=1}^{T} I(\hat{r}_t r_t), \quad I(\hat{r}_t r_t) = \begin{cases} 1, & \hat{r}_t r_t > 0 \\ 0, & \text{others} \end{cases}$$ (17)

Evidently, $\hat{r}_t r_t > 0$ mean that $r_t$ and $\hat{r}_t$ have the same sign. The prediction error of RMSE is defined by:

$$\text{RMSE}^*_{1,2} = \sqrt{\frac{1}{T} \sum_{t=1}^{T} (\hat{r}_t - r_t)^2}.$$ (18)

2.5.2. Fitness Function in Genetic Algorithm. In the fuzzy information distribution theory, the numbers of information controlling points of input and output indexes are the vital parameters of information distribution model, which directly affect the precision of the model. To reduce the number of estimated parameter, we consider a special case where each input index has the same number of controlling points, i.e., $h_i = h, i = 1, \ldots, m$. The lagged orders of explanatory variables $m$ in time series data applications are also an important parameter to be optimized. Generally, the input index number $m$, the number of input information points $h$, and the number of output information point $n$ are three core parameters; however, there exist no literatures to study the trade-off for the best inference. Then, a fusion approach of combining fuzzy information distribution with genetic algorithm is proposed to obtain the optimal parameters. Two fuzzy relation matrices $R_1$ and $R_2$ and two defuzzification modes comprise four fuzzy inferences modes. In the construction of the fitness function of genetic algorithm, the reciprocal of out-of-sample directional accuracy and out-of-sample RMSEs are synthesized under four inference methods by weighted average method:

$$f(\lambda, m, h, n) = \lambda \frac{1}{4} \sum_{i=1}^{2} \left( D^*_i + D'_i \right) + (1 - \lambda) \frac{1}{4} \left( \text{RMSE}^*_i + \text{RMSE}'_i \right)$$ (19)

where $(\lambda, 1 - \lambda), 0 < \lambda < 1$, is the weight parameter to reflect a preference between directional accuracy and RMSE. One advantage of the fitness function is to integrate the predicted effects of four fuzzy inference modes, and the optimal parameters smooth out the differences of four predicted effects.

2.5.3. Pareto Solutions and Forecasting. There are three steps in finding Pareto solution.

First, an empirical weight set such as $\{(\lambda_i, 1 - \lambda_i), 0 \leq \lambda_i \leq 1, i = 1, \ldots, L\}$ are constructed, which reflects the latent preference of decision-makers. Then the optimal solution set, written as $S_n = \{(m^*, h^*, n^*), i = 1, \ldots, L\}$ are derived, by a genetic algorithm.

Second, for each $(m^*, h^*, n^*) \in S_n$ at given $\lambda_i$, in order to distinguish the best fuzzy inference and defuzzification method from $(R_1 - \text{max}, R_2 - \text{avr}, R_1 - \text{max}, R_2 - \text{avr})$, $w$ the fitness values are decomposed into four predicted combinations of directional accuracy and RMSEs, so $4L$ predicted combinations of directional accuracy and RMSEs denoting as $\text{PCDAR} = \{D^*_i, \text{RMSE}^*_i\}, \{D'_i, \text{RMSE}'_i\}, i = 1, 2, L = 1, \ldots, L$ are obtained. Because of its nonlinearity feature of the fitness function, some combinations in $\text{PCDAR}$ might not be Pareto optimal towards two goals of the direction accuracy and RMSE; then, we have to find out the Pareto optimal ones in step three below.

Third, given an element $A \in \text{PCDAR}$, if there is no $B \in \text{PCDAR}$ which is better than $A$ in both directional accuracy and RMSE, then $A$ is a pareto optimal case. According to the above definition of Pareto optimization, we screen out the bad combinations from $\text{PCDAR}$, and identify the Pareto ones inside:

$$\text{PCDAR}_p = \left\{ \{D^*_i, \text{RMSE}^*_i\}^{p_i}_i, \{D'_i, \text{RMSE}'_i\}^{p'_i}_i, i = 1, 2, p_i = 1, \ldots, P_i, p'_i = 1, \ldots, P'_i \right\}.$$ (20)

Clearly, each combination in $\text{PCDAR}_p$ corresponds to a special parameter setting including the weight $\lambda_p$, the fuzzy inference and defuzzification method and the optimal $(m, h, n)$. Therefore, when decision-makers determine the final element from $\text{PCDAR}_p$, with their preference towards directional accuracy and RMSE, the corresponding parameter setting is also made simultaneously, including $(m, h, n) \in S_n, \lambda_p$, fuzzy inference, and defuzzification method. Next, the final parameter setting is used to perform forecasting of new samples.
3. Empirical Analysis

We obtained crude oil daily spot prices from US Department of Energy: Energy Information Administration, unit: Dollars per Barrel. Brent crude oil spot prices (Brent-Europe) and West Texas Intermediate crude oil spot prices (WTI-Cushing, Oklahoma) are extracted from Nov. 13, 2017, to Sep. 28, 2018, with a total of 220 samples. The first 200 samples are used for modeling, while the latter 20 samples are for testing the prediction accuracy. The descriptive statistics of samples are shown in Table 1. The statistics of skewness and kurtosis clearly show that return distributions are not normal, leading to some difficulties in classical econometric modeling. However, as a nonparametric approach, the genetic-fuzzy information distribution method needs not consider such a constraint of return distribution.

3.1. Data Preprocessing. To apply the method of fuzzy information distribution, the first step is to determine the number of input indexes and the number of information controlling points of each index. As is known, the crude oil market assimilates and reacts to the new information with a time delay. The time length of the delay process depends on the maturity degree of crude oil market. So in the model the lagged returns are set as the input indexes (explanatory variables) and the returns of the following day as the output index (dependent variables). Matlab codes are written to carry out the fuzzy inference, and the genetic optimization is done by the GA(x) function in Matlab genetic algorithm toolbox, allowing for integer optimization. In crude oil spot market, the historical short-term price information in about one week is of particularly importance to affect the current oil price; and it also indicate that a larger does not necessarily enhance the performance substantially. Therefore the initial range of m is set to be \{4, 5, 6\}.

The intervals of information controlling points are set as 1.1 times the range of sample return, and it can be dynamically adjusted after future oil price data accumulation. In order to simplify the calculation, the information controlling points with equal steps are used. However, if there is enough information, a more flexible approach can be taken to arrange information controlling points in line with experts’ knowledge, such as placing more information controlling points over the interested range of return. Another rule is that the number of controlling points should be appropriate. We aim to determine the numbers of controlling points objectively by a genetic optimization algorithm. The initial ranges of h and n are both set to be a wide range of \{10, 11, ..., 30\}.

3.2. Fuzzy Inference and Forecasting

3.2.1. Generate Alternative Solutions. In order to achieve the best prediction effect, several weights (\(\lambda_1, 1-\lambda_2\)) are chosen in the interval [0, 1] with a step of 0.05 and then apply the genetic optimization program to determine the optimal parameters under each group of weights. Integer programming with genetic algorithm involves special creation, crossover, and mutation functions that enforce variables to be integers. Taking \(\lambda = 0.8\) as an example, the evolving fitness values are shown in Figure 1. The estimated results for Brent and WTI crude oil spot price series are shown in Table 2.

3.2.2. Pareto Solutions. The parameter optimization problem under directional accuracy and RMSE is similar to a multi-objective programming. Because of the complexity of fitness function of fuzzy information model, however, the linear weighted average of two objectives method does not necessarily produce pareto solutions. Since the fitness function of fuzzy information model is the synthesis of four fuzzy inference modes, and each solution includes four sub-solutions, there are 84 sub-solutions in Table 2. All Pareto solutions are identified and the corresponding fuzzy inference methods are explained in Table 3, where RMSE and D are out-of-sample forecasting error and directional accuracy.

The solutions among pareto optimal solutions with much preference to directional accuracy are characterized. For Brent crude oil price series, \((5, 13, 26)\) is the final solution of \((m, h, n)\) by \(R_{f} = \text{max}\) inference. For WTI crude oil price series, \((5, 10, 27)\) is the final solution of \((m, h, n)\) by \(R_{f} = \text{avg}\) inference. To present spatial structure of inference knowledge, three-dimensional stereograms of information distribution matrix at the final solutions are plotted in Figure 2.

3.2.3. Forecasting. As shown in Table 2, the fuzzy information distribution approach gives a high in-sample forecasted directional accuracy over 0.8. Additionally, under the optimal parameters for Brent and WTI crude oil price series, the out-of-sample one-step-ahead forecasted returns are calculated and then converted into the out-of-sample one-step-ahead forecasted prices. The oil spot prices and forecasting prices are shown in Figure 3.

Clearly, the in-sample predictions are better than the out-of-sample ones. The out-of-sample forecasted values and the direction consistency comparison are presented in Table 4. Besides reaching a good directional accuracy, the forecasted
Table 1: The descriptive statistics of oil returns.

| Series | Mean    | Maximum | Minimum | Standard deviation | Skewness | Kurtosis |
|--------|---------|---------|---------|--------------------|----------|----------|
| Brent  | 0.001359| 0.045343| -0.044136| 0.015835           | -0.282877| 3.24081  |
| WTI    | 0.001153| 0.073341| -0.052511| 0.016796           | -0.052855| 4.89266  |

Figure 2: The three-dimensional stereograms of information distribution matrix at the final solutions.

prices are also very close to the actual values, because the proper structure of fitness function in (19) can supply an efficient optimization rules to reduce the RMSEs.

By fuzzy inference, a fuzzy set $\tilde{B}(y)$ is defined on the universe of crude oil return by (11). Therefore, the membership function of fuzzy set $B(y)$ does provide a fuzzy probability distribution about oil returns. For example, the out-of-sample probability distributions of WTI oil returns are plotted in Figure 4. Although the forecasted fuzzy possibility curve is not very smooth, it supplies useful information about the uncertainty of oil prices.

3.2.4. Directional Forecasting Comparison. In order to test the effectiveness of the model in directional forecasting, the classical logistic regression and random walk with drift are taken as two benchmark models to compare the directional prediction accuracy. The results are promising.

First, we discuss logistic regression model. The number of lagged input indexes is the only one parameter for logistic regression model. The identified results of logistic regression model are shown in Table 5.

According to the principle of maximum $D$ and maximum AUC in logistic regression, the optimal lagged order for Brent crude oil price series is $m = 5$, and the one for WTI crude oil price series is $m = 6$. For Brent crude oil prices, the optimal directional accuracy (D) of the genetic-fuzzy information distribution model is 0.75 that is also higher than that of the classical logistic regression (D=0.7). Because the logistic regression model can only predict the direction of price changes, the proposed genetic-fuzzy information distribution approach has obvious appealing of forecasting the direction, the magnitude and the fuzzy possibility distribution of price changes overall.

Second, we assume that the stock price $P_t$ obeys a geometric random walk process with a dynamic drift as follows:

$$
\ln P_t = \ln P_{t-1} + u_t + \varepsilon_t, \quad \varepsilon_t \sim N\left(0, \sigma_t^2\right),
$$

where $u_t$ represents a dynamic drift that is used to measure a trend in the price. $\varepsilon_t$ is a white noise. The model is equivalent to $r_t = u_t + \varepsilon_t$. The drift $u_t$ equals the moving average of previous $m$ returns. The forecasting error RMSE and directional accuracy D are presented in Table 6. The optimal directional accuracy values for Brent oil prices and WTI oil prices are 0.55 and 0.50 respectively, but they are also lower than the corresponding directional accuracy values from genetic-fuzzy information distribution approach, which are 0.75 and 0.75 for Brent oil prices and WTI oil prices, respectively, in Table 3. Further, we find that genetic-fuzzy information distribution approach for WTI oil prices can reach a high precision with RMSE, D equal to 0.0147,0.75 in Table 3, which has less RMSE and higher D than the optimal result of random walk with RMSE, D equal to 0.0157,0.5 in Table 6.
Table 2: The estimated results of the genetic-fuzzy in formation distribution approach.

| m | h | n | $\lambda$ | $D^1_s$ | $D^2_s$ | $D^1_f$ | $D^2_f$ | RMSE$^1_s$ | RMSE$^2_s$ | RMSE$^1_f$ | RMSE$^2_f$ | $D^{\text{ave}}$ | RSME$^{\text{ave}}$ |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| 5 | 13 | 25 | 1 | 0.9231 | 0.9231 | 0.65 | 0.7 | 0.55 | 0.55 | 0.0145 | 0.0151 | 0.0132 | 0.0131 | 0.6125 | 0.014 |
| 5 | 13 | 26 | 0.95 | 0.9538 | 0.9487 | 0.55 | 0.75 | 0.55 | 0.6 | 0.0133 | 0.0146 | 0.0132 | 0.0133 | 0.6125 | 0.0136 |
| 5 | 13 | 26 | 0.9 | 0.9538 | 0.9487 | 0.55 | 0.75 | 0.55 | 0.6 | 0.0133 | 0.0146 | 0.0132 | 0.0133 | 0.6125 | 0.0136 |
| 5 | 13 | 26 | 0.85 | 0.9538 | 0.9487 | 0.55 | 0.75 | 0.55 | 0.6 | 0.0133 | 0.0146 | 0.0132 | 0.0133 | 0.6125 | 0.0136 |
| 5 | 14 | 11 | 0.8 | 0.8615 | 0.8821 | 0.55 | 0.6 | 0.7 | 0.6 | 0.0133 | 0.0137 | 0.0132 | 0.0137 | 0.6125 | 0.0135 |
| 5 | 14 | 21 | 0.75 | 0.9128 | 0.9385 | 0.65 | 0.45 | 0.7 | 0.65 | 0.0139 | 0.0155 | 0.0132 | 0.0134 | 0.6125 | 0.014 |
| 5 | 13 | 16 | 0.7 | 0.9538 | 0.9538 | 0.6 | 0.65 | 0.55 | 0.6 | 0.0123 | 0.0145 | 0.0132 | 0.0131 | 0.6 | 0.0133 |
| 5 | 13 | 26 | 0.65 | 0.9538 | 0.9487 | 0.55 | 0.75 | 0.55 | 0.6 | 0.0133 | 0.0146 | 0.0132 | 0.0133 | 0.6125 | 0.0136 |
| 5 | 14 | 21 | 0.6 | 0.9128 | 0.9385 | 0.65 | 0.45 | 0.7 | 0.65 | 0.0139 | 0.0155 | 0.0132 | 0.0134 | 0.6125 | 0.014 |
| 5 | 13 | 26 | 0.55 | 0.9538 | 0.9487 | 0.55 | 0.75 | 0.55 | 0.6 | 0.0133 | 0.0146 | 0.0132 | 0.0133 | 0.6125 | 0.0136 |
| 5 | 14 | 11 | 0.5 | 0.8615 | 0.8821 | 0.55 | 0.6 | 0.7 | 0.6 | 0.0133 | 0.0137 | 0.0132 | 0.0137 | 0.6125 | 0.0135 |
| 5 | 13 | 26 | 0.45 | 0.9538 | 0.9487 | 0.55 | 0.75 | 0.55 | 0.6 | 0.0133 | 0.0146 | 0.0132 | 0.0133 | 0.6125 | 0.0136 |
| 5 | 14 | 11 | 0.4 | 0.8615 | 0.8821 | 0.55 | 0.6 | 0.7 | 0.6 | 0.0133 | 0.0137 | 0.0132 | 0.0137 | 0.6125 | 0.0135 |
| 5 | 14 | 11 | 0.35 | 0.8615 | 0.8821 | 0.55 | 0.6 | 0.7 | 0.6 | 0.0133 | 0.0137 | 0.0132 | 0.0137 | 0.6125 | 0.0135 |
| 5 | 14 | 11 | 0.3 | 0.8615 | 0.8821 | 0.55 | 0.6 | 0.7 | 0.6 | 0.0133 | 0.0137 | 0.0132 | 0.0137 | 0.6125 | 0.0135 |
| 5 | 13 | 26 | 0.25 | 0.9538 | 0.9487 | 0.55 | 0.75 | 0.55 | 0.6 | 0.0133 | 0.0146 | 0.0132 | 0.0133 | 0.6125 | 0.0136 |
| 5 | 13 | 26 | 0.2 | 0.9538 | 0.9487 | 0.55 | 0.75 | 0.55 | 0.6 | 0.0133 | 0.0146 | 0.0132 | 0.0133 | 0.6125 | 0.0136 |
| 5 | 13 | 26 | 0.15 | 0.9538 | 0.9487 | 0.55 | 0.75 | 0.55 | 0.6 | 0.0133 | 0.0146 | 0.0132 | 0.0133 | 0.6125 | 0.0136 |
| 5 | 13 | 26 | 0.1 | 0.9538 | 0.9487 | 0.55 | 0.75 | 0.55 | 0.6 | 0.0133 | 0.0146 | 0.0132 | 0.0133 | 0.6125 | 0.0136 |
| 5 | 14 | 11 | 0.05 | 0.8615 | 0.8821 | 0.55 | 0.6 | 0.7 | 0.6 | 0.0133 | 0.0137 | 0.0132 | 0.0137 | 0.6125 | 0.0135 |
| 6 | 13 | 11 | 0 | 0.8608 | 0.8814 | 0.55 | 0.55 | 0.55 | 0.45 | 0.0137 | 0.0137 | 0.0134 | 0.0134 | 0.525 | 0.0135 |

$m$ is the number of input variables and $h(n)$ are the numbers of input (output) information points. $D^1_s$ are the in-sample directional prediction accuracy with the maximum membership degree inference for $R_s(1)$. $D^2_s$ and $D^2_f$ are the out-of-sample directional prediction accuracy for $R_s(f)$ with the maximum membership degree inference and the weighted average inference, respectively. RMSE$^1_s$ and RMSE$^2_s$ are the out-of-sample root of mean square errors for $R_s(1)$ with the maximum membership degree inference and the weighted average inference, respectively. $D^{\text{ave}}$ and RMSE$^{\text{ave}}$ are the means of out-of-sample directional accuracy and RMSE.
Table 3: The Pareto solutions and fuzzy inference methods.

| Series | Inference Method | m | h | n | RMSE  | D    |
|--------|------------------|---|---|---|-------|------|
| Brent  | Rf-max           | 5 | 13| 26| 0.0146| 0.75 |
| Brent  | Rs-avr           | 5 | 14| 11| 0.0132| 0.7  |
| Brent  | Rs-max           | 5 | 13| 16| 0.0123| 0.6  |
| WTI    | Rs-avr           | 5 | 10| 27| 0.0147| 0.75 |

The bold estimators are optimal.

(a) Brent crude oil prices

(b) WTI crude oil prices

Figure 3: The oil spot prices (solid line) and forecasting prices (dotted line).

Figure 4: The fuzzy possibility distributions of the out-of-sample WTI oil returns.
### Table 4: The out-of-sample forecasted and actual values.

| The forecasted samples | Price | Brent Return | Direction consistency | Price | WTI Return | Direction consistency |
|------------------------|-------|--------------|------------------------|-------|------------|------------------------|
| 201                    | 77.8100 | 0.0112 | Y | 69.84 | -0.0059 | N |
| 202                    | 77.5100 | -0.0039 | N | 69.82 | -0.0003 | Y |
| 203                    | 76.6800 | -0.0108 | Y | 68.69 | -0.0163 | N |
| 204                    | 75.6700 | -0.0133 | N | 67.81 | -0.0129 | Y |
| 205                    | 75.5500 | -0.0016 | N | 67.73 | -0.0012 | N |
| 206                    | 76.7700 | 0.0160 | Y | 67.55 | -0.0027 | Y |
| 207                    | 78.2200 | 0.0187 | Y | 69.29 | 0.0254 | Y |
| 208                    | 80.0200 | 0.0228 | Y | 70.37 | 0.0155 | N |
| 209                    | 77.6600 | -0.0299 | N | 68.60 | -0.0255 | Y |
| 210                    | 77.8700 | 0.0027 | Y | 68.98 | 0.0055 | Y |
| 211                    | 78.2200 | 0.0045 | Y | 68.86 | -0.0017 | Y |
| 212                    | 79.2500 | 0.0131 | Y | 69.87 | 0.0146 | Y |
| 213                    | 79.4300 | 0.0023 | Y | 71.08 | 0.0172 | Y |
| 214                    | 79.0300 | -0.0050 | Y | 70.77 | -0.0044 | Y |
| 215                    | 78.9000 | -0.0016 | Y | 70.80 | 0.0004 | Y |
| 216                    | 80.8900 | 0.0249 | Y | 73.23 | 0.0337 | Y |
| 217                    | 82.2100 | 0.0162 | Y | 73.40 | 0.0023 | Y |
| 218                    | 81.8700 | -0.0041 | N | 72.22 | -0.0162 | Y |
| 219                    | 81.5400 | -0.0040 | Y | 72.18 | -0.0006 | Y |
| 220                    | 82.7200 | 0.0144 | Y | 73.16 | 0.0135 | Y |

Y represents the consistent forecasting results and N is for inconsistent cases.

### Table 5: The forecasting result of logistic regression.

| Series | m | D | TN | TP | AUC | Optimal threshold |
|--------|---|---|----|----|-----|-------------------|
| Brent  | 4 | 0.7000 | 0.8889 | 0.5455 | 0.6364 | 0.5584 |
| Brent  | 5 | 0.7000 | 0.8889 | 0.5455 | 0.6566 | 0.5557 |
| Brent  | 6 | 0.6500 | 0.7778 | 0.5455 | 0.6061 | 0.5574 |
| WTI    | 4 | 0.6000 | 1.0000 | 0.1111 | 0.4444 | 0.6748 |
| WTI    | 5 | 0.7000 | 1.0000 | 0.3333 | 0.5253 | 0.6436 |
| WTI    | 6 | 0.7000 | 0.7273 | 0.6667 | 0.6465 | 0.5958 |

The bold estimators are optimal. D is the directional accuracy, TN is true negative ratio, and TP is true positive ratio. The ROC (receiver operating characteristic) curve plots the true positive rate as a function of false positive rate for differing classification thresholds. AUC is used to measure the prediction performance that is the area under the ROC curve.

### Table 6: The forecasting result of the geometric random walk with a dynamic drift.

| Series | m | RMSE | D |
|--------|---|------|---|
| Brent  | 4 | 0.016 | 0.45 |
| Brent  | 5 | 0.0149 | 0.55 |
| Brent  | 6 | 0.0145 | 0.55 |
| WTI    | 4 | 0.0167 | 0.5 |
| WTI    | 5 | 0.0157 | 0.5 |
| WTI    | 6 | 0.0153 | 0.45 |

The bold estimators are optimal.
4. Conclusions

In this paper, a new approach is proposed to enhance the directional forecast accuracy of short-term oil price. It is distinct from previous studies that the crude oil price series is viewed as an incomplete data set with inaccurate fuzzy information and then it is modeled by fuzzy information distribution theory. A new fused approach of genetic-fuzzy information distribution is adopted to forecast the direction of oil price changes. The genetic algorithm is used to optimize the assignment of fuzzy information controlling points, and a coding algorithm of multidimensional information controlling points is applied to make genetic-fuzzy information distribution approach feasible in its time series applications. With the crude oil spot prices of WTI and Brent as sample data, the empirical analysis demonstrates that the novel approach offers high accuracy on the directional forecasting of short-term oil prices, compared with the logistic regression and random walk.

The genetic-fuzzy information distribution can distribute the information of the high level oil price into two neighbour information points; thus it is a new method to construct the oil price distribution structure and then form a fuzzy knowledge-based inference to predict oil prices. It particularly helps to describe the true oil price behaviour hidden in oil price bubbles when oil prices present an unsustainable fast rise. Besides, we demonstrate an effective time series prediction in this paper, but it is worthy of selecting economic or political factors as input variables to enhance the prediction ability and performing the medium and long-term oil price forecasting in future.
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