Exploring the Important Attributes of Human Immunodeficiency Virus and Generating Decision Rules
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Abstract: Acquired Immunodeficiency Syndrome (AIDS) is the most severe phase of Human Immunodeficiency Virus (HIV) infection. Living with HIV results in a weakened immune system, with AIDS being the final stage of HIV and puzzling the world. The current medical environment remains unable to effectively cure AIDS, with treatment depending on long-term antiretroviral therapy (ART). To effectively treat and prevent HIV, it is important to elucidate the key factors of HIV propagation. This study proposes a rough set classifier based on adding recency (R) (i.e., the last physician visit), frequency (F) (i.e., the frequency of medical visits), and monetary (M) (i.e., medication adherence) attributes and integrated attribute selection methods to generate discriminatory rules and find the core attributes of HIV. The collected data consist of 1308 HIV infection records from Taiwan. From the experimental results, the frequency of CD4+ cells in the peripheral blood is able to determine patient medication, treatment willingness, and HIV infection stages, because HIV patients are less likely to be willing to receive long-term ART. Furthermore, drug abuse is found to be the greatest cause of HIV infection. These results show that the additional RFM attributes can improve classification accuracy, with the core attributes being M, R, plasma viral load (PVL) and age. Hence, we suggest that clinical physicians use these core attributes to understand the HIV infection stages.
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1. Introduction

Acquired immunodeficiency syndrome (AIDS) is one of the most significant health issues in the world. AIDS is the final stage of Human Immunodeficiency Virus (HIV) infection, which spreads through HIV particles. The virus attacks the body’s immune system to destroy immunocytes, resulting in the body being unable to fight off infection and disease. According to the World Health Organization (WHO), 36.9 million people globally were living with HIV at the end of 2017. Current medical technology has still not yet discovered an effective vaccine for HIV and patients must take long-term, highly active antiretroviral therapy (HAART), also called antiretroviral therapy (ART).

In the past, the initiation of ART depended on the frequency of CD4+ cells in the peripheral blood (also named CD4 lymphocytes [1], CD4+ T-cell counts [2]). The risk of death was higher for patients with lower frequencies of CD4+ cells in the peripheral blood [1]. Montarroyos et al. [2] found that the patient’s age, smoking status, use of illicit drugs, hospital treatment, doctor consistency, and use of ART, were factors that affected the kinetics of the CD4+ cell counts. This study proposes a rough set classifier based on adding recency, frequency, and monetary (RFM) attributes, alongside an integrated attribute selection method, to elucidate the key attributes that affect the CD4+ cell...
counts and generate decision rules. The generated decision rules could help to identify patients’ HIV infection stages, with the results enabling medical institutions to implement diagnostic evaluations in the early stages of the disease.

Machine learning is widely used in diverse fields, such as healthcare, financial engineering, and many other industries. Langevin et al. [3] used association rules to classify the bacteria present in nasopharyngeal specimens, and many related studies employed machine learning in HIV/AIDS-related research [4,5]. Related work, including machine learning methods, were applied to the classification of HIV-1 protease inhibitors [5], and proposed an improved rough set quick-reduct algorithm to select features of the AIDS data set [6]. Other research [7] applied data mining to predict a patients’ CD4+ cell count status.

Compared with the aforementioned research, this study provides four key contributions: 1) three modified RFM (recency, frequency, and monetary) indicators are added and verified in terms of whether they are related to HIV infection stages; 2) integrated feature selection methods are utilized to select the important attributes of the HIV infection stages; 3) the accuracy of different important attributes are evaluated to elucidate the key attributes and compare the proposed method with the listed classifiers; and 4) a rough set to generate decision rules are utilized to assist professionals with their diagnostic evaluations.

2. Related Works

This section introduces HIV/AIDS, the RFM model, attribute selection, rough set theory, and the related classifiers as follows.

2.1. HIV/AIDS Disease

According to the joint United Nations Programme on HIV/AIDS (UNAIDS, 2018), 37.9 million people worldwide live with HIV and are undergoing ART [8]. Since HIV results in the final stage of AIDS [9], the medical field is continuing to develop AIDS-related treatments. The prevailing treatment is the administration of antiretroviral medicines to control HIV, consisting of three or more antiretroviral medicines. The treatment effect of multiple different types of antiretroviral medicines is better than using a single antiretroviral medicine and reduces drug resistance. As more antiretroviral medicines became available, newer HIV drugs became safer, more effective, and less expensive. WHO recommends that those infected with HIV start antiretroviral medicine immediately, as the best therapeutic effect occurs before progression of the disease to CD4+ cell counts thresholds [10]. Although antiretroviral medicines are still unable to cure HIV, they exhibit a significant effect regarding the control of viral replication and help to prolong survival [11,12]. The use of antiretroviral medicines saves many lives. From WHO’s global statistics [13], the incidence of new HIV infections decreased by 37% between 2000 and 2018, with HIV-related deaths declining by 45% over the same period. To obtain the best results from antiretroviral medicines, patients must always take long-term medication. If patients stop antiretroviral medicines, or even miss multiple doses re-treatment may trigger drug resistance, rendering the antiretroviral medicines ineffective and causing the reemergence of AIDS [14].

2.2. RFM Model

The recency, frequency, and monetary (RFM) model [15] is a common behavior-based method in marketing. It includes three key performance indicators: recency, frequency, and monetary. RFM is a classic analytic and segmentation technique to identify the best customers. First, customers are given a score that represents their three RFM ratings using customer relationship management application software. Second, consumers are sorted using analytical techniques according to their value as demonstrated by their RFM scores. The sorting results indicate the best customers and create a loyalty program to promote products and/or services. The higher the RFM score, the more likely this customer is to purchase the products and/or services again. As such, the RFM model is often used in the retail industry. The definitions of the RFM model are as follows [14]:

1. Recency (R): The time interval since the last purchase or interaction.
2. Frequency (F): The number of purchases or interactions within a specific time period.
3. Monetary (M): The total value or spend associated with the customer during a specific time period.
Recurrent (R): When did the customer recently make a purchase? (e.g., days/months/years)? In the consumer market, the more recently the customer purchased time is close to the current time, it is more likely the consumer will purchase again. Therefore, if the customer purchased recently, they are considered a better client.

Frequency (F): How many times did the customer buy the products and/or services during a specific period (e.g., monthly, quarterly, or yearly)? That is, the customer with the highest frequency of purchases over a certain period of time is considered to have higher loyalty to the company.

Monetary Value (M): How much did the customer spend? In many cases, a specific period is set to calculate the total amount of money. If the customer's value is higher, then they are important and worthy of the company’s attention.

2.3. Attribute Selection

Healthcare data are often highly dimensional and include many data errors, irrelevant attributes, and missing values. Some factors are not directly analyzed, which is challenging for data mining and decision-making. Attribute selection is widely used in many data mining and machine learning fields, as the advantages of attribute selection methods have been proven in many previous studies. Attribute selection methods effectively improve classification performance and reduce the cost of processing high-dimensional data [16]. Attribute selection plays an important role in classification and involves selecting a subset of variables that effectively represents the original full attributes. Attribute selection reduces the complexity of data sets and provides better results for decision makers.

Attribute selection can be categorized into three types, namely, filter models, wrapper models, and embedded models [17]. Filter models utilize the original data attributes to conduct a selection of subset classification without performing any data mining algorithms [18,19]. Wrapper models employ data mining algorithms in advance, using performance as an evaluation criterion to evaluate subsets of classification attributes. This method is suitable for the exploration of unknown data but is more expensive than filter models [18,20]. Embedded models combine the advantages of both filter and wrapper models, taking benefits of the attribute selection process, and simultaneously performing attribute selection and classification [19,21].

2.4. Rough Set Theory

Rough set theory was proposed by Pawlak in 1982 [22]. It can be applied to ambiguous data, data reduction, and data mining. Incomplete knowledge and ambiguous data have always been present in the actual environment and urgently needs to be solved. Rough sets improve the aforementioned problem and are applied throughout many fields, particularly artificial intelligence fields, such as attribute selection and data mining [23–26].

The rough set method has the following advantages: 1) Information can be processed with uncertain ambiguities; 2) basic data can be used without the requirement for any additional information; 3) hidden messages can be found in data sets; 4) the method allows for a reduction in the original data; and 5) decision rules can be generated based on data sets [27,28].

2.5. Related Classifier

Historically, disease diagnoses relied heavily on physicians. Medical data sets contain a large amount of information, including patients, diseases, and treatment methods, among others. However, recent data mining technology was effectively used to support disease diagnosis and improve diagnostic accuracy. Therefore, more researchers applied machine learning technology to the medical field. The related classifiers are introduced as follows.

2.5.1. Decision Trees

The original concept of the decision tree existed before Quinlan proposed the Iterative Dichotomiser 3 (ID3) algorithm [29] in 1979, but became popular due to the invention of ID3. A
decision tree is a tree structure concept designed for the intuitive management of classification problems. A node indicates the judgment of the attribute and a branch indicates the result of the judgment. This method is an easy-to-understand representation of a decision; thus, decision trees are often used in a variety of fields. Related literature demonstrated that medical researchers usually employ decision trees to support disease diagnoses and apply decision trees to find key factors such as hypertension [30] and type 2 diabetes [31].

2.5.2. Support Vector Machine

The support vector machine (SVM) algorithm [32] is used to find a hyperplane in higher-dimensional space that distinctly classifies data points. A Library for Support Vector Machines (LibSVM) is the most popular support vector machine and was developed by Chang and Lin [33] to provide a simple SVM interface to allow easy operation, multiple SVM formulae, and powerful multiclass classification [33].

2.5.3. Random Forest

A random forest [34] is an ensemble of decision trees. The concept is to build multiple decision trees and combine them into a single ensemble model that can be utilized for both classification and regression tasks. A decision tree relies on a single tree to make classification judgments [34]. The random forest is similar to the majority rule, using multiple trees to complement each other and complete the classification judgment. A random forest is formed by multiple decision trees and can therefore manage a large variety of data in a shorter training time than a decision tree. The random forest algorithm was proven to accurately predict the diagnoses of acute appendicitis [35] and congestive heart failure [36].

2.5.4. Radial Basis Function Networks

Radial Basis Function (RBF) networks were proposed by Broomhead and Lowe [37] in 1988. RBF is a supervised learning forward network constructed to avoid model training falling into local optima and two-stage training schemes [38]. Furthermore, RBF networks solve supervised learning problems, such as regression, classification, and time-series forecast [39]. RBF networks have three layers, namely, the input layer, the hidden layer, and the output layer. The input layer is the set of source nodes, the second layer is a high-dimension hidden layer, and the output layer causes the network to respond to applied activation patterns into the input layer [40]. The advantages of the RBF approach include the partial linearity in the parameters and the availability of fast and efficient training methods [41]. The use of radial basis functions results from a number of different concepts including function approximation, noisy interpolation, density estimation, and optimal classification theory [42].

3. Proposed Method

This study aimed to find the key attributes and generate decision rules to identify HIV status. From The Body website (https://www.thebody.com/) [43], HIV damages the immune system by targeting CD4+ cells in the peripheral blood. Therefore, this study employed the CD4+ cell counts as the decision attribute (class). Patients living with HIV who have a CD4+ cell counts over 500 are usually healthy, hence, this study partitioned the CD4+ cell counts into two classes, namely, well-controlled class and the unhealthy class. The RFM model was mainly used to measure the customer lifetime value, with patients undergoing long-term, highly active antiretroviral therapy (HAART). Thus, this study modified the RFM model to measure the medicine statuses of the patients and added the modified RFM attribute to the AIDS attribute set.

Based on the aforementioned factors, this study proposed a rough set classifier based on integrated attribute selection methods to classify HIV infection stages. We first added modified RFM attributes to an attribute set and utilized five attribute selection methods to select attributes from the attribute set, then employed the proposed integrated attribute selection method to integrate the
important attributes. The proposed method applied a rough set to generate decision rules and identify the patients’ HIV infection stages. This study compared the accuracy of the proposed method with the listed classifiers.

To give a brief overview of the proposed method, the proposed procedure is shown in Figure 1 and consisted of four blocks (parts), as follows: 1) data preprocessing, whereby the actual AIDS data set was collected, outliers were removed, missing values were deleted, irrelevant attributes were screened-out, and finally, numerical attribute data were discretized; 2) additional attribute adding, from the AIDS data set, the RFM model was applied to redefine the three RFM attributes to meet the AIDS attributes; 3) attribute selection, whereby five attribute selection methods were utilized to select attributes and employ the proposed integrated attribute selection method to integrate the selected attributes into the important attributes; and 4) classification, whereby the less important attributes, which had the lower ranking scores, were sequentially removed, and five classifiers (rough set, tree, LibSVM, RBF network, and random forest) were utilized to classify the AIDS data until the accuracy could not improve further. The accuracy of the proposed method was then compared with the listed classifiers.

According to the four blocks of proposed procedure, we proposed four computational steps, of which the detailed steps are introduced as follows.

Step 1: Data Preprocessing

The collected AIDS data set consisted of real medical data from AIDS patients in Taiwan from January 2005 to January 2012 [44]. The original collected data set contained 18 attributes with 1321 records. Medical data sets are often influenced by human factors, causing the actual data to contain irrelevant attributes, biases and outliers, duplicated data, and missing values, among others.

The first step deleted the irrelevant attributes, biases and outliers, duplicated data, and missing values, and then corrected and cleared any incorrect data that may have affected the research results. The second step discretized the numerical attribute data as “Y or N” based on the National Taiwan University Hospital Department of Laboratory Medicine [45–48] to ensure the next step was executed correctly. In the third step, all medical records were required to be properly anonymized to protect patient privacy. After preprocessing, the AIDS data set contained 9 attributes with 1308 records, including eight conditional attributes, i.e., the patient’s age (age), gender, the cause of HIV infection (cause), the plasma viral load (PVL), platelet count (PLT_C), total bilirubin (T-bil_C), aspartate transaminase (AST_C), and alanine transaminase (ALT_C) and one decision attribute (class) was named CD4_C. According to The Body website [43], patients living with HIV with a CD4+ counts over 500 are usually in pretty good health, so this study partitioned CD4+ counts into two classes, namely, the well-controlled class and the unhealthy class. All of the detailed attributes (including the three added RFM attributes) are shown in Table 1.

Step 2: Adding Additional Attributes

The RFM model is primarily used to measure customer lifetime value. Current medical technology has not yet discovered an effective vaccine for HIV, therefore, patients must undergo long-term HAART. Hence, this study posited that the RFM model could be suitable to measure whether patients take their medicine. The original RFM model contains three attributes, namely, recency (R), frequency (F), and monetary (M). This study redefined the RFM attributes to make it more suitable to measure patients’ HAART statuses and added the modified RFM attributes to the AIDS attribute set. The redefined RFM is described as follows:

1) R (the last physician visit): The first medical record in the AIDS data set was recorded on 1 January 2005, and the last on 19 January 2012. This study divided the time interval (seven years) into five groups that were represented as code numbers 1 to 5, respectively. For example, the first time-group was 2005/01/01–2006/05/30. If the patient’s medical treatment time fell within this time, it was identified as code 1. The second time-group was 2006/05/31–2007/10/27, which was designated as code 2, and so on.
(2) F (the frequency of medical visits): The definition of F was the number of patients’ physician visits from 1 January 2005 to 19 January 2012. In the AIDS data set, the highest frequency of patients’ physician visit was 10 and the least was 1. This study divided the visit frequency into five groups. If the number of medical visits was one or two, it was assigned code 1. Code 2 was designated for three or four visits, code 3 was for five or six visits, code 4 was for seven or eight visits, and code 5 was for nine or 10 visits.

(3) M (whether or not the patient continued to take their medicine): This attribute was divided into two groups. Code 1 described a patient stopping their HAART medication. If the patient interrupted or stopped their HAART treatment, the record (patient) was assigned to this group. Code 2 was assigned to patients who continuously took HAART.

![Figure 1. Proposed procedure.](image-url)
Table 1. Descriptive statistics.

| Attribute | Data Type | Description | #Sample (%) | χ² Test p Value |
|-----------|-----------|-------------|-------------|----------------|
| Age       | Numeric   | Patient age, Min: 17–Max: 77 | 1308 (100%) |                |
| PVL       | Numeric   | Plasma Viral Load, Min: 43–Max: 6641662 | 1308 (100%) |                |
| Gender    | M         | Patient gender, Male | 1207 (92%) | 0.487 |
|           | F         | Patient gender, Female | 101 (8%) |                |
| Cause     | A         | Cause of HIV infection (high-risk sexuality relationship) | 127 (10%) | 0.001 |
|           | B         | Cause of HIV infection (Injection drug or sharing syringes) | 1181 (90%) |                |
| PLT_C     | Y         | Platelets, PLT ≥ 150 or PLT < 350 | 897 (69%) | 0.081 |
|           | N         | Platelets, PLT ≥ 350 or PLT < 150 | 411 (31%) |                |
| T-bil_C   | Y         | Total bilirubin, T-bil ≥ 0.2 or T-bil ≤ 1.5 | 966 (74%) | 0.355 |
|           | N         | Total bilirubin, T-bil > 1.5 or T-bil < 0.2 | 342 (26%) |                |
| AST_C     | Y         | Aspartate transaminase, AST ≥ 35 | 581 (44%) | 0.149 |
|           | N         | Aspartate transaminase, AST > 35 | 727 (56%) |                |
| ALT_C     | Y         | Alanine transaminase, ALT ≤ 40 | 693 (53%) | 0.120 |
|           | N         | Alanine transaminase, ALT > 40 | 615 (47%) |                |
|           | 1         | Last physician visit, 2005/01/01–2006/05/30 | 6 (0.5%) | 0.002 |
|           | 2         | Last physician visit, 2006/05/31–2007/10/27 | 177 (13.5%) |                |
|           | 3         | Last physician visit, 2007/10/28–2009/03/25 | 359 (27.4%) |                |
|           | 4         | Last physician visit, 2009/03/26–2010/08/22 | 434 (33.2%) |                |
|           | 5         | Last physician visit, 2010/08/23–2012/01/19 | 332 (25.4%) |                |
|           | 1         | The frequency of medical visits ≤ 2 | 270 (21%) | 0.000 |
|           | 2         | The frequency of medical visits 3 – 4 | 378 (29%) |                |
| F         | 3         | The frequency of medical visits 5 – 6 | 409 (31%) |                |
|           | 4         | The frequency of medical visits 7 – 8 | 232 (18%) |                |
|           | 5         | The frequency of medical visits 9 – 10 | 19 (1%) |                |
|           | 1         | Stop taking the medication | (71%) | 0.000 |
|           | 2         | Continue taking the medication | (29%) |                |
| CD4_C     | A         | the CD4+ cell counts < 500 (serious) | (73%) |                |
|           | B         | the CD4+ cell counts ≥ 500 (well control) | (27%) |                |

Note: The bold digital (p ≤ 0.05 denotes the statistically significant difference between the variable and CD4_C.

Step 3: Integrated Attribute Selection

To find the key attributes that were most relevant to the CD4+ class, five attribute selection methods were utilized to select the attributes. The five attribute selection methods were GainRatio [49], InfoGain [50,51], ReliefF [52], Symmetrical [49], and Correlation [49]. Each attribute had different importance degrees based on the five attribute selection methods. Therefore, this step proposed an integrated attribute selection method (IASM) to select the important attributes. First, after the five attribute selection methods selected their attributes, the proposed IASM utilized the importance degree of each attribute to assign scores. A higher attribute score indicated that the attribute was more important (see the second column in Table 2). Second, we added the scores of each attribute from the five attribute selection methods together and then re-ranked the attribute order (see Table 3). The ranking results denoted the order of importance of the selected attributes.
The AIDS data set contained 12 attributes (11 conditional attributes and one class attribute) from 1308 records. The detailed descriptive statistics of all of the attributes are listed in Table 1. To test whether the sample proportions have difference between the independent attribute and the CD4+ cell counts, this study uses the $\chi^2$ sample proportion test of the $2 \times 2$ contingency table, the results show that the cause, R, F, and M attributes have statistically significant difference on the CD4+ cell counts as shown in the last column of Table 1. This study also uses a $t$-test to get the statistically significant difference ($t = 14.966, p < 0.01$) for the group M = 1 has higher average CD4+ cell counts.

This section applied five attribute selection methods (GainRatio, InfoGain, ReliefF, Symmetrical, and Correlation) to select the attributes. After performing the five attribute selection methods, each attribute had a different degree of importance. Table 2 shows the order of each attribute in the five attribute selection methods. M was clearly the most important attribute from the five attribute selection methods. However, the order of the other attributes could not be directly ranked. For example, the PVL attribute was listed as second in the GainRatio attribute selection method, but in the ReliefF attribute selection method, PVL was listed as 11th (the least important attribute). Hence,

**Table 2. The results of the five attribute selections.**

| Rank | Score | GainRatio | InfoGain | ReliefF | Symmetrical | Correlation |
|------|-------|-----------|----------|---------|-------------|-------------|
| 1    | 11    | M         | M        | M       | M           | M           |
| 2    | 10    | PVL       | R        | PLT_C   | PVL         | R           |
| 3    | 9     | Age       | PVL      | R       | F           |             |
| 4    | 8     | Age       | cause    | Age     | cause       |             |
| 5    | 7     | cause     | F        | F       | cause       | Age         |
| 6    | 6     | F         | cause    | T-bil_C | F           | PVL         |
| 7    | 5     | PLT_C     | PLT_C    | Age     | PLT_C       | PLT_C       |
| 8    | 4     | ALT_C     | ALT_C    | Gender  | ALT_C       | ALT_C       |
| 9    | 3     | AST_C     | AST_C    | AST_C   | AST_C       | AST_C       |
| 10   | 2     | Gender    | T-bil_C  | ALT_C   | T-bil_C     | T-bil_C     |
| 11   | 1     | T-bil_C   | Gender   | PVL     | Gender      | Gender      |

Step 4: Classification

This step employed the AIDS data set to verify the proposed method and compared it with the listed classifiers (tree, random forest, LibSVM, and RBF network). This step also implemented experiments into the different attribute sets to find the key attributes and generated HIV decision rules. In experiment, we repeated 10 times and randomly sampled the AIDS data set based on 67% training data and 33% testing data, then we obtained the ten samples, each sample has 67% training data and 33% testing data to implement all of the experiments. We then compared the average accuracy of the proposed method with the listed classifiers.

4. Results

This study employed the proposed procedure and AIDS dataset to implement experiments using the different attribute sets when one attribute set received optimal accuracy, thereby allowing the key attributes to be found. In addition, this study also applied the LEM2 algorithm of the rough set to generate the HIV decision rules. In the experiments, this study partitioned the AIDS dataset into training data (67%) and testing data (33%). Random sampling was repeated 10 times to implement all of the experiments, then the proposed method was compared with the listed classifiers to find the average accuracy. Then, we divided the data into four facets to illustrate the results as follows.

4.1. Experimental Data and Attribute Selection

The original AIDS dataset from Chen [43] contained 18 attributes with 1321 records from January 2005 to January 2012. After preprocessing and adding three RFM attributes, the AIDS data set contained 12 attributes (11 conditional attributes and one class attribute) from 1308 records. The detailed descriptive statistics of all of the attributes are listed in Table 1. To test whether the sample proportions have difference between the independent attribute and the CD4+ cell counts, this study uses the $\chi^2$ sample proportion test of the $2 \times 2$ contingency table, the results show that the cause, R, F, and M attributes have statistically significant difference on the CD4+ cell counts as shown in the last column of Table 1. This study also uses a $t$-test to get the statistically significant difference ($t = 14.966, p < 0.01$) for the group M = 1 has higher average CD4+ cell counts.

This section applied five attribute selection methods (GainRatio, InfoGain, ReliefF, Symmetrical, and Correlation) to select the attributes. After performing the five attribute selection methods, each attribute had a different degree of importance. Table 2 shows the order of each attribute in the five attribute selection methods. M was clearly the most important attribute from the five attribute selection methods. However, the order of the other attributes could not be directly ranked. For example, the PVL attribute was listed as second in the GainRatio attribute selection method, but in the ReliefF attribute selection method, PVL was listed as 11th (the least important attribute). Hence,
this study proposed an integrated attribute selection method (IASM) to integrate the selected attributes.

The proposed IASM was based on the order of each attribute to the assigned score. A higher attribute score denoted a more important attribute. After assigning scores, as shown in the second column in Table 2, we added the scores of each attribute from the five attribute selection methods as shown in Table 3, and then re-ranked the attribute order. From Table 3, it can be seen that the ordering of ReliefF was different than the other attribute selection methods; therefore, we deleted the ReliefF method to re-rank the ordering of the attributes, as shown in the fourth column of Table 3. The results showed that PVL was a more highly ranked attribute than age. The results demonstrated that the top three attributes were M, R, and PVL for the CD4+ class, and the least important attributes were ALT_C, AST_C, T-bil_C, and Gender.

**Table 3.** Re-ranking the order of the attributes.

| Rank | Attribute Name | Five Selection Methods’ Scores | Four Selection Methods’ Scores |
|------|----------------|--------------------------------|-------------------------------|
| 1    | M              | 55                             | 44                            |
| 2    | R              | 46                             | 37                            |
| 3    | PVL            | 36                             | 35                            |
| 4    | Age            | 37                             | 32                            |
| 5    | Cause          | 36                             | 28                            |
| 6    | F              | 35                             | 28                            |
| 7    | PLT_C          | 30                             | 20                            |
| 8    | ALT_C          | 18                             | 16                            |
| 9    | AST_C          | 15                             | 12                            |
| 10   | T-bil_C        | 13                             | 7                             |
| 11   | Gender         | 9                              | 5                             |

**4.2. Classification and Key Attributes**

The less important attributes were sequentially removed and the five classifiers (rough set, tree, LibSVM, RBF network, and random forest) were utilized to classify the AIDS data until the accuracy could not be improved further, thus resulting in the key attributes being found. The parameters of the tree, the rough set, the random forest, LibSVM, and the RBF network classifiers are shown in Table 4. This study organized the experiments into four attribute sets: 1) the original attribute set (no RFM); 2) the new attribute set (adding RFM); 3) removal of the gender, T-bil, and ALT attributes; and 4) removal of the gender, T-bil, AST, and ALT attributes. The results were shown in Table 5, which denoted that adding RFM attributes was a more accurate method of prediction than not adding RFM, increasing the accuracy by 1.7%. After sequentially removing less important attributes, the retained RFM attributes improved accuracy by 3.7%. Therefore, RFM attributes were key for the identification of HIV infection stages and adding RFM attributes was an effective method.

**4.3. Decision Rule**

Following on from Section 4.2, the key attributes using the LEM2 algorithm of the rough set were applied to generate the decision rules of HIV infection stage. The partial CD4+ cell counts decision rules are listed in Table 6. The top matched rule contained 52 records for class A (the unhealthy class) and six records for class B (the well-controlled class). The top class A rule and the top class B rule are explained as follows.
5. Findings and Discussion

The key findings after experimental results and comparisons are summarized as follows.

5.1. CD4+ Levels and Continued HAART Treatment

Previous studies, showed that more than one-third of patients undergoing medical treatment were considered to be late-stage, up to one-fifth of patients exhibiting CD4+ values below 100 [6]. From the generated CD4+ rules in this study, when the patient’s CD4+ value was below 500, the patient would take antiretroviral drugs. Conversely, when the patient’s CD4+ value was higher than or equal to 500, the patient would stop HAART. A lower CD4+ value resulted in significant patient discomfort in the final phase of the disease, with many patients often lacking consciousness. Therefore, this study found that comfortable patients were more likely to forget to take their medication and waited until they felt sick to visit a physician for help, only then resuming their medication regimen.

5.2. Lower Willingness to Continue Taking Antiretroviral Medications

Previous studies showed that 50%–70% of HIV patients did not continue taking antiretroviral medications, with alcohol abuse and drug abuse being the main indicators for these findings [6]. As shown in Table 1, the rate of willingness to continue taking antiretroviral medications was 29%, with the rate of stopping antiretroviral medications being 71%. Currently, an effective vaccine for HIV has not been discovered, forcing patients to undergo long-term HAART. If the patient had a high degree of compliance, the CD4+ count increased [1], HAART has been proven to be effective in reducing HIV mortality [8]. If patients do not continue to take antiretroviral medications, loss of HIV control will occur, possibly leading to death [8]. Therefore, doctors must consider the issue regarding the willingness of AIDS patients to continue HAART.

5.3. The Relationship between Drug Abuse and AIDS

Drug injectors have a high incidence of HIV, with up to 75% of new HIV patients being infected via drug use methods [12]. As shown in Table 1, 90% of patients with HIV contracted the virus from contaminated needles. Because drug abuse is one of the most pressing issues in society at present, sharing needles and injecting drugs are vital problems [10]. Effectively reducing the AIDS infection rate, decreasing the rate of drug addiction, and providing clean syringes to patients are of the utmost importance [14,15]. Therefore, all stakeholders (including the government, medical facilities, non-profit organizations, social communities, individuals, etc.) must assume responsibility to participate in and improve the aforementioned problems.

| Table 4. The parameters of the five classifiers. |
|-----------------------------------------------|
| **Classifier** | **Parameter**               |
| TREE            | Confidence Factor = 0.25   |
| Rough set       | Method: LEM2 algorithm     |
|                 | Cover parameter = 0.9      |
| LibSVM          | Kernel: radial basis function |
|                 | Cost = 1.0               |
|                 | Epsilon = 0.001         |
| RBF Network     | clustering seed = 1       |
|                 | MinStdDev = 0.1          |
| Random Forest   | Debug: false             |
|                 | Maximum depth = 0        |
5.4. RFM Attributes and CD4+

The R in the RFM represented the time of the last visit to a physician. According to the literature [16,17], patients with increased CD4+ counts tend to be admitted to hospital for HAART treatment from this, it can be inferred that recent medical visits increase the likelihood of patients being provided with newer and better treatments. The F in the study referred to the number of medical treatments, and M represented continuous medication. When the patient had as higher rate of compliance, the CD4+ count was higher. If the treatment was interrupted midway, immunity was reduced and the viral load increased [4,5]. As shown in Table 5, adding RFM attributes was a more accurate method of prediction than not adding RFM, increasing the accuracy by 1.7%. After sequentially removing less important attributes, the retained RFM attributes improved accuracy by 3.7%. Therefore, RFM attributes were key for the identification of HIV infection stages and adding RFM attributes was an effective method. In practice, the clinicians have applied the last physician visit (R), frequency of medical visits (F), and medication adherence (M) to care for HIV/AIDS patients, the experienced clinicians could screen out the unimportant attributes, the diagonal accuracy would improve by 3.7%. Based on the RFM model, we segment the patients into five clusters by k-mean clustering [53] as shown Table 7. From Table 7, we suggest that clinicians could track the patients in cluster 2, the patients have not visit physician more than one year and five months, the frequency of medical visits ≤2, and stopping medication; The patients who in cluster 1 and cluster 3 maybe change to another hospital, the clinicians could ignore these patients because they have “no physician visit” for more than four years.

Table 5. The results of the different attribute sets.

| Attributes                  | TREE        | Rough Set   | LibSVM      | RFM Network | Random Forest |
|-----------------------------|-------------|-------------|-------------|-------------|---------------|
| Original attribute set      | 72.14 (1.86)| 77.42 (2.16)| 73.39 (0.31)| 73.18 (0.32)| 74.28 (1.60)  |
| (no RFM)                    |             |             |             |             |               |
| New attribute set           | 72.42 (1.73)| 79.14 (0.33)| 73.39 (0.32)| 73.13 (0.67)| 76.44 (1.58)  |
| (adding RFM)                |             |             |             |             |               |
| Delete Gender & TBil_C & ALT_C | 73.08 (1.76)| 77.84 (1.06)| 73.38 (0.33)| 72.97 (0.76)| 76.12 (1.62)  |
| Delete Gender & TBil_C & AST_C & ALT_C | 73.20 (1.59)| 80.48 (1.81)| 73.40 (0.32)| 72.80 (1.03)| 76.12 (1.61)  |

Note: The bold text denotes the best accuracy from the five classifiers, and the parentheses in each cell contain the standard deviations.

Table 6. The partial rules of CD4+ cell counts classification.

| Rank | Match | Decision rules |
|------|-------|---------------|
|      |       | **Class A Rules** |
| 1    | 52    | (cause=B) & (PLT_C=N) & (M=2) & (R=4) => (CD4_C=A[52]) |
| 2    | 36    | (cause=B) & (PLT_C=Y) & (M=2) & (R=5) => (CD4_C=A[36]) |
| 3    | 25    | (cause=B) & (PLT_C=N) & (M=2) & (R=5) => (CD4_C=A[25]) |
|      |       | **Class B Rules** |
| 1    | 6     | (cause=B) & (M=1) & (PLT_C=Y) & (R=3) & (F=4) & (Age=(44.5,45.5)) => (CD4_C=B[6]) |
| 2    | 6     | (cause=B) & (M=1) & (PLT_C=Y) & (R=4) & (F=3) & (Age=(24.5,25.5)) => (CD4_C=B[6]) |
| 3    | 4     | (cause=B) & (M=1) & (PLT_C=N) & (F=2) & (Age=(42.5,43.5)) => (CD4_C=B[4]) |

Unhealthy rule (class A)
If (cause = B) and (PLT_C = N) and (M=2) and (R = 4) => then (CD4_C = {A[52]}).
That is,
if the cause of the disease was high-risk sexual intercourse, and the PLT values were greater than or equal to 350 or less than 150, and the patient continued HAART, and the last physician visit was ~2009/26/03–2010/22/08, then the patient’s CD4+ value was lower than 500.

Well-controlled rule (class B):

If (cause = B) and (M = 1) and (PLT_C = Y) and (R = 3) and (F = 4) and (age = "(44.5,45.5)") => then (CD4_C = {B[6]}).
That is,
if the cause of the disease was high-risk sexual intercourse, and, the patient stopped HAART, and the PLT values were greater than or equal to 150 or less than 350, and the last physician visit was ~2007/28/10–2009/25/03, and the number of medical visits was 7 or 8, and the age was between 45 and 46, then the patient’s CD4+ value was higher than 500.

| Table 7. RFM clustering for finding the targeted patients group. |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
|                | Cluster 1 | Cluster 2 | Cluster 3 | Cluster 4 | Cluster 5 |
| R               | 2         | 4         | 2         | 4         | 5         |
| F               | 4         | 1         | 2         | 3         | 4         |
| M               | 1         | 1         | 1         | 1         | 1         |
| Total records   | 132       | 412       | 86        | 613       | 65        |

5.5. Key Attributes

To find the key attributes, this study first utilized five attribute selection methods to select attributes from the new attribute set (including RFM), then employed the proposed integrated attribute selection method to select the important attributes. Second, the less important attributes were sequentially removed to obtain the optimal and most accurate attribute set. The order of the seven key attributes was: M, R, PVL, age, cause, F, and PLT_C.

This study also used a rough set to find the core set, which was \{age, PVL\}. As shown in Table 3, these two attributes ranked in the top three and four important attributes. Both PVL and CD4+ are used to assess HIV infection stages and measure the effectiveness of the ART [18]. When patients are infected with HIV, their PVL values are higher and their CD4+ cell counts are lower [16]. Previous studies [20,21] confirmed a link between age and CD4+ with older patients exhibiting lower CD4+ values [20] and younger patients showing higher repair capacity and therefore higher CD4+ values [21]. Therefore, we conclude that these two attributes have an important relationship with the CD4+ class. Furthermore, as Table 6 demonstrates, two attributes (age and PVL) simultaneously appeared in the generated decision rules. Therefore, this study selected M, R, age, and PVL as the core attributes. It is suggested that clinical physicians use these core attributes to determine the HIV infection stage.

6. Conclusions

Currently, global goals are focused on ending the AIDS epidemic by 2030. Researchers are actively exploring the best ways to end AIDS, and AIDS-related issues are popular topics of research. Based on this motivation, this study proposed a rough set theory based on adding RFM attributes to the prediction method and integrating attribute selection methods to determine HIV infection stages. The experimental results showed that the top three key attributes were M, R, and PVL. After sequentially removing the less important attributes, the order of the seven key attributes was M, R, PVL, age, cause, F, and PLT_C.

From the experimental results, the main contributions of this study are as follows: 1) the key attributes were found to generate a set of simple and understandable rules using the rough set technique; 2) the original three attributes (last physician visit, frequency of medical visits, and medication adherence) were discretized into categories of R, M, and F, with the discretized data
aiming to help humans to infer in shortening time, and fast computation and generation of inference rules in machine learning; and 3) the generated rules could help physicians to diagnose patients whereby, they use the RFM model to segment the targeted patients group for managing the physician-patient relationship as RFM clustering of Table 7.

Based on the descriptive statistics of the collected dataset in Table 1, patients with CD4+ counts of <500 accounted for 73%, and the rate of ceasing antiretroviral medication was 71%, thereby showing that most of the patients only visited a physician when they were uncomfortable. Furthermore, it can be seen that the unhealthy rules (class A) had higher frequencies than the well-controlled rules, as shown in Table 5, representing that patients usually forgot to take their medication, until they felt uncomfortable, at which point they were forced to visit a physician for help and only then resumed taking their medication. Therefore, we suggest that the clinicians could use the RFM model to segment the targeted patients group as shown in Table 7. Patients with good adherence to medication and who recently visited could be identified by the physician, allowing them to only view the other key attributes, such as age and PVL. Targeted patients would be monitored more carefully by clinicians due to their potential to exhibit poorer responses to treatment.

The limitation of this study is the collected data from a regional hospital, we interview the physicians, who tell us that the collected data almost is from prisoners who have HIV infections, and the HIV+ patients may be out prison or transfer to another hospital. Hence, we have asked two physicians to evaluate the data availability and the feasibility of generated rules, they have a consistent reliability >0.7 for data availability and the feasibility of generated rules. However the results can only be used at that time (January 2005 to January 2012) and in a regional hospital case, which cannot extend to different times and samples.

Future work could include the following improvements:

1. The addition of other attributes or the use of other models in HIV/AIDS;
2. The development of feasible mobile information systems, such as the automated evaluation of HIV+ patients to aid clinical settings in the future;
3. The discretization of HIV infection stages to more classes.
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