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Abstract
To uncover the mechanisms underlying the collaborative production of knowledge, we investigate a very
large online Question and Answer system that includes the question asking and answering activities of
millions of users over five years. We created knowledge networks in which nodes are questions and edges
are the successive answering activities of users. We find that these networks have two common properties:
1) the mitigation of degree inequality among nodes; and 2) the assortative mixing of nodes. This means
that, while the system tends to reduce attention investment on old questions in order to supply sufficient
attention to new questions, it is not easy for novel knowledge be integrated into the existing body of
knowledge. We propose a mixing model to combine preferential attachment and reversed preferential
attachment processes to model the evolution of knowledge networks and successfully reproduce the ob-
served patterns. Our mixing model is not only theoretically interesting but also provide insights into the
management of online communities.

Introduction
Knowledge is created at the cost of human effort, in particular, the collective attention of contributors.
There are two types of tasks involved in knowledge creation, one is to further process existing knowledge
and the other is to explore emerging topics. As both of them consume collective attention, which is a
limited resource [1], it is important to balance between them so that our society can benefit from the
attention investment continuously. However, this goal is becoming more challenging due to the conflict
between information overload and attention scarcity in the contemporary world [2–6].

To investigate how real-world knowledge production systems balance between the fine graining of
old knowledge and the exploration of new knowledge, we collect and analyze the historical data of
StackExchange. Launched in Sep., 2009, StackExchange is currently one of the largest question and
answer systems in the world, containing many communities on topics in varied fields. For each of the 110
communities in our dataset, we extract a knowledge network in which nodes are questions and edges are
the answering activities of users that connect sequentially answered questions. As questions reflect the
demand of knowledge and answers represent the supply of attention, the linking structure of this network
thus reveals the strategy of the studied system in allocating attention (edges) on knowledge (nodes).

We find that the knowledge networks have two properties: 1) the mitigation of degree inequality
among nodes. More specifically, the distribution of degree is not as skewed as predicted by the classical
preferential attachment model [7]. As a consequence, the highest degree, i.e., the maximum number of
answers collected by a single question, increases slowly with network size; 2) the assortative mixing of
nodes. High-degree nodes tend to connect with each other, leading to an increase of neighbor connectivity
(the average degree of the neighbors) with degree [8,9] and the separation of high-degree nodes from low-
degree nodes. These findings, put together, provides insight into the collaborative knowledge production
process: while the system is trying to reduce attention investment on old questions in order to supply
sufficient attention to new questions, it is still not easy for the novel knowledge created during this process
be integrated into the existing cluster of old, well-discussed body of knowledge.

Based on this analysis, we assume that there are two mechanisms in the system. The first one is to
supply attention preferentially to popular questions that already have many answers, so that existing knowledge will be further processed. The other one is to supply attention in prior to questions that have not attracted many answers, so that emerging topics can be addressed promptly and the scope of knowledge is continuously extended. We model the first mechanism by preferential attachment (PA) [7], in which the attractiveness of an existing node to new nodes increases with its degree, and the second mechanism by the “reversed” preferential attachment (RPA), in which attractiveness decreases with degree. A mixing ratio $p$ ($0 \leq p \leq 1$) is used to control the mixture between these two linking dynamics during the evolution of knowledge networks. Our model successfully reproduces the two observed properties of knowledge networks.

Materials and Methods

StackExchange is a network of question and answer communities covering diverse topics in many different fields. We downloaded its database dump on Jan., 2014 from a publicly accessible archive (https://archive.org/details/stackexchange), which contains the log files of 110 communities since their launch date to the date of data collection. The duration and size vary a lot across these communities. For example, the smallest community on Italian language (italian.stackexchange.com) was created in Nov, 2013 and has 374 users, 194 questions, and 387 answers; while the largest community on programming languages (stackoverflow.com) was created in Jul., 2008 and has 2,728,224 users, 6,474,687 questions and 11,540,788 answers.

For each of the communities we construct a knowledge network including questions as nodes and answers as edges. More specifically, we trace the daily answering activities of a user, and connect the sequentially answered questions one by one following his/her answering order. Aggregating these daily individual answering streams over the period of observation (varying from one to five years, depending on the community under study) gives a directed, weight network that includes the information on the supply (answer edges) and demand (question nodes) of knowledge. For the current study we only focus on the undirected, un-weighted linking structure of the network.

The Divided Knowledge

To obtain an intuitive understanding of the linking structure of the knowledge networks we use a novel visualization technique as shown in Figure 1. For a network, we firstly calculate the average length of all possible paths $L_{ij} = L_{ji}$ between each pair of nodes using the method introduced in [10]. Then we use the simulated annealing method to embed the network into a two-dimensional Euclidean space. The target of simulated annealing is to minimize the total sum of squares of the differences between Euclidean distance and $L_{ij}$ over all pairs of nodes. The upper bound of $L_{ij}$ is set to be the diameter of the embedding space to control unreachable nodes. As this visualization technique encodes the average path length between nodes and displays it as Euclidean distance, it works better than force-directed layouts [11] (which only consider the directed links between nodes) in terms of showing the hidden, global structure of networks.

We apply this technique to the Physics network (the network constructed using the data of physics.stackexchange.com) after the first 60 days and obtain Figure 1. It is observed that this network is separated into two parts. The core of the network consists of general, popular questions of many answers (high-degree nodes), such as “lay explanation of the special theory of relativity?” or “accelerating particles to speeds infinitesimally close to the speed of light”, whereas the periphery is formed by specific, less popular questions (low-degree nodes), such as “relativistic cellular automata” or “did Einstein prove $E = mc^2$ correctly?”. Note that there could be different reasons why the periphery questions do not get attention. Some of them, like the “relativistic cellular automata” question, are worthy of exploration but require very specific expertise to answer. But some are simply too nave or too trivial to generate interest among
the community, such as the question “Did Einstein prove $E = mc^2$ correctly?”.

**Figure 1.** The knowledge network constructed using the 60-day data of physics.exchange.com, a community for questions in physics in the StackExchange system. In Panel A the nodes are questions and the edges represent the successive answering activities of users. The categories of questions are detected using the first tag of questions and are colored coded. To obtain an visualization that shows the “distance” between questions (nodes) we calculate the average path length $L_{ij} = L_{ji}$ between all pairs of nodes based on the method introduced in [14], and use the simulated annealing method to embed this network into a two-dimensional Euclidean space such that the total sum of squares of the differences between two-dimensional Euclidean distance and $L_{ij}$ over all pair of nodes is minimized. As shown by Panel A, the core of the network, which is a cluster of high-degree nodes, is separated from the periphery formed by low-degree nodes. Note that due to a mitigation effect of degree inequality discussed in the text, the degree difference between these two parts is observable, but not so apparent. See Figure 3B for the systematic analysis on the assortativity of this network after 5.5 years. In Panel B we display the text of questions relevant to the special-relativity theory. It is observed that the core cluster includes popular questions, whereas the periphery contains specific or trivial questions that fail to generate general interest.

**Modeling the Allocation of Attention on Questions**

Based on the observation on the separation between old and new knowledge, we assume that there exist two different mechanisms governing the supply of attention. One mechanism is to supply attention preferentially to popular questions that already have many answers. This mechanism contributes to the production of fine-grained knowledge [12] as well as the consensus within the community on existing knowledge. The other mechanism is to supply attention in prior to less popular questions that have not been discussed extensively. The existence of this mechanism guarantees that the emerging issues can be addressed promptly, so that the body of knowledge can have a sustainable growth.

The co-existence of these two mechanisms can be modeled by a mixing of two different linking dynamics during the growth of knowledge networks. The mechanism that favors old, popular questions leads to
preferential attachment (PA) \[7\], in which the attractiveness of an existing node to new nodes is directly proportional to its degree; and the mechanism that favors new, less popular questions results in the "reversed" preferential attachment (RPA), in which the attractiveness is inversely proportional to degree. A schematic diagram of the discussed mixed linking dynamics is shown in Figure 2.

Figure 2. A schematic diagram that shows the mixing between preferential attachment (PA) and reversed preferential attachment (RPA). The nodes are questions and the links are answers that connect sequentially answered questions. The circles represent existing questions in the system and the triangles show the new questions to be added into the system. The probability of a new node be connected to an existing node is marked on the dotted arrow lines.

In the following sections, we will perform analysis on our mixing network model to derive its stable degree distribution, the relationship between highest degree and network size, and the assortative or disassortative mixing of nodes. We will begin our analysis by discussing the RPA model alone, which is observed in limited-resource systems \[13,14\] but has not yet been discussed extensively.

The RPA Model

The classical preferential attachment (PA) model \[7\] has been shown to successfully describe the centralization of edges on earlier nodes in social \[15\], biological \[16\], and technological \[17\] networks, but fail to explain why we also observe new nodes beat old nodes and acquire more edges. To overcome this limitation, factors like fitness \[18\] and aging \[19\] have been added into the model to obtain revised versions of PA.

The systems that can not be explained by the original version of PA model, such as food webs \[13,14\] and citation networks \[19\] , usually involve the allocation of a limited resource. The PA model assumes that the attractiveness always increases with degree. This is not true when links have a cost and nodes have a limited capacity thus can not afford a overload of links. For example, in food webs, if there are already too many predator nodes feeding on the same prey node, this prey node may not be so attractive to other predator nodes \[14\]. Similar to how species compete for energy in ecological systems, information pieces also compete for the collective attention in social systems \[3\]. If a question has already attracted many answers, some answerers many want to avoid the competition and try to contribute to less popular questions. This kind of behavior will equalize edges among nodes and generate many connections between low-degree nodes during the growth of knowledge networks.
The Stable Degree Distribution of the RPA Model

To model the discussed mechanism that favors less popular questions, we consider an undirected network in which the probability of connecting to an existing node \( i \) is proportional to \( k_i^{-1} \). A similar process was mentioned in ecological studies [14], but here we present a different version of analytical work to derive stable degree distribution. Assuming at every time step, a new node carrying \( m \) links joins the network and connect to existing nodes at rate \( R_k \), a function that only depends on the degree \( k \) of existing nodes, the average degree of the \( s \)-th node at time \( t \) can be computed from the rate equation

\[
\frac{dk_s(t)}{dt} = mR_k = \frac{m}{\sum_{i=1}^{t} \frac{1}{k_i(t)}} \approx \frac{m}{\sum_{i=1}^{t} \frac{1}{<k_i(t)>}} = \frac{m}{\frac{1}{2m}} = \frac{2m^2}{tk_s(t)}. \tag{1}
\]

Rearrange this equation and take the indefinite integral of both sides, we get

\[
\int k_s(t)dk_s(t) = 2m^2 \int \frac{1}{t}dt. \tag{2}
\]

Considering the boundary condition \( k_s(s) = m \) leads to

\[
k_s(t)^2 = m^2[4ln(\frac{t}{s}) + 1]. \tag{3}
\]

Eq. \( 3 \) predicts the average degree of the \( s \)-th node at time \( t \). As earlier nodes always have higher degrees, we can derive the cumulative probability function

\[
P\{k_i \leq k\} = 1 - \frac{s}{t} \approx 1 - e^{\frac{1}{4} - \frac{s^2}{4m}} (k \geq m), \tag{4}
\]

or the probability function

\[
P(k) \approx \frac{k}{m} e^{\frac{1}{4} - \frac{s^2}{4m}} (k \geq m). \tag{5}
\]

Our analysis shows that \( P(k) \) decays faster than exponential functions with \( k \). This is because the RPA process keeps equalizing edges over nodes, thus it is very unlikely to find high degree nodes in the system.

Highest Degree vs. Network Size in the RPA Model

We can also derive the relationship between highest degree and network size from Eq. \( 4 \). For the highest degree we assume that there is only one node whose degree is greater or larger than this node in the network, which gives

\[
N(1 - P\{k_i \leq k_{max}\}) = 1. \tag{6}
\]

Substituting Eq. \( 4 \) into Eq. \( 6 \) gives

\[
k_{max} \sim \sqrt{ln(n)}. \tag{7}
\]

The Model Mixing PA and RPA mechanisms

In the last section we discussed the RPA process, which is theoretically interesting but is unlikely to be the single rule that governs the evolution of knowledge networks. It is reasonable to assume that there are also users seek for popular questions and prefer to generate fine-grained knowledge. To obtain a more realistic model we combine PA and RPA processes together with a mixing ratio \( p \) (\( 0 \leq p \leq 1 \)).
The Stable Degree Distribution of the Mixing Model

The increase of the average degree of nodes over time is described by

\[
\frac{dk_s(t)}{dt} = m[pB_k + (1-p)R_k] \approx m[p\frac{k_s(t)}{2mt} + (1 - p)\frac{2m}{tk_s(t)}].
\] (8)

in which \(B_k\) and \(R_k\) represent the increasing rate of new links following the PA and the RPA mechanisms, respectively. Rearrange this equation and take the indefinite integral of both sides, we get

\[
\int \frac{2k_s(t)}{p} + 4m^2(1-p)dk_s(t) \approx \int \frac{1}{t} dt.
\] (9)

Considering the boundary condition \(k_s(s) = m\) leads to

\[
k_s(t)^2 \approx \frac{m^2}{p}(4 - 3p)(\frac{t}{s})^p - \frac{4m^2(1-p)}{p},
\] (10)

or approximately,

\[
k_s(t) \sim (\frac{t}{s})^\frac{p}{2},
\] (11)

Eq. 11 predicts the average degree of the \(s\)-th node at time \(t\). From Eq. 11 we can derive cumulative probability distribution

\[
P\{k_i \leq k\} \sim k^{-\frac{p}{2}}
\] (12)

or the probability function

\[
P(k) \sim k^{-(1+\frac{2}{p})}.
\] (13)

Eq. 13 predicts that the tail of degree distribution can be fitted by a power-law function of exponent \(\alpha = 1 + \frac{2}{p} \geq 3\). When we increase the value of \(p\), the probability of the PA process, the value of \(\alpha\) decreases and the degree distribution becomes more skewed. When \(p = 1\), Eq. 13 degenerates to a power-law function of exponent \(\alpha = 3\) as predicted by the classical PA model [7]. These predictions are supported by the empirical analysis presented in Figure 3A and network simulation results shown in Figure 3F.

Highest Degree vs. Network Size in the Mixing Model

The relationship between highest degree and network size when \(p = 1\) can be derived using the similar approach introduced in Section 4.1.2 as

\[
k_{max} \sim \sqrt{n}.
\] (14)

Comparing Eq. 14 with Eq. 17, we predicts that in data the highest degree should increase with network size faster than \(\sqrt{ln(n)}\) and slower than \(\sqrt{n}\). This prediction is supported by Figure 3C.

The Assortativity of the Mixing Model

We can also calculate the neighbor connectivity, or the average degree of the neighbors, as a function of degree as follows. We define \(R_s(t)\) as the sum of the degrees over the neighbors of node \(s\), evaluated at time \(t\). That is,

\[
R_s(t) = \sum_{j=1}^{k_s(t)} k_j(t).
\] (15)

The neighbor connectivity \(<k_{nn}>\) can be calculated as \(R_s(t)/k_s(t)\). During the growth of the network, \(R_s(t)\) can only increase by the connection of a new node either directly to node \(s\), or to one of its neighbors.
\[ \frac{dR_s(t)}{dt} = m[pB_k + (1 - p)R_k] + \sum_{j=1}^{k_s(t)} m[pB_j + (1 - p)R_j], \]  
which also reads

\[ \frac{dR_s(t)}{dt} = \frac{mp}{2t} k_s(t) + \frac{2m^3(1 - p)}{t} \frac{1}{k_s(t)} + \frac{p}{2t} \sum_{j=1}^{k_s(t)} k_j(t) + \frac{2m^2(1 - p)}{t} \frac{k_s(t)}{R_s(t)}. \]  

Substituting Eq. 15 into Eq. 17 and assuming

\[ \sum_{j=1}^{k_s(t)} \frac{1}{k_j(t)} \approx \sum_{j=1}^{< k_j(t) >} \frac{1}{R_s(t)}, \]

we get

\[ \frac{dR_s(t)}{dt} = \frac{mp}{2t} k_s(t) + \frac{2m^3(1 - p)}{t} \frac{1}{k_s(t)} + \frac{p}{2t} R_s(t) + \frac{2m^2(1 - p)}{t} \frac{k_s(t)}{R_s(t)}. \]  

Substituting Eq. 11 into Eq. 19 leads to

\[ \frac{dR_s(t)}{dt} = \frac{p}{2t} R_s(t) + \frac{mp}{2} s^{-\frac{p}{2} t^{\frac{p}{2} - 1}} + \frac{2m^3(1 - p)}{t} \frac{1}{k_s(t)} + \frac{2m^2(1 - p)}{t} \frac{k_s(t)}{R_s(t)}. \]  

It is difficult to derive analytical solution for Eq. 20. But as our task is to analyze the change of \( < k_{nn} > = R_s(t)/k_s(t) \) with \( k_s(t) \), we can simply compare the increasing speed between \( R_s(t) \) and \( k_s(t) \) over time to see whether \( < k_{nn} > \) is an increasing or decreasing function of \( k_s(t) \). We perform a naive analysis as follows. Noticing that all items in the right hand side are positive and when \( p \) approaches 1, we only need to keep the first two items, which greatly simplifies Eq. 20 as

\[ \frac{dR_s(t)}{dt} + (-\frac{p}{2t} R_s(t)) \geq \frac{mp}{2} s^{-\frac{p}{2} t^{\frac{p}{2} - 1}} \]  

Using the integrating factor technique we derive

\[ R_s(t) \geq \frac{mp}{2} (\frac{t}{s})^{\frac{p}{2}} [\ln(t) + c_1] + c_2 \geq \frac{mp}{2} k_s(t) \ln(t), \]

in which \( c_1 \) and \( c_2 \) are the constants of integration. Therefore, when \( p \) approaches 1, \( < k_{nn} > = R_s(t)/k_s(t) \) is a constant increasing with system size \( t \). When \( p \) is smaller than 1, considering the last two terms in Eq. 20, we know that \( < k_{nn} > \) increases with \( k_s(t) \). Meanwhile, the smaller the value of \( p \) is, the faster \( < k_{nn} > \) increases with \( k_s(t) \). In sum, the mixing model is assortative, and this assortativity is negatively correlated with the value of \( p \), as evident in Panel B and E in Figure 3.

### The Empirical Data of StackExchange

We analyze the collected 110 knowledge networks and find that the mixing model explains the observed patterns better than the PA model or the RPA model alone.

In Panel A and B in Figure 3 we analyze the Physics network after the evolution of 5.5 years. It is observed that the rank-order curve of degree (log degree vs. log rank) lies between Zipf’s law of exponent
0.5 (which equals to a power-law distribution of an exponent equals 3 according to \cite{2,21}) predicted by the PA model and the curve predicted by the RPA model. The highest degree, i.e., the maximum number of answers collected by a single question, is only 22 among all the 15,717 nodes. By fitting the simulated mixing networks to data, we estimate that $p = 0.3$. We find that the simulated network with parameter $p = 0.3$ also successfully reproduces the assortative mixing pattern of the Physics network, whereas the PA model does not show assortativity and the RPA model can not replicate the behavior of high-degree nodes.

A systematic investigation shows that a majority of the studied 110 networks exhibit two properties: 1) the mitigation of degree inequality among nodes, which is characterized by power-law distributions with an exponent $\alpha \leq 3$ (Figure 3A), and, as a result, the slow increase of highest degree with network size (Figure 3C); 2) the assortative mixing of nodes (Figure 3E). In Figure 3F we show than both of these two properties can be reproduced by the mixing model. In particular, by tuning the value of $p$ we obtain networks of different levels of degree inequality and assortativity. Generally, when we increase the parameter $p$ in the mixing model, the degree distribution becomes more uneven and the assortative mixing property of the system disappears.

**Conclusion and Discussion**

To obtain understanding into the mechanisms underlying the creation of knowledge, we analyze the data of a very large online Q&A system that includes the question asking and answering activities of millions of users over five years. We find a separation between old, popular knowledge and new, less popular knowledge, which can be explained by two different attention allocation mechanisms in the system. We combine these mechanisms in a mixing model and successfully reproduce the observed properties of knowledge networks.

The assumption on the existence of two attention allocation mechanisms is not only interesting by itself, but also provide insights for community management. The current reputation point system of StackExchange has been criticized a lot \cite{22}, especially that it emphasizes more on the quantity of contribution than the quality of contribution. We argue that the current policy that emphasizes the number of contributions actually motivate users to answer more easy, new questions to earn reputation points, thus migrates the concentration of attention on popular questions and makes sure new questions are addressed promptly. However, the existence of two attention allocation mechanisms, which may be due to the existence and division of two types users who favor and dislike competition in answering questions respectively, has a negative impact on the integration of knowledge. Therefore, if StackExchange can modify the reputation system to encourage the mixing behaviors, namely, answering both old and new questions, that may bridge the separation between knowledge created at different time points and accelerate the adaption and diffusion of novel ideas.
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Figure 3. Comparing different models against the empirical observations. In Panel A we show the rank-order curve of degree (log degree vs. log rank) of the Physics network after the evolution over 5.5 years (gray circles), which is compared against the corresponding curves generated by three models, including the PA model (blue line), the RPA model (orange line) and the mixing model with a $p$ equals 0.3 (black line). It is observed that the mixing model fits the data better than the other two models. Panel B shows the change of neighbor connectivity $<k_{nn}>$ with the increase of degree $k$ in the Physics network (gray dots) and in three models. The PA model (blue circles) does not give the positive correlation between these two variables. The RPA model (orange circles) can not reproduce the behavior of high-degree nodes. Again, the mixing model (black triangles) does better than the other two models. In Panel C we show the relationship between highest degree $k_{max}$ and network size $N$ across 110 networks. Each data point represents a network. The empirical data points lay between the upper bound given by the PA model, which is $k_{max} \sim N^{0.5}$ (blue line), and the lower bound given by the RPA model, which is approximately $k_{max} \sim \ln(N)^{0.5}$ (orange line). The OLS regression fitting in the log-log axes gives $k_{max} \sim N^{0.3}$ (black line). Panel D and E show the distribution of power-law exponent $\alpha$ of degree distribution fitted using the maximum likelihood method [23] and the Pearson correlation $r$ between $k_{nn}$ and $k$. Panel F shows that the mixing model reproduces different values of $\alpha$ (brown triangles) and Pearson correlation $r$ (blue diamonds) by changing the value of $p$ in simulation. We also plot the theoretical relationship $\alpha 1 + 2/p$ (red line) to guide the eye. The deviation of the simulated data (brown triangles) from the theoretical line (red line) is due to the limited system size effect in simulation.