Imaging domain reversal in an ultrathin van der Waals ferromagnet
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The recent isolation of two-dimensional van der Waals magnetic materials has uncovered rich physics that often differs from the magnetic behaviour of their bulk counterparts. However, the microscopic details of fundamental processes such as the initial magnetization or domain reversal, which govern the magnetic hysteresis, remain largely unknown in the ultrathin limit. Here we employ a widefield nitrogen-vacancy (NV) microscope to directly image these processes in few-layer flakes of magnetic semiconductor vanadium triiodide (VI$_3$). We observe complete and abrupt switching of most flakes at fields $H_c$ $\approx$ 0.5–1 T (at 5 K) independent of thickness down to two atomic layers, with no intermediate partially-reversed state. The coercive field decreases as the temperature approaches the Curie temperature ($T_c$ $\approx$ 50 K), however, the switching remains abrupt. We then image the initial magnetization process, which reveals thickness-dependent domain wall depinning fields well below $H_c$. These results point to ultrathin VI$_3$ being a nucleation-type hard ferromagnet, where the coercive field is set by the anisotropy-limited domain wall nucleation field. This work illustrates the power of widefield NV microscopy to investigate magnetization processes in van der Waals ferromagnets, which could be used to elucidate the origin of the hard ferromagnetic properties of other materials and explore field- and current-driven domain wall dynamics.

Two-dimensional (2D) van der Waals materials exhibiting intrinsic magnetic order have attracted enormous interest in the last few years [1–5]. However, despite much progress in the control of their magnetic properties, for example through electrostatic gating or control of the stacking order [6–9], little is known about the mechanisms governing fundamental magnetic processes in the ultrathin limit. For instance, the extensively studied materials CrI$_3$ (a semiconductor) and Fe$_2$GeTe$_2$ (a metal) are soft ferromagnets in the bulk crystal form with a remanent magnetization far below the saturation magnetization (a few percent) [10, 11], but surprisingly they become hard ferromagnets when exfoliated to a few atomic layers, with a near square-shaped hysteresis and a large coercive field of $H_c$ $\approx$ 0.1–1 T [12, 13]. Since hard ferromagnetic properties are crucial to applications, especially as a building block for van der Waals magnetic heterostructures, it is of paramount importance to understand the mechanisms that govern magnetization reversal in these systems. Unfortunately, the heterogeneous nature of exfoliated van der Waals samples precludes performing the macroscopic magnetization measurements that are normally employed to analyse bulk magnets, calling for the development of innovative approaches.

We address this problem by directly imaging the evolution of the magnetization of ultrathin flakes using a widefield nitrogen-vacancy (NV) microscope. This recently developed magnetic imaging tool [15–18] is particularly well suited to the rapid analysis of multiple micrometre-sized samples such as exfoliated van der Waals materials, and allows us to track the domain structure of individual flakes with sub-micron spatial resolution. Our widefield NV microscope employs a diamond substrate incorporating a near-surface layer of magnetically sensitive NV centres, on which the samples are prepared (Fig. 1). The NV layer is excited by a laser and its photoluminescence is imaged on a camera. Magnetic imaging is then realised by sweeping the frequency of an applied microwave field to obtain an optically-detected magnetic resonance spectrum. The diamond-sample assembly is placed in a cryostat allowing measurements from 4-300 K [18].

---
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We studied ultrathin samples of magnetic semiconductor vanadium triiodide (VI$_3$). The magnetic properties of this van der Waals material were recently analysed in the bulk form [19-21], reporting an out-of-plane anisotropy and a high coercive field at low temperatures, $H_c \approx 1$ T. Flakes mechanically exfoliated from a bulk VI$_3$ crystal were encapsulated with hexagonal boron nitride (hBN) to prevent degradation, and transferred to the diamond substrate. Figure 1b shows the optical image of a VI$_3$ sample on a Si substrate (prior to transfer), comprising flakes of various thicknesses from tens of nanometers down to three atomic layers in this case (based on the optical contrast, see below). The NV magnetic field image ($B_{NV}$) of the same sample after transfer and cooling to a temperature of 5 K is shown in Fig. 1c, revealing magnetic signals of tens of microteslas. Knowing the projection axis of the measurement and the direction of the magnetization in the sample (out-of-plane, $z$ axis), we can reconstruct the magnetization map ($M_z$) [22], shown in Fig. 1d. The magnetization is given per unit surface area and reaches 50 $\mu B$/nm$^2$ for the thickest flakes in this sample ($\approx 20$ nm). Interestingly, the widefield image in Fig. 1a allows us to directly compare samples fully encapsulated with hBN to samples with hBN on one side only or with no hBN at all. We find that the VI$_3$ flakes that are not covered by hBN (top of the images) are still magnetic but appear fragmented with a reduced magnetization as a result of a short exposure to air during handling ($\approx 5$ minutes). However, there is no visible effect of the hBN underlayer and no discontinuity in $M_z$ for flakes overlapping an hBN edge. This indicates that the magnetic properties of the flakes imaged are not measurably affected by interactions with the substrate.

To investigate the properties of ultrathin VI$_3$, we prepared several few-layer samples (fully encapsulated with hBN) and imaged their magnetization in similar conditions. Prior to imaging, a magnetic field $B_z = +1$ T was applied in the $+z$ direction to remove the domain structure. Optical contrast maps of four samples studied are shown in Fig. 2, from which the thickness of each flake was inferred (see SI, section III), and are compared to the corresponding magnetization maps (Fig. 2b). Most flakes down to 3 layers, as well as one bilayer flake in sample #4, show a clear magnetic signal, demonstrating that VI$_3$ remains ferromagnetic down to two atomic layers. The absence of signal in some regions (especially in samples #1 and #4) is attributed to imperfect encapsulation or degradation during preparation. We also did not detect any signal from monolayer flakes (see for example the monolayer in sample #4 adjacent to the magnetic bilayer).

The spontaneous (areal) magnetization is estimated by taking the maximum $M_z$ value observed in the images for each domain observed. This is plotted as a function of thickness up to 9 layers in Fig. 2, revealing a roughly linear relationship with a slope of 1.9(2) $\mu B$/nm$^2$ per atomic layer, which amounts to about 0.4 $\mu B$ per formula unit ($\mu B$/f.u). This is somewhat lower than the spontaneous magnetization of $\approx 1$ $\mu B$/f.u measured for bulk VI$_3$ crystals [20, 21], again possibly due to degradation of our ultrathin VI$_3$ samples. Another possible explanation is a mixture of ferromagnetic and antiferromagnetic interlayer couplings, which would reduce the net magnetization. Indeed, our ab initio calculations predict that the antiferromagnetic state is energetically favourable in bilayer and trilayer VI$_3$ (see SI, section XIII).

By recording magnetic field images at various temperatures $T$ (see Fig. S10), it is possible to determine the $M_z - T$ relationship as a function of thickness. This is shown in Fig. 3, which reveals a Curie temperature of $T_C \approx 50$ K similar for all the flakes analysed (down to 3 layers in this case), in agreement with the $T_C$ of bulk VI$_3$ [19, 21]. The magnetization of the thickest flakes (20 nm) tends to drop more rapidly than for thinner flakes, which we attribute to domain formation in this small applied magnetic field.

In hard magnetic materials, the switching process is governed by either the nucleation or pinning of domain walls [23]. In bulk magnets, these two mechanisms
FIG. 2. Magnetization maps of few-layer VI₃ flakes. (a) Optical contrast maps of four different samples prior to transfer to the diamond. The contrast is defined from the red channel intensity, relative to the background. The numbers indicate the number of atomic layers inferred from the optical contrast, corroborated by atomic force microscopy measurements (see SI, section III). The red dashed boxes indicate the flakes that were effectively transferred to the diamond (see SI, section II). (b) Corresponding magnetization maps at 5 K. (c) Maximum $M_z$ value extracted from (b) for a selection of flakes, as a function of thickness. The blue line is a fit to the data points, excluding the flakes showing zero magnetization. The red dashed line corresponds to the two flakes magnetized in the $+$ direction, while in the grey region only the largest flake has switched.

FIG. 3. Imaging domain reversal in few-layer VI₃ flakes. (a) $M_z$ maps of sample #1 for increasing magnetic field pulse amplitude from −0.7 T to −1.0 T (from left to right) applied along the $-z$ direction (pulse duration $\sim$ 10 s excluding rise/fall times), starting with the flakes magnetized in the $+z$ direction. In the last image of the series, a +1.0 T pulse was applied to reverse the magnetization back to its original sign. (b) $M_z$ maps of sample #4 after pulse amplitudes from −0.4 T to −1.0 T. In the last image of the series, a −1.0 T pulse was applied while heating the sample to $T \approx 40$ K to facilitate magnetization reversal. (c) $H - T$ phase diagram of the magnetic state of two flakes in sample #3 constructed from image series similar to those in (a, b) at various temperatures (see Fig. S11). The data points indicate the coercive field $H_c$ for each flake. The error bars correspond to the step size in the field amplitude. The large error bar on the lowest temperature points denotes the fact only a lower bound for $H_c$ is determined in this case. The dashed line is the Stoner-Wohlfarth model for the coercive field $H_c$ using the temperature-dependent anisotropy constant measured for bulk VI₃ in Ref. [24]. The purple (orange) shaded region corresponds to the two flakes magnetized in the $+z$ ($-z$) direction, while in the grey region only the largest flake has switched.

(d) Example $M_z$ maps corresponding to each magnetic state, recorded at 5 K.

are normally distinguished by their initial magnetization curves. The domain walls move freely in a nucleation-type magnet, which has a high initial susceptibility, while they are constantly being trapped in a pinning-type magnet, so the initial susceptibility is small until the depinning field is reached. To determine the limiting mechanism in ultrathin VI₃, we applied pulses ($\sim$ 10 s duration) of magnetic field in the $-z$ direction to samples initially...
magnetized in the $+z$ direction, and imaged the magnetization in a low field after each pulse. Series of images after pulses of increasing amplitude up to $-1\ T$ are shown in Figs. 3a and 3b for samples #1 and #4, respectively (see additional data in Fig. S12). The magnetization is observed to reverse abruptly, that is, regions of contiguous material switch sign completely at once rather than creating partially reversed domains. This is the signature of a nucleation-type magnet. The switching field, which corresponds to the coercive field $H_c$ in this case, lies in the range $0.5-1\ T$ for most flakes, with no apparent correlation with flake thickness. The bilayer flake in sample #4, for instance, lies in the middle of this range, with a coercive field of $0.7-0.8\ T$. Some flakes have an even larger coercive field, as evidenced by the purple domains remaining in sample #4 after applying $-1.0\ T$ (which is the maximum field amplitude we can apply in our setup), or by the orange domains in sample #1 after applying $+1.0\ T$.

By heating the sample to $40\ K$ during the application of the pulse, we were able to switch all of the flakes as shown in Fig. 3c (last image of the series), suggesting that the coercive field decreases with increasing temperature. Repeating the magnetic field sweep at different temperatures (see full image series in Fig. S11) allows us to form a phase diagram from which the $H_c - T$ relation can be identified. This is shown in Fig. 3d for two flakes in sample #3, with example $M_z$ maps in the different states shown in Fig. S11. For both flakes, $H_c$ decreases monotonically from $1\ T$ to zero when $T$ is increased from $5\ K$ to $50\ K$. The values are in broad agreement with the Stoner-Wohlfarth model (dashed line in Fig. 3d) in which the coercive field is only limited by the strength of the perpendicular anisotropy (see details in SI, section IX). These results indicate that the coercivity of ultrathin VI$_3$ is mostly governed by anisotropy-limited domain wall nucleation processes, and hence that magnetization reversal occurs in a near-coherent regime.

To confirm this picture, we directly image the initial magnetization starting from the virgin state, as shown in Figs. 4a and 4b for sample #1 (see additional data in Fig. S13). The multi-domain structure visible after zero-field cooling progressively disappears when magnetic field pulses of increasing amplitude are applied. Histograms of the domain wall depinning field constructed from these images (Fig. 4c) indicate depinning fields in the range $0.1-0.4\ T$ (at $5\ K$), with a decreasing trend with increasing thickness. These values together with the thickness dependence are consistent with cracks extending through a single (or a few) atomic layer (see SI, section X). Remarkably, however, these defects do not affect the switching process since the corresponding depinning fields are much smaller than $H_c$, set by the nucleation field.

In summary, we employed widefield NV microscopy to directly reveal the mechanism governing magnetic switching in ultrathin VI$_3$, a van der Waals magnetic semiconductor. Our images of domain reversal indicate that ultrathin VI$_3$, down to two atomic layers, is a nucleation-type hard ferromagnet. This is confirmed by images of the initial magnetization revealing domain wall depinning fields far below the switching field. These experiments establish widefield NV microscopy as a powerful tool for magnetic imaging that can be applied to virtually any van der Waals material or heterostructure. By allowing rapid, quantitative imaging of many samples in parallel, it may facilitate the discovery of novel 2D magnetic materials and the investigation of magnetic processes including skyrmionics, current-driven domain wall motion and other spintronic phenomena.
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SUPPLEMENTARY INFORMATION

I. DIAMOND SAMPLES

The NV-diamond substrates used in this work were made from 4.4 mm × 4.4 mm × 50 µm type-Ib, single-crystal diamond substrates grown by high-pressure, high-temperature synthesis, with {100}-oriented polished faces (best surface roughness < 5 nm Ra), purchased from Delaware Diamond Knives. The diamonds had an initial nitrogen concentration of the order of [N] ∼ 100 ppm. To create vacancies, the received plates were irradiated with 12C− ions accelerated at 100 keV with a fluence of 10^{12} − 10^{13} ions/cm^2. We performed full cascade Stopping and Range of Ions in Matter (SRIM) Monte Carlo simulations to estimate the depth distribution of the created vacancies (Fig. S1a), predicting a distribution spanning the range 0 - 200 nm with a peak vacancy density of ∼ 110 ppm (for a 10^{12} ions/cm^2 fluence) at a depth of ∼ 130 nm. Following irradiation the diamonds were laser cut into smaller 2.2 mm × 2.2 mm × 50 µm plates, which were then annealed in a vacuum of ∼ 10^{-5} Torr to form the NV centres, using the following sequence [32]: 6 h at 400 °C, 6 h ramp to 800 °C, 6 h at 800 °C, 6 h ramp to 1100 °C, 2 h at 1100 °C, 2 h ramp to room temperature. After annealing the plates were acid cleaned (15 minutes in a boiling mixture of sulphuric acid and sodium nitrate).

To facilitate localisation of the VI_3 flakes in the NV microscope, metallic grids were fabricated on the diamond substrates by photolithography, thermal evaporation of 80 nm of Al, and lift-off. The substrates were then coated with 80 nm of Al₂O₃ by atomic layer deposition, providing a relatively smooth surface (surface roughness < 2 nm Ra measured by atomic force microscopy) for the subsequent transfer of VI_3 flakes (Fig. S1b-d). This Al/Al₂O₃ structure serves several additional purposes. First, the Al layer acts as a laser shield during NV imaging, preventing the laser light from reaching the VI₃ samples. The majority of the laser light is reflected at the diamond/Al interface, with only a small fraction (< 20%) being absorbed in the Al layer, generating heat. The Al₂O₃ acts as a thermal insulator to minimise heating of the VI₃ flakes. Indeed, at 4 K Al and diamond are much better thermal conductors than Al₂O₃ and hBN along the c axis (the ratio of thermal conductivities is about a hundred) and so the heat generated by the
laser in the Al layer is expected to dissipate into the substrate (and eventually into the He exchange gas) rather than towards the VI₃ flakes. Finally, the thickness of the Al₂O₃ layer (80 nm) was chosen to maximise the optical contrast of atomically thin materials deposited on the Al/Al₂O₃ structure, in a similar fashion to standard Si/SiO₂(285 nm) substrates, thus facilitating sample preparation.

II. VI₃ SAMPLES

The VI₃ flakes studied in this work were obtained by mechanical exfoliation of a bulk VI₃ crystal grown by the chemical vapour transport method. The growth details and bulk magnetic properties were reported previously [19]. The entire heterostructure assembly was carried out in a glove box (H₂O and O₂ < 0.1 ppm) filled with Ar. Firstly, hBN flakes of appropriate thickness (5-15 nm) were prepared and identified on Si/SiO₂(285 nm) substrates. Each selected hBN flake was scanned by an atomic force microscope (AFM) to reveal its cleanliness and thickness. Secondly, tested substrates (with hBN on) and cleaned blank Si/SiO₂ substrates were baked in the glove box for 5 minutes at 120°C to minimize the potential for water adhesion. After baking, the substrates were put aside, pending further heterostructure stacking and mechanical exfoliation. Thirdly, thin VI₃ flakes were prepared and optically identified on blank Si/SiO₂(285 nm) substrates. Then, a standard pick-up technique [33] was utilized to fabricate the hBN/VI₃/hBN heterostructures. After layer-by-layer pick-up by a polycarbonate/polydimethylsiloxane (PC/PDMS) stamp, the heterostructures were released onto diamond substrates. The released PC layer remained on top of the samples throughout the subsequent measurements including NV imaging. The results presented in the main text correspond to four different stacks prepared on two different diamond substrates.

During transfer to the NV microscope, the samples were exposed to air for about 5 minutes, leading to partial oxidation of the uncovered VI₃ flakes as evidenced by the fragmentation of some of the magnetic features in Fig. 1b of the main text. Likewise, imperfections in the hBN encapsulation (e.g. cracks or gaps) could lead to localised degradation of the VI₃ flakes during this time. This may be the reason for the absence of magnetic signal observed, for instance, in the region comprising the trilayer in sample #1 (see Fig. 2 of the main text). After loading, the

![FIG. S2. Sample #1. (a) Optical image of VI₃ flakes prepared on a Si/SiO₂ substrate. (b) Optical image of the same region of the substrate after picking up the flakes with the PDMS stamp. (c) Optical image of the hBN/VI₃/hBN stack on the PDMS stamp. (d) Optical image of the same stack after release onto the diamond substrate. The dashed/dotted lines are guides to the eye representing the VI₃ flakes (blue) and the hBN flakes (black).](image)

![FIG. S3. Sample #2. (a) Optical image of VI₃ flakes prepared on a Si/SiO₂ substrate. (b) Optical image of the hBN/VI₃/hBN stack on the PDMS stamp. (d) Optical image of the same stack after release onto the diamond substrate.](image)
FIG. S4. Sample #3. (a) Optical image of VI₃ flakes prepared on a Si/SiO₂ substrate. (b) Optical image of the same region of the substrate after picking up the flakes with the PDMS stamp. (c) Optical image of the hBN/VI₃/hBN stack on the PDMS stamp. (d) Optical image of the same stack after release onto the diamond substrate.

FIG. S5. Sample #4. (a) Optical image of VI₃ flakes prepared on a Si/SiO₂ substrate. (b) Optical image of the same region of the substrate after picking up the flakes with the PDMS stamp. (c) Optical image of the hBN/VI₃/hBN stack on the PDMS stamp. (d) Optical image of the same stack after release onto the diamond substrate.

sample chamber of the NV microscope was pumped to a vacuum of < 10⁻⁴ mbar and then filled with a He exchange gas (room temperature pressure of 10-100 mbar). No sign of further sample degradation was observed during the several weeks of NV measurements.

Optical images were taken at various stages of the stacking process to monitor the integrity of the VI₃ flakes, shown in Figs. S2-S5 for samples #1-4, respectively. Images of the Si/SiO₂ substrate after picking up the flakes with the PC/PDMS stamp allow us to determine whether damage or further exfoliation of the picked-up flakes may have occurred. For example, we see that all the thin flakes from sample #1 were successfully picked up (compare Fig. S2a and Fig. S2b), whereas in sample #3 some of the layers partially remained on the Si/SiO₂ substrate (Fig. S4b), which explains the gap in the $M_z$ map in Fig. 2b of the main text. Furthermore, images of the PC/PDMS stamp allow us to trace the location of the hBN flakes relative to the VI₃ flakes (see, e.g., Fig. S3b). Finally, images of the stacks on the diamond substrate allow spatial correlation with the NV images (see, e.g., Fig. S3).

III. THICKNESS OF THE VI₃ FLAKES

The thickness of the studied VI₃ flakes was determined using the relative optical contrast between the VI₃ flakes and the Si/SiO₂(285 nm) substrate, using the red channel of the images obtained under white light illumination (the red channel gives the highest contrast). The optical contrast was defined as $C = \frac{I_{flake} - I_{substrate}}{I_{flake} + I_{substrate}}$, where $I_{flake}$ ($I_{substrate}$) is the intensity on the flake (substrate) [1, 22]. Example optical contrast maps are shown in Fig. S6, which includes the four samples studied in the main text. Using an appropriate colour scheme, discrete steps are clearly visible. By analysing a large number of such maps and reading the value $C$ for each sufficiently large domain observable, we identified the contrast from a monolayer of VI₃ to be $C_{mono} \approx 2.0\%$ in our setup (Fig. S6b). Using this value, the number of layers for a given flake can be estimated as $N = \text{round}(C/C_{mono})$, which is approximately valid for flakes under ~ 10 nm thickness [1]. This number $N$ is indicated on selected flakes in Fig. S6a, and was used in the main text to define the thickness of each flake analysed. The optical contrast vs thickness relationship was confirmed by performing atomic force microscopy (AFM) on several VI₃ flakes covered with hBN. An example AFM image is shown in Fig. S6c of a 5 to 9 layer flake (based on the optical contrast image shown on the right). The line cut across an edge reveals a 3-4 nm step, in agreement with the step expected for 5 layers of VI₃ given the interlayer distance of 0.70 nm at room temperature [19].
FIG. S6. Determining the thickness of the V1\textsubscript{3} flakes. (a) Optical contrast maps of V1\textsubscript{3} flakes on a Si/SiO\textsubscript{2}(285 nm) substrate, as defined in the text. The overlaid numbers indicate the estimated number of layers based on the analysis in (b). (b) Contrast of a large number of flakes revealing discrete steps at $-2\%$ (attributed to a single layer of V1\textsubscript{3}, 1L), at $-4\%$ (two layers, 2L), etc. (c) Atomic force microscope image (left) and optical contrast map (right) of a 5-9 layer flake. The graph shows a line cut across the 5-layer edge.

IV. NV MICROSCOPE SETUP

The widefield NV microscope used in this work was described previously \cite{18} and is built around a closed-cycle cryostat (Attocube attoDRY1000) integrating a 1-T superconducting vector magnet (Cryomagnetics). Optical excitation was achieved by using a 532 nm continuous wave (CW) laser (Laser Quantum Ventus) coupled to a single-mode fiber and gated with a fibre-coupled acousto-optic modulator (AAOpto MQ180-G9-Fio). The collimation of the laser beam was adjusted in order to produce a $\sim 50 \mu$m-wide spot at the NV layer after passing the low-temperature microscope objective (Attocube LT-APO/VISIR/0.82). The laser power entering the cryostat was between 10 and 50 mW for the images shown in the main text, corresponding to a peak intensity of about 20-100 W/cm\textsuperscript{2} at the NV layer taking into account reflections at the multiple windows and interfaces. The NV photoluminescence (PL) was collected by the same objective, separated from the excitation laser by a dichroic beam splitter, filtered through a 731/137 nm band pass filter, and imaged onto a water cooled sCMOS camera (Andor Zyla 5.5-W USB3).

To allow driving of the NV spin state, the diamond was glued to a glass cover slip patterned with a microwave resonator connected to a printed circuit board (PCB) mounted on a stack of positioners (Attocube ANPxyz101). The microwave signal passed to the PCB was delivered by a signal generator (Rohde & Schwarz SMB100A), gated by a switch (Mini-Circuits ZASWA-2-50DR+) and amplified (Mini-Circuits HPA-50W-63). All measurements were sequenced using a pulse pattern generator (SpinCore PulseBlasterESR-PRO 500 MHz) to gate the laser and microwave, and synchronize the image acquisition. The spatial resolution of the microscope was estimated to be $\approx 700$ nm \cite{18}, limited by optical aberrations due to imaging through the 150 $\mu$m thick cover slip and the 50 $\mu$m thick diamond.

Cooling of the sample is achieved through an He exchange gas between the sample and the cold plate of the cryostat maintained at a typical temperature of 3-3.5 K, which also cools down the superconducting magnet. The top plate of the positioner stack holding the sample contains a resistive heater and a calibrated temperature sensor (Lakeshore Cernox CX-1050-CU-HT-1.4L). In the experiments presented here, the sensor temperature was typically $T_{\text{sensor}} = 4.0 - 4.5$ K in the absence of any deliberate heating, rising to $T_{\text{sensor}} = 4.5 - 5.0$ K during NV imaging with 50 mW of laser power. For temperature-dependent measurements, the resistive heater was driven by a temperature
V. NV MEASUREMENTS

The magnetic measurements reported in the main text involved performing optically-detected magnetic resonance (ODMR) spectroscopy of the NV layer. We used a pulsed ODMR sequence with a 10 µs laser pulse and a 100-150 ns microwave π pulse, repeated 3000 times for each microwave frequency to match the 30 ms exposure time of the camera. The spectra were normalised by taking a frame without microwave after each frame with microwave. A single frequency sweep typically takes of the order of a second. The sweep is repeated thousands of times to improve the signal to noise ratio, corresponding to a total acquisition time per magnetic image from tens of minutes to several hours.

All the NV measurements shown in the main text are taken in a small bias magnetic field $B_{\text{bias}} = 5$ mT aligned with the [111] direction of the diamond crystal, which forms a 54.7° angle with the z axis. The z axis is defined as the normal to the diamond surface and also corresponds to the c axis of the VI$_3$ flakes. This bias magnetic field is large enough to clearly separate the aligned NV centres from the other three orientation families in the ODMR spectrum, but is small enough to have a negligible effect on the magnetization of the VI$_3$ flakes given the much larger coercive field and anisotropy field [24]. The magnetic images therefore show the remanent magnetization of the sample.

Example ODMR data from sample #2 are shown in Fig. S7. The PL image in Fig. S7a reveals the laser spot size which has a ≈ 50 µm waist. This provides sufficient illumination across the 125 µm field of view of the camera. An example ODMR spectrum from a given pixel from this image is shown in Fig. S7b. The two dips visible in the spectrum correspond to the $|0\rangle \rightarrow |-1\rangle$ and $|0\rangle \rightarrow |+1\rangle$ electron spin resonances of the NV centres aligned with the magnetic field, with transition frequencies $f_1$ and $f_2$, respectively. Fitting each spectrum with a sum of two Lorentzian functions with free frequencies, amplitudes and widths give the two frequency maps shown in Fig. S7c. These frequencies depend on the magnetic field according to $f_1 = D - \gamma_{\text{NV}} B_{\text{NV}}$ and $f_2 = D + \gamma_{\text{NV}} B_{\text{NV}}$, where $D$ is the zero-field splitting and $\gamma_{\text{NV}} = 28.035(3)$ GHz/T is the NV gyromagnetic ratio [34, 35]. The parameter $D$ depends on the local strain and is found to vary by 100’s of kHz across the field of view due to polishing damage as well as strain induced by the Al grid, as highlighted in Fig. S7d which plots the sum of the two measured frequencies, $D = (f_1 + f_2)/2$. This strain has an effect of comparable magnitude to the magnetic field from the VI$_3$ flakes, however it is efficiently normalised out by taking the difference of the measured frequencies, $B_{\text{NV}} = (f_2 - f_1)/2\gamma_{\text{NV}}$.

The resulting magnetic field map is shown in Fig. S7e, where the mean value has been subtracted to isolate the...
contribution of the VI₄ flakes. In this example the mean value was 4.852 mT. The difference with the applied bias field of $B_{NV}^{bias} = 5.000$ mT is attributed to residual magnetic fields emanating from the superconducting coils. Aside from the magnetic signal from the VI₄ flakes (near the centre of the image), the $B_{NV}$ map shown in Fig. 2 exhibits long-range background variations of the order of 10 $\mu$T. These variations indicate small biases in the fit frequency positions across the field of view, presumably related to variations in laser intensity and/or microwave field amplitude affecting the NV spin contrast during the microwave frequency sweep. These long-range variations give rise to low frequency components in the reconstructed magnetization maps, which are removed through a background subtraction algorithm (see section VI).

VI. MAGNETIZATION RECONSTRUCTION

The magnetic field is measured along a known direction defined by the unit vector $u_{NV} = (1, 1, 1)/\sqrt{3}$, using the $xyz$ reference frame defined in Fig. S7h. That is, one measures the projection $B_{NV} = B \cdot u_{NV}$ where $B$ is the magnetic field at the NV layer, which is the sum of the bias field $B_{NV}^{bias} = B_{NV}^{bias} u_{NV}$ and the stray field emanating from the magnetic VI₄ flakes, $B_{stray}$. In the case of an ultrathin magnetic sample of magnetization $M = M(x, y) u_{M}$ where the direction $u_{M}$ is constant and known, it is possible to uniquely reconstruct (up to some offsets) the amplitude $M(x, y)$ from the magnetic field map $B_{NV}(x, y)$ [12] [22]. Here, the VI₄ flakes are expected to be magnetized perpendicular to their plane, i.e., along the $c$ axis [19], and so we take $u_{M} = (0, 0, 1)$ and solve for the amplitude $M_z(x, y)$. In the Fourier plane $(k_x, k_y)$, the relationship between the field $b_{NV}(k_x, k_y, z)$ at a standoff distance $z$ above the flakes and the magnetization $m_z(k_x, k_y)$ reads

$$b_{NV}(k_x, k_y, z) = u_{NV} \cdot (-i k_x, -i k_y, k) \frac{\mu_0}{2} e^{-k_z z} m_z(k_x, k_y) t$$

(1)

where $k = \sqrt{k_x^2 + k_y^2}$, $\mu_0$ is the vacuum permeability and $t$ is the layer thickness. To take into account the finite thickness of the NV layer (see Fig. S1), we integrate Eq. 1 over the range $z \in [z_{NV} - t_{NV}/2, z_{NV} + t_{NV}/2]$ where $z_{NV}$ is the mean standoff distance and $t_{NV}$ is the NV layer thickness, which gives

$$\bar{b}_{NV}(k_x, k_y) = u_{NV} \cdot (-i k_x, -i k_y, k) \frac{\mu_0}{2} e^{-k_{NV} z} \frac{\sinh(k t_{NV}/2)}{k t_{NV}/2} m_z(k_x, k_y) t$$

(2)

where $\bar{b}_{NV}$ denotes the average field over the NV layer, assuming a uniform distribution of NVs within the interval defined above.

For $(k_x, k_y) = (0, 0)$, the right-hand-side term in Eq. 2 vanishes and so $m_z(0, 0)$ is not defined. In real space this corresponds to an undetermined global offset, which we will set by requiring the magnetization to be null far from the flakes. For any non-zero $k$-vector, Eq. 2 can be inverted to give

$$m_z(k_x, k_y) = T(k_x, k_y) \bar{b}_{NV}(k_x, k_y)$$

(3)

where

$$T(k_x, k_y) = \frac{k t_{NV} e^{k_{NV} z}}{\mu_0 \sinh(k t_{NV}/2) u_{NV} \cdot (-i k_x, -i k_y, k)}$$

(4)

The Fourier transform of $m_z(k_x, k_y) t$ corresponds to an areal magnetization (in units of $A$ or $\mu_B/\text{nm}^2$) and is simply denoted as $M_z$ in the main text. The $M_z$ maps shown in the main text were produced using $z_{NV} = 290$ nm and $t_{NV} = 100$ nm, based on Fig. S1b. We note that the pixel size in our images (250 nm) is close to the thickness of the NV layer (see Fig. S1), we integrate Eq. 1 over the range $z \in [z_{NV} - t_{NV}/2, z_{NV} + t_{NV}/2]$ where $z_{NV}$ is the mean standoff distance and $t_{NV}$ is the NV layer thickness, which gives

$$\bar{b}_{NV}(k_x, k_y) = u_{NV} \cdot (-i k_x, -i k_y, k) \frac{\mu_0}{2} e^{-k_{NV} z} \frac{\sinh(k t_{NV}/2)}{k t_{NV}/2} m_z(k_x, k_y) t$$

(2)

where $\bar{b}_{NV}$ denotes the average field over the NV layer, assuming a uniform distribution of NVs within the interval define above.

For $(k_x, k_y) = (0, 0)$, the right-hand-side term in Eq. 2 vanishes and so $m_z(0, 0)$ is not defined. In real space this corresponds to an undetermined global offset, which we will set by requiring the magnetization to be null far from the flakes. For any non-zero $k$-vector, Eq. 2 can be inverted to give

$$m_z(k_x, k_y) = T(k_x, k_y) \bar{b}_{NV}(k_x, k_y)$$

(3)

where

$$T(k_x, k_y) = \frac{k t_{NV} e^{k_{NV} z}}{\mu_0 \sinh(k t_{NV}/2) u_{NV} \cdot (-i k_x, -i k_y, k)}$$

(4)

The Fourier transform of $m_z(k_x, k_y) t$ corresponds to an areal magnetization (in units of $A$ or $\mu_B/\text{nm}^2$) and is simply denoted as $M_z$ in the main text. The $M_z$ maps shown in the main text were produced using $z_{NV} = 290$ nm and $t_{NV} = 100$ nm, based on Fig. S1b. We note that the pixel size in our images (250 nm) is close to $z_{NV}$, and so the $e^{k_{NV} z}$ factor in Eq. 2 remains close to one even at the highest spatial frequencies. Nevertheless, to prevent any noise amplification, the $T(k_x, k_y)$ matrix was passed through a Hanning low-pass filter with cut-off frequency $k_c = 2/z_{NV}$, as done in Ref. 22.

In the raw $M_z$ maps, low-frequency variations are typically observed in the background (see Fig. S1 for sample #1), which are due to low-frequency components in the raw $B_{NV}$ maps (Fig. S8b) caused by small systematic ODMR fitting errors varying across the field of view (see section V). These variations are not physical since the magnetization should vanish outside the flakes. To allow a more accurate reading of the magnetization of the flakes, we applied a background subtraction procedure as follows. First, the regions where physical flakes are present in the field of view are defined based on the optical images and the presence of sharp magnetic features in the $B_{NV}$ map, indicated by green polygons in Fig. S8b. The background is then estimated by removing these regions from the raw $M_z$ map, replacing them by a linear interpolation, and applying a Gaussian convolution to produce a smooth background with only low-frequency components (Fig. S8c). Subtracting this background from the raw $M_z$ map gives the corrected $M_z$ map (Fig. S8d). All the $M_z$ maps shown in the main text were obtained via this procedure.
FIG. S8. Magnetization reconstruction and background subtraction. (a) Raw $B_{NV}$ map of sample #1 after a simple offset subtraction. Fig. 1c of the main text corresponds to the same map after a plane subtraction. (b) Raw $M_z$ reconstructed from (a) using Eq. 3. The $k = 0$ component was set to zero. (c) Background obtained from (b) by removing the regions corresponding to physical magnetic features displayed as green polygons in (b), see details in the text. (d) Background-corrected $M_z$ map obtained by subtracting (c) to (b).

VII. DIRECT COMPARISON WITH THEORETICAL STRAY FIELD

To verify that the $M_z$ values obtained via the reconstruction method are sound, we directly compared the magnetic field data with the expected field for a simplified geometry. We consider the data for sample #2 (Fig. S9a) and model the flake as a square-shaped 2D magnetic element $10 \mu m \times 10 \mu m$ in size, with a uniform magnetization $M_z$. The stray field outside such a structure can be readily computed, for instance using the analytical solutions from Ref. 36. The calculated stray field $B$, at a given standoff distance $z_{NV}$, is then projected along the NV axis $u_{NV}$ to give $B_{NV}$. To model the finite spatial resolution of the measurement, we convolved the raw $B_{NV}$ map with a 2D Gaussian function with a full-width at half maximum of 700 nm. The result is shown in Fig. S9b for a magnetization $M_z = 5 \mu_B/\text{nm}^2$ and a standoff $z_{NV} = 290 \text{ nm}$, reproducing the overall pattern seen in the experiment (Fig. S9).

FIG. S9. Comparison of measured stray field with simple model. (a) $B_{NV}$ map of sample #2. (b) Calculated $B_{NV}$ map for a $10 \mu m \times 10 \mu m$ flake with a uniform magnetization $M_z = 5 \mu_B/\text{nm}^2$. The standoff is taken to be $z_{NV} = 290 \text{ nm}$, and we convolved the result with a 2D Gaussian function with a full-width at half maximum of 700 nm to model the finite spatial resolution of the measurement. (c) Line cuts taken along the black dashed lines shown in (a,b).
Line cuts through the flake (Fig. S9c) confirm the broad agreement between experiment (data points) and simulation (solid line), indicating that indeed the magnetization of this 3-layer VI$_3$ flake is of the order of 5 $\mu B$/nm$^2$, much smaller than expected from measurements of bulk VI$_3$ ($\approx 15$ $\mu B$/nm$^2$ for 3 layers).

We note that the non-trivial shape and non-uniform magnetization of the flakes prevent an accurate fitting of the $B_{NV}$ data to directly extract $M_z$ as was done in Ref. [22], as highlighted by the discrepancies between experiment and simulation in Fig. S9c. In this case, it is thus preferable to use the reconstructed $M_z$ map which automatically accounts for arbitrary shapes and magnetization patterns. The only downside of the $M_z$ reconstruction method is that it may introduce truncation artefacts when computing the Fourier transform of $B_{NV}$, however this was found to be negligible in most cases given that our field of view is much larger than the size of the flakes studied.

VIII. TEMPERATURE DEPENDENCE OF THE MAGNETIZATION

To vary the sample temperature, $T_{\text{sample}}$, two strategies can be employed. The most natural one is to use a resistive heater to regulate the temperature recorded by the nearby sensor, $T_{\text{sensor}}$. However, we found that this local heating generally produces significant temperature gradients across the system due to poor thermal coupling between the sample (i.e. the VI$_3$ flakes) and the heater/sensor. This is evidenced by the fact that the onset of magnetism occurs at a sensor temperature $T_{\text{sensor}} \approx 70$ K (Fig. S10a), which is larger than the Curie temperature of bulk VI$_3$ ($T_c \approx 50$ K) [19]. This means that the VI$_3$ flakes, which are exposed to the cold He exchange gas, are colder (by

![Temperature dependence of magnetization](image)

FIG. S10. Magnetization maps vs temperature. (a) $M_z$ maps of sample #1 at various temperatures obtained by local heating with a resistive heater. The temperature measured by a nearby sensor, $T_{\text{sensor}}$, is indicated above each image. (b) $M_z$ maps recorded during a slow global warming of the system (see text), where the sample temperature ($T_{\text{sample}}$) should coincide with the sensor temperature ($T_{\text{sensor}}$). The temperature range during the measurement (start-end temperature as measured by the sensor) is indicated above each image. (c) Magnetization of an 8-layer flake as a function of $T_{\text{sensor}}$ with local heating and global warming. Multiplying the $T_{\text{sensor}}$ scale by a factor 0.8 brings the local heating curve (dashed line) close to the global warming curve, providing a way to estimate $T_{\text{sample}}$ when using the local heating method.
about 20 K) than the heater/sensor plate. The poor thermal coupling between the VI$_3$ flakes and the heater/sensor plate is likely a result of the low thermal conductivity of some of the elements (e.g. the glass coverslip supporting the diamond) and poor thermal contacts within the PCB/coverslip/diamond assembly (see section IV).

An alternative strategy to vary $T_{\text{sample}}$ is to reduce the overall cooling power of the cryostat. This is achieved by reducing the pressure of the He exchange gas thermally coupling the cold plate with the vacuum tube housing the sample, which is itself filled with He exchange gas (room temperature pressure of 10-100 mbar). By reducing the pressure in the outer space while keeping the inner pressure high, we can thus increase the sample temperature while minimising temperature gradients inside the tube since there are no local sources of heating or cooling. In that case, the sensor temperature is a good estimate of the sample temperature, $T_{\text{sensor}} \approx T_{\text{sample}}$, as confirmed by the fact that the onset of magnetism is seen at $T_{\text{sensor}} \approx T_c$ (Fig. S10). The data plotted in Fig. 2d of the main text were obtained using this method. Namely, starting from high cooling power where $T_{\text{sensor}} < 5$ K, we decreased the He pressure in the outer space causing $T_{\text{sensor}}$ to slowly increase up to 100 K over the course of a few hours. NV measurements were taken throughout this slow increase and the temperature monitored. The $M_z$ maps thus obtained are shown in Fig. S10b, also displaying the temperature range during each measurement, that is, the starting and final temperatures. In Fig. 2d of the main text, the temperature was taken as the mean value of this temperature range.

The $M_z$ vs $T_{\text{sensor}}$ curves obtained via these two methods are shown in Fig. S10; for an 8-layer flake. We notice that the local heating curve seems to be roughly a stretched version of the global warming curve. That is, multiplying the $T_{\text{sensor}}$ scale by a factor 0.8 brings the local heating curve close to the global warming curve. In Fig. 3c of the main text, we used this correction to estimate the sample temperature, where $T_{\text{sensor}}$ was regulated by local heating to allow longer measurements.

IX. DOMAIN REVERSAL

In Fig. 3 of the main text, we imaged the magnetic switching of several samples. Here we give further details on the experiments and analysis. The samples were initially magnetized by applying a magnetic field of 1 T in the $+z$ direction for a few minutes, at the base temperature ($T_{\text{sensor}} \approx 5$ K). Magnetic field pulses of increasing amplitude $B_p$ were then applied in the $-z$ direction to switch the sign of the magnetization, i.e. $B_p = -0.1$ T, $-0.2$ T, $-0.3$ T etc. The pulses were applied by ramping up the field at a rate of 50 mT/s until $B_p$ is reached, then maintaining $B_p$ for about 10 seconds, and ramping down to zero at a rate of $-50$ mT/s. After each step, $B_{NV}$ maps were recorded under a small bias magnetic field ($B_{\text{bias}} = 5$ mT) and converted to $M_z$ maps.

When a flake has not switched ($M_z > 0$) after a pulse of $B_p = -0.2$ T but has ($M_z < 0$) after a pulse of $B_p = -0.3$ T, for instance, we assign to this flake a switching field (i.e. the coercive field in this case) of $H_c = -0.25 \pm 0.05$ T, which is the half-way point. Because magnetization switching is a random process, a more accurate estimate could in principle be obtained by repeating the process many times and building a histogram of the switching field. Here, given the long acquisition times involved, we simply verified that repeating the process once (re-magnetizing the flakes in the $+z$ direction and applying pulses in the $-z$ direction) gave a similar switching field, typically within 0.1 T. We also verified that the switching field is symmetric, that is, switching the flake back in the $+z$ direction requires the same field amplitude (within 0.1 T) just of opposite sign.

For sample #3, the process was repeated at different temperatures to construct the graph in Fig. 3c of the main text. For these measurements, the temperature was set using local heating and the measured sensor temperature was corrected to obtain an estimate ($\pm 5$ K) of the sample temperature as explained in section IV. For each temperature, we re-initialized the magnetic state by applying 1 T in the $+z$ direction before applying the pulses in the $-z$ direction. The full series of $M_z$ maps versus temperature and pulse amplitude are shown in Fig. S11. From these maps, for each flake (labelled 1 and 2) and each temperature, the switching field $H_s$ was determined as described above.

In the Stoner-Wohlfarth model [23], the coercive field of a thin magnetic element with perpendicular anisotropy is given by the anisotropy field, $H_c = \frac{2K_{\text{VI}}}{M_s}$. Here $K_{\text{eff}} = K_1 - \mu_0 M_s^2 / 2$ is the effective anisotropy constant, where $K_1$ is the magneto-crystalline anisotropy constant and the second term is the demagnetizing contribution which reduces the effective anisotropy. This coercive field corresponds to the nucleation field of the coherent reversal mode [23]. In Ref. [24], the anisotropy constant of bulk VI$_3$ was determined to be $K_1 = 37$ MJ/m$^3$ at 5 K, with an approximately linear dependence with temperature where the anisotropy is reduced to $K_1 = 5$ MJ/m$^3$ at 48 K. Using these values together with a spontaneous magnetization of $M_s = 70$ kA/m (corresponding to 1 $\mu_B$/f.u.), we obtain a coercive field of $H_s \approx 1.0$ T at 5 K. Using the temperature dependence of $M_s$ from Ref. [24], we get $H_s \approx 0.2$ T at 48 K, with an approximately linear decrease between these temperatures. This is the origin of the dashed line plotted in Fig. 3c of the main text.

In the case of sample #2, we observed a slightly different behaviour compared to the other samples. By initializing the sample as before, i.e. by applying 1 T at 5 K to magnetize the flakes in the $+z$ direction, reversed domains were
Fig. S11. Magnetization reversal vs temperature. $M_z$ maps of sample #3 after applying an increasingly large magnetic field pulse in the $-z$ direction, starting from the flakes magnetized in the $+z$ direction. Each row corresponds to a different sample temperature. These maps were used to estimate the coercive field $H_c$ in Eq. 3c of the main text.

formed in the 3-layer flake at a field as low as $-0.3$ T, as shown in Fig. S12a. Upon increasing the field amplitude, the domains grew in size but full reversal of the flake was achieved only at $-0.8$ T, with clear indication of domain wall pinning in between. However, a second initialization, this time by applying 1 T while cooling down from above $T_c$, gave a different result, shown in Fig. S12b. Here, there is no switching of the majority of the flake even at $-1$ T, implying that the switching field is much larger than the domain wall depinning fields, similar to the other samples. One possible explanation is that in the first case, the flake was not properly initialized, leaving pockets of reversed magnetization that acted as nucleation points. We also notice that the magnetization is slightly larger in the second case compared to the first one, $\approx 8 \, \mu B/\text{nm}^2$ instead of $\approx 5 \, \mu B/\text{nm}^2$ for the 3-layer flake. This may be further evidence of incomplete initialization in the first case, although we stress that the second measurement was performed several weeks after the first one and so other factors may have contributed to the discrepancy (e.g., a slightly different base temperature).

Fig. S12. Additional data of magnetization reversal. $M_z$ maps of sample #2 as a function of the magnetic field pulse amplitude, $B_p$, starting from two different initial states. In the first case (a), the sample was initialized by applying 1 T at 5 K following a zero field cooling, while in the second case (b) the field was applied during cooling to ensure complete magnetization.
X. INITIAL MAGNETIZATION AND DEPINNING FIELD

In Fig. 4 of the main text, we imaged the evolution of sample #1 during the initial magnetization. Here we give further details on the experiments and analysis. The sample was initially prepared in a virgin state by heating it above \( T_c \) using local heating, demagnetizing the superconducting magnet (by alternating positive and negative sign while decreasing the amplitude) to remove any residual magnetic field, and cooling the sample down to the base temperature (\( T_{\text{sensor}} \approx 5 \text{ K} \)) under no applied magnetic field. Following this zero field cooling (ZFC), magnetic field pulses (\( \sim 10 \text{ second long} \)) of increasing amplitude \( B_p \) were applied in the \( +z \) direction to progressively magnetize the sample. After each step, \( B_{NV} \) maps were recorded under a small bias magnetic field (\( B_{\text{bias}} = 5 \text{ mT} \)) and converted to \( M_z \) maps.

To construct the depinning field histograms in Fig. 4c of the main text, the number of changes induced by each magnetic field pulse were counted. Here a change was defined by either the jump of a domain wall segment or, where domain walls are not clearly resolved because the domain size is close to the spatial resolution, by the change of size or intensity of the domain. The histograms for the 4L, 5L, and 8L flakes were obtained from the image series in Fig. 4a of the main text, whereas the histogram for the ‘thick’ flakes was obtained by analysing the region indicated by the dashed box in Fig. 4b of the main text, which corresponds to flakes 10-20 nm in thickness.

Additional initial magnetization data are shown in Figs. S13a and S13b for samples #2 and #3, showing similar depinning fields to sample #1 in the range 0.2-0.3 T.

![Additional data of initial magnetization](image)

In magnetic films with perpendicular anisotropy, the energy per unit domain wall area is \( \sigma_0 = 4\sqrt{AK_{\text{eff}}} \) where \( A \) is the exchange interaction and \( K_{\text{eff}} \) is the effective anisotropy constant. In a 1D model, the domain wall energy at a pinning site can be expressed as \( \sigma_{\text{pin}} = (1 - \alpha)\sigma_0 \) where \( \alpha \) is a factor ranging between 0 (no pinning) and 1 (corresponding to a void where \( A = K_{\text{eff}} = 0 \)). The local minimum in the energy versus position profile is tilted by an amount \( 2H_{\text{eff}}\Delta \) which gives \( H_d \sim \alpha \frac{2K_{\text{eff}}}{M_s} \). The maximum depinning field, corresponding to a void, is therefore \( H_{\text{d}}^{\max} \sim \frac{2K_{\text{eff}}}{M_s} \), which also corresponds to the coercive field \( H_c \) in the Stoner-Wohlfarth model [23]. In a flake comprising \( N \) layers, a void in only one of the layers will give a pinning factor \( \alpha = 1/N \) hence \( H_d \sim \frac{2K_{\text{eff}}}{N M_s} \). The depinning fields measured in the thin flakes of sample #1 are in broad agreement with this expression, which predicts \( H_d \sim 0.25 \text{ T} \) for a 4-layer flake, for instance. This suggests that the strong pinning sites observed in the images may be due to defects such as cracks extending through a single atomic layer. The fact that the depinning field decreases with increasing thickness (increasing \( N \)) as observed in Fig. 4c of the main text supports this picture, although the nonlinear scaling indicates that for thicker flakes the defects may extend through several layers.

XI. EFFECT OF LASER HEATING

Even though the VI₃ flakes are not directly illuminated by the laser and are somewhat thermally decoupled from the laser-illuminated diamond (see section Ⅲ), some amount of heating may still reach the VI₃ flakes. To quantify
this effect, we recorded images at varying laser powers, $P_{\text{laser}}$. The results are presented in Fig. S14 for sample #3 with laser powers (entering the cryostat) ranging from 1 mW to 35 mW. The $B_{\text{NV}}$ and $M_z$ maps (Fig. S14a,b) are qualitatively similar across the different laser powers, and line cuts reveal only small variations (Fig. S14c). To quantify these variations, we integrate the $M_z$ maps over the two flakes (dotted box in Fig. S14b) to obtain the total magnetic moment. This is plotted as a function of $P_{\text{laser}}$, in Fig. S14d, revealing a small decrease with increasing laser power, where the moment at 35 mW (10 mW) is about 10% (8%) smaller than at 1 mW. Thus, we conclude that while the laser contributes to slightly reduce the measured magnetization (either due to local heating or to laser-dependent biases in the ODMR fitting), it cannot be solely responsible for the discrepancy between the magnetization of our few-layer flakes and that of bulk VI$_3$ observed in Fig. 2c of the main text.

In fact, we postulate that laser-induced heating is mostly negligible as far as the magnetic properties of VI$_3$ are concerned, based on the following observations. First, the images in Fig. S10 (recorded with $P_{\text{laser}} = 50$ mW) show that the onset of magnetism occurs when the sensor temperature is $T_{\text{sensor}} \approx 50$ K consistent with the Curie temperature of bulk VI$_3$ [19]. If there was a significant laser heating at the sample location compared to the sensor location, then the apparent onset would occur at a lower $T_{\text{sensor}}$. Second, the coercive field $H_c$ is expected to decrease when the temperature is increased [24]. In Fig. 3 of the main text, we found that $H_c$ is of the order of 1 T for most flakes without active heating (apart from the laser), consistent with bulk VI$_3$ at 2 K [24]. Thus, the measured $H_c$ is consistent with the sample being at a temperature close to the base temperature of $T_{\text{sensor}} \approx 5$ K. Therefore, given the lack of evidence of any major effect of the laser on the magnetic properties of VI$_3$, all the data reported in the paper were acquired with a relatively high laser power, between 10 mW and 50 mW, unless specified otherwise.

![Effect of laser heating](image)

**FIG. S14.** Effect of laser heating. (a) $B_{\text{NV}}$ maps of sample #3 obtained with different laser powers $P_{\text{laser}}$. (b) Corresponding $M_z$ maps. (c) Line cuts of $M_z$ taken along the green dashed line shown in (b). (d) Total magnetic moment obtained by integrating the dotted box shown in (b), as a function of $P_{\text{laser}}$.

### XII. EFFECT OF THE BIAS MAGNETIC FIELD

All NV measurements were performed in a small bias magnetic field of $B_{\text{bias}} = 5$ mT, revealing the remanent magnetic state of the samples. In the absence of domains, this remanent magnetization corresponds to the spontaneous magnetization $M_s$. However, because the local magnetization in our experiments was found to be somewhat lower than the bulk $M_s$, a legitimate question is whether small domains (below our spatial resolution) may spontaneously form at low field, which would decrease the apparent (averaged) magnetization. To address this question, we measured sample #1 again but in a larger bias magnetic field of $B_{\text{bias}} = 200$ mT, aligned with the [111] direction of the diamond crystal. In this case only one ODMR frequency was measured, $f_1$, and the net magnetic field was defined as $B_{\text{NV}} = f_1/\gamma_{\text{NV}}$, ignoring the offset which does not enter the $M_z$ map. The $M_z$ maps obtained with these two bias field conditions are shown in Fig. S15. The $M_z$ values appear slightly larger at 200 mT versus 5 mT by 5-10%, which may be partly explained by the paramagnetic contribution to the magnetization. Despite this small difference, it is clear that 200 mT does not dramatically change the measured magnetization in our ultrathin samples, which remains well short of the magnetization of bulk VI$_3$. 

Note: tried CW ODMR, but heating → $T_{\text{sensor}} = 15$ K
FIG. S15. Effect of the bias magnetic field. \( M_z \) maps of sample #1 obtained from the magnetic field maps \( B_{NV} \) measured under a bias magnetic field of (a) \( B_{NV}^{bias} = 5 \) mT and (b) \( B_{NV}^{bias} = 200 \) mT. In both cases the bias field is aligned with the [111] direction of the diamond crystal.

XIII. AB INITIO CALCULATIONS

In order to test the possibility of a different magnetic behaviour in few-layer VI\(_3\) compared to bulk, we performed ab initio calculations of monolayer, bilayer and trilayer VI\(_3\) structures. We examined in particular the interlayer exchange coupling, since in a few other van der Waals magnets (e.g. CrI\(_3\)) it was found to differ between bulk samples (ferromagnetic interlayer coupling, FM) and encapsulated ultrathin samples (antiferromagnetic interlayer coupling, AFM) due to a different stacking arrangement [8, 9]. For VI\(_3\), we found that the most stable bilayer is in its AB stacking form with interlayer AFM coupling, while trilayer is also in interlayer AFM state and has an ABA stacking form. This may provide a possible (partial) explanation for the weaker magnetization observed experimentally in few-layer samples compared to bulk VI\(_3\). Moreover, we discovered a magnetic second-order phase transition when the van der Waals interlayer distance changes, not only in bilayers (FM) but also in trilayers (AFM). Consistent with the bulk electronic properties, monolayers and bilayers should be Mott insulators with calculated band gaps in the range of 0.80-0.90 eV, while trilayers interestingly become half metals whether in ABA or ABC stacking forms. The methods and results are presented in detail below.

A. Methods

The structure searching is performed by using USPEX [37, 38] combined with Vienna ab initio simulation package (VASP) [39, 40] in the projector augmented wave (PAW) method [41]. The exchange-correlation energy was treated within the generalized gradient approximation (GGA) using the PBE functional [42] with the van der Waals (vdW) correction proposed by Grimme [43] under zero damping DFT-D3 method. Brillouin Zone (BZ) integrations were carried out using \( \Gamma \)-centered sampling grids with resolution of \( 2\pi \times 0.04 \) Å for structure optimizations. The criteria of energy and atomic force convergence are set to \( 10^{-7} \) eV and \( 10^{-3} \) eV/Å. The initial magnetic moment for V atom is set to \( 2 \mu_B \)/V with the easy \( z \)-axis. It is well-known that first principles calculations usually need to add U values for many transition metal compounds, here we take \( U = 3.25 \) eV for V element, by considering some earlier instructions [44]. We set up a 25 Å large vacuum size for avoiding the interlayer interactions between different periodic unit cells for all 2D structures. In order to carefully consider the interlayer distances, we built a post-process work flow based on pymatgen [44] to check its final stacking structures with energy as fitness.

B. Results

Starting from ferromagnetic VI\(_3\) bulk and monolayer, we have investigated four more 2D structures by GGA-PBE+U spin polarized calculations, as shown in Fig. S16. Based on the work flow, we firstly checked the bulk final stacking structures. As listed in listed in Table S1, the lowest formation energy is obtained for the P-31c structure (AB stacking), closely followed by the R-3 structure (ABC stacking), both with FM interlayer state. This is consistent with experiments, where the P-31c structure was observed at room temperature and the R-3 below 79 K [19, 21]. The variation of the formation energy with the vdW distance between layers is shown in Fig. S17, giving 3.52 Å with the ABC stacking bulk, which is comparable with the experiments (3.43 Å) and means the DFT-D3 vdW correction
we stress that the data can also be explained by assuming FM interlayer coupling together with an intrinsically weak proportionality factor. In the bilayer case, a mixture of AFM/FM interlayer coupling caused by local stacking faults (thickness) are always magnetized in the opposite direction to the majority, thus reducing the net magnetization by a $\approx$ explanation to the weak magnetization observed in the experiments reported above, of $\approx 0.4 \ \mu_B$/f.u. on average for flakes up to 9 layer thick. One could imagine, for instance, that a certain number of layers (increasing with thickness) are always magnetized in the opposite direction to the majority, thus reducing the net magnetization by a proportionality factor. In the bilayer case, a mixture of AFM/FM interlayer coupling caused by local stacking faults could explain why the measured magnetization (at the scale of our spatial resolution) is weak but non-zero. However, we stress that the data can also be explained by assuming FM interlayer coupling together with an intrinsically weak

| Structures                     | $d$  | $\delta E$ | $M$  |
|-------------------------------|------|------------|------|
| (interlayer AFM/FM)           | (Å)  | (meV/V$_2$J$_0$) | (µB/V) |
| Monolayer                     | –    | 1105.77    | 2.00  |
| AA bilayer(AFM)               | 3.56 | 833.97     | 0.00  |
| ABC trilayer(FM)              | 3.45 | 697.69     | 2.00  |
| ABA trilayer(FM)              | 3.44 | 696.95     | 2.00  |
| ABC trilayer(AFM)             | 3.52 | 549.72     | 0.67  |
| ABA trilayer(AFM)             | 3.53 | 379.08     | 0.67  |
| AA bilayer(FM)                | 3.62 | 348.21     | 2.00  |
| AB bilayer(FM)                | 3.55 | 319.06     | 2.00  |
| AB bilayer(AFM)               | 3.54 | 307.28     | 0.00  |
| AA bulk(FM)(P-31m)            | 3.59 | 27.12      | 2.00  |
| ABC bulk(FM)(R-3)             | 3.52 | 0.47       | 2.00  |
| AB bulk(FM)(P-31c)            | 3.52 | 0.00       | 2.00  |

TABLE S1. The vdW layer distances ($d$), formation energy differences ($\delta E$) and total magnetic moments ($M$) for 2D and bulk VI$_3$ structures, obtained from GGA-PBE+U calculations.

method is reasonable. In Table S1 we can notice that the monolayer has the highest formation energy, as large as 1105.77 meV/V$_2$J$_0$ (or 138.22 meV/atom) above the most stable AB stacking bulk. Meanwhile, bilayers and trilayers are much more energetically favourable, which means they are easier to be achieved in experiments.

Then, we checked the corresponding multilayers and find that the stable bilayer is in its AB stacking form with interlayer AFM state, while the most stable trilayer is also in interlayer AFM state and has an ABA stacking form, as shown in Fig. S17a-f. More interestingly, here we discovered a magnetic second-order phase transition when the vdWs interlayer distance changes, not only in interlayer FM bilayers but also in interlayer AFM trilayers. Its theoretical explanation can be done by the crystal field theory (CFT), related with the different V occupied magnetic orbitals. Considering AB stacking bilayer, there are two different V atomic positions, V1 and V2 have the same nearest neighbours environment, while V3 and V4 have another one. In our DFT simulations, the V1/V2 occupied positions have larger magnetic moments than the V3/V4 positions, which implies the splitting of degenerate orbitals under the framework of CFT. For trilayers, although the ABA and ABC stacking forms have different phase transition vs vdW distance positions, as shown in Fig. S17c, they both prefer to have AFM interlayer coupling states, with ABA stacking trilayer the most stable. Therefore, interlayer AFM bilayers can contribute nothing and trilayers have only 0.67 $\mu_B$ per V atom ($\mu_B$/V, which is identical to $\mu_B$/f.u.) for magnetization.

The prevalence of AFM interlayer coupling in few-layer VI$_3$, as identified by our calculations, provides a possible explanation to the weak magnetization observed in the experiments reported above, of $\approx 0.4 \ \mu_B$/f.u. on average for flakes up to 9 layer thick. One could imagine, for instance, that a certain number of layers (increasing with thickness) are always magnetized in the opposite direction to the majority, thus reducing the net magnetization by a proportionality factor. In the bilayer case, a mixture of AFM/FM interlayer coupling caused by local stacking faults could explain why the measured magnetization (at the scale of our spatial resolution) is weak but non-zero. However, we stress that the data can also be explained by assuming FM interlayer coupling together with an intrinsically weak
per-layer magnetization of $\approx 0.4 \mu_B$/f.u. The reason for such a weak magnetization could be related to disorder caused by degradation of our ultrathin samples, but could also be due to an intrinsic mechanism yet to be identified. We note that the measured magnetization of bulk VI$_3$ of $\approx 1.0 \mu_B$/f.u. is already significantly weaker (by a factor 2) than predicted by ab initio calculations. This indicates that the magnetic behaviour of VI$_3$ is currently not fully captured by ab initio calculations. Future work aiming to correlate the magnetization with the stacking arrangement could shed light onto this system.

Finally, we theoretically investigated the electronic properties of the 2D VI$_3$ structures. Quite different from a previous work on its monolayer and the R3 phase [45], we find that bulk, monolayer and bilayers are all insulators with calculated band gaps in the range of 0.80-0.90 eV, as shown in Fig. S18a-d, which are also consistent with the recent experiment in Ref. [20]. Interestingly, band structures of trilayers present them as half metals whether in ABA or ABC stacking forms, where the majority spin is insulating with ABA and metallic with ABC stacking, as shown in Fig. S18e-f. In Fig. S19 we plot the bands near the Fermi level without and with spin-orbit coupling (SOC), and find it can open relative small negative SOC bandgaps at the $\Gamma$ point, which further confirms its metallic behaviour different from monolayer and bilayers.
FIG. S18. The electronic band structures and density of states (DOS) of bulk and 2D VI₃: (a) AB stacking bulk; (b) VI₃ monolayer; (c) AB stacking bilayer with interlayer AFM state; (d) AB stacking bilayer with interlayer FM state; (e) ABA stacking trilayer with AFM state; (f) ABC stacking trilayer with AFM state. The majority and minority spin bands are plotted in solid orange and dashed blue lines; The total DOS, V(d) and I(p) partial DOS are plotted as black, brown and green lines respectively. Fermi level has been set to zero.

FIG. S19. The electronic band structures of VI₃ trilayers near Fermi level without and with spin-orbit coupling (SOC): (a) minority spin bands of ABA stacking trilayer; (b) majority spin bands of ABC stacking trilayer; (c) SOC bands of ABA stacking trilayer; (d) SOC bands of ABC stacking trilayer; Fermi level has been set to zero.