A Mathematical Approach to Simultaneously Plan Generation and Transmission Expansion Based on Fault Current Limiters and Reliability Constraints
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Abstract: Today, generation and transmission expansion planning (G&TEP) to meet potential load growth is restricted by reliability constraints and the presence of uncertainties. This study proposes the reliability constrained planning method for integrated renewable energy sources and transmission expansion considering fault current limiter (FCL) placement and sizing and N-1 security. Moreover, an approach for dealing with uncertain events is adopted. The proposed planning model translates into a mixed-integer non-linear programming model, which is complex and not easy to solve. The problem was formulated as a tri-level problem, and a hybridization framework between meta-heuristic and mathematical optimization algorithms was introduced to avoid linearization errors and simplify the solution. For this reason, three meta-heuristic techniques were tested. The proposed methodology was conducted on the Egyptian West Delta system. The numerical results demonstrated the efficiency of integrating G&TEP and FCL allocation issues in improving power system reliability. Furthermore, the effectiveness of the hybridization algorithm in solving the suggested problem was validated by comparison with other optimization algorithms.
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1. Introduction

The generation and transmission expansion planning (G&TEP) problem is one of the most debated topics within academia and decision-makers in the energy sector. G&TEP is concerned with identifying an optimum strategy for where, when, and how many generation and transmission facilities must meet the load growth while preserving the power system’s reliability and security performance [1,2].

G&TEP tasks are typically conducted individually rather than in an integrated way. Separated generation and transmission expansion planning exercises rarely lead to optimal overall planning and operating costs [1–4]. Various constraints have been suggested in the literature to shape more realistic G&TEP models [4]. The presented methodologies to handle the G&TEP problem can be grouped into four categories: (1) direct solution
methods, (2) static or dynamic planning, (3) solution methods with uncertainties involved in the problem, and (4) solution methods with reliability engaged in the problem.

Solving the G&TEP optimization problem is an arduous task because the workable search space in G&TEP is typically ample, non-convex, and challenging to explore. The literature on this topic includes a variety of methods to solve it, which can be organized into three classes: (1) mathematical methods, (2) heuristic methods, and (3) meta-heuristic methods. Each method has its advantages and disadvantages [2,3]. The G&TEP model can be static or dynamic. The static model considers the demand for electrical power at the end of the planning horizon to find the location and number of new lines and generation stations. However, a dynamic model divides the planning horizon into many time intervals to solve the G&TEP problem.

The electrical system’s stochastic and reliability measurements impact the planning model’s efficiency and change the power system’s final configuration. Uncertain events, such as load demand variability and line contingencies, may occur. The installation of distributed generation (DG) units, such as renewable energy sources (RESs), poses new uncertainties [5,6]. These could dramatically affect the power system’s operation and weaken the grid’s reliability (for instance, a rolling blackout may occur, similar to the blackouts in California in 2020 [7]). Reliability measurements, such as N-1 security and short-circuit current (SCC) limits, are required to ensure that the generation and transmission facilities meet the future demand requirements during contingencies.

In the existing literature, while incorporating N-1 constraints into transmission expansion models is common practice, embedding conditions of SCCs into G&TEP models in the planning phase has been little discussed [8–21]. Ignoring SCC constraints may threaten the security of power grids because G&TEP reduces the equivalent network impedance, which, in turn, increases the short-circuit level of substations.

For instance, Sun et al. [8] introduced G&TEP models to handle power system uncertainties. They tested different clustering techniques to select suitable scenarios that represent uncertainties. Moghaddam [9] also proposed a G&TEP model that considers the impact of wind speed’s spatial distribution. A key limitation of Sun et al. [8] and Moghaddam [9] is that they did not address the N-1 security and SCC constraints. A G&TEP model, including energy storage systems, dynamic thermal rating systems, and optimal line switching, was proposed in other work [10]. Although the suggested algorithm presented a robust model to integrate RESs into power systems, reliability constraints were omitted. Zolfaghari et al. [11] proposed a bi-level multi-stage transmission expansion planning (TEP) considering wind investment. The market-clearing problem based on the AC-optimal power flow was planned, but the impact of reliability measurements on the suggested model was not discussed. Mazaheri et al. [12] integrated the TEP problem with energy storage system placement to deal with uncertainties. N-1 security was embedded in the proposed model, but the SCC constraint was not presented.

Moreover, Zhang et al. [13] suggested a planning model with compromised N-1 security, and Qorbani et al. [14] considered N-1 congestion and resilience constraints in the TEP model. However, both did not investigate the impact of power system uncertainties and SCC limits. A new expansion planning model of integrated electricity and gas networks with the high penetration of renewable energy resources was introduced in other work [15]. A scenario-based stochastic method was exploited to study the correlated uncertainty of photovoltaic generation and electrical loads; however, the SCC constraint was not included in the proposed model.

Regarding short-circuit level issues, Teimourzadeh et al. [16] and Wang et al. [17] introduced SCC limitations in the planning model. The suggested models depend on the location of new circuits to limit the SCC. This model is not helpful in some power systems, as we will see in this work. It is worth mentioning that the linear approximation, in [16,17], was necessary for the SCC analysis to tackle the non-linearity issues. Najjar et al. [18] suggested substituting new lines and opening the bus coupler of substations in a way that reduces SCC. The results showed that the first method cannot reduce the SCC be-
low certain limits, but it is more beneficial than the second method for increasing wind farms integration.

Fault current limiters (FCLs) are special power system devices that minimize and reduce high SCCs to acceptable levels for the existing protection equipment, such as circuit breakers [19–22]. The FCL restricts the fault current to a predetermined level depending on the system configuration and the operating conditions. The power system planning considering FCL allocation was presented in other works [19–21]. These approaches were criticized because N-1 reliability and the impact of uncertainties were not embedded in the model. Furthermore, in [20,21], an equivalent linearized model was needed to handle the problem’s non-linearity. Therefore, a preventive mathematical approach to solving this problem is an imperative and critical task for the operators of the system.

The contributions of this paper are summarized as follows:

• The formulation and the presentation of a G&TEP stochastic model integrating allocation and the size of the FCLs are introduced to increase the penetration of RESs, meet reliability constraints and avoid rolling blackouts.
• To avoid linearization errors, a hybridization framework is suggested to solve the G&TEP problem and handle non-linear constraints.
• Three meta-heuristic techniques, namely lévy flight distribution (LFD), the sine cosine algorithm (SCA), and the success-history-based differential evolution with semi-parameter adaptation hybrid-covariance matrix adaptation evolution strategy algorithm (LSHADE-SPACMA), are employed to solve the problem, and the results obtained are analyzed and compared.
• The suggested methodology was conducted on the realistic transmission of the Egyptian West Delta Network (WDN) to validate the capability of the proposed algorithm.

The rest of this paper is organized as follows. Section 2 introduces the problem formulation, and Section 3 is devoted to the proposed model. The optimization techniques are shown in Section 4, while the results are presented and discussed in Sections 5 and 6, respectively. Finally, the concluding remarks of this work are given in Section 7.

2. Problem Formulation

In this study, reliability constrained expansion planning problem is adopted that jointly resolves the problems of G&TEP and FCL allocation and considers the N-1 security and uncertainties. The proposed problem is formulated as a multi-objective optimization problem subjected to power flow and reliability constraints. The problem objective is to minimize the investment cost of installing new transmission lines, FCLs and generation units such that the operating cost, SCC, and the amount of load shedding (LS) are reduced. The uncertainties are modeled with a scenario-based approach. A set of scenarios representing the outcomes of RESs and demand variability are identified, then the problem is solved for each scenario in a cumulative process. To reduce the problem complexity, a scenario reduction technique is applied to decrease the number of considered scenarios.

2.1. The Mathematical Model

The DC power flow is commonly applied to formulate the model of G&TEP embedding SCC and N-1 constraints [16–20], and it was used in this work. The G&TEP model considering FCLs allocation and N-1 reliability is given as follows:

• Problem objective [16–20]:

\[
\min F_1 + F_2 + F_3 + F_4 + F_5
\]

\[
F_1 = \sum_{s \in S} \sum_{\substack{i, j \in N \\mid i \neq j}} C_{ij}(N_{ij}^s - N_{ij}^{s-1})
\]

\[
F_2 = \sum_{s \in S} \sum_{i \in N} C_{G,i}(N_{G,i}^s - N_{G,i}^{s-1})
\]
\[ F_3 = \sum_{s \in S} \sum_{i,j \in N} (x_{ij}^{FCL,s} - x_{ij}^{FCL,s-1}) \quad (4) \]

\[ F_4 = \sum_{s \in S} \sum_{i \in N} C_{e_{ij}} \left( p_{G,s}^i + p_{R,s}^i \right) \]

\[ F_5 = C_{LS} \sum_{i=N}^{s} LS_i \quad (6) \]

- Constraints [16–20]:

During normal operation:

\[ N_{ij}^{s-1} \leq (N_{ij}^{new,s}) \leq N_{ij}^{max} \quad (7) \]

\[ N_{G,j}^{s-1} \leq N_{G,j}^s \leq N_{G,j}^{max} \quad (8) \]

\[ N_{G,j}^s \left( p_{G,j}^s + p_{R,j}^s \right) - p_{d,i}^s = \sum_{i,j \in N} p_{ij} \quad (9) \]

\[ -P_{ij}^{max} \leq \beta_{ij} N_{ij}^s \left( \theta_i^s - \theta_j^s \right) \leq P_{ij}^{max} \quad (10) \]

\[ \theta_i^{min} \leq \theta_i^s \leq \theta_i^{max} \quad (11) \]

\[ P_{R,j}^{min} \leq P_{R,j}^s \leq P_{R,j}^{max} \quad (12) \]

\[ P_{G,j}^{min} \leq P_{G,j}^s \leq P_{G,j}^{max} \quad (13) \]

During abnormal operation:

(1) Single-line outage:

\[ N_{G,j}^s \left( p_{G,j}^s + p_{R,j}^s \right) - p_{d,i}^s + LS_i = \sum_{i,j \in N} p_{ij} \quad (14) \]

\[ -P_{ij}^{max} \leq \beta_{ij} (N_{ij}^s - 1) \left( \theta_i^s - \theta_j^s \right) \leq P_{ij}^{max} \quad (15) \]

\[ \theta_i^s \leq LS_i \leq P_{d,i}^s \quad (16) \]

(2) Three-phase faults:

\[ N_{ij}^{s-1} x_{ij}^{FCL,s-1} \leq x_{ij}^{FCL,s} \leq N_{ij}^{new,s} x_{ij,\max} \quad (17) \]

\[ 0 \leq I_{SC,i}^s \leq I_{SC}^{max} \quad (18) \]

The objective function provided in (1) aims to reduce investment and operating costs and optimize the location of new transmission lines and generation units. Further, it determines the optimal place and size of the FCLs and the LS. \( F_1 \) and \( F_2 \) represent the investment costs in the TEP and GEP projects, respectively. Similarly, \( F_3 \) concerns the investment cost of installing FCL modules in existing and new circuits. \( F_4 \) is related to the operation cost of generation units. While \( F_5 \) includes the cost of LS to guarantee N-1 security.

Constraints (7) and (8) ensure that installed new circuits and renewable generation units are within their limits, and if they are constructed at scenario \( s \), they will be available at subsequent scenarios. The active power balance at bus \( i \) and power flows through existing and new circuits are restricted by (9) and (10), respectively. The operation limits of generators limits and bus angles are enforced by (11)–(13). N-1 security constraints are dedicated in (14)–(16). The problem is solved for each single line outage, to calculate the amount of LS taking into account the power flow and generating constraints.
Constraint (17) allows placing FCLs modules in existing and newly constructed circuits and forces the installed modules at scenario $S$ to be available in the following scenario. The SCC constraint is represented in (18). Because balanced three-phase faults are often the worst and are used to determine the circuit breaker capacity, it was considered in this work. For a balanced three-phase fault at bus $i$, the three-phase short-circuit current $I_{i}^{SC}$ can be calculated by the following [16–21]:

$$I_{i}^{SC} = \frac{V_{i}(0)}{Z_{ii}} \quad (19)$$

$V_{i}(0)$ is the voltage before the fault at bus $i$. Commonly, $V_{i}(0)$ can be set as 1.0 p.u. $Z_{ii}$ is the Thevenin impedance seen from bus $i$. It is equivalent to the diagonal element of $Z_{Bus}$. $Z_{ii}$ changes as a result of adding a new circuit or FCL component. As shown in Figure 1, when FCL module with impedance $x_{FCL}^{mn}$ is connected in series with a branch between bus $m$ and $n$, $x_{FCL}^{mn}$ is converted to a parallel impedance that equals [21]:

$$z_{p} = \frac{x_{mn} (x_{FCL}^{mn} + x_{mn})}{-x_{FCL}^{mn}} \quad (20)$$

![Figure 1. Impact of adding FCL module to the network, (a) original network with added series FCL, (b) original network with equivalent impedance.](image)

Therefore, change in $z_{ii}$ due to adding a new circuit or FCL module is obtained by (21) and (22) [21].

$$z_{ii} = z_{ii}^{0} + \Delta z_{ii} \quad (21)$$

$$\Delta z_{ii} = \frac{-(z_{im}^{0} - z_{in}^{0})^2}{z_{mm}^{0} + z_{nn}^{0} - 2 z_{mn}^{0} + \left(\frac{N_{FCL}^{p} N_{FCL}^{s}}{N_{FCL}^{p} + N_{FCL}^{s}}\right) (z_{p}^{i})} \quad (22)$$

In the above model, the constraints (19) and (21) are non-linear since impedances are variable due to adding new circuits and including FCLs. Several approaches have been reported in the literature to obtain a mixed-integer linear programming model; however, it may result in linearization errors. In this work, a hybridization framework between meta-heuristic and mathematical optimization algorithms was introduced to avoid linearization of non-linear constraints and simplify the solution. The problem is formulated as a tri-level optimization problem. The non-linear constraints are integrated into a single level, and a meta-heuristic technique is applied for solving this sub-problem. A meta-heuristic technique is selected because it is effective in dealing with non-linear models. The linear constraints are incorporated into the other levels, and two mathematical techniques are implemented to solve them. By applying this decomposition, the number of decision variables considered by the meta-heuristic algorithm is decreased, and therefore its performance is improved.
2.2. Uncertainty Modeling

One of the most practical approaches for modeling load and RES uncertainties is scenario-based techniques. The scenario analysis approach’s key concept is that several scenarios are created to present short-term and long-term load, wind speed, and solar radiation variations [8,23,24]. Then, the G&TEP problem is solved to determine the best solution for each scenario. One well-hedged answer is selected, which is the most suitable for all the designs.

In this work, a cumulative process was used. The problem was solved for each scenario based on the previous scenario results, as shown in Section 3. The applied approach ensures high robustness for all short-term and long-term uncertainties.

To create scenarios of load and RES variation, an approach to scenario generation and scenario reduction was adopted in [24,25]. The 1000 Monte-Carlo scenarios of each solar irradiance, wind speed, and load demand are incorporated to form a set of 1000 scenarios, with each design representing a vector of three elements (load demand, wind speed, and solar irradiance). The Monte-Carlo method relies on repeated random sampling and statistical analysis of simulation results. It starts with defining the probability density function (PDF) of uncertain variables. Then a pre-defined number of random samples are generated, and output values are calculated in a specific model. Load uncertainty is described using normal PDF [24,26]. While wind speed distribution is modeled using Weibull PDF, and solar irradiance is defined with the PDF of lognormal distribution [24,26]. This strategy is repeated several times until sufficient numbers of output variables are produced.

The 1000 scenarios are reduced to a representative set of 25 scenarios by applying the backward reduction technique of stochastic programming [25]. An increasing number of selected strategies might marginally improve the accuracy of the results; however, previous work [24] showed that optimization based on 25 scenarios is good.

3. Proposed Model

3.1. Proposed Hybridization Scheme

The suggested model is depicted in Figure 2. Optimization problems in (1)–(22) are incorporated into the tri-level formulation (upper-, middle-, and lower-level problems). The non-linear constraints are integrated into the upper-level problem, and a meta-heuristic technique is applied to make use of their ability to deal with non-linear systems. At the same time, the linear constraints are included in the middle and lower-level problems. By applying this decomposing, the last two levels are two simple optimization problems. Two mathematical techniques are employed to exploit their comparative advantages to reach optimal solutions within a few iterations.

3.1.1. Upper-Level Problem

The upper-level model can be planned as (7) and (17)–(23). The objective function provided in (23) aims to reduce the TEP project’s investment costs and determine the optimal place and size of the FCLs, considering the SCC limit and the constraints set out in (7) and (17)–(22). LFD, SCA, and LSHADE-SPACMA are examined to select the best one in solving this model.

\[
\text{Min. } F_1 + F_3 \tag{23}
\]

3.1.2. Middle-Level Problem

The middle-level problem concerns the generators and operating constraints. The objectives function in (24) optimizes the location of the generation units and minimizes operating costs. Loads and DGs are considered uncertain parameters. The model of the middle-level is given by (8)–(13) and (24).

\[
\text{Min. } F_2 + F_4 \tag{24}
\]
The above model is mixed-integer linear programming; therefore, branch-and-bound (B&B) method is applied to solve it.

\[ \text{Min. } F_3 \quad (25) \]

3.2. The Procedure of the Suggested Approach

The suggested algorithm for handling uncertainties and maintaining the reliability constraints is illustrated in Figure 3. It can be summarized in the following steps:

Step 1: Generate 1000 scenarios using the Monte-Carlo method to represent load, wind power source, and photovoltaic (PV) power source variation.

Step 2: Select 25 scenarios using the backward reduction technique.

Step 3: For each scenario, solve the upper level, medium level, and lower level of the G&TEP problem as follows:

(a) Meta-heuristic optimization technique randomizes \( N_{ij}^{\text{New}} \) and \( s_{ij}^{\text{FCL}} \) to solve the upper-level problem.

(b) After that, the medium-level problem is solved using the B & B algorithm to obtain DGs’ optimum location with minimum operating costs.

(c) The IP method is applied to solve the lower problem to realize N-1 security.

(d) If the candidate solution does not meet short-circuit and power flow constraints, it will be penalized by imposing high additional costs.
(e) Do the iteration as shown in (a–d) until the iteration reaches the iteration limit.
(f) Do the steps from (a–e) until the current run reaches the maximum number of runs.
(g) Compare solutions of each run to select the optimal solution.
(h) Go to the following scenario.

Step 4: If the current scenario number is less than $S_{\text{max}}$, the lower bound of generation units, candidate routes, and FCL sizes are updated considering the system configuration under the previous scenario.

Step 5: Repeat Steps 3 and 4 until $S_{\text{max}}$ is reached.

Figure 3. Proposed flowchart of G&TEP.

4. Optimization Techniques

As mentioned earlier, SCA, LSHADE-SPACMA, and LFD are examined to solve the proposed problem. The three techniques are efficient in solving non-linear complex problems with a large feasible search space, and their features are summarized in Table 1. The operational mechanism of each algorithm is introduced in the following sub-sections.

Table 1. Comparative analysis of SCA, LSHADE-SPACMA, and LFD.

| Features   | SCA [27]                        | LSHADE-SPACMA [28]                       | LFD [29]                        |
|------------|---------------------------------|-----------------------------------------|---------------------------------|
| Main idea  | Sine and cosine function-based model vary the candidate solution either outwards or towards the best solution. | It is a basis for hybridization between LSHADE-SPA and the updated version of CMA-ES. | Its main idea is based on the wireless sensor network environment associated with the motions of LF. |
| Advantages | It gives superior performance, compared to some well-established algorithms, in solving unimodal, multi-modal, and composite test functions. It is suitable for solving complex problems. It is suitable for solving linear and non-linear optimization problems. | Its superiority increases as the problem’s dimension increases. It is suitable for solving large-scale problems. It is suitable for solving linear and non-linear optimization problems. | It shows superior performance compared to some well-known algorithms. It has a high quality of exploration, exploitation, local optima avoidance, and convergence. It is suitable for solving linear and non-linear optimization problems. |
| Disadvantages | Like any meta-heuristic technique, the global optimum cannot be ensured. The performances of meta-heuristic techniques depend on parameters in the algorithm and problem data. Well-selected parameters for one problem may perform badly in another problem. | | |
4.1. Sine Cosine Algorithm

SCA is a meta-heuristic optimization algorithm that has been developed by Mirjalili et al. 

The candidate solutions update their position as follows [27]:

\[ \text{pop}_i^{t+1} = \text{pop}_i^t + R_1 \sin(R_2) \left[ R_3 \text{pop}_i^{t, \text{target}} - \text{pop}_i^t \right], \text{ if } R_4 < 0.5 \]  

\[ \text{pop}_i^{t+1} = \text{pop}_i^t + R_1 \cos(R_2) \left[ R_3 \text{pop}_i^{t, \text{target}} - \text{pop}_i^t \right], \text{ if } R_4 \geq 0.5 \]  

where \( \text{pop}_i^t \) is the position of the current solution in \( i \)-th dimension at the \( t \)-th iteration, and \( \text{pop}_i^{t, \text{target}} \) is the position of the target point in the \( i \)-th dimension. \( R_2 \), \( R_3 \), and \( R_4 \) are randomly selected, and \( R_1 \) is adaptively changed as given in (28) [27]:

\[ R_1 = a - \frac{a \ t}{T} \]  

where \( T \) is the maximum number of iterations, and \( a \) is a constant. \( R_1 \), \( R_2 \), \( R_3 \), and \( R_4 \) are the SCA’s main parameters, as seen in (26) and (27). \( R_1 \) specifies the location that comes next. It may be in the region between the solution and destination or outside it. \( R_2 \) sets the distance of the movement to or from the target position. \( R_3 \) is a random weight to emphasize the target solution’s influence in determining the solution’s new location. Finally, \( R_4 \) alternates between the cosine and sine components. Readers can refer to [27] for more details about the mechanism of operation.

4.2. LSHADE with Semi-Parameter Adapation Hybrid with CMA-ES

LSHADE-SPACMA was proposed by Mohamed et al. in 2017 [28]. It is a basis for hybridization between LSHADE-SPA and the updated version of CMA-ES. In LSHADE-SPA, a population of candidate solutions (decision vectors) is randomly generated within the upper and lower bounds. After that, a mutant vector corresponding to each population member, \( \mu_k^t \), is calculated in each iteration using the ‘current-to-pbest/1’ strategy as follows [28]:

\[ \mu_k^t = \text{pop}_k^t + F_k \left( \text{pop}_{k, \text{best}}^t - \text{pop}_k^t \right) + F \left( \text{pop}_{r_1}^t - \text{pop}_{r_2}^t \right) \]  

The \( h \)-value here is supposed to be the control parameter for the mutation strategy’s greed to balance exploration and exploitation. Random indices (\( r_1 \) and \( r_2 \)) were chosen from an external archive. For each generation, the target vector is combined with the mutated vector using the following equation to produce the trial vector, \( u_{k,m}^t \), based on the crossover rate, \( Cr \) [28]:

\[ u_{k,m}^t = \begin{cases} \mu_{k,m}^t & \text{if } (\text{rand}_{k,m} \leq Cr \text{ OR } m = m_{\text{rand}}) \\ \text{pop}_{k,m}^{t} & \text{otherwise} \end{cases} \]

\( \text{rand}_{k,m} \) is a uniformly distributed random number in the set \([0, 1]\), and \( m_{\text{rand}} \) is a uniformly distributed random integer in the set \([1, d]\) to ensure that at least one trial vector component is inherited from the mutant vector.

The control variables, \( F \) and \( Cr \), are adapted as proposed by Mohamed et al. [28]. When the current number of iterations is less than half of the maximum number of iterations, \( F \) and \( Cr \) parameters are tuned using (31) and (32), respectively [28].

\[ F_k^t = 0.45 + 0.1 * \text{rand} \]  

\[ Cr_k^t = \text{randn}(Mcr, 0.1) \]
During the second half, the adaptation is concentrated on $F_i$, and the LSHADE adaptation is used to adapt the $F_i$ parameter as follows [28]:

$$F_i^k = \text{randc}(MF_k, \sigma)$$

(33)

where $Mcr_k$ and $MF_k$ are a randomly selected memory slot where successful means of previous generations are stored. Memory index $k$ was chosen randomly from the range $[1, H]$, where $H$ is the memory size, and $\sigma$ is the standard deviation for the Cauchy distribution, which was set to 0.1.

The greedy selection technique is implemented for a minimization problem and is given by the following [28]:

$$pop_{t+1}^{k+1} = \begin{cases} u_{k}^t, & \text{if } (f(u_{k}^t) \leq f(pop_{k}^t)) \\ pop_{k}^t, & \text{otherwise} \end{cases}$$

(34)

Linear population size reduction (LPSR) is employed to boost the efficiency of LSHADE-SPA. The population size of the LPSR will be reduced by the linear function as follows [28]:

$$N_{t+1} = \text{round} \left( \left( \frac{N_{\text{min}} - N_{\text{init}}}{\text{MAXNFE}} \right) \times N_{\text{FE}} + N_{\text{init}} \right)$$

(35)

In CMA-ES, the search space is planned using a multivariate normal distribution. Gaussian distribution was applied to produce new individuals, which accounts for the population’s path over successive generations. The mean vector, covariance matrix, and step size are automatically adapted in CMA-ES.

A hybridization scheme between LSHADE-SPA and the modified CMA-ES version was implemented by Mohamed et al. in [28]. Each individual in the population produces an individual $u$ offspring using either LSHADE-SPA or CMA-ES according to the probability variable ($FCP$) class. $FCP$ values are chosen randomly from memory slots that are set to $M_{FCP}$. One memory slot is modified at the end of each generation based on the output of each algorithm. As a result, populations were gradually assigned to a better performance algorithm. Updates were produced using individuals that successfully created new individuals. Readers can refer to [28] for more details about the LSHADE-SPACMA.

4.3. Lévy Flight Distribution

The LFD algorithm has been developed by Houssein et al. in 2020 [29]. Its main idea is based on the wireless sensor network environment associated with the motions of lévy flight (LF). The algorithm begins its mechanism by estimating the Euclidean distance (ED) for every two adjacent sensor nodes. Then the algorithm decides whether the sensor node will remain in its original location regarding the estimated distance, ED, or to shift it to another location. Another location will be executed using the LFs model, with the new position being in a location close to a sensor node with a low number of neighbors nodes or in a location where there are no sensor nodes in the deployment region (search space) to minimize the likelihood of overlapping among sensor nodes. It can be summarized as follows:

- Generate a population of candidate solutions.
- Define an upper bound (UB) and lower bound (LB) and a target solution.
- For each iteration, do the following:
  1. For every two adjacent agents (main, neighbor), ED is calculated using the following (36):

$$ED(pop_i, pop_j) = \sqrt{(pop_i^x - pop_j^x)^2 + (pop_i^y - pop_j^y)^2}$$

(36)
where \((\text{pop}_i^x, \text{pop}_i^y)\) and \((\text{pop}_{j}^x, \text{pop}_{j}^y)\) are the position coordinate of \(\text{pop}_i\) and \(\text{pop}_{j}\), respectively.

2. If the ED is less than the threshold, the neighbor agent position is updated using (37) and (38). Based on a random value \(R\), if \(R\) is less than CSV, execute (37). If not, then run (38) to provide the algorithm with more chances to discover the search space.

\[
\text{pop}_{j}^{t+1} = \text{Lévy\_Flight} \left( \text{pop}_{j}^{t}, \text{pop}_{\text{leader}}, UB, LB \right) \tag{37}
\]

\[
\text{pop}_{j}^{t+1} = LB + \left( UB - LB \right) \text{rand}() \tag{38}
\]

CSV is the scalar value that is compared with \(R\) in each update for the \(\text{pop}_j\) position. \(\text{pop}_{\text{leader}}\) is the agent’s location with the fewest number of neighbors and is used as the LF direction. \(\text{Lévy\_Flight}\) is a function that implements Lévy flight work in terms of step length and direction. It is implemented as follows:

- Calculate the step length \(\text{leng}\) according to Mantegna’s algorithm.
- Calculate the difference factor \(DF\) as follows:

\[
\text{DF} = 0.01 \times \text{leng} \times \left[ \text{pop}_j^t - \text{pop}_{\text{leader}} \right] \tag{39}
\]

- Execute the actual random walk or flight with (40) such that \(\text{pop}_j^{t+1}\) is not outside the search space.

\[
\text{pop}_j^{t+1} = \text{pop}_j^t + \text{leng} \times \text{rand}() \times \left[ \text{size} \left( \text{pop}_j^t \right) \right] \tag{40}
\]

3. Update the main agent position using the following equation:

\[
\text{pop}_i^{t+1, \text{new}} = \text{Lévy\_Flight} \left( \text{pop}_i^{t+1}, TP, LB, UB \right) \tag{41}
\]

So that:

\[
\text{pop}_i^{t+1} = TP + \alpha_1 \times \text{TF}_\text{neib} + \text{rand}() \times \alpha_2 \times \left( \frac{TP + \alpha_3 \times \text{pop}_{\text{leader}} - \text{pop}_i^t}{2} \right) \tag{42}
\]

\(TP\) is the position of the best solution, and \(\text{TF}_\text{neib}\) is the total target fitness of neighbors around \(\text{pop}_i^t\). \(\alpha_1\), \(\alpha_2\) and \(\alpha_3\) are random positive variables.

4. Bring the current agent back if it goes outside the boundaries, whether primary or neighbor.

5. Update the target solution.

More details about the LFD algorithm can be found in [29].

5. Numerical Results and Discussion

5.1. Selection of Suitable Optimization Technique

LSHADE-SPACMA, SCA, and LFD were tested to select the best technique to solve the G&TEP problem. For any meta-heuristic optimizer, there is no guarantee to state that the solution acquired is the optimal one, except that it is known. Therefore, in the Wilcoxon test [30], the standard deviation and number of scenarios in which the optimizer obtained the best solution were good indices for determining the efficient algorithm. The case studies were conducted in MATLAB r2017a on a DELL PC, with a model name of OptiPlex7050, including an Intel® Core™ i7™ CPU at 2.6 GHz and 16 GB RAM.

The three techniques were tested in WDN. The data of the system are introduced in other works [31]. To execute stochastic G&TEP, including RESs, the WDN configuration was modified as shown in Figure 4. The maximum capacity of the generation unit at bus 53 was decreased to 400 MW to create congestions. The candidate wind generation
units were at buses 13, 10, 29, 32, 36, 41, and 42, and the PV units were at buses 16, 20, 26, 37, 46, 48, and 51. The total number of RESs should not have exceeded 6 units at the end of the planning period. Wind turbines and PV station data are introduced in other works [24,26]. The maximum capacity of wind and PV power plants is 100 MW. The investment and operation costs of generation units are listed in other work [32]. The cost of FCL is 0.51 million USD/ohm [33], and $x_{F_{\text{CL max}}}^C$ is 2 p.u.

To calculate $I_{\text{SC max}}^C$, a three-phase fault was performed at each bus for the initial configuration of the system in the year 2015, and the highest SCC was selected as a limit value of the system as a whole. The maximum limit of short-circuit current was 6.05 p.u. The selected scenarios using the backward reduction technique are depicted in Figure 5a,b. For each scenario, the upper-level and middle-level problems were solved, but the lower-level problem was ignored in this test because a complete N-1 analysis is too expensive for large systems. Therefore, it was only embedded in the model to obtain the final configuration of WDN. Due to such meta-heuristic-based algorithm randomness, the reported results were obtained over 30 independent runs and were compared to choose the best solution.

The efficiency of the three techniques for minimizing 117 variables is shown in Figure 6a,b. Figure 6a shows that SCA acquired the lowest investment cost in 24 scenarios, while the three techniques give the same results in Scenario Number 3. The SCCs for all scenarios do not exceed the maximum as seen in Figure 6b.
Table 2 contains the obtained results for $p$-values at 5% using the Wilcoxon test, standard deviation, and the time consumed to execute one run. The SCA clearly has a high-security response compared to the other techniques. The results showed SCA needed 327.089 s to implement one run. In contrast, LSHADE-SPACMA and LFD required 469.32 s and 353.231 s, respectively. Figure 7 shows the best five convergence rates for SCA and LFD (Scenario 25). Acceptable convergence curves of the SCA were achieved for finding the best solution that was better than LFD. The SCA provided very competitive performance and outperformed the other algorithms.

Table 2. Convergence results of SCA, LSHADE-SPACMA, and LFD.

| Technique       | Objective Function (M$) | $T^\text{comp}$ (s) | Wilcoxon Test $p$-Value | Standard Deviation (%) |
|-----------------|-------------------------|----------------------|------------------------|------------------------|
|                 | Min.        | Max.        |                            | vs. SCA    | vs. LSHADE-SPACMA | vs. LFD    |                           |
| SCA             | 285.086    | 286.181    | 327.089                   | NA         | $4.01 \times 10^{-5}$ | $1.82 \times 10^{-5}$ | 0.4872 |
| LSHADE-SPACMA   | 289.359    | 294.945    | 469.32                    | $4.01 \times 10^{-5}$ | NA         | $2.61 \times 10^{-5}$ | 2.0162 |
| LFD             | 332.209    | 341.752    | 353.231                   | $1.82 \times 10^{-5}$ | $2.67 \times 10^{-5}$ | NA         | 3.6964 |

$T^\text{comp}$: time consumed to execute a complete one run.
5.2. WDN Planning

5.2.1. Robustness Measurement

To judge the applied approach’s efficiency, WDN was planned for Scenario Number 24 with and without embedding the system uncertainties in the G&TEP model and was compared with the WDN configuration using the suggested method. The WDN configuration for Scenario Number 24 was selected because it was the most critical scenario.

Each plan was tested for 1000 scenarios obtained using the Monte-Carlo method. \( x_{FCL}^{max} \) is 3 p.u. Increasing \( x_{FCL}^{max} \) led to more freedom to choose the location and the numbers of new circuits and RESs. The robustness index for each plan was calculated. The robustness index (\( \text{rob}_i \)) is the ratio between the total scenarios that succeeded in meeting the power flow and short-circuit constraints to the total number of scenarios. The lower-level problem was not solved in this analysis.

WDN configurations under the three strategies are provided in Tables 3–5, respectively. The results showed that ignoring G&TEP uncertainties in G&TEP led to 96% robustness, and considering the critical scenario led to 99.8% robustness. However, the proposed approach led to 100% robustness. The results demonstrated the ability of the proposed approach to preventing possible blackouts.

Table 3. Configuration of WDN for Scenario Number 24.

| Location | No. Circuits | Lc   | Sz (p.u) | Unit No. | Bus No. | Total |
|----------|--------------|------|----------|----------|---------|-------|
| 33–53    | 1            | 8–41 | 2.544    | G.10     | 13      | 2     |
| 8–53     | 2            | 6–36 | 0.672    | G.14     | 29      |       |
|          |              | 5–36 | 1.3352   | G.15     | 32      |       |
|          |              | 5–34 | 0.0001   | G.16     | 36      |       |
|          |              | 2–13 | 0.9487   | G.18     | 41      |       |
|          |              | NA   |          | G.23     | 53      |       |

NA: not applicable, Lc: location of FCL, Sz: the size of FCL.

Table 4. Configuration of WDN without considering uncertainties.

| Location | No. Circuits | Lc   | Sz (p.u) | Unit No. | Bus No. | Total |
|----------|--------------|------|----------|----------|---------|-------|
| 33–53    | 1            | 48–49| 0.663    | G.16     | 36      | 40    |
| 5–53     | 1            | 6–36 | 1.135    | G.18     | 41      |       |
| 36–53    | 1            | 5–36 | 0.497    | G.19     | 42      |       |
|          |              | 13–30| 0.209    | G.23     | 53      |       |

NA: not applicable.
Table 5. Configuration of WDN using the proposed approach without N-1 reliability.

| Location | No. Circuits | Circuits | Lc  | Sz (p.u) | Unit No. | Bus No. | Total. |
|----------|--------------|----------|-----|----------|----------|--------|--------|
| 5–22     | 1            | 8–46     | 1.134 | G.14     | 29       |        |        |
| 7–32     | 1            | 6–36     | 1.827 | G.15     | 32       |        |        |
| 23–53    | 2            | 5–36     | 0.6775| G.16     | 36       |        |        |
| 5–53     | 2            | 13–30    | 0.576 | G.18     | 41       |        |        |
| 33–53    | 1            | 4–25     | 0.0602| G.19     | 42       |        |        |
| 36–53    | 2            | 7–32     | 0.941 | G.23     | 53       |        |        |

5.2.2. Impact of Including FCL Allocation and Sizing in the G&TEP Problem

The impact of including FCL allocation and sizing in the G&TEP problem was studied, considering two strategies. The short-circuit penalty cost was 1000 million USD. In the first strategy, WDN was planned regarding the candidate routes and generation stations suggested in Fathy et al. [31]. The short-circuit current constraint was embedded in the model without using the FCLs introduced by Teimourzadeh et al. [16] and Wang et al. [17]. Figure 8 shows that the short-circuit currents at buses 5, 6, 7, 8, 31, 36, 41, 42, and 53 exceeded 6.05 p.u.

![Figure 8](image)

**Figure 8.** The contour of short-circuit current at each bus without using FCLs.

In the second strategy, the system was planned considering the modification in Section 5.1. Similar to the first strategy, FCL allocation and sizing were not included in the problem. For Scenario Number 24, it was found that the short-circuit current at Buses 5, 6, 14, 36, 41, and 42 exceeded the maximum limit, as seen in Figure 8.

Both strategies demonstrated that the dependence on new circuit locations to mitigate the increase in short-circuit current is not useful in some power systems [34,35]. Hence, embedding FCLs during G&TEP is essential.

5.2.3. Configuration of WDN Considering N-1 Security

For N-1 security constraints, the three-level problems were solved. The final WDN configuration, considering uncertainties and the reliability constraints, is presented in
Table 6, Figures 9 and 10. Table 6 shows that 13 circuits, 42 FCLs, and 5 wind units were built at the end of the planning period.

Table 6. Final configuration of WDN.

| Location | Added Circuits | FCLs | Generation Units |
|----------|----------------|------|------------------|
|          | Lc             | Sz (p.u) | Unit No. | Bus No. |
| 5–22     | 41–39, 8–41    | 3,3    | G.9        | 29      |
| 6–32     | 47–48, 11–28   | 3,3    | G.15       | 32      |
| 7–32     | 6–40, 5–36     | 3,3    | G.16       | 36      |
| 7–36     | 5–34, 13–29    | 3,3    | G.18       | 41      |
| 25–53    | 13–30, 3–14    | 3,3    | G.19       | 42      |
| 23–53    | 6–42, 49–50    | 3,3    | G.23       | 53      |
| 33–53    | 5–22, 6–32     | 3,3    |            |        |
| 31–53    | 7–32, 36–53    | 3,3    |            |        |
| 34–53    | 25–53, 31–53   | 3,3    |            | NA     |
| 36–53    | 8–53, 3–17     | 3, 1.327 |        |        |
| 8–53     | 3–16, 5–31     | 1.363, 1.47 |        |        |
| NA       | 46–45, 20–21   | 0.485, 2.654 |        |        |

Figure 9. Final configuration of the WDN.
Figure 10a shows that including N-1 security in the planning model leads to a noticeable reduction in the level of LS for each scenario. The maximum LS was reduced from 426.28 MW to 154.35 MW. Besides, the numerical results demonstrated that integrating the load shedding problem with N-1 security analysis is essential for some power systems because the candidate transmission routes, and generation unit may not preserve the power system’s reliability and security performance during contingencies. Figure 10b depicts that the SCC did not exceed the maximum value, which refers to SCC constraints were achieved.

6. Discussion

In this work, a generation and transmission expansion plan for the WDN was proposed. The problem was formulated as a tri-level optimization problem, and the scenario-based technique was adopted to model the uncertainties. A hybridization approach between a meta-heuristic method and two mathematical techniques was applied for solving the problem. Three meta-heuristic techniques such as SCA, LFD, and LSHADE-SPACMA were tested and compared in terms of convergence speed and quality of the obtained solutions. The findings indicated that the SCA succeeded in finding a high-quality solution in 100% of test scenarios [36], whereas the success percentage of LSHADE-SPACMA and LFD was 4%. The results also showed the SCA reached the optimal solution faster than the LFD by 26.142 s and LSHADE-SPACMA by 142.231 s. The analysis and simulation demonstrated that the applied approach succeeded in solving the problem without implementing a linearization strategy as required in some works in the literature.

The results ensured that embedding FCL allocations and sizing problems in the G&TEP problem was necessary for the WDN. The reliance on new circuit locations, as suggested in some studies in the literature, to maintain the maximum short-circuit current within the permissible limit was not effective. The short-circuit current without FCLs exceeded 11.5 p.u at some buses (1.9 times the maximum permissible value).

The results showed that ignoring power system uncertainties or applying an ineffective algorithm to deal with uncertainties threatened the power system’s security and reliability. The network, when the uncertainties were neglected, was prone to a partial or complete blackout for 4% of the representative scenarios. The suggested cumulative process to deal with short-term and long-term uncertainties increased the robustness of the G&TEP model. It led to a more accurate and secure plan (100% security).

The results demonstrated that including N-1 security constraints in the G&TEP problem is indispensable to reduce the LS at each bus during contingencies and changes the overall system configuration. In addition, calculating the LS problem with N-1 security analysis is a prerequisite in some power systems because candidate transmission lines and generation units may not validate N-1 security without load shedding. Ignoring the N-1...
security in the planning model caused an LS of 19.4%. Whilst this percentage was reduced to 7% when the N-1 constraint was considered.

Finally, separate dealing with G&TEP, FCL allocation and sizing, uncertainty handling, and power system reliability problems weaken the power system and always makes it exposed to rolling blackout.

7. Conclusions

A stochastic security-constrained G&TEP model was proposed in this paper. Three-level problems were solved to identify optimal locations for new routes and DGs and reduce operating costs when complying with N-1 security and short-circuit current constraints. In addition, an approach to deal with renewable source stochastic and load consumption variability was introduced. A meta-heuristic technique combined with two mathematical optimization techniques was applied to solve the G&TEP problem. LFD, SCA, and LSHADE-SPACMA were examined to minimize TEP cost and find locations and sizes for the FCLs. The B&B method was applied to minimize operating costs and to find optimal places for generation units. The IP method was used to obtain an amount of LS when N-1 security analysis was carried out. The findings of this study were quite promising, and thus the following conclusion can be drawn:

- The results showed that the SCA is superior to LFD and LSHADE-SPACMA in terms of convergence speed and reaching the global optimum. The calculation time of SCA was 327.089 s, while it was 469.32 s and 353.231 s for LSHADE-SPACMA and LFD, respectively. The SCA gave the best solutions in 24 tested scenarios, whereas the three techniques gave the same results in one scenario. Moreover, the SCA had the lowest standard deviation of 0.4872%.
- The results demonstrated that G&TEP correlated with FCL allocation is necessary for some power systems to meet SCC constraints, and the reliance on the new circuit locations is not useful in some power systems such as the WDN. It was found that the short-circuit current if FCLs were not used, was more than 11.5 p.u.
- The robustness of the adopted approach in handling uncertainties was demonstrated. It reached 100%.
- Integrating N-1 constraint with the G&TEP model improves power system reliability and decreases the amount of LS. The results indicated that the amount of LS for a single circuit outage increased from 154.35 MW to 426.28 MW when the N-1 security was ignored.
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Nomenclature

Input Data and Indices
| Term          | Description                                                                 |
|--------------|-----------------------------------------------------------------------------|
| B&B          | Branch-and-bound method                                                     |
| CMA-ES       | Covariance matrix adaptation evolution strategy                            |
| DCPF         | DC power flow                                                               |
| DG           | Distributed generation                                                      |
| LS           | Load shedding (MW)                                                          |
| FCL          | Fault current limiter                                                       |
| GEP          | Generation expansion planning                                                |
| G&TEP        | Generation and transmission expansion planning                              |
| IP           | Interior-point                                                              |
| LFD          | Levy flight distribution                                                    |
| LP           | Linear programming                                                          |
| LPSR         | Linear population size reduction                                            |
| LSHADE-SPACMA| Linear population size reduction success history based differential evolution with semi-parameter adaptation hybrid with CMA-ES |
| MILP         | Mixed-integer linear programming                                            |
| PV           | Photovoltaic                                                                |
| RESs         | Renewable energy sources                                                    |
| SCA          | Sine cosine algorithm                                                       |
| SPA          | Semi-parameter adaptation                                                   |
| TEP          | Transmission expansion planning                                              |
| WDN          | Egyptian West Delta network                                                 |
| $s_{\text{max}}$ | Maximum number of scenarios                                                |
| $C_{ij}$     | Cost of the circuit between buses $i$ and $j$                               |
| $C_{\text{FCL}}$     | The cost of installing an FCL between bus $i$ and bus $j$                   |
| $I_{\text{SC},s}^{i,j}$, $I_{\text{SC}}^{\max}$ | Three-phase short-circuit current at bus $i$ of scenario $s$ and the maximum short-circuit current limit, respectively |
| $p_{L,i}$    | The load demand (MW) at bus $i$ for scenario $s$                            |
| $p_{G,i}$    | Actual power generation for scenario $s$, the minimum capacity, and the maximum capacity of renewable energy source at bus $i$, respectively |
| $p_{G,i}$    | Actual power generation of conventional power plant for scenario $s$, the minimum capacity, and the maximum capacity of traditional power source at bus $i$, respectively |
| $\beta_{ij}$ | Susceptance of route between buses $i$ and $j$                              |
| $N_{ij}^{\text{max}}$, $N_{ij,\text{new},s}$ | The maximum number of circuits, and the number of new circuits for scenario $s$ between buses $i$ and $j$, respectively |
| $x_{ij}^{\text{FCL},s}$, $x_{ij}^{\text{FCL}}$, $x_{ij}^{\text{FCL}}_{\text{min}}$, $x_{ij}^{\text{FCL}}_{\text{max}}$ | Impedance of FCL between buses $i$ and $j$, The minimum and the maximum impedance of FCL between buses $i$ and $j$, Active power flow and the active power flow limit in the $i$-$j$ right of way (MW), respectively |
| $P_{ij}$, $P_{ij}^{\text{max}}$ | The three-phase short-circuit current at bus $i$ and the maximum short-circuit current limit, respectively |
| $\theta_i$   | Voltage angles at bus $i$                                                   |
| $C_{G,i}$, $N_{\text{new},G,i}$ | The cost and location of installation of the new generation station at bus $i$, The operation cost of generator $i$ (US $/\text{MWh}$). |
| $C_{\text{op},i}$ | The cost and amount of LS at bus $i$, respectively |
| pop          | Set of candidate solutions                                                  |
| $LB$, $UB$   | Upper bound and lower bound of the decision vector, respectively            |
| $m_{ij}$     | Mutant vector corresponding to each population member, $\text{pop}_{k}^{t}$ |
| $F$          | Scale factor                                                                |
| CR           | Crossover rate                                                              |
| $\text{pop}_{t,\text{best}}$ | Best individual vector with the best fitness value at $t$ generation in the population |
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