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ABSTRACT A novel application of Artificial Neural Network (ANN) to estimate and track Hydro Generator Dynamic Parameters using online disturbance measurements is presented within this paper. The data for training ANN are obtained through off-line simulation of the generators modelled in a one-machine-infinite-bus environment using the parameters sets that are representative of practical data. The Levenberg-Marquardt algorithm has been adopted and assimilated into the back-propagation learning algorithm for training feed-forward neural networks. The inputs of ANN are organized in coordination with the results obtained from the observability analysis of synchronous generator dynamic parameters in its dynamic behaviour. A collection of 10 ANNs with similar input patterns and different outputs are developed to determine a set of dynamic parameters. The trained ANNs are employed in a real-time operational environment for estimating generator parameters using online measurements acquired during disturbance conditions. The ANNs are employed and tested to identify generator parameters using online measurements obtained during different disturbances. Simulation studies demonstrate the ability of the ANNs to accurately estimate dynamic parameters of hydro-generators. The results also show the impact of test conditions on the accuracy degree of estimation for these parameters. The optimal structure of ANNs is also determined to minimize the error in estimating each dynamic parameter.

INDEX TERMS Salient-pole, hydro generator, dynamic parameters, artificial neural network, online estimation, operating data.

I. INTRODUCTION Hydroelectric power plants constitute a major part of the generation in electric power systems, which contribute to system dynamics with dominating effect on system stability. The identification of generators’ dynamic parameters is an important step in ensuring an accurate power system simulation and valid dynamic assessment; especially because the dynamic oscillations are categorized as a parameter-alternating group. Various research and studies discuss the identification of electrical machine parameters, especially synchronous generators. There are powerful off-line methods such as Stand Still Frequency Repose (SSFR) [1], [2], Flux Decay [3] and Finite Element [4]. These methods can also be categorized into harmless methods [5], [6] and harmful tests such as load rejection [7] and short circuits [8], [9]. Some of these methods are focused on static parameters or immeasurable rotor body current. Reference [10] is a critical review that shows the advantages and disadvantages of the aforementioned methods and their objectives in detail. Regarding this review, there is an opportunity for presenting new harmless methods with a focus on estimating the dynamic parameter of synchronous generators.

There has been considerable interest in the online estimation of synchronous generator parameters in recent times [11]–[15]. These methods are practical for use with existing installation since the machine service does not need to be interrupted, and parameter estimation can be obtained...
in a real-time environment during the normal operation of the machine [16]. The online methods should be capable enough to identify a complete set of parameters with a high degree of accuracy by using operating data.

The need for online parameter estimation arises due to the deviation of generator parameters from their nominal values obtained in offline testing. Although the procedure of estimating system dynamic parameters via processing its measurable outputs is essentially a system identification task, incipient faults can typically be detected by continuous or periodic monitoring of characteristic quantities. Incipient faults, which refer to internal damage in mechanical or insulation characteristics of generator, can lead to eccentricity in electrical machines and consequently gradual change in dynamic parameters of generator [17]–[19]. In this regard, parameter identification by the neural network can offer promising tools for damage prediction.

The success in the application of artificial neural networks to estimate the state vector of the induction motor, rotor body parameters [20]–[22] strongly corroborates this work.

Whilst the success of ANNs in identifying the dynamic parameters of synchronous generators has been established, hydro and steam generators present additional challenges that are yet to be resolved. The distinct parameter sets that are employed in the simulation of hydro and steam generators, and their different amounts, require separate ANNs for parameter estimation [23], [24].

Furthermore, the dynamic performance of the machine and its nonlinearity have a close relationship with the disturbance type. The observability of different dynamic parameters is considerably affected by the disturbance type. Thus, in continuation of the related studies [25], [26], the other aspect that has been taken into consideration by this research is the analysis of disturbance impacts on the degree of accuracy of parameter identification.

In this paper, a set of ANN observers has been developed to map sequences of measurable machine outputs to the dynamic parameters of hydro generators by processing data acquired during transient disturbances. The measurements have been obtained online in an operating environment. In order to estimate the dynamic parameters of hydro generators based on the online measurable machine outputs, a set of ANN estimator is developed. The proposed Parameter Estimator ANNs (PEANN) are able to estimate dynamic parameters of generators based on the operational data measured during dynamic behaviour following a large or small disturbance. For each machine’s parameter, an individual PEANN is developed and trained.

**II. MACHINE MODEL DESCRIPTION**

As a common practice in the operation of power systems, hydro generators use the salient-pole synchronous machines for energy conversion. This machine type is used due to the high consistency between the technical specifications of this type of generator with the operation condition of hydro units (i.e., low rotation speed and therefore high number of poles).

Synchronous generators can be modelled using the Park machine model in terms of voltage-current-reactance which is applicable for modelling mid-term and long-term transient behaviour of generator following the occurrence of a fault or disturbance. It is worth noting that most power system behaviours like rotor angle stability, frequency stability and voltage stability are expressed and evaluated in terms of Root Mean Squarer (RMS) variables [27], [28]. Therefore, RMS modelling of synchronous generators in terms of dynamic parameters is essential for power system simulation. In this paper, based on the above requirement of the power system and the related IEEE Standard [29], the RMS model of a synchronous generator in terms of dynamic parameters is investigated.

The synchronous machine equations are developed in related references [29]–[33] and the schematic view of the three winding and the Park’s transformed model are respectively presented in Figure 1 (a) and (b). The inductances and resistances of the stator and rotor circuits constitute the parameters of this formulation. These are known as fundamental or basic parameters [34].

![Figure 1. (a) Three-phase winding and (b) Park’s synchronous machine.](image-url)

While the fundamental parameters completely specify machine electrical characteristics, they cannot be directly determined from measured responses of the machine. Therefore, a convenient method for identifying the electrical characteristic of a machine is its representation in terms of operational parameters. These are related to the armature and field windings quantities.

Referring to Figure 2, the relationship between the incremental values of armature quantities may be expressed as follows [34]:

\[
\Delta \Psi_d (S) = G(S) \Delta e_{fd} (S) - L_d (S) \Delta i_d (S) \tag{1}
\]

\[
\Delta \Psi_q (S) = -L_q (S) \Delta i_q (S) \tag{2}
\]

where:

- \(G\) armature to field transfer function
- \(L_d\) d-axis operational inductance
- \(L_q\) q-axis operational inductance
- \(\psi_d\) d component of armature flux linkage
ψₗₗ q component of armature flux linkage
ψₗᵣ q component of the armature current
ψₗᵣ q component of the armature current
Δ the symbol of incremental values
S the Laplace operator

Equations (1) and (2) are applicable to any number of rotor circuits. In fact, Park [35] expressed the armature flux equations without specifying the number of rotor circuits.

The operational parameters may be determined either from design calculations or more readily from the tests on the actual machines. The d-axis equivalent circuit is presented in Figure 3. This figure shows unequal mutual effects and the related fluxes.

Assuming that \( R_{gd} = 0 \) during the sub-transient period and that \( R_{1d} = 0 \) during the transient period, the expressions for the standard parameters may be written by inspection of the equivalent circuit as follows [34]:

\[
\begin{align*}
L_d &= L_{ad} + L_I \\
L'_{d} &= L_{I} + \frac{L_{ad} (L_{fd} + L_{pl})}{L_{ad} + L_{fd} + L_{pl}} \\
L''_{d} &= L_{I} + \frac{L_{1d} L_{fd} L_{ad} + L_{1d} L_{pl} L_{ad} + L_{ad} L_{fd} L_{pl}}{L_{ad} L_{fd} + L_{ad} L_{pl} + L_{1d} L_{fd} + L_{1d} L_{pl} + L_{fd} L_{pl}} \\
T'_{do} &= \frac{L_d + L_{fd} + L_{pl}}{R_{fd}} \\
T''_{do} &= \frac{1}{R_{1d}} \left( \frac{L_d + L_{fd} (L_{ad} + L_{pl})}{L_{pl} + L_{fd} + L_{ad}} \right)
\end{align*}
\]

where:

- \( L_d \) d-axis operational inductance
- \( L_{ad} \) d-axis armature-damper mutual inductance
- \( R_{1d} \) d-axis damper resistance
- \( L_{ad} \) d-axis damper inductance
- \( L_{fd} \) field-damper mutual inductance
- \( L_{I} \) Potier inductance
- \( L'_{d} \) d-axis operational transient inductance
- \( T'_{do} \) d-axis transient open circuit time constant
- \( T''_{do} \) d-axis sub-transient open circuit time constant
- \( L''_{d} \) d-axis operational sub-transient inductance

and \( L_{pl} = L_{f1d} - L_{ad} \) is series inductance correspond to field-damper peripheral leakage flux.

For a laminated Salient pole machine, the damper winding is the only rotor circuit in the q-axis; therefore, one q-axis rotor circuit is applicable. The parameters of this rotor circuit are such that it represents rapidly decaying sub-transient effects. The second rotor circuit, which is normally considered in solid rotor type, is ignored and no distinction is made between transient and steady-state conditions. Hence, the expressions for the common q-axis parameters of the Salient pole machine are as follows [34]:

\[
\begin{align*}
L_q &= L_q + L_{aq} \\
L''_{q} &= L_q + \frac{L_{aq} L_{1q}}{L_{aq} + L_{1q}} \\
T''_{qo} &= \frac{L_{aq} + L_{1q}}{R_{1q}}
\end{align*}
\]

where:

- \( L_q \) q-axis operational inductance
- \( R_{1q} \) q-axis damper resistance
- \( L_q \) Potier inductance
- \( L''_{q} \) q-axis operational sub-transient inductance
- \( L_{aq} \) q-axis armature-damper mutual inductance
- \( T''_{qo} \) q-axis sub-transient open circuit time constant
- \( L_{1q} \) q-axis damper inductance

In per unit, the sub-transient, transient, and steady-state reactances shown in Table 1 are equal to the corresponding inductances. Hence, the practice is to identify synchronous machine parameters in terms of the reactances, instead of the inductances.

A high order model of Salient pole synchronous machine uses all presently defined data; it is the most complex model currently available in large-scale stability programs. This research is built on the foundation of the above model. This approach is also compatible with IEEE standards [29] and the leading power system simulators, like DIgSILENT PowerFactory software.

### III. General Overview of the Proposed Approach

The principal concept of this research is based on the existing high correlation between the dynamic behaviour of a hydro generator and the related parameters. In other words, different disturbances are encountered normally during the operation of a generator and the generator response is consistent with its dynamic characteristics. Considering the validity of the
TABLE 1. Tabulated generator dynamic parameter.

| Parameter | Description                                      | Unit |
|-----------|--------------------------------------------------|------|
| $X_d$     | Unsaturated d-axis synchronous reactance         | pu   |
| $X_q$     | Unsaturated q-axis synchronous reactance         | pu   |
| $X''_d$   | Unsaturated d-axis transient reactance           | pu   |
| $X''_q$   | Unsaturated q-axis sub-transient reactance       | pu   |
| $T'_{do}$ | d-axis transient open circuit time constant      | Pu   |
| $T''_{do}$| d-axis sub-transient open circuit time constant  | S    |
| $T''_{go}$| q-axis sub-transient open circuit time constant  | S    |
| $X_l$     | Leakage or Potier reactance                      | S    |
| $H$       | Inertia constant                                 | ---  |

nonlinear model in this operation condition [36], [37] and the high ability of ANN in modelling similar relationships, it is suitable to estimate the dynamic parameters of a generator by using its operating data. This concept is presented graphically in Figure 4.

Any change in dynamic characteristics of the generator leads to a variation in its transient behaviour [38]. Changes in the parameters can be due to the ageing of the generators, and internal faults. ANN is sufficiently capable to estimate the parameter variation in the generator dynamic performance. This fact is proven not only by the mathematical nature of ANN with optimized weight coefficients but also via its practical background in similar cases [39], [40].

An artificial neural network consists of a number of computing units, neurons, connected together according to some pattern of connectivity. The strength of a neural network derives from its capacity to learn from a nonlinear relationship between inputs and outputs without any underlying analytically model. The objective of this work is to develop a set of estimators (10 PEANNs for 10 parameters) that can map sequences of measurable operating data to the standard dynamic parameters. The schematic structure of the multi-layer feed-forward perceptron is visualized in Figure 5.

Each PEANN consists of n processing elements in the input layer, in coordination with the machine variables describing the generator dynamic performance, and a single processing element in the output layer according to the machine parameter being modelled.

The naturally arising question is which variables to be used as inputs, in order to obtain a high level of sensitivity in the model. Answering this question is key in designing a good architecture for ANN.

Extensive research has been conducted by the research group members on the observability of synchronous generator dynamic parameters during its measurable output variables [25], [26]. The network with six inputs consisting of active and reactive power, rotor speed, load angle, stator voltage and current of each generator, obtained from these studies, can incorporate available meaningful generator measurements for this task.

There are two ways to develop a PEANN for this application. One approach is by having a single multi-input multi-output estimator. Although this approach will simplify the estimator configuration and training process, the interconnection of the neurons for various outputs will result in difficulty in achieving training convergence due to the masking effect [41]. Thus, inaccurate results can be expected. The next approach, employed by this research, is the application of an individual PEANN for each parameter.

To develop this approach, a collection of 10 PEANNs with similar inputs, but different outputs are employed at the same time for estimating 10 dynamic parameters. All elements of the input and output layers have linear transformations. As is common practice in power system studies, the measurements are performed in a 3-phase system and power system software is required to establish the Park’s Model parameters. With due attention to the high capability of ANN and in an applied approach, the 3-phase measurements that are considered as the inputs of the ANNs, as well as the outputs, are the dynamic parameters in the Park’s reference frame.

In this work, an ANN with one hidden layer is suitable enough to represent all nonlinear performances [42]. The number of neurons in the hidden layer would vary for different applications and could usually depend on the nature of nonlinear correlation, the size of the training set, and the number of input variables. A few heuristic rules are recommended as follows [43]:

- The number of hidden layer neurons is equal to twice the number of input layer neurons plus one, or
The number of hidden layer neurons is equal to the number of input layer neurons plus the number of output layer neurons, or

- The number of hidden layer neurons is equal to the sum of the number of inputs, and the number of outputs divided by two.

Initially, the number of neurons in the hidden layer is specified by the optimization process for the proposed rules. The first evaluation shows that the first rule is the best fit with the network structure. Furthermore, the minimum error of estimation is obtained by performing supplementary optimization for a wide range of reasonable options. This process is developed via a database, which includes all types of defined disturbances. In order to introduce non-linearity into the network, a hyperbolic-tangent sigmoid transfer function is used in all hidden layer neurons. This is a differentiable and bounded function, as should be.

Within this work, a comparative analysis has also been performed by the authors on the contribution of training method to the performance of ANN in parameter estimation. Based on this, the Levenberg-Marquardt back-propagation algorithm, which presented the best performance, is used for training. The weight factors of the neural network are adjusted such that the sum squared error between outputs of PEANN and corresponding desired outputs is minimized.

In [25], [26], it is also confirmed that disturbance conditions are effective on the observability of the dynamic parameters in operating data. Thus, these conditions can have a contribution to the accuracy of the estimation. The current research is derived in such a way that the disturbance contributions to the performance of PEANN can be evaluated. For this purpose, the PEANN is supplied with data representing various types of disturbances, in a way, the performance of the estimator with training data can be evaluated. This approach would provide an optimal structure of the estimator considering minimum error for all disturbance conditions being considered. This structure will be used to evaluate test data for all disturbance conditions.

Furthermore, the impact of each disturbance on the accuracy of the parameters is also obtained from the actual test data. The idea is to train the proposed estimator with data representing the dynamic behaviour of a large number of different hydro generators. After sufficient training, the PEANN will be able to generalize and implement what it has learned into a function as a parameter estimator.

IV. DEVELOPMENT OF PEANN
In order to generate the necessary data, dynamic simulations are performed on a hydro generator connected to an infinite bus through a transmission line. This is required for training, testing and parameter estimation. The vector of the dynamic parameters for each generator $i$ is defined as $\xi (i)$.

\[
\xi (i) = \begin{bmatrix}
X_d (i) & X'_d (i) & X''_d (i) & X_q (i) & X''_q (i) \\
T'_{do} (i) & T''_{do} (i) & T''_{dq} (i) & X_l (i) & H (i)
\end{bmatrix}^T
\]  

Components of the above vector are the dynamic parameters defined in Table 1.

Furthermore, let $\xi_i (t)$ be the vector comprising sequences of the measurable operating data.

\[
\xi_i (t) = \begin{bmatrix}
P_{eo_i} (t_0) & P_{eo_i} (t_0 + T) & \cdots & P_{eo_i} (t_0 + nT) \\
Q_{eo_i} (t_0) & Q_{eo_i} (t_0 + T) & \cdots & Q_{eo_i} (t_0 + nT) \\
\omega_{mi} (t_0) & \omega_{mi} (t_0 + T) & \cdots & \omega_{mi} (t_0 + nT) \\
\delta_i (t_0) & \delta_i (t_0 + T) & \cdots & \delta_i (t_0 + nT) \\
i_{S_i} (t_0) & i_{S_i} (t_0 + T) & \cdots & i_{S_i} (t_0 + nT) \\
V_{S_i} (t_0) & V_{S_i} (t_0 + T) & \cdots & V_{S_i} (t_0 + nT)
\end{bmatrix} 
\]  

where:

- $P_{eo_i}$ is output active power of $i^{th}$ generator,
- $Q_{eo_i}$ is output reactive power of $i^{th}$ generator,
- $\omega_{mi}$ is mechanical rotor speed of $i^{th}$ generator,
- $\delta_i$ is load angle of $i^{th}$ generator,
- $i_{S_i}$ is stator current of $i^{th}$ generator,
- $V_{S_i}$ is stator voltage of $i^{th}$ generator.

A. TRAINING DATA
In order to generate the required training database, dynamic simulations were performed on 419 different hydro generators and the calculated dynamic behaviour of generators is considered as acquired measurement data. Changes of $\pm 10\%$ in dynamic parameters of the generators, in 10 steps of $1\%$ variation, were also simulated and included in the training database. This would cover the maximum variation that normally may occur in the generator characteristics.

All disturbances that occur during synchronous generator operation are categorized into three types, including:

- Change in Excitation voltage,
- Change in Prime mover torque,
- Fault in Connected grid.

Data for training PEANNs are obtained by a step change of $10\%$ in excitation, a step change of $10\%$ in prime-mover torque and a three-phase short circuit of 10 mSec in the connected grid. The vectors $\xi_i (t)$ and $\xi (i)$ are formed at each time instant $t$, 50 six-dimensional patterns are presented in the fixed step selection, and variable step selection were used to set weighting connections of PEANN $(W_i)$. The dynamic behaviour of the generators is recorded during each kind of disturbance separately. By this method, the contribution of disturbance on PEANN training was also analysed, and the operators had a very clear view of the performance of PEANN in each operational condition.

B. TRAINING PEANN
There is no precise rule indicating the number of training data required to train a particular ANN. However, according to [44] a good recommendation is to use 10 times as much data as there are connections in the neural network. Training data representing a large variety of different generator’s dynamic performances are generated with MATPOWER.
A total of 558 sets of data were generated corresponding to the number of generators as well as the variations of their parameters simulated for each kind of disturbance. Each data set was comprised of sampling data obtained at 1000 different time instants. 50-time instants of them were selected by fixed step or variable step. Thus, a total of 27900 input/output patterns were used for presentation to each set of the estimators for training.

Using the above datasets, vector \( \xi(t) \) was formed at every time instant \( t \). Each PEANN was employed to estimate a dynamic parameter. Therefore, each estimator had 6 elements in the input layer and 1 element in the output layer. One hidden layer was used for each PEANN. The number of neurons in the hidden layer was specified based on the rule mentioned in section 3 and the optimization studies. A collection of 10 PEANNs were trained to identify 10 dynamic parameters of the generator.

The Mean Squared Error (MSE) is a well-known indicator of ANN performance [23], [45]. Eq. 13 evaluates MSE from the actual values (target) and the estimated values (PEANN outputs) of the dynamic parameters during the training course:

\[
MSE = \frac{1}{N} \sum_{t=1}^{N} (X(t) - \hat{X}(t))^2
\]  

where \( X \) and \( \hat{X} \) correspond to the actual and estimated values for parameters, respectively.

Moreover, the Levenberg-Marquardt training algorithm was executed to provide second-order training speed. This algorithm was selected based on an optimization study that has been carried out between 12 well-known algorithms for the training of ANN. When the performance function has the form of a sum of squares, as is in this research, the gradient (g) can be computed using the Jacobian matrix (J) where J contains the first derivatives of the ANN errors with respect to changes in the weights and biases.

In each iteration, during the course of training, the update was computed as a function of the gradient which was used as an indicator of weights and biases convergence. The graph of training error amplitude and the histogram of training error were also used to analyse the ANN behaviour. Samples of the training patterns and the related behaviour of ANN are presented in Figure 6.

Table 2 shows the performance of PEANNs during training term which are categorized and sorted based on the relative disturbances in three grades, where “Grade 1”, “Grade 2” and “Grade 3” are corresponding to the best (minimum error), intermediate and weak (maximum error) convergence performance, respectively.

However, the training database, which is used in the next steps, e.g., the optimization of ANN structure includes all types of faults.

V. PERFORMANCE VALIDATION OF THE DEVELOPED PEANN

Using a record of experimentally measured input-output data obtained during a transient disturbance event; it is possible to identify the generator dynamic parameters. To test the capabilities of the trained PEANN in estimating the parameters under online conditions, simulated measurements were generated by the machine operating in a one machine-infinite bus environment. It should be noted that under practical operating conditions, measurement data acquired experimentally will be used by the PEANN instead of the above simulated data.

The test database was obtained by initiating three specified types of disturbances. The simulations have been performed.
As a measure of performance, the Sum Squared Error (SSE) between the actual amounts of the dynamic parameters and the estimated values (PEANN outputs) were compared for the above test cases. This statistical criterion measures the total deviation of the response values from the fit to the target values. With respect to individual dynamic parameter $i$, the corresponding Sum of Squared Error is denoted as $SSE_i$ and defined as [23], [46]:

$$SSE_i = \sum_{j=1}^{N} w_i (y_{ij} - \hat{y}_{ij})^2 \quad (14)$$

where $y_{ij}$ and $\hat{y}_{ij}$ represent the corresponding actual and estimated values for dynamic parameter $i$ respectively, and $w_i$ defines which of the weight function amount is applied for the above parameter estimation.

To evaluate the performance of the PEANN, Absolute Percentage Error (APE) and Mean Absolute Percentage Error (MAPE), as two well-known criteria [47], were also employed. These are defined as:

$$APE = \frac{|P_{\text{estimate}} - P_{\text{actual}}|}{P_{\text{actual}}} \times 100\% \quad (15)$$

where $P$ is the value of the dynamic parameter of hydro generator which is under estimation.

$$MAPE = \frac{1}{N_i} \sum_{j=1}^{N_i} APE_i \quad (16)$$

where $N_i$ is the number of test patterns.

Mode (most frequent values), range, amplitude and histogram of the test error are also utilized to analyse the PEANN performance in tracking the dynamic parameters.

As an example, the values estimated by the PEANN, and the corresponding actual amount of a parameter are shown in Figure 7. This figure reveals a high accuracy matching of the real and PEANN estimated values.

Table 3 shows the results of the PEANN model for the dynamic parameters’ tracking. As mentioned earlier, MAPE was used to measure the estimation accuracy in the above operating conditions. In this application, solid structure PEANNs are used to estimate generator dynamic parameters. In this structure, the number of neurons in the hidden layer are determined using the rules mentioned in section III.

As another development stage, an extra optimisation has been performed for each PEANN structure, indeed on the number of neurons in the hidden layer. The results illustrate that the optimal number of neurons in this layer can be very different for estimating a dynamic parameter comparing to others. It can be resulted due to various correlations existing between dynamic parameters and the generator output measurements. By this approach, estimators’ performances are improved dramatically as given in Table 4.

This strategy provides information on the contribution of disturbance type to the parameter identification, say the maximum and minimum error of estimation in different operational scenarios. “Grade 1” is related to the tests providing the best result with the minimum error of estimation and “Grade 3” is related to the tests leading to the weakest estimation with the maximum error.

It is also beneficial for the scheduled tests that which kind of disturbance provides the best results; especially considering the fact that in most cases harmless tests provide more accurate estimations compared with the harmful tests.

Furthermore, it is worth mentioning that in this approach estimation error for all parameters has declined below acceptable standards of the conventional methods in this area. This impressive achievement has been performed using the following strategies:

- Assigning the ANN estimator to hydro generators
- Developing an estimator for each parameter separately
- Advanced optimization of ANN architecture
- Performing special studies in determining the network input parameters or generator measurement types.
In this work, the measured data can be affected by noise. Thus, Standard deviation (Std) was applied as a criterion for evaluation of noise corrupted data. In this approach, any deviation in the parameter value more than two times the

**TABLE 3. Salient pole synchronous generator model performance.**

| Parameters | Grade 1 | | Grade 2 | | Grade 3 |
|------------|---------|---|---------|---|---------|
|             | Dis. | MAPE (%) | Mode | Dis. | MAPE (%) | Mode | Dis. | MAPE (%) | Mode |
| $X_d$       | E     | 2.898    | 0.3157 | S    | 2.909    | 0.984 | S    | 3.298    | 1.473 |
| $X_q$       | E     | 0.0799   | 0.2521 | P    | 0.0934   | 0.5893 | S    | 0.1150   | 0.8222 |
| $X'_{d}$    | S     | 0.9618   | 0.5178 | P    | 1.197    | 0.518 | E    | 1.482    | 0.0312 |
| $X'_{q}$    | S     | 1.022    | 0.4055 | P    | 1.023    | 0.4184| E    | 1.341    | 0.0329 |
| $I'_{do}$   | E     | 1.02     | 0.0440 | S    | 1.081    | 0.2734| P    | 1.095    | 0.4033 |
| $I'_{dq}$   | S     | 2.4000   | 0.0224 | S    | 2.5500   | 0.0917| P    | 3.7540   | 0.0351 |
| $I'_{ds}$   | S     | 3.125    | 0.2894 | P    | 3.235    | 2.525 | E    | 3.286    | 1.821 |
| $I'_{qs}$   | S     | 4.206    | 0.1505 | E    | 2.508    | 0.0030| P    | 4.545    | 2.601 |
| $X_t$       | P     | 0.0969   | 0.9547 | S    | 0.0991   | 0.9334| E    | 0.1014   | 0.9574 |
| $H$         | S     | 0.6867   | 0.0001 | P    | 0.6913   | 0.0171| E    | 0.7056   | 0.0002 |

**TABLE 4. Performance of optimised model of salient pole synchronous generator.**

| Parameters | NNH | | Grade 1 | | Grade 2 | | Grade 3 |
|------------|-----|---|---------|---|---------|---|---------|
|             | Dis. | MAPE (%) | Std | Dis. | MAPE (%) | Std | Dis. | MAPE (%) | Std |
| $X_d$       | 15   | 0.1027   | 0.0688 | S    | 0.1085   | 0.0895 | P    | 0.1272   | 0.0899 |
| $X_q$       | 13   | 0.0799   | 0.0731 | P    | 0.0934   | 0.1351 | S    | 0.1150   | 0.1623 |
| $X'_{d}$    | 10   | 0.0127   | 0.0151 | S    | 0.0136   | 0.0100 | P    | 0.0559   | 0.0274 |
| $X'_{q}$    | 11   | 0.0175   | 0.0481 | E    | 0.0440   | 0.0826 | P    | 0.0859   | 0.0905 |
| $I'_{do}$   | 10   | 0.0379   | 0.0370 | E    | 0.0439   | 0.0330 | S    | 0.0771   | 0.0623 |
| $I'_{dq}$   | 13   | 2.4000   | 2.4470 | S    | 2.5500   | 2.5890 | P    | 3.7540   | 2.9990 |
| $I'_{ds}$   | 7    | 0.0001   | 0.0001 | P    | 0.0005   | 0.0015 | S    | 0.0036   | 0.0029 |
| $I'_{qs}$   | 6    | 0.0002   | 0.0002 | E    | 0.0003   | 0.0002 | S    | 0.0017   | 0.0014 |
| $X_t$       | 13   | 0.0958   | 0.1678 | S    | 0.0991   | 0.1695 | E    | 0.1014   | 0.1731 |
| $H$         | 13   | 0.6867   | 2.1700 | P    | 0.6913   | 8.1720 | E    | 0.7056   | 2.1630 |

NNH: Number of Neurons in Hidden layer  Std: Standard Deviation  
P: Prime-Mover Torque Disturbance  E: Excitation Disturbance,  
S: Short Circuit (Connected Grid Disturbance)
Table 5. Comparative analysis of identification error.

| Method  | Max. Error% | Min. Error% |
|---------|-------------|-------------|
| Method 1 | 5.3571      | 0.0365      |
| Method 2 | 4.71        | 1.07        |
| Method 3 | 13.3        | 0.09        |
| Proposed Method | 3.7540      | 0.0001      |

VI. CONCLUSION

In this work, neural network-based estimators have been developed to identify the full set of dynamic parameters of hydro generators by processing sequences of measurements obtained during common transient disturbance events. Robustness considerations indicate that the estimators are not only able to estimate all machine dynamic parameters (including q-axis parameters) with acceptable accuracy degree, but also keep the estimation error below the promising value of 2.4%. This performance represents an improvement over conventional approaches which are recommended for this application.

The above robustness along with the availability of generator measurements ($V_s$, $I_s$, $P_e$, $Q_e$, $\omega_m$ and $\delta$) used as PEANN inputs, and the user-friendly structure of the proposed artificial intelligence-based estimators confirm the practicality of this approach.

The comparative procedure is used in this work and the separate optimisation has performed for each case have provided a clear view of the dynamic parameters’ observability in hydro generators’ dynamic performances. Based on this, d-axis sub-transient time constant and d-axis transient time constant have respectively maximum and minimum observability in hydro units operating data.

As the intent of this paper is to propose a methodology wherein PEANN estimators can be used to estimate and track salient pole hydro synchronous generator parameters from time-domain disturbance data, the effect of disturbance type on parameter identification has been analysed too. The findings show for 80% of the dynamic parameters of hydro generators, harmless disturbances including excitation disturbance and prime-mover disturbance have led to the best results.

The results also confirm the volatility of the earlier finding of this research group [23] in the application. Based on this, considering different dynamic parameter sets are used to simulate hydro and steam generators, which employ salient-pole and solid rotor machines respectively, developing a separate PEANN set is required for each case. Comparing the finding of this research with [40] illustrates that due to the differences existing between the response of hydro and steam generators to the common disturbances, developing special estimators for hydro units can improve the identification accuracy degree dramatically. It has reduced the maximum error of estimation from 12.92% to 2.4% for the current application. Developing an extra optimisation for each PEANN, instead of using a general optimal structure for all parameters, has declined the maximum prediction error from 3.125% to 2.4% too.

The main objective of this research is to develop an ANN estimator as a predictive tool to update the amounts of dynamic parameters of each type of generator from data acquired during their transient performance. It can be helpful for power system operators to speed up the power system simulation process with enough accuracy. It can also be useful for...
them to have a reliable prediction of the generator behaviour in various terms of operation.
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