A SURVEY ON MACHINE LEARNING TECHNIQUES FOR AUTO LABELING OF VIDEO, AUDIO, AND TEXT DATA

ABSTRACT

Machine learning has been utilized to perform tasks in many different domains such as classification, object detection, image segmentation and natural language analysis. Data labeling has always been one of the most important tasks in machine learning. However, labeling large amounts of data increases the monetary cost in machine learning. As a result, researchers started to focus on reducing data annotation and labeling costs. Transfer learning was designed and widely used as an efficient approach that can reasonably reduce the negative impact of limited data, which in turn, reduces the data preparation cost. Even transferring previous knowledge from a source domain reduces the amount of data needed in a target domain. However, large amounts of annotated data are still demanded to build robust models and improve the prediction accuracy of the model. Therefore, researchers started to pay more attention on auto annotation and labeling. In this survey paper, we provide a review of previous techniques that focuses on optimized data annotation and labeling for video, audio, and text data.
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1 Introduction

In the machine learning domain a vast amount of labeled data is required. Researchers have gathered datasets containing labeled data from various domains, such as ImageNet [17], Lung Image Database Consortium and Image Database Resource Initiative (LIDC-IDRI) [3], MNIST [43], etc. Previous work has obtained very exciting results by implementing machine learning techniques with pre-labeled datasets [91, 32, 42, 64, 57].

To implement machine learning models into a new domain, newly labeled data is needed for training models. However, in some occasions, available data in new tasks are limited. As a result, researchers then studied transfer learning, which is an efficient approach that can reasonably reduce the negative impact of limited data [55, 76, 15, 33, 93]. Even with transfer learning that transfers previous knowledge learned from previous tasks to reduce the impact of limited data, annotating data is still a resource consuming task for a real-world implementation with no pre-labeled dataset. Moreover, models also need to be periodically re-trained on new labeled data to keep being robust. Therefore, researchers focus on designing optimized data annotation and labeling frameworks, including automatic and semi-automatic techniques.

1.1 Motivation

1.1.1 Motivation for Data Annotation and Labeling in Machine Learning

Supervised machine learning has achieved widely successes in different domains [41, 59, 93, 56, 19, 71, 48, 9, 94, 51]. Data labeling is the most important part of data preparation for supervised learning tasks. Well annotated data are served as input in model training to provide a learning basis for future data processing. Labeled datasets help to train machine learning models to identify and understand the recurring patterns in the input for delivering accurate output.
other words, after being trained on annotated data, machine learning models can be used to recognize the same patterns in the new data that is not seen by the model previously. Since data labeling is an essential task in machine learning domain, lots of well labeled datasets have been already created. ImageNet [17] is one of the most important labeled datasets, which contains more than 14 million images from more than 20,000 categories. Many research have been conducted on ImageNet [40, 62, 50, 91, 32, 34, 66, 31, 85] and have shown promising results on a such large scale dataset. The amount of time needed to create large scale datasets in a traditional way costs too much. Even for smaller datasets, traditional annotation and labeling will increase the cost of a machine learning task. Therefore, finding methods to optimize the data annotation and labeling process becomes more and more important and a lot of research has been focused on exploring different strategies in reducing data annotation and labeling costs in machine learning tasks.

1.1.2 Motivation of Our Work (Differences from other surveys)

The current data annotation and labeling surveys are often focusing on automatic image data annotation. [4] conducted a simple survey on image auto-annotation, where it mainly focused on previous work that boosted the performance of image annotation by exploring visual features. Researchers in [92] and [8] have reviewed the existing automatic image annotation approaches and they both focus on image retrieval. Similarly, researchers in [92] analyzed various automatic image annotation methods, including both feature extraction and semantic learning methods. Researchers in [67, 79] listed some existing automatic image annotation approaches and they both found that existing image auto-annotation methods can be categorized into three major approaches: 1) Generative, 2) Discriminative, and 3) Graph-based.

[73] conducted a survey on statistical approaches in automatic image annotation and compared them. [29] gives an overview of three different image annotation methods: 1) free text annotation, 2) keyword annotation, and 3) annotation using ontologies. [1] has made a detailed study of image annotation methods between manual, semi-automatic, and automatic annotation. Moreover, they talk about the importance of integrating user feedback and a semantic hierarchy into image annotation model. In [14] Nearest neighbor-based image annotation and Tag completion-based image annotation is included into the survey, and the authors have analysed the computational complexity, computation time, and annotation accuracy of different image auto-annotation methods. [77] is a survey of image annotation uses and user needs, where it also contains comparisons of the annotation approaches using unstructured or hierarchical vocabularies. Moreover, there are other surveys, such as [22] and [81], that focus on music and multimedia annotation.

While most existing surveys focus only on image data, in this survey paper, we will provide reviews on optimized annotation and labeling approaches designed for annotating video data, audio data, and text data that are based on strategies utilized by researchers. Research that proposes optimized image data annotation and labeling will not be listed in this survey paper since there are many other surveys that have been focusing on image data auto annotation.

1.2 Contributions

In this paper, we present an in-depth review of previous research that focus on improving the efficiency of data annotation and labeling in the machine learning domain.

Our contributions are listed as following:

- We perform an in-depth review over current work in data annotation and labeling and their efficiency improvement strategies. Our review consists of the definitions, the workflow, and the ideas which are proposed in each previous work to improve data annotation efficiency in machine learning tasks.

- In video and audio data annotation, we categorize the reviewed previous work based on the strategy that they utilize. For text data, we categorize current works based on specific domains that they focus on.

1.3 Paper Organization

The rest of this paper is organized as follows: In section 2, section 3, and section 4 we present a detailed review of optimized data annotation techniques designed for video data, audio data, and text data respectively. In section 5 we talk about existing data annotation tools for video data, audio data, and text data. We then make a conclusion of this paper in section 6. Finally, we discuss possible future work in section 7. Moreover, a diagram of this organization is shown in Figure 1.
2 Optimized Annotation for Video Data

A lot of video data is being generated by different data sources every day; hence, a lot of research has focused on video data. In this section, we talk about optimized video annotation techniques that have been proposed so far.

2.1 Unsupervised Learning Approaches

[52] proposed an unsupervised automatic video annotation approach that aims to exploit news video to automatically annotate by mining similar videos. The proposed algorithm employs a two-step process of search followed by mining. Given a query video consisting of visual content and speech-recognized transcripts, similar videos are first ranked in a multi-modal search. Later, the transcripts associated with these similar videos are mined to extract keywords for the query. Authors also conducted experiments to show the superiority of the proposed approach.

2.2 Semi-supervised and Supervised Learning Approaches

In [82], exploring the temporal consistency of semantic concepts in video sequences enhances two semi-supervised learning algorithms, which are self-training and co-training. In the enhanced algorithms, the basic sample units took time-constraint shot clusters instead of individual shots. This strategy can obtain more accurate statistical models since most miss-classifications can be corrected before they are applied for re-training. [83] proposes Semi-supervised Learning by Kernel Density Estimation (SSLKDE). This is a novel semi-supervised learning algorithm, and it can avoid the "model assumption" since it is based on a non-parametric method. In the classical Kernel Density Estimation (KDE) approach, only labeled data are utilized while both labeled and unlabeled data are leveraged to estimate class
In [25], authors learn an optimal graph (OGL) from multicues (i.e. partial tags and multiple features) and propose a semi-supervised annotation approach. As a result of using their approach, the relationships among the data points can be embedded more accurately. The models are extended to address out-of-sample and noisy label issues. In terms of mean average precision, the consistent superiority of OGL over state-of-the-art methods by up to 12% which is shown by extensive experiments on four public datasets is promising. In [7], authors state a recursive and semi-automatic annotation approach which proposes initial annotations for all frames in a video based on segmenting only a few manual objects. This novel approach is evaluated on a subset of the RGBT-234 visual-thermal dataset. It uses an advanced video object segmentation method and decreases the workload of a human annotator with approximately 78%, which outperforms full manual annotation. [20] describes a method named PassNet to recognize the most frequent events in soccer, such as passes, from video streams. The proposed model combines a set of artificial neural networks that perform feature extraction from video streams detecting object to identify the positions of the ball and the players, and classify frame sequences as passes or not passes. Even when the match video conditions of the test and training sets are considerably different, results show significant improvement in the accuracy of pass detection with respect to baseline classifiers. [12] introduces ScribbleBox which is an interactive framework that can annotate object instances with masks in videos. Annotation is divided into two steps. One is annotating objects with tracked boxes, while another is labeling masks inside these tracks. A parametric curve with a small number of control points, which the annotator can interactively correct, is able to be used to approximate the trajectory. This method can efficiently annotate box trackers, and authors show that the J&F of the ScribbleBox method on DAVIS2017 reached 88.92%, the average number of clicks per box track was 9.14, and only 4 frames of the video with an average of 65.3 frames needed graffiti annotations.

In [28], authors present an automatic annotation approach by using Mask RCNN in CVAT on an AWS EC2 Instance. Moreover, the viability of deploying data and computing intensive systems on the cloud are completely illustrated. In order to reduce the human labor and time cost while annotating video object bounding box, [43] proposes Interactive Self-Annotation framework, which is based on recurrent self-supervised learning. The proposed method consists of an Automatic process and an interactive process. The interactive process is able to speed up while a supported detector is built by the automatic process. In the Automatic Recurrent Annotation, an off-the-shelf detector automatically reinforces itself by watching unlabeled videos. This way, better pseudo ground-truth bounding boxes are generated by the trained model of the previous iteration, so that self-supervised training is improved. In the Interactive Recurrent Annotation, the authors use a Hierarchical Correction module. The strength of a Convolutional Neural Network (CNN) for neighbor frames can be used when the annotated frame-distance reduces at each time step. The results on various video datasets show that the human labor and time are reduced effectively by the proposed framework since it can provide high-quality annotations. In [26], authors propose a semi-automatic video annotation approach. This approach can eliminate false-positives using temporal information with a tracking-by-detection method through employing multiple hypothesis tracking (MHT). Human operators confirm tracklets which are automatically formed by the MHT method so that the training set can be enlarged. This incremental learning method assists video annotation in an
iterative way. Moreover, experiments on AUTH Multidrone Dataset demonstrate that the proposed method can reduce approximately 96% of the annotation workload.

2.3 Active Learning Approaches

[69] proposes a novel active learning framework based on multiple complementary predictors and an incremental model adaptation to accelerate the converging speed of the learning process by labeling the most informative samples. [36] proposes an active learning framework with clustering tuning. In this framework, an initial training set is first constructed based on clustering the entire video dataset. Then, an SVM-based active learning scheme is proposed to maximize the margin of the SVM classifier by manually and selectively labeling a small set of samples. In each round of active learning, clustering results are tuned based on the prediction results of the current stage. Experimental results show that the proposed framework outperforms the typical active learning algorithms in terms of both annotation accuracy and stability. [78] proposes an adaptive key-frame strategy that utilizes active learning to label only certain objects in certain frames that are helpful in improving the performance. By implementing this proposed method, minimal user effort may achieve high accuracy. Authors demonstrate the framework on four datasets, where two of which are constructed with key frame annotations obtained by Amazon Mechanical Turk. The results indicate that their proposed active learning framework achieves a promising performance.

2.4 Transfer Learning Approaches

[2] aims at constructing an adaptive system for court-based sport video annotation by applying a methodology of anomaly detection. Moreover, authors demonstrate how the detected anomalies can be used to transfer learning from one rule-governed structure to another. [16] proposes a system that can automatically annotate tennis game videos. A set of mechanisms are embedded in the system to detect anomalies caused by a change of domain in the input data. Once an anomaly is detected, transfer learning methods are there to adapt the knowledge from the source domains to the new domains, such as new sport modalities. Authors also present a generic framework for rule induction that is crucial in adaptive annotation system. In [23], authors propose Multiple Annotation Maturation (MAM), which is a new self-training approach. Image data can be fully automatic labeled through MAM and detectors which are produced by MAM can be used afterwards in an online manner. MAM is evaluated based on data from different detection tasks and its performance is compared with the state-of-the-art methods. Results using more than 300,000 images demonstrate promising adaptability and robustness. [65] focuses on annotating dance videos based on foot postures (stanas). Features from the images are extracted and a deep neural network is used for image classification with the implementation of transfer learning. A trained classifier is used for identifying stanas from the frames of a video which is called Deep Stana Classifier. The proposed annotation system contains Deep Stana Classifier module and an annotation module. The result of the annotations performed on the video is kept in a JSON object format file. Authors mention that their proposed framework is useful for annotating dance videos as well as videos from another domains.

2.5 Multi-label Annotations Approaches

[58] proposes a novel Correlative Multi-Label (CML) framework which simultaneously classifies concepts and models correlations in a single step. The test results on the TRECVID dataset show the superiority of the proposed framework. [87] proposes an approach called En-MMLSVM for the video annotation task which considers the class imbalance and long time training. Additionally, a temporally consistent weighted multi-instance kernel is developed to consider the temporal consistency in video data as well as the significance of instances of different levels in pyramid representation. The proposed approach shows positive results when evaluated on the TRECVID 2005 dataset. [88] proposes a semi-supervised multi-labels approach that is able to exploit abundant non-annotated videos to help improve the annotation performance. This proposed approach takes label correlations into account and enforces similar instances to share similar multi-labels.

3 Optimized Annotation for Audio Data

With the rapidly increased amount of audio data, research have been focusing on performing audio analysis using machine learning techniques. Data annotation and labeling is always a vital important part of these tasks, where it can affect model training results and efficiency. In this section, we talk about papers that focus on optimized audio annotation and labeling.
3.1 Unsupervised Learning Approaches

[63] presents a sparse feature learning-based data-processing pipeline, which can be implemented in music annotation and retrieval. Music annotation and retrieval systems based on content start with features to process the audio. Experiments show that the newly learned features produce results on the CAL500 dataset using only a linear classifier is comparable with the state-of-the-art music annotation and retrieval systems. [46] suggests that detecting speech recognition errors and providing possible fixes can provide high quality training data. This auto-annotation system does not need any hand-labeled audios. In the proposed method, an overall word error rate (WER) of the auto-annotated training data is 0.002. Additionally, after applying the auto-suggested fixes, a reduction of 0.907 in WER is obtained.

3.2 Semi-supervised and Supervised Learning Approaches

Labeling any possible sound with great detail could not be accomplished since automatic annotation methods are not mature enough. A taxonomy which represents the world and many classifiers specialized in distinguishing tiny details are required to recognize a general sound. [11] uses WordNet to tackle the taxonomy definition problem. This semantic network can organize real world knowledge. A nearest-neighbor classifier with a database of isolated sounds which is unambiguously linked to WordNet concepts is used to overcome the need for a large number of classifiers to distinguish many different sound classes. A database of more than 50,000 sounds and more than 1,600 concepts achieves 30% of concept predictions. Moreover, manual annotations is the most significant method for personalized music recommendation systems to query and navigate large music collections. New songs/tracks can only be recommended after manually annotating them. In order to solve this issue, automatic tag annotation based on content analysis is proposed. [54] suggests that the performance of the state-of-the-art automatic tag annotation music system which is based on audio content analysis can be improved through stacked generalization. Authors also show the results on two publicly available datasets.

[39] uses semi-automatic annotation to analyze bird songs. Manual annotations are typically required when analyzing the wild recordings. However, the within or between observers may both be varied. Therefore, annotation is not extremely accurate and consistent. Authors propose a system using automated methods from robot audition which is able to accomplish sound source detection, localization, separation, and identification. They also propose to focus on spatial cues and combine other features within a Bayesian framework to do integration instead of studying separately. Moreover, a large training set of annotated labels are required by a pre-trained model to do supervised machine learning methods. Authors suggest to use less pre-annotation by employing a semi-automatic annotation approach and the experiments of bird songs recordings from the wild show that the proposed system obtains better identification accuracy compared with a method based on conventional robot audition.

The task of personalized feedback is formulated as an effective audio annotation problem by [86]. In order to solve the multi-label classification problem, authors propose a novel convolutional clustering neural network (CCNN). They introduce a novel clustering layer to derive intermediate representation instead of aggregating the features of different channels through pooling which can effectively improve annotation performance. They also collect more than 2,000 video clips from the TED website and build an audio annotation dataset to evaluate the performance of their proposed method. Experimental results reveal that the proposed method is better than traditional CNN-based approaches since there is a lower hamming loss for an effective annotation. [35] aims at enabling context-aware music recommendation agnostic to user data. In order to explore the relationship between user context and audio content, authors collect track sets using a semi-automatic procedure to help leverage playlist titles as a proxy for context labelling. Consequently, a dataset of 50k tracks labelled with 15 different contexts is created. They next use an audio auto-tagging model to demonstrate benchmark classification results on the created dataset.

3.3 Active Learning Approaches

[10] aims at helping an annotator to perform a speaker diarization when there are lots of archives in an annotation background. Authors propose a method to correct diarization. The proposed method is mainly evaluated in terms of KSR (Keystroke Saving Rate) and decreases human interventions. As a result, they reduce the number of actions required to correct the speaker diarization output by an absolute value of 6.8

3.4 Multi-label Annotation Approaches

A natural way for searching/annotating music in a large database is query-by-semantic-description (QBSD). [13] states that using anti-words for each annotation word, which is based on the concept of supervised multiclass labeling (SML), can improve QBSD. Experiments demonstrate that the original SML model achieves only 27.8% while the annotation system can achieve 31.1% of equal mean per-word precision and recall when modeling both a word and its anti-word
set. Results also show that the retrieval system with anti-word model outperforms, especially when the query keyword has an antonym which is an existing annotation word. [47] proposes a new approach which outperforms MIREX 2009 winning method. Authors treat the tag counts as costs so that the audio tagging problem becomes a cost sensitive classification problem. Besides, the audio tagging problem is formulated as a multi-label classification problem by considering the tags co-occurrences. Moreover, they present that modeling the audio tagging as a novel cost-sensitive multi-label (CSML) learning problem can exploit the tag count and correlation information and give two solutions. Their experiments reveal that the performance is significantly improved compared to MIREX 2009.

4 Optimized Annotation for Text Data

The machine learning related research on text data has shown significant success in different domains and researchers have proposed different approaches for annotating text data in an efficient way. In this section, we talk about those papers based on machine learning task that they are used in.

4.1 Annotation in Named Entity Recognition (NER)

In [61], authors point out that human annotation speed and accuracy can be improved by automatic pre-annotation. They also state that the annotators’ subjective assessment cannot always be matched to the actual benefits which are measured in the annotation outcome. In [80], in order to recognize person names in judgment documents, authors propose Aux-LSTM, which is a joint learning method. They utilize various automatic labeling data so that it can help manual labeling data (small size) recognize names. Authors train the auto-annotated data to develop an auxiliary Long Short-Term Memory (LSTM) representation. Moreover, they improve the performance of classifiers which are trained on artificially labeled data by leveraging the auxiliary LSTM representation.

In [89], authors present a new method in order to handle the distant supervision problems of Chinese NER. According to their method, partial annotation learning is used to reduce the influence of unknown labels of characters. Their method is able to effectively solve the incomplete annotations. They also design an instance selector which is based on reinforcement learning so that positive sentences can be distinguished from auto-generated annotations. It is able to effectively solve the noisy annotations. In their experiments, distant supervision assists them to create two datasets for NER in two domains. Their experimental results demonstrate that their proposed method outperforms the state-of-the-art systems on both datasets. In [21], authors utilize remote supervision to automatically label dataset in specific domains and point out an iterative deep learning NER framework. They obtain a large BIO-annotated dataset with six geological categories and use this framework on mineral exploration reports. Authors also apply the framework to two other datasets (disease names and chemical names) to verify its generalisation ability. The experiments show that their method works effectively on reducing annotation efforts when identifying a much smaller subset.

4.2 Annotation in Text Classification

[5] presents the PIRATES framework which is a Personalized Intelligent Recommender and Annotator TEStbed. It is able to retrieve text-based content and classify them. Users can experiment, customize, and personalize the way they retrieve, filter, and organize information from the Web since this framework utilizes an integrated set of tools. Moreover, the PIRATES framework recommends means of personalized tags and annotate other forms of textual data, which is a new method to automate typical manual tasks including content annotation and tagging. In [68], authors propose an information retrieval approach for government documents. This approach is able to build a large-scale automatic annotated dataset. The experimental results demonstrate that the supervised classification model which is trained on automatic constructed dataset shows better results compared with the baseline method.

4.3 Annotation in Part-of-speech Tagging

[6] describes a task which is automatic linguistic annotation of German language data. The data come from genres of computer-mediated communication (CMC), social media interactions, and Web corpora. Authors perform tokenization and part-of-speech tagging on two data sets. Their best tokenizer achieves an F1-score of 99.57% (compared to the 98.95% off-the-shelf baseline). Moreover, their best tagger achieves an accuracy of 90.44% (compared to the 84.86% baseline). The task results show a significant improvement compared with current off-the-shelf tools for German. Additionally, in order to annotate languages without natural definitions of words, an annotation system with feasibility and flexibility for joint tokenization and part-of-speech (POS) tagging is needed. As a result, [18] proposes nova, an annotation system which contains only four basic tags (n, v, a, and o). The tags are able to be further modified and combined so that they can adapt complex linguistic phenomena in tokenization and POS tagging. Authors also discuss the relation between nova and two universal POS tags.
5 Optimal Data Annotation Tools

In the previous section, we list papers focusing on optimized data annotation approaches. In this section, we give a review of the existing data annotation tools that implement automatic or semi-automatic data annotation approaches.

5.1 Annotation Tools for Video Data

[72] develops a web tool, which can be used to annotate underwater videos. Users can also create a short tracking video for each annotation that shows how an annotated concept moves in time. Verifying the accuracy of existing annotations is supported by the tool. Additionally, users can create a neural network model from existing annotations and automatically annotate new videos using previously created models. [37] develops a semi-automatic video annotation tool that can automatically generate the initial data annotation for input videos by the automatic object detection modules. The system also has several user-friendly functions to allow the users to check the validity of the initial annotation data. Using this developed video annotation tool, users can generate large amount of ground truth data for videos. [38] proposes a tool for tagging and annotation. The tool can analyze the video structure to detect shot boundaries where shots in each video are identified using image duplication techniques. A single frame from each shot is passed to a deep learning model implemented using TensorFlow, which is trained for feature extraction and classification of objects in each frame. Moreover, an automatic textual annotation is generated for each video. [63] proposes a novel tool named Annotation as a Service (AaaS) that is designed to integrate heterogeneous video annotation workflows into containers and take advantage of a cloud service that is highly scalable and reliable based on Kubernetes workloads. The solution has proven to be efficient and resilient and automatic pre-annotations with the proposed strategy reduce the time of human participation in the annotation by up to 80% maximum and 60% on average.

5.2 Annotation Tools for Audio Data

[49] describes a system which can automatically annotate audio files. The application outputs time-aligned text labels describing the audio content when there is a sound file as input. Labels of eight musical instrument names and the label ‘other’ are both included in this annotation system. Two sound classifiers, which are built after experimenting using different parameters, are applied by the annotation tool. The first classifier uses Gaussian Mixture Models and the mel cepstral feature set so that instrument set and non-instrument set sounds can be divided. It needs 0.2 seconds to correctly classify an audio segment with 75% accuracy. The second classifier uses Support Vector Machines and mel cepstral feature set to distinguish the type of instruments. The time length is 0.2 seconds, while the accuracy is 70%. In [45], authors propose a tool that can annotate speech and language features of conversations, named Gecko. Gecko is able to segment the voice signal from the speaker and annotate the linguistic content of the conversation efficiently and effectively. Authors also state that the presentation of the automatic segmentation output as well as transcription systems in an intuitive user interface for editing is Gecko’s significant feature. Voice Activity Detection (VAD), Diarization, Speaker Identification, and ASR outputs are allowed to be annotated on a large scale through Gecko. Gecko is publicly available for the benefit of the community[1]. In [27], authors propose audino, which is a tool to annotate audio and speech in a collaborative and modern way. Temporal segmentation in audios can be defined and described by annotators and a dynamically generated form can label and transcribe the segments. Moreover, user roles and project assignments are able to be controlled by the admin dashboard which describes labels and values. Furthermore, JSON format is available when exporting annotations for further processing. A key-based API can assist user upload and assign audio data in the tool. Authors also emphasize on the flexibility of this annotation tool.

5.3 Annotation Tools for Text Data

In order to manually annotate text documents, [90] presents a flexible approach which is extending an open-source web-based annotation tool named WebAnno. An arbitrary number of layers, which do separate or simultaneous annotation and support most types of linguistic annotations, are possible to be added and configured through a web-based UI. A generic machine learning component is tightly integrated to automatically annotate suggestions of span annotations. Two studies demonstrate that automatic annotation suggestions which are combined with the split-pane UI concept reduces annotation time effectively. Additionally, [75] presents a mobile annotation tool featuring user-friendly and flexibility. The proposed tool provides auto-annotation, label management, and multi-user support.

---

[1]https://github.com/gong-io/gecko
6 Conclusion

Data annotation is an important task of machine learning. Optimized data annotation including automatic and semi-automatic approaches increases the data annotation efficiency and reduces the cost of machine learning tasks. In this paper, we categorized the optimized data annotation approaches designed for video data, audio data, and text data. For video and audio data, we categorized optimized annotation techniques into unsupervised learning approaches, semi-supervised learning approaches, supervised learning approaches, active learning approaches, and approaches that utilize transfer learning. For text data, we categorized existing works by the domains that they are focusing on. Finally, we discussed about existing annotation tools.

7 Future Work

Previous research have proposed many efficient approaches to optimize the data annotation in machine learning including the ones that focus on unsupervised, semi-supervised, and supervised learning, active learning, and transfer learning approaches. Although data annotations have been fully researched, further endeavor can still be made by designing a transfer learning based active learning framework, which is an active learning framework that transfer previous knowledge to further accelerate the data annotation tasks. By combining active learning and transfer learning, efficiency may be further improved. Future research can also explore possible human-in-the-loop active learning frameworks, which may result in higher accuracy with minimal human efforts involved. Deep reinforcement learning should also be paid more attention to as it can be implemented to automatically learn and improve data annotation based on rewards, which can provide a more efficient and automatic approach for some real-world implementation scenarios. Another possible future direction is heterogeneous data. Nowadays, a lot of surveillance devices are being used to monitor a specific location. These devices can generate different types of data (e.g. temperature and humidity received from sensors, video and image received from cameras, and audio received from microphones). Since all of these heterogeneous data can belong to the same location, labeling them is a challenging research topic.
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