Mixed-Mode Chimera States in Pendula Networks
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We report the emergence of peculiar chimera states in networks of identical pendula with global phase-lagged coupling. The states reported include both rotating and quiescent modes, i.e. with non-zero and zero average frequencies. This kind mixed-mode chimeras may be interpreted as images of bump states known in neuroscience in the context of modelling the working memory. We illustrate this striking phenomenon for a network of $N = 100$ coupled pendula, followed by a detailed description of the minimal non-trivial case of $N = 3$. Parameter regions for five characteristic types of the system behavior are identified consisting: two mixed-mode chimeras with one and two rotating pendula, classical weak chimera with all three pendula rotating, synchronous rotation and quiescent state. The network dynamics is multistable: up to four of the states can coexist in the system phase state as demonstrated through the basins of attraction. The analysis suggests that the robust mixed-mode chimera states can generically describe the complex dynamics of diverse pendula-like systems widespread in nature.

Chimera states generally refer to spatio-temporal patterns in networks of identical or close to identical oscillators, in which a group of oscillators is synchronized and the other group is asynchronous. For networks composed of Kuramoto oscillators with inertia, chimera states are manifested in the form of solitary states in which one or a few oscillators split off from the main synchronized cluster and start to rotate with a different average frequency. Chimeras of this kind include rotational modes and their frequencies are determined by the system parameters. In networks of excitable elements such as neurons, in contrary, chimeric spatiotemporal patterns typically arise in the form of bump states, where active spiking neurons (large amplitude) coexist with quiescent (sub-threshold) ones. The bumps states are created due to the competition mechanism between attractive and repulsive couplings, which suppresses the quiescent group. Then, the pendulum network can be viewed as a model bringing together the properties of the Kuramoto oscillators with inertia and the excitatory theta neuron model, for which we show the emergence of mixed-mode chimeras with non-zero and zero average frequencies of individual oscillators from different groups.

\[ m\ddot{\phi}_i + \varepsilon \dot{\phi}_i + r \sin \phi_i = w + \frac{\mu}{N} \sum_{j=1}^{N} \sin[\phi_j - \phi_i - \alpha], \quad (1) \]

where $\phi_i, i = 1, ..., N$, are phase variables, $\mu$ is the coupling strength, $\alpha$ is the phase-lag, $m, \varepsilon$ and $w$ are inertia, damping, and natural frequency of each pendulum, respectively. Experimental evidence of chimera states in the pendula network (1) was obtained for a ring setup of coupled metronomes[30,32].

We find that, besides the amazing chimera complexity inherent to the Kuramoto model with inertia, model (1) also gains new characteristic solutions caused by the presence of the nonlinear gravitation terms $\sin \phi_i$. We name them mixed-mode chimera states, in which a part of oscillators are in a quiescent mode (slightly oscillating, however) and the others are rotating with a non-zero average frequency. Note that, behav-
ior of this type is widespread in neuroscience, known as bump states\cite{34,38} which combines the spatially localized groups of persistent neuronal activity at the silent background of not-firing subthreshold neurons. In particular, bump states are considered as appropriate models for functioning of the working memory in the brain\cite{30,31}. During the last two decades, bump states were intensively studied for various excitable neuronal models, including their apparent relation to chimera states\cite{34,38}.

The emergence of the mixed-mode chimera states in model (1) is manifested as the mismatch in average frequency between the chimera clusters. One of the clusters is similar to the quiescent background in bumps, i.e., with zero average frequency, and the other one consist of rotating oscillators with non-zero average frequency. An important characteristic is that to induce the mixed-mode chimera of a given configuration, specially prepared initial conditions are needed (similarly again to the bump states). In the dynamical interpretation, this property follows from the complex structure of the basins of attraction, in particular, due to fractal basin boundary.

The dynamics of a single pendulum in model (1) consists of a stable equilibrium and stable limit cycle including their coexistence at some parameter region\cite{23}. For small values of w and ε, the fixed point solution exists and is stable. Increasing w results in the appearance of a limit cycle which is born in a homoclinic bifurcation at the Tricomi bifurcation curve\cite{12}. With further increase of w at line w/r = 1, the stable fixed point is eliminated in a saddle-node bifurcation, and the only attractor is the limit cycle. In the bistability region between the Tricomi curve and w/r = 1, both fixed point and limit cycle can develop depending on the initial conditions. We note that, at r = 0 the model transforms into the Kuramoto model with inertia, the stable equilibrium is eliminated and dynamical regimes reduce to that of limit cycle with average frequency \( \bar{\phi} = w/\epsilon \). In our numerical simulation we fix parameters \( m = 1, \epsilon = 0.1, r = 1, \omega = 0 \).

II. NETWORK \( N = 100 \)

Typical examples of mixed-mode chimeras in model (1) of \( N = 100 \) pendula with global coupling are illustrated in Fig. 1. The figure reveals the appearance of solutions with different number and size of the frequency clusters, where one of the clusters is quiescent (only slightly oscillating) but the others are rotating with non-zero average frequency. The solutions are obtained by the simulations starting from the same initial conditions for increasing values of the phase-lag parameter \( \alpha = 1.2(a); 1.35(b); 1.42(c); 1.52(d) \), where the coupling strength is fixed to \( \mu = 2 \). The left panel in the figure shows the transient behavior of the solutions, middle panel emboldens the shape of the sustained cluster oscillations (after the transient) within a narrow time interval, and the average frequencies are depicted in the right panel. It can be seen that the complexity of the mixed-mode chimeras grows with the increase of \( \alpha \). First, in Fig. 1(a), the frequency profile is rather simple, resembling classical bump state: some pendula of the network rotate, the rest are quiescent. The number of the rotating clusters grows with an increase of \( \alpha \): two such clusters can be seen in (b) and three in (c). With further increase of \( \alpha \) the dynamics inside the quiescent cluster becomes irregular or even chaotic, showing a “fuzzy” structure of the individual frequencies, see (d).

Each cluster in a mixed-mode chimera state is categorized by a common averaged frequency of the oscillators \( \bar{\omega} \), with \( \bar{\omega} \neq 0 \) for rotating and \( \bar{\omega} = 0 \) for oscillating cluster in the
background. This is in contrast to classical chimera states, where a synchronous rotating cluster coexists with a group of incoherent oscillators with a bell shape frequency profile. Furthermore, the mixed-mode chimeras are not chaotic transients as the classical counterparts i.e. do not collapse into a synchronization or rotating wave states. In contrary, they are persistent solutions similar to solitary states in the Kuramoto model with inertia.

Note that, frequency clustering in chimera states does not imply, in general, phase clustering (see Ref. [4] for illustrative examples). In the model (1), however, this is the case as soon as \( \alpha < \pi / 2 \); after formation of a mixed-mode chimera, not only frequencies but also phases coincide for the oscillators within each cluster. The dynamics is then governed on an invariant manifold of the reduced dimension

\[
D(M) = \{ \phi_1 = \ldots = \phi_n = \Phi_1(t); \ldots; \phi_{LM} = \ldots = \phi_N = \Phi_M(t) \};
\]

such that the in-manifold dynamics is given by the equations

\[
m \ddot{\Phi}_i + \varepsilon \dot{\Phi}_i + r \sin(\Phi_i) = -n_i \dot{\omega} + \mu \sum_{j \neq i}^{M} n_j \sin(\Phi_j - \Phi_i - \alpha),
\]

where \( \dot{\omega} = \mu \sin(\alpha) \) is the modified eigenfrequency and \( n_i \) is the ratio of pendula in the \( i \)'s cluster to the network size. For different values of parameters \( (\alpha, \mu) \) and the initial conditions, Eq. (3) can develop in different dynamical regions (such as fixed point, bistability, limit cycle, invariant torus or chaos).

An analytical approach with asymptotic description can be developed to describe the cluster dynamics. One can represent \( \Phi_i \)'s as sum of a monotonic term with respect to time and correction terms scaled by small perturbation parameter \( \lambda \)

\[
\Phi_i = \bar{\omega} t + \sum_{j=1}^{\infty} \lambda^j \delta \Phi_j
\]

Inserting condition [4] into Eq. (3) and sorting by \( \lambda \), one finds (Appendix 1) the average frequency of the rotating clusters

\[
\bar{\omega}_i = -\frac{n_i \dot{\omega}}{\varepsilon}
\]

and the leading correction term

\[
\lambda \delta \Phi_j \sim \frac{r}{m \bar{\omega}_j^{\delta}} \sin \bar{\omega}_j t - \mu \sum_{j=1}^{M} \frac{n_j}{\Delta \bar{\omega}_j} \sin[\Delta \bar{\omega}_j t - \alpha],
\]

where \( \Delta \bar{\omega}_j = \bar{\omega}_j - \bar{\omega}_i \). The average frequency of the clusters depend on the parameters \( (\alpha, \mu) \) and the number of pendulum in the cluster. The system dynamic from this point of view for any \( N \) could be a subject of future study. In the next section, we consider the emergence and coexistence of mixed-mode chimeras for the minimal but non-trivial network of \( N = 3 \) coupled pendula in model (1).

### III. MINIMAL NETWORK \( N = 3 \)

The minimal network with chimeric behavior in model (1) consists of \( N = 3 \) coupled pendula

\[
\begin{align*}
\dot{\phi}_1 + \varepsilon \dot{\phi}_1 + \sin(\phi_1) &= \frac{\mu}{3} [\sin(\phi_2 - \phi_1 - \alpha) + \sin(\phi_3 - \phi_1 - \alpha) - \sin \alpha], \\
\dot{\phi}_2 + \varepsilon \dot{\phi}_2 + \sin(\phi_2) &= \frac{\mu}{3} [\sin(\phi_1 - \phi_2 - \alpha) + \sin(\phi_3 - \phi_2 - \alpha) - \sin \alpha], \\
\dot{\phi}_3 + \varepsilon \dot{\phi}_3 + \sin(\phi_3) &= \frac{\mu}{3} [\sin(\phi_1 - \phi_3 - \alpha) + \sin(\phi_2 - \phi_3 - \alpha) - \sin \alpha],
\end{align*}
\]

where we put \( m = r = 1 \) and \( \omega = 0 \) for simplicity. In this minimal system, we find two types of mixed-mode chimera states with one and two rotating pendula, respectively. We symbolically denote them by the average frequencies \( (\bar{\omega}_1, \bar{\omega}_2, \bar{\omega}_3) \) of the pendula such that \( (0 : 1 : 1) \) corresponds to the mixed-mode chimera with two rotating pendula and one oscillating, and \( (0 : 0 : 1) \) denotes one rotating pendulum and two oscillating. By \( (1 : 2 : 2) \) we denote a "classical" chimera in which all pendula are in a rotation mode such that two are synchronized and rotating faster than the third one. In addition, there are two non-chimeric behaviors: synchronous rotating state \( (1 : 1 : 1) \) and trivial equilibrium \( (0 : 0 : 0) \) given by in-phase fixed point \( \phi_1 = \phi_2 = \phi_3 \).

Results of direct numerical simulation of the system (7) in the two-parameter plane of the phase-lag \( \alpha \) and coupling strength \( \mu \) are presented in Fig. 2. This figure reveals the appearance of regions of the chimera states of the three types \( (0 : 1 : 1), (0 : 0 : 1), \) and \( (1 : 2 : 2) \), all arising at not-small values of \( \alpha \) and \( \mu \). Alternatively, if \( \alpha \) and/or \( \mu \) are close to zero, the network displays only the equilibrium state \( (0 : 0 : 0) \), which exists and is stable in the dotted region below the saddle-node bifurcation curve \( \mu \sin \alpha = 1 \).

Note that both, the mixed-mode chimera \( (0 : 1 : 1) \) and the rotating chimera \( (1 : 2 : 2) \) reside in large parameter regions with the area of coexistence (shown in blue and dark gray, respectively), and they extend up to the large values of \( \alpha \) and \( \mu \). The second mixed-mode chimera \( (0 : 0 : 1) \), in contrary, exists in a smaller region (shown in dashed). Non-chimeric synchronous rotating state \( (1 : 1 : 1) \) also occupies a big parameter region. It arises in a homoclinic bifurcation at the curve \( T_0 \) (equivalent to the Tricomi curve) and is stable for all \( \alpha, \mu \) above \( T_0 \).

To describe the mechanism of the bifurcations in system (7) of \( N = 3 \) pendula, we start by identifying its fixed points in the attractive parameter region \( \alpha < \pi / 2 \). Note that system (7) represents a six-dimensional system of differential equations, and due to the presence of the nonlinear gravitation term \( \sin \phi \), cannot be reduced to a 4-Dim system in phase differences (contrary to the corresponding Kuramoto model with inertia).

System (7) has a 2D invariant synchronous manifold \( M = \{ \phi_1 = \phi_2 = \phi_3 \} \), its dynamics is given by a single pendulum equation

\[
\dot{\phi}_1 + \varepsilon \dot{\phi}_1 + \sin(\phi_1) = -\mu \sin \alpha.
\]

Note that the forcing term in the right hand side of Eq. (8) arises due to the phase-lagged character of the global cou-
plunging, including the self-coupling. System (7) has two fixed points (equilibria) \( O \) and \( S \) inside the synchronous manifold \( \mathcal{M} \). In the variables \{\( \phi; \phi \)} they are written as: \( O = \{\phi^*; 0\} \)

\[
\begin{align*}
\lambda^2 + \varepsilon \lambda \pm \sqrt{1 - \mu^2 \sin^2 \alpha} &= 0, \\
\phi^* &= -\sin^{-1}[\mu \sin \alpha] \\
\phi^{**} &= \pi + \sin^{-1}[\mu \sin \alpha].
\end{align*}
\]

Fixed points \( O \) and \( S \) exist in the \((\alpha, \mu)\) parameter region below the bifurcation curve \( \mu = 1/\sin \alpha \), at which they collide and disappear in a saddle-node bifurcation. The in-manifold stability of the fixed points is controlled by the characteristic equation for two Lyapunov exponents \( \lambda = \lambda_{1,2} \):

\[
(\lambda^2 + \varepsilon \lambda + \sqrt{1 - \mu^2 \sin^2 \alpha} + \mu \cos \alpha)^2 = 0.
\]

It has two pairs of two-multiple roots, all having negative real parts (as \( \mu \cos \alpha > 0 \) at \( \alpha < \pi/2 \)), which guaranties transverse stability of \( O \). Similar analytics allows to extend this property to larger number of coupled pendula, revealing that \( O \) is a stable equilibrium of model (7) at any finite \( N \). The stability follows from the characteristic equation for the eigenvalues \( \lambda = \lambda_i, i = 1, ..., 2N \) of \( O \):

\[
(z + \sqrt{1 - \mu^2 \sin^2 \alpha})(z + \sqrt{1 - \mu^2 \sin^2 \alpha} + \mu \cos \alpha)^{N-1} = 0,
\]
FIG. 5. Basins of attraction of system (7) with $N = 3$ for $\mu = 1.2$ and increasing values of $\alpha = 0.98, 1.2,$ and $1.4$. Top and bottom panels are different cross sections of the six dimensional phase space, fixing different initial conditions for pendulum no.2 (shown in the figure), and the same initial values for pendulum no.3 as $(\phi_1, \dot{\phi}_1) = (-0.85, 0.21)$. Color gamma of five coexisting characteristic states are shown to the right.

where $z = \lambda(\lambda + \varepsilon)$. The first term in Eq. (14) controls the in-manifold stability and the second one provides two $(N-1)$-multiple transverse eigenvalues of $O$, all characterized by negative real parts at $\alpha < \pi/2$.

Besides the two synchronous equilibria $O$ and $S$, system (7) has numerous asynchronous fixed points in the region $\mu > 1$ which, however, are unstable at $\alpha < \pi/2$. A remarkable example is illustrated in Fig. 4: a continuum of asynchronous fixed points are assembled in a one-dimensional “ring” type manifold. All points are unstable for $\alpha < \pi/2$, however, they can stabilize in the repulsive region $\alpha > \pi/2$. Interestingly, a similar situation was reported recently for the $N = 4$ dimensional Kuramoto model with inertia, where a continuum of so-called antipodal fixed points exist unstable at $\alpha < \pi/2$ but stabilizing at $\alpha > \pi/2$. We leave this issue for future study.

A typical scenario of the multistable basin transition in system (7) is illustrated in Fig. 5 for growing values of the parameter $\alpha$, with fixed coupling strength $\mu = 1.2$. Two different cross sections of the 6-dimensional phase space are shown in upper and lower panels, respectively, by fixing the initial conditions of pendula no.2 & 3. The plots demonstrate a highly developed multistability of the system (7). At $\alpha = 0.98$ (left panel) all five characteristic states coexist and occupy wide areas of the space. Here, the parameter point $(\alpha, \mu)$ lies below the curve $\mu \sin \alpha = 1$. Beyond the curve (middle and right panels), synchronous equilibrium $(0 : 0 : 0)$ disappears, and basins of only four states are presented. Noticeably, at different cross sections (cr. upper and lower panels) the basins of attraction occupy essentially different regions although, in general, they are qualitatively similar. This scenario suggests an essential dependence of the global system dynamics of model (1) on the initial conditions. The shape of basins develop as $\alpha$ approaches $\pi/2$, becoming even "puzzling" as $\alpha$ crosses over $\pi/2$.

IV. CONCLUSIONS

In conclusion, we have shown that mixed-mode chimera states naturally arise in a small network of $N = 3$ coupled pendula with global phase-lagged coupling, and demonstrated the similar but much more developed behaviors of this kind in large network of $N = 100$ pendula. Properties of the mixed-mode chimeras specify their analogy to the bump states from neuroscience, both arising as a result of the coupling excitability. With a difference, however, that the mixed-mode chimeras grow in networks with bistable individual dynamics above the Tricomi bifurcation curve. The huge variability of coexisting chimera states indicates, we suggest, an apparent transition to space chaos in model (1) as $N$ tends to infinity. A detailed verification of this fact can be a subject of future study. It would also be interesting to examine deeper the qualitative connections between the pendula and the neuronal networks, different at the first glance but generating similar patterns. Additionally, the system dynamics in our case is not ruled to a large extent by self-organizing processes (forming rather limited numbers of coherent structures), but by the other "space chaos" mechanism in which a combinatorially large variety of the stable states can be created given an appropriate choice of the initial conditions. We believe that the emergence and multiplicity of the mixed-mode chimera states indicates a common, probably universal phenomenon in networks of very different nature, due to the competition between inertia and excitability.
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Appendix: Asymptotic solution of pendulum network

In order to construct an asymptotic description of model \([\text{Eq. (A.1)}]\), we introduce a re-scaled time \(\tau = \frac{t}{\varepsilon}\) and \(\lambda = \frac{\varepsilon^2}{\tau}\)

for some dummy variable \(w\). The equation of motion of the network then reads

\[
m\dddot{\phi} + \lambda w \ddot{\phi} + \lambda \kappa \sin \phi = -\lambda \kappa \omega_0 \ddot{\omega}_i \]

where the prime symbol denotes derivative with respect to re-scaled time \(\dot{\phi} = \frac{d}{d\tau}\). One can decompose \(\phi\) as a monotonic and a perturbed brend function with small perturbation \(\phi = \phi_0 + \lambda \delta \phi\).

Inserting this condition into Eq. (A.1) and sorting for perturbation parameter \(\lambda\) one gets equations of motion for the main and perturbed parts

\[
\phi''_{ij} = 0, \quad \text{(A.2)}
\]

\[
m \dddot{\phi}''_{ij} + \kappa \dot{\phi}''_{ij} + \kappa \tau \sin \phi_{0,ij} = -\kappa \omega_0 \ddot{\omega}_i 
\]

\[
+ \kappa \mu \sum_j n_j \sin(\phi_{0,ij} - \phi_{0,ij} - \alpha), \quad \text{(A.3)}
\]

Equation (A.2) reveals that the unperturbed part \(\phi_0\) is indeed a monotonic function in time and gives the average velocity of the pendulum as a constant. The perturbed part \(\delta \phi_1\), however, is a bounded function implying Eq. (A.3) cannot have a non-zero torque. This can be prevented by equating \(w \ddot{\phi}'_{ij} = -n_j \ddot{\omega}_i\). Rewriting this equation in original time scale, the dummy parameter \(w\) drops and one gets the average velocity of the pendulum

\[
\ddot{\omega}_i \equiv \ddot{\phi}'_{0,ij} = -\frac{n_j \ddot{\omega}_i}{\varepsilon}. \quad \text{(A.4)}
\]

Inserting this condition into Eq. (A.3), one gets the equation of motion for the perturbed part in original time scale

\[
\lambda \dddot{\phi}_1 = -\sin(\ddot{\omega}_t) + \mu \sum n_j \sin(\dddot{\omega}_t - \ddot{\omega}_t - \alpha), \quad \text{(A.5)}
\]

The right hand side is now only a function of time, and one finds the perturbed function \(\delta \phi\) by straightforward integration.
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