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Abstract—In this work, we study the multiuser detection (MUD) problem for a grant-free massive-device multiple access (MaDMA) system, where a large number of single-antenna user devices transmit sporadic data to a multi-antenna base station (BS). Specifically, we put forth two MUD schemes, termed random sparsity learning multiuser detection (RSL-MUD) and structured sparsity learning multiuser detection (SSL-MUD) for the time-slotted and non-time-slotted grant-free MaDMA systems, respectively. In RSL-MUD, active users generate and transmit data packets with random sparsity. In SSL-MUD, we introduce a sliding-window-based detection framework, and the user signals in each observation window naturally exhibit structured sparsity. We show that by exploiting the sparsity embedded in the user signals, we can recover the user activity state, the channel, and the user data in a single phase, without using pilot signals for channel estimation and/or active user identification. To this end, we develop a message-passing-based statistical inference framework for the BS to blindly detect the user data without any prior knowledge of the identities and the channel state information (CSI) of active users. Simulation results show that our RSL-MUD and SSL-MUD schemes significantly outperform their counterpart schemes in both reducing the transmission overhead and improving the error behavior of the system.
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I. INTRODUCTION

MASSIVE-DEVICE multiple access (MaDMA) is an emerging research topic for next generation wireless communication. In a typical massive-device communication network, hundreds or even thousands of user devices are associated with a single cellular base station (BS), with only a small fraction of them being actively and wanting to communicate with the BS at a time. The BS is required to dynamically identify the active users and reliably receive their messages. Such a model arises in many practical scenarios, e.g., wireless sensor networks [1] and Internet of Things (IoT) [2].

Two considerations in the design of a MaDMA system are as follows: First, user devices are usually kept in a sleep mode to save energy and are activated only when certain external events occur. Therefore, the data traffic of each user node is generated sporadically. Typically only a small fraction of the devices are activated for transmission at any time. Second, the system overhead for identifying the active devices and coordinating their transmissions should be kept to a minimum given the large number of user devices.

In conventional cellular networks, user transmissions are scheduled into different time or frequency slots via a contention procedure over a separate control channel. This idea has been extended to massive-device networks. For example, [3]–[5] studied a contention-based multiple access protocol, where each active user randomly picks a signature sequence and sends it to the BS. If the selected preamble is not used by any other users, the active user can set up a connection with the BS. However, contention-based protocols suffer from potential collisions, and the contention phase may introduce excessive overhead for control signalling due to the large number of potential users in a MaDMA system. As such, grant-free protocols, where user devices initiate data transmission without any handshaking process with the BS, are more desirable in massive-device networks [6].

Multiuser detection (MUD) plays an essential role in the design of a grant-free MaDMA system because, without coordination, simultaneous transmissions by multiple devices are possible. In particular, BS needs to detect multiple user signals. Furthermore, it needs to do so without any prior

1In prior works, grant-free MaDMA was also termed grant-free non-orthogonal multiple access (NOMA) [11], [13], [14], [15], [19], [26], massive machine-type communication [10], [13], [20], [21], or massive connectivity [23–25].
knowledge of the identities of active users. The MUD problem involves three key components: active user identification, channel estimation, and data decoding. In existing works [9]–[26], these three components are actualized in two separate phases: Either a channel estimation phase is followed by a joint active user identification and data decoding phase, or a joint channel estimation and active user identification phase takes place before the data decoding.

Compressed sensing (CS) techniques [7], [8] have been extensively used in two-phase MUD schemes for grant-free MaDMA. Specifically, the authors in [9]–[19] assumed perfect channel state information (CSI) at the BS, and then cast the joint active user identification and data decoding as a CS problem. In [20]–[26], the authors considered a more practical scenario where the CSI is not available at the BS, and the BS is equipped with multiple antennas to achieve spatial multiplexing. Pilot signals are transmitted by users, and the BS exploits CS techniques to conduct joint channel estimation and active user identification based on the pilot signals. Then, the BS decodes the user data based on the estimated CSI of active users.

Potentially, integrating the three components into a single phase can further reduce the transmission overhead and thereby increases the spectral efficiency of the system. The corresponding MUD problem, however, will be more challenging, since the BS needs to identify the active users, estimate the channel, and decode the user data based on only a single phase of the data signals (no pilots, no preambles, etc.). Furthermore, the existing works mostly focused on time-slotted transmission where users can change their activity state only at the beginning of each time slot. In time-slotted transmission, time slot alignment among the massive number of devices will cause significant overhead, and any device that fails to align its time slots properly may screw up the whole MUD process. In that sense, non-time-slotted transmission is more desirable for grant-free MaDMA to minimize the user coordination overhead and to increase reliability. However, non-time-slotted transmission generally renders the active user identification, channel estimation, and data decoding even more challenging tasks.

This paper studies the MUD problem for both time-slotted and non-time-slotted grant-free MaDMA systems. We assume that the BS is equipped with multiple receive antennas and each active single-antenna user sends a sparse signal to the BS. This implies that the signal of each active user received by the BS is a rank-one matrix that can be factorized as the outer product of a channel vector and a sparse signal vector. We show that by appropriately exploiting channel randomness and user signal sparsity, the BS is able to jointly estimate the channels and decode the signals from active users based on efficient matrix factorization algorithms. User identity can then be recovered by extracting the pre-inserted user label in each decoded data packet. This implies that active user identification, channel estimation, and data decoding can be accomplished in a single phase, which significantly reduces transmission overhead and improves system efficiency. This MUD approach falls into the realm of blind multiple input multiple output (MIMO) detection, since unlike the existing works [9]–[26], no pilot signals are needed for channel estimation and/or active user identification.

To be specific, we develop two different MUD schemes, termed random sparsity learning MUD (RSL-MUD) and structured sparsity learning MUD (SSL-MUD) for the time-slotted and non-time-slotted grant-free MaDMA systems, respectively. In the time-slotted RSL-MUD scheme, users are randomly activated and transmit sparse signals synchronized at a packet level, where the zero positions in a user packet are independently chosen. The blind MIMO detection problem is then cast as a dictionary learning problem [30], and can be solved by the bilinear generalized approximate message passing (BiG-AMP) algorithm [31]. One reference symbol for each user packet is used to eliminate the phase ambiguity inherent in blind MIMO detection.

In the non-time-slotted SSL-MUD scheme, users are allowed to initiate packet transmission at any time, and hence the BS cannot conduct signal detection in a time-slotted manner. Instead, we introduce a sliding-window-based detection framework, where the BS successively detects and decodes the user packets over a moving time window. A key observation is that user devices in a non-time-slotted system usually transmit short packets in an intermittent manner. This implies that the user signals in a relatively large time window naturally exhibit structured sparsity, i.e., the signals of a user are mostly zeros while the non-zeros are clustered together to form a packet with a small number of symbols. For blind MIMO detection at the BS, we put forth a message-passing-based algorithm, termed turbo bilinear generalized approximate message passing (Turbo-BiG-AMP). Turbo-BiG-AMP partitions the overall graphical model of the detection problem into two subgraphs: one modelling the bilinear constraints of the channel model, and the other modelling the structured sparsity of the user signals. The inference on the two subgraphs iterates until convergence, following the idea of turbo compressed sensing [32]–[34].

The main contributions of this paper are summarised as follows. To the best of our knowledge, this is the first attempt to address the MUD problem in MaDMA systems by incorporating active user identification, channel estimation, and data decoding in a single phase. To this end, we develop a message-passing-based statistical inference framework to systematically and efficiently solve the blind MIMO MUD problem in both time-slotted and non-time-slotted MaDMA systems. We show that our RSL-MUD and SSL-MUD schemes significantly outperform their counterpart schemes in the literature in both reducing the transmission overhead and improving the error behavior of the system.

2The term “sparsity learning” is similar to the term “sparse Bayesian learning” [27]–[29], but they have different meanings. Sparse Bayesian learning is to use the Bayesian framework to reconstruct a sparse vector $x$ from a noisy measurement vector $y = \Phi x + w$. The sensing matrix $\Phi$ is assumed to be known, and the problem is equivalent to finding solutions to an undetermined linear system. However, in this paper, sparsity learning refers to sparse matrix factorization, i.e., to simultaneously recover a random channel matrix $H$ and a sparse signal matrix $X$ from a noisy measurement matrix $Y = PX + W$. The sparse matrix factorization problem is bilinear, hence more challenging to solve.
A. Time-Slotted Grant-Free MaDMA

In time-slotted grant-free MaDMA, the uplink transmission occurs in multiple time-slots, each of $T$ symbol durations. Packet-level synchronization is assumed. Users can only begin the transmission of a packet at the beginning of a time slot and the transmission of the packet must end by the end of the same time slot. In each time slot, only a subset of users are actively transmitting.

For an arbitrary time slot, let $\alpha_i$ be the indicator of user $i$’s activity state, i.e.,

$$\alpha_i = \begin{cases} 1, & \text{user } i \text{ is active} \\ 0, & \text{otherwise.} \end{cases}$$

(1)

The activity states $\{\alpha_i\}$ for different $i$ are assumed to be independently and identically distributed (i.i.d.) with $\Pr\{\alpha_i = 1\} = p_1$. Define the set of active users as

$$\mathcal{N} \triangleq \{i : i \in \mathcal{I}_U, \alpha_i = 1\}.$$  

(2)

During the time slot, each active user $i, i \in \mathcal{N}$, transmits a data packet $c_i \in \mathbb{C}^{T \times 1}$ to the BS. Each data packet carries not only the desired data message to the BS, but also the identity of the transmitting user. For all active users, we assume an equal power constraint, given by

$$\frac{1}{T} \mathbb{E}[\|c_i\|^2_2] \leq P, \ \forall i \in \mathcal{N}.$$  

(3)

We adopt a block-fading model: the channels of all active users incur independent quasi-static flat fading with coherence time no less than $T$, and hence remain constant during each time slot. Specifically, the complex channel vector from user $i$ to the $M$ antennas of the BS is modeled as

$$h_i = \sqrt{\beta_i} g_i \in \mathbb{C}^{M \times 1}$$  

(4)

where $g_i \sim \mathcal{CN}(0, I_M)$ consists of Rayleigh fading components, and $\beta_i$ is the path-loss and shadowing component, which depends on user $i$’s location and remains the same for all packets transmitted by user $i$. Then, the received signal at the BS can be written as

$$Y = \sum_{i \in \mathcal{N}} h_i c_i^T + W \in \mathbb{C}^{M \times T}$$  

(5)

where $W \in \mathbb{C}^{M \times T}$ is the additive white Gaussian noise (AWGN) matrix with the entries generated i.i.d. from $\mathcal{CN}(0, \sigma^2)$.

The objective of the BS in each time slot is to identify all the active users in $\mathcal{N}$ and to decode all the transmitted packets $\{c_i : i \in \mathcal{N}\}$ based on the received signal $Y$, without knowing the user activity state $\{\alpha_i\}$ and the CSI $\{h_i\}$.

B. Non-Time-Slotted Grant-Free MaDMA

In non-time-slotted grant-free MaDMA, symbol-level synchronization is assumed but not packet-level synchronization. In particular, users are allowed to initiate packet transmission at the beginning of any symbol interval. Whenever a user has a message to transmit, it generates a data packet that carries the message and the identity of the transmitting user.
Once activated, the user transmits the packet to the BS in L consecutive symbol intervals, as shown in Fig. 2.

Let \( c_i^{(j)} \in \mathbb{C}^{L \times 1} \) be the \( j \)-th packet of user \( i \), \( s_{i,t} \) the signal transmitted by user \( i \) at the \( t \)-th symbol interval, and \( t_i^{(j)} \) the symbol interval at which user \( i \) starts to transmit its \( j \)-th packet. Then we have

\[
s_{i,t} = c_i^{(j)}(k), \quad k = 1, 2, \cdots, L, \quad \forall i \in \mathcal{U}, \quad j > 0. \tag{6}\]

As in time-slotted grant-free MaDMA, users are assumed to have an equal power constraint \( \mathbb{E}[\|c_i^{(j)} \|^2] / \|L \leq P \). Noting that an inactive user can be seen as an active user transmitting zeros, we have

\[
s_{i,t} = \begin{cases} c_i^{(j)}(t - t_i^{(j)} + 1), & \text{there exists } j \text{ such that } t_i^{(j)} \leq t < t_i^{(j)} + L \tag{7} \\ 0, & \text{otherwise} \end{cases}
\]

We adopt the same channel model as in time-slotted grant-free MaDMA. Specifically, for packet \( c_i^{(j)} \), the complex channel vector from user \( i \) to the \( M \) antennas of the BS is represented by

\[
h_i^{(j)} = \sqrt{\beta_i} g_i^{(j)} \in \mathbb{C}^{M \times 1} \tag{8}
\]

which remains constant during the transmission of \( c_i^{(j)} \). In \( \mathbb{B} \), \( g_i^{(j)} \sim \mathcal{CN}(0, I_M) \) is the vector of Rayleigh fading components, and \( \beta_i \) is the path-loss and shadowing component of user \( i \). Further, for each user, we assume that there is a sufficient guard period between two consecutive packets, so that the channel vector \( h_i^{(j)} \) varies independently for different packets of the same user.

At the \( t \)-th symbol interval, the received signal at the BS is represented by

\[
y_t = \sum_{i=1}^{U} h_{i,t} s_{i,t} + w_t \in \mathbb{C}^{M \times 1} \tag{9}
\]

where

\[
h_{i,t} = \begin{cases} h_i^{(j)}, & \text{there exists } j \text{ such that } t_i^{(j)} \leq t < t_i^{(j)} + L \\ 0, & \text{otherwise} \end{cases} \tag{10}
\]

and \( w_t \) is the additive white Gaussian noise (AWGN) vector generated from \( \mathcal{CN}(0, \sigma^2 I_M) \).

The objective of the BS is to successively detect and decode the transmitted packets \( \{c_i^{(j)} : i \in \mathcal{U}, j \geq 0\} \) based on the received signal \( \{y_t : t \geq 0\} \), without knowing the transmission times \( \{t_i^{(j)}\} \) of the user packets and the corresponding CSI \( \{h_i^{(j)}\} \).

### III. RSL-MUD for Time-Slotted Grant-Free MaDMA

In this section, we develop the RSL-MUD scheme for the time-slotted grant-free MaDMA. Inspired by [35], in RSL-MUD active users in \( \mathcal{N} \) transmit data packets with random sparsity, i.e., many zero symbols are randomly and independently placed in the transmitted packets. Specifically, let \( \mathcal{X} \) be a modulation constellation with \( 0 \notin \mathcal{X} \). Each active user generates a data packet with symbols i.i.d. drawn from distribution

\[
\Pr\{c_i(t) = x\} = \begin{cases} 1 - \gamma, & x = 0 \\ \frac{1}{|\mathcal{X}|}, & x \in \mathcal{X}, \quad t = 1, 2, \cdots, T, \quad i \in \mathcal{N}. \end{cases} \tag{11}
\]

where \( \gamma \in (0,1) \) is referred to as sparsity level. That is, each symbol is zero with probability \( 1 - \gamma \), and otherwise uniformly distributed among \( \mathcal{X} \). As such, the received signal at the BS can be factorized into a channel matrix and a sparse signal matrix. By exploiting the random sparsity of the signal matrix, the BS is able to jointly estimate the channel and signal matrices, and then recover all the user packets.

#### A. Sparse Packet Generation

For each \( i \in \mathcal{N} \), user \( i \) first generates a binary data stream \( b_i \) consisting of \((T - 1)H_i\) bits, where

\[
H_i = -(1 - \gamma) \log_2(1 - \gamma) - \gamma \log_2 \left( \frac{\gamma}{|\mathcal{X}|} \right) \tag{12}
\]

is the number of information bits carried by each symbol with distribution \( \mathbb{B} \). The first \([log_2 U]\) bits of \( b_i \) represent user \( i \)'s identity, and the remaining bits are the source information that user \( i \) intends to transmit to the BS. Then, the binary stream \( b_i \) is mapped to a modulated signal vector \( c_i' \in \mathbb{C}^{T-1} \) according to a codebook \( C \subset \mathbb{C}^{T-1} \). The codebook \( C \) consists of \( 2^{((T-1)H_i)} \) distinct codewords with symbols i.i.d. drawn from \( \mathbb{B} \), and is assumed to be known at the BS and all users. To produce the final data packet \( c_i \), a reference symbol \( x_0 \), which is a fixed constellation point in \( \mathcal{X} \), is randomly inserted before the first non-zero symbol of \( c_i' \). This is to eliminate the phase ambiguity in packet recovery, as will be detailed in Section III-C. The whole sparse signal generation process is illustrated in Fig. 3. Note that the data packet \( c_i \) is scaled appropriately to satisfy the power constraint [3] before it is transmitted to the BS.

Let \( N \triangleq |\mathcal{N}| \) be the number of active users in the considered time slot, assumed to be known at the BS. Further, denote by \( i_0 \) the \( n \)-th element of \( \mathcal{N} \), \( n = 1, 2, \cdots, N \). Then, we rewrite the received signal [5] as

\[
Y = HX + W \tag{13}
\]

where

\[
H = [h_{i_1}, h_{i_2}, \cdots, h_{i_N}] \in \mathbb{C}^{M \times N} \tag{14}
\]

and

\[
X = [c_{i_1}, c_{i_2}, \cdots, c_{i_N}]^T \in \mathbb{C}^{N \times T} \tag{15}
\]
are the effective channel and signal matrices, respectively. With sparse packet generation described above, \( \mathbf{X} \) is a sparse matrix with sparsity level \( \gamma \). Moreover, since the symbols in the user packets are generated i.i.d. from \( \mathcal{B}(1, \gamma) \), the entries in \( \mathbf{X} \) are independent with each other. That is, the zero-non-zero entries are independently distributed in \( \mathbf{X} \). We refer to this property as random sparsity.

In RSL-MUD, the BS jointly estimates \( (\mathbf{H}, \mathbf{X}) \) following the maximum a posteriori probability (MAP) principle. Conditioning on \( \mathbf{Y} \), the joint posterior pdf of \( (\mathbf{H}, \mathbf{X}) \) is given by

\[
p_{\mathbf{H},\mathbf{X}|\mathbf{Y}}(\mathbf{H}, \mathbf{X}|\mathbf{Y}) \propto p_Y(\mathbf{Y}|\mathbf{H}, \mathbf{X})p_H(\mathbf{H})p_X(\mathbf{X}) = p_Y(\mathbf{Y} - \mathbf{HX})p_H(\mathbf{H})p_X(\mathbf{X}) \propto \exp\left(-\frac{|\mathbf{Y} - \mathbf{HX}|^2}{2\sigma^2}\right) p_H(\mathbf{H})p_X(\mathbf{X}).
\]

The MAP estimate of \( (\mathbf{H}, \mathbf{X}) \) is then given by

\[
(\hat{\mathbf{H}}, \hat{\mathbf{X}}) = \arg \max_{(\mathbf{H}, \mathbf{X})} \exp\left(-\frac{|\mathbf{Y} - \mathbf{HX}|^2}{2\sigma^2}\right) p_H(\mathbf{H})p_X(\mathbf{X}).
\]

We note that the MAP estimation in (17) is, in general, highly complex. However, given that \( \mathbf{X} \) is randomly sparse, the joint estimation problem under concern can be seen as a dictionary learning problem in the context of CS. That is, the BS attempts to learn a dictionary matrix \( \mathbf{H} \) and the corresponding sparse representation \( \mathbf{X} \), based on a noisy observation of the matrix product \( \mathbf{HX} \), i.e., \( \mathbf{Y} \). In RSL-MUD, we apply a state-of-the-art dictionary learning algorithm, termed BiG-AMP, on the joint estimation problem.

**B. Joint Estimation via BiG-AMP**

In this subsection, we describe the BiG-AMP algorithm for the joint estimation of \( (\mathbf{H}, \mathbf{X}) \). First, we rewrite the constraint (18) as

\[
y_m,t = \sum_{n=1}^{N} h_{m,n}x_{n,t} + w_{m,t}, \quad \forall m, t.
\]

The constraints in (18) are bilinear with respect to \( \{h_{m,n}, x_{n,t}\} \), and can be modeled in a factor graph shown in Fig. 4. The factor graph consists of two types of nodes, i.e., variable nodes and factor nodes. The variable nodes include \( \{h_{m,n}\} \) and \( \{x_{n,t}\} \). The factor nodes include \( \{f_{m,t}\} \) for the constraints in (18), \( \{p_{m,t}^{(s)}\} \) for the prior distributions \( \{p_{m,n}(x_{n,t})\} \), and \( \{p_{m,n}(h_{m,n})\} \) for the prior distributions \( \{p_{m,n}(h_{m,n})\} \).

The inference problem in Fig. 4 can be solved by the BiG-AMP algorithm (11). The BiG-AMP algorithm approximates the marginal distributions of \( h_{m,n} \) and \( x_{n,t} \) respectively as

\[
p_{h_{m,n}|\mathbf{Y}}(h_{m,n}|\mathbf{Y}) = \frac{p_{h_{m,n}}(h_{m,n})CN(h_{m,n}; \hat{q}_{m,n}, \hat{\nu}_{m,n}^{(q)})}{\int p_{h_{m,n}}(h_{m,n})CN(h_{m,n}; \hat{q}_{m,n}, \hat{\nu}_{m,n}^{(q)})dh_{m,n}}
\]

and

\[
p_{x_{n,t}|\mathbf{Y}}(x_{n,t}|\mathbf{Y}) = \frac{p_{x_{n,t}}(x_{n,t})CN(x_{n,t}; \hat{r}_{n,t}, \hat{\nu}_{n,t}^{(r)})}{\int p_{x_{n,t}}(x_{n,t})CN(x_{n,t}; \hat{r}_{n,t}, \hat{\nu}_{n,t}^{(r)})dx_{n,t}}
\]

where the parameters \( \hat{q}_{m,n}, \hat{\nu}_{m,n}^{(q)} \) and \( \hat{r}_{n,t}, \hat{\nu}_{n,t}^{(r)} \) are iteratively updated. For completeness, the BiG-AMP algorithm is summarized in Table III. A brief explanation of the algorithm is provided in the following.

In the initialization, we compute the means and variances of \( \{h_{m,n}, x_{n,t}\} \) according to the prior distributions \( \{p_{h_{m,n}}(h_{m,n})\} \) and \( \{p_{x_{n,t}}(x_{n,t})\} \). In (A1)-(A2) of Table I, the messages from the variable nodes \( \{h_{m,n}, x_{n,t}\} \) to the factor nodes \( \{f_{m,t}\} \) are accumulated to obtain an estimate of \( \mathbf{HX} \) with means \( \{\hat{w}_{m,t}(l)\} \) and variances \( \{\hat{\nu}_{m,t}(l)\} \). In (A3)-(A4), in order to calculate the output messages of factor nodes \( \{f_{m,t}\} \), the Onsager correction (30) is applied to generate the adjusted means \( \{\hat{w}_{m,t}(l)\} \) and variances \( \{\hat{\nu}_{m,t}(l)\} \). In (A5)-(A12), the Onsager corrected means and variances are used to generate messages that passed from the factor nodes \( \{f_{m,t}\} \) to the variable nodes \( \{h_{m,n}, x_{n,t}\} \). Specifically, for each \( h_{m,n} \), a mean \( \hat{q}_{m,n}(l) \) and the corresponding variance \( \hat{\nu}_{m,n}^{(q)}(l) \) are computed, while for each \( x_{n,t} \), a mean \( \hat{r}_{n,t}(l) \) and the corresponding variance \( \hat{\nu}_{n,t}^{(r)}(l) \) are computed.
and the corresponding variance \( \nu_\ell^2(l) \) are computed. Then, in (A13)-(A14), each pair of \( \hat{q}_{m,n}(l) \) and \( \nu \hat{q}_{m,n}(l) \) are merged with the prior distribution \( \hat{p}_{m,n}(h_{m,n}) \) to produce the posterior mean \( h_{m,n}^\text{b} \) and variance \( \nu_{m,n}^\text{b} \), where the expectation is taken with respect to the distribution \( (A13)-(A14) \), each pair of \( \hat{x} \) generate an estimate of each \( x \). Note that though not included in Table II, adaptive damping is required to ensure the convergence of the BiG-AMP algorithm. We refer the interested readers to [31] for details.

For the input of the BiG-AMP algorithm, we set the prior distribution of each \( x_{n,t} \) to be

\[
p_{x_{n,t}}(x_{n,t}) = (1 - \gamma)\delta(x) + \frac{\gamma}{|X|}\delta(x - x_{n,t}),
\]

which gives the same distribution as \( (A1) \). Since the BS does not know the identities of the active users, the prior distribution of each \( h_{m,n} \) is set to be \( \mathcal{CN}(0, \bar{\beta}) \), where \( \bar{\beta} = \sum_{i=1}^U \beta_i / U \) is the average path-loss and shadowing component of all users in the system.

C. Packet Recovery and Data Decoding

In this subsection, we describe the ambiguity elimination, the packet recovery, and the data decoding procedure based on the output of the BiG-AMP algorithm.

The estimation problem \( (17) \) suffers from permutation and phase ambiguities \( (37) \), which should be handled appropriately before packet recovery. Specifically, the distribution \( (16) \) is invariant to row permutation and certain phase shift of \( X \). For the modulation alphabet \( \mathcal{X} \), we define

\[
S_X = \{ a : a x \in \mathcal{X}, \forall x \in \mathcal{X} \}.
\]

That is, for any \( x \in \mathcal{X} \) and \( a \in S_X \), \( a x \) is still contained in \( \mathcal{X} \). Let \( \Sigma \) be a diagonal matrix with the entries selected from \( S_X \), and \( \Pi \) be an arbitrary permutation matrix. Then the ambiguities can be seen from the fact that, if \((H, X)\) is a solution to \((17)\), \((\Pi^{-1} \Sigma^{-1} \Pi X)\) is also a valid solution to \((17)\).

Note that the permutation ambiguity does not affect the packet recovery. The reason is that the user identity information is contained in each packet, and therefore given any row-permutated matrix of \( X \), we can still recover all the user packets and identify their transmitters. The phase ambiguity can be eliminated by exploiting the first non-zero symbol in each packet, which is fixed to be \( x_0 \). Specifically, we first generate an estimate of each \( x_{n,t} \) as

\[
\hat{x}^{(s)}_{n,t} = \begin{cases} \mathbb{E}_{x_{n,t}}[x_{n,t}], & \mathbb{E}_{x_{n,t}}[x_{n,t}] \geq \epsilon \\ 0, & \text{otherwise} \end{cases}
\]

where the expectation is taken with respect to the output distribution \( p_{x_{n,t}}(x_{n,t}) \) of the BiG-AMP algorithm. Note that in \( (23) \) we estimate an entry to be zero if its expectation is smaller than a threshold \( \epsilon \). Then for each \( n \), we scale \( \{\hat{x}^{(s)}_{n,t}\}_{t=1}^T \) such that the first non-zero entry is estimated to be \( x_0 \) exactly, i.e.

\[
\hat{x}^{(c)}_{n,t} = \frac{\hat{x}^{(s)}_{n,t}}{\hat{x}^{(s)}_{n,t}}
\]

where

\[
\hat{r}_n = \min \{ t : \hat{x}^{(c)}_{n,t} \neq 0 \}
\]

is the estimated index of the first non-zero entry in the \( n \)-row. In this way, the phase ambiguity is eliminated.

Finally, we perform a hard decision on each \( x_{n,t} \) as

\[
\hat{x}^{(h)}_{n,t} = \begin{cases} \arg \min_{x \in \mathcal{X}, x \neq x^{(s)}_{n,t}} \left| x^{(c)}_{n,t} - x \right|^2, & \hat{x}^{(c)}_{n,t} \neq 0 \\ 0, & \text{otherwise} \end{cases}
\]

for \( t = 1, 2, \ldots, T, n = 1, 2, \ldots, N \). The transmitted packets are estimated to be

\[
\hat{c}_n = \left( \hat{x}^{(h)}_{n,1}, \hat{x}^{(h)}_{n,2}, \cdots, \hat{x}^{(h)}_{n,T} \right)^T, \quad n = 1, 2, \ldots, N.
\]

To decode the user data, we eliminate the first non-zero
symbol in each $c_{i,:}$, yielding $c'_{i,:}$. We then decode $c'_{i,:}$ according to codebook $C$. Specifically, if $c'_{i,:}$ is not a codeword in $C$, decoding failure is declared. Otherwise, we can recover the binary data stream $b_i$ of each active user. The active users can be identified by inspecting the first $\lceil \log_2 U \rceil$ bits of each $b_i$, while the remaining bits of $b_i$ carry the desired information from the transmitting user.

IV. SSL-MUD FOR NON-TIME-SLOTTED GRANT-FREE MADMA

In this section, we develop the SSL-MUD for the non-time-slotted grant-free MadMA. In non-time-slotted grant-free MadMA, since the user packets are not align into time slots, we cannot directly factorize the received signal in the form of (3). In SSL-MUD, we introduce a sliding-window-based detection framework. We note that within a relatively long time window, the received signal at the BS can be factorize as the product of an effective channel matrix and an effective signal matrix, where the effective signal matrix naturally exhibits a structured sparsity. Exploiting this structured sparsity, we put forth a message passing based algorithm, termed Turbo-BiG-AMP, to recover the packets that completely fall in the considered window. In this way, the BS can recover all the user packets over a continuously moving time window.

A. Sliding-Window Framework

Different from RSL-MUD, in SSL-MUD we do not require users to transmit sparse packets. The transmitted symbols of active users are simply generated from a modulation constellation $\mathcal{X}$ with $0 \notin \mathcal{X}$. Each packet carries the identity and the source information of the transmitting user. Further, as in RSL-MUD, the first symbol of each packet is set to be a fixed constellation point $x_0 \in \mathcal{X}$, so as to eliminate the phase ambiguity in packet recovery.

Consider an arbitrary observation window $[t_0, t_0 + T']$ lasting $T'$ symbol durations with $T' > L$. For each user packet $c_{i,:}$, we define

$$c'_{i,:} = \begin{cases} c_{i,:}(t - t_i^{(j)} + 1), & t_i^{(j)} \leq t < t_i^{(j)} + L \\ 0, & \text{otherwise} \end{cases}$$

and let

$$x_i^{(j)} = [c_{i,:}^{(j)}, c_{i,:}^{(j)+1}, \ldots, c_{i,:}^{(j)+T' - 1}]^T \in \mathbb{C}^{T' \times 1}$$

be the portion of packet $c_{i,:}^{(j)}$ fallen into the observation window. Then the received signal matrix at the BS during the observation window is

$$Y_{t_0} = [y_{t_0}, \ldots, y_{t_0+T'-1}] = \sum_{(i,j) : j > 0, \sum_{j > 0} h_i^{(j)} x_i^{(j)}]^T + W_{t_0} \in \mathbb{C}^{M \times T'}$$

where

$$W_{t_0} = [w_{t_0}, w_{t_0+1}, \ldots, w_{t_0+T'-1}] \in \mathbb{C}^{M \times T'}$$

As illustrated in Fig. 5, a particular packet $c_{i,:}^{(j)}$ may be out of the window, within the window, or across the boundary of the window, resulting in different patterns of $x_i^{(j)}$. Further, due to the random transmission of user packets, only a small number of “active” packets appear in the observation window $[t_0, t_0 + T']$. Most of the packets are out of the window with the corresponding $x_i^{(j)} = 0$. Therefore, for the observation window, it suffices to consider the packets with $x_i^{(j)} \neq 0$. Define a set of index pairs corresponding to all the active packets by

$$\mathcal{A}_{t_0} \triangleq \{(i,j) : t_0 - L + 1 \leq t_i^{(j)} < t_0 + T'\}$$

For any $(i,j) \in \mathcal{A}_{t_0}$, user $i$ transmits either the whole packet $c_{i,:}^{(j)}$ or a portion of $c_{i,:}^{(j)}$ during the observation window. Denote by $(i_a,j_a)$ the $a$-th element of $\mathcal{A}_{t_0}$ for $a = 1, \ldots, N_{t_0}$, where $N_{t_0} \triangleq |\mathcal{A}_{t_0}|$ is the number of active packets in the observation window, assumed to be known at the BS. Then we rewrite (30) as

$$Y_{t_0} = H_{t_0} X_{t_0} + W_{t_0}$$

where

$$H_{t_0} = [h_{i_1}^{(j)}, \ldots, h_{i_{N_{t_0}}}^{(j)}] \in \mathbb{C}^{M \times N_{t_0}}$$

and

$$X_{t_0} = \left[ x_{i_1}^{(j_1)}, \ldots, x_{i_{N_{t_0}}}^{(j_{N_{t_0}})} \right]^T \in \mathbb{C}^{N_{t_0} \times T'}$$

are the effective channel and transmitted signal during the observation window, respectively. The columns of $H_{t_0}$ are the channel vectors corresponding to different active packets, and hence are independent of each other. The rows of $X_{t_0}$ contain all the active packets that appear in the observation window. Based on whether a packet is within the window or across the boundary of the window, we categorize the packets in $\mathcal{A}_{t_0}$ into three types:

- **Type I**: packet $c_{i,:}^{(j)}$ is within the observation window, i.e., $t_0 \leq t_i^{(j)} \leq t_0 + T' - L$;
- **Type II**: packet $c_{i,:}^{(j)}$ crosses the left boundary of the observation window, i.e., $t_0 - L + 1 \leq t_i^{(j)} < t_0$;
- **Type III**: packet $c_{i,:}^{(j)}$ crosses the right boundary of the observation window, i.e., $t_0 + T' - L < t_i^{(j)} < t_0 + T'$.

An example of $X_{t_0}$, and the three types of packets are shown in Fig. 5. Since each row of $X_{t_0}$ corresponds to one packet and has at most $L$ non-zero entries, the ratio of non-zero entries of $X_{t_0}$ is upper bounded by $L/T'$. As a result, the effective signal $X_{t_0}$ is essentially sparse, provided that $T'$ is sufficiently greater than the packet length $L$.

For a particular observation window $[t_0, t_0 + T')$, the BS aims to jointly estimate $H_{t_0}$ and $X_{t_0}$ based on $Y_{t_0}$ in (33). Once $X_{t_0}$ is estimated, the BS is able to recover all the type-I packets. Based on this idea, we introduce a sliding-window-detection framework described as follows. The BS generates a sequence of observation windows $\{[t_k, t_k + T']\}_{k \in \mathbb{Z}_+}$ where

$$t_k = \begin{cases} 0, & k = 1 \\ t_{k-1} + \Delta t, & k \geq 2 \end{cases}$$

This sequence can be seen as a sliding window with window size $T'$ and step size $\Delta t$. Note that for $T' > L$, any two
consecutive observation windows have an intersection of \( T' - \Delta t \) symbol intervals. It can be verified that if \( \Delta t < T' - L \), for each packet \( c^{(j)}_t \), there exists at least one \( k \in \mathbb{Z}_+ \) such that \( c^{(j)}_t \) is a type-I packet of observation window \( [t_k, t_k + T'] \). In SSL-MUD, the BS successively estimates the effective transmitted signal \( X_{t_k} \), and decodes all the type-I packets for each observation window \( [t_k, t_k + T'] \). In this way, the BS eventually recovers all the packets transmitted by the users.

### B. Joint Estimation at BS

In SSL-MUD, the BS jointly estimates the effective channel \( H_{t_k} \) and the transmitted signal \( X_{t_k} \) for each observation window \( [t_k, t_k + T'] \). In the following, we focus on an arbitrary window \( [t_k, t_k + T'] \) and omit the subscript \( t_k \) in the relevant variables to simplify notation.

Consider the problem of estimating both \( \mathbf{H} \in \mathbb{C}^{M \times N} \) and \( \mathbf{X} \in \mathbb{C}^{N \times T'} \) from the noisy observation

\[
\mathbf{Y} = \mathbf{H}\mathbf{X} + \mathbf{W} \in \mathbb{C}^{M \times T'}
\]  

(37)

where \( \mathbf{H} \) is the effective channel, \( \mathbf{X} \) is the effective transmitted signal, and \( \mathbf{W} \) is the AWGN noise matrix. Although \( \mathbf{H} \) has the same form with \( [1] \), there is a significant difference between the joint estimation of \( (\mathbf{H}, \mathbf{X}) \) in RSL-MUD and SSL-MUD. In RSL-MUD, the entries in the sparse signal matrix are independent. However, in SSL-MUD, the sparsity in the effective transmitted signal \( \mathbf{X} \) is highly structured. That is, each row of \( \mathbf{X} \) corresponds to only one active packet in the observation window, and hence the non-zero entries of each row are clustered to form a block with length no greater than \( L \), as illustrated in Fig. 5.

We put forth a joint estimation algorithm, termed Turbo-BiG-AMP, to exploit the structured sparsity in \( \mathbf{X} \). The Turbo-BiG-AMP algorithm partitions the factor graph of the joint estimation problem into two subgraphs, as shown in Fig. 6. Subgraph (a), referred to as the bilinear subgraph, is similar to Fig. 4 and models the bilinear constraint \( [32] \). Subgraph (b), referred to as the structured sparsity subgraph, models the structured sparsity in \( \mathbf{X} \). As in RSL-MUD, the inference problem on the bilinear subgraph is solved by the BiG-AMP algorithm. For the structured sparsity subgraph, we refine the

estimate on \( \mathbf{X} \) by inferring the packet locations, i.e., the locations of non-zero entries in \( \mathbf{X} \). The inferences on the two subgraphs are performed iteratively until convergence, and the algorithm outputs a final estimate of \( \mathbf{X} \).

### C. Structured Sparsity Learning

In this subsection, we describe the inference on the packet locations based on the structured sparsity subgraph.

To model the structured sparsity in \( \mathbf{X} \), we introduce an auxiliary matrix \( \mathbf{D} \in \{0, 1\}^{N \times T'} \) to indicate whether the entries in \( \mathbf{X} \) are non-zero. Specifically, we let

\[
p_{x_{n,t}|d_{n,t}}(x_{n,t}|d_{n,t}) = \begin{cases} 
\delta(x_{n,t}), & d_{n,t} = 0 \\
p_k'(x_{n,t}), & d_{n,t} = 1
\end{cases}
\]  

(38)

where \( p_k'(x_{n,t}) = \frac{1}{M} \sum_{x \in \mathbb{C}} g(x - x_{n,t}) \) is the prior distribution of the transmitted symbol of an active user. That is, \( d_{n,t} = 1 \) indicates \( x_{n,t} \neq 0 \) and \( d_{n,t} = 0 \) indicates \( x_{n,t} = 0 \). Recall that each row of \( \mathbf{X} \) corresponds to an active packet in the observation window. For the \( n \)-th row of \( \mathbf{X} \), let \( \Delta t_n \) be the index difference between the first symbol interval of the corresponding packet and the first symbol interval of the observation window. Then, we have

\[
-L + 1 \leq \Delta t_n \leq T' - 1, \quad \forall 1 \leq n \leq N
\]  

(39)

Note that an entry of \( \mathbf{X} \) is non-zero if it is in an active packet, and is zero otherwise. This implies that for any \( n \in \{1, \cdots, N\} \), \( \{d_{n,t}\}_{t=1}^{T'} \) are constrained by

\[
d_{n,t} = \begin{cases} 
1, & \max\{\Delta t_n + 1, 1\} \leq t \leq \min\{\Delta t_n + L, T'\} \\
0, & \text{otherwise}
\end{cases}
\]  

(40)

The constraint (40) is modeled as factor nodes \( \{e_n\} \) in the structured sparsity subgraph.

The inference on the structured sparsity subgraph is performed by message passing. Let \( \Phi_k^e(\cdot) \) represent the message passed from node \( a \) to node \( b \), and assume that all the messages are scaled to be valid pdfs (for continuous random variables) or probability mass functions (for discrete random variables). First, the variable nodes \( \{d_{n,t}\}_{t=1}^{T'} \) pass their likelihoods to
each factor node $e_n$. For each $1 \leq t \leq T'$, the distribution of $\Delta t_n$ conditioned on $\{d_{n,t}\} T_{t=1}^{T'} \setminus \{d_{n,t}\}$ is computed as

$$p_{\Delta t_n}(\Delta t_n) \propto \prod_{t' = 1}^{T'} \Phi_{d_{n,t'}}^\ell(0) \times \prod_{t' = \max(\Delta t_n + 1, 1)}^{T'} \Phi_{d_{n,t'}}^\ell(1) \times \prod_{t' = \min(\Delta t_n + L, T') + 1}^{T'} \Phi_{d_{n,t'}}^\ell(0).$$

(41)

The message passed from $e_n$ to each $d_{n,t}$ is given by

$$\Phi_{d_{n,t}}^\ell(1) = \frac{\gamma}{\sum_{x \neq 0} \Phi_{d_{n,t}}^\ell(0)} \Phi_{d_{n,t}}^\ell(1) \times \prod_{t' = \max(\Delta t_n + 1, 1)}^{T'} \Phi_{d_{n,t'}}^\ell(1) \times \prod_{t' = \min(\Delta t_n + L, T') + 1}^{T'} \Phi_{d_{n,t'}}^\ell(0).$$

(42)

The distribution (42) can be seen as the conditional distribution of $d_{n,t}$ given $\{d_{n,t'}\}_{T_{t=1}^{T'}} \setminus \{d_{n,t}\}$, which is the inference result on the structured sparsity subgraph.

D. Turbo-BiG-AMP Algorithm

In this subsection, we present the overall Turbo-BiG-AMP algorithm. As shown in Fig. 6, we introduce factor nodes $\{y_{n,t}\}$ to model the dependency between $\{x_{n,t}\}$ and $\{d_{n,t}\}$, i.e., (33). Based on the dependency, the messages can be exchanged between subgraphs.

1) Messages from bilinear subgraph to structured sparsity subgraph: Note that the BiG-AMP algorithm is used to perform inference on the bilinear subgraph. As shown in Table II, the BiG-AMP algorithm outputs an estimated distribution $\hat{p}_{x_{n,t}}(x_{n,t})$ for each variable node $x_{n,t}$. The message is directly passed to the factor node $g_{n,t}$, i.e., $\Phi_{g_{n,t}}^\ell(x_{n,t}) = \hat{p}_{x_{n,t}}(x_{n,t})$. Then the message passed from $g_{n,t}$ to $d_{n,t}$ is given by

$$\Phi_{d_{n,t}}^\ell(1) = \int_{\mathcal{X}} \Phi_{d_{n,t}}^\ell(x) dx,$$

(43)

and

$$\Phi_{d_{n,t}}^\ell(0) = 1 - \Phi_{d_{n,t}}^\ell(1).$$

(42b)

The message in (43) is used in the inference on the structured sparsity subgraph as the output message of each $d_{n,t}$.

2) Messages from structured sparsity subgraph to bilinear subgraph: As shown in Section IV-C, the inference on the structured sparsity subgraph outputs a distribution $\Phi_{x_{n,t}}^\ell(dx)$ for each $d_{n,t}$, given in (42). Then, each $d_{n,t}$ passes $\Phi_{x_{n,t}}^\ell(dx)$ to $g_{n,t}$ directly. Based on the dependency in (33), we have

$$\Phi_{s_{n,t}}^\ell(x_{n,t}) = \Phi_{s_{n,t}}^\ell(0) \Phi_{x_{n,t}}^\ell(dx) + \Phi_{s_{n,t}}^\ell(1) \hat{p}_{x_{n,t}}(x_{n,t}).$$

(44)

Then we merge $\Phi_{x_{n,t}}^\ell(dx)$ and $\hat{p}_{x_{n,t}}(x_{n,t})$ to generate a new prior on $x_{n,t}$, given by

$$\Phi_{x_{n,t}}^\ell(x_{n,t}) \propto \Phi_{x_{n,t}}^\ell(x_{n,t}) \hat{p}_{x_{n,t}}(x_{n,t}).$$

(45)

The distribution $\Phi_{x_{n,t}}^\ell(x_{n,t})$ will be used as the new prior of $x_{n,t}$ in the following BiG-AMP iterations.

The whole procedure of the Turbo-BiG-AMP algorithm is summarized in Table III. In the initialization step, the prior distribution of $\{x_{n,t}\}$ is given by

$$p_{x_{n,t}}(x_{n,t}) = (1 - \gamma) \delta(x_{n,t}) + \frac{\gamma}{|\mathcal{X}|} \sum_{x \in \mathcal{X}} \delta(x_{n,t} - x).$$

(46)

TABLE III

| Algorithm | Description |
|-----------|-------------|
| Turbo-BiG-AMP | Initialize the BiG-AMP Algorithm for $k = 1, 2, \ldots, \text{K}_{\text{max}}$ (outer iteration) |
| for $j = 1, 2, \ldots, \text{J}_{\text{max}}$ (inner iteration) | Run BiG-AMP inner iterations for $\text{L}_{\text{max}}$ times. |
| $\forall n, t$: set $\Phi_{x_{n,t}}^\ell(dx) = \hat{p}_{x_{n,t}}(x_{n,t})$ | $\forall n, t$: compute $\Phi_{x_{n,t}}^\ell(dx)$ via (43), set $\Phi_{x_{n,t}}^\ell(dx) = \Phi_{x_{n,t}}^\ell(dx)$ |
| $\forall n, t$: compute $\Phi_{x_{n,t}}^\ell(dx)$ via (42) | Replace the prior distribution of $x_{n,t}$ by $\Phi_{x_{n,t}}^\ell(dx)$ in the following BiG-AMP inner iterations. |
| $\forall n, t$: compute $\Phi_{x_{n,t}}^\ell(dx)$ via (45) | End |

where

$$\gamma = \frac{L}{T' + L - 1}$$

(47)

is the estimated sparsity level of $X$. As in RSL-MUD, the prior distribution $p_{x_{n,t}}(h_{m,n})$ is set to be $\mathcal{N}(0, \beta)$. Further, note that the BiG-AMP algorithm is based on loopy belief propagation and requires multiple iterations to converge, while the structured sparsity subgraph is loop-free and the inference will converge in one iteration. Therefore, we schedule the message passing as follows: the inference on the structured sparsity subgraph is performed once after every $\text{L}_{\text{max}}$ inner iterations of the BiG-AMP algorithm.

E. Packet Recovery

Based on the output of Turbo-BiG-AMP algorithm, the BS can recover all the type-I packets in the observation window.

1) Packet Positioning: We first determine the locations of non-zero entries in $X$ for each type-I packet. If the $n$-th row of $X$ corresponds to a type-I packet, it has exactly $L$ consecutive non-zero entries. In other words, $\Delta t_n$ defined in Section IV-C satisfies

$$0 \leq \Delta t_n \leq T' - L, \ \forall 1 \leq n \leq N.$$  

(48)

To estimate $\Delta t_n$, we first compute the distribution of $d_{n,t}$ as

$$\hat{p}_{d_{n,t}}(1) = \int_{x \neq 0} \hat{p}_{d_{n,t}}(x_{n,t}) dx,$$

(49a)

$$\hat{p}_{d_{n,t}}(0) = 1 - \hat{p}_{d_{n,t}}(1)$$

(49b)

where $\hat{p}_{d_{n,t}}(x_{n,t})$ is the output of the Turbo-BiG-AMP algorithm. Subsequently, we compute the distribution of $\Delta t_n$.
conditioned on \{d_{n,t}\}_{t=1}^{T'} as
\[
\hat{p}_{\Delta t_n}(\Delta t_n) \propto \prod_{t=1}^{\max(\Delta t_n+1,L')} \hat{p}_{d_{n,t}}(0) \times \prod_{t=\max(\Delta t_n+1)}^{T'} \hat{p}_{d_{n,t}}(1) \times \prod_{t=\min(\Delta t_n+L,T')}^{T} \hat{p}_{d_{n,t}}(0). \tag{50}
\]

Then the estimated \(\Delta t_n\) is given by
\[
\Delta \hat{t}_n = \arg \max_{-L+1 \leq \Delta t_n \leq T'-1} \hat{p}_{\Delta t_n}(\Delta t_n). \tag{51}
\]

The indexes of the rows corresponding to type-I packets are
\[
N = \{n : 1 \leq n \leq N, \ 0 \leq \Delta \hat{t}_n \leq T'-L\}. \tag{52}
\]

2) Phase Ambiguity Elimination: As in RSL-MUD, the estimation of \(X\) suffers from permutation and phase ambiguities. The permutation ambiguity does not affect the packet recovery, because given any row-permutated matrix of \(X\), we can still obtain all the type-I packets by inspecting the non-zero entries. The phase ambiguity should be eliminated in the packet recovery procedure.

Recall that for each packet, the first symbol is fixed to be \(x_0\). For each \(n \in N\), we generate a soft estimate of \(x_{n,t}\) as
\[
\hat{x}^{(s)}_{n,t} = \frac{x_0E_{x_{n,t}}[x_{n,t}]}{E_{x_{n,\Delta t_n+1}}[x_{n,\Delta t_n+1}]} = x_0, \ t = \Delta \hat{t}_n + 1, \ldots, \Delta \hat{t}_n + L. \tag{53}
\]

where the expectations are taken with respect to the output distribution \(p_{x_{n,t}}(x_{n,t})\) of the Turbo-BiG-AMP algorithm. In (53), the first symbol of each packet is estimated to be \(x_0\), i.e., \(\hat{x}^{(s)}_{n,\Delta t_n+1} = x_0\), and therefore the phase ambiguity is eliminated.

Finally, we perform hard decision on each \(x_{n,t}\) as
\[
\tilde{x}^{(h)}_{n,t} = \arg \min_{x \in X} \|\hat{x}^{(s)}_{n,t} - x\|^2, \ t = \Delta \hat{t}_n + 1, \ldots, \Delta \hat{t}_n + L. \tag{54}
\]

The type-I packets are then decided to be
\[
\hat{c}_n = (\tilde{x}^{(h)}_{n,\Delta \hat{t}_n+1}, \tilde{x}^{(h)}_{n,\Delta \hat{t}_n+2}, \ldots, \tilde{x}^{(h)}_{n,\Delta \hat{t}_n+L})^T, \ n \in N. \tag{55}
\]

The identity of the transmitting user can be extracted from each recovered packet.

V. SIMULATION RESULTS

In this section, we present simulation results to evaluate the performance of the RSL-MUD and SSL-MUD schemes. In the simulations, we set the number of users \(U = 200\), the bandwidth to be 1 MHz, and the power spectrum density of the AWGN noise at the BS to be -169 dBm/Hz. We assume all active users perform automatic gain control (AGC) to ensure an equal average receive power at the BS. In other words, all the active users have identical path-loss and shadowing components, i.e., \(\beta_1 = \ldots = \beta_U = \beta\), and we set \(\beta = -129\) dB. The modulation constellation \(X\) is QPSK constellation, i.e., \(X = \{\pm \frac{\sqrt{2}}{2}, \pm \frac{\sqrt{2}}{2}\}\). All the simulation results presented in this section are obtained by averaging over 100,000 user packets.

A. RSL-MUD

In this subsection, we examined the performance of the RSL-MUD scheme for the time-slotted grant-free MaDMA system. For the BiG-AMP algorithm used in RSL-MUD, we set \(M_{\text{max}} = 20, L_{\text{max}} = 200, \) and \(\kappa = 10^{-4}\). For each time slot, BiG-AMP is run for 10 random initializations, and each user packet is considered successfully decoded if it is perfectly recovered in any of the 10 trials.

As stated in Section III, RSL-MUD detects the user packets by exploiting the random sparsity of the signal matrix. It is hence interesting to numerically explore the tradeoff between the system throughput and the sparsity level of the user signals. In particular, we say that RSL-MUD is able to support \(N\) active users under sparsity level \(\gamma\) if the packet error rate (PER) is no greater than \(10^{-2}\). Fig. 7(a) shows the maximum numbers of active users that can be supported by RSL-MUD under different sparsity levels. We set the number of received antennas \(M = 40\), the length of the time slot \(T = 256\), and the transmit power \(P = 40\) dBm. We see that the maximum \(N\) is a monotonically decreasing function of the sparsity level \(\gamma\). That is, the sparser the user signals, the more the active users that can be supported. However, this does not imply monotonicity of the system throughput against sparsity level \(\gamma\), since the increase of sparsity in signaling reduces the information rate of each user. In Fig. 7(b), we plot the supportable throughput of RSL-MUD with respect to the sparsity level. It is observed that the supportable throughput is not monotonic with respect to the sparsity level \(\gamma\), and achieves its maximum with \(\gamma\) around 0.2.

Subsequently, we compare the error performance of RSL-MUD with that of the conventional training-based MUD schemes (23)–(25). In both schemes, we set \(M = 40\) and \(T = 256\). For RSL-MUD, we simulate two system setups with \((N, \gamma) = (40,0.25)\) and \((60,0.15)\). For the training-based MUD, we set \(N = 40\). Note that in the training-based MUD, each time slot is divided into two phases. In the first phase, 100 pilot symbols are transmitted by each active user, and the BS jointly estimates the user activity state and the CSI by a state-of-the-art CS approach called generalized approximate message passing (GAMP) (39). In the second phase, the active users transmit QPSK modulated signals, and the signal detection at the BS is carried out by LMMSE and sphere decoding (39) (with initial searching radius set to 25), respectively. Note that the number of pilot symbols is chosen to ensure a reasonable accuracy of channel estimation, so as to facilitate the signal detection in the second phase. For a fair

3The throughput is defined as the effective rate of information bits (excluding the overhead for the reference symbols and the user identity) transmitted to the BS, computed by
\[
\text{Throughput} = \frac{N \left( (T-1)H_u \right)}{T} - \left[ \log_2 U \right]. \tag{56}
\]

3The throughput is defined as the effective rate of information bits (excluding the overhead for the reference symbols and the user identity) transmitted to the BS, computed by
\[
\text{Throughput} = \frac{N \left( (T-1)H_u \right)}{T} - \left[ \log_2 U \right]. \tag{56}
\]

4In the training-based MUD, user packets are not sparse, and therefore each packet symbol carries more information than that in RSL-MUD. However, for the training-based MUD, a portion of symbols in each packet are used as pilot. In the simulations, system parameters are carefully chosen so that throughputs of RSL-MUD and the training-based MUD are close to each other.
comparison, in the above settings the throughput of RSL-MUD is no less than that of the training-based MUD.

Fig. [8] shows the PER results of RSL-MUD and the training-based MUD with respect to the transmit power. We see that for \((N, \gamma) = (40, 0.25)\), RSL-MUD achieves a PER of \(10^{-2}\) with the transmit power around 29dBm, and outperforms the training-based MUD with sphere decoding by 10dBm. We also see that the training-based MUD with LMMSE fails to achieve PER lower than \(10^{-2}\) in the considered range of transmit power. Further, for \((N, \gamma) = (60, 0.15)\), RSL-MUD has a PER gain of 1.5dB compared with \((N, \gamma) = (40, 0.25)\). This implies that by appropriately choosing \(N\) and \(\gamma\), RSL-MUD can achieve a better PER performance without degrading the throughput.

To further demonstrate the superiority of RSL-MUD, Fig. [9] and Fig. [10] compare the symbol error rates (SER) and the channel estimation accuracy of RSL-MUD and the training-based MUD. For RSL-MUD, if a packet is perfectly recovered, the SER of that packet is set to zero. Otherwise, we record the SER of 10 trials of the BiG-AMP algorithm. To evaluate the channel estimation accuracy, we define the mean square error (MSE) for an estimated channel \(\hat{H}\) as

\[
\text{MSE} = \frac{\min Q ||H - \hat{H}Q||_F^2}{MN}.
\]

where \(Q\) is a permutation matrix to eliminate the column ambiguity of \(\hat{H}\) [31]. For RSL-MUD, we use the smallest MSE of 10 trials of the BiG-AMP algorithm. Fig. [9] shows that at the SER level of \(10^{-4}\), RSL-MUD with \((N, \gamma) = (40, 0.25)\) and \((60, 0.15)\) outperforms the training-based MUD by 10dB and 11.5dB, respectively. From Fig. [10] we see that the channel MSE of RSL-MUD drops significantly faster than that of the training-based MUD. For \((N, \gamma) = (40, 0.25)\) and \((60, 0.15)\), RSL-MUD achieves a channel MSE of \(10^{-3}\) with the transmit power around 27.2dBm and 28.8dBm, respectively, while the training-based MUD reaches the same MSE level with \(P = 33\)dBm.

B. SSL-MUD

In this subsection, we present simulation results of the SSL-MUD scheme for the non-time-slotted grant-free MaDMA system. We set the length of user packet \(L = 64\). The size and the step size of the sliding window are given by \(T' = 256\) and \(\Delta t = 64\), respectively. The data packets of each user are generated according to a Poisson point process with rate \(\lambda\). For each user, the guard period between two consecutive packets is set to 64 symbol intervals. Note that a packet is considered successfully decoded if it is perfectly recovered (as a type-I packet) in any observation window. For each observation window, the Turbo-BiGAMP-AMP algorithm is run for only one trial. Parameters of Turbo-BiG-AMP are set as \(K_{\text{max}} = 20\), \(L_{\text{max}} = 100\), \(J_{\text{max}} = 2\), and \(\kappa = 10^{-4}\).
The prior works mostly assume time-slotted transmission, and hence it is not convenient to compare their performance with that of SSL-MUD. For comparison, we introduce a heuristic CS based approach based on the ideas in [9]–[15]. In this heuristic approach, we assume that the BS perfectly knows the channel $H$ in each observation window. Then the problem of estimating $X$ from (37) can be solved by conventional CS approaches such as GAMP. In the simulations, we refer to this approach as ‘CSI-GAMP’. We also include a comparison with a widely used benchmark in the prior works [10]–[12], termed Oracle LMMSE, in which the LMMSE estimation is performed under the assumption of perfect knowledge of CSI and user activity state, i.e., the full matrix $H$ and the locations of non-zero entries in $X$. Note that Oracle LMMSE is more idealized than CSI-GAMP since the latter does not know the user activity state. A benchmark termed “CSI-SSL-MUD” is also provided, where we run the Turbo-BiG-AMP algorithm with perfect knowledge of the channel. Therefore, the PER of CSI-SSL-MUD serves as a lower bound for the PER of SSL-MUD.

Fig. 11 investigates the PER performance of SSL-MUD and the three baseline schemes for system settings $\lambda = 1/2000$, $M = 30$ and 40 respectively. We see that SSL-MUD significantly outperforms CSI-GAMP, even though the latter assumes prior knowledge of CSI. This is because the conventional CS solvers such as GAMP assume that the sparse representation $X$ consists of i.i.d. entries, while in the non-time-slotted grant-free MaDMA system the sparsity in $X$ is highly structured. We also see that SSL-MUD achieves a PER comparable to that of Oracle LMMSE, and even outperforms Oracle LMMSE in the relatively high SNR regime for $M = 40$. This implies that the structured sparsity in $X$, if appropriately exploited, can be used to significantly reduce the overhead for the acquisition of user activity state and CSI. At the PER level of $10^{-2}$, SSL-MUD is 1dB and 1.5dB worse than CSI-SSL-MUD for $M = 30$ and 40, respectively, implying that SSL-MUD only suffers from a slight performance loss due to the absence of CSI. This demonstrates that as a blind detection scheme, SSL-MUD can significantly reduce the overhead for channel estimation without sacrificing much error performance.
Fig. [12] provides the PER comparison for $M = 40$, $\lambda = 1/2000$ and $1/1600$, respectively. Intuitively, a greater user activity rate reduces the sparsity in $X$, increases the number of active packet $N$ in each observation window, and hence results in a worse PER performance. In the simulations, we observe that for $\lambda = 1/2000$, the average and the maximum values of $N$ are 30.8 and 54, respectively, while for $\lambda = 1/1600$, the average and the maximum values of $N$ are 38.4 and 66, respectively. Fig. [12] shows that under different user activity rates, SSL-MUD still achieves a performance comparable to that of Oracle LMMSE, and significantly outperforms CSI-GAMP.

In the above simulations, we assume perfect AGC so that the BS receives equal power from all active users. In practice, the AGC may be imperfect due to the inaccuracy of the amplifiers embedded in the user devices. To investigate the performance loss due to imperfect AGC, we run simulations where the receive powers of different users at the BS have a variation up to 5dB. More specifically, we randomly generate the value of each $\beta_u$ in dB from a uniform distribution over $[-130.5, -125.5]$. The simulation results are plotted in Fig. [13]. It is observed that at the PER level of $10^{-2}$, all schemes suffer from a loss of about 3dB due to the imperfection of AGC. Under both perfect and imperfect AGC, SSL-MUD significantly outperforms CSI-GAMP, and the performance gap between SSL-MUD and CSI-SSL-MUD is less than 1dB. This implies that the SSL-MUD scheme can tolerate unequal receive powers at the BS.

VI. CONCLUSION

In this work, we developed two MUD schemes, namely RSL-MUD and SSL-MUD, for the time-slotted and non-time-slotted grant-free MaDMA systems, respectively. By exploiting the random sparsity (for time-slotted grant-free MaDMA) and the structured sparsity (for non-time-slotted grant-free MaDMA) of the user signals, the BS can recover the user activity state, the channel, and the user data through message-passing-based algorithms in a single phase without requiring pilot signals. Simulation results demonstrate that both RSL-MUD and SSL-MUD significantly outperform their counterpart schemes in the literature. The study of grant-free MaDMA system is still in an initial stage. Based on our work, the following directions will be of interest for future research.

- **Channel coding:** So far, our sparsity learning based MUD scheme does not consider channel coding. Potentially, applying channel coding can significantly reduce the error rate of the packet recovery. Further, for channel codes such as the low-density parity-check (LDPC) codes, the decoding is also based on message passing. Therefore, the channel decoding process can be embedded in the BiG-AMP and Turbo-BiG-AMP algorithms to improve the detection efficiency.

- **Asynchronized multiple access:** In this work, we studied the non-time-slotted grant-free MaDMA system, where active users are required to be synchronized at the symbol level but not the packet level. In practice, symbol-level synchronization still introduces additional overhead. We believe that our SSL-MUD scheme can be extended to the asynchronized grant-free MaDMA system, where the clock difference between active users can be regarded as latent variables to be learned by the BS. The corresponding algorithm design is a challenging task worthy of future research endeavor.
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