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Abstract—In this paper, using binary phase-shift keying (BPSK) modulation, analytical expressions of bit-error-rate (BER) for various non-homogeneous fading environments ($\alpha-\mu$, $\eta-\mu$ and $\kappa-\mu$) subjected to SoS noise are obtained. The derived results are expressed in terms of Meijer’s G-function and Gamma function. These expressions are used to study the performance of other prominent fading models (like Nakagami-$m$, Rayleigh, Rician, and Hoyt) available in the technical literature. Further, it is shown that the effect of the impulsive index ($\alpha$) over BER is much pronounced compared to the amount of fading (AF). Numerical results are provided for different impulsive settings. The results obtained agree with those from simulations.

1. INTRODUCTION

Fading and noise are two key phenomena which describe the statistical behavior of a wireless channel. Due to the presence of scatters within the propagation medium, the transmitted signal’s characteristics get altered. Such a phenomenon, known as fading, severely affects the reception process [1]. The noise which may result from man-made or natural phenomenon also affects the signal reception [2]. Owing to simple analysis of additive white Gaussian noise, it has been extensively used to model noise in a wireless communication link [3]. However, there are various communications scenarios where the effect of non-Gaussian noise cannot be overlooked [4]. These include industrial environments [5], power line communication (PLC) [6], and underwater communication setups [7]. Hence, by considering the non-Gaussian nature of noise instead of classical Gaussian noise, the practical limits of a communication link can be analyzed. Several non-Gaussian noise models have been reported in the literature [8]. One of the important classes of non-Gaussian noise is the symmetric alpha-stable (SoS) noise [9–11]. It is a more general representation of additive white Gaussian noise (AWGN) since it includes Gaussian noise as a special case and satisfies generalized central limit theorem (GCLT) [9]. It is used to model atmospheric noise [12], acoustic noise [13], and noise in industrial wireless sensor network (IWSW) [14]. Moreover, the dynamic interference generated in a multi-user network, where different users are scattered in a spatial Poisson field, can be modeled by SoS distribution [15]. Hence, it can be concluded that SoS noise is a more general and practical representation of noise. To the best of our knowledge, there appears no publication which deals with the performance analysis of $\alpha-\mu$, $\eta-\mu$ or $\kappa-\mu$ fading environments with SoS noise. In this work, an attempt has been made to address this research gap. The motivation for selecting $\alpha-\mu$, $\eta-\mu$ or $\kappa-\mu$ fading models are (a) The two-parameter fading models give better fit of the signal variation as compared to a fading model with a single parameter. (b) Such fading distributions represent small-scale fading effects effectively. (c) Also, these fading distributions correspond to some well-know fading models as special cases. These include Nakagami-$m$, Rayleigh, Rician, Hoyt and Weibull fading models [16].

Received 8 February 2021, Accepted 12 March 2021, Scheduled 16 March 2021

* Corresponding author: Umer Ashraf (umerashraf@gmail.com).

The authors are with the National Institute of Technology Srinagar, India.
In a practical wireless scenario, both fading and non-Gaussian noise may affect the communication link simultaneously and independently. For instance, in an industrial setup, the multi-path propagation due to highly reflective metal surfaces can be captured by small-scale fading models, while non-Gaussian noise models can effectively represent the excessive electromagnetic noise caused by the industrial equipment (like large motors). Hence, by incorporating the appropriate fading and non-Gaussian noise models, a practical insight of a typical communication link can be acquired.

The rest of this paper is structured as follows: Section 2 is devoted to BER performance over different non-Gaussian noise models available in the technical literature. Section 3 deals with statistics of SoS noise under consideration. The system model and performance analysis of BER over α-μ, η-μ, and κ-μ fading environments with SoS noise are given in Sections 4 and 5, respectively. Section 6 is dedicated to numerical results and analysis. This paper is concluded in Section 7.

2. BIT ERROR RATE (BER) ANALYSIS OVER DIFFERENT NON-GAUSSIAN NOISE MODELS

In [17], using BPSK, the impact of additive white generalized Laplacian noise (AWGLN) and generalized-K (GK) fading on the BER is evaluated. It is observed that there is a sharp increase in BER, as the non-Gaussianity parameter (ν) approaches 0. In [18], BER performance of coherent modulation schemes subjected to generalized fading and generalized Gaussian noise (GGN) for different network topologies is evaluated. In [19], using MQAM modulation, the symbol-error-probability (SEP) of an information-bearing signal subjected to Gaussian and Middleton class A noise is evaluated. The effect of two critical parameters of Middleton class A noise, namely impulsive index (A ≤ 1) and the ratio of Gaussian to impulsive noise power (Γ) is analyzed. For a fixed value of A, as Γ increase, the corresponding SEP approaches the SEP of Gaussian noise. On the other hand for a fixed value of Γ, as impulsive index A decreases, there is a significant increase in SEP. In [20] it is shown that the BER performance of a communication link affected by Rayleigh fading and Middleton Class A noise is improved by post-detection Combining (PDC) technique rather than maximal-ratio Combining (MRC), which works effectively in Gaussian noise. In [21], it is shown that BER can be further reduced by incorporating error control codes (ECCs) like (7, 4) Hamming code and (23, 12) Golay code over a channel subjected to Rician fading and Middleton Class A noise. In [22], using the MQAM modulation scheme, the BER performance of a communication link under the joint influence of Gaussian noise, gated noise, and Nakagami-m fading is evaluated. Two types of gated noise are considered: simple-gated and double-gated. For SNR greater than 10 dB, the BER of simple-gated noise is more than double-gated noise. This increase in BER occurs because simple-gated noise along with background Gaussian noise acts for a considerable time interval. Double-gated noise is added to the background Gaussian noise only when both the gating pulses are unitary. In [23], it is shown that by incorporating spatial diversity in a system affected by double-gated noise and η-μ fading, the BER can be reduced significantly. In [24], using MQAM modulation, bit-error-probability (BEP) is calculated for a communication channel subjected to SoS noise and Rayleigh fading. The SoS noise is characterized by the impulsive index (α), where α ∈ (0, 2). As α approaches 0, there is a significant increase in BEP. In [25], it is shown that the increase in BEP due to SoS noise can be reduced using different diversity techniques. It is shown that BEP obtained using selection combining (SC) is less than BEP obtained using MRC and equal-gain combining (EGC) for a strong impulsive channel. Recently Markov model was used to model impulsive noise. In [26], Markov chains is used to represent the bursty nature of noise since pulses in bursty noise are time-correlated while the Middleton model assumes that noise samples are independent and identically distributed (i.i.d) and it deals only with amplitude or envelope statistics. The number of states in a Markov model determines the dimension of a transition matrix. Hence, to decide the number of states which accurately model the bursty noise behavior is challenging. In [27], a two-state Markov chain model is used to study the effect of non-Gaussian noise and fading on BER performance. It takes into account gated additive white Gaussian noise (GAWGN) with η-μ fading as one state and double-gated additive white Gaussian noise (G^2AWGN) with η-μ fading as another state. It is shown that BER increases with the increase in the constellation order (M). Against this background on the BER performance, we find that there is no work dealing with the BER performance of α-μ, η-μ and κ-μ fading models with SoS noise. In the next section, we discuss the statistics of SoS noise.
3. SYMMETRIC ALPHA-STABLE (SαS) NOISE

The probability density function (PDF) of SαS noise can be expressed as

$$f_\alpha(z) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \exp(j\mu_\alpha t - \rho|t|^\alpha) \exp(-jtz)dt,$$

(1)

The PDF of SαS noise is characterized by four parameters: $\alpha, \beta, \rho, \mu_\alpha$. $\alpha \in (0, 2]$ is the impulsive index which governs the impulsive nature of SαS noise. The impulsive behavior of SαS noise increases significantly as $\alpha$ approaches 0. Such behavior is shown in Figure 1. $\beta \in [0,1]$ determines the skewness of SαS distribution. $\rho \in \mathbb{R}^+$ determines the spread, while $\mu_\alpha \in \mathbb{R}^+$ is associated with the position or location of SαS distribution. Equation (5), corresponds to Gaussian and Cauchy distribution for $\alpha = 2$ and $\alpha = 1$, respectively.

![Figure 1. PDF of SoS noise.](image)

3.1. Geometrical Signal-to-Noise Ratio

With the exception of Gaussian case ($\alpha = 2$), the variance of SoS noise is infinite, and thus the conventional definition of SNR cannot be used. The moments ($E\{|X|^p\}$) of SoS distribution exist only for $0 < p < \alpha$ [9, property 1.2.16]. Hence, geometric signal-to-noise ratio ($SNR_g$) is employed instead of conventional signal-to-noise ratio (SNR). Geometric power ($S_0$) for SoS noise is defined as [28]

$$S_0 = \frac{(C_g)^{1/\alpha} \rho}{C_g}.$$

(2)

The $SNR_g$ is defined as

$$SNR_g = \frac{1}{2C_g} \left( \frac{A}{S_0} \right)^2,$$

(3)

where $A$ is the amplitude of the signal and $C_g \approx 1.78$. The normalization constant ($1/2C_g$) maps SoS noise to Gaussian noise for $\alpha = 2$. For BPSK, $\frac{E_b}{N_o}$ can be expressed as

$$\frac{E_b}{N_o} = \frac{SNR_g}{2R_c},$$

(4)

where $R_c$ is the code rate. For uncoded BPSK system ($R_c = 1$) and $A = \pm 1$, Eq. (4) can be written as

$$\frac{E_b}{N_o} = \frac{SNR_g}{2} = \frac{1}{4C_g^{\frac{2-1}{\alpha}}} \rho^2.$$

(5)
3.2. Asymptotic Property of SoS Noise

The asymptotic property of a standard SoS random variable $Y$ ($\alpha < 2$) can be expressed as [24]

$$\lim_{y \to \infty} P(Y > y) = \frac{C_\alpha}{y^\alpha},$$  \hspace{1cm} (6)

where $C_\alpha = \frac{1}{\pi} \Gamma(\alpha) \sin \left( \frac{\alpha \pi}{2} \right)$ and $\Gamma(\Phi) = \int_0^\infty t^{\Phi-1}e^{-t}dt$, is the Gamma function [29, Eq. (8.310.1)]. For SoS noise, Q-function is defined as

$$Q_\alpha(y) = \int_y^\infty f_\alpha(z)dz.$$  \hspace{1cm} (7)

Therefore, Eq. (6) can be expressed as

$$\lim_{y \to \infty} Q_\alpha(y) = \frac{C_\alpha}{y^\alpha},$$  \hspace{1cm} (8)

The primary motivation for employing the asymptotic property of SoS random variable is the analytical tractability since its Cumulative Distribution Function (CDF) involves an integral [10, Theorem 1], which subsequently increases the mathematical complexity.

4. SYSTEM MODEL

Mathematically, the received signal can be expressed as [2]

$$r = Hx + z,$$  \hspace{1cm} (9)

where $x \in \{ \pm A \}$ corresponds to the symbols of binary phase-shift keying (BPSK) modulation. $H$ is the channel gain with slow varying flat fading characteristics, and $z$ can be Gaussian or non-Gaussian noise, whose real and imaginary components are independent and identically distributed (i.i.d). In Eq. (9), $z$ follows SoS distribution. To distinguish the $\alpha$ appearing in $\alpha$-$\mu$ fading model from the one appearing in SoS noise, we denote fading parameter by $\alpha_f$ and impulsive index by $\alpha$.

5. PERFORMANCE ANALYSIS OF BER SUBJECTED TO FADING AND SoS NOISE

For an AWGN channel, $Q(y)$ is defined as $Q(y) = \frac{1}{\sqrt{2\pi}} \int_y^\infty \exp(-t^2/2)dt$ [30]. As reported in [31] there exists a consistent mapping between $Q(y)$ and $Q_\alpha(y)$. Such a mapping is given as

$$Q(y) \rightarrow Q_\alpha \left( \sqrt{2C_g(\frac{\alpha-1}{2})y} \right).$$  \hspace{1cm} (10)

Therefore, the probability of error for SoS noise with BPSK modulation can be expressed as

$$P_\alpha = Q\left( \sqrt{\frac{2E_b}{N_0}} \right) = Q_\alpha \left( \sqrt{\frac{4E_bC_g(\frac{\alpha-1}{2})}{N_0}} \right).$$  \hspace{1cm} (11)

With the aid of such a mapping, the BER performance of a communication link perturbed by fading and SoS noise can be evaluated by its probability of error. It can be expressed as

$$P_\alpha = \int_0^\infty Q_\alpha \left( \sqrt{4C_g(\frac{\alpha-1}{2})\gamma} \right) f_T(\gamma)d\gamma,$$  \hspace{1cm} (12)

where $f_T(\cdot)$ denotes the PDF of instantaneous signal-to-noise ratio ($\gamma$) per bit. An important performance metric of a wireless channel is the amount of fading (AF). It is defined as the measure of severity of fading. Mathematically, it is given as [1]

$$AF = \frac{E[\gamma^2]}{(E[\gamma])^2} - 1,$$  \hspace{1cm} (13)
where $E[\cdot]$ is the statistical expectation operator. Higher values of AF indicate severe fading which subsequently leads to weaker reception of the signal. For Nakagami-\(m\) fading channel, AF is given as

$$AF = \frac{1}{m}, \quad (14)$$

where the fading parameter \((m)\) ranges from 1/2 to \(\infty\). Both \(\alpha\) and AF dictate the BER performance of a communication link.

### 5.1. \(\alpha\)-\(\mu\) Fading Model

Using random variable transformation, the PDF of \(\alpha\)-\(\mu\) fading channel \((\gamma)\) can be expressed as [32, 33]

$$f_\gamma(\gamma) = \frac{\alpha_f \mu^\alpha \gamma^{(\alpha / 2) - 1}}{2\Gamma(\mu)\gamma^{(\alpha / 2)}} \exp\left(-\mu \left(\frac{\gamma}{\gamma}\right)^{\frac{\alpha}{\mu}}\right), \quad (15)$$

where \(\alpha_f > 0\) and \(\mu > 1/2\) represent the power exponent, and \(\mu \in \mathbb{R}^+\) denotes the number of multi-path clusters of the \(\alpha\)-\(\mu\) fading channel. \(\bar{\gamma}\) is the average SNR and \(\Gamma(\Phi) = \int_0^\infty t^{\Phi-1}e^{-t}dt\) is the Gamma function. With the aid of Eq. (8) and substituting Eq. (15) in Eq. (12), the error probability is given by

$$P_e^\alpha = \frac{\alpha_f \mu^\alpha C_\alpha}{2\Gamma(\mu)\gamma^{(\alpha / 2)}} \int_0^\infty \gamma^{\frac{\alpha}{2} - 1} \exp\left(-\mu \left(\frac{\gamma}{\gamma}\right)^{\frac{\alpha}{\mu}}\right) d\gamma. \quad (16)$$

Upon comparing Eq.? (16) with [29, Eq.? (3.326.2)], the above equation can be expressed as

$$P_e^\alpha = \frac{\alpha_f^\alpha C_\alpha \Gamma \left(\mu - \frac{\alpha}{\alpha_f}\right)}{\Gamma(\mu) \left(\frac{4\Gamma(2-\frac{1}{2})}{2}\right)^{\frac{\alpha}{2}}}. \quad (17)$$

**Special case:** The closed-form expression for probability of error over Rayleigh fading \((\alpha_f = 2\) and \(\mu = 1)\) with SnS noise can be expressed as

$$P_e^{Ray} = \frac{C_\alpha \Gamma(1 - \alpha/2)}{\left(4\Gamma(2-\frac{1}{2})\right)^{\frac{\alpha}{2}}}. \quad (18)$$

### 5.2. \(\eta\)-\(\mu\) Fading Model

This model represents small-scaling fading in a wireless channel with non-line-of sight (NLOS) components. Using random variable transformation, the PDF of \(\eta\)-\(\mu\) fading environment can be expressed as [34],

$$f_\eta(\gamma) = \frac{2\sqrt{\pi} \Gamma(\mu + \frac{1}{2}) h^\mu \gamma^{\frac{1}{2} - \mu}}{\Gamma(\mu) \gamma^{\frac{1}{2} - \mu + \frac{1}{2}}} \exp\left(-\frac{2\mu h}{\gamma}\right) I_{\mu - \frac{1}{2}}\left(\frac{2\mu h\gamma}{\gamma}\right), \quad (19)$$

where \(I_v(\cdot)\) is the modified Bessel function of first kind and \(v\)th order. Using the channel parameter \(\eta\), the parameters \(h\) and \(\mathcal{H}\) can be expressed in two formats [35]. With Format 1 settings, Eq. (23) corresponds to Nakagami-\(m\) fading \((\eta \rightarrow 1\) and \(\mu = m/2\) ) and Hoyt fading \((\eta = q^2\) and \(\mu = 0.5)\). On comparing \(e^{-x/2}I_v(x/2)\) with [36, Eq. (8.4.22.3)], (19) can be expressed as

$$f_\eta(\gamma) = \frac{2\mu^\mu + \frac{1}{2} h^\mu \gamma^{\frac{1}{2} - \mu}}{\Gamma(\mu) \gamma^{\frac{1}{2} - \mu + \frac{1}{2}}} \exp\left(-\frac{2\mu (h - \mathcal{H})}{\gamma}\right) C_{12}^{11} \left(\frac{4\mu h\gamma}{\gamma}\right) \left(\mu - 1/2, 1/2 - \mu\right). \quad (20)$$
With the aid of Eq. (8) and substituting Eq. (20) in Eq. (12), we get

\[
P_e^{\eta-\mu} = \frac{2C_\alpha}{\Gamma(\mu)\tilde{\gamma}^{\mu+\frac{1}{2}}\gamma^{\mu+\frac{1}{2}}} \int_0^\infty \gamma^{-(\frac{1}{2}-\mu+\frac{1}{2})} \exp \left( -\frac{2\mu(h-H)\gamma}{\gamma} \right) \times G^{11}_{12} \left( \frac{4\mu\gamma}{\mu-1/2, 1/2-\mu} \right) d\gamma.
\]

Upon comparing Eq. (21) with the standard integral given in [29, Eq. (7.813.1)], closed form of Eq. (21) in terms of Meijer’s G-function can be expressed as

\[
P_e^{\eta-\mu} = \left( \frac{\mu}{C_1\tilde{\gamma}} \right)^{\frac{1}{2}} \times \frac{2C_\alpha(h-H)C_2 h^\mu}{\Gamma(\mu)\tilde{\gamma}^{\mu+\frac{1}{2}}C_{22}^{12}} \left( \frac{2h}{h-h} \right)^{\mu-1/2, 1/2-\mu},
\]

where \( C_1 = 4C_0^{-\frac{1}{2}}, C_2 = (\alpha - \mu + \frac{1}{2}), \) and \( C_3 = (\alpha - \mu - \frac{1}{2}) \).

5.3. \( \kappa-\mu \) Fading Model

This model is used to represent small-scaling fading in a wireless channel with line-of-sight (LOS) components. Using random variable transformation, the PDF of \( \kappa-\mu \) fading environment can be expressed as [34, 37]

\[
f_\kappa^{\eta-\mu}(\gamma) = \frac{\mu(1+\kappa)^{\mu+1}}{\exp(\mu\kappa)^{\mu+1}} \exp \left( -\frac{\mu(1+\kappa)\gamma}{\gamma} \right) I_{\mu-1} \left( 2\mu \sqrt{\frac{\kappa(1+\kappa)^n}{\gamma}} \right),
\]

where the parameter \( \kappa \) is defined as the ratio of power due to dominant components to the total power due to scattered components denotes the number of multi-path clusters within the fading environment.

Equation (23) encompasses some of the prominent fading channels available in the technical literature, such as Nakagami-\( m \) (\( \kappa \rightarrow 0 \) and \( \mu = m \)) and Rician fading channel (\( \kappa = K \) and \( \mu = 1 \)). Expressing \( I_\nu(.) \) with infinite series representation [29, Eq. (8.445)], Eq. (23) can be expressed as

\[
f_\kappa^{\eta-\mu}(\gamma) = \sum_{n=0}^{\infty} \frac{\mu^{\mu+2n}(1+\kappa)^{\mu+n}}{\exp(\mu\kappa)^{\mu+n}} \frac{\gamma^{\mu+n}}{\gamma^{\frac{\mu}{2}}} \left[ \frac{\exp(-\mu(1+\kappa)^n/\gamma)}{n!\Gamma(\mu+n)} \right] \exp \left( -\frac{\mu(1+\kappa)\gamma}{\gamma} \right) d\gamma.
\]

With the aid of Eq. (8) and substituting Eq. (24) in Eq. (12), we get

\[
P_e^{\kappa-\mu} = \sum_{n=0}^{\infty} \int_0^\infty \frac{C_\alpha(4C_0^{-\frac{1}{2}})^{\frac{1}{2}}} {\exp(\mu\kappa)^{\gamma}} \gamma^{\mu+n} \frac{\gamma^{\mu+n}}{\gamma^{\frac{\mu}{2}}} \left[ \frac{\exp(-\mu(1+\kappa)\gamma/\gamma)}{n!\Gamma(\mu+n)} \right] \exp \left( -\frac{\mu(1+\kappa)\gamma}{\gamma} \right) d\gamma.
\]

Upon comparing Eq. (25) with [29, Eq. (3.326.2)], the above equation can be expressed as

\[
P_e^{\kappa-\mu} = \frac{C_\alpha}{\Gamma(\mu)\Gamma(\mu)} \left( \frac{\mu(1+\kappa)}{C_1\tilde{\gamma}} \right)^{\frac{1}{2}} \sum_{n=0}^{\infty} \frac{(\mu\kappa)^n\Gamma(\mu+n+\alpha/2)}{n!\Gamma(\mu+n+\alpha/2)},
\]

where \( C_1 = 4C_0^{-\frac{1}{2}} \). As shown in Appendix A, the infinite series given in Eq. (26) is convergent.

Equations (17), (22), and (26) are valid for arbitrary values of \( \alpha, \mu, \) and \( \kappa \). These derived equations can be employed to assess the performance of other prominent fading environments (like Nakagami-\( m \), Rayleigh and Weibull) available in the technical literature.

6. NUMERICAL RESULTS AND ANALYSIS

The amount of fading (AF) and impulsive index (\( \alpha \)) are two key parameters which dictate the BER performance of the channel under consideration. As shown in Figures 2, 3, and 4, it is clear that BER varies significantly with respect to \( \alpha \). For a fixed impulsive index (\( \alpha \)), as the AF is varied (by varying \( \mu, \eta \))
Figure 2. Effect of $\alpha$ (impulsive index) on the BER for BPSK modulation over $\alpha$-$\mu$ fading channel with SaS noise. Simulations: Diamond marker.

Figure 3. Effect of $\alpha$ (impulsive index) on the BER for BPSK modulation over $\eta$-$\mu$ fading channel (Format 1) with SaS noise. Simulations: Diamond marker.

Figure 4. Effect of $\alpha$ (impulsive index) on the BER for BPSK modulation over $\kappa$-$\mu$ fading channels with SaS noise. Simulations: Diamond marker.
and $\kappa$), the corresponding BER does not vary notably. Hence it is concluded that the effect of $\alpha$ is more pronounced than AF. In the case of $\kappa$-$\mu$ fading model with $\bar{\gamma} = 10$ dB, as the fading channel is perturbed from Rician channel ($K = \kappa = 1, \mu = 1$) to Rayleigh channel ($\mu = m = 1, \kappa \rightarrow 0$), the corresponding BER increases by 19.5% and 9.7% for $\alpha = 1.5$ and $\alpha = 1$ respectively. For $\eta$-$\mu$ fading model (Format 1) with $\bar{\gamma} = 10$ dB, as the fading dynamics change from Rayleigh ($\mu = m/2 = 1/2, \eta \rightarrow 1$) to Hoyt channel ($\mu = 0.5, \eta = 0.5 = q^2$), the corresponding BER increases by 4.15% and 2.45% for $\alpha = 1.5$ and $\alpha = 1$ respectively. Here $K, m$ and $q$ are different fading parameters corresponding to Rician, Nakagami-$m$ and Hoyt fading environments, respectively.

7. CONCLUSION

In this work, analytical expressions of BER are obtained for various non-homogeneous fading environments ($\alpha$-$\mu$, $\eta$-$\mu$ and $\kappa$-$\mu$) with SoS noise. The results reveal that BER increases significantly as $\alpha$ approaches 0. For different values of $\alpha, \eta, \kappa$, and $\mu$, the BER performance of various standard fading models (like Nakagami-$m$, Rayleigh, and Hoyt) are evaluated. From the interplay among different fading parameters and impulsive index ($\alpha$), the results show that for a particular impulsive index ($\alpha$), the BER variation due to different fading parameters ($\alpha, \eta, \kappa$, and $\mu$) is not so dominant. Hence, impulsive noise plays a crucial role in the BER performance of a wireless communication link.

APPENDIX A.

The infinite series given in Eq. (26) can be expressed as

$$\sum_{n=0}^{\infty} \frac{(\mu \kappa)^n \Gamma \left( \mu + n - \frac{\alpha}{2} \right)}{n! \Gamma(\mu + n)}.$$ (A1)

The $n$th term of the above infinite series can be written as

$$u_n = \frac{(\mu \kappa)^n \Gamma \left( \mu + n - \frac{\alpha}{2} \right)}{n! \Gamma(\mu + n)}.$$ (A2)

Employing D’Alembert’s Ratio test [38] and $\Gamma(z + 1) = z\Gamma(z)$, we get

$$\lim_{n \to \infty} \frac{u_{n+1}}{u_n} = \lim_{n \to \infty} \frac{(\mu \kappa) \left( \mu + n - \frac{\alpha}{2} \right)}{(1 + n)(\mu + n)}.$$ (A3)

The above equation can be written as

$$\lim_{n \to \infty} \frac{u_{n+1}}{u_n} = \lim_{n \to \infty} \frac{\mu \kappa}{1 + n} \left( 1 - \frac{\alpha}{2(\mu + n)} \right).$$ (A4)

From the above equation, it is clear that for finite values of $\mu$ and $\kappa$, $\lim_{n \to \infty} \frac{u_{n+1}}{u_n} \to 0$ as $n \to +\infty$. Hence, the infinite series given in Eq. (26) is convergent by D’Alembert’s Ratio test.

REFERENCES

1. Simon, M. K. and M.-S. Alouini, Digital Communication over Fading Channels, Vol. 95, John Wiley & Sons, 2005.
2. Proakis, J. G. and M. Salehi, Digital Communications, Vol. 4, McGraw-Hill, New York, 2001.
3. Savischenko, N. V., Special Integral Functions Used in Wireless Communications Theory, World Scientific, 2014.
4. Niranjayan, S. and N. C. Beaulieu, “Analysis of wireless communication systems in the presence of non-Gaussian impulsive noise and Gaussian noise,” 2010 IEEE Wireless Communication and Networking Conference, 1–6, IEEE, 2010.
5. Sharma, S., V. Bhatia, and A. K. Mishra, “Wireless consumer electronic devices: The effects of impulsive radio-frequency interference,” IEEE Consumer Electronics Magazine, Vol. 8, No. 4, 56–61, 2019.

6. Laguna-Sanchez, G. and M. Lopez-Guerrero, “On the use of alpha-stable distributions in noise modeling for PLC,” IEEE Transactions on Power Delivery, Vol. 30, No. 4, 1863–1870, 2015.

7. Banerjee, S. and M. Agrawal, “Underwater acoustic communication in the presence of heavy-tailed impulsive noise with bi-parameter cauchy-gaussian mixture model,” 2013 Ocean Electronics (SYMPOL), 1–7, IEEE, 2013.

8. Shongwe, T., A. J. H. Vinck, and H. C. Ferreira, “A study on impulse noise and its models,” SAIEE Africa Research Journal, Vol. 106, No. 3, 119–131, 2015.

9. Samoradnitsky, G., Stable Non-Gaussian Random Processes: Stochastic Models with Infinite Variance, Routledge, 2017.

10. Nolan, J. P., “Numerical calculation of stable densities and distribution functions,” Communications in Statistics. Stochastic Models, Vol. 13, No. 4, 759–774, 1997.

11. Ashraf, U. and G. R. Begh, “Performance evaluation of Nakagami-m fading with impulsive noise,” IET Communications, 2021, DOI: 10.1049/cmu2.12065.

12. Chen, Y., F. Xu, and J. Chen, “Polynomial-approximation-based locally optimum detector for signals with symmetric alpha stable noise,” IET Communications, Vol. 8, No. 16, 2952–2960, 2014.

13. Chitre, M. A., J. R. Potter, and S. Ong, “Optimal and near-optimal signal detection in snapping shrimp dominated ambient noise,” IEEE Journal of Oceanic Engineering, Vol. 31, No. 2, 497–503, 2006.

14. Sun, W., X. Yuan, J. Wang, Q. Li, L. Chen, and D. Mu, “End-to-end data delivery reliability model for estimating and optimizing the link quality of industrial WSNs,” IEEE Transactions on Automation Science and Engineering, Vol. 15, No. 3, 1127–1137, 2018.

15. Rajan, A. and C. Tepedelenlioglu, “Diversity combining over Rayleigh fading channels with symmetric alpha-stable noise,” IEEE Transactions on Wireless Communications, Vol. 9, No. 9, 2968–2976, 2010.

16. Silva, H. S., W. J. Queiroz, D. B. Almeida, F. Madeiro, and M. S. Alencar, “Bit error probability of the M-QAM scheme subject to multilevel double gated additive white Gaussian noise and \( \eta \)-\( \mu \), \( \kappa \)-\( \mu \), or \( \alpha \)-\( \mu \) fading,” Transactions on Emerging Telecommunications Technologies, Vol. 30, No. 12, e3682, 2019.

17. Yilmaz, F. and M.-S. Alouini, “On the bit-error rate of binary phase shift keying over additive white generalized Laplacian noise (AWGLN) channels,” 2018 26th Signal Processing and Communications Applications Conference (SIU), 1–4, IEEE, 2018.

18. Almehmadi, F. S. and O. S. Badarneh, “On the error rate of coherent binary modulation techniques in mobile communication systems over generalized fading channels impaired by generalized Gaussian noise,” AEU-International Journal of Electronics and Communications, Vol. 82, 14–19, 2017.

19. Miyamoto, S., M. Katayama, and N. Morinaga, “Performance analysis of QAM systems under class A impulsive noise environment,” IEEE Transactions on Electromagnetic Compatibility, Vol. 37, No. 2, 260–267, 1995.

20. Tepedelenlioglu, C. and P. Gao, “Performance of diversity reception over fading channels with impulsive noise,” 2004 IEEE International Conference on Acoustics, Speech, and Signal Processing, Vol. 4, iv–iv, IEEE, 2004.

21. Weng, J. F. and S. H. Leung, “On the performance of DPSK in rician fading channels with class A noise,” IEEE Transactions on Vehicular Technology, Vol. 49, No. 5, 1934–1949, 2000.

22. Queiroz, W. J., F. Madeiro, W. T. Lopes, and M. S. Alencar, “On the performance of M-QAM for Nakagami channels subject to gated noise,” Telecommunication Systems, Vol. 68, No. 1, 1–10, 2018.
23. Silva, H. S., M. S. Alencar, W. J. Queiroz, D. B. Almeida, and F. Madeiro, “Bit error probability of the M-QAM scheme under $\eta$-$\mu$ fading and impulsive noise in a communication system using spatial diversity,” *International Journal of Communication Systems*, Vol. 32, No. 11, e3959, 2019.

24. Mei, Z., M. Johnston, S. Le Goff, and L. Chen, “Error probability analysis of M-QAM on Rayleigh fading channels with impulsive noise,” *2016 IEEE 17th International Workshop on Signal Processing Advances in Wireless Communications (SPAWC)*, 1–5, IEEE, 2016.

25. Mei, Z., M. Johnston, S. Le Goff, and L. Chen, “Performance analysis of LDPC-coded diversity combining on rayleigh fading channels with impulsive noise,” *IEEE Transactions on Communications*, Vol. 65, No. 6, 2345–2356, 2017.

26. Ndo, G., F. Labeau, and M. Kassouf, “A Markov-Middleton model for bursty impulsive noise: Modeling and receiver design,” *IEEE Transactions on Power Delivery*, Vol. 28, No. 4, 2317–2325, 2013.

27. Silva, H. S., M. S. de Alencar, W. J. de Queiroz, R. de A Coelho, and F. Madeiro, “Bit error probability of M-QAM under impulsive noise and fading modeled by using markov chains,” *Radioengineering*, Vol. 27, No. 4, 1183–1190, 2018.

28. Gonzalez, J. G., J. L. Paredes, and G. R. Arce, “Zero-order statistics: A mathematical framework for the processing and characterization of very impulsive signals,” *IEEE Transactions on Signal Processing*, Vol. 54, No. 10, 3839–3851, 2006.

29. Gradshteyn, I. S. and I. M. Ryzhik, *Table of Integrals, Series and Products*, 7th Edition, Academic, San. Diego, CA, USA, 2007.

30. Karagiannidis, G. K. and A. S. Lioumpas, “An improved approximation for the Gaussian Q-function,” *IEEE Communications Letters*, Vol. 11, No. 8, 644–646, 2007.

31. Prudnikov, Y. A. P. and O. I. Marichev, “Integrals, and series: More special functions,” Vol. 3, Gordon and Breach Sci. Publ., New York, NY, USA, 2007.

32. Ermolova, N. Y., “Moment generating functions of the generalized $\eta$-$\mu$ and $\kappa$-$\mu$ distributions and their applications to performance evaluations of communication systems,” *IEEE Communications Letters*, Vol. 12, No. 7, 502–504, 2008.

33. Jameson, G. J. O., “Beyond the ratio test,” *The Mathematical Gazette*, Vol. 555, Nos. 471–484, 102, 2018.