Cluster analysis and outlier detection are two hot topics in data mining community, which have caught raising attention recently. For cluster analysis, a bunch of points are separated into different groups so that similar points are assigned into the same cluster; and for outlier detection, the points with deviating characters are identified as outliers. Tremendous efforts are made to thrive these two areas. To handle outliers or noisy data, some robust clustering methods have been proposed to recover the clean data. Metric learning aims to learn a robust distance function to resist the outliers [6]; L1 norm is employed to alleviate the negative impact of outliers on the cluster structure [7]; low-rank representation separates the data as the clean part and outliers, and constrains the clean part with the lowest rank for a robust representation [16]. For outlier detection, various methods are put forward from different aspects, including density-based LOF[2], COF[26], distance-based LODF [33], angle-based FABOD [24], ensemble-based iForest [15], eigenvector-based OPCA [14], cluster-based TONMF [12], and so on.

Although cluster analysis and outlier detection are clearly distinct tasks, they are strongly coupled. Cluster structure can be easily destroyed by few outliers [10]; on the contrary, the outliers are defined by the concept of cluster, which are recognized as the points belonging to none of the clusters [2]. However, few of the existing works treat the cluster analysis and outlier detection in a unified framework. The most representative work is K-means [4]. It aims to detect outliers and partition the rest points into K clusters, where the instances far away from the nearest centroid are regarded as outliers during the clustering process. Since this problem is a discrete optimization problem in essence, naturally Lagrangian Relaxation (LP) [23] formulates the clustering with outliers as an integer programming problem with several constants, which requires the cluster creation costs as the input parameter. Although these two pioneering works provide new directions for joint clustering and outlier detection, the spherical structure assumption of K-means and the original feature space limit its capacity for complex data analysis, and the setup of input parameters and high time complexity in LP make it infeasible for large-scale data.

In this paper, we focus on the joint cluster analysis and outlier detection problem, and propose the Clustering with Outlier Removal (COR) algorithm. Since the outliers are relied on the concept of clusters, we transform the original space into the partition space via running some clustering algorithms (e.g. K-means) with different parameters to generate a set of different basic partitions. By this means, the continuous data are mapped into a binary space via one hot encoding of basic partitions. In the partition space, an objective function is designed based on Holoentropy [31] to increase the compactness of each cluster after some outliers are removed. With further analyses, we transform the partial problem of the objective function into a K-means optimization. To provide a complete and
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ABSTRACT
Cluster analysis and outlier detection are strongly coupled tasks in data mining area. Cluster structure can be easily destroyed by few outliers; on the contrary, the outliers are defined by the concept of cluster, which are recognized as the points belonging to none of the clusters. However, most existing studies handle them separately. In light of this, we consider the joint cluster analysis and outlier detection problem, and propose the Clustering with Outlier Removal (COR) algorithm. Generally speaking, the original space is transformed into the binary space via generating basic partitions in order to define clusters. Then an objective function based Holoentropy is designed to enhance the compactness of each cluster with a few outliers removed. With further analyses on the objective function, only partial of the problem can be handled by K-means optimization. To provide an integrated solution, an auxiliary binary matrix is nontrivially introduced so that COR completely and efficiently solves the challenging problem via a unified K-means--with theoretical supports. Extensive experimental results on numerous data sets in various domains demonstrate the effectiveness and efficiency of COR significantly over the rivals including K-means--and other state-of-the-art outlier detection methods in terms of cluster validity and outlier detection. Some key factors in COR are further analyzed for practical use. Finally, an application on flight trajectory is provided to demonstrate the effectiveness of COR in the real-world scenario.

1 INTRODUCTION

Cluster analysis and outlier detection are two hot topics in data mining community, which have caught raising attention recently. For cluster analysis, a bunch of points are separated into different groups so that similar points are assigned into the same cluster; and for outlier detection, the points with deviating characters are identified as outliers. Tremendous efforts are made to thrive these two areas. To handle outliers or noisy data, some robust clustering methods have been proposed to recover the clean data. Metric learning aims to learn a robust distance function to resist the outliers [6]; L1 norm is employed to alleviate the negative impact of outliers on the cluster structure [7]; low-rank representation separates the data as the clean part and outliers, and constrains the clean part with the lowest rank for a robust representation [16]. For outlier detection, various methods are put forward from different aspects, including density-based LOF[2], COF[26], distance-based LODF [33], angle-based FABOD [24], ensemble-based iForest [15], eigenvector-based OPCA [14], cluster-based TONMF [12], and so on.

Although cluster analysis and outlier detection are clearly distinct tasks, they are strongly coupled. Cluster structure can be easily destroyed by few outliers [10]; on the contrary, the outliers are defined by the concept of cluster, which are recognized as the points belonging to none of the clusters [2]. However, few of the existing works treat the cluster analysis and outlier detection in a unified framework. The most representative work is K-means [4]. It aims to detect outliers and partition the rest points into K clusters, where the instances far away from the nearest centroid are regarded as outliers during the clustering process. Since this problem is a discrete optimization problem in essence, naturally Langrangian Relaxation (LP) [23] formulates the clustering with outliers as an integer programming problem with several constants, which requires the cluster creation costs as the input parameter. Although these two pioneering works provide new directions for joint clustering and outlier detection, the spherical structure assumption of K-means and the original feature space limit its capacity for complex data analysis, and the setup of input parameters and high time complexity in LP make it infeasible for large-scale data.

In this paper, we focus on the joint cluster analysis and outlier detection problem, and propose the Clustering with Outlier Removal (COR) algorithm. Since the outliers are relied on the concept of clusters, we transform the original space into the partition space via running some clustering algorithms (e.g. K-means) with different parameters to generate a set of different basic partitions. By this means, the continuous data are mapped into a binary space via one hot encoding of basic partitions. In the partition space, an objective function is designed based on Holoentropy [31] to increase the compactness of each cluster after some outliers are removed. With further analyses, we transform the partial problem of the objective function into a K-means optimization. To provide a complete and
neat solution, an auxiliary binary matrix derived from basic partitions is introduced. Then COR is conducted on the concatenated matrix, which completely and efficiently solves the challenging problem via a unified K-means-- with theoretical supports. To evaluate the performance of COR, we conduct extensive experimental results on numerous data sets in various domains. Compared with K-means-- and numerous outlier detection methods, COR outperforms rivals over in terms of cluster validity and outlier detection by four metrics. Moreover, we demonstrate the high efficiency of COR, which indicates it is suitable for large-scale and high-dimensional data analysis. Some key factors in COR are further analyzed for practical use. Finally, an application on flight trajectory is provided to demonstrate the effectiveness of COR in the real-world scenario.

Here we summarize our major contributions as follows.

- To our best knowledge, we are the first to conduct the clustering with outlier removal in the partition space, which achieves simultaneous consensus clustering and outlier detection.
- Based on Holoentropy, we design the objective function from the aspect of outlier detection, which is partially solved by K-means clustering. By introducing an auxiliary binary matrix, we completely transform the non K-means clustering problem into a K-means-- optimization with theoretical supports.
- Extensive experimental results demonstrated the effectiveness and efficiency of our proposed COR significantly over the state-of-the-art rivals in terms of cluster validity and outlier detection.

2 RELATED WORK

In this section, we present the related work in terms of robust clustering, outlier detection, and highlight the difference between existing work and ours.

To alleviate the impact of outliers, robust clustering has been proposed from different aspects. From the distance function, metric learning is used to learn a robust metric to measure the similarity between two points by taking the outliers into account [6, 32]; $L_1$ norm models the outliers as the sparse constraint for cluster analysis [7, 9]. From the data, the outliers are assigned few weights during the clustering process [8]; low-rank representation models the data as the clean part and outliers, and constrains the clean part with the lowest rank [16]. From the model fusion, ensemble clustering integrates different partitions into a consensus one to deliver a robust result [20, 25].

Outlier detection, also known as anomaly detection, seeks the points deviation from others and identifies these points as outliers. Some criteria are designed to assign a score to outliers and the rest instances are partitioned into $K$ clusters. Table 1 shows the notations used in the following sections.

Since the definition of outliers relies on the clusters, we first transform the data from the original feature space into partition space via generating several basic partitions. This process is similar to generate basic partitions in consensus clustering [17, 18]. Let $X$ denote the data matrix with $n$ points and $d$ features. A partition of $X$ into $K$ crisp clusters can be represented as a collection of $K$ subsets of objects with a label vector $\pi = (L_\pi(x_1), \cdots, L_\pi(x_n))$, $1 \leq l \leq n$, where $L_\pi(x_i)$ maps $x_i$ to one of the $K$ labels in $\{1, 2, \cdots, K\}$. Some basic partition generation strategy, such as K-means clustering with different cluster numbers can be applied to obtain $r$ basic partitions $\Pi = \{\pi_i\}, 1 \leq i \leq r$. Let $K_i$ denote the cluster number for $\pi_i$ and $R = \sum_{i=1}^{r} K_i$. Then a binary matrix $B = \{b_{l}\}, 1 \leq l \leq n$ can be derived from $\Pi$ as follows.

Cluster analysis and outlier detection are consistently hot topics in data mining area; however, they are usually considered as two independent tasks. Although robust clustering resists to the impact of outliers, each point including outliers is assigned the cluster label. Few of the existing works treat the cluster analysis and outlier detection in a unified framework. K-means-- [4] detects outliers and partition partitions the rest points into $K$ clusters, where the instances with large distance to the nearest centroid are regarded as outliers during the clustering process. Langrangian Relaxation (LP) [23] formulates the clustering with outliers as an integer programming problem, which requires the cluster creation costs as the input parameter. This problem has also been theoretically studied in facility location. Charikar et al. proposed a bi-criteria approximation algorithm for the facility location with outliers problem [3]. Chen proposed a constant factor approximation algorithm for the K-median with outliers problem [5].

In this paper, we consider the clustering with outlier removal problem. Although some pioneering works provide new directions for joint clustering and outlier detection, none of these algorithms expect K-means-- to be amenable to a practical implementation on large data sets, while of theoretical interests. Moreover, the spherical structure assumption of K-means-- and the original feature space limit its capacity for complex data analysis. In light of this, we transform the original feature space into the partition space, where based on Holoentropy, the COR is designed to achieve simultaneous consensus clustering and outlier detection.

3 PROBLEM FORMULATION

Cluster analysis and outlier detection are closely coupled tasks. Cluster structure can be easily destroyed by few outlier points; on the contrary, the outliers are defined by the concept of cluster, which are recognized as the points belonging to none of the clusters. To cope with this challenge, we focus on the Clustering with Outlier Removal (COR). Specifically, the outlier detection and clustering tasks are jointly conducted, where outliers are detected as the outliers and the rest instances are partitioned into $K$ clusters. Table 1 shows the notations used in the following sections.

Since the definition of outliers relies on the clusters, we first transform the data from the original feature space into partition space via generating several basic partitions. This process is similar to generate basic partitions in consensus clustering [17, 18]. Let $X$ denote the data matrix with $n$ points and $d$ features. A partition of $X$ into $K$ crisp clusters can be represented as a collection of $K$ subsets of objects with a label vector $\pi = (L_\pi(x_1), \cdots, L_\pi(x_n))$, $1 \leq l \leq n$, where $L_\pi(x_i)$ maps $x_i$ to one of the $K$ labels in $\{1, 2, \cdots, K\}$. Some basic partition generation strategy, such as K-means clustering with different cluster numbers can be applied to obtain $r$ basic partitions $\Pi = \{\pi_i\}, 1 \leq i \leq r$. Let $K_i$ denote the cluster number for $\pi_i$ and $R = \sum_{i=1}^{r} K_i$. Then a binary matrix $B = \{b_{l}\}, 1 \leq l \leq n$ can be derived from $\Pi$ as follows.

$$b_l = (b_{l,1}, \cdots, b_{l,i}, \cdots, b_{l,r}), \quad \text{with} \quad b_{l,i} = (b_{l,i1}, \cdots, b_{l,ij}, \cdots, b_{l,ik}),$$

$$b_{l,ij} = \begin{cases} 1, & \text{if } L_{\pi_i}(x_j) = j \\ 0, & \text{otherwise} \end{cases}$$
Table 1: The Contingency Matrix

| Notation | Domain | Description |
|----------|--------|-------------|
| n        | ℤ      | Number of instances |
| d        | ℤ      | Number of features |
| K        | ℤ      | Number of clusters |
| o        | ℤ      | Number of outliers |
| r        | ℤ      | Number of basic partitions |
| X        | ℜⁿˣᵈ   | Data set |
| O        | ℜⁿˣᵈ   | Outlier set |
| Π        | ℜⁿˣʳ   | Set of basic partitions |
| B        | (0, 1)ⁿˣʳ | Binary matrix derived from Π |

The benefits to transform the original space into the partition space lie in (1) the binary value indicates the cluster-belonging information, which is particularly designed according to the definition of outliers, and (2) compared with the continuous space, the binary space is more easier to identify the outliers due to the categorical features. For example, Holoentropy is a widely used outlier detection metric for categorical data [31], which is defined as follows.

Definition 3.1 (Holoentropy). The holoentropy \( HL(Y) \) is defined as the sum of the entropy and the total correlation of the random vector \( Y \), and can be expressed by the sum of the entropies on all attributes.

In Ref [31], the authors aimed to minimize the Holoentropy of the data set with \( o \) outliers removed. Here we assume there exists the cluster structure within the whole data set. Therefore, it is more reasonable to minimize the Holoentropy of each cluster. In such a way, the clusters become compact after the outliers are removed, rather than the entire data set. Therefore, based on Holoentropy of each cluster, we give our objective function of COR as follows.

\[
\min_{\pi} \sum_{k=1}^{K} p_k HL(C_k), \tag{2}
\]

where \( \pi \) is the cluster indicator, including \( K \) clusters \( C_1 \cup \cdots \cup C_K = X \setminus O \), with \( C_k \cap C_{k'} = \emptyset \) if \( k \neq k' \) and \( p_k = |C_k|/(n - o) \). Actually, the objective function in Eq. (2) is the summation of weighted Holoentropy of each cluster, where the weight \( p_k \) is proportional to the cluster size. Here the number of cluster \( K \) and the number of outliers \( o \) are two parameters of our proposed algorithm, which is the same setting with K-means-- [4], and we treat determining \( K \) and \( o \) as an orthogonal problem beyond this paper. In the next section, we provide an efficient solution for COR by introducing another auxiliary binary matrix.

4 CLUSTERING WITH OUTLIER REMOVAL

To solve the problem in Eq. (2), we provide a detailed objective function on the binary matrix \( B \) as follows.

\[
\sum_{k=1}^{K} p_k HL(C_k) \propto \sum_{k=1}^{K} \sum_{b_l \in C_k} \sum_{i=1}^{r} \frac{K_i}{K} H(C_k, i, j), \tag{3}
\]

where \( H \) denotes the Shannon entropy and \( p \) denotes the probability of \( b_{l,ij} = 1 \) in the \( i,j \)-th column of \( C_k \).

To better understand the meaning of \( p \) in Eq. (3), we provide the following lemma.

**Lemma 4.1.** For K-means clustering on the binary data set \( B \), the \( k \)-th centroid satisfies

\[
m_k = (m_{k,1}, \cdots, m_{k,i}, \cdots, m_{k,r}), \quad \text{with}
\]

\[
m_{k,i} = (m_{k,1,i}, \cdots, m_{k,i,i}, \cdots, m_{k,r,i}), \quad \text{and}
\]

\[
m_{k,ij} = \sum_{b_{l,ij} \in C_k} b_{l,ij} = p_i \forall k, i, j. \tag{4}
\]

The proof of Lemma 4.1 is self-evident according to the arithmetic mean of the centroid in K-means clustering. Although Lemma 4.1 is very simple, it builds a bridge between the problem in Eq. (3) and K-means clustering on the binary matrix \( B \).

**Theorem 4.2.** If K-means is conducted on \( n-o \) inliers of the binary matrix \( B \), we have

\[
\max_{k=1}^{K} \sum_{b_l \in C_k} \sum_{i=1}^{r} K_i \frac{|C_k|}{K} p_i \log p_i \Rightarrow \min_{k=1}^{K} \sum_{b_l \in C_k} f(b_l, m_k), \tag{5}
\]

where \( m_k \) is the \( k \)-th centroid by Eq. (4) and the distance function \( f(b_l, m_k) = \sum_{i=1}^{r} \sum_{j=1}^{K_i} H(m_{k,ij}) - H(b_{l,ij}) \), here \( D_{KL}(| \cdot |) \) is the KL-divergence.

**Proof.** According to the Bregman divergence [1], we have \( D_{KL}(s||t) = H(t) - H(s) + (s - t)^{\top} \nabla H(t) \), where \( s = a, t \) are two vectors with the same length. Then we start on the right side of Eq. (5).

\[
\sum_{k=1}^{K} \sum_{b_l \in C_k} f(b_l, m_k) = \sum_{k=1}^{K} \sum_{b_l \in C_k} \sum_{i=1}^{r} \sum_{j=1}^{K_i} H(m_{k,ij}) - H(b_{l,ij}) + (b_{l,ij} - m_{k,ij})^{\top} \nabla H(m_{k,ij}). \tag{6}
\]

The above equation holds due to \( \sum_{b_l \in C_k} (b_{l,ij} - m_{k,ij}) = 0 \) and the second term is a constant given the binary matrix \( B \). According to Lemma 4.1, we finish the proof. \( \square \)

**Remark 1.** Theorem 4.2 uncovers the equivalent relationship between the second part in Eq. (3) and K-means on the binary matrix \( B \). By this means, some part of this complex problem can be efficiently solved by the simple K-means clustering with KL-divergence on each dimension.

Although Theorem 4.2 formulates the second part in Eq. (3) into a K-means optimization problem on the binary matrix \( B \), there still remains two challenges. (1) The first part in Eq. (3) is difficult to formulate into a K-means objective function, and (2) Lemma 4.1 and Theorem 4.2 are conducted on \( n-o \) inliers, rather than the whole matrix \( B \). In the following, we focus on these two challenges, respectively.

The second part in Eq. (3) can be solved by K-means clustering, which inspires us to make efforts in order to transform the complete problem into the K-means solution. Since \( 1-p \) is difficult involved
into the K-means clustering by Theorem 4.2, which means 1 − p cannot be modeled by the binary matrix $\tilde{B}$, here we aim to model it by introducing another binary matrix $\tilde{B} = (\tilde{b}_l)$, 1 ≤ l ≤ n as follows.

\[
\tilde{b}_l = (\tilde{b}_{l,1}, \ldots, \tilde{b}_{l,t}, \ldots, \tilde{b}_{l,n}),
\]

with

\[
\tilde{b}_{l,i} = (\tilde{b}_{1,i}, \tilde{b}_{2,i}, \ldots, \tilde{b}_{l,i}), \text{ and}
\]

\[
\tilde{b}_{l,ij} = \begin{cases} 
0, & \text{if } L_{\pi_l}(x_i) = j \\
1, & \text{otherwise}
\end{cases}.
\]

From Eq. (7), $\tilde{B}$ is also derived from $B$. Compared with the binary matrix $B$ in Eq. (1), $\tilde{B}$ can be regarded as the flip of $B$. In fact, $B$ and $\tilde{B}$ are the 1-of-$K_l$ and $(K_l-1)$-of-$K_l$ codings of the original data, respectively. Based on $\tilde{B}$, we can define $\tilde{m}_{(b)}^{(i)}$ according to Eq. (4), then we have $\tilde{m}_{k,ij} = 1 - m_{k,ij} = 1 - p$.

Based on the binary matrices $B$ and $\tilde{B}$, we transform the problem in Eq. (3) into a unified K-means optimization by the following theorem.

**Theorem 4.3.** If K-means is conducted on n − o inliers of the binary matrix $[B \tilde{B}]$, we have

\[
\min_{p} \sum_{k=1}^{K} \sum_{l=1}^{K} p_k H(L(C_k)) \Leftrightarrow \min_{p} \sum_{k=1}^{K} \sum_{l=1}^{K} \sum_{b \in C_k} (f(\tilde{b}_l, m_k) + f(\tilde{b}_l, \tilde{m}_k)),
\]

where $m_k, \tilde{m}_k$ are the k-th centroid by Eq. (4), and the distance function $f(\tilde{b}_l, m_k) = \sum_{j=1}^{K_l} \sum_{i=1}^{K} D_{KL}(\tilde{b}_{l,ij} || m_{k,ij}), f(\tilde{b}_l, \tilde{m}_k) = \sum_{j=1}^{K_l} \sum_{i=1}^{K} D_{KL}(\tilde{b}_{l,ij} || \tilde{m}_{k,ij}),$ and $D_{KL}(||)$ is the KL-divergence.

**Remark 2.** The problem in Eq. (3) cannot be solved via K-means on the binary matrix $B$. Nontrivially, we introduce the auxiliary binary matrix $\tilde{B}$, a flip of $B$, in order to model 1 − p. By this means, the complete problem can be formulated by K-means clustering on the concatenated binary matrix $[B \tilde{B}]$ in Theorem 4.3. The benefits not only lie in simplifying the problem with a neat mathematical formulation, but also inherit the efficiency from K-means, which is suitable for large-scale data clustering with outlier removal.

The proof of Theorem 4.3 is similar to the one of Theorem 4.2, which is omitted here. Theorem 4.3 completely solves the first challenge that the problem in Eq. (2) with inliers with the auxiliary matrix $\tilde{B}$. This makes a partial K-means solution into a complete K-means solution. In the following, we handle the second challenge, which conducts on the entire data points, rather than n − o inliers.

In this paper, we consider the clustering with outlier removal, which simultaneously partitions the data and discovers outliers. That means the outlier detection and clustering are conducted in a unified framework. Since the centroids in K-means clustering are vulnerable to outliers, these outliers should not contribute to the centroids. Inspired by K-means− [4], the outliers are identified as the points with large distance to the nearest centroid.

Thanks to Theorem 4.3, we formulate the problem in Eq. (2) with inliers into K-means framework so that the second challenge can be solved by K-means− on $[B \tilde{B}]$, where we calculate the distance between each point and its corresponding nearest centroid, and label $o$ points as outliers with the largest distance. In light of this, we propose our clustering with outlier removal in Algorithm 1.

The objective function value change of these two steps, $n - o$ points are assigned labels during K-means−, which means that $o$ outliers do not contribute to the objective function. Since the objective function value decreases

**Algorithm 1 Clustering with Outlier Removal**

**Input:** $X$: data matrix;

$K, o, r$: number of clusters, outliers, basic partitions.

**Output:** $K$ clusters $C_1, \ldots, C_K$ and outlier set $O$;

1. Generate $r$ basic partitions from $X$;
2. Build the binary matrices $B$ and $\tilde{B}$ by Eq. (1) & (7);
3. Initialize $K$ centroids from $[B \tilde{B}]$;
4. repeat
5. Calculate the distance between each point in $[B \tilde{B}]$ and its nearest centroid;
6. Identify $o$ points with largest distance as outliers;
7. Assign the rest $n - o$ points to their nearest centroids;
8. Update the centroids by arithmetic mean;
9. until the objective value in Eq. (2) remains unchanged.

be exactly solved by the existing K-means− algorithm on the binary concatenated matrix $[B \tilde{B}]$. The major difference is that K-means− is proposed on the original feature space, while our problem starts from the Holontropy on the partition space, and we formulate the problem into a K-means optimization with the auxiliary matrix $\tilde{B}$. After delicate transformation and derivation, K-means− is used as a tool to solve the problem in Eq. (2), which returns $K$ clusters $C_1, \ldots, C_K$ and outlier set $O$.

Next, we analyze the property of Algorithm 1 in terms of time complexity and convergence. In Line-1, we first generate $r$ basic partitions, which are usually finished by K-means clustering with different cluster numbers. This step takes $O(rt'KnK)$, where $t'$ and $K$ are the average iteration number and cluster number, respectively. Line 5-8 denotes the standard K-means− algorithm, which has the similar time complexity $O(tKKnK)$, where $R = \sum_{i=1}^{r} K_i$ is the dimension of the binary matrix $B$ and $\tilde{B}$. It is worthy to note that only $R$ elements are non-zero in $[B \tilde{B}]$. In Line 6, we find $o$ points with largest distances, rather than sorting $n$ points so that it can be achieved with $O(n)$. It is worthy to note that $r$ basic partitions can be generated via parallel computing, which dramatically decreases the execution time. Moreover, $t'$, $t$, $r$, and $K$ are relatively small compared with the number of points $n$. Therefore, the time complexity of our algorithm is roughly linear to the number of points, which easily scales up for big data clustering with outliers.

Moreover, Algorithm 1 is also guaranteed to converge to a local optimum by the following theorem.

**Theorem 4.4.** Algorithm 1 converges to a local optimum.
in K-means with $n$ points assigned labels, the objective function value with $n - o$ points in Eq. (2) decreases during the assignment phase in K-means--. For the phase of updating the centroids, arithmetic mean is optimal for the labeled $n - o$ points due to the fact that the derivation of the objective function to the centroids is zero.

We finish the proof. □

5 DISCUSSIONS

In this section, we launch several discussions on clustering with outlier removal. Generally speaking, we elaborate it in terms of the traditional clustering, outlier detection and consensus clustering.

Traditional cluster analysis aims to separate a bunch of points into different groups that the points in the same cluster are similar to each other. Each point is assigned with a hard or soft label. Although robust clustering is put forward to alleviate the impact of outliers, each point including outliers are assigned the cluster label. Differently, the problem we address here, clustering with outlier removal only assigns the labels for inliers and discovers the outlier set. Technically speaking, our COR belongs to the non-exhaustive clustering, where all data points are assigned labels and some data points might belong to multiple clusters. NEO-K-Means [27] is one of the representative methods in this category. In fact, if we set the overlapping parameter to be zero in NEO-K-Means, it just degrades into K-means--. Our COR is different from K-means-- in the feature space. The partition space not only naturally caters to the definition of outliers and Holoentropy, but also alleviates the spherical structure assumption of K-means optimization.

Outlier Detection is a hot research area, where tremendous efforts have been made to thrive this area from different aspects. Few of them simultaneously conduct cluster analysis and outlier detection. Except K-means--, Langrangian Relaxation (LP) [23] formulates the clustering with outliers as an integer programming problem, which requires the cluster creation costs as the input parameter. LP not only suffers from huge algorithmic complexity, but also struggles to set this parameter in practical scenarios, which leads LP to return the infeasible solutions. That is the reason that we fail to report the performance of LP in the experimental part. To our best knowledge, we are the first to solve the outlier detection in the partition space, and simultaneously achieve clustering and outlier removal. Our algorithm COR starts from the objective function in terms of outlier detection, and solves the problem via clustering tool, where demonstrates the deep connection between outlier detection domain and cluster analysis area.

Consensus Clustering aims to fuse several basic partitions into an intergrade one. In our previous work, we proposed K-means-based Consensus Clustering (KCC) [28, 29], which transforms the complex consensus clustering problem into a K-means solution with flexible KCC utility functions. Similarly, the input of our COR is also a set of basic partitions, and it delivers the partition with outliers via K-means--. The partition space derived from basic partitions enables COR not only to identify outliers, but also to fuse basic partition to achieve consensus clustering. From this view, Holoentropy can be regarded as the utility function to measure the similarity between the basic partition in $B$ or $\overline{B}$ and the final one. For the centroid updating, the missing values in basic partitions within KCC framework provide no utility, further do not contribute the centroids. For COR, we can automatically identify the outliers, which do not participate into the centroid updating either.

6 EXPERIMENTAL RESULTS

In this section, we first introduce the experimental settings and data sets, then showcase the effectiveness of our proposed method compared with K-means and K-means--. Moreover, a variety of outlier detection methods are involved as the competitive methods. Some key factors in COR are further analyzed for practical use. Finally, an application on flight trajectory is provided to demonstrate the effectiveness of COR in the real-world scenario.

6.1 Experimental Settings

Data sets. To fully evaluate our COR algorithm, numerous data sets in different domains are employed. They include the gene expression data, image data, high-dimensional text data and other multivariate data. These data sets can be found from [19, 21] and UCI2. For each data set, we treat the small clusters with few data points as outliers. Table 3 shows the numbers of instances, features, clusters and outliers of these data sets.

Competitive Methods. K-means and K-means-- are used for comparisons. For our COR algorithm, 100 basic partitions are generated via K-means by different cluster numbers from 2 to 2K [29], then K-means-- is employed with the distance function in Eq. (4.2) for the partition and outliers. Note that K-means-- and COR are fed with $K$ and $o$ for fair comparisons, which are true numbers of clusters and outliers, respectively. For K-means, we set the cluster number as the true number plus one, the cluster found by K-means-- with the smallest size is regarded as the outlier set. Codes of K-means, K-means-- and COR are implemented by MATLAB. Each algorithm runs 20 times, and returns the average result and standard deviation. Moreover, several classical outlier detection methods including density-based LOF[2], COF[26], distance-based LODF [33], angle-based FABOD [24], ensemble-based iForest [15], eigenvector-based OPCA [14], cluster-based TONMF [12] are also involved as the competitive methods to evaluate the outlier detection performance3. $o$ points with the largest scores by these methods are regarded as outliers. For the outlier detection methods, some default settings in the original papers are used for stable results. The number of nearest neighbors in LOF, COF, LODF and FABOD is set to 50; the sub-sampling size and the number of trees in iForest are 200 and 100; the forgetting number is set to 0.1 in OPCA; the rank and two parameters in TONMF are 10, 10 and 0.1, respectively.

Validation metric. Although the clustering with outlier removal is an unsupervised task, we can still apply the ground truth to evaluate the performance with label information. Since we focus on the jointly clustering and outlier detection, four metrics are employed to evaluate the performance in terms of cluster validity and outlier detection. The outlier set is regarded as a special cluster in the ground truth.

Normalized Mutual Information (NMI) and Normalized Rand Index ($R_n$) are two widely used external measurements for cluster validity [30]. NMI measures the mutual information between

2https://archive.ics.uci.edu/ml/datasets.html
3The codes of outlier detection methods can be found at https://github.com/dsmi-lab-nust/AnomalyDetectionToolbox and https://github.com/ramkikannan/outliernmf.
resulted cluster labels and ground truth labels, followed by a normalization operation, while \( R_n \) measures the similarity between two partitions in a statistical way. They can be computed as follows.

\[
NMI = \frac{\sum_{i,j} n_{ij} \log \frac{n_{ij}}{n_i n_j}}{\sqrt{\left( \sum_{i} n_i \log \frac{n_i}{N} \right) \left( \sum_{j} n_j \log \frac{n_j}{N} \right)}}
\]

\[
R_n = \frac{\sum_i \left( \frac{n_i}{N} \right) - \sum_j \left( \frac{n_j}{N} \right)}{\sum_i \left( \frac{n_i}{N} \right)^2 - \sum_i \left( \frac{n_i}{N} \right) \sum_j \left( \frac{n_j}{N} \right)}
\]

where \( n_{ij} \), \( n_i \), and \( n_j \) are the co-occurrence number and cluster size of \( i \)-th and \( j \)-th cluster in the obtained partition and ground truth, respectively.

Jaccard index and F-measure are designed for the binary classification, which are employed to evaluate the outlier detection. They can be computed as follows.

\[
Jaccard = \frac{|O \cap O'|}{|O \cup O'|}
\]

\[
F-measure = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}}
\]

where \( O \) and \( O' \) are the outlier sets by the algorithm and ground truth, respectively, and F-measure is the harmonic average of the precision and recall for outlier class.

To evaluate the overall performance on all used data sets, we propose a score as follows.

\[
score(A_i) = \sum_j P(A_i, D_j) \max_j P(A_i, D_j)
\]

where \( P(A_i, D_j) \) denotes the performance of algorithm \( A_i \) on data set \( D_j \) in terms of some metric.
Clustering with Outlier Removal

Beyond K-means and K-means−−, we also compare COR with several outlier detection methods. Table 4 shows the performance of outlier detection in terms of Jaccard and F-measure. These algorithms are based on different assumptions including density, distance, angle, ensemble, eigenvector and clusters, and sometimes effective on certain data set. For example, COF and iForest get the best performance on shuttle and kddcup, respectively. However, in the most cases, these competitors show the obvious disadvantages in terms of performance. The reasons are complicated, but the original space and unsupervised parameter setting might be two of them. For TONMF, there are three parameters as the inputs, which are difficult to set without any knowledge from domain experts. Differently, COR requires two straightforward parameters, and benefits from the partition space and joint clustering with outlier removal, which brings the extra gains on several data sets. On shuttle and kddcup, COR does not deliver the results as good as the outlier detection methods. In the next subsection, we further improve the performance of COR via different basic partition generation strategy.

Next we continue to evaluate these algorithms in terms of efficiency. Table 5 shows the execution time of these methods on five large-scale or high-dimensional data sets. Generally speaking, the density-based, distance-based and angle-based methods become struggled on high-dimensional data sets, especially FABOD is the most time consuming method, while the cluster-based methods including TONMF, K-means−− are relatively fast. It is worthy to note that the density-based, distance-based and angle-based methods require to calculate the nearest neighbor matrix, which takes huge space complexity and fails to deliver results on large-scale data sets due to out-of-memory on a PC machine with 64G RAM. For COR, the time complexity is roughly linear to the number of instances; moreover, COR is conducted on the binary matrix, rather than the original feature space. Thus, COR is also suitable for high-dimensional data. On kib, COR only takes 0.15 seconds, over 400 times faster than K-means−−. Admittedly, COR requires a set of basic partitions as the input, which takes the extra execution time. In Table 5, we report the execution time of generating 100 basic partitions as well. This process can be further accelerated by parallel computing. Even taking the time of generating basic partition, COR is still much faster than the density-based, distance-based and angle-based outlier detection methods.

6.3 Factor Exploration

In this subsection, we provide further analyses on the factors inside COR, the number of basic partitions and the basic partition generation strategy.

In consensus clustering, the performance of clustering goes up in terms of NMI and Jaccard. For a certain number of basic partitions, we generate 100 sets of basic partitions and run COR for the boxplot. From Figure 1, we have that COR delivers high quality partitions even with 10 basic partitions, which are difficult to set without any knowledge from domain experts. Note: We omit the standard deviations due to the determinacy of most outlier detection methods. N/A means failure to deliver results due to out-of-memory on a PC machine with 64G RAM.
and that for outlier detection, the performance slightly increases with more basic partitions and stabilizes in a small region. Generally speaking, 30 basic partitions are enough for COR to deliver a good result.

So far, we employ the Random Parameter Selection (RPS) strategy to generate basic partitions, which employs K-means clustering with different cluster numbers. In fact, Random Feature Selection (RFS) is another widely strategy to generate basic partitions, which randomly selects partial features for K-means clustering. In the following, we evaluate the performance of COR with RFS. Here we set the random feature selection ratio to be 50% for 100 basic partitions. Figure 2 shows the performance of COR with different basic partition generation strategies on shuttle and kddcup. RFS achieves some improvements over RPS on these two data sets with different metrics, except on shuttle in terms of Rn. This indicates that RFS is helpful to alleviate the negative impact of noisy features, and further produces high quality basic partitions for COR. It is worthy to note that COR with RFS on kddcup achieves 21.18 and 34.95 in terms of Jaccard and F-measure, which exceeds the one with RPS over 5% and 7%, and competes with iForest. This means that COR with RFS gets the competitive performance with the best rival on kddcup, and it is over 170 times faster than iForest.

6.4 Application on Trajectory Detection

Finally, we evaluate our COR in the real-world application on outlier trajectory detection. The data come from Flight Tracker, including flightID, flightNum, timestamp, latitude, longitude, height, departure airport, arrival airport and other information. We employ the API to request the flight trajectory every 5 minutes, and collect one-year data from October, 2016 to September, 2017 all over the world. After the data processing, we organize the data with each row representing one flight with evolutional latitude and longitude. The transmission error and that for outlier detection, the performance slightly increases with more basic partitions and stabilizes in a small region. Generally speaking, 30 basic partitions are enough for COR to deliver a good result.

So far, we employ the Random Parameter Selection (RPS) strategy to generate basic partitions, which employs K-means clustering with different cluster numbers. In fact, Random Feature Selection (RFS) is another widely strategy to generate basic partitions, which randomly selects partial features for K-means clustering. In the following, we evaluate the performance of COR with RFS. Here we set the random feature selection ratio to be 50% for 100 basic partitions. Figure 2 shows the performance of COR with different basic partition generation strategies on shuttle and kddcup. RFS achieves some improvements over RPS on these two data sets with different metrics, except on shuttle in terms of Rn. This indicates that RFS is helpful to alleviate the negative impact of noisy features, and further produces high quality basic partitions for COR. It is worthy to note that COR with RFS on kddcup achieves 21.18 and 34.95 in terms of Jaccard and F-measure, which exceeds the one with RPS over 5% and 7%, and competes with iForest. This means that COR with RFS gets the competitive performance with the best rival on kddcup, and it is over 170 times faster than iForest.

7 CONCLUSION

In this paper, we considered the joint clustering and outlier detection problem and proposed the algorithm COR. Different from the existing K-means--, we first transformed the original feature space into the partition space according to the relationship between outliers and clusters. Then we provided the objective function based on the Holoentropy, which was partially solved by K-means optimization. Nontrivially, an auxiliary binary matrix was designed so that COR completely solved the challenging problem via K-means-- on the concatenated binary matrices. Extensive experimental results demonstrated the effectiveness and efficiency of COR significantly over the rivals including K-means-- and other state-of-the-art outlier detection methods in terms of cluster validity and outlier detection.

8 ACKNOWLEDGEMENT

This research is supported in part by the NSF IIS Award 1651902, ONR Young Investigator Award N00014-14-1-0484, and U.S. Army Research Office Award W911NF-17-1-0367. We thank Dr. Lin for sharing the trajectory data.

REFERENCES

[1] A. Banerjee, S. Merugu, I.S. Dhillon, and J. Ghosh. 2005. Clustering with Bregman divergences. Journal of Machine Learning Research 6 (2005), 1705–1749.
[2] M.M. Breunig, H.P. Kriegel, R.T. Ng, and J. Sander. 2000. LOF: identifying density-based local outliers. In SIGMOD.
[3] M. Charikar, S. Khuller, D.M. Mount, and G. Narasimhan. 2001. Algorithms for facility location problems with outliers. In SODA.
[4] S. Chawla and A. Gionis. 2013. k-means-kâŚś: A unified approach to clustering and outlier detection. In SDM.
[5] K. Chen. 2008. A constant factor approximation algorithm for k-median clustering with outliers. In SODA.
[6] J.V. Davis, S. Kulis, P. Jain, S. Sra, and I.S. Dhillon. 2007. Information-theoretic metric learning. In ICML.
[7] C. Ding, D. Zhou, X. He, and H. Zha. 2006. R 1-PCA: rotational invariant L 1-norm principal component analysis for robust subspace factorization. In ICL.
[8] F. Dotto, A. Farcomeni, I.A. Garcia-Escudero, and A. Mayo-Iscar. 2016. A reweighting approach to robust clustering. Statistics and Computing (2016), 1–17.
[9] E. Elhamifar and R. Vidal. 2013. Sparse subspace clustering: Algorithm, theory, and applications. IEEE Transactions on Pattern Analysis and Machine Intelligence 35, 11 (2013), 2765–2781.
[10] A. Georgogiannis. 2016. Robust k-means: a Theoretical Revisit. In NIPS.
[11] Z. He, X. Xu, Z.J. Huang, and S. Deng. 2005. Fp-outlier: Frequent pattern based outlier detection. Computer Science and Information Systems 2, 1 (2005), 105–118.
[12] R. Kannan, H. Woo, C.C. Aggarwal, and H. Park. 2017. Outlier Detection for Text Data. In SDM.
[13] H.P. Kriegel and A. Zimek. 2008. Angle-based outlier detection in high-dimensional data. In KDD.
Figure 3: Chinese and US flight trajectories. (a) & (c) show the flight trajectories and (b) & (d) demonstrate the outlier trajectories detected by COR.

[14] Y.J. Lee, Y.R. Yeh, and Y.C.F. Wang. 2013. Anomaly detection via online oversampling principal component analysis. *IEEE Transactions on Knowledge and Data Engineering* 25, 7 (2013), 1460–1470.

[15] F. Liu, K. Ting, and Z. Zhou. 2008. Isolation forest. In *ICDM*.

[16] G. Liu, Z. Lin, and Y. Yu. 2010. Robust subspace segmentation by low-rank representation. In *ICML*.

[17] H. Liu, T. Liu, J. Wu, D. Tao, and Y. Fu. 2015. Spectral Ensemble Clustering. In *KDD*.

[18] H. Liu, M. Shao, S. Li, and Y. Fu. 2016. Infinite Ensemble for Image Clustering. In *KDD*.

[19] H. Liu, M. Shao, S. Li, and Y. Fu. 2017. Infinite ensemble clustering. *Data Mining and Knowledge Discovery* 31-32 (2017).

[20] H. Liu, J. Wu, T. Liu, D. Tao, and Y. Fu. 2017. Spectral ensemble clustering via weighted k-means: Theoretical and practical evidence. *IEEE Transactions on Knowledge and Data Engineering* 29, 5 (2017), 1129–1145.

[21] H. Liu, J. Wu, D. Tao, Y. Zhang, and Y. Fu. 2015. DIAS: A Disassemble-Assemble Framework for Highly Sparse Text Clustering. In *SDM*.

[22] H. Liu, Y. Zhang, B. Deng, and Y. Fu. 2016. Outlier detection via sampling ensemble. In *BigData*.

[23] L. Ott, L. Pang, F.T. Ramos, and S. Chawla. 2014. On integrated clustering and outlier detection. In *NIPS*.

[24] N. Pham and R. Pagh. 2012. A near-linear time approximation algorithm for angle-based outlier detection in high-dimensional data. In *KDD*.

[25] A. Strehl and J. Ghosh. 2003. Cluster Ensembles — A Knowledge Reuse Framework for Combining Partitions. *Journal of Machine Learning Research* 3 (2003), 583–617.

[26] J. Tang, Z. Chen, A. Fu, and D. Cheung. 2002. Enhancing effectiveness of outlier detections for low density patterns. In *PAKDD*.

[27] J. Yi, R. Jin, S. Jain, T. Yang, and A.K. Jain. 2012. Semi-crowdsourced clustering: Generalizing crowd labeling by robust distance metric learning. In *NIPS*.

[28] J. Zhang, M. Hutter, and H. Jin. 2009. A new local distance-based outlier detection approach for scattered real-world data. In *PAKDD*.