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Abstract
Differential equations perturbed by multiplicative fractional Brownian motions are considered. Depending on the value of the Hurst parameter $H$, the resulting equation is pathwise viewed as an ODE, YDE, or RDE. In all three regimes we show regularisation by noise phenomena by proving the strongest kind of well-posedness with irregular drift: strong existence and path-by-path uniqueness. In the Young and smooth regime $H > 1/2$ the condition on the drift coefficient is optimal in the sense that it agrees with the one known for the additive case [CG16, Ger22]. In the rough regime $H \in (1/3, 1/2)$ we assume positive but arbitrarily small drift regularity for strong well-posedness, while for distributional drift we obtain weak existence.
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1 Introduction

1.1 Introduction

The regularising effects of fractional Brownian motions as additive perturbations of differential equations with irregular coefficients, in the sense of restoring well-posedness, are very well studied, see e.g. [NOo2, NOo3, CG16, BNP19, HP21, L220, GH20, GHM21, GG21, ART21, Ger22, BH22]. These works provide far-reaching extensions of results on standard Brownian-driven stochastic differential equations, without a large part of the Markovian toolbox (Itô’s formula, Kolmogorov equation, Zvonkin transformation, martingale problem, etc.) available.

One main shortcoming compared to the standard Brownian case is that while therein most results are valid with multiplicative noise thanks to Itô calculus (for a small but diverse sample see [Ver80, Zhao5, CHM18, PHL21]), in the non-Markovian setting no well-posedness with irregular drift and multiplicative noise has been yet established.

The difficulty can be best illustrated in the most irregular case, which in the present paper will be the case of Hurst parameter $H \in (1/3, 1/2)$. A prototypical equation with multiplicative noise then reads as

$$X_t = x_0 + \int_{s_0}^t b(X_s) \, ds + \int_{s_0}^t \sigma(X_s) \, dB_s^H.$$  

Here $d, d_0 \in \mathbb{N}$, $B^H$ is a $d_0$-dimensional fractional Brownian motion with Hurst parameter $H$, $s_0 \in (0, 1)$, $x_0 \in \mathbb{R}^d$, and $b : \mathbb{R}^d \to \mathbb{R}^d$, $\sigma : \mathbb{R}^d \to \mathbb{R}^{d \times d_0}$. The driving noise in $B^H$ is both a friend and an enemy: the former side provides the regularisation of the first integral, and the latter side makes the second integral ill-defined. By lifting $B^H$ to a rough path [Ly08], one can define this as a rough integral, but working pathwise seems to also go in the opposite direction of the probabilistic aspects of regularisation by noise. The goal of this work is to reconcile these two sides of the noise and show strong well-posedness of (1.1) with irregular $b$. We state the main result here in a somewhat informal way, the precise formulation is given in Theorems 1.3 and 1.8 below after introducing all necessary concepts and assumptions.

**Theorem 1.1.** If $H \in (1/3, \infty) \setminus \mathbb{N}$, $\alpha > (1 - 1/(2H)) \lor 0$, $b \in C^\alpha$, $\sigma \in C^{(1/H)+1}$, and $\sigma$ is uniformly elliptic, then strong existence and path-by-path uniqueness holds for (1.1). If $H \in (1/3, 1/2)$, $\alpha > 1/2 - 1/(2H)$, $b \in C^\alpha$, $\sigma \in C^2$, and $\sigma$ is uniformly elliptic, then weak existence holds for (1.1).

**Acknowledgements.** MG thanks Lucio Galeati for various fruitful discussions during the development of a parallel article [GG22], particularly for suggesting the path-by-path approach of [Sha16]. MG was funded by the Austrian Science Fund (FWF) Stand-Alone programme P 34992. The article was finalised during a Research in Groups stay at ICMS, Edinburgh. The authors thank the institute for their excellent support and hospitality.

1.2 Setup

**Probabilistic setup.** We fix a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ with a complete filtration $\mathcal{F} = (\mathcal{F}_t)_{t \in \mathbb{R}}$ carrying a two-sided $d_0$-dimensional $\mathbb{F}$-Wiener process $W$. For $H \in (0, 1)$ we define $B^H$ through the Mandelbrot – van Ness representation

$$B^H_t = \int_{-\infty}^0 (|t-s|^{H-1/2} - |s|^{H-1/2}) \, dW_s + \int_0^t |t-s|^{H-1/2} \, dW_s.$$
For $H \in (1, \infty) \setminus \mathbb{N}$ we set

$$B_t^H = \int_0^{\leq t} \cdots \int_0^{\leq \lfloor H \rfloor} \, B_{r_1}^{H-[H]} \, dr_1 \cdots \, dr_{\lfloor H \rfloor}.$$ 

Conditional expectation given $\mathcal{F}_s$ is denoted by $E^s$. Denoting $[0, 1]_s := \{(s, t) \in [0, 1]^2 : s \leq t\}$ (and similarly $[0, 1]_s := \{(s, u, t) \in [0, 1]^3 : s \leq u \leq t\}$), we have that for all $(s, t) \in [0, 1]_s$, $B_t^H - E^s B_t^H$ is independent of $\mathcal{F}_s$ and has Gaussian distribution with mean 0 and covariance matrix $c(H)(t - s)^{2H}$, where 1 is the identity matrix (here in $d_0 \times d_0$ dimension) and $c(H)$ is a positive constant depending only on $H$. As a consequence, for any measurable bounded function $f : \mathbb{R}^{d_0} \to \mathbb{R}$, 0 ≤ $s \leq t$, and any $\mathcal{F}_s$-measurable $\mathbb{R}^{d_0}$-valued random vector $X$ one has a.s.

$$E^s f(B_t^H + X) = \mathcal{P}_{c(H)(t-s)^{2H}} f(E^s B_t^H + X),$$

where for $r > 0$, $\mathcal{P}_r$ is the heat semigroup on $\mathbb{R}^{d_0}$ given by $\mathcal{P}_r f = p_r \ast f$, with

$$p_r(x) = \frac{1}{(2\pi r)^{d_0/2}} \exp\left(-\frac{|x|^2}{2r}\right)$$

for $x \in \mathbb{R}^{d_0}$. More generally, suppose that $f : \mathbb{R}^d \to \mathbb{R}$ is a bounded measurable function, 0 ≤ $s \leq t$, $X$ is an $\mathcal{F}_s$-measurable $\mathbb{R}^d$-valued random vector and $Y$ is a $\mathcal{F}_s$-measurable $\mathbb{R}^{d \times d_0}$ valued random matrix $Y$ such that $YY^\top$ is a.s. positive definite. Then we have a.s.

$$E^s f(YB_t^H + X) = \mathcal{P}_{c\left((t-s)^{2H/2}\right) YY^\top} f(YE^s B_t^H + X),$$

where for a positive definite matrix $\Gamma \in \mathbb{R}^{d \times d}$, $\mathcal{P}_\Gamma$ is given by $\mathcal{P}_\Gamma f = p_\Gamma \ast f$, with

$$p_\Gamma(x) = \frac{1}{(2\pi)^{d/2}(\det \Gamma)^{1/2}} \exp\left(-\frac{x^\top \Gamma^{-1} x}{2}\right)$$

for $x \in \mathbb{R}^d$. The natural ordering on positive definite matrices is denoted by $\preceq$. The extension of the above observations to (finite dimensional) vector-valued $f$ is straightforward by working coordinate-wise.

**Function spaces.** For details on the path spaces and integration concepts used in the sequel we refer the reader to the monograph [FH20]. For two bounds (1.7) and (1.8) which are very slightly nonstandard, we provide brief proofs in the Appendix.

For $\alpha \in (0, 1)$ and a Borel subset $Q$ of $\mathbb{R}^n$, $n \in \mathbb{N}$, we denote by $C^\alpha(Q)$ the set of functions $f : Q \to \mathbb{R}$ such that

$$\|f\|_{C^\alpha(Q)} := \sup_{x \in Q} |f(x)| + [f]_{C^\alpha(Q)} := \sup_{x \in Q} |f(x)| + \sup_{x \neq y \in Q} \frac{|f(x) - f(y)|}{|x - y|^{\alpha}} < \infty.$$ 

With a slightly unconventional notation we set $C^0(Q)$ to be the set of bounded measurable functions equipped with the supremum norm (by convention, the seminorm on $C^0$ is set to be identically 0). These definitions easily extend to spaces of functions with values in an arbitrary normed space $V$. If $V$ is a finite dimensional vector space and is obvious from the context, we do not include it in the notation, while if $V = L^p(\Omega)$, we use the notation $C^\alpha_p$. Similarly, $Q$ is dropped from the notation when it is understood from the context. Finally, for $\alpha \in [1, \infty)$ we denote by $C^\alpha(Q)$ the set of functions whose weak derivatives of order 0, 1, ..., $[\alpha]$ all have representatives belonging to $C^{\alpha-[\alpha]}(Q)$. Their norm is inherited from the norms of their derivatives of order 0, 1, ..., $[\alpha]$.
while their seminorm is inherited from from the norms of their derivatives of order 1, −, [α].
Note that if \( F \in C^1(\mathbb{R}^{n_0}, \mathbb{R}^{n_1}) \) and \( f \in C^\alpha(Q, \mathbb{R}^{n_0}) \) with \( \alpha \in (0, 1) \), then \( F(f) \in C^\alpha(Q, \mathbb{R}^{n_1}) \). Quantitatively, one has
\[
[F(f)]_{C^\alpha} \leq [F]_{C^1}[f]_{C^\alpha}, \quad [F(f) - F(g)]_{C^\alpha} \leq [F]_{C^1}(1 + [f]_{C^\alpha})\|f - g\|_{C^\alpha}.
\]
For \( \alpha \in (-1, 0) \) we only ever use \( Q = \mathbb{R}^d \), and we understand \( C^\alpha(\mathbb{R}^d) \) to be the inhomogeneous Hölder-Besov space \( B^\alpha_{\infty, \infty} \). For \( Q \) as above and \( \alpha \in (0, 1) \) we define \( C^\alpha_2(Q^2) \) as the set of continuous functions \( f : Q^2 \to \mathbb{R} \) such that
\[
\|f\|_{C^\alpha_2(Q^2)} := \sup_{x,y \in Q} |f(x,y)| + [f]_{C^\alpha_2(Q^2)} := \sup_{x,y \in Q} |f(x,y)| + \sup_{x \neq y \in Q} \frac{|f(x,y)|}{|x - y|^\alpha} < \infty.
\]
For \( \alpha \in (1/3, 1/2] \) we denote by \( \mathcal{R}^\alpha([0, 1], \mathbb{R}^{d_h}) \) the set of \( \alpha \)-Hölder rough paths on \([0, 1] \): the subset of \( C^\alpha([0, 1], \mathbb{R}^{d_h}) \times C^\alpha_2([0, 1]^2, \mathbb{R}^{d_h \times d_h}) \) constrained by the nonlinear relation (Chen's identity) postulating that any \((g, \text{g}_0) \in \mathcal{R}^\alpha \) satisfies
\[
g_{s,t} - g_{s,u} - g_{u,t} = (g_t - g_s) \otimes (g_s - g_u)
\]
for all \((s, u, t) \in [0, 1]^3 \). Such a \((g, \text{g}_0) \in \mathcal{R}^\alpha \) is also called a lift of \( g \).
Given \( g \in C^\alpha([0, 1], \mathbb{R}^{d_h}) \) and \( \gamma \in (\alpha, 2\alpha) \), we denote by \( \mathcal{D}^\gamma_g([0, 1], \mathbb{R}^{d_h}) \) the set of controlled paths: functions \((f, f') : [0, 1] \to \mathbb{R}^n \times \mathbb{R}^{n \times d_h} \) such that
\[
[(f, f')]_{\mathcal{D}^\gamma_g([0, 1])} := \sup_{0 \leq s < t \leq 1} \left| \frac{f_t - f_s - f'_s(g_t - g_s)}{|t - s|^{\gamma}} \right| + [f']_{C^\gamma - \alpha([0, 1])} < \infty.
\]
As before, the target space \( \mathbb{R}^n \) is dropped from the notation when it does not cause confusion. For \((s, t) \in [0, 1]^2 \) the seminorms \([(f, f')]_{\mathcal{D}^\gamma_g([s,t])} \) are defined in the obvious way, and we further set \( \|(f, f')\|_{\mathcal{D}^\gamma_g} := [(f, f')]_{\mathcal{D}^\gamma_g} + \|f\|_{C^\alpha} + \|f\|_{C^\alpha} \). A function \( f' \) such that \((f, f') \in \mathcal{D}^\gamma_g([0, 1]) \) is also called a Gubinelli derivative of \( f \). Note the trivial embedding \( C^\gamma([0, 1]) \subset \mathcal{D}^\gamma_g([0, 1]) \) by setting the Gubinelli derivative to be 0. An embedding in an opposite direction is given by \( \mathcal{D}^\gamma_g([0, 1]) \subset C^\alpha([0, 1]) \) by dropping the Gubinelli derivative, along with the estimate
\[
[f]_{C^\alpha([s,t])} \leq [(f, f')]_{\mathcal{D}^\gamma_g([s,t])} + \|f\|_{C^\alpha([s,t])}[g]_{C^\alpha([s,t])}.
\]
Here and in all other bounds below, \((s, t) \in [0, 1]^2 \). Note also the two elementary inequalities: if \( \gamma' \in (\gamma, 2\alpha) \), then
\[
[(f, f')]_{\mathcal{D}^\gamma_g([s,t])} \leq |t - s|^{\gamma' - \gamma} [(f, f')]_{\mathcal{D}^\gamma_g([s,t])},
\]
while for \( k \geq 1, 0 \leq u_0 \leq u_1 \leq \cdots \leq u_k \) one has
\[
[(f, f')]_{\mathcal{D}^\gamma_g([u_0, u_k])} \leq \sum_{i=1}^k [(f, f')]_{\mathcal{D}^\gamma_g([u_{i-1}, u_i])} + \sum_{i=1}^{k-1} [f']_{C^\gamma - \alpha([u_{i-1}, u_i])}[g]_{C^\alpha([u_{i-1}, u_i])}.
\]
If \((f, f') \in \mathcal{D}^\gamma_g([0, 1], \mathbb{R}^{d_h}) \) and \( \mathcal{T} \in C^2(\mathbb{R}^{m_0}, \mathbb{R}^{m_1}) \), then \((F(f), \nabla F(f)f') \in \mathcal{D}^\gamma_g([0, 1], \mathbb{R}^{m_1}) \). Moreover, one has a bound on the growth of this composition operation, which we formulate in a

\footnote{Most statements in \cite{FH20} are stated with \( \gamma = 2\alpha \), but their generalisation is straightforward, see \cite{FH20} Exercise 4.7}
somewhat nonstandard form (compare with e.g. \[FH20\] Lemma 7.3), but the proof is similarly
elementary (see the Appendix). If \( \beta \in [0, 1] \) satisfies \( \beta \alpha + \alpha \geq \gamma \), then
\[
\left[ (F(f), \nabla F(f) f') \right] \mathcal{D}_g^{\alpha}(\mathbb{I}(s,t]) \leq \|F\|_{C^1(1 + \|f\|_{C^0(\mathbb{I}(s,t])})} \left[ (f, f') \right] \mathcal{D}_g^{\alpha}(\mathbb{I}(s,t])
+ \|F\|_{C^1}|f|_{C^0(\mathbb{I}(s,t])} \left( \left[ (f, f') \right] \mathcal{D}_g^{\alpha}(\mathbb{I}(s,t]) \right) = \|g\|_{C^\alpha(\mathbb{I}(s,t])}\|f'\|_{C^0(\mathbb{I}(s,t])}.
\]
\[ (1.8) \]

The reason for this convoluted form is that when \((f, f')\) is a rough integral (see below), then
\(\|f'\|_{C^0}\) can be controlled easily via bounds on the coefficients, so the quadratic bound \[(1.8)\]
becomes practically linear. Concerning the continuity of the composition it suffices to recall
\[FH20\] Theorem 7.6: if for some \( K < \infty \), one has \( \|f, f'\|_{\mathcal{D}_g^{\alpha}(\mathbb{I}(s,t])}, \|\tilde{f}, \tilde{f}'\|_{\mathcal{D}_g^{\alpha}(\mathbb{I}(s,t])} \leq K \)
then the bound
\[
\left[ (F(f) - F(\tilde{f}), \nabla F(f) f' - \nabla F(\tilde{f}) \tilde{f}') \right] \mathcal{D}_g^{\alpha}(\mathbb{I}(s,t]) \leq N((|f_s - \tilde{f}_s| + |f_s' - \tilde{f}_s'| + |(f - \tilde{f}, f' - \tilde{f}')|) \mathcal{D}_g^{\alpha}(\mathbb{I}(s,t]),
\]
holds with a constant \( N = N(K, \|F\|_{C^1}, \|g\|_{C^\alpha(\mathbb{I}(s,t])}) \).

Integration. Let \( n \in \mathbb{N} \) and \( \alpha, \beta \in (0, 1) \) such that \( \alpha + \beta > 1 \). Then for \( f \in C^\beta([0, 1], \mathbb{R}^n) \)
and \( g \in C^\alpha([0, 1], \mathbb{R}^n) \) the Young integral
\[
h_t = \int_0^t f_s \, dg_s
\]
is well-defined as the limit as \( m \to \infty \) of the Riemann sums
\[
\sum_{i=0}^m f_i^m \cdot (g_{t_i}^{m,n} - g_{t_{i+1}}^{m,n}),
\]
where \( \{|0 = t_0^m \leq \cdots \leq t_{m+1}^m = 1\}| \) is any sequence of partitions such that
\( |\pi_m| := \max_i |t_{i+1}^m - t_i^m| \to 0 \). For some \( N \) depending only on \( \alpha + \beta \) the Young integral satisfies
the estimate
\[
|h_t - h_s - f_s (g_t - g_s)| \leq N|t - s|^\alpha + |f| \|g\|_{C^\alpha(\mathbb{I}(s,t])}.
\]
\[ (1.10) \]
for all \( (s, t) \in [0, 1]^2 \). This of course implies that \( h \in C^\alpha([0, 1], \mathbb{R}) \) as well as the bound
\[
[h]_{C^\alpha(\mathbb{I}(s,t])} \leq N\|f\|_{C^\beta(\mathbb{I}(s,t])}\|g\|_{C^\alpha(\mathbb{I}(s,t])},
\]
\[ (1.11) \]
For \( s = 0 \) on the left-hand side of \[(1.11)\] one may of course take norm in place of seminorm.
For \( n_0 > 1 \), the extension to \( \mathbb{R}^{n_0\times n} \)-valued integrands, resulting in \( \mathbb{R}^{n_0} \)-valued integrals, is straightforward.

Let \( \alpha \in (1/3, 1/2] \) and \( \gamma \in (\alpha, 2\alpha] \) be such that \( \alpha + \gamma > 1 \). Let \( (g, \mathbf{g}) \in \mathbb{R}^\alpha([0, 1], \mathbb{R}^n) \)
and \( (f, f') \in \mathcal{D}_g^{\gamma}(\mathbb{I}(0, 1], \mathbb{R}^n) \). Then the rough integral
\[
h_t = \int_0^t (f_s, f')_s \, dg_s \mathbf{g}
\]
is well-defined as the limit as \( m \to \infty \) of the Riemann sums
\[
\sum_{i=1}^m \left( f_i^m \cdot (g_{t_i}^{m,n} - g_{t_{i+1}}^{m,n}) + f_i^m \cdot \mathbf{g}_{t_i}^{m,n,1} \right).
\]
where \((\pi_m)_{m \in \mathbb{N}} = \{0 = t_0^m \leq \cdots \leq t_{m+1}^m = 1\}\) is any sequence of partitions such that \(|\pi_m| \to 0\). The product of the matrices \(f', g \in \mathbb{R}^{n \times n}\) is understood to be the Frobenius product.

When both \(f'\) and \(g\) are clear from the context, we will usually write by some abuse of notation

\[
h_t = \int_0^t f_s \, dg_s.
\]

Note that in the trivial case \((f, 0)\) the rough and Young integrals coincide. The rough analogue of the remainder estimate \(\boxed{(1.10)}\) reads as

\[
|h_t - h_s - f_s (g_t - g_s) - f'_s \cdot g_{s,t}| \leq N|t - s|^\alpha \gamma \big[(f, f')\big]_{D^\infty_T([s,t])} \big[(g, g)\big]_{\mathcal{R}^\alpha([s,t])}
\]

for all \((s, t) \in [0, 1]^2\), where \(N\) is a constant depending only on \(\alpha + \gamma\). This of course implies that \((h, f) \in D^2_{\mathcal{R}} ([0, 1], \mathbb{R})\) as well as the bound

\[
\big[(h, f)\big]_{D^2_{\mathcal{R}}([s,t])} \leq N\big[(f, f')\big]_{D^\infty_T([s,t])} \big[(g, g)\big]_{\mathcal{R}^\alpha([s,t])}.
\]

As before, for \(n_0 > 1\), the extension to \(\mathbb{R}^{n_0 \times n_0}\)-valued integrands, resulting in \(\mathbb{R}^{n_0}\)-valued integrals, is straightforward.

**Conventions.** Whenever for some \(s_0 \in [0, 1)\), a function \(X\) is given on the interval \([s_0, 1]\), it is understood to be extended as a constant function \(f_r \equiv f_{s_0}\) for \(r \in [0, s_0)\). On finite dimensional vector spaces we always use the Euclidean norm.\(^2\) When a statement contains an estimate with a constant \(N\) depending on a certain set of parameters, in the proof we do not carry the constants from line to line. Rather, we write \(a \leq b\) to denote the existence of a constant \(N'\) depending on the same set of parameters such that \(a \leq N'b\).

### 1.3 Main results

Our assumptions in the three regimes are as follows.

**Assumption (A\text{smooth}).** For some \(M \geq 0\), \(\lambda > 0\), and \(\alpha > 1 - 1/(2H)\), one has \(\|b\|_{C^\alpha} \leq M\), \(\|\sigma\|_{C^\lambda} \leq M\), and \(\sigma \sigma^\top \geq \lambda I\).

**Assumption (A\text{Young}).** For some \(M \geq 0\), \(\lambda > 0\), and \(\alpha > 1 - 1/(2H)\), one has \(\|b\|_{C^\alpha} \leq M\), \(\|\sigma\|_{C^\lambda} \leq M\), and \(\sigma \sigma^\top \geq \lambda I\).

**Assumption (A\text{rough}).** (i) For some \(M \geq 0\), \(\lambda > 0\), and \(\alpha > 0\), one has \(\|b\|_{C^\alpha} \leq M\), \(\|\sigma\|_{C^\lambda} \leq M\), and \(\sigma \sigma^\top \geq \lambda I\).

(ii) For all \((s, t) \in [0, 1]^2\), \(B^H_s\) is \(\mathcal{T}_t\)-measurable and the event \(\Omega_H = \{\forall \varepsilon > 0 : (B^H, B^H) \in \mathcal{R}^{H-\varepsilon}([0, 1])\}\) has probability 1.

For \(H > 1/2\) we shall also use the event \(\Omega_H = \{\forall \varepsilon > 0 : B^H \in C^{H-\varepsilon}([0, 1])\}\), but in this case one has \(P(\Omega_H) = 1\) trivially. For \(H \in (1/3, 1/2)\) an example of a rough path lift of \(B^H\) that satisfies \(A_{\text{rough}}\) (ii) is the Gaussian rough path constructed in e.g. [FH20]. For \(H = 1/2\) this construction gives the Stratonovich lift, another example satisfying \(A_{\text{rough}}\) (ii) would be the Itô lift.

With these preparations we can define what we mean by a solution. Note that the conditions below in particular imply that all integrals are pathwise well-defined.

\(^2\)This is not always the optimal choice, especially for matrices. Using their operator norm would allow some intermediate estimates to be dimension-independent, but we do not pursue these subtleties.
Remark. A more interesting question regarding stability with respect to certain data of the equation. The latter can then be used to establish strong change. Existence and a little bit more: existence of a solution semi flow. Finally, the latter can be used to direction critical variants of the stochastic sewing lemma [FHL/two.taboldstyle/one.taboldstyle] could be useful.

Path uniqueness with multiplicative noise is a challenging endpoint case of our analysis. In this multiplicative noise [Ver/eight.taboldstyle/zero.taboldstyle] or path-by-path uniqueness with additive noise [Dav/zero.taboldstyle/seven.taboldstyle]. Path-by-path more from the solution following theorem.

\[
\exists \tilde{\Omega} \subset \Omega_H \text{ of full probability such that for any } \omega \in \tilde{\Omega}, s_0 \in [0,1), x_0 \in \mathbb{R}^d, \text{any two solutions to (1.1) coincide.}
\]

The main results of the article on the strong well-posedness of (1.1) are summarised in the following theorem.

**Theorem 1.3.** Assume \( H \in (1, \infty) \setminus \mathbb{N} \) and \( A_{\text{smooth}}, H \in (1/2,1) \) and \( A_{\text{Young}}, or \ H \in (1/3,1/2) \) and \( A_{\text{rough}}. \) Then for any \( s_0 \in [0,1), x_0 \in \mathbb{R}^d \) there exists a strong solution to (1.1). Moreover, there exists an event \( \tilde{\Omega} \subset \Omega_H \) of full probability such that for any \( \omega \in \tilde{\Omega}, s_0 \in [0,1), x_0 \in \mathbb{R}^d, \) any two solutions to (1.1) coincide.

The various cases are stated and proved in Theorems 2.6, 2.7, 3.8, 3.10, 4.1, and 4.5. The overall strategy consists of the following steps. First we establish strong uniqueness and a little bit more: stability with respect to certain data of the equation. The latter can then be used to establish strong existence and a little bit more: existence of a solution semiflow. Finally, the latter can be used to prove path-by-path uniqueness. To avoid repeating arguments, we give all details in the Young case and refer back in the other two cases for some of the steps that do not need any significant change.

**Remark 1.4.** In the special case \( H = 1/2 \) and \( B^{1/2} = B^{H_0} \) our notion of strong solution is somewhat different from the standard notion for Itô stochastic differential equations. Definition 1.4 requires more from the solution \( Y \): it needs to be controlled on an event \( \Omega_Y \subset \Omega_{1/2} \) of full probability, but it also gives more: the stochastic integral is defined on the same event \( \Omega_Y \), instead of an unspecified event of full probability.

**Remark 1.5.** Also in the \( H = 1/2 \) case, with the help of Itô calculus the condition \( b \in C^\alpha, \alpha > 0 \), can be relaxed to for example bounded measurable \( b \) to get either strong uniqueness with multiplicative noise [Ver80] or path-by-path uniqueness with additive noise [Davo7]. Path-by-path uniqueness with multiplicative noise is a challenging endpoint case of our analysis. In this direction critical variants of the stochastic sewing lemma [FHL/two.taboldstyle/one.taboldstyle] could be useful.

**Remark 1.6.** One would expect to be able to lower the regularity requirements on \( \sigma \) in \( A_{\text{Young}} \) and \( A_{\text{rough}} \) to \( 1/H + \epsilon \) by standard arguments, which for sake of easing presentation we do not pursue. A more interesting question regarding \( \sigma \) is how to further reduce its regularity by stochastic arguments, this is studied in the very recent work [MP22].

**Remark 1.7.** Continuing the discussion on \( \sigma \), weakening the uniform ellipticity condition to hypoellipticity condition seems highly nontrivial but not impossible, given that densities of such
equations (with regular drift) are well-studied (see among others [HNo7, BHo7, CF10, CHLT15]). In the Brownian case this has been recently achieved in [CHM18]. Note however that the $H > 1$ case can be seen as a special form of degenerate equation: we can equivalently rewrite (1.1) as

$$
dY_t^1 = dB_t^{H-1} H, \\
dY_t^2 = Y_t^1 \ dt, \\
\vdots \\
dX_t = (b(X_t) + \sigma(X_t)Y_t^1) \ dt. \tag{1.14}
$$

The reader familiar with the regularisation by noise literature and in particular with [CG16] notices that in the regime $H \in (1/3, 1/2)$ we do not quite recover the condition $\alpha > 1 - 1/(2H)$ that is known to be sufficient for strong well-posedness in the additive noise case. The naive guess for this obstacle would be that for $\alpha < 0$ the drift coefficient $b$ is in general a distribution and the meaning of $b(X_t)$ is unclear. However, this is not the our main obstacle and in a weaker sense we are able to handle distributional drift in the rough case. This is the content of Theorem 1.8, which is proved in Section 5.5. The more concrete reason for the threshold $\alpha > 0$ arising in the rough case of Theorem 1.3 is discussed in Remark 5.6.

**Theorem 1.8.** Assume $H \in (1/3, 1/2], \alpha > 1/2 - 1/(2H), b \in C^\alpha, \sigma \in C^2, s_0 \in (0, 1)$, and $x_0 \in \mathbb{R}^d$. Then there exists a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ with a complete filtration $\mathcal{F} = (\mathcal{F}_t)_{t \in \mathbb{R}}$ carrying a two-sided $d_0$-dimensional $\mathbb{F}$-Wiener process $\bar{W}$, such that $\bar{B}^H$ defined by the Mandelbrot – van Ness representation based on $\bar{W}$ has a rough path lift $(\bar{B}^H, \bar{B})$ satisfying $A_{\text{rough}}$ (ii), and such that there exists an $\mathbb{F}$-adapted stochastic processes $(\bar{X}_t)_{t \in [s_0, 1]}$ and $(\bar{D}_t)_{t \in [s_0, 1]}$ such that

- $\mathbb{P}$-almost surely $(\bar{X}, \sigma(\bar{X})) \in D_{\bar{B}^H}^{\gamma}$ for some $\gamma > 1 - H$;
- $\bar{\mathbb{P}}$-almost surely for all $t \in [s_0, 1]$ it holds that

$$
\bar{X}_t = x_0 + \bar{D}_t + \int_{s_0}^t \sigma(\bar{X}_s) \ d\bar{B}_s^H,
$$

with the integral understood in a rough sense;

- For any sequence $(b^n)_{n \in \mathbb{N}}$ of smooth functions converging to $b$ in $C^\alpha$, one has $\bar{\mathbb{P}}$-almost surely for all $t \in [s_0, 1]$

$$
\bar{D}_t = \lim_{n \to \infty} \int_{s_0}^t b^n(\bar{X}_s) \ ds.
$$

2 The Young case

Throughout the section we fix $H \in (1/2, 1)$ and $\alpha \in (1 - 1/(2H), 1)$. Since lowering $\alpha$ is never a loss of generality, we will also assume $\alpha < 2 - 1/H$. Furthermore, we fix exponents

$$
1/2 < H_- < H^- < H,
$$

such that $H_+ + H^- > 1 + \alpha H, 1 + \alpha H_+ + (\alpha - 2)H > 0$, and $H_- - H + \alpha H > 0$, all of which are clearly possible under the above conditions on $\alpha$ and $H$.

---

3One could of course give explicit expressions to write $H_-$ and $H^-$ as functions of $\alpha$ and $H$, so in the sequel we do not consider them as additional parameters.
2.1 A priori bound

First we observe that appropriate stopping times based on the driving process control the seminorm of all solutions simultaneously. For all $K \in \mathbb{N}$, define the stopping time

$$\tau_K = \inf \{ t > 0 : |B^H_t|_{C^{H^-}}(0, t] \geq K^{H^-}_H \}.$$ 

Note that $t \mapsto |B^H_t|_{C^{H^-}}(0, t]$ is adapted and almost surely continuous, so $\tau_K$ is indeed a stopping time. Moreover, for all $\omega \in \Omega_H$ there is a $K_0(\omega)$ such that $\tau_K = 1$ for all $K \geq K_0$.

Lemma 2.1. Let $s_0 \in [0, 1)$, $x_0 \in \mathbb{R}^d$, $b \in C^0$, and $\sigma \in C^1$. Then there exists a constant $N = N(\|b\|_{C^0}, \|\sigma\|_{C^1}, \alpha, H, d, d_0)$ such that if $X$ is a solution of (1.1), then almost surely

$$[X_{\wedge \tau_K}]_{C^{H^-}(s_0, 1]} \leq (2\|b\|_{C^0} + 1)K.$$

Proof. Let $s_0 \leq U < T \leq 1$. For $(s, t) \in [U, T]^2$, we have

$$|X_{t \wedge \tau_K} - X_{s \wedge \tau_K}| \leq |D_{t \wedge \tau_K} - D_{s \wedge \tau_K}| + |S_{t \wedge \tau_K} - S_{s \wedge \tau_K}|,$$

where $D$ and $S$ are the deterministic and stochastic (or rather, Young) integrals in (1.1), respectively. Obviously the first term on the right-hand side can be estimated by $\|b\|_{C^0}|t - s|$, while for the second one we have from (1.1)

$$|S_{t \wedge \tau_K} - S_{s \wedge \tau_K}| \leq N_0(\|\sigma(X_{\wedge \tau_K})\|_{C^{H^-}(U, T]}) |b|_{C^{H^-}(0, 1]} |t - s|^{H^-} \leq (\|\sigma\|_{C^0} + \|\sigma\|_{C^1} |X_{\wedge \tau_K}|_{C^{H^-}(U, T]}) N_0 K^{H^-}_H |t - s|^{H^-},$$

where $N_0 = N_0(\alpha, H, d, d_0)$ is the constant from Young integration. Upon dividing by $|t - s|^{H^-}$ and taking supremum over $s, t$, we get

$$[X_{\wedge \tau_K}]_{C^{H^-}(U, T]} \leq \|b\|_{C^0} + (\|\sigma\|_{C^0} + \|\sigma\|_{C^1} |X_{\wedge \tau_K}|_{C^{H^-}(U, T]}) N_0 K^{H^-}_H |T - U|^{H^-}_H.$$ 

If $|T - U| \leq K^{-1}(2\|\sigma\|_{C^1} N_0)^{-1/(H^-)}$, then the inequality buckles and we get

$$[X_{\wedge \tau_K}]_{C^{H^-}(U, T]} \leq 2\|b\|_{C^0} + 1.$$

By covering the $[s_0, 1]$ by intervals of size $K^{-1}(2\|\sigma\|_{C^1} N_0)^{-1/(H^-)}$ and using the subadditivity of Hölder norm along union of intervals we get the claim. \hfill $\Box$

2.2 Strong uniqueness and stability

Throughout Section 2.2 we fix $K \in \mathbb{N}$ and use the shorthand $\tau = \tau_K$. Moreover, if $X$ is a solution of (1.1) we define the process $\tilde{X}$ for $t \in [s_0, 1]$ as

$$\tilde{X}_t = x_0 + \int_{s_0}^t b(X_{s \wedge \tau}) \, ds + \int_{s_0}^t \sigma(X_{s \wedge \tau}) \, dB^H_s.$$  \hfill (2.1)

Remark 2.2. Let us point out that although the stopping time is based on the driving noise, we will only stop the solutions and not the noise itself, in order to maintain the regularising effects.

Recall that by convention we extend processes before their initial times as constants, i.e. $X_r = x_0$ for $r \in [0, s_0]$, and the same for $\tilde{X}$. Finally, set the shorthand

$$[B^H]_{C^{H^-}} = \{(s, t) \mapsto \mathbb{E}^s B^H_t \}_{C^{H^-}(0, 1]}.$$ 

For the above, notice that $\mathbb{E}^s B^H_t$ has a version which is continuous in $(s, t)$. Indeed, by (1.2) it follows that for all $s, t$, we have with probability one

$$\mathbb{E}^s B^H_t = B^H_t - \int_{s \wedge t}^t (t - u)^{H^- - 1/2} \, dW_u.$$
Lemma 2.3. Let $p \geq 2$, $s_0 \in [0,1)$, $x_0 \in \mathbb{R}^d$, $(S,T) \in [s_0,1]^2$, and let $b$ and $\sigma$ satisfy $A_{\text{Young}}$. Let $X$ be a strong solution of (1.1). Then there exists constants $N = N(\alpha,H,d,d_0,M,\lambda,p,K)$ and $\varepsilon = \varepsilon(\alpha,H) > 0$ such that for all $f \in C^\alpha$, all adapted stochastic processes $Z$, and all $(s,t) \in [S,T]^2$, the following bound holds

$$
\| \int_s^t (f(\tilde{X}_r + Z_r) - f(\tilde{X}_r)) \, dr \|_{L_p(\Omega)} \leq N\|f\|_{C^\alpha} |Z|_{\mathcal{F}_p^\alpha([S,T])} |t-s|^{1/2 + \varepsilon} + N\|f\|_{C^\alpha} \left( \left( 1 + |B^H|_{C^\alpha([S,T])} \right) |Z|_{\mathcal{F}_p^\alpha([S,T])} + |Z|_{\mathcal{F}_p^{\alpha/2}([S,T])} \right) |t-s|^{1+\varepsilon}. \tag{2.2}
$$

Proof. We may and will assume $\|f\|_{C^\alpha} = 1$. For $S \leq s \leq u \leq r \leq t \leq T$, set

$$
\begin{align*}
\Theta_{s,r} &= \int_{s_0}^s b(X_{v\land T}) \, dv + b(X_{s\land T}) (r-s), \\
\Sigma_s &= \int_{s_0}^s \sigma(X_{v\land T}) \, dB_v^H, \\
\Xi_{s,r} &= \Theta_{s,r} + \Sigma_s + \sigma(X_{s\land T})(B^H_s - B^H_t), \\
\hat{\Xi}_{s,u,r} &= \Theta_{s,r} + \Sigma_s + \sigma(X_{s\land T})(\hat{\Xi}^u_s - B^H_s).
\end{align*}
$$

We wish to apply stochastic sewing in the form of Lemma $A_{\lambda}$ Introducing the shorthand $s_- = s - (t-s)$, recall from Lemma $A_{\lambda}$ the notation $[S,T]_{s_-} = \{(s,t) \in [S,T]^2 : s_- \geq S\}$. We wish to verify the conditions of the lemma with the processes

$$
\begin{align*}
A_{s,t} &= \mathbb{E}^{-} \int_s^t f(\Xi_{s,r} + Z_{s_-}) - f(\Xi_{s,r}) \, dr, \\
\mathcal{A}_t &= \int_s^t \left( f(\tilde{X}_r + Z_r) - f(\tilde{X}_r) \right) \, dr.
\end{align*}
$$

Note that with the notation

$$
\Gamma(s,u,r) = c(H)(r-u)^2 \sigma \sigma^T(X_{s\land T}),
$$

we have by $A_{\lambda}$ the identity $\mathbb{E}^{-} f(\Xi_{s,r}) = \mathcal{P}_{[s,u,r]} f(\hat{\Xi}_{s,u,r})$. Therefore by $A_{\lambda}$, $A_{\lambda}$, and the lower bound assumed on $\sigma \sigma^T$, we have almost surely

$$
|A_{s,t}| = \left| \int_s^t \mathcal{P}_{[s,s_-]} f(\hat{\Xi}_{s,s_-} + Z_{s_-}) - \mathcal{P}_{[s,s_-]} f(\hat{\Xi}_{s,s_-}) \, dr \right|
\leq |Z_{s_-}| \int_s^t |\mathcal{P}_{[s,s_-]} f|_{C^1} \, dr
\leq |Z_{s_-}| \int_s^t (r-s)^{(\alpha-1)H} \, dr.
$$

After taking $L_p(\Omega)$ norms, we get

$$
\|A_{s,t}\|_{L_p(\Omega)} \leq \|Z\|_{\mathcal{F}_p^{\alpha}([S,T])} (t-s)^{1+(\alpha-1)H}.
$$

Since $1 + (\alpha-1)H > 1/2$, condition $A_{\lambda}$ is satisfied with $N_1 = N\|Z\|_{\mathcal{F}_p^{\alpha}([S,T])}$. 

Moving on to (A.2), recall that therein we use the notation \( u = (s + t)/2 \). We can therefore write
\[
\mathbb{E}^x \delta A_{s,u,t} = \mathbb{E}^u \int_0^u f(\mathbb{E}_{s,r} + Z_{s,r}) - f(\mathbb{E}_{s,r}) - f(\mathbb{E}_{(u-s),r} + Z_{(u-s),r}) + f(\mathbb{E}_{(u-s),r}) \, dr \\
+ \mathbb{E}^u \int_u^t f(\mathbb{E}_{s,r} + Z_{s,r}) - f(\mathbb{E}_{s,r}) - f(\mathbb{E}_{s,r} + Z_s) + f(\mathbb{E}_{s,r}) \, dr =: I^1 + I^2.
\]

The two terms \( I^1 \) and \( I^2 \) are treated in a virtually identical way, so we only detail the latter. By the tower property of conditional expectations and conditional Jensen’s inequality we can write
\[
\|I^2\|_{L_p(\Omega)} \leq \int_0^t \|J_r\|_{L_p(\Omega)} \, dr,
\]
where
\[
J_r = \mathbb{E}^x f(\mathbb{E}_{s,r} + Z_{s,r}) - \mathbb{E}^x f(\mathbb{E}_{s,r}) \, dr - \mathbb{E}^x f(\mathbb{E}_{s,r} + Z_s) + \mathbb{E}^x f(\mathbb{E}_{s,r})
\]
\[
= \mathcal{P}_\Gamma(s,s,r) f(\hat{\Theta}_{s,s,r} + Z_s) - \mathcal{P}_\Gamma(s,s,r) f(\hat{\Theta}_{s,s,r}) - \mathcal{P}_\Gamma(s,s,r) f(\hat{\Theta}_{s,s,r} + Z_s) + \mathcal{P}_\Gamma(s,s,r) f(\hat{\Theta}_{s,s,r}).
\]

Therefore we can further decompose as \( J_r = J_r^1 + J_r^2 \), with
\[
J_r^1 = \mathcal{P}_\Gamma(s,s,r) f(\hat{\Theta}_{s,s,r} + Z_s) - \mathcal{P}_\Gamma(s,s,r) f(\hat{\Theta}_{s,s,r}) - \mathcal{P}_\Gamma(s,s,r) f(\hat{\Theta}_{s,s,r} + Z_s) + \mathcal{P}_\Gamma(s,s,r) f(\hat{\Theta}_{s,s,r}),
\]
(2.3)
and
\[
J_r^2 = \mathcal{P}_\Gamma(s,s,r) f(\hat{\Theta}_{s,s,r} + Z_s) - \mathcal{P}_\Gamma(s,s,r) f(\hat{\Theta}_{s,s,r}) + \mathcal{P}_\Gamma(s,s,r) f(\hat{\Theta}_{s,s,r}).
\]
(2.4)

Concerning \( J^1 \), by (A.6) and (A.7) we have
\[
|J_r^1| \leq |Z_s - Z_0| |\mathcal{P}_\Gamma(s,s,r) f|_{C^1} + |Z_s| |\hat{\Theta}_{s,s,r} - \hat{\Theta}_{s,s,r} - \mathcal{P}_\Gamma(s,s,r) f|_{C^2}
\]
\[
\leq |Z_s - Z_0|(t - s)^{(\alpha - 1)H} + |Z_s| |\hat{\Theta}_{s,s,r} - \hat{\Theta}_{s,s,r} - (t - s)^{(\alpha - 2)H}.
\]
(2.5)
where\(^{4}\) we used that \( r - s \geq (t - s)/2 \) for \( r \geq u \). Next, notice that
\[
|\hat{\Theta}_{s,s,r} - \hat{\Theta}_{s,s,r}| \leq |\Theta_{s,s} - \Theta_{s,s}|
\]
\[
+ |\mathbb{E}^x (X_{s,s})(\mathbb{E}^x B_s^H - B_s^H) - \mathbb{E}^x (X_{s,s})(\mathbb{E}^x B_s^H - B_s^H)|
\]
\[
\leq |\Theta_{s,s} - \Theta_{s,s}| + |\mathbb{E}^x (X_{s,s})(\mathbb{E}^x B_s^H - B_s^H)|
\]
\[
+ |\mathbb{E}^x (\mathbb{E}^x B_s^H - B_s^H)|.
\]
For the first term recall that by Lemma 2.1 we have \( |X_{s,s}|_{C^H([0,1])} \leq 1 \) and therefore
\[
|\Theta_{s,s} - \Theta_{s,s}| = \left| \int_s^x (b(X_{v,s}) - b(X_{s,s})) \, dv + (b(X_{s,s}) - b(X_{s,s}))(r - s) \right|
\]
\(^{4}\)This is the point where the shifted variant of the stochastic sewing lemma is used, otherwise the power \((\alpha - 2)H\) would need to be integrated, which would result in the “wrong” condition \( \alpha > 2 - 1/H \).
We then trivially have
\[
(t - s)^{1 + \alpha H -}.
\]
For the second term, by Young integration we have
\[
|\Sigma_\pm - \Sigma_\pm + \sigma(X_{\pm, t}) (B_s^H - B_s^H)| \leq |\sigma(X_{\pm, t})|_{C_{H^-}} [B_s^H]_{C_{H^-}} |(s - s)|^{H + H^-} \\
\leq [B_s^H]_{C_{H^-}} |(t - s)|^{H + H^-}.
\]
Finally, for the third term we have
\[
|E^\delta((\sigma(X_{\pm, t}) - \sigma(X_{\pm, t})) (B_s^H - B_s^H))| \leq [B_s^H]_{C_{H^-}} |(t - s)|^{H + H^-}.
\]
Recalling that $H_+ + H^- \geq 1 + \alpha H_+$, we can conclude
\[
\|J_2^2\|_{L_p(\Omega)} \leq \left\| (1 + [B_s^H]_{C_{H^-}} |E| Z) \|_{\phi_p^0([S, T])} (t - s)^{1 + \alpha H_+ (\alpha - 2) H} \\
+ |Z| \|_{\phi_p^{1/2}([S, T])} (t - s)^{1/2 + (\alpha - 1) H}. \right. \]
For $J_2^2$, by (A.5) and Propositions (A.4) and (A.5) we have
\[
|J_2^2| \leq \left| Z_s \right| \left\| \nabla_T (s, r, s) f - \nabla_T (s, r, s) f \right\|_{C^1} \\
\leq \left| Z_s \right| \left[ \Gamma(s, s, r) - \Gamma(s, s, r)^{-1} \left( \left[ \Gamma(s, s, r)^{-1} \right] \right)^{3/2 - \alpha/2} \right] \\
\leq \left| Z_s \right| \left( |X_{\pm, t} - X_{\pm, t}| (r - s)^{-1} |(r - s)|^{3H + \alpha H} \right) \\
\leq \left| Z_s \right| (t - s)^{H_+ + H^- + \alpha H}, \tag{2.6}
\]
and therefore
\[
\|J_2^2\|_{L_p(\Omega)} \leq \left| Z \right| \|_{\phi_p^{1/2}([S, T])} (t - s)^{H_+ + H^- + \alpha H}. \right. \]
By assumption, all of $1 + \alpha H_+ + (\alpha - 2) H, 1/2 + (\alpha - 1) H,$ and $H_+ - H + \alpha H$ are positive, so after integration we get the bound
\[
\|E^\delta A_s \|_{L_p(\Omega)} \leq \left\| (1 + [B_s^H]_{C_{H^-}} |E| Z) \|_{\phi_p^0([S, T])} + |Z| \|_{\phi_p^{1/2}([S, T])} \right\} (t - s)^{1 + \epsilon_2} \]
for some $\epsilon_2 > 0$. Therefore condition (A.3) is satisfied with $N_2 = N \left( \left\| (1 + [B_s^H]_{C_{H^-}} |E| Z) \|_{\phi_p^0([S, T])} + |Z| \|_{\phi_p^{1/2}([S, T])} \right\} \right)$.

It remains to verify (A.3). Introduce the auxiliary quantity
\[
\hat{A}_s (t) = (t - s) \left( f (\hat{X}_s + Z_s) - f (\hat{X}_s) \right).
\]
We then trivially have
\[
\|A_t - A_s \|_{L_p(\Omega)} \leq \int_s^t \| f (\hat{X}_r + Z_r) - f (\hat{X}_r) - f (\hat{X}_s + Z_s) + f (\hat{X}_s) \|_{L_p(\Omega)} dr.
\]
Since $[\hat{X}] \|_{L_p(\Omega, C_{H^-})} \leq 1$ and $|Z| \|_{\phi_p^{1/2}} < \infty$ (otherwise the right-hand-side of (2.7) is infinite and the claim is trivial), by the Hölder continuity of $f$ we get
\[
\|A_t - A_s \|_{L_p(\Omega)} \leq N_3 (t - s)^{1 + \alpha/2} \tag{2.7}
\]
with some constant \( N_3 \geq 0 \). Second, since \( \hat{A}_{s,t} \) is \( \mathcal{F}_s \)-measurable, by conditional Jensen’s inequality we can write
\[
\| \hat{A}_{s,t} - A_{s,t} \|_{L^p(\Omega)} \leq \int_s^t \| f(\Xi_{s,r} + Z_{s,r}) - f(\hat{\Xi}_{s,r} + Z_{s,r}) + f(\hat{\Xi}_{s,r}) \|_{L^p(\Omega)} dr.
\]
From the trivial bound \( \| \Xi_{s,r} - \hat{\Xi}_{s,r} \|_{L^p(\Omega)} \leq |r - s|^H \) we get
\[
\| \hat{A}_{s,t} - A_{s,t} \|_{L^p(\Omega)} \leq (t - s)^{1+\alpha H}.
\]
By (2.7) (2.8) we get (A.3). Therefore all conditions of Lemma (A.1) are satisfied and (2.2) follows from (A.4).

As is often the case with uniqueness statements, it is useful to prove a stronger statement including some form of stability of the solutions with respect to changing certain data. Therefore we consider the auxiliary equation
\[
Y_t = y_0 + \int_{s_0}^t \hat{b}(Y_s) ds + \int_{s_0}^t \sigma(Y_s) dB_s^H.
\]

**Lemma 2.4.** Let \( p \geq 1, s_0 \in (0,1), x_0, y_0 \in \mathbb{R}^d \). Let \( b, \tilde{b}, \sigma \) satisfy A\(_{\text{Young}}\). Then there exists a constant \( N_4 \), depending only on \( \alpha, H, d, d_0, M, \lambda, p, \) and \( K \), as well as a constant \( \gamma = \gamma(\alpha, H) \in (0,2) \), with the following property: for any \( X \) and \( Y \) strong solutions of (1.1) and (2.9), respectively, and for all \( C \geq 1 \), the following estimate holds
\[
\| X_{\cdot \wedge T} - Y_{\cdot \wedge T} \|_{\mathcal{Q}_p^{1/2}([s_0,1]^2)} \leq N_4^{1-\gamma} \| x_0 - y_0 \| + \| Y \|_{\mathcal{S}_p^{1/2}([0,T])} + \| b - \tilde{b} \|_{C^0(\mathbb{R}^d)}.
\]

**Proof.** Note that one may (and we will) assume \( p \) to be sufficiently large. Take \((U,T) \in [s_0,1]^2 \). Denoting \( Z = X - Y \), one has
\[
\| Z_{\cdot \wedge T} \|_{\mathcal{Q}_p^{1/2}([U,T])} \leq \| Z_{\cdot \wedge T} \|_{L^p(\Omega)} + 2 \| Z_{\cdot \wedge T} \|_{\mathcal{Q}_p^{1/2}([U,T])} + 2 \| D_{\cdot \wedge T} \|_{\mathcal{Q}_p^{1/2}([U,T])} + 2 \| E_{\cdot \wedge T} \|_{\mathcal{Q}_p^{1/2}([U,T])}
\]
where
\[
D_t = \int_{s_0}^t (b(X_r) - b(Y_r)) dr, \quad S_t = \int_{s_0}^t (\sigma(X_r) - \sigma(Y_r)) dB_s^H, \quad E_t = \int_{s_0}^t (b(Y_r) - \tilde{b}(Y_r)) dr.
\]
We have the trivial estimate
\[
\| E_{\cdot \wedge T} \|_{\mathcal{Q}_p^{1/2}([U,T])} \leq \| b - \tilde{b} \|_{C^0(\mathbb{R}^d)}.
\]
Further, since
\[
\| D_{\cdot \wedge T} \|_{\mathcal{Q}_p^{1/2}([U,T])} \leq \left[ \int_{s_0}^T (b(X_r) - b(X_r + Z_{r \wedge T})) dr \right]_{\mathcal{Q}_p^{1/2}([U,T])} \leq \left[ \int_{s_0}^T (b(X_r) - b(X_r + Z_{r \wedge T})) dr \right]_{\mathcal{Q}_p^{1/2}([U,T])}.
\]
we may apply Lemma 2.3 with \( f = b \) to get

\[
[D_{\lambda \tau}] \| e^{\varphi / 2}_p ([U, T]) \leq \| Z_{\lambda \tau} \| \| e^0_p ([U, T]) \| |T - U|^{\varepsilon} \\
+ \left( (1 + [B^H]_{C^{H^-}} |F| Z_{\lambda \tau} \| \| e^0_p ([U, T]) + [Z_{\lambda \tau}] \| \| e^{\varphi / 2}_p ([U, T]) \right) |T - U|^{1 / 2 + \varepsilon}.
\]

This in turn implies that, for any \( C \geq 1 \)

\[
[D_{\lambda \tau}] \| e^{\varphi / 2}_p ([U, T]) \leq C \| Z_{U \lambda \tau} \| \| L_p (\Omega) \| + C \| Z_{\lambda \tau} \| \| e^{\varphi / 2}_p ([U, T]) \| |T - U|^{1 / 2 + \varepsilon} \\
+ \left( 1 + [B^H]_{C^{H^-}} |F| Z_{\lambda \tau} \| \| e^0_p ([U, T]) \right) |T - U|^{1 / 2 + \varepsilon}.
\]

Then, notice that

\[
\left\| 1 + [B^H]_{C^{H^-}} |F| Z_{\lambda \tau} \| \| e^0_p ([U, T]) \| \right\| \leq (P([B^H]_{C^{H^-}} |F| \geq C))^{1 / 2} \| [B^H]_{C^{H^-}} |F| Z_{\lambda \tau} \| \| e^0_p ([U, T]) \| \\
\leq (P([B^H]_{C^{H^-}} |F| \geq C))^{1 / 2} \| [B^H]_{C^{H^-}} |F| Z_{\lambda \tau} \| \| e^0_p ([U, T]) \|
\]

where for the last inequality we have used the fact that \( \| [B^H]_{C^{H^-}} |F| \| \| L_p (\Omega) \| \leq 1 \), while for \( \sup \tau \in [0, 1] \| Z_{\lambda \tau} \| \), we have by Lemma 2.1, the almost sure bound

\[
\sup \tau \in [0, 1] \| Z_{\lambda \tau} \| \leq \| Z_0 \| + \| Z_{\lambda \tau} \| \leq |x_0 - y_0| + \| X_{\lambda \tau} \| + \| Y_{\lambda \tau} \| \leq 1.
\]

Consequently, from (2.12) we arrive at

\[
[D_{\lambda \tau}] \| e^{\varphi / 2}_p ([U, T]) \| \leq C \| Z_{U \lambda \tau} \| \| L_p (\Omega) \| + C \| Z_{\lambda \tau} \| \| e^{\varphi / 2}_p ([U, T]) \| |T - U|^{1 / 2 + \varepsilon} \\
+ \left( 1 + [B^H]_{C^{H^-}} |F| Z_{\lambda \tau} \| \| e^0_p ([U, T]) \right) |T - U|^{1 / 2 + \varepsilon}.
\]

Next, consider the third term on the right hand side of (2.10). By (1.10), upon choosing \( \varepsilon_0 > 0 \) small so that \( 1 / 2 - \varepsilon_0 + H^- > 1 + \varepsilon_0 \), it follows that

\[
\left| \int_s^t \sigma (X_{\lambda \tau}) - \sigma (Y_{\lambda \tau}) \right| dB^H_r \leq \left( \sigma (X_{\lambda \tau}) - \sigma (Y_{\lambda \tau}) \right) \| [B^H]_{C^{H^-}} |t - s|^{H^-} \\
+ \left( \sigma (X_{\lambda \tau}) - \sigma (Y_{\lambda \tau}) \right) \left( \| [B^H]_{C^{H^-}} |t - s|^{1 + \varepsilon_0} \right)
\]

where for the last inequality we have used the fact that \( \| [B^H]_{C^{H^-}} |F| \| \| L_p (\Omega) \| \leq 1 \), while for \( \sup \tau \in [0, 1] \| Z_{\lambda \tau} \| \), we have by Lemma 2.1, the almost sure bound

\[
\sup \tau \in [0, 1] \| Z_{\lambda \tau} \| \leq \| Z_0 \| + \| Z_{\lambda \tau} \| \leq |x_0 - y_0| + \| X_{\lambda \tau} \| + \| Y_{\lambda \tau} \| \leq 1.
\]

Consequently, from (2.12) we arrive at

\[
[D_{\lambda \tau}] \| e^{\varphi / 2}_p ([U, T]) \| \leq C \| Z_{U \lambda \tau} \| \| L_p (\Omega) \| + C \| Z_{\lambda \tau} \| \| e^{\varphi / 2}_p ([U, T]) \| |T - U|^{1 / 2 + \varepsilon} \\
+ \left( 1 + [B^H]_{C^{H^-}} |F| Z_{\lambda \tau} \| \| e^0_p ([U, T]) \right) |T - U|^{1 / 2 + \varepsilon}.
\]

Next, consider the third term on the right hand side of (2.10). By (1.10), upon choosing \( \varepsilon_0 > 0 \) small so that \( 1 / 2 - \varepsilon_0 + H^- > 1 + \varepsilon_0 \), it follows that

\[
\left| \int_s^t \sigma (X_{\lambda \tau}) - \sigma (Y_{\lambda \tau}) \right| dB^H_r \leq \left( \sigma (X_{\lambda \tau}) - \sigma (Y_{\lambda \tau}) \right) \| [B^H]_{C^{H^-}} |t - s|^{H^-} \\
+ \left( \sigma (X_{\lambda \tau}) - \sigma (Y_{\lambda \tau}) \right) \left( \| [B^H]_{C^{H^-}} |t - s|^{1 + \varepsilon_0} \right)
\]

Upon taking \( L_p (\Omega) \) norms and using Kolmogorov’s continuity theorem in the form of the inequality

\[
\| \cdot \| _L_p (\Omega, \| \cdot \| _p ([U, T])) \leq \| \cdot \| _{\| \cdot \| _p ([U, T])}
\]

for continuous processes provided \( p \) is sufficiently large, we get

\[
\left| \int_s^t \sigma (X_{\lambda \tau}) - \sigma (Y_{\lambda \tau}) \right| dB^H_r \| _L_p (\Omega) \| \leq \| Z_{U \lambda \tau} [B^H]_{C^{H^-}} |F| L_p (\Omega) \| |t - s|^{1 / 2} \\
+ \left( Z_{\lambda \tau} [B^H]_{C^{H^-}} |F| \right) \| e^{\varphi / 2}_p ([U, T]) \| |t - s|^{1 + \varepsilon_0}.
\]

The latter, upon dividing by \( |t - s|^{1 / 2} \) and taking suprema over \( (s, t) \) gives

\[
[S_{\lambda \tau}] \| e^{\varphi / 2}_p ([U, T]) \| \leq \left( \int_0^1 \sigma (X_{\lambda \tau}) - \sigma (Y_{\lambda \tau}) \right) dB^H_r \| e^{\varphi / 2}_p ([U, T]) \|
\]
\[ \begin{aligned}
&\leq \left\| Z_{U \wedge t} [B^H]_{C^{H^{-1}}} \right\|_{\mathbb{L}_p(\Omega)} + \left[ Z_{U \wedge t} [B^H]_{C^{H^{-1}}} \right]_{\mathbb{L}_p^1(U,T)} |T - U|^{1/2 + \varepsilon_1} \\
&\leq C \left\| Z_{U \wedge t} L_p(\Omega) + C \left[ Z_{U \wedge t} \right]_{\mathbb{L}_p^1(U,T)} |T - U|^{1/2 + \varepsilon_1} \\
&\quad + (\mathbb{P}(\left\| B^H \right\|_{C^{H^{-1}}} \geq C))^{1/2p},
\end{aligned} \]

where we used the argument from (2.12)–(2.15) in the last inequality.

Consequently, by (2.10), (2.11), (2.14), and (2.15), we get

\[ [Z_{U \wedge t}]_{\mathbb{L}_p^1(U,T)} \leq C [Z_{U \wedge t}]_{L_p(\Omega)} + C [Z_{U \wedge t}]_{\mathbb{L}_p^1(U,T)} |T - U|^{1/2 + \varepsilon_1} \\
+ (\mathbb{P}(\left\| B^H \right\|_{C^{H^{-1}}} \geq C))^{1/2p} + \| b - \tilde{b} \|_{C^0(\mathbb{R}^d)}, \]

with \( \varepsilon_1 = \varepsilon_0 \wedge \varepsilon \). In other words (after using the trivial inequality \( \| \cdot \|_{\mathbb{L}_p^1(U,T)} \leq \| \cdot \|_{L_p(\Omega)} + 2[\cdot]_{\mathbb{L}_p^1(U,T)} \)), with a constant \( N_0 \leq 1 \) we have

\[ [Z_{U \wedge t}]_{\mathbb{L}_p^1(U,T)} \leq N_0 C [Z_{U \wedge t}]_{L_p(\Omega)} + N_0 C [Z_{U \wedge t}]_{\mathbb{L}_p^1(U,T)} |T - U|^{1/2 + \varepsilon_1} \\
+ N_0 (\mathbb{P}(\left\| B^H \right\|_{C^{H^{-1}}} \geq C))^{1/2p} + N_0 \| b - \tilde{b} \|_{C^0(\mathbb{R}^d)}, \]

If \( |T - U|^{1/2 + \varepsilon_1} \leq (2N_0 C)^{-1} \), then the inequality buckles and we get

\[ [Z_{U \wedge t}]_{\mathbb{L}_p^1(U,T)} \leq NC [Z_{U \wedge t}]_{L_p(\Omega)} + N (\mathbb{P}(\left\| B^H \right\|_{C^{H^{-1}}} \geq C))^{1/2p} + N \| b - \tilde{b} \|_{C^0(\mathbb{R}^d)}, \]

for some \( N \). Let us now set \( S_n = 0 \) and \( S_{n+1} = S_n + 1/m_1 \), where \( m_1 = (2N_0 C)^{2 - \gamma_1} \), and \( \gamma_1 \) is defined by \( 1/(2 + \varepsilon_1) = 2 - \gamma_1 \). In particular, \( |S_{n+1} - S_n|^{1/2 + \varepsilon_1} = (2N_0 C)^{-1} \). We apply (2.17) with \( U = S_n \) and \( T = S_{n+1} \) and iterate, to get

\[ [Z_{U \wedge t}]_{\mathbb{L}_p^1(S_n,S_{n+1})} \leq (NC)^{n+1} |x_n - y_0| + \sum_{j=0}^{n} (NC)^j (\mathbb{P}(\left\| B^H \right\|_{C^{H^{-1}}} \geq C))^{1/2p} + \| b - \tilde{b} \|_{C^0(\mathbb{R}^d)} \]

\[ \leq (NC)^{n+1} \left( |x_n - y_0| + (\mathbb{P}(\left\| B^H \right\|_{C^{H^{-1}}} \geq C))^{1/2p} + \| b - \tilde{b} \|_{C^0(\mathbb{R}^d)} \right), \]

for some \( N \) (which may change from line to line) Since \( S_k \geq 1 \) as soon as \( k \geq m_1 \), we get

\[ [Z_{U \wedge t}]_{\mathbb{L}_p^1(S_n,S_{n+1})} \leq (NC)^{m_1+n} \left( |x_n - y_0| + (\mathbb{P}(\left\| B^H \right\|_{C^{H^{-1}}} \geq C))^{1/2p} + \| b - \tilde{b} \|_{C^0(\mathbb{R}^d)} \right). \]

From this the claim follows for any \( \gamma < \gamma_1 \), with \( N_1 \) chosen sufficiently large. \( \square \)

**Corollary 2.5.** Let \( p \geq 1 \), \( s_0 \in [0,1) \), \( x_0, y_0 \in \mathbb{R}^d \), and let \( b \) and \( \sigma \) satisfy \( A_{\text{Young}} \). For any \( \theta \in (0,1) \), there exists a constant \( N = N(\theta, \alpha, H, d, d_0, M, \lambda, p, K) \) with the following property: if \( X \) and \( Y \) are strong solutions of \( (1.1) \) with initial conditions \( x_0 \) and \( y_0 \), respectively, then

\[ \| X_{U \wedge t} - Y_{U \wedge t} \|_{\mathbb{L}_p^1(S_n,s_1)} \leq N |x_0 - y_0|^{\theta}. \]

**Proof.** Note that due to the a priori bounds on \( X \) and \( Y \) by Lemma 2.4, it suffices to prove (2.18) when \( |x_0 - y_0| \) is sufficiently small. Recall that by Fernique’s theorem there exists \( \beta = \beta(\alpha, H, p) > 0 \) such that

\[ (\mathbb{P}(\left\| B^H \right\|_{C^{H^{-1}}} \geq C))^{1/2p} \leq e^{-\beta C^2}. \]
If $x_0 = y_0$, the above exponential bound together with Lemma 2.4 imply that
\[ \left\| X_{\lambda T} - Y_{\lambda T} \right\|_{\mathcal{E}^{1/2}([s_0,1])} \leq N_1^{C^{2\gamma}} e^{-\beta C^2}, \]
with the constants $N_1$ and $\gamma$ as in Lemma 2.4, in particular, independent of $C$. We can let now $C \to \infty$, and since $\gamma > 0$, we see that the right-hand side above converges to 0.

If $x_0 \neq y_0$, then Lemma 2.4 yields
\[ \left\| X_{\lambda T} - Y_{\lambda T} \right\|_{\mathcal{E}^{1/2}([s_0,1])} \leq N_1^{C^{2\gamma}} \left( |x_0 - y_0| + \mathbb{P}(|B^H| C^{n/2} \geq C) \right)^{1/2}. \]
Consequently, by choosing $C = \beta^{-1/2} \sqrt{\log(1/|x_0 - y_0|)}$ (which is larger than 1 if $|x_0 - y_0|$ is sufficiently small) we get
\[ \left\| X_{\lambda T} - Y_{\lambda T} \right\|_{\mathcal{E}^{1/2}([s_0,1])} \leq \exp \left( N_3 \log(1/|x_0 - y_0|)^{(2-\gamma)/2} \right) |x_0 - y_0| \]
with some new constant $N_3$. The bound (2.18) now follows: since $(2-\gamma)/2 < 1$, for any $\theta \in (0, 1)$ we can choose $N$ large enough, depending only on $N_3, \theta,$ and $\gamma$, such that
\[ \exp \left( N_3 \log(1/|x_0 - y_0|)^{(2-\gamma)/2} \right) \leq N|x_0 - y_0|^{\theta - 1}. \]

\[ \square \]

2.3 Strong existence and the semiflow

The advantage of the generality allowing the stability bounds in Lemma 2.4 is that one can easily deduce strong existence of solutions as well as the existence of a certain notion of solution semiflow.

**Theorem 2.6.** Let $s_0 \in [0, 1), x_0 \in \mathbb{R}^d$, and let $b$ and $\sigma$ satisfy $A_{\text{Young}}$. Then there exists a strong solution $X^{s_0, x_0}$ of (1.1). Moreover, the random field $X$ given by
\[ (\mathcal{Q} \cap [0, 1)) \times \mathbb{R}^d \times [0, 1) \ni (s_0, x_0, t) \mapsto X^{s_0, x_0}_t \in \mathbb{R}^d \]
has a modification $\hat{X}$ such that with an event $\hat{\Omega} \subset \Omega_H$ of full probability one has for all $\omega \in \hat{\Omega}$:

(i) For all $s_0 \in [0, 1) \cap \mathcal{Q}, x_0 \in \mathbb{R}^d$, the map $[s_0, 1) \ni t \mapsto \hat{X}^{s_0, x_0}_t(\omega)$ is a solution of (1.1);

(ii) For all $s_0, u_0 \in [0, 1) \cap \mathcal{Q}, s_0 \leq u_0, t \in [u_0, 1], x_0 \in \mathbb{R}^d$, one has the identity $\hat{X}^{s_0, x_0}_t(\omega) = \hat{X}^{s_0, x_0}_u(\omega)$;

(iii) For all $\theta \in (0, 1)$ and $R < \infty$ there exists a constant $N(\omega, \theta, R)$ such that for all $s_0 \in [0, 1) \cap \mathcal{Q}$, $t \in [s_0, 1], x_0, y_0 \in \mathbb{R}^d$, $|x_0|, |y_0| \leq R$, one has $|\hat{X}^{s_0, x_0}_t(\omega) - \hat{X}^{s_0, y_0}_t(\omega)| \leq N|x_0 - y_0|^\theta$.

**Proof.** We start with the first statement, so let us fix $s_0 \in [0, 1), x_0 \in \mathbb{R}^d$. Let $\beta \in (1 - H^{-1}/2)$ and let us take $p \geq 1$ large enough so that
\[ \left\| \cdot \right\|_{L_p(\mathcal{Q} \cap [0, 1))} \leq \left\| \cdot \right\|_{\mathcal{E}^{1/2}([0, 1])} \]
holds for continuous processes. Since $b \in C^\alpha$ and $\alpha > 0$, there exists a sequence $(b^n)_{n=1}^\infty \subset C^1$ such that $b^n \to b$ uniformly as $n \to \infty$. Let $X^n$ denote the strong solution of
\[ X^n_t = x_0 + \int_{s_0}^t b^n(X^n_s) \, ds + \int_{s_0}^t \sigma(X^n_s) \, dB^H_s. \]
The existence and uniqueness of \( X^n \) is well-known. By Lemma 2.4, it follows that for each \( K \in \mathbb{N} \), the sequence \( (X^n)^{\tau_K}_{n=1} \) is Cauchy in \( C^1([0, 1]) \), and hence by (2.10), in \( L_p(\Omega; C^\beta([s_0, 1])) \) as well. Consequently, there exists an adapted process \( X \) such that, for each \( K \in \mathbb{N} \), \( X_{\tau_K} \in L_p(\Omega; C^\beta([s_0, 1])) \) and \( \lim_{n \to \infty} \| X^n_{\tau_K} - X^n_{\tau_K} \|_{L_p(\Omega; C^\beta([s_0, 1]))} = 0 \). Notice that this and the fact that almost surely, \( \tau_K = 1 \) for each \( K \) large enough, implies that \( \| X^n - X \|_{C^\beta([s_0, 1])} \to 0 \) in probability, as \( n \to \infty \). By the uniform convergence of \( b^n \) to \( b \) we get immediately

\[
\int b^n(X^n_s) \, ds - \int b(X_s) \, ds \to 0
\]

in probability. By (2.11) and the regularity of \( \sigma \) we see that

\[
\left\| \int_s^\tau \sigma(X^n_s) \, dB^H_s - \int_s^\tau \sigma(X_s) \, dB^H_s \right\|_{C^\beta([s_0, 1])} \leq \left\| \sigma(X^n) - \sigma(X) \right\|_{C^\beta([s_0, 1])} \left\| B^H \right\|_{C^\beta([s_0, 1])}
\]

in probability. Hence we can pass to the limit in (2.20) and get that \( X \) is a strong solution.

Now we vary \( s_0 \) and \( x_0 \) so let us also include them in the notation. Fix \( \theta \in (0, 1) \), and take \( p \) large enough so that \( \theta := \theta + 2/p < 1 \). From Corollary 2.5 and (2.19) we get that for all \( x_0, y_0 \in \mathbb{R}^d \) and \( K \in \mathbb{N} \) one has

\[
\left\| X^n_{\tau_K} - X^n_{\tau_K} \right\|_{C^\beta([s_0, 1])} \leq \left\| x_0 - y_0 \right\|^{\theta}.
\]

Therefore, by (again) applying Kolmogorov’s continuity criterion, we get a modification \( \tilde{X} \) of \( X \): a random field \( (\tilde{X}_{n,x})_{x \in \mathbb{R}^d} \) that takes values in \( C^\beta([s_0, 1]) \) and satisfies for all \( K \) and

\[
\sup_{x_0 \neq y_0} \frac{\left\| X^n_{\tau_K} - X^n_{\tau_K} \right\|_{C^\beta([s_0, 1])}}{\left| x_0 - y_0 \right|^{\theta}} \leq 1.
\]

We claim that this modification satisfies (i)-(iii). By continuity of \( \tilde{X} \) as well as the regularity of the coefficients, to verify (i) it suffices to check that for any \( s_0 \in \mathbb{Q}, x_0 \in \mathbb{Q}^d, t \mapsto \tilde{X}_{n,x} \) is a.s. a solution, which is immediate. The bound (2.21) implies (iii). As for (ii), by countability it is sufficient to check for any two fixed \( s_0, u_0, \) and by continuity, for any fixed \( x_0 \), the claimed identity holds a.s. for all \( t \in [u_0, 1] \). This follows from the limiting procedure: the solution to (2.20) is path-by-path unique, and since both \( X^n_{n,s_0,x_0} \) and \( X^n_{n,s_0,x_0} \) are a.s. solutions of the approximate equation on \( [u_0, 1] \) with initial time \( u_0 \) and initial condition \( X^n_{u_0,x_0} \), they coincide a.s. for all \( t \in [u_0, 1] \). Next, notice that from Corollary 2.5 and (2.19) we get for all \( R, K, \) and \( p \),

\[
\sup_n \sup_{x_0 \neq y_0} \frac{\left\| X^n_{\tau_K} - X^n_{\tau_K} \right\|_{L_p(\Omega; C^\beta([u_0, 1]))}}{\left| x_0 - y_0 \right|^{\theta}} < \infty.
\]

The above, combined with the pointwise convergence \( \lim_{n \to \infty} \| X^n_{\tau_K} - X^n_{\tau_K} \|_{L_p(\Omega; C^\beta([u_0, 1]))} = 0 \), for \( x_0 \in \mathbb{R}^d \), implies that \( X_{\tau_K} \to \tilde{X}_{\tau_K} \) in the space \( C^{\theta/2}(B_R; L_p(\Omega; C^\beta([u_0, 1]))) \), where \( B_R \) is the ball of radius \( R \) in \( \mathbb{R}^d \). Again by Kolmogorov’s continuity criterion, we can conclude that the convergence also takes place in the space \( L_p(\Omega; C^{\theta/3}(B_R; C^\beta([u_0, 1]))) \). Since \( R, K \) were arbitrary, this combined with the fact that \( X_{n,s_0,x_0} \) have moments of any order uniformly bounded in \( n \in \mathbb{N} \), implies that \( X_{n,s_0,x_0} \to X_{s_0,x_0} \) in \( C^\beta([u_0, 1]) \), in probability. Recall that also \( X_{n,s_0,x_0} \to X_{s_0,x_0} \) in \( C^\beta([s_0, 1]) \), in probability. Since \( X_{n,s_0,x_0} \) and \( X_{n,s_0,x_0} \) coincide, the claim follows. \( \square \)
2.4 Path-by-path uniqueness

Now we see the advantage of the more general existence formulation in Theorem 2.6, one can deduce the path-by-path uniqueness of solutions.

**Theorem 2.7.** Let $b$ and $\sigma$ satisfy $A_{\text{Young}}$ and take $\widehat{\Omega} \subset \Omega_H$ obtained from Theorem 2.6. Let $\omega \in \widehat{\Omega}$, $s_0 \in [0, 1)$, $X_0 \in \mathbb{R}^d$, and let $Y, Y'$ be solutions of (1.1). Then $Y = Y'$.

**Proof.** The proof is inspired by [Sha16]. By continuity, it suffices to show that if $s_0 < t \in \mathbb{Q}$, then $Y_t = \widehat{X}_{s_0}^{s_0, X_0}(\omega)$ is an $\mathbb{Q}$-valued process. Indeed, extending to arbitrary $t$ is trivial, while for arbitrary $s_0$ take a sequence $(s_0^n)_{n \in \mathbb{N}} \subset \mathbb{Q}$ such that $s_0^n \to s_0$ and let $n \to \infty$ in the bound

$$|Y_t - Y'_t| = |\widehat{X}_{s_0}^{s_0, Y_0}(\omega) - \widehat{X}_{s_0}^{s_0, Y'_0}(\omega)| \leq |Y_{s_0}^0 - Y_{s_0}^0|^{1/\theta}.$$

Since $\omega$ is fixed throughout the proof, we drop it from the notation. For $s \in [s_0, t] \cap \mathbb{Q}$ define $f(s) = \widehat{X}_s^{s_0, X_0}$. Clearly $f(s_0) = \widehat{X}_{s_0}^{s_0, X_0}$ and $f(t) = Y_t$, so it suffices to show that $f$ is constant. Using properties (ii) and (iii) of $\widehat{X}$, we can write for any $u, r \in [s_0, t] \cap \mathbb{Q}$, $u \leq r$, $(\theta)$ of $\widehat{X}$:

$$|f(r) - f(u)| = |\widehat{X}_r^{r, X_0} - \widehat{X}_u^{u, X_0}| = |\widehat{X}_r^{r, X_0} - \widehat{X}_r^{r, X_0}|_{0=0} \leq |Y_r - \widehat{X}_r^{u, X_0}|^{1/\theta}. \tag{2.22}$$

Here and below the proportionality constant in $\leq$ may depend on anything other than the time parameters. By property (i) of $\widehat{X}$ and the assumption on $Y$, both $r \mapsto \widehat{X}_r^{u, X_0}$ and $r \mapsto Y_r$ are solutions of (1.1) with $s_0 = u$ and $x_0 = Y_u$. Therefore we have for all $v \in [u, r]$

$$Y_v - \widehat{X}_v^{u, X_0} = D_{u, v} + S_{u, v},$$

where

$$D_{u, v} = \int_u^v b(Y_s) - b(\widehat{X}_s^{u, X_0}) \, ds,$$

$$S_{u, v} = \int_u^v \sigma(Y_s) - \sigma(\widehat{X}_s^{u, X_0}) \, dB^H_s$$

$$= \int_u^v \sigma(Y_s) - \sigma(\widehat{X}_s^{u, X_0}) \, dB^H_s - (\sigma(Y_u) - \sigma(\widehat{X}_u^{u, X_0}))(B^H_v - B^H_u).$$

Note that by the definition of a solution, both of the processes $Y$ and $\widehat{X}_v^{u, X_0}$ are regular enough to make the Young integral $S_{u, v}$ well-defined: they belong to $C^\beta$ for some $\beta > 1 - H$. So choosing $\tilde{H} \in (1 - \beta, H)$, we have $B^{H_{\tilde{H}}} \in C^\beta$ and from Young integration we immediately get $|S_{u, v}| \leq |v - u|^{1 + \beta_{\tilde{H}}}$. Furthermore, the boundedness of $b$ implies $|D_{u, v}| \leq |v - u|^{1 + \beta_{\tilde{H}}}$. In particular we get $|Y_s - \widehat{X}_s^{u, X_0}| \leq |s - u|$, which, combined with the $\alpha$-Hölder continuity of $b$, we can use to upgrade the bound for $D$ to $|D_{u, v}| \leq |v - u|^{1 + \alpha_{\tilde{H}}}$. Using these bounds with $r$ in place of $v$ and substituting in (2.22), we get

$$|f(r) - f(u)| \leq |r - u|^{1 + \beta_{\tilde{H}}}.$$  

Since $\alpha > 0$, $\beta + \tilde{H} > 1$, and $\theta$ can be chosen arbitrarily close to 1, the exponent on the right-hand side can be made to be greater than 1, and hence $f$ is indeed constant. \qed

3 The rough case

Throughout the section we fix $H \in (1/3, 1/2]$ and assume that the random rough path lift $(B^H, B^H)$ of $B^H$ satisfies $A_{\text{rough}}$ (ii). In addition, up until Section 4.5 we fix $\alpha \in (0, 1)$.
3.1 A priori bound

Fix

$$1/3 < H_- < H^- < H$$

(in particular, $2H_- + H^- > 1$) such that $2H_- - 2H + aH > 0$ and $3H_- - H + aH > 1/2$ (as before we consider $H_-, H^-$ as functions of $\alpha, H$).

For all $K \in \mathbb{N}$, define the stopping time

$$\tau_K = \inf \{ t > 0 : \left[ (B^H, B^H) \right]_{R^{H^-}(\{0, t\})} \geq K \}.$$

Note that by assumption $t \mapsto \left[ (B^H, B^H) \right]_{R^{H^-}(\{0, t\})}$ is adapted and continuous, so $\tau_K$ is indeed a stopping time. Moreover, for all $\omega \in \Omega_H$ there is a $K_0(\omega)$ such that $\tau_K = 1$ for all $K \geq K_0$. To (slightly) ease the notation, we set

$$\mathcal{D}^\gamma_{B, \tau_K}([S, T]) := \mathcal{D}^\gamma_{B, \tau_K}([S, T]).$$

**Lemma 3.1.** Let $s_0 \in [0, 1)$, $x_0 \in \mathbb{R}^d$, $b \in C^0$ and $\sigma \in C^2$. Then, there exists a constant $N_0 = N_0(K, \|b\|_{\mathcal{C}^0}, \|\sigma\|_{C^2}, \alpha, H, d, d_0)$, such that if $X$ is a solution of 1.1 then almost surely

$$\left[ (X_{\cdot \wedge \tau_K}, \sigma(X_{\cdot \wedge \tau_K})) \right]_{\mathcal{D}^H_{B, \tau_K}(\{s_0, 1\})} \leq N_0.$$

**Proof.** Let $s_0 \leq U < T \leq 1$ and as before, denote by $D$ and $S$ the first and second integrals in 1.1, respectively. For $(s, t) \in [U, T]$, we have the trivial estimate

$$\left[ (D_{\cdot \wedge \tau_K}, 0) \right]_{\mathcal{D}^H_{B, \tau_K}(\{U, T\})} = \left[ D_{\cdot \wedge \tau_K} \right]_{C^2(U, T)} \leq \|b\|_{\mathcal{C}^0}.$$  \hspace{1cm} (3.2)

Further, by (1.6) we have

$$\left[ (S_{\cdot \wedge \tau_K}, \sigma(X_{\cdot \wedge \tau_K})) \right]_{\mathcal{D}^H_{B, \tau_K}(\{U, T\})} \leq \left[ (S_{\cdot \wedge \tau_K}, \sigma(X_{\cdot \wedge \tau_K})) \right]_{\mathcal{D}^H_{B, \tau_K}(\{U, T\})}|T - U|^{2(H^- - H_)}$$

By (1.13) applied with $\alpha = H^-$ and $\gamma = 2H^-$, and by the definition of $\tau_K$, we get

$$\left[ (S_{\cdot \wedge \tau_K}, \sigma(X_{\cdot \wedge \tau_K})) \right]_{\mathcal{D}^H_{B, \tau_K}(\{U, T\})} \leq \left[ (\sigma(X_{\cdot \wedge \tau_K}), \nabla \sigma(X_{\cdot \wedge \tau_K})) \right]_{\mathcal{D}^H_{B, \tau_K}(\{U, T\})}$$

By (1.8) with $\beta = 1$, the bounds on $\sigma$, and the definition of $\tau_K$, we obtain

$$\left[ (\sigma(X_{\cdot \wedge \tau_K}), \nabla \sigma(X_{\cdot \wedge \tau_K})) \right]_{\mathcal{D}^H_{B, \tau_K}(\{U, T\})} \leq \left[ (X_{\cdot \wedge \tau_K}, \sigma(X_{\cdot \wedge \tau_K})) \right]_{\mathcal{D}^H_{B, \tau_K}(\{U, T\})} + 1$$

Consequently, from the three estimates above we obtain

$$\left[ (S_{\cdot \wedge \tau_K}, \sigma(X_{\cdot \wedge \tau_K})) \right]_{\mathcal{D}^H_{B, \tau_K}(\{U, T\})} \leq N\left[ (X_{\cdot \wedge \tau_K}, \sigma(X_{\cdot \wedge \tau_K})) \right]_{\mathcal{D}^H_{B, \tau_K}(\{U, T\})} + 1 |T - U|^{2(H^- - H_)}.$$

\hspace{1cm} (3.3)

with $N = N(K, \|\sigma\|_{C^2}, H, d, d_0)$. By (3.2) and (3.3), we get

$$\left[ (X_{\cdot \wedge \tau_K}, \sigma(X_{\cdot \wedge \tau_K})) \right]_{\mathcal{D}^H_{B, \tau_K}(\{U, T\})} \leq \|b\|_{\mathcal{C}^0} + N\left[ (X_{\cdot \wedge \tau_K}, \sigma(X_{\cdot \wedge \tau_K})) \right]_{\mathcal{D}^H_{B, \tau_K}(\{U, T\})} + 1 |T - U|^{2(H^- - H_)}.$$
If $|T - U| \leq (2N)^{1/(H^- - H)}$, then the estimate buckles and we get

$$
[(X_{\cdot \wedge T_K}, \sigma(X_{\cdot \wedge T_K}))]_{\overline{\mathbb{D}}^H_K([U, T])} \leq 2\|b\|_{C^0}^2.
$$

Let us now choose $M \in \mathbb{N}$ so that $1/M \leq (2N)^{1/(H^- - H)}$ and let us set $S_0 = 0$ and $S_{n+1} = S_n + 1/M$ for $n = 0, \ldots, M - 1$. Then by (1.7) and the above inequality applied with $U$ and $T$ replaced by $S_n$ and $S_{n+1}$, we get

$$
[(X_{\cdot \wedge T_K}, \sigma(X_{\cdot \wedge T_K}))]_{\overline{\mathbb{D}}^H_K([S_n, S_{n+1}])} \leq \left((\|B^H_{\cdot \wedge T_K}\|_{C^{H^-}((0,1])} + 1)^M \sum_{n=0}^{M-1} [(X_{\cdot \wedge T_K}, \sigma(X_{\cdot \wedge T_K}))]_{\overline{\mathbb{D}}^H_K([S_n, S_{n+1}]})
\right) \leq (K + 1)^M 2M\|b\|_{C^0}^2 =: N_0.
$$

This finishes the proof.

Remark 3.2. Notice that since $2H_+ + H^- > 1$ and $H^- < H_+ < 1/2$, it follows that $H^- < 2H_+$. This in turn implies that $[(X_{\cdot \wedge T_K}, \sigma(X_{\cdot \wedge T_K}))]_{\overline{\mathbb{D}}^H_K([S, T])} \leq [\overline{\mathbb{D}}^H_K((S, T)])^M (1 + \|B^H_{\cdot \wedge T_K}\|_{C^{H^-}((0,1])})$. In particular, by the previous lemma we get that $[(X_{\cdot \wedge T_K}, \sigma(X_{\cdot \wedge T_K}))]_{\overline{\mathbb{D}}^H_K([S, T])} \leq N_1$ for some $N_1 = N_1(K, \|b\|_{C^0}, \|\sigma\|_{C^2}, \alpha, H, d, d_0)$.

### 3.2 Strong uniqueness and stability

Throughout Section 3.2 we fix $K \in \mathbb{N}$ and use the shorthand $\tau = \tau_K$. Moreover, if $X$ is a solution of (1.1) we define the process $\tilde{X}$ for $t \in [S_0, 1]$ as in (2.1). Let us highlight that the second integral in (2.1) is best rewritten as

$$
\int_{S_0}^{\tau} \sigma(X_{s \wedge \tau}) dB^H_s = \int_{S_0}^{\tau_0 \vee (\tau \wedge \tau_K)} \sigma(X_{s \wedge \tau}) dB^H_{s \wedge \tau} + \sigma(X_{\tau}) (B^H_{\tau_0 \vee (\tau \wedge \tau_K)} - B^H_{S_0 \vee (\tau \wedge \tau_K)}),
$$

where the integral on the right-hand sides can be understood in the rough sense.

**Lemma 3.3.** Let $p \geq 2$, $x_0 \in [0, 1)$, $x_0 \in \mathbb{R}^d$, $(S, T) \in [S_0, 1]^2$, and let $b$ and $\sigma$ satisfy $A_{\text{rough}}$. Let $X$ be a strong solution of (1.1). Then there exists constants $N = N(\alpha, H, d, d_0, M, \lambda, p, K)$ and $C = C(\alpha, H) > 0$ such that for all $f \in C^\alpha$, all adapted stochastic processes $Z$, and all $(s, t) \in [S, T]^2$, the following hold

$$
\left\| \int_s^t (f(\tilde{X}_r + Z_r) - f(\tilde{X}_s)) \, dr \right\|_{L^p(\Omega)} \leq N \|f\|_{C^\alpha} \|Z\|_{\mathbb{D}^p([S, T])} |t - s|^{1 + (\alpha - 1)H}
$$

$$
+ N \|f\|_{C^\alpha} \left(\|1 + [B^H]\|_{C^{H^-}([S, T])} \|Z\|_{\mathbb{D}^p([S, T])} + \|Z\|_{\mathbb{D}^p([S, T])} \right) \|Z\|_{\mathbb{D}^p([S, T])} |t - s|^{1 + 2H - 2H + \alpha H}. \tag{3.5}
$$

Remark 3.4. It is a convenient feature of (3.5) that only the norm of $B^H$, and not of $B^H$ appears on the right-hand side of (3.5). One has much better exponential estimates for the former, which plays a role in the proof of Lemma 3.5 below.
Proof. We may and will assume \( \|f\|_{C^0} = 1 \). For \( S \leq s \leq u \leq r \leq t \leq T \), set

\[
\Theta_s = \int_{s \wedge t}^s b(X_{v \wedge T}) \, dv,
\]

\[
\Sigma_s = \int_{s \wedge t}^s \sigma(X_{v \wedge T}) \, dB_v^H,
\]

\[
\Xi_{s,r} = \Theta_s + \Sigma_s + \sigma(X_{s \wedge T})(B_r^H - B_s^H),
\]

\[
\hat{\Xi}_{s,u,r} = \Theta_s + \Sigma_s + \sigma(X_{s \wedge T})(\mathbb{E}^u B_r^H - B_s^H).
\]

We wish to apply stochastic sewing, i.e. Lemma [A.1]. A slight simplification compared to the proof Lemma [2.3] is that the shifting is not necessary, so the original stochastic sewing lemma [Lê20] suffices. We wish to verify the conditions of the lemma with the processes

\[
A_{s,t} = \mathbb{E}^s \int_s^t f(\Xi_{s,r} + Z_s) - f(\Xi_{s,r}) \, dr,
\]

\[
\mathcal{R}_t = \int_S^t (f(\hat{X}_r + Z_r) - f(\hat{X}_r)) \, dr.
\]

Recall that as before, with the notation

\[
\Gamma(s, u, r) = c(H)(r - u)^{2H} \sigma \sigma^\top (X_{s \wedge T}),
\]

we have by [1.2] the identity \( \mathbb{E}^u f(\Xi_{s,r}) = \mathcal{P}_\Gamma(s, u, r) f(\hat{\Xi}_{s,u,r}) \). Therefore by [A.5], [A.7], and the lower bound assumed on \( \sigma \sigma^\top \) we have almost surely

\[
|A_{s,t}| = \left| \int_s^t \mathcal{P}_\Gamma(s, s, r) f(\hat{\Xi}_{s,s,r} + Z_s) - \mathcal{P}_\Gamma(s, s, r) f(\hat{\Xi}_{s,s,r}) \, dr \right|
\]

\[
\leq |Z_s| \int_s^t |\mathcal{P}_\Gamma(s, s, r) f|_{C^1} \, dr
\]

\[
\leq |Z_s| \int_s^t (r - s)^{(\alpha - 1)H} \, dr.
\]

After taking \( L_p(\Omega) \) norms, we get

\[
\|A_{s,t}\|_{L_p(\Omega)} \leq \|Z\|_{\phi_p^0([S, T])} (t - s)^{1 + (\alpha - 1)H}.
\]

Since \( 1 + (\alpha - 1)H > 1/2 \), condition [A.1] is satisfied with \( N_1 = N\|Z\|_{\phi_p^0([S, T])} \).

Moving on to [A.2], without the shifts in the definition of \( A \) we have a simpler expression:

\[
\mathbb{E}^s \delta A_{s,u,t} = \mathbb{E}^s \mathbb{E}^u \int_u^t f(\Xi_{s,r} + Z_s) - f(\Xi_{s,r}) - f(\Xi_{u,r} + Z_u) + f(\Xi_{u,r}) \, dr.
\]

As before, by conditional Jensen’s inequality we may drop the first conditioning and write

\[
\|\mathbb{E}^s \delta A_{s,u,t}\|_{L_p(\Omega)} \leq \int_u^t \|J_1^s\|_{L_p(\Omega)} + \|J_2^s\|_{L_p(\Omega)} \, dr,
\]

where \( J^1 \) and \( J^2 \) are slightly simplified versions of [2.7]–[2.9]:

\[
J_1^s = \mathcal{P}_\Gamma(s, u, r) f(\hat{\Xi}_{s,u,r} + Z_s) - \mathcal{P}_\Gamma(s, u, r) f(\hat{\Xi}_{s,u,r})
\]

\[
J_2^s = \mathcal{P}_\Gamma(s, u, r) f(\hat{\Xi}_{s,u,r} + Z_s) - \mathcal{P}_\Gamma(s, u, r) f(\hat{\Xi}_{s,u,r}).
\]
We have the norm of the (non-stopped) $\Gamma$, the last term is a rough remainder, but we have to be a little careful: as mentioned, we do not want the norm of the (non-stopped) $B^{H}$ to appear. As in (3.4), we can write

$$\begin{align*}
\Sigma_u - \Sigma_s - \sigma(X_s) - (B_u - B_s) &= \left( \int_s^{s\wedge(u\wedge\tau)} \sigma(X_v) \,dv - \sigma(X_s) \right) - (B_u - B_s) \\
&= \left. \left( \int_s^{s\wedge(u\wedge\tau)} \sigma(X_v) \,dv - \sigma(X_s) \right) \right|_{s}^{Bu} - (B_u - B_s).
\end{align*}$$

Concerning $J^1$, by (A.6) and (A.7) we have

$$J^1_r = \mathcal{P}_{\Gamma}(\mathcal{E}_{u,r} + Z_u) + \mathcal{P}_{\Gamma}(\mathcal{E}_{u,r}) f(\mathcal{E}_{u,r}),$$

$$J^2_r = \mathcal{P}_{\Gamma}(\mathcal{E}_{u,r} + Z_u) - \mathcal{P}_{\Gamma}(u) f(\mathcal{E}_{u,r} + Z_u) - \mathcal{P}_{\Gamma}(u) f(\mathcal{E}_{u,r}).$$

Therefore all the conditions of Lemma A.1 are satisfied and (3.5) follows from (A.4).
Recall the notation $\mathcal{D}_K^\gamma$ from (1.1). Note that $\mathcal{D}_K^\gamma$ is an $\omega$-dependent path space, and one can define a complete space $L_p(\Omega; \mathcal{D}_K^\gamma)$ by defining the norm in the obvious way.

**Lemma 3.5.** Let $p \geq 1$, $s_0 \in [0, 1)$, $x_0, y_0 \in \mathbb{R}^d$. Let $b$, $\tilde{b}$, and $\sigma$ satisfy $A_{\text{rough}}$. Then there exist constants $N_1, N_2$, depending only on $\alpha, H, d, d_0, M, \lambda, p$, and $K$, as well as a constant $\gamma = \gamma(\alpha, H) \in (0, 2)$, with the following property: for any $X$ and $Y$ strong solutions of (1.1) and (2.3), respectively, and for all $C \geq N_2$, the following estimate holds

$$\|\langle X_{\cdot,t} - Y_{\cdot,t}, \sigma(X_{\cdot,t}) - \sigma(Y_{\cdot,t}) \rangle\|_{L_p(\Omega; \mathcal{D}_K^{1-H})}$$

$$\quad \leq N_1^{2-\gamma} \left( |x_0 - y_0| + \mathbb{P}(\|B^H\|_{C^{\gamma}} \geq C) \right)^{1/2p} + \|b - \tilde{b}\|_{C^0([0, r])}. $$

**Proof.** Note that one may (and we will) assume $p$ to be sufficiently large. Take $(U, T) \in [s_0, 1]^2$. Denoting $Z = X - Y$ and $Z' = \sigma(X) - \sigma(Y)$, one has

$$\|\langle Z_{\cdot,t}, Z'_{\cdot,t} \rangle\|_{\mathcal{D}_K^{1-H}} \leq \|Z_{U,T}\|_{L_p(\Omega)} + \|D_{\cdot,t}\|_{C^{1-H}} + \|E_{\cdot,t}\|_{C^1([U,T])}$$

where

$$D_t = \int_{s_0}^t (b(X_r) - b(Y_r)) \, dr, \quad S_t = \int_{s_0}^t (\sigma(X_r) - \sigma(Y_r)) \, dB^H_r, \quad E_t = \int_{s_0}^t (b(Y_r) - \tilde{b}(Y_r)) \, dr.$$

The bound

$$[E_{\cdot,t}]_{C^1([U,T])} \leq \|b - \tilde{b}\|_{C^0([0, r])}.$$  

(3.9)

is trivial. Bounding $S$, by working pathwise, is also easy: by (1.13), (1.10), and the bounds (by definition of $\tau$ and Lemma 3.3) $\|B^H\|_{C^{1-H}} \lesssim 1$, we get

$$\left[\left(\sigma(X_{\cdot,t}) - \sigma(Y_{\cdot,t}), \nabla \sigma(X_{\cdot,t}) - \nabla \sigma(Y_{\cdot,t})\right)\right]_{\mathcal{D}_K^{1-H}} \leq \|Z_{U,T}\| + \|\langle Z_{\cdot,t}, Z'_{\cdot,t} \rangle\|_{\mathcal{D}_K^{1-H}}.$$

(3.10)

Concerning $D$, first note that for large enough $p$

$$\|D_{\cdot,t}\|_{L_p(\Omega; C^{1-H})} \leq \left( \int_{s_0}^t (b(X_r) - b(Y_r)) \, dr \right)_{L_p(\Omega; C^{1-H})},$$

and the latter term can be bounded via Lemma 3.3 with $f = b$. Indeed, we get

$$\left( \int_{s_0}^t (b(X_r) - b(Y_r)) \, dr \right)_{\mathcal{D}_K^{1-H}} \leq \|Z_{\cdot,t}\|_{\mathcal{D}_K^{1-H}} |T - U|^{1+(\alpha-1)H-1+H} + \left( [1 + |B^H|_{C^{\gamma}}] Z_{\cdot,t} \right)_{\mathcal{D}_K^{1-H}} |T - U|^{1+2H-2H+\alpha H-1+H}.$$  

Note that the exponents on the right-hand side simplify to $\alpha H$ and $2H - H + \alpha H$, respectively. In particular, by the trivial inequality $\|Z_{\cdot,t}\|_{\mathcal{D}_K^{1-H}} \leq \|Z_{U,T}\|_{L_p(\Omega)} + [Z_{\cdot,t}]_{\mathcal{D}_K^{1-H}} |T - U|^{H}$, we can slightly simplify to

$$\left( \int_{s_0}^t (b(X_r) - b(Y_r)) \, dr \right)_{\mathcal{D}_K^{1-H}} \leq \|Z_{U,T}\|_{L_p(\Omega)} |T - U|^{\alpha H}.$$
The only information about the four exponents on the right-hand side that we care about at this point is that they are nonnegative, positive, bigger than in the sequel we bound them from below by \( \hat{\tau} \). Following the proof of Corollary 2.5 without any change, we proceed similarly to Lemma 2.3: on the event \( \{ [B^H_{\hat{\tau}} > C] \} \) we bound the factor by \( C \), and the resulting contribution of \( \|Z_{\hat{\tau}}\|_{\mathcal{E}_p^H}(U,T) \) as above. We therefore get

\[
\left[ \int_{S_0} \left( b(\hat{X}_r) - b(\hat{X}_r - \tau r) \right) d\tau \right] \|Z_{\hat{\tau}}\|_{\mathcal{E}_p^H}(U,T) \leq C \mu(Z_{\hat{\tau}})(\Omega) + 2\|\hat{b}\|_{C^0(\mathbb{R}^d)}^{1/2p} + N_0 \left( \mathbb{P}(\{ [B^H_{\hat{\tau}} > C] \} \right)^{1/2p} + N_0 \left( \|Z_{\hat{\tau}}\|_{\mathcal{E}_p^H}(U,T) \right)^{1/2p} + N_0 C \|Z_{\hat{\tau}}\|_{\mathcal{E}_p^H}(U,T) \leq \left( \|Z_{\hat{\tau}}\|_{\mathcal{E}_p^H}(U,T) \right)^{1/2p} + \left( \|Z_{\hat{\tau}}\|_{\mathcal{E}_p^H}(U,T) \right)^{1/2p} + \left( \|Z_{\hat{\tau}}\|_{\mathcal{E}_p^H}(U,T) \right)^{1/2p}.
\]

(3.11)

The only information about the four exponents on the right-hand side that we care about at this point is that they are nonnegative, positive, bigger than \( \hat{\tau} \). In the sequel we bound them from below by \( 0, \bar{\varepsilon}_0, 1/2 + \bar{\varepsilon}_0 \), and 0, respectively, where \( \bar{\varepsilon}_0 > 0 \). Further, by (1.13) and the definition of \( \tau \), clearly \( \|Z_{\hat{\tau}}\|_{\mathcal{E}_p^H}(U,T) \leq \left( \|Z_{\hat{\tau}}\|_{\mathcal{E}_p^H}(U,T) \right)^{1/2p} + \left( \|Z_{\hat{\tau}}\|_{\mathcal{E}_p^H}(U,T) \right)^{1/2p} + \left( \|Z_{\hat{\tau}}\|_{\mathcal{E}_p^H}(U,T) \right)^{1/2p} + \left( \|Z_{\hat{\tau}}\|_{\mathcal{E}_p^H}(U,T) \right)^{1/2p} + \left( \|Z_{\hat{\tau}}\|_{\mathcal{E}_p^H}(U,T) \right)^{1/2p}.
\]

If \( |T - U|^{1/2 + \varepsilon_0} \leq (4N_0 C)^{-1} \), then for large enough \( C \) this also implies \( |T - U|^{\varepsilon_0} \leq (4N_0 C)^{-1} \), and therefore the inequality buckles. The remaining argument from the proof of Lemma 3.3 (following (2.17)) carries through unchanged.

Remark 3.6. The condition \( \alpha > 0 \) can be traced from the above proof. We buckle the difference in \( \mathcal{D}_K^{1-H} \), which is the minimal regularity required to make sense of the rough integral. On the other hand, Lemma 3.3 provides a bound on drift difference in \( \mathcal{E}_p^{1+(\alpha-1)H} \), leading to the requirement \( 1 + (\alpha - 1)H > 1 - H_0 \).

The stability of solutions with respect to their initial conditions follows from Lemma 3.5 by following the proof of Corollary 2.5 without any change.

Corollary 3.7. Let \( p \geq 1 \), \( s_0 \in [0,1) \), \( x_0, y_0 \in \mathbb{R}^d \), and let \( b \) and \( \sigma \) satisfy \( \mathbf{A}_{\text{rough}} \). For any \( \theta \in (0,1) \), there exists a constant \( N = N(\theta, \alpha, H, d, d_0, M, \lambda, p, K) \) with the following property: if \( X \) and \( Y \) are strong solutions of (1.1) with initial conditions \( x_0 \) and \( y_0 \), respectively, then

\[
\left\| \left( X_{\tau} - Y_{\tau}, \sigma(X_{\tau}) - \sigma(Y_{\tau}) \right) \right\|_{L_p(\Omega;\mathcal{D}_K^{1-H})} \leq N|x_0 - y_0|^{\theta}.
\]

(3.12)

3.3 Strong existence and the semiflow

Theorem 3.8. Let \( s_0 \in [0,1) \), \( x_0 \in \mathbb{R}^d \), and let \( b \) and \( \sigma \) satisfy \( \mathbf{A}_{\text{rough}} \). Then there exists a strong solution \( X^{s_0,x_0} \) of (1.1). Moreover, the random field \( X \) given by

\[
(Q \cap [0,1)) \times \mathbb{R}^d \times [0,1] \ni (s_0, x_0, t) \mapsto X^{s_0,x_0} \in \mathbb{R}^d
\]

has a modification \( \hat{X} \) such that with an event \( \hat{\Omega} \subset \Omega_H \) of full probability, \( \hat{X} \) satisfies (i)-(ii)-(iii) from Theorem 2.6 for all \( \omega \in \hat{\Omega} \).
Remark 3.9. Note that although we require the same properties (i)-(ii)-(iii) from the semiflow $\tilde{X}$ in the Young and the rough case, the meaning of (i) (namely, what being a solution of (1.1) entails) is different, c.f. Definition 1.2.

Proof. The existence of a strong solution for fixed initial time and initial condition is obtained as in the proof of Theorem 2.6, taking a sequence $(\tilde{b}^n)_{n \in \mathbb{N}} \subset C^1$ converging uniformly to $b$, the classically well-posed rough differential equations

$$X_t^n = x_0 + \int_{s_0}^t b^n(X^n_s) \, ds + \int_{s_0}^t \sigma(X^n_s) \, dB^H_s,$$

and their solutions $X^n$, the application of Lemma 3.5 yields that for any $K \in \mathbb{N}$ the sequence $(X^n_{\cdot \wedge T_K}, \sigma(X^n_{\cdot \wedge T_K}))_{n \in \mathbb{N}}$ is Cauchy with respect to the norm $L_p(\Omega; \mathcal{D}_K^{1-H})$. In particular, by the completeness of the space, $\|\langle X^n - X, \sigma(X^n) - \sigma(X) \rangle\|_{\mathcal{D}_K^{1-H}} \to 0$ in probability for some adapted process $X$ such that $X(\cdot), \sigma(X(\cdot)) \in \mathcal{D}_K^{1-H}$ a.s. As in the proof of Theorem 2.6 it is straightforward to verify that $X$ is a strong solution to (1.1).

As for the semiflow, we proceed slightly differently, due to the $\omega$-dependence of the solution space $\mathcal{D}_K^{1-H}$. From Corollary 3.7 we get that for all $K \in \mathbb{N}$, $\bar{\theta} \in (0, 1)$ one has uniformly over $x_0, y_0 \in \mathbb{R}^d$ the bound

$$\|X^{s_0, x_0}_{\cdot \wedge T_K} - X^{s_0, y_0}_{\cdot \wedge T_K}\|_{C^{H^{\cdot}}([s_0, 1])} \leq |x_0 - y_0|^{\theta}.$$ 

Therefore, by applying Kolmogorov’s continuity criterion, we get a modification $\tilde{X}$ of $X$: a random field $(\tilde{X}^{s_0, x_0})_{x_0 \in \mathbb{R}^d}$ that takes values in $C^{H^{\cdot}}([s_0, 1])$ and such that for any $\theta \in (0, 1)$, satisfies for all $K$ and $R$

$$\sup_{x_0 \neq y_0 \mid |x_0 - y_0| \leq R} \frac{\|\tilde{X}^{s_0, x_0}_{\cdot \wedge T_K} - \tilde{X}^{s_0, y_0}_{\cdot \wedge T_K}\|_{C^{H^{\cdot}}([s_0, 1])}}{|x_0 - y_0|^{\theta} \Delta \alpha} \leq 1. \quad (3.13)$$

Verifying (ii) and (iii) goes just as in the proof of Theorem 2.6. Concerning (i), take the event of full probability on which for all $x_0 \in \mathbb{Q}^d$, $\tilde{X}^{s_0, x_0}$ coincides with $X^{s_0, x_0}$ (in particular, is a solution) and the random variable on the left-hand side of (3.13) is finite for all $K$ and $R$. We then want to show that on this event for any $y_0 \in \mathbb{R}^d$, $\tilde{X}^{s_0, y_0}$ is also a solution. Let $K > (B^H, B^H)_{\mathbb{R}^{H^{\cdot}}([0, 1])}$, $R > |y_0| + 1$, and let $(x^n_0)_{n \in \mathbb{N}} \subset \mathbb{Q}^d$ such that $x^n_0 \to y_0$. By Lemma 3.7 and (3.13) we have

$$\sup_{n \in \mathbb{N}} \|X^{s_0, x^n_0}_{\cdot \wedge T_K}, \sigma(X^{s_0, x^n_0})\|_{\mathcal{D}^{2H^{\cdot}}_{B^H}} \leq 1, \quad \|X^{s_0, x^n_0} - \tilde{X}^{s_0, y_0}\|_{C^{H^{\cdot}}} \to 0.$$

This implies

$$\|\langle \tilde{X}^{s_0, x^n_0} - \tilde{X}^{s_0, y_0}, \sigma(\tilde{X}^{s_0, x^n_0}) - \sigma(\tilde{X}^{s_0, y_0}) \rangle\|_{\mathcal{D}^{2H^{\cdot}}_{B^H}} \to 0$$

for any $\varepsilon > 0$, which is enough to pass to the limit and conclude that $\tilde{X}^{s_0, y_0}$ is a solution. \hfill \Box

### 3.4 Path-by-path uniqueness

**Theorem 3.10.** Let $b$, $\sigma$, and $B^H$ satisfy $A_{\text{rough}}$ and take $\tilde{\Omega} \subset \Omega_H$ obtained from Theorem 3.8. Let $\omega \in \tilde{\Omega}$, $s_0 \in [0, 1)$, $x_0 \in \mathbb{R}^d$, and let $Y, Y'$ be solutions of (1.1). Then $Y = Y'$.
Proof. The proof is similar to that of Theorem \[\text{(2.7)}\] with a bit more care due to the rough integrals. Again it suffices to consider the case $s_0 \in \mathbb{Q}$ and to show that $Y = \tilde{X}^{s_0, x_0}(\omega)$. We drop $\omega$ from the notation for the rest of the proof. For an arbitrary $t \in (s_0, 1] \cap \mathbb{Q}$ and for $s \in [s_0, t] \cap \mathbb{Q}$ we define $f(s) = \tilde{X}^{s, x_0}_t$, and since $f(s_0) = \tilde{X}^{s_0, x_0}_t$ and $f(t) = Y_t$, it suffices to show that $f$ is constant. Precisely as in \[\text{(2.2)}\], for arbitrary $\theta \in (0, 1)$ we get

$$|f(r) - f(u)| \leq |Y_r - \tilde{X}^{u, Y_u}_r|^\theta. \quad (3.14)$$

By the definition of a solution, we have

$$(Y, \sigma(Y)), (\tilde{X}^{u, Y_u}_s, \sigma(\tilde{X}^{u, Y_u}_s)) \in \mathcal{D}^Y_B([u, r])$$

for some $\gamma > 1 - H$ and therefore also

$$(\sigma(Y), \nabla \sigma(Y)), (\sigma(\tilde{X}^{u, Y_u}_s), \nabla \sigma(\tilde{X}^{u, Y_u}_s)) \in \mathcal{D}^Y_B([u, r]).$$

Moreover, the two processes (including their Gubinelli derivatives) coincide at time $u$. Let us fix $1 \in (1 - \gamma, H)$ and recall that $(B^H, B^H) \in \mathcal{R}^H$. Therefore by rough integration we have for all $v \in [u, r]$

$$\left| \int_u^v \sigma(Y_s) - \sigma(\tilde{X}^{u, Y_u}_s) \, dB_s^H \right| = \left| \int_u^v \sigma(Y_s) - \sigma(\tilde{X}^{u, Y_u}_s) \, dB_s^H \right|$$

$$- (\sigma(Y_u) - \sigma(\tilde{X}^{u, Y_u}_u))(B^H_u - B^H_u)$$

$$- (\nabla \sigma(Y_u) - \nabla \sigma(\tilde{X}^{u, Y_u}_u)) \cdot B^H_0 \leq |v - u|^\gamma H.$$  

From here the argument concludes as the proof of Theorem \[\text{(2.7)}\] the drift difference

$$\left| \int_u^v b(Y_s) - b(\tilde{X}^{u, Y_u}_s) \, ds \right| \quad (3.15)$$

can first be bounded by $|v - u|$, and since that implies $|Y_s - \tilde{X}^{u, Y_u}_s| \leq |s - u|$, combined with the $\alpha$-Hölder continuity of $b$, we can in fact bound the drift difference \[\text{(3.15)}\] by $|v - u|^{1 + \alpha}$. We therefore have $|Y_s - \tilde{X}^{u, Y_u}_s| \leq |s - u|^{1 + \alpha}$, and so if one chooses $\theta$ sufficiently close to 1, \[\text{(3.14)}\] shows that $f$ is constant. \hfill $\square$

### 3.5 Weak existence for distributional drift

The purpose of this section is to prove Theorem \[\text{1.8}\] Unlike in the rest of the article, here we do not need to compare solutions from different initial times and initial conditions, so for simplicity we take $x_0 = 0, x_0 = 0$. Let us also recall the main regularity condition in Theorem \[\text{1.8}\] in this section we assume that

$$2 - \frac{1}{H} > \alpha > 1 - \frac{1}{2H}, \quad (3.16)$$

where the first inequality can be freely assumed for convenience since lowering $\alpha$ is never a loss of generality. Fix

$$1/3 < H_- < H^- < H < H^+$$
such that $2H > 1 + \alpha H^*, \alpha H^* + 2H - H^* > 0$, and $1 + \alpha H + \alpha H^* - H > 0$. First, we define what the integral of a distribution along certain paths is. Given a continuous process $X$ and $f \in C^1$ let us define the integral process $I^X(f)$ by

$$I^X_t(f) = \int_0^t f(X_s) \, ds.$$ 

To make sense of the equation, we wish to extend $I^X$ to $C^\alpha$ for negative $\alpha$. This relies on the following estimate.

**Remark 3.11.** In the proof we will apply stochastic sewing in the following somewhat unusual way. In $[L^2, \Omega]$ and all subsequent variations all bounds are required to hold in some $L_p(\Omega)$ norm with $p \geq 2$. Note however, that this is only really necessary for the martingale part. The remaining terms can be treated with almost sure arguments, which will be quite convenient for our purposes.

**Lemma 3.12.** Fix $\lambda > 0$, $K < \infty$. Assume that $D$ is an adapted process belonging to $C^{1,\alpha H^*}$ a.s., $(S, S')$ is an adapted process belonging to $D^{2H}$ a.s., and that $\|S\| \leq K$ and $S'S^T \geq \lambda I$. Set $X = D + S$. Then there exists $\varepsilon, \gamma > 0$ depending only on $\alpha, H$ such that for any $f \in C^1$ there exists a random variable $\xi \in \cap_{p \geq 1} L_p(\Omega)$ such that a.s. for all $(s, t) \in [0, 1]^2$ one has the bound

$$|I^X_t(f) - I^X_s(f)| \leq \|f\|_{C^\alpha} |(t - s)|^{1 + \alpha H^*}$$

$$+ N\|f\|_{C^\alpha} ([D]_{C^{1,\alpha H^*}}(s, t)] + [(S, S')]_{D^{2H}}([s, t]) + [B^H]_{C^{1,\alpha H^*}}(s, t)])(t - s)^{1 + \varepsilon}. \quad (3.17)$$

The constant $N$, as well as any $L_p(\Omega)$ norm of $\xi$, $p \geq 2$, depends only on $\alpha, H, d, d_0, \lambda, K, p$.

**Proof.** We may and will assume $\|f\|_{C^\alpha} = 1$. It is trivial by continuity that it suffices to prove (3.17) for rational points. Somewhat less trivial, but follows from invoking the classical argument in Kolmogorov’s continuity theorem (see e.g. [FH20, Theorem 3.1]), that it is in fact sufficient to consider the case

$$(s, t) \in \Pi := \{(i - 1)2^{-n}, (i-2^n) : n \in \mathbb{N}, i = 1, \ldots, 2^n\}.$$ 

Therefore, take $(U, T) \in \Pi$. For $(s, t) \in [0, 1]^2$ we set

$$A_{s, t} = \mathbb{E}^s \int_s^t f(X_s + S'_s(B^H - B^H_s)) \, ds$$

$$= \int_s^t \mathbb{P}_{\Gamma(s, u, r)} f(X_s + S'_s(E^u B^H - B^H_s)) \, dr,$$

with the notation $\Gamma(s, u, r) := S'_sS'^T_s((r - u)2^H$. On the probability 1 event where $X \in C^{H^*}$ and $[B^H]_{C^{H^*/2}} < \infty$, $A_{s,t}$ reconstructs $I^X(f)$, i.e. for any sequence of partitions $(\pi_n)_{n \in \mathbb{N}} = \{(U = t^n_0 \leq \cdots \leq t^n_k = T)\}_{n \in \mathbb{N}}$ of $[U, T]$ such that $|\pi_n| := \min\{t_i - t_{i-1} : i = 1, \ldots, k(n)\} \to 0$, one has

$$I^X_T(f) - I^X_0(f) = \lim_{n \to \infty} \sum_{i=1}^{k(n)} A_{t^n_i, t^n_i} = \lim_{n \to \infty} \sum_{i=1}^{k(n)} A_{t^n_i, t^n_i}.$$

We may as well simply take $\pi_n$ to be the uniform partition with meshsize $(T - U)2^{-n}$. By (3.18) we have

$$|I^X_T(f) - I^X_0(f)| \leq |A_{U,T}| + \sum_{n \in \mathbb{N}} \sum \delta A_{s,u,t} - \mathbb{E}^s \delta A_{s,u,t} + \sum_{n \in \mathbb{N}} |\mathbb{E}^s \delta A_{s,u,t}|.$$
The inner summation is over all \((s, t)\) such that \(s < t\) are consecutive points in \(\pi_n\) and \(u = (t + s)/2\). For the sake of not further overcrowding notation, the index set will be dropped. By Proposition \([A.4]\) we have

\[
|A_{s,t}| \leq \int_s^t \|\mathcal{P}_{\Gamma(s,r,t)} f\|_{C^0} \, dr \leq (t-s)^{1+\alpha H}. \tag{3.19}
\]

Since \(\alpha > -1/2H\), the usual stochastic sewing arguments (see \([Lé20\text{ Section 2}]\)) show that the limit

\[
Z_{U,T} := \sum_{n \in \mathbb{N}} \delta A_{s,u,t} - \mathbb{E}^\delta \delta A_{s,u,t} \tag{3.20}
\]

exists in \(L_p(\Omega)\) for any \(p \geq 2\) and satisfies

\[
\|Z_{U,T}\|_{L_p(\Omega)} \leq (T-U)^{1+\alpha H}. \tag{3.21}
\]

It is again a consequence of the proof of Kolmogorov’s continuity theorem that the fact that \(3.21\) holds for all \(p \geq 2\) implies that the random variable

\[
\xi_0 := \sup_{(s,t) \in \Pi} \frac{|Z_{s,t}|}{(t-s)^{1+\alpha H}}
\]

is a.s. finite\(^8\) and satisfies \(\|\xi\|_{L_p(\Omega)} \leq 1\) for all \(p \geq 2\). Denoting \(\xi = N + \xi_0\), by definition we have the bound

\[
|I^X(f) - I^X(f)| \leq \xi |T - U|^{1+\alpha H} + \sum_{n \in \mathbb{N}} \sum |\mathbb{E}^\delta \delta A_{s,u,t}|
\]

for all \(U, T\). It remains to estimate \(\mathbb{E}^\delta \delta A_{s,u,t}\). We have

\[
\mathbb{E}^\delta \delta A_{s,u,t} = \mathbb{E}^\delta \int_u^t \mathcal{P}_{\Gamma(s,u,r)} f\left( X_u + S_u^\prime (E^u B_r^H - B_u^H) \right) \, dr.
\]

where

\[
F_1 = \mathbb{E}^\delta \int_u^t \mathcal{P}_{\Gamma(s,u,r)} f\left( X_u + S_u^\prime (E^u B_r^H - B_u^H) \right) - \mathcal{P}_{\Gamma(s,u,r)} f\left( X_u + S_u^\prime (E^u B_r^H - B_u^H) \right) \, dr,
\]

\[
F_2 = \mathbb{E}^\delta \int_u^t \mathcal{P}_{\Gamma(s,u,r)} f\left( X_u + S_u^\prime (E^u B_r^H - B_u^H) \right) - \mathcal{P}_{\Gamma(s,u,r)} f\left( X_u + S_u^\prime (E^u B_r^H - B_u^H) \right) \, dr.
\]

For \(F_1\), first take \(\theta = \theta(\alpha, H) \in (0, 1)\) such that \(H^- + \theta(2H_- - H^-) \geq 1 + \alpha H^+\). By Proposition \([A.4]\) we have

\[
|F_1| \leq \int_u^t \left[ \mathcal{P}_{\Gamma(s,u,r)} f \right] C^\delta |D_s - D_u + S_s - S_u + S_u^\prime (B_r^H - B_u^H) + (S_u^\prime - S_u) (E^u B_r^H - B_u^H) | \, dr
\]

\[
\leq (t-u)^{1+(\alpha-1)H} \left[ (D^s)^{1+\alpha H} (T-u)^{1+\alpha H} + [(S, S^\prime)]_{C^H_{2H}}^2 2^H \right] \mathbb{E}^\delta \epsilon(t-u)^{2H} + \theta(2H_- - H^-)
\]

\(^8\)Note that at this point we do not claim an a.s. \(C^{1+\alpha H}\) modification of \(Z\). That would require bounding \(Z_{s,t} - Z_{s,t} - Z_{u,t} + Z_{u,t}\) for generic time-quartuples \([Ger10\text{ Lemma A.1}]\), which is far more demanding.
where we have used the fact that \((\alpha - 1)H > -1\) and that \(\|S'\|_{C^0} \leq 1\). First we note that the smallest power of the time increments in the big brackets is \(1 + \alpha H^+\). Next, we use Young’s inequality \(a^\gamma b \lesssim a + b^{(1-\gamma)^{-1}}\), so with \(\gamma = (1-\theta)^{-1}\) we get

\[
|F_1| \lesssim (t-s)^{2+\alpha H+\alpha H^-H}\left(D\right)_{C^{1+\alpha H^+}([U,T])} + \left((S,S')\right)_{D^{2H_r}_{\mu H}([U,T])} + \left(B^H\right)^\gamma_{CH^-|F}. \tag{3.23}
\]

For \(F_2\) we have

\[
|F_2| \lesssim \int_u^t \|\Gamma(s,u,r) - \Gamma(u,u,r)\|(r-u)^{-2H+\alpha H} \, dr
\]
\[
\lesssim \int_u^t \|S'_u S'^\top_s - S'_u S'^\top_u\|(r-u)^{\alpha H} \, dr
\]
\[
\lesssim (t-u)^{1+\alpha H} (u-s)^{2H-H^-} \left(S'\right)_{C^{2H-H^-}([U,T])}
\]
\[
\lesssim (t-s)^{1+\alpha H+2H-H^-} \left((S,S')\right)_{D^{2H_r}_{\mu H}([U,T])}. \tag{3.24}
\]

Here, similarly to before, we have used \(\alpha H > -1\) and \(\|S'\|_{C^0} \leq 1\). It remains to put (3.23) and (3.24) together and notice that by assumption both exponents \(2+\alpha H+\alpha H^-H\) and \(1+\alpha H+2H-H^-\) are greater than 1. Therefore, with some \(\varepsilon > 0\) one has the bound

\[
|E^\delta A_{s,u,t}| \lesssim (t-s)^{1+\varepsilon} \left(D\right)_{C^{1+\alpha H^+}([U,T])} + \left((S,S')\right)_{D^{2H_r}_{\mu H}([U,T])} + \left(B^H\right)^\gamma_{CH^-|F}.
\]

Using this bound in (3.22) in the standard way (let us again refer the reader to \([\text{Lê}0]\) for more details) we get the claimed bound (3.17). \(\square\)

We formulate a few corollaries of Lemma 3.12, the first of which is the claimed extension of \(I^X\). Denote by \(\overline{C^\alpha}\) the closure of \(C^1\) in \(C^\alpha\). Recall that for any \(\alpha < \alpha'\) one has \(C^{\alpha'} \subset \overline{C^\alpha}\).

**Corollary 3.13.** Take \(X, D, S\) as in Lemma 3.12 and suppose furthermore that for some \(p \geq 1\) and \(M < \infty\)

\[
\left\|\left[D\right]_{C^{1+\alpha H^+}([0,1])} + \left((S,S')\right)_{D^{2H_r}_{\mu H}([0,1])}\right\|_{L^p(\Omega)} \leq M. \tag{3.25}
\]

Then \(f \mapsto I^X(f)\) extends as a continuous linear map from \(\overline{C^\alpha}\) to \(\overline{C^{1+\alpha H^+}}_p\) whose norm depends only on \(M, \alpha, H, d, d_0, \lambda, K, p\).

The other important consequence is that we obtain a priori bounds for solutions to (1.1) with drift that is regular, but using only its distributional norm in the bounds.

**Corollary 3.14.** Take \(X, D, S\) as in Lemma 3.12 \(b \in C^1, \sigma \in C^2\), and suppose furthermore that

\[
D_t = \int_0^t b(X_s) \, ds, \quad S_t = \int_0^t \sigma(X_s) \, dB^H_t, \quad S'_t = \sigma(X_t);
\]

with the latter integral understood in the rough sense. Then for any \(p \geq 2\) there exist a constant \(N\) depending on \(\alpha, H, d, d_0, \lambda, p, \|b\|_{C^\alpha}, \|\sigma\|_{C^2}\) such that

\[
\left\|\left[D\right]_{C^{1+\alpha H^+}([t,x])} + \left((S, \sigma(X))\right)_{D^{2H_r}_{\mu H}([t,x])}\right\|_{L^p(\Omega)} \leq N. \tag{3.26}
\]
Proof. Since $I^X(b) = D$, we can apply (3.17) and buckle with respect to $D$. We get for any $s, t$

$$[D]_{C^{1+aH^+}(s, t)} \lesssim T + [(S, \sigma(X))]_{D^{2H^-}(s, t)} + [B^H]_{C^H} \bar{F}.$$  \hfill (3.27)

Concerning $S$, with by now usual arguments (that is, by (1.6), (1.13) keeping in mind that $1 + aH^+ + H^- > 1$), (1.8) with $\beta = 1$, triangle inequality, and (3.27) we have for any $U, T$

$$[(S, \sigma(X))]_{D^{2H^-}(U, T)} \leq [(S, \sigma(X))]_{D^{2H^-}(U, T)} |T - U|^{2(H^- - H_)^-} \leq [(S, \sigma(X))]_{D^{2H^-}(U, T)} [(B^H, B^H)]_{R^H-} |T - U|^{2(H^- - H_-)} \leq (\xi + [(S, \sigma(X))]_{D^{2H^-}(U, T)} + [B^H]_{C^H} \bar{F}) (1 + [(B^H, B^H)]_{R^H-} |T - U|^{2(H^- - H_-)}).$$

On small enough intervals the inequality buckets. That is, with $\bar{\gamma} = 3/(2(H^- - H_-))$, we can take an equidistant partition $0 = U_0 < U_1 < \ldots U_L = 1$ of $[0, 1]$ such that $L \leq 1 + [(B^H, B^H)]_{R^H-} |T - U|^{2(H^- - H_-)}$ and thus that for each $i = 1, \ldots, L$ one has

$$[(S, \sigma(X))]_{D^{2H^-}(U_{i-1}, U_i)} \leq \xi + [B^H]_{C^H} \bar{F}.$$ \hfill (3.28)

Applying the generalised subadditivity rule (1.7) for the $D^{2H^-}$ norm, we get

$$[(S, \sigma(X))]_{D^{2H^-}(0, 1)} \leq L(\xi + [B^H]_{C^H} \bar{F}) (1 + [B^H]_{C^H}) \leq (1 + [(B^H, B^H)]_{R^H-} |T - U|^{2(H^- - H_-)})(\xi + [B^H]_{C^H} \bar{F}) (1 + [B^H]_{C^H}).$$

Taking $L_p(\Omega)$ norms in here as well as in (3.27) finishes the proof. \hfill $\square$

Proof of Theorem (7.3) We will only prove a slightly weaker statement, with $R^{H^-}$ instead of $\nabla_{\epsilon \eta} R^{H^- - \epsilon}$, we leave the general case as an exercise.

For the present proof we need yet another two exponents $H_-$ and $H^{++}$. We require them to satisfy $H_-, H^{++} > H^+, aH^{++} + H_- > 0$, and ....... Since the condition (3.16) is with a strict inequality, after sacrificing a small amount of regularity we may and will assume that $b \in C^{\alpha}$. In particular, we can take a sequence $(b^n)_{n \in \mathbb{N}} \subset C^1$ converging to $b$ in $C^\alpha$ and consider the the classically well-posed rough differential equations

$$X^n_t = \int_0^t b^n(X^n_s) \, ds + \int_0^t \sigma(X^n_s) \, dB^H_s.$$ \hfill (3.29)

Denote the first and second integral by $D^n$ and $S^n$, respectively. Applying Corollary (3.14) we get

$$\sup_{n \in \mathbb{N}} \|D^n\|_{C^{1+aH^+}(0, 1)} + \|(S^n, \sigma(X^n))\|_{D^{2H^-}(0, 1)} \leq N.$$ \hfill (3.30)

To conclude tightness on a separable space, first note that since $D^n \in C^1$, the laws of $D^n$ are tight on the (separable) space $C^{1+aH^{++}}$. Next, it follows from [FH26, Exercises 4.8-4.9] that if $\beta \in
(1/3, 1/2), equipping the (nonlinear) space $Q^\mu$ of quartuples $(\hat{B}^H, \hat{B}^H, \hat{S}, \hat{\Sigma}) \in C^\beta \times C^\beta \times C^\beta \times C^\beta$, constrained by Chen’s relation between the first two elements and by the relation $(\hat{S}, \hat{\Sigma}) \in D^\beta_{\hat{B}^H}$, with the metric

$$
q((\hat{B}^{H,1}, \hat{B}^{H,1}, \hat{S}^1, \hat{\Sigma}^1), (\hat{B}^{H,2}, \hat{B}^{H,2}, \hat{S}^2, \hat{\Sigma}^2)) = [\hat{B}^{H,1} - \hat{B}^{H,2}]_{C^\beta} + [\hat{B}^{H,1} - \hat{B}^{H,2}]_{C^\gamma} + [\hat{S}^1 - \hat{S}^2]_{C^\beta} + [\hat{\Sigma}^1 - \hat{\Sigma}^2]_{C^\beta}
$$

$$
+ \sup_{0 \leq s < t \leq 1} \frac{(\hat{S}^1_t - \hat{S}^1_s - \hat{S}^2_t - \hat{S}^2_s)}{|t-s|^{2\beta}} (B_t^{H,1} - B_s^{H,1}) - (B_t^{H,2} - B_s^{H,2})
$$

the closure $\overline{Q^\mu}$ of smooth quartuples in $Q^\mu$ is separable and contains all $Q^\mu$, $\beta' > \beta$. It is also easy to see that these inclusions are compact. Therefore, we can conclude that the family of the laws of the septuples $Z^n = (X^n, D^n, W, B^H, B^H, S^n, \sigma(X^n))$ is tight on $Z := C^{H-} \times C^{1+H+} \times C^{H} \times Q^{H-}$.

Therefore by Prokhorov’s and Skorohod’s theorems there exists a subsequence (for which we use the same notation), a probability space $(\bar{\Omega}, \bar{\mathcal{F}}, \bar{\mathbb{P}})$, and random variables $Z^n$ such that $Z^n \xrightarrow{law} \bar{Z}$ and $\bar{Z}^n$ converges $\bar{\mathbb{P}}$-a.s. in $Z$ to some $\bar{Z}$. It is clear (even only using pointwise convergence) that $\bar{\Sigma} = \sigma(\bar{X})$ and that $\bar{X} = \bar{D} + \bar{S}$. By stability of rough integration ([FH20, Theorem 4.17]) and the condition on the exponents we also get from the convergence that

$$
\bar{S} = \lim_{n \to \infty} \bar{S}^n = \lim_{n \to \infty} \int \sigma(X^n) \, d\bar{B}^{H,n} = \int \sigma(\bar{X}) \, d\bar{B}^H.
$$

Define the filtration $\mathcal{F}$ by setting $\mathcal{F}_t$ to be the completion of the $\sigma$-algebra generated by $\{X_s, D_s, W_s, B^{H,s}_u, s \leq t\}$. It is easy to check (see e.g. [ART21, Section 7.3] or [GG22, Theorem 8.2]) that $\bar{W}$ is a $\mathcal{F}$-Wiener process and that $\bar{B}^H$ satisfies the Mandelbrot – van Ness representation based on $\bar{W}$. Moreover, passing to the limit in the bound (3.28), we have the $\bar{D}, \bar{S}, \bar{S}' = \sigma(\bar{X})$ satisfy the condition (3.25). Since all the required adaptedness properties are satisfied by definition, by Corollary 3.13 the process $\bar{I}^{\bar{X}}(b)$ is well-defined. All that remains to check is that $\bar{D} = \bar{I}^{\bar{X}}(b)$, or, in other words, $\bar{I}^{\bar{X}^n}(b^n) \to \bar{I}^{\bar{X}}(b)$. To this end, we write

$$
\bar{I}^{\bar{X}^n}(b^n) - \bar{I}^{\bar{X}}(b) = (\bar{I}^{\bar{X}^n}(b^n) - \bar{I}^{\bar{X}^n}(b^m)) + (\bar{I}^{\bar{X}^n}(b^m) - \bar{I}^{\bar{X}}(b^m)) + (\bar{I}^{\bar{X}}(b^m) - \bar{I}^{\bar{X}}(b))
$$

If $n$ and $m$ are large enough, the first and third terms are small in $L^p(\Omega)$ thanks to Corollary 3.13 and the fact that $\bar{D}^n, \bar{S}^n, (\bar{S}^n)' = \sigma(\bar{X}^n)$ satisfy the condition (3.25) uniformly in $n$. The second term can be made small for any $m$ by choosing $n$ sufficiently large, simply using the convergence $\bar{X}^n \to \bar{X}$ in $C^{H-}$ and the Lipschitzness of $b^m$. This finishes the proof.

4 The smooth case

Throughout the section we fix $H \in (1, \infty) \setminus \mathbb{N}$ and $\alpha \in (1 - 1/(2H), 1)$. Furthermore, fix $H^- \in (\lfloor H \rfloor, H)$ such that $1 + \alpha H^- + (\alpha - 2)H > 0$ and $1 + \alpha H^- > H^-$.  

4.1 A priori bounds

As far as the the integration of the stochastic term goes, the classical regime is of course the easiest. However, the a priori bounds are more delicate. As observed in [Ger23], estimating
the processes in classical Hölder spaces is not sufficient, one should rather work with a type of ‘stochastic regularity’ that allows one to control conditional increments.

Similarly to before, for $K \in \mathbb{N}$ we define the stopping times

$$
\tau_K = \inf\{t > 0 : [B^H]|_{C^{H^\omega}(\{0,t\})} \geq K\}.
$$

Not that by definition of $B^H$ and the $C^{H^\omega}$ norm, we have $[B^{H-m}]_{C^{H^\omega-m}(\{0,1\})} \leq K$ for all $m = 0, 1, \ldots, [H]$. One of course has the trivial estimate $[X_{\wedge \tau_K}]_{C^1} \leq 1$ for any solution $X$. A much higher order priori bound reads as follows. As before, we denote by $D$ and $S$ the first and second integrals in (1.1), respectively.

**Lemma 4.1.** Let $s_0 \in \{0, 1\}$, $x_0 \in \mathbb{R}^d$, and let $b$ and $\sigma$ satisfy $A_{\text{smooth}}$. Then there exists a constant $N = N(K, \alpha, H, d, d_0, M)$ such that if $X$ is a strong solution of (1.1), then for all $(s, t) \in [s_0, 1]^2$ one has almost surely

$$
\|D_{t\wedge \tau_K} - \mathbb{E}^s D_{t\wedge \tau_K}\|_{L^\infty(\Omega)} \leq N|t - s|^{1+\alpha H^\omega}, \quad \|S_{t\wedge \tau_K} - \mathbb{E}^s S_{t\wedge \tau_K}\|_{L^\infty(\Omega)} \leq N|t - s|^{H^\omega}. \tag{4.1}
$$

**Proof.** Suppose that the bounds (4.1) hold with some $\theta_1, \theta_2 \geq 0$ in place of $1 + \alpha H^\omega$, $H^\omega$, respectively. This is certainly the case with $\theta_1 = \theta_2 = 0$ thanks to the boundedness of $b$, $\sigma$, and (due to the stopping) of $B^{H^\omega}$. Recall that for any two bounded random variables $X, Y$, if $Y$ is $\mathcal{F}_s$-measurable then $\|X - \mathbb{E}^s X\|_{L^\infty(\Omega)} \leq 2\|X - Y\|_{L^\infty(\Omega)}$. Since the random variable $1_{s>\tau_K} D_{\tau_K}$ is $\mathcal{F}_s$-measurable, we can therefore write

$$
\|D_{t\wedge \tau_K} - \mathbb{E}^s D_{t\wedge \tau_K}\|_{L^\infty(\Omega)}
\leq 2\|1_{s>\tau_K} D_{\tau_K} + 1_{s\leq \tau_K} D_{t\wedge \tau_K} - 1_{s>\tau_K} D_{\tau_K} - 1_{s\leq \tau_K} \left(\int_{s_0}^s b(X_r) \, dr - \int_s^{t\wedge \tau_K} b(\mathbb{E}^s X_r) \, dr\right)\|_{L^\infty(\Omega)}
$$

$$
= 2\|1_{s\leq \tau_K} \int_s^{t\wedge \tau_K} b(X_{t\wedge \tau_K}) - b(\mathbb{E}^s X_{t\wedge \tau_K}) \, dr\|_{L^\infty(\Omega)}
\leq |t - s|^{1+\alpha(\theta_1 \wedge \theta_2)},
$$

using the hypothesis on $\theta_1, \theta_2$ in the last step. As for the stochastic part, we can proceed similarly to first get a bound

$$
\|S_{t\wedge \tau_K} - \mathbb{E}^s S_{t\wedge \tau_K}\|_{L^\infty(\Omega)} \leq 2\|1_{s\leq \tau_K} \int_s^{t\wedge \tau_K} \sigma(X_{t\wedge \tau_K}) B_{t\wedge \tau_K}^{H-1} - \sigma(\mathbb{E}^s X_{t\wedge \tau_K}) \mathbb{E}^s B_{t\wedge \tau_K}^{H-1} \, dr\|_{L^\infty(\Omega)}.
$$

Note that

$$
\|B_{t\wedge \tau_K}^{H-1} - \mathbb{E}^s B_{t\wedge \tau_K}^{H-1}\|_{L^\infty(\Omega)} \leq 2|t - s|^{H-1}\|B_{t\wedge \tau_K}^{H-1}\|_{C^{H^\omega}(\{0,1\})}\|_{L^\infty(\Omega)} \leq |t - s|^H K.
$$

This and the hypothesis on $\theta_1, \theta_2$ therefore yields

$$
\|S_{t\wedge \tau_K} - \mathbb{E}^s S_{t\wedge \tau_K}\| \leq |t - s| \left(1+\alpha(\theta_1 \wedge \theta_2)\right)^{H^\omega}.
$$

It is elementary to see that iterating the mapping $(\theta_1, \theta_2) \mapsto (1 + \alpha(\theta_1 \wedge \theta_2), (1 + \alpha(\theta_1 \wedge \theta_2)) \wedge H^\omega)$, starting from $(0, 0)$, one reaches the value $(1 + \alpha H^\omega, H^\omega)$ after finitely many steps (this is true in fact even under the weaker condition $\alpha > 1 - 1/H^\omega$), finishing the proof. □

The other change compared to the $H < 1$ case is that when approximating the stochastic integral, simply freezing the diffusion coefficient is not sufficient. We will need a more complicated approximation, which in turn leads to a somewhat more involved version of (1.3).
Proposition 4.2. Let \((s, t) \in [0, 1]_x^2\) and let \(Y = (Y_r)_{r \in [s, t]}\) be an \(\mathcal{F}_s\)-measurable \(\mathbb{R}^{d \times d_0}\)-valued random process. Then conditionally on \(\mathcal{F}_s\), the vector
\[
Z = \int_s^t Y_r B_r^{H-1} \, dr
\]
is Gaussian with covariance matrix
\[
\Gamma[Y](s, t) = \mathbb{E}^\mathbb{F}((Z - \mathbb{E}^\mathbb{F} Z)(Z - \mathbb{E}^\mathbb{F} Z)^\top)
= c'(H) \int_s^t \int_s^t \int_t^t Y_{r'} Y_{r''} \|v - u\|^{H-3/2} \|v' - u\|^{H-3/2} \, dv \, dv' \, du,
\] (4.2)
where \(c'(H)\) is a positive constant depending only on \(H\).

Moreover, there exist a constant \(N = N(H)\) such that for any two processes \(Y^1, Y^2\) as above, one has the a.s. bound
\[
|\Gamma[Y^1](s, t) - \Gamma[Y^2](s, t)| \leq N|t - s|^{2H} \left( \|Y_1\|_{\mathcal{C}^0([s, t])} + \|Y_2\|_{\mathcal{C}^0([s, t])} \right) \|Y^1 - Y^2\|_{\mathcal{C}^0([s, t])}.
\] (4.3)

Let furthermore \(\lambda > 0, \bar{K} \in \mathbb{R}\), and \(\tilde{Y}\) be an \(\mathcal{F}_s\)-measurable \(\mathbb{R}^{d \times d_0}\)-valued random variable such that \(\tilde{Y}_\omega \geq \lambda\) and \(|\tilde{Y}| \leq \bar{K}\) a.s. Then there exist constants \(c''(H)\) and \(\delta = \delta(H, d, d_0, \lambda, \bar{K})\) such that if \(|\tilde{Y} - Y|_{\mathcal{C}^0} \leq \delta\) a.s., then \(\Gamma[Y](s, t) \geq c''(H)\lambda|t - s|^{2H}\) a.s.

Proof. The conditional Gaussianity of \(Z\) is trivial. As for its conditional covariance matrix, we can write
\[
Z - \mathbb{E}^\mathbb{F} Z = \int_s^t \int_s^t \int_t^t Y_{u[H]} |u_1 - u_0|^{H-[H]-1/2} \, dW_{u_0} \, du_1 \cdots \, du_{[H]}
= \int_s^t \int_s^t \int_t^t Y_{u[H]} |u_1 - u_0|^{H-[H]-1/2} \, du_1 \cdots \, du_{[H]} \, dW_{u_0}
= \sqrt{c'(H)} \int_s^t \int_s^t \int_t^t Y_{u[H]} |u_1[H] - u_0|^{H-3/2} \, du_1[H] \, dW_{u_0},
\]
where \(c'(H)\) is defined by the last equality. Itô’s isometry yields (4.2).

The bound (4.3) follows directly from (4.2).

Concerning the last claim, it follows viewing \(\tilde{Y}\) as a constant in time process, we have
\[
\Gamma[\tilde{Y}](s, t) = c'(H)\tilde{Y}_{\omega}^{\top} \int_s^t \int_t^t |v - u|^{H-3/2} \, dv \, dv' \, du
= c''(H)\tilde{Y}_{\omega}^{\top} |t - s|^{2H}
\]
with another positive constant \(c''(H)\). This yields the claim for \(\tilde{Y}\) in place of \(Y\), and to get the claim for \(Y\) as stated, it remains to use (4.3). \(\square\)

4.2 Strong uniqueness and stability

Throughout Section 4.2 we fix \(K \in \mathbb{N}\), use the shorthand \(\tau = \tau_K\), and for a solution of \(X\) (1.1) we define \(\hat{X}\) as in (2.1). As in the previous cases, a certain conditional regularity seminorm of \(B^H\) appears, so this time we set the shorthand
\[
\|B^H\|_{\mathcal{C}^{1, \mathbb{F}}} = \sup_{s, t \in [0, 1]} \mathbb{E}^\mathbb{F} |B^H_{t[H]}|.\]
**Lemma 4.3.** Let \( p \geq 2, s_0 \in [0, 1), x_0 \in \mathbb{R}^{d}, (S, T) \in [s_0, 1]^2 \), and let \( b \) and \( \sigma \) satisfy \( A_{\text{smooth}} \). Let \( X \) be a strong solution of (1.1). Then there exists constants \( N = N(\alpha, H, d, d_0, M, \lambda, p, K) \) and \( \varepsilon = \varepsilon(\alpha, H) > 0 \) such that for all \( f \in C^{\alpha} \), all adapted stochastic processes \( Z \), and all \( (s, t) \in [S, T]^2 \), the following bound holds

\[
\| \int_{s}^{t} (f(\tilde{X}_r + Z_r) - f(\tilde{X}_r)) \, dr \|_{L^p(\Omega)} \leq N\|f\|_{C^{\alpha}} \|Z\|_{\mathbb{H}^p(\cdot)}|t-s|^{1/2+\varepsilon} + N\|f\|_{C^{\alpha}} \left( (1 + [B^H]_{C^1(\mathbb{R})}) \|Z\|_{\mathbb{H}^p(\cdot)} + [Z]_{\mathbb{H}^{1/2}(\cdot)} \right)|t-s|^{1+\varepsilon}. \tag{4.4}
\]

**Proof.** We may and will assume \( \|f\|_{C^{\alpha}} = 1 \). For \( S \leq s \leq u \leq r \leq t \leq T \), set

\[
\Theta_{s,r} = \int_{s_0}^{r} b(\mathbb{E}^sX_{s \land r}) \, dv, \\
\Sigma_{s,r} = \int_{s_0}^{r} \sigma(\mathbb{E}^sX_{s \land r})B^H_{s \land r} \, dv, \\
\Xi_{s,r} = \Theta_{s,r} + \Sigma_{s,r}, \\
\hat{\Xi}_{s,u,r} = \Theta_{s,u} + \Xi_{s,u} + \int_{u}^{r} \sigma(\mathbb{E}^sX_{s \land r})\mathbb{E}^uB^H_{s \land r} \, dv.
\]

We wish to apply stochastic sewing in the form of Lemma (A.1) with the processes

\[
A_{s,t} = \mathbb{E}^s \int_{s}^{t} f(\Xi_{s \land r} + Z_{s \land r}) - f(\Xi_{s \land r}) \, dr, \\
\mathcal{A}_{t} = \int_{s}^{t} (f(\tilde{X}_r + Z_r) - f(\tilde{X}_r)) \, dr.
\]

with \( s_- = s - (t - s) \) as before. We shall restrict to pairs \((s, t)\) satisfying \(|t-s| \leq \delta\) for some \( \delta > 0 \) to be soon chosen (and depending only on the parameters of \( N \)), by Remark (A.2) this is not a restriction. Let us denote

\[
\hat{\Gamma}(s, u, r) = \Gamma[\sigma(\mathbb{E}^sX_{s \land r})](u, r),
\]

where we use the notation \( \Gamma[\cdot](\cdot, \cdot) \) from (4.2). Note that by Proposition 4.2 for \( s \leq u \leq r \) one has the identity \( \mathbb{E}^uf(\Xi_{s,r}) = \mathcal{P}_{f}(s, u, r)f(\hat{\Xi}_{s,u,r}) \). Let us furthermore use the last statement of Proposition 4.2 with \( \tilde{Y} = \sigma(X_{s \land r}) \) and \( Y = \sigma(\mathbb{E}^sX_{s \land r}) \). The required properties of \( \tilde{Y} \) are trivially satisfied thanks to the assumption on \( \sigma \). As for the difference \( \|Y - \tilde{Y}\|_{C^0} \), we have for all \( v \in [u, r] \)

\[
|Y_v - \tilde{Y}| \leq |\mathbb{E}^sX_{v \land r} - X_{s \land r}| \leq |X_{v \land r} - X_{s \land r}| \leq |r-s|,
\]

simply using the boundedness of \( b, \sigma \), and the stopped \( B^H_{s \land r} \) in the last step. Therefore if \( |r-s| \) is sufficiently small, then the condition of Proposition 4.2 is met and we have

\[
\|\hat{\Gamma}(s, u, r)^{-1}\| \leq \|r-u\|^{2H}. \tag{4.5}
\]

We can then proceed similarly to before, the first bound follows easily: we have a.s.

\[
|A_{s,t}| = \left| \int_{s}^{t} \mathcal{P}_{f}(s, s \land r)f(\hat{\Xi}_{s \land s \land r} + Z_{s \land r}) - \mathcal{P}_{f}(s, s \land r)f(\hat{\Xi}_{s \land s \land r}) \, dr \right|
\]
And finally, we can write
\[ \frac{1}{2} (\| A_{x,r} \| + \| A_{y,r} \|) \leq \left( \frac{1}{2} (\| A_{x,r} \| + \| A_{y,r} \|) \right) \frac{1}{2} (\| A_{x,r} \| + \| A_{y,r} \|) \]

Therefore we get the a.s. bound (4.5) to get the last line. After taking \( L_p(\Omega) \) norms, we get
\[
\| A_{x,r} \|_{L_p(\Omega)} \leq \| Z \|_{\mathcal{E}_p^0(S,T)} (t-s)^{1+(a-1)H}
\]

Since \( 1 + (a - 1)H > 1/2 \), condition (A.1) is satisfied with \( N_1 = N_1 \| Z \|_{\mathcal{E}_p^0(S,T)} \).

Moving on to (A.2), we proceed similarly to the proof of Lemma 4.3 and aim to bound the quantities \( J_1 \) and \( J_2 \), introduced in (2.3) and (2.4), respectively. For \( J_1 \), we use the bound (2.5), whose second line is now justified by (4.5). The only real difference is how we estimate the term \( |\hat{\xi}_{x,r} - \hat{\xi}_{s,r}| \), whose definition has changed compared to Lemma 4.3; this time we have
\[
|\hat{\xi}_{x,r} - \hat{\xi}_{s,r}| = \Theta_{x,r} - \Theta_{s,r} + \Sigma_{s,s} + \int_s^r \sigma(\mathcal{E}X_{v\wedge T})\mathcal{E}B^H_v - \Sigma_{s,s} - \int_s^r \sigma(\mathcal{E}X_{v\wedge T})\mathcal{E}B^H_v \, dv.
\]

First, we have
\[
|\Theta_{x,r} - \Theta_{s,r}| = \left| \int_s^r b(\mathcal{E}X_{v\wedge T}) - b(\mathcal{E}X_{v\wedge T}) \, dv \right| \leq \int_s^r |\mathcal{E}X_{v\wedge T} - \mathcal{E}X_{v\wedge T}| \, dv \leq |t-s|^{1+\alpha H^-},
\]

using Lemma 4.1 in the last step. Second, we write
\[
|\Sigma_{s,s} - \Sigma_{s,s}| = \left| \int_s^r (\sigma(X_{v\wedge T}) - \sigma(\mathcal{E}X_{v\wedge T}))\mathcal{E}B^H_v - \Sigma_{s,s} - \int_s^r \sigma(\mathcal{E}X_{v\wedge T})\mathcal{E}B^H_v \, dv \right| \leq |t-s|^{1+H^-} [B^H]_{C^1}.
\]

And finally, we can write
\[
\left| \int_s^r (\sigma(\mathcal{E}X_{v\wedge T}) - \sigma(\mathcal{E}X_{v\wedge T}))\mathcal{E}B^H_v \, dv \right| \leq |t-s|^{1+H^-} [B^H]_{C^1}|F|.
\]

Therefore we get the a.s. bound
\[
|\hat{\xi}_{x,r} - \hat{\xi}_{s,r}| \leq |t-s|^{1+\alpha H^-} (1 + [B^H]_{C^1}|F|),
\]

and using this in (2.5) we conclude
\[
\| J_1 \|_{L_p(\Omega)} \leq \| (1 + [B]_{C^1}|F|)Z \|_{\mathcal{E}_p^0(S,T)} (t-s)^{1+\alpha H^- + (a-2)H} + [Z]_{\mathcal{E}_p^{2/3}} (t-s)^{1/2 + (a-1)H},
\]

For \( J_2 \) we write
\[
|J_2|^2 \leq |Z| |\mathcal{P}_f(\xi_{s,r}) - \mathcal{P}_f(\xi_{s,r})| \leq |Z| |\hat{\xi}(s,r) - \hat{\xi}(s,r)||\hat{\xi}(s,r)^{-1} + \hat{\xi}(s,r)^{-1} \|_{L^2/2} \leq |Z| |\hat{\xi}(s,r) - \hat{\xi}(s,r)| \leq |Z| |\hat{\xi}(s,r) - \hat{\xi}(s,r)| (r-s)^{-3H+H H a}.
\]
By the definition of \( \hat{\Gamma} \) and (4.3) we have
\[
|\hat{\Gamma}(s, s, r) - \hat{\Gamma}(s, s, r)| \leq |r - s|^2H\|\sigma(\mathbb{E}^X_{\lambda_T}) - \sigma(\mathbb{E}^X_{\lambda_T})\|_{C^0([s, r])} \\
\leq |t - s|^2H + H^+,
\]
using Lemma 3.1 in the last step. Therefore we can conclude
\[
\|J_r^2\|_{L_p(\Omega)} \leq \|Z\|_{\mathcal{E}_p^0([S, T])} |t - s|^{H - H + \alpha H}. \tag{4.7}
\]
By assumption, all of \( 1 + \alpha H - (\alpha - 2)H, 1/2 + (\alpha - 1)H, \) and \( H - H + \alpha H \) are positive. Therefore as in the proof of Lemma 2.1 from (4.6) we get the desired bound on \( \mathbb{E}^X \delta A_{s, u, t}; \)
\[
\|\mathbb{E}^X \delta A_{s, u, t}\|_{L_p(\Omega)} \leq \left( \left\| (1 + [B^H]_{C^1[1]} Z) \|_{\mathcal{E}_p^0([S, T])} + [Z]_{\mathcal{E}_p^{1/2}([S, T])} \right\| |t - s|^{1 + \varepsilon_2}
\]
for some \( \varepsilon_2 > 0 \). Indeed, this verifies condition (A.3) with \( N_2 = N \left( \left\| (1 + [B^H]_{C^1[1]} Z) \|_{\mathcal{E}_p^0([S, T])} + [Z]_{\mathcal{E}_p^{1/2}([S, T])} \right\| |t - s|^{1 + \varepsilon_2} \right) \).
The verification of (A.3) carries through from the proof of Lemma 2.1 without any serious change: that the argument only requires \( |\bar{X}|_{\mathcal{E}_p^0} < \infty \) for some \( \gamma > 0 \) (which here is satisfied with \( \gamma = 1 \)) and \( \|\Xi_{s, r} - \bar{X}_s\|_{L_p(\Omega)} \leq |r - s|^{\gamma} \) for some \( \gamma > 0 \) (which is also satisfied with \( \gamma = 1 \)). Therefore all the conditions of Lemma 3.1 are satisfied and (4.4) follows from (4.4).

**Lemma 4.4.** Let \( p \geq 1, s_0 \in [0, 1), x_0, y_0 \in \mathbb{R}^d \). Let \( b, \tilde{b}, \) and \( \sigma \) satisfy \( A_{\text{smooth}} \). Then there exists a constant \( N_1 \), depending only on \( \alpha, H, d, \alpha_0, M, \lambda, p, \) and \( K \), as well as a constant \( \gamma = (\gamma(\alpha, H) \in (0, 2) \) with the following property: for any \( X \) and \( Y \) strong solutions of (1.1) and (2.9), respectively, and for all \( C \geq 1 \), the following estimate holds
\[
\|X - Y\|_{\mathcal{E}_p^{1/2}([s_0, 1])} \leq N_1^{C^{2-\gamma}} \left( \|x_0 - y_0\| + \left( \mathbb{P} \left( \|B^H\|_{C^1[1]} \geq C \right) \right)^{1/2p} + \|b - \tilde{b}\|_{C^0(\mathbb{R}^d)} \right). \tag{4.8}
\]

**Proof.** The proof is in large part identical to that of Lemma 2.1. As therein, taking \( (S, T) \in [s_0, 1]^2 \) and denoting \( Z = X - Y \), one gets (after applying Lemma 3.3)
\[
\|Z\|_{\mathcal{E}_p^{1/2}([S, T])} \leq C \|Z_{S, T}\|_{L_p(\Omega)} + C \|Z_{S, T}\|_{\mathcal{E}_p^{1/2}([S, T])} |T - S|^{1/2p} + \mathbb{P} \left( \|B^H\|_{C^1[1]} \geq C \right)^{1/2p} + \|b - \tilde{b}\|_{C^0(\mathbb{R}^d)} \approx \left( \int_{s_0}^t \left( \sigma(X_{\lambda_T}) - \sigma(Y_{\lambda_T}) \right) B^{H-1}_r \right)_{\mathcal{E}_p^{1/2}([S, T])} \tag{4.9}
\]
The only difference lies in the treatment of the last term: for \( (s, t) \in [S, T]^2 \) we can write
\[
\left| \int_{s}^t \left( \sigma(X_{\lambda_T}) - \sigma(Y_{\lambda_T}) \right) B^{H-1}_r \right)_{\mathcal{E}_p^{1/2}([S, T])} \leq \| |t - s| \|Z_{S, T}\|_{C^0([S, T])} \|B^H\|_{C^1[1]} \cdot
\]
Choose \( p \) large enough so that \( \| \cdot \|_{L_p(\Omega; C^0([S, T]))} \leq \| \cdot \|_{\mathcal{E}_p^{1/2}([S, T])} \). Taking \( L_p(\Omega) \) norms and taking supremum over \( (s, t) \in [S, T]^2 \), we get
\[
\left| \int_{s_0}^t \left( \sigma(X_{\lambda_T}) - \sigma(Y_{\lambda_T}) \right) B^{H-1}_r \right)_{\mathcal{E}_p^{1/2}([S, T])} \leq \| |T - S|^{1/2} \|Z_{S, T}\| \|B^H\|_{C^1}\|_{L_p(\Omega; C^0([S, T]))}
\]
\[ \leq C|T - S|^{1/2} \| Z_{\lambda T} \|_{L_p}\left( \Omega, C^0([S, T]) \right) + \left( \mathbb{P}(\{ B^H \mid C^1 \geq C \}) \right)^{1/2p} \]
\[ \leq C|T - S|^{1/2} \| Z_{\lambda T} \|_{L_p}\left( \Omega, C^0([S, T]) \right) + \left( \mathbb{P}(\{ B^H \mid C^1 \geq C \}) \right)^{1/2p} \]
\[ \leq C \| Z_{\lambda T} \|_{L_p}(\Omega) + C|T - S|^{1/2} \| Z_{\lambda T} \|_{L_p}\left( \Omega, C^0([S, T]) \right) + \left( \mathbb{P}(\{ B^H \mid C^1 \geq C \}) \right)^{1/2p}. \]

Using this bound in (4.9), we get the exact analogue of (2.16). The proof is then concluded in the exact same way. \qed

4.3 Strong existence and path-by-path uniqueness

Once the estimate (4.8) is available, the rest of the argument from Section 2 carries through with minimal changes, all of which are in fact simplifications due to the “stochastic” integral being easier to handle. We therefore only state the main conclusions.

**Theorem 4.5.** Let \( b \) and \( \sigma \) satisfy \( A_{\text{smooth}} \). Then for any \( s_0 \in [0, 1) \) and \( x_0 \in \mathbb{R}^d \) there exists a strong solution to (2.1). Moreover, there exists an event \( \tilde{\Omega} \subset \Omega_H \) of full probability such that for any \( \omega \in \tilde{\Omega}, s_0 \in [0, 1), x_0 \in \mathbb{R}^d, \) and any two solutions \( Y \) and \( Y' \) of (2.1), one has \( Y = Y' \).

Appendix A Technical tools

We recall a number of basic ingredients for stochastic sewing. First let us recall the following version of the stochastic sewing lemma. We use the notation \([S, T]_2^2 = \{(s, t) \in [S, T]^2 : s - (t - s) \geq S\} \)

**Lemma A.1** (Shifted stochastic sewing lemma [Lé20, Ger22]). Let \( 0 \leq S < T \leq 1, p \geq 2 \) and let \((A_{s,t})_{(s,t)\in[S,T]_2^2}\) be a family of random variables in \( L_p(\Omega, \mathbb{R}^d) \) such that \( A_{s,t} \) is \( \mathcal{F}_t \)-measurable. Suppose that for some \( \varepsilon_1, \varepsilon_2 > 0 \) and \( N_1, N_2 \geq 0 \) the bounds
\[ \| A_{s,t} \|_{L_p}(\Omega) \leq N_1|t - s|^{1/2 + \varepsilon_1}, \]  
\[ \| \mathbb{E}^{s-(t-s)}\delta A_{s,u,t} \|_{L_p}(\Omega) \leq N_2|t - s|^{1 + \varepsilon_2} \]

hold for all \((s, t) \in [S, T]_2^2\) and \( u = (s + t)/2 \). Suppose furthermore that there exists a process \( \mathcal{A} = \{ \mathcal{A}_t : t \in [S, T] \} \) and constants \( \varepsilon_3 > 0, N_3 \geq 0 \), such that for any \((s, t) \in [S, T]_2^2\) one has
\[ \| \mathcal{A}_t - \mathcal{A}_s - A_{s,t} \|_{L_p}(\Omega) \leq N_3|t - s|^{1 + \varepsilon_3} \]

Then there exist constants \( K_1, K_2 > 0 \), which depend only on \( \varepsilon_1, \varepsilon_2, p, \) and \( d, \) such that for any \((s, t) \in [S, T]_2^2\) one has the bound
\[ \| \mathcal{A}_t - \mathcal{A}_s \|_{L_p}(\Omega) \leq K_1N_1|t - s|^{1/2 + \varepsilon_1} + K_2N_2|t - s|^{1 + \varepsilon_2}. \]

**Remark A.2.** A trivial extension of Lemma A.1 is that if for some \( \delta > 0 \) one requires \( (A.1) + (A.2) \) to hold only for \((s, t)\) such that \( |t - s| \leq \delta \), then (A.4) still holds for all \((s, t) \in [S, T]_2^2\), but with the constants \( K_1, K_2 \) also depending on \( \delta \).

**Proposition A.3.** Let \( f \in C^1(\mathbb{R}^d), g \in C^2(\mathbb{R}^d), \) and \( x_1, x_2, x_3, x_4 \in \mathbb{R}^d \). Then one has the bounds
\[ |f(x_1) - f(x_2)| \leq |x_1 - x_2| |f|_{C^1}, \] 
\[ |g(x_1) - g(x_2) - g(x_3) + g(x_4)| \leq |x_1 - x_2 - x_3 + x_4| |g|_{C^1} + |x_1 - x_2| |x_1 - x_3| |g|_{C^2}. \]
Then for any $\phi\in\mathcal{D}$, Proposition A.4 is very standard, Proposition A.5 is also folklore, in this exact form it is proved in [DGL21, Proposition 2.7].

**Proposition A.4.** Let $K > 0$ and let $\Gamma\in\mathbb{R}^{d\times d}$ be a positive definite matrix such that $\|\Gamma\| \leq K$. Then for any $-1 < \alpha \leq \beta \leq 2$ there exists a constant $N = N(d, \alpha, \beta, K)$ such that for any $f \in C^\alpha$ one has the bound
\[
\|\Pi f\|_{C^\beta} \leq N\|\Gamma^{-1}\|^{(\beta-\alpha)/2}\|f\|_{C^\alpha}.
\] (A.7)

**Proposition A.5.** Let $K > 0$ and let $\Gamma, \Gamma' \in\mathbb{R}^{d\times d}$ be positive definite matrices such that $K^{-1} \mathbb{I} \leq \Gamma^{-1} \mathbb{I} \Gamma' \leq K\mathbb{I}$. Then there exists a constant $N = N(d, K)$ such that for all $x \in \mathbb{R}^d$ one has the bound
\[
|p_{\Gamma}(x) - p_{\Gamma'}(x)| \leq N\|\Gamma^{-1} - \Gamma'^{-1}\|(p_{\Gamma/2}(x) + p_{\Gamma'/2}(x)).
\] (A.8)

**Proof of (1.7).** Using the shorthand notation $f_{x,t} := f_t - f_x$ for increments, the bound follows from the following telescopic rearrangement:
\[
f_{u_t} - f_{v_0} = \sum_{i=1}^{k}(f_{u_{i-1},u_i} - f'_{u_{i-1},u_i}g_{u_{i-1},u_i}) + \sum_{i=1}^{k}f'_{u_{i-1},u_i}g_{u_{i-1},u_i}
= \sum_{i=1}^{k}(f_{u_{i-1},u_i} - f'_{u_{i-1},u_i}g_{u_{i-1},u_i}) + \sum_{i=1}^{k}f'_{u_{i-1},u_i}g_{u_{i-1},u_i}.
\]

**Proof of (1.8).** With the shorthand notation for increments as before, for $v, u \in [s, t]$ we have
\[
|F(f_u) - F(f_v) - \nabla F(f_v)f'_{v,u}g_{v,u}|
= \left|\int_{0}^{1}\nabla F(f_{v} + \theta f_{v,u})f_{v,u} d\theta - \nabla F(f_v)f'_{v,u}g_{v,u}\right|
\leq \int_{0}^{1}\left|\nabla F(f_{v} + \theta f_{v,u}) - \nabla F(f_v)f'_{v,u}g_{v,u}\right| d\theta + \|F\|_{C^1}(f, f')\|D_{\gamma}(f, f')(s, t)|u - v|\gamma
\leq \|F\|_{C^{\alpha+\beta}}\|f'\|_{C^0}\|g\|_{C^\alpha}|f|^{\beta}_{C^\alpha}|v - u|^{\alpha+\beta} + \|F\|_{C^1}(f, f')\|D_{\gamma}(f, f')(s, t)|u - v|\gamma.
More easily, one has
\[
|\nabla F(f_u)f'_{u} - \nabla F(f_v)f'_{v}| \leq \|F\|_{C^1}[f']|v - u|^{\alpha} + \|F\|_{C^{\alpha+\beta}}|f'|^{\beta}\|C^\alpha|v - u|^{\beta+\alpha}.
\]
Combining these two bounds with (1.5) yields (1.8). \[\square\]
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