Abstract

In this work we provide a new approach for approximating an ordered operator exponential using an ordinary operator exponential that acts on the Hilbert space of the simulation as well as a finite-dimensional clock register. This approach allows us to translate results for simulating time-independent systems to the time-dependent case. Our result solves two open problems in simulation. It first provides a rigorous way of using discrete time-displacement operators to generate time-dependent product formulas. Second, it provides a way to allow qubitization to be employed for certain time-dependent formulas. We show that as the number of qubits used for the clock grows, the error in the ordered operator exponential vanishes, as well as the entanglement between the clock register and the register of the state being acted upon. As an application, we provide a new family of multiproduct formulas (MPFs) for time-dependent Hamiltonians that yield both commutator scaling and poly-logarithmic error scaling. This in turn, means that this method outperforms existing methods for simulating physically-local, time-dependent Hamiltonians. Finally, we apply the formalism to show how qubitization can be generalized to the time-dependent case and show that such a translation can be practical if the second derivative of the Hamiltonian is sufficiently small.

1 Introduction

Quantum simulation algorithms have, within recent years, emerged as arguably the preeminent application of quantum computing [1, 2, 3, 4, 5, 6]. Specifically, these algorithms have led to elementary ways to translate complicated quantum dynamics into elementary sequences of quantum gates. This has raised the possibility for solving problems in the domain sciences spanning chemistry [7, 8, 9, 10], material science [11], nuclear and neutrino physics [12, 13, 14], field theory [15, 16, 17] and beyond. Further work has shown the central role that these algorithms play in translating continuous time quantum walk algorithms, as well as alternative models of quantum computing such as adiabatic quantum computing, to the standard circuit model [18].

Presently, three fundamental families of strategies are used for simulating quantum dynamics: qubitization [19, 20, 21], linear combinations of unitaries (LCU) [3, 22, 23, 19, 24] and product formulas [2, 25, 4, 26].
Of these methods, product formulas have the unique characteristic that the error depends on the commutators of the Hamiltonian terms; however the error scaling of these methods is super-polynomially worse than either LCU or qubitization. This can be addressed through the use of multiproduct formulas (MPFs), which hybridize product formula and LCU techniques [3, 27, 28]. However, to date this approach has not been successfully applied to simulate time-dependent Hamiltonians. This is because the formalism for analyzing ordered operator exponentials is more complicated than for ordinary operator exponentials, which makes translating MPFs to the time-dependent domain highly nontrivial.

We address this problem by providing a rigorous formalism to translate a smooth, time-dependent Hamiltonian into a time-independent Hamiltonian acting on a larger Hilbert space. Unlike existing approaches [29], in our formalism all the operators involved are finite dimensional, therefore bounded. This allows the existing machinery for time-independent simulations to be applied to the most common families of time-dependent Hamiltonians: those which are piecewise smooth.

Our primary application of the clock space formalism is to the simulation of time-dependent Hamiltonians using MPFs. This will give the most efficient known method for simulating time-dependent Hamiltonians which exhibits commutator scaling. By commutator scaling we mean the following: independent of input model, a time-independent Hamiltonian yields zero error if it can be decomposed into easily simulatable and commuting terms. In practice, this constitutes a super-polynomial advantage over the error scaling provided by product formula methods for solving the same problems. We further provide numerical results that support the analytic calculations, and also show that the finite dimensional clock space construction allows qubitization to simulate time-dependent Hamiltonians, albeit at a cost that is impractical for all but the most modest time dependences.

The rest of the paper is laid out as follows. In Section 2, we define what is meant by an nth-order approximation to the time evolution operator \( U \), as well as some other basic notions. Multiproduct formulas (MPFs) will be first introduced in Section 2.2. In Section 2.3, we review a method, known first in the classical Hamiltonian setting, for promoting time to a coordinate and representing time dependence in the Hamiltonian as uniform translation along this degree of freedom. In this enlarged space, the propagator becomes an ordinary operator exponential, eliminating time ordering. This almost allows us to borrow existing tools for time-independent simulations, particularly MPFs. However, the continuous nature of this space makes it difficult to justify that such formulas are systematically improvable and have concrete scaling bounds. To do so, we provide a discrete and bounded clock operator in Section 3 and show that we get the appropriate scaling of MPFs in the continuum limit of the clock. Once we have the guarantee of nth order MPFs, the question will be how to bound the error compared to the exact propagator. This is first done for short-time simulations in Section 4, and then extended to long-time simulations in Section 5 by breaking up the simulation interval \( I \) into many short steps. We then analyze the complexity of the method in Section 6. As a last application of the theory, we apply the discrete clock construction to generalize qubitization to certain time dependent simulations in Section 7. In Section 8, we investigate the performance and properties of the MPF algorithm numerically on two simple but physically relevant systems, and show that the algorithm performs at least as well as predicted by our theoretical results. Finally, Section 9 ends with some concluding remarks on the impact of this work and directions for future research.

2 Basic ideas and notation

Here we introduce and review the fundamental concepts of our work. While we focus on the case of Hamiltonian simulation for definiteness, because this was the authors’ original motivation, many of our ideas carry over to any mathematical system described as a linear first-order differential equation for an operator, such as classical Hamiltonian dynamics. The reader is encouraged to abstract the ideas presented here and apply them to their own purposes.
Table 1: Comparison of different scalings of quantum simulation methods. Here we assume that $H = \sum_{j=1}^{L} \alpha_j(t)U_j$ for Hermitian and unitary $U_j$ and $\alpha_j(t) \in C^\infty$. We further use the notation $\|\alpha\|_{1,1} = \int_0^t \sum_{j=1}^L |\alpha_j(\tau)|d\tau$, $\|\alpha\|_{1,\max} = \max_{\tau \in [0,t]}(\sum_{j=1}^L |\alpha_j(\tau)|)$, $\|\alpha\|_{\max,\max} = \max_{\tau \in [0,t]} \max_j |\alpha_j(\tau)|$, $\|\partial_\alpha\|_{1,1} = \int_0^t \sum_{j=1}^L |\partial_\alpha \alpha_j(\tau)|$, $\|\partial_\alpha\|_{\max,\max} = \max_{\tau \in [0,t]} \max_j |\partial_\alpha \alpha_j(\tau)|$ and define $\Lambda(t,0) = \frac{1}{7} \int_0^t \max_k \|H^{(k)}(s)\|^{1/(k+1)}ds$ and $\gamma = \max \left[ \max_{s \in [0,1]} \|\hat{H}(s)\|/(\epsilon\|\alpha\|^2_{1,\max}), 1 \right]$. Results for qubitization are with respect to a different model wherein the fictitious clock space for the Hamiltonian is implemented. We define a simulation algorithm to have commutator scaling in the discrete setting if the error is a polynomial function of $[U_j, U_k]$ and $|\Delta, H|/2^n r$. Or alternatively in the continuous setting, we say it has commutator scaling if the commutator simulation error vanishes in the limit where $H$ is time-independent and $[U_j, U_k] = 0$ for all $j, k \in [L]$.

2.1 Quantum dynamics and Hamiltonian simulation

According to the postulates of quantum mechanics, a closed system with Hilbert space $\mathcal{H}$ has dynamics which are generated by some self-adjoint operator $H$ on the space, called the Hamiltonian. In certain cases of physical interest, the parameters of the physical system may change over time, or one may work in a “non-inertial frame” such as an interaction picture. In such instances, a proper description requires that $H$ be a function of time. In saying $H(t)$ generates the dynamics, we mean there exists a unique unitary-operator-valued function $U$, termed the time evolution operator, which solves the following initial value problem.

\[
i\partial_t U(t,t_0) = H(t)U(t,t_0)
U(t_0,t_0) = 1
\]  

(1)

(Here, and throughout, we choose units where Planck’s constant $\hbar$ is one.) The system of equations above is the Schrödinger equation for the time evolution operator. The solution $U$ encodes maximal knowledge about the system dynamics as allowed by the laws of quantum mechanics. For any initial (possibly mixed) state $\rho(t_0)$, one obtains the time-evolved quantum state over the interval $\Delta t = t - t_0$ via

\[
\rho(t_0 + \Delta t) = U \rho(t_0) U^\dagger
\]

where the arguments of $U$ are left off for clarity. Hence, $U$ “propagates” our state forward in time, and is therefore sometimes called the propagator. A similar relation can be written from the Heisenberg picture, in which the observables evolve in time.

In the case where $H(t)$ is a constant function, we say it is time-independent. Such behavior naturally arises in systems whose dynamical laws exhibit time-translation invariance. In this case, the solution $U$ to equation (1) takes the expression

\[
U(t,t_0) = e^{-iH\Delta t}.
\]  

(2)

We say that $U$ is an ordinary (operator) exponential of $H$. For more arbitrary $H(t)$, in contrast, the solution
U is typically written as an ordered (operator) exponential of H(t).

\[ U(t, t_0) = T \exp\left\{ -i \int_{t_0}^{t} H(\tau) d\tau \right\} \]  

(3)

Here T is thought of, formally, as a superoperator which reorders terms in a product according to their function value. It is usually called the time-ordering operator.

In the setting of digital quantum computation, one can only hope to calculate the propagator to some approximation, which can be made better at increasing cost. Constructing the approximate circuit for U defines the problem of Hamiltonian simulation.

**Definition 1.** Let d be some distance measure on the set of quantum channels on n qubits, and define the Hamiltonian simulation problem as follows. Given an interval \( I = [t_0, t] \subseteq \mathbb{R} \), \( \epsilon > 0 \) and a function \( H : I \rightarrow \mathbb{C}^{2^n \times 2^n} \) whose value is a self-adjoint operator, construct a quantum circuit \( V_I \) such that

\[ d(U_I, V_I) \leq \epsilon \]  

(4)

where \( U_I \equiv U(t, t_0) \) is the propagator generated by \( H(t) \). Any circuit-valued function \( V(\epsilon, I, H) \) which solves the problem above for some subset of the domain of parameters is known as a Hamiltonian simulation algorithm (abbreviated “simulation algorithm”) over that domain.

In this work, we will take \( d(U, V) = \|U - V\| \), where \( \|\cdot\| \) will denote the spectral norm (also called the induced 2-norm). It is defined in Appendix B, and should be thought of as a worst-case measure of the simulation error for any input (pure) state \( |\psi_0\rangle \). For various reasons, such as partial measurements with post-processing, \( V_I \) may not be unitary. Of course, the actual underlying channel still a valid quantum operation. The parameter \( \epsilon \) is called the error tolerance, and \( d(U_I, V_I) \) is the simulation error. Sometimes we will simply call \( \epsilon \) the error, accuracy, precision, etc. when context is clear.

The interval \( I \) has length \( \Delta t := |I| = t - t_0 \), which is called the simulation time. Any decent simulation algorithm \( V_I \) should become arbitrarily accurate as \( \Delta t \) tends to zero, approaching the identity operation. In many situations, the error often follows a power-law relationship in such a limit, or can be upper bounded as such. This leads to the following definition.

**Definition 2.** An \( n^{th} \)-order formula \( U_n \) is an approximation for \( U \) over an interval \( I \), such that

\[ d(U, U_n) \in O(\Delta t^{n+1}) \]  

(5)

where it is understood that \( \Delta t = |I| \) is taken asymptotically to zero.

Product formulas are an important class of such formulas, which approximate operator exponentials of sums by splitting the sum to match terms in a power series of error operators. The simplest example is 1st-order Trotter, with

\[ e^{\lambda (A + B)} = e^{\lambda A} e^{\lambda B} + O(\lambda^2). \]  

(6)

An algorithm \( V \) is said to be symmetric if it possess the same time reversal symmetry as the exact propagator \( U \). More formally,

**Definition 3.** A formula \( V \) is symmetric if for all \( t_1, t_2 \in I \), \( V(t_2, t_1)^{\dagger} = V(t_1, t_2) \).

Symmetric operators are closed under addition and scalar multiplication by a real number. They are also closed under multiplication of the form

\[ V^{(2)}(t, t_0) := V(t, t') V(t', t_0) \]  

(7)
for any $t' \in I$, i.e. where the final time of one matches the initial time of the next in the sequence of applications. This is demonstrated by the following calculation.

$$V^{(2)}(t, t_0) = V(t', t_0) V(t, t')$$

This symmetry is a valuable property because it can be used to argue that the even error terms in the approximation to the time evolution operator are zero [2]. Consequently, any symmetric formula is of order $2n$ for integer $n > 0$.

### 2.2 Multiproduct formulas

Multiproduct formulas (MPFs) are a generalization of the celebrated product formulas, and span two of the great pillars of quantum simulation. The aim of the MPF is to approximate the time evolution operator $U$ as a sum of lower-order Trotter formulas in order to increase the order [31, 3, 27]. This is done to address the primary deficiency of Trotter formulas, which is that the number of exponentials used in the $2^n$th-order formula scales as $5^n$. Trotter formulas, unfortunately, cannot be easily optimized beyond this, because the aim of high-order Trotter formulas is to cancel the error terms that arise when multiplying these formulas. In general, the number of such error terms grow exponentially with the number of products considered, so within the Trotter-Suzuki formalism it is unlikely that a polynomial number of terms will be able to yield a $2^n$th-order approximation. As the MPF is a sum of product formula approximations, the number of error terms in the expansion does not grow exponentially. This allows us to approximate the quantum dynamics using polynomially many, rather than exponentially many, operator exponentials. The main result that we use is stated below.

**Theorem 4** (Time-independent MPFs (Theorem 1 of [27])). Let $H$ be a bounded, time-independent Hamiltonian, and let $U(t)$ be the 2nd-order Trotter-Suzuki formula for the time evolution operator $U(\Delta t) = e^{-iH\Delta t}$. Let $a = (a_1, a_2, \ldots, a_M) \in \mathbb{R}^M$ and $\vec{k} = (k_1, k_2, \ldots, k_M) \in \mathbb{Z}_+^M$. There exist choices of $a$ and $\vec{k}$ such that multiproduct formula,

$$U_{\vec{k}}(\Delta t) := \sum_{j=1}^M a_j U_2^{k_j}(\Delta t/k_j)$$

satisfies the following conditions.

1. $\|U_{\vec{k}}(\Delta t) - U(\Delta t)\| \in O(\Delta t^{2M+1})$
2. $\max_j k_j \in O(M^2)$ and $\|a\|_1 \in O(\text{polylog}(M))$

The details of the proof can be seen in [27], but at a high level the result follows from the fact that $U_2$ is analytic in $\Delta t$. Hence, error terms can be expanded in powers of $\Delta t$. By taking appropriate linear combinations $a_j$, a cancellation of errors occurs. In particular, the errors can be suppressed at the required order of accuracy by solving the following system of equations.

$$\begin{bmatrix}
1 & \cdots & 1 \\
1 & \cdots & 1 \\
\vdots & \ddots & \vdots \\
1 & \cdots & 1
\end{bmatrix}
\begin{bmatrix}
a_1 \\
a_2 \\
\vdots \\
a_M
\end{bmatrix}
= \begin{bmatrix}
1 \\
0 \\
\vdots \\
0
\end{bmatrix}$$

(10)

For the case considered above, where the matrix is square, the values of the $a_j$ can be found directly by inverting the matrix. This means that the primary way to optimize the simulation above is to choose the
values of $k_j$ to minimize the resulting coefficient sum of the $a_j$. Minimizing this sum is important because if the LCU lemma [3, 32] is used to implement the linear combination of unitaries, then the complexity of the resultant simulation is proportional to $\|a\|_1$. The simplest formulas considered chose the values of $k$ to follow a simple arithmetic progression; however, more complicated and better conditioned formulas can be built using linear programming to find the values that minimize $\|a\|_1$ and thereby lead to better scaling than earlier approaches [27].

One of the deficiencies of MPFs is that they have yet to be generalized for use in time-dependent Hamiltonian simulations. This precludes their use in interaction picture simulation algorithms as well as simulations of physical systems that have intrinsic time dependence. As we will justify in Section 2.3 and Section 3, there is a natural extension of the definition of MPFs to time-dependent Hamiltonians. The definition we use throughout the paper is given below.

Definition 5 (Time-dependent multiproduct formulas). Let $\vec{k}$ and $a$ be as in Theorem 4. Let $U_2 : I \times I \to \mathbb{C}^{2^n \times 2^n}$ be a symmetric, 2nd-order product formula approximating $U$, the solution to Equation (1). Then the multiproduct formula $U_{\vec{k}} : I \times I \to \mathbb{C}^{2^n \times 2^n}$ corresponding to these vectors and product formulas is defined to be

$$U_{\vec{k}}(t_0 + \Delta t, t_0) := \sum_{j=1}^{M} a_j U_2^{(k_j)}(t_0 + \Delta t, t_0)$$

where

$$U_2^{(k)}(t_0 + \Delta t, t_0) := \prod_{q=1}^{k} U_2(t_0 + \Delta t/q, t_0 + \Delta t(q - 1)/k).$$

In particular, the time-dependent MPF is a sum of Trotter approximations, each with $k_j$ steps, taking $U_2$ as the base formula. Note that, since $U_2$ symmetric, so is $U_{\vec{k}}$. The particular $U_2$ we will make use of throughout this paper is the midpoint formula. It is defined as a time-independent evolution of $H$ evaluated at the midpoint of the interval.

$$U_2(t_0 + \Delta t, t_0) := \exp\{-iH(t_0 + \Delta t/2)\Delta t\}$$

Just like the midpoint formula from which it is constructed, the time-dependent MPF $U_{\vec{k}}$ becomes exact in the limit where $H$ is time-independent. In order to devise an algorithm which implements these time-dependent MPFs, one must use a time-independent simulation algorithm as a subroutine to simulate $U_2$. The resulting multiproduct algorithm can then inherit some of the desirable (and perhaps undesirable) properties of the subroutine. For example, in many practical situations, the Hamiltonian $H(t)$ may be expressible as a linear combination of (a polynomial number of) terms $\sum_j \alpha_j(t)H_j$, where each $H_j$ can be simulated perfectly and with fixed cost. In this case, a natural choice for computing $U_2$ is through a symmetric, 2nd-order Trotter decomposition. It is known that such Trotter formulas exhibit commutator scaling, meaning that, in the limit where all $H_j$ commute pairwise and all $\alpha_j$ are constant functions, the simulation error goes to zero. Hence, the MPF will also inherit this desirable property. It is for precisely this reason that we state, in Table 1, that MPFs exhibit commutator scaling.

The relationship between the MPF of Theorem 4 and the time-dependent extension in Definition 5 is more than superficial resemblance. To illustrate this, we will introduce the notion of a clock space in Section 2.3, which will allow us to cast time-dependent dynamics in a form more similar to the time-independent case.

### 2.3 Review of Continuous Time Displacement Operator

In general, the ordered exponentials of time-dependent $H$ are more difficult to work with than their ordinary counterparts. To better analyze Hamiltonian dynamics, for general purposes and for developing
simulation algorithms, it would be fruitful to reexpress (3) as an ordinary exponential if possible. Indeed, Suzuki [33] showed how this could be done generally using a shift superoperator $\exp\{-iT'\Delta t\}$ acting on operators to the left as follows.

\[ A(t_0)e^{-iT'\Delta t} = A(t_0 + \Delta t) \quad (14) \]

Using this superoperator, an expression for $U$ equivalent to the time-ordering expression can be written as

\[ U(t_0 + \Delta t, t_0) = e^{-i(H(t_0) + T')\Delta t}. \quad (15) \]

Since $T'$ is a superoperator, it is unclear how its action relates to the pure states of the Hilbert space. This can be clarified by promoting $t_0$ to a degree of freedom, with conjugate momentum $T$. [34] This operator acts on observables $A(t_0)$ and states through translation.

\[ e^{iT\Delta t}A(t_0)e^{-iT\Delta t} = A(t_0 + \Delta t) \]

\[ e^{iT\Delta t}|\psi(t_0)\rangle = |\psi(t_0 + \Delta t)\rangle \]

With this change, $U$ again takes the form of an ordinary exponential, but now in terms only of operators on $\mathcal{H}$.

\[ U(t_0 + \Delta t, t_0) = e^{iT\Delta t}e^{-i(H(t_0)+T')\Delta t} \quad (16) \]

One can directly check, by differentiating (16) with respect to $\Delta t$, that $U$ solves the Schrodinger equation (1), using the usual rules of differentiation along with the algebraic relation

\[ e^{iT\Delta t}H(t_0) = H(t_0 + \Delta t)e^{iT\Delta t}. \]

The enlarged Hilbert space $\mathcal{H}$ is now a tensor product of the original space $\mathcal{H}_s$ with the auxiliary space $\mathcal{H}_c$ of $t_0$, which we denote the clock space because of its role in “keeping time” for the Hamiltonian $H(t)$. Figure 1 illustrates how this occurs. A truly time-dependent $H$ is mimicked by coupling the system of interest, denoted $\mathcal{H}_s$, with the clock space $\mathcal{H}_c$. Though $T$ is an unbounded operator, and only densely defined on $\mathcal{H}_c$, the shift operator $\exp\{iT\Delta t\}$ is well-defined on all of $\mathcal{H}_c$ through the spectral theorem for unbounded operators. [35]

In order for $T$ to generate translations naturally, the configuration space for $t_0$ should be the circle or real line, and the simulation interval $I$ must be embedded in this space. The definition of $H(t)$ needs be extended to cover the entire clock space. The simplest choice is to set $H = 0$ outside of $I$, though one could also make a smooth extension if desired.
As demonstrated by Suzuki, casting the propagator for time-dependent Hamiltonians in terms of ordinary exponentials also allows for a natural unification of ideas regarding “Trotterization”. This term is used to refer to both (a) the splitting up of an (ordinary) operator exponential of \( H = \sum_j H_j \) into exponentials of the various \( H_j \), or (b) the simulation of a time-dependent Hamiltonian by time-independent simulations over small time intervals. These can be seen as manifestations of the same phenomenon in the generalized framework. To illustrate this with an example relevant to this paper, let’s consider a simple symmetric Trotterization of equation (16).

\[
U_2(t_0 + \Delta t, t_0) := e^{iT \Delta t} \left( e^{-iT \Delta t/2} e^{-iH(t_0)\Delta t} e^{-iT \Delta t/2} \right)
\]

Thus, this approach of using the Trotter decomposition immediately yields the midpoint approximation, which we defined independently in equation (13). Higher order formulas can also be derived by applying the Trotter-Suzuki decomposition to the operator exponential [25, 29].

Because of technical difficulties regarding the unbounded nature of \( T \), one must be careful when discussing the convergence rate, i.e. order, of such formulas. In a suitable sense, the Trotter product theorem can be generalized to exponentials of unbounded operators [36], showing that these formulas approach the correct result in the limit of infinite time steps. However, the fact that the operators are unbounded means that we cannot blindly follow this strategy to rigorously bound the error in Trotter formulas, let alone the more complicated case of multiproduct formulas.

### 3 Discrete time displacement operator

In Section 2.3, we discussed the results of Suzuki on how an ordered exponential can be converted to an ordinary exponential acting on an augmented Hilbert space. From the result, product formulas could be formally derived. Unfortunately, due to the translation operator \( T \) being unbounded, an analysis of the error in such approximations is challenging. Specifically, since the norm of terms in the error series may be infinite, assigning a definite order in \( \Delta t \) to the product formulas becomes intractible. To circumvent this, we finitize the clock space so that the finite version of \( T \), denoted \( \Delta \), is bounded. This will allow us to recover an error series, and after taking the continuum limit we can assign an definite order to time-dependent (multi)product formulas. Figure 2 shows how this discretized time evolution can be encoded as a quantum circuit.

In what follows, we take the clock space to be on a circle, and suppose the simulation interval \( I \) has been embedded in this space, with \( H(t) \) extended periodically to be defined on the entire space. We approximate the continuous time evolution by discretizing it into \( 2^{n_t} = 2^{n_p+q} \) points. Here \( n_p \) is the number of bits of precision used for the interval \( I \) of interest, while \( q \) qubits represent the padding for the rest of the clock.
With the domain of the Hamiltonian defined, we can now specify the controlled Hamiltonian that will use this time register to perform a simulation.

\[
\tilde{H} = \sum_{t=0}^{2^n-1} H(t/2^n) \otimes |t\rangle\langle t|.
\]  

We further have the unitary incremener operation which displaces the time register by a single unit

\[
U_+ |t\rangle = U_-^\dagger |t\rangle = |t + 1\rangle.
\]  

The incremener \(U_+\) acts on \(\tilde{H}\) in a natural way.

\[
U_- \tilde{H} U_+ = \sum_{t=0}^{2^n-1} H((t + 1)/2^n) \otimes |t\rangle\langle t|.
\]  

As \(U_+\) is an incremener circuit, it can be diagonalized using the Quantum Fourier Transform.

\[
U_+ = \text{QFT}\left| k \right\rangle \langle k |\right) = \sum_{k=0}^{2^n-1} e^{-i2\pi k/2^n} |k\rangle\langle k |\right) \text{QFT}
\]  

We will find it convenient to consider the generator of the time displacement, \(\Delta\), defined as the matrix logarithm of \(U_+\)

\[
\Delta := \log(U_+) = \text{QFT}\left| k \right\rangle \langle k |\right) \text{QFT} = \sum_{t,t',k=0}^{2^n-1} \frac{-i2\pi k}{2^n} e^{i2\pi k(t-t')/2^n} |t\rangle\langle t'|
\]  

The operator \(\Delta\) is exactly analogous to \(\mathcal{T}\) of the previous section. However, whereas \(\mathcal{T}\) is not bounded, \(\Delta\) is finite dimensional and therefore bounded. The norms of \(\Delta\) and its commutator with \(\tilde{H}\) are computed in the following lemma.

**Lemma 6.** Let \(H(s)\) be a time-dependent Hamiltonian that is differentiable on \([0, 2^n]\) and let \(2^n = 2^{n_1+n_2}\) where \(H\) is periodic such that \(H(x/2^n) = H((x - x_0)/2^n)\) for all \(x \in \mathbb{Z}_{2^n}\) and further \(H(1-x) = H(1+x)\) for all \(x \in [0, 1]\). The operator \(\Delta = \log(U_+)\) then satisfies the following properties,

1. \(\|\Delta\| < 2\pi\)
2. \(\langle \Delta, \tilde{H} \rangle = \sum_{k,t,t'} \left(\frac{-i2\pi k}{2^n}\right) \left(H(t/2^n) - H(t'/2^n)\right) \otimes |t\rangle\langle t'|
3. \(\|\Delta, \tilde{H}\| \leq O(\max_{s \in [0,1]} \|\dot{H}(s)\|/\sqrt{2^n})\)

**Proof.** As the spectral norm is the largest eigenvalue in absolute value of a matrix we have from (22) that

\[
\|\Delta\| = 2\pi - 2^{-n_1} < 2\pi.
\]  

This demonstrates the first property. The second property follows from a direct calculation. Specifically, by inserting the definition of \(\Delta\) from (22) into the commutator we arrive at the following expression,

\[
[\Delta, \tilde{H}] = \sum_{k,t,t'} \left(\frac{-i2\pi k e^{-2\pi i k(t-t')/2^n}}{2^n}\right) \left(H(t/2^n) - H(t'/2^n)\right) \otimes |t\rangle\langle t'|
\]  

Note the above term vanishes for \(t = t'\), so we will assume that \(t \neq t'\) for the remainder of the derivation. Define \(a_{tt'}\) to be the sum over \(k\) of the coefficient in (24). Then \(a_{tt'}\) can be bounded as

\[
|a_{tt'}| := \left| \sum_k \frac{2\pi k e^{-2\pi i k(t-t')/2^n}}{2^n} \right| \leq O \left( \int_0^1 \left| e^{-2\pi is(t-t')} \right| ds \right) \leq O \left( \frac{1}{|t - t'|} \right).
\]
From the definition of the induced 2-norm,
\[ \| [\Delta, \tilde{H}] \| = \max_{|\psi\rangle} \langle \psi | [\Delta, \tilde{H}] | \psi \rangle. \] (26)

For any such state $|\psi\rangle \in \mathcal{H}_s \otimes \mathcal{H}_c$, we can write
\[ |\psi\rangle = \sum_{t} b_t |\phi_t\rangle \otimes |t\rangle. \] (27)

where the various $|\phi_t\rangle$ are normalized (though not necessarily orthogonal). Plugging this into (26), and taking $\text{dist}(t, t')$ to be the shortest distance between points $t, t'$ modulo $2^{n_p}$,
\[
\langle \psi | [\Delta, \tilde{H}] | \psi \rangle = \sum_{t' \not= t} a_{tt'} b_t^* b_{t'} \langle \phi_t | (H(t/2^{n_p}) - H(t'/2^{n_p})) | \phi_{t'} \rangle \\
\leq \sqrt{\sum_{t, t' \not= t'} |a_{tt'}|^2 \| \phi_t \| \|\hat{H}(t/2^{n_p}) - \hat{H}(t'/2^{n_p})\| \| \phi_{t'} \|} \\
\leq O \left( \sum_{t, t' \not= t'} \max_{s \in [0,1]} \| \hat{H}(s) \|^2 \text{dist}(t, t')^2 \right)^{1/2} \\
\leq O \left( \frac{\max_{s \in [0,1]} \| \hat{H}(s) \|}{2^{n_p+q}} \left( \frac{1}{\sqrt{2^q}} \sum_{u=1}^{\infty} \frac{1}{u^2} \right) \right). \] (28)

Note that, from the periodicity assumptions, it suffices to take the maximum over $s \in [0,1]$ rather than over $[0,2^q]$.

Now that we have proven bounds on the norms of the requisite operators, we can proceed to bound the propagator error. Our expression below notably differs from the strategy proposed by Suzuki and others [29] because we require that all periods for the Trotter decomposition have unit length in time. As our approach avoids the use of continuous time evolution in favor of discrete time steps, these issues are obviated at the price of a potentially less familiar expression.

**Lemma 7.** Let $H(s)$ be a time-dependent finite-dimensional Hamiltonian that is twice differentiable on $[0, 2^q]$ and let $2^{n_t} = 2^{n_p+q}$ where $H$ is periodic such that $H$ satisfies the periodicity assumptions in Lemma 6 for all $x \in \mathbb{Z}_{2^{n_p+q}}$. Then the following relationships hold.

a) **Asymmetric Formula**
\[
(1 \otimes |0\rangle) U_{2^{n_p}} \left(e^{-i(\frac{2\pi}{2^{n_p}} \sum_{t} H(t/2^{n_p}) \otimes |t\rangle \langle t| + i\Delta)} \right) 2^{n_p} (1 \otimes |0\rangle) = U(1, 0) + O \left( \max_{s \in [0,1]} \| \hat{H}(s) \| \left( \frac{1}{2^{n_p}} + \frac{1}{\sqrt{2^q}} \right) \right) \] (29)

b) **Symmetric Formula**
\[
(1 \otimes |0\rangle) U_{2^{n_p}} \left(e^{-i(\frac{2\pi}{2^{n_p}} \sum_{t} H(t/2^{n_p}) \otimes |t\rangle \langle t| + 2i\Delta)} \right) 2^{n_p-1} (1 \otimes |0\rangle) \\
= U(1, 0) + O \left( \frac{\max_{s \in [0,1]} \| \hat{H}(s) \|}{2^{2n_p}} \right) + \frac{\max_{s \in [0,1]} \| \hat{H}(s) \|}{\sqrt{2^q}} + \frac{\max_{s \in [0,1]} \| \hat{H}(s) \| \max_{s \in [0,1]} \| \hat{H}(s) \|}{2^p \sqrt{2^q}} \] (30)
Proof. Since $\| [\tilde{H}, \Delta] \|$ exists by Lemma 6 we then can see by the same lemma and the Trotter formula that
\[
e^{-i (\frac{1}{2n^p} \sum \mathcal{H}(t/2^n) \otimes |t\rangle \langle t|) \Delta} = e^{-i (\frac{1}{2n^p} \sum \mathcal{H}(t/2^n) \otimes |t\rangle \langle t|) \Delta} + O(\| [\tilde{H}, \Delta] \|/2^n p) \]
\[
e^{-i (\frac{1}{2n^p} \sum \mathcal{H}(t/2^n) \otimes |t\rangle \langle t|) \Delta} + O\left(\frac{\max_{s \in [0,1]} \| \tilde{H}(s) \|}{2^n p q/2}\right). \tag{31}
\]
Applying the binomial theorem to (31),
\[
U_{\pm}^{2^n p} \left( e^{-i (\frac{1}{2n^p} \sum \mathcal{H}(t/2^n) \otimes |t\rangle \langle t|) \Delta} \right) = U_{\pm}^{2^n p} \left( e^{-i (\frac{1}{2n^p} \sum \mathcal{H}(t/2^n) \otimes |t\rangle \langle t|) \Delta} \right) + O\left(\frac{\max_{s \in [0,1]} \| \tilde{H}(s) \|}{\sqrt{2^n}}\right). \tag{32}
\]
Next, by using the fact that $U_- U_+ = 1$ from (19), we insert factors of $U_- U_+$ appropriately in (32) to use the time shift property (20).
\[
U_{\pm}^{2^n p} \left( e^{-i (\frac{1}{2n^p} \sum \mathcal{H}(t/2^n) \otimes |t\rangle \langle t|) \Delta} \right) = \prod_{j=1}^{2^n p} U_j \left( e^{-i (\frac{1}{2n^p} \sum \mathcal{H}(t/2^n) \otimes |t\rangle \langle t|) \Delta} \right) \tag{33}
\]
Projecting the time register onto the zero state $|0\rangle \equiv |0\rangle^{\otimes n}$, we find the following block-encoding
\[
(\mathbb{I} \otimes |0\rangle) U_{\pm}^{2^n p} \left( e^{-i (\frac{1}{2n^p} \sum \mathcal{H}(t/2^n) \otimes |t\rangle \langle t|) \Delta} \right) (\mathbb{I} \otimes |0\rangle) = \prod_{j=1}^{2^n p} U(j/2^n, (j-1)/2^n) + O\left(\frac{\max_{s \in [0,1]} \| \tilde{H}(s) \|}{2^n p}\right) \]
\[
= U(1,0) + O\left(\frac{\max_{s \in [0,1]} \| \tilde{H}(s) \|}{2^n p}\right). \tag{34}
\]
The claim for the asymmetric formula in the lemma then follows from summing (32) and (34).

The symmetric formula can be derived by using instead the 2nd-order Trotter formula. For convenience, we double the time step considered in the previous example. This leads to an important simplification as it allows us to use the 2nd-order Trotter formula without having to reason about the action of $e^{\Delta/2} = \sqrt{U_+}$. Then after this simplification, the work of [4] and the bounds on $\Delta$ and its commutators with $\mathcal{H}$ given in Lemma 6 show that
\[
e^{-i (\frac{1}{2n^p} \sum \mathcal{H}(t/2^n) \otimes |t\rangle \langle t|) \Delta} = e^{-i (\frac{1}{2n^p} \sum \mathcal{H}(t/2^n) \otimes |t\rangle \langle t|) \Delta} + O\left(\frac{\max_{s \in [0,1]} \| \tilde{H}(s) \|}{2^n p} + \frac{\max_{s \in [0,1]} \| \tilde{H}(s) \|}{\sqrt{2^n p}}\right) \tag{35}
\]
We then have that the time evolution operator can be block-encoded via
\[
(\mathbb{I} \otimes |0\rangle) U_{\pm}^{2^n p} \left( e^{-i (\frac{1}{2n^p} \sum \mathcal{H}(t/2^n) \otimes |t\rangle \langle t|) \Delta} \right) (\mathbb{I} \otimes |0\rangle) = \prod_{j=0}^{2^n p-1} e^{-i (\frac{1}{2n^p} \sum \mathcal{H}(t/2^n) \otimes |t\rangle \langle t|) \Delta} \tag{36}
\]
The claim about the order scaling of the symmetric formula then follows by using the triangle inequality to combine the errors in (35) and (36).
The important feature of this result is two-fold. The first is that it shows that we can use this tactic to approximate the time evolution operator using only bounded operators. This ensures that there is no conceptual issue that arises from the computation of any series expansion of the operator or need to restrict the domain of the functions under consideration. The second benefit is that we can explicitly derive a Taylor series expansion of this operator that contains no appearance of $\Delta$ within it. This is vital for applications to the MPF and other applications in quantum simulation algorithms because it allows us to treat $\Delta$ as a fictitious operation in the decomposition and in turn trivially adapt methods for time-independent Hamiltonians to time-dependent Hamiltonians.

The final step in this chain of reasoning is to use the above result to justify the informal error scaling results above for time-dependent MPFs. Importantly, the theorem also allows us to remove the fictitious clock register that was introduced as part of the proof.

**Theorem 8.** Let $a \in \mathbb{R}^M$ and $\vec{k} \in \mathbb{Z}^M_+$ satisfy the requirements of **Theorem 4**. Under the assumptions of **Lemma 7**, if $\Lambda = \sup_{t,p}(\|\partial^p_t H(t)\|^{1/(p+1)})$ then the product formula of **Definition 5**, $U_{\vec{k}}(s/2^n p, 0)$, satisfies

$$\|U_{\vec{k}}(s/2^n p, 0) - U(s/2^n p, 0)\| \in O(\|a\|_1(\Lambda s/2^n p)^{2M+1}).$$

**Proof.** From **Lemma 7** we have that

$$U_2^n e^{-i(2 \pi / n) \sum_1 t_j H(t/2^n p) \otimes |t| t_j)} = e^{-i(2 \pi / n) \sum_1 t_j H(t/2^n p + 2 \pi / n) \otimes |t| t_j)} + O(\Lambda^2 2^{-q/2} + \Lambda^3 2^{-2n p}).$$ (37)

This operator block encodes a second order product formula.

$$(1 \otimes \langle 0 |) e^{-i(2 \pi / n) \sum_1 t_j H(t/2^n p + 2 \pi / n) \otimes |t| t_j)} (1 \otimes \langle 0 |) = e^{-i(2 \pi / n) H(t/2^n p)}.$$ (38)

The results of [25] show that we can express the time evolution for a timestep of duration $\lambda$ as

$$e^{-i\lambda H(\lambda/2)} = S_2(\lambda, 0) = U(\lambda, 0) + \sum_{j=1}^{M-1} C_{2j+1} 2^{j+1} + O((\lambda \Lambda)^{2M+1}),$$ (39)

where $\|C_{2j+1}\| \leq \Lambda 2^{j+1}$. Therefore we have that

$$(1 \otimes \langle 0 |) e^{-i(2 \pi / n) \sum_1 t_j H(t/2^n p + 2 \pi / n) \otimes |t| t_j)} (1 \otimes \langle 0 |) = U \left( \frac{2s}{2^n p}, 0 \right) + \sum_{j=1}^{M-1} C_{2j+1} 2^{j+1} + O\left( \frac{2s}{2^n p}, \Lambda^2 \right)^{2M+1}.$$ (40)

Further if we choose $a_j$ to be the coefficients for the multi-product formula given by (10) the error terms of order $2M$ cancel [31, 27] and we are left with

$$\lim_{n \to \infty, q \to \infty} \sum_{j=0}^M \frac{k_j}{a_j} \prod_{\mu=1}^{k_j} e^{-i(2 \pi / n) \sum_1 t_j H(t/2^n p + 2 \pi / n) \otimes |t| t_j)} (1 \otimes \langle 0 |) = U \left( \frac{2s}{2^n p}, 0 \right) + O(\|a\|_1(\Lambda \Lambda)^{2M+1}).$$ (41)

Here we use the fact that $k_j \geq 1$.

In order to use the multi-product expansions we need to simultaneously use fractional evolutions of duration $2[s/k_j]/2^n p$ for the $j^{th}$ term in the MPF. The error we incur by forcing the duration to be an integer is

$$\|e^{-i(2[s/k_j]/2^n p H(j[s/k_j]/2^n p)} - e^{-i((s/k_j)/2^n p H(2s/k_j)/2^n p))} \| \in O(\Lambda / \min_j (k_j 2^n p)).$$ (42)
Then using \( \min_j k_j \geq 1 \) we have that the error in (42) therefore vanishes asymptotically as \( n_p \) increases. Further, let \( a_j \) be the MPF coefficients chosen in the definition of \( U_g \) then using \( s \in \Theta(2^{n_v}) \)

\[
\left\| \sum_j a_j \left( \prod_{\mu=1}^{k_j} \left( e^{-i(2|s'|/k_j)/2^{n_v}} H((s'|k_j)/2^{n_v})) \right) - \prod_{\mu=1}^{k_j} \left( e^{-i(2s/(k_j2^{n_v})H(s/(k_j2^{n_v})))} \right) \right\| \in O(\|a\|_1(\Lambda/2^{n_v} + \Lambda^2 s/2^{2n_v})).
\] (43)

Our analysis would be greatly simplified if the time steps considered were integer multiples of \( 1/2^{n_v} \), since the previous results are shown only for such timesteps. Dividing the time step through by \( k_j \) causes it to deviate from an integer in general. This problem would not occur if we had, however, \( 2s \propto \text{LCM}(k_1, \ldots, k_M) \) as for each \( k_j \) the duration of the time step could be rescaled to be an integer for each of the summands in the MPF. This of course cannot always be guaranteed, but if \( n_p \) is sufficiently large we can ensure that the duration of time step can be chosen to approximately ensure this. Specifically,

\[
\frac{2s}{2^{n_v}} = \frac{2s}{\text{LCM}(k_1, \ldots, k_M) / \text{LCM}(k_1, \ldots, k_M)} := \frac{2s'}{2^{n_v} \text{LCM}(k_1, \ldots, k_M)}.
\] (44)

We then have that for any \( k_j, 2s'/k_j \in \mathbb{Z} \). Thus this rescaling of the evolution times will always lead to a displacement that is an integer. Similarly, for compactness we also define

\[
n'_p := n_p + \log_2(\text{LCM}(k_1, \ldots, k_M)).
\] (45)

We then have from Lemma 7 and the fact that \( k_j \) is an integer that the construction of the multi-product formulas implies that

\[
\sum_j a_j(1 \otimes 0) \prod_{\mu=1}^{k_j} \left( e^{-i(2|s'|/k_j)/2^{n_v}} H((t+|s'|/k_j))/2^{n_v-1} + 2\mu|s'|/k_j/2^{n_v}) \otimes |t| \right) (1 \otimes 0)
\]

\[
= \sum_j a_j \prod_{\mu=1}^{k_j} S_2(2s' \mu/(k_j2^{n_v}), 2s'/(k_j2^{n_v}) + O(\|a\|_1(1/2^{n_v} + 1/2^{n_v}/2))
\]

\[
= U_k(2s'/2^{n_v}, 0) + O(\|a\|_1(1/2^{n_v} + 1/2^{n_v}/2)).
\] (46)

We then find by taking the limit as \( n_p \to \infty \) and recalling that \( s' \in \Theta(2^{n_v}) \) that

\[
||U_k(2s/2^{n_v}, 0) - \lim_{n_p \to \infty} \lim_{|q| \to \infty} \sum_{j=1}^{M} a_j U^{2^{n_v}} \prod_{\mu=1}^{k_j} e^{-i(2|s'|/k_j)/2^{n_v}} H((t+|s'|/k_j))/2^{n_v-1} + 2\mu|s'|/k_j/2^{n_v}) \otimes |t| (1 \otimes 0) || = 0
\] (47)

Finally, from the triangle inequality we see from (41) and (47) and making the assumption that \( s' \in \Theta(2^{n_v}) \) that

\[
||U_k(2s/2^{n_v}, 0) - U(2s/2^{n_v}, 0)||
\]

\[
\leq ||U_k(2s/2^{n_v}, 0) - \sum_j a_j(1 \otimes 0) \prod_{\mu=1}^{k_j} \left( e^{-i(2|s'|/k_j)/2^{n_v}} H((t+|s'|/k_j))/2^{n_v-1} + 2\mu|s'|/k_j/2^{n_v}) \otimes |t| \right) (1 \otimes 0) ||
\]

\[
+ ||U(2s/2^{n_v}, 0) - \sum_j a_j(1 \otimes 0) \prod_{\mu=1}^{k_j} \left( e^{-i(2|s'|/k_j)/2^{n_v}} H((t+|s'|/k_j))/2^{n_v-1} + 2\mu|s'|/k_j/2^{n_v}) \otimes |t| \right) (1 \otimes 0) ||
\]

\[
\in O(\|a\|_1(s\Lambda/2^{n_v})^{2M+1})
\] (48)

\[\square\]
These results show that all the criteria needed to use the prior work on MPFs can be adapted to the
time-dependent case through the use of the generator of discrete time-displacements $\Delta$. This formalism
further uses only bounded operators, which allows us to avoid the pitfalls that previous work [29] suffers
from.

4 Error analysis for short-time multiproduct simulation

Having proved the appropriate order scaling for time-dependent MPFs, we will now proceed to derive
explicit error bounds. As is typical, we will slice our time interval $I = [t_0, t_0 + \Delta t]$ into $r$ subintervals, using
the mesh $t_0, t_1, ..., t_r$, with $t_r = t_0 + \Delta t$ and $t_j > t_i$ for $j > i$. Our approximation to the exact propagator $U$
is given by a sequence of approximate MPFs on each subinterval.

$$\tilde{U} (\Delta t + t_0, t_0) = \prod_{i=1}^{r} V_k(t_i, t_{i-1})$$

(49)

Here, $V_k$ is an approximate formula for the exact MPF $U_k$. In our analysis, below, we will suppose the error
in $V_k$ with respect to $U_k$ arises from an imperfect application of the base formula $U_2$ by, say, $V_2$. Suppose
we wish to approximate $U$ to precision $\epsilon > 0$. Via the triangle inequality, the total error can be bounded by
the sum of the errors on each time slice.

$$\|U(\Delta t + t_0, t_0) - \tilde{U}(\Delta t + t_0, t_0)\| \leq \sum_{i=1}^{r} \|U(t_i, t_{i-1}) - V_k(t_i, t_{i-1})\|$$

(50)

Therefore, it suffices to guarantee that each subinterval has error no greater than $\epsilon/r$.

Let us further characterize the error on a single subinterval. To simplify notation, we will drop all
arguments of the operators when the simulation interval is $I$. To start, we recognize that the error originates
from two sources: one being the use of MPFs itself and the other coming from the imperfect application
of the base formula $U_2$ by $V_2$. We parse through these contributions separately, again using the triangle
inequality.

$$\|U - V_k\| = \|U - U_k + U_k - V_k\|$$

$$\leq \|U - U_k\| + \|U_k - V_k\|$$

(51)

The error due to the imperfect base formula is relatively easy to characterize. Again using the triangle
inequality,

$$\|U_k - V_k\| = \left\| \sum_{j=1}^{M} a_j \prod_{q=1}^{k_j} U_2(t_0 + q\Delta t/k_j, t_0 + (q-1)\Delta t/k_j) - \prod_{q=1}^{k_j} V_2(t_0 + q\Delta t/k_j, t_0 + (q-1)\Delta t/k_j) \right\|$$

$$\leq \sum_{j=1}^{M} |a_j| \sum_{q=1}^{k_j} \|U_2(t_0 + q\Delta t/k_j, t_0 + (q-1)\Delta t/k_j) - V_2(t_0 + q\Delta t/k_j, t_0 + (q-1)\Delta t/k_j)\|.$$

(52)

The error of the base formula as a function of $\Delta t$ and other relevant parameters depends on the method
used for approximation. For now, suppose there is an $\mathcal{E} > 0$ such that

$$\|U_2 - V_2\| \leq \mathcal{E}$$

(53)

for any subinterval of $I$. This gives the simpler error upperbound

$$\|U_k - V_k\| \leq \mathcal{E} \sum_{j=1}^{M} |a_j| k_j$$

$$\leq \mathcal{E} k_{\max} \|a\|_1$$

(54)
where \( k_{\text{max}} := \max_{j \in [m]} k_j \).

In contrast, the error \( \|U - U_k\| \) intrinsic to the MPF is less straightforward, and we dedicate the remainder of the section to this problem. For fixed MPF order \( M \), our analysis will require that \( H \) is differentiable up to sufficiently high order. For simplicity, we will take \( H(t) \in C^\infty \), meaning that \( \partial_t^k H(t) \) exists and has finite norm for all positive integer \( k \). We make this assumption because our analysis is based on Taylor’s theorem, and this assumption is the minimum requirement for the Taylor series to exist at all orders. This will be especially important when using this approach to attain near-linear scaling in \( t \) as we will require the use of arbitrarily high-order formulas.

Next, we construct a measure of the cost of simulating \( H \). We seek a metric which is a single, positive real value. This will intuitively need to account for both the size and time-dependence of \( H \). Our expressions for the performance of the algorithm will be written in terms of scalar function \( \Lambda(t) \) which quantifies the size of the Hamiltonian and its higher derivatives.

**Definition 9.** Let \( H(t) \) be a Hamiltonian that is differentiable at least \( n \) times on \( I = [t_0, t_0 + \Delta t] \subseteq \mathbb{R} \). We then define \( \Lambda_n : I \to \mathbb{R}_+ \) to be a continuous function such that for all \( t \in I \)

\[
\Lambda_n(t) \geq \max_{j \in [n]} j^{j+1} \sqrt{\|H^{(j)}(t)\|}
\]

where \([n] := \{0, 1, 2, \ldots, n\} \). Further if \( n = \infty \) then we define \( \Lambda_\infty \), or simply \( \Lambda \), to be the least upper bound over all \( n \) over such expressions

\[
\Lambda(t) \geq \sup_{j \in \mathbb{N}} j^{j+1} \sqrt{\|H^{(j)}(t)\|}
\]

assuming the supremum is finite for all \( t \in I \).

Note that in units where \( \hbar = 1 \), \( \Lambda_n \) has units of energy. Moreover, the \( \Lambda_n \) bounds are additive, in the following sense. Let \( A(t) \) and \( B(t) \) be Hamiltonian functions with corresponding bounds \( \Lambda^A_n(t) \) and \( \Lambda^B_n(t) \). Then

\[
\Lambda^{A + B}_n := \Lambda^A_n + \Lambda^B_n
\]

is a bound for \( A(t) + B(t) \). This comes from the fact that

\[
j^{j+1} \sqrt{a + b} \leq j^{j+1} \sqrt{a} + j^{j+1} \sqrt{b}
\]

for any \( a, b \in \mathbb{R}_+ \). This also shows that our bound is consistent with the smoothness condition used in previous work analyzing higher-order Suzuki-Trotter decompositions.\(^{[25]}\) Since we are assuming each \( \|H^{(j)}\| \) is bounded, and since \( I \) is compact, many choices for a smooth, bounded \( \Lambda_n \) exist. Furthermore, \( \Lambda_n \) is uniformly bounded by \( \Lambda_{n+1} \) for every \( n \).

The existence of \( \Lambda_\infty = \Lambda \) amounts to the assumption that the derivatives of \( H \) grow at most exponentially for asymptotically large \( j \) and fixed \( t \). There are smooth functions which do not satisfy this, many of which are physically interesting. A simple example is a Gaussian pulse,

\[
H(t) = e^{-t^2} H_0
\]

whose derivatives, the Hermite polynomials, grow factorially with \( n \). This corresponds to a linearly increasing \( \Lambda_n \). In other cases of physical interest, such as harmonic oscillations or exponential growth and decay, a \( \Lambda \)-bound does exist. Our results that follow will assume a finite \( \Lambda \) bound does exist, in order to facilitate comparison with prior work that uses this bound. We will simply mention here that a slight modification of Definition 9 could cover all analytic functions, with only slight worsening of the algorithmic complexity.

With these definitions in hand, we can now state a bound on the error in the time-dependent MPF for a single short time step.
Theorem 10. Let $H : [t_0, t_0 + \Delta t] \to \mathbb{C}^{2^n \times 2^n}$ be a time-dependent Hamiltonian that is in $C^\infty$ and has finite $\Lambda(t)$. Let $U(t_0 + \Delta t, t_0)$ be the MPF of order $2M$ given in Definition 5. Then for any integer $M \geq 1$ there exists $\vec{k} \in \mathbb{Z}_+^M$ and $a \in \mathbb{R}^M$ such that

$$\left\| U(t_0 + \Delta t, t_0) - U_{\vec{k}}(t_0 + \Delta t, t_0) \right\| < 0.32\|a\|_1 \left( 41 \max_{\tau \in [t_0, t_0 + \Delta t]} \Lambda(\tau) \Delta t \right)^{2M+1}$$

where $\|a\|_1 \in O(\log(M))$.

Note that this result does not show that the MPF approximation is absolutely convergent. This is potentially unsurprising as the Trotter-Suzuki approximations also do not provide an absolutely converging sequence of approximations to the time evolution operator. Nonetheless, by shrinking our time step appropriately we will see that these formulas can closely approximate any smooth Hamiltonian that has a bounded value of $\Lambda$.

We prove Theorem 10 using a similar strategy to that used to provide error estimates for the Trotter-Suzuki formulas [2, 25, 4]. Specifically, suppose $U_{\vec{k}}$ is an order $2M$ formula for $U$. As $H$ is differentiable at least $2M$ times in our context, we can then express the difference using the Taylor remainder formula,

$$U - U_{\vec{k}} = R_{2M} - R_{2M}$$

$$R_{2M} := \frac{1}{2M!} \int_0^{\Delta t} (\Delta t - \tau)^{2M} U^{(2M+1)}(t_0 + \tau, t_0) d\tau$$

$$R_{2M} := \frac{1}{2M!} \int_0^{\Delta t} (\Delta t - \tau)^{2M} U^{(2M+1)}_{\vec{k}}(t_0 + \tau, t_0) d\tau,$$

where $U^{(n)}$ refers to derivatives in the first argument. By the triangle inequality,

$$\left\| U_{\vec{k}}(t_0 + \Delta t, t_0) - U(t_0 + \Delta t, t_0) \right\| \leq \left\| R_{2M}(t_0 + \Delta t, t_0) \right\| + \left\| R_{2M}(t_0 + \Delta t, t_0) \right\|.$$  (59)

We analyze both of these terms separately.

Lemma 11. Let $I := [t_0, t_0 + \Delta t]$ be the simulation interval and let $H : I \to \mathbb{C}^{2^n \times 2^n}$ be a time-dependent Hamiltonian in $C^\infty$. Let $U_{\vec{k}}$ be a $2M_{th}$-order multiproduct formula for the propagator $U$. The remainder term $R_{2M}$ in the $2M_{th}$-order Taylor polynomial for $U_{\vec{k}}$ over $I$ obeys

$$\left\| R_{2M} \right\| < 0.16\|a\|_1 \left( 41 \max_{\tau \in I} \Lambda(\tau) \Delta t \right)^{2M+1}.$$  (60)

The proof of this lemma is technical and we refer the interested reader to Appendix A, where we also provide several tighter but more complicated bounds throughout the proof. Meanwhile, the Taylor remainder for the exact propagator $U$ is more easily computed.

Lemma 12. Under the assumptions of Lemma 11, the remainder $R_{2M}$ of the time evolution operator $U$ over $I$ truncated beyond order $2M$ satisfies

$$\left\| R_{2M} \right\| < \frac{1}{2 \sqrt{\pi} M} \left( 2 \max_{\tau \in I} \Lambda(\tau) \Delta t \right)^{2M+1}.$$  (60)

Proof. Recall that $U$, as the exact propagator, satisfies the Schrödinger equation (1). Higher derivatives can easily be found through repeated application of the product rule. The result will be a polynomial in the derivatives of $H$ times $U$ itself. Under the spectral norm, using the triangle and submultiplicative properties,
the ordering of terms doesn’t matter, and therefore equivalent to the expression one gets taking derivatives of a scalar exponential. Noting that $\|U\| = 1$, the resulting polynomial is the complete exponential Bell polynomial from Faà di Bruno’s formula (see Appendix B).

$$\|\partial_{\Delta t}^n U\| \leq Y_n \left( \|H\|, \|\dot{H}\|, \ldots, \|H^{(n)}\| \right)$$ (61)

where the arguments $\Delta t$ and $t_0$ are left implicit from here on. From the definition of $\Lambda(\tau)$, we have

$$\|H^{(j)}\| \leq \Lambda^{j+1}.$$ (62)

Since the Bell polynomials $Y_n$ are monotonic in each argument, we have

$$Y_n \left( \|H\|, \|\dot{H}\|, \ldots, \|H^{(n)}\| \right) \leq Y_n(\Lambda, \Lambda^2, \ldots, \Lambda^n) = \Lambda^n b_n$$ (63)

where $b_n$ are the Bell numbers (again, see Appendix B). Hence,

$$\|\partial_{\Delta t}^n U\| \leq \Lambda^n b_n.$$ (64)

Finally, we return bounding the Taylor remainder operator $\mathcal{R}_{2M}$ defined in (58). From the triangle inequality for integrals,

$$\|\mathcal{R}_{2M}\| \leq \frac{1}{(2M)!} \int_0^{\Delta t} d\tau (\Delta t - \tau)^{2M} \|\partial_{\tau}^{2M+1} U(t_0 + \tau, t_0)\|$$ (65)

where we made use of (64). This, in turn, can be bounded by maximizing $\Lambda$ over the simulation interval.

$$\|\mathcal{R}_{2M}\| \leq \frac{b_{2M+1}}{(2M+1)!} \max_{\tau \in I} \Lambda^{2M+1}(\tau) \int_0^{\Delta t} d\tau (\Delta t - \tau)^{2M}$$

$$\leq \frac{b_{2M+1}}{(2M+1)!} \left( \max_{\tau \in I} \Lambda(\tau) \Delta t \right)^{2M+1}$$ (66)

Finally, we simplify the fraction by employing Stirling’s strict bound on $n!$, as well as a bound on $b_n$ given by Berend et al. [37] Thus, we have for all $M \in \mathbb{Z}_+$,

$$\frac{b_{2M+1}}{(2M+1)!} \leq \frac{0.792(2M+1)}{\log(2M+2)} (2M+1)^{2M+1}$$

$$\leq \frac{1}{\sqrt{2\pi(2M+1)}} \left( \frac{0.792}{\log(2M+2)} \right)^{2M+1}.$$ (67)

Plugging this into (66),

$$\|\mathcal{R}_{2M}\| \leq \frac{1}{\sqrt{2\pi(2M+1)}} \left( \frac{0.792}{\log(2M+2)} \max_{\tau \in I} \Lambda(\tau) \Delta t \right)^{2M+1}$$ (68)

$$< \frac{1}{2\sqrt{\pi M}} \left( 2 \max_{\tau \in I} \Lambda(\tau) \Delta t \right)^{2M+1}.$$ (69)

The last line is the result of the lemma.
With the above results in hand, we can now prove our main result for the error of a short time evolution which is given in Theorem 10.

**Proof of Theorem 10.** As previously, the arguments \((t_0 + \Delta t, t_0)\) are omitted for simplicity. First, we note that \(\|a\|_1 > 1\), since \(a\) necessarily satisfies \(\sum_j a_j = 1\) from the Vandermonde constraint (10). From equation (59), the error \(\|U - U_k\|\) is bounded by the sum of the remainder upper bounds derived in Lemma 11 and Lemma 12. Comparing the two, it is clear that \(R_{2M}\) dominates \(R_{2M}\) for all \(M \geq 1\). We can therefore upper bound the sum as twice the larger bound. Altogether,

\[
\|U - U_k\| \leq \|R_{2M}\| + \|R_{2M}\| < 2\|R_{2M}\| < 0.32\|a\|_1 \left(41 \max_{\tau \in [t_0, t_0 + \Delta t]} \Lambda(\tau) \Delta t \right)^{2M+1}.
\]  

(70)

This completes the proof. \(\square\)

These results show that the error in the MPF shrinks exponentially with \(M\), provided the time interval is sufficiently small. In contrast, the cost of the MPF grows at most polynomially with \(M\), which, unlike Trotter-Suzuki, results in polylogarithmic scaling.

### 5 Error analysis for long-time multiproduct simulation

Having characterized the error on a single subinterval of the evolution, our next step is to generalize to longer evolutions by breaking the simulation interval into a series of shorter time steps. For time-independent Hamiltonians, this step is usually a straightforward exercise in applying the triangle inequality. For time-dependent Hamiltonians, because the cost per unit time can vary with \(t\) in general, one should adaptively choose the step size depending on the cost. For our purposes, this means choosing a step size inversely proportional to the energy measure \(\Lambda(\tau)\). We will explore this adaptive time stepping and show \(L^1\)-norm scaling with \(\Lambda(\tau)\) here. See Appendix B for a definition of \(L^1\)-norm scaling.

The following result provides an upper bound on the number of time steps needed for our adaptive MPF to approximate the quantum dynamics within the desired error tolerance.

**Lemma 13.** Let \(H(t)\) satisfy the assumptions of Theorem 10, in particular admitting a \(\Lambda\)-bound. Let \(K \in \mathbb{R}_+\) be a constant such that for all \(\tau \in [t_0, t]\), \(\Lambda(\tau) \leq K \Lambda^2(\tau)\). Let \(\epsilon > 0\) and let \(t_0, t_1, \ldots, t_r\) be a monotonically increasing sequence to times such that \(t_0\) and \(t_r = t\) are the initial and final times respectively. Then there exists a choice of the sequence of \(t_i\) such that

\[
\|U(t, t_0) - \prod_{i=1}^{r} U_k(t_i, t_{i-1})\| \leq \epsilon
\]

with the number of time steps \(r\) bounded above as

\[
r \leq \left(41 \left(1 + \frac{3}{2}K\right) \bar{\Lambda} \Delta t \right)^{1+ \frac{2M+1}{2M}} \left(\frac{0.32\|a\|_1}{\epsilon}\right)^{\frac{2M+1}{M}}.
\]

Here, \(\Delta t \equiv t - t_0\) and \(\bar{\Lambda}\) is the time-averaged \(\Lambda\) bound.

\[
\bar{\Lambda} := \frac{1}{\Delta t} \int_{t_0}^{t} \Lambda(\tau) d\tau
\]
Proof. Let \( t_0, t_1, \ldots, t_r \) be some mesh over the time interval \([t_0, t]\) for some value of \( r \). Using the group property of the propagator, we break \( U \) into steps along this mesh.

\[
U(t, t_0) = \prod_{i=1}^{r} U(t, t_{i-1})
\]  

(71)

Using Box 4.1 from [38],

\[
\left\| \prod_{i=1}^{r} U(t, t_{i-1}) - \prod_{i=1}^{r} U(t, t_{i-1}) \right\| \leq \sum_{i=1}^{r} \|U(t, t_{i-1}) - U(t, t_{i-1})\|
\]  

(72)

We then have from Theorem 10 that

\[
\sum_{i=1}^{r} \|U(t_{i-1}) - U(t_{i-1})\| \leq 0.32\|a\|_1 \sum_{i=1}^{r} \left( 41 \max_{\tau \in [t_{i-1}, t_i]} \Lambda(\tau) \Delta t_i \right)^{2M+1}
\]  

(73)

where \( \Delta t_i \equiv t_i - t_{i-1} \). We wish to make the error \( \epsilon \)-small, and to do this it suffices to bound each term in the sum by \( \epsilon/r \).

\[
0.32\|a\|_1 \left( 41 \max_{\tau \in [t_{i-1}, t_i]} \Lambda(\tau) \Delta t_i \right)^{2M+1} \leq \frac{\epsilon}{r}
\]  

(74)

Rearranging, this corresponds to choosing \( \Delta t_i \) that satisfies

\[
\max_{\tau \in [t_{i-1}, t_i]} \Lambda(\tau) \Delta t_i \leq \frac{1}{41} \left( \frac{\epsilon}{0.32\|a\|_1 r} \right)^{1/(2M+1)}
\]  

(75)

In practice, the duration of these time steps could be picked near-optimally using a greedy algorithm. However, for the purposes of bounding the scaling of the resulting adaptive time step formulas it is necessary to provide a bound on how much the maximum value of \( \Lambda \) can deviate from the average value over a short interval. This will allow us to use the average value rather than the maximum and give us a result that has 1-norm scaling in the evolution time. We show this below, closely following arguments in [25].

To derive bounds on \( r \), we need to first bound the growth of \( \Lambda(\tau) \) compared to \( \Lambda(\tau) \). Let \( K \in \mathbb{R}_+ \) be such that \( |\dot{\Lambda}(\tau)| \leq K\Lambda(\tau)^2 \) for all \( \tau \in [t_0, t] \). Note that, in natural units (\( h = 1 \)), \( K \) is dimensionless. Furthermore, because there is choice in the function \( \Lambda \), \( K \) can be made to exist and, in fact, can be made arbitrarily close to zero. To illustrate, if we choose \( \Lambda \) to be a constant function on \([t_0, t]\), with suitably large value to satisfy our constraints, we may set \( K = 0 \). From this inequality, we have

\[
\left| \frac{\dot{\Lambda}(t)}{\Lambda(t)^2} \right| \leq K
\]  

\[
\left| \frac{d}{dt} \frac{1}{\Lambda(t)} \right| \leq K.
\]

(76)

Suppose the time \( t_{i-1} \) has been set. Let \( t > t_{i-1} \) and integrate the above inequality from \( t_{i-1} \) to \( t \).

\[
\int_{t_{i-1}}^{t} \frac{d}{d\tau} \frac{1}{\Lambda(\tau)} d\tau \leq K(t - t_{i-1})
\]

\[
\int_{t_{i-1}}^{t} \frac{d}{d\tau} \frac{1}{\Lambda(\tau)} d\tau \leq K(t - t_{i-1})
\]

(77)

\[
\left| \frac{1}{\Lambda(t)} - \frac{1}{\Lambda(t_{i-1})} \right| \leq K(t - t_{i-1}).
\]
Let us rearrange this in terms of $\Lambda(t)$ alone.

\[
-K(t - t_{i-1}) \leq \frac{1}{\Lambda(t)} - \frac{1}{\Lambda(t_{i-1})} \leq K(t - t_{i-1})
\]

\[
\frac{1}{\Lambda(t_{i-1})} - K(t - t_{i-1}) \leq \frac{1}{\Lambda(t)} \leq \frac{1}{\Lambda(t_{i-1})} + K(t - t_{i-1})
\]

\[
\frac{\Lambda(t_{i-1})}{1 + K(t - t_{i-1})\Lambda(t_{i-1})} \leq \Lambda(t) \leq \frac{\Lambda(t_{i-1})}{1 - K(t - t_{i-1})\Lambda(t_{i-1})}.
\]

(78)

The lowerbound inequality holds for all $t > t_{i-1}$, while the upper bound only holds when $(t-t_{i-1})\Lambda(t_{i-1})K < 1$. We restrict our attention to $t$ for which both bounds hold. Consider, for the moment, only the leftmost inequality. The lower bound on the left is monotonically decreasing with $t$. This means that it is also a uniform lower bound on $\Lambda(t')$ for any $t' \in [t_{i-1}, t]$. Therefore, it is a lower bound for the time-average $\bar{\Lambda}(t)$ on the interval $[t_{i-1}, t]$.

\[
\bar{\Lambda}(t, t_{i-1}) := \frac{1}{t - t_{i-1}} \int_{t_{i-1}}^{t} \Lambda(\tau) d\tau.
\]

(79)

Invoking the above monotonicity argument gives

\[
\frac{\Lambda(t_{i-1})}{1 + K(t - t_{i-1})\Lambda(t_{i-1})} \leq \bar{\Lambda}(t, t_{i-1}),
\]

(80)

or, after isolating for $\Lambda(t_{i-1})$

\[
\Lambda(t_{i-1}) \leq \frac{\bar{\Lambda}(t, t_{i-1})}{1 - K(t - t_{i-1})\Lambda(t_{i-1})}.
\]

(81)

At this point, let’s now consider the upper bound in equation (78). This bound is monotonically increasing in $t$, and therefore also upper bounds $\Lambda(\tau)$ for any $\tau$ in $[t_{i-1}, t]$. Therefore, it is also a bound for the maximum.

\[
\max_{\tau \in [t_{i-1}, t]} \Lambda(\tau) \leq \frac{\Lambda(t_{i-1})}{1 - K(t - t_{i-1})\Lambda(t_{i-1})},
\]

(82)

Substituting bounds for $\Lambda(t_{i-1})$ from (81) gives us a bound on the maximum value in terms of the average.

\[
\max_{\tau \in [t_{i-1}, t]} \Lambda(\tau) \leq \frac{\bar{\Lambda}(t, t_{i-1})}{1 - \frac{3}{2} K \bar{\Lambda}(t, t_{i-1})(t - t_{i-1})}.
\]

(83)

Solving for the average value of $\Lambda$, and multiplying by $t - t_{i-1}$ on both sides,

\[
(t - t_{i-1})\bar{\Lambda}(t, t_{i-1}) \geq \frac{(t - t_{i-1}) \max_{\tau \in [t_{i-1}, t]} \Lambda(\tau)}{1 + \frac{3}{2} K(t - t_{i-1}) \max_{\tau \in [t_{i-1}, t]} \Lambda(\tau)}.
\]

(84)

Let us now choose a $t = t_i$ which will serve as the next time step in the adaptive scheme. We would like come as close as possible to saturating (75) while staying within the constraint imposed by the maximum bound of (78). With $\Delta t_i \equiv t_i - t_{i-1}$, we choose

\[
\max_{\tau \in [t_{i-1}, t_i]} \Lambda(\tau) \Delta t_i = \min \left\{ \frac{1}{K}, \frac{1}{4t} \left( \frac{\epsilon}{0.32\|a\|_1 r} \right)^{1/2M+1} \right\}.
\]

(85)

Since $K$ is a constant, for asymptotic purposes we will assume sufficiently small $\epsilon$ such that the right term is smaller. This yields

\[
\bar{\Lambda}(t_i, t_{i-1}) \Delta t_i \geq \frac{1}{4t} \left( \frac{\epsilon}{0.32\|a\|_1 r} \right)^{1/2M+1}.
\]

(86)
We then find by using the fact that
\[
\frac{1}{4\pi} \left( \frac{\epsilon}{0.32 \|a\|_1} \right)^{1/(2M+1)} < 1
\]
and by summing over \(i = 1, \ldots, r\) in (86) that
\[
\bar{\Lambda} \Delta t \geq r^{2M+1} \frac{1}{41} \left( \frac{\epsilon}{0.32 \|a\|_1} \right)^{1/(2M+1)} \left( 1 + \frac{3}{2} K \right)^{-1}
\]
where \(\bar{\Lambda}\) is now the average over the full interval \(\lbrack t_0, t \rbrack\). Finally, rearranging the above, this implies that the adaptive strategy will result in a number of time steps \(r\) that obeys
\[
r \leq \left( 41 \left( 1 + \frac{3}{2} K \right) \bar{\Lambda} \Delta t \right)^{1+\frac{1}{2M}} \left( \frac{0.32 \|a\|_1}{\epsilon} \right) \frac{1}{\epsilon}
\]
(88)
The result then directly follows from the requirement that \(r\) is an integer. Note that \(\bar{\Lambda} \Delta t = \|\Lambda\|_1\), where \(\|\Lambda\|_1\) is the \(L^1\) norm on the simulation interval: \(\|\Lambda\|_1 := \int_{t_0}^{t} \Lambda(\tau) d\tau\).

\[
6 \quad \text{Query complexity of multiproduct simulation}
\]

With the error bounds in hand, we proceed to bound the query complexity needed to perform a simulation using these methods. First, we define a set of oracles that are appropriate for this simulation problem. The most natural oracle model in our setting is the linear combinations of Hamiltonians model. This is to say, we assume that
\[
H = \sum_{j=1}^{L} \alpha_j(t) H_j.
\]
Using the notation of Section 3, let us assume \(t\) is discretized into \(2^n\) points using the formula \(t_q = t_0 + q \frac{\Delta t}{2^n - 1}\).

Next we assume that we have another oracle that actually simulates a particular Hamiltonian term. In particular, for any \(\psi \in \mathbb{C}^2^n\)
\[
U_H |j\rangle \alpha_j \left( t_0 + q \frac{\Delta t}{2^n - 1} \right) \tau |\psi\rangle = |j\rangle \alpha_j \left( t_0 + q \frac{\Delta t}{2^n - 1} \right) \tau e^{-iH_j \alpha_j (t_0 + q \frac{\Delta t}{2^n - 1} \tau) |\psi\rangle}
\]
(91)
The following result is straightforward to validate using \(U_\alpha\) and \(U_H\).

**Claim 14.** For any positive \(\tau \leq \Delta t\), \(V_2(t_0 + \tau, t_0) = \prod_{j=1}^{L} e^{-iH_j (t_0 + \tau/2) \tau/2} \prod_{j=L}^{L} e^{-iH_j (t_0 + \tau/2) \tau/2}\) is a formula of order \(O(\tau^3)\) and an approximation \(W_2\) can be constructed using at most \(6L - 3\) queries to \(U_H\) and \(U_\alpha\) such that
\[
\|V_2(t_0 + \tau, t_0) - W_2(t_0 + \tau, t_0)\| \leq L \max |\partial_t \alpha_j(t)| \Delta t^2 / 2^{n_1}.
\]

**Proof.** The order condition for this result is shown in greater generality in Corollary 1 of [25]. Two queries to \(U_\alpha\) and one query to \(U_H\) is needed to simulate each of the \(2L - 1\) exponentials present in \(V_2\) using the techniques presented there. Thus \(6L - 3\) queries are needed to implement \(V_2\); however, so far we have not proven how much error we can incur by discretizing the number of bits of input to the oracle \(U_\alpha\).

The bound on the error is a direct consequence of Box 4.1 from [38] which states that for unitary \(\|A_j - B_j\| \leq \delta_j\), we have that
\[
\left\| \prod_{j=1}^{2L-1} A_j - \prod_{j=1}^{2L-1} B_j \right\| \leq (2L - 1) \tau < 2L \max_j \delta_j.
\]
(92)

\[
21
\]
In our context, we have that the error in approximating $H$ is by Taylor’s theorem at most max $\|\partial_\theta \alpha_j(t)\| \Delta t^2/(2(2^n - 1))$. The result immediately follows from this observation and (92).

Next we need to provide a bound on the number of queries needed to implement the MPF. First we will define two operations $\text{PREP}_k$ and $\text{SEL}_k$ such that

$$\text{PREP}_k |0\rangle := \sum_{j=1}^{M} \frac{a_j}{\|a\|_1} |k_j\rangle$$

(95)

Further we define $\text{SEL}$ such that

$$\text{SEL}_k |k_j\rangle |\psi\rangle := |k_j\rangle \prod_{p=1}^{k_j} W_2 (t_0 + p\Delta t/k_j, t_0 + (p-1)\Delta t/k_j) |\psi\rangle$$

(96)

The oracle $\text{PREP}_k$ can be implemented without any oracle queries. In contrast, a call to $\text{SEL}_k$ can be implemented using $O(\max_j k_j)$ queries. Following the well conditioned MPF scheme of [27] we have that $k_j \leq 3M^2$ (which we show in Appendix A) this implies that a query to $\text{SEL}_k$ requires $O(M^2 L)$ queries to $U_H$ and $U_\alpha$.

**Lemma 15.** Under the assumptions of Theorem 10, for any $t > t_0$ we have that an operator $\hat{W}(t, t_0)$ can be constructed such that

$$\|\hat{W}(t, t_0) - U(t, t_0)\| \in O\left(\|a\|_1 \left(\max_{\tau \in [t_0, t]} \Lambda(\tau) \Delta t\right)^{2M+1}\right).$$

if $n_\tau \geq \log \left(\frac{10M^2 L \max |\partial_\theta \alpha_j(t)| \Delta t^2}{(41 \max_{\tau \in [t_0, t]} \Lambda(\tau) \Delta t)^{2M+1}}\right)$, and further $\hat{W}$ requires a number of queries to $U_H$ and $U_\alpha$ that are in $O(M^2 L)$.

**Proof.** To simplify the expressions below, let $\Delta t_j := \Delta t/k_j$. From Lemma 4 of [22] (after absorbing the signs of the $a_j$ into the $V_2$ as needed), we have

$$((0 \otimes 1) \text{PREP}_k^\dagger) \text{SEL}_k (\text{PREP}_k)(0 \otimes 1) = \sum_{j=1}^{M} a_j \prod_{q=1}^{k_j} V_2 (t_0 + q\Delta t_j, t_0 + (q-1)\Delta t_j) \frac{\|a\|_1}{\|a\|_1}. \quad (97)$$

As $V_2$ is unitary we have that for each $k_j$ that if, for all $j$ and $q$,

$$\|W_2 (t_0 + q\Delta t_j, t_0 + (q-1)\Delta t_j) - V_2 (t_0 + q\Delta t_j, t_0 + (q-1)\Delta t_j)\| \leq \delta', \quad (98)$$

then by invoking Box 4.1 from [38]

$$\left\| \prod_{q=1}^{k_j} V_2 (t_0 + q\Delta t_j, t_0 + (q-1)\Delta t_j) - \prod_{q=1}^{k_j} W_2 (t_0 + q\Delta t_j, t_0 + (q-1)\Delta t_j) \right\| \leq k_j \delta'. \quad (99)$$
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This in turn implies that

\[
\left\| \sum_{j=1}^{M} a_j \prod_{q=1}^{k_j} V_2 \left( t_0 + q\Delta t_j, t_0 + (q-1)\Delta t_j \right) - \prod_{q=1}^{k_j} W_2 \left( t_0 + q\Delta t_j, t_0 + (q-1)\Delta t_j \right) \right\| \leq 3M^2\delta'\|a\|_1.
\]

(100)

The result of Claim 14 implies

\[
3M^2\delta'\|a\|_1 \leq 3M^2L\|a\|_1 \max |\partial_t\alpha_j(t)|\Delta t^2/2^{n_t},
\]

(101)

which provides us with a bound on the error in the MPF that arises from discretizing the times involved in a single short time step.

It then follows from the triangle inequality and Theorem 10 that

\[
\left\| \sum_{j=1}^{M} a_j \prod_{q=1}^{k_j} W_2 \left( t_0 + q\Delta t_j, t_0 + (q-1)\Delta t_j \right) - U(t,t_0) \right\|
\leq \left\| \sum_{j=1}^{M} a_j \prod_{q=1}^{k_j} V_2 \left( t_0 + q\Delta t_j, t_0 + (q-1)\Delta t_j \right) - U(t,t_0) \right\|
\leq \sum_{j=1}^{M} a_j \left\| \prod_{q=1}^{k_j} V_2 \left( t_0 + q\Delta t_j, t_0 + (q-1)\Delta t_j \right) - \prod_{q=1}^{k_j} W_2 \left( t_0 + q\Delta t_j, t_0 + (q-1)\Delta t_j \right) \right\|
\leq 0.32\|a\|_1 \left( 41 \max_{\tau \in [t_0,t]} \Lambda(\tau)\Delta t \right)^{2M+1} + 3M^2L\|a\|_1 \max |\partial_t\alpha_j(\tau)|\Delta t^2/2^{n_t}
\]

(102)

Under the assumption that

\[
n_t \geq \log \left( \frac{10M^2L \max |\partial_t\alpha_j(t)|\Delta t^2}{41 \max_{\tau \in [t_0,t]} \Lambda(\tau)\Delta t} \right)^{2M+1}
\]

(103)

we then have that

\[
\left\| \sum_{j=1}^{M} a_j \prod_{q=1}^{k_j} W_2 \left( t_0 + q\Delta t_j, t_0 + (q-1)\Delta t_j \right) - U(t,t_0) \right\| \leq 0.64\|a\|_1 \left( 41 \max_{\tau \in [t_0,t]} \Lambda(\tau)\Delta t \right)^{2M+1}
\]

(104)

Since \(U(t,t_0)\) is unitary, we know that the MPF implemented by our algorithm is close to a unitary. This means that we satisfy the preconditions of robust oblivious amplitude amplification given by Lemma 5 of [22]. This result implies that using \(O(\|a\|_1)\) applications of the unitary given by (97), we can implement an operator \(\hat{W}(t,t_0)\) such that (for constant \(M\))

\[
\|\hat{W}(t,t_0) - U(t,t_0)\| \in O\left( \|a\|_1 \left( \max_{\tau \in [t_0,t]} \Lambda(\tau)\Delta t \right)^{2M+1} \right),
\]

(105)

meaning that the error per segment in a long-time version of the algorithm is at most a constant times the original bound. Similarly, we have that the number of queries needed to perform the short time segment under these assumptions is from Theorem 10 in

\[
O(\|a\|_1 M^2L) \subseteq \tilde{O}(M^2L).
\]

(106)

With these pieces in place we are now ready to state our main theorem, which bounds the number of queries needed to perform the multiproduct simulation of a time-dependent Hamiltonian.
Theorem 16. Under the assumptions of Lemma 15 we have that the number of queries needed to construct an operator $W_{t_0}(t_0)$ such that $\| (|0\rangle \otimes |1\rangle) W_{t_0}(t_0) (|0\rangle \otimes |1\rangle) - U(t_0) \| \leq \epsilon$ is in

$$\tilde{O} \left( \frac{L(1 + K)\bar{\Lambda}(t, t_0) \Delta t \log^2(1/\epsilon)}{\epsilon} \right),$$

and the total number of ancillary qubits is in

$$\tilde{O} \left( \log \left( \frac{L(1 + K)\bar{\Lambda}(t, t_0) \max |\partial_t \alpha_j(t)| \Delta t^3}{\epsilon} \right) \right).$$

Proof. From Lemma 13 we have that the number of segments needed to perform a the simulation within error $\epsilon$ obeys

$$r \in \tilde{O} \left( \frac{((1 + K)\bar{\Lambda}(t, t_0) \Delta t)^{1+1/(2M)}}{\epsilon^{1/(2M)}} \right).$$

Due to our choice of $n_t$, the error tolerance that we experience is divided evenly between two sources. Since $M > 1$, this additional error can be negated by doubling $r$. This does not change the asymptotic scaling. We therefore find that the query complexity of the simulation is in

$$\tilde{O}(M^2 L r) \subseteq \tilde{O} \left( \frac{M^2 L ((1 + K)\bar{\Lambda}(t, t_0) \Delta t)^{1+1/(2M)}}{\epsilon^{1/(2M)}} \right)$$

the approximate value of the optimal $M$ can be found by equating the exponentially shrinking component of the cost to the polynomially increasing value of $M$. This yields

$$M^2 = \left( \frac{(1 + K)\bar{\Lambda}(t, t_0) \Delta t}{\epsilon} \right)^{1/2M}.$$

Solving for $M$ yields

$$M = \frac{\log \left( \frac{(1 + K)\bar{\Lambda}(t, t_0) \Delta t}{\epsilon} \right)}{4 \text{LambertW}(\log \left( \frac{(1 + K)\bar{\Lambda}(t, t_0) \Delta t}{\epsilon} \right)/4)} \in \tilde{O} \left( \log \left( \frac{(1 + K)\bar{\Lambda}(t, t_0) \Delta t}{\epsilon} \right) \right)$$

This implies that the query complexity of the simulation is in

$$\tilde{O} \left( L(1 + K)\bar{\Lambda}(t, t_0) \Delta t \log^2(1/\epsilon) \right)$$

The number of ancillary qubits needed in the construction is in $O(\log(M))$ to implement the multi-product formula and $([\log L] + n_t)$ to implement the $O_a$ oracle from Eq. (90). From the result of Lemma 15 we see that $n_t$ dominates this cost. Using Lemma 15 we have

$$n_t \in O \left( \log \left( \frac{M^2 L \max |\partial_t \alpha_j(t)| \Delta t^2}{\left( \max_{\tau \in [t_0, t]} \Lambda(\tau) \Delta t \right)^{2M+1}} \right) \right)$$

$$\in O \left( \log \left( \frac{M^2 L \rho_{\max} \max |\partial_t \alpha_j(t)| \Delta t^2}{\epsilon} \right) \right)$$

$$\in \tilde{O} \left( \log \left( \frac{L(1 + K)\bar{\Lambda}(t, t_0) \max |\partial_t \alpha_j(t)| \Delta t^3}{\epsilon} \right) \right)$$

where used Eq. (108) and Eq. (110) above.

This shows that the cost of quantum simulation using MPFs broadly conforms to the cost scalings that one would expect of previous methods. In particular, similar to the truncated Dyson series simulation method [19, 24] we obtain that the cost of simulating a time-dependent Hamiltonian scales near-linearly with time $\Delta t$ and poly-logarithmically with $1/\epsilon$. 

24
7 Time-dependent qubitization through clock spaces

In Section 3, we used our discrete clock space construction to justify the existence of multiproduct formulas for time-dependent simulation with definite approximation order in $\Delta t$. As an additional application of the clock space, let us consider the simulation of time-dependent Hamiltonians by qubitization. Qubitization works by constructing a walk operator that corresponds to a time-dependent Hamiltonian. Specifically, if we let $H = \sum_{j=1}^{L} \alpha_j U_j$ be the Hamiltonian for unitary $U_j$ and $\alpha_j \geq 0$, then we assume that the Hamiltonian is input into the quantum algorithm using the following oracles:

$$\text{PREP}_{\tilde{H}} |0\rangle = \sum_j \sqrt{\frac{\alpha_j}{\|\alpha\|_1}} |j\rangle \quad \text{SEL}_{\tilde{H}} |j\rangle |\psi\rangle = |j\rangle U_j |\psi\rangle.$$  \hspace{1cm} (113)

We then define the walk operator $W$ to be

$$W := (1 - 2\text{PREP}_{\tilde{H}} |0\rangle \langle 0| \text{PREP}^\dagger_{\tilde{H}} \otimes \mathbb{1}) \text{SEL}_{\tilde{H}}.$$  \hspace{1cm} (114)

This walk operator has the property that, for any state $|E_j\rangle$ such that $H |E_j\rangle = E_j |E_j\rangle$, $\text{PREP} |0\rangle |E_j\rangle$ has support on a two dimensional irreducible vector space spanned by eigenvectors with eigenvalues $e^{\pm i \arccos(E_k/\|\alpha\|_1)}$. This can be converted into an ordinary time evolution using a quantum singular value transformation at low cost. For this reason, we focus our attention on the task of constructing the walk operator.

The number of queries to $\text{PREP}$ and $\text{SEL}$ needed to perform such a quantum simulation is in

$$\tilde{O}(\|\alpha\|_1 \Delta t + \log(1/\epsilon)),$$

thus the query complexity of such a simulation is dictated by the value of the coefficient norm $\|\alpha\|_1$ for the Hamiltonian.

Next we can generalize this to the time-dependent case in the following way. In the notation of Section 3, let us simulate the Hamiltonian

$$H' = \tilde{H} + i2^{n_p} \Delta,$$  \hspace{1cm} (115)

where, similar to Section 6, we define the time-dependent Hamiltonian to obey, for unitary $U_j$, $H(t/2^{n_p}) = \sum_j \alpha_j(t/2^{n_p})U_j$. This leads us to the definition

$$\tilde{H} = \sum_{t=0}^{2^{n_p}+1} H \left(\frac{t}{2^{n_p}}\right) \otimes |t\rangle\langle t| = \sum_{t=0}^{2^{n_p}+1} \sum_{j=1}^{L} \alpha_j \left(\frac{t}{2^{n_p}}\right) U_j \otimes |t\rangle\langle t|.$$  \hspace{1cm} (116)

Using the alternating sign trick \cite{32}, for a suitably small $\delta' > 0$ we can express $\Delta/\delta'$ as a sum of unitary matrices with coefficients equal to $\pm 1/\delta'$. The error in this sum will always be at most 1. Similarly we can express the $\tilde{H}/\delta'$ as an alternating sum (within error at most 1) in terms of sums of the unitary operators

$$U_{j,t} := \sum_{t=0}^{2^{n_p}+1} (-1)^{\delta t > \alpha_j(t/2^{n_p})/\delta'} U_j \otimes |t\rangle.$$  \hspace{1cm} (117)

From this we see that

$$\left\| \sum_{j,t} U_{j,t} - \tilde{H}/\delta' \right\| \in O(1).$$  \hspace{1cm} (118)

As the factor of $\delta'$ is a constant factor multiplying Hamiltonian, the normalization factor in the block encoding causes it to vanish. Thus the resulting block encoded normalized Hamiltonian will then correspond up to error $O(\delta')$ to $H'$ then will have a coefficient norm $\|\alpha'\|_1$, that satisfies

$$\|\alpha'\|_1 \in O(\|\alpha\|_{1,\text{max}} + 2^{n_p}).$$  \hspace{1cm} (119)
Taking $\delta' \in \Theta(\epsilon)$, the number of ancillae needed for this calculation is $O(n_p + q + \log(L\|\alpha\|_{\text{max,\ max}}/\epsilon))$.

We further have from Lemma 7 that we can generalize to linear time-dependence if we take

$$n_p \in \Theta \left( \max \left[ \log \sqrt{\frac{\max_{s \in [0,1]} \|\dot{H}(s)\|}{\epsilon}}, \log \max_{s \in [0,1]} \|H(s)\| \right] \right), \quad q \in \Theta \left( \log \frac{\max_{s \in [0,1]} \|\dot{H}(s)\|^2}{\epsilon^2} \right).$$

Since $\max_{s \in [0,1]} \|H(s)\| \leq \|\alpha\|_{1,\ \text{max}}$, it would be sufficient to take $n_p$ which scales as

$$n_p \in \Theta \left( \max \left[ \log \sqrt{\frac{\max_{s \in [0,1]} \|\dot{H}(s)\|}{\epsilon}}, \log \|\alpha\|_{1,\ \text{max}} \right] \right)$$

and we have then a query complexity in

$$\tilde{O} \left( \max \left[ 1, \sqrt{\frac{\max_{s \in [0,1]} \|\dot{H}(s)\|}{\epsilon \|\alpha\|_{1,\ \text{max}}}^2} \right] \|\alpha\|_{1,\ \text{max}}^t + \log(1/\epsilon) \right). \quad (120)$$

We see that if the second derivative is in $o(\epsilon \|\alpha\|_{1,\ \text{max}}^2)$, the time-dependence does not impact the query complexity. The number of ancillary qubits $N_A$ required is

$$N_A \in O \left( \log \left( L\|\alpha\|_{\text{max,\ max}} \frac{\max_{s \in [0,1]} \|\dot{H}(s)\|^2}{\epsilon^3} \max \left[ \sqrt{\frac{\max_{s \in [0,1]} \|\dot{H}(s)\|}{\epsilon \|\alpha\|_{1,\ \text{max}}^2}}, 1 \right] \right) \right). \quad (121)$$

### 7.1 Adiabatic state preparation

Recent work has looked at using quantum walk operations to implement discrete analogues of adiabatic state preparation [39]. Adiabatic state preparation is a procedure that allows one to transform the instantaneous eigenstate of a time-dependent Hamiltonian at $t = 0$ to an eigenstate of the Hamiltonian at a later time. Such state preparation methods are efficient, provided that the rate of change of the Hamiltonian is small compared to an appropriate power of the eigenvalue gap [40]. These approaches are widely used in quantum simulation, linear systems and other algorithms [41, 42, 43, 44]. The results of [43, 44] show how to implement a discrete version of adiabatic state preparation that does not reduce down to a smooth transition of the eigenstate at the initial time to the eigenstate at the end time. This lack of explicit time dependence allows qubitization to be used; whereas prior to this work it was unclear how one could use the technique to perform adiabatic preparation of eigenstates.

Specifically, let us focus on a linear adiabatic interpolation. This is arguably the most common form of a time-dependent Hamiltonian used in adiabatic state preparation and it takes the form

$$H = H_0(1 - t/T) + tH_1/T. \quad (122)$$

Here $H_0$ is typically taken to be a Hamiltonian whose ground state can be efficiently prepared and $H_1$ is the “problem Hamiltonian” whose ground state we seek to prepare. The adiabatic sweep time $T$ measures the time of the transition from $H_0$ to $H_1$. This Hamiltonian has linear time dependence, and can therefore be simulated using methods from the previous subsection. It is worth noting that other adiabatic schedules do not necessarily use a linear interpolation, such as the local adiabatic evolution strategy of [45], and are not directly implementable by our approach unless further guarantees about the smallness of the second derivative are made.

Let us assume that $H(t) = \sum_{j=0}^{L_0} \alpha_j(1 - t/T)U_j + \sum_{j=L_0+1}^L \alpha_j t/TU_j$ for unitary $U_j$. In this case, since the second derivative is zero we have that the query complexity for the state preparation using a clockspace to
explicitly keep track of the dynamics of the time is from (120). Since the second derivative of the Hamiltonian in the adiabatic interpolation

\[ N_{\text{queries}} \in \tilde{O}\left(\|\alpha\|_1 T + \log(1/\epsilon)\right). \]  

Let \( \gamma \) be the minimum eigenvalue gap and \( \epsilon \) the desired error tolerance. If we are considering \( \gamma \) fixed and varying \( \epsilon \), it follows from [40] that, due to the linear time dependence of \( H \), it suffices to choose a value of time that scales as

\[ \epsilon \in O\left(\frac{\max \|\dot{H}(t)\|}{\gamma^2} \right) \Rightarrow T \in O\left(\frac{\|\alpha\|_1}{\gamma^2 \epsilon}\right). \]  

Note that if we do not want to make the assumption that \( \epsilon \) is small relative to all other constants then the standard uniform bounds on the error are in \( O(1/\gamma^3 \epsilon) \) [46]. Thus, the overall number of queries needed to prepare the state within error \( \epsilon \) scales for sufficiently small \( \epsilon \) as

\[ N_{\text{queries}} \in \tilde{O}\left(\frac{\|\alpha\|_1^2}{\gamma^2 \epsilon}\right). \]  

This scaling is optimal for linear adiabatic interpolations as it saturates the linear time scaling of the no-fast-forwarding theorem [2]. Higher-order methods can be used to improve the scaling to \( \tilde{O}(\|\alpha\|_1 \log(1/\epsilon)/\gamma) \) [42, 47, 48], but doing so requires that we switch the schedule to a non-linear schedule, invalidating our ability to use the methods of this work.

This analysis reveals that, while adiabatic state preparation can be implemented within the qubitization framework by explicitly implementing the clock constructions presented in this paper, one may often be better off using traditional methods for implementing the state preparation in most cases. However it remains possible that the gap between the asymptotic scaling could be narrowed through the development of improved clock space constructions wherein the error depends only on third derivatives (or higher) of the Hamiltonian.

8 Numerical demonstrations

Let’s now return to the discussion of MPFs. In the above sections, we developed and characterized MPFs for time-dependent simulations by showing their existence and proving error bounds. However, these bounds are unlikely to be the final word on the performance of the algorithm. For example, we already mentioned that, for time-independent \( H \), the MPF of Definition 5 is exact in cases where the Hamiltonian consists of only commuting terms. Yet this behavior is not captured in the bound of Theorem 10 because \( \Lambda \) is at least as large as \( \|H\| \). This discrepancy is unrelated to the fact that, in practice, the 2\textsuperscript{nd}-order formula \( U_2 \) can only be computed approximately.

To begin bridging the gap between algorithm’s actual performance and our bounds, we investigate time-dependent MPFs empirically through two numerical examples. We compute \( U_\vec{k} \) for these systems on a classical computer (using matrix computations) and compare the result with the exact propagator (computed within machine \( \epsilon \)). The vector \( \vec{k} \in \mathbb{Z}^M_+ \) we will use comes from the bottom half of Table I from [27], which minimizes \( \|\vec{k}\| \) for \( \|a\|_1 \leq 2 \).

In general, deriving an analytical solution for the propagator given a time-dependent Hamiltonian is challenging or impossible. To bypass this problem, we will consider a time-independent Hamiltonian which is viewed from a “non-inertial” frame, thereby rendering the dynamics time-dependent in the new frame. More specifically, suppose \( H \) is a time-independent Hamiltonian with propagator \( U(t) = e^{-iHt} \) (henceforth the initial time is set to zero). Let \( |\psi_i\rangle \) be the solution to the Schrodinger equation \( i\partial_t |\psi_i\rangle = H |\psi_i\rangle \). Under a frame transformation \( T(t) \), which transforms vectors as \( |\psi_i\rangle = T(t) |\psi_i\rangle \), the Hamiltonian and propagator
transform as
\[
\tilde{U}(t) = T(t)U(t)
\]
\[
\tilde{H}(t) = i \frac{\partial T(t)}{\partial t} T(t) + T(t)H(t)T(t)^\dagger.
\] (126)

Thus, in order to benchmark the error of the MPF, we compute \( \tilde{U}_k \) for Hamiltonian \( \tilde{H} \), then compare with the exact propagator (accurate to machine precision).

\[
\epsilon_t = \left\| \tilde{U}_k(t) - T(t)U(t) \right\|
\] (127)

### 8.1 Example 1: Electron in magnetic field, rotating frame

As a very simple first demonstration, consider a spin-1/2 particle (say, electron) in a homogeneous external magnetic field \( B \). Choose a coordinate system such that \( B \) makes an angle \( \theta \) with respect to the \( z \)-axis, and lies within the \( xz \) plane. This system can be described by the Hamiltonian

\[
H = \mu B(\cos \theta Z/2 + \sin \theta X/2)
\] (128)

where \( Z \) and \( X \) (and later \( Y \)) are Pauli operators, and \( \mu \) is a coupling parameter that will henceforth be set to one. The propagator \( U(t) = e^{-iHt} \) is easy to compute, and corresponds to precession about the magnetic field axis with frequency \( B \).

To obtain a time dependent problem, let’s shift to a reference frame that rotates with angular frequency \( \omega \) about the \( z \)-axis. The transformation is given by \( R_z(\omega t) \), where \( R_a \) is the usual \( SU(2) \) rotation operator about axis \( a \). The Hamiltonian in the rotating frame is

\[
\tilde{H}(t) = (\omega + B \cos \theta)Z/2 + B \sin \theta(\cos \omega tX/2 + \sin \omega tY/2)
\] (129)

Because we know that this Hamiltonian is just a transformed time-independent system, it is easy to compute the exact propagator \( \tilde{U}(t) \).

\[
\tilde{U}(t) = R_z(\omega t)U(t)
\] (130)

Though it is not strictly necessary to run the algorithm, let’s compute an appropriate \( \Lambda(t) \) upper bound. The spectral norm of \( \tilde{H} \) may be upper bounded as

\[
\left\| \tilde{H} \right\| \leq \frac{|\omega + B \cos \theta|}{2} + |B \sin \theta|
\] (131)

while the derivatives \( \tilde{H}^{(n)}(t) \) have the bound

\[
\left\| \tilde{H}^{(n)}(t) \right\| \leq |B \sin \theta \omega^n|
\] (132)

\[\sqrt[n+1]\left| \tilde{H}^{(n)}(t) \right| \leq \omega \left| \frac{B \sin \theta}{\omega} \right|^{1/n+1}.
\] (133)

For \( \omega \) not too much larger than \( B \), we see then that \( \Lambda(t) = \omega \) is an appropriate choice.

The first thing to check will be that the error has the appropriate power law scaling. Namely, for \( M \)-term formulas, the error \( \epsilon_t \) for small \( t \) should scale as \( O(t^{2M+1}) \) or better. We can check this by computing the “running power” \( p(t, t') \).

\[
p(t, t') := \frac{\log \epsilon_t/\epsilon_{t'}}{\log t/t'}
\] (134)
Figure 3: (left) Multiproduct errors plotted against simulation time, for several low-order MPFs, on a log-log plot. Notice the power law scaling for small values of \( t \). The parameters used here are \( B = 1, \omega = 4, \theta = \pi/6 \). For larger \( M \), one quickly runs into machine precision becoming the dominant error source. (right) The running power \( p(t, t') \) defined in equation (134), with \( t' = 3 \). Note the plateau corresponds with the anticipated value of \( 2M + 1 \).

For different but small values of \( t, t' \), the value of \( p \) should approach the expected order of the error: \( 2M + 1 \). Indeed, this is precisely the behavior observed in Figure 3. For sufficiently small simulation times, a power-law dependence on the simulation error is observed, and the corresponding power is as anticipated. Additionally, we see that the error decreases by orders of magnitude with each additional term once the power-law regime is reached. Choosing \( M > 4 \) in this example quickly leads to machine precision being the dominant error source.

Next, we vary the MPF order \( M \) for fixed simulation time \( t \). Since \( \Lambda = \omega \), our bounds predict an exponential decay in the error, but only provided \( t < 1/\omega \). Otherwise, the bounds grow exponentially and say nothing useful about performance. In Figure 4, we fix \( t \) at several different times and plot the error dependence on the multiproduct order \( M \). Past a certain threshold value for \( M \) (which increases with \( t \)) an exponential decay in error is observed, possibly superexponential. It is promising that, even for \( t = 10 \), the exponential decay is eventually achieved at \( M \gtrsim 6 \). This suggests our error bounds may be too conservative, and in particular MPFs could absolutely converge to \( U \) as \( M \to \infty \) in certain circumstances. This would be a notable improvement to product formulas alone, which tend to lead to errors that diverge as \( M \to \infty \) if the time step \( t \) remains fixed \[2, 25, 4\]. In contrast, Theorem 10 shows that if the time step is sufficiently small, then the MPF converges to the exact result. However, such convergence is not anticipated from the bounds for a large value such as \( t = 10 \).

Indeed, there are good reasons to believe the absolute convergence property holds more generically than this example. No matter how large the order \( M \), we are still using a low order formula (such as the midpoint formula \( U_2 \)) as a base. Moreover, recall that the MPF is essentially a sum of product formulas with different numbers of time steps (for the same time interval). As the order \( M \) increases, higher weight is given to terms in the multiproduct sum with finer meshes. Correspondingly, terms which have larger time steps, and therefore may not converge properly, become suppressed at large \( M \). Such behavior is not reflected in our derived error bounds, so there is likely room for improvement.

Practitioners in quantum simulation will likely want to know how MPFs fare against the more-familiar and simpler Trotter techniques. To facilitate this, numerical studies across a broad range of physically interesting systems would be desirable. Such a comprehensive analysis must be left to future work; here we will be satisfied with comparing MPFs with Trotterization for our spin-1/2 example. Our Trotterization is just an MPF with \( M = 1 \), corresponding to a midpoint-formula approximation. To facilitate a “fair-comparison” we will keep the number of midpoint-formula queries between the two methods the same. That
Figure 4: Multiproduct error shows an (super)exponential decrease in error for sufficiently large order \( M \). The threshold for this regime is seen to increase as the simulation time increases. This behavior surpasses the expectation of our proven bounds, since there are no guarantees if the time step is too large. Note that, in practice, one should typically split a longer simulation time into smaller steps. The plateau for \( t = 1, M > 8 \) is a result of machine precision limitations. Parameter values: \( B = 1, \omega = 4, \theta = \pi/6 \).

is, we will enforce the requirement

\[
r_{trot} = r_{mp} \max_j |k_j|
\]

(135)

where \( r_{trot} \) and \( r_{mp} \) are the number of time steps for Trotter and MPF, respectively. Note that the number of midpoint queries per time step for Trotter and MPFs are 1 and \( \max_j |k_j| \) respectively.

Figure 5 shows the results of these head-to-head comparisons for the several values of the magnetic field \( B \) and rotation frequency \( \omega \). The number of MPF steps \( r_{mp} \) is fixed at 10, a reasonable value since it makes \( \Lambda \Delta t \sim 1 \) on each subinterval. As the MPF order increases, so does the number of Trotter steps \( r_{trot} \) by the condition (135). These results show that, for \( M \) not too large, MPFs outperform Trotterization, at a value of the error \( \epsilon \) which is large enough to be of practical significance for scientific or industrial applications.

Admittedly, the spin-1/2 system considered above is rather simplistic. However, we anticipate most of the inferences drawn above to hold even as we increase the dimensionality of the Hilbert space. For example, though the complexity of simulating \( U_2 \) generally increases as \( \text{dim}(H) \) grows, it does so both for MPFs and Trotterization. Nevertheless, benchmarking of MPFs on more complex systems would be a welcomed proof (or disproof) of concept.

8.2 Example 2: Spin chain in interaction picture

As a first step towards more complicated many-body quantum systems, we investigate the use of MPFs for a particular one-dimensional chain of spins with nearest-neighbor interactions. As before, we will take advantage of a change of reference frame, allowing us to compare the multiproduct simulations with an “exact” (machine precision) simulation in an equivalent, time-independent frame. In pursuit of a good case study, we seek a (time-independent) Hamiltonian \( H = H_0 + H_1 \) which produces nontrivial time-dependence in the so-called “interaction picture.” We also ask that it satisfies a simple conservation law. A special instance of the 1D XX model will suffice to meet these conditions. Consider a circular chain of \( N \) qubits

\[
\]
Figure 5: Simulation error (spectral norm) of MPFs and midpoint-formula Trotterization, for the spin-1/2 system, with number of midpoint-formula queries kept fixed between the two. Each plot corresponds to different values for the parameters $B$ and $\omega$, always with $\theta = \pi/6$. The number of MPF steps $r_{mp}$ is fixed at 10. The crossover point tends to occur for error $\epsilon > 10^{-3}$, which is large enough for practical significance. Such error tolerances can be orders of magnitude larger than those required in many quantum simulation proposals. [8, 10]

with nearest-neighbor hopping interactions, with Hamiltonian $H = H_0 + H_1$ of the form

$$H_0 = \sum_{k=1}^{N} \frac{\omega_k}{2} Z_k$$

$$H_1 = \sum_{k=1}^{N} \frac{J_k}{2} (X_k X_{k+1} + Y_k Y_{k+1}).$$

(136)

Here, $\omega_k, J_k$ are real, site-dependent parameters, and any index increments are done modulo $N$. For any value of the parameters, the Hamiltonian conserves the total magnetization $\mu := \sum_k Z_k$.

$$[\mu, H] = 0$$

(137)

Conceptually will think of $H_0$ as a “base” Hamiltonian, with perturbation $H_1$ generating interactions, though we make no assumptions as to the smallness of $H_1$. We will switch to an interaction picture which is comoving with the simple dynamics of $H_0$. In this frame, the Hamiltonian $\tilde{H}(t)$ is given by

$$\tilde{H}(t) = e^{iH_0 t} H_1 e^{-iH_0 t}$$

$$= \sum_{k=1}^{N} \frac{J_k}{2} (X_k(t) X_{k+1}(t) + Y_k(t) Y_{k+1}(t))$$

(138)

where

$$X_k(t) := e^{iH_0 t} X_k e^{-iH_0 t} = \cos(\omega_k t) X_k - \sin(\omega_k t) Y_k$$

$$Y_k(t) := e^{iH_0 t} Y_k e^{-iH_0 t} = \cos(\omega_k t) Y_k + \sin(\omega_k t) X_k$$

(139)

correspond to rotating the pauli vectors about the z-axis with frequency $\omega_k$. We can express equation (138) in terms of the time-independent $X_k$ and $Y_k$ of the original frame,

$$\tilde{H}(t) = \sum_{k=1}^{N} \frac{J_k}{2} \{ \cos(\Delta \omega_k t)(X_k X_{k+1} + Y_k Y_{k+1}) + \sin(\Delta \omega_k t)(X_k Y_{k+1} - Y_k X_{k+1}) \}$$

(140)

where $\Delta \omega_k = \omega_{k+1} - \omega_k$. We see that having different qubit frequencies $\omega_k$ on neighboring sites should give rise to a nontrivial time-dependence in $\tilde{H}$. Another indication is gleaned from the commutator of $H_0$ and
\[ [H_0, H_1] = -i \sum_k \frac{J_k}{2} (X_k Y_{k+1} - Y_k X_{k+1}) (\Delta \omega_k). \]  

(141)

The time dependence in \( \tilde{H} \) will be nontrivial when the commutator does not vanish, as occurs when \( \Delta \omega_k \neq 0 \). A simple choice is to set
\[
J_k = J, \quad \omega_k = (-1)^k \omega.
\]

(142)

That is, the qubit frequency alternates sign at each site, and the coupling is translation invariant. For simplicity, we consider only even numbers of qubits to avoid frequency-matching at \( k = N \). Plugging (142) into the expression for \( \tilde{H} \) in (140),
\[
\tilde{H}(t) = J \left( \cos(2\omega t) G_1 + \sin(2\omega t) G_2 \right)
\]

(143)

where
\[
G_1 = \sum_{k=1}^{N} X_k X_{k+1} + Y_k Y_{k+1}
\]

(144)
\[
G_2 = \sum_{k=1}^{N} (-1)^k (X_k Y_{k+1} - Y_k X_{k+1})
\]

As a final check, one can see that \( G_1 \) and \( G_2 \) do not commute with each other. Yet they both commute with \( \mu \). Thus, \( \tilde{H}(t) \) given in (143) is our model system to investigate.

Assuming \( \tilde{H} \) commutes with an observable \( \mu \), to what degree does the MPF \( U_{\vec{k}} \) conserve \( \mu \)? Since \( U_{\vec{k}} \) is an algebraic combination of exponentials of \( \tilde{H} \), \( U_{\vec{k}} \) also commutes with \( \mu \). If \( U_{\vec{k}} \) were truly unitary, then the operator \( \mu \) would evolve in the Heisenberg picture as
\[
\mu_{\vec{k}}(t) \equiv U_{\vec{k}}^\dagger(t) \mu U_{\vec{k}}(t) = \mu
\]

(145)
as it would under the exact propagator \( U \). However, \( U_{\vec{k}} \) is not necessarily unitary.
\[
U_{\vec{k}}^\dagger(t) U_{\vec{k}}(t) \neq 1
\]

(146)
This implies that conservation laws are only approximately conserved.
\[
\mu_{\vec{k}}(t) - \mu = \left( U_{\vec{k}}^\dagger(t) U_{\vec{k}}(t) - 1 \right) \mu \neq 0.
\]

(147)
Because \( U_{\vec{k}}(t) - U(t) \in O(t^{2M+1}) \), so is \( \left( U_{\vec{k}}^\dagger(t) U_{\vec{k}}(t) - 1 \right) \).

Figure 6 plots the deviations in the conserved \( \mu \), \[ \| \mu - \mu_{\vec{k}}(t) \| \], with respect to the simulation time. As the simulation time tends to zero, we see the expected power-law scaling, as evidence by the linear relationship on a log-log plot. For larger \( M \), the slope and hence power \( p \) increases, corresponding to improved performance. We can extract the power as the slope of the line, and this is plotted in the right frame. Notice there are sudden dips in the error at specific simulation times, which tend to occur before reaching the power law scaling regime. This could be due to cancellation between two terms in an error series of comparable magnitude. Similar phenomenon occurs in several other contexts, such as the error from adiabatic evolution [47]. Conclusive identification of these phenomenon will require further study.

Naively, we would expect \( p = 2M + 1 \), but here we actually get slightly better: \( p = 2M + 2 \). In fact, this scaling can be justified. The following argument, a variant of which can be found in [31], shows that the integrator is nearly unitary.
Theorem 17. The deviation of $U_k^-$ from being unitary obeys

$$\|U_k^-(t)U_k^+(t) - 1\| \in O(t^{2M+2})$$

(148)

Proof. We suppress all function evaluations at $t$ when convenient. Let $E := U_k^- - U$, so that $U_k^- = U + E$. Then, using the unitarity of $U$ and the fact that $E \in O(t^{2M+1})$,

$$U_k^+U_k^- = 1 + N + O(t^{4M+2})$$

(149)

where

$$N := U^+E + E^+U.$$  

(150)

Since $N \in O(t^{2M+1})$, all of its derivatives up to degree $2M$ vanish when evaluated at $t = 0$. Hence, it suffices to show that

$$N^{(2M+1)}(0) = 0.$$  

(151)

We can expand this derivative in terms of $E$ and $U$ using the binomial theorem. When we evaluate at $t = 0$, those terms with derivative less than degree $2M + 1$ in $E$ vanish. We are left with

$$N^{(2M+1)}(0) = E^{(2M+1)}(0)U(0) + U^+(0)E^{(2M+1)}(0).$$

(152)

We have $U(0) = U^+(0) = 1$. Moreover, by the time-symmetric property of $U$ and $U_k^-$, $E(t)$ is also symmetric. Therefore

$$E^{(2M+1)}(0) = E^{(2M+1)}(-t)\bigg|_{t=0} = -E^{(2M+1)}(0).$$

(153)

Hence, the two terms in (152) cancel, yielding $N^{(2M+1)}(0) = 0$. This completes the proof. \qed

In summary, though MPFs do not inherently preserve commutation laws, the error is due to nonunitarity in $U_k^-$. This can be bounded and reduced in a systematic way, either by decreasing the time step or increasing the MPF order.
9 Conclusion

The main contribution of this paper is a new way of thinking about time-dependent dynamics that allows us to replace time-ordered operator exponentials with ordinary operator exponentials acting on a higher-dimensional finite space. The resultant operators are bounded, which allows us to rigorously apply the technique (in contrast to previous attempts [29] to employ related strategies). We apply this trick to adapt the MPF formalism to the time-dependent case, and in turn provide a method that not only has commutator scaling, but also outperforms time-dependent Trotter-Suzuki methods. Further, we show that as the dimensionality of the clock space grows, the entanglement between the clock and system vanishes. This means that in the continuum limit, the gadgetry introduced to approximate the time-ordered operator exponential becomes irrelevant, allowing us to use the resulting formulae while dispensing with the fictitious clock register used to implement the time-ordering.

The clock space framework can also be used directly in quantum simulation methods to extend the capabilities of certain quantum algorithms. Specifically, it can be used to extend qubitization to time-dependent systems, the intuition behind which has resisted previous attempts to do so. We find here that for problems that have small second derivatives for the Hamiltonian, qubitization can be used to simulate the controlled Hamiltonian that we use in the clock space evolution approximating the exact propagator. While in many circumstances it will be more convenient to use a truncated Dyson series simulation method in preference to this approach, our work shows how the use of discrete clock spaces used to construct new quantum simulation algorithms that would otherwise be challenging.

To complement our theoretical results, we present several numerical examples which demonstrate that MPFs can perform better than our bounds suggest, and also better than low-order product formula simulations. There is a possibility that MPFs converge to the propagator in the limit of large order $M$ regardless of the time step size, assuming sufficient smoothness in $H$. The corresponding statement is not true for Trotter-Suzuki: smaller and smaller time intervals must be taken to ensure convergence as one reaches higher order formulas. Proving (or disproving) absolute convergence would be a valuable avenue for future research. Though the examples presented here have physical relevance and provide a strong proof of concept, numerical tests of MPFs on a larger class of more challenging physical systems would be desirable.

This work opens up a number of interesting possibilities. The first is that while the techniques considered here are adequate for translating algorithms for time-independent simulation to the time-dependent case, the methods have not been optimized to reduce the resources needed. The development of higher-order methods for simulations could potentially render these approaches more profitable by reducing the norm of the time-displacement operator needed in the simulation, thereby making the simulation more efficient. Another open question raised by this work is whether these techniques could be used to translate commutator bounds from a recent work [4] over to the time-dependent case. This would be a significant step towards the development of a complete understanding of the error in Trotter-Suzuki formulas, since for the first time we would have a bound on the error of ordered operator exponentials that yields the anticipated commutator scaling.
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A Proof of bounds on multiproduct Taylor remainder

Here we provide the proof of Lemma 11, which bounds the Taylor remainder $R_{2M}$ of the MPF $U_\vec{k}$. For clarity, the proof outline is as follows.

1. In Lemma A.1, we bound the derivatives of the constituent midpoint formulas $U_2$ in the MPF.
2. Using this result, in Lemma A.2 we bound the derivatives of $U_\vec{k}$ itself.
3. From here, it is quite straightforward to get a bound on $R_n$ for any $n \geq 0$. This is quickly proved in Lemma A.3
4. The proof of Lemma 11 follows from a simplification of this bound to a form more suitable for the complexity analysis done in the paper.

Without further ado, we will begin the program outlined above, starting with our $U_2$ derivatives.

Lemma A.1. Let $U_2 : (\mathbb{R}, \mathbb{R}) \to \mathbb{C}^{N \times N}$ be the midpoint formula as given by equation (13). Let $k \in \mathbb{Z}_+$ and $q \in \mathbb{Z}_+$ such that $q \leq k$. Let $t_0 \in \mathbb{R}$, and let $\Delta t \in \mathbb{R}_+$ be chosen sufficiently small such that

$$\Lambda_I := \max_{\tau \in I} \Lambda(\tau) < 1/\Delta t,$$

where $I = [t_0, t_0 + \Delta t]$ is the full simulation interval. Then the following inequality holds

$$\| \partial_{\Delta t}^n U_2(t_0 + q\Delta t/k, t_0 + (q - 1)\Delta t/k) \| \leq \left( \Lambda_q \frac{q - 1/2}{k} \right)^n Y_n \left( x^{(n)}_{q,k} \right).$$

In the above expression, $\Lambda_q$ is the maximum value of $\Lambda(\tau)$ over the $q$th subinterval in a evenly spaced mesh of $k$ subintervals in $[t_0, t_0 + \Delta t]$. $Y_n$ is the complete exponential Bell polynomial (see Appendix B) and $x^{(n)}_{q,k} = (x_1, \ldots, x_n) \in \mathbb{Q}_+^n$ has coefficients defined by

$$x_j = \frac{j}{q - 1/2} + \frac{1}{k}$$

Proof. To simplify matters, let’s for the moment consider the midpoint formula $U_2(\Delta t)$ only as a function of $\Delta t$. Define

$$A(\Delta t) := -iH(t_0 + (q - 1/2)\Delta t/k)\Delta t/k,$$

so that

$$U_2(\Delta t) = \exp(A(\Delta t)).$$

To compute the left-hand side of inequality (155), we wish to take high-order derivatives of $\exp(A(\Delta t))$. Unfortunately, this is complicated by $A(\Delta t)$ being an operator-valued function. To illustrate this, one expression for the derivative of the exponential map given by

$$\partial_{\Delta t} \exp(A(\Delta t)) = \int_0^1 e^{A(\Delta t)(1-s)} A'(\Delta t) e^{A(\Delta t)s} ds.$$

When comparing to the scalar valued exponential, the extra integral can be seen to arise from $A'$ not necessarily commuting with $A$, forcing us to “insert” $A'$ at different places and “sum” over all placements. This result can be bounded using the submultiplicative property of the spectral norm, but in order to do so we need a method for bounding the higher-order derivatives of $A$. 
Since \( [A, A'] \) is not necessarily zero, we cannot immediately apply the Faà di Bruno formula (209) for the derivative. Despite this problem, it is easy to see from the triangle inequality that for anti-Hermitian \( A \), \( \| \partial_\Delta \exp(A(\Delta t)) \| \leq \| A'(\Delta t) \| \). Thus we will seek a version of Faà di Bruno that provides an upper bound on the norm of the derivative of \( e^{A(\Delta t)} \).

From the Trotter product theorem, we have
\[
\partial_\Delta^n \exp(A(\Delta t)) = \partial_\Delta^n \lim_{r \to \infty} (\exp(A(\Delta t)/r))^r. \tag{160}
\]
Using the fact that the series converges uniformly, we may interchange the order of differentiation and the limit. This leads to
\[
\| \partial_\Delta^n \exp(A(\Delta t)) \| \leq \lim_{r \to \infty} \sum_S \left( \frac{n}{s_1, \ldots, s_r} \right) \prod_{q=1}^r \| \partial_\Delta^{s_q} \exp(A(\Delta t)/r) \|. \tag{161}
\]
Here the sum over \( S \) is constrained such that \( s_j \geq 0 \) and \( s_1 + \cdots + s_r = n \). Then using Taylor’s theorem we have
\[
\| \partial_\Delta^n \exp(A(\Delta t)/r) \| \leq \frac{\| A^{(s_n)}(\Delta t) \|}{r} + O(1/r^2). \tag{162}
\]
where the \( O(1/r^2) \) terms will vanish as \( r \to \infty \). Hence,
\[
\| \partial_\Delta^n \exp(A(\Delta t)) \| \leq \lim_{r \to \infty} \sum_S \left( \frac{n}{s_1, \ldots, s_r} \right) \prod_{q=1}^r \left( \frac{\| A^{(s_n)}(\Delta t) \|}{r} (1 - \delta s_q, 0) + \delta s_q, 0 \right). \tag{163}
\]

Now let us define a scalar function \( a(t) \) such that, for any \( n \geq 0 \),
\[
a^{(n)}(\Delta t) = \| A^{(n)}(\Delta t) \| \delta_{n,0}. \tag{164}
\]
for fixed \( \Delta t \). Such a function can be seen to exist by considering the Taylor polynomial. We may apply the standard Faà di Bruno formula (209) to \( a \), so that
\[
\partial_\Delta^n e^{a(\Delta t)} = e^{a(\Delta t)} \sum_n A^{(n)}(\Delta t) Y_n(\| A^{(1)}(\Delta t) \|, \ldots, \| A^{(n)}(\Delta t) \|) = Y_n(\| A^{(1)}(\Delta t) \|, \ldots, \| A^{(n)}(\Delta t) \|). \tag{165}
\]
On the other hand, applying similar logic to that employed above, we can split the scalar function \( a(t) \) into \( r \) steps and compute the \( n \)th derivative.
\[
\partial_\Delta^n e^{a(\Delta t)} = \lim_{r \to \infty} \sum_S \left( \frac{n}{s_1, \ldots, s_r} \right) \prod_{q=1}^r \left( \frac{\| A^{(s_q)}(\Delta t) \|}{r} (1 - \delta s_q, 0) + \delta s_q, 0 \right). \tag{166}
\]
By equating expressions (163) and (166) and applying (165), we reach our desired bound via Faà di Bruno.
\[
\| \partial_\Delta^n \exp(A(\Delta t)) \| \leq Y_n(\| A^{(1)}(\Delta t) \|, \ldots, \| A^{(n)}(\Delta t) \|) \tag{167}
\]
We evaluate the derivatives of \( A(\Delta t) \), and express them in terms of the derivatives of the Hamiltonian, \( H^{(j)} \) (for simplicity, we leave off the evaluation point. The derivative is with respect to the Hamiltonian’s single argument). The result is
\[
\partial_\Delta A(\Delta t) = -i \frac{1}{k} \left[ \left( \frac{q - 1/2}{k} \right)^j \Delta t H^{(j)} + j \left( \frac{q - 1/2}{k} \right)^{j-1} H^{(j-1)} \right] \tag{168}
\]
Employing the \( \Lambda(\tau) \) bound in Definition 9, we have that
\[
\| \partial_\Delta A(\Delta t) \| \leq \frac{1}{k} \left[ \left( \frac{q - 1/2}{k} \right)^j \Lambda_q^{j+1} \Delta t + j \left( \frac{q - 1/2}{k} \right)^{j-1} \Lambda_q^j \right] = \left( \frac{q - 1/2}{k} \right)^j \Lambda_q^j \left[ \frac{j}{q - 1/2} + \frac{1}{k} \Lambda_q \Delta t \right]. \tag{169}
\]
Here,

$$\Lambda_q := \max_{\Delta t \in I_q} \Lambda(\Delta t)$$  \hspace{1cm} (170)

where $I_q = [t_0 + (q - 1)\Delta t/k, t_0 + q\Delta t/k]$ is the $q$th interval in the mesh from $t_0 + t_0 + \Delta t$ with $k$ even spaces. Since $\Lambda_q \leq \Lambda_f$, from the assumptions of the lemma, $\Lambda_q \Delta t < 1$. Hence,

$$\|\partial_{\Delta t}^A(\Delta t)\| \leq \tilde{\Lambda}_q \frac{1}{k}$$  \hspace{1cm} (171)

where $\tilde{\Lambda}_q \equiv \Lambda_q(1/2)/k$.

Plugging this into the formula into (167) and using the definition of $Y_n$ given by (210), our bound becomes

$$\|\partial_{\Delta t}^n U_2(\Delta t)\| \leq \sum_{c} \frac{n!}{c_1! \cdots c_n!} \prod_{j=1}^{n} \left( \frac{\left(\frac{j}{q-1/2} + \frac{1}{k}\right)}{j!} \right)^{c_j}$$  \hspace{1cm} (172)

Using the sum property of the coefficients $c_j$, we can move the $\tilde{\Lambda}_q^j$ out of the sum.

$$\|\partial_{\Delta t}^n U_2(\Delta t)\| \leq \left( \Lambda_q \frac{q-1/2}{k} \right)^n \sum_{c} \frac{n!}{c_1! \cdots c_n!} \prod_{j=1}^{n} \left( \frac{\left(\frac{j}{q-1/2} + \frac{1}{k}\right)}{j!} \right)^{c_j}$$  \hspace{1cm} (173)

$$= \left( \Lambda_q \frac{q-1/2}{k} \right)^n Y_n(\tilde{x}^{(n)}_{q,k}).$$  \hspace{1cm} (174)

In the last line, we reapplied the definition of $Y_n$ and of the vectors $\tilde{x}^{(n)}_{q,k}$. This completes our bound for the $U_2$ formula for the $q$th segment of mesh defined by $k_j$. \hfill \Box

**Lemma A.2.** In the notation of Lemma A.1, the $n$th derivative of the $M$-term multiproduct formula $U_k$ with respect to $\Delta t$ has spectral norm which is bounded as

$$\|U_k^{(n)}(t_0 + \Delta t, t_0)\| \leq n!\Lambda^T F \sum_{j=1}^{M} |a_j| \beta_{k_j}^{(n)}$$  \hspace{1cm} (175)

where

$$\beta_{k_j}^{(n)} := \sum_{S} \prod_{q=1}^{k_j} \frac{1}{s_q} \left( \frac{q-1/2}{k_j} \right)^{s_q} Y_{s_q}(\tilde{x}^{(s_q)}_{q,k_j})$$  \hspace{1cm} (176)

and the sum $\sum_{S}$ is taken over all nonnegative $s_1, s_2, \ldots, s_n$ such that $\sum j s_j = n$.

**Proof.** For sake of shorter expressions, define $\Delta t_j = \Delta t/k_j$. From Definition 5,

$$\partial_{\Delta t}^n U_k(t_0 + \Delta t, t_0) = \sum_{j=1}^{M} a_j \partial_{\Delta t}^n \prod_{q=1}^{k_j} U_2(t_0 + q\Delta t_j, t_0 + (q - 1)\Delta t_j)$$  \hspace{1cm} (177)

Now we use the product rule and apply Lemma A.1 to obtain

$$\|\partial_{\Delta t}^n U_k(t_0 + \Delta t, t_0)\| \leq \sum_{j=1}^{M} |a_j| \left( \sum_{S} \left( \frac{n}{s_1, \ldots, s_{k_j}} \right) \prod_{q=1}^{k_j} \left( \frac{q-1/2}{k_j} \right)^{s_q} Y_{s_q}(\tilde{x}^{(s_q)}_{q,k_j}) \right).$$  \hspace{1cm} (178)
where $\Lambda_{q,k_j}$ is the maximum of $\Lambda(\tau)$ on $[t_0 + (q-1)\Delta t/k_j, t_0 + q\Delta t/k_j]$. Of course, this is upper bounded by the max of $\Lambda$ over the whole interval $I$.

$$\Lambda_{q,k_j} \leq \Lambda_I$$  \hspace{1cm} (179)

Replacing every instance of $\Lambda_{q,k_j}$ with $\Lambda_I$ as an upper bound, it can factorized all the way out, using the sum properties of the $s_q$.

$$\left\| \partial_{\mathbf{k}} U(t_0 + \Delta t, t_0) \right\| \leq \Lambda_I^M \sum_{j=1}^{M} |a_j| \sum_{S} \left( \frac{n}{s_1, \ldots, s_{k_j}} \right) \prod_{q=1}^{k_j} \left( \frac{q-1/2}{k_j} \right)^{s_q} Y_{s_q} (\hat{x}_{q,k_j}).$$  \hspace{1cm} (180)

Finally, we factor out a factor of $n!$, for later convenience. Writing out the multinomial, we identify the remaining sum as our $\beta^{(n)}_{k_j}$ coefficient. This completes the lemma. \qedhere

**Lemma A.3.** In the assumptions and notation of Lemma A.1, let $R_n$ be the Taylor remainder operator over $I$ as in equation (58). The following bound on the spectral norm of $R_n$ holds.

$$\left\| R_n(t_0 + \Delta t, t_0) \right\| \leq (\Lambda_I \Delta t)^{n+1} \sum_{j=1}^{M} |a_j| \beta^{(n+1)}_{k_j}$$  \hspace{1cm} (181)

**Proof.** By the triangle inequality for integrals,

$$\left\| R_n(t_0 + \Delta t, t_0) \right\| = \left\| \frac{1}{n!} \int_0^{\Delta t} (\Delta t - \tau)^n U^{(n+1)}_{\mathbf{k}} (t_0 + \tau, t_0) d\tau \right\|$$  \hspace{1cm} (182)

We can upper bound the norm inside the integral using the results from the previous lemma. But these bounds will depend on $\tau$. However, careful examination shows that the only dependence is implicitly in $\Lambda_I$, where it defines the interval of maximization. Thus, $\Lambda_I$ is monotonically increasing with $\tau$, and so we may yet again upper bound by choosing the integration endpoint $\tau = \Delta t$. Thus,

$$\left\| R_n(t_0 + \Delta t, t_0) \right\| \leq \frac{(n+1)!}{n!} \Lambda_I^{n+1} \sum_{j=1}^{M} |a_j| \int_0^{\Delta t} (\Delta t - \tau)^n d\tau$$

$$= (\Lambda_I \Delta t)^{n+1} \sum_{j=1}^{M} |a_j| \beta^{(n+1)}_{k_j}$$  \hspace{1cm} (183)

This proves our result. \qed

Finally, we are ready to obtain the sought-after proof of the bounds presented in Section 4 on the Taylor remainder $R_{2M}$.

**Proof of Lemma 11.** Consider the $\beta^{(n)}_k$ coefficients in equation (176). As a starting simplification, we have $(q-1/2)/k < 1$ in all instances. This gives,

$$\beta^{(n)}_k < \sum_{S} \prod_{q=1}^{k} \frac{1}{s_q!} Y_{s_q} \left( \frac{[s_q]}{q-1/2} + \frac{1}{k} \right)$$  \hspace{1cm} (184)

Furthermore, we have

$$Y_{s_q} \left( \frac{[s_q]}{q-1/2} + \frac{1}{k} \right) < B_{s_q} \left( \frac{s_q}{q-1/2} + \frac{1}{k} \right),$$  \hspace{1cm} (185)

Finally, we are ready to obtain the sought-after proof of the bounds presented in Section 4 on the Taylor remainder $R_{2M}$.\]
where $B_n(x)$ is the $n$th Bell polynomial (or Touchard polynomial), a single variable function defined evaluating $Y_n$ the same in every variable (see Appendix B for details). In the special case where $s_q = 0$, $B_{s_q} = 1$ and does not affect the product. Therefore we can leave it out of the subsequent analysis and assume $s_q > 0$. Using the results from [49], for any such $s_q$,

$$B_{s_q} \left( \frac{s_q}{q-1/2} + \frac{1}{k} \right) \leq \left( \frac{s_q}{\log \left( 1 + \frac{s_q}{q-1/2 + 1/k} \right)} \right)^{s_q} \leq (4s_q)^{s_q} \quad (186)$$

Similarly, Stirling’s formula states that

$$\frac{1}{s_q!} < \frac{1}{\sqrt{2\pi s_q}} \left( \frac{e}{s_q} \right)^{s_q} . \quad (187)$$

Employing the two bounds above,

$$\beta_k^{(n)} < \sum_{S} \prod_{q=1}^{k} \frac{1}{\sqrt{2\pi s_q}} (4e)^{s_q} = \frac{(4e)^n}{(2\pi)^{k/2}} \sum_{S} \prod_{q=1}^{k} \frac{1}{\sqrt{s_q}} \leq \frac{(4e)^n}{(2\pi)^{k/2}} \sum_{S} (1) \quad (188)$$

where we used the summation property of the $s_q$ (true even when leaving out $s_q = 0$). This sum counts the number of ways the $\{s_q\}_{q=1}^{k}$ can add to $n$. The result is a particular binomial, also seen in counting bosonic states.

$$\beta_k^{(n)} < \frac{(4e)^n}{(2\pi)^{k/2}} \left( \frac{n+k-1}{k-1} \right) \quad (189)$$

Applying this simplified bound on $\beta$ to Lemma A.3 gives a much-simplified remainder bound.

$$||R_n(t_0 + \Delta t, t_0)|| < \left( \frac{4e}{\max_{\tau \in [t_0, t_0 + \Delta t]} \Lambda(\tau)} \right)^{n+1} \sum_{j=1}^{M} \frac{|a_j|}{(2\pi)^{k/2}} \left( \frac{n+k}{k-1} \right) \quad (190)$$

For a fixed $n$, the binomial coefficient above grows with monotonically $k_j$. This can be seen by writing

$$\binom{n+k}{k_j-1} = \frac{(n+k)!}{(n+1)!(k_j-1)!} = \frac{(n+k)(n+k-1)\ldots(k_j)}{(n+1)!} \quad (191)$$

On the right side, the numerator increases with $k_j$ while the denominator remains fixed. However, the factor $(2\pi)^{-k/2}$ largely compensates this growth. In order to see this, we first use Stirling’s formula to bound the binomial.

$$\binom{n+k}{k-1} \leq \frac{1}{\sqrt{2\pi}} \sqrt{\frac{n+k}{(k-1)(n+1)}} \left( \frac{n+k}{n+1} \right)^{n+1-k} \exp \left( \frac{1}{12(n+k)} - \frac{1}{12(n+1) + 1} - \frac{1}{12(k-1) + 1} \right)$$

$$< \sqrt{\frac{1}{2\pi}} \sqrt{\frac{n+k}{(k-1)(n+1)}} \left( \frac{n+k}{n+1} \right)^{n+1-k} \exp \left( \frac{1}{12(n+k)} - \frac{1}{12(n+1) + 1} \right) \quad (192)$$

The second line above uses the fact that $n > 1$ and $k \geq 1$. Reintroducing the $(2\pi)^{-k/2}$ factor and noticing that the sum of the first two factors in the exponent is less than $1/600$, and $\exp(1/600) < 1.002$, we have

$$\frac{1}{(2\pi)^{k/2}} \left( \frac{n+k}{k_j-1} \right) \leq 1.002 \frac{1}{2\pi} \sqrt{\frac{n+k}{(k-1)(n+1)}} \left( \frac{n+k}{n+1} \right)^{n+1} \left( \frac{n+k}{\sqrt{2\pi}(k-1)} \right)^{k-1} \quad (193)$$

In our application, we are interested in MPFs of order $2M$, hence we set $n = 2M$. From [27] we then have that

$$k_j = \left[ \frac{\sqrt{8M}}{\pi} \sin \left( \frac{\pi(2j-1)}{8M} \right) \right]^{-1} \quad (194)$$
We can now bound the coefficients using \( \sin(x) \leq x \) and \( \sin(x) \geq 4x/5 \) for \( x \in [0, 1] \), which is satisfied in this case. This gives the lower bound

\[
k_j \geq \left\lceil \frac{8^{3/2}M^2}{\pi^2(2j-1)} \right\rceil \geq \left\lceil \frac{8^{3/2}M^2}{\pi^2(2M-1)} \right\rceil > \frac{\sqrt{128}M}{\pi^2} > M = \frac{n}{2}
\]  
(195)

together with

\[
k_j \leq \left\lceil \frac{5 \times 8\sqrt{8}M^2}{4(2j-1)\pi^2} \right\rceil \leq \left\lceil \frac{5 \times 8\sqrt{8}M^2}{4\pi^2} \right\rceil < 3M^2.
\]  
(196)

Using the lower bound, together with \( n \geq 4 \) (since \( M > 1 \)), we can get

\[
\sqrt{\frac{n+k}{(k-1)(n+1)}} = \sqrt{\frac{1}{k-1} + \frac{1}{n+1}} \leq \sqrt{\frac{2}{n-2} + \frac{1}{n+1}} < \sqrt{\frac{6}{5}}.
\]  
(197)

Now we distinguish two cases. First let us assume that

\[
n + k \geq \sqrt{2\pi(k-1)}.
\]  
(198)

This implies that

\[
n + k \leq (n+1) \left(1 + \frac{1}{\sqrt{2\pi} - 1}\right)
\]  
(199)

which combined with the lower bound on \( k_j \) in (195) yields

\[
\left(\frac{n+k}{n+1}\right)^{n+1} = \left(\frac{n+k}{\sqrt{2\pi (k-1)}}\right)^{k-1} \leq \left(\frac{\sqrt{2\pi}}{\sqrt{2\pi} - 1}\right)^{n+1} \left(\frac{n+k}{\sqrt{2\pi} (k-1)}\right)^{\frac{n+1}{\sqrt{2\pi} - 1}}
\]
\[
\leq \left(\frac{\sqrt{2\pi}}{\sqrt{2\pi} - 1}\right)^{n+1} \left(\frac{n + 1}{\sqrt{2\pi} (k-1)}\right)^{\frac{n+1}{\sqrt{2\pi} - 1}}
\]
\[
\leq \left(\frac{\sqrt{2\pi}}{\sqrt{2\pi} - 1}\right)^{n+1} \left(\frac{5}{\sqrt{2\pi} - 1}\right)^{\frac{n+1}{\sqrt{2\pi} - 1}}
\]
\[
\leq 3.7^{n+1}
\]

where in the third line we used the lower bound \( k > n/2 \) and in the fourth the lower bound \( n \geq 4 \). Now let us consider the second case wherein

\[
n + k < \sqrt{2\pi(k-1)} \Rightarrow (k-1) > (n+1)/(\sqrt{2\pi} - 1)
\]  
(201)

Defining \( (k-1) = \eta(n+1) \) with \( \eta \geq 1/(\sqrt{2\pi} - 1) \) so that

\[
\left(\frac{n+k}{n+1}\right)^{n+1} = \left(\frac{n+k}{\sqrt{2\pi (k-1)}}\right)^{k-1} = \left(1 + \eta\right)^{\eta} \left(\frac{1 + \eta}{\sqrt{2\pi \eta}}\right)^{\eta}
\]
\[
\leq \left(\frac{\sqrt{2\pi}}{\sqrt{2\pi} - 1}\right)^{n+1} < 3.7^{n+1}
\]

(202)

Then combining these two cases leads us to the following uniform upper bound

\[
\frac{1}{(2\pi)^{k/2}} \left(\frac{n+k}{k-1}\right) < \frac{1.002}{2\pi} \sqrt{\frac{6}{5}} 3.7^{n+1} < 0.16 \times 3.7^{n+1}.
\]  
(203)
Using this we can further upper bound the remainder as
\[
\| R_{2M}(t_0 + \Delta t, t_0) \| < 0.16 \left( 4e \times 3.7 \max_{\tau \in [t_0, t_0 + \Delta t]} \Lambda(\tau) \Delta t \right)^{2M+1} \| a \|_1
\]
This last inequality, finally, has brought us to the sought after result of Lemma 11.

\[\tag{204}\]

B Mathematical tools and notation

The purpose of this section is as reference for some of the mathematical concepts and notation used throughout the paper. Subsection B.1 discusses several combinatorial definitions and results invoked in the paper, while Subsection B.2 discusses the vector, function, and operator norms used.

B.1 Combinatorics

Much of the technical work in this paper stems from computing high-order derivatives of products and composite functions, which essentially becomes an exercise in combinatorics. The purpose of this section is to introduce some of the combinatorics tools used in this analysis.

The multinomial coefficient is a generalization of the more-familiar binomial coefficient, and it arises in several combinatorial situations. For our purposes, it is defined by
\[
\binom{n}{s_1, \ldots, s_k} := \frac{n!}{s_1! s_2! \ldots s_k!}
\]
where \( n \in \mathbb{Z}_+ \) and the \((s_q)_{q=1}^k\) are nonnegative integers which sum to \( n \). It is always a positive integer, corresponding to the number of distinct ways of placing \( n \) distinguishable items into \( k \) boxes, where each box has a fixed number \( s_j \) of items. In this work, we will find occasion to make use of the multinomial when high-order derivatives of a product.

\[
\left( \frac{d}{dt} \right)^n f_1(t) f_2(t) \ldots f_k(t)
\]  \[\tag{206}\]

Here, \((f_q)_{q=1}^k\) are \( n \)-differentiable functions on an interval \( J \subseteq \mathbb{R} \). Employing the product rule, one is left to count all the possible combinations of derivatives of each \( f_q \). It turns out that the multinomial is suited for performing this counting.

\[
\left( \frac{d}{dt} \right)^n \prod_{q=1}^k f_q(t) = \sum_S \binom{n}{s_1, \ldots, s_k} \prod_{q=1}^k \left( \frac{d}{dt} \right)^{s_q} f_q(t)
\]
\[\tag{207}\]

The sum is taken over the set \( S \) of sequences of nonnegative integers \((s_q)_{q=1}^k\) summing to \( n \). As an aside, a similar multinomial sum to the above arises when taking \( n \) powers of a sum of \( k \) distinct variables. The same counting arguments are invoked.

On other occasions in the text below, we will be led to evaluate high-order derivatives of the exponential of a function \( a(t) \).

\[
\left( \frac{d}{dt} \right)^n e^{a(t)}
\]  \[\tag{208}\]
This problem is also of a combinatorial nature. The solution we will rely on is Faà di Bruno’s formula. In our specific context, this formula asserts that
\[
\left(\frac{d}{dt}\right)^n e^{a(t)} = e^{a(t)} Y_n(a'(t), a''(t), \ldots, a^{(n)}(t))
\]  
(209)
where \(Y_n\) is the complete exponential Bell polynomial. [50] An explicit formula is given by
\[
Y_n(x_1, x_2, \ldots, x_n) = \sum_C \frac{n!}{c_1! c_2! \cdots c_n!} \prod_{j=1}^n \left(\frac{x_j}{j!}\right)^{c_j}
\]  
(210)
where the sum is taken over the set \(C\) of all sequences \((c_j)_{j=1}^n\) such that \(c_j \geq 0\) and
\[
c_1 + 2c_2 + \cdots + nc_n = n.
\]  
(211)
Essentially, each coefficient in \(Y_n\) counts the ways one can partition a set of fixed size \(n\) into subsets of given sizes and number. When one simply wants to count the total number of possible partitions, one is led to the Bell numbers \(b_n\). These are related to the \(Y_n\) by evaluating all arguments to one.
\[
b_n = Y_n(1, 1, \ldots, 1)
\]  
(212)
More generally, for any \(x \in \mathbb{R}\),
\[
Y_n(x, x^2, \ldots, x^n) = x^n b_n,
\]  
(213)
which can be seen directly from (210) along with the sum rule (211). The Bell numbers \(b_n\) grow combinatorially, like a factorial. In fact, the following upper bound is invoked in the paper [37].
\[
b_n < \left(\frac{.792n}{\log(n + 1)}\right)^n, \ \forall n \in \mathbb{Z}_+
\]  
(214)
There is a natural way to form a single variable polynomial from \(Y_n\) by evaluating all arguments to the same value \(x\). This is sometimes called simply the Bell polynomial or Touchard polynomial \(B_n(x)\).
\[
B_n(x) = Y_n(x, x, \ldots, x)
\]  
(215)
Of course, \(b_n = B_n(1)\). The \(n\)th Bell polynomial \(B_n(x)\) is also the value of the \(n\)th moment of the Poisson distribution with mean \(x\). From [49] we have the following upper bound on \(B_n\).
\[
B_n(x) \leq \left(\frac{n}{\log(1 + \frac{x}{2})}\right)^n
\]  
(216)
Notice that this bound for \(x = 1\) is very close to that for the Bell numbers in (214). From their definitions, and intuitively from their combinatorial natures, \(Y_n\), \(B_n\) and \(b_n\) all grow monotonically, both in their functional arguments and their index \(n\).

Compared to these special functions, the reader is likely more familiar with the simple factorial \(n!\) and it’s corresponding asymptotic expression given by Stirling’s approximation. In the paper, we always make use of a version of the approximation which gives strict bounds for \(n > 0\).
\[
\sqrt{2\pi n} \left(\frac{n}{e}\right)^n < n! < \sqrt{2\pi n} \left(\frac{n}{e}\right)^n e^{1/(12n)}
\]  
(217)
These bounds are extremely good, even for small \(n\).
B.2 Norms

There are a couple different types of norms employed throughout the paper, on a variety of mathematical objects. Here we define and discuss each of them.

The Schatten $p$-norm, is defined for any $v \in \mathbb{C}^n$, with any $n \in \mathbb{Z}_+$. It is defined as

$$\|v\|_p := \left( \sum_{j=1}^{n} |v_j|^p \right)^{1/p}. \quad (218)$$

In the paper, we will make use of the 1-norm several contexts, such as the coefficients $a$ of the multiproduct formula.

$$\|v\|_1 := \sum_j |v_j| \quad (219)$$

In the main paper we claim our Hamiltonian simulation algorithm exhibits $L^1$-norm scaling. Here we define what that means.

**Definition B.1.** Let $f : I \subseteq \mathbb{R} \rightarrow \mathbb{R}$ be a scalar function. The $L^1$ norm of $f$ is defined as

$$\|f\|_1 := \int_I |f(t)|dt \quad (220)$$

assuming it exists and is finite. We say a Hamiltonian simulation algorithm has $L^1$-norm scaling if it has complexity $O(\|f\|_1)$. Here, $f$ is a function whose domain is the simulation interval $I$, and whose value at $t \in I$ is some measure of the size of the Hamiltonian and its derivatives at $t$.

In our presentation of the MPF algorithm, we take $f = \Lambda$ as defined in Definition 9 of the main text. Although the same notation is used for both vector (Schatten) and function ($L^1$) norms, the context should make clear which of them is being used.

Finally, our paper makes use of a particular operator norm, namely the spectral norm, also known as the induced 2-norm because it is induced from the vector 2-norm. It is defined for any bounded operator $A$ on a Hilbert space $\mathcal{H}$ by

$$\|A\| := \sup_{v \in \mathcal{H} \setminus \{0\}} \frac{\|Av\|_2}{\|v\|_2} \quad (221)$$

where $0 \in \mathcal{H}$ is the zero vector. In our case, $A$ will always be finite dimensional, and in such cases $\|A\|$ is the largest singular value of $A$. The spectral norm is invariant under left and right multiplication by a unitary operator $U$, and $\|U\| = 1$. Like many (but not all) matrix norms, the spectral norm is submultiplicative, a property we make frequent use of.

$$\|AB\| \leq \|A\|\|B\| \quad (222)$$

If $f$ is a function of a single variable, the notation $f^{(n)}$ will often be used to denote the derivative of $f$ with respect to its variable. If multiple variables are present, the proper variable will be specified. Note that in the example $g^{(3)}(2x)$, the derivative is not being taken with respect to $x$, but it is evaluated at $2x$.
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