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Abstract
In this paper, we consider a stochastic model in which the population grows according to the batch Markovian arrival process and is subjected to renewal generated geometric catastrophes. Our analytical work starts from the vector generating function (VGF) of the population size at post-catastrophe epoch. We develop a methodology for extracting the population size distribution at post-catastrophe epoch from the VGF, which is based on the inversion of VGF using the roots method. The method is analytically quite simple and easy to implement. Further, we obtain the population size distribution at arbitrary, pre-catastrophe and pre-arrival epochs along with their factorial moments. To show the applicability and correctness of the proposed methodology, we match our results with the available ones in special cases and present several numerical examples for different inter-catastrophe time distributions. Moreover, we investigate the effect of key parameters on the system performance and display the results in the form of graphs along with a detailed description.
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Introduction
The occurrence of various forms of catastrophes, such as earthquake, epidemic, pandemic like Covid-19, etc, in an environment is very common and it usually results in a sudden decline...
in the population size. When the whole population becomes extinct after the occurrence of a catastrophe, it is considered as total catastrophe, see Economou and Fakinos [11], Economou [9]. However, when a catastrophe occurs and it does not destroy the whole population, rather some individuals survive then it is called mild annihilation phenomena or mild catastrophe, see Brockwell et al. [7], Economou [10], Economou and Gómez-Corral [12], Kumar and Gupta [19], Kumar and Gupta [20] and reference therein.

Economou and Gómez-Corral [12] analyzed a stochastic model in which population grows according to batch Markovian arrival process (BMAP), and catastrophes occur according to renewal generated process. When a catastrophe occurs, the individuals of the population begin to be annihilated sequentially, each with a fixed probability $p$. This sequential process is terminated at the first individual who survives with probability $q = 1 - p$ or when the whole population wipes out. They derived the vector generating function (VGF) of the population size distribution at post-catastrophe epoch using the embedded Markov chain technique, and proposed matrix-analytic method (MAM) to compute the equilibrium distribution of the population size which begins with the computation of $R$ and $G$ matrices. However, they did not present any numerical results.

As the numerical aspects of a mathematical model are as important as its theoretical development, there is the need to develop an alternative procedure that can be easily understood by the practitioners working in related areas due to limited understanding of the complex mathematical steps involved at the implementation stage. Moreover, the relevance of the model cannot be appreciated unless the detailed impact of model parameters on various performance measures is investigated.

In this paper, we propose an alternative procedure for extracting the population size distribution from the VGF. The proposed methodology is based on the inversion of VGF using the roots method and has been successfully used in recent years for the analysis of several queueing models with MAP/BMAP arrival processes, see e.g., Chaudhry et al. [8], Singh et al. [26], Singh et al. [28], Gupta et al. [14], Pradhan and Gupta [23], Bank and Samanta [4]. The method is analytically quite simple and easy to implement. It is shown in Gupta et al. [14], Singh et al. [28], Bank and Samanta [4] that the computation time using the roots method for different values of the parameters remains almost the same, whereas the MAM requires more computation time and is dependent on the parameter like lag-correlation and traffic intensity.

Besides obtaining the population size distribution at post-catastrophe and arbitrary epochs, we also obtain population size distributions at pre-catastrophe and pre-arrival epochs, which was missing in Economou and Gómez-Corral [12]. Further, we also present explicit expression of factorial moments of the population size at various epochs which have been directly derived from the VGF. Several numerical results have been presented in order to demonstrate our methodology. The impact of key parameters, including correlation, on the mean and second moment of population size has been critically examined.

It may be noted that in recent years a considerable amount of work has been carried out related to continuous as well as discrete-time population models with geometric catastrophes, see e.g., Barbhuiya et al. [5], Kumar et al. [21], Kumar and Gupta [18,20] and reference therein. In Barbhuiya et al. [5] and Kumar et al. [21], the authors investigate a geometric catastrophe population model in which population grows as per the batch renewal arrival process. Whereas in Kumar and Gupta [18] the analysis of a population model with geometric catastrophe has been carried out with the assumption that catastrophes occur according to the MAP and individuals arrive to the system as per the BMAP. They have obtained the VGF of the population size distribution at various epochs and presented a detailed computing process using roots methods to extract the distributions. In this sequence, Kumar and Gupta
[20] investigated a discrete-time population model where individuals take place as per the D-MAP and catastrophes occur according to the renewal process. They have obtained the VGF of the population size distribution at various epochs as well as the factorial moments of the population size. To extract the distribution from the VGF, a detailed computing process using roots method is presented. For literature related to binomial catastrophes see, Kumar and Gupta [19], Economou [10], Brockwell et al. [7] and for total catastrophes see, Gupta et al. [15], Kumar et al. [22], and reference therein. One can refer to Shaikh et al. [24], Ahmad et al. [1], Ahmed et al. [2], Ghaffar et al. [13], Jhangeer et al. [16], Ali et al. [3], Khalid et al. [17], for recent work related to mathematical modeling, numerical and analytical methods.

The rest of the paper is organized as follows. In the upcoming section, we give a brief description of the model. In Sect. 3, we obtain the population size distribution at various epochs and present a detailed computing process for evaluation of the population size distribution at various epochs in Sect. 4. Further, in Sect. 5, we formulate the factorial moments of the population size at each epoch. We discuss some special cases of the model in Sect. 6. A few numerical results in the form of tables and graphs are given in Sect. 7 which is followed by the conclusion.

Model Description and Notation

Though the model is well described in Economou and Gómez-Corral [12]. However, for the sake of completeness we describe the model again:

- We assume that arrivals occur according to BMAP with representation \( \{D_k\}; k = 0, 1, \ldots \) where \( D_k \)'s are square matrices of order \( m \). The \((i, j)\)th element of \( D_k \), i.e., \((D_k)_{i,j}\), is a transition rate from state \( i \) to state \( j \) with an arrival of batch having size \( k, k \geq 1 \). While the \((i, j)\)th element of \( D_0 \), i.e., \((D_0)_{i,j}\), is a transition rate from state \( i \) to state \( j \) without an arrival. Let us denote \( D(z) = \sum_{k=0}^{\infty} D_k z^k \) and \( D = \sum_{k=0}^{\infty} D_k \) is the irreducible infinitesimal generator of underlying process BMAP. Let \( \pi \) be the stationary row vector (order \( m \)) of \( D \). Note that \( \pi \) satisfies \( \pi D = 0 \) and \( \pi e = 1 \), where \( e \) is a column vector of 1’s of order \( m \), respectively. The mean arrival rate, \( \lambda^* \), and the mean batch arrival rate, \( \lambda_g \), of the stationary BMAP is given by \( \lambda^* = \pi (\sum_{k=1}^{\infty} k D_k) e \), and \( \lambda_g = \pi (D - D_0) e = \pi (-D_0) e \). Also, without loss of generality, we assume that the maximum batch size of an arriving batch is \( N \), i.e., we choose arrivals process as BMAP(\( D_0, D_1, \ldots \)) with \( D_k = 0, k \geq N + 1 \).

- Catastrophes arrive according to renewal process and inter-catastrophe times (ICTs) between catastrophes, are independent and identically distributed (i.i.d.) random variables (r.v.s) with distribution function \( B(t) \), density function \( b(t) \), Laplace-Stieltjes transform (L.-S.T.) as \( B^*(s) \) and mean is given by \( b_1 = \mu^{-1} = -B^*(1)(0) \), where \( \mu \) is the catastrophe arrival rate.

- When a catastrophe occurs, each individual of the population survives with a fixed probability \( p \in (0, 1) \), and dies with probability \( q = 1 - p \), independent of everything. Further, the time involved in a catastrophe attack is assumed to be negligible, and there is no effect of catastrophe when the system is empty. The occurrence of catastrophes, the arrival of individuals, and the attacking process are independent of each other.

- For the stability of the system, we must have that the mean arrival rate of the BMAP to be smaller than the catastrophe rate, i.e., \( \lambda^* < \mu pq^{-1} \), see Economou and Gómez-Corral [12]. Let us assume that \( \rho = \frac{\lambda^* q}{\mu p} \), so for the stability of the system, we have \( \rho < 1 \).
Let $\pi_n = [\pi_{n,1}, \ldots, \pi_{n,j}, \ldots, \pi_{n,m}]$, whose $j$th ($1 \leq j \leq m$) element $\pi_{n,j}$, denotes the joint probability that the population size is $n$ ($\geq 0$) and the phase of the arriving batch is $j$ at arbitrary epoch. And $\pi_n^+ = [\pi_{n,1}^+, \ldots, \pi_{n,j}^+, \ldots, \pi_{n,m}^+]$, whose $j$th ($1 \leq j \leq m$) element $\pi_{n,j}^+$, denotes the joint probability that the population size is $n$ ($\geq 0$) just after the occurrence of a catastrophe (post-catastrophe epoch) and the phase of the arriving batch is $j$.

Further, define the VGF of $\pi_n$ and $\pi_n^+$ as $\Pi(z) = \sum_{n=0}^{\infty} \pi_n z^n$ and $\Pi^+(z) = \sum_{n=0}^{\infty} \pi_n^+ z^n$, respectively.

**Remark 1** Throughout the paper, we assume that $f^{(k)}(\theta)$ is the $k$th ($k \geq 1$) derivative of $f(s)$ at $s = \theta$ and $f^{(0)}(\theta) \equiv f(\theta)$. We will use $f^{(1)}(\theta)$ and $f'(\theta)$ interchangeably.

In the following sections, we will develop analytical tools and discuss the computational procedure for the evaluation of state probabilities at various epochs.

**Population Size Distribution at Various Epochs**

In this paper, we start our work with the stationary probability vector generating function (VGF) of population size distribution at post-catastrophe and arbitrary epochs, which have been derived by Economou and Gómez-Corral [12]. We obtain the population size distribution at pre-catastrophe and pre-arrival epochs which was missing in Economou and Gómez-Corral [12]. Finally, we present a detailed computing process to extract the distribution using roots method.

**Population Size Distribution at Post-Catastrophe and Arbitrary Epochs**

In this section, our starting point for analysis is VGF of population size distribution at post-catastrophe and arbitrary epochs which are given as (see, Eq. (8) and Eq. (40), respectively, of Economou and Gómez-Corral [12])

$$\Pi^+(z) = \pi_0^+ p(z-1)[(z-p)I - qzA(z)]^{-1}, \ |z| \leq 1, \ (1)$$

and

$$\Pi(z) = \Pi^+(z)S(z), \ |z| \leq 1, \ (2)$$

where $A(z)$ is the matrix-generating function of $A_k$’s and is given by

$$A(z) = \sum_{k=0}^{\infty} A_k z^k = \int_0^{\infty} \exp(D(z)t)dB(t), \ (3)$$

with $A_k$ being a square matrix of order $m$ whose $(i, j)$th ($1 \leq i, j \leq m$) element represents the conditional probability that given the catastrophe has occurred, and input of the underlying Markov chain of the BMAP is in phase $i$, there are $k$ individuals arrive during the inter occurrence time of two consecutive catastrophes and the input of the underlying Markov chain of the BMAP is in phase $j$ at the next catastrophe occurrence epoch.

$S(z)$ is given as (for details of $S(z)$, see [12, Eq. 41])

$$S(z) = \mu \int_0^{\infty} \exp(D(z)t)(1 - B(t))dt. \ (4)$$
Remark 2 In our notation, we are using \( \Pi^+(z) \), \( \Pi(z) \), and \( A(z) \) in place of \( \Pi^+(z) \), \( \Pi(z) \), and \( F(z) \), respectively, of Economou and Gómez-Corral [12]. The notation \( I \) used in (1), denotes the identity matrix of order \( m \).

Population Size Distribution at Pre-Catastrophe Epoch

Let \( \pi_{n}^{c-} = [\pi_{n,1}^{c-}, \ldots, \pi_{n,j}^{c-}, \ldots, \pi_{n,m}^{c-}] \), where \( \pi_{n,j}^{c-} \) denotes the joint probability that the population size just before the occurrence of a catastrophe (pre-catastrophe epoch) is \( n \) (\( \geq 0 \)) and the batch arrival process is in phase \( j \). (\( 1 \leq j \leq m \)). The relation between the probability vectors \( \pi_{n}^{c-} \) and \( \pi_{n}^{c+} \) is given by (for details, see Kumar and Gupta [20])

\[
\pi_{n}^{c-} = \sum_{i=0}^{n} \pi_{i}^{c+} A_{n-i}, \quad n \geq 0,
\]

which gives the VGF of the population size distribution at pre-catastrophe epoch as

\[
\Pi_{n}^{c-}(z) = \Pi_{n}^{c+}(z) A(z), \quad |z| \leq 1.
\]

Population Size Distribution at Pre-Arrival Epochs

In this section we obtain the population size distribution at two different types of pre-arrival epochs: (i) before an arbitrary individual of an arriving batch, (ii) just before the arrival of a batch (or before the first individual of the arriving batch).

Let \( \pi_{n}^{a-} = [\pi_{n,1}^{a-}, \ldots, \pi_{n,j}^{a-}, \ldots, \pi_{n,m}^{a-}] \) and \( \pi_{n}^{b-} = [\pi_{n,1}^{b-}, \ldots, \pi_{n,j}^{b-}, \ldots, \pi_{n,m}^{b-}] \), where \( \pi_{n,j}^{a-} \) denotes the joint probability that the population size just before the arbitrary individual of an arriving batch is \( n \) with the batch arrival process is in phase \( j \). And \( \pi_{n,j}^{b-} \) denotes the joint probability that the population size just before the arrival of a batch is \( n \) with the batch arrival process is in phase \( j \). The probability vectors \( \pi_{n}^{a-} \) and \( \pi_{n}^{b-} \) are given by (for details, see, Kumar and Gupta [18])

\[
\pi_{n}^{a-} = \sum_{r=0}^{n} \pi_{r}^{a} \tilde{H}_{n+1-r}, \quad n \geq 0,
\]

\[
\pi_{n}^{b-} = \pi_{n}^{b} \tilde{H}, \quad n \geq 0,
\]

where \( \tilde{H}_{k} = \frac{1}{\lambda^k} \sum_{i=k}^{\infty} D_i \) and \( \tilde{H} = \frac{1}{\lambda} \sum_{i=1}^{\infty} i D_i \) (for the derivation of \( \tilde{H}_{k} \) and \( \tilde{H} \), see, Theorem-2 in Kumar and Gupta [18]). In the upcoming section, we present a detailed computing process to obtain the distributions at various epochs.

Computing Process to Obtain the Distributions at Various Epochs

First we discuss the computing process for getting the distribution at post-catastrophe epoch. Writing (1) as

\[
\Pi^{+}(z)[(z - p)I - qzA(z)] = \Pi^{+}_0 p(z - 1).
\]

In order to extract \( \pi_{n}^{c+} \) from (9), we follow inversion method of VGF, given in Chaudhry et al. [8], Gupta et al. [14], Pradhan and Gupta [23], Kumar and Gupta [18,20]. The literature shows...
that distributions having L.-S.T. as a rational function cover a wide range of distributions that arise in various applications, see Botta et al. [6]. In view of this, we consider those ICT distributions that have rational L.-S.T. of the form \( h(s) = \frac{P(s)}{Q(s)} \), where degree of the polynomial \( Q(s) \) is \( l \) and that of the polynomial \( P(s) \) is at most \( l \). Moreover, for transcendental L.-S.T. of deterministic distribution, one can easily rationalized the function using Padé approximation, for details, see, Singh et al. [25,27].

Hence each element of \( A(z) \) is then a rational function with the same denominator, say \( y(z) \). We assume that the \((i, j)\)th element of \( A(z) \) is \( \frac{X_{i,j}(z)}{y(z)} \), i.e., \( A(z) = \frac{X(z)}{y(z)} \), where \( X(z) = [X_{i,j}(z)] \). Now using this expression of \( A(z), (9) \) can be re-written as

\[
\Pi^+(z)[(z-p)y(z)I - qzX(z)] = \pi_0^+ y(z)p(z-1). \tag{10}
\]

Let us denote the \((i, j)\)th element of \( W(z) \equiv [w_{i,j}(z)] \equiv [(z-p)y(z)I - qzX(z)] \) by \( w_{i,j}(z) \) and the \( j \)th element of \( L(z) \equiv [L_1(z) \ldots L_j(z) \ldots L_m(z)] \equiv \pi_0^+ y(z)p \) by \( L_j(z) \). Further, \( w_{i,j}(z) \) and \( L_j(z) \) are specified as

\[
w_{i,j}(z) = \begin{cases} (z-p)y(z) - qzX_{i,i}(z), & i = j \\ -qzX_{i,j}(z), & i \neq j, \end{cases}
\]

and

\[
L_j(z) = \pi_{0,j}^+ y(z)p, \quad 1 \leq j \leq m.
\]

Now (10) can be written as

\[
\Pi^+(z)W(z) = (z-1)L(z). \tag{11}
\]

As the \( j \)th \((1 \leq j \leq m)\) component of \( \Pi^+(z) \) is \( \Pi_j^+(z) \), using Cramer’s rule in (11), we get the expression of \( \Pi_j^+(z) \) as

\[
\Pi_j^+(z) = (z-1)\frac{|W_j(z)|}{|W(z)|}, \quad 1 \leq j \leq m, \tag{12}
\]

where \( W_j(z) \) is same as \( W(z) \) except that its \( j \)th row is \( L(z) \). In order to fulfill the conditions of Cramer’s rule and for the unique expression of \( \Pi_j^+(z) \), we assume that \( |W(z)| \) is a non-zero polynomial in \( z \). Now rewriting (12) as

\[
\Pi_j^+(z) = (z-1)\frac{\phi_j(z)}{\phi(z)}, \quad 1 \leq j \leq m, \tag{13}
\]

where \( \phi_j(z) = |W_j(z)| \) and \( \phi(z) = |W(z)| \). One may note that \( \pi_{0,j}^+ \)'s are embedded in \( \phi_j(z) \). Now our first aim is to compute the unknown vector \( \pi_0^+ \) using the roots of \( \phi(z) = 0 \) inside and on the unit disk \(|z| = 1\). As \( \phi(z) = 0 \) has \( m \) roots in \(|z| \leq 1 \) (see Appendix in Kumar and Gupta [20]), we assume that these \( m \) roots are distinct and denote them as \( \alpha_1, \alpha_2, \ldots, \alpha_{m-1}, \alpha_m \) with \( \alpha_m = 1 \) (for repeated roots see Remark 3).

**Determination of the Unknown Vector \( \pi_0^+ \)**

All the roots that lies inside the unit circle, i.e., \( \alpha_1, \alpha_2, \ldots, \alpha_{m-1} \) and \( \alpha_m \) must be the zeros of the numerator of (13) since each component \( \Pi_j^+(z) \) of the VGF \( \Pi^+(z) \) given in (13) is analytic in \(|z| \leq 1 \) and hence one can determine the unknown vector \( \pi_0^+ \) by considering any
one component of $\Pi^+(z)$, say $\Pi_l^+(z)$ ($1 \leq l \leq m$). So we get $m$ simultaneous equations in $m$ unknowns such that

\begin{align*}
\phi_l(\alpha_i) &= 0, \quad 1 \leq i \leq m-1, \quad (14) \\
\phi_l(1) &= \bar{\pi} l \phi'(1). \quad (15)
\end{align*}

After solving the system of Eqs. (14) and (15), we get the unknown vector $\pi_0^+$. Now after substituting the known vector $\pi_0^+$ in (13), we get $\Pi_j^+(z)$ in the form of completely known polynomials both in the numerator and the denominator. Rewriting (13) as

\begin{equation}
\Pi_j^+(z) = (z - 1)Y_j(z), \quad 1 \leq j \leq m, \quad (16)
\end{equation}

where

\begin{equation}
Y_j(z) = \frac{\phi_j(z)}{\phi(z)}, \quad 1 \leq j \leq m. \quad (17)
\end{equation}

As the degree of the numerator of (17) is less than or equal to the degree of the denominator, let $\phi(z) = 0$ has $d$ distinct roots outside $|z| = 1$, viz. $v_i$, $1 \leq i \leq d$ (for repeated roots see Remark 3). Now applying the partial-fraction method on $Y_j(z)$, we obtain

\begin{equation}
Y_j(z) = \sum_{k=0}^{\infty} y_{k,j} z^k = c_{0,j} + \sum_{i=1}^{d} \frac{c_{i,j}}{(z - v_i)}, \quad 1 \leq j \leq m. \quad (18)
\end{equation}

Now collecting the coefficient of $z^k$, $k \geq 0$ from both sides of (18), we get

\begin{equation}
y_{k,j} = \begin{cases}
c_{0,j} - \frac{\sum_{i=1}^{d} c_{i,j}}{v_i}, & k = 0 \\
-\frac{\sum_{i=1}^{d} c_{i,j}}{v_i^{k+1}}, & k \geq 1,
\end{cases} \quad (19)
\end{equation}

where

\begin{equation}
c_{i,j} = \begin{cases}
\text{quo}(\phi_j(z), \phi(z)), & i = 0 \\
\frac{\phi_j(v_i)}{\phi'(v_i)}, & i = 1, \ldots, d.
\end{cases}
\end{equation}

Now using (19) in (16) and then collecting the coefficient of $z^k$ from both sides of (16), we finally obtain for $1 \leq j \leq m$

\begin{align*}
\pi_{0,j}^+ &= -y_{0,j} \quad (20) \\
\pi_{k,j}^+ &= y_{k-1,j} - y_{k,j}, \quad k \geq 1. \quad (21)
\end{align*}

This completes the computing process of the population size distribution at post-catastrophe epoch.

**Remark 3** If there are repeated roots, a slight modification is needed in the computing process, see, e.g., Gupta et al. [14], Pradhan and Gupta [23].

In order to obtain population size distribution at arbitrary epoch, from (2) we have

\begin{equation}
\pi_k = \sum_{l=0}^{k} \pi_l^+ S_{l-k}, \quad k \geq 0. \quad (22)
\end{equation}
The population size distribution at pre-catastrophe and pre-arrival epochs can be obtained using (5), (7), and (8), respectively.

After obtaining all the distribution at various epochs, we are in position to evaluate the factorial moments of the population size at each epoch which are given in the upcoming section.

**Factorial Moments**

In this section we obtain factorial moments of the population size at various epochs.

**Factorial Moments of the Population Size Using the Probability Distributions**

Let \( m^+_n, m_n, m^{-}_n, m^a_n, m^b_n \) denotes the \( n \)th factorial moments of the population size at post-catastrophe, arbitrary, pre-catastrophe and pre-arrival epochs, respectively. The \( n \)th (\( n \geq 1 \)) factorial moment at post-catastrophe epoch is given by

\[
m^+_n = \left( \sum_{i=n}^{\infty} i(i-1) \ldots (i-n+1)\pi^+_i \right) e, \quad n \geq 1.
\]  

Now to obtain \( m_n, m^{-}_n, m^a_n, m^b_n \), simply replace \( \pi^+_i \) by \( \pi^-_i, \pi^a_i, \pi^b_i \), respectively.

For \( n = 1 \), we get the mean population size at various epochs. In the following section we obtain factorial moments of the population size using VGF. It also performs a check over the computing process.

**Factorial Moments of the Population Size Using VGF**

**Theorem 1** Factorial moment of the population size at post-catastrophe epoch \( (m^+_n, n \geq 1) \) is given by

\[
m^+_1 = \left( \frac{p}{q} - \frac{\lambda}{\mu} \right)^{-1} \left( \frac{1}{2} \pi f_2 + \left( \frac{p}{q} \pi^+_0 + \pi A^{(1)}(1) \right) \tilde{Z} f_1 + \frac{\lambda}{\mu} \left( 1 - \frac{p}{q} \right) \right),
\]

\[
m^+_n = \left( \frac{p}{q} - \frac{\lambda}{\mu} \right)^{-1} \left( \omega_n f_1 + \frac{1}{n+1} \sum_{k=2}^{n+1} \binom{n+1}{k} \pi^{+(n+1-k)}(1) (f_k + k f_{k-1}) \right), \quad n \geq 2,
\]  

where

\[
f_n = A^{(n)}(1) e, \quad n \geq 1,
\]

\[
\tilde{Z} = \left( I - A(1) + e\pi \right)^{-1},
\]

\[
\omega_n = \frac{n}{1 - p} \Pi^{+(n-1)}(1) \left( I - q (A(1) + A^{(1)}(1)) \right) \tilde{Z}
\]

\[
+ \sum_{k=2}^{n} \binom{n}{k} \Pi^{+(n-k)}(1) \left( A^{(k)}(1) + k A^{(k-1)}(1) \right) \tilde{Z}, \quad n \geq 2,
\]
\[ \Pi^{+(1)}(1) = \left( m_1^+ - \frac{p}{q} \right) \pi + \left( \frac{p}{q} \pi_0^+ + \pi A^{(1)}(1) \right) \tilde{Z}, \]
\[ \Pi^{+(n)}(1) = m_n^+ \pi + \omega_n, \quad n \geq 2. \]

**Proof** The proof of the theorem can be found in [12, Theorem-3.1.2.]. However, for the sake of completeness and easy understanding for the readers, a detailed proof of the theorem is given below.

Equation (1) can be written as
\[ \Pi^+(z) \left( (z - p) I - qzA(z) \right) = \pi_0^+ p(z - 1), \quad |z| \leq 1. \] (26)

Taking derivative of (26) \( n \) times w.r.t. \( z \), we get following equations for \( n = 1, \) and \( n \geq 2 \), respectively
\[ \Pi^{+(1)}(z) \left( (z - p) I - qzA(z) \right) + \Pi^+(z) \left( I - q(zA^{(1)}(z) + A(z)) \right) = \pi_0^+ p. \] (27)
\[ \Pi^{+(n)}(z) \left( (z - p) I - qzA(z) \right) + n\Pi^{+(n-1)}(z) \left( I - q(zA^{(1)}(z) + A(z)) \right) = q \sum_{k=2}^{n} \binom{n}{k} \Pi^{+(n-k)}(z) \left( zA^{(k)}(z) + kA^{(k-1)}(z) \right), \quad n \geq 2. \] (28)

Putting \( z = 1 \) in (26), we get
\[ \Pi^{+(1)}(1) \left( I - A(1) \right) = 0. \] (29)

Now using the fact that \( \Pi^{+(1)}(1) = \pi \), (29) gives
\[ \pi \left( I - A(1) + e\pi \right) = \pi. \] (30)

Now setting \( z = 1 \) in (27) and using (29) with \( \Pi^{+(1)}(1) = \pi \), we obtain
\[ \Pi^{+(1)}(1) \left( I - A(1) \right) = \frac{p}{q} \left( \pi_0^+ - \pi \right) + \pi \left( A^{(1)}(1) \right). \] (31)

Now by the definition of \( m_1^+ \), we have
\[ \Pi^{+(n)}(1)e\pi = m_n^+ \pi, \quad n \geq 1. \] (32)

Adding (31) and (32) for \( n = 1 \), we get
\[ \Pi^{+(1)}(1) \left( I - A(1) + e\pi \right) = m_1^+ \pi + \frac{p}{q} \left( \pi_0^+ - \pi \right) + \pi \left( A^{(1)}(1) \right). \] (33)

After simplification and using (30), (33) gives
\[ \Pi^{+(1)}(1) = \left( m_1^+ - \frac{p}{q} \right) \pi + \left( \frac{p}{q} \pi_0^+ + \pi A^{(1)}(1) \right) \tilde{Z}, \] (34)
where \( \tilde{Z} = (I - A(1) + e\pi)^{-1} \). Now setting \( z = 1 \) in (28) for \( n = 2 \) and then post-multiplying it by \( e \), we obtain
\[ m_1^+ = \frac{q}{2p} \left( 2\Pi^{+(1)}(1)f_1 + \pi(f_2 + 2f_1) \right). \] (35)

Now using (34) in (35), we get
\[ m_1^+ = \frac{q}{2p} \left( 2 \left( m_1^+ - \frac{p}{q} \right) \pi + \left( \frac{p}{q} \pi_0^+ + \pi A^{(1)}(1) \right) \tilde{Z} \right) f_1 + \pi(f_2 + 2f_1). \] (36)
Adding (39) and (32), we obtain
\[ m_1^+ = \left( \frac{p}{q} - \frac{\lambda^+}{\mu} \right)^{-1} \left( \frac{1}{2} \Pi f_z + \left( \frac{p}{q} \pi_0^+ + \Pi A^{(1)}(1) \right) \tilde{Z} f_1 + \frac{\lambda^+}{\mu} \left( 1 - \frac{p}{q} \right) \right ). \]  
(37)

Hence (24) is proved.

Again setting \( z = 1 \) in (28), we get
\[
\Pi^{+(n)}(1)q(1 - A(1)) + n \Pi^{+(n-1)}(1)\left( I - q(A^{(1)}(1) + A(1)) \right)
\]
\[
= q \sum_{k=2}^{n} \binom{n}{k} \Pi^{+(n-k)}(1)\left( A^{(k)}(1) + kA^{(k-1)}(1) \right), \quad n \geq 2.
\]  
(38)

That gives
\[
\Pi^{+(n)}(1)(I - A(1)) = \frac{-n}{q} \Pi^{+(n-1)}(1)(I - q(A^{(1)}(1) + A(1)))
\]
\[
+ \sum_{k=2}^{n} \binom{n}{k} \Pi^{+(n-k)}(1)(A^{(k)}(1) + kA^{(k-1)}(1)), \quad n \geq 2.
\]  
(39)

Adding (39) and (32), we obtain
\[
\Pi^{+(n)}(1)(I - A(1) + e\bar{\pi}) = m_n^+ + \Pi^{+(n-1)}(1)(I - q(A^{(1)}(1) + A(1)))
\]
\[
+ \sum_{k=2}^{n} \binom{n}{k} \Pi^{+(n-k)}(1)(A^{(k)}(1) + kA^{(k-1)}(1)), \quad n \geq 2.
\]  
(40)

That implies
\[
\Pi^{+(n)}(1) = m_n^+ + \omega_n, \quad n \geq 2,
\]  
(41)

where
\[
\omega_n = \frac{-n}{q} \Pi^{+(n-1)}(1)(I - q(A^{(1)}(1) + A(1)))\tilde{Z}
\]
\[
+ \sum_{k=2}^{n} \binom{n}{k} \Pi^{+(n-k)}(1)(A^{(k)}(1) + kA^{(k-1)}(1))\tilde{Z}, \quad n \geq 2.
\]

Post-multiplying (38) by \( e \), we obtain
\[
p m_{n-1}^+ = \Pi^{+(n-1)}(1)qA^{(1)}(1)e + q \sum_{k=2}^{n} \binom{n}{k} \Pi^{+(n-k)}(1)(A^{(k)}(1) + kA^{(k-1)}(1))e, \quad n \geq 3.
\]  
(42)

Using (41) in (42), we get
\[
p m_{n-1}^+ = (m_{n-1}^+ + \omega_{n-1})qA^{(1)}(1)e + q \sum_{k=2}^{n} \binom{n}{k} \Pi^{+(n-k)}(1)(A^{(k)}(1) + kA^{(k-1)}(1))e, \quad n \geq 3.
\]  
(43)
(43), gives
\[ m^+_{n-1} = (m^+_{n-1} \pi + \omega_{n-1}) q A^{(1)}(1)e + \frac{q}{n} \sum_{k=2}^{n} \binom{n}{k} \Pi^{+(n-k)}(1)(A^{(k)}(1) + kA^{(k-1)}(1))e, \quad n \geq 3, \]
\[ m^+_{n-1} = \left( \frac{p}{q} - \frac{\lambda^*}{\mu} \right)^{-1} \left( \omega_{n-1} f_1 + 1 + \frac{1}{n} \sum_{k=2}^{n} \binom{n}{k} \Pi^{+(n-k)}(1)(f_k + k f_{k-1}) \right), \quad n \geq 3. \tag{44} \]
Equation (44) can also be written as
\[ m^+_{n} = \left( \frac{p}{q} - \frac{\lambda^*}{\mu} \right)^{-1} \left( \omega_n f_1 + 1 + \frac{1}{n+1} \sum_{k=2}^{n+1} \binom{n+1}{k} \Pi^{+(n+1-k)}(1)(f_k + k f_{k-1}) \right), \quad n \geq 2, \]
which proves the theorem. \qed

**Theorem 2**  Factorial moment of the population size at arbitrary \( m_n \), and pre-catastrophe \( m_n^- \) epochs are given as
\[ m_n = m^+_{n} + \sum_{i=1}^{n-1} \binom{n}{i} \Pi^{+(n-i)}(1)k_i + \pi k_n, \quad n \geq 1. \tag{45} \]
\[ m_n^- = m^+_n + \sum_{i=1}^{n-1} \binom{n}{i} \Pi^{+(n-i)}(1)f_i + \pi f_n, \quad n \geq 1. \tag{46} \]

where
\[ k_i = S^{(i)}(1)e, \quad i \geq 1. \]

**Proof**  Differentiating (2) and (6) \( n \) times w.r.t. \( z \), we get
\[ \Pi^{(n)}(z) = \Pi^{+(n)}(z)S(z) + \sum_{i=1}^{n-1} \binom{n}{i} \Pi^{+(n-i)}(z)S^{(i)}(z) + \Pi^{+(z)}S^{(n)}(z). \tag{47} \]
\[ \Pi^{c-(n)}(z) = \Pi^{+(n)}(z)A(z) + \sum_{i=1}^{n-1} \binom{n}{i} \Pi^{+(n-i)}(z)A^{(i)}(z) + \Pi^{+(z)}A^{(n)}(z). \tag{48} \]
Now setting \( z = 1 \) and post multiplying by \( e \) in (47)-(48), we obtain
\[ m_n = \Pi^{(n)}(1)e = \Pi^{+(n)}(1)e + \sum_{i=1}^{n-1} \binom{n}{i} \Pi^{+(n-i)}(1)S^{(i)}(1)e + \pi S^{(n)}(1)e. \tag{49} \]
\[ m_n^- = \Pi^{c-(n)}(1)e = \Pi^{+(n)}(1)e + \sum_{i=1}^{n-1} \binom{n}{i} \Pi^{+(n-i)}(1)A^{(i)}(1)e + \pi A^{(n)}(1)e. \tag{50} \]
Now using \( k_i = S^{(i)}(1)e \) and \( f_i = A^{(i)}(1)e \) for \( i \geq 1 \), (49) and (50) implies
\[ m_n = m^+_n + \sum_{i=1}^{n-1} \binom{n}{i} \Pi^{+(n-i)}(1)k_i + \pi k_n, \quad n \geq 1. \tag{51} \]
\[ m_n^- = m^+_n + \sum_{i=1}^{n-1} \binom{n}{i} \Pi^{+(n-i)}(1)f_i + \pi f_n, \quad n \geq 1. \tag{52} \]
Hence the theorem is proved. \[\square\]

**Remark 4**  As the population size distribution at both the pre-arrival epochs are given in terms of probability vectors, so \(m^a_n\) and \(m^b_n\) can be obtained using (23).

In the following sections, we will discuss some special cases and a few numerical aspects of the model.

### Special Cases

In this section, we discuss some special cases of the model and match our results with the existing one.

#### Poisson Arrival Process Subject to Poisson Generated Geometric Catastrophes

Here, we assume that individuals as well as catastrophes occur as per the Poisson process. For this, we have \(m = 1\), \(D_0 = [-\lambda]\), \(D_1 = [\lambda]\), \(D_i = [0]\), \(i \geq 2\) and \(A(z)(= A(z)) = \frac{\mu}{\mu + \lambda - \lambda z}\), \(S(z)(= S(z)) = A(z)\). Thus (1), (2), (7) and (8) becomes

\[
\Pi^+(z) = \Pi(z) = \frac{\pi_0^+ p(z - 1)}{(z - p) - qzA(z)} = \frac{\pi_0^+ p(\mu + \lambda - \lambda z)}{p(\mu + \lambda) - \lambda z},
\]

(53)

\[
\Pi(z) = \Pi(z)S(z) = \frac{\pi_0^+ p\mu}{p(\mu + \lambda) - \lambda z},
\]

(54)

\[
\pi^+_{n} = \pi^{-n} = \pi^{b-n} = \pi_n, \quad n \geq 0.
\]

(55)

Here \(\pi^+_{n}\) denotes the probability that the population size in \(n\) just before the arrival of individual. Since we are assuming that individuals arrive singly, so \(\pi^+_{n} = \pi^{-n} = \pi^{b-n}\).

After simplification (53) gives

\[
\pi_0^+ = 1 - \frac{\lambda q}{\mu p},
\]

(56)

\[
\pi_n^+ = q \left(1 - \frac{\lambda q}{\mu p}\right) \left(\frac{\lambda}{p(\lambda + \mu)}\right)^n, \quad n \geq 1,
\]

(57)

and using (56) in (54), we get

\[
\pi_n = \left(1 - \frac{\lambda}{p(\mu + \lambda)}\right) \left(\frac{\lambda}{p(\lambda + \mu)}\right)^n, \quad n \geq 0,
\]

(58)

The results given in (55) and (58) match exactly with the one given in [5, Eq. 30]. It can be observed that in order to obtain the results at arbitrary and pre-arrival epochs, we have used the post-catastrophe epoch probabilities.

#### Erlang (E₄) Batch Arrival Process Subject to Poisson Generated Geometric Catastrophes

Here, we assume that individuals arrive in batches according to the Erlang (E₄) process and catastrophes occur as per the Poisson process. For this, the matrix representation of E₄ is chosen as \(m = 4\), \(\lambda = 20\),
\[
D_0 = \begin{bmatrix}
-\lambda & \lambda & 0 & 0 \\
0 & -\lambda & \lambda & 0 \\
0 & 0 & -\lambda & \lambda \\
0 & 0 & 0 & -\lambda
\end{bmatrix}, \quad D_1 = 0.2 \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\lambda & 0 & 0 & 0
\end{bmatrix}, \quad D_3 = 0.4 \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\lambda & 0 & 0 & 0
\end{bmatrix},
\]

\[D_6 = 0.3 \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\lambda & 0 & 0 & 0
\end{bmatrix}, \quad D_{10} = 0.1 \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\lambda & 0 & 0 & 0
\end{bmatrix}, \quad D_i, \ (i \neq 0, 1, 3, 6, 10) \text{ are zero matrices of order } 4. \]

Further, we have chosen \( \mu = 15 \) and \( p = 0.64 \). The population size distribution at various epochs is given in Table 1. The results given in Table 1 for arbitrary and just before the arrival of a batch match exactly with the one given in [5, Table-1] for \( GI = E_4 \), \( i.e., \pi_n e = P_n \) and \( \pi_n^{b-} e = P_n^- \) for \( n \geq 0 \).

### Hyper-Exponential (HE\(_2\)) Batch Arrival Process Subject to Poisson Generated Geometric Catastrophes

Here, we assume that individuals arrive in batches according to the Hyper-exponential (\( HE_2 \)) and catastrophes occur as per the Poisson process. For this the matrix representation of \( HE_2 \) is chosen as \( m = 2 \),

\[
D_0 = \begin{bmatrix}
-\frac{20}{7} & 0 \\
0 & -20
\end{bmatrix}, \quad D_1 = 0.8 \begin{bmatrix}
20 & 40 \\
21 & 21
\end{bmatrix}, \quad D_3 = 0.15 \begin{bmatrix}
20 & 40 \\
21 & 21 \\
20 & 40 \\
3 & 3
\end{bmatrix},
\]

\[D_8 = 0.05 \begin{bmatrix}
20 & 40 \\
21 & 21 \\
20 & 40 \\
3 & 3
\end{bmatrix}, \quad D_i, \ (i \neq 0, 1, 3, 8) \text{ are zero matrices of order } 2. \]

Further, we have chosen \( \mu = 35 \) and \( p = 0.4 \). The population size distribution at various epochs is given in Table 2. The results given in Table 2 for arbitrary and just before the arrival of a batch match exactly with the one given in [5, Table-2] for \( GI = HE_2 \), \( i.e., \pi_n e = P_n \) and \( \pi_n^{b-} e = P_n^- \) for \( n \geq 0 \).

### Numerical Results

In this section we present numerical work based on computational procedure discussed in Sect. 4 by considering arrival process BMAP\((D_0, D_1, \ldots, D_N)\) and various ICT distributions. All the calculations have been performed using MAPLE software on a PC having configurations as Intel(R) Core i5-6500U processor @ 2.30 GHz with 8GB RAM in Windows 10 environment. For numerical examples we have chosen the following set of matrices \( D_i \), \( 0 \leq i \leq N \), of order \( m = 4 \) with \( N = 5 \). These matrices are considered for examples 1–3.
### Table 1: Population size distribution at various epochs for Erlang ($E_4$) batch arrival process

| $n$ | $\pi_{n,1}$ | $\pi_{n,2}$ | $\pi_{n,3}$ | $\pi_{n,4}$ | $\pi_{n}e$ | $\pi_{n+1}$ | $\pi_{n+2}$ | $\pi_{n+3}$ | $\pi_{n+4}$ | $\pi_{n+e}$ |
|-----|--------------|--------------|--------------|--------------|-------------|--------------|--------------|--------------|--------------|--------------|
| 0   | 0.032862     | 0.046748     | 0.060085     | 0.072805     | 0.212500    | 0.014084     | 0.028082     | 0.041798     | 0.055087     | 0.139051     |
| 1   | 0.010563     | 0.010499     | 0.010287     | 0.009967     | 0.041315    | 0.010823     | 0.010684     | 0.010514     | 0.010279     | 0.042299     |
| 2   | 0.010417     | 0.010395     | 0.010159     | 0.009791     | 0.040762    | 0.005639     | 0.007677     | 0.008741     | 0.009191     | 0.031248     |
| 3   | 0.013104     | 0.011924     | 0.010957     | 0.010128     | 0.046113    | 0.019258     | 0.016115     | 0.011390     | 0.012286     | 0.061562     |
| 4   | 0.009642     | 0.009567     | 0.009299     | 0.008915     | 0.037423    | 0.007886     | 0.008606     | 0.008903     | 0.034304     | 0.07886     |
| 5   | 0.010630     | 0.010107     | 0.009521     | 0.008918     | 0.039177    | 0.007675     | 0.008717     | 0.009062     | 0.034454     | 0.07675      |
| 6   | 0.012293     | 0.010889     | 0.009780     | 0.008872     | 0.041834    | 0.018549     | 0.015266     | 0.012915     | 0.011182     | 0.057911     |
| 7   | 0.008774     | 0.008427     | 0.008016     | 0.007573     | 0.032790    | 0.008837     | 0.008661     | 0.008385     | 0.033919     | 0.08837      |
| 8   | 0.008739     | 0.008295     | 0.007809     | 0.007312     | 0.032155    | 0.008296     | 0.008087     | 0.007755     | 0.032435     | 0.08296      |
| 9   | 0.008988     | 0.008294     | 0.007653     | 0.007063     | 0.031998    | 0.009400     | 0.008926     | 0.008380     | 0.034523     | 0.08926      |
| 10  | 0.008756     | 0.007939     | 0.007243     | 0.006639     | 0.030577    | 0.009778     | 0.008692     | 0.007812     | 0.037440     | 0.08692      |
| 111 | 0.000008     | 0.000007     | 0.000006     | 0.000005     | 0.000004    | 0.000003    | 0.000002    | 0.000001    | 0.000001    | 0.000001    |
| 112 | 0.000008     | 0.000007     | 0.000006     | 0.000005     | 0.000004    | 0.000003    | 0.000002    | 0.000001    | 0.000001    | 0.000001    |
| 113 | 0.000008     | 0.000007     | 0.000006     | 0.000005     | 0.000004    | 0.000003    | 0.000002    | 0.000001    | 0.000001    | 0.000001    |
| 200 | 0.000000     | 0.000000     | 0.000000     | 0.000000     | 0.000000    | 0.000000    | 0.000000    | 0.000000    | 0.000000    | 0.000000    |
| 300 | 0.000000     | 0.000000     | 0.000000     | 0.000000     | 0.000000    | 0.000000    | 0.000000    | 0.000000    | 0.000000    | 0.000000    |
| Sum | 0.250000     | 0.250000     | 0.250000     | 0.250000     | 1.000000    | 0.250000    | 0.250000    | 0.250000    | 1.000000    | 0.250000    |

| $n$ | $\pi_{n+1}^{-}$ | $\pi_{n+2}^{-}$ | $\pi_{n+3}^{-}$ | $\pi_{n+4}^{-}$ | $\pi_{n+e}^{-}$ |
|-----|-----------------|-----------------|-----------------|-----------------|-----------------|
| 0   | 0.052464        | 0.0              | 0.0              | 0.0              | 0.052464        |
| 1   | 0.051761        | 0.0              | 0.0              | 0.0              | 0.051761        |
| 2   | 0.058556        | 0.0              | 0.0              | 0.0              | 0.058556        |
| 3   | 0.047521        | 0.0              | 0.0              | 0.0              | 0.047521        |

For $n \geq 300$, all entries are zero.
Table 1 continued

| n   | $\pi_n^{a-1}$ | $\pi_n^{a-2}$ | $\pi_n^{a-3}$ | $\pi_n^{a-4}$ | $\pi_n^{a-\varepsilon}$ | $\pi_n^{b-1}$ | $\pi_n^{b-2}$ | $\pi_n^{b-3}$ | $\pi_n^{b-4}$ | $\pi_n^{b-\varepsilon}$ |
|-----|----------------|----------------|----------------|----------------|--------------------------|----------------|----------------|----------------|----------------|--------------------------|
| 4   | 0.049748       | 0.0            | 0.0            | 0.0            | 0.049748                | 0.035632       | 0.0            | 0.0            | 0.0            | 0.035632                 |
| 5   | 0.053122       | 0.0            | 0.0            | 0.0            | 0.053122                | 0.036001       | 0.0            | 0.0            | 0.0            | 0.036001                 |
| 6   | 0.041638       | 0.0            | 0.0            | 0.0            | 0.041638                | 0.044729       | 0.0            | 0.0            | 0.0            | 0.044729                 |
| 7   | 0.040832       | 0.0            | 0.0            | 0.0            | 0.040832                | 0.032147       | 0.0            | 0.0            | 0.0            | 0.032147                 |
| 8   | 0.040632       | 0.0            | 0.0            | 0.0            | 0.040632                | 0.031020       | 0.0            | 0.0            | 0.0            | 0.031020                 |
| 9   | 0.038828       | 0.0            | 0.0            | 0.0            | 0.038828                | 0.031263       | 0.0            | 0.0            | 0.0            | 0.031263                 |
| 10  | 0.033927       | 0.0            | 0.0            | 0.0            | 0.033927                | 0.031249       | 0.0            | 0.0            | 0.0            | 0.031249                 |
| 111 | 0.000037       | 0.0            | 0.0            | 0.0            | 0.000037                | 0.000031       | 0.0            | 0.0            | 0.0            | 0.000031                 |
| 112 | 0.000034       | 0.0            | 0.0            | 0.0            | 0.000034                | 0.000029       | 0.0            | 0.0            | 0.0            | 0.000029                 |
| 113 | 0.000032       | 0.0            | 0.0            | 0.0            | 0.000032                | 0.000027       | 0.0            | 0.0            | 0.0            | 0.000027                 |
| 200 | 0.000000       | 0.0            | 0.0            | 0.0            | 0.000000                | 0.000000       | 0.0            | 0.0            | 0.0            | 0.000000                 |
| ≥300| 0.000000       | 0.0            | 0.0            | 0.0            | 0.000000                | 0.000000       | 0.0            | 0.0            | 0.0            | 0.000000                 |
| Sum | 1.000000       | 0.0            | 0.0            | 0.0            | 1.000000                | 1.000000       | 0.0            | 0.0            | 0.0            | 1.000000                 |
Table 2  Population size distribution at various epochs for Hyper-exponential ($HE_2$) batch arrival process

| $n$ | $\pi_{n,1}^+$ | $\pi_{n,2}^+$ | $\pi_{n}^+e$ | $\pi_{n,1}^-$ | $\pi_{n,2}^-$ | $\pi_{n}^-e$ | $\pi_{n,1}^b$ | $\pi_{n,2}^b$ | $\pi_{n}^-e$ |
|-----|----------------|----------------|--------------|----------------|----------------|--------------|----------------|----------------|--------------|
| 0   | 0.470016       | 0.058556       | 0.528571     | 0.434543       | 0.037263       | 0.471806     | 0.434543       | 0.037263       | 0.471806     |
| 1   | 0.053209       | 0.031939       | 0.085149     | 0.063189       | 0.039591       | 0.102780     | 0.063189       | 0.039591       | 0.102780     |
| 2   | 0.038240       | 0.020462       | 0.058702     | 0.042204       | 0.022450       | 0.064654     | 0.042204       | 0.022450       | 0.064654     |
| 3   | 0.032295       | 0.017480       | 0.049775     | 0.036494       | 0.020259       | 0.056753     | 0.036494       | 0.020259       | 0.056753     |
| 4   | 0.025997       | 0.013310       | 0.039308     | 0.028908       | 0.015178       | 0.044086     | 0.028908       | 0.015178       | 0.044086     |
| 5   | 0.021631       | 0.010509       | 0.032140     | 0.023471       | 0.011468       | 0.034938     | 0.023471       | 0.011468       | 0.034938     |
| 6   | 0.018871       | 0.009070       | 0.027942     | 0.020208       | 0.009573       | 0.029780     | 0.020208       | 0.009573       | 0.029780     |
| 7   | 0.016866       | 0.008317       | 0.025183     | 0.017859       | 0.008411       | 0.026270     | 0.017859       | 0.008411       | 0.026270     |
| 8   | 0.015378       | 0.008176       | 0.023554     | 0.017028       | 0.009072       | 0.026100     | 0.017028       | 0.009072       | 0.026100     |
| 9   | 0.012903       | 0.006832       | 0.019735     | 0.014307       | 0.007621       | 0.021928     | 0.014307       | 0.007621       | 0.021928     |
| 10  | 0.010797       | 0.005648       | 0.016444     | 0.011884       | 0.006212       | 0.018096     | 0.011884       | 0.006212       | 0.018096     |
| 111  | 0.000000       | 0.000000       | 0.000000     | 0.000000       | 0.000000       | 0.000000     | 0.000000       | 0.000000       | 0.000000     |
| 112  | 0.000000       | 0.000000       | 0.000000     | 0.000000       | 0.000000       | 0.000000     | 0.000000       | 0.000000       | 0.000000     |
| 113  | 0.000000       | 0.000000       | 0.000000     | 0.000000       | 0.000000       | 0.000000     | 0.000000       | 0.000000       | 0.000000     |
| 200  | 0.000000       | 0.000000       | 0.000000     | 0.000000       | 0.000000       | 0.000000     | 0.000000       | 0.000000       | 0.000000     |
| $\geq 300$ | 0.000000       | 0.000000       | 0.000000     | 0.000000       | 0.000000       | 0.000000     | 0.000000       | 0.000000       | 0.000000     |
| Sum  | 0.777778       | 0.222222       | 1.000000     | 0.777778       | 0.222222       | 1.000000     | 0.777778       | 0.222222       | 1.000000     |
| $n$ | $\pi_{n,1}^{a-n}$ | $\pi_{n,2}^{a-n}$ | $\pi_{n}^{a-e}$ | $\pi_{n,1}^{b-n}$ | $\pi_{n,2}^{b-n}$ | $\pi_{n}^{b-e}$ |
|-----|------------------|------------------|------------------|------------------|------------------|------------------|
| 4   | 0.022725         | 0.045450         | 0.068175         | 0.019308         | 0.038616         | 0.057924         |
| 5   | 0.019757         | 0.039513         | 0.059270         | 0.014821         | 0.029641         | 0.044462         |
| 6   | 0.017806         | 0.035613         | 0.053419         | 0.012459         | 0.024919         | 0.037378         |
| 7   | 0.016654         | 0.033308         | 0.049962         | 0.010962         | 0.021925         | 0.032887         |
| 8   | 0.013954         | 0.027907         | 0.041861         | 0.011504         | 0.023009         | 0.034513         |
| 9   | 0.011627         | 0.023255         | 0.034882         | 0.009665         | 0.019330         | 0.028994         |
| 10  | 0.009876         | 0.019751         | 0.029627         | 0.007910         | 0.015820         | 0.023730         |
|     |                  |                  |                  |                  |                  |                  |
| 111 | 0.000000         | 0.000000         | 0.000000         | 0.000000         | 0.000000         | 0.000000         |
| 112 | 0.000000         | 0.000000         | 0.000000         | 0.000000         | 0.000000         | 0.000000         |
| 113 | 0.000000         | 0.000000         | 0.000000         | 0.000000         | 0.000000         | 0.000000         |
| 200 | 0.000000         | 0.000000         | 0.000000         | 0.000000         | 0.000000         | 0.000000         |
|     |                  |                  |                  |                  |                  |                  |
| ≥300| 0.000000         | 0.000000         | 0.000000         | 0.000000         | 0.000000         | 0.000000         |
| Sum | 0.333333         | 0.666667         | 1.000000         | 0.333333         | 0.666667         | 1.000000         |
Example 1 In this example, we choose ICT distribution as matrix exponential (ME) with representation $ME(\beta, T, \eta)$, see Gupta et al. [14] which covers a wide variety of distributions that arise in many real-life applications. Parameters are chosen as

\[
\beta = \left[ \begin{array}{ccc}
2 \pi^2 + 1 & 0 & 0 \\
2 \pi^2 & 1 & 0 \\
\pi^2 & \pi^2 & 4
\end{array} \right], \quad T = \left[ \begin{array}{ccc}
0 & 1 & 0 \\
0 & 0 & 1 \\
-2 \pi^2 & -2 \pi^2 & 4 & 4
\end{array} \right], \quad \eta = \left[ \begin{array}{c}
0 \\
0 \\
1
\end{array} \right]
\]

which gives $\mu = 0.87362679$. Also we choose $p = 0.6$, so that $\rho = 0.541200326312$. One can also verify that $\rho = 1 - \pi \frac{\beta e}{\eta}$.

Population size distribution at various epochs are shown in Table 3 and in the last row of table first two moments are also given at each epoch. For the numerical work, $A(z)$ is obtained as (see, Gupta et al. [14])

\[
A(z) = (I \otimes \beta)(D(z) \oplus T)^{-1}(I \otimes -\eta),
\]

and $S(z)$ as

\[
S(z) = \frac{1}{\beta T^{-2}\eta} \left[ (I \otimes \beta)(D(z) \oplus T)^{-1}(I \otimes T^{-1}\eta) \right].
\]

Remark 5 For Example–1, there are total 244 roots of the characteristic equation $\phi(z) = 0$. Out of 244 roots, $4(= m)$ roots are in $|z| \leq 1$ and remaining roots lies outside the unit circle. In Figs. 1 and 2, roots are shown in polar form. One important observation is that the roots
inside the unit circle (i.e., 0.73816792, 0.82914014, 0.87674991 and 1.0) lies in \((p, 1]\). Since the VGF given in (1) is valid for \(p < |z| \leq 1\), see Theorem 3.1 in [12, p.216]. Similar pattern is also observed in upcoming examples 2 and 3. Here, the inside roots are real but they may be complex for some other parameters. In Example 5–6, we are getting complex roots inside the unit circle, e.g., in Example–5, for \(\lambda^* = 1, p = 0.5\), the inside roots are \(0.952609 - 0.013606i, 0.952609 + 0.013606i, 1\).

**Remark 6** During the numerical investigation we have performed three accuracy check (i) \(\rho = 1 - \pi^+_0 e\), (ii) \(\overline{\pi} = \Pi^+(1)\), (iii) factorial moments obtained from (23) are matched with the one obtained from Theorem–1 and 2.

**Example 2** In this example, we choose ICT distribution as phase-type (PH) distribution with representation \(PH(\beta, T)\). Parameters are chosen as

\[
\beta = [0.25 \ 0.4 \ 0.35], \ T = \begin{bmatrix} -2.0 & 2.0 & 0.0 \\ 0.0 & -2.0 & 2.0 \\ 0.0 & 0.0 & -2.0 \end{bmatrix}
\]

which gives \(\mu = 1.052632\), and we choose \(p = 0.6\) so \(\rho = 0.4491667(= 1 - \pi^+_0 e)\). Population size distribution at various epochs are given in Table 4 and in the last row of table first two moments are given. Inside roots are 0.77026917, 0.84787019, 0.89285998, 1.0, these lie in \((p, 1]\). In case of PH distribution, the expression of \(A(z)\) and \(S(z)\) can be obtained by setting \(\eta = -Te\) in (59)–(60) and is given as

\[
A(z) = (I \otimes \beta)(D(z) \otimes T)^{-1}(I \otimes Te),
\]

(61)
Fig. 2 Roots inside the unit circle

and

$$S(z) = \frac{1}{-\beta T^{-1} e} \left( (I \otimes \beta)(D(z) \oplus T)^{-1}(I \otimes -e) \right).$$  (62)

The expression of $S(z)$ given in (62) can also be found in [12, p228].

Example 3 In this example, we take ICT distribution as deterministic (D) with parameter $\mu = 1$ and $p = 0.6$, so $\rho = 0.47280710 (= 1 - \pi_0^+ e)$. Since the L.-S.T. of D is a transcendental function, so we have carried out the numerical analysis after rationalized it using Padé approximation, see Singh et al. [25,27]. Population size distribution at various epochs are shown in Table 5 and in the last row of table first two moments are given. Roots inside the unit circle are 0.71845781, 0.83021863, 0.88185547, 1.0, these lie in $(p, 1]$. Now we analyze the effect of correlation (Corr) of batch arrival process, arrival rate ($\lambda^*$), catastrophe arrival rate ($\mu$), and ICT distributions on mean (1st moment) and 2nd moment for various values of $p$.

Example 4 In this example, we investigate the effect of correlation of the batch arrival on $m_1^+$ and $m_2^+$. We choose batch arrival process with negative, zero, and positive correlation with $\lambda^* = 0.20168094$. They are given as

Negative Correlation We choose following set of matrices with Corr $= -0.488910$

$$D_0 = \begin{bmatrix} -0.03181651 & 0.03181651 & 0.0 \\ 0.0 & -0.03181651 & 0.0 \\ 0.0 & 0.0 & -7.16666667 \end{bmatrix}, D_i = \frac{1}{\sqrt{144}} \begin{bmatrix} 0.0 & 0.0 & 0.0 \\ 0.00031809 & 0.0 & 0.03149841 \\ 7.09500000 & 0.0 & 0.07166667 \end{bmatrix}, (1 \leq i \leq 8).$$
| n  | $\pi_{n,1}$ | $\pi_{n,2}$ | $\pi_{n,3}$ | $\pi_{n,4}$ | $\pi_{n} e$ | $\pi_{n+1}$ | $\pi_{n+2}$ | $\pi_{n+3}$ | $\pi_{n+4}$ | $\pi_{n} e$ |
|----|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| 0  | 0.207790    | 0.199170    | 0.046994    | 0.004846    | 0.458800    | 0.181483    | 0.186837    | 0.041028    | 0.003396    | 0.412744    | 0.176881    | 0.184723    | 0.039985    | 0.003141    | 0.404730    |
| 1  | 0.020606    | 0.009631    | 0.004673    | 0.001137    | 0.036046    | 0.023755    | 0.011594    | 0.005262    | 0.000978    | 0.041588    | 0.024313    | 0.011934    | 0.005367    | 0.000947    | 0.042561    |
| 2  | 0.018134    | 0.008096    | 0.004210    | 0.001263    | 0.031703    | 0.022162    | 0.010175    | 0.005005    | 0.001148    | 0.038491    | 0.022874    | 0.010534    | 0.005146    | 0.001125    | 0.039679    |
| 3  | 0.014974    | 0.006470    | 0.003586    | 0.001355    | 0.026386    | 0.018476    | 0.008267    | 0.004308    | 0.001220    | 0.032272    | 0.019093    | 0.008577    | 0.004435    | 0.001195    | 0.033299    |
| 4  | 0.012229    | 0.005066    | 0.003020    | 0.001463    | 0.021777    | 0.019061    | 0.007463    | 0.004438    | 0.001577    | 0.032539    | 0.020264    | 0.007871    | 0.004688    | 0.001595    | 0.034417    |
| 5  | 0.006872    | 0.003196    | 0.001908    | 0.001374    | 0.013350    | 0.010841    | 0.004508    | 0.002793    | 0.001455    | 0.019597    | 0.011535    | 0.004730    | 0.002948    | 0.001469    | 0.020683    |
| 6  | 0.003764    | 0.002173    | 0.001214    | 0.001311    | 0.008461    | 0.004613    | 0.002519    | 0.001485    | 0.001294    | 0.009911    | 0.004755    | 0.002577    | 0.001531    | 0.000125    | 0.010159    |
| 7  | 0.003102    | 0.001903    | 0.001102    | 0.001322    | 0.007329    | 0.003740    | 0.002156    | 0.001213    | 0.001318    | 0.008428    | 0.003847    | 0.002199    | 0.001249    | 0.001321    | 0.008615    |
| 8  | 0.002606    | 0.001706    | 0.000838    | 0.001322    | 0.006472    | 0.003076    | 0.001887    | 0.001002    | 0.001347    | 0.007312    | 0.003155    | 0.001917    | 0.001030    | 0.001354    | 0.007456    |
| 9  | 0.002240    | 0.001565    | 0.000711    | 0.001301    | 0.005816    | 0.002538    | 0.001681    | 0.000818    | 0.001334    | 0.006371    | 0.002588    | 0.001700    | 0.000836    | 0.001342    | 0.006466    |
| 10 | 0.002008    | 0.001474    | 0.000627    | 0.001273    | 0.005383    | 0.002161    | 0.001541    | 0.000681    | 0.001292    | 0.005676    | 0.002187    | 0.001553    | 0.000690    | 0.001297    | 0.005726    |
| 50 | 0.001060    | 0.000825    | 0.000324    | 0.000753    | 0.002963    | 0.001078    | 0.000839    | 0.000330    | 0.000766    | 0.003012    | 0.001081    | 0.000842    | 0.000331    | 0.000768    | 0.003021    |
| 100 | 0.000548    | 0.000427    | 0.000168    | 0.000389    | 0.001531    | 0.000557    | 0.000434    | 0.000170    | 0.000396    | 0.001557    | 0.000559    | 0.000435    | 0.000171    | 0.000397    | 0.001561    |
| 500 | 0.000003    | 0.000002    | 0.000001    | 0.000002    | 0.000008    | 0.000003    | 0.000002    | 0.000001    | 0.000002    | 0.000008    | 0.000003    | 0.000002    | 0.000001    | 0.000002    | 0.000008    |
| ≥1000 | 0.000000    | 0.000000    | 0.000000    | 0.000000    | 0.000000    | 0.000000    | 0.000000    | 0.000000    | 0.000000    | 0.000000    | 0.000000    | 0.000000    | 0.000000    | 0.000000    | 0.000000    |
| Sum | 0.429824    | 0.345865    | 0.110276    | 0.114035    | 0.335893    | 0.335893    | 0.335893    | 0.335893    | 0.335893    | 0.335893    | 0.335893    | 0.335893    | 0.335893    | 0.335893    | 0.335893    |

$m_1^+ = 33.2011, \ m_2^+ = 4950.7204, \ m_1 = 33.8934, \ m_2 = 5034.2968, \ m_1^- = 34.0129, \ m_2^- = 5048.7000$
| n   | $\pi_{n,1}^{a-}$ | $\pi_{n,2}^{a-}$ | $\pi_{n,3}^{a-}$ | $\pi_{n,4}^{a-}$ | $\pi_{n}^{e-}$ | $\pi_{n,1}^{b-}$ | $\pi_{n,2}^{b-}$ | $\pi_{n,3}^{b-}$ | $\pi_{n,4}^{b-}$ | $\pi_{n}^{e-}$ |
|-----|-----------------|-----------------|-----------------|-----------------|--------------|-----------------|-----------------|-----------------|-----------------|--------------|
| 3   | 0.024371        | 0.002160        | 0.005563        | 0.008144        | 0.040238     | 0.006091        | 0.000529        | 0.0002064       | 0.0007100       | 0.007100     |
| 4   | 0.012181        | 0.001071        | 0.003310        | 0.008105        | 0.024667     | 0.005533        | 0.000477        | 0.002081        | 0.009178        | 0.017270     |
| 5   | 0.005287        | 0.000458        | 0.001869        | 0.008021        | 0.015634     | 0.003349        | 0.000288        | 0.001253        | 0.008465        | 0.013356     |
| 6   | 0.003829        | 0.000331        | 0.001368        | 0.008015        | 0.013543     | 0.001867        | 0.000161        | 0.000634        | 0.007532        | 0.010194     |
| 7   | 0.006270        | 0.000238        | 0.000987        | 0.007974        | 0.011959     | 0.001594        | 0.000138        | 0.000539        | 0.007673        | 0.009944     |
| 8   | 0.001995        | 0.000172        | 0.000700        | 0.007879        | 0.010747     | 0.001391        | 0.000121        | 0.000468        | 0.007838        | 0.009818     |
| 9   | 0.001530        | 0.000133        | 0.000519        | 0.007675        | 0.009946     | 0.001235        | 0.000107        | 0.000407        | 0.007763        | 0.009512     |
| 10  | 0.001306        | 0.000114        | 0.000432        | 0.007670        | 0.009523     | 0.001128        | 0.000099        | 0.000363        | 0.007519        | 0.009108     |
| 50  | 0.00622         | 0.000555        | 0.000196        | 0.004530        | 0.005403     | 0.000611        | 0.000054        | 0.000193        | 0.004455        | 0.005313     |
| 100 | 0.00321         | 0.00028         | 0.000101        | 0.002341        | 0.002792     | 0.000316        | 0.000028        | 0.000100        | 0.002302        | 0.002746     |
| 500 | 0.00002         | 0.00000         | 0.000001        | 0.000012        | 0.000014     | 0.000002        | 0.000000        | 0.000001        | 0.000012        | 0.000014     |
| $\geq 1000$ | 0.00000     | 0.00000         | 0.00000         | 0.00000         | 0.00000     | 0.00000         | 0.00000         | 0.00000         | 0.00000         | 0.00000     |
| Sum | 0.250341        | 0.022117        | 0.063947        | 0.663595        | 1.000000     | 0.250341        | 0.022117        | 0.063947        | 0.663595        | 1.000000     |

$m_1^{a-} = 60.3292, m_2^{a-} = 9011.2388$

$m_1^{b-} = 59.0689, m_2^{b-} = 8860.7674$
Table 4: Population size distribution at various epochs for Phase-type ICT distribution

| n  | $\pi_{n,1}$ | $\pi_{n,2}$ | $\pi_{n,3}$ | $\pi_{n,4}$ | $\pi_{n,e}$ | $\pi_{n,1}$ | $\pi_{n,2}$ | $\pi_{n,3}$ | $\pi_{n,e}$ | $\pi_{n,1}$ | $\pi_{n,2}$ | $\pi_{n,3}$ | $\pi_{n,e}$ |
|----|-------------|-------------|-------------|-------------|-----------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| 0  | 0.251128    | 0.236170    | 0.057253    | 0.006283    | 0.550833  | 0.224064    | 0.224878    | 0.051054    | 0.004390    | 0.504386    | 0.219438    | 0.222669    | 0.049990    |
| 1  | 0.021198    | 0.009056    | 0.004903    | 0.01407    | 0.036564  | 0.024876    | 0.011034    | 0.005608    | 0.001222    | 0.042740    | 0.025466    | 0.011401    | 0.005718    |
| 2  | 0.018269    | 0.007426    | 0.004285    | 0.01552    | 0.031532  | 0.022755    | 0.009450    | 0.005193    | 0.001429    | 0.038827    | 0.023488    | 0.009836    | 0.005339    |
| 3  | 0.014800    | 0.005835    | 0.003593    | 0.01657    | 0.025885  | 0.018616    | 0.007540    | 0.004394    | 0.001515    | 0.032065    | 0.019249    | 0.007867    | 0.004525    |
| 4  | 0.011835    | 0.004476    | 0.002969    | 0.01774    | 0.021054  | 0.018995    | 0.006674    | 0.004476    | 0.001948    | 0.032093    | 0.020185    | 0.007123    | 0.004724    |
| 5  | 0.006271    | 0.002712    | 0.001800    | 0.001665   | 0.012448  | 0.010269    | 0.003863    | 0.002702    | 0.001789    | 0.018623    | 0.010955    | 0.004105    | 0.002857    |
| 6  | 0.003148    | 0.001784    | 0.001096    | 0.001588   | 0.007616  | 0.003835    | 0.002038    | 0.001333    | 0.001584    | 0.008790    | 0.003981    | 0.002093    | 0.001382    |
| 7  | 0.002593    | 0.001578    | 0.000905    | 0.001597   | 0.006673  | 0.003095    | 0.001761    | 0.001085    | 0.001609    | 0.007550    | 0.003204    | 0.001801    | 0.001123    |
| 8  | 0.002186    | 0.001429    | 0.000760    | 0.001593   | 0.005968  | 0.002546    | 0.001558    | 0.000896    | 0.001637    | 0.006637    | 0.002626    | 0.001586    | 0.000926    |
| 9  | 0.001893    | 0.001324    | 0.000649    | 0.001564   | 0.005430  | 0.002114    | 0.001407    | 0.000736    | 0.001615    | 0.005872    | 0.002164    | 0.001425    | 0.000755    |
| 10 | 0.001712    | 0.001257    | 0.000578    | 0.001528   | 0.005074  | 0.001823    | 0.001307    | 0.000620    | 0.001560    | 0.005309    | 0.001847    | 0.000629    | 0.001562    |
| 50 | 0.000816    | 0.000627    | 0.000271    | 0.000791   | 0.002505  | 0.000833    | 0.000640    | 0.000277    | 0.000807    | 0.002557    | 0.000836    | 0.000643    | 0.000278    |
| 100| 0.000356    | 0.000274    | 0.000118    | 0.000345   | 0.001094  | 0.000364    | 0.000279    | 0.000121    | 0.000352    | 0.001116    | 0.000365    | 0.000281    | 0.000121    |
| 500| 0.000000    | 0.000000    | 0.000000    | 0.000000   | 0.000000  | 0.000000    | 0.000000    | 0.000000    | 0.000000    | 0.000000    | 0.000000    | 0.000000    | 0.000000    |
| \geq 700| 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 |
| Sum | 0.429824 | 0.345865 | 0.110276 | 0.114035 | 1.000000 | 0.429824 | 0.345865 | 0.110276 | 0.114035 | 1.000000 | 0.429824 | 0.345865 | 0.110276 | 0.114035 | 1.000000 |

\[
m_1^+ = 21.1659, \quad m_2^+ = 2499.3100, \quad m_1 = 21.7351, \quad m_2 = 2551.7224, \quad m_1^- = 21.8396, \quad m_2^- = 2561.4602
\]
Table 4 continued

| $n$ | $\pi_{n,1}^a$ | $\pi_{n,2}^a$ | $\pi_{n,3}^a$ | $\pi_{n,4}^a$ | $\pi_{n}^a - e$ | $\pi_{n,1}^b$ | $\pi_{n,2}^b$ | $\pi_{n,3}^b$ | $\pi_{n,4}^b$ | $\pi_{n}^b - e$ |
|-----|----------------|----------------|----------------|----------------|-----------------|----------------|----------------|----------------|----------------|----------------|
| 3   | 0.027775       | 0.002460       | 0.006390       | 0.010265       | 0.046891        | 0.005585       | 0.000482       | 0.002050       | 0.008813       | 0.016931       |
| 4   | 0.012917       | 0.001135       | 0.003571       | 0.010097       | 0.027720        | 0.004981       | 0.000427       | 0.002052       | 0.011337       | 0.018797       |
| 5   | 0.004791       | 0.000412       | 0.001843       | 0.009911       | 0.016958        | 0.002890       | 0.000247       | 0.001191       | 0.010408       | 0.014737       |
| 6   | 0.003382       | 0.000290       | 0.001319       | 0.009865       | 0.014857        | 0.001519       | 0.000130       | 0.000562       | 0.009217       | 0.011428       |
| 7   | 0.002376       | 0.000204       | 0.000931       | 0.009777       | 0.013288        | 0.001308       | 0.000113       | 0.000483       | 0.009360       | 0.011263       |
| 8   | 0.001678       | 0.000144       | 0.000646       | 0.009621       | 0.012089        | 0.001153       | 0.000100       | 0.000424       | 0.009524       | 0.011201       |
| 9   | 0.001271       | 0.000110       | 0.000472       | 0.009445       | 0.011297        | 0.001036       | 0.000090       | 0.000375       | 0.009398       | 0.010900       |
| 10  | 0.001091       | 0.000095       | 0.000396       | 0.009298       | 0.010880        | 0.000959       | 0.000084       | 0.000340       | 0.009076       | 0.010458       |
| 50  |                |                |                |                |                 |                |                |                |                |                |
| 100 | 0.000209       | 0.000018       | 0.000073       | 0.002095       | 0.002395        | 0.002024       | 0.000018       | 0.000071       | 0.002051       | 0.002345       |
| 500 | 0.000000       | 0.000000       | 0.000000       | 0.000003       | 0.000000        | 0.000000       | 0.000000       | 0.000000       | 0.000000       | 0.000000       |
| ≥700| 0.000000       | 0.000000       | 0.000000       | 0.000000       | 0.000000        | 0.000000       | 0.000000       | 0.000000       | 0.000000       | 0.000000       |
| Sum | 0.250341       | 0.022117       | 0.063947       | 0.663595       | 1.000000        | 0.250341       | 0.022117       | 0.063947       | 0.663595       | 1.000000       |

$m_1^a = 46.0806$, $m_2^a = 5409.2137$  
$m_1^b = 44.8053$, $m_2^b = 5295.4294$
Table 5  Population size distribution at various epochs for deterministic ICT distribution

| n  | \(\pi_{n,1}^+\) | \(\pi_{n,2}^+\) | \(\pi_{n,3}^+\) | \(\pi_{n,4}^+\) | \(\pi_n e\) | \(\pi_{n,1}^-\) | \(\pi_{n,2}^-\) | \(\pi_{n,3}^-\) | \(\pi_{n,4}^-\) |
|----|----------------|----------------|----------------|----------------|----------|----------------|----------------|----------------|----------------|
| 0  | 0.239030       | 0.228521       | 0.054334       | 0.005308       | 0.527193  | 0.222047       | 0.221808       | 0.050466       | 0.004148       |
| 1  | 0.022066       | 0.009227       | 0.005034       | 0.001276       | 0.037603  | 0.024394       | 0.010470       | 0.005487       | 0.001169       |
| 2  | 0.019102       | 0.007556       | 0.004464       | 0.001434       | 0.032555  | 0.021955       | 0.008799       | 0.005043       | 0.001370       |
| 3  | 0.015447       | 0.005864       | 0.003728       | 0.001554       | 0.026593  | 0.017861       | 0.006912       | 0.004237       | 0.001463       |
| 4  | 0.012340       | 0.004435       | 0.003076       | 0.001698       | 0.021549  | 0.016949       | 0.005685       | 0.004047       | 0.001855       |
| 5  | 0.006403       | 0.002671       | 0.001830       | 0.001600       | 0.012504  | 0.008945       | 0.003302       | 0.002402       | 0.001706       |
| 6  | 0.003095       | 0.001770       | 0.001085       | 0.001527       | 0.007477  | 0.004373       | 0.001903       | 0.001220       | 0.000917       |
| 7  | 0.002559       | 0.001581       | 0.000894       | 0.001543       | 0.006577  | 0.002828       | 0.001674       | 0.000995       | 0.001547       |
| 8  | 0.002174       | 0.001448       | 0.000751       | 0.001545       | 0.002358  | 0.001511       | 0.000824       | 0.001570       | 0.000623       |
| 9  | 0.001908       | 0.001358       | 0.000646       | 0.001518       | 0.005430  | 0.002016       | 0.001398       | 0.000690       | 0.001547       |
| 10 | 0.001751       | 0.001302       | 0.000580       | 0.001482       | 0.005114  | 0.001805       | 0.001327       | 0.000602       | 0.001498       |
| 50 | 0.000879       | 0.000678       | 0.000286       | 0.000791       | 0.002634  | 0.000889       | 0.000686       | 0.000289       | 0.000801       |
| 100| 0.000399       | 0.000308       | 0.000130       | 0.000360       | 0.001197  | 0.000404       | 0.000312       | 0.000132       | 0.000364       |
| 500| 0.000001       | 0.000001       | 0.000000       | 0.000002       | 0.000001  | 0.000001       | 0.000000       | 0.000001       | 0.000001       |
| ≥800| 0.000000     | 0.000000       | 0.000000       | 0.000000       | 0.000000  | 0.000000       | 0.000000       | 0.000000       | 0.000000       |
| Sum | 0.429824       | 0.345865       | 0.110276       | 0.110276       | 0.2931    | 0.1235         | 0.0563         | 0.017810       | 0.007847       |

\[ m_1^+ = 23.5788, \quad m_2^+ = 2931.1354 \]

\[ m_1^- = 23.9334, \quad m_2^- = 2965.6603 \]

\[ m_1^e = 24.8880, \quad m_2^e = 3000.4535 \]
| n  | \( \pi_{n,1}^a \) | \( \pi_{n,2}^a \) | \( \pi_{n,3}^a \) | \( \pi_{n,4}^a \) | \( \pi_n^e \) | \( \pi_{n,1}^b \) | \( \pi_{n,2}^b \) | \( \pi_{n,3}^b \) | \( \pi_{n,4}^b \) | \( \pi_n^e \) |
|----|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| 3  | 0.027107       | 0.002401       | 0.006258       | 0.009810       | 0.045576       | 0.005133       | 0.000442       | 0.001949       | 0.008515       | 0.016039       |
| 4  | 0.012297       | 0.001080       | 0.003416       | 0.009654       | 0.026447       | 0.004258       | 0.000364       | 0.001825       | 0.010797       | 0.017243       |
| 5  | 0.004278       | 0.000367       | 0.001692       | 0.009476       | 0.015815       | 0.002476       | 0.000211       | 0.001046       | 0.009927       | 0.013660       |
| 6  | 0.003007       | 0.000258       | 0.001201       | 0.009445       | 0.013911       | 0.001416       | 0.000122       | 0.000519       | 0.008853       | 0.010911       |
| 7  | 0.002123       | 0.000182       | 0.000843       | 0.009371       | 0.012519       | 0.001241       | 0.000107       | 0.000450       | 0.009003       | 0.010802       |
| 8  | 0.001537       | 0.000132       | 0.000590       | 0.009226       | 0.011485       | 0.001116       | 0.000097       | 0.000400       | 0.009134       | 0.010746       |
| 9  | 0.001212       | 0.000105       | 0.000442       | 0.009059       | 0.010817       | 0.001027       | 0.000089       | 0.000361       | 0.009002       | 0.010480       |
| 10 | 0.001072       | 0.000093       | 0.000379       | 0.008923       | 0.010468       | 0.000972       | 0.000085       | 0.000335       | 0.008719       | 0.010110       |
| 50 | 0.000511       | 0.000045       | 0.000174       | 0.004753       | 0.005483       | 0.000501       | 0.000044       | 0.000170       | 0.004659       | 0.005374       |
| 100| 0.000232       | 0.000020       | 0.000079       | 0.002160       | 0.002492       | 0.000228       | 0.000020       | 0.000077       | 0.002117       | 0.002442       |
| 500| 0.000000       | 0.000000       | 0.000000       | 0.000000       | 0.000000       | 0.000000       | 0.000000       | 0.000000       | 0.000000       | 0.000000       |
| ≥800| 0.000000       | 0.000000       | 0.000000       | 0.000000       | 0.000000       | 0.000000       | 0.000000       | 0.000000       | 0.000000       | 0.000000       |
| Sum| 0.250341       | 0.022117       | 0.063947       | 0.663595       | 1.000000       | 0.250341       | 0.022117       | 0.063947       | 0.663595       | 1.000000       |

\( m_1^a = 48.8308, \ m_2^a = 6075.5272 \)
\( m_1^b = 47.5709, \ m_2^b = 5954.2514 \)
Table 6  Mean and 2nd Moment of the population size at post-catastrophe epoch for different correlation

| $p$  | $m_1^+$ | $m_2^+$ |
|------|---------|---------|
|      | Negative correlation | Zero correlation | Positive correlation | Negative correlation | Zero correlation | Positive correlation |
| 0.2  | 50.940831 | 191.274026 | 3806.559311 | 5277.565246 | 78597.900307 | 33719461.79 |
| 0.225| 17.294328 | 53.655533 | 1225.079670 | 639.223735 | 7057.501894 | 4525742.16 |
| 0.250| 10.497843 | 26.903118 | 710.591453 | 251.147658 | 1996.683518 | 1893130.95 |
| 0.275| 7.532792 | 16.043889 | 490.251473 | 139.161434 | 789.477142 | 1089493.04 |
| 0.3  | 5.850082 | 10.509664 | 367.867230 | 90.852208 | 372.839165 | 727018.35 |
| 0.4  | 2.935897 | 3.302614 | 166.285069 | 32.253912 | 51.107410 | 260609.75 |
| 0.5  | 1.779478 | 1.581237 | 93.679218 | 17.014352 | 15.946924 | 132454.05 |
| 0.6  | 1.131184 | 0.877309 | 56.254151 | 10.092696 | 6.827421 | 74648.38 |
| 0.7  | 0.706774 | 0.502089 | 33.422069 | 6.063112 | 3.278235 | 42155.93 |
Zero Correlation We choose following set of matrices with Corr = 0.0
\[D_0 = \begin{bmatrix} -0.06031754 & 0.0 \\ 0.0 & -0.00603175 \end{bmatrix}, D_i = \frac{i^2}{204} \begin{bmatrix} 0.05428579 & 0.00603175 \\ 0.00542858 & 0.00060317 \end{bmatrix}, \ (1 \leq i \leq 8).\]

Positive Correlation We choose following set of matrices with Corr = 0.488883
\[D_0 = \begin{bmatrix} -0.03182002 & 0.03182002 & 0.0 \\ 0.0 & -0.03182002 & 0.0 \\ 0.0 & 0.0 & -7.16745777 \end{bmatrix}, D_i = \frac{i^2}{204} \begin{bmatrix} 0.0 & 0.0 & 0.0 \\ 0.03150189 & 0.0 & 0.00031813 \\ 0.07167457 & 0.0 & 7.09578319 \end{bmatrix}, \ (1 \leq i \leq 8).\]

ICT distribution is taken as ME and it is the same as the one given in Example–1 with \(\mu = 0.87362679\).

The numerical values are shown in Table 6 for various values of \(p\). Moreover, the graphical analysis is displayed in Figs. 3, 4, and 5. We have presented the effect of different Corr on \(m_{i+}^1\) in Fig. 3, and the effect of negative and zero Corr on \(m_{i+}^1\) and \(m_{i+}^2\) in Figs. 4 and 5 for various values of \(p\). Since the values of \(m_{i+}^1\) and \(m_{i+}^2\) are sufficiently large for positive Corr as compared to negative and zero Corr, so the data is not shown in Figs. 4 and 5 for positive Corr.

One can observe the following from the Table 6 and Figs. 3, 4, 5.

1. For a fixed value of \(p\), \(m_{i+}^1\) and \(m_{i+}^2\) are very large for positive Corr and very low for negative Corr. Since positive Corr results in the more number of arrivals in the system and hence it leads to increment of \(m_{i+}^1\) and \(m_{i+}^2\).

2. For a fixed Corr, \(m_{i+}^1\) and \(m_{i+}^2\) decrease with the increment in \(p\). Since increment in the value of \(p\) results in large number of deaths in the system and hence it leads to the decrement of \(m_{i+}^1\) and \(m_{i+}^2\).

3. There is significant variation in \(m_{i+}^1\) and \(m_{i+}^2\) for low values of \(p\), e.g., \(p \in (0.2, 0.4)\) in comparison of large value of \(p\). Since the low value of \(p\) implies that the number of deaths will be very low which results in significant variation of \(m_{i+}^1\) and \(m_{i+}^2\).

Example 5 In this example we analyze the effect of arrival rate for \(\lambda^* = 0.5, 1.0, 2.0, 3.0\) on \(m_{i+}^1\) and \(m_{i+}^2\) for various values of \(p\) which is displayed in Figs. 6 and 7. We choose batch arrival process with the following matrix representation.
Fig. 4  Effect of negative and zero correlation on mean for varying $p$

Fig. 5  Effect of negative and zero correlation on 2nd moment for varying $p$

$$D_0 = \sigma \begin{bmatrix}
-0.54190726 & 0.22817148 & 0.02852143 \\
0.04278215 & -0.61321085 & 0.42782152 \\
0.15686789 & 0.02852143 & -0.47060367 \\
\end{bmatrix},$$

$$D_i = \frac{\sigma_i^2}{35} \begin{bmatrix}
0.08556430 & 0.12834646 & 0.07130359 \\
0.02852143 & 0.09982502 & 0.01426072 \\
0.11408574 & 0.07130358 & 0.09982502 \\
\end{bmatrix}, (1 \leq i \leq 5), \text{ which gives } \lambda^* = \sigma.$$ 

Here ICT distribution is chosen as PH with $\beta = [0.5 \ 0.5 \ 0.0]$ and $T = \begin{bmatrix}
-33.0 & 33.0 & 0.0 \\
0.0 & -33.0 & 33.0 \\
0.0 & 0.0 & -33.0 \\
\end{bmatrix}$, which gives $\mu = 13.20$.

One can observe the following from the Figs. 6 and 7.
1. For a fixed value of \( p \), \( m^+_{1} \) and \( m^+_{2} \) are in increasing order as \( \lambda^* \) increases. Since the increment in \( \lambda^* \) results in the more number of arrivals into the system which results in the increment of \( m^+_{1} \) and \( m^+_{2} \).

2. For a fixed \( \lambda^* \), \( m^+_{1} \) and \( m^+_{2} \) decrease with the increment in \( p \). Since the increment in the value of \( p \) results in large number of deaths in the system which leads to the decrement of \( m^+_{1} \) and \( m^+_{2} \).

3. There is significant variation in \( m^+_{1} \) and \( m^+_{2} \) for low values of \( p \) (see \( p \leq 0.3 \)). However, a small variation is observed for large value of \( p \). Since a low value of \( p \) implies that the number of deaths will be very less which results in significant variation of \( m^+_{1} \) and \( m^+_{2} \). As \( p \) tends to 1 the effect of \( \lambda^* \) becomes almost negligible which is the case of total catastrophe, i.e., after the occurrence of catastrophe the population size will be zero (becomes extinct).

**Example 6** In this example we analyze the effect of catastrophe arrival rate for \( \mu = 1.0, 2.0, 3.0 \) on \( m^+_{1} \) and \( m^+_{2} \) for various values of \( p \), see, Figs. 8 and 9. We choose batch arrival process with the following matrix representation.
Fig. 8  Effect of catastrophe arrival rate ($\mu$) on Mean for varying $p$

![Mean at post-catastrophe epoch](image)

Fig. 9  Effect of catastrophe arrival rate ($\mu$) on 2nd Moment for varying $p$

![2nd Moment at post-catastrophe epoch](image)

\[
D_0 = \begin{bmatrix}
-0.1900 & 0.0800 & 0.0100 \\
0.0150 & -0.2150 & 0.1500 \\
0.0550 & 0.0100 & -0.1650
\end{bmatrix}, \quad D_i = \frac{r^2}{55} \begin{bmatrix}
0.0300 & 0.0450 & 0.0250 \\
0.0100 & 0.0350 & 0.0050 \\
0.0400 & 0.0250 & 0.0350
\end{bmatrix}, \quad (1 \leq i \leq 5), \quad \text{which gives}
\]

\[\lambda^* = 0.3506135. \quad \text{The ICT distribution is chosen as PH with } \beta = [0.5 \ 0.5 \ 0.0] \text{ and } T =
\]

\[
\sigma = \begin{bmatrix}
-2.5 & 2.5 & 0.0 \\
0.0 & -2.5 & 2.5 \\
0.0 & 0.0 & -2.5
\end{bmatrix} \quad \text{which gives } \mu = \sigma.
\]

One can observe the following from the Figs. 8 and 9.

1. For a fixed value of $p$ both $m_1^+$ and $m_2^+$ are in decreasing order with the increment of $\mu$. Since increment in $\mu$ results in the more frequent occurrence of catastrophes which results in large number of deaths in the system and hence in the decrement of $m_1^+$ and $m_2^+$.

2. For a fixed $\mu$, $m_1^+$ and $m_2^+$ decrease with the increment in $p$. This is due to the same reason as that of Example-5 point-2.

3. A very small variation is observed in $m_1^+$ and $m_2^+$ for large value of $p$. Since the high value of $p$ implies large number of deaths and then $\mu$ does not have much effect on $m_1^+$ and $m_2^+$.
Example 7 In this example we analyze the effect of ICT distributions on $m_1^+$ and $m_2^+$ for various values of $p$, see, Figs. 10 and 11. We have chosen batch arrival process as given in Example 6. Here the following ICT distributions are chosen with $\mu = 0.87362679$.

Hyper-exponential ($HE_2$): $\beta = [0.9, 0.1]$ and $T = \begin{bmatrix} -0.97069643 & 0.0 \\ 0.0 & -0.45980357 \end{bmatrix}$ with CV=1.086278.

Phase-type ($PH$): $\beta = [0.9, 0.1]$ and $T = \begin{bmatrix} -1.74725358 & 0.87362679 \\ 0.87362679 & -1.74725358 \end{bmatrix}$ with CV=1.0.

Erlang ($E_2$): $\beta = [1.0, 0.0]$ and $T = \begin{bmatrix} -1.74725358 & 1.74725358 \\ 1.74725358 & -1.74725358 \end{bmatrix}$ with CV=0.707107.

Deterministic (D) With CV=0.

Where CV stands for coefficient of variation, and is given by $CV = \sqrt{\text{Variance}/\text{Mean}}$.

One can observe the following from the Figs. 10–11.

1. For a fixed value of $p$, $m_1^+$ and $m_2^+$ follow the pattern as $D < E_2 < PH < HE_2$, this is due to the CV of the distribution. Since CV of distributions are 0.0(for $D$) < 0.707107(for $E_2$) < 1(for $PH$) < 1.086278(for $HE_2$).

2. For a fixed ICT distribution, $m_1^+$ and $m_2^+$ decrease with the increment in $p$. It is due to the same reason as that of Example–5, point-2.
3. Less variation is observed in $m_1^+$ and $m_2^+$ for a large value of $p$. This is due to the same reason as that of Example– 6 point-3.

**Remark 7** From the analysis of Examples 4–7, one can conclude that increment in Corr, $\lambda^*$, or CV of ICT distribution results in the increment of $m_1^+$ and $m_2^+$ whereas increment in $p$ or $\mu$ results in the decrement of $m_1^+$ and $m_2^+$.

**Conclusion**

In this paper, we have developed an entirely different procedure, which is based on the roots of the characteristic equation, to analyze the population model that grows according to batch Markovian arrival process and is subjected to renewal generated geometric catastrophes. The explicit expression of population size distributions at various epochs are given in terms of the roots. The whole methodology is demonstrated by considering several numerical examples. The effect of various model parameters on the mean population size and the second moment is also critically examined, and relevant conclusions have been drawn. It is observed that each parameter has its own importance, however, the effect of $p$ as well as the correlation between the inter-arrival times of the batches play a major role. We finally hope that the results presented in this paper would be useful to the researchers and practitioners involved in a study of the effect of catastrophes such as Covid-19 on the population growth model.
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