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Abstract

Analyzing and training 3D body posture models depend heavily on the availability of joint labels that are commonly acquired through laborious manual annotation of body joints or via marker-based joint localization using carefully curated markers and capturing systems. However, such annotations are not always available, especially for people performing unusual activities. In this paper, we propose an algorithm that learns to discover 3D keypoints on human bodies from multiple-view images without any supervision or labels other than the constraints multi-view geometry provides. To ensure that the discovered 3D keypoints are meaningful, they are re-projected to each view to estimate the person’s mask that the model itself has initially estimated without supervision. Our approach discovers more interpretable and accurate 3D keypoints compared to other state-of-the-art unsupervised approaches on Human3.6M and MPI-INF-3DHP benchmark datasets.

1. Introduction

Human body joint annotations have been commonly leveraged to analyze body posture and kinematics. The 3D labels are obtained either through marker-based motion capturing \cite{17, 39}, wearable inertial-based tracking \cite{29, 31}, or marker-less capturing systems \cite{8, 24, 33}. These systems require considerable time, financial resources, manual labor, and sometimes specific capturing setup and clothes to obtain labels. Hence, there has been growing interest in unsupervised methods \cite{1, 2, 12, 13, 15, 17, 19}, which alleviate or reduce dependence on annotations. One way to achieve this is to discover unsupervised keypoints, distinct from pose labels, whose location and correlation are learned without any supervision by the model. One advantage of such a system is the discovery of meaningful 3D keypoints without any annotations. Another advantage is the reduction of the labeled annotations when the final goal is to map the discovered keypoints to the target pose of interest such as joint locations. In this line of research, some self-supervised methods learn to find 2D keypoints \cite{20, 21, 30, 38, 42, 43, 47, 49} but do not propose a way to extend them to 3D.

Figure 1. Multi-View Geometry for Unsupervised 3D Keypoint Discovery. Our approach finds unsupervised 2D keypoints in each view and then uses multi-view geometry to construct 3D keypoints. These discovered keypoints (observed above), whose location is learned without any supervision, can be later mapped to the final pose of interest (e.g. the joint locations).

In this work, we aim to learn in a completely unsupervised fashion to discover 3D keypoints in multi-view image setups, such as the one depicted in Fig. 1. We assume the cameras to be calibrated and have access to a rough estimate of the background image of the scene but do not require 2D or 3D annotations, mask labels, or pre-trained models. Some approaches \cite{3, 34, 41} also extract unsupervised 3D keypoints from images. However, they have only been demonstrated on rigid toy datasets with controllable dynamics and limited variations. By contrast, we aim at real datasets, featuring people performing diverse activities.

In this paper, given a multi-view setup, our model predicts the masks of the foreground subject in each view and then uses multi-view geometry to construct 3D keypoints. These discovered keypoints (observed above), whose location is learned without any supervision, can be later mapped to the final pose of interest (e.g. the joint locations).
in each view to reconstruct the subject’s mask that the model has itself predicted. The training is completely unsupervised. No labels such as 2D or 3D annotations or masks are used during training.

Our complete pipeline is depicted by Figure 2. This framework guarantees that the discovered 3D keypoints satisfy multi-view projection properties while correlating strongly with the 3D posture of the subject. The 3D keypoints can then easily be mapped to the target 3D pose using a simple linear or a multi-layer perceptron network. In short, we propose a real-world unsupervised 3D keypoints discovery method that can be applied directly to uncurated images. We show that our approach outperforms state-of-the-art unsupervised learning methods on Human3.6M and MPI-INF-3DHP benchmark datasets.

2. Related Work

The objective of unsupervised learning models [1, 2, 12, 13, 15, 37] is to pretrain neural networks to be later fine-tuned on the tasks of interest or to train models to extract salient features. These features are then used for downstream applications with a small amount of data using a simple mapping, such as linear adaptation [1, 2, 12, 13], or a two hidden layer multi-layer perceptron (MLP) [15, 35, 37] among others. In this section, we briefly review unsupervised models for keypoint detection and pose estimation. In this paper, we make a distinction between keypoint, found by a model in an unsupervised manner, and pose, corresponding to dataset labels such as joint locations.

Unsupervised 2D Keypoint Discovery. There have been multiple approaches [20, 30, 38, 42, 43, 47, 49] that propose unsupervised 2D keypoint discovery. However, the extension of these models to 3D keypoint estimation has not been explored. Moreover, these methods usually rely on center-cropped subject images, while our approach can directly work on uncurated images.

Unsupervised 3D Pose Models. On the other hand, some approaches learn unsupervised 3D poses from 2D poses using cross-views re-projection and matching [6, 18, 25, 28, 36, 45], or temporal consistency [16, 44, 48]. Some papers instead learn a prior over the 2D pose distribution and enforce consistency across single frame lifting, rotation, and projection [4, 46]. However, all of these approaches rely on either 2D labels or pre-trained 2D pose estimation models, which still depend on a considerable number of annotations. In this paper, we aim at finding unsupervised keypoints directly from images, without relying on any labels or pre-trained models.

Unsupervised Pose-Relevant Features. The works in [7, 15, 35, 37] apply unsupervised learning directly to input images to extract pose-relevant information. In particular, the approaches in [7, 15] apply temporal learning to extract time-variant information, while the approaches in [35, 37] leverage multi-view geometry by applying latent features rotation from one view to another. These latent features cannot be visualized as keypoints, as they live in uninterpretable latent layers. Contrary to these approaches, we apply a full-projection matrix including both intrinsics and the translation component of the extrinsics. This allows directly projecting the estimated 3D keypoints back to the images.
using complete projection matrices, which contributes to further structure into the latent space, hence yielding interpretable 3D keypoints that can be visualized and correlate strongly with the subject’s pose. In practice, this intrinsic structure contributes to higher pose accuracy.

Kundu et al. [26, 27] also propose unsupervised 3D pose estimation models through pose and shape disentanglement and a spatial transformation map [27] or a part-based body model [26]. The proposed framework requires access to a known shape model and body kinematic priors. Contrary to these approaches, we do not resort to such priors and learn directly from images with a much simpler pipeline.

**Unsupervised 3D Keypoint Discovery.** Some approaches extract unsupervised 3D keypoints from 3D point clouds [5, 9] or a 3D shape [22]. Contrary to these approaches, we aim at extracting unsupervised 3D keypoints from only input images. On the other hand, the approaches in [3, 34, 41] learn 3D keypoints from input images using a multi-view learning framework. In particular, Chen et al. [3] learn latent 3D keypoints for control in reinforcement-learning problems. Noguchi et al. [34] estimate keypoints by applying a volumetric rendering using signed-distance-functions to reconstruct all views. This creates a complex setup that requires at least 5 cameras for training. Our model, on the other hand, is much simpler to train, with fewer loss terms, and can even train with 2 cameras.

Closest to our approach is [41], which learns unsupervised 3D keypoints on rigid objects. While this approach also leverages multi-view geometry, similar to [3, 34] it has been only evaluated on toy datasets, with the possibility of rendering many views and limited diversity in appearance, pose, and depth values. As we will show later, this approach is prone to limitations when dealing with real-world data. Moreover, none of these approaches handle foreground subject extraction, as they use toy datasets with no or simple backgrounds, with [34, 41] requiring ground-truth masks. Sun et al. [40] also propose an unsupervised spatio-temporal multi-view keypoint discovery for real-world data. The proposed model builds a 3D volume and applies multiple projections and re-projection in-between 2D and 3D spaces before constructing an edge graph on keypoints to constrain the joint lengths. Our approach has a much simpler pipeline and does not require temporal information to discover its keypoints, while obtaining higher accuracy in practice.

**3. Method**

Our goal is to train a network in an unsupervised fashion to discover 3D keypoints in multi-view calibrated images. To ensure the keypoints are meaningful, we need to guarantee they encode information about only the foreground subject rather than the background. To this end, the model should first detect the subject and then encode the foreground information. This is achieved by reconstructing the input image through the prediction of a mask that separates the foreground from the background, hence allowing to encode only the foreground information.

Our network first encodes the foreground subject and uses the resulting image features to discover potential 2D keypoints in each view. The 2D keypoints from different views are then triangulated using calibration data to create potential 3D keypoints expressed in world coordinates. These 3D keypoints are the features of interest in our model. Without any backward loop, there is no guarantee that they are meaningful since there are no keypoint labels. Hence, they are re-projected to each view to obtain 2D view-dependent keypoints, which are then passed to a mask decoder that reconstructs the foreground subject mask. This process is depicted in Figure 2. In the following sections, we describe the pipeline components in more detail.

---

**3.1. View-Dependent Feature Extraction**

In this section, we describe how detection, encoding, and decoding components are used to extract view-dependent information and the foreground mask. Given an input image $I$, a spatial transformer network (STN) [19] $S$ is used to extract four parameters; two of which specify the scale $s^x$, $s^y$ and the other two the center of the bounding box $u^x$, $u^y$, yielding $S(I) = (s^x, s^y, u^x, u^y)$. A patch $p$ is then cropped using the bounding box coordinates and is then passed to an encoder $E$ yielding $E(p) = \Xi$.

A decoder $D$ then takes the encoded features and outputs an RGB image patch $D_p$ together with a foreground mask patch $M_p$, which can be written as

$$D(\Xi) = (D_p, M_p).$$

Finally, the inverse operation of the spatial transformer network (STN) is applied to put the patches back into the full-image resolution, yielding $S^{-1}(D_p, M_p) = (D, M)$. Decoded image $D$ is then merged with the background image $B$ using the predicted mask $M$ to reconstruct the input image $I$. This operation is equal to

$$I = M \times D + (1 - M) \times B,$$

where $\times$ indicates Hadamard product. This process is depicted in Figure 2. The input image reconstruction is crucial to capture information only about the foreground subject into the latent features $\Xi$ in addition to estimating the foreground subject mask $M_p$. Note that all components including foreground subject detection and mask prediction are unsupervised. No bounding box or mask labels are used. They are all trained through input image reconstruction.

---

1The background image is obtained by taking a per-pixel median of every frame in the video sequence.
3.2. Unsupervised 3D Keypoint Discovery

The latent information in each view $\Xi^\theta$, $\theta \in \{1, \ldots, V\}$, with $V$ being the total number of views, is passed to a 2D keypoint encoder $\psi$ that outputs $N$ channels, one for each potential keypoint $n$. This yields

$$\psi(\Xi) = \{C_n : n = 1, \ldots, N\},$$

where we refer to the set $\{C_n\}_{n=1}^N$ by $C$. Soft-argmax operation [14] is then applied to each channel $C_n$ to obtain a potential 2D keypoint $\mathbf{x}_n = (u, v)_n$. This can be written as

$$\begin{bmatrix} u_n \\ v_n \end{bmatrix} = \sum_{i,j} \text{softmax}(C_n)_{i,j} \begin{bmatrix} i \\ j \end{bmatrix},$$

where the standard softmax operation is applied to each channel $C_n$ to obtain a probability distribution, with $i, j$ indicating the row and column coordinates of the channel. In summary, this process obtains a weighted average of the coordinates, where the weights are given by the softmax probability map.

Given an intrinsic matrix $K_I$ specifying the projection from the camera coordinates to the pixel coordinates on image $I$ and an extrinsic matrix $E$ giving the change of coordinate system from camera to world coordinates, the camera projection matrix on the full image resolution can be written as $\Pi_I = K_I E$.

Having the scale parameter $(s^x, s^y)$ and the top-left coordinates $(b^x, b^y)$ of the bounding box estimated by the spatial transformer network $\mathcal{S}$ in Section 3.1, the intrinsic matrix of the full-resolution image

$$K_I = \begin{bmatrix} f^x & 0 & c^x \\ 0 & f^y & c^y \\ 0 & 0 & 1 \end{bmatrix},$$

is updated to correspond to the detected patch $p$ by using

$$K_p = \begin{bmatrix} s^x f^x & 0 & s^x(c^x - b^x) \\ 0 & s^y f^y & s^y(c^y - b^y) \\ 0 & 0 & 1 \end{bmatrix}.$$

This yields the updated projection matrix of the detected patch $\Pi_p = K_p E$.

For each keypoint $n \in \{1, \ldots, N\}$, its corresponding 2D locations $\{\mathbf{x}_n^\theta\}_{\theta=1}^{\nu}$ and projection matrices $\{\Pi_p^\theta\}_{\theta=1}^{\nu}$ from all $V$ views are then passed to a triangulation operation $\Delta$ to output potential 3D keypoint $\mathbf{X}_n = (x, y, z)_n$ by

$$\Delta(\{\mathbf{x}_n^\theta\}_{\theta=1}^{\nu}, \{\Pi_p^\theta\}_{\theta=1}^{\nu}) = \mathbf{X}_n.$$

We use direct linear transform [10] for triangulation, which is differentiable and allows back-propagation through the keypoints. Note that this triangulation operation is applied separately for each keypoint. The semantic consistency of the keypoints across all views is enforced through multi-view geometry, as the $n$-th keypoint from different views are mapped together.

The potential 3D keypoints $\{\mathbf{X}_n^\theta\}_{n=1}^N$ are the features of interest that we will eventually use from the network’s prediction. The obtained keypoints so far are not guaranteed to contain any useful information as they are unsupervised. We project them to the foreground subject mask to constrain the keypoints in order to make them correspond to the subject of interest. To do so, each 3D keypoint $\mathbf{X}_n$ is first re-projected to each view $\theta$ by using $\Pi_p^\theta$, this yields

$$\mathbf{x}_n^\theta = (\hat{u}, \hat{v})_n^\theta = \Pi_p^\theta(\mathbf{X}_n).$$

The set of re-projected 2D keypoints $\{\mathbf{x}_n^\theta\}_{n=1}^N$ in each view is then passed to a mask-decoder $\phi$ that estimates the mask of the foreground subject $\mathbf{M}_p$, which is equivalent to

$$\mathbf{M}_p^\theta = \phi(\{\mathbf{x}_n^\theta\}_{n=1}^N).$$

This creates a full pipeline validating the discovered 3D keypoints that correspond to the foreground subject and satisfy the multi-view constraints. The semantic information of keypoints is learned automatically by the model without supervision.

3.3. Unsupervised Training Losses

To train the unsupervised keypoint discovery model we use the following losses. We drop the view-dependent notations $\theta$, as the following losses apply to all views.

**Image Reconstruction Loss.** The reconstructed image $\hat{I}$, described in Section 3.1, should match the input image $I$ using two losses; an RGB pixel-wise loss, and a perceptual loss using ImageNet features [15, 23, 37]; comparing the extracted features of the first 3 layers of the ResNet18 [11]. This can be written as

$$\mathcal{L}_{\text{reconst}} = \|I - \hat{I}\|_2^2 + \beta \sum_{l=1}^{3} \|\text{Res}_l(I) - \text{Res}_l(\hat{I})\|_2^2.$$

**Mask Reconstruction Loss.** The estimated mask patch $\mathbf{M}_p$ in the image-reconstruction module of Section 3.1, is taken as target for the mask $\mathbf{M}_p$ predicted from discovered keypoints in Section 3.2 to minimize

$$\mathcal{L}_{\text{mask}} = \|\hat{\mathbf{M}}_p - \mathbf{M}_p\|_2^2.$$

In order to further enforce the predicted keypoints lie in the foreground mask $\mathbf{M}_p$ and enhance the location of the detected bounding box, the two following losses are also used.
Coverage Loss. Each projected keypoint \( \hat{x}_n \) should be only on the foreground subject mask \( M_p \) and not the background. To enforce this, a Gaussian heatmap \( H_n \) is first generated by taking its mean to be the keypoint \( \hat{x}_n \). This map is then normalized to have a probability map that sums to one, which equals to

\[
\bar{H}_n = H_n / \sum_{i,j} \left( H_{i,j}^n \right).
\]

The coverage loss in Eq. (13) then maximizes the linear projection of \( \bar{H}_n \) onto \( M_p \) for each keypoint \( \hat{x}_n \). This ensures the probability mass in \( H_n \) falls into locations of the mask \( M_p \) that correspond to the foreground subject. This can be written as

\[
L_{\text{coverage}} = \frac{1}{n} \sum_{n=1}^{N} \left| 1 - \bar{H}_n \odot M_p \right|,
\]

where \( \odot \) indicates the dot product.

Bounding Box Centering Loss. To ensure the detected bounding box completely covers the foreground subject, we enforce the center of the predicted keypoints on the subject to be equal to the center of the detected bounding box. Considering \( u = (u^x, u^y) \) to be the center of the bounding box predicted by \( S \), as described in Section 3.1, and the set of re-projected keypoints on the subject to be \( \{\hat{x}_n\}_{n=1}^{N} \), the loss then equals to

\[
L_{\text{centering}} = |u - \frac{1}{N} \sum_{n=1}^{N} \hat{x}_n|.
\]

This loss together with \( L_{\text{reconst}} \) of Eq. (10) force the predicted bounding box to completely cover the keypoints and hence completely detect the subject. The total loss for training the model is then equal to

\[
L_{\text{unsup}} = L_{\text{reconst}} + \gamma L_{\text{mask}} + \delta L_{\text{coverage}} + \eta L_{\text{centering}}.
\]

3.4. Single-View Keypoint Estimation

The procedure explained in Sections 3.2 and 3.3 trains an unsupervised multi-view keypoint discovery model. Once this network is trained, one can take the discovered multi-view 3D keypoints \( X = \{X_n\}_{n=1}^{N} \) as targets to train an unsupervised single-view 3D keypoint estimation model. Since the 2D keypoints \( x = \{x_n\}_{n=1}^{N} \), are found in each view independently, it is only needed to lift them to 3D. Hence, we train a simple residual MLP model [32], which maps \( x \) to the set of discovered 3D keypoint targets \( X \). The single-view 3D lifting network \( \psi \) is trained using mean-squared error between the predicted and target 3D keypoints:

\[
L_{\text{SV}} = \| \psi(x) - X \|_2^2.
\]

3.5. Pose Estimation

Once the unsupervised model is trained, 3D keypoints are extracted using the procedures explained in Sections 3.2 and 3.4, for multi-view and single-view setups respectively. To verify the quality of the discovered unsupervised 3D keypoints \( X = \{X_n\}_{n=1}^{N} \), we map them to the pose labels \( Y = \{Y_n\}_{n=1}^{N} \), specifying body-joint locations, using a simple linear or two hidden-layer multi-layer perceptron (MLP) \( \theta \) by minimizing

\[
L_{\text{pose}} = \| \theta(X) - Y \|_2^2.
\]

Note that the pose labels are only used to evaluate the quality of the discovered 3D keypoints through this mapping. They are not used for training the unsupervised 3D keypoint model, described in Sections 3.1 to 3.4.

4. Experiments

In this section, we first present the evaluation datasets and metrics. Then, we compare our model quantitatively with other unsupervised approaches and present ablation studies.

4.1. Datasets

We use the following 3D human pose benchmark datasets.

Human3.6M [17] (H36M). As in [15, 37], we use subjects 1, 5, 6, 7, and 8 to train the unsupervised keypoint estimation model. This yields 308,760 training samples. Subjects 9 and 11 are used for evaluation, sub-sampled every 10 frames, and applied uniformly over video frames. This yields 53,720 test images. We show qualitative results of the discovered unsupervised 2D and 3D keypoints in Fig. 3.

MPI-INF-3DHP [33] (3DHP). We use subjects 1 to 6 for training and subjects 7 and 8 for evaluation. We take only frames where the person is the foreground subject. This yields 59,952 frames for training and 7,312 frames for evaluation. We show qualitative results of the unsupervised keypoint predictions in Fig. 4.

4.2. Comparison to the State-of-The-Art Models

The qualitative results of Figs. 3 and 4 indicate that our approach captures 3D posture effectively, as the keypoints remain consistent across views. To quantify this, we compare against other unsupervised 3D and 2D approaches as well as to a pre-trained ImageNet feature extractor. We report 3D pose errors using mean per joint position error (MPJPE), the normalized N-MPJPE, and the procrustes aligned P-MPJPE between predicted and ground-truth 3D poses.

Unsupervised 3D Approaches. We compare against state-of-the-art unsupervised approaches on the H36M

\footnote{We leave out frames with the actor on a chair as it occludes the foreground subject.}
Figure 3. 2D and 3D keypoints found by a 32-keypoint prediction model on H36M. The 2D keypoints are consistent across views and the 3D keypoints capture the posture of the person, which indicates that they correlate with the person’s pose.

Figure 4. 2D and 3D keypoints found by 16- (left) and 32- (right) keypoint prediction models on 3DHP. As in Fig. 3, the 2D keypoints are consistent across views and the 3D keypoints capture the posture of the person.

Table 1. Comparison with unsupervised 3D models on H36M (in mm). SV and MV indicate single- and multi-view models. kpts denotes number of keypoints.

| Model                  | MPJPE | N-MPJPE | P-MPJPE |
|------------------------|-------|---------|---------|
| Known Kinematic Model  |       |         | 99.2    |
| Kundu et al. [26]      |       |         |         |
| Kundu et al. [27]      | 99.2  |         |         |
| Uninterpretable latents|       |         |         |
| NVS [35]               |       |         |         |
| Honari et al. [15]     |       | 115.0   |         |
| Keypoint Discovery     |       |         | 100.3   |
| KeypointNet [41]       |       |         |         |
| SV 2 hid MLP 32 kpts   | 158.7 | 156.8   | 112.9   |
| Ours MV Linear         | 125.73| 121.04  | 89.05   |
| BKinD-3D [80]          |       |         |         |
| MV Linear 15 kpts      | 120.9 | 117.9   | 93.5    |
| Ours MV 32 kpts        | 73.8  | 72.6    | 63.0    |

We report the best performing model with 15 kpts. It works better than the 30 kpt model.

We outperform the competing methods discussed in Section 2. Most importantly, our approach does not rely on any known priors such as kinematic and shape priors, and neither suffers from the lack of interpretability of the discovered features. Moreover, it outperforms other single-view and multi-view keypoint discovery approaches.

Cross Dataset Evaluation. We take a model trained on H36M dataset and test it on 3DHP dataset to evaluate the generalization of our approach across different datasets. The result is shown in the second to the last row in Table 2.

Table 2. Comparison with unsupervised 3D models on 3DHP (in cm). All models use a 2 hidden layer MLP to map either features (top 3 models) or 48 discovered keypoints (Ours) to the labelled pose.

| Model                  | Train-Set | MPJPE | N-MPJPE | P-MPJPE |
|------------------------|-----------|-------|---------|---------|
| Uninterpretable latents|           |       |         |         |
| DrNet [7]              | 3DHP      | 22.28 | 21.55   | 14.94   |
| NSD [37]               | 3DHP      | 20.24 | 19.29   | 14.09   |
| Honari et al. [15]     | 3DHP      | 20.95 | 19.78   | 14.04   |
| Ours H36M              |           |       |         |         |
| Ours 3DHP              |           |       |         |         |

This model even outperforms other latent extraction models trained on the same test dataset.

Table 3. Comparison with 2D keypoint estimation models. All models predict 32 keypoints on 6 actions of wait, pose, greet, direct, discuss, and walk and regress a linear model from 2D keypoints to the 2D pose labels.

| Model                  | %-MSE Error |
|------------------------|-------------|
| Thewlis et al. [43]    | 7.51        |
| Zhang et al. [49]      | 4.14        |
| Schmidtke et al. [38]  | 3.31        |
| Lorenz et al. [30]     | 2.79        |
| Jakab et al. [21]      | 2.73        |
| Ours                   | 2.38        |

Unsupervised 2D models. For completeness, even though our primary goal is to discover 3D keypoints, we...
compare the discovered 2D keypoints $x$ of Eq. (4) with those produced by other unsupervised 2D approaches. Table 3 shows that we also outperform these approaches.

**Supervised Pre-Training.** As in recent unsupervised papers [1, 12, 13, 15], we compare the quality of our unsupervised keypoints to the features obtained by a fully-supervised ImageNet model, which is commonly used for transfer learning. This evaluation highlights how much the extracted features by these models are suitable for the downstream application, which in the case of this paper is 3D human pose estimation. The results are shown in Figure 5. The gap in MPJPE is over 75 mm in all cases, with our approach reducing the error by about 50%. Even in low-labeled cases, the margin is maintained. This indicates the keypoints discovered by our model are much more correlated with the target pose.

4.3. Ablation Studies

We next evaluate the impact of loss and model components.

4.3.1 Contribution of the Loss Components

We first study the contribution of each loss component in Eq. (15). The results are presented in Table 4. The first row only reconstructs the input image using Eq. (10) without any 3D keypoint estimation. In this case the latent features $\Xi$ are mapped to the 3D poses, as they are the closest latent representation to the pose. As observed in Table 4, this case has about 37 mm (corresponding to 50%) higher MPJPE error compared to our best approach in the last line.

The second row adds the mask reconstruction loss of Eq. (11). This improves the results by about 32 mm compared to the first row indicating the structure of the latent 3D keypoints has a considerable impact. In the third and fourth rows, we respectively add the coverage loss of Eq. (13) and the centering loss of Eq. (14), where the last row shows our final model with all the features activated. While these two losses have a relatively small contribution, they still help improve the accuracy. They can be removed without hurting much the accuracy to further simplify the approach.

Table 4. Ablation Study on Losses. Each column shows the impact of adding a loss term in Eq. (15). The last row shows our model with all features activated. All models use a 2-hidden layer MLP to map the latent features (1st row) or the discovered keypoints (2nd to 4th rows) to the 3D pose labels. The results are presented in millimeters (mm) on H36M dataset, with a lower value indicating a lower error.

| $L_{\text{rec}}$ | $L_{\text{mask}}$ | $L_{\text{coverage}}$ | $L_{\text{centering}}$ | MPJPE | N-MPJPE | P-MPJPE |
|-----------------|-----------------|-----------------|-----------------|-------|--------|--------|
| ✓               | X               | X               | ✓               | 111.8 | 107.6  | 79.7   |
| ✓               | ✓               | X               | ✓               | 79.9  | 78.6   | 67.0   |
| ✓               | ✓               | ✓               | ✓               | 78.3  | 77.0   | 65.6   |
| ✓               | ✓               | ✓               | ✓               | 73.8  | 72.6   | 63.0   |

4.3.2 Keypoint, Label and Pose-Model Complexity

We study here the impact of the size and complexity of model components, in addition to analyzing performance under different amounts of labeled data. One key question is how many unsupervised keypoints should the model predict and how much it impacts the results. Figure 6 shows the results for 3 different numbers of keypoints:

- 17: number of keypoints equal to the labeled 3D joints.
- 32: a number in-between the two bounds.
- 200: number of keypoints matching prior works [15, 37].

As observed in Figure 6, increasing the number of discovered keypoints increases accuracy. However, the gap between 17 and 32 is bigger than the one between 32 and 200 keypoints. Hence, we use 32 keypoints by default on H36M dataset to avoid adding much complexity. On 3DHP dataset we use 48 keypoints. Check Supplementary for details.

The complexity of the pose estimator model inversely correlates with the interpretability of the discovered keypoints. The more the complexity of the required pose model, the more the keypoints lie in an unrelated latent space, which requires more complex adaptation to map them to the actual pose of the subject. Our results in Figure 6 show that while a simple 2-hidden layer MLP obtains more accurate results, a simpler linear adaptation of the keypoints to the pose labels can still obtain decent results. This further shows the robustness of the unsupervised keypoints and indicates they correlates strongly with the target pose.

4.3.3 Number of Views

In order to analyze how many views are required for a robust pose estimation, we train models with 2, 3, and 4 views. The results are reported in Table 5. As expected, higher accuracy is obtained with more views, since the triangulation obtains more robust 3D keypoints. However, 3 views are enough to obtain robust results, with a clear gap with 2 views and a small gap with 4 views. For a fair comparison with previous baselines[40, 41] that use 4 views, we use the same number of views by default in all experiments.

4.3.4 Target Mask

Our model reconstructs the mask that is estimated by the model itself in the image-reconstruction module. The quality of the obtained mask directly impacts the accuracy of the model as this is the target for the keypoint discovery components. If one has access to the ground-truth mask, how much the results would change? To answer this question we train two variants, one using the full pipeline of Section 3 with all elements of Eq. (15), and another by omitting $L_{\text{rec}}$ from

---

*The dimensionality of the extracted latent features in these methods, which serves as the input dimensionality to the pose model, is 600, which equals to 200 3D keypoints.*
Figure 5. Comparison against the latent features of the pre-trained ImageNet model on H36M. The three plots from left to right show depict MPJPE, NMPJPE, and PMPJPE (in mm) for different percentage of labeled 3D data. Both models use a ResNet50 encoder [11] and leverage a 2-hidden layer MLP to regress either the 3D keypoints (Ours) or the latent features—features before the classification layer in ImageNet—to the target 3D pose.

Figure 6. Analysis of the impact of the number of discovered keypoints, pose model complexity, and the amount of labelled data on H36M dataset. The three plots show results on MPJPE, NMPJPE, and PMPJPE (in mm). Each plot depicts the impact of trained models using 17, 32, and 200 unsupervised keypoints. For each model, two pose-regressors are trained; one using a linear model (the dashed line) and another using a 2-hidden layer MLP (the solid line). The X axes shows the percentage of 3D labels.

Table 5. Evaluation on the number of views used for triangulation (in mm). In all cases 32 unsupervised 3D keypoints are predicted by the models. All models use a 2-hidden layer MLP for the pose regressor model. Results are reported on H36M dataset.

| Number of Views | Pose Model | MPJPE | N-MPJPE | P-MPJPE |
|-----------------|------------|-------|---------|---------|
| 2               | 2-hid MLP  | 103.21| 100.7   | 81.6    |
| 3               | 2-hid MLP  | 77.7  | 75.7    | 64.0    |
| 4               | 2-hid MLP  | 73.8  | 72.6    | 63.0    |

Table 6. Impact of different target masks (in cm). 1st row: a mask is obtained by reducing background from the input image and normalizing it to [0, 1]. 2nd row: the ground-truth mask is used. 3rd row: our model’s predicted mask is used to train key-point discovery model. All models predict 48 keypoints on the 3DHP dataset and use a 2-hidden layer MLP for pose regression.

| Mask Used             | Pose Model | MPJPE | N-MPJPE | P-MPJPE |
|-----------------------|------------|-------|---------|---------|
| IMG - BG              | 2-hid MLP  | 17.48 | 16.93   | 12.64   |
| Ground-truth          | 2-hid MLP  | 14.57 | 14.21   | 11.52   |
| Predicted (Ours)      | 2-hid MLP  | 14.37 | 13.98   | 10.99   |

5. Conclusion and Limitations

In this paper, we proposed an unsupervised technique that leverages the full projection properties of a multi-view system to discover 3D keypoints by reconstructing the foreground subject’s mask. In doing so, our model finds keypoints that are consistent across different views and correspond to the foreground subject. We show its application on real-world data featuring articulating human bodies.

There are multiple directions that our approach can be improved. Our approach works on images with a single foreground subject. The existence of multiple foreground entities can occlude the mask, leading to extraction of keypoints that lie on all of them. Another limitation is the dependence on an estimation of the background image to help learn the mask of the foreground subject. While as we show in Section 4.3.4, our model does not need to rely on ground-truth masks and does a better job than background subtraction from the input image, it requires a background image in the pipeline. Moreover, our keypoints can jitter on consecutive frames of a video. Leveraging a temporal constraint can enhance the consistency of the obtained keypoints across time. We leave these extensions to future work.

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
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