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SUMMARY Collaborative filtering (CF) is one of the most popular approaches to building Recommender systems (RS) and has been extensively implemented in many online applications. But it still suffers from the new user cold start problem that users have only a small number of items interaction or purchase records in the system, resulting in poor recommendation performance. Thus, we design a new similarity model which can fully utilize the limited rating information of cold users. We first construct a new metric, Popularity-Mean Squared Difference, considering the influence of popular items, average difference between two user’s common ratings and non-numerical information of ratings. Moreover, the second new metric, Singularity-Difference, presents the deviation degree of favor to items between two users. It considers the distribution of the similarity degree of co-ratings between two users as weight to adjust the deviation degree. Finally, we take account of user’s personal rating preferences through introducing the mean and variance of user ratings. Experiment results based on three real-life datasets of MovieLens, Epinions and Netflix demonstrate that the proposed model outperforms seven popular similarity methods in terms of MAE, precision, recall and F1-Measure under new user cold start condition.
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1. Introduction

The development of Internet, World Wide Web and intelligent mobile technologies has made it easy to access an inconceivably huge amount of information, such as millions of web pages and purchase records of e-commerce products [1]. Then, the enormous volume of information often makes it different to search favorite products. The available choices increase exponentially, making it a challenge for users to find out their interested items, which is well-known as the information overload problem [2], [3]. As a powerful tool, RS break such dilemma [4]. RS are information search and decision support tools that use the historical track records of user activities and possibly personal profiles to recommend items (e.g., musics, restaurants and books) of interest to users automatically [5].

In literatures, there are mainly two recommendation methods, i.e., CF [6] and Content-based (CB) method [7]. In general, CF is a technology aiming to retrieve final recommendation results based on user’s history of purchases or previous evaluation of items [8]. CB analyzes content information of items to match items and users. For example, keywords of purchased books might be used to find other books that contain the same or similar keywords [9]. In addition, combining the preceding techniques is also a way to exploit their advantages [10].

Currently, CF has been one of the most successful and commonly used personalized recommendation technologies since it only requires the information about user interactions [11]. As a result, many promising algorithms have been proposed based on CF. However, cold start problem is one of the most challenging problems including new user and new item cold start that have greatly captured the attention of researchers. The former is that there are some new users who have only a small number of items interaction or purchase records in the system [12]. The latter arises due to the fact that the new items entered in RS do not usually have initial ratings. Hence, data sparsity arises along with both of two problems.

Similarity measure plays an important role in recommending process. Recommendation quality can be improved giving a reasonable similarity measure under cold start conditions. In this paper, focusing on solving the above issues (especially the new user cold start problem), we propose a new similarity model based on CF. The main contributions can be summarized as follows: (1) we put forward a new similarity metric, Popularity-Mean Squared Difference (PMSD), which is composed of metrics Popularity and Mean Squared Difference (MSD) [13]. Popularity considers the influence of popularity of common rating items. MSD measures the average difference of two user’s common ratings. Meanwhile, both of them take account of the non-numerical information of ratings; (2) to dig the information of co-ratings furtherly, the metric Singularity-Difference (SD) is proposed. It can allocate different penalty values based on the relationship between the difference of co-ratings and the median of all ratings in a dataset; (3) to reflect the overall rating preference of users, we introduce the mean and variance of user ratings in a metric Preference-Difference (PD).

We conduct a large number of experiments to validate our similarity model and compare it with other state-of-the-art models in terms of predictive accuracy (i.e., MAE) and recommendation performance (i.e., precision, recall and F1-Measure).
2. Related Works

Researchers put forward some classic and famous similarity measures based on CF, such as cosine (COS)\cite{14}, Pearson correlation coefficient (PCC)\cite{15} and Jaccard\cite{16} similarity measures. Although these traditional recommendation algorithms were developed to improve RS performance, they were known to be vulnerable to the problem of cold start and data sparsity. There were some new similarity measures to deal with the new user cold start problem. Ahn\cite{9} presented a heuristic similarity measure named PIP, which measured three levels: proximity, impact and popularity. However, its weakness was that it only considered the local information of the ratings without considering the global preference of user ratings. The combination of Jaccard and MSD was proposed to address the new user cold start problem\cite{17}. It provided better recommendation results than traditional similarity measures by taking into consideration both numerical and non-numerical information. Bobadilla, et al.\cite{18} proposed a new similarity measure based on neural network, which combined the numerical information and the distribution information of ratings. Liu, et al.\cite{19} defined a similarity measure which used both local context information of user ratings and global preference of user behaviors. Furthermore, Barjasteh, et al.\cite{20} introduced a decoupled similarity measure based on matrix completion that simultaneously exploited the similarity information among users and items.

Besides exploiting information from the direct relations among users or items (i.e., co-ratings), a number of research efforts dealt with the cold start problem by considering indirect information. Physical dynamics based approaches including heat conduction\cite{21}, random walks\cite{22}, and mass diffusion\cite{23},\cite{24} were applied in many recommendation applications. Adding information of social network and location to traditional CF method is a new additional direction for improving the accuracy of rating prediction and recommendation quality\cite{25–28}.

The traditional approaches, e.g., COS, PCC and Jaccard, are widely used and the basis of proceeding methods with some limitations as follows: (I) overlook the influence of popular items on the similarity between users; (II) underutilize the available information of user’s ratings including numerical and non-numerical information; (III) ignore the preference of co-ratings difference when using the co-ratings to calculate the similarity; (IV) fail to consider the individual preferences of each user.

3. Proposed Model

To improve performance, a new method should explore the limited rating information sufficiently from multiple aspects: (1) items’ popularity, ratings’ numerical information (detailed and local information) and non-numerical information (overall and global information); (2) the influence of co-rating difference, and the different sides of two ratings; (3) rating preference of different users. Considering the above factors, a new similarity model, PSP, is proposed, which is composed of three similarity metrics, PMSD, SD and PD. The similarity $PS\; P(u,v)$ between users $u$ and $v$ is calculated as Eq. (1):

$$PS\; P(u,v) = PMSD(u,v) \times SD(u,v) \times PD(u,v).$$

3.1 PMSD

In order to overcome limitations (I) and (II), a metric PMSD is proposed. Popularity in Eq. (3) can control the influence of popular items on similarity between users. The contribution of co-rated items to similarity opposes item popularity. Log function can make the data smooth and weaken the collinearity and heteroscedasticity of the model. Besides, it can fit the popularity in practice increasing with the rated times of items. For instance, the popularity of an item often increases quickly when it attracts attention initially. People will be accustomed to an item gradually with the increase of rated times, and then its popularity will increase slowly. To make full use of the available information of user’s ratings, MSD in Eq. (4) considers the average rating difference between two users. Moreover, both Popularity and MSD take account of the non-numerical information of ratings, i.e., the number of common and total ratings of two users. Finally, Popularity and MSD are combined to form a new similarity metric, i.e., PMSD in Eq. (2).

$$PMSD(u,v) = Popularity(u,v) \times MSD(u,v),$$

$$Popularity(u,v) = \frac{\sum_{i \in I_{u} \cup I_{v}} \frac{1}{\log(1+N_{i})}}{|I_{u} \cup I_{v}|},$$

$$MSD(u,v) = \frac{\sum_{i \in I} (r_{ui} - r_{vi})^2}{|I|},$$

where $r_{ui}$ and $r_{vi}$ denote the rating of item $i$ by users $u$ and $v$, respectively; $I_{u}$ and $I_{v}$ represent the set of items rated by users $u$ and $v$, respectively; $I$ represents the set of co-rated items by two users and $N_{i}$ denotes the number of users who have rated item $i$.

3.2 SD

If co-ratings are different, their item favor should be different. Smaller difference of co-ratings to items of two users results in a less deviation degree of item favor and a higher similarity. Furthermore, there are several different cases of
co-rating difference, which gives rise to different contributions to the similarity between users. Hence, the distribution of co-rating difference should be considered to adjust the deviation degree. In our model, we consider these factors in Eq. (8) to overcome the limitation (III).

We let $R_{\text{max}}$ and $R_{\text{min}}$ be the maximum and minimum rating, and $R_{\text{med}}$ in Eq. (5) is the median of all ratings in a dataset.

$$R_{\text{med}} = \frac{R_{\text{max}} + R_{\text{min}}}{2},$$

$$d_{u,v} = \{d = |r_{u,i} - r_{v,i}| \mid r_{u,i} \neq \text{null}, r_{v,i} \neq \text{null}, i \in I\},$$

$$S_d(u, v) = \sum_{d \in d_{u,v}} (R_{\text{med}} - t \times d)^2,$$

$$SD(u, v) = \sum_{d \in d_{u,v}} \frac{S_d(u, v) \times (R_{\text{max}} - d)}{\sum_{d \in d_{u,v}} S_d(u, v)}.$$  \hspace{1cm} (8)

Equation (6) denotes a set of co-rating difference between two users. The metric $S_d(u, v)$ considers whether the two ratings are in agreement, and gives penalty to ratings in disagreement. Specifically, if two ratings are on the same side (two sides) of median, they are regarded as agreement (disagreement), i.e., if $r_{u,i} > R_{\text{med}}$ and $r_{v,i} < R_{\text{med}}$ or $r_{u,i} < R_{\text{med}}$ and $r_{v,i} > R_{\text{med}}$, then agreement $(r_{u,i}, r_{v,i})$ is false and $t = 2$; otherwise, agreement $(r_{u,i}, r_{v,i})$ is true and $t = 1$. Two user’s ratings across the median towards an item give rise to a small similarity.

The metric SD in Eq. (8) refines PIP and MJD. $R_{\text{med}} - d$ denotes the deviation degree of item favor. The proportion, $\frac{S_d(u, v)}{\sum_{d \in d_{u,v}} S_d(u, v)}$, represents the weight of the similarity degree of co-ratings between two users. Therefore, SD can be more effective to distinguish the item favor of a user.

3.3 PD

It is especially important to design a similarity model to reflect the rating preference since some users prefer giving high ratings, while others tend to give low ratings. Therefore, to resolve the limitation (IV), we introduce the mean and variance of user ratings in Eqs. (9) and (10) to reflect the rating preference, respectively.

$$\mu_u = \frac{\sum_{i \in I_u} r_{u,i}}{|I_u|},$$

$$\sigma_u = \sqrt{\frac{\sum_{i \in I_u} (r_{u,i} - \mu_u)^2}{|I_u|}}.$$  \hspace{1cm} (10)

To represent the difference of mean rating preference between two users, we introduce $\mu_u - \mu_v$. Meanwhile, the difference of variance in user’s ratings, $\sigma_u - \sigma_v$, measures the rating volatility of two users. To reflect a proper variation degree of preference difference, we apply standard function, square root function and log function to the two differences. Generally speaking, there are six common combinations of mean and variance as listed in Table 1. Likewise, six combinations arise in PSP.

4. Experiments

4.1 Datasets

In experiments, we use three different real-life datasets MovieLens, Epinions and Netflix for three reasons: (1) they have been used by researchers and developers in the RS domain; (2) they are publicly open for research purpose and downloadable, and (3) they are substantially representative with various sparsity as benchmarking. A brief description of these datasets is provided in Table 2.

To create a new user cold start condition, each dataset will be divided into two parts, i.e., cold users and the other users [18], which are selected as validation and training users, respectively. The specific definition of these datasets is provided in Table 3. There are 86 cold users and 5954 other users in MovieLens, 10800 cold users and 14770 other users in Epinions, and 214 cold users and 44984 other users in Netflix.

4.2 Experimental Results

We make the following experimental design focusing on validating prediction accuracy and recommendation performance compared with several common similarity methods in new user cold start conditions. All algorithms are in

| PD  | Formula |
|-----|---------|
| PD1 | $\frac{1}{1 + \|\mu_u - \mu_v\|}$ |
| PD2 | $\frac{1}{1 + \sqrt{\|\mu_u - \mu_v\|}}$ |
| PD3 | $\frac{1}{1 + \sqrt{|\mu_u - \mu_v|}}$ |
| PD4 | $\frac{1}{1 + \sqrt{\|\mu_u - \mu_v\| + |\mu_u - \mu_v|}}$ |
| PD5 | $\frac{1}{1 + \sqrt{\|\mu_u - \mu_v\|}} \times \frac{1}{1 + \sqrt{|\mu_u - \mu_v|}}$ |
| PD6 | $\frac{1}{1 + \sqrt{\|\mu_u - \mu_v\| + |\mu_u - \mu_v|}} \times \frac{1}{1 + \sqrt{|\mu_u - \mu_v|}}$ |

Table 1 The combinations of mean and variance.

| Dataset | Description of the datasets used in the experiments. |
|---------|---------------------------------------------------|
| MovieLens | http://grouplens.org/ |
| Epinions | http://www.epinions.com/ |
| Netflix | http://www.netflixprize.com/ |

| Dataset | Definition of the datasets. |
|---------|-----------------------------|
| MovieLens | 10 items |
| Epinions | 10 items |
| Netflix | 10 items |

Table 2 Description of the datasets used in the experiments.

| Dataset   | Number of users | Number of items | Number of ratings | Rating domain | Sparseness | Availability location |
|-----------|-----------------|-----------------|-------------------|---------------|------------|----------------------|
| MovieLens | 6040            | 3952            | 1000209           | 1-5           | 91.62%     | http://grouplens.org/ |
| Epinions  | 49289           | 139738          | 664824            | 1.5           | 99.99%     | http://www.epinions.com/ |
| Netflix   | 45198           | 14770           | 2013034           | 1-5           | 99.28%     | http://www.netflixprize.com/ |

Table 3 Definition of the datasets.
Python language and run by Spark cluster in Linux operating system.

We use MAE to measure prediction accuracy, precision, recall and F1-Measure [29] to evaluate recommendation quality. In our experiments, we compare PSP with not only part of the traditional similarity measures such as PCC [15], COS [14] and Jaccard [16], but also with some new similarity measures in CF including PIP [9], JMSD [17], MJD [18] and NHSM [19].

(1) Prediction Quality: MAE

We conduct experiments on MovieLens, Epinions and Netflix to compare the prediction quality of PSP1-6 under the different K-neighbors. In fact, the relation exists between MAE and K-neighbors. On one hand, the similarity of a user’s neighbors decreases with the number of its neighbors, however, increases with MAE, especially under new user cold start condition. On the other hand, although MAE and computation complexity increase with the number of neighbors, diverse preferences are included and recommendation range is broadened. Based on a large number of experiments and existing work [19], we set the K-neighbors in the range of [10, 100] with step 10.

Figures 1 (a) and (b) show MAE results in MovieLens and Epinions datasets, giving a best result by PSP4. Figure 1 (c) shows a similar situation on Netflix, except MAE of PSP4 slightly worse than PSP1 in the first three points. It suitably demonstrates standard function reflects the variation extent of the difference to preference. Besides, the variance preforms well from the result pair of (PSP1, PSP4), (PSP2, PSP5) and (PSP3, PSP6), which verifies the importance of variance. Therefore, PSP4 is confirmed as the overall best option to obtain the prediction accuracy in this paper, since it offers a proper tradeoff between user’s average and variance.

Figure 2 displays MAE of similarity measures with different K-neighbors on MovieLens, Epinions and Netflix. According to Fig. 2 (a), our proposal, i.e. the above-mentioned PSP4, achieves stably much lower MAE than all other measures. It verifies the effectiveness of our proposal that PSP can obtain more significant performance compared with the other similarity measures because PSP considers an additional important metric, the item popularity. It achieves obvious improvement compared with other similarity measures with advantage of 43.95% than PCC, 53.06% than PIP, 19.61% than MJD, 61.62% than Jaccard, 63.81% than COS, 55.67% than NHSM and 57.53% than JMSD, respectively.

Figures 2 (b) and (c) present MAE obtained on Epinions and Netflix, respectively. In Fig. 2 (b), we note that our proposal PSP obtains the best result with advantage of at most 50.65% than JMSD, 45.41% than NHSM, 49.95% than PIP, 66.22% than COS, 64.70% than Jaccard, 34.27% than MJD, and 45.51% than PCC, respectively. Moreover, PSP increases approximately with K, which means it has selected the most similar neighbors at K=10. Thus, increasing neighbors combines the diverse opinions of his neighbors, and weakens the influence of similar users. Figure 2 (c) with dataset Netflix shows similar results with Fig. 2 (b).

In general, PSP can achieve lower MAE than all the other similarity measures. This means that our method can predict user’s preference more accurately, and further ensure the reliability of recommendation results.
(2) Recommendation Quality: precision, recall and F1-Measure

Figure 3 displays precision, recall and F1-Measure given Top-N on MovieLens. It is worth noting that PSP can get almost the best precision in addition to PCC in Fig. 3 (a).

However, PSP in Fig. 3 (b) achieves a moderate recall performance compared with other methods in the range [5, 30] and the best performance beyond 30. Figure 3 (c) shows similar performance from viewpoint of F1-measure with Fig. 3 (b).

Figure 4 gives the results of precision, recall and F1-Measure on sparse dataset Epinions. We can see that PSP obtains the best performance on three metrics in general. Besides, the recall of PSP has remarkable advantage over Jaccard, JMSD, PIP and NHSM. Figure 5 displays results on Netflix. Our proposal shows advantage at precision and F1-Measure, but disadvantage at recall.

In short, through the analysis of precision, recall and F1-Measure on three datasets of different sparse degree and data scale, it is clear that PSP can attain overall better recommendation quality. In particular, precision results have remarkable advantage over most of the similarity measures. Thus, metrics, e.g., popularity, average rating difference, penalty for different rating difference and user rating preference, are important for RS performance.

5. Conclusions

In this paper, a new similarity model has been put forward focusing on the new user cold start problem. First, we present a new similarity metric, PMSD, which is composed of Popularity and MSD. The former considers the influence of popularity of the co-rating items, which can control the influence of popular items on the similarity between users. To make full use of the available information of user’s ratings, the latter considers the average rating difference of two
users. Both of them take account of the non-numerical information of ratings. Second, the metric SD is proposed to represent the deviation degree of item favor. Third, to reflect the overall rating preference of users, we introduce the mean and variance of user ratings. Both the experiment results and the theoretical analysis show that the new similarity model can obtain better prediction accuracy and recommendation performance than other similarity measures.

In the future, our research directions are listed in the following points: (1) to combine the long-term or/and short-term interest of users to consider the popularity of items; (2) to utilize fully individual expression related to habits, consumption and tastes of cold start users; (3) to further extend and apply our new similarity model to actual e-business applications to measure the actual effect.
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