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Abstract. For any triple of positive integers \( A' = (a'_1, a'_2, a'_3) \) and \( c \in \mathbb{C}^* \), cusp polynomial \( f_{A'} = x_1^{a'_1} + x_2^{a'_2} + x_3^{a'_3} - c^{-1}x_1x_2x_3 \) is known to be mirror to Geigle–Lenzing orbifold projective line \( \mathbb{P}^1_{a'_1, a'_2, a'_3} \). More precisely, with a suitable choice of a primitive form, Frobenius manifold of a cusp polynomial \( f_{A'} \), turns out to be isomorphic to the Frobenius manifold of the Gromov–Witten theory of \( \mathbb{P}^1_{a'_1, a'_2, a'_3} \).

In this paper we extend this mirror phenomenon to the equivariant case. Namely, for any \( G \) — a symmetry group of a cusp polynomial \( f_{A'} \), we introduce the Frobenius manifold of a pair \((f_{A'}, G)\) and show that it is isomorphic to the Frobenius manifold of the Gromov–Witten theory of Geigle–Lenzing weighted projective line \( \mathbb{P}^1_{A, \Lambda} \), indexed by another set \( A \) and \( \Lambda \), distinct points on \( \mathbb{C} \setminus \{0, 1\} \).

For some special values of \( A' \) with the special choice of \( G \) it happens that \( \mathbb{P}^1_{A'} \cong \mathbb{P}^1_{A, \Lambda} \).

Combining our mirror symmetry isomorphism for the pair \((A, \Lambda)\), together with the “usual” one for \( A' \), we get certain identities of the coefficients of the Frobenius potentials. We show that these identities are equivalent to the identities between the Jacobi theta constants and Dedekind eta–function.
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1. Introduction

Mirror symmetry conjectures the certain equivalence between hypersurface singularities and algebraic varieties. In the language of complex geometry, mirror symmetry conjectures an existence of an isomorphism between Frobenius manifolds, that are associated to both a holomorphic function, defining a singularity and an algebraic variety. Frobenius manifold of an algebraic variety $X$ is given by Gromov-Witten theory of it, we denote it by $M_X$ in what follows. Let $f = f(x)$ be a polynomial with only isolated critical points. Its Frobenius manifold is constructed by an unfolding of $f(x)$ after a special choice of a volume form $\zeta$, called K.Saito primitive form (cf. [Sai, SaiT]). We will denote this Frobenius manifold by $M^\zeta f$.

For any given triple of positive integers $A' = (a'_1, a'_2, a'_3)$ and any fixed $c \in \mathbb{C}^*$ consider the polynomial

$$f_{A'} = f_{A'}(x) = x_1^{a'_1} + x_2^{a'_2} + x_3^{a'_3} - c^{-1}x_1x_2x_3.$$  

We call it cusp polynomial.

It has an isolated critical point $x_1 = x_2 = x_3 = 0$. In particular, if $A'$ is such that $1/a'_1 + 1/a'_2 + 1/a'_3 = 1$, the polynomial $f_{A'}$ defines a simple-elliptic singularity. Mirror to $f_{A'}$ is the so-called Geigle-Lenzing orbifold projective line $\mathbb{P}^{A'}_1$, that is the one-dimensional orbifold having at most three isotropic points of orders $a'_1, a'_2, a'_3$.

It was proved in [SaT, MR, MS] that for $f_{A'}$ defining a simple-elliptic singularity there is is a choice of a primitive form $\zeta = \zeta^\infty$, so that the Frobenius manifold $M^\zeta_{f_{A'}}$ is isomorphic to the Frobenius manifold $M_{\mathbb{P}^{A'}_1}$. Both Frobenius manifolds are of rank $\mu_{A'} = 2 + \sum_{i=1}^{3}(a'_i - 1)$. For the other choices of $A'$ the mirror symmetry conjecture was proved in [ShiT1, IST1].

**Equivariant approach.** This was an idea of the physicists that in mirror symmetry a polynomial with isolated critical points should always be assumed together with some symmetry group. From this point of view all the results mentioned above should be understood as being obtained for the trivial symmetry group $G = \{\text{id}\}$.

For every fixed $A'$ consider $f_{A'}$ together with $G \subseteq G_{f_{A'}}$, where

$$G_{f_{A'}} := \{g = \text{diag}(g_1, g_2, g_3) \in \text{GL}(3, \mathbb{C}) \mid f_{A'}(x) = f_{A'}(g \cdot x)\}.$$  

The pair $(f_{A'}, G)$ is then called Landau-Ginzburg orbifold (cf. [IV]). In the equivariant approach, mirror symmetry conjectures that the pair $(f_{A'}, G)$ is mirror to some algebraic variety $X$, depending effectively on both $f_{A'}$ and $G$. 

It was proposed by [ET] that mirror to \((f_A', G)\) should be the orbifold \(\mathbb{P}^1_{A, \Lambda}\) again, but for the other set \(A = (a_1, \ldots, a_r)\) defined beneath and \(\Lambda\) — the set of distinct points on \(\mathbb{C} \setminus \{0, 1\}\). For \(i = 1, 2, 3\) let \(K_i\) stand for the maximal subgroup of \(G\), fixing \(i\)-th coordinate \(x_i\). Define

\[
A := \left( \frac{a_1'}{|G/K_1|} \ast |K_1|, \frac{a_2'}{|G/K_2|} \ast |K_2|, \frac{a_3'}{|G/K_3|} \ast |K_3| \right),
\]

where \(b \ast |K_i|\) means that \(b\) is repeated \(|K_i|\) times in the set. We also omit all appearances of 1 in the set \(A\).

Gromov–Witten theory of an orbifold \(\mathbb{P}^1_{A, \Lambda}\) is well-defined. Its Frobenius manifold \(M_{\mathbb{P}^1_{A, \Lambda}}\) was studied in [Shi], it is of the rank \(\mu_A = 2 + \sum_{i=1}^r (a_i - 1)\). However there is no definition of a Frobenius manifold of a Landau–Ginzburg orbifold \((f_A', G)\) and no “equivariant” version of a primitive form of K.Saito.

In this paper. We address the problem of construction of a Frobenius manifold of a Landau–Ginzburg orbifold \((f_A', G)\) with a primitive form \(\zeta = \zeta^\infty\), such that mirror symmetry conjecture holds true.

The first step that needs to be completed on this way is the construction of orbifold version of Jacobian algebra of \((f_A', G)\). There are several way to consider it (cf. [K03, BTW16, BTW17, S20]). In this paper for such an algebra we consider Hochschild cohomology ring \(\text{HH}^*(\text{MF}_G(f_A'))\) of the category of \(G\)-equivariant matrix factorizations of \(f_A'\). We compute it explicitly employing the technique of [S20].

Next we define the Frobenius manifold \(M_{\zeta^\infty}^{(f_A', G)}\) of a Landau–Ginzburg orbifold \((f_A', G)\) axiomatically. It also depends on the primitive form \(\zeta^\infty\) of \(f_A'\). In particular, we have for a trivial group \(G\) that \(M_{\zeta^\infty}^{(f_A', \{\text{id}\})} \cong M_{f_A'}^{\zeta^\infty}\). Using this system of axioms we show that the following mirror theorem holds.

**Theorem (Theorem 14 in the text).** Suppose \(M_{\zeta^\infty}^{(f_A', G)}\) satisfies all axioms of Frobenius manifold of the pair \((f_A', G)\). Then there is Frobenius manifolds isomorphism:

\[
M_{\mathbb{P}^1_{A, \Lambda}} \cong M_{\zeta^\infty}^{(f_A', G)}. \tag{1}
\]

In particular the potential \(\mathcal{F}_{\zeta^\infty}^{(f_A', G)}\) of \(M_{\zeta^\infty}^{(f_A', G)}\) coincides with the genus 0 potential of orbifold Gromov–Witten theory of \(\mathbb{P}^1_{A, \Lambda}\) after the certain choice of coordinates.

**Corollary.** Frobenius manifold \(M_{\zeta^\infty}^{(f_A', G)}\) is uniquely determined by its axioms.

Up to our knowledge this is the first mirror symmetry theorem for the Frobenius manifolds of Landau-Ginzburg orbifolds. In Section 8 we provide plenty of examples of
potentials $\mathcal{F}_{(f_{A'},G)}^\infty$. It is important to note that we provide the mirror isomorphism of the theorem above explicitily.

**Simple–elliptic singularities and identities in the ring of quasimodular forms.** The definition of the set $A$ above assures that for any group $G$ whenever $A'$ is such that $\frac{1}{a_1} + \frac{1}{a_2} + \frac{1}{a_3} = 1$, the set $A$ is either of length 3 satisfying $\frac{1}{a_1} + \frac{1}{a_2} + \frac{1}{a_3} = 1$, or $A = (2,2,2,2)$. The respective Geigle-Lenzing orbifold projective lines are called elliptic orbifolds, these are $\mathbb{P}^1_{3,3,3}$, $\mathbb{P}^1_{4,4,2}$, $\mathbb{P}^1_{6,3,2}$ and $\mathbb{P}^1_{2,2,2,2,2}$, $\Lambda \in \mathbb{C} \setminus \{0,1\}$. As we have mentioned above, the first three orbifolds are known to be mirror to $(f_{A'}, \{\text{id}\})$, latter being assumed together with the primitive form $\zeta^\infty$ (see also [B16, B14] concerning the fourth one).

Denote by $\widetilde{E}_6$ and $\widetilde{E}_7$ the singularities defined by $f_{A'}$ with $A' = (3,3,3)$ and $A' = (4,4,2)$ respectively. Let $M^\infty_{(\tilde{E}_6,G)}$ and $M^\infty_{(\tilde{E}_7,G)}$ stand for the corresponding Frobenius manifolds $M^\infty_{(f_{A'},G)}$. Combining the mirror symmetry isomorphism with the trivial group $G = \{\text{id}\}$ (on the right hand side) with the mirror symmetry isomorphism of our theorem (on the left hand side) we have the isomorphisms of Frobenius manifolds

$$M^\infty_{(\tilde{E}_6,K_1)} \cong M^\infty_{(\tilde{E}_6,\{\text{id}\})},$$

$$M^\infty_{(\tilde{E}_7,K_2)} \cong M^\infty_{(\tilde{E}_7,\{\text{id}\})}.$$

We show in Section 9 that these isomorphisms are non–trivial. Namely, the coincidence of the corresponding Frobenius manifold potentials is equivalent to the certain non-trivial identities in the ring of quasimodular forms.

**Organization of the paper.** In Section 2 we fix notation and introduce main objects. Section 3 considers the Frobenius manifolds of a cusp polynomial and Gromov–Witten theory. Mirror symmetry results with the trivial symmetry group are recalled in Section 4. In Section 5 we compute Hochschild cohomology of the category of $G$–equivariant matrix factorizations of $f_{A'}(x)$. Frobenius manifold $M^\infty_{(f_{A'},G)}$ is introduced in Section 6. This is also the section where main theorem of this paper is introduced. We prove this theorem in Section 7. Section 8 is devoted to the examples and Section 9 to the identities between the quasimodular forms.

**Acknowledgements.** The first named author is supported by RSF Grant No. 19-71-00086. The second named author is supported by JSPS KAKENHI Grant Number JP16H06337.
2. CUSP POLYNOMIAL AND GEIGLE–LENZING ORBITAL PROJECTIVE LINE

2.1. Cusp polynomial. Let $A' = (a'_1, a'_2, a'_3)$ be a triple of positive integers. We can associate to $A'$ the following polynomial
\[
x_1^{a'_1} + x_2^{a'_2} + x_3^{a'_3} - c^{-1} \cdot x_1 x_2 x_3, \quad c \in \mathbb{C} \setminus \{0\},
\]
that we call cusp polynomial. Consider its universal unfolding
\[
F_{A'}(x; s', s'_{\mu_{A'}}) := x_1^{a'_1} + x_2^{a'_2} + x_3^{a'_3} - (s_{\mu_{A'}})^{-1} \cdot x_1 x_2 x_3 + s_1 \cdot 1 + \sum_{i=1}^{3} \sum_{j=1}^{a_i' - 1} s_{i,j} \cdot x_i^j.
\]
For the later use, put $f_{A'}(x; s_{\mu_{A'}}) := F_{A'}(x; 0, s_{\mu_{A'}})$. Namely, we may identity $c$ above with the unfolding parameter $s_{\mu_{A'}}$. We often regard $f_{A'}(x; s_{\mu_{A'}})$ as a holomorphic map $X^s \to M^s$ for some suitable neighborhood of the origin $X^s \subset \mathbb{C}^4$ and $M^s := \{s_{\mu_{A'}} \in \mathbb{C} \setminus \{0\} \mid \|s_{\mu_{A'}}\| < \epsilon\}$.

In what follows we also use the notation:
\[
\mu_{A'} := 2 + \sum_{i=1}^{3} (a'_i - 1), \quad \chi_{A'} := 2 + \sum_{i=1}^{3} \left( \frac{1}{a'_i} - 1 \right).
\]

For $\chi_{A'} \leq 0$ the function $F_{A'}$ is a miniversal unfolding considering $s_1, s_{i,j}$ and $s_{\mu_{A'}}^{-1}$ as the unfolding parameters. Note that we have exactly $\mu_{A'}$ parameters in the unfolding $F_{A'}$. This number will become later the rank of the Frobenius manifold of cups polynomial. In what follows let $s$ vary in $S := \mathbb{C}^{\mu_{A'} - 1} \times M^s$.

Remark 1. If $\chi_{A'} < 0$, the point $0 \in \mathbb{C}^3$ is not the only isolated critical point of $f_{A'}$. For the later purposes we do not need these additional critical points. Therefore for any fixed $q$, we should consider $f_{A'}$ on a small neighborhood of $0 \in \mathbb{C}^3$, not containing any other critical points.

Associated to $f_{A'}$, for every fixed $c$, we consider the $\mathbb{C}$–algebra
\[
\text{Jac}(f_{A'}) := \mathcal{O}_{\mathbb{C}^3,0}/(\partial_{x_1} f_{A'}, \partial_{x_2} f_{A'}, \partial_{x_3} f_{A'})
\]
with the following basis
\[
e'_1 := [1], \quad e'_{\mu_{A'}} := [x_1 x_2 x_3], \quad e'_{i,j} := [x_i^j], \quad 1 \leq i \leq 3, 1 \leq j \leq a'_i - 1.
\]

The vector $e'_1$ is the unit and the product structure of $\text{Jac}(f_{A'})$ given by
\[
e'_{i_1,j_1} \circ e'_{i_2,j_2} = \begin{cases} 
\delta_{i_1,j_2} e'_{i_1,j_1 + j_2} & j_1 + j_2 < a'_{i_1}, \\
\frac{1}{c \cdot a'_{i_1}} e'_{i_2,j_2} & j_1 + j_2 = a'_{i_1};
\end{cases}
\]
The coordinates \( s_i \) are dual to the basis we fix in the following sense.

\[
e'_i = \left[ \frac{\partial F_{A'}}{\partial s_i} \right], \quad e'_{\mu A'} = s^\mu_{\mu A'}, \quad e'_{i,j} = \left[ \frac{\partial F_{A'}}{\partial s_{i,j}} \right]
\]

The algebra \( \text{Jac}(f_{A'}) \) with the product defined can be endowed with the pairing making it a Frobenius algebra. We will comment on this later because this pairing is only fixed after the certain addition choice is made - choice of a primitive form.

Assuming \( c \) as a parameter, we can consider \( \text{Jac}(f_{A'}) \) as a \( \mathbb{C}(c) \)-module. It has an extension \( \overline{\text{Jac}}(f_{A'}) \), that is a \( \mathbb{C}[c] \)-module, spanned by \( [1], [c^{-1}x_1x_2x_3] \) and \( [x'_1] \). By using the explicit form of the Jacobian ideal we have

\[
\overline{\text{Jac}}(f_{A'}) |_{c=0} \cong \mathbb{C}[x_1, x_2, x_3] / \left( x_1x_2, x_2x_3, x_1x_3, a'_1x_1^{a'_1} - a'_2x_2^{a'_2}, a'_2x_2^{a'_2} - a'_3x_3^{a'_3} \right).
\]

2.2. Orbifold projective line. We introduce the variety \( \mathbb{P}^1_{A,\Lambda} \) to be the certain orbifold projective line of Geigle and Lenzing (see [GL]).

For a natural \( r \geq 3 \) and for a \( r \)-tuple of positive integer numbers \( A = (a_1, \ldots, a_r) \) let \( \Lambda = (\lambda_1, \ldots, \lambda_r) \) be a multiplet of pairwise distinct elements of \( \mathbb{P}^1 \) normalized such that \( \lambda_1 = \infty, \lambda_2 = 0 \) and \( \lambda_3 = 1 \).

**Definition 2.**

1. Define a ring \( R_{A,\Lambda} \) by

\[
R_{A,\Lambda} := \mathbb{C}[X_1, \ldots, X_r] / I_{\Lambda},
\]

where \( I_{\Lambda} \) is an ideal generated by the \( r - 2 \) homogeneous polynomials

\[
X_i^{a_i} - X_2^{a_2} + \lambda_i X_1^{a_1}, \quad i = 3, \ldots, r.
\]

2. Denote by \( L_{\Lambda} \) an abelian group, generated by \( r \)-letters \( \vec{X}_i, i = 1, \ldots, r \), by

\[
L_{\Lambda} := \bigoplus_{i=1}^r \mathbb{Z}\vec{X}_i / M_{\Lambda},
\]

for being \( M_{\Lambda} \) the subgroup generated by the elements

\[
a_i\vec{X}_i - a_j\vec{X}_j, \quad 1 \leq i < j \leq r.
\]

3. The orbifold projective line of type \( (A, \Lambda) \) in the quotient stack \( \mathbb{P}^1_{A,\Lambda} \) defined by:

\[
\mathbb{P}^1_{A,\Lambda} := [(\text{Spec}(R_{A,\Lambda}) \setminus \{0\}) / \text{Spec}(\mathbb{C}[L_{\Lambda}])].
\]
An orbifold projective line of type \((A, \Lambda)\) is a Deligne–Mumford stack whose coarse moduli space is a smooth projective line \(\mathbb{P}^1\). Then the numbers \(\lambda_1, \ldots, \lambda_n\) are the coordinates of the projection on \(\mathbb{P}^1\) of the points having a non-trivial stabilizer. In what follows we skip the letter \(\Lambda\) in the notation of \(\mathbb{P}^1_{A, \Lambda}\) when \(r = 3\).

Following [CR] we associate to \(\mathbb{P}^1_{A, \Lambda}\) the orbifold cohomology ring \(H^\ast_{orb}(\mathbb{P}^1_{A, \Lambda}, \mathbb{Q})\). It is an associative commutative algebra with the basis \(\Delta_1, \Delta_\mu, \Delta_{i,j}\) with \(1 \leq i \leq r, 1 \leq j \leq a_i - 1\) such that:

\[
H^0_{orb}(\mathbb{P}^1_{A, \Lambda}) \cong \mathbb{Q}\Delta_1, \quad H^2_{orb}(\mathbb{P}^1_{A, \Lambda}) \cong \mathbb{Q}\Delta_\mu, \quad \Delta_{i,j} \in H^2_{orb}(\mathbb{P}^1_{A, \Lambda}),
\]

(10)

and the pairing \(\eta\) having only the following non-zero values:

\[
\eta(\Delta_1, \Delta_\mu) = 1, \quad \eta(\Delta_{i,j}, \Delta_{i,a_i-j}) = 1/a_i.
\]

Compared to the case of \(\text{Jac}(f_{A'})\) above, here we can not introduce the product structure before giving the certain additional data — the three-point correlators of Gromov–Witten theory of \(\mathbb{P}^1_{A, \Lambda}\).

2.3. Symmetry group. Let \(G\) be a finite abelian subgroup of \(\text{SL}(3, \mathbb{C})\) acting diagonally on \(\mathbb{C}^3\) such that \(f_{A'}(x)\) is invariant under its natural action. For each \(g \in G\), denote by \(N_g\) the dimension of the fixed locus which is a linear subspace of \(\mathbb{C}^3\) and by \(d_g := N - N_g\). Denote \(e[x] = \exp(2\pi \sqrt{-1} \cdot x)\). Each element \(g \in G\) has a unique expression of the form

\[
g = \text{diag} \left( e \left[ k_1 \right] / r, e \left[ k_2 \right] / r, e \left[ k_3 \right] / r \right) \quad \text{with } 0 \leq k_i < r,
\]

(11)

where \(r\) is the order of \(g\). The age of \(g\), which is introduced in [IR], is defined as the rational number

\[
\text{age}(g) := \frac{1}{r} \sum_{i=1}^{3} k_i.
\]

(12)

Since we assume that \(G \subset \text{SL}(3, \mathbb{C})\), this number is an integer. Define \(j_G\) to be the number of elements \(g \in G\) such that \(\text{age}(g) = 1\) and \(N_g = 0\). If \(g\) is an element of age 1, then \(g^{-1}\) is an element of age 2. Therefore, the number \(j_G\) is also the number of elements \(g \in G\) such that \(\text{age}(g) = 2\).

For \(i = 1, 2, 3\), let \(K_i\) be the maximal subgroup of \(G\) fixing the \(i\)-th coordinate \(x_i\), whose order \(|K_i|\) is denoted by \(n_i\).

**Proposition 3 ([ET, Corollary 2])**. We have

\[
|G| = 1 + 2j_G + \sum_{i=1}^{3} (n_i - 1),
\]

(13)

where \(j_G\) is the number of elements \(g \in G\) such that \(\text{age}(g) = 1\) and \(N_g = 0\).
For any \( g \in G \) let \( \text{Fix}(g) \subseteq \mathbb{C}^3 \) denote the fixed locus of \( g \) and \( I^c_g \) be a subset of \( \{1, 2, 3\} \), s.t. \( g(x_k) \neq x_k \) for \( k \in I^c_g \). Let \( f^g \) be the following polynomial

\[
f^g := f_{A^I} \mid_{x_k = 0, k \in I^c_g} = f_{A^I} \mid_{\text{Fix}(g)}.
\]

We have \( f^g = x^a_i \) for \( g \in K_i \).

For \( i = 1, 2, 3 \), set

\[
a_i := \frac{a'_i}{|G/K_i|},
\]

and define a tuple of positive integers \( A = (a_1, \ldots, a_r) \) by

\[
(a_1, \ldots, a_r) = \left( \frac{a'_i}{|G/K_i|} \ast |K_i|, i = 1, 2, 3 \right),
\]

where \( u \ast v \) denotes \( v \) copies of the integer \( u \) and we omit numbers equal to one on the right-hand side. Set

\[
\mu_A := 2 + \sum_{i=1}^{r} (a_i - 1), \quad \chi_A := 2 + \sum_{i=1}^{r} \left( \frac{1}{a_i} - 1 \right).
\]

3. Frobenius manifolds of a cusp polynomial and Gromov-Witten theory

Frobenius manifolds were introduced by B. Dubrovin (cf. [Dub2]). Important examples of Frobenius manifolds originate from singularity theory and Gromov–Witten theory.

**Definition 4.** Let \( M = (M, \mathcal{O}_M) \) be a connected complex manifold of dimension \( \mu \) whose holomorphic tangent sheaf and cotangent sheaf are denoted by \( \mathcal{T}_M \) and \( \Omega^1_M \) respectively and let \( d \) be a complex number.

A Frobenius structure of rank \( \mu \) and conformal dimension \( d \) on \( M \) is a tuple \( (\eta, \circ, e, E) \), where \( \eta \) is a non-degenerate \( \mathbb{Z}/2\mathbb{Z} \)-graded \( \mathcal{O}_M \)-symmetric bilinear form on \( \mathcal{T}_M \), \( \circ \) is an \( \mathcal{O}_M \)-bilinear product on \( \mathcal{T}_M \), defining an associative and commutative \( \mathcal{O}_M \)-algebra structure with a unit \( e \), and \( E \) is a holomorphic vector field on \( M \), called the Euler vector field, which are subject to the following axioms:

1. The product \( \circ \) is self-adjoint with respect to \( \eta \): that is,

   \[
   \eta(\delta \circ \delta', \delta'') = \eta(\delta, \delta' \circ \delta''), \quad \delta, \delta', \delta'' \in \mathcal{T}_M.
   \]

2. The Levi–Civita connection \( \nabla : \mathcal{T}_M \otimes_{\mathcal{O}_M} \mathcal{T}_M \to \mathcal{T}_M \) with respect to \( \eta \) is flat. That is,

   \[
   [\nabla \delta, \nabla \delta'] = \nabla [\delta, \delta'], \quad \delta, \delta' \in \mathcal{T}_M.
   \]

3. The tensor \( C : \mathcal{T}_M \otimes_{\mathcal{O}_M} \mathcal{T}_M \to \mathcal{T}_M \) defined by \( C_\delta \delta' := \delta \circ \delta' \), \( (\delta, \delta' \in \mathcal{T}_M) \) is flat: that is,

   \[
   \nabla C = 0.
   \]
(4) The unit element $e$ of the $\circ$-algebra is a $\nabla$-flat holomorphic vector field: that is, $\nabla e = 0$.

(5) The metric $\eta$ and the product $\circ$ are homogeneous of degree $2 - d$ ($d \in \mathbb{C}$) and $1$ respectively with respect to the Lie derivative $\text{Lie}_E$ of the Euler vector field $E$: that is, $\text{Lie}_E(\eta) = (2 - d)\eta$, $\text{Lie}_E(\circ) = \circ$.

A manifold $M$ equipped with a Frobenius structure $(\eta, \circ, e, E)$ is called a Frobenius manifold.

3.1. Orbifold Gromov-Witten theory. In [CR] the authors gave the treatment of GW-theory for an orbifold $X$. Let $I\mathcal{X}$ be the inertia orbifold of $\mathcal{X}$. Fixing $\beta \in H_2(I\mathcal{X}, \mathbb{Z})$ the authors define the moduli space $\overline{\mathcal{M}}_{g,n}(\mathcal{X}, \beta)$ of degree $\beta$ stable orbifold maps from the genus $g$ curve with $n$ marked points to $I\mathcal{X}$. Together with the suitable fundamental cycle $[\overline{\mathcal{M}}_{g,n}(\mathcal{X}, \beta)]^{\text{vir}}$ one can introduce the correlators. Define $ev_i : \overline{\mathcal{M}}_{g,n}(\mathcal{X}, \beta) \to I\mathcal{X}$ – the map sending the stable orbifold map with $n$ markings to its value at the $i$-th marked point.

Let $\gamma_i \in H^*_{\text{orb}}(I\mathcal{X}, \mathbb{Q})$ – the elements of the Chen-Ruan orbifold cohomology ring. The Gromov-Witten theory correlators are defined by:

$$\langle \gamma_1, \ldots, \gamma_n \rangle^\mathcal{X}_{g,n,\beta} := \int_{[\overline{\mathcal{M}}_{g,n}(\mathcal{X}, \beta)]^{\text{vir}}} ev_1^*\gamma_1 \wedge \ldots \wedge ev_n^*\gamma_n.$$
It is convenient to assemble the numbers obtained into a generating function called genus $g$ potential of the orbifold GW theory. Let

$$t := t_1 \Delta_1 + t_\mu \Delta_\mu + \sum_{i=1}^{r} \sum_{j=1}^{a_i-1} \Delta_{i,j} t_{i,j}$$

for the formal parameters $t_\bullet$ and the basis of $H^*_{orb}(I\mathcal{X}, \mathbb{Q})$ as in (10). This definition fixes the certain connection between $t_\bullet$ and $\Delta_\bullet$. Namely, we have $\frac{\partial}{\partial t_\bullet} = \Delta_\bullet$. We will call the coordinate $t_\bullet$ dual to $\Delta_\bullet$.

The genus $g$ potential is a formal power series in $t_\bullet$. It reads

$$\mathcal{F}^\mathcal{X}_g := \sum_{n,\beta} \frac{1}{n!} (t, \ldots, t)^\mathcal{X}_{g,n,\beta}.$$ 

The most important for us will be the genus zero potential. Due to the geometrical properties of the moduli space of curves, it is a solution to the WDVV equation and defines a Frobenius manifold that we denote by $M_\mathcal{X}$.

We have the following first examples.

$$\mathcal{F}_{P_{2,2,2}} = \frac{q^4}{4} + \frac{q^2}{2} \left(t_{1,1}^2 + t_{2,1}^2 + t_{3,1}^2\right) + qt_{1,1}t_{2,1}t_{3,1}$$

$$- \frac{1}{96} \left(t_{1,1}^4 + t_{2,1}^4 + t_{3,1}^4\right) + \frac{1}{4} \left(t_{1,1}^2 + t_{2,1}^2 + t_{3,1}^2\right) + \frac{1}{2} t_5 t_1,$$

$$\mathcal{F}_{P_{2,3,3}} = \frac{q^{12}}{12} + \frac{1}{2} q^8 t_{2,2}t_{3,2} + q^6 \left(\frac{t_{2,2}^3}{6} + \frac{t_{3,2}^3}{6} + \frac{t_{1,1}^2}{2}\right) + q^5 t_{1,1}t_{2,2}t_{3,2}$$

$$+ q^4 \left(\frac{5}{18} t_{2,2}^2 t_{3,2} + \frac{1}{6} t_{3,1}t_{2,2}^2 + \frac{1}{6} t_{2,1}t_{3,2}^2 + t_{2,1}t_{3,1}\right)$$

$$+ q^3 \left(\frac{t_{1,1}^3}{3} + \frac{1}{6} t_{2,2}t_{1,1} + \frac{1}{6} t_{3,2}t_{1,1} + t_{2,2}t_{1,1} + t_{3,1}t_{3,2}t_{1,1}\right)$$

$$+ q^2 \left(\frac{1}{72} t_{3,2}t_{2,2}^2 + \frac{1}{6} t_{2,1}t_{3,2}^2t_{2,2} + \frac{1}{72} t_{3,2}^4 t_{2,2}^2\right)$$

$$+ \frac{1}{2} t_{3,1}t_{2,2}^2 + \frac{1}{6} t_{3,1}t_{3,2}t_{2,2} + \frac{1}{2} t_{1,1}t_{3,2}t_{2,2} + \frac{1}{2} t_{2,1}t_{3,2}^2$$

$$+ q \left(\frac{1}{36} t_{1,1}t_{3,2}^2 t_{2,2} + \frac{1}{6} t_{1,1}t_{3,2} t_{2,2}^2 + \frac{1}{6} t_{1,1}t_{2,1}t_{3,2} + t_{1,1}t_{2,1}t_{3,1}\right)$$

$$- \frac{t_{2,2}^6 + t_{3,2}^6}{19440} + \frac{1}{648} t_{2,1}t_{2,2}^4 + \frac{1}{648} t_{3,1}t_{3,2}^4 - \frac{t_{1,1}^4}{96} + \frac{t_{2,1}^4}{18} + \frac{t_{3,1}^4}{18}$$

$$- \frac{1}{36} t_{2,2}^2 t_{2,1}^2 - \frac{1}{36} t_{3,1}t_{3,2}^2 + \frac{1}{4} t_{1,1}t_{2,2}^2 + \frac{1}{3} t_{1,1}t_{2,1}t_{2,2} + \frac{1}{3} t_{1,1}t_{3,1}t_{3,2} + \frac{1}{2} t_0 t_1,$$

where we use $q := \exp(t_\mu)$. 
These potentials were found by P.Rossi (cf. [R, Example 3.2]). However he had a missprint in $F_{1.2.2}$ that we fix above.

3.2. Singularity theory. For any fixed $f \in O_{C^{N},0}$ defining an isolated singularity let $\text{Jac}(f) := O_{C^{N},0}/(\partial x_{1}f, \ldots, \partial x_{N}f)$ and $\mu := \dim \text{Jac}(f)$. Given an unfolding $F : C^{n} \times C^{\mu} \rightarrow C$ of $f$, introduce Frobenius manifold structure on the base space $S$ of an unfolding. This is a $\mu$–dimensional open subspace of $C^{\mu}$. The product $\circ$ is induced from the critical sheaf $\mathcal{O}_{C} := O_{C^{n} \times S}/(\partial x_{1}F, \ldots, \partial x_{n}F)$ by the projection $p : C^{n} \otimes S \rightarrow C^{n}$. Namely, we have an isomorphism $T_{S} \rightarrow p^{\ast} \mathcal{O}_{C}$ given by $\delta \mapsto [\delta \cdot F]$. The product $\circ$ on $T_{S}$ is then defined as a pullback of the natural product of $p^{\ast} \mathcal{O}_{C}$ via this isomorphism.

The pairing $\eta$ is defined via the Poincare residue pairing. However, this requires an additional choice of a volume form. The result of K.Saito assures that for a special choice of a volume form called a primitive form, there is a flat connection $\nabla$ that is metric with respect to $\eta$ (cf. [Sai]). In what follows denote by $M_{f}^{\zeta}$ the Frobenius manifold structure defined by $f$ with a primitive form $\zeta$. The details of this construction can be found in [Sai, SaiT] and [ShiT1] for the case of cusp polynomials.

For any primitive form $\zeta$ and a non–zero constant $c \in C$, $\zeta' := c\zeta$ is again a primitive form. The two Frobenius manifolds $M_{f}^{\zeta}$ and $M_{f}^{\zeta'}$ have the same product structure, but the pairings are related by $\eta' = c^{2} \cdot \eta$. In general not all primitive forms of a given singularity are connected by a simple rescaling. Different choices of a primitive form can give Frobenius manifolds that are not isomorphic (cf. [MS]).

Choice of a primitive form seriously affects the potential of the Frobenius manifold $M_{f}^{\zeta}$. Recall that the potential is written in flat coordinates of $\eta$. The choice of a primitive form fixed the expression of the flat coordinates $t$ via the base space coordinates $s$.

3.2.1. Cusp polynomials. For $f_{A'}$ being a cusp polynomial, one considers the unfolding $F_{A'}$ as in Section 2.1. The primitive forms for this unfolding were considered by K.Saito and Ishibashi–Shiraishi–Takahashi (see [Sai] and [IST1] for different values of $\chi_{A'}$). In particular, there is a special choice of primitive form $\zeta = \zeta^{\infty}$, such that

$$\zeta^{\infty} = d^3 x s_{\mu_{A'}}^{-1} \quad \text{for } \chi_{A'} > 0,$$

$$\zeta^{\infty} = d^3 x (s_{\mu_{A'}}^{-1} + O(s)) \quad \text{for } \chi_{A'} \leq 0.$$

These primitive forms are called primitive forms at infinity. In what follows we denote by $M_{f_{A'}}^{\infty}$ the Frobenius manifold of a cusp polynomial with the primitive form $\zeta^{\infty}$. Let $\mathcal{F}_{f_{A'}}^{\infty}$ be its potential, written in the flat coordinates $t_\bullet$ dual to the basis (5).
The connection between these flat coordinates \( t_\bullet \) and coordinates \( s_\bullet \) of the unfolding is given by the functions \( t_\bullet = t_\bullet(s) \), satisfying
\[
 s_{\mu,\alpha'} = \exp(t_{\mu,\alpha'}), \quad \frac{\partial t_\alpha}{\partial s_\beta} \bigg|_{s=0} = \delta_{\alpha,\beta}, \quad t_\alpha \bigg|_{s=0} = 0, \quad s_{\mu,\alpha'} = 0 = 0,
\]
for all indices \( \alpha, \beta \). We have
\[
 t_1 \text{ is the flat coordinate dual to } [1] \text{ at the limit } s = s_{\mu,\alpha'} = 0,
\]
\[
 t_{i,j} \text{ is the flat coordinate dual to } [x_i] \text{ at the limit } s = s_{\mu,\alpha'} = 0,
\]
\[
 t_{\mu,\alpha'} \text{ is the flat coordinate dual to } (s_{\mu,\alpha'})^{-1}[x_1x_2x_3] \text{ at the limit } s = s_{\mu,\alpha'} = 0.
\]
Recall that the classes on the right hand side are exactly the classes spanning \( \text{Jac}(f_{\alpha'}) \).

In the flat coordinates the only non–zero values of \( \eta(\cdot, \cdot) \) are
\[
 \eta \left( \frac{\partial}{\partial t_1}, \frac{\partial}{\partial t_{\mu,\alpha'}} \right) = 1, \quad \eta \left( \frac{\partial}{\partial t_{i,j}}, \frac{\partial}{\partial t_{i,a_i'-j}} \right) = \frac{1}{a_i}, \quad 1 \leq i \leq 3, \quad 1 \leq j \leq a_i - 1.
\]
The Euler field reads
\[
 E = t_1 \frac{\partial}{\partial t_1} + \sum_{i=1}^{3} \sum_{j=1}^{a_i'-1} \frac{a_i' - j}{a_i'} t_{i,j} \frac{\partial}{\partial t_{i,j}} + \chi_{\alpha'} \frac{\partial}{\partial t_{\mu,\alpha'}}.
\]

The details of the construction of these Frobenius manifolds can be found in [IST2].

3.3. \( G \)-\textit{invariants} of \( M_{f_{\alpha'}}^\infty \). For a given cusp polynomial \( f_{\alpha'}(s) \) and \( G \subset G_{f_{\alpha'}} \), we can consider \( \mathcal{A}_{f_{\alpha'}}^G := (\text{Jac}(f_{\alpha'}))^G \). Namely, the \( G \)-invariant subspace of \( \text{Jac}(f_{\alpha'}) \). In particular, it has the basis (compare it to (5))
\[
 e_1 := [1], \quad e_{\mu,\alpha} := [x_1x_2x_3], \quad e_{i,j} := [x_i^{j,n_i}], \quad 1 \leq i \leq 3, \quad 1 \leq j \leq a_i - 1.
\]

Consider the coordinates \( s \) of the unfolding \( F(x, s) \). We call the coordinates \( s_\bullet \), dual to these vectors, \( G \)-\textit{invariant}. Namely, these are \( s_1, s_{\mu,\alpha'} \) and \( s_{i,j,n_i} \) for \( i,j \) as above. Set
\[
 S^G := S \mid_{s_{i,k}=0, \ k \not\in n_i, \mathbb{Z}}.
\]

Obviously, the \( G \)-invariant coordinates \( s_\bullet \) are coordinates of \( S^G \).

Let \( (\eta, \circ, e, E) \) be the Frobenius manifold structure of \( M_{f_{\alpha'}}^\infty \). It follows immediately by the definition that the product \( \circ : \mathcal{T}_S \otimes \mathcal{T}_S \to \mathcal{T}_S \) descends to the associative and commutative product \( \tilde{\circ} : \mathcal{T}_{S^G} \otimes \mathcal{T}_{S^G} \to \mathcal{T}_{S^G} \).

Consider now the flat coordinates \( t_\bullet = t_\bullet(s) \) above. We have
\[
 t_1 \mid_{S^G} = s_1 + \text{terms, at least quadratic in } s, \quad (18)
\]
\[
 t_{i,j,n_i} \mid_{S^G} = s_{i,j,n_i} + \text{terms, at least quadratic in } s, \quad (19)
\]
The special coordinate $t_{\mu_A'}$ is not changed by restricting to $S^G$. It follows that $t_1$, $t_{\mu_A'}$ and $t_{i,j,n_i}$, being restricted to $S^G$, can serve as the coordinates too. Note that $\eta$, restricted to these coordinates is non-degenerate.

We can consider the restriction of $(\eta, \circ, e, E)$ to the $G$–invariants. Denote

$$(M^\infty_{f_A'})^G := M^\infty_{f_A'} |_{t_{i,k} = 0, \ k \notin n_i \mathbb{Z}}.$$  

The vector field $e$ belongs to the tangent sheaf of $(M^\infty_{f_A'})^G$. The vector field $E$ is projected to this tangent sheaf in a straightforward way. By the discussion above we have that $\tilde{\circ}$ gives a suitable product and $\eta$ restricts too.

Summing all together we get that $(M^\infty_{f_A'})^G$ is a Frobenius submanifold of $M^\infty_{f_A'}$. Let $\mathcal{F}_{f_A'}$ be the potential of $M^\infty_{f_A'}$. Then the potential $\mathcal{F}^G_{f_A'}$ of $(M^\infty_{f_A'})^G$ is obtained from $\mathcal{F}_{f_A'}$ by setting $t_{i,k} = 0$, for all $1 \leq i \leq 3$ and $k \notin n_i \mathbb{Z}$.

4. Mirror symmetry with a trivial symmetry group

In this section we recall mirror symmetry results with the trivial symmetry group.

4.1. Mirror symmetry theorem. The following mirror symmetry theorem should be considered as the aggregate result of several different papers: [ShiT1], [SaT], [IST2], [R], [MR], [MS].

**Theorem 5** ([ShiT1, Theorem 4.1], [SaT, Theorem 3.6], [IST2, Corollary 4.5]). *Frobenius manifold of* $f_A'$ *with the unfolding* $F_{A'}$ *and the primitive form* $\zeta^\infty$ *is isomorphic to the Frobenius manifold of the Gromov–Witten theory of* $\mathbb{P}_{A'}$.

Writing the two Frobenius manifolds in the coordinates $t_\bullet$ we have used in Section 3, the mirror isomorphism $M^\infty_{f_A'} \rightarrow M^\bullet_{\mathbb{P}_{A'}}$ is given by

$$t_1 \mapsto t_1, \ t_{\mu_A'} \mapsto t_{\mu_A'}, \ t_{i,j} \mapsto t_{i,j}.$$  

The proof of this theorem requires a subtle analysis of the Gauss-Manin connection on the unfolding space $S$ of $f_A'$ and also the certain uniqueness theorem. On the level of Frobenius manifolds such uniqueness theorem was first formulated in [IST1]. In what follows we use another uniqueness theorem by Y.Shiraishi, generalizing the latter one.

**Theorem 6** ([Shi, Theorem 3.1]). *Let* $r, \ A, \ \mu_A$ *and* $\chi_A$ *be as in Section 2.2. There exists a unique Frobenius manifold* $M$ *of rank* $\mu_A$ *and conformal dimension one with flat coordinates* $(t_1, t_{1,1}, \ldots, t_{i,j}, \ldots, t_{r,a_r-1}, t_{\mu_A})$ *satisfying the following conditions:
(i) The unit vector field \( e \) and the Euler vector field \( E \) are given by
\[
e = \frac{\partial}{\partial t_1}, \quad E = t_1 \frac{\partial}{\partial t_1} + \sum_{i=1}^{r} \sum_{j=1}^{a_i-1} \frac{a_i - j}{a_i} t_{i,j} \frac{\partial}{\partial t_{i,j}} + \chi_A \frac{\partial}{\partial t_{\mu A}}.
\]

(ii) The non-degenerate symmetric bilinear form \( \eta \) on \( T_M \) satisfies
\[
\eta \left( \frac{\partial}{\partial t_1}, \frac{\partial}{\partial t_{\mu A}} \right) = \eta \left( \frac{\partial}{\partial t_{\mu A}}, \frac{\partial}{\partial t_1} \right) = 1,
\]
\[
\eta \left( \frac{\partial}{\partial t_{i_1,j_1}}, \frac{\partial}{\partial t_{i_2,j_2}} \right) = \begin{cases} 
\frac{1}{a_i} & i_1 = i_2 \text{ and } j_2 = a_i - j_1, \hfill \\
0 & \text{otherwise.}
\end{cases}
\]

(iii) The Frobenius potential \( \mathcal{F} \) satisfies \( E \mathcal{F}|_{t_1=0} = 2 \mathcal{F}|_{t_1=0} \),
\[
\mathcal{F}|_{t_1=0} \in \mathbb{C} \left[ \left[ t_{1,1}, \ldots, t_{1,a_1-1}, \ldots, t_{i,j}, \ldots, t_{r,a_r-1}, e^{t_{\mu A}} \right] \right].
\]

(iv) Assume the condition (iii), we have
\[
\mathcal{F}|_{t_1=e^{t_{\mu A}}, t_{i,j}=0} = \sum_{i=1}^{r} \mathcal{G}^{(i)}(t), \quad \mathcal{G}^{(i)} \in \mathbb{C}[[t_{i,1}, \ldots, t_{i,a_i-1}]], \quad i = 1, \ldots, r.
\]

(v) Assume the condition (iii). In the frame \( \frac{\partial}{\partial t_{1,1}}, \frac{\partial}{\partial t_{1,1}}, \ldots, \frac{\partial}{\partial t_{r,a_r-1}}, \frac{\partial}{\partial t_{\mu A}} \) of \( T_M \), the product \( \circ \) can be extended to the limit \( t_1 = t_{1,1} = \cdots = t_{r,a_r-1} = e^{t_{\mu A}} = 0 \). The \( \mathbb{C} \)-algebra obtained in this limit is isomorphic to
\[
\mathbb{C}\left[ x_1, x_2, \ldots, x_r \right] / \left( x_i x_j, a_i x_i^{a_i} - a_j x_j^{a_j} \right)_{1 \leq i < j \leq r},
\]
where \( \partial/\partial t_{i,j} \) are mapped to \( x_j^i \) for \( i = 1, \ldots, r, \) \( j = 1, \ldots, a_i - 1 \) and \( \partial/\partial t_{\mu A} \) is mapped to \( a_1 x_1^{a_1} \).

(vi) The term
\[
\left( \prod_{i=1}^{r} t_{i,1} \right) e^{t_{\mu A}}
\]
occurs with the coefficient 1 in \( \mathcal{F} \).

For the mirror symmetry purposes another theorem by Y. Shiraishi (see also [IST1] for \( r = 3 \) case) is helpful.

**Theorem 7 ([Shi, Theorem 5.5]).** The conditions of Theorem 6 are satisfied by the genus zero potential of the Gromov–Witten theory of \( \mathbb{P}_{A,\Lambda}^1 \) written in the basis (10).

The two theorems combined give that the Frobenius manifold \( M^\zeta_{f_{A'}} \) is isomorphic to \( M^\zeta_{f_{A'}} \) if and only if there is a choice of \( \zeta \) and the suitable coordinates \( t \), such that \( \mathcal{F}^\zeta_{f_{A'}}(t) \) satisfies all conditions of Theorem 6.
In [IST1] the authors show that $F_\infty^A$ satisfies all conditions of Theorem 7 above with $r = 3$. In particular, condition (v) is fulfilled by the algebra $\overline{\text{Jac}}(f_A')$. In the next section we develop an 'orbifold' version of it that will fulfill condition (v) for our mirror symmetry theorem.

5. Hochschild cohomology of a cusp polynomial

In this section we compute $\text{HH}^*(\text{MF}_G(f_A'))$. Recalling that $f_A'$ has an additional complex parameter $c$, we consider this Hochschild cohomology and related rings beneath as $\mathbb{C}(c)$–modules.

To perform the computations we make use of technique developed by Shklyarov in [S20].

5.1. Shklyarov’s technique in Hochschild cohomology. Shklyarov introduces a $\mathbb{Z}/2\mathbb{Z}$-graded $G$-twisted commutative algebra $A^*(f, G)$ whose underlying $\mathbb{C}$-vector space is given by

$$A^*(f, G) = \bigoplus_{g \in G} \text{Jac}(f^g)\xi_g,$$

(21)

where $\xi_g$ is a generator (a formal letter) attached to each $g \in G$. It is required that the group $G$ acts on $A^*(f, G)$ via a coordinate-wise action on $\text{Jac}(f^g)$ and a generator $\xi_g$ being transformed as

$$G \ni h = (h_1, \ldots, h_n): \xi_g \mapsto \prod_{i \in I^g} h_i^{-1} \cdot \xi_g.$$

(22)

so that the product structure of $A^*(f, G)$ is invariant under the $G$-action. In particular, its $G$-invariant part $A^*(f, G)^G$ is isomorphic as a $\mathbb{Z}/2\mathbb{Z}$-graded algebra to the Hochschild cohomology $\text{HH}^*(\text{MF}_G(f))$ of $\text{MF}_G(f)$ equipped with the cup product [S20, Theorem 3.1 and Theorem 3.4]. We shall recall the product structure of $A^*(f, G)$ [S20, Section 3].

Define the $n$-th $\mathbb{Z}$-graded Clifford algebra $\text{Cl}_n$ as the quotient algebra of

$$\mathbb{C}\langle \theta_1, \ldots, \theta_n, \partial_{\theta_1}, \ldots, \partial_{\theta_n} \rangle$$

modulo the ideal generated by

$$\theta_i\theta_j = -\theta_j\theta_i, \quad \partial_{\theta_i}\partial_{\theta_j} = -\partial_{\theta_j}\partial_{\theta_i}, \quad \partial_{\theta_i}\theta_j = -\theta_j\partial_{\theta_i} + \delta_{ij},$$

where $\theta_i$ is of degree $-1$ and $\partial_{\theta_i}$ is of degree $1$. For $I \subseteq \{1, \ldots, n\}$ write

$$\partial_{\theta_I} := \prod_{i \in I} \partial_{\theta_i}, \quad \theta_I := \prod_{i \in I} \theta_i,$$

(23)

where in both cases the multipliers are taken in increasing order of the indices. The subspaces $\mathbb{C}[\theta] = \mathbb{C}[\theta_1, \ldots, \theta_n]$ and $\mathbb{C}[\partial_{\theta}] = \mathbb{C}[\partial_{\theta_1}, \ldots, \partial_{\theta_n}]$ of $\text{Cl}_n$ have the left $\mathbb{Z}$-graded
Cl\_n-module structures via the isomorphisms

\[ \mathbb{C}[\theta] \cong \text{Cl}_n / \text{Cl}_n(\partial_{y_1}, \ldots, \partial_{y_n}), \quad \mathbb{C}[\partial_y] \cong \text{Cl}_n / \text{Cl}_n(\theta_1, \ldots, \theta_n). \]

Write \( \mathbb{C}[x_1, \ldots, x_n, y_1, \ldots, y_n] \) as \( \mathbb{C}[x, y] \) and \( \mathbb{C}[x_1, \ldots, x_n, y_1, \ldots, y_n, z_1, \ldots, z_n] \) as \( \mathbb{C}[x, y, z] \). For each 1 \( \leq i \leq n \), there is a map

\[ \nabla_i^{x\to(x,y)} : \mathbb{C}[x] \to \mathbb{C}[x, y], \quad \nabla_i(p) := \frac{l_i(p) - l_{i+1}(p)}{x_i - y_i}. \tag{24} \]

where \( l_i(p) := p(y_1, \ldots, y_{i-1}, x_i, \ldots, x_n) \), \( l_1(p) = p(x) \) and \( l_{n+1}(p) = p(y) \) [S20, Section 3.1.1]. They are called the difference derivatives, whose key property is the following:

\[ \sum_{i=1}^{n} (x_i - y_i) \nabla_i(p) = p(x) - p(y). \tag{25} \]

The difference derivatives can be applied consecutively. In particular, we shall use \( \nabla_{i\to(y,x)} \nabla_{j\to(y,x)}(p) \), which is an element of \( \mathbb{C}[x, y, z] \). For an \( \mathbb{C} \)-algebra homomorphism \( \psi : \mathbb{C}[x] \to \mathbb{C}[x] \), write \( \nabla_{i\to(x,\psi(x))}^{x\to(y,x)}(p) := \nabla_{i\to(x,\psi(x))}^{x\to(y,x)}(p) \bigg|_{y=\psi(x)} \in \mathbb{C}[x] \).

Now we are ready to describe the product structure of \( \mathcal{A}^*(f, G) \). For each pair \((g, h)\) of elements in \( G \), define the class \( \sigma_{g,h} \in \text{Jac}(f^gh) \) as follows.

- If \( d_{g,h} := \frac{1}{2}(d_g + d_h - d_{gh}) \) is not a non-negative integer, set \( \sigma_{g,h} = 0 \).
- If \( d_{g,h} \) is a non-negative integer, define \( \sigma_{g,h} \) to be the class of the coefficient of \( \partial_{\theta_{1g}} \) in the expression

\[ \frac{1}{d_{g,h}} \gamma \left( \left[ H_f(x, g(x), x) \right]_{gh} + \left[ H_{f,g}(x) \right]_{gh} \right) \frac{1}{d_{g,h}} \partial_{\theta_{1g}} \partial_{\theta_{1g}} — \partial_{\theta_{1g}} \right) \tag{26} \]

where

1. \( H_f(x, g(x), x) \) is the element of \( \mathbb{C}[x] \otimes \mathbb{C}[\theta]^{\otimes 2} \) defined as the restriction to the set \( \{ y = g(x), z = x \} \) of the following element of \( \mathbb{C}[x, y, z] \otimes \mathbb{C}[\theta]^{\otimes 2} \)

\[ H_f(x, y, z) := \sum_{1 \leq j \leq i \leq n} \nabla_{j\to(y,x)}^{y\to(y,x)} \nabla_{i\to(x,y)}^{x\to(x,y)}(f) \theta_i \otimes \theta_j; \tag{27} \]

2. \( H_{f,g}(x) \) is the element of \( \mathbb{C}[x] \otimes \mathbb{C}[\theta] \) is given by

\[ H_{f,g}(x) := \sum_{i,j \in l_g, j < i} \frac{1}{1 - g_j} \nabla_{j\to(x,x^g)}^{x\to(x,x^g)} \nabla_{i\to(x,x^g)}^{x\to(x,x^g)}(f) \theta_j \theta_i, \tag{28} \]

where \( x^g \) is defined as \( (x^g)_i = x_i \) if \( i \in I_g \) and \( (x^g)_i = 0 \) if \( i \in I^c_g \);

3. \( [-]_{gh} : \mathbb{C}[x] \otimes V \to \text{Jac}(f^gh) \otimes V \) for \( V = \mathbb{C}[x] \otimes \mathbb{C}[\theta]^{\otimes 2} \) or \( V = \mathbb{C}[x] \otimes \mathbb{C}[\theta] \) is a \( \mathbb{C} \)-linear map defined as the extension of the quotient map \( \mathbb{C}[x] \to \text{Jac}(f^gh) ; \)

4. the \( d_{g,h} \)-th power in Equation (26) is computed with respect to the natural product on \( \mathbb{C}[x] \otimes \mathbb{C}[\theta] \otimes \mathbb{C}[\theta] \).
Recall that we consider $A$.

Define the elements $\phi$, $\psi$, and $\theta$.

Consider one more piece of notation. For any $k$ denote by $k_i = \text{id}$ in $G$. Note that the elements $\phi(x)$ have even parity in $A^*(f_A, G)$ for all $i, a$. By Proposition 3 we have also $2j_G$ group elements left, giving odd parity sectors. These group elements have empty fixed locus.

We have to compute the following products

\[ \xi_{g^k} \cup [\phi(x)] = \left[ \phi(x) \right], \quad \xi_{g^k} \cup \xi_{g^l} \]

in even sector and also

\[ \xi_{g^k} \cup \xi_{g^l} \cup \xi_{g^m} \quad \text{for} \quad h, h', \in G, \quad \text{Fix}(h) = \text{Fix}(h') = 0 \]

in the odd sector.

Consider one more piece of notation. For any $k, l, m$ such that $\{k, l, m\} = \{1, 2, 3\}$ and $g_k^a \neq \text{id}$ there exists $\lambda \in \mathbb{C}^* \setminus \{1\}$ such that

\[ g_k^a = \begin{cases} (1, \lambda, \lambda^{-1}), & k = 1, \\ (\lambda, 1, \lambda^{-1}), & k = 2, \\ (\lambda, \lambda^{-1}, 1), & k = 3. \end{cases} \]

Define the elements:

\[ \bar{\xi}_{g_k^a} := (1 - \lambda^{-1})\xi_{g_k^a}. \]

Recall that we consider $A^*(f_A, G)$ as a $\mathbb{C}(c)$–module. Its structure is described by the following proposition.

**Proposition 8.** For any $k, l, m$ such that $\{k, l, m\} = \{1, 2, 3\}$ and $h, h' \in G$, such that $\text{Fix}(h) = \text{Fix}(h') = 0$ we have in $A^*(f_A, G)$

\[ \bar{\xi}_{g_k^a} \cup \bar{\xi}_{g_k^b} = \begin{cases} -[c^{-1}x_k] \cdot \bar{\xi}_{g_k^{a+b}} & \text{if } g_k^{a+b} \neq \text{id}, \\ [-a_l a_m x_l^{a_1'} x_m^{a_2'} x_m^{a_3'} - c^2 x_k^2] \cdot \xi_{\text{id}} & \text{if } g_k^{a+b} = \text{id}. \end{cases} \]
\[ \xi_{g_k^a} \cup \xi_{g_l^b} = \begin{cases} 0 & \text{if } \text{Fix}(g_k^a g_l^b) = 0, \\
[\alpha_m(a'_m - 1)x_m^{a'_m - 2}] \cdot \xi_{g_k^a g_l^b} & \text{otherwise.} \end{cases} \] 

(32)

To prove the proposition we should prepare some computations. We have

\[ H_{f_{A'}}(x, y, z) = \sum_{k=1}^{3} \frac{1}{y_k - z_k} \left( \frac{x_k^{a'_k} - y_k^{a_k'}}{x_k - y_k} - \frac{x_k^{a'_k} - y_k^{a_k'}}{x_k - z_k} \right) \theta_k \otimes \theta_k \]

(33)
\[- c^{-1} x_3 \partial \theta_1 - c^{-1} y_2 \partial \theta_1 - c^{-1} z_1 \partial \theta_2. \]

(34)

To simplify the formulae in what follows we use the notation. For a given group element \( g \) let the polynomials \( A_{kl} \in \mathbb{C}[x] \) be fixed by the equality

\[ H_{f_{A'}}(x, g(x), x) = \sum_{i \leq j} A_{ji} \partial \theta_j \otimes \theta_i. \]

Obviously, these polynomials depend on \( g \), however this dependence will be clear in the context and therefore dropped in the notation.

We should also compute \( H_{f_{A'}, g}(x) \) for different group elements \( g \). For \( g = (g_1, g_1^{-1}, 1) \) we have

\[ H_{f_{A'}, g}(x) = \frac{1}{1 - g_1} \nabla^x_{1 \rightarrow x(x^a)} \nabla^x_{2 \rightarrow x(g(x))} (f_{A'}) \theta_1 \theta_2 \]

(35)
\[ = \frac{1}{1 - g_1} \nabla^x_{1 \rightarrow x(x^a)} \frac{1}{x_2(1 - g_1^{-1})} ((g_1 x_1)^{a_1} + x_2^{a_2} + x_3^{a_3} - c^{-1} g_1 x_1 x_2 x_3) \]

(36)
\[- ((g_1 x_1)^{a_1} + (g_1^{-1} x_2)^{a_2} + x_3^{a_3} - c^{-1} x_1 x_2 x_3)) \theta_1 \theta_2 \]

(37)
\[ = \frac{1}{1 - g_1} \nabla^x_{1 \rightarrow x(x^a)} c^{-1} x_1 x_3 \frac{1 - g_1}{1 - g_1^{-1}} \theta_1 \theta_2 \]

(38)
\[ = \frac{c^{-1}}{1 - g_1^{-1}} x_3 \theta_1 \theta_2. \]

(39)

Similarly for \( g = (g_1, 1, g_1^{-1}) \)

\[ H_{f_{A'}, g}(x) = c^{-1} \frac{1}{1 - g_1^{-1}} x_2 \theta_1 \theta_3, \]

(40)

and \( g = (1, g_1, g_1^{-1}) \)

\[ H_{f_{A'}, g}(x) = c^{-1} \frac{1}{1 - g_1^{-1}} x_1 \theta_2 \theta_3. \]

(41)

**Proof of Proposition 8.**

**Case 1:** \( \xi_{g_k^a} \cup \xi_{g_k^b} \neq \text{id} \). Assume \( g_k = g_3 \), the proof will be the same for \( g_2 \) and \( g_1 \). Then for some \( \lambda_1, \lambda_2 \in \mathbb{C}^* \) we have \( g_k^a = (\lambda_1, \lambda_1^{-1}, 1) \) and \( g_k^b = (\lambda_2, \lambda_2^{-1}, 1) \). We have \( d_{g_k^a, g_k^b} = 1 \) and following the technique of Shklyarov we need to find the coefficient of \( \partial \theta_1 \partial \theta_2 \).
Therefore we have

$$\left( [H_{f_a'}(\mathbf{x}, g_k^a(\mathbf{x}), \mathbf{x})]_{g_k^a} + [H_{f_a'.g_k^b}(\mathbf{x})]_{g_k^b} \otimes 1 \right)$$

\[ + 1 \otimes [H_{f_a'.g_k^b}(g_k^a(\mathbf{x}))]_{g_k^b} \cdot \partial_{\theta_1} \partial_{\theta_2} \otimes \partial_{\theta_1} \partial_{\theta_2}. \]

(42)

We have

$$[H_{f_a'.g_k^b}(\mathbf{x})]_{g_k^b} = \frac{c^{-1}}{1 - \lambda_1^{-1}} x_3 \theta_1 \theta_2,$$

and by the simple combinatorics we have to compute the coefficient of \( \partial_{\theta_1} \partial_{\theta_2} \) in

$$\left( A_{21} \cdot \theta_2 \otimes \theta_1 + \frac{c^{-1}}{1 - \lambda_1^{-1}} x_3 \cdot \theta_1 \theta_2 \otimes 1 + \frac{c^{-1}}{1 - \lambda_2^{-1}} x_3 \cdot 1 \otimes \theta_1 \theta_2 \right) \cdot \partial_{\theta_1} \partial_{\theta_2} \otimes \partial_{\theta_1} \partial_{\theta_2}.$$  

(43)

Therefore we have

$$\sigma(g_k^a, g_k^b) = -c^{-1} x_3 \left(-1 + \frac{1}{1 - \lambda_1^{-1}} + \frac{1}{1 - \lambda_2^{-1}}\right) = -c^{-1} x_3 \left(1 - (\lambda_1 \lambda_2)^{-1}\right).$$

(44)

**Case 2:** \( \xi_{g_k} \cup \xi_{g_k'} \). Assume \( g_k = g_3 \), the proof will be the same for \( g_2 \) and \( g_1 \). Then for some \( \lambda_1 \in \mathbb{C}^* \) we have \( g_k^a = (\lambda_1, \lambda_1^{-1}, 1) \) and \( g_k^a = (\lambda_1^{-1}, \lambda_1, 1) \). We have \( d_{g_k^a,g_k^a} = 2 \) and we need to find the coefficient of 1 in the expression

\[ \frac{1}{2} \left( [H_{f_a'}(\mathbf{x}, g_k^a(\mathbf{x}), \mathbf{x})]_{\text{id}} + [H_{f_a'.g_k^b}(\mathbf{x})]_{\text{id}} \otimes 1 \right) \]

\[ + 1 \otimes [H_{f_a'.g_k^b}(g_k^a(\mathbf{x}))]_{\text{id}} \cdot \partial_{\theta_1} \partial_{\theta_2} \otimes \partial_{\theta_1} \partial_{\theta_2}. \]  

(45)

Using the expressions of \( H_{f_a'.g_k^b} \) computed above \( \sigma(g_k^a, g_k^a) \) is the coefficient of 1 in

$$\left( A_{11} \theta_1 \otimes \theta_1 \cdot A_{22} \theta_2 \otimes \theta_2 + \frac{c^{-1}}{1 - \lambda_1^{-1}} x_3 \theta_1 \theta_2 \otimes \frac{c^{-1}}{1 - \lambda_1} x_3 \theta_1 \theta_2 \right) \cdot \partial_{\theta_1} \partial_{\theta_2} \otimes \partial_{\theta_1} \partial_{\theta_2}$$

(46)

$$= \left( -\frac{a_1'}{\lambda_1 - 1} \frac{a_1'^{-2}}{\lambda_1^{-1} - 1} + \frac{c^{-2}}{1 - \lambda_1} \frac{x_3^2}{1 - \lambda_1} \right) \left( \theta_1 \theta_2 \otimes \theta_1 \theta_2 \cdot \partial_{\theta_1} \partial_{\theta_2} \otimes \partial_{\theta_1} \partial_{\theta_2} \right)$$

(47)

Therefore we have

$$\sigma(g_k^a, g_k^a) = \frac{1}{1 - \lambda_1^{-1}} \frac{1}{1 - \lambda_1} \left( -a_1'a_2'x_1^{a_1'^{-2}}x_2^{a_2'^{-2}} + c^{-2}x_3^2 \right).$$

(48)

**Case 3:** \( \xi_{g_k} \cup \xi_{g_l} \). If \( \text{Fix}(g_k^a g_l^b) = 0 \) we have \( \xi_{g_k} \cup \xi_{g_l} = 0 \) by the parity counting. Otherwise assume \( k = 3 \) and \( l = 2 \), the proof for all other cases will be similar. For some \( \lambda_1 \in \mathbb{C}^* \) we have \( g_k^a = (\lambda_1, \lambda_1^{-1}, 1) \) and \( g_l^b = (\lambda_1^{-1}, 1, \lambda_1) \). \( d_{g_k^a,g_l^b} = 1 \) and we need to find the coefficient
Denote by \( e \) consider the vectors \( C \) of
\[
\frac{\partial}{\partial \theta_i} g \otimes \frac{\partial}{\partial \theta_i},
\]
The general technique of Shklyarov is applied for the functions defined
\[
\partial g = \theta \frac{\partial g}{\partial \theta_i} \frac{\partial}{\partial \theta_i}.
\]

The fixed locus of \( g^b \) is \( C \) and we have
\[
\left[ H_{f^b}(g^b) \right]_{g^b, g^b} = 0,
\]
from where \( \sigma(\xi, \xi) \) is the coefficient of \( \partial \theta_i \theta \) in the expression
\[
\left( A_{11} \cdot \theta_1 \right) \cdot \partial \theta_i, \partial \theta_i, \partial \theta_i.
\]
We get
\[
\sigma(g^a, g^b) = \frac{\lambda_1}{\lambda_1 - 1} a'(a' - 1) x_1^{-2}.
\]

\textbf{Remark 9.} The general technique of Shklyarov is applied for the functions defined
globally as we need to assume only the isolated singularity at the origin (recall
Remark 1). Due to this fact the technique of Shklyarov can be applied directly in the
cases when \( \chi_{A'} \geq 0 \), but need to be refined in the other cases. Exactly this problem with
\( A' = (2g + 1, 2g + 1, 2g + 1) \) was addressed in Appendix A of [S20]. It was shown there
that for cusp polynomials with \( \chi_{A'} \leq 0 \), namely the pair \( (\C[x], f_{A'}) \) the technique of
Shklyarov can still be applied. The same reasoning works for any set \( A' \) we use.

\textbf{5.3. Extension of HH*(MF\(_G\)(f\(_{A'}\))).} Let \( G \) be such that \( j_G = 0 \). For all \( g \in G \setminus \{id\} \)
consider the vectors \( e_g := -c \cdot \xi_g \). Define also \( e_{g^b} := \frac{1}{m_i} [x_k] \cdot \xi_id \). Let \( \overline{\mathcal{A}}(f_{A'}, G) \) be the free
\( \C[c] \otimes \C \) \( \text{Jac}(f_{A'}) \)–module of rank \( \mu_{A'} \) generated by \( e_g \) for all \( g \in G \) and \([c^{-1} x_1 x_2 x_3] \cdot \xi_id \).
Denote by \( \circ \) its product obtained by restriction of \( \cup \)–product. We need to show that \( \circ \) is
a \( \C[c] \)–product.

For all \( i = 1, 2, 3 \) and \( k = 1, \ldots, n_i \) define:
\[
[x_{i,k}] := \sum_{l=0}^{n_i-1} \omega_i^{(k-1)l} [x_{i,k}]^{G/K_i} e_g^l \in \overline{\mathcal{A}}(f_{A'}, G),
\]
for \( \omega_i := e [1/n_i] \).

\textbf{Proposition 10.} The following equalities hold in \( \overline{\mathcal{A}}(f_{A'}, G) \).
\[
[x_{i,k}]^2 = [x_{i,k}]^{G/K_i} x_{i,k}, \quad \forall i, k, \quad (52)
\]
\[
[x_{i,k_1}] \circ [x_{i,k_2}] = 0, \quad \forall k_1 \neq k_2, \quad (53)
\]
\[ [x_{i,k}] \circ [x_{j,k}] = \frac{1}{n_i n_j} [x_i x_j] \xi_{id}, \quad \forall i \neq j. \quad (54) \]

**Proof.** We have

\[
[x_{i,k}]^2 = \sum_{l'=0}^{n_i-1} \omega_{i}^{(k-1)l'} \sum_{l''=0}^{n_i-1} \omega_{j}^{(k-1)l''} [x_i^{[G/K]}] [x_j^{[G/K]}] e_{g_{l'}^{l''}} \\
= [x_i^{[G/K]}] \sum_{l'=0}^{n_i-1} \omega_{i}^{(k-1)l'} \sum_{l''=0}^{n_i-1} \omega_{i}^{(k-1)l''} [x_i^{[G/K]}] e_{g_{l'}^{l''}} \\
= [x_i^{[G/K]}] x_{i,k}. \quad (55)
\]

Similarly

\[
[x_{i,k_1}] \circ [x_{i,k_2}] = \sum_{l'=0}^{n_i-1} \omega_{i}^{(k_1-1)l'} \sum_{l''=0}^{n_i-1} \omega_{i}^{(k_2-1)l''} [x_i^{[G/K]}] [x_i^{[G/K]}] e_{g_{l'}^{l''}} \\
= \sum_{l',l''=0}^{n_i-1} \omega_{i}^{(k_1-1)l'} [(k_2-1)l''] [x_i^{[G/K]}] [x_i^{[G/K]}] e_{g_{l'}^{l''}} = 0. \quad (56)
\]

Now compute the mixed products \([x_{i,k_1}] \circ [x_{j,k_2}]\) with \(i \neq j\)

\[
[x_{1,k_1}] \circ [x_{2,k_2}] = e_{g_{1}^{1}} \circ e_{g_{2}^{1}} = \frac{1}{n_1 n_2} [x_1 x_2] \xi_{id}. \quad (60)
\]

Remaining products \([x_{1,k_1}] \circ [x_{3,k_2}]\) and \([x_{2,k_1}] \circ [x_{3,k_2}]\) are computed similarly. \(\square\)

**Corollary 11.** There exists a free \(\mathbb{C}[c]\)-module \(\overline{\mathcal{A}}(f_{A'}, G) \hookrightarrow \mathcal{A}^*(f_{A'}, G)\) of rank \(\mu_{A'}\), such that

(a): \(\overline{\mathcal{A}}(f_{A'}, G)\) is a Frobenius algebra,

(b): the quotient \(\overline{\mathcal{A}}(f_{A'}, G) |_{c=0} := \overline{\mathcal{A}}(f_{A'}, G)/\langle c \rangle\) is a \(\mu_{A'}\)-dimensional \(\mathbb{C}\)-algebra, containing \(\overline{\text{Jac}}(f_{A'})\) as a subalgebra

(c): the \(G\)-invariant submodule \(\big(\overline{\mathcal{A}}(f_{A'}, G) |_{c=0}\big)^{G}\) is a \(\mu_{A'}\)-dimensional \(\mathbb{C}\)-algebra uniquely determined by \(f_{A'}, G\) up to isomorphism. It is isomorphic to

\[
\mathbb{C}[z_{1,1}, \ldots, z_{3,n_3}] / \langle z_{i,k} z_{j,l}, a_i z_{i,k}^a - a_j z_{j,l}^a, i, j = 1, 2, 3, k = 1, \ldots, n_i, l = 1, \ldots, n_j \rangle. \quad (61)
\]

**Proof.** By the definition we have an embedding

\[
\overline{\mathcal{A}}(f_{A'}, G) \hookrightarrow \mathcal{A}^*(f_{A'}, G).
\]

The products \(e_g \circ e_h\) can be computed via Proposition 8. It follows immediately from it that the structure constants of \(\overline{\mathcal{A}}(f_{A'}, G)\) are polynomial in \(c\). We get a Frobenius
algebra structure because $A^s(f_{a'}, G)$ is Frobenius algebra. Denote the product of it by $\circ$. This gives (a).

Part (b) is straightforward. By the definition, the action of $h = (h_1, h_2, h_3) \in G$ on $\tilde{\xi}_{i_1}$ reads $h(\tilde{\xi}_{i_1}) = (h_2 h_3)^{-1} \tilde{\xi}_{i_1} = h_1 \tilde{\xi}_{i_1}$ and similarly for $e_{g_2}, e_{g_3}$. Therefore $[x_{i,k}]$ above is $G$–invariant. It is clear that all such elements generate $(\mathcal{A}^s(f_{a'}, G) |_{c=0})^G$ as a $\mathbb{C}$–algebra.

The mixed products $[x_i, x_j]$ vanish in $\overline{\text{Jac}}(f_{a'}) |_{c=0}$. From Eq.(54) above we have $[x_{i,k}] \circ [x_{j,k}] = 0$ in $(\mathcal{A}^s(f_{a'}, G) |_{c=0})^G$. From Eq.(52) we get

$$[x_{i,k}]^{o_{a_i}} = n_i [x_{i'}^{a_i}] \cdot \xi_{id} = \frac{a_i'}{a_i |G|} [x_{i'}^{a_i}] \cdot \xi_{id}. \quad (62)$$

Because $a_i'[x_{i'}^{a_i}] = a_j'[x_{j'}^{a_j}]$ in $\overline{\text{Jac}}(f_{a'})$ we have $a_i[x_{i,k}]^{o_{a_i}} = a_j[x_{j,k}]^{o_{a_j}}$ in $(\mathcal{A}^s(f_{a'}, G) |_{c=0})^G$.

This concludes the proof.

\[\Box\]

6. Frobenius manifold of a Landau–Ginzburg orbifold

Fix a pair $(f_{a'}, G)$. Let $M^\infty_{f_{a'}}$ be the Frobenius manifold of $f_{a'}$ with a primitive form at infinity as in Section 3. It gives the Frobenius structure on $S = \mathbb{C}^{|A'|} \times M^s$ for $M^s \cong \{z \in \mathbb{C} \setminus \{0\} \mid |z| < \epsilon\}$. Denote $S_{f_{a'}, G} := \mathbb{C}^{|A'|-1} \times M^s$.

**Definition 12.** We call $M^\infty_{f_{a'}, G}$ the Frobenius manifold of the pair $(f_{a'}, G)$ with the primitive form at infinity if it gives a Frobenius structure on $S_{(f_{a'}, G)}$, satisfying the following axioms below.

6.1. Axioms.

**(coordinates axiom):** $M^\infty_{f_{a'}, G}$ has the flat coordinates

$$v_{i_d,k}, \quad 1 \leq k \leq \mu_A, \quad v_{g_{l,k}}, \quad 1 \leq l \leq n_i - 1, \quad 1 \leq k \leq a_i - 1, \quad (63)$$

for $g_{i}$ being a generator of $K_i \subseteq G$.

The vector $\partial/\partial v_{i_d,1}$ is the unit of the Frobenius manifold,

**(quasihomogeneity axiom):** $M^\infty_{f_{a'}, G}$ is quasihomogeneous of conformal dimension 1 with respect to the Euler field

$$E = v_{i_d,1} \frac{\partial}{\partial v_{i_d,1}} + \sum_{i=1}^{3} \sum_{l=1}^{n_i-1} \sum_{k=1}^{a_i-1} \frac{a_i - k}{a_i} v_{g_{l,k}} \frac{\partial}{\partial v_{g_{l,k}}} + \chi_A \frac{\partial}{\partial v_{i_d,\mu_A}}.$$

**(expansion axiom):** potential of $M^\infty_{f_{a'}, G}$ has a series expansion in $v_{i_d,1}, \ldots, v_{i_d,\mu_A-1}$, $v_{g_{l,k}}$ and $\exp([G] v_{\mu_A})$,.
(extended Jac axiom): the tangent space $T_0 M_{f_{A'},G}^\infty$, restricted at $v_{id,1} = \cdots = v_{id,\mu_A-1} = 0$ and $v_{g_i,k} = 0$, is isomorphic to $\tilde{A}^\infty(f_{A'},G)$ as Frobenius $\mathbb{C}[c]$–algebra with $c = \exp(|G|v_{id,\mu_A})$

(G-grading axiom): for every fixed $1 \leq i \leq 3$ the potential of $M_{f_{A'},G}^\infty$ is invariant under the change of the variables $v_{g_i,k} \rightarrow g_i^l v_{g_i,k}$, $1 \leq l \leq n_i - 1$.

It follows from this axiom together with extended Jac axiom that the product of $M_{f_{A'},G}^\infty$ is $G$–graded. In particular,

$$M_{f_{A'},G}^\infty := M_{f_{A'},G}^\infty |_{v_{g_i,k}=0}.$$ is a Frobenius submanifold.

(invariant sector axiom): there is a Frobenius manifold isomorphism $(M_{f_{A'}}^\infty)^G \cong M_{f_{A'},G}^\infty$.

(Aut–invariance axiom): for every group automorphism $\phi : G \rightarrow G$, the potential of $M_{f_{A'},G}^\infty$ is invariant with respect to the change of the variables $v_{g_i,k} \rightarrow v_{\phi(g_i),k}$.

Remark 13. All the axioms above are essential from the point of view of Landau-Ginzburg orbifolds. Coordinate axiom, invariant sector axiom and expansion axiom are expected by all Frobenius manifolds of Landau-Ginzburg orbifolds. Extended Jac axiom is specific for the cusp polynomials, having one–dimensional space of marginal deformations. Quasihomogeneity axiom could be reformulated by saying that the quasihomogeneity of the Frobenius manifold should agree with the quasihomogeneity of $\tilde{A}^\infty(f_{A'},G)$. $G$–grading axiom just requires the product of $M_{f_{A'},G}^\infty$ to respect the $G$–grading. Aut–invariance axiom is specific for $(f_{A'},G)$. It reflects the fact that the subgroups $K_i \subseteq G$ don’t have any canonical generator whereas some generator is fixed in our notation.

Main theorem of this paper is the following.

Theorem 14. Let $M_{f_{A'},G}^\infty$ be the Frobenius manifold of the pair $(f_{A'},G)$ as above. Then there is a Frobenius manifolds isomorphism:

$$M_{f_{A'},G}^\infty \cong M_{f_{A'},G}^\infty.$$ (64)

In particular the potential $F_{f_{A'},G}^\infty$ coincides with the potential of genus 0 orbifold Gromov–Witten theory of $\mathbb{P}^1_A$ after a suitable choice of coordinates.

Corollary 15. The Frobenius manifold $M_{f_{A'},G}^\infty$ is uniquely determined by the axioms.

It follows immediately from its definition that for $\chi_{A'} = 0$ (respectively $\chi_{A'} > 0$) we have $\chi_A = 0$ (respectively $\chi_A > 0$) for any symmetry group allowed. We list all possible pairs $A'$ and $G$ with $\chi_{A'} \geq 0$ in Table 1 and Table 2 below.
Remark 16. If both $A'$ and $A$ are of length 3, it turns out that we have a isomorphism $M_{(f_{A'},G)}^∞ \cong M_{f_A}^∞$. If this holds we write the type of the corresponding singularity in the last column. Note that one should not mix up this isomorphism with LG-LG mirror isomorphism because both Frobenius manifolds represent the B-models.

| $A'$ | type of $f_{A'}$ | $G$ | $A$ | type of $f_A$ |
|------|-----------------|-----|-----|---------------|
| (3, 3, 3) | $\tilde{E}_6$ | $\langle (e[0], e[\frac{1}{3}], e[\frac{2}{3}]) \rangle$ | (3, 3, 3) | $\tilde{E}_6$ |
| (4, 4, 2) | $\tilde{E}_7$ | $\langle (e[0], e[\frac{1}{3}], e[\frac{1}{2}]) \rangle$ | (4, 4, 2) | $\tilde{E}_7$ |
| (4, 4, 2) | $\tilde{E}_7$ | $\langle (e[\frac{1}{3}], e[\frac{1}{2}], e[0]) \rangle$ | (2, 2, 2, 2) | - |
| (6, 3, 2) | $\tilde{E}_8$ | $\langle (e[\frac{1}{3}], e[0], e[\frac{1}{2}]) \rangle$ | (3, 3, 3) | $\tilde{E}_6$ |
| (6, 3, 2) | $\tilde{E}_8$ | $\langle (e[\frac{1}{3}], e[\frac{2}{3}], e[0]) \rangle$ | (2, 2, 2, 2) | - |

Table 2. Classification of $(f_{A'}, G)$ with $\chi_{A'} > 0$.

| $A'$ | type of $f_{A'}$ | $G$ | $A$ | type of $f_A$ |
|------|-----------------|-----|-----|---------------|
| (2, 3, 5) | $\hat{E}_6$ | none | - | - |
| (2, 3, 4) | $\hat{E}_7$ | $\langle (e[\frac{1}{3}], e[0], e[\frac{1}{2}]) \rangle$ | (3, 3, 2) | $\hat{E}_6$ |
| (2, 3, 3) | $\hat{E}_6$ | $\langle (e[0], e[\frac{1}{3}], e[\frac{1}{2}]) \rangle$ | (2, 2, 2) | $\hat{D}_4$ |
| (2, 2, 2k) | $\hat{D}_{2k+2}$ | $\langle (e[0], e[\frac{1}{3}], e[\frac{1}{2}]), (e[\frac{1}{2}], e[0], e[\frac{1}{2}]) \rangle$ | (1, k, k) | $\hat{A}_{2k-1}$ |
| (2, 2, 2k) | $\hat{D}_{2k+2}$ | $\langle (e[0], e[\frac{1}{3}], e[\frac{1}{2}]) \rangle$ | (2, 2, k) | $\hat{D}_{k+2}$ |
| (2, 2, 2k) | $\hat{D}_{2k+2}$ | $\langle (e[\frac{1}{3}], e[\frac{1}{2}], e[0]) \rangle$ | (1, 2k, 2k) | $\hat{A}_{4k-1}$ |
| (2, 2, 2k + 1) | $\hat{D}_{2k+3}$ | $\langle (e[\frac{1}{3}], e[\frac{1}{2}], e[0]) \rangle$ | (1, 2k + 1, 2k) | $\hat{A}_{4k+1}$ |
| (1, k, m, l) | $\hat{A}_{m(k+l)-1}$ | $\langle (e[0], e[\frac{1}{3}], e[\frac{m-1}{m}]) \rangle$ | (1, k, l) | $\hat{A}_{k+l-1}$ |

7. Proof of the main Theorem

In what follows let $\mathcal{F}_G = \mathcal{F}_G(G)$ be the potential of $M_{(f_{A'},G)}^∞$. In this section we show that $\mathcal{F}_G$ satisfies all conditions of Theorem 7.

Due to extended Jac axiom we can choose the coordinates on $M_{(f_{A'},G)}^∞$ such that in $\mathcal{A}^v(f_{A'}, G)$ the coordinate $v_{id,1}$ is dual to $[c^{-1}x_1x_2x_3] \cdot \xi_{id}$, $v_{id,\mu_A}$ is dual to $e_{\mu_A}$ and $v_{g_{i,l}}$ is dual to $\left(e_{g_{i,l}}\right)^{oi}$. 
7.1. Conditions (i), (ii), (iii) and (v). Consider the following change of variables \( t = t(v) \):

\[
\begin{align*}
t_1 &= v_{id,1}, \quad t_{\mu A} = v_{id,\mu A}/|G|, \\
t_{(i,k),j} &= \sum_{l=0}^{n_i-1} \omega_i^{(k-1)l} v_{g^l_{i,j}}, \quad 1 \leq i \leq 3, \ 1 \leq k \leq n_i, \ 1 \leq j \leq a_i - 1,
\end{align*}
\]

(65)

where \( \omega_i := e[1/n_i] \). Denote \( F(t) := |G|F_G(v(t)) \).

The coordinates \( t \) introduced above satisfy the following properties. They are dual to the following generators of the algebra \( \overline{\mathcal{A}}(f_{A'}, G) \) (recall Section 5.3):

- \( t_1 \): the flat coordinate dual to [1] at the limit \( s = s_{\mu A} = 0 \).
- \( t_{(i,k),j} \): the flat coordinate dual to \([x_{i,k}]^j\) at the limit \( s = s_{\mu A} = 0 \).
- \( t_{\mu A} \): the flat coordinate dual to \((s_{\mu A})^{-1}[x_1x_2x_3]/|G| = a'_i[x_1]a'_i/|G|\) at the limit \( s = s_{\mu A} = 0 \).

In the coordinates introduced condition (i) follows from coordinate and quasihomogeneity axioms of \( M_{f_{A'},G}^\infty \). Also condition (v) follows by Propositions 11.

To show condition (ii) we compute explicitly the pairing using the Frobenius algebra property.

**Lemma 17.** We have

\[
\eta \left( \frac{\partial}{\partial t_1}, \frac{\partial}{\partial t_{\mu A}} \right) = 1.
\]

(66)

**Proof.** It follows from condition (a) of \( M_{f_{A'},G}^\infty \), Lemma 4.4 in [IST2] and Lemma 4.6 in [ShiT1]. \( \square \)

**Lemma 18.** For all \( i = 1, 2, 3 \) and \( k = 1, \ldots, n_i \), we have

\[
\eta \left( \frac{\partial}{\partial t_{(i,k),j}}, \frac{\partial}{\partial t_{(i,k),a_i-j}} \right) = \frac{1}{a_i}.
\]

(67)

**Proof.** It is enough to calculate the pairing at the limit \( t = e^{t_{\mu A}} = 0 \). There we have

\[
\eta \left( \frac{\partial}{\partial t_{(i,k),j}}, \frac{\partial}{\partial t_{(i,k),a_i-j}} \right) \bigg|_{t=e^{t_{\mu A}}=0} = \eta \left( \frac{\partial}{\partial t_1}, \frac{\partial}{\partial t_{(i,k),j}} \circ \frac{\partial}{\partial t_{(i,k),a_i-j}} \right) \bigg|_{t=e^{t_{\mu A}}=0}
\]

\[
= \eta \left( \frac{\partial}{\partial t_1}, \frac{\partial}{\partial t_{\mu A}} \right) \bigg|_{t=e^{t_{\mu A}}=0}
\]

\[
= \frac{1}{a_i} \eta \left( \frac{\partial}{\partial t_1}, \frac{\partial}{\partial t_{\mu A}} \right) \bigg|_{t=e^{t_{\mu A}}=0}
\]

\[
= \frac{1}{a_i}.
\]
since \( x_{i,k}^j \cdot x_{i,k}^{a_i-j} = \frac{1}{a_i} \cdot a'^i_{x_{i,k}} \) at the limit \( t = e^{|\nu|} = 0 \).

7.2. **Conditions (iv) and (vi) for \( \chi_{A'} \geq 0 \).** We have either \( |A| = 3 \) or \( A = (2, 2, 2, 2) \). The latter case together with \( A = (2, 2, 2) \) are very special due to many symmetries and weak algebra structure. We investigate them in details in Section 8. The rest of this section focuses on the case \( |A| = 3 \), \( A \neq (2, 2, 2) \).

In what follows we need to examine the structure of power series \( p(t) \in \mathbb{C}[[t_{i,j}, Q]] \) with \( Q = \exp(t_{\mu_A}) \). For any monomial \( \phi \) in variables \( Q \) and \( t_{i,j} \) denote by \([\phi]p(t)\) the coefficient of the monomial \( \phi \) in the series expansion of \( p(t) \).

We are going to make use of the following two propositions.

**Proposition 19** ([IST1, Proposition 3.15] (see also Remark 3.14 in loc.cit.)). Let \( A \) be such that \( 1 \leq a_1 \leq a_2 \leq a_3 \) and \( F_A \) satisfies conditions (i),(ii),(iii),(v). We have the three cases.

(a): Let \( a_1 \geq 3 \). Then \([t_{i,\alpha}t_{j,\beta}t_{k,\gamma}Q]F_A\) is none-zero only if \( \alpha = \beta = \gamma = 1 \) and \( \{i, j, k\} = \{1, 2, 3\} \).

(b): Let \( A = (2, 2, a_3) \) for some \( a_3 \geq 3 \) and \( F_A \) be symmetric in variables \( t_{1,1}, t_{2,1} \). Then \([t_{i,\alpha}t_{j,\beta}t_{k,\gamma}Q]F_A\) is none-zero only if \( \alpha = \beta = \gamma = 1 \) and \( \{i, j, k\} = \{1, 2, 3\} \).

(c): Let \( A = (1, 2, 2) \) and be \( F_A \) symmetric in variables \( t_{2,1}, t_{3,1} \). Then \([t_{i,\alpha}t_{j,\beta}Q]F_A\) is none-zero only if \( \alpha = \beta = 1 \) and \( \{i, j\} = \{2, 3\} \).

**Proposition 20** ([IST1, Proposition 3.24] (see also remark above)). Let \( A = (a_1, a_2, a_3) \neq (2, 2, 2) \) and \( F_A \) satisfy conditions (i),(ii),(iii),(v),(vi). If \( a_i = a_j = 2 \) assume in addition \( F_A \) to be symmetric in the variables \( t_{i,1}, t_{j,1} \).

Then \( F_A \) satisfies condition (iv).

Assume \( A \) being as in case (a) above. We have

\[
\prod_{i=1}^{3} \prod_{l=1}^{n_i} t_{(i,l),1} e^{t_{\nu,A}} = \prod_{i=1}^{3} \left( v_{g_{i,1}^{\rho}} \right)^{n_i} e^{G_1|\nu_A|} + \ldots \quad (68)
\]

Due to proposition above we have

\[
\left[ \prod_{i=1}^{3} \prod_{l=1}^{n_i} t_{(i,l),1} e^{t_{\nu,A}} \right] F(t) = |G| \left[ \prod_{i=1}^{3} \left( v_{g_{i,1}^{\rho}} \right)^{n_i} e^{G_1|\nu_A|} \right] F_G. \quad (69)
\]

By invariant secto axiom of \( M_{\overline{A'},G}^\infty \) we have in the invariant sector that the coefficient of \( v_{g_{1,1}^{\rho}} v_{g_{2,1}^{\rho}} v_{g_{3,1}^{\rho}} e^{G_1|\nu_A|} \) is equal to \( 1/|G| \) by the following lemma beneath. This gives condition (vi) for \( F(t) \).
Lemma 21. Let the pair \((f_{A'}, G)\) be as above. The term
\[
\left( \prod_{i=1}^{3} (t_{i; G/K_i})^{n_i} \right) e^{G[t_{µ A'}]} \tag{70}
\]
occurs with the coefficient \(1/|G|\) in \(F_{f_{A'}, ζ∞}\).

Proof. Consider the potential of the GW–theory of \(F_{P^1 A'}\). Due to the mirror symmetry Theorem 5 it is enough to show the same statement about the potential \(F_{P^1 A'}\).

Consider the weight set \(A\) associated to \(A'\) and \(G\) as above. The term (70) counts the Gromov–Witten invariants for the covering map \(P^1 A → P^1 A' = [P^1 A'/G]\). Therefore, the coefficient is the inverse of the order of the covering transformation group, which is \(1/|G|\).

This allows us to apply Proposition 20 giving us condition (iv) too.

We are going to use the same invariant sector argument for the remaining cases (b) and (c). For that we also need to show that additional symmetry conditions hold.

Assume \(A\) being as in case (b) above, \(A = (2, 2, k)\) with \(k ≥ 3\). Such a set can only come from \(A' = (2, 2, 2k)\) considered with \(G = K_1\). Therefore \(F(t)\) is a function of \(t_1, t_5\) and \(t_{(1,1),1}, t_{(1,2),1}, t_{(3,1),1}\). The function \(F(t)\) is symmetric in \(t_{(1,1),1}, t_{(1,2),1}\) due to Aut–invariance axiom. Conditions of Proposition 19 are fulfilled and we can apply the same invariant sector argument as above. This gives conditions (vi) and (iv) for \(F(t)\).

Assume \(A\) being as in case (c) above, \(A = (1, 2, 2)\). Such a set can only come from \(A' = (2, 2, 4)\) considered with \(G = G^D\), \(A' = (2, 2, 2)\) considered with \(G = K_3\) or \(A' = (1, 2m, 2m)\) with order \(m\) group \(G ⊂ K_1\). In the first two cases \(F(t)\) to satisfy the symmetry condition needed exactly in the same way as in case (b) above. In the last case \(F(t)\) is a function of \(t_{(2,1),1}\) and \(t_{(3,1),1}\). It is symmetric in these variables because \(F(t)\) is fully defined by invariant sector axiom, where this symmetry condition holds. We conclude that conditions (vi) and (iv) hold for \(F(t)\).

7.3. Conditions (iv) and (vi) for \(χ_{A'} < 0\). We have \(r := |A| ≥ 4\) and \(A ≠ (2, 2, 2, 2)\). We have the following analogue of Proposition 19.

Proposition 22 ([Shi, Proposition 3.4]). Let \(A\) be such that \(r := |A| > 3\), \(χ_A < 0\) and \(F_A\) satisfies conditions (i),(ii),(iii),(v). Then the coefficient \([\prod_{k=1}^{r} t_{i_k,α_1} \ldots t_{i_k,α_{p_k}} e^{t_{µ A'}}]\ F_A\) with \(∑_{k=1}^{r} p_k ≥ r\) is none-zero only if \(α_\bullet = 1\) and \(\{i_1, \ldots, i_r\} = \{1, \ldots, r\}\).
It follows that we have like in the section above
\[
\left[ \prod_{i=1}^{3} \prod_{l=1}^{n_i} t_{(i,l),1} e^{t_{(i,l),1}} \right] F = |G| \left[ \prod_{i=1}^{r} v_{g_{i,1}}^{n_i} e^{v_{g_{i,1}}} \right] F_G. \tag{71}
\]

The right hand side coefficient is equal to \(1/|G|\) by invariant sector axiom and Lemma 21. This gives condition (vi) for \(F(t)\).

However we don't have an analogue of Proposition 20 in \([\text{Shi}]\). In order to show condition (iv) we examine WDVV equation on \(F(t)\). The proof is divided into the following three cases:

Case 1. \(G\) is arbitrary, there is index \(i_0\) such that \(a_{i_0} > 2\),

Case 2. \(A = (2, \ldots, 2)\) and \(G \subseteq K_{i_0}\),

Case 3. \(A = (2, \ldots, 2)\) and \(G = G^D = \langle (e_{[\frac{1}{2}]}, e_{[\frac{1}{2}]}, e[0]), (e_{[\frac{1}{2}]}, e[0], e_{[\frac{1}{2}]}) \rangle\).

The difference between these cases is given by the algebra structure of \(\overline{A^*}(f_{A'}, G)\). It turns out to be very reach in the first case, however when \(A\) is composed of 2’s only this algebra structure turns out to be very simple encoding the pairing only.

In what follows we use the correlators:

\[
\langle t_{\alpha_1}, \ldots, t_{\alpha_k} \rangle := \left. \frac{\partial^p F(t)}{\partial t_{\alpha_1} \cdots \partial t_{\alpha_k}} \right|_{t=\exp(t_{\nu_A})=0} \quad \in \mathbb{C}.
\]

Because the expression on the RHS is completely symmetric in \(t_{\alpha_p}\) we will drop sometimes the commas on the LHS multiplying repeating indices. We also use the following notation:

\[
\text{WDVV}(t_{\alpha}, t_{\beta}, t_{\gamma}, t_{\delta}) := \sum_{\sigma, \tilde{\sigma}} \left( \frac{\partial^3 F}{\partial t_{\alpha} \partial t_{\beta} \partial t_{\sigma}} \eta_{\sigma, \tilde{\sigma}} \left. \frac{\partial^3 F}{\partial t_{\delta} \partial t_{\gamma} \partial t_{\tilde{\sigma}}} - \frac{\partial^3 F}{\partial t_{\alpha} \partial t_{\gamma} \partial t_{\sigma}} \eta_{\sigma, \tilde{\sigma}} \frac{\partial^3 F}{\partial t_{\delta} \partial t_{\beta} \partial t_{\tilde{\sigma}}} \right) \right).
\]

The following proposition holds true for all three cases.

**Proposition 23.** Fix some numbers \(p_1, p_2, p_3\) such that \(1 \leq p_i \leq n_i\). Then for any positive \(b_1, b_2, b_3\) such that at least two of them are non-zero, the function \(F(t) \mid_{t=\exp(t_{\nu_A})=0}\) does not involve the term \(t_{(p_1,1)}^{b_1} t_{(p_2,2),j_2}^{b_2} t_{(p_3,3),j_3}^{b_3}\) for any indices \(j_1, j_2, j_3\).

In correlators notations this reads:

\[
\langle t_{(p_1,1)}^{b_1} t_{(p_2,2),j_2}^{b_2} t_{(p_3,3),j_3}^{b_3} \rangle = 0
\]

**Proof.** If \(b_1 = b_2 = b_3 = 1\) this correlator is defined by structure constants of \(\overline{A^*}(f_{A'}, G)\). It follows from Proposition 10 and Eq.(53) that in this case it vanishes.

Assume at least one of \(b_1, b_2, b_3\) is greater than 1. In the potential \(F_G(v)\) set all the untwisted sector variables \(v_{g_{i,j}}\) to zero. In the coordinates \(t\) the equality \(v_{g_{i,j}} = \cdots = v_{g_{n_i-1,j}} = 0 = t_{(i,1),j} = \cdots = t_{(i,k),j} = \cdots = t_{(i,n_i),j}\). By condition ^1 one should note that it was present in some form in the preprint version of this paper.
(d) of \( M_{f_{r'}}^{\infty} \), and Mirror symmetry Theorem 5 the function obtained defines a submanifold of the orbifold GW--theory and hence satisfies Condition (iv). Due to symmetry axiom the proof follows.

In order to complete the proof of Condition (iv) it remains to show that the mixed terms involving the variables \( t_{(i,k),j} \) with the same index \( i \) and different indices \( k \) do not appear in \( F(t) \mid_{t_1=\exp(t_{p,k})=0} \).

7.3.1. Case 1: there is \( i_0 \) such that \( a_{i_0} > 2 \), the group \( G \) is arbitrary.

**Proposition 24.** Fix some \( 1 \leq i_0 \leq 3 \) such that \( a_{i_0} > 2 \). The potential \( F(t) \) expansion does not contain a terms \( t_{(i_0,k_1),j_1} \ldots t_{(i_0,k_p),j_p} \) such that not all \( k_j \) are equal.

**Proof.** For this proof we adopt the notation \( t_{k,j} := t_{(i_0,k),j} \). We prove the proposition by using the induction on the length \( p \) of the term \( T := t_{(i_0,k_1),j_1} \ldots t_{(i_0,k_p),j_p} \).

**Step 0:** Assume \( p = 3 \). Then the statement follows by Corollary 11.

**Step 1:** Assume \( p = 4 \). Let \( T = t_{k_1,j_1}t_{k_2,j_2}t_{k_3,j_3}t_{k_4,j_4} \). From the quasihomogeneity condition there is at least one index \( j_\bullet > 1 \). Let it be \( j_3 \). Consider the derivative w.r.t. \( \partial/\partial t_\sigma \) of WDVV \((t_{k_1,j_1},t_{k_2,j_2},t_{k_3,j_3},t_{k_3,j_3-\kappa})\) for some \( \kappa < j_3 \)

\[
\sum_{\gamma,\bar{\gamma}} \left( \langle t_{k_1,j_1}, t_{k_2,j_2}, t_{\sigma}, t_{\gamma} \rangle \eta^{\gamma,\bar{\gamma}} \langle t_{\bar{\gamma}}, t_{k_3,j_3}, t_{k_3,j_3-\kappa} \rangle + \langle t_{k_1,j_1}, t_{k_2,j_2}, t_{\gamma} \rangle \eta^{\gamma,\bar{\gamma}} \langle t_{\bar{\gamma}}, t_{\sigma}, t_{k_3,j_3}, t_{k_3,j_3-\kappa} \rangle \right)
\]

\[
= \sum_{\gamma,\bar{\gamma}} \left( \langle t_{k_1,j_1}, t_{k_2,j_2}, t_{\sigma}, t_{\gamma} \rangle \eta^{\gamma,\bar{\gamma}} \langle t_{\bar{\gamma}}, t_{k_3,j_3}, t_{k_3,j_3-\kappa} \rangle + \langle t_{k_1,j_1}, t_{k_2,j_2}, t_{\gamma} \rangle \eta^{\gamma,\bar{\gamma}} \langle t_{\bar{\gamma}}, t_{\sigma}, t_{k_3,j_3}, t_{k_3,j_3-\kappa} \rangle \right)
\]

\[\Leftrightarrow \langle t_{k_1,j_1}, t_{k_2,j_2}, t_{\sigma}, t_{k_3,j_3} \rangle + \sum_{\gamma,\bar{\gamma}} \langle t_{k_1,j_1}, t_{k_2,j_2}, t_{\gamma} \rangle \eta^{\gamma,\bar{\gamma}} \langle t_{\bar{\gamma}}, t_{\sigma}, t_{k_3,j_3}, t_{k_3,j_3-\kappa} \rangle \]

\[= \sum_{\gamma,\bar{\gamma}} \left( \langle t_{k_1,j_1}, t_{k_2,j_2}, t_{\sigma}, t_{\gamma} \rangle \eta^{\gamma,\bar{\gamma}} \langle t_{\bar{\gamma}}, t_{k_3,j_3}, t_{k_3,j_3-\kappa} \rangle + \langle t_{k_1,j_1}, t_{k_2,j_2}, t_{\gamma} \rangle \eta^{\gamma,\bar{\gamma}} \langle t_{\bar{\gamma}}, t_{\sigma}, t_{k_3,j_3}, t_{k_3,j_3-\kappa} \rangle \right) .
\]

If \( k_1, k_2, k_3 \) are pairwise distinct the last computation shows vanishing of the four-point correlator in question by taking \( \sigma = (k_4, j_4) \).

We should consider now two more cases: case 1 is when \( k_1 = k_2 \neq k_3 = k_4 \) and case 2 when \( k_1 = k_2 = k_3 \neq k_4 \). We have 2\( a_{i_0} = j_1 + j_2 + j_3 + j_4 \) and both \( j_1 + j_2, j_3 + j_4 \) can not be smaller than \( a_{i_0} \). Assume \( j_1 + j_2 \geq a_{i_0} \). The WDVV expression above gives:

\[
\langle t_{k_1,j_1}, t_{k_2,j_2}, t_{\sigma}, t_{k_3,j_3} \rangle = -\delta_{j_1+j_2<a_{i_0}} \langle t_{k_1,j_1}, t_{k_1,j_2}, t_{k_1,a_{i_0}-j_1-j_2} \rangle \frac{1}{a_{i_0}} \langle t_{k_1,j_1+j_2}, t_{\sigma}, t_{k_3,j_3} \rangle
\]

\[= -\delta_{j_1+j_2<a_{i_0}} \cdot \langle t_{k_1,j_1+j_2}, t_{\sigma}, t_{k_3,j_3} \rangle = 0 .
\]

It completes the proof for \( p = 4 \) because we may put any \( \sigma \) needed.
Step 2: Assume $p > 4$. We proceed by induction in $p$. Let the proposition be proved for all $p \leq l$. We show it for $p = l + 1$. Due to quasihomogeneity we can assume again $j_3 > 1$. Fix some $1 \leq \kappa < j_3$ and set $I = \{(k_1, j_4), \ldots, (k_{l+1}, j_{l+1})\}$ of WDVV($t_{k_1, j_1}, t_{k_2, j_2}, t_{k_3, \kappa}, t_{k_3, j_3 - \kappa}$).

Consider the derivate w.r.t. $\partial^{j_3-2}/\partial t_{k_4, j_4} \ldots \partial t_{k_{l+1}, j_{l+1}}$ of WDVV($t_{k_1, j_1}, t_{k_2, j_2}, t_{k_3, \kappa}, t_{k_3, j_3 - \kappa}$)

$$
\sum_{\gamma, \bar{\gamma}} \left( \left\langle t_{k_1, j_1}, t_{k_2, j_2}, t_I, t_\gamma \right\rangle \eta^{\gamma, \bar{\gamma}} \left\langle t_\bar{\gamma}, t_{k_3, \kappa}, t_{k_3, j_3 - \kappa} \right\rangle + \left\langle t_{k_1, j_1}, t_{k_2, j_2}, t_\gamma \right\rangle \eta^{\gamma, \bar{\gamma}} \left\langle t_\bar{\gamma}, t_{I, t}, t_{k_3, \kappa}, t_{k_3, j_3 - \kappa} \right\rangle 
- \left\langle t_{k_1, j_1}, t_{k_3, \kappa}, t_I, t_\gamma \right\rangle \eta^{\gamma, \bar{\gamma}} \left\langle t_\bar{\gamma}, t_{k_2, j_2}, t_{k_3, j_3 - \kappa} \right\rangle - \left\langle t_{k_1, j_1}, t_{k_3, \kappa}, t_\gamma \right\rangle \eta^{\gamma, \bar{\gamma}} \left\langle t_\bar{\gamma}, t_{k_2, j_2}, t_{k_3, j_3 - \kappa} \right\rangle \right)
$$

$$= \sum_{\gamma, \bar{\gamma}} \sum_{I_A, I_B = I, |I_A| \neq 0, |I_B| \neq 0} \left( \left\langle t_{k_1, j_1}, t_{k_3, \kappa}, t_{I_A}, t_\gamma \right\rangle \eta^{\gamma, \bar{\gamma}} \left\langle t_\bar{\gamma}, t_{I_B}, t_{k_2, j_2}, t_{k_3, j_3 - \kappa} \right\rangle 
- \left\langle t_{k_1, j_1}, t_{k_3, \kappa}, t_{I_B}, t_\gamma \right\rangle \eta^{\gamma, \bar{\gamma}} \left\langle t_\bar{\gamma}, t_{I_A}, t_{k_2, j_2}, t_{k_3, j_3 - \kappa} \right\rangle \right).$$

RHS vanishes by induction assumption and we get

$$\left\langle t_{k_1, j_1}, t_{k_2, j_2}, t_I, t_{k_3, j_3} \right\rangle = \sum_{\gamma, \bar{\gamma}} \left( - \left\langle t_{k_1, j_1}, t_{k_2, j_2}, t_\gamma \right\rangle \eta^{\gamma, \bar{\gamma}} \left\langle t_\bar{\gamma}, t_I, t_{k_3, \kappa}, t_{k_3, j_3 - \kappa} \right\rangle 
+ \left\langle t_{k_1, j_1}, t_{k_3, \kappa}, t_I, t_\gamma \right\rangle \eta^{\gamma, \bar{\gamma}} \left\langle t_\bar{\gamma}, t_{k_2, j_2}, t_{k_3, j_3 - \kappa} \right\rangle + \left\langle t_{k_1, j_1}, t_{k_3, \kappa}, t_\gamma \right\rangle \eta^{\gamma, \bar{\gamma}} \left\langle t_\bar{\gamma}, t_{k_2, j_2}, t_{k_3, j_3 - \kappa} \right\rangle \right).$$

If $k_1, k_2, k_3$ are pairwise different this gives the vanishing of the correlator needed by Step 0 above. If there is no triple of pairwise different indices $k_\alpha, k_\beta, k_\gamma$ the RHS in the expression above vanishes due to quasihomogeneity and Step 0.

7.3.2. Case 2: $A = (2, \ldots, 2)$ and $G \subseteq K_3$. For all conditions of Theorem 6 expect condition (iv), proof of this case does not differ from the previous one. We skip it here because it is completely analogous. However we make use of a slightly different change of the variables.

Without loss of generality we can assume $l = 3$. Let $n := n_I$. There are to possibilities: $A' = (2n, 2n, 2)$ with $G \subseteq K_3$ or order $n$ and $A' = (n, n, 2)$ with $G = K_3$. We only show the proof for the first one because the proof of the second one is completely parallel.

Assume $A' = (2n, 2n, 2)$ with $G \subseteq K_3$ or order $n$. We have

$$F(t) = \frac{1}{2} t_{\mu_A}^2 + \frac{t_1}{4} \left( t_{1,1}^2 + t_{2,1}^2 + \sum_{k=1}^n t_{3,k}^2 \right) + \sum_{\alpha, \beta} t_{1,1}^\alpha t_{2,1}^\beta t_{3,1}^\gamma \cdots t_{3,n}^\gamma g_{\alpha, \beta}(t_{\mu_A}) \quad (72)$$
for some $g_{\alpha,\beta}$. From symmetry axiom we have $g_{\alpha,\beta}(t_{\mu_A}) = g_{\alpha,\beta'}(t_{\mu_A})$ if $\beta'$ is obtained from $\beta$ by a permutation. Let

$$g_{\alpha,\beta} = \sum_{k \geq 0} c_{\alpha,\beta,k} q^k, \quad q = \exp(t_{\mu_A}).$$

From the quasihomogeneity condition on $F(t)$ we have $c_{\alpha,\beta,0} = 0$ unless $\sum_i \alpha_i + \sum_i \beta_i = 4$. By using the same argument as above we have $c_{\alpha,\beta,1} \neq 0$ with $\sum_i \alpha_i + \sum_i \beta_i = n + 2$ only if $\alpha_1 = \alpha_2 = 1$ and $\beta_1 = \cdots = \beta_n = 1$. When this condition is satisfied, the coefficient in question is equal to 1. It remains to show that condition (iv) holds to get Theorem 14.

By invariant sector axiom (see also Corollary 3.8 in [Shi]) and Proposition 24 we have for some constants $c_4, c_{2,2}, c_{1,3}$ and $c_{1,1,2}$

$$F(t) = \frac{1}{2} t_{t_{\mu_A}}^2 + \frac{t_1}{4} \left( t_{1,1}^2 + t_{2,1}^2 + \sum_{k=1}^n t_{3,k}^2 \right) - \frac{1}{96} (t_{1,1}^4 + t_{2,1}^4) + \frac{c_4}{4!} \sum_{k=1}^n t_{3,k}^4 \quad (73)$$

$$F(t) = \frac{1}{4} c_{2,2} \sum_{i \neq j} t_{3,i}^2 t_{3,j}^2 + \frac{1}{6} c_{1,3} \sum_{i \neq j} t_{3,i} t_{3,j}^3 + \frac{1}{2} c_{1,1,2} \sum_{i \neq j \neq k} t_{3,i} t_{3,j} t_{3,k}^2 + O(q). \quad (74)$$

Consider WDVV($t_{1,1}, t_{2,1}, t_{3,1}, t_{3,k}$) with $k \neq 1$. Derivating it w.r.t. $t_{3,1} \ldots t_{3,n}$ and assuming the coefficient of $q$ we get

$$0 = \sum_{p=1}^n \langle t_{1,1}, t_{2,1}, t_{3,1}, \ldots, \hat{p}, \ldots, t_{3,n}, t_x \rangle \eta^{t_{\tau}} \langle t_{\tau}, t_{3,p}, t_{3,1}, t_{3,k} \rangle \quad (75)$$

$$= \langle t_{1,1}, t_{2,1}, t_{3,1}, \ldots, t_{3,n} \rangle \cdot 2 \cdot \sum_{p=1}^n \langle t_{3,p}, t_{3,p}, t_{3,1}, t_{3,k} \rangle \quad (76)$$

what gives $(n-2)c_{1,1,2} + 2c_{1,3} = 0$. Derivating the same WDVV w.r.t. Derivating it w.r.t. $t_{3,2}, t_{3,2}, t_{3,3} \ldots t_{3,n}$ and assuming the coefficient of $q$ we get

$$0 = \langle t_{1,1}, t_{2,1}, t_{3,2}, \ldots, t_{3,n}, t_x \rangle \eta^{t_{\tau}} \langle t_{\tau}, t_{3,2}, t_{3,1}, t_{3,2} \rangle \quad (77)$$

$$= \langle t_{1,1}, t_{2,1}, t_{3,1}, \ldots, t_{3,n} \rangle \cdot 2 \cdot \langle t_{3,1}, t_{3,1}, t_{3,2}, t_{3,2} \rangle \quad (78)$$

giving us $c_{2,2} = 0$.

Consider WDVV($t_{1,1}, t_{2,1}, t_{3,1}, t_{3,1}$). Derivating it w.r.t. $t_{3,2}, t_{3,2}, t_{3,3} \ldots t_{3,n}$ and assuming the coefficient of $q$ we get

$$0 = \langle t_{1,1}, t_{2,1}, t_{3,2}, \ldots, t_{3,n}, t_x \rangle \eta^{t_{\tau}} \langle t_{\tau}, t_{3,1}, t_{3,1}, t_{3,2} \rangle \quad (79)$$

$$= \langle t_{1,1}, t_{2,1}, t_{3,1} t_{3,2}, \ldots, t_{3,n} \rangle \cdot 2 \cdot \langle t_{3,1}, t_{3,1}, t_{3,1}, t_{3,2} \rangle \quad (80)$$

what gives $c_{1,3} = 0$. Derivating the same WDVV expression w.r.t. $t_{3,1} \ldots t_{3,n}$ we get

$$0 = \langle t_{1,1}, t_{2,1}, t_{3,1}, \ldots, t_{3,n}, t_x \rangle \eta^{t_{\tau}} \langle t_{\tau}, t_{3,1}, t_{3,1} \rangle \quad (81)$$
what gives $\frac{1}{2} + 2c_{0,4} + 2(n - 1)c_{2,2} = 0$.

Assuming all the equations written we get $c_{0,4} = -1/4$ and $c_{1,1,2} = c_{2,2} = c_{1,3} = 0$ and the potential obtained satisfies condition (iv) of Theorem 7. This completes the proof of Theorem 14 in this case.

7.3.3. Case 3: $A = (2, \ldots , 2)$ and $G = GD$. In this case we could only have $A = (2, 2, 2, 2, 2)$ and $f_A^\prime = x_1^4 + x_2^4 + x_3^4 - s_0^{-1} x_1 x_2 x_3$. Let $g$ and $h$ be the generators of $GD$. Then we have $GD = \{1, g, h, gh\}$. Writing the potential $F_G(v)$ in coordinates we get a rather particular expression by using the axioms we introduce.

The coordinate change assumes simple form

\begin{align*}
t_{(1,1),1} &= v_{g^0,1} + v_{g^1,1}, \quad t_{(1,2),1} = v_{g^0,1} - v_{g,1}, \quad (83) \\
t_{(2,1),1} &= v_{h^0,1} + v_{h,1}, \quad t_{(2,2),1} = v_{h^0,1} - v_{h,1}, \quad (84) \\
t_{(3,1),1} &= v_{(gh)^0,1} + v_{gh,1}, \quad t_{(3,2),1} = v_{(gh)^0,1} - v_{gh,1}. \quad (85)
\end{align*}

It follows from axiom (b), symmetry axiom and Proposition 23 that the potential $F_G(t)$ has the form

\begin{equation}
F_G(t) = \frac{1}{2} t_{s,1}^2 + \frac{1}{4} \sum_{i=1}^{3} \left( t_{(i,1),1}^2 + t_{(i,2),1}^2 \right) + \sum_{i=1}^{3} c_{1,i} \left( t_{(i,1),1}^4 + t_{(i,2),1}^4 \right) + \sum_{i=1}^{3} \left( \frac{c_{2,i}}{6} t_{(i,1),1}^3 t_{(i,2),1} + \frac{c_{3,i}}{4} t_{(i,1),1}^2 t_{(i,2),1}^2 \right) + q \cdot \phi(t) + O(q^2),
\end{equation}

(86)

where $q = \exp(t_\mu)$. One gets from invariant sector axiom that $c_{1,i} = -1/96$. From Proposition 22 we have $\phi(t) = \prod_{i=1}^{3} \prod_{l=1}^{3} t_{(i,l),1}$. Taking the coefficient of $q$ in WDVV($t_{(1,1),1}, t_{(1,1),1}, t_{(2,1),1}, t_{(2,2),1}$) we get

$$2c_{2,1} t_{(3,1),1} t_{(3,1),1} t_{(1,1),1} + \frac{8}{3} c_{3,1} t_{(1,2),1} t_{(3,1),1} t_{(3,2),1} t_{(1,1),1} + 2c_{2,1} t_{(1,2),1}^2 t_{(3,1),1} t_{(3,2),1} = 0$$

that should hold in polynomial ring and therefore we have both $c_{2,1} = 0$ and $c_{3,1} = 0$.

8. Examples

In this section we prove case by case Theorem 14 for the pairs $(f_A^\prime, G)$, s.t. $A = (2, 2, 2)$ or $A = (2, 2, 2, 2)$. Conditions (i), (ii), (iii) and (v) hold for these pairs too by Section 7.1 and we focus on conditions (iv) and (vi).

Our strategy is the following. First write the potential $F_{(f_A^\prime, G)}(t)$ in the flat coordinates introduced in Eq.(65). Quasihomogeneity and expansion axioms assure that the
potential can be expanded in a series in $t$ and $\exp(t_{\mu_A})$. Some of the coefficients of this series expansion can further be identified by Aut–invariance and $G$–grading axioms.

Next we compute the functions $\mathcal{F}^G_{f_A'}$ and $\mathcal{F}^{id}_{(f_A',G)}$, first being the restriction of $\mathcal{F}_{f_A'}$ to the $G$–invariant locus and second the restriction of $\mathcal{F}_{(f_A',G)}$ to identity sector. By identity sector axiom we have $\mathcal{F}^G_{f_A'}(t') = |G|\mathcal{F}^{id}_{(f_A',G)}(t')$ for some variables $t'$.

Finally we solve WDVV equation.

8.1. **The weight set** $A = (2,2,2)$. We should consider $A' = (2,3,3)$ with $G = K_1$ and $A' = (2,2,4)$ with $G = K_1$. For all three cases the following holds.

Due to quasihomogeneity and expansion axioms we see that after some reindexing of the variables $\mathcal{F}_{f_A',G}(t)$ is a polynomial in $t_1, t_{1,1}, t_{2,1}, t_{3,1}$ and $t_{\mu_A} = t_5$. We have for some complex numbers $c_\alpha = c_{\alpha_1,\alpha_2,\alpha_3,\alpha_4}$

$$
\mathcal{F}_{f_A',G}(t) = \frac{1}{2}t_5t_1^2 + \frac{1}{4}t_1(t_1^2 + t_{2,1}^2 + t_{3,1}^2) + \sum c_\alpha t_1^{\alpha_1}t_{2,1}^{\alpha_2}t_{3,1}^{\alpha_3}t_5^{\alpha_4},
$$

the summation being taken over all non–negative integers $\alpha_\bullet$, such that $\alpha_1 + \alpha_2 + \alpha_3 + \alpha_4 = 4$.

From the algebra structure at the origin we know that $c_\alpha = 0$ if $\alpha_4 = 0$ and at least two of $\alpha_1, \alpha_2, \alpha_3$ are non–zero.

8.1.1. $A' = (2,3,3)$ with $G = K_1$. Due to the Aut–invariance axiom we have $c_{\alpha_1,\alpha_2,\alpha_3,\alpha_4} = c_{\alpha_2,\alpha_1,\alpha_3,\alpha_4} = c_{\alpha_3,\alpha_2,\alpha_1,\alpha_4}$. We write $\mathcal{F}_{f_A',G}$ in the coordinates $t_{1,1} = t_{(1,1),1}$, $t_{2,1} = t_{(1,2),1}$, $t_{3,1} = t_{(1,3),1}$.

By using mirror theorem 5 we have $\mathcal{F}_{A'} = \mathcal{F}^{id}_{A'}$. The latter potential can be found in [R]. It is a function of $t_1, t_5$ and $t_{1,1}, t_{2,1}, t_{3,1}, t_{3,2}$. Restriction of $\mathcal{F}_{A'}$ to the fixed locus of the group action and also restriction to the id–sector of $\mathcal{F}_{f_A',G}$ read

$$
\mathcal{F}^G_{A'} = -\frac{t_{1,1}^4}{96} + \frac{1}{3}e^{3t_5}t_{1,1}^3 + \frac{1}{2}e^{6t_5}t_{1,1}^2 + \frac{1}{4}e^{12t_5}t_{1,1}^1 + \frac{1}{12}e^{2t_5} + \frac{1}{2}t_5t_{1,1}^2,
$$

$$
\mathcal{F}^{id}_{f_A',G} = 3t_{1,1}^4c_{0,0,0,0} + 3e^{t_5}t_{1,1}^3c_{0,0,0,1} + e^{t_5}t_{1,1}^2c_{1,1,1,1} + 6e^{t_5}t_{1,1}^1c_{2,0,0,1}
\quad + 3e^{2t_5}t_{1,1}^2c_{0,0,2,2} + 3e^{3t_5}t_{1,1}^2c_{1,0,1,2} + 3e^{3t_5}t_{1,1}c_{0,0,1,3} + e^{4t_5}c_{0,0,0,4}
\quad + \frac{3}{4}t_{1,1}^1 + \frac{1}{2}t_5t_{1,1}^1.
$$

Equating $\mathcal{F}^{id}_{f_A',G}(t_1, t_{1,1}, t_5) = 3 \cdot \mathcal{F}^G_{A'}(t_1, t_{1,1}, t_5/3)$ we have

$$
c_{0,0,0,4} = \frac{1}{4}, \quad c_{0,0,0,1,3} = 0, \quad c_{0,0,4,0} = -\frac{1}{96},
$$

$$
c_{1,0,1,2} = \frac{1}{2} - c_{0,0,2,2}, \quad c_{2,0,1,1} = -\frac{1}{2}c_{0,0,3,1} - \frac{1}{6}c_{1,1,1,1} + \frac{1}{6}.
$$
Finally the only unknown coefficients in $\mathcal{F}_{\varphi,G}$ remain $c_{0,0,2,2}, c_{0,0,3,1}, c_{1,1,1,1}$. They are resolved by WDVV equation to be

$$c_{0,0,2,2} = \frac{1}{2}, \ c_{0,0,3,1} = 0, \ c_{1,1,1,1} = 1,$$

giving us exactly the potential of $\mathcal{F}_{\varphi,2,2,2}$.

In the $v$ coordinates the potential reads

$$\mathcal{F}_{\varphi,2,2,2}(v) = \frac{q^{12}}{12} + \left( v_{g^2,1} v_{g^3,1} + \frac{v_{g^2,1}^2}{2} \right) q^6 + \frac{1}{3} \left( v_{g^3,1}^3 + v_{g^3,1}^3 - 3v_{g^2,1} v_{g^3,1} v_{g,1} + v_{g,1}^3 \right) q^3$$

$$- \frac{1}{96} \left( 12 v_{g^2,1} v_{g^3,1} v_{g,1}^2 + 4 v_{g^3,1}^2 v_{g,1} + 4 v_{g^2,1} v_{g,1}^2 + 6 v_{g^2,1} v_{g,1}^2 + 4 v_{g,1}^4 \right)$$

$$+ \frac{1}{4} \left( 2 v_{g^2,1} v_{g^3,1} + v_{g,1}^2 \right) v_{h,1} + \frac{1}{2} v_{h,1} v_{h,5}$$

with $q = \exp(v_{h,5})$.

8.1.2. $A' = (2,2,4)$ with $G = K_1$. Due to the symmetry Aut–invariance axiom we have $c_{a_1,a_2,a_3,a_4} = c_{a_2,a_3,a_4,a_1}$. We write $\mathcal{F}_{\varphi,A,G}$ in the coordinates $t_{1,1} = t_{(1,1),1}, \ t_{2,1} = t_{(1,2),1}, \ t_{3,1} = t_{(3,1),1}$.

By using mirror theorem 5 we have $\mathcal{F}_{A'} = \mathcal{F}_{\varphi,A'}$. The latter potential can be found in [R]. It is a function of $t_1, t_{1,1}, t_{2,1}, t_{3,1}, t_{3,2}, t_{3,3}$. Restriction of $\mathcal{F}_{A'}$ to the fixed locus of the group action and also restriction to the id–sector of $\mathcal{F}_{\varphi,A,G}$ read

$$\mathcal{F}_{A,G} = \frac{e^{2t_5}}{8} + \frac{e^{4t_5}}{4} (2t_{1,1}^2 + t_{3,2}^2) + \frac{e^{2t_5}}{2} t_{3,2} t_{1,1} - \frac{t_{1,1}^4}{96} - \frac{t_{3,2}^4}{192} + \frac{t_{5} t_{3,2}^2}{2} + \frac{t_{1,1} (2t_{1,1}^2 + t_{3,2}^2)}{8}$$

$$\mathcal{F}_{\varphi,A,G}^{id} = 2 t_{1,1} c_{0,0,0,0} + 2 e^{t_5} t_{1,1} c_{0,0,3,1} + 2 e^{t_5} t_{1,1} c_{1,2,0,1} + 2 e^{t_5} t_{1,1} c_{0,2,0,2}$$

$$+ e^{2t_5} t_{1,1} c_{1,1,0,2} + 2 e^{t_5} t_{3,2} t_{1,1} c_{0,2,1,1} + e^{t_5} t_{3,2} t_{1,1} c_{1,1,1,1} + 2 e^{t_5} t_{3,2} t_{1,1} c_{0,2,1,1}$$

$$+ 2 e^{3t_5} t_{1,1} c_{0,1,0,3} + 2 e^{2t_5} t_{3,2} t_{1,1} c_{0,1,1,2} + 4 t_{3,2} c_{0,0,4,0} + e^{t_5} t_{3,2} c_{0,0,3,1}$$

$$+ e^{2t_5} t_{3,2} c_{0,0,0,2} + e^{4t_5} c_{0,0,0,4} + e^{3t_5} t_{3,2} c_{0,0,1,3} + \frac{1}{2} t_{5} t_{3,2} + \frac{1}{4} t_1 (2t_{1,1}^2 + t_{3,2}^2).$$

Equating $\mathcal{F}_{\varphi,A,G}^{id}(t_{1,1}, t_{1,1}, t_{3,2}, t_{5}) = 2 \cdot \mathcal{F}_{A,G}(t_{1,1}, t_{3,2}, t_{5}/2)$ we get

$$c_{0,0,0,4} = \frac{1}{4}, \ c_{0,0,1,3} = 0, \ c_{0,0,2,2} = \frac{1}{2}, \ c_{0,0,3,1} = 0, \ c_{0,0,4,0} = -\frac{1}{96},$$

$$c_{0,1,0,3} = 0, \ c_{0,1,1,2} = 0, \ c_{0,1,2,1} = 0, \ c_{0,4,0,0} = -\frac{1}{96}, \ c_{1,1,0,2} = 1 - 2 c_{0,2,0,2},$$

$$c_{1,1,1,1} = 1 - 2 c_{0,2,1,1}, \ c_{1,2,0,1} = -c_{0,3,0,1}.$$  

The remaining unknown coefficients are resolved from WDVV equation giving

$$c_{2,0,2,0} = \frac{1}{2}, \ c_{2,1,1,1} = 0, \ c_{3,0,0,1} = 0,$$
so that \( \mathcal{F}_{f_{A'},G} = \mathcal{F}_{p_{A'}}^1 \).

In the \( \mathbf{v} \) coordinates the potential reads

\[
\mathcal{F}_{f_{A'},K_1}(\mathbf{v}) = \frac{q^8}{8} + \left( \frac{1}{2} v_{g,1}^2 + \frac{v_g^2}{2} + \frac{v_{1d,x}^2}{4} \right) q^4 + \left( \frac{1}{2} v_{g,1} v_{1d,x} - \frac{1}{2} v_{g,1}^2 v_{1d,x} \right) q^2
\]

\[
- \frac{1}{96} v_{g,1}^4 - \frac{1}{16} v_{g,1}^2 v_{g,1}^2 - \frac{v_{g,1}^4}{96} - \frac{v_{1d,x}^4}{192}
\]

\[+ v_{1d,1} \left( \frac{1}{4} v_{g,1}^2 + \frac{v_g^2}{4} + \frac{v_{1d,x}^2}{8} \right) + \frac{1}{2} v_{1d,1}^2 v_{1d,5}
\]

with \( q = \exp(v_{1d,5}) \).

8.2. **The weight set** \( A = (2, 2, 2, 2) \). We should consider \( A' = (4, 4, 2) \) with \( G = G^D \), \( A' = (4, 4, 2) \) with \( G = K_3 \) and \( A' = (6, 3, 2) \) with \( G = K_3' \). For all three cases the following holds.

Due to quasihomogeneity and expansion axioms after the suitable reindexing of the variables, \( \mathcal{F}_{f_{A'},G}(\mathbf{t}) \) is a polynomial in \( t_1, t_{1,1}, t_{2,1}, t_{3,1}, t_{4,1} \) and power series in \( e^{t_6} \). We have for some functions \( g_\alpha = g_{\alpha_1, \alpha_2, \alpha_3, \alpha_4} \) \( (t_6) \)

\[
\mathcal{F}_{f_{A'},G}(\mathbf{t}) = \frac{1}{2} t_6 t_2^2 + \frac{1}{4} t_1 \sum_{k=1}^4 t_{k,1}^2 + \sum_{k=1} t_{1,1} t_{2,1} t_{3,1} t_{4,1} g_\alpha(t_6), \tag{103}
\]

the summation being taken over all non–negative integers \( \alpha_\bullet \), such that \( \alpha_1 + \alpha_2 + \alpha_3 + \alpha_4 = 4 \). The algebra structure at the origin is very simple, in this case it doesn’t give any requirements on \( g_\alpha(t_6) \) for any \( \alpha \).

For the later use consider also the functions

\[
\eta(q) = q^{1/24} \prod_{k=1}^\infty (1 - q^k), \quad E_2(q) = 1 - 24 \sum_{k=1}^\infty \frac{k q^k}{1 - q^k}, \tag{104}
\]

\[
\theta_2(q) = 2 \sum_{k=0}^\infty q^{\frac{k}{2}(k+1)}, \quad \theta_3(q) = 1 + 2 \sum_{k=1}^\infty q^{\frac{k^2}{2}}, \tag{105}
\]

\[
\theta_4(q) = 1 + 2 \sum_{k=1}^\infty (-1)^k q^{\frac{k^2}{2}}. \tag{106}
\]

We will use them to express Gromov–Witten Frobenius manifold potentials of elliptic orbifolds. We will also write \( \eta(t) = \eta(q) \), \( E_2(t) = E_2(q) \) and \( \theta_k(t) = \theta_k(q) \) being obtained by the change of the variables \( q = \exp(t) \).

8.2.1. **\( A' = (4, 4, 2) \ with \( G = G^D \)**. Write \( \mathcal{F}_{f_{A'},G}(\mathbf{t}) \) in the coordinates \( t_{1,1} = t_{(1,1)}, t_{2,1} = t_{(2,1)}, t_{3,1} = t_{(2,1)}, t_{4,1} = t_{(2,1)} \).
Due to Aut–invariance axiom we have \( g_{a_1,a_2,a_3,a_4} = g_{a_3,a_4,a_1,a_2} \). By using mirror theorem 5 we have \( \mathcal{F}_{A'} = \mathcal{F}_{p_{A'}}^{A'} \). The latter potential can be found in [BP18, B15] (see also [SZ17] for the particular correlators). In this section denote

\[
x(t) = (\theta_3(4t))^2, \quad y(t) = (\theta_2(8t))^2, \\
w(t) = \frac{1}{3} (E_2(4t) - 2E_2(8t) + 4E_2(16t)).
\]

We have for \( q = \exp(t) \)

\[
x(q) = 1 + 4q^4 + 4q^8 + 4q^{16} + 8q^{20} + O(q^{27}),
\]
\[
y(q) = 4q^2 + 8q^{10} + 4q^{18} + 8q^{26} + O(q^{27}),
\]
\[
w(q) = 1 - 8q^4 - 8q^8 - 32q^{12} - 40q^{16} - 48q^{20} - 32q^{24} + O(q^{27}).
\]

Restriction of \( \mathcal{F}_{A'} \) to the fixed locus of the group action is given by setting \( t_{1,1} = t_{1,3} = 0, t_{2,1} = t_{2,3} = 0 \) and \( t_{3,1} = 0 \). Denote also \( t_{1,2} = t_2 \) and \( t_{2,2} = t_3 \).

Restriction to the id–sector of \( \mathcal{F}_{f_A',G} \) is then given by setting \( t_{1,1} = t_{2,1} = t_1 \) and \( t_{3,1} = t_{4,1} = t_2 \). We have

\[
\mathcal{F}_{A'}^G = \frac{1}{384} (t_2^4 + t_3^4) (-3w(t_6) + x(t_6)^2 - 2y(t_6)^2)
\]
\[
+ \frac{1}{64} t_2^2 t_6^2 (x(t_6)^2 - w(t_6)) + \frac{1}{2} t_6 t_1^2 + \left( \frac{t_2^2}{8} + \frac{t_3^2}{8} \right) t_1,
\]
\[
\mathcal{F}_{f_{A',G}}^{id} = t_2^4 g_{0,0,2,2}(t_6) + 2t_2^4 g_{0,4,0,0}(t_6) + 2t_2^4 g_{1,3,0,0}(t_6) + 4t_3 t_2^3 g_{0,3,1,0}(t_6)
\]
\[
+ 4t_3 t_2^3 g_{2,1,1,0}(t_6) + 4t_3^2 t_2^2 g_{0,2,1,1}(t_6) + 4t_3^2 t_2^2 g_{0,2,2,0}(t_6) + t_3^2 t_2^2 g_{1,1,1,1}(t_6)
\]
\[
+ 4t_3^2 t_2 g_{0,3,1,0}(t_6) + 4t_3^2 t_2 g_{1,2,1,0}(t_6) + t_3^2 g_{0,0,2,2}(t_6) + 2t_3^2 g_{0,3,0,0}(t_6)
\]
\[
+ 2t_3^4 g_{1,3,0,0}(t_6) + \frac{1}{2} t_6 t_1^2 + \frac{1}{4} t_1 \left( 2t_2^2 + 2t_3^2 \right)
\]

Equating \( \mathcal{F}_{f_{A',G}}^{id}(t_1,t_2,t_3,t_6) = 4 \cdot \mathcal{F}_{A'}^{G}(t_1,t_2,t_3,t_6/4) \) we get

\[
g_{1,1,1,1}(t_6) = -4g_{0,2,1,1}(t_6) - 4g_{0,2,2,0}(t_6) - \frac{1}{16} w(t_6/4) + \frac{1}{16} x(t_6/4),
\]
\[
g_{1,2,1,0}(t_6) = -g_{0,3,1,0}(t_6),
\]
\[
g_{1,3,0,0}(t_6) = -\frac{1}{2} g_{0,0,2,2}(t_6) - g_{0,4,0,0}(t_6) - \frac{1}{64} w(t_6/4) + \frac{1}{192} x(t_6/4)^2 - \frac{1}{96} y(t_6/4)^2
\]

and we are left with 5 unknown functions \( g_{0,0,2,2}(t_6), g_{0,2,1,1}(t_6), g_{0,2,2,0}(t_6), g_{0,3,1,0}(t_6) \) and \( g_{0,4,0,0}(t_6) \).
WDVV equation can be solved explicitly giving two solutions:

\[ g_{0,0,2,2}(t_6) = -\frac{1}{64} w \left( \frac{t_6}{4} \right) + \frac{1}{64} x \left( \frac{t_6}{4} \right)^2 - \frac{1}{64} y \left( \frac{t_6}{4} \right)^2, \quad g_{0,2,1,1}(t_6) = 0, \]  
\[ g_{0,2,2,0}(t_6) = -\frac{1}{64} w \left( \frac{t_6}{4} \right) + \frac{1}{64} x \left( \frac{t_6}{4} \right)^2 - \frac{1}{64} y \left( \frac{t_6}{4} \right)^2, \quad g_{0,3,1,0}(t_6) = 0, \]  
\[ g_{0,4,0,0}(t_6) = -\frac{1}{128} w \left( \frac{t_6}{4} \right) - \frac{1}{384} x \left( \frac{t_6}{4} \right)^2 - \frac{1}{384} y \left( \frac{t_6}{4} \right)^2, \]  

and

\[ g_{0,0,2,2}(t_6) = -\frac{1}{64} w \left( \frac{t_6}{4} \right), \quad g_{0,2,1,1}(t_6) = 0, \]  
\[ g_{0,2,2,0}(t_6) = -\frac{1}{64} w \left( \frac{t_6}{4} \right), \quad g_{0,3,1,0}(t_6) = 0, \]  
\[ g_{0,4,0,0}(t_6) = -\frac{1}{128} w \left( \frac{t_6}{4} \right) + \frac{1}{192} x \left( \frac{t_6}{4} \right)^2 - \frac{1}{96} y \left( \frac{t_6}{4} \right)^2. \]

It is important to note that all the functions above have Fourier series expansions in \( \exp(t_6) \).

The first solution gives

\[ F_{f_A,G} = \frac{1}{2} t_6 t_1^2 + \frac{1}{4} t_1 \sum_{k=1}^{4} t_{k,1}^2 \]  
\[ -\frac{1}{96} (t_{1,1}^4 + t_{1,2}^4 + t_{2,1}^4 + t_{2,2}^4) + t_{1,1} t_{1,2} t_{2,1} t_{2,2} \epsilon^{t_6} + O(q^2). \]

It follows that the potential obtained satisfies all conditions of Theorem 7 and therefore coincides with the potential \( F_{\mathbb{P}^1_A} \). This proves Theorem 14 for this particular pair \( (f_A, G) \).

The second solution also gets the form as above after the linear change of the variables \( t_{1,1} \rightarrow (t_{4,1} + t_{3,1})/\sqrt{2}, \ t_{1,2} \rightarrow (t_{4,1} - t_{3,1})/\sqrt{2}, \ t_{2,1} \rightarrow (t_{1,1} + t_{2,1})\sqrt{2} \) and \( t_{2,2} \rightarrow (t_{1,1} - t_{2,1})\sqrt{2} \).

**Remark 25.** It is important to note that if one does not impose the Aut–invariance axiom, one still can solve WDVV equation in terms of unknown functions \( g_6(t_6) \). However in this case one two more solutions in addition to those listed above. The additional two solutions can be written explicitly in terms of functions \( x(t_6), \ y(t_6) \) and \( w(t_6) \), but they define Frobenius manifolds that are not isomorphic to \( M_{\mathbb{P}^1_A} \). In particular, the corresponding Frobenius potentials will not be symmetric in \( t_{1,1} \) and \( t_{2,1} \).

We can now write the potential explicitly

\[ F_{E_r,G}^\infty (v) = -\frac{1}{128} w \left( v_{g,1}^2 + v_{h,1}^2 + v_{g,1}^2 + v_{h,1}^2 \right)^2 \]
\[ + \frac{1}{384} x^2 \left( 6v_{g,1}^2 (-v_{g,1}^2 + v_{h,1}^2 + v_{h,0,1}^2) + 6v_{h,0,1}^2 (v_{g,1}^2 - v_{h,1}^2) \right) + \frac{1}{192} y^2 \left( -6v_{g,1}^2 v_{h,0,1}^2 - v_{g,1}^4 - 6v_{h,1}^2 v_{g,0,1}^2 - v_{h,1}^4 - v_{g,0,1}^4 \right) + v_{\text{id},1} \left( \frac{v_{g,1}^2}{8} + \frac{v_{h,1}^2}{8} + \frac{v_{g,0,1}^2}{8} + \frac{v_{h,0,1}^2}{8} \right) + \frac{1}{2} v_{\text{id},1} v_{\text{id},6} \] (127)

(128)

(129)

(130)

8.2.2. \( A' = (4,4,2) \) with \( G = K_3 \). Write \( \mathcal{F}_{A',G}(t) \) in the coordinates \( t_{1,1} = t_{(3,1),1}, t_{2,1} = t_{(3,2),1}, t_{3,1} = t_{(3,3),1}, t_{4,1} = t_{(3,4),1} \).

Due to Aut–invariance axiom the functions \( g_\alpha \) coincide for the quadruples \( \alpha \) differing by a permutation. By using mirror theorem 5 we have \( \mathcal{F}_{A'} = \mathcal{F}_{x'} \). The latter potential can be found in [BP18, B15]. In this section keep \( x = x(t), y = y(t) \) and \( w = w(t) \) as in Section 8.2.1.

Restriction of \( \mathcal{F}_{A'} \) to the fixed locus of the group action is given by \( t_{1,k} = t_{2,k} = 0 \) for \( 1 \leq k \leq 3 \). Set also \( t_{3,1} = t_2 \).

The restriction to the id–sector of \( \mathcal{F}_{A',G} \) is given by setting \( t_{1,1} = \cdots = t_{4,1} = t_2 \).

\[ \mathcal{F}^C_{A'} = \frac{1}{96} t_2^4 \left( 2x(t_6)^2 - y(t_6)^2 - 3w(t_6) \right) + \frac{1}{4} t_1 t_2^2 + \frac{1}{2} t_6 t_1^2, \] (131)

\[ \mathcal{F}^\text{id}_{A',G} = 4t_2^4 g_{0,0,0,4}(t_6) + 12t_2^4 g_{0,1,0,3}(t_6) + 12t_2^4 g_{0,1,1,2}(t_6) \]

\[ + 6t_2^4 g_{0,2,0,2}(t_6) + t_2^4 g_{1,1,1,1}(t_6) + t_1 t_2^2 + \frac{1}{2} t_6 t_1^2 \] (132)

(133)

Equating \( \mathcal{F}^\text{id}_{A',G}(t_1,t_2,t_6) = 4 \cdot \mathcal{F}^C_{A'}(t_1,t_2,t_6/4) \) we get

\[ g_{1,1,1,1}(t_6) = -4g_{0,0,0,4}(t_6) - 12g_{0,1,0,3}(t_6) - 12g_{0,1,1,2}(t_6) - 6g_{0,2,0,2}(t_6) \]

\[ - \frac{1}{8} w \left( \frac{t_6}{4} \right)^4 + \frac{1}{12} x \left( \frac{t_6}{4} \right)^2 - \frac{1}{24} y \left( \frac{t_6}{4} \right)^2 \]

and we are left with 4 unknown functions \( g_{0,0,0,4}(t_6), g_{0,1,0,3}(t_6), g_{0,1,1,2}(t_6), g_{0,2,0,2}(t_6) \).

WDVV equation can be solved explicitly giving two solutions:

\[ g_{0,0,0,4}(t_6) = \frac{1}{384} \left( -3w \left( \frac{t_6}{4} \right)^2 + 2x \left( \frac{t_6}{4} \right)^2 - 4y \left( \frac{t_6}{4} \right)^2 \right), \] (134)

\[ g_{0,1,0,3}(t_6) = 0, \ g_{0,1,1,2}(t_6) = 0, \ g_{0,2,0,2}(t_6) = -\frac{1}{64} w \left( \frac{t_6}{4} \right), \] (135)

and

\[ g_{0,0,0,4}(t_6) = \frac{1}{384} \left( -3w \left( \frac{t_6}{4} \right)^2 + x \left( \frac{t_6}{4} \right)^2 - y \left( \frac{t_6}{4} \right)^2 \right), \] (136)
\( g_{0,1,0,3}(t_6) = 0, \ g_{0,1,1,2}(t_6) = 0, \)  
\( g_{0,2,0,2}(t_6) = \frac{1}{64} \left( -w \left( \frac{t_6}{4} \right) + x \left( \frac{t_6}{4} \right)^2 - y \left( \frac{t_6}{4} \right)^2 \right). \)  

It is important to note that all the functions above have Fourier series expansions in \( q = \exp(t_6). \)

The first solution gives

\[
F_{f_{\ell_1 \psi_1}} = \frac{1}{2} t_6 t_1^2 + \frac{1}{4} t_1 \sum_{k=1}^{4} t_{k,1}^2 \\
- \frac{1}{96} \left( t_{1,1}^4 + t_{1,2}^4 + t_{2,1}^4 + t_{2,2}^4 \right) + t_{1,1} t_{1,2} t_{2,1} t_{2,2} e^{t_6} + O(q^2).
\]

It follows that the potential obtained satisfies all conditions of Theorem 7 and therefore coincides with the potential \( F_{\psi_1}. \)

The second solution also gets the form as above after the linear change of the variables \( t_{1,1} \rightarrow (t_{4,1} + t_{3,1})/\sqrt{2}, \ t_{1,2} \rightarrow (t_{4,1} - t_{3,1})/\sqrt{2}, \ t_{2,1} \rightarrow (t_{1,1} + t_{2,1})/\sqrt{2} \) and \( t_{2,2} \rightarrow (t_{1,1} - t_{2,1})/\sqrt{2}. \)

The potential \( F_{(\tilde{E}_7, K_3)}^\infty(v) \) can be now be written explicitly

\[
F_{(\tilde{E}_7, K_3)}^\infty(v) = -\frac{w}{96} \left( 3v_{g,1}v_{g^2,1} + 2v_{g^3,1} \right)^2 \\
+ \frac{x^2}{288} \left( 12 \left( v_{g^2,1} + v_{g^3,1} \right) v_{g^2,1} + 9v_{g,1}^2 v_{g^2,1} + 8v_{g^4,1}^2 \right) \\
+ \frac{y^2}{144} \left( -18v_{g^2,1}v_{g^3,1}v_{g^2,1} - 6 \left( v_{g^2,1} + v_{g^3,1} \right) v_{g^2,1} + 9v_{g,1}^2 v_{g^2,1}^2 - 2v_{g^4,1}^2 \right) \\
+ v_{v,1} \left( \frac{1}{2} v_{g,1}v_{g^2,1} + \frac{v_{g^2,1}^2}{3} \right) + \frac{1}{2} v_{v,1}^2 v_{v,1}^2.
\]

8.2.3. \( A' = (6, 3, 2) \) with \( G = K_3. \) Write \( F_{f_{\ell_1 \psi_1}}(t) \) in the coordinates \( t_{1,1} = t_{(1,1), 1}, \ t_{2,1} = t_{(1,2), 1}, \ t_{3,1} = t_{(3,1), 1}, \ t_{4,1} = t_{(3,1), 1}. \)

Due to the symmetry axiom we have \( g_{\alpha_1, 2, \alpha_3, \alpha_4} = g_{\alpha_1, 3, \alpha_2, \alpha_4} = g_{\alpha_1, 4, \alpha_3, \alpha_2}. \) By using mirror theorem 5 we have \( F_{A'} = F_{\psi_1}. \) The latter potential was published in [B15] (see also [SZ17] for the certain correlators).

In this section for \( q = \exp(t_6) \) denote

\[
A_3(q) := \theta_2 \left( q^2 \right) \theta_2 \left( q^6 \right) + \theta_3 \left( q^2 \right) \theta_3 \left( q^6 \right), \]
\[
x(t) = A_3(q^6), \ y(t) = A_3(q^{12}), \ r(t) = A_3(q^3) - A_3(q^{12}), \]
\[
w(t) = E_2(q^6).
\]
The function $A_3(q^3)$ has the following Fourier series expansion
\[
A_3(q^3) = 1 + 6q^3 + 6q^9 + 6q^{12} + 12q^{21} + 6q^{27} + 6q^{36} + 12q^{39} + O(q^{41}). \tag{144}
\]
In particular, the functions $x(t)$, $y(t)$, $r(t)$ and $w(t)$ have Fourier series expansion in the powers of $q$ divisible by 3. We have
\[
x(t) = 1 + 6q^6 + 6q^{18} + 6q^{24} + O(q^{40}), \quad y(t) = 1 + 6q^{12} + 6q^{36} + O(q^{40}), \tag{145}
\]
\[
r(t) = 6q^3 + 6q^9 + 12q^{21} + 6q^{27} + 12q^{39} + O(q^{40}) \tag{146}
\]
\[
w(t) = 1 - 24q^6 - 72q^{12} - 96q^{18} - 168q^{24} - 144q^{30} - 288q^{36} + O(q^{40}). \tag{147}
\]
Restriction of $F_{A'}$ to the fixed locus of the group action is given by setting $t_{1,1} = t_{1,2} = t_{1,4} = t_{1,5} = 0$, $t_{2,1} = t_{2,2} = 0$. Set also $t_{1,3} = t_2$ and $t_{3,1} = t_3$.

Restriction to the id-sector of $F_{f_{A'},G}$ is given by setting $t_{1,1} = t_{2,1} = t_{3,1} = t_2$ and $t_{4,1} = t_3$.
\[
F_{f_{A'},G} = t_2^4 g_{1,0,0,0}(t_6) + 3t_3^2 t_2^2 g_{3,0,0,1}(t_6) + 3t_2^2 t_3^2 (g_{2,0,0,2}(t_6) + g_{2,0,1,1}(t_6)) \tag{150}
\]
\[
+ t_3^4 (3g_{0,0,0,4}(t_6) + 6g_{0,0,1,2}(t_6) + 3g_{0,1,1,1}(t_6)) \tag{151}
\]
\[
+ t_4^4 (3g_{0,0,0,4}(t_6) + 6g_{0,0,1,3}(t_6) + 3g_{0,0,2,2}(t_6) + 3g_{0,1,1,2}(t_6)) \tag{152}
\]
\[
+ \frac{1}{2} t_6 t_1^2 + \frac{1}{4} t_1 t_2^2 + \frac{3}{4} t_1 t_3^2. \tag{153}
\]
Equating $F_{f_{A'},G}(t_1, t_2, t_3, t_6) = 3 \cdot F_{A'}(t_1, t_2, t_3, t_6/3)$ we get
\[
g_{0,1,1,2}(t_6) = -g_{0,0,0,4}(t_6) - 2g_{0,0,1,3}(t_6) - 6g_{0,0,2,2}(t_6) - \frac{1}{64} w \left( \frac{t_6}{3} \right) + \frac{1}{96} x \left( \frac{t_6}{3} \right) y \left( \frac{t_6}{3} \right) + \frac{1}{192} x \left( \frac{t_6}{3} \right)^2 - \frac{1}{96} y \left( \frac{t_6}{3} \right)^2,
\]
\[
g_{1,1,1,1}(t_6) = -3g_{1,0,0,3}(t_6) - 6g_{1,0,1,2}(t_6) + \frac{1}{12} r \left( \frac{t_6}{3} \right) x \left( \frac{t_6}{3} \right) + \frac{1}{12} r \left( \frac{t_6}{3} \right) y \left( \frac{t_6}{3} \right),
\]
\[
g_{2,0,1,1}(t_6) = -g_{2,0,0,2}(t_6) - \frac{1}{96} w \left( \frac{t_6}{3} \right) + \frac{1}{48} x \left( \frac{t_6}{3} \right) y \left( \frac{t_6}{3} \right) + \frac{1}{96} x \left( \frac{t_6}{3} \right)^2 - \frac{1}{48} y \left( \frac{t_6}{3} \right)^2,
\]
\[ g_{4,0,0,0}(t_6) = -\frac{1}{192} w \left( \frac{t_6}{3} \right) - \frac{1}{96} x \left( \frac{t_6}{3} \right) y \left( \frac{t_6}{3} \right) - \frac{1}{192} x \left( \frac{t_6}{3} \right)^2 + \frac{1}{96} y \left( \frac{t_6}{3} \right)^2 , \]

\[ g_{3,0,0,1}(t_6) = 0. \]

and we are left with 5 unknown functions \( g_{0,0,0,4}(t_6), g_{0,0,1,3}(t_6), g_{0,0,2,2}(t_6), g_{1,0,0,3}(t_6), g_{1,0,1,2}(t_6) \) and \( g_{2,0,0,2}(t_6) \).

WDVV equation can be solved explicitly giving two solutions:

\[ g_{0,0,0,4}(t_6) = -\frac{11}{2592} + O \left( q^2 \right) , \quad g_{0,0,1,3}(t_6) = -\frac{1}{324} + O \left( q^2 \right) , \quad (154) \]

\[ g_{0,0,2,2}(t_6) = -\frac{1}{54} + O \left( q^2 \right) , \quad g_{1,0,0,3}(t_6) = -\frac{4}{27} q + O \left( q^2 \right) , \quad (155) \]

\[ g_{1,0,1,2}(t_6) = \frac{2}{9} q + O \left( q^2 \right) , \quad g_{2,0,0,2}(t_6) = O \left( q^2 \right) , \quad (156) \]

and

\[ g_{0,0,0,4}(t_6) = -\frac{1}{96} + O \left( q^2 \right) , \quad g_{0,0,1,3}(t_6) = O \left( q^2 \right) , \quad (157) \]

\[ g_{0,0,2,2}(t_6) = O \left( q^2 \right) , \quad g_{1,0,0,3}(t_6) = O \left( q^2 \right) , \quad (158) \]

\[ g_{1,0,1,2}(t_6) = O \left( q^2 \right) , \quad g_{2,0,0,2}(t_6) = O \left( q^2 \right) . \quad (159) \]

where \( q = \exp(t_6) \).

The first solution gives

\[ \mathcal{F}_{\mathcal{A}^\mathcal{G}} = \frac{1}{2} t_6 t_1^2 + \frac{1}{4} t_1 \sum_{k=1}^{4} t_{k,1}^2 \]

\[ -\frac{1}{96} \left( t_{1,1}^4 + t_{1,2}^4 + t_{2,1}^4 + t_{2,2}^4 \right) + t_{1,1} t_{1,2} t_{2,1} t_{2,2} e^{t_6} + O(q^2) . \]

It follows that the potential obtained satisfies all conditions of Theorem 7 and therefore coincides with the potential \( \mathcal{F}_{\mathcal{A}^\mathcal{G}} \).

The second solution also gets the form as above after the linear change of the variables \( t_{1,1} \mapsto t_{1,1}, \ t_{3,1} \mapsto t_{2,1}/3 + 2t_{4,1}/3 - 2t_{3,1}/3, \ t_{3,2} \mapsto -2t_{2,1}/3 + t_{3,1}/3 + 2t_{4,1}/3, \ t_{3,3} \mapsto -2t_{2,1}/3 - 2t_{3,1}/3 - t_{4,1}/3 \). This means that \( M_{\mathcal{E}_8, \mathcal{K}_3}^\infty \) is defined uniquely up to isomorphism.

After solving WDVV equation we can write down the potential \( \mathcal{F}_{\mathcal{E}_8, \mathcal{K}_3}(v) \) explicitly. In the current case it will be written via many quasimodular functions above. However it looks to be easier to use the mirror theorem and the respective change of coordinates in order to get \( \mathcal{F}_{\mathcal{E}_8, \mathcal{K}_3}(v) \) from the potential \( \mathcal{F}_{\mathcal{P}^1_{2,2,2}} \).
9. Relations in the ring of quasimodular forms

In Section 8 we have proved that Theorem 14 holds for the pairs \((\tilde{E}_7, G^D)\) and \((\tilde{E}_7, K_3)\). We have also found potentials \(\mathcal{F}_{\tilde{E}_7, G^D}^\infty (v)\) and \(\mathcal{F}_{\tilde{E}_7, K_3}^\infty (v)\) explicitly. However by Theorem 7 it follows that in \(t\) coordinates these potentials coincide with Frobenius manifold potential of \(\mathbb{P}^1_{2,2,2,2}\).

The Frobenius manifold potential of \(\mathbb{P}^1_{2,2,2,2}\) was given explicitly in [SaT]. Consider the functions

\[
f_0^{ST}(t) := -\frac{1}{48} (E_2(q) - E_2(-q)) , \quad f_1^{ST}(t) := -\frac{1}{24} E_2(q^4) \tag{162}
\]

\[
f_2^{ST}(t) := -\frac{1}{24} E_2(q) - f_0(t) - f_1(t). \tag{163}
\]

Then we have by [SaT, Theorem 2.1]:

\[
\mathcal{F}_{\mathbb{P}^1_{2,2,2,2}} = \frac{1}{2} t_6 t_1^2 + \frac{1}{4} t_1^4 \sum_{k=1}^4 t_{k,1}^2 + \frac{1}{12} \left( \sum_{i,j=1}^4 t_{i,1}^2 t_{j,1}^2 \right) f_2^{ST}(t_6) \tag{164}
\]

\[
+ \frac{1}{4} (t_{1,1}^4 + t_{1,2}^4 + t_{2,1}^4 + t_{2,2}^4) f_1^{ST}(t_6) + t_{1,1} t_{2,1} t_{1,2} t_{4,1} f_0^{ST}(t_6)
\]

Writing \(\mathcal{F}_{\tilde{E}_7, G^D}^\infty (t)\) in the \(t\) coordinates we have

\[
4 \cdot \mathcal{F}_{\tilde{E}_7, G^D}^\infty (t) = \frac{1}{2} t_6 t_1^2 + \frac{1}{4} t_1^4 \sum_{k=1}^4 t_{k,1}^2 + \frac{1}{16} y \left( \frac{t_6}{4} \right)^2 t_{1,1} t_{2,1} t_{3,1} t_{4,1} \tag{165}
\]

\[
+ \frac{1}{2 \cdot 64} \left( -w \left( \frac{t_6}{4} \right) + x \left( \frac{t_6}{4} \right)^2 - y \left( \frac{t_6}{4} \right)^2 \right) \sum_{i,j=1}^4 t_{i,1}^2 t_{j,1}^2 \tag{166}
\]

\[
+ \frac{1}{384} \left( -3 w \left( \frac{t_6}{4} \right) - x \left( \frac{t_6}{4} \right)^2 - y \left( \frac{t_6}{4} \right)^2 \right) \sum_{k=1}^4 t_{k,1}^4 \tag{167}
\]

Mirror theorem 14 gives that \(4 \cdot \mathcal{F}_{\tilde{E}_7, G^D}^\infty (t) = \mathcal{F}_{\mathbb{P}^1_{2,2,2,2}} (t)\), and we get

\[
\frac{1}{4} f_1^{ST}(q^4) = \frac{1}{384} (-3w(q) - x(q)^2 - y(q)^2) , \tag{168}
\]

\[
f_0^{ST}(q^4) = \frac{1}{16} y(q)^2 , \quad f_2^{ST}(q^4) = -\frac{1}{32} w(q) . \tag{169}
\]

for \(x, y, w\) as in Section 8.2.1. This gives us a non–trivial relation between the quasimodular forms \(E_2(q)\) and \(\theta_k(q)\):

\[
E_2(q) - E_2(-q) = \frac{1}{8} \theta_2(q^4)^4 , \tag{170}
\]

\[
E_2(q^2) = \frac{1}{2} E_2(q) + \frac{1}{2} \theta_2(q^2)^4 + \frac{1}{2} \theta_3(q^2)^4. \tag{171}
\]
We show this phenomenon in more details below.

9.1. **Combining mirror isomorphisms.** Let $\tau_{eq}$ and $\tau_{cl}$ stand for the mirror isomorphisms of Theorem 14 and Theorem 5 respectively. Denote by $\phi_{utw}$ the embedding of identity sector axiom and $pr_G$ the projection taking the $G$–invariants. Consider the following diagramm.

$$
\begin{array}{cc}
M_{(f_{A'},G)}^\infty & \xrightarrow{\tau_{eq}} & M_{\mathbb{P}_A}^1 \\
\downarrow\phi_{utw} & & \\
(\mathbb{M}_1)^G & \subseteq & M_{(f_{A'},\{id\})}^\infty \\
\uparrow pr_G & & \\
M_{(f_{A'},\{id\})}^\infty \xleftarrow{\tau_{cl}^{-1}} \mathbb{P}_{A'}^1
\end{array}
$$

It does not give us a map $\phi: M_{f_{A'}} \to M_{\mathbb{P}_A^1}$, because this diagramm only allows one to define $\phi$ on the submanifold of $M_{f_{A'}}$. We show on the examples $(\tilde{E}_7, K_2)$ and $(\tilde{E}_6, K_1)$ that, being considered on this submanifolds, $\phi$ is non–trivial.

In particular, $\phi$ gives us different descriptions of the same Fourier series expansions of $M_{f_{A'}}^1$ correlation functions. From the point of view of Landau–Ginzburg orbifold we have two different pairs $(f_{A'}, G)$ and $(f_{A'}, \{id\})$. However the certain submanifolds in $M_{(f_{A'},G)}^\infty$ and $M_{(f_{A'},\{id\})}^\infty$ turn out to be isomorphic to the same submanifold in $M_{\mathbb{P}_A^1}$. Writing the composition of these isomorphisms explicitly in coordinates we get the certain identities in the ring of (quasi)modular forms.

9.2. **The pair** $A' = (4, 4, 2)$, $G = K_2$. To simplify the notation we consider $f_{A'} = x^4 + y^4 + z^2 - c^{-1}xyz$ and $K_2 = \langle g \rangle$ with $g(x, y, z) = (-x, y, -z)$.

9.2.1. **Part 1: mirror map** $\tau_{eq}$. Let $\mathcal{F}_{f_{A'},G}$ be the Frobenius manifold potential of the pair $(\tilde{E}_7, G_y)$. It is the function of

$v_{id,0}, v_{id,-1}, v_{id,x^2}, v_{id,y}, v_{id,y^2}, v_{id,y^3}$ and $v_{g,1}, v_{g,2}, v_{g,3}$.

Let $\mathcal{F}_{\mathbb{P}_A^1}$ be the Frobenius manifold potential of $\mathbb{P}_A^1 = \mathbb{P}_{4,4,2}^1$. It is the functions of

$t_0, t_{-1}, t_{1,1}, t_{1,2}, t_{1,3}, t_{2,1}, t_{2,2}, t_{2,3}, t_{3,1}$.

The isomorphism $\tau_{eq}: M_{(f_{A'},G)}^\infty \cong M_{\mathbb{P}_A^1}$ of Theorem 14 is given by the formulae:

$t_{1,k} = v_{id,y^k} + v_{g,k}, \quad t_{2,k} = v_{id,y^k} - v_{g,k}, \quad 1 \leq k \leq 3$,

$t_{3,1} = v_{id,x^2}$,

$t_1 = v_{id,0} \quad t_{-1} = 2v_{id,-1}$.
giving $2\mathcal{F}_{f_{A'},G}(v(t)) = \mathcal{F}_{P_1}^\prime$.

The maps $\phi_{utw}$ is given by setting $v_{g,1} = v_{g,2} = v_{g,3} = 0$ and $\left(M_{f_{A'}} \left(\{\text{id}\}\right)\right)^G$ is a Frobenius submanifold with the potential $\mathcal{F}_{f_{A'},G}^{\text{id}}$ that up to the fifth order in $v_\bullet$ reads (here we use again the explicit formulae of $\mathbb{P}^1_{4,4,2}$ Frobenius manifold potential as in Section 8.2.1)

$$\mathcal{F}_{f_{A'},G}^{\text{id}} = \frac{1}{2} v_{\text{id},-1} v_0^2 + v_0 \left(\frac{v_x^2}{8} + \frac{v_y v_y}{4} + \frac{v_y^2}{8}\right) + \frac{v_y v_y^2}{8} \left(\theta_2(q^{16})^2 + \theta_3(q^{16})^2 \right) + \frac{v_x v_y^2}{8} \left(\theta_2(q^8) \right)^2$$

$$- \left(\frac{E_2(q^{32})}{12} - \frac{E_2(q^{16})}{24} + \frac{E_2(q^8)}{48}\right) \left(\frac{v_y^2 v_y}{2} + \frac{v_y^2 v_y^2}{2} + \frac{v_x^4}{4} + \frac{v_y^2 v_y^2}{4}\right)$$

$$- \theta_2(q^{16})^4 \left(\frac{v_x^2 v_y}{192} + \frac{v_y^2 v_y}{64} + \frac{v_y v_y^2}{32}\right) + \theta_2(q^{16})^2 \theta_3(q^{16})^2 \left(\frac{v_x^2 v_y}{16} + \frac{v_y^2 v_y}{32} + \frac{v_y v_y^2}{16}\right)$$

$$+ \theta_3(q^{16})^4 \left(\frac{v_x^2 v_y}{16} + \frac{v_y^2 v_y}{32} + \frac{v_x^4}{96} + \frac{v_y v_y^2}{32}\right) + \theta_2(q^8)^2 \left(\theta_2(q^{16})^2 + \theta_3(q^{16})^2\right) \frac{v_x v_y v_y^2 v_y}{16} + \text{higher order terms.}$$

9.2.2. Part 2: mirror map $\tau_{cd}$. We have $A' = A$. The mirror map $\tau_{cd}$ of Theorem 5 is given by

$$t_{1,k} = v_{x^k}, \ t_{2,k} = v_{y^k}, \quad 1 \leq k \leq 3,$$

$$t_{3,1} = v_z,$$

$$t_1 = v_0, \ t_{-1} = v_{-1},$$

giving $\mathcal{F}_{f_{A'}}(v(t)) = \mathcal{F}_{P_1}^\prime$.

The map $\text{pr}_G$ is given by setting $v_x = v_y = v_z = 0$ and $\left(M_{f_{A'}}^\infty\right)^G$ is a Frobenius submanifold with the potential $\mathcal{F}_{f_{A'}}^G$ that up to the fifth order in $v_\bullet$ reads

$$\mathcal{F}_{f_{A'}}^G = \frac{1}{2} v_{\text{id},-1} v_0^2 + v_0 \left(\frac{v_x^2}{8} + \frac{v_y v_y}{4} + \frac{v_y^2}{8}\right) + \frac{v_x v_y^2}{8} \left(\theta_2(q^8) \right)^2$$

$$- \left(\frac{E_2(q^{16})}{24} - \frac{E_2(q^8)}{48}\right) \left(\frac{v_y^2 v_y}{2} + \frac{v_y^2 v_y^2}{2} + \frac{v_x^4}{4} + \frac{v_y^2 v_y^2}{4}\right)$$

$$- \theta_2(q^8)^4 \left(\frac{v_x^2 v_y}{192} + \frac{v_y^2 v_y}{64} + \frac{v_y v_y^2}{32}\right) + \theta_2(q^8)^2 \theta_3(q^8)^2 \frac{v_x v_y v_y^2 v_y^3}{16}$$

$$+ \theta_3(q^8)^4 \left(\frac{v_x^2 v_y^2}{32} + \frac{v_y^2 v_y^2}{64} + \frac{v_x^4}{384} + \frac{v_y^2 v_y^3}{64}\right) + \text{higher order terms.}$$
9.2.3. *Comparison.* Due to invariant sector axiom of $M_{(f',G)}^\infty$ we should have $F^G_{f,A'} \equiv \mathcal{F}^G_{f,A'}$ viewed as the formal power series. Due to the quasihomogeneity property we have, this is equivalent to comparing the coefficients in $v_\bullet$ of these potentials, viewed as Fourier series in $q$. This amounts to the following equations.

\[
\begin{align*}
v_0^2 v_1^2 : & \quad \theta_2(q^{16})^2 + \theta_3(q^{16})^2 = \theta_3(q^8)^2, \\
v_2^3 v_1^2 : & \quad \theta_2(q^8)^5 = 4\theta_2(q^8)\theta_2(q^{16})^2\theta_3(q^{16})^2.
\end{align*}
\]

These two equalities are known as double argument formulae for theta constants. Note that these equalities follow essentially from our Mirror theorem. Checking the other monomials (26 in total) we don’t get any other independent equalities in this case.

9.3. *The pair $E_0, G = K_1$.* To simplify the notation we consider $f = x^3 + y^3 + z^3 - c^{-1}xyz$ and $K_1 = \langle g \rangle$.

9.3.1. *Part 1: mirror map $\tau_{eq}$.* Let $F_{f,A',G}$ be the Frobenius manifold potential of the pair $(E_0, K_1)$. It is the function of

\[
v_{id,0}, v_{id,-1}, v_{id,x}, v_{id,x^2} \quad \text{and} \quad v_{g,1}, v_{g,2}, v_{g^2,1}, v_{g^2,2}.
\]

Let $F_{p\lambda}$ be the Frobenius manifold potential of $\mathbb{P}_A^1 = \mathbb{P}_{3,3,3}^1$. This potential was written explicitly in [SaT]. It is the functions of

\[
t_0, t_{-1}, t_{1,1}, t_{1,2}, t_{2,1}, t_{2,2}, t_{3,1}, t_{3,2}.
\]

The isomorphism $\tau_{eq} : M_{f,A',G}^\infty \cong M_{p\lambda}$ of Theorem 14 is given by the formulae:

\[
t_{p,k} = v_{id,x^k} + e \left( \frac{p(k-1)}{3} \right) v_{g,k} + e \left( \frac{p(1-k)}{3} \right) v_{g^2,k}, \quad 1 \leq k \leq 2, \quad 1 \leq p \leq 3,
\]

\[
t_1 = v_{id,0} \quad t_{-1} = 3v_{id,-1}
\]

giving $3F_{f,A',G}(v(t)) = F_{p\lambda}$.

The maps $\phi_{atw}$ is given by setting $v_{g,1} = v_{g,2} = v_{g^2,1} = v_{g^2,2} = 0$ and $(M_{(f,A',\{id\})}^\infty)^G$ is a Frobenius submanifold with the potential $\mathcal{F}^G_{f,G}$ such that up to the fifth order in $v_\bullet$ reads

\[
\begin{align*}
F^G_{f,G} = & \frac{1}{2}v_0^2 v_{-1} + \frac{1}{3}v_0 v_{id,x} v_{id,x^2} + \left( \frac{1}{18} \theta_2(q^{18}) \theta_2(q^{54}) + \frac{1}{18} \theta_3(q^{18}) \theta_3(q^{54}) + \frac{\eta(q^{27})^3}{3\eta(q^9)} \right) v_{id,x^2}^3 \\
& - \frac{1}{16}E_2(q^{27}) - \frac{1}{48}E_2(q^9) + \frac{1}{18} \theta_2(q^{18})^2 \theta_2(q^{54})^2 + \frac{1}{18} \theta_3(q^{18})^2 \theta_3(q^{54})^2 \\
& + \frac{1}{9} \theta_2(q^{18}) \theta_2(q^{54}) \theta_3(q^{18}) \theta_3(q^{54}) + \frac{\eta(q^{27})^6}{2\eta(q^9)^2}
\end{align*}
\]
\[ + \frac{\eta(q^2)^3}{6\eta(q^9)} \theta_2(q^{18}) \theta_2(q^{54}) + \frac{\eta(q^2)^3}{6\eta(q^9)} \theta_3(q^{18}) \theta_3(q^{54}) \]

+ higher order terms.

9.3.2. **Part 2: mirror map \(\tau_{cl}\).** We have \(A' = A\). The mirror map \(\tau_{cl}\) of Theorem 5 is given by

\[ t_{1,k} = v_{x^k}, \quad t_{2,k} = v_{y^k}, \quad t_{3,k} = v_{z^k} \quad 1 \leq k \leq 3, \tag{177} \]
\[ t_1 = v_0, \quad t_{-1} = v_{-1}, \tag{178} \]

giving \(F_{f_{A'}}(v(t)) = F_{g_0}^1\).

The map \(\text{pr}_G\) is given by setting \(v_y = v_{y^2} = v_z = v_{z^2} = 0\) and \(\left(M_{f_{A'}}^\infty\right)^G\) is a Frobenius submanifold with the potential \(F_{f_{A'}}^G\), that up to the fifth order in \(v\), reads

\[
F_{f_{A'}}^G = \frac{1}{2} v_0^2 v_{-1} + \frac{1}{3} v_0 v_x v_{x^2} + \left( -\frac{1}{48} E_2(q^9) - \frac{1}{144} E_2(q^3) \right) v_x^2 v_{x^2}^2 \\
\left( \frac{1}{18} \theta_2(q^6) \theta_2(q^{18}) + \frac{1}{18} \theta_3(q^6) \theta_3(q^{18}) \right) v_{x^3}^3 \\
+ \text{higher order terms.}
\]

9.3.3. **Comparison.** Proceeding as in section above we get after some simplification the following relations

\[
\frac{1}{2} \left( E_2(q) - 9E_2(q^9) \right) + 3 \left( \theta_2(q^6) \theta_2(q^{18}) + \theta_3(q^6) \theta_3(q^{18}) \right)^2 \\
+ \theta_2(q^9)^2 \theta_2(q^6)^2 + 2 \theta_2(q^2) \theta_3(q^2) \theta_3(q^6) \theta_2(q^6) + \theta_3(q^2)^2 \theta_3(q^6)^2 = 0 \tag{180} \\
- \frac{6\eta(q^2)^3}{\eta(q^9)^3} + \theta_2(q^6) \left( \theta_2(q^2) - \theta_2(q^{18}) \right) + \theta_3(q^6) \left( \theta_3(q^2) - \theta_3(q^{18}) \right) = 0 \tag{181}
\]

These two identities can be easily checked with the computer to any order in \(q\). They might be known to the experts but we didn’t find them in any textbook. Checking the other monomials we do not get any other independent identities in this case.
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