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1 INTRODUCTION

Humans and organizations often need to make decisions under imperfect information, and they generally rely on certain statistics that quantify the likelihood of different outcomes [16]. However, in practice these statistics generally cannot perfectly predict the outcome of the event, and often involve human inputs, which may contain bias against certain demographics (often referred to as protected groups) such as minorities or females. As a result, members in these demographic groups are often treated unfairly, which leads to various social and economic problems.

A typical context of decision making under imperfect information is the loan approval decision in micro-lending. The emerging micro-lending business provides faster and convenient access to financial resources to more people with a streamlined loan application process [47]. The application process does not demand visits to a physical institution, and the credit assessment process involves human decisions [45]. That is, human evaluators (i.e. platform staffs or lenders) make credit risk assessment with individual information (e.g., demographics) which is collected from loan applicants. Based on the evaluated credit risk, evaluators make the final loan approval decisions. However, this practice may contain bias due to limited human cognitive capacity to process complex computation for credit risk evaluation [36]. Theoretically, bias in credit risk evaluation would heavily attenuate the evaluation accuracy, profitability of micro-lending platform or lenders, and cause social unfairness [27]. Unfortunately, the influence of human bias is largely neglected in literature. Since human evaluations are inevitable in many contexts such as micro-lending, the first goal of this study is to investigate:

Does bias exist in human evaluators’ loan evaluation; if so, how does this bias affect their decisions and the market outcome?

Particularly, over the past decades, economists and social scientists have proposed different models to explain and quantify human bias [2, 5, 6, 8, 30, 48]. They classify human bias into two broad categories: preference-based bias (or tasted-based bias) and belief-based bias [8]. Preference-based bias arises when evaluators have animus towards a particular group, while belief-based bias arises when evaluators’ subjective beliefs about a group lead them to less favorably treat individuals from the group than members from other groups with the same observed performance. The classification of the two types of human bias is critical. It allows us to dynamically trace the evolution of bias during long-term (i.e. repeated) decisions rather than to regard bias as static. This static assumption of bias may overshadow the potentials and value of learning behaviors in decision making [58]. It also enables us to unravel the influence of different types of human bias on decision outcomes.

Therefore, following such a classification of the source of the decision bias, in this study, we disentangle and quantify these two types.
of human bias in observable data from a micro-lending platform. In specific, we develop a structural econometric model of human evaluators’ loan approval decisions, which captures the underlying economic processes that drive human evaluators’ decisions. We then estimate the structural model based on the real-world data from a micro-lending platform that involves sufficient samples of repeated loan applications and approval decisions by the platform staff (i.e., human evaluators). Some of the parameters in the model capture the two possible types of human biases, and therefore, their parameter estimates can reveal whether human evaluators’ decisions exhibit those two types of bias. We compare a number of alternative model specifications and identify the one that best explain the observed human decisions in the data. We also conduct a survey of human evaluators to confirm our chosen model specification. Using the estimated structural model, we conduct policy simulations to quantify the effects of these human bias and their welfare implications.

Specifically, to measure the extent of bias, we examine the gender gaps for the approval true positive rate (TPR). We adopt the concept of equal opportunity, one of the most popular fairness notions. Equal opportunity suggests that qualified individuals, no matter what their sensitive attributes are, have equal opportunity to receive favorable outcomes [33]. In our loan application setting, this means two gender group should have the same true positive rates if no gender bias exists.

Furthermore, with the recent boom of AI technologies, many organizations have increasingly adopted machine learning algorithms to replace human in decision making for better efficiency and decision quality. The original thought was algorithms are “objective” and therefore have the potential to eliminate the discrimination against members in certain disadvantaged groups. However, numerous studies have cautioned that machine learning algorithms may also present non-negligible bias against those groups.

One potential source of algorithm bias lies in some objective and inherent characteristics of data themselves. This type of cause has been well studied [29, 40, 44, 53]. For example, the correlations between the same features and the outcome may be different for different groups, and/or the data records of the disadvantaged group may be inferior in both quantity and quality than the regular group (the group that are not discriminated against historically). Another cause of algorithmic bias is the biased or flawed training data generated by humans. That is, human in the first place generates bias in the training data, which then translates into machine-learning assisted decision making [16, 28, 33, 56].

Therefore, in the second part of this paper, we intend to address the following question: To what extent a machine learning algorithm trained on historical data inherit human bias? To this end, we train various machines based on (a) data from human evaluators’ decisions (the approved loans observed in the data) and (b) data from our counterfactual simulations with human biases removed. In the counterfactual simulation, we take advantage of an empirical framework to uncover the behavioral sources of bias, and demonstrate how different types of human bias, as well as other data characteristics, affect decisions made by machines.

We find that the evaluators exhibit both types of biases discussed above, with both preference-based bias and belief-based bias in favor of females. This is due to females generally behave better than males in repaying loans, and study has shown that females are more risk averse and ethically sensitive [19]. Although preference-based bias persists, belief-based bias gradually reduces as human evaluators learn from the repayment behaviors of each specific borrower. Our policy simulations suggest that the elimination of either the preference-based bias or the belief-based bias from human evaluators’ decisions can increase the platform’s profits. The mechanisms behind the two scenarios are the same. The extra profits result from lowering the approval probability of defaulters, especially female defaulters. On the borrower end, the elimination of the two types of bias can mitigate the gender gap in the credit evaluation measured by the true positive rate. And when both types of bias are removed at the same time, the gender gap is the minimized. When we further feed the real-world data and the counterfactual data into machine learning models, we find that eliminating upstream human decision biases help combat algorithmic biases.

The theoretical contribution of this study is multi-fold. First, while a great body of machine bias literature has focused on the bias generated in algorithm process (Suresh and Guttag 2020), our study is among the first to investigate the influence of human bias on AI-assisted decisions. Second, we introduce two types of human biases into a real-world decision-making context, and we are among the first to empirically identify and quantify these two human biases with a large-scale dataset and a structural econometric model. Furthermore, we also add to the micro-lending and FinTech literature by revealing how human bias could influence platforms’ profitability and service equality. We also characterize how human evaluators make credit risk evaluations and loan approval decisions in practice. Methodologically, we design a novel and comprehensive empirical framework to uncover the behavioral sources of bias, which are usually implicit and difficult to identify accurately. The framework works on secondary datasets, and enables to conduct counterfactual simulations, and AI-based analyses.

2 RELEVANT LITERATURE

Our work is closely related to the literature on the bias and discrimination in human decision making, especially bias in financial evaluations. Two categories of human decision biases have been extensively studied; one is ethnic or racial discrimination, another is gender discrimination. It has been documented that in financial loan market, both non-Fintech and Fintech lenders tend to discriminate against ethnic-minority borrowers (higher interest rates and lower probability of being funded) through liability document and facial bias [3, 55]. It has also been that women are more credit constrained than men by microfinance institutions [7]. In P2P lending, female borrowers need pay higher interest rates [1, 11, 13]. And female
founders are less successful attracting male investors compared to observably similar male founders [25].

In addition to race bias and gender bias, other kinds of bias or discrimination common to see in society include immigration and age related bias [22], occupational related bias [18], home bias [43], etc. The major reasons behind these human decision bias lie in the minority applicants’ relative quality compared to the majority [26], the decision makers’ improper task objectives and incentives [22], and the inherent bias formation and evolution process of preference-based and belief-based evaluation biases [8, 30].

Economic theories classify inherent human bias into two types: preference-based bias and belief-based bias [8]. Preference-based bias arise when evaluators have animus towards a particular group, while belief-based bias arise when evaluators’ subjective beliefs about a group lead them to less favorably treat individuals from the group than members from the regular group with the same observed performance. Belief-based bias can be further classified into two subcategories: belief-based bias with misspecified/incorrect beliefs and belief-based bias with correct beliefs (sometimes referred to as statistical bias). The former occurs when the evaluators’ subjective beliefs about the group-level statistics of the protected group are not the same as the reality, and the latter occurs when the subjective beliefs match the reality. In a static setting, preference and belief-based biases mix up with each other, and it is hard to disentangle their effects on human decisions. However, in a dynamic setting, we are able to distinguish between the two biases. This is because across periods, preference-based bias persists, while belief-based bias can be mitigated or even reversed when the evaluator observes new signals about each individual they are evaluating. In this paper, we follow the definitions of the two types of bias. Our context of multi-period microloan borrowing and lending provides a great setting to identify these two types of bias.

Our paper also builds on the growing literature on algorithmic discrimination and machine learning bias. One important source of machine bias is the human decision bias encoded in the training dataset. [29] incorporate the prediction of machine learning models into a simple equilibrium model of finance credit, and find that algorithms increase rate disparity among and within different racial groups. [54] conduct simulations to evaluate the race and age disparities in finance risk assessment, and demonstrate that human and machine interaction can lead to bias in both race and age. [42] find that economic forces in the market can distort neutral algorithms into discriminating females in terms of their exposure to advertisements of STEM (science, technology, engineering and mathematics) jobs. Major reasons for algorithmic bias include lack of necessary data control (statistical bias) and unintended correlation with sensitive factors [3, 27], training-sample bias [17], market mechanism [42], etc. Even though algorithms could lead to various bias issues, implementing appropriate designs and, regulations can make them positive forces for equity [15, 41, 50].

To deal with bias problems in human and machine decision making, researchers have come up with diverse methods. The most direct way is to obtain and include more useful data. [40] show direct inclusion of a protected variable (e.g., race) is useful for mitigating unfairness. [44] find that using proper alternative data could improve both financial profitability and equality. Aside from enriching the data, learning from repeated events can also mitigate bias. [9] conclude that based on signaling theory, evaluators/investors will leverage information from repeated borrowing of the same borrow in her lending history. [39] argues that borrowers’ past track record within the platform have the most important impact (than other demographic factors) on predicting the repayment performance of their current loans.

Another flourishing track to combat decision bias is to invent more transparent, delicate and de-biasing algorithms. It has been widely shown that enhanced algorithmic transparency and interpretability can help eliminate bias, and sometimes simple and transparent models are able to outperform complex black-box models [34, 50–52], [57] demonstrate that Bayesian investment model can significantly improve investors’ investment decisions based on other investment models. [14] argue that human capital and machine learning can complement each other through combining algorithms and domain expertise or knowledge. Many other de-biasing methods draw from the perspective of statistics, optimizations, and behaviors, etc [4, 28, 33, 38, 46].

In terms of decision quality, human predictions often tend to be less accurate, which can negatively affect the quality of their decisions. This is because on the one hand, people may have resource-limited brain to process complex computation in evaluation [36]; on the other hand, people may use a simple updating rule, which, for example, linearly combines their personal experience and accumulated knowledge for repeated tasks [37].

Compared with human decision making, algorithm-based decision making has demonstrated superior ability to achieve better accuracy and handle more complex information. Human v.s. machine decision making has been widely studied in healthcare area. In most cases, machine learning models outperformed or tied the judgment accuracy of an average clinician [10], and only a small fraction of clinicians were more accurate than machine learning models [31, et al.]. Mechanical-prediction techniques were about 10% more accurate than clinical predictions [32]. Very simple actuarial method (i.e., linear combination of criterion variables) has been shown to consistently perform than clinical judgment [20].

However, there are also scenarios in which human experts can outperform machines. Some examples are tasks that heavily require theory-driven judgement that are not suitable for statistical models; rare events or outliers that have never been seen by algorithms; complex configural relationships between the features and the dependent variable [21]. In our context, micro-loan approval decisions do not face these problems that make humans better than machines. And in finance industry, algorithms are widely used to identify credit risks, with XGBoost [12] as the most popular one. Using XGBoost as our focus machine learning model, we examine its bias inherited from human decisions.

Methodologically, our paper also builds upon the abundant work on modeling human decision dynamics through structural models. [24] use Bayesian learning framework to model consumers’ brand choices under quality signals from advertisement, price and past consumption experiences. [35] investigate the dynamic of users’ idea posting behavior on a crowd sourcing platform. [59] study participants’ learning behavior from superstars in crowdsourcing contests. [60] examine taxi drivers’ learning behavior based on fine-grained GPS observations. In this paper, we model the learning dynamics in loan application evaluators’ decisions, and disentangle
and estimate preference-based bias and belief-based bias in their behavior.

3 RESEARCH CONTEXT AND DATA

3.1 Context

We obtained our data from a leading Asian micro-lending platform. The platform was founded in 2011 and offers microloans at an average size of approximately $450 USD. Loan applicants on the platform use the loans primarily to fulfill temporary financial needs including supplementary working capital for small businesses, irregular shopping needs, education spending, and medical expenses. To apply for a loan, applicants must provide their personal information such as name, gender, age, income level, and a copy of their national identity cards. They must also provide their contact persons. People under the age of 18 and all students at school or university are not qualified to apply as they usually have no independent income sources. The loan term ranges from one to eight months. The annual interest rate charged by the platform is approximately 18% (plus or minus 1%, depending on the credit line of the borrowers).

During our sample period, the platform evaluates applicants’ credit risk manually by its employees (i.e., evaluators). All the evaluators are trained regularly to maintain consistent evaluation criteria, which are derived from their collective daily work experience. Besides, no gender bias training has been conducted by the platform. They do not use any AI technologies (e.g., machine learning) as automatic or auxiliary tools for evaluation. In specific, after an applicant fills in her personal information and submits the application in the system, he will be randomly assigned to an evaluator. Then, the evaluator decides whether to issue the loan by assessing whether the applicant can bring positive economic benefit (i.e., profit) to the platform. Loan profit is roughly calculated based on the predicted probabilities of delinquency and default. If a borrower fails to repay an installment, he will be regarded as delinquent. If a loan is unpaid 90 days or more after the due date, default is confirmed by the platform. 2

The estimations of the chances of delinquency and default are based on the collected personal information for all new applicants. For repeated applicants, evaluators will additionally leverage information from the applicants’ repayment performance on previous loans, such as the final overdue days (denoted as $D$), the proportion of overdue installments (denoted as $M$), the proportion of installments with positive attitude from the borrower (denoted as $A$), which is measured from the records of whether a borrower has presented shown a positive attitude fortowards their financial obligation during his or her communication with the platform, and the proportion of installments with financial help from family or friends (denoted as $H$).

When a borrower becomes delinquent, the platform will impose financial penalty on them. Simultaneously, debt collection methods such as sending reminder notifications to them and their contact persons will be implemented. Borrowers in default are prohibited from applying for loans again on the focal platform. Default records are also submitted to the personal credit record system maintained by the central government and a shared blacklist system maintained by a symposium of micro-finance institutions. The platform may take legal actions against defaulters.

3.2 Data and Description

Our data set contains fine-grained information of both the applicants whose submitted applications were approved and those whose applications were rejected by the platform between January 2015 and September 2017 (i.e., 33 months). During the sample period, there are 311,200 loan applications in total, among which 135,938 loan applications (taking up or approval rate 43.68%) were approved, whereas 175,263 were rejected by the platform. Our sample covers 139,454 borrowers; that is, the average number (frequency) of loan applications per borrower is 2.23 (= 311,200/139,454). In our sample, 53,503 (38.37%) borrowers applied more than once, and they contributed 225,248 applications in total (i.e., 4.21 on average per borrower). For these multiple-time borrowers, the average approval rate is 47.24%. The average approval rate is only 34.34% for the 85,951 borrowers who applied just once. This indicates the platform’s preference towards repeated borrowers, which is reasonable as these borrowers have performed well in historical loans. Figures 1a and 1b display the distributions of the frequency of loan applications and number of approved loans respectively.

For all the applicants, we obtain their demographic and socioeconomic data including gender, education level, monthly income level, disposable personal income per capita (DPI) of their home city, and house ownership, and their loan information including loan amount, loan term, and annual interest rate. We likewise have detailed per-installment repayment information of the approved loans. Table 1 summarizes information of the approved and rejected applications.

3.3 Model-Free Analyses

On the platform, female applicants are generally more likely to be approved. The gaps between female and male approval rates do not shrink over time(Figure 2a), implying that the platform evaluators may have a persistent impression of credit risks between males and females.

When we consider only borrowers who have applied repeatedly (Figure 3), the approval gender gap shrinks, suggesting that learning helps the platform evaluators’ prior bias in gender. Figure 4 shows the trend of the default rate as borrowers as the number of applications or the number of their previously approved loans increases. Consistently, the gender gap in the default rate is smaller for repeated borrowers; and it keeps decreasing as the borrowers’ number of previous applications increases, and as number of previous approvals increases. This is consistent with the decreasing gender gap in the approval rate, which indicates that evaluators can learn effectively from users’ previous repayment behaviors and adjust their prior belief-based bias in gender.

As noted earlier, the evaluator relies on four signals from the users’ past repayment behaviors to make approval decisions on loan applications. Figure 5 shows the values of the four signals against the number of previous applications by genders. Generally, we find that, given the number of previous applications, all the four signals show similar values between females and males, indicating...
4 MODEL

We consider a model in which the loan platform decides whether or not to approve a loan application by applicant \( i \) at time \( t \) (here \( t \) indicates the \( t \)-th application rather than a natural time unit). We model the evaluator behavior in a dynamic environment where the evaluator is uncertain about the true credit quality of applicants.

When a new borrower comes to the micro-lending platform, the evaluator only observes her demographics and form a prior belief based on the demographic data. For every borrower, without any previous repayment behavior being observed, her first application is preprocessed by the evaluator using the prior belief. If a borrower’s loan application is approved at \( t \), then at the time of her next loan application, i.e., \( t + 1 \), the evaluator will use the previous repayment behaviors as additional signals of the borrower’s credit quality.
At time $t = 0$, without any observation of borrower $i$’s repayment behaviors, given $i$’s demographics $X_i$, the evaluator forms a belief of her credit quality with mean $\mu(X_i)$ and variance $\sigma^2(X_i)$. $X_i$ includes gender, age, education level, marriage status, number of children, house ownership, monthly income, the disposable personal income (DPI) of borrowers’ living cities (in 2017). We also incorporate a constant 1 and the time of $i$’s first application into $X_i$, because the overall borrowers’ qualities may keep changing over time. We assume that the prior belief follows a normal distribution:

$$Q_{i0} \sim N(\beta X_i, \sigma^2_{Q_i}) \text{ for } i = 1, ..., N. \tag{1}$$

where $\beta X_i$ is the evaluator’s subject prior belief about the mean credit quality of a borrower with demographics $X_i$. The coefficient for gender is $\beta_g$, where gender $g \in \{M, F\}$. $M$ stands for males and $F$ stands for females. We normalize $\beta_F$ to be zero. Therefore $\beta_M$ captures the belief-based bias. For every borrower, we assume that the evaluator believes that their credit qualities are of identical uncertainty, i.e., $\sigma^2_{Q_i}$ is identical for all $i$.

When the evaluator processes the loan application of borrower $i$ at time $t$, she has an information set $I_{it}$, which contains all loan repayment histories up to the loan of time $t - 1$. Given the information set, the evaluator form an posterior belief of $Q_i$. Let $Q_{it}$ be the expectation of the evaluator’s belief for $i$’s credit quality at time $t$, i.e.

$$Q_{it} = E[Q_i | I_{it}] \tag{2}$$

At time $t$, when the evaluator is reviewing the loan application from borrower $i$, she observes four signals from $i$’s repayment behavior on previous loans. Consider when an applicant $i$ applies for a loan at time $t$, the evaluator observes four signals of the repayment behavior of her last loan, the final overdue days $D_{it}$, the proportion of overdue installments $M_{it}$, the proportion of installments with positive attitude from the borrower $A_{it}$, and the proportion of installments with financial help from family or friends $H_{it}$. Some of these signals may be more informative than others. Therefore, we tried several different combinations of these signals, and drop $M_{it}$ from our signal list in our final model as $M_{it}$ turns out to be uninformative and does not affect evaluators’ loan approval decisions significantly..

In previous literature [24, 35, 60, et al.], it is common to model such behaviors using Bayesian updates of a normal-normal conjugate prior-posterior. We also start with such a conventional normal-normal conjugate Bayesian model, i.e., each time when additional signals become available, the evaluator updates her belief of a borrower’s credit quality in a Bayesian fashion. However, the estimated parameters of such a Bayesian learning model show that all variances of these signals are extremely small. This indicates that evaluators weight the most recent signals heavily and are not updating their beliefs in a Bayesian fashion. Therefore, we use a simplified model to capture the evaluators’ updating behaviors, where the posterior belief is a weighed sum of the prior belief and the new signals. We tried different combinations of the four signals. The weighted sum model with signals $D_{it}$, $A_{it}$, and $H_{it}$ performs the best and achieves the highest likelihood. We use this mode as our main model. In this section, we introduce this model in detail; and in the appendix (Section ??), we summarize the detailed of the Bayesian one.

Because the final overdue days $D_{it}$ has a long-tail distribution, we take the logarithm of $D_{it}$ and use $\log D_{it}$ for subsequent calculations. We assume the evaluators believe that all these signals are linearly related to the credit quality in the following way:

$$\log D_{it}^M = D_0 + \phi Q_i, \quad A_{it}^M = A_0 + \psi Q_i, \quad H_{it}^M = H_0 + \rho Q_i, \tag{3}$$

where $\phi, \psi, \rho$ are parameters of slopes, $D_0, A_0$, and $H_0$ are corresponding intercepts, and $\log D_{it}^M, A_{it}^M$, and $H_{it}^M$ are the means of $D_{it}, A_{it}, H_{it}$. We assume each borrower’s signals are distributed surrounding their means. At each time $t$ when the evaluator observes these repayment behaviors, she updates her belief about the credit quality based on a weighted sum of the prior and the signals:

$$Q_{it} = (1 - a_D - a_A - a_H)Q_{it-1} + \frac{a_D}{\phi} \log D_{it} - D_0 + \frac{a_A}{\psi} A_{it} - A_0 + \frac{a_H}{\rho} H_{it} - H_0 \tag{4}$$

where $a_D, a_A$, and $a_H$ are the wights assigned to the three signals. At time $t$, the evaluator decides whether to approve $i$’s loan application based on her updated belief of the applicant’s quality $Q_{it}$. The evaluator first calculates the probability of non-default through a sigmoid function:

$$p_{it} = h(Q_{it}) = \frac{1}{1 + \exp(-Q_{it})}. \tag{5}$$

Then, with the probability of non-default $p_{it}$, the evaluator decides to approve or reject $i$’s loan application of time $t$ through a utility function. There are two key components in the utility function (Equation 6). The first component captures the expected profit of approving this loan. The second component contains the evaluator’s preference based bias. And we also assume there is a random shock within the utility function. The utility function is as follows:
We report parameter estimates for our model in Table 2. Both the $c_g$ where $A$ is the default probability. Therefore, $c_M$ captures the preference-based bias, which persists and is not affected by observing new signals. $a_t$ is the profit earned by the platform if the loan is paid back, and $b_t$ is the loss the platform incurs if the loan defaults. Both $a_t$ and $b_t$ are observed values in our dataset. $z$ is the price parameter (or marginal utility of money). $p_{it}$ is the non-default probability of $i$ at time $t$, which is related to its quality $Q_{it}$. All these parameters are estimated through maximizing the likelihood.

4.1 Estimation Results

We report parameter estimates for our model in Table 2. Both the preference-based bias $c_M$ (we normalize $c_F$ to be zero) and the belief-based bias $\beta_M$ have expected signs ($c_M = 0.2390, \beta_M = -0.1042$), implying that the evaluator has a preference for female loan applicants. The estimate of the belief based bias $\beta_M$ is significantly negative, suggesting that evaluators have a lower prior belief for males’ credit qualities. The estimate of $c_M$ is significantly positive. This implies that there is a significant preference-based bias in gender that favors female applicants, which cannot be corrected by observing repayment behaviors.

Apart from $\beta_F$, all other $\beta$s also have expected signs. This is consistent with the evaluator’s preference for applicants with a better socioeconomic status as we observe in the data.

Our estimates of the slopes in the signal $D$-quality, signal $A$-quality and signal $H$-quality relationships are negative ($\phi = -0.0138$), positive ($\psi = 0.3492$) and positive ($\rho = 0.9803$) respectively. These results suggest that in the evaluator’s decision-making process, larger final overdue days $D_{it}$ are associated with poor credit quality; while the proportion of installments with a positive attitude $A_{it}$ is positively associated with loan approvals. Getting financial help from family and friends $H_{it}$ is also viewed by evaluators as a positive signal for credit quality and is associated with a lower default probability.

As can be seen in Equation 4, the evaluator updates her belief based on a weighted sum of the prior belief and the signals. The estimates of the weights $\alpha_D = 0.0097, \alpha_A = 0.9780$ and $\alpha_H = 0.0121$ indicate that the evaluator gives most weight to the signal $A_{it}$, with a weight as high as 0.9780.

In Table 3, we compare the characteristics of the actual observed approved users and the expected values of the characteristics of the approved users our structural model predicts. All these statistics are very similar between the actual observations and our model’s
5 POLICY SIMULATIONS

We conduct several sets of counterfactual simulations to evaluate the effects of eliminating the biases found in the data on the outcome of loan applications across different gender groups. Our counterfactual analyses are done on a second dataset. It covers all the loan records from a one-month experimental period (“full sample” hereafter). During this period, all applicants are approved without screening. As a result, we have true label of all users. This ensures our results are based on the entire user distribution, rather than just the approved users, which have a different distribution from the whole user pool.

Specifically, we calculate the expected profits of the platform based on the predicted approval probability by a number of variants of the estimated structural model. We also examine the gender gap in the approval true positive rate (TPR). We adopt the concept of equal opportunity, one of the most popular fairness notions, to measure the extent of bias. Equal opportunity requires that qualified individuals, no matter what their sensitive attributes are, have an equal opportunity to receive favorable outcomes. In our loan application setting, this means two gender group should have the same true positive rates. We find that the elimination of either the preference-based bias or the belief-based bias can simultaneously increase the platform’s profit and reduce the gender gap in loan approval decisions (TPR). In Section 6, We also feed the counterfactual datasets into machine learning algorithms to see how machine captures these different behaviors.

5.1 Does eliminating preference-based bias help with the decision making? How does it affect the platform’s payoff?

As noted above, the preference-based bias refers to people’s animus towards a particular group. No matter in reality how well this certain group behaves, people with preference-based bias always make judgements and decisions by prejudice. In our setting, we focus on the preference-based bias in gender. In our model, \( c_{ig} \) captures the preference-based bias. For applicant \( i \) of gender \( g \in \{M, F\} \) (M for males and F for females), we normalize \( c_{ig} \) for females to be zero. And the estimation result for preference-based bias is \( c_{1M} \approx 0.2390 \). Note that in Equation 6, we have the profit minus sign in front of \( c_{ig} \), therefore \( c_{1M} = 0.2390 \) suggests the evaluator has a preference for female borrowers and a prejudice against male borrowers.

In an ideal setting, all the evaluators are trained and the prejudice to gender is completely removed. The elimination of the preference-based bias can be operationalized by setting \( c_{1M} \) to be zero. We simulate the evaluators’ decisions with \( c_{1M} = 0 \) but all other parameters unchanged. We then compare the true positive rate (TPR) and the payoff under the original decision process and the one with preference-based bias removed on our full sample.

When the evaluators make approval decisions without the preference-based bias in gender, the TPR for male users are all higher than their corresponding value from the original decision process. Note
that for female users, \( c_i^F = 0 \), thus their TPR stays the same under two different decision-making process. In sum, eliminating the preference-based bias can generally decrease the TPR gap between the two gender groups in our setting. But this decrease is relatively small (from 9.69% to 6.94%, Table 5).

We also compare the platform’s expected welfare (profit) under the current decision-making process and the one with preference-based bias removed. We observe that by eliminating the preference-based bias \( c_i^M \) in the loan approval process, the platform obtains a higher profit (Table 4). The increase in the profit results from better decisions made on male applicants. Specifically, the increase driven by the gain from lowering the approval probability for male borrowers who eventually default on loans, which exceed the loss of lowering the approval probability for nondefault male borrowers. These findings suggest that although the current decision-making process incorporates gender information to identify high quality users, the evaluators over underrate male users and disdain male borrowers too much. Therefore, the preference-based bias results in suboptimal decisions.

### 5.2 Does removing gender from the prior belief formation help with the decision making? How does it affect the platform’s payoff?

In this subsection, we examine the effects of removing the gender information in the prior belief, i.e. set \( \beta^M \) to be zero, \( \beta^g, g \in \{M, F\} \) \( (M \text{ for males and } F \text{ for females}) \) captures the belief-based bias. Belief-based bias refers to evaluators’ subjective beliefs about certain groups. This kind of belief can be updated through observing additional behavioral signals, i.e. repayment behaviors in this paper. In our setting, we normalize female users’ \( \beta^F \) to be zero, therefore \( \beta^M \) captures the relative belief-based bias for females compared with males. The estimated value of \( \beta^M \) is \(-0.1042\), which indicates the evaluators have a subjective prior belief in favor of female borrowers. We compare the TPR and the platform’s payoff under the original decision process and the one with belief-based bias removed on our full sample.

Under the current decision making process, we observe a higher TPR for females than males. Since we normalized \( \beta^F \) to be zero,
the TPR of females does not change between the two decision processes. Gender information in the prior decreases the male TPR. With access to the gender information, the evaluators form a prior belief that underrates female borrowers. These additional rejected males are generally of good enough credit qualities.

Table 4: The expected profits of different decision process.

| \( \beta_M = -0.1042 \) | \( \beta_M = 0 \) |
|-------------------------|-----------------|
| \( c_{iM} = 0.2390 \) | 151046.8 | 156957.8 |
| \( c_{iM} = 0 \) | 155036.7 | 160190.4 |

Table 5: The gender gap in the credit evaluation TPR (female's TPR minus male's TPR).

| \( \beta_M = -0.1042 \) | \( \beta_M = 0 \) |
|-------------------------|-----------------|
| \( c_{iM} = 0.2390 \) | 6.94% | 5.14% |
| \( c_{iM} = 0 \) | 9.69% | 4.10% |

Table 6: The gender gap in the credit evaluation TPR (female's TPR minus male's TPR). New users only.

| \( \beta_M = -0.1042 \) | \( \beta_M = 0 \) |
|-------------------------|-----------------|
| \( c_{iM} = 0.2390 \) | 12.31% | 5.51% |
| \( c_{iM} = 0 \) | 1042.0 | 1042.0 |

Table 7: The gender gap in the credit evaluation TPR (female's TPR minus male's TPR). Repeated users only.

| \( \beta_M = -0.1042 \) | \( \beta_M = 0 \) |
|-------------------------|-----------------|
| \( c_{iM} = 0.2390 \) | 3.85% | 2.70% |
| \( c_{iM} = 0 \) | 6.94% | 5.14% |

5.3 Are these effects different for new users and repeated users?

To further investigate the underlying mechanism, we look into the new users and the repeated users separately. Table 6 shows the TPR gaps in the original and counterfactual settings of the new users, and Table 7 shows the TPR gaps of the repeated users. Consistent with previous observation, eliminating either bias can help mitigate the bias for both new users and repeated users.

We observe that overall the repeated users have smaller bias than new users. This is because of the different characteristic distributions between original new and repeated applicants, and the signals used for learning repeated applicants’ credit quality. When removing the preference-based bias but keeping the belief-based bias, human evaluators’ decision bias toward gender decrease from 12.31% to 8.62% for new applicants and from 5.13% to 3.85% for repeated applicants. If we keep preference-based bias but remove belief-based bias, compared with the former case, human evaluators’ decision bias toward gender has a larger decrease to 5.51% for new applicants, but a smaller decrease to 4.10%. This is because for repeated users, human make use of signals to update the prior belief. The belief-based bias becomes less influential for repeated users.

6 MACHINE LEARNING BIAS INHERITED FROM HUMAN BIAS

In this section, we examine how ML algorithms inherit human bias, by feeding the real-world dataset and the counterfactual datasets into ML algorithms. Specially, for the counterfactual setting, we run our structural model with counterfactual parameters to simulate the approval decision; we use the approved users’ loan records as the input for our machine learning model. For users who were not approved in reality, we do matching to fill their loan repayment behavior. Here we use XGBoost [12] as our machine learning model. XGBoost is widely used in loan evaluations and related literature [28, 44]. As in Section 5, we report the the expected profits (Table 8) and the gender gap of the TPR (Table 9).

For the XGBoost model, when the preference-based bias is removed, the expected profit increases from 167260.2 to 171352.0 (by 4091.8, compared with the structural model’s increase of 3989.9), and the TPR gap decreases from 7.49% to 6.20% (decreases by 1.29%, compared with the structural model’s decrease of 2.75%). This indicates that machine learning models can mitigate the effects of the preference-based bias. When the belief-based bias is removed, the expected profit increases from 167260.2 to 171352.0 (by 4091.8, compared with the structural model’s increase of 5911), and the TPR gap decreases from 7.49% to 7.43% (decreases by 0.06%, compared with the structural model’s decrease of 4.55%). This indicates that machine learning models can mitigate the effects of the belief-based bias.

Table 8: The expected profits of different decision process.

| \( \beta_M = -0.1042 \) | \( \beta_M = 0 \) |
|-------------------------|-----------------|
| \( c_{iM} = 0.2390 \) | 167260.2 | 171352.0 |
| \( c_{iM} = 0 \) | 172125.8 | 174534.7 |
We have proposed a framework to use structural modeling to distinguish and estimate two types of human bias, i.e., belief-based bias and preference-based bias, based on observational data. In our micro-lending context, the evaluators hold a persistent preference-based bias but learn from three distinct signals (the final overdue days $D_{it}$, the proportion of installments with positive attitude from the borrower $A_{it}$, the financial help from family and friends $H_{it}$), which updates the evaluators’ belief-based bias. The model was estimated on real-world data, and our model explains the data well.

The estimation results by the structural model imply that the evaluators possess a preference-based bias in favor of female applicants and against male ones; they also hold a belief-based bias with a higher prior belief of females’ credit qualities. By observing the repayment behaviors, the evaluators can quickly update their belief of the borrowers’ credit qualities. And all the three signals play significant roles in the evaluators’ learning.

The results from our policy simulations suggest that both the eliminations of the preference-based bias and the belief-based bias can increase the platform’s profits. The underlying mechanisms of the two counterfactual settings are the same. Because the loss from lowering the approval probability for nondefault users is smaller than the gain from lowering the approval probability for default users, the platform achieves higher profits. One the borrower side, the eliminations of both types of bias can reduce the gender gap in the credit evaluation true positive rate.

Similarly, we separate the new users and the repeated users to check the lower level effects (Table 10 and Table 11). Consistent with our observation in Section 5, repeated users have smaller bias than new users. This indicates that signals can help mitigate bias in machine learning models as well. Although for repeated users, there is a slight increase when removing any one of the two bias (2.05% $\rightarrow$ 2.30%, 2.05% $\rightarrow$ 2.31%), the increase is not significant (p-value = 0.3312; p-value = 0.3047). This support that for machine learning models, removing bias can help mitigate the bias for both new users and repeated users. When we compare the de-biased outcome of human decision making and algorithm decision making, we find that human can achieve smaller TPR gap (2.04%) than the algorithm (3.98%) for new applicants, but larger TPR gap (2.70%) than the algorithm (1.94%) for repeated applicants. This finding suggests that the optimal strategy is to provide enough training to human evaluators to eliminate their decision bias, and then use human evaluators on new users while use machine learning algorithm to evaluate repeated users.

### Table 9: The gender gap in the credit evaluation TPR (female’s TPR minus male’s TPR).

| $\beta_M$ | $\beta_M = -0.1042$ | $\beta_M = 0$ |
|-----------|---------------------|-------------|
| $c_{LM}$ | 0.2390               | 7.49%       |
| $c_{LM}$ | 0                   | 7.43%       |

### Table 10: The gender gap in the credit evaluation TPR (female’s TPR minus male’s TPR). New users only.

| $\beta_M$ | $\beta_M = -0.1042$ | $\beta_M = 0$ |
|-----------|---------------------|-------------|
| $c_{LM}$ | 0.2390               | 6.86%       |
| $c_{LM}$ | 0                   | 6.63%       |

### Table 11: The gender gap in the credit evaluation TPR (female’s TPR minus male’s TPR). Repeated users only.

| $\beta_M$ | $\beta_M = -0.1042$ | $\beta_M = 0$ |
|-----------|---------------------|-------------|
| $c_{LM}$ | 0.2390               | 2.05%       |
| $c_{LM}$ | 0                   | 2.31%       |

#### 7 DISCUSSION AND CONCLUSIONS

We have proposed a framework to use structural modeling to distinguish and estimate two types of human bias, i.e., belief-based bias and preference-based bias, based on observational data. In our micro-lending context, the evaluators hold a persistent preference-based bias but learn from three distinct signals (the final overdue days $D_{it}$, the proportion of installments with positive attitude from the borrower $A_{it}$, the financial help from family and friends $H_{it}$), which updates the evaluators’ belief-based bias. The model was estimated on real-world data, and our model explains the data well.

The estimation results by the structural model imply that the evaluators possess a preference-based bias in favor of female applicants and against male ones; they also hold a belief-based bias with a higher prior belief of females’ credit qualities. By observing the repayment behaviors, the evaluators can quickly update their belief of the borrowers’ credit qualities. And all the three signals play significant roles in the evaluators’ learning.

The results from our policy simulations suggest that both the eliminations of the preference-based bias and the belief-based bias can increase the platform’s profits. The underlying mechanisms of the two counterfactual settings are the same. Because the loss from lowering the approval probability for nondefault users is smaller than the gain from lowering the approval probability for default users, the platform achieves higher profits. One the borrower side, the eliminations of both types of bias can reduce the gender gap in the credit evaluation true positive rate.

We also feed the real-word dataset and the counterfactual datasets into XGBoost model, to examine how ML algorithms inherit human bias. We find that machine learning algorithm can mitigate both the preference-based bias and the belief-based bias.

Our paper also has certain limitations that can be addressed in future work. First, the microloan users are generally not stable in their financial condition, which may be one plausible reason why the evaluators heavily rely on the latest repayment behaviors to form a belief of borrowers’ credit qualities. In a more stable setting like credit card or mortgage, evaluators may gradually update their beliefs of borrowers’ credit qualities. Second, in our policy simulations, we only consider the changes on the evaluator side. In reality, the changes in previous evaluator approval behaviors can also lead to changes in subsequent application behaviors of borrowers. Future work may take both sides into consideration. Third, as a pioneer work on quantifying different types of bias, we do not consider the interaction of gender and other attributes due to model complexity and identification issues. Future work may explore those interaction effects. Despite these limitations, to our best knowledge, this paper is the first to use structural modeling to uncover and distinguish the different types of bias in decision-making processes based on observational data. As machine learning and AI models are increasingly deployed across many decision-making scenarios, it is more and more important to understand the source of biases and propose well-targeted solutions.
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