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Abstract

Accurate identification and localization of abnormalities from radiology images play an integral part in clinical diagnosis and treatment planning. Building a highly accurate prediction model for these tasks usually requires a large number of images manually annotated with labels and finding sites of abnormalities. In reality, however, such annotated data are expensive to acquire, especially the ones with location annotations. We need methods that can work well with only a small amount of location annotations. To address this challenge, we present a unified approach that simultaneously performs disease identification and localization through the same underlying model for all images. We demonstrate that our approach can effectively leverage both class information as well as limited location annotation, and significantly outperforms the comparative reference baseline in both classification and localization tasks.

1. Introduction

Automatic image analysis is becoming an increasingly important technique to support clinical diagnosis and treatment planning. It is usually formulated as a classification problem where medical imaging abnormalities are identified as different clinical conditions [24, 4, 25, 27, 32]. In clinical practice, visual evidence that supports the classification result, such as spatial localization [2] or segmentation [33, 36] of sites of abnormalities is an indispensable part of clinical diagnosis which provides interpretation and insights. Therefore, it is of vital importance that the image analysis method is able to provide both classification results and the associated visual evidence with high accuracy.

Figure 1 is an overview of our approach. We focus on chest X-ray image analysis. Our goal is to both classify the clinical conditions and identify the abnormality locations. A chest X-ray image might contain multiple sites of abnormalities with monotonous and homogeneous image features. This often leads to inaccurate classification of clinical conditions. It is also difficult to identify the sites of abnormalities because of their variances in the size and location. For example, as shown in Figure 2, the presentation of “Atelectasis” (alveoli are deflated down) is usually limited to local regions of a lung [11] but possible to appear anywhere on both sides of lungs; while “Cardiomegaly” (enlarged heart) always covers half of the chest and is always around the heart.

The lack of large-scale datasets also stalls the advancement of automatic chest X-ray diagnosis. Wang et al. provides one of the largest publicly available chest x-ray datasets with disease labels¹ along with a small subset with region-level annotations (bounding boxes) for evaluation [28]. As we know, the localization annotation are much more informative than just a single disease label. However, getting detailed disease location annotated can be difficult and expensive. Thus, designing models that can work well with only a small amount of localization annotation is a crucial step for the success of clinical applications.

In this paper, we present a unified approach that simultaneously improves disease identification and localization with only a small amount of X-ray images containing disease location information. Figure 1 demonstrates an example of the output of our model. Unlike the standard object detection task in computer vision, we do not strictly predict bounding boxes. Instead, we produce regions that indicate the diseases, which aligns with the purpose of visualizing

¹While abnormalities, findings, clinical conditions and diseases have distinct meanings in the medical domain, here we simply refer them as diseases and disease labels for the focused discussion in computer vision.
²The method proposed in [28] did not use the bounding box information for localization training.

*Work done when Zhe Li was an intern at Google.
and interpreting the disease better. Firstly, we apply a CNN to the input image so that the model learns the information of the entire image and implicitly encodes both the class and location information for the disease [21]. We then slice the image into a patch grid to capture the local information of the disease. For an image with bounding box annotation, the learning task becomes a fully supervised problem since the disease label for each patch can be determined by the overlap between the patch and the bounding box. For an image with only a disease label, the task is formulated as a multiple instance learning (MIL) problem [13]—at least one patch in the image belongs to that disease. If there is no disease in the image, all patches have to be disease free. In this way, we have unified the disease identification and localization into the same underlying prediction model but with two different loss functions.

We evaluate the model on the aforementioned chest X-ray image dataset provided in [28]. Our quantitative results show that the proposed model achieves significant accuracy improvement over the published state-of-the-art on both disease identification and localization, despite the limited number of bounding box annotations of a very small subset of the data. In addition, our qualitative results reveal a strong correspondence between the radiologist’s annotations and detected disease regions, which might produce further interpretation and insights of the diseases.

2. Related Work

Object detection. Following the R-CNN work [9], recent progresses have focused on processing all regions with only one shared CNN [12, 8], and on eliminating explicit region proposal methods by directly predicting the bounding boxes. In [22], Ren et al. developed a region proposal network (RPN) that regresses from anchors to regions of interest (ROIs). However, these approaches could not be easily used for images without enough annotated bounding boxes. To make the network process images much faster, Redmon et al. proposed a grid based object detection network, YOLO, where an image is partitioned into \( S \times S \) grid cells, each of which is responsible to predict the coordinates and confidence scores of \( B \) bounding boxes [21]. The classification and bounding box prediction are formulated into one loss function to learn jointly. A step forward, Liu et al. partitioned the image into multiple grids with different sizes proposing a multi-box detector overcoming the weakness in YOLO and achieved better performance [19]. Similarly, these approaches are not applicable for the images without bounding boxes annotation. Even so, we still adopt the idea of handling an image as a group of grid cells and treat each patch as a classification target.

Medical disease diagnosis. In [32], Zhang et al. proposed an image-to-text model to establish a direct mapping from medical images to diagnostic reports. The model was evaluated on a dataset of bladder cancer images and corresponding diagnostic reports. Wang et al. took advantage of a large scale chest X-ray dataset to formulate the disease diagnosis problem as multi-label classification, using class-specific image feature transformation [28]. They also applied a thresholding method to the feature map visualization for each class and derived the bounding box for each disease. Their qualitative results showed that the model usually generated much larger bounding box than the ground-truth. Hwang et al. [16] proposed a self-transfer learning framework to learn localization from the globally pooled class-specific feature maps supervised by image labels. These works have the same essence with class activation mapping [34] which handles natural images. The location annotation information was not directly formulated into the loss function in the none of these works. Feature map pooling based localization did not effectively capture the precise disease regions.

Multiple instance learning. In multiple instance learning (MIL), an input is a labeled bag (e.g., an image) with many instances (e.g., image patches) [3]. The label is assigned at the bag level. Wu et al. assumed each image as a dual-instance example, including its object proposals and possible text annotations [29]. The framework achieved convincing performance in vision tasks including classification and image annotation. In medical imaging domain, Yan et al. utilized a deep MIL framework for body part recognition [30]. Hou et al. first trained a CNN on image patches and then an image-level decision fusion model by patch-level prediction histograms to generate the image-level labels [15]. By ranking the patches and defining three types of losses for different schemes, Zhu et al. proposed an end-to-end deep multi-instance network to achieve mass classification for whole mammogram [35]. We are building an end-to-end unified model to make great use of both image level labels and bounding box annotations effectively.

3. Model

Given images with disease labels and limited bounding box information, we aim to design a unified model that simultaneously produces disease identification and localization. We have formulated two tasks into the same underlying prediction model so that 1) it can be jointly trained end-to-end and 2) two tasks can be mutually beneficial. The
proposed architecture is summarized in Figure 3.

3.1. Image model

Convolutional neural network. As shown in Figure 3(a), we use the residual neural network (ResNet) architecture [13] given its dominant performance in ILSVRC competitions [23]. Our framework can be easily extended to any other advanced CNN models. The recent version of pre-act-ResNet [14] is used (we call it ResNet-v2 interchangeably in this paper). After removing the final classification layer and global pooling layer, an input image with shape \( h \times w \times c \) produces a feature tensor with shape \( h' \times w' \times c' \) where \( h' = h \times \frac{w}{s} \), \( w' = \frac{w}{s} \), \( c' = 2048 \). The output of this network encodes the images into a set of abstracted feature maps.

Patch slicing. Our model divides the input image into \( P \times P \) patch grid, and for each patch, we predict \( K \) binary class probabilities, where \( K \) is the number of possible disease types. As the CNN gives \( c' \) input feature maps with size of \( h' \times w' \), we down/sample the input feature maps to \( P \times P \) through a patch slicing layer shown in Figure 3(b). In this way, a node in the same spatial location across all the feature maps corresponds to one patch of the input image. We upsample the feature maps if their sizes are smaller than expected patch grid size. Otherwise, we downsample them.

Upsampling. We use a simple bilinear interpolation to upsample the feature maps to the desired patch grid size. As interpolation is in essence a fractionally strided convolution, it can be performed in-network for end-to-end learning, and is fast and effective [20]. A deconvolution layer [31] is not necessary to cope with this simple task.

Downsampling. The bilinear interpolation makes sense for downsampling only if the scaling factor is close to 1. We use max-pooling to down sample the feature maps. In general cases, the spatial size of the output volume is a function of the input width/height \( (w, h) \), the filter (receptive field) size \( (f, s) \), and the amount of zero padding used \( (p) \) on the border. The output width/height \( (o) \) can be obtained by \( \frac{w-f+2p}{s}+1 \). To simplify the architecture, we set \( p = 0 \) and \( s = 1 \), so that \( f = w-o+1 \).

Fully convolutional recognition network. We follow [20] to use fully convolution layers as the recognition network. Its structure is shown in Figure 3(c). The \( c' \) resized feature maps are firstly convolved by \( 3 \times 3 \) filters into a smaller set of feature maps with \( c^* \) channels, followed by batch normalization [17] and rectified linear units (ReLU) [10]. Note that the batch normalization also regularizes the model. We set \( c^* = 512 \) to represent patch features. The abstracted feature maps are then passed through a \( 1 \times 1 \) convolution layer to generate a set of \( P \times P \) final predictions with \( K \) channels. Each channel gives prediction scores for one class among all the patches, and the prediction for each class is normalized by a logistic function (sigmoid function) to \([0, 1]\). The final output of our network is the \( P \times P \times K \) tensor of predictions. The image-level label prediction for each class in \( K \) is calculated across \( P \times P \) scores, which is described in Section 3.2.

3.2. Loss function

Multi-label classification. Multiple disease types can be often identified in one chest X-ray image and these disease
types are not mutually exclusive. Therefore, we define a binary classifier for each class/disease type in our model. The binary classifier outputs the class probability. Note that the binary classifier is not applied to the entire image, but to all small patches. We will show how this can translate to image-level labeling below.

**Joint formulation of localization and classification.**

Since we intend to build $K$ binary classifiers, we will exemplify just one of them, for example, class $k$. Note that $K$ binary classifiers will use the same features and only differ in their last logistic regression layers. The $i$th image $x_i$ is partitioned into a set $\mathcal{M}$ of patches equally, $x_i = [x_{i1}, x_{i2}, ..., x_{im}]$, where $m = |\mathcal{M}| = P \times P$.

*Images with annotated bounding boxes.* As shown in Figure 3(d), suppose an image is annotated with class $k$ and a bounding box. We denote $n$ be the number of patches covered by the bounding box, where $n < m$. Let this set be $\mathcal{N}$. Each patch in the set $\mathcal{N}$ as positive for class $k$ and each patch outside the bounding box as negative. For the $j$th patch in $i$th image, let $p_{ij}^k$ be the foreground probability for class $k$. Since all patches have their labels, the probability of an image being positive for class $k$ is defined as,

$$p(y_k|x_i, \text{bbox}_k^i) = \prod_{j \in \mathcal{N}} p_{ij}^k \prod_{j \in \mathcal{M} \setminus \mathcal{N}} (1 - p_{ij}^k),$$  \hspace{1cm} (1)

where $y_k$ is the $k$th network output denoting whether an image is a positive example of class $k$. For example, for class other than $k$, this image is treated as negative sample without a bounding box. We define a patch as positive to class $k$ when it is overlapped with a ground-truth box, and negative otherwise.

*Images without annotated bounding boxes.* If the $i$th image is labelled as class $k$ without any bounding box, we know that there must be at least one patch classified as $k$ to make this image a positive example of class $k$. Therefore, the probability of this image being positive for class $k$ is defined as the image-level score,

$$p(y_k|x_i) = 1 - \prod_{j \in \mathcal{M}} (1 - p_{ij}^k).$$  \hspace{1cm} (2)

At test time, we calculate $p(y_k|x_i)$ by Eq. 2 as the prediction probability for class $k$.

**Combined loss function.** Note that $p(y_k|x_i, \text{bbox}_k^i)$ and $p(y_k|x_i)$ are the image-level probabilities. The loss function for class $k$ can be expressed as minimizing the negative log likelihood of all observations as follows,

$$\mathcal{L}_k = -\lambda_{\text{bbox}} \sum_i \eta_i p(y_k^i|x_i, \text{bbox}_k^i) \log(p(y_k|x_i, \text{bbox}_k^i))$$

$$- \lambda_{\text{bbox}} \sum_i \eta_i (1 - p(y_k^i|x_i, \text{bbox}_k^i)) \log(1 - p(y_k|x_i, \text{bbox}_k^i)) - \sum_i (1 - \eta_i) p(y_k^i|x_i) \log(p(y_k|x_i))$$

$$- \sum_i (1 - \eta_i) (1 - p(y_k^i|x_i)) \log(1 - p(y_k|x_i)),$$  \hspace{1cm} (3)

where $i$ is the index of a data sample, $\eta_i$ is 1 when the $i$th sample is annotated with bounding boxes, otherwise 0. $\lambda_{\text{bbox}}$ is the factor balancing the contributions from annotated and unannotated samples. $p(y_k^i|x_i) \in \{0, 1\}$ and $p(y_k^i|x_i, \text{bbox}_k^i) \in \{0, 1\}$ are the observed probabilities for class $k$. Obviously, $p(y_k^i|x_i, \text{bbox}_k^i) \equiv 1$, thus equation 3 can be re-written as follows,

$$\mathcal{L}_k = -\lambda_{\text{bbox}} \sum_i \eta_i \log(p(y_k|x_i, \text{bbox}_k^i)) - \sum_i (1 - \eta_i) p(y_k^i|x_i) \log(p(y_k|x_i)) - \sum_i (1 - \eta_i) (1 - p(y_k|x_i)) \log(1 - p(y_k|x_i)).$$  \hspace{1cm} (4)

In this way, the training is strongly supervised (per patch) by the given bounding box; it is also supervised by the image-level labels if the bounding boxes are not available.

To enable end-to-end training across all classes, we sum up the class-wise loss to define the total loss as,

$$\mathcal{L} = \sum_k \mathcal{L}_k.$$

3.3. Localization generation

The full model predicts a probability score for each patch in the input image. We define a score threshold $T_s$ to distinguish the activated patches against the non-activated ones. If the probability score $p_{ij}^k$ is larger than $T_s$, we consider the $j$th patch in the $i$th image belongs to the localization for class $k$. We set $T_s = 0.5$ in this work. Please note that we do not predict strict bounding boxes for the regions of disease—the combined patches representing the localization information can be a non-rectangular shape.

3.4. Training

We use ResNet-v2-50 as the image model and select the patch slicing size from $\{12, 16, 20\}$. The model is pre-trained on the ImageNet 1000-class dataset [6] with Inception [20] preprocessing method where the image is normalized to $[-1, 1]$ and resized to $299 \times 299$. We initialize the CNN with the weights from the pre-trained model, which helps the model converge faster than training from scratch. During training, we also fine-tune the image model, as we believe the feature distribution of medical images differs from that of natural images. We set the batch size as 5 to load the entire model to the GPU, train the model with 500k iterations of minibatch, and decay the learning rate by 0.1 from 0.001 every 10 epochs of training data. We add L2 regularization to the loss function to prevent overfitting. We optimize the model by Adam [18] method with asynchronous training on 5 Nvidia P100 GPUs. The model is implemented in TensorFlow [1].

**Smoothing the image-level scores.** In Eq. 1 and 2, the notation $\prod$ denotes the product of a sequence of probability terms $\{0, 1\}$, which often leads to the a product value of 0 due to the computational underflow if $m = |\mathcal{M}|$ is large. The log loss in Eq. 3 mitigates this for Eq. 1 but does not help Eq. 2 since the log function can not directly affect its product term. To mitigate this effect, we normalize the patch scores $p_{ij}^k$ and $1 - p_{ij}^k$ from $[0, 1]$ to $[0.98, 1]$ to make sure the image-level scores $p(y_k|x_i, \text{bbox}_k^i)$ and $p(y_k|x_i)$
smoothly varies within the range of $[0, 1]$. Since we are thresholding the image-level scores in the experiments, we found this normalization works quite well. See supplementary material for a more detailed discussion on this.

More weights on images with bounding boxes. In Eq. 4, the parameter $\lambda_{bbox}$ weighs the contribution from the images with annotated bounding boxes. Since the amount of such images is limited, and if we treat them equally with the images without bounding boxes, it often leads to worse performance. We thus increase the weight for images with bounding boxes to $\lambda_{bbox} = 5$ by cross validation.

4. Experiments

Dataset and preprocessing. NIH Chest X-ray dataset [28] consists of 112,120 frontal-view X-ray images with 14 disease labels (each image can have multi-labels). These labels are obtained by analyzing the associated radiology reports. The disease labels are expected to have accuracy of above 90% [28]. We take the provided labels as ground-truth for training and evaluation in this work. Meanwhile, the dataset also contains 984 labelled bounding boxes for 880 images by board-certified radiologists. Note that the provided bounding boxes correspond to only 8 types of disease instances. We separate the images with provided bounding boxes from the entire dataset. Hence we have two sets of images called “annotated” (880 images) and “unannotated” (111, 240 images).

We resize the original 3-channel images from $1024 \times 1024$ to $512 \times 512$ pixels for fast processing. The pixel values in each channel are normalized to $[-1, 1]$. We do not apply any data augmentation techniques.

4.1. Disease identification

We conduct a 5-fold cross-validation. For each fold, we have done two experiments. In the first one, we train the model using 70% of bounding-box annotated and 70% unannotated images to compare the results with the reference model [28] (Table 1). To our knowledge, the reference model has the published state-of-the-art performance of disease identification on this dataset. In the second experiment, we explore two data ratio factors of annotated and unannotated images to demonstrate the effectiveness of the supervision provided by the bounding boxes (Figure 3).

We decrease the amount of images without bounding boxes from 80% to 0% by a step of 20%. And then for each of those settings, we train our model by adding 80% or none of bounding-box annotated images. For both experiments, the model is always evaluated on the fixed 20% annotated and unannotated images for this fold.

Evaluation metrics. We use AUC scores (the area under the ROC curve) to measure the performance of our model [7]. A higher AUC score implies a better classifier.

Comparison with the reference model. Table 1 gives the AUC scores for all the classes. We compare our results with the reference baseline fairly: we, as the reference, use ImageNet pre-trained ResNet-50, after which a convolution layer follows; both works use 70% images for training and 20% for testing, and we also conduct a 5-fold cross-validation to show the robustness of our model.

Compared to the reference model, our proposed model achieves better AUC scores for most diseases. The overall improvement is remarkable and the standard errors are small. The large objects, such as “Cardiomegaly”, “Emphysema”, and “Pneumothorax”, are as well recognized as the reference model. Nevertheless, for small objects like “Mass” and “Nodule”, the performance is significantly improved. Because our model slices the image into small patches and uses bounding boxes to supervise the training process, the patch containing small object stands out of all the patches to represent the complete image. For “Hernia”, there are only 227 (0.2%) samples in the dataset. These samples are not annotated with bounding boxes. Thus, the standard error is relatively larger than other diseases.

Bounding box supervision improves classification performances. We consider using 0% annotated images as our own baseline (right groups in Figure 4). We use 80% annotated images (left groups in Figure 4) to compare with the our own baseline. We plot the mean performance for the cross-validation in Figure 4; the standard errors are not plotted but similar to the numbers reported in Table 1. The number of 80% annotated images is just 704, which is quite small compared to the number of 20% unannotated images (22, 248). We observe in Figure 4 that for almost all the disease types, using 80% annotated images to train the model improves the prediction performance (by comparing the bars with the same color in two groups for the same disease). For some disease types, the absolute improvement is significant (> 5%). Generally, decreasing the amount of unannotated images (from left to right in each bar group) will degrade AUC scores accordingly in both groups of 0%

Table 1. AUC scores comparison with the reference baseline model. Results are rounded to two decimal digits for table readability. Bold values denote better results.
and 80% annotated images. Yet as we decrease the amount of unannotated images, using annotated images for training gives smaller AUC degradation or even improvement. For example, we compare the “Cardiomegaly” AUC degradation for two pairs of experiments: {annotated:80%, unannotated:80% and 20%} and {annotated:0%, unannotated:80% and 20%}. The AUC degradation for the first group is just 0.07 while that for the second group is 0.12 (accuracy degradation from blue to yellow bar). Lastly, it requires less unannotated images to achieve the similar AUC scores by using a small set of annotated images for training. Take “Edema” as an example, using 40% (44,496) unannotated images with 80% (704) annotated images (45, 200 in total) outperforms the performance of using only 80% (88, 892) unannotated images.

**Discussion.** When the amount of unannotated images is reduced to 0%, the performance is significantly degraded. Because under this circumstance, the training set only contains positive samples for eight disease types and lacks the positive samples of the other six. Interestingly, “Cardiomegaly” achieves the second best score (AUC = 0.8685, the second green bar in Figure 4) when only annotated images are trained. The possible reason is that the location of cardiomegaly is always fixed to the heart covering a large area of the image and the feature distributions for enlarged hearts are similar to normal ones. Without unannotated samples, the model easily distinguishes the enlarged hearts from normal ones given supervision from bounding boxes. When the model sees hearts without annotation, the enlarged ones are disguised and fail to be recognized. As more unannotated samples are trained, the enlarged hearts are recognized again by image-level supervision (AUC from 0.8086 to 0.8741).

### 4.2. Disease localization

Similarly, we conduct a 5-fold cross-validation. For each fold, we have done three experiments. In the first experiment, we investigate the importance of bounding box supervision by using all the unannotated images and increasing the amount of annotated images from 0% to 80% by the step of 20% (Figure 5). In the second one, we fix the amount of annotated images to 80% and increase the amount of unannotated images from 0% to 100% by the step of 20% to observe whether unannotated images are able to help annotated images to improve the performance (Figure 6). At last, we train the model with 80% annotated images and half (50%) unannotated images to compare localization accuracy with the reference baseline [{28}](Table 2). For each experiment, the model is always evaluated on the fixed 20% annotated images for this fold.

**Evaluation metrics.** We evaluate the detected regions (which can be non-rectangular and discrete) against the annotated ground truth (GT) bounding boxes, using two types of measurement: intersection over union ratio (IoU) and intersection over the detected region (IoR) \(^4\). The localization results are only calculated for those eight disease types with ground truth provided. We define a correct localization when either IoU > T(IoU) or IoR > T(IoR), where T(*) is the threshold.

**Bounding box supervision is necessary for localization.** We present the experiments shown in Figure 5. The threshold is set as tolerable as T(IoR)=0.1 to show the training data combination effect on the accuracy. Please refer to the supplementary material for localization performance

---

\(^4\)Note that we treat discrete detected regions as one prediction region, thus IoR is analogous to intersection over the detected bounding box area ratio (IoBB).
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Figure 5. Disease localization accuracy using IoR where \( T(\text{IoR})=0.1 \). Training set: annotated samples, \( \{0\% (0), 20\% (176), 40\% (352), 60\% (528), 80\% (704)\} \) from left to right for each disease type; unannotated samples, \( 100\% (111,240) \) images. The evaluation set is \( 20\% \) annotated samples which are not included in the training set. For each disease, the accuracy is increased from left to right, as we increase the amount of annotated samples, because more annotated samples bring more bounding box supervision to the joint model.

Figure 6. Disease localization accuracy using IoR where \( T(\text{IoR})=0.1 \). Training set: annotated samples, \( 80\% (704) \) images; unannotated samples, \( \{0\% (0), 20\% (22,248), 40\% (44,496), 60\% (66,744), 80\% (88,892), 100\% (111,240)\} \) from left to right for each disease type. The evaluation set is \( 20\% \) annotated samples which are not included in the training set. Using annotated samples only can produce a model which localizes some diseases. As the amount of unannotated samples increases in the training set, the localization accuracy is improved and all diseases can be localized. The joint formulation for both types of samples enables unannotated samples to improve the performance with weak supervision.

Even though the amount of the complete set of unannotated images is dominant compared with the evaluation set (111,240 v.s. 176), without annotated images (the most left bar in each group), the model fails to generate accurate localization for most disease types. Because in this situation, the model is only supervised by image-level labels and optimized using probabilistic approximation from patch-level predictions. As we increase the amount of annotated images gradually from 0% to 80% by the step of 20% (from left to right in each group), the localization accuracy for each type is increased accordingly. We can see the necessity of bounding box supervision by observing the localization accuracy increase. Therefore, the bounding box is necessary to provide accurate localization results and the accuracy is positively proportional to the amount of annotated images. We have similar observations when \( T(\ast) \) varies.

**More unannotated data does not always mean better results for localization.** In Figure 6, when we fix the amount of annotated images and increase the amount of unannotated ones for training (from left to right in each group), the localization accuracy does not increase accordingly. Some disease types achieve very high accuracy (even highest) without any unannotated images (the most left bar in each group), such as “Pneumonia” and “Cardiomegaly”. Similarly as described in the discussion of Section 3.1, unannotated images and too many negative samples degrade the localization performance for these diseases. All disease types experience an accuracy increase, a peak score, and then an accuracy fall (from orange to green bar in each group). Therefore, with bounding box supervision, unannotated images will help to achieve better results in some cases and it is not necessary to use all of them.

**Comparison with the reference model.** In each fold, we use 80% annotated images and 50% unannotated images to train the model and evaluate on the other 20% annotated images in each fold. Since we use 5-fold cross-validation, the complete set of annotated images has been evaluated to make a relatively fair comparison with the reference model. In Table 2, we compare our localization accuracy under varying \( T(\text{IoU}) \) with respect to the reference model in [28]. Please refer to the supplementary material for the comparison between our localization performance and the reference model with varying \( T(\text{IoR}) \). Our model predicts accurate disease regions, not only for the easy tasks like “Cardiomegaly” but also for the hard ones like “Mass” and “Nodule” which have very small regions. When the threshold increases, our model maintains a large accuracy lead over the reference model. For example, when evaluated by \( T(\text{IoU})=0.6 \), our “Cardiomegaly” accuracy is still 73.42% while the reference model achieves only 16.03%; our “Mass” accuracy is 14.92% while the reference model fails to detect any “Mass” (0% accuracy). In clinical practice, a specialist expects as accurate localization as possible so that a higher threshold is preferred. Hence, our model outperforms the reference model with a significant improvement with less training data. Please note that as we consider discrete regions as one predicted region, the detected area and its union with GT bboxes are usually larger than the reference work which generates multiple bounding boxes. Thus for some disease types like “Pneumonia”, when the threshold is small, our result is not as good as the reference.
| T(iou) | Model | Atelectasis | Cardiomegaly | Effusion | Infiltration | Mass | Nodule | Pneumonia | Pneumothorax |
|-------|-------|------------|-------------|---------|-------------|------|--------|-----------|-------------|
| 0.1   | ref.  | 0.69       | 0.94        | 0.66    | 0.71        | 0.40 | 0.14   | 0.63      | 0.38        |
|       | ours  | 0.71 ± 0.05| 0.98 ± 0.02 | 0.67 ± 0.03| 0.92 ± 0.05| 0.71 ± 0.10| 0.40 ± 0.10| 0.60 ± 0.11| 0.63 ± 0.09|
| 0.2   | ref.  | 0.47       | 0.68        | 0.45    | 0.48        | 0.26 | 0.05   | 0.35      | 0.23        |
|       | ours  | 0.53 ± 0.05| 0.97 ± 0.02 | 0.76 ± 0.04| 0.83 ± 0.06| 0.59 ± 0.10| 0.29 ± 0.10| 0.50 ± 0.12| 0.51 ± 0.08|
| 0.3   | ref.  | 0.24       | 0.46        | 0.30    | 0.28        | 0.15 | 0.04   | 0.17      | 0.13        |
|       | ours  | 0.36 ± 0.08| 0.94 ± 0.01 | 0.56 ± 0.04| 0.66 ± 0.07| 0.45 ± 0.08| 0.17 ± 0.10| 0.39 ± 0.09| 0.44 ± 0.10|
| 0.4   | ref.  | 0.09       | 0.28        | 0.20    | 0.12        | 0.07 | 0.01   | 0.08      | 0.03        |
|       | ours  | 0.25 ± 0.07| 0.88 ± 0.06 | 0.31 ± 0.06| 0.55 ± 0.05| 0.33 ± 0.08| 0.11 ± 0.02| 0.26 ± 0.07| 0.29 ± 0.08|
| 0.5   | ref.  | 0.05       | 0.18        | 0.11    | 0.07        | 0.01 | 0.03   | 0.03      | 0.03        |
|       | ours  | 0.14 ± 0.05| 0.84 ± 0.06 | 0.22 ± 0.06| 0.30 ± 0.04| 0.22 ± 0.05| 0.07 ± 0.01| 0.17 ± 0.03| 0.19 ± 0.06|
| 0.6   | ref.  | 0.02       | 0.08        | 0.05    | 0.02        | 0.00 | 0.01   | 0.02      | 0.03        |
|       | ours  | 0.07 ± 0.03| 0.73 ± 0.06 | 0.15 ± 0.06| 0.18 ± 0.03| 0.16 ± 0.06| 0.03 ± 0.03| 0.10 ± 0.03| 0.12 ± 0.02|
| 0.7   | ref.  | 0.01       | 0.03        | 0.02    | 0.00        | 0.00 | 0.00   | 0.01      | 0.02        |
|       | ours  | 0.04 ± 0.01| 0.52 ± 0.05 | 0.07 ± 0.03| 0.09 ± 0.02| 0.11 ± 0.06| 0.01 ± 0.00| 0.05 ± 0.03| 0.08 ± 0.03|

Table 2. Disease localization accuracy comparison using IoU where $T(\text{IoU}) \in \{0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7\}$. The bold values denote the best results. Note that we round the results to two decimal digits for table readability. Using different thresholds, our model outperforms the reference baseline in most cases and remains capability of localizing diseases when the threshold is big.

Figure 7. Example localization visualization on the test images. The visualization is generated by rendering the final output tensor as heatmaps and overlapping on the original images. We list some thoracic diseases as examples. The left image in each pair is the original chest X-ray image and the right one is the localization result. All examples are positive for corresponding labels. We also plot the ground-truth bounding boxes in yellow on the results when they are provided in the dataset.

**4.3. Qualitative results**

Figure [4] shows exemplary localization results of the unified diagnosis model. The localization enables the explainability of chest X-ray images. It is intuitive to see that our model produces accurate localization for the diseases comparing with the given ground-truth bounding boxes. Please note for “Infiltration” (3rd and 4th images in the 3rd row of Figure [4]), both sides of lungs for this patient are infiltrated. Since the dataset only has one bounding box for one disease per image, it misses to annotate other bounding boxes for the same disease. Our model gives the remedy. Even though the extra region decreases the IoU score in the evaluation, but in clinical practice it provides the specialist with suspicious candidate regions for further examination. When the localization results have no ground-truth bounding boxes to compare with, there is also a strong consistency between our results and radiological signs. For example, our model localizes the enlarged heart region (1st and 2nd images in the 2nd row) which implies “Cardiomegaly”, and the lung peripheries is highlighted (5th and 6th images in the 2nd row) implying “Fibrosis” which is in accordance with the radiological sign of the net-like shadowing of lung peripheries. The “Edema” (7th and 8th images in 1st row) and “Consolidation” (7th and 8th images in 2nd row) are accurately marked by our model. “Edema” always appears in an area that is full of small liquid effusions as the example shows. “Consolidation” is usually a region of compressible lung tissue that has filled with liquid which appears as a big white area. The model successfully distinguishes both diseases which are caused by similar reason.

**5. Conclusion**

We propose a unified model that jointly models disease identification and localization with limited localization annotation data. This is achieved through the same underlying prediction model for both tasks. Quantitative and qualitative results demonstrate that our method significantly outperforms the state-of-the-art algorithm.
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6. Supplementary material

6.1. Scale patch-level probability to avoid numerical underflow

Notation $p_{ij}^k$ and $1 - p_{ij}^k$ represent a patch’s (the $j$th patch of image $i$) positive and negative probabilities for class $k$. Their values are always in $[0, 1]$. We consider the problem of numerical underflow as follows. The product terms ($\prod$) in Eq. 1 and Eq. 2 can quickly go to 0 when many of the terms in the product is small due to the limited precision of float numbers. The log loss in Eq. 3 mitigates this for Eq. 1 but does not help Eq. 2 since the log function can not directly affect its product term. This effectively renders Eq. 2 as a constant value of 1, making it irrelevant on updating the network parameters. (The contribution of the gradient from Eq. 2 will be close to 0.) Similar things happen at test time. To do binary classification for an image, we determine its label by thresholding the image-level score (Eq. 2). It is impossible to find a threshold in $[0, 1]$ to distinguish the image-level scores when the score (Eq. 2) is a constant of 1; all the images will be labeled the same.

Fortunately, if we can make sure that the image-level scores $p(y_k|x_i, bbox^k)$’s and $p(y_k|x_i)$ spread out in $[0, 1]$ instead of congregating at 1, we then can find an appropriate threshold for the binary classification. To this end, we normalize $p_{ij}^k$ and $1 - p_{ij}^k$ from $[0, 1]$ to $[0.98, 1]$. The reason of such choice is as follows. In the actual system, we often use single-precision floating-point number to represent real numbers. It can represent a real number as accurate as 7 decimal digits [5]. If the number of patches in an image, $m = 16 \times 16$, a real number $p \in [0, 1]$ should be larger than around 0.94 (by obtaining $p$ from $p^{256} \geq 10^{-7}$) to make sure that the $p^m$ varies smoothly in $[0, 1]$ w.r.t. $p$ changes in $[0.94, 1]$. To be a bit more conservative, we set 0.98 as our lower limit in our experiment. This method enables valid and efficient training and testing of our method. And in the evaluation, the number of thresholds can be finite to calculate the AUC scores, as the image-level probability score is well represented using the values in $[0, 1]$. A downside of our approach is that a normalized patch-level probability score does not necessarily reflect the meaning of probability anymore.

6.2. Disease Localization Results

Similarly, we investigate the importance of bounding box supervision by using all the unannotated images and increasing the amount of annotated images from 0% to 80% by the step of 20% (Figure 8), without annotated images (the most left bar in each group), the model is only supervised by image-level labels and optimized using probabilistic approximation from patch-level predictions. The results by unannotated images only are not able to generate accurate localization of disease. As we increase the amount of annotated images gradually from 0% to 80% by the step of 20% (from left to right in each group), the localization accuracy for each type is increased accordingly.

Next, we fix the amount of annotated images to 80% and increase the amount of unannotated images from 0% to 100% by the step of 20% to observe whether unannotated images are able to help annotated images improve the performance (Figure 9). For some diseases, it achieves the best accuracy without any unannotated images. For most diseases, the accuracy experience an accuracy increase, a peak score, and then an accuracy fall (from orange to green bar in each group) as we increase the amount of unannotated images. A possible explanation is that too many unannotated images overwhelm the strong supervision from the small set of annotated images. A possible remedy is to lower the weight of unannotated images during training.

Lastly, We use 80% annotated images and 50% unannotated images to train the model and evaluate on the other 20% annotated images in each fold. Comparing with the reference model [28], our model achieves higher localization accuracy for various T(IoR) as shown in Table 3.
Cardiomegaly Infiltration Pneumonia Effusion Nodule Pneumothorax

Figure 8. Disease localization accuracy using IoU where T(IoU)=0.1. Training set: annotated samples, \{0\% (0), 20\% (176), 40\% (352), 60\% (528), 80\% (704)\} from left to right for each disease type; unannotated samples, 100\% (111, 240 images). The evaluation set is 20\% annotated samples which are not included in the training set. For each disease, the accuracy is increased from left to right, as we increase the amount of annotated samples, because more annotated samples bring more bounding box supervision to the joint model.

Table 3. Disease localization accuracy comparison using IoR where T(IoR)=\{0.1, 0.25, 0.5, 0.75, 0.9\}. The bold values denote the best results. Note that we round the results to two decimal digits for table readability. Using different thresholds, our model outperforms the reference baseline in most cases and remains capability of localizing diseases when the threshold is big.