Neutrino mass textures and partial $\mu-\tau$ symmetry
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We discuss the viability of the $\mu-\tau$ interchange symmetry imposed on the neutrino mass matrix in the flavor space. Whereas the exact symmetry is shown to lead to textures of a completely degenerate spectrum, which is incompatible with the neutrino oscillation data, introducing small perturbations into the preceding textures, inserted in a minimal way, leads, however, to four deformed textures representing an approximate $\mu-\tau$ symmetry. We motivate the form of these “minimal” textures, which disentangle the effects of the perturbations, and present some concrete realizations assuming exact $\mu-\tau$ at the Lagrangian level but at the expense of adding new symmetries and matter fields. We find that all of these deformed textures are capable of accommodating the experimental data, and in all types of neutrino mass hierarchies, particularly the nonvanishing value for the smallest mixing angle.
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I. INTRODUCTION

The elusive neutrino particles have proved, so far, to be the only feasible window for the physics beyond the standard model (SM) of particle physics. The observed solar and atmospheric neutrino oscillations in the Super-Kamiokande [1] experiment constitute compelling evidence for the massive nature of neutrinos, which is a clear departure from the SM particle physics. In the flavor basis where the charged lepton mass matrix is diagonal, the mixing can be solely attributed to the effective neutrino mass matrix $M_\nu$. In such a case the neutrino mass matrix $M_\nu$ can be parametrized by nine free parameters: three masses ($m_1$, $m_2$, and $m_3$), three mixing angles ($\theta_{12}$, $\theta_{23}$, and $\theta_{13}$), and three phases (two Majorana-type $\rho$, $\sigma$ and one Dirac-type $\delta$). The culmination of experimental data [2–5] amounts to constraining the masses and the mixing angles, while for the phases there is so far no feasible experimental set for their determination. The recent results from the T2K [6], MINOS [7], and Double Chooz [8] experiments reveal a nonzero value of $\theta_{13}$. The more recent Daya Bay [9] and RENO [10] experiments confirm a sizable value with relatively high precision. The discovery of the relatively large mixing angle $\theta_{13}$ has a tremendous impact on searching for a sizable CP-violation effect in neutrino oscillations that enables measuring the Dirac phase $\delta$. The impact could also extend to our understanding of matter-antimatter asymmetry that shaped our Universe.

In order to cope with a relatively large mixing angle $\theta_{13}$, one might be compelled to introduce new ideas in model building that may enrich our theoretical understanding of the neutrino flavor problem or the flavor problem in general in case we are fortunate enough. One of the common ideas, often discussed in the literature [11], is using flavor symmetries, and one of the most attractive ideas in this regard is the $\mu-\tau$ symmetry [12,13]. This symmetry is enjoyed by many popular mixing patterns such as tribimaximal mixing (TBM) [14], bimaximal mixing (BM) [15], hexagonal mixing (HM) [16], and scenarios of $A_\delta$ mixing [17], and it was largely studied in the literature [18]. Actually, many sorts of these symmetries happen to be “accidental”—just a numerical coincidence of parameters without underlying symmetry, but rather a symmetry resulting from a mutual influence of different and independent factors. The authors of [19] showed that the TBM symmetry falls under this category in that large deviations from its predictions are allowed experimentally. Nonetheless, one can adopt a more “fundamental” approach and construct models incorporating the symmetry in question at the Lagrangian level. In this context, recent, particularly simple, choices for discrete and continuous...
flavor symmetry addressing the nonvanishing $\theta_z$ question were respectively worked out in [20] and [21].

For the $\mu-\tau$ symmetry, it is well known that the exact form often requires the vanishing $\theta_z$, and thus, the recent results on the nonvanishing $\theta_z$ force us to abandon the idea of exact $\mu-\tau$ symmetry and to invoke a small perturbation violating it. The idea of introducing perturbations over a $\mu-\tau$ symmetric mass matrix was recently introduced in [22–24], where the authors analyzed the effect of perturbations and the correlation of their sizes with those corresponding to the deviation of $\theta_z$ and $\theta_x - \frac{\pi}{4}$ from zero. In [22], the perturbations are introduced into the $\mu-\tau$ symmetric neutrino mass matrix at all entries, while in [23] the perturbations are introduced only at the mass matrix entries, which are related through $\mu-\tau$ symmetry. The perturbations in [24] were imposed on four and three zero neutrino Yukawa textures. In fact, approximate interchange symmetry between second and third generation fields goes back to [25] where $\mu-\tau$ symmetry was extended to all fermions with a concrete realization in a two-doublets Higgs model.

In this present work, we follow a similar procedure as in [23], and insert the perturbations only at mass matrix entries related by $\mu-\tau$ symmetry. In our approach, however, the deformed relations are thought of as defining textures, and this way of thinking provides deep insight about the $\mu-\tau$ symmetry itself and its breaking. The two relations defining the approximately $\mu-\tau$ symmetric texture contain two parameters, generally complex, controlling the strength of the symmetry breaking. For the sake of simplicity and clarity, we disentangle each parameter to be kept alone in the relations defining the texture. The “minimal” textures obtained in this way (minimal in the sense of containing just one symmetry breaking parameter) may be considered as a “basis” for all perturbations. Moreover, the numerical study of [23] with a normal hierarchy spectrum required one of the two symmetry breaking parameters to be small with respect to the other, and this motivated us to consider the extreme case where one of the two symmetry breaking parameters is absent.

As we shall see, the exact $\mu-\tau$ symmetry can be realized in two different ways as equating to zero two linear combinations of the mass matrix entries. Thus, upon deforming these two defining linear combinations, in each of the possible two ways of realizing $\mu-\tau$ symmetry, by two parameters (each parameter affecting one linear combination) and separating the two parameters’ effects, we end up with four possible textures. The two equations defining each texture provide us with four real equations, which are used to reduce the independent parameters of the neutrino mass matrix in this specific texture from nine to five. We choose the five input parameters to be the mixing angles $(\theta_x, \theta_y, \theta_z)$, the Dirac phase $\delta$, and the solar mass square difference $\delta m^2$, and we vary them within their experimentally acceptable regions. Moreover, we vary the complex parameter defining the deformation. Therefore, in this way we can reconstruct the neutrino mass matrix out of seven-dimensional parameter space, and compute the unknown mass spectrum $(m_1, m_2, m_3)$ and the two Majorana phases $\rho$ and $\sigma$. We perform a consistency check with the other experimental results and find that all possible four textures could accommodate the data. However, no singular models, where one of the masses equals zero, could be viable.

In contrast to the analysis of [23], which stated that normal type hierarchy is not compatible with small perturbations ($e < 20\%$), we found all the patterns viable in all types of mass hierarchies (normal, inverted, and quasi-degenerate) for even smaller perturbations ($\chi = 2 \epsilon < 20\%$). The different conclusions are due to two factors. First, in [23] the phase angles are varied whereas the mixing angles and the other observables are fixed to their central values, which correspond to narrow slices in the parameter space we adopted in our work. Second, the definition of normal hierarchy in our work ($m_1/m_2 < m_2/m_3 < 0.7$) is less restricted than the definition adopted in [23] ($m_1 \ll m_2 \ll m_3$). Thus, we believe our analysis is more thorough and our conclusions are more solid.

As to the origin of the perturbations, there are a few strategies to follow. First, one can add terms explicitly violating the $\mu-\tau$ symmetry in the Lagrangian, as was done in [26]. Second, one may assume exact symmetry, leading to $\theta_z = 0$, at the high scale. Then renormalization group (RG) running of the neutrino mass matrix elements creates a term that breaks the $\mu-\tau$ symmetry at the electroweak scale. However, many studies showed that the RG effects are negligible. In [27], this process of symmetry breaking via RG running within a multiple Higgs doublets model was only valid, for a sizable $\theta_z$, in a quasidegenerate spectrum. In [28], the same conclusion, about the inability of radiative breaking to generate a relatively large $\theta_z$, was reached in minimal supersymmetric standard model (MSSM) schemes. Thus, we shall not consider RG effects, but impose approximate $\mu-\tau$ symmetry at the high scale (the seesaw scale, say) which would remain valid at the measurable electroweak scale. Third, as was done in [29], the $\mu-\tau$ symmetry is replaced by another symmetry including the former as a subgroup. In this spirit and in line with [23,25], we address in detail the question of the perturbations’ root and present some concrete examples at the Lagrangian level for the minimal texture form which has only one breaking parameter by means of adding extra Higgs fields and symmetries, in both types I and II of seesaw mechanisms. In type II seesaw, we achieve the desired perturbed form by adding a new $Z_2$ symmetry to the one characterizing the $\mu-\tau$ symmetry (which we denote henceforth by $S$) and three Higgs triplets responsible for giving masses to the left-handed (LH) neutrinos and by substituting three Higgs doublets for the SM Higgs field for the charged lepton masses. On the other hand, we achieve the desired form in type I seesaw by considering a flavor
symmetry of the form $S \times Z_8$ and by having three SM-like Higgs doublets for the charged lepton masses, four other Higgs doublets for the Dirac neutrino mass matrix, and additional two Higgs singlets for the Majorana right-handed (RH) neutrino mass matrix.

The plan of the paper is as follows: in Sec. II, we review the standard notation for the neutrino mass matrix and its relation to the experimental constraints. In Sec. III, we present the $\mu-\tau$ symmetry and its implications. The realization of $\mu-\tau$ symmetry as textures and its consequences for nonsingular and singular cases are respectively worked out in Sec. IV and V. In Sec. VI, we present the sequence for nonsingular and singular cases are respectively leading to four cases being interpreted as four possible textures, and we classify all the hierarchy patterns regarding the mass spectra. The detailed relevant formulas and the results of the phenomenological analysis of each texture are presented in Section VII (for nonsingular cases) and Sec. VIII (for singular ones). In Sec. IX, we present a possible Lagrangian for the approximate $\mu-\tau$ symmetry leading to the minimal textures we adopted. The last section, X, is devoted to discussions and conclusions.

II. STANDARD NOTATION

In the flavor basis, where the charged lepton mass matrix is diagonal, we diagonalize the symmetric neutrino mass matrix $M_\nu$ by a unitary transformation,

$$V^\dagger M_\nu V = \begin{pmatrix} m_1 & 0 & 0 \\ 0 & m_2 & 0 \\ 0 & 0 & m_3 \end{pmatrix}, \quad (1)$$

with $m_i$ (for $i = 1, 2, 3$) being real and positive. We introduce the mixing angles ($\theta_x, \theta_y, \theta_z$) and the phases ($\delta, \rho, \sigma$) such that [30]

$$V = UP$$

$$P = \text{diag}(e^{i\rho}, e^{i\sigma}, 1)$$

$$U = \begin{pmatrix} c_x c_z & s_x c_z & s_z \\ -c_x s_y s_z - s_x c_y e^{-i\delta} & -s_x s_y s_z + c_x c_y e^{-i\delta} & s_x c_z \\ -c_x c_y s_z + s_x s_y e^{-i\delta} & -s_x c_y s_z - c_x s_y e^{-i\delta} & c_x c_z \end{pmatrix} \quad (2)$$

(with $s_x \equiv \sin \theta_x$) to have

$$M_\nu = U \begin{pmatrix} \lambda_1 & 0 & 0 \\ 0 & \lambda_2 & 0 \\ 0 & 0 & \lambda_3 \end{pmatrix} U^\dagger, \quad (3)$$

with

$$\lambda_1 = m_1 e^{2i\rho}, \quad \lambda_2 = m_2 e^{2i\sigma}, \quad \lambda_3 = m_3. \quad (4)$$

In this parametrization, the mass matrix elements are given by

$$M_{\nu11} = m_1 c_x^2 c_z^2 e^{2i\rho} + m_2 s_x^2 c_z^2 e^{2i\sigma} + m_3 s_z^2,$$

$$M_{\nu12} = m_1 (-c_x s_x c_y e^{i(2\rho - \delta)} - c_x s_x c_y e^{i(2\sigma - \delta)}) + m_2 (-c_x s_x s_y e^{i(2\rho - \delta)} + c_x c_x s_y e^{i(2\sigma - \delta)}) + m_3 c_x s_x c_y,$$

$$M_{\nu13} = m_1 (-c_x s_x c_y e^{i(2\rho - \delta)} + c_x s_x s_y e^{i(2\sigma - \delta)}) + m_2 (-c_x s_x s_y e^{i(2\rho - \delta)} - c_x c_x s_y e^{i(2\sigma - \delta)}) + m_3 c_x s_x s_y,$$

$$M_{\nu22} = m_1 (c_x s_x s_z e^{i\rho} + c_y s_x e^{i(\rho - \delta)})^2 + m_2 (s_x s_x s_y e^{i(\rho - \delta)} - c_x c_y e^{i(\sigma - \delta)})^2 + m_3 c_z s_y^2,$$

$$M_{\nu33} = m_1 (c_x s_x c_y e^{i\rho} - c_y s_x e^{i(\rho - \delta)})^2 + m_2 (s_x s_x s_y e^{i(\rho - \delta)} + c_x c_y e^{i(\sigma - \delta)})^2 + m_3 c_z s_y^2,$$

$$M_{\nu23} = m_1 (c_x s_x s_z e^{2i\rho} + s_x c_x s_z e^{2i\sigma} - s_x s_y e^{i(2\rho - \delta)} - c_x s_x s_y e^{i(2\sigma - \delta)} - c_y s_y e^{2i\delta} + m_3 c_x s_y c_z^2. \quad (5)$$

Note that under the transformation given by

$$T_1: \theta_y \rightarrow \frac{\pi}{2} - \theta_y \quad \text{and} \quad \delta \rightarrow \delta \pm \pi \quad (6)$$

the mass matrix elements are transformed amongst themselves by swapping the indices 2 and 3 and keeping the index 1 intact:

$$M_{\nu11} \leftrightarrow M_{\nu11}, \quad M_{\nu12} \leftrightarrow M_{\nu13}, \quad M_{\nu22} \leftrightarrow M_{\nu33}, \quad M_{\nu23} \leftrightarrow M_{\nu23}. \quad (7)$$

On the other hand, the mass matrix is transformed into its complex conjugate, i.e.,

$$M_{\nu ij} = M^*_{\nu 3j}(T_2(\delta, \rho, \sigma)) = M^*_{\nu ij}(T_2(\delta, \rho, \sigma)), \quad (8)$$

under the mapping given by

$$T_2: \rho \rightarrow \pi - \rho, \quad \sigma \rightarrow \pi - \sigma, \quad \delta \rightarrow 2\pi - \delta. \quad (9)$$

The above two symmetries, $T_{1,2}$, are quite useful in classifying the models and in connecting the phenomenological analysis of patterns related by them.

It is straightforward to relate our parametrization convention, Eq. (2), to the more familiar one used in the recent data analysis of [31]. In fact, the mixing angles in the two parametrizations are equal,
that new reactor fluxes have been used, while in [34] $\delta$ is not restricted and that old reactor flux is used.

TABLE I. The global-fit results of three neutrino mixing angles ($\theta_x$, $\theta_y$, $\theta_z$) and two neutrino mass-squared differences $\delta m^2$ and $\Delta m^2$, as defined in Eq. (11). The results $\ldots$ and $\ldots$ are respectively extracted from [31] and [34]. In [31], it is assumed that $\cos \delta = \pm 1$ and that new reactor fluxes have been used, while in [34] $\delta$ is not restricted and that old reactor flux is used.

| Parameter | Best fit | 1σ range | 2σ range | 3σ range |
|-----------|----------|----------|----------|----------|
| $\delta m^2$ (10$^{-5}$ eV$^2$) | 7.58 | [7.32, 7.80] | [7.16, 7.99] | [6.99, 8.18] |
| $|\Delta m^2|$(10$^{-3}$ eV$^2$) | 2.35 | [2.26, 2.47] | [2.17, 2.57] | [2.06, 2.67] |
| $\theta_x$ | 33.58° | [32.96°, 35.00°] | [31.95°, 36.09°] | [30.98°, 37.11°] |
| $\theta_y$ | 40.40° | [38.65°, 45.00°] | [36.87°, 50.77°] | [35.67°, 53.13°] |
| $\theta_z$ | 8.33° | [7.16°, 10.30°] | [6.29°, 11.68°] | [4.05°, 12.92°] |
| $R_y$ | 0.0323 | [0.0296, 0.0345] | [0.0279, 0.0368] | [0.0262, 0.0397] |

whereas there is a simple linear relation, discussed in [20,32], between the phases defined in our parametrization and those corresponding to the standard one.

The solar and atmospheric neutrino mass-squared differences are characterized by two independent neutrino mass-squared differences [31]:

$$\delta m^2 \equiv m_2^2 - m_1^2, \quad |\Delta m^2| \equiv \left|m_3^2 - \frac{1}{2}(m_1^2 + m_2^2)\right|,$$

whereas the parameter

$$R_y \equiv \frac{\delta m^2}{|\Delta m^2|}$$

characterizes the hierarchy of these two quantities.

The neutrino mass scales are constrained in the reactor nuclear experiments on beta-decay kinematics and neutrinoless double-beta decay by two parameters that are the effective electron-neutrino mass,

$$\langle m \rangle_e = \sqrt{\sum_{i=1}^{3} |V_{ei}|^2 m_i^2},$$

and the effective Majorana mass term $\langle m \rangle_{ee}$,

$$\langle m \rangle_{ee} = |m_1 V_{e1}^2 + m_2 V_{e2}^2 + m_3 V_{e3}^2| = |M_{s11}|.$$

Another parameter with an upper bound coming from cosmological observations is the “sum” parameter $\Sigma$:

$$\Sigma = \sum_{i=1}^{3} m_i.$$

Moreover, the Jarlskog rephasing invariant quantity is given by [33]

$$J = s_x c_x s_y c_y s_z c_\delta \sin \delta.$$

There are no experimental bounds on the phase angles, and we take the principal value range for $\delta$, $2\pi$, and $2\pi$ to be [0, 2π]. As to the other oscillation parameters, the experimental constraints give the values stated in Table I with 1, 2, and 3-σ errors [31,34]. Actually, the fits of oscillation data found in [31] and [34] are consistent with each other except that the latter fits are stricter for $\theta_x$. In our numerical analysis, we prefer to use the former fit, which has a wider range for $\theta_x$, in order to easily catch the pattern of variation depending on $\theta_x$. Other groups [35,36] have also carried out global fits for the oscillation data and their findings are in line with those of the group of [31].

We adopt the less conservative 2-σ range as reported in [37] for the non oscillation parameters $\langle m \rangle_e, \Sigma$, whereas for the other nonoscillation parameter $\langle m \rangle_{ee}$ we use values found in [38]:

$$\langle m \rangle_e < 1.8 \text{ eV},$$

$$\Sigma < 1.19 \text{ eV},$$

$$\langle m \rangle_{ee} < 0.34 - 0.78 \text{ eV}.$$

III. THE $\mu$–$\tau$ SYMMETRY AND NEUTRINO MASS MATRIX

The $\mu$–$\tau$ symmetry can be described by the following general set of conditions [22]:

$$|V_{\mu i}| = |V_{\tau i}|, \quad \text{for } i = 1, 2, 3.$$

According to our adopted parametrizations for $V$ in Eq. (2), these conditions imply two classes of solutions. The first class, hereafter labeled as class I, is characterized by

$$\theta_y = \frac{\pi}{4}, \quad 2s_x c_x s_y c_\delta = 0,$$

while the second class, hereafter labeled as class II, is determined by

$$\theta_y = 0, \quad 2s_x c_x s_y c_\delta = 0.$$
The two classes, I and II, are distinguished by the possible allowed values for the mixing angles $\theta_\alpha$ and $\theta_\beta$. In class I, the mixing angle $\theta_\beta$ is fixed to be $\frac{\pi}{2}$, while for class II the mixing angle $\theta_\beta$ is fixed to be $\frac{\pi}{3}$. These restrictions are the only nontrivial consequence of the $\mu$–$\tau$ symmetry. Regarding the other mixing angles and phases for each class, the restriction imposed through the symmetry is rather loose. However, according to the allowed values for mixing angles and phases, class II cannot be divided into a finite number of subclasses in contrast to class I, which can be divided into four subclasses as follows:

(a) $\theta_\gamma = \frac{\pi}{4}$ and $\theta_\epsilon = 0$ while $\theta_\alpha, \delta, \rho$ and $\sigma$ are free,
(b) $\theta_\gamma = \frac{\pi}{4}$ and $\theta_\epsilon = \frac{\pi}{4}$ while $\theta_\alpha, \delta, \rho$ and $\sigma$ are free,
(c) $\theta_\gamma = \frac{\pi}{4}$ and $\theta_\epsilon = 0$ while $\theta_\alpha, \delta, \rho$ and $\sigma$ are free,
(d) $\theta_\gamma = \frac{\pi}{4}$ and $\delta = \pm \frac{\pi}{2}$ while $\theta_\alpha, \theta_\epsilon, \rho$ and $\sigma$ are free.

The subclasses (a) and (b) seem unsatisfactory because the predicted $\theta_\beta$ is far from the experimentally preferred value. The remedy for this defect is to introduce a small perturbation having a large effect on $\theta_\epsilon$, as was done in [22]. As to the subclass (c), it seems to be the most interesting class, from a phenomenological point of view, when joined with fixing $\theta_\epsilon$ near the experimentally preferred value. In a sense, it can contain models with tribimaximal, bimaximal, hexagonal, and $A_5$ symmetries. The last remaining subclass (d), predicting maximal $CP$ violation, can include the tetramaximal symmetry [39]. Class II is phenomenologically disfavored since $\theta_\beta = \frac{\pi}{4}$ is far from the experimentally preferred value, which might justify dropping this whole class in the analysis carried out in [22].

We can get more insight into the $\mu$–$\tau$ symmetry by writing its implications on the neutrino mass matrix entries. Class I and its subclasses are found to imply

(a) $M_{\mu 12} = M_{\mu 13}$ and $M_{\mu 22} = M_{\mu 33}$,
(b) $M_{\mu 12} = M_{\mu 13}$ and $M_{\mu 22} = M_{\mu 33}$,
(c) $M_{\mu 12} = -M_{\mu 13}$ and $M_{\mu 22} = M_{\mu 33}$,
(d) $M_{\mu 12} = M_{\mu 13}^\dagger$ and $M_{\mu 22} = M_{\mu 33}^\dagger$ for vanishing Majorana phases; otherwise no simple algebraic relation between the mass entries is found.

In the second class, II, the implied mass relations are

\[ M_{\mu 12} = M_{\mu 13} = 0, \quad \text{and} \quad |M_{\mu 22}| = |M_{\mu 33}|.\]  

(21)

The above mentioned considerations motivate us to take as a starting point one of the following mass relations as defining the $\mu$–$\tau$ symmetry. The first relation is taken to be

\[ M_{\mu 12} = M_{\mu 13}, \quad \text{and} \quad M_{\mu 22} = M_{\mu 33}.\]  

(22)

while the second one is

\[ M_{\mu 12} = -M_{\mu 13}, \quad \text{and} \quad M_{\mu 22} = M_{\mu 33}.\]  

(23)

These two alternative ways for imposing $\mu$–$\tau$ symmetry in Eq. (22) and Eq. (23) are respectively designated by $S_+$ and $S_-$ in order to ease the corresponding referral. The other possible relations, like $(M_{\mu 12} = M_{\mu 13}^\dagger$ and $M_{\mu 22} = M_{\mu 33}^\dagger$) or $(M_{\mu 12} = M_{\mu 13} = 0$ and $|M_{\mu 22}| = |M_{\mu 33}|$), are disfavored because they involve a nonanalytical algebraic relation between mass entries that cannot be generated by the usual discrete flavor symmetries. There is still a further motivation for imposing $\mu$–$\tau$ symmetry via $S_+$ or $S_-$ that can be easily inferred from the symmetry properties enjoyed by the neutrino mass matrix as explained in Sec. II. In fact, the transformation rule in Eq. (6) singles out $\theta = \frac{\pi}{4}$ as a fixed point for the transformation and the mass relations in Eq. (7) already link the mass matrix entries relevant for the $\mu$–$\tau$ symmetry. The difference in sign between the two alternative realizations, $M_{\mu 12} = \pm M_{\mu 13}$, can be attributed to the different phases assigned to the third neutrino field $\nu_\tau$.

**IV. THE EXACT $\mu$–$\tau$ SYMMETRY AS A TEXTURE FOR NONSINGULAR NEUTRINO MASS MATRIX**

The exact $\mu$–$\tau$ symmetry can be treated as a texture defined by

\[ M_{\mu 12} \mp M_{\mu 13} = 0, \]
\[ M_{\mu 22} - M_{\mu 33} = 0, \]  

(24)

where the minus and plus sign correspond respectively to the cases of Eq. (22) and Eq. (23).

Using Eqs. (2)–(4), the relation defining the texture can be expressed as

\[ M_{\mu 12} \mp M_{\mu 13} = 0, \Rightarrow \sum_{j=1}^{3} (U_{1j}U_{2j} \mp U_{1j}U_{3j}) \lambda_j = 0 \]
\[ \Rightarrow A_1^\mp \lambda_1 + A_2^\mp \lambda_2 + A_3^\mp \lambda_3 = 0 \]
\[ M_{\mu 22} - M_{\mu 33} = 0, \Rightarrow \sum_{j=1}^{3} (U_{2j}U_{2j} - U_{3j}U_{3j}) \lambda_j = 0, \]
\[ \Rightarrow B_1 \lambda_1 + B_2 \lambda_2 + B_3 \lambda_3 = 0, \]  

(25)

where

\[ A_j^\mp = U_{1j}(U_{2j} \mp U_{3j}), \quad \text{and} \quad B_j = U_{2j}^2 - U_{3j}^2, \]
\[(\text{no sum over } j).\]  

(26)

The coefficients $A_j^\mp$ and $B_j$ can be written explicitly in terms of mixing angles and the Dirac phase as

\[ \theta_\gamma = \frac{\pi}{2}, \quad s_{2\gamma}s_{2\beta}c_\delta = c_{2\gamma}c_{2\beta}. \]  

(20)
A. Vanishing $m_1$ singular neutrino mass matrix having exact $\mu-\tau$ symmetry

The mass spectrum in this case turns out to be

$$m_1 = 0, \quad m_2 = \sqrt{\Delta m^2}, \quad m_3 = \sqrt{\Delta m^2 + \frac{\delta m^2}{2}} \approx \sqrt{\Delta m^2},$$

(29)

which puts the mass ratio $\frac{m_2}{m_3}$ in the form

$$m_{23} = \frac{m_2}{m_3} = \frac{R_\nu}{1 + \frac{\delta}{2}} \approx R_\nu,$$

(30)

where the phenomenologically acceptable value for $R_\nu$ is given in Table I. The vanishing of $m_1$ together with imposing the exact $\mu-\tau$ symmetry as stated in Eqs. (25) leads to

$$A_3^\pm \lambda_2 + A_3^\pm \lambda_3 = 0,$$

(31)

$$B_3 \lambda_2 + B_3 \lambda_3 = 0,$$

which gives nontrivial solutions, provided $A_3^\pm B_3 - A_3^\mp B_2 = 0$, i.e.,

$$m_{23} = \frac{|A_3^\pm|}{|A_3^\pm|} = \frac{|B_3|}{|B_2|},$$

$$\sigma = \frac{1}{2} \text{Arg} \left( -\frac{A_3^\pm m_1}{A_3^\pm m_2} \right) = \frac{1}{2} \text{Arg} \left( -\frac{B_3 m_3}{B_2 m_2} \right).$$

(32)

The Majorana phase $\rho$ becomes unphysical, since $m_1$ vanishes, in this case, and can be dropped out.

These patterns can easily be shown to be unviable just by comparing the two approximate expressions obtained for $\frac{m_2}{m_3}$. As an example, we consider the case $S_\tau$ where we have, as reported in Table II,

### TABLE II. The approximate mass ratio formulas for the singular light neutrino mass realizing exact $\mu-\tau$ symmetry. The formulas are calculated in terms of $A$'s or $B$'s coefficients.

| Realization | $\frac{m_2}{m_3}$ | $\frac{m_3}{m_1}$ |
|-------------|------------------|------------------|
| $S_\mu$     | $|A_3^\pm| \approx \sqrt{\frac{\Delta m^2}{\Delta m^2} \frac{s_\tau c_{\mu} + O(s_\tau^2)}}$ | $|B_3| \approx \frac{1}{\sqrt{2}} \left( 1 + 2 t_{\tau} t_{\mu} c_\delta s_\lambda + O(s_\lambda^2) \right)$ |
| $S_\nu$     | $|A_3^\pm| \approx \sqrt{\frac{\Delta m^2}{\Delta m^2} \frac{s_\tau c_{\mu} + O(s_\tau^2)}}$ | $|B_3| \approx \frac{1}{\sqrt{2}} \left( 1 + 2 t_{\tau} t_{\mu} c_\delta s_\lambda + O(s_\lambda^2) \right)$ |
| $S_\tau$    | $|A_3^\pm| \approx \sqrt{\frac{\Delta m^2}{\Delta m^2} \frac{s_\tau c_{\mu} + O(s_\tau^2)}}$ | $|B_3| \approx \frac{1}{\sqrt{2}} \left( 1 + 2 t_{\tau} t_{\mu} c_\delta s_\lambda + O(s_\lambda^2) \right)$ |
| $S_\mu$     | $|A_3^\pm| \approx \sqrt{\frac{\Delta m^2}{\Delta m^2} \frac{s_\tau c_{\mu} + O(s_\tau^2)}}$ | $|B_3| \approx \frac{1}{\sqrt{2}} \left( 1 + 2 t_{\tau} t_{\mu} c_\delta s_\lambda + O(s_\lambda^2) \right)$ |
| $S_\nu$     | $|A_3^\pm| \approx \sqrt{\frac{\Delta m^2}{\Delta m^2} \frac{s_\tau c_{\mu} + O(s_\tau^2)}}$ | $|B_3| \approx \frac{1}{\sqrt{2}} \left( 1 + 2 t_{\tau} t_{\mu} c_\delta s_\lambda + O(s_\lambda^2) \right)$ |
| $S_\tau$    | $|A_3^\pm| \approx \sqrt{\frac{\Delta m^2}{\Delta m^2} \frac{s_\tau c_{\mu} + O(s_\tau^2)}}$ | $|B_3| \approx \frac{1}{\sqrt{2}} \left( 1 + 2 t_{\tau} t_{\mu} c_\delta s_\lambda + O(s_\lambda^2) \right)$ |
This mass ratio, \( \frac{m_3}{m_1} \), should be consistent with the constraint of Eq. (30), which means that it should be much less than one. It is hard to satisfy this constraint because the first expression, obtained from \( A^-'s \), starts from \( O(x_2) \) and can be tuned to a small value, while the second one, obtained from \( B's \), has a leading contribution \( \frac{1}{c_3} \) that is greater than one for the admissible range of \( \theta_\mu \). To properly tune the second expression, one needs large negative higher order corrections that can be achieved by choosing negative \( c_\delta \) and letting \( \theta_\mu \) approach \( \frac{\pi}{2} \), but this tends in its turn to diminish the first expression of the mass ratio more than required. Thus, the two expressions cannot be made compatible. A similar reasoning can be applied to the case \( S_+ \) to show the incompatibility of the two derived expressions for the mass ratio. Our numerical study confirms this conclusion where all the phenomenologically acceptable ranges for mixing angles and the Dirac phase are scanned, but no solutions could be found satisfying the mass constraint expressed in Eq. (30).

**B. The vanishing \( m_3 \) singular neutrino mass matrix having exact \( \mu-\tau \) symmetry**

Along the same lines as the previous subsection, we can treat the case of vanishing \( m_3 \). This time, the mass spectrum is found to be

\[
m_1 \approx \sqrt{\Delta m^2 - \frac{\delta m^2}{2}}, \quad m_2 \approx \sqrt{\Delta m^2 + \delta m^2}, \quad m_3 = 0,
\]

from \( A^-'s \),

\[
\frac{1}{c_3} (1 + 2 \iota t_{2 \iota} c_\delta s_\delta) + O(x_1^2), \quad \text{from } B's.
\]

The vanishing of \( m_3 \) together with imposing exact \( \mu-\tau \) symmetry as stated in Eqs. (25) results in the following equations:

\[
A_1^+ \lambda_1 + A_2^+ \lambda_2 = 0, \\
B_1 \lambda_1 + B_2 \lambda_2 = 0,
\]

which have nontrivial solutions of

\[
m_{21} = \left| \frac{A_1^+}{A_2^+} \right| = \left| \frac{B_1}{B_2} \right|,
\]

\[
\rho - \sigma = \frac{1}{2} \text{Arg} \left( -A_2^+ m_2 \right) = \frac{1}{2} \text{Arg} \left( -B_2 m_2 \right) m_1,
\]

provided \( A_1^+ B_2 - A_2^+ B_1 = 0 \). It is clear that the only relevant physical combination of Majorana phases in such a case is the difference \( \rho - \sigma \). One can use the same reasoning explained in the case of vanishing \( m_1 \), based on approximate formulas for mass ratios, as reported in Table II, to show that the constraint of Eq. (35) cannot be satisfied, which makes the patterns unviable. Again, our numerical study based on scanning all phenomenologically acceptable ranges for mixing angles and the Dirac phase reveals no found solutions satisfying the constraint of Eq. (35).

**VI. DEVIATION FROM EXACT \( \mu-\tau \) SYMMETRY**

We consider the simplest minimal possible deviation from the exact \( \mu-\tau \) symmetry that can be parametrized by only one parameter. The relations characterizing these deviations can assume the following two forms:

\[
M_{\nu 12} (1 + \chi) = \pm M_{\nu 13}, \quad \text{and} \quad M_{\nu 22} = M_{\nu 33}, \quad (38)
\]

and

\[
M_{\nu 12} = \pm M_{\nu 13}, \quad \text{and} \quad M_{\nu 22} (1 + \chi) = M_{\nu 33}, \quad (39)
\]

where \( \chi = |\chi| e^{i\theta} \) is a complex parameter measuring the deviation from exact \( \mu-\tau \) symmetry. The absolute value \( |\chi| \) is restricted to fall in the range \([0,0.2]\), while the phase \( \theta \) is totally free. The chosen range for \( \chi \) is made to ensure a small deviation that can be treated as a perturbation.

The deviation from exact \( \mu-\tau \) symmetry can be treated in an illuminating way by considering the relations in Eqs. (38) and (39) as defining the following textures:

\[
M_{\nu 12} (1 + \chi) + M_{\nu 13} = 0, \quad \text{and} \quad M_{\nu 22} - M_{\nu 33} = 0, \quad (40)
\]

and

\[
M_{\nu 12} + M_{\nu 13} = 0, \quad \text{and} \quad M_{\nu 22} (1 + \chi) - M_{\nu 33} = 0. \quad (41)
\]

Following the same procedure as described in Sec. IV, we find that the coefficients \( A^- \) and \( B^- \) corresponding to the textures defined in Eq. (40) and Eq. (41) are, respectively,

\[
A_j^+ = U_{1j}^i U_{2j}^i (1 + \chi) \mp U_{3j}^i, \quad \text{and} \quad B_j = U_{2j}^2 - U_{3j}^2, \quad (\text{no sum over } j)
\]
and

\[ A_j^* = U_{1j}(U_{2j}^T + U_{3j}), \]

and

\[ B_j = U_{2j}^T(1 + \chi) - U_{3j}^T, \quad \text{(no sum over } j). \] (43)

Assuming \( \lambda_3 \neq 0 \), the resulting \( \lambda \)'s ratio are found to be

\[ \frac{\lambda_1}{\lambda_3} = \frac{A_3 B_2 - A_2 B_3}{A_2 B_1 - A_1 B_2}, \]

\[ \frac{\lambda_2}{\lambda_3} = \frac{A_1 B_3 - A_3 B_1}{A_2 B_1 - A_1 B_2}. \] (44)

From these \( \lambda \) ratios, the mass ratios \((m_1/m_2, m_2/m_3)\) and Majorana phases \( (\rho, \sigma) \) can be determined in terms of the mixing angles \( (\theta_x, \theta_y, \theta_z) \), the Dirac phase \( \delta \), and the complex parameter \( \chi \).

Thus, we can vary \((\theta_x, \theta_y, \theta_z, \delta, \bar{m}^2, |\chi|, \theta)\) over their experimentally allowed regions and \((\delta, |\chi|, \theta)\) in their full range to determine the unknown mass spectra and Majorana phases. We can then confront the whole predictions with the experimental constraints given in Table I and Eq. (17) to find out the admissible seven-dimensional parameter space region. For a proper survey of the allowed parameter space, one can illustrate the seven-dimensional parameter space region. For a proper survey of the allowed parameter space, one can illustrate the seven-dimensional parameter space region.

Thus, we can vary \((\theta_x, \theta_y, \theta_z, \delta, \bar{m}^2, |\chi|, \theta)\) over their experimentally allowed regions and \((\delta, |\chi|, \theta)\) in their full range to determine the unknown mass spectra and Majorana phases. We can then confront the whole predictions with the experimental constraints given in Table I and Eq. (17) to find out the admissible seven-dimensional parameter space region.

Moreover, analytical expressions of the relevant parameters up to the leading order in \( s_z \) are provided in order to get an “understanding” of the numerical results. The relevant parameters include mass ratios, Majorana phases, the \( R_\nu \) parameter, the effective Majorana mass term \( \langle m \rangle_{ee} \), and the effective electron’s neutrino mass \( \langle m \rangle_e \). We stress here that our numerical analysis is based on the exact formulas and not on the approximate ones.

The large number of correlation figures is organized in plots, at the 3-\( \sigma \) error level, by dividing each figure into left and right panels (halves) denoted accordingly by the letters L and R. Additional labels (D, N, and I) are attached to the plots to indicate the type of hierarchy (degenerate, normal, and inverted, respectively). Any missing label D, N, or I on the figures of a certain pattern means the absence of the corresponding hierarchy type in this pattern.

We list in tables III and IV, and for the three types of hierarchy and the three precision levels, the extremum values that the different parameters can take. It is noteworthy that our numerical study is based, as was the case in [32], on random scanning of the seven-dimensional parameter space composed of \( (\theta_x, \theta_y, \theta_z, \delta, \bar{m}^2, |\chi|, \theta) \). This kind of randomness implies that the reported values in the tables are meant to give only a strong qualitative indication, in that they might change from one run to another, thus providing a way to check for the stability of the results.

A. C1: Pattern having \( M_{12}^* (1 + \chi) - M_{13} = 0 \), and \( M_{22} - M_{33} = 0 \)

In this pattern, C1, the relevant expressions for As and Bs are

\[ A_1 = -c_x c_z (c_x s_y s_z + s_x c_y e^{-i \delta})(1 + \chi), \]

\[ -c_x c_z (-c_x c_y s_z + s_x s_y e^{-i \delta}), \]

\[ A_2 = s_x c_z (-s_x s_y s_z + c_x c_y e^{-i \delta})(1 + \chi), \]

\[ + s_x c_z (s_x c_y s_z + c_x s_y e^{-i \delta}), \]

\[ A_3 = s_x s_y c_z (1 + \chi) - s_x c_y c_z, \]

\[ B_1 = (c_x s_y s_z + s_x c_y e^{-i \delta})^2 - (c_x c_y s_z + s_x s_y e^{-i \delta})^2, \]

\[ B_2 = (-s_x s_y s_z + c_x c_y e^{-i \delta})^2 - (s_x c_y s_z + c_x s_y e^{-i \delta})^2, \]

\[ B_3 = s_x^2 c_y^2 - c_x^2 c_z^2, \] (48)

by one of the masses \((m_1 \text{ and } m_3)\) being equal to zero (the data prohibits the simultaneous vanishing of two masses and thus \( m_2 \) cannot vanish).

VII. NUMERICAL RESULTS OF VARIOUS PATTERNS VIOLATING EXACT \( \mu-\tau \) SYMMETRY

We now present the results of our numerical analysis for the four simplest possible patterns violating exact \( \mu-\tau \) as described in the previous section and quantified in Eq. (40) and Eq. (41). The coefficients’ As and Bs are expressed in Eq. (42) and Eq. (43) according to the pattern under study. Moreover, analytical expressions of the relevant parameters up to the leading order in \( s_z \) are found to be classifiable into three categories:

(i) Normal hierarchy: characterized by \( m_1 < m_2 < m_3 \) and denoted by N satisfying numerically the bound

\[ \frac{m_1}{m_3} < \frac{m_2}{m_3} < 0.7, \] (45)

(ii) Inverted hierarchy: characterized by \( m_3 < m_1 < m_2 \) and denoted by I satisfying the bound

\[ \frac{m_2}{m_3} > \frac{m_1}{m_3} > 1.3, \] (46)

(iii) Degenerate hierarchy (meaning quasidegeneracy): characterized by \( m_1 \approx m_2 \approx m_3 \) and denoted by D. The corresponding numeric bound is taken to be

\[ 0.7 < \frac{m_1}{m_3} < \frac{m_2}{m_3} < 1.3. \] (47)

Moreover, we studied for each pattern the possibility of having a singular (noninvertible) mass matrix characterized...
| $\theta_1$ | $\theta_2$ | $\theta_3$ | $m_1$ | $m_2$ | $m_3$ |
|---|---|---|---|---|---|
| 0.015 | 0.176 | 0.0056 | 0.129 | 0.0056 | 0.0056 |
| 0.015 | 0.176 | 0.0056 | 0.129 | 0.0056 | 0.0056 |
| 0.015 | 0.176 | 0.0056 | 0.129 | 0.0056 | 0.0056 |

**Table III.** The various predictions for the pattern of violating exact $\mu - \tau$ symmetry. All the angles (masses) are evaluated in degrees (eV).

---

**Table continued.**

| $\theta_1$ | $\theta_2$ | $\theta_3$ | $m_1$ | $m_2$ | $m_3$ |
|---|---|---|---|---|---|
| 0.015 | 0.176 | 0.0056 | 0.129 | 0.0056 | 0.0056 |
| 0.015 | 0.176 | 0.0056 | 0.129 | 0.0056 | 0.0056 |
| 0.015 | 0.176 | 0.0056 | 0.129 | 0.0056 | 0.0056 |

---

**Table continued.**

| $\theta_1$ | $\theta_2$ | $\theta_3$ | $m_1$ | $m_2$ | $m_3$ |
|---|---|---|---|---|---|
| 0.015 | 0.176 | 0.0056 | 0.129 | 0.0056 | 0.0056 |
| 0.015 | 0.176 | 0.0056 | 0.129 | 0.0056 | 0.0056 |
| 0.015 | 0.176 | 0.0056 | 0.129 | 0.0056 | 0.0056 |
| quantity | $\theta_1$ | $\theta_2$ | $\theta_3$ | $m_1$ | $m_2$ | $m_3$ |
|----------|------------|------------|------------|-------|-------|-------|
| 1σ       | 32.96–35   | 38.65–44.88 | 7.71–10.30 | 0.0472–0.3790 | 0.0480–0.3791 | 0.0579–0.3822 |
| 2σ       | 31.95–36.09 | [36.87–44.48] | [45.13–50.77] | 6.29–11.68 | 0.0465–0.3951 | 0.0473–0.3952 |
| 3σ       | 30.98–37.11 | [35.67–44.93] | [45.08–53.125] | 4.06–12.92 | 0.0453–0.3777 | 0.0462–0.3778 |

**Degenerate Hierarchy**

| Pattern: $M_{12}(1+\chi) - M_{13} = 0$, and $M_{23} - M_{33} = 0$ |

| $\Delta_1$ | $\Delta_2$ | $\Delta_3$ | $m_{12}$ | $m_{13}$ | $m_{23}$ | $\delta$ | $\langle m_{12} \rangle$ | $\langle m_{13} \rangle$ | $J$ |
|-----------|-----------|-----------|--------|--------|--------|--------|----------------|----------------|-----|
| 1σ        | 0.0149–179.30 | 0.0169–179.29 | 0.0484–359.94 | 0.0480–0.3791 | 0.0447–0.3718 | -0.0398–0.0398 |
| 2σ        | 0.0702–359.88 | 0.0472–0.3950 | 0.0435–0.3949 | -0.0442–0.0447 |
| 3σ        | 0.1136–179.52 | 0.0084–179.96 | 0.2029–359.92 | 0.0555–0.0796 | 0.0175–0.0725 | -0.0274–0.0295 |

**Normal Hierarchy**

| Pattern: $M_{12} - M_{13} = 0$, and $M_{22}(1+\chi) - M_{33} = 0$ |

| $\Delta_1$ | $\Delta_2$ | $\Delta_3$ | $m_{12}$ | $m_{13}$ | $m_{23}$ | $\delta$ | $\langle m_{12} \rangle$ | $\langle m_{13} \rangle$ | $J$ |
|-----------|-----------|-----------|--------|--------|--------|--------|----------------|----------------|-----|
| 1σ        | 0.1287–172.7 | 0.0277–0.0481 | 0.0256–0.0479 | -0.0393–0.0399 |
| 2σ        | 0.0247–0.0493 | 0.0216–0.0490 | -0.0452–0.0456 |
| 3σ        | 0.1590–359.92 | 0.0228–0.0503 | 0.0199–0.0498 | -0.0493–0.0492 |

**Inverted Hierarchy**

| Pattern: $M_{12} + M_{13} = 0$, and $M_{22}(1+\chi) - M_{33} = 0$ |

| $\Delta_1$ | $\Delta_2$ | $\Delta_3$ | $m_{12}$ | $m_{13}$ | $m_{23}$ | $\delta$ | $\langle m_{12} \rangle$ | $\langle m_{13} \rangle$ | $J$ |
|-----------|-----------|-----------|--------|--------|--------|--------|----------------|----------------|-----|
| 1σ        | 0.2316–359.73 | 0.0745–0.3954 | 0.0483–0.3617 | -0.0397–0.0395 |
| 2σ        | 0.4530–359.73 | 0.0663–0.3955 | 0.0231–0.3628 | -0.0446–0.0443 |
| 3σ        | 0.4436–359.90 | 0.0460–0.3902 | 0.0138–0.3377 | -0.0474–0.0484 |

**Degenerate Hierarchy**

| Pattern: $M_{12} + M_{13} = 0$, and $M_{22}(1+\chi) - M_{33} = 0$ |

| $\Delta_1$ | $\Delta_2$ | $\Delta_3$ | $m_{12}$ | $m_{13}$ | $m_{23}$ | $\delta$ | $\langle m_{12} \rangle$ | $\langle m_{13} \rangle$ | $J$ |
|-----------|-----------|-----------|--------|--------|--------|--------|----------------|----------------|-----|
| 1σ        | 0.7022–158.16 | 0.0383–0.0497 | 0.0104–0.0297 | -0.0179–0.0176 |
| 2σ        | 0.1114–354.39 | 0.0651–0.0787 | 0.0203–0.0635 | -0.0291–0.0295 |
| 3σ        | 0.0084–179.96 | 0.2029–359.92 | 0.0555–0.0796 | 0.0175–0.0725 | -0.0274–0.0295 |
leading to mass ratios, up to the leading order in $s_z$, of

\[
m_{13} = \frac{m_1}{m_3} \approx 1 + \frac{2s_3s_\theta |\chi|s_z}{\delta_1 T_1},
\]

\[
m_{23} = \frac{m_2}{m_3} \approx 1 - \frac{2s_3s_\theta |\chi| s_z}{\delta_1 T_1},
\]

where $T_1$ is defined as

\[
T_1 = |\chi|^2 c_y^2 + 2|\chi|c_\theta c_y(c_x + s_y) + 1 + s_{2y}
\]

while the Majorana phases are

\[
\rho \approx \delta + \frac{s_3s_y(-s_x c_y|\chi|^2 + |\chi| c_\theta(c_{2y} - s_{2y}) + c_{2y})}{\delta_1 T_1},
\]

\[
\sigma \approx \delta - \frac{s_3s_y(-s_x c_y|\chi|^2 + |\chi| c_\theta(c_{2y} - s_{2y}) + c_{2y})}{\delta_1 T_1}.
\]

The parameters $R_{\chi}$, the mass ratio square difference $m_{23}^2 - m_{13}^2$, $\langle m\rangle_e$ and $\langle m\rangle_{ee}$, can be deduced to be

\[
R_{\chi} \approx -\frac{8s_3s_\theta |\chi| s_z}{s_{2\chi} T_1},
\]

\[
m_{23}^2 - m_{13}^2 \approx -\frac{8s_3s_\theta |\chi| s_z}{s_{2\chi} T_1},
\]

\[
\langle m\rangle_e \approx m_3 \left[ 1 + \frac{4s_3s_\theta |\chi| s_z}{s_{2\chi} T_1} \right],
\]

\[
\langle m\rangle_{ee} \approx m_3 \left[ 1 + \frac{4s_3s_\theta |\chi| s_z}{s_{2\chi} T_1} \right].
\]

Our expansion in terms of $s_z$ is justified since $s_z$ is typically small for phenomenologically acceptable values where the best fit for $s_z \approx 0.144$. Therefore, we naively expect that the expansion should work properly but it turns out that there are
some subtle points in this expansion which would invalidate our naive expectation. To elaborate on this, let us consider the expansion corresponding to the mass ratio $m_{13}$ as

$$m_{13} = 1 + \sum_{i=1}^{\infty} c_i(\theta_x, \theta_y, \delta, |\chi|, \theta) x_i^2,$$

(53)

where $c_i$ is the $i$th-Taylor expansion coefficient depending on $\theta_x, \theta_y$, $\delta, |\chi|$, and $\theta$. In this pattern, putting $\theta_x$ equal to $\frac{\pi}{2}$ makes the spectrum degenerate ($m_{13} = m_{23} = 1$) irrespective of the values for $\theta_y, \delta, |\chi|$ and $\theta$. There are two possible alternatives to match this finding: in the first one, all the $c_i(\theta_x = \frac{\pi}{2})$s are vanishing, whereas in the second one some of the $c_i(\theta_y = \frac{\pi}{2})$s are finite and nonvanishing provided that an infinite number of $c_i(\theta_y = \frac{\pi}{2})$s are divergent such that the coefficients recombine in a delicate way to make the sum $\sum_{i=1}^{\infty} c_i(\theta_x, \theta_y = \frac{\pi}{2}, \delta, |\chi|, \theta) x_i^2$ equaling zero for any $s_{1,2}$.

One can see this simply by noting that if all the $c_i$s are bounded then the analyticity of the series forces them to vanish. On the other hand, one cannot have a finite number of “unbounded” expansion coefficients, otherwise we could, assuming without loss of generality two coefficients ($c_{i_1}, c_{i_2}, i_1 < i_2$) whose limits at $y = y_0 = \frac{\pi}{2}$ are divergent, write $c_{i_1}(y)\rho^{i_1} + c_{i_2}(y)\rho^{i_2} = g(y, t)$, where $g$ is a well-behaved function if the infinite sum of “bounded” terms converge. It suffices then to let $y,$

for $t_1 \neq t_2$, approach $y_0$ in the relation $c_{i_1}(y) = \frac{\sqrt{\lambda}}{\Gamma(\frac{1}{2} - i_1)\Gamma(i_1 - i_2)}$, to reach a contradiction.

Explicit calculation reveals that $c_1$ is finite and nonvanishing at $\theta_y = \frac{\pi}{2}$ as is evident from Eq. (49), while $c_i$ is divergent at $\theta_y = \frac{\pi}{2}$ for all $i \geq 2$. A similar consideration applies also to the mass ratio $m_{23}$. These divergences, at $\theta_y = \frac{\pi}{2}$, appearing in the expansion coefficients $c_i$ for mass ratios resurface again in the expansion coefficients corresponding to $\langle m \rangle_{ee}$ and $\langle m \rangle_{ee}$ but surprisingly enough the divergences associated with $R_\nu$ and $m_{23}^2 - m_{13}^2$ start only from the third order coefficients. All these subtleties are an artifact of the expansion, whereas no such problems arise if we use exact formulas. Thus, the formulas due to expansion must be dealt with with caution.

All the possible fifteen pair correlations related to the three mixing angles and the three Majorana and the Dirac phases ($\theta_x, \theta_y, \theta_z, \delta, \rho, \sigma$) are presented in the left and right panels of Fig. 1, while the last plot in the right panel is reserved for the correlation of $m_{13}$ against $\theta_y$.

In Fig. 2, left panel, we present five correlations of $J$ (against $\theta_x, \delta, \sigma, \rho$ and the LNM) and the correlation of $\rho$ versus the LNM. As to the right panel, we include a presentation for the correlations of $\langle m \rangle_{ee}$ against $\theta_x, \theta_z, \rho, \sigma$, the LNM, and $J$.

As to Fig. 3, and in a similar way, we present correlations for $\theta$ against $\theta_y$ and $\delta$ and for $|\chi|$ versus $\theta_x$ and $\theta_z$. The correlation of $m_3$ against $m_{23}$ and $m_{21}$ are also included. All correlations are exhibited for all three
types of hierarchy and for each type we have thirty-four depicted correlations.

Before dwelling on examining the correlations provided by the various figures, we can infer some restrictions concerning mixing angles and phases in each pattern just by considering the expression for $R_{\delta}$ as given in Eq. (52). The parameter $R_{\delta}$ must be positive, nonvanishing, and at the $3-\sigma$ level is restricted to be in the interval $[0.0262, 0.0397]$. This clearly requires nonvanishing values for $s_{\delta}$, $s_{\theta}$, $s_{\phi}$, and $|\chi|$. The nonvanishing of $s_{\delta}$ means $\theta_{\delta} \neq 0$, which is phenomenologically favorable, while the vanishing of $s_{\theta}$, $s_{\phi}$ implies excluding 0, $\pi$, and $2\pi$ for both $\delta$ and $\theta$. The nonvanishing of $|\chi|$ is naturally expected otherwise there would not be a deviation from exact $\mu-\tau$ symmetry. The other required restriction, namely, $s_{\rho}s_{\theta} < 0$ dictates that if $\delta$ falls in the first and second quadrants, then $\theta$ falls in the third and fourth quadrants and vice versa. These conclusions remain valid if one uses the exact expression for $R_{\delta}$ instead of the first order expression. Explicit computations of $R_{\delta}$ using its exact expression tell us that $\theta_{\delta}$ cannot be exactly equal to $\frac{\pi}{4}$ otherwise $R_{\delta}$ would be zero, but nevertheless $\theta_{\delta}$ can possibly stay very close to $\frac{\pi}{4}$.

We see in Fig. 1 (plots a-L → c-L being examples) that all the experimentally allowed ranges of mixing angles, at $3-\sigma$ error levels, can be covered in this pattern except for normal and inverted hierarchy types where $\theta_{\delta}$ is restricted to be around 45$^\circ$, by, at most, plus or minus 1.5$^\circ$. This restriction on $\theta_{\delta}$ is a characteristic of the normal and inverted hierarchy type in this pattern. This characteristic behavior of $\theta_{\delta}$ can be understood by expressing the mass ratios, using Eqs. (49), (50), and (52) as

$$m_{13} = 1 - \frac{1}{2} s_{\nu}^2 R_{\delta} + O(s_{\nu}^2),$$

$$m_{23} = 1 + \frac{1}{2} s_{\nu}^2 R_{\delta} + O(s_{\nu}^2),$$

(54)

where the first order correction is identified consistently with $R_{\nu}$ expressed up to this order. All the remaining higher order corrections to the mass ratios contribute significantly and in a spiky way in the vicinity of $\theta_{\nu} = \frac{\pi}{4}$, leading to mass ratios considerably greater or smaller than unity. Therefore, to produce the various hierarchy types as marked in Eqs. (45)–(47), $\theta_{\nu}$ can take in the degenerate hierarchy type values far from $\frac{\pi}{4}$ corresponding to small higher order corrections in Eq. (54), which would keep $m_{13}$ and $m_{23}$ near the value one. However, in order to get normal or inverted hierarchies, the higher order corrections in Eq. (54) should contribute in a noticeably large amount, which could not happen unless $\theta_{\nu}$ stays close to $\frac{\pi}{4}$ and this is what the corresponding ranges for $\theta_{\nu}$ reported in Table III confirm. As to the Dirac $CP$-phase $\delta$, the whole range is allowed except the regions around 0 and
orders \(\pi\) whose extensions depend on the type of hierarchy and the precision level, as evident from the same plots and the reported values in Table III. Likewise, the plots (g-L, h-L), in Fig. 1 and the values reported in Table III show that the Majorana phases \((\rho, \sigma)\) are covering their ranges excluding regions around 0 and \(\pi\).

The plots in Fig. 1 can reveal many obvious clear correlations. For example, the plots (a-R) show that as \(\theta_e\) decreases, \(\theta_e\) tends to be very close to 45°. The plots (d-L, e-L) show a sort of distorted linear correlation of \(\delta\) versus \((\rho, \sigma)\) in all hierarchy types, which confirms the relations presented in Eq. (51) that give linear relations at zeroth order of \(s_z\), while the found distortion can be attributed to the higher order corrections. We may also see, in plot e-R, a very clear linear correlation between the Majorana phases \((\rho, \sigma)\) in all hierarchy types, which again confirms the relations presented in Eq. (51) that at the zeroth order produce the linear relation \(\rho \approx \sigma\).

Figure 2 (plots a-L, b-L) shows that the correlations \((J, \theta_z)\) and \((J, \delta)\) each have a specific geometrical shape irrespective of the hierarchy type. In fact, Eq. (16) indicates that the correlation \((J, \delta)\) can be seen as a superposition of many sinusoidal graphs in \(\delta\), the “positive” amplitudes of which are determined by the acceptable mixing angles, whereas the \((J, \theta_z)\) correlation is a superposition of straight lines in \(s_z \sim \theta_z\), for small \(\theta_z\), the slopes of which are positive or negative according to the sign of \(s_\delta\). The resulting shape for the \((J, \theta_z)\) correlation being trapezoidal rather than isosceles is due to the exclusion of zero and its vicinity to \(\theta_e\) considering the latest oscillation data. The unfilled region in the plots originates from the disallowed region of \(\delta\) around 0 and \(\pi\), which would have led, if allowed, to zero \(J\).

The left panel of Fig. 2 (plots c-L, d-L) unveils a correlation of \(J\) versus \((\rho, \sigma)\) that is a direct consequence of the “linear” correlations of \(\delta\) against \((\rho, \sigma)\) and of the
“geometrical” correlation of \((J, \delta)\). The two correlations concerning the LNM (plots e-L, f-L) reveal that as the LNM increases the parameter space becomes more restricted. This seems to be a general tendency in all the patterns, where the LNM can reach values higher than in the normal and inverted hierarchies in the degenerate case.

To gain more insight about the correlations involving \(\langle m_{ee}^2 \rangle\) as defined in Eq. (14), we work out approximate formulas for \(\langle m_{ee}^2 \rangle\) corresponding to different hierarchy types. It is helpful in deriving these approximate formulas to realize that \(\rho \approx \sigma\) and \(m_1 \approx m_2\) in all hierarchy types as is evident respectively from Fig. 1 (plots e-R) and Fig. 3 (plot f), and also to realize that the normal hierarchy is moderate (meaning \(m_3\) is of the same order as \(m_1\)) while the inverted hierarchy is acute, as can be inferred from Fig. 3 (plots e-N, e-I). Thus, the resulting formulas are

\[
\langle m_{ee}^2 \rangle \approx m_1(1 - 2s_r^2s_z^2s_\sigma^2)
\]

for normal and degenerate cases, and

\[
\langle m_{ee}^2 \rangle \approx m_1(1 - s_z^2)
\]

for the inverted case. (55)

The correlations of \(\langle m_{ee}^2 \rangle\) with \((\theta_\tau, \theta_\beta, \rho, \sigma)\) as depicted in the right panel of Fig. 2 (plots a-R d-R) can be understood by exploiting the approximate expression for \(\langle m_{ee}^2 \rangle\) in conjunction with the correlations found between \(\theta_\tau\) and \((\theta_\beta, \rho, \sigma)\). The totality of correlations of \(\langle m_{ee}^2 \rangle\) presented in the right panel of Fig. 2 indicate that the increase of \(\langle m_{ee}^2 \rangle\) would on the whole constrain the allowed parameter space. We also note a general trend of increasing \(\langle m_{ee}^2 \rangle\) with an increasing LNM in all cases of hierarchy (plots e-R). The values of \(\langle m_{ee}^2 \rangle\) cannot reach the zero limit in all types of hierarchy, as is evident from the graphs or explicitly from the corresponding covered range in Table III.

Another point concerning \(\langle m_{ee}^2 \rangle\) is that its scale is as defined in Eq. (14), we work out approximate formulas to realize that \(\rho \approx \sigma\) and \(m_1 \approx m_2\) as is evident from both the approximate formula in Eq. (55) and the corresponding covered range in Table III.

The plots in Fig. 3 (plot b) disclose a clear correlation between \(\theta\) and \(\delta\) that is in accordance with what was derived before in that \((\delta \theta \theta) < 0\). The plots also reveal that there are disallowed regions for both \(\theta\) and \(\delta\), which must definitely contain domains around 0 and \(\pi\) besides other possible additional areas. The disallowed regions can also be checked with the help of Tables (III)–(IV) where one additionally finds that the regions around 0 and \(\pi\) tend to be shrunk for the degenerate case. The plots (c) in Fig. 3 show that as \(\theta_\tau\) deviates slightly from \(\frac{\pi}{2}\) the quantity \(|\chi|\) tends to increase.

For the mass spectrum, we see from Fig. 3 (plots e, f) that the normal hierarchy is mild in that the mass ratios do not reach extreme values. In contrast, the inverted hierarchy can be acute in that the mass ratio \(m_{23}\) can reach values up to \(O(10^2)\). The values of \(m_1\) and \(m_2\) are nearly equal in all hierarchy types. We also see that if \(m_3\) is large enough, then only the degenerate case with \(m_1 \sim m_2\) can be phenomenologically acceptable.

**B. C2: Pattern having** \(M_{12}(1 + \chi) + M_{e3} = 0\), \(M_{e22} - M_{e33} = 0\)

In this pattern, C2, the relevant expressions for \(A_b\) and \(B_b\) are

\[
A_1 = -c_\tau c_\theta (c_\tau s_\sigma s_z + s_x s_y c_{\pi \beta}) (1 + \chi) + c_\tau c_\sigma c_s (s_x s_y c_{\pi \beta} - c_s s_y),
\]

\[
A_2 = s_\tau c_\sigma (s_x s_y - c_x c_{\pi \beta} s_y) + (1 + \chi) - s_\tau c_\sigma c_s (s_x s_y c_{\pi \beta} - c_s s_y),
\]

\[
A_3 = s_x s_y c_\tau (1 + \chi) + s_x s_y c_{\pi \beta},
\]

\[
B_1 = (c_\tau s_\sigma s_z + s_x c_y) (1 + \chi) - c_\tau c_\sigma c_s (s_x c_y + c_x c_{\pi \beta} s_y) - (c_\tau c_\sigma c_s (s_x c_y + c_x c_{\pi \beta} s_y) + c_x c_{\pi \beta}),
\]

\[
B_2 = -s_\tau s_y s_z + c_x c_y (1 + \chi),
\]

\[
B_3 = s_x c_\sigma c_s (1 + \chi) + s_x c_{\pi \beta} c_s (1 + \chi) - s_x c_\sigma c_s (s_x s_y c_{\pi \beta} - c_s s_y),
\]

leading to mass ratios, up to leading order in \(s_z\), as

\[
m_{13} \approx 1 - \frac{2s_\sigma s_\delta |\chi| s_z}{t_1 T_2},
\]

\[
m_{23} \approx 1 + \frac{2s_\sigma s_\delta |\chi| s_z}{T_2},
\]

where \(T_2\) is defined as

\[
T_2 = |\chi|^2 c_y^2 + 2|\chi| c_\theta c_y (c_y - s_y) + 1 - s_{2y}.
\]

The Majorana phases are given by

\[
\rho \approx \delta - s_\theta s_\tau (s_\tau c_\sigma |\chi|^2 + |\chi| c_\theta (c_\pi s_y + c_2\pi) + c_2\pi),
\]

\[
\sigma \approx \delta + s_\theta t_1 s_\tau (s_\tau c_\sigma |\chi|^2 + |\chi| c_\theta (c_\pi s_y + c_2\pi) + c_2\pi).\]

The parameters \(R_{1}\), the mass ratio square difference \(m_{23}^2 - m_{13}^2\), \(\langle m_{ee} \rangle\), and \(\langle m_{ee}^2 \rangle\), can be deduced to be

\[
R_{1} \approx \frac{8s_\delta s_\theta |\chi| s_z}{s_{2z} T_2},
\]

\[
m_{23}^2 - m_{13}^2 \approx \frac{8s_\delta s_\theta |\chi| s_z}{s_{2z} T_2},
\]

\[
\langle m_{ee} \rangle \approx m_3 \left[ 1 - \frac{4s_\delta s_\theta |\chi| s_z}{t_2 T_2} \right],
\]

\[
\langle m_{ee}^2 \rangle \approx m_3 \left[ 1 - \frac{4s_\delta s_\theta |\chi| s_z}{t_2 T_2} \right].\]
One can notice that all the results concerning this pattern, C2, can be derived from those of the previous one, C1, simply by making the substitutions $s_y \rightarrow -s_y$ and $\delta \rightarrow \delta + \pi$. Unfortunately, the found relation cannot be used in practice to derive the predictions of one pattern from the other because the mapping $s_y \rightarrow -s_y$ takes $\theta_y$ from a physically admissible region to a forbidden one. However, one can also verify that the two patterns have the same properties regarding divergences for the expansion coefficients of the mass ratios.

The approximate expression for $R_y$ in Eq. (60) provides us with similar restrictions like those of the previous pattern C1, except that both $\delta$ and $\theta$ should now fall in the same upper or lower semicircles. Once again the derived restriction remains unchanged when using the exact expression for $R_y$.

We plot the corresponding correlations in Figs. (4), (5), and (6) with the same conventions as before. In contrast to the C1 case, we see here that the mixing angle ($\theta_y$) can cover a wider range in the normal and inverted hierarchy cases instead of being confined around $\frac{\pi}{2}$. In the normal hierarchy case $\theta_y$ falls in the interval $[41^\circ - 50^\circ]$, while it almost covers all of the admissible range in the inverted case. In the degenerate case, however, there is no restriction on $\theta_y$, as it was in the C1 pattern. Another contrasting feature is the range of $\theta$, in the normal hierarchy type, where it is now restricted to be less than $10^\circ$, and whereas it can, similarly to the C1 pattern, cover all of its allowed ranges in the inverted and degenerate cases.

We can understand the behavior of $\theta_y$, compared to that of the previous pattern C1, by expressing the mass ratios, from Eqs. (57), (58), and (60), as

$$m_{13} = 1 - \frac{1}{2} c_y^2 R_y + O(s_y^2),$$
$$m_{23} = 1 + \frac{1}{2} x_y^2 R_y + O(s_y^2),$$

where the first order correction is identified consistently with $R_y$ expressed up to this order, and thus representing a small quantity. In contrast to the situation in the pattern C1, the remaining higher order corrections in the mass ratios can be tuned to have a significant contribution in the vicinity of any $\theta_y$ depending on the other combinations of mixing angles and phases, which would lead to mass ratios considerably greater or smaller than unity. Therefore, the various hierarchy types as marked in Eqs. (45)–(47) can be generated for almost all $\theta_y$ in its allowed range, and the values of $\theta_y$ reported in Table III confirm this. As to the Dirac CP-phase $\delta$, the whole range is allowed except the regions around 0 and $\pi$, whose extensions depend on the type of hierarchy and the precision level as is evident from the corresponding plots and from the reported values in Table III.

The plots in Fig. 4 can disclose many obvious clear correlations. For example, the plots (a-R) show, in normal and inverted hierarchy cases, that as $\theta_y$ decreases $\theta_y$ tends to be spread over its admissible range while the contrary
occurs when $\theta_z$ increases. The plots (d-L, e-L) do not show a simple correlation of $\delta$ versus $\rho, \sigma$ in the various hierarchy types, which would have been consistent with the zeroth order linear relation given in Eq. (59). In fact, the higher order corrections bring a severe distortion that invalidates the zeroth order linear relation even at the approximate level. These higher order corrections do not work in the same manner for both $\rho$ and $\sigma$, so they do not cancel out upon subtraction, producing an ambiguous correlation between $\rho$ and $\sigma$, as depicted in the (plot e-R), contrasted with the simple linearity in the previous pattern C1. The absence of linear relations among the phases $(\delta, \rho, \sigma)$ forbids the allowed region of Majorana phases to be straightforwardly determined from that of the Dirac phase $(\delta)$, as can be figured out by looking at the corresponding allowed values in Table III.

The special “sinusoidal” and “trapezoidal” shapes of $J$ versus $\delta$ and $\theta_i$ remain intact (Fig. 5, plots a-L, b-L), and, as before, the unfilled region in the trapezoidal shaped plots is attributed to the disallowed region for $\delta$ around 0 and $\sigma$. The usual correlations of $J$ versus $\rho$ and $\sigma$ (Fig. 5, plots c-L, d-L) emerge from those of $\delta$ versus $\rho$ and $\sigma$. The two correlations concerning the LNM (plots e-L, f-L) indicate that as the LNM increases (say, larger than 0.1 ev) the parameter space becomes more restricted. This seems to represent an inclination in all the patterns, where the LNM can reach values higher than the other hierarchies in the degenerate case.

The correlations involving $\langle m \rangle_{ee}$ can be made more transparent by deriving an approximate formula for $\langle m \rangle_{ee}$ capturing the essential observed features for all kinds of hierarchies in this specific pattern, C2, which are, first, the equality of $m_1$ and $m_2$ as is clear in Fig. 6 (plot f); and second, the mild hierarchy in both normal and inverted cases as is evident from Fig. 6 (plots e-N, e-I). Thus, one can deduce from Eq. (14) that $\langle m \rangle_{ee}$ is approximated by

$$\langle m \rangle_{ee} \approx m_1 c_2 \sqrt{1 - s_{2x}^2 \sin^2 (\rho - \sigma)}.$$  \hspace{1cm} (62)

Now the correlations of $\langle m \rangle_{ee}$ against $(\theta_x, \theta_z, \rho, \sigma)$, as displayed in the right panel of Fig. 5 (plots a-R, b-R) can be comprehended by invoking the approximate expression for $\langle m \rangle_{ee}$ in conjunction with the pair correlations found amidst $\theta_x$, $\theta_z$, $\rho$, and $\sigma$. The whole correlations of $\langle m \rangle_{ee}$ presented in the right panel of Fig. 5 point out that the increase of $\langle m \rangle_{ee}$ would generally constrain the allowed parameter space. We also note a general tendency of increasing $\langle m \rangle_{ee}$ with an increasing LNM in all cases of hierarchy (plots e-R). The values of $\langle m \rangle_{ee}$ cannot attain the zero limit in all types of hierarchy, as is evident from the graphs or explicitly from the corresponding covered range in Table III. Another point concerning $\langle m \rangle_{ee}$ is that its scale is triggered by the scale of $m_1 (\approx m_2)$ as is evident from both the approximate formula in Eq. (62) and the corresponding covered range stated in Table III.
and inverted hierarchies are of moderate type in that the mass ratios do not reach extremely low or high values. We also see that if $m_3$ is large enough, then only the degenerate case with $m_1 \sim m_2$ can be compatible with the data.
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![FIG. 6. Pattern having $M_{12}(1 + \chi) + M_{33} = 0$, and $M_{22} - M_{33} = 0$. The first two rows present the correlations of $\theta$ against $\theta$, and $\delta$, while the second two rows depict those of $|\chi|$ versus $\theta$, and $\theta$. The last two rows show the correlations of mass ratios $m_{23}$ and $m_{21}$ against $m_3$.](image)

The plots in Fig. 6 (plot b) shows both that $\theta$ and $\delta$ must lie in the same upper or lower semicircle, which confirms our inference based on the approximate formula for $R_c$ in Eq. (60). The plots also reveal that there are disallowed regions for both $\theta$ and $\delta$, which definitely should contain regions around 0 and $\pi$ besides other possible additional regions. The disallowed regions can also be checked with the help of Tables III–IV where one can additionally find that the forbidden regions around 0 and $\pi$ tend to be shrunk for the degenerate case and that the allowed range for $\theta$ is very limited in the normal and inverted hierarchy. Figure 6 (plots c,d) shows that $|\chi|$ tends to increase in normal and inverted hierarchies as $\theta$, deviates from $\bar{\xi}$ or as $\theta_2$ increases.

For the mass spectrum, we see from Fig. 6 (plot e) that all hierarchy types are characterized by nearly equal values of $m_1$ and $m_2$. Moreover, Fig. 6 (plot f) reveals that both normal and inverted hierarchies are of moderate type in that the mass ratios $m_{23}$ do not reach extremely low or high values. We also see that if $m_3$ is large enough, then only the degenerate case with $m_1 \sim m_2$ can be compatible with the data.

\[ \begin{align*}
\text{C. C3: Pattern having } & M_{12}(1 + \chi) - M_{33} = 0, \\
\text{and } & M_{22} = 0.
\end{align*} \]

In this pattern, the relevant expressions for $A$s and $B$s are

\[ \begin{align*}
A_1 &= -c_s c_z (c_s s_y s_z + s_y c_z e^{-i\delta}) - c_x c_z (-c_s c_y s_z + s_y s_x e^{-i\delta}), \\
A_2 &= s_x c_z (-s_s s_y s_z + c_s c_y e^{-i\delta}) + s_x c_z (s_s c_y s_z + c_s s_y e^{-i\delta}), \\
A_3 &= s_x c_z (s_y - c_y), \\
B_1 &= (c_s s_y s_z + s_y c_y e^{-i\delta})^2 (1 + \chi) - (-c_s c_y s_z + s_y s_x e^{-i\delta})^2, \\
B_2 &= (-s_s s_y s_z + c_s c_y e^{-i\delta})^2 (1 + \chi) - (s_s c_y s_z + c_s s_y e^{-i\delta})^2, \\
B_3 &= s_x^2 c_y^2 (1 + \chi) - s_y^2 c_z^2. \\
\end{align*} \]
leading to mass ratios, up to the leading order in $s_c$, as

$$m_{13} \approx \sqrt{T_3 \left[ 1 - \frac{|\chi|c_{2y}(-c_\delta s_c^2|\chi| + c_{2y}c_{2\theta})s_z}{t_2(1 + s_{2y})T_3} \right] + O(s_z^2)},$$

$$m_{23} \approx \sqrt{T_3 \left[ 1 + \frac{|\chi|c_{2y}t_2(-c_\delta s_c^2|\chi| + c_{2y}c_{2\theta})s_z}{(1 + s_{2y})T_3} \right] + O(s_z^2)},$$

(64)

where $T_3$ and $T_4$ are defined as

$$T_3 = |\chi|^2 s_c^2 - 2|\chi|c_\delta s_c c_{2y} + c_{2y}^2,$$

$$T_4 = |\chi|^2 c_c^2 + 2|\chi|c_\theta s_c c_{2y} + c_{2y}^2,$$

(65)

while the Majorana phases are defined as

$$\rho \approx \frac{1}{2} \arctan \frac{\chi^2 c_{2y}^2 s_{2y} - |\chi|c_{2y}(2c_\delta s_{2y}c_{2\theta} - s_{2\theta}c_{2y}) - s_{2\delta}c_{2y}^2}{\chi^2 c_{3y}^2 s_{3y} - |\chi|c_{2y}(2c_\delta s_{3y}c_{2\theta} - c_{2\theta}^2) - s_{2\delta}c_{2y}^2} + O(s_z),$$

$$\approx \delta \text{ for small enough}|\chi|; \ |\chi| \leq 0.2,$$

$$\sigma \approx \frac{1}{2} \arctan \frac{\chi^2 c_{2y}^2 s_{2y} - |\chi|c_{2y}(2c_\delta s_{2y}c_{2\theta} - s_{2\theta}c_{2y}) - s_{2\delta}c_{2y}^2}{\chi^2 c_{3y}^2 s_{3y} - |\chi|c_{2y}(2c_\delta s_{3y}c_{2\theta} - c_{2\theta}^2) - s_{2\delta}c_{2y}^2} + O(s_z),$$

$$\approx \delta \text{ for small enough}|\chi|; \ |\chi| \leq 0.2.$$  

(66)

The parameters $R_v$, the mass ratio square difference $m_{23}^2 - m_{13}^2$, $\langle m \rangle_{ee}$, and $\langle m \rangle_{e\nu}$, can be deduced to be

$$R_v \approx \frac{2|\chi|c_{2y}(c_\delta s_c^2|\chi| + c_{2y}c_{2\theta})s_z}{s_c c_{2y}(1 + s_{2y})T_4} + O(s_z^2),$$

$$m_{23}^2 - m_{13}^2 = \frac{2|\chi|^2 c_{2y}(c_\delta s_c^2|\chi| + c_{2y}c_{2\theta})s_z}{s_c c_{2y}(1 + s_{2y})T_4} + O(s_z^2),$$

$$\langle m \rangle_{ee} \approx \frac{m_3 \sqrt{T_3}}{T_4} \left[ 1 + \frac{2|\chi|^2 c_{2y}(|\chi|^2 s_c^2 c_\delta - c_{2y}c_{2\theta})}{t_2(1 + s_{2y})T_3} \right] + O(s_z^2),$$

$$\langle m \rangle_{e\nu} \approx \frac{m_3 \sqrt{T_3}}{T_4} \left[ 1 + \frac{2|\chi|^2 c_{2y}(|\chi|^2 s_c^2 c_\delta - c_{2y}c_{2\theta})}{t_2(1 + s_{2y})T_3} \right] + O(s_z^2).$$

(67)

It is noteworthy that the expansions in terms of $s_c$ for this pattern are well behaved in the sense that the expansion coefficients appearing in the mass ratio expressions are not divergent for certain values of the mixing angles as is the case in the C1 and C2 patterns. Therefore, the expansion can be reliably used as a perturbative expansion in which higher order terms have a negligible contribution compared to the lower ones. In this pattern, it remains forbidden for $\theta_\nu$ or the difference $(\theta_\nu - \frac{\pi}{2})$ to vanish; otherwise, as exact computations show, we would have degeneracy for $m_1$ and $m_2$ leading to vanishing $R_v$. In contrast, the phases $\delta$ (Dirac phase) and $\theta$ can attain the values zero or $\pi$ without implying vanishing $R_v$. These findings can be easily deduced using the approximate formula for $R_v$ as given in Eq. (67). The complete degeneracy ($m_1 = m_2 = m_3$) is achieved when $\theta_\nu = \frac{\pi}{2}$ and $\delta = \frac{\pi}{2}$, which can only be checked using the exact complicated formulas for $m_{13}$ and $m_{23}$. At this particular value, $(\theta_\nu = \frac{\pi}{2}, \delta = \frac{\pi}{2})$, the zeroth order expansion coefficient, of say $m_{13}/T_4/T_3$, assumes the value of one, while the other remaining coefficients are checked to be vanishing. The positivity of $R_v$ and the constraint to lie within the interval $[0.0262,0.0397]$ (at the $3 - \sigma$ level) imposes a complicated relation between $\delta$ and $\theta$ rather than the simple constraint of belonging to alternate (identical) semicircles in the cases C1 (C2).

The phenomenology of this pattern has many features in common with that of the pattern C1 in terms of correlations and allowed values for the parameters, as can checked from the corresponding Figs. 7–9 versus 1–3 and Tables III–IV. Thus, we shall not repeat the same discussions and descriptions. Rather, we mention a few dissimilarities: first, the mixing angle $\theta_\nu$ is allowed to cover all of its admissible range even in the cases of inverted and normal hierarchies; second, the correlation between $\delta$ and $\theta$ is not as simple as that of belonging to opposite semicircles in the pattern C1, where the $R_v$’s expression allows us to interpret it.

D. C4: Pattern having $M_{s12} + M_{s13} = 0$, and $M_{s22}(1 + \chi) - M_{s33} = 0$

In this pattern, the relevant expressions for $A_3$ and $B_3$ are

$$A_1 = -c_s c_{2y}(c_s c_y s_c + s_s c_y e^{-i\delta}) + c_s c_{2y}(-c_s c_y s_c + s_s c_y e^{-i\delta}),$$

$$A_2 = -s_c c_{2y}(-s_s c_y s_c + c_s c_y e^{-i\delta}) - s_c c_{2y}(s_s c_y s_c + c_s c_y e^{-i\delta}),$$

$$A_3 = s_s c_{2y}(s_y + c_y),$$

$$B_1 = (c_s s_y s_c + s_s c_y e^{-i\delta})^2(1 + \chi) - (c_s s_y s_c + s_s c_y e^{-i\delta})^2,$$

$$B_2 = (-s_s s_y s_c + c_s c_y e^{-i\delta})^2(1 + \chi) - (s_s s_y s_c + c_s c_y e^{-i\delta})^2,$$

$$B_3 = s_s^2 c_y^2 (1 + \chi) - c_y^2 s_c^2,$$

(68)

leading to mass ratios, up to the leading order in $s_c$, as

$$m_{13} \approx \frac{1}{\sqrt{T_3 \left[ 1 - \frac{|\chi|c_{2y}(-c_\delta s_c^2|\chi| + c_{2y}c_{2\theta})s_z}{t_2(1 + s_{2y})T_3} \right] + O(s_z^2)},$$

$$m_{23} \approx \frac{1}{\sqrt{T_3 \left[ 1 + \frac{|\chi|c_{2y}t_2(-c_\delta s_c^2|\chi| + c_{2y}c_{2\theta})s_z}{(1 + s_{2y})T_3} \right] + O(s_z^2)},$$

(69)
FIG. 7. Pattern having $M_{12} - M_{13} = 0$, and $M_{23}(1 + x) - M_{13} = 0$. The left panel (the left three columns) presents correlations of $\delta$ against mixing angles and Majorana phases ($\rho$ and $\sigma$) and those of $\theta_i$ against $\theta_s$, $\rho$, and $\sigma$. The right panel (the right three columns) shows the correlations of $\theta_i$ against $\theta_s$, $\rho$, $\sigma$, and $\theta_s$ and those of $\rho$ against $\sigma$ and $\theta_s$, and also the correlation of $\theta_i$ versus $\sigma$ and $m_{23}$.

FIG. 8. Pattern having $M_{12} - M_{13} = 0$, and $M_{23}(1 + x) - M_{13} = 0$. The left panel presents correlations of $J$ against $\theta_s$, $\delta$, $\sigma$, $\rho$, and the LNM, while the last one depicts the correlation of the LNM against $\rho$. The right panel shows correlations of $m_{ee}$ against $\theta_s$, $\theta_i$, $\rho$, $\sigma$, the LNM, and $J$. 
The parameters $R$, the mass ratio square difference $m_{23}^2 - m_{13}^2$, $\langle m \rangle_e$, and $\langle m \rangle_{ee}$, can be deduced to be
\[ R_\nu \approx \frac{2|\chi|c_{2\nu}(+c_\delta s_{\nu}^2|\chi|-c_{2\nu}c_{\beta-\theta})s_{\nu}}{s_{\nu}c_{\delta}(1-s_{\nu})T_4} + O(s_{\nu}^2), \]
\[ m_{2\nu}^2 - m_{13}^2 \approx \frac{2|\chi|c_{2\nu}(+c_\delta s_{\nu}^2|\chi|-c_{2\nu}c_{\beta-\theta})s_{\nu}}{s_{\nu}c_{\delta}(1-s_{\nu})T_4} + O(s_{\nu}^2), \]
\[ \langle m \rangle_e \approx m_3 \sqrt{\frac{T_3}{T_4}} \left[ 1 - \frac{2s_{\nu}|\chi|c_{2\nu}(|\chi|s_{\nu}^2c_{\delta} - c_{2\nu}c_{\beta-\theta})}{i_{2\nu}(1-s_{\nu})T_3} \right] + O(s_{\nu}^2), \]
\[ \langle m \rangle_{ee} \approx m_3 \sqrt{\frac{T_3}{T_4}} \left[ 1 - \frac{2s_{\nu}|\chi|c_{2\nu}(|\chi|s_{\nu}^2c_{\delta} - c_{2\nu}c_{\beta-\theta})}{i_{2\nu}(1-s_{\nu})T_3} \right] + O(s_{\nu}^2). \] (71)

Once again, and as it was for the two patterns C1 and C2, one can find the same interrelations between C3 and C4 where the results (formulas) of C4 can be derived from those of C3, by simply making the substitutions \( s_{\nu} \rightarrow -s_{\nu} \) and \( \delta \rightarrow \delta + \pi \). Another time, the found relations cannot be used in a useful way to derive the predictions of one pattern from the other because the mapping \( s_{\nu} \rightarrow -s_{\nu} \) does not keep the physically admissible region of \( \theta_{\nu} \) invariant. Furthermore, we are ill fated in that the properties regarding the boundedness of the expansion coefficients of the mass ratios are mapped so that the bounded coefficient at \( \theta_{\nu} = \frac{\pi}{4}, \delta = \frac{\pi}{2} \) in the pattern C3 may become divergent in the case of C4. This becomes clear by looking at the expressions in Eq. (69), where the zeroth order expansion coefficient, for say \( m_{13}\sqrt{T_4/T_3} \), assumes the value one, and the first order coefficient is convergent at \( \theta_{\nu} = \frac{\pi}{4}, \delta = \frac{\pi}{2} \), whereas all higher order expansion coefficients are divergent at this point while they were vanishing in the C3 pattern. This finding is consistent with the infinite number of divergent terms summing up to a smooth function as was discussed in Sec. 7A. The divergence for \( R_\nu \) expansion is starting from the second order coefficient in harmony with the corresponding behavior in the patterns C1 and C2. Using the exact expression of \( R_\nu \) corresponding to this pattern shows that the mixing angle \( \theta_{\nu} \) is allowed to be exactly \( \frac{\pi}{4} \) without forcing \( R_\nu \) to vanish. The phases \( \delta \) and \( \theta \) can also assume any arbitrary values, but we should note that the point \( \theta_{\nu} = \frac{\pi}{4}, \delta = \frac{\pi}{2} \) causes the exact form of \( R_\nu \) to be null. It is obvious that vanishing \( \theta_{\nu} \) leads also to vanishing \( R_\nu \), but this choice is already excluded by the data. As was the case in the C3 pattern, the correlation between \( \delta \) and \( \theta \) that emerges from the positivity of \( R_\nu \) and its allowed range cannot, due to the complicated expression of \( R_\nu \) that involves complicated dependence on phases even at the approximate level, be described in a simple manner. We stress again that the expansion should be dealt with and interpreted with caution in case of divergent coefficients and cannot be reliably used as a perturbative expansion. Thus, to avoid these kinds of problems, our numerical results are based on exact expressions that do not suffer from divergences.

We checked when we spanned the parameter space that the normal hierarchy could accommodate the data only at the \( 3 - \sigma \) error level, whereas the inverted hierarchy could do it at the \( 2 - 3\sigma \) error levels, and the degenerate hierarchy could survive at all error levels. Figs. (10), (11), and (12) show the corresponding correlation plots, with the same conventions as in the previous patterns. The appearance of the normal hierarchy only at the \( 3\sigma \) error level makes it so special, and it turns out to be quite restrictive in the sense that the mixing angle \( \theta_{\nu} \) is severely bounded to be around two possible values, namely, \( 36^\circ \) or \( 52^\circ \), whereas \( \theta_{\nu} \) has only one narrow band close to \( 4^\circ \), while the Dirac phase \( \delta \) covers almost all its range excluding the region \([158^\circ - 188.4^\circ]\). Moreover, in this normal hierarchy case the parameter \( \chi \), parametrizing the deviation from exact \( \mu-\tau \) symmetry, cannot assume an arbitrary value in its prescribed range: \( |\chi| \) must be in the range \([0.16\,\,0.2]\), whereas the phase \( \theta \) can cover all its allowable range excluding the region \([19.4^\circ - 139.9^\circ]\).\([217.4^\circ - 340.8^\circ]\).

Once again, there is a close resemblance between the pattern C4 and C2 in terms of correlations and allowed values for the parameters, as can be checked respectively from the corresponding Figs. 10–12 versus 4–6 and Tables III–IV. Therefore, it is not necessary to repeat the same discussions and descriptions but rather to focus on the few dissimilarities: First, the mixing angle \( \theta_{\nu} \) is allowed to cover all of its admissible range in the inverted hierarchy type, and in particular the value \( \frac{\pi}{2} \), which is excluded with its small neighborhood in the pattern C2; second, the Dirac phase \( \delta \) is allowed to cover all of its ranges in the inverted and degenerate hierarchy types without any exclusion, as was the case in the pattern C2 concerning the values \((0, \pi)\) together with their neighborhoods; third, the mixing angle \( \theta_{\nu} \) tends to have a far more restrictive range in the case of the pattern C4 compared to that of C2; fourth, the normal hierarchy case for the pattern C4, as explained above, represents an exceptional situation,
FIG. 10. Pattern having $M_{12} + M_{43} = 0$, and $M_{23}(1 + \chi) - M_{33} = 0$. The left panel (the left three columns) presents correlations of $\delta$ against mixing angles and Majorana phases ($\rho$ and $\sigma$) and those of $\theta_1$ against $\theta_2$, $\rho$, and $\sigma$. The right panel (the right three columns) shows the correlations of $\theta_2$ against $\theta_3$, $\rho$, $\sigma$, and $\theta_3$ and those of $\rho$ against $\sigma$ and $\theta_3$, and also the correlation of $\theta_1$ versus $\sigma$ and $m_{23}$.

FIG. 11. Pattern having $M_{12} + M_{43} = 0$, and $M_{23}(1 + \chi) - M_{33} = 0$. The left panel presents correlations of $J$ against $\theta_1$, $\delta$, $\alpha$, $\rho$, and the LNM, while the last one depicts the correlation of the LNM against $\rho$. The right panel shows correlations of $m_{\nu e}$ against $\theta_1$, $\theta_2$, $\rho$, $\sigma$, the LNM and $J$. 
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which was not the case in the pattern C2. The figures depicting the correlations for the two patterns C2 and C4 look, more or less, similar provided the loose restrictions on $\theta_y$ and $\delta$ associated with the pattern C4 are taken into consideration.

VIII. SINGULAR PATTERNS VIOLATING EXACT $\mu-\tau$ SYMMETRY

As was the case in the exact symmetry, the violation of exact $\mu-\tau$ symmetry does not allow for the singular neutrino mass matrix. The same analysis and arguments against the viability of the singular patterns having exact $\mu-\tau$ symmetry in Sec. V can be carried out here to show the inviability of the various singular deformed patterns. The numerical study based on scanning all acceptable ranges for the mixing angles and the Dirac phase $\delta$ assures the absence of any solution satisfying the mass ratio constraints as expressed in Eq. (30) and Eq. (35). All the relevant formulas for mass ratios are collected in Table V in order to ease judging the inviability of patterns. The $T_3$ and $T_4$ present in the formulas are the ones defined in Eq. (65), while $T_5$ is introduced as

$$T_5 = |\chi|^2 c_\rho^2 c_\phi + |\chi| [c_\phi c_\rho (4 c_\phi^2 - 1) + s_\phi s_\delta] + 2 c_\phi c_2 \gamma.$$  

(72)

IX. EXACT $\mu-\tau$ SYMMETRY AND REALIZATIONS OF THE PERTURBED TEXTURES

We study now in detail how the perturbed textures can arise assuming an exact $\mu-\tau$ symmetry at the Lagrangian level but at the expense of introducing new matter fields
TABLE V. The approximate mass ratio formulas for the singular light neutrino mass violating exact $\mu$–$\tau$ symmetry. The formulas are calculated in terms of $A$'s and $B$'s coefficients.

| Pattern | $|A| \approx \frac{m_1}{m_2} = \frac{1}{6} \left[ (1 + 1) \delta_{2,2} + O(s_2^2) \right]$ | $|B| \approx \frac{1}{6} \left[ 1 + 2t_2 \right] + O(s_2^2)$ |
|---------|-------------------------------|-------------------------------|
| C1      | $|A| \approx \frac{m_1}{m_2} = \frac{1}{6} \left[ (1 + 1) \delta_{2,2} + O(s_2^2) \right]$ | $|B| \approx \frac{1}{6} \left[ 1 + 2t_2 \right] + O(s_2^2)$ |
| C2      | $|A| \approx \frac{m_1}{m_2} = \frac{1}{6} \left[ (1 + 1) \delta_{2,2} + O(s_2^2) \right]$ | $|B| \approx \frac{1}{6} \left[ 1 + 2t_2 \right] + O(s_2^2)$ |
| C3      | $|A| \approx \frac{m_1}{m_2} = \frac{1}{6} \left[ (1 + 1) \delta_{2,2} + O(s_2^2) \right]$ | $|B| \approx \frac{1}{6} \left[ 1 + 2t_2 \right] + O(s_2^2)$ |
| C4      | $|A| \approx \frac{m_1}{m_2} = \frac{1}{6} \left[ (1 + 1) \delta_{2,2} + O(s_2^2) \right]$ | $|B| \approx \frac{1}{6} \left[ 1 + 2t_2 \right] + O(s_2^2)$ |

and symmetries. To fix the ideas, let's take the C1 pattern put in the form

$$M_\nu = \begin{pmatrix} A & B & B(1 + \chi) \\ B & C & D \\ B(1 + \chi) & D & C \end{pmatrix}.$$  

(73)

The exact $\mu$–$\tau$ symmetry (the $S$ symmetry) corresponding to this pattern is given by the matrix

$$S = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix}.$$  

(74)

in that we have $S^2 = 1$ and

$$\{ (M = M^T) \wedge [S^T \cdot M \cdot S = M] \}$$

$$\iff \exists A, B, C, D: M = \begin{pmatrix} A & B & B \\ B & C & D \\ B & D & C \end{pmatrix}.$$  

(75)

We shall also need the following relations:

$$\{ (M = M^T) \wedge [S^T \cdot M \cdot S = -M] \}$$

$$\iff \exists B, C: M = \begin{pmatrix} 0 & B & -B \\ B & C & 0 \\ -B & 0 & -C \end{pmatrix}.$$  

(76)

A. Type II seesaw

In the type II seesaw [40] mechanism, we now show how one can reach the desired form by assuming a flavor symmetry of the form $S \times Z_2$ and by having three Higgs triplets for the neutrino mass matrix and three Higgs doublets for the charged lepton mass matrix.
1. Matter content and symmetries

First, we extend the SM by introducing three \( SU(2)_L \) scalar triplets \( H_a \), \( a = 1, 2, 3 \),

\[
H_a = [H_a^{++}, H_a^+, H_a^0].
\]

In addition to the \( S \) symmetry, we introduce another \( Z_2 \) symmetry, and we assume the following transformations:

\[
L \xrightarrow{S} SL, \quad L \xrightarrow{Z_2} \text{diag}(1, -1, -1) L
\]

\[
H \xrightarrow{S} \text{diag}(1, -1, -1) H, \quad H \xrightarrow{Z_2} \text{diag}(1, -1, -1) H
\]

where the \( H^T = (H_1, H_2, H_3) \), \( L^T = (L_1, L_2, L_3) \) with \( L_i \)s \( (i = 1, 2, 3) \) being the components of the \( i^{th} \) family LH lepton doublets (we shall adopt this notation of “vectors” in flavor space even for other fields, like \( F, \nu_R, \phi, \ldots \)). Note that the assignments of \( L_2, L_3 \) should be the same under \( Z_2 \) as the \( S \) symmetry interchanges them, otherwise the factor subgroups \( S \) and \( Z_2 \) do not commute. For this reason, the \( S \)-charges of \( H_2, H_3 \) are allowed to be different because \( Z_2 \) acts on \( H \) diagonally. There will also be the RH charged lepton singlets and the Higgs fields responsible for the charged lepton mass matrix.

2. Neutrino mass matrix

The Yukawa interaction relevant for neutrino mass has the form

\[
S^T G^1 S = G^1, \quad G^1 T = G^1
\]

\[
G^{ij}_{ij} Z_2(H_1) Z_2(\nu_{L_i} \nu_{L_j}) = G^{ij}_{ij} H_1 \nu_{L_i} \nu_{L_j} \quad \text{(no sum)}
\]

\[
S^T G^2 S = G^2, \quad G^2 T = G^2
\]

\[
G^{ij}_{ij} Z_2(H_2) Z_2(\nu_{L_i} \nu_{L_j}) = G^{ij}_{ij} H_2 \nu_{L_i} \nu_{L_j} \quad \text{(no sum)}
\]



The two Higgs fields \( H_1, H_2 \) generate the unperturbed texture, whereas the perturbation is generated by the field \( H_3 \):

\[
S^T G^3 S = -G^3, \quad G^3 T = G^3
\]

\[
G^{ij}_{ij} Z_2(H_3) Z_2(\nu_{L_i} \nu_{L_j}) = G^{ij}_{ij} H_3 \nu_{L_i} \nu_{L_j} \quad \text{(no sum)}
\]

The mass matrix we get is of the form

\[
M_\nu = \begin{pmatrix}
    v_1 A^1 & v_2 B^2 + v_3 B^3 & v_2 B^2 - v_3 B^3 \\
    v_2 B^2 + v_3 B^3 & v_1 C^1 & v_1 D^1 \\
    v_2 B^2 - v_3 B^3 & v_1 D^1 & v_1 C^1
\end{pmatrix}
\]

Thus, if the Yukawa couplings are all of the same order while the vevs satisfy \( v_2 \gg v_3 \), we get the desired form of the pattern C1 [Eq. (73)] with \( \chi = \frac{-2v_2B_3}{v_2B_3 + v_3B_2} \).
3. Charged lepton mass matrix—flavor basis

We need here to extend the symmetry to the charged lepton sector and arrange the couplings in order to be in the “flavor basis” where the charged lepton mass matrix is diagonal. For this we present three possible options.

(i) Just the SM Higgs boson

We have the usual Yukawa coupling term,

\[ \mathcal{L}_y = Y_{ij} \bar{L}_i \Phi f_j. \]  

(90)

We assume the SM Higgs \( \Phi \) is singlet under the flavor symmetry,

\[ \Phi \rightarrow \Phi, \quad \Phi \rightarrow Z_2 \Phi, \]  

(91)

and present two scenarios for the RH charged lepton singlets' \( f_j \) transformation under \( S \times Z_2 \) as follows:

(i) \( f_j \) transforms similarly as \( L \)

We assume

\[ f^c \rightarrow S f^c, \quad f^c \rightarrow Z_2 \text{diag}(1, -1, -1) f^c. \]  

(92)

We then get, via Eqs. (81), (91), and (92),

\[ S^T Y \rightarrow Y, \quad L_i f_j Z_2 \rightarrow \begin{pmatrix} 1 & -1 & 1 \\ -1 & 1 & 1 \\ -1 & 1 & 1 \end{pmatrix}, \]  

(93)

which would lead, upon acquiring a vev \( v \) for the SM Higgs boson, to a charged lepton mass matrix of the form [see Eqs. (77) and (93)]

\[
M_l = v \begin{pmatrix} A & B & C \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \Rightarrow M_l M_l^T
\]

\[
= v^2 \begin{pmatrix} |A|^2 & 0 & 0 \\ 0 & |B|^2 + |D|^2 & 2 \Re(\bar{C}D^*) \\ 0 & 2 \Re(\bar{C}D^*) & |C|^2 + |D|^2 \end{pmatrix}.
\]  

(94)

The squared mass matrix is diagonal, but it predicts two vanishing eigen masses for the 2\textsuperscript{nd} and 3\textsuperscript{rd} families, which is not acceptable experimentally.

(ii) Three SM-like Higgs doublets

We extend the SM to include three scalar doublets \( \phi_k \) playing the role of the ordinary SM-Higgs boson field. The Lagrangian responsible for the charged lepton mass is given by

\[ \mathcal{L}_2 = f_{ik}^l \bar{L}_i \phi_k f_j. \]  

(98)

We assume the Higgs fields \( \phi_k \), \( k = 1, 2, 3 \) transforms as \( L_i \) under \( S \times Z_2 \):

\[ \phi \rightarrow \Phi, \quad \phi \rightarrow Z_2 \text{diag}(1, -1, -1) \phi. \]  

(99)

Equally, the RH charged leptons are supposed to transform as singlets under \( S \):

\[ f^c \rightarrow f^c, \]  

(100)

whereas we present two scenarios for their transformations under \( Z_2 \) as follows.

(i) \( f_j \) transforms similarly as \( L \) under \( Z_2 \)

We assume

\[ f^c \rightarrow Z_2 f^c, \]  

(101)

We then get, via Eqs. (81), (99), (100), and (101),

\[ S^T f^{(i)} \rightarrow f^{(i)}, \quad L_i \phi_k f_j Z_2 \rightarrow \begin{pmatrix} 1 & -1 & 1 \\ -1 & 1 & 1 \\ -1 & 1 & 1 \end{pmatrix}, \]  

(102)

where \( f^{(i)} \) is the matrix whose \((i, k)\)th entry is the Yukawa coupling \( f_{ik} \). Then Eqs. (77), (101), and
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(102) lead to the following forms of the Yukawa coupling matrices:

\[
\begin{align*}
\hat{f}^{(1)} &= \begin{pmatrix} A^1 & 0 & 0 \\ 0 & C^1 & D^1 \\ 0 & D^1 & C^1 \end{pmatrix}, \\
\hat{f}^{(2)} &= \begin{pmatrix} 0 & B^2 & B^3 \\ E^2 & 0 & 0 \\ E^2 & 0 & 0 \end{pmatrix}, \\
\hat{f}^{(3)} &= \begin{pmatrix} 0 & B^3 & B^3 \\ E^3 & 0 & 0 \\ E^3 & 0 & 0 \end{pmatrix}.
\end{align*}
\]  

(103)

If there is acute hierarchy in the vevs, \(v_3 \gg v_1, v_2\), say, we get, for real entries, a charged lepton mass matrix of the form

\[
M_1 = v_3 \begin{pmatrix} 0 & B^2 & B^3 \\ D^1 & 0 & 0 \\ C^1 & 0 & 0 \end{pmatrix}.
\]  

(104)

We see that this choice of \(Z_2\)-charge assignments for the RH lepton singlets leads to one vanishing mass, which is excluded by experiment. Thus, we turn to the other choice which would prove capable of producing the charged lepton mass spectrum.

(ii) \(I^c\) transforms differently from \(L\) under \(Z_2\).

We assume

\[
\hat{I} \rightarrow Z_2 \text{diag}(1, 1, -1) \hat{I}.
\]  

(105)

We get the same Eq. (102), but Eq. (105) now leads to

\[
\begin{align*}
\hat{f}^{(1)} &= \begin{pmatrix} A^1 & 0 & 0 \\ 0 & C^1 & D^1 \\ 0 & D^1 & C^1 \end{pmatrix}, \\
\hat{f}^{(2)} &= \begin{pmatrix} A^2 & 0 & 0 \\ 0 & C^2 & D^2 \\ 0 & D^2 & C^2 \end{pmatrix}, \\
\hat{f}^{(3)} &= \begin{pmatrix} 0 & B^3 & B^3 \\ E^3 & 0 & 0 \\ E^3 & 0 & 0 \end{pmatrix}.
\end{align*}
\]  

(106)

The hierarchy \((v_3 \gg v_1, v_2)\) would now lead to the following form for the charged lepton mass matrix:

\[
M_1 = v_3 \begin{pmatrix} 0 & B^3 \\ D^1 & 0 \\ C^1 & 0 \end{pmatrix} \Rightarrow M_1 M_1^\dagger
\]

\[
= v_3^2 \begin{pmatrix} |B|^2 & 0 & 0 \\ 0 & |D|^2 & D \cdot C \\ 0 & 0 & |C|^2 \end{pmatrix},
\]  

(107)

where \(B = (0, 0, B^3)^T\), \(D = (D^1, D^2, 0)^T\), and \(C = (C^1, C^2, 0)^T\), and where the dot product is defined as \(D \cdot C = \sum_{i=1}^{3} D^i C^{ix}\). Now one can adjust the Yukawa couplings to require an infinitesimal rotation in order to diagonalize the charged lepton mass matrix and be in the flavor basis. In fact, let us just assume the magnitudes of the three vectors coming in ratios comparable to the lepton mass ratios:

\[
\begin{align*}
\frac{|B|}{|C|} &\equiv \frac{\lambda_e}{\lambda_\tau} \sim \frac{m_e}{m_\tau} = 2.8 \times 10^{-4}, \\
\frac{|D|}{|C|} &\equiv \frac{\lambda_\mu}{\lambda_\tau} \sim \frac{m_\mu}{m_\tau} = 5.9 \times 10^{-2}.
\end{align*}
\]  

(108)

Then it is easy to see that the matrix

\[
U(\theta, \alpha, \beta) = \begin{pmatrix} 1 & 0 & 0 \\ 0 & c_\beta e^{-i\alpha} & s_\beta e^{-i\beta} \\ 0 & -s_\beta e^{-i\alpha} & c_\beta e^{-i\beta} \end{pmatrix};
\]  

(109)

\[
\alpha - \beta = \text{arg}(D \cdot C),
\]

\[
\tan 2\theta = \frac{2D \cdot C}{|D|^2 - |C|^2} \approx \frac{2|D|}{|C|} \cos \psi,
\]  

(110)

where \(\psi\) is the angle between the two complex vectors \(D\) and \(C\), defined by \(\cos \psi = \frac{D \cdot C}{|D||C|}\), does diagonalize \(M_1 M_1^\dagger\). Note that one can absorb the individual phases \(\alpha, \beta\) using the freedom of multiplying the unitary diagonalizing matrix by a diagonal phase matrix, which would leave us with only one “physical” phase \(\alpha - \beta\):

\[
U(\theta, \alpha, \beta) = \begin{pmatrix} 1 & 0 & 0 \\ 0 & c_\theta e^{-i(\beta - \alpha)} & s_\theta e^{-i(\beta - \alpha)} \\ 0 & -s_\theta e^{i(\beta - \alpha)} & c_\theta \end{pmatrix}.
\]  

(111)

Thus, we are in the flavor basis, as required, up to an infinitesimal rotation of an angle less than \(10^{-2}\) [see Eqs. (108) and (110)].

(3) SM plus three Higgs boson singlets

One might keep the SM Higgs doublet \(\Phi\), with the same flavor transformations of Eq. (91), but add three Higgs singlets \(\Delta_i\) in order to contribute to the charged lepton mass through dimension-five operators. The Lagrangian responsible for the charged lepton mass is given by

\[
\mathcal{L}_4 = \mathcal{L}_4 + \mathcal{L}_5 = Y_{ij} L_i \Phi l_j^c + \frac{g_i}{\Lambda} L_i \Phi \Delta_k l_j^c,
\]  

(112)

where \(\Lambda\) is a mass high scale characterizing the Higgs singlets. We assume the Higgs singlet fields \(\Delta_k, k = 1, 2, 3\) transform as \(L_j\) under \(S \times Z_2\):
As in the previous enumeration, the RH charged leptons are supposed to be singlets under $S$ [Eq. (100)], whereas for $Z_2$ we have the following options:

(i) $l_i^c$ transforms similarly as $L$ under $Z_2$. We thus have Eq. (101). The invariance of $\mathcal{L}_1$ implies

$$S Y = Y, \quad \bar{L}_i l_j^{Z_2} \sim \begin{pmatrix} 1 & -1 & -1 \\ -1 & 1 & 1 \\ -1 & 1 & 1 \end{pmatrix}. \quad (114)$$

This leads, when $\Phi$ acquires a vev, to a contribution to the mass matrix [see Eqs. (79) and (93)]:

$$M_1 = \begin{pmatrix} a & 0 & 0 \\ 0 & e & f \\ 0 & e & f \end{pmatrix}. \quad (115)$$

Equation (113) would lead, exactly as the three Higgs doublets did in the previous enumeration, to a mass contribution $M_2$ of the form of Eq. (104) when the Higgs singlets acquire vevs ($\delta_i$), with the hierarchy $\delta_3 \gg \delta_1, \delta_2$. Thus, we get the charged lepton mass matrix in the form

$$M_l = M_1 + M_2 = \begin{pmatrix} a & b & B^3 \\ D^1 & e & f \\ C^1 & e & f \end{pmatrix}. \quad (116)$$

with the condition that $D^1 \neq C^1$ in order not to make the determinant of the matrix equal to zero, implying a vanishing mass.

(ii) $l_i^c$ transforms differently from $L$ under $Z_2$. We thus have Eq. (105). The invariance of $\mathcal{L}_1$ implies

$$S Y = Y, \quad \bar{L}_i l_j^{Z_2} \sim \begin{pmatrix} 1 & 1 & -1 \\ -1 & -1 & 1 \\ -1 & 1 & 1 \end{pmatrix}, \quad (117)$$

so when $\Phi$ acquires a vev we get a contribution to the mass matrix [see Eqs. (79) and (117)]:

$$M_1 = \begin{pmatrix} a & b & 0 \\ 0 & 0 & f \\ 0 & 0 & f \end{pmatrix}. \quad (118)$$

Equation (113) would lead, exactly as the three Higgs doublets did in the previous case, to a mass contribution $M_2$ of the form of Eq. (107) when the Higgs singlets acquire vevs ($\delta_i$), with the hierarchy $\delta_3 \gg \delta_1, \delta_2$. Thus, we get the charged lepton mass matrix in the form

$$M_l = M_1 + M_2 = \begin{pmatrix} a & b & B^3 \\ D^1 & e & f \\ C^1 & e & f \end{pmatrix}. \quad (119)$$

(iii) In both previous items we get a charged lepton mass matrix of the form

$$M_l = \begin{pmatrix} A^T \\ B^T \\ C^T \end{pmatrix}, \quad (120)$$

which is adjustable so that the three vectors are linearly independent, making the mass matrix invertible. The discussion in [41] on the charged lepton mass matrix of the same form showed the possibility of adjusting Yukawa couplings in order to get the charged lepton mass hierarchy, and then, automatically, the working basis will become the flavor basis up to the order $\lambda_\mu$. We shall not repeat the same analysis here, but just note that in the case that the parameters $a, b, f$ (corresponding to $\mathcal{L}_1$) are negligible compared to $B, C, D$ (related to $\mathcal{L}_3$), the last item [Eq. (119)] is similar to the last item of the past enumeration [Eq. (107)], where we explicitly showed the charged lepton mass diagonalizing matrix being an infinitesimal rotation, which allows us to consider the matrices as being those in the flavor basis, with a good approximation.

Before we finish this subsection, we note that there is an advantage for using the type II seesaw mechanism in that the flavor changing neutral current due to the triplet is highly suppressed because of the heaviness of the triplet mass scale, or, equivalently, the smallness of the neutrino masses.

### B. Type I seesaw

We proceed now to find a realization of the perturbed texture of the pattern C1 [Eq. (73)] in the type I seesaw mechanism where the effective neutrino mass matrix ($M_\nu$) is expressed in terms of the Dirac neutrino mass matrix ($M_D$) and the RH Majorana neutrino mass matrix ($M_R$) through

$$M_\nu = M_D M_R^{-1} M_D^T. \quad (121)$$

For the flavor symmetry, we start by adding a new $Z_2$ symmetry (called $Z_2^\nu$) to the flavor symmetry of the type II case, but we shall see that it is not enough to
achieve the desired form, and needs to be expanded to
a larger group (say to $S \times Z_8$) for this.

1. $S \times Z_2 \times Z_8$-flavor symmetry

We consider here a minimal extension to the flavor group
of the type II seesaw by adding a new $Z_2$ symmetry in order
to get the group $(Z_2)^3$.

(1) Matter content and symmetry transformations

We have three SM-like Higgs doublets ($\phi_i$, $i = 1, 2, 3$) that
would give mass to the charged leptons and another three Higgs
doublets ($\phi'_i$, $i = 1, 2, 3$) for the Dirac neutrino mass matrix.
The RH neutrinos are

denoted by ($\nu_{Ri}$, $i = 1, 2, 3$). These fields transform
as follows:

\[
\nu_R \stackrel{Z_2}{\mapsto} -\nu_R, \quad \phi' \stackrel{Z_2}{\mapsto} -\phi',
\]

(122)

\[
L \stackrel{Z_2}{\mapsto} L, \quad l' \stackrel{Z_2}{\mapsto} l', \quad \phi \stackrel{Z_2}{\mapsto} \phi.
\]

(123)

\[
\nu_R \stackrel{Z_2}{\mapsto} \text{diag}(1, -1, -1)\nu_R, \quad \phi' \stackrel{Z_2}{\mapsto} \text{diag}(1, -1, -1)\phi'.
\]

(124)

\[
L \stackrel{Z_2}{\mapsto} \text{diag}(1, -1, -1)L, \quad l' \stackrel{Z_2}{\mapsto} \text{diag}(1, 1, -1)l',
\]

\[
\phi \stackrel{Z_2}{\mapsto} \text{diag}(1, -1, -1)\phi,
\]

(125)

\[
\nu_R \stackrel{S}{\mapsto} S\nu_R, \quad \phi' \stackrel{S}{\mapsto} \text{diag}(1, 1, -1)\phi'.
\]

(126)

\[
L \stackrel{S}{\mapsto} SL, \quad l' \stackrel{S}{\mapsto} l', \quad \phi \stackrel{S}{\mapsto} S\phi.
\]

(127)

(2) Charged lepton mass matrix-flavor basis

As was the case of type-II seesaw with three SM-like
Higgs doublets and where the RH charged lepton
singlets transform differently from $L$ under $Z_2$, the
Lagrangian responsible for the charged lepton mass
is given by Eq. (98). The $Z_2$ does not play a role
here, since all the fields involved are singlets under
it, except for the fact that it does forbid the trilinear
coupling between $\phi'$, $L$, and $l'$. Again, assuming a
hierarchy in the Higgs $\phi$'s fields vevs ($v_3 \gg v_2, v_1$),
we end up with a charged lepton mass matrix of the form
[Eq. (107)] that can be adjusted to be in the
flavor basis to a good approximation.

(3) The Dirac neutrino mass matrix

The Lagrangian responsible for the neutrino mass
matrix is

\[
\mathcal{L}_D = \tilde{g}^{k}_{ij} \tilde{L}_i \tilde{\phi}'^*_{k} \nu_{Rj}, \quad \text{where } \tilde{\phi}' = i\sigma_2 \phi'^*.
\]

(128)

This Lagrangian is clearly invariant under $Z_2' [\text{see Eq. (122)}]$, which forces the existence of $\phi'$ rather than $\phi$ in $\mathcal{L}_D$. For the $S \times Z_2$ factor, we then get, via
Eqs. (124), (125), (126), and (127),

\[
S^T g^{(k=1,2)} S = g^{(k=1,2)},
\]

\[
S^T g^{(k=3)} S = -g^{(k=3)},
\]

\[
\tilde{L}_i \nu_{Rj} \tilde{\phi}^*_{k} \approx \begin{pmatrix}
1 & -1 & -1 \\
-1 & 1 & 1 \\
1 & -1 & 1 \\
\end{pmatrix},
\]

(129)

where $g^{(k)}$ is the matrix whose $(i, j)^{th}$ entry is the
Yukawa coupling $g_{ij}^{k}$. Then Eqs. (77), (78), (124), and
(129) lead to the following forms of the Yukawa coupling matrices:

\[
g^{(1)} = \begin{pmatrix}
A^1 & 0 & 0 \\
0 & C^1 & D^1 \\
0 & D^1 & C^1
\end{pmatrix}, \quad g^{(2)} = \begin{pmatrix}
E^2 & 0 & 0 \\
0 & E^2 & 0 \\
-E^2 & 0 & 0
\end{pmatrix},
\]

(130)

Upon acquiring vevs ($v'_i$, $i = 1, 2, 3$) for the Higgs
fields ($\phi'_i$), we get the following Dirac neutrino mass matrix:

\[
M_D = \Sigma_{k=1}^{3} v'_k g^{(k)} = \begin{pmatrix}
A_D & B_D & B_D(1+\alpha) \\
E_D & C_D & D_D \\
E_D(1+\beta) & D_D & C_D
\end{pmatrix},
\]

(131)

with

\[
\alpha = \frac{-2v'_1 B^3}{v'_1 B^2 + v'_2 B^3}, \quad \beta = \frac{-2v'_1 E^3}{v'_1 E^2 + v'_2 E^3}.
\]

(132)

If the vevs satisfy $v'_3 \ll v'_1$ and the Yukawa couplings
are of the same order, then we get the perturbative parameters $\alpha, \beta \ll 1$.

(4) Majorana neutrino mass matrix

The mass term is directly present in the Lagrangian

\[
\mathcal{L}_R = M_{Rij} \nu_{Ri} \nu_{Rj}.
\]

(133)

It is invariant under $Z_2'$. Then Eqs. (126) and (124)
lead
Effective neutrino mass matrix

One can see by direct computation that plugging Eqs. (131) and (134) in the seesaw formula [Eq. (121)] would result in an effective neutrino mass matrix of the form

\[
M_\nu = \begin{pmatrix}
M_{\nu_{11}} & M_{\nu_{12}} & M_{\nu_{12}} (1 + \chi) \\
M_{\nu_{12}} & M_{\nu_{22}} & M_{\nu_{23}} \\
M_{\nu_{12}} (1 + \chi) & M_{\nu_{23}} & M_{\nu_{23}} (1 + \xi)
\end{pmatrix},
\]

(135)

where \((Y = A, B, C, D, E)\)

\[
\chi = \chi(\alpha, \beta, Y_D, Y_R),
\]

\[
\xi = \xi(\beta, Y_D, Y_R): \beta = 0 \Rightarrow \xi = 0.
\]

Thus, in general, we do not get the desired \(C1\)-pattern form [Eq. (73)] corresponding to \(\xi = 0\). However, for some choices of the Yukawa couplings satisfying \(E^3 = 0\) we get this form [see Eq. (132)], with \(\chi\), as \(\alpha\) is a small parameter for moderate values of Yukawa couplings.

2. \(S \times Z_8\)-flavor symmetry

In order to get a realization of the \(C1\) pattern form with no need to tune the Yukawa couplings, we extend the flavor symmetry to be \(S \times Z_8\).

(1) Matter content and symmetry transformations

The matter spectrum consists of three SM-like Higgs doublets (\(\phi_i\), \(i = 1, 2, 3\)) responsible for the charged lepton masses, and of four Higgs doublets (\(\phi_j\), \(j = 1, 2, 3, 4\)) giving rise when acquiring a vev to the Dirac neutrino mass matrix, and, as before, of left doublets (\(L_i\), \(i = 1, 2, 3\)), RH charged singlets (\(f^c_i\), \(j = 1, 2, 3\)), and RH neutrinos (\(\nu_R j\), \(j = 1, 2, 3\)). We also introduce two Higgs singlet scalars (\(\Delta_k\), \(k = 1, 2\)) related to the Majorana neutrino mass matrix. We denote the octic root of the unity by \(w = e^{\pi i / 8}\). The fields transform under the flavor symmetry as follows:

\[
L \xrightarrow{S} SL, \quad f^c \xrightarrow{S} f^c, \quad \phi \xrightarrow{S} S\phi.
\]

(137)

(2) Charged lepton mass matrix-flavor basis

As in the previous case of \(S \times Z_2 \times Z_2\)-flavor symmetry, the charged lepton mass Lagrangian is given again by Eq. (98). Since the transformations of the involved fields (\(L, f^c, \phi\)) are identical under \(S\) in both flavor symmetry groups and are equally the same under \(Z_8\) (in \(S \times Z_8\)) compared to \(Z_2\) (in \(S \times Z_2 \times Z_2\)), we end up, assuming again a hierarchy in the Higgs \(\phi\)'s fields vevs (\(v_3 \gg v_2, v_1\)), with a charged lepton mass matrix of the form [Eq. (107)] adjustable to be approximately in the flavor basis. Also note here that no terms of the form \(f_{ik}^c L_i \phi_k \phi^c_i\) can exist since we have

\[
L_i \phi_k \phi^c_i = Z_8(L_i \phi_k \phi^c_i).
\]

(142)

(3) The Dirac neutrino mass matrix

The Lagrangian responsible for the neutrino mass matrix is again given by Eq. (128). By means of Eqs. (137), (138), (139), (140), and (141), we have

\[
S^T g_{(k=1,2,3)} S = g_{(k=1,2,3)},
\]

\[
S^T g_{(k=4)} S = -g_{(k=4)},
\]

\[
\tilde{L}_{ik} \phi_j \phi^c_j \xrightarrow{Z_8} \begin{pmatrix}
w & w^3 & w^3 \\
w^5 & w^7 & w^7 \\
w^5 & w^7 & w^7
\end{pmatrix}.
\]

(143)
where, as before, \( g^{(k)} \) is the matrix whose \((i, j)\)th entry is the Yukawa coupling \( g_{ij}^{k} \). Then Eqs. (77), (78), (141), and (143) impose the following forms on the Yukawa coupling matrices:
\[
\begin{align*}
g^{(1)} &= \begin{pmatrix} A^1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, & g^{(2)} &= \begin{pmatrix} 0 & B^2 & B^2 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \\
g^{(3)} &= \begin{pmatrix} 0 & 0 & 0 \\ 0 & C^3 & D^3 \\ 0 & D^3 & C^3 \end{pmatrix}, & g^{(4)} &= \begin{pmatrix} 0 & B^4 & -B^4 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}.
\end{align*}
\]
(144)

When the Higgs fields \( \phi_i' \) get vevs \( (v_i', i = 1, 2, 3, 4) \), we obtain the following Dirac neutrino mass matrix:
\[
M_D = \sum_{k=1}^{4} v_k' g^{(k)} = \begin{pmatrix} A_D & B_D & B_D(1 + \alpha) \\ 0 & C_D & D_D \\ 0 & D_D & C_D \end{pmatrix}.
\]
(145)
with
\[
\alpha = \frac{-2v_4'B^4}{v_2'B^2 + v_4'B^2}.
\]
(146)

If the vevs satisfy \( v_4' \ll v_i' \) and the Yukawa couplings are of the same order, then we get a perturbative parameter \( \alpha \ll 1 \).

(4) **Majorana neutrino mass matrix**

The mass term is generated from the Lagrangian
\[
\mathcal{L}_R = h_{ij}^k \Delta_k \nu_R_i \nu_R_j.
\]
(147)

Under \( Z_8 \) we have the bilinear
\[
\nu_R_i \nu_R_j \sim \begin{pmatrix} w^2 & w^4 \\ w^4 & w^6 \end{pmatrix} \quad \text{Eq. (140)}
\Rightarrow \quad 
\mathcal{L}_R = h_{11}^k \Delta_k \nu_R_1 \nu_R_1 + h_{12}^k \Delta_k \nu_R_2 \nu_R_2 + h_{13}^k \Delta_k \nu_R_3 \nu_R_3
+ h_{22}^k \Delta_k \nu_R_2 \nu_R_2 + h_{33}^k \Delta_k \nu_R_3 \nu_R_3.
\]
(148)

If we call \( h^{(k)} \) the matrix whose \((i, j)\)th entry is the coupling \( h_{ij}^k \), then we have (with the cross sign denoting a nonvanishing entry)
\[
\begin{align*}
h^{(1)} &= \begin{pmatrix} \times & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, & h^{(2)} &= \begin{pmatrix} 0 & 0 & 0 \\ 0 & \times & \times \\ 0 & \times & \times \end{pmatrix}.
\end{align*}
\]
(149)

Then Eq. (138) leads to
\[
S^T h^{(k)} S = h^{(k)}, \quad \Rightarrow \quad h^{(1)} = \begin{pmatrix} a_R & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix},
\]
(150)

\[
\begin{pmatrix} 0 & 0 & 0 \\ 0 & c_R & d_R \\ 0 & d_R & c_R \end{pmatrix}.
\]

Thus, when the Higgs singlets \( \Delta \) acquire vevs \( (\delta_1^0, \delta_2^0) \) we get the Majorana neutrino mass matrix
\[
M_R = \sum_{k=1}^{2} \delta_k^0 h^{(k)} = \begin{pmatrix} A_R & 0 & 0 \\ 0 & C_R & D_R \\ 0 & D_R & C_R \end{pmatrix}.
\]
(151)

(5) **Effective neutrino mass matrix**

By direct computation, plugging Eqs. (145) and (151) into the seesaw formula [Eq. (121)] results in an effective neutrino mass matrix of the desired C1-pattern form
\[
M_\nu = \begin{pmatrix} M_{\nu_{11}} & M_{\nu_{12}} & M_{\nu_{12}}(1 + \chi) \\ M_{\nu_{12}} & M_{\nu_{22}} & M_{\nu_{22}} \\ M_{\nu_{12}}(1 + \chi) & M_{\nu_{22}} & M_{\nu_{22}} \end{pmatrix},
\]
(152)

where the perturbation parameter \( \chi \) is given by
\[
\chi = \frac{\alpha(C_D - D_D)(C_R + D_R)}{(1 + \alpha)(C_R D_D - D_R C_D) + C_R D_D - D_R C_D}.
\]
(153)

Before ending this section, we would mention that introducing multiple Higgs doublets as we did in our constructions might display flavor-changing neutral currents. However, the effects are calculable in the models and, in principle, one can adjust the Yukawa couplings so that processes like \( \mu \to e \gamma \) are suppressed [42]. Moreover, and as was discussed in the introduction, the RG running effects are expected to be small when multiple Higgs doublets are present, so as not to spoil the predictions of the symmetry at low scale.

**X. SUMMARY AND DISCUSSION**

We have carried out a thorough phenomenological analysis for the patterns of the neutrino mass matrix meeting the \( \mu - \tau \) symmetry. We found that exact symmetry
leads to a totally degenerate spectrum and so is excluded on phenomenological grounds.

We thus introduced, in a minimal way, perturbations such that the neutrino mass matrix satisfies an approximate $\mu - \tau$ symmetry. We got four such patterns and carried out a complete phenomenological analysis of them. We found that all these “deformed” patterns can accommodate the current data without the need to adjust the input parameters. However, no singular such patterns could meet the experimental constraints.

All the four patterns can produce all types of hierarchy and all have complex entries able to show CP-violation effects. The mixing angle $\theta_{13}$ can cover all of its admissible range in all four patterns. As to the angle $\theta_{13}$, it is unconstrained in the patterns C3 except that it should not equal the value 45°, whereas it is restricted to be around 45°, without taking this value, in the C1 pattern for the normal and inverted hierarchies, and around 36° or 52° in the C4 pattern of the normal hierarchy type. Again, $\theta_{13}$ cannot take the value 45° in the C2 pattern of the normal or inverted hierarchy types, whereas it is just mildly constrained in the normal type to be around 45°. However, for this latter pattern C2, the mixing angle $\theta_{13}$ cannot be larger than 10°. Actually, there is a narrow interval $[4°, 4.7°]$ for $\theta_{13}$ in the C4 pattern of the normal type, whereas this mixing angle is bounded by 8° in the inverted type.

The phases are not constrained in the C3 or C4 patterns, except that in the C4 pattern of the normal type the Dirac phase $\delta$ cannot be in the interval $[160°, 185°]$ and the Majorana phase $\rho(\mod \pi)$ cannot belong to $]-20°, 20°[$. As to the C1 pattern of the normal type, the phases $\sigma$, $\rho(\mod \pi)$ cannot take values in the interval $]-4°, 4°[$. Around the origin, whereas the Dirac phase $\delta$ in all hierarchy types is excluded from a narrow band $[177°, 180.5°]$ around $\pi$. For the C2 pattern, the phase $\rho$ is excluded from the interval $[94°, 99°]$ in the degenerate case, and from broader intervals in the normal ($[90°, 111°]$) and inverted ($[48°, 137°]$) types. The phase $\sigma(\mod \pi)$ is bound not to be around zero in the normal and inverted types, whereas the Dirac phase $\delta$ in all hierarchy types is excluded from narrow bands around zero ($]-3°, 1°[\)$ and around $\pi$ ($[178°, 185°]$).

There exist linear correlations between $\delta, \rho, \sigma$ for the patterns C1 and C3 in all types of hierarchy, and a linear correlation between $\langle m_{ee} \rangle$ and the LNM in the degenerate type for these two patterns.

The strength of the hierarchies is characterized by the ratio $m_{23}$, and the normal type hierarchy is usually mild, taking values of the order 1 in all patterns. However, the inverted hierarchy type in the patterns C1 and C3 can be very acute, taking values of the order $O(10^2)$.

All these features might help in distinguishing between the independent patterns. For example, if by measuring the mass ratios we find a very pronounced hierarchy, then we know that we have either a C1 or C3 pattern of an inverted hierarchy type. Consequently, if by measuring the angle $\theta_{13}$ we find a value far from 45°, then we know we have a C3 pattern. Also, if $\delta$ gives a value around $\pi$ then again we have a C3 pattern. On the other hand, if by measuring the masses we get a mild hierarchy, then we do not actually have enough signatures to determine the pattern. Rather, we have exclusion rules which help to drop as much patterns as possible. For example, if $\rho(\mod \pi) \in ]-20°, 20°[ \text{ or } \theta_{13} > 5° \text{ or } \theta_{13} \neq 36°, 52°$, then we can drop the C4 pattern of the normal type, whereas if $\theta_{13} > 8°$ we exclude the C4 of the inverted type possibility. If $|\rho(\mod \pi)| < 4°$, then there is no C1 pattern of the normal type, whereas if $\rho \in [94°, 99°]$, then we drop the possibility of a C2 pattern. Also, if $\theta_{13} \geq 10°$, then we conclude that we do not have a C2 pattern of the normal type. Moreover, the knowledge of all the phase angles and other mass parameters jointly and referring to the narrow bands of the correlation plots can help in deciding which texture does fit the data.

We note finally that the deformation parameter $|\chi|$ can cover all its perturbative range ($\leq 20%$), except for the pattern C4 where it is bound to be a “tangible” deformation ($|\chi| \geq 16%$) in order to fit the experimental data.

All the perturbed patterns can be realized assuming exact $\mu - \tau$ symmetry augmented by new matter fields and Abelian symmetries at the Lagrangian level, and we have presented some concrete examples using both types I and II of the seesaw mechanism.

Our analysis follows a bottom-up approach and, in view of the full parameter space we adopted for the observables, can be considered as new. In particular, it shows in a very transparent way the correlation between the perturbation $\chi$ and the nonvanishing $\theta_{13}$. We can summarize the mainly new results in our work as follows. First, we presented the complete analytical expressions (full or expanded) for all the observables and in all patterns. Second, we raised the question of convergence of the expansion series [Eq. (53)] and analyzed it. Third, we presented an exhaustive analysis plotting all the possible correlations. Fourth, we disentangled the effects of the two perturbation parameters and presented detailed theoretical realizations of the resulting perturbed patterns. Fifth, we also treated the case of the singular neutrino mass matrix. Sixth, we reached different conclusions compared to some other works with a far more restricted parameter space.
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