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Abstract

The Weisfeiler-Lehman (WL) test is a widely used algorithm in graph machine learning, including graph kernels, graph metrics, and graph neural networks. However, it focuses only on the consistency of the graph, which means that it is unable to detect slight structural differences. Consequently, this limits its ability to capture structural information, which also limits the performance of existing models that rely on the WL test. This limitation is particularly severe for traditional metrics defined by the WL test, which cannot precisely capture slight structural differences. In this paper, we propose a novel graph metric called the Wasserstein WL Subtree (WWLS) distance to address this problem. Our approach leverages the WL subtree as structural information for node neighborhoods and defines node metrics using the $L_1$-approximated tree edit distance ($L_1$-TED) between WL subtrees of nodes. Subsequently, we combine the Wasserstein distance and the $L_1$-TED to define the WWLS distance, which can capture slight structural differences that may be difficult to detect using conventional metrics. We demonstrate that the proposed WWLS distance outperforms baselines in both metric validation and graph classification experiments.

Introduction

In recent years, the remarkable performance improvements of graph neural networks (GNNs) have triggered a surge of research on their applications in various domains, such as recommendation systems (Gao et al. 2022) and drug and material discovery (Gaudelet et al. 2021; Takamoto et al. 2022). At the same time, a critical need has arisen for accurate tools that can measure graph similarity and distance to enable effective graph sorting and analysis. However, comparing graph structures is a difficult problem that has been studied for decades (Bunke and Shearer 1998; Gao et al. 2010; Titouan et al. 2019).

Graph edit distance (GED) is a classical approach to this problem. However, GED is NP-hard and still requires high time complexity, even with its well-known approximation algorithms. For instance, the popular A*-Beamsearch (Neuhaus, Riesen, and Bunke 2006) has sub-exponential time complexity. Learning-based methods such as SimGNN (Bai et al. 2019) combine GNNs and other neural networks to estimate the similarity between graphs. However, these methods require an accurate similarity score as a label, which limits their application scope. Additionally, it has been pointed out that GNNs cannot fully exploit the structural information of graphs (Errica et al. 2020). Random-walk-based graph embeddings, such as DeepWalk (Perozzi, Al-Rfou, and Skiena 2014) and Node2Vec (Grover and Leskovec 2016), provide another way of describing structural information. Although they can capture the regularity of node connections, they cannot handle previously unseen nodes due to their use of transductive learning. Furthermore, finding appropriate parameters for random walks can be costly.

In contrast, graph kernels (Nikolentzos, Siglidis, and Vazirgiannis 2021) are a class of methods that specialize in measuring the similarities of graph structures. Most of them are based on R-convolutional theory (Haussler 1999), which computes graph similarity by decomposing a graph into subgraphs, measuring the similarities between subgraphs, and aggregating them. Some well-known graph kernels produce more stable and competitive classification results compared to GNNs. We aim to measure even slight differences in the entire graph structures by correctly measuring the differences between subgraphs. To this end, we delve into one of the most influential graph kernels, the Weisfeiler-Lehman (WL) subtree kernel (Shervashidze and Borgwardt 2009).

The WL subtree kernel, also known as the WL kernel, is a pioneering graph kernel that uses a neighborhood aggregation scheme. It was inspired by the WL test (Weisfeiler and Lehman 1968), which provides an approximate solution to the graph isomorphism problem. Due to its stable and high performance in graph classification tasks and its similarity to the message-passing algorithm of GNNs, the WL kernel is often used as a baseline for GNNs (Morris et al. 2019; Bodnar et al. 2021; Wijesinghe and Wang 2022). Furthermore, previous studies have shown that the WL framework can provide high accuracy (Nikolentzos, Siglidis, and Vazirgiannis 2021). However, we argue that the WL kernel’s measure of graph similarity is coarse, and there are two main reasons for this. The first problem is that the ability to describe structural information is weak. This problem stems from the fact that WL test focuses only on the consistency of the graph, in particular the consistency of the subgraphs composed of a node and its neighborhood; the WL test projects different
subgraphs to different integer values using the hash function and compares the results for subgraph matching, which results in the loss of specific information about the connections between nodes. The second problem is that the simplicity of the measure limits the expressive power of similarity. Graph kernels are typically computed from two parts: a node-level measure that measures the similarity of subgraphs and a graph-level measure that computes the similarity of entire graphs using subgraph similarities. The WL kernel measures the similarity between nodes by subgraph matching and then sums the similarities of all pairs of nodes to compute the graph similarity. To address the first problem, Schulz et al. (2022) proposed a relaxed WL kernel that defines the similarity between subgraphs more finely by treating similar subgraphs using subgraph similarities. The WL kernel measures the similarity between nodes by subgraph matching and then sums the similarities of all pairs of nodes to compute the graph similarity. To address the first problem, Schulz et al. (2022) proposed a relaxed WL kernel that defines the similarity between subgraphs more finely by treating similar subgraphs as identical. To address the second problem, Togninalli et al. (2019) proposed the Wasserstein WL (WWL) distance that applies the Wasserstein distance (Peyré, Cuturi et al. 2019) to the graph-level measure.

Motivated by the observations mentioned above, we aim to enhance the descriptive power of structural information without disrupting the mechanism of the WL test. Specifically, we introduce a WL subtree, a subgraph consisting of a node and its neighborhood structure, in accordance with the mechanism of the WL test. The WL subtree is a rooted unordered tree that corresponds to the node label obtained from the WL test. The concept of the WL subtree was originally proposed by Shervashidze et al. (2011), and in earlier studies, WL substructures were used only to interpret the WL kernel and analyze the expressive power of GNNs (Sato 2020). In this paper, however, we treat them as structural information of node neighborhoods, which differentiates our proposed method from others. We will discuss further details later and summarize our key contributions as follows:

- We clarify that the WL test cannot preserve inter-node connection information, and we demonstrate that the metric based on the WL test is coarse.
- We introduce the WL subtree as structural information in the neighborhood of a node, which enables us to define the tree edit distance between nodes. To compare WL substructures, we use $L_1$-approximated tree edit distance ($L_1$-TED) in this paper.
- We design a tree hash function and ensure that the probability of hash collision is theoretically low. Additionally, we propose a fast algorithm for computing $L_1$-TED using this tree hash function.
- We propose a new fine-grained graph metric, Wasserstein Weisfeiler-Lehman Subtree (WWLS) distance, which can numerically represent slight structural differences.

**Preliminaries**

Bold typeface lower-case and upper-case letters such as $x$ and $X$ respectively denote a vector and a matrix. $x_i$ denotes the $i$-th element of $x$, $X_i$ denotes the $i$-th row vector of $X$, and $X_{i,j}$ denotes the element at $(i, j)$ of $X$. $\mathbb{R}^n_+$ denotes the space of nonnegative $n$-dimensional vectors, and $\mathbb{R}^{m \times n}_+$ denotes the space of nonnegative $m \times n$ size matrices. $\Delta_n$ denotes the probability simplex with $n$ bins. $\delta_x$ denotes the delta function at $x$, and $\delta(\cdot, \cdot)$ denotes the Kronecker delta. $1_n$ denotes an $n$-dimensional all-ones vector: $[1, \ldots, 1]^T \in \mathbb{R}^n$. $\{ \ldots \}$ denotes the set that does not allow duplication of elements, and $\{ \ldots \}$ denotes the multiset that allows elements to be repeated. $A = \{a_1, \ldots, a_n\} = \{a_i\}_{i=1}^n$ denotes a set $A$ consisting of $a_i$. $f(x_1, \ldots, x_n)$ denotes a polynomial ring formed from the set of polynomials in $n$ variables over a field $\mathbb{F}$. $\mathbb{Z}/m\mathbb{Z}$ denotes a ring of integers modulo $m$, where $m \in \mathbb{Z}$ and $m \geq 2$. $\mathbb{N}_+$ denotes the set of natural numbers starting from 1, and we define $\mathbb{N}_0 = \mathbb{N}_+ \cup \{0\}$. The graph data structure consists of a set of nodes $V$ and a set of edges $E \subseteq V^2$, which we write $G(V, E)$ or simply as $G$. In this paper, we consider only undirected graphs. $|V|$ denotes the number of nodes. $N_G(v) = \{u \in V \mid (v, u) \in E\}$ denotes the adjacent nodes of $v$ in $G$. $\deg(v)$ denotes the degree of node $v$. Node $v$ might also have a categorical label, which we write $\ell(v) \in \mathbb{N}_+$. $T$ denotes a tree. In particular, it refers to a rooted unordered WL subtree herein. For a tree $T$ with the root node of $v$, we express it as $T(v)$. $\mathcal{E}(T)$, $\mathcal{L}(T)$ respectively denote the set of nodes, edges, and leaves of $T$. $\text{dep}_T(v)$ denotes the depth of node $v$ in $T$. $T_1 \simeq T_2$ represents an isomorphism between $T_1$ and $T_2$. A non-root node $v \in \mathcal{V}(T)$ has a parent, written as parent($v$). A non-leaf node $v \in \mathcal{V}(T)$ has $n$ children, written as $\mathcal{C}(v) = \{c_i(v)\}_{i=1}^n$, where $c_i(v)$ is the $i$-th child of $v$. A subtree $T'$ of $T$ is complete if, for node $v \in \mathcal{V}(T)$, parent$(v)$ implies $v \in \mathcal{V}(T')$. We write $t$ for such a complete subtree. In addition, for complete subtree $t$ whose root node is $v$, we write $t(v)$. For other notations about $T$, we use the same method for $t$.

**Related Work**

**Wasserstein distance.** The Wasserstein distance is derived from the optimal transport (OT) problem, which attempts to determine the minimum transport cost by finding an optimal transportation plan between two probability distributions. The discrete case is defined as follows.

Let $\Delta_m = \{a \in \mathbb{R}_+^m \mid \sum_{i=1}^m a_i = 1\}$ and $\Delta_n = \{b \in \mathbb{R}_+^n \mid \sum_{j=1}^n b_j = 1\}$ denote two simplexes of the histogram with $m$ and $n$ in the same matrix space. Their respective probability measures are $\alpha = \sum_{i=1}^n a_i \delta_x$, and $\beta = \sum_{j=1}^n b_j \delta_y$. $\mathbb{C} \in \mathbb{R}^{m \times n}$ is a distance matrix, where $C_{i,j}$ signifies the transportation cost (ground distance) between bin $i$ and bin $j$. $\mathbb{P} \in \mathbb{R}^{m \times n}$ is a transportation matrix, where $P_{i,j}$ describes the amount of mass flowing from bin $i$ to bin $j$. The minimum total transportation cost between $\alpha$ and $\beta$, known as the Wasserstein distance associated with $\mathbb{C}$, is defined as

$$W(\alpha, \beta) = \min_{\mathbb{P} \in \mathbb{U}(\alpha, \beta)} \sum_{i=1}^m \sum_{j=1}^n C_{i,j} P_{i,j},$$  

(1)

where $U(a, b) = \{P \in \mathbb{R}^{m \times n} \mid P_{n} = a \text{ and } P^T \mathbb{1}_m = b\}$. The EMD (Bonneel et al. 2011) and Sinkhorn’s algorithm (Cuturi 2013) are well-known methods that can solve the problem empirically with $O(n^2)$ when $\mathbb{C} = O(n)$.

**Weisfeiler-Lehman (WL) test and its kernel and distance forms.** The graph isomorphism problem is an NP intermediate problem for determining whether two finite graphs are...
isomorphic (Babai 2016). The WL test is an approximate solution to the problem that runs in linear time with respect to the size of the graph. It involves the aggregation of the node labels and their adjacent nodes to generate ordered strings, which are then hashed to generate new node labels. As the number of iterations increases, these labels will represent a larger neighborhood of nodes, allowing more extensive substructures to be compared (Togninalli et al. 2019). The WL test follows a recursive scheme, updating each node label multiple times. Given $G(V, E)$, let $\ell^k(v)$ be the node label of $v \in V$ at the $k$-th iteration of the WL test. In particular, $\ell^0(v)$ is the original node label. Then the update formula for each node is

$$\ell^{k+1}(v) = \text{HASH} \left( \ell^k(v), \{ \ell^k(u) \mid u \in N_G(v) \} \right),$$

where $\text{HASH}(\cdot, \cdot)$ is the perfect hash that returns an integer value. The WL subtree kernel a.k.a. WL kernel is defined as the similarity of two graphs in terms of the inner product of the graph feature vectors as follows:

$$K_{WL}(G, G') = \varphi(G, \Sigma_h)^T \varphi(G', \Sigma_h),$$

where $\varphi(\cdot, \cdot)$ is the graph feature vector, and $\Sigma_h = \{ \ell^0, \ell^1, \ldots \}$ is the set of all types of node labels that appear in $G$ and $G'$ with $h$ iterations of the WL test. $\varphi(G, \Sigma_h)$ is defined as $\left( C_{WL}(G, \ell^0), \ldots, C_{WL}(G, \ell^{|\Sigma_h|}) \right) \in \mathbb{N}_0^{h+1}$, where $C_{WL}(G, \ell^i)$ is the function that returns the number of the occurrences of $\ell^i$ in $G$. The Wasserstein WL (WWL) distance, as its name implies, is a metric graph that combines the Wasserstein distance and the WL test. By applying the WL test $h$ times to node $v$, we obtain a sequence of $h+1$ different node labels that contains the original node label: $\mathcal{F}(v) = (\ell^0(v), \ldots, \ell^h(v)) \in \mathbb{N}_0^{h+1}$. It is called the WL feature of node $v$. The categorical case of the WWL is computed by the following optimization problem:

$$\min_{P \in U(a, b)} \sum_{i=1}^{V} \sum_{j=1}^{V'} \text{Ham} \left( \mathcal{F}(v_i), \mathcal{F}(v_j) \right) P_{i,j},$$

where $\text{Ham}(\cdot, \cdot)$ is the normalized Hamming distance between two WL features.

### Problems in WL Kernel and WWL Distance

#### Structural properties of WL test.

The new label generated by the WL test is an integer hash value corresponding to the newly constructed tree, also known as the WL subtree. This tree is a rooted unordered tree with the following properties: (i) the root of the tree is the target node of the WL test, (ii) the tree is height-balanced, and (iii) the depth of each leaf is equal to the number of iterations. Figure 1 illustrates the relationship between the WL test and the corresponding WL subtree. Note that the WL subtree contains inter-node connection information, which consists of the link information between the target node and its neighborhood. By performing the WL test $h$ times for a node, the WL subtree captures the inter-node connection information of the subgraph within the $h$-hop radius from the node. However, this critical structural information is lost because the WL test compresses the WL subtree into an integer value.

### Problem definition.

This paragraph discusses the simplicity of the measures in the WL kernel and the WWL distance. While the WL kernel has been successful for graph classification tasks, the simplicity of the measure in Eq. (3) limits its ability to measure graph similarity. We can rewrite Eq. (3) as $K_{WL}(G, G') = \sum_{i=0}^{h} \sum_{v \in V} \sum_{v' \in V'} \delta(\ell^i(v), \ell^i(v'))$. This equation shows that the WL kernel evaluates the node similarity score as either 1 or 0. Since each type of node label represents one type of WL subtree, the WL kernel only judges the consistency of WL subtrees. This measure is suitable for graph isomorphism problems because they aim to determine whether two graphs are isomorphic or not, and this can be accomplished through binary judgments of 1 (isomorphic) or 0 (non-isomorphic). However, there are problems when measuring graph similarity. We can consider the following two situations. (i) First, we consider two nodes with the same neighborhood structure. If these two nodes have the same label, then the similarity is 1; otherwise, it is 0. In other words, if the labels do not match, the similarity is 0, regardless of how similar the neighborhoods are. (ii) Next, we consider two nodes with the same label but different neighborhood structures. In this case, the similarity is also 0. This extreme measure is not friendly to quantification, so the WL kernel does not measure fine-grained similarity at the node and graph levels. The WWL distance, on the other hand, uses a more advanced measure called the Wasserstein distance to improve the measurement capability at the graph level. However, for the categorical embedding of the WWL distance, its node-level measure remains a problem. The WWL distance takes the WL feature as a node feature and uses the normalized Hamming distance to define the ground distance. The dimension of the WL feature is $h+1$ if one runs the WL test $h$ times. It is noteworthy that a property of the WL test is that if two labels differ at iteration $k_0$ (where $k_0 \geq 0$), then labels obtained by subsequent updates at iteration $k' > k_0$ are also different. Therefore, the Hamming distance between two WL features can only take at most $h+1$ different values with $h$ iterations. Combined with the fact that $h$ usually takes small values, it cannot capture the similarity between nodes with differ-
Proposed Method

Tree Edit Distance between WL Subtrees

Instead of using node labels to define the inter-node metric as in the related methods of the WL test, we use the WL subtree to compute the distance between tree structures. Given two nodes, \( v \) and \( v' \), in different graphs, we define the metric between the WL subtrees of \( v \) and \( v' \) using the tree edit distance (TED). The TED between unordered trees is a MAX SNP-hard problem, and this class of problems has constant-factor approximation algorithms but no approximation schemes unless \( \text{P=NP} \). Therefore, it usually requires high time complexity. To solve this problem, we use an \( L_1 \)-approximated TED (\( L_1 \)-TED) (Garofalakis and Kumar 2005; Fukagawa, Akutsu, and Takasu 2009).

Before formally introducing our proposed algorithm, we introduce several necessary notations using Figure 2. \( v_1 \) is the blue node in Figure 1. By performing the WL test twice, we obtain a WL subtree rooted at \( v_1 \), which we designate as \( T(v_1) \). \( T(v_1) \) has seven nodes: \( v_1, v_2, \ldots, v_7 \). Among them, \( v_1, v_4, \) and \( v_7 \) are fundamentally the same, but we treat all nodes differently. We denote the node-set of \( T(v_1) \) as \( V(T(v_1)) \). There are seven complete subtrees in \( T(v_1) \): \( t(v_1), t(v_2), \ldots, t(v_7) \). Since \( t(v_4) \cong t(v_7) \), we regard them as identical. Thus, there are complete subtrees of six types.

Figure 2: Illustration of the notation used for the WL subtree and complete subtree. \( v_1 \) is the blue node of the initial graph in Figure 1. We obtain \( T(v_1) \) by 2 iterations of the WL test.

Before formally introducing our proposed algorithm, we introduce several necessary notations using Figure 2. \( v_1 \) is the blue node in Figure 1. By performing the WL test twice, we obtain a WL subtree rooted at \( v_1 \), which we designate as \( T(v_1) \). \( T(v_1) \) has seven nodes: \( v_1, v_2, \ldots, v_7 \). Among them, \( v_1, v_4, \) and \( v_7 \) are fundamentally the same, but we treat all nodes differently. We denote the node-set of \( T(v_1) \) as \( V(T(v_1)) \). There are seven complete subtrees in \( T(v_1) \): \( t(v_1), t(v_2), \ldots, t(v_7) \). Since \( t(v_4) \cong t(v_7) \), we regard them as identical. Thus, there are complete subtrees of six types.

\[ \phi(T(v), U) = (3, 0, 2, 3, 0, 1, 2, 0, 1, 1, 0, 1, 1, 0, 1) \]
\[ \phi(T(v'), U) = (1, 2, 2, 3, 1, 1, 1, 1, 0, 0, 0, 1, 1, 0, 1) \]
\[ U = \{\bullet, *, \cdot, \#\} \]

Figure 3: Illustration of the node embedding function. \( v \) and \( v' \) are the root nodes of two different WL subtrees, denoted as \( T(v) \) and \( T(v') \), respectively. Their feature vectors are \( \phi(T(v), U) \) and \( \phi(T(v'), U) \), respectively. \( U \) denotes the set of all types of complete subtrees for \( T(v) \) and \( T(v') \).

\( L_1 \)-Approximated TED between WL subtrees.

To compare two nodes, \( v \) and \( v' \), we first construct their WL subtrees. Next, we compute the \( L_1 \) norm of the difference between the node feature vectors of \( T(v) \) and \( T(v') \). These operations are defined by the distance function \( d_\phi: T \times T \rightarrow \mathbb{R} / MZ \), where \( T \) is the set of all types of WL subtrees and \( M \) is a prime number. Formally, we define

\[ d_\phi(T(v), T(v')) = ||\phi(T(v), U) - \phi(T(v'), U)||_1 \]

where \( \phi(\cdot, \cdot) \) is the feature vector of the corresponding tree. \( U = \{t_1, t_2, \ldots\} \) is the set of all types of complete subtrees of \( T(v) \) and \( T(v') \), and any two complete subtrees \( t_i, t_j \in U \) are \( t_i \neq t_j \) for \( i \neq j \). We define \( \phi(T, U) \) as \( (C_t(T, t_1), C_t(T, t_2), \ldots) \in \mathbb{Z}^{|U|} \), where \( C_t(T, t_i) \) is a function that returns the number of occurrences of \( t_i \) in \( T \). Figure 3 presents an intuitive description of \( \phi(\cdot, \cdot) \). Using the properties proved by Fukagawa, Akutsu, and Takasu (2009), the true TED \( d_{\text{TED}}(\cdot, \cdot) \) between \( T(v) \) and \( T(v') \) can be bounded as follows:

\[ \frac{2h + 2}{2h + 2} \leq d_{\text{TED}}(T(v), T(v')) \leq d_\phi(T(v), T(v')) \]

where \( h \) denotes the height of \( T(v) \) and \( T(v') \). It is noteworthy that the height of the WL subtree is equal to the number of iterations. This inequality implies that a smaller number of iterations is closer to \( d_{\text{TED}}(\cdot, \cdot) \).

A fast algorithm for \( L_1 \)-TED. To compute \( \phi(T(v), U) \) and \( \phi(T(v'), U) \), one must know all types of complete subtrees that appear in \( T(v) \) and \( T(v') \). However, enumerating all types of complete subtrees and searching each one from the WL subtree requires a high computational cost. Therefore, we propose an efficient algorithm that involves designing a hash function, mapping each complete subtree to an integer value during a post-order depth-first search (DFS) of the WL subtree. Lemma 3 provides an upper bound on the probability that the values of two multivariate polynomials agree under its given conditions. Our idea is to assign a polynomial to each complete subtree. If we can demonstrate that the collision probability between polynomial values can be significantly reduced to a negligible level, then any polynomial value can serve as a hash value.

Given a WL subtree \( T \) with height \( h \), we assume that there are two variables for each depth except depth \( h \) in
T: \( x_i, x_i' \in \mathbb{Z}/M \mathbb{Z} \) for depth \( i \in \{0, \ldots, h - 1\} \). We do not set variables at depth \( h \) because the leaves themselves are the simplest complete subtrees, and their node labels already represent the type of simplest complete subtrees.

To simplify the expression, we denote \( T(v) = \{v, N_G(v) \mid v \in V\} \); number of iterations \( h \); target node \( v \); depth of WL subtree \( d = 0 \).

\[
\text{DFS}_{WL}(G, h, u, d + 1).
\]

Output: \( \mathcal{P}(v) = \{p(u) \mid u \in \mathcal{V}(T(v))\} \).

Input: the set of tuples consisting of a node and its adjacent nodes in \( G: G = \{(u, N_G(u)) \mid u \in V\} \); number of iterations \( h \); target node \( v \); depth of WL subtree \( d = 0 \).

if \( d > h \) then
  return.
end if

Add a new node \( v \) to the WL subtree.

for each \( u \) in \( N_G(v) \) do
  \( \text{DFS}_{WL}(G, h, u, d + 1) \).
end for

if \( d \neq h \) then
  \( p(v) \leftarrow \text{Calculate by Eq. (7)} \).
end if

Record the hash value \( p(v) \) in \( \mathcal{P}(v) \).

The proofs for the above three propositions can be found in the Proof of Propositions section.

Wasserstein Distance between Graphs

We propose a novel graph metric that combines the \( L_1 \)-TED and OT to measure slight differences in structure by reflecting \( L_1 \)-TED at the graph level. First, we consider the set \( \mathcal{U}^* \) of all complete subtrees obtained from two given graphs \( G \) and \( G' \), and then embed them into the same metric space \( (\mathcal{N}[\mathcal{U}], d_\phi) \) by computing \( \phi(\cdot) \) for all nodes of \( G \) and \( G' \). Each node of the two graphs is embedded respectively at points \( x_i, x_{i'} \) and \( y_i, y_{i'} \). We define two histograms of \( a \) and \( b \) in the probability simplices \( \Delta_{\mathcal{V}} \) and \( \Delta_{\mathcal{V}'} \), respectively, to serve as weights for each point. We define \( \mu(G) = \sum_{v \in \mathcal{V}} a_v \delta_{x_v} \), as a discrete measure \( \mu(G) \) with weights \( a \) on the locations \( x_1, \ldots, x_{|\mathcal{V}|} \). Similarly, we define \( \mu(G') = \sum_{v \in \mathcal{V}'} b_v \delta_{y_v} \). Using the above, we can define the Wasserstein distance between \( \mu(G) \) and \( \mu(G') \) as follows:

\[
\mathcal{W}(\mu(G), \mu(G')) = \min_{\mathcal{P} \in \mathcal{U}(a, b)} \sum_{i=1}^{|\mathcal{V}|} \sum_{j=1}^{|\mathcal{V}'|} d_{\phi}(T(v_i), T(v_j)) \mathcal{P}_{i,j}.
\]

We call this the Wasserstein Weisfeiler-Lehman Subtree (WWLS) distance. The computation procedure is summarized in Algorithm 2.

Algorithm 1: Enumerating all types of complete subtrees: \( \text{DFS}_{WL}(G, h, v, d) \).

Output: \( \mathcal{P}(v) = \{p(u) \mid u \in \mathcal{V}(T(v))\} \).

Input: the set of tuples consisting of a node and its adjacent nodes in \( G: G = \{(u, N_G(u)) \mid u \in V\} \); number of iterations \( h \); target node \( v \); depth of WL subtree \( d = 0 \).

if \( d > h \) then
  return.
end if

Add a new node \( v \) to the WL subtree.

for each \( u \) in \( N_G(v) \) do
  \( \text{DFS}_{WL}(G, h, u, d + 1) \).
end for

if \( d \neq h \) then
  \( p(v) \leftarrow \text{Calculate by Eq. (7)} \).
end if

Record the hash value \( p(v) \) in \( \mathcal{P}(v) \).

Algorithm 2: Computing the WWLS distance.

Output: \( \mathcal{W}(\mu(G), \mu(G')) \).

Input: two graphs \( G(V, E) \) and \( G'(V', E') \).

\( U = \bigcup_{v \in V} \mathcal{P}(v) \leftarrow \text{Calculate by Algorithm 1} \).

\( U' = \bigcup_{v' \in V'} \mathcal{P}(v') \leftarrow \text{Calculate by Algorithm 1} \).

\( \mathcal{C} \leftarrow d_{\phi}(T(v_i), U), \phi(T(v_j), U)) \) for all combinations of \( i \) and \( j \).

\( \mathcal{W}(\mu(G), \mu(G')) \leftarrow \text{Calculate by Eq. (8)} \).

return \( \mathcal{W}(\mu(G), \mu(G')) \).
Figure 5: Results of Experiment 1. Change of the distance values with the increase of the edge noise. The vertical axis shows the distance value. The horizontal axis shows the number of times noise is added. #1 refers to the noise type that replaces edges. #2 refers to the noise type that adds edges. For ease of comparison, distance values are normalized by the maximum value.

Time Complexity Analysis

We summarize the above computation procedures in Algorithms 1 and 2. First, we analyze Algorithm 1. The construction of the WL subtree and the computation of the hash value can be implemented in a single DFS framework. For each WL subtree, Eq. (7) is executed |V(T)|, |L(T)| times. Therefore, the overall time complexity is \( O(|V(T)| + |E(T)| + n|V(T)|, |L(T)|) \). Assuming that the average degree of the graph is \( \bar{d} \), we further consider the WL subtree to be an approximately perfect \( \bar{d} \)-ary tree. Then, \( n = \bar{d}, |V(T)| = \frac{1-\bar{d}^{h+1}}{1-\bar{d}}, |L(T)| = \bar{d}^h \) and \( |E(T)| = |V(T)| - 1 \). Finally, it takes \( O\left(3^{\frac{\bar{d}^h+1}{\bar{d}-1}}|V|\right) \) for one graph. This is linear time complexity with respect to the size of the graph and exponential time complexity with respect to \( h \). Next, we analyze Algorithm 2. For convenience, assume that \( |V'| = O(|V|) \). \( h \) is a constant, and \( \tau \) is the average number of types of complete subtrees present in the two WL subtrees. We run Algorithm 1 twice and then compute \( C \) using pairwise \( L_1 \)-TED. Considering that the computation of the \( L_1 \) norm requires \( O(\tau) \), it takes \( O\left(2 \left(3^{\frac{\bar{d}^h+1}{\bar{d}-1}} + 1\right)|V| + |V|^2\right) \) for these computations. In addition, computing the Wasserstein distance takes approximately quadratic time complexity. Therefore, the overall time complexity is \( O\left(2 \left(3^{\frac{\bar{d}^h+1}{\bar{d}-1}} + 1\right)|V| + (\tau + 1)|V|^2\right) \). To verify its real runtime efficiency, we conduct runtime experiments and show the results in Table 1. The heavy processing parts of WWL and WWLS are written in C++, and we run programs on macOS Monterey, Intel(R) Core(TM) i5-7360U CPU @ 2.30GHz. As seen in Table 1, although WWLS is slower than WWL, the difference is within acceptable limits.

Experiments

We conduct two types of experiments: metric validation and graph classification experiments. In the metric validation experiments, we demonstrate the effectiveness of the WWLS as a metric. In the graph classification experiments, we confirm the adaptability of the metric to the graph classification, which represents one of its diverse applications. All experiments are conducted in the same environment as the runtime experiments. Source code: https://github.com/Fzx-oss/WWLS.

| Dataset   | WWL Time (s) | WWLS Time (s) |
|-----------|--------------|---------------|
| MUTAG     | 3.46         | 4.42          |
| PTC-MR    | 10.49        | 12.25         |
| ENZYMES   | 65.68        | 108.22        |
| IMDB-B    | 106.20       | 129.00        |

Table 1: Results of the Runtime Experiments. The time required to compute the distance between all pairs of graphs for each dataset is shown below (in seconds). For MUTAG, PTC-MR, and ENZYMES, \( h = 2 \); for IMDB-B, \( h = 1 \). The reason for setting such \( h \) is explained in Experiment 3. The details of the dataset are summarized in Tables 2 and 3.
### Dataset Selection

#### (i) Datasets.

We use TUD benchmark datasets, specifically Experiment 2: General graph classification experiments. Large numbers of negative eigenvalues. SVM with kernels that are usually troublesome, such as Krein SVM (Loosli, Canu, and Ong 2015), which can solve symmetric positive semi-definite. Therefore, we adopt the parameter $\gamma$ where

$$K(G, G') = \exp(-\gamma W(\mu(G), \mu(G'))), \tag{9}$$

where $\gamma$ is a parameter. It is not guaranteed that Eq. (9) is symmetric positive semi-definite. Therefore, we adopt the Krein SVM (Loosli, Canu, and Ong 2015), which can solve SVM with kernels that are usually troublesome, such as large numbers of negative eigenvalues.

### Experiment 2: General graph classification experiments.

#### (i) Datasets.

We use TUD benchmark datasets, specifically selecting ten frequently used datasets, which can be grouped into two categories: (1) Bioinformatics datasets, including MUTAG, PTC-MR, COX2, ENZYMES, PROTEINS, NCI1, and BZR; and (2) Social network datasets, including IMDB-B, IMDB-M, and COLLAB. (ii) Evaluation methods. We employ a commonly used evaluation method for graph kernels (Morris et al. 2020), randomly splitting the data into a training set (90%) and a test set (10%), with a portion of the training set reserved for validation to tune the parameters. We repeat this evaluation ten times and report the average accuracy and standard deviation. (iii) Baselines. We compare our approach with five baselines: WL kernel, WL Optimal Assignment kernel (VL-OA) (Kriege, Giscard, and Wilson 2016), WL Pyramid Match kernel (VL-PM) (Nicolentzos, Meladianos, and Vazirgiannis 2017), WWL kernel, and Graph Isomorphism Network (GIN) (Xu et al. 2019). All models are related methods to the WL test. For the VL-PM and WWL, we cite results from original papers. For the remaining graph kernels, we cite results from the survey paper (Borgwardt et al. 2020), and our evaluation method is consistent with theirs. Since the original paper of GIN does not set up a validation set, we use the same conditions as (Morris et al. 2020) to make a more fair comparison. The parameters of the WWLS are set as follows: we adjust the iteration number $h$ within $\{2, 3\}$ for the bioinformatics datasets and $h = 1$ for the social datasets due to their large node degrees; we adjust the parameter $\gamma$ of Eq. (9) within $\{10^{-4}, 10^{-3}, \ldots, 10^{-1}\}$; and we adjust the regularization parameter $C$ of SVM within $\{10^{-3}, 10^{-2}, \ldots, 10^{3}\}$.

We present the results in Tables 2 and 3. As results show, the WWLS outperforms the baselines on all datasets except COX2 and NCI1 but is in the second position. The second experiment demonstrates the effectiveness of the WWLS on the graph classification tasks.

### Experiment 3: Maximum classification performance of models.

Graph classification experiments based on 10 times 10-fold cross-validation typically have two ways of recording results: the mean ± standard deviation of 10 repetitions, as employed in the experiment above; and mean ± standard deviation of 100 runs (10 repetitions with 10 folds). According to Morris et al. (2020), the former usually has a low standard deviation, whereas the latter has a high standard deviation. This is due to significant variation

![Table 2: Results of Experiment 2. Reported in the same manner as in Table 2. VL-PM is not included in Table 3 because the original paper did not use social network datasets.

|          | IMDB-B | IMDB-M | COLLAB |
|----------|--------|--------|--------|
| Graphs   | 1000   | 1500   | 5000   |
| Classes  | 2      | 3      | 3      |
| Avg. Nodes | 19.77  | 13.00  | 74.49  |
| Avg. Degree | 4.88   | 5.07   | 32.99  |
| WL       | 71.15±0.47 | 50.25±0.72 | 79.02±1.77 |
| VL-OA    | 74.01±0.66 | 49.95±0.46 | 80.18±0.25 |
| WWL      | 74.37±0.83 | –       | –      |
| GIN      | 72.52±0.95 | 49.41±1.16 | 78.32±0.32 |
| WWLS     | 75.08±0.31 | 51.61±0.62 | 82.81±0.16 |

Table 3: Results of Experiment 2. Reported in the same manner as in Table 2. VL-PM is not included in Table 3 because the original paper did not use social network datasets.
Figure 6: Results of Experiment 3. Classification accuracy with the number of iterations. The horizontal axis shows the number of iterations. The vertical axis shows the accuracy (%). Shaded areas represent standard deviations (mean ± standard deviation). Datasets not used in the original paper of GIN are not shown with dashed lines.

Proof. We use mathematical induction to prove two directions. For both proofs, we assume that there are two complete subtrees \( t(v_1) \) and \( t(v_2) \) with height \( h_1 \) and \( h_2 \), respectively. We also define notations for the proof. Let \( l_i(t(v_1)) \in \mathcal{L}(t(v_1)) \) and \( l_j(t(v_2)) \in \mathcal{L}(t(v_2)) \) are the \( i \)-th and \( j \)-th leaves of \( t(v_1) \) and \( t(v_2) \), respectively.

**Necessity** \( t(v_1) \simeq t(v_2) \Rightarrow p(v_1) = p(v_2) \). Since \( t(v_1) \simeq t(v_2) \), the heights of the two trees are equal. First, we consider the case of nodes with a height of zero. Assuming that \( l_i(t(v_1)) \) and \( l_j(t(v_2)) \) have a correspondence, then \( p(l_i(t(v_1))) = p(l_j(t(v_2))) \) is true. For nodes with a height \( h-1 \), let us assume that \( t(c_i(v_1)) \simeq t(c_j(v_2)) \Rightarrow p(c_i(v_1)) = p(c_j(v_2)) \) holds. By Lemma 1, we can obtain \( p(c_i(v_1)) = p(f(c_i(v_1))) \). Next, we consider when the height is \( h_1 \).

\[
p(v_1) = (x_h + l_1(0)(v_1))(x_h + p(c_1(v_1))) \cdots (x_h + p(c_m(v_1)))
= (x_h + l_2(0)(v_1))(x_h + p(f(c_1(v_1)))) \cdots (x_h + p(f(c_m(v_1))))
= (x_h + l_3(0)(v_1))(x_h + p(c_1(v_2))) \cdots (x_h + p(c_m(v_2)))
= (x_h + l_4(0)(v_2))(x_h + p(c_1(v_2))) \cdots (x_h + p(c_m(v_2)))
= p(v_2).
\]

We have demonstrated that if the statement holds true for the case where the height is \( h-1 \), then it necessarily holds true for the subsequent case where the height is \( h_1 \).

**Sufficiency** \( p(v_1) = p(v_2) \Rightarrow t(v_1) \simeq t(v_2) \). If \( t(v_1) \) and \( t(v_2) \) have different heights, then \( p(v_1) \neq p(v_2) \) because they have different variables. Therefore, complete subtrees have the same height if their polynomials agree. For nodes with a height of zero, it is evident that \( p(l_i(t(v_1))) = p(l_j(t(v_2))) \Rightarrow l_i(t(v_1)) \simeq l_j(t(v_2)) \). Moving on to nodes with a height \( h-1 \), let us assume that \( p(c_i(v_1)) = p(c_j(v_2)) \Rightarrow t(c_i(v_1)) \simeq t(c_j(v_2)) \). Now, let us consider the case that the height is \( h_1 \). We assume that \( v_1 \) and \( v_2 \) have \( m \) and \( n \) children, respectively. Since \( p(v_1) = p(v_2) \), we can obtain

\[
p(v_1) = (x_h + l_1(0)(v_1))(x_h + p(c_1(v_1))) \cdots (x_h + p(c_m(v_1)))
= (x_h + l_2(0)(v_2))(x_h + p(c_1(v_2))) \cdots (x_h + p(c_n(v_2)))
= p(v_2).
\]
The polynomials \( p(v_1) \) and \( p(v_2) \) belong to the ring \((Z/MZ[x_0, x_0', \ldots, x_{h-1}, x_{h-1}'])[x_h, x_h']\). Since \(Z/MZ\) is a field, it is a unique factorization domain (UFD) by definition. By applying Lemma 2, we can also conclude that \((Z/MZ[x_0, x_0', \ldots, x_{h-1}, x_{h-1}'])[x_h, x_h']\) is also a UFD, which implies that \((Z/MZ[x_0, x_0', \ldots, x_{h-1}, x_{h-1}])[x_h, x_h']\) is also a UFD. Therefore, \( p(v_1) \) and \( p(v_2) \) have the same zeros, namely \( -\ell(0)(v_1), -p(c_1(v_1)), \ldots, -p(c_n(v_1)) \) and \( -\ell(0)(v_2), -p(c_1(v_2)), \ldots, -p(c_n(v_2)) \), respectively. There is a one-to-one correspondence, such that \( \ell(0)(v_1) = \ell(0)(v_2), \ell(c_i(v_1)) = \ell(c_j(v_2)) \), although the exact indices \( i \) and \( j \) are unknown. Thus, we can conclude that \( v_1 = v_2 \).

By our previous assumption for nodes with height \( h_1 - 1 \), we have established the existence of a bijection \( f : C(v_1) \rightarrow C(v_2) \). Furthermore, using Lemma 1, we can obtain \( t(v_1) \sim t(v_2) \) and prove that it still holds for height \( h_1 \).

**Proof of Proposition 2**

**Lemma 3** (Schwartz-Zippel-Variant (Jakubowski et al. 2007)). Let \( P \in Z[x_1, \ldots, x_n] \) be a (non-zero) polynomial of total degree \( d > 0 \) defined over the integers \( Z \). Let \( P \) be the set of all prime numbers. Let \( r_1, \ldots, r_n \) be chosen at random from \( Z \), and \( q \) is a prime number. Then \( \Pr[P(r_1, \ldots, r_n) \mod q] \leq d/q \).

The proof of Proposition 2 is given below using Lemma 3.

**Proof.** Assume that \( p(v_1) \) and \( p(v_2) \) are two polynomials corresponding to two different complete subtrees \( t(v_1) \) and \( t(v_2) \), respectively. Then \( p(v_1) - p(v_2) = P(X) \in Z/MZ[x_0, x_0', \ldots, x_{h-1}, x_{h-1}'] \) is a polynomial of total degree \( d \), where \( X \subseteq \{ x_i, x_i' \mid i \in \{1, \ldots, h-1\} \} \), and \( d \leq |\mathcal{L}(t(v_1))| + |\mathcal{L}(t(v_2))| \). Next, we determine \( X \) to compute the value of the polynomial. If we randomly choose \( X \) from \( Z/MZ \). According to the Lemma 3, we can obtain

\[
\Pr(P(X) = 0) \leq \frac{d}{M} \leq \frac{|\mathcal{L}(t(v_1))| + |\mathcal{L}(t(v_2))|}{M}.
\]

**Proof of Proposition 3**

**Proof.** We evaluate the probability of at least one hash collision in generating \( N \) hash values. This problem can be attributed to the famous “Birthday Problem” (McKinney 1966), in which the ideal is to distribute hash values uniformly across the given range. First, we consider this ideal case. Since each intermediate step in Eq. (7) takes the module of \( M \), the hash values are mapped to \( Z/MZ \). Therefore, we have a space of \( M \) available hash values. When the hash function generates a new value, the space size is reduced by one. The probability of this case is given by

\[
\Pr_{\text{ideal}}(N) = 1 - \frac{(M-1)}{M} \frac{(M-2)}{M} \cdots \frac{(M-(N-1))}{M} = 1 - \left(1 - \frac{1}{M}\right) \left(1 - \frac{2}{M}\right) \cdots \left(1 - \frac{N-1}{M}\right).
\]

Since \( 1 - \exp(-x) \leq x \) holds when \( x \) is small, we replace the corresponding factor with \( 1 - x \leq \exp(-x) \) and obtain

\[
\Pr_{\text{ideal}}(N) \geq 1 - \exp\left(-\frac{1}{M}\right) \exp\left(-\frac{2}{M}\right) \cdots \exp\left(-\frac{N-1}{M}\right) = 1 - \exp\left(-\frac{N(N-1)}{2M}\right).
\]

Next, we consider the worst case. We already know that for complete subtrees \( t(v_1) \) and \( t(v_2) \), the upper bound on the collision probability between the corresponding polynomial values is \( \Pr_{\text{sz}} = (|\mathcal{L}(t(v_1))| + |\mathcal{L}(t(v_2))|)/M \). We choose the one with the highest \( \Pr_{\text{sz}} \) and denote it as \( \Pr_{\text{sz}}^{\text{max}} = 2\xi/M \). The \( \xi \) is the maximum number of leaves in all complete subtrees. If we generated \( i - 1 \) different hash values, when generating the \( i \)-th hash value, we want this new value to not collide with the previous \( i - 1 \) values. Its probability is \((1 - \Pr_{\text{sz}}^{\text{max}})^{i-1}\). Therefore, the probability of hash collision in the worst case is

\[
\Pr_{\text{Worst}}(N) = 1 - (1 - \Pr_{\text{sz}}^{\text{max}})^{i-1} \cdot (1 - \Pr_{\text{sz}}^{\text{max}})^{N-i-1} = 1 - \left(1 - \frac{2\xi}{M}\right)^{N-1}.
\]

Furthermore, we can bound \( \Pr_{\text{Hash}}(N) \) by

\[
\Pr_{\text{ideal}}(N) \leq \Pr_{\text{Hash}}(N) \leq \Pr_{\text{Worst}}(N) \iff 1 - e^{-\frac{N(N-1)}{2Mk}} \leq \Pr_{\text{Hash}}(N) \leq 1 - \left(1 - \frac{2\xi}{M}\right)^{N-1}.
\]

\( M \) is limited by the range of the numerical expression of the computer. To avoid the hash collision, we take \( k \) hash values for one complete subtree. In this case, a hash collision happens if all the \( k \) hash values agree. This is equivalent to expanding the size of the space to the \( k \)-th power, that is, \( M^k \). Moreover, \( \Pr_{\text{sz}}^{\text{max}} = (2\xi/M)^k \). By the same derivation, we obtain

\[
1 - e^{-\frac{N(N-1)}{2Mk}} \leq \Pr_{\text{Hash}}(N) \leq 1 - \left(1 - \frac{2\xi}{M}\right)^{N-1}.
\]

**Conclusions**

This paper proposed a Wasserstein graph metric with \( L_1 \)-TED as the ground distance. Experiments showed that the WWLS could better capture slight differences in structure than the comparison methods. Since WWLS belongs to the framework of the WL test, its expressive power is equivalent to that of the WL test. An important conclusion is that although the methods have the same expressive power, adding structural information improves classification accuracy. The similarity between the WL test and the GNN mechanism suggests that the same effect is expected for GNNs. Therefore, the future challenge is to bring this idea to GNNs.
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