Verification of recovery of distribution density function of the random variable by methods of nonparametric statistics
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Abstract. The paper considers an algorithm of recovery of distribution density function of a random variable by methods of nonparametric statistics. For samples of various length (from 20 to 2000) of normal distribution the quantile estimates of a random variable are calculated by methods of parametrical and nonparametric statistics. It is established that errors of the quantile estimates obtained by parametrical and nonparametric methods are values of the same order.

1. Introduction

When assessing strength reliability of elements of different machines, stresses and their limit values obtained during an experiment or calculation in the form of random variable $x_i, i = 1, N$ samples are used. Consequently, determining failure-free operation probability of the elements and metal construction of machines requires knowledge of the functions of the above mentioned random variables distribution density.

In the practice of processing experimental data for solving strength reliability problems it is traditionally accepted [1, 2] that required function $P(X)$ is known up to the finite number of the parameters. In this case, the problem of density recovery is well-posed and its solution uses methods of parametric statistics [2, 3, 4, 5]. However, in general case, the class of functions to which $P(X)$ can belong is substantially wider than those discussed in papers [1, 2, 3, 4, 5] and many others.

To date, in the theories of probability and mathematical statistics over a hundred of random variables distribution laws have been studied. At the same time, the experience of processing experimental data on machine parts and metal constructions loading and durability during operation indicates that the distribution of random variables of operating and limit stresses, the number of cycles prior to parts and carrying systems destruction do not follow the standard laws described in the theory of parametric statistics.

To study the processes containing random variables not described by standard distributions nonparametric methods have been developed in the theory of mathematical statistics [6, 7, 8, 9, 10, 11, 12, 13]. When processing experimental data in problems of recovery of unknown function of random variables distribution density the methods of nonparametric statistics [14, 15, 16, 17, 18] based on Parzen-Rosenblatt estimates are mostly used [11, 12], or the decomposition method with respect to basic functions [6].
2. Nonparametric Estimates of the Distribution Density Function
Based on the physical meaning of $X$, we present the only requirement – its continuity and consider the problem of $P(X)$ recovery based on the existing sample $x_i, i = 1, N$ by means of nonparametric statistics [7, 8].

It is known [2, 4, 5, 8], that the probability distribution density is related to the probability distribution function by the ratio:

$$\int_{-\infty}^{y} P(x) dx = F(y),$$

presented in the form of:

$$\int_{-\infty}^{\theta(y-x)} P(x) dx = F(y), \quad \theta(s) = \begin{cases} 1, & \text{if } s \geq 0 \\ 0, & \text{if } s < 0 \end{cases},$$

where $\theta(s)$ is a function of the unit step (Heaviside function).

The optimal nonparametric estimate at each point $y$ for theoretical distribution function $F(y)$ is [8] empirical cumulative probability distribution function $F_N(y)$. If value $y$ exceeds $k$ of the sampling elements $x_i, i = 1, N$ by volume $N$ function $F_N(y)$ looks like:

$$F_N(y) = \frac{1}{N} \sum_{i=1}^{N} \theta(y-x_i).$$

With the growth of sample volume $N$ function $F_N(y)$ with probability of one uniformly approaches $F(y)$:

$$\Pr \left\{ \lim_{N \to \infty} \sup \left| F_N(y) - F(y) \right| = 0 \right\} = 1.$$  (4)

In statistical processing the data of experimental stress studies the right part of equation (2) – distribution function $F(y)$ is replaced by empirical distribution function $F_N(y)$ obtained on the basis of a sample of limited volume stresses. Therefore, the solution of the equation (2) will always be approximate. To recover the distribution density function by solving the equation (2) within the theory of nonparametric statistics, special procedures have been developed [6, 7, 8], providing equation solutions sequence convergence (2) to the required probability density $P(X)$ with increasing $N$ and taking into account the incorrect formulation of the problem (2), associated with the requirement to differentiate the inexact right part of the equation (2). Based on the physical meaning of the distribution density function, it has only positive values on the entire axis of change $X$ – from $-\infty$ to $+\infty$ – and fulfills the following condition:

$$\int_{-\infty}^{+\infty} P(x) dx = 1.$$  (5)

Under the condition of continuity of function $P(X)$ the solution (2) is the only one.

3. Algorithms for recovery of unknown distribution density function
The methods of distribution density function estimation proposed by Parzen and Rosenblatt [11, 12], use a smoothed empirical distribution function in the form of:
\[ F_N(y) = \frac{1}{N} \sum_{i=1}^{N} G \left( \frac{y-x_i}{h_N} \right), \]  

(6)

where \( G(t) \) is a steadily non-decreasing function from 0 to 1 of its argument; in this case \( G(t) = 1 - G(-t) \), i.e. \( G(t) \) is a symmetric function relative to zero; \( h_N \) is a fuzziness parameter (bandwidth).

After differentiation (6) we have:

\[ P_N(y) = F'_N(y) = \frac{1}{N \cdot h_N} \sum_{i=1}^{N} G' \left( \frac{y-x_i}{h_N} \right) = \frac{1}{N \cdot h_N} \sum_{i=1}^{N} K \left( \frac{y-x_i}{h} \right), \]  

(7)

where \( K(t) = G'(t) \) is distribution density \( G(t) \) or kernel function (kernel).

The theoretical studies \[8\] of the function (6) show that displacement and variation of the estimate (7) depend on kernel type \( K(t) \) and the value of fuzziness parameter \( h_N \). Various dependencies are used as kernel functions \[8, 9, 17\]. The most common of them, used in processing experiments data by assessing loading and durability of mechanical engineering products, are presented in Table 1.

Recovery of distribution density function by means of the Parzen–Rosenblatt method based on (7) is performed in two stages. At the first stage, kernel function \( K(t) \) is selected from among the known ones (Table 1 or others). At the second stage, the problem of determining an optimal value of fuzzing parameter \( h_N \) is solved.

In physical meaning, use of function (7) allows describing a random variable, the discrete values of which are recorded in the course of experimental studies, with continuous function which provides a possibility of its application to solve numerous practical problems of differential and integral methods.

To select the best one from among a finite number of functions \( K(t) \), it is required to have a selection criterion. Information functional of the form \[8, 13, 15\]:

\[ J = \int \ln [K(t)] P(t) dt = \int \ln [K(t)] dF(t), \]  

(8)

the maximum value of which fulfills condition \( K(t) = P(t) \) can be adopted as such a criterion.

Then the search for optimal \( h_N^* \) and \( K(t) \in K = \{K_1(t), \ldots, K_2(t)\} \) comes down to solving the following problem \[8, 16, 17\]:

\[ (h_N^*, K^*(t)) = \arg \max_{h_N, K(t)} J_N(h_N, K(t)) = \arg \max_{h_N, K(t)} \left[ \frac{1}{N} \sum_{i=1}^{N} \ln \left( \frac{1}{(N-1)h_N} \sum_{j=1}^{N-1} K \left( \frac{x_i - x_j}{h_N} \right) \right) \right], \]  

(9)

Determination of optimal value \( h_N^* \), as shown in papers \[6, 8\], is a more difficult task than a recovery of distribution density, since optimal value \( h_N^* \) depends on unknown distribution density, especially, its unknown derivatives. In practical applications density estimates are often required in particular areas; for example, in prediction of resource and reliability, first of all, density estimate in the distribution tail area is very important. Therefore, in solving this problem, the algorithms providing determination of optimal values of parameter \( h_N^* \) on the basis of only available sample \( x_i, i = 1, N \) of random variable \( X \) are required.

For some functions \( K(t) \) in Table 1, the dependences for calculating estimates of optimal value \( h_N^* \) based on different estimates of sample \( x_i, i = 1, N \) have been obtained. For example, when using kernel function as normal distribution (Table 1):
\[ K\left( \frac{y-x_i}{h_N} \right) = \frac{1}{\sqrt{2\cdot\pi}} \exp \left[ -0.5 \left( \frac{y-x_i}{h_N} \right)^2 \right]. \] (10)

**Table 1.** Kernel functions [8, 9, 17].

| Kernel function                  | Uniform kernel | Triangle kernel No.1 | Triangle kernel No.2 |
|----------------------------------|----------------|----------------------|----------------------|
| \[ K_1(t) = \begin{cases} 0.5|t| & \text{if } |t| \leq 1 \\ 0 & \text{if } |t| > 1 \end{cases} \] |                |                      |                      |
| \[ K_2(t) = \begin{cases} 1-|t| & \text{if } |t| \leq 1 \\ 0 & \text{if } |t| > 1 \end{cases} \] |                |                      |                      |
| \[ K_3(t) = \begin{cases} \frac{1}{\sqrt{6}} - \frac{|t|}{6} & \text{if } |t| \leq \sqrt{6} \\ 0 & \text{if } |t| > \sqrt{6} \end{cases} \] |                |                      |                      |

| Quadratic kernel                 | Parabolic kernel | Epanechnikov kernel |
|----------------------------------|------------------|---------------------|
| \[ K_4(t) = \frac{3\cdot(1-t^2)}{4} | t | \leq 1 \] | \[ K_5(t) = \frac{9}{8} \left( 1 - \frac{5}{3} |t| \right) | | 0 \leq |t| \leq 1 \] | \[ K_6(t) = \frac{3}{4\sqrt{5}} \left( 1 - \frac{2}{5} |t| \right) | | 0 \leq |t| \leq \sqrt{5} \] |

| Gaussian kernel                  | Laplace kernel   | Fisher kernel       |
|----------------------------------|------------------|---------------------|
| \[ K_7(t) = \frac{1}{\sqrt{2\cdot\pi}} \exp \left( -\frac{t^2}{2} \right) \] | \[ K_8(t) = \frac{1}{2} \exp(-|t|) \] | \[ K_9(t) = \frac{1}{2\cdot\pi} \left( \frac{2}{\sin \left( \frac{t}{2} \right)} \right) \] |

| Logistics kernel                 | Trigonometric kernel | Cauchy kernel |
|----------------------------------|----------------------|---------------|
| \[ K_{10}(t) = \frac{\exp(-t)}{\left[ 1 + \exp(-t) \right]^2} \] | \[ K_{11}(t) = \left\{ \begin{array}{ll} 0.54 + 0.46 \cos(\pi \cdot t) & |t| \leq 1 \\ 0 & |t| > 1 \end{array} \right. \] | \[ K_{12}(t) = \frac{1}{\pi} \left( \frac{1}{1 + t^2} \right) \] |

| Vallee-Poussin                   | Jacobi kernel      | Chebyshev-Hermite kernel |
|----------------------------------|-------------------|-------------------------|
| \[ K_{13}(t) = \frac{1}{2\cdot\pi} \left( \frac{2}{t} \sin \left( \frac{t}{2} \right) \right)^2 \] | \[ K_{14}(t) = \left\{ \begin{array}{ll} \frac{15}{2} \left( 3 - 10 t^2 + 7 t^4 \right) & |t| \leq 1 \\ 0 & |t| > 1 \end{array} \right. \] | \[ K_{15}(t) = \frac{3}{2} \left( 1 - \frac{t^2}{3} \right) \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{t^2}{2} \right) \] |

Optimal value of parameter \( h_N^* \) («bandwidth»), is defined by formula [6]:

\[ h_N^* = D_N \cdot N^{-0.2}, \] (11)

where \( D_N \) is sampling variance, calculated based on the available values sample \( x_i, i = 1, N \):

\[ D_N^2 = \frac{1}{N-1} \sum_{i=1}^{N} \left( x_i - \frac{1}{N} \sum_{i=1}^{N} x_i \right)^2. \] (12)

As a result, to estimate the density with kernel (10) and fuzziness parameter (11) based on (7) we have the following expression:

\[ P_N(y) = \frac{1}{\sqrt{2\cdot\pi \cdot N \cdot h_N^*}} \sum_{i=1}^{N} \exp \left[ -0.5 \left( \frac{y-x_i}{h_N^*} \right)^2 \right]. \] (13)
Analyzing (13), it is easy to see that the implementation of the Parzen-Rosenblatt method involves two steps of calculation. First, rough characterization of the sample, sampling variance (12), is calculated, which is further used to correct the estimation of distribution density (13) via fuzziness parameter $h_N^*$. Since value $D_N$ is sensitive to emissions and does not reflect the nature of the density function change (unimodal, multimodal) the information about the distribution density obtained with $D_N$ may not be sufficient to solve the problem correctly with the method under consideration.

To solve the problem of recovery of distribution density unknown function using (9) on the basis of the kernel functions presented in Table 1, a set of programs in the Mathcad system has been developed. The search for function maximum (9) for each kernel function $K(t)$ from Table 1 by value $h_N$ is carried out with the numerical method taking into account the initial value $h_N$ calculated by expression (11).

4. Task of Verifying the Recovery of Unknown Random-Variable Distribution Density Function by Means of Nonparametric Statistical Methods

To date, the apparatus of nonparametric statistics has been widely used in processing experimental data to solve the image (target) identification tasks, as well as in medicine, cryptography, macroeconomics, reliability screening for parts and metal structures in various machines and equipment. At the same time, nonparametric statistical methods are reluctantly applied for processing experimental data, which is explained by wider confidence intervals of a random variable, provided by nonparametric statistics in comparison with traditional methods. In this paper, using the samples of a random variable of a different length (from 20 to 2000) from the normal distribution, we calculated its quantile estimators through parametric and nonparametric statistical methods and analyzed the error of these estimators to verify the recovery of the density function by means of nonparametric statistical methods.

It is known that the normal distribution density function looks like:

$$P(x) = \frac{1}{s\sqrt{2\cdot \pi}} \exp \left[-0.5\left(\frac{x-m}{s}\right)^2\right], \quad (14)$$

where $m$ and $s$ constitute an average deviation and a mean square deviation of the random variable $x$, respectively.

Let us assume that $x$ changes within the limits of $x_{\min} = 10$ and $x_{\max} = 2000$, and the distribution parameters (14) have the values of $m=800$; $s=80$.

The quantile values ($x_{\alpha}$) of the random variable $x$ are determined by solving the following equation through the calculus of approximations:

$$\int_{x_{\min}}^{x_{\alpha}} P(x)dx = \frac{1}{s\sqrt{2\cdot \pi}} \int_{x_{\min}}^{x_{\alpha}} \exp \left[-0.5\left(\frac{x-m}{s}\right)^2\right]dx = \alpha. \quad (15)$$

The calculation results $x_{\alpha}$ based on the equation (15) with $m=800$, $s=80$ and $x_{\min} = 10$ for the range of values $\alpha$, which correspond to the «tails» of the normal distribution, are given at the top of Tables 2 and 3.

| $\alpha$ | 0.005 | 0.010 | 0.050 | 0.100 |
|----------|-------|-------|-------|-------|
| Normal distribution low (14) |       |       |       |       |
| Value $x_{\alpha}$ | 593.933 | 613.901 | 668.410 | 697.475 |
| $n = 20$ |       |       |       |       |
|   | \( \hat{x}_a \)   | \( x_\alpha \) | \( x_\alpha^{\hat{\cdot}} \) | \( x_\alpha^{\hat{\cdot}} \) |
|---|---|---|---|---|
| **Value** | 642.191 | 659.440 | 706.509 | 731.613 |
| **Error (%)** | +8.12 | +7.42 | +5.70 | +4.89 |
| **Value** | 626.205 | 642.490 | 690.990 | 718.037 |
| **Error (%)** | +5.43 | +4.66 | +3.38 | +2.95 |
| **n = 50** | | | | |
| **Value** | 594.826 | 615.220 | 670.905 | 700.593 |
| **Error (%)** | +8.12 | +7.42 | +5.70 | +4.89 |
| **Value** | 533.821 | 560.640 | 643.170 | 683.530 |
| **Error (%)** | -10.12 | -8.67 | -3.77 | -1.99 |
| **n = 100** | | | | |
| **Value** | 587.842 | 609.090 | 667.100 | 698.025 |
| **Error (%)** | +5.43 | +4.66 | +3.38 | +2.95 |
| **Value** | 543.635 | 564.880 | 639.260 | 681.840 |
| **Error (%)** | -10.12 | -8.67 | -3.77 | -1.99 |
| **n = 200** | | | | |
| **Value** | 597.553 | 613.800 | 671.530 | 700.400 |
| **Error (%)** | +5.43 | +4.66 | +3.38 | +2.95 |
| **Value** | 568.535 | 590.500 | 659.545 | 697.330 |
| **Error (%)** | -10.12 | -8.67 | -3.77 | -1.99 |
| **n = 500** | | | | |
| **Value** | 564.738 | 618.160 | 672.185 | 700.990 |
| **Error (%)** | -10.12 | -8.67 | -3.77 | -1.99 |
| **Value** | 588.884 | 607.320 | 666.440 | 697.980 |
| **Error (%)** | -10.12 | -8.67 | -3.77 | -1.99 |
| **n = 2000** | | | | |
| **Value** | 597.553 | 613.800 | 671.530 | 700.400 |
| **Error (%)** | +5.43 | +4.66 | +3.38 | +2.95 |
| **Value** | 568.535 | 590.500 | 659.545 | 697.330 |
| **Error (%)** | -10.12 | -8.67 | -3.77 | -1.99 |

**Table 3.** The results of calculation of \( x_\alpha \) (right tail of distribution).

|   | \( x_\alpha \) | \( x_\alpha^{\hat{\cdot}} \) | \( x_\alpha^{\hat{\cdot}} \) | \( x_\alpha^{\hat{\cdot}} \) |
|---|---|---|---|---|
| **Value** | 902.525 | 931.590 | 986.100 | 1006.09 |
| **n = 20** | | | | |
| **Value** | 908.696 | 933.800 | 980.883 | 998.140 |
| **Error (%)** | +0.68 | +0.24 | -0.53 | -0.79 |
| **Value** | 927.680 | 952.457 | 993.856 | 1007.95 |
| **Error (%)** | -2.78 | +2.23 | +0.78 | +0.18 |
| **n = 50** | | | | |
Using the random number generator (the algorithm and the program to realize it are presented in
the work [16]), according to the law (14), we generate a sample with the length of $n = 2000$ for the
random variable $x_i, \ i = 1, n$, which becomes the basis for determining the parameters of the law (14),
with the sample volume sequentially increasing:

$$\hat{m} = \frac{1}{n} \sum_{i=1}^{n} x_i, \ \hat{s} = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (x_i - \hat{m})^2}, \ n = 20, 50, 100, 200, 500, 2000.$$ (16)

In this case, the normal distribution density function looks like the following:

$$\hat{P}(x) = \frac{1}{\hat{s}\sqrt{2 \cdot \pi}} \exp \left[-0.5 \left( \frac{x - \hat{m}}{\hat{s}} \right)^2 \right],$$ (17)

and the quantile estimators $\hat{x}_\alpha$ of the random variable $x$, calculated on the basis of the sample, are
determined by solving an equation similar to (15):

$$\int_{x_{min}}^{\hat{x}_\alpha} \hat{P}(x) dx = \frac{1}{\hat{s}\sqrt{2 \cdot \pi}} \int_{x_{min}}^{\hat{x}_\alpha} \exp \left[-0.5 \left( \frac{x - \hat{m}}{\hat{s}} \right)^2 \right] dx = \alpha.$$ (18)
As the truth values \( x_\alpha \) are known, we are able to analyze the errors \( \delta \hat{x}_\alpha \) of the obtained estimators \( \hat{x}_\alpha \):

\[
\delta \hat{x}_\alpha = 100 \left( \frac{\hat{x}_\alpha - x_\alpha}{x_\alpha} \right).
\] (19)

The values \( \hat{x}_\alpha, \delta \hat{x}_\alpha \) calculated with different sample volumes of the random variable \( x \) \( (n = 20, 50, 100, 200, 500, 2000) \) are presented in Tables 2 and 3.

In Figures 1–6, the dashed line shows the density function \( P(x) \) and histograms of the random variable \( x \), which correspond to different sample volumes.

\[\text{Figure 1. Distribution density functions } P(x), P_n(x) \text{ and the histogram of distribution of a random variable } x \text{ at } n = 20\]

\[\text{Figure 2. Distribution density functions } P(x), P_n(x) \text{ and the histogram of distribution of a random variable } x \text{ at } n = 50\]
Figure 3. Distribution density functions $P(x)$, $P_n(x)$ and the histogram of distribution of a random variable $x$ at $n = 100$

Figure 4. Distribution density functions $P(x)$, $P_n(x)$ and the histogram of distribution of a random variable $x$ at $n = 200$
Next, having the samples of the random variable $x$, we recover the unknown distribution density function $P_n(x)$ by means of nonparametric statistical methods. Using the Gaussian as the kernel function (Table 1), we present the desired function $P_n(x)$ as follows:

$$
P_n(x) = \frac{1}{\sqrt{2\pi n h}} \sum_{i=1}^{n} \exp \left[ -0.5 \left( \frac{x-x_i}{h_n^*} \right)^2 \right],
$$

where the optimal value of fuzziness parameter $h_n^*$ corresponds to the functional maximum:
When solving the problem (21), the initial estimate $h_n$ is calculated according to the dependence (11), taking into account (12).

Using the distribution density function $P_n(x)$, the quantile estimators $\hat{x}_a$ of the random variable $x$ are determined by solving the following equation through the calculus of approximations:

$$\int_{x_{\text{min}}}^{\hat{x}_a} P_n(x)dx = \frac{1}{n \cdot h_n^2 \sqrt{2 \cdot \pi}} \frac{\hat{x}_a}{\sum_{i=1}^{n} \exp \left[-0,5 \left( \frac{x_i - x_{\text{min}}}{h_n} \right)^2 \right]} dx = \alpha.$$  \hspace{1cm} (22)

With the known truth values $x_a$, the errors of the estimators $\tilde{x}_a$ are calculated according to the similar formula (19) of dependence:

$$\delta \tilde{x}_a = 100 \left( \frac{\tilde{x}_a - x_a}{x_a} \right).$$  \hspace{1cm} (23)

The values $\hat{x}_a$, $\tilde{x}_a$, $\delta \hat{x}_a$, obtained with different sample volumes of the random variable $x$ ($n = 20, 50, 100, 200, 500, 2000$) are given in Tables 2 and 3, and in Figures 1–6 the function $P_n(x)$ recovered by means of nonparametric statistical methods with different $n$ is indicated with a solid line.

The analysis of the results presented in Tables 2 and 3 shows that for the left distribution «tail» the maximum error $|\delta \hat{x}_a| = 8.12\%$ (for the sample $n = 20$ and $\alpha = 0.005$), and $|\delta \tilde{x}_a| = 10.12\%$ (for the sample $n = 50$ and $\alpha = 0.005$). For the right distribution «tail» the maximum error $|\delta \hat{x}_a| = 3.41\%$ (for the sample $n = 2000$ and $\alpha = 0.995$), and $|\delta \tilde{x}_a| = 2.78\%$ (for the sample $n = 20$ and $\alpha = 0.900$). In other words, the errors of the quantile estimators obtained by means of parametric and nonparametric statistical methods constitute equal-order values.

5. Conclusion
In connection to the task of verifying the recovery of random-variable distribution density function having the normal distribution law by means of nonparametric statistical methods through correlating the values of the random variable quantile estimators in the left and right distribution «tails», the results presented in this work prove that the errors of these estimators calculated by means of parametric and nonparametric statistical methods with the sample length range from 20 to 2000 constitute equal-order values.
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