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Abstract

In this paper, we construct a mixed-base number system over the generalized symmetric group $G(m, 1, n)$, which is a complex reflection group with a root system of type $B_{n}^{(m)}$. We also establish one-to-one correspondence between all positive integers in the set \{1, \ldots, m^n n!\} and the elements of $G(m, 1, n)$ by constructing the subexceedant function in relation to this group. In addition, we provide a new enumeration system for $G(m, 1, n)$ by defining the inversion statistic on $G(m, 1, n)$. Finally, we prove that the flag-major index is equi-distributed with this inversion statistic on $G(m, 1, n)$. Therefore, the flag-major index is Mahonian on $G(m, 1, n)$ with respect to the length function $L$.
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1 Introduction

The main purpose of this paper is to construct the integer representations of the generalized symmetric group $G(m, 1, n)$. It is well-known that if $m = 1$, then $G(1, 1, n)$ is the symmetric group $S_n$ which is a Weyl group of type $A_{n-1}$; for $m=2$, $G(2, 1, n)$ is the hyperoctahedral group which is a Weyl group of type $B_n$; and $G(2, 2, n)$ is a Weyl group of type $D_n$ (see [13]). In particular, the integer representations of the classical Weyl groups of types $A_{n-1}$, $B_n$, $D_n$ were studied in [9], [11] and [2], respectively. Throughout this paper, ε denotes the $m$-th root of unity. For a fixed $m > 1$, $G(m, 1, n)$ denotes the generalized symmetric group which consists of all permutations $\pi$ acting on the set $I_n = \{\varepsilon^k \mid i = 1, \ldots, n; k =$
1, \ldots, m \}$. In other words, it consists of all bijections $\pi$ of the set $I_n^m$ onto itself providing that $\pi(\varepsilon^k i) = \varepsilon^k \pi(i)$ for all $i = 1, \ldots, n$; $k = 1, \ldots, m$. Given $x, y \in \mathbb{Z}$, $x \leq y$, we set $[x, y] := \{x, x + 1, \ldots, y\}$. Let $S_n$ be the symmetric group on $[1, n]$ and $C_m$ be the cyclic group of order $m$. Then $G(m, 1, n)$ is a split group extension of $C_m^n$ by $S_n$, where $C_m^n$ is the direct product of $n$ copies of $C_m$. The representation of $G(m, 1, n)$ is given by the following form (see [6]):

$$G(m, 1, n) = \langle s_1, \ldots, s_{n-1}, t_1, \ldots, t_n : s_i^2 = (s_is_{i+1})^3 = (s_is_j)^2 = e, |i - j| > 1;$$

$$t_i^m = e, t_it_j = t_jt_i, s_it_is_i = t_{i+1}, s_it_j = t_js_i, j \neq i, i + 1 \rangle.$$

The group $G(m, 1, n)$ has a Cohen (Dynkin) diagram with respect to the set of generators $S = \{t_1, s_1, \ldots, s_{n-1}\}$ as follows:

$$B_n^{(m)} : \quad \begin{array}{ccccccc}
-1 \\ 0 \\ 1 \\ 2 \\ m \\ \cdots \\ s_1 \\ s_2 \\ \cdots \\ s_{n-2} \\ s_{n-1}
\end{array}$$

The group $S_n$ is generated by $\{s_1, \ldots, s_{n-1}\}$, where $s_i$ ($i = 1, \ldots, n - 1$) is described with the transposition $(i, i + 1)$. Here, $t_i$ ($i = 1, \ldots, n$) may be defined as the permutation

$$t_i = (\frac{1}{2} \cdots -1 i i+1 \cdots n).$$

From the above relations, we obtain that $\tau t_i \tau^{-1} = t_{\tau(i)}$ for any $\tau \in S_n$ and $i = 1, \ldots, n$. Hence, we conclude for all $i = 1, \ldots, n - 1$ that $t_{i+1} = s_it_is_i$ is a reduced expression and the length of each $t_j$ ($j = 1, \ldots, n$) equals to $2j - 1$. In our work, we assume that the length function $l$ on $G(m, 1, n)$ is the function $G(m, 1, n) \to \mathbb{N}_0$ associated with the set of generators $S$ in the sense of [3]. It is well-known that the cardinality of $G(m, 1, n)$ is $m^n n!$. Therefore, any element $\pi$ of the group $G(m, 1, n)$ is written as follows (see [4]):

$$\pi = (\varepsilon^{1}_{1} \beta_{1} \varepsilon^{2}_{2} \beta_{2} \cdots \varepsilon^{n}_{n} \beta_{n}) = \beta \prod_{k=1}^{n} t_k^r \in G(m, 1, n),$$

where $0 \leq r_k \leq m - 1$, $\beta = (\frac{1}{2} \beta_{1} \cdots \frac{n}{n}) \in S_n$, and $\beta_k = \beta(k)$ for all $k = 1, \ldots, n$. Let

$$\sigma = (\varepsilon^{1}_{1+\gamma_{1}} \varepsilon^{2}_{2+\gamma_{2}} \cdots \varepsilon^{n}_{n+\gamma_{n}}) \in G(m, 1, n),$$

where $\gamma = (\frac{1}{2} \gamma_{1} \cdots \frac{n}{n}) \in S_n$, $0 \leq \nu_i \leq m - 1$ for all $i = 1, \ldots, n$. Hence, based on [4] we obtain that

$$\pi \sigma = (\varepsilon^{1}_{1+\gamma_{1}} \varepsilon^{2}_{2+\gamma_{2}} \cdots \varepsilon^{n}_{n+\gamma_{n}}) \sigma = (\varepsilon^{1}_{1+\gamma_{1}} \varepsilon^{2}_{2+\gamma_{2}} \cdots \varepsilon^{n}_{n+\gamma_{n}}).$$
As a convention, we assume throughout this paper that the rightmost permutation acts first in the multiplication of permutations.

The longest element \( w_0 = \prod_{k=1}^{n} t_{n}^{k} \) of the \( G(m, 1, n) \) can be written in the following form:

\[
w_0 = (\epsilon_{m-1}^{1} \epsilon_{m-2}^{2} \cdots \epsilon_{m-n}^{n}) \in G(m, 1, n).
\]

Thus we may declare from [3] that the length of any reduced expression in \( G(m, 1, n) \) cannot exceed \( n(n + m - 2) \), that is the length of \( w_0 \).

Following [1] we let, \( \sigma_0 := t_1 \) and for all \( i \in [1, n-1] \), \( \sigma_i := s_is_{i-1}\cdots s_1t_1 \in G(m, 1, n) \). Thus, the collection \( \{\sigma_0, \sigma_1, \cdots, \sigma_{n-1}\} \) is a different set of generators for \( G(m, 1, n) \) and any \( w \in G(m, 1, n) \) has a unique expression

\[
w = \sigma_{n-1}^{k_{n-1}} \cdots \sigma_2^{k_2} \sigma_1^{k_1} \sigma_0^{k_0}
\]

with \( 0 \leq k_i \leq mi + m - 1 \) for all \( 0 \leq i \leq n - 1 \). Adin and Roichman defined a permutation statistic called as the flag-major index for \( G(m, 1, n) \) in the case where \( m \geq 2 \) as follows (see [1]): Let \( w \in G(m, 1, n) \). Then

\[
f_{\text{maj}}(w) = \sum_{i=0}^{n-1} k_i.
\]

It is well-known from [8] that

\[
\sum_{w \in G(m, 1, n)} q^{f_{\text{maj}}(w)} = \prod_{i=1}^{n} [im]_q
\]

where \( q \) is an indeterminate and \([im]_q = \frac{1-q^m}{1-q} \) for every \( i = 1, \cdots, n \).

The rest of this paper is organised as follows: In the second section, we construct the \( G_{m,n} \)-type number system and give its combinatorial descriptions. In section 3, we establish subexceedant function for the generalized symmetric group \( G(m, 1, n) \) and show that there exists a one-to-one correspondence between any arbitrary positive integer in \( \{1, \cdots, m^n n!\} \) and an element of this group. In section 4, we study the inversion statistic on the generalized symmetric group. In addition, using the inversion notion we propose a new enumeration system for \( G(m, 1, n) \) and provide a new approach to the proof of Poincaré polynomial of \( G(m, 1, n) \). Finally, we will prove that the flag-major index and the inversion statistic are equi-distributed over \( G(m, 1, n) \) and that the flag-major index is Mahonian on \( G(m, 1, n) \) when considering the length function \( L \) defined with respect to root system.
2 Construction of $G_{m,n}$-type Number System

Let $G(m, 1, n)$ be a generalized symmetric group where $m$ and $n$ be two fixed positive integers. In this section, we introduce the $G_{m,n}$-type number system and give its some properties. To understand the $G_{m,n}$-type number system, we shall prove the next theorem.

**Theorem 2.1.** Let $m$ be any fixed positive integer. Then every positive integer $x$ can always be expressed in the following form:

$$x = \sum_{i=0}^{n-1} d_i G_i$$

where $0 \leq d_i \leq m(i + 1) - 1$ and $G_i = m^i!$ for all the $0 \leq i \leq n - 1$.

We will denote any positive integer $x$ of the form (4) by

$x = (d_{n-1} : d_{n-2} : \cdots : d_1 : d_0)$.

**Definition 2.2.** The set of integers $x$, which can be written in the form (4) based on a fixed positive integer $m$, is called the $G_{m,n}$-type number system.

To prove Theorem 2.1 we need the following lemmas, which concern with some fundamental properties of the $G_{m,n}$-type number system. In particular, these properties have structures similar to those of the factoriadic number system of type $A_{n-1}$ and the hyperoctahedral base system of type $B_n$.

Two lemmas listed below generalize the results presented in [11] for hyperoctahedral groups.

**Lemma 2.3.** For any $x = (d_{n-1} : d_{n-2} : \cdots : d_1 : d_0)$ in the $G_{m,n}$-type number system, we have

$$0 \leq x \leq G_n - 1.$$

As a result of Lemma 2.3, we conclude that we have exactly $m^n n!$ numbers in the $G_{m,n}$-type number system.

**Lemma 2.4.** Let $x = (d_{n-1} : d_{n-2} : \cdots : d_1 : d_0)$ be a number in $G_{m,n}$-type number system, then we have

$$d_{n-1}G_{n-1} \leq x < (d_{n-1} + 1)G_{n-1}.$$

**Proof of Theorem 2.1**

Assume that a positive integer $x$ has two representations in the $G_{m,n}$-type number system as follows:

$$x = (d_{n-1} : d_{n-2} : \cdots : d_1 : d_0) = (e_{s-1} : e_{s-2} : \cdots : e_1 : e_0),$$
where \(d_{n-1} \neq 0\) and \(e_{s-1} \neq 0\). The facts that both \(d_{n-1}\) and \(e_{s-1}\) are at least 1 lead to
\[
G_{n-1} \leq d_{n-1}G_{n-1} \leq x \quad \text{and} \quad G_{s-1} \leq e_{s-1}G_{s-1} \leq x.
\]
\[\text{(5)}\]
Now, we suppose that \(n \neq s\). Without loss of generality, we can assume that \(n < s\). Then by Lemma 2.3 and the inequality in the right hand side of the equation (5), we obtain
\[
x < G_n \leq G_{s-1} \leq x,
\]
which is a contradiction. Thus, we get \(n = s\).

By induction on the number of digits, we will show that \(d_i = e_i\) for all \(0 \leq i \leq n-1\). From the equation (4), the assertion is clear for \(x = (d_0) = (e_0)\). We assume that a positive integer \(x\) with \(k(< n)\) digits in the \(G_{m,n}\)-type number system has a unique representation. Suppose that \(d_{n-1} \neq e_{n-1}\). Without loss of generality, take \(d_{n-1} < e_{n-1}\). Thus, from Lemma 2.4 we get
\[
x < (d_{n-1} + 1)G_{n-1} \leq e_{n-1}G_{n-1} \leq x,
\]
which is a contradiction and hence \(d_{n-1} = e_{n-1}\). Since \(d_{n-1} = e_{n-1}\) and by the induction hypothesis, the integer \(x - d_{n-1}G_{n-1} = x - e_{n-1}G_{n-1}\) has a unique representation and so \(d_i = e_i\) for all \(0 \leq i \leq n - 2\). This completes the proof.

Now, we will explain how to express any positive integer \(x\) in terms of the \(G_{m,n}\)-type number system:
The algorithm proceeds in a series of steps. In the first step of the algorithm, \(x\) is divided by \(m\) and the reminder is set to be \(r_0 = d_0\) in the division process
\[
x = m.q_0 + r_0.
\]
Then divide \(q_0\) by \(2m\) and the reminder is set to be \(r_1 = d_1\) in the division process
\[
q_0 = 2.m.q_1 + r_1.
\]
Proceed in this way, i.e., by dividing \(q_{i-1}\) by \(m(i + 1)\) and getting \(r_i = d_i\) in the expression
\[
q_{i-1} = (i + 1).m.q_i + r_i
\]
until the quotient \(q_{n-1} = 0\) is zero for some integer \(n\). Thus, at the final step, we get
\[
q_{n-2} = n.m.q_{n-1} + r_{n-1}
\]
and assign \(r_{n-1}\) to \(d_{n-1}\). Eventually, we write the number \(x\) as
\[
x = (d_{n-1} : d_{n-2} : \cdots : d_1 : d_0)
\]
in \(G_{m,n}\)-type base system.
Remark 2.5. Have initially selected any fixed positive integer $m$ and then applied the above procedure, we can write any positive integer $x$ in the $G_{m,n}$-type number system as in the equation (6). Here, $n$ is the number of digits that we obtain when we apply the above procedure to the positive integer $x$. Hence, $n$ is revealed at the end of the operations.

We propose to use the following Python algorithm to convert any positive integer into a number in $G_{m,n}$-type base system:

**Algorithm 1:**

```python
x=int(input('Enter any positive integer:'))
m=int(input('Enter the value of m:'))
for i in range(1,x):
d = x%(m * i)
if x > 0 :
x = x//(m * i)
else:
  break
print(d, end=':')
```

Let us give an example of how this algorithm works:

**Example 2.6.** The expression of positive integer $x = 199761$ in $G_{7,5}$-type base system is $x = (3 : 13 : 1 : 5 : 2)$.

Alternatively, the following Python algorithm can be used to convert any number in the $G_{m,n}$-type number system into a positive integer:

**Algorithm 2:**

```python
n=int(input('enter the index of G_{m,n} base:'))
m=int(input('enter the value of m:'))
f=1
x=0
for i in range(0,n):
d=int(input('enter a number in G_{m,n}-type number system:'))
if i == 0 or i == 1:
f = 1
else:
f = f * i
t = m**(i) * f
z = d * t
x += z
print('The decimal number is:', x)
```
Example 2.7. Let $x = (56 : 238 : 8 : 270 : 218 : 133 : 236 : 210 : 204 : 102 : 63 : 208 : 157 : 94 : 171 : 89 : 19 : 20 : 50 : 67 : 121 : 134 : 75 : 30 : 37 : 58 : 97 : 104 : 58 : 2 : 75 : 31 : 42 : 24 : 43 : 2 : 17 : 3 : 16 : 16 : 0 : 3)$ be a number in $G_{7,42}$-type number system. It corresponds to the positive integer 8472693281537677532668279877832707988327485778083279866982328472693276 65908932687971.

3 Integer Representation of the group $G(m, 1, n)$

Mantaci and Rakotondrajao [10] introduced the subexceedant functions for the symmetric group $S_n$ and showed that there is one-to-one correspondence between permutations in $S_n$ and the subexceedant functions. The subexceedant function is an important tool for constructing integer representations of the classical Weyl groups, (see [2, 7, 11]). Depending more on the structure of the group $G(m, 1, n)$ and inspiring by [4], [10] and [11], we will define the subexceedant function for $G(m, 1, n)$.

Definition 3.1 ([10]). A subexceedant function $f$ on the set $[1, n]$ is a map such that

$$1 \leq f(i) \leq i, \text{ for all } 1 \leq i \leq n.$$ 

We denote the set of all subexceedant functions on $[1, n]$ by $F_n$ and hence $|F_n| = n!$. The subexceedant function $f$ on $[1, n]$ is, in general, identified with the word $f(1); \ldots; f(n)$. Furthermore, the map

$$\psi : F_n \mapsto S_n, \quad \psi(f) = (nf(n)) \cdots (2f(2))(1f(1))$$

is a bijection and $(if(i))$ is a transposition for each $i = 1, \ldots, n$ [10].

Now, let $\beta = (1 \beta_1 2 \beta_2 \cdots n \beta_n)$ be an element of $S_n$. In [10], Mantaci and Rakotondrajao defined the subexceedant function $f$ corresponding to $\beta$ according to the map $\psi$ with the following steps:

- Set $f(n) = \beta_n$.
- Then, replace the image of $\beta^{-1}(n)$ in the permutation $\beta = (1 \beta_1 2 \beta_2 \cdots n \beta_n)$ by $\beta_n$. Thus, a new permutation $\beta'$ that contains $n$ as a fixed point is obtained. Hence, $\beta'$ can be considered as an element of $S_{n-1}$.
- Set $f(n-1) = \beta'_{n-1}$.
- Apply the same procedure for the permutation $\beta'$, i.e., exchange the image of $\beta'^{-1}(n-1)$ in the permutation $\beta'$ with $\beta'_{n-1}$, and determine in this manner $f(n-2)$.
• Continue this iteration until you find all the $f(i)$ values for each $1 \leq i \leq n$.

Now, we are ready to define the subexceedant function for the generalized symmetric group $G(m, 1, n)$.

**Definition 3.2.** Let $x = (d_{n-1} : d_{n-2} : \cdots : d_1 : d_0)$ be a number with the $n$-digits in the $G_{m,n}$-type number system. We define the subexceedant function $f$, associated with $x$, on the set $[1, n]$ as follows:

$$f(i) = 1 + \left\lfloor \frac{d_{i-1}}{m} \right\rfloor,$$

for all $1 \leq i \leq n$ (8)

where $\lfloor \cdot \rfloor$ denotes the floor function.

It is clear that $1 \leq f(i) \leq i$ since $0 \leq d_{i-1} \leq m.i - 1$ for all $1 \leq i \leq n$. Having defined the coefficient $c_i = \varepsilon d_{i-1}$ for all $1 \leq i \leq n$, we associate $x = (d_{n-1} : d_{n-2} : \cdots : d_1 : d_0)$ in the $G_{m,n}$-type number system to a unique permutation

$$\pi_x = \left( \frac{1}{c_1 \beta_1} \frac{2}{c_2 \beta_2} \cdots \frac{n}{c_n \beta_n} \right) \in G(m, 1, n),$$

where $\beta = \left( \frac{1}{\gamma_1} \frac{2}{\gamma_2} \cdots \frac{n}{\gamma_n} \right) \in S_n$ is the permutation of $S_n$, that is the image $\psi(f)$ of the subexceedant function $f$ under $\psi$ given in the equation (7).

As a result of the above facts, we match each positive integer $x$ expressed in the $G_{m,n}$-type number system with an element of $G(m, 1, n)$. On the other hand, we will now show how any element of this group is converted to a positive integer. For this reason, we take any permutation

$$\sigma = \left( \frac{1}{\varepsilon_1 \gamma_1} \frac{2}{\varepsilon_2 \gamma_2} \cdots \frac{n}{\varepsilon_n \gamma_n} \right) \in G(m, 1, n),$$

where $\gamma = \left( \frac{1}{\gamma_1} \frac{2}{\gamma_2} \cdots \frac{n}{\gamma_n} \right) \in S_n, \quad 0 \leq r_i \leq m - 1$.

1. First of all, we determine the subexceedant function $f$ in relation to $\gamma$. Let $f = \psi^{-1}(\gamma) \in \mathcal{F}_n$.

2. Set $d_i = m(f(i + 1) - 1) + r_{i+1}$, for all $0 \leq i \leq n - 1$.

3. Compute $x = (d_{n-1} : d_{n-2} : \cdots : d_1 : d_0)$.

Based on the above facts, we will state the following theorem without proof.

**Theorem 3.3.** There is one-to-one correspondence between natural integers of the set $\{1, \cdots, m^n n!\}$ and elements of the generalized symmetric group $G(m, 1, n)$.

Throughout this work, we will denote by $I(w)$ the integer representation of an element $w \in G(m, 1, n)$. 
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Example 3.4. The corresponding integer representation of \( x = 2161 \) in the \( G_{3,5} \)-type number system is \((1 : 1 : 3 : 0 : 1)\). We obtain the subexceedant function of \( x \) based on the equation (8) as

\[
f = f(1); f(2); f(3); f(4); f(5) = 1; 1; 1; 1; 1.
\]

Hence, we get

\[\pi_x = (1 2 3 4 5 \varepsilon 3 4 2 \varepsilon 5 \varepsilon 1) \in G(3, 1, 5), \text{ where } \gamma = (1 2 3 4 5 \varepsilon 3 4 2 \varepsilon 5 \varepsilon 1) \in S_5.\]

Example 3.5. Let \( \sigma = (\varepsilon 2 \varepsilon 4 \varepsilon 3 \varepsilon 1 \varepsilon 6 \varepsilon 5) \in G(4, 1, 6), \) where \( \gamma = (1 2 3 4 5 \varepsilon 3 4 2 \varepsilon 5 \varepsilon 1) \in S_6. \) We obtain the subexceedant function associated with \( \gamma \) as

\[
f = f(1); f(2); f(3); f(4); f(5); f(6) = 1; 1; 3; 1; 5; 5.
\]

Thus, the corresponding integer representation of \( \sigma \) is

\[
I(\sigma) = (13 : 14 : 0 : 7 : 3 : 2)
\]

and its positive integer value is 406433.

Moreover, we deduce that the subexceedant function \( f \) associating with the longest element \( w_0 \) of \( G(m, 1, n) \) is \( f(1); f(2); \ldots; f(n) = 1; 2; \ldots; n. \)

Corollary 3.6. Let \( w_0 \) be the longest element of the generalized symmetric group \( G(m, 1, n) \). Then the integer representation of \( w_0 \) in the \( G_{m,n} \)-type number system has the following form:

\[
I(w_0) = (d_{n-1} : d_{n-2} : \ldots : d_2 : d_1 : d_0)
\]

\[
= (nm - 1 : (n - 1)m - 1 : \ldots : 3m - 1 : 2m - 1 : m - 1).
\]

Therefore, it is clear that the order of group \( G(m, 1, n) \) is

\[
|G(m, 1, n)| = \prod_{i=0}^{n-1} (d_i + 1) = m^n n!.
\]

The exponents of the group \( G(m, 1, n) \) are well-known as \( e_1 = m - 1, e_2 = 2m - 1, \ldots, e_n = nm - 1 \) from [15]. Notice that all components in the integer representation of \( w_0 \) in Corollary 3.6 are actually nothing else but the exponents of the group \( G(m, 1, n) \).

The following algorithm is useful for finding the subexceedant function corresponding to any number \( d \) in the \( G_{m,n} \)-type number system:

**Algorithm 3:**

```python
from math import floor
n=int(input('Enter the value of n:'))
m=int(input('Enter the value of m:'))
c=[]
```
for i in range(1,n+1):
d=int(input('Enter digit in \(G(m,n)\) base system:'))
f = 1 + \lfloor d/m \rfloor
c.append(f)
print("The values of subexceedant function is:", c)

**Example 3.7.** Let \(d = (17 : 14 : 11 : 8 : 5 : 2) \in G_{3,6}\). The corresponding subexceedant function of \(d\) is immediately obtained as \(f(1); f(2); f(3); f(4); f(5); f(6) = 1; 2; 3; 4; 5; 6\) when using Algorithm 3.

The following Python algorithm is also used to convert any text message into its numerical value:

**Algorithm 4:**
```
print("Enter a string: ", end="")
text = input()
for char in text:
    ascii = ord(char)
    print(ascii, end="")
```

**Example 3.8.** Taking the sentence THE QUICK BROWN FOX JUMPS OVER THE LAZY DOG, then its ASCII code is

```
[84, 72, 69, 32, 81, 85, 73, 67, 75, 32, 66, 82, 79, 87, 78, 32, 70, 79, 88, 32, 74, 85, 77, 80, 83, 32, 79, 86, 69, 82, 32, 84, 72, 69, 32, 76, 65, 90, 89, 32, 68, 79, 71]
```

If we get \(m=7\), then we obtain the integer representation of

```
665908932687971 in G_{7,42}-type number system as (56 : 238 : 8 : 270 : 218 : 133 : 236 : 210 : 204 : 102 : 63 : 208 : 157 : 94 : 171 : 89 : 19 : 20 : 50 : 67 : 121 : 134 : 75 : 30 : 37 : 58 : 97 : 104 : 58 : 2 : 75 : 31 : 42 : 24 : 43 : 2 : 17 : 3 : 16 : 16 : 0 : 3) using Algorithm 1.
```

### 4 Inversion Statistic on \(G(m, 1, n)\)

A finite Weyl group has two canonical length functions, essentially identical, which reveal a great deal of facts about the structure of the group. The first length function is defined as the length of the reduced expressions in terms of the set of standard generators, while the other length function is defined by the effect of the Weyl group on the positive root system. For the generalized symmetric group, the length function \(l\) defined by reduced expressions with respect to the set of the canonical generators \(S = \{t_1, s_1, \cdots, s_{n-1}\}\), is unfortunately not a very useful
tool for studying the structure of such groups. For this reason, Bremke and Malle in [3] defined a new length function based on the generalized root system, which resembles the root system of $G(m, 1, n)$ in [3].

Let $V$ be a complex vector space $\mathbb{C}^n$ with the standard unitary inner product. Let $\{e_1, \cdots, e_n\}$ be the set of standard basis vectors of $V$. Actually, the imprimitive complex reflection group $G(m, 1, n) \subset GL_n(\mathbb{C})$ is generated by the reflections $s_1, \cdots, s_{n-1}$ of order 2 associated with the roots $e_2-e_1, \cdots, e_n-e_{n-1}$, respectively, and a (complex) reflection $t_1$ of order $m$ with root $e_1$. Our next aim is to describe a new statistic on $G(m, 1, n)$. To introduce this new statistic on $G(m, 1, n)$, it would make more sense to think of $G(m, 1, n)$ as a complex reflection group with the following root system given in [3]:

$$\Phi = \{\varepsilon^i e_j - \varepsilon^k e_l \mid \varepsilon^i e_j \neq \varepsilon^k e_l, \ 0 \leq i, k \leq m - 1, \ 1 \leq j, l \leq n\}.$$ 

Positive and negative root systems are defined in the following way, respectively:

$$\Phi^+ = \{\varepsilon^i e_j - \varepsilon^k e_l \in \Phi \mid 0 \leq i < k \leq m - 1, \ 1 \leq j \leq n\}$$

$$\cup \{e_j - \varepsilon^k e_l \in \Phi \mid 0 \leq k \leq m - 1, \ 1 \leq l < j \leq n\}$$

$$\cup \{\varepsilon^i e_j - \varepsilon^k e_l \in \Phi \mid 0 \leq i, k \leq m - 1, \ k \neq 0, \ 1 \leq j < l \leq n\},$$

and $\Phi^- = \Phi \setminus \Phi^+ = -\Phi^+$. It is clear that $|\Phi| = mn(mn-1)$ and $|\Phi^+| = |\Phi^-| = \frac{|\Phi|}{2}$.

Now, let

$$\Delta = \{e_j - \varepsilon^k e_l \in \Phi \mid 0 \leq k \leq m - 1, \ 1 \leq l \leq j \leq n\} \subset \Phi^+.$$ (9)

Note that, $\Delta$ is a subset of $\Phi^+$ and it contains only one root for each reflection in $G(m, 1, n)$. Therefore, a triple $(\Phi, \Phi^-, \Delta)$ is so-called a root system of type $B_n^{(m)}$ for the complex reflection group $G(m, 1, n)$ (see [3]). From [3], the length function $L$ connected with the root system $(\Phi, \Phi^-, \Delta)$ is defined as

$$L : G(m, 1, n) \to \mathbb{N}_0, \quad L(w) = |w(\Delta) \cap \Phi^-|. \quad (10)$$

Moreover, one can easily check the fact that

$$w_0(\Delta) = \varepsilon^{m-1} \Delta \subset \Phi^-$$

holds, where $w_0 = \begin{pmatrix} \varepsilon^{m-1} & 1 \\ \varepsilon^{m-2} & 2 \\ \vdots & \vdots \\ \varepsilon^{m-n} & n \end{pmatrix}$ is the longest element ($l(w_0) = n(n + m - 2)$) of $G(m, 1, n)$ in relation to the length function $l$, which is defined by reduced expressions with respect to the set of the canonical generators $S$.

**Remark 4.1.** It should be noted here that the two length functions $l$ and $L$ defined on $G(m, 1, n)$ are generally not identical with each other. It is also clear that in the case of $m = 2$ the length function $L$ coincides with the canonical length function of the Weyl group of type $C_n$. 
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Definition 4.2. Let $\sigma \in S_n$. A pair $(i, j) \in [1, n] \times [1, n]$ is called an inversion of $\sigma$ if $i < j$ and $\sigma_i > \sigma_j$ [16].

Now, we define
\[
\Delta_i = \{e_{n+1-i} - \varepsilon^k e_{n+1-i} \in \Delta : 0 < k \leq m - 1\}
\cup \{e_{n+1-i} - \varepsilon^k e_j \in \Delta : 0 \leq k \leq m - 1, \ j < n + 1 - i \leq n\}.
\]
for all $i = 1, \ldots, n$. Furthermore, the length of the longest element $w_0$ of $G(m, 1, n)$ (with respect to the definition in [10]) is equal to $L(w_0) = |\Delta| = n(m-1) + \frac{nm(n-1)}{2}$.

Clearly, $|\Delta_i| = m(n - i + 1) - 1$ for all $i = 1, \ldots, n$.

Definition 4.3. For any $w \in G(m, 1, n)$, we define the number of $i$-inversions of $w$ for all $i = 1, \ldots, n$ as follows:
\[
\text{inv}_i(w) = |w(\Delta_i) \cap \Phi^-|.
\]

Based on the definitions of the concepts $\Delta_i$ and $\text{inv}_i(w)$, we can conclude the following theorem.

Theorem 4.4. We have the following combinatorial properties:

1. The set $\Delta$ given in (9) can be decomposed as
\[
\Delta = \bigsqcup_{i=1}^{n} \Delta_i.
\]

2. The length of any $w \in G(m, 1, n)$ is expressed as $L(w) = \sum_{i=1}^{n} \text{inv}_i(w)$.

3. For any $w \in G(m, 1, n)$ and for all $i = 1, \ldots, n$, we have
\[
0 \leq \text{inv}_i(w) \leq m(n - i + 1) - 1. \tag{11}
\]

As a consequence of part (2) of Theorem 4.4, we deduce that the sum of the $i$-inversions of any given element $w \in G(m, 1, n)$, will be denoted by $\text{inv}(w)$, can be actually used to calculate the length of the element depending on the length function $L$.

Denote the inversion sequence $(\text{inv}_1(w) : \cdots : \text{inv}_n(w))$ of $i$-inversions of $w$ by $\text{Inv}(w)$. The sequence $\text{Inv}(w) = (\text{inv}_1(w) : \cdots : \text{inv}_n(w))$ is called the inversion table of $w$. As a result of the equation (11), we say that the inversion table possesses the same properties as a number in the $G_{m,n}$-type number system.

Therefore, this enables us to introduce a new kind of classification of all elements of $G(m, 1, n)$. When we enumerate all the elements of the group $G(m, 1, n)$ in lexicographic order, we assign each element of the group to a different integer in the following manner: Given the inversion table $\text{Inv}(w) = (\text{inv}_1(w) : \cdots : \text{inv}_n(w))$ of $w$, then we define the rank of $w$ as $x + 1$, where $x$ is the positive integer corresponding to the number $(\text{inv}_1(w) : \cdots : \text{inv}_n(w))$ in the $G_{m,n}$-type number system. This means that a new enumeration system is created on $G(m, 1, n)$. 
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**Example 4.5.** Let \((\Phi, \Phi^-, \Delta)\) be the root system of type \(B_3^{(3)}\), where

\[
\Delta = \{ e_3 - e_3, e_3 - e_2^2 e_3, e_3 - e_1, e_3 - e_1 e_1, e_3 - e_2, e_3 - e_2 e_2, e_3 - e_2 e_1, e_3 - e_2 e_1 e_1, e_3 - e_1 e_1 e_1 \}
\]

and

\[
\Phi^- = \{ e_k e_i - e_j^i e_j \in \Phi \mid 0 \leq i < k \leq 2, \ 1 \leq j \leq 3 \}
\]

We determine \(\Delta_1 = \{ e_3 - e_3, e_3 - e_2^2 e_3, e_3 - e_1, e_3 - e_1 e_1, e_3 - e_2, e_3 - e_2 e_1, e_3 - e_2 e_1 e_1, e_3 - e_1 e_1 e_1 \}\), \(\Delta_2 = \{ e_2 - e_2 e_2, e_2 - e_2, e_2 - e_2 e_1, e_2 - e_2 e_1 e_1, e_2 - e_2 e_1 e_1 e_1 \}\) and \(\Delta_3 = \{ e_1 - e_1 e_1, e_1 - e_1 e_1, e_1 - e_1 e_1 \}\). Since \(w_0(\Delta) = e_2^2(\Delta) \subset \Phi^-\) for \(w_0 \in G(3,1,3)\), then we obtain the inversion table of \(w_0\) as \(\text{Inv}(w_0) = (\text{inv}_1(w_0) : \text{inv}_2(w_0) : \text{inv}_3(w_0)) = (8 : 5 : 2)\). Thus the rank of \(w_0\) is 162, which is the order of the group \(G(3,1,3)\). If we take another element \(w = (\frac{1}{2}, e_1^2, e_1)\) of \(G(3,1,3)\), then we find the inversion table of \(w\) as \(\text{Inv}(w) = (\text{inv}_1(w) : \text{inv}_2(w) : \text{inv}_3(w)) = (2 : 1 : 2)\), where \(w(\Delta_1) \cap \Phi^- = \{ e_2 - e_3 \}, \ w(\Delta_2) \cap \Phi^- = \{ e_2 e_1 - e_1, e_2 e_1 - e_3 \}\) and \(w(\Delta_3) \cap \Phi^- = \{ e_2^2 e_3 - e_3, e_2^2 e_3 - e_3 e_3 \}\). The rank of \(w\) is 27.

With the help of the next theorem, one can practically derive the inversion table \(\text{Inv}(w) = (\text{inv}_1(w) : \cdots : \text{inv}_n(w))\) of a \(w \in G(m,1,n)\) without using the root system structure.

**Theorem 4.6.** For \(w = \beta \prod_{k=1}^{n} t_k^{e_k} \in G(m,1,n)\), we have

\[
\text{inv}_i(w) = r_{n+1-i} + m \cdot \left| \left\{ (j, n+1-i) : j < n+1-i, \beta_j < \beta_{n+1-i}, \beta_{n+1-i} \neq 0 \right\} \right| + \text{inv}_i(\beta)
\]

for all \(i = 1, \cdots, n\), where \(\text{inv}_i(\beta) = \left| \left\{ (j, n+1-i) : j < n+1-i, \beta_j > \beta_{n+1-i} \right\} \right|\) in \(S_n\). More precisely, we have \(\text{inv}_i(w) = \text{inv}_i(\beta)\) when \(r_{n+1-i} = 0\).

**Proof.** First of all, we decompose the set \(\Delta\) for each \(i = 1, \cdots, n\) into two parts \(\Delta_i = \Delta_{i,1} \cup \Delta_{i,2}\) such that

\[
\Delta_{i,1} = \{ e_{n+1-i} - e^k e_{n+1-i} \in \Delta : 0 < k \leq m - 1 \}
\]

and

\[
\Delta_{i,2} = \{ e_{n+1-i} - e^k e_j \in \Delta : 0 \leq k \leq m - 1, \ j < n + 1 - i \leq n \}.
\]

Then \(w(\Delta) = e^r_{n+1-i} e_{\beta_{n+1-i}} - e^k + r_{n+1-i} e_{\beta_{n+1-i}} \in \Phi^-\) if and only if \(k + r_{n+1-i} \geq m\). Thus, the number of roots in \(\Delta_{i,1}\) turned into a root in \(\Phi^-\) by \(w\) equals to \(r_{n+1-i}\).
For \( e_{n+1-i} - \varepsilon^k e_j \), we have \( w(e_{n+1-i} - \varepsilon^k e_j) = \varepsilon^{r_{n+1-i}} e_{\beta_{n+1-i}} - \varepsilon^{k+r_j} e_{\beta_j} \), which lies in \( \Phi^- \) if and only if either \( \beta_j < \beta_{n+1-i} \) and \( r_{n+1-i} \neq 0 \) (where \( k \) precisely takes \( m \) values) or \( \beta_j > \beta_{n+1-i} \) and \( k + r_j = m \). Therefore, we get the desired formula as follows:

\[
\text{inv}_i(w) = r_{n+1-i} + m.\{\{(j, n+1-i) : j < n+1-i, \beta_j < \beta_{n+1-i}, r_{n+1-i} \neq 0\}\} \\
+ |\{(j, n+1-i) : j < n+1-i, \beta_j > \beta_{n+1-i}\}| \\
= r_{n+1-i} + m.\{\{(j, n+1-i) : j < n+1-i, \beta_j < \beta_{n+1-i}, r_{n+1-i} \neq 0\}\} \\
+ \text{inv}_i(\beta).
\]

Example 4.7. Let \( w = \left( \frac{1}{\varepsilon^3} \frac{2}{\varepsilon^2} \frac{3}{\varepsilon} \frac{4}{5} \frac{5}{\varepsilon^4} \frac{6}{\varepsilon^2} \right) \in G(5,1,6) \). Taking into account the equation (12) we obtain the inversion table of \( w \) as \( \text{Inv}(w) = (11 : 13 : 1 : 11 : 5 : 2) \), and so we conclude that the length of \( w \) is \( L(w) = 43 \) and that rank of \( w \) is \( 4321328 \) using Algorithm 2.

Example 4.8. In the Table 1, one can respectively see all ranks, 1-inversions, 2-inversions and 3-inversions of the 162 elements of \( G(3,1,3) \) using Theorem 4.6, where \( \varepsilon \) is \( e^{\frac{2i\pi}{3}} \). In the following table, we will write any permutation \( w \) in \( G(3,1,3) \) in one-line notation as \( w_1w_2w_3 \).
Now, on the contrary, we will give an effective method of how to associate a permutation \( w \in G(m, 1, n) \) with a given rank value as follows: For this reason, firstly fix the positive integer \( m \). Then consider a rank \( k \). After that, convert
$k - 1$ to a number in $G_{m,n}$-type number system. As is well-known, each number in the $G_{m,n}$-type number system gives us a unique permutation in the generalized symmetric group $G(m, 1, n)$. Let us represent $k - 1$ by $(d_{n-1} : \cdots : d_1 : d_0) \in G_{m,n}$. In fact, we are going to generate a $w$ permutation here such that

$$inv_i(w) = d_{n-i} \text{ for all } i = 1, \cdots, n.$$  

We will establish a $w$ permutation corresponding to $(d_{n-1} : \cdots : d_1 : d_0)$ by proceeding the following steps:

- After listing all possible values that the desired permutation can take as

  $n, \cdots, 1; \varepsilon 1, \cdots, \varepsilon^{m-1} 1; \cdots; \varepsilon n, \cdots, \varepsilon^{m-1} n$  \hspace{1cm} (13)

  number them from 0 to $nm - 1$ by starting with the leftmost value. Then determine the value corresponding to the number $d_{n-1}$ from (13) and assign it to $w_n$.

- Say $w_n := \varepsilon^n i$. Remove the terms $i, \varepsilon i, \cdots, \varepsilon^{m-1} i$ from (13). Reorder the remaining values as

  $n, \cdots, i+1, i-1, \cdots, 1; \varepsilon 1, \cdots, \varepsilon^{m-1} 1; \cdots; \varepsilon(i-1), \cdots, \varepsilon^{m-1}(i-1)$;

  $\varepsilon(i+1), \cdots, \varepsilon^{m-1}(i+1); \cdots; \varepsilon n, \cdots, \varepsilon^{m-1} n$  \hspace{1cm} (14)

  and renumber them from 0 to $(n-1)m - 1$ by starting with the leftmost term. Then find the value corresponding to the number $d_{n-2}$ from (14) and set it as $w_{n-1}$.

- Apply the same procedure to (14) and determine in this manner $w_{n-2}$.

- Continue these operations until you determine all $w_i$ values for each $1 \leq i \leq n$.

Let us consider the following example to illustrate this method.

**Example 4.9.** We will find the 4321328th group element of $G(5, 1, 6)$. If we apply Algorithm 1 to the positive integer 4321327, then we obtain the inversion table of the group element which we are looking for as $Inv(w) = (11 : 13 : 1 : 11 : 5 : 2)$.

\[
\begin{array}{cccccc}
1^{\text{st}} \text{ step} & 1 & 2 & 3 & 4 & 5 \\
0 & 0 & 0 & 0 & 0 & 0 \\
1 & 2 & 3 & 4 & 5 & 0 \\
2 & 3 & 4 & 5 & 0 & 1 \\
3 & 4 & 5 & 0 & 1 & 2 \\
4 & 5 & 0 & 1 & 2 & 3 \\
5 & 0 & 1 & 2 & 3 & 4 \\
\end{array}
\]

\[
\begin{array}{cccccc}
2^{\text{nd}} \text{ step} & 1 & 2 & 3 & 4 & 5 \\
0 & 0 & 0 & 0 & 0 & 0 \\
1 & 2 & 3 & 4 & 5 & 0 \\
2 & 3 & 4 & 5 & 0 & 1 \\
3 & 4 & 5 & 0 & 1 & 2 \\
4 & 5 & 0 & 1 & 2 & 3 \\
5 & 0 & 1 & 2 & 3 & 4 \\
\end{array}
\]

\[
\begin{array}{cccccc}
3^{\text{rd}} \text{ step} & 1 & 2 & 3 & 4 & 5 \\
0 & 0 & 0 & 0 & 0 & 0 \\
1 & 2 & 3 & 4 & 5 & 0 \\
2 & 3 & 4 & 5 & 0 & 1 \\
3 & 4 & 5 & 0 & 1 & 2 \\
4 & 5 & 0 & 1 & 2 & 3 \\
5 & 0 & 1 & 2 & 3 & 4 \\
\end{array}
\]

\[
\begin{array}{cccccc}
4^{\text{th}} \text{ step} & 1 & 2 & 3 & 4 & 5 \\
0 & 0 & 0 & 0 & 0 & 0 \\
1 & 2 & 3 & 4 & 5 & 0 \\
2 & 3 & 4 & 5 & 0 & 1 \\
3 & 4 & 5 & 0 & 1 & 2 \\
4 & 5 & 0 & 1 & 2 & 3 \\
5 & 0 & 1 & 2 & 3 & 4 \\
\end{array}
\]
In the above table, P.P.V. and P.I.V. stand for the abbreviations of possible values that the desired permutation can take and possible inversion values, respectively. Using the table, then \( w \in G(5, 1, 6) \) is built up as

\[
w = \left( \varepsilon_1 \varepsilon_2 \varepsilon_3 \varepsilon_4 \varepsilon_6 \varepsilon_5 \right).
\]

The above procedures for constructing \( w \in G(m, 1, n) \) from its inversion table \( \text{Inv}(w) \) establishes the following result. Thus we may state the following result without proof.

**Proposition 4.10.** Let

\[ \mathcal{T}_{m,n} = \{ (a_1 : \cdots : a_n) \mid 0 \leq a_i \leq m(n-i+1)-1 \} = [0, nm-1] \times [0, (n-1)m-1] \times \cdots \times [0, m-1]. \]

The map \( I : G(m, 1, n) \to \mathcal{T}_{m,n} \) that sends each permutation to its inversion table is a bijection.

Therefore, the inversion table \( \text{Inv}(w) \) is another way to represent a permutation \( w \). The fact that \( L(w) = \sum_{i=1}^{n} \text{inv}_i(w) \) for any \( w \in G(m, 1, n) \) gives us a new approach to the proof of Poincaré polynomial for \( G(m, 1, n) \) in the sense of \( S_n \) (see [16]).

**Corollary 4.11.** Let \( \text{inv}(w) \) denote the sum of \( i \)-inversions of the permutation \( w \in G(m, 1, n) \). Then

\[
\sum_{w \in G(m, 1, n)} q^{\text{inv}(w)} = \prod_{i=1}^{n} [im]_q
\]

where \( q \) is an indeterminate and \([im]_q = \frac{1-q^{im}}{1-q}\) for every \( i = 1, \cdots, n \).

**Proof.** There always exists some \( (a_1 : \cdots : a_n) \in \mathcal{T}_{m,n} \) such that \( L(w) = \sum_{i=1}^{n} a_i \) for each \( w \in G(m, 1, n) \), for if we have at least \( \text{Inv}(w) \in \mathcal{T}_{m,n} \) since \( \text{inv}(w) = L(w) = \sum_{i=1}^{n} \text{inv}_i(w) \). Considering also Proposition 4.10, we have

\[
\sum_{w \in G(m, 1, n)} q^{\text{inv}(w)} = \sum_{w \in G(m, 1, n)} q^{L(w)} = \sum_{a_1=0}^{nm-1} \sum_{a_2=0}^{(n-1)m-1} \cdots \sum_{a_n=0}^{m-1} q^{a_1+a_2+\cdots+a_n}
\]

\[
= \left( \sum_{a_1=0}^{nm-1} q^{a_1} \right) \left( \sum_{a_2=0}^{(n-1)m-1} q^{a_2} \right) \cdots \left( \sum_{a_n=0}^{m-1} q^{a_n} \right)
\]

\[
= \prod_{i=1}^{n} [im]_q
\]

as desired.
For any \( w \in G(m, 1, n) \) with the flag major index \( f_{maj}(w) = k_0 + k_1 + \cdots + k_{n-1} \), where \( 0 \leq k_i \leq m_i + m - 1 \), \( i = 0, 1, \cdots, n - 1 \). Then we have

\[
\sum_{w \in G(m, 1, n)} q^{f_{maj}(w)} = \sum_{k_{n-1}=0}^{nm-1} \sum_{k_{n-2}=0}^{(n-1)m-1} \cdots \sum_{k_0=0}^{m-1} q^{k_0 + k_1 + \cdots + k_{n-1}}
\]

\[
= (\sum_{k_{n-1}=0}^{nm-1} q^{k_{n-1}})(\sum_{k_{n-2}=0}^{(n-1)m-1} q^{k_{n-2}}) \cdots (\sum_{k_0=0}^{m-1} q^{k_0})
\]

\[
= \prod_{i=1}^{n} [im]_q.
\]

Considering Corollary 4.11 and the above result together, we conclude that the flag-major index and the inversion statistic are equi-distributed over \( G(m, 1, n) \). Furthermore, we can define a map \( \phi : G(m, 1, n) \to G(m, 1, n) \) such that \( inv(w) = f_{maj}(\phi(w)) \) for each \( w \in G(m, 1, n) \) as follows: Let the inversion table of \( w \) be \( Inv(w) = (a_{n-1} : \cdots : a_1 : a_0) \). If we define

\[
\phi(w) = \sigma_{n-1}^{a_{n-1}} \cdots \sigma_1^{a_1} \sigma_0^{a_0}
\]

then it is obvious that \( \phi \) is a bijection and \( inv(w) = \sum_{i=0}^{n-1} a_i = f_{maj}(\phi(w)) \), where \( \sigma_i \) is the same as in (11) for each \( i, 0 \leq i \leq n - 1 \). As a result of these facts, we are ready to give a new interpretation of the flag-major index, which is a well-known parameter.

**Theorem 4.12.** The flag-major index is a Mahonian statistic on \( G(m, 1, n) \) with respect to the length function \( L \).

## 5 Conclusion

In this paper, we define a mixed-radix number system over the generalized symmetric group \( G(m, 1, n) \). In addition, we introduce a one-to-one correspondence between the positive integers of the set \( \{1, \ldots, m^n \} \) and the elements of the generalized symmetric group \( G(m, 1, n) \). Then we use this concept as an efficient tool to provide a new enumeration system for \( G(m, 1, n) \). With this integer representation, one can use the elements of this group more effectively in cryptography. In other words, the integer representation for \( G(m, 1, n) \) may allow to build robust cryptographic algorithms based on the structure of this group due to using of two special parameters (these are \( m \) and \( n \)). For the applications in the cryptography of classical Weyl groups, see [7, 11]. It is a natural question to ask whether such integer representations also exist for the other complex reflection
groups such as $G(m, m, n)$ and $G(m, p, n)$, where $p$ is prime such that $p|m$ and $G(m, m, n) \subset G(m, p, n) \subset G(m, 1, n)$. As a matter of fact, $i$-inversion statistics of Weyl group $A_{n-1}$ and $B_n$ were studied in [9] and [12], respectively. We introduce and study $i$-inversion concept for any element of $G(m, 1, n)$. Then we use it as an efficient tool to create a new enumeration system for $G(m, 1, n)$.

It is a natural question to ask here when we consider two permutation statistics— inversion number and the flag-major index, then how can Haglund-Remmel-Wilson identity (in the case of symmetric group, the proof was given by Remmel and Wilson in [14]) be defined for $G(m, 1, n)$?
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