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ABSTRACT

We study the generation of dependent random numbers in a distributed fashion in order to enable privatized distributed learning by networked agents. We propose a method that we refer to as local graph-homomorphic processing; it relies on the construction of particular noises over the edges to ensure a certain level of differential privacy. We show that the added noise does not affect the performance of the learned model. This is a significant improvement to previous works on differential privacy for distributed algorithms, where the noise was added in a less structured manner without respecting the graph topology and has often led to performance deterioration. We illustrate the theoretical results by considering a linear regression problem over a network of agents.

Index Terms— distributed systems, distributed learning, differential privacy, random number generator

1. INTRODUCTION AND RELATED MATERIAL

Distributed systems consist of networks of agents that collaborate to achieve a common goal. Some examples include distributed computing [1] when components of a software are shared over a network, or distributed machine learning [2, 3] where the goal is to fit a global model to the data dispersed over different computing locations. During collaboration in such systems, communication between neighbours is necessary. However, the shared information might be sensitive, such as in distributed systems handling health or financial data. Thus, there is a need to privatize the communication channels. One way to achieve secure communications is through cryptographic methods [4–7], while another is by adding random noise to make the communication differentially private [8–12].

In the standard implementations, agents add independent noise to their shared messages. This property degrades the performance of the learned model since the noises propagate over the graph through cooperation, as already shown in Theorem 1 of [13]. In order to endow agents with enhanced privacy with minimal effect on performance, it is necessary for the additional noise sources to be mindful of the graph topology [12]. However, this information is not available globally and, therefore, one needs to devise a scheme to generate graph-dependent random noise sources in a distributed manner and without assuming any global information about the graph structure. Motivated by this observation, we develop in this work a scheme that constructs privacy perturbations in a manner that their negative effect on performance is canceled out. One solution was suggested in [4] for the case of federated learning. Pairs of agents collaborate to add noise that cancels out at the server. However, the suggested method generates pseudo-random numbers, which is less secure than true random numbers [14] and without any guarantees of differential privacy.

The objective of this work is therefore to generate dependent random numbers in a distributed manner across a graph. The problem is challenging for at least two reasons. First, generating random numbers is usually difficult without enforcing beforehand some distribution for the random process. In practice, random number generators exploit a variety of entropy sources in a computer such as mouse movements, available memory, or temperature [15]. Second, it is not evident how agents should exploit independent entropy sources to generate dependent random numbers. Most available solutions [16–22] rely on a central orchestrator or consider a fully connected network. A truly distributed method does not appear to exist. While the work done in [23] relies on a similar solution presented in this work, they choose to add another noise that negatively affects the performance.

2. LOCAL GRAPH-HOMOMORPHIC PROCESS

2.1. Problem Setup

We consider a network of \( K \) agents connected by some graph topology (Fig. 1). We let \( a_{mk} > 0 \) denote the weight attributed to the message sent by neighbour \( m \) to agent \( k \) and let \( A = [a_{mk}] \) denote the corresponding combination matrix. We assume \( A \) is symmetric and doubly-stochastic, i.e.,

\[
\mathbf{1}^T A = \mathbf{1}^T, \quad A \mathbf{1} = \mathbf{1}.
\] (1)

We further denote the neighbourhood of agent \( k \) by \( \mathcal{N}_k \); it consists of all agents connected to \( k \) by an edge.

[Fig. 1: Illustration of a network of agents.]

We consider problems where agents aggregate the received messages from their neighbours. In other words, if we let \( \psi_{mk,i} \) denote
the message sent by agent \( m \) to agent \( k \) at time \( i \), then:

\[
w_{k,i} = \sum_{m \in N_k} a_{mk} \psi_{mk,i},
\]

which is the aggregate of all messages arriving at agent \( k \). We wish to secure the communication between the agents. One method is to mask the messages with some random noise to guarantee some level of differential privacy. If we denote by \( g_{mk,i} \) the noise added to the message \( \psi_{mk,i} \), then the secure aggregation becomes:

\[
w_{k,i} = \sum_{m \in N_k} a_{mk} (\psi_{mk,i} + g_{mk,i}).
\]

Ideally, we would like that no or minimal information is lost by the added noise and that the aggregate message is equivalent to the non-noisy version. This is guaranteed if the noise sources added in (3) satisfy the following condition over every neighbourhood:

\[\sum_{m \in N_k} a_{mk} g_{mk,i} = 0.\]

Noises that satisfy (4) are said to arise from a *local graph-homomorphic process*. This is in contrast to the *global graph-homomorphic process* proposed in [12] where condition (4) is replaced by one that should hold over the entire graph, namely,

\[\sum_{k=1}^{K} \sum_{m \in N_k} a_{mk} g_{mk,i} = 0.\]

We would also like the noises \( g_{mk,i} \) added in (3) to ensure some level of differential privacy. This means that if the agent \( m \) chooses to share different messages \( \psi_{mk,i} \), then an observer would be oblivious to this change. This is more formally defined as follows.

**Definition 1 (\( \epsilon(i) \) - Differential privacy).** We say the communication is \( \epsilon(i) \)-differentially private for agent \( m \) at time \( i \) if the following condition on the probability density functions of the respective events holds for all agents:

\[
f \left( \left\{ \psi_{mk,i} + g_{mk,i} \right\}_{k \in N \setminus \{m\}}^i \right) \leq e^{\epsilon(i)} \frac{\left\{ \psi'_{mk,i} + g_{mk,i} \right\}_{k \in N \setminus \{m\}}^i}{f \left( \left\{ \psi'_{mk,i} + g_{mk,i} \right\}_{k \in N \setminus \{m\}}^i \right)}. 
\]

2.2. Process Description

To motivate the local graph-homomorphic process, we examine the following example. Alice and Bob wish to communicate to Charlie the aggregate of their messages without Charlie knowing the individual messages. Alice and Bob decide to send a noisy version of their messages to Charlie. However, they wish when their noisy messages are aggregated by Charlie that he will still be able to retrieve the original sum. One way to do so is by ensuring that the noises generated by Alice and Bob cancel out when Charlie computes a weighted sum of the messages. For example, they could agree on some random number \( x \) that Alice would add to her message while Bob would subtract it from his message. Now assume that all communications between Alice and Bob need to go through Charlie, i.e., no direct communication channel exists between Alice and Bob. Then, in this case, both Alice and Bob will need to agree on the random number \( x \) without explicitly mentioning it. In other words, secure communication between them will need to be set up through Charlie. One way of doing so is through the Diffie-Helman key exchange protocol [24].

Let Alice and Bob have individual secret keys \( v_1 \) and \( v_2 \), respectively. Let \( p \) be a known prime number and \( b \) a base. Then, both Alice and Bob will broadcast their public keys \( V_1 = b^{v_1} \mod p \) and \( V_2 = b^{v_2} \mod p \). When they raise the public key of the other by their secret key and take the modulus, they will now share a common secret key \( v_{12} = b^{v_1 v_2} \mod p \). This secret key can be used as the added noise, while Alice adds \( v_{12} \) to her message, Bob can subtract it. However, to ensure that the communication is differentially private, one choice of distribution for the noise is the Laplace distribution \( \text{Lap}(0, \sigma_g/\sqrt{2}) \). A Laplace random variable can be generated from two uniform random variables by taking the log of the ratio of the two variables and then multiplying by the inverse of the scale parameter, namely, \( \sqrt{2/\sigma_g} \). Thus, to generate a Laplace random variable, we require two secret keys \( \{v_{12}, v'_{12}\} \) that are uniformly distributed. For \( v_{12} \) to be a uniform random variable, one of the local secret keys must be uniformly distributed over \([0, 1]\) while the other must be sampled from a gamma distribution \( \Gamma(2, 1) \). Furthermore, the base must be set to \( b = e^{-1} \) and then scaled by some constant \( a \) that is a multiple of the prime number \( p \). Therefore, for instance, Alice should sample two uniformly distributed secret keys \( \{v_1, v'_1\} \sim U([0, 1]) \), and Bob must generate two secret keys \( \{v_2, v'_2\} \) from a gamma distribution. The resulting two shared secret keys will be uniformly distributed on \([0, p]\). Then, setting:

\[
x = \frac{\sqrt{2}}{\sigma_g} \ln \left( \frac{v_{12}}{v'_{12}} \right),
\]

results in a Laplace noise, which Alice can add to her message while Bob subtracts it from his.

Returning to the network setting, we describe the process by which the agents generate their local graph-homomorphic noises. Each agent randomly splits its neighbourhood into two groups, \( N_+ = N \setminus \cup N_- \), and communicates the split to its neighbourhood. One method of splitting the neighbourhood is by attributing to each neighbour a number, and then placing all the even-numbered agents in one set, and the odd-numbered agents in the other set. Then, every pair of agents from the two sub-neighbourhoods will generate together a shared noise, with the agent in \( N_+ \) adding the noise to its message, and the agent in \( N_- \) subtracting it. The communication between the agents of the sub-neighbourhoods occurs through the main agent \( k \), since these agents might not be neighbours (e.g., agents 4 and 1 in Fig. 1). The messages are scaled by the weights attributed to the neighbours by a given agent. Thus, we force each neighbour to scale its noise by the inverse of the attributed weight. For agents \( \ell \in N_+ \) and \( m \in N_- \), we denote the generated noise by \( g_{\ell m} \) where we now add the subscript \( \ell m \) to indicate that the noise was generated by the pair of agents. We follow the convention of writing the subscript of the agent from the positive set first, followed by that from the negative set. Then, every neighbour \( \ell \) will send agent \( k \) its message masked by the sum of all the noise it generated with the agents from the adjacent sub-neighbourhood. A more detailed description of the process is found in Algorithm 1. An illustrative example is found in Fig. 2.

3. PRIVATIZED DISTRIBUTED LEARNING

We apply the above construction to the problem where a network of agents aims to solve an aggregate convex optimization problem of
Algorithm 1 (Local graph-homomorphic processing)

for each iteration $i = 1, 2, \cdots$ do

for each agent $k = 1, 2, \cdots, K$ do

Split $N_k = N_+ \cup N_-$ and communicate the split to the neighbours.

for each pair of agents $\ell \in N_+$ and $m \in N_-$ do

Agent $\ell$ samples two secret keys $\{v_\ell, v'_\ell\} \sim U([0, 1])$, and agent $m$ samples two secret keys $\{v_m, v'_m\} \sim \Gamma(2, 1)$.

Calculate and broadcast the public keys

$$V_\ell = ae^{-v \ell} \mod p$$
$$V'_\ell = ae^{-v'_\ell} \mod p$$
$$V_m = ae^{-v_m} \mod p$$
$$V'_m = ae^{-v'_m} \mod p$$

Calculate the shared secret keys

$$w_{\ell m} = ae^{-v \ell - v_m} \mod p$$
$$w'_{\ell m} = ae^{-v' \ell - v'_m} \mod p$$

Set the noise

$$g_{(\ell m)k,i} = \frac{\sqrt{2}}{\sigma_g} \ln \left( \frac{v_{\ell m}}{v'_{\ell m}} \right)$$

end for

for each agent $\ell \in N_k$ do

if $\ell \in N_+$ then

Send $\psi_{\ell k,i} + \sum_{m \in N_-} g_{(\ell m)k,i}/a_{\ell k}$

else

Send $\psi_{\ell k,i} - \sum_{m \in N_-} g_{(m\ell)k,i}/a_{\ell k}$

end if

end for

end for

where the risk function $J_k(\cdot)$ is associated with agent $k$ and is defined as an empirical average of the loss function $Q_k(\cdot; \cdot)$ evaluated over the local dataset $\{x_{k,n}\}_{n=1}^{N_k}$. We assume the loss functions are convex with Lipschitz continuous gradients and the risk functions are strongly convex.

Assumption 1 (Convexity and smoothness). The empirical risks $J_k(\cdot)$ are $\nu$–strongly convex, and the loss functions $Q_k(\cdot; \cdot)$ are convex and twice differentiable, namely, for some $\nu > 0$:

$$J_k(w_2) \geq J_k(w_1) + \nabla_{w_2} J_k(w_1)(w_2 - w_1) + \frac{\nu}{2} \|w_2 - w_1\|^2,$$

(9)

$$Q_k(w_2; \cdot) \geq Q_k(w_1; \cdot) + \nabla_{w_2} Q_k(w_1; \cdot)(w_2 - w_1).$$

(10)

Furthermore, the loss functions have $\delta$–Lipschitz continuous gradients:

$$\|\nabla_{w_2} Q_k(w_2; x_{k,n}) - \nabla_{w_2} Q_k(w_1; x_{k,n})\| \leq \delta \|w_2 - w_1\|.$$  

(11)

end for

Fig. 2: Illustration of the local graph-homomorphic process with the Diffie-Helman key exchange protocol on the left and the transformation of the random variable on the right.

We next make an assumption on the drift between the local optimal models $w^k_{\ell} = \text{argmin} J_k(w)$ and the global optimal model $w^\alpha$. For collaboration to make sense, the drift must be bounded. In case the difference is not bounded, then the agents should not collaborate to find one global model since that global model will not perform well locally.

Assumption 2 (Model drifts). The distance of each local model $w^k_{\ell}$ to the global model $w^\alpha$ is uniformly bounded, $\|w^\alpha - w^k_{\ell}\| \leq \xi$.

To approximate the optimal model $w^\alpha$, the agents can collaborate and run a distributed algorithm like consensus [25–27] or diffusion [28–30], while at the same time adding noise to their messages to ensure a certain level of privacy. For instance, the privatized adapt-then-combine (ATC) diffusion algorithm would take the following form:

$$\psi_{\ell k,i} = w_{\ell k,i-1} - \mu \nabla_{w_{\ell k,i}} Q_k(w_{\ell k,i-1}; x_{k,b}),$$

(12)

$$w_{\ell k,i} = \sum_{m \in N_k} a_{mk} (\psi_{mk,i} + g_{mk,i}),$$

(13)

where we now drop the second subscript $k$ from the message $\psi_{mk,i}$ since the same message is sent to all the neighbours of agent $m$, i.e., $\psi_{mk,i} = \psi_{mk,i}$. Then, because $g_{mk,i}$ is sampled from a Laplacian distribution, this construction ensures that the algorithm is $\epsilon(\mu)$—differentially private for some choice of variance $\sigma_d^2$ (see Theorem 2 in [13]). Recall that the local graph-homomorphic noises in (13) are generated from the Laplacian noises $g_{mk,i}$:

$$g_{mk,i} = \begin{cases} - \sum_{\ell \in N_+} g_{(\ell m)k,i} & m \in N_- \\ \sum_{\ell \in N_-} g_{(\ell m)k,i} & m \in N_+ \end{cases}$$

(14)

Since, by construction, the noises cancel out, the performance of the privatized ATC diffusion strategy (12)–(13) ends up being equivalent to the performance of the traditional non-privatized strategy without degradation. Thus, the algorithm will still converge to an $O(\mu)$ neighbourhood of the optimal model $w^\alpha$. This is a significant improvement compared to earlier results where the algorithm was shown to converge to a neighbourhood on the order of $O(\mu^{-1})$ or $O(1)$ — see, e.g., [12, 13] and the discussions therein.
Theorem 1 (MSE convergence). Under assumptions 1 and 2, the privatized diffusion strategy (12)–(13) with noise generated from the local graph-homomorphic process described earlier, converges exponentially fast for a small enough step-size to a neighbourhood of the optimal model:

$$\lim_{i \to \infty} \text{sup} \mathbb{E} \| \tilde{w}_{k,i} \|^2 \leq O(\mu),$$  

where the error is defined as $\tilde{w}_{k,i} = w^o - w_{k,i}$.

Proof. Since the noise cancels out locally during each iteration, the algorithm is equivalent to the non-privatized version. The proof then follows the arguments used to establish Theorem 9.1 in [30]. 

In the next theorem, we explain that the proposed algorithm is differentially private.

Theorem 2 (Privacy of distributed learning). Under the local graph-homomorphic process, the privatized diffusion algorithm (12)–(13) is $\epsilon(i)$–differentially private with:

$$\epsilon(i) \triangleq \frac{2\sqrt{2}}{\sigma_g} \left\{ \left( 1 + \frac{(1 - O(\mu))^{i+1}}{O(\mu)} - 1 \right) a + b + O(\mu^{0.5})(i - 1) \right\},$$

where $a$ and $b$ are some constants.

Proof. We provide a sketch of the proof. We first show that the generated noise from the local graph-homomorphic process is Laplacian. Then, using a bound on the gradients at each step of the algorithm, we can bound the sensitivity of the algorithm. This can then be used to establish condition (6) in Definition 1.

As time passes, $\epsilon(i)$ increases which means higher privacy loss. To mitigate this problem, the noise variance can be increased to guarantee a certain level of privacy. Since the variance of the perturbations does not affect the MSE bound, we do not hinder the model utility by increasing the variance, as opposed to the traditional differentially privatized algorithms (where the noises are not graph-homomorphic); in these cases, the MSE will worsen by an $O(\mu^{-1})\sigma_g^2$ factor.

4. EXPERIMENTAL RESULTS

We study a linear regression problem over a network of $K = 30$ agents with a regularized quadratic loss:

$$\min_{w \in \mathbb{R}^3} \frac{1}{30 \times 100} \sum_{k=1}^{30} \sum_{n=1}^{100} \| d_k(n) - u_{k,n}^T w \|^2 + 0.01 \| w \|^2.$$  

We generate for each agent 100 data samples $\{u_{k,n}, d_k(n)\}$. We sample two-dimensional feature vectors $u_{k,n} \sim \mathcal{N}(0, R_u)$ and an independent noise $v_p(n) \sim \mathcal{N}(0, \sigma_v^2)$. Such that $d_k(n) = u_{k,n}^T w^* + v(n)$ for some generative model $w^*$. The optimal model is given by:

$$w^o = (\hat{R}_u + 0.01 I)^{-1}(\hat{R}_u w^* + \hat{v}_u),$$

where $\hat{R}_u$ and $\hat{v}_u$ are the respective sample covariance matrix and cross-covariance.

We set the step-size $\mu = 0.4$, the noise variance $\sigma_v^2 = 0.01$, and the total number of iterations 1000. We repeat the algorithm 20 times and calculate the average MSD of the centroid model defined as:

$$w_{c,i} \triangleq \frac{1}{K} \sum_{k=1}^{K} w_{k,i},$$

and the individual models:

$$\text{MSD}_i \triangleq \| w_{c,i} - w^o \|^2,$$

$$\text{MSD}_{\text{avg},i} \triangleq \frac{1}{K} \sum_{k=1}^{K} \| w_{k,i} - w^o \|^2.$$  

We plot the results of the non-privatized algorithm, the privatized algorithm with random perturbations, and the privatized algorithm with local graph-homomorphic perturbations. As expected from Theorem 1, the local graph-homomorphic perturbations do not affect the performance of the algorithm.

![MSD plots for the distributed learning algorithms.](image)

5. CONCLUSION

We introduce a distributed random number generator and apply it to a distributed learning setting to ensure differential privacy without degradation in performance.
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