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Abstract The paper discusses the effect of two-front melting on the liquidus temperature of the eutectic Pt–C and the eutectic temperature of the system in its pure state. This influence factor has not been considered thus far in the uncertainty budget associated with the assignment of thermodynamic temperatures to the eutectics Co–C (1597.15 K), Pt–C (2011.05 K), and Re–C (2747.35 K), selected in the European Metrology Research Programme project Implementing the New Kelvin. For Pt–C, simulation of the effect of two-front melting on the melting process has been done before in a 1D analytical model, and this formed the starting point to the present study. In this study the melting process is analyzed by means of a 2D axisymmetrical finite-volume model. In the model, freezing and melting are considered for an impure ingot and for a pure ingot. As to the impure ingot, the impurity concentrations are the concentrations met in current practice of the realization of the high-temperature reference fixed point, but formulated in terms of an effective concentration and associated effective distribution coefficient $k < 1$, related to a Scheil fit to the melting curve at given melting conditions as measured for the eutectic Pt–C. Heat injection rates for melting varied from 15 000 W·m$^{-2}$ down to 3000 W·m$^{-2}$. In any case for the impure system, two melting fronts are showing up. For the pure system, only one melting front is generated, traveling from the outside of the ingot toward its inside.
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1 Introduction

This study forms part of the European Metrology Research Programme project Implementing the New Kelvin to assign thermodynamic temperatures to a selected set of high-temperature fixed points (HTFPs), namely, the eutectics Co–C (1597.15 K), Pt–C (2111.05 K), and Re–C (2747.35 K) [1,2]. Here, by way of example, we concentrate on the system Pt–C. The standard uncertainty \( u(T_E) \) in the eutectic temperature \( T_E \), associated with the system in its pure state, obtained when following standard procedures, has been estimated by Bloembergen in “Operational Characteristics of High-Temperature Reference Points. Data Analysis and Uncertainty Budget” as 0.06 K. However, the uncertainty analysis did not consider the feature of two-front melting, the main topic of this paper. The transition temperature of the pure system \( T_E \), has to be referred to, when qualifying high-temperature reference points, utilized to underpin a temperature scale, such as to get a univocal reference temperature. Note that the estimate of 0.06 K refers to the uncertainty associated with the realization of the fixed point (Pt–C) in question, including the correction for the effect of impurities, but it does not include the uncertainty in the measurement of the absolute radiance temperature around \( T_E \).

The present study is an extension of a previous one-dimensional study [3] to two dimensions. The previous study derived the profile \( T_m \), in terms of the liquid–solid interface temperature across the ingot of the eutectic Pt–C, embedded during the preceding freeze, from the melting curve \( T_{\text{cav}}(t) \) as observed by a radiation thermometer viewing the cavity bottom of the cell in which it is contained. \( T_m \) is associated with an impurity spectrum, where impurities with distribution coefficients \( k < 1 \) are predominant [4] which is a feature common to M-C eutectics selected as ingot materials for high-temperature fixed points, and segregated over the ingot during the preceding freeze. The derivation referred to was based upon an iterative procedure.

In the one-dimensional analysis, the actual cup-shaped ingot was simulated by a square slab with an equivalent volume of the ingot. The cavity bottom was simulated by the graphite slab to the left side of the ingot, its thickness being set to that of the actual cavity bottom. The analysis was tightly related to results obtained for the cell Pt–C #5 studied in [5], a cell of hybrid construction, with the ingot being surrounded by a graphite sleeve separated from the crucible by two layers of grafoil.

In this new study, the actual Pt–C #5 cell was modeled considering heat transfer in two dimensions with several boundary conditions set at the cell walls. The methodology was varying the cell heat injection rate \( Q \) at a given heat extraction rate \( Q_f = -3000 \text{ W} \cdot \text{m}^{-2} \) of the preceding freeze, corresponding with a temperature offset \( (T - T_f) = -5 \text{ K} \), \( T_f \) referring to the freezing temperature. For the given rate of the freeze, the evolution of the liquid–solid interface in the course of the subsequent melting process for different melting rates was studied. A pure and an impure systems were modeled and compared. For the pure system only, one melting front is generated, traveling from the outside of the ingot toward its inside. In the impure system, described by an effective Scheil function, in any case two-front melting was induced, the evolution of the fronts with time depends on the impurity level and the heat injection rates.
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Fig. 1 Cell scheme. $Q$ in W m$^{-2}$. Scale length of the ingot corresponds to 43 mm

2 Two-Dimensional Model

The cell was represented by an axisymmetrical model [6, 7] with heat injection and extraction rates as boundary conditions. As shown in Fig. 1, the influence of the furnace was simulated by heat losses from the aperture of the cavity and the front wall of the cell. The furnace itself was not considered in the model so as to decrease computing time and to keep the system as simple as possible in order to just focus on the study of the evolution of the liquid/solid interface(s) under varying melting conditions, as shown in Fig. 1.

In the model, freezing and melting were considered for an impure ingot and for a pure ingot. $T_m$, referred to above, representing the evolution of the liquid–solid interface temperature across the impure ingot during the freeze preceding any of the melts, considered below, is described by an effective Scheil function:

$$T_m(t) - T_E = mcF(t)^k,$$

where $F$ is the liquid fraction, $T_E$ is the eutectic temperature of the pure system, $c$ is the impurity concentration, $m$ is the associated liquidus slope, and $k$ is the distribution coefficient. The ternary eutectic point $(T_{eut}, c_{eut})$ was introduced in the model by the definition,

$$c_{eut} = \frac{T_{eut} - T_E}{m}$$

In Eq. 2, $T_{eut}$ is the minimum melting temperature at the ternary eutectic concentration $c_{eut}$, which assumes that the liquidus and solidus are linear between $c = 0$ and $c = c_{eut}$ and $c = kc_{eut}$, respectively [8]. With these parameters, the liquidus and solidus can be expressed in relation to $c$ as follows:

$$T_{liq}(c) = T_E + mc$$

$$T_{sol}(c) = T_E + mck$$

That actually the solidification comes to completion at a finite solidus temperature $T_{sol} = 2008.43$ K, (given by the maximum in slope of the measured curve, just prior to the melting plateau) in contrast to what the Scheil expression predicts for impurities with distribution coefficients $k < 1$ has to do with the increase of the impurity
concentrations in the liquid phase to very high levels in the course of the Scheil freezing process. This implies that eventually the system surpasses phase boundaries or is trapped in singular points, such as a ternary eutectic point $T_{\text{eut}} = T_{\text{sol}}$ in the ternary phase space, as assumed above. The parameter values associated with $T_m$ are given in Table 1.

The liquid fraction $F$, calculated by the model, indicates the fraction of the cell volume that is in a liquid form associated with each cell in the domain and it is computed based on an enthalpy balance. The region in which the liquid fraction lies between 0 and 1 is called the mushy zone and it is modeled as a pseudo-porous medium in which the porosity decreases from 1 to 0 as the material solidifies.

$T_{\text{backwall}}$ represents the observed temperature of the back wall of the cavity, and is here obtained as an output of the model, and derived from the input parameter $T_m$. It will be compared with $T_{\text{cav}}$, the actually observed temperature, represented also by a Scheil function extrapolated to the liquidus point with the parameters shown in Table 2, together with those derived for $T_{\text{backwall}}$. This reverse procedure is adopted here to avoid the cumbersome process of iteration in combination with finite-volume analysis when aiming at deriving $T_m$ from $T_{\text{cav}}$, as in the 1D case, where just an analytical approach was combined with iteration. Note that in these definitions $F$ is an output of the numerical model.

The melting experiment serving as the experimental basis to this study was induced by a 20 K furnace-temperature offset, $T_{\text{furnace}} - T_{E}$, with respect to the eutectic temperature, at a 20 K·min$^{-1}$ ramping rate, preceded by a freeze at an offset of −5 K. In this application, offsets used in the experiment were converted to heat extraction and heat injection rates for freezing and melting, respectively. The heat extraction rate for freezing was taken as $Q_f = -3000$ W·m$^{-2}$, corresponding with an offset of −5 K. Heat injection rates, $Q$, for melting varied from 15 000 W·m$^{-2}$ to 10 000 W·m$^{-2}$ to 5000 W·m$^{-2}$, and 3000 W·m$^{-2}$, corresponding with offsets of +25 K, +16.7 K, +8.3 K, and +5 K, respectively. The determinants to this process were the heat injection rate, thermal conductivity of the ingot, the overall impurity concentration, and the distribution coefficient $k$ associated with the impurity in question. The ratio between the thermal conductivities of the liquid and solid phases was taken as 0.5. Thermo-physical properties of the materials involved are shown in Table 3.

### Table 1 Values for the main parameters used in the model for $T_m$

| Function | $T_{\text{liq}}$ (K) | $T_E$ (K) | $mc$ (K) | $k$ | $m$ (K) | $c$ (mole fraction) | $c_{\text{eut}}$ (mole fraction) | $T_{\text{eut}}$ (K) |
|----------|----------------------|----------|----------|-----|---------|---------------------|-------------------------------|------------------|
| $T_m$    | 2012.143             | 2012.229 | −0.086   | 0.316| −915    | $9.4 \times 10^{-5}$ | $4.15 \times 10^{-3}$         | 2008.43          |

### Table 2 Scheil function values for $T_{\text{cav}}$ and $T_{\text{backwall}}$

| Function | $T_{\text{liq}}$ (K) | $T_E$ (K) | $mc$ (K) | $k$ | $m$ (K) | $c$ (mole fraction) |
|----------|----------------------|----------|----------|-----|---------|---------------------|
| $T_{\text{cav}}$ | 2012.019 | 2012.131  | −0.113   | 0.415| −770    | $14.7 \times 10^{-5}$ |
| $T_{\text{backwall}}$ | 2012.118 | 2012.229  | −0.111   | 0.340| −1183   | $9.4 \times 10^{-5}$ |

...
Table 3  Thermophysical properties of the materials

| Material          | Thermal conductivity (W·m⁻¹·K⁻¹) | $C_p$ (J·kg⁻¹·K⁻¹) | Density (kg·m⁻³) | Melting heat (J·kg⁻¹) | Mass diffusivity (m²·s⁻¹) |
|-------------------|-----------------------------------|--------------------|------------------|-----------------------|---------------------------|
| Pt–C              | 200 for $T < 2011.957$ K          | 204.21             | 20 214           | 134 327.7             | $10^{-6}$                 |
|                   | 100 for $T > 2011.957$ K          |                    |                  |                       |                           |
| Graphite          | 45.6                              | 690                | 2250             |                       |                           |
| CC sheets         | 5                                 | 690                | 700              |                       |                           |
| Argon             | 1.6228                            | 520.65             | 0.0158           |                       |                           |

Fig. 2  Freezing: impurity concentration $c(x,t)$ along $x$ for different $t$; mass diffusivity $= 10^{-6}$ m²·s⁻¹

3 Results and Discussion

The results are presented in two ways:

(a) As output parameters, given as a function of time, $t$, and position, $x$, over the cross section indicated in Fig. 1 behind the back wall of the crucible describing (a) the evolution of the impurity concentration $c(x,t)$ during the preceding freeze, $Q_f = -3000$ W·m⁻², Figs. 2 and 3, and (b) the evolution of the melting front in terms of $F(t)$, $Q = 3000$ W·m⁻², Fig. 4.

(b) As output parameters, averaged over the total of the alloy material, describing (a) $T_{backwall}(F), T_{cav}(F), \text{ and } T_m(F)$ for $Q = 3000$ W·m⁻² and $Q = 15 000$ W·m⁻², Fig. 5, where the $F$ values have been obtained by the numerical model and (b) $T_{backwall}(t)$ and $T_{backwall}(F)$ as a function of $Q$, Figs. 6 and 7.
Fig. 3  Impurity concentration of the alloy after freeze. Impurity concentration and mole fraction, are defined on the color scale, given in the legend (Color figure online)

Fig. 4  Liquid fraction distribution $F(x, t)$ during melting along $x$ for different $t$ and $Q = 3000 \text{ W} \cdot \text{m}^{-2}$

3.1 Results Obtained for $c(x, t)$ and $F(x, t)$

The evolution of the freezing and melting front was studied along a perpendicular line to the back wall of the cell with the $x$ coordinate in the axis direction as shown in Fig. 1.

During freezing (from $t = 0$ s to $t = 2800$ s) from the outside with $Q_f = -3000 \text{ W} \cdot \text{m}^{-2}$, the evolution of the impurity concentration $c(x, t)$ toward the inside wall of the cell is shown in Fig. 2. The impurity distribution when the freeze ended ($t = 2800$ s), additionally illustrated in Fig. 3, is the one with which the melt starts. Since for Scheil freezing, impurities with a distribution coefficient $k < 1$ are rejected
Fig. 5 \( T_{\text{m}}, T_{\text{backwall}}, \text{as modeled, and } T_{\text{cav}}, \text{as measured, as a function of the liquid fraction } F = F(t) \) during melting. \( T_{\text{m}}: Q_f = -3000 \text{ W} \cdot \text{m}^{-2}, T_{\text{cav}}: Q = 12 000 \text{ W} \cdot \text{m}^{-2}, T_{\text{backwall}}: Q = 3000 \text{ W} \cdot \text{m}^{-2} \) and \( Q = 15 000 \text{ W} \cdot \text{m}^{-2} \).

Fig. 6 Plateaus in terms of \( T_{\text{backwall}} \) for freeze (\( Q_f = -3000 \text{ W} \cdot \text{m}^{-2} \)) and melts for different \( Q \) (in \( \text{W} \cdot \text{m}^{-2} \)).

into the liquid, the impurity concentration will pile up toward the inside of the ingot during freezing, starting from its outside, as demonstrated in Fig. 2, where the inside of the ingot is located at the right side of the figure. Therefore, an inside melting front will appear during melting, following outside freezing at a moderate freezing rate \( Q_f = -3000 \text{ W} \cdot \text{m}^{-2} \). This inhomogeneous impurity distribution was studied for different \( Q_f \)'s showing an increase of the impurity concentration near the inside crucible wall as the freeze was slower (lower \( Q_f \)).

In addition, because of the lack of available data for the mass diffusivity at this high temperature, a parametric study was carried out for different mass diffusivity values of impurities in the liquid phase giving a higher average impurity concentration in the liquid phase during freezing as the mass diffusivity increased and no significant
inhomogeneous impurity distribution, approaching the concentration \( c \) in the fully liquid state, for values of mass diffusivity lower than \( 10^{-6} \text{ m}^2\text{s}^{-1} \).

The value for \( F(x, t) \) during melting was plotted versus the \( x \) coordinate in Fig. 4 to show the creation of the two fronts for \( Q = 3000 \text{ W} \cdot \text{m}^{-2} \). In all the cases considered, eventually two melting fronts are showing up, associated with the two local maxima in the curves, shown in Fig. 4. In this figure, the mushiness of (parts of) the structure between the start of melting (\( t = 3400 \text{ s} \)), where the sample is still in the fully solid state (\( F = 0 \)), and the end of melting (\( t = 5400 \text{ s} \)), where the sample is just in its fully liquid state (\( F = 1 \)), is clearly showing up.

As shown in Fig. 8d to f, discussed more fully below, for the highest rate \( Q = 15000 \text{ W} \cdot \text{m}^{-2} \), outside melting is prominent, and inside melting starts at the end of the melting process. For the lower rates, inside melting is enhanced and the melting front is completed and in full development before the outside front has been established. See Fig. 8a to c for \( Q = 3000 \text{ W} \cdot \text{m}^{-2} \). While for \( Q = 5000 \text{ W} \cdot \text{m}^{-2} \), the inside front is still developing during melting; for \( Q = 15000 \text{ W} \cdot \text{m}^{-2} \), the inside front is coming to a stand-still just after its completion. It might well be that at still higher melting rates, melting will develop from the outside of the ingot only. This is because of the preceding freeze ending at a finite solidus point, \( T_{\text{sol}} = T_{\text{cut}} \), implying that the slope of the freezing profile in terms of the liquid–solid interface versus time remains finite at the end of freezing. At a heat injection rate associated with a slope of the temperature gradient over the liquid phase, larger than the finite slope of the freezing profile at the inside of the ingot, melting would proceed from outside only. This aspect was not considered in the 1D model [3].

3.2 \( T_{\text{backwall}}(F), T_{\text{cav}}(F), \) and \( T_{\text{m}}(F) \)

Figure 5 shows (a) \( T_{\text{backwall}} \), as simulated for the impure system for \( Q = 3000 \text{ W} \cdot \text{m}^{-2} \) and \( Q = 15000 \text{ W} \cdot \text{m}^{-2} \), (b) the liquid–solid interface temperature \( T_{\text{m}} \), \( Q_{f} = \)
Impure system $Q = 3000 \text{ W}\cdot\text{m}^{-2}$  Impure system $Q = 15000 \text{ W}\cdot\text{m}^{-2}$  Pure system $Q = 3000 \text{ W}\cdot\text{m}^{-2}$

Fig. 8  Snapshots of the melting process for the impure systems $Q = 3000 \text{ W}\cdot\text{m}^{-2}$ at (a) $t = 4500 \text{ s}$, (b) $t = 5100 \text{ s}$, and (c) $t = 5250 \text{ s}$, and $Q = 15000 \text{ W}\cdot\text{m}^{-2}$ at (d) $t = 3140 \text{ s}$, (e) $t = 3270 \text{ s}$, and (f) $t = 3280 \text{ s}$ as well as for the pure system $Q = 3000 \text{ W}\cdot\text{m}^{-2}$ at (g) $t = 2310 \text{ s}$, (h) $t = 2400 \text{ s}$, and (i) $t = 2450 \text{ s}$.

Liquid fractions are defined on the color scale, given in the legends, from close to zero (near to solid, in blue) to 1 (liquid state, in red) (Color figure online)

$-3000 \text{ W}\cdot\text{m}^{-2}$ established during the preceding freeze (derived in the 1D model), and (c) the actually measured temperature $T_{\text{cav}}$ for $Q = 12000 \text{ W}\cdot\text{m}^{-2}$ (in Scheil representation). $T_m$ served as a reference to $T_{\text{cav}}$ (in the 1D study) and is likewise to serve as a reference to $T_{\text{backwall}}$ (in the underlying 2D simulation). For $F = 0.5$, it is found that $T_m - T_{\text{backwall}} = 38 \text{ mK}$ and $87 \text{ mK}$ for $Q = 3000 \text{ W}\cdot\text{m}^{-2}$ and $Q = 15000 \text{ W}\cdot\text{m}^{-2}$, respectively, and $T_m - T_{\text{cav}} = 129 \text{ mK}$. This shows that the relation between the experimental curve $T_{\text{cav}}$ (in Scheil representation) and $T_m$ is different from that between $T_{\text{backwall}}$ (the “measured curve,” as predicted in 2D simulation) and $T_m$, where $T_m$ is the characteristic of the preceding freeze in both the 1D and 2D cases, the difference depending on the heat injection rate associated with $T_{\text{backwall}}$.

However, the smaller temperature difference, $T_m - T_{\text{backwall}}$, in 2D, as compared with $T_m - T_{\text{cav}}$ in 1D, shown in Fig. 5, is in part due to the fact that radiative interactions between the cavity cylindrical section and the back wall of the cavity in 2D/3D, absent in 1D, lead to a reduction of the temperature drop across the cavity bottom in 2D. But it is mainly due to the higher heat injection rate (of $Q = 12000 \text{ W}\cdot\text{m}^{-2}$, at a temperature offset of $+20 \text{ K}$), associated with the experimental melting curve $T_{\text{cav}}$, leading to a downward shift of $T_{\text{cav}}$ with respect to $T_{\text{backwall}}$, the latter being obtained at
\[ Q = 3000 \text{ W m}^{-2}. \] For \( T_{\text{backwall}} \), \( Q = 15000 \text{ W m}^{-2} \), there is reasonable consistency between the results obtained in 1D and 2D.

### 3.3 \( T_{\text{backwall}}(t) \) as a Function of \( Q \)

In Fig. 6 the melting plateaus are shown for different heat injection rates, together with the curve of the preceding freeze \( (Q_f = -3000 \text{ W m}^{-2}) \). The step near the end of the melting curve is associated with thermal bridging being initiated, near the back wall of the cavity [9]. This is corroborated by the plots shown in Fig. 7. From an inspection of Fig. 6, it seems that, overall, the melting temperature, as observed, is lower than the freezing temperature. This is probably in part due to the circumstance that because of thermal bridging near the end of the melting process, in fact, the melting curves are cut off from reaching the actual liquidus temperature, and thus the curves are, as it seems, shifted downward with respect to the freezing curve, for which at the liquidus temperature thermal bridging is not interfering at all.

In Fig. 7 the melting plateaus for different heat injection rates as a function of the liquid fraction \( F \) are represented. Thermal bridging is showing up as the steep upturn, following the melting plateau. The higher the melting rate, the closer is the upturn to \( F = 1 \), as further discussed below. A slight decrease of the point of inflection temperature, associated with the upturn, is also observed for faster melts.

At a low heat injection rate, say \( Q = 3000 \text{ W m}^{-2} \), thermal bridging occurs at a relatively low liquid fraction, where the well-developed inside and outside fronts meet about midway the stretch between the outside and inside of the ingot, away from the rim of the cavity cone. In contrast, at a high injection rate, say \( Q = 15000 \text{ W m}^{-2} \), thermal bridging occurs at a relatively high liquid fraction, where the outside front meets the quite restricted inside front close to the inside of the ingot, and near the rim of the cavity cone. All in all, the shift in thermal bridging toward \( F = 1 \) is correlated with the inside melting front shrinking with an increase in the heat injection rate, with the outside melting getting the upper hand. This is further corroborated by the snapshots shown in Fig. 8 for \( Q = 3000 \text{ W m}^{-2} \) and \( Q = 15000 \text{ W m}^{-2} \) impure systems and \( Q = 3000 \text{ W m}^{-2} \) pure system. For these cases, a snapshot is shown at the time where the inside melting front is just completed (Fig. 8a, d, g), where thermal bridging is taking place (Fig. 8b, e, h), and near the end of the melt where the region all around the cavity bottom, and a bit further, is surrounded by the liquid phase (Fig. 8c, f, i).

Apparently, the higher the melting rate, the closer is the L/S interface to the cavity wall just before the occurrence of thermal bridging where the impurity concentration is the highest. This may explain the observed decrease of the inflection point of the melting curve with increasing melting rate in Fig. 7. In addition, this provides a subsidiary explanation to the melting curves being shifted downward with respect to the freezing curve in Fig. 6: the liquidus point of the freezing curve is associated with the lowest impurity concentration \( c = 9.4 \times 10^{-5} \) mole fraction at the start of freezing.

From Fig. 8b, e where thermal bridging is taking place for \( Q = 3000 \text{ W m}^{-2} \) and \( Q = 15000 \text{ W m}^{-2} \), respectively, it might appear at first sight that the steep upturns, say in Fig. 6, marking the event of thermal bridging are situated at an unexpected large value of \( F = F_{\text{infl}} \). But note that the sections not colored red in Fig. 8, also the blue...
3.4 Error $\Delta T_E$ in $T_E$ When Disregarding the Effect of Two-Front Melting

Here we concentrate on the curves representing $T_{\text{backwall}}(F)$ for heat injection rates, $Q = 3000 \text{ W} \cdot \text{m}^{-2}$ and $Q = 15 000 \text{ W} \cdot \text{m}^{-2}$, the extremes of the melting rates are considered, in Fig. 5.

As demonstrated above for both injection rates, we would have two-front melting. For the ideal case of inside melting only, disregarding the effect of the furnace-temperature gradient, we would have thermal bridging between the outside and inside of the ingot when, at the end of the melting process, the melting front reaches the outside of the cavity wall, i.e., at liquid fraction $F = F_{\text{liq}} = 1$, resulting in an abrupt upturn of the melting curve.

On the contrary for the real case of two-front melting, in question, the fronts will meet at some intermediate position between the inside and outside of the ingot, at intermediate liquid fraction $F_{\text{infl}} < 1$, and at an intermediate impurity concentration, $cF_{\text{infl}}^{k-1} > c$, at which event we will have thermal bridging between the outside and inside of the ingot, resulting in an abrupt upturn of the melting curve $T_{\text{backwall}}(t)$, as observed in the simulations.

Note that in practice such abrupt upturns, induced by two-front melting, may be blurred out by thermal bridging running in parallel, and induced by a furnace-temperature gradient, imposed upon the ingot, which is a more continuous process [10–12]. On the one hand, the latter effect is disregarded in our simulations, to just concentrate on the effect of two-front melting, but on the other hand, since the inflection point usually observed in the melting curve, as measured, is generally attributed to the furnace-temperature gradient effect, by this the effect of two-front melting is disregarded. By assuming that just inside melting is involved rather than two-front melting, as is the case, an error $\Delta T_E = mc(1 - F_{\text{infl}}^{k-1})$ in the eutectic temperature of the pure system would be made. For the curves $Q = 3000 \text{ W} \cdot \text{m}^{-2}$ and $Q = 15 000 \text{ W} \cdot \text{m}^{-2}$, we have $F_{\text{infl}} = 0.85$ and $F_{\text{infl}} = 0.94$, respectively. For the error $\Delta T_E$, with $mc = -0.086 \text{ K}$, $k = 0.316$, Table 1, we get the results summarized in Table 4.

Still these results are well within the standard uncertainty, $u(T_E) = 0.06 \text{ K}$ attributed earlier to the eutectic Pt–C, disregarding the effect of two-front melting. This is due to the relatively low overall impurity concentration, in this case $c = 9.4 \times 10^{-5}$ mole fraction, characterizing ingots, chosen to represent eutectic reference fixed points.

### Table 4  Error $\Delta T_E$ in the eutectic temperature of the pure system, made when assuming inside melting only

| $Q$ (W·m$^{-2}$) | $F_{\text{infl}}$ | $F_{\text{infl}}^{(k-1)}$ | $\Delta T_E$ (K) |
|------------------|------------------|------------------|------------------|
| 3000             | 0.85             | 1.118            | 0.01             |
| 15 000           | 0.94             | 1.043            | 0.004            |

parts, are in a mushy condition $0 < F < 1$, thus partly liquid, which explains the seemingly relative large values of $F_{\text{infl}}$ in Fig. 6.
Fig. 9 Melting plateaus in terms of $T_{\text{backwall}}$ for pure and impure systems as function of $F$ for $Q = 3000 \, \text{W} \cdot \text{m}^{-2}$

This is always assuming that the melting curve $T_{\text{backwall}}(t)$, as observed, has been corrected for the temperature drop $\Delta T = \Delta T_b + \Delta T_L(t)$, across the cavity bottom, $\Delta T_b$, and across the liquid phase between (inside) melting front and the back wall of the cavity wall, $\Delta T_L(t)$, such as to virtually coincide with the profile $T_m$ up to $F_{\text{infl}}$. For $Q = 3000 \, \text{W} \cdot \text{m}^{-2}$ and $Q = 15,000 \, \text{W} \cdot \text{m}^{-2}$, these corrections amount to about $+0.03 \, \text{K}$ and $+0.06 \, \text{K}$, respectively, at $F = F_{\text{infl}}$, where thermal bridging is initiated, which thus cannot be neglected.

3.5 Pure System Compared with the Impure System

Finally, the comparison between a pure and an impure system for $Q_f = -3000 \, \text{W} \cdot \text{m}^{-2}$ and $Q = 3000 \, \text{W} \cdot \text{m}^{-2}$ is shown in Fig. 9, representing $T_{\text{backwall}}$ as a function of the liquid fraction $F$. For the pure system we have outside melting only. For the impure system it can be seen again how inside melting and thermal bridging made the measured temperature, as simulated, to sharply step up before completion of the melt. See also Fig. 7 and the snapshots in Fig. 8. For the pure case, thermal bridging is a more continuous process distributed over a relatively deep melting front as also clarified in the associated snapshots in Fig. 8.

4 Conclusions

The effect of the impurity distribution on fixed-point temperature during freezing has been modeled, and its effect on the subsequent melt has been analyzed.

For all the melting heat injection rates, $Q$, from $15,000 \, \text{W} \cdot \text{m}^{-2}$ to $3000 \, \text{W} \cdot \text{m}^{-2}$ for the impure system considered, sharp upturns in the melting curve appeared, in agreement with what is often observed in the experiments. The upturn is related to
thermal bridging being initiated around the back wall of the cavity. It turned out that
the lower the melting rate, the more pronounced is the inside melting front, whereas at
higher melting rates, outside melting gets the upper hand. Only outside melting occurs
for the pure system.

In the case of an impure system, in the earlier study in a one-dimensional repre-
sentation, melting started always at the inside of the ingot and whether or not outside
melting was induced, in addition, depended on the magnitude of the heat injection rate.
On the other hand, in the two-dimensional representation studied here, it was found
that always two melting fronts were involved within the range of heat injection rates
considered. Whether or not we would have inside melting only for $Q < 3000\, \text{W}\cdot\text{m}^{-2}$
remains to be studied at the cost of huge amounts of computing times. On the other
hand, it has been conjectured above that at melting rates $Q > 15\,000\, \text{W}\cdot\text{m}^{-2}$, melting
will eventually develop from the outside of the ingot because, in practice, only the
solidus point remains at a finite temperature. If this conjecture would be confirmed
later, this should apply to the 1D system as well.

The errors in $T_E$, the transition temperature of the pure system, associated with the
effect of two-front melting, are well within the standard uncertainty $u(T_E) = 0.06$ K
attributed earlier to the eutectic Pt–C, disregarding the effect of two-front melting.
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