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Abstract

In order to acquire geographical data by aerial photogrammetry, many images should be taken from an aerial vehicle. After that, the images are processed with the help of the structure-from-motion (SfM) technique. Multiple neighboring images with a high rate of overlapping should be obtained for high-accuracy measurement. In the event of natural disasters, UAV operation may sometimes involve risk and should be avoided. Therefore, an easy and convenient method of operating the UAVs is needed. Reports exist on some applications of the UAVs with other devices; however, it will be difficult to prepare a number of such devices in emergency. We considered the most suitable condition for image acquisition by using the UAV. Specifically, some of the altitudes and the rate of overlapping were attempted, and accuracies of the 3D measurement were confirmed. Furthermore, we developed a new camera calibration and measurement method that requires only a few images taken in a simple UAV flight. The UAV in this method was flown vertically and the images were taken at a different altitude. As a result, the plane and height accuracy was ±0.093 and ±0.166 m, respectively. These values were of higher accuracy than the results of the usual SfM software.

Keywords: UAV, 3D measurement, camera calibration, overlapping, accuracy

1. Introduction

The demand for the unmanned aerial vehicles (UAVs) is increasing as they find applications in various fields. For example, more accurate geographical data can be acquired by using the UAVs than by using the usual aerial photogrammetry [1]. The UAVs can take high resolution images as they are able to fly at low altitudes [2]. In addition, the UAVs can be used for observation of natural disasters [3, 4] or for surveying the construction sites [5, 6]. Such applications need rapid and low-cost surveying, and the UAVs are well suited for that purpose [7]. In the case of applying this method to the public survey, the manual published by the Geographical Survey Institute of the Ministry of Land, Infrastructure and Transport in Japan prescribes that the overlap ratio between continuous images is 80% or more. Therefore, even in a narrow target area, it should be taking about several dozen sheets. Also, photogrammetry software equipped with SfM (Structure from Motion), which is now mainstream, also supports such a large number of images. However, since the imaging method as described above requires technology and labor for operating the
UAV, there is a concern in terms of cost, such as requiring a dedicated operator when applying in various construction sites or the like.

Therefore, when applying survey by UAV in the landscaping space, with the aim of minimizing the labor of imaging while ensuring adequate measuring accuracy, measuring precision with respect to change in ground level and the number of images taken to be verified. In addition, we tried 3D modeling in urban plaza and hilly terrain by using the obtained results. Furthermore, we developed a new camera calibration and measurement method which requires only a few images taken in a simple UAV flight. The UAV in this method was flown vertically and the images were taken at a different altitude. We compared the measurement accuracy of the proposed method against the SfM method and evaluated the performance of the proposed method by checking the accuracy.

2. Background of UAV photogrammetry

UAV has been developed for military purposes in the United States since the 1950s and has been developed as a small unmanned reconnaissance aircraft around 1970 due to progress of electronic guidance technology and the like. Utilization of UAV in Japan started spreading because it was used since the late 1990s for spraying pesticides; now it is applied in information gathering and surveying at various sites, and its use in media and entertainment is expanding. Among them, aerial photogrammetry is an application field of particular importance. Normal aerial photogrammetry is carried out by a manned aircraft to image the ground above several hundred to several thousand meters from the altitude to the ground, mainly to create a topographic map. On the other hand, since the altitude of the UAV to the ground is as low as several tens to 100 m, it is possible to create a more detailed topographic map than the manned aircraft. Also, since UAV is inexpensive, maneuverable, and easy to operate compared with a manned aircraft, it demonstrates superior ability in capturing terrain during emergencies such as when a disaster occurs. Furthermore, it is expected to be a tool to improve the efficiency of surveying in earthworks and concrete works. Therefore, it can be said that evaluation of measurement accuracy for UAV photogrammetry is required due to such applications.

3. Acquisition of images for evaluation

3.1 UAV devise and test site

The images for checking the accuracy were taken at a UAV test site in Kanagawa, Japan. The UAV test site is managed by the Japan Society for Photogrammetry and Remote Sensing. Figure 1 shows the entrance to the UAV test site. There are 76 points of circular ground marks that have Japanese national coordinate in the test area of about 5000 m², as shown in Figure 2. The center coordinates of the ground marks were given by performing the ground survey of the whole site by a total station. This allowed comparing the given coordinates and the results of the UAV photogrammetry and checking the accuracy of the photogrammetry.

Figure 3 shows the UAV “DJI Inspire 1” which was used for taking the images. The camera “FC350” on the Inspire 1 has 4000 × 2250 pixels and 4 mm focal length.
3.2 Altitude and overlapping rate

The taking the image of the accuracy verification on the test site was carried out on 23 October, 2016. The altitude of the UAV was set as three stages of 40, 60, and 80 m. The taking at each altitude was carried out so that the overlap ratio was 90% and the side lap ratio was 60%. As a result, the number of image acquired at each altitude at the ground level was 135 for 40 m, 57 for 60 m, and 26 for 80 m. Figure 4 shows samples of images taken at each altitude.

Figure 1.
Entrance to UAV test site.

Figure 2.
76 ground marks in the test site.
Figure 3.
*DJI Inspire 1.*

Figure 4.
*Sample images at each altitude. (a) 40 m, (b) 60 m, and (c) 80 m.*
4. Verification of measurement accuracy

4.1 Details of the verification

3D surveying for each ground mark was carried out by photogrammetry, and accuracy verification was carried out using the image of the test site obtained by such taking image. In the verification of accuracy, in addition to verification by each altitude to ground level, verification is also required when using images with overlap rates of 50, 60, 70, 80, and 90% in the form of thinning took images, respectively. As a result, the number of images in the verification was 135 with the relationship between the ground altitude and the overlap ratio of 40 m and 90%, which was the largest number, and the number of the images was 6 in the case of 80 m and 50%. In the verification, among the 76 points of the ground marks at the test site, 9 points, 13, 17, 25, 33, 42, 47, 70, 75, and 76, were set as control points. On the other hand, the other 67 points were set as verification points, and the accuracy verification of the 3D coordinates obtained for the verification point was decided. For accuracy verification, Agisoft PhotoScan Professional (hereinafter referred to as PhotoScan) which is a general photogrammetry software with SfM was used.

4.2 Results of the verification

In order to verify the accuracy for each condition, root mean square errors (RMSEs) were calculated with the following equation.

\[
\sigma_0 = \pm \sqrt{\frac{v_1^2 + v_2^2 + v_3^2 + \cdots + v_n^2}{n-1}} = \pm \sqrt{\frac{\bar{v}^2}{n-1}}
\]

where,

\[
\sigma_0 : \text{RMSE} \\
v : \text{Residual error} \\
n : \text{Number of the data}
\]

Table 1 shows the results of accuracy verification carried out as mentioned above. The measurement accuracy shown in the same table is set by setting the value of the ground control point survey at each verification point to the true value and the value of the photogrammetry by the UAV as the measurement value and calculating the standard deviation calculated from the difference value of both at each point. From this result, it can be confirmed that an accuracy of about 0.05 m is obtained at any altitude of ground and overlap ratio. According to the precision standard of earthmoving specified by the Ministry of Land, Infrastructure and Transport, if it is within 0.1 m, it can be applied to the construction surveying and rock surveying. The results of this verification can be confirmed to satisfy the above-mentioned numerical values in any of the results. On the other hand, it is also possible to apply it to measurement of shape within 0.05 m. Regarding this numerical value, at the overlap rate of 90%, any ground altitude is satisfied; however, the result satisfied with 80% or less is mostly at the ground altitude of 40 m. In theory, in the photogrammetry, the altitude of the ground is low, and as the overlap rate becomes higher, the accuracy improves. It is thought that the results according to the situation were obtained.

In addition to the above results, it was confirmed that certain results can be obtained at any ground altitude and overlap rate in this verification. In other words, in the landscaping space where various environments exist in natural space and urban space, the possibility that the method of flight of UAV is limited may be
considered; however, by this verification, it is possible to fly according to the local situation.

From the above results, it is suggested that the usefulness of surveying in the landscaping space using UAV was suggested, so the case of 3D modeling by UAV conducted at the two survey sites is shown below.

5. Examples of application

5.1 Measurement for plaza

First of all, as an application to UAV’s open space in urban space, we decided to do 3D modeling on Yurinoki Plaza at Tokyo University of Agriculture Setagaya Campus (Setagaya, Tokyo) as shown in Figure 5. In the Yurinoki Plaza, several trees were planted in a space of about 6000 m² covered with lawn. In addition, there are buildings such as research buildings around the open space, and these buildings are also subject to 3D modeling. The images of Yurinoki Plaza were taken by UAV, and a total of 431 images were taken. Of these, 87 images were taken from the UAV in the vertical direction to the ground with an overlap rate of 80% from the altitude of 20 m to the ground and the other 344 aimed the camera in the horizontal direction. Figure 6 shows samples of the took image.
The image taken as mentioned above was processed by PhotoScan; 3D point cloud data of each feature captured in the image was generated. Next, a high density point cloud is generated from the obtained point cloud. Compared with the point cloud, the high density point cloud has a high density of point clouds composed of data. Therefore, it seems that texture is attached at the viewpoint from a distance, since it is a set of points to the last, the part where the hole is open as a surface becomes conspicuous because it is a set of points to the last. Figure 15 shows a target point indicated by the high density point cloud. Finally, texture mapping was performed for the high density point cloud, and a 3D model could be generated as shown in Figure 7. In addition, it was confirmed that the area of the plum tree calculated from the created 3D model was 6358.4 m², which was almost the same as the area (6357.7 m²) obtained by ground survey by the total station. In addition, this plaza closed in 2017, and a new research building scheduled for completion in 2020 is being built in this place. In other words, since the results of this report acquired 3D data before closing the open space, it is expected to be utilized as a record of changes in the campus.

5.2 Measurement for mountain area

As an application to the natural space of UAV, it is necessary to perform 3D modeling on the hilly area of about 200,000 m² between Tenjinzawa and
Hatayazawa in Matsuda town, Kanagawa Prefecture, respectively, as shown in Figure 8. This area was a place where Matsuda Castle was built in the late Heian era (twelfth century) and is currently managed by Matsuda Town as Matsuda Castle Ruins. The Tomei Expressway passes the southern end of the slope; however, the
slope was excavated when constructing this expressway, and there was a circumstance that part of Matsuda Castle site was lost. In this research, the image taken at the Matsuda Castle site by UAV was performed on May 19, 2016, and the image taken with an 80% overlap ratio was secured from the altitude of 70 m. As a result, the number of images taken was 949.

The images taken as mentioned above were processed by PhotoScan. The difference in height from the vicinity of the top of Matsuda Castle to the Tomei Expressway, which was obtained from the created 3D model, is about 66.3 m, which is almost equal to the value (65.5 m) obtained from the Geographical Survey Institute. In addition, the created 3D model also includes the parts excavated by the road construction mentioned above. Therefore, the terrain before excavation clarified by the excavation survey was reproduced as shown in Figure 9 in complementing the current 3D model. As a result, it is expected that the drilling site by road construction will become visibly apparent, and it will be useful for preservation and management of the future remains.

6. Development of new photogrammetric method

In the above sections, many images should be taken from an aerial vehicle which moves in the horizontal direction and at a fixed altitude [8]. After that, the images are processed with the help of the SfM technique [9]. Multiple neighboring images with a high rate of overlapping should be obtained for high accuracy measurement [10], which calls for labor and cost. In the event of natural disasters, UAV operation may sometimes involve risk [11] and should be avoided. Therefore, an easy and convenient method of operating the UAVs is strongly needed. Reports exist on some applications of the UAVs with other devices [12]; however, it will be difficult to prepare a number of such devices in emergency.

In this research, we developed a method of limiting the movement of UAV only in the vertical direction, using only a small number of images vertically taken at different ground altitudes and performing aerial photogrammetry without using the ground reference point. In addition, in order to evaluate the performance of the developed method, verification was performed by comparing surveying accuracy with general photogrammetry software.

6.1 Acquisition of images for evaluation

The images for checking the accuracy were also taken at a UAV test site, and DJI Inspire 1 also was used for taking the images.
Since the method developed in this research eliminates the ground control point, the obtained 3D coordinates are local coordinates based on arbitrary origin and coordinate axes. Also, to calculate 3D coordinates by this method, it is necessary to give only the distance between two arbitrary points as a known quantity. In this research, we decided to treat the distance (14.831 m) between the airspace signs No. 27 and 35 as shown in Figure 10 as a known amount.

6.2 Theory of the proposed method

In this research, photogrammetry is carried out by using a plurality of vertical images taken from UAV and acquiring common corresponding points for each image. In general photogrammetry procedures, first of all, after performing orientation processing (camera calibration) to obtain exterior orientation parameters such as shooting points and posture of the camera at the time of shooting and interior orientation parameters such as focal length and lens distortion correction coefficient, 3D surveying of the measurement point will be carried out. However, the method developed in this research is to obtain the optimal solution of each parameter while advancing the camera calibration and the 3D survey at the same time. The details of this method will be described below for each procedure.

6.2.1 Estimation of relative distance

We estimate relative positional relationships with each principal point with respect to a plurality of vertical images taken from UAV. Figure 11 schematically shows the situation of the camera at the time of taking each image, and it is assumed to be 1, 2, ... in descending order of altitude to ground. First, the approximate ground altitude for each image was calculated. In this calculation, let the arbitrary two point distance set as described above be a known amount $L$, let the length on the sensor when $L$ is took on the image be $l_1, l_2, ...$ the focal point of the camera when the distance is $f$, the approximate imaging heights $H_1, H_2, ...$ for each image are obtained by the following equation.

$$H_i = \frac{L}{l_i}f \quad (i = 1, 2, 3, \ldots)$$
where,

- \( H_i \): Altitude of pictures (approximate) (m)
- \( L \): Given distance (m)
- \( l_i \): Given distance on sensors (m)
- \( f \): Focal length (approximate) (m)

Therefore, the relative distance between the lowest principal point and the other \( B_{z1}, B_{z2}, \ldots \) and \( B_{z5} \) could be calculated by the following equation.

\[
B_{zi} = H_i - H_1 \quad (i = 1, 2, 3, \ldots)
\]

where,

- \( B_{zi} \): Distance between principal points (approximate) (m)
- \( H_i \): Altitude of pictures (approximate) (m)

6.2.2 Relative orientation

The relative orientation is to obtain relative took points and postures with respect to a plurality of took images. Generally, relative orientation is often performed only between two images; however, in this study, based on the image No.1 in Figure 11 as a reference, relative orientation with respect to the other images after image 2. We decided to do all at the same time. In other words, it is assumed that image 1 is taken with no inclination at the origin of the relative coordinates, and the relative point and rotation angle at the time of taking after the image 2 are obtained at the same time. Furthermore, with respect to mutual orientation in this research, the interior orientation parameter of the camera is also set as an unknown quantity as a parameter common to each image, and the orientation is performed at the same time. Figure 12 shows a coplanar condition that focuses on only No. 1 and 5 images. The principal points of these two images and a common

Figure 11.
Positional relation of vertical images.
point P are set as one plane (epipolar plane). Hereinafter, the details of the present method will be described based on the figure.

Let the principal points of each image be \( O_1(0, 0,0) \) and \( O_5(B_x, B_y, B_z) \), image points of P be \( p_1(x_1, y_1) \) and \( p_5(x_5, y_5) \). Then, the relationship of these two images is expressed by the following coplanarity equation.

\[
\begin{bmatrix}
B_x & B_y & B_z \\
X_1 & Y_1 & Z_1 \\
X_5 & Y_5 & Z_5
\end{bmatrix} = 0
\]

where,

\[
\begin{align*}
X_1 &= \begin{pmatrix} x_1 \\ y_1 \\ -f \end{pmatrix} \\
Y_1 &= \begin{pmatrix} x_1 \\ y_1 \\ -f \end{pmatrix} \\
Z_1 &= \begin{pmatrix} x_1 \\ y_1 \\ -f \end{pmatrix} \\
X_5 &= \mathbf{R} \begin{pmatrix} x_5 \\ y_5 \\ -f \end{pmatrix} + \begin{pmatrix} B_x \\ B_y \\ B_z \end{pmatrix} \\
Y_5 &= \mathbf{R} \begin{pmatrix} x_5 \\ y_5 \\ -f \end{pmatrix} + \begin{pmatrix} B_x \\ B_y \\ B_z \end{pmatrix} \\
Z_5 &= \mathbf{R} \begin{pmatrix} x_5 \\ y_5 \\ -f \end{pmatrix} + \begin{pmatrix} B_x \\ B_y \\ B_z \end{pmatrix}
\end{align*}
\]

\[
\mathbf{R} = \begin{pmatrix}
1 & 0 & 0 \\
0 & \cos \omega & -\sin \omega \\
0 & \sin \omega & \cos \omega
\end{pmatrix} \begin{pmatrix}
\cos \phi & 0 & \sin \phi \\
0 & 1 & 0 \\
-\sin \phi & 0 & \cos \phi
\end{pmatrix} \begin{pmatrix}
\cos \kappa & -\sin \kappa & 0 \\
\sin \kappa & \cos \kappa & 0 \\
0 & 0 & 1
\end{pmatrix}
\]

\( \omega, \phi, \kappa \) : rotation angle of No.5

\( f \) : focal length

The relative distance \( B_{z1} \) obtained by Eq. (3) is substituted for \( B_z \) in Eq. (4). That is, under normal coplanar conditions, \( B_z \) is a fixed value; however, in this case,
relative orientation is done with $B_z$ as a known quantity. Furthermore, in the mutual orientation in this method, since the interior orientation parameter common to each image is also treated as an unknown quantity, it is necessary to consider the interior orientation parameter with respect to the image coordinates of the image points $p_1$ and $p_5$. That is, considering the principal point positions as $u_0$ and $v_0$, the scale factors as $a_1, a_2, a_3,$ and $a_4$, as for the lens distortion, the radiation direction (coefficients: $k_1, k_2,$ and $k_3$) and the tangential direction ($p_1, p_2$), $(x_i, y_i)$ ($i = 1, 5$) in the Eq. (4) is obtained by converting the pixel coordinates $(u_i, v_i)$ ($i = 1, 5$) obtained from each took image by the following equation.

$$
\begin{align*}
x_i &= x'_i + x'_i(k_1 r^2 + k_2 r^4 + k_3 r^6) + p_1 \left(r^2 + 2x'^2_i\right) + 2p_2 x'_i y'_i \\
y_i &= y'_i + y'_i(k_1 r^2 + k_2 r^4 + k_3 r^6) + p_2 \left(r^2 + 2y'^2_i\right) + 2p_1 x'_i y'_i
\end{align*}
$$

where,

$k_1, k_2, k_3$: Coefficients of radial distortion
$p_1, p_2$: Coefficients of tangential distortion
$r = \sqrt{x'^2_i + y'^2_i}$

By sequentially deriving the coplanar conditional expressions from each pair based on image 1, the parameters shown in Table 2 are unknown quantities in the mutual orientation here. In other words, if one set of corresponding points is obtained between each image, one coplanar condition formula can be obtained, so it is necessary to acquire corresponding points so that a coplanar condition formula exceeding the number of unknown quantities can be obtained. For example, if the number of images is five, the unknown quantity is $10 + 5 \times (5 - 1) = 30$; however, if 8 or more corresponding points are obtained, the coplanar conditional expression becomes $8 \times (5 - 1) = 32$ or more, and it is possible to obtain a solution.

| Interior Parameters (10) | Relative Orientation Parameters (5 x (n-1)) |
|--------------------------|-------------------------------------------|
| Focal Length (mm) $f$    | $\omega_2, \omega_3, \omega_4, \ldots$    |
| Principal Point (pixel) $x_p, y_p$ | Rotation Angle $\varphi_2, \varphi_3, \varphi_4, \ldots$ |
| Scale Factor $a_1, a_2$ | $\kappa_2, \kappa_3, \kappa_4, \ldots$ |
| Coefficients of Radial Distortion $k_1, k_2, k_3$ | Camera Position $B_z, B_{z3}, B_{z4}, \ldots$ |
| Coefficients of Tangential Distortion $p_1, p_2$ | $B_{y2}, B_{y3}, B_{y4}, \ldots$ |

Table 2.
Unknown parameters of relative orientation.
6.2.3 Calculation of 3D actual coordinates

Since the relative orientation parameter and the interior orientation parameter for all the images were obtained by the above processing, here, the calculation of the 3D relative coordinates for each measurement point is performed under the collinear condition. The collinear condition is a condition in which the three points, the ground survey point \((X, Y, Z)\), the image point \((x, y)\) on the sensor, and the principal point \((X_0, Y_0, Z_0)\), exist in a straight line. Yes, it is expressed by the following equation as a collinear condition expression.

\[
\begin{align*}
x &= -\frac{a_{11}(X - X_0) + a_{12}(Y - Y_0) + a_{13}(Z - Z_0)}{a_{31}(X - X_0) + a_{32}(Y - Y_0) + a_{33}(Z - Z_0)} \\
y &= -\frac{a_{21}(X - X_0) + a_{22}(Y - Y_0) + a_{23}(Z - Z_0)}{a_{31}(X - X_0) + a_{32}(Y - Y_0) + a_{33}(Z - Z_0)}
\end{align*}
\]

where,

\[
\begin{pmatrix}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{pmatrix} = \begin{pmatrix}
1 & 0 & 0 \\
0 & \cos \omega & -\sin \omega \\
0 & \sin \omega & \cos \omega
\end{pmatrix} \begin{pmatrix}
\cos \phi & 0 & \sin \phi \\
0 & 1 & 0 \\
-\sin \phi & 0 & \cos \phi
\end{pmatrix} \begin{pmatrix}
\cos \kappa & -\sin \kappa & 0 \\
\sin \kappa & \cos \kappa & 0 \\
0 & 0 & 1
\end{pmatrix}
\]

That is, since two collinear conditional expressions for one measurement point are obtained for each image, if there are two or more images, it is possible to obtain 3D relative coordinates by \(2 \times 2 = 4\) or more collinear conditional expressions. It is possible to solve the three unknown quantities. As a result, 3D relative coordinates for all measurement points are obtained.

Further, all of the obtained 3D relative coordinates are converted into the coordinates of the real scale by the length given as the known amount as shown in Figure 10. That is, from the ratio between the actual length and the length on the sensor between points known as known amounts, the 3D relative coordinates for all the measurement points are converted to the coordinates on the real scale. When converting to real scale coordinates, it is necessary to set the coordinate origin and coordinate axes.

6.2.4 Absolute orientation

Since the 3D coordinates on the real scale with respect to all the measurement points are obtained by the above processing, here, the interior orientation parameter common to each image and each exterior orientation parameter are determined by absolute orientation. In other words, in this orientation, all collinear conditional expressions are derived with all measurement points from which 3D coordinates are obtained as ground reference points, and the interior orientation parameter shown in Table 2 and the took points and attitude angles for each image. All exterior orientation parameters are to be obtained at the same time. As a result, absolute orientation for each image is completed.

6.2.5 Final orientation

The orientation parameters for every camera and the absolute 3D coordinates for every measurement point were acquired by the procedure described above. However, errors in estimation of the absolute 3D coordinates are possible due to conversion from the relative coordinates if using only one given distance. Therefore, as
the final stage of this measurement process, all three orientation parameters for all the orientation parameters and all the measurement points are regarded as unknown quantities and the final line. The orientation process shall be carried out.

6.3 Checking accuracy

In order to evaluate the performance of the proposed method, image taking was carried out at the UAV test site and the measurement accuracy verification was carried out. The images were taken by UAV in the vertical direction from the center of the UAV test site. Moreover, every 5 m in the range of the ground altitude of approximately 70–90 m and acquires 5 photos in total as shown in Figure 13. In addition, 3D coordinates for 39 points of anti-aircraft signs, which are commonly found in 5 photos, were calculated by this development method and accuracy verification was carried out based on residuals with known coordinates. At that time, as shown in Figure 14, the origin is set to No. 27 anti-aircraft marker, the direction of No. 35 is the X axis, the plane formed by these two points and three points is the XY plane, the XY plane is set as the Z axis. In order to applying the proposed orientation method for acquisition of 3D coordinate of these anti-aircraft signs except origin point, the orientation can be performed by using only 2 images. However, in the case of a small number of images, the observation equation and the number of unknown quantities compete with each other, and the convergence state of the calculation by the least squares method becomes unstable. Even in the images taken in this research, trial was done with a small number of sheets; however, it was difficult to stably obtain a convergent solution with 4 or less, so we decided to use all 5 images. Table 3 shows the results of final orientation for 5 photos. Since the ground altitude in the table is an approximate value obtained by independent positioning with GPS mounted on UAV, a difference of several meters is generated from the Z coordinate in the orientation result.

As shown in Table 4, the accuracy verification results showed that the mean square error was within ±0.200 m for both plane and height. When this precision is applied to the surveying accuracy at the earthmoving site, it is considered that the 3D point group within the position accuracy of 0.20 m can be applied to partial payment measurement, and it was recognized that it can be applied as a simple method for earthwork.

Meanwhile, as a comparison target, measurement accuracy was also calculated by general photogrammetry software. The software used is PhotoScan. In this research, PhotoScan also captured the 5 images shown in Figure 13 and calculated.
Figure 14.
Local coordinate system.

Table 3.
Results of final orientation.

| Altitude | 70 m   | 75 m   | 80 m   | 85 m   | 90 m   |
|----------|--------|--------|--------|--------|--------|
| X₀ (m)   | 13.648 | 13.823 | 14.302 | 14.180 | 14.325 |
| Y₀ (m)   | -0.619 | -1.052 | -1.297 | -1.528 | -1.958 |
| Z₀ (m)   | 74.061 | 78.676 | 83.806 | 89.035 | 94.142 |
| ω        | 6° 58" | 6° 43" | 6° 35" | 6° 33" | 6° 28" |
| ϕ        | 1° 12" | 1° 15" | 1° 10" | 1° 09" | 0° 59" |
| κ        | 3° 15" | 3° 00" | 3° 00" | 3° 14" | 2° 58" |

Table 4.
Results of checking accuracy.

| Measurement method | RMSE (m) |
|--------------------|----------|
|                    | X        | Y        | Z        |
| Standard accuracy  | ±0.040   | ±0.040   | ±0.233   |
| for 5 vertical     |          |          |          |
| images             |          |          |          |
| Proposal method    | ±0.096   | ±0.160   | ±0.166   |
| 5 vertical images  |          |          |          |
| , no GCPs          |          |          |          |
| 5 vertical images  | ±4.808   | ±3.437   | ±10.109  |
| , 3 GCPs           |          |          |          |
| PhotoScan          | ±0.094   | ±0.098   | ±0.574   |
| 5 vertical images, |          |          |          |
| 39 GCPs            |          |          |          |
| 57 horizontal      | ±0.038   | ±0.030   | ±0.048   |
| images, 9 GCPs     |          |          |          |
the 3D coordinates and measurement accuracy for anti-aircraft signs. At that time, we tried two patterns, one with only the No. 27, 35, and 62 as the reference point and one with the 39 points as the reference point. In addition, we also decided to compare it with the case where shooting was performed by a general method as photogrammetry. In other words, with the altitude of the ground set constant at approximately 70 m, the UAV was made to fly in parallel, a total of 57 images were taken to cover the entire test site with securing an overlap rate of 80%, and the image was taken into PhotoScan. The 3D coordinates and measurement accuracy in the case were also calculated. At that time, we decided to use the same number of 9 points as the standard photogrammetry. Also, as an index for evaluating each measurement accuracy obtained above, the standard accuracy generally used in photogrammetry was calculated by the following equation [13].

\[
\begin{align*}
\sigma_x &= \sigma_y = \frac{H}{f} \sigma_p, \\
\sigma_z &= \sqrt{\frac{2}{f} f} \frac{H}{B} \sigma_p
\end{align*}
\]

where,
\[
\begin{align*}
\sigma_x, \sigma_y, \sigma_z : & \text{Standard error for each axis (m)} \\
H : & \text{Altitude (m)} \\
f : & \text{Focal length (m)} \\
B : & \text{Base line (m)} \\
\sigma_p : & \text{Pointing accuracy (m)}
\end{align*}
\]

In the above equation, since five vertical took images are used in this study, \( H \) in Eq. (7) is the average value (83.944 m) of ground altitude after orientation for 5 images, \( B \) is 5. The standard accuracy was calculated using the distance (20.137 m) between the two most distant images. As for the reading accuracy, as in the general photogrammetry, one pixel was used, and the pixel was converted into the length on the sensor of the camera and was used.

As a result, in the case of using only 5 vertical images, the plan accuracy was lower than the standard accuracy for both the proposed method and PhotoScan; however, for the height accuracy only the proposed method exceeded the standard accuracy. In other words, it was confirmed that the proposed method can obtain the accuracy equivalent to that of ordinary photogrammetry, especially in the height direction, although the imaging method is simple and the ground reference point is unnecessary. On the other hand, when images taken by general parallel imaging were processed by PhotoScan, the accuracy was high enough to be applicable to the volume control of the earthworks. From the above results, it is necessary to select the shooting method by UAV according to the situation; however, it can be said that the proposed method is useful for grasping the situation of the site easily in a short time.

6.4 Consideration of the results

Figure 15 shows distribution of residuals of X and Y coordinates with respect to 39 points in an arrow direction. From the figure, within the range of about 10–20 m from the origin, the residuals at most verification points are within ±0.04 m, which is equivalent to the standard accuracy, but No. 45, 50 and 51, 55, 61, and 66, the residual is around ±0.2 m, and it can be confirmed that the accuracy deteriorates. Also, in the same figure, the distribution of the verification point positions can be confirmed to be relatively wide, ranging from about 40 m in the X direction to 50–60 m in the Y direction. In other words, in this verification, it is speculated that the verification point where the Y coordinate is far from the origin is due to the
decrease in the Y coordinate accuracy in the proposed method. From these results, it is considered preferable to set the origin as close to the measurement object as possible when applying this method in the field.

On the other hand, in order to confirm the utility for 3D measurement by the UAV, measurement accuracy of this result was compared with measurement accuracy by satellite image [14] and aerial image [15]. As a result, the RMSEs of measurement by using the satellite image were ±0.3 to 1.0 m, and the case of the aerial image were ±0.1 to 0.5 m. Such results were dependent on several number of GCPs. Therefore, it can be said the UAV is utilized for accurate measurement in a limited area.

7. Conclusions

In this research, we developed a method of using an image taken vertically from UAV and performing aerial photogrammetry without using the ground reference
point. In addition, in order to evaluate the performance of the developed method, verification was performed by comparing surveying accuracy with general photogrammetry software. As a result, since the developed method uses only a small number of vertical took images, it is presumed that the imaging effort can be reduced as compared with the usual method. Also, since the ground reference point is unnecessary, preparation for imaging is unnecessary.

On the other hand, the accuracy verification was performed by comparing with the accuracy of the ground survey by the total station; however, it is inferior in the case of using the general imaging method and software, it was confirmed that the measurement with accuracy of. Specifically, in the general method, it is about \( \pm 0.040 \) m, whereas in the proposed method, it is about \( \pm 0.100 \) m. Also, since the shooting method simply shoots UAV in the vertical direction and shoots several images, it is possible to drastically reduce the time and labor involved in shooting. From these facts, it is expected that the present development method will be used for surveying the current conditions at the earthmoving site and grasping the damage situation at the time of a disaster.

As a future task, we need to consider means for further improving accuracy. In particular, since it is confirmed that the accuracy of this method decreases with respect to a point away from the origin, it is desirable to stabilize the accuracy with respect to the position of the measurement point. Specific countermeasures include verifying the optimum number of photos according to the situation, verifying the optimum altitude difference between the photos, and using GNSS (GPS) positioning information at UAV flight. In this study, 3D coordinates are obtained as local coordinates without using the ground reference point; however, it is necessary to continue discussion on a method for efficiently obtaining global coordinates such as planar rectangular coordinates.
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