Abstract—We introduce a novel structured controller design for the electron beam stabilization problem of the UK’s national synchrotron light source. Because changes to the synchrotron will not allow the application of existing control approaches, we develop a novel method to diagonalize the multi-input multi-output (MIMO) system. A generalized singular value decomposition (GSVD) is used to simultaneously diagonalize the actuator response matrices, which is applicable to an arbitrary number of actuator dynamics in a cross-directional setting. The resulting decoupled systems are regulated using mid-ranged control and the controller gains derived as a function of the generalized singular values. In addition, we exploit the inherent block-circulant symmetry of the system. The performance of our controller is demonstrated using simulations that involve machine data.
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I. INTRODUCTION

Diamond Light Source is the UK’s national synchrotron facility that produces synchrotron light for research. This exceptionally bright synchrotron light is used as a source for various microscopic experiments, particularly in the X-ray region of the electromagnetic spectrum [1]. The light is produced by electrons that circulate around a 560m storage ring, which have been previously accelerated to 3GeV. An assembly of magnets produces a strong magnetic field that confines the electrons in the storage ring. Large magnet arrays steer and focus the electron beam whilst smaller corrector magnets attenuate the vibrations induced by disturbances. These disturbances arise from vibrations transmitted by the girders on which the magnet arrays are attached, or from internal devices, such as the insertion devices used to extract the synchrotron light. While the large magnet arrays are actuated with feedforward control, the correctors are controlled by a feedback loop. The deviation of the particles from their ideal orbital path is measured by beam position monitors and the stabilizing set-points are routed back as inputs to the corrector magnets. At Diamond, this feedback reduces the trajectory error of the electrons to 5μm in the horizontal and 600nm in the vertical plane [2]. This trajectory error must be minimized in order to retain certain properties of the synchrotron light.

Diamond Light Source has completed the conceptual design phase of a significant upgrade (Diamond-II), which will increase the brightness of the synchrotron light by raising the electron beam energy from 3GeV to 3.5GeV [3]. Currently only one type of corrector magnet is used [4], but the upgrade will instead use two types, for both high and low bandwidth corrections. The number of sensors and actuators will be increased from 172 to 252 and 173 to 396, respectively. In addition, the sampling frequency will be increased from 10kHz to 100kHz. As a consequence of these changes, the feedback controller for the corrector magnets must be redesigned.

The design and analysis of electron beam stabilization controllers is a mature subject (with contributions from [4]–[9]) and enjoys many parallels to the controller design for cross-directional control [2], [9], [10]. The term cross-directional refers to systems for which the spatial and dynamic components of the actuator response can be separated [11]. The vast majority of these studies focus on the case when one type of actuator is used (exceptions are [9] or [12]). The common approach for the controller design in this case is to diagonalize the MIMO system using a singular value decomposition (SVD). The system is then said to be projected into modal space, where each mode is associated with a singular value (SV) and the modes are regulated independently using single-input single-output (SISO) controllers. The introduction of multiple types of actuators prohibits the former decoupling approach [9]; because the controllable subspaces of slow and fast actuators overlap, the modal decomposition does not lead to a diagonalized system and not all modes can be controlled independently. A heuristic approach to decouple the MIMO system is presented in [9]. Based on the principal angles between these subspaces, a decoupling matrix is derived which transforms the original system into a set of SISO and two-input single-output (TISO) systems. This approach, however, is not applicable for Diamond-II, because the subspace generated by the fast actuators is entirely contained in the subspace generated by the slow actuators, so the analysis of the principal angles becomes redundant and the use of heuristics unavoidable.

This paper presents an alternative approach that uses the generalized singular value decomposition (GSVD) [13] to simultaneously diagonalize the systems formed by slow and fast actuators, resulting in two sets of SISO and TISO systems. By contrast to [9], [14], this approach does not require any heuristics to derive a decoupling matrix. Moreover, our approach is applicable to an arbitrary number of actuator arrays [15]. In addition, we exploit the inherent block-circulant structure of the control problem [16] and project the system dynamics into the spatial Fourier domain. The circulant symmetry has been shown to be key to the
robustness analysis of electron beam stabilization controllers [8] and provides a significant potential in increasing the computational efficiency [17].

**Notation and Definitions** Let \( \otimes \) denote the Kronecker product and \( I_n \) represent the identity matrix in \( \mathbb{R}^{n \times n} \). For a scalar, vector or matrix \( a \), let \( \bar{a} \) denote its complex conjugate; Let \( a^T \) denote its transpose and \( a^* \) its Hermitian transpose.

**II. Preliminaries**

**A. Process Model**

The Diamond storage ring is composed out of \( n = 6 \) identical sections. The relationship between the beam displacements \( y(t) \in \mathbb{R}^{N_y \times n} \) measured at \( N_y = n n_y = 252 \) locations around the ring and the \( N_u = n n_u = 396 \) corrector magnet inputs \( u(t) \in \mathbb{R}^{N_x \times n} \) at time \( t = k \tau \), where \( \tau \) is the sampling time, is given by

\[
y[k] = P(z^{-1}) u[k] + d[k],
\]

where \( z^{-1} \) represents the backward shift operator and \( y[k] = y(k \tau) \). The transfer function \( P(z^{-1}) \) takes the form

\[
P(z^{-1}) = R(I_n \otimes G(z^{-1})),
\]

with \( R \in \mathbb{R}^{N_y \times N_u} \) denoting the orbit response matrix and \( G(z^{-1}) \in \mathbb{C}^{n_u \times n_u} \) the diagonal actuator response matrix, which is repeated \( n \) times around the storage ring. The storage ring features two different kinds of actuators; \( N_u = n n_u = 252 \) slow magnets with a bandwidth \( a_s = 80 \text{ rad/s} \) but strong magnetic field, and \( N_f = n n_f = 144 \) fast magnets with a bandwidth \( a_f = 12 \text{ krad/s} \) but weak magnetic field. Each actuator is modeled as a first-order system subject to a delay of \( \mu \) time steps and the diagonal elements of \( G(z^{-1}) \) take the form

\[
g_{s,i}(z^{-1}) = z^{-(\mu+1)} \frac{1 - e^{-a_s(i)} \tau}{1 - z^{-1} e^{-a_s(i) \tau}},
\]

where \( \{ s, f \} \) depending on the pattern of actuators. By grouping the columns corresponding to \( g_s(z^{-1}) \) and \( g_f(z^{-1}) \), system (1) can be represented as

\[
y[k] = R_s g_s(z^{-1}) u_s[k] + R_f g_f(z^{-1}) u_f[k] + d[k].
\]

In practice, the power supplies of the magnets are subject to slew-rate and amplitude constraints. While this paper focuses on the decomposition, the following control algorithm can be robustly extended with non-linear blocks to consider actuator constraints [18].

**B. Block-Circulant Matrices**

The placement of sensors and actuators determines the structure of the orbit response matrix \( R \). If the arrangement is repeated \( n \) times around the ring, the matrix \( R \) inherits an \( n \)-fold circulant symmetry. Let \( BC(n, p, m) \) denote the set of real- or complex-valued block-circulant matrices of the form

\[
B = \begin{bmatrix}
    b_0 & b_1 & \cdots & b_{n-1} \\
    b_{n-1} & b_0 & \cdots & b_{n-2} \\
    \vdots & \vdots & \ddots & \vdots \\
    b_1 & b_2 & \cdots & b_0
\end{bmatrix}, \quad b_i \in \mathbb{C}^{p \times m}.
\]

The circulant structure entails that \( B \in BC(n, p, m) \) iff \( \hat{B} \) is block-diagonal [19]:

\[
\hat{B} = (F_n^* \otimes I_p) B (F_n \otimes I_m) = \begin{bmatrix}
    \beta_0 & & \\
    & \ddots & \\
    & & \beta_{n-1}
\end{bmatrix},
\]

where \( \beta_i \in \mathbb{C}^{p \times m} \). For real-valued \( B \), the blocks \( \beta_i \) possess additional structure: If \( n \) is even, \( \beta_0 \) and \( \beta_{n/2} \) are real while for \( i = 1, \ldots, n/2 - 1 \) it holds that \( \beta_i = \beta_{n-i} \). If \( n \) is odd, the only real-valued block is \( \beta_0 \) and the latter holds for \( i = 1, \ldots, (n - 1)/2 \). The matrix \( F_n \) with \( F_n^* F_n = I_n \) is called the Fourier matrix and the product \( F_n x \) yields the coefficients of the discrete Fourier transformation of the vector \( x \). Because the Fourier matrix appears in (9), the computational speed of a matrix-vector multiplication \( B x \) can be significantly increased by transforming into the Fourier domain, i.e. by computing

\[
B x = \pi_p^T (I_p \otimes F_n^*) \pi_p \hat{B} \pi_m^T (I_m \otimes F_n) \pi_m x,
\]

where \( \pi_p \) and \( \pi_m \) are unitary permutation matrices associated to the reversion of the Kronecker products [20]. The computational efficiency arises from the possibility of using \( m \) parallel FFTs for computing products such as \( \pi_p^T (I_m \otimes F_n) \pi_m x \) and the fact that \( B \) is block-diagonal and partly redundant for real-valued \( B \). Assuming that \( B \) is dense, the number of cells \( n \) a power of 2 and neglecting the complex arithmetic as well as the redundant blocks of \( B \), the computation time is reduced by a factor

\[
\frac{O \left( F^{-1}(\hat{B} F(x)) \right)}{O(Bx)} = \frac{(m+p)n \log_2 n + nmp}{n^2 mp},
\]

where \( \Omega \) is the computational cost of the Kronecker product and \( \bar{O} \) is the computational cost of the matrix-vector product.

The Diamond storage ring features a 6-fold circulant symmetry with blocks of size \( 42 \times 66 \). With an implementation that considers the redundant blocks in (7a), we measured that one can achieve a reduction in computation time between 70% and 80% [16].

**C. Generalized Singular Value Decomposition**

The generalized singular value decomposition (GSVD) simultaneously diagonalizes two matrices. The following theorem has been transposed and adapted to the given problem dimensions.

**Theorem 1 (GSVD [21][Thm. 8.7.4])**: Given \( A \in \mathbb{C}^{q \times q} \) and \( B \in \mathbb{C}^{q \times m} \) with \( m < q \), there exist orthogonal \( U_A \in \mathbb{C}^{q \times q} \) and \( U_B \in \mathbb{C}^{m \times m} \) and a nonsingular \( X \in \mathbb{C}^{q \times q} \) such that

\[
A = X \begin{bmatrix}
    S_A & 0 \\
    0 & I_{q-m}
\end{bmatrix} A^* \quad B = X \begin{bmatrix}
    S_B & 0 \\
    0 & I_m
\end{bmatrix} B^*,
\]

where the diagonal matrices \( S_A, S_B \in \mathbb{R}^{m \times m} \geq 0 \) are referred to as generalized singular values and satisfy

\[
S_A S_A^* + S_B S_B = I_m.
\]
As pointed out in [13], the GSVD of matrices $A$ and $B$ is essentially the SVD of the concatenated matrices, i.e.,

$$ C = \begin{bmatrix} A^* \\ B^* \end{bmatrix} = Q \begin{bmatrix} \Sigma_0 & 0 \\ 0 & \Sigma \end{bmatrix} \Psi^* = \begin{bmatrix} Q_{11} & \cdot \\ Q_{21} & \cdot \end{bmatrix} \begin{bmatrix} \Sigma_0 & 0 \\ 0 & \Sigma \end{bmatrix} \Psi^*, $$

(11)

where $Q_{11} \in \mathbb{C}^{q \times q}$, $Q_{21} \in \mathbb{C}^{m \times q}$ and $\Sigma \in \mathbb{R}^{q \times q}$ is diagonal. We assume that $\text{rank}(C) = q$ and therefore $\Sigma > 0$. Note, however, that this is not a requirement for the invertibility of $X$. If $\text{rank}(C) < q$, the columns of $Q$ in (11) corresponding to the zero SVs are removed and the subsequent computations carried out using the positive set of SVs only. Because the matrix $[Q_{11}, Q_{21}]^*$ has orthonormal columns, a CS decomposition [21, Thm. 2.5.2] yields

$$ Q_{11} = U_A \begin{bmatrix} S_A & 0 \\ 0 & I_{q-m} \end{bmatrix} V^*, \quad Q_{21} = U_B \begin{bmatrix} S_B & 0 \\ 0 & I_{n-m} \end{bmatrix} V^*. $$

(12)

Theorem 1 follows from combining (11) with (12) and from defining the invertible matrix

$$ X^* = V^* \Sigma \Psi^*. $$

(13)

It is important to note that the singular values of the concatenated matrix $[A \ B]$ are contained in $X$, i.e., the shared left-hand side of decomposition (9). Clearly, if $[A \ B]$ is ill-conditioned, then $X$ is ill-conditioned and regularizing the inverse of the concatenated matrix is the same as regularizing the inverse of $X$.

Recent research showed that Theorem 1 can be extended to more than two matrices [15]. The SVs of the concatenated matrix remain in the matrix $X$ shared among the individual decompositions. The method presented in this paper could therefore be extended to an arbitrary number of actuators with different dynamics.

III. SYSTEM DECOMPOSITION

A. Fourier Decomposition

Applying the first change of coordinates,

$$ \begin{align*}
\hat{y} &= (F_n^* \otimes I_{n_u}) y, \\
\hat{d} &= (F_n^* \otimes I_{n_d}) d, \\
\hat{u}_s &= (F_n^* \otimes I_{n_u}) u_s, \\
\hat{u}_f &= (F_n^* \otimes I_{n_f}) u_f,
\end{align*} $$

(14)

maps (4) into the spatial Fourier domain:

$$ \hat{y} = \hat{R}_s g_s(z^{-1}) \hat{u}_s + \hat{R}_f g_f(z^{-1}) \hat{u}_f + \hat{d}. $$

(15)

Since $R_s, R_f$ are block-circulant, $\hat{R}_s$ and $\hat{R}_f$ are block-diagonal. For the nominal controller design, incorporating transformation (14) merely represents a coordinate transformation. In contrast to the circulant case, i.e., when the blocks $b_i$ in (3) are scalars, (14) does not yield a set of decoupled SISO systems but a set of decoupled MIMO systems (15).

B. General Modal Decomposition

Next, apply the GSVD of Theorem 1 to (15) or equivalently to each of the $n$ blocks separately,

$$ \sigma_i = X_i \begin{bmatrix} S_{i,i} & 0 \\ 0 & I_{n_u - n_f} \end{bmatrix} U_{s,i}^*, \quad \phi_i = X_i \begin{bmatrix} S_{f,i} & 0 \\ 0 & I_{n_u - n_f} \end{bmatrix} U_{f,i}^*, $$

(16)

with $\hat{R}_s = \text{diag}(\sigma_0, \ldots, \sigma_{n-1})$ and $\hat{R}_f = \text{diag}(\phi_1, \ldots, \phi_{n-1})$. Define $X, U_s, U_f, S_s$, and $S_f$ as the diagonal concatenation of the corresponding matrices in (16) for $i = 0, \ldots, n-1$, where we include $I_{n_u - n_f}$ in $S_s$ and the zeros in $S_f$. Applying the second change of coordinates,

$$ \hat{y} = X^{-1} \hat{y}, \quad \hat{d} = X^{-1} \hat{d}, \quad \hat{u}_s = U_s^* \hat{u}_s, \quad \hat{u}_f = U_f^* \hat{u}_f, $$

(17)

maps (15) into the generalized mode space of the Fourier coefficients:

$$ \begin{align*}
\tilde{y} &= S_s g_s(z^{-1}) \hat{u}_s + S_f g_f(z^{-1}) \hat{u}_f + \tilde{d},
\end{align*} $$

(18)

where the diagonal $S_s, S_f$ satisfy $S_s^T S_s + S_f^T S_f = I_{N_u}$. The matrices $S_s, S_f$ can be interpreted as a splitting between a slow and a fast input direction – corresponding to two columns of matrices $U_s, U_f$ – onto an output direction and amplification defined by a column of $X$ containing the SVs of the orbit response matrix $R$. It determines which modes of $R$ can be simultaneously controlled by slow and fast actuators and which modes can be controlled by fast actuators only. In addition, for the case that $\text{rank}(R) < N_u$ the decomposition would also expose the uncontrollable modes.

IV. CONTROLLER

A. Internal Model Control

The internal model control (IMC) structure is suitable for systems with delay [22] and follows previous controller designs for the DLS synchrotron [4], [8], [9], [18]. The IMC feedback structure is shown in Figure 1B. In contrast to the standard feedback structure [4A, a model $P(z^{-1})$ is evaluated in parallel to the plant $\bar{P}(z^{-1})$ and the model output subtracted from the feedback signal. If the model is accurate, i.e., $P(z^{-1}) = \bar{P}(z^{-1})$, this structure has the advantage that the closed-loop system is stable provided that plant and controller are stable. Because according to (3) the finite poles of (18) lie within the unit circles, the system in consideration is stable. Moreover, because the model $P(z^{-1})$ incorporates the non-minimum phase (NMP) parts of the plant, such as delays, the limitations imposed by the NMP terms do not have to be actively considered. The standard controller can be obtained by setting $C(z^{-1}) = (I - Q(z^{-1}) P(z^{-1}))^{-1} Q(z^{-1})$.

In the absence of modeling errors, the closed-loop transfer function from the disturbance $d[k]$ to the output $y[k]$ is:

$$ y[k] = (I - P(z^{-1}) Q(z^{-1})) d[k], $$

(19)

A common choice [22] for the IMC controller $Q(z^{-1})$ is

$$ Q(z^{-1}) = P^{-1}(z^{-1}) T(z^{-1}), $$

(20)

where $T(z^{-1})$ is a desired closed-loop transfer function that includes all NMP terms of $P(z^{-1})$ and this choice produces the control input $u[k] = -Q(z^{-1}) y[k]$.
B. Mid-Ranging Control

The concept of mid-ranging control is to distribute the control action over a given bandwidth onto different actuators, each one of them assuming control over a portion of the bandwidth. A detailed design procedure for the combination of mid-ranging control and IMC is given in [23]. For the TISO case, (19) is rewritten as

\[
y[k] = [I - P_s(z^{-1})Q_s(z^{-1}) - P_f(z^{-1})Q_f(z^{-1})] d[k]. \tag{21}
\]

The design procedure is as follows. Firstly, a fast transfer function \(T_f(z^{-1}) := P_s(z^{-1})Q_s(z^{-1}) + P_f(z^{-1})Q_f(z^{-1})\) is chosen which spans the desired bandwidth. Secondly, a transfer function \(T_s(z^{-1}) := P_s(z^{-1})Q_s(z^{-1})\) is defined with a slow bandwidth. Transfer functions \(T_f(z^{-1}), T_f(z^{-1})\) must include the NMP parts of \(P_s(z^{-1}), P_f(z^{-1})\). Finally, the controllers are obtained from

\[
\begin{align*}
Q_s(z^{-1}) &= P_s^{-1}(z^{-1})T_s(z^{-1}) \quad \tag{22a} \\
Q_f(z^{-1}) &= P_f^{-1}(z^{-1}) (T_f(z^{-1}) - T_s(z^{-1})). \tag{22b}
\end{align*}
\]

Choosing the controllers as in (22) results in the slow and fast actuators regulating the lower and higher frequency content of \(d[k]\), respectively.

C. Controller Design: Dynamical Part

The MIMO system (18) solely comprises diagonal matrices and reduces the problem to \(n_f\) TISO and \(n_s - n_f\) SISO systems for each spatial Fourier frequency \(i = 1, \ldots, n\):

\[
\begin{align*}
\tilde{y}^i &= \begin{bmatrix} S_{s,i} & 0 \\ 0 & I \end{bmatrix} g_s(z^{-1}) \tilde{u}_s^i + \begin{bmatrix} S_{f,i} & 0 \\ 0 & I \end{bmatrix} g_f(z^{-1}) \tilde{u}_f^i + \tilde{d}^i, \tag{23}
\end{align*}
\]

where \(I = I_{n_s - n_f}\). For each spatial frequency \(i\), we will design \(n_f\) identical TISO controllers \(Q_s(z^{-1}), Q_f(z^{-1})\) and \(n_s - n_f\) identical SISO controllers \(Q(z^{-1})\). For the slow actuators, we will use the same controller for the TISO and the SISO parts, i.e., \(Q_s(z^{-1}) = Q(z^{-1})\).

The transfer functions from Sections IV-A and IV-B \(P(z^{-1}), P_s(z^{-1})\) and \(P_f(z^{-1})\), are identified as \(g_s(z^{-1}), g_s(z^{-1})\) and \(g_f(z^{-1})\), respectively. The closed-loop transfer functions include the delay and are chosen to be identical for each generalized mode:

\[
T_{ij}(z^{-1}) = z^{-(\mu + 1)} \frac{1 - e^{-\lambda_i \tau}}{1 - z^{-1} e^{-\lambda_i \tau}}, \tag{24}
\]

where \((\cdot) = \{s, f\}\) and with \(\lambda_f = 1400\) Hz and \(\lambda_s = 100\) Hz. \(Q_s(z^{-1})\) and \(Q_f(z^{-1})\) are obtained from (22). Because for the SISO controllers we choose \(T(z^{-1}) = T_s(z^{-1})\), it holds that \(Q(z^{-1}) = Q_s(z^{-1})\). The controller matrices for the entire system (18) are recovered as

\[
\begin{align*}
K_s(z^{-1}) &= I_{nn_s} Q_s(z^{-1}) \quad \tag{25a} \\
K_f(z^{-1}) &= I_n \otimes \begin{bmatrix} I_{n_f} \otimes Q_f(z^{-1}) & 0 \\ 0 & 0 \end{bmatrix}. \tag{25b}
\end{align*}
\]

Note that we included the zeros in the definition of \(S_f\) in (18) and therefore also include the zeros in (25).

D. Controller Design: Regularization

Because the orbit response matrix \(R\) in (2) is ill-conditioned, inverting its SVs leads to relatively large controller gains in the directions associated with the higher-order modes [7]. A common approach [4], [9] is to use Tikhonov regularization [24], which selects the input \(u[k]\) that for \(z = 1\) minimizes

\[
\min_{u[k]} ||y[k] - P(z^{-1})u[k]||^2 + \mu ||u[k]||^2, \tag{26}
\]

where the scalar regularization parameter \(\mu > 0\) weighs the residual norm against the input norm and \(P(1) = I\). From the solution to (26),

\[
u[k] = (R^T \mu I + \mu I)^{-1} R^T y[k] =: X^T y[k], \tag{27}
\]

and the SVD of \(R\), it can be seen how \(\mu\) damps the inversion of small-magnitude SVs.

For the GSVD the matrix \(X\) is not an orthogonal matrix and hence the change of coordinates (17) is not norm-preserving. Minimizing the norm of the generalized modes \(||\tilde{y}||_2 = ||X^{-1} \tilde{y}||_2\) is therefore not equivalent to minimizing \(||\tilde{y}||_2\) or \(||\tilde{y}||_2\). In order to find the controller gain matrices \(X_s^T, X_f^T\) for the present system, the transformations involving \(X\) are initially inverted. For mid-ranged control and steady-state, \(g_s = 1\) and \(\tilde{u}_f = 0\) and (26) evaluates to

\[
\min_{\tilde{u}_s} ||\tilde{y} - X S_s \tilde{u}_s||^2 + \mu_s ||\tilde{u}_s||^2. \tag{28}
\]
For higher frequencies, $g_s \approx 0$ but $g_f \approx 1$ and (26) becomes
\[
\min_{\hat{u}_f} \| \hat{y} - X S_f \hat{u}_f \|^2 + \mu_f \| \hat{u}_f \|^2.
\] (29)

Analogously to (27), the regularized inverses $X^{\dagger}_{s,f}$ for slow and fast actuators are obtained as
\[
X^{\dagger}_{(\cdot)} = (S_{(\cdot)}^T X^* S_{(\cdot)} + \mu_{(\cdot)} I)^{-1} S_{(\cdot)}^T X^*,
\] (30)
where $(\cdot) = \{s,f\}$. The controller gains (20) are combined with the controller dynamics from Section IV-C to yield the feedback system depicted in Fig. IV-C. Following previous controller designs [4], a regularization parameter $\mu_s = 1$ is chosen for the slow actuators. In order to consider that the fast correctors generally produce weaker magnetic fields than slow ones, a parameter $\mu_f = 10$ is selected. Other approaches exist that derive $X^{\dagger}$ based on minimizing a robust performance criterion [25].

E. Numerical Study

The simulation of the model (1) requires the disturbances $d(z^{-1})$ as an input. Because no such measurements are available for Diamond-II yet, the controller was simulated using modified 10 kHz measurement data from the current storage ring, which has 172 beam position monitors. The disturbance vector was augmented to fit the dimensions of Diamond-II, which has 252 monitors. First, $80 = 252 - 172$ outputs were copied and appended to the measurements. Second, the augmented measurements were transformed into mode-space using an SVD of the Diamond-II orbit response matrix and the power spectrum of the modes was plotted, such as in [2, Chapter 3.5]. Third, the disturbance spectrum was scaled in order to obtain a spectrum comparable to that in [2, Chapter 3.5], where the modes associated to large-magnitude singular values show a larger amplitude. Finally, the disturbances were transformed back into the original space using the modified power spectrum. The resulting power spectra of the disturbances are shown in Figure 2a.

The developed controller for system (1) with $N_s$ slow and $N_f$ fast actuators is compared against a hypothetical storage ring featuring $N_s + N_f$ fast actuators only. The hypothetical IMC system uses the same regularization parameter ($\mu = 1$) and the same controller bandwidth as the TISO controller.

The power spectra of slow, fast and hypothetical actuators normalized by the corresponding maximum Fourier coefficient amplitudes are depicted in Figure 2b-2d. The magnitude plots show how the control effort of the hypothetical actuators (b) is split between slow (c) and fast actuators (d). While the hypothetical system is required to produce a large control effort for steady-state as well as a smaller control effort for frequencies up to 200 Hz, the control action of slow actuators is limited to approximately 50Hz and the fast actuators mainly focus on higher frequencies and do not contribute to steady-state control action at all.

In time domain, the hypothetical actuators have an average amplitude of $|u[k]| = 0.15$, while the slow and fast actuators have average amplitudes of $|u_s[k]| = 0.3$ and $|u_f[k]| = 0.01$, respectively. Even though actuator constraints have not actively been considered, our results suggest that the control system is likely to work in practice when the slow correctors are subjected to slew-rate and the fast ones subjected to amplitude constraints, respectively.

The performance of the controller is measured using the integrated beam motion (IBM) – the integrated square-root of the power spectral density. The IBM for a particular sensor can be expressed using its closed-loop sensitivity function $S(z^{-1})$ with $z = e^{i \omega T_s}$ as $IBM(\omega) = \int_0^{\infty} |S(\omega) d(\omega)/d\omega$. Figure 3 depicts the IBM for the hypothetical scenario (red) and for the system with slow and fast actuators (blue) at the 4th sensor. The uncontrolled beam motion is represented by the dashed line (gray). Because the present and the hypothetical controllers have been set to cover the same bandwidth and use the same regularization parameter, the resulting IBM is almost identical for both cases.

V. Conclusions

This paper has presented the design of an electron beam stabilization controller for a synchrotron storage ring equipped with slow and fast corrector magnets. First, we demonstrated how the circulant symmetry of the accelerator can be exploited in order to increase the computing efficiency and block-diagonalize the feedback system. Second, we applied a GSVD in order to simultaneously diagonalize the dynamics.
of slow and fast actuators. The GSVD determines the modes of the orbit response matrix that can be jointly controlled by slow and fast actuators and those which cannot. Finally, we embedded the decomposed and diagonalized system in a mid-ranged IMC structure. The developed control system was simulated and compared against a hypothetical synchrotron storage ring equipped with high-bandwidth actuators. The control system yielded an identical disturbance attenuation while splitting the control effort between slow and fast actuators.

Although actuator constraints, such as slew-rate and amplitude limits, have not been considered in this paper, it is expected that including the constraints will be particularly relevant when slow and fast corrector magnets are used. Previous research showed how the IMC controller can be extended with an anti-windup scheme [4] to handle constraints. Also, it was assumed that the orbit response matrix has an accurate circulant symmetry. Measurements show that its structure is affected by the misplacements of certain sensors and actuators. In order to block-diagonalize the system using a Fourier decomposition, a block-circulant approximation of $R$ is necessary [16]. It remains unclear how this approximation affects the robustness properties of the feedback system. The extension of the controller with an anti-windup scheme and the robustness analysis for a block-circulant approximation are currently being considered.
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