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Abstract—Recently, a time-varying quadratic programming (QP) framework that describes the tracking operations of redundant robot manipulators is introduced to handle the kinematic resolutions of many robot control tasks. Based on the generalization of such a time-varying QP framework, two schemes, i.e., the Repetitive Motion Scheme and the Hybrid Torque Scheme, are proposed. However, measurement noises are unavoidable when a redundant robot manipulator is executing a tracking task. To solve this problem, a novel integration-enhanced recurrent neural network (IE-RNN) is proposed in this paper. Associating with the aforementioned two schemes, the tracking task can be accurately completed by IE-RNN. Both theoretical analyses and simulations prove that the residual errors of IE-RNN can converge to zero under different kinds of measurement noises. Moreover, practical experiments are elaborately made to verify the excellent convergence and strong robustness properties of the proposed IE-RNN.

Index Terms—Robot kinematics; Recurrent neural network; Quadratic programming; Complex path tracking

I. INTRODUCTION

The inverse kinematics of robot manipulators can be described as a series of mathematical processes, which makes use of formulas and transformations to determine joint parameters like joint-velocities and joint-accelerations [11–13]. Such parameters offer a desired position for each robot manipulator’ end-effector. There are two traditional strategies for solving inverse kinematics problems, i.e., the closed-form solution and the numerical solution [14]. The closed-form solution, which is based on analytic expression, includes two approaches, i.e., geometric and algebraic schemes [5, 6]. Due to the iterative feature of numerical solution, the time cost of closed-form solution is usually shorter. Therefore, the closed-form solution is more popular in the early years. However, with the rapid development of technology and the high demand of human requirement, the mechanical structure of robot manipulators are designed to be more and more complex [7]. Under this case, the closed-form solution cannot be found [4, 8]. And how to design a fast and effective numerical algorithm has become the focus of current research [7, 8].

The numbers of degrees-of-freedom (termed as DOF) of robot manipulators are increasing to adapt to complicated working environments. Generally, a five or six DOF manipulator can locate the position and orientation of end-effector in 3-D space [4]. But when facing obstacles or joint-limits, some position/orientation might not be achieved [4, 7]. Therefore, redundant robot manipulators, whose kinematics problems cannot be solved by closed-form solution, are becoming more and more important in the robot industry. The traditional numerical method to solve the inverse kinematics of redundant robot manipulators is the pseudo-inverse method [9].

One of the most serious problems of pseudo-inverse method is that it cannot solve the singularity and bound constrain of robot manipulators. In recent years, a quadratic programming (termed as QP) method is introduced to remedy this problem [10]. On the basis of the Lagrange theory and the Karush-Kuhn-Tucker condition, the aforementioned QP problem can be considered as an optimization problem [11], and further solved by some numerical methods. He et al. translated this constrained optimization problem into an equivalent linear-projection equation, and proposed four numerical methods to solve this projection equation [12]. A QP-based motion generation scheme for dual arms of humanoid robot is proposed in Ref. [13], and further converted into a linear variational inequality (termed as LVI). In Refs. [14], [15], three numerical methods, i.e., 94LVI, E47, and M4 methods are exploited for the online joint-free redundancy resolution of PUMA560 manipulator.

It is worth pointing out that the aforementioned numerical iterative methods are simple to derive, but hard to compute, and their convergence are only guaranteed for a limited class of matrices. Recently, with the development of neural network, some recurrent neural network (termed as RNN) based methods are proposed for solving inverse kinematics of robot manipulator [16]. A QP-based neural method is proposed by Toshani et al. for handling real-time inverse kinematics problems [16]. In Ref. [17], Xia et al. proposed a RNN method to solve linear projection equations. A cerebellum-inspired neural network is firstly introduced by Mitra et al. for solving inverse kinematics problems [18]. In Ref. [19], a modified pulse-coupled neural network (termed as MPC-NN) is studied to achieve real-time robot path planning. To obtain the inverse resolution of wheeled mobile manipulator, a zeroing recurrent neural network (termed as Z-RNN) is proposed by Xiao et al. The global exponential convergence feature of Z-RNN is proved in Refs. [20, 21]. In Ref. [22], the robustness of Z-RNN is theoretically analyzed by Zhang et al., and a high dimensional situation is discussed and verified by MATLAB simulations. In Ref. [23], the links between Z-RNN and the Newton iteration method are discussed and compared. The Z-RNN method, which is activated by a li-function, is surveyed
and applied to manipulation of robot by Guo et al. [24].

Due to the parallel processing feature of RNN, the computation speed of RNN is faster than that of numerical methods [25]. And by using the optical and very-large-scale integration (termed as VLSI) strategy, RNN can be easily realized by electronic circuit components [26], [27]. However, Z-RNN has a serious problem. When facing noise disturbance, which is a general phenomenon in practical application of robot manipulator, the robustness performance of Z-RNN could be deteriorated [28]. This disadvantage could lead to task failure when robot manipulator is executing path tracking, goods capturing, electric welding, and other missions. More seriously, this may damage the mechanical manipulator itself or even the human body. Therefore, it is necessary for us to consider an anti-noise algorithm which can meet the needs of our desire.

Inspired by the design idea of Z-RNN, in this paper, an integration-enhanced recurrent neural network (termed as IE-RNN) is proposed to obtain the kinematics resolution of redundant robot manipulator. By respectively considering the inverse kinematics problems at joint-velocity and joint-acceleration level, two schemes, i.e., the Repetitive Motion Scheme and the Hybrid Torque Scheme are introduced and converted to a QP framework. On the basis of the Lyapunov stability and Nyquist’s theory [29], the convergence and robustness of IE-RNN for solving this QP problem are carefully analyzed. Different form the traditional Z-RNN method, IE-RMM has excellent performance when handling noises polluted kinematics problems. Both computer simulations and practical experiment results demonstrate the feasibility, accuracy, and superiority of IE-RNN for tracking complex paths.

The remainder of this paper is organized as follows. In Section II, the Repetitive Motion Scheme and the Hybrid Torque Scheme are formulated and translated into a standard QP form. Section III gives the design process of the proposed neural model. The convergence and robustness of the neural model are theoretically analyzed in Section IV. Section V gives the computer simulations and practical experiments. Section VI draws the conclusion and discusses the future work.

The main contributions of this paper are listed as follows.

- An integration-enhanced recurrent neural network (IE-RNN) is proposed for kinematics resolution of redundant robot manipulator.
- The convergence performance of IE-RNN with power-sigmoid activation function is theoretically proved.
- The robustness of IE-RNN perturbed by constant noise and time-varying noise is analyzed.
- Computer simulations and practical experiments further verify the effectiveness of IE-RNN.

II. PROBLEM FORMULATION

Due to the redundancy and nonlinearity of a perturbed redundant robot manipulator, it is difficult to straightly consider and obtain its unique solution, hence it is necessary for us to take the inverse kinematics into consideration at the velocity level. The relationship between the end-effector velocity and the joint velocity can be describe as the following form, i.e.,

\[ \mathcal{J}(\theta(t)) \dot{\theta}(t) = \dot{\mathbf{R}}(t) \]  

where \( \theta(t) \in \mathbb{R}^n \) is the joint space vector; \( \mathcal{R}(t) \in \mathbb{R}^n \) is the desired end-effector path vector; and their derivatives \( \dot{\theta}(t) \), \( \mathcal{R}(t) \) denote the joint angular velocity and the end-effector velocity, respectively; \( \mathcal{J}(\theta) \in \mathbb{R}^{m \times n} \) is the Jacobian matrix which is defined as \( \mathcal{J}(\theta) = \partial \mathcal{F}(\theta)/\partial \theta \) and \( \mathcal{F}(\theta) \) denotes the forward-kinematics mapping.

A. Repetitive Motion Scheme

In order to obtain the solution of Equation (1), a QP-based formulation form is leaded to describe the feedback control and repetitive motion, i.e.,

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2} ||M(t) + \dot{\theta}(t)||_2^2 \\
\text{subject to} & \quad \mathcal{J}(\theta(t)) \dot{\theta}(t) = \dot{\mathcal{R}}(t) + \mathcal{W}(\mathcal{R}(t) - \mathcal{F}(\theta)) \\
\end{align*}
\]

where \( M(t) = \kappa(\theta(t) - \theta(0)) \) with \( \kappa > 0 \) is the magnitude of the response to the joint drift \( \theta(t) - \theta(0) \); \( \mathcal{W}(t) \in \mathbb{R}^{m \times m} \) denotes the feedback-controlled matrix; and \( || \cdot ||_2 \) denotes the Euclidean norm of a vector.

B. Hybrid Torque Scheme

Consider the kinematics problem at the joint-acceleration level, a QP-based formulation is introduced to describe the input of the torque control with feedback, i.e.,

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2} \mu ||M + \dot{\theta}(t)||_2^2 + (1 - \mu)||T(\theta)||_2^2 \\
\text{subject to} & \quad \mathcal{J}\dot{\theta} = \dot{\mathcal{R}} - \mathcal{J}\theta + \alpha(\dot{\mathcal{R}} - \mathcal{J}\theta) + \beta(\mathcal{R} - \mathcal{F}(\theta)) \\
\end{align*}
\]

where \( M(t), \mathcal{J}(t), \theta(t), \mathcal{R}(t) \) and their derivatives are defined exactly the same as before; \( \mu \in [0,1] \) denotes the weight coefficient; \( T(\theta) \in \mathbb{R}^n \) denotes the joint torque vector; \( \mathcal{I}(\theta) \in \mathbb{R}^{n \times n} \) denotes the inertia matrix; \( \mathcal{C}(\theta, \ddot{\theta}) \in \mathbb{R}^n \) severally denotes the Coriolis force vector and centrifugal force vector; and \( \mathcal{G}(\theta) \in \mathbb{R}^n \) denotes the gravitational force vector.

C. Standard QP Form

For the convenience of our following discussion and make it easier and more clear to be intelligible, the aforementioned two schemes (i.e. Repetitive Motion Scheme [2] and Hybrid Torque Scheme [3]) can be further reformulated into a standard QP form, i.e.,

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2} x^T(t)Q(x(t))x(t) + P^T(t)x(t) \\
\text{subject to} & \quad \mathcal{J}(t)x(t) = B(t) \\
\end{align*}
\]

where \( \mathcal{J}(\theta) \in \mathbb{R}^{m \times n} \) is remain the Jacobian matrix defined as above; superscript \( ^T \) denotes the transpose operation of a vector or a matrix.

- For Repetitive Motion Scheme [2]: \( x(t) := \dot{\theta}(t) \in \mathbb{R}^n; P(t) := M(t) = \kappa(\theta(t) - \theta(0)) \in \mathbb{R}^n \)
with $\kappa > 0$; $B(t) := \hat{R}(t) + W(R(t) - F(\theta)) \in \mathbb{R}^n$; and $Q(t) := I(t) \in \mathbb{R}^{n \times n}$ denotes the identity matrix.

• For Hybrid Torque Scheme [3]:

$$x(t) := \theta(t) \in \mathbb{R}^n; \quad Q(t) := \mu I(t) + (1 - \mu) T^2(t) \in \mathbb{R}^{n \times n};$$

$$\delta := (1 - \mu) T(t)(P(t) + G(t)) + \mu S(t)$$

with $S(t) = (1 + \xi_2 \theta(t - \theta(0))$; and $B(t) := \hat{R}(t) - \hat{F}(t) \hat{\theta}(t) + \alpha (R - \hat{F}(\theta) + \beta (R - \hat{F}(\theta) + \beta (R - \hat{F}(\theta)$.

III. NEURAL MODEL

In this section, a novel integration-enhanced recurrent neural network (IE-RNN) is proposed. For comparison, the traditional neural method, i.e., zeroing recurrent neural network (Z-RNN) is also demonstrated.

The design process of IE-RNN contains the following five steps.

Step 1: In order to obtain the solution of the standard time-varying QP problem [4], a Lagrange form of this problem is constructed as below

$$L(x(t), \lambda(t), t) := \frac{1}{2} x^T(t) Q(t) x(t) + \mathcal{P}(t) x(t) + \lambda^T(t) (\mathcal{J}(t)x(t) - B(t)), \quad t \in [0, +\infty)$$

where $\lambda(t) \in \mathbb{R}^m$ denotes the Lagrangian multiplier vector.

Step 2: As for QP problem [4], according to the Lagrangian theory [3], if both $\partial L(x(t), \lambda(t), t) / \partial x(t)$ and $\partial L(x(t), \lambda(t), t) / \partial \lambda(t)$ exist and are continuous, then the optimum solutions will be obtained when the following two equations hold true, i.e.,

$$\begin{align*}
\frac{\partial L(x(t), \lambda(t), t)}{\partial x(t)} &= Q(t)x(t) + \mathcal{P}(t) + \mathcal{J}(t)^T \lambda(t) = 0 \\
\frac{\partial L(x(t), \lambda(t), t)}{\partial \lambda(t)} &= \mathcal{J}(t)x(t) - B(t) = 0.
\end{align*}$$

Equation (5) can be further rewritten into a matrix form as

$$A(t) \mathcal{Y}(t) = \mathcal{Z}(t)$$

where

$$A(t) := \begin{bmatrix} Q(t) & \mathcal{J}(t) \\ \mathcal{J}(t) & 0_{m \times m} \end{bmatrix} \in \mathbb{R}^{(n+m) \times (n+m)} ,$$

$$\mathcal{Y}(t) := \begin{bmatrix} x(t) \\ \lambda(t) \end{bmatrix} \in \mathbb{R}^{n+m} ,$$

$$\mathcal{Z}(t) := \begin{bmatrix} -\mathcal{P}(t) \\ B(t) \end{bmatrix} \in \mathbb{R}^{n+m} .$$

$A(t)$ and $\mathcal{Z}(t)$ are smoothly time-varying coefficient matrix and vector due to the smoothness and continuity of time-varying coefficient matrices $Q(t)$, $\mathcal{J}(t)$ and vector $B(t)$; $\mathcal{Y}(t) \in \mathbb{R}^{n+m}$ denotes an unknown vector and it needs to be solved at any time instant $t$.

Solving time-varying QP problem [4] is equivalent to solving the matrix equation (7). Since the convex QP problem [4] is time-varying, i.e., coefficient vectors and matrices are changing as time $t$ goes, the theoretical solutions will change all the time. For getting better robustness property, steady states are desired if the time-varying optimal solution is expected to be obtained. In order to obtain better understanding and comparison of the proposed algorithm, the time-varying theoretical solution can be written as

$$\mathcal{Y}^*(t) := [x^T(t), \lambda^T(t)]^T = A^{-1}(t) \mathcal{Z}(t) \in \mathbb{R}^{n+m} .$$

Step 3: To obtain the optimum of the matrix equation (7), a vector-type error function is defined as

$$\epsilon(t) := \mathcal{A}(t) \mathcal{Y}(t) - \mathcal{Z}(t) \in \mathbb{R}^{n+m} .$$

Step 4: To make this error function $\epsilon(t)$ approach zero, the negative time derivative of error function $\epsilon(t)$ is necessary. Based on this reason, a neural dynamic design formula is described as

$$\dot{e}(t) := \frac{de(t)}{dt} = -\nu_1 \Phi(\epsilon(t)) - \nu_2 \int_0^t \epsilon(t) \mathrm{d} \tau$$

where $\nu_1 > 0$ and $\nu_2 > 0$ denote the scalar-valued constant parameters used to scale the convergence rate; $\Phi(\cdot)$ is the activation-function processing-array. Each scalar-valued processing unit $\phi(\cdot)$ of $\Phi(\cdot)$ should be a monotonically-increasing odd activation function. In this paper, a power-sigmoid type activation function (as shown in Fig. 1) is led to accelerate the convergence, i.e.,

• Power-sigmoid activation function:

$$\phi(u) = \left\{ \begin{array}{ll} 1 + \exp(-nu) & \text{if } |u| \leq 1, \\
1 - \exp(-nu) & \text{otherwise.}
\end{array} \right.$$

It is worth mentioning that the scalar-valued processing unit $\phi(\cdot)$ of $\Phi(\cdot)$ guarantees the following properties:

a) If $\epsilon_i(t) > 0$ or $\epsilon_i(t) < 0$, then $\epsilon_i(t) \phi(\epsilon_i(t)) > 0$;

b) If $\epsilon_i(t) = 0$, then $\epsilon_i(t) \phi(\epsilon_i(t)) = 0$. 

![Fig. 1. The power-sigmoid activation function $\phi(u)$ with different parameter $n$. Evidently such parameter should be odd, and with the increase of $n$, the acceleration speed is enhanced.](image-url)
Step 5: By expanding the neural dynamic design formula (11), the matrix form of IE-RNN is obtained, i.e.,
\[ A(t)\dot{Y}(t) = -\nu_1 \Phi(A(t)Y(t) - Z(t)) + \dot{Z}(t) \]
\[ -\nu_2 \int_0^t (A(t)Y(t) - Z(t))d\tau - \dot{A}(t)\dot{Y}(t). \] (12)

According to the traditional zeroing recurrent neural dynamic method [22], the integration term is omitted. As for QP problem (4), the matrix form of Z-RNN is
\[ A(t)\dot{Y}(t) = -\nu_1 \Phi(A(t)Y(t) - Z(t)) + \dot{Z}(t) \]
\[ -\dot{A}(t)\dot{Y}(t). \] (13)

IV. THEORETICAL ANALYSIS

Theorem 1. (Convergence Theorem)
The state vector \( Y(t) \) of IE-RNN (12) globally converges to the theoretical solution \( Y^*(t) \) with exponential rate, and the optimal solution to time-varying QP problem (2) constituted by the first \( n \) elements of \( Y(t) \).

Proof: Firstly, in order to facilitate our following discussion, a scalar type of the neural dynamic design formula (11) is described as
\[ \dot{e}_i(t) = \frac{d\epsilon_i(t)}{dt} = -\nu_1 \phi(e_i(t)) - \nu_2 \int_0^t \epsilon_i(\tau)d\tau, \]
\[ \forall i \in 1, \ldots, n + m. \] (14)

Based on Lyapunov Theorem [29], by selecting a Lyapunov candidate \( \mathcal{V}_i(t) = e_i(t)^2/2 + \nu_2 \int_0^t \epsilon_i(\tau)d\tau \), the following result is obtained
\[ \dot{\mathcal{V}}_i(t) = -\nu_1 \sum_{i=1}^{n+m} \epsilon_i(t)\phi(e_i(t)). \] (15)

With \( \mathcal{V}_i(t) > 0 \) and \( \dot{\mathcal{V}}_i(t) < 0 \), we can draw the conclusion that the \( i \)-th system (14) globally converges to zero. In other words, the state vector \( Y(t) \) of IE-RNN (12) globally converges to the theoretical solution \( Y^*(t) \), of which the optimal solution constituted by the first \( n \) elements to time-varying QP problem (2).

Secondly, considering \( \dot{\vartheta}(t) = \int_0^t \epsilon(\tau)d\tau \), let \( \dot{\vartheta}_i(t), \dot{\vartheta}_i(t), \dot{\vartheta}_i(t), e_i(t) \) be the \( i \)-th elements of \( \vartheta(t) \), \( \dot{\vartheta}(t), \dot{\vartheta}(t), e(t) \), respectively. The scalar-valued design formula (14) is reformulated as
\[ \dot{\vartheta}_i(t) = -\nu_1 \dot{\vartheta}_i(t) - \nu_2 \vartheta_i(t), \]
and the solutions are
\[ \delta_1 = (-\nu_1 + \nu_2^2 - 4\nu_2)/2, \]
\[ \delta_2 = (-\nu_1 - \nu_2^2 - 4\nu_2)/2. \] (16)

Assuming that initial values \( \vartheta_i(0) \) and \( \dot{\vartheta}_i(0) \) satisfy \( \vartheta_i(0) = 0 \) and \( \dot{\vartheta}_i(0) = e_i(0) \), there exists three cases.

Case 1: If \( \nu_2^2 > 4\nu_2 \), with \( \delta_1 \neq \delta_2 \), we have
\[ e_i(t) = \frac{e_i(0)\delta_1 \exp(\delta_1 t) - e_i(0)\delta_2 \exp(\delta_2 t)}{\sqrt{\nu_2^2 - 4\nu_2}}. \] (17)

Case 2: If \( \nu_2^2 = 4\nu_2 \), with \( \delta_1 = \delta_2 = -\nu_1/2 \), we have
\[ e_i(t) = (1 + \delta_1 t)e_i(0)\exp(\delta_1 t). \] (18)

Case 3: If \( \nu_2^2 < 4\nu_2 \), with conjugate complexes \( \nu_1 = \alpha + i\beta \) and \( \nu_2 = \alpha - i\beta \), we have
\[ e_i(t) = e_i(0)\exp(\pi t)(\frac{\nu_2}{\beta} \sin(\beta t) + \cos(\beta t)). \] (19)

Hence it leads to the conclusion that starting from randomly initial state \( e(0) \), the residual error \( e(t) \) of IE-RNN (12) globally and exponentially converges to zero that is to say, the state vector \( Y(t) \) of IE-RNN (12) globally converges to the theoretical solution \( Y^*(t) \) (9) with exponential rate. The proof is thus completed.

Remark 1. For time-varying QP problem (2), the state vector \( Y(t) \) of Z-RNN (13), starting from any initial state \( Y(0) \), could globally converge to the unique solution \( Y^*(t) \) of time-varying system (7). In addition, the first \( n \) elements of solution \( Y^*(t) \) constitute the time-varying optimal solution \( x^*(t) \) to time-varying QP problem (2).

Proof: See Theorem 1 in Ref. [20].

In actual hardware implementation, measurement noise often exists, thus the robustness of a noise-polluted system is worth considering. The noise-polluted model of IE-RNN (12) is described as
\[ A(t)\dot{Y}(t) = -\nu_1 \Phi(A(t)Y(t) - Z(t)) + \dot{Z}(t) \]
\[ -\nu_2 \int_0^t (A(t)Y(t) - Z(t))d\tau - \dot{A}(t)\dot{Y}(t) + \Delta N \] (20)
where \( \Delta N \in \mathbb{R}^{n+m} \) denotes measurement noise. It is worth mentioning that noise \( \Delta N \) contains the following forms
- Constant noise \( \Delta N_i(t) = \Delta N_0 \in \mathbb{R}^{n+m} \),
- Time-varying noise \( \Delta N_i(t) = t \cdot \Delta N \in \mathbb{R}^{n+m} \).

Theorem 2. (Robustness Theorem)
Consider noise-polluted IE-RNN (2), Case 1: with constant noise \( \Delta N_i(t) \), the state vector \( Y(t) \) of IE-RNN (12) globally converges to the theoretical solution \( Y^*(t) \) (9). Case 2: with time-varying noise \( t \cdot \Delta N \), the state vector \( Y(t) \) of IE-RNN (12) converges to the theoretical solution \( Y^*(t) \) (9) with steady residual error \( \|\Delta N/\nu_2\| \).

Proof: For the convenience of our discussion and make it easier to understand, the parameter \( n \) of power-sigmoid activation function \( \Phi(\cdot) \) is set as \( n = 1 \), and other conditions are analogous. Firstly, considering constant noise \( \Delta N_i(t) \), by using Laplace transform, the scalar type of noise-polluted IE-RNN is reformulated as
\[ s\mathcal{E}_i(s) = e_i(0) - \nu_1 e_i(s) - \frac{\nu_2}{s} e_i(s) + s\Delta N_i(s) \] (21)
which can be further simplified as
\[ e_i(s) = \frac{s\mathcal{E}_i(0) + s\Delta N_i(s)}{s^2 + s\nu_1 + \nu_2}. \] (22)

The transfer function of system (22) is \( s/(s^2 + s\nu_1 + \nu_2) \), and the poles are \( s_1 = (-\nu_1 + \sqrt{\nu_2^2 - 4\nu_2})/2 \) and \( s_2 = (-\nu_1 - \sqrt{\nu_2^2 - 4\nu_2})/2 \). Based on Nyquist’s Theorem [30], with positive numbers \( \nu_1 \) and \( \nu_2 \), poles \( s_1 \) and \( s_2 \) locate on the left half plane, which implies that system (22) is
stable. By introducing Final-value Theorem \(\text{(30)}\), the following conclusions are obtained, i.e.,

**Case 1:** For constant noise \(\Delta N_i(t), N_i(s) = \Delta N_i(t)/s\), hence

\[
\lim_{t \to \infty} \epsilon_i(t) = \lim_{s \to 0} s \epsilon_i(s) = \lim_{s \to 0} \frac{s^2 \epsilon_i(0) + s \Delta N_i}{s^2 + s \nu_1 + \nu_2} = 0. \quad (23)
\]

With \(\lim_{s \to 0} \|\epsilon(t)\|_2 = 0\), we can draw the conclusion that state vector \(\hat{Y}(t)\) of IE-RNN \(\text{(12)}\) globally converges to the theoretical solution \(\hat{Y}^*(t)\) \(\text{(9)}\).

**Case 2:** For time-varying noise \(t \cdot \Delta N_i(t), N_i(s) = \Delta N_i(t)/s^2\), hence

\[
\lim_{t \to \infty} \epsilon_i(t) = \lim_{s \to 0} s \epsilon_i(s) = \lim_{s \to 0} \frac{s^2 \epsilon_i(0) + s \Delta N_i}{s^2 + s \nu_1 + \nu_2} = \frac{\Delta N_i}{\nu_2}. \quad (24)
\]

With \(\lim_{s \to 0} \|\epsilon(t)\|_2 = \|\Delta N_i\|_2/\nu_2\), we can draw the conclusion that the residual error is upper-bounded and converges to zero when \(\nu_2\) tends to \(\infty\). The proof is thus completed.

### V. Experiments

In this section, we make computer simulations and practical experiments to verify the authenticity and validity of our aforementioned theoretical analysis and discussion.

The computer simulations are performed with MATLAB R2017b, on a MacBook Pro (2017) with Intel Core i7 CPU at 2.8GHz, 2133MHz LPDDR3 and 16GB of RAM. The practical experiments are performed with a Kinova JACO\(^2\) robot manipulator, which contains six degrees-of-freedom (DOF).

#### A. Experiment of Repetitive Motion Scheme

Based on the aforementioned Repetitive Motion Scheme \(\text{(2)}\), comparative simulations between IE-RNN \(\text{(12)}\) and Z-RNN \(\text{(13)}\) are presented. The initial joint state \(\theta(0)\) is set as \(\theta(0) = [1.675, 2.843, -3.216, 4.187, -1.710, -2.650]^T\) (rad). The task execution time \(T = 8\) s. The parameters of IE-RNN \(\text{(12)}\) and Z-RNN \(\text{(13)}\) are set as \(\nu_1 = 500\) and \(\nu_2 = 2500\). Without loss of generality, the time-varying noise is composed of a series of sine and cosine functions. Specifically, noise \(\Delta N_2(t) = [3\sin(t/\pi T), 6\cos(2t/\pi T), -7.5\sin(3t/\pi T), 1.5\cos(3t/\pi T), -1.5\sin(3t/\pi T), 4.5\cos(t/\pi T), -1.5\sin(2t/\pi T), 1.5\cos(t/\pi T)]^T\).

Firstly, a "starfish" shape path is introduced to verify the resolution of inverse kinematics of the proposed method. On the basis of the Repetitive Motion Scheme \(\text{(2)}\), the simulation is synthesized by the proposed IE-RNN \(\text{(12)}\) and the traditional Z-RNN \(\text{(13)}\). And the simulative results include the desired path and actual trajectories, the joint-velocities \(\dot{\theta}(t)\), the joint accelerations \(\ddot{\theta}(t)\), the position errors \(\epsilon_x, \epsilon_y, \epsilon_z\), and the root-mean-square (RMS) error, which is defined as \(\sqrt{\epsilon_x^2 + \epsilon_y^2 + \epsilon_z^2}\).

The results of this simulative experiment are shown in Fig. \(\text{2}\). Specifically, sub-Figs. \(\text{2(a)-(e)}\) denote the results of Z-RNN \(\text{(13)}\), and sub-Figs. \(\text{2(f)-(j)}\) denote the results of IE-RNN \(\text{(12)}\). Evidently, with the disturbance of time-varying noises, the tracking trajectories mismatch the desired path when applying the traditional Z-RNN \(\text{(13)}\). On the contrary, the trajectories of IE-RNN \(\text{(12)}\) well matches the expected path. This can be quantitatively verified by the position errors and RMS errors. The maximal error generated by Z-RNN \(\text{(13)}\), which is visualized as 0.015 m, is about ten times larger than that of IE-RNN \(\text{(12)}\). What is more, the RMS error of Z-RNN \(\text{(13)}\) divergent during the whole execution time, while the RMS error of IE-RNN \(\text{(12)}\) tends to zero.

Secondly, a robot experiment is presented to verify the practical feasibility of the proposed IE-RNN \(\text{(12)}\). In terms of the computer simulations, a Kinova JACO\(^2\) robot manipulator is utilized to the physical verification, and the snapshots are shown in Fig. \(\text{4}\). As we can see, the end-effector of the manipulator, which holds a marker pen, is successfully tracks the desired "starfish" path.
Joint-acceleration (rad/s)

Joint-acceleration of IE-RNN. (i) Position error of IE-RNN. (j) RMS error of IE-RNN. (c) Joint-acceleration of Z-RNN. (d) Position error of Z-RNN. (e) RMS error of IE-RNN. (f) Trajectories of IE-RNN. (g) Joint-velocity of IE-RNN. (h) Joint-velocities.

Motion Scheme (2). Similarly, the simulation results contain the matching degree of desired path and actual trajectories, the joint-drifts, the joint accelerations, the position errors, and the RMS errors.

The simulative results are shown in Fig. 3 By comparing sub-Fig. (a) and sub-Fig. (i) we can draw the conclusion that the robustness performance of IE-RNN (12) is much better than that of Z-RNN (13). The trajectories synthesized by Z-RNN (13) mismatch the desired path again because the RMS error (see sub-Fig. (e)) is residuals in a relatively large value, i.e., about 0.024m. On the contrary, the complex path tracking task is well finished by utilizing the proposed IE-RNN (12), which verifies the aforementioned theoretical analysis. The maximal RMS error of IE-RNN (12) is less than 0.015m, and as the task goes on, the error decreases and finally approaches zero. It is worth pointing out that the joint angles generated by both IE-RNN (12) and Z-RNN (13) are return to the initial values, which can be verified by sub-Fig. (b) and sub-Fig. (g). In other words, the redundant kinematic resolution problem of joint-drift can be modified by utilizing these two neural network methods.

B. Experiment of Hybrid Torque Scheme

On the basis of the Hybrid Torque Scheme (3), a complex “butterfly” path is expected to be tracked by the IE-RNN (12) and Z-RNN (13) methods. The initial joint state \( \theta(0) \) of the manipulator is set as \( \theta(0) = [1.670, 2.845, -3.218, 4.182, -1.715, -2.655]^T \) (rad). Moreover, the task execution time \( T \), parameters \( v_1 \) and \( v_2 \), and time-varying noise \( \Delta N_2(t) \) are set just the same as Repetitive Motion Scheme (2). Similarly, the simulation results contain the matching degree of desired path and actual trajectories, the joint-velocities \( \dot{\theta}(t) \), the joint accelerations \( \ddot{\theta}(t) \), the position errors, and the RMS errors.

The simulative results are shown in Fig. 3. By comparing sub-Fig. (a) and sub-Fig. (i) we can draw the conclusion that the robustness performance of IE-RNN (12) is much better than that of Z-RNN (13). The trajectories synthesized by Z-RNN (13) mismatch the desired path again because the RMS error (see sub-Fig. (e)) is residuals in a relatively large value, i.e., about 0.024m. On the contrary, the complex path tracking task is well finished by utilizing the proposed IE-RNN (12), which verifies the aforementioned theoretical analysis. The maximal RMS error of IE-RNN (12) is less than 0.015m, and as the task goes on, the error decreases and finally approaches zero. It is worth pointing out that the joint angles generated by both IE-RNN (12) and Z-RNN (13) are return to the initial values, which can be verified by sub-Fig. (b) and sub-Fig. (g). In other words, the redundant kinematic resolution problem of joint-drift can be modified by utilizing these two neural network methods.

VI. CONCLUDING REMARK AND FUTURE WORK

In this paper, an integration-enhanced recurrent neural network (IE-RNN) is proposed to obtain the kinematics resolution of redundant robot manipulator. Firstly, two schemes (i.e., Repetitive Motion Scheme and Hybrid Torque Scheme) are introduced and combined as a QP framework. Secondly, the proposed IE-RNN and the traditional Z-RNN are utilized to solve this QP problem. Compared with the traditional Z-RNN method, IE-RNN performs excellent feature when facing noise disturbance. MATLAB simulations and physical experiments further verify the feasibility, effectiveness, and accuracy of the proposed method.

Inspired by the ideas in Refs. [28], [32], [33], our future work is to explore a varying-parameter version for the IE-RNN model, and theoretically analyze the convergence and robustness.
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