A Process Intensification Approach for CO₂ Absorption Using Amino Acid Solutions and a Guanidine Compound
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Abstract: Environmentally friendly amino-acid salt solutions are used for the absorption of carbon dioxide from concentrated flue-gas streams via chemical absorption. Process intensification reduces operating and capital costs by combining chemical reactions and separation operations. Here, we present a new process-intensification approach that combines the CO₂ capture and the amino-acid regeneration steps into a single process carried out in a slurry three-phase reactor. The absorbed CO₂ precipitates as a solid carbonated guanidine compound. The cycle is completed by separation of the solid precipitate to strip the CO₂ and regenerate the guanidine compound, while the liquid solution is recycled to the slurry reactor. The process was studied by modifying a model developed by the authors for a gas-liquid bubble column without the presence of the guanidine compound. The guanidine precipitation reaction was accounted for using kinetic parameters calculated by the authors in another study. The proposed model was implemented by modifying an existing computer code used for the simulation of gas-liquid bubble columns. The calculated results showed that the proposed cycle can significantly reduce energy, equipment, and operating costs and can make an important contribution to developing a competitive cost-effective large-scale process for CO₂ capture.
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1. Introduction

The effects of climate change can be decreased only by major reductions in anthropogenic CO₂ emissions [1–3]. One of the most important industrial processes for carbon dioxide capture is chemical absorption by amines or blends of different amines as absorption solvents ([4–8], among others). A stripping step that regenerates the solvents and releases the CO₂ completes a separation cycle. The most important shortcomings of the process are the high energy budget required for CO₂ stripping [4] and the toxicity of some of the solvents used [7].

Recently, many authors have studied the use of amino acid salt solutions as absorbents for CO₂ sequestration [9–16], among others. Several authors reported the kinetics of CO₂ absorption by amino acid salt solutions [9–13]. Values of the kinetic parameters have been experimentally determined using the stopped flow technique [14,15]. Other researchers studied different processes using different contactors to increase the mass transfer rate between the gas and liquid phases [16,17].

Amino acid salt solutions present several advantages over traditionally used solvents. For example, aqueous amino acid solutions are less volatile, less corrosive, and more stable to oxidation than most amine solvents [15,18].

There is a need to design economic and efficient industrial processes that allow successful implementation of these novel concepts. Gabitto et al. [19] presented dynamic models for CO₂ absorption in a two-phase batch reactor and in a bubble column reactor. The authors also reported a complete reaction scheme for the different chemical species.
participating in the process. Gabitto et al. [19] implemented computationally the developed models and discussed some applications for design, optimization, and control purposes.

Kasturi et al. [17] experimentally and theoretically studied the CO$_2$ absorption from flue gas streams produced in power-plants using amino acid salt solutions. The authors studied the process using a bubble column contactor. The main process parameters, e.g., bubble size, liquid-phase dispersion coefficient, and gas hold-up were experimentally determined. Kasturi et al. [17] used Gabitto et al.’s model [19] to simulate the two-phase bubble reactor operation. The simulation results agreed well with equivalent experimental data. Brethomè et al. [16] reported a process for direct CO$_2$ absorption from air using glycine and sarcosine alkaline salt solutions. A complete cycle was proposed by reaction of the produced heavy carbonated solutions with a guanidine compound. This compound crystallizes as a very insoluble carbonate salt and regenerates the amino acid sorbent [16]. This process significantly reduces energy demand because the regeneration step is carried out by light heating of a solid instead of the entire bulk solution. Stripping of the captured CO$_2$ to regenerate the liquid solvents is an energy intensive process typically used in industrial operations [4]. Some studies confirmed that the use of guanidine compounds can significantly reduce the energy budget of the regeneration process and lead to the design of energy-efficient and cost-effective carbon-sequestration technologies [16,20,21]. These research projects studied the chemistry of several guanidine compounds that crystallize as heavily carbonated precipitates. These carbonated compounds can release the CO$_2$ and regenerate the original guanidine compound by only light heating (120 °C) in an oven. Williams et al. [21] reported that the minimum energy required for the regeneration of glyoxal-bis(iminoguanidine) (GBIG) is 151.5 kJ/mol CO$_2$. This value is 24% lower than the regeneration energy of MEA, a typical industrial sorbent. Kasturi et al. [22] experimentally and theoretically studied the glycine regeneration by crystallization of a heavy carbonated guanidine compound (GBIGH$_2 ^{2+}$HCO$_3 ^{-}$)$_2$(H$_2$O)$_2$). The authors developed a simulation model and determined the regeneration mechanism by comparing model predictions and experimental data. Kasturi et al. [22] concluded that the thermodynamic driving force for the glycine regeneration is provided by the GBIGH$_2 ^{2+}$ bicarbonate crystallization step while the rate-limiting step is the protonation of GBIG to form GBIGH$_2 ^{2+}$.

Process intensification, a new subject in process engineering, is focused on reducing operating and capital costs by combining reaction and separation operations [23]. The goal of this research project is to present a novel process-intensification approach that combines the CO$_2$ absorption and the amino-acid regeneration steps into a single process carried out in a slurry three-phase bubble column.

2. Materials and Methods

2.1. Model Organization

A similar approach to the one used by Gabitto et al. [8,19] in their simulation of the absorption/desorption of carbon dioxide in a gas-liquid bubble column will be followed. First, a reaction mechanism will be proposed. Second, a process model for a three-phase (gas-liquid-solid) bubble column will be presented. Finally, the reaction mechanism will be combined with the process model to simulate CO$_2$ capture in the slurry bubble column.

2.2. Reaction Scheme

In this section we present a summary of the most important reactions to be considered. In the Appendix we present all the reactions involved. A detailed analysis of the mechanism can be found in Gabitto et al. [19]. One important part of the proposed model is the formulation of the chemical reactions involving the amino acid salts, the solvents, and CO$_2$. Kasturi et al. [22] found that glycine suffers non-negligible decomposition during the heating process; therefore, a more stable amino acid salt, sarcosine, was used in this work. The reaction of sarcosine (CH$_3$NHCH$_2$CO$_2$H) with CO$_2$ has been studied by several
authors [10,24,25]. A two-step mechanism has been proposed. The first step leads to the formation of a zwitterion intermediate:

\[
\text{CO}_2 (\text{aq.}) + \text{CH}_3\text{NHCH}_2\text{COO}^- \rightleftharpoons K_1 \text{CH}_3\text{NH}^+ (\text{CO}_2^-)\text{CH}_2\text{COO}^-.
\] (1)

Equation (1) is considered the rate controlling step. It is followed by a proton transfer to a base [19]:

\[
\text{CH}_3\text{NH}^+ (\text{CO}_2^-)\text{CH}_2\text{COO}^- + \text{B}^- \rightleftharpoons K_1' \text{CH}_3\text{N}(\text{CO}_2^-)\text{CH}_2\text{COO}^- + \text{BH}.
\] (2)

All bases present in the liquid phase will participate in reaction (2). For high amino acid concentration, the rate expression simplifies to [26]:

\[
r_1 = k_1[\text{CO}_2] [\text{CH}_3\text{NHCH}_2\text{COO}^-].
\] (3)

Equation (1) is considered the main reaction in the absorption of CO\(_2\) in high concentration aqueous amino acid solutions. The amino acid salts (anions) also react reversibly with bicarbonate to generate carbamate ions by [25],

\[
\text{HCO}_3^- (\text{aq.}) + \text{CH}_3\text{NHCH}_2\text{COO}^- \rightleftharpoons K_2 \text{CH}_3\text{N}(\text{CO}_2^-)\text{CH}_2\text{COO}^- + \text{H}_2\text{O}.
\] (4)

Protonated and non-protonated carbamate ions follow the equilibrium given by:

\[
\text{CH}_3\text{N}(\text{CO}_2^-)\text{CH}_2\text{COO}^- + \text{H}^+ \rightleftharpoons K_3 \text{CH}_3\text{N}(\text{CO}_2\text{H})\text{CH}_2\text{COO}^-.
\] (5)

CO\(_2\) can also react with other bases present in the solution, OH\(^-\) and H\(_2\)O for example, by,

\[
\text{CO}_2 (\text{aq.}) + \text{OH}^- \rightleftharpoons K_4 \text{HCO}_3^- (\text{aq.}),
\] (6)

\[
\text{CO}_2 (\text{aq.}) + \text{H}_2\text{O} \rightleftharpoons K_5 \text{HCO}_3^- + \text{H}^+ (\text{aq.}).
\] (7)

Reaction (6) is the main reaction in alkaline aqueous solutions. Reaction (7) is very slow and makes a negligible contribution to CO\(_2\) absorption in most cases [4,10].

Kasturi et al. [22] found that in the presence of sarcosine, GBIG crystallizes as a heavily carbonated precipitate by the following mechanism:

\[
\text{GBIG} (\text{aq.}) + 2 \text{SARH} \rightleftharpoons K_8 \text{GBIGH}_2^{2+} + 2 \text{SAR}^-.
\] (8)

\[
\text{GBIGH}_2^{2+} + 2 \text{HCO}_3^- + 2 \text{H}_2\text{O} \rightleftharpoons K_9 \text{(GBIGH}_2^{2+}) (\text{HCO}_3^-)_2(\text{H}_2\text{O})_2(\text{s}).
\] (9)

All bases in the liquid phase compete to protonate GBIG. The weakest base (strongest conjugated acid) will donate the proton. In the case of water, the base is OH\(^-\), and the conjugated acid is H\(_2\)O (pK\(_a\) = 14). Amino acids, pK\(_a\) about 9-10, are far weaker bases than OH\(^-\), thus the amino acid donates the proton to the guanidine compound. The rate-limiting process is the hydrogenation of GBIG, Equation (8), while Equation (9) provides the thermodynamic driving force for the regeneration process. The global reaction is given by:

\[
\text{GBIG(aq.)} + 2 \text{HCO}_3^- + 2 \text{SAR} + 2 \text{H}_2\text{O} \rightleftharpoons K_{10} (\text{GBIGH}_2^{2+}) (\text{HCO}_3^-)_2(\text{H}_2\text{O})_2(\text{s}) + 2 \text{SAR}^-.
\] (10)

In the reaction scheme the overall rates of reaction (R\(_{ai}\)) were calculated using,

\[
R_{ai} = r_{fi} - r_{ri}.
\] (11)

Here, r\(_{fi}\) and r\(_{ri}\) are the forward and reverse reaction rates, respectively.
The generation terms \( \text{R}_{\text{gen},i} \) that appear in the mass balance equations for every chemical species are calculated from Equations (1)–(11) by molar balances \([4,19]\). The equations to calculate all generation terms \( \text{R}_{\text{gen},i} \) are given in the Appendix. All information related to the reaction scheme appears in the Appendix. Table A1 includes all chemical compounds. The values of all kinetic parameters used in this work are listed in Table 2.

2.3. Reactive Mass Transfer

The two-film model is used to account for gas-liquid reactive mass transfer. This model assumes the presence of two stagnant thin layers on both sides of the gas-liquid interphase. Mass transfer occurs by molecular diffusion through the two thin layers \([27]\). Two mass transfer coefficients, one in each thin layer \( (k_g \text{ and } k_l) \), are defined by the model. The presence of a chemical reaction increases mass transport, which is calculated by using an enhancement factor \((E) \) \([28]\).

The ionic species always remain in liquid phase, while the gaseous and volatile chemical compounds move between both phases. Gas-phase only mass transfer resistance is considered for water while liquid only mass transfer resistance applies to the other gas species. However, both resistances must be considered for \( \text{CO}_2 \). In our model, we consider this situation by using a global mass transfer coefficient given by,

\[
\frac{1}{K_{\text{CO}_2}^l} = \frac{1}{E k_{\text{CO}_2}^l} + \frac{H^{\text{cc}}}{k_{\text{CO}_2}^g}.
\]

Here, \( K_{\text{CO}_2}^l \) is the overall mass transfer coefficient based upon liquid phase concentrations, \( k_{\text{CO}_2}^l \) is the liquid phase mass transfer coefficient, \( k_{\text{CO}_2}^g \) is the gas phase mass transfer coefficient, \( H^{\text{cc}} = C_l^i / C_g^i \), is the concentration based Henry’s constant, \( C_l^i \) and \( C_g^i \), are the liquid and gas phase i-species concentrations, respectively, and \( E \) is the enhancement factor. The enhancement number is a function of the dimensionless Hatta (Ha) number, which is a ratio of the component mass transfer with and without chemical reaction. When \( \text{Ha} > 2 \), the enhancement factor \( E \) is equal to the Ha number \([28]\) so, the \( \text{CO}_2 \) molar flow term \( (N_{\text{CO}_2,\text{diff}}) \) is calculated by \([4,29,30]\):

\[
N_{\text{CO}_2,\text{diff}} = - k_{\text{CO}_2}^l E a_w H^{\text{cc}} C_g^i.
\]

Here, \( a_w \) is the gas-liquid interphase area per unit volume.

2.4. Slurry Bubble Column Model

2.4.1. Mass Balances

A mass balance for the i-component in the liquid-phase of the slurry bubble column shown in Figure 1 is given by \([4,19,30]\),

\[
\frac{\partial C_l^i}{\partial t} = D_l \frac{\partial^2 C_l^i}{\partial z^2} + u_l \frac{\partial C_l^i}{\partial z} - N_{i,\text{diff}} - k_{s,i} a_s \left( C_l^i - C_s^i \right) + R_{\text{gen},i}.
\]

Here, \( u_l \) is the liquid phase superficial velocity, \( D_l \) is the liquid phase dispersion coefficient, \( C_s^i \) is the volumetric concentration of the i-component on the liquid-solid interface, \( a_s \) is the solid-phase holdup, and \( k_{s,i} \) is the liquid to solid phase mass transfer coefficient for the i-component. Replacing Equation (14), the interfacial liquid-gas mass transfer \( (N_{i,\text{diff}}) \) using Equation (25) in reference \([19]\) leads to,

\[
\frac{\partial C_l^i}{\partial t} = D_l \frac{\partial^2 C_l^i}{\partial z^2} + u_l \frac{\partial C_l^i}{\partial z} + k_{l,i} a_w \left( C_l^{i,*} - C_l^i \right) - k_{s,i} a_s \left( C_l^i - C_s^i \right) + R_{\text{gen},i}.
\]

Here, \( k_{l,i} \) is the i-component gas-liquid mass transfer coefficient, \( C_l^{i,*} \) is the equilibrium gas-liquid interface concentration of the i-component, and \( C_l^i \) is the i-component liquid phase concentration.
Experimental setup used for CO\textsubscript{2} absorption experiments.

Figure 1. Experimental setup used for CO\textsubscript{2} absorption experiments.

At steady state, a mass balance for the i-component in the liquid-solid interface is given by,

\[ k_{s,i} \alpha_s (C_i^l - C_i^s) - \alpha_s R_{gen,i}^s = 0. \]  \hspace{1cm} (16)

Here, \( R_{gen,i}^s \) is the production of the i-component by reaction at the liquid-solid interface. These generation terms affect only the chemical species that participate in the precipitation reaction, Equations (8) and (9). Introducing Equation (16) into (15) leads to,

\[ \frac{\partial C_i^l}{\partial t} = \left\{ D_i \frac{\partial^2 C_i^l}{\partial z^2} + u_i \frac{\partial C_i^l}{\partial z} \right\} + k_{l,i} E a_w (C_{i,s}^l - C_i^l) - \alpha_s R_{gen,i}^s + R_{gen,i}. \]  \hspace{1cm} (17)

In the gas phase a mass balance for species-i leads to

\[ \frac{\partial C_i^g}{\partial t} = D_g \frac{\partial^2 C_i^g}{\partial z^2} - u_g \frac{\partial C_i^g}{\partial z} + N_{i,diff}. \]  \hspace{1cm} (18)

Here \( D_g \) is the gas phase dispersion coefficient. Replacing \( N_{i,diff} \) in Equation (18) using [19] leads to,

\[ \frac{\partial C_i^g}{\partial t} = D_g \frac{\partial^2 C_i^g}{\partial z^2} - u_g \frac{\partial C_i^g}{\partial z} - k_l a_w (C_{i,s}^l - C_i^l). \]  \hspace{1cm} (19)

2.4.2. Parameter Estimation

The implementation of the slurry bubble column model requires the evaluation of several parameters including the overall gas hold-up \( \varepsilon_g \), overall solid hold-up \( \varepsilon_s \), the volumetric mass transfer coefficient \( k_a \), the liquid side mass transfer coefficient \( k_l \), the volumetric interfacial area \( a_w \), the gas and liquid dispersion coefficients \( D_g \) and \( D_l \), the bubble size \( d_{bs} \), the bubble distribution throughout the column, and the solid GBIG distribution throughout the column. The model parameters required for simulation of the slurry bubble column were calculated using literature information [31–34]. Our slurry bubble column operates in the homogeneous regime characterized by small bubbles with
diameters between 1 and 7 mm and narrow bubble size distribution [34]. We also assumed homogeneous concentration of solid particles throughout the column. In some cases where literature data were not available, we used experimentally measured values of these parameters [22].

The average gas hold-up \( (\varepsilon_g) \) is calculated using [33],

\[
\varepsilon_g = 0.00494 \mu_L^{0.42} \rho_G^{0.18} \sigma_L^{0.27} u_G^{0.55} \left( \frac{P_T}{P_T - P_S} \right)^{0.20} \left( \frac{D_C}{D_C + 1} \right)^{-0.12} \Gamma^{0.05} \exp \left( -2.23 C_v - 0.16 \rho_p d_p - 0.24 X_w \right). \tag{20}
\]

Here, \( D_C \) is the column diameter, \( P_T \) is the total pressure, \( P_S \) is the saturation vapor pressure, \( u_G \) is the superficial gas velocity, \( \rho_G \) is the gas density, \( \rho_L \) is the liquid phase density, \( \mu_L \) is the liquid phase viscosity, \( \sigma_L \) is the liquid phase surface tension, \( \rho_p \) is the solid particles density, \( d_p \) is the solid particles diameter, \( \rho_p \) is the solid particles density, \( C_v \) is the volumetric solid concentration, \( X_w \) is the mass percentage of the solvent in a liquid mixture, and \( \Gamma \) is the sparger coefficient calculated using,

\[
\Gamma = K_d N_O d_O. \tag{21}
\]

Here, \( K_d \) is a sparger constant, \( N_O \) is the number of distributor orifices, \( d_O \) is the diameter of the distributor orifices, and the exponent \( a \) is constant calculated from Equation (26) in ref. [33].

The specific gas-liquid interphase area \( (a_w) \) is calculated using [32]:

\[
a_w = \frac{6 \varepsilon_g}{(1 - \varepsilon_g)} d_{bs}. \tag{22}
\]

The Sauter mean diameter of the bubbles \( (d_{bs}) \) is given by [32],

\[
d_{bs} = 37.19 \mu_L^{0.08} \sigma_L^{0.22} \rho_G^{0.02} \rho_p^{0.14} u_G^{0.14} \left( \frac{D_C}{D_C + 1} \right)^{0.30} (1 - \varepsilon_g)^{1.56} \Gamma^{-0.02} \exp \left( 2.81 C_v + 2.77 \rho_p d_p - 2.29 X_w \right). \tag{23}
\]

The liquid-layer mass transfer coefficient \( (k_{l\alpha_w}) \) is calculated from [34]:

\[
k_{l\alpha_w} \frac{(1 - \varepsilon_g)}{1 - \varepsilon_g} = 6.14 \times 10^4 \mu_L^{0.12} \sigma_L^{0.26} \rho_G^{0.12} \rho_p^{0.06} u_G^{0.08} d_{bs}^{0.05} \left( \frac{D_C}{D_C + 1} \right)^{0.40} \Gamma^{-0.11}. \tag{24}
\]

Here, \( D_A \) is the diffusivity of A-species into the liquid phase.

The liquid axial dispersion coefficient \( (D_L) \) is given by [33]:

\[
D_L = 0.35 D_c^{4/3} \left( g u_g \right)^{1/3}. \tag{25}
\]

Since the gas bubbles in the homogeneous regime are relatively small, we assumed that the gas bubbles dispersion coefficient is equal to the liquid dispersion coefficient [35], \( (D_G \approx D_L) \).

### 2.5. Experimental Part

Experimental data were measured using the experimental set-up reported by Kasturi et al. [17] as shown in Figure 1. In our experiments we prepared 3 L of 1 M potassium hydroxide purchased from Fisher Chemicals (Fair Lawn, NJ, USA) by dilution of a 45 weight% potassium hydroxide solution. We promoted diluted potassium hydroxide solutions by mixing 1 M equivalent of sarcosine. We purchased sarcosine (>99% purity) from Sigma Aldrich (Milwaukee, WI, USA). We prepared a simulated flue gas stream by combining individual gaseous streams of \( CO_2 \) and \( N_2 \) obtained from their respective gas cylinders purchased from Airgas (Atlanta, GA, USA). The input 14% (v/v) \( CO_2 \) stream was prepared by adjusting the flow rates of \( CO_2 \) and \( N_2 \) until the desired values were obtained.
The total gas flowrate was 5 Lmin⁻¹. Liquid samples were taken at the bottom of the bubble column reactor and then analyzed for total carbonate concentration using a Dionex ICS-5000+ ion chromatography and for pH using an Acumet 50 pH-meter. The output CO₂ gaseous concentration at the top of the column was measured using a CM-0003 CO₂ m from CO2Meter (Ormond Beach, FL, USA). Experimental data were used to support and validate process simulations. We measured gas and solid hold-up values (eₐ and eₛ) by taking pictures of the column sections at different times.

3. Results and Discussion

The model presented in the theoretical section was implemented by modifying the custom-made FORTRAN computer code developed by Gabitto et al. [19,22]. More details can be found in the references. The experimental data from Kasturi et al. [17] showed that the bubble diameter changes with position and time in a very complex way. The presence of the solid phase introduces further changes in gas bubble size and distribution. A simulation model considering the formation and coalescence of bubbles is needed for accurate simulation of this behavior. Such a model, however, is beyond the scope of this work. Therefore, it was decided to fit the experimental data using a constant bubble diameter for the whole experiment instead of trying complex functions of bubble size with axial position and time. Typical results are plotted in Figures 2–5. The operating values used in the simulations are shown in Table 3 in the Appendix.

Figure 2. Time variation of CO₂ concentration in gas phase measured at exit stream with and without GBIG.

Figure 2 shows typical values of exit CO₂ concentration in gas phase vs. time with and without GBIG. The designation “without” means no GBIG is present in the system; therefore, no GBIGH⁺_2(HCO₃⁻)_2(H₂O)_2 solid precipitates. The simulation results show that the presence of the guanidine compound significantly delays breakthrough behavior compared with the case without the guanidine compound. The area above both curves is proportional to the amount of CO₂ absorbed in liquid-phase; therefore, there is significantly more CO₂ absorbed when the guanidine compound is present. Several authors found that the CO₂ concentration in the gas phase decreases as the amino acid salt concentration increases due to the counterflow operation of the column [17,19]. However, caution needs to be exerted as in this work the experiments were run by continuously recycling the slurry phase. Therefore, as time increases, the input concentration of the amino acid salt at the
top of the column decreases while the gas phase input concentration at the bottom remains constant.

Figure 2. Time variation of CO2 concentration in gas phase measured at exit stream with and without GBIG.

Kasturi et al. [17,22] reported that the values of the concentration of the different amino acid forms, the concentration of the products of the different reactions with CO2, and the pH are strongly related. The simulation results are shown in Figures 3–5.

Figure 3 shows the time variation of the concentration of the different amino acid compounds at the bottom of the column. The predominant form of the amino acid at high pH is the alkaline salt (SAR\(^-\)). This compound is consumed throughout the column by reaction with CO2 to produce the carbamate form, SAR\(^-\)(CO2\(^-\)). The amino acid concentration (SAR\(^-\)) is higher with GBIG present than without. It is shown in Figure 3 that the total carbamate (SAR\(^-\)CO2\(^-\)/SAR\(^-\)CO2\(^-\)H) concentration is significantly higher with than without GBIG present. This ratio is equal to the stoichiometric ratio, Equation (1),

Figure 4. pH variation with time with and without GBIG present.

Kasturi et al. [17,22] reported that the values of the concentration of the different amino acid forms, the concentration of the products of the different reactions with CO2, and the pH are strongly related. The simulation results are shown in Figures 3–5.

Figure 3 shows the time variation of the concentration of the different amino acid compounds at the bottom of the column. The predominant form of the amino acid at high pH is the alkaline salt (SAR\(^-\)). This compound is consumed throughout the column by reaction with CO2 to produce the carbamate form, SAR\(^-\)(CO2\(^-\)). The amino acid concentration (SAR\(^-\)) is higher with GBIG present than without. It is shown in Figure 3 that the total carbamate (SAR\(^-\)CO2\(^-\)/SAR\(^-\)CO2\(^-\)H) concentration is significantly higher with than without GBIG present. This ratio is equal to the stoichiometric ratio, Equation (1),

Figure 5. HCO3\(^-\) concentration as a function of time with and without GBIG.
with GBIG present while it is smaller without. After consumption of GBIG the system reverts to the behavior without GBIG.

Figure 5. HCO$_3^-$ concentration as a function of time with and without GBIG.

The simulation results depicted in Figure 4 show that the pH value at the column bottom drops fast with time as the amino acid salt is consumed. After a high decrease in the amino acid concentration the pH remains relatively constant. When GBIG is consumed the pH decreases up to similar values than without GBIG present. We can also see that the pH is higher with GBIG present than without.

Figure 5 shows the variation of the concentration of HCO$_3^-$ with time. The presence of GBIG significantly delays bicarbonate increase in liquid phase. When GBIG is present HCO$_3^-$ is consumed to form the carbonated GBIG precipitate. As the amount of GBIG is entirely consumed the system behaves similarly to the case without GBIG. Inspection of the results reported in Figure 4 shows that the pH decrease is caused by the bicarbonate ion concentration increase.

The simulation results shown in Figures 2–5 show that the decrease in CO$_2$ absorption with time is produced by the decrease in the concentration of the alkaline form of the amino acid. This decrease is produced by formation of a carbamate compound, and by the decrease in pH which favors the formation of the protonated form of the amino acid, as shown in Figure 3. The simulation results shown in Figures 2–5 lead us to propose the following description of the CO$_2$ absorption process. At short times, a big amount of CO$_2$ is absorbed by carbamate formation. This process is fast and in approximately 10 min most of the amino acid has been transformed into the carbamate form by the reaction given by Equation (1) or into the protonated form of the amino acid due to the decrease in pH. The protonated form of the amino acid does not actively participate in CO$_2$ absorption [26]. This step produces a significant decrease in the pH value. The results presented in Figure 2 show that after this period ends there is a sharp increase in CO$_2$ concentration without GBIG present while in the presence of GBIG the CO$_2$ concentration remains relatively constant. CO$_2$ is still absorbed by the alkaline aqueous solution, Equation (6); however, this step is relatively slow and produces only a slight decrease in pH, but neither the concentration of bicarbonate increases, nor the pH decreases further because the guanidine compound reacts with HCO$_3^-$ to produce the carbonated precipitate and regenerates some amino acid salt. This step produces the slight increase in the exit gaseous CO$_2$ concentration shown in Figure 2 from time = 10 to 70 min in the presence of GBIG. After 70 min, the amount of the guanidine compound has been significantly reduced and the system behaves as the system
without guanidine. Changes in bubble size and bubble size distribution can also affect the behavior observed in these simulation results.

The presented simulation results established qualitative trends for the variation of the main chemical compounds participating in the complex reactions associated with the CO$_2$ absorption by amino acid salts. Quantitative agreement between simulation results and experimental data can only be achieved by using the bubble size as an adjustable parameter because the model presented in this work lacks a subroutine to calculate bubble size and bubble size distributions. The comparison of our simulations results with Kasturi et al. [22] is shown in Figures 6 and 7.

![Figure 6. Comparison between experimental data and simulation results.](image)

![Figure 7. Comparison of the time variation of pH for experimental data and simulation results.](image)

Figure 6 shows good agreement between experimental data and simulation results for very short and long times. At intermediate times, from 4 to 40 min, the agreement is not as
good. The variation in bubble size distribution with time and position was considered the reason behind the difference in experimental and simulation results at intermediate time scales. Kasturi et al. [22] reported similar results for experiments without the presence of the guanidine compound.

A comparison with experimental results for pH is shown in Figure 7. The simulation results depicted in the Figure show that there is very good agreement for very short and long times. However, once again there is only fair agreement for intermediate times, from 4 to 20 min. A theoretical model that calculates bubble sizes and distributions is needed to improve the predictions.

4. Conclusions

A simulation model for CO$_2$ capture in a slurry bubble column combining an absorption step and a regeneration step has been developed. The model has been implemented by writing a custom-made computer code. The interactions among amino acid forms, pH, and different carbonated products have been studied. Breakthrough behavior for output carbon dioxide concentration in gas phase has been observed. The breakthrough behavior is produced by significant amino acid consumption and pH decrease at very short times. Simulation results and experimental data agree well for very short and long periods of time. The agreement is only fair at intermediate times. The lack of a theoretical model that represents the bubble size changes with time and position is considered the reason for the discrepancy at intermediate times. Comparison between simulation results and experimental data with and without the guanidine compound (GBIG) shows that the presence of the guanidine compound significantly increases the amount of CO$_2$ captured and the pH. The increase in pH and the precipitation of the extra amount of bicarbonate ion formed by alkaline absorption are considered the main reasons for the improved operation.

In conclusion, the results presented in this work show that it is possible to implement a combined CO$_2$ sequestration and amino acid regeneration process with improved efficiency compared to a process without simultaneous regeneration. It should also be emphasized that, although the model and experiments were performed using a bubble column, the same conclusions are applicable for other types of absorbers, such as packed columns, which are designed to operate with lower pressure drop.
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Appendix A

Reactions

\[
\text{CO}_2 \text{(aq.)} + 2 \text{SAR}^- \xrightleftharpoons{K_1'} \text{SAR}^- (\text{CO}_2^-) + \text{SARH}, \quad (A1)
\]

\[
\text{HCO}_3^- \text{(aq.)} + \text{SAR}^- \xrightleftharpoons{K_2} \text{SAR}^- (\text{CO}_2^-) + \text{H}_2\text{O}, \quad (A2)
\]

\[
\text{SAR}^- (\text{CO}_2^-) + \text{H}^+ \xrightleftharpoons{K_3} \text{SAR}^- (\text{CO}_2H), \quad (A3)
\]

\[
\text{CO}_2 \text{(aq.)} + \text{H}_2\text{O} \xrightleftharpoons{K_4} \text{HCO}_3^- + \text{H}^+ \text{(aq.)}, \quad (A5)
\]

\[
\text{H}_2\text{O} \xrightleftharpoons{K_5} \text{H}^+ + \text{OH}^- \quad (A6)
\]

\[
\text{HCO}_3^- + \text{OH}^- \text{(aq.)} \xrightleftharpoons{K_7} \text{CO}_3^- + \text{H}_2\text{O}, \quad (A7)
\]

\[
\text{SARH} + \text{OH}^- \text{(aq.)} \xrightleftharpoons{K_8} \text{SAR}^- + \text{H}_2\text{O}, \quad (A8)
\]

\[
\text{GBIG} \text{(aq.)} + 2 \text{SARH} \xrightleftharpoons{K_9} \text{GBIGH}_2^2 + 2 \text{SAR}^-, \quad (A9)
\]

\[
\text{GBIGH}_2^2 + 2 \text{HCO}_3^- + 2 \text{H}_2\text{O} \xrightleftharpoons{K_{10}} (\text{GBIGH}_2^2) (\text{HCO}_3^-)_2(\text{H}_2\text{O})_2 \text{(s)}. \quad (A10)
\]

Generation Terms

Assuming the pseudo-steady state for every chemical species, we can calculate the generation terms that appear in the chemical species mass balances. To simplify the calculations, we determined an overall rate per reaction according to,

\[
R_{ai} = r_{if} - r_{ir}. \quad (A11)
\]

Every generation term \((R_{geni})\) is calculated by a molar balance using:

\[
R_{gen1} = -R_{a1} - 2 R_{a2} + R_{a6} + 2 R_{a9} \text{(SAR-)}, \quad (A12)
\]

\[
R_{gen2} = R_{a1} + R_{a2} - R_{a3} \text{(SAR- (CO}_2^-\text{))}, \quad (A13)
\]

\[
R_{gen3} = R_{a3} \text{SAR- (CO}_2H\text{)}, \quad (A14)
\]

\[
R_{gen4} = -R_{a1} - R_{a4} - R_{a5} \text{CO}_2 \text{(aq.)}, \quad (A15)
\]

\[
R_{gen5} = 0 \text{H}_2\text{O}, \quad (A16)
\]

\[
R_{gen6} = -R_{a2} - R_{a7} - 2 R_{a10} + R_{a4} + R_{a5} \text{(HCO}_3^-\text{)}, \quad (A17)
\]

\[
R_{gen7} = R_{a6} - R_{a4} - R_{a7} - R_{a8} \text{(OH-)}, \quad (A18)
\]

\[
R_{gen8} = -R_{a3} + R_{a5} + R_{a6} \text{(H}^+\text{)}, \quad (A19)
\]

\[
R_{gen9} = R_{a7} \text{(CO}_3^{2-}\text{)}, \quad (A20)
\]

\[
R_{gen10} = R_{a1} - R_{a8} \text{(SARH)}, \quad (A21)
\]

\[
R_{gen11} = R_{a9} - R_{a10} \text{(GBIGH}_2^2\text{)}, \quad (A22)
\]

\[
R_{gen12} = R_{a10} \text{(GBIGH}_2^2\text{(HCO}_3^-\text{)(H}_2\text{O})_2\text{)}. \quad (A23)
\]

Table A1 lists all the chemical compounds participating in reactions (A1) to (A10).
Table A1. List of compounds participating in the reaction scheme.

| Compound N° | Gas             | Liquid                      |
|-------------|-----------------|-----------------------------|
| 1           | N\(_2\) (g)     | SAR\textsuperscript{−}      |
| 2           | O\(_2\) (g)     | SAR\textsuperscript{−}(CO\(_2\))\textsuperscript{−} |
| 3           | CO\(_2\) (g)    | SAR\textsuperscript{−}(CO\(_2\)H) |
| 4           | H\(_2\)O (g)    | CO\(_2\) (aq.)             |
| 5           | -               | H\(_2\)O                    |
| 6           | -               | HCO\(_3\)\textsuperscript{−} |
| 7           | -               | OH\textsuperscript{−}       |
| 8           | -               | H\textsuperscript{+}        |
| 9           | -               | CO\(_2\)\textsuperscript{2−} |
| 10          | -               | SARH (aq.)                 |
| 11          | -               | GBIGH\textsuperscript{2+} (aq.) |
| 12          | -               | GBIGH\(_2\)(HCO\(_3\))(H\(_2\)O)\(_2\) |

Kinetic Data

Table AII summarizes all the kinetic parameters for the rate equations used in the model. The first number in the first column is the equation number used in the Appendix. The second number refers to the original equation number used in the article. (-) means that the equation has not been listed in the article, but it has been included in the model for completeness.

Table 2. Kinetic information used in solving the proposed reaction model.

| Eqn. No/Reaction | Forward Rate (k\(_f\)) | Equilibrium Constant | Reverse Rate (k\(_r\)) |
|------------------|-------------------------|----------------------|------------------------|
| A1 (1 + 2)       | k\(_{1f}\) = 9.5 \times 10^{11} (mM\textsuperscript{−1}s\textsuperscript{−1}) \exp(-7348/T\(_l\)) | K\(_1\) = 11.78 \times \exp(721.7/T\(_l\)) \times 10^{(909.1/T\(_l\))} | k\(_{1r}\) = k\(_{1f}\)/K\(_1\) |
| A2 (4)           | k\(_{2f}\) = 3.59 \times 10^{5} (mM\textsuperscript{−1}s\textsuperscript{−1}) \exp(-7400/T\(_l\)) | K\(_2\) = k\(_{2f}\)/k\(_{2r}\) | k\(_{2r}\) = 4931.6 (mM\textsuperscript{−1}s\textsuperscript{−1}) \exp(-8004/T\(_l\)) |
| A3 (5)           | k\(_{3f}\) = 4.52 \times 10^{7} (mM\textsuperscript{−1}s\textsuperscript{−1}) \times 10^{(-909.1/T\(_l\))} | K\(_3\) = 4.52E10 (M\textsuperscript{−1}) \times 10^{(-909.1/T\(_l\))} | k\(_{3r}\) = (k\(_{3f}\))/K\(_3\) |
| A4 (6)           | k\(_{4f}\) = 1.88 \times 10^{12} \times \exp(-7998./T\(_l\)) (mM\textsuperscript{−1}s\textsuperscript{−1}) | K\(_4\) = k\(_{4f}\)/k\(_{4r}\) | k\(_{4r}\) = 2.491 \times 10^{16} \times \exp(-1.367E4/T\(_l\)) (s\textsuperscript{−1}) |
| A5 (7)           | k\(_{5f}\) = 4.32 \times 10^{-7} (s\textsuperscript{−1}) | K\(_5\) = 10^{(3404.7/T\(_l\))} + 0.032786 \times T\(_l\) + 14.8435 (mM) | K\(_{5r}\) = (k\(_{5f}\))/K\(_5\) |
| A6 (-)           | k\(_{6f}\) = 3.6 \times 10^{-10} (s\textsuperscript{−1}) (mM) | K\(_6\) = 1.58 \times 10^{-3} (mM\textsuperscript{2}) \exp(-6832/T\(_l\)) | k\(_{6r}\) = (k\(_{6f}\))/K\(_6\) |
| A7 (-)           | k\(_{7f}\) = 0.1 (mM\textsuperscript{1}s\textsuperscript{−1}) | K\(_7\) = 4.474 \times 10^{-3} (mM\textsuperscript{−1}) \times \exp(5325./T\(_l\)) | k\(_{7r}\) = (k\(_{7f}\))/K\(_7\) |
| A8 (-)           | k\(_{8f}\) = 0.1 (mM\textsuperscript{1}s\textsuperscript{−1}) | K\(_8\) = 2.83 \times 10^{-5} (mM\textsuperscript{−1}) \times \exp(6832./T\(_l\)) | k\(_{8r}\) = (k\(_{8f}\))/K\(_8\) |
| A9 (8)           | k\(_{9f}\) = 2 \times 10^{-5} T\(_l\) (mM\textsuperscript{−2}s\textsuperscript{−1}) | K\(_9\) = 2.26 \times 10^{-5} (mM\textsuperscript{−1}) | k\(_{9r}\) = (k\(_{9f}\))/K\(_9\) |
| A10 (9)          | k\(_{10f}\) = 8.95 \times 10^{-3} (mM\textsuperscript{1}s\textsuperscript{−1}) | K\(_{10}\) = 0.54 (mM\textsuperscript{−1}) | k\(_{10r}\) = (k\(_{10f}\))/K\(_{10}\) |

Simulation Parameters

Table 3 contains a list of the parameters and operating conditions used in our simulations.
Table 3. Values used in the simulations.

| Notation | Parameter | Value/Range | Units |
|----------|-----------|-------------|-------|
| Q<sub>g</sub> | Gas phase flow rate | 1–5 | L min<sup>−1</sup> |
| Q<sub>l</sub> | Liquid phase flow rate | 0.1–1 | L min<sup>−1</sup> |
| L<sub>c</sub> | Column height | 0.9 | m |
| D<sub>C</sub> | Column diameter | 0.08 | m |
| d<sub>bs</sub> | Gas bubble Sauter diameter | $1 \times 10^{-3}$–$5 \times 10^{-3}$ | m |
| V<sub>S</sub> | Solid volume fraction | 0.04–0.1 | (-) |
| X<sub>0g,CO<sub>2</sub></sub> | Initial CO<sub>2</sub> volume fraction in gas-phase | 0.05–0.14 | (-) |
| V<sub>Tank</sub> | Liquid feed tank volume | $0.5 \times 10^{-3}$–$4 \times 10^{-3}$ | m<sup>3</sup> |
| C<sub>0l,SAAR</sub> | Initial amino acid concentration | 0.1–1 | M |
| C<sub>0l,GBIG</sub> | Initial GBIG concentration | 0.1–1 | M |
| P<sub>T</sub> | Total pressure | $1.1 \times 10^{-5}$ | Pa |
| T | Temperature | 293 | K |
| pH | Potential of hydrogen | 10.2–12.5 | (-) |
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