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Abstract
We study the optimization of the superconducting properties of inhomogeneous nanowires. The main goal of this research is to find an optimized geometry that allows one to maximize the desired property of superconductors, such as the maximum value of the local superconducting gap or total condensation energy. We consider the axially symmetric design of multilayered nanowires with the possibility of adjusting and changing the layer thickness. We use numerical solution of the Bogoliubov–de Gennes equations to obtain the local superconducting gap for different arrangements of inhomogeneous structures. The values of the optimized properties can be up to 300\% greater than for a non-optimized geometry. The optimized configuration of multilayers strongly depends on the desired property one wants to optimize and on the number of layers in the nanowire.

1. Introduction
Recent advances in the fabrication and experimental measurement of spatially inhomogeneous superconducting materials open up new opportunities in the optimal design of targeted properties of superconducting materials. Optimal design is an approach in which one calculates the properties of a given structure or device and then optimizes the shape, composition or mutual orientation of the parts of the structure with the purpose of achieving some function or target property of the structure. With a properly chosen geometry (that determines boundary conditions for quantum systems) one can expect enhancement of the target property at certain location, or even observe a ‘quantum mirage’ in confined corral-like nanoscale systems [1].

The ideas of optimal design follow the same line of thinking as in band structure engineering [2, 3] or prediction of a complex materials structure using information-theoretical methods [4]. The notion of optimal design also can be viewed as an extension of similar ideas to the design of decoherence-protected quantum state engineering in quantum computing [5, 6].

In this work we propose to extend the notion of design of quantum states to the case of superconducting materials. We will focus on superconducting nanostructures. Examples of the specific parameters that one might want to optimize in superconducting materials are the local superconducting gap \(\Delta(r)\) and the maximum of the condensate energy \(E_{\text{cond}} \propto \int dr|\Delta(r)|^2\). These are the main target parameters we will focus on below. Specifically, we are going to investigate the interplay between strong spatial inhomogeneities, confinement and geometry effects in superconducting nanoscaled systems. To elucidate this interplay we will focus on the influence of the spatial arrangement of layers of different superconducting materials on the target parameters we mentioned above.

Obviously, the search for optimal design can only be performed using a physically correct and computationally accessible model. In our approach we use the Bogoliubov–de Gennes equation which is well suited to the microscopic description of inhomogeneous superconductors. Since three-dimensional spatial inhomogeneity is not tractable without using a supercomputer, we resort to the case of cylindrical quasi-one-dimensional systems, considering axially symmetric nanowires. Axially symmetric superconducting wires were recently fabricated and have shown their usefulness for prospective measuring devices [7–10].

Before we proceed with the results we will make a few technical comments. Spatial inhomogeneity destroys...
translational symmetry and can create localized states on a certain length scale. If the inhomogeneities are created by disorder, they may usually be characterized by simple, low order, and spatially localized correlation functions. However, this approach cannot be applied in the case of engineered, ordered inhomogeneities. In this case inhomogeneities are characterized by spatially delocalized correlation functions of high order. As a result, this problem is not tractable analytically. One needs to use numerical solutions with a fine mesh and at the same time allow for variations in the solution as we search for an optimized configuration. This approach was not possible computationally 10 years ago and has only now become feasible.

In our approach we abandon the usual assumption that the designed inhomogeneity can be treated as a small perturbation. Detailed analysis can demonstrate that the size of the space of accessible solutions grows with the maximum allowed amplitude of the inhomogeneities. Thus, a relatively big of accessible solutions grows with the maximum allowed designed inhomogeneity can be treated as a small perturbation. As a result, this problem is not tractable as we search for an optimized configuration. This approach and its applicability to other problems. We conclude in section 5 with a discussion of main results and the outlook for future approaches.

2. Approach and basic facts

In this work we use the Bogoliubov–de Gennes formalism [14]. It is a mean-field formulation of a microscopic theory of weak coupling superconductors, and it is particularly well suited to spatially inhomogeneous problems. It is also appropriate for the relatively small heterostructures in the clean limit that we are interested in.

Using the microscopic theory for inhomogeneous superconductors, one can explore the rich structure in the local density of states (LDOS), which can now be measured directly using STM [15]. Such STM studies, unlike the previous experimental studies [16] which explored only spatially averaged properties, may provide valuable information about local variations of the pair potential $\Delta(r)$.

We are going to use a real space discretization technique [17] that, unlike using a basis of Bessel functions for cylindrically symmetric problems [12, 18], leads to eigenproblem with sparse matrices. In this case the eigenproblem solution can be found much more quickly using sparse iterative solvers. In this work we choose the wire to be hollow to simplify numerical calculations and to avoid uneven real space discretization for the numerical treatment of the singularity near the origin. However, our results will not be changed qualitatively in the case of solid wires of the same size.

The Bogoliubov–de Gennes (BdG) equations for the quasiparticle amplitudes $u_n$ and $v_n$ with excitation energy $E_n > 0$ can be written in a compact form

$$\left( -\frac{\hbar^2}{2m^*} \nabla^2 - \mu \right) \hat{\sigma}_z \hat{\psi}_n(r) + \Delta(r) \hat{\sigma}_x \hat{\psi}_n(r) = E_n \hat{\psi}_n(r),$$

where we denote $\hat{\psi}_n \equiv (u_n, v_n)^T$ and $\hat{\sigma}_x, \hat{\sigma}_z$ are the Pauli matrices. Here $\mu$ is the chemical potential. Any effects of the band structure of the material are included in the quasiparticle effective mass $m^*$. In the presence of a magnetic field one should replace the Laplace operator by $(p - eA)^2$.

The superconducting pair potential $\Delta(r)$ for an s-type superconductor must be determined self-consistently from the solutions of the BdG equations as

$$\Delta(r) = g(r) \sum_n u_n(r) v_n^*(r) [1 - 2 f(E_n)] \Theta(h\omega_D - E_n),$$

where $f(E_n)$ is the Fermi distribution function, $\omega_D$ is the Debye cut-off frequency, $\Theta(\cdot)$ is the step function, and $g(r)$ is the inhomogeneous coupling constant. The summation is performed over the indices $n$ corresponding to $E_n > 0$. Throughout this work, we use the chemical potential $\mu = 0$ and temperature $T = 0$ K. The coupling constant is chosen in order to obtain the bulk value $\Delta_{bulk} \approx 10$ K. Note that, as in other studies [19], similar model parameters were chosen for illustrative purposes only and were not intended to reproduce realistic materials.

Assuming the $z$ axis to be an axis of the axial symmetry in the wire of length $L$ and imposing periodic boundary conditions along this axis, the solution of equation (1) has the form

$$\hat{\psi}_n(\rho, \phi, z) = \hat{a}_n(\rho) \exp(i\phi) / \sqrt{2\pi} \exp(ik_z z) / \sqrt{L}. \quad (3)$$
The BdG equations for the radial part can be written as
\[
\left( -\frac{\hbar^2}{2m^*} \nabla^2 - \mu \right) \hat{s}_z \hat{a}_n(\rho) + \Delta(\rho) \hat{s}_z \hat{a}_n(\rho) = E_n \hat{a}_n(\rho),
\]
where we use the notation
\[
\nabla^2 \equiv \partial^2 / \partial \rho^2 + \rho^{-1} \partial / \partial \rho - l^2 \rho^{-2} - k_z^2
\]
for the radial part of the Laplace operator. Indices \(l\) and \(k_z\) are the azimuthal quantum number and the wavevector in the \(z\) direction, respectively.

To compute the self-consistent solution to both equations (1), (2), we assume an initial guess \(\Delta_0(\rho) = \Delta_{\text{bulk}}\) for the order parameter. Then by means of numerical diagonalization, we compute the solutions \(u_i(\rho), v_i(\rho)\), for each combination \([l, k_z]\), corresponding to \(\Delta_0(\rho)\). We use these solutions to generate a new guess for the order parameter.

In order to avoid instabilities during the self-consistent calculations that we found typical for strongly inhomogeneous geometries, we use a simple mixing procedure:
\[
\Delta_{\text{mix}}(\rho) = \alpha \Delta_i(\rho) + (1 - \alpha) \Delta_{i-1}(\rho),
\]
where \(\alpha\) is an adjustable parameter, \(0 < \alpha \leq 1\). Initially we set \(\alpha = 0.5\). To ensure convergence, we increase the current value of \(\alpha\) by 5\% if the relative deviation between two subsequent steps \(S'_i = \max_p |\Delta_i(\rho) - \Delta_{i-1}(\rho)| / \max_p |\Delta_i(\rho)|\) has decreased, \(S'_i < S^{-1}_i\). And we decrease \(\alpha\) by 20\% in the opposite case, \(S'_i > S^{-1}_i\).

The computed \(\Delta_{\text{mix}}(\rho)\) is used for the next iteration step.

We repeat iterations until we achieve an acceptable level of accuracy \((S_i < 10^{-3})\). After the end of the procedure, we perform an additional step with \(\alpha = 1\) to ensure convergence of the obtained solution. It usually takes 50–100 iterations to converge.

3. Results

3.1. Homogeneous wires

In order to check our simulations we first reproduce the bulk limit by considering a relatively big system. We assume a hollow homogeneous cylindrical wire with zero value boundary conditions on the inner and outer surfaces. For such small systems the role of the boundary conditions, as we see later, is crucial. The zero boundary conditions we chose do not imply necessarily contact with a normal metal. It can be vacuum (or just air) outside the wire.

We choose the outer radius of the wire as \(R_{\text{max}} = 50\) nm, and the inner radius as \(R_{\text{min}} = 0.5\) nm (see figure 1). The length of the wire is set to be \(L = 500\) nm with periodic boundary conditions; this is a sufficient approximation for an infinitely long wire. The temperature in all our simulations is set to zero, \(T = 0\) K.

We find that the radial part of the self-consistent pairing potential \(\Delta(\rho)\) is close to the bulk value with some deviations near the boundaries. The slight rise of the pairing potential can be attributed to the local approximation for the pairing potential in the BdG equations, so it has the nature of the Gibb’s phenomenon. Now let us compare a hollow homogeneous cylindrical wire with inner radius \(R_{\text{min}}\) and outer radius \(R_{\text{max}}\), assuming zero boundary conditions, and a homogeneous film of thickness \(D = R_{\text{max}} - R_{\text{min}}\). The results of the calculations are shown in figure 2. The spatially dependent superconducting order parameter is normalized to the maximum value \(\Delta_0\) for the slab. We chose \(R_{\text{max}} = 15\) nm and \(R_{\text{min}} = 1.5\) nm. For all our simulations we use a wire length of \(L = 500\) nm with periodic boundary conditions. The maximum value of the \(\Delta(\rho)\) for the hollow wire is about 30\% larger than for a slab. Clearly, for the wire the superconducting order parameter has an asymmetric shape due to different local curvature at different values of \(\rho\). Next we calculate \(\Delta(\rho)\) for wires of different thickness. In figure 3 we plot the superconducting order parameter \(\Delta(\rho)\) for the fixed outer radius \(R_{\text{max}} = 15\) nm and variable inner radius \(R_{\text{min}} = 1.5, 3.75, 7.5\) nm. We found that \(\max[\Delta(\rho)]\) monotonically decreases as a function of \(R_{\text{min}}\), together with decreasing of the local curvature.

3.2. Inhomogeneous wires

In this section we focus on a few geometries of inhomogeneous nanowires. In the first geometry we consider a hollow axially symmetric nanowire composed of two layers of two different superconducting materials. We model different materials by using different coupling constants \(g\). We have chosen the
The length of the wire is chosen to be 500 nm, and the assumption of the temperature dimensions of the film are set to 500 nm. For our calculations we assume the temperature $T = 0$ K. Note the decrease of the order parameter with decreasing the thickness. For our calculations we assume the temperature $T = 0$ K. Now let us consider an optimal design problem. It is known that the condensation energy $E_{\text{cond}}$ is an important quantity that characterizes superconducting systems. Obviously, for an inhomogeneous system it may vary for different arrangements of the superconducting layers. It is interesting to find an optimal configuration that maximizes $E_{\text{cond}}$. In order to isolate volume effects we assume a superconducting layer of a fixed volume equal to one third of the total volume of the wire: $V_{3g} = \pi(R_{\text{max}}^2 - R_{\text{min}}^2) L / 3$. This layer has the coupling constant $g$. The rest of the material in the wire has the coupling constant $g$. The problem is to find the best placement of the layer to maximize the condensation energy $E_{\text{cond}}$:

$$E_{\text{cond}} \propto \int_{0}^{R_{\text{max}}} \Delta^2(\rho) d\rho. \quad (7)$$

Let the position of the layer's boundary that is closest to the axis of the symmetry be labeled by $R$, then the layer's boundary closest to the outer surface of the wire will be $R_{\text{c}} = \sqrt{V_{3g} / (\pi L)} - R^2$, where $L$ is the length of the wire.

**Figure 2.** The geometries of the systems under consideration are depicted in (a) and are represented by a hollow wire and a thin film. The geometries of the systems under consideration are chosen the layers to be of the same thickness, i.e. the first arrangement is $g(\rho) = g_1$, for $R_{\text{min}} < R < (R_{\text{min}} + R_{\text{max}})/2$, and $g(\rho) = g_2$, for $(R_{\text{min}} + R_{\text{max}})/2 < R < R_{\text{max}}$. One can obtain the second arrangement by switching the constants $g_1$ and $g_2$. Now let us demonstrate an unexpected effect of the geometry on the superconducting order parameter of an inhomogeneous system. We consider a wire which has an inner coaxial layer of a better superconductor with the coupling constant $g_1 = 2g$ and an outer layer with the coupling constant $g_2 = g$. For the second arrangement we consider the inverse layer sequence, namely, the wire has inner coaxial layer of superconductor material with the coupling constant $g_1 = g$ and an outer layer with the coupling constant $g_2 = 2g$. The first choice is depicted in figure 4 by a solid line, and the second choice by a dashed line. Note that the calculated $\Delta(\rho)$ is normalized to the maximum value of $\Delta_0$ for the slab geometry of the same thickness $D = R_{\text{max}} - R_{\text{min}}$. Note that because of the spatial variation of the local curvature the exchange of the superconducting layers leads to non-equivalent results. Interestingly, although for the second arrangement the system has a bigger volume of the better superconductor than in the first arrangement, the maximum value of the pair potential $\Delta(\rho)$ in this case is smaller. This effect is due to local enhancement of the quasiparticles coupling in the effective potential $U_{\text{eff}} \propto \rho^{-2}$ for $\rho \rightarrow 0$, originating from the angular momentum term in the radial part of the Laplacian equation (5).

Now let us consider an inhomogeneous wire composed of three axially symmetric layers. In figure 5 we compared three different arrangements for the three-layer system. We have chosen the layers to be of the same thickness, i.e. $g(\rho) = g_1$ for $R_{\text{min}} < R < (R_{\text{max}} + 2R_{\text{min}})/3$, $g(\rho) = g_2$ for $(R_{\text{max}} + 2R_{\text{min}})/3 < R < (2R_{\text{max}} + R_{\text{min}})/3$ and $g(\rho) = g_3$ for $(2R_{\text{max}} + R_{\text{min}})/3 < R < R_{\text{max}}$. The coupling constant for one of the layers (either $g_1$ or $g_2$ or $g_3$) is set to $2g$, and for the two others it is set to $g$. For this type of inhomogeneity the best choice that maximizes the superconducting order parameter $\Delta(\rho)$ is the one where the better superconductor is in the middle. Since the layers considered here are thinner than the layers shown in figure 4, the superconducting order parameter of the layer closest to the inner surface is significantly reduced by the proximity effect of the nearest boundary with $\Delta(R_{\text{min}}) = 0$.

Now let us consider an optimal design problem.
The geometry of the system is depicted in figure 4(a) and consists of two axially symmetric layers. The order parameter \( \Delta_1(\rho) \) (see figure 4(b)) for a non-uniform hollow wire with \( R_{\text{min}} = 1.5 \) nm and \( R_{\text{max}} = 15 \) nm. The length of the wire is chosen to be 500 nm. For our calculations we assume the temperature \( T = 0 \) K. The thick solid line corresponds to the case when the layer with a stronger coupling constant \( 2g \) closer to the center (dashed line) corresponds to the case when the layer with stronger coupling constant close to the outer surface. The weaker superconductor has the coupling constant \( g \). The thickness of each layer is 6.75 nm. Note the non-equivalence of the arrangements due to the local curvature.

In figure 5 we plot the condensation energy \( E_{\text{cond}} \) normalized to its maximum value \( E_{\text{max}} \) as a function of its position \( R \). For our simulations we choose \( R_{\text{min}} = 1.5 \) nm, \( R_{\text{max}} = 15 \) nm, \( L = 500 \) nm. One can clearly observe that the condensation energy has a maximum near \( R \approx 5 \) nm. For this placement the reducing effect from the boundary \( \Delta(R_{\text{min}}) = 0 \) is minimized, while the effective enhancement of the superconducting order parameter due to the local curvature is still taking place. There are some other local maxima of the condensation energy that we attribute to finite size resonance [12].

As we mentioned above, it is now possible to measure the local density of states (LDOS) directly using a STM technique. In the STM experiment [15] LDOS is proportional to the local differential tunneling conductance. In figure 7 we plot the calculated local density of states \( \rho_0 \) for a homogeneous superconducting nanowire that is determined through

\[
\rho_0(\rho, E) = \sum_n [|u_n(\rho)|^2 \delta(E - E_n) + |v_n(\rho)|^2 \delta(E + E_n)].
\]

We again consider a hollow wire with \( R_{\text{min}} = 1.5 \) nm and \( R_{\text{max}} = 15 \) nm. The length of the wire is chosen to be 500 nm. We use \( E = \Delta_{\text{bulk}} \) for these calculations. In figure 7 one can see relatively big spatial variations of the local density of states due to the confinement of quasiparticles in the cylindrically symmetric boundaries. One may possibly observe these variations by scanning the end face of the wire with a STM tip.
The optimal design ideas presented here are applicable to other configurations. One might look at the multilayered superconductors we see that the largest gap (with an enhancement factor of about 300%) is obtained when the superconductor with the stronger pairing potential is placed on the inside. The reason for this enhancement is a confinement effect in the cylindrical geometry.

If one wanted to optimize the maximum critical current one would need to place the stronger superconductor on the outside, because this will be the region where the screening current flows the most. We explicitly demonstrated that, depending on the function one wants to optimize, the superconducting wire design with the same ingredients can be very different. On the other hand, in the case of three-layered superconductors we see that the largest gap (with an enhancement factor of about 300%) is obtained when the strongest superconductor is placed in the middle of a sandwich.

The optimal design ideas presented here are applicable to other configurations. One might look at the multilayered structures obtained by molecular beam epitaxy and other methods. Here the combination of superconducting and insulating or magnetic layers (ferromagnetic, multiferroic and other layers) would allow us to investigate the optimal design of multilayered structures with competing interactions. One particularly interesting case is the experiment by Bosovic et al [22]. In their multilayered configuration pseudogapped normal regions are alternating with the superconducting regions in multilayers. The unusual proximity effect has been observed at very large distances of up to 100 Å. We can take these configurations as a guide to how possible future multilayered structures might look. The ideas of optimizing the competing interactions in these configurations are becoming relevant.

5. Conclusion

We consider spatially inhomogeneous superconducting materials with axial symmetry. We also studied the interplay between local curvature and spatial inhomogeneity of the system. We find that due to the cylindrical geometry, different arrangements of superconducting layers are not equivalent because of the different local curvature, and the interchange of the sequence of the layers gives different results. We find that placing the better superconducting material layer closer to the symmetry axis results in a higher values of the pairing potential. However, this is not true in the case when this layer is sufficiently thin. In this case the boundary effects will reduce the effect of the small local curvature. We have proved this for the case of three layers.

We also studied the optimal design problem of placing the better superconducting layer to achieve the maximum pairing potential. The optimal placement is a result of a compromise between the local curvature effects and effect of the close boundaries. For more complicated geometries and a larger number of layers one should perform the search with the help of global optimization techniques like genetic algorithms. The obtained solutions will most likely not be accessible with any known analytical methods.

For the ultrathin nanostructures we considered in this work, localized impurity effects and phase fluctuations may play a significant role. The impurities and defects can be modeled on the mean-field level by introducing localized impurity potentials, similar to what was done, for example, in [24]. The phase fluctuation effects may compete with the enhancement of the pairing potential due to quantum confinement of quasiparticles in the cylindrical geometry of a nanowire. However, such an effect goes beyond the mean-field BdG theory used in this work. The effect of quantum fluctuations may be an interesting topic to study in the future.

As a possible way to extend our research, we consider the study of non-equilibrium transport properties.
of inhomogeneous nanowires (supercurrent distribution, etc). Since the nanowires we consider are much smaller than the characteristic field screening length, the inhomogeneity of the pairing potential will not play a significant role for relatively small fields and currents. However, for larger currents, closer to the critical value, the geometry and size effects may significantly change non-equilibrium characteristics of inhomogeneous superconducting nanowires, resulting in higher values of the critical current. It may also be interesting to study how the value of the critical current depends on the length of the nanowire, and how the pairing potential changes along a nanowire of finite length.

We believe that optimal design has a bright future in nanoscience since it has the potential to convert the available computational power into an improvement of the target properties of rationally structured materials and may substantially increase the efficiency of engineered devices.
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Appendix

We have already outlined in the introduction the main points of our approach. Here we will elaborate on the more technical details of our numerical approach. In our simulations the radial part of the Bogoliubov–de Gennes equations (equation (4)) has a singularity at the origin \( \rho = 0 \) that needs an uneven discretization mesh and mixed type boundary conditions [12]. In order to avoid these complications, we restricted ourselves to the consideration of hollow cylinders with inner radius \( R_{\text{min}} \) and outer radius \( R_{\text{max}} \). We assume Dirichlet type boundary conditions, namely:

\[
u_n(R_{\text{min}}) = \nu_n(R_{\text{max}}) = v_n(R_{\text{min}}) = v_n(R_{\text{max}}) = 0. \quad (A.1)
\]

Then we introduce a transformation

\[
\hat{\sigma}(\rho) = \hat{b}(\rho)/\sqrt{\rho}
\]

that removes in equation (4) the term with the first derivative with respect to \( \rho \):

\[
\left( -\frac{\hbar^2}{2m^2} \frac{\partial^2}{\partial \rho^2} - (l^2 - 1/4)\rho^{-2} - k_z^2 - \mu \right) \hat{\sigma}_z \hat{b}_n(\rho)
+ \Delta(\rho) \hat{\sigma}_x \hat{b}_n(\rho) = E_n \hat{b}_n(\rho).
\]

The transformation equation (A.2) guarantees that the discretized Hamiltonian in equation (A.3) is represented by a symmetric matrix that ensures much faster numerical diagonalization.

The radial part of the Bogoliubov–de Gennes equations (A.3) is discretized on a equidistant mesh in real space. For this purpose we use the 13th order 12-point discretization rule for the second derivative [20]. The exact diagonalization of the resulting sparse matrix is then performed numerically using the ARPACK eigensolver [21] available freely on the web [23]. We performed a comparison of the numerical results and the analytical solution available for \( \Delta(\rho) \equiv 0 \), and find a good agreement using the number of discretization points \( N = 200 \).

For every iteration step of the self-consistent calculations, the numerical diagonalization procedure is performed for different values of the wavevector \( k_z \) and the azimuthal quantum number \( l \). The procedure stops when no eigenvalues lay in the Debye window determined by \( \hbar \omega_D \).
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