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Abstract—This paper investigates accelerating the convergence of distributed optimization algorithms on non-convex problems. We propose a distributed primal-dual stochastic gradient descent (SGD) equipped with “powerball” method to accelerate. We show that the proposed algorithm achieves the linear speedup convergence rate $O(1/\sqrt{nT})$ for general smooth (possibly non-convex) cost functions. We demonstrate the efficiency of the algorithm through numerical experiments by training two-layer fully connected neural networks and convolutional neural networks on the MNIST dataset to compare with state-of-the-art distributed SGD algorithms and centralized SGD algorithms.

Index Terms—distributed optimization, primal-dual technique, accelerated algorithms, stochastic gradient descent

I. INTRODUCTION

Centralized stochastic gradient descent (SGD) is one of the most popular and powerful optimizers. With the rise of distributed optimization problems, centralized SGD has been extended to distributed settings. A general distributed optimization problem is to consider a network of $n$ agents cooperatively solving a global problem, which can be formulated mathematically as (1).

$$\min_{x \in \mathbb{R}^p} f(x) = \frac{1}{n} \sum_{i=1}^{n} f_i(x), \quad (1)$$

where $x \in \mathbb{R}^p$ is the optimization variables, $f_i : \mathbb{R}^p \rightarrow \mathbb{R}$ is the local smooth (possibly non-convex) cost function of agent $i$. Each agent can only exchange information (e.g., local gradient information) with its own neighbors through a given undirected graph $G$.

Many distributed machine learning problems can be formulated into the optimization problem in the form of (1) through data parallelism, such as deep learning [1] and federated learning [2]. In this paper, we consider the general case without focusing on a particular application and propose an accelerated primal-dual distributed algorithm to solve (1).

A. Literature Review

Many distributed algorithms based on SGD have been proposed in recent years. Various parallel SGD algorithms aim to solve (1) when the communication network is a star graph; parallel asynchronous updating SGD algorithms [3–7], parallel SGD algorithms with compression [4], [8]–[11], parallel SGD algorithms with periodic averaging approaches [9], [10], [12]–[16], and parallel SGD algorithm with adaptive batch sizes [17]. In [9], [13], [15], [17], the authors showed a linear speedup convergence rate of $O(1/\sqrt{nT})$ for general non-convex cost functions, where $T$ is the total number of iterations. However, the aforementioned parallel SGD algorithms require additional assumptions such as bounded gradients of global cost functions.

Compared to parallel SGD algorithms, distributed SGD algorithms naturally overcome communication bottlenecks. In this category, a great number of algorithms have been proposed in order to solve (1) efficiently and accurately; [15], [18]–[20] proposed synchronous distributed SGD algorithms, [21], [22] considered asynchronous distributed SGD algorithms, [23]–[26] utilized compression techniques on distributed SGD algorithms, and [27] applied the periodic averaging method on distributed SGD algorithm. The convergence rate has been established as $O(1/\sqrt{nT})$ for general non-convex cost functions [15], [19], [22], [23], [25]–[27] with additional assumptions on the cost functions. Based on [19], the authors of [28] proposed named D^2 with convergence rate $O(1/\sqrt{nT})$ without additional assumptions on the cost functions but under a restrictive assumption on the communication graph. Several distributed stochastic gradient tracking algorithms were proposed in [29], [30] for arbitrarily connected communication networks with $O(1/\sqrt{T})$ convergence rate.

There are only a few accelerated first-order distributed algorithms in the literature. [31] proposed an accelerated primal-dual algorithms for distributed smooth convex optimization utilizing Nesterov acceleration. [32] considered solving distributed convex optimization problems with increasing penalty parameters to accelerate. The authors of [33] considered Nesterov acceleration on different classes of convex cost functions. [34] proposed an accelerated dual algorithm for general convex cost functions. These algorithms utilize full gradient information. In the era of big data, full gradient information is often too difficult to compute. In [15], [35], the authors consider accelerating distributed SGD algorithm with momentum terms. DM-SGD in [15] has demonstrated a convergence rate of $O(1/\sqrt{nT})$ for general non-convex cost functions but with similar local cost functions. D-ASG in [35] achieved a convergence rate of $O(1/\sqrt{nT})$ for convex cost functions.
B. Contributions

The contributions of this work are summarized in the following:

1) We propose an accelerated distributed primal-dual SGD algorithm to solve the optimization problem (1) for arbitrarily connected communication networks. Even though each agent computes its own primal and dual variable in each iteration, only the primal variable is shared with its neighbors.

2) To our best knowledge, the proposed algorithm is the first accelerated distributed SGD for general non-convex cost functions, which is different from \cite{35}. As opposed to \cite{15}, there is no additional assumptions on cost functions.

3) Theoretically, we show that the proposed algorithm achieves a linear speedup convergence rate \(O(1/\sqrt{nT})\). Moreover, we compare the proposed algorithm with several state-of-the-art algorithms in distributed machine learning and deep learning tasks to illustrate the advantages of utilizing the proposed algorithm.

C. Outline

The rest of this paper is organized as follows. Section II introduces some preliminary concepts. Sections III introduces the proposed algorithm and analyzes its convergence properties. Simulations are presented in Section IV. Finally, concluding remarks are offered in Section V.

Notations: \(\mathbb{N}_0\) and \(\mathbb{N}_+\) denote the set of nonnegative and positive integers, respectively. \([n]\) denotes the set \(\{1, \ldots, n\}\) for any \(n \in \mathbb{N}_+\). \(\|\cdot\|\) represents the Euclidean norm for vectors or the induced 2-norm for matrices. \(\|\cdot\|_p\) denotes the \(p\)-norm for vectors. Given a differentiable function \(f\), \(\nabla f\) denotes the gradient of \(f\). \(I_n\) (\(0_n\)) denotes the column one (zero) vector of dimension \(n\). \(\text{col}(z_1, \ldots, z_k)\) is the concatenated column vector of vectors \(z_i \in \mathbb{R}^{p_i}, i \in [k]\). \(I_n\) is the \(n\)-dimensional identity matrix. Given a vector \([x_1, \ldots, x_n]^T\in\mathbb{R}^n\), \(\text{diag}(\{x_1, \ldots, x_n\})\) is a diagonal matrix with the \(i\)-th diagonal element being \(x_i\). The notation \(A \otimes B\) denotes the Kronecker product of matrices \(A\) and \(B\). Moreover, we denote \(x = \text{col}(x_1, \ldots, x_n), \bar{x} = \frac{1}{n}(I_n^T \otimes I_k)x, \hat{x} = I_n \otimes \bar{x}\). \(\rho(\cdot)\) stands for the spectral radius for matrices and \(\rho_2(\cdot)\) indicates the minimum positive eigenvalue for matrices having positive eigenvalues.

II. PRELIMINARIES

A. Graph Theory

Agents communicate with their neighbors through an underlying network, which is modeled by an undirected graph \(G = (\mathcal{V}, \mathcal{E})\), where \(\mathcal{V} = \{1, \ldots, n\}\) is the agent set, \(\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V}\) is the edge set, and \((i, j) \in \mathcal{E}\) if agents \(i\) and \(j\) can communicate with each other. For an undirected graph \(\mathcal{G} = (\mathcal{V}, \mathcal{E})\), let \(A = (a_{ij})\) be the associated weighted adjacency matrix with \(a_{ij} > 0\) if \((i, j) \in \mathcal{E}\) and \(a_{ij} = 0\) otherwise. It is assumed that \(a_{ii} = 0\) for all \(i \in [n]\). Let \(\text{deg}_i = \sum_{j=1}^n a_{ij}\) denotes the weighted degree of vertex \(i\). The degree matrix of graph \(G\) is \(\text{Deg} = \text{diag}(\text{deg}_1, \ldots, \text{deg}_n)\). The Laplacian matrix is \(L = (L_{ij}) = \text{Deg} - A\). Additionally, we denote \(K_n = I_n - \frac{1}{n} I_n I_n^T\), \(L = L \otimes I_p\), \(K = K_n \otimes I_p\), \(H = \frac{1}{n}(I_n \otimes I_p)\). Moreover, from Lemmas 1 and 2 in \cite{36}, we know there exists an orthogonal matrix \(\{R_i\} \subseteq \mathbb{R}^{n \times n}\) with \(R = \frac{1}{n} I_n\) and \(R \in \mathbb{R}^{n \times (n-1)}\) such that \(RA_1^{-1}R^T = K_n\), and \(\frac{1}{\rho_2(L)} K_n \leq R A_1^{-1} R^T \leq \frac{1}{\rho_2(L)} K_n\), where \(\lambda_1 = \text{diag}([\lambda_2, \ldots, \lambda_n])\) with \(0 < \lambda_2 \leq \cdots \leq \lambda_n\) being the eigenvalues of the Laplacian matrix \(L\).

B. Smooth Function

Definition 1: A function \(f(x) : \mathbb{R}^p \mapsto \mathbb{R}\) is smooth with constant \(L_f > 0\) if it is differentiable and
\[
\|\nabla f(x) - \nabla f(y)\| \leq L_f \|x - y\|, \forall x, y \in \mathbb{R}^p.
\]
The contributions of this work are summarized in the following.

C. Powerball Term

Define the function \(\sigma(x, \gamma) = \text{sgn}(x)|x|^{\gamma}\)

where \(\gamma \in [\frac{1}{2}, 1]\).

Note that when \(\gamma = 1\), \(\sigma(x, 1)\) reduces to \(x\). Unlike the “powerball” terms in \cite{37} and \cite{38}, under distributed settings, the range of \(\gamma\) has to be modified.

D. Assumptions

Assumption 1: The undirected graph \(G\) is connected.
Assumption 2: The optimal set \(X^*\) is nonempty and the optimal value \(f^* > -\infty\).
Assumption 3: Each local cost function \(f_i\) is smooth with constant \(L_f > 0\), i.e.,
\[
\|\nabla f_i(x) - \nabla f_i(y)\| \leq L_f \|x - y\|, \forall x, y \in \mathbb{R}^p.
\]
Assumption 4: The random variables \(\xi_{i,k}\) in agent \(i\), where \(i \in [n]\), \(k \in \mathbb{N}_0\) are independent of each other.
Assumption 5: The stochastic estimate \(\nabla_i(x, \xi_{i,k})\) is unbiased, i.e., for all \(i \in [n]\), \(k \in \mathbb{N}_0\), and \(x \in \mathbb{R}^p\),
\[
\mathbb{E}_{\xi_{i,k}}[\nabla_i(x, \xi_{i,k})] = \nabla f_i(x).
\]
Assumption 6: The stochastic estimate \(\nabla_i(x, \xi_{i,k})\) has bounded variance, i.e., there exists a constant \(\sigma\) such that for all \(i \in [n]\), \(k \in \mathbb{N}_0\), and \(x \in \mathbb{R}^p\),
\[
\mathbb{E}_{\xi_{i,k}}[\|\nabla_i(x, \xi_{i,k}) - \nabla f_i(x)\|^2] \leq \sigma^2.
\]

III. PROPOSED ALGORITHM

A. Algorithm Description

We consider the novel distributed primal-dual scheme \cite{39}, \cite{40} with a mini-batch variation in \cite{7} to get the estimations of gradient per agent per iteration.

\[
\nabla_i(x_{i,k}, \xi_{i,k}) = \frac{1}{B} \sum_{b=1}^B \nabla_i(x_{i,k,b}, \xi_{i,k,b})
\]

Then we apply the “powerball” term described in \cite{3} directly on the estimations of gradient. We summarize the proposed method as Algorithm I.
Algorithm 1 DSGPA-F-PB

1: **Input:** positive number $\alpha$, $\beta$, $\eta$, and $\gamma$.
2: **Initialize:** $x_{i,0} \in \mathbb{R}^p$ and $v_{i,0} = 0_p$, $\forall i \in [n]$.
3: for $k = 0, 1, \ldots$
4: for $i = 1, \ldots, n$ in parallel do
5: Broadcast $x_{i,k}$ to $N_i$ and receive $x_{j,k}$ from $j \in N_i$;
6: Sample stochastic gradient $\nabla_i(x_{i,k}, \xi_{i,k})$;
7: Update $x_{i,k+1}$ by (8a);
8: Update $v_{i,k+1}$ by (8b).
9: end for
10: end for
11: **Output:** $\{x_k\}$.

$x_{i,k+1} = x_{i,k} - \eta \left( \alpha \sum_{j=1}^{n} L_{ij} x_{j,k} + \beta v_{i,k} \right) + \sigma \left( \nabla_i(x_{i,k}, \xi_{i,k}), \gamma \right)$, \hspace{1cm} (8a)
$v_{i,k+1} = v_{i,k} + \eta \beta \sum_{j=1}^{n} L_{ij} x_{j,k}$, \hspace{1cm} (8b)
$$\forall x_{i,0} \in \mathbb{R}^p, \sum_{j=1}^{n} v_{j,0} = 0_p, \forall i \in [n].$$

**B. Convergence Analysis**

**Theorem 1:** Suppose Assumptions 1-6 hold. For any given $T > n^3$, let $\{x_k, k = 0, \ldots, T\}$ be the output sequence generated by Algorithm 1 with
$$\alpha = \kappa_1 \beta, \hspace{0.2cm} \beta = \kappa_2 \sqrt{T}/\sqrt{n}, \hspace{0.2cm} \eta = \frac{\kappa_2}{\beta}, \hspace{0.2cm} \forall k \in \mathbb{N}_0,$$ (9)
where $\frac{1}{\beta} = \frac{1}{\rho(2L)}$, then we have,
$$\frac{1}{T} \sum_{k=0}^{T-1} \mathbb{E} \left[ \frac{1}{n} \sum_{i=1}^{n} \|x_{i,k} - \bar{x}_k\|^2 \right] = O \left( \frac{n}{T} \right),$$ \hspace{1cm} (10a)
$$\frac{1}{T} \sum_{k=0}^{T-1} \mathbb{E} \left[ \|\nabla f(\bar{x}_k)\|_{1+\gamma}^2 \right] = O \left( \frac{1}{\sqrt{nT}} \right) + O \left( \frac{n}{T} \right),$$ \hspace{1cm} (10b)
$$\mathbb{E} \left[ f(\bar{x}_T) - f^* \right] = O \left( 1 \right).$$ \hspace{1cm} (10c)

where $\bar{x}_k = \frac{1}{n} \sum_{i=1}^{n} x_{i,k}$.

Before proving Theorem 1 we introduce the following useful lemmas.

**Lemma 1:** By using the powerball term in (3) and when $\gamma \in \left[ \frac{1}{2}, 1 \right)$, we have
$$\left\| \sigma \left( \nabla_i(x_{i,k}, \xi_{i,k}), \gamma \right) \right\|_{1+\gamma}^2 \leq \left\| \nabla_i(x_{i,k}, \xi_{i,k}) \right\|_{1+\gamma}^2.$$ \hspace{1cm} (11)

**Proof:** Consider $\gamma \in \left[ \frac{1}{2}, 1 \right)$, let $c = \frac{1}{1+\gamma}$, $d = \frac{1}{2\gamma}$ and apply Hölder’s inequality, we have
$$\left\| \sigma \left( \nabla_i(x_{i,k}, \xi_{i,k}), \gamma \right) \right\|_{1+\gamma}^2 = \sum_{l=1}^{p} \left( \left[ \nabla_i(x_{i,k}, \xi_{i,k}) \right]_l \right)^{2\gamma} \leq \left( \sum_{l=1}^{p} 1^{\gamma} \right)^{\frac{1}{\gamma}} \left( \sum_{l=1}^{p} \left| \left[ \nabla_i(x_{i,k}, \xi_{i,k}) \right]_l \right|^{2\gamma} \right)^{\frac{1}{2\gamma}} \leq \left\| \nabla_i(x_{i,k}, \xi_{i,k}) \right\|_{1+\gamma}^2.$$ \hspace{1cm} (12)

Additionally, we can get $W_k \leq \left( \frac{\kappa_2+1}{2\rho(L)} \right) V_k.$
From (11a), we have
\[
E[W_{k+1}] = W_k - \kappa_4 \|x_k\|_k^2 - \frac{\kappa_2}{\beta} g_k^0\|y_k^0\|_{y_k^0} + O(n)\kappa_2\sigma^2. \tag{13}
\]
Then, taking expectation and summing (13) over \(k \in [0, T]\) yield
\[
E[W_{T+1}] + \sum_{k=0}^{T} E\left[\kappa_4 \|x_k\|_k^2 + \frac{\kappa_2}{\beta} g_k^0\|y_k^0\|_{y_k^0}\right] \\
\leq W_0 + \frac{(T+1)O(n)\kappa_2\sigma^2}{\beta^2}. \tag{14}
\]

From (12), (14), and \(\kappa_4 > 0\), then we have
\[
\frac{1}{T+1} \sum_{k=0}^{T} \frac{1}{n} \sum_{i=1}^{n} \|x_{i,k} - \bar{x}_k\|^2 \\
= \frac{1}{n(T+1)} \sum_{k=0}^{T} E[\|x_k\|_k^2] \\
\leq \frac{W_0}{n\kappa_4(T+1)} + \frac{O(n)\kappa_2\sigma^2}{n\kappa_4\beta^2}. \tag{15}
\]
Consider that \(W_0 = O(n)\) and \(\beta = \kappa_2 \sqrt{T}/\sqrt{n}\), from (15), we have (10a).

Taking expectation and summing (11b) over \(k \in [0, T]\) yield
\[
n(\mathbb{E}[f(\bar{x}_{T+1})]) - f^* = E[W_{4,T+1}] \\
\leq W_{4,0} + \frac{1}{2} \eta L_f^2 \sum_{k=0}^{T} \mathbb{E}[\|x_k\|_k^2] + L_f\sigma^2\eta(T+1). \tag{16}
\]

From (14), (16), \(\eta = \kappa_2/\beta\), and \(\beta = \kappa_2 \sqrt{T}/\sqrt{n}\), then we have (10b).

Similar to get (10a), taking expectation and summing (11c) over \(k \in [0, T]\) yield
\[
\frac{1}{4} \mathbb{E}[\|\nabla f(\bar{x}_k)\|_{\bar{x}_k}^2] = \frac{\kappa_4}{4 L_f^2} \sum_{k=0}^{T} \mathbb{E}[\|g_k^0\|_{y_k}^2] \\
\leq W_0 + \frac{\kappa_4}{L_f^2} W_{4,0} + (T+1)O(n)\sigma^2\eta^2 + (T+1) \frac{\kappa_4}{L_f^2} L_f\sigma^2\eta. \tag{17}
\]
Consider that \(W_0 + \frac{\kappa_4}{L_f^2} W_{4,0} = O(n/\eta), \eta = \kappa_2/\beta\), and \(\beta = \kappa_2 \sqrt{T}/\sqrt{n}\), then we have (10b).

IV. NUMERICAL EXPERIMENTS

A. Two-layer Fully Connected Neural Networks

1) Experiments Description: Any neural network that has 2 or more than 2 layers is a non-convex optimization problem \[41\]. In this case, we consider the training of neural networks (NN) for image classification tasks of subset of the database MNIST \[42\] with 10 agents generated randomly following the Erdős - Rényi model with the connection probability of 0.4 shown in Fig. 1. The subset of MNIST contains 5000 images of 10 digits(0-9), half of them are used for training and the rest of them are used for testing. For each agent, the training set has been divided evenly and is i.i.d, i.e. each agent has 250 samples. The neural network architecture consists of an input and output layer and 2 hidden layers. Each local neural network architecture is shown in Fig. 8 in appendix B. Since the dimension of a single input image is 20 × 20 = 400, the input layer contains 401 neurons including a biased neuron. Following the input layer, we construct a hidden layer with 51 neurons including a biased neuron. Followed by both the hidden layer and the output layer, we apply the logistic sigmoid function. We demonstrate the result in terms of the empirical risk function \[43\], which is given as
\[
R(\mathbf{z}) = -\frac{1}{n} \sum_{i=1}^{n} \frac{1}{m_n} \sum_{j=1}^{m_n} \sum_{k=0}^{9} \left( t_k \ln y_k(\mathbf{x}, \mathbf{z}) \\
+ (1 - t_k) \ln(1 - y_k(\mathbf{x}, \mathbf{z})) \right)
\]
where \(m_n\) indicates the size of data set for each agent, \(t_k\) denotes the target (ground truth) of digit \(k\) corresponding to a single image, \(\mathbf{z}\) is a single image input, \(\mathbf{z} = (z^{(1)}, z^{(2)})\) where \(z^{(1)}\) and \(z^{(2)}\) are the weights for the 2 layers separately, and \(y_k \in [0, 1]\) is the output which expresses the probability of digit \(k = 0, \ldots, 9\). The mapping from input to output is given as:
\[
y_k(\mathbf{x}, \mathbf{z}) = \text{Sig} \left( \sum_{j=0}^{50} z_j^{(2)} \text{Sig} \left( \sum_{i=0}^{20} z_j^{(1)} x_i \right) \right),
\]
where \(\text{Sig}(s) = \frac{1}{1 + \exp(-s)}\) is the logistic sigmoid function. The parameters for the proposed and comparison algorithms are summarized in Table III in Appendix B.

2) Results: We compare Algorithm 1 under time-varying parameters and fixed parameters with existing algorithms, such as DSGPA-T and DSGPA-F from \[40\], D-SGD-1, the distributed SGD algorithm \[18\], \[19\], D-SGD-2, the distributed SGD algorithm \[20\], D^2 \[28\], DM-SGD the dis-
tributed momentum SGD algorithm \[15\], D-SGT-1, the distributed stochastic gradient tracking algorithm \[29\], \[44\], D-SGT-2, the distributed stochastic gradient tracking algorithm \[30\], \[45\], and D-ASG, the distributed accelerated stochastic gradient methods \[35\]. In Figure 2, we can see that DSGPA-T-PB has exactly the same convergence rate as the distributed momentum SGD algorithm \[15\] and D-ASG \[35\], which are accelerated algorithms. Compared to the other existing non-accelerated distributed algorithms, DSGPA-T-PB converges faster. In terms of testing accuracy shown in Table I, the baseline is set by centralized SGD algorithm, which is 93.00\%. All the distributed algorithms can achieve a good accuracy result ranging from 90.44\% (D\(^2\)) to 93.44\% (the distributed momentum SGD algorithm) DSGPA-F-PB has a better result than D-ASG but a slightly lower accuracy than the distributed momentum SGD algorithm by 0.733\%. In the experiment in Sec. IV-B, we can see that DSGPA-F-PB outperforms much more than the distributed momentum SGD algorithm.

We build a CNN model for each agent with five 3×3 convolutional layers using ReLU as activation function, one average pooling layer with filters of size 2×2, one sigmoid layer with dimension 360, another sigmoid layer with dimension 60, one softmax layer with dimension 10, shown in Fig. 9 in appendix B. In this experiment, we use the entire MNIST data set. We use the same communication graph as in the above NN experiment. Each agent is assigned 6000 data points randomly. We set the batch size as 20, which means at each iteration, 20 data points are chosen by the agent to update the gradient, which also follows a uniform distribution. For each algorithm, we perform 10 epochs to train the CNN model. We summarize the parameters for all compared algorithms in Table IV in Appendix B.

2) Results: First, we compare Algorithm I under fix parameters with the fastest converging results from Sec. IV-A: the distributed momentum SGD algorithm \[15\], D-ASG \[35\], DSGPA-T and DSGPA-F from \[40\], distributed SGD algorithm \[18\], \[19\], and C-SGD. The training loss and testing accuracy are shown in Figure 3 and Figure 4 separately. Moreover, the testing accuracy is listed in Table II. We can easily see that DSGPA-F-PB has the fastest convergence rate and highest accuracy among the all compared algorithms. In Figure 3, we can conclude that DSGPA-F-PB converges fast and has the lowest training loss after 10 epochs’ training. In Figure 4, we can see that DSGPA-F-PB can achieve the highest testing accuracy 98.02\%, which is also confirmed in Table II.

B. Convolutional Neural Networks

1) Experiments Description: In this section, we consider a more complicated deep learning task of training a convolutional neural networks (CNN) model on the MNIST dataset. We tested several \(\gamma \in \{0.3, 0.5, 0.7, 0.9, 1\}\). When \(\gamma = 1\), the proposed algorithm is the same as DSGPA-F \[40\], when \(\gamma = 0\), the powerball gradient term \(\text{sgn}(\nabla)\|\nabla\|\gamma \) becomes \(\text{sgn}(\nabla)\), which can be seen as a new distributed optimization algorithm based on \text{signGD} \[8\]. In this experiment, each

![Fig. 2. Training performance comparison.](image)

![Fig. 3. Training loss comparison.](image)

| Algorithm | Accuracy |
|-----------|----------|
| DSGPA-F-PB | 92.76\% |
| DSGPA-T-PB | 92.22\% |
| DSGPA-T | 93.04\% |
| DSGPA-F | 92.76\% |
| DM-SGD \[13\] | 93.44\% |
| D-SGD-1 \[18\], \[19\] | 92.96\% |
| D-SGD-2 \[20\] | 92.88\% |
| \(D^2\) \[25\] | 90.44\% |
| D-SGT \[18\], \[19\] | 92.88\% |
| D-ASG \[18\], \[19\] | 92.96\% |
| C-SGD | 93.08\% |

C. Robustness of \(\gamma\)
In order to show the effect of \(\gamma\), we conduct another experiment based on the same CNN architecture but with 50 nodes. The communication topology is shown in Figure 5. We tested several \(\gamma \in \{0.3, 0.5, 0.7, 0.9, 1\}\). When \(\gamma = 1\), the proposed algorithm is the same as DSGPA-F \[40\], when \(\gamma = 0\), the powerball gradient term \(\text{sgn}(\nabla)\|\nabla\|\gamma \) becomes \(\text{sgn}(\nabla)\), which can be seen as a new distributed optimization algorithm based on \text{signGD} \[8\]. In this experiment, each
TABLE II
ACCURACY ON EACH ALGORITHM IN CNN EXPERIMENT.

| Algorithm          | Accuracy   |
|--------------------|------------|
| DSGPA-F-PB         | 98.02%     |
| DSGPA-F            | 94.75%     |
| DSGPA-T            | 93.17%     |
| DM-SGD [15]        | 94.29%     |
| D-ASG [18]         | 92.80%     |
| D-SGD [15], [19]   | 92.96%     |
| C-SGD              | 89.91%     |

agent is assigned 1,200 samples, the network is trained for 20 epochs, and the training loss and testing accuracy are shown in Figure 6 and Figure 7 respectively.

Fig. 4. Testing accuracy comparison.

Fig. 5. Communication topology of 50 nodes.

From both experiments in Sec. IV-A and Sec. IV-B, we can conclude that DSGPA-F-PB has the best performance overall in terms of the speed of convergence and testing accuracy, especially in the more complicated CNN case, which indicates that DSGPA-F-PB can be applied for training more complicated and complex CNN models in distributed and decentralized deep learning.

Fig. 6. Training loss comparison.

Fig. 7. Testing accuracy comparison.

V. CONCLUSION

In this paper, we examined how to accelerate the convergence of distributed optimization algorithms on general non-convex problems. A distributed primal-dual stochastic gradient descent (SGD) equipped with “powerball” method was proposed and proven to achieve the linear speedup convergence rate $\mathcal{O}(1/\sqrt{nT})$ for general smooth (possibly non-convex) cost functions. We compared the proposed algorithm and state-of-the-art distributed SGD algorithms and centralized SGD algorithms in distributed machine learning experiments. The experiments demonstrated the benefits of the proposed algorithm, which match the theoretical results and analysis.
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Proof: Consider the following Lyapunov candidate function
\[
W_k = \frac{1}{2} ||x_k||^2 - \frac{1}{2} ||v_k + \frac{1}{\beta} g_k^0||^2_{Q + \kappa_kK} \\
+ x_k^T K (v_k + \frac{1}{\beta} g_k^0) + \nu (f(\tilde{x}_k) - f^*) \tag{18}
\]
where \( Q = R A^{-1} R^T \otimes I_p \). Additionally, we denote \( g_k = n \nabla f(x_k) \), \( \tilde{g}_k = Hg_k \), and \( \tilde{g}_k = Hg_k^0_k \).

(i) We have
\[
E[W_{1,k+1}] = E[\frac{1}{2} ||x_{k+1}||^2_k] \\
= E[\frac{1}{2} ||x_k - \eta (\alpha L x_k + \beta v_k + \sigma(g_k^0, \gamma))||^2_k] \\
\geq E[\frac{1}{2} ||x_k||^2_k - \eta \alpha ||x_k||^2_k + \frac{1}{4} \eta^2 \gamma ||x_k||^2_k] \\
= E[\frac{1}{2} ||x_k||^2_k] - \eta \beta \gamma E[||\tilde{g}_k - \tilde{g}_k^0||^2_k] \\
= W_{1,k} - \frac{1}{\beta} \eta E[||\tilde{g}_k||^2_k] - \frac{1}{\beta} \eta\beta \gamma E[||\tilde{g}_k - \tilde{g}_k^0||^2_k] \\
\leq W_{1,k} - \frac{1}{\beta} \eta E[||\tilde{g}_k||^2_k] - \frac{1}{\beta} \eta\beta \gamma E[||\tilde{g}_k - \tilde{g}_k^0||^2_k] \tag{19}
\]
where (a) holds due to Lemma 1 and 2 in [36]; (b) holds due to \( E[\tilde{g}_k^0 ||= g_k \) and that \( x_k, k \) and \( v_k, k \) are independent of \( u_k, k \) and \( \xi_k, k \); (c) holds due to the Cauchy–Schwarz inequality, \( \rho(K) = 1 \) and \( 1 + \gamma \leq 2 \); (d) holds due to \( ||\tilde{g}_k - \tilde{g}_k^0||^2 \leq n\sigma^2 \).

(ii) \( W_{2,k+1} = \frac{1}{2} ||v_{k+1} + \frac{1}{\beta} g_k^0||^2_{Q + \kappa_k K} \tag{20} \)

\[
\leq E[\frac{1}{2} ||v_k + \frac{1}{\beta} g_k^0 + \eta \beta L x_k + \frac{1}{\beta} (g_k^0 - g_k^0)||^2_{Q + \kappa_k K}] \\
\leq E[\frac{1}{2} ||v_k||^2 + \frac{1}{\beta^2} \eta^2 \beta^2 ||L_x||^2_{Q + \kappa_k K} ||g_k^0 - g_k^0||^2_{Q + \kappa_k K} \\
+ \frac{1}{\beta} ||v_k + \frac{1}{\beta} g_k^0||^2_{Q + \kappa_k K} ||g_k^0||^2_{Q + \kappa_k K} \\
\leq W_{2,k} + \eta \beta ||\tilde{g}_k||^2_{Q + \kappa_k K} \tag{21}
\]
where (e) holds due to (a) holds due to Lemma 1 and 2 in [36]; (f) holds due to the Cauchy–Schwarz inequality; (g) holds due to Lemma 1 and 2 in [36]; (h) holds due to \( \rho(Q + \kappa_k K) \leq \rho(Q) + \kappa_k \rho(K) \) and \( \rho(K) = 1 \); (i) holds due to \( ||g_k^0 - g_k^0||^2 \leq \eta^2 L^2 \tilde{g}_k^0 ||g_k^0||^2 \). Moreover, we have the following two inequalities hold:
\[
||g_k^0||^2_{Q + \kappa_k K} \leq \frac{1}{\rho^2(L_k) + \kappa_1} ||g_k^0||^2. \tag{22}
\]

\[
||v_k + \frac{1}{\beta} g_k^0||^2_{Q + \kappa_k K} \leq \frac{1}{\rho^2(L_k) + \kappa_1} ||g_k^0||^2. \tag{23}
\]
Then, from (20)–(23), we have

\[
W_{2,k+1} \leq W_{2,k} + \eta \beta x_k^\top (K + \kappa_1 L)(v_k + \frac{1}{\beta} g_k^0)
\]
\[
+ \frac{1}{2} \eta \beta \left( \frac{1}{\rho_2(L)} + \kappa_1 \right) \|v_k + \frac{1}{\beta} g_k^0\|_K^2
\]
\[
+ \|x_k\|_{\eta^2 \beta^2 L(L + \kappa_1)}^2
\]
\[
+ \eta \left( \frac{1}{\beta} \right) \left( \frac{1}{\rho_2(L)} + \kappa_1 \right) L_x^2 \|g_k^u\|_K^2.
\] (24)

(iii) We have

\[
W_{3,k+1} = x_{k+1}^\top K (v_k + \frac{1}{\beta} g_k^0).
\] (25)

and that

\[
E[W_{4,k+1}] = E[n(f(\bar{x}_{k+1}) - f^*)] = \sum_{i=1}^{n} E[f_i(\bar{x}_{k+1}) - n f^*]
\]
\[
= \sum_{i=1}^{n} E[f_i(\bar{x}_{k}) - n f^*] + \sum_{i=1}^{n} E[f_i(\bar{x}_{k+1}) - f_i(\bar{x}_{k})]
\]
\[
\leq \sum_{i=1}^{n} E[f_i(\bar{x}_{k}) - n f^*] + \frac{1}{2} \eta^2 L_f E[\|g_k^u\|_K^2]
\]
\[
= W_{4,k} - \frac{1}{2} \eta (g_k)^\top (g_k + g_k^0 - \bar{g}_k)
\]
\[
- \frac{1}{2} \eta (g_k - g_k^0)^\top K (g_k + g_k^0 - \bar{g}_k)
\]
\[
\leq W_{4,k} - \frac{1}{4} \eta \|g_k\|^2 - \frac{1}{4} \eta \|\bar{g}_k\|^2 + \frac{1}{2} \eta^2 L_f E[\|g_k^u\|_K^2]
\]
\[
\leq W_{4,k} - \frac{1}{4} \eta \|g_k\|^2 + \frac{1}{2} \eta^2 L_f E[\|g_k^u\|_K^2],
\] (27)

where (m) holds since that \(\sum_{i=1}^{n} f_i\) is smooth under Assumption \(\mathbb{E}\) (n) holds due to \(E[g_k^u] = g_k^u\), \(x_{i,k}\) and \(v_{i,k}\) are independent; (o) holds due to \((g_k^u)^\top H g_k^0 = g_k^u^\top H g_k^0 = (g_k^u)^\top H g_k^0 = g_k^u^\top H g_k^u = g_k^u^\top g_k^u\) (p) holds due to the Cauchy–Schwarz inequality; and (q) holds due to \(\|g_k^u - \bar{g}_k\|^2 = \|H(g_k^u - \bar{g}_k)\|^2 \leq \|H g_k^u - \bar{g}_k\|^2 \leq L_f^2 \|x_{k+1}\|^2_{K},\) and \(E[g_k^u] = E[H g_k^u] = E[g_k^u] = g_k^u\).

Additionally, we have the following expression,

\[
E[\|g_k^u\|_K^2] = E[\|g_k^u - \bar{g}_k + \bar{g}_k\|_K^2]
\]
\[
\leq 2E[\|\bar{g}_k - \bar{g}_k\|_K^2] + 2\|\bar{g}_k\|_K^2
\]
\[
\leq 4E[\|g_k^u - g_k\|_K^2] + 2\|\bar{g}_k\|_K^2
\]
\[
= 4\sum_{i=1}^{n} \|g_{i,k}^u - g_{i,k}\|_K^2 + 2\|\bar{g}_k\|_K^2
\]
\[
= 2\sum_{i=1}^{n} \|g_{i,k}^u - g_{i,k}\|_K^2 + 2\|\bar{g}_k\|_K^2
\]
\[
\leq 2\sigma^2 + 2\|\bar{g}_k\|_K^2,
\] (28)

where (r) holds due to the Cauchy–Schwarz inequality; the last equality holds since \(\{g_{i,k}^u, i \in [n]\}\) are independent of each
other as assumed in Assumption 4, \( x_k \) and \( v_k \) are independent, and \( \mathbb{E}[g_k^\top v_k] = 0 \) as assumed in Assumption 5. (s) holds due to \( \mathbb{E}[\|g_k^\top g_k\|^2] \leq n\sigma^2 \). From (27) and (28), we have

\[
\mathbb{E}[W_{4,k+1}] \leq W_{4,k} + \|x_k\|^2 + \frac{1}{2}\eta L_2^2\kappa + L_2^2\sigma^2\eta^2, \tag{29}
\]

which is \((11b)\).

(v) Recall the definition of \( W_k \) in (18) and combine (19), (24), (26), (28), then we have the following inequality directly,

\[
\mathbb{E}[W_{k+1}] \leq W_k - \|x_k\|^2 + \eta (\frac{1}{\rho_2(L) + \kappa_1}) \|v_k + \frac{1}{\beta} g_k\|^2 - \eta \beta x_k^\top (K + \kappa_1 L)(v_k + \frac{1}{\beta} g_k) + \frac{1}{2}\eta \beta x_k^\top L (v_k + \frac{1}{\beta} g_k) + \frac{\eta}{\beta^2} (\eta + \frac{1}{2}) \left(\frac{1}{\rho_2(L) + \kappa_1}\right) L_2^2 \|g_k\|^2
\]

\[
- \eta (\frac{1}{\rho_2(L) + \kappa_1}) \|v_k + \frac{1}{\beta} g_k\|^2 + \eta^2 \left[1 + \left(\frac{1}{2\eta^2} + \frac{3}{2\beta^2}\right)L_2^2 \mathbb{E}[\|\sigma(g_k, \gamma)\|^2]\right] + n\sigma^2\eta - \|v_k + \frac{1}{\beta} g_k\|^2 \leq W_k - \|x_k\|^2 M_1 - \|v_k + \frac{1}{\beta} g_k\|^2 b_1 \kappa
\]

\[
- b_2\eta^2\|g_k\|^2 - \frac{1}{4}\eta\|g_k\|^2 + b_3\sigma^2\eta^2 + 3n\sigma^2\eta^2, \tag{30}
\]

where (t) holds due to Lemma 1, \( \alpha = \kappa_1\beta, \eta = \frac{\kappa_3}{\beta}, \) and

\[
M_1 = (\alpha - \beta) L - \frac{1}{2}(2 + 3L_2^2) K,
\]

\[
M_2 = \beta^2 L + (2\alpha^2 + \beta^2)L_2^2 + 4L_2^2 K,
\]

\[
\kappa_3 = \frac{1}{\rho_2(L) + \kappa_1 + 1},
\]

\[
b_1 = \frac{1}{2}(\beta - \kappa_3)\eta - \frac{5}{2}\beta^2\eta^2,
\]

\[
b_2 = \frac{1}{4} - b_3\eta,
\]

\[
b_3 = L_f + \frac{1}{\beta^2}\kappa_3 L_2^2 + \frac{2}{\beta^2}(\kappa_3 + 1)L_2^2.
\]

Consider \( p \geq 1 \), and \( \alpha = \kappa_1\beta, \kappa_1 > 1, \beta \) is large enough, and \( \eta = \frac{\kappa_3}{\beta} \), we have

\[
\eta M_1 \geq [(\kappa_1 - 1)\rho_2(L) - 1]\kappa_2 K. \tag{31}
\]

\[
\eta^2 M_2 \leq [\rho(L) + (2\kappa_1^2 + 1)\rho(L^2) + 1]\kappa_2^2 K. \tag{32}
\]

\[
b_2^2 \geq \frac{1}{2}(\kappa_2^2 - 5\kappa_2^2). \tag{33}
\]
APPENDIX B
NETWORKS ARCHITECTURES AND EXPERIMENT PARAMETERS

Fig. 8. Neural Network Architecture.

Fig. 9. CNN Architecture.
### Table III

Parameters for each algorithm in NN experiment.

| Algorithm     | η            | α            | β            | γ            |
|---------------|--------------|--------------|--------------|--------------|
| DSGPA-T-PB    | 0.08/k \(10^{-5}\) | 4k \(10^{-5}\) | 3k \(10^{-5}\) | 0.7          |
| DSGPA-F-PB    | 0.03         | 5            | 20           | 0.7          |
| DSGPA-T       | 0.08/k \(10^{-5}\) | 4k \(10^{-5}\) | 3k \(10^{-5}\) | ✓            |
| DSGPA-F       | 0.03         | 5            | 20           | ✓            |
| DM-SGD        | 0.1          | ✓            | 0.8          | ✓            |
| D-SGD-1       | 0.1          | ✓            | ✓            | ✓            |
| D-SGD-2       | ✓            | 0.1/(10^{-5}k + 1) | 0.2/(10^{-5}k + 1)^{0.5} | ✓            |
| D-SGT-1       | 0.1          | ✓            | ✓            | ✓            |
| D-SGT-2       | 0.01         | ✓            | ✓            | ✓            |
| C-SGD         | 0.1          | ✓            | ✓            | ✓            |

### Table IV

Parameters for each algorithm in CNN experiment.

| Algorithm     | η            | α            | β            | γ            |
|---------------|--------------|--------------|--------------|--------------|
| DSGPA-F-PB    | 0.5          | 0.5          | 0.1          | 0.5          |
| DSGPA-T       | 0.5/k \(10^{-5}\) | 0.5k \(10^{-5}\) | 0.1k \(10^{-5}\) | ✓            |
| DSGPA-F       | 0.5          | 0.5          | 0.1          | ✓            |
| DM-SGD        | 0.1          | ✓            | 0.8          | ✓            |
| D-SGD         | 0.1          | ✓            | ✓            | ✓            |
| C-SGD         | 0.1          | ✓            | ✓            | ✓            |