NAKAJIMA’S QUIVER VARIETIES AND TRIANGULAR BASES OF CLUSTER ALGEBRAS
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ABSTRACT. Berenstein and Zelevinsky introduced quantum cluster algebras [3] and the triangular bases [4]. The support conjecture in [11] asserts that the support of a triangular basis element for a rank-2 cluster algebra is bounded by an explicitly described region that is possibly concave. In this paper, we prove the support conjecture for all skew-symmetric rank-2 cluster algebras.

CONTENTS

1. Introduction 2
2. Quantum cluster algebras and triangular bases 5
2.1. Rank-2 skew-symmetric quantum cluster algebras 5
2.2. Triangular bases 5
3. The case of real roots 6
4. Nakajima’s graded quiver varieties 9
5. Decomposition theorem 17
5.1. Algebraic Transversal Slice Theorem 18
5.2. The first proof of trivial local systems 22
6. Other desingularizations of \( E_{v,w} \) 23
6.1. Variety \( \bar{F}_{v,w}^{\text{swap}} \) 23
6.2. Varieties \( \bar{G}_{v,w} \) and \( \bar{H}_{v,w} \) 24
6.3. Simple connectedness of \( E_{v,w} \) and open determinantal varieties 27
6.4. The second proof of trivial local systems 30
7. Definition of dual canonical basis elements \( L(w) \) 32
7.1. Definition of \( L(w) \) and \( R_{\text{finite}} \) 32
7.2. Definition of \( M(w) \) 33
7.3. Definition of \( \chi \) 34
7.4. \( \{\chi(M(w))\} \) and the standard monomial basis 35
7.5. \( \{\chi(L(w))\} \) and the triangular basis 38
8. The proof of main results 38
8.1. Some facts on the BBDG Decomposition 38
8.2. \( P_{-}(v,w) \) 39
8.3. Proof of the main theorem (Theorem 1.2) and its corollaries 40
9. Analogue of Kazhdan-Lusztig polynomials 49
10. Examples 50
10.1. Two examples of triangular basis elements 50
10.2. An example to illustrate that \( \{\chi(L(w))\} \) is identical with the triangular basis 51

2010 Mathematics Subject Classification. Primary 13F60; Secondary 14F06, 16G20, 32S60.
1. Introduction

Cluster algebras and quantum cluster algebras were introduced by Fomin-Zelevinsky [8] and Berenstein-Zelevinsky [3]. A main goal of the definition of quantum cluster algebras is to understand good bases arising from the representation theory of certain non-associative algebras. Mimicking the construction of the dual canonical basis from a PBW basis [14], Berenstein and Zelevinsky [4] constructed the triangular basis for acyclic quantum cluster algebras. The triangular basis has many nice properties including (conjecturally) the strong positivity, that is, all structure constants are nonnegative. The definitions of rank-2 skew-symmetric quantum cluster algebras and triangular bases will be reviewed in §2.

In [11, Conjecture 11], Lee, Rupel, Zelevinsky and the author proposed the following conjecture. Let $b,c$ are positive integers, every triangular basis of the (coefficient-free) rank-2 quantum cluster algebra $\mathcal{A}_v(b,c)$ is of the form

$$C[a_1,a_2] = \sum_{p,q} e(p,q) X^{(bp-qa-ca-a_2)}$$

where $a_1,a_2,p,q \in \mathbb{Z}$, and $0 \leq p \leq [a_2]_+, 0 \leq q \leq [a_1]_+$. Define the set of positive imaginary roots as

$$\Phi^\imath_+ = \{(a_1,a_2) \in \mathbb{Z}^2_{\geq 0} : ca_1^2 - bca_1a_2 + ba_2^2 \leq 0\}.$$ 

Conjecture 1.1. Let $b,c \in \mathbb{Z}_{\geq 0}$, $(a_1,a_2) \in \Phi^\imath_+$. Let $C[a_1,a_2]$ be a triangular basis element of the (coefficient-free) rank-2 quantum cluster algebra $\mathcal{A}_v(b,c)$. For integers $0 \leq p \leq a_2$, $0 \leq q \leq a_1$, the coefficient $e(p,q)$ of $C[a_1,a_2]$ is nonzero if and only if $D(p,q) \geq 0$, where

$$D(p,q) = ca_1q + ba_2p - bp^2 - bcpq - cq^2.$$ 

To illustrate, the region of $\{(p,q) \in \mathbb{R}^2 \mid p,q \geq 0, D(p,q) \geq 0\}$ is the “curved triangle” OAC in Figure 1 (6). The reader is also referred to §10.1 for an example where $b = c = 3$, $(a_1,a_2) = (3,4) \in \Phi^\imath_+$, and an example where $b = c = 3$, $(a_1,a_2) = (2,8) \notin \Phi^\imath_+$.

Our main theorem is to confirm the above conjecture in the skew-symmetric case (that is, when $b = c$). Throughout the paper except §3, we assume that $b = c = r$.

Theorem 1.2. Assume $(b,c) = (r,r)$ where $r \in \mathbb{Z}_{\geq 0}$, $(a_1,a_2) \in \Phi^\imath_+$. For integers $0 \leq p \leq a_2$, $0 \leq q \leq a_1$, let $D = D(p,q) = r(a_1q + a_2p - p^2 - rqp - q^2)$. Then the following holds:

(i) $e(p,q) \neq 0$ if and only if $D \geq 0$.

(ii) Fix $(p,q)$ such that $D \geq 0$. Then $e(p,q) = \sum_{-D \leq i \leq D} e_i v^i$, where $e_i$'s satisfy:

- symmetry: $e_i = e_{-i}$ for every $i$;
- $e_D = e_{-D} = 1$;
- $e_i \neq 0$ if and only if $i \in \{-D,-D+2r,-D+4r, \ldots, D\}$;
- unimodality:
  - if $2r \mid D$, then $e_{-D} \leq e_{-D+2r} \leq \cdots \leq e_{-2r} \leq e_0 \geq e_{2r} \geq \cdots \geq e_{D-2r} \geq e_D$;
  - if $2r \not\mid D$, then $e_{-D} \leq e_{-D+2r} \leq \cdots \leq e_{-3r} \leq e_{-r} = e_r \geq e_{3r} \geq \cdots \geq e_{D-2r} \geq e_D$. 

References
Next, as a corollary of Theorem 1.2 and a study of the case of real roots (Theorem 3.1), we give a complete description for the support of any triangular basis element. Define $d_n = \begin{bmatrix} d'_n \\ d''_n \end{bmatrix}$ to be the denominator vector of the cluster variable $X_n$. For $x, y \in \mathbb{R}$, define $[x]_+ = \max\{x, 0\}$ and $\begin{bmatrix} x \\ y \end{bmatrix}_+ = \begin{bmatrix} [x]_+ \\ [y]_+ \end{bmatrix}$. Define $T_n = \text{ the convex hull of } \{(0, 0), ([d'_n]_+, 0), (0, [d''_n]_+)\}$.

For $s \in \mathbb{R}_{\geq 0}$ and $T \subseteq \mathbb{R}^2$, define $sT = \{sz \mid z \in T\}$.

**Definition 1.3.** For $(a_1, a_2) \in \mathbb{Z}^2$, define a region $R(a_1, a_2) \subseteq \mathbb{R}^2$ as follows (see Figure 1):

(a) If $(a_1, a_2) \notin \Phi^+_\text{im}$, we can write $(a_1, a_2) = s_1d_n + s_2d_{n+1}$ for some $n \in \mathbb{Z}$, $s_1, s_2 \in \mathbb{Z}_{\geq 0}$.

Then define $R(a_1, a_2)$ be the following Minkowski sum:

$$R(a_1, a_2) = s_1T_n + s_2T_{n+1}.$$

(b) If $(a_1, a_2) \in \Phi^+_\text{im}$, then define

$$R(a_1, a_2) = \{(p, q) \in \mathbb{R}_{\geq 0}^2 \mid D(p, q) \geq 0\}.$$

![Figure 1](image-url)

**Figure 1.** The region $R(a_1, a_2)$. The cases (1)-(5) are for real roots $(a_1, a_2) \notin \Phi^+_\text{im}$, and $A = (a_2, 0)$, $C = (0, a_1)$, $B = (s_2d''_{n+1}, s_1d'_n)$.

---

To verify the shape of $R(a_1, a_2)$ of case (5) in Figure 1: assume $s_1, s_2 > 0, n \neq 0, 1, 2$. Note that $s_1T_n + s_2T_{n+1}$ is the convex hull of

$$O = (0, 0), A = (s_1d'_n + s_2d''_{n+1}, 0), B = (s_2d''_{n+1}, s_1d'_n), C = (0, s_1d'_n + s_2d''_{n+1}), D = (s_1d'_n, s_2d''_{n+1})$$

We claim that $OABC$ is convex, and $D$ lies inside the triangle $OAC$. To show this, it suffices to show that the vertices $A, B, C$ lie counterclockwise, and $A, C, D$ also lie counterclockwise. The former statement follows from the determinant computation:

$$\begin{vmatrix}
  s_1d'_n + s_2d''_{n+1} & 0 & 1 \\
  s_2d''_{n+1} & s_1d'_n & 1 \\
  0 & s_2d''_{n+1} & 1
\end{vmatrix} = s_1s_2 \begin{vmatrix}
  d'_n & d''_{n+1} \\
  d''_n & d'''_{n+1}
\end{vmatrix} = s_1s_2 > 0.\]$$

The latter statement follows from the fact that $ABCD$ is a parallelogram.
Corollary 1.4. Let \((a_1, a_2) \in \mathbb{Z}^2\), let \(\{e(p, q)\}\) be the coefficients of the triangular basis \(C[a_1, a_2]\) as in (1.1). Then \(e(p, q) \neq 0\) if and only if \((p, q) \in R(a_1, a_2)\), and in this case we have
\[
\deg e(p, q) = D(p, q).
\]

Now we would like to put the theorem into a geometric context. The famous BBDG Decomposition theorem [2] asserts that, for a proper map of algebraic varieties \(f : X \to Y\), the pushforward of the intersection cohomology complex \(IC_X\) can be decomposed (non-canonically) into a direct sum of \(IC_{Y}(L)[d]\) for some subvarieties \(V \subseteq Y\), local systems \(L\) on \(V\), and integers \(d\). The support problem (that is, to determine which subvarieties \(V\) actually occur in the BBDG decomposition) can be quite difficult, as stated in a comment in Ngo’s proof of the Fundamental Lemma of Langlands theory: “…Their supports constitute an important topological invariant of \(f\). In general, it is difficult to explicitly determine this invariant” (translated from French). Several recent studies are focuses on the support problem of particular morphisms; the readers are referred to the references [16, 15, 5, 17, 7].

In the above context, we have a corollary of the main theorem, which gives a complete solution to the support problem for the natural projection from a class of Nakajima’s nonsingular graded quiver varieties to the affine graded quiver varieties. More precisely, Let \(v = (v_1, v_2) \in \mathbb{Z}^2_{\geq 0}, w = (0, w_1, w_2, 0) \in \mathbb{Z}^4_{\geq 0}\). Let \(\mathcal{F}_{v, w}, E_{v, w}\) be Nakajima’s nonsingular graded quiver variety and affine graded quiver variety, respectively. (See §3 for more related definitions and notations). The condition \(0 \leq v_1 \leq w_1'\) and \(0 \leq v_2 \leq rv_1\) guarantees that that \(\mathcal{F}_{v, w}\) is nonempty. There is a natural projection \(\pi : \mathcal{F}_{v, w} \to E_{v, w}\), and the BBDG decomposition takes the following form (and we will show that the local systems are all trivial):
\[
\pi_*(IC_{\mathcal{F}_{v, w}}) = \bigoplus_{v'=(v'_1, v'_2)} \bigoplus_d a_{v, v'; w}[d].
\]

Corollary 1.5. Let \(v = (v_1, v_2) \in \mathbb{Z}^2_{\geq 0}, w = (0, w_1, w_2, 0) \in \mathbb{Z}^4_{\geq 0}\) such that \(0 \leq v_1 \leq w_1'\) and \(0 \leq v_2 \leq rv_1\). The coefficients \(a_{v, v'; w}\) in (1.3) are related to the triangular basis as follows: let
\[
a_1 = w_1' - rv_2', a_2 = r[a_1]_+ + rv_1' - w_2, p = v_2 - v'_2, q = [a_1]_+ - v_1 + v'_1,
\]
and let \(e(p, q)\) be determined by (1.1), then \(e(p, q) = \sum_d a_{v, v'; w} v_1^{rd}\).

As a consequence, a subvariety \(E_{v', w}\) appears in the BBDG decomposition (1.3) if and only if “\(0 \leq v'_1 \leq v_1, 0 \leq v'_2 \leq v_2\), and \((p, q) \in R(a_1, a_2)\) for \(a_1, a_2, p, q\) defined in (1.4)”.

The reader is referred to §10.4 for an example of the above corollary.

The paper is organized as follows. In §2 we recall the definition and properties of quantum cluster algebra and triangular basis, and that triangular basis coincides with dual canonical basis. In §3 we study the support condition for cluster monomials. In §4 we recall some facts on Nakajima’s quiver varieties. In §5 we prove an algebraic version of the transversal slice theorem, and show that the local systems appeared in the BBDG decomposition theorem are trivial. In §6 we introduce two other desingularizations of \(E_{v, w}\). In §7 we study the triangular bases. In §8 we prove the above main theorem (Theorem 1.2) and the two corollaries (Corollaries 1.4, 1.5). In §9 we discuss an analogue of the Kazhdan-Lusztig polynomial that comes from the geometry of this paper. We end the paper with some examples in §10.
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2. Quantum cluster algebras and triangular bases

In this section we recall the definition and some fundamental facts of quantum cluster algebras. See [3, 4] for details.

2.1. Rank-2 skew-symmetric quantum cluster algebras. First, let $\mathcal{T}$ be the quantum torus:

$$\mathcal{T} = \mathbb{Z}[v^\pm 1] \langle X_1^\pm, X_2^\pm : X_2X_1 = v^2X_1X_2 \rangle,$$

let $\mathcal{F}$ be the skew-field of fractions of $\mathcal{T}$.

The bar-involution is the $\mathbb{Z}$-linear anti-automorphism of $\mathcal{T}$ determined by $\bar{f}(v) = f(v^{-1})$ for $f \in \mathbb{Z}[v^\pm 1]$ and

$$\bar{f}X_1^aX_2^b = fX_2^bX_1^a = v^{a_1a_2}fX_1^aX_2^b \quad (a_1, a_2 \in \mathbb{Z}).$$

An element in $\mathcal{T}$ which is invariant under the bar-involution is said to be bar-invariant.

The quantum cluster algebra $\mathcal{A}_v(b, c)$ is the $\mathbb{Z}[v^\pm 1]$-subalgebra of $\mathcal{F}$ generated by the cluster variables $X_m (m \in \mathbb{Z})$ defined recursively from the exchange relations

$$X_{m+1}X_{m-1} = \left\{ \begin{array}{ll} v^bX_m^b + 1, & \text{if } m \text{ is odd;} \\ v^cX_m^c + 1, & \text{if } m \text{ is even;} \end{array} \right.$$  

(In notations of [4], we take $\Lambda = \begin{bmatrix} 0 & -\tilde{b} \\ c & 0 \end{bmatrix}$, $B = \begin{bmatrix} 0 & -\tilde{b} \\ c & 0 \end{bmatrix}$, $d_1 = c$, $d_2 = b$, with a linear order $1 \preceq 2$.)

One can easily check that

$$(2.1) \quad X_{m+1}X_m = v^2X_mX_{m+1} \quad (m \in \mathbb{Z}),$$

and that all cluster variables are bar-invariant. Equation (2.1) implies that each cluster $\{X_m, X_{m+1}\}$ generates a quantum torus $\mathcal{T}_m = \mathbb{Z}[v^\pm 1] \langle X_m^\pm, X_{m+1}^\pm : X_{m+1}X_m = v^2X_mX_{m+1} \rangle$. The (bar-invariant) quantum cluster monomials in the quantum torus $\mathcal{T}_m$ as

$$X_{m(a_1,a_2)} = v^{a_1a_2}X_{m}^{a_1}X_{m+1}^{a_2} \quad (a_1, a_2 \in \mathbb{Z}_{\geq 0}, \; m \in \mathbb{Z}).$$

Denote $X^{(a_1,a_2)} = X_1^{(a_1,a_2)}$. Note that $X^{(a_1,a_2)}X^{(b_1,b_2)} = v^{a_2b_1-a_1b_2}X^{(a_1+b_1,a_2+b_2)}$.

2.2. Triangular bases. The construction of the triangular basis starts with the standard monomial basis $\{M[a] : a \in \mathbb{Z}^2\}$. For every $a = (a_1, a_2) \in \mathbb{Z}^2$, the standard monomial $M[a]$ (which is denoted $E_{(a_1,-a_2)}$ in [4]) is defined as follows (where $v^{(a)} \in \mathbb{Z}$ is determined by the condition that the leading term of $M(a)$ is bar-invariant):

$$(2.2) \quad M[a] = v^{(a)}X^{[-a_1]+,[a_2]+}(X_1^{a_1})^{[a_1]+}(X_2^{a_2})^{[a_2]+} = v^{a_1a_2}X_1^{[a_1]+}X_2^{[a_2]+}X_0^{[-a_1]+}X_1^{[-a_2]+}X_0^{[a_2]+}.$$  

It is known that the elements $M[a]$ form a $\mathbb{Z}[v^\pm 1]$-basis of $\mathcal{A}_v(r)$.

The standard monomials are not bar-invariant and do not contain all the cluster monomials, moreover they are inherently dependent on the choice of an initial cluster. These drawbacks provide a motivation to consider the triangular basis (which is introduced in [4] and
recalled below) constructed from the standard monomial basis with a built-in bar-invariance property.

In this paper, for \(a' = (a'_1, a'_2), a = (a_1, a_2) \in \mathbb{Z}^2\), we denote
\[
\begin{align*}
    a' &\leq a \text{ (or } a \geq a') \quad \text{if } a'_i \leq a_i \text{ for } i = 1, 2; \\
    a' &\leq a \text{ (or } a \geq a') \quad \text{if } a'_i \leq a_i \text{ and } a' \neq a.
\end{align*}
\]

**Definition 2.1.** [4] The triangular basis \(\{C[a] : a \in \mathbb{Z}^2\}\) is the unique collection of elements in \(\mathcal{A}_\nu(r)\) satisfying:

\(\text{(P1)}\) Each \(C[a]\) is bar-invariant.

\(\text{(P2)}\) For each \(a \in \mathbb{Z}^2\), \(C[a] - M[a] \in \bigoplus_{a < a'} vZ[v]M[a']\).

The triangular basis has the following nice property:

\[\text{Theorem 2.2 [(4, Theorem 1.6)].}\] The triangular basis does not depend on the choice of initial cluster and it contains all cluster monomials.

3. **The case of real roots**

In this section, we study the support of a cluster monomial in a skew-symmetrizable quantum cluster algebra \(\mathcal{A}_\nu(b, c)\), that is, without assuming \(b = c\). The denominator vectors \(\{d_n\}\) can be determined recursively by

\[
d_1 = \begin{bmatrix} -1 \\ 0 \end{bmatrix}, \quad d_2 = \begin{bmatrix} 0 \\ -1 \end{bmatrix}, \quad d_{n+1} + d_{n-1} = \begin{cases} b[d_n]_+, & \text{if } n \text{ is odd,} \\
    c[d_n]_+, & \text{if } n \text{ is even.}
    \end{cases}
\]

Below are a few values of \(d_n\):

\[
\begin{array}{cccccccccc}
\hline
n & \ldots & -3 & -2 & -1 & 0 & 1 & 2 & 3 & 4 & 5 & 6 & \ldots \\
\hline
d_n & \ldots & bc - 1 & b & 1 & 0 & -1 & 0 & 1 & b & bc - 1 & b^2 - 2b & \ldots \\
d_n' & \ldots & bc^2 - 2c & bc - 1 & c & 1 & 0 & -1 & 0 & 1 & c & bc - 1 & \ldots \\
\hline
\end{array}
\]

**Theorem 3.1.** Consider quantum cluster algebra \(\mathcal{A}_\nu(b, c)\) for arbitrary \(b, c \in \mathbb{Z}_{>0}\). Let \((a_1, a_2) \in \mathbb{Z}^2 \setminus \Phi^m_+\). (Thus \((a_1, a_2) = s_1d_n + s_2d_{n+1}\) for some \(n \in \mathbb{Z}\) and \(s_1, s_2 \in \mathbb{Z}_{\geq 0}\), and \(C[a_1, a_2] = v^{s_1s_2}X_n^{s_1}X_{n+1}^{s_2}\) is a cluster monomial.) Define \(\{e(p, q)\}\) as in (1.1). Then \(e(p, q) \neq 0\) if and only if \((p, q) \in s_1T_n + s_2T_{n+1} = R(a_1, a_2)\), and for those \((p, q)\), we have \(\deg e(p, q) = D(p, q)\).

**Proof.** We prove the statement by induction on \(|n - 1|\).

The base cases are \(n = 0, 1, 2\).

For \(n = 1\): \(C[a_1, a_2] = C[-s_1, -s_2] = X^{(s_1, s_2)}\); \(e(p, q) = 1\) if \((p, q) = (0, 0)\), and \(e(p, q) = 0\) otherwise; \(s_1T_1 + s_2T_2 = \{(0, 0)\}\); for \((p, q) = 0\), \(\deg e(0, 0) = 0 = D(0, 0)\). So the statement is true in this case.

For \(n = 2\): \(C[a_1, a_2] = C[s_2, -s_1] = X^{(s_1, s_2)} = \sum_{q=0}^{s_2} \binom{s_2}{q} \frac{v^q}{v^c} X^{(-s_2-s_1+q)}\) (this computation appeared in the proof of [12, Corollary 3.6]); \(e(p, q) = \binom{s_2}{q} v^q\) if \(p = 0\) and \(0 \leq q \leq s_2\), and \(e(p, q) = 0\) otherwise; \(s_1T_2 + s_2T_3 = \{(0, y) : 0 \leq y \leq s_2\}\); for \(p = 0\) and \(0 \leq q \leq s_2\), \(\deg e(0, q) = (s_2 - q)qc = D(0, q)\). So the statement is true in this case.

For \(n = 0\): similar as the \(n = 2\) case so we skip.
Recall in [12] we defined automorphisms $\sigma_\ell$ ($\ell = 1, 2$) on the quantum torus such that $\sigma_\ell(X_n) = x_{2\ell - m}$ and $\sigma_\ell(v) = v^{-1}$.

For the inductive step, we shall prove the case $n \geq 3$.

Without loss of generality we assume $s_1 \neq 0$ (otherwise we can replace $(n, s_1, s_2)$ by $(n - 1, s_2, 0)$). Denote $C(a_1', a_2') = \sigma_2(C(a_1, a_2)) = v^{s_2s_1}X_{3-n}^{s_2}X_{4-n}^{s_1}$ (which is also a cluster monomial) and define $e'(p', q')$ by

$$C(a_1', a_2') = \sum_{p', q'} e'(p', q')X^{(bp' - a_1', cq' - a_2')}.$$ 

Then $a_1' = ba_2 - a_1$, $a_2' = a_2$, and by inductive hypothesis, the statement is true for $C(a_1', a_2')$; that is, $e'(p', q') \neq 0$ if and only if $(p, q) \in R(a_1', a_2') (= s_2T_{3-n} + s_1T_{4-n})$, and for those $(p', q')$, $\deg e'(p', q') = D(p', q')$ where $D(p', q') = ca_1'q' + ba_2p' - bp'^2 - bcp'q' - cq'^2$.

For a fixed $p$, denote $p' = a_2 - p$, there is the following relation by [12, Proof of Lemma 2.2]:

$$\sum_q e'(p', q')t^q = \left(\sum_{\ell \geq 0} \left[ \frac{-a_1 + bp}{\ell} \right] \frac{t^\ell}{\ell^\ell} \right) \left(\sum_q e(p, q)t^q \right)$$

which we can also rewrite as

$$\sum_{\ell \geq 0} \left[ \frac{a_1 - bp}{\ell} \right] \frac{t^\ell}{\ell^\ell} \left(\sum_q e'(p', q')t^q \right) = \sum_q e(p, q)t^q$$

By inductive hypothesis, $e'(p', q') \neq 0 \iff (p', q') \in R(a_1', a_2')$. Considering the highest $t$-degree terms on both sides of (3.1) (if $a_1 \leq bp$) or (3.2) (if $a_1 \geq bp$), we see that

$$a_1 - bp + \max\{q' \mid e'(p', q') \neq 0\} = \max\{q \mid e(p, q) \neq 0\}$$

We claim that the convex hull of $\{(p, q) \mid e(p, q) \neq 0\}$ is $R(a_1, a_2) = s_1T_n + s_2T_{n+1}$. Indeed, by inductive hypothesis, the convex hull of $\{(p', q') \mid e'(p', q') \neq 0\}$ is $R(a_1', a_2') = s_2T_{3-n} + s_1T_{4-n}$, a polygon with vertices $(0, 0)$ and $(a_2', 0) = (s_2d''_{3-n} + s_1d''_{4-n}, 0)$, $(s_1d''_{4-n}, s_2d''_{3-n})$, $(0, a_1') = (s_2d''_{3-n} + s_1d''_{4-n})$. Thus by (3.3), the convex hull of $\{(p, q) \mid e(p, q) \neq 0\}$ has vertices $(0, 0)$ and $(0, a_1)$, $(a_2 - s_1d''_{4-n}, a_1 - b(a_2 - s_1d''_{4-n}) + s_2d''_{3-n}) = (s_2d''_{3-n} + s_1d''_{4-n}, 0, a_1) = (a_2, 0)$; so the convex hull is exactly $s_1T_n + s_2T_{n+1}$. Another way to see it is to consider the map

$$\varphi_R : \{(x, y) \mapsto (a_2 - x, y - (a_1 - bp))$$

which sends the top bound of $R(a_1, a_2)$ to the top bound of $R(a_1', a_2')$.

Now we prove the theorem by considering two cases separately:

Case 1: if $a_1 \geq bp$. Fix $q$ in (3.2), we get

$$e(p, q) = \sum_{\ell + q' = q} \left[ \frac{a_1 - bp}{\ell} \right] e'(p', q').$$

Assume $(p, q) \in R(a_1, a_2)$, we shall show that $\deg e(p, q) = D(p, q)$. It suffices to show that $\deg \left[ \frac{a_1 - bp}{\ell} \right] e'(p', q') \leq D(p, q)$ and the equality holds exactly once. Indeed, using
\[a_1' = b_2 - a_1, a_2' = a_2, p' = a_2 - p, q' = q - \ell, \text{ we have}
\]
\[
D(p, q) - \left(\deg \left[\frac{a_1 - bp}{\ell}\right]_{v^c}\right) e'(p', q') = D(p, q) - \left(\frac{a_1 - bp - \ell}{\ell}c - D'(p', q')\right)
\]
\[
= c a_1 q + ba_2 p - bp^2 - bcp q - c q^2 - (a_1 - bp - \ell) c
\]
\[
- c (b_2 - a_1)(q - \ell) - ba_2 (a_2 - p) + b (a_2 - p)^2 + bc(a_2 - p)(q - \ell) + c (q - \ell)^2
\]
\[
= 2 c (q - \ell)(a_1 - bp - \ell) \geq 0
\]
since \(\ell \leq \min\{q, a_1 - bp\}\). Moreover, the equality can be obtained exactly once, when
\(\ell = \min\{q, a_1 - bp\}\); for this we need to verify that the corresponding \((p', q')\) lies in \(R(a_1', a_2')\):
- if \(q \leq a_1 - bp\), then \(\ell = q, q' = 0\), in which case \((p', q') = (p', 0) \in R(a_1', a_2')\) (note that \((p, q) \in R(a_1, a_2)\) guarantees \(0 \leq p' \leq a_2\);
- if \(q \geq a_1 - bp\), then \(\ell = a_1 - bp\), \((p', q') = (a_2 - p, q - (a_1 - bp)) = \varphi(p, q)\) which is in
\(R(a_1', a_2')\).

Case 2: if \(a_1 \leq bp\). By (3.1), for any fixed \(q'\) we have
\[
e'(p', q') = \sum_{\ell + q = q'}\left[\frac{-a_1 + bp}{\ell}\right]_{v^c} e(p, q).
\]

By a computation similar to Case 1, when \(\ell + q = q'\), we have
\[
D(p', q') - (bp - a_1 - \ell)c - D(p, q) = 2 c (q' - \ell)(bp - a_1 - \ell).
\]
We will prove that \(\deg e(p, q) = D(p, q)\) for all \(q\) with \((p, q) \in R(a_1, a_2)\) by a downward induction.

As the base case, let \(q_{\text{max}}\) be the maximal \(q\) satisfying \((p, q) \in R(a_1, a_2)\) and let \(\ell = bp - a_1, q' = \ell + q_{\text{max}}\). Then \((p', q') = (a_2 - p, \ell + q_{\text{max}}) = \varphi(p, q_{\text{max}})\) lies in \(R(a_1', a_2')\),
thus \(\deg e'(p', q') = D'(p', q')\). Since both \(\ell\) and \(q_{\text{max}}\) are maximal, there is only one term in
the right side of (3.5), thus \(\deg e(p, q_{\text{max}}) = (bp - a_1 - \ell)c + \deg e(p, q_{\text{max}}) = D'(p', q') = D(p, q_{\text{max}})\).

For the inductive step, assume \(\deg e(p, q^*) = D(p, q^*)\) for all \(q^* > q\) with \((p, q^*) \in R(a_1, a_2)\).
Recall that we already proved \(e(p, q^*) = 0\) for \((p, q^*) \notin R(a_1, a_2)\). Let \(\ell = bp - a_1, q' = \ell + q\).
Then \((p', q') = (a_2 - p, \ell + q) = \varphi(p, q)\) lies in \(R(a_1', a_2')\), thus \(\deg e'(p', q') = D'(p', q')\).
Comparing the degrees of the two side of (3.5), we have
\[
D'(p', q') \leq \max_{q \leq q^* \leq q_{\text{max}}} \{bp - a_1 - \ell^*\ell^*c + \deg e(p, q^*)\}
\]
However, for \(q^*\) satisfying \(q + 1 \leq q^* \leq q_{\text{max}}\), we already know \(\deg e(p, q^*) = D(p, q^*)\), so
\[
(bp - a_1 - \ell^*\ell^*c + \deg e(p, q^*) = (bp - a_1 - \ell^*)\ell^*c + D(p, q^*)\)
\[
\text{by (3.6) } D'(p', q') - 2c(q' - \ell^*)(bp - a_1 - \ell^*) = D'(p', q') - 2cq^*(q^* - q) < D'(p', q').
\]
So for \(q^* = q, \ell^* = q' - q^* = bp - a_1 = \ell\), we must have
\[
D'(p', q') = (bp - a_1 - \ell^*)\ell^*c + \deg e(p, q^*)
\]
It follows that
\[
\deg e(p, q) = D'(p', q') - (bp - a_1 - \ell^*)\ell^*c \text{ by (3.6) } D(p, q) + 2c(q' - \ell^*)(bp - a_1 - \ell^*) = D(p, q).
\]
This completes the proof for the case \( n \geq 3 \). The case \( n \leq -1 \) can be proved similarly by considering \( \sigma_1 \) instead of \( \sigma_2 \).

In the rest of the paper we focus on skew-symmetric rank-2 cluster algebra \( \mathcal{A}_\nu(r, r) \).

4. Nakajima’s graded quiver varieties

In this section we recall Nakajima’s graded quiver varieties. For simplicity, we focus to the special case corresponding to rank-2 cluster algebras. The references for this section are [18, 20]. Many statements in this section are known to hold in a much more general setting; but with a focus to the special case, we can present an almost self-contained introduction by proving most of the geometric facts without referring to the aforementioned papers.

Denote nonnegative integer tuples \( w = (w_1, w'_1, w_2, w'_2) \in \mathbb{Z}_{\geq 0}^4 \) and \( v = (v_1, v_2) \in \mathbb{Z}_2^2 \). Fix vector spaces \( W_1, W'_1, W_2, W'_2, V_1, V_2 \) with dimensions \( w_1, w'_1, w_2, w'_2, v_1, v_2 \), respectively. Define

\[
W = W_1 \oplus W'_1 \oplus W_2 \oplus W'_2, \quad V = V_1 \oplus V_2.
\]

Consider \((x_1, x_2, y_1, \ldots, y_r), \) where \( x_i : W_i \to W'_i \) \((i = 1, 2)\), \( y_h : W_2 \to W'_1 \) \((h = 1, \ldots, r)\) are linear maps.

\begin{equation}
\begin{aligned}
W'_2 \xrightarrow{\ y_h \ (h=1,\ldots,r)} & W_2 \\
W'_1 \xleftarrow{\ x_{1}} & W_1
\end{aligned}
\end{equation}

Denote \( \mathbf{x} = (x_1, x_2) \) and \( \mathbf{y} = (y_1, \ldots, y_r) \). Define two linear maps as below:

\[
A = x_1 + y_1 + \cdots + y_r : W_1 \oplus W'_2 \to W'_1, \quad (a_1, b_1, \ldots, b_r) \mapsto x_1(a_1) + y_1(b_1) + \cdots + y_r(b_r)
\]

\[
B = x_2 \oplus y_1 \oplus \cdots \oplus y_r : W_2 \to W'_2 \oplus (W'_1)^{\oplus r}, \quad b \mapsto (x_2(b), y_1(b), \ldots, y_r(b))
\]

Alternatively, we can express these maps by matrices. Fix bases for \( W_i \) and \( W'_i \), and use \( [x_1] \), or simply \( x_1 \) by abuse of notation, to denote the matrix representing the linear map \( x_1 \). Similar notations are used for \( x_2, y_h \) \((h = 1, \ldots, r)\). Then the above two maps \( A \) and \( B \) are represented by the following block matrices of sizes \( w'_1 \times (w_1 + rw_2) \) and \( (w_2 + rw'_1) \times w_2 \), respectively (denote \( p = (\mathbf{x}, \mathbf{y}) \)):

\[
A = A_p = A(\mathbf{x}, \mathbf{y}) = [x_1, y_1, \ldots, y_r]_{\text{hor}} = 
\begin{bmatrix}
x_1 \\
y_1 \\
\vdots \\
y_r
\end{bmatrix},
\]

\[
B = B_p = B(\mathbf{x}, \mathbf{y}) = [x_2, y_1, \ldots, y_r]_{\text{vert}} = 
\begin{bmatrix}
x_2 \\
y_1 \\
\vdots \\
y_r
\end{bmatrix},
\]

where we use the following notation for horizontally and vertically stacked matrices:

\[
[M_1, \ldots, M_n]_{\text{hor}} = [M_1 \cdots M_n], \quad [M_1, \ldots, M_n]_{\text{vert}} = 
\begin{bmatrix}
M_1 \\
\vdots \\
M_n
\end{bmatrix}
\]

Below is the list of sizes of various matrices:

| matrix | \( x_1 \) | \( x_2 \) | \( y_h \) | \( A \) | \( B \) |
|--------|-----------|-----------|----------|--------|--------|
| size   | \( w'_1 \times w_1 \) | \( w'_2 \times w_2 \) | \( w'_1 \times w_2 \) | \( w'_1 \times (w_1 + rw_2) \) | \( (w_2 + rw'_1) \times w_2 \) |
For an $m \times n$ matrix $A$, we denote

$$A_{[I,J]} = [a_{ij}]_{i \in I, j \in J}$$

the submatrix of $A$ with row index set $I$ and column index set $J$, denote

$$A_{[-,J]} = A_{[1,\ldots,m;J]}, \quad A_{[I,-]} = A_{[I;1,\ldots,n]}$$

For a $\mathbb{C}$-vector space $E$ of dimension $e$, denote by $Gr(d, E)$ or $Gr(d, e)$ the Grassmannian space parametrizing all $d$-dimensional linear subspaces of $E$.

**Definition 4.1.** [18, §4] Let $w = (w_1, w', w_2, w_2') \in \mathbb{Z}_{\geq 0}^4$ and $v = (v_1, v_2) \in \mathbb{Z}^2_{\geq 0}$.

(a) The variety $E_w$ is defined as the space of quiver representations of the quiver in (4.1):

$$E_w = \text{Hom}(W_1, W'_1) \oplus \text{Hom}(W_2, W'_2) \oplus \text{Hom}(W_1 \oplus W_1')$$

We denote elements of $E_w$ in the form $(x, y) = (x_1, x_2, y_1, \ldots, y_n)$.

(b) The projective variety $F_{v,w}$ is a subvariety of $Gr(v_1, W'_1) \times Gr(v_2, W'_2 \oplus W'_1)$ defined as

$$F_{v,w} = \{(X_1, X_2) \mid \dim X_1 = v_1, X_1 \subseteq W'_1, \dim X_2 = v_2 \subseteq W'_2 \oplus W'_1\}$$

(c) Nakajima’s nonsingular graded quiver variety $\tilde{F}_{v,w}$ is given by

$$\tilde{F}_{v,w} = \{(x, y, X_1, X_2) \mid (x, y) \in E_w, (X_1, X_2) \in F_{v,w}, \text{ im} A(x, y) \subseteq X_1, \text{ im} B(x, y) \subseteq X_2\}$$

where im$A(x,y)$ and im$B(x,y)$ mean the image of the corresponding linear maps.

(d) Nakajima’s affine graded quiver variety $\mathcal{E}_{v,w}$ is given by

$$\mathcal{E}_{v,w} = \{(x, y) \in E_w \mid \text{rank} A(x, y) \leq v_1, \text{rank} B(x, y) \leq v_2\}$$

**Remark 4.2.** For readers who are used to notations in Nakajima’s paper [18], his notations are related to ours in the following way: $W_1(q^2)$, $W_1(1)$, $W_2(q^3)$, $W_2(q)$, $\mathcal{F}(v, W)$, $\mathcal{E}(v, W)$, $V_1(q)$, $V_2(q^2)$ are our $W_1$, $W'_1$, $W_2$, $W'_2$, $F_{v,w}$, $\tilde{F}(v, w)$, $E_w$, $V_1$, $V_2$, respectively. The Cartan matrix $C = (c_{ij}) = \begin{bmatrix} 2 & -r \\ -r & 2 \end{bmatrix}$. The formula [18, (3.2)] $C_q : (v_i(a)) \mapsto (v'_i(a))$, where $v'_i(a) = v_i(aq) + v_i(aq^{-1}) + \sum_{j \neq i} c_{ij}v_j(a)$ gives

$$v'_1(q^2) = v_1 - rv_2, \quad v'_1(1) = v_1, \quad v'_2(q^3) = v_2, \quad v'_2(q) = v_2 - rv_1.$$

In our notation, we write

$$C_q v = (v_1 - rv_2, v_1, v_2, v_2 - rv_1)$$

The affine and graded quiver varieties are defined as algebrao-geometric quotient and GIT quotient, respectively:

(a) Affine graded quiver variety $\mathcal{M}^*_{\mathbb{C}}(V, W) = \{(\alpha_i, \beta_i, b_j)\} / \prod GL(V_i)$

(b) Nonsingular graded quiver variety $\mathcal{M}^*_{\mathbb{C}}(V, W) = \{(\alpha_i, \beta_i, b_j)\}^s / \prod GL(V_i)$

where $(\alpha_i, \beta_i, b_j)$ are linear maps with domain and codomain indicated in the following diagram:

$$\begin{array}{ccc}
W'_2 & \xleftarrow{\beta_2} & V_2 \xleftarrow{\alpha_2} W_2 \\
\downarrow \quad & & \downarrow \quad \\
W'_1 & \xleftarrow{\beta_1} & V_1 \xleftarrow{\alpha_1} W_1
\end{array}$$

The relation between $(\alpha_i, \beta_i, b_j)$ and the maps $(x_1, x_2, y_h)$ in (4.1) is given by $x_1 = \beta_1 \alpha_1$, $x_2 = \beta_2 \alpha_2$, $y_h = \beta_1 b_h \alpha_2$ (for $h = 1, \ldots, r$).
The following statement is proved by Nakajima [18]. For the reader’s convenience, we give a proof here.

**Lemma 4.3.** Let \( w = (w_1, w_1', w_2, w_2') \in \mathbb{Z}_{\geq 0}^4 \) and \( v = (v_1, v_2) \in \mathbb{Z}_{\geq 0}^2 \).

(a) The variety \( E_{v,w} \neq \emptyset \). The variety \( F_{v,w} \) (thus \( \tilde{F}_{v,w} \)) is nonempty if and only if
\[
0 \leq v_1 \leq w_1' \quad \text{and} \quad 0 \leq v_2 \leq w_2' + rv_1. \tag{4.5}
\]
(b) If (4.5) holds, then \( \tilde{F}_{v,w} \) is (the total space of) a vector bundle over \( F_{v,w} \) of rank \( w_1 v_1 + w_2 v_2 \). Meanwhile, the natural projection
\[
\pi : \tilde{F}_{v,w} \to E_{v,w}, \quad (x, y, X_1, X_2) \mapsto (x, y) \tag{4.6}
\]
has the zero fiber \( \pi^{-1}(0) \cong F_{v,w} \).

**Proof.** (a) and the second statement of (b) are obvious. For the first statement of (b), consider the natural projection
\[
\tilde{F}_{v,w} \to F_{v,w}, \quad (x, y, X_1, X_2) \mapsto (X_1, X_2).
\]
We prove that it gives a vector bundle by identifying it with the pullback of a vector bundle. Indeed, for fixed \((X_1, X_2)\), a tuple \((x, y, X_1, X_2)\) is in \( \tilde{F}_{v,w} \) if and only if the \( w_1 \) column vectors of the matrix \( x_1 \) are in \( X_1 \), and the \( w_2 \) column vectors of the matrix \([x_2, y_1, \ldots, y_r]_{\text{vert}}\) are in \( X_2 \). (To show that these conditions implies \( \text{im}(x, y) \subseteq X_1 \), note that \( X_2 \subseteq W_2' \oplus X_1^{\oplus r} \), thus each \( y_i \) is in \( X_1 \).) So
\[
\tilde{F}_{v,w} \cong \iota^*\left(S_{Gr(v_1, W_1')} \bigoplus S_{Gr(v_2, W_2' \oplus W_1^{\oplus r})}\right) \tag{4.7}
\]
where \( \iota \) is the natural embedding \( \iota : F_{v,w} \to Gr(v_1, W_1') \times Gr(v_2, W_2' \oplus W_1^{\oplus r}) \), and \( S_{Gr(d,e)} \) stands for the tautological subbundle (i.e., the universal subbundle) on the Grassmannian \( Gr(d,e) \). Since the pullback of a vector bundle is a vector bundle of the same rank, it follows from (4.7) that \( \tilde{F}_{v,w} \) is a vector bundle over \( F_{v,w} \) of rank \( v_1 w_1 + v_2 w_2 \). (In particular, it is locally trivial.)

Now we study a stratification of \( \pi \) given in (4.6). Consider a stratification \( E_w = \bigcup_v E_{v,w} \)
where
\[
E_{v,w}^o = \{ (x, y) \in E_w \mid (\text{rank}A(x, y), \text{rank}B(x, y)) = (v_1, v_2) = v \}. \tag{4.8}
\]
For \( v' = (v_1', v_2') \) and \( v = (v_1, v_2) \), recall that we denote \( v' \leq v \) if \( v_1' \leq v_1 \) and \( v_2' \leq v_2 \). (Note that in [18] this is denoted oppositely as \( v' \geq v \).) Recall the following definition of \( l \)-dominant condition given in [18].

**Definition 4.4.** Let \( w = (w_1, w_1', w_2, w_2') \in \mathbb{Z}_{\geq 0}^4 \) and \( v = (v_1, v_2) \in \mathbb{Z}_{\geq 0}^2 \). We say that \((v, w)\) is \( l \)-dominant if \( w - C_{q,v} \geq 0 \); or equivalently, by (4.3):
\[
w_1 - v_1 + rv_2 \geq 0, \quad w_1' - v_1 \geq 0, \quad w_1 - v_2 \geq 0, \quad w_2 - v_2 + rv_1 \geq 0. \tag{4.9}
\]
For a fixed \( w \), we define
\[
\text{Dom}(w) = \{ v \in \mathbb{Z}_{\geq 0}^2 \mid (v, w) \text{ is } l \text{-dominant} \}.
\]
We define
\[
\text{Dom} = \{ (v, w) \in \mathbb{Z}_{\geq 0}^2 \times \mathbb{Z}_{\geq 0}^4 \mid (v, w) \text{ is } l \text{-dominant} \}.
\]
Note that the condition (4.9) implies (4.5).

In the following lemma and proposition, we define \( \bar{v} \) with the property that \((\bar{v}, w)\) is \( l \)-dominant and \( E_{v,w} = E_{\bar{v},w} \) (which will be proved in Proposition 4.6).

**Lemma 4.5.** Let \( w = (w_1, w_1', w_2, w_2') \in \mathbb{Z}_{>0}^4 \) and \( v = (v_1, v_2) \in \mathbb{Z}_{>0}^2 \). There is a unique \( \bar{v} \in \mathbb{Z}_{>0}^2 \) such that: \( \bar{v} \leq v \), \( \bar{v} \in \text{Dom}(w) \), and all \( v' \in \text{Dom}(w) \) must satisfy \( v' \leq \bar{v} \). More explicitly,

\[
\bar{v} = \left( \min(v_1, w_1', w_1 + rv_2, w_1 + rw_2), \min(v_2, w_2', w_2 + rv_1, w_2 + rw_1) \right)
\]

In particular, if \((v, w)\) satisfies (4.5), then

\[
\bar{v} = \left( \min(v_1, w_1 + rv_2, w_1 + rw_2), \min(v_2, w_2) \right);
\]

if \( v \in \text{Dom}(w) \), then \( \bar{v} = v \).

**Proof.** It is obvious that if \( v \in \text{Dom}(w) \), then \( \bar{v} = v \). So in the rest of the proof we assume \( v \notin \text{Dom}(w) \).

We want to show that the \( \bar{v} \) given in (4.10) is the unique maximum in the intersection \( V \cap \text{Dom}(w) \) where \( V = \{ v' \in \mathbb{Z}_{>0}^2 \mid v' \leq v \} \).

We prove the statement in three cases. See Figure 2 for the corresponding figures.

**Case 1.** \( w_1 - w_1' + rw_2 \geq 0 \) and \( w_2' - w_2 + rw_1 \geq 0 \). In this case, (4.10) becomes

\[
\bar{v} = \begin{cases} 
(w_1', w_2), & \text{if } v_1 \geq w_1' \text{ and } v_2 \geq w_2; \\
(v_1, \min(w_2' + rv_1, w_2)), & \text{if } v_1 \leq w_1' \text{ and } v_2 > \min(w_2' + rv_1, w_2); \\
\min(w_1 + rv_2, w_1'), & \text{if } v_1 > \min(w_1 + rv_2, w_1') \text{ and } v_2 \leq w_2.
\end{cases}
\]

For simplicity, we assume that \( w_1 \leq w_1' \) and \( w_2' \leq w_2 \). (Other cases are similar). The set \( \text{Dom}(w) \) is shown in Figure 2 Left. The line \( w_1 - x + ry = 0 \) has slope \( 1/r \) whose \( x \)-intercept is \( w_1 \); the line \( w_2' - y + rx = 0 \) has slope \( r \) whose \( y \)-intercept is \( w_2' \). The convex hull of \( \text{Dom}(w) \) is a (possibly degenerated) hexagon \( H \) whose upper-right corner is \( (w_1, w_2) \).

If \( v_1 \geq w_1' \) and \( v_2 \geq w_2 \), then \( v \) is weakly to the northeast of \( (w_1, w_2) \), which implies \( \text{Dom}(w) \subseteq V \), \( V \cap \text{Dom}(w) = \text{Dom}(w) \), thus the unique maximum in \( V \cap \text{Dom}(w) \) is \( (w_1, w_2) \).

If \( v_1 \leq w_1' \) and \( v_2 > \min(w_2' + rv_1, w_2) \), then \( v \) is above the hexagon \( H \) and lies between the vertical lines \( x = 0 \) and \( x = w_1' \). In this case, \( \bar{v} \) is the intersection of the vertical line \( x = v_1 \) with the upper boundary of \( H \) (which consists of two sides), which is the point \( (v_1, \min(w_2' + rv_1, w_2)) \).

If \( v_1 > \min(x_1 + rv_2, w_1') \) and \( v_2 < w_2 \), then \( v \) is to the right the hexagon \( H \) and lies between the horizontal lines \( y = 0 \) and \( y = w_2 \). In this case, \( \bar{v} \) is the intersection of the horizontal line \( y = v_2 \) with the right boundary of \( H \) (which consists of two sides), which is the point \( (\min(w_1 + rv_2, w_1'), v_2) \).

This proves the formula (4.10) in this case.

The other two cases are proved similarly:

**Case 2.** If \( w_1 - w_1' + rw_2 < 0 \):

\[
\bar{v} = \begin{cases} 
(w_1 + rw_2, w_2), & \text{if } v_1 \geq w_1 + rw_2 \text{ and } v_2 \geq w_2; \\
(v_1, \min(w_2' + rv_1, w_2)), & \text{if } v_2 > \min(w_2' + rv_1, w_2) \text{ and } v_1 \leq w_1 + rw_2; \\
(w_1 + rv_2, v_2), & \text{if } v_1 > w_1 + rv_2 \text{ and } v_2 \leq w_2.
\end{cases}
\]
Case 3. If $w'_2 - w_2 + rw'_1 < 0$:

$$\bar{v} = \begin{cases} (w'_1, w'_2 + rw'_1), & \text{if } v_1 \geq w'_1 \text{ and } v_2 \geq w'_2 + rw'_1; \\ (v_1, w'_2 + rv_1), & \text{if } v_1 \leq w_1 \text{ and } v_2 > w'_2 + rv_1; \\ \min(w'_1, w_1 + rv_2), v_2), & \text{if } v_1 > \min(w'_1, w_1 + rv_2) \text{ and } v_2 \leq w'_2 + rw'_1. \end{cases}$$

Thus (4.10) holds for all cases.

Proposition 4.6. Fix $v \in \mathbb{Z}^2_{\geq 0}$ and $w \in \mathbb{Z}^4_{\geq 0}$. Let $\pi : \tilde{F}_{v,w} \to E_{v,w}$ be the map defined in (4.6).

(a) For each $v' \leq v$, $E^o_{v',w}$, defined in (4.8), is nonempty if and only if $(v', w)$ is $l$-dominant. In which case, it is nonsingular and locally closed in $E_w$ (so is also locally closed in $E_{v,w}$), and is irreducible and rational. Thus the variety $E_{v,w}$ has a stratification

$$E_{v,w} = \bigcup_{v'} E^o_{v',w}, \quad \text{where } v' \leq v \text{ and } (v', w) \text{ are } l\text{-dominant.}$$

(b) For each $v' \leq v$ with $(v', w)$ being $l$-dominant, the restricted projection $\pi^{-1}(E^o_{v',w}) \to E^o_{v',w}$ is a Zariski locally trivial $\mathcal{M}$-bundle, where $\mathcal{M}$ itself is a $Gr(v_2 - v_2', w'_2 + rv_1 - v_2')$-bundle over $Gr(v_1 - v'_1, w'_1 - v'_1)$ defined as

$$\mathcal{M} = \left\{ (X'_1, X'_2) \big| X'_1 \in Gr(v_1 - v'_1, w'_1 - v'_1), X'_2 \in Gr(v_2 - v'_2, C^{w'_2 + rv_1 - v'_2} \oplus (X'_1)^{\oplus r}) \right\}.$$  

In particular, $\mathcal{F}_{v,w}$ is a $Gr(v_2, w'_2 + rv_1)$-bundle over $Gr(v_1, w'_1)$.

(c) $\tilde{F}_{v,w}$ is nonempty if and only if (4.5) holds. In this case, $\tilde{F}_{v,w}$ and $F_{v,w}$ are irreducible and nonsingular, and $\pi$ is surjective.

(d) Let $\bar{v}$ be defined as in Lemma 4.5. Then $E_{v,w} = E_{\bar{v},w}$ is irreducible. Moreover, $E^o_{v,w}$ is its largest stratum; so $E_{v,w} = \overline{E^o_{v,w}}$, the Zariski closure of $E^o_{v,w}$.

(e) If $(v, w)$ is $l$-dominant then $\pi$ is birational. In this case, it restricts to an isomorphism $\pi^{-1}(E^o_{v,w}) \xrightarrow{\cong} E_{v,w}$.

(f) Under the assumption (4.5), we have

$$\dim \mathcal{F}_{v,w} = d(v, w) = -v_1^2 + rv_1v_2 - v_2^2 + v_1w'_1 + v_2w'_2,$$
$$\dim \tilde{F}_{v,w} = \bar{d}(v, w) = \dim \mathcal{F}_{v,w} + w_1v_1 + w_2v_2 = -v_1^2 + rv_1v_2 - v_2^2 + v_1(w_1 + w'_1) + v_2(w_2 + w'_2),$$
$$\dim E_{v,w} = \dim E_{\bar{v},w} = \bar{d}(\bar{v}, w) = -\bar{v}_1^2 + r\bar{v}_1\bar{v}_2 - \bar{v}_2^2 + \bar{v}_1(w_1 + w'_1) + \bar{v}_2(w_2 + w'_2).$$
Proof. (a) $E_{v',w}^o \subseteq E_w$ is locally closed because it is the difference of closed subsets:

$$E_{v',w}^o = \{(x, y) \in E_w | \text{rank} A \leq v'_1, \text{rank} B \leq v'_2\} - \{(x, y) \in E_w | \text{rank} A \leq v'_1 - 1, \text{rank} B \leq v'_2 - 1\}$$

To show $E_{v',w}^o$ is nonsingular, we consider the following open covering

$$E_{v',w}^o = \bigcup U_{I,J}$$

where $I \subseteq \{1, \ldots, v'_1\}$ and $|I| = v'_1$, $J \subseteq \{1, \ldots, v'_2\}$ and $|J| = v'_2$, $U_{I,J} \subseteq E_{v',w}^o$ consists of those $(x, y)$ such that the $v'_1$ rows of $A$ indexed by $I$ are linearly independent, and the $v'_2$ columns of $B(x, y)$ indexed by $J$ are linearly independent. We will show that $U_{I,J}$ is isomorphic to an open subset $\tilde{A}^o$ of an affine space $\tilde{A}$, hence is nonsingular, which implies that $E_{v',w}^o$ is nonsingular.

Without loss of generality, we can assume $I = \{1, \ldots, v'_1\}$ and $J = \{1, \ldots, v'_2\}$. Denote

$$\tilde{A} = A^{(v'_1 - v')_1 \times v'_1} \times A^{w_2 \times (w_2 - v')} \times A^{v'_1 \times w_1} \times A^{w_2 \times v_2} \times (A^{v'_1 \times v_2})^\oplus_r$$

and write elements in this affine space as $(P, Q, Z'_1, Z'_2, C_1, \ldots, C_r)$ where each component is a matrix of indicated size. Then define a morphism

$$\varphi : \tilde{A}^{(w'_1 - v')_1 \times v'_1} \times A^{w_2 \times (w_2 - v')} \times A^{v'_1 \times w_1} \times A^{w_2 \times v_2} \times (A^{v'_1 \times v_2})^\oplus_r \rightarrow E_w$$

$$(P, Q, Z'_1, Z'_2, C_1, \ldots, C_r) \mapsto (x, y) = \left( x_1 = \begin{bmatrix} Z'_1 \\ PZ'_1 \end{bmatrix}, x_2 = \begin{bmatrix} Z'_2 \\ Z'_2Q \end{bmatrix}, y_i = \begin{bmatrix} C_i & C_iQ \\ PC_i & PC_iQ \end{bmatrix} \right) \quad (1 \leq i \leq r)$$

Note that $\text{im} \varphi \subseteq E_{v',w}^o$. Indeed, define

$$A' = [Z'_1, C_1, \ldots, C_r]_{\text{hor}}, \quad B' = [Z'_2, C_1, \ldots, C_r]_{\text{vert}}$$

Then letting

$$x_1 = \begin{bmatrix} Z'_1 \\ PZ'_1 \end{bmatrix}, \quad x_2 = \begin{bmatrix} Z'_2 \\ Z'_2Q \end{bmatrix}, \quad y_i = \begin{bmatrix} C_i & C_iQ \\ PC_i & PC_iQ \end{bmatrix} \quad (1 \leq i \leq r),$$

the corresponding matrices

$$A = [x_1 \ y_1 \ \cdots \ y_r] = \begin{bmatrix} Z'_1 & C_1 & C_1Q & \cdots & C_r & C_rQ \\ PZ'_1 & PC_1 & PC_1Q & \cdots & PC_r & PC_rQ \end{bmatrix}, \quad B = \begin{bmatrix} x_2 \\ y_1 \\ \vdots \\ y_r \end{bmatrix} = \begin{bmatrix} Z'_2 & Z'_2Q \\ C_1 & C_1Q \\ PC_1 & PC_1Q \\ \vdots \\ C_r & C_rQ \\ PC_r & PC_rQ \end{bmatrix}$$

satisfy $\text{rank} A = \text{rank} A' \leq v'_1$, $\text{rank} B = \text{rank} B' \leq v'_2$. Therefore $\text{im} \varphi \subseteq E_{v',w}^o$.

Define $\tilde{A}^o$ to be the following open subset of $\tilde{A}$:

$$\tilde{A}^o = \left\{ (P, Q, Z'_1, Z'_2, C_1, \ldots, C_r) \in \tilde{A} \bigg| A' = [Z'_1 \ C_1 \ \cdots \ C_r]_{\text{hor}} \text{ has full row rank } v'_1, \quad B' = [Z'_2, C_1, \ldots, C_r]_{\text{vert}} \text{ has full column rank } v'_2 \right\}$$

Then $\varphi$ restricts to a morphism $\varphi|_{\tilde{A}^o} : \tilde{A}^o \rightarrow U_{I,J}$.
We claim that $\varphi|_{\mathbb{A}^o}$ is an isomorphism. To prove this, it suffices to construct the inverse morphism $\varphi|_{\mathbb{A}^o}^{-1}: U_{I,J} \to \mathbb{A}^o$ by sending $(x_1, x_2, y_1, \ldots, y_r)$ to $(P, Q, Z'_1, Z'_2, C_1, \ldots, C_r)$ defined as follows. For a matrix $X$, denote $X_{[1,\ldots,a,1,\ldots,b]}$ the submatrix of $X$ by selecting the first $a$ rows and first $b$ columns. Define $Z'_1 = x_1[1,\ldots,v'_1;1,\ldots,w'_1], Z'_2 = x_2[1,\ldots,w'_2;1,\ldots,v'_2].$ By the definition of $U_{I,J}$, the top $v'_1$ rows of $A$ are linearly independent, thus $A'$ is of full rank $v'_1$. Denote \[
abla_{A'} \bigg| A_{\alpha'} \bigg] \] the $v'_1 \times (w_1 + r v'_2)$-submatrix of $A$ with $A'$ as the top block. Define $P$ to be the unique matrix satisfying $PA' = A''$. Since $A'$ has full row rank, it has a right inverse $A'^T(A'A'^T)^{-1}$. Thus, $P = A''A'^T(A'A'^T)^{-1}$ whose entries are rational functions that are regular on $U_{I,J}$. The matrix $Q$ is defined similarly and has similar properties. Therefore $\varphi|_{\mathbb{A}^o}^{-1}$ is a morphism. It is easy to see that $\varphi|_{\mathbb{A}^o}^{-1}$ is indeed the inverse of $\varphi|_{\mathbb{A}^o}$. This implies that $E_{\psi', w}$ is nonsingular.

The nonemptiness statement is proved in [20, Proposition 4.23]. Here we give an alternative proof. First, assume $E_{\psi', w}$ is nonempty. Then

- $w'_1 - v'_1 \geq 0$ follows from $v'_1 = \operatorname{rank} A \leq \operatorname{rank} x_1 + \sum_{i=1}^r \operatorname{rank} y_i \leq w_1 + \sum_{i=1}^r \operatorname{rank} B = w_1 + rv_2'.$
- $w'_2 - v'_2 \geq 0$ follows from $v'_2 = \operatorname{rank} B \leq \operatorname{rank} x_2 + \sum_{i=1}^r \operatorname{rank} y_i \leq w_2' + \sum_{i=1}^r \operatorname{rank} A = w_2' + rv_1'$. 

Therefore $v' \in \operatorname{Dom}(w)$. Conversely, assume $v' \in \operatorname{Dom}(w)$. Let $I = \{1, \ldots, v'_1\}$ and $J = \{1, \ldots, v'_2\}$. We shall show that $U_{I,J} \neq \emptyset$. A generic choice of $Z'_1, Z'_2, C_1, \ldots, C_r$ will make the matrices $A'$ and $B'$ full-rank (here we used the fact that the base field $\mathbb{C}$ is infinite), so $\operatorname{rank} A' = v'_1$ and $\operatorname{rank} B' = v'_2$ thanks to the $l$-dominant assumption. After choosing arbitrary $P, Q$, we obtain a point in $\mathbb{A}^o$. Since $\mathbb{A}^o \cong U_{I,J} \subseteq E_{\psi', w}$, we conclude that $E_{\psi', w}$ is nonempty.

Now assume that $E_{\psi', w}$ is nonempty, and we shall prove that this nonsingular variety is irreducible. For this, it suffices to find a common point $(x, y)$ in all $U_{I,J}$. Indeed, a generic choice of $(P, Q, Z'_1, Z'_2, C_1, \ldots, C_r)$ will give such a point. To see this, let $A|_{[I,-]}$ be the submatrix of $A$ by selecting the rows with indices in $I$. Let $\tilde{P} = [I, P]_{\operatorname{vert}}$. Then

$$A|_{[I,-]} = \tilde{P}|_{[I,-]} [Z'_1, C_1, Q_1, \ldots, C_r, Q_r]_{\text{hor}}$$

where the right side is the product of two matrices. Since $P$ is generic, we can assume $\tilde{P}|_{[I,-]}$ is of full rank $v'_1$ (which equals its number of columns). Also $[Z'_1, C_1, Q_1, \ldots, C_r, Q_r]_{\text{hor}}$ is of full rank $v'_1$ (which equals its number of rows). It follows that $A|_{[I,-]}$ has rank $v'_1$. Similarly, $B|_{[-;J]}$, the submatrix of $B$ by selecting the columns with indices in $J$, has rank $v'_2$. Therefore $(x, y)$ is in $U_{I,J}$. Since $E_{\psi', w}$ is covered by open subsets $U_{I,J}$ of affine spaces and is irreducible, it is rational.

(b) To prove that $\pi^{-1}(E_{\psi', w}) \to E_{\psi', w}$ is a locally trivial bundle, we show that it is a pullback of another locally trivial bundle $\mathcal{X} \to \mathcal{Y}$ that is easier to deal with. Here is the
diagram:

\[
\begin{array}{ccc}
\pi^{-1}(E_{v',w}) & \longrightarrow & \mathcal{X} \\
\downarrow \pi & & \downarrow q \\
E_{v',w} & \longrightarrow & \mathcal{Y}
\end{array}
\]

where

\[
\mathcal{Y} = \{(Y_1, Y_2) \in Gr(v'_1, W'_1) \times Gr(v'_2, W'_2 + W'_1^{\oplus r}) | Y_2 \subseteq W'_2 + Y_1^{\oplus r}\}
\]

\[
\mathcal{X} = \{(Y_1, Y_2, X_1, X_2) | (Y_1, Y_2) \in \mathcal{Y}, (X_1, X_2) \in \mathcal{F}_{v,w}, Y_1 \subseteq X_1, Y_2 \subseteq X_2\}
\]

\[
f : (x, y) \mapsto (Y_1, Y_2) = (\text{im}A(x, y), \text{im}B(x, y))
\]

\[
q : (Y_1, Y_2, X_1, X_2) \mapsto (Y_1, Y_2)
\]

We claim that the natural projection \( q : \mathcal{X} \rightarrow \mathcal{Y} \) gives a locally trivial fiber bundle with fibers isomorphic to \( M \). To prove the claim, note that \( \mathcal{Y} \) can be covered by open subsets over which the direct sum of universal subbundles \( S_{Gr(v'_1, W'_1)} \oplus S_{Gr(v'_2, W'_2 + W'_1^{\oplus r})} \) is trivial, so we only need to discuss fiberwise. For fixed \( Y_1, Y_2 \), we show that the set \( (X_1, X_2) \) satisfying \( Y_1 \subseteq X_1 \subseteq W'_1 \) and \( Y_2 \subseteq X_2 \subseteq W'_2 + X_1^{\oplus r} \) is the variety \( M \). Indeed, choose a complement \( Y_1^c \subseteq W'_1 \) to \( Y_1 \), then \( X_1 = X_1^c \cap Y_1^c \) gives an isomorphism between \( \{X_1 | Y_1 \subseteq X_1 \subseteq W'_1\} \) and \( Gr(v_1 - v'_1, Y_1^c) \cong Gr(v_1 - v'_1, Y_1^{c'}) \). Choose a complement \( Y_2^{c'} \subseteq W'_2 + Y_1^{c'} \) to \( Y_2 \), then \( Y_2^c = Y_2^{c'} + (0 \oplus (X_1^c)^{\oplus r}) \) is a complement to \( Y_2 \) as subspaces of \( W'_2 + X_1^{\oplus r} \), and \( X_2 = X_2 \cap Y_2^c \) gives an isomorphism between \( \{X_2 | Y_2 \subseteq X_2 \subseteq W'_2 + X_1^{\oplus r}\} \) and \( Gr(v_2 - v'_2, Y_2^c + (0 \oplus (X_1^c)^{\oplus r}) \cong Gr(v_2 - v'_2, C^{w'_2 + rv'_1 - v'_2} + (X_1^c)^{\oplus r}) \)

Now observe that \( \pi^{-1}(E_{v',w}) \) is isomorphic to the pullback \( f^*(\mathcal{X}) \). Indeed, the fiber of \( f^*(\mathcal{X}) \) over a point \( (x, y) \in E_{v',w} \) is isomorphic to the fiber of \( q : \mathcal{X} \rightarrow \mathcal{Y} \) over \( f(x, y) = (\text{im}A(x, y), \text{im}B(x, y)) \), which by definition of \( \mathcal{X} \) is the set of \( (X_1, X_2) \) satisfying \( (X_1, X_2) \in \mathcal{F}_{v,w}, \text{im}A(x, y) \subseteq X_1, \text{im}B(x, y) \subseteq X_2 \). This coincides with the conditions in the definition of \( \mathcal{F}_{v,w} \).

Since the pullback of a locally trivial fiber bundle is again a locally trivial fiber bundle with the same fiber, (b) is proved.

(c) The first statement is proved in Lemma 3.3.

The special case \( v' = (0, 0) \) of (b) asserts that \( \mathcal{F}_{v,w} \) is a \( Gr(v_2, w'_2 + rv_1) \)-bundle over \( Gr(v_1, w'_1) \) and therefore is irreducible and nonsingular. By Lemma 4.3 (b), \( \tilde{\mathcal{F}}_{v,w} \) is a vector bundle over \( \mathcal{F}_{v,w} \), so it is also irreducible and nonsingular.

For any point in \( E_{v,w} \), it must be in a stratum \( E_{v',w} \) for some \( v' \leq v \) such that \( v' \in \text{Dom}(w) \) according to (a). By (b), the preimage is \( M \), which is nonempty if \( 0 \leq v_2 - v'_2 \leq w'_2 + rv_1 - v'_2 \) and \( 0 \leq v_1 - v'_1 \leq w'_1 - v'_1 \); this condition is equivalent to (4.5). Therefore \( \pi \) is surjective since all fibers are nonempty.

(d) The equality \( E_{v,w} = E_{v',w} \) follows from the stratifications of both sides, and the fact that and \( l \)-dominant \( v' \) satisfying \( v' \leq v \) must also satisfy \( v' \leq \bar{v} \), according to Lemma 4.5.

Consider \( \pi : \tilde{\mathcal{F}}_{v,w} \rightarrow E_{v',w} \). The map is surjective by (d), and the source variety \( \tilde{\mathcal{F}}_{v,w} \) is irreducible by (c). Therefore the target variety \( E_{v,w} \) is also irreducible.

Since \( E_{v,w} \) is irreducible, it has a unique largest stratum. Note \( E_{v,w} = \bigcup_{v' \leq v} E_{v',w} \). For each \( v' < v \) with \( v' \in \text{Dom}(w) \), we have \( E_{v',w} = \bigcup_{v'' \leq v', v'' \in \text{Dom}(w)} E_{v'',w} \), which is a proper
subset of $E_{v,w}$ because $E_{v,w}^\circ \neq \emptyset$, therefore
$$E_{v',w}^\circ \subseteq E_{v,w} \subseteq E_{v',w}$$
so $E_{v',w}^\circ$ is not the largest stratum. Then $E_{v,w}^\circ$ is the largest stratum.

(e) It suffices to show that $\pi^{-1}(E_{v,w}^\circ) \xrightarrow{\cong} E_{v,w}^\circ$ is bijective, since a bijective morphism between nonsingular complex algebraic varieties is an isomorphism. By (b), each fiber is a $Gr(v_2 - v_2, w_2' + rv_1 - v_2)$-bundle over $Gr(v_1 - v_1, w_1' - v_1)$, which is a point since both Grassmannians are points. This implies the bijectivity.

(f) Since $F_{v,w}$ is isomorphic to the fiber over $0 \in E_{v,w}$, so is a $Gr(v_2, w_2' + rv_1)$-bundle over $Gr(v_1, w_1')$ by (b). Therefore $\dim F_{v,w} = v_2(w_2' + rv_1 - v_2) + v_1(w_1' - v_1) = -v_1^2 + rv_1v_2 - v_2v_1' + v_1w_1' + v_2w_2'$.

Then we obtain the formula of $\dim \tilde{F}_{v,w}$ because $\tilde{F}_{v,w} \to F_{v,w}$ is a vector bundle of rank $w_1v_1 + w_2v_2$ as observed in Lemma 4.3 (b).

Finally, $\dim E_{v,w} = \dim E_{v,w}^\circ$ follows from (d).

\section{Decomposition theorem}

The following fact is proved by Nakajima in [19, Theorem 14.3.2] and generalized by Qin in [20, Theorem 5.2.1]). Nakajima’s proof uses the representation theory of quantum affine algebras in an essential way, and focuses type $ADE$; Qin’s proof uses a similar idea of Nakajima’s proof and particularly the analytic transversal slice theorem, but did not provide detailed explanations of why Nakajima’s representation-theoretic argument still works in the more general setting. To avoid this issue, we will not rely on the above references, but instead give an elementary proof in our special case.

**Theorem 5.1.** Assume $\tilde{F}_{v,w} \neq \emptyset$. The local system appeared in the BBDG decomposition for $\pi_*IC_{\tilde{F}_{v,w}}$ are all trivial. Thus,

$$\pi_*IC_{\tilde{F}_{v,w}} = \bigoplus_{v'} \bigoplus_d a_{v,v';w}^d IC_{E_{v',w}}[d]$$

where $v' \leq v$ satisfies the condition that $(v', w)$ is $l$-dominant, and $a_{v,v';w}^d \in \mathbb{Z}_{\geq 0}$.

First, recall the Beilinson–Bernstein–Deligne–Gabber decomposition theorem (also referred as BBDG or BBD decomposition Theorem).

**Theorem 5.2 (BBDG Decomposition Theorem).** [2] Let $f : X \to Y$ be a proper algebraic morphism between complex algebraic varieties. Then there is a finite list of triples $(Y_a, L_a, n_a)$, where for each $a$, $Y_a$ is locally closed smooth irreducible algebraic subvariety of $Y$, $L_a$ is a semisimple local system on $Y_a$, $n_a$ is an integer, such that:

$$f_*IC_X \cong \bigoplus_a IC_{Y_a}(L_a)[n_a]$$

Moreover, even though the isomorphism is not necessarily canonical, the direct summands appeared on the right hand side are canonical.

In the next two subsections, we shall provide two proofs of Theorem 5.1. The first proof is based on the algebraic version of the Transversal Slice Theorem (Lemma 5.3). The second proof is longer, but only based on the (weaker) analytic version of the Transversal Slice Theorem proved by Nakajima [19].
5.1. **Algebraic Transversal Slice Theorem.** Nakajima proves a analytic transversal slice theorem [19, §3], and comments that the technique used there “is based on a work of Sjamaar-Lerman in the symplectic geometry”, so the transversal slice is analytic in nature and is not algebraic; he further comments that “It is desirable to have a purely algebraic construction of a transversal slice”. We shall prove an Algebraic Transversal Slice Theorem for the varieties studied in this paper. In contrast, by “Analytic Transversal Slice Theorem” we mean a weaker statement than Lemma 5.3 where we replace “Zariski open” by “open in analytic topology”, and replace the algebraic morphisms/isomorphisms by the analytic ones.

**Lemma 5.3 (Algebraic Transversal Slice Theorem).** Let \( p \in \mathbf{E}_{v,w} \) be a point in the stratum \( \mathbf{E}_{v^0,w} \). So \( v^0 \leq v \). Define

\[
w^\perp = w - C_q v^0 = (w_1 - v^0_1 + rv^0_2, w'_1 - v^0_1, w_2 - v^0_2, w'_2 - v^0_2 + rv^0_1), \quad v^\perp = v - v^0 = (v_1 - v^0_1, v_2 - v^0_2).
\]

Then there exist Zariski open neighborhoods \( U \subseteq \mathbf{E}_{v,w} \) of \( p \), \( U^0 \subseteq \mathbf{E}_{v^0,w} \) of \( p \), \( U^\perp \subseteq \mathbf{E}^o(v^\perp, w^\perp) \) of 0, and isomorphisms \( \varphi, \psi \) making the following diagram commute:

\[
\begin{array}{ccc}
\mathbf{F}_{v,w} & \supseteq & \pi^{-1} U \xrightarrow{\varphi \cong} U^0 \times \pi^{-1}(U^\perp) \subseteq \mathbf{E}_{v^0,w} \times \mathbf{F}_{v^\perp,w^\perp} \\
\mathbf{E}_{v,w} & \supseteq & U \xrightarrow{\psi \cong} U^0 \times U^\perp \subseteq \mathbf{E}_{v^0,w} \times \mathbf{E}_{v^\perp,w^\perp}
\end{array}
\]

Moreover, \( \psi(p) = (p,0) \), the diagram is compatible with the stratifications, in the sense that \( \psi(E_{u,w} \cap U) = U_0 \times (E_{u^+\perp \cap U}) \) for each \( u \) satisfying \( v^0 \leq u \leq v \), where we denote \( u^\perp = u - v^0 = (u_1 - u^0_1, u_2 - u^0_2) \).

**Proof.** (1) We will define \( \psi \). To fix notations, for a point \( q = (x,y) \) in the domain \( U \) of \( \psi \), denote \((q^0,q^\perp) = \psi(q)\), and denote \( q^0 = (x^0, y^0) = (x^0_1, x^0_2, y^1_1, \ldots, y^1_r) \in U^0 \), \( q^\perp = (x^\perp_1, y^\perp_1, \ldots, y^\perp_r) \in U^\perp \). Recall that the point \( p \) determines two matrices as in (4.2), denoted \( A_p \) and \( B_p \). Without loss of generality, assume the first \( v^0_1 \) row vectors of \( A_p \) (resp. the first \( v^0_2 \) column vectors of \( B_p \)) are linearly independent. Then \( A_p \) and \( B_p \) must be in the form of (4.12), where the the sizes of the blocks are

| block | \( Z'_1 \) | \( Z'_2 \) | \( C_i \) | \( P \) | \( Q \) |
|-------|-----------|-----------|-----------|-----------|-----------|
| size  | \( v^0_1 \times w_1 \) | \( w^0_2 \times v^0_2 \) | \( v^0_1 \times v^0_1 \) | \( (v^0_1 - v^0_1) \times v^0_1 \) | \( v^0_2 \times (w_2 - v^0_2) \) |

First, we define the open set \( U \) and \( U^0 \). Define the set

\[
M = \{1, \ldots, w_1\} \cup \bigcup_{i=1}^r \{w_1 + (i-1)w_2 + 1 \ldots, w_1 + (i-1)w_2 + v^0_2\}.
\]

The submatrix \( A'_p = [Z'_1, C_1, \ldots, C_r]_{hor} = (A_p)_{[1,1,v^0_1,M]} \) satisfies \( \text{rank} A'_p = \text{rank} A_p = v^0_1 \), thus there exists a subset \( J \subseteq M \) of cardinality \( v^0_1 \) and \((A_p)_{[1,1,v^0_1,J]}\) is an invertible \( v^0_1 \times v^0_1 \)-matrix. Similarly, define the set

\[
N = \{1, \ldots, w'_2\} \cup \bigcup_{i=1}^r \{w'_2 + (i-1)w'_1 + 1 \ldots, w'_2 + (i-1)w'_1 + v^0_1\}.
\]
There is a subset $I \subseteq N$ of cardinality $v_2^0$ such that $(B_q)_{[I;1,\ldots,v_2^0]}$ is an invertible $v_2^0 \times v_2^0$ -matrix. Define an open subset $U$ of $E_{v,w}$ as

$$U = \{ q \in E_{v,w} \mid (A_q)_{[1,\ldots,v_1^0;]} \text{ and } (B_q)_{[I;1,\ldots,v_2^0]} \text{ are invertible square matrices} \}.$$ 

Define $U^0 = U \cap E_{v,w}$ which is an open subset of $E_{v,w}$ because $q \in U$ implies rank $A_q \geq v_1^0$ and rank $B_q \geq v_2^0$, and furthermore the equalities must hold by the condition $q \in E_{v,w}$.

Second, we construct $q^0$ as follows. Denote

$$A_q = [x_1 \ y_1 \ldots y_r] = \begin{bmatrix} Z_1' & C_1 & C_1' & \cdots & C_r & C_r' \\ Z_1'' & C_1'' & C_1''' & \cdots & C_r'' & C_r''' \end{bmatrix}$$

where the sizes of the blocks are:

| block | size | $v_1^0 \times w_1$ | $(w_1' - v_1^0) \times v_1^0$ | $v_1^0 \times v_1^0$ | $(w_1' - v_1^0) \times (w_2 - v_1^0)$ | $(w_1' - v_1^0) \times (w_2 - v_1^0)$ |

Since $(A_q)_{[1,\ldots,v_1^0;]}$ and $(B_q)_{[I;1,\ldots,v_2^0]}$ are invertible, there are unique $(w_1' - v_1^0) \times v_1^0$ -matrix $P$ and $v_2^0 \times (w_2 - v_1^0)$ -matrix $Q$ such that

$$(5.3) \quad (A_q)_{[-;]} = \begin{bmatrix} (A_q)_{[1,\ldots,v_1^0;]} \\ P(A_q)_{[1,\ldots,v_1^0;]} \end{bmatrix}, \quad (B_q)_{[I;\ldots]} = \begin{bmatrix} (B_q)_{[I;1,\ldots,v_2^0]} \\ (B_q)_{[I;1,\ldots,v_2^0]}Q \end{bmatrix}.$$ 

Define $q^0$ such that

$$A_{q^0} = \begin{bmatrix} Z_1' & C_1 & C_1Q & \cdots & C_r & C_rQ \\ PZ_1' & PC_1 & PC_1Q & \cdots & PC_r & PC_rQ \end{bmatrix}, \quad B_{q^0} = \begin{bmatrix} Z_2' & Z_2'Q \\ C_1 & C_1Q \\ PC_1 & PC_1Q \\ \vdots & \vdots \\ C_r & C_rQ \\ PC_r & PC_rQ \end{bmatrix}.$$ 

That is, $x_1^0 = [Z_1' \quad PZ_1']$, $x_2^0 = [Z_2' \quad Z_2'Q]$, $y_i^0 = [C_i \quad PC_iQ]$ $(1 \leq i \leq r)$. It is easy to see that $q^0$ is in $U^0$. (To check that $q_0 \in E_{v,w}$, note that

$$\text{rank} A_{q^0} = \text{rank} (\begin{bmatrix} I \\ P \end{bmatrix} [Z_1' \quad C_1 \quad \cdots \quad C_r \quad C_1Q \quad PC_1 \quad PC_1Q \quad \cdots \quad PC_r \quad PC_rQ]) = \text{rank} [Z_1', C_1, \ldots, C_r]_{\text{hor}} \leq v_1^0,$$

thus the equality holds since the first $v_1^0$ rows of $A_q$ are linearly independent; similarly $\text{rank} B_{q^0} = v_2^0$.)

Third, we construct $q^1$ as follows. Let

$$\tilde{A}_q = [\tilde{P} x_1, \tilde{P} y_1, \ldots, \tilde{P} y_r]_{\text{hor}},$$

where $\tilde{P} = \begin{bmatrix} I_{v_1^0} & 0 \\ -P & I_{w_1' - v_1^0} \end{bmatrix}$, $\tilde{Q} = \begin{bmatrix} I_{v_2^0} & -Q' \\ 0 & I_{w_2 - v_2^0} \end{bmatrix}$. Then

$$\text{rank} \tilde{A}_q = \text{rank} A_q = u_1,$$ 

and the submatrix $(\tilde{A}_q)_{[1,\ldots,v_1^0;]} = (A_q)_{[1,\ldots,v_1^0;]}$, while the submatrix $(\tilde{A}_q)_{[v_1^0+1,\ldots,w_1';]} = 0$. (To see this: for all $j \in J$, let $v$ be the $j$-th column of the matrix. If $j \in \{1,\ldots,w_1\}$, then $v$ is the $j$-column of $P_{x_1}$, and by (5.3), the $j$-column of $x_1$ is of the form $[u \quad P_{u}]$, so $v = \tilde{P} [u \quad P_{u}] = \begin{bmatrix} I & 0 \\ -P & I \end{bmatrix} [u \quad P_{u}] = [u \quad P_{u}]$. In the other case, assume $j \in \{w_1 + (i - 1)w_2 + 1, \ldots, w_1 + (i - 1)w_2 + v_2^0\}$ for some $1 \leq i \leq r$, note that
\[ \tilde{P}_y \tilde{Q} = \begin{bmatrix} I & 0 \\ -P & I \end{bmatrix} \begin{bmatrix} C_i & C_i' \\ C_i'' & C_i''' \end{bmatrix} \begin{bmatrix} I & -Q' \\ 0 & I \end{bmatrix} = \begin{bmatrix} C_i & -PC_i + C_i'' \\ -PC_i + C_i''' & * \end{bmatrix}. \] Since the j-th column of \( A_q \) is of the form \( \begin{bmatrix} u \\ Pu \end{bmatrix} \), the vector \( v \) is of the form \( \begin{bmatrix} u \\ -Pu + P \tilde{u} \end{bmatrix} = [u] \).}

Note that the space spanned by the top \( v_1^0 \) rows of \( \tilde{A}_q \) has zero intersection with the space spanned by the rest rows by considering the columns indexed by \( J \). Since \( \text{rank} \( \tilde{A}_q \) = \text{rank} A_q \leq v_1 \), and that \( \text{rank}(\tilde{A}_q)_1,\ldots,v_1^0;\ldots;= v_1^0 \) (because its \( J \) columns is equal to the invertible matrix \( (\tilde{A}_q)_{1,\ldots,v_1^0;\ldots} \)), we have

\[ \text{rank}(\tilde{A}_q)_1,\ldots,v_1^0;\ldots; - \text{rank}(\tilde{A}_q)_{1,\ldots,v_1^0;\ldots;}= u_1^+ \leq v_1^+. \]

We define \( \tilde{A}_q \) to be \( (\tilde{A}_q)_1,\ldots,v_1^0;\ldots; [M,J] \) with an appropriate rearrangement of the columns; to be more precise:

\[ \tilde{A}_q = (\tilde{A}_q)_{1,\ldots,v_1^0;\ldots;} [PC_1 Q' - PC_1' - C_1''Q' + C_1''' \cdots ] \]

That is, if we denote \( J' = \iota_M'(J) \) where \( \iota_M : \{1,\ldots,v_1 + rv_2^0 \} \to M \) is the order preserving bijection, then

\[
\begin{align*}
x_1^+ &= \text{obtained from } -PZ_1' + Z_1'', -PC_1 + C_1'', \cdots, -PC_r + C_r'', \text{hor} \\
&\text{by deleting columns } J' (\text{which are zero}), \\
y_i^+ &= PC_i Q' - PC_i' - C_i''Q' + C_i''' \quad (1 \leq i \leq r).
\end{align*}
\]

Note that the column spaces of \( \tilde{A}_q \) and \( (\tilde{A}_q)_1,\ldots,v_1^0;\ldots; \) are the same, which implies

\[ (5.4) \quad \text{rank} \tilde{A}_q^+ = u_1^+ \]

Similarly, we define

\[
\begin{align*}
x_2^+ &= \text{obtained from } \{-Z_2'Q' + Z_2'', -C_1 Q' + C_1', \cdots, -C_r Q' + C_r'\} \text{vert} \\
&\text{by deleting rows } I' (\text{which are zero}), \\
y_i^+ &= PC_i Q' - PC_i' - C_i''Q' + C_i''' \quad (1 \leq i \leq r).
\end{align*}
\]

where \( I' = \iota_N'(I) \) where \( \iota_N : \{1,\ldots,v_2 + rv_2^0 \} \to N \) is the order preserving bijection. Like
(5.4), we have

\[ (5.5) \quad \text{rank} B_q^+ = u_2^+ \]

This complete the construction of \( q^1 = (x_1^+, y_1^+, \ldots, y_r^+) \).

Note that \( \psi \) is a morphism because it can be expressed in terms of matrix additions, multiplications, and inverses, so can be expressed as rational functions.

(2) We explain that \( \psi \) is an isomorphism by constructing its inverse \( \psi^{-1} \). Assume \( q^0,q^1 \) are given. From \( q^0 \) we can recover \( Z_1', Z_2', C_i, P, Q' \) by rational functions. From \( q^1 \) we can recover \( Z_1'', Z_2'', C_i', C_i'', C_i''' \) by rational functions. Thus \( \psi^{-1} \) is a morphism and it is easy to see that it is indeed the two-sided inverse of \( \psi \). Thus \( \psi \) is an isomorphism.

(3) We define \( \varphi \). Given \( (q = (x,y), X_1, X_2) \in \pi^{-1}U \), define \( \varphi(q, X_1, X_2) = (q^0, q^1, X_1^+, X_2^+) \), where \( q^0 \) and \( q^1 \) are defined in (1), and \( X_1^+, X_2^+ \) are defined as follows:
For $u \in X_1$, define $u^0 = \begin{bmatrix} \mathbf{I} & 0 \\ P & 0 \end{bmatrix} u$ (where $P$ is determined by $q$), $u^\perp = u - u^0 = \begin{bmatrix} 0 & 0 \\ -P & \mathbf{I} \end{bmatrix} u$ has all its top $v_1^0$ entries being 0. Define

$$X_1^0 = \{ u^0 \mid u \in X_1 \}, \quad X_1^{\perp} = \{ u^\perp \mid u \in X_1 \} = \left\{ \begin{bmatrix} 0 \\ -P\alpha + \beta \end{bmatrix} \mid \begin{bmatrix} \alpha \\ \beta \end{bmatrix} \in X_1 \right\}$$

Then $\dim X_1^0 = v_1^0$ (since the top $v_1^0$ rows of $A_q$ are linearly independent which implies $\dim X_1^0 \geq v_1^0$; meanwhile, $\dim X_1^0 \leq v_1^0$ because rank $\begin{bmatrix} \mathbf{I} & 0 \\ P & 0 \end{bmatrix} = v_1^0$), $\dim X_1^{\perp} = \dim X_1 - \dim X_1^0 = v_1 - v_1^0 = v_1^{\perp}$. Note that $X_1^{\perp} = X_1 \cap (0 \oplus \mathbb{C}^{v_1^0 - v_1^0})$ is the set of vectors in $X_1$ with the first $v_1^0$ entries being 0.

We define $X_2^{\perp}$ as follows.

$$X_2^{\perp} = \left\{ \gamma = \begin{bmatrix} \gamma_1 \\ \gamma_2 \\ \vdots \\ \gamma_{w_2' + rw_1'} \end{bmatrix} \in \tilde{X}_2 = P^*X_2, \text{ such that } \gamma_i = 0 \text{ for } i \in I \right\}, \quad P^* = \begin{bmatrix} \mathbf{I} & 0 & \cdots & 0 \\ 0 & \tilde{P} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \tilde{P} \end{bmatrix}$$

We now show that $\dim X_2^{\perp} = v_2^{\perp}$. Note that $\dim \tilde{X}_2 = \dim X_2 = v_2$. The $I$-rows of $\tilde{X}_2$ is the same as the $I$-rows of $X_2$, so they have the full row rank $v_2^0$. So there is a subspace $V$ of $\tilde{X}_2$ of dimension $v_2^0$ whose $I$-rows are full rank. Then $V \cap X_2^{\perp} = 0$ and $V + X_2^{\perp} = \tilde{X}_2$, so $\dim X_2^{\perp} = \dim \tilde{X}_2 - \dim V = v_2 - v_2^0 = v_2^{\perp}$.

Next we shall show that $X_2^{\perp} \subseteq W_2^{\perp} \oplus (X_1^{\perp})^{\oplus r}$, where $W_2^{\perp} \cong \mathbb{C}^{w_2' + rw_1' - v_2^0}$ consists of vectors whose $i$-th coordinates are 0 except for $i \in N \setminus I$. Assume $P^*u \in X_2^{\perp}$ for $u = \begin{bmatrix} u_0 \\ u_1 \\ \vdots \\ u_r \end{bmatrix} \in X_2$ where $u_0 \in W_1'$, $u_i \in X_1$ for $i = 1, \ldots, r$, we have

$$P^*u = \begin{bmatrix} u_0 \\ \tilde{P}u_1 \\ \vdots \\ \tilde{P}u_r \end{bmatrix} = \begin{bmatrix} u_0 \\ 0 \\ \vdots \\ 0 \end{bmatrix} = \begin{bmatrix} 0 \\ -P \end{bmatrix} \begin{bmatrix} u_0 \\ u_1 \\ \vdots \\ u_r \end{bmatrix} + \begin{bmatrix} 0 \\ -P \end{bmatrix} \begin{bmatrix} u_0 \\ u_1 \\ \vdots \\ u_r \end{bmatrix}$$

where the second vector is in $(X_1^{\perp})^{\oplus r}$; the first vector has zero entries at coordinates except $N \setminus I$, so is in $W_2^{\perp}$. This proves $X_2^{\perp} \subseteq W_2^{\perp} \oplus (X_1^{\perp})^{\oplus r}$.

(4) To show $\varphi$ is an isomorphism, we observe that its inverse $\varphi^{-1}$ can be constructed as follows: given $(q^0, (q^{\perp}, X_1^{\perp}, X_2^{\perp}))$, to construct $(q, X_1, X_2)$, we get $q$ by $\psi^{-1}$, and define

$$X_1 = (\text{column space of } A_q) + X_1^{\perp} = (\text{column space of } \begin{bmatrix} \mathbf{I} \\ P \end{bmatrix}) + X_1^{\perp}$$

$$X_2 = (\text{column space of } B_q) + (P^*)^{-1}X_2^{\perp}$$
In the construction of $X_1$ (resp. $X_2$), the sum is an internal direct sum since the first $v_1^0$ entries of vectors in $X_1^\perp$ are 0 (resp. the $I$-entries of vectors in $(P^*)^{-1}X_2^\perp$ are 0). From the construction of $X_1^\perp$ and $X_2^\perp$ it is easy to see that $\phi$ and $\phi^{-1}$ are indeed inverse to each other.

(5) To check that the diagram commutes:

$$\psi \circ \pi(q, X_1, X_2) = \psi(q) = (q^0, q^\perp) = (1 \times \pi)(q^0, (q^\perp, X_1^\perp, X_2^\perp)) = (1 \times \pi) \circ \varphi(q, X_1, X_2)$$

(6) To check $\psi(p) = (p, 0)$: let $q = p$, and use the same assumption as above, we need to show $q^0 = q$ and $q^\perp = 0$. Since $A_q$ has rank $v_1^0$, all other rows are linear combinations of its first $v_1^0$ rows, that is, $A_q = \left[ \begin{smallmatrix} (A_q)_{1,1}^{s_1},& \cdots,& (A_q)_{1,\cdot}^{s_1} \\ \vdots & & \vdots \\ (A_q)_{1,1}^{s_\delta},& \cdots,& (A_q)_{1,\cdot}^{s_\delta} \end{smallmatrix} \right]$ for some matrix $P'$. Comparing with (5.3) we see that $P' = P$. Thus $Z_i'' = PZ_i'$, $C_i'' = PC_i$, $C''_i = PC_i''$. Argue similarly for $B_q$. We then conclude that $q = q_0$. Next, note that $\widetilde{A}_q = \left[ \begin{smallmatrix} Z_1' & C_1 & \cdots & C_r \\ 0 & 0 & \cdots & 0 \end{smallmatrix} \right]$, so $A_q^\perp = 0$, and similarly $B_q^\perp = 0$. Thus $q^\perp = 0$.

The fact that $\psi(\mathbb{E}_{u,w} \cap U) = U_0 \times (\mathbb{E}_{u+,w,\perp} \cap U^\perp)$, follows from (5.4) and (5.5).

This completes the proof. \(\square\)

5.2. The first proof of trivial local systems. We need the following lemma describing the BBDG decomposition under pullback. It will be needed in the proof of Theorem 5.1.

Lemma 5.4. Given $f : X \to Y$, $Y_a, L_a, n_a$ and the decomposition in Theorem 5.2:

$$f_* IC_X \cong \bigoplus_a IC_{Y_a}(L_a)[n_a]$$

Let $V$ be a nonsingular variety. Consider the following Cartesian diagram

$$\begin{array}{ccc}
V \times X & \xrightarrow{p'} & X \\
1 \times f \downarrow & & \downarrow f \\
V \times Y & \xrightarrow{p} & Y
\end{array}$$

where $p$ and $p'$ are the natural projections. Define the pullback $\tilde{L}_a = p^*L_a$, which is a semisimple local system on $V \times Y_a$. Then

$$(1 \times f)_* IC_{V \times X} \cong \bigoplus_a IC_{V \times Y_a}(\tilde{L}_a)[n_a]$$

Proof. Denote by $d$ the dimension of the fiber of $f$. Then

$$(p')_*[d] IC_X = IC_{V \times X}, \quad p^*[d] IC_{Y_a}(L_a) = IC_{V \times Y_a}(\tilde{L}_a)$$

(for example, see [1, Lemma 3.6.3 and Corollary 3.6.9]). By proper base change [6, §5.8], we have the isomorphism $p^* f_* IC_X \cong (1 \times f)_*(p')_* IC_X$. Thus, $$(1 \times f)_* IC_{V \times X} \cong (1 \times f)_*(p')_* [d] IC_X \cong p^*[d](f_* IC_X) \cong p^*[d]\left( \bigoplus_a IC_{Y_a}(L_a)[n_a] \right)$$

$$\cong \bigoplus_a p^*[d] IC_{Y_a}(L_a)[n_a] \cong \bigoplus_a IC_{V \times Y_a}(\tilde{L}_a)[n_a].$$
The First Proof of Theorem 5.1. Let $IC_Z(L)[n]$ be a direct summand that appears in the decomposition of $\pi_*(IC_{\tilde{F}_{v,w}})$. Assume a general point $p$ of $Z$ is in $E^0_{v, w}$ (thus $Z \subseteq E^0_{v, w}$), and we adopt the notation in Lemma 5.3. In particular, $U^0$ is a Zariski open subset of $E^0_{v, w}$.

By uniqueness of the BBDG Decomposition, the restriction $IC_Z(L)[n]|_U$ must coincide with a direct summand of the decomposition of $\pi_*(IC_{\pi^{-1}U})$. Compare with Lemma 5.4 by setting $V = U^0$, $X = \pi^{-1}(U^\perp)$, $Y = U^\perp$, we conclude that $IC_Z(L)[n]|_U \cong IC_{U^0 \times \mathcal{Y}_a}(L_a)[n_a]$ for some $a$. Thus $Z \cap U = U^0 \times \mathcal{Y}_a$, $L \cong L_a$ on $Z \cap U$, and $n = n_a$. But $Z \subseteq E^0_{v, w}$ implies $Z \cap U \subseteq U^0 \times \{0\}$. So we must have $Y_a = \{0\}$ and $Z \cap U = U^0 \times \{0\}$, thus $Z = E_{v, w}^0$.

Moreover, $L_a$ is the trivial local system $C_0$. So the local system $L_a$ on $U^0$ is also trivial since it is the pullback of $L_a$ under the map $U^0 \times \{0\} \to \{0\}$. Then $L$ is trivial on $Z \cap U$, and we see that

$$IC_Z(L)[n] \cong IC_{E^0_{v, w}}[n]$$

Let $v' = v_0$. Then $v' \leq v$ as seen in Lemma 5.3, and $(v', w)$ is $l$-dominant because $E^0_{v, w}$ is nonempty.

Remark 5.5. A key fact used in the above proof is that a local system on an irreducible nonsingular variety $X$ is uniquely determined by its restriction on a Zariski open subset $U$. This is true because a local system is determined by the action of fundamental group on a stalk [1, Lemma 1.7.9], and the following lemma modified from [1, Lemma 2.1.2].

Lemma 5.6. Let $X$ be a smooth connected complex variety. For any Zariski subset $U \subseteq X$ and any point $x_0 \in U$, the natural map $\pi_1(U, x_0) \to \pi_1(X, x_0)$ is surjective. Moreover, the map is an isomorphism if $X \setminus U$ has complex codimension at least 2.

Proof. The first statement is proved in [1, Lemma 1.7.9]. The second statement can be proved similarly, with the details given below. Recall the following fact.

Fact ([9, p.146, Theorem 2.3]): if $M$ is a connected real smooth manifold without boundary, and $N$ is a closed submanifold, $x$ be a point in $M \setminus N$, then $\pi_1(M \setminus N, x) \to \pi_1(M, x)$ is surjective if the real codimension of $N$ is at least 2, and the map is an isomorphism if the real codimension of $N$ is at least 3.

Now assume $Z = X \setminus U$ has complex codimension at least 2. So its real codimension is at least 4. Stratify $Z$ into locally closed smooth subvarieties $Z = \bigcup Z_i$, indexed in decreasing dimensions. Then $\bigcup_{i=1}^k Z_i$ is open in $Z$ for every $1 \leq j \leq k$. Apply the Fact to $(M, N) = (U \cup (\bigcup_{i=1}^k Z_i), Z_j)$, we conclude that $\pi_1(U \cup (\bigcup_{i=1}^{j-1} Z_i), x_0) \to \pi_1(U \cup (\bigcup_{i=1}^j Z_i), x_0)$ is an isomorphism. Thus the composition $\pi_1(U, x_0) \to \pi_1(U \cup Z_1, x_0) \to \pi_1(U \cup (\bigcup_{i=1}^2 Z_i), x_0) \to \cdots \to \pi_1(U \cup (\bigcup_{i=1}^k Z_i), x_0) = \pi_1(X, x_0)$ is an isomorphism. □

6. Other desingularizations of $E_{v, w}$

In this section, we assume $(v, w)$ is $\ell$-dominant.

6.1. Variety $\tilde{F}_{v, w}$. Given $(v, w)$, define

$$v_{\text{swap}} = (v_2, v_1), \quad w_{\text{swap}} = (w'_2, w_2, w'_1, w_1), \quad \tilde{F}_{v, w} = \tilde{F}_{v_{\text{swap}}, w_{\text{swap}}}$$
Note that \( \iota : E_{v,w} \to E_{w,\text{swap},u,\text{swap}} \), induced by \((A, B) \mapsto (B^T, A^T)\) is an isomorphism. The composition

\[
\pi^{\text{swap}} : \tilde{F}_{v,w}^{\text{swap}} \to E_{w,\text{swap},u,\text{swap}} \xrightarrow{\iota^{-1}} E_{v,w}
\]
gives a desingularization of \(E_{v,w}\). Note that \(\tilde{F}_{v,w}^{\text{swap}}\) is not isomorphic to \(\tilde{F}_{v,w}\) in general.

6.2. Varieties \(\tilde{G}_{v,w}\) and \(\tilde{H}_{v,w}\). In this section we factors \(\pi : \tilde{F}_{v,w} \to E_{v,w}\) through a possibly singular variety \(H_{v,w}\), and introduce a nonsingular variety \(\tilde{G}_{v,w}\) such that there is a map \(\tilde{G}_{v,w} \to H_{v,w}\). See the following diagram:

(6.2)

\[
\begin{array}{ccc}
\tilde{F}_{v,w} & \xrightarrow{p_2} & \tilde{G}_{v,w} \\
\downarrow{\pi} & & \downarrow{\pi'} \\
H_{v,w} & \xrightarrow{p_1} & E_{v,w} \\
\end{array}
\]

Recall that a linear map \(f : V \to W\) has a dual (or transpose, or adjoint) \(f^T : W^* \to V^*\), \(\phi \mapsto \phi \circ f\). If \(f\) is represented by the matrix \(A\) with respect to fixed bases of \(V\) and \(W\), then \(f^T\) is represented by the transpose matrix \(A^T\) with respect to the dual bases.

**Definition 6.1.** Define the quasi-projective variety

\[
H_{v,w} = \{(x, y, X_1) \mid (x, y) \in E_w, \dim X_1 = v_1, X_1 \subseteq W'_1, \im A(x, y) \subseteq X_1, \rank B(x, y) \leq v_2\}
\]

and define a stratification \(\{U'_t \subseteq \tilde{H}_{v,w}\}_{0 \leq t \leq \min(v_2, w_2)}\) as

(6.3)

\[
U'_t = \{(x, y, X_1) \in \tilde{H}_{v,w} \mid \rank B(x, y) = t\}.
\]

Define the quasi-projective variety

\[
\tilde{G}_{v,w} = \{(x, y, X_1, X'_2) \mid \dim X_1 = v_1, \dim X'_2 = v_2, \im A(x, y) \subseteq X_1 \subseteq W'_1, \im (B(x, y)^T) \subseteq X'_2 \subseteq W'_2\}.
\]

**Remark 6.2.** The strata \(U'_t\) is nonempty only if \(0 \leq t \leq \min(v_2, w_2)\), because \(\rank(B) \leq w_2\) (=the number of columns of \(B\)) and \(\rank(B) \leq v_2\) by the definition of \(\tilde{H}_{v,w}\).

**Proposition 6.3.** (a) Let \(v_1 \leq w'_1\), \(v_2 \leq w_2\), \(\tilde{G}_{v,w} = \Gr(v_1, w'_1) \times \Gr(v_2, w_2)\). The natural projection

\[
f : \tilde{G}_{v,w} \to \tilde{G}_{v,w}, \quad (x, y, X_1, X'_2) \mapsto (X_1, X'_2)
\]
gives a vector bundle of rank \(w_1v_1 + w'_2v_2 + rv_1v_2\). So

\[
\dim \tilde{G}_{v,w} = \dim \tilde{G}_{v,w} + (w_1v_1 + w'_2v_2 + rv_1v_2) = v_1(w_1 + w'_1 - v_1) + v_2(w_2 + w'_2 + rv_1 - v_2).
\]

As a consequence, \(\tilde{G}_{v,w}\) is nonsingular.

(b) We can factorize the natural projection \(\pi : \tilde{F}_{v,w} \to E_{v,w}\) as follows:

\[
\tilde{F}_{v,w} \xrightarrow{p_2} \tilde{H}_{v,w} \xrightarrow{p_1} E_{v,w},
\]

\[
(x, y, X_1, X_2) \mapsto (x, y, X_1) \mapsto (x, y)
\]
Moreover, $p_2$ is stratified by $\{U'_t\}$, and $p_1$ and $\pi$ are both stratified by $\{E'_{(s,t),w}\}$ with $((s,t), w)$ being $l$-dominant. The fibers of $p_2$ over $U'_t$ are isomorphic to $\text{Gr}(v_2 - t, w'_2 + rv_1 - t)$. The fibers of $p_1$ over $U_{s,t}$ are isomorphic to $\text{Gr}(v_1 - s, w'_1 - s)$.

(c) We can factorize the natural projection $\pi': \tilde{\mathcal{G}}_{v,w} \to \mathcal{E}_{v,w}$ as follows:

$$\tilde{\mathcal{G}}_{v,w} \xrightarrow{\pi'} \mathcal{H}_{v,w} \xrightarrow{p_1} \mathcal{E}_{v,w}$$

Moreover, $p'_2$ is stratified by $\{U'_t\}$, and $\pi'$ is stratified by $\{U_{s,t}\}$. The fibers of $p'_2$ over $U'_t$ are isomorphic to $\text{Gr}(v_2 - t, w_2 - t)$.

(d) $U'_t = \bigcup_s p^{-1}_1(U_{s,t})$ is nonsingular.

Proof. (a) Proposition 4.6 proves that $\tilde{\mathcal{F}}_{v,w}$ is nonsingular, and we shall show that $\tilde{\mathcal{G}}_{v,w}$ is nonsingular by the same method. We can think of the ambient vector bundle $E$ to be trivial bundle of rank $(w_1v_1' + w_2v_2' + rw'_2v_2)$ over $\tilde{\mathcal{G}}_{v,w}$ where each fiber is the vector space of all possible $(x, y)$ without restriction. Let $E_1$ be the subbundle of $E$ whose fiber over $(X_1, X'_2)$ is

$$\{(x, y) \mid \text{column vectors of } x_1, y_1, \ldots, y_r \text{ are in } X_1\}$$

Let $E_2$ be the subbundle of $E$ whose fiber over $(X_1, X'_2)$ is

$$\{(x, y) \mid \text{row vectors of } x_2, y_1, \ldots, y_r \text{ are in } X'_2\}$$

The fact that they are indeed (locally free) subbundles follows the isomorphisms

$$E_1 \cong \pi_1^* \mathcal{S}^{v_1'}_{\text{Gr}(v_1, w_1')} \oplus \mathbb{C}^{v_2} \mathcal{S}^{w_2'v_2}, \quad E_2 \cong \pi_2^* \mathcal{S}^{w_2'r_2} \oplus \mathbb{C}^{v_1'w_1'}.$$ 

where $\pi_1, \pi_2$ are the natural projections from $\tilde{\mathcal{G}}_{v,w} = \text{Gr}(v_1, w_1') \times \text{Gr}(v_2, w_2)$ to the first and second factor, respectively, and $\mathbb{C}^{v_2} \mathcal{S}$ denotes the trivial bundle whose fibers are the set of $x_2, \mathbb{C}^{w_1} \mathcal{S}$ denotes the trivial bundle whose fibers are the set of $x_1$. It is well-known that the intersection of two subbundles is a subbundle, provided that the dimensions of all fibers of the intersection are equal. So in order to prove that the total space of $\tilde{\mathcal{G}}_{v,w}$ is $E_1 \cap E_2$ is a subbundle, it suffices to show that the dimensions of the fibers of $E_1 \cap E_2$ are a constant $v_1 + v_2 + v_2v_1v_2$. Indeed, fix $(X_1, X'_2)$. For any nonnegative integer $n$, denote $e_1, \ldots, e_n$ the standard basis of $\mathbb{C}^n$. Since $\text{rank} X_1 = v_1$, there exists $P \in GL(w'_2)$ such that $PX_1 = \text{span}(e_1, \ldots, e_n)$. Similarly, there exists $Q \in GL(w_2)$ such that $QX'_2 = \text{span}(e_1, \ldots, e_n)$. Define

$$Y = \{(x'_1, x'_2, y'_1, \ldots, y'_r) \mid \text{span}(x'_1 + y'_1 + \cdots + y'_r) \subseteq \text{span}(e_1, \ldots, e_n),$$

$$\text{span}(x'_2 + y'_1 + \cdots + y'_r) \subseteq \text{span}(e_1, \ldots, e_n)\}.$$ 

Then $Y \cong \{x'_1\} \times \{x'_2\} \times \prod_{h=1}^r \{y'_h\} \cong \mathbb{C}^{w_1v_1} \times \mathbb{C}^{w_2'v_2} \times \prod_{h=1}^r \mathbb{C}^{v_1v_2} = \mathbb{C}^{w_1v_1 + w_2v_2 + rv_1v_2}$. On the other hand, it is easy to see that the linear map

$$f^{-1}(X_1, X'_2) \to Y, \quad (x_1, x_2, y_1, \ldots, y_r) \mapsto (Px_1, x_2Q^T, Py_1Q^T, \ldots, Py_rQ^T)$$

is a well-defined isomorphism. This shows that $f^{-1}(X_1, X'_2)$ is a vector space of dimension same as $\dim Y = w_1v_1 + w_2v_2 + rv_1v_2$.

Now since $\tilde{\mathcal{G}}_{v,w}$ is the total space of a vector bundle over a nonsingular variety $\text{Gr}(v_1, w_1') \times \text{Gr}(v_2, w_2)$, it must be nonsingular.
(b) It is easy to check \( \pi = p_1 \circ p_2 \). The proof for the statement that \( p_2 \) is stratified by \( \{ U'_t \} \) is similar to Proposition 4.6(b). To prove that \( p_2^{-1}(U'_t) \rightarrow U'_t \) is a locally trivial bundle, we show that it is a pullback of another locally trivial bundle \( X \rightarrow Y \). Here is the diagram:

\[
\begin{array}{ccc}
p_2^{-1}(U'_t) & \longrightarrow & X \\
| & p_2 & | \\
U'_t & \rightarrow & Y \\
\end{array}
\]

where

\[
\begin{align*}
Y &= \{(X_1, Y_2) \in Gr(v_1, W'_1) \times Gr(t, W'_2 \oplus W'_1^{\oplus r}) \mid Y_2 \subseteq W'_2 \oplus X'_1 \}\nn\mathcal{X} &= \{(X_1, X_2, Y_2) \mid (X_1, Y_2) \in Y, Y_2 \subseteq X_2 \subseteq W'_2 \oplus X'_1, \dim X_2 = v_2\}nnf : (x, y, X_1) \mapsto (X_1, Y_2) = (X_1, \im B(x, y))nnq : (X_1, X_2, Y_2) \mapsto (X_1, Y_2)
\end{align*}
\]

We claim that \( q \) gives a locally trivial fiber bundle with fibers isomorphic to \( \mathcal{M} \). Indeed, \( Y \) can be covered by open subsets over which the direct sum of universal subbundles \( S_{Gr(v_1, W'_1)} \oplus S_{Gr(t, W'_2 \oplus W'_1^{\oplus r})} \) is trivial, so we only need to discuss fiberwisely. For fixed \((X_1, Y_2)\), the set \((X_1, X_2, Y_2)\) satisfying \(Y_2 \subseteq X_2 \subseteq W'_2 \oplus X'_1\) obviously form the variety

\[
Gr(\dim X_2 - \dim Y_2, \dim(W'_2 \oplus X'_1) - \dim Y_2) = Gr(v_2 - t, w'_2 + rv_1 - t)
\]

So \( p_2 \) is a locally trivial bundle with fibers isomorphic to \( Gr(v_2 - t, w'_2 + rv_1 - t) \).

Similarly, by considering the diagram

\[
\begin{array}{ccc}
p_1^{-1}(U_{s,t}) & \longrightarrow & \mathcal{X} \\
| & p_1 & | \\
U_{s,t} & \rightarrow & Y \\
\end{array}
\]

where

\[
\begin{align*}
Y &= \{Y_1 \in Gr(s, W'_1)\}nn\mathcal{X} &= \{(X_1, Y_1) \mid Y_1 \in Y, Y_1 \subseteq X_1\}nnf : (x, y) \mapsto Y_1 = \im A(x, y)nnq : (X_1, Y_1) \mapsto X_1
\end{align*}
\]

we conclude that \( p_1 \) is a locally trivial bundle with fibers isomorphic to \( Gr(v_1 - s, w'_1 - s) \).

(c) can be proved similarly to (b). The diagram is

\[
\begin{array}{ccc}
p_2'^{-1}(U'_t) & \longrightarrow & \mathcal{X} \\
| & p_2' & | \\
U'_t & \rightarrow & Y \\
\end{array}
\]

where

\[
\begin{align*}
Y &= \{(X_1, Y'_2) \in Gr(v_1, W'_1) \times Gr(t, W_2)\}nn\mathcal{X} &= \{(X_1, X'_2, Y'_2) \mid (X_1, Y'_2) \in Y, Y'_2 \subseteq X'_2 \subseteq W_2, \dim X'_2 = v_2\}nnf : (x, y, X_1) \mapsto (X_1, Y'_2) = (X_1, \im(B(x, y)^T))nnq : (X_1, X'_2, Y'_2) \mapsto (X_1, Y'_2)
\end{align*}
\]
(d) To prove that \( U'_t \) is non-singular, we consider the following open covering

\[ U'_t = \bigcup U'_J \]

where \( J \subseteq \{1, \ldots, w_2 \} \), \( |J| = t \), \( U'_J \subseteq U'_t \) consists of those \( (x, y, X_1) \) such that the columns of \( B(x, y) \) indexed by \( J \) are linearly independent. We shall show that \( U'_J \) is non-singular. Without loss of generality, we assume \( J = \{1, \ldots, t\} \). Similar to the proof of Proposition 4.6 (b), \( U'_J \) is isomorphic to the open subset of

\[ U = \mathbb{A}^{w_2 t} \times \mathbb{A}^{(w_2-t)t} \times S^w_{Gr(v_1, W_1)} \]

whose elements are denoted \( (Z'_2, N, x_1, C'_1, \ldots, C'_r, X_1) \), where \( X_1 \in Gr(v_1, W_1) \), and matrices:

- \( Z'_2 \) has size \( w'_2 \times t \),
- \( N \) has size \( t \times (w_2 - t) \),
- \( x_1 \) has size \( w'_1 \times w_1 \) and all column vectors are in \( X_1 \),
- \( C'_i \) has size \( w'_i \times t \) and all column vectors are in \( X_1 \).

The isomorphism is sending \( (Z'_2, N, x_1, C'_1, \ldots, C'_r, X_1) \) to \( (x_1, x_2, y_1, \ldots, y_r, X_1) \) with

\[ x_2 = [Z'_2 \ Z'_2 N], \quad y_i = [C'_i \ C'_i N] \]

So

\[ A = \begin{bmatrix} x_1 & C'_1 & C'_1 N & \cdots & C'_r & C'_r N \end{bmatrix}, \quad B = \begin{bmatrix} Z'_2 & Z'_2 N \\ C'_1 & C'_1 N \\ \vdots & \vdots \\ C'_r & C'_r N \end{bmatrix} \]

The open subset of \( U'_J \) is defined by the condition that \([Z'_2, C'_1, \ldots, C'_r]_{\text{vert}}\) must have full column rank \( t \).

To summarize the notation and computations we introduced so far:

\[ \mathcal{F}_{v,w} \leftarrow \tilde{\mathcal{F}}_{v,w} \qquad \mathcal{G}_{v,w} \leftarrow \tilde{\mathcal{G}}_{v,w} \]

\[ U'_t \subset \mathcal{H}_{v,w} \pi \qquad U'_t \subset \mathcal{H}_{v,w} \pi' \]

| space \( \mathcal{F}_{v,w} \) | dimension \( d_{v,w} = v_2(w'_2 + rv_1 - v_2) + v_1(w'_1 - v_1) \) |
| --- | --- |
| \( \mathcal{F}_{v,w} \) | \( d_{v,w} = v_2(w'_2 + rv_1 - v_2) + v_1(w'_1 - v_1) \) |
| \( \tilde{\mathcal{F}}_{v,w} \) | \( d_{v,w} = v_2(w'_2 + rv_1 - v_2) + v_1(w'_1 - v_1) \) |
| \( \mathcal{G}_{v,w} \) | \( v_2(w'_2 + rv_1 - v_2) + v_1(w'_1 - v_1) \) |
| \( \tilde{\mathcal{G}}_{v,w} \) | \( v_2(w'_2 + rv_1 - v_2) + v_1(w'_1 - v_1) \) |
| \( \mathcal{E}_{v,w} \) | \( v_1(w'_1 - v_1) + v_2(w'_2 + rv_1 - v_2) \) |
| \( \tilde{\mathcal{E}}_{v,w} \) | \( v_1(w'_1 - v_1) + v_2(w'_2 + rv_1 - v_2) \) |

\[
\begin{array}{|c|c|}
\hline
\text{map} & \text{fiber} \\
\hline
\mathcal{F}_{v,w} \to \mathcal{F}_{v,w} & C^{w'_1 + w'_2 + w_2} \\
\tilde{\mathcal{F}}_{v,w} \to \tilde{\mathcal{F}}_{v,w} & C^{w'_1 + w'_2 + rv_1 + w_2} \\
\mathcal{G}_{v,w} \to \mathcal{G}_{v,w} & Gr(v_2 - t, w'_2 + rv_1 - t) \\
\tilde{\mathcal{G}}_{v,w} \to \tilde{\mathcal{G}}_{v,w} & Gr(v_2 - t, w_2 - t) \\
p_2 | U'_t & Gr(v_1 - s, w'_1 - s) \\
p_2' | U'_t & Gr(v_1 - s, w'_1 - s) \\
\hline
\end{array}
\]

6.3. Simple connectedness of \( \mathcal{E}_{v,w} \) and open determinantal varieties.

**Lemma 6.4.** Let \((v, w)\) be \( \ell \)-dominant. Then the quasi-affine variety \( \mathcal{E}_{v,w} \) is simply connected unless \( v = (w'_1, w_2), (w'_1, (w'_1 - w_1)/r), \) or \(((w_2 - w'_2))/r, w_2)\).
Proof. If \( v = (0,0) \) then \( E^o_{v,w} \) is a point, which is simply connected. In the rest, we assume \( v \neq (0,0) \).

Consider the following diagram, where \( \pi' \) is an isomorphism by Proposition 4.6 (e).

\[
\begin{array}{ccc}
\pi^{-1}(E^o_{v,w}) & \xrightarrow{j} & \tilde{F}_{v,w} \\
\downarrow{\pi'} & & \downarrow{\pi} \\
E^o_{v,w} & \xrightarrow{i} & E_{v,w}
\end{array}
\]

Our idea to study the simply connectedness of \( E^o_{v,w} \) is: first show that \( \tilde{F}_{v,w} \) is simply connected; next, show that \( \pi^{-1}(E^o_{v,w}) \) is simply connected because the complement has codimension greater than 1; last, show that \( E^o_{v,w} \) is simply connected.

We first show that \( \tilde{F}_{v,w} \) is simply connected. By Proposition 4.6 (b), \( F_{v,w} = \pi^{-1}(0) \) is a fiber bundle over a Grassmannian whose fibers are Grassmannians. It is well known that a complex Grassmannian is simply connected. It follows from the long exact sequence of homotopy groups that \( F_{v,w} \) is simply connected. By Lemma 4.3, \( \tilde{F}_{v,w} \) is a vector bundle over \( F_{v,w} \), so \( \tilde{F}_{v,w} \) is also simply connected.

Next, we compute the codimension of \( \tilde{F}_{v,w} \setminus \pi^{-1}(E^o_{v,w}) \) in \( \tilde{F}_{v,w} \). Since

\[
\tilde{F}_{v,w} \setminus \pi^{-1}(E^o_{v,w}) = \bigcup_{v' < v, v' \in \text{Dom}(w)} \pi^{-1}(E^o_{v',w}).
\]

So the codimension of the complement of \( \pi^{-1}(E^o_{v,w}) \) is

\[
\text{Codim} = \min\{\dim \pi^{-1}(E^o_{v',w}) - \dim \pi^{-1}(E^o_{v,w})\}
\]

Note the following (where the equalities follow from Proposition 4.6):

\[
\dim \pi^{-1}(E^o_{v',w}) = \dim(E^o_{v',w}) + \dim \text{Gr}(v_2 - v_2', w_2' + rv_1 - v_1')
\]

\[
= (v_2'(w_2 + w_2' + rv_1 - v_1') + v_1'(w_1 + w_1' - v_1')
\]

\[
+ (v_2 - v_2')(w_2' + rv_1 - v_2) + (v_1 - v_1')(w_1' - v_1)
\]

We define the following function, which satisfies \( f(v') = \dim \pi^{-1}(E^o_{v',w}) \):

\[
f(x, y) = (y(w_2 + w_2' + rx - y) + x(w_1 + w_1' - x)
\]

\[
+ (v_2 - y)(w_2' + rv_1 - v_2) + (v_1 - x)(w_1' - v_1)
\]

\[
= -x^2 + rxy - y^2 + (w_1 + v_1)x + (w_2 - rv_1 + v_2)y + v_1w_1' + v_2w_2' - v_1^2 + rv_1v_2 - v_2^2
\]

with domain being the closed region

\[
S = \{(x, y) \in \mathbb{R}^2 \mid 0 \leq x \leq v_1, 0 \leq y \leq v_2, w_1 - x + ry \geq 0\}
\]

Thus

\[
\text{Codim} = \min\{ f(v) - f(v') \mid v' < v, v' \in \text{Dom}(w) \}
\]

Compute the partial derivatives:

\[
f_x = (w_1 - x + ry) + (v_1 - x) \geq 0, \quad f_y = (w_2 - y) + (v_2 - y) - r(v_1 - x),
\]

and note that \( w_2 \geq v_2 \geq y \), and the directional derivative of \( f \) along the direction \( (r, 1) \) is

\[
\langle f_x, f_y \rangle \cdot (r, 1) = r(w_1 - x + ry) + (w_2 - y) + (v_2 - y) \geq 0,
\]
it is then easy to check that \( f \) is strictly increasing in \( S \) along each line of slope 0 or \( 1/r \), an along the line \( x = v_1 \).

Next we give a lower bound for \( f(v) - f(v') \). Define a path \( C \) from \( v' \) to \( v \) as follows: start \( v' \), walk along direction \( (r, 1) \); if it hits the point \( v \) we say the path is of type 1; if hits the horizontal line \( y = v_2 \) then walk east to \( v \) and we say \( C \) is of type 2; if hits the vertical line \( x = v_1 \) then walk north to \( v \) and we say \( C \) is of type 3. The fundamental theorem for line integrals asserts \( f(v) - f(v') = \int_C (f_x, f_y) \cdot dr \).

For a type 2 path \( C \), it must contains the point \( v'' = (1, 0) \).

\[
f(v) - f(v') \geq f(v) - f(v'') = \int_{v_1 - 1}^{v_1} f_x dx = w_1 - v_1 + rv_2 + 1 \geq 1
\]

A necessary condition for the equality \( f(v) - f(v') = 1 \) to hold is \( w_1 - v_1 + rv_2 = 0 \) and \((v_1 - 1, v_2)\) is \( l \)-dominant.

For a path \( C \) of type 1 or 3, let \( v'' \) be the point where it hits the vertical line \( x = v_1 \). Then

\[
f(v) - f(v') = (f(v) - f(v'')) + (f(v'') - f(v'))
\]

\[
= \int_{v_2}^{v_2} (w_2 + v_2 - 2y)dy + \int_{v_2}^{v_2} (w_2 + v_2 - 2y)dy
\]

\[
\geq \int_{v_2}^{v_2} (w_2 + v_2 - 2y)dy = w_2 - v_2 + 1 \geq 1
\]

For the equality \( f(v) - f(v') = 1 \) to hold, we need \( v_2 = w_2 \); in other cases, \( f(v) - f(v') \geq 2 \).

So, \( \pi^{-1}(E_{v, w}) \) is simply connected unless either \( "w_1 - v_1 + rv_2 = 0" \) and \((v_1 - 1, v_2)\) is \( l \)-dominant" or \( v_1 = w_1' \).

Now we make an important observation: if we simultaneously swap the role of \( v_1 \) with \( v_2 \), \( w_1 \) with \( w_2 \), \( w_2 \) with \( w_1' \), the same argument above would imply that \( \pi^{-1}(E_{v, w}) \) is simply connected unless either \( "w_1' - v_2 + rv_1 = 0" \) and \((v_1, v_2 - 1)\) is \( l \)-dominant" or \( v_1 = w_1' \).

Therefore, \( \pi^{-1}(E_{v, w}) \) is simply connected except the following four cases:

Case 1: \( w_1 - v_1 + rv_2 = w_2' - v_2 + rv_1 = 0 \), \((v_1 - 1, v_2)\), \((v_1, v_2 - 1)\) are \( l \)-dominant. Then \( w_1 = w_2' = 0 \), \( r = 1 \) and \( v_1 = v_2 \). In this case, the \( l \)-dominant lattices lies in a line segment, a degeneration of the hexagon in Figure 2 (Left). So neither \((v_1 - 1, v_2)\) nor \((v_1, v_2 - 1)\) is \( l \)-dominant. Thus this case is impossible.

Case 2: \( w_1 - v_1 + rv_2 = 0 \) and \( v_1 = w_1' \). In this case \( v = (w_1, (w_1' - w_1)/r) \).

Case 3: \( w_2 - v_2 + rv_1 = 0 \) and \( v_2 = w_2 \). In this case \( v = ((w_2 - w_2')/r, w_2) \).

Case 4: \( v = (w_1', w_2) \).

Last, assume \( \pi^{-1}(E_{v, w}) \) is simply connected; since it is a fiber bundle over \( E_{v, w} \), by the long exact sequence of homotopy groups we conclude that \( E_{v, w} \) is also simply connected. This proves the lemma.

Next, we study the simply-connectedness of open determinantal varieties. Let \( \mathbb{C}^{m \times n} = \text{Hom}(\mathbb{C}^n, \mathbb{C}^m) \) denote the space of \( m \times n \) matrices over \( \mathbb{C} \). For nonnegative integers \( m, n, t \) satisfying \( 0 \leq t \leq \min(m, n) \), the open determinantal variety \( Y_t^o \) (or denoted \( Y_{t,m\times n}^o \) to specify \( m, n \)) is defined as

\[
Y_t^o = Y_{t,m\times n}^o = \{ A \in \mathbb{C}^{m \times n} | \text{rank} A = t \}.
\]

**Lemma 6.5.** The open determinantal variety \( Y_{t,m\times n}^o \) is simply connected unless \( t = m = n \).
Proof. For simplicity we denote $Y^*_t$ by $Y_t$. The closure $Y_t$ of $Y^*_t \subseteq \mathbb{C}^{m \times n}$ is usually called the determinantal variety, and is equal to

$$Y_t = \{ A \in \mathbb{C}^{m \times n} \mid \text{rank} A \leq t \} = \bigcup_{i=0}^{t} Y^*_i.$$ 

Consider the well-known desingularization $p : \tilde{Y}_t \to Y_t$ (see [22, (6.1.1)])

$$\tilde{Y}_t = \{(A,X) \in Y_t \times \text{Gr}(t,m) \mid \text{im} A \subseteq X \},$$

where $p : (A,X) \mapsto A$. Since the projection $p : \tilde{Y}_t \to \text{Gr}(t,m)$, $(A,X) \mapsto X$ is a vector bundle of rank $nt$, we see that $\tilde{Y}_t$ is nonsingular, simply connected since $\text{Gr}(t,m)$ is simply connected. Moreover,

$$\dim Y_t = \dim Y^*_t = \dim \tilde{Y}_t = \dim \text{Gr}(t,m) + nt = t(m-t) + nt = t(m+n-t).$$

The projection $p$ is stratified by $Y_t = \bigcup_{i=0}^{t} Y^*_i$. The fibers over $Y^*_i$ are isomorphic to $\{ X \in \text{Gr}(t,m) \mid \mathbb{C}^r \subseteq X \} \cong \text{Gr}(t-i,m-i)$. So

$$\dim p^{-1}(Y^*_i) = \dim Y^*_i + \dim \text{Gr}(t-i,m-i) = i(m+n-i) + (t-i)(m-t).$$

Then the codimension of $p^{-1}(Y^*_i)$ in $\tilde{Y}_t$ is

$$\dim \tilde{Y}_t - \dim p^{-1}(Y^*_i) = t(m+n-t) - i(m+n-i) - (t-i)(m-t) = (t-i)(n-i),$$

which is $\geq 2$ for all $i \leq t$, unless $t-i = n-i = 1$. So we conclude that $Y^*_t$ is simply connected unless $t = n$.

Now swap $m$ with $n$ (i.e., transpose $A$) and make a similar argument, we conclude that $Y^*_t$ is simply connected unless $t = m$. This completes the proof. \hfill \Box

For $s$ satisfying $t \leq s \leq m$, define

$$\tilde{Y}_t^s = \{(A,X) \in Y_t \times \text{Gr}(s,m) \mid \text{im} A \subseteq X \}.$$

Lemma 6.6. For $s$ satisfying $t \leq s \leq m$, the local systems appeared in the decomposition of the natural projection $\pi : \tilde{Y}_t^s \to Y_t$ are all trivial.

Proof. Note that $\pi$ is the same as the natural map $\tilde{F}_{v,w} \to E_{v,w}$ for $r = 1$, $w = (0,m,n,0)$, $v = (t,m)$. Using the analytic version of the Transversal Slice Theorem we see that each summand appeared in the decomposition of $\pi_* (\text{IC}_{Y^*_t})$ is of the form $\text{IC}_{Y^*_t}(L)[i]$ where $0 \leq t' \leq t$. If $t' = m = n$ does not hold then $Y^*_m$ is simply connected, thus $L$ is trivial. So we only need to consider the case $t' = m = n$, which forces $t' = t = s = m = n$. Since $\pi$ restricts to an isomorphism $\pi^{-1}(Y^*_m) \cong Y^*_m$, the only summand that is supported on $Y_m$ must be $\text{IC}_{Y_m}$ with a trivial local system. \hfill \Box

6.4. The second proof of trivial local systems.

The Second Proof of Theorem 5.1. Here we only use the analytic version of the Transversal Slice Theorem. Unlike the First Proof, now we can only conclude that each summand appeared in the decomposition theorem is of the form

$$(6.4) \quad \text{IC}_{E_{v,w}^0}(L)[n]$$

for some local system $L$ on $E_{v,w}^0$. because the open neighborhood $U$ in the analytic Transversal Slice Theorem is not necessarily open in Zariski topology.
To prove \( L \) is trivial, by Lemma 6.4 we only need to consider the cases when \( v^0 \) equals \( w, (w'_1, (w'_1 - w_1)/r), \) or \( ((w_2 - w'_2)/r, w_2) \). We consider two cases:

Case 1: \( v^0_1 = w'_1 \). Since \( v^0 \leq \bar{v} \leq (w'_1, w_2), \bar{v} \leq v, \) and \( v_1 \leq w'_1 \) (by (4.5)), we must have \( v^0_1 = \bar{v}_1 = v_1 = w'_1, v^0_2 \leq \bar{v}_2 \leq w_2 \). Let \( U = \bigcup_{v'} \mathcal{E}^{0}_{v',w} \) where \( v' \) satisfies \( v^0 \leq v' \leq \bar{v} \). Consider the following diagram:

\[
W = \{(x, y, X_2) | \dim X_2 = 2, \im B(x, y) \subseteq X_2 \} \xleftarrow{j'} \pi^{-1}(U) \xrightarrow{j} \tilde{\mathcal{F}}_{v,w} \\
V = \{(x, y) | \rank B(x, y) \leq \bar{v}_2 \} \xleftarrow{i'} U \xrightarrow{i} \mathcal{E}_{\bar{v},w}
\]

Note that \( i' \) is a Zariski open embedding because \( V = \bigcup_{v'} \mathcal{E}^{0}_{v',w} \) where \( v' \) satisfies \( v^0_2 \leq \bar{v}_2 \) (so \( V \setminus U = \bigcup_{v'} \mathcal{E}^{0}_{v',w} \) where \( v' \) satisfies \( v'_1 \leq v_1 - 1 \) or \( v' \leq v^0 - (0,1) \); thus \( V \setminus U \) is Zariski closed in \( V \)). Also note that \( j' \) is a Zariski open embedding because for any point \((x, y, X_1, X_2) \in \pi^{-1}(U)\), we must have \( X_1 = W'_1 \) by the fact that \( X_1 \subseteq W'_1 \) and \( \dim X_1 = v_1 = w'_1 = \dim W'_1 \).

Now \( V = \{x_1 \in \mathbb{C}^{u_1} \times Y_{v_2,(w'_2 + rw'_1) \times w_2} \} \times Y_{v_2,(w'_2 + rw'_1) \times w_2} \), \( W = \{x_1 \in \mathbb{C}^{u_1} \times Y_{v_2,(w'_2 + rw'_1) \times w_2} \} \times Y_{v_2,(w'_2 + rw'_1) \times w_2} \). By Lemma 6.6, the locally system appeared in the decomposition of \( \pi''_{w}(IC_W) \) must be trivial, thus the same is true for \( \pi'_!(IC_{\pi^{-1}(U)}) \). This implies that \( L \) is trivial.

Case 2: \( v^0_2 = w_2 \). Since \( v^0 \leq \bar{v} \leq v \) and \( \bar{v} \leq (w'_1, w_2), \) we must have \( v^0_2 = \bar{v}_2 = w_2, v_1 = \bar{v}_1 \), so \( \bar{v} = (v_1, w_2) \). The point \( v \) is in the triangle which is the intersection of three half-planes

\[
\{(x, y) \in \mathbb{R}^2 | x \leq w'_1, y \geq w_2, w'_2 - y + rx \geq 0\}
\]

As seen in (6.2), \( \pi \) factors as \( p_1p_2 \) as shown in the following diagram, where all the hooked arrows are Zariski open embedding:

\[
\pi^{-1}(U) \xleftarrow{p_2 \mid U} \tilde{\mathcal{F}}_{v,w} \xrightarrow{p_2} \mathcal{H}_{v,w} \\
\pi^{-1}(U) \xleftarrow{p_1 \mid U} \mathcal{E}_{\bar{v},w} \xrightarrow{p_1} \mathcal{E}_{v,w}
\]

Note that

- \( \mathcal{E}^{0}_{v^0, w} \subseteq U \) because \( v^0_2 = w_2 \);
- \( p_2 \mid U \) is a fiber bundle with fiber

\[
\{X_2 | \dim X_2 = v_2, \im B(x, y) \subseteq X_2 \subseteq W'_2 \oplus X_1^{\oplus r} \cong Gr(v_2 - w_2, w'_2 + rv_1 - w_2) \};
\]

- \( p_1^{-1}(U) \rightarrow Gr(v_1, w'_1) \) defined by \((x, y, X_1) \mapsto X_1 \) is a fiber bundle whose fiber is

\[
\{(x, y) | \im A(x, y) \subseteq X_1, \rank B(x, y) = w_2 \}
\]

\( \cong \{x_1 \in \mathbb{C}^{u_1} \} \times \{B \text{ is a } (w'_2 + rv_1) \times w_2 \text{ matrix } | \rank B = w_2 \} \)

so is simply connected unless the exceptional case \( w'_2 + rv_1 = w_2 \), by Lemma 6.5. Now consider the exceptional case \( w'_2 + rv_1 = w_2 \). In this case, \( \bar{v} \) is on the line \( w'_2 - y + rx = 0 \). Thus \( \bar{v} \) is the left-most point on the horizontal line \( y = w_2 \) such that \((v_0, w)\) is \( l \)-dominant, which implies that \( \bar{v} = v^0 \). Since \( v \) is in the triangle (6.5) and \( v_1 = \bar{v}_1 \), we have \( v = \bar{v} = v^0 \),
and $p_2|_U$ is an isomorphism. So in either situation, the direct summand appeared in the decomposition of $(p_2|_U)_\ast IC_{\pi^{-1}(U)}$ is (a shift) of $IC_{\pi^{-1}(U)}$, with the trivial local system.

Next consider $p_1$. Up to an identity map on the affine space factor $\{x_2 \in \mathbb{C}^{u_1^2w_2}\}$, $p_1$ is the same as the map $Y_t \to Y_1$ with $(m,n) = (w_1', w_1 + r w_2)$ and $t = v_1$. So all direct summand of $(p_1)_\ast IC_{\pi^{-1}(U)}$ has trivial local system by Lemma 6.6. After restricting to the open subset $U$, we have a similar conclusion for $p_1|_U$. Now composing $p_1|_U$ with $p_2|_U$, we see that all local system appeared in the decomposition of $(\pi|_U)_\ast IC_{\pi^{-1}(U)}$ are trivial. In particular, the local system $L$ in (6.4) must be trivial since $E_{w,v,w}^\circ \subseteq U$. This completes the proof. □

7. Definition of dual canonical basis elements $L(w)$

The identification between dual canonical basis and triangular basis is explained to us by Fan Qin, using results in [20, 13]. We will give a proof as self-contained as possible after introducing the dual canonical basis.

7.1. Definition of $L(w)$ and $R^\text{finite}_w$. First, recall some definition from [18, 20]: Define $\mathcal{D}(E_w)$ to be the bounded derived category of constructible sheaves of $\mathbb{C}$-vector spaces on $E_w$. Define a set

$$\mathcal{P}_w = \{IC_w(v) = IC_{E_{v,w}} | v \in \text{Dom}(w)\}$$

Note that this is a finite set because $v$ must satisfy the condition (4.9).

Define a full subcategory $Q_w$ of $\mathcal{D}(E_w)$ whose objects are finite direct sums of $IC_w(v)[k]$ for various $v \in \text{Dom}(w)$, $k \in \mathbb{Z}$.

Define an abelian group $\mathcal{K}_w$ to be generated by isomorphism classes $(L)$ of objects of $Q_w$ and quotient by the relations $(L) + (L') = (L'')$ whenever $L \oplus L' \cong L''$. By abuse of notation we denote $(L)$ simply as $L$, as done in [18]. We can view $\mathcal{K}_w$ as a free $\mathbb{Z}[t^\pm]$-module with a basis $\mathcal{P}_w$, by defining $t^i L = L[i]$ for $i \in \mathbb{Z}$. The duality on $\mathcal{D}(E_w)$ induces the bar involution on $\mathcal{K}_w$ satisfying $\overline{tL} = t^{-1}L$, $\overline{IC_w(v)} = IC_w(v)$. By the BBDG decomposition and Theorem 5.1, for arbitrary $v, w$,

$$\pi_w(v) = \pi_v(1_{\mathcal{F}_{w,v}}) = \sum_{v' \in \text{Dom}(w)} \sum_d a_{v,v',w}^d IC_w(v') [d] = \sum_{v' \in \text{Dom}(w)} a_{v,v',w} IC_w(v')$$

where $a_{v,v',w} = \sum_d a_{v,v',w}^d t^d$. It follows from the (Algebraic or Analytic) Transversal Slice Theorem that

$$a_{v,v',w} = a_{v,\perp v',\perp w}$$

for any $v^0 \in \text{Dom}(w)$.

Note that $\{\pi_w(v) | v \in \text{Dom}(w)\}$ is also a $\mathbb{Z}[t^\pm]$-basis for $\mathcal{K}_w$, and for $(v, w) \in \text{Dom}$ we have $a_{v,v,w} = 1$.

Define the dual $\mathcal{K}_w^* = \text{Hom}_{\mathbb{Z}[t^\pm]}(\mathcal{K}_w, \mathbb{Z}[t^\pm])$, which is a free $\mathbb{Z}[t^\pm]$-module with a basis

$$\{L_w(v) | v \in \text{Dom}(w)\} = \text{the dual basis to } \mathcal{P}_w,$$

that is, $\langle L_w(v), IC_w(v') \rangle = \delta_{v,v'}$. The pairing $\langle -,- \rangle : \mathcal{K}_w^* \times \mathcal{K}_w \to \mathbb{Z}[t^\pm]$ satisfies the condition

$$\langle L, C[1] \rangle = \langle L[-1], C \rangle = t \langle L, C \rangle,$$

for all $L \in \mathcal{K}_w^*, C \in \mathcal{K}_w$.

Note that $f_w(v) = L_w(v)$ satisfies the property that

$$\langle f_w(v), IC_w(v') \rangle = \delta_{v,v'} = \delta_{v,\perp v'} = \langle f_w(v), IC_w(v') \rangle$$

for any $v^0 \leq v$. 

where \(v^0\) is used to define \(w^1 = w - C_q v^0, v^\perp = v - v^0, v'^\perp = v' - v^0\). Define

\[
R_t = \{(f_w) \in \prod_w \mathcal{K}_w^* \mid \langle f_w, IC_w(v) \rangle = \langle f_w, IC_w(v^\perp) \rangle \text{ whenever } v \in \text{Dom}(w), v_0 \leq v\}.
\]

For \(\langle f_w \rangle \in \prod_w \mathcal{K}_w^*\), write \(f_w = \sum_{v \in \text{Dom}(w)} c_{wv} L_w(v)\) where \(c_{wv} \in \mathbb{Z}[t^\pm]\). Then \(c_{wv} = \langle f_w, IC_w(v) \rangle\), and

\[
(f_w) \in R_t \text{ if and only if } c_{wv} = c_{w-C_q v, 0} \text{ for every } l\text{-dominant pair } (w, v).
\]

So an element in \(R_t\) is uniquely determined by \(\{c_{w0}\}_w\).

Define \(L(w) \in R_t\) to be induced by \(L_w(0)\), that is, for any \((v', w') \in \text{Dom},\)

\[
\langle L(w), IC_{w'}(v') \rangle = \delta_{w, w'} - C_q v'
\]

Define \(R_t^\text{finite}\) to be the \(\mathbb{Z}[t^\pm]\)-submodule of \(R_t\) spanned by \(\{L(w)\}_w\):

\[
R_t^\text{finite} = \text{ the free } \mathbb{Z}[t^\pm]\text{-module with the basis } \{L(w)\}_w = \{(f_w) \in R_t \mid \langle f_w, IC_w(0) \rangle = 0 \text{ for all but finitely many } w\}
\]

### 7.2. Definition of \(M(w)\)

Next, define \(\{M_w(v) \mid v \in \text{Dom}(w)\} \in \mathcal{K}_w^*\) to be the functional

\[
(L) \mapsto \sum_k t^\delta_{x_{v,w}} \text{dim } H^k(\mathbb{E}^0_{x_{v,w}} L)
\]

where \(x_{v,w}\) is a point in \(\mathbb{E}^0_{v,w}\), and \(i_{x_{v,w}} : x_{v,w} \to \mathbb{E}_v\) is the natural embedding.

Define \(M(w) \in R_t\) to be induced by \(M_w(0)\), that is, for any \((v', w') \in \text{Dom},\)

\[
\langle M(w), IC_{w'}(v') \rangle
\]

\[
= \begin{cases} 
\langle M_w(0), IC_w(v) \rangle = \sum_k t^{-k} \text{dim } H^k(i_0^1 IC_w(v)), & \text{if } \exists v \in \mathbb{Z}_{\geq 0}^2 : w - w' = C_q(v - v'); \\
0, & \text{otherwise.}
\end{cases}
\]

where \(i_0 : \{0\} \to \mathbb{E}_w\) is the natural embedding. We claim that \(M(w) \in R_t^\text{finite}\). Write \(M(w) = \sum_{w''} b_{ww''} L(w'')\), then for any \((w', v') \in \text{Dom},\)

\[
\langle M(w), IC_{w'}(v') \rangle = \sum_{w''} b_{ww''} \delta_{w', w' - C_q v'} = b_{w, w' - C_q v'}
\]

Together with (7.3), we have

\[
b_{ww''} = \begin{cases} 
b_{w, w' - C_q v'} = \sum_k t^{-k} \text{dim } H^k(i_0^1 IC_w(v)), & \text{if } w'' = w - C_q v \text{ for some } v \in \mathbb{Z}_{\geq 0}^2; \\
0, & \text{otherwise.}
\end{cases}
\]

As a consequence, \(b_{w, w' - C_q v'} \neq 0 \Rightarrow w - C_q v \geq 0 \Rightarrow 0 \leq v_1 \leq w'_1 \text{ and } 0 \leq v_2 \leq w_2\). So for each fixed \(w, b_{ww''} = 0 \text{ for all but finitely many } w''\), thus \(M(w) \in R_t^\text{finite}\).

---

2Note that \(\{L(w)\}\) is not a basis for \(R_t\); for example, let all \(c_{w0} = 1\), that is, \(f_w = \sum_{v \in \text{Dom}(w)} L_w(v)\); this gives an element in \(R_t\) corresponding to the infinite sum \(\sum_w L(w)\), which is not in the span of \(\{L(w)\}\). Nevertheless, each element in \(R_t\) can be uniquely written as a possibly infinite linear combination of \(\{L(w)\}\).

We can think of the projective limit \(\lim_{\leftarrow} \mathcal{K}_w\) which identify \(IC_w(v)\) with \(IC_w(v^\perp)\) whenever \(v \in \text{Dom}(w), v_0 \leq v\). Then \(R_t\) is the dual of \(\lim_{\leftarrow} \mathcal{K}_w\), and \(R_t^\text{finite}\) consists of those linear functionals induced from ones defined on finite rank.
We then claim that \( \{ M(w) \} \) is a basis of \( R_t^{\text{finite}} \). Indeed, denote a partial order
\[
  w' \leq_w w \iff w - w' = C_q u \text{ for some } u \geq 0
\]
and denote \( w' <_w w \) if \( w' \leq_w w \) and \( w' \neq w \). Consider the \( \mathbb{Z}[t^\pm] \)-submodule \( V \) of \( R_t^{\text{finite}} \) spanned by \( \{ L(w') \}_{w' \leq_w w} \). By the previous paragraph, the transition matrix \( B_w = [b_{w',w''}] \) (where \( w', w'' \leq_w w \)) from \( \{ L(w') \}_{w' \leq_w w} \) to \( \{ M(w') \}_{w' \leq_w w} \) is a (finite) triangular matrix. The diagonal entries \( b_{w'w''} = \sum_k t^{-k} \dim H^k(i_0^! IC_{w'}(0)) = 1 \) since \( IC_{w'}(0) = \mathbb{Q}_{\{0\}} \) and
\[
  H^k(i_0^! IC_{w'}(0)) = H^k(\mathbb{E}_{w'}, \mathbb{Q}_{\{0\}}) = H^k(\mathbb{E}_{w'}, \mathbb{Q}_{\{0\}}) = \begin{cases} \mathbb{Q}, & \text{if } k = 0; \\ 0, & \text{otherwise.} \end{cases}
\]
where the first equality uses the fact that if \( f : X \to Y \) is a closed embedding then \( H^k(X,f^!K) = H_X(Y,K) \) ([6, 4.1.12]), the second equality uses the long exact sequence of cohomology with supports, [10, III, Ex 2.3]. Thus the matrix \( B_w \) is invertible (and we denote its inverse by \( B_w^{-1} = [b'_{w',w''}] \)) and \( L(w) \) is in the span of \( \{ M(w') \}_{w' \leq_w w} \). So \( \{ M(w) \} \) is a basis of \( R_t^{\text{finite}} \).

Moreover, by definition of the intersection cohomology complex \( IC_{w}(v) = IC_{E_{v,w}}(\mathbb{Q}) \), if \( v > (0,0) \) and \( \dim H^k(i_0^! IC_{w}(v)) \neq 0 \), then \( k \geq 1 \) ([1, p142, Lemma 3.3.11]). So \( b_{w',w''} \in t^{-1} \mathbb{Z}[t^{-1}] \), and
\[
  M(w) = \sum_{w'' \leq_w w} b_{w',w''} L(w'') \in L(w) + \sum_{w'' <_w w} t^{-1} \mathbb{Z}[t^{-1}] L(w''),
\]
which implies
\begin{equation}
  (7.4) \quad L(w) = \sum_{w'' \leq_w w} b'_{w',w''} M(w'') \in M(w) + \sum_{w'' <_w w} t^{-1} \mathbb{Z}[t^{-1}] M(w'').
\end{equation}

7.3. **Definition of \( \chi \).** Define a map \( \phi : \mathbb{Z}^4 \to \mathbb{Z}^2 : (u_1, u_1', u_2, u_2') \mapsto (u_1 - u_1', u_2 - u_2') \). Define a map \( \chi : R_t^{\text{finite}} \to \mathcal{T} \) by defining it on the basis \( \{ M(w) \} \) (note that we do not require \( v \in \text{Dom}(w) \)):
\begin{equation}
  \chi(M(w)) = \sum_{v \in \mathbb{Z}^2_{\geq 0}} (\langle M(w), \pi_w(v) \rangle_{t \to v^r} \rangle) X^{\phi(w-C_q v)}
  \begin{equation}
  = \sum_{v \in \mathbb{Z}^2_{\geq 0}} k \sum_{m} v^{-k} \dim H^k(i_0^! \pi_w(v)) X^{(w_1 - w_1' + rv_2, w_2 - w_2' - rv_1)}
\end{equation}
\end{equation}
and extend it by the rules \( \chi(L_1 + L_2) = \chi(L_1) + \chi(L_2) \) and \( \chi(tL) = v^r \chi(L) \).

We claim the following is true: (again, we do not require \( v \in \text{Dom}(w) \))
\begin{equation}
  \chi(L(w)) = \sum_{v \in \mathbb{Z}^2_{\geq 0}} a_{v,0,w}(v) X^{(w_1 - w_1' + rv_2, w_2 - w_2' - rv_1)}
\end{equation}
Indeed,
\begin{align*}
  \chi(L(w)) &= \sum_{w'' \leq_w w} b'_{w',w''} \chi(M(w'')) \\
  &= \sum_{w'' \leq_w w} \sum_{w' \in \text{Dom}(w'') \atop w' < w} (a_{v',v'',w'} b'_{w',w''} b_{w',w'' - C_q v''}) \chi(M(w''))
\end{align*}

indeed,
Now change the variables: let \( u \in \mathbb{Z}_{\geq 0} \) satisfy \( w = w'' + C_q u \), and let \( v = v'' + u, u' = v' + u \). Then \( w - C_q = w'' - C_q u'' \), \( a_{v,u';w} = a_{v'',u';w''} \), and

\[
\chi(L(w)) = \sum_{u \in \text{Dom}(w)} \sum_{u' \in \text{Dom}(w') \atop u' \geq u} \sum_{v \in \mathbb{Z}^{1 \times \underline{r}} \atop v \geq u} (a_{v,u';w} b'_{w,u,w-C_q u} b_{w-C_q u,w-C_q u'})_{t \to v} X^{\phi(w-C_q v)}
\]

In the above expression, all the conditions under the summation symbols can be dropped: if \( v \not\geq u \), then \( v \not\geq u' \), and thus \( a_{v,u';w} = 0 \); if \( u \notin \text{Dom}(w) \) or \( u' \notin \text{Dom}(w) \) or \( u' \not\geq u \), then \( b_{w-C_q u,w-C_q u'} = 0 \). So we drop the conditions and swap the orders of the variables \( u, u', v \) in the iterated sums:

\[
\chi(L(w)) = \sum_u \sum_{u'} \sum_v (a_{v,u';w} b'_{w,u,w-C_q u} b_{w-C_q u,w-C_q u'})_{t \to v} X^{\phi(w-C_q v)} = \sum_v X^{\phi(w-C_q v)} \sum_{a_{v,u';w}} (b'_{w,u,w-C_q u} b_{w-C_q u,w-C_q u'})_{t \to v}
\]

Since if \( w'' \) is not of the form \( w - C_q u \) then \( b_{w-C_q u,w-C_q u'} = 0 \), the last summation is

\[
\sum_u (b'_{w,u,w-C_q u} b_{w-C_q u,w-C_q u'})_{t \to v} = \sum_u (b'_{w,u',w} b_{w-C_q u,w-C_q u'})_{t \to v} = \delta_{w,C_q u}
\]

thus \( \chi(L(w)) = \sum_v a_{v,0;w}(v)X^{\phi(w-C_q v)}, \) (7.6) is proved.

7.4. \( \chi(M(w)) \) and the standard monomial basis. Denote \( P_t(X) = \sum_i \dim H^i(X, \mathbb{Q}) t^i \). Denote \( d_{v,w} = \dim \mathcal{F}_{v,w}, \) \( \tilde{d}_{v,w} = \dim \tilde{\mathcal{F}}_{v,w} \). We shall prove an explicit formula for \( \chi(M(w)) \):

\[
\chi(M(w)) = \sum_{v \in \mathbb{Z}^{1 \times \underline{r}}} v^{(d_{v,w} - \tilde{d}_{v,w})} \begin{bmatrix} u_1' + rv_1' \\ u_2' \\ v_1' \\ v_2' \end{bmatrix} X^{(w_1 - w_1' + rv_2, w_2 - w_2' - rv_1)}
\]

\[
(7.7)
\]

Indeed, apply the base change isomorphism \( i_0^* \pi_* = \pi_*' \pi^j \) for the following Cartesian square

\[
\begin{array}{ccc}
\mathcal{F}_{v,w} & \xrightarrow{i} & \tilde{\mathcal{F}}_{v,w} \\
\pi' & \downarrow & \pi \\
\{0\} & \xrightarrow{i_0} & \mathcal{E}_{v,w}
\end{array}
\]

we have

\[
i_0^* \pi_* (1_{\tilde{\mathcal{F}}_{v,w}}) = \pi_*' \pi^j (\mathbb{Q}_{\tilde{\mathcal{F}}_{v,w}} [\tilde{d}_{v,w}]) = \pi_*' (\mathbb{Q}_{\mathcal{F}_{v,w}} [2d_{v,w} - 2(d_{v,w} - d_{v,w})]) = \pi_*' (\mathbb{Q}_{\mathcal{F}_{v,w}} [2d_{v,w} - \tilde{d}_{v,w}]),
\]
where the second equality is because \( j^!(C) = j^*[-2c](C) \) if \( j \) is a closed embedding of pure codimension \( c \) transversal to all strata of a stratification \( \Sigma \) and the complex \( C \) is \( \Sigma \)-

constructible [6, §4.1.12], here we just take the trivial stratification for \( \mathcal{F}_{v,w} \). Then

\[
\langle M(w), \pi_w(v) \rangle = \sum_k t^{-k} H^k(i^!_0 \pi_* (1_{\mathcal{F}_{v,w}}))
\]

\[
= \sum_k t^{-k} H^{k+2d - d_{v,w}}(\{0\}, \pi'_*(Q_{\mathcal{F}_{v,w}})) \sum_k \dim t^{-k} H^{k+2d_{v,w} - d_{v,w}}(\mathcal{F}_{v,w}, Q)
\]

\[
= t^{2d_{v,w} - d_{v,w}} \sum_k \dim t^{-k} H^k(\mathcal{F}_{v,w}, Q)
\]

\[(7.8)\]

where (*) is because \( \mathcal{F}_{v,w} \) is a \( Gr(v_2, w'_2 + rv_1) \)-bundle over \( Gr(v_1, w'_1) \), and in the last equality we use the fact that \( \dim Gr(v_2, w'_2 + rv_1) + \dim Gr(v_1, w'_1) = \dim \mathcal{F}_{v,w} = d_{v,w} \). Also note that

\[
P_t(\mathcal{F}_{v,w}) = t^{d_{v,w}} \begin{bmatrix} w'_2 + rv_1 \\ v_2 \\ \cdot \cdot \cdot \end{bmatrix} \begin{bmatrix} w'_1 \\ v_1 \end{bmatrix}
\]

thus we have proved (7.7).

Now we choose the initial seed to be \( (X', B') = \mu_2(X, B) \). Thus \( B' = \begin{bmatrix} 0 & r \\ -r & 0 \end{bmatrix} \), the linear order is 2 < 1, and the initial cluster is \( (X_1, X_0) \). The standard monomial basis elements with respect to this initial seed is

\[
M'(b) = v_{b_1 b_2} X_2^{-b_2} X_0^{b_2} X_1^{b_1} + X_1^{b_2} X_0^{-b_2} + X_2^{b_1} X_1^{-b_1}
\]

More generally, define

\[
M^*[w] = v^{(w_1 - w'_1)(w_2 - w'_2)} X_2^{w_2} X_0^{w_2} X_1^{w_1} X_1^{-w_1}
\]

Each \( w \in \mathbb{Z}_{\geq 0}^4 \) can be uniquely written as \( w = f w + \phi w \) where

\[
f w = (\min(w_1, w'_1), \min(w_1, w'_1), \min(w_2, w'_2), \min(w_2, w'_2), \min(w_2, w'_2),
\]

thus \( \phi w \) satisfies \( \phi w_1 \phi w'_1 = \phi w_2 \phi w'_2 = 0 \).

We have

\[(7.9)\]

if \( w = \phi w \) (that is, \( w_1 w'_1 = w_2 w'_2 = 0 \)), then \( M^*[w] = M'[w_1 - w'_1, w_2 - w_2] \).

**Lemma 7.1.** For any \( w \in \mathbb{Z}_{\geq 0}^4 \), we have

\[
M^*[w] = \chi(M(w)) = \sum_{w \in \mathbb{Z}_{\geq 0}^4} v^{r(d_{v,w} + d_{v,w})} \begin{bmatrix} w'_2 + rv_1 \\ v_2 \end{bmatrix} \begin{bmatrix} w'_1 \\ v_1 \end{bmatrix} X^{(w_1 - w'_1 + rv_2, w_2 - w'_2 - rv_1)}
\]

In particular, if \( w = \phi w \), then \( \chi(M(w)) \) is the standard basis element \( M'[w_1 - w'_1, w_2 - w_2] \) with the initial seed \( \mu_2(X, B) \).
Proof. Note that $X_0 = X^{(0,-1)} + X^{(r,-1)}$, $X_{-1} = X^{(-1,0)} + \sum_i [i]v_i X^{(ri-1,-r)} = X^{(r,-1)} + X^{(0,-1)}$, $X_m = \sum [i]v_i X^{(ri-n)} = \sum [i]v_i X^{(r,-1)} X_{m+1}$. So

$$M^*[w] = v^{(w_1-w_1')}X_0^{w_1}X_{m-1}w_1'$$

$$= \sum_{v_1} v^{(w_1-w_1')(w_2-w_2')}X_0^{w_1}X_{m+1}w_1'$$

$$= \sum_{v_1,v_2} v^{(w_1-w_1')(w_2-w_2')+r v_1 v_2}X_0^{w_1}X_{m+1}w_1'$$

Since

$$X_0^{w_2}X_{m-1}^{w_1'-w_1} = v^{r v_2 v_2 v_1 v_2}(w_2-w_2')+(w_2-w_2')X^{w_1-w_1'}X_{m+1}$$

we have

$$M^*[w] = v^{(v_1 v_2 v_2 v_2 v_2)}X_0^{v_2}X_{m+1}v_2$$

where the last equality is because $v_1 v_2 + v_2 v_2 = \tilde{d}_{v_1 v_2} - d_{v_2 v_2}$.

Lemma 7.2. $M^*[w] \in M'[w_1 - w'_1, w_2' - w_2] + \sum b v Z[v] M^*[b]$.

Proof. If $min(w_2, w_2') > 0$, then

$$M^*[w] = v^{(w_1-w_1')(w_2-w_2')}X_0^{w_1}X_{m-1}^{w_1'}$$

Similarly, if $min(w_1, w_1') > 0$, then

$$M^*[w] = v^{(w_1-w_1')(w_2-w_2')}X_0^{w_1}X_{m-1}^{w_1'}$$

Apply the above two formulas recursively, we obtain the result.
Lemma 7.3. For any $w \in \mathbb{Z}^4_{\geq 0}$, we have $\chi(L(w)) = C[w'_1 - w_1, w'_2 - w_2 + r[w'_1 - w_1]_+]$, which is a triangular basis element. In particular, $\chi(L(\phi w)) = \chi(L(w))$ (therefore $a_{v,0;w} = a_{v,0;\phi w}$ for any $v \in \mathbb{Z}^2_{\geq 0}$) and $\chi(L(f w)) = 1$.

Proof. It follows from (7.6) that $\chi(L(w))$ is bar-invariant. It follows from (7.4), Lemma 7.1 and Lemma 7.2 that

$$\chi(L(w)) - M'[w_1 - w'_1, w'_2 - w_2] \in \chi(L(w)) - M^* [w] + \sum_b v\mathbb{Z}[v] M'[b] \quad \text{(by Lemma 7.2)}$$

$$= \chi(L(w)) - \chi(M(w)) + \sum_b v\mathbb{Z}[v] M'[b] \quad \text{(by Lemma 7.1)}$$

$$\subseteq \chi(M(w)) + \sum_b v\mathbb{Z}[v] \chi(M(w')) - \chi(M(w)) + \sum_b v\mathbb{Z}[v] M'[b] \quad \text{(by (7.4))}$$

$$= \sum_b v\mathbb{Z}[v] M^*[w'] + \sum_b v\mathbb{Z}[v] M'[b] \quad \text{(by Lemma 7.1)}$$

$$\subseteq \sum_b v\mathbb{Z}[v] (\sum_0 v\mathbb{Z}[v] M'[b]) + \sum_b v\mathbb{Z}[v] M'[b] = \sum_b v\mathbb{Z}[v] M'[b]$$

By the definition of triangular basis, $\chi(L(w))$ is a triangular basis element for the seed $(X', B')$. Since the triangular basis does not depend on the chosen acyclic seed (proved in [4]), $\chi(L(w))$ is also a triangular basis element for the seed $(X, B)$. Its denominator vector is the same as the denominator vector $d$ of $M'[w_1 - w'_1, w'_2 - w_2] = M^*[\phi w]$. Since the denominator vectors of $X_2, X_0, X_1, X_{-1}$ are $(0, -1), ((0, 1), (-1, 0), (1, r)$ respectively, we denote $b = (b_1, b_2) = (w'_1 - w_1, w'_2 - w_2)$ and get $d = \{0\} + [b_2]_+ (0, 1) + [b_1]_+ (-1, 0) + \{0\} + [b_1]_+ (1, r) = \{0\} + [b_2]_+ (0, 1) + [b_1]_+ (-1, 0) + \{0\} + [b_1]_+ (1, r) = \{0\} + [b_2]_+ (0, 1) + [b_1]_+ (-1, 0) + \{0\} + [b_1]_+ (1, r) = \{0\} + [b_2]_+ (0, 1) + [b_1]_+ (-1, 0) + \{0\} + [b_1]_+ (1, r) = \{0\} + [b_2]_+ (0, 1) + [b_1]_+ (-1, 0) + \{0\} + [b_1]_+ (1, r)$.

$\chi(L(w)) = C[w'_1 - w_1, w'_2 - w_2 + r[w'_1 - w_1]_+]$. \hfill $\square$

8. The proof of main results

This section is devoted to the proof of the main theorem and its corollaries.

8.1. Some facts on the BBDG Decomposition. We have the following two lemmas.

Lemma 8.1. Let $f : Y \rightarrow X$ be a proper morphism between complex algebraic varieties, $Y$ be nonsingular, let $0$ be a point in $X$. Let $d = \dim Y$, $Y_0 = f^{-1}(0)$ and $d_0 = \dim Y_0$. Write the BBDG decomposition in the form

$$f_* IC_Y = \bigoplus_b IC_0^{s_0,b}[b] \oplus \bigoplus_{V,L,b} IC^{s_{V,L},b}(L)[b] \quad \text{(8.1)}$$

where $V \neq 0$ are subvarieties of $X$, and $L$ are local system on the open subset of $V$. Then the nonnegative integers $s_{0,b}$ satisfy the following conditions:

i) $s_{0,b} = s_{0,-b}$ for every $b \in \mathbb{Z}$.

ii) $s_{0,b} \geq s_{0,b+2l}$ for every $V$ and every $b, l \in \mathbb{Z}_{\geq 0}$.

iii) $s_{0,b} = 0$ if $|b| > 2d_0 - d$. In particular, if $2d_0 < d$, then $s_{0,b} = 0$ for all $b$.

Proof. See [6] for i) Poincare duality and ii) Relative Hard Lefschetz. For iii), let $b \geq 0$. From (8.1) we get

$$R^{d+b} f_* \mathbb{Q}_Y = R^b f_* \mathbb{Q}_Y [d] = \mathbb{Q}_0^{s_0,-b} \oplus \text{other terms}$$
Since the proper base change theorem implies \((R^{d+b} f_* \mathbb{Q})_0 = H^{d+b}(Y_0)\), the above implies (we denote the cohomology to be \(\mathbb{Q}\)-coefficient)

\[H^{d+b}(Y_0) = \mathbb{Q}^{s_{0,-b}} \oplus \text{other terms}\]

If \(d + b > 2 \dim Y_0 = 2d_0\), then \(H^{d+b}(Y_0) = 0\), and thus its direct summand \(\mathbb{Q}^{s_{0,-b}}\) must vanish. Thus \(s_{0,b} = s_{0,-b} = 0\) if \(b > 2d_0 - d\).

**Lemma 8.2.** Let \(f : Y \to X\) be a birational proper morphism between complex algebraic varieties, \(Y\) be nonsingular, let \(0\) be a point in \(X\). Let \(d = \dim Y = \dim X\), \(Y_0 = f^{-1}(0)\) and \(d_0 = \dim Y_0\). Then

\[H^k(i_0^* IC_X) = 0, \text{ if } k > 2d_0 - d\]

**Proof.** Since \(f\) is birational, we can write the BBDG decomposition in the form

\[(8.2) \quad f_* IC_Y = IC_X \oplus \bigoplus_{V,L,b} IC_{V,L,b}^* (L)[b] \]

where \(V \subset X\) are proper subvarieties and \(L\) are local system on an open subset of \(V\). Similar to the proof of Lemma 8.1, we have

\[H^{d+k}(Y_0) = H^k(i_0^* IC_X) \oplus \text{other terms}\]

If \(k > 2d_0 - d\), then \(d + k > 2d_0\), thus the left side vanishes, thus the direct summand \(H^k(i_0^* IC_X)\) of the right side also vanishes. \(\square\)

8.2. \(P_-(v,w)\). We see in (7.1) that

\[\pi_*(1_{\mathcal{F}_{v,w}}) = \sum_{v' \in \text{Dom}(w)} a_{v,v';w} IC_w(v')\]

Apply \(\sum_k t^{-k} \dim H^k(i_0^* (-))\) to both sides and then apply (7.8) to the left side, we obtain

\[(8.3) \quad t^{d_{v,w} - d_{v,w}} \begin{bmatrix} w_2' + rv_1 \\ v_2 \end{bmatrix} \begin{bmatrix} w_1' \\ v_1 \end{bmatrix}_t = \sum_{v' \in \text{Dom}(w)} a_{v,v';w} \sum_k t^{-k} \dim H^k(i_0^* IC_w(v')).\]

**Remark 8.3.** Note that \(H^k(i_0^* IC_w(v)) = H^{-k}(i_0^* IC_w(v))\). Indeed, let \(x\) be a point in \(X\), \(i : x \to X\) be the natural injective morphism. Let \(\mathbb{D}_X\) be the Verdier duality functor (see [1, §2.8]). Let \(\mathcal{F} \in D^b_c(X)\) be self-dual: \(\mathbb{D}_X(\mathcal{F}) = \mathcal{F}\). (For example, the intersection cohomology complex \(\mathcal{F} = IC_V \in D^b_c(X)\) supported on \(V\) with a trivial local system satisfies the property; for a proof of this property, see [1, Lemma 3.3.13].) Then by [1, (2.8.3)], \(i^!\mathcal{F} = \mathbb{D}_X(i^* \mathbb{D}_X(\mathcal{F})) = \mathbb{D}_X(i^* \mathcal{F})\). From here we see \(H^k(i^! F) = H^{-k}(i^* F)\), thus

\[\sum_k t^{-k} \dim H^k(i^!\mathcal{F}) = \sum_k t^k \dim H^k(i^*\mathcal{F})\]

Based on this remark, we define a Laurent polynomial

\[P_-(v,w) = \sum_k t^k \dim H^k(i_0^* IC_w(v)) \in \mathbb{Z}[t^\pm]\]

and rewrite (8.3) as

\[(8.4) \quad \sum_{v' \in \text{Dom}(w)} a_{v,v';w} P_-(v',w) = t^{d_{v,w} - d_{v,w}} \begin{bmatrix} w_2' + rv_1 \\ v_2 \end{bmatrix} \begin{bmatrix} w_1' \\ v_1 \end{bmatrix}_t\]
In the special case when \( v \in \text{Dom}(w) \), using the fact \( a_{v,v>w} = 1 \) we get

\[
P_-(v, w) = t^{d_{v,w}-\tilde{d}_{v,w}} \left[ \frac{w_2' + rv_1}{v_2} \right]_t \left[ \frac{w_1'}{v_1} \right]_t - \sum_{v' \in \text{Dom}(w) \setminus \{v\}} a_{v,v'>w} P_-(v', w), \text{ if } v \in \text{Dom}(w).
\]

Define \( v^{\text{swap}} = (v_2, v_1), w^{\text{swap}} = (w_2', w_1, w_1') \). Define

\[
f(v, w) = 2d(v, w) - \tilde{d}(v, w) = -v_1^2 + rv_1v_2 - v_2^2 + v_1(w_1' - w_1) + v_2(w_2' - w_2)
\]
\[
f^{\text{swap}}(v, w) = f(v^{\text{swap}}, w^{\text{swap}}) = -v_1^2 + rv_1v_2 - v_2^2 + v_1(w_1' - w_1) + v_2(w_2' - w_2)
\]
\[
g(v, w) = -v_1^2 - rv_1v_2 - v_2^2 + v_1(w_1' - w_1) + v_2(w_2 - w_2')
\]

**Lemma 8.4.** Assume \( v \in \text{Dom}(w) \).

If \( \tilde{d}(v, w) = 0 \), then \( P_-(v, w) = 1 \). This happens if and only if \( v = (0, 0) \).

If \( \tilde{d}(v, w) > 0 \), then the min-degree term of \( P_-(v, w) \) is \( t^{-\tilde{d}(v, w)} \) (with coefficient 1); the max-degree of \( P_-(v, w) \) is \( \leq \min \left(-1, f(v, w), f^{\text{swap}}(v, w), g(v, w)\right) \).

**Proof.** First note that \( \tilde{v} = v \) by Lemma 4.5 and the assumption that \( (v, w) \) is \( l \)-dominant. So \( \dim E_{v,w} = \tilde{d}(v, w) \) by Proposition 4.6.

If \( \tilde{d}(v, w) = 0 \), then \( E_{v,w} = \{0\} \) is a point, \( P_-(v, w) = \sum_k t^k \dim H^k(i_0^*Q_0) = 1 \). Solving \( \tilde{d}(v, w) = 0 \), that is, \( v_1(w_1' - v_1) + v_2(w_2 + rv_1 - v_2) = 0 \), and using the condition that \( (v, w) \) is \( l \)-dominant, we must have \( v = (0, 0) \).

For the rest of the proof we assume \( \tilde{d}(v, w) > 0 \).

For the min-degree of \( P_-(v, w) \), [1, Exercise 3.10.2] asserts that for an irreducible variety \( X \) of dimension \( d \), \( \tau \leq -d \) \( IC_X \cong Q_X[d] \); thus \( H^k(IC_X) = \tau \geq k \tau \leq k IC_X = 0 \) for \( k < -d \) and

\[
H^{-d}(IC_X)[d] = \tau \geq -d \tau \leq -d IC_X \cong (Q_X[d]) \cong Q_X[d]
\]

Thus the min-degree of \( P_-(v, w) \) is \( -\tilde{d}(v, w) \), and since \( E_{v,w} \) is irreducible, we get

\[
\text{"The coefficient of } t^{-\tilde{d}(v,w)} \text{ in } P(v,w) \text{" } = \dim H^{-\tilde{d}(v,w)}(i_0^*IC_w(v)) = \dim (i_0^*Q_{E_{v,w}}) = 1.
\]

For the max-degree of \( P_-(v, w) \), it is \( < 0 \) by the support condition of intersection cohomology complex [6, §3.1 (20)].

Applying Lemma 8.2 to the morphism \( \pi : \tilde{F}_{v,w} \to E_{v,w} \), we conclude the max-degree is no larger than \( 2d(v, w) -\tilde{d}(v, w) = f(v, w) \).

Applying Lemma 8.2 to the morphism \( \pi^{\text{swap}} : \tilde{F}_{v,w}^{\text{swap}} \to E_{v,w} \) introduced in §6.1, we conclude the max-degree is no larger than \( 2d(v^{\text{swap}}, w^{\text{swap}}) -\tilde{d}(v^{\text{swap}}, w^{\text{swap}}) = f^{\text{swap}}(v, w) \).

Applying Lemma 8.2 to the morphism \( \pi' : \tilde{G}_{v,w} \to E_{v,w} \) introduced in §6.2, we conclude the max-degree is no larger than \( 2 \dim G_{v,w} - \dim \tilde{G}(v, w) = 2(v_1(w_1' - v_1) + v_2(w_2 - v_2)) - (v_1(w_1' + w_1' - v_1) + v_2(w_2 + w_2' + rv_1 - v_2)) = g(v, w) \). \( \square \)

**8.3. Proof of the main theorem (Theorem 1.2) and its corollaries.** Recall that in (1.1) we use \( e(p, q) \) to denote the coefficients in the triangular basis element \( C[a_1, a_2] = \sum e(p, q) X^{r_p-a_1, r_q-a_2} \). We can express \( e(p, q) \) in terms of \( a_{v,0,w} \) as follows.

**Lemma 8.5.** Fix \((a_1, a_2) \in \mathbb{Z}^2, \ (p, q) \in \mathbb{Z}_0^2 \). Assume that \( w, v \) satisfy

\[
w_1' - w_1 = a_1, \ w_2' - w_2 = a_2 - r[a_1], v = (a_1+ - q, p)
\]

Then

\[
e(p, q) = a_{v,0,w}(v^r).
\]
Moreover, if \( a_1 \geq 0 \), then

\[
D(p, q) = rf(v, w)
\]

Proof. By Lemma 7.3 and (7.6),

\[
C[a_1, a_2] = C[w'_1 - w_1, w'_2 - w_2 + r[w'_1 - w_1]]
= \chi(L(w)) = \sum_{v \in \mathbb{Z}^2_\geq} a_v \delta(w)^X_{(w_1 - w'_1 + rw_2, w_2 - w'_2 - rv_1)}
\]

Therefore,

\[
\sum_{p, q} e(p, q)X^{r(p-a_1, q-a_2)} = \sum_{v_1, v_2} a_{v_1, v_2} \delta(v)^X^{(rv_2 - a_1, r([a_1]_+-v_1)-a_2)}
\]

Comparing the coefficients gives us the first statement.

To prove the second statement: for \( a_1 \geq 0 \), \( D(p, q) = D(v_2, a_1 - v_1) = r(-v_1^2 + rv_1 v_2 - v_2^2 + a_1 v_1 + (a_2 - ra_1)v_2) = r(-v_1^2 + rv_1 v_2 - v_2^2 + v_1(w'_1 - w_1) + v_2(w'_2 - w_2)) = rf(v, w). \)

Lemma 8.6. If \( v_1 > [w'_1 - w_1]_+ \), then \( a_{v_0, w} = 0 \).

Proof. By Lemma 8.5, \( a_{v_0, w} = e(p, q) \) for \( v = ([a_1]_+ - q, p) = ([w'_1 - w_1]_+ - q, p) \). For \( v_1 > [w'_1 - w_1]_+ \), we have \( q < 0 \), thus \( e(p, q) = 0 \).

If \( r \geq 3 \), we define

\[
r_{\text{small}} = (r - \sqrt{r^2 - 4})/2, \quad r_{\text{big}} = (r + \sqrt{r^2 - 4})/2
\]

to be the two roots of \( x^2 - rx + 1 = 0 \). Note that \( 1/r < r_{\text{small}} < r_{\text{big}} < r \).

Lemma 8.7. Let \( r \geq 3 \), \( w = (0, w'_1, w_2, 0) \) where \( r_{\text{small}} < w_2/w'_1 < r_{\text{big}} \). Consider the curve \( C_f = \{ v \in \mathbb{R}^2_\geq \mid v_1 \leq w'_1, f(v, w) = 0, v \neq (w'_1, 0) \} \). Then \( C_f \) is concave upward and with two endpoints \((0, 0)\) and \((w'_1, rw'_1 - w_2)\). The slope of tangent of \( C_f \) is increasing as \( v_1 \) increases from 0 to \( w'_1 \); the slope at \((0, 0)\) is \( w'_1/w_2 \) (\( > r_{\text{small}} \)), and the slope \((w'_1, rw'_1 - w_2)\) is \( r - \frac{w'_1}{rw'_1 - w_2} \) (\( < r_{\text{big}} \)).

Proof. The equation \( \{ v \in \mathbb{R}^2 \mid f(v, w) = 0 \} \) is a hyperbola. Let \( x' = (-v_1 + v_2)/\sqrt{2}, y' = (v_1 + v_2)/\sqrt{2}, x = x' + \frac{w_2 + w'_1}{(2+r)\sqrt{2}}, y = y' + \frac{w_2 - w'_1}{(2-r)\sqrt{2}} \). We can rewrite the equation \( f(v, w) = 0 \) as

\[
(1 + \frac{r}{2})x^2 + (1 - \frac{r}{2})y^2 = \frac{1}{4} \left( \frac{(w_2 + w'_1)^2}{r + 2} - \frac{(w_2 - w'_1)^2}{r - 2} \right)
\]

It is easy to see that the right side is positive since \( r_{\text{small}} < w_2/w'_1 < r_{\text{big}} \). Thus the hyperbola is of the shape in Figure 3, whose northwest branch passes \((0, 0)\) and \((w'_1, rw'_1 - w_2)\).

The slope of tangent at point \((v_1, v_2)\) is \((-2v_1 + rv_2 + w'_1)/(-rv_1 + 2v_2 + w_2)\), so the value is \( w'_1/w_2 \) when \((v_1, v_2) = (0, 0)\), is \( r - \frac{w'_1}{rw'_1 - w_2} \) when \((v_1, v_2) = (w'_1, rw'_1 - w_2)\).

Lemma 8.8. Assume \( w = (0, w'_1, w_2, 0) \), \( (w'_1, w_2) \in \Phi^m_+, f(v, w) \geq 0, v^0 \in \text{Dom}(w) \setminus \{0\} \) and \( v^0 \leq v \). Then

\[
\text{deg}(a_{v_0, v^0, w}P_-(v^0, w)) < f(v, w).
\]

Proof. If \( r = 1 \) then \( \Phi^m_+ \) is empty. So \( r \geq 2 \). The case \( r = 2 \) is degenerate (and much simpler than the \( r \geq 3 \) case) so we treat it at the very end.

(1) Assume \( r \geq 3 \).
First we show that the inequality is true if \( v^0 = v \). Because in this case, \( a_{v,v'}w = 1 \), \( \deg P_-(v^0, w) \leq 0 \), so \( \deg(a_{v,v'}w, P_-(v^0, w)) < \deg P_-(v^0, w) \), and the equality holds only if \( \deg P_-(v^0, w) = 0 \), which is impossible since we assume \( v^0 \neq 0 \).

For the rest of the proof of (I), we assume \( v^0 < v \). As before, denote

\[
w^\perp = w - C_q v^0 = (w_1 - v_1^0 + rv_2^0, w'_1 - v'_1^0, w_2 - v_2^0, w'_2 - v'_2^0 + rv_1^0), \quad v^\perp = v - v^0 = (v_1 - v^0_1, v_2 - v^0_2).
\]

We can assume \( a_{v,v'}w \) is nonzero, otherwise there is nothing to prove. Then \( \deg a_{v,v'}w = f(v^\perp, w^\perp) \) if \( a_{v,v'}w \neq 0 \). So it suffices to prove that, assuming \( f(v^\perp, w^\perp) \geq 0 \), the following inequality holds:

\[
f(v^\perp, w^\perp) + \deg P_-(v^0, w) < f(v, w).
\]

By Lemma 8.4, it suffices to show the following claim:

**Claim.** If \( 0 \leq v_1 \leq v'_1 \), \( w'_2 - v_2 + rv_1 \geq 0 \), \( v^0 \in \text{Dom}(w) \setminus \{(0,0), (v'_1, rv'_1 - v'_2)\} \), \( v^0 < v \), \( f(v, w) \geq 0 \), \( f(v^\perp, w^\perp) \geq 0 \), then

\[
\min \left( -1, f(v^0, w), f^{\text{swap}}(v^0, w), g(v^0, w) \right) < f(v, w) - f(v^\perp, w^\perp).
\]

We allow them to be real numbers. Denote \( Q(v^0) = Q(v^0_1, v^0_2) = (v^0_1)^2 - rv^0_1v^0_2 + (v^0_2)^2 \). Then

\[
D_1 = f(v, w) - f(v^\perp, w^\perp) = Q(v^0) + (v'_1 - 2v_1)v^0_1 + (2rv_1 - 2v_2 - w_2)v^0_2 \\
D_2 = f(v, w) - f(v^\perp, w^\perp) - f(v^0, w) = 2(Q(v^0) - v_1v^0_1 + (rv_1 - v_2)v^0_2) \\
D_3 = f(v, w) - f(v^\perp, w^\perp) - f^{\text{swap}}(v^0, w) = 2(Q(v^0) + (v'_1 - v_1)v^0_1 + (rv_1 - v_2 - w_2)v^0_2) \\
D_4 = f(v, w) - f(v^\perp, w^\perp) - g(v^0, w) = 2((v^0_1)^2 + (v^0_2)^2 - v_1v^0_1 + (rv_1 - v_2 - w_2)v^0_2)
\]

To show the claim, it suffices to show that at least one of the following is true: \( D_1 \geq 0 \), \( D_2 > 0 \), \( D_3 > 0 \), or \( D_4 > 0 \).
Now fix \((v, w)\) and let \(v^0 = (at, bt)\) along a line with a fixed direction \((a, b) \in \mathbb{R}^2_{\geq 0} \setminus \{(0, 0)\}\) and parameter \(t\). Denote
\[
Q_0 = Q(a, b) = a^2 - rab + b^2;
A_2 = -v_1a + (rv_1 - v_2)b,
A_3 = (w'_1 - v_1)a + (rv_1 - v_2 - w_2)b.
A_1 = (w'_1 - 2v_1)a + (2rv_1 - 2v_2 - w_2)b = A_2 + A_3.
\]
Then
\[
D_1 = Q_0t^2 + A_1t, \quad D_2 = 2(Q_0t^2 + A_2t), \quad D_3 = 2(Q_0t^2 + A_3t)
\]
Note that \(A_3 = A_2 + w'_1 - w_2b\). Also note that the condition \(v^0 \leq v\) implies \(t \leq v_1\) and \(t \leq v_2/b\). The condition \(v^0 \in \text{Dom}(w) \setminus \{0\}\) implies \(rb - a \geq 0\), \(at \leq w'_1\), \(bt \leq w_2\), \(ra - b \geq 0\).

Case 1. If \(Q_0 > 0\), we claim that either \(A_2 \geq 0\), or \(A_3 \geq 0\). It then immediately follows that either \(D_2 > 0\) for all \(t > 0\), or \(D_3 > 0\) for all \(t > 0\).

We consider two subcases: Cases 1a and 2b. See Figure 4.

**Figure 4.** Left: Case 1a. Right: Case 1b.

**Case 1a.** \(1/r \leq b < r_{\text{small}}\). We claim that \(A_3 \geq 0\). Indeed, by looking at Figure 4 (Left), it suffices to show that the slope of \(A_3 = 0\) is less than the slope of the diagonal, that is,
\[
r - 1/b < r - w_2/w'_1
\]
and the above inequality follows from \(1/b > 1/r_{\text{small}} = r_{\text{big}} > w_2/w'_1\). So there is no \((v_1, v_2)\) such that \(f(v, w) \geq 0\) and \(A_3 < 0\) simultaneously.

**Case 1b.** \(r_{\text{big}} < b < r\). We claim that \(A_2 \geq 0\). Indeed, by looking at Figure 4 (Right), it suffices to show that the slope of \(A_2 = 0\) is greater than the slope of the diagonal, that is,
\[
r - 1/b > (rw'_1 - w_2)/w'_1
\]
and the above inequality follows from the inequality $1/b < 1/r_{big} = r_{small} < w_2/w'_1$. So there is no $(v_1, v_2)$ such that $f(v, w) \geq 0$ and $A_2 < 0$ simultaneously.

**Case 2.** If $Q_0 < 0$. Equivalently, if $r_{small} < b < r_{big}$. Then for $i = 1, 2, 3$, we have $D_i \geq 0$ for $0 \leq t \leq -A_i/Q_0$. We shall consider 4 subcases, Case 2a–2d.

For convenience, we introduce the following notation (and similar notation for $\leq$ replaced by $\leq$):

- For $i = 1, 2, 3$, $H_{i}^{20} = \{v \mid A_i \geq 0\}$, $H_{i}^{20} = \{v \mid A_i/(-Q_0) - v_1 \geq 0\}$, $H_{i}^{30} = \{v \mid A_i/(-Q_0) - v_2/b \geq 0\}$, $H_{i}^{30} = \{v \mid A_i/(-Q_0) - (w'_1 - v_1)/(rb - 1) \geq 0\}$. Define their boundary lines by $\ell_i, \ell_{i1}, \ell_{i2}, \ell_{i3}$, respectively.

Denote $P_{i,j} = \ell_i \cap \ell_{j,b}$. We collect some easy-to-be-verified observations to be used later. For $v = P_{2,33}, P_{3,12}, P_{3,22}, P_{2,13}, P_{12,13}$, we have $f(v, w) = 0$, and the coordinates of these points are explicitly computed below: (we use the notation $P = (P^x, P^y)$ to denote the two coordinates for $P$)

\[
P_{2,13} = \left(\frac{b(b(w'_1 - rw_2) + w_2)}{b^2 - br + 1}, \frac{(br - 1)(b(w'_1 - rw_2) + w_2)}{b^2 - br + 1}\right)
\]

\[
P_{2,33} = \left(\frac{b^2w'_1 + b(1-rb)w_2}{b^2 - br + 1}, \frac{(br - 1)(bw'_1 + (1-rb)w_2)}{b^2 - br + 1}\right)
\]

\[
P_{3,12} = \left(\frac{w'_1 - bw_2}{b^2 - br + 1}, \frac{r(w'_1 - bw_2)}{b^2 - br + 1}\right)
\]

\[
P_{3,22} = \left(\frac{(bw_2 - w'_1)/(-Q_0), (bw_2 - w'_1)/(-Q_0)}{2b^2r^2 + b^2 - 3br + 1}, \frac{b((2br - 1)w'_1 - bw_2)}{2b^2r^2 + b^2 - 3br + 1}\right)
\]

- (slope of $\ell_2$) = (slope of $\ell_3 = 0$) = $r - \frac{1}{b} > b$.
- the line $\ell_2$ passes $O$.
- the line $\ell_3$ passes through the point $(w'_1, rw'_1 - w_2)$, and intersects with the north boundary of $R_{f \geq 0}$ at the point \((w'_1 - bw_2, b(w'_1 - bw_2)/b^2 - br + 1)\).
- (slope of $\ell_{13}$) = \((2b^2r^2 - 3br - b^2 + 1)/(2br^2 - 2b) = r + (b^2 - 2r + 1)/(2br^2 - 2b)\) > (slope of $\ell_3$). So $\ell_{13}$ has positive slope.

**Case 2a.** If $A_2 \geq A_1, A_3$. We claim that $D_2 > 0$. See Figure 5.

Indeed, $A_2 \geq A_3$ implies $w_2 b > w'_1$; $A_2 \geq A_1 = A_2 + A_3$ implies $A_3 \leq 0$.

To prove $D_2 \geq 0$, we need $Q_0 t + A_2 \geq 0$, that is, $t \leq A_2/(-Q_0)$. Since $t \leq v_2/b$, it suffices to show $v_2/b \leq A_2/(-Q_0)$, or equivalently $v \in H_{22}^{20}$, or equivalently $v \in H_{22}^{20}$, or equivalently $v \in H_{22}^{20}$, or equivalently $v \in H_{22}^{20}$.

\[
v_2/b \leq -v_1 + (rv_1 - v_2)b/(1 - rb + b^2)
\]

Note that $b > r_{small} > 1/r$, so after simplifying, (8.6) becomes

\[
v_2 \leq v_1 b.
\]

This is self-clear from Figure 5. The inequality $v_2 \leq v_1 b$ is equivalent to saying that the intersection of the curved triangle $OCB$ with the half plane $H_{3}^{\leq 0}$, which is the curved triangle $OP_{3,22}F$, is below the line $\ell_{22}$.

If $P_{2,32}^{x} < w'_1$, then the intersection of the region $\{A_3 < 0\}$ with the region

\[
R_{f \geq 0} = \{v \mid f(v, w) \geq 0, 0 \leq v_1 \leq w'_1, v_2 \geq 0\}
\]
is below the line $\ell_{22}$ as shown in the figure.

If $P_{3,22}^x \geq w'_1$, then the whole region $R_{f \geq 0}$ is under the line $OE$.

In both cases, we get the expected inequality $v_2 \leq v_1 b$. Thus $D_2 \geq 0$.

Now we need to show that $D_2 > 0$. If not, then $D_2 = 0$. We inspect the above computation and get $P_{3,22} = (v_1, v_2) = (v_1, b v_1)$. $t = v_0^0 = v_1 = A_2/(-Q_0)$, then $v_2^0 = b t = bv_1^0 = v_2$. Thus $v^0 = v$, contradicting to the assumption $v^0 < v$.

For the rest, since $a_{v^0, 0; v^0} \neq 0$, by Lemma 8.6 we have

\[(8.7) \quad v_1 - v_0^0 = v_1^+ \leq [(w^+)']_1 - [w^+ _1]_+ = [w'_1 - r v_2^0]_+ \]

For Case 2b and 2c below, we assume $w'_1 \geq r v_2^0$; for Case 2d, we assume $w'_1 < r v_2^0$.

If $w'_1 \geq r v_2^0$, then by (8.7), $v'_1 - r v_2^0 + v'_1 - v_1 \geq 0$, $(r b - 1) t \leq w'_1 - v_1$, $t \leq (w'_1 - v_1)/(r b - 1)$.

Therefore $t$ satisfies

\[(8.8) \quad 0 < t \leq \min(v_1, v_2/b, w'_1, w_2/b, (w'_1 - v_1)/(r b - 1)) \]

**Case 2b.** If $w'_1 \geq r v_2^0$, $A_3 > A_1$, $A_3 \geq A_2$. We claim that $D_3 > 0$. See Figure 6.

$A_3 > A_1$ implies $A_2 < 0$; $A_3 \geq A_2$ implies $w_2 b \leq w'_1$.

To prove $D_3 \geq 0$, we need $Q_0 t + A_3 \geq 0$, that is, $t \leq A_3/(-Q_0)$. Since $t \leq (w'_1 - v_1)/(r b - 1)$, it suffices to show $(w'_1 - v_1)/(r b - 1) \leq A_3/(-Q_0)$, or equivalently $v \in H_{33} \geq 0$, or equivalently

\[(8.9) \quad \frac{w'_1 - v_1}{r b - 1} \leq \frac{(w'_1 - v_1) + (r v_1 - v_2 - w_2) b}{-(1 - r b + b^2)} \]

After simplifying, (8.9) becomes

\[(r + b - r^2 b)(w'_1 - v_1) + (r b - 1)(r w'_1 - w_2 - v_2) \geq 0\]

Note that $w'_1 - v_1, r b - 1, r w'_1 - w_2 - v_2$ are all nonnegative. So if $r + b - r^2 b \geq 0$, then (8.9) holds. If $r + b - r^2 b < 0$, then the above defines a half plane $H_{33} \geq 0$ below the line

\[\ell_{33} = \{(v_1, v_2) \mid (r + b - r^2 b)(w'_1 - v_1) + (r b - 1)(r w'_1 - w_2 - v_2) = 0\}\]

which passes through $C = (w'_1, r w'_1 - w_2)$ with slope $(r^2 b - r - b)/(r b - 1) > 0$.

![Figure 5. Case 2a. If $P_{3,22}^x < w'_1$.](image-url)
Note that $A_2 < 0$ defines the upper half plane $H_2^{<0}$ with boundary line $\ell_2$.

$$(\text{slope of } \ell_{33}) = r - \frac{b}{rb - 1} > r - \frac{1}{b} = (\text{slope of } \ell_2)$$

If $P_{2,33}^x \leq 0$, then $H_{33}^{<0} \cap R_{f \geq 0} = \emptyset$.

If $0 \leq P_{2,33}^x \leq w'_1$: let $F$ be the intersection of $\ell_2$ with $BC$. Then

$$H_{2}^{<0} \cap H_{33}^{<0} \cap R_{f \geq 0} = \emptyset$$

If $P_{2,33}^x > w'_1$, then

$$H_{2}^{<0} \cap R_{f \geq 0} = \emptyset \subset H_{33}^{\geq 0}.$$ 

In all cases, we get the expected inequality (8.9). Thus $D_3 \geq 0$.

**Figure 6.** Case 2b. Left: $P_{2,33}^x \leq 1 \leq 0$. Middle: $0 \leq P_{2,33}^x \leq w'_1$. Right: $P_{2,33}^x > w'_1$.

Now we need to show that $D_3 > 0$. If not, then $D_3 = 0$. We inspect the above computation and get that $v = C$ (if $P_{2,33}^x \leq w'_1$) or $v = P_{2,33}$ (if $0 < P_{2,33}^x < w'_1$).

If $v = C$, then by (8.8), $v_1^0 = t = (w'_1 - v_1)/(rb - 1) = 0$, thus $v_1^0 = 0$, $v_2^0 = 0$, contradicting to the assumption $v^0 \neq 0$.

If $v = P_{2,33}$, then $A_2 = 0$, $A_3 = A_1 \geq 0$. This is not Case 2b but rather Case 2c, which will be discussed in the next case.

**Case 2c.** If $w'_1 \geq r b_2$ and $A_1 \geq A_2, A_3$. We claim that $D_1 \geq 0$.

In this case, $A_2 \geq 0$, $A_3 \geq 0$.

To prove $D_1 \geq 0$, we need $Q_{0t} + A_1 \geq 0$, that is, $t \leq A_1/(-Q_0)$.

Since $t \leq \min(v_2/b, (w'_1 - v_1)/(rb - 1))$, it suffices to show “$v_2/b \leq A_1/(-Q_0)$ and $(w'_1 - v_1)/(rb - 1) \leq A_1/(-Q_0)$”, or equivalently $v \in H_{12}^{<0} \cup H_{13}^{<0}$, or equivalently

$$\frac{v_2}{b} \leq \frac{(w'_1 - 2v_1) + (2v_1 - 2v_2 - w_2)b}{-(1 - rb + b^2)}, \quad \frac{w'_1 - v_1}{rb - 1} \leq \frac{(w'_1 - 2v_1) + (2v_1 - 2v_2 - w_2)b}{-(1 - rb + b^2)}$$

Note that $\ell_{13}$ intersects the curve $f = 0$ at $P_{2,13}$ and $P_{1,13}$, both of which are in $\mathbb{R}_{>0}^2$.

If $w'_1 \leq w_2 b$, then $A_3 \leq A_2$. The point $C$ satisfies $A_{13} \geq 0$ (because $A_{13}(C) = (w_2b - w'_1)/(-b^2 + rb - 1) \geq 0$). See Figure 7.

(i) If $P_{3,12}$ is to the southwest of $P_{12,13}$, then

$$H_{12}^{<0} \cap H_{13}^{<0} \cap H_{3}^{\geq 0} = (\text{curved triangle})P_{3,12}P_{12,13}P_{3,13},$$

which has no intersection with $R_{f \geq 0}$ except $P_{3,12}, P_{12,13}$.

(ii) If $P_{3,12}$ is to the northeast of $P_{12,13}$, then similarly, $H_{12}^{<0} \cap H_{13}^{<0} \cap H_{3}^{\geq 0} = \emptyset$. 


If $w'_1 > w_2$, then $A_3 > A_2$. The point $C$ satisfies $A_{13} < 0$, the origin $O$ satisfies $A_{12} > 0$. See Figure 8.

(i) If $P_{12,13}$ is to the southwest of $P_{2,13}$, then $H_{12}^{<0} \cap H_{13}^{<0} \cap H_2^{>0} \cap R_{f \geq 0} = \emptyset$.

(ii) If $P_{12,13}$ is to the northeast of $P_{2,13}$, then we even have $H_{12}^{<0} \cap H_{13}^{<0} \cap H_2^{>0} = \emptyset$.

Thus $D_1 \geq 0$.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure7}
\caption{Case 2c, $w'_1 \leq w_2$. Left: $P_{3,12}^x \leq P_{12,13}^x$. Right: $P_{3,12}^x > P_{12,13}^x$.}
\end{figure}

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure8}
\caption{Case 2c, $w'_1 > w_2$. Left: $P_{12,13}^x \leq P_{2,13}^x$. Right: $P_{12,13}^x > P_{2,13}^x$.}
\end{figure}

**Case 2d.** If $w'_1 < rv^0_2$. We assert that $D_1 \geq 0$ or $D_4 > 0$. Indeed, (8.7) forces $v'_1 = v_1$, so the assertion follows from the following Claim.

**Claim.** If $r_{\text{small}} \leq w_2/w'_1 \leq r_{\text{big}}, 0 \leq v^0_2 \leq v_2$, $(v^0, w)$ is $l$-dominant (that is, $rv^0_2 \geq v^0_1, v^0_1 \leq w'_1, v^0_2 \leq w_2, rv^0_1 \geq v^0_2$), $v^0_1 = v_1, f(v, w) \geq 0$, then either $D_1 \geq 0$ or $D_4 > 0$.

**Proof of Claim.** Let $f : [0, w'_1] \rightarrow \mathbb{R}_{\geq 0}$ be the function with graph $C_f$. For each fixed $v_1$, if we increase $v_2$ then both $D_1$ and $D_2$ will decrease. So we can assume $v_2 = f(v_1)$.

Denote $x = v_1, y = v^0_2$. Then

$$f(v, w) = -x^2 + rx\tilde{f}(x) - \tilde{f}(x)^2 + w'_1x - w_2\tilde{f}(x) = 0$$

$$D_1 = (x^2 - rxy + y^2) + (w'_1 - 2x)x + (2rx - 2\tilde{f}(x) - w_2)y$$

$$= -x^2 + rxy + y^2 + w'_1x - 2\tilde{f}(x)y - w_2y$$

$$= f(v, w) + (w_2 - rx)(\tilde{f}(x) - y) + (\tilde{f}(x) - y)^2 = (w_2 - rx + \tilde{f}(x) - y)(\tilde{f}(x) - y)$$

So $D_1 \geq 0$ if $y \leq w_2 - rx + \tilde{f}(x)$. On the other hand, if $y > w_2 - rx + \tilde{f}(x)$, then

$$D_4/2 = x^2 + y^2 - x^2 + (rx - \tilde{f}(x) - w_2)y = y(y + rx - \tilde{f}(x) - w_2) \geq 0,$$
and the equality holds if and only if \( y = 0 \), that is, \( v_2^0 = 0 \). But then \( v_1^0 \leq rv_2^0 = 0 \) forces \( v_1^0 = 0 \). This contradicts the assumption that \( v^0 = (v_1^0, v_2^0) \neq 0 \). So either \( D_1 \geq 0 \) or \( D_4 > 0 \). The claim is proved.

(II) Assume \( r = 2 \). Then \((w'_1, w_2) \in \Phi_{r}^{im} \) implies \( a_1 = a_2 = w'_1 = w_2 > 0; f(v, w) \geq 0 \) together with other conditions on \( v \) imply that \( v \) lies in the triangle \( OBC \) where \( O = (0,0), \ B = (a_1,0), \ C = (a_1,a_1) \). In particular, \( v_1 \geq v_2 \).

![](image)

Like (I), it suffices to prove one of the following: \( D_1 \geq 0, D_2 > 0, D_3 > 0, \) or \( D_4 > 0 \). Define \( v^0 = (at, bt) \) (with \( a = 1 \)), \( Q_0, A_2, A_3, A_4 \) as in (I).

If \( b = a(= 1) \), then \( Q_0 = (a-b)^2 = 0, A_2 = -v_1 + (2v_1 - v_2) = v_1 - v_2, A_3 = (a_1 - v_1) + (2v_1 - v_2 - a_1) = v_1 - v_2, A_1 = A_2 + A_3 = 2(v_1 - v_2) \geq 0 \). So \( D_1 = A_1t \geq 0 \), we are done.

If \( b \neq a(= 1) \), then \( Q_0 = (a-b)^2 > 0 \), it suffices to prove that \( A_2 \geq 0 \) or \( A_3 \geq 0 \). The proof of Case 1 of (I) applies: we consider two subcases.

Case 1a: \( b < 1 \). We claim that \( A_3 \geq 0 \). It suffices to show that the slope of \( A_3 = 0 \) is less than the slope of the diagonal, that is, \( 2 - 1/b < 1 \). This is obviously true.

Case 1b: \( b > 1 \). We claim that \( A_2 \geq 0 \). It suffices to show that the slope of \( A_2 = 0 \) is greater than the slope of the diagonal, that is, \( 2 - 1/b > 1 \). This is again true.

Now we can complete the proof of the main theorem.

**Proof of Theorem 1.2.** Let \( w = (0,a_1, ra_1 - a_2,0) \) (so \( w = \varphi w \) and satisfies \( w'_1 - w_1 = a_1, w'_2 - w_2 = a_2 - r[a_1]_+ \)). Let \( v = (a_1 - q, p) \).

Apply Lemma 8.1 to the morphism \( \pi : \tilde{F}_{v,w} \to E_{v,w} \). Note that

\[
2\pi^{-1}(0) - \dim \tilde{F}_{v,w} = 2d(v, w) - \tilde{d}(v, w) = f(v, w)
\]

Note that \( a_{v,0;w}(t) = \sum s_{0,b}t^b \) using the notation in (8.1). By Lemma 8.1, if \( f(v, w) < 0 \), then \( a_{v,0;w}(t) = 0 \), and there is nothing to prove.

For the rest of the proof, we assume \( f(v, w) \geq 0 \). Then the degrees of the Laurent monomials in \( a_{v,0;w}(t) \) must be in the interval \([-f(v, w), f(v, w))\]. Therefore, the degrees of the Laurent monomials in corresponding \( e(p, q) = a_{v,0;w}(v^r) \) must lie in the set

\[
\{-rf(v, w), -rf(v, w) + r, -rf(v, w) + 2r, \ldots, rf(v, w)\}.
\]

Compare the max-degrees of both sides of (8.4), we see that the degree of right side is \(-v_1w_1 - v_2w_2 + v_2(w'_2 + rv_1 - v_2) + v_1(w'_1 - v_1) = -v_1^2 + rv_1v_2 - v_2^2 + v_1(w'_1 - v_1) + v_2(w'_2 - w_2) = f(v, w) \). On the other hand, by Lemma 8.8, the summand \( a_{v,v';w}P_{-(v', w)} \) on the left side of (8.4) has degree less than \( f(v, w) \) for all \( v' \in \text{Dom}(w) \setminus \{0\} \). This forces
deg(a_{v,0,w} P_-(0, w)) = f(v, w). Since \( P_-(0, w) = 1 \), we conclude that deg \( a_{v,0,w} = f(v, w) \). All conclusions then follow from Lemma 8.1.

**Proof of Corollary 1.4.** If \((a_1, a_2) \notin \Phi^\text{im}_+\), the statement follows from Theorem 3.1. If \((a_1, a_2) \in \Phi^\text{im}_+\), the statement follows from Theorem 1.2 and the definition of \( R(a_1, a_2) \).

**Proof of Corollary 1.5.** By (7.2), \( a_{v,v'w} = a_{v',0,w} \) where \( v' = (v_1 - v'_1, v_2 - v'_2) \), \( w' = (-v'_1 + rv'_2, w'_1 - v'_1, w_2 - v'_2, -v'_2 + rv'_1) \). Correspondingly, \( a_1 = (w^+)_{1}^1 - w_1^+ = w'_1 - rv'_2 \), \( a_2 = r[a_1]_+ + (w^+)_{2}^2 - w_2^+ = r[a_1]_+ + rv'_1 w_2 \). Then \( E_{v',w} \) appears in the decomposition if the condition in Corollary 1.4 is satisfied.

## 9. Analogue of Kazhdan-Lusztig Polynomials

We define \( P(v, w) \) similar to the definition of Kazhdan-Lusztig polynomial:

\[
P(v, w) = t^d(v, w) P_-(v, w) = \sum_k t^{d(v, w)+k} \dim H^k(i_0^* IC_w(v)) \in \mathbb{Z}[t^\pm]
\]

**Proposition 9.1.** Assume \((v, w)\) is \(l\)-dominant. Then \( P(v, w) \) is a polynomial in \( \mathbb{Z}[t] \) such that:

(i) all coefficients are nonnegative;
(ii) the constant term is 1;
(iii) \( \deg P(v, w) \leq \max(0, d(v, w) - 1) \). More precisely, either \( P(v, w) = 1 \), or \( \deg P(v, w) \leq d(v, w) + \min \{-1, f(v, w), f^{\text{swap}}(v, w), g(v, w)\} \).

**Proof.** (i) follows from the definition. (ii) and (iii) follow immediately from Lemma 8.4.

Use (8.5) we can determine \( P_-(v, w) \), thus \( P(v, w) \), as follows: since

\[
P_-(v, w) = t^{d(v, w) - d_{v,w}} \left[ \frac{w'_2 + rv_1}{v_2} \right]_{t}^{-1} \left[ \frac{w'_1}{v_1} \right]_{t}^{-1} \sum_{v^0 \in \text{Dom}(w) \setminus \{v\}} a_{v,v^0,w} P_-(v^0, w)
\]

we can compute \( P_-(v, w) \) recursively on \( v \), if we can compute \( a_{v,v^0,w} \). On the other hand, \( a_{v,v^0,w} = a_{v^+,v^0w} = a_{v^+,v^\phi(w)} \) (the first equality follows from the slice theorem, the second equality follows from Lemma 7.3), which are coefficients of certain triangular basis elements according to Lemma 8.5, and the triangular basis can be recursively computed as described in [4].

**Example 9.2.** Assume \( w = (0, w'_1, w_2, 0) \in \mathbb{Z}^4_{\geq 0} \). Using the recursive method described in the previous paragraph, we compute a few examples of \( P_-(v, w) \) and \( P(v, w) \):

| \( v \) | \( w \) | \( P_-(v, w) \) | \( P(v, w) \) |
|---|---|---|---|
| \((1,1)\) | any | \( t^2 \) | 1 |
| \((1,1)\) | \((0,1,1,0)\) | \( t^{-1} + t^{+1} \) | 1 |
| \((1,1)\) | \((0,1,0,0)\) | \( t^{-2} + 2t^{-1} + t^0 + t^1 \) | 1 + \( t^2 \) |
| \((1,1)\) | \((0,2,0,0)\) | \( t^{-1} + 2t^{-2} + t^{-3} + 2t^{-4} \) | 1 + \( 2t^2 \) |
| \((1,1)\) | \((0,2,1,0)\) | \( t^{-1} + 2t^{-2} + t^{-3} \) | 1 + \( 2t^2 \) |
| \((1,1)\) | \((0,3,0,0)\) | \( t^{-1} + 2t^{-2} + 2t^{-3} \) | 1 + \( 2t^2 \) |
| \((1,1)\) | \((0,3,1,0)\) | \( t^{-1} + 2t^{-2} + 2t^{-3} + t^{-4} \) | 1 + \( 2t^2 + 2t^4 + t^6 \) |

For \( r = 3 \):
Two examples of triangular basis elements. Consider the skew-symmetric cluster algebra $A_v(3,3)$.

(a) $C[3,4]$. Using computer, we get $C[3,4] = X(-3,-4) + (v^6 + 1 + v^6) X(-3,-1) + (v^6 + 1 + v^6) X(-3,2) + X(-3,5) + (v^9 + v^3 + v^3 + v^9) X(0,-4) + (v^9 + 1 + v^6) X(0,-1) + (v^{12} + v^6 + 2 + v^6 + v^12) X(3,-4) + X(3,-1) + (v^9 + v^3 + v^3 + v^9) X(6,-4) + X(9,-4)$.

Below the table for the coefficients $e(p,q)$. We see that the max-degrees of the coefficients match the corresponding values of $D(p,q)$ in Figure 9.

| $p$ | 0 | 1 | 2 | 3 | 4 |
|-----|---|---|---|---|---|
| 3   | (v^6 + 1 + v^6) | | | | |
| 2   | (v^6 + 1 + v^6) | | | | |
| 1   | (v^6 + 1 + v^6) | | | | |
| 0   | (v^9 + v^3 + v^3 + v^9) | (v^{12} + v^6 + 2 + v^6 + v^{12}) | (v^9 + v^3 + v^3 + v^9) | |

**Figure 9.** Left: some values of $D(p,q)$; the shaded region is $\{(p,q) \in [0, 4] \times [0, 3] \mid D(p,q) \geq 0\}$. Middle: the front view of $D(p,q)$ for $(p,q) \in R(3,4)$. Right: the top view of the the graph of $D(p,q)$ for $(p,q) \in R(3,4)$.

(b) $C[2,8]$. Using computer, we get $C[2,8] = X(-2,-8) + (v^2 + v^3) X(-2,-5) + \cdots + X^{(22,-8)}$.

Again, the max-degrees of the coefficients match the corresponding values of $D(p,q)$; see Figure 10.
10.2. An example to illustrate that \( \{ \chi(L(w)) \} \) is identical with the triangular basis.

This example is to support Lemma 7.3. Let \( r \geq 2, w = (0,1,1,0) \). For this \( w \), there are only two possibilities for \( v^0 \), namely \((0,0)\) and \((1,1)\), such that \((v^i, w)\) is \(l\)-dominant. The stratification of \( E_{v, w} \) is:

\[
E_{v, w} = E_{0,0,0,0} \cup E_{1,1,0,0} = \{ 0 \} \cup (\mathbb{C}^r \setminus \{ 0 \}).
\]

Since both strata are simply connected (if \( r \geq 2 \)), the local systems appeared in the BBDG decomposition must be trivial. We can easily check that \( a_{v,0,0,0} \) is nonempty for

\[
v = (0,0), (1,0), (1,1), (1,2), \ldots , (1,r),
\]

and the corresponding \( \tilde{F}(v, w) \) are:

- a point, a point, \( \widetilde{C} \), the tautological bundle \( \text{Taut}(Gr_2(\mathbb{C}^r)), \ldots , \text{Taut}(Gr_r(\mathbb{C}^r)) \).

Consider \( v = (1,i) \). Then \( w - C_q v = (-1 + ri, 0, 1 - i, -i + r) \).

For \( i \geq 1 \), the BBDG decomposition is of the following form (note that \( \dim \text{Taut}(Gr_i(\mathbb{C}^r)) = \dim(Gr_i(\mathbb{C}^r)) + r = i(r - i) + i \)):

\[
\pi_* (\mathcal{Q}_{\text{Taut}(Gr_i(\mathbb{C}^r))} [-i(r - i) - i]) = (A)\mathcal{Q}_{\mathbb{C}^r}[-r] \oplus (B)\mathcal{Q}_0.
\]

Since \( \pi^{-1}(x) \cong Gr_{i-1}(\mathbb{C}^{r-1}) \) for \( x \neq 0 \), we get \( A = \begin{bmatrix} r-1 \\ i-1 \end{bmatrix} \). Take cohomology over the point \( 0 \), we get

\[
\begin{bmatrix} r \\ i \end{bmatrix} v^i = \begin{bmatrix} r-1 \\ i-1 \end{bmatrix} v^r + B.
\]

Therefore

\[
a_{(1, i), 0, 0, 0} = B = \begin{bmatrix} r \\ i \end{bmatrix} v^i - \begin{bmatrix} r-1 \\ i-1 \end{bmatrix} v^r = \begin{bmatrix} r-1 \\ i \end{bmatrix} v^r.
\]

Then

\[
\chi(L(w)) = X^{(-1,1)} + X^{(-1,-r+1)} + \begin{bmatrix} r-1 \\ i \end{bmatrix} X^{(r-1,r+1)} + \ldots + \begin{bmatrix} r-1 \\ i \end{bmatrix} X^{((r-1)r-1,-r+1)}
\]

As we expected, this coincides with the triangular basis element \( C[1, r - 1] \), which also equals to the greedy element \( X[1, r - 1] \). It specializes to \( \frac{x_1^{r} x_2^{r+1} x_1^{r-1}}{x_1 x_2} \) when setting \( q = 1 \).
10.3. **An example to illustrate the proof of the main theorem.** Let \( r = 3 \), we illustrate that for \((a_1, a_2) = (4, 8)\), \((p, q) = (2, 2)\), our strategy to show that the maximal degree of \( e(2, 2) \) is \( v^D \) where \( D = D(p, q) = r(a_1q + a_2p - p^2 - rpq - q^2) = 3(4 \times 2 + 8 \times 2 - 2^2 - 3 \times 2 \times 2 - 2^2) = 12 \).

By Lemma 8.5, we have \( w'_1 - w_1 = a_1 = 4 \) and \( w'_2 - w_2 = a_2 - r[a_1]^+ = -4 \). Letting \( w_1 = w'_2 = 0 \), we get \( w = (0, 4, 4, 0) \); also, \( v = ([a_1]^+ - q, p) = (2, 2) \). Note that \((v, w)\) is \( l\)-dominant and \( w \in \Phi^*_+ \).

The following \( v' \) satisfies that \((v', w)\) is \( l\)-dominant and \( v' \leq w: (0, 0), (1, 1), (1, 2), (2, 1), (2, 2) \).

We compute
\[
\begin{align*}
\bar{d}_{v, w} &= v_2(w'_2 + rv_1 - v_2) + v_1(w'_1 - v_1) = 2(0 + 3 \times 2 - 2) + 2(4 - 2) = 12, \\
new{d}_{v, w} &= v_2(w_2 + w'_2 + rv_1 - v_2) + v_1(w_1 + w'_1 - v_1) = 2(4 + 0 + 3 \times 2 - 2) + 2(0 + 4 - 2) = 20.
\end{align*}
\]
So \((8.4)\) becomes
\[
\sum_{v'} a_{v, v'; w} P_-(v', w) = t^{-8} \left[ \begin{array}{c} 6 \\ 2 \end{array} \right] t = t^4 + \text{lower degree terms}
\]

Below is a table for each term. Note that all except the first one have max-degree \( < 4 \). Then \((10.1)\) forces the max-degree term of \( a_{v, v'; w} \) to be \( t^4 \).

| \( v' \)   | \( a_{v, v'; w} \) | \( P_-(v', w) \) | max-deg of \( a_{v, v'; w} P_-(v', w) \) |
|----------|-----------------|-----------------|---------------------------------|
| \( (0, 0) \) | \( t^4 + 2t^2 + 4 + 2t^{-2} + t^{-4} \) | \( 1 \) | \( 4 \) |
| \( (1, 1) \) | \( t + t^{-1} \) | \( t^{-1} + 3t^{-3} + \ldots + t^{-9} \) | \( 0 \) |
| \( (1, 2) \) | \( 0 \) | \( t^{-3} + 2t^{-5} + \ldots + t^{-13} \) | \( -\infty \) |
| \( (2, 1) \) | \( t + t^{-1} \) | \( t^{-3} + 2t^{-5} + \ldots + t^{-13} \) | \( -2 \) |
| \( (2, 2) \) | \( 1 \) | \( t^{-4} + 2t^{-6} + \ldots + t^{-20} \) | \( -4 \) |

10.4. **An example to Corollary 1.5.** We illustrate Corollary 1.5 by a special example where the morphism \( \pi: \bar{F}_{v, w} \to E_{v, w} \) is not necessarily birational, and we shall examine the generic fiber.

Consider \( w = (0, w'_1, w_2, 0) \) with \( rw_2 \geq w'_1 \) and \( rw'_1 \geq w_2 \) (that is, Case 1 in Figure 2). We assume \( v = (v_1, v_2) \) satisfying \( 0 \leq v_1 \leq w'_1 \) and \( w_2 \leq v_2 \leq rv_1 \). Let \( v' = \bar{v} = (v_1, w_2) \) (Lemma 4.5). By (1.4), \( a_1 = w'_1 - rw_2 \leq 0 \), \( a_2 = rv_1 - w_2 \geq 0 \), \( p = v_2 - w_2 \), \( q = 0 \). The triangular basis element \( C[a_1, a_2] \) is a cluster monomial, so we have the following (for example, by [12, Corollary 3.4]):
\[
e(p, 0) = \begin{bmatrix} a_2 \\ p \end{bmatrix}_{v'} = \begin{bmatrix} rv_1 - w_2 \\ v_2 - w_2 \end{bmatrix}_{v'}
\]

On the other hand, we compute \( a^d_{v, v'; w} \) directly by considering the geometry. The morphism \( \pi: \bar{F}_{v, w} \to E_{v, w} = E'_{v, w} \) is a \( \mathcal{M} \)-bundle when restricting over the stratum \( E'_{v, w} \), where the generic fiber \( \mathcal{M} \) is a \( Gr(v_2 - v'_2, w'_2 + rv_1 - v'_2) \)-bundle over \( Gr(v_1 - v'_1, w'_1 - v'_1) \) by Proposition 4.6 (b). These two Grassmannians are \( Gr(v_2 - w_2, rv_1 - w_2) \) and \( Gr(0, w'_1 - v_1) \) respectively. So \( \mathcal{M} \) is isomorphic to \( Gr(v_2 - w_2, rv_1 - w_2) \). Since we know that the local systems appeared in the BBDG decomposition must be trivial, \( a^d_{v, v'; w} \) are determined by the homology of the fiber \( Gr(v_2 - w_2, rv_1 - w_2) \), more precisely,
\[
\sum_d a^d_{v, v'; w} t^d = \begin{bmatrix} rv_1 - w_2 \\ v_2 - w_2 \end{bmatrix}_{v'}.
\]

Thus \( e(p, 0) = [rv_1 - w_2]_{v'} = \sum_d a^d_{v, v'; w} v^{rd} \), as predicted by Corollary 1.5.
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