Alternating minimization algorithms for graph regularized tensor completion
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Abstract. We consider a low-rank tensor completion (LRTC) problem which aims to recover a tensor from incomplete observations. LRTC plays an important role in many applications such as signal processing, computer vision, machine learning, and neuroscience. A widely used approach is to combine the tensor completion data fitting term with a regularizer based on a convex relaxation of the multilinear ranks of the tensor. For the data fitting function, we model the tensor variable by using the Canonical Polyadic (CP) decomposition and for the low-rank promoting regularization function, we consider a graph Laplacian-based function which exploits correlations between the rows of the matrix unfoldings. For solving our LRTC model, we propose an efficient alternating minimization algorithm. Furthermore, based on the Kurdyka-Łojasiewicz property, we show that the sequence generated by the proposed algorithm globally converges to a critical point of the objective function. Besides, an alternating direction method of multipliers algorithm is also developed for the LRTC model. Extensive numerical experiments on synthetic and real data indicate that the proposed algorithms are effective and efficient.
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1. Introduction. In the literature on low-rank matrix completion, the matrix nuclear norm is proven [12, 51] to be a convex relaxation of the matrix rank that guarantees exact solutions to the corresponding rank-constrained problem in some specific circumstances and has been used in various matrix rank-constrained problems [42] such as matrix completion. Generalized from this matrix relaxation, several works [24, 40, 53, 60] extended the nuclear norm-based regularization to the completion of partially observed tensors (also known as multidimensional arrays). Liu et al. [39] first introduced an extension of nuclear norm to the low-rank tensor completion (LRTC) problem and later defined the nuclear norm of a tensor as a convex combination of nuclear norms of its unfolding matrices in [40]. For a given tensor $T \in \mathbb{R}^{m_1 \times \cdots \times m_k}$, its low-rank tensor completion model is as follows,

$$\min_{Z \in \mathbb{R}^{m_1 \times \cdots \times m_k}} \frac{1}{2} \|P_{\Omega}(T - Z)\|_F^2 + \sum_{i=1}^{k} \lambda_i \|Z_{(i)}\|_*,$$

where $P_{\Omega}$ is the projection operator that only retains the revealed entries of $T$, recorded in the index set $\Omega \subset [m_1] \times \cdots \times [m_k]$, and $\|Z_{(i)}\|_*$ denotes the matrix nuclear norm of the mode-$i$ matricization (Definition 2.3) of tensor $Z$. The penalty terms $\|Z_{(i)}\|_*$ in (1.1) promote solutions such that the matricizations of the tensor variable $Z$ have a low rank.

However, model (1.1) suffers from high computational cost as it needs to solve a singular value decomposition of very large unfolding matrices at each iteration. Therefore, some LRTC models are
based on low-rank tensor decomposition, see [3, 16, 31, 45, 56]. Two popular decompositions of high order tensors are the Tucker decomposition [19, 20, 30, 57] and the Canonical Polyadic (CP) decomposition [13, 22, 28, 33]. In this paper, we focus on the CP approach which has been applied to the LRTC problem in [1, 10, 11, 32, 35, 56]. Other decomposition approaches applying to the LRTC problem are hierarchical tensor representations [18, 49, 50] and PARAFAC2 models [49].

On the other hand, inter-relations between data entries, through auxiliary information for example, have recently been exploited to improve the completion accuracy for the LRTC task. This idea is motivated from [48] whose model includes the graph Laplacian for matrix completion as follows

$$\min_{W, H} \frac{1}{2} \left\| P \Omega (Y - WH^T) \right\|_F^2 + \frac{1}{2} \langle WW^T, L_w \rangle + \frac{1}{2} \langle HH^T, L_h \rangle,$$

where $L_w$ and $L_h$ are the shifted graph Laplacian which will be introduced in detail in Section 3. In a similar way, graph Laplacian-based regularization has also been applied to LRTC problems, see [44, 25, 26]. Other approaches with a probabilistic perspective can be found in [6, 36, 61, 62].

The main contributions of this paper are as follows.

- In this paper, we build our LRTC model based on the nuclear norm approach, CP decomposition approach and graph Laplacian regularizer. To our knowledge, this is a new LRTC model and will be shown to be an useful regularized model that ensures improvements in the recovery accuracy over graph-agnostic models, especially when the fraction of revealed data is small; see Section 6.1.

- We provide an alternating minimization algorithm for solving the graph-regularized tensor completion problem. An efficient Hessian-vector multiplication scheme is used in the linear conjugate gradient (CG) algorithm for solving the subproblems in this alternating minimization framework. The computational framework of the linear CG algorithm is inspired by Rao et al. [48] for graph-regularized matrix completion. In addition, an alternating direction method of multipliers (ADMM) algorithm is also proposed; see Section 4.1.

- We provide a proof for the convergence of iterates of the proposed AltMin algorithm to a critical point of the objective function according to the Kurdyka-Łojasiewicz (KL) property; see Section 5.

- We show through experiments (Section 6) on both synthetic and real data that our algorithms produce tensor completion results with good recovery accuracies and are time efficient compared to several baseline methods.

We organize this paper as follows. We begin with the introduction of some notations in Section 2. In Section 3, our LRTC model with a graph Laplacian-based regularizer is introduced. In Section 4, an alternating minimization (AltMin) algorithm using linear CG for solving the subproblems is proposed; an ADMM algorithm is also developed for solving the graph-regularized LRTC problem. Convergence analysis of the AltMin algorithm is given in Section 5. Numerical experiments together with some interesting observations are presented in Section 6. Conclusion is shown in Section 7.

2. Terminology. In this section, we introduce the definition and notation of some tensor operations. A real-valued order-$k$ tensor is defined as $Z = [z_{\ell_1, \ldots, \ell_k}] \in \mathbb{R}^{m_1 \times m_2 \times \ldots \times m_k}$, where an element $z_{\ell_1, \ldots, \ell_k}$ is accessed via $k$ indices $(\ell_1, \ldots, \ell_k)$. The index set $\{1, \ldots, m\}$ is denoted by $[m]$. 
Definition 2.1 (Kronecker Product). The Kronecker product of vectors \( u = [u_e] \in \mathbb{R}^{m_1} \) and \( v = [v_f] \in \mathbb{R}^{m_2} \) results in a vector \( u \otimes v \in \mathbb{R}^{m_1 m_2} \) defined as
\[
(2.1) \quad u \otimes v = [u_1 v^T, u_2 v^T, \ldots, u_{m_1} v^T]^T.
\]
More compactly, we have \( (u \otimes v)_{m_2(\ell_1-1)+\ell_2} = u_{\ell_1} v_{\ell_2} \) for \( \ell_1 \in [m_1] \) and \( \ell_2 \in [m_2] \).

Definition 2.2 (Khatri-Rao Product). The Khatri-Rao product \( U \odot V \) of two matrices \( U = [u_{\ell,r}] \in \mathbb{R}^{m_1 \times R} \) and \( V = [v_{\ell,r}] \in \mathbb{R}^{m_2 \times R} \) with the same column number is a matrix of size \( m_1 m_2 \times R \) whose \( r \)-th column is \( u_{:,r} \otimes v_{:,r} \).

Definition 2.3 (Tensor Matricization). The mode-\( i \) matricization \( Z_{(i)} \) is the unfolding of a tensor \( Z \in \mathbb{R}^{m_1 \times m_2 \times \cdots \times m_k} \) along its \( i \)-th mode of size \( m_i \times (\prod_{j \neq i} m_j) \). The tensor element \( z_{\ell_1,\ldots,\ell_k} \) in \( Z \) is identified with the matrix element \( [Z_{(i)}]_{\ell_i,r_i} \) in \( Z_{(i)} \), where
\[
(2.2) \quad r_i = 1 + \sum_{n=1, n \neq i}^{k} (\ell_n - 1) I_n, \quad \text{with}, \quad I_n = \prod_{j=1}^{n-1} m_j
\]

Definition 2.4 (CP Decomposition). The Canonical Polyadic (CP) decomposition \([13, 22, 28, 30, 33]\) of a tensor \( Z \in \mathbb{R}^{m_1 \times \cdots \times m_k} \) is defined as
\[
(2.3) \quad Z = [U^{(1)}, \ldots, U^{(k)}] = \sum_{r=1}^{R} u^{(1)}_{r} \odot \ldots \odot u^{(k)}_{r},
\]
where \( U^{(i)} = [u_{\ell,r}^{(i)}] \in \mathbb{R}^{m_i \times R} \) for \( i = 1, \ldots, k \) and \( \odot \) denotes the outer product. An equivalent CP form can be written as
\[
(2.4) \quad Z_{(i)} = U^{(1)}(U^{(k)} \odot \ldots \odot U^{(i+1)} \odot U^{(i-1)} \odot \ldots \odot U^{(1)})^T = U^{(i)}[(U^{(j)})_{\odot j \neq i}]^T,
\]
where \( Z_{(i)} \) is the mode-\( i \) tensor matricization.

Definition 2.5 (Tensor Inner Product). The inner product of two tensors \( Z^{(1)}, Z^{(2)} \in \mathbb{R}^{m_1 \times m_2 \times \cdots \times m_k} \) of the same size is defined as follows
\[
(2.5) \quad \langle Z^{(1)}, Z^{(2)} \rangle = \sum_{\ell_1=1}^{m_1} \cdots \sum_{\ell_k=1}^{m_k} z^{(1)}_{\ell_1,\ldots,\ell_k} z^{(2)}_{\ell_1,\ldots,\ell_k}.
\]

Definition 2.6 (Tensor Frobenius Norm). Generalized from matrix Frobenius norm, the Frobenius of a tensor \( Z \in \mathbb{R}^{m_1 \times m_2 \times \cdots \times m_k} \) is defined as
\[
\| Z \|_F = \sqrt{\langle Z, Z \rangle} = \left( \sum_{\ell_1=1}^{m_1} \cdots \sum_{\ell_k=1}^{m_k} z_{\ell_1,\ldots,\ell_k}^2 \right)^{1/2}.
\]

To conclude this section, the following lemma shows the relation between the nuclear norm of a matrix and the Frobenius norm of its decomposed matrices.

Lemma 2.7. [23, 54, 55, Lemma 1] The nuclear norm of a matrix \( X \in \mathbb{R}^{m_1 \times m_2} \) can be defined as
\[
(2.6) \quad \| X \|_* := \min_{U,V: UV^T = X} \frac{1}{2} \{ \| U \|_F^2 + \| V \|_F^2 \}.
\]
3. Problem setting. In this section, we introduce our LRTC model in the form of CP decomposition with a graph Laplacian-based regularization,

\[
\min_{U^{(1)}, \ldots, U^{(k)}} \frac{1}{2} \left\| \mathcal{P}_\Omega (\mathcal{T} - \left[ U^{(1)}, \ldots, U^{(k)} \right]) \right\|_F^2 + \sum_{i=1}^{k} \frac{\lambda_i}{2} \left\langle U^{(i)} U^{(i)\top}, L^{(i)} \right\rangle + \sum_{i=1}^{k} \frac{\lambda_i}{2} \| (U^{(j)})^{\odot j \neq i} \|_F^2,
\]

where \( \Omega \subset [m_1] \times \cdots \times [m_k] \) is the index set of the revealed entries and \( \mathcal{T} \) is the ground truth tensor that is known only on \( \Omega \). The proportion of the known entries \( |\Omega|/(m_1 \ldots m_k) \), or its expectation \( \mathbb{E}[|\Omega|]/(m_1 \ldots m_k) \), is referred to as the sampling rate \( \rho \). The shifted graph Laplacian \( L^{(i)} \) is defined as

\[
L^{(i)} = \lambda L^{(i)} \text{Lap} + I_{m_i},
\]

where \( L^{(i)} \text{Lap} \) is the graph Laplacian matrix which is assumed to be known. The parameters \( \lambda_i \geq 0 \) and \( \lambda_L \geq 0 \) control the trade-off between the training error function and the regularization term. In particular, when \( \lambda_L = 0 \), problem (3.1) reduces to a graph-agnostic tensor completion model. The search space of (3.1) is \( \mathbb{R}^{m_1 \times \mathbb{R} \times \cdots \times \mathbb{R}^{m_k \times \mathbb{R}}} \).

Throughout this paper, the graph Laplacian matrices involved in the regularization term are defined as follows. For an undirected graph, denoted as \( \mathcal{G} := (V, E) \), let \( W \in \mathbb{R}^{\vert V \vert \times \vert V \vert} \) denote a weighted graph adjacency matrix of \( \mathcal{G} \). The Laplacian matrix is denoted and defined as

\[
\text{Lap} = \text{diag}(W) - W.
\]

Based on calculations in [17, Section 1.4], a Laplacian matrix \( \text{Lap} \in \mathbb{R}^{m \times m} \) defined as in (3.3) has the following property for any \( F \in \mathbb{R}^{m \times m} \),

\[
\langle FF^\top, \text{Lap} \rangle = \sum_{\ell_1=1}^{m} \sum_{\ell_2=1}^{m} W_{\ell_1, \ell_2} \| F_{\ell_1, :} - F_{\ell_2, :} \|_2^2.
\]

The regularization term of (3.1) is an extension of the graph Laplacian-based regularization [48] to tensor completion and is related to a generalized nuclear norm of the matricizations \( Z^{(i)} \) of the tensor variable. Note that the standard nuclear norm of a matricization of \( Z \) satisfies the following characterization,

\[
\|Z^{(i)}\|_* = \min_{U^{(i)[U^{(j)} \odot j \neq i]}^\top = Z^{(i)}} \frac{1}{2} \left\{ \|U^{(i)}\|_F^2 + \|(U^{(j)})^{\odot j \neq i}\|_F^2 \right\}.
\]

It has been observed that combining graph-based information with a LRTC model enhances the completion accuracy especially when the observed entries are sparse; see [25, 26, 44]. Note that when \( k = 2 \), the problem reduces to a matrix completion problem and the model is equivalent to the graph-regularized model (1.2).

4. Algorithms. In this section, we introduce an alternating minimization (AltMin) algorithm and an ADMM algorithm for solving the LRTC problem (3.1).
4.1. Alternating minimization. To minimize the objective function of (3.1), defined on the product space of tensor factors $\mathbb{R}^{m_1 \times R} \times \cdots \times \mathbb{R}^{m_k \times R}$, alternating minimization (also referred to as block coordinate descent) consists in minimizing the function cyclically over each factor matrix among $(U^{(1)}, \ldots, U^{(k)})$ while keeping the remaining variables fixed at their last updated values.

Let $f(\cdot)$ denote the objective function of (3.1) and $U^{(i)}_t$ denote the $t$-th iterate of $U^{(i)}$ for $t \geq 0$. Let $f^{(i)}_{t+1}$ denote the objective function of the subproblem in $U^{(i)}$ as follows:

$$f^{(i)}_{t+1}(U^{(i)}) = f(U^{(1)}_{t+1}, \ldots, U^{(i-1)}_{t+1}, U^{(i)}_t, U^{(i+1)}_{t+1}, \ldots, U^{(k)}_{t+1}).$$

### Algorithm 4.1 Alternating minimization

**Input:** Data (known on $\Omega$) $\mathcal{P}_\Omega(T) \in \mathbb{R}^{m_1 \times \cdots \times m_k}$, observed set $\Omega$. Objective function $f$

**Output:** $(U^{(i)})_{i=1,\ldots,k}$

1. Initialization: $U^{(1)}_0, \ldots, U^{(k)}_0$
2. for $t = 0, 1, 2, \ldots$
3. if stopping criterion is satisfied then
4. return;
5. end if
6. for $i = 1, \ldots, k$ do
7. $U^{(i)}_{t+1} = \arg \min_{U \in \mathbb{R}^{m_i \times R}} f^{(i)}_{t+1}(U)$
8. end for
9. end for

During the $(t+1)$-th iteration and for $i \in [k]$, subproblem (4.1) has the following expression:

$$\min_{U^{(i)} \in \mathbb{R}^{m_i \times R}} \frac{1}{2} \| \mathcal{P}_{\Omega^{(i)}}(T^{(i)}_t) - U^{(i)} [(U^{(j)} \odot j \neq i)^\top] \|_F^2 + \frac{\lambda_i}{2} \langle U^{(i)} U^{(i)} \top, L^{(i)} \rangle + \sum_{j=1}^{k} \frac{\lambda_j}{2} \| (U^{(n)} \odot n \neq j) \|_F^2,$$

where $\Omega^{(i)}$ is the set of 2-dimensional indices, in the form of $(\ell_i, r_i) \in \Omega^{(i)}$, corresponding to $(\ell_1, \ldots, \ell_k) \in \Omega$ with respect to the tensor matricization (Definition 2.3). The one-to-one map satisfies (2.2).

Due to the graph Laplacian-based regularization term, the major challenge in solving (3.1) by the alternating minimization procedure is the structure of each subproblem, which is different from those of an unregularized tensor decomposition problem. We explain this in detail as follows. For clarity and practical reasons, we show this by first converting the matrix variable $U^{(i)}$ into its vectorization $x := \text{vec}(U^{(i)} \top) \in \mathbb{R}^{m_i R}$ and then studying $g^{(i)}(x) := f^{(i)}_{t+1}(U^{(i)}_t)$. The function $g$ is a quadratic function of the following form,

$$g^{(i)}(x) := \frac{1}{2} x \top M^{(i)} x - \text{vec}(Q^{(i)}) \top x, \quad x \in \mathbb{R}^{m_i R}.$$
where

\[
\begin{align*}
M^{(i)} &= A^{(i)} + \lambda_i L^{(i)} \otimes I_R + I_{m_i} \otimes C^{(i)} \in \mathbb{R}^{m_i R \times m_i R}, \\
Q^{(i)} &= (P_{\Omega^{(i)}} T^{(i)})(U^{(j)})^{\circ j \neq i} \in \mathbb{R}^{m_i \times R}.
\end{align*}
\]

The components \(A^{(i)}\) and \(C^{(i)}\) in (4.4a) are defined and computed as follows: Let \(A^{(i)} \in \mathbb{R}^{m_i R \times m_i R}\) be the matrix of the following quadratic form \(x^T A^{(i)} x := \|P_{\Omega}(U^{(i)}((U^{(j)})^{\circ j \neq i})^T)\|_F^2\) in \(x := \text{vec}(U^{(i)})\). We have

\[
\frac{1}{2} \|P_{\Omega^{(i)}} (U^{(i)}[(U^{(j)})^{\circ j \neq i}]^T)\|_F^2 = \frac{1}{2} (U^{(i)} U^{(-i)^T}, P_{\Omega^{(i)}} (U^{(i)} U^{(-i)^T}))
\]

(4.5)

\[
\frac{1}{2} \text{Tr}(U^{(-i)} U^{(i)^T} P_{\Omega^{(i)}} (U^{(i)} U^{(-i)^T})) = \frac{1}{2} \sum_{s=1}^{m_i} U^{(-i)} U^{s,:}^T P_{\Omega^{(i)}} (U^{s,:} U^{(-i)^T})
\]

(4.6)

\[
\frac{1}{2} \sum_{s=1}^{m_i} U^{s,:} U^{(-i)^T} P_{\Omega^{(i)}} (U^{(i)^T}) U^{s,:} = \frac{1}{2} \sum_{s=1}^{m_i} U^{s,:} \sum_{\ell \in \Omega_s^{(i)}} (d_{\ell,:}^{(i)})^T d_{\ell,:}^{(i)} U^{s,:}
\]

where \(U^{s,:}\) denotes the \(s\)-th row of \(U^{(i)}\), \(U^{(-i)}\) denotes \((U^{(j)})^{\circ j \neq i} \in \mathbb{R}^{m_{(-i)} \times R}\) and \(m_{(-i)}\) denotes the number \(\prod_{j \neq i} m_j\) for brevity. The equation (4.6) holds under the following convention: the projection \(P_{\Omega^{(i)}}\) (defined on \(\mathbb{R}^{m_{(-i)}}\) by default) applies to each of the columns of \(U^{(-i)}\), which has the effect of projecting any row of \(U^{(-i)}\) with index \(\ell \notin \Omega_s^{(i)}\) to a row of zeros. Therefore, \(A^{(i)} \in \mathbb{R}^{m_i R \times m_i R}\) is a block diagonal matrix with \(m_i\) diagonal blocks and each block has the form

\[
A^{(i)}_s = \sum_{\ell \in \Omega_s^{(i)}} (d_{\ell,:}^{(i)})^T d_{\ell,:}^{(i)}
\]

(4.7)

where \(\Omega_s^{(i)} = \{\ell : (s, \ell) \in \Omega^{(i)}\}\) and \(d_{\ell,:}\) is the \(\ell\)-th row of \((U^{(j)})^{\circ j \neq i}\).

The component \(I_{m_i} \otimes C^{(i)}\) denotes the matrix related to the quadratic form

\[
q(U^{(i)}) := \sum_{j \neq i} \lambda_j \|(U^{(n)})^{\circ n \neq j}\|_F^2
\]

in (4.2). Now we verify that

\[
C^{(i)} = \sum_{j=1}^{k} \lambda_j \text{diag}\left[\|U^{(-i,j)}\|_\ell R \|_{\ell = 1, \ldots, R}\right] \in \mathbb{R}^{R \times R},
\]

(4.9)

where \(U^{(-i,j)} := (U^{(n)})^{\circ n \neq i,j}\) denotes the Khatri-Rao product of \(U^{(n)}\)'s excluding \(U^{(i)}\) and \(U^{(j)}\). Indeed, the function (4.8) writes

\[
q(U^{(i)}) = \sum_{j \neq i} \lambda_j \sum_{\ell=1}^{R} \|U^{(-i,j)}_{\ell,:}\|_2 \|U^{(i)}_{\ell,:}\|_2 = \sum_{j \neq i} \lambda_j \sum_{\ell=1}^{R} \|U^{(-i,j)}_{\ell,:}\|_2 \text{Tr}(U^{(i)}_{\ell,:} U^{(i)}_{\ell,:}^T)
\]

(4.10)

\[
= \sum_{j \neq i} \lambda_j \text{Tr}(U^{(i)} C^{(i,j)} U^{(i)^T}) = \text{Tr}[U^{(i)} \sum_{j \neq i} \lambda_j C^{(i,j)} U^{(i)^T}].
\]
By recalling that $\text{Tr}(X^T C X) = \text{vec}(X)^T (I \otimes C) \text{vec}(X)$, the formula (4.9) of $C^{(i)}$ yields the identification $q(U^{(i)}) = x^T(I_{m_i} \otimes C^{(i)})x$, with $x = \text{vec}(U^{(i)^T})$.

The function $g^{(i)}$ in (4.3), and equivalently $f_{t+1}^{(i)}$ of (4.2), is strongly convex (see Theorem 5.7 point 2) provided that $\lambda_n > 0$ for $n = 1, \ldots, k$. As a consequence, the update step (4.2) consists of finding the graph-regularized least squares solution

\begin{equation}
M^{(i)} x^* = \text{vec}(Q^{(i)}).
\end{equation}

Note that the main computational challenge in finding the least-squares solution (4.11) is the presence of graph Laplacian-based regularization terms in (4.3). The similar difficulty can be found in the graph-regularized least squares problem in [48]. More precisely, the matrix $M^{(i)} \in \mathbb{R}^{m_i R \times m_i R}$ in (4.3) is not block diagonal because of the component $L^{(i)} \otimes I_R$. Therefore, the least squares problem with (4.3) cannot be decomposed into $m_i$ separable least squares problems in $\mathbb{R}^R$. In the next subsection, we use linear CG to solve each subproblem with respect to its vectorized form. We also consider (in Section 4.3) an alternating direction method of multipliers (ADMM) as an alternative way to address the difficulty with these nonseparable least squares problems.

The stopping criterion in Algorithm 4.1 (line 3) is satisfied if either of the following conditions is satisfied: (i) the wall time used for producing the latest iterate is larger than a time budget parameter $\tau_{\text{max}}$ (which is potentially set to $\infty$); (ii) the progress of the iterate $(U^{(i)}_t)_{t=1,\ldots,k}$, measured by a heuristic difference function $\Delta_t$, is smaller than a (global) tolerance parameter $\epsilon$. Here we define $\Delta_t$ as follows,

\begin{equation}
\Delta_t := |E(U_t; \Omega_{tr}) - E(U_{t-1}; \Omega_{tr})|,
\end{equation}

where $E(U; \Omega_{tr}) := \frac{\|P_{\Omega_{tr}}(U^{(1)}_t,\ldots,U^{(k)}_t)^T\|_F}{\|P_{\Omega_{tr}}(I)^T\|_F}$ is the relative error restricted to the index set $\Omega_{tr} \subset \left[m_1\right] \times \cdots \times \left[m_k\right]$ of the revealed entries.$^2$

In the following subsections, we consider linear CG for solving the high-dimensional least-squares problem (4.3).

4.2. The linear CG solver. Algorithm 4.2 shows an instance of AltMin using linear CG as the subproblem solver. Detailed steps for the linear CG algorithm are given in Algorithm 4.3.

Note that $M^{(i)}$ has a special form which contains Kronecker products and its size is very large, hence we compute it in a more efficient way by a special Hessian-vector multiplication in the CG method. By the relation $(B^T \otimes A) \text{vec}(X) = \text{vec}(AXB)$, it follows that

\begin{align*}
(L^{(i)} \otimes I_R)x &= \text{vec}(U^{(i)^T}L^{(i)}), \\
(I_{m_i} \otimes C^{(i)})x &= \text{vec}(C^{(i)}U^{(i)^T}),
\end{align*}

where $x = \text{vec}(U^{(i)^T})$. Thus the Hessian-vector multiplication can be implemented by a series of matrix multiplications as follows

\begin{equation}
M^{(i)}x = \text{vec}(\lambda_i U^{(i)^T}L^{(i)} + C^{(i)}U^{(i)^T}) + A^{(i)}x.
\end{equation}

$^2$The subscript “tr”, indicating the “training set”, refers to the revealed entries.
Algorithm 4.2 AltMin-CG for solving (3.1)

**Input:** Observed tensor $\mathcal{P}_\Omega(\mathcal{T})$, graph Laplacian $\text{Lap}^{(1)}, \ldots, \text{Lap}^{(k)}$, observed set $\Omega$, parameters $\lambda_1, \ldots, \lambda_k$ and $\lambda_L$

**Output:** $(U_l^{(i)})_{i=1,\ldots,k}$

1: Initialization: $U_0^{(1)}, \ldots, U_0^{(k)}$
2: for $t = 0, 1, 2, \ldots$ do
3: if stopping criterion is satisfied then
4: return;
5: end if
6: for $i = 1, \ldots, k$ do
7: Compute: $C^{(i)}, Q^{(i)}$ defined in (4.9), (4.4b) and $(U^{(j)})^{\otimes j\neq i}$
8: $x_{i+1}^{(i)} := \arg\min_{x} g^{(i)}(x)$ by Algorithm 4.3
9: $U_{l+1}^{(i)} = \text{unvec}(x_{i+1}^{(i)})$
10: end for
11: end for

Define vec($N^{(i)}$) = $A^{(i)}x$ with $n_{i,j}^{(i)} = A_j^{(i)}(u_{j,:}^{(i)})^\top$. Note that since $m_i$ can be very large in practice and motivated by [48], $A_j^{(i)}(u_{j,:}^{(i)})^\top$ can be computed in the following way

\begin{equation}
(4.14) \quad n_{i,j}^{(i)} = A_j^{(i)}(u_{j,:}^{(i)})^\top = \sum_{\ell \in \Omega_j^{(i)}} d_{\ell,:}(u_{j,:}^{(i)})^\top d_{\ell,:}^\top.
\end{equation}

Details to compute the Hessian-vector product in the CG method are listed in Algorithm 4.4.

**Computational cost of AltMin-CG.** The computational cost for each alternating step (4.2) corresponds to the procedure required by line 7–line 9 of Algorithm 4.2.

The cost of forming $(U^{(j)})^{\otimes j\neq i}$ is $O(\frac{\rho m_i}{\rho m_i})$, where $\rho$ denotes the sampling rate. The cost of computing $Q^{(i)}$ in (4.4b) is $O(|\Omega| R)$ with access to $(U^{(j)})^{\otimes j\neq i}$. The cost of forming $C^{(i)}$ in (4.9) is $O(\frac{|\Omega| R}{\rho m_i m_i})$.

The major cost in Algorithm 4.2 corresponds to line 8, which involves (inner) iterations of the linear CG. The total cost of line 8 is $n_{\text{CG}}$ times the per-iteration cost of the linear CG algorithm (Algorithm 4.3), where $n_{\text{CG}}$ denotes the number of iterations required by the CG solver (Algorithm 4.3) for producing $x_{i+1}^{(i)}$. The per-iteration cost of Algorithm 4.3 is mainly composed of the following components.

- Cost of computing $A^{(i)}x$: $O(|\Omega| R)$, since the cost of computing $A_j^{(i)}(u_{j,:}^{(i)})^\top$ in (4.14) is $O(|\Omega_j^{(i)}| R)$ for $j = 1, \ldots, m_i$ and $\sum_{j=1,\ldots,m_i} |\Omega_j^{(i)}| = |\Omega|$;
- Cost of computing $(L^{(i)} \otimes I_R)x$: $O(\text{nnz}(L^{(i)}) R)$;
- Cost of computing $(I_{m_i} \otimes C^{(i)})x$: $O(m_i R)$.

Overall, the cost of computing the Hessian-vector multiplication $M^{(i)}x$ is

\[ O(\text{nnz}(L^{(i)}) R + |\Omega| R). \]
Algorithm 4.3 Linear CG for solving min $g^{(i)}(x)$ defined in (4.3)

**Input:** $M^{(i)} \in \mathbb{R}^{m_i \times m_i \times R}$, $Q^{(i)} \in \mathbb{R}^{m_i \times R}$, initial point $x_0 \in \mathbb{R}^{m_i R}$, accuracy parameter $\epsilon$, iteration budget $T_{\text{max}}$

**Output:** $x^* \in \mathbb{R}^{m_i R}$

1: $r_0 = \text{vec}(Q^{(i)}) - M^{(i)}x_0$
2: for $t = 0, \ldots, T_{\text{max}}$ do
3: \hspace{1em} Compute: $\|r_t\|$\hfill
4: \hspace{1em} if $\|r_t\| \leq \epsilon \|r_0\|$ then
5: \hspace{2em} Break\hfill
6: \hspace{1em} end if\hfill
7: \hspace{1em} if $t = 0$ then
8: \hspace{2em} $p_1 = r_0$
9: \hspace{1em} else
10: \hspace{3em} $p_{t+1} = r_t + \frac{\|r_t\|^2}{\|r_{t-1}\|^2} p_t$
11: \hspace{1em} end if\hfill
12: Compute: $v_{t+1} = M^{(i)}p_{t+1}$ \hfill # see Algorithm 4.4
13: Compute: $\alpha = \frac{\|r_t\|^2}{p_{t+1}^\top v_{t+1}}$
14: Compute: $x_{t+1} = x_t + \alpha p_{t+1}$. $r_{t+1} = r_t - \alpha v_{t+1}$
15: end for
16: return $x^* = x_t$.

Algorithm 4.4 Hessian-vector multiplication $M^{(i)}x$ in the CG method

**Input:** $L^{(i)} \in \mathbb{R}^{m_i \times m_i}$, $\Omega_j^{(i)} \in \mathbb{R}^{R \times R}$, $C^{(i)} \in \mathbb{R}^{m_i \times R}$, $D^{(i)} = (U^{(i)})_{\bigcap \neq i} \in \mathbb{R}^{m_{-i} \times R}$, $x := \text{vec}(U^{(i)\top}) \in \mathbb{R}^{m_i R}$, $\lambda_i \geq 0$.

**Output:** $M^{(i)}x$

1: for $i = 1, \ldots, k$ do
2: \hspace{1em} $X = \text{unvec}(x) \in \mathbb{R}^{R \times m_i}$
3: \hspace{1em} Compute: $n_{i,j}^{(i)} = \sum_{\ell \in \Omega_j^{(i)}} (d_{\ell,j}, x_{\ell,j})d_{\ell,j}^\top$
4: \hspace{1em} Compute: $M^{(i)}x = \text{vec}(C^{(i)}X + \lambda_i XL^{(i)}) + \text{vec}(N^{(i)})$ defined in (4.13)
5: end for

Therefore, the dominant term in the per-iteration cost of Algorithm 4.2 is

\begin{equation}
\tag{4.15}
n_{\text{CG}}O(mnz(L^{(i)})R + |\Omega|R).
\end{equation}

**Discussion.** Alternating minimization (AltMin) methods have been applied to various low-rank tensor completion problems [37, 39, 40, 59] and are known for many advantages. AltMin is a desirable choice for the graph-regularized tensor decomposition problem (3.1) for the following reasons:

(i) It is easy to implement as there is no need to tune optimization parameters like step sizes; (ii) Each of the subproblems (4.2) is convex and easy to solve. In fact, we have shown in the previous subsection that each subproblem is equivalent to a least-squares problem in the $m_i R$-dimensional
vector space; and (iii) global convergence properties of alternating minimization methods in matrix and tensor decomposition-related problems are also well known.

4.3. ADMM. Besides the AltMin-CG method, we also consider ADMM to solve the LRTC problem (3.1). ADMM becomes a very popular approach to solving a broad variety of optimization problems in signal, image processing and sparse representation problems [2, 9, 27]. The advantage of ADMM is decomposing complex optimization problems into sequences of simpler subproblems and handling of the coupling constraint by a dual multiplier. In [38], it has been illustrated that ADMM is superior over alternating least squares in terms of both reconstruction efficiency and accuracy. Furthermore, if the objective function is strongly convex and Lipschitz continuous, then linear convergence of ADMM can be achieved with a good choice of parameters [9].

We introduce $B^{(i)}$ as an auxiliary variable that equals $U^{(i)}$ to decouple the whole regularizer terms in problem (3.1) as follows

$$
\min_{U^{(1)}, \ldots, U^{(k)}} \frac{1}{2} \|P_T(U^{(1)}, \ldots, U^{(k)})\|_F^2 + \sum_{i=1}^{k} \frac{\lambda_i}{2} (B^{(i)} U^{(i)})^T L^{(i)} + \sum_{i=1}^{k} \frac{\lambda_i}{2} \|L^{(i)}\|_F^2,
$$

subject to $U^{(i)} = B^{(i)}, i = 1, \ldots, k$.  

Then the augmented Lagrangian for the above optimization problem (4.16) is

$$
\mathcal{L}_\eta(U, B, Y) = f(U, B) + \sum_{i=1}^{k} \eta (Y^{(i)} - U^{(i)}) + \sum_{i=1}^{k} \frac{\eta}{2} \|B^{(i)} - U^{(i)}\|_F^2,
$$

where $f(U, B)$ denotes the objective function of (4.16) and $Y^{(i)} \in \mathbb{R}^{m_i \times R}$ is the matrix of Lagrange multiplier and $\eta > 0$ is a penalty parameter. Then apply the ADMM iterative scheme successively to minimize $\mathcal{L}_\eta$ over $\{U^{(1)}, \ldots, U^{(k)}\}$ and $\{B^{(1)}, \ldots, B^{(k)}\}$ as follows

(4.18) $\{U^{(1)}_{t+1}, \ldots, U^{(k)}_{t+1}\} = \arg \min_{\{U^{(i)}\}_{i=1}^{k}} \mathcal{L}_\eta(U^{(1)}, \ldots, U^{(k)}, B^{(1)}_t, \ldots, B^{(k)}_t, Y^{(1)}_t, \ldots, Y^{(k)}_t)$

(4.19) $\{B^{(1)}_{t+1}, \ldots, B^{(k)}_{t+1}\} = \arg \min_{\{B^{(i)}\}_{i=1}^{k}} \mathcal{L}_\eta(U^{(1)}_{t+1}, \ldots, U^{(k)}_{t+1}, B^{(1)}_{t+1}, \ldots, B^{(k)}_{t+1}, Y^{(1)}_t, \ldots, Y^{(k)}_t)$

(4.20) $Y^{(i)}_{t+1} = Y^{(i)}_t + \eta (B^{(i)}_{t+1} - U^{(i)}_{t+1}), \quad i = 1, \ldots, k$.

Updating $\{U^{(1)}_{t+1}, \ldots, U^{(k)}_{t+1}\}$: The optimization problem (4.18) can be rewritten as follows when updating $\{U^{(1)}_{t+1}, \ldots, U^{(k)}_{t+1}\}$

(4.21)

$$
\min_{U^{(1)}, \ldots, U^{(k)}} \frac{1}{2} \|P_T(U^{(1)}, \ldots, U^{(k)})\|_F^2 + \sum_{i=1}^{k} \frac{\lambda_i}{2} \|L^{(i)}\|_F^2 + \sum_{i=1}^{k} \frac{\eta_i}{2} \|U^{(i)} - B^{(i)} - (1/\eta_i) Y^{(i)}_t\|_F^2.
$$

We apply the alternating minimization method to update each $U^{(i)}$ for $i = 1, \ldots, k$, while fixing the other variables. Then problem (4.21) becomes a quadratic optimization problem. For convenience, we ignore the subscript in the fixed $U^{(j)}$ for $j \neq i$, and the resulting subproblem with respect to $U^{(i)}$ is
In this section, we will show the global convergence of iterates of Algorithm (AltMin-CG) to a critical point. We analyze the computational cost for each alternating step of the augmented Lagrangian step (ADMM) is formulated as

\[
\min_{U^{(i)}} \frac{1}{2} \| P_{\Omega^{(i)}} (T^{(i)} - U^{(i)} [ (U^{(j)})^{\otimes j \neq i}]^T ) \|_F^2 + \sum_{j=1}^{k} \frac{\lambda_j}{2} \| (U^{(n)})^{\otimes n \neq j} \|_F^2 + \frac{\eta_t}{2} \| U^{(i)} - B^{(i)}_t - \frac{Y^{(i)}_t}{\eta_t} \|^2_F,
\]

which is separable by rows of \( U^{(i)} \). Thus, each row of the new iterate \( U^{(i)}_{t+1} \) is the solution to the following linear equation in \( \mathbb{R}^R \),

\[
(A^{(i)}_j + \eta_t R + C^{(i)})(U^{(i)}_{j, t})^T = [(P_{\Omega^{(i)}} T^{(i)})(U^{(j)})^{\otimes j \neq i} + \eta_t B^{(j)}_t + Y^{(i)}_t]_{j, t}^T,
\]

where \( A^{(i)}_j \) and \( C^{(i)} \) are defined in (4.7) and (4.9) respectively, for \( j = 1, \ldots, m_i \).

**Updating \( \{B^{(i)}_t, \ldots, B^{(k)}_{t+1}\} \):** By alternating minimization method, the optimization problem (4.19) can be reformulated as follows when updating the variables \( \{B^{(i)}_t, \ldots, B^{(k)}_{t+1}\} \),

\[
\min_{B^{(i)}} \frac{\lambda_i}{2} (B^{(i)} B^{(i)}^T, L^{(i)}) + \frac{\eta_t}{2} \| U^{(i)}_{t+1} - B^{(i)} - (1/\eta_t) Y^{(i)}_t \|^2_F,
\]

which boils down to solving

\[
(\eta_t I_{m_i} + \lambda_i L^{(i)}) B^{(i)} = \eta_t U^{(i)}_{t+1} - Y^{(i)}_t.
\]

Followed by the above standard procedure of ADMM, it concludes in Algorithm 4.5. Here we adopt the CG method combined with the Hessian-vector product defined in the previous subsection to update \( B^{(i)}_{t+1} \) in (4.25) (also corresponding to line 10 of Algorithm 4.5). The iterate \( U^{(i)}_{t+1} \) in (4.23) is updated by rows, therefore a simple CG solver is used.

**Computational cost of ADMM.** We analyze the computational cost for each alternating step of the augmented Lagrangian step (4.17) corresponding to the procedure required by line 6–line 12 of Algorithm 4.5. The costs of forming \( (U^{(j)})^{\otimes j \neq i} \), \( C^{(i)} \) and \( Q^{(i)} \) are computed in the complexity analysis part of Section 4.2. Let \( n_{ADMM} \) denote the maximal number of iterations required for solving the linear equations (4.23) and (4.25). Then the dominant costs are \( n_{ADMM} O(m_i R + |\Omega| R) \) and \( n_{ADMM} O(nnz(L^{(i)}) R) \) respectively. Therefore, the total complexity of Algorithm 4.5 (ADMM) is \( n_{ADMM} O(nnz(L^{(i)}) R + |\Omega| R) \), which is of the same order as Algorithm 4.2 (AltMin-CG).

5. Convergence analysis. In this section, we will show the global convergence of iterates \( \{U^{(1)}, \ldots, U^{(k)}\} \) generated by Algorithm 4.2 (AltMin-CG) to a critical point.

5.1. Preliminaries. The following definitions and lemmas are used for the convergence analysis in the next subsection.

**Definition 5.1.** [52][4, Definition 1] Let \( f : \mathbb{R}^m \mapsto \mathbb{R} \cup \{ +\infty \} \) be proper and lower semicontinuous.

1) The domain of \( f \) is defined and denoted by \( \text{dom} f := \{ x \in \mathbb{R}^m : f(x) < +\infty \} \).

2) For each \( x \in \text{dom} f \), the Fréchet subdifferential of \( f \) at \( x \), denoted as \( \partial f(x) \), is

\[
\partial f(x) = \left\{ \xi \in \mathbb{R}^m : \liminf_{y \to x} \frac{f(y) - f(x) - \langle \xi, y - x \rangle}{\|y - x\|} \geq 0 \right\}.
\]
Algorithm 4.5 ADMM for problem (3.1)

**Input:** Observed tensor $P_{\Omega(T)}$, graph Laplacian $\text{Lap}^{(1)}, \ldots, \text{Lap}^{(k)}$, observed set $\Omega$, parameters $\lambda_1, \ldots, \lambda_k$ and $\lambda_L$

**Output:** $(U_t^{(i)})_{i=1, \ldots, k}$

1: Initialization: $U_0^{(1)}, \ldots, U_0^{(k)}, \eta_0$
2: for $t = 0, 1, 2, \ldots,$ do
3: if stopping criterion is satisfied then
4: return;
5: end if
6: for $i = 1, \ldots, k$ do
7: for $j = 1, \ldots, m_i$ do
8: Update the $j$-th row of $U_t^{(i)}$ by (4.23)
9: end for
10: Update $B_t^{(i)}$ by (4.25)
11: $Y_t^{(i)} = Y_t^{(i)} + \eta_t^{(i)}(B_t^{(i)} - U_t^{(i)})$
12: end for
13: Update $\eta_{t+1} = \gamma \eta_t$
14: end for

If $x \notin \text{dom} f$, then $\partial f(x) = \emptyset$.

3) The limiting subdifferential of $f$ at $x \in \text{dom} f$, denoted as $\partial f(x)$, is defined as follows [43]

\[
\partial f(x) := \{\xi^* \in \mathbb{R}^m : \exists (x_n)_{n \geq 0}, x_n \rightarrow x, f(x_n) \rightarrow f(x), \text{s.t. } \exists \xi_n \in \partial f(x_n), \xi_n \rightarrow \xi^*\}.
\]

**Definition 5.2 (KŁ function).** [59, Definition 2.5] A function $f(x)$ satisfies the Kurdyka-Łojasiewicz (KŁ) property at point $\bar{x} \in \text{dom}(\partial f)$ if, in a certain neighborhood $U$ of $\bar{x}$, there exists $\psi(s) = cs^{1-\theta}$ for some $c > 0$ and $\theta \in [0, 1)$ such that the KŁ inequality below holds:

\[
\psi'(f(x) - f(x^*)) \text{dist}(0, \partial f(x)) \geq 1, \text{ for any } x \in U \cap \text{dom}(\partial f) \text{ and } f(x) \neq f(x^*),
\]

where $\text{dom}(\partial f) = \{x : \partial f(x) \neq \emptyset\}$ and $\text{dist}(0, \partial f(x)) = \min\{\|y\| : y \in \partial f(x)\}$.

If $f$ satisfies the KŁ property at each point of $\text{dom}(f)$, $f$ is called a KŁ function.

**Definition 5.3 (Strong convexity).** A differentiable function $f : \text{dom} f \mapsto \mathbb{R}$ is strongly convex if and only if

\[
f(y) \geq f(x) + \langle \nabla f(x), y - x \rangle + \frac{\mu}{2} \|y - x\|^2
\]

holds for some $\mu > 0$ and all $x, y \in \text{dom} f$.

**Definition 5.4 (Coercivity).** A real-valued function $f : \mathbb{R}^m \mapsto \mathbb{R}$ is called coercive if and only if

\[
f(x) \rightarrow +\infty \quad \text{as} \quad \|x\| \rightarrow +\infty.
\]
The following two lemmas follow directly from Theorem 2.8 and Theorem 2.9 of [59] and are used for proving the convergence of the proposed alternating minimization method.

**Lemma 5.5.** Assume \( f \) satisfies the KL property and \( \nabla f \) is Lipschitz continuous on any bounded subset of its domain. Let \((U_0^{(1)}, \ldots, U_0^{(k)})\) be any initialization and \((U_1^{(1)}, \ldots, U_1^{(k)})\) be the sequence generated by Algorithm 4.1, where each subproblem \( f_i^{(i)}(U^{(i)}) \) (line 7 of Algorithm 4.1) is strongly convex and is solved exactly. If the sequence \((U_1^{(1)}, \ldots, U_1^{(k)})\) is bounded and there exists a finite limit point \((U^*_1, \ldots, U^*_k)\), then it converges to \((U^*_1, \ldots, U^*_k)\), which is a critical point of \( f \).

The convergence rate of the sequence is as follows.

**Lemma 5.6.** Assume \( \nabla f \) is Lipschitz continuous on any bounded set and suppose that \( U_t^{(i)} \) converges to a critical point \( U^*_i \) for \( i = 1, \ldots, k \), at which \( f \) satisfies the KL inequality with \( \psi(s) = cs^{1-\theta} \) for \( c > 0 \) and \( \theta \in [0, 1) \). We have:

1. If \( \theta = 0 \), \( U_t^{(i)} \) converges to \( U^*_i \) in a finite number of iterations;
2. If \( \theta \in (0, \frac{1}{2}] \), \( \|U_t^{(i)} - U^*_i\| \leq \beta \tau^t, \forall t \geq t_0 \) for certain \( t_0 > 0, \beta > 0, \tau \in [0, 1) \);
3. If \( \theta \in (\frac{1}{2}, 1) \), \( \|U_t^{(i)} - U^*_i\| \leq \beta (1-\theta)/(2\theta-1) \tau^t, \forall t \geq t_0 \) for certain \( t_0 > 0, \beta > 0 \).

Part 1, 2 and 3 correspond to finite convergence, linear convergence, and sublinear convergence, respectively.

**5.2. Convergence properties of AltMin.** We show that the iterates generated by Algorithm 4.1 (AltMin) converge to a stationary point in the following theorem. Note that this theorem applies to Algorithm 4.2 (AltMin-CG), provided that the updated iterate of each of the subproblems (line 8 in Algorithm 4.2) is the exact minimizer of the corresponding (graph-regularized) least-squares problem. In practice, this requires setting a sufficiently low tolerance parameter \( \epsilon \) for the subproblem solver (Algorithm 4.3).

**Theorem 5.7.** The iterates \((U_t^{(1)}, \ldots, U_t^{(k)})\) generated by Algorithm 4.1 (AltMin) from any initialization converge globally to a critical point of \( f \) in (3.1). Moreover, linear convergence and sublinear convergence in parts 2 and 3 of Lemma 5.6 apply depending on \( \theta \) in KL property of \( f \).

**Proof.** According to Lemma 5.5, we need to check whether all the assumptions satisfied.

1) Function \( f \) in (3.1) is a KL function with \( \theta \in [1/2, 1) \) as it is a combination of polynomials which are one kind of real analytic functions (see [34, Definition 1.1.5]). The real analytic function itself and the finite sum or product of real analytic functions are KL functions, see [4, section 4] and [59, section 2.2].

2) Gradient \( \nabla f \) is Lipschitz continuous on any bounded subset of domain since \( f \) is a \( C^\infty \) function.

3) For \( i = 1, \ldots, k \), \( f_i^{(i)} \) in (4.2) is strongly convex by Definition 5.3 since \( L^{(i)} \) in (3.2) is positive definite. Therefore, the quadratic form \( g^{(i)} \) of the subproblems (4.3) is strongly convex through the identification \( g^{(i)}(\text{vec}(U^{(i)})) = f^{(i)}(U^{(i)}) \). Moreover, the solution for each \( g^{(i)} \) corresponds to the exact minimizer.

4) Notice that since \( f \) is coercive as defined in Definition 5.4 and real analytic, it is guaranteed to produce a bounded sequence \((U_1^{(1)}, \ldots, U_1^{(k)})\), thus it has a critical point \((U^*_1, \ldots, U^*_k)\).

Lemma 5.5 then implies that the sequence generated by Algorithm 4.2 from any initial point converges to a critical point \((U^*_1, \ldots, U^*_k)\) of \( f \). Moreover, the asymptotic convergence rates in
In this section, we carry out some numerical experiments to demonstrate the working of our proposed algorithms Algorithm 4.2 (AltMin-CG) and Algorithm 4.5 (ADMM) on the LRTC model (3.1) with $k = 3$. All numerical experiments were performed on a Macbook Pro with a 2.3 GHz Intel Core i7 CPU, 16GB RAM and MATLAB R2015a with Tensor Toolbox version 2.5 [5]. The source code is made available online.\(^3\)

We focus on the following two tasks:

1. To test and verify the effect of the graph Laplacian-based regularizer in our model (3.1), we compare the recovery quality of solutions given by the graph-regularized tensor completion model with two graph-agnostic tensor completion models.

2. To validate the effectiveness and efficiency of the proposed methods Algorithm 4.2 and Algorithm 4.5 when applied to solving model 3.1, we compare with other baseline methods on both synthetic data and real data.

In our experiments, we evaluate the quality of a tensor approximation with the following error functions, for a given index set $\Omega'$ that contains only the known entries of $T^*$: (i) the relative error (RE) of the tensor candidate $\hat{T} = [U^{(1)}, \cdots, U^{(k)}]$ against $T^*$ on $\Omega'$ in the Frobenius norm, and (ii) the root mean squared error (RMSE) of $T$ restricted on $\Omega'$. The training and test RMSEs refer to the RMSE on the training and test set respectively.

**Initialization.** We initialize both our proposed methods and other methods with a point $U_0 \in \mathbb{R}^{m_1 \times R} \times \mathbb{R}^{m_2 \times R} \times \mathbb{R}^{m_3 \times R}$ where each factor matrix $U_i^{(l)}$ is a Gaussian matrix such that $[U_i^{(l)}]_{1r} \sim \mathcal{N}(0, 1)$.

**Experimental methodology.** Based on a ground truth tensor $T \in \mathbb{R}^{m_1 \times m_2 \times m_3}$ and for a fixed sampling rate $\rho$, we generate $N_{\text{test}}$ training instances $(\Omega_\ell)_{\ell=1, \ldots, N_{\text{test}}}$ under the same sampling rate $\rho$. For each training instance $(T, \Omega_\ell)$, $N_{\text{init}}$ initial points $(U_0, (\ell, j))$, for $j = 1, \ldots, N_{\text{init}}$, are generated. Let $\hat{T}(U_0, (\ell, j); \Omega_\ell)$ denote the solution of the $j$-th test based on the training instance $(T, \Omega_\ell)$ with the initial point $U_0, (\ell, j)$, and $E(\hat{T})$ the error (e.g., RE, RMSE) of the candidate tensor $\hat{T}$ w.r.t. $T$. Then each method is evaluated by the following score

\[
\text{Err} = \frac{1}{N_{\text{test}}N_{\text{init}} \sum_{\ell=1}^{N_{\text{test}}} \sum_{j=1}^{N_{\text{init}}}} E(\hat{T}(U_0, (\ell, j); \Omega_\ell)).
\]

In all experiments we select $N_{\text{test}} = 5$ and $N_{\text{init}} = 10$.

**Parameter selection.** In all experiments, the problem-related parameters $(\lambda_1, \lambda_L)$ in (3.1)–(3.2) are generated randomly with the uniform distribution in the log scale. Then the parameter is chosen among all generated parameter settings through $K$-fold cross validation (for $K = 3$).

### 6.1. Graph-regularized and graph-agnostic tensor completion models

In this subsection, we conduct tests to compare the graph-regularized tensor completion model with graph-agnostic models. Hereafter, we refer to our graph-regularized tensor completion model (3.1) as GREG-TC, when $\lambda_1$ and $\lambda_L$ are nonzero. The model (3.1) is referred to as NUCLR-REG-TC when the problem parameter for the graph Laplacian-based regularization term is reduced to zero, i.e., $\lambda_L = 0$, but the

\[^{3}\url{https://gitlab.com/ricky7guanyu/tensor-completion-with-regularization-term.}\]
Table 1
Average recovery accuracies (relative error) of the three models on synthetic data: GREG-TC (with graph Laplacian), NuCLREG-TC (without graph Laplacian), UNREG-TC (no regularizer).

Sample Ratio | Algorithm | GREG-TC | NuCLREG-TC | UNREG-TC
--- | --- | --- | --- | ---
0.3% | AltMin-CG | 0.8198 | 1.0083 | 7.1110
 | ADMM | 0.8246 | 1.0054 | 4.4393
0.5% | AltMin-CG | 0.4418 | 0.9201 | 9.9010
 | ADMM | 0.4486 | 0.9236 | 7.6692
0.7% | AltMin-CG | 0.3106 | 0.7561 | 9.9548
 | ADMM | 0.3000 | 0.7487 | 8.4821
1% | AltMin-CG | 0.1380 | 0.4772 | 13.5740
 | ADMM | 0.1439 | 0.4513 | 10.9230

Experiment on synthetic data with graph information. As our model (3.1) has a graph regularizer term, it is tempting to generate a synthetic low rank tensor $T$ that features some graph information inside.

Here is how we construct such a synthetic tensor. First, we generate the graph Laplacian matrix $\text{Lap}^{(1)} \in \mathbb{R}^{100 \times 100}$ of $U^{(1)}$ which exhibits row-wise similarities by the prototypical graph model "Community" using GSPbox [46]. Let $\text{Lap}^{(1)} = \bar{U} \bar{\Lambda} \bar{U}^\top$ be the eigenvalue value decomposition of a given graph Laplacian matrix. We consider the following tensor model,

$$T = \tilde{A} U^{(1)}, U^{(2)}, U^{(3)} \| + \mathcal{E},$$

where $\tilde{A} = \bar{U} \bar{\Lambda}^{-1}$ and $(U^{(1)}, U^{(2)}, U^{(3)}) \in \mathbb{R}^{m_1 \times R}$ are random matrices whose columns are i.i.d. Gaussian vectors. The tensor $\mathcal{E}$ contains additive noise such that $\mathcal{E}_{i1i2i3} \sim \mathcal{N}(0, \sigma)$, where $\sigma$ is set according to a given signal-to-noise ratio (SNR). In this experiment, we set SNR to 20 dB. The graph information is incorporated in the tensor model as follows. By construction, the first factor matrix belongs to an eigensubspace of a given graph Laplacian matrix with a prescribed order of “preferences” for each of the eigenvectors (here the preferences are given by $(1/\bar{\lambda}_i)_{i=1,\ldots,R}$). Here, the model enables building a tensor where the entries along the first dimension exhibit pairwise similarities according to the connections of the given graph. This model can be seen in the related work on graph-based regularization for matrix completion [47, 21].

We test various sample rates (SR) in $\{0.3\%, 0.5\%, 0.7\%, 1\%\}$. The average relative errors (RE) are listed in Table 1. Figure 1 shows the histogram of $SR = 0.3\%$, and other histograms are put in Figures 9, 10 and 11 in the supplementary material. We see that on this experiment, our GREG-TC model outperforms both other models, for both tested methods.

6.1.1. Real data. Next, we consider experimenting from two real-world datasets. An essential difference between these experiments and the experiments on synthetic data is that there is no ground-
truth similarity graphs associated with the data tensor. While we assume that real life data often present pairwise similarities between its entries, we need to build the graph Laplacians \( \text{Lap}^{(i)} \).

**Experiment on the MovieLens dataset.** We now evaluate the models on a movie rating dataset called MovieLens dataset 100k,\(^4\) which consists of 100,000 movie ratings from 943 users on 1682 movies during a seven-month period from September 19th, 1997 through April 22nd, 1998. Each movie rating in this dataset has a time stamp. Therefore, we obtain a tensor \( T \) of size \( 943 \times 1682 \times 7 \) (i.e., time period is split into 7 parts). We randomly select 80\% of the known ratings as training set.

In this experiment, we construct a movie-wise similarity graph based on the data matrix itself (with missing entries). We compute the graph proximity parameters based on a low-rank approximation of the partially revealed matrix. More precisely, we use a rank-\( r \) approximation of the zero-filled matrix \( M_0 := P_{\Omega}(M^*) \in \mathbb{R}^{m \times n} \) as the features for constructing the graph. Let \((U_0, S_0, V_0)\) denote the \( r \)-SVD of \( M_0 \) and let \( \tilde{M}_0 := U_0 S_0 V_0^T \).

Next, the computation of the graph edge weight parameters based on the given matrix \( M := \tilde{M}_0 \) can be realized using various node proximity methods such as \( K \)-Nearest Neighbors (\( K \)-NN) and \( \varepsilon \)-graph models \([14, 7, 29, 15]\), which boil down to computing a certain distance matrix between the rows (resp. columns) of \( M \). Let \( Z^r(M) \in \mathbb{R}^{m \times m} \) denote the row-wise distance matrix of \( M \) defined as \( Z_{ij}(M) = d(M_i, M_j) \), for \( i,j \in [m] \), where \( d : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R}_+ \) is a distance on the \( n \)-dimensional vector space. Subsequently, we build a Gaussian \( \varepsilon \)-graph by computing the node proximity weights as follows

\[
[W_{\varepsilon}(M)]_{ij} = \exp \left( -\frac{Z_{ij}(M)}{\varepsilon^2} \right), \quad \text{for } i,j \in [m],
\]

where \( \varepsilon \in \mathbb{R} \) is a hyperparameter of the graph model. Furthermore, a sparse graph adjacency matrix is preferable to a dense one from a computational point of view, as the per-iteration cost of the proposed algorithms (e.g. Algorithm 4.2) depends partly on \( \text{nnz}(L^r) \) and \( \text{nnz}(L^c) \). For simplicity, we sparsify the graph adjacency matrix defined in (6.2) with the following thresholding operation

\[
[W_{\varepsilon, \sigma}(M)]_{ij} = 1_{\geq \sigma} \left( \exp \left( -\frac{Z_{ij}(M)}{\varepsilon^2} \right) \right), \quad \text{for } i,j \in [m],
\]

---

\(^4\)https://grouplens.org/datasets/movielens/100k/
Table 2

RE of the three models on the MovieLens dataset: GREG-TC (with graph Laplacian), NuclReg-TC (without graph Laplacian), UNREG-TC (no regularizer).

| Method    | GREG-TC | NuclReg-TC | UNREG-TC |
|-----------|---------|------------|----------|
| AltMin-CG | 0.2233  | 0.2233     | 1.4526   |
| ADMM      | 0.2193  | 0.2234     | 1.1205   |

where \(1_{\geq\sigma}(z)\) is the hard threshold function

\[
1_{\geq\sigma}(z) = \begin{cases} 
  z & \text{if } z \geq \sigma \\
  0 & \text{otherwise.}
\end{cases}
\]

In the graph model (6.3), parameter \(\varepsilon\) is tuned according to the variance of \((Z_{ij})_{i,j=1,\ldots,m}\) and threshold \(\sigma\) is chosen according to a preset sparsity level \(s \ll 1\) for the edge set associated with \(W_{e,\sigma}\) such that \(|E(W_{e,\sigma})|/m^2 \leq s\).

The results of average RE after running 50 times with random initializations are listed in Table 2, while the histogram of these results is presented in Figure 2. These results show that the solutions to the graph-regularized model (3.1) (labeled GREG-TC) and NuclReg-TC model have better recovery performance (in terms of RMSE) than UNREG-TC model. The gain of recovery performance induced by the graph learned from the data may be considered marginal; however, on movie rating data, it is notoriously difficult to improve the RMSE score much beyond basic methods [8].

Figure 2. Recovery accuracies (relative error) of the three tensor completion models on the MovieLens dataset.

**Experiment on the FIA dataset.** In this experiment, we use the “rank-deficient spectral FIA dataset”.\(^5\) This dataset consists of results of flow injection analysis on 12 different chemical substances. The represented tensor is of size \(12(\text{substances}) \times 100(\text{wavelengths}) \times 89(\text{reaction times})\). We construct the adjacency matrices following the ideas in [44, Section 4.1]. For 12 chemical substances, we build the adjacency matrix between two substances as the inverse of Euclidean distance between their feature vectors. For wavelengths and reaction times, the adjacency matrices are built using the simple chain graph model since these quantities varies in a smooth manner in their respective domains of definition.

\(^5\)http://www.models.life.ku.dk/datasets
The sample ratio varies the fraction of observed entries as 1%, 5% and 7%. We present in Table 3 average results after running 50 times, the histogram for $SR = 1\%$ is in Figure 3, and other histograms are listed in Figures 12 and 13 in the supplementary material. Similar to the comparative results on synthetic data, these results show that the solutions of the \textit{GREG-TC} model have smaller recovery errors compared to those of the other two models.

![Figure 3](#)

\textbf{Figure 3.} Recovery accuracies (relative error) of the three tensor completion models on the FIA dataset. The sampling rate $SR = 1\%$.

\textbf{Observations and results}  The results in Tables 1–3 show that the solutions of the graph-regularized model (3.1) (labeled by \textit{GREG-TC}) have smaller recovery errors than those of the two graph-agnostic models, \textit{NUCLREG-TC} and \textit{UNREG-TC}. This observation is encouraging since it indicates that incorporating graph auxiliary information in the tensor completion model leads to more robust recovery results, especially when the proportion (sampling rate) of the revealed entries is very low.

In particular, the lack of regularization poses issues on the robustness and stability of the solutions under “small sampling rates”: One can see that in the range of sampling rates tested, the recovery accuracy of solutions given by the graph-agnostic models (\textit{UNREG-TC} and \textit{NUCLREG-TC}) do not necessarily improve with an increasing sampling rate. The iterative results (Figure 14 in the supplementary material) of \textit{AltMin} for solving the \textit{UNREG-TC} model on synthetica data provide an intuitive explanation: Under these sampling rates and the unregularized model, the recovery error of the iter-
ates on unrevealed entries (the test error) does not decrease (and increases on the contrary) in spite of the decreasing error on the revealed entries (training error). In other words, under these insufficient sampling rates, a smaller training error does not imply an improved test error.

The graph Laplacians in synthetic data are comparably easy to build using the synthetic data itself, which always has the ground truth. In comparison, for real data, we need to explore and construct the adjacency matrix from the observed data, which is only a small portion of the data. Moreover, sometimes the data itself is not well collected. Notice that in the MovieLens experiment, we build the graph Laplacians only in user mode without metadata about the background information of users. Therefore, the GREG-TC and NuCLREG-TC models perform relatively similar, and both demonstrate lower relative errors. With the increase of the sample ratio, the effect of graph Laplacians is getting weaker as shown in Table 3.

Moreover, from histograms, we find that the proposed GREG-TC model and NuCLREG-TC model display better consistency than the unREG-TC model, as the results of 50 runs are quite close, implying that the proposed model is more robust on predicting the missing data. The last values of log(RE) in the GREG-TC model always stay at the same bar or at the adjacent bar, and are located left of those of the NuCLREG-TC model and unREG-TC model.

6.2. Evaluating the time efficiency of proposed algorithms. In this subsection, we focus on evaluating the time efficiency of our proposed algorithms under the same experimental settings described in the last subsection. In each of the following experiments, iteration information for our proposed algorithms is recorded. At each iteration, the recovery quality of the current iterate is evaluated in terms of the RMSE on test entries.

Besides our proposed algorithms, a representative selection of state-of-art methods are also tested, based on their codes that are publicly available or made available to us: (i) INDAFAC is a damped Gauss-Newton method proposed by Tomasi and Bro [56] for solving the following tensor completion model

$$\min_{\mathbf{T}, \mathbf{U}} \left\| \mathbf{T}(1) - \mathbf{U}(1)(\mathbf{U}(3) \odot \mathbf{U}(2))^{\top} \right\|_{F}^{2} \quad \text{s.t.} \quad \mathcal{P}_{\Omega}(\mathbf{T} - \mathbf{Z}) = \mathbf{0},$$

where $\mathbf{Z}$ is only known on $\Omega$; (ii) CP-WOPT [1] is an algorithm for solving the CPD-based problem $\min_{\mathbf{U}} \left\| \mathcal{P}_{\Omega}(\mathbf{U}(1), \mathbf{U}(2), \mathbf{U}(3) - \mathbf{T}^{*}) \right\|_{F}^{2}$ and is available in the Tensor Toolbox [5]; (iii) BPTF is a Bayesian probabilistic tensor CPD algorithm [58] and solves a regularized problem

$$\min_{\mathbf{U}} \left\| \mathcal{P}_{\Omega}(\mathbf{U}(1), \mathbf{U}(2), \mathbf{U}(3)) - \mathbf{T}^{*} \right\|_{F}^{2} + \psi(\mathbf{U})$$

where the regularizer $\psi$ is composed of Frobenius norms of the factors of $\mathbf{U}$ and a $\ell_{2}$ norm-based function imposing columnwise smoothness of $\mathbf{U}(3)$; (iv) TFAI [44] is an algorithm for tensor completion with auxiliary information. We adopt the within-mode auxiliary information method with the graph Laplacians shown as

$$\min_{\mathbf{T}, \mathbf{U}} \left\| \mathbf{T} - \mathbf{U}(1), \mathbf{U}(2), \mathbf{U}(3) \right\|_{F}^{2} + \psi(\mathbf{U}) \quad \text{s.t.} \quad \mathcal{P}_{\Omega}(\mathbf{T}) = \mathcal{P}_{\Omega}(\mathbf{T}^{*}),$$

where $\psi$ is a graph Laplacian-based regularizer as in (3.1); (v) TNCP [41] is an ADMM algorithm for
solving the following matrix trace-norm regularized problem

\[
\min_{T,U} \frac{1}{2} \| T - \left[ U^{(1)}, U^{(2)}, U^{(3)} \right] \|_F^2 + \sum_{i=1}^{3} \alpha_i \| U^{(i)} \|_* \quad \text{s.t.} \quad \mathcal{P}_\Omega(T) = \mathcal{P}_\Omega(T^*);
\]

and (vi) AirCP \cite{25} is an ADMM algorithm for solving the CP-based tensor completion using auxiliary graph information

\[
\min_{T,U,X} \frac{1}{2} \| T - \left[ U^{(1)}, U^{(2)}, U^{(3)} \right] \|_F^2 + \psi(U, X) \quad \text{s.t.} \quad \mathcal{P}_\Omega(T) = \mathcal{P}_\Omega(T^*), U^{(i)} = X^{(i)},
\]

\(\psi(U, X)\) is composed of the sum of Frobenius norms of \(U^{(i)}\) and the graph Laplacian-based norms of \(X^{(i)}\).

**Remark 6.1.** The parameters involved in the models of TFAI, TNCP and AirCP are chosen after cross validation.
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**Figure 4.** Iterative results of the tested algorithms on synthetic data: RMSE on training and test sets by accumulative time per-iteration. The sampling rates tested are 0.3\% and 0.5\%.
Experiment on synthetic data with graph information. Under the same experimental settings as for Table 1, the RMSEs of the iterates given by the tested methods are shown in Figure 4 (and Figure 7 in the supplementary material). The iterative results in the figures are taken from one test randomly chosen from the repeated tests. Figure 4 shows the results under the sampling rates $SR = 0.3\%$ and $0.5\%$, in which we observe that proposed algorithms, AltMin-CG and ADMM, have a better time efficiency than the rest of the tested methods. Detailed observations on these results are given in Section 6.2.1.

Experiment on the MovieLens dataset. Under the same experimental settings on the MovieLens dataset and with the same graph construction method as in the previous subsection, we show the RMSEs of the iterates given by the tested methods in Figure 5. The iterative results in the figure are taken from one test randomly chosen from the repeated tests. In particular, the labels “AltMin-CG1” and “ADMM1” represent the results of these algorithms under the graph-agnostic, nuclear norm-based model (NuclReg-TC). The results therein shows that the AltMin-CG and ADMM methods remain competitive on this dataset, in particular their time efficiency is comparable to AirCP.

Figure 5. Iterative results of the tested algorithms on the MovieLens dataset: RMSE on training and test sets by accumulative time per-iteration.

Experiment on the FIA dataset. Under the same experimental settings on the FIA dataset and with the same graph construction method as in the previous subsection, we show the RMSEs of the iterates given by the tested methods in Figure 6. The iterative results in the figure are taken from one test randomly chosen from the repeated tests. These results show that the proposed algorithms AltMin-CG and ADMM yield the best recovery performances (in terms of test RMSE).

6.2.1. Observations and results. From Figure 4 and Figure 7, we observe that most of the methods perform comparably in time efficiency. In particular, the proposed AltMin-CG and ADMM methods, followed by AirCP, TFAI, TNCP, are the fastest in terms of training RMSE. Also, AltMin-CG and ADMM achieve the lowerest test RMSEs, under low sampling rates. This result is encouraging since it shows that our methods and model for tensor completion can achieve robust recovery where only a small fraction of data is available.
Figure 6. Iterative results of the tested algorithms on the FIA dataset: RMSE on training and test sets by accumulative time per-iteration.

For real data in Figure 5, AirCP, TFAI, AltMin-CG and ADMM have comparable time efficiencies and are the fastest among all tested algorithms in terms of training error. BPTF is slower than the aforementioned methods but obtains the lowest test RMSE. In Figure 6 and Figure 8, we also observe that the proposed AltMin-CG and ADMM methods outperform most other methods both in efficiency and accuracy with the given training data that correspond to low sampling rates.

7. Conclusion. Built on the ideas of a nuclear norm based approach, CP decomposition and graph Laplacian regularizers, we constructed a new low-rank tensor completion model (3.1), also motivated by results in [48] on matrix completion with graph Laplacian. The advantage of the proposed model is twofold: (i) the CP-based decomposition enables a memory-efficient model for low-rank tensors and (ii) the use of the graph Laplacian-based regularizer yields completion results with higher recovery accuracy than several classical, graph-agnostic tensor completion models. An alternating minimization (AltMin) method is proposed. The minimization of each of the subproblems is done by a linear CG routine, in which an efficient Hessian-vector multiplication is used. Besides, the alternat-
ing directions method of multipliers (ADMM) method is also applied to the LRTC model which shows competitive performance. Moreover, the convergence analysis for the proposed AltMin algorithm is given. From the results of various numerical experiments, we verified that the graph-regularized tensor completion model (3.1) produces solutions with better recovery performances compared to graph-agnostic tensor completion models. This observation is especially significant when the sample rate is small. Our proposed algorithms for solving the graph-regularized tensor completion problem, AltMin-CG (Algorithm 4.2) and ADMM (Algorithm 4.5), have been shown to be time efficient compared with other state-of-art methods.
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Supplementary Material

Appendix A. Supplementary results in the experiments.

Figure 7. Iterative results of the tested algorithms on synthetic data: RMSE on training and test sets by accumulative time per-iteration. The sampling rates tested are 0.7% and 1%.

(a) train RMSE on $SR = 0.7\%$

(b) test RMSE on $SR = 0.7\%$

(c) train RMSE on $SR = 1\%$

(d) test RMSE on $SR = 1\%$
Figure 8. Iterative results of the tested algorithms on the FIA dataset: RMSE on training and test sets by accumulative time per-iteration.

Figure 9. Recovery accuracies (relative error) of the three models on synthetic data. The sampling rate $SR = 0.5\%$. 
Figure 10. Recovery accuracies (relative error) of the three models on synthetic data. The sampling rate $SR = 0.7\%$.

Figure 11. Recovery accuracies (relative error) of the three models on synthetic data. The sampling rate $SR = 1\%$. 
Figure 12. Recovery accuracies (relative error) of the three models on synthetic data. The sampling rate $SR = 5\%$.

Figure 13. Recovery accuracies (relative error) of the three models on synthetic data. The sampling rate $SR = 7\%$.
Figure 14. Iterative results of the unregularized model: RMSE on training and test sets per iteration. The sampling rates are too low for the unregularized model to generalize the completion result on the training set to the test set.