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Abstract: With the rapid development of sensor technology, bearing/angle measurements are becoming cheaper and more reliable, which motivates the study of angle-based formation shape control. This work studies how to achieve angle-based formation control and velocity alignment at the same time, in which all agents can form a desired angle-rigid formation and translate with the same velocity simultaneously. The agents’ communication topology for the achievement of velocity alignment is described by a connected graph, while the formation shape is determined by a set of angles that are associated with triangles within the formation and computed using bearing measurements. A simulation example validates the effectiveness of the theoretical results.
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1. INTRODUCTION

Multi-agent distributed control has been widely studied recently in the community of systems and control, and one of the fundamental problems is formation control Anderson et al. (2008); Oh et al. (2015), etc. For the formation control problem, different approaches have been proposed under different formation shape descriptions and applicable measurements, e.g., relative positions, distances, bearings, and angles, see e.g., Oh et al. (2015); Anderson et al. (2008); Zhao and Zelazo (2019); Ahn (2019). For a formation shape described by relative positions, the formation control algorithms presented in Oh and Ahn (2014) require all agents’ coordinate frames to be exactly aligned, i.e., the orientations of all agents’ coordinate frames should be the same. Relaxing the requirement on the alignment of coordinate frames, formation control algorithms are designed in Krick et al. (2009) which employ distances for the formation shape description and use local relative positions as the measurements. Recently, with the aid of rapid development in sensor technology, vision-based sensors can be used to produce bearing/angle information Zhao and Zelazo (2019); Jing et al. (2019). These developments enable applications of the bearing rigidity and bearing-only formation control algorithms Zhao and Zelazo (2016). By employing interior angles as the formation shape description and local bearings as the measurements, a triangular formation control algorithm is designed in Basiri et al. (2010). Further in Chen et al. (2019), the extension of Basiri et al. (2010) to arbitrary number of agents under a special set of angle constraints is studied. However, none of the agents’ moving velocities are controlled in Basiri et al. (2010); Chen et al. (2019), and in both cases a stationary formation is asymptotically obtained. As such, the obtained stationary formations fall short of what is required in practical situations, e.g., formation flying of fixed wing aircraft. To attain a nonzero velocity, the works in Deghat et al. (2018) and Deghat et al. (2016) combine distance-based formation shape control and velocity alignment for single- and double-integrator systems, respectively, in which the use of angle or bearing measurements is not addressed.

Motivated by the advantages of bearing measurements and the practical requirements of securing nonzero velocity, the goal of this paper is to design a control algorithm such that a group of agents can achieve the desired angle rigid formation and move with the same velocity simultaneously. The characteristics of the proposed control algorithm include the following: (1) For the designed control algorithm, bearing measurements are needed, while neither distance information nor relative position measurements are required. (2) Asymptotically, all agents will achieve the desired angle-described formation shape and move with the same non-zero velocity. (3) The formation shape is free up to scaling, as well as overall orientation and location of
2. PRELIMINARIES AND PROBLEM FORMULATION

In this section, we introduce the basic preliminaries, including relevant graph theory, bearing measurements, and the concept of an angle rigid formation. Then the research problem is formally formulated.

2.1 Graph theory

Let $\mathcal{G}(V, E)$ be an undirected graph describing the communication topology between pairs of agents. Here, $V = \{1, \ldots, N\}$ is the vertex set with $N$ vertices, each of which corresponds to one agent, and $E \subseteq \mathcal{V} \times \mathcal{V}$ is the edge set, where $(i, j) \in E$ if agents $i$ and $j$ can communicate with each other. Agent $i$’s neighbor set $\mathcal{N}_i$ denotes the set of all the agents that can communicate with agent $i$. Let $\mathbf{L} = [L_{ij}]$ be the Laplacian matrix associated with $\mathcal{G}$, in which for $i \neq j$, $L_{ij} = -1$ if there is an edge between $j$ and $i$, and $L_{ij} = 0$ otherwise, and $L_{ii} = -\sum_{j=1}^{N} L_{ij}$. A path between nodes $v_i$ and $v_j$ is a sequence of edges $(v_{i_1}, v_{i_2}), (v_{i_2}, v_{i_3}), \ldots, (v_{i_{m-1}}, v_{i_m})$ with distinct nodes $v_{i_k}, k = 1, \ldots, s$. A graph is said to be connected if for each pair of distinct vertices $v_i$ and $v_j$, there is a path between them. Now, we adopt the following common assumption

Assumption 1. The communication graph $\mathcal{G}$ is connected.

Lemma 1. Ren and Beard (2008) If Assumption 1 holds, then $\lambda_1(\mathbf{L}) = 0 < \lambda_2(\mathbf{L}) \leq \cdots \leq \lambda_N(\mathbf{L})$, where $\lambda_i(\mathbf{L})$ denotes the $i$th real eigenvalue of the matrix $\mathbf{L}$ with an ascending order.

2.2 Bearing measurements

Agent $i$ measures the bearing $\phi_{ij} \in [0, 2\pi), j \in \mathcal{N}_i$ towards agent $j$ evaluated counter-clockwise from agent $i$’s local $X$-axis; here $\mathcal{N}_i$ denotes the set of all the agents to which agent $i$ can measure the bearing. For a triangular formation, $\mathcal{N}_i = \{(i+1) \mod 3, (i-1) \mod 3\}$ $\in \{1, 2, 3\}$, and $\phi_{i(i+1)} = \phi_{i1}$ when $i = 3$, $\phi_{i(i-1)} = \phi_{i3}$ when $i = 1$. First, we introduce the auxiliary angle

$$\theta_i = \phi_{i(i+1)} - \phi_{i(i-1)} \in [0, 2\pi),$$

which is the angle measured counter-clockwise from $\min\{\phi_{i(i+1)}, \phi_{i(i-1)}\}$ to $\max\{\phi_{i(i+1)}, \phi_{i(i-1)}\}$ with respect to agent $i$’s local $X$-axis. Then, we define the interior angle $\alpha_i$ to be

$$\mathcal{L}(i-1)i(i+1) = \alpha_i = \begin{cases} \theta_i, & \text{if } \theta_i \leq \pi \\ 2\pi - \theta_i, & \text{otherwise} \end{cases}$$

where $\alpha_i \in [0, \pi]$ represents agent $i$’s interior angle in the triangle $(i-1)i(i+1)$, see Fig. 1.

![Fig. 1. The bearing measurements.](image)

2.3 Angle rigid formation

Different from the formation described by displacements, distances and/or bearings, the formation in this work is described by a set of triple-agent angles. To guarantee that the desired formation is unique under the given angle constraints (up to scaling, translation and rotation), the formation is required to be angle rigid. In the following, we briefly introduce how to construct an angle rigid formation by building it up through a series of steps which add one vertex at a time to an already angle rigid structure. The construction is similar to a sequence of Henneberg vertex addition steps, see e.g. Tay and Whiteley (1985); for more details about angle rigidity, we refer the readers to Chen et al. (2019).

To construct an angle rigid formation, we first define an angle set $\mathcal{A} \subseteq \mathcal{V} \times \mathcal{V} \times \mathcal{V}$ corresponding to the angle constraints, where each member of $\mathcal{A}$ has three ordered vertices. Certain orderings of certain sets $\mathcal{A}$ then allow the recursive construction of the formation, in the following way.

Step 1: The first three entries of $\mathcal{A}$ correspond to three interior angles of a triangle with vertices $1$, $2$ and $3$, the angles being $\angle 312, \angle 123, \angle 231$. Using these three values one constructs the first triangular formation $\mathcal{A} \subseteq 312, \angle 123, \angle 231$. The scale is free (and actually determines the scale of the whole formation).

Step 2: One adds vertex $4$ to the formation. This requires knowledge of the next two elements of $\mathcal{A}$, which must be one of the following three possibilities: $142, 243, 124$, or $234, 134, 123$. Note that $4$ is the vertex at which angles subtended by two other vertices are measured. For example, in Fig. 2, point $4$ is merged by adding two angle constraints: $\angle 142, \angle 243$.

... Step $k-2$: Merging point $k$ by adding two angle constraints of the form: $\angle j_1k_2j_3$ and $\angle j_2k_3j_1$, $j_1, j_2, j_3 \in \{1, \ldots, k-1\}$, $j_1 \neq j_2 \neq j_3$.

... Step $N-2$: Merging point $N$ by adding two angle constraints: $\angle i_1N_i_2$ and $\angle i_2N_i_3$, $i_1, i_2, i_3 \in \{1, \ldots, N-1\}$, $i_1 \neq i_2 \neq i_3$.

![Fig. 2. Formation construction staring from a triangular shape.](image)

According to the above $(N-2)$ steps, the angle set can be written into $\mathcal{A} = \{(3, 1, 2), (1, 2, 3), (2, 3, 1), (1, 4, 2), (2, 4, 3), \ldots, (j_1, j_2, j_3), \ldots, (i_1, N, i_2), (i_2, N, i_3)\}$. According to the Type-1 vertex addition in Chen et al. (2019) and (Chen et al., 2019, Proposition 2), one has that the above constructed formation is angle rigid. To guarantee the uniqueness of each merging point in Steps 2 to $(N-2)$ or global angle rigidity of the formation, the following assumption is given.
Assumption 2. In each merging step, the new adding point $i$ under the two angle constraints $\angle j_1 i j_2$ and $\angle j_2 i j_3$ is unique.

Remark 1. Note that the uniqueness in Assumption 2 can always be guaranteed by using signed angles $\angle j ik \in [0, 2\pi)$ because each signed angle constraint represents an arc and two arcs with one common starting point have at most one intersection; see (Chen et al., 2019, Proposition 2). Because only local stability is considered in this work, we still use $\angle j ik \in (0, \pi)$ in the following analysis.

2.4 Problem formulation

Consider all agents moving in the plane, and each agent is governed by the following single-integrator dynamics

$$\dot{p}_i = u_i,$$

where $i$ represents the $i$th agent, $p_i \in \mathbb{R}^2$ is the position vector for agent $i$, and $u_i \in \mathbb{R}^2$ is the velocity control input to be determined. The goal of this paper is to design a control algorithm $u_i$ for each agent $i, i = 1, \ldots, N$ such that the multi-agent systems can achieve:

1. Velocity alignment: all agents achieve the same translational velocity

$$\lim_{t \to \infty} [\dot{p}_i(t) - \dot{p}_j(t)] = 0, \forall i, j \in \mathcal{V}.$$  

2. The desired angle rigid formation described by $\mathcal{A}$: the first three agents achieve the desired triangular shape

$$\lim_{t \to \infty} e_1(t) = \lim_{t \to \infty} (\alpha_i(t) - \alpha_i^*) = 0, \forall i = 1, 2, 3,$$

where $\alpha_i^* \in (0, \pi)$ denotes agent $i$’s desired interior angle, and naturally $\alpha_1^* + \alpha_2^* + \alpha_3^* = \pi$.

Each agent from $4$ to $N$ achieves the desired two angles

$$\lim_{t \to \infty} e_2(t) = \lim_{t \to \infty} (\alpha_{j_1 j_2}(t) - \alpha_{j_1 j_2}^*) = 0,$$

where $i = 4, \ldots, N, j_1 < i, j_2 < i, j_3 < i$, and $\alpha_{j_1 j_2}^*, \alpha_{j_2 j_3}^*, \alpha_{j_3 j_1}^* \in (0, \pi)$ denote agent $i$’s two desired angles formed with agents $j_1, j_2, j_3 \in \{1, 2, \ldots, N - 1\}$.

3. MAIN RESULTS

In this section, we first introduce the control algorithm design. Then, the angle dynamics of the first three agents and the agents from 4 to $N$ will be given, respectively. Finally, we provide the stability analysis for the closed-loop angle dynamics and velocity alignment dynamics.

3.1 Control algorithm design

In Basiri et al. (2010), by using the bearing measurements, three agents asymptotically achieved a stationary triangular formation shape described by three interior angles $\alpha_i^*, i = 1, 2, 3$. In Basiri et al. (2010), each agent’s dynamics are governed by

$$\dot{p}_i = u_i = v_{s_i} \left[ \begin{array}{c} \cos \beta_i \\ \sin \beta_i \end{array} \right], i = 1, \ldots, 3,$$

where $p_i \in \mathbb{R}^2$ denotes the position of agent $i$, and $v_{s_i} \in \mathbb{R}$ is the speed, and the heading angle $\beta_i$ is defined counterclockwise with respect to agent $i$’s local X-direction and always takes its value from $[0, 2\pi)$. Both $v_{s_i}$ and $\beta_i$ are the control inputs to be determined. The control algorithm designed in Basiri et al. (2010) is

$$v_{s_i} = -k_i (\alpha_i - \alpha_i^*), i = 1, 2, 3,$$

$$\beta_i = \left\{ \begin{array}{ll} \alpha_i / 2 + \min \{ \phi_{i(i+1)}, \phi_{i(i-1)} \}, & \text{if } \theta_i \leq \pi \\ \alpha_i / 2 + \max \{ \phi_{i(i+1)}, \phi_{i(i-1)} \}, & \text{if } \theta_i > \pi \end{array} \right.$$

which physically means that agent $i$ always moves towards the bisector of the interior angle $\alpha_i$ with the speed $|k_i (\alpha_i - \alpha_i^*)|$, where $k_i$ is a positive constant. Actually, when the three agents are not collinear, the control algorithms (9)-(10) can be equivalently written as

$$u_i = -k_i (\alpha_i - \alpha_i^*) \frac{z_i(i+1) + z_i(i-1)}{\|z_i(i+1) + z_i(i-1)\|},$$

where the unit vector $z_i(i+1) = \frac{p_{i(i+1)} - p_{i(i-1)}}{\|p_{i(i+1)} - p_{i(i-1)}\|}$ is a function of the bearing $\phi_{i(i+1)}$. In the following analysis, we also term $z_{ij}$ as a bearing or bearing vector since $z_{ij}$ has a unique correspondence to $\phi_{ij}$ when $p_i \neq p_j$. Then the interior angle $\alpha_i$ can be obtained by $\cos \alpha_i = z_{i(i+1)}^T z_i(i-1)$ for $\alpha_i \in (0, \pi)$. For later convenience, we choose a variation on the above law, which preserves the direction of the vector $u_i$ but changes its magnitude. To be specific, the formation stabilization control law is designed as

$$u_i = -k_i (\alpha_i - \alpha_i^*) (z_i(i+1) + z_i(i-1)).$$

Now, to achieve velocity alignment as well as shape stabilization, and to move beyond just three agents, we first generalize the formation stabilization control law (12) to handle an arbitrary number of agents and then embed within it a virtual velocity variable $y_i$ which is governed by the velocity alignment dynamics. To be specific, we design the angle-based formation control algorithm and velocity alignment dynamics by

$$u_i = -k_i \sum \{ \dot{z}_{ij} \in \mathcal{A} \} (\alpha_{j} - \alpha_{j}^*) (z_{ij} + z_{ik}) + y_i,$$

$$\dot{y}_i = -\sum_{j \in N_i} (y_i - y_j).$$

Now, we present the main result of this paper.

Theorem 1. Consider $N$ agents governed by (3). If Assumptions 1-2 hold, under the control algorithms (13)-(14), the velocity alignment (4) and angle rigid formation (5)-(7) can be achieved locally.

The proof of this theorem is given in the following subsections.

3.2 Angle dynamics of the multi-agent systems

In this subsection, we aim to obtain the angle dynamics of the multi-agent systems under the control algorithm (13). According to the definition of the angle set $\mathcal{A}$, we first analyze the angle dynamics of the first three agents, and then the agents from 4 to $N$. Differently from Basiri et al. (2010), we use the dot product of two bearings to obtain the angle dynamics, i.e.,

$$\cos \alpha_i = \frac{z_{i(i+1)}^T z_{i(i-1)}}{\|z_{i(i+1)}\| \|z_{i(i-1)}\|}.$$

According to the Appendix A, one has the following description of the closed-loop angle dynamics of the first three agents

$$\dot{\alpha}_{i} = \left( \begin{array}{c} \alpha_1 \alpha_2 \alpha_3 \end{array} \right)^T F(e) e + H(e, y)$$

$$= \left[ \begin{array}{ccc} -g_1 & f_{12} & f_{13} \\ f_{21} & -g_2 & f_{23} \\ f_{31} & f_{32} & -g_3 \end{array} \right] \left[ \begin{array}{c} \alpha_1 - \alpha_1^* \\ \alpha_2 - \alpha_2^* \\ \alpha_3 - \alpha_3^* \end{array} \right] + \left[ \begin{array}{c} h_1 \\ h_2 \\ h_3 \end{array} \right],$$

where $e_i$ is defined in (5), $l_{ij} = ||p_i - p_j||$, and $g_i = (\sin \alpha_i) (k_i/l_{i(i+1)}) + k_i/l_{i(i-1)}$, $f_{ij} = k_j (\sin \alpha_j)/l_{ij}$.
Since \( e_1 + e_2 + e_3 = 0 \), one has \( e_1 + e_2 + e_3 = 0 \) which implies that the dynamics of \( e_1, e_2 \) and \( e_3 \) are dependent on each other. To analyze the stability of (15), we consider the sub-dynamics of (15):

\[
\dot{e}_\alpha = \begin{bmatrix} e_1 \\ e_2 \end{bmatrix} = \begin{bmatrix} - (g_1 + f_{11}) & f_{12} - f_{13} \\ f_{21} - f_{23} & - (g_2 + f_{23}) \end{bmatrix} \begin{bmatrix} e_1 \\ e_2 \end{bmatrix} + \begin{bmatrix} w_{11} \\ w_{12} \end{bmatrix} y_1 - y_1 + \begin{bmatrix} w_{21} \\ w_{22} \end{bmatrix} y_2 - y_2 + \begin{bmatrix} w_{23} \end{bmatrix} y_3 - y_3,
\]

where \( w_{11} = (\frac{\gamma \sin \alpha_1 + \alpha_{12}}{l_{12} \sin \alpha_1})^T w_{12} = 0, w_{13} = (\frac{\gamma \sin \alpha_1 + \alpha_{13}}{l_{13} \sin \alpha_1})^T, w_{22} = -(\frac{\gamma \sin \alpha_1 + \alpha_{23}}{l_{23} \sin \alpha_2})^T, w_{23} = 0 \).

Now, we aim at obtaining the angle dynamics of agents 4 to N. We first consider agent 4, then use induction to obtain the angle dynamics of the remaining agents. For agent 4, (13)-(14) can be written as

\[
u_4 = -k_{41}(\alpha_{142} - \alpha_{142}) (z_{41} + z_{42}) - k_{42}(\alpha_{243} - \alpha_{243}) (z_{22} + z_{43}) + y_4,
\]

\[\varepsilon \dot{y}_4 = - \sum_{j \in N_4} (y_i - y_j), \]

where \( k_{41} \) and \( k_{42} \) are positive constants. By following a similar analysis in Appendix A, the angle dynamics of \( e_4 \) and \( e_{12} \) under the control algorithm (17) can be obtained as follows:

\[
\dot{e}_4 = [\alpha_{142} \alpha_{243}]^T = F_4(e_4) e_4 + H_4(e_4) e_4 + W_4(e_4) Y_4(y_1, y_2, y_3, y_4)
\]

\[
\begin{align*}
\dot{y}_4 &= -w_{11} r_{12} - w_{12} r_{21} + w_{13} y_1 - y_1 + w_{21} r_{22} + w_{22} y_2 - y_2 + w_{23} y_3 - y_3,
\end{align*}
\]

The form of the agent dynamics for agents 5 to N is similar to the form of agent 4. For agent 4, \( i < j < N \) which has two desired angles \( \alpha_{ij}, \alpha_{ij} \), \( j_1 < j_2 < j_3 < i \) the equations are as follows:

\[
\dot{e}_i = [e_1 e_2] = [\alpha_{ij} \alpha_{ij}]^T = F_i(e_i) e_i + H_i(e_i) e_i + W_i(e_i) Y_i(y_1, y_2, y_3, y_4)
\]

\[
\begin{align*}
\dot{y}_i &= -w_{11} r_{12} - w_{12} r_{21} + w_{13} y_1 - y_1 + w_{21} r_{22} + w_{22} y_2 - y_2 + w_{23} y_3 - y_3,
\end{align*}
\]

In this subsection, our aim is to establish the local stability of the closed-loop angle dynamics and velocity dynamics. First, we focus on the homogeneous part of the angle dynamics (21), i.e.,

\[
\dot{e}_0 = A(e_0) e_0.
\]

The stability of (22) depends on the property of asymmetric matrix \( A(e_0) \). We assume that the initial angle errors \( e_0(0) \) are sufficiently small, and then check that \( F_1(e_1) \big|_{e_1 = 0} \) and \( F_i(e_i) \big|_{e_i = 0}, i = 4, \ldots, N \) are Hurwitz. By the Hartman-Grobman theorem Wiggins (2003) this will establish that (22) is locally exponentially stable.

For \( A_1 = F_1(e_1) \big|_{e_1 = 0} \), one has

\[
\text{tr}(A_1) = -g_1 - f_{13} - g_2 - f_{23} < 0,
\]

\[
\det(A_1) = (g_1 + f_{13})(g_2 + f_{23}) - (f_1 - f_{13}) (f_2 - f_{13}) > g_1 f_2 + g_2 f_3 + f_1 f_3 + f_1 f_2 f_3 > 0,
\]

where we have used the fact that \( g_1 g_2 > f_1 f_2 f_3 \), and \( \text{tr} \) and \( \det \) denote the trace and determinant of a square matrix, respectively. Therefore, \( F_1(e_1) \big|_{e_1 = 0} \) is Hurwitz.

For \( A_4 = F_4(e_4) \big|_{e_4 = 0} \), one has

\[
\text{tr}(A_4) = -w_1(\alpha_4^*) - w_2(\alpha_4^*) < 0.
\]
\[
\det(A_4) = \frac{k_1k_2}{l_{142}l_{143}} \\
\quad \cdot \left( \sin \alpha_{142} \sin \alpha_{243} + \sin^2 \alpha_{243} + \sin \alpha_{243} \sin^2 \alpha_{143} \right)^{\frac{1}{2}} \\
+ \left( \sin \alpha_{142} \sin \alpha_{243} + \sin^2 \alpha_{142} + \sin \alpha_{142} \sin \alpha_{243} \right)^{\frac{1}{2}} \\
- \sin \alpha_{142} \sin \alpha_{143} + \sin \alpha_{143} \sin \alpha_{243} + \sin^2 \alpha_{143},
\]

where \(l_{ij}^*\) corresponds to the distance between agents \(i\) and \(j\) in the desired formation shape. Then, if \(\det(A_4) > 0\), one has that \(A_4\) is Hurwitz. It can be observed that \(\det(A_4) > 0\) if \(l_{141} > l_{142}\) and \(l_{143} > l_{142}\) hold because

\[
l_{142}^* \sin \alpha_{142} \sin \alpha_{143} > 0,
\]

where \(\alpha_{142}\) and \(\alpha_{143}\) are partitioned as

\[
y_1^T (\alpha_1, \alpha_2, \alpha_3) = \left( \begin{array}{c} \alpha_1 \\ \alpha_2 \\ \alpha_3 \end{array} \right),
\]

under Assumption 1. Let \(\bar{y}\) be partitioned as \(\bar{y} = [y_{o}^T \ y_{d}^T]^T\) where \(y_{o}^T\) is a 2-vector and \(\bar{y}\) is a 2N - 2 vector.

In the following, we use the singular perturbation approach Deghat et al. (2018); Khalil (2002) to obtain the stability of the overall dynamics (36) and the impact of parameter \(\varepsilon\) on the system convergence rate. Denote \(\hat{A} = A(\varepsilon)e_{a} = 0\) let \(Q_2\) be an arbitrary positive definite symmetric matrix, since \(\hat{A}\)

is Hurwitz, there exists a constant and positive definite matrix \(P_2 \in \mathbb{R}^{(2N-4) \times (2N-4)}\) satisfying \(Q_2 = -[P_2 \hat{A} + \hat{A}^T P_2]\). The angle dynamics (35) can be written as

\[
\dot{e}_a = \hat{A}e_a + g(a) + B_a(e_a)Y_a,
\]

where \(g(a) = [A(e_a) - \hat{A}]e_a\) satisfies that for any \(\gamma > 0\), there exists a small \(r > 0\) such that \(|g(e_a)| \leq \gamma |e|, \forall |x| < r\) (Khalil, 2002, Theorem 4.7). Consider the following Lyapunov function

\[
V_1 = 0.5[(1 - d)e_2^T P_2 e_2 + d^2 \tilde{y}^T \tilde{y}],
\]

where \(\tilde{C} = C \otimes I_2\) according to the definition of \(C\) and \(P_1\), the first two columns of \(C \hat{P}_1\) are zero, which implies that

\[
\tilde{C} \hat{P}_1 \left[ \begin{array}{c} y^o \\ \tilde{y} \end{array} \right] = \tilde{C} \hat{P}_1 \left[ \begin{array}{c} 0 \\ \tilde{y} \end{array} \right].
\]

Note that \(|P_1^T[0 \ y^o]^T| = |\tilde{y}|, \quad |g(a)| < |e|\) and \(e_2^T P_2 B_a(e_a) \tilde{C} \hat{P}_1^T[0 \ y^o]^T < |e_2||P_2||B_a||\tilde{C}||\tilde{y}|, \forall |x| < r\). Then, one has

\[
\dot{V}_1 \leq - |e_2||\tilde{y}| Q_3 \left( |e_a| \right),
\]

where

\[
Q_3 = \frac{1}{2} \left( \begin{array}{cc} 0 & (1 - d)[P_2||B_a||\tilde{C}]^2 \\ (1 - d)[P_2||B_a||\tilde{C}] & \frac{d^2}{4} \lambda_1 (\tilde{C}) \end{array} \right).
\]

Then, we aim at showing that \(Q_3\) is positive definite such that \(\dot{V}_1 \leq 0\). Since the trace of \(Q_3\) is positive, we only need to show the determinant of \(Q_3\) is positive. Note that \(\det(Q_3) > 0\) if

\[
\frac{d}{1 - d} \geq \frac{\varepsilon^2 (||P_2||B_a||\tilde{C}||)^2}{4 |\lambda_1 (Q_2) - \gamma |P_2||B_a||\tilde{C}|}.
\]

So for any given \(\varepsilon > 0\), we can choose \(d\), which might be close to 1 for small values of \(\varepsilon\), such that (44) holds. By following a similar analysis to that in Basiri et al. (2010), one can obtain the maximum value of \(\varepsilon\) to guarantee the stability (which is omitted due to page limitations). In practice, the velocity alignment dynamics should be faster than the stabilization of formation shape, which implies that \(\varepsilon\) should be sufficiently small.

4. SIMULATION

In this section, we use a numerical simulation to demonstrate the effectiveness of the theoretical results. We consider 4 agents, and their initial states are \(p_1(0) = [0, 1.2]^T, p_2 = [0.3, 0]^T, p_3 = [\sqrt{3}, 0]^T,\) and \(p_4 = [0.5, -2]^T\). The desired formation shape is described by 5 angles, the value of which are \([\alpha_1, \alpha_2, \alpha_3, \alpha_4, \alpha_5] = [60^\circ, 60^\circ, 60^\circ, 72^\circ, 62^\circ]\). Under the control of (14), the formation trajectories and the change of angle errors \(e_i\) are given in Fig. 3. It can be seen in Fig. 3 that asymptotically all the agents move in the same direction with the same speed and the angle errors converge asymptotically to zero.
5. CONCLUSION

This paper has studied the angle-based formation shape control with velocity alignment, which enables all agents to form a desired angle rigid formation and translate with the same velocity simultaneously. The agents’ communication topology for the achievement of velocity alignment is described by a connected graph, and the formation shape is described by a set of triple-agent angles. Future work will concentrate on the study of global or almost global convergence, flocking with one leader, and mismatched measurement of angles.
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APPENDIX A

Different from Basiri et al. (2010), we use the dot product of two bearings to obtain the angle dynamics. Take agent 1 as an example,

$$\frac{d}{dt} \cos(\alpha_1) = -\sin(\alpha_1) \dot{\alpha}_1 = \frac{d}{dt} (\vec{z}_{12} \cdot \vec{z}_{13}) = \vec{z}_{12} \times \vec{z}_{13}.$$  \hspace{1cm} (45)

Since for \(x \in \mathbb{R}^2\), \(x \neq 0\), \(\frac{d}{dt} \left(\frac{x}{\|x\|}\right) = \frac{P_x}{\|x\|^2} \dot{x}\) where \(P_x/\|x\| = I_2 - \frac{x x^T}{\|x\|^2}\) and \(I_2\) is a \(2 \times 2\) identity matrix, one has

$$\dot{z}_{12} = \frac{P_{z_{12}}}{l_{12}} (u_2 - u_1) = \frac{P_{z_{12}}}{l_{12}} [-k_2(\alpha_2 - \alpha_2^*) (z_{23} + z_{21}) + k_1(\alpha_1 - \alpha_1^*) (z_{13} + z_{12}) + y_2 - y_1].$$

Then, one has

$$\dot{z}_{12} \cdot \dot{z}_{13} = \frac{1}{l_{12}} [k_1(\sin^2 \alpha_1)(\alpha_1 - \alpha_1^*) - k_2(\sin \alpha_1 \sin \alpha_2) \times (\alpha_2 - \alpha_2^*) + (y_2 - y_1)^T z_{13} - (y_2 - y_1)^T z_{12} \cos \alpha_1].$$

Similarly, one obtains

$$\dot{z}_{12} \cdot \dot{z}_{13} = \frac{1}{l_{13}} [k_1(\sin^2 \alpha_1)(\alpha_1 - \alpha_1^*) - k_3(\sin \alpha_1 \sin \alpha_3) \times (\alpha_3 - \alpha_3^*) + (y_1 - y_3)^T z_{12} - (y_1 - y_3)^T z_{13} \cos \alpha_3].$$

By using (45), one has agent 1’s angle dynamics

$$\dot{\alpha}_1 = -\sin(\alpha_1) (k_1 \frac{l_{12}}{l_{13}} + k_3 \frac{l_{13}}{l_{12}})(\alpha_1 - \alpha_1^*) + k_2 \sin \alpha_2 \frac{l_{12}}{l_{13}} (\alpha_2 - \alpha^*_2) + k_3 \sin \alpha_3 \frac{l_{13}}{l_{12}} (\alpha_3 - \alpha_3^*) - (y_2 - y_1)^T (z_{13} - z_{12} \cos \alpha_1) \frac{l_{12}}{l_{12} \sin \alpha_1},$$

$$\dot{\alpha}_1 = \frac{(y_1 - y_3)^T (z_{12} - z_{13} \cos \alpha_1)}{l_{13} \sin \alpha_1}.$$  \hspace{1cm} (46)

Similarly, one can also obtain the angle dynamics of \(\alpha_2\) and \(\alpha_3\)

$$\dot{\alpha}_2 = -\sin(\alpha_2) (k_2 \frac{l_{12}}{l_{23}} + k_3 \frac{l_{23}}{l_{12}})(\alpha_2 - \alpha_2^*) + k_1 \sin \alpha_1 \frac{l_{12}}{l_{21}} (\alpha_1 - \alpha_1^*) + k_3 \sin \alpha_3 \frac{l_{23}}{l_{21}} (\alpha_3 - \alpha_3^*) - (y_1 - y_2)^T (z_{23} - z_{21} \cos \alpha_2) \frac{l_{12}}{l_{12} \sin \alpha_2},$$

$$\dot{\alpha}_2 = \frac{(y_1 - y_3)^T (z_{21} - z_{23} \cos \alpha_2)}{l_{23} \sin \alpha_2}.$$  \hspace{1cm} (47)

$$\dot{\alpha}_3 = -\sin(\alpha_3) (k_3 \frac{l_{13}}{l_{31}} + k_1 \frac{l_{31}}{l_{32}})(\alpha_3 - \alpha_3^*) + k_2 \sin \alpha_2 \frac{l_{31}}{l_{32}} (\alpha_2 - \alpha_2^*) + (y_1 - y_3)^T (z_{31} - z_{32} \cos \alpha_3) \frac{l_{31}}{l_{32} \sin \alpha_3},$$

$$\dot{\alpha}_3 = \frac{(y_1 - y_3)^T (z_{32} - z_{31} \cos \alpha_3)}{l_{31} \sin \alpha_3}.$$  \hspace{1cm} (48)