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Abstract

A hybrid surface integral equation partial differential equation (SIE-PDE) formulation without the boundary condition requirement is proposed to solve the transverse magnetic (TM) electromagnetic problems. In the proposed formulation, the computational domain is decomposed into two overlapping domains: the SIE and PDE domains. In the SIE domain, complex structures with piecewise homogeneous media, e.g., highly conductive media, are included. An equivalent model for those structures is constructed by replacing them with the background medium and introducing a surface equivalent electric current density on an enclosed boundary to represent their electromagnetic effects. The remaining computational domain and homogeneous background medium replaced domain consist of the PDE domain, in which inhomogeneous or non-isotropic media are included. Through combining the surface equivalent electric current density and the inhomogeneous Helmholtz equation, a hybrid SIE-PDE formulation is derived. It requires no boundary conditions, and is mathematically equivalent to the original physical model. Through careful construction of basis functions to expand electric fields and the equivalent current density, the discretized formulation is made compatible with the SIE and PDE domain interface. The accuracy and efficiency are validated through two numerical examples. Results show that the proposed SIE-PDE formulation can obtain accurate results, and significant performance improvements in terms of CPU time and memory consumption compared with the FEM are achieved.
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I. INTRODUCTION

Hybrid formulations show significant potential in solving challenging problems in electrical engineering fields, like scattering from multiscale and electrically large objects [1], parameters extraction in integrated circuits [2] since they can inherit the merits and overcome possible disadvantages of each formulation. They have attracted much attention in the last two decades, and a number of formulations have been developed. Those formulations can be categorized into time-domain methods, like the hybrid finite-difference time-domain finite-element time-domain (FDTD-FETD) method [3][4], the hybrid spectral element time-domain finite-element time-domain (SETD/FETD) method [5], the unconditionally stable finite-element time-domain (US-FETD) method [6], and the finite-element time-domain generalized scattering matrix (FETD-GSM) method [7], and frequency-domain methods, like the method of moment mode-matching (MoM/MM) method [8][9], the method of moment physical-optics (MoM-PO) method [10][12], and the finite-element method/method of moment (FEM/MoM) [13][18], which can efficiently solve various electromagnetic problems. In this paper, we mainly focus on those in the frequency domain, especially the hybrid FEM-MoM formulation.

One main group of hybrid formulations in the frequency domain is to combine different types of integral equations, like the MoM/PO method [10][12], the method of moment uniform geometrical theory of diffraction (MoM/UTD) method [19][20], to solve the scattering problems induced by the electrically large and multiscale objects, and extract the electrical parameters from integrated circuits. However, the formulations described are incapable of handling objects with inhomogeneous or non-isotropic media since the surface equivalence theorem is not applicable. To mitigate this issue, another group of hybrid formulations combines the finite element and boundary integral formulations, like the FEM/MoM [13][18], the finite element boundary integral (FE-BI) formulation [21][22]. In those hybrid FE-BI formulations, the surface integral equation (SIE) formulation is often used to mimic the absorbing boundary conditions and truncate the computational domain in the FEM. Typical applications...
are the scalar FE-BI [23], and its symmetrical version [24], [25], which are proposed to improve the efficiency, accuracy, and convergence properties.

In [27][28], the SIE formulation is used to model the electrically large structures with homogeneous media, and the FEM is for geometrically fine structures or inhomogeneous media. In those formulations, the computational domain is decomposed into two non-overlapping domains: one for the boundary element method (BEM) formulation and the other for the FEM formulation. A boundary condition, e.g., the second kind of boundary condition [30] Ch. 1, pp. 42-46], or the transmission condition [30] Ch. 14, pp. 1066-1083], is required to couple the FEM and BEM formulations on the interface of the two domains. Certain assumptions are required to ensure that electromagnetic fields meet those boundary conditions. However, such assumptions are not always satisfied in the practical physical fields. Therefore, they may suffer from the accuracy issue for near fields calculation and are mainly used to calculate far-fields [27][28].

In [29], a hybrid BEM/FEM formulation with the edge element is proposed to solve time harmonic electromagnetic scattering problems. With the same type of elements as well as the same edge basis functions, the two formulation are coupled without any additional boundary conditions. On this basis, accurate near and far fields can be obtained. However, this hybrid formulation is still constrained by the FEM formulation when processing with the interior region. For example, when dealing with highly conductive media or geometrically fine structures, extremely fine meshes are required which will greatly increase the number of unknowns and decrease the efficiency.

In essence, these hybrid formulations can be cast into the domain decomposition methods (DDMs), which implies that different formulations can be applied in the corresponding domains according to their geometrical and material properties [31][34]. Especially, one embedded domain decomposition method (DDM) is proposed for signal integrity design and electromagnetic analysis in [35][36]. The computational domain is decomposed into two overlapping domains: mesh coarse and fine domains. The geometrically fine structures are placed in the fine mesh domain and moved away from the computational domain. Therefore, the remaining computational domain does not include the geometrically fine structures, and coarse mesh can be used. The transmission condition is used to couple fields between the two domains. It shows significant performance improvements in terms of CPU time and memory consumption. However, it may need several iterations to solve the problems and suffer from efficiency issues if the boundary condition is not properly handled [35][36].

To mitigate the above accuracy and efficiency issues in the existing hybrid methods, a novel hybrid SIE-PDE formulation without boundary condition requirement is proposed for electromagnetic analysis. This greatly expands our previous work in [37]. The computational domain is first decomposed into two overlapping domains like the embedded DDM. One domain is for the SIE formulation, which is bounded by an enclosed contour, and the other domain is for the PDE formulation, which includes the whole computational domain. In the SIE domain, an equivalent model is derived based on the surface equivalent theorem [38] Ch. 12, pp. 653-658]. The original structures are replaced by the background medium, and the surface equivalent electric current density is introduced on the boundary to keep fields unchanged in the exterior region. In the PDE domain, the inhomogeneous Helmholtz formulation incorporated with the surface equivalent electric current density on the boundary of the SIE domain is used to model inhomogeneous or non-isotropic media. Therefore, the electromagnetic fields in the whole computational domain can be formulated through a hybrid SIE-PDE formulation. Complex structures and computationally challenging media, like the highly conductive media, are replaced by the background medium, which can be easily handled with coarse meshes. Therefore, the proposed SIE-PDE formulation can significantly improve the efficiency over the traditional PDE formulations. The proposed formulation is mathematically equivalent to the original physical model, and requires no additional boundary conditions. Therefore, accurate near and far-fields can be obtained.

This paper is organized as follows. In Section II, configurations and preliminary notations are defined, and procedures for the proposed hybrid SIE-PDE formulation are illustrated. In Section III, the hybrid SIE-PDE formulation is proposed. In Section IV, detailed implementations for the proposed hybrid SIE-PDE formulation are shown. In addition, fields calculation in the whole computational domain is also discussed. In Section V, two numerical examples are carried out to validate its accuracy and efficiency. At last, we draw some conclusions in Section VI.

II. THE CONFIGURATIONS AND PRELIMINARIES

In this paper, as shown in Fig. 1(a), a general scenario with the two-dimensional (2D) TM scattering problem induced by objects with homogeneous and inhomogeneous media is considered to demonstrate the proposed SIE-PDE formulation. The constant parameters of those objects are the permittivity \( \varepsilon_i \), the permeability \( \mu_i \), and the conductivity \( \sigma_i \), respectively, and its corresponding boundary \( \gamma_i \). The background medium is air with constant parameters of \( \varepsilon_0 \), \( \mu_0 \), \( \sigma_0 \), and the whole computational domain is truncated by the outermost boundary \( \gamma \).

A symbol with a subscript, e.g. \( E_i \), denotes a continuous quantity on \( \gamma_i \). A hollow symbol with a subscript, e.g. \( P_i \), denotes a matrix on \( \gamma_i \), and a bold symbol with a subscript, e.g. \( E_i \), denotes a column vector on \( \gamma_i \). Quantities with \( \hat{\ } \), e.g. \( \hat{E} \), are used for the equivalent model.

The proposed hybrid SIE-PDE formulation needs the following three steps:

1) An appropriate boundary \( \gamma_n \) is selected, and the computational domain is decomposed into two overlapping domains: the SIE domain, which includes complex structures or computationally challenging media, and the PDE domain, in which inhomogeneous and non-isotropic media are filled as shown in Fig. 1.
We reported the preliminary idea in [37]. Detailed formulations and discussion will be presented in the following sections. We first derive the equivalent model incorporated with the single electric current density, and then derive the hybrid SIE-PDE formulation in terms of electric fields in the continuous physical domain.

III. THE PROPOSED HYBRID SIE-PDE FORMULATION

A. The Equivalent Model with the Single Electric Current Density for Objects with Piecewise Homogeneous Media in the SIE Domain

We first illustrate the detailed derivation of the equivalent model with the single electric current density for objects with piecewise homogeneous media. To make the derivation concise, a single penetrable object with the permittivity $\varepsilon_1$, permeability $\mu_1$, and conductivity $\sigma_1$ is first considered, as shown in Fig. 2(a). Its boundary is denoted as $\gamma_1$. According to the surface equivalence theorem [38, Ch. 12, pp. 653-658], an equivalent model can be obtained, in which the object is replaced by its surrounding medium, and a surface equivalent electric current density is introduced on $\gamma_1$. To further enforce the electric fields in the original and equivalent configurations equal to each other on $\gamma_1$, a single-source (SS) formulation with only the electric current density on $\gamma_1$ is obtained in Fig. 2(b) [39].

Without loss of generality, the penetrable object does not include any sources. Therefore, the electric fields inside the penetrable object must satisfy the following homogeneous scalar Helmholtz equation

$$\nabla^2 E_1 + k^2 E_1 = 0,$$  \hspace{1cm} (1)

subject to the boundary condition

$$E_1 (\mathbf{r})\Big|_{\mathbf{r} \in \gamma_1} = \hat{E}_1 (\mathbf{r})\Big|_{\mathbf{r} \in \gamma_1},$$  \hspace{1cm} (2)

where $E_1$, $\hat{E}_1$ denote the electric fields inside $\gamma_1$ for the original and equivalent models, respectively, and $E_1 (\mathbf{r})\Big|_{\mathbf{r} \in \gamma_1}$, $\hat{E}_1 (\mathbf{r})\Big|_{\mathbf{r} \in \gamma_1}$ denote their values on the inner side of $\gamma_1$. 

2) In the SIE domain, an equivalent model is constructed through applying the surface equivalence theorem, and single surface electric current density $J_n$ is derived and enforced on $\gamma_n$.

3) In the PDE domain, which includes the remaining computational domain and the background medium replaced domain, the inhomogeneous Helmholtz equation in terms of electric fields is used to model inhomogeneous and non-isotropic media. In addition, the surface equivalent electric current density on $\gamma_n$ is coupled into the Helmholtz equation to present the electromagnetic effects in the SIE domain. Then, the hybrid SIE-PDE formulation without the boundary condition requirement is derived.
The tangential magnetic field $\gamma_1$ on $\gamma_1$ can also be achieved through the SAO in the equivalent model

$$\gamma_1 = g_1^{-1} (TI + g_{1n'}) E_1,$$

where $I$ is the identity operator. Therefore, (7) can be rewritten via the SAO as

$$H_{\text{eq}} (r) = \frac{1}{j \omega \mu_1} \gamma_1 E_1|_{r \in \gamma_1}.$$  \hspace{1cm} (9) \hspace{1cm} (9)

Then, the surface equivalence theorem is applied through replacing the penetrable object inside $\gamma_1$ by its surrounding medium. The equivalent model with only the single electric current density is derived, as shown in Fig. 2(b), and $\gamma_1$ can be expressed as

$$\gamma_1 = g_1^{-1} (TI + g_{1n'}) E_1,$$

(10)

The tangential magnetic field $\tilde{H}_{\text{eq}} (r)$ on $\gamma_1$ can also be achieved through the SAO in the equivalent model

$$\hat{H}_{\text{eq}} (r) = \frac{1}{j \omega \mu_0} \tilde{\gamma}_1 E_1|_{r \in \gamma_1}.$$  \hspace{1cm} (11) \hspace{1cm} (11)

Since the boundary condition (2) is enforced, the magnetic current density in the equivalent configuration vanishes, and only the electric current density $J_1$ is introduced on $\gamma_1$ to keep fields outside $\gamma_1$ unchanged. According to the surface equivalence theorem [38 Ch. 12, pp. 653-658], the equivalent electric current density $J_1$ is expressed as

$$J_1 = H_{\text{eq}} (r) - \tilde{H}_{\text{eq}} (r).$$  \hspace{1cm} (12) \hspace{1cm} (12)

According to the surface equivalence theorem [38 Ch. 12, pp. 653-658], the equivalent electric current density $J_1$ is expressed as

$$J_1 = H_{\text{eq}} (r) - \tilde{H}_{\text{eq}} (r).$$  \hspace{1cm} (12) \hspace{1cm} (12)

The tangential magnetic field $\hat{H}_{\text{eq}} (r)$ on $\gamma_1$ can also be achieved through the SAO in the equivalent model

$$\hat{H}_{\text{eq}} (r) = \frac{1}{j \omega \mu_0} \tilde{\gamma}_1 E_1|_{r \in \gamma_1}.$$  \hspace{1cm} (11) \hspace{1cm} (11)

Since the boundary condition (2) is enforced, the magnetic current density in the equivalent configuration vanishes, and only the electric current density $J_1$ is introduced on $\gamma_1$ to keep fields outside $\gamma_1$ unchanged. According to the surface equivalence theorem [38 Ch. 12, pp. 653-658], the equivalent electric current density $J_1$ is expressed as

$$J_1 = H_{\text{eq}} (r) - \tilde{H}_{\text{eq}} (r).$$  \hspace{1cm} (12) \hspace{1cm} (12)
By substituting (9) and (11) into (12), $J_1$ can be rewritten as

$$J_1 = \left( \frac{1}{j\omega \mu_1} \mathcal{Y}_1 - \frac{1}{j\omega \mu_0} \hat{\mathcal{Y}}_1 \right) E_1 |_{r \in \gamma_1},$$

where $\mathcal{Y}_s$ is the differential surface admittance operator (DSAO) \[43\] defined on $\gamma_1$. (13) relates the surface equivalent electric current density $J_1$ to electric fields $E_1$ on $\gamma_1$.

When complex objects embedded in multilayers, composite structures with partial connected penetrable and PEC objects are involved in the SIE domain, as shown in Fig. 3(a) and (b), equivalent models with only the electric current density $J_n$ can still be derived through replacing those objects by the background medium, as shown in Fig. 3(c) and (d). Interested readers are referred to \[39\]\[44\] for more details to obtain the equivalent models.

In a word, the tangential magnetic fields on $\gamma_n$ for the original and equivalent models can also be achieved through the SAO given by

$$H_{t_n}(r) = \frac{1}{j\omega \mu_n} \mathcal{Y}_n E_n |_{r \in \gamma_n},$$

$$\hat{H}_{t_n}(r) = \frac{1}{j\omega \mu_0} \hat{\mathcal{Y}}_n \hat{E}_n |_{r \in \gamma_n}.$$

Here $H_{t_n}$, $\hat{H}_{t_n}$, $E_n$, $\mathcal{Y}_n$, $\hat{\mathcal{Y}}_n$ denote the tangential magnetic fields and electric fields on $\gamma_n$, and the SAO for the original and equivalent models, respectively.

Similar to the boundary condition (2), we also enforce $E_n(r)|_{r \in \gamma_n} = \hat{E}_n(r)|_{r \in \gamma_n}$ on $\gamma_n$. Then, the equivalent electric current density on $\gamma_n$ can be derived and expressed as

$$J_n = \left( \frac{1}{j\omega \mu_n} \mathcal{Y}_n - \frac{1}{j\omega \mu_0} \hat{\mathcal{Y}}_n \right) E_n |_{r \in \gamma_n},$$

where $\mathcal{Y}_s$ is the DSAO defined on $\gamma_n$.

**B. The PDE Formulation in the PDE Domain**

In the PDE domain, inhomogeneous or non-isotropic media are possibly included. The electric fields $E_0$ satisfy the scalar inhomogeneous Helmholtz equation

$$\nabla^2 E_0 + k^2 E_0 = j\omega \mu J,$$

where $J$ denotes the electric current density inside the computational domain, and $\mu$ and $k$ denote the permeability and the wave number of the media inside the PDE domain, which may be a function of positions.
C. The Hybrid SIE-PDE Formulation for the Whole Computational Domain

The hybrid SIE-PDE formulation can be derived through the following procedures.

1) In the SIE domain, the surface equivalence theorem is used to derive an equivalent model with only the electric current density \( J_n \) on \( \gamma_n \) by incorporating the DSAO. It is general and applicable for the single penetrable objects, objects embedded in multilayers, and arbitrarily connected penetrable and PEC objects \([39][44]\).

2) After that, the electric current density \( J_n \) is used as an excitation in the inhomogeneous Helmholtz equation to couple the SIE and PDE formulations. Therefore, (18) is modified as

\[
\frac{\partial}{\partial x} \left( \frac{1}{\mu_r} \frac{\partial E_0}{\partial x} \right) + \frac{\partial}{\partial y} \left( \frac{1}{\mu_r} \frac{\partial E_0}{\partial y} \right) + k_0^2 \varepsilon_r E_0 - j \omega \mu_0 J_n = j \omega \mu J. \tag{19}
\]

where \( \mu_0 \) is the permeability of the background medium. By substituting (16) into (19), it can be further rewritten as

\[
\frac{\partial}{\partial x} \left( \frac{1}{\mu_r} \frac{\partial E_0}{\partial x} \right) + \frac{\partial}{\partial y} \left( \frac{1}{\mu_r} \frac{\partial E_0}{\partial y} \right) + k_0^2 \varepsilon_r E_0 - j \omega \varepsilon_n \gamma E_n \big|_{r \in \gamma_n} = j \omega \mu J. \tag{20}
\]

Therefore, the governing equation for the whole computational domain is finally derived. It can be found that the SIE and PDE formulations are coupled through the surface equivalent electric current density, which does not require additional boundary conditions, e.g., the transmission condition, like other techniques, such as the FEM-MoM formulation \([13-18]\), the FE-BI formulations \([15, 18]\), and the multi-region multi-solver \([27][28]\). The proposed hybrid SIE-PDE formulation is mathematically equivalent to the original physical model. Meanwhile, by coupling the SIE formulation, relatively coarse meshes are allowed when dealing with computationally challenging structures and less unknowns compared with the traditional FEM are required, which only reside on the boundary of the SIE domain. Therefore, through solving (20), all the electric fields of the computational domain can be accurately calculated. It should be noted that although \( E_0 \) exists in the whole computational domain, they are invalid in the homogeneous background medium replaced domain, in which fictitious fields are obtained, since the surface equivalence theorem is used. In the later section, we will discuss how to recover the electric fields inside the SIE domain.

IV. Detailed Implementations of the Proposed Hybrid SIE-PDE Formulation

A. Construction of the Basis Functions for Electric Field Expansion

Before we discretize \( \gamma_n \), the basis functions should be carefully selected to expand the electric fields. As is illustrated in Section III-C, the computational domain is decomposed into two overlapping domains, and \( \gamma_n \) is the boundary of the SIE domain, where \( J_n \) resides in Fig. 3(c) and (d). In (16), we can find that \( \mathcal{Y}_s \) is used to relate the surface equivalent current density \( J_n \) to the tangential electric fields \( E_n \) on \( \gamma_n \). In our implementation, the Galerkin scheme is used to solve (20). The challenging part is that the discretized hybrid SIE-PDE formulation should be compatible on the boundary \( \gamma_n \), so that the electromagnetic effects of \( J_n \) can be directly imposed on the discretized Helmholtz equation. Since the linear basis functions are used to expand the electric fields in the PDE domain, the rooftop basis functions, which is constructed through combining the degenerated linear basis functions on \( \gamma_n \) from two adjacent triangle elements, is used to expand the equivalent current density \( J_n \) in Fig. 3(c) and (d).

The linear basis function in the two-dimensional space is defined on the triangular elements \([30]\ Ch. 4, pp. 162-163) as

\[
N^i_s (x, y) = \frac{1}{2\Delta^s} \left( a^s_i x + b^s_i y + c^s_i y \right), \quad i = 1, 2, 3, \tag{21}
\]

where

\[
a^s_1 = x_2 y_3 - y_2 x_3, \quad b^s_1 = y_2 - y_3, \quad c^s_1 = x_2 - x_3, \\
a^s_2 = x_3 y_1 - y_3 x_1, \quad b^s_2 = y_3 - y_1, \quad c^s_2 = x_3 - x_1, \\
a^s_3 = x_1 y_2 - y_1 x_2, \quad b^s_3 = y_1 - y_2, \quad c^s_3 = x_1 - x_2,
\]

and

\[
\Delta^s = \frac{1}{2} \begin{vmatrix} 1 & x_1 & y_1 \\ 1 & x_2 & y_2 \\ 1 & x_3 & y_3 \end{vmatrix} = \frac{1}{2} \left( b^s_1 c^s_2 - b^s_2 c^s_1 \right).
\]
where $x^e_i$ and $y^e_i$ ($i = 1, 2, 3$) denote the coordinates in the $x, y$ direction of the $i$th node of the $e$th triangle element, respectively, and $\Delta^e$ denotes the area of the $e$th element. It should be noted that $N^e_i$ is locally supported, and only defined on the $e$th triangle element. On the boundary segment, the linear basis functions are degenerated into the following shape functions

$$N^l_{n-1} = \frac{|r_{n-1} - r|}{l_n}, \quad N^l_n = \frac{|r_{n+1} - r|}{l_n}, \quad r \in [r_n, r_{n+1}].$$

Equation (22)

To make the discretized SIE formulation and the PDE formulation compatible on $\gamma_n$, the rooftop basis function through combining two adjacent triangle elements is defined at the node rather than on the segment, which can be expressed at the $n$th node as

$$f_n(r) = \begin{cases} \frac{|r - r_{n-1}|}{l_n}, & r \in [r_{n-1}, r_n] \\ \frac{|r_{n+1} - r|}{l_n}, & r \in [r_n, r_{n+1}] \end{cases}.$$

Equation (22)

Therefore, as shown in Fig. 4, the relationship between the linear basis function and the rooftop basis function can be expressed as

$$f_n(r) = \begin{cases} N^l_{n-1}, & r \in [r_{n-1}, r_n] \\ N^l_n, & r \in [r_n, r_{n+1}] \end{cases}.$$

Equation (23)

B. Discretization for the Proposed Hybrid SIE-PDE Formulation

To clearly explain the procedure of discretization for the proposed hybrid SIE-PDE formulation, let us consider the general scenario with a single penetrable object in Fig. 2(a). The penetrable object with the boundary $\gamma_1$ is located in the SIE domain, and its equivalent model is illustrated in detail in Section III-A.

We first discretize $\gamma_1$ into $m_1$ segments and use the rooftop basis function to expand $E_1$ and $H_{t_1}$ in (3) and (4) as

$$E_1(r) = \sum_{n=1}^{m_1} e_{1n} f_n(r),$$

Equation (24)

$$H_{t_1}(r) = \sum_{n=1}^{m_1} h_{1n} f_n(r),$$

Equation (25)

where $f_n(r)$ denotes the $n$th basis function defined in (22). After substituting (24) and (25) into (3) and testing (3) through the Galerkin scheme at each segment node, we collect all $E_1$ and $H_{t_1}$ expansion coefficients into two column vectors $E_1$ and $H_1$ as

$$E_1 = \begin{bmatrix} e_{11} & e_{12} & \ldots & e_{1m_1} \end{bmatrix}^T,$$

Equation (26)

$$H_1 = \begin{bmatrix} h_{11} & h_{12} & \ldots & h_{1m_1} \end{bmatrix}^T.$$

Equation (27)

Then, (3) can be rewritten into the matrix form as

$$T^{\gamma_1} E_1 = P_1 H_1 + U_1 E_1,$$

Equation (28)
where the subscript 1 denotes that the testing procedure is applied on \( \gamma_1 \), and the entities of \( L_1 \), \( P_1 \) and \( U_1 \) are expressed as

\[
[L_1]_{m,n} = \int_{s^m} f_m (r) \int_{s^n} f_n (r') \, dr' \, dr,
\]

\[
[P_1]_{m,n} = j \omega \mu_1 \int_{s^m} f_m (r) \int_{s^n} G_1 (r, r') \, f_n (r') \, dr' \, dr,
\]

\[
[U_1]_{m,n} = \int_{s^m} f_m (r) \int_{s^n} k_1 \frac{\hat{p} \cdot \hat{n}'}{\rho} G_1' (r, r') f_n (r') \, dr' \, dr,
\]

where \( G_1' = -j H_1^{(2)} (k_1 \rho) / 4 \), \( s^m = \gamma_1^{m-1} + \gamma_1^m \), and \( s^n = \gamma_1^{n-1} + \gamma_1^n \).

In this paper, a modified singularity handling approach through combining the numerical Gaussian quadrature and analytical integration approaches is used to accurately and efficiently handle the singular and nearly singular integrals in (30) and (31). In this approach, the Hankel function and its gradient are evaluated by the small variable approximation when a predefined integration approaches is used to accurately and efficiently handle the singular and nearly singular integrals in (30) and (31). To make our paper more focused, the detailed techniques are listed in the appendix.

Then, through moving the second term of (28) on the RHS to its LHS and inverting the square coefficient matrix \( P_1 \), we obtain the SAO \( Y_1 \) as

\[
H_1 = \frac{[P_1]^{-1}}{Y_1} (T L_1 - U_1) E_1.
\]

In the equivalent configurations in Fig. 2(b), \( \tilde{H}_1 (r) \) can be also expanded through the rooftop basis function as

\[
\tilde{H}_1 (r) = \sum_{n=1}^{m_1} \tilde{h}_{1n} f_n (r).
\]

With the similar procedures in the original object, we have

\[
\tilde{H}_1 = \frac{[P_1]^{-1}}{Y_1} (T L_1 - U_1) E_1,
\]

where

\[
\tilde{H}_1 = \begin{bmatrix} \tilde{h}_{11} & \tilde{h}_{12} & \ldots & \tilde{h}_{1m_1} \end{bmatrix}^T.
\]

Since (2) is enforced on \( \gamma_1 \), only the surface equivalent electric current density \( J_1 \) is required on \( \gamma_1 \) in the equivalent configuration to keep fields outside \( \gamma_1 \) unchanged. It can also be expanded through the rooftop basis function, and the coefficients are collected into the column vector \( J_1 \) as

\[
J_1 = \begin{bmatrix} j_{11} & j_{12} & \ldots & j_{1m_1} \end{bmatrix}^T.
\]

By substituting (32) and (34) into (12), \( J_1 \) is obtained as

\[
J_1 = Y_{s_1} E_1,
\]

where \( Y_{s_1} \) is the DSAO \[43\], and can be expressed as

\[
Y_{s_1} = Y_1 - \tilde{Y}_1 = [P_1]^{-1} (T L_1 - U_1) - [P_1]^{-1} (T L_1 - U_1).
\]

As shown in Fig. 3(a) and (b), when complex objects embedded in multilayers or composite objects with partial connected penetrable objects and PEC objects are involved in the SIE domain, \( J_n \) on \( \gamma_n \) can also be derived according to the surface equivalence theorem \[38\] Ch. 12, pp. 653-658] in Fig. 3(c) and (d), which can be expressed as

\[
J_n = Y_{s_n} E_n.
\]

Detailed formulations of \( Y_{s_n} \) on \( \gamma_n \) can be found in \[39\] [44]. Interested readers are referred to them for more details.

The remaining computational domain and homogenous background medium replaced domain are treated as the PDE domain, and the scalar inhomogeneous Helmholtz equation in terms of the electric fields \( E_0 \) is expressed in (19). We apply the Galerkin scheme to deriving the discretized formulation. By moving the excitation term of (19) on the RHS to its LHS, the residual error is defined as
Then, the final matrix equation can be obtained by assembling (47) for all elements, given by

$$r = \frac{\partial}{\partial x} \left( \frac{1}{\mu_e} \frac{\partial E_0}{\partial x} \right) + \frac{\partial}{\partial y} \left( \frac{1}{\mu_e} \frac{\partial E_0}{\partial y} \right) + k_0^2 \varepsilon_r E_0 - j \omega \mu_0 J_n - j \omega \mu J.$$  \hspace{1cm} (40)

The PDE domain is discretized into \(M\) triangle elements, and the triangle meshes are compatible with segments on \(\gamma_n\), as shown in Fig. 4. In each triangle element, \(E_0\) can be approximated as

$$E_0^e(x, y) = \sum_{j=1}^{3} N_j^e(x, y) E_{0j}^e, \quad e = 1, 2, ..., M.$$ \hspace{1cm} (41)

The weighted residual on the \(e\)th triangle element can be expressed as

$$R_i^e = \int_{\Omega_e} N_i^e r \, dx \, dy, \quad i = 1, 2, 3,$$ \hspace{1cm} (42)

where \(\Omega^e\) is the \(e\)th element, and \(N_i^e\) are the two-dimensional linear basis functions given by (21). By substituting (40) into (42) and applying the divergence theorem [30] Ch. 4, pp. 154-157], (42) can be rewritten as

$$R_i^e = \int_{\Omega_e} \left( - \frac{1}{\mu_e} \frac{\partial N_i^e \partial E_0}{\partial x} - \frac{1}{\mu_e} \frac{\partial N_i^e \partial E_0}{\partial y} \right) \, dx \, dy + k_0^2 \varepsilon_r N_i^e E_0 \int_{\Omega_e} N_i^e J_n \, dx \, dy - j \omega \mu \int_{\Omega_e} N_i^e J \, dx \, dy + \int_{\gamma^e} N_i^e D \cdot n^e \, d\Gamma.$$ \hspace{1cm} (43)

In (43), \(\varepsilon_r^e, \mu_r^e\) denote the relative permittivity and permeability of the \(e\)th triangle element, \(\Gamma^e\) denotes the contour of \(\Omega^e\), \(n^e\) is the unit normal vector pointing outward \(\Gamma^e\), and

$$D = \left( \frac{1}{\mu_r} \frac{\partial E_0}{\partial x} + \frac{1}{\mu_r} \frac{\partial E_0}{\partial y} \right).$$ \hspace{1cm} (44)

As is illustrated in Section III, \(J_n\) only exists on \(\gamma_n\). It can also be approximated with the linear basis function on \(\gamma_n\) as

$$J_n^s(x, y) = \sum_{j=1}^{2} N_j^l \, J_{nj}^s, \quad s = 1, 2, ..., m_n.$$ \hspace{1cm} (45)

Therefore, the integration terms of \(J_n\) is reduced into one-dimensional space. By substituting (41), (43) into (43), the elemental equation is expressed as

$$R_i^e = \sum_{j=1}^{3} \int_{\Omega_e} \left( - \frac{1}{\mu_e} \frac{\partial N_i^e \partial N_j^e}{\partial x} - \frac{1}{\mu_e} \frac{\partial N_i^e \partial N_j^e}{\partial y} \right) \, dx \, dy + k_0^2 \varepsilon_r N_i^e N_j^e \int_{\Omega_e} N_i^e J_n^s \, dx \, dy - j \omega \mu \int_{\Omega_e} N_i^e J \, dx \, dy + \int_{\gamma^e} N_i^e D \cdot n^e \, d\Gamma.$$ \hspace{1cm} (46)

and it can be written in the matrix form as

$$R^e = -K^e E^e - B^e J_n^s - b^e + g^e,$$ \hspace{1cm} (47)

where

$$K^e = \begin{bmatrix} R_1^e & R_2^e & R_3^e \end{bmatrix}^T,$$

$$E^e = \begin{bmatrix} E_{01}^e & E_{02}^e & E_{03}^e \end{bmatrix}^T,$$

$$J_n^s = \begin{bmatrix} J_{n1}^s & J_{n2}^s \end{bmatrix}^T.$$

The entities of \(K^e, B^e, b^e\) and \(g^e\) are given by

$$[K^e]_{i,j} = \int_{\Omega_e} \left( - \frac{1}{\mu_e} \frac{\partial N_i^e \partial N_j^e}{\partial x} - \frac{1}{\mu_e} \frac{\partial N_i^e \partial N_j^e}{\partial y} \right) \, dx \, dy, \quad i, j = 1, 2, 3,$$ \hspace{1cm} (48)

$$[B^e]_{i,j} = j \omega \mu_0 \int_{\gamma^e} N_i^l \, N_{j}^l \, dx \, dy, \quad i, j = 1, 2,$$ \hspace{1cm} (49)

$$[b^e]_{i} = j \omega \mu \int_{\Omega_e} N_i^e \, J_n^s \, dx, \quad i = 1, 2, 3,$$ \hspace{1cm} (50)

$$[g^e]_{i} = \int_{\gamma^e} N_i^e D \cdot n^e \, d\Gamma, \quad i = 1, 2, 3.$$ \hspace{1cm} (51)

Then, the final matrix equation can be obtained by assembling (47) for all elements, given by
\[
\mathbf{R} = -\mathbf{K}\mathbf{E} - \mathbf{B}\mathbf{J}_n - \mathbf{b} + \mathbf{g}.
\]

By enforcing that the residual error vanishes on all the elements, (52) can be written as
\[
\mathbf{K}\mathbf{E} + \mathbf{B}\mathbf{J}_n = \mathbf{g} - \mathbf{b}.
\]

By substituting (39) into (53), it can be rewritten as
\[
\mathbf{K}\mathbf{E} + \mathbf{B}\mathbf{Y}_{n_n}\mathbf{E}_n = \mathbf{g} - \mathbf{b}.
\]

It should be noted that \( E_n(r)|_{r\in\gamma_n} = E_0(r)|_{r\in\gamma_n} \). Therefore, the second term of (54) on the LHS can be expanded through replacing \( \mathbf{E}_n \) by \( \mathbf{E} \), and the discretized SIE-PDE formulation can be obtained as
\[
(\mathbf{K} + \mathbf{A})\mathbf{E} = \mathbf{g} - \mathbf{b},
\]
where \( \mathbf{A} \) denotes the expansion matrix for \( \mathbf{B}\mathbf{Y}_{n_n} \). Through solving (55), we can obtain the electric fields in the PDE domain.

Other interested parameters, like near fields, the radar cross section (RCS) can be calculated. In the following subsection, we briefly discuss how to calculate the electric fields in the whole computational domain.

C. Fields Calculation in the Whole Computational Domain

By solving (55), the electric fields in the PDE domain are obtained. However, since the surface equivalence theorem is applied, the electric fields inside the SIE domain cannot be derived directly from the proposed SIE-PDE formulation. Therefore, electric fields inside the SIE domain should be carefully recovered. As illustrated in Section IV-B, if the objects are embedded in multilayers, or composite objects with partially connected penetrable objects and PEC objects are involved, electric fields inside the SIE domain can be calculated through the reverse procedure used to construct the equivalent model. More details can be found in [39][44].

V. NUMERICAL RESULTS AND DISCUSSION

All numerical examples in this paper are performed on a workstation with an Intel i7-7700 3.6 GHz CPU and 64 G memory. Our in-house codes are written in Matlab. To make a fair comparison, only a single thread without any parallel computation is used to complete the simulations.

A. Accuracy Verification of the Proposed Hybrid SIE-PDE Formulation for Penetrable Structures

To verify the accuracy of the proposed SIE-PDE formulation, we first consider TM scattering problems induced by simple penetrable objects. The homogeneous background medium is chosen to simplify the verification. Two dielectric objects, an infinitely long dielectric cylinder and cuboid with the relative permittivity \( \varepsilon_r = 2.3 \) are selected. Both objects are located in the air. The first-order absorbing boundary condition [30, Ch. 4, pp. 207-212] is used to truncate the computational domain in the FEM and the proposed SIE-PDE formulation, which is expressed as
\[
\frac{1}{\mu_r} \frac{\partial E_0}{\partial n} + \gamma E_0 = q,
\]
with \( \gamma \) and \( q \) given by
\[
\gamma = \frac{1}{\mu_r} \left[ jk_0 + \frac{\kappa(s)}{2} \right],
\]
\[
q = \frac{1}{\mu_r} \frac{\partial E_{inc}}{\partial n} + \frac{1}{\mu_r} \left[ jk_0 + \frac{\kappa(s)}{2} \right] E_{inc},
\]
where \( \kappa(s) \) is the curvature of the truncated boundary at the point \( s \), \( \mu_r \) is the relative permeability of the surrounding medium, and \( E_{inc} \) is the incident plane wave. In our simulation, the truncated boundary is a circle with a radius of 6 m. It is 5 m away from the dielectric objects to reduce possible reflection from the truncated boundary, and \( \kappa(s) \) is 1/6.

The radius of the cylinder is 1 m, and the side length of the cuboid is 2 m. A TM-polarized plane wave incidents from the \( x \)-axis with \( f = 300 \) MHz. The average length of segments used to discretize the whole computational domain is 0.033 m, which corresponds to \( \lambda/20 \), where \( \lambda \) is the wavelength inside dielectric objects.

Fig. [5] shows the RCS of the two dielectric objects obtained from the proposed hybrid SIE-PDE formulation with the reference RCS obtained from the FEM. It is easy to find that the results obtained from the two formulations for both objects agree well with each other. Therefore, the proposed hybrid SIE-PDE formulation can obtain accurate far-fields induced by penetrable objects with smooth and non-smooth boundaries.
Then, we check the convergence property of the proposed SIE-PDE formulation in terms of mesh sizes. The relative error (RE) is defined as

$$ RE = \frac{\sum_i \| \text{RCS}^{\text{cal}}_i - \text{RCS}^{\text{ref}}_i \|^2}{\sum_i \| \text{RCS}^{\text{ref}}_i \|^2}, $$

(57)

where RCS$^{\text{cal}}$ denotes results calculated from the proposed SIE-PDE formulation, and RCS$^{\text{ref}}$ is the reference results obtained from the FEM with fine enough meshes. As shown in Fig. 6, it can be found that as the mesh size decreases, the relative error of the proposed SIE-PDE formulation for both objects decreases. For the cylinder object, the RE can reach the order -4 when the average mesh size is 0.01. For the cuboid object, the relative error is 0.001 when the average mesh size is 0.01, which is slightly larger than that of the cylinder object. This is expected since the cuboid object has a non-smooth boundary and large fields variations exist near corners of the cuboid. However, they all show excellent agreement for these two formulations. Therefore, the proposed SIE-PDE formulation shows great convergence properties in terms of the mesh size.

For further verification, we calculated the electric fields in the near region of both dielectric objects through the proposed SIE-PDE formulation and the FEM in Fig. 7(a) and (b), Fig. 8(a) and (b), respectively. It is easy to find that the field patterns obtained from the two formulations have no visible differences. To quantitatively measure the error between the two formulations, the relative error defined as $|\text{E}^{\text{cal}} - \text{E}^{\text{ref}}| / \max |\text{E}^{\text{ref}}|$ is calculated, where E$^{\text{ref}}$, E$^{\text{cal}}$ denote the electric fields obtained from the FEM and the proposed SIE-PDE formulation, respectively, and $\max |\text{E}^{\text{ref}}|$ denotes the maximum magnitude of the reference electric field, which guarantees the relative error is well defined in the whole computational domain.

For the dielectric cylinder in Fig. 7(c), the relative error is less than 2% in most of the computational domain, and a slightly large relative error occurs near the boundary of the dielectric cylinder. It is expected since in those regions fields change sharply due to media discontinuity. For the dielectric cuboid in Fig. 8(c), the relative error in most regions is less than 3% and slightly
large near the boundary of the cuboid object, especially at its four corners. However, the maximum of relative error is still around 4\%. Therefore, the proposed SIE-PDE formulation shows a quite good accuracy compared with the FEM.

To sum up, through the numerical results above, we find that the proposed SIE-PDE formulation can accurately calculate both near and far fields induced by dielectric structures with smooth and non-smooth boundaries, and shows great agreement with those obtained from the FEM. To further verify the computational efficiency and accuracy of the proposed SIE-PDE formulation, a more complex structure is considered in next subsection, and the computational costs will be discussed in detail.

B. Computational Efficiency and Accuracy Verification of the Proposed Hybrid SIE-PDE Formulation

Due to the skin effect, the current density crowds round the surface region of highly conductive media when the frequency is high. For example, the skin depth of copper at $f = 30$ MHz is approximately 11.9 $\mu$m. In the traditional volumetric mesh formulations, like the FEM, the volume integral equation (VIE) formulation, extremely fine meshes should be used to accurately calculate the current density. For example, to accurately capture the skin effect, almost 40,000 volumetric elements are used for only a $10\mu m \times 10\mu m \times 10\mu m$ copper interconnect at $f = 20$ GHz [45]. Therefore, it is quite challenging to solve this problem in terms of CPU time and memory consumption. Compared with those volumetric meshes-based solvers, one obvious merit of the SIE formulations is that they can effectively address computational issues related to conductors and obtain accurate results since unknowns only reside on the boundary of highly conductive media. The proposed hybrid SIE-PDE formulation inherits this merit, and it also increases the flexibility to handle the inhomogeneous media, in which the SIE formulation cannot be used. To further verify the computational efficiency and accuracy of the proposed hybrid SIE-PDE formulation, a numerical example related to conductive media and skin effect calculation is considered. Its geometrical configurations are given in Fig. 9. One cable including three cylindrical copper conductors with the radius of 0.5 mm is placed above the planar layered media. The three cylindrical conductors are embedded in a dielectric sheath with the radius of 1 mm. The relative permittivity of dielectric cylinder is 2.3. Then, the cable system is placed 0.5 mm over the planar layered media with the relative permittivity of 1, 2, 2.5 and 3, respectively. A TM-polarized plane wave with $f = 30$ MHz incidents along the $y$-axis. We calculated electric fields near the object through the proposed SIE-PDE formulation and the FEM, as shown in Fig. 10(a) and (b). It can be found that field patterns from the two formulations are almost the same. To quantitatively measure the error, we also calculated the relative error of near fields. As shown in Fig. 10(c), the relative error is less than 0.5\% in most regions of the
computational domain and slightly large on the boundary of the inner cylindrical conductors. In the current mesh configuration, both formulations use the same mesh size, 0.05 mm. However, by further calculating the current density in the conductors, the peak values of the current density obtained from the two formulations show significant differences. The values obtained from the proposed SIE-PDE formulation and the FEM are 275,492.7 A/m$^2$ and 197,378.4 A/m$^2$, respectively. Then, we checked the convergence property of the proposed SIE-PDE formulation and the FEM in terms of the current density in Fig. 11. The $x$-axis represents the overall count of elements in the whole computational domain, and the $y$-axis represents the peak amplitude of the current density. It can be found that as the count of elements increases, the current density obtained from the FEM gradually increases, and finally is convergent at around 275,000 A/m$^2$. However, from the proposed SIE-PDE formulation, the results get the convergent results quite fast with much fewer elements, which implies that the proposed SIE-PDE formulation can obtain the accurate current density with much coarser meshes than those with the FEM. When the count of elements reaches approximate $2.3 \times 10^5$, the FEM gets convergent results. For example, when the count of elements is 224,244, the peak values of the current density obtained from the proposed SIE-PDE formulation and the FEM are 274,827.9 A/m$^2$ and 275,180.0 A/m$^2$, respectively. The two methods have almost the same level of accuracy.

Fig. 12(a) and (b) show the current density obtained from the proposed SIE-PDE formulation and the FEM. It is easy to find that both formulations can accurately capture the skin effect in terms of the current density, and Table I shows the comparison of computational consumption of the two formulations when the current density with the same level of accuracy is obtained. The ratio in the last column of Table I is defined as the ratio of the values obtained from the proposed SIE-PDE formulation to those from the FEM. As shown in the second row of Table I, the peak value of the current density is 274,899.7 A/m$^2$ for the proposed SIE-PDE formulation compared with 274,965.9 A/m$^2$ for the FEM. Its ratio is 0.9997 and to this extent, the two formulations achieve almost the same level of accuracy. Then, we calculated the overall unknowns used for the two formulations. As shown in the third row of Table I, the proposed SIE-PDE formulation only needs 73,234 unknowns to solve this problem compared with 253,673 unknowns for the FEM. Its ratio is 0.29, which means that only quite a small fraction of amount of unknowns is required in the proposed SIE-PDE formulation. As is illustrated above, the SIE formulations can
capture the skin effect inside the conductors fast and accurately without requirements for fine meshes. In this case, for the FEM the average length of segments is used as 0.005 mm for the inner cylindrical copper conductors and dielectric object and 0.05 mm for outer layered medium. However, in the proposed SIE-PDE formulation, the average length of segments is only 0.02 mm for the inside objects. Therefore, the overall count of unknowns is significantly reduced for the proposed formulation compared with the FEM. Moreover, as shown in the fourth row of Table I, memory consumption of the proposed SIE-PDE formulation is only 36% of that of the FEM. The time cost for the two formulations is shown from the fifth to eighth rows in Table I. The time cost includes generation of $Y_s$, matrices filling and matrices solving. The time cost for the FEM requires 4,771.9 seconds to solve this problem. However, only 330.4 seconds are required for the proposed formulation, which only requires 7% of CPU time of the FEM. As shown in Table I, the time cost of matrices filling and solving linear equations is reduced compared with that of the FEM due to much fewer unknowns in the proposed SIE-PDE formulation. As the count of SIE domains increases, the performance improvement in terms of time cost and count of unknowns would be more significant.

| TABLE I |
| COMPARISON OF COMPUTATIONAL COSTS FOR THE PROPOSED SIE-PDE FORMULATION AND THE FEM |
|---|---|---|
| | FEM | Proposed | Ratio$^*$ |
| Peak Value of Current Density [$A/m^2$] | 274,965.9 | 274,899.7 | 0.99 |
| Overall Counts of Unknowns | 253,673 | 73,234 | 0.36 |
| Total Time [s] | 4,771.9 | 330.4 | 0.07 |
| Time for $Y_s$ Generation [s] | - | 232.0 | - |
| Time for Matrices Filling [s] | 4,769.0 | 9.7 | 0.2 |
| Time for Matrices Solving [s] | 2.9 | 0.7 | 0.24 |

$^*$ Ratio is defined as the ratio of the values obtained from the proposed SIE-PDE formulation to those from the FEM.
C. Discussion

From the above numerical examples, the computational accuracy and efficiency of the proposed SIE-PDE formulation for 2D TM electromagnetic problems are detailed presented. It should be noted that the SIE formulation is used to solve the interior problems instead of truncating the whole computational domain. Therefore, we compared the proposed SIE-PDE formulation with the traditional FEM under the same absorbing boundary condition rather than other hybrid FEM/MoM formulations.

The proposed hybrid formulation can be extended into 3D scenarios and applied to solve the vector Helmholtz equation by exchanging the 2D nodal-based linear basis function in (11) with 3D edge-based vector basis function [40, Ch. 8, pp. 420-435]. Then, to couple the SIE and PDE formulations on the interface, the Rao-Wilton-Glisson (RWG) basis function [48, Ch. 8, 258-260] and the 2D edge-based vector basis function will be used due to their relationship on the surface, $n \times N_1 = l_n$, where $N_1$ denotes the vector basis function defined on the $i$th edge, and $l_n$ denotes the RWG basis function defined on the same edge. In addition, the proposed SIE-PDE formulation can also support non-conformal meshes with appropriate interpolation methods.

VI. Conclusion

In this paper, a novel and efficient hybrid SIE-PDE formulation for TM electromagnetic analysis without boundary condition requirement is developed. In this formulation, the whole computational domain is decomposed into two overlapping domains: the SIE and PDE domains. In the SIE domain, complex structures or computationally challenging media are replaced by the background medium. An equivalent model with only the surface equivalent electric current density on the enclosed boundary is derived to represent electromagnetic effects. The remaining computational domain and the background medium replaced domain consist of the PDE domain which can be formulated through the PDE formulation. Through carefully constructing the basis functions, the expansion of the SIE and PDE formulations are compatible on the boundary. Then, a hybrid SIE-PDE formulation is obtained. The proposed formulation shows many advantages over other existing hybrid techniques, such as no extra boundary condition requirements, flexibility and high efficiency in handling complex and computationally challenging structures. Numerical results demonstrate that the proposed SIE-PDE formulation can significantly improve the performances in terms of the numbers of unknowns and CPU time over the FEM, which shows great potential for electromagnetic analysis of complex, non-uniform media fulfilled objects. Additionally, it can be extended to solve 3D electromagnetic problems and support non-conformal meshes. Currently, the development of the proposed SIE-PDE formulation into 3D and non-conformal scenarios is in progress. We will report more results on this topic in the future.

APPENDIX

In this paper, the Green’s function is expressed as $G(r, r') = -jH_0^{(2)}(k|r - r'|)/4$, where $j = \sqrt{-1}$, $\rho = |r - r'|$, $k$ denotes the wave number in the penetrable object, and $H_0^{(2)}(\cdot)$ denotes the zeroth-order Hankel function of the second kind. When $|k\rho| < 0.1$, the Green’s function and its gradient suffer from nearly singular and singular integrals. The first-order small variable approximation of $H_0^{(2)}(\cdot)$ and $H_1^{(2)}(\cdot)$ [46] is considered, which is expressed as

$$H_0^{(2)}(k\rho) \approx \left[1 - j\frac{2}{\pi} \ln \left(\frac{\gamma k}{2}\right)\right] - j\frac{2}{\pi} \ln \rho,$$

$$H_1^{(2)}(k\rho) \approx \frac{k\rho}{2} + \frac{2j}{\pi k\rho},$$

where $\gamma = 1.781$, $\rho = |r - r'|$.

A general configuration to demonstrate the geometrical relationship between the observation point and the source segment is shown in Fig. 13, $r$, $r'$, $r_1'$, $r_2'$ denote the observation point, the source point, and two end points of the source segment, respectively, and $p_0$ denotes the projection point of $r$ on the source segment. As shown in (22), there are two half rooftop basis functions defined on each line segment, $|r' - r_1'|$ and $|r_2' - r'|$, respectively. Therefore, the analytical expression for (30) can be expressed as

$$f_m(r) \cdot \int_{r_1'}^{r_2'} j\omega \mu G_1(r, r') \cdot \frac{|r' - r_1'|}{l_0} dr' = f_m(r) \cdot \left\{ \frac{\omega \mu}{4l_0} \left[ 1 - j\frac{2}{\pi} \ln \left(\frac{\gamma k}{2}\right)\right] \cdot I_1 - j\omega \mu \frac{2\pi}{l_0} \cdot l_1 \cdot I_2 + j\omega \mu \frac{2\pi}{l_0} \cdot l_1 \cdot I_3 - \omega \mu l_1 \frac{4}{4l_0} \left[ 1 - j\frac{2}{\pi} \ln \left(\frac{\gamma k}{2}\right)\right] \cdot I_4 \right\},$$

$$f_m(r) \cdot \int_{r_1'}^{r_2'} j\omega \mu G_1(r, r') \cdot \frac{|r_2' - r'|}{l_0} dr' = f_m(r) \cdot \left\{ -\frac{\omega \mu}{4l_0} \left[ 1 - j\frac{2}{\pi} \ln \left(\frac{\gamma k}{2}\right)\right] \cdot I_1 + j\omega \mu \frac{2\pi}{l_0} \cdot l_2 \cdot I_2 - j\omega \mu \frac{2\pi}{l_0} \cdot l_2 \cdot I_3 + \omega \mu l_2 \frac{4}{4l_0} \left[ 1 - j\frac{2}{\pi} \ln \left(\frac{\gamma k}{2}\right)\right] \cdot I_4 \right\},$$
and the analytical expression for (63) can also be obtained as

$$f_m(r) \cdot \int_{r_{1r}}^{r_{2r}} k \cdot \nabla G_1'(r, r') \frac{|r' - r_1'|}{l_0} dr'$$

$$= f_m(r) \cdot \left\{ \frac{j k^2}{8 l_0} P^0 \cdot I_1 - \frac{j k^2}{8 l_0} P^0 l_1 \cdot I_4 - \frac{P^0}{2 \pi l_0} \cdot I_5 + \frac{P^0}{2 \pi l_0} l_2 \cdot I_6 \right\},$$

(62)

$$f_m(r) \cdot \int_{r_{1r}}^{r_{2r}} k \cdot \nabla G_1'(r, r') \frac{|r_2' - r'|}{l_0} dr'$$

$$= f_m(r) \cdot \left\{ -\frac{j k^2}{8 l_0} P^0 \cdot I_1 + \frac{j k^2}{8 l_0} P^0 l_2 \cdot I_4 + \frac{P^0}{2 \pi l_0} \cdot I_5 - \frac{P^0}{2 \pi l_0} l_2 \cdot I_6 \right\}.$$

(63)

According to [46][47], the six identities defined in (60)-(63) are given as below.

$$I_1 = \int_{r_{1r}}^{r_{2r}} |l| dr' = \frac{1}{2} \left[ (l_2)^2 - (l_1)^2 \right],$$

(64)

$$I_2 = \int_{r_{1r}}^{r_{2r}} \cdot \ln |r - r'| dr' = \frac{1}{2} \left\{ \ln |r - r_2'| - |r - r_2'|^2 \ln |r - r_1'| - |r - r_1'|^2 \ln |r - r_1' | - \frac{1}{2} \left( (l_2)^2 - (l_1)^2 \right) \right\},$$

(65)

$$I_3 = \int_{r_{1r}}^{r_{2r}} \cdot \ln |r - r'| dr' = l_2 \ln |r - r_2'| - l_1 \ln |r - r_1'| + P^0 \left( \tan^{-1} \frac{l_2}{P^0} - \tan^{-1} \frac{l_1}{P^0} \right) - (l_2 - l_1),$$

(66)

$$I_4 = \int_{r_{1r}}^{r_{2r}} l_1 dr' = l_2 - l_1,$$

(67)

$$I_5 = \int_{r_{1r}}^{r_{2r}} \frac{|l|}{|r - r'|^2} dr' = \frac{1}{2} \left\{ \ln |r - r_2'|^2 - \ln |r - r_1'|^2 \right\},$$

(68)

$$I_6 = \int_{r_{1r}}^{r_{2r}} \frac{1}{|r - r'|^2} dr' = \frac{1}{P^0} \left[ \tan^{-1} \left( \frac{l_2}{P^0} \right) - \tan^{-1} \left( \frac{l_1}{P^0} \right) \right].$$

(69)
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