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Abstract

In this paper, we conduct theoretical analyses on inferring the structure of gene regulatory networks. Depending on the experimental method and data type, the inference problem is classified into 20 different scenarios. For each scenario, we discuss the problem that with enough data, under what assumptions, what can be inferred about the structure. For scenarios that have been covered in the literature, we provide a brief review. For scenarios that have not been covered in literature, if the structure can be inferred, we propose new mathematical inference methods and evaluate them on simulated data. Otherwise, we prove that the structure cannot be inferred.
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1 Introduction

In living cells, most genes are transcribed to mRNAs and then translated to proteins. Some proteins serve as transcription factors that regulate the transcription of other gene(s). For example, in fruit flies, CLOCK (CLK) and CYCLE (CYC) are transcription factors that...
activate the transcription of period (per) and timeless (tim), the protein products of which in return inhibit CLK/CYC. Such transcription-translation negative feedback loop plays a central role in circadian rhythm [1]. Small molecules also participate in gene regulation. Retinoic acid inhibits Fgf8 in mice [2]. For E. coli, LacI protein inhibits the expression of lac operon, unless lactose level is high and glucose level is low [3]. The regulation of gene expression is a central topic in biology.

Broadly speaking, a gene regulatory network (GRN) consists of various molecular regulators that govern gene expression, namely, levels of mRNAs and corresponding proteins [4]. Such regulators interact with each other and form a complicated network. See Fig. 1 for an example of GRN in E. coli. Here the expression of one gene can activate or inhibit the expression of another gene. In this paper, the major focus is to determine the regulatory relationship between genes. Regulations involving non-genetic factors, or even other regulation networks (not necessarily biological), can be determined with similar methods.

Most subjects of a GRN are large molecules confined within living cells. Therefore, it is difficult or even impossible to directly verify a regulatory network among a group of genes with biochemical methods. On the other hand, a large amount of data that are related to GRNs have been collected and documented, such as single-cell observational gene expression data [6] and bulk level interventional phenotype data [7]. The central question of this paper is to infer the GRN structure using experimental data (“reverse-engineering”). We aim at building a complete framework and fill in the blanks, not reviewing all important existing methods. Besides gene regulation, the problem of inferring network structure with experimental data is extensively studied in other fields [8, 9, 10]. We consider two major situations:

1. Consider genes $V_1, \ldots, V_n$. We can measure the expression levels of these genes (mRNA or protein count). The goal is to reconstruct the GRN that contains a specific gene, such as $V_i$. This means that we need to exclude irrelevant genes that do not belong to this GRN. Besides, for any two genes $V_i, V_j$ that belong to this GRN, we need to study whether the expression of $V_i$ directly regulates the expression of $V_j$. If yes, we determine whether the regulation is activation or inhibition.

2. Consider genes $V_1, \ldots, V_n$ and a phenotype $V_0$ (growth rate etc.). Some genes can affect the level of this phenotype, and we assume this phenotype does not affect the
expression of genes. We can measure the level of this phenotype, but not the expression levels of genes. Nevertheless, we can intervene with any genes, so as to change (decrease in general) their expression levels. By adding intervention on each gene \( V_i \) and observe the phenotype \( V_0 \), we can exclude irrelevant genes. Thus we can stipulate that each \( V_i \) can directly or indirectly affect \( V_0 \). Similarly, the goal is to reconstruct the GRN that contains \( V_0 \). We study whether the expression of \( V_i \) activates or inhibits the expression of \( V_j \).

Various data types can be used to infer GRN structures. Different data types require different mathematical inference tools. For certain data types, there have been numerous studies in determining GRN structures \cite{5,11,12,13,14,15,16,17}. We propose a unified framework to treat the GRN inference problem. Depending on possible data types that can be used to infer the GRN structure, we classify the GRN inference problem into 20 scenarios. For each scenario, we discuss what can be inferred about the GRN structure, and what assumptions are required. For scenarios that have been extensively studied, we only introduce a few representatives to show what we can infer in these scenarios. Readers may refer to some review papers for more details about these scenarios \cite{11,12,18}. Other scenarios will be thoroughly discussed: whether and how the GRN can be inferred. We also develop novel mathematical methods if necessary. Since such less-studied scenarios lack real data, we implement our novel methods and evaluate on simulated data. For identified regulatory relations, we determine whether they are activation or inhibition. Through this analysis, the existing mathematical methods, our novel methods, and potential methods that will be invented in the future can be treated in the same unified paradigm. This paradigm can be generalized to fit new data types.

There are many subtleties in gene regulation that cannot be fully considered. We need to warn that all inference methods need some (possibly unrealistic) assumptions in mathematics and biology to (over)simplify the problem. Therefore, the inference results should be regarded as informative findings, not ground truth.

This paper is not a review of all important existing GRN inference methods. For example, machine learning methods like the GENIE3 algorithm \cite{19}, and Bayesian type methods which could easily utilize prior information, are not covered. Our methods are mostly deterministic, meaning that they produce the same inference for fixed data. Besides, this paper mainly focuses on theoretical results, not practical algorithms.

Fig. 2 describes the dependence relations of all 10 sections and the appendix. Section 2 briefly introduces possible biological data types regarding GRNs and related biological assumptions. Section 3 discusses mathematical setup and related mathematical assumptions. Section 4 presents the main results of this paper: with what data, under what assumptions, what we can infer about the GRN structures. Section 5 discusses biological background about GRN and related measurements, and concerns about related assumptions. Section 6 contains some classical mathematical results related to GRN structure inference. In Section 7, we develop some novel mathematical results that are used in the inference of GRN structures. In Section 8, our novel methods are implemented and evaluated on simulated data. Section 9 provides a detailed explanation for the results in Section 4. We finish with
some general discussions in Section 10. Appendix A contains simulation details for Section 8.

This paper is written to draw attention from readers with various backgrounds. Readers who only want to understand the main results could stop at Section 4. Readers who are not interested in mathematical details could skip Subsections 3.2-3.4, 5.3, and Sections 6-10. Readers who are not interested in biological discussions could skip Section 5.

2 Biological setup

2.1 Experimental data types

Consider genes $V_1, \ldots, V_n$. Various types of experimental data can be used to infer GRN structures. They can be classified in four major dimensions: (1) Modality. We can directly measure the expression levels of $V_1, \ldots, V_n$, or only a phenotype $V_0$ that depends on the expression levels of $V_1, \ldots, V_n$. (2) Granularity. We can measure the levels of $V_1, \ldots, V_n$ or $V_0$ for a single cell and repeat many times, so as to obtain a group of random variables $X_1, \ldots, X_n$ or $X_0$ that represent the random values of $V_1, \ldots, V_n$ or $V_0$. We also obtain the corresponding probability distribution of these variables. Alternatively, we can measure these quantities over a large population of cells (bulk level), so that the randomness is averaged out. Then we obtain deterministic results of $X_1, \ldots, X_n$ or $X_0$, denoted by $x_1, \ldots, x_n$ or $x_0$. (3) Intervention. We can measure certain quantities after interfering with the expression of some genes, so that these genes and downstream genes are affected (not fully muted in general). Then we can compare measured quantities before intervention $(x_1, \ldots, x_n)$ and quantities after intervention $(x'_1, \ldots, x'_n)$. We can also observe without any intervention. (4) Temporal resolution. We can measure at a single time point, $x_i(0)$, or measure at multiple time points as a time series, $x_i(0), x_i(1), x_i(2)$, and so on. Two time points are enough for certain inference methods, while some other methods need many more time points. (*) When we measure at single-cell level at multiple time points, there is an extra dimension: Can we measure the same cell multiple times, so that we can obtain the joint distribution for multiple time points, $P[X_1(0) = c_0, X_1(1) = c_1, X_1(2) = c_2]$, or we need to measure different cells at different time points, so that we just have multiple
marginal distributions for each time point, $P[X_1(0) = c_0], P[X_1(1) = c_1], P[X_1(2) = c_2]$. This difference has a thermodynamic explanation: without joint distribution, we cannot distinguish equilibrium steady state and non-equilibrium steady state [20].

For these four major dimensions, we have $2^4 = 16$ different scenarios. Each scenario is named with a combination of four labels: (1) Gene expression or Phenotype; (2) Single-cell or Bulk; (3) Non-interventional or Interventional; (4) One-time or Time series. In four scenarios (Single-cell + Time series), there is an extra dimension of Joint distribution or Marginal distribution, meaning a total of 20 scenarios. For these 20 scenarios, we study how to infer the GRN structure, and the results are summarized in Table 1.

For each dimension, there is one type that is strictly more informative than the other: Gene expression > Phenotype, Single-cell > Bulk, Interventional > Non-interventional, Time series > One-time (the more time points, the more informative), Joint distribution > Marginal distribution. Nevertheless, for more informative data types, generally the experiments are more difficult, more expensive, and less accurate.

There are intermediate states for each dimension. (1) When we can only measure the expression level of one gene (or a few genes), we can regard the measured gene as a phenotype, and apply methods developed for phenotype data. (2) When we increase the number of cells measured in one experiment, due to the central limit theorem [21], the data variance decreases fast. When the cell number is small enough, so that the stochasticity is significant, we can treat this case the same as the single-cell case. (3) When we can only add interventions on limited genes, some inference methods for interventional data might fail, and we need to treat such data as non-interventional. (4) For time series data, some methods, such as the one in Subsection 6.3, only require measuring at two time points; some other methods, such as those in Subsection 6.2 and Subsection 7.5, require measuring at many more time points, proportional to the number of genes involved. Therefore, when we have data at a few time points, we might need to use methods for one or two time points.

2.2 Biological assumptions

Gene regulation in reality is complicated. To infer the GRN structure with limited experimental data, we need some biological assumptions.

(A) Besides genes, other non-genetic factors also regulate gene expression (retinoic acid for Fgf8). We assume that such non-genetic factors are kept at constants, so that they do not interfere with determining the regulation between genes.

(B) The regulation between genes might require specific conditions (lactose and glucose for Lacl and lac operon). We assume that all such conditions are satisfied, so that we can observe all possible regulations among considered genes.

(C) We assume all genes in the GRN that we want to reconstruct have been considered, and assume that the set of considered genes is not too large. Therefore, the set of genes considered consists of all genes in a small GRN and at most a few irrelevant genes.
(D) If \( V_i \) regulates \( V_j \), we assume the increase of \( V_i \) always leads to the increase (activation) or decrease (inhibition) of \( V_j \). We exclude the case that \( V_i \) can both activate and inhibit \( V_j \) in different situations, although it is not always true [22].

With these assumptions or first approximations that are not totally unrealistic, the GRN structure inference problem can be transformed into a well-defined mathematical problem. Nevertheless, these assumptions are not realistic in biology, and they will be further discussed in Subsection 5.2.

### 3 Mathematical background and setup

#### 3.1 Introduction of related mathematical assumptions

In the following, we introduce some necessary mathematics for understanding the problem of inferring GRN structures. We also introduce four mathematical assumptions that will be used in certain scenarios. Under these assumptions, the underlying GRN is simple enough, or the experimental data are regular enough, so that they follow certain mathematical models. Nevertheless, all assumptions are more or less unrealistic in biology, especially the assumption that the GRN has no directed cycle. We will discuss concerns about these assumptions in Subsection 5.3.

Four assumptions are used in certain scenarios: (1) **Path Blocking (PB)**: the intervention on one gene has no effect on another gene (or a phenotype), if and only if other intervened genes have already blocked all paths; (2) **Directed Acyclic Graph (DAG)**: the GRN can be described by a directed graph without cycles; (3) **Markov and Faithful (MF)**: the distribution of gene expression properly reflects the underlying DAG through conditional independence relations; (4) **Linear System (LS)**: the gene expression (and possibly phenotype) time series data satisfy a linear ODE system. Most contents of this section, except the path blocking property, are from standard textbooks [23, 24, 25]. If not interested in mathematical details, readers can remember the names of these assumptions and skip the rest of this section.

#### 3.2 Graph theory and path blocking property

In graph theory, a **directed graph** consists of several vertices \( \{V_1, \ldots, V_n\} \) and some directed edges between different vertices, such as \( V_i \rightarrow V_j \).

A GRN can be represented as a directed graph. Each vertex \( V_i \) represents a gene, and each directed edge \( V_i \rightarrow V_j \) means that the expression of gene \( V_i \) can regulate the expression of gene \( V_j \). We require that the graph is connected. If this graph has several connected components, we can deal with them separately.

If there are edges \( V_i \rightarrow V_j, V_j \rightarrow V_k, \ldots, V_l \rightarrow V_m \), then \( V_i \rightarrow V_j \rightarrow V_k \cdots \rightarrow V_l \rightarrow V_m \) is called a **path** from \( V_i \) to \( V_l \). Although the GRN might have cycles, we do not allow a
path to pass a vertex more than once. The number of edges in a path is called the length of this path.

If we can only measure a phenotype \( V_0 \), then the concerned GRN consists of \( V_0 \) and genes \( V_1, \ldots, V_n \) that have paths leading to \( V_0 \). We assume no edge starts from \( V_0 \).

If there is an edge \( V_i \rightarrow V_j \), then \( V_i \) is a parent of \( V_j \), and \( V_j \) is a child of \( V_i \). If there is a path from \( V_i \) to \( V_j \), then \( V_i \) is an ancestor of \( V_j \), and \( V_j \) is a descendant of \( V_i \).

Consider any two vertices \( V_i, V_j \) and a set \( S \subset \{V_1, \ldots, V_n\}\backslash\{V_i, V_j\} \). If all paths from \( V_i \) to \( V_j \) need to pass through \( S \), we say that \( S \) blocks \( V_i \) to \( V_j \). Specifically, if there is no path from \( V_i \) to \( V_j \), then any set, including the empty set \( \emptyset \), blocks \( V_i \) to \( V_j \).

Assume we can interfere with different sets of genes and measure the expression levels of all genes, so as to compare if they have the same effect on certain genes. The path blocking property means that for any \( V_i, V_j \) and any set \( S \subset \{V_1, \ldots, V_n\}\backslash\{V_i, V_j\} \), after interfering with all genes in \( S \), intervention on \( V_i \) cannot provide extra influence on the expression of \( V_j \), if and only if \( S \) blocks \( V_i \) to \( V_j \). The path blocking property in this case means a set of genes that blocks \( V_i \) to \( V_j \) in the directed graph (GRN) also blocks the influence of \( V_i \) to \( V_j \) in gene expression, and vice versa.

Assume we can interfere with different sets of genes and measure one phenotype \( V_0 \), so as to compare if they have the same effect on the measured phenotype. The path blocking property means that for any \( V_i \) and any set \( S \subset \{V_1, \ldots, V_n\}\backslash\{V_i\} \), after interfering with all genes in \( S \), intervention on \( V_i \) cannot provide extra influence on the expression of \( V_0 \), if and only if \( S \) blocks \( V_i \) to \( V_0 \).

### 3.3 Directed acyclic graph, Markov property, and faithful property

A directed acyclic graph (DAG) is a directed graph that has no directed cycles. For example, if we have edges \( V_1 \rightarrow V_2 \) and \( V_2 \rightarrow V_3 \), then we cannot have edge \( V_3 \rightarrow V_1 \), but edge \( V_1 \rightarrow V_3 \) is allowed.

In a causal DAG (also called Bayesian network) \( \mathcal{G} \) with \( n \) vertices, each vertex \( V_i \) has an associated random variable \( X_i \), which represents the stochastic expression level of gene \( V_i \) in a single cell. The joint distribution of these variables is denoted as \( \mathbb{P} \).

\( \mathbb{P} \) is said to be Markov to \( \mathcal{G} \), if \( \mathbb{P}(X_1, \ldots, X_n) = \prod_{i=1}^{n} \mathbb{P}(X_i \mid \pi_{X_i}) \), where \( \pi_{X_i} \) means the expression levels of \( V_i \)'s parents. If all the conditional independence relations in \( \mathbb{P} \) also appear in any other \( \mathbb{P}' \) that is Markov to \( \mathcal{G} \), then we say that \( \mathbb{P} \) is faithful to \( \mathcal{G} \). If a distribution \( \mathbb{P} \) is Markov and faithful to \( \mathcal{G} \), then the structure of \( \mathcal{G} \) properly reflects the causal relations in \( \mathbb{P} \).

Consider a DAG \( \mathcal{G} \). A common model that fits this DAG is \( X_i = f_i(\pi_{X_i}) + \epsilon_i \). This means the value of \( V_i \) depends on the values of its parents, plus an independent noise. In general, the joint distribution generated by this model is Markov and faithful to \( \mathcal{G} \).
3.4 Linear system

If we measure the bulk level gene expression time series, the expression level of a gene $V_i$ can be regarded as a variable $x_i(t)$ that changes continuously along time. If we measure the single-cell level gene expression $X_i$, then its expectation is $x_i$. The expression levels $\{x_i\}$ of all genes along time satisfy a linear system, or have the linearity property, if the following linear ordinary differential equations (ODEs) hold.

$$
dx_1/\ dt = a_{11}x_1 + a_{12}x_2 + \cdots + a_{1n}x_n + b_1, \\
\cdots \\
dx_n/\ dt = a_{n1}x_1 + a_{n2}x_2 + \cdots + a_{nn}x_n + b_n.
$$

(1)

This system can be rewritten as $d\vec{x}/dt = A\vec{x} + \vec{b}$, where $\vec{x} = (x_1, \ldots, x_n)'$, $A = [a_{ij}]$, $\vec{b} = (b_1, \ldots, b_n)'$. Here $b_i$ describes the base synthesis rate of gene $V_i$, $a_{ii}$ describes the degradation of $V_i$, and $a_{ij}$ describes the effect of $V_j$ on the expression of $V_i$. If $a_{ij} > 0$, $V_j$ activates $V_i$; if $a_{ij} < 0$, $V_j$ inhibits $V_i$; if $a_{ij} = 0$, $V_j$ does not affect $V_i$. If we want the solution of Eq. 1 to converge to a stable fixed point $\vec{x}_0$ with positive components, one approach is to check the condition for sign stability [26, 27]. Another approach is to assume $b_i > 0$, $a_{ij} \geq 0$ for $i \neq j$, $\sum_{j=1}^n a_{ij} < 0$. Then the Perron-Frobenius theorem states that all eigenvalues of $A$ have negative real parts, so that the fixed point $\vec{x}_0 = -A^{-1}\vec{b}$ is stable and has positive components.

4 Inferring GRN structure with different data types

We have discussed different data types and different assumptions in Section 2 and Section 3. In this section, we present the main results of this paper: with what data type, under what assumptions, what we can infer about the GRN structure. See Table 1 for a summary of all the results. For example, in Scenario 6 (Gene, Bulk, One-time, Interventional), we can fully infer the GRN structure under the path blocking assumption, and we can partially infer the GRN structure under the directed acyclic graph assumption. These results are explained in Section 9 based on the mathematical methods in Section 6 and Section 7.

The basic method of establishing causal relation is to vary one variable and examine if the other variable changes. When we cannot interfere with gene expression, the only chance is to profile gene expression on single-cell level. Within a single cell, the stochastic fluctuation of gene expression plays a similar role as intervention. Nevertheless, by comparing Scenario 1 vs. Scenario 2 and comparing Scenario 3 vs. Scenario 4, we can see that the stochastic fluctuation is less informative than intervention.

With interventional phenotype data (Scenarios 10, 12, 14, 16), the GRN is analogous to a black box. Although the gene expression levels are unknown, we can interfere by manipulating certain genes and use the resulting phenotype as output. Under different assumptions, we can partially reconstruct the GRN structure.
|                        | One-Time                     | Time Series                   |
|------------------------|------------------------------|------------------------------|
|                        | Non-Intervention             | Intervention                 | Non-Intervention | Intervention |
| Gene Expression        |                              |                              |                  |
| Single-Cell            | Scenario 1:                  | Scenario 2:                  |                  |
|                        | MF+DAG: partial.             | PB: full.                    |                  |
|                        | DAG: partial.                | DAG: partial.                |                  |
|                        |                              | MF+DAG: full.                |                  |
| Bulk                   | Scenario 5:                  | Scenario 6:                  | Scenario 7:      |
|                        | No.                          | PB: full.                    | No.              |
|                        | DAG: partial.                |                               |                  |
| Phenotype              |                              |                              |                  |
| Single-Cell            | Scenario 9:                  | Scenario 10:                 | Scenario 11 a/b: |
|                        | No.                          | PB: partial.                 | No.              |
|                        |                              |                               |                  |
| Bulk                   | Scenario 13:                 | Scenario 14:                 | Scenario 15:     |
|                        | No                           | PB: partial.                 | No.              |
|                        |                              |                               |                  |

Scenario 4 a/b:
- 4a Joint:
  - UC: full.
- 4b Marginal:
  - LS: full.
  - PB: full.
  - DAG: partial.
  - MF+DAG: full.

Scenario 8:
- LS: full.
- PB: full.
- DAG: partial.

Scenario 12 a/b:
- PB: partial.
- LS+DAG: partial*.
- PB+LS+DAG: partial*.

Scenario 16:
- PB: partial.
- LS+DAG: partial*.
- PB+LS+DAG: partial*.

Table 1: GRN structure inference with different data types: under what assumptions, what structures can be inferred. There are 16 scenarios classified by the following dimensions of data types: Gene Expression vs. Phenotype; Single-Cell vs. Bulk; One-Time vs. Time Series; Non-Interventional vs. Interventional. In Scenarios 3/4/11/12, there is an extra dimension of Joint vs. Marginal. There are different assumptions: PB: path blocking; DAG: directed acyclic graph; MF: Markov and faithful; LS: linear system; UC: unconditional. Full/partial/no means all/some/no GRN structures can be inferred. For example, “MF+DAG: partial” means under MF assumption and DAG assumption, GRN structure can be partially inferred. The asterisk * in Scenarios 12/16 means for some identified regulatory relations, we cannot determine whether they are activation or inhibition.
We can evaluate the performance of each scenario based on the level of GRN structures that can be inferred. Fully recovered GRN means 2 points, and partially recovered GRN means 1 point. For example, Scenario 1 (partial GRN) has 1 point. The summation over eight scenarios (1-8) with gene expression data is 11 points, and the summation over eight scenarios with phenotype data (9-16) is 4 points. We compare the overall score for each data dimension. Gene expression vs. Phenotype: 11 vs. 4; Single-cell vs. Bulk: 9 vs. 6; Time series vs. One-time: 8 vs. 7; Interventional vs. Non-interventional: 12 vs. 3. We can see that the gene expression data and interventional data are more informative.

Scenario 4 (Gene, Single-cell, Time series, Interventional) is the most informative case. We can see that in Scenario 4, the GRN structure can be fully inferred under various assumptions.

5 Biological details and concerns

5.1 Measurements related to GRN

We briefly introduce biological experiments related to inferring GRN structures and their restrictions, as an extension for Subsection 2.1. We do not aim at covering all important related papers. Readers may refer to some review papers for detailed summaries on related biological techniques [28, 13, 29].

The expression of a protein-coding gene consists of transcription (DNA to mRNA) and translation (mRNA to protein). Therefore, to measure the expression level of a given gene, we can either measure the amount of the corresponding mRNA or measure the amount of the corresponding protein. There are many methods with various reliabilities and accuracies to measure the amount of mRNA and/or protein on the bulk level and the single-cell level [30, 31, 32]. By now (2021), these methods are not 100% accurate, especially on single-cell level [33]. A more important problem is that most mRNAs and proteins are confined within living cells (except for secreted proteins). This means cells have to be killed before these molecules can be harvested, and then some analytical methods can be applied to quantify the abundance of these molecules. Therefore, with these methods, a cell or a cell population can be measured only once [30].

Many mRNAs have less than 20 copies in one cell [34]. Thus the gene expression of a single cell is too stochastic to be described by a deterministic model. We can repeat the gene expression measurement experiment over multiple single cells and obtain a probability distribution of single-cell gene expression [35]. When the observation is based on a large number of cells (bulk level), stochasticity is averaged out, so that the dynamics should be deterministic. Theoretically, repeating the gene expression measurement experiment over a large number of cells should produce the same result. In reality, various technical issues weaken the repeatability of measuring gene expression [36]. For example, external factors that affect gene expression, such as nutrition concentrations, are hardly the same for two cell populations. Therefore, when we sample two populations from the same cell
Traditional approaches in the studies of gene expression are observational, meaning that we directly measure cell(s) at stationary without interfering with gene expression. Recent techniques like gene knockdown or gene knockout allow us to temporarily or permanently alter the expression of genes of interest \cite{37, 38, 39}. Most interventions decrease the expression of corresponding genes, but increasing is also possible \cite{40}. After the intervention, we can measure the gene expression data at a certain time point. By now (2021), on bulk level, commonly used knockdown interventions cannot robustly decrease the expression of targeted genes to zero \cite{41}. For example, Hurley et al. applied siRNA to disrupt certain genes. For only around 70% genes, the bulk level expression decreases to less than 40% of the original level. For around 10% genes, siRNAs even increase their bulk expression levels \cite{14}. On the single-cell level, we can measure and select cells that are successfully intervened. However, the measurement is not 100% accurate, so that the selection is not always correct. Besides, selection might be biased towards cells with low baseline expression levels of targeted genes. Interventions cannot be used to maintain gene expression to fixed non-zero levels.

After the intervention, we hope to measure how the gene expression evolves over time. Under current technologies, we can only measure a cell or a cell population once. Therefore, at the bulk level, we can measure different populations at different time points after the same intervention. The gene expression level at the bulk level is a deterministic number. Thus theoretically, measuring different populations at different time points is equivalent to measuring the same population at different time points. At the single-cell level, we can repeat the measurement for different cells at the same time point to obtain the marginal distribution of gene expression at each time point. However, since we can only measure a cell once, we cannot obtain the joint distribution of gene expression at different time points. The joint distribution can provide extra information (correlation coefficient, etc.) than marginal distributions. Regardless of technology restrictions, we discuss both cases, depending on whether the joint distribution can be measured.

Some phenotypes, such as growth rate, number of molecules released, and drug resistance, could be used to reflect gene expression levels \cite{7}. These phenotypes can be measured on bulk level or single-cell level. Besides, some phenotypes can be measured without perturbing or even killing the cells. This means such phenotypes can be measured at different time points for the same cell(s). Nevertheless, phenotypic transitions involve complicated phenomena and mechanisms \cite{42}. Therefore, we need to be cautious when utilizing phenotypes in determining GRN structures.

5.2 Concerns about biological GRN assumptions

In Subsection 2.2 we propose four biological assumptions to simplify the GRN structure inference problem. Here we discuss biological concerns about these assumptions.
(A) Various non-genetic factors, such as vitamins and minerals, directly regulate gene expression. Since this paper focuses on regulations between genes, we assume such non-genetic factors are kept at constants. Nevertheless, we do not fully understand what factors can affect gene expression, and it is difficult to control the abundance of so many kinds of molecules. Besides, when we manipulate the expression of genes, the concentrations of some non-genetic factors might also be changed [43].

(B) The regulation between genes might occur only under specific conditions. We assume that such conditions are satisfied, so that all regulations can be observed. Since we need to infer whether a regulation between genes exists, we cannot guarantee that the conditions for this regulation are satisfied. We can also remove this assumption, and just aim at reconstructing the GRN that operates under naive conditions.

(C) To correctly infer the GRN structure, we need to assume that all genes in the target GRN are considered. For example, if the true GRN is $V_1 \rightarrow V_2 \rightarrow V_3$, but $V_2$ cannot be measured or intervened with, then we can observe that varying $V_1$ in any case would lead to the change of $V_3$. Therefore, we would obtain a false direct edge $V_1 \rightarrow V_3$. We also need to assume that the set of considered genes is not too large. The amount of data needed and the computational time cost for GRN structure inference methods grow fast with the number of genes considered. If we cannot exclude most genes that are irrelevant to the target GRN beforehand, then either the inference methods behave poorly, or the cost (time and money) is unbearable. Nevertheless, before inferring the GRN structure, it is almost impossible to accurately distinguish which genes are involved or not involved in the target GRN.

(D) To simplify the classification of activation and inhibition, we assume the regulation is monotonic, meaning that if $V_i$ regulates $V_j$, then the increase of $V_i$ always leads to the increase or decrease of $V_j$. In reality, Crn1 at different concentrations can either activate or inhibit the Arp2/3 complex in yeast [22]. This illustrates that gene regulation might be non-monotonic.

5.3 Concerns about mathematical GRN assumptions

In Section 5, we propose four mathematical assumptions that will be used in certain scenarios. Here we discuss biological concerns about these assumptions.

1) The Path Blocking (PB) assumption states that the intervention on one gene has no effect on another gene (or a phenotype), if and only if other intervened genes block all paths. Consider a GRN $V_1 \rightarrow V_2 \rightarrow V_3$. Some interventions (e.g., siRNA) are not strong enough, so that after interfering with $V_2$, $V_1$ can still affect $V_2$, then $V_3$. On the other hand, if we assume that $V_1$ is necessary for the expression of $V_2$, then as we knock out $V_1$, $V_2$ cannot express. In this case, interventions on $V_2$ have no extra effect on $V_3$, although the path $V_2 \rightarrow V_3$ is not blocked. Even though the path blocking assumption is powerful in the GRN structure inference, it is not very realistic.

2) The directed acyclic graph (DAG) assumption states that the GRN has no cycle,
which is crucial in many scenarios, but it is truly unrealistic in biology. Introducing four factors can induce somatic cells to become pluripotent stem cells, which have very different gene expression patterns [44]. Therefore, the related GRN is extremely large, and it is unavoidable that some feedback loops are contained [5]. Although some reported GRNs have no cycles, it is possible that some unobserved genes form cycles in the real GRN.

(3) The Markov and faithful (MF) assumption states that the conditional independence relations in the distribution of gene expression are consistent with the causal DAG. Under this assumption, conditional independence should be correctly identified. However, due to the heterogeneity of cells [15], there might be multiple cell types, each of which has its own gene expression distribution, and the measured gene expression distribution might be the combination of multiple distributions. Such mixing might make independent genes show pseudo dependence. Mathematically, assume $X_1, X_2$ (expression of two genes for cell type 1) are independent, and $X'_1, X'_2$ (expression of two genes for cell type 2) are independent. Define $\tilde{X}_1 = X_1$ with probability 0.5, and $\tilde{X}_1 = X'_1$ with probability 0.5, and $\tilde{X}_2$ is defined similarly (observed expression of two genes for mixed cell population). Then $\tilde{X}_1$ and $\tilde{X}_2$ might not be independent.

(4) The linear system (LS) assumption states that the net change rate of one gene (corresponding mRNA or protein) linearly depends on the quantity of another gene, regardless of other genes. In reality, the regulation of gene expression might be highly nonlinear. Specifically, if gene $V_1$ inhibits gene $V_2$, then when the level of $V_2$ is 0, the net change rate of $V_2$ might still be negative, a contradiction. One alternative approach is to add nonlinear terms to the dynamics [46]. We need to determine the forms of such nonlinear terms in advance, and such terms should depend on finitely many parameters. Although this approach can better fit the real dynamics, there are some problems: (i) we do not know whether the forms of nonlinear terms are correct; (ii) with more parameters to infer, the reliability decreases; (iii) some methods, such as the one in Subsection 7.5, would fail with nonlinear terms.

6 Existing related mathematical results

In this section, each subsection contains a known mathematical method that will be used to infer GRN structures in certain scenarios. At the end of each subsection, there is an “A/I Remark” that explains how to determine whether an identified regulatory relation is activation or inhibition.

6.1 Use conditional independence to infer DAG structure

This subsection is a standard topic in causal inference. Readers may refer to related monographs for background and details [23].

For a distribution $\mathbb{P}$ that is Markov and faithful to a causal DAG, there is an edge between $V_i$ and $V_j$ if and only if $V_i$ and $V_j$ are independent conditioned on some other
variables. (When some genes are highly correlated, a more rigorous method is to detect a Markov boundary and determine its uniqueness \cite{47}.) Consider three DAGs: \(V_1 \rightarrow V_2 \rightarrow V_3\), \(V_1 \leftarrow V_2 \leftarrow V_3\), \(V_1 \leftarrow V_2 \rightarrow V_3\). If \(P\) is Markov and faithful to one of these DAGs, then it is also Markov and faithful to the other two. Thus we cannot distinguish them. Therefore, using conditional independence, we can determine all edges of the unknown DAG, but some edge directions are unknown.

\textbf{A/I Remark 1.} \textit{For an inferred edge} \(V_i \rightarrow V_j\), \textit{we can calculate the conditional covariance between} \(V_i\) \textit{and} \(V_j\), \textit{conditioned on other possible parents of} \(V_j\). \textit{Positive conditional covariance means activation, and negative conditional covariance means inhibition.}

\section*{6.2 Inferring GRN structure with ODE model}

For the linear ODE system Eq. 1 if we know the value of \(x_i(t)\) at different time points, we can calculate \(dx_i/dt\), and then calculate the parameters \(\{a_{ij}\}\) and \(\{b_i\}\) by solving a linear algebraic equation system \cite{48}. Here we need to assume that the interventions added on different genes only change the initial values \(x_i(0)\), but not system parameters \(\{a_{ij}\}\) and \(\{b_i\}\). If the genes in a GRN satisfy such a linear system, then \(a_{ij} \neq 0\) if and only if there is an edge \(V_j \rightarrow V_i\). We can also assume the ODE system has nonlinear terms with known forms \cite{46}. Similarly, we can solve the parameters and determine the regulatory relationships. One can even test different nonlinear systems and select the best one \cite{5}.

\textbf{A/I Remark 2.} \textit{In the linear ODE model, if} \(a_{ij} > 0\), \textit{\(V_j\) activates} \(V_i\); \textit{if} \(a_{ij} < 0\), \textit{\(V_j\) inhibits} \(V_i\). \textit{The value of} \(a_{ij}\) \textit{quantifies the regulation strength.}

\section*{6.3 Determining GRN in stochastic process model}

Assume we can measure the same cell at different time points, then we obtain the joint distribution of gene expression profile as a stochastic process. This model is also called the dynamic Bayesian network. For example, we consider three variables at different time points, \([X_1(0), X_2(0), X_3(0)], [X_1(1), X_2(1), X_3(1)], \ldots\). Here \(X_1(t), X_2(t), X_3(t)\) are the expression levels of genes \(V_1, V_2, V_3\) at time \(t\). We assume there are no other genes that affect the expression of \(V_1, V_2, V_3\).

Assume the underlying GRN is \(V_1 \rightarrow V_2 \rightarrow V_3\), then this means current \(X_1\) can directly affect future \(X_1\), current \(X_1, X_2\) can directly affect future \(X_2\), and current \(X_2, X_3\) can directly affect future \(X_3\). The causal relations between different variables in this process are shown in Fig. 3. An arrow can only point from a variable at time \(t\) to a variable at time \(t + 1\). Therefore, this illustration is a DAG. We can project this process DAG along the time axis to obtain the underlying GRN.

If we have the joint distribution of two neighboring time points, then we can use conditional independence to infer the structure of the process DAG. Since each arrow can only point from an earlier time to a later time, the direction is determined. The projection of
Figure 3: Stochastic process model. $X_1(0)$ can affect $X_1(1)$ and $X_2(1)$; $X_2(0)$ can affect $X_2(1)$ and $X_3(1)$; $X_3(0)$ can affect $X_3(1)$. The right most $V_1 \rightarrow V_2 \rightarrow V_3$ is the corresponding GRN.

If the time step of this stochastic process is not small enough, the inference might be problematic. For example, in Fig. 3, if the observation time step is 2, so that $[X_1(1), X_2(1), X_3(1)]$ are invisible, then an indirect relation $X_1(0) \rightarrow X_2(1) \rightarrow X_3(2)$ will be misinterpreted as a direct edge $X_1(0) \rightarrow X_3(2)$, meaning that the inferred GRN has an extra edge $X_1 \rightarrow X_3$.

For GRN $V_1 \rightarrow V_2 \rightarrow V_3$, from Fig. 3 we can see that conditioned on $[X_2(0), X_2(1), \ldots]$, $[X_1(0), X_1(1), \ldots]$ and $[X_3(0), X_3(1), \ldots]$ are independent. However, for any $t$, even if the process has reached stationary, we might not have $X_1(t) \perp X_3(t) \mid X_2(t)$. Therefore, in the stochastic process model, if we only have the stationary distribution, we cannot use conditional independence to infer the GRN structure. The causal DAG model discussed in Subsection 6.1 might not be regarded as the stationary situation of the stochastic process model.

A/I Remark 3. Similar to the discussion in Subsection 6.1, we can use conditional covariance to determine whether an arrow represents activation or inhibition.

7 Novel related mathematical results

In this section, each subsection contains a novel mathematical method that will be used to infer GRN structures in certain scenarios. At the end of each subsection, there is an “A/I Remark” that explains how to determine whether an identified regulatory relation is activation or inhibition. In Section 8 these methods are implemented and evaluated on simulated data.
7.1 Use path blocking relation to infer GRN structure with gene expression data

Consider an unknown GRN with genes $V_1, \ldots, V_n$. We can intervene with any genes and measure the expression profile of all genes. Assume the path blocking property holds. Then for each $V_i, V_j$ and each subset $S$ of $\{V_1, \ldots, V_n\}\{V_i, V_j\}$, we know whether $S$ blocks $V_i$ to $V_j$, meaning that any directed path from $V_i$ to $V_j$ passes at least one vertex in $S$. In this case, we can infer the whole GRN: there is an edge $V_i \to V_j$ if and only if other vertices cannot block $V_i$ to $V_j$. See Subsection S.1 and Appendix A.1 for the performance of this method on simulated data and corresponding discussions.

A/I Remark 4. For an identified edge $V_i \to V_j$, add interventions on certain genes, so that other paths from $V_i$ to $V_j$ are blocked. Then $V_i$ activates $V_j$ if the decrease of $V_i$ leads to the decrease of $V_j$, and $V_i$ inhibits $V_j$ if the decrease of $V_i$ leads to the increase of $V_j$.

7.2 Use path blocking relation to infer GRN structure with phenotype data

Consider an unknown GRN with genes $V_1, \ldots, V_n$ and a phenotype $V_0$. We can intervene with any genes, but we can only measure the level of the phenotype, not the genes. We assume there is no edge starting from $V_0$. Assume the path blocking property holds. Then for each $V_i$ and each subset $S$ of $\{V_1, \ldots, V_n\}\{V_i\}$, we know whether $S$ blocks $V_i$ to $V_0$, meaning that any directed path from $V_i$ to $V_0$ passes at least one vertex in $S$. In this case, the GRN structure can be partially inferred (at least $n$ edges if there is a directed path from each $V_i$ to $V_0$).

If a subset $S$ of $\{V_1, \ldots, V_n\}\{V_i\}$ blocks $V_i$ to $V_0$, but any proper subset of $S$ cannot block $V_i$ to $V_0$, then $S$ is called a minimal blocking set. If a blocking set $S$ is not minimal, then $S$ contains a blocking subset that is minimal. Define $\beta(V_i)$ to be all minimal subsets that block $V_i$ to $V_0$. If two GRNs have the same path blocking relations, then they have the same $\beta(V_i)$ for each $V_i$, and vice versa.

For the two GRNs in Fig. 4 $\beta(V_1) = \{\{V_3\}\}, \beta(V_2) = \{\{V_3\}\}, \beta(V_3) = \emptyset$. Thus they are equivalent in the sense of path blocking. If a directed edge appears in all equivalent GRNs, we can determine that this edge exists; if a directed edge appears in none of equivalent GRNs, we can determine that this edge does not exist; if a directed edge appears in some but not all equivalent GRNs, we cannot determine whether this edge exists.

**Proposition 1.** The following procedure describes how to determine certain edges. (1) There is an edge $V_i \to V_0$ if and only if $\beta(V_i) = \emptyset$. (2) If there exists $S \in \beta(V_i)$, so that $V_j \notin S$, and $S$ cannot block $V_j$ to $V_0$, then there is no edge $V_i \to V_j$. (3) If (2) is not satisfied, but there exists $S \in \beta(V_i)$, so that $V_j \in S$, then there is an edge $V_i \to V_j$. (4) If $\beta(V_i) = \emptyset$, or for any $S \in \beta(V_i)$, we have $V_j \notin S$, and $S$ blocks $V_j$ to $V_0$, then we cannot determine whether $V_i \to V_j$ exists.
Proof. Assume $\emptyset \notin \beta(V_i)$ (notice this is not $\beta(V_i) = \emptyset$), then there is no path from $V_i$ to $V_0$. Obviously, there is no edge $V_i \rightarrow V_0$. Besides, if $\emptyset \notin \beta(V_j)$, meaning that there is a path from $V_j$ to $V_0$, then we have case (2), and there is no edge $V_i \rightarrow V_j$. If $\emptyset \notin \beta(V_j)$, meaning that there is no path from $V_j$ to $V_0$, then we have case (4). Now $V_i, V_j$ are isolated from $V_0$, whether edge $V_i \rightarrow V_j$ exists does not affect the blocking relations.

In the rest of this proof, assume $\emptyset \notin \beta(V_i)$.

(1) If there is an edge $V_i \rightarrow V_0$, then other vertices cannot block this path. If there is no edge $V_i \rightarrow V_0$, then $\{V_1, \ldots, V_n\}\{V_i\}$ can block $V_i$ to $V_0$, and it contains a minimal blocking subset.

(2) Choose a path $V_j \rightarrow \cdots \rightarrow V_0$ that cannot be blocked by $S$. If there exists an edge $V_i \rightarrow V_j$, then the path $V_i \rightarrow V_j \rightarrow \cdots \rightarrow V_0$ cannot be blocked by $S$, a contradiction.

(3) Define $S' = S \setminus\{V_j\}$. Assume there is no edge $V_i \rightarrow V_j$. Since $S'$ cannot block $V_i$ to $V_0$, there is a path $V_i \rightarrow \cdots \rightarrow V_k \rightarrow V_j$ that is not blocked by $S'$, and there is a path $V_j \rightarrow \cdots \rightarrow V_0$ that is not blocked by $S'$.

$V_k$ cannot appear in the path $V_j \rightarrow \cdots \rightarrow V_0$. Otherwise, we can combine these two paths and shrink out $V_j$, to obtain a path $V_i \rightarrow \cdots \rightarrow V_k \rightarrow V_j \rightarrow \cdots \rightarrow V_0$. This path from $V_i$ to $V_0$ does not pass through $V_j$, and it cannot be blocked by $S'$, which means it cannot be blocked by $S$, a contradiction.

Find all possible $V_i$ with the property that there exists a path $V_i \rightarrow \cdots \rightarrow V_j$ that is not blocked by $S'$, then $V_i$ also cannot appear in the path $V_j \rightarrow \cdots \rightarrow V_0$. Define the set of all such $V_i$ (including $V_k$) to be $T$. $T \cup S'$ blocks any path from $V_i$ to $V_0$, and it cannot block the path $V_j \rightarrow \cdots \rightarrow V_0$. We can find a minimal blocking subset in $T \cup S'$, which belongs to $\beta(V_i)$, and it cannot block $V_j$ to $V_0$. Thus the condition of (2) is satisfied, a contradiction.

(4) If the condition of (4) is satisfied, we show that when the edge $V_i \rightarrow V_j$ does not exist, adding this edge into the GRN does not change path blocking relations, and when the edge $V_i \rightarrow V_j$ exists, deleting this edge from the GRN does not change path blocking relations. Therefore, we cannot determine whether the edge $V_i \rightarrow V_j$ exists.

If $\beta(V_i) = \emptyset$, then there is an edge $V_i \rightarrow V_0$. Adding or deleting $V_i \rightarrow V_j$ does not change $\beta(V_i)$. If $S$ blocks $V_k$ to $V_0$, then $S$ also blocks $V_k$ to $V_i$, and adding or deleting $V_i \rightarrow V_j$ does not matter. If $S$ does not block $V_k$ to $V_0$, then depending on whether $S$ can block $V_k$ to $V_i$ or not, we can both directly see that the existence of $V_i \rightarrow V_j$ does not matter.
In the following, assume $\beta(V_i) \neq \emptyset$. Assume the edge $V_i \rightarrow V_j$ is not in the GRN. Consider $\mathcal{S}$ that blocks $V_i$ to $V_0$, and $\mathcal{R}$ that cannot block $V_i$ to $V_0$. Since $\mathcal{S}$ contains a minimal subset, and this subset blocks $V_j$ to $V_0$, after adding the edge $V_i \rightarrow V_j$, it can still block $V_i$ to $V_0$. After adding the edge $V_i \rightarrow V_j$ in the GRN, $\mathcal{R}$ still cannot block $V_i$ to $V_0$. For $V_k$ that has a path to $V_i$, we can use the same argument to show that blocking subsets of $V_k$ to $V_0$ are not changed.

Assume the edge $V_i \rightarrow V_j$ is in the GRN. We prove that after deleting this edge, the condition of (4) still holds. Then using the above argument, we can see that after deleting this edge, adding it back does not change the path blocking relations. After deleting this edge, if there is a minimal subset $\mathcal{T}$ that contains $V_j$ and blocks $V_i$ to $V_0$, then before deleting the edge $V_i \rightarrow V_j$, $\mathcal{T}$ is still a minimal subset that blocks $V_i$ to $V_0$, contradicting to the condition of (4). After deleting this edge, assume there is a minimal subset $\mathcal{R}$ that blocks $V_i$ to $V_0$ but does not contain $V_j$ and does not block $V_j$ to $V_0$. Then before deleting the edge $V_i \rightarrow V_j$, $\mathcal{R} \cup \{V_j\}$ blocks $V_i$ to $V_0$, and it contains a minimal blocking subset $\mathcal{R}'$ that contains $V_j$. The reason for $V_j \in \mathcal{R}'$ is that $\mathcal{R}$ cannot block $V_j$ to $V_0$ after deleting the edge $V_i \rightarrow V_j$. Such $\mathcal{R}'$ violates the condition of (4). In sum, after deleting the edge $V_i \rightarrow V_j$, $\beta(V_i)$ is not changed. Similarly, for another $V_k$, $\beta(V_k)$ is not changed.

Without restrictions on connectivity, if there is no edge in this network, then we cannot identify any edges. In the rest of this subsection, assume there is a directed path from each $V_i$ to $V_0$.

Consider the shortest path from $V_i$ to $V_0$, $V_i \rightarrow V_k \rightarrow \cdots \rightarrow V_0$. Define $\mathcal{S}$ to be the set of all children vertices of $V_i$, then $\mathcal{S}$ blocks $V_i$ to $V_0$. Since vertices in $\mathcal{S}\backslash\{V_k\}$ cannot be closer to $V_0$ than $V_k$, $\mathcal{S}\backslash\{V_k\}$ cannot block the path $V_i \rightarrow V_k \rightarrow \cdots \rightarrow V_0$. Therefore, a minimal subset of $\mathcal{S}$ that blocks $V_i$ to $V_0$ must contain $V_k$. This means that the edge $V_i \rightarrow V_k$ can be identified. Therefore, we can identify at least one edge starting from each $V_i$. For an unknown GRN, we can identify at least $n$ edges. Consider the GRN $V_n \rightarrow \cdots \rightarrow V_1 \rightarrow V_0$. We can identify exactly $n$ edges in this GRN. Thus $n$ is the minimal number of edges that could be identified.

Consider a GRN that there is an edge from each vertex in $\mathcal{S}_2 = \{V_{n/2+1}, \ldots, V_n\}$ to each vertex in $\mathcal{S}_1 = \{V_1, \ldots, V_{n/2}\}$, and there is an edge from each vertex in $\mathcal{S}_1$ to $V_0$. All $n^2/4 + n/2$ edges in this GRN can be identified. We guess $n^2/4 + n/2$ is the maximal number of edges that could be identified.

See Subsection S.2 and Appendix A.2 for the performance of this method on simulated data and corresponding discussions.

**A/I Remark 5.** Assume we have identified an edge $V_i \rightarrow V_j$. From the above argument, all edges in the shortest path from $V_j$ to $V_0$ can be identified. We add interventions on all genes except $V_i$ and genes on this shortest path. If the intervention on $V_i$ and the intervention on $V_j$ have the same sign on the change of $V_0$, then $V_i$ activates $V_j$. If they
have different signs, then $V_i$ inhibits $V_j$. Here we assume that the effect of intervention is known to be decreasing gene expression.

### 7.3 Use ancestor-descendant relation to infer GRN structure with gene expression data

Consider an unknown GRN with genes $V_1, \ldots, V_n$, and assume the GRN is a DAG. We can add interventions on any genes and measure their expression levels. If the intervention on $V_i$ leads to the change of $V_j$, then $V_i$ is an ancestor of $V_j$, and there is a directed path from $V_i$ to $V_j$ on the graph. With such ancestor-descendant relations, we can partially infer the GRN structure: at least $n - 1$ edges can be identified. This method is rather elementary, but it is model-free.

For the two GRNs in Fig. 5, $V_1$ has descendants $V_2, V_3, V_4$; $V_2$ has descendants $V_3, V_4$; $V_3$ has descendant $V_4$; $V_4$ has no descendant. Thus they are equivalent in the sense of ancestor-descendant relations. If a directed edge appears in all equivalent GRNs, we can determine that this edge exists; if a directed edge appears in none of equivalent GRNs, we can determine that this edge does not exist; if a directed edge appears in some but not all equivalent GRNs, we cannot determine whether this edge exists.

**Proposition 2.** The following procedure describes how to determine certain edges. (1) If $V_j$ is not a descendant of $V_i$, then we can determine that the edge $V_i \rightarrow V_j$ does not exist. (2) If $V_j$ is a descendant of $V_i$, and $V_i$ has another descendant $V_k$, which is an ancestor of $V_j$, then we cannot determine the existence of the edge $V_i \rightarrow V_j$. (3) If $V_j$ is a descendant of $V_i$, and $V_i$ does not have another descendant $V_k$, which is an ancestor of $V_j$, then we can determine that the edge $V_i \rightarrow V_j$ exists.

**Proof.** (1) If there is an edge $V_i \rightarrow V_j$, then $V_j$ is a descendant of $V_i$.

(2) Since $V_i$ is an ancestor of $V_k$, we can add an edge $V_i \rightarrow V_k$ if it does not exist, and the ancestor-descendant relations are not affected. Since $V_k$ is an ancestor of $V_j$, we can add an edge $V_k \rightarrow V_j$ if it does not exist, and the ancestor-descendant relations are not affected. Since we have a path $V_i \rightarrow V_k \rightarrow V_j$, if there is an edge $V_i \rightarrow V_j$, we can delete it without affecting the ancestor-descendant relations. Since $V_i$ is an ancestor of $V_k$, if the edge $V_i \rightarrow V_k$ does not exist, we can add it, and the ancestor-descendant relations are not affected.
(3) If there is no edge $V_i \to V_j$, then there is a path $V_i \to V_k \to \cdots \to V_j$. Thus $V_k$ is a descendant of $V_i$, and $V_j$ is a descendant of $V_k$, a contradiction.

Consider $S_1 = \{V_1, \ldots, V_{n/2}\}$, $S_2 = \{V_{n/2+1}, \ldots, V_n\}$. There is an edge from each vertex in $S_1$ to each vertex in $S_2$, and no other edge exists. Then all these $n^2/4$ edges can be identified. We guess this is the maximal number of edges that could be identified. When the GRN is a DAG, we can see that identified edges cannot form a triangle: if $V_i \to V_j$ and $V_j \to V_k$ can be identified, then $V_i \to V_k$ cannot be identified. Due to Turán’s Theorem \[23\], a triangle-free graph with $n$ vertices can have at most $n^2/4$ edges. Therefore, in the DAG case, $n^2/4$ is the maximal number of edges that could be identified.

If the GRN has cycles, we might recover no edge. For example, consider a GRN $V_1 \to V_2 \to V_3 \to V_4 \to V_5$ with an edge $V_5 \to V_1$, and a GRN $V_1 \to V_3 \to V_5 \to V_2 \to V_4$ with an edge $V_4 \to V_1$. In both GRNs, any vertex is a descendant of any vertex. Therefore, these two GRNs have the same ancestor-descendant relations, but share no edge.

**Proposition 3.** If the GRN is a DAG with $n$ vertices, then we can use ancestor-descendant relations to identify at least $n - 1$ edges.

**Proof.** The DAG is associated with a natural partial order: if there is an edge $V_i \to V_j$, then $V_i < V_j$. This partial order can be extended to a total order. If $V_i < V_j$ in the total order, then $V_i$ cannot be a descendant of $V_j$.

When $n = 2$, this proposition is trivial. Assume this proposition is true for any $n < K$. When $n = K$, find a vertex $V_i$ which has no child. Assume that after deleting $V_i$ and edges linked to $V_i$, the DAG is divided into $m$ connected components $S_1, \ldots, S_m$. For the parents of $V_i$ in each $S_j$, choose the largest one $V_j'$ under the total order. There is no other path from $V_j'$ to $V_i$. Thus the edge $V_j' \to V_i$ can be identified. With $m$ connected components, we can identify $m$ edges that lead to $V_i$. An edge that can be identified in each connected component should be able to be identified in the original DAG. Thus deleting $V_i$ does not affect identifying edges in each connected component. Apply this proposition to each connected component with size $n_j$, then we can identify at least $n_j - 1$ edges. In sum, we can identify at least $\sum_j n_j - m + m = K - 1$ edges.

See Subsection 8.3 and Appendix A.3 for the performance of this method on simulated data and corresponding discussions.

**A/I Remark 6.** Assume we have identified an edge $V_i \to V_j$. This means no $V_k$ is a descendant of $V_i$ and an ancestor of $V_j$. Thus $V_i \to V_j$ is the only directed path from $V_i$ to $V_j$. When we intervene with $V_i$, so that the expression level of $V_i$ decreases, we can measure the expression level of $V_j$. If the expression level of $V_j$ decreases, then $V_i$ activates $V_j$. Otherwise, $V_i$ inhibits $V_j$. 

\[20\]
7.4 Use conditional independence and ancestor-descendant relation to infer GRN structure

Assume the GRN is a DAG. We can measure the joint distribution of gene expression levels, and this distribution is Markov and faithful to the DAG. We can also intervene with genes to obtain the ancestor-descendant relations. With the conditional independence relations, we can find all edges of this DAG, but some edge directions cannot be determined. With the ancestor-descendant relations, we can determine the direction of each edge. Therefore, combining these two data types, we can reconstruct the full DAG.

See Subsection 8.4 and Appendix A.4 for the performance of this method on simulated data and corresponding discussions.

A/I Remark 7. When the full DAG is inferred, we can use the same methods in Subsection 6.1 to determine whether an edge \( V_i \to V_j \) is activation or inhibition.

7.5 Use partially observed ODE to infer GRN structure with phenotype data

Consider an unknown GRN with phenotype \( V_0 \) and genes \( V_1, \ldots, V_n \). Assume the GRN is a DAG. We can intervene with any genes, but we can only measure the phenotype on bulk level, not the genes. We assume there is a directed path from each \( V_i \) to \( V_0 \), and there is no edge starting from \( V_0 \). Denote the levels of \( V_0, V_1, \ldots, V_n \) by \( x_0(t), x_1(t), \ldots, x_n(t) \), and assume they satisfy a linear ODE system. There is a partial order on \( V_0, V_1, \ldots, V_n \), associated with edges in this DAG: if there is an edge \( V_i \to V_j \), then stipulate that \( V_i > V_j \).

By the order-extension principle, we can extend it into a total order. We can reorder the genes by this total order, so that in the linear ODE system \( \frac{dx}{dt} = Ax + b \), \( a_{ij} > 0 \) means \( i < j \), and \( A \) is upper-triangular [49]. This means there is no edge from \( V_i \) to \( V_j \) if \( i < j \). The diagonal elements of \( A \) are the degradation rates, which are negative. Therefore, the linear system is sign stable [27], so that the unique fixed point \(-A^{-1}b\) is stable.

Assume the system starts from the fixed point, and each time, we intervene with the value of one gene \( V_i \). This means that \( \bar{x}(0) = -A^{-1}b + \bar{\delta}_i \), where \( \bar{\delta}_i \) is a zero vector except its \( i \)th component. After the intervention, we can observe how \( x_0(t) \) changes. Here we need to assume that the interventions added on different genes only change the initial values \( x_i(0) \), but not system parameters \( \{a_{ij}\} \) and \( \{b_i\} \). We consider a question: based on only \( x_0(t) \) under different interventions, can we partially infer the DAG? Surprisingly, the answer is yes (theoretically). We can determine whether a gene \( V_i \) is an ancestor of another gene \( V_j \).

Assume the diagonal elements of \( A \) are different. Then the solution of \( x_0 \) is

\[
x_0(t) = c_0e^{a_0t} + c_1e^{a_1t} + \cdots + c_ne^{a_nt} + d,
\]

where the coefficients \( c_i \) and \( d \) depend on \( A, \bar{b}, \bar{x}(0) \). Assume in \( V_0, V_1, \ldots, V_n \), the descendants of \( V_i \) are \( V_0, V_1, \ldots, V_{i-1} \). Since we start from the fixed point, except that \( V_i \) is
perturbed, those \( V_j \) with \( j > i \) shall be fixed, and the solution of \( x_0 \) is

\[
x_0(t) = c_0e^{a_00t} + c_1e^{a_{11}t} + \cdots + c_ie^{a_{ii}t} + d.
\]

The coefficients \( c_0, c_1, \ldots, c_i \) are all non-zero, unless the coefficients \( a_{ij} \) satisfy an algebraic equation system. For example, consider the system

\[
\begin{align*}
\frac{dx_0}{dt} &= a_{00}x_0 + a_{01}x_1 + a_{02}x_2 + b_0, \\
\frac{dx_1}{dt} &= a_{11}x_1 + a_{12}x_2 + b_1, \\
\frac{dx_2}{dt} &= a_{22}x_2 + b_2.
\end{align*}
\]

When we start from stationary and perturb \( x_2 \), the conditions for \( x_0(t) = c_0e^{a_00t} + c_1e^{a_{11}t} + c_2e^{a_{22}t} + d \) with nonzero \( c_0, c_1, c_2 \) are (1) \( a_{00} \neq a_{11} \); (2) \( a_{00} \neq a_{22} \); (3) \( a_{11} \neq a_{22} \); (4) \( a_{01}a_{12} \neq 0 \); (5) \( a_{01}a_{12} + a_{02}a_{22} - a_{00}a_{22} \neq 0 \); (6) \( a_{01}a_{12}a_{22} - a_{01}a_{12}a_{11} - a_{02}a_{11}a_{22} + a_{02}a_{11}a_{22} - a_{02}a_{22}^2 \neq 0 \). In general, by Fubini-Tonelli theorem, matrix \( A \) that does not satisfy such an algebraic equation system composes a zero-measured set in \( \mathbb{R}^{(n+1)\times(n+1)} \). Therefore, when we perturb \( x_i(0) \), we can observe \( x_0(t) \) as a linear combination of \( i + 1 \) exponential functions. We can numerically determine the values of \( a_{00}, a_{11}, \ldots, a_{ii} \). This means that when we perturb \( x_i \), we can find \( a_{00}, a_{11}, \ldots, a_{ii} \), which should correspond to \( V_i \) and its descendants. The question is to find the correspondence between \( a_{ii} \) and \( V_i \). If a component \( a_{nn} \) only appears after perturbing \( x_n \), then we can make sure that \( a_n \) corresponds to \( V_n \). Then if \( a_{jj} \) only appears after perturbing \( x_n \) and \( x_j \), then we know that \( a_{jj} \) corresponds to \( V_j \). Since there is a total order on \( V_0, V_1, \ldots, V_n \), determined by the underlying DAG, we can determine the correspondence one by one. With the established correspondence, for each \( V_i \), we can determine which genes are the descendants of \( V_i \), by observing which components appear in \( x_0(t) \).

For example, consider one phenotype \( V_0 \) and three genes \( V_1, V_2, V_3 \), and we can measure \( x_0(t) \) after perturbing any one gene. If we perturb \( x_1 \), \( x_0(t) \) has two exponential components \( \lambda_0, \lambda_1 \). If we perturb \( x_2 \), \( x_0(t) \) has two exponential components \( \lambda_0, \lambda_2 \). If we perturb \( x_3 \), \( x_0(t) \) has four exponential components \( \lambda_0, \lambda_1, \lambda_2, \lambda_3 \). Since component \( \lambda_3 \) only appears after perturbing \( x_3 \), \( \lambda_3 \) corresponds to \( V_3 \). Since component \( \lambda_2 \) only appears after perturbing \( x_2 \) or \( x_3 \), and \( V_3 \) already corresponds to \( \lambda_3 \), we know that \( \lambda_2 \) corresponds to \( V_2 \). Since component \( \lambda_1 \) only appears after perturbing \( x_1 \) or \( x_3 \), and \( V_3 \) already corresponds to \( \lambda_3 \), we know that \( \lambda_1 \) corresponds to \( V_1 \). Finally, \( \lambda_0 \) corresponds to \( V_0 \). Therefore, we know that \( V_1 \) has descendant \( V_0 \); \( V_2 \) has descendant \( V_0 \); \( V_3 \) has descendants \( V_0, V_1, V_2 \). We can determine that the DAG has edges \( V_3 \rightarrow V_2, V_3 \rightarrow V_1, V_2 \rightarrow V_0, V_1 \rightarrow V_0 \), with a possible edge \( V_3 \rightarrow V_0 \).

In sum, assume that we can observe the phenotype variable \( x_0(t) \) under the intervention on each ancestor gene \( V_i \) of \( V_0 \). Then we can determine whether one gene \( V_i \) is an ancestor of another gene \( V_j \). Using the same method in Subsection 7.3 this ancestor-descendant relation can partially determine the DAG. If the ODE system has nonlinear terms, the
decomposition fails, and we cannot determine the perturbation on one gene is transmitted through other genes. Thus this method cannot work in nonlinear cases.

See Subsection 8.5 and Appendix A.5 for the performance of this method on simulated data and corresponding discussions. This method is not numerically feasible, and not applicable in reality.

A/I Remark 8. We can only observe the phenotype, not the genes, although we can intervene with genes. Consider a GRN $V_2 \rightarrow V_1 \rightarrow V_0$ with an edge $V_2 \rightarrow V_0$. From the ancestor-descendant relations, we can only identify the edges $V_2 \rightarrow V_1$ and $V_1 \rightarrow V_0$. Assume $V_1$ activates $V_0$. If the level of $V_0$ decreases as the level of $V_2$ decreases (by an intervention), then we can explain that $V_2$ strongly activates $V_0$, and $V_2$ weakly activates or inhibits $V_1$. If the level of $V_0$ increases as the level of $V_2$ decreases (by an intervention), then we can explain that $V_2$ strongly inhibits $V_0$, and $V_2$ weakly activates or inhibits $V_1$. Therefore, we cannot determine whether $V_2 \rightarrow V_1$ is activation or inhibition.

7.6 Use path blocking relation and partially observed ODE to infer GRN structure with phenotype data

Consider an unknown GRN with genes $V_1, \ldots, V_n$ and a phenotype $V_0$. Assume the GRN is a DAG. We can intervene with any genes, but we can only measure the phenotype on bulk level, not the genes. We assume there is a directed path from each $V_i$ to $V_0$, and there is no edge starting from $V_0$. Assume the path blocking property holds, and the levels of $V_0, V_1, \ldots, V_n$ satisfy a linear ODE system. Using the method in Subsection 7.2, we can infer some edges. Using the method in Subsection 7.5, we can also infer some edges. However, combining these two results might not fully recover the full GRN. For example, the two GRNs in Fig. 6 have the same ancestor-descendant relations and path blocking relations. Thus we cannot determine whether $V_1 \rightarrow V_3$ exists in this setting.

See Subsection 8.6 and Appendix A.6 for the performance of this method on simulated data and corresponding discussions.

A/I Remark 9. For the two GRNs in Fig. 6, we can identify edges $V_1 \rightarrow V_2$ and $V_2 \rightarrow V_3$, but not the edge $V_1 \rightarrow V_3$. Since $V_2 \rightarrow V_3 \rightarrow V_4 \rightarrow V_0$ is the only directed path from $V_2$ to $V_0$, if we need to observe the influence of $V_2$ on $V_0$, or the influence of $V_1$ on $V_2$, we cannot intervene with $V_3$ or $V_4$ (otherwise, the path is blocked). Therefore, to determine the effect
of $V_1$ on $V_2$, we can only interfere with $V_1$ or $V_2$. Similar to the discussions in Subsection 7.3, we cannot determine $V_1 \rightarrow V_2$ is activation or inhibition.

8 Implementations of novel methods

In this section, we implement our novel methods in Section 7 and evaluate them on simulated data. Further discussions and details are in Appendix A. The motivation of inventing novel methods is to fill the blanks of Table 1, namely those scenarios that are not thoroughly-studied. It is difficult to obtain data for such scenarios. Thus we only evaluate our methods on synthetic data.

8.1 Implementation of the path blocking method with genes

In this subsection, we test the method introduced in Subsection 7.1 on simulated data. To determine whether an edge $V_1 \rightarrow V_2$ exists, we intervene with all other genes, and test whether perturbing $V_1$ has extra effect on the expression of $V_2$. Since all other genes are perturbed and useless, we can ignore them and focus on $V_1$ and $V_2$.

Since the system is simple enough, we propose an explicit mechanism for gene regulation and noise, and study the effect of noise on GRN inference. In each simulation, randomly generate the regulation coefficients for $V_1$ and $V_2$, and solve the level of $V_2$, $x_2$. Then intervene with $V_1$ and solve $\bar{x}_2$. We add independent noises on $x_2$ and $\bar{x}_2$ to obtain $x'_2$ and $\bar{x}'_2$, where the magnitude does no exceed $N$. We check whether the ratio $x'_2/\bar{x}'_2$ exceeds the range $[1 - T, 1/(1 - T)]$, where $T$ is the threshold. If yes, then the edge $V_1 \rightarrow V_2$ exists; otherwise, $V_1$ to $V_2$ is blocked by all other genes, and the edge $V_1 \rightarrow V_2$ does not exist.

For different values of noise level $N$ and threshold $T$, we simulate $10^6$ times and calculate the percentage that the existence of edge $V_1 \rightarrow V_2$ can be correctly inferred. See Fig. 7 for the contour map of the correct rate. The red curve in Fig. 7 indicates the optimal choice of threshold $T$ for each noise level $N$. See Appendix A for simulation details.

8.2 Implementation of the path blocking method with a phenotype

In this subsection, we test the method introduced in Subsection 7.2 on simulated data. Since different mechanisms for gene regulation and noise lead to different error rates in determining path blocking relations, we only study how the error in path blocking relations affect the inferred GRN.

In each simulation, randomly generate a GRN with three genes $V_1, V_2, V_3$ and one phenotype $V_0$. There is no edge from $V_0$ to $V_i$. Using the GRN, construct the path blocking relations from each gene $V_i$ to the phenotype $V_0$. Using Proposition 1, we can partially reconstruct the GRN $\mathcal{G}$, where each edge $V_i \rightarrow V_j$ has three possibilities: $V_i \rightarrow V_j$ exists, $V_i \rightarrow V_j$ does not exist, the existence of $V_i \rightarrow V_j$ cannot be determined.
Figure 7: The contour plot for the correct rate of the path blocking method with genes (Subsection 8.1), with respect to different threshold $T$ (x-axis) and noise level $N$ (y-axis). The color represents the correct rate. The red curve indicates the optimal threshold for different values of noise level $N$.

In the above simulation, we add noise to each true path blocking relation: if $S$ does not block $V_i$ to $V_0$, with probability $p$, we observe that $S$ blocks $V_i$ to $V_0$; if $S$ blocks $V_i$ to $V_0$, with probability $q$, we observe that $S$ does not block $V_i$ to $V_0$. With the observed path blocking relations, we use Proposition 1 again to reconstruct the GRN $G'$.

Define $r_0$ to be the number of edges that do not exist in $G$; define $r_1$ to be the number of edges that exist in $G$; define $s_0$ to be the number of edges that do not exist in $G'$; define $s_1$ to be the number of edges that exist in $G'$; define $t_0$ to be the number of edges that exist in neither $G$ nor $G'$; define $t_1$ to be the number of edges that exist in both $G$ and $G'$. Edges that cannot be determined are ignored. Then we can define four performance measures: sensitivity $SEN = t_1/r_1$, specificity $SPE = t_0/r_0$, positive predictive value $PPV = t_1/s_1$, negative predictive value $NPV = t_0/s_0$. In the above example, $r_0 = 3$, $r_1 = 3$, $s_0 = 3$, $s_1 = 3$, $t_0 = 2$, $t_1 = 1$. Thus $SEN = 1/3$, $SPE = 2/3$, $PPV = 1/3$, $NPV = 2/3$.

The above four performance measures are functions of the error rates $p, q$. See Fig. 8 for the contour maps of these four measures, averaged over $10^5$ simulations. See Appendix A.2 for simulation details.

8.3 Implementation of the ancestor-descendant relation method

In this subsection, we test the method introduced in Subsection 7.3 on simulated data. Similar to Subsection 8.2, we focus on the effect of errors in ancestor-descendant relations to the inference of GRN, not concrete regulation mechanisms.

In each simulation, randomly generate a GRN with 10 genes. The generating method
Figure 8: The contour plots for the four performance measures of the path blocking method with a phenotype (Subsection 8.2), with respect to different negative error rate $q$ ($x$-axis) and positive error rate $p$ ($y$-axis). SEN is sensitivity; PPV is positive predictive value; NPV is negative predictive value; SPE is specificity. The color represents the corresponding rate.
guarantees that the GRN is a DAG with 10-30 edges. Using the DAG, we construct a 10 × 10 matrix $A$ that describes the ancestor-descendant relations. If $V_i$ is an ancestor of $V_j$, then $A_{ij} = 1$; otherwise, $A_{ij} = 0$. The diagonal elements of $A$ are stipulated to be $-1$. By Proposition 2, we can use $A$ to partially infer the connectivity matrix $C$: if we can confirm the edge $V_i \to V_j$ exists, set $C_{ij} = 1$; if we can confirm the edge $V_i \to V_j$ does not exist, set $C_{ij} = 0$; if we cannot determine the existence of the edge $V_i \to V_j$, set $C_{ij} = 0.5$. The diagonal elements of $C$ are stipulated to be $-1$.

In the above simulation, we assume the observed ancestor-descendant relation matrix $A'$ is the true $A$ with some perturbations: if $A_{ij} = 1$, with probability $p$, set $A'_{ij} = 0$; if $A_{ij} = 0$, with probability $q$, set $A'_{ij} = 1$; otherwise, set $A'_{ij} = A_{ij}$. With the perturbed $A'$, we use Proposition 2 to construct $C'$.

Similar to Subsection 8.2, we define the four performance measures by comparing $C$ and $C'$: sensitivity $\text{SEN}$, specificity $\text{SPE}$, positive predictive value $\text{PPV}$, negative predictive value $\text{NPV}$. These four performance measures are functions of the error rates $p, q$. See Fig. 9 for the contour maps of these four measures, averaged over $10^4$ simulations. See Appendix A.3 for simulation details.

### 8.4 Implementation of the conditional independence + ancestor-descendant method

In this subsection, we test the method introduced in Subsection 7.4 on simulated data. Similar to Subsection 8.2, we focus on the effect of errors in conditional independence and ancestor-descendant relations to the inference of GRN, not concrete regulation mechanisms.

In each simulation, randomly generate a GRN with 3 genes, and make sure that it is a connected DAG. For the generated DAG, determine all the (conditional) independence relations and ancestor-descendant relations.

Since we have interventional single-cell gene expression data, “$V_i$ is an ancestor of $V_j$” is equivalent to “after perturbing $V_i$, $X_i$ and $X_j$ are dependent”. Thus both relations are essentially determined by independence tests, and we can assume that they have the same (positive or negative) error rate. In the above simulation, we assume each pair of (conditionally) independent variables has probability $q$ to be dependent in the observation, and each pair of (conditionally) dependent variables has probability $p$ to be independent in the observation. With the perturbed relations, we infer the DAG and compare with the true DAG.

Similar to Subsection 8.2, we define the four performance measures: sensitivity $\text{SEN}$, specificity $\text{SPE}$, positive predictive value $\text{PPV}$, negative predictive value $\text{NPV}$. These four performance measures are functions of the error rates $p, q$. See Fig. 10 for the contour maps of these four measures, averaged over $10^5$ simulations. See Appendix A.4 for simulation details.
Figure 9: The contour plots for the four performance measures of the ancestor-descendant relation method (Subsection 8.3), with respect to different negative error rate $q$ (x-axis) and positive error rate $p$ (y-axis). SEN is sensitivity; PPV is positive predictive value; NPV is negative predictive value; SPE is specificity. The color represents the corresponding rate.
Figure 10: The contour plots for the four performance measures of the conditional independence + ancestor-descendant method (Subsection 8.4), with respect to different negative error rate $q$ ($x$-axis) and positive error rate $p$ ($y$-axis). SEN is sensitivity; PPV is positive predictive value; NPV is negative predictive value; SPE is specificity. The color represents the corresponding rate.
8.5 Implementation of the partially observed ODE method

In this subsection, we test the method introduced in Subsection 7.5 on simulated data. We start with a GRN with two genes $V_1, V_2$ and a phenotype $V_0$, whose levels $x_1(t), x_2(t), x_0(t)$ satisfy a linear ODE system. We start from stationary, and perturb $x_1$ or $x_2$, and observe $x_0(t)$. Since $x_0(t) = c_0e^{a_{00}t} + c_1e^{a_{11}t} + c_2e^{a_{22}t} + d$, we try to solve $a_{00}, a_{11}, a_{22}$ from the observed $x_0(t)$. When the observed $x_0(t)$ is accurate, we can barely solve $a_{00}, a_{11}, a_{22}$ numerically. When $x_0(t)$ is perturbed by a small noise (less than 1%), $a_{00}, a_{11}, a_{22}$ already cannot be solved numerically. The reason is that $a_{00}, a_{11}, a_{22}$ satisfy a highly nonlinear equation system, and this system is sensitive to perturbations. Another approach is to apply the Laplace transform, which turns $c_0e^{a_{00}t}$ into $c_0/(s - a_{00})$. Although exponential functions are transformed into rational functions, it is still difficult to solve $a_{00}, a_{11}, a_{22}$ under a small noise.

Without $a_{00}, a_{11}, a_{22}$, we cannot determine the ancestor-descendant relations, and the GRN cannot be inferred. Therefore, this method is not applicable in reality, since it is numerically infeasible, and requires unreasonable accuracy for $x_0(t)$. Machine learning-based methods [51] might be able to save this idea. See Appendix A.5 for simulation details and further discussions.

8.6 Implementation of the path blocking + ancestor-descendant method

In this subsection, we test the method introduced in Subsection 7.6 on simulated data. As discussed in Subsection 8.5, the partially observed ODE method fails to produce ancestor-descendant relations in reality. Nevertheless, we assume that we can determine the ancestor-descendant relations in another way (possibly with errors). Similar to Subsection 8.2, we focus on the effect of errors in path blocking and ancestor-descendant relations to the inference of GRN, not concrete regulation mechanisms.

In each simulation, randomly generate a DAG with three genes $V_1, V_2, V_3$ and one phenotype $V_0$. There is no edge from $V_0$ to $V_i$. Using the DAG, construct the path blocking relations from each gene $V_i$ to the phenotype $V_0$, and the ancestor-descendant relations for $V_i, V_j$. Use the path blocking relations (Proposition 1) to infer the DAG $\mathcal{G}$. If some edges cannot be determined, use the ancestor-descendant relations (Proposition 2) to check if they can be determined.

Notice that “$V_i$ is an ancestor of $V_j$” and “$V_i$ to $V_0$ cannot be blocked” both mean that “the change of $V_i$ affects $V_j$”. Thus both relations are essentially determined by testing whether the change is significant, and we can assume that they have the same (positive or negative) error rate. In the above simulation, we assume each pair of “no change” variables (blocking or is not an ancestor) has probability $q$ to be inverted in the observation, and each pair of “change” variables (not blocking or is an ancestor) has probability $p$ to be inverted in the observation. With the perturbed relations, we infer the DAG $\mathcal{G}'$ and compare with $\mathcal{G}$.
Similar to Subsection 8.2 we define the four performance measures: sensitivity SEN, specificity SPE, positive predictive value PPV, negative predictive value NPV. These four performance measures are functions of the error rates $p, q$. See Fig. 11 for the contour maps of these four measures, averaged over $10^5$ simulations. See Appendix A.6 for simulation details.

9 Different scenarios of inferring GRN structure

In this section, we discuss the question that with each possible data type, whether the GRN structure can be inferred. As introduced in Section 2, each scenario (data type) is described in the following four dimensions: (1) Do we measure **Gene** expression or **Phenotype**? (2) Do we measure on **Single-cell** level or **Bulk** level? (3) Do we measure at a single time point (**One-time**) or at multiple time points (**Time series**)? (4) Is the measurement **Interventional** or **Non-interventional**? When the measurement is on the single-cell level and at multiple time points, we need to discuss whether we can measure the **Joint** distribution or **Marginal** distributions for multiple time points.

For each scenario, there are different approaches to infer the GRN structure, corresponding to different models and different assumptions. We do not aim at exhausting all existing and potential approaches.

9.1 Scenario 1: gene, single-cell, one-time, non-interventional

As discussed in Subsection 6.1 if the GRN is a DAG, and the joint distribution is Markov and faithful to this DAG, then we can partially determine the GRN structure: all edges can be identified, except that the directions of some edges are unknown. This method has been applied in determining GRN structures [12]. Various algorithms utilize experimental data to determine conditional independence relations [52, 53], and then infer DAG structures [54]. There are also other approaches to model this scenario. In a network, we can use neighboring relations to predict the characters associated with each node [55]. Reversely, we can use the node characters (gene expression profiles) to infer the network structures. This approach can only provide a rough guess among different possibilities.

9.2 Scenario 2: gene, single-cell, one-time, intervention

Assume the GRN is a DAG, and the stationary joint distribution is Markov and faithful to this DAG. From the interventions, we can obtain the ancestor-descendant relations. As discussed in Subsection 7.4 we can combine these two kinds of relations to fully reconstruct the DAG. If the DAG condition holds, as discussed in Subsection 7.3 we can use ancestor-descendant relations to partially determine the GRN. If the path blocking property holds under the interventions, similar to Scenario 6, we can fully determine the GRN.
Figure 11: The contour plots for the four performance measures of the path blocking + ancestor-descendant method (Subsection 5.4), with respect to different negative error rate \( q \) (x-axis) and positive error rate \( p \) (y-axis). SEN is sensitivity; PPV is positive predictive value; NPV is negative predictive value; SPE is specificity. The color represents the corresponding rate.
9.3 Scenario 3: gene, single-cell, time series, non-interventional

**Scenario 3a: Joint.** If we can measure the joint distribution for different time points, then as discussed in Subsection 6.3, we can fully reconstruct the GRN, even if there are cycles. This method has been applied in determining GRN structures [16]. There are some other approaches, such as Granger causality [56] and Boolean networks [17]. Readers may refer to a review paper [11] for different methods applicable for this scenario.

**Scenario 3b: Marginal.** If we can only measure the marginal distribution for each time point, then this is essentially the same as Scenario 1. If the GRN is a DAG, and the joint distribution is Markov and faithful to this DAG, then we can partially determine the GRN structure.

9.4 Scenario 4: gene, single-cell, time series, interventional

**Scenario 4a: Joint.** If we can measure the joint distribution for different time points, then similar to Scenario 3, we can fully reconstruct the GRN.

**Scenario 4b: Marginal.** If we can only measure the marginal distribution for each time point, there are different approaches. If we take expectations for expression profiles, this scenario moves to Scenario 8, and we can use the ODE model to fully recover the GRN under the linearity assumption. If the path blocking property holds under the interventions, similar to Scenario 6, we can use the blocking relations to fully recover the GRN. If the GRN is a DAG, and the stationary joint distribution is Markov and faithful to this DAG, similar to Scenario 2, we can use the conditional independence relations and the ancestor-descendant relations to fully recover the GRN. If the GRN is a DAG, similar to Scenario 6, we can use the ancestor-descendant relations to partially recover the GRN. It is also possible to directly fit the marginal distributions to a stochastic model [57].

9.5 Scenario 5: gene, bulk, one-time, non-interventional

In this scenario, we can only observe the bulk level expression profile. Since there is no intervention, and the expression level of each gene is just a deterministic number, we cannot infer the structure of GRN.

9.6 Scenario 6: gene, bulk, one-time, interventional

If the path blocking property holds under the interventions, as discussed in Subsection 7.3, there is an edge $V_i \rightarrow V_j$ if and only if they cannot be blocked by all other vertices. This means that we can fully determine the GRN even if it has cycles. If the GRN is a DAG, we can obtain the ancestor-descendant relation, and use the method in Subsection 7.3 to partially infer the GRN structure.
9.7 Scenario 7: gene, bulk, time series, non-interventional

Without intervention, the cell population is in equilibrium. Thus multiple observations at different time points should provide the same information. Scenario 7 is essentially the same as Scenario 5. We cannot infer the GRN structure.

9.8 Scenario 8: gene, bulk, time series, interventional

Assume the expression levels satisfy a linear ODE system. As discussed in Subsection 6.2, we can use the observed data to calculate the parameters, then determine the GRN structure. This method is extensively used [5, 10]. If the ODE system has known nonlinear terms, one can solve the parameters similarly, although the data set needs to have a larger size. We can also treat this like Scenario 6. If the path blocking property holds, we can fully determine the GRN. If the DAG assumption holds, we can partially infer the GRN structure through ancestor-descendant relations.

9.9 Scenario 9: phenotype, single-cell, one-time, non-interventional

In this scenario, we can neither perturb a gene nor measure the expression level of a gene. Without information about genes in the data, we cannot infer the structure of GRN.

9.10 Scenario 10: phenotype, single-cell, one-time, interventional

We assume the path blocking property holds from any gene to the phenotype: the intervention on one gene $V_i$ does not change the phenotype $V_0$, if and only if all paths from $V_i$ to $V_0$ are blocked by intervened genes. With the path blocking relation, as discussed in Subsection 7.2, we can use the path blocking relation to partially determine the GRN.

9.11 Scenario 11: phenotype, single-cell, time series, non-interventional

Scenario 11a/b: Joint/Marginal. Similar to Scenario 9, there is no information about genes in the data, and we cannot infer the structure of GRN. In this scenario, whether we can measure the joint distribution for multiple time points does not change the conclusion.

9.12 Scenario 12: phenotype, single-cell, time series, interventional

Scenario 12a/b: Joint/Marginal. This scenario is almost the same as Scenario 16. The only difference is that we measure single-cell level phenotype data, which have higher accuracy in detecting differences. We can partially infer the GRN if (1) the path blocking property holds; or (2) the dynamics is linear, and the GRN is a DAG; or (3) the path blocking property holds, the dynamics is linear, and the GRN is a DAG. Notice that in (2) and (3), for some identified edges, we cannot determine whether the regulatory relation is
activation or inhibition. In this scenario, whether we can measure the joint distribution for multiple time points does not change the conclusion.

9.13 Scenario 13: phenotype, bulk, one-time, non-interventional
Similar to Scenario 9, there is no information about genes in the data, and we cannot infer the structure of GRN.

9.14 Scenario 14: phenotype, bulk, one-time, interventional
This scenario is almost the same as Scenario 10. The only difference is that we measure bulk level phenotype data, which have lower accuracy in detecting differences. We can partially determine the GRN.

9.15 Scenario 15: phenotype, bulk, time series, non-interventional
Similar to Scenario 9, there is no information about genes in the data, and we cannot infer the structure of GRN.

9.16 Scenario 16: phenotype, bulk, time series, interventional
If the path blocking property holds, then as discussed in Subsection 7.2, we can partially determine the GRN structure. If the dynamics is linear, and the GRN is a DAG, then as discussed in Subsection 7.5, we can determine the ancestor-descendant relations, and partially determine the GRN structure. Notice that for some identified edges, we cannot determine whether the regulatory relation is activation or inhibition. If the path blocking property holds, the dynamics is linear, and the GRN is a DAG, then as discussed in Subsection 7.6, we can combine the above two methods and partially infer the GRN structure. Notice that for some identified edges, we cannot determine whether the regulatory relation is activation or inhibition.

10 Discussion and conclusions
In this paper, we introduce the problem of GRN structure inference with experimental data. Depending on the data type, the whole problem is classified into 20 scenarios. For each scenario, we apply some assumptions and transform it into a well-defined mathematical problem. Then we either introduce known inference methods or propose new inference methods and test them on simulated data. Nevertheless, all the assumptions involved oversimplify the complicated gene regulation process in reality, so that the inferred results are not fully reliable.

This paper does not cover all mathematical approaches to the GRN structure inference problem. For instance, we do not cover a recent trend for applying deep learning in GRN
structure inference \[58, 59, 60, 61, 62\]. As machine learning and other related fields flourish, new mathematical methods for scenarios discussed in this paper will appear. With the development of biological technologies, there will be new data types that are not included in our 20 scenarios. This work just provides a general paradigm of inferring GRN (or general networks) structures: given what type of data, under what assumptions, what we can infer about the GRN structure.

We mainly focus on theoretical inference methods, not on practical algorithms that work on real data. There is a gap between theory and algorithm, since different implementation approaches might introduce different levels of errors and have different efficiencies \[47\]. The designing of corresponding algorithms is related to some mathematical fields not covered in this paper: statistical inference \[63\], numerical computing \[64\], etc.

To derive ODE models, we assume there are infinitely many identical cells living in a stationary environment, and the underlying dynamics is time-homogeneous. These assumptions are not always true: we only have finitely many cells; cells have heterogeneity; the environment keeps changing; cells are mutating over time. Besides, this derivation might fail in nonlinear cases. For a nonlinear function \( f \) and a random variable \( X \), the expectation generally cannot cross \( f \): \( \mathbb{E}[f(X)] \neq f(\mathbb{E}X) \). Therefore, the ODE-based models cannot match the reality with extremely high accuracy, although some ODE-based models (such as the method in Subsection 7.5) are numerically sensitive to perturbations.

When there are not enough data, one solution is to produce more data through interpolation \[5\]. With this method, the dynamics of gene regulation is already stipulated by the data interpolation method. The new data can only be used to confirm that their dynamics follow the interpolation method. Therefore, this approach is essentially equivalent to adding more assumptions (e.g., linearity) into the model. We need to be cautious not to regard assumptions as conclusions.

In Scenario 5 and Scenario 7, we have the bulk level gene expression profiles without interventions. A common data type is to repeat the experiment on different populations of the same cell type, such as a portion of the DREAM challenge data \[65\] and the M3D database \[66\]. Even without intervention, the expression levels of the same gene in different experiments (different populations) might differ. One might propose an approach that we can regard different expression levels of the same gene as samples from a random variable. Then the method in Section 6.1 can be adopted. However, on bulk level, stochasticity has been averaged out, and the fluctuations in different experiments must come from different values of some unobserved variables (e.g., phenotype, environment). We provide a simple example to show that this approach might build a false relation between two independent genes. One hidden variable might affect multiple genes. Assume there is no edge between \( V_1, V_2 \), and they are both regulated by a hidden variable \( H \) (confounder). We can observe that the expression levels of \( V_1, V_2 \) are always dependent, conditioned on any observable gene expression levels. Therefore, we obtain the false conclusion that there is an edge between \( V_1 \) and \( V_2 \).

In Scenario 6 and Scenario 8, we have the bulk level gene expression profiles after
different interventions. One approach of determining possible gene regulations is to directly calculate the correlation coefficient or mutual information of the expression levels of two genes [14]. Here data after different interventions are regarded as samples from the same distribution. Assume there are three independent genes $V_1$, $V_2$, $V_3$. After intervention on $V_1$, the expression levels of $V_1$, $V_2$ are 0.5 and 1; after intervention on $V_2$, the expression levels of $V_1$, $V_2$ are 1 and 0.5; after intervention on $V_3$, the expression levels of $V_1$, $V_2$ are 1 and 1. Then the correlation coefficient of $V_1$, $V_2$ is $-0.5$, although $V_1$, $V_2$ are independent.

When the number of genes in the GRN increases, for various methods in this paper, required amount of experimental data and computation time also increase (might be exponentially fast). To avoid such problems, we need to assume the GRN is sparse, or just consider a few genes. Nevertheless, such solutions might lead to unreliable results, since GRNs in reality might be large and dense [5].
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A Discussions and details of simulation

In this appendix, we describe the simulation details in Section 8, and discuss the simulation results.

A.1 Path blocking method with genes

In the equation system $\begin{bmatrix} -1 & a_{12} \\ a_{21} & -1 \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} = \begin{bmatrix} b_1 \\ b_2 \end{bmatrix}$, $b_1,b_2$ are uniform random numbers in $[0,1]$. Generate a random number $P$, which is uniform in $[0,1]$. With probability $1-P$, $a_{12} = 0$, and with probability $P$, $a_{12}$ is a uniform random number in $[-1,1]$. The same applies to $a_{21}$. Solve $x_2$ and add noise: $x'_2 = x_2(1 + \epsilon)$, where $\epsilon$ is uniform in $[-N,N]$. Similarly, set $a_{21} = 0$ and solve $\bar{x}_2$, then add noise: $\bar{x}'_2 = \bar{x}(1 + \epsilon')$, where $\epsilon'$ is independent and uniform in $[-N,N]$. To test the path blocking property, we check whether $1 - T \leq x'_2 / \bar{x}'_2 \leq 1/(1 - T)$. If this inequality holds, we infer that $V_1 \to V_2$ can be blocked, and there is no edge $V_1 \to V_2$. For each noise level $N \in [0,0.5]$ and threshold $T \in [0,1]$, the simulation is repeated for $10^6$ times.

A.2 Path blocking method with a phenotype

For each $p \in [0,0.5]$ and $q \in [0,0.5]$, repeat the following simulation for $10^5$ times, and average the performance measures. In each simulation, generate a random number $R$ which is uniform in $[0,1]$. Generate a GRN, where each edge has probability $R$ to exist. Here
an edge from the phenotype $V_0$ to a gene $V_i$ is not allowed. Use the GRN to generate path blocking relations from each $V_i$ to $V_0$, and apply Proposition 1 to obtain the inferred GRN $G$. Perturb the path blocking relations: with probability $q$, switch blocking to not blocking; with probability $p$, switch not blocking to blocking. Apply Proposition 1 to obtain the inferred GRN $G'$, and compare with $G$ to calculate the four performance measures.

A.3 Ancestor-descendant relation method

For each $p \in [0, 0.5]$ and $q \in [0, 0.5]$, repeat the following simulation for $10^4$ times, and average the performance measures. In each simulation, generate a random integer $R$ which is uniform in $[10, 30]$. Generate a GRN with 10 genes and $R$ edges while guaranteeing it is a DAG. Use the DAG to generate ancestor-descendant relations, and apply Proposition 2 to obtain the inferred GRN $G$. Perturb the ancestor-descendant relations: with probability $p$, switch “is a descendant” to “is not a descendant”; with probability $q$, switch “is not a descendant” to “is a descendant”. Apply Proposition 2 to obtain the inferred GRN $G'$, and compare with $G$ to calculate the four performance measures.

A.4 Conditional independence + ancestor-descendant method

For each $p \in [0, 0.5]$ and $q \in [0, 0.5]$, repeat the following simulation for $10^5$ times, and average the performance measures. In each simulation, generate a random connected DAG with 3 genes. Since we require the GRN is a connected DAG, there are only four topologically different types: $V_1 \rightarrow V_2, V_1 \rightarrow V_2, V_1 \rightarrow V_2, V_1 \rightarrow V_2$. For the generated DAG, determine the conditional independence relations and ancestor-descendant relations. Then we perturb the relations: with probability $q$, switch “independent” or “is not an ancestor” to “dependent” or “is an ancestor”; with probability $p$, switch “dependent” or “is an ancestor” to “independent” or “is not an ancestor”. With the perturbed conditional independence relations, we determine whether there is an edge between two vertices, and then we use the perturbed ancestor-descendant relations to determine the edge direction. If we determine there is an edge between $V_i$ and $V_j$, but the ancestor-descendant relations are contradicted (both $V_i$ and $V_j$ are an ancestor of the other, or neither $V_i$ nor $V_j$ is an ancestor of the other), we randomly assign a direction with equal probability. With this method, we obtain the inferred DAG, and compare with the true DAG to calculate the four performance measures.
A.5 Partially observed ODE method

We start from the linear ODE system

\[
\begin{align*}
dx_2/dt &= -3x_2 + 1, \\
dx_1/dt &= x_2 - 2x_1 + 1, \\
dx_0/dt &= 2x_2 + x_1 - x_0 + 1,
\end{align*}
\]

whose stationary state is \([x_2, x_1, x_0] = [1/3, 2/3, 7/3]\). If the system starts from \([4/3, 2/3, 7/3]\), then

\[
x_0(t) = \frac{3}{2} e^{-t} - e^{-2t} - \frac{1}{2} e^{-3t} + \frac{7}{3}.
\]

In the equation \(x_0(t) = c_0 e^{a_{00} t} + c_1 e^{a_{11} t} + c_2 e^{a_{22} t} + \frac{7}{3}\), set \(t = 1, 2, 3, 4, 5, 6\), and solve \(a_{00}, a_{11}, a_{22}\) with the fsolve function in Matlab. When the true \(x_0(t)\) is replaced by \((1 + \epsilon)x_0(t)\), where \(\epsilon\) is a random noise that is uniform on \([-0.01, 0.01]\), the solver fails to find a solution. We repeat this procedure after applying the Laplace transform on \(x_0(t)\), and the solver still fails. The problem of solving \(a_{00}, a_{11}, a_{22}\) is essentially sensitive to perturbations. In reality, even with a small noise, this method fails.

A.6 Path blocking + ancestor-descendant method

For each \(p \in [0, 0.5]\) and \(q \in [0, 0.5]\), repeat the following simulation for \(10^5\) times, and average the performance measures. In each simulation, generate a random number \(R\) which is uniform in \([0, 1]\). Generate a GRN, where each edge has probability \(R\) to exist. Here an edge from the phenotype \(V_0\) to a gene \(V_i\) is not allowed. Make sure the GRN is a DAG. Use the DAG to generate path blocking relations from each \(V_i\) to \(V_0\), and ancestor-descendant relations between \(V_i\) and \(V_j\). First apply Proposition 1 to obtain the inferred DAG \(\mathcal{G}\). Edges that cannot be determined will be checked by Proposition 2. Perturb the path blocking relations and the ancestor-descendant relations: with probability \(q\), switch blocking to not blocking, or switch “is not an ancestor” to “is an ancestor”; with probability \(p\), switch not blocking to blocking, or switch “is an ancestor” to “is not an ancestor”. Apply Proposition 1 to obtain the inferred GRN \(\mathcal{G}'\). Edges that cannot be determined will be checked by Proposition 2. If Proposition 1 and Proposition 2 have opposite results, rely on Proposition 1. Compare \(\mathcal{G}\) and \(\mathcal{G}'\) to calculate the four performance measures.
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