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Abstract—In ultrasound Nondestructive Testing (NDT), a widespread approach is to take synthetic aperture measurements from the surface of a specimen to detect and locate defects within it. Based on these measurements, imaging is usually performed using the Synthetic Aperture Focusing Technique (SAFT). However, SAFT is sub-optimal in terms of resolution and requires oversampling in time domain to obtain a fine grid for the Delay-and-Sum (DAS). On the other hand, parametric reconstruction algorithms give better resolution, but their usage for imaging becomes computationally expensive due to the size of the parameter space and the large amount of measurement data in realistic 3-D scenarios when using oversampling.

In the literature, the remedies to this are twofold: First, the amount of measurement data can be reduced using state of the art sub-Nyquist sampling approaches to measure Fourier coefficients instead of time domain samples. Second, parametric reconstruction algorithms mostly rely on matrix-vector operations that can be implemented efficiently by exploiting the underlying structure of the model.

In this paper, we propose and compare different strategies to choose the Fourier coefficients to be measured. Their asymptotic performance is compared by numerically evaluating the Cramér-Rao-Bound (CRB) for the localizability of the defect coordinates. These subsampling strategies are then combined with an \( \ell_1 \)-minimization scheme to compute 3-D reconstructions from the low-rate measurements. Compared to conventional DAS, this allows us to formulate a fully physically motivated forward model matrix. To enable this, the projection operations of the forward model matrix are implemented matrix-free by exploiting the underlying 2-level Toeplitz structure. Finally, we show that high resolution reconstructions from as low as a single Fourier coefficient per A-scan are possible based on simulated data as well as on measurements from a steel specimen.

Index Terms—Compressed Sensing, Fourier Subsampling, Ultrasound NDT

I. INTRODUCTION

A. State of the art

In ultrasound Nondestructive Testing (NDT) defects are detected and localized by inserting an ultrasonic pulse into a specimen and collecting the resulting echo signals [1]. A typical measurement setup consists of a single transducer or transducer array that is used both as transmitter and receiver. In the single channel case the transducer is moved on the

specimen surface and measurements are collected at each scanning position to form a so-called synthetic aperture.

The measurements in these setups are usually acquired in time domain and sampled at a frequency much higher than the Nyquist frequency to create a dense time grid that the subsequent Delay-and-Sum (DAS) can use to achieve a well-resolved reconstruction. An image of the specimen interior is then commonly computed based on the Synthetic Aperture Focusing Technique (SAFT) [2] or its multi-channel extension [3]. More recently, model based approaches have been introduced, where the main idea is to treat the reconstruction as an inverse problem based on a physically derived model matrix that is solved using standard tools from linear algebra [4]. This enables us to include more complex mechanisms of wave propagation that cannot be captured by simple DAS such as attenuation and temporal dispersion [5], or acoustic shadowing [6]. Additionally one can account for the pulse shape or elementary signature [7], which is usually modeled as the real part of a Gaussian windowed sinusoid [8].

Oversampling in time domain leads to a large amount of measurement data, which results in a computationally expensive reconstruction, especially when it comes to 3-D imaging [9]. However, parametric models enable the use of Compressed Sensing (CS) techniques [10] to reduce the amount of measurement data. Initially, mostly random Gaussian measurement kernels have been investigated [11], since for those, theoretical guarantees could be established ensuring that the reconstruction is robust and stable. This entails that mostly theoretical results exist in the ultrasound literature, as the design of a generic CS hardware is a challenging task [12].

To reduce the amount of measurement data per incoming echo signal, prior work has shown that highly structured signals such as ultrasonic recordings can be completely recovered in frequency domain from samples taken at rates significantly below Nyquist, provided that they are measured with an appropriate sampling architecture [13]. Based on the recovered Fourier coefficients, different reconstruction strategies can be employed. One approach is to use beamforming in frequency domain [14]. Another approach is to formulate the reconstruction as an inverse problem based on a physically motivated forward model and extend this model by the compression scheme. In the CS context, sub-sampled Fourier measurements can guarantee stable and robust reconstruction since a randomly generated partial Fourier matrix fulfills the D-Restricted Isometry Property (RIP) [15], [16], [17]. It has been
shown that high quality 3-D images based on synthetic aperture measurements can be reconstructed from only a small number of Fourier samples collected at each measurement position [18]. Additionally, the acquisition of Fourier coefficients is an attractive choice, as hardware architectures to measure them directly already exist [19], [20], [21], [22]. In multi-channel setups, the compression is often realized by sub-sampling the channels of a large array [23], [24], [25], which exploits the same subsampling principles as they are used in sparse array design.

Generally, compressed observations are post-processed by means of Sparse Signal Recovery (SSR) to solve the parameter estimation problem at hand. Often, the sparsity is assumed in the parameter domain as the number of defects inside the specimen is small [26]. The actual solution is usually computed using greedy [27] or $\ell_1$-minimization [28], [29] algorithms. These techniques have proven to produce images with superior quality [7] and better resolution of closely spaced defects [30] compared to images using only DAS.

To reduce the computational effort that arises when aiming for high estimation quality, efficient implementations exploiting the structure of the involved linear mappings need to be employed [31]. Often these structure exploiting algorithms allow a high degree of parallelization so that further speed-ups are possible by the use of a Graphical Processing Unit (GPU) [9], [32].

Additionally, a parametric model enables to analyze the influence of the parameters on the measurements. One way to do so is to look at the estimation variance by means of the Cramér-Rao Bound (CRB) [33]. In the ultrasound field, the CRB has been used to quantify time delay estimation jitter and the impact of the choice of bandwidth and center frequency of ultrasound pulse-echo measurements [34], [35], and the achievable resolution when locating single point-scatters [36]. Moreover, the CRB has been used as a criterion for array design and sensor placement [37], [38] as well as to optimize spatial sub-sampling patterns in CS [39].

B. Motivation

The main focus of this paper lies on synthetic aperture ultrasound measurements in NDT. A single transducer is placed on the planar surface of a specimen and moved to different positions on a regular 2-D grid. Specifically, we are interested in scenarios where a high resolution 3-D reconstruction based on these measurements is required, for example to resolve closely spaced scatterers. Since the goal is to detect defects, we need to scan the whole region of interest leading to a large number of measurement positions and therefore a large amount of measurement data.

Inspection measurements can be described using a three-stage model, comprised of (1) data management (collection and storage of measurement data), (2) sense making (data analysis, analytics and feature extraction) and (3) decision making [40]. From stage to stage, data volume reduces while data value increases.

For manual inspections, a trained technician usually performs tasks of all model stages in full during inspection. However, expertise is only required for decision making in the final stage, leaving the (on-site) data-management and (off-site) sense-making stages up for automation. As a result, the required effort for on-site inspections can be reduced greatly. However, since expertise is no longer involved prior to the final decision making stage, data filtering also can no longer be applied in earlier stages. This not only leaves an overwhelming amount of unfiltered data to handle, but also clogs the computationally intense processes of the sense-making stage.

To illustrate the amount of data gathering required, a small example size with a scanning grid of $100 \times 100$ locations and an A-scan time-length of 1000 samples is already sufficient. With 16 bit data quantization, one full synthetic aperture measurement requires 20 MB of data. Further assuming 100 different locations for a single inspection, a total volume of 2 GB accrues. To reduce the amount of measurement data, a natural approach in this scenario is to minimize the amount of measurement samples per scan position without losing relevant information. Instead of measuring on a dense grid in time domain (sampling frequencies above 100 MHz are common, although the ultrasound pulse rarely exceeds a bandwidth of, say, 10 MHz), we can use existing hardware architectures [20], [22] to obtain Fourier coefficients from samples taken at a much lower rate.

The adoption of CS enables the modification of the three-stage model on the hardware side so that it mimics the tasks of the technician. Complex post-processing routines are only necessary as a final step prior to decision making, meaning the operations performed by the sensors can be streamlined. Reducing the data rate directly at the measurement stage has the added benefits of diminishing power requirements and enabling data streaming to a possibly remote processing unit [41]. Further, progression toward the so-called NDE4.0 [42] increases the attractiveness of embedded sensors for Structural Health Monitoring (SHM) [43] scenario in which power consumption severely constrains active sensors.

A naturally arising question is: how many and which measurements are necessary for a given sub-sampling methodology to result in robust and stable reconstruction? Considering the pulse-echo of a single volume-element within the specimen, an answer to this question is already indicated by the observation that the echo caused by said volume-element is systematically represented in a large number of adjacent A-scans. Describing the linear measurement model in all three spatial dimensions reveals a structure presenting large amounts of spatial redundancy between A-scans. In [18], the model is extended by sub-selecting only a few Fourier coefficients from each A-Scan, effectively representing a compression of the measurement data. The parameter estimation problem of finding defect positions based on these compressed measurements is formulated as an SSR problem. As this exhibits a high dimensional parameter space, it quickly becomes computationally expensive or even intractable. Standard linear algebra solvers that rely on explicit representations of the system matrix, already break down on moderate problem sizes, since dense or even sparse representations of the operator matrix quickly become infeasibly large. As illustration, for the given example the operator matrix is of size $(1000 \cdot 100^2)^2$, even exceeding the memory...
capabilities of current mainframe systems. Instead, a matrix-free representation of the operator is possible that exploits the embedded structure of the matrix in a computationally- and memory-efficient way. This implementation is designed to be flexible in terms of modeling parameters (e.g. pulse shape, dimensions of the specimen, grid dimensions of the Region of Interest (ROI)) as well as the measurement strategy (different compression strategies, and/or uncompressed measurements).

In addition, most of the existing algorithms which rely only on matrix-vector products usually have side constraints that implicitly require more knowledge about the matrix. Therefore, implementations need to be tweaked to account for this. To give an example, the Fast Iterative Shrinkage-Thresholding Algorithm (FISTA) requires the largest singular value of the system matrix in order to select the correct step size, which cannot be straightforwardly computed without the full matrix available. Although an approximation using ARnoldi PACKage (ARPACK) is possible in our framework, this adds a large computational overhead that in some cases should be omitted. Lastly, the implementation should be easily usable with different computation setups available, e.g. likewise on a GPU or Central Processing Unit (CPU).

In order to precisely quantify the effects of our estimation procedure, we investigate the proposed methodology based on the asymptotic and real-world performance. The asymptotic performance is given in terms of the CRB of the resolution of locating single point-scatterers. This is helpful, as the CRB directly quantifies how parametrizing the measurement setup, e.g. how many Fourier coefficients are measured, influences the parameter estimation. The real-world performance is evaluated based on the reconstruction of simulated as well as real ultrasound measurement data.

C. Main contributions

In this paper, we develop and investigate a complete framework for high resolution ultrasound imaging based on a small number of Fourier measurements and a complete 3-D propagation model. To obtain these measurements, we propose novel sampling strategies and compare their performance to existing approaches including our previous work [18].

We first derive a theoretic scaling law for synthetic aperture ultrasound measurements using the strategy of sampling uniformly at random given by the CS literature [17]. Specifically, we show that the required number of Fourier coefficients in this case only depends on the worst case sparsity of all scans, i.e. the scanning position that sees the maximum number of echoes, showing that it does not exploit the correlation between adjacent scans. In comparison, the novelty of the sampling strategies proposed in our work is twofold. First, we propose to incorporate prior knowledge about the spectrum of the inserted pulse into the design of the sampling pattern. This sparks two possible strategies, which we term maximal and random energy-based sampling. They alleviate the need for additional random sign-flips prior to the Fourier sampling as dictated by CS theory [17] and therefore simplify the hardware requirements when implementing the Fourier subsampling in the analog domain. Second, we make full use of the complete 3-D model by varying the sampling pattern at each scan position using the random energy-based strategy. The strong spatial correlation between the measurements at adjacent scan positions leads to a trade-off between temporal and spatial measurements. However, since we need to scan the specimen at a certain minimum density to ensure defect detection, this can mainly be exploited to reduce the number of temporal samples. In fact, we show numerically that when the number of spatial scanning positions is large, only taking a single (but varying) Fourier coefficient per scan position does not substantially decrease the CRB compared to the uncompressed case in a single defect scenario (or a scenario where the distance between defects is sufficiently large).

The ultrasound measurements are modeled using a parametric forward model that conveys both the ultrasound propagation as well as the received pulse shape. The analytic signal is used instead of only modeling the real-valued RF signal.

The matrix-free implementation for the reconstruction is achieved by exploiting the block-wise 2-level Toeplitz structure of the forward model. This enables to implement the effect of both the subsampling and the model in the reconstruction using only Fast Fourier Transforms (FFTs) and indexing operations. The implementation is done in Python using the fastmat package [44]. The reconstructions are carried out via the FISTA algorithm. The resulting matrix-free operator can not only be used for high resolution parametric reconstruction but also, by applying its adjoint on the measurements, yields a single-step “compressed SAFT” reconstruction that considers our assumptions about the model and the compression scheme.

With this implementation at hand, using simulated as well as measurement data it is shown that the spatially randomized strategies allow to produce 3-D images from a single Fourier coefficient per A-scan allowing precise localization and sizing of several test defects.

The remainder of the paper is organized as follows: In Sec. II we derive the ultrasound propagation model used throughout this paper. In Sec. III, we introduce the novel Fourier acquisition schemes and derive a theoretic scaling law based on CS theory. In Sec. IV, we discuss the reconstruction process and provide concrete matrix-free algorithms for the implementation of the model and compression operator. Using FISTA as our example algorithm, we discuss practical solutions to approximate the required largest singular value based on a matrix-free software implementation. In Sec. V, we compare the hardware requirements as well as the computation complexity of the proposed CS architecture compared to state of the art systems. In Sec. VI, we derive the single-scatterer CRB for the model and investigate the influence of the compression on the localization capability of the measurements asymptotically. Then, in Sec. VII, we provide example reconstructions from numerical simulations as well as using realistic measurement data to back up the theoretic claims. Finally, Sec. VIII concludes the paper.

II. Observation Model

A. Ultrasound data model

We consider a pulse-echo setup, where a single transducer is used to insert an ultrasonic pulse \( h : \mathbb{R} \to \mathbb{R} \) with \( t \mapsto h(t) \)
into the specimen, which we also assume to be the received pulse. This means we assume dispersion in the medium to be negligible. The specimen is considered to be homogeneous and isotropic with constant sound speed $c \in \mathbb{R}^+$ and to possess a flat surface. It contains $D \in \mathbb{N}$ point-like defects located at unknown positions $(x_d, y_d, z_d) \in \mathbb{R}^3$ for $1 \leq d \leq D$ that are to be localized. We assume that we can omit reflections from known features of the specimen (such as the back wall) by appropriate windowing, such that only the $D$ reflections from the defects remain.

We first introduce a continuous model for the observations. If we define $f^{(a)}$ as the analytic signal of a function $f$ via

$$f^{(a)}(t) = f(t) + j\mathcal{H}\{f(t)\},$$

where $\mathcal{H}\{\cdot\}$ is the Hilbert transform of $f$, the analytic noiseless signal $b^{(a)}_{x,y} : \mathbb{R} \rightarrow \mathbb{C}$ received by the transducer from position $(x, y) \in \mathbb{R}^2$ can be modeled as

$$b^{(a)}_{x,y}(t) = \sum_{d=1}^{D} a_d g_{x,y}(x_d, y_d, z_d) \cdot h^{(a)}(t - \tau_{x,y}(x_d, y_d, z_d)).$$

(2)

Here, $a_d \in \mathbb{C}$ is the complex reflectivity and $\tau_{x,y} : \mathbb{R}^3 \rightarrow \mathbb{R}^+$ is the time of flight from the transducer at sample position $(x, y) \in \mathbb{R}^2$ to the $d$-th reflector and back. It can be computed as

$$\tau_{x,y}(x_d, y_d, z_d) = \frac{2}{c} \sqrt{(x - x_d)^2 + (y - y_d)^2 + z_d^2}. \quad \text{(3)}$$

Additionally, $g_{x,y} : \mathbb{R}^3 \rightarrow \mathbb{R}^+$ represents the transducer characteristic, which models its directivity towards $(x_d, y_d, z_d)$. In frequency domain, we obtain

$$B_{x,y}(\omega) = \sum_{d=1}^{D} a_d g_{x,y}(x_d, y_d, z_d) H(\omega) \cdot e^{-j\omega \tau_{x,y}(x_d, y_d, z_d)},$$

(4)

where the function $H : \mathbb{R} \rightarrow \mathbb{C}$ is the Fourier transform of the pulse function $h$. To simplify the notation we introduce the atomic functions $f_{x,y}(x_d, y_d, z_d, t) : \mathbb{R}^4 \rightarrow \mathbb{C}$ as

$$f_{x,y}(x, y, z, t) = g_{x,y}(x_d, y_d, z_d) h^{(a)}(t - \tau_{x,y}(x_d, y_d, z_d))$$

and we can now write concisely

$$b^{(a)}_{x,y}(t) = \sum_{d=1}^{D} a_d \cdot f_{x,y}(x_d, y_d, z_d, t).$$

(6)

Next, we transform the continuous model into a discrete one. This consists of several steps. First, we naturally have to assume a discrete and finite set of observation locations. Second, we discretize the received signals by means of Nyquist rate sampling. Note that this does not mean we actually need to have access to this sampled observation, but instead we use it as a discrete and finite, hence convenient, representation of the continuous signal. One advantage of this representation is that it allows us to write linear transforms on the signal as matrices. Finally, we also make the same assumptions about the reconstructed signal. It is composed of defects residing on the same grid as we used for the observations. These regularity assumptions about the grid are necessary for efficient recovery to be possible as we see later on.

To define the observation grid we take synthetic aperture measurements at positions $(x, y, z = 0) \in \mathbb{R}^3$ located on the surface of the specimen lying on an equidistant grid defined as

$$G_{2D} = \{(x,y) | x = n_x \cdot \Delta x, n_x \in \{0, \ldots, N_x - 1\},$$

$$y = n_y \cdot \Delta y, n_y \in \{0, \ldots, N_y - 1\},$$

where $\Delta x = \Delta y$ is the grid spacing and $N_x \in \mathbb{N}$ and $N_y \in \mathbb{N}$ are the number of samples in each spatial dimension.

After discretizing the observations $b_{x,y}^{(a)} \in \mathbb{C}^{N_t}$, resulting in $N_t$ samples, the full set of $N_x \times N_y$ measurements can be combined into a 3-D array as

$$B = \begin{bmatrix} b_{0,0} & b_{0,1} & \cdots & b_{0,N_y-1} \\ \vdots & \vdots & \ddots & \vdots \\ b_{N_x-1,0} & b_{N_x-1,1} & \cdots & b_{N_x-1,N_y-1} \end{bmatrix},$$

(7)

such that $B \in \mathbb{C}^{N_x \times N_y \times N_t}$, by stacking the vector $b_{i,j}$ into the third indexing dimension. To define the considered defects’ locations we extend $G_{2D}$ along the remaining spatial $z$ dimension and define the 3D grid

$$G_{3D} = \{(x,y,z) | (x,y) \in G_{2D},$$

$$z = n_z \cdot \Delta z, n_z = 0, \ldots, N_z - 1\}$$

with $\Delta z = t_s \cdot c$. This aligns the defect locations’ $z$-coordinates with the time sampling of the observations resulting in a total number of $N = N_x N_y N_z$ observations and consequently also $N = N_x N_y N_z$ possible defect positions. The index for the last dimension is varying slowest and the one for the first fastest. The same discretization process as for the observation and reconstruction locations as well as the sampling of the functions along time can be applied to the atomic functions $f_{x,y}$ and we define a matrix

$$H_{i,j} = f_{n_x,i \Delta x, n_y,j \Delta y, n_z} a_d \cdot f_{x,y}(n_x,i \Delta x, n_y,j \Delta y, n_z \Delta z, n_t, t_s),$$

(8)

where $i = n_x,i N_y, n_y,j N_x + n_y,j N_x + n_y,j$ and $j = n_y,j N_y N_z + n_y,j N_z + n_z,j$ realize the same vectorization of $f_{x,y}$ as with $b_{x,y}$. In other words, the column $H_{i,j}$ contains the vectorized and discretized volumetric observation of a single reflector at (vectorized) position $j$. This is expressed in discrete time domain concisely via

$$b = \text{vec}\{B\} = Ha$$

(9)

and as such it is the basis for the following introduction of the sampling scheme. Note that compared to (6) the vector
\( a \in \mathbb{C}^N \) now contains \( D \) non-zero elements with value \( a_d \) at unknown positions.

### B. Data Acquisition

The vector \( b \in \mathbb{C}^N \) contains the discrete time samples of A-scans from all different measurement positions stacked on top of each other. However, we wish to consider compressed observation of the A-scans. So, instead of measuring \( b \) directly, we employ a compression step and measure a subsampled version of it. Conventionally, one assumes that one has access to values of linear functionals that are applied to the signals of interest [45, Eq. (1.1)]. One can express this as a matrix-vector product, where each row of the matrix is identified with a linear functional. The compressed measurement is given by

\[
y = \Phi \cdot b + n = \Phi H a + n. \tag{10}
\]

Here, \( n \in \mathbb{C}^N \) represents measurement noise with currently unspecified distribution. If we consider a single A-scan we consequently have

\[
y_{n_x, n_y} = \Phi_{n_x, n_y} b_{n_x, n_y} + n_{n_x, n_y}.
\]

For the compression matrix we assume it has the structure

\[
\Phi_{n_x, n_y} = \mathcal{S}_{n_x, n_y} \mathcal{F} \Sigma_{n_x, n_y}
\]

where \( \mathcal{F} \) is the Discrete Fourier Transform (DFT) matrix, \( \mathcal{S}_{n_x, n_y} \in \mathbb{R}^{n_f \times N_f} \) is a selection matrix selecting \( n_f \) out of the \( N_f \) Fourier coefficients, so \( \mathcal{S} \) is a row-subselected identity matrix. Moreover, \( \Sigma_{n_x, n_y} \) is a full rank diagonal matrix, a so called mixing matrix [17], [16]. Summarizing, the compression consists of first mixing followed by a DFT and then finally subselecting a few Fourier coefficients. This merely depicts the mathematical model and we deal with possible hardware implementations in Sec. V.

Considering the full vectorized, discretized and compressed observation, we can write

\[
y = \text{blkdiag}\{\Phi_{1,1}, \ldots, \Phi_{N_x, N_y}\} \cdot b + n \tag{11}
\]

as a linear model for the compressed observations. Here \( \text{blkdiag} \) denotes the block diagonal operator, which aligns the matrices in its argument as blocks on the diagonal of a matrix containing zeros for all other entries.

### Discussion 1

- We would like to stress the fact that the following three sections on the data acquisition, algorithms, and hardware implementations are independent on some parts of the specific model presented above. It would be straightforward to use a frequency dependent transducer characteristic \( g \), adapt to a slightly altered geometric setup by defining a different time of flight \( \tau \) or define different grids for the sampling and reconstruction positions.
- However, the structure of \( H \) we derive in Sec. IV depends on the sampling and reconstruction positions defined via \( G_{3D} \). For different acquisition schemes one would have to study the properties of \( H \) in order to derive efficient reconstruction algorithms.
- We assume that the pulse shape \( h \) follows a known model. Replacing it by a measured pulse shape (e.g. from a backwall echo) of a known reference measurement is another valid option. Further, the choice \( h(t) = \delta(t) \) leads to \( H \) becoming a discrete DAS-operator (cf. Remark IV.1).
- Still, already the “simple” model of this section represents realistic measurement data well, as validated in Sec. VII-B.
- The spectrum of any realistic \( h(t) \) decays exponentially for \( |f| \to \infty \). For that reason, the DFT is a valid proxy to model the Fourier coefficients, since no (practically relevant) aliasing can occur.
- The matrix \( \Sigma_{n_x, n_y} \) is necessary for some sampling strategies. In some sense it results in the vectors \( \Sigma_{n_x, n_y} b_{n_x, n_y} \) entries being centered random variables, which allows proving reconstruction results in this setting, which are based on concentration of measure results from probability.

### III. FOURIER SUBSAMPLING

Based on the proposed data acquisition scheme, we can distinguish different subsampling strategies, which we will discuss in the following. Here, we first focus on the mathematical formulation and an analysis from the signal processing perspective. Hardware considerations are deferred to Sec. V.

#### A. Strategies

1) **Random Sampling:** Classically, the theory of compressed sensing started out by deriving reconstruction results for random matrices [10]. In the proposed Fourier subsampling approach this translates to the diagonal entries of \( \Sigma \), following an independent Rademacher distribution, so \( \Sigma = \text{diag}\{\xi_i\} \) for a Rademacher vector \( \xi \in \{-1,1\}^{N_f} \). For a Rademacher vector, the entries are drawn independently from the uniform distribution on \( \{-1,1\} \). Additionally, each \( S_i \) selects from the uniform distribution on all subsets of \( \{1, \ldots, N_i\} \) with magnitude \( n_f \). If we select this subsampling strategy, we denote it with a subscript of the compression matrix via \( \Phi_{\text{rnd}} \).

2) **Maximal Sampling:** The random sampling approach neglects any prior knowledge one has about the inserted pulse and its spectrum. One way to improve this would be to consider \( h \in \mathbb{C}^{N_i} \) as the DFT of the inserted pulse and to define

\[
J_q = \arg\max_{q, n} \left\{ |\hat{h}_n| \right\}
\]

as the index set of \( \hat{h} \) that refers to the \( q \) entries with largest amplitude. Now we set \( \Sigma_i = I \) for all \( i \leq N_x \cdot N_y \) and each \( S_i \) such that it subselects the entries in \( J_{n_f} \), This subsampling strategy is denoted as \( \Phi_{\text{max}} \).

3) **Random Energy-based Sampling:** The choices \( \Phi_{\text{rnd}} \) and \( \Phi_{\text{max}} \) represent two very different approaches. The former one focuses entirely on randomness and neglects any prior knowledge about the pulse, whereas the latter focuses on the pulse only and as such drops the favorable reconstruction properties imposed by random subsampling. As a trade-off between the two strategies, we impose a random sampling based on the energy distribution of the inserted pulse. Let \( q_i \) for \( i \in N_i \) be the normalized energy of the pulse in the \( i \)-th DFT-coefficient, so we have

\[
q_i = |\hat{h}_i| / \| \hat{h} \|_1.
\]
Now, we iteratively construct a set of indices $J$ based on $q \in \mathbb{R}^{N_t}$. Assume we have already drawn $n < n_f$ indices from the set $\{1, \ldots, N_t\}$ into the set $J_n$. Then we set $q_{J_n} = 0$ and then normalize $q$ such that the remaining entries sum up to 1. Then we draw another index $J_{n+1}$ and set $J_{n+1} = J_n \cup \{j_{n+1}\}$ and iterate until $n = n_f$. We again set $\Sigma_i = I$ and denote the compression matrix selected according to this strategy with $\Phi_{nrg}$. 

4) Independent A-Scans: First, one notices that during the treatment of the individual A-scans it is possible to choose $S_{n_x, n_y} = S_0$ for all $n_x, n_y$. This implies that we collect the same Fourier coefficients for all A-scan positions. In case we do not keep them fixed, we add a subscript to the compression matrix as $\Phi_{..., f}$. The same distinction can be made for the choice of the mixing done by $\Sigma_{n_x, n_y}$. If we vary them across A-scans we indicate this via $\Phi_{..., m}$. Note that $\Phi_{..., m, f}$ is also possible. In case of the same mixing and subsampling for each A-scan, we can also write (11) more concisely

$$\Phi = (S F \Sigma) \otimes I_{N_x} \otimes I_{N_y},$$

where $\otimes$ defines the Kronecker product, to describe the compression matrix. Table 1 summarizes all possible combinations.

### Table 1: Sampling strategies considered in this work

| $\Sigma_{n_x, n_y} = \Sigma_0$ | $\Phi_{nrg}, \Phi_{nd}$ | $\Phi_{nrg, f}, \Phi_{nd, f}$ |
|-----------------------------|------------------------|-----------------------------|
| yes                         | yes                    | yes                         |
| no                          | no                     | no                          |

### B. Performance Guarantees for Random Subsampling

Now we study the ramifications of the proposed Fourier subsampling strategies. In fact, we are able to establish some analytic results for one of the presented approaches. In this chapter we focus on the case where $\Phi = \Phi_{nd}$, so each A-scan is pre-multiplied with the same $\Sigma$ and we pick the same Fourier coefficients by means of $S$, so that

$$\Phi = (S F \Sigma) \otimes I_{N_x} \otimes I_{N_y}.$$

The recovery performance of sparsity exploiting algorithms and the used compression strategy can be measured in terms of the RIP, if a signal $b$ is sparse in an orthonormal basis $H$, which means that in $b = Ha$ the vector $a$ is sparse. If on the other hand $a$ is sparse, but $H$ is not a basis anymore, but an overcomplete dictionary as in our case, then the so-called $H$-RIP [15] yields the natural framework for reconstruction guarantees.

If we consider a single A-scan vector $b_{n_x, n_y}$ recorded at an arbitrary but fixed measurement position $(x, y)$ the pulse-echo model in (2) results in $b_{n_x, n_y}$ being a linear superposition of shifted versions of the inserted pulse. It follows that $b_{n_x, n_y} = G \alpha_{n_x, n_y}$, where the columns of $G$ are the discretized and shifted versions of the inserted pulse. In other words: the matrix $G$ is the sparsifying dictionary for individual A-scans. Now, according to our compression scheme, we have $y_{n_x, n_y} = S F \Sigma G \alpha_{n_x, n_y}$ for our compressed observations.

Since the total number of defects in the specimen is assumed to be small, i.e. $a$ in (2) being sparse, we have that each $\alpha_{n_x, n_y}$ is sparse as well. This implies that each $b_{n_x, n_y}$ is sparse in the dictionary $G$. Let now $s_{\text{max}} = \max_{n_x, n_y} \|\alpha_{n_x, n_y}\|_0$ be the maximum encountered sparsity-level over all A-scans. However, the sparsity is not prevalent with respect to a basis but to the overcomplete dictionary $G$. This sparks the need for a modified reconstruction guarantee presented in the next definition.

**Definition 1 ($G$-RIP, [15])**

Let $U_k$ be the union of all subspaces spanned by all subsets of $k$ columns of $G$. A measurement matrix $\Psi$ obeys the restricted isometry property adapted to $G$ with constant $\delta$, if

$$(1 - \delta)\|y\|_2^2 \leq \|\Psi y\|_2^2 \leq (1 + \delta)\|y\|_2^2 \quad \text{for all } y \in U_k.$$  

We call the smallest $\delta$ for which above chain of inequalities holds the restricted $G$-isometry constant ($G$-RIC) $\delta^G$. □

The following result calculates the $H$-RIC of the matrix $A \otimes I_{N_x, N_y}$ for an arbitrary $A$ and as such it delivers necessary conditions for efficient, stable and robust recovery to happen when compressing signals with $A \otimes I_{N_x, N_y}$ when the signals are sparse with respect to the dictionary $H$ from (8).

**Theorem III.1.** For each $k \in \mathbb{N}$ it holds that the $G$-RIC $\delta^G_k$ of the matrix $A$ and the $H$-RIC of $\Psi = A \otimes I_{N_x, N_y}$ are equal.

**Proof.** From the definition of $\delta^G_k$ and the vectors $\alpha_{n_x, n_y}$ we have for every $(n_x, n_y)$ that

$$(1 - \delta_{s_{\text{max}}}^G)\|\alpha_{n_x, n_y}\|_2^2 \leq \|A \alpha_{n_x, n_y}\|_2^2 \leq (1 + \delta_{s_{\text{max}}}^G)\|\alpha_{n_x, n_y}\|_2^2.$$  

Together with the definition of $\Phi$ and $y_{n_x, n_y}$ and the properties of the Kronecker product the statement directly follows. □

The theorem above illuminates how, given the proposed sensing scenario, only the properties of the A-scans and their sparse representation influence the recovery performance. Additionally, only the worst A-scan in the sense that it is the least sparse one determines the worst case performance. Now, since randomly sub-selected Fourier matrices are known to have a low $G$-RIC (as outlined below), Theorem III.1 shows how to assess the recovery performance and infer the number of necessary measurements. Moreover, one is able to determine the number of Fourier coefficients $n_f$ such that the $G$-RIP of the appropriate order holds with a high probability, which delivers stable, robust and efficient recovery. This is also formalized in [15], where it is shown that $\delta^G_{s_{\text{max}}} < 0.08$ is a sufficient condition for stable recovery to happen in every A-scan. Now assume that we generate $S$ such that it selects a set of rows from $\mathcal{F}$ which is drawn from the uniform distribution of all sets of size $n_f$, where

$$n_f \geq C s_{\text{max}} \delta^{-2} \log^2(1/\delta) \log N_t \log(s_{\text{max}}) \log^2(s_{\text{max}}/\delta).$$

Then, the matrix $S F$ satisfies the standard (not $G$) RIP with constant $\delta$ with high probability [17] for sparsity order $s_{\text{max}}$. Additionally, [16] shows that if the matrix $S F$ satisfies the RIP of order $k$ with constant $\delta$, the matrix $S F \Sigma$ is a $4\delta$-almost
isometry on any set $S$ of fixed points with $|S| = C \exp(k)$, meaning
\[(1 - 4\delta)(\|a\|_2^2) \leq \|SF\Sigma x\| \leq (1 + 4\delta)(\|a\|_2^2)\]
for all $a \in S$. This directly implies together with $\delta_{s_{max}}^H < 0.08$ and Theorem III.1 applied for $A = SF\Sigma$ the minimal number of measurements to satisfy
\[n_f \geq \hat{C}\log N_i s_{\text{max}} \log(s_{\text{max}}) \log^2(50s_{\text{max}}).\]  
(12)
We would like to stress the fact that in the above analysis we derived a performance bound for the 3D reconstruction process, while only dealing with the restricted isometry constants associated to the dictionary of the single dimensional A-scans. In other words, since we are only compressing / subsampling in one dimension, this dimension alone determines the reconstruction performance. Further, the choice of $n_f$ in a practical setup can be based on a worst-case number of defect echoes that are expected to appear in a single A-scan.

**Discussion 2**

- On average $\Phi_{\text{rnd}}$ selects around $n_f/N_i$ parts of the energy that is contained in the reflected waves. As such of the strategies considered in this work, it has the worst SNR. However due to the random mixing done by the $\Sigma_{n_x, n_y}$ it maximizes the bandwidth of the measurement, since it is approximately the same as the inserted pulse.
- The strategy using $\Phi_{\text{max}}$ maximizes the SNR, since it collects the most energy from the pulse by sampling at the around the peaks in the spectrum. However, due to the typical shape of an ultrasound pulse in time- and frequency domain, the resulting samples are closely spaced, which directly results in a low bandwidth of the acquired signal.
- As we see in Section VII, the two strategies discussed above perform as expected and a trade-off between the two is represented by $\Phi_{\text{arg}}$. So depending on the goal during reconstruction in terms of depth-resolution, the different strategies cover the whole range from high SNR and poor bandwidth to poor SNR and high bandwidth.
- The problem of estimating the model order $s_{\text{max}}$ to set $n_f$ before carrying out the reconstruction is hard to overcome in a CS setting. There is a large literature on sparsity order estimation with various advantages and drawbacks, see [46], [47], [48], [49]. Often a satisfactory method for model order selection depends very much on the specific applications’ side constraints. In our case, for instance, on the size of a typical defect, the number of defects and their shape.
- Note for the recovery guarantees that they only represent scaling laws and not explicit bounds on the number of measurements due to the fact that there is a (here) unspecified constant factor involved. However, even if one would compute it explicitly using the results in [17] and [16] these estimates would be too conservative for practical considerations. In case when one has empirical evidence that for a certain sparsity order $s_{\text{max}}$, problem size $N$ and number of measurements $n_f$ the recovery is satisfactory, one can infer the necessary number of measurements if the problem size or sparsity change.

**IV. Reconstruction**

**A. Algorithms**

Now that we have established the data model and studied the compression schemes, it first is necessary to formulate viable algorithms in order to reconstruct $a$ in (10) for all discussed compression strategies. Ideally one would solve
\[\min \|a\|_0 \text{ s.t. } \Phi H a = b,\]
which unfortunately is NP-hard [50] in general. So, usually one resorts to solving the convex relaxation of the above problem, which reads as
\[\min \|a\|_1 \text{ s.t. } \Phi H a = b.\]
In this case we end up with a problem that can be solved in polynomial time. Interestingly, there are a number of efficient approximate algorithms that converge rapidly (Iterative Shrinkage-Thresholding Algorithm (ISTA), FISTA, Two-step Iterative Shrinkage-Thresholding Algorithm (TWISTA), Soft-Thresholding with Exact Line Search Algorithm (STELA)) and only rely on computing the matrix vector products $A : x$ and $A^H : y$ as their main computational effort. This in turn implies that we end up with well performing algorithms, so called matrix-free algorithms, if we are able to implement the two mappings
\[\phi_A : \mathbb{C}^N \rightarrow \mathbb{C}^M, \ x \mapsto \phi_A(x) = A \cdot x,\]
the so-called forward projection, and
\[\beta_A : \mathbb{C}^M \rightarrow \mathbb{C}^N, \ y \mapsto \beta_A(y) = A^H \cdot y,\]
the so-called backward projection, efficiently for our proposed data model and compression scheme. Specifically, we would have to implement $\phi_{\Phi H}$ and $\beta_{\Phi H}$.

**Remark IV.1 (SAFT).** It is worth noting that the backward projection applied to the observation data yields the estimate $a_{\text{SAFT}} = \beta_{\Phi H}(y)$ which is traditionally called SAFT when $\Phi$ is the identity matrix and $b(t) = \delta(t)$ (cf. for example [51]). However, our approach in formulating the data model and compression scheme directly in terms of matrix vector products yields a more general implementation that can also cope with compressed data and more involved physically motivated forward models. As another special case, our formulation also yields a (compressed) synthetic aperture formulation of the excitelet reconstruction [7].

In the following we will focus on FISTA as a representative example for many SSR algorithms used in compressed sensing, since it provides a good trade-off between simplicity and performance. However, we would like to stress that in general the following considerations provide a blueprint on how to apply matrix-free reconstruction algorithms that use forward and backward projections to the problem at hand.

**B. Fast Transforms**

To devise efficient implementations for $\phi$ and $\beta$ it is necessary to consider the structure of the matrices $\Phi$ and $H$. In order to start with $H$ we need the following definition.
Data: Observed measurement vector $y$, the initial guess $a_0$;
$\phi_{\Phi H} (\cdot)$, $\beta_{\Phi H} (\cdot)$ and the largest singular value of $\Phi H$
denoted as $\sigma_{\text{max}}$.
$\lambda, s = 1/\sigma_{\text{max}}^2, K$;
$t_1 = 1, \gamma_1 = a_0, k = 0$;
while $k < K_{\text{max}}$ do
\[ a_{k+1} = t_{\lambda, k} (\gamma_k - 2s/\phi_{\Phi H} (\gamma_k) - y); \]
where $t_{\lambda, k} (a_i) = \max \{ |x_i| - \alpha, 0 \} \cdot \text{sgn}(x_i)$;
$\gamma_{k+1} = a_k + (t_{k-1}/t_{k+1}) (a_k - a_{k-1})$;
$k = k + 1$;
end

Algorithm 1: Fast Iterative Shrinkage-Thresholding Algorithm (FISTA)

Definition 2 (Multilevel Toeplitz Matrices)
Given a $d$-dimensional complex sequence $t = [t_k]$ for the multi
index $k \in \mathbb{N}^d$, a $d$-level Toeplitz matrix $T_{n,d}$ is recursively defined as
\[ T_{n,d}(t) = \begin{bmatrix} T_{(1,m),\ell} & T_{(2n_1-1,m),\ell} & \cdots & T_{(n_1+1,m),\ell} \\
T_{(2,m),\ell} & T_{(1,m),\ell} & \cdots & T_{(n_1+2,m),\ell} \\
\vdots & \vdots & \ddots & \vdots \\
T_{(n,m),\ell} & T_{(n_1-1,m),\ell} & \cdots & T_{(1,m),\ell} \end{bmatrix}, \]
where $m = \{n_2, \ldots, n_d\}$ and $\ell = d - 1$. In this case we say $T_{n,d}(t)$ is a $d$-level Toeplitz matrix generated by $t$.

For example, consider $d = 2$, $n = (2,2)$, $k = (3,3)$ and $t \in \mathbb{C}^{3 \times 1}$, which yields
\[ T_{(2,2),2} = \begin{bmatrix} T_{(1,2),1} & T_{(2,2),1} \\
T_{(2,2),1} & T_{(1,2),1} \end{bmatrix} \begin{bmatrix} t_{1,1} & t_{1,3} & t_{3,1} & t_{3,3} \\
t_{1,2,1} & t_{1,3,1} & t_{3,2,1} & t_{3,3,1} \\
t_{2,1,1} & t_{2,1,3} & t_{1,1,1} & t_{1,1,3} \\
t_{2,2,1} & t_{2,2,1} & t_{1,2,1} & t_{1,2,1} \end{bmatrix}. \]
The observation now is that the multiplication of a $d$-
level Toeplitz matrix to a vector can be implemented efficiently
by means of the fast convolution algorithm by exploiting the $d$-
dimensional FFT [52], [53], [9]. This yields efficient algorithms
for $\phi_{T_{n,d}(t)}$ and $\beta_{T_{n,d}(t)}$. Additionally we need to align these
generalized Toeplitz matrices in a block matrix structure.

Definition 3 (Block Multilevel Toeplitz Matrices)
A matrix
\[ B = \begin{bmatrix} B_{1,1} & \ldots & B_{1,n} \\
\vdots & \ddots & \vdots \\
B_{m,1} & \ldots & B_{m,n} \end{bmatrix}, \]
is called block $d$-level Toeplitz if each $B_{i,j}$ is a $d$-level Toeplitz
matrix. We collect the generating elements of $B$ in the 2 +
$d$-dimensional array $b \in \mathbb{C}^{n_1 \times n_2 \times \cdots \times n_d}$ such that $b_{i,j} \in \mathbb{C}^{n_1 \times \cdots \times n_d}$, $B_{i,j} = T_{n,d}(b_{i,j})$.

As it turns out, we can show that $H$ in (10) is a block
Toeplitz matrix. The key observation is that moving any
scatterer in the $x$-$y$-plane while also displacing the measure-
ment position by the same amount, does not change the data
captured by the transducer up to some boundary effects. This is
formalized in the next result.

Theorem IV.1. The matrix $H \in \mathbb{R}^{N_2 \times N_2 \times N_3 \times N_3 \times N_3 \times N_3}$ from (10) is
block 2-level Toeplitz, where for the generating elements $h$
it holds that $h \in \mathbb{R}^{N_2 \times N_2 \times N_3 \times N_3 \times N_3 \times N_3}$.

Proof. We consider a column $H_{x,y,z}$ of $H$ with $(x_1, y_1, z) \in G_{3d}$. If we now pick an arbitrary $(x_2, y_2, z) \in G_{3d}$, we see that
\[ [H_{x,y,z}]_{x_2, y_2} = \gamma (z, t) = \gamma (x_1 - x_2, y_1 - y_2), \]
for some function $\gamma$ depending on the transducer characteristic
$g$ and the time of flight $\tau$. And due to the specific structure of
$\tau$ we have that $\tau_{x,y}(x_d, y_d, z) = \tau_{0,0}(x_d - x, y_d - y, z)$, so
$H$ is 2-level Toeplitz because of the translational invariance
with respect to $x, x_d$ and $y, y_d$. Finally, the asserted structures
of $H$ and $h$ follow easily. $\square$

Note that above result implicitly also states how the defining
array $h \in \mathbb{C}^{N_2 \times N_2 \times N_3 \times N_3 \times N_3 \times N_3}$ to generate the block 2-level
Toeplitz Matrix $H$ should be computed.

Now, by accounting for the block Toeplitz structure, we get
$\phi_H$ and $\beta_H$ by noticing that
\[ H \cdot a = \sum_{j=1}^{N_2} \phi_{H_{i,j}} (a_j) = \sum_{j=1}^{N_2} \phi_{H_{i,j}} (a_j) \]
where the $H_{i,j}$ are 2-level Toeplitz and each $a_j$ is a subvector
of $a$ of size $N_2 \times N_2$. However, consider the specific example
from Section I-B where we take measurements on a scanning
grid of size $100 \times 100$ and measurement has 1000 time samples.
Then, assuming that the reconstruction grid is identical to the
measurement grid, the $1000^2$ generating elements each have
size $199 \times 199$, which would require $\approx 158$ GB. So, even for
moderately sized problems and while exploiting the inherent
Toeplitz structure, we cannot fit the generating sequences of
each $H_{i,j}$ into memory at once. In these cases the generating
elements have to be recomputed during each transformation
step. To this end, we propose to calculate each $H_{i,j}$ on the
fly during the multiplication of $H$, see Algorithm 2 for the
details. This is especially beneficial when it is carried out on
the GPU.

Next, we proceed with the analysis of the structure of the
compression matrix $\Phi$ in order to devise $\phi_{\Phi}$ and $\beta_{\Phi}$. In its
most general form we have by (11) that
\[ \Phi = \text{blkdiag} \{ \Phi_{1,1}, \ldots, \Phi_{N_2, N_2} \}, \]
i.e., the matrix $\Phi$ is a block-diagonal matrix, where each block
consists of a product
\[ S_{n_2, n_2} \mathcal{F} \text{diag} (\xi_{n_2, n_2}). \]
In terms of matrix vector products, this means that multiplication
with $\Phi$ is a blockwise procedure, where each block is
processed first by a pointwise multiplication $(\odot)$ with $\xi$, an
FFT and lastly a subselection of the vector in the frequency
domain. Thus, it is trivial to implement these matrix vector
products efficiently. Finally, we note that $\phi_{\Phi H} = \phi_{\Phi} \odot \phi_H$ and $\beta_{\Phi H} = \beta_{\Phi} \odot \beta_H$, where $\odot$ denotes function concatenation.
So given two distinct implementations for the matrix vector products for $\Phi$ and $H$ we only have to concatenate them.

**Data:** Input data $x \in \mathbb{C}^{N_x \times N_y}$

**Result:** Transformed data

$\phi_{\Phi H} (x) = y \in \mathbb{C}^{N_H \times N_y}$

Zeropad $x$ to $x_0 \in \mathbb{C}^{N_x \times 2N_y - 1 \times 2N_y - 1}$;

Apply a 2D-FFT along dimensions 2 and 3 to $x_0$ to get $\hat{x}_0$;

Set $\hat{y}_0 = 0 \in \mathbb{C}^{N_x \times 2N_y - 2N_y - 1}$;

for $i_z = 1, \ldots, N_z$ do

for $i = 1, \ldots, N_x$ do

Calculate $h_{i_z, i_z} \in \mathbb{C}^{N_z \times 2N_y - 1 \times 2N_y - 1}$;

Apply a 2D-FFT to $h_{i_z, i_z}$ to get $\hat{h}_{i_z, i_z}$;

$\hat{y}_0, i_z := \hat{h}_{i_z, i_z} \odot \hat{x}_0, i_z$;

end

end

Apply a 2D-iFFT to $\hat{y}_0$ along dimensions 2 and 3 to get $y_0$;

Revert the zero-padding on $y_0$ to get $y \in \mathbb{C}^{N_x \times N_y}$;

for $i_y = 1, \ldots, N_y$ do

for $i = 1, \ldots, N_x$ do

$y, i_z, i_y := \xi, i_z, i_y \odot y, i_z, i_y$;

end

end

Apply a 1D-FFT along the first dimension to get $\hat{y} \in \mathbb{C}^{N_z \times N_y \times N_x}$;

for $i_x = 1, \ldots, N_x$ do

for $i_y = 1, \ldots, N_y$ do

$y, i_z, i_y := S, i_z, i_y \odot \hat{y}, i_z, i_y$;

end

end

Return $y$.

**Algorithm 2:** Computation of $\phi_{\Phi H}$

Algorithm 2 schematically displays how to carry out the multiplication with $\Phi H$ efficiently. The algorithm for $(\Phi H)^H$ can be derived in a similar manner.

**Discussion 3**

- It is worth noting that Algorithm 2 should be implemented in a blocked manner. This means that the loops for $i_x$ and $i_y$ should be replaced with loops over blocks containing several $i_x, \ldots, i_x + b$ and $i_y, \ldots, i_y + b$ at once, since most high-level programming languages allow for faster processing of these blocks, especially when working on a GPU. This also steers the amount of system memory the transformation occupies and can be tuned to the system specifications at hand.

- In the extreme case when one has enough system memory available to store $h$ entirely, one should do so in order to maximize performance.

- Additionally, the problem dimensions $N_x$ and $N_y$ do not influence the FFT performance that much, since for badly conditioned FFT sizes in terms of prime factors, one can exploit Bluestein’s algorithm [54], which expresses the Fourier transform as a cyclic convolution where one can use zero-padding. Most modern FFT implementations have heuristics in place to decide whether to use this alternative approach or not.

**C. The Largest Singular Value**

As we see in Algorithm 1 it is necessary to compute or at least estimate $\sigma_{\text{max}}$ for the matrix $\Phi H$. When estimating the singular value, one should take care that it is not underestimated, because in this case one expects the objective function minimized by FISTA to be smoother than it actually is. This in turn leads to more aggressive (and in this case unjustified so) iteration steps, which ultimately results in divergence of the algorithm. Consequently it is better to overestimate $\sigma_{\text{max}}$ to avoid divergence at the cost of slower convergence.

However, in a matrix-free setting this is no trivial endeavor, since algorithms that rely on having the whole matrix in system memory cannot be used.

1) **Backtracking:** A first approach would be to use a backtracking version of FISTA [28], which does not need the singular value as an input, but rather a crude lower bound $\sigma_{\text{low}}$ together with a scaling parameter $\eta > 1$. Then, in each step one determines an appropriate stepsize based on a local estimate $\sigma_{\text{loc}}$ within

$$\sigma_{\text{low}} \leq \sigma_{\text{loc}} \leq \eta \cdot \sigma_{\text{max}}.$$  

Ultimately, $\eta$ influences the speed of convergence such that higher values of $\eta$ result in slower convergence due to the overestimation of the singular value. Additionally, this comes at the cost of evaluating the objective function and a suitable quadratic approximation numerous times during the iteration, leading to an impractical amount of computations that are necessary for convergence, since we have to call $\phi_{\Phi H}$ twice per backtracking step. Hence, in large scale scenarios it might be advantageous to have means for acquiring the largest singular value. In the following we present two alternatives.

2) **Estimation:** Another approach would be to find a suitable estimate $\hat{\sigma}_{\text{max}}$ that is cheap to compute, which still allows proper convergence [9]. In this case one has to ensure that the estimated singular value is bounded from below by the true $\sigma_{\text{max}}$. For the product $\Phi H$ at hand we proceed as follows.

A simple bound for the largest singular value is given by

$$\frac{1}{\sqrt{N}}\|\Phi H\|_F \leq \sigma_{\text{max}} \leq \|\Phi H\|_F,$$

which would imply to estimate $\hat{\sigma}_{\text{max}} = \|\Phi H\|_F$, which in terms of convergence provides poor results, since it forces FISTA to take too conservative steps. As such, we propose to use the geometric mean of the upper and lower bound

$$\hat{\sigma}_{\text{max}} = \frac{\|\Phi H\|_F}{N^{(1/4)}},$$  

for which it is necessary to compute $\|\Phi H\|_F$. However, since we have no direct access to the entries of $\Phi H$ we need to estimate this as well. First we notice that

$$\|\Phi H\|^2_F = \sum_{x_d} \sum_{y_d} \sum_{y_d} \|\Phi H_{x_d, x_d, y_d}\|^2_F,$$

this means we are summing over the squared norms of all atoms, where each atom belongs to a single defect position...
Now, neglecting boundary effects within the individual atoms we can simplify to
\[
||\Phi H||_F \approx N_x N_y \sum_{i_d} ||\Phi h_{x_d, y_d, z_d}||_2^2
\]
for some representative target position \((x_0, y_0, z_0)\). This leaves us with calculating the innermost summand for which we have
\[
||\phi h(x_0, y_0, z_0)||_2^2 \approx \sum_{n_x=1}^{N_x} \sum_{n_y=1}^{N_y} g_{n_x} \Delta x_n \Delta y_n \Delta y_{n_y}(x_0, y_0, z_0 || \Phi h_{n_x, n_y, n_{z_d}}(x_0, y_0, z_0) ||_2^2.
\]
Finally, depending on the actual subselection strategy employed by \(\Phi\) we can approximate the largest singular value by the above estimate of the Frobenius norm.

3) Iterative Approximation: To circumvent possible problems from an inaccurate estimate of the singular value, iterative algorithms [55] to approximate it have been developed and finally implemented in ARPACK [56]. These again only rely on \(\phi h\) and \(\beta H\) and for a specific scenario \(\Phi H\) one can cache this approximate result. However one cannot guarantee that the singular value is not under-estimated in magnitude.

Discussion 4
- In cases where the evaluation of \(\phi h\) takes up to several minutes it is not advisable to use a backtracking scheme in FISTA. Instead one should use these additional projections during an Arnoldi iteration and approximate and store the largest singular value directly.
- As already noted, one can store the results from ARPACK for later reuse and avoid the repeated calculation of the largest singular value.
- Additionally, the approach we took for the estimation of \(\sigma_{\text{max}}\) using (13) can easily be generalized and altered to account for different data and compression models.
- Although one cannot guarantee that ARPACK estimates \(\sigma_{\text{est}} > \sigma_{\text{max}}\) it provides a tolerance \(\delta_\sigma \geq |\sigma_{\text{est}} - \sigma_{\text{max}}|\). So ultimately one can ensure that \(\sigma_{\text{max}} \leq \sigma_{\text{est}} + \delta_\sigma\), which can in turn be used in FISTA safely.

V. Implementation Considerations
In the following section, we analyze the proposed sampling and modeling strategies from Secs. II and III in terms of their implementation effort in hardware as well as computation complexity. Aside from the final measurement quality, implementation effort is a crucial aspect when choosing an architecture for a particular measurement application. The three-stage model introduced in Section I offers an intuitive abstraction, well suited for the following discussion:

To recap, the first Data management stage comprises of first, the acquisition frontend, generating a raw data stream of digital representations for the analogue pulse-echo signals, and second, the interfaces for Data handling and storing into non-volatile memory banks. Representing the sense making stage, an off-site computation unit analyzes the stored raw data and distills it into interpretable information. The final Decision making stage will not be discussed, since it bears no relevance to implementation aspects.

Table 2: Comparing implementation effort and performance of the system (III) proposed in this work compared to the two example systems (I) and (II).

Based on a common example scenario, Table 2 summarizes key design parameters and performance indications when comparing the following three measurement architectures:

(1) A state-of-the-art system based on oversampling and SAFT, cf. Remark IV.1.
(II) A critically sampling system using the physically motivated forward model \(H\) defined in this work (cf. Sec. II).
(III) A sub-Nyquist sampling system extending (II) by the sub-Nyquist sampling strategies \(\Phi\) from Sec. III.

A single architecture, satisfying the widely diverse and often conflicting requirements for the set of all measurement applications, cannot be found optimally. Some handheld measurement units require battery operation on mobile network connections, while other units, irreplaceably built into long-lasting structures, deliver their raw data over wired networks. These conflicting demands require making compromises between cost, size, power- and energy usage, ruggedness, data path or accuracy.

Notably, the major benefit of our proposed compressive architecture over common SAFT implementations (aside from image quality) is that it allows trading the amount of collected raw data against computation complexity later in the process. In choosing the number of obtained Fourier coefficients per A-scan (in Sec. VII we show that already one is sufficient), our proposed compressed architecture relates the raw data rate to the actual amount of relevant signal information, rather than some artificial grid constraint (as is the case for oversampling SAFT). This makes it especially useful for applications suffering from data handling bottlenecks [40].
A. Effort for data acquisition

For the implementation of the signal acquisition, multiple strategies exist, where each has individual benefits and drawbacks (depending on the application). Following, a general overview is provided to allow for good architectural decisions.

1) Direct time-domain sampling: A standard Analogue-to-Digital Converter (ADC) linearly represents the time-domain pulse-echo response signal as a digital vector. To fully represent all signal information in the raw data stream, the sampling rate \( f_s \) must be at least the critical rate \( f_{\text{crit}} = 2f_{\text{max}} \), where \( f_{\text{max}} \) is the highest signal frequency component. To keep computations cost low, a simple delay-based SAFT model (disregarding more complex propagation effects) is commonly chosen. By introducing an oversampling factor \( k_O = f_s/f_{\text{crit}} \), good depth-resolution with acceptable visual artifacts is achieved [51]. For common choices like \( k_O = 16 \) the amount of added redundant data is immense.

This work’s generalized matrix formulation \( H \) adds an improved physical propagation model, increasing visual quality considerably at the price of higher computation cost during the sense making stage (see Sec. V-B). However, data amount is reduced substantially, since \( k_O = 1 \) can always be chosen.

Albeit very poor information efficiency and high demands on ADC frontend and data handling, oversampling SAFT may still be advantageous when available computation resources are limited, i.e. for battery-powered on-site inspection systems.

2) Digital Fourier coefficient sampling: Additionally, we can extend (II) by a sub-sampling/compression matrix to form the CS system (III), allowing for source-compression by keeping only a few Fourier coefficients of each A-scan. In reconstructing an image from all A-scans jointly, spatial redundancy is exploited such that keeping as low as one coefficient per A-scan is sufficient in many scenarios. While this greatly improves Data handling, the computation-intense algorithms from section IV must now be applied in the sense making stage. The coefficients can be computed directly from the ADC output using the FFT or the Goertzel algorithm. In this case the implementation effort up to the ADC is identical to the critical sampling case in V-A1. This approach works best when collected data is processed off-site, where bulk computation power is readily available, and the measurement device can afford to compute some Fourier coefficients on-the-fly.

3) Analogue Fourier coefficient sampling: Retrieving the Fourier coefficients for system (III) can also be implemented using sub-Nyquist sampling, as proposed in [22, Sec. 3]. This requires the signal to be filtered by a Sum-of-Sincs filter in analog domain, which is sparsely sampled with an ADC operating below the critical sampling rate. From the collected samples, the desired Fourier coefficients (denoted as the set \( K_{\Phi} \) in [22, Sec. 3]) are retrieved by solving a system of linear equations. Multi-channel setups, such as [25], may easily be supported by moving from sparse- to interleaved sampling of multiple analogue channels by combining a single ADC with a multiplexer. This makes this approach attractive for low-power single- or multichannel applications. Further combined with integrated Complementary Metal Oxide Semiconductor (CMOS) technology, low-cost and low-footprint multi-channel frontends can be achieved. This allows for the measurement strategies \( \Phi_{\text{neg}} \) and \( \Phi_{\text{max}} \) to be implemented. To realize \( \Phi_{\text{rand}} \) the multiplication of \( \Sigma \), additionally needs to be implemented in the analog domain.

B. Effort for data processing (computation complexity)

In the Sense making stage, the raw data is condensed to interpretable information by a computation unit, where computation effort is a crucial parameter. Since the main computing effort for SAFT, FISTA and ARPACK lies in \( \Phi \cdot H \) and \( \beta \cdot H \), we study the relative complexity of Algorithm 2 in relation to the spatial grid sizes \( N_x, N_y \) and \( N_z = N_y \). The cost of \( \Phi \cdot x \) (for some vector \( x \)) is dominated by the cost of the \( N_x \cdot N_y \) FFTs, yielding a complexity of \( O(N_t \log(N_t)N_x N_y) \).

For \( H \) we see that we have to compute the generating elements\(^1\) in \( O(N_t^2 N_x N_y) \) and then compute all 2D convolutions in \( O(N_t N_z N_y \log(N_t)N_x \log(N_t)) \). The total computation complexity for the SAFT (cf. Remark IV.1) matrix-vector product \( \Phi \cdot x \) (which is equal to the complexity of the product \( \Phi H \cdot x \)) is \( O(S) = O(N_t N_z N_y \log(N_t)N_x \log(N_x)) \). Calculating \( \sigma_{\text{max}} \) requires \( k_A \) ARPACK iterations with a complexity of \( O(k_A S) \) each. Since \( \sigma_{\text{max}} \) may be reused, the complexity for one reconstruction is \( O(k_A S) \), scaling only with the \( k_F \) iterations of FISTA.

We carried out an empirical study on the influence of the grid sizes in \( z \)-direction independently from \( x \) and \( y \) in Figure 1. As expected, the transform scales quadratically with \( N_z \) and \( N_t \). Varying \( N_x \) or \( N_y \) influences the FFT size, exhibiting some ripple in the run-time plots of Fig. 1, depending on the prime factorization of \( 2N_y - 1 \) and \( 2N_y - 1 \).

In case of the simple delay-based oversampling system (I) (requiring no convolutions, see section V-A1), a very low computation complexity of \( O(k_O N_x N_y N_z) \) is attained. Compared to this model, the complexity of system (II) is higher by a factor of \( O(N_t/k_O \log(N_y) \log(N_x)) \). In the case of system (III), \( \Phi H \) is applied twice in each FISTA iteration, increasing the computation effort by another factor of \( 2k_F \). In exchange, system (III) actually approximates the inverse problem, as opposed to the other systems, that solely perform projections.

In total, Table 2 reports the total computation complexity to be \( \approx 10^4 \) times higher for (II) and \( \approx 10^5 \) times higher for (III) compared to simple oversampling SAFT for the example scenario. However, this comes along with a significant reduction of total collected raw data amount and an improvement of reconstruction quality (see e.g., Fig. 6).

Discussion 5

- For the example setting, Table 2 reports a data reduction of \( \approx 99\% \) when compared against system (II) and \( \approx 99.9\% \) when compared against system (I), solely from reducing spatial redundancy by implementing (III).

- When applying the physically motivated forward model \( H \), it is possible to choose the depth-axis resolution \( \Delta z \) independent of the particular sampling rate \( f_s \). This is

\(^1\)Note that this can be pre-computed if \( H \) fits into the memory. If they need to be computed on-the-fly, the computation complexity of the generating elements using the model from Sec. II-A is negligible compared to the computation of the actual matrix-vector product.
opposed to the state-of-the-art oversampling SAFT system, where a high $f_s$ is required to achieve small $\Delta z$, and as a consequence, measurement data must be reordered.

- The implementation of the strategies $\Phi_{\text{org}}$ and $\Phi_{\text{max}}$ is slightly easier compared to $\Phi_{\text{rand}}$, especially terms of hardware components in the analog domain, since they do not require the additional element-wise multiplication due to $\Sigma = I$.

- The benefits of the proposed CS-architecture (III), amongst which is that it actually approximates the inverse problem, appear to surpass the large computation complexity, considering the recent advances in CPU and GPU performance.

VI. ASYMPTOTIC PERFORMANCE

As one of the main questions in NDT is how accurately we can localize a defect within a specimen, we investigate this accuracy in terms of the CRB for a single scatterer. In particular, we investigate the loss in localization accuracy as a function of the number of Fourier coefficients per A-scan $n_f$ comparing the proposed sub-sampling strategies. The CRB is computed by means of the Fisher Information Matrix (FIM), which in turn depends on our assumed noise statistics. Assuming $n$ in (10) to be zero-mean circularly symmetric white complex Gaussian noise with variance $\sigma^2$, it follows that $y \sim CN(\Phi_b, \sigma^2 I)$. The measurements depend on the set of parameters $u = [p^T, a, \varphi, \sigma_n^2]^T \in \mathbb{R}^6$

where $p = [x_1, y_1, z_1]^T \in \mathbb{R}^3$ comprises the scatterer location, $a$ is the scatterer amplitude and $\varphi$ is the scatterer phase, such that in (2) we would get $a_1 = ae^{i\varphi}$. We further assume a Gaussian pulse with

$$h(t) = e^{-a^2(t-\tau_{x,y})^2 + i\omega_c(t-\tau_{x,y})}.$$  

and a transducer directivity of the form

$$g(x_d, y_d, z_d) = e^{-((x_d-x)^2+(y_d-y)^2)/(2\sigma_3^2)},$$

where $\omega_c$, $\alpha$ and $\theta$ are perfectly known. Note that the covariance of $y$ is independent of $p^T$, $a$, and $\varphi$ while $\Phi_b$ is independent of $\sigma_n^2$. Further, $\Phi$ is independent of $u$. Since $y$ follows a Gaussian distribution and together with the previous observations, the Slepian-Bangs formulation [57] of the FIM is given by

$$J = \frac{2}{\sigma_n^2} \text{Re} \left\{ \left( \frac{\partial \Phi}{\partial u^T} \right)^H \Phi \frac{\partial \Phi}{\partial u^T} \right\} \in \mathbb{R}^{5 \times 5}. \quad (14)$$

Let $\hat{H}(\omega) = \text{diag} \{ e^{-j\omega \tau_{x,y}(x_d, y_d, z_d)} \} \otimes H(\omega)$. With this definition at hand, the elements of the FIM can be computed by the blocks of $\Phi, \frac{\partial \Phi}{\partial u^T}$ given by

$$S_i \Phi_S \Phi_i^H \frac{\partial b_i}{\partial p} = a_1 S_i \Phi_S \Phi_i^H \left( \hat{H}(\omega) \right) \quad (15)$$

$$S_i \Phi_S \Phi_i^H \frac{\partial b_i}{\partial a} = S_i \Phi_S \Phi_i^H b_i \quad (16)$$

$$S_i \Phi_S \Phi_i^H \frac{\partial b_i}{\partial \varphi} = j S_i \Phi_S \Phi_i^H b_i \quad (17)$$

with

$$\frac{\partial \tau_{x_i}(x_1, y_1, z_1)}{\partial x_1} = \frac{c_0}{2} \frac{1}{\sqrt{(x_1 - x_1)^2 + (y_1 - y_1)^2 + z_1^2}}$$

$$\frac{\partial \tau_{x_i}(x_1, y_1, z_1)}{\partial y_1} = \frac{c_0}{2} \frac{z_1}{\sqrt{(x_1 - x_1)^2 + (y_1 - y_1)^2 + z_1^2}}$$

$$\frac{\partial \tau_{x_i}(x_1, y_1, z_1)}{\partial z_1} = \frac{c_0}{2} \frac{1}{\sqrt{(x_1 - x_1)^2 + (y_1 - y_1)^2 + z_1^2}}$$

$$\frac{\partial g_i(x_1, y_1, z_1)}{\partial x_1} = -2 \frac{x_1 - x_1}{(z_1 \tan(\alpha))^2} \cdot g_i(x_1, y_1, z_1)$$

$$\frac{\partial g_i(x_1, y_1, z_1)}{\partial z_1} = -2 \frac{x_1 - x_1}{z_1^2 \tan(\alpha)^2} \cdot g_i(x_1, y_1, z_1).$$

The derivatives with respect to $y_1$ follow from the derivatives with respect to $x_1$ in a similar fashion as above. The FIM can be formulated as a block matrix by separating the nuisance parameters, leading to

$$J = \frac{2}{\sigma_n^2} \left[ \begin{array}{cc} J_p & J_{p,\varphi} \\ J_{p,\varphi}^T & J_{a,\varphi} \end{array} \right]. \quad (18)$$

The CRB for the defect location is then given by

$$c = [C_x, C_y, C_z]^T = \text{diag} \{ C_p \}, \quad (19)$$

where $C_p$ is the upper left $3 \times 3$ block of $J^{-1}$. Using the blocks defined in (18), $C_p$ can be straightforwardly computed using the Schur complement as

$$Q = J_{a,\varphi} - J_{p,\varphi} J_{p,a,\varphi}^{-1} J_{p,a,\varphi} J_{a,\varphi}.$$  

A direct observation from (14) is that if the total number of samples given by $\Phi$ is too small, the FIM becomes singular. However, we can distribute the minimum number of Fourier coefficients over the complete set of spatial scan
positions, which is usually much larger. Further, neighboring A-scans are highly correlated, since the physical phenomena are rather smooth on this scale. Due to this, measurements at position \((x, y)\) also yield a certain amount of information about \((x \pm \Delta x, y \pm \Delta y)\) such that choosing different mixing patterns \(\sigma_{n_{x},n_{y}}\) or subselections \(S_{n_{x},n_{y}}\) yields more information about the specimen. Fig. 2 shows \(c\) for varying \(n_{f}\), normalized by the CRB obtained by sampling the full spectrum, \(C_{N_{s}}\). Since subsampling can only increase the CRB, we have that \(C_{N_{s}} \leq C\). Simulations are performed using the parameters in Tab. 3 placing a single point source at a depth of 33.3 mm beneath the center of the scanning grid. The randomized strategies were averaged over 50 trials. The transparent areas represent the range between the best and worst CRB for the considered scenario. The results are depicted in Fig. 3. All strategies correctly reconstruct the shape of the target in the \(x\)-\(y\) plane. We first consider reconstructions of simulated data sets to showcase the performance of the different sampling strategies, where simulate a shoe-box steel specimen. The parameters used for the simulation are listed in Tab. 3 and the model for the pulse shape and transducer directivity are the same as in Sec. VI. The imaging region starts at a depth of \(z_{d} = 29.6\) mm. All data sets presented in this section have been simulated noise free by simply evaluating \(H\) for a previously defined \(a\) as the goal is to compare only the performance of the different sampling strategies. The ground truth \(a\) is designed by setting \([a]_{d} = e^{j\pi/4}, d \in D\) and zero otherwise, where \(D\) is the set of indices forming the defect as a sum of point sources. The amplitude is chosen since it represents the largest possible phase offset that can arise from a scatterer actually lying “between” two grid points. It is therefore also the most challenging scenario for the popular choice of \(Re\{H\}\) as a forward model. As targets we consider two types of defects. In the first scenario, the specimen contains a straight line simulating a defect at depth \(2\Delta z\). In the second scenario, the specimen contains a rectangle of size \(40/(\Delta z)^{2} + (\Delta x)^{2}\) \(\times 40/(\Delta y)^{2}\) diagonally placed along the \(z\)-\(x\)-plane as a defect. The resulting datasets can be compressed by applying different incarnations of \(\Phi\) to \(Ha\). The compressed datasets are then reconstructed using FISTA and the largest singular value is computed using ARPACK if not explicitly stated otherwise. The results are plotted using a so-called C-scan image, i.e. we plot the maximum amplitude of an axis along the two remaining axes.

As a first scenario, we compare the reconstructions using different subsampling strategies sampling only \(n_{f} = 1\) coefficient per A-scan. In addition to the different sampling strategies, different versions of the model matrix \(H\) can be used for reconstruction: (i) \(H\) represents the complex analytic model as defined in Sec. II, (ii) \(Re\{H\}\) is equivalent to modeling \(h(t)\) as a Gaussian windowed cosine, cf. [18], [30]. The latter is only able to reconstruct a real-valued version of \(a\). Further, with respect to (ii), there exist two approaches on how to define \(S\) for the reconstruction: \(\Phi_{\max}Re\{H\}\) inputs only the \(n_{f}\) coefficients at one half of the symmetric spectrum into the reconstruction algorithm, “\(\Phi_{\max}Re\{H\}\) mirrored” mirrors these coefficients to the other half. By this, essentially \(2n_{f}\) coefficients are input but only \(n_{f}\) coefficients need to be measured at each scan. The latter reproduces the setup as previously published in [18].

The results are depicted in Fig. 3. All strategies correctly reconstruct the shape of the target in the \(x\)-\(y\) plane since the lateral focusing is not deteriorated (which is also in accordance with the asymptotic results in Sec. VI). Note that the difference

| \(N_{x}\) | \(N_{y}\) | \(N_{s}\) | \(\Delta x\) | \(\Delta y\) | \(c_{0}\) |
|---|---|---|---|---|---|
| 50 | 50 | 20 MHz | 0.5 mm | 0.5 mm | 5920 m/s |
| \(a\) | \(N_{x}\) | \(f_{c}\) | \(z_{d}\) | \(c_{0}\) | \(\alpha_{f}\) |
| 30° | 50 | 3.2 MHz | 10 μs | 29.6 mm | \((0.65f_{c})^{2}\) |

Table 3: Simulation parameters

with \(0 < \mu < 1\).

A. Experiments on simulated data

In the following, we will present several reconstructions using FISTA. The regularization parameter \(\lambda\) is chosen as

\[
\lambda = \mu \|\beta_{H}(y)\|_{\infty},
\]

VII. Numerical Simulations

In the following, we will present several reconstructions using FISTA. The regularization parameter \(\lambda\) is chosen as

\[
\lambda = \mu \|\beta_{H}(y)\|_{\infty},
\]
between the second column of Fig. 3 (a) and the second column of Fig. 3 (b) is that in (a) only one half of the spectrum is sampled although a real-valued matrix $H$ is used. Using a real-valued model as well as a constant $\Phi$ for all scan positions results in the worst localization in depth. In addition, the peak along $z$ in the reconstruction is at a wrong position due to the defect being off-grid (phase offset) (cf. Fig. 3 (b), second column). In contrast, as expected from the CRB, using distinct subsampling patterns restores the localization accuracy along the $z$-axis. Further, it can be seen that in the case of random uniform subsampling, it is equivalent to vary the mixing pattern or the set of Fourier coefficients per A-scan. Note that $\Phi_{\text{rnd},f}H$ and $\Phi_{\text{rg},f}H$ perform equivalently in this scenario, which is why the latter is not depicted. Finally, it can be noted that using $H$ instead of $\text{Re}\{H\}$ leads to a slightly sparser solution.

As another scenario, we compare the subsampling schemes for varying $n_f$ in a more complex scenario. The results are depicted in Fig. 4 (the bottom right figure shows the side view of the square as ground truth). The chosen scenario results in a measurement, where every A-scan sees echoes from almost all point sources. The ramifications of this are as follows: Choosing a constant subsampling pattern for all A-scans leads to a failed reconstruction for $n_f$ too small (first and second row.). This is basically also what our findings about the CRB already infer analytically. On the other hand, varying the pattern (third row) strongly improves the reconstructed image. This again emphasizes that the large number of (necessary) spatial scanning positions reduces the number of required temporal measurements. The spatial grid spacing needs to be small enough to ensure that defects with a given minimum size are still detected. However, due to this small spatial grid spacing, the scan at position $(x, y)$ also yields a certain amount of information about $(x \pm \Delta x, y \pm \Delta y)$.

### B. Synthetic aperture measurements

In the following, we compare the different approaches defined in Sec. III based on synthetic aperture measurements of a steel specimen. The specimen contains several flat bottom holes with diameters $\varnothing 2\text{ mm}$, $\varnothing 3\text{ mm}$, and $\varnothing 5\text{ mm}$, representing artificial flaws. The measurements were taken using time domain sampling at a sampling rate of $f_s = 20\text{ MHz}$. Fourier subsampling was simulated by calculating an FFT and keeping only $n_f$ Fourier coefficients per A-scan based on the chosen strategy. To calculate $H$ the same Gaussian pulse model and transducer directivity as above is used. The center frequency of the transducer is at $\omega_c = 2\pi f_c$ and $\alpha = (0.8 f_c)^2$. The specimen was scanned with $\Delta x = \Delta y = 0.5\text{ mm}$. The opening angle of the transducer is set to $\theta = 30^\circ$. The speed of sound in this steel is assumed to be $c_0 = 5920\text{ m/s}$. For the reconstruction, FISTA is used with $\mu = 0.4$ and stopped after 20 iterations.

Fig. 5 shows the result using $\Phi_{\text{rnd},m,f}$ using $n_f = 1$ per A-scan. The top figure shows a C-scan view from the top. The bottom image shows the projection onto the $y$-axis. In both cases a ground truth sketch is superimposed onto the image. It clearly shows that the reconstruction reproduces the positions of the defects accurately in all three dimensions as well as their extent in $x$-$y$-direction.

Fig. 6 shows a zoomed in comparison of all investigated subsampling strategies as well as the conventional uncompressed SAFT reconstruction. Comparing the top row with the bottom row reveals the advantage of varying the mixing pattern and/or the measured Fourier coefficient.

### Discussion 6

- Varying the sample patterns for each A-scan provides a significant gain compared to only using a single constant pattern. With this improvement, $n_f = 1$ can already be enough to obtain high resolution reconstructions.
- $\text{Re}\{H\}$ performs worse since it is incapable of dealing with off-grid contributions.
Fig. 4: Left to right: $n_f = 1, 2, 5, 10$, except for the figure entitled Ground Truth. Top to bottom: $\Phi_{\text{max}}, \Phi_{\text{rnd}}, \Phi_{\text{nrg},f}$. Note that the missing result for $\Phi_{\text{nrg},f}$ with $n_f = 10$ is visually equivalent to the reconstruction for $\Phi_{\text{nrg},f}$ with $n_f = 5$. Reconstructed using FISTA with $\mu = 0.1$, stopped after 80 iterations.

Fig. 5: Top and side view of a FISTA reconstruction using $n_f = 1$ and $\Phi_{\text{rnd},m,f}H$. FISTA was run for 20 steps with $\mu = 0.4$. 
Fig. 6: Zoomed comparison of the different approaches (top view). The second figure from the left shows the standard uncompressed SAFT reconstruction. The six remaining figures show the reconstructions based on the different sampling schemes for $n_f = 1$. The reconstructions are computed using FISTA with $\mu = 0.4$, stopped after 20 iterations.

- The inclusion of the symmetric counterparts of the Fourier coefficients of the (real-valued) measurements into the reconstruction leads to a deterioration of the reconstruction.
- The CRB is a valid proxy to evaluate the performance of the different subsampling strategies. The improvement when varying the sampling or mixing patterns is well predicted.
- Both the CRB and the reconstruction show how the subsampling mainly affects the performance along the depth axis: the depth resolution can be abysmal while still maintaining a high quality C-scan image along the $x$-$y$ plane.

The numerical simulations are in agreement with the theoretical observations. This demonstrates that the question of which and how many Fourier coefficients are needed can be directly answered by evaluating the CRB, which greatly simplifies the parameter specification for a given target scenario. To conclude, the presented results indicate that the use of CS is beneficial in the context of synthetic aperture ultrasound NDT. In addition, the proposed sampling strategies can also be straightforwardly included into a multi-channel setup and combined with spatial sub-sampling (cf. [25]).

**VIII. Conclusion**

In this paper, we developed and analyzed a novel CS-based ultrasound acquisition framework for synthetic aperture NDT. The proposed new strategies $\Phi_{\text{...f}}$ and $\Phi_{\text{...m}}$ are superior to existing state of the art strategies. However, this is only true, if we consider a forward model that exploits the high correlation between adjacent scans such as the employed 3-D model for the reconstruction. By doing so, the number of necessary Fourier coefficients per scan can even be reduced to the absolute minimum of a single coefficient even in realistic scenarios. In total, $\Phi_{\text{arg},f}$ provides the best choice, since it provides the best imaging performance (together with $\Phi_{\text{rnd,m}}$ and $\Phi_{\text{rnd,f}}$) but allows for a simpler hardware architecture.

The fact that for the reconstruction the model for the sampling kernel and the propagation are separable allows to easily tailor the imaging pipeline to the requirements of different scenarios and independently optimize the respective implementations. Matrix-free implementations represent a practical approach for this even if the employed algorithm requires additional quantities of the underlying matrix, as illustrated for the approximation of the largest singular value necessary in FISTA. In terms of modeling, it is beneficial to use the analytic signal instead of the widely used real-valued model of the RF signal originating from [8]. The increasing demands in computation complexity are compensated by the improved imaging quality by actually approximating a solution to the inverse problem compared to only calculating an image based on a simple heuristic.
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