Dimensional crossover in the aging dynamics of spin glasses in a film geometry
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Motivated by recent experiments of exceptional accuracy, we study numerically the spin-glass dynamics in a film geometry. We cover all the relevant time regimes, from picoseconds to equilibrium, at temperatures at and below the 3D critical point. The dimensional crossover from 3D to 2D dynamics, that starts when the correlation length becomes comparable to the film thickness, consists of four dynamical regimes. Our analysis, based on a Renormalization Group transformation, finds consistent the overall physical picture employed by Orbach et al. in the interpretation of their experiments.

I. INTRODUCTION

Spin glass physics [¹ ²] has interested, puzzled and motivated the scientific community in the last fifty years, and it is still full of open challenges. The models behind this approach are both of dramatic theoretical and computational interest and of widespread potential interest, since they describe very different systems and situations. Glassy physics and the outstanding problem of the explanation of the amorphous state can receive important clarifications from the ideas developed in this context. Besides, very diverse fields like neuroscience, optimization, active matter, protein folding or DNA and RNA physics are turning out to be connected to the field and, indeed, progress thanks to the same techniques [³].

In the lab, spin-glass samples are permanently out of equilibrium when studied at temperatures below the critical one, $T_c$, implying that the equilibrium theory is not always sufficient. A possible approach to overcome this difficulty is extracting from the non-equilibrium dynamics crucial information about the (so difficult to reach) equilibrium regime [⁴ ⁷]. However, custom-built computers [⁸] and other simulation advances [⁹ ¹⁰] have made it possible to study theoretically [¹¹ ¹⁷] the simplest experimental protocol. In this protocol, see e.g. [¹⁸], a spin glass at some very high-temperature is fastly quenched to the working temperature $T < T_c$ and the excruciatingly slow growth of the spin-glass correlation length $\xi$ is afterwards studied as a function of the time elapsed since the quench, $t$. Although simulations do not approach yet the experimental time and length scales ($t \sim 1$ hour and $\xi \sim 100\,\text{nm}$), where $\text{nm}$ is the average distance between magnetic moments), the range covered is already significant: from picoseconds to milliseconds [⁹ ¹⁰] or even 0.1 seconds using dedicated computers [¹¹ ¹³] (or conventional ones in the case of two-dimensional spin glasses [¹⁰ ¹⁷]).

Yet, thanks to advances in sample preparation, a new and promising experimental protocol have appeared in the last five years. Indeed, single-crystal spin glass samples with a thin-film geometry (thickness of $4.5 - 20\,\text{nm}$) have been investigated [¹⁹ ²²]. These experiments are interpreted in terms of a correlation length $\xi$ saturating at a constant value after reaching a characteristic length scale, namely the thickness of the film. The bounded growth of $\xi$ along the longitudinal direction of the film is a direct experimental confirmation [¹⁹] for a lower critical dimension $2 < D^c < 3$, in agreement with the theoretical expectation $D^c \sim 2.5$ [²³ ²⁵]. The film-geometry has allowed as well for extremely accurate measurements [²¹] of the aging rate

$$z(T, \xi) = \frac{d \log t}{d \log \xi},$$

which gives access to the dominant free-energy barrier $\Delta$, $t \sim \tau_0 \exp[\Delta/(k_B T)]$ [²⁶] ($\tau_0 = h/(k_B T_c)$ is a time scale]. The increased accuracy has shown that, contrary to previous expectations [¹¹ ¹² ¹₄ ¹₈], the aging rate depends on $\xi$ (see also [¹₅ ²⁷]). Besides, the dependency of the barrier $\Delta$ with the applied magnetic field has been clarified [²⁰]. However, a theoretical study of these fascinating thin-film experiments is lacking.

Here, we investigate the spin glass dynamics in a film geometry through large-scale numerical simulations. We analyze the dimensional-crossover and we critically assess the hypothesis of a dynamical arrest that becomes complete as soon as transversal saturation of the correlation length happens. Somewhat surprisingly, we find a rich dynamic behavior with no less than four different regimes (3D growth at short times, a double crossover regime with a faster growth for intermediate times, and a final equilibrium regime). We analyze our results by combining the phenomenological Renormalization Group Group [²⁵] with recent analysis of the two-dimensional spin glass dynamics [¹⁶ ¹⁷]. On the light of our results, the interpretation of thin-film experiments [¹⁹ ²²] seems essentially correct,
albeit slightly oversimplified.

The remaining part of this work is organized as follows. In Sect. II, we recall the spin glass physics in 2D and 3D. In Sect. III, we define the model and provide details about our simulation and analysis protocol. Our main results are given in Sect. IV, where we discovered a dynamics characterized by four aging regimes and through the Renormalization Group approach we found a non-trivial temperature mapping between a film and a 2D system. Finally, we provide our conclusions in Sect. V. Further details are provided in the appendices.

II. 2D AND 3D SPIN GLASS DYNAMICS

Before addressing the dimensional crossover, let us recall a few crucial facts about the very different dynamic behavior of spin glasses in spatial dimensions $D = 2$ [16,17] and $D = 3$ [15].

In 3D, a phase transition at $T = T_c$ separates the high-temperature paramagnetic phase from the spin-glass phase [29,31]. The aging rate (1) is $\xi$-independent at exactly $T = T_c$, which results into a power-law dynamics $\xi \sim t^{1/2(T_c)}$ with $z(T_c) = 6.69(6)$. At $T < T_c$, but only once $\xi$ grows large-enough [15], the aging-rate grows with $\xi$ (the dynamics slows-down, and a power-law description is no longer appropriate). A simplifying feature is that the renormalized aging-rate $z(T,\xi)/T/T_c$ is roughly $T$-independent: when $T < T_c$, the dominant barrier $\Delta(\xi)$ depends little (or not at all) on temperature.

In 2D, we are in the paramagnetic phase for any $T > 0$. Hence, $\xi(t,T)$ eventually reaches its equilibrium limit $\xi_{eq}(T)$, which can be very large [16,32], for $T \rightarrow 0$, $\xi_{eq}(T) \propto 1/T^{2D}$, $\nu_{2D} = 3.580(4)$ [33]. When $a_0 < \xi(t,T) < \xi_{eq}(T)$ we have a power-law $\xi \propto t^{1/2_{2D}}$, with $2_{2D} \approx 7.14$ irrespective of $T$ [16]: 2D dynamics may be much faster than 3D dynamics (aging rates $z \sim 15$ are not uncommon in 3D at low $T$). For times scale $t \gg \xi_{eq}^{2D}(T)$ equilibrium is approached. A super-Arrhenius behavior is found for $\tau_{eq}^{2D}(T) \propto \exp(\Delta^{2D}(\xi_{eq})/T)$, where the barrier $\Delta^{2D}(\xi_{eq})$ grows very mildly with $\xi_{eq}$ [16].

At the initial time $t = 0$ our fully disordered films are abruptly quenched down to the working temperature $T$, which we simulate with Metropolis dynamics ($t$ is measured in full-lattice sweeps, a sweep roughly corresponds to 1 picosecond [35]). Our $\sigma_a = 1 \pm 1$ spins interact with their lattice nearest-neighbors through a Hamiltonian $H_{EA} = -\sum_{x,y} J_{xy} \sigma_x \sigma_y$, where the quenched disordered couplings are $\{J_{xy}\} = \pm 1$ with 50% probability. For each quenched realization of the coupling (a sample) we study $N_R$ real replicas. $N_R$ has been selected for optimal performances (see appendices A and B for further details).

The spatial autocorrelation function (2) is defined as $C_4(T,r,t) = \langle q^{(a,b)}(x,t) q^{(a,b)}(x+r,t) \rangle_T$, $q^{(a,b)}(x,t) \equiv \sigma^{(a)}(x,t) \sigma^{(b)}(x,t)$, where the indices $(a,b)$ label the different real replicas, $\langle \cdots \rangle_T$ denotes the average over the disorder and $\langle \cdots \rangle_T$ stands for the average over the thermal noise at temperature $T$.

For the longitudinal lattice displacements $r = (r,0,0)$ or $(0,0,0)$, one expects [17,37]

\[ C_4(T,r,t) \sim \frac{f(u,v)}{r^\theta} , \quad u = \frac{r}{\xi^\parallel(T,t)} , \quad v = \frac{r}{\xi^\perp(T)} , \tag{2} \]

where $f(u,v)$ is an unknown scaling function [38]. Fortunately, we can study the dynamical growth of $\xi^\parallel$ without parameterizing $f(u,v)$ through the integral estimators [11,12] $I_k(T,t) = \int_0^\infty dr r^k C_4(T,r,t)$: $\xi^\parallel_{k,k+1}(T,t) = I_{k+1}(T,t)/I_k(T,t)$. We shall specialize to $\xi^\parallel_{12}(T,t)$ which has been thoroughly studied [13-17].

As for correlations along the short transverse direction, we obtain another characteristic length $\xi^\perp$ through:

\[ \xi^\perp_{12} = \sum_{r=0}^{L_x/2} r^2 C_4^{\perp}(T,r,t) / \sum_{r=0}^{L_x/2} r C_4^{\perp}(T,r,t) , \tag{3} \]

(the sum is truncated at half of the transversal thickness because of the PBC). Also in this case we use $k = 1$. We show $\xi^\perp_{12}$ in Fig. 1 and $\xi^\perp_{12}$ in Fig. 2 for $T = 1.1 \approx T_c$, $T = 0.98 \approx 0.89T_c$ and $T = 0.7 \approx 0.64T_c$.

IV. RESULTS

Let us start by considering the longitudinal $\xi^\parallel$ in Fig. 1. All the main points can be assessed by looking at the data at $T = 0.98$: the data at $T = 0.7$ and $T = 1.1$ are useful to confirm this picture where four different regimes of interest appear. In the first regime, for small times, the growth of the $\xi^\parallel_{12}$ is indistinguishable from what happens in 3D. Eventually the growth rate changes (for example for $T = 0.98$ and $L_z = 16$ at a time larger than $10^4$) and the system enters a second regime where $\xi^\parallel$ grows faster than in $D = 3$. After this transient for a while, in a third regime, $\xi^\parallel$ grows like in 2D which, as we explained above, for $T < T_c$ is a faster-than-3D growth. Finally,
the fourth regime corresponds to the saturation of $\xi^\parallel$ to its equilibrium value (the 4th regime is completed in our data for $L_z = 4$ at $T = 0.98$, and for all our $L_z$ at $T = 1.1$).

Next, we compare $\xi^\parallel$ and $\xi^\perp$ in Fig. 2. The dynamical behaviors of these two quantities are very different. As expected $\xi^\perp$ saturates to a value near $L_z/2$ (which is the maximum value with PBC). However, $\xi^\parallel$ continues growing after $\xi^\perp$ saturates: in no way the time where $\xi^\perp$ and $\xi^\parallel$ stop growing is the same. In fact, $\xi^\parallel$ needs time to respond to the saturation of $\xi^\perp$, even the switch from the 3D like growth to the faster-than-3D growth arrives at a later time (see the inset in the $T = 0.98$ part of Fig. 2). Saturation of $\xi^\parallel$ eventually happens, at later times. Although $\xi^\parallel_{12}$ saturates as well, these two time scales are remarkably different.

In order to gain some understanding, we have identified a second characteristic length (besides the thickness $L_z$) that controls the 3D-to-2D crossover, namely the bulk correlation $\xi^{3D}_{z}(t)$ [15]. We have studied the behavior of the dimensionless $\xi^{12}_{z}(t)/\xi^{3D}_{z}(t)$ as a function of $\xi^{3D}_{z}(t)/L_z$. In other words, we change variables from $t$ to $\xi^{3D}_{z}(t)$. As one can see in Fig. 3, a very good scaling behavior emerges. This not only confirms the existence of the 3D-to-2D crossover, but also unveils some of its features. Indeed, the ratio $\xi^{12}_{z}(t)/\xi^{3D}_{z}(t)$ grows beyond 1, thus signaling a faster-than-3D dynamics as soon as $\xi^{3D}_{z}(t) \approx L_z/4$ (for all our $T < T_c$).

The scale-invariance evinced in Fig. 3 prompts us to consider the film dynamics from the Renormalization-Group perspective (see e.g. [10]). Indeed, in equilibrium, phenomenological renormalization [28] maps our film at temperature $T$ to a truly 2D spin glass at an effective temperature $T_{\text{eff,2D}}$ (for details, see below and appendix D):

$$\xi^\parallel_{12}(T, L_z) = L_z \xi^\parallel_{12}(T_{\text{eff,2D}}) ,$$

where the equilibrium correlation length $\xi^\parallel_{12}$ is a smooth function of $T_{\text{eff,2D}}$ (provided that $T_{\text{eff,2D}} > 0$).

For any fixed $T > T_c$, $T_{\text{eff,2D}}$ increases with $L_z$ ($T_{\text{eff,2D}} \to \infty$ when $L_z \to \infty$). On the other hand, holding fixed $T \leq T_c$ while $L_z$ grows, $T_{\text{eff,2D}}$ reaches a limit. The limit is neither 0 nor $\infty$, because the whole spin-glass phase is critical in 3D [8-11].

Two questions naturally appear: (i) Is the equilibrium mapping meaningful for an aging, off-equilibrium...
film? and (ii) Is it sensible to assume $T_{\text{eff,2D}} \approx T$? (an assumption that, although not explicitly, underlies the experimental analysis [19,22].

In order to address the above two questions, we perform on our aging films a linear Kadanoff-Wilson block spin transformation of size $L_z$ (see appendix D): from $L_z^3$ of our original spins at time $t$, we obtain a single renormalized spin in the renormalized 2D system. The correlation functions computed for the aging renormalized spins can be compared with those of a truly 2D system at the temperature $T_{\text{eff,2D}}$ obtained from Eq. (4). In particular, we have found it useful to compute the dimensionless ratio $\xi_{12}^{\text{RG}}(t)/\xi_{12}^{\text{RG}}(T)$ as computed from the block spins, see Fig. 4 (of course, for the truly 2D system, $L_z = 1$, $\xi$ and $\xi_{\text{RG}}$ are the same quantity). This ratio is a smooth function of $\xi_{12}^{\text{RG}}(t)/\xi_{12}^{\text{RG,eq}}$).

As expected for a film at $T \leq T_c$, the scaling function in Fig. 4 has no dependency in $L_z$. To be precise, for $T = 0.98$ we did not reach equilibrium in the $L_z = 8$ film. However, by taking $\xi_{12}^{\text{RG}}$ from the block-spins formed from the $L_z = 4$ film, we find an excellent scaling: corrections to scaling, if any, are not measurable within our statistical accuracy for the films.

Now, the very same scaling function can be computed in a truly 2D system at temperature $T_{2D}$. If one takes $T_{2D} = T$ (the film's temperature), we find a clear discrepancy in Fig. 4 [19]. On the other hand, if we take $T_{2D} = T_{\text{eff,2D}}$ the matching with the film’s scaling function is much better, in spite of the fact that corrections to scaling for the 2D system are suppressed only when $T_{2D} \to 0$ [44]. Hence, the answer to our first question above is yes, Eq. (4) is meaningful in the off-equilibrium regime, as well.

As for our second question, Finite Size Scaling (see e.g. [20]) implies $dT_{\text{eff,2D}}/dT \propto L_z^{1/\nu}$ at $T_c$. Hence, when $L_z$ grows, the mapping $T \to T_{\text{eff,2D}}$ becomes singular at $T = T_c$. On the other hand, we do not see questions of principle implying a singular mapping for $T < T_c$. Accordingly, we find $T_{\text{eff,2D}} \approx 1.11T_c$ at $T = T_c$, but $T_{\text{eff,2D}} \approx 1.04T_c$ at $T \approx 0.97T_c$. In other words, the assumption $T_{\text{eff,2D}} \approx T$ is sensible, provide that $T < T_c$.

V. CONCLUSIONS

Recent experiments in films [19,22] focused on the saturation time, when the spin-glass correlation length $\xi$ no longer grows due to the dimensional crossover. From Eq. (4) and Figs. 4 and 5 we expect for this saturation time

$$t_{\text{sat}}(L_z, T) \approx t_{3D}(L_z, T) \varphi(\xi_{12}^{\text{eq,2D}}) \tau_{\text{eq}}^{\text{2D}}(T_{\text{eff,2D}}),$$

where $t_{3D}(L_z, T)$ is the time that a bulk, 3D system needs to reach $\xi_{12}^{\text{3D}} = L_z$ at temperature $T$, $\varphi$ is a smooth function and $\xi_{12}^{\text{eq,2D}}$ is the correlation length of the effective 2D system [1]. Hence, $t_{\text{sat}}$ is the product of the renormalized time-unit $t_{3D}(L_z, T)\varphi(\xi_{12}^{\text{eq,2D}})$, times $\tau_{\text{eq}}^{\text{2D}}$ (i.e. the number of time-units that a 2D system needs to equilibrate at the effective temperature $T_{\text{eff,2D}}$). Experiments [19,22] aim to extract the aging rate [1], which depends on $t_{3D}$ and $\xi_{\text{3D}}$, but they actually measure $t_{\text{sat}}$ and $L_z$. Nevertheless, we conclude that the experimental determination of the aging rate is safe, thanks to three fortunate facts: (i) $T_{\text{eff,2D}} \approx T$ below $T_c$, (ii) the factor $\varphi(\xi_{12}^{\text{eq,2D}})$ depends only on temperature (and very mildly so, see Fig. 3) and (iii) the growth of $\tau_{\text{eq}}^{\text{2D}}$ is only slightly super-Arrhenius (the aging rate is blind to Arrhenius time-growth).

We remark as well that there is more than the saturation time in film dynamics (we have identified four separate regimes). The exploration of this rich behavior opens an opportunity window for the fruitful interaction of experimental and numerical work in spin glasses.
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obtained $\Delta(N_R, N_S)$ are shown in Fig. 5 with our fit to Eq. (B1).

The resulting optimal value is $N_R \approx 29.4$ [the approximation in Eq. (B2) predicts 27.3]. However, by plugging $N_S = E/N_R$ in Eq. (B1) and varying $N_R$ while keeping $E$ fixed, we observed that the minimum at $N_R^*$ is quite broad, which is fortunate because the value that optimizes the performance of our MUSA code on the Cierzo processors is $N_R = 24$.

Our final choices are as follows. With our (more flexible) MUSI code we simulated $N_S = 120$ independent samples, each with $N_R = 32$ replicas. In the MUSA case, we simulated 4 independent runs of 128 different samples and $N_R = 24$ real replicas. There is a caveat, though. The MUSA algorithm, sharing, by construction, the random numbers for all the samples in a computer word, could introduce some statistical correlation between different samples. We initially checked the statistical correlation comparing the error determination either assuming $N_S = 512$ independent samples or 4 independent blocks of 128 samples. Although with 4 sets the error determination is very imprecise, we found no significant signal of correlations. Furthermore, as soon as the MUSI algorithm was implemented, we checked carefully the real statistical sample independency by comparing the statistical errors for our observables as computed with the two algorithms. After this comparison, we found consistent the computation of errors under the hypothesis that the 512 samples in the four MUSA simulations are statistically independent. In fact, the independence hypothesis seems to systematically underestimate errors only for $C_4(r, t)$ at distance $r = 1$, and (probably) for $r = 2$ as well. The effect of this error underestimation can be observed in global magnitudes such as $\xi_{12}^\parallel$ only for very short times ($t < 20$) when $\xi_{12}^\parallel$ itself is very small. Hence, we have decided to accept the independence hypothesis in our error computations for MUSA simulations.

**Appendix C: Boundary conditions**

In the phenomenology of glassy films, the transversal saturation of $\xi_{12}^\parallel$ activates the dimensional crossover and so, the boundary conditions could play a physical relevant role. In order to assess the effect of the boundary conditions, we carried out MUSA simulations with both Open (OBC) and Periodic Boundary Conditions (PBC) for several temperatures and $L_z$‘s (recall that $L_z$ is the film thickness). Exploiting the same kind of analysis introduced in the main text, we found that our main results are not dependent on boundary conditions.

Regarding the sum estimator $\xi_{12}$ defined in Eq. (5), for
OBC and computing the correlations from the bottom layer at \( z = 0 \), we can extend the sum up to \( L_z - 1 \). Hence, by construction, \( \xi_{12}^z \) is larger for OBC than for PBC (see Fig. 3).

As for the comparison of the parallel dynamics, in the case of OBC we need to face the possibility of layer dependence. However, Fig. 4 tells us that the differences between \( \xi_{12}^z(T, t) \) as computed for the top layer and the central layer are tiny (and the difference with the PBC result is tiny as well), although our data are accurate enough to resolve the difference. In fact, see Fig. 8, the layer-dependence with OBC makes slightly more complicated the analysis of scaling functions.

**Appendix D: Renormalization Group**

We decomposed our system in boxes of size of \( L_z^3 \) and we rescaled the overlap field as

\[
Q^{(a,b)}(X, t) = \frac{1}{L_z^3} \sum_{r_1, r_2, r_3 = 0}^{L_z - 1} q^{(a,b)}(r + L_z X, t), \quad (D1)
\]

and we defined the correlation function in the (2D) renormalized lattice as:

\[
C_4^{RG}(T, R, t) = \langle (Q^{(a,b)}(X, t) Q^{(a,b)}(X + R, t))_T \rangle. \quad (D2)
\]

We gain statistics by averaging over all the \( L_z^3 \) possible starting position of the boxes and all pairs of different replicas. The estimate of the correlation length was done as well through the integral estimators defined in the main text. Specifically, we computed the integrals

\[
I_k^{RG}(T, t) = \int_0^\infty dR R^k C_4^{RG}(T, R, t), \quad (D3)
\]

and we estimated the correlation length as

\[
\xi_{k,k+1}^{RG}(T, t) = \frac{I_{k+1}^{RG}(T, t)}{I_k^{RG}(T, t)}. \quad (D4)
\]
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