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Abstract

The physical and mechanical properties of a polycrystalline material depend on its microstructure characteristics such as the size and morphology of grains. In practice, different imaging methods are used to visualize the grain structure of such materials. To analyze microstructural changes in case of applied stress and to predict its performance in a given application, the quantitative information about the grain structure must be taken into account. In this work, an efficient and reproducible algorithm, which automatically detects grains in different types of microstructure images, is proposed. Due to the diversity between the analyzed images and a limited number of labeled data, a clustering patch-based approach is followed. The algorithm aims to distinguish between patches in homogeneous grain areas and those lying on grain boundaries through Gaussian Mixture Modeling. The identified groups of grain patches are used to create the seed image for a Seeded Region Growing algorithm, enabling finally a pixelwise image segmentation.
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1 Introduction

Polycrystalline materials are solids composed of a large number of grains of different size and orientation. Grain boundaries refer to the area where two neighboring grains with different orientations meet. It is well known that the microstructural characteristics of polycrystalline materials such as the size and morphology of grains, grain boundaries’ length etc., highly influence the physical and mechanical properties of a material. For example, the strength of a material increases by reducing the grain size [1, 2]. Therefore, the ability to characterize the microstructure is of utmost importance in research studies, as it enables to anticipate the performance of a material in a given application. For this purpose, quantitative analysis of microstructural changes that occur as a consequence of different varying parameters such as heating temperature, is necessary.

In a material science laboratory, a set of tools for characterizing the microstructure of materials is used. One of the most powerful tools in this area of research is Electron Backscattered Diffraction (EBSD), which enables to extract information about grain geometry and grain orientation from the surface area of a material. The drawback of this technique is that it is expensive and time-consuming. Although scientists have made some progress towards reducing the measurement time, the
specimen preparation and data processing are still very demanding, motivating the search for an alternative method. Scanning Electron Microscopy (SEM) and Focused Ion Beam (FIB) are commonly used tools to visualize the grain structure of a material with a fast processing time. However, SEM and FIB provide only visual output, without any additional quantitative information about the grain orientation and structure. To automatically extract as much information as possible out of these images as well, it is necessary to use image processing and statistical methods. In this work, an algorithm is proposed to automatically perform grain segmentation in different types of microstructure images, such as SEM and FIB, and to provide quantitative data for further analysis.

2 Methodology

The variation in the quality of the investigated images is high. It is influenced by various experimental factors including the specimen’s preparation process, the image acquisition process, where different (detector) settings are possible, and the operator, i.e., a human factor is involved, which cannot be neglected. Due to a limited number of ground truths and a very complicated process of producing them, an unsupervised approach is followed. The microstructure images share an important common property: the grain areas are homogeneous and separated by grain boundaries. The method that shows promising results with this type of images is a region-based algorithm called Seeded Region Growing (SRG). However, the automatic selection of seed points is a big challenge. For this task, we propose a workflow illustrated in Fig. 1. The SRG algorithm and the whole workflow are explained in more detail below.

2.1 Seeded Region Growing Algorithm

SRG is an algorithm that is widely used for semantic image segmentation. It is highly effective for images in which pixels belonging to the same region have the same or similar intensity values [3]. The algorithm requires a seed point for each region in the image. To avoid the possible outlier effect, it is recommended to use small areas as seeds instead of single pixels. Based on seeds, the initial mean gray value for each region is computed. Therefore, each seed area should be large enough to provide a stable estimate of the region’s mean. This value is compared with the pixels in the seed’s neighborhood. At each step of the algorithm, the pixel with the smallest difference to a neighboring region is added to that region and the region’s mean is updated. All other neighboring pixels that are not yet assigned to any region are added to a candidate list. The number of seeds equals the number of regions to be detected. If some region does not have a starting seed, two possible outcomes may occur. Either this region will be completely contained in some of the neighboring regions or it will be partitioned between two or more neighboring regions. The first case is a typical example of an undersegmentation, which can be solved in a post-processing step via splitting methods. The second case mentioned above is worse, as it leads to a wrong detection also of those regions for which the seeds were perfectly defined. Thus, the appropriate seed selection is crucial for a good algorithm performance.

In general, the SRG algorithm is fast, robust and free of tuning parameters. However, the automatic seed selection is still a big challenge. A lot of solutions were
proposed over the years, but the problem has not yet been solved completely [4, 5]. Most of the proposed solutions assume that the regions in the image have different intensity values or the number of regions is known in advance. In our application, the regions, i.e. the grain areas in the microstructure images, may have similar mean gray values and their number is unknown. The grain boundaries are the only property that enable to distinguish between neighboring grains. To automatically select seeds in microstructure images, a patch-based approach is proposed. More precisely, the image is divided into small non-overlapping rectangular selections called patches. The goal is to distinguish between patches that lie completely inside grains and the ones lying on a grain boundary. To do this, features that measure the homogeneity of areas are computed for each patch. Based on these features, a Gaussian Mixture Model (GMM) is used to divide the patches into two classes: grain and grain boundary area. The connected components of the grain patches are used as seed points. For better understanding, the algorithm steps are illustrated with an example image in Fig. 2.

2.2 Image Denoising

The choice of an appropriate denoising method is a very important step in the algorithm. The output influences not only the patch features but also the performance of the SRG algorithm in the final step. It is hard to define a single method that is suitable for all types of microstructure images since the noise level as well as its distribution varies heavily. In FIB images, a large number of outlier pixels is present in each region. This kind of image distortion can be easily fixed with a smoothing filter. But, the application of a smoothing filter on SEM images leads to information loss since some grain boundaries are not well delineated. In such a case, an edge preserving algorithm is more suitable. Therefore, two denoising methods are considered here, depending on the image type: Gaussian Blur for FIB images and Non-local means (NL-means) for SEM images. The effects of these methods on both image types are shown in Fig. 3.

2.2.1 Gaussian Blur

Gaussian Blur is the most commonly used filter for noise reduction. It blurs the image by convolving with a kernel that corresponds to a discrete, two-dimensional Gaussian function

\[ G(x, y) = \frac{1}{2\pi\sigma^2} \exp\left(-\frac{x^2 + y^2}{2\sigma^2}\right), \]

where \( \sigma \) denotes the standard deviation of the Gaussian distribution, \( x \) is the horizontal, and \( y \) the vertical distance from the center pixel. The size of the kernel is determined by \( \sigma \). To remove the noise in FIB images, but preserve the information of grain boundaries, we used \( \sigma = 2 \) [6].

2.2.2 Non-local Means Denoising

NL-means is a denoising method that preserves fine details and textures within an image. For each pixel, the new value is computed as a weighted average of pixels with similar patches (small neighborhoods) within a given search window (large
neighborhood) [7]. More precisely, let $v = \{ v(i) | i \in I \}$ denote the input noisy image. The estimated value for some pixel $i$, is computed as follows:

$$NL[v](i) = \frac{1}{Z(i)} \sum_{j \in \mathcal{N}(i)} w(i, j) v(j),$$

(2)

where $w(i, j)$ are non-negative weights, $Z(i)$ is a normalization constant such that for any pixel $i$, $Z(i) = \sum_{j \in \mathcal{N}(i)} w(i, j)$, and $\mathcal{N}(i)$ is the search window referring to the local neighborhood of $i$ to reduce the computation time. The weight $w(i, j)$ depends on the similarity between two square patches centered, respectively, at pixels $i$ and $j$. It is defined as

$$w(i, j) = g_h \left( \sum_{\delta \in \Delta} G_\sigma(\delta)(v(i + \delta) - v(j + \delta))^2 \right),$$

(3)

where $G_\sigma$ is a Gaussian kernel with variance $\sigma^2$, $g_h$ is a continuous non-increasing function so that $g_h(0) = 1$ and $\lim_{x \to \infty} g_h(x) = 0$, and $\Delta$ is the discrete patch region containing the neighboring sites $\delta$. The parameter $h$ controls the degree of filtering. In the implementation that we use [8], $g_h(x) = \frac{1}{1 + (x^2/h^2)}$ is adopted. Since the pixels outside the search window $\mathcal{N}(i)$ do not influence the value $NL[v](i)$, the image is separated into independent disjoint pieces, allowing their parallel processing [9].

The size of the patch and search window are determined based on the value of $\sigma$. When $\sigma$ increases, a larger patch is needed to make patch comparisons robust enough. In that case, the search window must also be increased to improve the denoising process by finding more similar pixels. Thus, the image resolution must be taken into account. For SEM images, we used $\sigma = 3$.

2.3 Feature extraction

After denoising, a grid is created to divide the image into small rectangular cells (patches). The patch size (width and height) is given in number of pixels and is determined by the user. To choose the optimal patch size, two things must be considered. First, the patches should not be too small. Small patches could be completely contained in a grain boundary leading to a false assumption of homogeneous grain areas and are prone to artifacts’ influence. Second, the patches should not be too big. Big patches could be so positioned that none of them lies completely inside smaller grains. In such a case, there would be no chance to detect seeds properly.

The grain patches are mostly homogeneous with a small variation in gray intensities, while the grain boundary patches show dispersion in gray values. In SEM images, a grain boundary is either brighter or darker than the neighboring regions. In FIB images, the neighboring regions can have different intensities, so the grain boundary is defined by the transition between two homogeneous areas. In both cases, the homogeneity is the main property that should be measured in order to distinguish between the two classes. The selected features focus on that fact and can be divided into three groups:

- First order statistic features. Two measures are used: standard deviation and the difference between the mean and modal gray value. Small standard deviation and difference refer to a homogeneous grain area.
- Sobel operator. For each patch independently, a gradient is computed using the Sobel operator. The mean and standard deviation of the gradient are computed and added to the feature list.
- Textural features. For each patch, a corresponding gray-level co-occurrence matrix (GLCM), describing the distribution of co-occuring pixel values at a given distance \(d\), is computed. For an 8-bit image, GLCM denoted with \(P\) is a \(256 \times 256\) matrix, where the \((i,j)\)th entry \(p(i,j)\) represents the frequency with which two pixels separated by distance \(d\) occur in the image, one with gray value \(i\) and the other with gray value \(j\). In our implementation, the matrix is computed using \(d = 1\) and considering the first neighbor on the right. Based on the matrix, 6 features listed in Table 1 are selected and added to the feature list [10].

| Feature                  | Formula                                                                 |
|--------------------------|--------------------------------------------------------------------------|
| Angular Second Moment    | \(f_1 = \sum_{i=1}^{N_g} \sum_{j=1}^{N_g} p(i,j)^2\)                    |
| Inverse Difference Moment| \(f_2 = \sum_{i=1}^{N_g} \sum_{j=1}^{N_g} \frac{1}{1+(i-j)^2} p(i,j)\)  |
| Contrast                 | \(f_3 = \sum_{i=1}^{N_g} \sum_{j=1}^{N_g} (i-j)^2 p(i,j)\)              |
| Entropy                  | \(f_4 = -\sum_{i=1}^{N_g} \sum_{j=1}^{N_g} p(i,j) \log(p(i,j))\)        |
| Homogeneity              | \(f_5 = \sum_{i=1}^{N_g} \sum_{j=1}^{N_g} \frac{\mu(i,j)}{1+|i-j|}\)   |
| Variance                 | \(f_6 = \sum_{i=1}^{N_g} \sum_{j=1}^{N_g} (i-\mu)^2 p(i,j), \mu = \frac{\mu_x + \mu_y}{2}\) |

Throughout the table, \(p(i,j)\) is the \((i,j)\)th entry in the normalized GLCM \(P(i,j)/R\). \(R\) is a normalizing constant and \(N_g\) is the number of distinct gray values.

### 2.4 Gaussian Mixture Modeling
Based on the extracted features, a GMM is applied to assign the patches to one of the two classes: grain or grain boundary area. GMMs are soft clustering methods, where each data point has a probability of belonging to each cluster. It is assumed that the data can be described by a mixture of \(K\) Gaussian distributions, where \(K\) is equivalent to the number of clusters. Each component in the mixture, i.e. cluster, is characterized by the mean \(\mu_k\), covariance matrix \(\Sigma_k\) and weight \(\pi_k\) that corresponds to the associated probability in the mixture. Statistically speaking, a GMM is defined by

\[
p(x) = \sum_{k=1}^{K} \pi_k \mathcal{N}(x|\mu_k, \Sigma_k),
\]
where $\mathcal{N}(\mathbf{x}\,|\mu_k, \Sigma_k)$ represents the Gaussian density of the $k$-th component

$$\mathcal{N}(\mathbf{x}\,|\mu_k, \Sigma_k) = \frac{1}{\sqrt{(2\pi)^d|\Sigma_k|}} \exp \left( -\frac{1}{2}(\mathbf{x} - \mu_k)^T \Sigma_k^{-1}(\mathbf{x} - \mu_k) \right).$$

(5)

In (5), $d$ denotes the number of features. The weights $\pi_k$ are also called mixing coefficients and satisfy the following conditions

$$\sum_{k=1}^{K} \pi_k = 1, \quad 0 \leq \pi_k \leq 1.$$  

(6)

To estimate the model’s parameters, expectation maximization (EM) algorithm is used. EM is a numerical technique to compute the maximum likelihood estimator of the data. The algorithm steps are summarized below.

1 Assign initial values for $\mu_k, \Sigma_k$ and $\pi_k$.

2 **E step.** Based on the current parameter values, for each data point $\mathbf{x}_n$, a probability that it belongs to a cluster $C_k$, denoted with $\gamma(\mathbf{z}_{nk})$, is computed

$$\gamma(\mathbf{z}_{nk}) = \frac{\pi_k \mathcal{N}(\mathbf{x}_n | \mu_k, \Sigma_k)}{\sum_{j=1}^{K} \pi_j \mathcal{N}(\mathbf{x}_n | \mu_j, \Sigma_j)}.$$  

(7)

3 **M step.** Update the parameters’ values.

$$\mu_k^{\text{new}} = \frac{1}{N_k} \sum_{n=1}^{N} \gamma(\mathbf{z}_{nk}) \mathbf{x}_n$$  

(8)

$$\Sigma_k^{\text{new}} = \frac{1}{N_k} \sum_{n=1}^{N} \gamma(\mathbf{z}_{nk}) (\mathbf{x}_n - \mu_k^{\text{new}})(\mathbf{x}_n - \mu_k^{\text{new}})^T$$  

(9)

$$\pi_k^{\text{new}} = \frac{N_k}{N}$$  

(10)

where

$$N_k = \sum_{n=1}^{N} \gamma(\mathbf{z}_{nk}).$$  

(11)

4 Evaluate the log-likelihood

$$\ln p(\mathbf{X} | \mu, \Sigma, \pi) = \sum_{n=1}^{N} \ln \left( \sum_{k=1}^{K} \pi_k \mathcal{N}(\mathbf{x}_n | \mu_k, \Sigma_k) \right)$$  

(12)

and check for convergence. The algorithm has converged when the change in the log likelihood function or model parameters is below some threshold. If the convergence criterion is not satisfied, go to step 2 [11].

2.5 Final segmentation

Based on the clustering results, a binary image, representing the patches of the two classes, is created. If the grain boundary is one patch wide, two neighboring seeds
have touching vertices. To separate them, the morphological operation erosion is applied. The connected groups of grain patches gained in such a way are used to create a seed image. Finally, SRG is applied to achieve the pixelwise segmentation.

3 Results and Discussions

The proposed algorithm is implemented in Java as an ImageJ plugin [6, 12, 13]. The only input required from the user is the patch size; the rest is performed fully automatically. Both types of images, FIB and SEM, shown in this paper, are analyzed with patches of 10 × 10 pixels. For the analyzed FIB images, only a qualitative inspection of the results is possible, since the ground truths for these images were not provided. For the SEM images, quantitative results and evaluations are given.

3.1 Results for FIB images

As mentioned in the paragraph above, no ground truth was available for this type of images. Thus, the results of the algorithm are compared with the SRG output obtained after manual seed selections. The visual comparisons are presented in Fig. 4. The original image is shown in the first column. The second column illustrates the clustering output after the erosion step. For easier interpretation of the results, the connected grain patches, i.e. the seeds, are colored in the same color as the corresponding regions in the final segmentation shown in the third column. In the last two columns, the manual seeds and the resulting SRG segmentation are shown.

The obtained results show that the presented method is very powerful. It provides robust estimates of the regions’ seeds and good segmentation results. Almost all patches are correctly identified. That means that the selected features are valid indicators of the regions’ homogeneity. The final output depends only on the image to be analyzed leading to robust and reproducible results. Nevertheless, the accuracy of the final segmentation is highly influenced by the image quality and thus also by the presence of different artifacts. For example, the images in the second and third row contain visible vertical lines that go through several regions, which comes from the specimen preparation process. As a consequence, the overlapping patches are identified as grain boundaries, which leads to a false oversegmentation of the underlying regions. To avoid this type of error, the specimen preparation should be carried out in a more sophisticated way.

By comparing the algorithm results with the SRG output after manual seed selection, it can be noted that in some cases, the proposed automatic seed selection method provided more robust seeds and thus more accurate region detection. Such regions are indicated with the black arrows in the last column in Fig. 4. Both pink regions overflew the grain boundary, while the automatic method correctly detected it.

The erosion operation prevents the merge of two neighboring regions into one. However, this step splits a seed in an elongated region where single grain patches have touching vertices. Thereby, multiple seeds for one region are created what leads to oversegmentation, as can be seen in the first row of the Fig. 4. For comparison, see the triangular brown region on the right image edge.

It can be further noted that some small and thin grains were missed by the automatic procedure. This happened because the grain area was divided between
multiple patches, each of which cuts a part of the boundary. Those areas are visible as black “holes” in the clustering output. Anyhow, the small grains do not change the underlying grain size distribution significantly, which is why they are negligible for further analysis. If this cannot be guaranteed, the patch size must be adapted.

3.2 Results for SEM images

Unlike FIB images, SEM cross section images are much more challenging to analyze. As it can be seen, there is almost no difference in gray intensities between the regions in SEM images. Some grain boundaries are not well delineated and the texture of the grains varies heavily. While some are very smooth with a small standard deviation in gray intensities, others can have rough surfaces increasing the standard deviation significantly. It is very hard to distinguish between patches in such areas and those lying on the boundaries in terms of their features. Fig. 5 illustrates the clustering output with two SEM images after applying NL-means and Gaussian Blur as preprocessing steps. The black areas represent the patches identified as grains. It can be seen that NL-means preserves edge information but at the same time it preserves and even highlights fine texture details. As a consequence, only patches in smooth areas are correctly identified as grain areas, while all patches in rough grains are falsely identified as grain boundary. With Gaussian Blur as a preprocessing step, some edge information is lost, but the seeds for rough areas are defined. Therefore, to get the best possible output, these two results are combined in the following way:

1. Create binary clustering output images for both denoising methods.
2. Subtract the NL-means from Gaussian Blur output.
3. Take the NL-means clustering output and add all grain patches from the difference that do not touch any of the grain patches in NL-means.

The clustering output defined in such a way is used to create the seed image. The final results and the corresponding ground truth boundaries for these two images are shown in Fig. 6. The ground truths are the output of the EBSD tool.

To quantitatively evaluate the algorithm accuracy an ImageJ library called MorphoLiJ is used [14, 15]. This library contains, among others, the plugin to evaluate the overlap agreement or error between labels. Given a source image \( S \) (algorithm output) and a target image \( T \) (ground truth), one can measure the values for all and individual regions [16]. Table 2 lists the measures with their definitions and the values obtained by comparing the algorithm output with the ground truths shown in Fig. 6. To be able to compare the results, the corresponding regions in the source and target image must have the same label, i.e. color. To this end, we created the label map for ground truth and then colored the regions in the source image accordingly. It needs to be mentioned that we performed the merging of the oversegmented regions in order to get a good estimation of how well the algorithm can detect the grain boundaries.

The main assumption for a good segmentation result is that the image to be analyzed is easily segmentable by the human eye. By taking a closer look at the original and ground truth images in Fig. 6, it can be noted that this is not the case. It would be very hard (if not impossible) even for a material scientist to accurately segment these images manually. The main problem is that some grain boundaries are...
very badly visible or not visible at all. Further, thin grains are usually not thicker than grain boundaries, so the algorithm cannot provide seeds for these regions. Taking all the above into account, the quantitative results shown in Table 2 are very good and indicate the potential of the proposed method.

4 Conclusions and Future Work

In this work, a clustering patch-based approach for grain detection in microstructure images is presented. Depending on the image quality and visibility of grain boundaries, the algorithm provides good and plausible results. Besides the patch size, no further user interaction is needed. The presented algorithm focuses on the distinction between grain and grain boundary patches based on different homogeneity criteria. To this end, GMM is used. The clustering output is used to create a seed image for the SRG algorithm. Such an approach makes it applicable for different types of microstructure images. Additionally, it can be used to automatically select seeds for the SRG algorithm in other application areas.

Since some grain boundaries in SEM images are not visible, an extension of the presented algorithm is required. It could be proven, that by tilting the sample in a SEM tool at different angles and using a specific detector, more information can be obtained. More precisely, different grains can be detected at different tilting angles, and thus images in which neighboring grains have different gray intensities can be obtained from the same material site. By combining this information, it should be possible to obtain an image in which all grain boundaries are present. The aim here is to reduce the number of necessary images to a minimum and to develop an image fusion method to combine all relevant information into one image. Finally, the presented segmentation algorithm will be applied and (if needed) adjusted for the fused image.
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Figures

Fig. 1 The main steps of the proposed workflow.

Fig. 2 The proposed workflow in details.

Fig. 3 The effect of different denoising methods.

Fig. 4 Results for FIB images.
Fig. 5 The effect of denoising methods on clustering output.

Fig. 6 Results for SEM images.