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Abstract—This paper presents a fundamental algorithm, called VDB-EDT, for Euclidean distance transform (EDT) based on the VDB data structure. The algorithm executes on grid maps and generates the corresponding distance field for recording distance information against obstacles, which forms the basis of numerous motion planning algorithms. The contributions of this work mainly lie in three folds. Firstly, we propose a novel algorithm that can facilitate distance transform procedures by optimizing the scheduling priorities of transform functions, which significantly improves the running speed of conventional EDT algorithms. Secondly, we for the first time introduce the memory-optimizing caching mechanism, VDB shows a fast (average \(O(1)\)) random access speed, and thus is very suitable for the frequent neighborhood searching operations in EDT. Moreover, regarding the small scale of existing datasets, we release a large-scale dataset captured from subterranean environments to benchmark EDT algorithms. Extensive experiments on the released dataset and publicly available datasets show that VDB-EDT can reduce memory consumption by about 30\%-85\%, depending on the sparsity of the environment, while maintaining a competitive running speed with the fastest array-based implementation. The experiments also show that VDB-EDT can significantly outperform the state-of-the-art EDT algorithm in both runtime and memory efficiency, which strongly demonstrates the advantages of our proposed method. The released dataset and source code are available on https://github.com/zhudelong/VDB-EDT.
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I. INTRODUCTION

EDT algorithm plays a fundamental role in robotic motion planning problem. The generated distance field, which provides distance information against obstacles, is an indispensable ingredient for planning safe trajectories [1]–[6]. As demonstrated in Fig. 1, by additionally minimizing a clearance cost defined on the distance field, the optimal trajectory is pushed away from obstacles. EDT can be performed globally on static grid maps [7], referred to as global transform, like the one in Fig. 1. It can also incrementally execute to tackle dynamic changes in the environment, referred to as incremental transform, which is particularly useful for applications that rely on online trajectory generation, e.g., robotic explorations [8]–[11]. Micro Aerial Vehicle (MAV) based inspections and transportations [12]–[15]. However, EDT is a computationally expensive algorithm. The building and maintenance of distance fields usually cost a large number of computing resources, which is considered a bottleneck for numerous motion planning algorithms. In this paper, we focus on improving the efficiency of EDT algorithms by optimizing the fundamental data structure and distance transform procedures.

There are many well-developed EDTs [16]–[23] for building distance fields, but due to the fact that the runtime efficiency and memory efficiency cannot be achieved simultaneously, there does not exist a dominant approach in real-world applications. In conventional implementations, the multi-dimensional array is a commonly-used data structure, as it is easy to implement and with the fastest random access speed. Drawbacks of these implementations are that the memory for maintaining distance fields should be fully allocated before launching the transform process, and thus the field size must be known in advance, which makes the methods not suitable to transform dynamically-growing maps in applications like robotic explorations. Moreover, the full allocation of memory yields a great waste, because in grid maps, there exist a large number of unreachable or uninterested regions, and it is typically unnecessary to allocate memory for transforming these regions. To overcome these drawbacks, the hashing-based EDTs are proposed in recent studies [21], [23], in which the memory is dynamically allocated based on the voxel hashing technique [24]. Although the random access speed is sacrificed to some extent, the hashing-based methods significantly reduce the memory consumption of EDTs, enabling their successful deployment in MAV platforms for online trajectory generation.
In this paper, we further extend the idea of hashing-based EDTs by leveraging tree structures to represent distance fields hierarchically, referred to as hierarchical hashing. This idea is based on our observations of the planning process, in which the optimal trajectory typically lies within a certain range around obstacles (see Fig. 1), and the full distance information is redundant for the planning process. Therefore, we propose to limit the transform within a certain distance range, and take the maximum range as the distance value for untransformed map regions (the green area in Fig. 1). These regions can then be efficiently encoded by a few number of tree nodes. Such a property is called spatial coherency, which can help further reduce memory consumption. For the tree structure, we introduce the novel VDB [25], a volumetric and dynamic B+ tree, rather than the widely-adopted Octree [22], [26], [27], as the underlying implementation. Benefiting from the fast index and caching systems, VDB achieves a much faster random access speed than Octree and also exhibits a competitive performance with the voxel hashing. To the best of our knowledge, this is the first work that adopts VDB for distance field representation in the robotic area.

Another key contribution of this work lies in the development of a novel transform procedure. Typically, an EDT algorithm includes two functions for updating distance fields: a raise function used for clearing the regions affected by removed obstacles, and a lower function used for updating the regions affected by newly added obstacles. The two functions are scheduled according to a certain priority to maintain a consistent distance field. Efficient function implementations and well-developed scheduling strategies are crucial for accelerating the transform procedure, which is also the focus of EDT algorithms [17]–[20]. Our improvement mainly lies in optimizing the scheduling priority of the raise and lower functions by additionally introducing a flag variable to record the transform status for each map cell, according to which, the affected regions are precisely identified and processed by the functions, thus avoiding a lot of redundant operations.

The contributions of this paper are summarized as follows:

- We for the first time introduce the VDB data structure for distance field representation, which significantly reduces the memory consumption of EDT.
- We propose a novel algorithm to facilitate distance transform procedure and significantly improve the running speed of conventional EDT algorithms.
- We release a large-scale dataset captured from a 200m-by-150m subterranean environment to benchmark EDT algorithms. The source code is also released as a ros-package to benefit the community.
- We conduct extensive experiments on simulated and real-world datasets, demonstrating the significant advantages and state-of-the-art performance of our method.

The remainder is organized as follows. Section II briefly surveys recent studies on EDTs. Section III and IV detail the novel data structure and transform procedure, respectively. Experiment results and discussions are reported in Section V. The paper is concluded in Section VI.

II. RELATED WORK

EDTs can be divided into two categories according to whether the algorithm depends on specialized data structures.

General EDTs: The general EDT can be implemented with multi-types data structures. One of the most influential EDT algorithms is the Brushfire [28], which is developed based on the Dijkstra’s algorithm, and can only perform global transform. Once the environment changes, it has to update the entire distance field. To make the algorithm cope with dynamic environments, Nidhi et al. [16] propose a variant of the Brushfire based on D* algorithms [29]–[31], which forms the first incremental EDT in the literature. The new algorithm only updates the affected regions in the distance field, thus avoiding a large number of unnecessary calculations. Based on the incremental Brushfire, Scherer et al. [17] present a Limited Incremental Distance Transform (LIDT) algorithm, in which the authors set a distance threshold to limit the transform scope, and regions out of the scope are no longer considered. The LIDT has a similar transform procedure with [16] but achieves a better running efficiency benefiting from the reduction of transform scope. Based on [16] and [17], Lau et al. [18] further optimize the transform procedure by removing redundant map queries, and present a more compact EDT implementation, which avoids a significant number of transform steps and achieves very high efficiency. Afterward, Scherer et al. [19] and Cover et al. [20] propose an even more efficient implementation of the lower function, achieving high-frequency motion planning process. In this work, we further push the limits of general EDT algorithms with an efficient scheduling strategy of the lower and raise functions.

Specialized EDTs: In recent studies, researchers focus on designing special data structures and customizing transform procedures to improve EDTs. Oleynikova et al. [21] propose the Voxelblox based on voxel hashing to incrementally build Euclidean Signed Distance Field (ESDF) from the Truncated Signed Distance Field (TSDF), which has a faster mapping speed than the commonly-used occupancy grid map. By sufficiently leveraging the distance information in TSDF, Voxelblox achieves a real-time performance on single computing thread, and allows dynamically-growing map size. Emanuele et al. [22] propose a volumetric-1/8 SLAM framework for TSDF and occupancy mapping, in which the voxel hashing is combined with Octrees as a hierarchical data structure to represent the constructed maps. This work shares some similarities with ours in terms of the hierarchical map representation. The presented data structure is also compatible with our proposed algorithm, but due to the slow query speed of Octree, it is not adopted in this paper. Han et al. [23] demonstrate a similar idea with [22], and propose the FIESTA framework to combine voxel hashing with doubly linked list to represent distance field, in which the list is used to group field points that share the same obstacle. When the obstacles are removed, the affected field regions can be efficiently visited by simply iterating the lists, thus avoiding the graph-searching process in general EDTs. FIESTA can significantly outperform Voxelblox in runtime efficiency, and as the state-of-the-art method, it is adopted as one of the baselines in this work.
III. Problem Definition

A typical distance transform problem on a grid map $\mathcal{M}$ can be expressed as follows:

$$
d(x_i) = \min_{x_j} f(x_i, x_j),
$$

s.t. $x_i \in \mathcal{M}_f, x_j \in \mathcal{M}_o,$

where $x_i$ and $x_j$ represent the coordinates of map cells in $\mathcal{M}$, and $\mathcal{M}_f, \mathcal{M}_o \subset \mathcal{M}$ are the sets of free cells and occupied cells (obstacles), respectively. The objective function $f(x_i, x_j)$ measures the distance between $x_i$ and $x_j$. The squared Euclidean distance and Manhattan distance are commonly-used measurements in most planning scenarios. Eq. (1) indicates that the goal of distance transform is to find out the closest occupied cell $x^*_j$ and calculate the distance $d(x_i, x^*_j)$ for each free cell $x_i$. EDT is essentially a search-based optimization framework for solving the problem defined in Eq. (1).

The output $d(x)$ of EDT, i.e., the distance field, is used to define the clearance cost for generating safe trajectories, which can be achieved by solving the following optimization problem:

$$
\min_{x_{0:N}} \sum_{i=0}^{N} \alpha ||x_{i+1} - x_i|| + (1-\alpha) \max(0, d_{\text{max}} - d(x_i)),
$$

s.t. $x_i, x_{i+1} \in \mathcal{M}_f$, 
$x_0 = x_s, x_N = x_f$, 
$g(x_i, x_{i-1}, x_{i+1}) < \theta$,

where $d_{\text{max}}$ is the maximum transform distance, $x_s$ is the start cell, $x_f$ is the goal cell, $\alpha$ is the balancing coefficient, and $g < \theta$ is used to constrain the angle between consecutive segments to smooth the trajectory. The first and second terms in objective function are path length cost and clearance cost, respectively. Herein, as the clearance cost indicated, field points with a distance value of $d(x_i) \geq d_{\text{max}}$ have no influence on the optimization process. We thus only need to perform a limited distance transform within the map regions that meet the constraint of $f(x_i, x_j) < d_{\text{max}}$. Under this constraint, Eq. (1) becomes a LIDT problem [17].

IV. Methodologies

In this section, we first introduce the VDB data structure, and then detail the proposed distance transform procedures.

A. Data Structure

VDB data structure is originally proposed by Museth [25] to represent large, sparse, and animated volumetric data. It sufficiently exploits the sparsity of volumetric data, and employs a variant of B+ tree [32] to represent the data hierarchically. The efficient memory management and fast (average $O(1)$) random access speed of VDB make it very suitable for large-scale distance transform problems.

To demonstrate the working mechanism, we visualize the 1-D structure of VDB in Fig. 2. As is indicated, VDB shares some favorable properties with a standard B+ tree. Especially, the branching factors are very large and variable, making the tree shallow and wide, which consequently increases the capacity of VDB, meanwhile reducing the query length from root nodes to leaves. Octree-based structures [22], [27] adopt an opposite design, i.e., deep and narrow, thus not fast enough for distance transform. VDB also has an essential difference with the B+ tree, i.e., it encodes values in internal nodes, called tile value. The tile value and child pointer exclusively use the same memory unit (see Fig. 2), and a flag is additionally leveraged to identify the different cases. A tile value only takes up tens of bits memory but can represent a large area in the distance field (see the analysis about spatial coherency in Section I), which is the key feature leveraged to improve memory efficiency. For instance, in LIDT-like algorithms [17]–[20], we can initialize the VDB-based distance field with a distance threshold $d_{\text{max}}$, and then dynamically allocate memory, i.e., grow the tree, for transformed map cells. In this way, the memory consumption can be significantly reduced.

In addition to efficient memory management, VDB also has a special coordinate-based index system, which enables a fast random access speed. As illustrated in Fig. 2, when performing query operations, VDB first generates a hash key using the coordinate to locate the root node. If the child pointer of this root node is empty, a tile value will be returned; otherwise, an offset will be calculated to locate the child node.
Algorithm 1 VDB Based Incremental Euclidean Distance Transform

| Initialize(s) | DistanceTransform() | Lower(s) |
|---------------|---------------------|----------|
| 1: s.obst ← ∅ | 24: while ¬q.isEmpty() do | 49: for all n ∈ Adj[s] do |
| 2: s.dist ← d_max | 25: s ← q.pop() | 50: d_new ← sqDist(s.obst, n) |
| 3: s.raise ← notRaise | 26: if ¬m.isQueued(s) | 51: d_new ← min(d_new, d_max) |
| 4: s.state ← notQueued | 27: continue | 52: if n.raise ≥ d_new → key-2 |
| 5: m.setBackground() | 28: if s.raise ≥ 0 | 53: n.obst ← s.obst |
| SetObstacle(s) | 29: Raise(s) | 54: n.dist ← d_new |
| 6: occ ← m.isObst(s) | 30: else | 55: n.raise ← notRaise |
| 7: state ← m.isQueued(s) | 31: Lower(s) | 56: n.state ← Queued |
| 8: if (¬occ) ∧ (¬state) | Raise(s) | 57: q.insert(n, d_new) |
| 9: s.obst ← s | 32: for all n ∈ Adj[s] do | 58: m.updateNode(n) |
| 10: s.dist ← 0 | 33: if n.obst = ∅ | 59: continue |
| 11: s.raise ← notRaise > -1 | 34: continue | 60: else if n.raise < 0 |
| 12: s.state ← Queued | 35: if ¬m.isObst(n.obst) | 61: occ ← m.isObst(n.obst) |
| 13: q.insert(s, 0) > zero priority | 36: n.raise ← n.dist > key-1 | 62: equ ← (d_new = n.dist) |
| 14: m.updateNode(s) | 37: n.state ← Queued | 63: less ← (d_new < n.dist) |
| RemoveObstacle(s) | 38: q.insert(n, n.dist) | 64: if less ∨ (equ ∨ ¬occ) |
| 15: occ ← m.isObst(s) | 39: n.obst ← ∅ | 65: n.obst ← s.obst |
| 16: state ← m.isQueued(s) | 40: n.dist ← d_max | 66: n.dist ← d_new |
| 17: if occ ∧ (¬state) | 41: m.updateNode(n) | 67: n.raise ← notRaise |
| 18: s.obst ← ∅ | 42: else if n.state ≠ Queued | 68: if (d_new < d_max) |
| 19: s.dist ← d_max | 43: n.state ← Queued | 69: n.state ← Queued |
| 20: s.raise ← 0 > start to raise | 44: q.insert(n, n.dist) | 70: q.insert(n, d_new) |
| 21: s.state ← Queued | 45: m.updateNode(n) | 71: m.updateNode(n) |
| 22: q.insert(s, 0) | 46: s.raise ← notRaise | 72: s.raise ← notRaise |
| 23: m.updateNode(s) | 47: s.state ← notQueued | 73: s.state ← notRaise |
| 48: m.updateNode(s) | 74: m.updateNode(s) |

This process continues until a leaf node is reached or a tile value is returned. All the calculations during this process are based on bit-wise logic operations, thus can be efficiently finished. It can be seen that the query process in VDB is very different from the standard key-searching process in B+ tree. Based on the special index system, the query time of VDB is reduced from logarithmic complexity to constant-time complexity. Moreover, VDB adopts a caching system that can record recently visited nodes. Queries started from these nodes have an even shorter path than a complete root-to-leaf query, thus further improving the average random access speed. The core of EDTs is a series of neighbor searching operations, and it is extremely suitable to apply the caching system.

B. VDB-EDT Algorithm

VDB-EDT aims to solve the problem defined in Eq. (1). Details of the transform procedures are presented in Alg. 1.

In conventional EDTs, the Raise function has a higher priority and cannot be interrupted by the Lower function, which yields a large number of repetitive queries. In our method, we eliminate this constraint by leveraging an additionally defined variable, the transform status (marked by underlines in Alg. 1), to optimize the priorities of the two functions. It is worth noting that the presented transform procedures are also compatible with other data structures.

The distance field represented by VDB is essentially a sparse volumetric grid, and each field point is represented by a grid cell indexed by a 3-D coordinate. The grid cell is maintained in memory as a data record, which is composed of four designed data fields:

- *obst*: the coordinate of the indexed obstacle, which may be empty, invalid, or valid, representing that no obstacle is indexed, the obstacle has been removed, and the obstacle is still valid, respectively.
- *dist*: the distance to the closest obstacle. If *dist* ≥ *d_max*, *dist* ← *d_max*, which is actually the radius of the later defined transform waves, and named transform radius.
- *raise*: the transform status of grid cell *s*, which can be notRaise, indicating not need to be raised, or the transform radius of the later defined raising waves.
- *state*: a flag that marks current cell is queued or not.

To better clarify our method, several technical terms and functions are defined as follows:

- *raising wave*: when an obstacle is removed, the grid cells that index *s* as the closest obstacle need to be sequentially reset, which generates a raising wave.
- *lowering wave*: when an obstacle is added, its surrounding grid cells need to be checked, and corrected if necessary, which generates a lowering wave.
• **wave centers**: the grid cells that are newly occupied by obstacles or newly freed from obstacles.
• **wave fronts**: the cells that are going to be scheduled in the priority queue.
• **wave boundaries**: the cells that reach the maximum transform distance or at the boundaries between different transform waves.
• m: the distance field represented by VDB data structure.
• q: the priority queue used for scheduling transform waves.
• isObst(s): the short name for isObstacle(s), used for validating whether s is an obstacle.
• sqDist(s_i,s_j): the function used for calculating the squared Euclidean distance between inputs.
• Adj₂₆(s): the set of 26-connected neighbor cells of s.

**Initialization Function**: In this function, all grid cells are set to default values (lines 1-5). Due to the special design of VDB, the distance field at this time only contains a root node storing the default values. As the environment changes, obstacles are added or removed, and the grid cells are occupied or freed accordingly. To record these changes, two functions called SetObstacle and RemoveObstacle are provided, in which the changed cells are first updated and then registered to the VDB by a updateNode function that implements the index and caching system. Specifically, if a grid cell is newly occupied, we zero its distance and index itself as the closest obstacle (lines 9-10); if a cell is newly freed, we clear its indexed obstacle. If the indexed obstacle no longer exists, we then ignore this cell and continue to process the next one (lines 33-34); otherwise, we further validate the occupancy of its indexed obstacle. If the indexed obstacle no longer exists, this neighbor cell will be identified as a raising-wave front.

**Distance Transform Function**: After seeding wave centers in the priority queue, distance transform is accomplished by this function, in which the lower and raise functions are scheduled according to their priorities. As shown in Alg. 1, each time the queue pops up a cell s, we first check whether it is already queued (lines 20-22 and 36-38). If not, we then identify the wave type it belongs to. If it belongs to a raising wave, i.e., \( s.raise \geq 0 \), function Raise will be called to clear the cells that index s as the closest obstacle (lines 28-29); otherwise, i.e., \( s.raise < 0 \), function Lower will be called to update cells that are newly cleared by raising waves or hold incorrect distance value (lines 30-31). Transform waves start from wave centers, propagate according to transform radius, and stop at wave boundaries.

**Raise Function**: We process each of the neighbor cells to see if they can be developed as raising-wave fronts. The specific procedure is explained as follows. If a neighbor cell n holds an empty value in obst field, which means it has been processed by other raising waves or the initialization function, we then ignore this cell and continue to process the next one (lines 33-34); otherwise, we further validate the occupancy of its indexed obstacle. If the indexed obstacle no longer exists, this neighbor cell will be identified as a raising-wave front. We then update its transform status and distance information to prepare it for next-round propagation (lines 35-41). It is worth noting that, different from conventional EDTs where the transform status is treated as a binary flag for indicating wave types, we update the transform status with the current transform radius of n (see key-1 in Alg. 1), which provides precise information for optimizing the scheduling process (as we shall see in next paragraph). If the indexed obstacle of the neighbor cell is valid, it means that the current raising wave comes to one of its wave boundaries, and if the neighbor cell is still not queued yet, we insert it into the queue (lines 42-45). The arrival of a raising wave at a boundary cell indicates its stop in that specific direction. After finishing processing all the neighbor cells, the current cell s is completely reset to default values (lines 46-48). Finally, these cells will be gradually updated along with the propagation of lowering waves.

**Lower Function**: We check each of the neighbor cells and update the ones that can be lowered. As the procedure indicated, a truncated transform radius \( d_{new} \) is first calculated for each neighbor cell (lines 50-51), and then by comparing \( d_{new} \) with \( n.raise \), we can identify the cells that can be lowered. Herein, three possible cases are enumerated:

- \( n.raise \geq d_{new} \): This indicates that the neighbor cell n is a raising-wave front (since \( n.raise \geq 0 \)), and it has already been queued (see lines 20-22 and 36-38) and well prepared for scheduling. Conventionally, we should not make any changes to this type of cell. However, since \( n.dist \) is more close to (or dominated by) the current wave center, it means that \( n.dist \) actually can be lowered. In this work, we propose to immediately lower \( n \) and forcefully change it to a lowering-wave front (lines 52-59). Such a case cannot be identified or allowed by conventional EDTs, since the defined transform status, i.e., \( raise \), in these methods is uninformative and cannot help make such decisions.
- \( n.raise < 0 \): It means that the neighbor cell can be lowered, but its distance value may not be correct. Therefore, we have to further compare \( d_{new} \) with \( n.dist \) to identify the type of n: 1) If \( d_{new} \) can strictly decrease \( n.dist \), it means that \( n.dist \) is far away from its original wave center, and now is affected (or dominated) by the current wave; 2) If \( n.dist \) holds an equal dist but indexes an invalid obstacle, it means that \( n.dist \) is an invalid wave boundary. The cell \( n \) in both cases needs to be lowered, and be queued if \( n.dist \) does not exceed the maximum transform distance (lines 60-71), namely \( n \) is developed as a lowering-wave front.
- \( d_{new} > n.raise \geq 0 \): It means that the current lowering wave meets a raising wave, but since \( n \) is mainly affected (or dominated) by the raising wave, it cannot be lowered by the current lowering wave.

After processing the neighbor cells, we reset the transform status of s, changing it from a lowering-wave front to a lowered cell (lines 72-74). Note that, in the first case, we improve the scheduling process by changing the type of wave fronts, which is the major difference between our method and conventional EDTs. In real-world applications, dynamic objects typically follow continuous trajectories, and thus the newly occupied and freed cells are located nearby, which
provides more chances for the lowering waves to stop the raising waves at an early stage, as presented in the first case.

To better illustrate the procedures presented in Alg. 1, we visualize an example in Fig. 3. The first column includes two distance fields, which are currently in the same state. We then add an obstacle to the yellow cell marked with 4 and remove an obstacle from the yellow cell marked with 0. After one-step propagation, the distance fields evolve to the second column, in which seven high-priority front cells need processing. The leftmost green cell denoted with 1 is first processed, and then another four wave fronts, yielding the states in the third column. The remaining ones are then processed and we get the fourth column, in which the differences start to appear (highlighted by yellow circles). It can be seen that the yellow cell denoted with 1 in the top row immediately lowers the raising-wave front and changes it into a lowering-wave front, which helps avoid at least 2 × 26 queries (see the fifth and last columns) compared with the conventional method.

V. EXPERIMENTS

In this section, we first conduct some ablation studies to investigate the performance of VDB-EDT under different transform settings, and then make an overall comparison with the state-of-the-art method. Lastly, we demonstrate an example application of online trajectory generation based on VDB-EDT. All the experiments are conducted with a single computing thread on the i7-5930K (3.50GHz) CPU.

A. Ablation Study

The performance of EDT algorithm is primarily related to three factors: sensor ranges, distance thresholds, and map changes (the number of dynamically changed map cells). We thus design three control experiments to quantify their influence. To precisely control the changes of these factors, a simulated cubic map is leveraged in the experiments, and the map resolution is fixed to 0.2m/cell. Each experiment is repeated 40 times and the average performance is presented in the first three columns of Fig. 4. A commonly-used general EDT [18] (denoted without -Ex suffix) is taken as the baseline to evaluate the runtime efficiency of the proposed algorithm (denoted with -Ex suffix). For each algorithm, we also provide two implementations based on the array and VDB data structures to compare their memory efficiency (denoted with Arr- and VDB- prefix, respectively).

Sensor Ranges: The range value varies from 25 to 200 cells, representing a real distance (side length of the cubic map) of 5m to 40m. Here, the cubic map simulates a local map within the sensor range, thus a large range value indicates a large local map. The distance threshold is fixed to 10 cells (2m). In terms of map changes, we first build a distance field based on the cubic map with 500 randomly placed obstacles (cells). We then randomly remove half of the obstacles and add an equal number of new ones to simulate the dynamic changes in the map. Lastly, the distance field is incrementally updated, and the results are presented in the first column of Fig. 4.

Distance Thresholds: Eight threshold values ranging from 3 cells (0.6m) to 20 cells (4.0m) are tested. The sensor range is fixed to 100 cells, which yields a cubic map with a side length of 20m. The same number of obstacles and dynamic changes as the first experiment are leveraged to build the distance field. The results are presented in the second column of Fig. 4.

Map Changes: The sensor range is fixed to 100 cells (20m) and the distance threshold is fixed to 10 cells (2m). The cubic maps are built with a different number of obstacles, varying from 100 to 1000 cells, and the same strategy for simulating map changes as the first experiment is used to build distance fields. The result is presented in the third column of Fig. 4.

The three rows in Fig. 4 show the time cost, relative acceleration of running speed, and the memory cost of the EDTs, respectively. By comparing the -Ex algorithm (ours) with non-Ex one [18], we can see that our proposed method always presents a better runtime efficiency, and the running speed is accelerated by about 1.1x-1.5x (see the red and blue lines in the second row), which demonstrates the effectiveness of our proposed transform strategies. Meanwhile, it is shown that the acceleration rate tends to decrease when the sensor range and distance threshold are increased. The reasons are as follows: 1) The obstacles scatter more sparsely in large cubic maps (sensor ranges), and thus there are fewer opportunities that allow the proposed method to take effect, namely the lowering waves stop the raising waves at an early stage; 2)
When the distance threshold is increased, more transform steps are needed for the waves to arrive at wave boundaries, which means most computing time is spent on processing the large quantity of non-boundary cells, whereas our method takes effect mainly at wave boundaries (see the first case in the Lower function), thus the improvement cannot be well highlighted after dividing by the large cost of non-boundary cells. Contrariwise, the acceleration rate ascends when map changes are enlarged. The reason is that the increment of map changes provides more chances for the lowering waves to stop the raising waves at an early stage, thus avoiding more unnecessary computations. Through comparing the VdbEx (VDB-EDT) with Arr (array-based conventional EDT), we can see that the running speed of VDB-EDT decreases by about 10%-25% (see the brown lines in the second row), while the memory cost is reduced by about 30%-60% (see the third row). Herein, the increment of time cost is inevitable, as VDB is based on tree structures and has a slower random access speed than the array-based implementation. Theoretically, the memory cost of array-based EDT provides an upper bound for that of VDB-EDT. In a fully dense environment with a full distance transform, the VDB becomes a fully allocated tree, which will lead to the same memory cost as the array.

**Global Transform v.s. Incremental Transform:** The above experiments are based on incremental transform, in which the lower and raise functions iteratively execute to update the distance field. In the global transform, the entire distance field is recomputed by leveraging the lower function. Since the lower function is with higher efficiency than the raise function, trade-offs exist between choosing global and incremental transforms, which are mainly affected by the distance threshold and the ratio of map changes (the number of removed obstacles divided by that of the added ones). According to our experimental studies on a cubic map with a side length of 250 cells, the global transform always exhibits a better time performance when the ratio is larger than 0.25; otherwise, the performance is primarily determined by the distance threshold. We thus design the fourth experiment to quantify the performance of different transform types, in which a distance field is first built based on the cubic map with 800 randomly placed obstacles, and then we test the performance of globally and incrementally updating the distance field after removing 160 obstacles and adding 400 new obstacles in the map. The experiment results are presented in the last column of Fig. 4. It can be seen that the advantages of incremental transforms (denoted without -Gt suffix) gradually disappear.
TABLE I: Performance on OctoMap dataset [33]. 'Obst.' column records the number of obstacles in the map and 'Res.' indicates the map resolutions. The time and memory costs are measured by Millisecond (Ms) and Megabyte (Mb), respectively.

| Dataset      | Map Information | Global Transform (Ms) | Incremental Transform (Ms) | Memory (Mb) |
|--------------|-----------------|-----------------------|---------------------------|-------------|
|              | Name            | Size                  | Obst. | Res. | Arr | ArrEx | VDB | VDBEx | Arr | VDB | VDBEx | Arr | VDB | VDBEx |
| fr-078       | 256x282x95      | 287664                | 0.05  | 814  | 838 | 940  | 954 |
| fr-079       | 875x364x66      | 401373                | 0.05  | 1893 | 1935 | 2075 | 2093 |
| fr-campus    | 1465x837x140    | 1198329               | 0.20  | 4441 | 4621 | 4240 | 4333 |
| new-college  | 808x1250x165    | 536458                | 0.20  | 2175 | 2246 | 2057 | 2113 |

VDB data structure can significantly reduce the memory consumption of EDTs: 3) The VDB-EDT exhibits competitive time performance with the array-based EDT while achieving significant improvement in memory efficiency, especially in the fr-campus and new-college maps.

B. Performance on Benchmark Datasets

In this experiment, we leverage the commonly-used cow-and-lady dataset and our released SubT dataset to compare VDB-EDT with the state-of-the-art method, FIESTA [23]. The SubT dataset is captured from an unstructured tunnel environment (approximately 200m by 150m) provided by the virtual track\(^1\) of DARPA subterranean challenge\(^2\), and it is more suitable for large-scale performance evaluation than the cow-and-lady dataset (about 10m by 10m). Different from the OctoMap dataset, these two datasets are composed of LIDAR range scans stamped with robot poses, and thus a mapping process is needed to integrate the data. Therefore, an online VDB-mapping module is designed to help build occupancy grid maps for the datasets, and the distance maps are constructed along with the mapping process.

We follow the same experiment settings as FIESTA. The map resolution and sensor range are set to 0.05m/cell and 5m, respectively. The distance field is updated every 0.5 seconds, and a full distance transform, i.e., \(d_{\max} = \infty\), is performed. The detailed experiment results are presented in Table II. The Frames column lists how many frames of the range scans are processed by the algorithms. The Changed, Lowered, and Raised columns show an average number of the cells that are dynamically changed, visited by lowering waves, and visited by raising waves in each frame, respectively.

As we can see from Table II, VDB-EDT (VdbEx) exhibits a superior performance than FIESTA in both runtime and memory efficiency. Specifically, in the cow-and-lady dataset, VDB-EDT processes 5.4x as many map changes as FIESTA, but only consumes half of its processing time. In the SubT dataset, FIESTA fails to build the correct distance map, but if we only consider the transformed parts, VDB-EDT processes 1.7x more map changes and 1.6x more runtime than FIESTA, which again demonstrates the advantages of our method. In terms of memory efficiency, VDB-EDT also shows a significant improvement, benefiting from the efficient hierarchical representation. To further analyze the results, we visualize the outputs of the algorithms in Fig. 6 and Fig. 7. As is shown, the occupancy grid maps built by VDB-EDT are more

---

\(^1\)https://github.com/microsoft/AirSim/releases/tag/v1.2.0\(\text{Linux}\)

\(^2\)https://www.darpa.mil/program/darpa-subterranean-challenge
TABLE II: Experiment results on the cow-and-lady and SubT dataset. 'Res.', 'Succ.', and 'Var.' are abbreviations of resolution, success, and variance, respectively. The runtime and memory cost are measured with Millisecond (Ms) and Megabyte (Mb), respectively.

| Dataset   | Basic Information | Processed Cells | Runtime (Ms) | Memory (Mb) |
|-----------|-------------------|-----------------|--------------|-------------|
|           | Name              | Method Succ.    | Changed      | Lowered     | Raised      | Mean | Var.  | Min | Max |                  |
|           |                   |                 | Frames       |              |             |      |       |     |     |                  |
| cow-and-lady | FIESTA            | Y               | 2194         | 526.4        | 29393.2     | 15264.4 | 47.527 | 48.737 | 0.012 | 256.884 | 309.2 |
| cow-and-lady | Vdb               | Y               | 2065         | 2867.3       | 71528.2     | 5869.9  | 34.237 | 20.987  | 2.285  | 184.588 | 221.3 |
| cow-and-lady | VdbEx             | Y               | 2112         | 2847.3       | 50567.1     | 4253.1  | 23.661 | 12.976  | 1.599  | 137.243 | 221.3 |
| SubT      | FIESTA            | N               | 2047         | 3568.8       | 78015.4     | 5929.5  | 123.309 | 24.007  | 0.259  | 1107.24 | 7577.6 |
| SubT      | Vdb               | Y               | 2336         | 5985.0       | 708311.4    | 57179.6 | 293.510 | 61.835  | 12.535 | 897.115 | 4403.2 |
| SubT      | VdbEx             | Y               | 2346         | 5966.7       | 483464.8    | 38980.1 | 198.354 | 38.703  | 12.500 | 390.530 | 4403.2 |

Through comparing VDB-EDT (VdbEx) with the conventional EDT (Vdb), we can see that VDB-EDT achieves about 1.5x faster running speed (see Runtime column), and the number of query operations is reduced by 1/3 (see Lowered and Raised columns), which significantly demonstrates the effectiveness of our proposed method. Notice that the performance here is much better than that on the simulation dataset in Section V-A, where the acceleration rate lies between 1.1x and 1.5x. The reason is that map changes in the benchmark datasets are located more closely, which thus provides more chances for our algorithm to take effect. This is consistent with our analysis of the algorithm in the penultimate paragraph in Section IV-B.

C. Online Planning Demonstration

In this experiment, we specify a series of waypoints in a forest environment, and the MAV is required to safely navigate through these waypoints by solving the two optimization problems expressed in Eq. (1) and (2). Each pair of consecutive waypoints spans a map range of 50x50x100 (cells). The map resolution is 0.25m, and the distance threshold is set to 2m. With these settings, we achieve a planning frequency of 16Hz, and the path segments are presented in Fig. 8. As is indicated, the MAV successfully navigates through the forest and even the narrow space under a bridge. Although obstacles are densely distributed in the map, this planning pipeline only
costs 1.3Gbit memory, which includes both the occupancy grid map and the incrementally built distance map.

VI. CONCLUSIONS

In this work, we present an algorithm called VDB-EDT to address the distance transform problem. The algorithm is implemented based on a memory-efficient data structure and a novel distance transform procedure, which significantly improves the memory and runtime efficiency of EDTs. Extensive experiments on simulation and real-word datasets strongly demonstrate the effectiveness and advantages of our method. This work further pushes the limits of general EDT algorithms and will facilitate the research on VDB-based mapping, distance transform, and safe motion planning.

REFERENCES

[1] M. Kalakrishnan, S. Chitta, E. Theodorou, P. Pastor, and S. Schaal, “Stomp: Stochastic trajectory optimization for motion planning,” in 2011 IEEE international conference on robotics and automation. IEEE, 2011, pp. 4569–4574.
[2] M. Zucker, N. Ratliff, A. D. Dragan, M. Pivtoraiko, M. Klingensmith, C. M. Dellin, J. A. Bagnell, and S. S. Srinivasa, “Chomp: Covariant hamiltonian optimization for motion planning,” International Journal of Robotics Research, vol. 32, no. 9-10, pp. 1164–1193.
[3] G. Klančar, M. Seder, S. Blažič, I. Škrgane, and I. Petrović, “Drivable path planning using hybrid search algorithm based on e* and bernstein-bézier motion primitives,” IEEE Transactions on Systems, Man, and Cybernetics: Systems, pp. 1–15, 2019.
[4] H. Oleynikova, M. Burri, Z. Taylor, J. Nieto, and E. Galceran, “Continuous-time trajectory optimization for online uav replanning,” in IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS), 2016.
[5] A. C. Woods and H. M. La, “A novel potential field controller for use on aerial robots,” IEEE Transactions on Systems, Man, and Cybernetics: Systems, vol. 49, no. 4, pp. 665–676, April 2019.
[6] V. Usenko, L. von Stumberg, A. Pangercic, and D. Cremers, “Real-time trajectory replanning for mavs using uniform b-splines and a 3d circular buffer,” in 2017 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS). IEEE, 2017, pp. 215–222.
[7] P. F. Felzenszwalb and D. P. Huttenlocher, “Distance transforms of sampled functions,” Theory of computing, vol. 8, no. 1, pp. 415–428, 2012.
[8] D. Zhu, Y. Du, Y. Lin, H. Li, C. Wang, X. Xu, and M. Q.-H. Meng, “Hawkeye: Open source framework for field surveillance,” in 2017 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS). IEEE, 2017, pp. 6083–6090.
[9] D. Zhu, T. Li, D. Ho, C. Wang, and M. Q.-H. Meng, “Deep reinforcement learning supervised autonomous exploration in office environments,” in 2018 IEEE International Conference on Robotics and Automation (ICRA). IEEE, 2018, pp. 7548–7555.
[10] T. Li, J. Pan, D. Zhu, and M. Q. . Meng, “Learning to interrupt: A hierarchical deep reinforcement learning framework for efficient exploration,” in 2018 IEEE International Conference on Robotics and Biomimetics (ROBIO), Dec 2018, pp. 648–653.
[11] C. Wang, D. Zhu, T. Li, M. Q. . Meng, and C. W. de Silva, “Efficient autonomous robotic exploration with semantic road map in indoor environments,” IEEE Robotics and Automation Letters, vol. 4, no. 3, pp. 2989–2996, July 2019.
[12] A. Wallar, E. Plaku, and D. A. Sofoje, “Reactive motion planning for unmanned aerial surveillance of risk-sensitive areas,” IEEE Transactions on Automation Science and Engineering, vol. 12, no. 3, pp. 969–980, July 2015.
[13] H. Lee, H. Kim, and H. J. Kim, “Planning and control for collision-free cooperative aerial transportation,” IEEE Transactions on Automation Science and Engineering, vol. 15, no. 1, pp. 189–201, Jan 2018.
[14] R. Bonatti, Y. Zhang, S. Choudhury, W. Wang, and S. Scherer, “Autonomous drone cinematographer: Using artistic principles to create smooth, safe, occlusion-free trajectories for aerial filming,” arXiv preprint arXiv:1808.09563, 2018.
[15] K. Liu, X. Han, and B. M. Chen, “Deep learning based automatic crack detection and segmentation for unmanned aerial vehicle inspections,” in 2019 IEEE International Conference on Robotics and Biomimetics (ROBIO), Dec 2019, pp. 381–387.
[16] N. Kalra, D. Ferguson, and S. Singh, “Efﬁcient c-space and cost function updates in 3d for unmanned aerial vehicles,” in 2009 IEEE International Conference on Robotics and Automation (ICRA), May 2009, pp. 2949–2954.
[17] B. Lau, C. Sprunk, and W. Burgard, “Improved updating of euclidean distance maps and voronoi diagrams,” in IEEE/RSJ International Conference on Intelligent Robots and Systems, 2010, pp. 281–286.
[18] S. Scherer, J. Rehder, S. Achar, H. Cover, A. Chambers, S. Nuske, and...
S. Singh, “River mapping from a flying robot: state estimation, river detection, and obstacle mapping,” *Autonomous Robots*, vol. 33, no. 1-2, pp. 189–214, 2012.

[20] H. Cover, S. Choudhury, S. Scherer, and S. Singh, “Sparse tangential network (spartan): Motion planning for micro aerial vehicles,” in 2013 *IEEE International Conference on Robotics and Automation*. IEEE, 2013, pp. 2820–2825.

[21] H. Oleynikova, Z. Taylor, M. Fehr, R. Siegwart, and J. Nieto, “Voxelblox: Incremental 3d euclidean signed distance fields for on-board mav planning,” in 2017 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS), Sep. 2017, pp. 1366–1373.

[22] E. Vespa, N. Nikolov, M. Grimm, L. Nardi, P. H. Kelly, and S. Leutenegger, “Efficient octree-based volumetric slam supporting signed-distance and occupancy mapping,” *IEEE Robotics and Automation Letters*, vol. 3, no. 2, pp. 1144–1151, 2018.

[23] L. Han, F. Gao, B. Zhou, and S. Shen, “FIESTA: fast incremental euclidean distance fields for online motion planning of aerial robots,” CoRR, vol. abs/1903.02144, 2019.

[24] M. Nietlein, M. Zollhöfer, S. Iرادi, and M. Stamminger, “Real-time 3d reconstruction at scale using voxel hashing,” *ACM Transactions on Graphics (ToG)*, vol. 32, no. 6, pp. 1–11, 2013.

[25] K. Museth, “Vdb: High-resolution sparse volumes with dynamic topology,” *ACM Transactions on Graphics (TOG)*, vol. 32, no. 3, 2013.

[26] D. Meagher, “Geometric modeling using octree encoding,” *Computer graphics and image processing*, vol. 19, no. 2, pp. 129–147, 1982.

[27] A. Hornung, K. M. Wurm, M. Bennewitz, C. Stachniss, and W. Burgard, “Octomap: An efficient probabilistic 3d mapping framework based on octrees,” *Autonomous robots*, vol. 34, no. 3, pp. 189–206, 2013.

[28] J. Barraquand and J.-C. Latombe, “Robot and a distributed representation approach,” *International Journal of Robotic Research - IJRR*, vol. 10, pp. 628–649, 12 1991.

[29] A. Stentz, “Optimal and efficient path planning for partially known environments,” in *Intelligent Unmanned Ground Vehicles*. Springer, 1997, pp. 203–220.

[30] S. Koenig and M. Likhachev, “D* lite,” *Aaai*, vol. 15, 2002.

[31] I. Maurović, M. Seder, K. Lenac, and I. Petrović, “Path planning for active slam based on the d* algorithm with negative edge weights,” *IEEE Transactions on Systems, Man, and Cybernetics: Systems*, vol. 48, no. 8, pp. 1321–1331, Aug 2018.

[32] R. Beyer and E. McCreight, “Organization and maintenance of large ordered indices,” *Acta Informatica*, vol. 1, no. 3, pp. 173–189, 1972.

[33] A. Hornung, “Octomap 3d scan dataset,” http://ais.informatik.uni-freiburg.de/projects/datasets/octomap/.