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Abstract. A fundamental ingredient in the noncommutative geometry program is
the notion of KK-duality, often called K-theoretic Poincaré duality, that generalises
Spanier-Whitehead duality. In this paper we construct a \( \theta \)-summable Fredholm
module that represents the fundamental class in KK-duality between the stable
and unstable Ruelle algebras of a Smale space. To find such a representative, we
construct dynamical partitions of unity on the Smale space with highly controlled
Lipschitz constants. This requires a generalisation of Bowen’s Markov partitions.
Along with an aperiodic point-sampling technique we produce a noncommutative
analogue of Whitney’s embedding theorem, leading to the Fredholm module.

1. Introduction

In [10, Chapter 6], Connes asserts that the notion of manifold in noncommutative
geometry will be reached only after an understanding of duality in KK-theory. This
generalises the situation of a compact spin\(^c\)-manifold \( M \) where its fundamental class in
K-homology, that implements Poincaré duality in KK-theory, has a concrete Fredholm
module representation. Specifically, it is given by the phase of a Dirac operator acting
on the Hilbert space of \( L^2 \)-spinors on \( M \). Spanier-Whitehead duality in KK-theory,
here referred to as KK-duality, provides a general framework to this end.

With this in mind, we bring the stable and unstable Ruelle algebras of a Smale
space a step closer to being realised as noncommutative manifolds. Specifically, we
build a \( \theta \)-summable Fredholm module representation of their KK-duality fundamental
class in [33]. The heart of our method lies in approximating Smale spaces through
dynamical open covers, introduced in [25], that are built from Markov partitions.
This representation opens the window to Lefschetz fixed point theorems for Ruelle
algebras, as in [20,22].

Smale spaces, defined by Ruelle [48], extend Smale’s non-wandering sets of Axiom
A systems [50] to the topological setting. For a Smale space \( (X, \varphi) \), Putnam [45]
defined simple, nuclear, purely infinite groupoid \( C^* \)-algebras; the stable and unstable
Ruelle algebras \( R^s(X, \varphi) \) and \( R^u(X, \varphi) \). The zero dimensional Smale spaces are the
subshifts of finite type and their Ruelle algebras are stabilised Cuntz-Krieger algebras,
thus we think of the Ruelle algebras as higher dimensional Cuntz-Krieger algebras.

Further, the stable and unstable Ruelle algebras were shown to be KK-dual [33].
The fundamental class \( \Delta \) was given by an extension \( \tau_\Delta \) of \( R^s(X, \varphi) \otimes R^u(X, \varphi) \) by
the compact operators. The class \( \Delta \) abstractly has Fredholm module representatives
due to nuclearity, Choi-Effros lifting, and Stinespring dilation. However, concrete
representatives are difficult to define, particularly those that arise geometrically and
have summability properties. In this paper we find such a representative.
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Main Theorem (c.f. Theorem 6.2). Let \((X, \varphi)\) be an irreducible Smale space. Then there is an odd Fredholm module over \(\mathcal{R}^s(X, \varphi) \otimes \mathcal{R}^u(X, \varphi)\) that is explicitly associated with the underlying dynamics and represents \(\Delta\). Moreover, there are dense Lipschitz groupoid algebras \(\Lambda_s \subset \mathcal{R}^s(X, \varphi)\), \(\Lambda_u \subset \mathcal{R}^u(X, \varphi)\) such that the Fredholm module is \(\theta\)-summable on \(\Lambda_s \otimes_{\text{alg}} \Lambda_u\).

Before explaining the theorem we present some context around KK-duality. This duality is a noncommutative generalisation of the classical Spanier-Whitehead duality which relates the homology of a complex with the cohomology of a dual complex. Following [34], the separable \(C^\ast\)-algebras \(A\) and \(DA\) are KK-dual if there are duality classes \(\mu \in \text{KK}_i(A \otimes DA, \mathbb{C})\), \(\nu \in \text{KK}_i(\mathbb{C}, A \otimes DA)\) with Kasparov products

\[
(1) \quad \nu \otimes_A \mu = (-1)^i 1_{DA} \in \text{KK}_0(DA, DA) \quad \text{and} \quad \nu \otimes_{DA} \mu = 1_A \in \text{KK}_0(A, A).
\]

Kasparov slant products with the duality classes produce isomorphisms between the K-theory of \(A\) and the K-homology of the dual algebra \(DA\), and vice versa. Further details appear in Subsection 2.5. KK-duality was first introduced by Connes [10] and Kasparov [36] as K-theoretic Poincaré duality. As discussed in [32–34], though, Poincaré duality relates the homology and cohomology of the same manifold given it is orientable, while the duality we consider here extends Spanier-Whitehead duality to the noncommutative framework.

The key to finding a Fredholm module representative of the fundamental class \(\Delta\) is to use the underlying geometry of the Smale space. Bowen’s Markov partitions [7–9] provide a combinatorial model of arbitrary precision for Smale spaces and are essential in their dimension theory [3] and homology [44]. However, Markov partitions do not fit directly in the geometric aspect of Smale spaces as they are closed covers with zero Lebesgue covering numbers, unless the Smale space is zero-dimensional. Nevertheless, one can inflate them to open covers realising the same combinatorial data, as in [25, Theorem 6.2], that approximate the metric through refinement. These covers admit Lipschitz partitions of unity with controlled Lipschitz constants and yield a dense aperiodic sample of homoclinic points. Then, inspired by Whitney’s Embedding Theorem [52] we produce an isometry. Remarkably, when the metric exhibits self-similarity, the isometry \(V\) compresses a representation \(\rho\) of \(\mathcal{R}^s(X, \varphi) \otimes \mathcal{R}^u(X, \varphi)\) back to the extension \(\tau_{\Delta}\), up to compact operators and unitary equivalence. The pair \((\rho, V)\) then gives a Fredholm module representative of \(\Delta\) that is \(\theta\)-summable on an algebraic tensor product of Lipschitz groupoid algebras. The general problem reduces to the self-similar case as the metric is self-similar up to topological conjugacy, see Subsection 2.1. Interestingly, the first author has used [25, Theorem 6.2] to prove Ahlfors’ regularity of Smale spaces and to study K-homological finiteness of the Ruelle algebras. However, our main theorem is the raison d’être for this approximation tool. We believe the first author’s innovation has many more applications still to come.

A Fredholm module representation has also been given by Goffeng and Mesland [29] for the fundamental class [32] of Cuntz-Krieger algebras, by considering Fock spaces. Echterhoff, Emerson and Kim [19] obtained such a result for crossed products of complete Riemannian manifolds by countable groups acting isometrically, co-compactly and properly. However, Ruelle algebras are not associated to Fock spaces in general, and Smale spaces are typically fractal rather than smooth manifolds. A concrete representation of the K-theory duality class of an irrational rotation algebra is given by Duwenig and Emerson in [18]. Further, the work of Rennie, Robertson and Sims [47] on crossed products by \(\mathbb{Z}\) with coefficient algebras satisfying KK-duality does not...
apply to our situation, since the coefficient algebras of $R^s(X, \varphi)$ and $R^u(X, \varphi)$ do not have KK-duals in general, see [27, Subsection 5.1.2]. Finally, it would be interesting if our result was related to a Fredholm module representation of the fundamental extension class of Emerson [21] for crossed products of hyperbolic group boundary actions, as in some cases these are strongly Morita equivalent to Ruelle algebras [37].

The structure of this paper is as follows. Section 2 has several parts outlining the objects and tools required in the paper. Specifically, Subsection 2.1 defines Smale spaces along with standard properties. This includes a key observation of Artigue [2] that all Smale spaces are topologically conjugate to self-similar Smale spaces. Subsection 2.2 outlines the first author’s $\delta$-enlarged Markov partitions, which are key to our construction. We then introduce Smale space $C^*$-algebras in Subsection 2.3 including the stable and unstable algebras as well as their crossed products by $\mathbb{Z}$, called Ruelle algebras. Subsection 2.4 briefly introduces KK-theory along with the notion of smoothness for an extension and of summability for a Fredholm module. In the final two sections of the preliminaries we introduce KK-duality and the specific duality classes for Ruelle algebras, focussing on the fundamental class.

The remainder of the paper describes the lift of the KK-duality fundamental class to the $\theta$-summable Fredholm module picture. Section 3 defines an untwisted representation of the tensor product $R^s(X, \varphi) \otimes R^u(X, \varphi)$ on an enlarged Hilbert space. Moreover, we symmetrise the dynamics of the representation in order to facilitate the construction of our compressing isometry later on. To aid the reader’s understanding we include Subsection 3.2 that outlines the ideas behind our compressing isometry. In this section we explain how we aim to prove the main theorem and give intuition towards our analogue of Whitney’s embedding.

Section 4 uses a refining sequence of $\delta$-enlarged Markov partitions to construct a sequence of dynamical Lipschitz partitions of unity. Each has highly controlled Lipschitz constants. In combination with a particular choice function from the refining sequence, with values in a dense set of homoclinic points in the Smale space, we are able to construct the compressing isometry $V$ in Section 5. The isometry $V$ is the direct sum of averaging isometries $V_n$ that correspond to certain levels of the refining sequence. Also these isometries satisfy quasi-invariance properties relevant to the $\mathbb{Z}$-actions in the Ruelle algebras.

In the final Section 6, we define our Fredholm module representative of the fundamental class defining the KK-duality from [33]. Here we prove the main theorem of the paper, Theorem 6.2, through a sequence of highly technical lemmas.

2. Preliminaries

In this section we briefly introduce Smale spaces and their $C^*$-algebras. We also recall key results of the first author’s extension of Bowen’s Markov partitions to refining sequences of well-behaved open covers for Smale spaces [25]. Then we outline aspects of KK-theory needed in this paper and define KK-duality. Finally, we state the KK-duality theorem for Ruelle algebras of an irreducible Smale space and quickly recap the construction of the fundamental class from [33].

2.1. Smale spaces. In this paper we focus on dynamical systems with standard topological recurrence conditions – specifically, non-wandering, irreducible as well as mixing dynamics, see [41] Definitions 2.1.3, 2.1.4, and 2.1.5]. Heuristically, a Smale space is a dynamical system with a hyperbolic local product structure. Specifically, we have the following definition, originally due to Ruelle [48].
Definition 2.1 ([44], [48]). A Smale space \((X, \varphi)\) consists of an infinite compact metric space \(X\) with metric \(d\) along with a homeomorphism \(\varphi : X \to X\) such that, there exist constants \(\varepsilon_X > 0, \lambda > 1\) and a locally defined bi-continuous bracket map
\[
\lfloor \cdot, \cdot \rfloor : \{(x, y) \in X \times X : d(x, y) \leq \varepsilon_X\} \to X
\]
satisfying the bracket axioms:

B1 \(\lfloor x, x \rfloor = x\),

B2 \(\lfloor x, \lfloor y, z \rfloor \rfloor = \lfloor x, z \rfloor\),

B3 \(\lfloor \lfloor x, y \rfloor, z \rfloor = \lfloor x, z \rfloor\), and

B4 \(\varphi \lfloor x, y \rfloor = \lfloor \varphi(x), \varphi(y) \rfloor\),

for any \(x, y, z\) in \(X\) when both sides are defined. In addition, for \(x \in X\) and \(0 < \varepsilon \leq \varepsilon_X\) we can define the local stable and unstable sets
\[
X^s(x, \varepsilon) = \{y \in X : d(x, y) < \varepsilon, \lfloor y, x \rfloor = x\},
\]
\[
X^u(x, \varepsilon) = \{y \in X : d(x, y) < \varepsilon, \lfloor x, y \rfloor = x\}
\]
on which we have the contraction axioms:

C1 For \(y, z \in X^s(x, \varepsilon)\) we have \(d(\varphi(y), \varphi(z)) \leq \lambda^{-1}d(y, z)\),

C2 For \(y, z \in X^u(x, \varepsilon)\) we have \(d(\varphi^{-1}(y), \varphi^{-1}(z)) \leq \lambda^{-1}d(y, z)\).

The local product structure is encoded in the bracket axioms. Specifically, for \(x \in X\) and \(0 < \varepsilon \leq \varepsilon_X/2\), it follows that the bracket map
\[
\lfloor \cdot, \cdot \rfloor : X^u(x, \varepsilon) \times X^s(x, \varepsilon) \to X
\]
is a homeomorphism onto its image. Moreover, there is some \(0 < \varepsilon'_X \leq \varepsilon_X/2\) that for \(x, y \in X\) with \(d(x, y) \leq \varepsilon'_X\) one has \(d(x, \lfloor x, y \rfloor), d(y, \lfloor x, y \rfloor) \leq \varepsilon_X/2\), and \(\lfloor x, y \rfloor\) is the unique intersection of the local stable set of \(x\) and the local unstable set of \(y\), as depicted in Figure 1.
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**Figure 1.** The bracket map as the intersection of local stable and unstable sets

Given a point \(x \in X\), global stable and unstable sets \(X^s(x)\) and \(X^u(x)\) are defined by
\[
X^s(x) = \{y \in X : \lim_{n \to +\infty} d(\varphi^n(x), \varphi^n(y)) = 0\} \quad \text{and}
\]
\[
X^u(x) = \{y \in X : \lim_{n \to +\infty} d(\varphi^{-n}(x), \varphi^{-n}(y)) = 0\}.
\]
It is straightforward to prove that $X^s(x,\varepsilon) \subset X^s(x)$ and $X^u(x,\varepsilon) \subset X^u(x)$. Further, the open sets $\{X^s(y,\varepsilon) : y \in X^s(x), 0 < \varepsilon \leq \varepsilon_X\}$ form a neighbourhood base for a locally compact and Hausdorff topology on $X^s(x)$. Similarly for $X^u(x)$. Also, the stable and unstable equivalence on $X$ will be denoted by $x \sim_s y$ and $x \sim_u y$.

Smale spaces were defined by Ruelle to give a topological description of the non-wandering sets of differentiable dynamical systems satisfying Smale’s Axiom A [48]. The zero dimensional Smale spaces are exactly the subshifts of finite type (SFT) [44]. More recently, Wieler characterised the Smale spaces with zero dimensional stable or unstable sets, as what are now called Wieler solenoids [54]. These include Smale spaces associated with William’s solenoids, aperiodic substitution tilings, and the limit space of self-similar groups. There are many higher dimensional examples as well, notably the hyperbolic toral automorphisms.

Smale spaces are expansive dynamical systems [44, Proposition 2.1.9] and hence have finite topological entropy [51, Theorem 3.2], which we denote by $h(\varphi)$. Further, they always have finite Hausdorff dimension [48, Chapter 7]. Fractal dimensions of a large class of Smale spaces were calculated in [25].

The following theorem shows that recurrence properties of Smale spaces decompose the space in a rather nice manner.

**Theorem 2.2 (Smale’s Decomposition Theorem [44, Theorem 2.1.13]).** Assume that the Smale space $(X, \varphi)$ is non-wandering. Then $X$ can be decomposed into a finite disjoint union of clopen, $\varphi$-invariant, irreducible sets $X_0, \ldots, X_{N-1}$. Each of these sets can then be decomposed into a finite disjoint union of clopen sets $X_{i0}, \ldots, X_{iN_i}$ that are cyclically permuted by $\varphi$, and where $\varphi^{N_i+1}|_{X_{ij}}$ is mixing, for every $0 \leq j \leq N_i$.

To finish this subsection we define the notion of a self-similar Smale space along with Artigue’s Theorem that all Smale spaces admit a self-similar metric. For additional details see [25, Section 4.5].

**Definition 2.3.** A Smale space $(X, \varphi)$ with metric $d$ will be called self-similar if both $\varphi, \varphi^{-1}$ are $\lambda$-Lipschitz with respect to the metric.

As we can see from the next theorem, combining results of Fathi [23] and Fried [24], Artigue showed there is a plethora of self-similar Smale spaces.

**Theorem 2.4 ([2]).** Every Smale space $(X, d, \varphi)$ admits a compatible (self-similar) metric $d'$ so that $(X, d', \varphi)$ is a self-similar Smale space.

2.2. **Approximating Smale spaces.** Bowen’s seminal Theorem [7, Theorem 12] asserts that every irreducible Smale space $(X, \varphi)$ admits Markov partitions of arbitrarily small diameter; that is, the space $X$ can be partitioned into closed with non-empty interior subsets called rectangles, that respect the dynamical structure and overlap only on their boundaries.

**Definition 2.5.** A non-empty subset $R \subset X$ is called a rectangle if $\text{diam}(R) \leq \varepsilon_X'$ and $[x, y] \in R$, for any $x, y \in R$.

Bowen’s Theorem leads to the construction of a SFT for which $(X, \varphi)$ is a factor. The factor map is finite-to-one and one-to-one on a dense $G_\delta$-subset of the shift space. Although, Markov partitions provide a combinatorial framework for understanding the topological structure of Smale spaces, a more delicate approach is required for studying their metric structure. In [25, Theorem 6.2], the first author extended Markov partitions to special open covers that can be used to approximate the metric.
structure of Smale spaces. Before being more specific, we introduce notation used in [25, Theorem 6.2] that we require here.

Let $\#S$ denote the cardinality of a finite set $S$. Suppose $(Z, r)$ is a compact metric space and $U$ is a finite cover of $Z$ such that $\emptyset, Z \notin U$. Define

$$\text{diam}(U) = \max_{U \in U} \text{diam}(U);$$

$$m(U) = \max\{n : U_{i1} \cap \ldots \cap U_{in} \neq \emptyset \text{ such that } U_{ij} \neq U_{ik} \text{ for } j \neq k\};$$

$$\text{Leb}(U) = \min_{z \in Z} \max_{U \in U} r(z, Z \setminus U).$$

The last quantity is the Lebesgue covering number of $U$ and it holds that for every $z \in Z$ there is some $U \in U$ so that the ball $B(z, \ell) \subset U$, where $\ell = \text{Leb}(U)$.

In order to study dynamical properties on a compact metric space by means of finite approximations we use refining sequences of open covers, first introduced in [1, Corollary p. 314] to study topological entropy.

**Definition 2.6.** Let $(Z, r)$ be a compact metric space. A sequence $(\mathcal{V}_n)_{n \geq 0}$ of finite open covers of $Z$ is called refining if, $\mathcal{V}_0 = \{Z\}$ and for every $n \geq 0$ any element of $\mathcal{V}_{n+1}$ lies inside some element of $\mathcal{V}_n$ such that

$$\lim_{n \to \infty} \text{diam}(\mathcal{V}_n) = 0.$$

A refining sequence of open covers naturally gives rise to an approximation graph [25, Section 2.4]; that is, a rooted graph, with vertices given by the sets in the covers and edges defined by inclusion of the sets in preceding refinements. Its infinite path structure approximates the underlying space. In the sequel, it will often be useful to visualise refining sequences as rooted graphs.

Resuming our discussion, [25, Theorem 6.2] is the key tool for understanding the Ahlfors regularity of Smale spaces. The starting point is a Markov partition $\mathcal{R}_1$ with sufficiently small diameter. Inductively, $\mathcal{R}_1$ is then refined to Markov partitions $\mathcal{R}_n$, where each $\mathcal{R}_n$ refines $\mathcal{R}_{n-1}$ and $\text{diam}(\mathcal{R}_n)$ goes to zero. The sequence $(\mathcal{R}_n)_{n \in \mathbb{N}}$ is the main ingredient for deriving Bowen’s factor map. However, for our purposes it has one drawback. Specifically, the Lebesgue numbers of $\mathcal{R}_n$ are zero, unless the Smale space is zero-dimensional. To remedy this, we $\delta$-enlarge $\mathcal{R}_1$ to a cover of open rectangles $\mathcal{R}_1^\delta$. We note that $\delta > 0$ is carefully chosen and is independent of $n \in \mathbb{N}$. Using induction we then define a refining sequence of covers of open rectangles $\mathcal{R}_n^\delta$ that are $\delta$-enlarged versions of $\mathcal{R}_n$. While we do not go into the specifics of the construction here, [25, Theorem 6.2] is also key to defining a Fredholm module representative of the fundamental class for Smale spaces. We encourage the reader to delve into specifics of the first author’s construction in [25]. Here we require the following result.

**Theorem 2.7 (25, Theorem 6.2).** Suppose $(X, \varphi)$ is an irreducible Smale space and $\mathcal{R}_1$ is a Markov partition with sufficiently small diameter (see [24, Section 6]). Then, there are positive constants $C, c$ and $\theta \leq \varepsilon_X$, as well as a sufficiently small $\delta > 0$, so that for every $n \in \mathbb{N}$,

1. the cover $\mathcal{R}_n^\delta$ consists of open rectangles and $\mathcal{R}_{n+1}^\delta$ refines $\mathcal{R}_n^\delta$;
2. if $R^\delta \in \mathcal{R}_n^\delta$ and $x, y \in R^\delta$, then $d(\varphi^r(x), \varphi^r(y)) < \varepsilon_X$ when $|r| \leq n - 1$;
3. if $|r| \leq n - 1$, then the open cover $\varphi^r(\mathcal{R}_n^\delta)$ refines $\mathcal{R}_{n-|r|}^\delta$;
4. $\text{diam}(\mathcal{R}_n^\delta) \leq \lambda^{-n+1}\theta$;
5. $m(\mathcal{R}_n^\delta) \leq (\#\mathcal{R}_1^\delta)^2$.

Moreover, for every $\varepsilon \in (0, 1)$, there is some $n_0 \in \mathbb{N}$ such that, for $n \geq n_0$, we have

6. $C\varepsilon^{2h(\varphi)\varepsilon n} < \#\mathcal{R}_n^\delta < C\varepsilon^{2h(\varphi)\varepsilon n}$. 


If, in addition, \( \varphi, \varphi^{-1} \) are Lipschitz and \( \Lambda := \max\{\text{Lip}(\varphi), \text{Lip}(\varphi^{-1})\} \), then there is some \( \eta \in (0, \theta] \) so that, for every \( n \in \mathbb{N} \), we have
\[
(7) \quad \text{Lip}(\mathcal{R}_n^\delta) \geq \Lambda^{-n+1} \eta.
\]
The sequence \( (\mathcal{R}_n^\delta)_{n \geq 0} \) is called a refining sequence of \( \delta \)-enlarged Markov partitions.

The following corollary shows that, up to conjugacy, condition (7) of Theorem 2.7 always holds in the best possible way.

**Corollary 2.8 ([25, Corollary 6.3]).** An irreducible Smale space \((X, \varphi)\) is topologically conjugate to a self-similar Smale space \((Y, \psi)\) which admits a refining sequence of \( \delta \)-enlarged Markov partitions, with contraction constant \( \lambda_Y > 1 \) equal to \( \Lambda_Y \).

### 2.3. Smale space C*-algebras.

In this section, we describe various C*-algebras arising from an irreducible Smale space. These C*-algebras arise from the stable and unstable equivalence relations on Smale spaces, closely following the approach of Putnam and Spielberg [46]. While our treatment here is brief, it is self-contained. For further details see any of [33, 45, 46, 49], with the first being specific to the situation at hand.

Suppose \((X, \varphi)\) is an irreducible Smale space and choose periodic orbits \( P \) and \( Q \). Define
\[
X^s(P) = \bigcup_{p \in P} X^s(p), \quad X^u(Q) = \bigcup_{q \in Q} X^u(q).
\]

Give \( X^s(P) \) a locally compact and Hausdorff topology by forming a neighbourhood base of open sets \( X^s(x, \varepsilon) \), as \( x \) varies over \( X^s(P) \) and \( 0 < \varepsilon \leq \varepsilon_X \). For \( X^u(Q) \) we use the analogous approach. We obtain the stable and unstable groupoids
\[
G^s(Q) = \{(v, w) : v \sim_s w \text{ and } v, w \in X^s(Q)\} \quad \text{and} \quad G^u(P) = \{(v, w) : v \sim_u w \text{ and } v, w \in X^s(P)\}.
\]
To topologise the stable groupoid, let \((v, w)\) be in \( G^s(Q) \). Then for some \( N \geq 0 \), \( \varphi^N(w) \) is in \( X^s(\varphi^N(v), \varepsilon_X'/2) \). Continuity of \( \varphi \) implies the existence of \( \eta > 0 \) such that \( \varphi^N(X^u(w, \eta)) \subset X^s(\varphi^N(w), \varepsilon_X'/2) \). Thus we can define the stable holonomy map \( h^s : X^u(w, \eta) \to X^s(v, \varepsilon_X/2) \) by
\[
h^s(x) = \varphi^{-N}[\varphi^N(x), \varphi^N(v)],
\]
which is a homeomorphism onto its image. Also, let
\[
(3) \quad V^s(v, w, h^s, \eta, N) = \{(h^s(x), x) : x \in X^u(w, \eta)\}.
\]
A picture of the map \( h^s \) appears in Figure 2.

**Lemma 2.9.** The sets \( V^s(v, w, h^s, \eta, N) \) from [3] form a neighbourhood base for a second countable, locally compact and Hausdorff topology on \( G^s(Q) \), for which \( G^s(Q) \) is an étale groupoid. The analogous result holds for \( G^u(P) \) by considering the sets \( V^u(v, w, h^u, \eta, N) \).

Note that the stable and unstable groupoids depend on \( P \) and \( Q \) up to the groupoid equivalence given in [39]. These groupoids are proved to be amenable in [46]. Further, \( X^h(P, Q) = X^s(P) \cap X^u(Q) \) is countable and dense in \( X \).

Now consider the continuous functions of compact support \( C_c(G^s(Q)) \) as a complex vector space. The convolution and involution on \( C_c(G^s(Q)) \), for \( f, g \in C_c(G^s(Q)) \) and \((v, w) \in G^s(Q)\), are given by
\[
f \cdot g(v, w) = \sum_{z \sim_s v} f(v, z) g(z, w),
\]
\[
f^*(v, w) = \overline{f(w, v)},
\]
making \( C_c(G^s(Q)) \) into a complex \(*\)-algebra. A partition of unity argument shows that any function in \( C_c(G^s(Q)) \) can be written as a sum of functions with support in an element of the neighbourhood base described in Lemma 2.9.

---

**Figure 2.** The stable holonomy map onto its image \( h^s : X^u(w, \eta) \to X^u(v, \varepsilon_X/2) \)

To complete \( C_c(G^s(Q)) \) into a \( C^* \)-algebra, define a faithful representation \( \rho_s \) of \( C_c(G^s(Q)) \) on \( \mathcal{H} = l^2(X^h(P, Q)) \), for \( f \in C_c(G^s(Q)) \), \( \xi \in \mathcal{H} \), by

\[
(4) \quad \rho_s(f)\xi(v) = \sum_{z \sim_s v} f(v, z)\xi(z).
\]

The *stable algebra* \( \mathcal{S}(Q) \) is defined as the completion of \( \rho_s(C_c(G^s(Q))) \) in \( \mathcal{B}(\mathcal{H}) \) and the *unstable algebra* \( \mathcal{U}(P) \) is constructed similarly. See [33][46] for further details.

It is often convenient to choose \( P = Q \). However, it will be important later on to choose \( P \neq Q \) so that \( X^h(P, Q) \) contains no periodic points. We also often suppress the notation of \( \rho_s \) and write \( a\xi \) instead of \( \rho_s(a)\xi \), for \( a \in C_c(G^s(Q)) \), \( \xi \in \mathcal{H} \).

**Lemma 2.10** ([33 Lemma 3.3]). Suppose that \( V^s(v, w, h^s, \eta, N) \) is an open set as in Lemma 2.7, and \( a \in C_c(G^s(Q)) \) with \( \text{supp}(a) \subset V^s(v, w, h^s, \eta, N) \). Then for every \( x \in X^h(P, Q) \) we have

\[
a\delta_x = a(h^s(x), x)\delta_{h^s(x)},
\]
if \( x \in X^u(w, \eta) \), and \( a\delta_x = 0 \), otherwise.
The primary $C^*$-algebras in this paper are the stable and unstable Ruelle algebras, which are crossed products of $S(Q)$ and $U(P)$ by the integers. Indeed, define an automorphism $\alpha_s$ of $C_c(G^s(Q))$ by

$$\alpha_s(f) = f \circ (\varphi^{-1} \times \varphi^{-1}).$$

By continuity, the automorphism $\alpha_s$ extends to $S(Q)$. For $a \in C_c(G^s(Q))$ with $\text{supp}(a) \subset V^s(v, w, h^s, \eta, N)$ and $x \in X^h(P, Q)$ such that $h^s(\varphi^{-1}(x))$ is defined, we have

$$\alpha_s(a)\delta_x = a(h^s \circ \varphi^{-1}(x), \varphi^{-1}(x))\delta_{\varphi \circ h^s \circ \varphi^{-1}(x)}.$$

Moreover, the homeomorphism $\varphi$ induces a unitary $u$ on $\mathcal{H}$ given by $u\delta_x = \delta_{\varphi(x)}$, such that $\alpha_s(a) = uau^*$ for every $a \in S(Q)$. Thus we obtain a crossed product $S(Q) \rtimes_{\alpha_s} \mathbb{Z}$ called the stable Ruelle algebra. The unstable Ruelle algebra for $G^u(P)$ is constructed analogously.

**Notation 2.11.** The stable and unstable algebras as defined above are denoted by $S(Q)$ and $U(P)$, respectively. Also, the stable and unstable Ruelle algebras are denoted by $\mathcal{R}^s(Q) = S(Q) \rtimes_{\alpha_s} \mathbb{Z}$ and $\mathcal{R}^u(P) = U(P) \rtimes_{\alpha_u} \mathbb{Z}$, respectively.

For any choice of $P$ and $Q$, the stable and unstable (Ruelle) algebras are strongly Morita equivalent to the ones in [15]. Further, since the algebras are $C^*$-stable (see [15, Theorem A.2] and [31, Corollary 4.5]), for periodic orbits $Q$ and $Q'$ we have that $S(Q) \cong S(Q')$ and $\mathcal{R}^s(Q) \cong \mathcal{R}^s(Q')$. The same holds for the unstable (Ruelle) algebras.

It is worth mentioning that these $C^*$-algebras fit into Elliott’s classification program of simple, separable, nuclear $C^*$-algebras, and satisfy the UCT [46]. In addition, the stable and unstable algebras have finite nuclear dimension [14, Corollary 3.8] and are quasidiagonal [12]. If the Smale space is mixing, the stable and unstable algebras are also simple and have unique traces [15, Theorem 3.3]. We note that these traces are unbounded. In general, Ruelle algebras are also simple and purely infinite [46]. As a result, they can be classified up to isomorphism by K-theory [11].

The stable and unstable algebras of a subshift of finite type are approximately finite dimensional and the associated Ruelle algebras are strongly Morita equivalent to Cuntz-Krieger algebras. Further, the stable and unstable algebras of the dyadic solenoid are strongly Morita equivalent to the Bunce-Deddens algebra of type $2^\infty$. In the case of hyperbolic toral automorphisms, these $C^*$-algebras are equivalent to irrational rotation algebras. For further details see [15,46].

### 2.4. K-theoretic preliminaries

We assume that the reader is familiar with Hilbert $C^*$-modules as defined in [38]. To a pair $(A, B)$ of separable $\mathbb{Z}_2$-graded $C^*$-algebras, Kasparov [35,36] associated an abelian group $KK_0(A, B)$ formed by equivalence classes of elements that are described in the following definition.

**Definition 2.12** ([6, Definition 17.1.1] [36, Definition 2.1]). Let $A, B$ be separable $\mathbb{Z}_2$-graded $C^*$-algebras. A Kasparov $(A, B)$-bimodule is a triple $(E, \rho, F)$ such that

1. $E$ is a countably generated $\mathbb{Z}_2$-graded Hilbert $B$-module;
2. $\rho : A \rightarrow \mathcal{B}_B(E)$ is a graded $*$-homomorphism to the adjointable operators;
3. the operator $F \in \mathcal{B}_B(E)$ anti-commutes with the grading of $E$ and satisfies
   \[ \rho(a)(F^* - F) \in \mathcal{K}_B(E), \quad \rho(a)(F^2 - 1) \in \mathcal{K}_B(E), \quad [\rho(a), F] \in \mathcal{K}_B(E), \]
   for all $a \in A$, where $\mathcal{K}_B(E)$ is the two-sided ideal of $B$-compact operators.


The triples in the definition above are typically called Kasparov modules and define elements of \( \text{KK}_0(A, B) \), under unitary and operator homotopy equivalence \([33]\). Let \( \mathbb{C}_1 \) be the Clifford algebra with one generator. The group \( \text{KK}_0(A \otimes \mathbb{C}_1, B) \) is denoted by \( \text{KK}_1(A, B) \).

In the sequel all \( C^* \)-algebras, except for \( \mathbb{C}_1 \), will have trivial grading. The two extremes of KK-theory are K-theory and K-homology: \( \text{KK}_1(\mathbb{C}, B) \cong K_1(B) \) and \( \text{KK}_1(A, \mathbb{C}) = K^*(A) \), respectively. The K-homology groups are built from equivalence classes of Fredholm modules over \( A \), see \([30]\). Of specific interest to us are the odd Fredholm modules over \( A \). These are the Kasparov \((A, C)\)-bimodules without any mention on gradings.

**Notation 2.13.** By \([10]\ IV-A-Proposition 13\), the odd Fredholm modules correspond to Kasparov \((A \otimes \mathbb{C}_1, C)\)-bimodules. Under this identification, from this point on we will denote the classes in \( \text{KK}_1(A, C) \) as K-homology classes of odd Fredholm modules over \( A \).

Notably, the group \( \text{KK}_1(A, C) \) is naturally isomorphic to the group of equivalence classes of invertible extensions of \( A \) by the compact operators \( \mathcal{K}(H) \), where \( H \) is a separable Hilbert space. The isomorphism takes the class \([H, \rho, F]\) in \( \text{KK}_1(A, C) \) (under the normalisation \( F = F^*, F^2 = 1 \)) to the class of the Toeplitz extension \( \tau : A \to \mathcal{Q}(H) \) given by \( \tau(a) = P\rho(a)P + \mathcal{K}(H) \), where \( P \) is the projection \( (F + 1)/2 \). The inverse map is defined through Stinespring dilation. Also, we note that if \( A \) is nuclear then all extensions are invertible due to the Choi-Effros Lifting Theorem. For these details we refer to \([30]\). In general, this approach provides an abstract description of the inverse map and it is a challenging task to find a concrete one. Computing explicitly the inverse map for a specific case is the main goal of this paper. We refer to Theorem 2.16 of the current subsection for more details.

The external tensor product of a \( C^* \)-algebra \( D \) on the right of a class is defined to be

\[
(7) \quad \tau_D[\mathcal{E}] = [E \otimes D, \rho \otimes 1, F \otimes 1] \in \text{KK}_0(A \otimes D, B \otimes D),
\]

such that the graded tensor products of \( C^* \)-algebras are equipped with the spatial norm. Similarly, the left tensor product by \( D \) gives the class \( \tau^D[\mathcal{E}] \).

We note that KK-theory forms a bifunctor of pairs of \( C^* \)-algebras that is \( C^* \)-stable, homotopy-invariant in both variables and satisfies formal Bott periodicity; that is, \( \text{KK}_1(A \otimes \mathbb{C}_1, B) \cong \text{KK}_0(A, B) \) and \( \text{KK}_0(A, B \otimes \mathbb{C}_1) \cong \text{KK}_1(A, B) \).

The main tool in KK-theory is the Kasparov product

\[
(8) \quad \otimes_D : \text{KK}_0(A, D) \times \text{KK}_0(D, B) \to \text{KK}_0(A, B)
\]

that generalises the cup-cap product from topological K-theory. It is associative and functorial in every possible way and turns KK-theory into a category \([6]\). Moreover, the Kasparov product provides \( \text{KK}_0(A, A) \) with a ring structure with identity \( 1_A \). Using tensor products, the Kasparov product is generalised to the following operation:

\[
(9) \quad \text{KK}_0(A_1, B_1 \otimes D) \times \text{KK}_0(D \otimes A_2, B_2) \to \text{KK}_0(A_1 \otimes A_2, B_1 \otimes B_2).
\]

Abusing notation, for \( x \in \text{KK}_0(A_1, B_1 \otimes D) \) and \( y \in \text{KK}_0(D \otimes A_2, B_2) \), operation \((9)\) is denoted as

\[
x \otimes_D y := \tau_{A_2}(x) \otimes_{B_1 \otimes D \otimes A_2} \tau^{B_1}(y).
\]

The Kasparov product also naturally encodes Bott periodicity, see \([6]\) Section 19.2.5.\]
We conclude this subsection with a discussion of smooth extensions and summable Fredholm modules. Recall that $H$ is a separable Hilbert space. Given a compact operator $T$, let $(s_n(T))_{n \in \mathbb{N}}$ be the sequence of its singular values in decreasing order, counting multiplicities.

For $p > 0$, the Schatten $p$-ideal on $H$ is the set
\begin{equation}
\mathcal{L}^p(H) = \{ T \in \mathcal{K}(H) : (s_n(T))_{n \in \mathbb{N}} \in \ell^p(\mathbb{N}) \},
\end{equation}
equipped with the (quasi-)norm
\begin{equation}
\| T \|_p = \|(s_n(T))_{n \in \mathbb{N}}\|_{\ell^p(\mathbb{N})}.
\end{equation}
For $p \geq 1$, the Logarithmic integral $p$-ideal on $H$ is defined as
\begin{equation}
\text{Li}^{1/p}(H) = \{ T \in \mathcal{K}(H) : s_n(T) = O((\log n)^{-1/p}) \}
\end{equation}
with norm described on \cite{Douglas}. For simplicity, denote $\text{Li}^1(H)$ by $\text{Li}(H)$. For $p \geq 1$, the ideals $\mathcal{L}^p(H)$ and $\text{Li}^{1/p}(H)$ are examples of symmetrically normed ideals in $\mathcal{B}(H)$. For $p \in (0, 1)$, the ideals $\mathcal{L}^p(H)$ are only quasi-normed but still enjoy the nice properties of symmetrically normed ideals. For details we refer to \cite{Voiculescu}.

The following notion was introduced by Douglas \cite{Douglas} to study analytic properties of extensions and later by Douglas and Voiculescu \cite{DouglasVoiculescu} in index theory. Let $\mathcal{I}$ denote one of the aforementioned ideals or $\mathcal{K}(H)$.

**Definition 2.14** (\cite{Douglas}). Let $\mathcal{A}$ be a dense $*$-subalgebra of the $C^*$-algebra $\mathcal{A}$. An extension $\tau : \mathcal{A} \to \mathcal{Q}(H)$ will be called $\mathcal{I}$-smooth on $\mathcal{A}$ if there is a linear map $\eta : \mathcal{A} \to \mathcal{B}(H)$ such that
\[ \eta(ab) - \eta(a)\eta(b) \in \mathcal{I}, \quad \eta(a^*) - \eta(a)^* \in \mathcal{I} \]
and $\tau(a) = \eta(a) + \mathcal{K}(H)$, for all $a, b \in \mathcal{A}$. If $\mathcal{I} = \mathcal{L}^p(H)$, the extension will be called $p$-smooth (or just finitely smooth).

Summability of Fredholm modules was introduced by Connes \cite{Connes} and is regarded as a refinement of the notion of smoothness for extensions. Summability plays a central role in Connes’ approach to index theory.

**Definition 2.15** (\cite{Douglas}, \cite{Voiculescu}). Let $\mathcal{A}$ be a dense $*$-subalgebra of the $C^*$-algebra $\mathcal{A}$. Also, consider the ideal $\mathcal{I}^{1/2} = \text{span}\{ T \in \mathcal{K}(H) : T^*T, TT^* \in \mathcal{I} \}$. A Fredholm module $(H, \rho, F)$ over $\mathcal{A}$ is $\mathcal{I}^{1/2}$-summable on $\mathcal{A}$ if, for every $a \in \mathcal{A}$, we have
\[ \rho(a)(F^* - F) \in \mathcal{I}, \quad \rho(a)(F^2 - 1) \in \mathcal{I}, \quad [\rho(a), F] \in \mathcal{I}^{1/2}. \]
If $\mathcal{I}^{1/2} = \mathcal{L}^p(H)$, the Fredholm module is called $p$-summable and if $\mathcal{I}^{1/2} = \text{Li}^{1/2}(H)$ the Fredholm module is called $\theta$-summable.

In the extension picture of $\text{KK}_1(\mathcal{A}, \mathbb{C})$, given a class of an odd $\mathcal{I}^{1/2}$-summable Fredholm module we obtain a class of an $\mathcal{I}$-smooth extension. On the other hand, the inverse procedure of finding summable Fredholm module representatives for classes of smooth invertible extensions is a subtle process, see \cite{Voiculescu}. However, a general recipe to this end is the following.

**Theorem 2.16** (\cite{Voiculescu}, Theorem 2.2.1). Let $\tau : \mathcal{A} \to \mathcal{Q}(H)$ be an extension that is $\mathcal{I}$-smooth on a dense $*$-subalgebra $\mathcal{A} \subset \mathcal{A}$ and $\eta : \mathcal{A} \to \mathcal{B}(H)$ be a linear map as in Definition 2.14. If there is an isometry $V : H \to H'$ and a representation $\rho : \mathcal{A} \to \mathcal{B}(H')$ such that $\eta(a) - V^*\rho(a)V \in \mathcal{I}$, for all $a \in \mathcal{A}$, then the triple $(H', \rho, 2VV^* - 1)$ is an odd Fredholm module over $\mathcal{A}$. Moreover, it is $\mathcal{I}^{1/2}$-summable on $\mathcal{A}$ and represents the equivalence class of $\tau$. 
2.5. **KK-duality.** Spanier-Whitehead duality \[4\] relates the homology of a finite complex with the cohomology of a dual complex. The following noncommutative analogue is based on definitions given in \[21,32,33\].

**Definition 2.17.** Let \(A\) and \(B\) be separable \(C^*\)-algebras. We say that \(A\) and \(B\) are **Spanier-Whitehead** KK-dual (or just **KK-dual**) if there is a K-homology class \(\mu \in \text{KK}_i(A \otimes B, \mathbb{C})\) and a K-theory class \(\nu \in \text{KK}_i(\mathbb{C}, A \otimes B)\) such that

\[
\nu \otimes_B \mu = 1_A \quad \text{and} \quad \nu \otimes_A \mu = (-1)^i 1_B,
\]

where the flip isomorphism \(A \otimes B \to B \otimes A\) is employed where required to ensure the Kasparov product makes sense. In analogy with the commutative setting, we call the K-homology class in a KK-duality pair a **fundamental class**. If \(A\) is KK-dual to its opposite algebra \(A^{\text{op}}\), we say \(A\) satisfies **Poincaré duality**.

Given a KK-duality pair \((\mu, \nu)\) between \(A\) and \(B\), there are isomorphisms

\[
\begin{align*}
\nu \otimes_B : \text{KK}_j(B, \mathbb{C}) &\rightarrow \text{KK}_{j+i}(\mathbb{C}, A), \\
- \otimes_A \mu : \text{KK}_j(\mathbb{C}, A) &\rightarrow \text{KK}_{j+i}(B, \mathbb{C}),
\end{align*}
\]

see \[21\] Lemma 9 for the most general framework. It is also worth mentioning that \(\nu\) is unique for \(\mu\) and vice versa. The question whether a separable \(C^*\)-algebra has a Spanier-Whitehead KK-dual is addressed in \[34\], which gives an excellent overview of KK-duality.

Connes \[10\] Chapter VI] proved that the irrational rotation algebras satisfy Poincaré duality. The first odd Poincaré duality was proved by Kaminker and Putnam \[32\] for Cuntz-Krieger algebras. Further, Popescu and Zacharias \[42\] showed that higher rank graph algebras satisfy Poincaré duality. Emerson \[21\] showed that \(C(\partial \Gamma) \rtimes \Gamma\) satisfies Poincaré duality for a large class of hyperbolic groups \(\Gamma\). Also, Echterhoff, Emerson, and Kim \[19\] showed KK-duality for certain classes of orbifold \(C^*\)-algebras. Nishikawa and Proietti studied Spanier-Whitehead duality for discrete groups and compared it with the Baum-Connes conjecture \[40\]. As we will see in the next section, Kaminker, Putnam, and the second author \[33\] proved KK-duality between the stable and unstable Ruelle algebras.

2.6. **KK-duality for Ruelle algebras.** We now explain the KK-duality of Ruelle algebras by focussing on the fundamental class, represented by an extension in \[33\]. Then, due to nuclearity of Ruelle algebras, the fundamental class has an abstract Fredholm module representative. The thrust of this paper is to define a concrete Fredholm module version of the fundamental class. We refer to \[33\] Section 5] for the K-theory duality class since we do not require it here.

As a standing assumption for this section, let \((X, \varphi)\) be an irreducible Smale space with periodic orbits \(P, Q\) such that \(P \cap Q = \emptyset\). Let \(\mathcal{H} = \ell^2(X^b(P, Q))\) and note that \(X^b(P, Q)\) has no periodic points.

**Theorem 2.18** (\[33\] Theorem 1.1 and Corollary 4.3]). The Ruelle algebras \(\mathcal{R}^s(Q)\) and \(\mathcal{R}^u(P)\) are Spanier-Whitehead KK-dual. Moreover, if the K-theory group of \(\mathcal{S}(Q)\) or \(\mathcal{U}(P)\) have finite rank, then \(\mathcal{R}^s(Q) \cong \mathcal{R}^u(P)\) and both Ruelle algebras satisfy Poincaré duality.

**Remark 2.19.** We note that Proietti and Yamashita \[43\] recently announced a proof that the K-theory of both \(\mathcal{S}(Q)\) or \(\mathcal{U}(P)\) have finite rank, thereby removing that hypothesis from the above theorem.
Philosophically, the KK-duality in [33] builds on the previous KK-duality result of Kaminker and Putnam [32] for Cuntz-Krieger algebras. However, the two approaches are completely different. Cuntz-Krieger algebras are quotients of Toeplitz algebras which admit representations on Fock spaces, and this is used heavily in the construction of the fundamental class. On the other hand, general Ruelle algebras do not have such an a priori tractable description. Nevertheless, it seems possible that they admit interesting Cuntz-Pimsner models, but at the moment this is only known in a few specific cases [11].

Using the open subsets of $G^s(Q), G^n(P)$ of Lemma 2.9, we begin with the following straightforward result.

**Lemma 2.20** ([33] Lemma 6.1). Suppose $a \in C_c(G^s(Q))$ and $b \in C_c(G^n(P))$ such that $\text{supp}(a) \subset V^s(v, w, h^s, \eta, N)$ and $\text{supp}(b) \subset V^u(v', w', h^u, \eta', N')$, then $\text{rank}(ab)$ and $\text{rank}(ba)$ are at most one. Consequently, for every $a \in S(Q)$ and $b \in U(P)$ we have that the products $ab$ and $ba$ are in $K(\mathcal{H})$.

The hyperbolic nature of the dynamics, along with the fact that $P \cap Q = \emptyset$ leads to the following lemma. Recall the definition of the automorphism $\alpha_s$ from (10).

**Lemma 2.21** ([33] Lemma 6.2). Suppose $a \in C_c(G^s(Q))$ and $b \in C_c(G^n(P))$ such that $\text{supp}(a) \subset V^s(v, w, h^s, \eta, N)$ and $\text{supp}(b) \subset V^u(v', w', h^u, \eta', N')$, then there exists $M \in \mathbb{N}$ such that $\alpha_s^{-n}(a)b = ba_s^{-n}(a) = 0$, for $n \geq M$. Consequently, for every $a \in S(Q)$ and $b \in U(P)$ we have that

$$
\lim_{n \to +\infty} \alpha_s^{-n}(a)b = 0 \quad \text{and} \quad \lim_{n \to +\infty} ba_s^{-n}(a) = 0.
$$

The next lemma will be modified to our needs to construct a Fredholm module representing the fundamental class of [33]. We record it here as a point of reference.

**Lemma 2.22** ([33] Lemma 6.3). For any $a \in S(Q)$ and $b \in U(P)$, we have

$$
\lim_{n \to +\infty} \|\alpha_s^n(a)b - ba_s^n(a)\| = 0,
$$

$$
\lim_{n \to +\infty} \|\alpha_s^n(a)\alpha_s^{-n}(b) - \alpha_s^{-n}(b)\alpha_s^n(a)\| = 0.
$$

To define the fundamental class in [33], the main idea is to find faithful representations of both Ruelle algebras on the same Hilbert space, which commute modulo compacts, but their non-zero products are never compact. To this end, consider the inflated representation $\rho_s: \mathcal{R}^s(Q) \to B(\mathcal{H} \otimes \ell^2(\mathbb{Z}))$ given, for $a \in S(Q)$, by

$$
a \mapsto \bigoplus_{n \in \mathbb{Z}} \alpha_s^n(a) \quad \text{and} \quad u \mapsto 1 \otimes B,
$$

where $u$ is the unitary given by $u\delta_n = \delta_{\varphi(n)}$ and $B$ is the left bilateral shift given by $B\delta_n = \delta_{n-1}$. Moreover, let $\rho_u: \mathcal{R}^u(P) \to B(\mathcal{H} \otimes \ell^2(\mathbb{Z}))$ be the representation given, for $b \in U(P)$, by

$$
b \mapsto b \otimes 1 \quad \text{and} \quad u \mapsto u \otimes B^*.
$$

These representations are faithful and satisfy $[\rho_s(a), \rho_u(u)] = 0$, $[\rho_u(b), \rho_u(u)] = 0$ and $[\rho_u(u), \rho_u(u)] = 0$. Thus, Lemmas 2.20, 2.21 and 2.22 yield the following lemma.

**Lemma 2.23.** The $C^*$-algebras $\rho_s(\mathcal{R}^s(Q))$ and $\rho_u(\mathcal{R}^u(P))$ commute modulo compact operators on $\mathcal{H} \otimes \ell^2(\mathbb{Z})$.

**Lemma 2.24** ([33] Lemma 4.4.13). There are $a \in S(Q)$ and $b \in U(P)$ such that the operator $\rho_u(a)\rho_u(b)$ is not compact.
Since Ruelle algebras are nuclear, there is a well-defined map \( \tau_\Delta : \mathcal{R}^s(Q) \otimes \mathcal{R}^a(P) \to \mathcal{Q}(\mathcal{H} \otimes \ell^2(Z)) \) given on elementary tensors by
\[
\tau_\Delta(au^j \otimes bu^j') = (\overline{p}_\pi \cdot \overline{p}_\nu)(au^j \otimes bu^j') + \mathcal{K}(\mathcal{H} \otimes \ell^2(Z)) \\
= \left( \sum_{n \in \mathbb{Z}} \alpha_n^s(a) \otimes e_{n,n}(1 \otimes B^j)(b \otimes 1)(u^j \otimes B^{-j'}) + \mathcal{K}(\mathcal{H} \otimes \ell^2(Z)) \right) \\
= \sum_{n \in \mathbb{Z}} \alpha_n^s(a)bu^j' \otimes e_{n,n+j-j'} + \mathcal{K}(\mathcal{H} \otimes \ell^2(Z))
\]
where \( a \in \mathcal{S}(Q), b \in \mathcal{U}(P), j, j' \in \mathbb{Z}, \) and \( e_{n,m} \) are matrix units. Thus \( \tau_\Delta \) is an extension (or rather a Busby invariant) of \( \mathcal{R}^s(Q) \otimes \mathcal{R}^a(P) \) by the compacts. Since \( (X, \varphi) \) is irreducible, \( \mathcal{R}^s(Q) \otimes \mathcal{R}^a(P) \) is simple and Lemma 2.24 proves that \( \tau_\Delta \) is not the zero extension.

Alternatively, the extension \( \tau_\Delta \) is constructed as follows. Let \( \mathcal{E} \) be the \( C^* \)-algebra generated by \( \overline{p}_\pi(\mathcal{R}^s(Q)), \overline{p}_\nu(\mathcal{R}^a(P)) \) and \( \mathcal{K}(\mathcal{H} \otimes \ell^2(Z)) \). Since neither \( \overline{p}_\pi(\mathcal{R}^s(Q)) \) nor \( \overline{p}_\nu(\mathcal{R}^a(P)) \) contains non-zero compact operators, Lemma 2.23 shows that
\[
\mathcal{E}/\mathcal{K}(\mathcal{H} \otimes \ell^2(Z)) \cong \mathcal{R}^s(Q) \otimes \mathcal{R}^a(P).
\]

**Definition 2.25** ([33, Definition 6.6]). The fundamental class \( \Delta \) in the KK-duality pair from Theorem 2.18 is represented by the extension
\[
0 \to \mathcal{K}(\mathcal{H} \otimes \ell^2(Z)) \to \mathcal{E} \to \mathcal{R}^s(Q) \otimes \mathcal{R}^a(P) \to 0,
\]

or equivalently, by its Busby invariant \( \tau_\Delta : \mathcal{R}^s(Q) \otimes \mathcal{R}^a(P) \to \mathcal{Q}(\mathcal{H} \otimes \ell^2(Z)) \).

**3. Lifting the Fundamental Class: The Symmetric Representation and Intuition Towards a Geometric Fundamental Class**

Let \( (X, \varphi) \) be an irreducible Smale space and fix two periodic orbits \( P \) and \( Q \) such that \( P \cap Q = \emptyset \). In this section, we untwist the extension \( \tau_\Delta \) from the previous section and develop intuition into building a geometric Fredholm module representative of the fundamental class \( \Delta \in \text{KK}_1(\mathcal{R}^s(Q) \otimes \mathcal{R}^a(P), \mathbb{C}) \) from Subsection 2.3. More precisely, recalling that \( \mathcal{H} = \ell^2(X^h(P, Q)) \), we aim to explicitly find:

(i) a representation \( \rho : \mathcal{R}^s(Q) \otimes \mathcal{R}^a(P) \to \mathcal{B}(\mathcal{H}) \) on a Hilbert space \( \mathcal{H} \),

(ii) and isometry \( V : \mathcal{H} \otimes \ell^2(Z) \to \mathcal{H} \), and

(iii) a unitary \( U \in \mathcal{B}(\mathcal{H} \otimes \ell^2(Z)) \),

such that, for all \( x \in \mathcal{R}^s(Q) \otimes \mathcal{R}^a(P) \), we have
\[
(\text{Ad}_\pi(U) \circ \tau_\Delta)(x) = V^* \rho(x)V + \mathcal{K}(\mathcal{H} \otimes \ell^2(Z)),
\]

where \( \text{Ad}_\pi(U) \) is conjugation by \( \pi(U) = U + \mathcal{K}(\mathcal{H} \otimes \ell^2(Z)) \). Using Theorem 2.16, it then follows that \( \Delta \) is represented by the odd Fredholm module \( (\mathcal{H}, \rho, 2VV^* - 1) \) over \( \mathcal{R}^s(Q) \otimes \mathcal{R}^a(P) \). In this section we construct (i), (iii) and give intuition towards (ii). The latter is explicitly constructed in Section 5. Then, in Section 6 we prove (19) and investigate summability properties of the Fredholm module \( (\mathcal{H}, \rho, 2VV^* - 1) \).

To reiterate, an abstract Fredholm module representation of the fundamental class exists due to the nuclearity of Ruelle algebras, the Choi-Effros Lifting Theorem and Stinespring dilation. However, we need a concrete Fredholm module representation for index computations and summability. To do this requires some brute force and heavy analysis.

It is fairly straightforward to construct the representation \( \rho \) in (i), since it should untwist the extension \( \tau_\Delta : \mathcal{R}^s(Q) \otimes \mathcal{R}^a(P) \to \mathcal{Q}(\mathcal{H} \otimes \ell^2(Z)) \) in the sense that we want to remove the interaction between the Ruelle algebras in the image. For this,
the Hilbert space $H = \mathcal{H} \otimes \mathcal{H} \otimes \ell^2(\mathbb{Z})$ is sufficiently large. On the other hand, constructing a suitable isometry $V$ is hard. The main source of difficulty is the simultaneous actions of two copies of $\mathbb{Z}$ taking place in
\[ R_s(Q) \otimes R_u(P) = (S(Q) \rtimes_{\alpha_s} \mathbb{Z}) \otimes (U(P) \rtimes_{\alpha_u} \mathbb{Z}). \]

Our method is to construct $V$ through an averaging process that asymptotically commutes with the $\mathbb{Z}^2$-action, so that $VV^*$ commutes modulo compacts with the coefficient algebra $S(Q) \otimes U(P)$. The main ingredient is the refining sequence of $\delta$-enlarged Markov partitions defined in [25], and described here in Theorem 2.7.

3.1. The symmetric representation. We now present an untwisted version of the extension $\tau_\Delta : R_s(Q) \otimes R_u(P) \to Q(\mathcal{H} \otimes \ell^2(\mathbb{Z}))$. In what follows, we consider operators $a \in S(Q)$, $b \in U(P)$ and $j, j' \in \mathbb{Z}$, as well as, matrix units $e_{n,m}$. Also, recall the representations $\overline{\rho}$ from (13) and $\overline{\rho}_\tau$ from (16) constructed in Subsection 2.6.

Consider the (covariant) representations of $R_s(Q)$ and $R_u(P)$ on $\mathcal{H} \otimes \mathcal{H} \otimes \ell^2(\mathbb{Z})$ which are respectively given on generators by
\[ a \mapsto 1 \otimes \bigoplus_{n \in \mathbb{Z}} \alpha^n_s(a) \text{ and } u \mapsto 1 \otimes 1 \otimes B, \]
\[ b \mapsto b \otimes 1 \otimes 1 \text{ and } u \mapsto u \otimes u \otimes B^*. \]

Note that we put $u \mapsto u \otimes u \otimes B^*$ instead of $u \mapsto u \otimes 1 \otimes B^*$ so that the two representations commute. Their product is the representation $\tilde{\rho} : R_s(Q) \otimes R_u(P) \to B(\mathcal{H} \otimes \mathcal{H} \otimes \ell^2(\mathbb{Z}))$ given by
\[ \tilde{\rho}(au^j \otimes bu^{j'}) = \sum_{n \in \mathbb{Z}} bu^{j'} \otimes \alpha^n_s(a)u^j \otimes e_{n,n+j-j'}. \]

The representation (20) untwists $\tau_\Delta$ in (17) by separating the actions of $\overline{\rho}_{\tau}(S(Q))$ and $\overline{\rho}_{\tau}(U(P))$ on $\mathcal{H} \otimes \ell^2(\mathbb{Z})$. However, observe that in both (17) and (20), the dynamics are only applied on $a \in S(Q)$ and not on $b \in U(P)$. We aim to fix this asymmetry as this will also facilitate the construction of the isometry $V$. The idea is to take “half” the dynamics of $a$ and put them on $b$.

Let $U = \bigoplus_{n \in \mathbb{Z}} u^{-[n/2]}$ and consider the symmetrised extension $Ad_{\pi}(U) \circ \tau_\Delta$ that yields the same class as $\tau_\Delta$ and is given by
\[ (Ad_{\pi}(U) \circ \tau_\Delta)(au^j \otimes bu^{j'}) = (Ad(U) \circ (\overline{\rho}_{\tau} \cdot \overline{\rho}_u))(au^j \otimes bu^{j'}) + K(\mathcal{H} \otimes \ell^2(\mathbb{Z})) \]
\[ = \sum_{n \in \mathbb{Z}} u^{-[\frac{n}{2}]}b\alpha^n_s(a)u^j + u^{j+\frac{1}{2}-[\frac{n}{2}]} \otimes e_{n,n+j-j'} + K(\mathcal{H} \otimes \ell^2(\mathbb{Z})). \]

Each of these off-diagonal matrices is the sum of the even-coordinates matrix
\[ \sum_{n \in \mathbb{Z}} \alpha^n_u(b)\alpha^n_s(a)u^j + u^{j+\frac{1}{2}+\frac{1}{2}} \otimes e_{2n,2n+j-j'} + K(\mathcal{H} \otimes \ell^2(\mathbb{Z})), \]
and the odd-coordinates matrix
\[ \sum_{n \in \mathbb{Z}} \alpha^n_u(b)\alpha^{n+1}_s(a)u^j + u^{j+\frac{1}{2}+\frac{1}{2}} \otimes e_{2n+1,2n+1+j-j'} + K(\mathcal{H} \otimes \ell^2(\mathbb{Z})). \]

Similarly, let $W = \bigoplus_{n \in \mathbb{Z}} u^{-[n/2]} \otimes u^{-[n/2]}$ and consider the symmetric representation $\rho = Ad(W) \circ \tilde{\rho}$ given by
\[ \rho(au^j \otimes bu^{j'}) = \sum_{n \in \mathbb{Z}} u^{-[\frac{n}{2}]}bu^{j'} + u^{j+\frac{1}{2}+\frac{1}{2}} \otimes u^{-[\frac{n}{2}]}\alpha^n_s(a)u^j + u^{j+\frac{1}{2}+\frac{1}{2}} \otimes e_{n,n+j-j'}. \]
For a given generator \( au^j \otimes bu'^j \in \mathcal{R}^s(Q) \otimes \mathcal{R}^s(P) \), the corresponding even-coordinates matrix is
\[
\sum_{n \in \mathbb{Z}} \alpha_u^{-n}(b)u^j + \lfloor \frac{2n}{j} \rfloor \otimes \alpha_s^n(a)u'^j + \lfloor \frac{2n}{j'} \rfloor \otimes e_{2n,2n+j-j'},
\]
and the odd-coordinates matrix is
\[
\sum_{n \in \mathbb{Z}} \alpha_u^{-n}(b)u^j + \lfloor \frac{2n+1}{j} \rfloor \otimes \alpha_s^{n+1}(a)u'^j + \lfloor \frac{2n+1}{j'} \rfloor \otimes e_{2n+1,2n+1+j-j'}.
\]
As before, the representation \((22)\) is the untwisted version of \((21)\).

3.2. **Intuition towards constructing the isometry** \( V \). This subsection contains an exposition of ideas that eventually lead to the definition of the isometry \( \mathcal{H} \otimes \ell^2(\mathbb{Z}) \rightarrow \mathcal{H} \otimes \mathcal{H} \otimes \ell^2(\mathbb{Z}) \). Not all of them are mathematically rigorous. However, we believe their presentation will aid in understanding the proofs in the final section.

We want to find \( V \) that satisfies \((19)\), for the symmetric representation \( \rho \) in \((22)\). Using linearity, and the continuity of \((26)\) and also that \((27)\), it seems natural to expect that, for all \( a \in \mathcal{S}(Q) \), \( b \in \mathcal{U}(P) \) and \( j, j' \in \mathbb{Z} \),
\[
(23)
V^* \rho(au^j \otimes bu'^j) V - (\text{Ad}(U) \circ (\mathbb{1}_s \cdot \mathbb{1}_u))(au^j \otimes bu'^j) \in \mathcal{K}(\mathcal{H} \otimes \ell^2(\mathbb{Z})).
\]
Since the operators \( \rho(au^j \otimes bu'^j) \) and \((\text{Ad}(U) \circ (\mathbb{1}_s \cdot \mathbb{1}_u))(au^j \otimes bu'^j)\) are off-diagonal matrices (and actually in the same off-diagonal), it seems natural to expect \( V \) to be diagonal; that is, \( V = \bigoplus_{n \in \mathbb{Z}} V_n \), where each \( V_n : \mathcal{H} \rightarrow \mathcal{H} \otimes \mathcal{H} \) is an isometry. With this in mind, calculating \((23)\) for a given \( au^j \otimes bu'^j \), we obtain a rather long expression which can be written as the sum of the even-coordinates matrix
\[
(24)
\sum_{n \in \mathbb{Z}} (V_{2n}^*(\alpha_u^{-n}(b)u^j + \lfloor \frac{2n}{j} \rfloor \otimes \alpha_s^n(a)u'^j + \lfloor \frac{2n}{j'} \rfloor \otimes e_{2n,2n+j-j'}) - \alpha_u^{-n}(b)\alpha_s^n(a)u^j + \lfloor \frac{2n}{j} \rfloor \otimes e_{2n,2n+j-j'}) V_{2n} - \alpha_u^{-n}(b)\alpha_s^n(a)u'^j + \lfloor \frac{2n}{j'} \rfloor \otimes e_{2n,2n+j-j'} = 0
\]
and the odd-coordinates matrix, involving the terms \( \alpha_s^{n+1}(a), \alpha_u^{-n}(b), u^j + \lfloor \frac{2n+1}{j} \rfloor \) and \( V_{2n+1}^* V_{2n+1+j-j'} \) at the matrix unit \( e_{2n+1,2n+1+j-j'} \).

Therefore, to show that for every \( au^j \otimes bu'^j \) the operator \((23)\) is compact, we simply have to show that, for every \( n \in \mathbb{Z} \),
\[
(25)\ V_{2n}^*(\alpha_u^{-n}(b)u^j + \lfloor \frac{2n}{j} \rfloor \otimes \alpha_s^n(a)u'^j + \lfloor \frac{2n}{j'} \rfloor \otimes e_{2n,2n+j-j'}) V_{2n} = 0,
\]
and also that
\[
(26)\ \lim_{n \to \pm \infty} \| V_{2n}^*(\alpha_u^{-n}(b)u^j + \lfloor \frac{2n}{j} \rfloor \otimes \alpha_s^n(a)u'^j + \lfloor \frac{2n}{j'} \rfloor) V_{2n} = 0.
\]
Similarly for the odd-coordinates matrix. To simplify the notation, it suffices to prove that, for every \( a \in \mathcal{S}(Q) \), \( b \in \mathcal{U}(P) \) and \( i, k, l \in \mathbb{Z} \), we have
\[
(27)\ V_{2n+i}^*(\alpha_u^{-n}(b)u^i \otimes \alpha_s^n(a)u^i) V_{2n+k} - \alpha_u^{-n}(b)\alpha_s^n(a)u^i \in \mathcal{K}(\mathcal{H}),
\]
and also that
\[
(28)\ \lim_{n \to \pm \infty} \| V_{2n+i}^*(\alpha_u^{-n}(b)u^i \otimes \alpha_s^n(a)u^i) V_{2n+k} - \alpha_u^{-n}(b)\alpha_s^n(a)u^i \| = 0.
\]
Then, the proof for the odd-coordinates matrices follows by applying \((27)\) and \((28)\) to \( \alpha_s(a) \) in place of \( a \). The sequel will be about finding an isometry \( V \) that satisfies \((27)\) and \((28)\).
As we see in (27) and (28), the $\mathbb{Z}$-actions are not negligible. Consequently, such an isometry $V = \Theta_{n \in \mathbb{Z}} V_n$ has to satisfy the following quasi-invariance properties,

$$(29) \quad \lim_{n \to \pm \infty} \| V_{n+1} - V_n \| = 0,$$

and in addition,

$$(30) \quad \lim_{n \to \pm \infty} \| (u \otimes u) V_n - V_n u \| = 0.$$ 

Then, condition (28) holds if, for every $a \in S(Q)$, $b \in U(P)$, we have

$$(31) \quad \lim_{n \to \pm \infty} \| V_{2n} (\alpha_u^{-n} (b) \otimes \alpha_s^n (a)) V_{2n} - \alpha_u^{-n} (b) \alpha_s^n (a) \| = 0.$$ 

To summarise, if we find $V$ that satisfies (27), (29), (30) and (31), then the triple $(\mathcal{H} \otimes \mathcal{H} \otimes \ell^2(\mathbb{Z}), \rho, 2VV^* - 1)$ is an odd Fredholm module representative of the fundamental class $\Delta \in KK_1(\mathcal{R}^s(Q) \otimes \mathcal{R}^u(P), \mathbb{C})$.

In order to find such an isometry $V$ we need to understand the dynamics of the extension $Ad_{\tau}(U) \circ \tau_{\Delta}$ in (21). The $2n$th coordinate of $(Ad(U) \circ (\mathcal{R}_s \cdot \mathcal{R}_u))(a \otimes b)$ is $\alpha_u^{-n} (b) \alpha_s^n (a)$. If $a, b$ are compactly supported, Lemma 2.21 implies there is $n_0 \in \mathbb{N}$ so that $\alpha_u^{-n} (b) \alpha_s^n (a) = 0$, when $n \leq -n_0$. Therefore, the interesting part is when $n$ approaches $+\infty$. In this case, whenever $\alpha_u^{-n} (b) \alpha_s^n (a) \neq 0$, the dynamics are fairly complicated since the sources and ranges of $\alpha_u^{-n} (b)$ and $\alpha_s^n (a)$ stretch along large segments of global stable and unstable sets, intersecting in many places, thus creating small rectangular neighbourhoods, like a grid. In fact, as $n$ grows, the neighbourhoods become smaller and more numerous. The symmetric representation $\rho$ untwists this picture by separating stable and unstable sets, and the isometry $V$ has to compress it back to the twisted version, with as small an error as possible. Since the aforementioned rectangular neighbourhoods are small, the compression should be related (locally) to the bracket map of the Smale space.

Now that we have built some intuition about $V$, let us be even less mathematically rigorous but hopefully illuminating. We are looking for isometries $\mathcal{H} \to \mathcal{H} \otimes \mathcal{H}$. Recall that $\mathcal{H} = \ell^2(X^h(P,Q))$ and hence these isometries correspond to inclusions $X^h(P,Q) \hookrightarrow X^h(P,Q) \times X^h(P,Q)$. However, $X^h(P,Q)$ is just a countable dense subset of $X$, so we can search for topological embeddings $X \hookrightarrow X \times X$ instead. The first embedding that comes to mind is the diagonal embedding, however it is too “small” for our purposes. Inspired by the easy part of Whitney’s Embedding Theorem we proceed as follows.

Let $U = \{ U_1, \ldots, U_\ell \}$ be a cover of $X$ by open rectangles, and choose a point $g_r \in U_r$, for all $1 \leq r \leq \ell$. Then we have that each $U_r = [X^u(g_r, U_r), X^s(g_r, U_r)]$, where $X^u(g_r, U_r) := X^u(g_r, 2\varepsilon_r^X) \cap U_r$ and $X^s(g_r, U_r) := X^s(g_r, 2\varepsilon_r^X) \cap U_r$. Moreover, we have the homeomorphisms $\psi_r : U_r \to X^u(g_r, U_r) \times X^s(g_r, U_r)$ given by

$$(32) \quad \psi_r (x) = ([x, g_r], [g_r, x]).$$ 

That is, each $\psi_r$ is the inverse of the bracket map at $g_r$, and the family $\{ U_r, \psi_r \}_{r=1}^\ell$ can be considered as an abstract foliated atlas (note that a non-empty intersection of rectangles is again a rectangle). Indeed, the notions of transversality and holonomy maps are well-defined in this setting. Also, due to irreducibility of the Smale space $(X, \varphi)$, the topological dimensions $\dim X^u(y)$, $\dim X^s(y)$ are independent of $y \in X$ and $\dim X^u(y) + \dim X^s(y) = \dim X$, see [13, Proposition 5.29]. However, the local leaves $X^u(y, \varepsilon_X)$, $X^s(y, \varepsilon_X)$ are in general non-Euclidean.
At this point let us make the following (rather vague) assumptions. First, that $X$ is a topological manifold, and let $m = \dim X$, $m_u = \dim X^u(y)$, $m_s = \dim X^s(y)$, for some $y \in X$. Second, that the each homeomorphism $\psi_r$ yields a homeomorphism $\tilde{\psi}_r : U_r \to \mathbb{R}^m$ (onto its image) that has the form
\begin{equation}
\tilde{\psi}_r(x) = (\psi_r^u([x, g_r]), \psi_r^s([g_r, x])),
\end{equation}
where $\psi_r^u : X^u(g_r, U_r) \to \mathbb{R}^{m_u}$ and $\psi_r^s : X^s(g_r, U_r) \to \mathbb{R}^{m_s}$.

Consider $\{F_r\}_{r=1}^\ell$ to be a partition of unity subordinate to the open cover $\{U_r\}_{r=1}^\ell$. Then, if we extend every $\psi_r$ to be zero outside of $U_r$, the map $\Psi : X \to \mathbb{R}^{\ell(m+1)}$ defined as
\begin{equation}
\Psi = (F_1 \tilde{\psi}_1, \ldots, F_\ell \tilde{\psi}_\ell, F_1, \ldots, F_\ell),
\end{equation}
is continuous. Also, the coordinates $(F_1, \ldots, F_\ell)$ are included to guarantee that $\Psi$ is injective.

With this in mind, and following the discussion so far, we can estimate the form of the desired isometries $\mathcal{H} \to \mathcal{H} \otimes \mathcal{H}$. Consider again the cover $\{U_r\}_{r=1}^\ell$ of open rectangles, choose the points $\{g_r\}_{r=1}^\ell$ to be in $X^h(P, Q)$, and let $\{F_r\}_{r=1}^\ell$ be a partition of unity subordinate to this cover. Our model isometry is defined on basis vectors as
\begin{equation}
\delta_x \mapsto \sum_{r=1}^\ell F_r(x)^{1/2} \delta_{[x, g_r]} \otimes \delta_{[g_r, x]}.
\end{equation}
It is well-defined with respect to the standard convention; the bracket map returns the empty set for points $x, y$ with $d(x, y) > \varepsilon_X$ and that, the Dirac delta function on the empty set returns zero \[33\ p. 281\]. The fact that it is actually an isometry is proved in Section 5 Now, it is hard to miss that this isometry is similar to the topological embedding $\Psi$ from \[34\]. One difference is that we use square roots of the partition functions, but this is only because $\sum_r F_r(x) = 1$. Moreover, we do not have anything corresponding to the coordinates $(F_1, \ldots, F_\ell)$ of $\Psi$. However, there is no need because \[35\] maps onto orthogonal vectors, and using the bracket axioms, injectivity is guaranteed.

Remark 3.1. It is important to mention that the isometry \[35\] is strongly related to the $\varepsilon$-partitions needed to define the K-theory duality class of the Spanier-Whitehead KK-duality between the Ruelle algebras, see \[33\ Section 5\]. We find it intriguing that the same ingredients are needed to define both KK-duality classes, at least in the form of a Kasparov module.

Finally, the quasi-invariance properties \[29\, 30\] can be achieved by defining each isometry $V_n$ as the average of “basic” isometries $\mathcal{H} \to \mathcal{H} \otimes \mathcal{H}$ of the type \[35\], with mutually orthogonal ranges. For this to happen, one has to carefully choose the covers $\{U_r\}_{r=1}^\ell$, the set of points $\{g_r\}_{r=1}^\ell \subset X^h(P, Q)$ and the partitions of unity $\{F_r\}_{r=1}^\ell$. The key tool is Theorem 2.7, which provides refining sequences of $\delta$-enlarged Markov partitions. This is studied in Sections 4 and 5.

4. LIFTING THE FUNDAMENTAL CLASS: DYNAMIC PARTITIONS OF UNITY AND APERIODIC SAMPLES OF MARKOV PARTITIONS

In this section we develop tools for constructing the isometry $V$ of \[19\]. Let $(X, \varphi)$ be an irreducible Smale space and $P, Q$ be periodic orbits such that $P \cap Q = \emptyset$. Further, let $\{R_n\}_{n \geq 0}$ be a refining sequence of $\delta$-enlarged Markov partitions obtained by Theorem 2.7.
The first tool will be a sequence of Lipschitz partitions of unity \((\mathcal{F}_n)_{n \geq 0}\) on \(X\) associated to the sequence \((\mathcal{R}_n^\delta)_{n \geq 0}\). The second tool of our construction will be a set \(\mathcal{G} \subset X^h(P,Q)\) of dynamically independent points that are chosen from each rectangle in every open cover \(\mathcal{R}_n^\delta\), which we will call an aperiodic sample. Before constructing these tools recall that \(P \cap Q = \emptyset\) and hence the set \(X^h(P,Q)\) has no periodic points. For the sequel, it will be convenient to choose a random ordering in every \(\mathcal{R}_n^\delta\) and write

\[
\mathcal{R}_n^\delta = \{ R_{n,k}^\delta : 1 \leq k \leq \#\mathcal{R}_n^\delta \}. 
\]

First, define \(h_{0,1}(x) = 1\), for all \(x \in X\), and for every \(n \in \mathbb{N}\) and \(1 \leq k \leq \#\mathcal{R}_n^\delta\) consider the function \(h_{n,k} : X \to [0, \infty)\) given by

\[
h_{n,k}(x) = d(x, \mathcal{R}_{n,k}^\delta). 
\]

Every such function is 1-Lipschitz by the triangle inequality. Then, for every \(n \geq 0\), the family of functions \(\mathcal{F}_n = \{ F_{n,k} : 1 \leq k \leq \#\mathcal{R}_n^\delta \}\) on \(X\), defined as

\[
F_{n,k}(x) = \frac{h_{n,k}(x)}{\sum_{j} h_{n,j}(x)}, 
\]

forms a partition of unity on \(X\). Note that \(\mathcal{F}_n\) is not subordinate to \(\mathcal{R}_n^\delta\), unless \(X\) is zero-dimensional, because \(F_{n,k}(x) > 0\) if and only if \(x \in R_{n,k}^\delta\). By repeating a simple (but interesting) calculation found in [5, Proposition 1] and Theorem 2.7 we obtain the following.

**Proposition 4.1.** For every \(n \geq 0\) and \(1 \leq k \leq \#\mathcal{R}_n^\delta\), the Lipschitz constant of \(F_{n,k}\) satisfies

\[
\text{Lip}(F_{n,k}) \leq \frac{2(\#\mathcal{R}_n^\delta)^2 + 1}{\text{Leb}(\mathcal{R}_n^\delta)}.
\]

We now move on to the construction of the second key tool. For this we require the next definition. Let \(\mathcal{R}^\delta\) denote \(\prod_{n \geq 0} \mathcal{R}_n^\delta\), which is the set of vertices of the approximation graph associated to \((\mathcal{R}_n^\delta)_{n \geq 0}\), see [25, Definition 2.18].

**Definition 4.2.** An \(\mathcal{R}^\delta\)-sampling function is a function \(c : \mathcal{R}^\delta \to X\) such that \(c(R^\delta) \in R^\delta\), for all \(R^\delta \in R^\delta\). The image \(c(R^\delta)\) will be called an \(\mathcal{R}^\delta\)-sample of the Smale space \((X, \varphi)\).

**Remark 4.3.** The existence of an \(\mathcal{R}^\delta\)-sampling function follows from the Axiom of Choice. Also, note that every \(\mathcal{R}^\delta\)-sample is automatically a dense subset of \(X\).

The following definition plays a crucial role in constructing the isometry \(V\).

**Definition 4.4.** An aperiodic \(\mathcal{R}^\delta\)-sample of the Smale space \((X, \varphi)\) is the image \(c(R^\delta)\) of an injective \(\mathcal{R}^\delta\)-sampling function \(c : \mathcal{R}^\delta \to X\) where \(\varphi^j(c(R^\delta)) \cap c(R^\delta) = \emptyset\), for all \(j \in \mathbb{Z} \setminus \{0\}\).

**Remark 4.5.** The ordering in (36) yields the bijection

\[
\{(n, k) : n \geq 0, 1 \leq k \leq \#\mathcal{R}_n^\delta\} \to \mathcal{R}^\delta
\]

that maps \((n, k)\) to \(R_{n,k}^\delta\). Therefore, given an injective \(\mathcal{R}^\delta\)-sampling function \(c\), one has \(c(R_{n,k}^\delta) \neq c(R_{n,\ell}^\delta)\) whenever \((n, k) \neq (n, \ell)\). In Proposition 4.8 we construct a particular injective \(\mathcal{R}^\delta\)-sampling function \(c'\) whose image is aperiodic, and from that point on, every \(c'(R_{n,k}^\delta)\) will be denoted by \(g_{n,k}\) and the image \(c'(R^\delta)\) will be \(G = \{g_{n,k} : n \geq 0, 1 \leq k \leq \#\mathcal{R}_n^\delta\}\).
We now aim to construct an aperiodic $\mathcal{R}^\delta$-sample of $(X, \varphi)$ inside $X^h(P, Q)$. First, we require the next lemma which is an easy consequence of irreducibility.

**Lemma 4.6.** For every $x \in X^h(P, Q)$, the orbit $O(x) = \{\varphi^n(x) : n \in \mathbb{Z}\}$ is not dense in $X$.

**Proof.** Let $z \in X \setminus (P \cup Q)$ and $\eta = d(z, P \cup Q) > 0$, and assume to the contrary that there is some $x \in X^h(P, Q)$ for which $O(x)$ is dense in $X$. Since $x \in X^h(P, Q)$, there is some $N \in \mathbb{N}$ so that for every $n > N$ we have $d(\varphi^n(x), P) < \eta/2$ and $d(\varphi^{-n}(x), Q) < \eta/2$. Due to irreducibility, the space $X$ has no isolated points and hence the set $T(x) = O(x) \setminus \{\varphi^{-N}(x), \ldots, x, \ldots, \varphi^N(x)\}$ is still dense in $X$. However, $T(x) \cap B(z, \eta/3) = \emptyset$, a contradiction. \hfill $\square$

Further, we require the next elementary lemma which holds for dynamical systems $(Z, \psi)$, where $Z$ is an infinite topological space and $\psi : Z \to Z$ is a continuous map.

**Lemma 4.7.** For a dynamical system $(Z, \psi)$ the following are equivalent:

1. $(Z, \psi)$ is irreducible;
2. every closed, $\psi$-invariant, proper subset of $Z$ has empty interior.

For the next proposition we use the ordering (36) and Remark 4.5. We also note that the irreducibility of $(X, \varphi)$ plays an important role.

**Proposition 4.8.** The Smale space $(X, \varphi)$ has an aperiodic $\mathcal{R}^\delta$-sample $\mathcal{G} \subseteq X^h(P, Q)$.

**Proof.** We construct a sampling function $c : \mathcal{R}^\delta \to X$ inductively.

Let $B = \{(n, k) : n \geq 0, 1 \leq k \leq \#\mathcal{R}^\delta_n\}$, which is obviously in bijection with $\mathcal{R}^\delta$, and endow $B$ with the lexicographical order $(n, k) \leq (m, \ell)$, if $(n < m)$ or $(n = m$ and $k \leq \ell$. It will be convenient to write $B = \{e_i : i \in \mathbb{N}\}$, where $e_1 = (0, 1)$ and $e_i < e_{i+1}$, for all $n \in \mathbb{N}$. We will construct a set $\mathcal{G} = \{g_{e_i} : i \in \mathbb{N}\}$ in $X^h(P, Q)$ as follows:

1. Choose $g_{e_1} \in X^h(P, Q)$;
2. Having chosen $g_{e_1}, \ldots, g_{e_n}$, choose $g_{e_{n+1}} \in R^\delta_{e_{n+1}} \cap (X^h(P, Q) \setminus \bigcup_{i=1}^{n} \text{cl}(O(g_{e_i})))$.

To see that $\mathcal{G}$ is well defined, notice from Lemmas 4.6 and 4.7 for every $g \in X^h(P, Q)$, the set $\text{cl}(O(g))$ is a closed, $\varphi$-invariant, proper subset of $X$ with empty interior. Therefore, every $X \setminus \text{cl}(O(g))$ is open and dense in $X$. Moreover, since the intersection of an open dense set with a dense set is a dense set we can always inductively choose new points to belong to $\mathcal{G}$.

The sampling function $c : \mathcal{R}^\delta \to X$ is given by $c(R^\delta_{e_i}) = g_{e_i} \in R^\delta_{e_i}$, where $i \in \mathbb{N}$, and the $\mathcal{R}^\delta$-sample is $c(\mathcal{R}^\delta) = \mathcal{G}$. To see that it is injective, let $e_m \neq e_n$ and assume that $e_m < e_n$. Then,

$$g_{e_n} \in X^h(P, Q) \setminus \bigcup_{i=1}^{n-1} \text{cl}(O(g_{e_i})),$$

while $g_{e_m} \in \bigcup_{i=1}^{n-1} \text{cl}(O(g_{e_i}))$, and hence $g_{e_n} \neq g_{e_m}$.

Moreover, $\varphi^j(\mathcal{G}) \cap \mathcal{G} = \emptyset$, for all $j \in \mathbb{Z} \setminus \{0\}$. For this, assume to the contrary that there are $g_{e_m}, g_{e_n} \in \mathcal{G}$ and $j \in \mathbb{Z} \setminus \{0\}$ such $\varphi^j(g_{e_n}) = g_{e_m}$. If $n = m$ we get a
contradiction because $g_{e_m}$ is not periodic. Assume that $m < n$. Since $X^h(P, Q)$ and every orbit is $\varphi$-invariant, we have that
\[
\varphi^j(g_{e_m}) \in X^h(P, Q) \setminus \bigcup_{i=1}^{n-1} \text{cl}(O(g_{e_i})),
\]
while $g_{e_m} \in \bigcup_{i=1}^{n-1} \text{cl}(O(g_{e_i}))$, and hence $\varphi^j(g_{e_m}) \neq g_{e_m}$, leading to a contradiction. Similarly if $n < m$. Finally, we can drop the notation of the $e_i$’s and get the desired aperiodic $R^\delta$-sample
\[
\mathcal{G} = \{g_{n,k} : n \geq 0, 1 \leq k \leq \#R_n^\delta\}
\]
of the Smale space $(X, \varphi)$.

\section{Lifting the Fundamental Class: The Averaging Isometries}

In this section we construct an isometry $V$ satisfying equation (19). Then, in Section 4 we prove that $V$, together with the symmetric representation $\rho$ in (22), yields a $\theta$-summable Fredholm module representative of the fundamental class $\Delta$. Following the discussion in Subsection 3.2, the isometry $V$ should have the form $\bigoplus_{n \in \mathbb{Z}} V_n$ for isometries $V_n : \mathcal{H} \to \mathcal{H} \otimes \mathcal{H}$, where $\mathcal{H} = \ell^2(X^h(P, Q))$. Each $V_n$ should be an average of isometries (of the form (35)) with mutually orthogonal ranges, so that the quasi-invariance properties (29) and (30) are met, and also that property (31) holds.

Let $(R_n^\delta)_{n \geq 0}$ be a refining sequence of $\delta$-enlarged Markov partitions of the irreducible Smale space $(X, \varphi)$, obtained by Theorem 2.7. Recall the set $\mathcal{R}_n^\delta = \bigsqcup_{n \geq 0} R_n^\delta$. Similarly, as in Section 4 choose a random ordering in every $R_n^\delta$ and write
\[
(39) \quad \mathcal{R}_n^\delta = \{R_n^{\delta,k} : 1 \leq k \leq \#\mathcal{R}_n^\delta\}.
\]
For our purposes here, it is important to recall that for $n \in \mathbb{N}$ and $1 \leq k \leq \#\mathcal{R}_n^\delta$, if $x, y \in R_{n,k}$ then
\[
(40) \quad d(\varphi^r(x), \varphi^r(y)) < \varepsilon_X,
\]
for all $|r| \leq n - 1$.

Our goal is to show that the refining sequence $(\mathcal{R}_n^\delta)_{n \geq 0}$ produces a family
\[
(41) \quad \mathcal{T} = \{t_{n,r} : n \in \mathbb{N}, |r| \leq n - 1\}
\]
of basic isometries $t_{n,r} : \mathcal{H} \to \mathcal{H} \otimes \mathcal{H}$ with mutually orthogonal ranges, which we can average in a certain way. From the results of Section 4 (specifically see (38) and Proposition 4.8) we have:

(i) for $n \geq 0$, there is a Lipschitz partition of unity $\mathcal{F}_n = \{F_{n,k} : 1 \leq k \leq \#\mathcal{R}_n^\delta\}$ on $X$ such that $F_{n,k}(x) > 0$ if and only if $x \in R_{n,k}$. As usual, we require the square roots of these functions, so we define the family
\[
(42) \quad \mathcal{F}_n^{1/2} = \{f_{n,k} : 1 \leq k \leq \#\mathcal{R}_n^\delta\}, \quad \text{where } f_{n,k} = F_{n,k}^{1/2};
\]
(ii) there is an aperiodic $R^\delta$-sample
\[
\mathcal{G} = \{g_{n,k} \in R_{n,k}^\delta : n \geq 0, 1 \leq k \leq \#\mathcal{R}_n^\delta \} \subset X^h(P, Q),
\]
meaning that $g_{n,k} \neq g_{m,\ell}$, if $(n, k) \neq (m, \ell)$, and $\varphi^r(\mathcal{G}) \cap \mathcal{G} = \emptyset$, for all $r \in \mathbb{Z} \setminus \{0\}$.
Given (i) and (ii) we now construct the family $T$. For every $n \in \mathbb{N}$, define the operator $\iota_{n,0} : \mathcal{H} \to \mathcal{H} \otimes \mathcal{H}$ on basis vectors by

$$\iota_{n,0}(\delta_y) = \sum_{k=1}^{\# \mathcal{R}_n^\delta} f_{n,k}(y) \delta_{[y,g_{n,k}]} \otimes \delta_{[g_{n,k},y]}.$$  

(42)

It is well-defined given our standard convention that the bracket map returns the empty set for points $x, y$ with $d(x, y) > \varepsilon_X$ and that, the Dirac delta function on the empty set returns zero. Recall that each $R_{n,k}^\delta$ is a rectangle with $\text{diam}(R_{n,k}^\delta) \leq \varepsilon'_X$ and therefore we can use the notation $X^u(g_{n,k}, R_{n,k}^\delta) = X^u(g_{n,k}, 2\varepsilon'_X) \cap R_{n,k}^\delta$. Similarly for the stable case.

The adjoint is given on basis vectors by

$$\iota_{n,0}^*(\delta_x \otimes \delta_z) = f_{n,k}([x, z]) \delta_{[x, z]},$$

(43)

if $x \in X^u(g_{n,k}, R_{n,k}^\delta), \ z \in X^*(g_{n,k}, R_{n,k}^\delta)$ (for a unique $k$), and is zero otherwise. Indeed, we have that

$$\langle \iota_{n,0}(\delta_y), \delta_x \otimes \delta_z \rangle = \sum_k f_{n,k}(y),$$

where the sum is taken over all $k$ such that $f_{n,k}(y) \neq 0$ and $x = [y, g_{n,k}], \ z = [g_{n,k}, y]$. Let $k_1$ be one of these $k$s and since $f_{n,k_1}(y) \neq 0$ it holds $y \in R_{n,k_1}^\delta$. Consequently, we have $x \in X^u(g_{n,k_1}, R_{n,k_1}^\delta), \ z \in X^*(g_{n,k_1}, R_{n,k_1}^\delta)$. Now, if $k_2$ is one of these $k$s then,

$$g_{n,k_2} \in X^*(g_{n,k_1}, \varepsilon_X) \cap X^u(g_{n,k_1}, \varepsilon_X) = \{g_{n,k_1}\},$$

and hence $k_2 = k_1$. Finally, note that $[x, z] = y$.

**Lemma 5.1.** For every $n \in \mathbb{N}$ the operator $\iota_{n,0}$ is an isometry.

**Proof.** For $\delta_y \in \mathcal{H}$ we have

$$\iota_{n,0}^* \iota_{n,0}(\delta_y) = \sum_{k=1}^{\# \mathcal{R}_n^\delta} f_{n,k}(y) \delta_{[y,g_{n,k}] \otimes \delta_{[g_{n,k},y]}) = \sum_{k=1}^{\# \mathcal{R}_n^\delta} f_{n,k}(y)^2 \delta_y = \delta_y. \quad \square$$

Let $n \in \mathbb{N}$ and for every $r \in \mathbb{Z}$ we define the isometry $\iota_{n,r} = (u \otimes u)^r \iota_{n,0} u^{-r}$, where $u$ is the unitary on $\mathcal{H}$ given by $u(\delta_x) = \delta_{\varphi(x)}$. The sequence $\iota_{n,r} \in \mathcal{G}$ can be considered as the $\mathbb{Z}$-orbit of $\iota_{n,0}$, and its interesting part lies in the central terms for $|r| \leq n - 1$. Indeed, if $|r| \leq n - 1$ then from (40) we have that

$$\iota_{n,r}(\delta_y) = \sum_{k=1}^{\# \mathcal{R}_n^\delta} f_{n,k}(\varphi^{-r}(y)) \delta_{[y,\varphi^{-r}(g_{n,k})]} \otimes \delta_{[\varphi^{-r}(g_{n,k}),y]}.$$  

(44)

Then, it is straightforward to see that

$$\iota_{n,r}^*(\delta_x \otimes \delta_z) = f_{n,k}(\varphi^{-r}[x, z]) \delta_{[x, z]},$$

(45)

if $\varphi^{-r}(x) \in X^u(g_{n,k}, R_{n,k}^\delta), \ \varphi^{-r}(z) \in X^*(g_{n,k}, R_{n,k}^\delta)$ (for a unique $k$), and is zero otherwise. Since $\mathcal{G}$ is an aperiodic $\mathcal{R}^\delta$-sample, we obtain the following orthogonality result.

**Lemma 5.2.** For every $m, n \in \mathbb{N}$ and $r, s \in \mathbb{Z}$ with $|r| \leq n - 1, \ |s| \leq m - 1$ so that $(n, r) \neq (m, s)$, we have that $\iota_{m,s}^* \iota_{n,r} = 0.$
Proof. Let $m, n, r, s$ as in the statement and assume to the contrary that $\iota^*_{m,s}t^*_{n,r} \neq 0$. Then there is a basis vector $\delta_y \in \mathcal{H}$ such that $t^*_{m,s}t^*_{n,r}(\delta_y) \neq 0$. We have that

$$t^*_{m,s}t^*_{n,r}(\delta_y) = \sum_{k=1}^{\#\mathcal{R}^\delta} f_{n,k}(\varphi^{-r}(y))t^*_{m,s}(\delta_{[y,\varphi^{-r}(g_{n,k})]} \otimes \delta_{[\varphi^{r}(g_{n,k}),y]}),$$

and hence there is $k$ such that $f_{n,k}(\varphi^{-r}(y))t^*_{m,s}(\delta_{[y,\varphi^{-r}(g_{n,k})]} \otimes \delta_{[\varphi^{r}(g_{n,k}),y]}) \neq 0$. Now, since $f_{n,k}(\varphi^{-r}(y)) \neq 0$ and $|r| \leq n-1$ we obtain $\varphi^{-r}(y) \in R^\delta_{n,k}$ and so $d(y, \varphi^r(g_{n,k})) \leq \varepsilon_X$. Therefore,

$$(46) \quad [y, \varphi^r(g_{n,k})] \in X^u(\varphi^r(g_{n,k}), \varepsilon_X/2), \quad [\varphi^r(g_{n,k}), y] \in X^s(\varphi^r(g_{n,k}), \varepsilon_X/2).$$

Moreover, since $t^*_{m,s}(\delta_{[y,\varphi^{-r}(g_{n,k})]} \otimes \delta_{[\varphi^{r}(g_{n,k}),y]}) \neq 0$, there exists some $1 \leq l \leq \mathcal{R}^\delta_m$ so that

$$\varphi^{-s}[y, \varphi^r(g_{n,k})] \in X^u(\varphi^r(g_{n,k}), R^\delta_{m,l}), \quad \varphi^{-1}[\varphi^r(g_{n,k}), y] \in X^s(\varphi^r(g_{n,k}), R^\delta_{m,l}).$$

The fact that $|s| \leq m-1$ implies that

$$[y, \varphi^r(g_{n,k})] \in X^u(\varphi^s(g_{m,l}), \varepsilon_X), \quad [\varphi^r(g_{n,k}), y] \in X^s(\varphi^s(g_{m,l}), \varepsilon_X),$$

and using (46) we get that

$$(47) \quad \varphi^r(g_{n,k}) \in X^s(\varphi^s(g_{m,l}), \varepsilon_X) \cap X^u(\varphi^s(g_{m,l}), \varepsilon_X).$$

Consequently, $\varphi^r(g_{n,k}) = \varphi^s(g_{m,l})$. If $r = s$ then $g_{n,k} = g_{m,l}$. Since the $\mathcal{R}^\delta$-sample is aperiodic we get that $n = m$, obtaining a contradiction. If $r \neq s$, then $\varphi^{-s}(g_{n,k}) = g_{m,l}$ and hence $\varphi^{-s}(G) \cap G \neq \emptyset$, leading again to a contradiction since $G$ is an aperiodic $\mathcal{R}^\delta$-sample. Thus $t^*_{m,s}t^*_{n,r} = 0$. \hfill $\square$

Remark 5.3. We follow the notation of (14). Restricting to isometries $\iota_{n,r}$ with $|r| \leq n-1$ allows us to control the coefficient functions $f_{n,k} \circ \varphi^{-r}$. More precisely, in Section 6 we will consider sequences $(x_n)_{n\in\mathbb{N}}, (y_n)_{n\in\mathbb{N}}$ in $X$ satisfying $d(x_n, y_n) \leq \lambda^n$ eventually. For these sequences we want to have that

$$(48) \quad \lim_{n \to \infty} |f_{n,k} \circ \varphi^{-r}(x_n) - f_{n,k} \circ \varphi^{-r}(y_n)| = 0,$$

for every $k, r$. Even better we’d have that the limit is converging to zero exponentially. From Proposition 11 we have that for $c = (2(\#\mathcal{R}^\delta)^2 + 1)^{1/2}$, each $f_{n,k}$ is $1/2$-Hölder with coefficient

$$\text{Hö}(f_{n,k}) \leq \frac{c}{\text{Leb}(\mathcal{R}^\delta_m)^{1/2}}.$$ 

If the metric $d$ is self-similar then $\varphi, \varphi^{-1}$ are $\lambda$-Lipschitz, and from Theorem 2.7 there is a constant $c' > 0$ such that for every $n, k$ we have

$$\text{Hö}(f_{n,k}) \leq c' \lambda^{n/2}.$$ 

Therefore, each $f_{n,k} \circ \varphi^{-r}$ is $1/2$-Hölder with $\text{Hö}(f_{n,k} \circ \varphi^{-r}) \leq c' \lambda^{(n+|r|)/2} \leq c' \lambda^n$. Hence, the limit may not be zero. This can be fixed if we linearly slow down the coefficient functions; that is, for every $n \in \mathbb{N}, k \in \{1, \ldots, \#\mathcal{R}^\delta_{n/4}\}$, $|r| \leq \lfloor n/4 \rfloor - 1$ we have

$$(49) \quad |f_{[n/4],k} \circ \varphi^{-r}(x_n) - f_{[n/4],k} \circ \varphi^{-r}(y_n)| \leq c' \lambda^{1-n/4}.$$ 

This idea works also for a non-self-similar metric $d$, for which the map $\varphi$ is bi-Lipschitz. However, the slow down may then not be linear, and this will affect the summability properties of the Fredholm module representative of the fundamental class.
In order to visualise the basic isometries we consider their range projections. Let \( n \in \mathbb{N} \), and for \( r \in \mathbb{Z} \) consider the projections \( p_{n,r} = \iota_{n,r}^* \iota_{n,r} = (u \otimes u)^r p_{n,0}(u \otimes u)^{-r} \). For \( |r| \leq n - 1 \) they are given on basis vectors by

\[
(50) \quad p_{n,r}(\delta_z \otimes \delta_z) = f_{n,l}(\varphi^{-r}[x, z]) \sum_{k=1}^{k \leq R_n} f_{n,k}(\varphi^{-r}[x, z]) \delta_{[x, \varphi^{-r}(g_{n,k})]} \otimes \delta_{[\varphi^{-r}(g_{n,k}), z]},
\]

if \( \varphi^{-r}(x) \in X^u(g_{n,l}, R_n^\delta) \), \( \varphi^{-r}(z) \in X^s(g_{n,l}, R_n^\delta) \) (for a unique \( l \)), and is zero otherwise. Also, from Lemma 5.2, for every \( m, m' \in \mathbb{N} \) and \( n, s \in \mathbb{Z} \) with \( |r| \leq n - 1, |s| \leq m - 1 \) and \( (n, r) \neq (m, s) \), we have that

\[
(51) \quad p_{m,s}p_{n,r} = 0.
\]

We now construct the isometry \( V = \bigoplus_{n \in \mathbb{Z}} V_n \), from isometries \( V_n : \mathcal{H} \to \mathcal{H} \otimes \mathcal{H} \) by averaging over particular basic isometries. It will aid intuition to envisage the family \( \mathcal{T} = \{ \iota_{n,r} : n \in \mathbb{N}, |r| \leq n - 1 \} \) as a triangle

\[
\begin{array}{cccccccc}
    & t_{1,0} & & & & & & \\
    t_{2,-1} & t_{2,0} & t_{2,1} & & & & & \\
    & t_{3,-2} & t_{3,1} & t_{3,2} & & & & \\
    t_{4,-3} & t_{4,-2} & t_{4,1} & t_{4,2} & t_{4,3} & & & \\
    & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \\
\end{array}
\]

The gist is to find an appropriate way to average in \( \mathcal{T} \) and construct each \( V_n \). Recall that we want to achieve the following quasi-invariance conditions:

\[
(52) \quad \lim_{n \to \pm \infty} \| V_{n+1} - V_n \| = 0,
\]

and

\[
(53) \quad \lim_{n \to \pm \infty} \| (u \otimes u) V_n - V_n u \| = 0.
\]

Every \( V_n \) will be the average of finitely many isometries. Also, the bigger the \( n \), the more isometries that will need to be averaged. The first quasi-invariance condition indicates that the isometries whose average is \( V_n \) should coincide more and more with the isometries that produce \( V_{n+1} \). The second quasi-invariance condition suggests that the chosen isometries for every \( V_n \) should be further and further away (horizontally) from the boundaries of the triangle; the sets \( \{ \iota_{n,-n+1} : n \in \mathbb{N} \} \) and \( \{ \iota_{n,n-1} : n \in \mathbb{N} \} \). In this way, every \( V_n \), eventually, will not get shifted outside of the triangle by powers of \( u \) and \( u \otimes u \). Of course, to achieve (53) for any fixed power of \( u \) and \( u \otimes u \), it suffices to choose isometries from \( \mathcal{T} \) that are simply not in the two boundary isometries. However, we are interested in achieving condition (52), which requires that we asymptotically stay in the triangle completely. This also forces to construct each \( V_n \) as a moving average directed towards the bottom of the triangle.

More precisely, let \( \iota_{0,0} : \mathcal{H} \to \mathcal{H} \otimes \mathcal{H} \) be the diagonal embedding, and for every \( m \geq 0 \) define

\[
(54) \quad \theta_m = \sum_{r=-m}^{m} \iota_{2m,r}.
\]

Due to Lemma 5.2, for every \( m, m' \in \mathbb{N} \) with \( m \neq m' \), it holds that \( \theta_m^* \theta_m = (2m+1)I \) and \( \theta_m^* \theta_{m'} = 0 \). Therefore, for every \( n \geq 0 \), the operator

\[
(55) \quad W_n = c_n^{-1} \sum_{m=n}^{2n} \theta_m,
\]
where \( c_n = ((n + 1)(3n + 1))^{1/2} \), is an isometry in \( \mathcal{B}(\mathcal{H}, \mathcal{H} \otimes \mathcal{H}) \). Remark 5.3 suggests slowing down the sequence \((W_n)_{n \geq 0}\) by considering the sequence \((\gamma_n)_{n \geq 0}\) with \( \gamma_n = \lfloor n/16 \rfloor \), to define

\[
V_n = W_{\gamma_n}.
\]

Moreover, for \( n < 0 \), we define \( V_n = V_{-n} \) and obtain the desired isometry

\[
V := \bigoplus_{n \in \mathbb{Z}} V_n : \mathcal{H} \otimes \ell^2(\mathbb{Z}) \to \mathcal{H} \otimes \mathcal{H} \otimes \ell^2(\mathbb{Z}).
\]

**Remark 5.4.** Let \( m \in \mathbb{N} \) and \( |r| \leq m - 1 \). From Theorem 2.7 recall that the open cover \( \varphi'(R^\delta_m) \), corresponding to the basic isometry \( \iota_{m,r} \), refines the \( \delta \)-enlarged Markov partition \( R^\delta_{m-|r|} \). This means that the open covers associated with the basic isometries constituting each \( W_n \) refine the \( \delta \)-enlarged Markov partition \( R^\delta_n \). Consequently, as \( n \) goes to \( +\infty \), the diameter of the supports of the coefficient functions (square roots of partitions of unity) of the basic isometries in \( W_n \) tends to zero. The same holds for the isometry \( V_n = W_{\lfloor n \rfloor} \), as \( |n| \) tends to infinity.

**Proposition 5.5.** For every \( j \in \mathbb{Z} \), the isometry \( V : \mathcal{H} \otimes \ell^2(\mathbb{Z}) \to \mathcal{H} \otimes \mathcal{H} \otimes \ell^2(\mathbb{Z}) \) satisfies

\[
\lim_{n \to \pm \infty} \| V_{n+j} - V_n \| = 0,
\]

\[
\lim_{n \to \pm \infty} \| (u \otimes u)^j V_n - V_n u^j \| = 0.
\]

**Proof.** It suffices to consider the limits to \( +\infty \) and the isometries \( W_n \) instead of \( V_n \). Also, we can assume that \( j \geq 0 \). For the first limit we estimate \( \| W_{n+j} - W_n \|^2 \). Specifically, it suffices to show that for all \( \eta \in \mathcal{H} \) with \( \| \eta \| = 1 \), the inner products \( \langle W_{n+j}(\eta), W_n(\eta) \rangle \) and \( \langle W_n(\eta), W_{n+j}(\eta) \rangle \) are independent of \( \eta \) and converge to one. Indeed, for \( n \geq j \) we have that

\[
W_{n+j}^\ast W_n = (c_{n+j}c_n)^{-1} \sum_{m=n+j}^{2(n+j)} \theta_m^*(\sum_{m'=n}^{2n} \theta_{m'})
\]

\[
= (c_{n+j}c_n)^{-1} \sum_{m=n+j}^{2n} (2m + 1)I
\]

\[
= \frac{(n + 1 - j)(3n + 1 + j)}{((n + 1 + j)(3n + 1 + 3j)(n + 1)(3n + 1))^{1/2}} I.
\]

Consequently, if we denote the latter multiple of the identity operator \( I \) by \( a_{n,j} \), since \( W_n \) and \( W_{n+j} \) are isometries, and \( \| \eta \| = 1 \), we obtain that

\[
\| W_{n+j} - W_n \| = (2 - 2a_{n,j})^{1/2} = O(n^{-1}).
\]

Similarly, we estimate \( \| (u \otimes u)^j W_n - W_n u^j \|^2 \) by showing that \( W_n^\ast(u \otimes u)^j W_n \) is a multiple of \( u^j \). Specifically, for \( n \geq j \) we have

\[
(u \otimes u)^j W_n = c_n^{-1} \sum_{m=n}^{2n} (u \otimes u)^j \sum_{r=-m}^{m} \iota_{2m,r}
\]

\[
= c_n^{-1} \sum_{m=n}^{2n} \sum_{r=-m+j}^{m+j} \iota_{2m,r} u^j.
\]
Since the basic isometries have mutually orthogonal ranges we have

\[ \| (u \otimes u)^j W_n - W_n u^j \| = O(n^{-1/2}). \]

As a result, we have \( (u \otimes u)^j W_n - W_n u^j = O(n^{-1/2}) \).

6. Lifting the fundamental class: a Fredholm module representative

Theorem 6.2 below proves the main result of the paper. We use the constructions of Sections 3 and 5 to build a \( \theta \)-summable Fredholm module representative of the fundamental class \( \Delta \) of Definition 2.25. The proof is obtained through four technical lemmas. We remind the reader that Subsection 3.2 provides an overview of the proof and gives intuition on our constructions. We will refer back to it often.

Let \( (X, \varphi) \) be an irreducible Smale space. Fix two periodic orbits \( P \) and \( Q \) such that \( P \cap Q = \emptyset \) and consider the stable and unstable groupoids \( G^s(P) \) and \( G^u(P) \). Without loss of generality assume its metric \( d \) is self-similar, owing to Theorem 2.4 and the straightforward fact that the stable and unstable groupoids are invariants of topological conjugacy. In [26], the first author studies the smooth structure and \( K \)-homology of the Ruelle algebras associated with these groupoids. In particular, [26, Theorem 6.4] proves that the self-similar metric \( d \) yields well-behaved compatible groupoid metrics \( D_{s,d} \) and \( D_{u,d} \) on \( G^s(Q) \) and \( G^u(P) \). This gives the following proposition.

**Proposition 6.1** ([26, Proposition 7.1]). The complex vector space of compactly supported Lipschitz functions \( \text{Lip}_c(G^s(Q), D_{s,d}) \) forms a dense \(*\)-subalgebra of \( S(Q) \). Moreover, it is \( \alpha_s \)-invariant, and therefore, the algebraic crossed product

\[ \Lambda_{s,d}(Q, \alpha_s) = \text{Lip}_c(G^s(Q), D_{s,d}) \rtimes_{\alpha_s} \mathbb{Z} \]

is a dense \(*\)-subalgebra of the Ruelle algebra \( \mathcal{R}^s(Q) \). Similarly, in the unstable case

\[ \Lambda_{u,d}(P, \alpha_u) = \text{Lip}_c(G^u(P), D_{u,d}) \rtimes_{\alpha_u} \mathbb{Z} \]

is dense \(*\)-subalgebra of \( \mathcal{R}^u(P) \).

In [26, Theorem 7.15], it is proved that the extension \( \tau_\Delta : \mathcal{R}^s(Q) \otimes \mathcal{R}^u(P) \to Q(\mathcal{H} \otimes \ell^2(\mathbb{Z})) \) from [33] is finitely-smooth on the algebra \( \Lambda_{s,d}(Q, \alpha_s) \otimes_{\text{alg}} \Lambda_{u,d}(P, \alpha_u) \).

One of the technical parts of Section 3 was constructing the symmetric representation (22):

\[ \rho : \mathcal{R}^s(Q) \otimes \mathcal{R}^u(P) \to \mathcal{B}(\mathcal{H} \otimes \mathcal{H} \otimes \ell^2(\mathbb{Z})). \]

Then, using a refining sequence of \( \delta \)-enlarged Markov partitions \( (\mathcal{R}^\delta_n)_{n \geq 0} \), we constructed the isometry (37)

\[ V = \bigoplus_{n \in \mathbb{Z}} V_n : \mathcal{H} \otimes \ell^2(\mathbb{Z}) \to \mathcal{H} \otimes \mathcal{H} \otimes \ell^2(\mathbb{Z}). \]

Each isometry \( V_n \) is the average of certain basic isometries \( \iota_{m,s} : \mathcal{H} \to \mathcal{H} \otimes \mathcal{H} \) (14).

We now state the main result of the paper.

**Theorem 6.2.** The triple \( (\mathcal{H} \otimes \mathcal{H} \otimes \ell^2(\mathbb{Z}), \rho, 2VV^* - 1) \) is an odd Fredholm module over \( \mathcal{R}^s(Q) \otimes \mathcal{R}^u(P) \) representing the fundamental class \( \Delta \in \text{KK}_1(\mathcal{R}^s(Q) \otimes \mathcal{R}^u(P), \mathbb{C}) \), and is \( \theta \)-summable on the dense \(*\)-subalgebra \( \Lambda_{s,d}(Q, \alpha_s) \otimes_{\text{alg}} \Lambda_{u,d}(P, \alpha_u) \).
As noted above, we will prove Theorem 6.2 with a sequence of technical lemmas. The following establishes a refined version of (27). Note that the self-similarity of the metric $d$ is not used.

**Lemma 6.3.** Let $a \in C_c(G^s(Q))$, $b \in C_c(G^u(P))$ and $i, k, l \in \mathbb{Z}$. Then, for every $n \in \mathbb{Z}$, the operator

$$T_n = V_{2n+k}^*(a_n^u(b)u^i \otimes a_s^u(a)u^i)V_{2n+k} - a_n^u(b)a_s^u(a)u^i$$

has finite rank. In particular,

(i) there is $n_0 \in \mathbb{N}$ such that $\text{rank}(T_n) = 0$, for all $n \leq -n_0$;

(ii) there is a constant $C_1 > 0$ so that, for every $\varepsilon > 0$ there is $n_1 \in \mathbb{N}$ such that, for all $n \geq n_1$, we have $\text{rank}(T_n) \leq C_1 \varepsilon^{2\text{rank}(a_n^u)}$.

**Proof.** Assume that $\text{supp}(a) \subset V^s(v, w, h^s, \eta, N)$ and $\text{supp}(b) \subset V^u(v', w', h^u, \eta', N')$ and let $S_n = V_{2n+k}^*(a_n^u(b)u^i \otimes a_s^u(a)u^i)V_{2n+k}$. Fix some $n \in \mathbb{Z}$. The operator $a_n^u(b)a_s^u(a)u^i$ has finite rank (see the proof of [33, Lemma 6.3]) and also

$$\text{rank}(a_n^u(b)a_s^u(a)u^i) = \text{rank}(a_n^u(b)\alpha_s^u(a)) = \text{rank}(\alpha_s^u(b))$$

We claim that the operator $S_n$ has finite rank too. If $y \in X^h(P, Q)$ and $S_n(y) \neq 0$, then there is some basic isometry $\iota_{2m, \ell}$, for $m \in \{1, \ldots, \# \mathcal{R}'_{2m}\}$ and $|\ell| \leq m$, such that $(a_n^u(b)u^i \otimes a_s^u(a)u^i)\iota_{2m, \ell}(y) \neq 0$. We have

$$\iota_{2m, \ell}(y) = \sum_{j=1}^{\# \mathcal{R}'_{2m}} f_{2m, j}(\varphi^r(y))\delta_{\varphi^r[y, \varphi^r(g_{2m,j})]} \otimes \delta_{\varphi^r[y, \varphi^r(g_{2m,j})]}$$

and hence there is some $j \in \{1, \ldots, \# \mathcal{R}'_{2m}\}$ such that $f_{2m, j}(\varphi^r(y)) \neq 0$, meaning that $\varphi^r[y, \varphi^r(g_{2m,j})], \varphi^r[y, \varphi^r(g_{2m,j})]$ are well-defined with

$$\alpha_n^u(b)\delta_{\varphi^r[y, \varphi^r(g_{2m,j})]} \neq 0, \quad \alpha_s^u(a)\delta_{\varphi^r[y, \varphi^r(g_{2m,j})]} \neq 0.$$

Consequently, we have

$$\varphi^{i+n+i}[y, \varphi^r(g_{2m,j})] \in X_s(w, \eta'), \quad \varphi^{i-n}[\varphi^r(g_{2m,j}), y] \in X^u(w, \eta).$$

Let $\ell \in \mathbb{N}$ be large enough so that $\ell + n + i > 0$ and $i - n - \ell < 0$. Then,

$$\varphi^{\ell+n+i}(y) \in X^s(\varphi^{\ell+n+i}[y, \varphi^r(g_{2m,j})], \lambda^{-(\ell+n+i)}\varepsilon X/2)$$

and

$$\varphi^{\ell+n+i}[y, \varphi^r(g_{2m,j})] \in X^s(\varphi^{\ell}(w'), \lambda^{-\ell}\eta').$$

Therefore, $\varphi^{\ell+n+i}(y) \in X^s(\varphi^{\ell}(w'), \varepsilon X)$, or equivalently

$$y \in \varphi^{-(i-n-\ell)}(X^s(\varphi^{\ell}(w'), \varepsilon X)).$$

Similarly, we have that

$$y \in \varphi^{-(i-n-\ell)}(X^u(\varphi^{-\ell}(w), \varepsilon X)).$$

The intersection of the sets in (60) and (61) is finite since the first is a compact segment of the global stable set $X^s(\varphi^{-(i-n)}(w'))$, and the second is a compact segment of the global unstable set $X^u(\varphi^{-\ell}(w))$. As a result, we obtain that the operator $S_n$ has finite rank.

We now prove part (i). From (58) and again using the proof of [33, Lemma 6.3] we can find $n_0 \in \mathbb{N}$ so that $\text{rank}(a_n^u(b)a_s^u(a)u^i) = 0$, if $n \leq -n_0$. We aim to choose a (possibly) larger $n_0$ so that we also have $\text{rank}(S_n) = 0$, if $n \leq -n_0$. First note that since $P \cap Q = \emptyset$, there is some $\varepsilon_0 > 0$ so that $B(Q, \varepsilon_0) \cap B(P, \varepsilon_0) = \emptyset$. Also, note
that \( w \in X^n(Q) \), \( w' \in X^n(P) \), and for every \( m \in \{ \gamma |2n+k|, \ldots, 2\gamma |2n+k| \} \) and \( |r| \leq m \) it holds that
\[
\text{diam}(\varphi'(\mathcal{R}_{2m}^\delta)) \leq \lambda^{1-\gamma |2n+k|} \varepsilon_X,
\]
see Remark 5.4 and Theorem 2.7. It suffices to consider \( n_0 \in \mathbb{N} \) large enough so that, if \( n \leq n_0 \), we also have that

(i) \( n + i < 0, i - n > 0 \);
(ii) \( \varphi^{-n+i}(w') \in B(P, \varepsilon_0/4), \lambda^{n+i} \eta' < \varepsilon_0/4 \);
(iii) \( \varphi^{-(i-n)}(w) \in B(Q, \varepsilon_0/4), \lambda^{-(i-n)} \eta < \varepsilon_0/4 \);
(iv) \( \lambda^{1-\gamma |2n+k|} \varepsilon_X < \varepsilon_0/2 \).

Suppose that \( n \leq n_0 \) and assume to the contrary that there is \( y \in X^h(P, Q) \) with \( S_n(\delta y) \neq 0 \). Following the proof so far, we can find \( m \in \{ \gamma |2n+k|, \ldots, 2\gamma |2n+k| \} \), \( |r| \leq m \) and \( j \in \{ 1, \ldots, \#R_{2m}^\delta \} \) so that \( f_{2m,j}(\varphi^{-r}(y)) \neq 0 \) and (59) holds. We have that
\[
[y, \varphi'(g_{2m,j})] \in X^s(\varphi^{-(n+i)}(w'), \lambda^{n+i} \eta'),
\]
\[
[y', \varphi'(g_{2m,j})] \in X^s(\varphi^{-(i-n)}(w), \lambda^{-(i-n)} \eta).
\]
As a result, we get that \( [y, \varphi'(g_{2m,j})] \in B(P, \varepsilon_0/2) \) and \( [\varphi'(g_{2m,j}), y] \in B(Q, \varepsilon_0/2) \).

Also, since the coefficient function \( f_{2m,j} \circ \varphi^{-r} \) is non-zero exactly on the rectangle \( \varphi'(R_{2m,j}^\delta) \), we have that \( y, [y, \varphi'(g_{2m,j})], [\varphi'(g_{2m,j}), y] \in \varphi'(R_{2m,j}^\delta) \) and hence their mutual distances are less than \( \varepsilon_0/2 \). Therefore, we obtain that \( y \in B(Q, \varepsilon_0) \cap B(P, \varepsilon_0) \), which is a contradiction.

To prove part (ii), let \( \varepsilon > 0 \). Again, from (58) and this time [26] Lemma 7.6, there is some \( n_1 \in \mathbb{N} \) such that, if \( n \geq n_1 \), then we have that
\[
\text{rank}(\alpha^n(u)(a^n(a))u) < e^{2h(\varepsilon+\varepsilon)n}.
\]

We now prove that a similar statement holds for \( S_n \), given that \( n \in \mathbb{N} \) is sufficiently large. First, consider a (possibly) larger \( n_1 \) so that \( n_1 \geq |i| \) and assume that \( n \geq n_1 \). If \( y \in X^h(P, Q) \) and \( S_n(\delta y) \neq 0 \), similarly as before, we can find \( m \in \{ \gamma |2n+k|, \ldots, 2\gamma |2n+k| \} \), \( |r| \leq m \) and \( j \in \{ 1, \ldots, \#R_{2m}^\delta \} \) so that \( f_{2m,j}(\varphi^{-r}(y)) \neq 0 \) and (59) holds. However, this time we have that
\[
\varphi^{n+i}(y) \in X^s(\varphi^{n+i}[y, \varphi'(g_{2m,j})], \lambda^{-(n+i)} \varepsilon_X/2),
\]
\[
\varphi^{i-n}(y) \in X^u(\varphi^{i-n}[\varphi'(g_{2m,j}), y], \lambda^{i-n} \varepsilon_X/2),
\]
and hence we have
\[
y \in \varphi^{-(n+i)}(X^s(w', \varepsilon_X)) \cap \varphi^{n-i}(X^u(w, \varepsilon_X)).
\]

Working as in [26] Lemma 7.6, we can choose \( n_1 \) even larger so that, if \( n \geq n_1 \), it holds
\[
\text{rank}(S_n) \leq \#\varphi^{-(n+i)}(X^s(w', \varepsilon_X)) \cap \varphi^{n-i}(X^u(w, \varepsilon_X))
= \#X^s(w', \varepsilon_X) \cap \varphi^{2n}(X^u(w, \varepsilon_X))
< e^{2h(\varepsilon+\varepsilon)n}.
\]

This completes the proof of the lemma. \( \square \)

For the next “orthogonality” lemma, recall from the proof of Proposition 4.8 that \( G = \{ g_{n,k} \in R_{n,k}^\delta : n \geq 0, 1 \leq k \leq \#R_{2m}^\delta \} \) is an aperiodic \( \mathcal{R}^\delta \)-sample, see Definition 4.4. Also, note that the diameters in a \( \delta \)-enlarged Markov partition \( \mathcal{R}_1^\delta \) are assumed to be less than \( \varepsilon' < \varepsilon' \).
Lemma 6.4. Let \( a \in C_c(G^s(Q)) \), \( b \in C_c(G^n(P)) \) and \( i \in \mathbb{Z} \). Also, let \( m, t \in \mathbb{N} \) and \( r, s \in \mathbb{Z} \) with \( |r + i| \leq m - 1, |s| \leq t - 1 \) and \( (t, s) \neq (m, r + i) \). Then, there is \( n_2 = n_2(a, b) \in \mathbb{N} \) so that, for all \( n \geq n_2 \), it holds

\[
t^*_s(\alpha_r^n(b)u^i \otimes \alpha_s^n(a)u^t)_{t, m, r} = 0.
\]

Proof. Assume that supp\((a) \subset V^s(v, w, h^s, \eta, N)\) and supp\((b) \subset V^u(v', w', h^u, \eta', N')\).

First, we should note that if \( n \geq N, N' \) then, for every \( x \in \varphi^n(X^u(w, \eta)) \) we have

\[
\varphi^n \circ h^s \circ \varphi^{-n}(x) \in X^s(x, \lambda^{-n+N} \varepsilon_X/2),
\]

and similarly, for every \( x \in \varphi^{-n}(X^u(w', \eta')) \) we have

\[
\varphi^{-n} \circ h^u \circ \varphi^n(x) \in X^u(x, \lambda^{-n+N'} \varepsilon_X/2).
\]

We let \( n_2 \in \mathbb{N} \) to be larger than \( N, N' \) so that \( \lambda^{-n_2+N} \varepsilon_X/2, \lambda^{-n_2+N'} \varepsilon_X/2 \leq \varepsilon_X - 2\varepsilon' \).

Now suppose \( n \geq n_2 \) and assume to the contrary that there is \( y \in X^b(P, Q) \) such that

\[
n_{r+s}^m u^t(\alpha_r^n(b)u^i \otimes \alpha_s^n(a)u^t)_{t, m, r}(\delta_y) \neq 0.
\]

Since \( |r + i| \leq m - 1 \), we have

\[
(u^i \otimes u^t)_{t, m, r}(\delta_y) = \sum [R^*_n]_{m,j} f_{m,j}(\varphi^{-r}(y)) \delta_{[\varphi^r(y), \varphi^r+(g_{m,j})]} \otimes \delta_{[\varphi^r+(g_{m,j}), \varphi^r(y)]}.
\]

Then, from (62) there is some \( j \in \{1, \ldots, \#R_n^*_m\} \) so that

\[
f_{m,j}(\varphi^{-r}(y)) \alpha_r^n(b)\delta_{[\varphi^r(y), \varphi^r+(g_{m,j})]} \otimes \alpha_s^n(a)\delta_{[\varphi^r+(g_{m,j}), \varphi^r(y)]} \neq 0.
\]

In particular, \( \varphi^{-n} \circ h^u \circ \varphi^n[\varphi^r(y), \varphi^r+(g_{m,j})] \) and \( \varphi^n \circ h^s \circ \varphi^{-n}[\varphi^r+(g_{m,j}), \varphi^r(y)] \) are well-defined, and there is a (unique) \( k \in \{1, \ldots, \#R_n^*_m\} \) so that

\[
\varphi^{-s-n} \circ h^u \circ \varphi^n[\varphi^r(y), \varphi^r+(g_{m,j})] \in X^u(g_{t,k}, R^b_{t,k}),
\]

\[
\varphi^{-s-n} \circ h^s \circ \varphi^{-n}[\varphi^r+(g_{m,j}), \varphi^r(y)] \in X^s(g_{t,k}, R^b_{t,k}).
\]

Since \( |s| \leq t - 1 \), it follows that

\[
\varphi^{-n} \circ h^u \circ \varphi^n[\varphi^r(y), \varphi^r+(g_{m,j})] \in X^u(\varphi^s(g_{t,k}), \varepsilon'),
\]

\[
\varphi^n \circ h^s \circ \varphi^{-n}[\varphi^r+(g_{m,j}), \varphi^r(y)] \in X^s(\varphi^s(g_{t,k}), \varepsilon').
\]

Moreover,

\[
\varphi^{-n} \circ h^u \circ \varphi^n[\varphi^r(y), \varphi^r+(g_{m,j})] \in X^u([\varphi^r(y), \varphi^r+(g_{m,j})], \varepsilon_X - 2\varepsilon'),
\]

\[
\varphi^n \circ h^s \circ \varphi^{-n}[\varphi^r+(g_{m,j}), \varphi^r(y)] \in X^s([\varphi^r+(g_{m,j}), \varphi^r(y)], \varepsilon_X - 2\varepsilon'),
\]

and since \( \varphi^r(y), \varphi^r+(g_{m,j}) \in \varphi^r+(R^b_{m,j}) \) and \( \varphi^r+(R^b_{m,j}) \) is a rectangle with diameter less than \( \varepsilon' \), we also have that

\[
[\varphi^r(y), \varphi^r+(g_{m,j})] \in X^u(\varphi^s(g_{t,k}), \varepsilon'),
\]

\[
[\varphi^r+(g_{m,j}), \varphi^r(y)] \in X^s(\varphi^s(g_{t,k}), \varepsilon').
\]

Hence, we have \( \varphi^s(g_{t,k}) \in X^u(\varphi^s(g_{t,k}), \varepsilon_X) \cap X^u(\varphi^s(g_{t,k}), \varepsilon_X) = \{\varphi^s(g_{t,k})\} \). If \( s \neq r + i \) then \( \varphi^r+(g_{m,j}) = g_{t,k} \), which is a contradiction since \( G \) is aperiodic. Finally, if \( s = r + i \) then \( g_{m,j} = g_{t,k} \), and from aperiodicity it holds that \( m = t \). However, this is again a contradiction since \( (t, s) \neq (m, r + i) \).

For the next lemma, the fact that the metric \( d \) is self-similar plays an important role. Further, recall the sequence \( \gamma_{|n|} = |n|/16 \) used to define \( V_n \) in (56).
Lemma 6.5. Let $a \in \text{Lip}_c(G^*(Q), D_{s,i,i})$, $b \in \text{Lip}_c(G^*(P), D_{u,d})$ and $i, k \in \mathbb{Z}$. Then, there is a constant $C_2 > 0$ and some $n_3 \in \mathbb{N}$ so that $2n_3 + k > 0$ and $\gamma_{2n_3+k} \geq |i| + 1$ and, for all $n \geq n_3$, if $m \in \{\gamma_{2n+k}, \ldots, 2\gamma_{2n+k}\}$, $|r| \leq m$, it holds that

$$\|\bar{m}_{2n,r+i}(\alpha_u^n(b)u^i \otimes \alpha_u^n(a)u^i)u_{2m,r} - \alpha_u^n(b)\alpha_u^n(a)u^i\| \leq C_2\lambda^{-n/8} + 2^{-n/(8|\log_3 3|)}.$$  

Proof. Assume that supp$(a) \subset V^s(v, w, h^s, \eta, N)$ and supp$(b) \subset V^u(v', w', h^u, \eta', N')$. First, choose $n_3 \in \mathbb{N}$ so that $2n_3 + k > 0$ and $\gamma_{2n_3+k} \geq |i| + 1$. Since $(\gamma_n)_{n \in \mathbb{N}}$ is increasing, we have that $\gamma_{2n+k} \geq |i| + 1$, for all $n \geq n_3$. Therefore, for all $m, r$ as in the statement it holds that $|r + i| \leq 2m - 1$. Along the proof, the integer $n_3$ will be chosen sufficiently large for our arguments to work. Also, the constant $C_2$ will be described at the end of the proof. Moreover, for a large portion of the proof, the fact that we consider $m \in \mathbb{N}$ that increases with respect to $n \in \mathbb{N}$; meaning $m \geq \gamma_{2n+k}$, is not important, and what one should keep in mind is that $m, r$ satisfy $|r + i| \leq 2m - 1$.

Let $n \geq n_3$ and $m, r$ as in the statement. First note that if $\alpha_u^n(b)\alpha_u^n(a)u^i \neq 0$, then $X^s(\varphi^-(w')) \cap X^u(\varphi^+(v')) \neq \emptyset$ and hence $\varphi^-(w'), \varphi^+(v') \in$ lie in the same mixing component. Therefore, in this case, all points $\varphi^-(w'), \varphi^+(v')$ must lie in the same mixing component. Similarly, if $(\alpha_u^n(b)u^i \otimes \alpha_u^n(a)u^i)u_{2m,r} \neq 0$, then from (6.3) and (6.4) of Lemma 6.3 we see that $X^s(\varphi^-(w')) \cap X^u(\varphi^+(v')) \neq \emptyset$, and hence $\varphi^-(w'), \varphi^+(v') \in$ are in the same mixing component. As a result, the only possibility for the operators $\alpha_u^n(b)(u^i \otimes \alpha_u^n(a)u^i)u_{2m,r}$ and $\alpha_u^n(b)\alpha_u^n(a)u^i$ to be non-zero is when $n$ takes values in a certain strictly increasing arithmetic-like sequence. Therefore, without loss of generality, we can assume that $(X, \varphi)$ is mixing.

Recall that source$(a)$ and source$(b)$ denote the images of supp$(a)$, supp$(b)$ via the groupoid source map. Both source$(a)$ and source$(b)$ are compact subsets of $X^u(w, \eta)$ and $X^s(w', \eta')$, respectively. From compactness, we can find an $\varepsilon > 0$ such that the $\varepsilon$-neighbourhoods $N_\varepsilon$ for each $a \in \text{source}(a)$ and $b \in \text{source}(b)$, respectively. Let us now choose $n_3 \in \mathbb{N}$ to be sufficiently large so that

$$\lambda^{-n_3} < \lambda^{-n_3} < \lambda^{-n_3} < \lambda^{-n_3} < \lambda^{-n_3} < \varepsilon.$$  

In particular, this also means that $n_3 \geq N$, $|i|$. Consider $y \in X^h(P, Q)$ and $n \geq n_3$ with $\alpha_u^n(b)\alpha_u^n(a)u^i \delta_y \neq 0$. Then

$$\varphi^-(y) \in \text{source}(a), \quad \varphi^2 \circ h^s \circ \varphi^-(y) \in \text{source}(b),$$  

and $\alpha_u^n(b)\alpha_u^n(a)u^i \delta_y$ equals

$$b(h^s \circ \varphi^2 \circ h^s \circ \varphi^-(y), \varphi^2 \circ h^s \circ \varphi^-(y))a(h^s \circ \varphi^-(y), \varphi^-(y))\delta_{\varphi^-(y)},$$  

The goal is to find a similar description for $(\alpha_u^n(b)u^i \otimes \alpha_u^n(a)u^i)u_{2m,r}(\delta_y)$ which is written as

$$\sum_{j=1}^{\#R_{2m}^2} f_{2m,j}(\varphi^-(y))\alpha_u^n(b)\delta_y^{\varphi^-(g_{2m,j})} \otimes \alpha_u^n(a)\delta_y^{\varphi^-(g_{2m,j})}.$$  

Indeed, for every $j \in \{1, \ldots, \#R_{2m}^2\}$ with $f_{2m,j}(\varphi^-(y)) \neq 0$ we have that

$$\varphi^-(y) \in X^u(\varphi^-(y), \lambda^{-n_3} \varepsilon/2) \subset N_{\varepsilon/2}(\text{source}(a)) \subset X^u(w, \eta).$$  

As a result, $\alpha_u^n(a)\delta_y^{\varphi^-(g_{2m,j})} = a(h^s \circ \varphi^-(y), \varphi^-(y))\delta_{\varphi^-(y)}$, and

$$\alpha_u^n(b)\alpha_u^n(a)u^i \delta_y.$$  

The result is

$$a(h^s \circ \varphi^-(y), \varphi^-(y))\delta_{\varphi^-(y)}.$$  


Moreover, for such \( j \) it holds that
\[
\varphi^{n+i}[y, \varphi^r(g_{2m,j})] \in X^s(\varphi^{n+i}(y), \lambda^{-(n+i)} \varepsilon_X/2) \\
\subset X^s(\varphi^{2n} \circ h^s \circ \varphi^{-n+i}(y), \lambda^{-(n+i)} \varepsilon_X/2 + \lambda^{-2n+N} \varepsilon_X/2) \\
\subset N_\varepsilon(\text{source}(b)) \subset X^u(w', \eta').
\]

Therefore,
\[
\alpha_u^{-n}(b) \delta_{\varphi^r[y, \varphi^r(g_{2m,j})]} = b(h^u \circ \varphi^{n+i}[y, \varphi^r(g_{2m,j})], \varphi^{n+i}[y, \varphi^r(g_{2m,j})]) \delta_{\varphi^{-n+i} \circ \varphi^r(g_{2m,j})}.
\]

Conversely, let \( y \in X^h(P, Q) \) and \( n \geq n_3 \). If \( (\alpha_u^{-n}(b) u^i \otimes \alpha_s(a) u^i) \iota_{2m,r}(\delta_y) \neq 0 \), then there is some \( j_0 \in \{1, \ldots, \#R^s_{2m}\} \) so that
\[
f_{2m,j_0}(\varphi^{-r}(y)) \alpha_u^{-n}(b) \delta_{\varphi^r[y, \varphi^r(g_{2m,j_0})]} \otimes \alpha_s(a) \delta_{\varphi^{-r}(g_{2m,j_0})} \neq 0.
\]

Specifically, the expressions \( \varphi^r[y, \varphi^r(g_{2m,j_0})], \varphi^{n+i}[\varphi^r(g_{2m,j_0}), y] \) are well-defined. Also,
\[
\varphi^{-n+i}[\varphi^r(g_{2m,j_0}), y] \in \text{source}(a) \quad \text{and} \quad \varphi^{n+i}[y, \varphi^r(g_{2m,j_0})] \in \text{source}(b).
\]

Working as before, we obtain that \( \varphi^{n+i}(y) \in N_{\varepsilon/2}(\text{source}(a)) \subset X^u(w, \eta) \) and also that \( \varphi^{n+i}(y) \in N_{\varepsilon/2}(\text{source}(b)) \subset X^u(w', \eta') \). Therefore, the point \( \varphi^{2n} \circ h^s \circ \varphi^{-n+i}(y) \) is well-defined and lies close to \( \varphi^{n+i}(y) \) (in the stable direction) so that it is actually in \( N_\varepsilon(\text{source}(b)) \subset X^u(w', \eta') \). As a result, \( \alpha_u^{-n}(b) \alpha_s(a) u^i \delta_y \) is given by
\[
b(h^u \circ \varphi^{n+i} \circ h^s \circ \varphi^{-n+i}(y), \varphi^{n+i} \circ h^s \circ \varphi^{-n+i}(y)) a(h^s \circ \varphi^{-n+i}(y), \varphi^{-n+i}(y)) \delta_{\varphi^{-n+i} \circ \varphi^r(g_{2m,j_0})}.
\]

Moreover, for every \( j \in \{1, \ldots, \#R^s_{2m}\} \) with \( f_{2m,j}(\varphi^{-r}(y)) \neq 0 \), by comparing with \( \varphi^{-n+i}(y), \varphi^{n+i}(y) \), we have that
\[
\varphi^{n+i}[\varphi^r(g_{2m,j}), y] \in N_\varepsilon(\text{source}(a)) \quad \text{and} \quad \varphi^{n+i}[y, \varphi^r(g_{2m,j})] \in N_\varepsilon(\text{source}(b)),
\]

and hence lie in \( X^u(w, \eta) \) and \( X^u(w', \eta') \), respectively.

To summarise, let \( n \geq n_3 \) and consider \( y \in X^h(P, Q) \) so that \( \alpha_u^{-n}(b) \alpha_s(a) u^i \delta_y \neq 0 \) or \( (\alpha_u^{-n}(b) u^i \otimes \alpha_s(a) u^i) \iota_{2m,r}(\delta_y) \neq 0 \). Then, \( \varphi^{-n} \circ h^u \circ \varphi^{n+i} \circ h^s \circ \varphi^{-n+i}(y) \) is well-defined. Similarly, for \( \varphi^{n} \circ h^s \circ \varphi^{-n+i}(y) \) and \( \varphi^{-n} \circ h^u \circ \varphi^{n+i}(y) \), for all \( j \in \{1, \ldots, \#R^s_{2m}\} \) with \( f_{2m,j}(\varphi^{-r}(y)) \neq 0 \). Our goal now is to evaluate the operator \( \iota_{2m,r+i}^{2m,r+i+1}(\alpha_u^{-n}(b) u^i \otimes \alpha_s(a) u^i) \iota_{2m,r}^{2m,r+i+1} \) on \( \delta_y \).

At this point we shall consider a (possibly) larger \( n_3 \) so that \( n_3 \geq N' \). Then for every \( y \) as above we have that
\[
d(\varphi^{-n} \circ h^u \circ \varphi^{2n} \circ h^s \circ \varphi^{-n+i}(y), \varphi^i(y)) \leq K_0 \lambda^{-n},
\]
where \( K_0 = \lambda^{N'} \varepsilon_X/2 + \lambda^{N'} \varepsilon_X/2 \). Moreover, from [45, Lemma 2.2], for a (possibly) larger \( n_3 \), we can guarantee that
\[
\varphi^i \circ h^s \circ \varphi^{-2n} \circ h^u \circ \varphi^n(y) = \varphi^{-n} \circ h^u \circ \varphi^{2n} \circ h^s \circ \varphi^{-n}(\varphi^i(y)).
\]

Consequently, we obtain the important fact that
\[
\varphi^{-n} \circ h^u \circ \varphi^{2n} \circ h^s \circ \varphi^{-n+i}(y) = [\varphi^{-n} \circ h^u \circ \varphi^{n+i}(y), \varphi^n \circ h^s \circ \varphi^{-n+i}(y)].
\]

In addition, for every \( j \in \{1, \ldots, \#R^s_{2m}\} \) with \( f_{2m,j}(\varphi^{-r}(y)) \neq 0 \), we claim that
\[
\varphi^{n} \circ h^s \circ \varphi^{-n+i}[\varphi^r(g_{2m,j}), y] = [\varphi^{n+i}[\varphi^r(g_{2m,j}), y], \varphi^n \circ h^s \circ \varphi^{-n+i}(y)],
\]
\[
\varphi^{-n} \circ h^u \circ \varphi^{n+i}[y, \varphi^r(g_{2m,j})] = [\varphi^{-n} \circ h^u \circ \varphi^{n+i}(y), \varphi^{n+i}(g_{2m,j})].
\]

We now prove the stable case, and the unstable case is similar. We have that both \( \varphi^{-r}(y), g_{2m,j} \) lie in \( R^s_{2m,j} \), and since \( |r+i| \leq 2m-1 \) it holds that
\[
\varphi^i[\varphi^r(g_{2m,j}), y] = [\varphi^{n+i}(g_{2m,j}), \varphi^i(y)].
\]
For brevity denote \( x = \varphi^{r+i}(g_{2m,j}) \), \( z = \varphi^{i}(y) \). For every \( 0 \leq \ell \leq n - N \) we have that
\[
d(\varphi^{\ell+N-n}(z), \varphi^{\ell+N} \circ h^s \circ \varphi^{-n}(z)) \leq \lambda^{-\ell} d(\varphi^{N-n}(z), \varphi^N \circ h^s \circ \varphi^{-n}(z))
\]
\[
= \lambda^{-\ell} d(\varphi^{N-n}(z), [\varphi^{N-n}(z), \varphi^N(v)])
\]
\[
\leq \lambda^{-\ell} \varepsilon_X/2,
\]
and also that \( d(\varphi^{\ell+N-n}(z), \varphi^{\ell+N-n}[x,z]) \leq \lambda^{\ell+N-n}\varepsilon_X/2 \). Therefore, for all \( 0 \leq \ell \leq n - N \) it holds that
\[
d(\varphi^{\ell+N-n}[x,z], \varphi^{\ell+N} \circ h^s \circ \varphi^{-n}(z)) \leq \varepsilon_X,
\]
and in addition
\[
[\varphi^{\ell+N-n}[x,z], \varphi^{\ell+N} \circ h^s \circ \varphi^{-n}(z)] = \varphi^{\ell}[\varphi^{N-n}[x,z], [\varphi^{N-n}(z), \varphi^N(v)]]
\]
\[
= \varphi^{\ell}[\varphi^{N-n}[x,z], \varphi^N(v)].
\]
For \( \ell = n - N \) we obtain that
\[
[x, \varphi^{n} \circ h^s \circ \varphi^{-n}(z)] = [[x,z], \varphi^{n} \circ h^s \circ \varphi^{-n}(z)]
\]
\[
= \varphi^{n-N}[\varphi^{N-n}[x,z], \varphi^N(v)]
\]
\[
= \varphi^{n} \circ h^s \circ \varphi^{-n}[x,z],
\]
and this completes the proof of the claim. In fact, we can assume that \( n_3 \) is slightly larger (and still independent of \( y \)) so that,
\[
\begin{align*}
[\varphi^{-n} \circ h^u \circ \varphi^{n+i}(y), \varphi^{r+i}(g_{2m,j})] & \in X^u(\varphi^{r+i}(g_{2m,j}), \varepsilon_X/2), \\
[\varphi^{r+i}(g_{2m,j}), \varphi^{n} \circ h^s \circ \varphi^{-n+i}(y)] & \in X^s(\varphi^{r+i}(g_{2m,j}), \varepsilon_X/2).
\end{align*}
\]
This last condition allows us to use the adjoint \( t^*_{2m,r+i} \) on \((a^{-n}_u(b)u \otimes a^n_u(a)u')t_{2m,r}(\delta_y)\) which (from the proof so far) is a linear combination of the basis vectors
\[
\delta[\varphi^{-n}oh^u\varphi^{n+i}(y), \varphi^{r+i}(g_{2m,j})] \otimes \delta[\varphi^{r+i}(g_{2m,j}), \varphi^{n}oh^s\varphi^{-n+i}(y)],
\]
where \( j \in \{1, \ldots, \#R^5_{2m}\} \) with \( f_{2m,j}(\varphi^{-r}(y)) \neq 0 \). For these \( j \) we have that the expression
\[
t^*_{2m,r+i}(\delta[\varphi^{-n}oh^u\varphi^{n+i}(y), \varphi^{r+i}(g_{2m,j})] \otimes \delta[\varphi^{r+i}(g_{2m,j}), \varphi^{n}oh^s\varphi^{-n+i}(y)])
\]
is equal to
\[
f_{2m,j}(\varphi^{-(r+i)}[\varphi^{-n} \circ h^u \circ \varphi^{n+i}(y), \varphi^{n} \circ h^s \circ \varphi^{-n+i}(y)])\delta[\varphi^{-n}oh^u\varphi^{n+i}(y), \varphi^{n}oh^s\varphi^{-n+i}(y)],
\]
which is equivalently written as
\[
f_{2m,j}(\varphi^{-(r+i)} \circ \varphi^{-n} \circ h^u \circ \varphi^{2n} \circ h^s \circ \varphi^{-n+i}(y))\delta[\varphi^{-n}oh^u\varphi^{n+i}(y), \varphi^{n}oh^s\varphi^{-n+i}(y)].
\]
A remark is in order. In general, the points \( \varphi^{-n} \circ h^u \circ \varphi^{n+i}(y), \varphi^n \circ h^s \circ \varphi^{-n+i}(y) \) might not be in the same rectangle with \( \varphi^{r+i}(g_{2m,j}) \), namely the rectangle \( \varphi^{r+i}(R^5_{2m,j}) \). In turn, this might lead to
\[
[\varphi^{-n} \circ h^u \circ \varphi^{n+i}(y), \varphi^n \circ h^s \circ \varphi^{-n+i}(y)] \not\in \varphi^{r+i}(R^5_{2m,j}),
\]
and since \( f_{2m,j}(\varphi^{-(r+i)}(x)) \neq 0 \) if and only if \( x \in \varphi^{r+i}(R^5_{2m,j}) \), we will have that
\[
t^*_{2m,r+i}(\delta[\varphi^{-n}oh^u\varphi^{n+i}(y), \varphi^{r+i}(g_{2m,j})] \otimes \delta[\varphi^{r+i}(g_{2m,j}), \varphi^{n}oh^s\varphi^{-n+i}(y)]) = 0.
\]
However, this is exactly what the slow-down sequence \( (\gamma_n)_{n \in \mathbb{N}} \) fixes; it forces the index \( 2m \) to go slower to infinity than \( n \). In this way, the refining process of \( (R^5_{n})_{n \in \mathbb{N}} \) has a lag so that both \( \varphi^{-n} \circ h^u \circ \varphi^{n+i}(y), \varphi^n \circ h^s \circ \varphi^{-n+i}(y) \) manage to converge to \( \varphi^{i}(y) \) fast enough so that they tend to lie in the same rectangle(s) with \( \varphi^{i}(y) \), and hence
(eventually) with $\varphi^{r+i}(g_{2m,j})$. This can be achieved by using the Lebesgue covering numbers of the $\delta$-enlarged Markov partitions which can be explicitly described using the self-similarity of the metric $d$, see Theorem 2.7.

At this point let us summarise what we have proved so far. Let $n \geq n_3$ and $y \in X^k(P,Q)$ so that $\alpha_u^n(b)\alpha_s^n(a)u^i\delta_y \neq 0$ or $(\alpha_u^n(b)u^i \otimes \alpha_s^n(a)u^i)\iota_{2m,r}(\delta_y) \neq 0$. Then, the following expressions are well-defined

$$
\begin{align*}
y_1^1 &= \varphi^{-n+i}(y) \\
y_2^1 &= h^s \circ \varphi^{-n+i}(y) \\
y_1^2 &= \varphi^{2n} \circ h^s \circ \varphi^{-n+i}(y) \\
y_2^2 &= h^u \circ \varphi^{2n} \circ h^s \circ \varphi^{-n+i}(y) \\
y_{s,u} &= \varphi^{-n} \circ h^u \circ \varphi^{2n} \circ h^s \circ \varphi^{-n+i}(y),
\end{align*}
$$

and for every $j \in \{1, \ldots, \# R_{2m}^s\}$ with $f_{2m,j}(\varphi^{-r}(y)) \neq 0$, the same holds for the expressions

$$
\begin{align*}
y_{1,j}^1 &= \varphi^{-n+i}[\varphi^r(g_{2m,j}, y)] \\
y_{2,j}^1 &= h^s \circ \varphi^{-n+i}[\varphi^r(g_{2m,j}, y)] \\
y_{1,j}^2 &= \varphi^{n+i}[y, \varphi^r(g_{2m,j})] \\
y_{2,j}^2 &= h^u \circ \varphi^{n+i}[y, \varphi^r(g_{2m,j})].
\end{align*}
$$

Moreover, the operator $\iota_{2m,r+i}^*(\alpha_u^n(b)u^i \otimes \alpha_s^n(a)u^i)\iota_{2m,r} - \alpha_u^n(b)\alpha_s^n(a)u^i$ evaluated on the basis vector $\delta_y$ is given by

$$
(\sum_j f_{2m,j}(\varphi^{-r}(y))f_{2m,j}(\varphi^{-r-i}(y^{s,u}))b(y_{2,j}^u, y_{1,j}^u)a(y_{2,j}^s, y_{1,j}^s) - b(y_{2}^u, y_{1}^u)a(y_{2}^s, y_{1}^s))\delta_{y^{s,u}},
$$

where the sum is taken over the $j \in \{1, \ldots, \# R_{2m}^s\}$ with $f_{2m,j}(\varphi^{-r}(y)) \neq 0$. As a result, for $n \geq n_3$, we have that

$$
\|\iota_{2m,r+i}^*(\alpha_u^n(b)u^i \otimes \alpha_s^n(a)u^i)\iota_{2m,r} - \alpha_u^n(b)\alpha_s^n(a)u^i\| = \sup_y |\sum_j f_{2m,j}(\varphi^{-r}(y))f_{2m,j}(\varphi^{-r-i}(y^{s,u}))b(y_{2,j}^u, y_{1,j}^u)a(y_{2,j}^s, y_{1,j}^s) - b(y_{2}^u, y_{1}^u)a(y_{2}^s, y_{1}^s)|,
$$

where the supremum is taken over the $y \in X^k(P,Q)$ such that $\alpha_u^n(b)\alpha_s^n(a)u^i\delta_y \neq 0$ or $(\alpha_u^n(b)u^i \otimes \alpha_s^n(a)u^i)\iota_{2m,r}(\delta_y) \neq 0$.

By writing $f_{2m,j}(\varphi^{-r-i}(y^{s,u}))$ as $f_{2m,j}(\varphi^{-r-i}(y^{s,u})) - f_{2m,j}(\varphi^{-r}(y)) + f_{2m,j}(\varphi^{-r}(y))$, we first consider

$$
|\sum_j f_{2m,j}(\varphi^{-r}(y))(f_{2m,j}(\varphi^{-r-i}(y^{s,u})) - f_{2m,j}(\varphi^{-r}(y)))b(y_{2,j}^u, y_{1,j}^u)a(y_{2,j}^s, y_{1,j}^s)|
\leq \|b\|_{\infty} \|a\|_{\infty} \sum_j |f_{2m,j}(\varphi^{-r-i}(y^{s,u})) - f_{2m,j}(\varphi^{-r}(y))|.
$$

Following Theorem 2.7, the number of $j \in \{1, \ldots, \# R_{2m}^s\}$ with $f_{2m,j}(\varphi^{-r}(y)) \neq 0$ is at most $(\# R_{2m}^s)^2$. Also, for such $j$ it holds that

$$
|f_{2m,j}(\varphi^{-r-i}(y^{s,u})) - f_{2m,j}(\varphi^{-r}(y))| \leq |f_{2m,j}^2(\varphi^{-r-i}(y^{s,u})) - f_{2m,j}^2(\varphi^{-r}(y))|^{1/2}
\leq \text{Lip}(f_{2m,j}^2 \circ \varphi^{-r})^{1/2} d(\varphi^{-i}(y^{s,u}), y)^{1/2}.
$$

Again from Theorem 2.7 since the metric $d$ is self-similar, there is an $0 < \eta \leq \varepsilon_X$ so that $\text{Leb}(R_{2m}^s) \geq \lambda^{-2m+1}\eta$. Then, using the fact that $\varphi$ is $\lambda$-bi-Lipschitz and that
Moreover, from (64) we have that
\[ d = \lim_{n \to \infty} a_n \]
Consequently, it holds that
\[ K(a, b) \]
To estimate \( y, \phi \)
where
\[ \phi(y) = \] 
We aim to show that \( (\phi(y)) \) and hence
\[ d(\phi^{-1}(y^u), y) \leq K_0 \lambda^{-n}. \]
Consequently, it holds that
\[ (69) \]
\[ |\sum_j f_{2m,j}(\phi^{-r}(y)) (f_{2m,j}(\phi^{-r}(y^u)) - f_{2m,j}(\phi^{-r}(y))) b(y_{2j}, y_{1j}) a(y_{2j}, y_{1j})| < K_2 \lambda^{-n/8}, \]
where \( K_2 = \|b\|_\infty \|a\|_\infty (\#R^d_y (K_0 K_1 \lambda)|)^{1/2}. \)
For the other term of the triangle inequality we use the fact that
\[ \sum_j f_{2m,j}(\phi^{-r}(y))^2 = 1, \]
and consider
\[ |\sum_j f_{2m,j}(\phi^{-r}(y))^2 | b(y_{2j}, y_{1j}) a(y_{2j}, y_{1j}) - b(y_{2j}, y_{1j}) a(y_{2j}, y_{1j})| \]
\[ \leq \sum_j f_{2m,j}(\phi^{-r}(y))^2 | b(y_{2j}, y_{1j}) a(y_{2j}, y_{1j}) - b(y_{2j}, y_{1j}) a(y_{2j}, y_{1j})| \]
Since \( a, b \) are Lipschitz, for every \( j \) we have that
\[ |a(y_{2j}, y_{1j}) - a(y_{2j}, y_{1j})| \leq \operatorname{Lip}(a) D_{s,d}((y_{2j}, y_{1j}), (y_{2j}, y_{1j})), \]
\[ |b(y_{2j}, y_{1j}) - b(y_{2j}, y_{1j})| \leq \operatorname{Lip}(b) D_{u,d}((y_{2j}, y_{1j}), (y_{2j}, y_{1j})). \]
To estimate \( D_{s,d}((y_{2j}, y_{1j}), (y_{2j}, y_{1j})) \) recall that \( y_{1j} = \phi^{-n+i}(y), y_{2j} = h^n \circ \phi^{-n+i}(y) \) and also \( y_{1j} = \phi^{-n+i}[\phi^r(y_{2m,j})] \), \( y_{2j} = h^n \circ \phi^{-n+i}[\phi^r(y_{2m,j})] \). Further, note that \( n \) is large enough so that
\[ \phi^n(y_{1j}) \in X^s(\phi^n(y_{2j}), \varepsilon_X/2) \quad \text{and} \quad \phi^n(y_{1j}) \in X^s(\phi^n(y_{2j}), \varepsilon_X/2). \]
We aim to show that \( (y_{2j}, y_{1j}) \) lies in a sufficiently small bisection around \( (y_{2j}, y_{1j}) \), and this requires to be precise about the distance of \( y_{1j} \) with \( y_{1j}' \). We have that both \( y, \phi^r(y_{2m,j}) \) lie in the rectangle \( \phi^r(\mathcal{R}^d_{2m,j}) \in \phi^r(\mathcal{R}^d_{2m,j}) \). From Theorem 2.7 we see that the cover \( \phi^r(\mathcal{R}^d_{2m,j}) \) refines \( \mathcal{R}^d_{\gamma_{2n+k}} \) and using the fact that \( \gamma_{2n+k} \geq n/8 + k/16 \), we have that
\[ \operatorname{diam}(\phi^r(\mathcal{R}^d_{2m,j})) \leq K_3 \lambda^{-n/8}, \]
where \( K_3 = \lambda^{1-k/16} \). Assuming that \( n \) is sufficiently large so that \( K_3 \lambda^{-n/8} < \varepsilon_X \), one has that \( [\phi^r(y_{2m,j})] \in X^u(y, K_3 \lambda^{-n/8}) \) and hence
\[ \phi^{-n+i}[\phi^r(y_{2m,j})] \in X^u(\phi^{-n+i}(y), \lambda K_3 \lambda^{-n/8}). \]
Now, assuming that \( n \) is a bit larger so that \( \lambda K_3 \lambda^{-n/8} < \varepsilon_X/2 \), we can consider the bisection \( V^s(y_{2j}, y_{1j}, \lambda K_3 \lambda^{-n/8}, n) \) and it is straightforward to show that
\[ (y_{2j}, y_{1j}) \in V^s(y_{2j}, y_{1j}, \lambda K_3 \lambda^{-n/8}, n). \]
Then, using Proposition 6.5 we can find a constant \( K_4 > 0 \) (independent of the points \( (y_{2j}, y_{1j}), (y_{2j}, y_{1j}) \) and \( n \)) so that
\[ D_{s,d}((y_{2j}, y_{1j}), (y_{2j}, y_{1j})) \leq K_4 2^{-n/(8 \log K_3)} \].
Working in exactly the same way, but assuming $n$ is slightly larger than before, we can find a constant $K_5 > 0$ so that
\[
D_{u,d}((y_{2,j}^n, y_{1,j}^n), (y_2^n, y_1^n)) \leq K_5 2^{-n/(8[\log_3 3])}.
\]

To conclude, there is a constant $K_6 > 0$ (independent of $y$ and $n$) so that
\[
\left| \sum_j f_{2m,j}(\varphi^{-r}(y))^2 (b(y_{2,j}^n, y_{1,j}^n) a(y_{2,j}^n, y_{1,j}^n) - b(y_2^n, y_1^n) a(y_2^n, y_1^n)) \right| \leq K_6 2^{-n/(8[\log_3 3])}.
\]

As a result, from (71) and (72), if $n_3$ is sufficiently large, for every $n \geq n_3$ we have that
\[
\| V_{2n+l}^* (\alpha_u^{-n}(b) a^i \otimes \alpha_s^n(a) u^i) V_{2n+k} - \alpha_u^{-n}(b) \alpha_s^n(a) u^i \| \leq C_2 (\lambda^{-n/8} + 2^{-n/(8[\log_3 3])}),
\]
where $C_2 = \max\{K_2, K_6\}$. If either $a$ or $b$ is not supported on a bisection, then the same result holds for large enough $C_2, n_3$. This completes the proof. \hfill \Box

The next result is an application of Lemmas 6.4 and 6.5.

**Lemma 6.6.** Let $a \in \text{Lip}_c(G^m(Q), D_{u,d})$, $b \in \text{Lip}_c(G^n(P), D_{u,d})$ and $i, k, l \in \mathbb{Z}$. Then, there is a constant $C_3 > 0$ and $n_4 \in \mathbb{N}$ so that, for every $n \geq n_4$, we have
\[
\| V_{2n+l}^* (\alpha_u^{-n}(b) a^i \otimes \alpha_s^n(a) u^i) V_{2n+k} - \alpha_u^{-n}(b) \alpha_s^n(a) u^i \| \leq \frac{C_3}{n}.
\]

**Proof.** Without loss of generality we can assume that $l \leq k$ and $i \geq 0$. Let us consider $n \in \mathbb{N}$ large enough so that $2n + k, 2n + l > 0$, $\gamma_{2n+k} \geq i + 1$. Then, it holds that $V_{2n+l}^* (\alpha_u^{-n}(b) a^i \otimes \alpha_s^n(a) u^i) V_{2n+k} = \sum_{m=\gamma_{2n+k}}^{2\gamma_{2n+k}} \sum_{m'=\gamma_{2n+k}}^{2\gamma_{2n+k}} \sum_{m''=\gamma_{2n+k}}^{2\gamma_{2n+k}} \sum_{r=-m}^{m} \sum_{r'=-m}^{m} \sum_{r''=-m}^{m} \alpha_u^{-n}(b) a^i \otimes \alpha_s^n(a) u^i V_{2n+k}.
\]

From the “orthogonality” Lemma 6.4 we can find $n_2 \in \mathbb{N}$ so that, for every $n \geq n_2$, we have $\gamma_{2n+k} \leq 2\gamma_{2n+i}$ and the last expression is equal to
\[
c_1^{-1} \alpha_u^{-n}(b) a^i \otimes \alpha_s^n(a) u^i V_{2n+k}.
\]

At this point, let us consider the numbers $\zeta_n \in (0, 1]$ given by
\[
\zeta_n = c_1^{-1} \sum_{m=\gamma_{2n+k}}^{2\gamma_{2n+k}} \sum_{r=-m}^{m} 1,
\]
and with elementary computations one can see that there is a constant $K > 0$ such that $1 - \zeta_n \leq K/n$. Then, we have that
\[
(1 - \zeta_n) \alpha_u^{-n}(b) a^i \otimes \alpha_s^n(a) u^i \| \leq \frac{K \| b \| \| a \|}{n}.
\]

From Lemma 6.5, there is a constant $C_2 > 0$ and $n_3 \in \mathbb{N}$ so that, if in addition $n \geq n_3$ then
\[
\| V_{2n+l}^* (\alpha_u^{-n}(b) a^i \otimes \alpha_s^n(a) u^i) V_{2n+k} - \zeta_n \alpha_u^{-n}(b) a^i \otimes \alpha_s^n(a) u^i \| \leq C_2 (\lambda^{-n/8} + 2^{-n/(8[\log_3 3])}).
\]

The proof follows from (71) and (72). \hfill \Box
Proof of Theorem 6.2. Recall the representations \( \overline{\rho} : \mathcal{R}^s(Q) \to \mathcal{B}(\mathcal{H} \otimes \ell^2(\mathbb{Z})) \) and \( \overline{\mu} : \mathcal{R}^u(P) \to \mathcal{B}(\mathcal{H} \otimes \ell^2(\mathbb{Z})) \) in (13) and (10), which commute modulo compacts and whose product in the Calkin algebra gives \( \tau_\Delta \). Also, recall the unitary \( U = \bigoplus_{n \in \mathbb{Z}} u^{-[n/2]} \) and the symmetrised extension \( \text{Ad}_x(U) \circ \tau_\Delta \) in (21) which on \( x \in \mathcal{R}^s(Q) \otimes_{\text{alg}} \mathcal{R}^u(P) \) is given by

\[
(\text{Ad}_x(U) \circ \tau_\Delta)(x) = (\text{Ad}(U) \circ (\overline{\rho} \cdot \overline{\mu}))(x) + \mathcal{K}(\mathcal{H} \otimes \ell^2(\mathbb{Z})).
\]

In [26, Proposition 7.9], it is proved that for every \( p > 2 \), \( (\mathcal{H} \otimes \ell^2(\mathbb{Z})) \), the algebras \( \overline{\rho} \Lambda_{s,d}(Q, \alpha_s) \) and \( \overline{\mu} \Lambda_{u,d}(P, \alpha_u) \) commute modulo the Schatten-\( p \)-ideal \( \mathcal{I} = \mathcal{L}^p(\mathcal{H} \otimes \ell^2(\mathbb{Z})) \). Therefore, for every \( x, y \in \Lambda_{s,d}(Q, \alpha_s) \otimes_{\text{alg}} \Lambda_{u,d}(P, \alpha_u) \), keeping in mind that \( U \in \mathcal{B}(\mathcal{H} \otimes \ell^2(\mathbb{Z})) \), we have that

\[
(\text{Ad}(U) \circ (\overline{\rho} \cdot \overline{\mu}))(x) - (\text{Ad}(U) \circ (\overline{\rho} \cdot \overline{\mu}))(y) \in \mathcal{I}
\]

and

\[
(\text{Ad}(U) \circ (\overline{\rho} \cdot \overline{\mu}))(x^*) - (\text{Ad}(U) \circ (\overline{\rho} \cdot \overline{\mu}))(y^*) \in \mathcal{I}.
\]

Consequently, the extension \( \text{Ad}_x(U) \circ \tau_\Delta \) is \( p \)-smooth on \( \Lambda_{s,d}(Q, \alpha_s) \otimes_{\text{alg}} \Lambda_{u,d}(P, \alpha_u) \).

Further, from Lemma 6.3, Lemma 6.6 and [26, Lemma 7.4] we have that for all \( x \in \Lambda_{s,d}(Q, \alpha_s) \otimes_{\text{alg}} \Lambda_{u,d}(P, \alpha_u) \):

\[
V^\rho p(x)V - (\text{Ad}(U) \circ (\overline{\rho} \cdot \overline{\mu}))(x) \in \text{Li}(\mathcal{H} \otimes \ell^2(\mathbb{Z})).
\]

Then, following Theorem 2.10, the triple \( (\mathcal{H} \otimes \mathcal{H} \otimes \ell^2(\mathbb{Z}), \rho, 2V^\rho V - 1) \) defines an odd Fredholm module over \( \mathcal{R}^s(Q) \otimes \mathcal{R}^u(P) \). In particular, it is \( \theta \)-summable on \( \Lambda_{s,d}(Q, \alpha_s) \otimes_{\text{alg}} \Lambda_{u,d}(P, \alpha_u) \) and represents the extension class \( [\text{Ad}_x(U) \circ \tau_\Delta] = [\tau_\Delta] \), hence represents the fundamental class \( \Delta \) from [33].
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