Compressive SD-OCT: the application of compressed sensing in spectral domain optical coherence tomography

Xuan Liu and Jin U. Kang
Department of Electrical and Computer Engineering, Johns Hopkins University
3400 N. Charles St, Baltimore, MD, 21218, USA
*xliu35@jhu.edu

Abstract: We applied compressed sensing (CS) to spectral domain optical coherence tomography (SD OCT) and studied its effectiveness. We tested the CS reconstruction by randomly undersampling the k-space SD OCT signal. We achieved this by applying pseudo-random masks to sample 62.5%, 50%, and 37.5% of the CCD camera pixels. OCT images are reconstructed by solving an optimization problem that minimizes the $l_1$ norm of a transformed image to enforce sparsity, subject to data consistency constraints. CS could allow an array detector with fewer pixels to reconstruct high resolution OCT images while reducing the total amount of data required to process the images.
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1. Introduction

Optical coherence tomography (OCT) has been used widely in medical diagnosis and research [1–5]. Spectral domain OCT (SD OCT) uses an array detector such as a CCD or CMOS camera to discretize and digitize the spectral interferograms. Due to the Fourier domain detection configuration, SD OCT has superior sensitivity and imaging speed compared to time domain OCT (TD OCT) and, therefore, has supplanted conventional TD OCT in many applications [6–8]. However, the advantages come at a cost: an expensive, large array, and high-speed camera. Moreover, when large imaging depth as well as high axial resolution is required, the camera has to capture spectra at a large sampling rate, because conventional image reconstruction algorithm for SD OCT requires spectral domain sampling beyond Nyquist rate to achieve a certain imaging depth [7]. In other words, the camera has to have enough pixels to guarantee that at least two data points are sampled within one period of the spectral interferogram. Such CCD or CMOS cameras and associated electronics are usually expensive and limit the imaging speed. Besides, it is challenging to transfer and process the large amounts of data acquired [4,9]. In particular, for applications in assisted surgical guidance and intervention, surgeons require reliable, accurate tracking and imaging of the sample surface in real-time, thus high-speed, large imaging depth and high axial resolution are all essential [10,11]. In this study, we explore the potential of using compressed sensing for SD OCT (CS SD OCT), which could reduce the burden of using a large pixel array camera and reduce the amount of data required and subsequent processing for high-resolution image reconstruction.

David L. Donoho first proposed CS as a rigorous mathematical theory [12,13]. Subsequently, CS has become an increasingly popular research topic in medical imaging, with applications in MRI, photoacoustic tomography as well as OCT [14–16]. If the signal has a sparse representation, the theory of CS stipulates that the signal can be reconstructed with good fidelity from highly undersampled random measurements. This implies that for SD OCT, if the OCT images have a sparse representation, highly undersampled random measurements in k-space can yield accurate image recovery through the use of CS reconstruction.

In this paper, we evaluate the CS method by randomly undersampling a k-space SD OCT signal that was experimentally obtained. Images were reconstructed with high fidelity by solving an optimization problem that minimizes the $l_1$ norm of a transformed image to enforce sparsity, subject to data consistency constraints. To the best of our knowledge, this is the first time that CS has been applied to process an experimentally obtained OCT signal.
2. Common path SD OCT and conventional SD OCT signal processing

In this study, we use a common path SD OCT (CP SD OCT), as illustrated in Fig. 1 [5,8]. The common path configuration enables the system to be compact, rugged, cost-effective, and free of system chromatic dispersion mismatch [3]. The broadband light source illuminates the common path interferometer which consists of a 50/50 fiber optic coupler and a single mode fiber probe serving as both sample and reference arm. The probe is scanned laterally to obtain B-mode image. The reference signal is derived from the partial reflection at the distal end of the probe arm. The reference and the sample signal couple back to the probe arm, interfere, and are detected by the spectrometer, which uses a CCD camera with more than 2000 pixels to discretize and digitize the spectral interferograms. In this study, we combine three superluminescent emission diodes (SLED) to be our broadband source. The broadband source has a ~100nm full width half maximum bandwidth and an 800nm central wavelength. The axial resolution is measured to be 3.2μm.

The SD OCT system effectively scans the depth profile of a sample in Fourier domain \( \Psi \) where the measurements are taken. Denoting the sample as a vector \( x = [x_1, x_2, x_3, \ldots, x_N] \) and denoting k-space measurements as a vector \( y = [y_1, y_2, y_3, \ldots, y_K] \), we have [7]:

\[
y_k = \text{Re} \left( a_0 \sum_n x_n e^{-i n \Delta k \delta x} \right)
\]

In obtaining the Eq. (1), we consider only the interference term of the detected signal, which also contains auto-correlation term. \( a_0 \) is a constant; \( i \) is the imaginary unit; \( x_n \) stands for reflectivity of the sample within the small interval from \( n \delta x \) to \( n \delta x + \delta x \); \( \text{Re}() \) indicates taking the real part of a complex number. According to Nyquist theorem, the total number of samples in Fourier domain, \( K \), has to equal

\[
K = 2 x_{\text{max}} \Delta k / \pi
\]

In Eq. (2), \( x_{\text{max}} \) is the maximum imaging depth and \( \Delta k \) is the spectral bandwidth covered by the spectrometer. To achieve high resolution, the spectrometer has to be broadband, i.e., have a large \( \Delta k \). As a result, increasing both the resolution and the imaging depth require having a larger \( K \). On the other hand, for a given \( K \) value, which is the total number of pixels in the CCD camera, Eq. (2) demonstrates an intrinsic tradeoff between the large imaging depth and the high resolution in SD OCT.

Rewriting Eq. (1) in a matrix format gives:

\[
y = F x
\]
In Eq. (3), $F$ is the matrix operator for Fourier transformation ($FT$). Equation (3) not only shows how the pixel-space and k-space are related, but also suggests that A-scan can be retrieved by inverse Fourier transforming ($IFT$) the k-space spectral interferogram as shown in Eq. (4). Higher dimensional OCT images (2D or 3D) are obtained by stacking multiple A-scans according to the lateral scanning pattern.

$$x = F^{-1}y$$

Equation (4) shows that A-scan can be retrieved by inverse Fourier transforming the k-space spectral interferogram. Conventionally, SD OCT signal processing involves resampling the data to be equispaced in k-space through an interpolation procedure. This is because a linear array camera does not sample the spectral interferogram uniformly in k-space and an equidistance k-space sampling is required for a fast Fourier transformation algorithm (FFT). The interpolation is based on the known functional dependency of wavenumber on the pixel index, $k(n)$, which can be obtained by a spectral calibration procedure [17].

### 3. Compressed sensing for SD OCT: theory and image reconstruction algorithm

The CS theory stipulates that measuring a small number of random linear combinations of an object $x$ can lead to accurate object reconstruction [12]. For OCT, the linear combinations are simply Fourier coefficients detected by the spectrometer (or k-space samples). Therefore, CS takes a small random subset of k-space data:

$$y_u = F_u x$$

In Eq. (5), $F_u$ indicates the matrix operator for incomplete Fourier measurement.

For the CS approach to work, $x$ has to have a sparse representation in a known transform domain, $\Phi$, where the image has only a few non-zero coefficients. Moreover, the k-space undersampling has to lead to incoherent interference in $\Phi$, i.e., the aliasing artifacts due to undersampling have to be noise-like instead of structural. Finally, CS uses a non-linear algorithm to reconstruct the image instead of a linear reconstruction.

Image sparsity in OCT has been studied and deployed in speckle reduction [18]. Given a sparse vector $x$ which has $N$ elements and $T$ non-zero coefficients in the representation domain $\Phi$, $x$ can be reconstructed exactly with probability of at least $1 - O(N^{-\delta})$ with $K$ measurements in Fourier domain, and $K$ has to satisfy the following inequality [12,13,16].

$$K > G_\delta T \log(N)$$

In Eq. (6), $G_\delta$ is a small quantity. According to experimental results, a $K$ value that is 2–5 times $T$ can offer satisfying signal through CS reconstruction, i.e., $K$ can be much smaller than required by Eq. (6) in practice [14,16].

To obtain incoherence aliasing artifact, which is another essential requirement for CS, a random undersampling scheme is applied instead of a uniform density undersampling. Under the random sampling scheme, the incoherence between the Fourier domain $\Psi$ and representation domain $\Phi$ has been elaborately studied and is mathematically evaluated by the transform point-spread function (TPSF), defined as Eq. (7) [14].

$$TPSF(i, j) = e_i W F_u F_u^\dagger W^\dagger e_j$$

In Eq. (7), $e_i$ denotes the $i^{th}$ vector in $\Phi$ (i.e., having ‘1’ at the $i^{th}$ location and zeroes elsewhere), and $e_j$ the $j^{th}$ vector. $W$ is the sparsifying operator that transforms $x$ to the representation domain $\Phi$, such as a wavelet transformation operator. $W$ can also be an identity matrix $I$ if the image is sparse in pixel representation; in that case, TPSF becomes PSF. Please note that this PSF is fundamentally different from the PSF used to characterize the resolution of an imaging system.

To recover $x$ from undersampled measurements, as shown in Eq. (5), we cannot simply apply the inverse of $F_u$ to both sides of Eq. (5), because, due to undersampling, $F_u$ is usually ill-conditioned, and applying the inverse of the ill-conditioned matrix may lead to noise amplification.

To solve this problem, we apply a non-linear algorithm, such as the LASSO (Least Absolute Shrinkage and Selection Operator) or the Basis Pursuit (BP) algorithm, to recover the sparse representation of the image $x$.

$$x = \text{LASSO}(y_u)$$

or

$$x = \text{BP}(y_u)$$

The LASSO or BP algorithm finds the sparsest solution to the underdetermined system of linear equations $y_u = F_u x$, subject to the constraint that $x$ is sparse. This approach is known as compressed sensing, and it allows us to recover the original image $x$ from a small number of linear measurements $y_u$.

In summary, compressed sensing provides a powerful framework for OCT image reconstruction, enabling high-resolution OCT imaging with reduced data acquisition time and computational complexity.
ill-conditioned and the inverse of $F_u$ does not exist. Instead, CS recovers $x$ by solving the following constrained optimization problem:

$$\minimize \|Wx\|_1, \text{ s.t. } \|F_u x - y_u\|_2 < \varepsilon.$$  \hfill (8)

In Eq. (8), $\varepsilon$ controls the data consistency; the objective function of this optimization problem is the $l_1$ norm of the image in $\Phi$ and the $l_1$ norm is defined as $\|\alpha\|_1 = \sum_i |\alpha_i|$. Minimizing the $l_1$ norm of the image essentially promotes sparsity. Various methods that solve Eq. (8) have been developed; in this study we solve Eq. (8) iteratively, using non-linear conjugate gradients (CG) and backtracking line-search [19]. We re-write Eq. (8) as an unconstrained Lagrangian form in Eq. (9):

$$\minimize f(x) = \lambda \|Wx\|_1 + \|F_u x - y_u\|_2.$$  \hfill (9)

To find out the solution of this optimization problem, we searched the space where $x$ is defined. In each iteration, the searching direction is calculated based on the gradient of the cost function $f(x)$, and is further adjusted using the Fletcher-Reeves (FR) formula. The searching step size is obtained by backtracking line search. More detailed description of this algorithm can be found in [14] and [19]. In this study, all algorithms are implemented in Matlab 2007a (The MathWorks, Inc., Natick, MA, USA) on a personal computer with a quad-core 2.6-GHz CPU and 8-GB memory. It takes approximately 75 seconds to reconstruct a $2048 \times 1000$ OCT image using CS by pursuing sparsity in pixel representation. With an optimized algorithm, the reconstruction time can be reduced significantly.

4. Result

4.1 Sampling scheme and simulated PSF

The random undersampling of CS SD OCT spectral data can be realized by using a CCD camera with randomly addressable pixels, which has been developed for high speed imaging [20,21]. Here we use a standard CCD array with 2048 pixels to take spectral measurements. The CCD array covers a spectral range of 240nm at the sampling rate of 0.117nm/pixel. After taking the spectral measurement, we subsequently undersampled the CCD pixels with a known pseudo-random mask to test and validate our CS reconstruction method. The undersampling scheme is shown in Fig. 2:

Fig. 2. Illustration of random undersampling.

After randomly undersampling CCD pixels, we fill the k-space grid with the obtained spectral data according to the known functional dependency of wavenumber on pixel index, $k(n)$. The process is equivalent to sample the k-space signal with another random mask, which is related to the original random mask applied to CCD pixels according to the theorem of random variable transformation. From then on, the randomly undersampled k-space data will be used and we simulate the PSF for the above-described random sampling scheme by letting $W$ in Eq. (7) be an identity matrix. Figure 3 shows PSF (1,j), which equals $e_1 F_u F_u^* e_1$, when we randomly undersampled 20% of the CCD pixels. The apparent noise in Fig. 3 is effectively the incoherent interference due to the undersampling, and the “noise” standard derivation is about 0.02 (when the peak is normalized to be 1). This suggests a good incoherence between the measurement domain and the OCT image domain.
4.2 Evaluation of CS SD OCT by imaging a mirror

To analyze the basic properties of CS SD OCT, we imaged a mirror at different imaging depths and the resultant OCT image is explicitly sparse even in pixel presentation. A spectral interferogram detected by our SD OCT system using a standard CCD camera (e2v AVIIVA SM2 CL 2014) is shown in Fig. 4(a). Figure 4(b) illustrates two different ways to undersample the spectrum: one is equidistant sampling, shown as green squares; the other is the incoherent random undersampling, shown as red circles. Both undersampling schemes sample 20% of the original spectral data, equivalent to about 410 pixels. To show the different artifacts induced by the two undersampling schemes, we applied the standard SD OCT image reconstruction algorithm presented in Part 3 to the fully sampled and undersampled spectral data and show the results as M-mode images in Fig. 5. Each A-scan in Fig. 5(a) has a single peak corresponding to the mirror surface. However, Figs. 5(b) and 5(c) exhibit strong undersampling artifacts. Figure 5(b) shows structural, coherent aliasing due to uniform density undersampling, while the random sampling results in noise-like interference in Fig. 5(c), consistent with the simulated result in Fig. 3. It is worth mentioning that Fig. 5(b) does not show undersampling aliasing as superposition of shifted replicas of the signal, which should be the case when k-space is undersampled uniformly, zero-filled, and processed by inverse Fourier transformation. The reason is that we do not directly sample the k-space uniformly, but sample the pixels of CCD uniformly.

We apply the CS reconstruction using the randomly undersampled spectral data, the same data which led to Fig. 5(c) through standard SD OCT reconstruction. We use the iterative non-
linear CG method to solve the optimization problem in Eq. (8). After 1 CG iteration, we obtain the A-scan shown in Fig. 6(a), which shows noise-like incoherence interference induced by the random undersampling. After 11 CG iterations, the “noise level” decreased significantly, as in Fig. 6(b). The CG iteration ends when the optimization problem has been solved. The resulting CS A-scan is shown in Fig. 6(c) as the blue curve. Figure 6(c) also shows A-scan obtained from complete spectral data as the red curve. We processed all the undersampled spectra using the CS reconstruction and show the obtained M-scan image in Fig. 6(d), which is free of the undersampling aliasing artifact. Moreover, Fig. 6(d) shows an improved signal-to-noise ratio (SNR = 10log_{10} \left[ \frac{\max(x)^2}{\text{var}} \right]$, $\text{var}$ is the noise variance) compared to Fig. 5(a). We calculated the SNR of the first A-scan in Fig. 5(a) and Fig. 6(d) to be 42dB and 54dB, respectively. The improved SNR is due to the non-linear image recovery process which is inherently a denoising procedure [22].

![Fig. 6. (a) A-scan obtained from random undersampled spectrum after the 1st CG iteration, (b) A-scan obtained from random undersampled spectrum after the 11th CG iteration, (c) blue curve: A-scan which is the solution of Eq. (2), red curve: A-scan obtained with complete spectral data; (d) M-scan obtained by CS.](image)

### 4.3 Evaluation of CS SD OCT by imaging onion cells

To demonstrate that CS can recover more realistic OCT images, we tested the CS recovery on onion cell OCT imaging. Using fully sampled spectral data from CCD and applying the standard SD OCT image processing algorithm, we obtained the image in Fig. 7(a), which will be used as a ground truth image. We applied pseudo-random masks to sample 62.5%, 50%, and 37.5% of the pixels in the CCD. Using the CS reconstruction, we obtained images shown in Fig. 7(b) to 7(g).

Figure 7(b) to 7(d) were obtained by pursuing sparsity in the pixel representation, i.e., $W = \mathbf{1}$, using 62.5%, 50%, and 37.5% of the spectral data. In addition, we sparsified the images by Symlets4 wavelet transformation and pursued sparsity in the wavelet domain. Figures 7(e) to 7(g) are the resultant images corresponding to 62.5%, 50%, and 37.5% sampling, respectively. All the figures reconstructed by CS show good consistency with the ground truth image Fig. 7(a), because both pixel representation and wavelet representation of the image is sparse.
Fig. 7. OCT image of onion cells: (a) obtained using complete spectral data; (b), (c), and (d) obtained by sampling 62.5%, 50%, 37.5% of the pixels and pursuing sparsity in pixel domain; (e), (f), and (g) obtained by sampling 62.5%, 50%, 37.5% of the pixels and pursuing sparsity in wavelet domain.

The images in Fig. 7 show clear and continuous boundary between the onion and the above medium, even when only 37.5% of the pixels are sampled as in Figs. 7(d) and 7(g). This is because the refractive index discontinuity at the sample surface leads to a large signal, which is less subject to information loss due to the undersampling in CS. Moreover, the sharpness of the boundary is preserved, because CS usually does not cause a decrease in resolution; however, it loses some features in the image with low intensity [14]. The clear and continuous boundaries in Fig. 7 suggest that CS can be applied in studying the surface topology of the specimen with high resolution and large imaging depth, which is extremely useful in OCT-assisted surgical guidance and intervention. Such applications of OCT require a reliable and accurate tracking of the sample surface while revealing details of the deeper structure becomes less important [10,11]. To quantitatively evaluate the surface extraction using CS, we obtain the sample’s surface profile from Figs. 7(a) to 7(d) through searching the axial positions of the sample’s surface A-scan by A-scan. The reason we use Figs. 7(b) to 7(d) for this analysis is that CS reconstruction based on sparsity in pixel domain is much simpler, less time consuming than reconstruction based on sparsity in transform domain and offers only slightly reduced performance. To decrease the speckle noise, we apply 2D Gaussian filter with standard derivation of 3 pixels to the OCT images before boundary detection. The pixel indices corresponding to sample surface are denoted as $P_{CS}$ and $P_{GT}$, for CS images and ground truth image, respectively. We show $P_{GT}$ versus lateral position in Fig. 8(a). We also calculated $\Delta P$, the difference between $P_{CS}$ and $P_{GT}$, and show the histograms of $\Delta P$ corresponding to different sampling rates in Fig. 8(b). Seen from Fig. 8(b), most of the A-scans in CS OCT image allow us to extract the sample surface exactly the same as using ground truth OCT image and none of the A-scans lead to a $\Delta P$ with an absolute value larger than 2. Results in Fig. 8(b) show that CS SD OCT can lead to reliable profiling of the sample surface.
Fig. 8. (a) Profile of sample surface obtained from Fig. 7(a); (b) histogram of $\Delta(P)$ when sampling 62.5%, 50% and 37.5% of the pixels.

5. Discussion

Speckle, which is inherent in OCT imaging, contributes as a noise. The prevalent existence of speckle noise in an OCT image makes it difficult to sparsify OCT images. However, various algorithms have been developed to reduce speckle noise and simultaneously compress the image [18]. Incorporation of such algorithms in CS may improve the outcome of the reconstruction.

CS involves random sampling of the k-space and therefore the obtained Fourier coefficients are essentially randomly distributed. As a result, fast algorithms developed for nonuniform Fourier transform can be more appropriate for CS than conventional FFT and IFFT, which were originally designed for equally-spaced signal samples [23].

When we used CS to reconstruct B-mode images from undersampled spectra, the spectral data were processed A-mode by A-mode; in other words, we used the sparsity within each A-scan. However, there is information redundancy between adjacent A-scans. Such redundancy is due to the fact that the spatial sampling rate is usually larger than the maximum spatial frequency determined by the lateral resolution of OCT system. In future studies, we plan to take full advantage of signal compressibility in both axial and lateral directions, which would allow high fidelity reconstruction with fewer sampling points.

It is noteworthy to mention that CS OCT inherently preserves phase coherence. The phase stability or accuracy of compressed SD OCT is an important issue especially when an accurate phase image needs to be recovered to detect sub-resolution motions and other functional features. It has been shown mathematically that both magnitude and phase of the image can be recovered accurately using compressed sensing. In order to verify that this is indeed a case for compressed OCT, we compared the phase images obtained from conventional OCT reconstruction using complete spectral data and CS OCT reconstruction using undersampled spectral data. Results show that the phase can be accurately recovered, essentially because CS OCT image is the solution of the optimization problem shown as Eq. (9), which promotes sparsity in image domain and preserve data consistency in measurement domain. During the optimization, complex valued CS OCT signal is iteratively transformed back to the measurement domain, sampled with the random mask (the result is denoted as $Y_u$, which equals $F_u x$), and compared with the originally undersampled spectrum, $y_u$. The difference between $Y_u$ and $y_u$, $\Delta y = ||F_u x - y_u||_2$, has to be small enough for us to stop the iterations. A large $\Delta y$ may not induce a significant change in the signal amplitude and thus the appearance of the image; however it will result in $Y_u$ to be a shifted version of $y_u$, which leads to a large $\Delta y$ and therefore violates the requirement of data consistency. Based on the above discussion, we come to a conclusion that CS OCT inherently preserve phase coherence.

In this paper, we randomly undersampled the spectra by applying a known random mask to the full pixel array to demonstrate the concept of compressed sensing in OCT. The results show great potential of this technique. However, one can achieve higher data acquisition speed through a more appropriate hardware implementation, which is a high-speed camera that undersamples the spectra randomly. Currently, it is true that an array detector with fewer pixels arranged randomly is not a cost-effective and a practical way to implement the compressed SD-OCT, but random undersampling can be achieved by selectively digitizing
pixels of interest through low-level camera control, such as in Refs. [20] and [21]. Although the cost of such random accessible camera is more than a standard high speed CCD, it does improve the imaging speed.

6. Conclusion

In this work we introduced and studied the application of compressed sensing techniques in SD OCT. The sampling schemes and image reconstruction algorithms for CS SD OCT is compared with conventional SD OCT. We studied in detail the implementation of CS in SD OCT. We demonstrated and verified the effectiveness of CS in SD OCT by imaging a mirror as well as onion cells. Results showed that high fidelity OCT image reconstruction can be achieved through CS. By incoherent undersampling, it is possible to use fewer pixels in the spectral domain to achieve high axial resolution and large imaging depth simultaneously. This would increase data acquisition speed, and increase the image signal-to-noise ratio.
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