A CONSTRUCTION OF POINCARÉ-EINSTEIN METRICS OF COHOMOGENEITY ONE ON THE BALL

YOSHIHIKO MATSUMOTO

Abstract. We exhibit an explicit one-parameter smooth family of Poincaré-Einstein metrics on the even-dimensional unit ball whose conformal infinities are the Berger spheres. Our construction is based on a Gibbons-Hawking-type ansatz of Page and Pope. The family contains the hyperbolic metric, converges to the complex hyperbolic metric at one of the ends, and at the other end the ball equipped with our metric collapses to a Poincaré-Einstein manifold of one lower dimension with an isolated conical singularity.

1. Introduction

Existence theory of Poincaré-Einstein metrics awaits further progress. In this article, we focus on those on the unit ball $B^{2n} \subset \mathbb{C}^n$ invariant under the standard action of $SU(n)$ for $n \geq 2$, and by the general technique of Page–Pope [11] we construct a one-parameter family of such metrics. As the generic orbits of the $SU(n)$-action are hypersurfaces of $B^{2n}$, those metrics are said to be of cohomogeneity one in the literature.

Our metrics will be denoted by $g_c$ with a parameter $c$ running through the interval $(0, \infty)$, and $g_1$ is the hyperbolic metric (the Poincaré metric). The conformal infinity of $g_c$ is the manifold $(S^{2n-1}, [h_c])$, where $h_c$ denotes the Berger-type metric on the sphere $S^{2n-1}$:

$$h_c = c\theta^2 + g_{\mathbb{C}P^{n-1}}.$$  

Here $\theta$ is the standard contact form, which is seen here as a connection form of the Hopf fibration $S^{2n-1} \rightarrow \mathbb{C}P^{n-1}$, and $g_{\mathbb{C}P^{n-1}}$ denotes the Fubini–Study metric on $\mathbb{C}P^{n-1}$ lifted to the horizontal distribution over $S^{2n-1}$. We normalize $g_{\mathbb{C}P^{n-1}}$ so that its diameter is $\pi/2$ and hence $h_1$ is the round metric.

It is easily observed that any $SU(n)$-invariant conformal class on $S^{2n-1}$ is the class $[h_c]$ for some $c \in (0, \infty)$ when $n \geq 3$ (see the beginning of Section 3). Therefore, our family establishes the validity of the following theorem.

Theorem 1.1. Let $n \geq 3$. Then any $SU(n)$-invariant conformal class on $S^{2n-1}$ is the conformal infinity of an $SU(n)$-invariant Poincaré-Einstein metric on $B^{2n}$.

When $n = 2$, our family recovers the following metrics of Pedersen [12, Equation (1.6)] constructed by techniques of twistor theory ($\rho$ denotes the Euclidean distance from the origin of $B^4$, and we put the factor 4 in front of the original formula):

$$g = \frac{4}{(1-\rho^2)^2} \left( \frac{1 + m^2 \rho^2}{1 + m^2 \rho^2} d\rho^2 + \frac{\rho^2 (1 + m^2 \rho^4)}{1 + m^2 \rho^2} g^2 + \rho^2 (1 + m^2 \rho^2) g_{\mathbb{C}P^3} \right).$$

The parameter $m^2$ should be regarded as a formal symbol which takes any real value greater than $-1$. Its relation to the parameter $c$ of our family $g_c$ is given by $c^{-1} = 1 + m^2$. In this dimension, the set of all $SU(2)$-invariant conformal classes is not exhausted by the Berger metrics, and the
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existence of Poincaré-Einstein metrics for arbitrary $SU(2)$-invariant conformal infinity is proved by Hitchin [8, Theorem 8].

There is a notable observation regarding the limiting behavior of Pedersen’s family (1.2). It converges to the complex hyperbolic metric as $m^2 \to -1$, or equivalently, $c \to \infty$ [12, Remark (7.2), iv)]. Interestingly enough, we can show that our family $g_c$ has the same feature for arbitrary $n$. Let us write, on $B^{2n}$,

$$g_{C^{H^n}} = 2 \left( \frac{d\rho^2 + \rho^2 \theta^2}{(1 - \rho^2)^2} + \frac{\rho^2 g_{CP^{n-1}}}{1 - \rho^2} \right).$$

The complex hyperbolic metric normalized in this way satisfies $\text{Ric}(g_{C^{H^n}}) = -(n + 1)g_{C^{H^n}}$, whereas $\text{Ric}(g_c) = -(2n - 1)g_c$ according to our convention on Poincaré-Einstein metrics. Then we may formulate the convergence result as follows. Note that each of our metrics $g_c$ retains the freedom that it can be pulled back by any $SU(n)$, whereas $\text{Ric}(g_c)$ to itself (although there might be more arbitrariness). In the following theorem, we refer to the operation of choosing one of such pullbacks of $g_c$ as a normalization of $g_c$.

**Theorem 1.2.** Let $n \geq 2$. If each $g_c$ is suitably normalized, then $g_c$ converges to $\frac{m+1}{2n-1}g_{C^{H^n}}$ as $c \to \infty$ in the $C^\infty$ topology on any compact subset of $B^{2n}$.

Naturally, we are also interested in the other limit. Note first that, as $c \to 0$, $(S^{2n-1}, h_c)$ collapses to $(CP^{n-1}, g_{CP^{n-1}})$. The warped product

$$g_0 = dr^2 + \frac{2n}{2n - 3} \sinh^2 r \cdot g_{CP^{n-1}}$$

is an Einstein metric on $X^* = (0, \infty) \times CP^{n-1}$, and this is actually a Poincaré-Einstein metric defined on a collar neighborhood of $CP^{n-1}$ with conformal infinity $[g_{CP^{n-1}}]$. In fact, if we put $e^{-2r} = \frac{4}{\lambda} b_n x^2$ where $b_n = 2n/(2n - 3)$, then (1.4) turns out to be

$$x^{-2} \left( dx^2 + (1 - \frac{4}{\lambda} b_n x^2)^2 g_{CP^{n-1}} \right),$$

which is the Fefferman–Graham normal form of the Poincaré-Einstein metric relative to $g_{CP^{n-1}}$ (see [3, Equation (7.13)]). The space $X^*$ equipped with the metric (1.4) has a conical singularity at $r = 0$ (unless $n = 2$, in which case the apparent singularity $r = 0$ is just removable). One can prove that $(B^{2n}, g_c)$ collapses to $(X^*, g_0)$ as $c \to 0$ in the sense of the theorem below. Let $\bar{X} = \mathbb{R}^{2n}$ and $\bar{X}^* = \mathbb{R}^{2n} \setminus \{0\}$, the latter being identified with $(0, \infty) \times S^{2n-1}$ by the polar coordinates. We define $p: \bar{X}^* \to X^*$ by $p(r, q) = (r, \varphi(q))$ in terms of the Hopf mapping $\varphi: S^{2n-1} \to CP^{n-1}$. Let $B_R (\text{resp. } B_{R_1, R_2})$ be the subset $\{ 0 < r < R \}$ (resp. $\{ R_1 < r < R_2 \}$) of $X^*$, where $R > 0$ (resp. $R_2 > R_1 > 0$).

**Theorem 1.3.** For $n \geq 2$, there is a family of $SU(n)$-equivariant diffeomorphisms $\Phi_c: \bar{X}^* \to B^{2n} \setminus \{0\}$ with the following properties:

(i) $\Phi_c$ extends to a homeomorphism $\bar{X} \to B^{2n}$.

(ii) Let $g'_c$ be the metric on $X^*$ for which $p$ is a Riemannian submersion from $(\bar{X}^*, \Phi_c^* g_c)$ to $(X^*, g'_c)$. Then $g'_c$ converges to $g_0$ as $c \to 0$, in the $C^\infty$ topology on any $B_{R_1, R_2}$.

(iii) The diameters of the fibers of $p$: $(\bar{X}^*, \Phi_c^* g_c) \to (X^*, g'_c)$ converge to zero as $c \to 0$, uniformly over any $B_R$.

We have not recalled the definition of Poincaré-Einstein metrics and their conformal infinities so far. A brief review is given in the beginning of Section 3 in which we then construct our metrics $g_c$. For further details and background on Poincaré-Einstein metrics, we refer the reader to
Fefferman–Graham [3,4] and Graham–Lee [5], for example. Section 2 is devoted to a sketch of the Page–Pope construction, and in Section 4, the limiting behavior of the family $g_c$ is investigated. We remark that cohomogeneity one Poincaré–Einstein metrics on the ball are also recently studied by Li [7,8,9]. His approach is based on an a priori estimate taking advantage of the volume inequality of Dutta–Javaheri [2] and Li–Qing–Shi [10] given in terms of the Yamabe constant of the conformal infinity. While we have obtained the complete existence result on $SU(n)$-invariant Poincaré–Einstein metrics on $B^{2n}$ (which is discussed in [8] to some extent), the uniqueness aspect in [7,8,9] remains interesting, and the problem about $Sp(n)$-invariant metrics on $B^{4n}$ taken up in [9] is definitely fascinating.
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2. The Page–Pope construction

The general construction of Einstein metrics due to Page–Pope [11] is given in the following setting. Let $M$ be an $(n-1)$-dimensional complex manifold equipped with a hermitian line bundle $L$ and a hermitian connection of $L$, and $C$ be the principal $S^1$-bundle associated to $L$ (which is the bundle of unit vectors in $L$). Locally, if $\tau \in \mathbb{R}/2\pi\mathbb{Z}$ is the fiber coordinate with respect to an arbitrarily fixed trivialization of $C$ over an open set $U \subset M$, then the connection form $\theta$ can be written as

$$\theta = d\tau + A,$$

where $A$ is a 1-form that descends to $U$ (note that we adopt the convention in which $\theta$ is an $\mathbb{R}$-valued form rather than $i\mathbb{R}$-valued). The curvature 2-form is

$$F = dA,$$

and this is globally defined on $M$. We assume that $F$ is a Kähler $(1,1)$-form associated to a Kähler–Einstein metric $\overline{g}$ on $M$, and set $\text{Ric}(\overline{g}) = \lambda \overline{g}$.

Let the variable $r$ run through an open interval $I$ that will be determined later. On the $2n$-dimensional space $I \times C$, we consider metrics of the form

$$g = \alpha(r)^2 dr^2 + \beta(r)^2 \theta^2 + \gamma(r)^2 \overline{g}$$

with positive functions $\alpha$, $\beta$, and $\gamma$. Let $\theta^a$ ($a = 2, 3, \ldots, 2n-1$) be an orthonormal local coframe on $(M, \overline{g})$, so that

$$\eta^0 = \alpha dr, \quad \eta^1 = \beta \theta, \quad \eta^a = \gamma \theta^a$$

is an orthonormal coframe on $(I \times C, g)$. We express the Ricci tensor $R = \text{Ric}(g)$ by using the index notation relative to this coframe. The tedious computation is carried out in [11, Section 2], according to which all the off-diagonal components vanish, and the diagonal components are...
given by
\[ R_{00} = \left( -\frac{\beta''}{\alpha^2} + \frac{\alpha' \beta'}{\alpha^3 \beta} \right) + (2n - 2) \left( -\frac{\gamma''}{\alpha^2 \gamma} + \frac{\alpha' \gamma'}{\alpha^3 \gamma} \right), \]
\[ R_{11} = \left( -\frac{\beta''}{\alpha^2} + \frac{\alpha' \beta'}{\alpha^3 \beta} \right) + (2n - 2) \left( -\frac{\beta' \gamma'}{\alpha^2 \beta \gamma} + \frac{2 \beta^2}{\gamma^4} - (2n - 3) \left( \frac{\gamma'}{\alpha \gamma} \right)^2 + \frac{\lambda}{\gamma^2} \right), \]
\[ R_{aa} = -\frac{\beta''}{\alpha^2 \gamma} + \frac{\alpha' \gamma'}{\alpha^3 \gamma} - \frac{\beta' \gamma'}{\alpha^2 \beta \gamma} - 2 \beta^2 \frac{\beta^2}{\gamma^4} = (2n - 3) \left( \frac{\gamma'}{\alpha \gamma} \right)^2 + \frac{\lambda}{\gamma^2}. \]

Now suppose the Einstein equation \( \text{Ric}(g) = \Lambda g \) is satisfied. Then, since \( R_{00} = R_{11} = \Lambda \), it is necessary that
\[ -R_{00} + R_{11} = (2n - 2) \left( \frac{\gamma''}{\alpha^2 \gamma} - \frac{\alpha' \gamma'}{\alpha^3 \gamma} - \frac{\beta' \gamma'}{\alpha^2 \beta \gamma} + \frac{2 \beta^2}{\gamma^4} - (2n - 3) \left( \frac{\gamma'}{\alpha \gamma} \right)^2 + \frac{\lambda}{\gamma^2} \right) = 0, \]
or equivalently,
\[ \alpha \beta \gamma'' - (\alpha' \beta + \alpha \beta') \gamma' + \alpha^3 \beta^3 \gamma^3 = 0. \]  
(2.3)

We here impose an additional assumption that
\[ \alpha \beta = c, \quad \text{where } c > 0 \text{ is a constant.} \]  
(2.4)

No generality is lost by this, since we have the freedom of reparametrizing \( r \) under the ansatz \( 2.1 \). Equation \( 2.3 \) then becomes
\[ \gamma'' + c^2 \gamma^{-3} = 0. \]  
(2.5)

Integrating \( 2.5 \) we get \( (\gamma')^2 = c^2 \gamma^{-2} + C_1 \). If we here set \( C_1 = c \), then
\[ \gamma' = \pm \gamma^{-1} \sqrt{c(\gamma^2 + c)}, \]
and hence
\[ \frac{\gamma}{\sqrt{\gamma^2 + c}} = \pm \sqrt{c}. \]

This implies that
\[ \gamma^2 = c(r^2 - 1) \]  
(2.6)
is sufficient for \( 2.5 \) to hold true.

We can simplify the equation \( R_{aa} = \Lambda \), which is
\[ -\frac{\gamma''}{\alpha^2 \gamma} + \frac{\alpha' \gamma'}{\alpha^3 \gamma} - \frac{\beta' \gamma'}{\alpha^2 \beta \gamma} - 2 \beta^2 \frac{\beta^2}{\gamma^4} = (2n - 3) \left( \frac{\gamma'}{\alpha \gamma} \right)^2 + \frac{\lambda}{\gamma^2} = \Lambda, \]
by \( 2.4, 2.6 \) and their consequences such as \( \alpha^{-1} \alpha' + \beta^{-1} \beta' = 0, \gamma' = cr \gamma^{-1}, \) and \( \gamma'' = -c^2 \gamma^{-3}. \)

Eventually we get
\[ -\beta^2 - (2n - 3) r^2 \beta^2 - 2 r (r^2 - 1) \beta' + \lambda c (r^2 - 1) = \Lambda c^2 (r^2 - 1)^2. \]  
(2.7)

Let us now set
\[ \beta^2 = c^2 (r^2 - 1)^{-n+1} P(r). \]  
(2.8)

Then one can verify that \( 2.7 \) is equivalent (away from \( r = 0, \pm 1 \)) to
\[ (r^{-1} P)' = \lambda c^{-1} r^{-2} (r^2 - 1)^{n-1} - \Lambda r^{-2} (r^2 - 1)^n. \]

Thus we obtain, suppressing the freedom of choosing the integration constant,
\[ P = r \int (\lambda c^{-1} r^{-2} (r^2 - 1)^{n-1} - \Lambda r^{-2} (r^2 - 1)^n) dr. \]  
(2.9)
Note that \( P \) is a polynomial in \( r \).

Thus we have shown the following result.

**Theorem 2.1** (Page–Pope \[11\]). Let \( I \) be an open interval not intersecting \( \{0, \pm 1\} \). If \( \alpha, \beta, \) and \( \gamma \) are positive functions on \( I \) given by

\[
\alpha^2 = (r^2 - 1)^{n-1}P^{-1}, \quad \beta^2 = c^2(r^2 - 1)^{-n+1}P, \quad \gamma^2 = c(r^2 - 1)
\]

with \( P \) satisfying (2.9), then the metric

\[
g = \alpha^2 dr^2 + \beta^2 \theta^2 + \gamma^2 \overline{g}
\]

on \( I \times C \) satisfies the Einstein equation \( \text{Ric}(g) = \lambda g \).

In the sequel, we are particularly interested in the case where \( I = (r_0, \infty) \) for some \( r_0 \geq 1 \).

Observing the behavior of the polynomial \( P \) as \( r \to \infty \), one concludes that one of the following must be satisfied in order for the coefficients \( \alpha, \beta, \) and \( \gamma \) are positive for large \( r \):

(i) \( \Lambda < 0 \).
(ii) \( \Lambda = 0 \) and \( \lambda > 0 \).

If either is satisfied, then the metric \( g \) is always complete “toward \( r = \infty \)” because

\[
\alpha^2 = (r^2 - 1)^{n-1}P^{-1} \sim \begin{cases} \frac{-\lambda \Lambda r^{-2}}{(2n-3)^{-1} \lambda c^{-1}} & \text{if } \Lambda < 0, \\ \frac{(2n-3)^{-1} \lambda c^{-1}}{(2n-3)^{-1} \lambda c^{-1}} & \text{if } \Lambda = 0 \text{ and } \lambda > 0. \end{cases}
\]

The natural choice of the number \( r_0 \) is

\[
r_0 = \max(\{1\} \cup \Sigma), \quad \text{where } \Sigma = \{ r \in \mathbb{R} \mid P(r) = 0 \}.
\]

Whether \( r = r_0 \) is a removable singularity of \( g \) or not will be our interest in the application discussed in the next section.

3. \( SU(n) \)-invariant Poincaré-Einstein metrics on the ball

Let \( \overline{X} \) be a 2n-dimensional smooth manifold-with-boundary (hereafter “smooth” always means \( C^\infty \)), whose interior is denoted by \( X \). A Riemannian metric \( g \) on \( X \) is said to be smooth conformally compact when \( x^2 g \) extends to a smooth metric on \( \overline{X} \) for some, hence for any, smooth boundary defining function \( x \). When this is the case, the conformal class of \( h = (x^2 g)|_{\partial \overline{X}} \) is called the conformal infinity of \( g \). When a smooth conformally compact Riemannian metric \( g \) satisfies the Einstein equation, then \( g \) is called a Poincaré-Einstein metric. The Einstein constant must be \(- (2n - 1)\) for such a metric. (Restriction to considering smooth conformally compact metrics is justified by the result of Chruściel–Delay–Lee–Skinner \[1\] because the boundary is odd-dimensional.)

The set of \( SU(n) \)-invariant conformal classes on \( S^{2n-1} \) can be determined as follows. Such a class is represented by an \( SU(n) \)-invariant Riemannian metric \( h \), and it corresponds to a \( K \)-invariant positive-definite inner product on \( T_q S^{2n-1} \), where \( K \) is the isotropic subgroup of \( SU(n) \) at an arbitrarily fixed point \( q \in S^{2n-1} \). If \( n \geq 3 \), then \( K \cong SU(n-1) \) decomposes the tangent space irreducibly as \( T_q S^{2n-1} = V_1 \oplus V_2 \), where \( \dim V_1 = 1 \) and \( \dim V_2 = 2n - 2 \). As \( K \) acts transitively on the set of lines in \( V_2 \), \( K \)-invariant inner products of \( V_2 \) are unique up to a constant factor, and hence we may deduce that \( h = \lambda_1 \theta^2 + \lambda_2 g_{\mathbb{C}P^{n-1}} \) for some \( \lambda_1, \lambda_2 > 0 \). Then \( h \) is conformal to \( h_c \), where \( c = \lambda_1/\lambda_2 \). If \( n = 2 \), this argument fails because \( K \cong SU(1) \) is trivial and \( V_2 \) is no longer irreducible.

Now we begin the construction of our metrics \( g_c \). As the complex manifold \( M \) in the general setting illustrated in the previous section, we take the complex projective space \( \mathbb{C}P^{n-1} \). The
metric $\overline{\eta}$ is going to be the Fubini–Study metric $g_{\mathbb{C}P^{n-1}}$, whose Einstein constant $\lambda$ is $2n$. The line bundle $L$ will be the tautological bundle over $\mathbb{C}P^{n-1}$, thereby $C$ is naturally identified with the unit sphere $S^{2n-1}$ in $\mathbb{C}^n$. The connection form $\theta$ on $S^{2n-1}$ is the standard contact form, which is

$$\theta = \frac{i}{2} \sum_{j=1}^{n} (z^j dz^j - \overline{z}^j d\overline{z}^j) |_{TS^{2n-1}}.$$  

The curvature form, regarded as a 2-form on $S^{2n-1}$, is

$$F = d\theta = i \sum_{j=1}^{n} dz^j \wedge d\overline{z}^j |_{TS^{2n-1}},$$

and this is nothing but the pullback of the Kähler form of $g_{\mathbb{C}P^{n-1}}$. Thus we look for Einstein metric of the form

$$(3.1) \quad g = \alpha(r)^2 dr^2 + \beta(r)^2 \theta^2 + \gamma(r)^2 g_{\mathbb{C}P^{n-1}}$$

and they are automatically invariant under the $SU(n)$-action on the second factor of $I \times S^{2n-1}$. We take $\Lambda = -(2n - 1)$, because it is our normalization of Poincaré-Einstein metrics.

Then the polynomial $P$ given by (2.9) provides an Einstein metric. Any integration constant can be chosen, but we make the following particular choice (the idea behind it is that the resulting metrics should be identical to Pedersen’s for $n = 2$):

$$(3.2) \quad P = P_n = r \int_1^{r} (\lambda c^{-1} t^{-2}(t^2 - 1)^{n-1} - \Lambda t^{-2}(t^2 - 1)^{n}) dt = (2n - 1)Q_n + 2nc^{-1}Q_{n-1}.$$  

Here $Q_k$ is the polynomial of $r$ of order $2k$ defined by

$$(3.3) \quad Q_k = r \int_1^{r} t^{-2}(t^2 - 1)^k dt.$$  

It is obvious that $Q_k$ is positive for any $r > 1$, and hence $r_0 = 1$ (see (2.11) for the definition of $r_0$). Therefore (3.2) gives an Einstein metric on $(1, \infty) \times S^{2n-1}$.

**Example 3.1.** The polynomial $P_n$ is explicitly given for $n = 2$ and $3$ by

$$(3.4a) \quad P_2 = (r - 1)^3(r + 3) + 4c^{-1}(r - 1)^2,$$

$$(3.4b) \quad P_3 = (r - 1)^4(r^2 + 4r + 5) + 2c^{-1}(r - 1)^3(r + 3).$$

Under the choice made, $r = r_0 = 1$ turns out to be just a removable singularity. In order to see it, the following property of $Q_k$ is crucial.

**Lemma 3.2.** The polynomial $Q_k$ defined by (3.3) is divisible by $(r - 1)^{k+1}$. Moreover, if we set $Q_k(r) = (r - 1)^{k+1}\hat{Q}_k(r)$,

then $\hat{Q}_k(1) = 2^k/(k+1)$.

**Proof.** It is immediate that $Q_k(1) = Q'_k(1) = 0$ and $Q''_k(r) = 2k(r^2 - 1)^{k-1}$ (this can also be seen as a characterization of $Q_k$). Therefore $Q_k$ is divisible by $(r - 1)^{k+1}$, and

$$\hat{Q}_k(1) = \frac{1}{k(k+1)} \cdot \frac{Q''_k(r)}{(r - 1)^{k-1}} \Big|_{r=1} = \frac{2^k}{k+1}.$$  

Let us complete the proof of Theorem [1.1]
Proof of Theorem 1.1 The metric $g$ on $(1, \infty) \times S^{2n-1}$ is defined by (3.1), (2.10), and (3.2). We shall use $s = r - 1$ in order to track the behavior of the coefficients $\alpha$, $\beta$, $\gamma$ when $r \to 1$. Then $P_n$ is a polynomial also in $s$, and by (3.2) and Lemma 3.2 as $s \to 0$,

$$P_n = 2nc^{-1}Q_n - 1 + O(s^{n+1}) = 2nc^{-1}s^n + O(s^{n+1}).$$

On the other hand, $r^2 - 1 = 2s + O(s^2)$. Therefore,

$$\alpha^2 = (r^2 - 1)^{n-1}P_n^{-1} = 4cs^{-1} + O(1),$$

$$\beta^2 = c^2(r^2 - 1)^{-n+1}P_n = 2cs + O(s^2),$$

$$\gamma^2 = c(r^2 - 1) = 2cs + O(s^2),$$

where each term indicated by $O(1)$ or $O(s^2)$ has a Taylor expansion in $s$.

Now we perform the following coordinate change (the new variable $\rho$ varies within the range $0 < \rho < 1$):

$$s = r - 1 = \frac{2c^{-1}\rho^2}{1 - \rho^2}.$$  

Then $g$ is expressed as

$$g = \tilde{\alpha}^2d\rho^2 + \beta^2\theta^2 + \gamma^2g_{S^{2n-1}}$$

with $\tilde{\alpha}^2 = \alpha^2 \left(\frac{ds}{d\rho}\right)^2$, where

$$\tilde{\alpha}^2 = 4 + O(\rho^2), \quad \beta^2 = 4\rho^2 + O(\rho^4), \quad \gamma^2 = 4\rho^2 + O(\rho^4)$$

and the terms indicated by $O(\rho^2)$ and $O(\rho^4)$ are expanded in even powers of $\rho$. Since $\theta^2 + g_{S^{2n-1}}$ is the round metric on $S^{2n-1}$, this implies that $\rho = 0$ is just a polar-type singularity. Consequently, we obtain a smooth Einstein metric on the unit ball $B^{2n}$, which we now write $g_c$, where $\rho$ is regarded as the Euclidean distance from the center.

Interpreted as a metric on $B^{2n}$ in this way, $g_c$ is smooth conformally compact. To verify this, note that $r^{-1}$ extends up to the boundary of $B^{2n}$ as a smooth boundary defining function. As $r \to \infty$, (3.2) implies that $P_n$ is asymptotic to $r^{2n}$ and hence

$$\alpha^2 \sim r^{-2}, \quad \beta^2 \sim c^2r^2, \quad \gamma^2 \sim cr^2,$$

and it is easily seen that $r^2\alpha^2$, $r^{-2}\beta^2$, and $r^{-2}\gamma^2$ are all smooth up to $\partial B^{2n}$. Since

$$r^{-2}g_c = r^2\alpha^2d(r^{-1})^2 + r^{-2}\beta^2\theta^2 + r^{-2}\gamma^2g_{S^{2n-1}},$$

g_c is smooth conformally compact. Furthermore, the asymptotic behavior (3.7) implies that

$$\lim_{r \to \infty} \frac{\beta^2}{\gamma^2} = c,$$

and hence the conformal infinity of $g_c$ is given by the conformal class $[h_c]$, where $h_c$ is the Berger-type metric (1.1).

When $c = 1$, our polynomial $P_n$ is given by $P_n = (r^2 - 1)^n$ and the metric $g_1$ is

$$g_1 = \frac{dr^2}{r^2} + (r^2 - 1)g_{S^{2n-1}} = \frac{4}{(1 - \rho^2)^2}(d\rho^2 + \rho^2g_{S^{2n-1}}),$$

where $g_{S^{2n-1}}$ is the round metric on $S^{2n-1}$. This is the hyperbolic metric.
4. Behavior when $c \rightarrow \infty$. As mentioned in the introduction, Pedersen observed that the metric \( g \) converges to the complex hyperbolic metric. In fact, it is clear that \( 4.1 \) converges when $c \rightarrow \infty$ (i.e., $m^2 \rightarrow -1$) to

$$
g = \frac{4}{(1 - \rho^2)^2} \left( \frac{1}{1 + \rho^2} d\rho^2 + \rho^2(1 + \rho^2) d\theta^2 + \rho^2(1 - \rho^2) d\Omega^2 \right),$$

and if we put $1 - \rho^2 = (1 - \rho^2)/(1 + \rho^2)$ into this formula, this becomes identical to \( 4.3 \) (with $\rho$ replaced by $\tilde{\rho}$).

Before discussing general $n$, let us examine the case $n = 3$ to get a flavor of the situation. In this dimension the polynomial $P_3$ is given by \( 3.4a \), and if we introduce $\rho$ by \( 3.5 \), it is

$$
P_3 = \frac{64 c^{-4} \rho^6}{(1 - \rho^2)^6} \left( 1 - \frac{1}{2}(1 - c^{-1})\rho^2 - 2(1 - c^{-1})\rho^4 + \frac{1}{2}(3 - 5c^{-1} + 2c^{-2})\rho^6 \right).$$

Consequently, the metric $g_c$ is expressed as

$$
g_c = \frac{4}{(1 - \rho^2)^2} \left( \Phi_3^{-1} d\rho^2 + \rho^2 \Phi_3 d\theta^2 + \rho^2(1 - \rho^2 + c^{-1}\rho^2) d\Omega^2 \right),$$

where

$$
\Phi_3 = \frac{1 - \frac{1}{2}(1 - c^{-1})\rho^2 - 2(1 - c^{-1})\rho^4 + \frac{1}{2}(3 - 5c^{-1} + 2c^{-2})\rho^6}{(1 - \rho^2 + c^{-1}\rho^2)^2}.
$$

Therefore $g_c$ converges, in the $C^\infty$ topology on any compact subset of $B$, to

$$
g_\infty = \frac{4}{(1 - \rho^2)^2} \left( \frac{1}{1 + \frac{1}{2} \rho^2} d\rho^2 + \rho^2(1 + \frac{1}{2} \rho^2) d\theta^2 + \rho^2(1 - \rho^2) d\Omega^2 \right).$$

This is actually the complex hyperbolic metric \( 4.3 \) up to diffeomorphism action and a constant factor. Namely, if we set $1 - \rho^2 = (1 - \rho^2)/(1 + \frac{3}{2} \rho^2)$, then

$$
g_\infty = \frac{8}{5} \left( \frac{d\rho^2 + \rho^2 d\theta^2}{(1 - \rho^2)^2} + \frac{\rho^2 g_{\mathbb{C}P^2}}{1 - \rho^2} \right) = \frac{4}{5} g_{\mathbb{C}H^3}.
$$

Thus we get the proof of Theorem \ref{thm:complex-hyperbolic} for $n = 3$.

Now we consider the general case.

**Proof of Theorem \ref{thm:complex-hyperbolic}** In terms of $\rho$, the metric $g_c$ is expressed as \( 4.6 \). We are going to show that it is convergent to

$$
g_\infty = \frac{4}{(1 - \rho^2)^2} \left( \frac{1}{1 + a_n \rho^2} d\rho^2 + \rho^2(1 + a_n \rho^2) d\theta^2 + \rho^2(1 - \rho^2) g_{\mathbb{C}P^{n-1}} \right)$$
in the $C^\infty$ topology on any compact subset of $B^{2n}$, where $a_n = 3(n-1)/(n+1)$. For this, we need to show that

$$\tilde{\alpha}^2 \to \frac{4}{(1-\rho^2)^2} \cdot \frac{1}{1 + a_n \rho^2}, \quad \rho^{-2} \beta^2 \to \frac{4}{(1-\rho^2)^2} \cdot (1 + a_n \rho^2), \quad \rho^{-2} \gamma^2 \to \frac{4}{1 - \rho^2}$$

in the $C^\infty$ topology on compact subsets. Once this is done, then since $1 - \tilde{\rho}^2 = (1 - \rho^2)/(1 + a_n \rho^2)$ makes (4.3) into $\frac{\alpha + 1}{2n-1} \lambda_c H^\infty$, the proof is complete.

The formula like (4.1) for general $n$ can be obtained by first expressing the polynomial $P_n$ in terms of $s = r - 1$ and then putting (3.5) into it. Any occurrence of $s$ ends up in a factor $c^{-1}$, and the result will look like

$$P_n = c^{-n-1} p_{n+1}(\rho) + c^{-n-2} p_{n+2}(\rho) + \cdots + c^{-2n} p_{2n}(\rho),$$

where each $p_j(\rho)$ is independent of $c$. What we need here is the expression of $p_{n+1}(\rho)$. By (3.2) and Lemma 3.2

$$p_{n+1}(\rho) = (2n+1) \cdot \frac{4 \rho^2}{(1 - \rho^2)^2} \cdot \left( \frac{4 \rho^2}{1 - \rho^2} \right)^{n-1} (1 + a_n \rho^2).$$

In addition,

$$r^2 - 1 = \frac{4c^{-1} \rho^2}{1 - \rho^2} + \frac{4c^{-2} \rho^4}{(1 - \rho^2)^2}, \quad \frac{dr}{d\rho} = \frac{4c^{-1} \rho}{1 - \rho^2}. $$

Therefore, by calculating using (2.10), we obtain the claimed convergence of $\tilde{\alpha}^2$, $\beta^2$, and $\gamma^2$.  

4.2. Behavior when $c \to 0$. We first remark that the metric (1.4) can also be expressed as

$$g_0 = \frac{dt^2}{t^2 + b_n} + t^2 g_{C^{p-1}},$$

where $b_n = 2n/(2n-3)$, by the coordinate change $t = \sqrt{b_n} \sinh r$. It suffices to verify the statement of Theorem 1.3 for the metric (1.4) instead of (1.4).

Again, we examine the case $n = 3$ prior to the general proof. Let us set $r = c^{-1/2} t + 1$, or $s = r - 1 = c^{-1/2} t$, and write $g_c = \tilde{\alpha}^2 dt^2 + \beta^2 \theta^2 + \gamma^2 g_{CP^2}$ ($\tilde{\alpha}$ here is different from that in (3.4)). Then

$$P_3 = s^4 (\tilde{\alpha}^2 + 6s - 2) + 2c^{-1} s^3 (s + 4) = c^{-3} (t^6 + 2t^4) + c^{-5/2} (6t^3 + 8t^3) - 2c^{-2} t^4,$$

and $r^2 - 1 = c^{-1} t^2 + 2c^{-1/2} t$. Therefore the coefficients behave as

$$\tilde{\alpha}^2 = \alpha^2 \left( \frac{dr}{dt} \right)^2 = c^{-1} (r^2 - 1)^2 P_3^{-1} \to \frac{1}{t^2 + 2},$$

$$\beta^2 = \epsilon^2 (r^2 - 1)^{-2} P_3 \to 0, $$

$$\gamma^2 = c (r^2 - 1) \to t^2$$

uniformly on $B_{R_1, R_2} = \{ R_1 < t < R_2 \}$, and their derivatives in $t$ are uniformly convergent on $B_{R_1, R_2}$ as well. Hence $g_c$ collapses to

$$\frac{1}{t^2 + 2} dt^2 + t^2 g_{CP^2}$$

in the sense that $g_{C} = \tilde{\alpha}^2 dt^2 + \gamma^2 g_{CP^2}$ converges to (1.4) in the $C^\infty$ topology on $B_{R_1, R_2}$.  

The diameter of the fiber of \( p: (0, \infty) \times S^5 \to (0, \infty) \times CP^2 \) is \( \pi \beta \). Note that \( (r^2 - 1)^{-2}s^k \) \((k=4,3,2)\) is bounded on \( B_R = \{ 0 < t < R \} \) uniformly in \( c \) because

\[
\frac{s^k}{(r^2 - 1)^2} = \frac{s^k}{(2s + 2s)^2} = \frac{(s^2)^{k-2}(2s)^{4-k}}{(2s)^{4-k} - 1} = \frac{1}{24-k}.
\]

From this one can observe that \( \beta^2 = c^2(r^2 - 1)^{-2}P_3 \) converges to 0 uniformly on \( B_R \). Thus we have shown Theorem 1.3 for \( n = 3 \).

The discussion above is easily generalized as follows.

**Proof of Theorem 1.3** Let \( r = c^{-1/2}t + 1 \). Then (5.2) implies that

\[
P_n = (2n - 1) \cdot \frac{1}{2n-1} c^{-n}t^{2n} + 2nc^{-1} \cdot \frac{1}{2n-3} c^{-n+1}t^{2n-2} + c^{-n+1/2} \Psi
\]

(4.6)

where \( \Psi \) and its derivatives in \( t \) of arbitrary order are uniformly bounded for small \( c > 0 \) on any \( B_{R_1,R_2} \). As a consequence, if we write \( g_c = \tilde{\alpha}^2 dt^2 + \beta^2 g_{\theta^2} + \gamma^2 g_{CP^n-1} \), then \( g'_c = \tilde{\alpha}^2 dt^2 + \gamma^2 g_{CP^n-1} \) converges to (1.3) in the \( C^\infty \) topology on \( B_{R_1,R_2} \).

One can easily see that \( (r^2 - 1)^{-n+1}s^k \) \((k=2n-2,2n-3,\ldots,n-1)\) is uniformly bounded on \( B_R \). Since \( Q_n \) is a linear combination of \( s^{2n},s^{2n-1},\ldots,s^{n+1} \) and \( Q_{n-1} \) is that of \( s^{2n-2},s^{2n-3},\ldots,s^n \) by Lemma 5.2. \( \beta^2 = c^2(r^2 - 1)^{-n+1}P_n = (2n - 1)c^2(2r^2 - 1)^{-n+1}Q_n + 2nc(r^2 - 1)^{-n+1}Q_{n-1} \) converges to 0 uniformly on \( B_R \), and so does \( \pi \beta \), which is the diameter of the fiber of \( p \).
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