Misaligned orientations of 4f optical neural network for image classification accuracy on various datasets
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ABSTRACT

In recent years, the optical 4f system has drawn much attention in building high-speed and ultra-low-power optical neural networks (ONNs). Most optical systems suffer from the misalignment of the optical devices during installment. The performance of ONN based on the optical 4f system (4f-ONN) is considered sensitive to the misalignment in the optical path introduced. In order to comprehensively investigate the influence caused by the misalignment, we proposed a method for estimating the performance of a 4f-ONN in response to various misalignment in the context of the image classification task. The misalignment in numerical simulation is estimated by manipulating the optical intensity distributions in the fourth focus plane in the 4f system. Followed by a series of physical experiments to validate the simulation results. Using our method to test the impact of misalignment of 4f system on the classification accuracy of two popular image classification datasets, MNIST and Quickdraw16. On both datasets, we found that the performances of 4f-ONN generally degraded dramatically as the positioning error increased. Different positioning error tolerance in the misalignment orientations was observed over the two datasets. Classification performance could be preserved by positioning errors up to 200 microns in a specific direction.

Introduction

The emergence of deep convolutional neural networks started the third boom in artificial intelligence research. In recent years, with the rapid development of deep convolutional neural networks in image processing, image recognition and image generation, which have been widely applied in the applications of biomedicine, aerospace and intelligent driving, and achieved many promising results. Leveraging the continuous research attention on the convolutional neural networks, the scale of convolutional neural networks is also increasing exponentially. However, the ultra-high power consumption of the von Neumann architecture is now the bottleneck of the deep neural networks, which severely limits the application of deep neural networks in edge fields such as unmanned driving and intelligent industry. Consequently, the optical neural network (ONN) computing architecture attracts more attention because it uses light as the computing carrier, significantly reducing power consumption. ONN based research, including pre-optical neural network systems, recurrent neural network optical computing systems and impulse neural optical computing systems. The pre-optical neural network architecture is considered as the most feasible solution for deployment to edge applications, the linear approximation of ONN is currently the relatively mature implementation method, such as diffractive optical neural network architecture and optical 4f-based systems etc.

Due to the simple and straight organization, the optical 4f system is the primary way to construct the linear convolution optical computing layer in the pre-optical neural network. While the optical 4f system modulates the light field of the input image spectrum at its second focus (2f), so it cannot directly convolve the input image with multiple convolution kernels superimposed in depth like a computer neural network (CNN) does. And the optical 4f system is quite sensitive to misalignment errors, a small misalignment error of optical system will affect the final output of the system. Therefore, in order to evaluate the effect of misalignment error on the final output of the optical 4f system, we perform numerical calculations and physical experiments to analyze the effect of the misalignment at 2f on the output image of 4f system.

The structure of this paper is organized as follows. In section 2.1, we design a set of data sets constructed by four simple binary plots. The LFMM parameters are directly obtained using machine learning end-to-end training. We verified the feasibility and accuracy of the LFMM using both theoretical simulation and physical experiments. It is found that the mismatch between the light field modulation device at 2f and the spectral light field distribution of the input image will seriously distort the light field distribution of the output image of the 4f-ONN. In order to further explore the influence of the mismatch on the
classification results, in Section 2.2 of the paper, we select the MNIST and Quickdraw16 dataset recognized in the field of deep learning for research. Through a series of simulations, we found that the classification accuracy of different datasets has an evident orientation dependence on the mismatch direction of the light field modulation device. The MNIST dataset is sensitive to the mismatch deviation in the horizontal axis, while the Quickdraw16 dataset is entirely different, which is more sensitive to mismatch extent in the vertical axis. We qualitatively analyzed the possible explanations for this observation regarding the image distribution characteristics of the two datasets respectively; in the method section of the paper, we give the theoretical basis and training process of the proposed LFMM base 4f-ONN.

Results

Theoretical simulation and experimental verification

In order to evaluate the effect of misalignment error on the final output of the optical 4f system, we designed a set of simulations and physical experiments. First, to accurately align the optical path and calibrate the parameters of each optical device, we made a toy image consisting of four synthetic plots, including a circle, a triangle, a square and a hexagon, as shown in Fig. 1(b). As described in the method, the LFMM that can classify these four simple graphs is pre-trained. Overfitting occurs as we expected due to the 1 image only training set, resulting 100% classification accuracy after around 20 epochs as shown in Fig. 1(a).

The LFMM obtained by training is calculated by the exponential function of the phase map at 2f, as shown in Fig. 1(c), and the corresponding PSF of the 4f system is shown in Fig. 1(e). For simplicity, we feed the image of four simple plots ensembled as 2 × 2 array into the trained convolutional neural network based on 4f(4f-CNN). Fig. 1(d) shows the output of the 4f system, listed 2 × 2 in the same order in Fig. 1(b). It can be seen that the light field intensity distribution of the output image at 4f of different plots has noticeable geometric structure differences and the intensity peaks at the corresponding location of the 2 × 2 alignment. For example, we give one hot label in blue in Fig. 1(b). When the input image is a triangle (1,0,0,0), the maximum pooling of Fig. 1(d) outputs the top left segment (71,13,21,17), which gives the correct class prediction. Experiments based on synthetic images show that the output results at 4f have clear outlines and visible differences, which indicates significantly discriminative domain boundaries. Next, we will build a physical optical path and transfer the 4f-CNN model to 4f-ONN to demonstrate the practical feasibility of our method and to check the consistency of 4f-ONN and 4f-CNN output images.

Figure 1. (a) Training accuracy on the toy image. (b) Input image one hot label. (c) Phase map at 2f. (d) Output images of four simple plots (from top left to bottom right: triangle, circle, square and hexagon). (e) The corresponding PSF of trained LFMM. (f) PSF of 4f-ONN. (g) 4f-ONN outputs of the 4 shapes respectively. (h) Experiment workflow. (i) Physical installation of the experiment.

The flow chart and physical installation of the experiment are shown in Fig. 1: A stands for an adjustable attenuator, which is used to adjust the strength of the laser; SF is a beam expander spatial filter, which expands the laser beam emitted by the laser so that it can completely cover the Digital Micromirror Devices (DMD) to ensure the integrity of the input image; CM is a collimating lens, which is used to ensure that the laser direction is horizontal. P is a polarizer, which filters out longitudinal waves in the laser; G is a diaphragm, which is used to limit the size of the beam; L1 and L2 are two lenses with a focal length of 200 mm, performing Fourier transform and inverse transformation in the 4f system, respectively. The spatial light
field modulator (SLM) modulates the spectral light field of the input image spectrum at 2f. The SLM used is a pure phase spatial light modulator called LETO manufactured by Holoeye, Germany, with a resolution of 1920 x 1080, a pixel pitch of 6.4 µm, a small interpixel gap of 0.2 µm, provides a high fill factor of 93%, and the phase modulation range is 0-2π(0-255); The input image is loaded by a DMD, which is DLPC900 chip by Texas Instruments. Its resolution is 1920 x 1080, the pixel size is 7.56 µm, the micromirror tilt angle is ±12°, and the fill factor is 92%. The camera at 4f receives the output image is a MER-130-30-UM by Daheng Imaging, the sensor is progressive scan CMOS, the horizontal/vertical resolution is 1280 x 1024, the pixel size is 5.2 µm x 5.2 µm, and the frame rate is 30 fps.

The emitted laser passes through light intensity adjustment, beam expanding, collimating and polarizing, and then incident on the DMD as a parallel coherent shear wave. Finally, the light beam modulated by the SLM is received by the camera through lens 2, which is the final system output parameterized by Eq. (6).

Based on the specification of the experimental devices, we adjusted the input image and the pre-trained grayscale images to appropriate sizes before loading them on the DMD and SLM. The PSF of the 4f-ONN and the output image at 4f obtained from the experiment are shown in Fig. 1(g) and Fig. 1(f), respectively.

Overall, the experimental and theoretical simulation results are consistent. The 4f-CNN and 4f-ONN can also produce consistent results for different input shapes, and the performance is stable, which verifies the feasibility and robustness of our proposed method and the consistency of 4f-ONN and 4f-CNN output images.

We are curious about the systemic response of the 4f-ONN system when the input image spectrum does not match the size and spatial location of the phase map loaded on the SLM. Taking the circle plot input as an example, we investigate the mismatch in size and spatial alignment of the input image spectrum and SLM, respectively.

The schematic diagram of the experiment about scale mismatch is shown in Fig. 2(a), from left to right, the size of the phase image loaded on the SLM is less than, exactly equal to, and greater than the size of the SLM at 2f, simulation and experimental results are shown in Fig. 2(b) and Fig. 2(c), respectively.

The schematic diagram of the experiment of spatial alignment mismatch is shown in Fig. 2(d), the SLM is shifted to the left, right, up, and down by 18 pixels (700 microns) away from the perfect match, respectively. The simulation and experimental results are shown in Fig. 2(e) and Fig. 2(f), respectively.

White noise is observed in the background of the output when SLM does not match the size of the input image. When the SLM is smaller than the input, the four figures of the output image tend to scatter outward; Conversely, the four figures of the
output image tend to converge inward. In terms of spatially alignment mismatch, the output of the 4f-ONN and 4f-CNN are consistent, the output images follow the mismatch offset accordingly.

We found that, in the cases of both mismatch in scale and spatial alignment. 4f-CNN and 4f-ONN produce consistent results. Therefore, we believe that in migrating 4f-CNN to 4f-ONN, the results of 4f-CNN can be used to actively monitor the errors introduced in building 4f-ONN, thereby improving the reliability and accuracy of 4f-ONN. This shows that our optical neural network 4f system can completely reproduce the computer neural network 4f system, and the convolution calculation in the computer is equivalently converted into the all-optical calculation of the optical neural network 4f system.

The influence of misaligned 4f system on image classification accuracy for optical computing

In last section, we studied the phenomenon that the output image of the 4f system can be distorted due to mismatch in scale and alignment. We further study the impact of alignment mismatch on the application of the classification task, as described in Fig. 2(a), we fixed the spatial position of the input image and shifted the SLM to the left, right, down, and up direction by 0-30 pixels, respectively. In order to comprehensively evaluate the impact of the offset, we logged every pixel translation and its corresponding prediction accuracy to draw the accuracy curve with respect to the spatial translation. Our experiment is performed on a NVIDIA GeForce GTX 1080 Ti GPU with CUDA10.1, tensorflow-gpu-2.3.0 and python-3.7.0. In order to reduce random errors and ensure the reliability of the evaluation, we trained 100 models on the Quickdraw16 dataset for each position offset. The averaged curves of the classification accuracy with respect to offset in 4 directions are shown in Fig. 3.

As shown in Fig. 3, any offset in any direction will cause the classification accuracy of the Quickdraw16 dataset to drop. The overall classification performance drops significantly as the offset increases, and when the offset increases to 30 pixels, the classification accuracy drops to around 10%. We found that the performance degradation was more pronounced for horizontal (left and right) offsets along the x-axis than vertical (up and down) offsets along the y-axis. We believe that the classification model is more sensitive to horizontal misalignments.

**Figure 3.** Classification accuracy curve with respect to spatial offset in four directions on the Quickdraw16 and Mnist dataset

MNIST is a database of small, square 28 x 28 pixel greyscale images of a total of 10 classes of handwritten single digits between 0 and 9, pixel values ranging from 0 to 255. The dataset contains 60,000 training images and 10,000 testing images. We only selected nine categories of numbers from 0 to 8 for our training of 4f-CNN, with about 8000 test images left after removing the number 9.

In the same hardware and software environment setup, we also trained 100 models on the MNIST dataset and the averaged classification accuracy curve is shown in Fig. 3. Overall, we found classification accuracy of MNIST dataset is more sensitive to both x-axis and y-axis misalignment than Quickdraw16, as the accuracy curve declines more rapidly when offset increases. While it is significantly different from the results in the Quickdraw16 dataset, the classification accuracy of the MNIST dataset is more sensitive to vertical offsets, as the classification performance degrades more significantly with respect to offsets along the y-axis. Namely, the classification accuracy of the MNIST dataset is more sensitive to vertical misalignment.

To explore the opposite behavior for horizontal and vertical offsets of models trained on the MNIST dataset and Quickdraw16 dataset. We try to find the answer to the question from the semantic level of the training data. We randomly sampled two
images from the MNIST dataset and the Quickdraw16 dataset, respectively, and the sampled images and their spectral light field intensity distribution at 2f are shown in Fig. 4.

The handwritten digits in MNIST are mostly spatially symmetrical on the vertical axis, and the appearance of the highlighted parts containing semantics has a significantly larger vertical distribution. Correspondingly, the vertical spectral magnitude is higher in the frequency spectrum. Therefore, during the installation of the optical path, a small vertical offset error of the SLM may cause a substantial deformation of the optical field at 4f, resulting in a significant drop in the classification performance on the MNIST data. Conversely, the MNIST data has a smaller horizontal spectral field magnitude at 2f, so the distortion of the light field distribution at 4f caused by the shift in the left and right directions will be relatively weak and have a low impact on the final classification performance.

The digits in MNIST are not entirely vertical symmetry, such as the digits "4", "6", "7", we believe that the sensitivity to the vertical misalignment varies class-wisely, particularly in the testing phase.

The sketch plots in Quickdraw16 are mostly spatially symmetrical on the vertical axis. A stronger spectrum magnitude on the horizontal axis is observed in Fig. 4(c). The distortion of the light field at 4f caused by the horizontal offset error is larger, leading to a decrease in the classification accuracy.

To sum up, we believe that the difference in the sensitivity to horizontal and vertical SLM offset for the two datasets resulted from the different spectral concentrations of the image semantics. The higher vertical density in the MNIST data leads to greater sensitivity to vertical offsets. Vice versa, Quickdraw16 data has a higher horizontal spectral density, therefore more sensitive to horizontal offsets.

Figure 4. (a) and (b) Digit 2 from MNIST and its spectrum at 2f. (c) and (d) Sample shape from Quickdraw16 and its spectrum at 2f. (e1) Trained phase map on MNIST. (e2) Trained PSF on MNIST. (f1) Trained phase map on Quickdraw. (f2) Trained PSF on Quickdraw. (g) Training accuracy with respect to training epochs.

To further investigate the hypothesis that the performance of 4f-CNN and 4f-ONN on different datasets has a directional dependence on image semantics. We start to observe the impact on the output image of the system at 4f when the SLM does not match the input image spectrum. First of all, we fine-tune two models trained on MNIST and Quickdraw. The training accuracy plots against training epochs are shown in Fig. 4(g). The MNIST dataset can reach the best training accuracy of 95% at epoch 800, and the Quickdraw16 dataset can reach 84%. The corresponding phase maps and PSFs are shown in Fig. 4(e1) and Fig. 4(f1), respectively.

In the context of the classification task, system output at 4f is followed by a mean-pooling operation to obtain the predicted class. It can be seen that their PSFs can be visually divided into 9 blocks and 16 blocks, which are essentially the tiled 4f-CNN convolution kernels. The PSFs contain visible geometry features similar to shallow neural network convolution kernels and have the same geometric layout as the system output at 4f.

We use the images in Fig. 4 as the input of the MNIST and Quickdraw16 and feed them to the trained models, respectively. The output images at 4f, when the SLM and the input image spectrum are perfectly matched and misaligned, are shown in Figure 5.

Fig. 5(b) is the output image at 4f of the number ‘2’ in the MNIST dataset when the SLM perfectly matches the input image spectrum, where the blue box is the classified mean pooling region of interest(ROI). It can be clearly seen that the pixel with the highest grayscale falls within the blue box in the upper right corner, and this area corresponds to the activation of class 2, which indicates that the 4f system correctly classifies the digit ‘2’. In the case of misalignment, when the SLM is shifted 10 pixels up, the output image at 4f is shown in Fig. 5(c). A significant difference is observed between this output image and the perfectly matched output in Fig. 5(b), particularly in the mean-pooling ROI. The mean-pooling activation now falls into the blue box of class 6 (lower left corner), which indicates that the 4f system classifies the digit ‘2’ into class 6. Similarly, we
shifted SLM to the left by 10 pixels, the output image of the 4f system is shown in Fig. 5(d). The mean-pooling activation falls into class ‘2’, although the whole image differs from the perfectly matched SLM output. In this case, the misalignment caused distortion while the classifier still gives the correct prediction.

Regarding the Quickdraw dataset, the sample input is labeled as class 3, and the corresponding image spectrum is shown in Fig. 5(e). Fig. 5(f) is the 4f system output image of class ‘3’ image in the Quickdraw16 dataset with SLM matched. The trained classifier correctly predicts class 3 as the mean pooling falls into the third activation ROI in the top row. When the SLM is shifted up by 4 pixels, the output image is visually very similar to the SLM matched output. The 4f system can still classify this image as class 3, as the activation falls into the same ROI. A significantly different output image is obtained (Fig. 5(h)) when the SLM is shifted 4 pixels to the left. In this case, the input class 3 image is misclassified as class 6 as the mean pooling activation now falls into the third ROI in the second row.

To sum up, we verified our hypothesis that the performance of 4f-CNN and 4f-ONN have a directional dependence on image semantics. Namely, the spectral concentrations in a specific direction of the dataset will lead to classifier performance degradation when SLM is misaligned with the input image spectrum in the same direction.

**Discussion**

In this work, we found that the accuracy of 4f-ONN constructed using our proposed method for light-field image processing is within ±200 microns, which shows that our method allows SLM and the spatial position of the input image spectrum there is an error within 200 microns in a certain direction, even if there is this experimental error, the classification accuracy of the system will not be significantly reduced. The training of LFMM at 2f proposed is misalignment aware and has the potential to correct the misalignment accordingly, improving the 4f-ONN system robustness and accuracy.

**Methods**

The physical process of the optical 4f system can be described by the Eq. (1), the output image is obtained by convolving the input image with the PSF of the optical 4f system. The conventional way to simulate optical 4f systems is to tile multiple convolution kernels superimposed in depth on a plane at a specific interval as the PSF. In terms of the classification task, the 4f system is expected to output the classification scores with multiple segments distributed spatially representing different classes. In the training process, the classification scores and ground truth labels are used to calculate the loss function and optimize the PSF of the 4f system.
We first construct an LFMM for phase modulation of the light field, converting the convolution of the input image with the PSF to the multiplication of the input image spectrum with the LFMM. This process can be described by Eq. (2); similarly, the output image at 4f is divided into regions representing different classes as one hot classification label, and cross-entropy is performed with the standard label to obtain the loss function. Finally, back propagate the loss function to optimize the constructed LFMM to make the classification accuracy converge. The training process is shown in Fig. 6(a).

\[ output = input \ast PSF \]  \hspace{1cm} (1)

\[ output = IFFT [FFT (input) \times LFMM] \]  \hspace{1cm} (2)

The method proposed directly construct LFMM at 2f is significantly different from the use of PSF, the LFMM only interacts with the input image spectrum at 2f, eliminating the structure restriction of the PSF and achieving higher training flexibility. Consequently, the LFMM can potentially capture the image semantics feature better than the PSF in the training of classification task. This one-step training also gets rid of the constraints of the computer neural network. The modulation of LFMM interacts directly with the prediction output, which is very convenient to quantitatively study the LFMM and the input image spectrum mismatch caused by the inappropriate size and spatial positioning.

\[ U (x, y) = A (x, y) \cdot \exp [j \phi (x, y)] \]  \hspace{1cm} (3)

Where \( A (x, y) \) represents the amplitude of the spectrum, \( \exp [j \phi (x, y)] \) is the phase of the spectrum. We do phase modulation applied only and keep amplitude constant \( A (x, y) = 1 \). We also set the amplitude of LFMM to 1 as shown in Eq. (4):

\[ LFMM (x, y) = 1 \cdot \exp [j \phi_0 (x, y)] \]  \hspace{1cm} (4)

LFMM adjusts the input image’s spectrum to reconstruct its light field’s spatial distribution. The output image of the optical 4f system can be obtained using the inverse Fourier transform of the reconstructed result as shown in Eq. (5) and Eq. (6).

\[ output (x, y) = IFFT [U (x, y) \cdot LFMM (x, y)] \]  \hspace{1cm} (5)

**Figure 6.** (a) The training of Optical neural network 4f System. (b) The 4f-ONN workflow.
out put \( (x,y) = \text{IFFT} \{ \exp[j\phi(x,y) + j\phi_0(x,y)] \} \) \hspace{1cm} (6)

Similar to the popular neural network training, in a supervised learning manner. The forward pass ends after the output image of the 4f system is obtained, and the LFMM is optimized using the back propagation algorithm. More training details will be covered in Section 3. The LFMM can also use the Eq. (7) to calculate the PSF of an optical neural network 4f system.

\[
\text{PSF} \ (x,y) = \text{IFFT} \left[ LFMM \ (x,y) \right]
\] \hspace{1cm} (7)

We further study the system response when the input image spectrum does not match the size and spatial position of the pre-trained LFMM. Firstly, when the input image spectrum is fixed, the 4f system response of the positional offset \( \Delta x_0 \) and \( \Delta y_0 \) of LFMM is calculated by the Eq. (9).

\[
\text{out put} \ (x,y) = \text{IFFT} \left[ U \ (x,y) \cdot LFMM \ (x + \Delta x_0, y + \Delta y_0) \right]
\] \hspace{1cm} (8)

\[
\text{out put} \ (x,y) = \text{IFFT} \left\{ \exp[j\phi(x,y) + j\phi_0(x + \Delta x_0, y + \Delta y_0)] \right\}
\] \hspace{1cm} (9)

Similarly, the size of the input image spectrum is fixed, and the corresponding 4f system response of size mismatch with LFMM can be calculated as in Eq. (11).

\[
\text{out put} \ (x,y) = \text{IFFT} \left[ U \ (x,y) \cdot \text{resize} \ (LFMM \ (x,y)) \right]
\] \hspace{1cm} (10)

\[
\text{out put} \ (x,y) = \text{IFFT} \left\{ \exp[j\phi(x,y) + \text{resize} \ (j\phi_0(x,y))] \right\}
\] \hspace{1cm} (11)

The physical implementation of the optical 4f system will inevitably introduce errors in optical path positioning and scale, as discussed in Eq. (9) and Eq. (11). So it is necessary to quantitatively study the impact of such errors on the corresponding optical neural network prediction results. It is believed that the LFMM has better tolerance for such errors than PSF, thereby improving the classification prediction performance of the entire network system.
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