A new iteration method for the solution of third-order BVP via Green's function

1 Introduction

The iterative methods are used to solve initial and boundary value problems (BVPs) in image and restoration problems, variational inequality problems and etc. Successive approximation method was introduced by Liouville in 1837. Then, Picard [1] developed his classical and well-known proof of the existence and uniqueness of the solution of initial value problems for ordinary differential equations in 1890. The iterative methods of Picard [1] and Mann [2] are generated by an arbitrary point \( p_0 \in Y \) and defined as follows:

\[
p_{n+1} = Tp_n = T^n p_0, \quad n \in \mathbb{Z}_+, \\
p_{n+1} = (1 - r_n)p_n + r_n Tp_n, \quad n \in \mathbb{Z}_+.
\]

Afterward, several notable researchers introduced many fixed point iterative methods to approximate the solution of a given problem for better approximation with a minimum error (see e.g. [3–5]). In particular, third-order BVPs have received much attention in many scientific and engineering applications and many branches of pure and applied mathematics in the last decade. Thus, finding the solution of nonlinear initial and BVPs, particularly, second- or third-order differential equations, has become a very interesting problem. [1–24] and references therein are some of these studies. In recent years, Abushammala et al. [25] and Khuri and Sayfy [4] designed the methods based on Green’s function and fixed-point iterative methods, e.g. Picard-Green’s and Krasnoselski-Mann’s iterative methods, to approximate the solution of nonlinear initial and BVPs. Recently, Khuri and Louhichi [26] have developed a novel Ishikawa-Green’s fixed point method to approximate the solution of second-order BVPs. The authors have also shown that the proposed method has a better approximation with a minimum error. Ali et al. [3] introduced Khan-Green’s fixed point
iterative method for the approximate solution of second-order BVPs and showed that the proposed method has a better approximation with a minimum error than the Ishikawa-Green’s method.

The strategy of this paper is motivated by the work of Khan-Green’s iterative method. Khan’s iterative method is defined in the subsequent form:

\[
q_n = (1 - r_n) p_n + r_n T(p_n),
\]

\[
p_{(n+1)} = T(q_n), \quad n \in \mathbb{Z},
\]

where \( p_0 \in Y, T : Y \to Y \) is a mapping on a non-empty and convex subset \( Y \) of a Banach space \( X \) and \( \{r_n\} \) is a parametric sequence in \((0, 1)\). This iterative method was established by combining Picard and Mann’s methods. The existence of one parametric sequence makes the method easier than Ishikawa’s method and besides, the convergence rate is better than the mentioned methods for the third-order BVPs. More specifically, the following third-order BVP:

\[
"(u(t), u'(t), u''(t))")
\]

is subject to the boundary conditions:

\[
 u(0) = 0, \quad u'(0) = 0, \quad u'(1) = 0,
\]

where \( t \in (0, 1) \) is considered. Here,

1. \( f(t, x, y, z) \) is a continuous function in \((0, 1)\);
2. \( f(t, x, y, z) \) and \( \frac{\partial f}{\partial x}, \frac{\partial f}{\partial y}, \frac{\partial f}{\partial z} \) are bounded;
3. \( f(t, x, y, z) > 0 \) on \([0, 1] \times \mathbb{R}^3\).

In this paper, Khan-Green’s fixed point iterative method is generalized and extended for the approximate solution of third-order BVPs. The existence and uniqueness theorems for generalized method are established, and necessary conditions are derived for convergence. The new method is implemented on several numerical examples including linear and nonlinear third-order BVPs. Effectiveness is established with better approximation with minimum error when compared to exact solutions and Picard-Green’s solutions.

## 2 Green’s function and methodology

Consider the following third-order BVP,

\[
L[u] = u''' = f(t, u(t), u'(t), u''(t))
\]

with the boundary conditions

\[
B_a[u] = a_1 u(a) + a_2 u'(a) + a_3 u''(a) = \alpha,
B_b[u] = \beta_1 u(b) + \beta_2 u'(b) + \beta_3 u''(b) = \beta,
B_c[u] = \gamma_1 u(c) + \gamma_2 u'(c) + \gamma_3 u''(c) = \gamma,
\]

where \( L[u] \) and \( f(t, u(t), u'(t), u''(t)) \) are linear or non-linear terms, \( t \in [a, b] \), \( \alpha, \beta, \gamma \) are constants and either \( c = a \) or \( c = b \). The existence and uniqueness results for the solution of the problem equations (4) and (5) are given in [19,26,27].

Green’s function \( G(t, s) \) corresponding to linear term \( L[u] = u''' = f(t) \) is then given by

\[
G(t, s) = \begin{cases} 
  a_1 u_1 + b_1 u_2 + c_1 u_3, & a < t < s, \\
  a_2 u_1 + b_2 u_2 + c_2 u_3, & s < t < b,
\end{cases}
\]

where \( t \neq s, u_1, u_2 \) and \( u_3 \) are linearly independent solutions of \( L[u] \) and \( a_i, b_i \) and \( c_i \) \((i = 1, 2)\) are constants. To find the constants and the final version of Green’s function of third-order BVP, the following four properties should be followed.
1. G satisfies the homogeneous boundary conditions:

\[ B_d [G(t, s)] = B_d [G(t, s)] = B_s [G(t, s)] = 0; \]  

(7)

2. G is continuous at \( t = s \):

\[ a u_i(s) + b u_j(s) + c u_k(s) = a_2 u_i(s) + b_2 u_j(s) + c_2 u_k(s); \]  

(8)

3. \( G' \) is continuous at \( t = s \):

\[ a u_i'(s) + b u_j'(s) + c u_k'(s) = a_2 u_i'(s) + b_2 u_j'(s) + c_2 u_k'(s); \]  

(9)

4. \( G'' \) has jumping discontinuous at \( t = s \):

\[ a u_i''(s) + b u_j''(s) + c u_k''(s) + 1/p(s) = a_2 u_i''(s) + b_2 u_j''(s) + c_2 u_k''(s). \]  

(10)

As a consequence of these calculations, Green’s function for the problems equations (4) and (5) can be written in the following form:

\[ u_p = \int_a^b G(t, s) f(s, u_p, u_p', u_p'') ds, \]  

(11)

where \( u_p \) is the particular solution of equation (4).

### 3 Khan-Green’s fixed point iterative method

This method is based on a non-linear differential function

\[ L(u) + N(u) = f(t, u, u', u''), \]  

(12)

where \( L(u) \) and \( N(u) \) are linear and nonlinear operators and \( f(t, u, u', u'') \) is a linear or nonlinear function. Consider the following integral operator:

\[ M(u_p) = \int_a^b G(t, s)L(u_p)ds, \]  

(13)

where \( u_p \) is the particular solution of equation (12) and \( G \) is Green’s function of a linear operator \( L(u_p) \). For easiness, we set \( u_p = u \). From equations (11) and (12), the following operator can be obtained.

\[
M(u) = \int_a^b G(t, s)L(u) + N(u) - f(s, u, u', u'') - N(u) + f(s, u, u', u'')ds \\
= \int_a^b G(t, s)L(u) + N(u) - f(s, u, u', u'')ds + \int_a^b G(t, s)f(s, u, u', u'') - N(u)ds \\
= u + \int_a^b G(t, s)L(u) + N(u) - f(s, u, u', u'')ds.
\]  

(14)

By using the above operator and Khan’s fixed point iterative method defined in equation (1),

\[ q_n = (1 - r_n)p_n + r_n M(p_n), \]  

\[ p_{n+1} = M(q_n), \quad n \in \mathbb{Z}, \]  

(15)
are obtained. Afterwards, using the results in equations (14) and (15), the reduced form:

\[
q_n = p_n + \int_{a}^{b} G(t, s)(L(p_n) + N(p_n) - f(s, p_n, p_n', p_n''))ds,
\]

\[
p_{n+1} = q_n + \int_{a}^{b} G(t, s)(L(q_n) + N(q_n) - f(s, q_n, q_n', q_n''))ds
\]

is obtained. Equation (16) is the general form of Khan’s iterative method. Moreover, as the parametric sequence \(\{r_n\}\) is within the interval \((0, 1)\), this function is independent of Picard-Green’s, Mann-Green’s and Ishikawa-Green’s iterative methods. The initial function \(p_0\) is chosen to be the exact solution of the homogeneous equation \(L[u] = 0\) under given boundary conditions.

4 Convergence analysis and rate of convergence

In this section, the convergence analysis and convergence rates will be introduced. Moreover, the existence of better and faster convergence rate than Picard Green’s, Kransoselskii-Mann’s and Ishikawa-Green’s will be proved. The proof of convergence will be based on a nonlinear differential equation with certain boundary conditions. For other sets of boundary conditions, the proof follows in an analogous way.

Consider, the third-order BVP

\[
u'''(t) = f(t, u(t), u'(t), u''(t))
\]

complemented with the boundary conditions:

\[
u(0) = u'(0) = u(1) = 0.
\]

Green’s function \(G(t, s)\) of this BVP is

\[
G(t, s) = \begin{cases} 
\left(-\frac{s^2}{2} + s - \frac{1}{2}\right)t^2, & 0 < t < s, \\
\left(\frac{s^2}{2} - st + \left(-\frac{s^2}{2} + s\right)t^2, & s < t < 1.
\end{cases}
\]

The adjoint of the above function is

\[
G^*(t, s) = \begin{cases} 
\left(\frac{s^2}{2} - st + \left(-\frac{s^2}{2} + s\right)t^2, & 0 < s < t, \\
\left(-\frac{s^2}{2} + s - \frac{1}{2}\right)t^2, & t < s < 1.
\end{cases}
\]

By applying Khan-Green’s iterative method,

\[
q_n = p_n + \int_{0}^{1} G^*(t, s)(L(p_n) + N(p_n) - f(s, p_n, p_n', p_n''))ds,
\]

\[
p_{n+1} = q_n + \int_{0}^{1} G^*(t, s)(L(q_n) + N(q_n) - f(s, q_n, q_n', q_n''))ds,
\]

and more precisely,
\[ q_n = p_n - r_n \int_0^1 \left( \frac{s^2}{2} - st + \left( -\frac{s^2}{2} + s \right) t^2 \right) \left( p''_n(s) - f(s, p_n(s), p'_n(s), p''_n(s)) \right) ds \]
\[ - r_n \int_0^1 \left( \frac{-s^2}{2} + s - \frac{1}{2} t^2 \right) \left( p''_n(s) - f(s, p_n(s), p'_n(s), p''_n(s)) \right) ds, \]
\[ p_{n+1} = q_n - \int_0^1 \left( \frac{s^2}{2} - st + \left( -\frac{s^2}{2} + s \right) t^2 \right) \left( q''_n(s) - f(s, q_n(s), q'_n(s), q''_n(s)) \right) ds \]
\[ - \int_0^1 \left( \frac{-s^2}{2} + s - \frac{1}{2} t^2 \right) \left( q''_n(s) - f(s, q_n(s), q'_n(s), q''_n(s)) \right) ds \]

are obtained. To show the rate of convergence for equations (17) and (18), the following integral operator should be considered.

\[ T(u) = u + \int_0^1 G^*(t, s)(u''(s) - f(s, u(s), u'(s), u''(s))) ds. \] (23)

The integral operator \( T(u) \) defined in equation (23) is a Banach’s contraction with respect to the supnorm under the following hypothesis on the function \( f \). Let

\[ \delta = \frac{1}{20\sqrt{3}} \sup_{(0,1) \times \mathbb{R}^3} \left| \frac{\partial f}{\partial u} \right| < 1. \] (24)

Consider

\[ \| T(u) - T(z) \| \leq \left\| \int_0^1 G^*(t, s)f(s, z', z'', z''') ds - \int_0^1 G^*(t, s)f(s, u, u', u'') ds \right\| \]
\[ \leq \left( \int_0^1 | G^*(t, s)|^2 ds \right)^{\frac{1}{2}} \left| \frac{1}{2} \int_0^1 \left| f(s, z', z'', z''') - f(s, u, u', u'') \right|^2 ds \right|^{\frac{1}{2}} \]
\[ = \sqrt{t^2 + 5t^6 - 7t^5 + 3t^4} \left( \int_0^1 \left| f(s, z', z'', z''') - f(s, u, u', u'') \right|^2 ds \right)^{\frac{1}{2}} \]
\[ \leq \frac{1}{20\sqrt{3}} \left( \int_0^1 \left| f(s, z', z'', z''') - f(s, u, u', u'') \right|^2 ds \right)^{\frac{1}{2}}. \] (25)

By applying the mean value theorem

\[ \| T(u) - T(z) \| \leq \frac{1}{20\sqrt{3}} \sup_{(0,1) \times \mathbb{R}^3} \left| \frac{\partial f}{\partial u} \right| \sup_{[0,1]} | z(t) - u(t) | \leq \delta \sup_{[0,1]} | z(t) - u(t) | = \delta \| u - z \| \] (26)

is obtained. Thus, \( T \) is a contraction.

Now, the convergence of the new method will be introduced.

**4.1 Theorem**

Assume that the condition equation (24) holds. Then the sequence \( \{ p_n \} \) defined by Khan-Green’s method converges strongly to the solution of the problem equations (17) and (18). Furthermore, if Picard-Green’s, Mann-Green’s, Ishikawa-Green’s and Khan-Green’s iterative methods converge to the same point, then Khan-Green’s method converges faster than defined iterative methods.
4.2 Proof

Let \( x^* \) be the solution of the problem equations (17) and (18), then \( T(x^*) = x^* \).

Let \( p_0 \to x^* \) as \( n \to \infty \). Then,

\[
\|p_{n+1} - x^*\| = \|T(p_n) - x^*\| \\
\leq \delta \|p_n - x^*\| \\
\leq \delta (1 - r_n) \|p_n - x^*\| + r_n \|T(p_n) - x^*\| \\
\leq \delta ((1 - r_n) \|p_n - x^*\| + r_n \|p_n - x^*\|) \\
= \delta (1 - r_n + \delta r_n) \|p_n - x^*\| \\
= \delta (1 - (1 - \delta) r_n) \|p_n - x^*\|.
\]

(27)

By using the fact \( (1 - (1 - \delta) r_n) < 1 \) where \( 0 < \delta < 1 \) and \( r_n \in (0, 1) \), the following inequality is obtained.

\[
\|p_{n+1} - x^*\| \leq \delta \|p_n - x^*\|.
\]

(28)

From equation (28), the following expression is true

\[
\|p_{n+1} - x^*\| \leq \delta^{n+1} \|p_0 - x^*\|.
\]

(29)

Since \( 0 < \delta < 1 \), it concludes that \( \{p_n\} \) converges strongly to \( x^* \). The rest of the proof can be completed from the proof of Proposition 1 in [17].

5 Numerical examples

In this section, numerical examples of both linear and non-linear differential equations solved by Khan-Green’s fixed point iterative method are shown as proof. In addition, the examples were also computed by Picard-Green’s method to show comparisons of the outcomes for both methods to reveal the high accuracy of Khan-Green’s method. Computations are carried out by MATLAB.

Example 1: Consider the nonlinear BVP

\[
u''(t) + u(t)u'(t) - (u'(t))^2 + 1 = 0
\]

(30)

with boundary conditions

\[u(0) = u(1) = u'(0) = 0.
\]

(31)

First, it is worth to mention that the exact solution for the problem equations (30) and (31) is unknown. Second, Green’s function of BVP is defined for equations (30) and (31).

\[
G(t, s) = \begin{cases} 
-\frac{s^2}{2} + s \frac{1}{2} t^2, & 0 < t < s, \\
\frac{s^2}{2} - st \left(\frac{-s^2}{2} + s\right) t^2, & s < t < 1.
\end{cases}
\]

Therefore, Khan-Green’s iteration method can be presented as follows:

\[
q_n = p_n - r_n \iint_0^t \left(\frac{s^2}{2} - st + \left(\frac{-s^2}{2} + s\right) t^2\right) p_n'''(s) + p_n(s) p_n''(s) - (p_n')^2(s) + 1) ds
\]

(32)

\[
- r_n \iint_0^t \left(\frac{-s^2}{2} + s \frac{1}{2} t^2\right) p_n'''(s) + p_n(s) p_n''(s) - (p_n')^2(s) + 1) ds,
\]
\[ p_{n+1} = q_n - \int_{0}^{t} \left( \frac{s^2}{2} - st + \left( \frac{s^2}{2} + s - 1 \right) t^2 \right) q_n'''(s) + q_n(s)q_n''(s) - (q_n')^2(s) + 1) ds \]

\[ - \int_{t}^{1} \left( \frac{-s^2}{2} + s - 1 \right) t^2 \right) q_n'''(s) + q_n(s)q_n''(s) - (q_n')^2(s) + 1) ds, \]

where the parametric sequence is chosen to be \( r_n = 0.99 \). The starting point \( p_0 = 0 \) is the homogeneous solution of \( L[u] = u''' = 0 \) with the corresponding boundary conditions. The absolute error will be found by the formula

\[ \text{Error}(n) = |u_{n+1} - u_n|. \]  

(33)

The maximum errors of the problem equations (30) and (31) are given in Table 1, whereas Table 2 shows the numerical solutions of Example 1 and its absolute errors obtained by applying Khan-Green’s method and comparing to the results found by Picard-Green’s method, the relative absolute errors \( \frac{|u_n - u_l|}{u_n} \) computed at various values of \( t \) and are presented together with the relative absolute errors done by Picard-Green’s method in Table 3. Considering the numerical results obtained in both tables, both the relative error and the absolute error converge to zero faster in all iteration steps than the known methods in our method for third-order BVPs. Thus, we get a better approximation.

**Table 1: Maximum errors of Example 1**

| No. of iterations | 1          | 2          | 3          |
|-------------------|------------|------------|------------|
| Max error (n)     | 2.44 × 10^{-2} | 1.36 × 10^{-6} | 2.61 × 10^{-11} |

**Table 2: Absolute errors (n) of Example 1**

| t   | Numerical solution | Khan-Green's error (3) | Picard-Green's error (3) |
|-----|--------------------|------------------------|--------------------------|
| 0.0 | 0.0                | 0.0                    | 0.0                      |
| 0.1 | 0.00149606946549956 | 8.85422 × 10^{-13} | 2.95707 × 10^{-8} |
| 0.2 | 0.0053178187251639 | 3.50394 × 10^{-12} | 1.1718 × 10^{-7} |
| 0.3 | 0.01046620292094920 | 7.66851 × 10^{-12} | 2.57374 × 10^{-7} |
| 0.4 | 0.01594328097748140 | 1.29396 × 10^{-11} | 4.37316 × 10^{-7} |
| 0.5 | 0.02075232464561610 | 1.85634 × 10^{-11} | 6.34702 × 10^{-7} |
| 0.6 | 0.02389786114270560 | 2.3442 × 10^{-11} | 8.15945 × 10^{-7} |
| 0.7 | 0.02438584789719030 | 2.61 × 10^{-11} | 9.33111 × 10^{-7} |
| 0.8 | 0.02122417680320920 | 2.46645 × 10^{-11} | 9.17006 × 10^{-7} |
| 0.9 | 0.01342370402248610 | 1.68034 × 10^{-11} | 6.62401 × 10^{-7} |
| 1.0 | 0.0                | 0.0                    | 0.0                      |

**Table 3: Relative absolute errors of Example 1**

| t   | Khan-Green's       | Picard-Green's       |
|-----|--------------------|----------------------|
| 0.1 | 5.91832 × 10^{-10} | 1.97656 × 10^{-5}   |
| 0.3 | 7.32692 × 10^{-10} | 2.4591 × 10^{-5}    |
| 0.5 | 8.94521 × 10^{-10} | 3.05846 × 10^{-5}   |
| 0.7 | 1.07051 × 10^{-9}  | 3.82644 × 10^{-5}   |
| 0.9 | 1.25177 × 10^{-9}  | 4.93456 × 10^{-5}   |
Figure 1 shows the relative errors of the problem equations (30) and (31). With reference to the graph, it can be said that when applying Khan-Green’s fixed point iteration method, the relative errors approach zero faster.

**Example 2:** Consider the linear BVP

\[ u''(t) = -tu'(t) - 2t^2 + t - 2 \tag{34} \]

with the boundary conditions

\[ u(0) = u'(0) = u'(1) = 0. \tag{35} \]

The exact solution of the problem equations (23) and (24) is given as \( u(t) = t^2 - \frac{t^3}{3} \). Green’s function of the given problem is

\[
G(t, s) = \begin{cases} 
\left(\frac{s - 1}{2}\right) t^2, & 0 < t < s, \\
\frac{(s(1-t)^2)}{2} + \frac{(s^2 - s)}{2}, & s < t < 1 
\end{cases}
\]

and applying Khan-Green’s fixed point iteration method

\[
q_n = p_n - r_n \int_0^t \left(\frac{(s(1-t)^2)}{2} + \frac{(s^2 - s)}{2}\right) p_n''(s) + sp_n''(s) + 2s^2 - s + 2) ds 
\]

\[
- r_n \int_0^t \left( \frac{(s - 1)}{2} t^2 \right) (p_n''(s) + sp_n''(s) + 2s^2 - s + 2) ds, \tag{36} 
\]

\[
p_{n+1} = q_n - \int_0^t \left( \frac{(s(1-t)^2)}{2} + \frac{(s^2 - s)}{2}\right) q_n''(s) + sq_n''(s) + 2s^2 - s + 2) ds 
\]

\[
- \int_0^t \left( \frac{(s - 1)}{2} t^2 \right) (q_n''(s) + sq_n''(s) + 2s^2 - s + 2) ds,
\]

where the parametric sequence is chosen to be \( r_n = 0.99 \). The starting point \( p_0 = 0 \) is the homogeneous solution of \( L[u] = u''' = 0 \) with the corresponding boundary conditions. For various number of iterations,
the maximum absolute errors are reported in Table 4. According to Table 4, it is obvious that with an increase in the number of iterations, the high accuracy of the numerical values will be approached. The formula to estimate the maximum absolute errors is given as:

$$\left| u_n(t) - u(t) \right|. \quad (37)$$

Simultaneously, Table 5 shows the numerical results of the problem equations (34) and (35) at 16th iteration, namely the 16th iteration, and the maximum errors of Khan-Green’s iteration method in comparison with Picard Green’s Method (PGEM), respectively. At the same time, from Figure 2 visualizing the 16th iteration for both Khan-Green’s and PGEM, it can be seen that the errors obtained via Khan-Green’s iteration method are much closer to zero than Picard-Green’s.

**Table 4: Maximum absolute errors of Example 2**

| No. of iteration | Max error (n) |
|------------------|---------------|
| 5                | 2.33268 × 10^{-12} |
| 10               | 1.90790 × 10^{-23} |
| 15               | 1.60579 × 10^{-33} |
| 20               | 3.08010 × 10^{-44} |
| 25               | 4.99665 × 10^{-55} |
| 30               | 2.77113 × 10^{-65} |

**Table 5: Numerical results of Example 2 and comparison of Khan-Green’s and Picard-Green’s**

| t    | Numerical solution | Khan-Green’s error (16) | Picard-Green’s error (16) |
|------|--------------------|-------------------------|----------------------------|
| 0.0  | 0.0                | 0.0                     | 0.0                        |
| 0.2  | 0.01733333333333330 | 8.25017 × 10^{-37}      | 6.47066 × 10^{-20}         |
| 0.4  | 0.05866666666666660 | 3.32753 × 10^{-36}      | 2.27313 × 10^{-19}         |
| 0.6  | 0.1080000000000000 | 7.03846 × 10^{-36}      | 3.50808 × 10^{-19}         |
| 0.8  | 0.14933333333333300 | 9.67542 × 10^{-36}      | 2.02491 × 10^{-19}         |
| 1.0  | 0.16666666666666600 | 9.46172 × 10^{-36}      | 3.9911 × 10^{-20}          |

Figure 2: Comparison of errors for Example 2.
6 Conclusion

This study was motivated by Khan-Green’s iterative method for the second-order BVP. The new results were generalized and new theorems proved for third-order BVP. It was shown numerically that the values approach fixed point faster than existing methods. It was also revealed that the proposed method has a better approximation with a minimum error. On the other hand, many results have been obtained for classical non-negative solutions of nonlinear three-dimensional wave equations for initial value problems [28]. Our method offers a novel approach that can be developed to these results.
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