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Abstract

E-cash has its merits comparing with other payment modes. However, there are two problems, which are how to achieve practical/complete tracing and how to achieve it in compact E-cash. First, the bank and the TTP (i.e., trusted third party) have different duties and powers in the reality. Therefore, double-spending tracing is bank’s task, while unconditional tracing is TTP’s task. In addition, it is desirable to provide lost-coin tracing before they are spent by anyone else. Second, compact E-cash is an efficient scheme, but tracing the coins from double-spender without TTP results in poor efficiency. To solve the problems, we present a compact E-cash scheme. For this purpose, we design an embedded structure of knowledge proof based on a new pseudorandom function and improve the computation complexity from $O(k)$ to $O(1)$. Double-spending tracing needs leaking dishonest users’ secret knowledge, but preserving the anonymity of honest users needs zero-knowledge property, and our special knowledge proof achieves it with complete proofs. Moreover, the design is also useful for other applications, where both keeping zero-knowledge and leaking information are necessary.

Keywords: Compact E-cash, practical tracing, complete tracing, special knowledge proof, knowledge-leak, zero-knowledge proof

This research work is supported by Zhejiang Provincial Natural Science Foundation of China (No: LY17F020019, LY16F010019), National Natural Science Foundation of China (No: 61271220), National key research and development plan (No: 2017YFB0802505) and Natural Science Foundation of Ningbo (No: 2016A610212).

http://doi.org/10.3837/tiis.2019.07.022

ISSN : 1976-7277
1. Introduction

Nowadays, e-Commerce system [1, 2] is common, and e-payment is the core module. Some e-payments guarantee the anonymity of users, but sometimes it is abused for crimes. Over the past years, quite some research effort has been put in design of E-cash [3] based on blind signature [4, 5] or knowledge signature [6, 7]. To prevent user from abusing anonymity, the tracing function is necessary. Fig. 1 shows a typical E-cash model.

![Fig. 1. Typical E-cash model](image)

In general, an E-cash system has the following properties:

- **Anonymity**: No one can identify the spender or link the spending behaviors.
- **Unreusability**: The owner of e-cash will be identified if he spends one coin twice.
- **Unforgeability**: No one except the bank can generate valid e-cash.
- **Offline mode**: There is no the third party participating in the payment process.
- **Environmental independence**: System security depends on the cryptographic scheme.

Some interesting E-cash schemes such as divisible E-cash, transferable E-cash and changeable denomination E-cash, etc., are put forward. And compact E-cash [8] is the important scheme. In such system, user withdraws $2^l$ e-coins by performing the withdrawal protocol one time and stores the coins in $O(l)$ bits.

2. Related Work

Our goal is to construct a compact E-cash system with practical and complete tracing, so we present two parts of the related work.

**Part I**: the Practical tracing and the Complete tracing

“Practical” means that different tracings should be provided by the appropriate entity, and “Complete” means that the tracings should meet the demand from real-world applications.

To prevent customer from reusing a coin, double-spending tracing is the basic function. Since it is related to the bank’s business, double-spending tracing should be performed by bank.

Sometimes, the anonymity of users may provide the convenience for crimes, such as money laundering and blackmailing. Therefore, S. von Solms and D. Naccache [9] suggested that the anonymity of users should be revoked when necessary, and then [10] and [11] put forward a new E-cash scheme, i.e., fair E-cash. In such a system, the user remains anonymous if he honestly spends the legal e-coins, but if crimes occur so that the related transaction is illegal, the e-coins and the owner can be traced unconditionally. Here “unconditionally” means that the coins and the owner can be traced when the user does not double-spend coins.
In reality, the authorities are usually the trusted third parties, who have the power to perform unconditional tracing only when the E-cash is involved in crimes.

Therefore, it is not practical that the TTP is indispensable to double-spending tracing [1, 10, 12, 13, 14, 15, 16, 17, 18]. But the tracing function is not complete if the system does not provide unconditional tracing [2, 8, 19, 20, 21, 22, 23, 24, 25, 26, 27].

In our opinion, for crime prevention, the unconditional tracing is necessary, however, the existence of TTP unavoidably threatens the anonymity of honest users. So it is reasonable that the system can be independent of TTP, but at the same time, the scheme can easily be slightly modified to select the available tracings depending on the actual circumstances.

In addition, if the user loses E-cash, he should find some way to get his money back if the lost E-cash cannot be spent by anyone. And it could be achieved if bank provides lost-coin tracing (in the validity period of coins), which is ignored by almost all schemes.

There are $2^l$ coins in the customer’s wallet in compact E-cash system. So in such system, double-spending tracing and unconditional tracing should include coin-tracing. Table 1 shows the property of the practical and complete tracing.

| Tacing types      | Double-spending tracing | Unconditional tracing | Loss tracing |
|-------------------|-------------------------|-----------------------|--------------|
| Provider          | Bank                    | TTP                   | Bank         |
| Condition         | Double-spending         | None (only in crime cases) | Valid loss-register for unspent coins |
| Module            | Necessary               | Optional              | Optional     |

In fact, the “practical” and “complete” tracing is not easy for existing schemes. Moreover, the recoverable E-cash scheme is presented in [20, 28, 29] for sloving the coin-lost problem, but there were some unsolved problems. In our [30], we clarify all there problems and provide a solution. But to achieve the practical and complete tracing in compact E-cash, there is a new problem.

**Part II**: the Efficiency problem in compact E-cash

The significant contribution of compact E-cash [8] is that the computation complexity of withdrawing $2^l$ coins is $O(1)$, and the storage space of the $2^l$ e-coins is just $O(l)$ bits, while before it is proposed, the E-cash schemes have to withdraw $2^l$ coins or store them with $O(2^l)$ complexity. Then some other interesting compact E-cash schemes [21, 23, 31] are designed based on different cryptographic techniques. But good efficiency, which is the very important for compact E-cash, does not attract enough attention in the designing. After all, achieving efficient system is the main goal of compact E-cash.

The main efficiency problem is that tracing coins without TTP results in poor efficiency [8, 21, 23, 31]. When the user double-sPENDS E-cash, tracing him is necessary. However, tracing his coins is very important, since the double-spender has at least $2^l$ coins so that he can cheat more times if system cannot trace his remaining coins. As we discussed, double-spending tracing is the bank’s task, not the TTP’s. Obviously, if TTP performs every tracing, it seriously threatens the anonymity of honest users. However, when double-spending, it is not easy for existing schemes that bank traces double-spender’s coins without TTP.

[21, 23] and the system 1 of [8] only provide the double-spender tracing. The system 2 of [8] and [31] provide coin-tracing. However, when adding this coin-tracing without TTP, their systems [8, 31] become inefficient. For example, when the system 2 of [8] adds coin-tracing, the inefficiency is pronounced —— in the system 1, the withdrawal uses 12 multi-based exponentiations, while in the system 2, it uses 810 multi-based exponentiations and 300
bilinear pairings. At the same time, in the system 1, spending one coin uses 40 multi-based exponentiations, while in the system 2, it uses 778 multi-based exponentiations.

In existing compact E-cash schemes [8, 21, 23, 31], there are some difficulties in designing coin-tracing without TTP for double-spending. And we will clarify it. All compact E-cash schemes are constructed based on zero-knowledge proof. In short, when spending a coin from the compact E-cash wallet, the customer shows the shop a pseudorandom function with the wallet parameters and proves the pseudorandom function is constructed correctly using zero-knowledge proof. So when the customer double-spends a coin, the bank needs the wallet parameters as the input of the pseudorandom function so as to trace the remaining coins from the double-spender. But without a TTP, for recovering the secret wallet parameters, [8] uses the verifiable encryption and [31] uses the accumulator. Unfortunately, these cryptographic techniques result in poor efficiency.

Tacing without TTP implies that the information of secret parameters is leaked when double-spending. But for the anonymity of honest customers, the knowledge of secret parameters is proven using zero-knowledge proof. Therefore, to solve the problem of recovering secret parameter, our idea is reconstructing the zero-knowledge proof [32]. And the new zero-knowledge proof can leak the information of the proven parameters when it is used twice to prove the same knowledge (double-spending), but it has the perfect zero-knowledge property when it is used once (normal-spending). That is to say, it guarantees the anonymity in normal case and revokes the anonymity in abnormal case.

To the best of our knowledge, when the customer double-spends a coin, the efficiency problem caused by tacing coins without TTP had not been solved in existing compact E-cash schemes. And we solve it —— achieving coin-tracing without TTP, our computation complexity of withdrawing E-cash is $O(1)$, while it is $O(k)$ in [8] and it is $O(2^{2n})$ in [31].

Our main contributions:
- We present a compact E-cash scheme with practical and complete tracing.
- We provide a solution to the efficiency problem in compact E-cash system when tracing double-spender’s coins without TTP.
- The new knowledge proof is zero-knowledge to verifier in normal-spending, while it leaks the proven knowledge in double-spending.

In the following parts, Section 3 provides preliminaries. Section 4 presents the system model. In section 5, we describe the tracing mode. Section 6 provides the details of the proposed scheme. The key security proofs are presented in section 7. And in section 8, we compare the system efficiency of schemes. Finally, the conclusion is provided in section 9.

3. Preliminaries

3.1 Assumptions

**Assumption 1 (S-RSA Assumption)** [33]. Let $n = pq$ be an RSA-like modulus and $z \in \mathbb{Z}_n^*$. It is hard to compute $u \in \mathbb{Z}_n^*$ and integer $e > 1$ such that $z \equiv u^e \pmod{n}$.

**Assumption 2 (DDH Assumption)** [34]. Let $G = \langle g \rangle$ be a cyclic group generated by $g$ of order $u = \#G$ with $\lceil \log_2(u) \rceil = l_G$. Given $(g, g^x, g^y, g^z) \in G^4$, it is hard to decide whether $g^z$ and $g^{xy}$ are equal.

**Assumption 3 (q-DDHI Assumption)** [8]. Let $G = \langle g \rangle$ be a cyclic group generated by $g$. Given the elements $(g, g^x, \ldots, g^{x^q}) \in (G^\times)^q$, it is still hard to decide whether $g^{x^{q+1}}$ and a random element in $G$ are equal.

The $(t, q, \epsilon)$-DDHI assumption means that there is no $t$-time algorithm which has the
advantage at least \( \varepsilon \) to break the \( q \)-DDHI assumption.

### 3.2 Zero-knowledge Proof \([35, 36]\)

**Definition 1.** Let \( A=\{A(x)\}_{x \in L} \) and \( B=\{B(x)\}_{x \in L} \) be two ensembles of variables indexed by strings \( x \in L \), where \( L \subseteq \{0,1\}^* \). \( A \) and \( B \) are statistically indistinguishable, if for any polynomial \( p(.) \) and any \( x \in L \) it holds that \( \sum_{t \in \{0,1\}^*} |\text{Prob}(A(x)=t) - \text{Prob}(B(x)=t)| < 1/p(|x|) \).

**Definition 2.** Protocol \((P,V)\) is statistical zero-knowledge, if \( \{P,V(x)\}_{x \in L} \) and \( \{S_{[P,V]}(x)\}_{x \in L} \) are statistically indistinguishable, where \( V \) can be any probabilistic polynomial-time verifier and \( S_{[P,V]} \) is a probabilistic polynomial-time simulator which can simulate the protocol \((P,V)\).

**Definition 3.** \((c,s) \in \{0,1\}^k \times \{0,1\}^\pm \{0,1\}^{\varepsilon \cdot (lG+k)+1} \) satisfying \( c=H(y \| g \| g^s \| m) \) is a signature of knowledge \( (SPK) \) on the message \( m \), which uses the knowledge of discrete logarithm of \( y \) to the base \( g \). And \( SPK(\alpha; y=g^\alpha) (m) \) denotes it.

Using the knowledge of discrete logarithm, i.e., \( x = \log_g y \), \( SPK(\alpha; y=g^\alpha) (m) \) is computed as follows. After choosing \( r \in \{0,1\}^\pm \{0,1\}^{\varepsilon \cdot (lG+k)} \), the signer computes \( c=H(y \| g \| g^r \| m) \) (i.e., challenge) and \( s = c - x \cdot r \) (i.e., challenge-response), and \( g^r \) is the commitment to prove that the signer knows \( x = \log_g y \). Here \( H(\cdot) \colon \{0,1\}^* \rightarrow \{0,1\}^k \) denotes a hash function. The interactive protocol of \( SPK \) performed by prover and verifier is the zero-knowledge proof of the knowledge of \( x = \log_g y \) provided by prover, which is denoted by \( PK(\cdot) \) \([8]\).

### 3.3 Pseudorandom Function \([37]\)

**Generating Key:** Choose the secret key \( SK \in R Z_p^* \), and the public key \( PK = g^{SK} \).

**Verifiable Random Function:** \( F_{SK}(x) = e(g,g)^{x \cdot PK} \) is a verifiable random function and \( p_{SK}(x) = g^{SK \cdot x} \) is the proof of correctness of it.

**Verification:** Verify \( e(g^{x \cdot PK}, p_{SK}(x)) = e(g,g) \) and \( F_{SK}(x) = e(g, p_{SK}(x)) \). If it is true, \( F_{SK}(x) \) is proven to be generated correctly.

So \( F_{SK}(x) = h^{x \cdot PK} \) is viewed as a pseudorandom function \((\text{PRF})\) \([37]\). \( F_{SK}(x) \) is an \( (s'(k), \varepsilon'(k)) \) secure \( \text{PRF} \) if no one can break the pseudo randomness property with \( \varepsilon'(k) \) advantage in \( s'(k) \) time.

### 4. Security Model of the E-cash System

#### 4.1 Syntax

There are four kinds of entities: \( C \) (customer), \( B \) (bank), \( S \) (shop) and \( T \) (TTP or trusted authorities). There are the polynomial time algorithms or protocols: \( B/T/C \) Setup, Withdraw, Pay, Deposit, UnconditionallyTrace, LossCoinTrace, DoubleSpendTrace. \( P(E_1(x_1), E_2(x_2)) \) denotes a protocol between \( E_1 \) and \( E_2 \), and \( E_1 \)'s input is \( x_1 \) and \( E_2 \)'s is \( x_2 \).

- **B/T/C Setup(params).** The algorithm outputs \( B/T/C \)'s private/public key pair \((PK_B, SK_B)/(PK_T, SK_T)/(PK_C, SK_C)\), here \( C \) includes \( S \).
- **Withdraw(C(SK_C, PK_B), B(PK_C, SK_B)).** It allows \( C \) to withdraw a certain amount of E-cash. \( C \) receives \( X \) (E-cash), i.e. an identifier \( I \) and a proof of validity \( II \), or one error message \( \perp \). \( B \) receives the view of the protocol (we call this \( V_{PKC} \)) or one error message \( \perp \) if \( V_{PKC} \) is not proven from \( C \) with \( PK_C \).
- **Spend(C(X, PK_B, SK_C), S(PK_S)).** It allows \( C \) to pay e-coin from \( X \) to \( S \). \( S \) receives the proof \( \pi \) of payment with \( aux \) (auxiliary information) or one error message \( \perp \) if \( \pi \) is invalid. \( S \) receives the updated wallet \( X' \) if the payment is accepted by \( S \).
Deposit(S(PK_S, π, aux), B(PK_D)). It allows S to send (PK_S, π, aux) to B for deposit. After verifying (PK_S, π, aux), B adds (π, aux) to spent records. But B outputs one error message ⊥ if (PK_S, π, aux) is invalid or B executes the DoubleSpendTrace algorithm if the coin is double-spent.

UnconditionallyTrace(B(V_{PK_C}, π, aux), T(SK_T)). It is an algorithm which allows T to trace any e-coin from X and any owner when the transaction is involved in crimes. T outputs particular e-coin tracing information \( I_{\text{coin}} \), owner tracing information \( I_{\text{owner}} \) and proof \( P_I \) which proves the connection between the e-coin from X and C, but if the input is illegal, T outputs an error message ⊥.

LossCoinTrace(C(SK_C), B(PK_C, V_{PK_C})). It allows C to register his lost coin/wallet in system. B outputs loss tracing information \( I_{\text{loss}} \) and a proof \( P_2 \) which proves the validity of the loss register without T, but if the proof of owning the lost-coin/wallet can’t be provided, B outputs an error message ⊥; If the lost coin was spent, B outputs the spent proof \( P_{spent} \).

DoubleSpendTrace(\( \pi_1, \pi_2 \)). With double-spending proofs related to one coin, B executes the algorithm and outputs PK_C of the double-spender, the tracing information \( I_S \) of the coins from X and the proof \( P_3 \) which proves that C with PK_C is the double-spender and the traced coins with \( I_S \) is owned by the double-spender, but if \( \pi_1=\pi_2 \), the algorithm outputs an error message ⊥.

4.2 Security Definitions

— Balance. In the Withdraw protocol, Withdraw_m is the middle of the protocol. \( m_1 \) is the first message sent by C and \( b_1 \) is B’s state information when \( m_1 \) is received. The balance property indicates that:

- There are the efficiently decidable language \( l_5 \) and the extractor \( E^{X,(\theta)}_{\text{Withdraw}}(\text{params}, \text{auxext}, PK_C, m_1, b_1) [8] \) such that for all \( b_1 \) and \( m_1 \), which extracts \( w = (\theta_1, \ldots, \theta_n, \text{sec}_w) \) such that \((m_1, b_1, w) \in l_5 \) whenever the probability that B accepts in the Withdraw_m part of the protocol is non-negligible, where \( \theta \) is the serial number of E-cash (e-coin). In the case, the extractor outputs \((m_1, b_1, w)) \in l_5 \).

- With (\text{params}, PK_D), the adversary \( \mathcal{A} \) plays the game as follows: \( \mathcal{A} \) performs Withdraw/Deposit protocols with B polynomial times. (\( \mathcal{A} \) simulates running Spend protocol with itself.) \((m_1, b_1, w)) \in l_5 \) is the output of \( E^{X,(\theta)}_{\text{Withdraw}}(\text{params}, \text{auxext}, PK_C, m_1, b_1, w)) \) if the ith Withdraw protocol is successful, where \( w_i = (\theta_1, \ldots, \theta_n, \text{sec}_w) \) are 2^n serial numbers belonging to PK_C. \( A_f = \{ \theta_i \mid 1 \leq i \leq f, 1 \leq j \leq n) \) is the set of all serial numbers after performing Withdraw protocol f times. \( \mathcal{A} \) wins this game if for some \( f \), B accepts a coin with one \( \theta \not\in A_f \) in Deposit protocol. The secure E-cash scheme requires that no probabilistic polynomial-time (PPT) \( \mathcal{A} \) can win the game with non-negligible probability.

— Complete-Tracing. It guarantees that no PPT \( \mathcal{A} \) has a non-negligible probability of winning the following game:

On input (\text{params}, PK_D), \( \mathcal{A} \) performs Withdraw/Deposit protocols with B polynomial times. (\( \mathcal{A} \) also simulates running Spend protocol with itself.) \( A_f \) be the set of serial numbers which belong to C, with PK_C. \( \mathcal{A} \) wins the game if any of the following cases occurs.

- On input \((B(V_{PK_C}, \pi, aux), T(SK_T))\), the algorithm UnconditionallyTrace can not output e-coin tracing information \( I_{\text{coin,i}} \), owner tracing information \( I_{\text{owner,i}} \) or proof \( P_t \) which proves the coins from \( X_i \) owned by \( C_i \);
On input \((C(SKC_i), B(PKC_{Ci}, VPKC_i))\), the protocol LossCoinTrace can not output loss tracing information \(I_{loss-i}\) or a proof \(P_{2_i}\), which proves the validity of the loss register;

- On input \((\pi_1, \pi_2)\) of the same coin, in some Deposit protocol, B accepts the same coin spent twice with serial number \(\Theta_{i,j} \in A\); twice, i.e., B accepts \((\Theta_{i,j}, \pi_1, j)\) and \((\Theta_{i,j}, \pi_2, j)\) and cannot find the double-spending behavior;

- On input \((\pi_1, \pi_2)\) of the same coin, DoubleSpendTrace cannot output double-spender’s public key or the related information of the coins in \(X_j\) from double-spender for tracing;

- On input \((\pi_1, \pi_2)\) of the same coin, DoubleSpendTrace cannot output the proof \(P_{3_{th}}\) which proves that \(C_i\) with \(PK_{Ci}\) is double-spender or all the traced coins are owned by the double-spender \(C_i\).

- **Anonymity of customer.** \(A\) generates \(B\)’s public key \(PK_B\) and then plays the following games arbitrarily:

  **Game \(R_1\)**
  - (1) \(PK\) of \(C_i\): In the phase, \(A\) can request and receive any \(PK_{Ci}\) (public key) of \(C_i\), that is generated in Setup phase.
  - (2) Withdrawing with \(C_i\): \(A\) performs Withdraw protocol with \(C_i\); \(A\) accepts \((C(SKC_i, PK_B, n), \langle state, n \rangle)\); \(X_j\) is \(C_i\)’s output after the \(j\)th withdrawing, and \(X_j\) could be the error message, e.g., \(X_j\) is invalid.
  - (3) Spending from \(X_j\): \(A\) performs Spend protocol with \(C_i\) if \(X_j\) is valid: \(\text{Spend}(C(X_j, PK_B, SK_{Ci}), \langle state \rangle)\). And \(A\) cannot request \(C_i\) to spend the same coin more than once.

  **Game \(R_2\)**: The phases (1) and (2) are the same as them in Game \(R_1\), but in the phase (3), \(A\) performs Spend protocol with a simulator \(S_{\text{auxsim}}(\text{params}, aux_{\text{sim}}, PK_B)\).

Without the knowledge of \(x\) about Game \(R_2\), \(A\) guesses \(x'\) of Game \(R_{2x}\), where \(x, x' \in \{0, 1\}\). Anonymity of customer means that \(\delta = (\text{Prob}(x' = x) - 1/2)\) is negligible for the PPT \(A\).

- **Strong Exculpability.** \(A\) has the knowledge of secret key \(SK_B\) and \(SKC\) of collusive \(C\) and can act as \(B\) or \(S\) or collusive \(C\) in system protocols. \(A\) can choose any honest \(C_i\) with public key \(PK_{Ci}\) and perform system protocols with him arbitrarily. If any of the following cases occurs, \(A\) wins this game.
  - Case1: If \(C_i\) is honest, i.e., \(C_i\) never double-spends one coin, DoubleSpendTrace algorithm outputs \((P_{3_{th}}, PK_{Ci}, I_{3_{th}})\);
  - Case2: If \(C_i\) is honest, \(A\) gets some valid spending proof \((\pi_i, aux_i, \Theta_i)\) where \(\Theta_i\) is the serial number of some coin, but \(C_i\) has not spent the related coin;
  - Case3: If \(C_i\) spends one coin twice, \(A\) gets \((\pi_{i1}, aux_{i1}, \Theta_{i1})\) and \((\pi_{i2}, aux_{i2}, \Theta_{i2})\) respectively. Then \((P_{3_{th}}, PK_{Ci}, I_{3_{th}})\) is the output of DoubleSpendTrace algorithm on input \((\pi_{i1}, \pi_{i2})\). Then DoubleSpendTrace algorithm outputs \((P_{3_{th}'}, PK_{Ci}, I_{3_{th}'}, \Theta_{i1}'\), \(\Theta_{i2}'\)) but \(C_i\) does not spend the coin with \(\Theta_{i1}'\) twice;
  - Case4: If \(C_i\) spends one coin twice, \(A\) gets \((\pi_{i1}, aux_{i1}, \Theta_{i1})\) and \((\pi_{i2}, aux_{i2}, \Theta_{i2})\) respectively. Then \((P_{3_{th}}, PK_{Ci}, I_{3_{th}})\) is the output of DoubleSpendTrace algorithm on input \((\pi_{i1}, \pi_{i2})\). Then \(A\) gets some valid spending proof \((\pi_{i1}'\), aux_{i}'\), \(\Theta_i')\), but \(C_i\) has not spent the related coin.

Strong Exculpability means the probability that the PPT \(A\) wins the above game is negligible.

5. **Tracing Mode of the Proposed Compact E-cash Scheme**

In the proposed scheme, only when crimes occur, TTP has the power to execute unconditional
coin-tracing (according to the information from withdrawal protocol provided by bank) and unconditional owner-tracing (according to the information from deposit provided by shop). When customer registers for his lost coins, bank executes the lost-coin tracing without TTP. When customer spends a coin twice, bank executes the double-spender/coin tracing without TTP. From Fig. 2, we can see that the system with the basic tracing functions can be independent of TTP, that is to say, unconditional tracing is optional in our system.

Fig. 2. Compact E-cash system providing complete and practical tracing

6. Compact E-cash with Practical and Complete Tracing

6.1 Overview of the Proposed Scheme

✧ Withdrawal Protocol

C and B generate the wallet parameters \((e_1, e_2, x)\) which are used to generate \(2^l\) coins, and B signs them using CL signature [38]. Then to achieve loss tracing and unconditional tracing, C provides two ElGamal encryptions—— ElGamalPKC\((g^2)\) encrypts \(g^2\) using C’s public key PKC and ElGamalPKT\((g^2)\) encrypts \(g^2\) using T’s public key PKT. Also, C provides the knowledge proof \((SPK)\) to prove the encryptions are generated correctly.

✧ Payment Protocol

C performs the protocol with S to spend one of coins from C’s wallet.

(1) To prove the validity of coin, C provides the zero-knowledge proof of \((e_1, e_2, x)\) to prove that the coin spent in this protocol is from some signed wallet.

(2) To achieve loss tracing and unconditional tracing, C computes \(T_2 = g^{H(A||e_2)} \pmod{n_T}\) with the random input \(r\), where \(n_T\) is RSA modulus and T has its factor knowledge, integer \(J\in[0, 2^{l-1}]\). C also provides the zero-knowledge proof to prove that \(T_2\) is generated correctly.

(3) To prevent double-spending, C provides the serial number of coin, i.e., \(\Theta = PRF(e_2, J)\), where PRF( ) is a pseudorandom function with the secret seed \(e_2\) and the public input \(J\). The \(\Theta\) records the spent coins for B and the integer \(J\in[0, 2^{l-1}]\) records the spent coins for C. So C’s wallet contains \(2^l\) coins. Also, C provides the zero-knowledge proof to prove that \(\Theta\) is generated correctly.

(4) To efficiently achieve double-spending tracing without TTP, C constructs a special knowledge proof of \(e_1\), i.e., \(PK_{d}(e_1)\), which is related to \(\Theta\). The special property of \(PK_{d}(e_1)\) is that if showing \(PK_{d}(e_1)\) with the same \(\Theta\) twice, i.e., spending the same coin twice, the knowledge of \((e_1, e_2)\) is leaked. The details of \(PK_{d}(e_1)\) are provided in the following part.
Deposit Protocol

S sends B the information generated by C in the above payment protocol. B verifies it as S does in payment protocol and makes sure that the coin is spent only once.

Loss Register Protocol

For registering to trace his lost coins, C sends B the information of remaining coins, i.e., $LR_s$, which is just shown in loss register protocol so that it does not affect C’s anonymity when spending the remaining coins. Then B sends C the ElGamalPKC($g^2$) and the related zero-knowledge proof of it. After verifying the related zero-knowledge proof, C believes that the ElGamalPKC($g^2$) was generated by himself in withdrawal protocol and then uses his private key to decrypt ElGamalPKC($g^2$) so as to get the $g^2$.

Practical Complete Tracing

Unconditional tracing

Unconditional coin-tracing: Getting the information of withdrawal from bank, T uses the private key to decrypt ElGamalPKT($g^2$) and publishes $g^2$. In payment protocol, $T_2 = g^{H(J∥r)e_1} (mod \ n_t)$ will be provided to S with the shown $J$ and $r$, so $T_2$ can be identified if $g^2$ is known, that is to say, all the coins can be traced.

Unconditional owner-tracing: Getting the information of deposit from shop, T uses the factor knowledge of $n_t$ to compute the inverse of $H(J∥r)$ so as to get $g^2$ from $T_2$, then T can identify the owner according to withdrawal database.

Double-spending tracing

Double-spender-tracing: If C double-spends a coin, he has to use the same $J$ more than once, that is, he has to show the same $Θ = PRF(e_2, J)$ more than once, so it can be found out by B. As mentioned earlier, if showing the special knowledge proof PK$_s$(e$_1$) with the same $Θ$ twice, (e$_1$, e$_2$) will be leaked. Since e$_1$ is used as tracing information of customer in withdrawal protocol, the double-spender can be traced.

Double-spender’s coin-tracing: With the leaked e$_2$, every $Θ$=PRF(e$_2$, J) is computed and published for $J\in[0, 2^{l_2}-1]$ so that the coins from double-spender cannot be spent anymore.

Lost-coin tracing

After loss register, B publishes $g^e$. In payment protocol, $T_2 = g^{H(J∥r)e_2} (mod \ n_t)$ is provided to S with the shown $J$ and $r$, S can identify $T_2$ after $g^2$ is published so that the lost coins cannot be spent by others.

Then, we provide the detailed scheme.

6.2 System Setup

Let $e=1$, $k$, $l_s$, $l_p$ and $l_p$ be security parameters. $λ_1$, $λ_2$, $γ_1$ and $γ_2$ denote bit-length satisfying $λ_1>\alpha(λ_2+k)+2$, $γ_1>\alpha(γ_2+k)+2$, $γ_2>λ_2$. And $A = [2^{l_2-2^{l_1}}, 2^{l_1}+2^{l_2}]$ and $Γ = [2^{l_1-2^{l_2}}, 2^{l_1}+2^{l_2}]$. $H(\cdot)$ is a hash function: $\{0,1\}^* \rightarrow \{0,1\}^k$.

B (bank)’s Setup:

Select random secret $l_p$-bits primes $p'$ and $q'$, and $p = 2p'+1$, $q = 2q'+1$ are primes. Provide the zero-knowledge proof to prove that $n = pq$ is the product of two safe primes [39].

T (trusted authority)’s Setup:

Select a random $l_p$-bits prime $n_s$, and $l_p'=\alpha(λ_2+k)+2k+2>λ_1$. Select two secret $l_p'$-bits primes $p''$ and $q''$ such that $p_1 = 2p''+1$ and $q_1 = 2q''+1$ are primes. Prove that $n_t = p_1q_1$ is the product of two safe primes [39] with the zero-knowledge proof. Choose the elements $a, a_0, a_1, a_2$ of $QR(n)$ of order $p'q'$, g of $QR(n_1)$ of order $p''q''$ [35]. $K_1 \leftarrow g I_0$ and set $h = g^{k_1} (mod \ n_t)$. 

**Double-spending tracing**

Double-spender-tracing: If C double-spends a coin, he has to use the same $J$ more than once, that is, he has to show the same $Θ = PRF(e_2, J)$ more than once, so it can be found out by B. As mentioned earlier, if showing the special knowledge proof PK$_s$(e$_1$) with the same $Θ$ twice, (e$_1$, e$_2$) will be leaked. Since e$_1$ is used as tracing information of customer in withdrawal protocol, the double-spender can be traced.

Double-spender’s coin-tracing: With the leaked e$_2$, every $Θ$=PRF(e$_2$, J) is computed and published for $J\in[0, 2^{l_2}-1]$ so that the coins from double-spender cannot be spent anymore.

**Lost-coin tracing**

After loss register, B publishes $g^e$. In payment protocol, $T_2 = g^{H(J∥r)e_2} (mod \ n_t)$ is provided to S with the shown $J$ and $r$, S can identify $T_2$ after $g^2$ is published so that the lost coins cannot be spent by others.

Then, we provide the detailed scheme.
**C (customer)’s Setup:**

\[ SKC \in R \{I_i \} \text{ and set } PKC = g^{SKC} \pmod{n_1}. \]

The system public parameters are \( PK = (n, n_1, a, a_0, a_1, a_2, g, h) \), B’s private key is \( p’ \), T’s private key is \( (p^{"}, K_t) \), and C’s private key is \( SKC \).

### 6.3 Withdrawal Protocol

As Fig. 3 presents, C and B generate cash parameters \( (x, e_1, e_2) \) together, then B computes the CL signature [38] (i.e., \( A, e \)). As mentioned in section 6.1, \( (A_1, A_2) \) is ElGamalPKC\( (g^e) \) which encrypts \( g^x \) using C’s public key \( PKC \) for loss tracing and \( (A_2, A_3) \) is ElGamalPKC\( (g^e) \) which encrypts \( g^x \) using T’s public key \( h \) for unconditional tracing. Then C gets \( (x, e_1, e_2, A, e, r_c) \) satisfying \( A_3 = a_0 a^{r_c} g^{e x} \pmod{n} \), and \( r_c \) is the series number of wallet. \( W \) and \( W_1 \) guarantee the correctness of computations, and \( W \) uses the method in [35] to prove the value range of \( e_1 \).

### 6.4 Payment Protocol

As we sketched in the section 6.1,

1. To prove the validity of coin anonymously, C conceals the wallet \( T_1 = Ah^x \pmod{n} \) [8] and provides the zero-knowledge proof of it —— since \( A’ = a_0 a^{r_c} g^{e x} \pmod{n} \), C provides \( PK_3(e_2; \Theta = a_1^{j(e,x)} \pmod{n}) \) proving the correctness of \( \Theta \).

2. To achieve loss tracing and unconditional tracing, C computes \( T_2 = g^{h \Theta} \pmod{n} \) with the random \( r \). C also provides the zero-knowledge proof \( PK_1(e_2; T_2 = g^{h \Theta} \pmod{n}) \).

3. To prevent double-spending, C provides the serial number of coin \( \Theta = a_1^{j(e,x)} \pmod{n} \) (mod \( n \)) with \( J \in [0, 2^l - 1] \) and \( PK_2(e_2; \Theta = a_1^{j(e,x)}) \pmod{n} \) proving the correctness of \( \Theta \).

4. To achieve double-spending-tracing without TTP, C constructs a special knowledge proof \( PK_0(e_1) \). It leaks \( (e_1, e_2) \) if showing \( PK_0(e_1) \) with the same \( \Theta \) twice. Now we clarify it.

| C | B |
|---|---|
| \[ x, e_1 \in R \{2^{[l/2]} \cdot 2^\lambda + 2^\lambda \}, e_2 \in R \{0, n_1 - 1\} \] | \[ T_e = a^x \cdot a^{r_c} \cdot a_2 \cdot a_2^{e_x} \pmod{n}, r_c \in R \{I_i \} \] |
| \[ W = \text{SPK}(a, b, \gamma, c; PKC = g^x \pmod{\gamma} \] | \[ T_e = a^x \cdot a^{r_c} \cdot a_2 \cdot a_2^{e_x} \] |
| Verify \( e_2 \in R \{0, n_1 - 1\}, e \in \Gamma \) | Verify \( W \), choose a prime \( e \in R \{0, n_1 - 1\} \) |
| Verify \( A’ = a_0 T_1 c_3 \cdot a_0 = a_0 \cdot a \cdot a_1 \cdot a_2 \cdot a_2^{e_x} \) | Compute \( A’ = (a_0 T_e a_2^{e_x}) \) |
| \( A_1 = g^{2 \Theta} \pmod{n_1} \) | \( A_2 = g^{2 \Theta} \pmod{n_1} \) |
| \( A_1 = g^{2 \Theta} \pmod{n_1} \) | \( A_2 = g^{2 \Theta} \pmod{n_1} \) |
| \( W_1 = \text{SPK}(a, b, c; A’ = a_0 a_1 a_2 a_2, A_3 = g^{PK_1 a_1} \pmod{\gamma} \) | \( A_1, A_2, A_3, W_1 \) |
| Verify \( W_1 \), Store \( r_c, W, A_1, A_2, A_3, W_1 \) | Record a debit of \( 2^l \) coins for C’s account |

**Fig. 3.** Withdrawal protocol (\( e \_e \) denotes choosing at random)
According to Definition 3, to prove the discrete logarithm knowledge in $y=g^a$, first, prover shows verifier the commitment $g'$ with a random integer $r$, after receiving the random $tr$ from verifier, gets the challenge $c=H(\{g', tr\})$ and then computes the challenge-response $s=rcx$. Therefore, $g^s=g'^c$ (or $c=H(\{g', g'^c\})$) is the knowledge proof of $y=g^a$.

The idea of constructing $PK_d(e_1)$ is to replace $r$ with $(J+e_2)^{-1} \pmod {n}$ in the knowledge proof of $e_1$. If showing $PK_d(e_1)$ with the same $\Theta$ twice, there are two challenge-response equations: $s_x=(J+e_2)^{-1} \pmod {n_x} \cdot c(e_1-2^\lambda)$ and $s'_x=(J+e_2)^{-1} \pmod {n_x} \cdot (-c(e_1-2^\lambda))$, so it is easy to compute $(e_1, e_2)$ from the two challenge-response equations. For achieving it, C computes $d_1=J\cdot (a'r_1 \cdot (J+e_2)^{-1} \pmod {n_x})$ as the commitment of $PK_d(e, e_1, e_2, ew)$: $a_0=J\cdot (a'r_1 \cdot (J+e_2)^{-1} \pmod {n_x})$, that is to say, $(J+e_2)^{-1} \pmod {n_x}$ replaces $r$ in $d_1$. And C must provide the zero-knowledge proof $PK_d(\delta; \Theta=\delta \wedge d_1=J\cdot (a'r_1 \cdot (J+e_2)^{-1} \pmod {n_x}))$. So PK3 and PK4 guarantee that one challenge-response of $PK_1$ is $s_x=(J+e_2)^{-1} \pmod {n_x} \cdot -c(e_1-2^\lambda)$.

The special design changes the construction of zero-knowledge proof. So we must prove:
- the security of construction of zero-knowledge proof is preserved;
- $(J+e_2)^{-1} \pmod {n_x}$ can be used as a pseudorandom function in this construction;
- the special knowledge proof has the zero-knowledge property.

The proofs of the above security properties are provided in the section 7.

\[
\begin{array}{c|c}
C & S \\
\hline
T_1=Ah^x \pmod {n}, & T_2=gHJ^x \pmod {n_x} \\
(a_0=J\cdot (a'r_1 \cdot (J+e_2)^{-1} \pmod {n_x}) \text{ (mod n)} & r_1 \in \mathbb{Z}[2-4, r_2 \in \mathbb{Z}[2-4], r_3 \in \mathbb{Z}[2-4], r_4 \in \mathbb{Z}[2-4]) \\
& a_1=H(a_1 \cdot J), \quad \Theta=\delta \wedge d_1=J\cdot (a'r_1 \cdot (J+e_2)^{-1} \pmod {n_x}) \text{ (mod n)} \\
\end{array}
\]

Choose $v \in \mathbb{Z}$, $tr=\{ID_2, v\}$

\[
\begin{array}{c}
(c=H(tr \cdot T_1 \cdot T_2 \cdot d_1 \cdot \Theta) \neq 0 \\

s_1=r_1-c(e-2^\lambda) \quad \text{ (in Z)} \\

s_2=r_2-c(e-2^\lambda) \quad \text{ (in Z)} \\

s_3=(J+e_2)^{-1} \pmod {n} \cdot -c(e-2^\lambda) \quad \text{ (in Z)} \\

s_4=r_3-ce_2 \quad \text{ (in Z)} \\

s_4=r_4-cev \quad \text{ (in Z)} \\

PK_2, s, \Theta, tr, \Theta=\delta \wedge d_1=J\cdot (a'r_1 \cdot (J+e_2)^{-1} \pmod {n_x}) \\
&PK_2, \delta \cdot (a_2, r_1, r_2, r_3, r_4; T_2=H(tr \cdot T_1 \cdot T_2 \cdot d_1 \cdot \Theta) \cdot \Theta=\delta \wedge d_1=J\cdot (a'r_1 \cdot (J+e_2)^{-1} \pmod {n_x}) \text{ (mod n)} \\
&=H(tr \cdot T_1 \cdot T_2 \cdot d_1 \cdot \Theta) \cdot \Theta=\delta \wedge d_1=J\cdot (a'r_1 \cdot (J+e_2)^{-1} \pmod {n_x}) \\
&=s_1, s_2, s_3, s_4, s_5, PK_2, s_5 \in \{0, 1\}^n, s_2 \in \{0, 1\}^n, s_1 \in \{0, 1\}^n \text{ (mod n)} \\
&=s_4 \in \{-2^{2x}+2^x+1, n_x+2^{2x}-2^x-1, s_4 \in \{0, 1\}^n \text{ (mod n)} \}
\end{array}
\]

\textbf{Fig. 4.} Payment protocol \ (I_2 \text{ denotes } [0, 1]^{2n})

For presenting our idea clearly, only the commitment and challenge-response of $PK_d(\cdot)$ are provided, since $PK_d(e_1)$ is embedded in it. And $PK_d(\cdot)$-$PK_d(\cdot)$ are common zero-knowledge proofs, so the commitment and challenge-response of them are omitted in Fig. 4 \ (we just use $PK_2, s$ to denote the process). In fact, all the commitments are provided in the commitment stage and all the challenge-responses are computed in the challenge-response stage.
6.5 Loss Register Protocol

When C loses the E-wallet with the series number \( r_{C_x} \), he sends \( (r_{C_1}, \ldots, r_{C_{x-1}}, r_{C_{x+1}}, \ldots, r_{C_0}) \) of his remaining E-wallet to B, and it is shown in Fig. 5. As \( r_{C_2} \) is not shown when C spends E-cash, the anonymity of C and the unlinkability of spending will not be influenced. Note that only after B confirms the quantity of all unspent coins in system, that is to say, after a period, C gets the refund from B. In addition, B cannot refuse to perform loss-tracing unless B can provide the payment proof generated before B publishes loss-tracing information in system.

\[
\text{C} \quad \text{B} \\
\begin{array}{l}
LR_i = \{r_{C_1}, \ldots, r_{C_{x-1}}, r_{C_{x+1}}, \ldots, r_{C_0}\} \| PK_C \\
\end{array} \quad \text{Search C’s records for the information related to } r_{C_x} \\
\begin{array}{l}
\text{Verify } W_r, W_{1o}, \text{ confirm } r_{C_x} \text{ not in } \{r_{C_1}, \ldots, r_{C_0}\} \\
T_{2x} = g^s = A_{11}/A_{2x}^{\lambda C} \pmod{n_T} \\
W_{\text{loss}} = SPK(a:PK_C = g^1 \wedge A_{11}/T_{2x} = A_{2x}^\alpha)(\text{timestamp}) \\
\end{array} \quad \text{Verify } W_{\text{loss}}, \text{ then search } T_2 \text{ related to } T_{2x} \text{ in database,} \\
\begin{array}{l}
T_2 = (T_{2x})^{(c_c)} \pmod{n_T} \\
\text{Confirm all spent } J \text{ in the current database, if there are } \\
\text{unspent coins in wallet, publish } T_{2x}, \text{ for Lost-coin tracing.} \\
\end{array}
\]

**Fig. 5.** Loss Register Protocol

6.6 Deposit Protocol

S sends B the payment proof (i.e., \( \text{Proof}_{\text{payment}} = (T_1, T_2, J, r, \Theta, tr, c, s_1, s_2, s_n, W, PK_{2,4}) \)). B verifies \( \text{Proof}_{\text{payment}} \) as S does in Fig. 4, then B searches \( \Theta \) in database. If there is the same \( \Theta \) with the same J and a different c, it indicates that the \( \text{Proof}_{\text{payment}} \) is generated by some double-spender. Therefore, it results in Double-spending tracing. However, if there is the same \( \Theta, J, c \) in B’s database, it indicates that S deposits this coin twice, and B will abort it. Otherwise, B records the \( \text{Proof}_{\text{payment}} \) and terminates this protocol.

6.7 Complete Tracing

**Double-spending tracing**

If C spends the same coin twice, B can trace the double-spender and his coins.

- Double-spender tracing from Bank

  \[
  s_\alpha = (J + e_1) c \pmod{n_T} - c (e_1 - 2^i) \\
  s_{\alpha'} = (J + e_2) c \pmod{n_T} - c (e_1 - 2^i) \\
  \]

  B can compute \( e_1 \) and \( e_2 \) from the equation set.

  \[
  e_1 = \frac{s_\alpha - s_{\alpha'}}{(c - c')} + 2^i \\
  e_2 = \frac{s_\alpha + c(s_\alpha - s_{\alpha'})/(c' - c)}{c - c'} \pmod{n_T} - J \\
  \]

  Since \( A_2 = g^{e_2} \pmod{n_T} \), \( A_2 = g^{(s_\alpha - s_{\alpha'})/(c' - c) + 2i} \pmod{n_T} \)......

  Therefore, the double-spending with \( PK_C \) will be found according to \( A_2 \) stored in withdrawal database. \( W_{\text{double}} = (\Theta, J, tr, tr') \) proves that some C double-spends, and \( W_{\text{double}, (e2)} \) prove that C with \( PK_C \) double-spends.

- Double-spender’s coin tracing from Bank

  Since \( \Theta = a_j \pmod{n_T} \pmod{n} \), \( \Theta^* = a_j \pmod{n} \pmod{n} \pmod{n} \)......

  So B can compute \( \Theta^* \) for every \( J^* \) and identify all e-coins in the double-spender’s e-wallet.
And \((W_{\text{double}}, (e2))\) prove that the coins belong to a double-spender.

**Unconditional tracing**

When E-cash is connected with crimes, T can do the following tracing.

- **Unconditional owner-tracing from T**
  
  T gets \(J, r\) and \(T_2\) from payment, and \(T_2 = g^{H(J \| r)} (\mod n_1)\). Then T uses the private key \(p^r\) to compute \(H(J \| r)^{-1} (\mod p^r)\). \(T_2 = g^{H(J \| r) - 1}/j (\mod n_1)\).

  Searching for \((A_2, A_3)\) in withdrawal database, if \(A_3/A_2^{-1} = \Omega (\mod n_1)\), T finds the coin owner. \(W_2 = (J, r, T_3, (e3))\), and \((W, W_1, W_2)\) prove that C with \(PK_C\) is the coin owner.

- **Unconditional coin-tracing from T**

  T gets \(A_2\) and \(A_3\) from withdrawal. Since \(A_3 = g^{e_i} (\mod n_1)\), \(A_4 = g^{e_i} h^{e_i} (\mod n_1)\), \(g^e = A_3 / A_2^{-1}\) (mod \(n_1\)). Then in payment protocol, \(T_2 = g^{H(J \| r)} = (A_2 / A_2^{-1} = \Omega (\mod n_1)\).

  So the coin from the wallet will be identified when it is spent. \(W_3 = SPK (\alpha; g^{e_i} A_2^\alpha \wedge h = g^{e_i} J = A_3 / A_2^{-1} h^{e_i})\), and \((W_1, T_2, W_3)\) prove that the e-coins are from the traced wallet.

**Lost-coin tracing**

- **Lost-coin tracing from B**

  After Loss Register, all coins in the lost e-wallet will be traced if \(T_2 = g^{e_i} (\mod n_1)\) is published in system. That is to say, \(T_2 = g^{J \| r} = (T_2)^{-1} (\mod n_1)\) in payment.

  So the coin from the lost wallet will be identified when it is spent. And \((W_{\text{lost}}, W_1)\) prove that the spending coin has been registered for lost-coin tracing by the actual owner with \(PK_C\).

### 7. Security of the Proposed Scheme

As we analyzed in section 6.4, the main idea of the proposed scheme is to construct the special knowledge proof. To achieve it, replacing random \(r\) with \((J + e)\) to construct the special challenge-response \(s_c = (J + e) - c(e_1 - 2e_1)\). Therefore, the key issues of security are:

- the security of construction of zero-knowledge proof is preserved; (Theorem 1)
- \((J + e)\) can be used as a pseudorandom function in this construction; (Theorem 2)
- the special knowledge proof has the zero-knowledge property. (Theorem 3)

Then we provide the proofs of the key issues first.

**Theorem 1.** When each serial number of coin \(\Theta\) is used only once, none of proven parameters can be computed from challenge-response equations under discrete logarithm assumption.

**Proof.** In the payment protocol, \(PK_1\) proves that \(\Theta\) is generated correctly, and \(PK_2\) and \(PK_4\) guarantee that one challenge-response of \(PK_1\) is \(s_c = (J + e) - c(e_1 - 2e_1)\) .... (e4).

So using a \(\Theta\) only once indicate that there is only one equation set (E1) for each \(\Theta\), (e4) is the only one that is not a standard challenge-response. Because the other knowledge proofs are the standard knowledge proofs, the related proven parameters cannot be computed from challenge-response equation set. In addition, the single (e4) has arbitrary solutions in their value ranges of \(e_1\) and \(e_2\). When \(K\) coins from the same wallet are spent, (e4) from the respective equation sets (E1) constitute (E2), and the coefficient matrix \(M_1\) of (E2) is as follows:

\[
\begin{align*}
(J_1 + e_2)^{-1} (\mod n_1) - c_1 e_1 &= s_{d_1} - c_1 2^{e_2} \\
(J_2 + e_2)^{-1} (\mod n_1) - c_2 e_1 &= s_{d_2} - c_2 2^{e_2} \\
&\vdots\\
(J_K + e_2)^{-1} (\mod n_1) - c_K e_1 &= s_{d_K} - c_K 2^{e_2} \\
(J_1 + e_2)^{-1} (J_2 + e_2)^{-1} \cdots (J_K + e_2)^{-1} (J_K + e_2)^{-1} &= e_1
\end{align*}
\]
Theorem 2. Suppose (s(k), 2^a(k), ε(k)) -DDHI assumption holds. (i) f_{iε}(J)=a^{(j+εj)} is the (s'(k), ε'(k)) pseudo-random function for the one who has no knowledge of ε, and s'(k)= s(k)/[2^a(k)·poly(k)], ε'(k) = 2^a(k)·ε(k). (ii) If the one who has no knowledge of ε cannot use the extended Euclidean algorithm to compute inverse of f_{iε}(J), f_{iε}(J)=a^{(j+εj)} (mod n), it is the (s''(k), ε''(k)) pseudorandom function, and s''(k)= s(k)/[2^a(k)·poly(k)], ε''(k) = 2^a(k)·ε(k).
Proof. For the sake of contradiction, suppose there exists the algorithm \( \mathcal{A} \), which \((s'(k), q, e'(k))\)-breaks the pseudorandom function, i.e., runs in \( s'(k) \) time, and can identify \( f_{s'}(J_0) = a^{e'(k)+s'} \) with the probability at least \( 1/2 + e'(k) \), where \((J_0, a^{e'(k)+s'})\) is any unseen point of the function \( f_{s'}(J) \). Then we can construct the algorithm \( \mathcal{B} \), which interacts with \( \mathcal{A} \) to break the \( q \)-DDHI assumption — based on a random instance \((a, a', \ldots, a^{(d_0)})\) of the \( q \)-DDHI problem, the goal of algorithm \( \mathcal{B} \) is to identify \( a^{1/2} \). Let \( J_0 = α - ε_2 \) where \( ε_2 \) and \( α \) are unknown to \( \mathcal{A} \) and \( \mathcal{B} \). The error probability could be decreased by changing \( J_0 \) and executing this algorithm sufficiently many times. Note that \((a, a', \ldots, a^{(d_0)})\) can be computed from \((a, a', \ldots, a^{(d_0)})\) according to Binomial Theorem.

**Input to the reduction:** \((a, a', \ldots, a^{(d_0)}, Γ) \in G^{q+2} \), where \( Γ \) is either \( a^{1/2} \) or a random element in \( G \). Its goal is to output \( 1 \) if \( Γ = a^{1/2} \) and \( 0 \) otherwise.

Then \( \mathcal{B} \) interacts with \( \mathcal{A} \) as follows:

**Query:** \( \mathcal{A} \) outputs a list of distinct \( q_1 \) serial numbers \( J_1, \ldots, J_{q_1} \) and \( q_1 < q \). Because \( \mathcal{A} \) reveals the queries in advance, we could assume \( \mathcal{A} \) outputs \( q \)-1 serial numbers to be responded (if the number is less, reduce the value of \( q \) to satisfy \( q = q_1 + 1 \)).

**Response:** \( \mathcal{B} \) computes the polynomial \( f(y) = \prod_{i=1}^{q} (y + J_i) \).

Then we have \( f(y) = \sum_{0}^{q-1} a_i y^i \) by expanding \( f(y) \), where \( a_0, \ldots, a_{q_1-1} \in Z_2 \) are the coefficients of the polynomial \( f(y) \).

Then give \( a' \) to \( \mathcal{A} \). Ans we can assume that \( f(e_2) \neq 0 \), because otherwise, \( ε_2 = J \), for some \( i \) means \( \mathcal{B} \) has got the secret \( ε_2 \). Then for each \( i = 1, \ldots, q-1, \mathcal{B} \) computes \( R_i \) and responds it to \( \mathcal{A} \) as follows: let \( f(y) \) be the polynomial \( f(y) = f(y)(y + J) = \prod_{j=1}^{j+} (y + J) \). We can expand it as \( f(y) = \sum_{i=0}^{n+2} β_i y^i \).

So \( \mathcal{A} \) gives \( \mathcal{B} \) the \( q \)-1 responses \( R_1, \ldots, R_{q_1-1} \) without the knowledge of \( ε_2 \).

**Challenge:** \( \mathcal{A} \) claims that he can distinguish \( a^{1/2} \) from a random element in \( G \). If \( J_0 \neq J_0 \), then repeats the algorithm again. Otherwise, \( \mathcal{A} \) claims that he can distinguish \( a^{1/2} \) from a random element in \( G \) where \( J_0 \notin \{J_1, \ldots, J_{q_1}\} \). Now compute

\[
f(y)/(y + J_0) = \sum_{i=0}^{n+2} γ_i y^i \quad \text{where} \quad γ_i \neq 0 \quad \text{since} \quad f(y) = \prod_{j=1}^{j+} (y + J) \quad \text{and} \quad J_0 \notin \{J_1, \ldots, J_{q_1}\}.
\]

Then \( a^{1/2} \) is computed from this algorithm, if \( Δ = a^{1/2} \) and \( Γ = a^{1/2}, Δ = Γ_0 \). So \( \mathcal{B} \) can distinguish \( a^{1/2} \) from \((a, a', \ldots, a^{(d_0)})\) according to the guess about \( Δ = a^{1/2} \) from \( \mathcal{A} \).

**Guess:** \( \mathcal{B} \) outputs a guess \( b \in \{0, 1\} \) for \( Δ \), and then \( \mathcal{B} \) outputs a guess \( b' \in \{0, 1\} \) for \( Γ \).

The main running time of the reduction is the time of simulating oracle queries. Since \( \mathcal{A} \) can make at most \( s'(k) \) queries, the running time of \( \mathcal{B} \) is \( s'(k) \cdot 2^{a(k)} \). And the advantage of \( \mathcal{B} \) is \( v'(k)/2^{a(k)} \). So \( \mathcal{B} \) is \( v'(k)/2^{a(k)} \).
Therefore, without the knowledge of \( e_2 \), the pseudorandom property of \( f_{s, e_2}(j) = (J + e_2)^{-1} \) is proven if no one can use extended Euclidean algorithm to compute inverse of it, so the pseudorandom property of \( f_{s, e_2}(j) = (J + e_2)^{-1} \) is proven. Likewise, \( f_{s, e_2}(j) = (J + e_2)^{-1} \) is a \( (\mathcal{S}^n(k), \mathcal{C}''(k)) \) pseudorandom function, and \( \mathcal{S}''(k) = s(k)/[2^{\alpha(k)}, \mathcal{P}(k)] \) and \( \mathcal{C}''(k) = 2^{\omega(k)}, \mathcal{C}(k) \).

**Theorem 3.** If customer never spends the same coin twice, the knowledge proof in payment protocol has the statistical zero-knowledge property under \( q \)-DDHI assumption.

**Proof.** We only need to prove that for every distribution \( (c, s_e) \in \{0, 1\}^k \times \{-2^{k+1}, -2^1, \ldots, n_e+2^{k+1} -2^1\} \) and \( (J, (J + e_2)^{-1}) \) from the non-standard knowledge proof has the statistical zero-knowledge property (it will be proven in Theorem 6 that the special knowledge proof is the knowledge proof of \( e_1 \)). To be concise, suppose \( y = a^n, (c, s_e) \in \{0, 1\}^k \times \{-2^{k+1}, -2^1, \ldots, n_e+2^{k+1} -2^1\} \) satisfying \( c = H(y^a, \epsilon, e^{2^{k+1}}) \).

According to Theorem 2, \( (J, (J + e_2)^{-1}) \) in the construction of payment is a random element to the one who has no knowledge of \( e_2 \). The generating mode in the withdrawal protocol guarantees that \( (J, (J + e_2)^{-1}) \) uniformly distributes over \( [1, n_r-1] \), and so does \( (J, (J + e_2)^{-1}) \) since every inverse of \( (J, (J + e_2)^{-1}) \) is unique and distinct from each other in \( [1, n_r-1] \).

To prove statistical zero-knowledge property of the knowledge proof, let us show that the simulator which uniformly chooses the challenge, can simulate this protocol-conversation which is statistically indistinguishable from the protocol-conversation with \( C \). Theorem 6.

The simulator randomly chooses \( z \) from \( \{0, 1\}^k \) and \( \overline{s}_e \) from \( \{-2^{k+1}, -2^1, \ldots, n_e+2^{k+1} -2^1\} \) satisfying uniform distribution. Using the values, the simulator computes \( z^J = y \cdot a^{e^{2^{k+1}}} \) (mod \( n \)). For proving that the values are statistically indistinguishable from a view of a protocol run with \( C \), we will show the probability distribution \( P_{S_e}(s_e) \) of response \( s_e \) from \( C \) and the probability distribution \( P_{S_e}((\overline{s}_e)) \).

In payment protocol, \( s_e = (J + e_2)^{-1} \) (mod \( n_r \)) - \( c(e_1 - 2^i) \), where \( 0 < (J + e_2)^{-1} \) and \( (J + e_2)^{-1} \) uniformly distributes over \( [1, n_r-1] \) as we analyze above. The \( e_1 \) is chosen from \( [2^{k+1}, 2^1, 2^1, 2^1] \), and \( c \) (i.e., the output of \( H_e ) \) can be any distribution over \( \{0, 1\}^k \). And \( \tilde{e}_p = e(2^{k+1} - 2^k + 2^k + 2^k) \).

\[
P_{S_e}(s_e) \begin{cases} 
 0 & \text{for } s_e < -2^{k+1} + 2^1 + 1 \\
 1 & \text{for } -2^{k+1} + 2^1 + 1 \leq s_e < 2^{k+1} - 2^1 + 1 \\
 1 & \text{for } 2^{k+1} - 2^1 + 1 \leq s_e < n_e - 2^{k+1} + 2^1 - 1 \\
 0 & \text{for } n_e - 2^{k+1} + 2^1 - 1 \leq s_e < n_e + 2^{k+1} - 2^1 - 1 \\
 0 & \text{for } n_e + 2^{k+1} - 2^1 - 1 \leq s_e < n_e \end{cases}
\]

Let us provide a brief explanation of \( P_{S_e}(s_e) \).

\[
P_{S_e}(s_e) \begin{cases} 
 0 & \text{for } s_e < 2^{k+1} - 2^1 + 1 \\
 1 & \text{for } -2^{k+1} + 2^1 + 1 \leq s_e < 2^{k+1} - 2^1 + 1 \\
 1 & \text{for } 2^{k+1} - 2^1 + 1 \leq s_e < n_e - 2^{k+1} + 2^1 - 1 \\
 0 & \text{for } n_e - 2^{k+1} + 2^1 - 1 \leq s_e < n_e + 2^{k+1} - 2^1 - 1 \\
 0 & \text{for } n_e + 2^{k+1} - 2^1 - 1 \leq s_e < n_e \end{cases}
\]

The Fig. 6 presents the distribution of \( P_{S_e}((\overline{s}_e)) \) and \( P_{S_e}(s_e) \).
Then we have
\[
\sum_{a=2}^{n_t+2^{k_s+1}} | P_s(a) - P_s(\bar{a}) | = \sum_{a=2}^{n_t+2^{k_s+1}} | P_s(a) - [n_t+2^{k_s+1} - 2^{k_s+1} - 2^{k_s+1}]^{1} | \\
< (z_t+z_2)(z_t+z_2+1) + z_t[(z_t+z_2) + (z_2+z_2)] \\
= \{(n_t+1)^{1}[n_t+2^{k_s+1} - 2^{k_s+1} - 2^{k_s+1}](n_t+2^{k_s+1} + 2^{k_s+1} - 2^{k_s+1}) + (n_t+1)^{1}[2^{k_s+1} - 2^{k_s+1} + (2^{k_s+1} - 2^{k_s+1})] \\
< (n_t+1)^{1}(2^{k_s+1} - 2^{k_s+1} - 2^{k_s+1}) + (n_t+1)^{1}(2^{k_s+1} - 2^{k_s+1}) \\
= (n_t+1)^{1}(2^{k_s+1} - 2^{k_s+1} - 2^{k_s+1}) < (n_t+1)^{1}(2^{k_s+1} - 2^{k_s+1}) < 1/2^{1+1}
\]
For \(c > 1\), the denominator of last term of the above computation is over a polynomial in input length, so the distributions of \(s_t\) and \(s_{\bar{t}}\) are statistically indistinguishable. Therefore, according to the Definition 2, the interactive protocol of payment is the honest-verifier statistical zero-knowledge proof.

**Theorem 4.** Under Discrete Logarithm assumption, the non-standard challenge-response \(s_t = (J'e_c)^{1} \mod n_t) - c(e_t - 2^{h})\) is computable correctly in the challenge-response equation set (E1).

**Proof.** In payment protocol, \(PK_{t}(e_{c}: \Theta = a_{t}^{J'e_{c}} \mod n_t) \) and \(PK_{t}(\delta, \Theta = a_{t}^{J'e_{c}} \mod n_t)\) prove that \(d_t = T_{t}(a'_{t}^{J'e_{c}} \mod n_t)\), which is used as a commitment of zero-knowledge proof about the discrete logarithm knowledge of \(a_t = T_{t}(a'_{t}^{J'e_{c}} \mod n_t)\). \(S_{t}\) shows \(a_{t}\) satisfying \(d_t = a_t^{J'e_{c}} \mod n_t\), \(\Theta = a_{t}^{J'e_{c}} \mod n_t\). Without the discrete logarithm knowledge of \((a_t, T_{t}(a'_{t}r_{t} \mod n_t)\), to each other, the exponents of \(a_t\) are equal: \(s_t + c(e_t - 2^{h}) = (J'e_c)^{1} \mod n_t) + k_0 n_t, \ldots\) (E6), where \((J'e_c)^{1} \mod n_t)\) denotes the value of the inverse of \(J'e_c\) is in \([1, n_t-1]\) and \(k_0\) is aly integer. If \(k_0 = 0\), \(s_t = (J'e_c)^{1} \mod n_t) - c(e_t - 2^{h})\) so that the tracing can be performed correctly. We present how to guarantee \(k_0 = 0\).

\(\mathbf{1}\) If \(C\) executes payment protocol honestly, \(k_0 = 0\). From \(c \in [1, 2^{k_s}+1]\), \(e_t \in [2^{k_s}+1]\), and \((J'e_c)^{1} \mod n_t)\) is \([1, n_t-1]\), the probability of \(s_t \in [-2^{k_s+1}+2^{k_s+1}, n_t+2^{k_s+1}-2^{k_s+1}]\) is 1. And \(S\) verifies whether \(s_t \in [-2^{k_s+1}+2^{k_s+1}, n_t+2^{k_s+1}-2^{k_s+1}]\) or not in payment protocol.

\(\mathbf{2}\) If \(C\) is dishonest and computes (E6) choosing \(k_0 \neq 0\)

- If \(C\) computes (E6) choosing \(k_0 = -1\), i.e., \(s_t = (J'e_c)^{1} \mod n_t) + c(e_t - 2^{h})\). In this case, if \(s_t \in [-2^{k_s+1}+2^{k_s+1}, n_t+2^{k_s+1}-2^{k_s+1}]\), it means \(-n_t \leq e_t \leq 2^{k_s+1} + 2^{k_s+1} - 2^{k_s+1}\). We use \(\text{Prob}_{n_t}\) to denote the probability that \(S\) cannot find the deceit,

\[
\text{Prob}_{n_t} = \text{Prob}\{ -n_t \leq e_t \leq (J'e_c)^{1} \mod n_t) + c(e_t - 2^{h}) \leq 2^{k_s+1} - 2^{k_s+1} \} \\
= \text{Prob}\{ 2^{k_s+1} + 2^{k_s+1} \leq (J'e_c)^{1} \mod n_t) + c(e_t - 2^{h}) \leq 2^{k_s+1} - 2^{k_s+1} \} \\
= \text{Prob}\{ 1 \leq (J'e_c)^{1} \mod n_t) + c(e_t - 2^{h}) \leq 2^{k_s+1} - 2^{k_s+1} \}
\]

\((J'e_c)^{1} \mod n_t)\) uniformly distributes over \([1, n_t-1]\) since \((J'e_c)^{1} \mod n_t)\) uniformly distributes over \([1, n_t-1]\) according to the withdrawal protocol, \(e_t \in [2^{k_s+1}, 2^{k_s+1} - 2^{k_s+1}]\) according to \(W\).
Then we have \((e_1-2^k)\in [-2^{(j+k)}, 2^{(j+k)}]\). Therefore,
\[
\text{Prob}_{k=1} = \{(2^k-1)\cdot 2^{(j+k)} + 2^{k-1} - 2^{j-1} / (n-1) < 2^{(j+k)+k+1} / (n-1)\}
\]
Because \(n\) is a \(l_p\)-bits prime, and \(l_p = c(\lambda + k) + 2k + 2\),
\[
\text{Prob}_{k=1} < 2^{(j+k)+k+1} / (n-1) < 1 / 2^k \text{, and it is negligible (usually, bit-length of hash function } k = 128 \text{ or } 160).}
\]

- If \(C\) computes (6) choosing \(k_0 = -1\), i.e., \(s_j = (J+e_2)^{y1} \text{ (mod } n) - c(e_1-2^k)\). In this case, if
  \(s_j \in [-2^{k-1}+2^{k-1}+2^{j-1} - 2^{j-1} / (n-1) < 2^{(j+k)+k+1} / (n-1) < 1 / 2^k\)
  \[
  \text{Prob}_{k=1} = \text{Prob}\{ (J+e_2)^{y1} \text{ (mod } n) - c(e_1-2^k) \}
  < 2^{(j+k)-2^{k-1}+2^{j-1} - 2^{j-1} / (n-1) < 2^{(j+k)+k+1} / (n-1) < 1 / 2^k\}
  \]
- If \(C\) computes (6) with \(k_0 \geq 1\), it is easy to see that \(s_j \notin [-2^{k-1}+2^{k-1}+1, n+2^{k-1} - 2^{j-1}].\)

As above, \(\text{Prob}_{k=1}\) is negligible and \(\text{Prob}_{k=1} = 0\). Therefore, \(C\) has to compute (6) choosing \(k_0 = 0\), i.e., it guarantees that \(s_j = (J+e_2)^{y1} \text{ (mod } n) - c(e_1-2^k)\) is computed correctly.

The proposed scheme is based on our previous work [30]. Considering the similar proofs of
Theorem 5-Theorem 8 had been provided in [30], we just present Theorem 5-Theorem 8.

**Theorem 5.** Under S-RSA assumption, any PPT adversary except B, can not, with non-negligible probability, computes \(c(e_1,e_2,x,A,e)\) s.t. \(A' = a_1 a_1 a_2 (\text{mod } n)\) with \(e_1, x \in A, e_1 \in \{0, 2n-2\}\) and \(e \in \Gamma\) which is different from wallets generated in withdrawal protocol.

**Theorem 6.** The knowledge proof in the proposed payment protocol is the proof of C’s knowledge of his wallet parameters \(c(e_1,e_2,x,A,e)\) under S-RSA assumption.

**Theorem 7.** No PPT adversary except C can, with non-negligible probability, generate the spending proof that is not actually generated by C, but the spending proof is proven to be generated by C under the Discrete Logarithm assumption.

**Theorem 8.** Our compact E-cash scheme with \((B\text{Setup}, T\text{Setup}, C\text{Setup}, \text{Withdraw, Spend, Deposit, UnconditionallyTrace, LossCoinTrace, DoubleSpendTrace})\) guarantees Balance, Complete-tracing, Anonymity of customer, Strong Exculpability under S-RSA assumption and \(\text{q-DDHI} \text{ assumption in random oracle model.}

## 8. Efficiency Analysis

### 8.1 Storage Space of some E-cash Systems

To compare clearly, Table 2 presents the storage space of each stage in some E-cash systems. For achieving comparable secure level, the bit-length of order of cyclic group \(G\) is 1024 [17, 16, 8, 20, 19, 41, 26, 30] and our scheme, and the prime order \(p\) of \(G_1\) and \(G_2\) in bilinear map is 160 bits in [8, 21, 22, 31, 23]. We select \(L=10\) in [22, 26] and select \(l=10\) in [8, 21, 23] and our scheme accordingly, which make these schemes provide the similar functions and which make these schemes provide the similar functions.

| System 1 | System 2 | Withdraw [bit] | Payment [bit] | Deposit [bit] | Space complexity for 2 coins |
|----------|----------|---------------|--------------|--------------|-----------------------------|
| [17]     | [16]     | [8]           | [21]         | [20]         | [19]                        |
|          |          | [22]          | [26]         | [23]         | [31]                        |
|          |          | [30]          |              |              | Our scheme                  |
| 4416     | 4296     | 5632          | 1714         | 11570        | 9408                        |
| 7732     | 7604     | 15565         | 4768         | 9276         | 4864                        |
| 7732     | 7604     | 18022         | 5280         | 9276         | 4864                        |
|          |          | 211/-12 x     | 211/-12 x    | 211/-12 x    | 211/-12 x                  |
|          |          | O(2x)         | O(2x)        | O(2x)        | O(2x)                      |
|          |          | O(n)          | O(n)         | O(n)         | O(n)                        |
|          |          | O(2x)         | O(2x)        | O(2x)        | O(2x)                      |
|          |          | O(n)          | O(n)         | O(n)         | O(n)                        |
|          |          | O(2x)         | O(2x)        | O(2x)        | O(2x)                      |
|          |          | O(n)          | O(n)         | O(n)         | O(n)                        |

\(l\): quantity of bits of coin counter \(x\): is 160 in bilinear group, or 1024 in RSA group.
The space complexity for $2^n$ coins is $O(n)$ in compact E-cash, that is to say, in [8, 21, 23] and our scheme, the storage space for $2^n$ coins is the same as it (shown in Table 2) for 1 coins.

### 8.2 Computation Cost of some E-cash Systems

Since multi-based exponentiations and bilinear pairings are the main computations of the protocols in the systems, they are presented in Table 3, while the slight computations, such as modular addition computations and hash computations, are all neglected.

**Table 3.** Computation cost for 1 coin in E-cash schemes

|                  | [17] | [16] | [8] System 1 | [21] | [20] | [19] | [41] | [22] | [26] | [23] | [31] | [30] | Our scheme |
|------------------|------|------|--------------|------|------|------|------|------|------|------|------|------|------------|
| **Withdraw**     |      |      |              |      |      |      |      |      |      |      |      |      |            |
| $F_1$            | 18   | 12   | 12           | 8k+10 | 9    | 24   | 25   | 44   | 4299 | 8    | 242  | 17+2^k   | 21  | 18         |
| $F_2$            | 0    | 0    | 0            | 3k   | 2    | 0    | 0    | 0    | 44   | 0    | 294   | 7      | 0  | 0          |
| **Payment**      |      |      |              |      |      |      |      |      |      |      |      |      |            |
| $F_1$            | 20   | 18   | 40           | 72k+58 | 37   | 7    | 13   | 29   | 35   | 5520+3k | 50   | 42    | 8   | 17         |
| $F_2$            | 0    | 0    | 0            | 8    | 0    | 0    | 0    | 14   | 0    | 246   | 36    | 0  | 0          |
| **Deposit**      |      |      |              |      |      |      |      |      |      |      |      |      |            |
| $F_1$            | 7    | 6    | 11           | 21f+17 | 10   | 6    | 5    | 6    | 13   | 3520+5k | 50   | 13    | 3  | 6          |
| $F_2$            | 0    | 0    | 0            | 4    | 0    | 0    | 0    | 8    | 0    | 246   | 18    | 0  | 0          |
| **Computation complexity of withdrawing 2^n coins** | $O(2^n)$ | $O(2^n)$ | $O(k)$ | $O(1)$ | $O(2^n)$ | $O(2^n)$ | $O(2^n)$ | $O(2^n)$ | $O(1)$ | $O(1)$ | $O(2^n)$ | $O(1)$ |

$F_1$: multi-based exponentiation  
$F_2$: bilinear pairing  
$k$: cheating probability is $2^k$ at most in the system 2 of [8]  
$x_1, x_2$: related to system parameters

In compact E-cash system, to withdraw $2^n$ coins, the user performs the withdrawal protocol only once, so [8, 21, 23] and our scheme achieve better efficiency for $2^n$ coins. Note that in divisible e-cash, the user can withdraw the coin with the value of $2^n$ coins and use $O(n)$ space to store it, but for spending one coin with $1/2^n$ of total value, the preparation work is costly.

### 8.3 Our solution to two problems

Our main work is to solve two problems, one is achieving the complete and practical tracing, and the other one is solving the efficiency problem caused by tracing customer’s coins if he double-spends a coin. Table 4 presents our solution to the practical and complete tracing, that is to say, it presents the available tracing functions in the E-cash schemes.

**Table 4.** The available tracings in the E-cash systems

|                  | [17] | [16] | [8] System 1 | [21] | [20] | [19] | [41] | [22] | [26] | [23] | [31] | [30] | Our scheme |
|------------------|------|------|--------------|------|------|------|------|------|------|------|------|------|------------|
| **Double-spender tracing from Bank** | N/A  | N/A  | N/A | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes      |
| **Double-spender’s coin tracing from Bank** | N/A  | N/A  | N/A | Yes | N/A | N/A | N/A | N/A | N/A | N/A | N/A | N/A | Yes  |
| **Unconditional owner tracing from TTP** | Yes | Yes | N/A | N/A | N/A | N/A | N/A | N/A | Yes | N/A | N/A | N/A | Yes |
| **Unconditional coin tracing from TTP** | Yes | Yes | N/A | N/A | N/A | N/A | N/A | N/A | Yes | N/A | N/A | N/A | Yes |
| **Lost-coin tracing from Bank** | N/A  | N/A  | N/A | N/A | N/A | N/A | N/A | N/A | N/A | N/A | N/A | N/A | Yes |
| **Compact E-cash which can trace double-spender’s coins** | N/A  | N/A  | N/A | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes |

Yes: the scheme provides this tracing  
N/A: this tracing function is not available

According to Table 4, the system 2 of [8], [31] and ours are compact E-cash systems which can trace double-spender’s coins (providing it without TTP), and to the best of our knowledge, they include all compact E-cash systems providing this function. Then Table 5 presents the
solution to the efficiency problem caused by this tracing. And for achieving the comparable secure level, \( l=10, k=100, x=1024 \) (the meanings of the parameters are in Table 2 and Table 3).

| Table 5. Compact e-cash with double-spender’s coin-tracing |  |
|-----------------------------------------------------------|---|
| Storage space [bit]                                        | Computation cost |
|                                                          | \( F_1 \) | \( F_2 \) |
|                                                          | [8] System 2 | [31] | Our scheme | [8] System 2 | [31] | Our scheme | [8] System 2 | [31] | Our scheme |
| For 2\(^2\) coins Withdrawal                             | 36832 | 330400 | 8406 | 810 | 1048593 | 18 | 300 | 7 | 0 |
| For 1 coin Payment                                       | 227328 | 7680 | 7836 | 778 | 42 | 17 | 0 | 36 | 0 |
| Deposit                                                  | 227328 | 7680 | 7836 | 227 | 13 | 6 | 0 | 18 | 0 |

\( F_1 \): multi-based exponentiation \( F_2 \): bilinear pairing

9. Conclusion

Anonymity is good, but it could be abused for crimes or cause trouble when E-cash is lost. Complete tracing can solve this problem. However, it also threatens the honest user’s privacy. The reasonable solution is to separate different tracing functions provided by different entities and choose the available ones according to the circumstances. Practical tracing can achieve it. To achieve the practical and complete tracing, another serious problem must be solved, i.e., how to trace double-spender’s coins efficiently. For solving it, we propose the particular knowledge proof, and using it honestly keeps perfect zero-knowledge property, while using it dishonestly leaks the information of proven knowledge. Since it changes the inner construction of standard zero-knowledge proof, we provide the complete proofs of it. Consequently, the practical and complete tracing is also efficient.
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