An observational study to develop a scoring system and model to detect risk of hospital admission due to COVID-19
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Abstract

Background: COVID-19 has caused an unprecedented global health emergency. The strains of such a pandemic can overwhelm hospital capacity. Efficient clinical decision-making is crucial for proper healthcare resource utilization in this crisis. Using observational study data, we set out to create a predictive model that could anticipate which COVID-19 patients would likely be admitted and developed a scoring tool that could be used in the clinical setting and for population risk stratification.

Methods: We retrospectively evaluated data from COVID-19 patients across a network of 6 hospitals in northeastern Pennsylvania. Analysis was limited to age, gender, and historical variables. After creating a variable importance plot, we chose a selection of the best predictors to train a logistic regression model. Variable selection was done using a lasso regularization technique. Using the coefficients in our logistic regression model, we then created a scoring tool and validated the score on a test set data.

Results: A total of 6485 COVID-19 patients were included in our analysis, of which 707 were hospitalized. The biggest predictors of patient hospitalization included age, a history of hypertension, diabetes, chronic heart disease, gender, tobacco use, and chronic kidney disease. The logistic regression model demonstrated an AUC of 0.81. The coefficients for our logistic regression model were used to develop a scoring tool. Low-, intermediate-, and high-risk patients were deemed to have a 3.5%, 26%, and 38% chance of hospitalization, respectively. The best predictors of hospitalization included age (odds ratio [OR] = 1.03, confidence interval [CI] = 1.02–1.03), diabetes (OR = 2.08, CI = 1.69–2.57), hypertension (OR = 2.36, CI = 1.90–2.94), chronic heart disease (OR = 1.53, CI = 1.22–1.91), and male gender (OR = 1.32, CI = 1.11–1.58).

Conclusions: Using retrospective observational data from a 6-hospital network, we determined risk factors for admission and developed a predictive model and scoring tool.
tool for use in the clinical and population setting that could anticipate admission for COVID-19 patients.
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## 1 | INTRODUCTION

### 1.1 | Background

COVID-19, declared a global pandemic by the World Health Organization (WHO) in March 2020, has caused an unprecedented global health emergency with more than 23.7 million confirmed cases globally as of August 25, 2020. In the United States alone, there have been 5.7 million confirmed cases, with over 177,000 deaths—numbers that increase by the day. The virus displays person-to-person transmission, and to cope with the tremendous burden this places on the healthcare system, governments worldwide have instituted quarantine measures to slow the spread. Although the typical intensive care unit (ICU) occupancy is 60%–80%, the strains of a pandemic, such as that of COVID-19, can overwhelm hospital capacity. Furthermore, COVID-19 demonstrates widespread symptomology with varying degrees of illness and inconsistent radiologic findings. Although the majority of patients present with fever, cough, shortness of breath, and respiratory distress, gastrointestinal symptoms, such as nausea and vomiting, have also been reported, as well as the asymptomatic patient. Although COVID-19 has a diverse presentation, clinical variables, such as age, race, or comorbidities can help inform disease course. Data show higher prevalence of COVID-19 in patients with features of the metabolic syndrome, hypertension, cardiovascular disease, and positive smoking history, and these factors have also been correlated with a greater rate of ICU admission and mortality.

### 1.2 | Importance

Predictive analytics that use algorithms to identify patterns in large amounts of data have been gaining popularity in healthcare research to provide researchers with the ability to harness data to inform clinical decision making. COVID-19 has proven no exception, as the global pandemic has spurred the research community to recommend using predictive modelling techniques with the data gathered to expedite clinical decision making. This call has been answered, as clinicians are using emerging patterns in disease presentation and prognosis in combination with predictive modelling to improve hospital and patient management. Modelling tools have been developed that predict ICU admission, detect COVID-19 patients using routine blood tests, combine clinical history and computed tomography (CT) images for accurate diagnosis, and act as a COVID-19 mortality predictor using clinical features. Although data have been used to inform decision making and provide a prediction of prognosis and hospitalization, these models rely on clinical data that have to be obtained on a hospital visit (ie, lab values, vital signs, and chest X-ray findings). An accurate model has not yet been introduced that predicts whether a patient who tested positive for COVID-19 will be admitted to the hospital using only age and historical variables. Such a model can be used both in the clinical and population level.

### 1.3 | Goals of investigation

We created a logistic regression model using retrospective observational study data to try to predict which patients will likely be admitted to the hospital that test positive for COVID-19. We also understand that, on a practical level, incorporating a predictive model into an electronic health record for decision support can be challenging, and, thus, we also used variables from our logistic regression model to develop a practical scoring tool.

## 2 | METHODS

### 2.1 | Study design/setting

This study is an observational retrospective study that includes description and analysis of COVID-19 patients across our 6-hospital network in northeastern Pennsylvania who had data collected in a COVID-19 registry database. The registry was developed to be used as an analytical tool as a part of the organization’s quality improvement COVID initiatives. It was built in the Epic electronic health record system (Epic Systems, Verona, WI) after being developed and maintained by the network’s enterprise analytics team in the information support (IS) department. The data were extracted from the database with de-identified patient data, and variables within the database were used in our analysis.

### 2.2 | Selection of participants

A COVID-19 patient was defined as a patient who had a positive SARS-COV2 PCR test. Patients younger than 18 years old and older than 90 years old were excluded from the analysis based on our network institutional review board requirements to maintain a quality improvement initiative and preserve patient confidentiality. We limited our analysis...
to age, gender, and historical variables because our goal was to develop an ambulatory predictive tool to predict which patients likely will be hospitalized.

### 2.3 Measurements

The demographic and historical variables were defined using Epic electronic health record groupers that generally are used in our electronic health record to capture patient clinical history. The initial independent variables that were extracted include age, hypertension, diabetes, chronic heart disease, gender, smoking history, chronic kidney disease, whether the patient was taking an ACE inhibitor, a history of cancer, chronic obstructive pulmonary disease, asthma, chronic liver disease, chronic renal failure, corticosteroid use, whether the patient was taking an immunosuppressive, and history of chronic bronchitis and HIV status. The groupers aggregate together ICD-10 codes on problem lists that fall into a particular category.

### 2.4 Analysis

We first split the data into a training set that consisted of 80% of the data. Exploratory data analyses and model developments were conducted on the training set, and validation was done on a test set (20% of the data) not seen by the model. A separate 20% test set to analyze model performance is standard practice for model development to detect overfitting. We created a variable importance plot to examine which variables were most associated with admission. We also used a least absolute shrinkage and selection operator (lasso) regularization technique to select the variables to include in our final logistic regression model. Lasso performs variable selection to enhance the prediction accuracy and interpretability of the statistical model by penalizing model complexity such as the number of variables used.

### 2.5 Outcomes

The definition of hospitalization for COVID-19 was a positive test, defined as a positive SAR-COV2 PCR test, and hospitalization, defined as time of admission order placement, within 7 days of each other. We used the best predictors to train a logistic regression model to predict which patients will likely be hospitalized. We reported odds ratios (ORs) and confidence intervals (CIs) for those variables in our model. The performance of the model was validated on the 20% test set data that the model did not see as mentioned above. We used the coefficient values from our logistic regression model with binned age to develop a manual scoring tool that allows a manual calculation of the risk of hospitalization. We then validated the score on the test set data. The R statistical software was used to conduct all statistical analysis, and the stats and randomForest package were used for model development. This study proposal was reviewed by our institutional review board and deemed to be non-human research.

### 3 RESULTS

A total of 6485 patients were included in our analysis. Of these, 707 patients were defined as being hospitalized for COVID-19. There was a clear difference in age between those who were hospitalized compared to those who were not with a mean of 64 and 48 years of age, respectively. Table 1 shows the variable differences between hospitalized versus non-hospitalized patients. The best predictors of hospitalization were age, a history of hypertension, diabetes, chronic heart disease, gender, tobacco use, and chronic kidney disease (see Figure 1, variable importance plot). The receiver operating characteristic (ROC) curve for the model tested on the 20% validation data is presented in Figure 2. The area under the curve (AUC) for the logistic regression model was 0.81. The AUC is a measure of how much better the model performs, compared with a random guess. A perfect model would give an AUC of 1, and an uninformed model would give an AUC of 0.5. This indicated that this model performed overall well in predicting which patients will need hospitalization for COVID-19. The model had a sensitivity of 80%, a specificity of 71%, a positive predictive value of 25%, and a negative predictive value of 97%. The OR for our logistic regression model is shown in Table 2.

The distribution of those admitted versus not admitted were evaluated and ranged from a score $\leq 3$ (37 hospitalized vs 1019 not hospitalized) to a score $\geq 8$ (78 hospitalized vs 123 not hospitalized). Based on the way the model weighted each variable, we developed the score shown in Table 3. Patients were considered intermediate risk if they had a score between 4–7 and a 26% chance of hospitalization. Patients with scores $\geq 8$ had a 38% chance of hospitalization.

### 4 LIMITATIONS

This study was performed at a single hospital network with a convenience sample limited by retrospective data. We did not study those under 18 or over 90 years old, and we did not study the severity of illness at admission, either of which may be an area of interest for future research. Our calculations were based on a 7-day interval between when the test is positive and admission date; other institutions might prefer 10 or 14 days—for this and other reasons, our scoring needs validation at other sites to be generalizable. Additionally, this scoring predictor has not been compared to hospitalizations in
| TABLE 1 | Historical variable differences between hospitalized versus non-hospitalized patients for COVID-19 (%) |
|-------------------|------------------------------------------------|
| Comparison of history for non-hospitalized versus hospitalized patients (%) | | |
| No | Yes |
| Male | 44 | 50 |
| Has HIV | 0.49 | 0.75 |
| Tobacco smoker | 22 | 37 |
| On ACE inhibitor | 8.7 | 16 |
| Inhaled steroids use | 1.9 | 3.6 |
| Diabetes mellitus | 11 | 39 |
| Hypertension | 22 | 64 |
| Chronic kidney disease | 4.8 | 17 |
| Has cancer | 3.4 | 8.9 |
| Asthma | 6.4 | 8 |
| Chronic bronchitis | 0.49 | 1.5 |
| Chronic heart disease | 11 | 41 |
| Chronic lung disease | 6.6 | 18 |
| Chronic liver disease | 3 | 6.6 |
| On immunosuppression | 0.72 | 2.4 |
| Chronic obstructive pulmonary disease | 2.4 | 11 |

**FIGURE 1** Variable importance plot for predicting hospitalization for COVID-19

Next steps should involve validating our model in other institutions across a range of settings and gathering information on hospitalization rates. Furthermore, this study is unique in that it synthesizes these data in the COVID-19 population to provide a predictor for hospitalization using age and clinical history only.

**5 | DISCUSSION**

In this study, we used observational data to develop a predictive model to calculate the probability of hospital admission of a COVID-19 patient. Predictive model algorithms were applied to 6485 patients with a 10.9% hospital admission rate, which is comparable to other published data.27 We then used differences in historical variable data to inform our variable importance plot and used the top features to train a logistic regression model. Our model was internally validated on a test set of data. We then created an easy-to-use risk stratification score based on our statistical analysis. There are other models that predict the risk of hospitalization and prognosis.28,29 However, one

| TABLE 2 | OR of logistic regression model coefficients |
|-------------------|------------------------------------------------|
| OR | CI |
| Age | 1.026 | 1.021–1.032 |
| Diabetes mellitus | 2.083 | 1.685–2.572 |
| Hypertension | 2.357 | 1.892–2.937 |
| Chronic heart disease | 1.530 | 1.222–1.912 |
| Male gender | 1.324 | 1.107–1.583 |
| Tobacco use | 1.060 | 0.871–1.288 |
| Chronic kidney disease | 0.875 | 0.664–1.148 |

CI, confidence interval; OR, odds ratio.

**TABLE 3** COVID-19 risk of hospitalization score

| Points |
|-------------------|------------------------------------------------|
| Diabetes mellitus | +2 |
| Hypertension | +3 |
| Male | +1 |
| Has chronic heart disease | +2 |
| Age 55–65 y | +2 |
| Age 66–75 y | +3 |
| Age >75 y | +4 |
| Total score | |
| ≥8 | High risk, 38% chance of hospitalization |
| 4–7 | Intermediate risk, 26% chance of hospitalization |
| ≤3 | Low risk, 3.5% chance of hospitalization |
of the more recently published relies heavily on data that have to be collected on a hospital or office visit including vital signs, lab data, and clinical imaging.\textsuperscript{29} Our model relies only on easy to collect clinical history and age. This indicates that this model can be used at both the clinical and population level. Incorporating a predictive model into the electronic health record for decision support is challenging and not immediately feasible. Therefore, we also developed a manual scoring tool using coefficients from our logistic regression model. Our study demonstrated that the greatest predictors of hospitalization included age, hypertension, chronic heart disease, diabetes, gender, tobacco use, and chronic kidney disease. This is consistent with other studies demonstrating these variables have high impact on ICU transfer, poor prognosis, and mortality.\textsuperscript{14–17} Given the heterogeneity in disease presentation, having a model that uses historical clinical characteristics, such as these, allows for use in a variety of clinical settings. Some examples include selecting individuals to undergo more aggressive preventative measures and even vaccination prioritization. Unsurprisingly, the model found age as the highest predictor, which is consistent with previous data.\textsuperscript{30–33} In addition to age, the other variables included in the model are consistent with the literature. Several studies have published have found patients with chronic heart disease, hypertension, and diabetes have worse prognosis and higher mortality.\textsuperscript{34–36} and thus have a higher likelihood of hospitalization. Given the high prevalence of these chronic diseases\textsuperscript{37} and potential role they play in disease progression, it is important that our model and future models incorporate these diagnoses.

We are currently using this model to inform referral for our network’s remote home monitoring program to allow early remote intervention. Our model can be calculated without an office visit needed to collect clinical visit data, which other models would require. Therefore, referrals can be made once patients’ SARS-CoV2 test results are back. This could allow us to potentially reduce ER visits and hospitalizations, and we hope to publish on the results of our program.

In summary, we have described the predictors of hospital admission from our observational data and created a tool that predicts hospitalization rates in COVID-19 patients using common clinical variables and comorbidities without collecting vital signs or laboratory values. This information can be used to guide clinical decision making and increase efficiency and prioritization of patient care in an era where hospital resources are being pushed to their limits.
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