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Most modern physics-based multiscale materials modeling and simulation tools aim to take into account the important details of the material internal structure at multiple length scales. However, they are extremely computationally expensive. In recent years, a novel data science enabled framework has been formulated for effective scale-bridging that is central to practical multiscaling. A salient feature of this new approach is its ability to capture heterogeneity of fields of interest at different length scales. In this approach, the computations at the mesoscale are handled using a novel data science approach called materials knowledge systems (MKS). The MKS approach has enjoyed tremendous success in building highly accurate and computationally efficient metamodels for localization (i.e., mesoscale spatial distribution of a macroscale imposed field such as stress or strain rate) in simulating a number of different multiscale materials phenomena. MKS derives its accuracy from the fact that it is calibrated to results from previously established numerical models for the phenomena of interest, while its computational efficiency comes from the use of fast Fourier transforms. The current capabilities and the future outlook for the MKS framework are expounded in this paper.

1. Introduction

Materials with enhanced performance characteristics have served as critical enablers for the successful development of advanced technologies throughout human history and have contributed immensely to the prosperity and well-being of various nations. It is important to recognize that the multi-functional performance characteristics of a material are not controlled by its chemical composition alone, but by the myriad details of its hierarchical three-dimensional (3D) internal structure that spans a very broad range of length scales (from the electronic to the macroscale) and evolves over a broad range of time scales. Although the fundamental connections between the material’s internal structure, its evolution through various manufacturing processes, and its macroscale properties (or performance characteristics) in service are known to exist and are fully acknowledged, standard protocols (i.e., broadly adopted workflows) for establishing this knowledge base do not yet exist. The traditional approaches of materials development have relied heavily on experimentation and are known to be expensive and slow (typically takes about 20 years to introduce a new material in critical aerospace applications [1–6]). It is evident that the time and resource consumptive empiricism that has dominated materials development during the past century must give way to a greater dependence on modeling and simulation [2] and modern data science tools [3–5]. Two recent reports from the National Science and Technology Council (NTSC) [3, 6] (a cabinet-level council within the Executive Office of the President of United States of America) have emphasized the critical importance of high-performance materials to our nation’s economy, prosperity, and security. These latest strategic initiatives (Materials Genome Initiative for Global Competitiveness, 2011; A National Strategic Plan for Advanced Manufacturing, 2012) call for the creation of a new materials innovation infrastructure to facilitate the design, manufacture, and deployment of new high-performance materials at a dramatically accelerated pace in emerging advanced technologies.

Success in the endeavors described above critically hinges on the availability of high-fidelity modeling and simulation tools for various materials phenomena controlling the performance characteristics of interest in advanced technologies. The demand for high fidelity requires a physics-based
multiscale approach that captures the salient aspects of the inherent heterogeneity at various constituent scales and communicates them accurately to both the higher as well as the lower scales. This is indeed a highly challenging task. A 2006 NSF Report [7] has identified “The Tyranny of Scales: The Challenge of Multiscale Modeling and Simulation” as one of the core challenges for advances in simulation-based engineering science (SBES). This report suggests that the conventional multiscale modeling approaches are incapable of addressing physical phenomena operating across the large range of length scales encountered in the design of advanced materials and that fundamentally new concepts and approaches are essential to address this challenge. The critical need for new transformative approaches for multiscale modeling (both spatial and temporal) was also emphasized in a more recent report from the Committee on Integrated Computational Materials Engineering (ICME) of the National Materials Advisory Board (NMAB) [5].

It is well known that the knowledge of the chemical composition of a material alone is insufficient to establish practical bounds on many of its physical properties of interest for applications in advanced technologies [8–19]. The three-dimensional details of the material internal structure (hereafter generically referred to as the material microstructure) are often richly complex and span a multitude of length scales [20–36]. These details play a pivotal role in controlling the material’s overall multifunctional performance characteristics. For example, most materials being explored for structural applications are metals (e.g., Ti alloys in jet engines [37–54], advanced high-strength steels [55–66] and Mg alloys [67–83] in lightweight automobiles, and Zr alloys in nuclear industry [84–88]), whose internal structures at the mesoscale exhibit multiphase polycrystalline topologies with potentially complex heterogeneous distribution of various defects (e.g., pores, distribution of cracks, and dislocation density distributions). A major challenge for multiscale materials modeling is the rigorous quantification of the material microstructure that adequately captures all of its salient features—at least those features that demonstrate a significant role in the performance characteristics of interest [4, 9, 19, 89–97].

Given the broad range of length scales involved in quantifying the material microstructure, it becomes essential to invoke the concept of a representative volume element (RVE) at each length scale to facilitate multiscale modeling and simulation of materials phenomena. Furthermore, it is often unavoidable to invoke the assumption of statistical homogeneity, that is, any (sufficiently large) RVE chosen from a material sample will exhibit the same structure in a statistical sense. Consequently, one needs to define the RVE with sufficient rigor. Although a single definition of an RVE has not yet been broadly adopted by the materials community, the generally employed concepts of an RVE implicitly identify a finite region that is randomly sampled from an infinite medium and is “statistically representative” of the whole, while also serving as a suitable basis for effectively smoothing out the local spatial heterogeneities in such a way that the macroscale properties of the sample are captured to a desired accuracy via homogenization theories [18, 98–106].

Although not explicitly stated, it is generally implied that the RVE replicates adequately not only the macroscale anisotropic properties and performance of the much larger sample, but also the salient statistical measures of the microstructure (e.g., n-point statistics of the microstructure [9, 44, 89, 107–110]). Refinements to the concept of RVEs have been provided in recent literature [44, 109–112].

This brings us to the central challenge of multiscale modeling. How does one communicate relevant information between the constituent length (and time) scales? Broadly speaking, there have been two main approaches in the literature to address this challenge. In the first approach, the spatial domain is refined to the desired length scale only in selected regions (presumably regions where there is a high concentration of the fields of interest, e.g., stress or strain in mechanical problems), and suitable matching conditions are imposed at the boundaries where they meet the material that is spatially refined only at the higher length scale (e.g., [113–117]). Needless to say, this approach encounters significant computational difficulty as it is fairly difficult to satisfy the imposed matching boundary conditions, especially at the interfaces between the regions that are spatially refined at different length scales. In a second approach referred to as hierarchical multiscale modeling (e.g., [9, 118–121]), relevant information between the constituent length scales is exchanged in a statistical framework using the concept of the RVE described earlier. Although both these approaches enjoy several potential advantages relative to each other in different multiscale problems, it is clear that hierarchical modeling is much more practical and better suited for considerations of multiscale materials design [5]. Not surprisingly, hierarchical modeling has been the method of choice in almost all multiscale materials design efforts to date [63–65, 119, 121–124].

The main drawback of current hierarchical modeling approaches is that they usually employ various simplifying assumptions and, therefore, trade accuracy for computational speed. On the other hand, the scale-bridging relationships used in hierarchical modeling are computationally better suited for capturing quantitatively the specific influence of any selected microstructure parameter on the macroscale material response of interest. This information is central to the materials design efforts [9, 118, 119, 121]. In most hierarchical modeling approaches to date, the focus has been in communicating the effective properties to the higher length scales, that is, on homogenization. There is often very little information passed in the opposite direction, that is, localization. As an example, localization might involve the spatial distribution of the response field of interest (e.g., stress or strain rate fields) at the microscale for an imposed loading condition at the macroscale. For fully coupled multiscale simulations, localization has to be accomplished by satisfying the governing field equations at the lower length scales. In several materials design problems (e.g., simulating thermomechanical processes on materials where there is macroscale heterogeneity in the evolution of the underlying microstructure), localization is just as important as homogenization, if not more important. Furthermore, if
localization is addressed with adequate accuracy, it implicitly results in much higher accuracy for homogenization.

The fidelity of the homogenization and localization relationships used in hierarchical multiscale modeling can be significantly improved by adopting modern data science approaches. This is the central idea behind the recently formulated scale-bridging framework called microstructure knowledge systems (MKS) [13, 125–128]. Building on the statistical continuum theories developed by Kroner [129, 130], MKS establishes high-fidelity microstructure property-processing relationships that are amenable for bidirectional exchange of information between the constituent hierarchical length scales. In the MKS framework, the localization relationships of interest are expressed as calibrated meta-models that take the form of a simple algebraic series whose terms capture the individual contributions from a hierarchy of local microstructure descriptors. Each term in this series expansion is expressed as a convolution of the appropriate local microstructure descriptor and its corresponding local influence at the microscale. The series expansion in the MKS framework is in complete accord with the series expansion obtained in the statistical continuum theories developed by Kroner [129, 130]. However, the MKS approach dramatically improves the accuracy of these expressions by calibrating the convolution kernels in these expressions to results from previously validated physics-based models. In recent work [126], the MKS approach was demonstrated to successfully capture the tails of the microscale stress and strain distributions in composite systems with relatively high contrast, using the higher-order terms in the localization relationships. It was also demonstrated that the MKS approach can be applied to problems involving nonlinear material behaviour such as spinodal decomposition [125] and rigid plastic deformation [127].

2. Materials Knowledge Systems Framework

The MKS framework is derived from generalized composite theories for effective response of heterogeneous materials [18, 19, 93, 129, 130]. Inherent to these theories is the concept of a scale-bridging localization tensor that relates the local fields of interest at the microscale to the macroscale (typically averaged) fields. For example, the fourth-rank localization tensor for elastic deformation of a composite material, $a(x)$, relates the local elastic strain at any location of interest in the microstructure, $\varepsilon(x)$, to the macroscale strain imposed on the composite, $(\varepsilon(x))$, as

$$
\varepsilon(x) = a(x)(\langle \varepsilon(x) \rangle),
$$  \hspace{1cm} (1)

$$
a(x) = (I - \langle \Gamma^*(x,x')C'(x') \rangle)\nonumber$$

$$
+ \langle \Gamma^*(x,x')C'(x')\Gamma^*(x',x'')C'(x'') \rangle - \cdots. \hspace{1cm} (2)
$$

In (1) and (2), $I$ is the fourth-rank identity tensor, $C'(x)$ is the deviation in the local elastic stiffness at spatial location $x$ with respect to that of a selected reference medium, $\Gamma^*$ is a symmetrized derivative of the Green’s function defined using the elastic properties of the selected reference media, and $\langle \cdots \rangle$ brackets denote ensemble averages over representative volume elements (RVEs). It should be noted that (1) and (2) automatically satisfy the governing equilibrium equations at the mesoscale [129, 130]; truncation of the series in (2), however, introduces errors.

The evaluation of the terms in the series expression in (2) requires knowledge of higher-order spatial correlations of local states in the microstructure (related to the $n$-point statistics of the microstructure [89, 107, 108]). Local states are typically identified by a combination of distinguishable microstructural parameters of interest (such as phase, lattice orientation, and composition) that can be quantified (or at least labeled). The first $\langle \cdots \rangle$ term on the right-hand side in (2) captures the contribution to the tensor $a(x)$ from the local state at point $x'$ in the material. In a very similar manner, the second $\langle \cdots \rangle$ term in (2) reflects the contribution from two local states at points $x'$ and $x''$. In general, there exist two main difficulties in the computation of the localization tensor defined in (2). The first difficulty stems from the evaluation of the ensemble averages that are in fact convolution integrals whose integrands exhibit singularities (also known as the principal value problem). The second difficulty is that the accuracy of the solutions obtained is quite sensitive to the selection of the reference medium [131]. It should also be noted that the expression of the localization tensor in (2) does not lend itself to a scheme where some of the calculations performed for one microstructure may be efficiently carried forward to the calculations for a different microstructure. In other words, any changes in the microstructure would force one to reevaluate almost all of the terms in the series expansion.

The convolution expressions in (2) can be conveniently cast into discrete Fourier transform (DFT) space [132, 133] to allow exploitation of the fast Fourier transform (FFT) algorithms in seeking solutions to the localization relationship (also called Lippmann-Schwinger equation). Indeed, this approach has been explored by many authors in the literature (e.g., [14, 134–137]). However, these approaches continue to require relatively high computational resources because of the iterative schemes employed in the solution methodologies. Although, the approaches described in prior literature are very useful for capturing the intricate details of the microscale response in a single RVE, they are not well suited for addressing inverse problems in materials design (where a very large number of microstructures need to be evaluated and screened) or for conducting practical multiscale simulations where every material point at the macroscopic level is to be associated with a representative three-dimensional microstructure. In recent papers [13, 125–128], we presented a new mathematical framework to cast (2) into a computationally efficient, potentially invertible, scale-bridging linkage that is especially suited for multiscale design and analyses of composite microstructures. A central element of this new framework is the transformation of (2) into an efficient spectral (Fourier) form that decouples the terms capturing the physics (called influence functions) from the terms capturing the microstructure topology (called microstructure function).
In the MKS framework, we utilize the concept of a microstructure function [90]. In this description, the three-dimensional spatial domain of the material internal structure is discretized into a uniform grid of spatial cells (or voxels) indexed by \( s \in S \). Let \(|S|\) denote the number of spatial cells in the tessellated microstructure domain. The microstructure datasets identify the amount of each local state (identified by selected combination of phase identifiers, elemental compositions, crystal lattice orientations, etc.) present in each spatial cell. The set of all distinct local states that are possible in a given material system is referred to as the local state space, which in many cases is multidimensional because the local state is often represented by a set of multiple parameters. The multidimensional local state space is tessellated into individual bins enumerated by \( h = 1, 2, \ldots, H \). Following the approach proposed by Adams et al. [90], the digital microstructure function denoted by \( m_h \) is defined as the volume fraction in the spatial cell \( s \) occupied by all local states in bin \( h \). Based on this definition of a digital microstructure variable, it is easy to establish the following properties:

\[
\sum_{h=1}^{H} m_h^h = 1, \quad 0 \leq m_h^h \leq 1, \quad \frac{1}{|S|} \sum_{s \in S} m_h^s = V^h, \tag{3}
\]

where \( V^h \) denotes the volume fraction of local state \( h \) in the entire microstructure dataset.

Note that the framework for the description of the microstructure presented above is fairly general and can accommodate any combination of material features by simply increasing the dimensionality of the local state space; it is also not limited to any specific length or time scales. The discretized representation of microstructure offers many advantages in fast computation of microstructure measures/metrics [9, 89], automated identification of salient microstructure features in large datasets [138], extraction of representative volume elements from an ensemble of datasets [110, 111], reconstructions of microstructures from measured statistics [139, 140], building of real-time searchable microstructure databases [44], and mining of high-fidelity multiscale structure-performance-structure evolution linkages from physics-based models (the main focus of this paper) [13, 125–128].

Let \( \langle p \rangle \) denote the macroscale imposed variable (e.g., local stress, strain, or strain rate tensors) that needs to be spatially distributed in the microstructure as \( p_s \) for each spatial cell indexed by \( s \). In all of the example case studies completed thus far in the MKS framework, the physical quantities of interest were chosen such that \( \langle p \rangle \) is indeed equal to the volume averaged value of \( p_s \) over the microscale. In the MKS framework, the localization relationship, extended from Kroner's statistical continuum theories [129, 130], captures the local response field in the microstructure using a set of kernels and their convolution with higher-order descriptions of the local microstructure (i.e., local neighborhood).

The localization relationship can be expressed as a series sum [13, 125–128]:

\[
p_s = \left( \sum_{h=1}^{H} \sum_{t \in S} a_{tt}^h m_{t+t}^h + \sum_{h=1}^{H} \sum_{h'} \sum_{t \in S} \sum_{t' \in S} a_{tt'}^h m_{t+t}^h m_{t+t'}^h + \cdots \right) \times \langle p \rangle, \tag{4}
\]

where the kernels \( a_{tt'}^h \) and \( a_{tt'}^{h+h} \) are referred to as the first-order and second-order influence coefficients, respectively, that are assumed to be completely independent of the microstructure descriptors \( m_h \). For multiscale problems involving elasticity, these influence coefficients are fourth-rank tensors as shown in (4) (compare also with (2)). The influence coefficients capture the contributions of various microstructure features in the neighborhood of the spatial position \( s \) to the local response field at that position. The first-order influence coefficients \( a_{tt'}^h \) capture the influence of the placement of the local state \( h \) in a spatial location that is \( t \) away from the spatial cell of interest denoted by \( s \). Likewise, the second-order influence coefficients \( a_{tt'}^{h+h} \) capture the combined effect of placing local states \( h \) and \( h' \) in spatial cells that are \( t \) and \( t' \) away, respectively, from the spatial cell of interest \( s \). In this notation, \( t \) enumerates the bins in the vector space used to define the neighborhood of the spatial bin of interest [90], which has been tessellated using the same scheme that was used for the spatial domain of the material internal structure, that is, \( t \in S \). It should be noted that the influence coefficients in the localization relationship (4) are closely related to the Green's functions (the precise relationship can be established by comparing (2) and (4)).

Volterra series have been used extensively in the literature to model the dynamic response of nonlinear systems using a set of kernel functions called Volterra kernels [141–146]. The higher-order localization relationship shown in (4) is a particular form of Volterra series and assumes implicitly that the system is spatially invariant, casual, and has finite memory. The influence coefficients in (4) are analogous to Volterra kernels. The higher-order terms in the series are designed to capture systematically the nonlinearity in the system. In other words, the accuracy with which the nonlinearity is captured depends strongly on the specific higher-order terms retained in the localization relationship. The influence coefficients are expected to be independent of the microstructure, since the system is expected to be spatially invariant [13, 125–128].

Several of the initial explorations with the MKS approach [13, 125, 127, 128] utilized only the first-order terms in the series expansion shown in (4). It was generally observed that the first-order terms in the expansion were adequate to capture accurately the microscale distribution of response fields of interest provided the contrast between the possible local states in the microstructure was limited to moderately low values. It was specifically noted that there is a critical need to include the higher-order terms for improving the accuracy of the localization relationships in the MKS framework for material systems with moderate to high contrast. Strong-contrast formulations have been previously utilized
to predict the effective properties of electrical conductivity [147, 148] and elasticity [17, 149], but not for predicting the local response fields that are the focus of the MKS framework.

In recent work [126], it was shown that the higher-order terms in (4) can be recast to have the same form as the first-order terms with the use of higher-order microstructure functions that identify specific configurations of local states in a small neighbourhood. More specifically, it was demonstrated that (4) retains the simple form even when the high-order terms are included.

\[
\mathbf{p}_* = \left( \sum_{i=1}^{l} \mathbf{a}_i^t \mathbf{m}_s^i \right) (\mathbf{p}).
\]

(5)

In (5), the index \(i\) now enumerates all of the distinct local configurations, each specified by a selected set of local vectors and the associated local states. The series in (5) is truncated after the consideration of a finite number of such local configurations (denoted by \(l\)).

In prior work [13, 126], we have demonstrated that it is possible to estimate the numerical values of the influence coefficients in (4) and (5) by calibration with results obtained from previously established numerical approaches. For example, in problems dealing with elastic deformations in composite materials, the influence coefficients can be established through calibration with results from micromechanical finite-element models. It should be noted that the results from micromechanical finite-element models implicitly satisfy the governing field equations at the mesoscale in the weak numerical sense. Consequently, the MKS metamodels also aim to accomplish the same in their predictions. We have also showed that (4) (and the same applies to (5)) takes a much simpler form when transformed into the discrete Fourier transform (DFT) space, where it can be recast as

\[
\mathbf{p}_k = \left( \sum_{\alpha=1}^{H} \left( \mathbf{p}_k \right)^{\alpha} \mathbf{M}_k^{\alpha} \right) (\mathbf{p}), \quad \mathbf{p}_k^{\alpha} = \mathcal{S}_k (\mathbf{a}_k^{\alpha}),
\]

\[
\mathbf{p}_k = \mathcal{S}_k (\mathbf{p}_k), \quad \mathbf{M}_k^{\alpha} = \mathcal{S}_k (\mathbf{m}_k^{\alpha}),
\]

where \(\mathcal{S}_k\) denotes the DFT operation with respect to the spatial variables \(s\) or \(t\), and the superscript * denotes the complex conjugate. Note that the number of coupled first-order coefficients in (6) is only \(H\), although the total number of first-order coefficients still remains as \(|S|H\). This simplification is a direct consequence of the well-known convolution properties of DFTs [150]. Because of this dramatic uncoupling of the influence coefficients into smaller sets, it becomes trivial to estimate the values of the influence coefficients \(\beta_k^{\alpha}\) by calibrating them against results from numerical models. It is emphasized here that establishing \(\beta_k^{\alpha}\) is a one-time computational task for a selected composite material system and a selected physical phenomenon of interest.

The procedures for establishing the influence coefficients have been discussed in detail in our prior work [13, 125–128]. Briefly, the first-order influence coefficients were calibrated using special “delta” microstructures (comprising one voxel of one local state at the center surrounded by voxels of a different local state) on microscale volumes subjected to periodic boundary conditions. For the higher-order influence coefficients, it was necessary to include a larger number of calibration datasets. It is acknowledged here that identifying the correct boundary conditions in multiscale problems is an outstanding problem in the field (see [151] for a discussion of this problem). In our work, we have followed the most commonly employed approach in the literature of using periodic boundary conditions, as they are particularly well suited for DFT representations. It is also noted that the selection of the size of the microscale volume element (MVE) can have a significant influence on the calibrated values of the influence coefficients. Since the influence coefficients are expected to decay to zero values for increasing values of \(t\), the localization captured by (4) is associated with a finite interaction zone or finite memory. In order to capture the spatial characteristics of localization accurately, we recommend that the MVE size used for generating the calibration datasets be at least twice the size of the interaction zone. Since the size of the interaction zone is not known a priori, a few trials are typically needed to establish a suitable MVE size for a given material system and physical phenomenon. In general, we note that the MVE size increases as the contrast in the local properties is increased. Finally, it is also important to ensure that the MVEs are large enough that the boundary conditions do not significantly impact the calibrated values of the influence coefficients.

The influence coefficients established on smaller spatial domains (MVEs) can be easily extended and applied to significantly larger spatial domains [125, 126]. As noted earlier, we expect the influence functions to decay sharply with increasing \(t\) (just like Green’s functions). This allows us to extend the influence functions to larger spatial domains by simply padding the functions with zeros for the larger values of \(t\). The viability of this simple concept has been demonstrated in our recent work [125–127]. It was noted that the trivially extended influence coefficients accurately reproduced the microscale spatial distribution of the desired field on the larger MVEs with about the same accuracy that was realized for the smaller MVEs.

3. Example Case Study

In this example, we present the application of the framework described above to the rate-independent rigid-plastic deformation of a two-phase representative volume element (RVE), with no strain hardening [127]. The two phases are assumed to exhibit isotropic plasticity with yield strengths of 200 MPa and 250 MPa, respectively. The stress-strain relationships for both phases are assumed to be described by the Levy-Mises equations [152] as

\[
\dot{\varepsilon} = \lambda \sigma',
\]

(7)

where \(\dot{\varepsilon}\) is the symmetric strain rate tensor, \(\sigma'\) is the symmetric deviatoric Cauchy stress tensor, and \(\lambda\) is a proportionality parameter that can be related to the yield strength.
of the material, the equivalent plastic strain rate and the equivalent stress. Although it is not directly apparent from (7), the constitutive relation described implies a rate-independent plastic response. The goal of the localization expression in this example is to compute the local strain rate field in the RVE of the two-phase composite. For simplicity, we shall consider the case of an applied isochoric simple compression strain rate tensor on the RVE at the macroscale, with equal extension in lateral directions, expressed as

\[
\tilde{\varepsilon}_{ij} = \begin{bmatrix}
\tilde{\varepsilon} & 0 & 0 \\
0 & -0.5\tilde{\varepsilon} & 0 \\
0 & 0 & -0.5\tilde{\varepsilon}
\end{bmatrix}
\]  

(8)

We will subsequently discuss the extension of this localization relationship for other imposed strain rate tensors.

For this example, the local state space is comprised of two isotrophic phases \((H = 2)\), where \(h = 1\) identifies the first local state (phase) and \(h = 2\) identifies the second one. We assume each cell of the tessellated spatial domain to be completely filled with either of the two local states. Thus, the microstructure variable \(m_{h}^{k}\) takes on values of zeros or ones. For instance, if a given cell \(s\) is occupied by the first phase, then \(m_{1}^{k} = 1\) and \(m_{2}^{k} = 0\).

Based on (6), the first-order localization linkage for the present problem can be expressed in the DFT space as

\[
\mathcal{G}_{k}(\tilde{\varepsilon}_{s}) = \left[ \frac{H-2}{H-1} \sum_{h=1}^{H-2} \mathbf{P}_{h}^{k,v} M_{h}^{k} \right] \tilde{\varepsilon}_{s}
\]  

(9)

where \(\tilde{\varepsilon}_{s}\) represents the local strain rate tensor in the spatial bin \(s\), and \(\tilde{\varepsilon} = 0.02\) \(s^{-1}\) is the macroscopically imposed strain rate in the \(e_{1}\) direction on the RVE (see (8)). It is also important to note that in the notation used in (9), both \(\tilde{\varepsilon}_{s}\) and \(\mathbf{P}_{h}^{k,v}\) are second-rank tensors. Introducing the constraints of (3) into (9) results in (13)

\[
\mathcal{G}_{k} \neq 0(\tilde{\varepsilon}_{s}) = \left[ \left( \mathbf{P}_{k}^{h,v} - \mathbf{P}_{h}^{k,v} \right) M_{h}^{k} \right] \tilde{\varepsilon}_{s} = \left[ \mathbf{y}_{k}^{v} M_{h}^{k} \right] \tilde{\varepsilon}_{s}
\]  

(10)

\[
\mathcal{G}_{0}(\tilde{\varepsilon}_{s}) = |\mathcal{S}| (\tilde{\varepsilon}_{e_{1}} \otimes e_{1} - 0.5\tilde{\varepsilon}_{e_{2}} \otimes e_{2} - 0.5\tilde{\varepsilon}_{e_{3}} \otimes e_{3}).
\]  

(11)

Equation (11) simply indicates that the macroscopic strain rate on the RVE is the same as volume averaged strain rate from the microscale.

It is also important to recognize that if the \(\mathbf{y}_{k}^{v}\) are known, the local strain rate field for any given microstructure dataset \(m_{h}^{k}\) subjected to the simple compression loading condition selected here can be computed by applying (10) and (11) performing a simple inverse DFT.

As described earlier, the values of \(\mathbf{y}_{k}^{v}\) are established by regression analysis using datasets produced by FE models on selected microstructures. In our work, we discovered that “delta” microstructures, consisting of one element of one phase surrounded completely by another phase, are very convenient for the calibration process and produce the best estimates for \(\mathbf{y}_{k}^{v}\). In a two-phase composite, it is possible to define only two distinct delta microstructures, and both of these were used in the calibration process for this problem. This selection is also motivated by the recognition that (10) and (11) represents a linear and space-invariant causal system. For such systems, when the output for an impulse (i.e., delta microstructure) is known, the output for any other microstructure input can be described as a convolution of the input with the impulse response [150]. All of the FE results used in this study were generated using the commercial software ABAQUS, where each RVE contained 804,357 \((93 \times 93 \times 93)\) cuboid-shaped three-dimensional eight-node solid elements. The use of cube-shaped elements naturally defines a regularly spaced grid, conducive to the computation of the DFTs. The macroscopic simple compression strain rate was imposed on the finite-element mesh as a periodic uniform boundary condition. The values of \(\mathbf{y}_{k}^{v}\) were established as the best-fit values for the FE results on the two delta microstructures described above, using standard linear regression analysis methods [153].

The established \(\mathbf{y}_{k}^{v}\) coefficients constitute the materials knowledge systems (MKS) for the case study presented. In fact, the strain rate field for any other RVE comprising any spatial arrangements of the same constituent phases, subjected to the same simple compression loading condition, can be easily computed using (10) and (11). As a critical validation of this concept, we explore the application of the MKS established here to a random microstructure of the selected two phases. We selected a random microstructure for our validation here because their rich diversity of local neighborhoods produce the most heterogeneous microscale strain rate fields in the composite and, therefore, offer an excellent opportunity to evaluate the localization relationships most critically. We note that we have successfully applied the MKS developed here to a large number of microstructures, although only one example is described here in detail.

Figure 1 compares the local \(\dot{\varepsilon}_{11}\) component of the strain rate field for the selected random microstructure using both the FE analysis and the MKS approach developed in this work.

The error between the predictions shown in Figure 1 from the MKS approach described here and the FE analysis can be quantified in each spatial bin as

\[
\text{Err}_{s} = \left| \frac{((\dot{\varepsilon})_{11})_{\text{FE}} - ((\dot{\varepsilon})_{11})_{\text{MKS}}}{\text{Err}_{11}} \right| \times 100,
\]  

(12)

where the subscripts FE and MKS indicate that the predictions were made using FE and MKS methods, respectively. Based on the above definition, the average value of \(\text{Err}_{s}\) over all of the spatial bins for the microstructure shown in Figure 1 is only 2.2%. The FE analyses could not be performed on a regular desktop PC. It was executed on an IBM e1350 supercomputing system (part of The Ohio Supercomputer Center) and required 94 processor hours. In contrast, the MKS method took only 32 seconds on a regular laptop (2 GHz CPU and 2 GB RAM).

In the case study presented here, MKS was developed for a very specific loading condition (i.e., simple compression strain rate tensor). In order to extend the MKS presented here to general loading conditions, we need substantially more...
Towards this end, (9) could be generalized as
\[ \mathcal{I}_k(\dot{\varepsilon}) = \sum_{h=1}^{H-2} \beta_{hk}^s(\dot{\varepsilon}) M_h^k, \]  
(13)
where the dependence of \( \beta_{hk}^s \) on the macroscale imposed strain rate tensor, \( \dot{\varepsilon} \), is explicitly noted. We, therefore, need to establish the functional dependence of \( \beta_{hk}^s \) in the space of symmetric second rank tensors, which is a six-dimensional space. However, if we elect to solve the problem in the principal frame of \( \dot{\varepsilon} \) (i.e., the microstructure signal needs to be appropriately rotated), then the domain of interest for describing \( \beta_{hk}^s \) reduces to a three-dimensional space. If we further exploit the fact that the magnitude of \( \dot{\varepsilon} \) has no effect on the localization (a consequence of the rate independence of the plastic response) and we require \( \dot{\varepsilon} \) to be traceless (to reflect volume conservation during plastic deformation), then the domain of interest for describing \( \beta_{hk}^s \) can be expressed using a single angular variable [154, 155]. The functional dependence of \( \beta_{hk}^s \) on this single angular variable can be expressed conveniently using DFTs following the approach outlined in our earlier work [155].

As a final comment on this case study, we point out that the composite material studied here had only a low contrast in the properties of the constituent phases (i.e., the yield strengths were 200 MPa and 250 MPa, resp.). Based on the various case studies we have successfully completed, it is clear...
that the first-order influence coefficients provide good predictions for composites with low and moderate contrasts. With higher contrasts in the properties of the constituents, it is imperative to include the higher-order terms shown in (4).

4. Summary and Future Outlook

MKS is a novel data and computational science enabled mathematical framework for establishing high-fidelity meta-models needed for effective bidirectional scale-bridging in hierarchical multiscale structure-property-processing linkages. The framework is very general and can be applied to a broad range of physical phenomena in a broad range of material systems. This approach exploits the tremendous computational efficiency of FFT-based algorithms for data mining the local structure-response-structure evolution linkages from large numerical datasets produced by established modeling strategies for microscale phenomena. The viability of this new approach has been demonstrated with several case studies involving both linear and nonlinear material responses. It was generally noted that the first-order influence coefficients adequately captured the localization relationships in low-contrast composite systems, in spite of the nonlinearity inherent to the phenomena. It was also observed that the higher-order coefficients are needed with increasing contrast in the local responses of the constituent local states.

An important next step in the development of MKS is its extension to polycrystalline metals. The main challenge in this extension is the fact that the local state in polycrystalline metals will need to include a description of the crystal lattice orientation. In all of the previous applications of the MKS, the composite had a finite number of discrete local states (e.g., the local state space for the composite material in Figure 1 had only two discrete elements, i.e., \( H = 2 \)). However, when including the lattice orientation in the description of the local state, the corresponding local state space is the continuous orientation space (the space of all distinct proper orthogonal tensors in 3D). Although it is conceivable to discretize this local state space into orientation bins (just like we have discretized the spatial domain into bins in the description of the microstructure function), this approach would be highly inefficient from a computational viewpoint. This is because the number of bins needed to discretize the orientation space is expected to be extremely large. A viable approach to addressing this tremendous challenge lies in recasting the MKS localization relationships ((4) and (5)) in suitable spectral representations for both the spatial variables and the orientation variables. Equation (6) already shows how the spatial variable can be cast in a spectral framework using DFTs. New computationally efficient spectral formulations for the orientation variable need to be explored, possibly through the use of generalized spherical harmonics (GSH) [9, 156]. For example, the first term in (4) can be rewritten as

\[
\sum_{h=1}^{H} \sum_{s \in S} \alpha_h \mu_s \nu_t = \int_{FZ} \alpha_t (g) f_{\mu_s \nu_t} (g) dg,
\]

where \( g \) denotes the crystal lattice orientation, \( FZ \) denotes the fundamental zone of distinct orientations for a selected crystal structure, \( f_t (g) \) is the orientation distribution function for the spatial bin labeled \( s \), and \( dg \) is an invariant measure of orientation space [9, 156]. Prior work [9, 15, 157, 158] has demonstrated the tremendous advantages of using generalized spherical harmonics (GSH) as a Fourier basis for functions defined on the orientation space. Using the same representations, and exploiting the orthogonal properties of the Fourier basis, (14) can be expressed as

\[
\sum_{h=1}^{H} \sum_{s \in S} \alpha_h \mu_s \nu_t = \sum_{t \mu \nu} A_{t \mu \nu}^\mu \nu \cdot F_{t \mu \nu}^\mu \nu, \tag{15}
\]

where \( A_{t \mu \nu}^\mu \nu \) are the Fourier coefficients of \( \alpha_t (g) \) and \( F_{t \mu \nu}^\mu \nu \) are the Fourier coefficients of \( f_t (g) \), \( \star \) denotes a complex conjugate, and indices \( t, \mu, \nu \) enumerate the generalized spherical harmonics. One of the main advantages of using GSH is that it provides a compact representation for functions of physical tensors over the orientation space. For example, it is already well established that only 10 distinct combinations of \( (\ell, \mu, \nu) \) yield nonzero values of \( A_{t \mu \nu}^\mu \nu \) for cubic crystal symmetry (can be concluded from results presented in [9, 15, 157]) for elastic localization tensors. This level of dimensionality reduction is of tremendous value in establishing computationally efficient MKS linkages. Note also that the structure of the first term now looks very similar to the first term in (4). We should, therefore, be able to continue to use the DFT approach described earlier for uncoupling the spatial terms (see (6)).

In closing, it is emphasized that the MKS approach allows for a true multiscale simulation of the physical phenomenon with the information flowing in both directions between the constituent length scales [12]. As an example, consider the simulation of a complex processing operation where different macroscale spatial locations in the sample experience different thermal histories (often an unavoidable consequence of the boundary conditions imposed at the macroscale). Consequently, strong variations in the microstructure should be expected at different macroscale locations in the sample. In other words, it is not enough to track the evolution of a single representative microstructure for the entire sample. Furthermore, the development of microstructure heterogeneities can be expected to have a strong influence on the macroscale simulation by altering the local effective properties at different locations in the sample. In such a situation, it is necessary to track evolution of several representative microstructures at various macroscale locations in the sample and effectively pass information in both directions between the microscale simulations and the macroscale simulation. This is extremely difficult, if not impossible, using any of the currently employed techniques. The MKS approach described here offers a viable approach for such problems. For a given problem, it should be possible to set up the necessary MKS linkages as described earlier (this constitutes a one-time computational expense). After the MKS linkages are set up, they can be retrieved with minimal computational expense in a multiscale simulation to not only track accurately the evolution of the microstructure...
at each spatial location of interest in the macroscale simulation, but also to pass their associated updated effective properties influencing the macroscale simulation.
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