How perturbative QCD constrains the Equation of State at Neutron-Star densities
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We demonstrate in a general and analytic way how high-density information about the equation of state (EoS) of strongly interacting matter obtained using perturbative Quantum Chromodynamics (pQCD) constrains the same EoS at densities reachable in physical neutron stars. Our approach is based on utilizing the full information of the thermodynamic potentials at the high-density limit together with thermodynamic stability and causality. This requires considering the pressure as a function of chemical potential $p(\mu)$ instead of the commonly used pressure as a function of energy density $p(\epsilon)$. The results can be used to propagate the pQCD calculations reliable around $40n_s$ to lower densities in the most conservative way possible. We constrain the EoS starting from only few times the nuclear saturation density $n \gtrsim 2.2n_s$ and at $n = 5n_s$ we exclude at least 65\% of otherwise allowed area in the $\epsilon - p$-plane. This provides information complementary to astrophysical observations that should be taken into account in any complete statistical inference study of the EoS. These purely theoretical results are independent of astrophysical neutron-star input, and hence, they can also be used to test theories of modified gravity and BSM physics in neutron stars.

I. INTRODUCTION

The rapid evolution of neutron-star (NS) astronomy — in particular, the recent NS radius measurements [1, 2], the discovery of massive NSs [3–5], and the advent of gravitational-wave and multi-messenger astronomy [6, 7] — is for the first time giving us empirical access to the physics of the cores of NSs. Within the Standard Model and assuming general relativity, the internal structure of NSs is determined by the equation of state (EoS) of strongly interacting matter [8, 9]. With these assumptions, NS observations can be used to empirically determine the EoS [10–30] (for reviews, see [31–37]). And if the EoS can be determined theoretically to a sufficient accuracy, comparison with NS observations allows to use these extreme objects as laboratory for physics beyond the standard model (e.g., [38–46]) and/or general relativity (e.g., [47–51]).

For both of these goals, it is crucial to make use of all possible controlled theory calculations that inform us about the EoS at densities reached in NSs. While in principle the EoS is determined by the underlying theory of strong interactions, Quantum Chromodynamics (QCD), in practice we have access to the EoS only in limiting cases. In the context of low temperatures relevant for neutron stars, the EoS of QCD can be systematically approximated at low- and at high-density limits. At low densities, the current state-of-the-art low-energy effective theory calculations allow to describe matter to densities around and slightly above nuclear saturation density $n \approx n_s = 0.16/fm^3$ [52, 53], but become unreliable at higher densities $n \sim 5 - 10n_s$ reached in the cores of massive neutron stars. A complementary description of NS matter comes from perturbative QCD (pQCD) calculations which become reliable at sufficiently high densities $\sim 40n_s$, far exceeding those realised in NSs [54, 55].

Several works have used large ensembles of parameterized EoSs to study the possible behavior of the EoS in intermediate densities between the theoretically known limits. Many of these works have anchored their EoS to the low-density limit only, while others have interpolated between the two orders of magnitude in density separating the low- and high-density limits [10, 16, 27, 56, 57]. While the input from pQCD clearly constrains the EoS at very high densities, how this information affects the EoS around neutron-star densities has so far been convoluted by the specific choices of interpolation functions.

The aim of the present work is to make the influence of the high-density calculations to the EoS at intermediate densities explicit, and in particular, to derive constraints to the EoS that are completely independent of any specific interpolation function. By using the full in-
formation available in the thermodynamic grand canonical potential as a function of baryon chemical potential, \( \Omega(\mu) = -p(\mu) \), we find stricter bounds than works using only the reduced form of the EoS, i.e., the pressure as a function of the energy density \( p(\epsilon) \) appearing in the hydrodynamic description of neutron-star matter [51, 58–61]. The effect is demonstrated in fig. 1, which shows the region in \( \epsilon - p \)-plane that can be reached with a causal and thermodynamically stable EoS with information of the high-density limit, and in particular compares the allowed values at different fixed densities with and without the pQCD input.

II. SETUP

In the following we consider all possible interpolations of the full thermodynamic potential at zero temperature and in \( \beta\)-equilibrium, \( \Omega(\mu) = -p(\mu) \), between the low-density limit \( \mu = \mu_L \), and the high-density limit \( \mu = \mu_H \). We assume that at both of these limits the pressure \( p(\mu) \) and its first derivative, baryon number density \( n(\mu) = \partial_\mu p(\mu) \) are now

\[
\begin{align*}
p(\mu_L) &= p_L, \quad p(\mu_H) = p_H, \\
n(\mu_L) &= n_L, \quad n(\mu_H) = n_H.
\end{align*}
\]

This information is readily available from the microscopic calculations which are assumed to be reliable at these limits; representative values from state-of-the-art chiral effective theory (CET) [62] and pQCD calculations [55] from the literature are reproduced in table I.

The thermodynamic consistency requires that pressure is a continuous function of \( \mu \). Similarly, thermodynamic stability requires concavity of thermodynamic potentials \( \partial^2_\mu \Omega \leq 0 \) so that \( n(\mu) \) is a monotonically increasing function \( \partial_\mu n(\mu) \geq 0 \). Density \( n(\mu) \) does not need to be continuous and it can have discontinuities (increasing the density at fixed \( \mu \)) in the case of first-order phase transitions; we place no additional assumptions on the number or strength of possible transitions. Causality requires that the speed of sound is less than the speed of light, \( c_s^2 \leq 1 \), and it imposes a condition on the first derivative of \( n \).

\[
c_s^{-2} = \frac{\mu}{n} \frac{\partial n}{\partial \mu} \geq 1.
\]

We construct the allowed EoSs by considering all possible functions \( n(\mu) \) allowed by the above assumptions connecting the low- and high-density limits. Causality imposes a minimal slope, \( \partial_\mu n(\mu) \geq n/\mu \), that any causal EoS passing though a given point in the \( \mu - n \) plane can have. This is visualized as a vector field, where the arrows at each point correspond to tangent lines with constant \( c_s^2 = 1 \). This requirement imposes two fundamental constraints. Starting from the point \( \{\mu_L, n_L\} \) we can follow the arrows until \( \mu_H \) by solving eq. (3) with \( c_s^2 = 1 \), leading to \( n(\mu) = n_L \mu/\mu_H \). This produces a maximally stiff causal EoS and the area under this line cannot be reached from the low-density limit with a causal EoS. Correspondingly, the upper limit for the \( n(\mu) \) can be obtained starting from \( \{\mu_H, n_H\} \) and following the arrows backward to \( \mu_L \); the high-density limit \( n_H \) cannot be reached from any point above this line by a causal EoS. These previously known bounds (e.g. [51, 58]) are represented as orange lines in fig. 2.

The simultaneous requirement of reaching both \( p_H \) and \( n_H \) imposes further constraints and fixes the area under the curve \( n(\mu) \)

\[
\int_{\mu_L}^{\mu_H} n(\mu) d\mu = p_H - p_L = \Delta p.
\]

In the example shown in fig. 2, this requirement imposes that the area under any allowed EoS is approximately one third the area of the figure.

At each point, we can evaluate the absolute minimum and maximum area under any EoS (\( \Delta p_{\text{min/max}} \)) that can be reached at \( \mu_H \) if the EoS goes through that particular point. If \( \Delta p_{\text{min}} \) (\( \Delta p_{\text{max}} \)) is bigger (smaller) than \( \Delta p \), then such a point would be ruled out.

To obtain the minimum area at \( \mu_H \) for any EoS going through a specific point \( \{\mu_0, n_0\} \) consider the following construction shown in fig. 2 as a dashed blue line:

\[
n(\mu) = \begin{cases} 
n_L \mu/\mu_L, & \mu \leq \mu_0 \\
n_0 / \mu_0, & \mu_0 < \mu < \mu_H. 
\end{cases}
\]

For \( \mu < \mu_0 \), the smallest possible area is determined by the maximally stiff causal line (i.e. \( c_s^2 = 1 \)) starting from

| \( \mu \) [GeV] | CET | pQCD | X = 1 | X = 2 | X = 4 |
|---|---|---|---|---|---|
| 0.966 | 0.978 | 2.6 |
| 0.176 | 0.966 | 0.978 |
| 0.176 | 0.966 | 0.978 |
| 2.163 | 3.542 | 6.14 | 6.47 | 6.87 |

TABLE I. Collection of predictions for the thermodynamic quantities at the low- (CET) and the high- (pQCD) density limits. The CET limit corresponds to the "stiff" and "soft" EoS of [62] while the pQCD values are from a partial N3LO calculation [55] at three different values of the renormalization scale parameter X. The uncertainty of the pQCD limit can be assessed by varying X in the range X = [1, 4]. All figures correspond to the "stiff" CET and X = 2 pQCD. Figure A1 in the Supplemental Material demonstrates the fairly mild X dependence of the results. The value \( \mu = 2.6 \) GeV for pQCD is chosen so that the uncertainty in pQCD is roughly the same size as the uncertainty of CET at \( n = 0.176/fm^3 \). [56]
We define each constraint as
\[ \Delta p_{\text{min}}(\mu_0, n_0) \]
\[ \Delta p_{\text{max}}(\mu_0, n_0) \]
and eq. (8) for the upper and lower limits. This happens because
\[ \mu / \mu = L \mu L \quad \mu \mu = L \mu L \]
\[ n_{\text{min}}(\mu) = \left\{ \begin{array}{ll}
 n_0 \mu / \mu_L, & \mu_L \leq \mu < \mu_N \\
 n_{\text{max}}(\mu) / \mu H, & \mu_N \leq \mu \leq \mu_H,
\end{array} \right. \]
where \( \mu_N \) is given by the intercept of the causal line and
\[ \mu_c = \sqrt{\frac{\mu_L \mu_H (\mu H H - \mu_L n_L - 2 \Delta p)}{\mu_L n_H - \mu_H n_L}}. \]
\{ \mu_0, n_{\text{min}}(\mu_0) \}, \text{i.e.}, n(\mu) = \frac{\mu_0}{\mu} n_{\text{min}}(\mu_0), \text{and has a phase transition from } n_{\text{min}} \text{ to } n_0 \text{ at } \mu_0. \text{ This construction leads to a lower bound of the pressure as function of } \mu \text{ and } n

\[ p_{\text{min}}(\mu_0, n_0) = p_L + \frac{\mu_0^2 - \mu_L^2}{2 \mu_0} n_{\text{min}}(\mu_0) \]  \hspace{1cm} (12)

In order to find the maximal pressure for a given point, the \( \mu - n \) plane needs to be divided in two different regions. For \( n < n_c(\mu) \) (see eq. (11)), the maximal pressure is obtained by following the maximally stiff causal line terminating at the point itself \( n(\mu) = n_0 \mu / \mu_0 \)

\[ p_{\text{max}}(\mu_0, n_0) = p_L + \frac{\mu_0^2 - \mu_L^2}{2 \mu_0} n_0, \quad n < n_c(\mu). \]  \hspace{1cm} (13)

For \( n > n_c(\mu) \), the above construction would lead to a phase transition at CET point that is inconsistent with the upper integral constraints. Instead, a bound can be obtained by noting that the EoS that maximizes the pressure at \{ \mu_0, n_0 \} is an EoS that minimizes the pressure difference between \( \mu_0 \) and \( \mu_H \). Thus the maximum pressure at that point is given by the difference between \( \Delta p \) and the pressure for the maximally stiff EoS following the causal line starting at \{ \mu_0, n_0 \}

\[ p_{\text{max}}(\mu_0, n_0) = p_H - \frac{\mu_H^2 - \mu_0^2}{2 \mu_0} n_0, \quad n > n_c(\mu). \]  \hspace{1cm} (14)

The simultaneous bounds for \( \mu, n \) and \( p \) are visualized in fig. 3. These constraints can be easily translated into bounds on the \( \epsilon - p \) -plane using the Euler equation \( \epsilon = -p + \mu n \) for a fixed density \( n \). An analytic solution for the envelope of the allowed values of \( p(\epsilon) \) irrespective of \( n \) (green lines in fig. 1 and fig. 4) is given in supplemental material.

Figure 1 shows the allowed range of \( \epsilon \) and \( p \) values with and without imposing the high-density constraint for fixed densities of \( n = 2, 3, 5, \) and \( 10 n_s \), using the standard central renormalization scale commonly used in the literature [63–65]. \( X = 2 \), for pQCD and the "stiff" values for CET. At the density of \( n = 2n_s \), the high-density input does not offer additional constraint. However, strikingly, already at \( n = 3n_s \) the largest pressures are cut off by the integral constraint and only 68% of the \( \epsilon - p \) values remain (given by the ratio of the blue and combined blue and red areas in fig. 1 when plotted in linear scale). At \( n = 5n_s \) only 25% of the allowed region remains whereas at \( n = 10n_s \), the allowed range of values is significantly reduced, now also featuring a cut of the lowest pressures leaving around 6.5% of the total area.

We have checked the stability of these results against the variation of different pQCD and CET limits in table I. While varying the CET parameters has a very small effect on the excluded areas (of the order of line width in fig. 1), varying the pQCD renormalization parameter increases the area in \( \epsilon - p \) -plane. The effect of varying \( X = [1, 4] \) is shown in fig. A1 of the Supplemental Material. The union of allowed areas in range \( X = [1, 4] \) excludes [13%, 64%, 92.8%] of the otherwise allowed area (without pQCD) for \( n = [3, 5, 10] n_s \). The lowest density at which \( p \) and \( \epsilon \) are limited by the high-density input from above is \( n_{\text{min}}(\mu_L) = [2.2, 2.5] n_s \) and from below is \( n_{\text{max}}(\mu_L) = [4.8, 9.0] n_s \) for \( X = [1, 4] \).

IV. SPEED-OF-SOUND CONSTRAINTS

The EoSs that render the boundaries of the allowed regions in fig. 1 and fig. 2 are composed of the most extreme ones. They contain maximal allowed phase transitions and extended density ranges where \( c_s^2 = 1 \). While it is clear that these most extreme EoSs are unlikely to be the physical one, they cannot be excluded with the same level of robustness as those which break the above criteria.

A possible way to quantify how extreme the EoSs are is by imposing a maximal speed of sound \( c_s^2 < c_{s,\text{lim}}^2 < 1 \) that is reached at any density within the interpolation region [27]. In supplemental material we give the generalizations for \( n_{\text{min}} / n_{\text{max}}, p_{\text{min}} / n_{\text{max}}, \) and \( \mu_c \) for arbitrary limiting \( c_{s,\text{lim}}^2 \).

As the maximum speed of sound is reduced, the allowed range of possible \( n(\mu) \) diminishes rapidly leading to tighter bounds on the EoS. This is demonstrated in fig. 4 showing the range of allowed values of \( p(\epsilon) \) at different values of \( c_{s,\text{lim}}^2 \). Interestingly, while the so-called conformal bound — that is, \( c_{s,\text{lim}}^2 = 1/3 \) — is consistent with the high-density constraint, imposing this condition gives an extremely strong constraint and forces the EoS to have a specific shape at all densities.

Decreasing \( c_{s,\text{lim}}^2 \) even further, we eventually close the gap between the lower and upper bounds completely, shown in fig. 4 as a red line. At this specific value of \( c_{s,\text{lim}}^2 = (c_{s,\text{lim}}^2)_{\text{min}} \) the allowed region degenerates into a single line. This is the minimum limiting value for sound
highlight the importance of pursuing both the low- and high-density calculations. Numbers in square brackets show the end point of extrapolation of the CET and pQCD calculations.

V. DISCUSSIONS

Our results demonstrate the nontrivial and robust constraints on the EoS at NS densities arising from pQCD calculations. These constraints are obtained only when interpolating the full EoS $p(\mu)$ instead of its reduced form $p(\epsilon)$.

In order to demonstrate the practical utility of the results we have checked the consistency of the large number of publicly available EoSs [66, 67] against new constraints; see fig. A2 in the Supplemental Material.

The results highlight the complementarity of the high- and low-density calculations. This is further demonstrated in fig. 5 depicting the expected effect of future calculations on the allowed region of $\epsilon-p$-values at $5n_s$ and $10n_s$. We anticipate future results by extrapolating either CET ("stiff") up to $n=2n_s$ using values tabulated in [62] and/or extrapolating the pQCD results ($X=2$) of [55] down to $n=20n_s$ (corresponding to $\mu=2.1$ GeV). Improvements of this magnitude have been suggested, e.g., in [68, 69]. We see that both the low- and high-density calculations have a potential to significantly constrain the EoS in the future and that the greatest benefit is obtained by combining the both approaches given by the overlapping region in fig. 5. These results highlight the importance of pursuing both the low- and high-density calculations in the future.
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Appendix A: Boundaries on the $\epsilon-p$-plane

Utilizing the Euler equation $\epsilon = -p + \mu^2$, one can map bounds from $\mu-n$-plane to the corresponding limits on the $\epsilon-p$-plane. In order to find the extremal allowed values of $p(\epsilon)$, consider lines of fixed enthalpy $h = \epsilon + p = \mu n$.

These lines correspond on one hand to diagonal lines $p(\epsilon) = -\epsilon + h$ on the $\epsilon-p$-plane, and on the other hand to hyperbolas $n(\mu) = h/\mu$ on the $\mu-n$-plane. Therefore, minimizing or maximizing the pressure for a constant $h$ on the $\mu-n$-plane gives the minimal and maximal pressure on the corresponding isenthalpic line on the $\epsilon-p$-plane.

Substituting $n = h/\mu$ in eq. (12) we readily observe that the smallest minimal pressure along isenthalpic line, $p_{\text{min}}(\mu, h/\mu)$, is obtained at smallest value $\mu$ allowed by the constraints, that is, at the crossing of the isenthalpic line and $n_{\text{max}}(\mu)$.

Similarly, substituting $n = h/\mu$ in eq. (13) and eq. (14) we observe that the maximal pressure $p_{\text{max}}(\mu, h/\mu)$ obtains its largest value for the largest value $\mu$ allowed, at the crossing of the isenthalpic line and $n_{\text{min}}(\mu)$.

Therefore the allowed range of values in the $\epsilon-p$-plane is bounded from below by the line $\{\epsilon_{\text{max}}(\mu), p_{\text{min}}(\mu, n_{\text{max}}(\mu))\}$ with $\mu_L < \mu < \mu_H$, where

$$\epsilon_{\text{max}}(\mu) = -p_{\text{min}}(\mu, n_{\text{max}}(\mu)) + \mu n_{\text{max}}(\mu)$$

$$= \left\{\frac{\mu^2 + \mu_n^2}{2\mu_L (\mu_L - \mu_n)}(2\mu_L - \mu_n) - 4\mu^2 \mu_L \mu_H, \mu < \mu_c \right\}$$

$$\frac{1}{4}(\mu^2 \mu_H^2) / \mu_H + \mu_H \mu_n - 2\mu_H, \mu > \mu_c.$$}

This corresponds to the lower bound in fig. 1 and fig. 4. In fig. 3, the line $\{\mu, n_{\text{max}}(\mu), p_{\text{min}}(\mu, n_{\text{max}}(\mu))\}$ corresponds to the dashed green line marked $n_{\text{max}}$.

Similarly the allowed $\epsilon-p$ values are bounded above by $\{\epsilon_{\text{min}}(\mu), p_{\text{max}}(\mu, n_{\text{min}}(\mu))\}$ with

$$\epsilon_{\text{min}}(\mu) = -p_{\text{max}}(\mu, n_{\text{min}}(\mu)) + \mu n_{\text{min}}(\mu)$$

$$= \left\{\frac{\mu^2 \mu_n^2}{2\mu_L (\mu_L - \mu_n)}(2\mu_L - \mu_n) - 2\mu_L, \mu < \mu_c \right\}$$

$$\frac{1}{2}(\mu^2 \mu_H^2) / \mu_H + \mu_H \mu_n - 2\mu_H, \mu > \mu_c.$$}

This corresponds to the upper bound of pressure in fig. 1 and fig. 4. In fig. 3, the line $\{\mu, n_{\text{min}}(\mu), p_{\text{max}}(\mu, n_{\text{min}}(\mu))\}$ corresponds to the dashed green line marked $n_{\text{min}}$.

Additionally, in fig. A1 we present the impact of the pQCD renormalization parameter variation on the allowed area for the fixed number density $5n_s$ and $10n_s$. 

![FIG. 5. The expected impact of future calculations on the theoretical constraints to $\epsilon$ and $p$ at NS densities obtained by extrapolating the CET and pQCD calculations to intermediate densities. Numbers in square brackets show the end point of extrapolation of the CET and pQCD calculations.](image-url)
leads to the minimal and maximal densities at fixed $\mu$ with the additionally imposed integral constraints discussed in the main text for limiting speed of sound $c_s$. The phase transition with largest allowed latent heat takes place at $\mu = \mu_c$ and has the latent heat

$$Q = \epsilon_H - \epsilon_L - \frac{p_H - p_L}{c_s^2}.$$  \hfill (B6)

The line with largest pressure at fixed $\mu$ is given by

$$n_c(\mu) = n_{\text{max}}(\mu) \left( \frac{\mu}{\mu_L} \right)^{1/c_s^2}. \hfill (B7)$$

The minimal and maximal pressures at given point $\{\mu_0, n_0\}$ generalize simply to

$$p_{\text{min}}(\mu_0, n_0) = p_L + \frac{c_s^2}{1 + c_s^2} \left[ \mu_0 - \mu_L \left( \frac{\mu_L}{\mu_0} \right)^{1/c_s^2} \right] n_{\text{min}}(\mu_0) \hfill (B8)$$

and for $n_0 < n_c(\mu_0)$

$$p_{\text{max}}(\mu_0, n_0) = p_L + \frac{c_s^2}{1 + c_s^2} \left[ \mu_0 - \mu_L \left( \frac{\mu_L}{\mu_0} \right)^{1/c_s^2} \right] n_0. \hfill (B9)$$

and for $n_0 > n_c(\mu_0)$

$$p_{\text{max}}(\mu_0, n_0) = p_H + \frac{c_s^2}{1 + c_s^2} \left[ \mu_0 - \mu_H \left( \frac{\mu_H}{\mu_0} \right)^{1/c_s^2} \right] n_0. \hfill (B10)$$

where

$$\mu_c = \left( \frac{\mu_H^{1/c_s^2} \left( c_s^2 (\mu_L n_L - \mu_H n_H + \Delta p) + \Delta p \right)}{c_s^2 \left( n_L \left( \frac{\mu_H}{\mu_L} \right)^{1/c_s^2} - \mu_H \right)} \right)^{c_s^2}. \hfill (B4)$$

For any given $\mu$ the largest allowed latent heat associated to a phase transition is given by

$$Q(\mu) = \mu (n_{\text{max}}(\mu) - n_{\text{min}}(\mu)) \hfill (B5)$$

$$= \frac{\mu}{\mu_L \mu_H} \left( \frac{\mu_H}{\mu_L} \right)^{1/c_s^2} \left( \frac{c_s^2 n_L \mu_H}{\mu_L} \frac{\mu_H^{1/c_s^2} + 1}{\mu_H^{1/c_s^2}} - \mu_L \left( c_s^2 (\mu_L n_L + \Delta p) + \Delta p \right) \right) - \frac{c_s^2}{\mu_H^{1/c_s^2} - \mu_H}.$$  \hfill (B2)

for $\mu < \mu_c$. For $\mu > \mu_c$ the expression is obtained by changing $H \leftrightarrow L$ in the above expression and multiplying the whole expression by $-1$. The phase transition terminating to $\mu, n_L$ with a phase transition at $\mu_H$, or a line of constant speed of sound terminating to $\{\mu_H, n_H\}$ with a phase transition at $\mu_L$. Which of these cases is realised depends on the input parameter values, the criteria for it is given by

$$\frac{p_H - p_L}{\epsilon_H - \epsilon_L} = \frac{\log(\mu_H / \mu_L)}{\log(n_H / n_L)}. \hfill (B11)$$

It can be readily seen from the figure that for $5n_s$ pQCD input excludes 65\% (for $X = 1$) of the otherwise allowed area, and for $X = 2$ only 25\% of the $\epsilon - p$ values is allowed. The expressions for the areas without pQCD constraints are easily obtained by sending $\mu_c \to \infty$ and $n_c \to \infty$ and so taking the expressions corresponding to $\mu < \mu_c$ and $n < n_c$.

**Appendix B: Boundaries with arbitrary $c_{s, \text{lim}}^2$**

In this appendix we give generalizations of the bounds discussed in the main text for limiting speed of sound $c_{s, \text{lim}}^2 = 1$ to arbitrary $c_{s, \text{lim}}^2$.

The line with the constant speed of sound is given by

$$n(\mu) = n_0(\mu/\mu_0)^{1/c_s^2}. \hfill (B1)$$

The assumption that no EoS is allowed to be stiffer than this with the additionally imposed integral constraints leads to the minimal and maximal densities at fixed $\mu$

$$n_{\text{min}} = \begin{cases} n_L \left( \frac{\mu}{\mu_L} \right)^{1/c_s^2}, & \mu < \mu_c \\ \left( \frac{\mu_L}{n_L} \right)^{1/c_s^2} \left( \frac{\mu_H}{\mu_L} \right)^{1/c_s^2} - n_L (\Delta p + \Delta p), & \mu > \mu_c \end{cases} \hfill (B2)$$

and

$$n_{\text{max}} = \begin{cases} n_L \left( \frac{\mu}{\mu_L} \right)^{1/c_s^2}, & \mu < \mu_c \\ \left( \frac{\mu_L}{n_L} \right)^{1/c_s^2} \left( \frac{\mu_H}{\mu_L} \right)^{1/c_s^2} - n_L (\Delta p - \Delta p), & \mu > \mu_c \end{cases} \hfill (B3)$$
If the left hand side of the eq. (B11) is bigger than right hand side than the value for \((c_\text{s}^2)_{\text{lim}}\) is given by the solution of the equation

\[
\int_{\mu_L}^{\mu_H} d\mu n_H \left( \frac{\mu}{\mu_H} \right)^{1/(c_\text{s}^2)_{\text{lim}}} = \Delta p. \tag{B12}
\]

Otherwise the equation reads

\[
\int_{\mu_L}^{\mu_H} d\mu n_L \left( \frac{\mu}{\mu_L} \right)^{1/(c_\text{s}^2)_{\text{lim}}} = \Delta p. \tag{B13}
\]

In general, these equations need to be solved numerically. The another way of computing \((c_\text{s}^2)_{\text{lim}}\) would be finding which of these cases happen first. Instead of using criteria eq. (B11) one can solve both eqs. (B12), (B13) and take maximum of the solutions in order to find \((c_\text{s}^2)_{\text{lim}}\).

**Appendix C: Comparison to publicly available EoSs**

Figure A2 visualises the practical utility of the results by comparing a large number of model EoSs with the new constraints. The set of models contains all zero-temperature EoSs in \(\beta\)-equilibrium from the public CompOSE database [66, 67]. The constraints are applied using the construction for the fixed number density, defined in eqs. (12,13,14). For every given point \(n > 1.1n_\text{s}\) of the EoS we use 3 values: pressure, energy density and number density. We find that a large portion of models in the database violate the conditions within the range provided.

![Consistency of all zero temperature EoSs](image)

**FIG. A2.** Consistency of all zero temperature EoSs in \(\beta\)-equilibrium from the CompOSE database with the new constraints. Green segment ”Consistent” displays where EoS is consistent with the new constraints for any value of \(X\) in the range [1,4]. Yellow segment ”In tension” represents region where EoS is consistent for some values of \(X\) in the range. Red segment ”Not consistent” shows where EoS is not consistent with high-density input for any \(X = [1,4]\). Gray area represents region allowed by the new constraints in the \(\epsilon - p - n\) space for \(X=2\).
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