Comparative Modeling of a Parabolic Trough Collectors Solar Power Plant with MARS Models
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Abstract: Power plants producing energy through solar fields use a heat transfer fluid that lends itself to be influenced and changed by different variables. In solar power plants, a heat transfer fluid (HTF) is used to transfer the thermal energy of solar radiation through parabolic collectors to a water vapor Rankine cycle. In this way, a turbine is driven that produces electricity when coupled to an electric generator. These plants have a heat transfer system that converts the solar radiation into heat through a HTF, and transfers that thermal energy to the water vapor heat exchangers. The best possible performance in the Rankine cycle, and therefore in the thermal plant, is obtained when the HTF reaches its maximum temperature when leaving the solar field (SF). In addition, it is necessary that the HTF does not exceed its own maximum operating temperature, above which it degrades. The optimum temperature of the HTF is difficult to obtain, since the working conditions of the plant can change abruptly from moment to moment. Guaranteeing that this HTF operates at its optimal temperature to produce electricity through a Rankine cycle is a priority. The oil flowing through the solar field has the disadvantage of having a thermal limit. Therefore, this research focuses on trying to make sure that this fluid comes out of the solar field with the highest possible temperature. Modeling using data mining is revealed as an important tool for forecasting the performance of this kind of power plant. The purpose of this document is to provide a model that can be used to optimize the temperature control of the fluid without interfering with the normal operation of the plant. The results obtained with this model should be necessarily contrasted with those obtained in a real plant. Initially, we compare the PID (proportional–integral–derivative) models used in previous studies for the optimization of this type of plant with modeling using the multivariate adaptive regression splines (MARS) model.
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1. Introduction

Nowadays, there is a social movement that is committed to the environment. This has resulted in a greater control over polluting emissions from industries that give us vital support (Kyoto 1992). The Kyoto protocol, which was a commitment to reduce pollution signed by more than 160 countries all over the world, has managed to reduce emissions by 22.6% in 10 years. Many actions have contributed to this achievement. Among them, the use of so-called alternative energy sources has played a relevant role.
One of the major renewable energy sources is the sun. Photovoltaic and solar thermal power plants have proliferated in recent years, and become a relatively mature [1] source of renewable energy. Nowadays, parabolic trough collectors (PTC) solar thermal power plants are the most technically developed, and therefore the most suitable, to test different controller models that assure an optimal behavior of the solar thermal plants, and improve the ones that are currently being used in them. Although studies have been developed in PTC power plants, all of the variables and properties of the materials (density, specific heat, and so on) have been introduced in the solar field (SF) model as parametric equations dependent on the temperature. By doing so, the methodology used to obtain the different controllers in a PTC power plant is very similar to that which would be used for other thermal power plants such as solar power towers, solar dish/engine systems, etc. Therefore, the results obtained with these types of controllers are expected to be very similar in any type of thermal power solar plant.

These PTC plants consist of different systems, as shown roughly in Figure 1:

- **SF (solar field):** Formed by the needed elements to collect solar radiation and transform it into thermal energy. The modeling [2] of diffuse solar radiation at different planes, as well as at ground level, already represents an exclusive field of study in modeling efficient power plants.
- **TES (thermal energy storage):** It contains all of the elements in charge of storing the thermal energy, which is provided when the Sun is not enough. Even when other materials were tested, molten salts present more advantages in terms of security and cost. In any case, some others are being researched. The development of ternary and even quaternary mixtures of different types of salts has been studied [3]. These mixtures give a HTF (heat transfer fluid) with better operational characteristics. The lower melting points of these mixtures reduce the cost of the process by not needing an external energy supply to keep the mixtures melted at night.

The study [4] of new mixtures other than the usual molten salts used as TES, provide satisfactory results in regard to stability, fluidity, and thermal inertia. These investigations could lead, in the near future, to the replacement of the salts in the TES by these types of mixtures, and even the use of the same as HTFs.
- **Gas Heater:** It provides energy for either maintaining the HTF above its melting point at night or on a cloudy day, or helping the SF to increment the power that heats the fluid by using natural gas. This block is used when the molten salt block does not have enough energy to keep the fluid at an adequate temperature. In these cases, some additional energy must be spent in order to maintain the fluid in the liquid state until a new daily period of insolation begins.
- **SG (Steam Generator).** It is formed by a steam generator train which, thanks to the contribution of thermal energy, converts liquid water into steam. This steam drives a turbine connected to an electric generator that produces electricity.

![Figure 1. Schematic figure of energy production in a solar field power plant [5].](image-url)
In the case of the parabolic trough collectors (PTC) solar thermal power plants, the SF is compound by a set of mirrors placed in a parabolic-shaped structure. In the focus of the parabolic, several pipes are distributed along the mirrors. Inside the pipes, there is a HTF that circulates through the SF, absorbing thermal energy from the sun and transferring it to the TES and the SG, producing electricity.

Although other fluids have been analyzed to transfer the thermal energy (e.g., molten salts, water steam, water), and others are being researched (e.g., nanofluids and ionic fluids), most of the PTC power plants use a kind of synthetic oil for this.

As in all power plants, the main purpose is to produce as much as electricity as possible. In thermal plants, this objective implies generating the largest amount of steam. While this goal seems easy in conventional thermal plants, where the energy comes from fuel or gas, in solar plants where heating the fluid depends on an unpredictable energy source—the Sun—this is a major issue, since this source cannot be manipulated.

To produce as much steam as possible, it would be important to have the HTF working at its maximum operating point (around 400 °C). The synthetic oils should not exceed this point, since otherwise they would be degraded before expected.

Several ways to control the heating of the fluid can be found in the literature. Barcia et al. \[5\] described a model of a complete solar field. This model offers a graphic user interface that allows the user to relate the developed blocks with the different parts of a real HTF system. It is scalable, so it could be easily modified to model SFs of different sizes. Since the HTF properties have also been included in blocks, although the proposed model uses synthetic oil as its HTF, other alternatives could be included in a very easy way.

In Reference \[6\], a hybrid model is used. The study is based on data that do not have a common point or a certain response from the same assumption. It starts from the same assumption without a common response, but builds one that serves as an output to model the behavior.

All of them have the objective of the controller in common, which is to keep the fluid temperature at the output of the SF at its maximum level in spite of changes in the solar irradiation, wind, clouds, and so on. To get this objective, the parameter to be controlled is the HTF mass flow in such a way that if the fluid temperature tends to overcome the set point (maximum value), the controller causes the mass flow to increase in such a way that there is not enough time to heat it, and vice versa.

To test different strategies of control without interfering with the normal operation of the plants, models are used. In References \[7–9\], the authors use different algorithms based on artificial intelligence to study the interaction between variables. The advantage of these methods is that they can handle nonlinearities with relative ease, as long as they are based on an appropriate mathematical model.

For example, in Reference \[10\], a means of the chained equations method (MICE) was used to predict the solar radiation index. This is very useful for predictions with large change inertia in a few minutes, and where the most logical variables do not explain the main one, which is the temperature in this case.

In other cases \[11\], the different control strategies of this type of plant or similar are established based on the control of the different variables. It is easy to separate the variables that directly affect the process, study their fluctuations, and then develop control strategies according to the moment and the operating needs.

Analytical models \[10\] can offer a quick and accurate evaluation of the working sequences of this type of plant. The analytical nature of these models provides a picture that clearly explains the main dependencies of the different systems that make up these plants.

In References \[5,12\], the authors develop a model for the whole solar field with all of the mirrors, pipes, and loops of a real 50 MW PTC Solar Plant: La Africana, which is located in Córdoba (Spain). This plant has an installed capacity of 50 MW, and it is capable of producing 180 GWh per year, supplying energy to 100,000 homes. It has a thermal storage system (TES) providing seven hours of autonomy. The SF consists of 225,792 mirrors distributed in 168 loops. In spite of this model’s simplicity, it is accurate enough to test different controllers and compare them with the PID
(proportional–integral–derivative), which is the controller mostly used in these plants. In Reference [13], the authors use this model to compare the PID controller with a PID with feed-forward (PIDFF) and an adaptive predictive expert (ADEX) control, concluding that both of them substantially improve the PID behavior overall when rapid changes in solar irradiation occur.

The objective of this work is to check the suitability of a type of control based on data mining to control the temperature at the output of the SF in such a way that the HTF is always working at its maximum operating point, no matter the value of the disturbances such as solar irradiation, wind velocity, and so on.

Since the fluid is very sensitive to changes in its temperature and should not exceed its maximum operating point, the control of the HTF heating process must be precise and fast. The use of intelligent models as multivariate adaptive regression splines (MARS), where no feedback loop is necessary, have shown a higher precision as well as a shorter answer time than the traditional PID based controllers. This makes these kinds of models very suitable for this application.

In Section 2 (Methods and Data), data mining over splines technology is explained, and how the MARS [6,8,10] algorithm could control the process of heating the HTF. This section also contains an explanation of the protocol that has been used to train the controller in order to get the most accurate results without the necessity of any feedback loop in the process. The system includes knowledge of its own experience. Section 3 (Results and Discussion) outlines the different MARS models that have been tested, as well as which ones were selected for comparison with the PID and PIDFF results obtained in Reference [12]. Finally, some conclusions can be found in Section 4 (Conclusions).

2. Methods and Data

2.1. Multivariate Adaptive Regression Splines Method (MARS)

The MARS model of a dependent variable with M basis functions [14–16], can be written as:

$$\hat{y} = f_M(x) = c_0 + \sum_{m=1}^{M} c_m B_m(x)$$

(1)

where $\hat{y}$ is the dependent variable predicted by the MARS model, $c_0$ is a constant, $B_m(x)$ is the mathematical base function, which can be a simple spline base function, and $c_m$ is the coefficient of the mathematical base function.

The MARS technique builds its model in two stages, the “step forward” and the “step back” [17–19]. In reference to the “step forward”, MARS begins with a model containing only the intercept term, which is the mean of the response values.

At each step, it finds the pair of base functions that give the maximum reduction in the residual sum of squares error. These two base functions are identical, except on one side they’re different from a function of a mirrored hinge that is used for each function. Each new basis function consists of a term that is already used in the model, multiplied by a new hinge function. The hinge function is defined by a variable and a knot, which means that, in order to add a new function base, MARS must search all of the combinations in the following way:

- existing terms (called parent terms in this context),
- all of the variables (to select one of the new basis functions),
- all of the values of each variable (for the knot of the new hinge function).

This process of adding terms continues until the residual error difference is too small to continue, or until the maximum number of terms is reached. The maximum number of terms is specified by the user before starting the construction of the model.
The “step forward” usually builds a model “overfit”. This model has a good fit to the data used to build the model, but will not generalize well to new data. To build a model with better generalization ability, the “step back” pruning model should be used. It removes terms one by one, eliminating the least effective term at each step until the best submodel is found. Subsets of the model are compared using the GCV (generalized cross-validation) criterion described below. The “step back” approach has an advantage over the “step forward”: it can choose any term to remove at any time, while the “step forward” approach in each step can only see the following pair of terms in each step. The “step forward” approach adds terms in couples, but the “step back” approach normally discards one side of the couple, and some terms are not seen as couples in the final model.

To determine which base functions should be included in the model, MARS uses the GCV [16,20,21]. In this way, the GCV is the means of the square residual error divided by a value that depends on the complexity of the model. The criterion for the GCV is defined as follows [17,18]:

$$GCV(M) = \frac{1}{n} \cdot \sum_{i=1}^{n} \left( y_i - \hat{f}_M(x_i) \right)^2 \left( 1 - \frac{C(M)}{n} \right)^2$$  \hspace{1cm} (2)

where $C(M)$ is a complex penalty that increases with the number of base functions of the model defined by [8,10,14,17].

$$C(M) = (M + 1) + d \cdot M$$  \hspace{1cm} (3)

where $M$ is the number of the base functions defined in Equation (1), and the parameter $d$ is a penalty for each function included in the basic base model.

Therefore, the GCV formula penalizes the addition of knots through these penalty parameters. In this sense, the GCV formula adjusts the training into a raw residual sum of square gross (RSS), to take into account the flexibility of the model [16,20,21]. In our study, the parameter $d$ in Equation (3) is equal to 2, and the maximum level of interaction of the spline’s basis function is restricted to 2.

The technique of non-regression is not the best for all situations. The guidelines below are intended to give an idea of the pros and cons of the MARS technique [15–17].

- MARS models are more flexible than linear regression models [10].
- MARS models are easy to understand and interpret [15].
- MARS models can handle continuous and categorical data. MARS tends to be better than recurring division for numeric data, because the hinge functions are more appropriate for numeric variables than the constant segmentation used by recurring division.
- MARS models often require little or no data preparation. The hinge functions automatically divide input data, so the effect of outliers is contained. In this sense, MARS is similar to the recurring division that also divides data into distinct regions, although using a different method.
- MARS, as well as the recurring division, automatically select variables, which means that it includes important variables in the model and excludes those of minor importance. We should bear in mind, however, that the selection of variables is not a solved problem yet, and there is usually some arbitrariness in the selection, especially in the presence of collinearity and concurvity.
- MARS models tend to have a good bias–variance trade-off, and are suitable for handling large data banks [22].
- The models of MARS, as with any other non-parametric regression, cannot directly calculate parameter confidence intervals and other controls in the model (unlike linear regression models). Cross-validation and similar techniques should be used to validate the model instead.
- Sometimes, MARS models do not give as good results as other model types, but can be built much more quickly and are more interpretable. An interpretable model is one that makes the effect of each predictor clear.
MARS models can make predictions more quickly. The prediction function simply has to evaluate the MARS model formula. This is a fast prediction if we make a comparison to making a prediction about a support vector machine (SVM) model for example, where every variable must be multiplied by the corresponding element of every support vector. This can be a slow process if there are many variables and many support vectors.

2.2. Set of Experimental Data

As stated in Section 1 (Introduction), the proposed MARS controller has been implemented in the model described in Reference [5]. In this document, a complete dynamic model of the solar field of a real PTC solar plant is developed. The publication includes the PID controller currently used in the HTF heating process in most PTC solar plants.

This model has been used to check and compare the behavior of the process to different disturbances and input variables when different controllers are used. Thus, in Reference [15], the current PID is compared with a PIDFF and also with an ADEX, concluding that the PID is not the most appropriate regulator when there are abrupt variations in solar radiation. Although with all of those controllers, the error between the real temperature of the solar field output and the set point is negligible (around 0.0025%), with PIDFF, the time to reach the stationary regime is reduced by 78%, compared with a reduction of around 60% with ADEX.

In order to get a MARS controller accurate enough to be used in the HTF heating process, it is important to train it with the highest number of scenarios possible.

The inputs in our control process will be the temperature of the fluid at the input of the solar field ($T_{HTFC}$), as well as possible disturbances that can affect our process: for example, wind speed ($Ws$), solar radiation ($DNI$), ambient temperature ($T_{amb}$), incidence angle ($\phi$), and optical performance of the collectors ($\eta_{opt}$). All of these disturbances are measurable. The original data are organized in the following way (Table 1):

| Process Inputs | Process Output | Disturbances |
|----------------|----------------|--------------|
| THTFC—Cold HTF Temperature | THTFH—Hot HTF Temperature | DNI—Solar Irradiation |
| mHTF—HTF Mass Flow | Tamb—Ambient Temperature | Ws—Wind Speed |
|                   |                 | $\phi$—Incidence Angle |

Table 1. Data organization. HTF: heat transfer fluid.

There are a number of variables that the initial study [5] considers as perturbations, but in our intelligent model, they will be input data that have an impact on the training of the process output.

The objective of this phase is the generation of a control model that would work in an automatic and continuous way. Later, with available daily data, this model will generate optimal flow values for different input variables and disturbances. Note here that the main advantage of this kind of controller is the absence of a feedback loop. If the MARS model has been obtained by including the input variables under many different conditions, the model adapts to other possible new situations by responding to them without needing to know what is in the output of the process.

During the training phase, a representative sample of the set of input values ($T_{amb}$, $T_{HTFC}$, and DNI) is provided, together with the ideal output values ($T_{HTFH}$) that the model should generate for these entries. Therefore, to obtain the MARS control model, it was necessary to train different models that tested combinations of input stimuli and their corresponding outputs. This contributed to improving the response of the MARS models thanks to the progressive improvement in the definition of the training set.

Thus, the response of each model is used in the next model as knowledge learned. Models are trained to enhance the range of training stimuli, which makes it easy to approach a progressive and iterative
final model that adapts better to the set point temperature of the thermal fluid. It must be indicated that
the set point for these data, according to the normal process of the existing solar plant, is 393 °C.

All of the simulations were based on the following methodology:

a. **Input values set definition.** The input data set was obtained by combining artificially generated
signals of sinusoidal, steps, and pulse type, with real measurements of the solar field. Figure 2
shows an example of how sinusoidal signals were generated.

![Figure 2. Sinusoidal input variables.](image)

In the same way, other input signals were generated to be used in the training of the model. Other real input signals taken from the La Africana PTC solar plant in different seasons and different
years were also used to train the MARS controller. Figure 3 shows the input variables of the SF of the
plant in September 2010:

![Figure 3. Real input variables (La Africana—September 2010).](image)

b. **Training data set generation (DS_1).** The input data set generated in step 1 was processed with
the previously published tool [5], and the response of a feedforward PID controller to the above
inputs was obtained: $T_{HTFC}$.
c. **Alternative training data set generation (DS_2).** A second data set was defined from that obtained in step 2 by selecting only those inputs that generate outputs in the range of 390–396 °C, which is the ideal operating range of the plant.

d. **Training of the MARS model with the input data, obtained in the previous steps.**

Figure 4 summarizes the process described above. How the different MARS models have been obtained is explained in Section 3 (see Table 2). Finally, the results obtained with the MARS intelligent model are compared with those provided in the initial study, which were obtained through other algorithms such as the ones shown in Reference [15]: PIDFF and ADEX.

![Diagram of the modeling process]

**3. Results and Discussion**

Different initial models were considered for obtaining the most accurate MARS controller. From DS_1, two models were selected (MARS_1a and MARS_1b). The initial model that came closest to the desired result was further developed. In this first approach, thermal inertia had not been taken into account. An ideal situation of the operations of the power plant was assumed.

The response of these models to disturbances in the input parameters was tested, and specifically, the response to an increase of the temperature of the HTF. In this stage, MARS_1b was considered to be the optimal model in terms of getting a THTFH close to the set point.

Due to the long distance that the fluid must travel from when it enters the SF until it leaves, the thermal power produced is delayed with respect to the received solar irradiation. A variation of temperature at the inlet of the pipe is not seen at the exit until a certain time later. In the case of the solar field pipes, the transport delay is about half an hour for a nominal flow in a typical solar thermal of 50 MW and 168 loops.

If the flow was reduced by half, the transport delay would double. This means that there will be a delay in the thermal power supplied by the solar field with respect to the radiation received, which will be a function of the flow rate of the HTF circulating through it.
In a constant flow rate, an increase of radiation produces variation in the outlet temperature of the loop, which is approximately an increase with a delay with respect to the variation of irradiation. However, in the collectors that join and mix the oil in the loops, the HTF of each loop has a different delay effect depending on the distance to the power block (power island), which is normally located in the center or north of the solar field. This is the main physical cause that will justify the disturbances in model results, which is explained in the next chapter.

The overall effect is that an increment of radiation translates not only into a delay but also into an added filter, which can be assimilated to an overdamped second-order response.

In a second stage, thermal inertia and mass flow were introduced to get more accurate models: MARS_2a and MARS_2b, respectively.

From DS_2, a fifth model (MARS_2c) was generated that took into account both oil thermal inertia and mass flow.

Table 2 shows a summary of the models that have been analyzed with differences between them:

| Model   | Main Features                                      | Training Data                                      |
|---------|---------------------------------------------------|--------------------------------------------------|
| MARS_1a | Standard Initial Model (SIM)                      | Artificial signals (sinusoidal, pulses)           |
| MARS_1b | Standard Initial Model (SIM)                      | Artificial signals (sinusoidal, pulses, sharp step in DNI and knowledge from MARS_1A) |
| MARS_2a | SIM plus thermal inertia effect                   | Artificial signals (sinusoidal, pulses) and optimized knowledge from MARS_1B |
| MARS_2b | SIM plus mass flow effect                         | Artificial signals (sinusoidal, pulses, sharp step in DNI and optimized knowledge from MARS_2A) |
| MARS_2c | SIM plus thermal inertia and mass flow effects    | Artificial signals (sinusoidal, pulses, sharp step in DNI and optimized knowledge from MARS_2B) |

Finally, these models were validated with real data from the operation of La Africana plant, on two different days.

3.1. First Responses

In the first place, responses of the different MARS models to a sharp change in the DNI (from 400 to 900 W/m²) were analyzed. Table 3 shows the results.

| Response | THTFmin (°C) | THTFmax (°C) | Delay Time (s) 1 | Time to THTFmax 2 | Settling Time (s) 3 |
|----------|--------------|--------------|------------------|------------------|--------------------|
| MARS_1a  | 387.50       | 395.20       | 20               | 1500             | 1100               |
| MARS_1b  | 366.00       | 392.97       | 17               | 1100             | 1100               |
| MARS_2a  | 392.25       | 395.34       | 2                | 1980             | 1980               |
| MARS_2b  | 393.09       | 393.71       | 0                | 402              | 2083               |
| MARS_2c  | 391.97       | 392.92       | 0                | 566              | 1935               |

1 Average time among the increase until the output starts to react; 2 Average time among the increase until the oil reaches its maximum temperature; 3 Average time among the increase until the output comes to the permanent regime.

With the first model, called MARS_1a (Table 3), there is no overshoot. The mass flow follows the DNI variation perfectly. However, a short delay between the instant the signal changes and the system response was observed. Although this delay is lower than that in the PID system response [15], its occurrence must be found since the MARS model was trained taking into account the data obtained from the PID with feed-forward system. Moreover, this model stabilizes at 393.5 °C, slightly above the set point 393 °C. It can also be seen that steady state is reached after 1100 s, well before when it is reached with PID (22,000 s) or PID with feed-forward control (5365 s) [15].
It was also observed that, for 400 W/m² radiation, the temperature of 393 °C is never reached, but stays at approximately 387.5 °C, i.e., it is not correctly initialized.

With MARS_1b, although the value reached when the step occurs is closer to the set point, the value with which it is initialized is much lower.

The response of MARS_2a to the sharp step in DNI is better than the one with SIM models (MARS_1a and MARS_1b), in terms of reducing the time until the systems reacts to the step, as well as in the initializing, since the output is much closer to the set point.

The secondary model of this series, called MARS_2b, behaves similarly to the PID control with feed-forward with lower delay and establishment times, but with a slightly higher final temperature.

Regarding the third case, MARS_2c, although it stabilizes after the initialization to a lower value, it is closer to the set point in steady state.

This better behavior in the steady state of this MARS model compared with the former could be due to the “optimization” made in data collection.

Below is a summary of the behavior of different controllers versus the disturbance in the DNI. In this comparative (Table 4) overview, the following parameters have been taken into account:

a. THTFpk: maximum temperature reached by the HTF of the SF when the DNI increases.

b. Setting time: time elapsed from the beginning of the increase in the DNI to the moment when the temperature of the HTF of the SF reaches steady state.

c. Error (%): percentage of error between the temperature of the HTF of the SF in steady state and the set point (established at 393 °C).

| Model   | THTF_{max} (°C) | THTF_{min} (°C) | Settling Time (s) | Error (%) |
|---------|-----------------|-----------------|-------------------|-----------|
| PID     | 488.00          | 393.01          | 33,000            | 0.0025    |
| PIDFF   | 393.70          | 393.01          | 7250              | 0.0025    |
| MARS_2b | 393.71          | 393.33          | 2083              | 0.0840    |
| MARS_2c | 393.07          | 392.97          | 1935              | 0.0178    |

Looking at these results, it can be concluded that, although the methods based on PID controllers (PID and PIDFF) have a better response in terms of the error committed, when it comes to obtaining the shortest possible establishment time, the best option is MARS_2c [+Oil Thermal Inertia; +Mass Flow].

Table 5 defines the algorithm of MARS_2c [+Oil Thermal Inertia; +Mass Flow] model:

| THTF_{i} | Definition                  | Ci        |
|----------|-----------------------------|-----------|
| THTF_1   | 1                           | 433.8601  |
| THTF_2   | h (mHTF-424)                | −0.8421   |
| THTF_3   | h (mHTF-538)                | 2.6682    |
| THTF_4   | h (mHTF-565)                | −1.7243   |
| THTF_5   | h(mHTF-843)                 | −0.1587   |
| THTF_6   | h (1190-mHTF)               | −0.0615   |
| THTF_7   | h (mHTF-1190)               | 0.0500    |
| THTF_8   | h (293-THTFe)               | 1.0003    |
| THTF_9   | h (THTFe-293)               | −0.0371   |
| THTF_10  | h (1190-mHTF) × h (Tamb-30) | 0.0082    |
| THTF_11  | h (1190-mHTF) × h (30-Tamb) | 0.0004    |
| THTF_12  | h (1190-mHTF) × h (DNI-484) | −0.0002   |
| THTF_13  | h (1190-mHTF) × h (484-DNI) | 0.0000    |
| THTF_14  | h (1190-mHTF) × h (DNI-778) | 0.0001    |
| THTF_15  | h (1190-mHTF) × h (THTFe-283) | 0.0018   |
| THTF_16  | h (1190-mHTF) × h (283-THTFe) | −0.0009  |
Figure 5 shows the graphics of the different terms that constitute the MARS model.

![Graphical representation of the terms that constitute the MARS model](image)

**Figure 5.** Graphical representation of the terms that constitute the MARS model: (a) first-order term of the variable mHTF (kg/s); (b) first-order term of the variable THTFC (cold HTF temperature in °C); (c) second-order term of the variables mHTF and ambient temperature; (d) second-order term of the variables mHTF and DNI (W/m²); and (e) second-order term of the variables mHTF and THTFC (cold HTF temperature).

The main variables are reduced to only three: DNI, HTF mass flow, and input HTF temperature. The rest—ambient temperature, wind speed, and angle of incidence—are not considered a consequence of having less registers.

### 3.2. MARS Response to Real Input Data

After the research effort, the different models obtained were validated against the real data of the normal plant operation. Figure 6 shows the different models’ responses as a function of the disturbances of the normal operation of the plant. These disturbances are related to the different and continuous conditions of daily plant operation, such as DNI, wind speed, the defocalization of collectors, and mass flow speed. In this case, real input variables taken on September 2010 in La Africana Solar Plant were used. The models that best follow the set point temperature with a lower setting time were MARS_2b [+Mass Flow] and MARS_2c [+Oil Thermal Inertia; +Mass Flow]. MARS_1b (Initial Data) took longer to reach set point. The reason for the better performance of these second models is that they are an evolution of the first one, with added conditions of control.

Another set of input variables was tested with just the best MARS models: MARS_2b [+Mass Flow] and MARS_2c [+Oil Thermal Inertia; +Mass Flow]. This time, data were taken from the real figures of La Africana in April 2011. The results of the responses can be seen in Figure 7.

In this case, models MARS_2b [+Mass Flow] and MARS_2c [+Oil Thermal Inertia; +Mass Flow] behave in a similar way, although model MARS_2c [+Oil Thermal Inertia; +Mass Flow] provided initial values closer to the set point, with a lower time of initial stabilization.

Table 6 shows the comparison between the different controllers’ responses to the data from April 2011.
Figure 6. Comparison between the MARS model and real input data—September 2010.

Figure 7. Comparison between MARS models and real input data—April 2011.

Table 6. Controllers’ responses to real solar field (SF) data (April 2011). PID: proportional–integral–derivative; PIDFF: PID with feed-forward.

| Model    | THTF_{max} (°C) | THTF_{min} (°C) | Error_{max} (%) | Error_{min} (%) | Total Error (%) |
|----------|-----------------|-----------------|-----------------|-----------------|-----------------|
| PID      | 401.85          | 367.81          | 2.25            | −6.41           | 8.66            |
| PIDFF    | 395.90          | 390.40          | 0.74            | −0.66           | 1.40            |
| MARS_2b  | 395.89          | 390.20          | 0.74            | −0.71           | 1.45            |
| MARS_2c  | 396.09          | 390.60          | 0.79            | −0.61           | 1.40            |

4. Conclusions

The main conclusion is that it is possible to model the control process associated with the heating of the heat transfer fluid through MARS models and data mining techniques.
• Validation of the developed models has been conducted by using real data extracted from the SF, of La Africana, located in Cordoba. The fact that the MARS models respond appropriately to real data confirms the feasibility of this type of model in applications such as the one described.

• When suitably trained, MARS models’ initialization times are around 80% shorter than those obtained with conventional control strategies, which is because MARS control systems are operating in real time and through an open loop, without feedback.

• The settling time after variations in an input is up to 94% shorter than the one achieved with the PID control, and 73% shorter than that obtained with the PIDFF.

• Suitably trained MARS models present a response to variations of the DNI with smaller oscillations than those obtained with PID, and similar to those obtained with the PIDFF.

• It is necessary to take into account in the actual process the inclusion of oil thermal inertia effect through the solar field and the headers when the MARS models are being trained. Any future modeling for direct application must be based on actual data from each thermosolar plant exclusively.

• Input data collection for future modeling shall be expanded with data that follow all the points of the process in real time. We can consider that the input data are not representative of the direct training of a MARS model. We have made use of feedback and training already obtained from the actual PID control of the plant, as a complement to the proposed MARS models.

That the model based on splines can be represented as the sum of several simple polynomials of order two facilitates its implementation in any kind of architecture.

The results obtained demonstrate that data mining techniques are very suitable to model controllers for the heating of the HTF in thermal power solar plants. These types of controllers rise to an important reduction of the response time, which makes them faster than their PID counterparts.

It must also be pointed out that this is the first time that a data-mining-based controller is used in the HTF process of thermal solar plants, with the main advantage of the absence of any type of feedback loop. This largely simplifies the control of the plant, as well as makes it independent of possible sensor failure. Simultaneously, the lack of a feedback loop opens a whole field of study related to the evaluation of the performance of such control techniques.

Although in this case one type of intelligence-based technology has been proven to be suitable and effective, this work sets the basis for the application and evaluation of other intelligent algorithms.
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Glossary

| Abbreviation | Definition                        |
|--------------|----------------------------------|
| PTC          | Parabolic Trough Collector        |
| TES          | Thermal Energy Storage           |
| HTF          | Heat Transfer Fluid              |
| SF           | Solar Field                      |
| SG           | Steam Generator                  |
| PDI          | Proportional Integral Derivative  |
| PIDFF        | PDI with Feedforward             |
| MARS         | Multivariate Adaptive Regression Splines |
| GCV          | Generalized Cross Validation      |
| SVM          | Support Vector Machine           |
HTFC | HTF Cold Temperature in the solar field  
HTFH | HTF Hot Temperature in the solar field  
HTFpk | Maximum HTF Hot Temperature in the solar field  
mHTF | HTF Mass Flow  
W_s | Wind Speed  
DNI | Direct Normal Irradiance  
Tamb | Ambient Temperature  
φ | DNI incident angle  
η_{opt} | Optical performance of the collectors
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