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In this article, common fixed-point theorems for self-mappings under different types of generalized contractions in the context of the cone $b_2$-metric space over the Banach algebra are discussed. The existence results obtained strengthen the ones mentioned previously in the literature. An example and an application to the infinite system of integral equations are also presented to validate the main results.

1. Introduction and Preliminaries

Gähler [1] proposed the definition of 2-metric spaces as a generalization of an ordinary metric space. He defined that $d(s, m, z)$ geometrically represents the area of a triangle with vertices $s, m, z \in \mathbb{N}$. 2-metric is not a continuous function of its variables. This was one of the key drawbacks of the 2-metric space while an ordinary metric is a continuous function.

Keeping these drawbacks in mind, Dhage [2], in his PhD thesis, proposed a concept of the $D$-metric space as a generalized version of the 2-metric space. He also defined an open ball in such spaces and studied other topological properties of the mentioned structure. According to him, $D(s, m, z)$ represented the perimeter of a triangle. He stated that the $D$-metric induced a Hausdorff topology and in the $D$-metric space, the family of all open balls forms a basis for such topology.

Later, Mustafa and Sims [3] illustrate that the topological structure of Dhage’s $D$-metric is invalid. Then, they revised the $D$-metric and expanded the notion of a metric in which each triplet of an arbitrary set is given a real number called as the $G$-metric space [4].

In addition, the definition of the $D^{*}$-metric space is proposed by Sedghi et al. [5] as an updated version of Dhage’s $D$-metric space. Later, they analyzed and found that $G$-metric and $D^{*}$-metric have shortcomings. Later, they proposed a new simplified structure called the $S$-metric space [6].

On the other hand, by swapping the real numbers with the ordered Banach space and established cone metric space, Huang and Zhang [7] generalized the notion of a metric space and demonstrated some fixed-point results of contractive maps using the normality condition in such spaces. Rezapour and Hambarani [8] subsequently ignored the normality assumption and obtained some generalizations of the Huang and Zhang [7] results. However, it should be noted that the equivalence between cone metric spaces and metric spaces has been developed in recent studies by some scholars in the context of the presence of fixed points in the mapping involved. Liu and Xu [9] proposed the concept of a cone metric space over the Banach algebra in order to solve these shortcomings by replacing the Banach space with the...
Banach algebra. This became an interesting discovery in the study of fixed-point theory since it can be shown that cone metric spaces over the Banach algebra are not equal to metric spaces in terms of the presence of the fixed points of mappings. Among these generalizations, by generalizing the cone 2-metric spaces [10] over the Banach algebra and $b_2$-metric spaces [11], Fernandez et al. [12] examined cone $b_1$-metric spaces over the Banach algebra with the constant $b \geq 1$. In the setting of the new structure, they proved some fixed-point theorems under different types of contractive mappings and showed the existence and uniqueness of a solution to a class of system of integral equations as an application.

Recently, in 2020, Islam et al. [13] initiated the notion of the cone $b_2$-metric space over the Banach algebra with constant $b \geq e$ which is a generalization of the definition of Fernandez et al. [12]. They proved some fixed-point theorems under $a$-admissible Hardy-Rogers contractions which generalize many of the results from the existence literature, and as an application, they proved results which guarantee the existence of solution of an infinite system of integral equations.

In 1973, Hardy and Rogers [14] proposed a new definition of mappings called the contraction of Hardy-Rogers that generalizes the theory of the Banach contraction and the theorem of Reich [15] in a metric space setting. For other related work about the concept of Hardy-Rogers contractions, see, for instance, [16, 17] and the references therein.

We recollect certain essential notes, definitions required, and primary results consistent with the literature.

**Definition 1** (see [18]). Consider $\mathcal{H}$ the Banach algebra which is real, and the multiplication operation is defined under the below properties (for all $s, m, z \in \mathcal{H}$, $\rho \in \mathbb{R}$):

(a$_1$) $(sm)z = s(mz)$

(a$_2$) $s(m + z) = sm + sz$ and $(s + m)z = sz + mz$

(a$_3$) $\rho(sm) = (\rho s)m = s(\rho m)$

(a$_4$) $\|sm\| \leq \|s\|\|m\|$

Unless otherwise stated, we will assume in this article that $\mathcal{H}$ is a real Banach algebra. If $s \in \mathcal{H}$ occurs, we call $e$ the unit of $\mathcal{H}$, so that $es = se = s$. We call $\mathcal{H}$ a unital in this case. If an inverse element $m \in \mathcal{H}$ exists, the element $s \in \mathcal{H}$ is said to be invertible, so that $sm = ms = e$. The inverse of $s$ in such case is unique and is denoted by $s^{-1}$. We require the following propositions in the sequel.

**Proposition 2** (see [18]). Consider the unital Banach algebra $\mathcal{H}$ with unit $e$, and let $s \in \mathcal{H}$ be the arbitrary element. If the spectral radius $r(s) < 1$, i.e.,

$$
    r(s) = \lim_{n \to \infty} \|s^n\|^{1/n} = \inf \|s^n\|^{1/n} < 1,
$$

then $e - s$ is invertible. In fact,

$$
    (e - s)^{-1} = \sum_{k=1}^{\infty} s^k.
$$

**Remark 3.** We see from [18] that $r(s) \leq \|s\|$ for all $s \in \mathcal{H}$ with unit $e$.  

**Remark 4** (see [19]). In Proposition 2, by replacing “$r(s) < 1$” by $\|s\| \leq 1$, then the conclusion remains the same.

**Remark 5** (see [19]). If $r(s) < 1$, then $\|s^n\| \to 0$ as $n \to \infty$.

**Definition 6.** Consider the Banach algebra $\mathcal{H}$ with unit element $e$, zero element $\theta_{\mathcal{H}}$, and $C_{\mathcal{H}} \neq \emptyset$. Then, $C_{\mathcal{H}} \subset \mathcal{H}$ is a cone in $\mathcal{H}$ if:

- $(b_1) \ e \in C_{\mathcal{H}}$
- $(b_2) \ C_{\mathcal{H}} + C_{\mathcal{H}} \subset C_{\mathcal{H}}$
- $(b_3) \ \lambda C_{\mathcal{H}} \subset C_{\mathcal{H}}$ for all $\lambda \geq 0$
- $(b_4) \ C_{\mathcal{H}} \cdot C_{\mathcal{H}} \subset C_{\mathcal{H}}$
- $(b_5) \ C_{\mathcal{H}} \cap (-C_{\mathcal{H}}) = \{\theta_{\mathcal{H}}\}$

Define the partial order relation $\leq$ in $\mathcal{H}$ w.r.t $C_{\mathcal{H}}$ by $s \leq m$ if and only if $m - s \in C_{\mathcal{H}}$; also, $s < m$ if $s \leq m$ while $s \ll m$ stands for $m - s \in \text{int} \ C_{\mathcal{H}}$, where $\text{int} C_{\mathcal{H}}$ is the interior of $C_{\mathcal{H}}$. $C_{\mathcal{H}}$ is solid if $\text{int} C_{\mathcal{H}} \neq \emptyset$.

If there is $M > 0$ such that for all $s, m \in C_{\mathcal{H}}$, we have

$$
    \theta_{\mathcal{H}} \ll s \ll m \implies \|s\| \leq M\|m\|,
$$

then $C_{\mathcal{H}}$ is normal. If $M$ is least and positive in the above, then it is the normal constant of $C_{\mathcal{H}}$ [7].

**Definition 7** (see [7, 9]). Let $d : \mathbb{N} \times \mathbb{N} \to \mathcal{H}$ and $\mathbb{N} \neq \emptyset$ be the mapping:

- $(c_1)$ For all $s, m \in \mathbb{N}$, $d(s, m) \geq \theta_{\mathcal{H}}$ and $d(s, m) = \theta_{\mathcal{H}}$ if and only if $s = m$
- $(c_2)$ For all $s, m \in \mathbb{N}$, $d(s, m) = d(m, s)$
- $(c_3)$ For all $s, m, z \in \mathbb{N}$, $d(s, z) \leq d(s, m) + d(m, z)$

Then, $(\mathbb{N}, d)$ over the Banach algebra $\mathcal{H}$ with cone metric $d$ is a cone metric space.

In [20], over the Banach algebra with constant $b \geq 1$, the cone $b$-metric space is introduced as a generalization of the cone metric space over the Banach algebra while in Mitrovic and Hussain [16], over the Banach algebra with parameter $b \geq e$, the concept of cone $b$-metric spaces is introduced.

**Definition 8** (see [16]). Let $d : \mathbb{N} \times \mathbb{N} \to \mathcal{H}$ and $\mathbb{N} \neq \emptyset$ be the mapping:

- $(e_1)$ For all $s, m \in \mathbb{N}$, $\theta_{\mathcal{H}} \ll d(s, m)$ and $d(s, m) = \theta_{\mathcal{H}}$ if and only if $s = m$
- $(e_2)$ For all $s, m \in \mathbb{N}$, $d(s, m) = d(m, s)$
- $(e_3)$ There is $b \in C_{\mathcal{H}}$, $b \geq e$, and for all $s, m, z \in \mathbb{N}$, $\theta_{\mathcal{H}} \ll b[d(s, m) + d(m, z)]$

Then, $(\mathbb{N}, d)$ over the Banach algebra $\mathcal{H}$ with cone $b$-metric $d$ is a cone $b$-metric space. Note that if we take $b = e$, then it reduces to the cone metric space over the Banach algebra $\mathcal{H}$.

**Definition 9** (see [1]). Let $d : \mathbb{N} \times \mathbb{N} \to \mathbb{R}^+$ and $\mathbb{N} \neq \emptyset$:

- $(f_1)$ There is a point $z \in \mathbb{N}$ for $s, m \in \mathbb{N}$ such that $d(s, m, z) \neq 0$, if at least two of $s, m, z$ are not equal
cone 2-metric space. We refer the reader to [21] for other

Definition 10 (see [12]). Let \( d : \mathbb{N} \times \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{H}, \mathbb{N} \neq \emptyset, \)
and \( b \geq 1 \) be a real number:

- \((g_1)\) There is a point \( z \in \mathbb{N} \) for \( s, m \in \mathbb{N} \) such that \( d(s, m, z) \neq \theta_{\mathbb{H}} \) if at least two of \( s, m, z \) are equal
- \((g_2)\) \( d(s, m, z) = \theta_{\mathbb{H}} \) if and only if at least two of \( s, m, z \) are equal

Then, \((\mathbb{N}, d)\) over the Banach algebra \( \mathbb{H} \) with parameter \( b \geq 1 \) is a cone \( b_2 \)-metric space. By taking \( b = 1 \), it becomes a cone 2-metric space. We refer the reader to [21] for other details about the cone 2-metric space over the Banach algebra \( \mathbb{H} \).

Islam et al. [13] initiated the concept of the cone \( b_2 \)-metric space over the Banach algebra \( \mathbb{H} \) with parameter \( b \geq e \).

Definition 11 (see [13]). Let \( d : \mathbb{N} \times \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{H} and \mathbb{N} \neq \emptyset: \)

- \((h_1)\) There is a point \( z \in \mathbb{N} \) for \( s, m \in \mathbb{N} \) such that \( d(s, m, z) \neq \theta_{\mathbb{H}} \) if at least two of \( s, m, z \) are equal
- \((h_2)\) \( d(s, m, z) = \theta_{\mathbb{H}} \) if at least two of \( s, m, z \) are equal
- \((h_3)\) \( d(s, m, z) = d(P(s, m, z)) \) for all \( s, m, z \in \mathbb{N} \), where \( P(s, m, z) \) stands for all permutations of \( s, m, z \)

Then, \((\mathbb{N}, d)\) over the Banach algebra with parameter \( b \geq e \) is a cone \( b_2 \)-metric space. By taking \( b = e \), it reduces to a cone 2-metric space.

Example 12 (see [13]). Let \( \mathbb{H} = C^\infty_{\mathbb{R}}[0, 1] \). For each \( h(t) \in \mathbb{H} \), \( \|h(t)\|_\infty + \|h(t)\|_\infty \). Then, \( \mathbb{H} \) is a Banach algebra with unit \( e = 1 \) as a constant function, and multiplication is defined pointwise. Let \( C^\infty_{\mathbb{R}} = \{h(t) \in \mathbb{H} | h(t) \geq 0, t \in [0, 1]\} \). Then, \( C^\infty_{\mathbb{R}} \) is a cone in \( \mathbb{H} \). Let \( N = \{(k, 0) \in \mathbb{R}^2 | |0 \leq k \leq 1\} \cup \{(0, 1)\} \). For all \( S, M, Z \in \mathbb{N} \), define \( d : \mathbb{N} \times \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{H} \) as

\[
d(S, M, Z) = \begin{cases} d(P(S, M, Z)), & P \text{ denotes permutations,} \\
\Delta \cdot h(t), & \text{otherwise,}
\end{cases}
\]

where \( \Delta \) is the square of the area of the triangle formed by \( S, M, Z \) and \( h : [0, 1] \rightarrow \mathbb{H} \) defined by \( h(t) = e^t \). Consider

\[
d((s, 0), (m, 0), (0, 1)) \cdot e^d = d((s, 0), (m, 0), (0, 1)) \cdot e^d
\]

\[
+ d((s, 0), (z, 0), (0, 1)) \cdot e^d
\]

\[
+ d((z, 0), (m, 0), (0, 1)) \cdot e^d.
\]

That is, \( 1/4(s - m)^2 \cdot e^d \leq 1/4((s - z)^2 + (z - m)^2) \cdot e^d \), showing that \( d \) is not a cone 2-metric, because \( -1/4s \in C_{\mathbb{R}}^\infty \)
for \( 0 \leq s, m, z \leq 1 \) with \( z = 1/2, m = 0, \) and \( s = 1 \). But for \( b \geq 2 \)
\( C^\infty_{\mathbb{R}} \) is a cone \( b_2 \)-metric space over the Banach algebra \( \mathbb{H} \).

Consider that \((\mathbb{N}, d)\) is a cone \( b_2 \)-metric space over the Banach algebra \( \mathbb{H} \) with \( b \geq e \), and let \( \{s_n\} \) be a sequence in \((\mathbb{N}, d)\); then,

- \((i_1)\) \( \{s_n\} \) is said to converge to \( s \in \mathbb{N} \) if for every \( c \gg \theta_{\mathbb{H}} \)

\[
\lim_{n \rightarrow \infty} s_n = s \quad \text{or} \quad s_n \quad \text{is complete if every Cauchy sequence is convergent in} \mathbb{N}.
\]

Definition 14 (see [22]). Let a sequence \( \{s_n\} \) be in \( \mathbb{H} \); then

- \( \{s_n\} \) is a \( c \)-sequence, if for each \( c \gg \theta_{\mathbb{H}} \) there is \( \mathbb{N} \in \mathbb{N} \) such that \( s_n \ll c \) for all \( n > \mathbb{N} \).

Lemma 15 (see [23]). Consider the Banach algebra \( \mathbb{H} \) and int \( C^\infty_{\mathbb{R}} \). Also, consider \( \{s_n\} \) a \( c \)-sequence in \( \mathbb{H} \) and \( k \in \mathbb{C} \), where \( k \) is arbitrary; then, \( \{ks_n\} \) is a \( c \)-sequence.

Lemma 16 (see [23]). Consider the Banach algebra \( \mathbb{H} \) and int \( C^\infty_{\mathbb{R}} \). Let \( \{s_n\} \) and \( \{z_n\} \) be \( c \)-sequences in \( \mathbb{H} \). Then, for arbitrary \( \eta, \zeta \in \mathbb{C} \), we have \( \{\eta s_n + \zeta z_n\} \) which is also a \( c \)-sequence.

Lemma 17 (see [23]). Consider the Banach algebra \( \mathbb{H} \) and int \( C^\infty_{\mathbb{R}} \). Let \( \{s_n\} \subset C^\infty_{\mathbb{R}} \) such that \( \|s_n\| \rightarrow 0 \) as \( n \rightarrow \infty \). Then, \( \{s_n\} \) is a \( c \)-sequence.

Lemma 18 (see [19]). Let \( \mathbb{H} \) be the Banach algebra, \( e \) be their unit element, and \( m, s \in \mathbb{H} \). If \( m, s \) commutes, then

\[
(k_1) \quad r(s + m) \leq r(s) + r(m)
\]

\[
(k_2) \quad r(sm) \leq r(s)r(m)
\]

Lemma 19 (see [19]). Consider the Banach algebra \( \mathbb{H} \) and \( s \in \mathbb{H} \). If \( 0 \leq r(s) < 1 \), then

\[
r((e - s)^{-1}) \leq (1 - r(s))^{-1}.
\]
Lemma 20 (see [24]). Consider the Banach algebra $\mathcal{U}$, $e$ is their unit element, and $\mathcal{C}_g \neq \emptyset$. Let $L \in \mathcal{U}$ and $s_n = L^n$. If $r(L) < 1$, then $\{s_n\}$ is a $c$-sequence.

Lemma 21 (see [25]). Let $\mathcal{C}_g \subset \mathcal{U}$ be a cone.

(i) If $s, m \in \mathcal{U}$, $k \in \mathcal{C}_g$, and $m \leq s$, then $km = sk$.

(ii) For any $k \leq 1$, $r(k^n) < 1$, and $m = km$, then $m = 0$.

(iii) For any $n \in \mathbb{N}$, $r(k^n) < 1$ with $k \in \mathcal{C}_g$ and $r(k) < 1$.

Lemma 22 (see [26]). Consider the Banach algebra $\mathcal{U}$ and $\mathcal{C}_g \neq \emptyset$.

Let $m = \infty$ if $m \in \mathcal{C}_g$, and $m < c$ if $m \notin \mathcal{C}_g$, then $m = 0$.

Lemma 23 (see [21]). Consider the Banach algebra $\mathcal{U}$ and $\mathcal{C}_g \neq \emptyset$. Let $m \in \mathcal{U}$, and suppose that $k \in \mathcal{C}_g$ is an arbitrary given vector such that $m \leq c$ for any $\theta_g \leq c$, then $km \leq c$ for any $\theta_g \leq c$.

Lemma 24 (see [27]). Consider the Banach algebra $\mathcal{U}$ and $\mathcal{C}_g \neq \emptyset$. Let $\theta_g \leq m \leq c$ for each $\theta_g \leq c$, then $m = 0$.

Lemma 25 (see [27]). Consider the Banach algebra $\mathcal{U}$ and $\mathcal{C}_g \neq \emptyset$. If $\|s_n\| \to 0$ as $n \to \infty$, then for each $\theta_g$, there is $\eta \in \mathbb{N}$ with $n > \eta$, such that $s_n \leq \eta$.

Definition 26 (see [28]). Let $g$ and $f$ be self-maps of a set $\mathcal{X}$. If $m = gs = fs$ for some $s \in \mathcal{X}$, then for $g$ and $f$, $s$ is known as a coincidence point and $m$ is known as a point of coincidence of $g$ and $f$.

Definition 27 (see [29]). The mappings $g, f : \mathcal{X} \to \mathcal{X}$ are said to be weakly compatible, whenever $fs = gs$ and $fg = gs$ for any $s \in \mathcal{X}$.

Lemma 28 (see [28]). Let the mappings $g$ and $f$ be weakly compatible self-maps of a set $\mathcal{X}$. If $g$ and $f$ have a unique point of coincidence $m = fs = gs$, then $m$ is the unique common fixed point of $g$ and $f$.

2. Main Results

In this section, in the framework of the cone $b_2$-metric space over Banach algebras with parameter $b \geq e$, we prove some common fixed-point results.

Proposition 29. Let $(\mathcal{X}, d)$ over the Banach algebra $\mathcal{U}$ be the complete cone $b_2$-metric space and $\mathcal{C}_g \neq \emptyset$ be a cone in $\mathcal{U}$. If a sequence $\{s_n\}$ in $\mathcal{X}$ converges to $s \in \mathcal{X}$, then we have the following:

(i) $\{d(s_n, s, a)\}$ is a $c$-sequence for all $a \in \mathcal{X}$

(ii) For any $a \in \mathcal{X}$, $\{d(s_n, s, s_n a, a)\}$ is a $c$-sequence for all $a \in \mathcal{X}$

Proof. Since the proof is easy, we left it.

Now, we here state and prove our first main results which generalize and extend many of the conclusions from the existence literature.

Theorem 30. Let $(\mathcal{X}, d)$ over the Banach algebra $\mathcal{U}$ be a cone $b_2$-metric space with $b \geq e$ and $\mathcal{C}_g \neq \emptyset$ be a cone in $\mathcal{U}$. Let $\{E_i\}_{i=1}^{\infty}$, $\{F_i\}_{i=1}^{\infty}$, $\{G_k\}_{k=1}^{\infty}$, and $\{H_l\}_{l=1}^{\infty}$ be four families of self-mappings on $\mathcal{X}$. For all $i, j, k, l \in \mathbb{N}$, if a sequence $\{n_i\}_{i=1}^{\infty}$ exists of nonnegative integers, such that $s_n \equiv 0$, $\|s_n\| \to 0$ as $n \to \infty$, then $\theta_g = m \leq c$ for each $\theta_g \leq c$, then $m = 0$.

\begin{equation}
\begin{aligned}
d(E_n^i(s), F_n^j(m), a) &\leq \theta_g d(G_k^i(s), H_l^j(m), a) \\
&+ \theta_g d(G_k^i(s), E_n^j(s), a) \\
&+ \theta_g d(H_l^j(m), F_n^j(m), a) \\
&+ \theta_g d(G_k^i(s), F_n^j(m), a) \\
&+ \theta_g d(H_l^j(m), F_n^j(m), a),
\end{aligned}
\end{equation}

where $\theta_g, \theta_j, \theta_k, \theta_l \in \mathcal{C}_g$ with $\sum_{i=1}^{\infty} r(\theta_g) + 2r(\theta_j) = 1$, $r(\theta_k) < 1$, and $r(\theta_l) < 1$. Let $E_i(\mathcal{X}) \subseteq H_j(\mathcal{X})$, $F_i(\mathcal{X}) \subseteq G_k(\mathcal{X})$, and one of $E_i(\mathcal{X})$, $G_k(\mathcal{X})$, and $H_l(\mathcal{X})$ be a complete subspace of $\mathcal{X}$ for each $i, j, k, l \geq 1$, then $\{E_i\}_{i=1}^{\infty}$, $\{F_i\}_{i=1}^{\infty}$, $\{G_k\}_{k=1}^{\infty}$, and $\{H_l\}_{l=1}^{\infty}$ have a unique point of coincidence in $\mathcal{X}$. Moreover, if $\{F_i, G_k\}$, $\{E_i, G_k\}$, $\{E_i, F_l\}$ are weakly compatible, respectively, then $\{E_i\}_{i=1}^{\infty}$, $\{F_i\}_{i=1}^{\infty}$, $\{G_k\}_{k=1}^{\infty}$, and $\{H_l\}_{l=1}^{\infty}$ have a unique common fixed point.

Proof. Set $E_n^i = S_{2i+1}$, $F_n^j = T_{2j+2}$, $G_k^i = I_{2k+3}$, and $H_l^j = I_{2l+2}$, $i, j, k, l \geq 1$. Then, by (8), we have

\begin{equation}
\begin{aligned}
d(S_{2i+1}(s), T_{2j+2}(m), a) &\leq \theta_g d(I_{2k+3}(s), I_{2l+2}(m), a) \\
&+ \theta_g d(I_{2k+3}(s), S_{2i+1}(s), a) \\
&+ \theta_g d(I_{2l+2}(m), T_{2j+2}(m), a) \\
&+ \theta_g d(I_{2l+2}(m), S_{2i+1}(s), a) \\
&+ \theta_g d(I_{2l+2}(m), S_{2i+1}(s), a),
\end{aligned}
\end{equation}

Choose $s_0 \in \mathcal{X}$ to be arbitrary. Since $E_i(\mathcal{X}) \subseteq H_j(\mathcal{X})$ and $F_i(\mathcal{X}) \subseteq G_k(\mathcal{X})$ for each $i, j, k, l \geq 1$, there exists $s_1, s_2 \in \mathcal{X}$ such that $S_1(s_0) = S_2(s_1)$ and $T_2(s_1) = I_3(s_2)$. Continuing this process, we can define $\{s_n\}$ by $S_{2n+1}(s_{2n}) = I_{2n+2}(s_{2n+1})$ and $T_{2n+2}(s_{2n+1})$. Denote $\mu_{2n} = \mu_{2n+1}$ for $n = 0, 1, 2, \ldots$. Now, we show that $\{\mu_n\}$ is a Cauchy sequence.
From (9), we know that

\[
d(\mu_{2n}, \mu_{2n+1}, a) = d(S_{2n+1}(s_{2n}), T_{2n+2}(s_{2n+1}), a) \\
\leq \theta_1 d(I_{2n+1}(s_{2n}), J_{2n+2}(s_{2n+1}), a) \\
+ \theta_2 d(I_{2n+1}(s_{2n}), S_{2n+1}(s_{2n}), a) \\
+ \theta_3 d(J_{2n+2}(s_{2n+1}), T_{2n+2}(s_{2n+1}), a) \\
+ \theta_4 d(J_{2n+1}(s_{2n}), T_{2n+2}(s_{2n+1}), a) \\
+ \theta_5 d(J_{2n+2}(s_{2n+1}), S_{2n+1}(s_{2n}), a)
\]

\[
= \theta_1 d(\mu_{2n-1}, \mu_{2n}, a) + \theta_2 d(\mu_{2n-1}, \mu_{2n}, a) \\
+ \theta_3 d(\mu_{2n+1}, \mu_{2n-1}, a) + \theta_4 d(\mu_{2n+1}, \mu_{2n+1}, a) \\
+ \theta_5 d(\mu_{2n+1}, \mu_{2n+1}, a) \\
+ \theta_6 d(\mu_{2n+1}, \mu_{2n+1}, a) \\
+ \theta_7 d(\mu_{2n+1}, \mu_{2n+1}, a).
\]  

(10)

As \(d(\mu_{2n}, \mu_{2n+2}, \mu_{2n+1}) = \theta_{\mu'}\), therefore (14) becomes

\[
(e - \theta_2 - \theta_3 b) d(\mu_{2n+2}, \mu_{2n+1}, a) \leq \theta_1 + \theta_2 + \theta_3 b) d(\mu_{2n+1}, \mu_{2n+1}, a),
\]

that is,

\[
d(\mu_{2n+2}, \mu_{2n+1}, a) \leq L_2 d(\mu_{2n+1}, \mu_{2n+1}, a),
\]

where \(L_2 = (e - \theta_2 - \theta_3 b)^{-1}(\theta_1 + \theta_2 + \theta_3 b)\). Set \(K = L_1 L_2\), and using inequalities (13) and (16), we deduce that

\[
d(\mu_{2n+2}, \mu_{2n+1}, a) \leq L_2 d(\mu_{2n+1}, \mu_{2n+1}, a) \\
\leq L_2 L_1 L_2 d(\mu_{2n+1}, \mu_{2n+1}, a) \\
= \cdots L_2 K^n d(\mu_{2n+1}, \mu_{2n+1}, a),
\]

\[
d(\mu_{2n+3}, \mu_{2n+2}, a) \leq L_1 d(\mu_{2n+2}, \mu_{2n+1}, a) \\
\leq L_1 L_2 K^n d(\mu_{2n+1}, \mu_{2n+1}, a) \\
= K^{n+1} d(\mu_{2n+1}, \mu_{2n+1}, a).
\]  

(18)

In this case, for all \(t < n\), similar to (17) and (18), we have

\[
d(\mu_{2n+1}, \mu_{2n+2}, \mu_{2n+1}) = L_2 K^{n-1} d(\mu_{2n+1}, \mu_{2n+2}, \mu_{2n+1}) = \theta_{\mu'},
\]

\[
d(\mu_{2n+1}, \mu_{2n+2}, \mu_{2n+1}) = K^{n-1} d(\mu_{2n+1}, \mu_{2n+2}, \mu_{2n+1}) = \theta_{\mu'},
\]

\[
d(\mu_{2n+1}, \mu_{2n+2}, \mu_{2n+1}) = K^{n-1} d(\mu_{2n+1}, \mu_{2n+2}, \mu_{2n+1}) = \theta_{\mu'},
\]

\[
d(\mu_{2n+1}, \mu_{2n+2}, \mu_{2n+1}) = L_2 K^{n-1} d(\mu_{2n+1}, \mu_{2n+2}, \mu_{2n+1}) = \theta_{\mu'}.
\]  

(19)

Therefore, for all \(m < n, a \in \mathbb{N}\), and using the above inequalities, we have
\[ d(\mu_{2n+1}, \mu_{2m+1}, a) \leq b d(\mu_{2n+1}, \mu_{2m+1}, \mu_{2n}) + b^2 d(\mu_{2n+1}, \mu_{2m+1}, a) + b^2 d(\mu_{2n}, \mu_{2m+1}, a) = b d(\mu_{2n+1}, \mu_{2m+1}, a) + b^2 d(\mu_{2n}, \mu_{2m+1}, \mu_{2n}) + b^2 d(\mu_{2n}, \mu_{2m+1}, a) \]

Continuing this process, we get

\[ d(\mu_{2n+1}, \mu_{2m+1}, a) \leq b d(\mu_{2n+1}, \mu_{2m+1}, a) + b^2 d(\mu_{2n+1}, \mu_{2m+1}, a) + b^2 d(\mu_{2n+1}, \mu_{2m+1}, a) + b^2 d(\mu_{2n+1}, \mu_{2m+1}, a) + \ldots + b^{n-3} d(\mu_{2n+1}, \mu_{2m+1}, a) + b^{n-2} d(\mu_{2n+1}, \mu_{2m+1}, a) + b^{n-1} d(\mu_{2n+1}, \mu_{2m+1}, a) = b^{n-3} \sum_{r=0}^{\infty} (b^{-2} K)^r d(\mu_{2n+1}, \mu_{2m+1}, a) \]

That is,

\[ d(\mu_{2n+1}, \mu_{2m+1}, a) \leq b^{n-3} \sum_{r=0}^{\infty} (b^{-2} K)^r (K^{n+1} b^{-m-2} + L_2 K^m b^{-m-1}) d(\mu_{2n+1}, \mu_{2m+1}, a) \]

where \( M = (e - b^{-2} K)^{-1} (K b^{-m-2} + L_2 b^{-m-1}) \).

Similarly, we have

\[ d(\mu_{2n+1}, \mu_{2m+1}, a) \leq b d(\mu_{2n+1}, \mu_{2m+1}, a) + b^2 d(\mu_{2n+1}, \mu_{2m+1}, a) + b^2 d(\mu_{2n+1}, \mu_{2m+1}, a) + b^2 d(\mu_{2n+1}, \mu_{2m+1}, a) + \ldots + b^{n-3} d(\mu_{2n+1}, \mu_{2m+1}, a) + b^{n-2} d(\mu_{2n+1}, \mu_{2m+1}, a) + b^{n-1} d(\mu_{2n+1}, \mu_{2m+1}, a) = b^{n-3} \sum_{r=0}^{\infty} (b^{-2} K)^r d(\mu_{2n+1}, \mu_{2m+1}, a) \]

\[ d(\mu_{2n+1}, \mu_{2m+1}, a) \leq b^{n-3} \sum_{r=0}^{\infty} (b^{-2} K)^r (K^{n+1} b^{-m-2} + L_2 K^m b^{-m-1}) d(\mu_{2n+1}, \mu_{2m+1}, a) \]

where \( N = (e - b^{-2} K)^{-1} (K b^{-m-2} + L_2 b^{-m-1}) \).
Similar to the above, one can easily get that
\[
\begin{align*}
\det(\mu_{2n}, \mu_{2m+1}) & \leq OK^m d(\mu_1, \mu_0, 0), \\
\det(\mu_{2m+1}, \mu_{2n}) & \leq OP^m d(\mu_1, \mu_0, 0),
\end{align*}
\] (24)
where \( O = (e - b^2 K)^{-1}(b^{m-m} L_2 + b^{n-m-1} K) \) and \( P = (e - b^2 K)^{-1}(b^{n-m} + b^{m-m-2} L_2) \).

From Lemmas 18 and 19, we have that
\[
\begin{align*}
r(K) &= r(L_n L_1) \leq r(L_1) \times r(L_2) \\
&= r\left[\left( e - \theta_2 - \theta_1 b \right)^{-1} \left( \theta_1 + \theta_2 + \theta_3 b \right) \right] \\
&\quad \times r\left[\left( e - \theta_2 - \theta_1 b \right)^{-1} \left( \theta_1 + \theta_2 + \theta_3 b \right) \right] \\
&\leq r\left( e - \theta_2 - \left( \theta_1 b \right)^{-1} \right) \times r\left( \theta_1 + \theta_2 + \theta_3 b \right) \\
&\quad \times r\left( \theta_1 + \theta_2 + \theta_3 b \right)^{-1} \times r\left( \theta_1 + \theta_2 + \theta_3 b \right) \\
&\leq \frac{r(\theta_1) + r(\theta_2) + r(\theta_3) r(b)}{1 - r(\theta_1) - r(\theta_2) r(b)} < 1. 
\end{align*}
\] (25)
Since \( r(K) < 1 \), therefore in the light of Remark 5 and Lemma 25, \( \|K^m\| \rightarrow 0 \) as \( m \rightarrow \infty \), and so, for every \( c \in \mathbb{R} \), there exists \( n_0 \in \mathbb{N} \) such that \( K^m < c \) for all \( n > n_0 \); that is, the sequence \( \{ K^m \} \) is a \( c \)-sequence. By Lemma 15, the sequences \( \{ M^m d(\mu_1, \mu_0, 0) \}, \{ N^m d(\mu_1, \mu_0, 0) \}, \{ O^m d(\mu_1, \mu_0, 0) \}, \) and \( \{ P^m d(\mu_1, \mu_0, 0) \} \) are also \( c \)-sequences. Therefore, for any \( c \in \mathbb{R} \) with \( \theta_2 \leq c \), there exists \( n_1 \in \mathbb{N} \) such that, for any \( n > n_1 \), we have \( d(\mu_1, \mu_0, 0) < c \) for all \( n > n_1 \) and for all \( a \in \mathbb{N} \). Thus, from Lemma 24, it means that \( d(\mu_1, \mu_0, 0) = \theta_2 \). This implies that \( \mu_1 \) is a Cauchy sequence in \( \mathbb{N} \).

If \( H_1(\mathbb{N}) \) is complete for each \( l = 1, 2, 3, \ldots \), there exists \( q \in H_1(\mathbb{N}) \) such that
\[
\mu_n = J_{2n+2}(s_{2n+1}) = S_{2n+1}(s_{2n}) \rightarrow q \quad (n \rightarrow \infty).
\] (26)
So we can find a \( p \in \mathbb{N} \) such that \( J_{2n+2}(p) = q \), if \( E_i(\mathbb{N}) \) is complete for each \( i = 1, 2, 3, \ldots \), there exists \( q \in E_1(\mathbb{N}) \subseteq H_1(\mathbb{N}) \); then, the conclusion remains the same. Now, we show that \( T_{2n+2}(p) = q \). By (9), we have
\[
\begin{align*}
d(T_{2n+2}(p), q, a) & \leq bd(T_{2n+2}(p), q, S_{2n+1}(s_{2n})) \\
&+ bd(T_{2n+2}(p), S_{2n+1}(s_{2n}), a) \\
&+ bd(S_{2n+1}(s_{2n}), q, a) \\
&\leq bd(T_{2n+2}(p), q, S_{2n+1}(s_{2n})) \\
&+ bd(S_{2n+1}(s_{2n}), q, a) \\
&+ bd(J_{2n+1}(s_{2n}), J_{2n+2}(s_{2n+1}), a) \\
&+ bd(J_{2n+1}(s_{2n+1}), S_{2n+1}(s_{2n}), a) \\
&+ bd(J_{2n+2}(s_{2n+1}), T_{2n+2}(p), a) \\
&+ bd(S_{2n+1}(s_{2n}), T_{2n+2}(p), a) \\
&+ bd(J_{2n+2}(s_{2n+1}), S_{2n+1}(s_{2n}), a),
\end{align*}
\] (27)
That is,
\[
\begin{align*}
(e - b \theta_3 - b^2 \theta_4) & d(T_{2n+2}(p), q, a) \\
&= bd(\mu_{2n}, T_{2n+2}(p), q, a) + b^2 d(\mu_{2n-1}, T_{2n+2}(p), q) \\
&+ (b + b \theta_3) d(\mu_{2n}, q, a) + (b \theta_1 + b^2 \theta_4) d(\mu_{2n-1}, q, a) \\
&+ b \theta_2 d(\mu_{2n-1}, q, a).
\end{align*}
\] (28)
Therefore, it follows from Proposition 29 and Lemmas 15 and 16 that
\[
(e - b \theta_3 - b^2 \theta_4) d(T_{2n+2}(p), q, a) \leq z_n, \quad (29)
\]
where \( \{ z_n \} \) is a \( c \)-sequence in \( \mathbb{R} \). In addition, from Proposition 2 and
\[
r(b \theta_1 + b^2 \theta_4) \leq r(b) r(\theta_3) + r(b^2) r(\theta_4) < 1, \quad (30)
\]
It means that \( e - (b \theta_3 + b^2 \theta_4) \) is invertible. In this case, we have
\[
\begin{align*}
(e - b \theta_3 - b^2 \theta_4) d(T_{2n+2}(p), q, a) & \leq c, \\
\end{align*}
\] (31)
for any \( c \approx \theta_2 \), which together with Lemma 23 implies that \( \theta_2 \approx d(T_{2n+2}(p), q, a) \leq c \), for any \( a \in \mathbb{N} \), \( n \in \mathbb{N} \), and \( c \approx \theta_2 \) as \( (e - (b \theta_3 + b^2 \theta_4)) \) is invertible. Therefore, by Lemma 24, we have \( d(T_{2n+2}(p), q, a) = \theta_2 \) for any \( n \in \mathbb{N} \). Namely, \( T_{2n+2}(p) = q \) for any \( n \in \mathbb{N} \). That is, \( T_{2n+2}(p) = q = J_{2n+2}(p) \).

At the same time, as \( q = T_{2n+2}(p) \in F_j(\mathbb{N}) \subseteq G_0(\mathbb{N}) \), there exists \( u \in \mathbb{N} \) such that \( J_{2n+3}(u) = q \).
Now, we show that \( S_{2n+1}(u) = q \). From (9), we have that

\[
d(S_{2n+1}(u), q, a) = d(S_{2n+1}(u), T_{2n+2}(p), a) \\
\leq \theta_3 d(I_{2n+3}(u), J_{2n+2}(p), a) \\
+ \theta_4 d(I_{2n+3}(u), S_{2n+1}(u), a) \\
+ \theta_3 d(I_{2n+2}(p), T_{2n+2}(p), a) \\
+ \theta_3 d(J_{2n+2}(p), S_{2n+1}(u), a) \\
= \theta_3 d(q, q, a) + \theta_4 d(q, S_{2n+1}(u), a) \\
+ \theta_3 d(q, S_{2n+1}(u), a).
\]

That is,

\[
d(S_{2n+1}(u), q, a) \leq (\theta_3 + \theta_4) d(S_{2n+1}(u), q, a).
\]

Hence, by Lemma 20, we know that \( d(S_{2n+1}(u), q, a) = \theta_{\tilde{g}} \), and so \( S_{2n+1}(u) = q \). Therefore, \( S_{2n+1}(u) = I_{2n+3}(u) = q \) and \( T_{2n+2}(p) = J_{2n+2}(p) = q \).

Next, if we assume \( G_k(\mathbb{N}) \) is complete for each \( k = 1, 2, 3, \ldots \), there exists \( q \in G_k(\mathbb{N}) \) such that

\[
\mu_{2n+1} = I_{2n+3}(s_{2n+2}) = T_{2n+2}(s_{2n+1}) \quad \text{as } (n \rightarrow \infty).
\]

So, we can find \( u \in \mathbb{N} \) such that \( I_{2n+3}(u) = q \) \( (\text{if } F_j(\mathbb{N}) \text{ is complete for each } j = 1, 2, 3, \ldots, \text{there exists } q \in F_j(\mathbb{N}) \subseteq G_k(\mathbb{N}); \text{then, the conclusion remains the same.}) \)

Now, we show that \( S_{2n+1}(u) = q \). By (9), we get that

\[
d(S_{2n+1}(u), q, a) \leq bd(S_{2n+1}(u), q, T_{2n+2}(s_{2n+1})) \\
+ bd(S_{2n+1}(u), T_{2n+2}(s_{2n+1}), a) \\
+ bd(T_{2n+2}(s_{2n+1}), q, a) \\
\leq bd(S_{2n+1}(u), q, T_{2n+2}(s_{2n+1})) \\
+ bd(T_{2n+2}(s_{2n+1}), a, q) \\
+ b\theta_3 d(I_{2n+3}(u), J_{2n+2}(s_{2n+1}), a) \\
+ b\theta_4 d(I_{2n+3}(u), S_{2n+1}(u), a) \\
+ b\theta_3 d(J_{2n+2}(s_{2n+1}), T_{2n+2}(s_{2n+1}), a) \\
+ b\theta_4 d(J_{2n+3}(u), T_{2n+2}(s_{2n+1}), a) \\
+ b\theta_4 d(J_{2n+3}(u), S_{2n+1}(u), a) \\
\leq bd(S_{2n+1}(u), q, \mu_{2n+1}) + bd(\mu_{2n+1}, q, a) \\
+ b\theta_3 d(q, \mu_{2n+1}, a) + b\theta_4 d(q, S_{2n+1}(u), a) \\
+ b\theta_3 d(\mu_{2n+1}, \mu_{2n+1}, a) + b\theta_4 d(q, \mu_{2n+1}, a) \\
+ b^2 \theta_3 d(\mu_{2n+1}, S_{2n+1}(u), a) \\
+ b^2 \theta_4 d(\mu_{2n+1}, q, a) + b^2 \theta_3 d(\mu_{2n+1}, S_{2n+1}(u), a).
\]

That is,

\[
d(T_{2n+2}(p), q, a) \leq (\theta_3 + \theta_4) d(T_{2n+2}(p), q, a).
\]

Hence, by Lemma 20, we know that \( d(T_{2n+2}(p), q, a) = \theta_{\tilde{g}} \), and so \( T_{2n+2}(p) = q \). Therefore, \( T_{2n+2}(p) = I_{2n+2}(p) = q \) and \( S_{2n+1}(u) = I_{2n+3}(u) = q \).

Finally, we show that \( S_{2n+1} \) and \( I_{2k+3}, T_{2j+2}, \) and \( J_{2i+2} \) have a unique point of coincidence in \( \mathbb{N} \). Assume that there is another point \( z \in \mathbb{N} \) such that \( T_{2n+2}(z) = I_{2n+2} = z \); then,
$d(q, z, a) = d(S_{2n+1}(u), T_{2n+2}(x), a)$

$= \theta d(I_{2n+3}(u), J_{2n+2}(x), a) + \theta d(I_{2n+3}(u), S_{2n+1}(u), a)$

$+ \theta d(J_{2n+2}(x), T_{2n+2}(x), a) + \theta d(I_{2n+3}(u), T_{2n+2}(x), a) + \theta d(J_{2n+2}(x), S_{2n+1}(u), a) = \theta d(q, z, a) + \theta d(q, q, a) + \theta d(z, z, a) + \theta d(z, q, a)$.

That is,

$$d(q, z, a) \leq (\theta_1 + \theta_4 + \theta_5)d(q, z, a). \tag{43}$$

Hence, by Lemma 20, we have that $d(q, z, a) = \theta q, and so $q = z$; that is, $q$ is the unique point of coincidence of $T_{2n+3}$ and $J_{2n+2}$.

Similarly, we also have $q$ which is the unique point of coincidence of $S_{2n+1}$ and $T_{2n+2}$ by induction.

So, according to Lemma 28, $q$ is the unique common fixed point of $S_{2n+1}, I_{2n+3}$ and $T_{2n+2}$ for each $i, j, k, l, n = 1, 2, 3, \ldots$. Therefore, $q$ is the unique common fixed point of $S_{2n+1}, I_{2n+3}$ and $T_{2n+2}$.

Now, it is left to show that $q$ is the unique common fixed point of $E_i$, $F_j$, $G_k$, and $H_l$.

As $q = S_{2n+1}(q) = E_{n}^i(q)$, we have $E_n^i(q) = E_n^i(F_n^i(q)) = F_n^i(E_n^i(q)) = S_{2n+1}(q)$, that is, $S_{2n+1}(E_n^i(q)) = E_n^i(q)$. But $S_{2n+1}(q) = q$ is unique; therefore, $E_n^i(q) = q$ for $n = 1, 2, 3, \ldots$.

Also, as $q = T_{2n+2}(q) = F_n^i(q)$, we have $F_n^i(q) = F_n^i(F_n^i(q)) = F_n^i(E_n^i(q)) = S_{2n+1}(q)$. But $T_{2n+1}(q) = q$ is unique; therefore, $F_n^i(q) = q$ for $n = 1, 2, 3, \ldots$. Similarly, $G_k(q) = q$ and $H_l(q) = q$ for $n = 1, 2, 3, \ldots$.

Thus, the four families of mappings $E_i$, $F_j$, $G_k$, and $H_l$ have a unique common fixed point.

Remark 31. Theorem 30 of this paper extends and improves Theorem 2.1 of [30] from cone metric spaces to cone $b_2$-metric spaces; also, it extends and improves Theorem 3.2 of [17] and Theorem 3.1 of [31] from one family and two families, respectively, to four families of mappings.

We obtain a series of new common fixed-point results using Theorem 30 for four families of mappings in the context of cone $b_2$-metric spaces over Banach algebras, which generalize and improve many known results from the existence literature.

Corollary 32. Let $(\mathcal{N}, d)$ over the Banach algebra $\mathcal{U}$ be a cone $b_2$-metric space with $b_2 \in \mathcal{U}$ and $\mathcal{C}_G \neq \emptyset$ be a cone in $\mathcal{U}$. Let $E_i$, $F_j$, $G_k$, and $H_l$ be four families of self-mappings on $\mathcal{N}$. For all $i, j, k, l \in \mathcal{N}$, if a sequence $\{\eta_{n, i}^m\}_{n=1}^\infty$ exists of nonnegative integers, such that for all $s, m, z \in \mathcal{N}$,

$$d\left(E_i^s(z), F_j^m(m), a\right) \leq \alpha d\left(G_k^s(z), H_l^m(m), a\right) + \beta d\left(G_k^s(z), E_i^m(s), a\right) + \delta d\left(H_l^s(m), F_j^m(m), a\right) + \gamma d\left(H_l^s(m), E_i^m(s), a\right) + \delta d\left(H_l^s(m), E_i^m(s), a\right),$$

where $\alpha, \beta, \gamma \in \mathbb{C}_G^\ast$ with $r(a) + r(\beta) + 2r(\gamma)r(b) < 1$, $r(\beta)r(b) + r(\gamma)r(b) < 1$, and $\alpha, \beta, \gamma, b$ commute. If $E_i(\mathcal{N}) \subseteq H_l(\mathcal{N})$, $F_j(\mathcal{N}) \subseteq G_k(\mathcal{N})$, and one of $E_i(\mathcal{N}), G_k(\mathcal{N}), H_l(\mathcal{N})$, and $F_j(\mathcal{N})$ is a complete subspace of $\mathcal{N}$ for each $i, j, k, l \geq 1$, then $E_i$, $F_j$, $G_k$, and $H_l$ have a unique point of coincidence in $\mathcal{N}$. Moreover, if $F_j$ and $H_l$ are weakly compatible, respectively, then $E_i$, $F_j$, $G_k$, and $H_l$ have a unique common fixed point.

Proof. Taking $\theta_i = \theta_5 = \theta_{G_k}$ in Theorem 30, one can get the desired result.

Remark 34. We can have Theorem 3.1 in [21], when $E_i$, $F_j$, $G_k$, and $H_l$ are the identity mappings and $\{E_i\}_{i=1}^\infty$ and $\{F_j\}_{j=1}^\infty$ are the same mapping and $\{G_k\}_{k=1}^\infty$ and $\{H_l\}_{l=1}^\infty$ are the identity mappings. Therefore, Theorem 3.1 of [21] is a special case of Corollary 33. Also, Corollary 33 of this paper generalizes Theorem 2.1 of [10] from the cone $2$-metric space to the cone $b_2$-metric space and extends Theorem 6.1 in [12].
Corollary 35. Let \((\mathbb{N}, d)\) over the Banach algebra \(\mathcal{U}\) be a cone \(b_2\)-metric space with \(b \geq e\) and \(\mathcal{C} \neq \emptyset\) be a cone in \(\mathcal{U}\). Let \(\{E_i\}_{i=1}^{\infty}, \{F_j\}_{j=1}^{\infty}, \{G_k\}_{k=1}^{\infty}\), and \(\{H_l\}_{l=1}^{\infty}\) be four families of self-mappings on \(\mathbb{N}\). For all \(i, j, k, l \in \mathbb{N}\), if a sequence \(\{\eta_i\}_{i=1}^{\infty}\) exists of nonnegative integers, such that for all \(s, m, z \in \mathbb{N}\),

\[
d \left( E_i^s (s), F_j^m (m), a \right) \leq \alpha d \left( G_k^z (s), H_l^m (m), a \right) + \beta \left[ d \left( G_k^z (s), E_i^s (s), a \right) + d \left( H_l^m (m), F_j^m (m), a \right) \right],
\]

where \(\alpha, \beta \in \mathcal{C}\) with \(r(\alpha) + 2r(\beta) < 1\), \(2r(\beta) < 1\), and \(\alpha, \beta, b\) commute. If \(E_i(\mathbb{N}) \subseteq H_l(\mathbb{N})\), \(F_j(\mathbb{N}) \subseteq G_k(\mathbb{N})\), and one of \(E_i(\mathbb{N})\), \(G_k(\mathbb{N})\), \(H_l(\mathbb{N})\), and \(F_j(\mathbb{N})\) is a complete subspace of \(\mathbb{N}\) for each \(i, j, k, l \geq 1\), then \(\{E_i\}_{i=1}^{\infty}, \{F_j\}_{j=1}^{\infty}, \{G_k\}_{k=1}^{\infty}\), and \(\{H_l\}_{l=1}^{\infty}\) have a unique point of coincidence in \(\mathbb{N}\). Moreover, if \(\{F_j, H_l\}\) and \(\{E_i, G_k\}\) are weakly compatible, respectively, then \(\{E_i\}_{i=1}^{\infty}, \{F_j\}_{j=1}^{\infty}, \{G_k\}_{k=1}^{\infty}\), and \(\{H_l\}_{l=1}^{\infty}\) have a unique common fixed point.

Proof. One can get the result taking \(\theta_1 = \alpha, \theta_2 = \beta, \theta_3 = \beta, \theta_4 = \gamma\) in Theorem 30.

Remark 36. Corollary 35 of this paper extends Theorem 6 in [32]; therefore, Theorem 6 in [32] is a special case of Corollary 35.

Corollary 37. Let \((\mathbb{N}, d)\) over the Banach algebra \(\mathcal{U}\) be a cone \(b_2\)-metric space with \(b \geq e\) and \(\mathcal{C} \neq \emptyset\) be a cone in \(\mathcal{U}\). Let \(\{E_i\}_{i=1}^{\infty}, \{F_j\}_{j=1}^{\infty}, \{G_k\}_{k=1}^{\infty}\), and \(\{H_l\}_{l=1}^{\infty}\) be four families of self-mappings on \(\mathbb{N}\). For all \(i, j, k, l \in \mathbb{N}\), if a sequence \(\{\eta_i\}_{i=1}^{\infty}\) exists of nonnegative integers, such that for all \(s, m, z \in \mathbb{N}\),

\[
d \left( E_i^s (s), F_j^m (m), a \right) \leq \alpha d \left( G_k^z (s), H_l^m (m), a \right) + \beta d \left( G_k^z (s), F_j^m (m), a \right) + \gamma d \left( H_l^m (m), F_j^m (m), a \right),
\]

where \(\alpha, \beta, \gamma \in \mathcal{C}\) with \(r(\alpha) + 2r(\beta) + 2r(\gamma) < 1\), \(r(\beta) < 1\), \(r(\gamma) < 1\), and \(\alpha, \beta, \gamma, b\) commute. If \(E_i(\mathbb{N}) \subseteq H_l(\mathbb{N})\), \(F_j(\mathbb{N}) \subseteq G_k(\mathbb{N})\), and one of \(E_i(\mathbb{N})\), \(G_k(\mathbb{N})\), \(H_l(\mathbb{N})\), and \(F_j(\mathbb{N})\) is a complete subspace of \(\mathbb{N}\) for each \(i, j, k, l \geq 1\), then \(\{E_i\}_{i=1}^{\infty}, \{F_j\}_{j=1}^{\infty}, \{G_k\}_{k=1}^{\infty}\), and \(\{H_l\}_{l=1}^{\infty}\) have a unique point of coincidence in \(\mathbb{N}\). Moreover, if \(\{F_j, H_l\}\) and \(\{E_i, G_k\}\) are weakly compatible, respectively, then \(\{E_i\}_{i=1}^{\infty}, \{F_j\}_{j=1}^{\infty}, \{G_k\}_{k=1}^{\infty}\), and \(\{H_l\}_{l=1}^{\infty}\) have a unique common fixed point.

Proof. One can get the result taking \(\theta_1 = \alpha, \theta_2 = \beta, \theta_3 = \beta, \theta_4 = \gamma\) in Theorem 30.
where \( k \in C_{\mathcal{G}} \) with \( r(k) < 1 \) and \( k, b \) commute. If \( E_i(\mathbb{N}) \subseteq H_i(\mathbb{N}), F_i(\mathbb{N}) \subseteq G_i(\mathbb{N}), \) and one of \( E_i(\mathbb{N}), G_i(\mathbb{N}), H_i(\mathbb{N}), \) and \( F_i(\mathbb{N}) \) are a complete subspace of \( \mathbb{N} \) for each \( i, j, k, \ell \geq 1, \) then \( \{E_{i,j}^{\infty}\}, \{F_{i,j}^{\infty}\}, \{G_{k}^{\infty}\}_{k=1}^{\infty}, \) and \( \{H_{\ell}^{\infty}\}_{\ell=1}^{\infty} \) have a unique point of coincidence in \( \mathbb{N}. \) Moreover, if \( \{F_i, H_i\} \) and \( \{E_i, G_i\} \) are weakly compatible, respectively, then \( \{E_{i,j}^{\infty}\}, \{F_{i,j}^{\infty}\}, \{G_{k}^{\infty}\}_{k=1}^{\infty}, \) and \( \{H_{\ell}^{\infty}\}_{\ell=1}^{\infty} \) have a unique common fixed point.

**Proof.** Let \( \theta_1 = k, \theta_2 = \theta_1 = \theta_4 = \theta_5 = \theta_6 \) in Theorem 30. \( \square \)

From the above corollary, we obtain the following.

**Corollary 41.** Let \((\mathbb{N}, d)\) over the Banach algebra \( \mathcal{H} \) be a complete cone \( b_2\)-metric space with \( b \geq e \) and \( E_{\mathcal{G}} \neq \emptyset \) be a cone in \( \mathcal{H}. \) Let \( \{E_i^{\infty}\}_{i=1}^{\infty} \) be the family of self-mapping on \( \mathbb{N}. \) For all \( i \in \mathbb{N} \) and for all \( s, m, z \in \mathbb{N}, \)

\[
d(E_i(s), E_i(m), a) \leq kd(s, m, a),
\]

where \( k \in C_{\mathcal{G}} \) with \( r(k) < 1 \) and \( k, b \) commute. Then, \( \{E_i^{\infty}\}_{i=1}^{\infty} \) have a unique common fixed point.

**Proof.** Taking \( \eta_n = 1, E_i = F_i, \) and \( G_i, H_i \) which are identity mappings in Corollary 40, then we can obtain the required result. \( \square \)

We finish this section with an example that will demonstrate the consequence of Theorem 30.

**Example 42.** Let \( \mathcal{H} = \mathbb{R}^2. \) For each \((s_1, s_2) \in \mathcal{H}, \) \( ||(s_1, s_2)|| = |s_1| + |s_2|. \) The multiplication is defined by \( sm = (s_1, s_2)(m_1, m_2) = (s_1m_1, s_1m_2 + s_2m_1). \) Then, \( \mathcal{H} \) is a Banach algebra with unit element \( e = (1, 0). \) Let \( C_{\mathcal{G}} = \{(s_1, s_2) \in \mathbb{R}^2 | s_1, s_2 \geq 0\}. \) Then, \( C_{\mathcal{G}} \) is a cone in \( \mathcal{H}. \)

Let \( \mathcal{N} = \{(s, 0) \in \mathbb{R}^2 | s \geq 0\} \cup \{(0, 2) \} \subset \mathbb{R}^2 \) and define \( d : \mathcal{N} \times \mathcal{N} \times \mathcal{N} \to \mathcal{H} \) as follows:

\[
d(S, M, Z) = \begin{cases} (0, 0), & \text{if at least two of } S, M, Z \text{ are equal}, \\ d(P(S, M, Z)), & \text{ } P \text{ denotes permutations}, \\ (A, A), & \text{otherwise}. \end{cases}
\]

where \( A \) is the square of the area of the triangle \( S, M, Z. \) We have

\[
d((s, 0), (m, 0), (0, 2)) \leq d((s, 0), (m, 0), (z, 0))
+ d((s, 0), (z, 0), (0, 2)) \tag{53}
+ d((z, 0), (m, 0), (0, 2)).
\]

That is, \((s - m)^2 \leq (s - z)^2 + (z - m)^2\), which shows that \( d \) is not a cone \( b_2\)-metric, because \((-9/2, -9/2) \in C_{\mathcal{G}} \) for \( s, m, z \geq 0 \) with \( s = 5, m = 0, \) and \( z = 1/2. \) But for the parameter \( b \)

\[
= (2, 0) \equiv e \text{ is a cone } b_2\text{-metric space over the Banach algebra } \mathcal{H}.
\]

Now, we define mappings \( E_i : \mathbb{N} \to \mathbb{N}(i = 1, 2, 3, \cdots) \) by

\[
E_i((s, 0)) = \left( \begin{array}{c} 1 \\ 6 \\ 1^{(2l-1)} \\ 2 \\ 3^{1/(2l-1)} \\ 2 \end{array} \right) \frac{s}{2^{2l-1}}, 0),
\]

\[
E_i((0, 2)) = (0, 0).
\]

**We have**

\[
E_i^{2}(s, 0) = E_i^{0-1}(E_i((s, 0)))
= E_i^{2-1}(\left( \begin{array}{c} 1 \\ 6 \\ 1^{(2l-1)} \\ 2 \\ 3^{1/(2l-1)} \\ 2 \end{array} \right) \frac{s}{2^{2l-1}}, 0)
= E_i^{3-1}(\left( \begin{array}{c} 1 \\ 6 \\ 2^{(2l-1)} \\ 3^{1/(2l-1)} \\ 2^{2l-1} \\ 0 \end{array} \right) \frac{s}{2^{2l-1}}, 0)
= E_i^{3}(\left( \begin{array}{c} 1 \\ 6 \\ 3^{(2l-1)} \\ 3^{2l-1} \\ 3 \end{array} \right) \frac{s}{2^{2l-1}}, 0)
= E_i^{\infty}(\left( \begin{array}{c} 1 \\ 6 \\ 3^{(2l-1)} \\ 3^{2l-1} \\ 3 \end{array} \right) \frac{s}{2^{2l-1}}, 0)
= \left( \begin{array}{c} 1 \\ 4 \\ 0 \end{array} \right)
\]

**We define mappings** \( G_k : \mathbb{N} \to \mathbb{N} (k = 1, 2, 3, \cdots) \) by

\[
G_k((s, 0)) = \left( \begin{array}{c} 1 \\ 3 \\ 1^{(2k-1)} \\ 2 \\ 1^{-(2k-1)} \\ 2 \end{array} \right) \frac{s}{2^{2k-1}}, 0),
\]

\[
G_k((0, 2)) = (0, 0).
\]

**We have**

\[
G_k^{2}(s, 0) = G_k^{1-1}(G_k((s, 0)))
= G_k^{1-1}(\left( \begin{array}{c} 1 \\ 3 \\ 1^{(2k-1)} \\ 2 \\ 1^{-(2k-1)} \\ 2 \end{array} \right) \frac{s}{2^{2k-1}}, 0)
= G_k^{2-1}(\left( \begin{array}{c} 1 \\ 3 \\ 2^{(2k-1)} \\ 2^{2k-1} \\ 2 \end{array} \right) \frac{s}{2^{2k-1}}, 0)
= G_k^{3-1}(\left( \begin{array}{c} 1 \\ 3 \\ 3^{(2k-1)} \\ 3^{2k-1} \\ 3 \end{array} \right) \frac{s}{2^{2k-1}}, 0)
= G_k^{\infty}(\left( \begin{array}{c} 1 \\ 3 \\ 3^{(2k-1)} \\ 3^{2k-1} \\ 3 \end{array} \right) \frac{s}{2^{2k-1}}, 0)
= \left( \begin{array}{c} 1 \\ 4 \\ 0 \end{array} \right).
\]

Similarly, we define mappings \( F_j, H_j : \mathbb{N} \to \mathbb{N} (j, l = 1, 2, 3, \cdots) \) by
\[ F_j((s, 0)) = \left( \begin{array}{c} \frac{2}{3} \\ \frac{1}{10} \\ \frac{1}{10} \end{array} \right)^{1/2}(s - s_1)^{1/2}(s - s_1) + \left( \begin{array}{c} \frac{2}{3} \\ \frac{1}{3} \\ \frac{1}{3} \end{array} \right), \]

\[ H_j((0, 0)) = \left( \begin{array}{c} \frac{2}{3} \\ \frac{1}{2} \\ \frac{1}{2} \end{array} \right)^{1/2}(s - s_1)^{1/2}(s - s_1) + \left( \begin{array}{c} \frac{2}{3} \\ \frac{1}{3} \\ \frac{1}{3} \end{array} \right), \]

\[ H_j((0, 2)) = (0, 0). \]

Then, it is not difficult to show that \( F_j^{(i)}((s, 0)) = ((1/5)s, 0) \) and \( H_j^{(i)}((s, 0)) = ((1/3)s, 0) \). Choose \( \delta_1 = (1/10, 0), \delta_2 = \delta_3 = (1/8, 0), \) and \( \delta_4 = \delta_5 = (1/16, 0) \). Clearly,

\[ \sum_{i=1}^{n} r(\delta_i) + 2r(\delta_i) r(b) + 2r(\delta_i) r(b) \]

\[ = \frac{1}{10} + \frac{1}{8} + \frac{1}{8} + \frac{1}{16} = \frac{34}{40} < 1, \]

also \( r(\delta_i) r(b) + r(\delta_i) r(b^2) = 2(1/8) + 4(1/16) = 1/2 < 1 \) and \( r(\delta_i) r(b) + r(\delta_i) r(b^2) = 2(1/8) + 4(1/16) = 1/2 < 1. \)

Now, considering the contractive condition (8), we have

\[ d((s, 0), (s, 0), (0, 2), (0, 2)) \]

\[ = \frac{1}{10} + \frac{1}{8} + \frac{1}{8} + \frac{1}{16} = \frac{34}{40} < 1, \]

that is,

\[ \left( \begin{array}{c} \frac{2}{3} \\ \frac{1}{3} \\ \frac{1}{3} \end{array} \right)^{1/2}, \left( \begin{array}{c} \frac{2}{3} \\ \frac{1}{3} \\ \frac{1}{3} \end{array} \right)^{1/2} \]

\[ = \frac{1}{10} + \frac{1}{8} + \frac{1}{8} + \frac{1}{16} = \frac{34}{40} < 1, \]

which means that

\[ \left( \begin{array}{c} \frac{s}{4} - \frac{s_1}{4} \\ \frac{s}{4} - \frac{s_2}{4} \\ \frac{s}{4} - \frac{s_3}{4} \end{array} \right)^{1/2} \]

\[ = \frac{1}{10} + \frac{1}{8} + \frac{1}{8} + \frac{1}{16} = \frac{34}{40} < 1, \]

that is,

\[ \frac{s^2}{400} < 1, \]

which shows that \( s^2/400 \leq 2872/57600, \) and so \( 2872/57600 \) is an element of \( C_I, \) which is true for all \( s \geq 0. \) Hence, condition (8) is true for all \( s, m, a \in \mathbb{N} \) and \( i, j, k, l \geq 1, \) where \( \eta_i = 2i - 1, \eta_j = 2j - 1, \eta_k = 2k - 1, \) and \( \eta_l = 2l - 1. \) All other conditions of Theorem 30 are satisfied. By Theorem 30, \( E_i, F_j, G_k, \) and \( H_l \) have a unique common fixed point \((0, 0)\) for all \( i, j, k, l \geq 1. \)

3. Application to the Infinite System of Integral Equations

We give here a couple of auxiliary facts that will be needed in our further considerations. Let \( \mathcal{U} = \mathbb{R}^n \) with norm \( \| \cdot \| \) be a real Banach algebra. Let \( I = [0, T] \) and denote by \( C(I, \mathcal{U}) \) the space consisting of all continuous functions defined on interval \( I \) with values in the Banach algebra \( \mathcal{U}. \) The space \( C(I, \mathcal{U}) \) will be equipped with \( \| \cdot \| = \max \{ \| s(a) \| : a \in I \}. \)

Let \( \mathbb{N} = C(I, \mathcal{U}) \) and define \( d : \mathbb{N} \to \mathcal{U} \) by

\[ d(s(t), m(t), z) = \left( s(t) - m(t), s(t) - z, |s(t) - z| \right)^{1/2}, \]

where \( p \geq 1 \) and for all \( s(t), m(t), z \in \mathbb{N}. \) Then, \( (\mathbb{N}, d) \) is a complete cone \( b_p \)-metric space over the Banach algebra.

We consider the infinite system of integral equations of the form

\[ s_i(t) = g_i(t) + \int_0^T M_i(t, w) f_i(w, s(w)) \, dw, \]

where \( p \geq 1 \) and for all \( s(t), m(t), z \in \mathbb{N}. \) Then, \( (\mathbb{N}, d) \) is a complete cone \( b_p \)-metric space over the Banach algebra.
where \( i = 1, 2, 3, \ldots \). Let \( E_i : \mathbb{N} \rightarrow \mathbb{N} \). We redefine the above infinite system of integral equations as

\[
E_i(s_i(t)) = g_i(t) + \int_0^T M_i(t, w)f_i(w, s(w))dw,
\]

for all \( s_i(t) \in \mathbb{N} \) and \( t, w \in I \). Clearly, by using Corollary 41, the existence of solution to (65) is equivalent to the existence of a common fixed point of \( E_i \).

We assume that

(i) \( g_i : I \rightarrow \mathbb{R} \) are continuous for each \( i = 1, 2, 3, \ldots \)

(ii) \( M_i : I \times \mathbb{R} \rightarrow [0, \infty) \) are continuous and \( \int_0^T M_i(t, w)dw \leq 1 \) for each \( i = 1, 2, 3, \ldots \)

(iii) \( f_i : I \times \mathbb{R} \rightarrow \mathbb{R} \) are continuous for each \( i = 1, 2, 3, \ldots \), such that

\[
|f_i(w, s(w)) - f_i(w, m(w))| \leq v^{1/p}[\min \{ |s(w) - m(w)|, |m(w) - z|, |s(w) - z| \}],
\]

for all \( s(w), m(w), z \in \mathbb{R} \) and \( 0 \leq v < 1 \).

**Theorem 43.** Under the assumptions (i)--(iii), the infinite system of integral equations (65) has a unique solution in \( \mathbb{N} \).

**Proof.** Take \( \mathcal{U} = \mathbb{R}^2 \) with norm \( ||s|| = ||(s_1, s_2)|| = |s_1| + |s_2| \), and multiplication is defined by the following way:

\[
sm = (s_1, s_2)(m_1, m_2) = (s_1m_1, s_1m_2 + s_2m_1).
\]

Let \( \mathcal{G} = \{(s_1, s_2) \in \mathcal{U} : s_1, s_2 \geq 0 \} \). It is clear that \( \mathcal{G} \) is a normal cone and \( \mathcal{U} \) is a Banach algebra with unit element \( e = (1, 0) \).

Consider the family of mapping \( E_i : \mathbb{N} \rightarrow \mathbb{N} \) defined by (66). Let \( s_i(t), m_i(t), z \in \mathbb{N} \). From (66), we deduce that

\[
d(E_i(s_i(t)), E_i(m_i(t)), z) \leq v|d(s_i(t), m_i(t), z)|.
\]

Therefore,

\[
d(E_i(s_i(t)), E_i(m_i(t)), z) \leq v|d(s_i(t), m_i(t), z)|.
\]

Now, all the assumptions of Corollary 41 are fulfilled and the family of mapping \( E_i \) has a unique common fixed point in \( \mathbb{N} \), which means that the infinite system of integral equations (65) has a unique solution in \( \mathbb{N} \).
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