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We consider a two-band spinless model describing an excitonic insulator (EI) on the two-
dimensional square lattice with anisotropic hopping parameters and electron-phonon (el-ph) cou-
pling, inspired by the EI candidate Ta₂NiSe₅. We systematically study the nature of the collective
excitations in the ordered phase which originates from the interband Coulomb interaction and the
el-ph coupling. When the ordered phase is stabilized only by the Coulomb interaction (pure EI
phase), its collective response exhibits a massless phase mode in addition to the amplitude mode.
We show that in the BEC regime, the signal of the amplitude mode becomes less prominent and
that the anisotropy in the phase mode velocities is relaxed compared to the model bandstructure.
Through coupling to the lattice, the phase mode acquires a mass and the signal of the amplitude
mode becomes less prominent. Importantly, character of the softening mode at the boundary be-
tween the normal semiconductor phase and the ordered phase depends on the parameter condition.
In particular, we point out that even for el-ph coupling smaller than the Coulomb interaction the
mode that softens to zero at the boundary can have a phonon character. We also discuss how the
collective modes can be observed in the optical conductivity. Furthermore, we study the effects of
nonlocal interactions on the collective modes and show the possibility of realizing a coexistence of
an in-gap mode and an above-gap mode split off from the single amplitude mode in the system with
the local interaction only.

I. INTRODUCTION

The spontaneous condensation of composite fermions triggers intriguing macroscopic phenomena and collective
motions. One typical example is the superconducting phase, which has been studied for a long time. This phase
is characterized by supercurrents and exhibits a characteristic collective mode, the Higgs amplitude mode.1–12
A closely related example is the excitonic insulating (EI) phase.13–17 It was proposed more than 50 years ago that
the weakly screened Coulomb interaction in semiconductors (semimetals) with small bandgaps (band over-
laps) could lead to the spontaneous formation of stable electron-hole bound states below a critical tempera-
ture $T_c$. This excitonic ordered state can potentially show superfluid-like transport and collective motions. Exciton
condensation has been realized in semiconductor double-
layer systems,18–20 where the spatial separation between the electrons and holes provides stability and enables a
rather straightforward measurement of perfect Coulomb drag.21

On the other hand, the EI phase in bulk materials has been elusive for decades. Recently, several transition
metal chalcogenides (TMCs) are attracting interest as EI candidates.22–28 The low dimensionality of TMCs results
in a weak screening of the Coulomb interaction and a large exciton binding energy.29–32 A remarkable property of these materials is that they may exhibit condensation at non-cryogenic temperatures. The potential to study intriguing collective phenomena originating from
the macroscopic condensation at elevated temperatures makes TMCs a unique platform.

A well-studied EI candidate is the quasi one-
dimensional layered chalcogenide Ta₂NiSe₅ (TNS),33,34 which exhibits a small direct gap.35,36 It shows a
phase transition at 328 K accompanied by a structural distortion.34 Experimental indications of the existence of
an EI phase in TNS have been obtained, for instance, using equilibrium and time-resolved angle-resolved photo-
emission spectroscopy (ARPES),37–39 as well as anomalies in the temperature dependence of transport40,41 and phonon properties of the material.42–44 Another indication is the BCS-BEC (semimetal-semiconductor)
crossover driven by physical or chemical pressure.40

A strict definition of the EI phase relies on the con-
servation of charges within each of the involved bands (continuous $U(1)$ symmetries). The breaking of the
$U(1)$ symmetry leads to a massless Goldstone mode, which can bring interesting coherent phenomena such
as super-transport. However, the crucial issue regarding the EI phase in real materials is that the system may
weakly break the $U(1)$ symmetry, either by coupling to phonons,36,45,46 or by a direct hybridization term.47,48 In
particular, such electron-phonon (el-ph) coupling can co-
operate with the Coulomb interaction to stabilize the
ordered phase. These terms breaking the continuous symmetry make the phase mode massive and suppress
the potential super-transport from the exciton condensa-
tion.45,46,49 Therefore, practically important questions
are (i) whether the excitonic or el-ph mechanism is dom-
inant in these materials, and (ii) how the properties of the ordered phase in realistic materials differ from the
pure EI phase. In order to address these questions, it is useful to study the nature of the collective excitations.

In this work, we present a systematic analysis of the properties of the collective excitations for the ordered phase driven by the excitonic mechanism (interband Coulomb interaction) and the el-ph coupling, using a two-band model with strongly anisotropic dispersion in two dimensions which is inspired by TNS. The collective modes are studied by evaluating linear response functions within the random-phase approximation (RPA) or equivalently solving the time-dependent mean-field (tdMF) theory under small perturbations.

We start by considering collective excitations in the pure EI phase driven by the local Coulomb interaction. We demonstrate the existence of the massless phase mode and reveal the different properties of the amplitude modes in the BCS and BEC regimes [Fig. 3]. While the band dispersion is strongly anisotropic, we will point out the anisotropy in terms of the velocity of the phase mode is suppressed in the BEC regime [Fig. 5]. Then we discuss the effects of the el-ph coupling on the collective modes. We show that the el-ph coupling cooperates with the Coulomb interaction to stabilize the ordered phase. Moreover, it makes the phase mode massive, and suppresses the peak structure in the response functions associated with the amplitude mode even in the BCS regime [Fig. 7]. We discuss the origin of this suppression and argue that it can be used as a measure of the relative contribution of the el-ph coupling and Coulomb interaction to the ordered phase. Importantly, we identify the parameter regime, where even if the strength of the el-ph coupling is weaker than the Coulomb interaction, the character of the mode that softens to zero at the boundary between the ordered phase and the normal semiconductor phase can be phonon-like [Fig. 8]. This poses a question on how to determine the dominant mechanism in this regime.

We furthermore discuss the manifestation of the collective excitations in the optical conductivity under the assumption of a finite dipolar moment between the bands. We show that a massive phase mode can be observed in this case and that it can serve as a direct experimental measure of the $U(1)$ symmetry breaking of the Hamiltonian [Fig. 9]. We also study the potential effects of the non-local interactions and show that a new in-gap mode can emerge, which is reminiscent of the multiple bound states in the hydrogen atom [Fig. 11].

The paper is organized as follows. In Sec. II, we introduce our two-band model with local Coulomb interactions and el-ph coupling, the tdMF theory and the corresponding response functions. In Sec. III A, we study the collective modes in the pure EI, while Sec. III B presents a systematic study of the effects of the el-ph coupling on the collective modes, and a discussion of their observability in the optical conductivity. The effects of longer-range interactions are studied in Sec. III D. The conclusions are presented in Sec. IV.

II. FORMULATION

A. Models

In this paper, we consider a two-band spinless fermion model coupled to phonons on the two-dimensional square lattice with anisotropic hopping parameters,

$$\hat{H} = \hat{H}_{\text{kin}} + \hat{H}_{\text{int}} + \hat{H}_{\text{el-ph}} + \hat{H}_{\text{ph}}. \quad (1)$$

The first term includes the kinetic term and the band energies

$$\hat{H}_{\text{kin}} = -\sum_{\langle i,j \rangle, a=0,1} J_a(r_{ij}) \hat{c}_{i,a}^\dagger \hat{c}_{j,a} + \sum_{i,a} D_a \hat{c}_{i,a}^\dagger \hat{c}_{i,a}, \quad (2)$$

where, $\langle i, j \rangle$ indicates a pair of nearest-neighbor sites, and $a = 0, 1$ refers to the conduction band and valence band, respectively. $\hat{c}^\dagger$ is the creation operator of electrons, $J_a(r_{ij})$ is the hopping parameter, $r_{ij} = r_i - r_j$ is the spatial vector connecting site $j$ to site $i$, and $D_a$ is the energy of band $a$. The dispersion of the free electron is given by $\epsilon_a(k) \equiv -\sum_{j} J_a(r_{ij}) e^{-i k \cdot r_{ij}}$. For simplicity, we first consider the case where the electrons interact with local interactions

$$\hat{H}_{\text{int}} = U \sum_i \hat{n}_{i,0} \hat{n}_{i,1}, \quad (3)$$

where $U$ is the local interband Coulomb interaction and $\hat{n}_{i,a} = \hat{c}_{i,a}^\dagger \hat{c}_{i,a}$. Without el-ph coupling the system has $U(1)$ symmetries and the number of particles in the valence band and the conduction band are separately conserved. At low enough temperatures, the system can break the $U(1)$ symmetry (the symmetry about the relative phase between two bands), realizing an EI phase. When the maximum (minimum) of the valence band (conduction band) in the normal state is at the Gamma point ($k = 0$), the system keeps the translational invariance in the EI phase, and we can introduce the order parameter of the phase as $\phi = \langle \hat{c}_{i,0}^\dagger \hat{c}_{i,1} \rangle$. In the following, we consider this case, which is relevant for TNS.

We furthermore introduce an el-ph coupling of the form

$$\hat{H}_{\text{el-ph}} = g \sum_i (\hat{b}_i^\dagger + \hat{b}_i)(\hat{c}_{i,1}^\dagger \hat{c}_{i,0} + \hat{c}_{i,0}^\dagger \hat{c}_{i,1}),$$

$$\hat{H}_{\text{ph}} = \omega_0 \sum_i \hat{b}_i^\dagger \hat{b}_i,$$  \quad (4)

where $\omega_0$ is the phonon frequency, $g$ is the el-ph coupling constant, and $\hat{b}^\dagger$ is the phonon creation operator. This phonon reduces the $U(1)$ symmetries down to a $Z_2$ symmetry and cooperates with the Coulomb interaction to trigger the phase transition, where a real value of order parameter $\phi$ is favored. We will use $\lambda \equiv \frac{2g^2}{\omega_0}$ as a measure of the strength of the el-ph coupling.

For the following analysis, we introduce the single-
particle density matrix as
\[ \hat{\rho}_{ia,jb} \equiv \hat{c}^\dagger_{ia} \hat{c}_{jb}, \]
and we use the symbol \( \hat{\rho} \) when we regard the density matrix as a matrix with indices \((i,a)\) and \((j,b)\). In the two-band model, a useful parametrization of the local density matrix is
\[ \hat{\rho}_{\nu j} \equiv \hat{\Psi}^\dagger_j \sigma_{\nu} \hat{\Psi}_j, \]
with \( \nu = 0, 1, 2, 3 \). Here, \( \hat{\Psi}^\dagger_j = [\hat{c}^\dagger_{j,0}, \hat{c}^\dagger_{j,1}] \) and \( \sigma_{\nu} \) (\( \nu = 1, 2, 3 \)) is a Pauli matrix, while \( \sigma_0 \) is the identity matrix. We also introduce the coordinate \( X \) and momentum \( P \) of the phonons as
\[ \hat{X}_i = \hat{b}_i + \hat{b}^\dagger_i, \quad \hat{P}_i = \frac{1}{i} (\hat{b}_i - \hat{b}^\dagger_i), \]
where their commutator is \([\hat{X}_i, \hat{P}_j] = 2i\). In the following, we express all operators with a hat (e.g. \( \hat{\rho}_{\nu j} \)) and the time-dependent expectation values without a hat (e.g. \( \rho_{\nu j} \)).

### B. Mean-field theory

In this section we introduce the time-dependent mean-field theory (tdMF) for the model (1). We consider the situation where the system is initially in equilibrium and it is excited by \( \hat{H}_{ex}(t) \). Within the tdMF theory, the time evolution of the system is described by the MF Hamiltonian,
\[ \hat{H}^{MF}_{tot}[\rho, X](t) = \hat{H}^{MF}_{el}[\rho, X](t) + \hat{H}^{MF}_{ph}[\rho](t) + \hat{H}_{ex}(t). \]

Here, we use the arguments \([\rho, X]\) and \([\rho]\) to explicitly show the dependency of the MF Hamiltonian on the expectation value of the density matrix and the phonon displacements. \( \hat{H}^{MF}_{el}[\rho, X](t) \) and \( \hat{H}^{MF}_{ph}[\rho](t) \) are obtained by decoupling the el-el interaction term and the el-ph coupling in the original Hamiltonian as
\[ \hat{H}^{MF}_{el}[\rho, X](t) = \hat{H}_{kin} + \hat{H}^H(t) + \hat{H}^F(t) + \hat{H}^{MF, el}(t), \]
\[ \hat{H}^{MF}_{ph}[\rho](t) = \omega_0 \sum_i \hat{b}^\dagger_i \hat{b}_i + \sum_{l,\nu} g_{\nu} \rho_{\nu l}(t) \hat{X}_l, \]
where \( g_{\nu} = \delta_{1,\nu} g \). The MF terms in \( \hat{H}^{MF}_{el} \) can be expressed as
\[ \hat{H}^H[\rho](t) = U \sum_{l,a} \rho_{l\bar{a},la}(t) \hat{n}_{la}, \]
\[ \hat{H}^F[\rho](t) = -U \sum_{l,a} \rho_{l\bar{a},la}(t) \hat{c}^\dagger_{la} \hat{c}_{la}, \]
\[ \hat{H}^{MF, el}[X](t) = \sum_{l,\nu} g_{\nu} \hat{X}_l(t) \hat{\rho}_{\nu l}. \]

Here, \( \hat{H}^H \) and \( \hat{H}^F \) correspond to the Hartree and the Fock contributions, respectively. We also note that \( \hat{H}^H(t) + \hat{H}^F(t) = \sum_{l,\nu} U_{\nu l} \rho_{\nu l}(t) \hat{n}_{\nu l} \) with \([U_0, U_1, U_2, U_3] = [U^2, -U^2, -U^2, -U^2] \).

The equilibrium state is determined as follows. The equilibrium MF Hamiltonians become
\[ \hat{H}^{MF}_{el} = \frac{1}{2} \sum_k \hat{\Psi}^\dagger_k \left[ C_k + B_k^z + B_k^x - i B_k^y \right] \hat{\Psi}_k, \]
\[ \hat{H}^{MF}_{ph} = \omega_0 \sum_i \hat{b}^\dagger_i \hat{b}_i + g(\phi + \phi^*) \sum_i \hat{X}_i, \]
with \( \hat{\Psi}^\dagger_k \equiv \frac{1}{\sqrt{N}} \sum \hat{\epsilon}^{i k r} \hat{\Psi}_i^\dagger \) and
\[ C_k = (\epsilon_0(k) - \epsilon_1(k)) + (D_0 + D_1) + U n_{tot}. \]
Here, \( n_{tot} \equiv n_0 + n_1 \). From Eq. (11b), we obtain the expectation values
\[ P_i = 0, \quad X_i = -\frac{4g}{\omega_0} \text{Re} \phi. \]

Using these values, \( B^{(x,y,z)}_k \) in Eq. (11a) is expressed as
\[ B_k^x = -2(U + 2\lambda) \text{Re} \phi, \]
\[ B_k^y = -2U \text{Im} \phi, \]
\[ B_k^z = (\epsilon_0(k) - \epsilon_1(k)) + D_01 - U \Delta n, \]
with \( D_01 = D_0 - D_1 \) and \( \Delta n \equiv n_0 - n_1 \). The eigenvalues of \( \hat{H}^{MF}_{el} \) are given by \( E_{\pm}(k) = \frac{1}{2}(\pm B_k + C_k) \) with \( B_k = \sqrt{(B_k^x)^2 + (B_k^y)^2 + (B_k^z)^2} \). This provides the single-particle dispersion in the MF theory. Thus, the MF self-consistency relation becomes
\[ \phi = \frac{1}{N} \sum_k \frac{B_k^z + i B_k^y}{2B_k} [f(E_+(k), T) - f(E_-(k), T)], \]
\[ \Delta n = \frac{1}{N} \sum_k [f(E_+(k), T) - f(E_-(k), T)], \]
\[ n_{tot} = \frac{1}{N} \sum_k [f(E_+(k), T) + f(E_-(k), T)], \]
and we solve these equations to obtain the equilibrium MF values, \( \phi, \Delta n \) and \( n_{tot} \). Here, \( T \) is the temperature and \( f(\epsilon, T) \) is the corresponding Fermi distribution function. The phase of \( \phi \) can be arbitrary when \( \lambda = 0 \), but \( \phi \in \mathbb{R} \) is favored for nonzero \( \lambda \). Therefore, we assume that \( \phi \in \mathbb{R} \) in the following. Note that Equation (14a) tells that \( U + 2\lambda \) can be regarded as the effective interaction that drives the system into the ordered phase. Thus, one measure of the relative contribution of the el-ph coupling and the Coulomb interaction to the order phase is the relative strength of \( U \) and \( 2\lambda \).

When we discuss the effects of the el-ph coupling on the collective modes, we should compare the systems with
the same single-particle properties. From Eqs. (14) and (15), if two sets of parameters \((D_{01}, U, \lambda, D_0 + D_1)\) and \((D'_{01}, U', \lambda', D'_0 + D'_1)\) satisfy
\[
U + 2\lambda = U' + 2\lambda',
\]
\[
D_{01} - U\Delta n = D'_{01} - U'\Delta n,
\]
\[
(D_0 + D_1) + U n_{\text{tot}} = (D'_0 + D'_1) + U' n_{\text{tot}},
\]
these sets yield the same single-particle dispersions \((E_{\pm}(k))\) and MF parameters, \(\phi, \Delta n\) and \(n_{\text{tot}}\). In other words, for a given reference set of parameters \((D_{01,\text{ref}}, U_{\text{ref}}, \lambda = 0, D_{0,\text{ref}} + D_{1,\text{ref}})\) and arbitrary choice of \(\lambda',\) one can always find \((D'_{01}, U', D'_0 + D'_1)\) such that \(B_k, C_k\) and \(E_{\pm}(k)\) are identical for these two sets. We will use this to discuss the effects of the el-ph coupling on the collective modes. Note that this means that the single-particle spectra in the MF level is irrelevant to the origin of the ordered phase.

For the evaluation of the linear response functions in the next section, we introduce the single-particle Green’s function in equilibrium. The lesser and greater components of the Green’s functions are defined as
\[
\begin{align*}
G^<_{\alpha}(t, t'; k) &\equiv i\langle c^\dagger_{k,\alpha}(t')c_{k,\alpha}(t) \rangle \\
G^>_{\alpha}(t, t'; k) &\equiv -i\langle c_{k,\alpha}(t)c^\dagger_{k,\alpha}(t') \rangle
\end{align*}
\]
and we can regard them as 2×2 matrices in the band index space. Assuming an equilibrium condition and a real order parameter, they can be expressed as
\[
\begin{align*}
G^<_{\alpha}(t; k) &= i \sum_{\alpha'=\pm} f(E_{\alpha}(k), T)e^{-iE_{\alpha}(k)t}W_{\alpha}(k), \\
G^>_{\alpha}(t; k) &= -i \sum_{\alpha'=\pm} f(-E_{\alpha}(k), T)e^{-iE_{\alpha}(k)t}W_{\alpha}(k),
\end{align*}
\]
where
\[
W_{\pm}(k) = \frac{1}{2} \left[ \pm \frac{B_k^2}{B_k} \sigma_1 \pm \frac{B_k}{B_k} \sigma_3 + \sigma_0 \right].
\]

As for the time evolution, in general, one can write down the equations of motion of \(\rho(t), X(t)\) and \(P(t)\) with respect to \(H_{\text{tot}}^\text{MF}[\rho, X].\) However, in the linear response regime, we do not need to explicitly compute the time evolution. We can derive the expression of the linear response function consistent with the tdMF by regarding the deviation of the MF terms \((\ref{eq:deviation})\) from the equilibrium MF Hamiltonian \(H_{\text{MF}}\) as an additional external field [see the next section and Appendix A].

C. Linear response functions

In this section, we present the expressions for the linear response functions evaluated by the tdMF theory introduced above. In particular, we are interested in the linear response functions
\[
\chi^R_{\mu\nu}(t - t'; \mathbf{r}_i) = -i\theta(t - t')\left\langle [\hat{\rho}_{\mu i}(t), \hat{\rho}_{\nu j}(t')] \right\rangle.
\]

We assume translational invariance in space and time as the system is in equilibrium in the absence of the external perturbation. The response function \((\ref{eq:responsefunction})\) is obtained by exciting the system with a small perturbation \(\hat{H}_{\text{ex}}(t) = \delta F_{\text{ex,}\alpha\beta}(t)\hat{\rho}_{\alpha\beta}\) and measuring the evolution of \(\hat{\rho}_{\mu i}.\) Since we take the order parameter \(\phi\) to be real, \(\chi^R_{\alpha\beta}\) corresponds to the dynamics in the amplitude direction, while \(\chi^R_{22}\) corresponds to the dynamics in the phase direction [see Fig. 1]. We can also introduce the Fourier transformation of \(\chi\) as
\[
\chi^R(\omega; \mathbf{q}) = \chi^R_{0}(\omega; \mathbf{q}) + \chi^R(\omega; \mathbf{q})\Theta(\omega; \mathbf{q})\chi^R(\omega; \mathbf{q}),
\]
with \(\Theta = \Theta^e + \Theta^h\) and
\[
\Theta^e(\omega; \mathbf{q}) = \text{Diag}[U_2, -U_2, -U_2, -U_2],
\]
\[
\Theta^h(\omega; \mathbf{q}) = \text{Diag}[0, g^2 D^R_0(\omega), 0, 0].
\]

Here, \(\chi^R_{0}\) is the response evaluated by keeping the MF Hamiltonian the same as in equilibrium (without updating the mean fields in the time evolution), and \(\text{Diag}[\cdot]\) indicates a diagonal matrix. In terms of the Feynman diagrams, \(\chi^R_{0}\) corresponds to a bubble diagram \(\langle \chi^R(t) = \theta(t)| G^<(-t)G^>(t) - G^>(-t)G^<(t) \rangle\), whose specific expression is
\[
\chi^R_{0,\mu\nu}(\omega; \mathbf{q}) = \frac{1}{N} \sum_k \left\{ \sum_{\alpha,\beta=\pm} \text{Tr}[W_\alpha(k - \mathbf{q})\sigma_\mu W_\beta(k)\sigma_\nu] \times f(E_\alpha(k - \mathbf{q}), T) - f(E_\beta(k), T) \right\}.
\]

Here, \(0^+\) is an infinitesimally small positive value. \(D^R_0(\omega)\) is the free phonon Green’s functions,
\[
D^R_0(\omega) = \frac{2\omega_0}{(\omega + i0^+)^2 - \omega_0^2}.
\]
In terms of Feynman diagrams, the expression of the linear response function Eq. (20) consists of the ring diagrams and the ladder diagrams for the Coulomb interaction and the ring diagrams for the el-ph coupling (the random phase approximation (RPA)), cf. Ref. 45. The detailed derivations of the susceptibilities are presented in a more general form in Appendix A [see also Ref. 53 for the case of normal states].

**D. Optical conductivity**

In this section, we introduce the expression for the optical conductivity and explain how it is related to the response functions of the order parameters discussed above. The optical response represents one of the most versatile experimental probes for equilibrium and nonequilibrium materials properties. For instance, detailed insights into the collective response of superconductors have been obtained from the non-linear terahertz optical response. In order to study the optical conductivity (linear response) of our two band model, we need to define how the system is coupled to the external field. Here, we consider a minimal gauge-invariant description (Peierls term) and dipolar excitation, where

\[ \hat{H}(t) = - \sum_{(i,j),a=0,1} J_a(r_{ij},t) \hat{c}_{ia} \hat{c}_{ja} - E(t) \cdot \hat{P}. \]  

Here, \( E(t) \) is the electric field, \( J_a(r_{ij},t) = J_a(r_{ij}) \exp[iq(\boldsymbol{r}_{ij} \cdot \hat{A}(t))] \), \( \hat{A}(t) \) is the vector potential with \( E(t) = -\partial_t \hat{A}(t) \), and \( q \) is the electron charge. The polarization operator \( \hat{P} \) is defined as \( \hat{P} = \sum_{i,a} \hat{d}_a \hat{c}_{ia} \hat{c}_{ia} \), where \( \hat{d}_a \) is a dipole matrix and, for simplicity, we assume that it is local (momentum independent). Then, the current of the system with the coupling (24) to the field consists of the intraband current (\( \mathbf{J}_{\text{intra}} \)) and the interband current (\( \mathbf{J}_{\text{inter}} \)),

\[ \mathbf{J}_{\text{intra}}(t) = iq \sum_{(i,j),a} \mathbf{r}_{ij} J_a(r_{ij},t) \rho_{ja,ia}(t), \]

\[ \mathbf{J}_{\text{inter}}(t) = \partial_t \langle \mathbf{P}(t) \rangle = \partial_t \sum_{i,a} \mathbf{d}_a \rho_{ia,ia}(t). \]

In particular, we note that, in the linear response regime, the intraband current consists of the paramagnetic current and the diamagnetic current, which is proportional to the vector potential, and the operator for the paramagnetic current is \( \mathbf{J} \equiv iq \sum_{(i,j),a} \mathbf{r}_{ij} J_a(r_{ij}) \hat{c}_{ia} \hat{c}_{ja} \).

By considering the linear response of these currents to the applied electromagnetic fields \( \mathbf{A} \) and \( \mathbf{E} \), we obtain the expression of the optical conductivity,

\[ \sigma(\omega) = \frac{i \omega \chi_{PP}^R(\omega) - \chi_{FP}^R(\omega) + \chi_{JJ}^R(\omega) + \frac{-\chi_{JJ}^F(\omega) + C}{i \omega}} \]

with

\[ \chi_{PP}^R(\omega)_{\alpha\beta} = -i\theta(t) \langle \hat{P}_\alpha(t) \hat{P}_\beta(0) \rangle, \]

\[ \chi_{FP}^R(\omega)_{\alpha\beta} = -i\theta(t) \langle \hat{J}_\alpha(t) \hat{P}_\beta(0) \rangle, \]

\[ \chi_{JJ}^R(\omega)_{\alpha\beta} = -i\theta(t) \langle \hat{J}_\alpha(t) \hat{J}_\beta(0) \rangle, \]

and the diamagnetic term

\[ C_{\alpha\beta} = -q^2 \sum_{(i,j),a} (\mathbf{r}_{ij})_\alpha (\mathbf{r}_{ij})_\beta J_a(\mathbf{r}_{ij}) \rho_{ja,ia}. \]

Here, \( \alpha, \beta = x, y \) indicate the spatial directions. These quantities can be evaluated in such a way that they are consistent with the tdMF theory [see Appendix A and B].

With this simple coupling to the external field, one can make several exact statements on the optical conductivity without explicit calculations. First, \( \chi_{PP}^R \) is up to a constant the same as \( \chi^R(\omega; \mathbf{q} = 0) \) discussed in the previous section. For example, if \( \mathbf{d}_a = d \mathbf{e}_x \) with \( d \in \mathbb{R} \) and \( \mathbf{e}_x \) is the unit vector in the \( x \) direction, \( \chi_{PP}^R(\omega; \mathbf{q} = 0) = d^2 \chi_{11}^R(\omega; \mathbf{q} = 0) \). Second, \( \chi_{PP}^R \) and \( \chi_{JJ}^R \) turn out to be zero, because of the inversion symmetry (\( r_i \leftrightarrow -r_i \)) of the Hamiltonian (1). Finally, the vertex correction to \( \chi_{JJ}^R \) is zero due to the inversion symmetry and the local self-energy of the MF theory of the Hamiltonian (1), as in the dynamical mean-field theory. Therefore, \( \chi_{JJ}^R \) can simply be expressed as a bubble diagram with MF Green’s functions, and it is fully determined by the single-particle properties. Therefore, it does not provide any information on whether the EI state originates from the Coulomb interaction or the el-ph coupling.

**III. RESULTS**

We investigate a two-dimensional system with strongly anisotropic hopping parameters: \( J_0(\mathbf{a}_x) = -J_1(\mathbf{a}_x) = 1.0 \) and \( J_0(\mathbf{a}_y) = -J_1(\mathbf{a}_y) = 0.2 \). Here, \( \mathbf{a}_x \) is the lattice vector along the \( x \) direction, whose length \( a_x \) is set to 1 for both directions. This model is inspired by TNS, which is a material composed of weakly coupled chains. Here, the \( x \) direction corresponds to the chain direction and the \( y \) direction corresponds to the perpendicular direction of the chain. We focus on \( T = 0 \) and half-filling \( (n_0 + n_1 = 1) \) and fix the phonon frequency to \( \omega_0 = 0.1 \). For the numerical evaluation of \( \chi_{\alpha}^R(\mathbf{q}) \), we use \( 0^+ = 0.005 \) in this work.
In this section, we clarify the properties of the ground states obtained within the MF theory to set the stage for the investigation of the collective modes. In Fig. 2(a), we show the dependence of $\phi$ and $\Delta n$ on the local interaction $U$ for fixed energy levels of the bands $D_{01} = 2.2$, as a typical example. When the interaction is weak, the system is in the ordered phase as in the BCS theory even for infinitesimally small interactions, and the order parameter gradually grows with increasing $U$. On the other hand, the interaction also contributes to the Hartree shift of the bands, so that the effective band splitting increases with increasing $U$ [see Eq. (14c)]. Thus, the order parameter shows a maximum at $U_{BB} = 2.07$ for fixed $D_{01}$ along $U$ and there is a BCS-BEC crossover. The number of electrons in the conduction band decreases with increasing $U$ and it becomes close to 0 in the BEC regime. For large enough $U$, the system turns into a normal semiconductor, via a second order phase transition at $U_c = 3.04$. By performing similar calculations for different $D_{01}$, we obtain the order parameter ($\phi$) and the difference in the number of electrons between the bands ($\Delta n$) in the ground state in the plane of $D_{01}$ and $U$, respectively. The black solid line indicates the boundary of the EI phase ($U_c$), the gray dot-dashed line indicates $U_{BB}$, the red dot-dashed line indicates $U_{SS}$ (the $B_0^3 < 0$ regime is below and the $B_0^3 > 0$ regime is above the line). The vertical dashed line is $D_{01} = 2.2$. Here, the system is half filled, and we use $J_0(a_x) = -J_1(a_x) = 1.0$, $J_0(a_y) = -J_1(a_y) = 0.2$ and $\lambda = 0$.

A. Pure Excitonic Insulator

We first revisit the properties of the collective excitations in the pure EI phase ($\lambda = 0$). It is known that a BCS-BEC crossover occurs in the EI phase. In this paper, we define the BCS-BEC crossover point as the maximum of the order parameter for each $D_{01}$, and we denote it by $U_{BB}$. In addition, we will demonstrate that the value of $B_0^3$ in Eq. (11a) defines the character of the amplitude mode. For $B_0^3 < 0$ the disordered system (neglecting the off-diagonal terms in Eq. (11a)) is semi-metallic, while for $B_0^3 > 0$ the disordered system is semiconducting. We denote this semiconductor-semimetal crossover by $U_{SS}$.

1. Phase diagram and single-particle dispersion

In this section, we clarify the properties of the ground states obtained within the MF theory to set the stage for the investigation of the collective modes. In Fig. 2(a), we show the dependence of $\phi$ and $\Delta n$ on the local interaction $U$ for fixed energy levels of the bands $D_{01} = 2.2$, as a typical example. When the interaction is weak, the system is in the ordered phase as in the BCS theory even for infinitesimally small interactions, and the order parameter gradually grows with increasing $U$. On the other hand, the interaction also contributes to the Hartree shift of the bands, so that the effective band splitting increases with increasing $U$ [see Eq. (14c)]. Thus, the order parameter shows a maximum at $U_{BB} = 2.07$ for fixed $D_{01}$ along $U$ and there is a BCS-BEC crossover. The number of electrons in the conduction band decreases with increasing $U$ and it becomes close to 0 in the BEC regime. For large enough $U$, the system turns into a normal semiconductor, via a second order phase transition at $U_c = 3.04$. By performing similar calculations for different $D_{01}$, we obtain the order parameter ($\phi$) and the difference in the number of electrons between the bands ($\Delta n$) in the ground state in the plane of $D_{01}$ and $U$ [see Fig. 2(b)(c)]. The BEC regimes are located on the large $U$ and large $D_{01}$ side, and $B_0^3 > 0$ is always located in the BEC regime. For large enough $U$ and $D_{01}$, the ground state becomes a normal semiconductor, which is characterized by $\phi = 0$ and $\Delta n = -1$. In the following analysis we will focus on $D_{01} = 2.2$, where $U_{BB} = 2.07$, $U_{SS} = 2.78$ and the phase boundary with the semiconductor is at $U_c = 3.04$.

To clarify the situation further, we show the corresponding MF single-particle spectra for $k_y = 0$ in Figs. 3(a-d) for fixed $D_{01} = 2.2$. For $U < U_{BB}$, the dispersion shows a characteristic minimum at the $\Gamma$-point and the band-gap minimum at $E_{gap}$ is located at finite momentum [Fig. 3(a)]. For $U_{BB} < U < U_c$, the dispersion is characterized by the flattening of the band at the $\Gamma$-point [Figs. 3(b,c)], while for $U_c < U$ the cosine dispersion of the free system is recovered [Fig. 3(d)]. These single-particle spectra determine the single-particle contributions in the response functions as will be shown below.

2. Linear response functions

Now we present the linear response functions of the order parameter to see how the collective modes manifest themselves there. Remember that $\chi^R_{11}(\omega, q)$ and $\chi^R_{22}(\omega, q)$ correspond to the dynamics of the order parameter along the amplitude and the phase directions, respectively, in the limit of $q \to 0$. In Fig. 3(e-f), we plot $-\Im \chi^R_{11}(\omega, q_x, 0)$ and $-\Im \chi^R_{22}(\omega, q_x, 0)$ for the pure EI in the different regimes for fixed $D_{01} = 2.2$. 
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For $U < U_c$ the system is in the EI state and we observe a massless mode ($\omega \to 0$ at $q \to 0$) both in $-\frac{1}{2} \text{Im} \chi_{11}^r(\omega; q_x, q_y = 0)$ [Fig. 3(e-g)] and in $-\frac{1}{2} \text{Im} \chi_{22}^r(\omega; q_x, q_y = 0)$ [Fig. 3(i-k)]. This mode is nothing but the phase mode (the Nambu-Goldstone mode), which is characterized by a much stronger signal in $-\frac{1}{2} \text{Im} \chi_{22}^r(\omega; q_x, q_y = 0)$ compared to $-\frac{1}{2} \text{Im} \chi_{11}^r$. Moreover, its weight in $-\frac{1}{2} \text{Im} \chi_{11}^r$ completely disappears at $q \to 0$. We note that the appearance of the phase mode both in $-\frac{1}{2} \text{Im} \chi_{11}^r$ and $-\frac{1}{2} \text{Im} \chi_{22}^r$ means that the dynamics along the phase and amplitude direction of the order parameter is not completely separated at nonzero momenta. The phase mode shows a linear dispersion around $q = 0$ for all $U$, but the velocity $v_x = \partial_\omega \omega(q)|_{\omega=0}$ gets suppressed as $U$ increases and the system approaches the BEC regime. When the interaction becomes large ($U > U_c$), the system is in the normal semiconducting phase. There one can observe an in-gap state, which corresponds to an exciton [see Figs. 3(h) and (i)]. Now, when we reduce $U$ from the normal semiconductor phase, this mode at $q = 0$ softens to zero at the boundary to the EI phase [see Fig. 4(b) for details], while at finite momenta, it is continuously connected to the phase mode branch.

In addition to the phase mode, there exists the amplitude mode at the bandgap energy ($E_{gap}$), which is analogous to the amplitude Higgs mode in the superconducting phase. In the BCS regime, the signature of the amplitude mode is a prominent peak at $q = 0$ at $\omega = E_{gap}$ in $\text{Im} \chi_{11}^r(\omega)$ [see Fig. 3(e)]. This mode gets suppressed with increasing $q$ because of the Landau damping of the amplitude mode into particle-hole excitations.

FIG. 3. (a-d) The MF single-particle spectra along $k_x\ (k_y = 0)$. (e-h) Linear response functions for the order parameter in the amplitude direction $-\frac{1}{2} \text{Im} \chi_{11}^r(\omega; q_x, q_y = 0)$ (e-h) and in $-\frac{1}{2} \text{Im} \chi_{22}^r(\omega; q_x, q_y = 0)$ (i-l) for different values of $U$. The first column corresponds to the BCS regime ($U = 1.8$), the second column to the semiconductor-semimetal crossover ($U = U_{SS} = 2.78$), the third column to the BEC regime ($U = 2.9$), and the last column to the normal semiconductor ($U = 3.5$). All figures are for purely electronic systems and the band-level difference is $D_{01} = 2.2$. The orange dash-dotted lines indicate the bandgap energies ($E_{gap}$).
with a frequency of \( \omega_H = E_{\text{gap}} \) and its amplitude damps with \( t^{-\frac{1}{2}} (t^{-\frac{3}{2}}) \) in the BCS (BEC) regime. The corresponding frequency dependence is \( (\omega - \omega_H)^{-\frac{1}{2}} ((\omega - \omega_H)^{\frac{3}{2}}) \) in the BCS (BEC) regime, which leads to a peak (dip) structure at \( \omega_H = E_{\text{gap}} \) [see Fig. 4(a)].

FIG. 4. Linear response functions for the order parameter in the amplitude direction for the long-wavelength limit. (a) Specific examples for the linear response function \( -\frac{1}{\pi} \text{Im} \chi^R_0(\omega; \mathbf{q} = 0) \) (solid lines) and the corresponding single-particle bubble diagram \( -\frac{1}{\pi} \text{Im} \chi^R_{0,1}(\omega; \mathbf{q} = 0) \) (dashed lines) for the specified \( U \) values at fixed band-level difference \( D_{01} = 2.2 \). The vertical dot-dashed lines indicate \( E_{\text{gap}} \) for each \( U \). (b) \( -\frac{1}{\pi} \text{Im} \chi^R_0(\omega; \mathbf{q} = 0) \) in the plane of \( \omega \) and \( U \) at \( D_{01} = 2.2 \). The dot-dashed red line indicates \( U = U_{\text{SS}} \), and the dashed orange line indicates the bandgap \( E_{\text{gap}} \).

3. Anisotropy in velocity of phase mode

In this section, we study the velocity of the phase mode. If the hopping parameters are isotropic \( (J_x(\mathbf{a}_x) = J_y(\mathbf{a}_y)) \), the velocities of the phase mode along the \( x \) and \( y \) directions are also identical. On the other hand, in the present setup with \( |J_x(\mathbf{a}_x)| > |J_y(\mathbf{a}_y)| \), these velocities are not equivalent (anisotropy in the phase mode velocity). We demonstrate that the ratio of the phase mode velocities along the \( x \) and \( y \) directions depends on whether the system is in the BCS or BEC regime. The velocities of the phase mode \( (\omega_{\text{phase}}(\mathbf{q})) \) along the \( \alpha \) direction is defined as

\[
v_\alpha(\mathbf{q})|_{\mathbf{q}=0} = \frac{a_\alpha}{\hbar} \frac{\partial \omega_{\text{phase}}(\mathbf{q})}{\partial q_\alpha}|_{\mathbf{q}=0}.
\]  

FIG. 5. (a) Velocity of the phase mode along the \( x \) direction \( (v_x) \) and (b) the ratio between \( v_y \) and \( v_x \). The velocities are obtained by a linear fit of the peaks in \( -\text{Im} \chi^R_{22}(\omega; q_x, q_y) \). For \( v_x(v_y) \), we use \( q_x(q_y) \in [0.05, 0.15] \) with \( q_y = 0 \) \( (q_x = 0) \). The black solid lines indicate \( U_c \), the gray dot-dashed lines indicate \( U_{\text{BB}} \), the red dot-dashed lines indicate \( U_{\text{SS}} \) [see the text for detail]. Here, \( a_\alpha \) is the lattice constant along the \( \alpha \)-direction. In our study we set \( a_\alpha = \hbar = 1 \) and the velocities are evaluated by linear fitting of the peaks in \( -\text{Im} \chi^R_{22} \) in the range \( q_x, q_y \in [0.05, 0.15] \). In Fig. 5, we show the velocity along the chain \( v_x \) and the ratio between the velocity along the \( x \) direction \( (v_x) \) and the \( y \) direction \( (v_y) \). As mentioned previously, the velocity tends to be larger on the BCS side, i.e. away from the BEC regime [see Fig. 5(a)]. As for the anisotropy, the difference between \( v_x \) and \( v_y \) becomes less prominent when \( D_{01} \) and/or \( U \) increase and the system approaches the BEC regime [see Fig. 5(b)]. Thus, a suppression of the anisotropy in the velocity compared to the anisotropy in the hopping parameters is an indication that the system is close to the BEC regime. This result indicates that if one could observe the velocity of the phase mode (if any), one can roughly judge whether the system is close to the BEC regime or to the BEC regime. We note that in evaluating the velocity above, we assumed that the lattice constant is the same along the \( x \) and \( y \) directions. In reality, an anisotropy in the hopping parameter is usually accompanied by a difference in the lattice constants, which should be taken into account in a realistic estimate of the velocities. For instance, in TNS, the distance between the chains is roughly twice longer than the lattice constant along the chain, when we take into account that two sets of chains are involved in one unit-cell of TNS.
In this section, we investigate the effects of the el-ph coupling on the properties of the collective modes. To this end we choose a reference set of parameters \((D_{01}, U, \lambda, D_0 + D_1) = (D_{01, \text{ref}}, U_{\text{ref}}, \lambda_{\text{ref}} = 0, D_{0, \text{ref}} + D_{1, \text{ref}})\). For nonzero el-ph coupling, we adjust \(D_{01}, D_0 + D_1\) and \(U\) such that the order parameter and the mean-field single-particle spectrum are the same as for the reference set, i.e., such that condition (16) is satisfied. Since we focus on half-filling \((D_0 + D_1 = -U)\), the parameter set is specified by \(D_{01, \text{ref}}, U_{\text{ref}}, \lambda\). In the following, we fix \(D_{01, \text{ref}} = 2.2\) and consider some values of \(U_{\text{ref}}\) that represents the BCS regime, semiconductor-semimetal (SS) crossover \((U = U_{\text{SS}})\), and BEC regimes [see Fig. 2(a)].

In Fig. 6, we show \(\text{Im} \chi^{R}_{11}\) and \(\text{Im} \chi^{R}_{22}\) for \(q = (q_x, 0)\) for different values of \(\lambda\). Here, we show the results at \(U = U_{\text{SS}}\), but the main features are the same for the BCS and BEC regimes. For nonzero el-ph coupling, the phase mode becomes massive (acquires a finite gap) and also shows up in \(\text{Im} \chi^{R}_{11}\) even at \(q = 0\), although its weight is still larger in \(\text{Im} \chi^{R}_{22}\). This means that in this case the dynamics of the amplitude and the phase of the order parameter is weakly coupled. When the el-ph coupling is weak, the gap of the phase mode is small and the phase mode can hybridize with the phonon mode at finite momentum [see Figs. 6(a) and 6(e)]. As we increase the el-ph coupling, the gap is increased and the band corresponding to the phase mode is lifted up. By further increasing \(\lambda\), the massive phase mode gradually merges into the particle-hole continuum [see Figs. 6(d) and 6(h)].

Now we focus on the signatures of the collective modes at \(q = 0\) as imprinted in the linear response function of the order parameter in the amplitude direction \(\chi^{R}_{11}(\omega; 0)\).

First, we study how the collective modes change as the relative contribution between the el-ph coupling and the el-el interaction to the order is changed. Remember that \(U_{\text{ref}} = U + 2\lambda\) is the effective interaction that drives the system into the ordered phase [see Eq. (14)]. In Fig. 7, we show \(\text{Im} \chi^{R}_{11}(\omega; 0)\) as a function of \(\lambda\) with \(U_{\text{ref}}\) fixed to the BCS regime [Figs. 7(a) and 7(d)], the SS crossover regime [Figs. 7(b) and 7(e)] and the BEC regime [Figs. 7(c) and 7(f)]. At \(\lambda = 0\) \((\lambda = U_{\text{ref}}/2)\) the order is purely driven by the excitonic scenario (the el-ph coupling). In all cases, one can see the signature of a massive mode arising from \(\omega = 0\) at \(\lambda = 0\), which corresponds to the massive phase mode. At the same time, the phonon frequency is renormalized and reduced from the bare value and the two modes cross at some \(\lambda\). The detailed dependence of the frequencies of the massive phase mode and the phonon mode is shown in Fig. 7(g-i) as a function of \(\sqrt{\lambda} (\propto g)\) for small \(\lambda\). The gap of the phase mode scales linearly with \(\sqrt{\lambda}\). The gap is independent of \(\omega_0\) until the phase mode crosses with the phonon mode (not shown). The hybridization of the two modes (the size of the gap caused by the hybridization) is smaller for smaller \(U_{\text{ref}}\) and for smaller phonon frequencies (the latter is not shown).

Furthermore, the el-ph coupling affects the feature near the gap energy \(E_{\text{gap}}\). In the BCS regime, the well-defined peak at the gap edge in \(\frac{1}{\pi} \text{Im} \chi^{R}_{11}(\omega; 0)\), which corresponds to the amplitude (Higgs) mode, disappears with increasing \(\lambda\) [see Figs. 7(a)(d) and the discussion below]. In contrast, in the BEC regime, at some intermediate coupling strengths \(\lambda\), the signal above the gap is slightly enhanced due to the merging of the massive phase mode with the particle-hole continuum [see Figs. 7(c)(f)].

Now, we study the behavior of the collective modes
around the phase boundary and the BCS-BEC crossover regime with nonzero el-ph coupling. In Fig. 8, we fix λ to a small value (λ = 0.05) and to an intermediate value (λ = 0.3) and change $U_{\text{ref}} = U + 2\lambda$. For large enough $U_{\text{ref}}$, the system is in the normal semiconductor state. In the semiconductor state, one can see an in-gap mode below the bandgap energy but above the phonon energy, which corresponds to the exciton mode. As $U_{\text{ref}}$ is decreased and the system approaches the ordered phase, the exciton mode as well as the phonon mode softens. However, the nature of the mode that softens to zero at the boundary to the ordered phase turns out to be different for weak and intermediate couplings. For small λ, the exciton mode softens, crosses the phonon mode and hybridizes with the phonon mode [see Figs. 8(a) and 8(b)]. The situation becomes clear by looking at the response function defined as

$$\chi_{\text{el}}(\omega; \mathbf{q}) = \chi_0^R(\omega; \mathbf{q}) + \chi_0^R(\omega; \mathbf{q})\Theta^\text{el}(\omega; \mathbf{q})\chi_{\text{el}}^R(\omega; \mathbf{q}),$$

which only includes the contribution from the el-el interaction to the vertex correction. The result is shown in Fig. 8(c), where one can see the exciton mode ($\omega_{\text{ex,0}}$) but no specific signal at the phonon frequency. Around the phase boundary, the exciton mode softens below the phonon frequency. Since the full response function can be expressed as

$$\chi^R(\omega; \mathbf{q}) = \chi_{\text{el}}^R(\omega; \mathbf{q}) + \chi_{\text{el}}^R(\omega; \mathbf{q})\Theta^\text{ph}(\omega; \mathbf{q})\chi^R(\omega; \mathbf{q}),$$

we can see that in the total response function $\chi^R(\omega; \mathbf{q})$, the exciton mode at $\omega_{\text{ex,0}}$ and the bare phonon mode with frequency $\omega_0$ hybridize. (Note that $\Theta^\text{ph}(\omega; \mathbf{q})$ is almost a phonon propagator.) When $\omega_{\text{ex,0}} < \omega_0$, the hybridization between the two bosonic modes pushes down the energy level of the exciton mode and pushes up the energy of the phonon mode. Therefore, we can interpret the data for the el-ph coupling $\lambda = 0.05$ as an el-ph coupling assisted softening of the exciton mode. However, what is condensing at the EI phase boundary are still excitons.

On the other hand, for intermediate $\lambda$, the exciton energy stays above the phonon mode [see Figs. 8(d-f)]. In this case, since $\omega_{\text{ex,0}} > \omega_0$, the hybridization pushes the energy of the exciton mode up and pushes the energy of the phonon mode down. Therefore, it is natural to interpret the data as a softening of the phonon mode to zero with the assistance of the coupling to the exciton mode. We note that, with this intermediate value of $\lambda$, the Coulomb interaction $U$ is still larger than $2\lambda$ at the boundary between the ordered phase and the normal semiconductor. Thus, our analysis implies that there also exists a criterion to judge whether the ordered phase is more excitonic or el-ph driven, based on the nature of the mode that softens to zero at the boundary, and not by just comparing the size of the Coulomb interaction $U$ and the el-ph coupling $2\lambda$. Although here we focus on $T = 0$, we can expect that a similar behavior is found in the phase transition at $T > 0$. The behavior at intermediate $\lambda$ is reminiscent of the collective mode behavior observed in $1T - \text{TiSe}_2$ in Ref. 26, where the softening of the electronic mode occurs above the phonon mode at...
Another important point is the dependence of the amplitude mode signal on the el-ph interaction. On the BCS side, there emerges a peak at the bandgap energy ($E_{\text{gap}}$) for weak el-ph coupling, which corresponds to the amplitude mode. In contrast, at intermediate couplings this peak disappears [see Figs. 8(a)(d) and Fig. 7(d)]. The behavior can be understood by looking at the expression for the vertex $\Theta$, Eq. (21). As the el-ph coupling $\lambda$ is increased keeping $U_{\text{ref}}$ fixed, the size of $\Theta(\omega)$ around the bandgap energy $E_{\text{gap}} \approx 0.6$ is decreased as $U_{\text{ref}}/2 - \lambda$ because of the small phonon frequency $\omega_0 \ll E_{\text{gap}}$. In other words, the contribution from $\Theta^{\text{ph}}(\omega)$ in this energy range is small. (Around $\omega = 0$, $\Theta^{\text{ph}}(\omega)$ becomes sizable and $\Theta(\omega)$ becomes approximately independent of the el-ph coupling.) Mathematically, the suppression of the vertex results in the suppression of the divergence around $\omega = E_{\text{gap}}$ in $\chi^R(\omega; 0)$ [see Eq. (20)]. Physically, this means that the effective el-el interaction mediated by the phonons only applies to the low frequency range and that it does not contribute to the collective motion of the pairs of quasi-particles across the bandgap. Hence, the amplitude mode, which is a collective motion of such quasiparticles, is weakened. This is why the signature of the amplitude mode is suppressed with increasing $\lambda$ for fixed $U_{\text{ref}}$.

These results can be summarized as follows. When the Coulomb interaction is the dominant mechanism for the ordered phase and the el-ph coupling is very small, the mass of the phase mode is comparable to the phonon energy scale. In this regime, the phase mode and the phonon can cross at finite momentum, and the mode that softens to zero at the phase boundary with the semiconductor is exciton-like. In addition, in the BCS regime, the amplitude mode becomes well defined in the sense that there is a sharp peak in the response function. In the intermediate el-ph coupling regime, the mass of the phase mode is of the same order as the single-particle gap energy. This can occur even when the el-ph coupling is still smaller than the Coulomb interaction, and the mode that softens to zero at the phase boundary with the semiconductor is now phonon-like. In addition, for intermediate el-ph coupling, the amplitude mode is not well defined and there is no peak at the corresponding energy. These features of the collective modes can provide a useful guidance to judge the relative importance of the contributions from the el-el interaction and the el-ph interaction for the ordered phase.

Finally, let us comment on the effects of electronic terms that explicitly break the symmetry, which have been pointed out recently. $^{47,48}$ We numerically confirmed that these terms make the phase mode massive as well, and the dependence of the mass depends sensitively on the form of the term.

### C. Signature of collective modes in optical response

Here, we show how the collective modes can manifest themselves in the optical response, Eq. (26). As was pointed out in Sec. IIID, $\chi^{R, \text{el}}_{JJ} = 0$ and $\chi^{R, \text{el}}_{PP} = 0$ in the present model, while $\chi^{R, \text{el}}_{PP}$ is essentially the same as $\chi^R$ discussed above. Therefore, we first focus on $\chi^{R}_{JJ}$. In Fig. 9(a)(b), we show the imaginary part of $[\chi^{R}_{JJ}(\omega)]_{xx}$ for $D_{01, \text{ref}} = 2.2$, which contributes to the real part of the optical conductivity. In the normal
semiconducting state, it vanishes. In the ordered phase, the signal is weak in the BEC regime, while in the BCS regime it exhibits a peak at the energy of the bandgap. We note that this peak does not originate from collective excitations since $\chi_{J,I}$ has no contribution from vertex corrections. This means that when we see a peak structure in the optical conductivity at the gap energy, it can originate from the single-particle excitations and/or the amplitude mode. A related point has been discussed in the context of the third harmonic generation (THG) in superconductors, where both the amplitude mode and the single-particle excitations can contribute to THG and produce a resonant signal at the gap energy.\cite{5,11,56-59} In the superconductor, the two different contributions can be distinguished by the polarization dependence,\cite{11} which may be also the case for the EI and is an interesting topic for future studies. We also note that $\chi_{J,I}^R$ is the only contribution that was considered in a previous DMRG study\cite{67} motivated by the optical experiments for TNS.\cite{68} There, a peak in the optical conductivity shows up at the gap because of the strong fluctuations in the vicinity of the ordered phase, which reconstructs the band structure and opens a gap.\cite{24} How the peak structure in $\chi_{J,I}^R$ is modified by the feedback from collective excitations, which is not taken into account in the present MF formalism, and whether the peak observed in Ref. 67 originates from the collective motion are interesting open questions.

Finally, in Fig. 9(c)(d), we show the real part of the total optical conductivity $\sigma_{xx}(\omega)$ for $d_{0,x} = d_{1,x} = 1.0$ (the dipole matrix along the $x$ direction) and $\lambda = 0.3$. As in the previous section, the sharp peak appears at the bandgap in the BCS regime, which mainly originates from the single-particle excitation. In addition, the signal of the massive phase mode appears below the band gap. The signals in the lower energy regime becomes less clear because of the factor $\omega$ to $\chi_{J,P}^R$ in the optical conductivity Eq. (26).

D. Effects of nonlocal interactions

Although we focused on the local Coulomb interaction so far, in realistic materials such as TNS, the interaction can have nonlocal components. Thus, in this section, we
interactions along the phase diagram turns out to be sensitive to nonlocal interaction are the following. First, the order parameter and the occupation difference as a function of $\lambda$ and $D_{01}$, which are similar to the previous results for semiconductors with long-range Coulomb interactions.\footnote{17} We will demonstrate that reminiscent phenomena can be observed with the NN interaction, and, in the intermediate coupling regime of $U$, the amplitude mode is split into two modes, one of which becomes an in-gap mode. We show the response function along the amplitude direction ($\text{Im} \chi_{11}^{R}(\omega; q = 0)$) for specified $(U, V_y)$ at $D_{01} = 2.2$. The solid lines correspond to $-\frac{1}{\pi} \text{Im} \chi_{11}^{R}(\omega; q = 0)$, while the dashed lines correspond to $-\frac{1}{\lambda} \text{Im} \chi_{01}^{R}(\omega; q = 0)$. The dashed vertical lines indicate the bandgap energies extracted from the MF single-particle spectrum. The two modes can only be clearly identified around the intermediate interaction $U = 1.8$. By decreasing the in-gap mode also disappears, where the signal of the latter becomes sharp. On the other hand, by increasing the interaction from $U = 1.8$, the above-gap mode survives, where the signal of the former is below the gap [see Fig. 11(a)(b) and compare them with Fig. 3(e)]. The new in-gap mode has a strong signal since the decay into particle-hole excitations is now completely forbidden. As for the phase mode, it is massless due to the $U(1)$ symmetry. $\text{Im} \chi_{11}^{R}(\omega; q = 0)$ is shown in Fig. 12 as a function of $U$ for $V_y = 0.4U$ and $D_{01} = 2.2$. The two modes can only be clearly identified around the intermediate interaction $U = 1.8$. By decreasing the interaction, the in-gap mode gradually disappears and only the above-gap mode survives, where the signal of the latter becomes sharp. On the other hand, by increasing the interaction from $U = 1.8$, the above-gap mode disappears first. By further increasing $U$, the in-gap mode also disappears around $U_{\text{BB}}$ as in the case of local interactions only. By comparing Fig. 12 and Fig. 4(b), one can see that these two modes are continuously connected to the amplitude mode observed in the case of local interactions ($V_y = 0.0$). Thus, our results suggest that the amplitude mode can become more prominent in the presence of nonlocal interactions since the mode is pushed below the particle-hole continuum.
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**FIG. 11.** (a) Linear response functions in the amplitude direction at the momentum cut $q_x = 0$ for $-\frac{1}{\pi} \text{Im} \chi_{11}^{R}(\omega; q_x, q_y = 0)$ for $U = 1.8$, $V_y = 0.4U$, $D_{01} = 2.2$. (b) $-\frac{1}{\pi} \text{Im} \chi_{11}^{R}(\omega; q = 0)$ and $-\frac{1}{\pi} \text{Im} \chi_{01}^{R}(\omega; q = 0)$ for specified $(U, V_y)$ at $D_{01} = 2.2$. The solid lines correspond to $-\frac{1}{\pi} \text{Im} \chi_{11}^{R}(\omega; q = 0)$, while the dashed lines correspond to $-\frac{1}{\lambda} \text{Im} \chi_{01}^{R}(\omega; q = 0)$. The dashed vertical lines indicate the bandgap energies extracted from the MF single-particle spectrum.
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**FIG. 12.** Linear response functions for the order parameter in the amplitude direction $-\frac{1}{\pi} \text{Im} \chi_{11}^{R}(\omega; q = 0)$ in the plane of $\omega$ and $U$ for $D_{01} = 2.2$ and $V_y = 0.4U$. Here, $\lambda = 0$. The dot-dashed red line indicates $U = U_{\text{BB}}$, and the dashed orange line indicates the bandgap $E_{\text{gap}}$. The following, we evaluate the response function (19) as in the case of the local interaction. Although the expression of the response function is not Eq. (20) anymore, one can generalize the strategy based on mean-field dynamics to the nonlocal interaction model [see Appendix A for details].

The interaction along the $x$ direction, which makes it difficult to compare the results with those of the local interaction model. On the other hand, the interaction along the $y$ direction has small effects on the order parameter and the phase diagram. In Fig. 10(a)(b), we show the order parameter and the occupation difference as a function of $U$ and $D_{01}$, which are similar to the previous results for the local interaction (Fig. 2). Second, even with the NN interaction along the $x$ direction stronger than $V_y$, similar effects as discussed here are observed. Therefore, it is sufficient to consider $V_y > 0$ for the following issues. In the following, we study the effects of nonlocal interactions on the collective modes. For simplicity, we choose a specific form of the nonlocal interactions, and point out several potentially interesting effects of it. In the following, we focus on the case without el-ph coupling ($\lambda = 0$). We leave a systematic analysis of different types of nonlocal interactions for a future study. Specifically, we consider a model with nearest-neighbor (NN) interactions along the $y$ direction,

$$
\hat{H}_{\text{int}} = U \sum_i \hat{n}_{i,0} \hat{n}_{i,1} + V_y \sum_{\langle i,j \rangle_y} \hat{n}_i \hat{n}_j,
$$

where $\langle i,j \rangle_y$ denotes the nearest neighbors along the $y$ axis and $\hat{n}_i = \hat{n}_{i,0} + \hat{n}_{i,1}$. The reasons for this choice of interaction are the following. First, the order parameter and the phase diagram turns out to be sensitive to nonlocal interactions along the $x$ direction, which makes it difficult to compare the results with those of the local interaction model. On the other hand, the interaction along the $y$ direction has small effects on the order parameter and the phase diagram. In Fig. 10(a)(b), we show the order parameter and the occupation difference as a function of $U$ and $D_{01}$, which are similar to the previous results for the local interaction (Fig. 2).
the hopping parameters. The linear response functions were evaluated on the RPA level, which is consistent with the

IV. CONCLUSIONS

In this paper, we systematically studied the collective excitations in the ordered phase of a spinless two band model, which is driven by the local interband Coulomb interaction (the excitonic scenario) and the electron-phonon interaction. The TNS inspired model is defined on the two-dimensional square lattice with anisotropic hopping parameters. The linear response functions were evaluated on the RPA level, which is consistent with the nonequilibrium MF formalism.

For the pure EI, we showed that the massless phase mode and the amplitude mode appear. The signal of the amplitude mode is prominent in the BCS regime, while in the BEC regime the signal is suppressed, as in the superconducting phase. In addition, the anisotropy in the phase-mode velocity originating from the anisotropic hopping parameters is relaxed in the BEC regime. For nonzero el-ph coupling, the phase mode acquires a finite mass and the signal of the amplitude mode becomes less clear even in the BCS regime. We argued that the latter originates from the fact that the el-ph coupling only affects the collective motion in the low energy regime. Furthermore, we pointed out that, even for moderate el-ph coupling smaller than the Coulomb interaction, the mode that softens to zero at the boundary between the semiconductor phase and the ordered phase can be more phonon-like and less exciton-like. These behaviors of the collective modes discussed here can provide a useful guidance to judge the relative importance of the contributions from the el-el interaction and the el-ph interaction to the ordered phase. We also discussed how these modes can be observed in the optical conductivity within the present model.

Another interesting point is the effect of the nonlocal interactions, which can be important in transition metal chalcogenides. We revealed that in the presence of nonlocal interactions, the amplitude mode can be split into two parts. One of them becomes an in-gap mode and acquires a long life-time. In addition, we showed that the NN interactions can further relax the anisotropy in the phase mode velocity.

The collective modes can be experimentally observed through optics or nonequilibrium setups. Indeed, strange behaviors of the phonons in the pump-probe experiments for TNS are already observed and it will be important to theoretically clarify the origin of these behaviors and their relation with the collective excitations. Furthermore, time- and space-resolved pump-probe experiments should be a promising tool to observe the phase mode of the ordered phase. Indeed, a recent experiment reports a fast spatial propagation of the phonon oscillation in the optical response, which can originate from the mixing between the phonon and the phase mode in the ordered phase. Another important problem is the effect of the electronic terms that break the continuous symmetry. While we have explicitly checked that such terms also lead to the massive phase mode, the mass sensitivity depends on the functional form of the hybridization. This calls for an ab-initio description of TNS in order to describe the intriguing interplay of different microscopic terms and to quantitatively capture the properties of collective modes.
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Appendix A: General expression for the RPA-type susceptibility

In this Appendix, we derive the linear response functions consistent with the tdMF theory for general models, which can include long-range interactions. The Hamiltonian we consider is

\[
\hat{H}(t) = \hat{H}_{\text{kin}} + \hat{H}_{\text{int}} + \hat{H}_{\text{el-ph}} + \hat{H}_{\text{ph}} + \hat{H}_{\text{ex}}(t),
\]

where

\[
\hat{H}_{\text{kin}} = -\sum_{\alpha \neq \beta} J_{\alpha \beta} c_{\alpha}^\dagger c_{\beta} + \sum_{\alpha} D_{\alpha} \hat{n}_{\alpha},
\]

\[
\hat{H}_{\text{int}} = \frac{1}{2} \sum_{\alpha, \beta} V_{\alpha \beta} \hat{n}_{\alpha} \hat{n}_{\beta},
\]

and for the phonon part

\[
\hat{H}_{\text{el-ph}} = \sum_{Y, \alpha, \beta} g_{Y, \alpha \beta} (\hat{a}_{Y}^\dagger + \hat{a}_{Y}) c_{\alpha}^\dagger c_{\beta},
\]

\[
\hat{H}_{\text{ph}} = \sum_{Y} \omega_{Y} \hat{a}_{Y}^\dagger \hat{a}_{Y}.
\]

Here, we assume \( V_{\alpha \beta} = V_{\beta \alpha} \) and \( V_{\alpha \alpha} = 0 \). \( \alpha \) and \( \beta \) are composite indices consisting of the site-index, orbital-index and spin-index, and \( Y \) is a composite index consisting of the site-index and the phonon-band index. The single-particle density matrix is defined as \( \hat{\rho}_{\alpha \beta} = c_{\alpha}^\dagger c_{\beta} \) and the phonon displacement is \( \hat{X}_{Y} = \hat{a}_{Y}^\dagger + \hat{a}_{Y} \).

The MF Hamiltonians for the electrons and phonons become

\[
\hat{H}_{\text{MF}}^{\text{el}}(t) = \hat{H}_{\text{kin}} + \hat{H}^{H}(t) + \hat{H}^{F}(t) + \hat{H}_{\text{el-ph}}^{\text{MF,el}}(t) + \hat{H}_{\text{ex}}(t),
\]

\[
\hat{H}_{\text{MF}}^{\text{ph}}(t) = \hat{H}_{\text{ph}} + \hat{H}_{\text{el-ph}}^{\text{MF,ph}}(t),
\]

with

\[
\hat{H}^{H}(t) = \sum_{\alpha, \beta} V_{\alpha \beta} \rho_{\alpha \beta}(t) \hat{\rho}_{\beta \alpha}(t),
\]

\[
\hat{H}^{F}(t) = -\sum_{\alpha, \beta} V_{\alpha \beta} \rho_{\alpha \beta}(t) \hat{\rho}_{\alpha \beta}(t),
\]

\[
\hat{H}_{\text{el-ph}}^{\text{MF,el}}(t) = \sum_{Y, \alpha, \beta} g_{Y, \alpha \beta} Y_{Y}(t) \hat{\rho}_{\alpha \beta}(t),
\]

\[
\hat{H}_{\text{el-ph}}^{\text{MF,ph}}(t) = \sum_{Y, \alpha, \beta} g_{Y, \alpha \beta} \hat{X}_{Y} \rho_{\alpha \beta}(t).
\]

Now, we consider an excitation from a weak pulse \( \hat{H}_{\text{ex}}(t) = \delta F_{\alpha \beta \alpha \beta}(t) \hat{c}_{\alpha}^\dagger \hat{c}_{\beta} \). Then, the response of \( \hat{c}_{\alpha}^\dagger \hat{c}_{\beta} \) to \( \hat{c}_{\alpha}^\dagger \hat{c}_{\beta} \) is expressed as

\[
\chi_{\beta \alpha \beta \alpha \alpha \alpha \alpha}(t) = -i \theta(t) \langle [\hat{\rho}_{\alpha \beta}(t), \hat{\rho}_{\beta \alpha}(0)] \rangle.
\]

With this, the response to \( \hat{H}_{\text{ex}}(t) \) becomes

\[
\delta \rho_{\beta \alpha}(t) = \int dt_{0} \chi_{\beta \alpha \beta \alpha \alpha \alpha \alpha}(t - t_{0}) \delta F_{\alpha \beta \alpha \beta}(t_{0}).
\]

Here, we use the notation \( \int dt_{0} = \sum_{\alpha \beta} \int dt_{0} \). On the other hand, in the linear response regime, we can write

\[
\hat{H}_{\text{MF,el}}^{\text{MF,el}}(t) = \hat{H}_{\text{MF,el}}^{\text{MF,el}} + \sum_{\alpha, \beta} \left[ \delta F_{\alpha \beta \alpha \beta}(t) + \delta F_{\alpha \beta \alpha \beta}(t) \right] \hat{\rho}_{\alpha \beta},
\]

\[
\hat{H}_{\text{MF,ph}}^{\text{MF,ph}}(t) = \hat{H}_{\text{MF,ph}}^{\text{MF,ph}} + \sum_{Y} \delta F_{Y}^{\text{MF,ph}}(t) \hat{X}_{Y},
\]

with

\[
\delta F_{\alpha \beta \alpha \beta}(t) = \sum_{\alpha_{2} \beta_{2}} \Theta_{\beta \alpha \beta \alpha_{2} \beta_{2}}^{\text{el}} \delta \rho_{\beta \alpha \beta \alpha_{2} \beta_{2}}(t) + \sum_{Y} g_{Y, \alpha \beta \alpha_{2} \beta_{2}} \delta X_{Y}(t),
\]

\[
\delta F_{Y}^{\text{MF,ph}}(t) = \sum_{\alpha_{0} \beta_{0}} g_{Y, \alpha \beta \alpha_{0} \beta_{0}} \delta \rho_{\alpha \beta \alpha_{0} \beta_{0}}(t).
\]

Here, \( \hat{H}_{\text{MF,el}}^{\text{MF,el}} \) and \( \hat{H}_{\text{MF,ph}}^{\text{MF,ph}} \) indicate the equilibrium MF Hamiltonians and \( \delta \hat{O} \) indicates the deviation from the equilibrium value of \( \hat{O} \). We furthermore introduced

\[
\Theta_{\beta \alpha \beta \alpha_{2} \beta_{2}}^{\text{el}} = \delta_{\beta \alpha \beta \alpha_{2} \beta_{2}} V_{\beta \alpha \beta \alpha_{2} \beta_{2}} - \delta_{\alpha \beta \beta \alpha_{2} \beta_{2}} V_{\beta \alpha \beta \alpha_{2} \beta_{2}},
\]

Regarding Eq. (A9) as an extra external field to a free system described by \( \hat{H}_{\text{MF,el}}^{\text{MF,el}} \) and \( \hat{H}_{\text{MF,ph}}^{\text{MF,ph}} \), we obtain

\[
\delta \rho_{\beta \alpha}(t) = \int dt_{0} \chi_{\beta \alpha \beta \alpha \alpha \alpha \alpha}(t - t_{0}) \delta F_{\alpha \beta \alpha \beta}(t_{0}) + \delta F_{\alpha \beta \alpha \beta}(t_{0}),
\]

\[
\delta X_{Y}(t) = \int dt_{0} \delta F_{Y}^{\text{MF,ph}}(t_{0}),
\]

where \( \chi_{\beta \alpha \beta \alpha \alpha \alpha \alpha}(t) \) is the susceptibility without updating the mean fields and \( D_{Y_{0}}^{R}(t - t_{0}) \delta F_{Y_{0}}^{\text{MF,ph}}(t_{0}) \). Here,
Using Eq. (A9), we express Eq. (A11a) in terms of \( \delta F_{0\beta_0}(i_0) \), and compare the results with Eq. (A7). Thus, we obtain

\[
\chi_{\beta_0\beta_0\alpha}(t - t_0) = \chi_{\beta_0\beta_0\alpha}(t - t_0) + \int d\tau \int d\omega \chi_{\beta_0\beta_0\alpha}(t - t_0) \Theta_{\beta_0\beta_0\alpha}(t - t_0) + \Theta^{\text{ph}}_{\beta_0\beta_0\alpha}(t - t_0) \Theta^{\text{el}}_{\beta_0\beta_0\alpha}(t - t_0) \tag{A12}
\]

with \( \Theta_{\beta_0\beta_0\alpha}(t - t_2) = \Theta^{\text{el}}_{\beta_0\beta_0\alpha}(t - t_2) + \Theta^{\text{ph}}_{\beta_0\beta_0\alpha}(t - t_2) \) and

\[
\Theta^{\text{ph}}_{\beta_0\beta_0\alpha}(t - t_2) = \sum \chi Y \alpha \beta_0 \gamma \bar{\gamma} \Theta^{R}_{Y\gamma 0}(t - t_2) \Theta^{\text{el}}_{\beta_0\beta_0\alpha}. \tag{A13}
\]

We can simplify the expression by i) rewriting the response function, ii) assuming translational invariance of the Hamiltonian and the equilibrium state and iii) considering Holstein-type phonons. In the following, we assume that \( \alpha (\beta) \) is a site index \( \alpha (\alpha) \) and the rest \( \alpha' (\alpha') \), which represents orbitals and/or spins, and that \( Y \) consists of a site index \( \alpha'' \) and the band index \( \alpha'' \). We also assume a Holstein-type coupling, \( \beta(\alpha,\beta,\alpha') = g_{m,ab} \delta_{m,\alpha} \delta_{l,\alpha'} \) \( \omega (m,\nu) = \omega_\nu \). First, we rewrite the response function as

\[
\chi_{\beta_0\beta_0\alpha}(t; i, i_0) = \chi_{\beta_0\beta_0\alpha}(t; i, i_0) + \chi^{R}_{\beta_0\beta_0\alpha}(t; i, i_0). \tag{A14}
\]

We also do the same rewriting for \( \Theta \). From ii) and iii) above, \( \chi_{\beta_0\beta_0\alpha}(t; i, i_0) = \chi_{\beta_0\beta_0\alpha}(t; i, i_0) + \chi^{R}_{\beta_0\beta_0\alpha}(t; i, i_0) \) and \( \Theta_{\beta_0\beta_0\alpha}(t; i, i_0) = \Theta_{\beta_0\beta_0\alpha}(t; i, i_0) + \Theta^{R}_{\beta_0\beta_0\alpha}(t; i, i_0) \). Then we introduce the Fourier transformation as

\[
\chi^{R}_{\beta_0\beta_0\alpha}(\omega; \alpha, \beta, \gamma) = \int dt \chi^{R}_{\beta_0\beta_0\alpha}(t; i, i_0) e^{i\omega t - i\alpha \gamma}. \tag{A15}
\]

Regarding \( \chi \) and \( \Theta \) as a matrix whose index is \( (b, a, l) \), we can write Eq. (A14) as

\[
\chi^{R}_{\beta_0\beta_0\alpha}(\omega; q) = \chi^{R}_{0\beta\alpha}(\omega; q) + \chi^{R}_{0\beta\alpha}(\omega; q) \Theta(\omega; q) \chi^{R}_{0\beta\alpha}(\omega; q), \tag{A15}
\]

where \( \Theta = \Theta^{\text{el}} + \Theta^{\text{ph}} \) and

\[
\Theta^{\text{el}}_{\beta_0\beta_0\alpha}(\omega; q) = \delta_{\alpha,\beta_0} \delta_{l, i_0} \sum_{\alpha', \beta_0} \Theta^{\text{el}}_{\beta_0\beta_0\alpha}(\omega; q) \Theta^{\text{el}}_{\beta_0\beta_0\alpha}(\omega; q) - \delta_{\alpha,\beta_0} \delta_{\beta_0,\alpha'} \sum_{\beta_0, \alpha'} \Theta^{\text{el}}_{\beta_0\beta_0\alpha}(\omega; q) \Theta^{\text{el}}_{\beta_0\beta_0\alpha}(\omega; q)
\]

\[
\Theta^{\text{ph}}_{\beta_0\beta_0\alpha}(\omega; q) = \delta_{l, i_0} \sum_{\alpha', \beta_0} \Theta^{\text{el}}_{\beta_0\beta_0\alpha}(\omega; q) \Theta^{\text{el}}_{\beta_0\beta_0\alpha}(\omega; q). \tag{A16}
\]

Using the Wick theorem, we obtain

\[
\chi_{0\beta\alpha}(\omega; q) = \chi^{R}_{0\beta\alpha}(\omega; q) \Theta(\omega; q) \chi^{R}_{0\beta\alpha}(\omega; q).
\]

\[
\Theta = \Theta^{\text{el}} + \Theta^{\text{ph}} \Theta^{\text{el}} + \Theta^{\text{ph}} = \Theta^{\text{el}} + \Theta^{\text{ph}} \Theta^{\text{el}}.
\]

Now the remaining question is the expression of \( \chi^{R}_{0\beta\alpha} \).

Let us comment on a technically important point to solve Eq. (A15). In Eq. (A15), the summation over the site index \( l \) runs over the whole system. However, in Eq. (A16), \( \Theta \) is zero if \( V(r_l) \) is zero and \( (l_3, l_2) \neq (0, 0) \). We can use this fact to further simplify Eq. (A15). To see this, we first introduce a T-matrix as

\[
T = \Theta + \Theta \chi_0 \Theta + \Theta \chi_0 \Theta \chi_0 \Theta + \ldots
\]

\[
= \Theta + \Theta \chi_0 \Theta.
\]

With this matrix,

\[
\chi^{R} = \chi^{R}_{0} + \chi^{R}_{0} T \chi^{R}_{0}.
\]
\((A)\) is a sub-matrix of \((A)\). Then, we obtain
\[
T = \Theta + \Theta \chi_T \Theta + \Theta \chi_T \Theta + \cdots
\]
\[
= \Theta + \Theta \chi_T \Theta.
\]
\[(A22a)\]
\[
\chi^R = \chi^R_0 + \chi^R_0 T \chi^R_0
\]
\[
= \chi^R_0 + \chi^R_0 T \Theta \chi^R.
\]
\[(A22b)\]

Note that for the product of the matrix, the space index \(\xi\) runs over \(\Lambda\) and not over the whole range, hence the computational cost is reduced. This is particularly relevant for the case of a local interaction, where \(\Lambda = \{0\}\). In this case, we can focus on \(\chi^R_{\Lambda, 0, \Lambda_0, 0}\) and the corresponding RPA expression becomes Eq. (20) (after properly redefining the susceptibility as Eq. (19)). In order to obtain the full \(\chi^R\), we use Eq. (A21) since the components of \(T\) other than \(T\) are zero,
\[
\chi^R_{b_1 a_1, b_0 a_0, 0} = \chi^R_{b_1 a_1, b_0 a_0, 0}
+ \sum_{b_2, a_2, a_3, l_2, l_3 \in \Lambda} \chi^R_{b_1 a_1 l_1, b_2 a_2 l_2; b_3 a_3 l_3} \chi^0_{b_0 a_0 l_0, b_0 a_0 l_0} t_{l_1 l_2 l_3}.
\]
\[(A23)\]

Finally, we note that the same strategy can be used to obtain the expression for the renormalized Green’s functions of phonons. To evaluate them, we consider \(H_{\text{ex}}\) proportional to the phonon displacement \(\hat{X}\) and calculate the evolution of the phonon displacement within the tdMF. In addition, to go beyond the MF theory, the response functions obtained here can be used to evaluate the feedbacks from the collective motions to the single-particle properties.\(^{24}\)

### Appendix B: Optical Conductivity

Here, we explain the derivation of Eq. (26) and show the explicit expression of Eq. (27) in terms of \(\chi^R_{\Lambda, 0, a_1 l_1; b_0 a_0 l_0}(t, q)\). In the linear response regime, the linear components of the external field in Eq. (24) can be written as
\[
\hat{H}_{\text{lin}}(t) = -\mathbf{A}(t) \cdot \mathbf{j} - \mathbf{E}(t) \cdot \mathbf{P}.
\]
\[(B1)\]

In addition, in this regime, the intraband current is expressed as
\[
\mathbf{J}_{\text{intra}}(t) = \langle \mathbf{j}(t) \rangle - q^2 \sum_{i, j, a} r_{ij} J_\alpha(n_{ij}) \mathbf{r}_{ij} \cdot \mathbf{A}(t) \rho_{j a, i a, \text{eq}}.
\]
\[(B2)\]

With these equations and the fact that \(\mathbf{E}(\omega) = i \omega \mathbf{A}(\omega)\) and \(\mathbf{J}_{\text{inter}}(\omega) = -i \omega \mathbf{P}(\omega)\) we obtain Eq. (26). The explicit expression for Eq. (27) becomes
\[
\begin{align*}
[\chi^R_{J}(t)]_{\alpha \beta} &= -N q^2 \sum_{1,2} \sum_{a_1, a_2} \langle r_{1a} \rangle \langle r_{2a} \rangle \beta \
&\times J_{a_1} (-r_{1a}) J_{a_2} (-r_{2a}) \chi_{a_1 a_2} (t, 0) , \\
[\chi^R_{P}(t)]_{\alpha \beta} &= -i N q^2 \sum_{1,2} \sum_{a_1, a_2} \langle d_{1a} \rangle \langle d_{2a} \rangle \beta \
&\times J_{a_1} (-r_{1a}) \chi_{a_1 a_2} (t, 0) , \\
[\chi^R_{J}(t)]_{\alpha \beta} &= -i N q^2 \sum_{1,2} \sum_{a_1, a_2} \langle d_{1a} \rangle \langle d_{2a} \rangle \beta \
&\times J_{a_1} (-r_{1a}) \chi_{a_1 a_2} (t, 0) , \\
[\chi^R_{P}(t)]_{\alpha \beta} &= N q^2 \sum_{1,2} \langle d_{1a} \rangle \langle d_{2a} \rangle \beta \chi_{a_1 a_2} (t, 0) .
\end{align*}
\]
\[(B3)\]
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