Improved Sparse Representation Super-Resolution algorithm for Remote Sensing Image
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Abstract. In order to obtain higher quality super-resolution reconstruction (SRR) of remote sensing images, an improved sparse representation remote sensing images SRR method is proposed in this paper. First, low-resolution image is processed by improved feature extract operator. The high-resolution image and low-resolution image blocks have the same sparse representation coefficient, so the SRR image with higher spatial resolution can be derived from the sparse representation coefficients which have been obtained from low-resolution image. The improved feature extraction operator is a method to get more detail and texture information from the training images. Experiment results show that more texture details can be obtained in the result of SRR remote sensing images subjectively. At the same time, the objective evaluation parameters are improved greatly. The peak PSNR is increased about 2.50dB and 0.50 dB, RMSE is decreased about 2.80 and 0.3 compared with bicubic interpolation algorithm and Ref\cite{8} algorithm respectively.

1 Introduction

Image super-resolution reconstruction (SRR) is defined as a mapping relationship between high-resolution images (HRI) and low-resolution images (LRI) by fusing information in multiple frames LRIs\cite{1,3}. The process of SRR is done based on reasonable assumptions model or prior knowledge to recover HRI. It has been used widely in the fields of remote sensing image, medical ultrasound imaging, video surveillance, and so on. Currently, SRR algorithms mainly include three algorithms, that is interpolation-based SRR, reconstruction-based SRR and learning-based SRR\cite{4}. Recently, the learning-based SRR algorithm has been a popular research direction in the field of SRR, in which mapping relationship between HRI and LRI can be obtained by training remote sensing images in a library, and then HR image can be reconstructed from the mapping matrix. In 2002, Freeman\cite{5} proposed an example-based learning SRR algorithm to face images, in which the LR to HR prediction is learned in Markov Random Field (MRF) by back propagation. Liu\cite{6} proposed a two-step statistical method based on local and global Principal Component Analysis (PCA) model for face images SRR. Although the algorithm produced good results, the overall PCA model often produced mean face image effect. As a result, probable partial block model is complex and computation demanding is large. Chang\cite{7} applied the idea of neighborhood embedding to learning-based SRR, which greatly reduced the number of training samples, but needed to artificially select the number of neighbors, so it is easier to produce over-fitting. In 2010, Yang\cite{8} proposed sparse representation SRR by reconstructing HRIs corresponding to LRIs. In this method, a pair of HRI and LRI dictionaries is obtained by training a large number of image blocks, instead of using the image block pairs sampled in HRIs directly. Therefore, costing time of this algorithm is reduced effectively. At the same time, ability of generation and anti-noise are improved greatly. In this paper, feature extraction is improved and the reconstructed image quality and visual effect is improved compared with Yang's method.

2 Remote sensing image sparse representation

LRIs $X_i$ can be obtained from HRIs $Y_h$ after blurring and down-sampling \cite{9}. This process is called image degradation, and which is often modeled as equation (1):

\[
X_i = SHY_h + n
\]

Where $S$ is down-sampling matrix, $H$ is a fuzzy degradation matrix, $n$ is all external noise.

In this paper, the methods in reference\cite{8} are mainly applied to block image processing. In order to avoid the complex calculations that caused by different sizes $X_i$ and $Y_h$, the LRI with the same size of $Y_h$ was obtained through interpolation and magnification of $X_i$. As showed in equation (2):

\[
X_i = ISHY_h + ln = LY_n + n'
\]
where \( I \) represent the interpolation amplification operation, \( L = IS \), \( n' = In \).

It is assumed that the HR image block \( y_h \) can be linearly represented by the column vector of the HR image block dictionary \( D_h \in \mathbb{R}^{mk} \) s.t \( m < k \). Therefore, (9) can be expressed as:

\[
y_h = D_h \alpha \quad \text{s.t} \quad \| \alpha \|_0 < k
\]  

(3)

where, \( \alpha \) is a sparse representation coefficient, \( \alpha \in \mathbb{R}^k \), \( \| \alpha \|_0 \) is the number of non-zero elements in a vector and \( D_h \) is a dictionary trained by HRIs \( Y_h \). Then LRI block \( x'_i \) is jointly obtained by formulas (2) and (3).

\[
x'_i = L y_h + n' = LD_h \alpha + n'
\]

(4)

Equation (4) can be expressed as:

\[
x'_i = D_l \alpha + n'
\]

(5)

where \( D_l = LD_h \), \( D_l \) is the LRI block dictionary.

\[
\| x'_i - D_l \alpha \|_2 \leq \varepsilon
\]

(6)

where, \( \varepsilon \) is related to the noise energy of \( n' \). It can be seen from the above deduction that within the error \( \varepsilon \), \( y_h \) and \( x'_i \) have the same \( \alpha \) in their corresponding dictionaries \( D_h \) and \( D_l \). Therefore, \( y_h \) can be found by solving \( \alpha \) under its dictionary \( D_l \).

In practice, thorough sparseness is impossible, so equation (5) needs to be optimized and converted into Lagrange form:

\[
\min_{\alpha} \| F x'_i - D_l \alpha \|_2^2 + \lambda \| \alpha \|_1
\]

(7)

where \( \lambda \) is a regularization parameter, and \( F \) is a feature extraction operator. The training sample of \( D_l \) is extracted from the features of \( X' \).

### 3 Dictionary training and learning

In this paper, joint training dictionary algorithm in ref[8] is used to train HR and LR image samples, and high-low resolution dictionary \( D_h \) and \( D_l \) are obtained respectively. Dictionary \( D_h \) training process is as follows:

\[
\min_{D_h, A} \frac{1}{N} \| Y_h - D_h A \|_2^2 + \frac{2}{M} \| X'_i - D_l A \|_2^2 \quad \text{s.t} \quad \forall i, \| \alpha_i \|_1 < t
\]

(8)

Where, \( A \) represent a sparse matrix, \( \alpha \in A \).

Dictionary \( D_l \) is trained as equation(9):

\[
\min_{D_l, A} \frac{1}{N} \| Y_h - D_l A \|_2^2 \quad \text{s.t} \quad \forall i, \| \alpha_i \|_1 < t
\]

(9)

HRI( \( y_h \) ) and LRI( \( x'_i \) ) have the same sparse coefficient \( \alpha \), so the equation (8) and (9) can be combined as:

\[
\min_{D_h, D_l, A} \frac{1}{N} \| Y_h - D_h A \|_2^2 + \frac{2}{M} \| X'_i - D_l A \|_2^2 \quad \text{s.t} \quad \forall i, \| \alpha_i \|_1 < t
\]

Equation (10) is equivalent to

\[
\min_{D_h, D_l, A} \| Y - D A \|_2^2 \quad \text{s.t} \quad \forall i, \| \alpha_i \|_1 < t
\]

(11)

In formula (11)

\[
Y = \begin{bmatrix} \frac{1}{\sqrt{N}} Y_h \\ \frac{1}{\sqrt{M}} \end{bmatrix}, \quad D = \begin{bmatrix} \frac{1}{\sqrt{N}} D_h \\ \frac{1}{\sqrt{M}} D_l \end{bmatrix}
\]

(12)

where, \( N \) and \( M \) are the dimensions of the sample image block vector form respectively. Dictionary \( D_h \) and \( D_l \) can be obtained by the sparse coding method[10] through the combined input HR and LR sample images.

### 4 Improvement of sparse representation remote sensing image SRR

In Ref[8], sparse coefficient \( \alpha \) is for each \( x'_i \) and gets \( y_h \) by formula \( y_h = D_h \alpha \). Sparse representation process can be transformed into the following optimization problem, as shown in (13):

\[
\min_{\alpha} \| \alpha \|_0 \quad \text{s.t} \quad \| F D_h \alpha - F x'_i \|_2^2 < t
\]

(13)

Feature extraction of \( x'_i \) can get its high frequency information, and the up-sampling of \( x'_i \) can be used as the low-frequency information of \( y_h \), then the features of \( x'_i \) can be extracted as part of the sparse constraint.

In Ref[8], first-order and second-order derivatives are used the characteristics of \( x'_i \). For an \( 8 \times 8 \) image block, as showed in Figure 1:
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The first-order and second-gradient vectors of the center pixel of figure 1 are as follows:

\[
\nabla x'_{i1} = \begin{bmatrix} x_{14} - x_{13} + x_{13} - x_{12} \\ x_{18} - x_{13} + x_{13} - x_{8} \\ x_{18} - x_8 \\ x_{18} - x_8 \end{bmatrix} = \begin{bmatrix} x_{14} - x_{12} \\ x_{18} - x_{13} + x_{13} - x_{8} \\ x_{18} - x_8 \end{bmatrix}
\]

(14)

\[
\nabla^2 x'_{i1} = \begin{bmatrix} x_{15} - x_{13} - (x_{13} - x_{11}) \\ x_{23} - x_{13} - (x_{13} - x_{3}) \end{bmatrix} = \begin{bmatrix} x_{15} - 2x_{13} + x_{11} \\ x_{23} - 2x_{13} + x_{3} \end{bmatrix}
\]

(15)
The four one-dimensional filters are extracted by above formula, and then feature extract operators can be obtained as follows:

\[
    f_1 = [-1, 0, 1], \quad f_2 = f_1^T \\
    f_3 = [1, 0, -2, 0, 1], \quad f_4 = f_3^T \\
\]

(16)

LRI \( x_i \) is processed by using \( f_1, f_2, f_3, \) and \( f_4 \) to obtain its high-frequency information. In this paper, the high-pass filter is improved as shown in equation (17).

\[
    f_5 = [-2, 1, 0, -1, 2], \quad f_6 = f_5^T \\
    f_7 = [2, -2, 0, -2, 2], \quad f_8 = f_7^T \\
\]

(17)

5 Experiment and analysis

5.1 Effect of SRR with different size of dictionary

Experiment and test process are as follows:

**Step 1.** Set dictionary training parameters. The dictionary size is 1024, \( \lambda = 0.06 \). The image patches is 5×5, The number of sampled image blocks is 100,000, The scaling factor is 2.

**Step 2.** Acquisition of training samples image. training samples are obtained on the basis of remote sensing image degradation model. LRIs are interpolated and magnified using bicubic interpolation to the size of HRI.

**Step 3.** Dictionary training. HRI and LRIs are blocked size of 5×5, and then improved feature extract operator is used. Image training block is trained by the algorithm in ref[8]. \( D_k \) and \( D_k' \) are obtained.

**Step 4.** Remote sensing image SRR. Reconstruction parameters are set respectively. Sparse regularization parameter is 0.06, maximum number of overlaps between image blocks is 4, scale factor is 2, number of iterations of the back projection algorithm is 30.

In the reconstruction process, the LRI with the original high-resolution test image is down-sampled 2 times and reconstruction image with high resolution are obtained by using bicubic interpolation, sparse representation in Ref[8] and our methods respectively.

This paper selects the root mean square error (RMSE) and peak signal-to-noise ratio (PSNR) to objectively evaluate the reconstructed image quality. The specific formula is as follows:

\[
    RMSE = \sqrt{\frac{\sum_{i=1}^{M} \sum_{j=1}^{N} (f_{ij} - f_{ij}')^2}{M \times N}} \\
\]

(18)

\[
    PSNR = 10 \times \log \frac{255^2}{RMSE^2} \\
\]

(19)

where, \( f_{ij} \) is the original HR image, \( f_{ij}' \) is the SRR result image, \( M \times N \) is the number of rows and columns of the image respectively. The smaller RMSE is, the larger PSNR is, and the better remote sensing image SRR result has.

The trained dictionary is shown in Figure 2. The effects of dictionary size to the results of SRR remote sensing images are tested, dictionary size are selected size of 128, 256, 512, 1024, 1536 and 2048 respectively. PSNR is compared in Figure 3, SRR results are compared in Figure 4.

As can be seen from Fig.3, the larger size dictionary is, the larger PSNR is, and the better SRR result is. However, the larger size dictionary is, the longer SRR time cost. So the balance between the dictionary size and reconstruction time-cost should be considered.

5.2 Compared results of SRR with different algorithms

In this paper, 10 groups remote sensing are tested in experiments by using bicubic interpolation, sparse representation in Ref[8] and our methods respectively. Limited by paper length, 2 groups compared test results are shown in Fig.4 and Fig.5. Objective parameters RMSE and PSNR are compared in Table 1.
Test experiment results show that the subjective visual effect of the proposed algorithm is improved, and more details information are occurred. Objective parameters are increased and PSNR is increased about 2.50 dB and 0.50 dB, RMSE is decreased about 2.80 and 0.3 compared with bicubic interpolation algorithm and Ref[8] algorithm respectively.

6 Conclusion

Improved feature extraction operator is proposed in this paper and which is used in the field of remote sensing image sparse representation SRR. The experiment results show that the proposed algorithm improves remote sensing images visual effect and detail information significantly. Objective parameters PSNR is increased 0.50 dB, RMSE is decreased 0.3 compared with sparse representation algorithm in Ref[8].
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