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Abstract. Let \( C \) be the rational normal curve of degree \( e \) in \( \mathbb{P}^n \), and let \( X \subset \mathbb{P}^n \) be a degree \( d \geq 2 \) hypersurface containing \( C \). I. Coskun and E. Riedl show that the normal bundle \( N_{C/X} \) is balanced for a general \( X \). H. Larson studies the case of lines (\( e = 1 \)) and computes the dimension of the space of hypersurfaces for which \( N_{C/X} \) has a given splitting type. In this paper, we work with any \( e \geq 2 \). We compute explicit examples of hypersurfaces for all possible splitting types, and for \( d \geq 3 \), we compute the dimension of the space of hypersurfaces for which \( N_{C/X} \) has a given splitting type. For \( d = 2 \), we give a lower bound on the maximum rank of quadrics \( X \) such that \( N_{C/X} \) has a fixed splitting type.

1. Introduction

Rational curves play an important role in the study of birational and arithmetic geometry of projective varieties. The local structure of the space of rational curves on a variety is determined by its normal bundle. In this paper, we study the possible splitting types of the normal bundle of rational normal curves on a hypersurface in \( \mathbb{P}^n \) and obtain explicit examples of hypersurfaces for each splitting type. Unless otherwise specified, we work over an algebraically closed field \( K \) of arbitrary characteristic \( p \).

Let \( X \) be a degree \( d \) hypersurface in \( \mathbb{P}^n \) containing a smooth rational curve \( C \). By the Birkhoff-Grothendieck theorem, the normal bundle of \( C \) on \( X \), \( N_{C/X} \), splits as a direct sum \( N_{C/X} \cong \bigoplus_{i=1}^{n-2} O_{\mathbb{P}^1}(a_i) \). The collection of integers \( a_i \) is called the splitting type of \( N_{C/X} \). We say a splitting type is balanced when \( |a_i - a_j| \leq 1 \) for all \( i \) and \( j \). We are interested in studying the possible splitting types when \( C \) is the rational normal curve of degree \( e \) in \( \mathbb{P}^n \). Additionally, given a splitting type \( \vec{a} \), let \( E_{\vec{a}} = \bigoplus_{i=1}^{n-2} O(a_i) \). We study the space of hypersurfaces \( X \) containing \( C \) and for which \( N_{C/X} \cong E_{\vec{a}} \). Let \( X \) be given by a degree \( d \) polynomial \( F \) as \( X = V(F) \), and define

\[
\Sigma = \{ F \mid X \text{ is a degree } d \text{ hypersurface smooth along } C \} \subset H^0(O_{\mathbb{P}^n}(d))
\]

and

\[
\Sigma_{\vec{a}} = \{ F \in \Sigma \mid N_{C/X} \cong E_{\vec{a}} \} \subset \Sigma.
\]

The codimension of the locus of vector bundles on \( \mathbb{P}^1 \) with a specified splitting type \( E_{\vec{a}} \) in the versal deformation space is given by \( h^1(\mathbb{P}^1, \mathcal{E}nd(E_{\vec{a}})) \) (see [Cos08] Lemma 2.4 and [CR18]). We call it the expected codimension for \( \Sigma_{\vec{a}} \) in \( \Sigma \) and observe that

\[
h^1(\mathcal{E}nd(E_{\vec{a}})) = h^1(E_{\vec{a}}^* \otimes E_{\vec{a}}) = \sum_{\{i,j\mid a_i - a_j \leq -2\}} (a_j - a_i - 1).
\]

Normal bundles of rational curves have been studied in many different works ([Sac80], [GS80], [EV81], [EV82], [Mir86], [Ran07], [AR17], [ART18], [CR18], [Ran20], [Ran22]). In [CR18], I. Coskun and E. Riedl show that the locus of rational curves \( C \) in \( \mathbb{P}^n \) whose normal bundle \( N_{C/P^n} \) has a given splitting type has arbitrarily many components, and the difference between the expected dimension and actual dimension of a component can grow arbitrarily large as the degree of the curve increases.

For rational curves on hypersurfaces, H. Larson ([Lar21], proof of Theorem 1.1) studies the case of lines and shows that \( \Sigma_{\vec{a}} \) is smooth of the expected codimension. For rational normal curves of degree \( e \geq 2 \), I. Coskun and E. Riedl prove ([CR19] Corollary 3.8) that the normal bundle on a degree \( d \geq 2 \) general hypersurface is balanced. Here, we examine more closely the case of rational normal curves on hypersurfaces, and find explicit examples of hypersurfaces \( X \) for each possible splitting type of \( N_{C/X} \).
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In section 2, we describe the normal bundle as the kernel in the sequence
\[ 0 \to N_{C/X} \to \mathcal{O}(e+2)^{e-1} \oplus \mathcal{O}(e)^{n-e} \oplus \mathcal{O}(de) \to 0, \]
so the splitting type of $N_{C/X}$ must have the form of a rank $(n-2)$ direct sum
\[ N_{C/X} \cong \left( \bigoplus_{i=1}^{e-2} \mathcal{O}(e+2-a_i) \right) \oplus \left( \bigoplus_{j=e+2}^{n} \mathcal{O}(e-b_j) \right), \]
with $a_i, b_j \geq 0$, and degree $\deg N_{C/X} = \deg N_{C/P^n} - \deg \mathcal{O}(de) = e(n-d+1) - 2$, equivalently $\sum_{i=1}^{e-1} a_i + \sum_{j=e+2}^{n} b_j = e(d-1)$. We ask which of these splitting types are achieved as the normal bundle of a hypersurface $X$ smooth along $C$. In addition, we find explicit examples of $X$ for each possible splitting type. We first examine the case $d \geq 3$:

**Theorem 1.1.** (cf. Theorem 3.1) Let $e \leq n$, $d \geq 3$, and let $C$ be the rational normal curve of degree $e$ in $\mathbb{P}^n$. Then:

(a) For all splitting types with at most $e-2$ summands of degrees greater than $e$, that is, of the form
\[ E = \left( \bigoplus_{i=1}^{e-2} \mathcal{O}(e+2-a_i) \right) \oplus \left( \bigoplus_{j=e+2}^{n} \mathcal{O}(e-b_j) \right), \]
with $a_i, b_j \geq 0$ and $\sum_{i=1}^{e-2} a_i + \sum_{j=e+2}^{n} b_j = e(d-1) - 2$, we obtain explicit examples of degree $d$ hypersurfaces $X$, smooth along the curve $C$, with normal bundle $N_{C/X} \cong E$.

(b) If $N_{C/X}$ is not of the form $E$ above, then $e < n-1$, and the normal bundle must have the form
\[ E' = \mathcal{O}(e+2)^{e-1} \oplus \left( \bigoplus_{j=e+2}^{n} \mathcal{O}(e-b_j) \right), \]
with $b_j \geq 0$ and $\sum_{j=e+2}^{n} b_j = e(d-1)$. For each splitting type $E'$, we find explicit examples of degree $d$ hypersurfaces $X$, smooth along $C$, with normal bundle $N_{C/X} \cong E'$.

When $d \geq 4$, Bertini’s Theorem implies that the general example is smooth.

**Corollary 1.2.** (cf. Corollary 3.2) (char $K = 0$) Let $d \geq 4$, and assume the base field $K$ has characteristic $0$. For all splitting types $E$ and $E'$ as in the theorem, there exists a smooth hypersurface $X$ of degree $d$ containing the curve $C$ with normal bundle $N_{C/X} \cong E$.

In addition, for $d \geq 3$, we compute the dimension of $\Sigma_{\mathcal{E}}$ and show that, when $e = n$ or the splitting type does not have terms of degree $e+2$, we get the expected codimension in $\Sigma$. When the dimension is not the expected one, we can compute the difference to its actual dimension. In particular, we show the difference can get arbitrarily large as $n$ grows.

**Theorem 1.3.** (cf. Theorem 3.6) Let $e \leq n$ and $d \geq 3$. Given a splitting type $E_{\mathcal{E}}$ as in Theorem 1.1, the locus $\Sigma_{\mathcal{E}}$ is irreducible and smooth of codimension $h^1(\mathcal{E}_{\text{nd}}(E_{\mathcal{E}})) - h^1(\text{Hom}(E_{\mathcal{E}}, N_{C/P^n}))$ in $\Sigma$.

**Corollary 1.4.** (cf. Corollary 3.2) Let $z = \{i \mid a_i = e+2\}$ be the number of terms $\mathcal{O}(e+2)$ in the splitting type $E_{\mathcal{E}}$. Then the codimension of $\Sigma_{\mathcal{E}}$ in $\Sigma$ is $h^1(\mathcal{E}_{\text{nd}}(E_{\mathcal{E}})) - (n-e)z$.

The case $d = 2$ presents additional difficulties, as for example, the map $\phi : H^0(I_C(2)) \to \text{Hom}(N_{C/P^n}, \mathcal{O}_P(2e))$ is not surjective, so it is not clear which maps $\psi_F$ are induced by hypersurfaces $X$. Nonetheless, we can adapt the computation from the case $d \geq 3$, and find explicit examples of quadrics for every possible splitting type.

**Theorem 1.5.** (cf. Theorem 3.3) Let $e \leq n$, $d = 2$, and let $C$ be the rational normal curve of degree $e$ in $\mathbb{P}^n$. Then:
Theorem 1.6. (cf. Theorem 4.5)

We can, however, work on their quadratic form matrices to produce examples with a smaller singular locus.

(a) For any given splitting type of the form

\[
E = \left( \bigoplus_{i=1}^{e-2} \mathcal{O}(e+2-a_i) \right) \oplus \left( \bigoplus_{j=e+1}^{n} \mathcal{O}(e-b_j) \right),
\]

with \(a_i, b_j \geq 0\) and \(\sum_{i=1}^{e-2} a_i + \sum_{j=e+1}^{n} b_j = e - 2\), we produce a quadric \(X = V(F)\), smooth along \(C\), for which \(N_{C/X} \cong E\).

More explicitly, rearrange the \(a_i\) in non-decreasing order \(0 = a_y < a_{y+1} \leq \cdots \leq a_{e-2}\), and let \(\beta_0 = 0\) and \(\beta_i = a_{y+1} + \cdots + a_{y+i}\) for \(i = 1, \ldots, e - 2 - y\):

For \(e = n\), the quadric \(X\) given by the polynomial

\[
F = \sum_{i=0}^{n-2-y} Q_{\beta_i + 1, \beta_i + 2} = Q_{1, 2} + Q_{2, 1, \beta_i + 2} + Q_{2, 1, 2} + \cdots + Q_{\beta_n - 3, \beta_n - 3, 2} + Q_{n-1, n},
\]

where \(Q_{ij} = x_i x_{j-1} - x_{i-1} x_j\), has normal bundle \(N_{C/X} \cong E\).

For \(e < n\), let also \(\gamma_n = e\) and \(\gamma_j = e - b_n - b_{n-1} - \cdots - b_{j+1}\) for \(e + 1 \leq j \leq n - 1\). Then a quadric \(X\) such that \(N_{C/X} \cong E\) is given by

\[
F = \sum_{i=0}^{e-2-y} Q_{\beta_i + 1, \beta_i + 2} + \sum_{j=e+1}^{n} x_{\gamma_j} x_j
\]

\[=(Q_{1, 2} + Q_{1, 2} + \cdots + Q_{\beta_n - 3, \beta_n - 3, 2}) + (x_{\gamma_{n-1}} x_{n-1} + \cdots + x_{\gamma_j} x_j).
\]

(b) If the splitting type of \(N_{C/X}\) contains \(e - 1\) terms of degree greater than \(e\), then it must be of the form

\[
E' = \mathcal{O}(e + 2)^{e-1} \oplus \left( \bigoplus_{j=e+2}^{n} \mathcal{O}(e-b_j) \right),
\]

with \(b_j \geq 0\) and \(\sum_{j=e+2}^{n} b_j = e\) and \(e < n - 1\). In this case, \(X\) contains the e-plane spanned by \(C\). We produce a quadric \(X\), smooth along \(C\), for which \(N_{C/X} \cong E'\).

More explicitly, let \(\gamma_n = e\) and \(\gamma_j = e - b_n - b_{n-1} - \cdots - b_{j+1}\) for \(e + 1 \leq j \leq n - 1\), and let \(X\) be the quadric given by the polynomial

\[
F = \sum_{j=e+1}^{n} x_{\gamma_j} x_j = x_0 x_{e+1} + x_{b_{e+2}} x_{e+2} + \cdots + x_{\gamma_{n-1}} x_{n-1} + x_e x_n.
\]

Then \(N_{C/X} \cong E'\).

The quadrics constructed in Theorem 1.6 are smooth along the curve \(C\) but not necessarily smooth quadrics. We can, however, work on their quadratic form matrices to produce examples with a smaller singular locus. This allows us to find a lower bound for the maximum rank of quadrics with a given normal bundle:

**Theorem 1.6. (cf. Theorem 4.5)**

(a) For every splitting type

\[
E = \left( \bigoplus_{i=1}^{e-2} \mathcal{O}(e+2-a_i) \right) \oplus \left( \bigoplus_{j=e+1}^{n} \mathcal{O}(e-b_j) \right),
\]

with \(a_i, b_j \geq 0\) and \(\sum_{i=1}^{e-2} a_i + \sum_{j=e+1}^{n} b_j = e - 2\), we obtain an example of quadric \(X\) of corank at most \(\sum_{n \geq 4}(a_i - 3)\) with \(N_{C/X} \cong E\). In particular, if \(a_i \leq 3\) for all \(i\), there exists a smooth quadric \(X\) with \(N_{C/X} \cong E\).

(b) For splitting types of the form

\[
E' = \mathcal{O}(e + 2)^{e-1} \oplus \left( \bigoplus_{j=e+2}^{n} \mathcal{O}(e-b_j) \right),
\]
Corollary 2.2. (Corollary 2.6) For an integer \( e \leq n \) and \( \sum_{j=0}^{n} b_j = e \), let \( w = \left| \{ j \mid b_j = 0 \} \right| \) be the number of terms of degree \( e \). Then we obtain a quadric \( X \) of corank \( e + 1 - \min\{ e + 1, n - e - w \} \) with \( N_{C/X} \cong E' \). In particular, if \( e + 1 \leq n - e - w \), then there exists a smooth quadric \( X \) with \( N_{C/X} \cong E' \).

Organization of the paper. In Section 2, we discuss definitions and computations that will be used throughout the paper. In Section 3, we work on the case \( d \geq 3 \), both providing the example of a hypersurface with \( N_{C/X} \cong E_d \) and computing the dimension of \( \Sigma_d \). Section 4 is dedicated to the case \( d = 2 \); we compute the example with a given splitting type, and prove Theorem 1.6.
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2. Preliminaries

In this section we cover the definitions and results necessary to describe our approach. Most results here are proved in [CR19]. We describe the rational normal curves, and give an explicit computation of their normal bundle on a given hypersurface. We take coordinates \((x_0 : \cdots : x_n)\) on \( \mathbb{P}^n \).

2.1. Rational Normal Curves. For \( e \leq n \), we say the rational normal curve \( R_e \) of degree \( e \) in \( \mathbb{P}^n \) is the curve defined by

\[
(s^e : s^{e-1}t : s^{e-2}t^2 : \cdots : st^{e-1} : t^e : 0 : \cdots : 0) : \mathbb{P}^1 \rightarrow \mathbb{P}^n.
\]

Its homogeneous ideal \( I_{R_e} \subset K[x_0, \ldots, x_n] \) is cut out by quadrics and linear forms:

\[
I_{R_e} = \left( \{ Q_{ij} = x_ix_{j-1} - x_{i-1}x_j \mid 1 \leq i < j \leq e \} \cup \{ x_{e+1}, \ldots, x_n \} \right).
\]

The \( Q_{ij} \) correspond to the \( 2 \times 2 \) minors of the matrix

\[
\begin{pmatrix}
x_1 & x_2 & \cdots & x_e \\
x_0 & x_1 & \cdots & x_{e-1}
\end{pmatrix}.
\]

We can get the relations between the \( Q_{ij} \) as the \( 3 \times 3 \) minors of the matrices

\[
\begin{pmatrix}
x_1 & x_2 & \cdots & x_e \\
x_0 & x_1 & \cdots & x_{e-1}
\end{pmatrix} \quad \text{and} \quad \begin{pmatrix}
x_0 & x_1 & \cdots & x_{e-1} \\
x_1 & x_2 & \cdots & x_e
\end{pmatrix}.
\]

Let \( R_n \) be the rational normal curve of degree \( n \) in \( \mathbb{P}^n \). From the relations above, Proposition 2.4 in [CR19] shows that the quadrics \( Q_{i,i+1} \), for \( 1 \leq i \leq n - 1 \) suffice to determine the elements of \( H^0(N_{R_n}/\mathbb{P}^n) \).

Proposition 2.1. (Proposition 2.4) An element \( \alpha \in H^0(N_{R_n}/\mathbb{P}^n) = \text{Hom}(I_{R_n}/\mathbb{P}^n, \mathcal{O}_C) \) is determined by the images \( \alpha(Q_{i,i+1}) \), for \( 1 \leq i \leq n - 1 \). Furthermore, \( s^{n-i-1}t^{i-1} \) divides \( \alpha(Q_{i,i+1}) \) and this is the only constraint on \( \alpha(Q_{i,i+1}) \). If \( b_{i,i+1} \), for \( 1 \leq i \leq n - 1 \), are arbitrary polynomials of degree \( n + 2 \), there exists an element \( \alpha \in H^0(N_{R_n}/\mathbb{P}^n) \) such that \( \alpha(Q_{i,i+1}) = s^{n-i-1}t^{i-1}b_{i,i+1} \).

In addition, the image \( \alpha(Q_{i,j}) \) of the other generators of \( I_{R_n} \) are expressed in terms of \( b_{i,i+1} \) by

\[
\alpha(Q_{i,j}) = \sum_{l=1}^{j-1} s^{n-j-i+1}t^{j-i-l-2}b_{i,l+1}.
\]

Corollary 2.2. (Corollary 2.6) For an integer \( e \leq n \), the normal bundle \( N_{R_e}/\mathbb{P}^n \) is \( N_{R_e}/\mathbb{P}^n \oplus N_{\mathbb{P}^n}/\mathbb{P}^n \cong \mathcal{O}_{\mathbb{P}^1}(e+2)^{e-1} \oplus \mathcal{O}_{\mathbb{P}^1}(e)^{n-e} \).
2.2. Normal bundles on hypersurfaces. Let $C$ be a smooth rational curve of degree $e$ and let $X$ be a degree $d$ hypersurface in $\mathbb{P}^n$ containing $C$. Using the identification $N_{X/\mathbb{P}^n} \cong O_X(d)$, we can write the standard normal bundle sequence as

$$0 \rightarrow N_{C/X} \rightarrow N_{C/\mathbb{P}^n} \xrightarrow{\psi} N_{X/\mathbb{P}^n}|_C \cong O_{\mathbb{P}^1}(de).$$

Thus, we get a map

$$\phi : H^0(I_C(d)) \rightarrow \text{Hom}(N_{C/\mathbb{P}^n}, O_{\mathbb{P}^1}(de))$$

that sends polynomials $F$ defining $X = V(F)$ to elements $\psi$ in $\text{Hom}(N_{C/\mathbb{P}^n}, O_{\mathbb{P}^1}(de))$.

This can be identified via the sequence

$$0 \rightarrow I_C^2/\mathbb{P}^n \rightarrow I_C/\mathbb{P}^n \rightarrow N_{C/\mathbb{P}^n} \rightarrow 0$$

when we twist it by $O_{\mathbb{P}^n}(d)$ and take global sections:

$$0 \rightarrow H^0(I_C^2/\mathbb{P}^n(d)) \rightarrow H^0(I_C/\mathbb{P}^n(d)) \xrightarrow{\phi} H^0(N_{C/\mathbb{P}^n}(d)).$$

When $C = R_e$ is the rational normal curve of degree $e$ in $\mathbb{P}^n$ and $d \geq 3$, I. Coskun and E. Riedl showed in [CR19] that the map $\phi$ is surjective, that is, every element $\psi \in \text{Hom}(N_{C/\mathbb{P}^n}, O_{\mathbb{P}^1}(de))$ can be obtained as the map of a normal bundle sequence for some hypersurface $X$. It is not surjective when $d = 2$. In section 4, we compute the dimension of the image of $\phi$ and show that it is injective for $d = 2$ and $e = n$.

The relations given in Proposition 2.1 allow us to explicitly write the map $\psi_F : N_{C/\mathbb{P}^n} \to O_{\mathbb{P}^1}(de)$ for a hypersurface $X = V(F)$. First, let $e = n$. Write $F$ in terms of the generators of $I_C$, $F = \sum_{1 \leq i < j \leq n} F_{i,j}Q_{i,j}$. Then $\psi_F(\alpha) = \sum_{1 \leq i < j \leq n} F_{i,j}|_C \cdot \alpha(Q_{i,j})$. By the relation from Proposition 2.1, we get

$$\psi_F(\alpha) = \sum_{1 \leq i < j \leq n} F_{i,j}|_C \sum_{l=1}^{j-1} s^{n-j-i+l+j+i-l-2}b_{i+l+1}. \tag{1}$$

Collect the terms and write the sum as $\sum_{i=1}^{n-1} C_i b_{i+1}$, then the map $\psi_F : O_{\mathbb{P}^1}(n+2)^{n-1} \to O_{\mathbb{P}^1}(dn)$ is given by the matrix $(C_1, \ldots, C_{n-1})$.

When $e < n$, by Corollary 2.2, the normal bundle $N_{C/\mathbb{P}^n}$ splits as the direct sum $N_{C/\mathbb{P}^n} \oplus N_{\mathbb{P}^n}/\mathbb{P}^n$. We write $F = \sum_{1 \leq i < j \leq e} F_{i,j}Q_{i,j} + \sum_{k=e+1}^{n} G_k x_k$, and collect the coefficients $C_1, \ldots, C_{e-1}$ of the $b_{i+l+1}$ as above. Then the map $\psi_F : O_{\mathbb{P}^1}(e+2)^{e-1} \oplus O_{\mathbb{P}^1}(e)^{n-e} \to O_{\mathbb{P}^1}(de)$ is given by the matrix $(C_1, \ldots, C_{e-1}; G_{e+1}|C, \ldots, G_n|C)$.

We can use this description to obtain the map $\psi_F$ from explicit hypersurfaces $X = V(F)$. By choosing the appropriate $\psi_F$, we will then obtain each possible splitting type for $N_{C/X}$.

First, observe that when $C$ is the rational normal curve of degree $e$ in $\mathbb{P}^e$, the restrictions $F|_C$ of hypersurfaces of degree $k \geq 1$ cut out the complete linear series $|O_C(k)|$, that is, rational normal curves are projectively normal.

Lemma 2.3. [Arb+85] For every $k \geq 1$, the map $H^0(O_{\mathbb{P}^n}(k)) \to H^0(O_C(k)) \cong H^0(O_{\mathbb{P}^1}(ek))$, $F \mapsto F|_C$, is surjective.

To obtain an $F$ for each polynomial in $H^0(O_{\mathbb{P}^1}(ek))$ it suffices to write each monomial as a product of $k$ monomials of degree $e$. For instance, for $F|_C = s^{k-2}t^2$ we can write $s^{k-2}t^2 = s^{(k-1)}(s'e^2t^2)$ and choose $F = x_0^{k-1}x_2$.

Before we advance to the general case, let us compute an example of a hypersurface $X$ for which $N_{C/X}$ is balanced in order to display the computation process with a simpler notation. In particular, we recover Corollary 3.8 of [CR19] for the rational normal curve of degree $n$ in $\mathbb{P}^n$. We make use of the same method in the proof of Theorem 3.1.

Proposition 2.4. (cf. [CR19], Corollary 3.8) Let $d \geq 2$, and let $X$ be a general hypersurface of degree $d$ containing the rational normal curve $C$ of degree $n$ in $\mathbb{P}^n$. Then the normal bundle $N_{C/X}$ is balanced.

Proof. Since being balanced is an open condition in a family of vector bundles on $\mathbb{P}^1$ with fixed rank and degree, it suffices to show an example of a hypersurface $X$ for each $d$. The idea is to compute the kernel of $\psi_F : O(n + 2)^{n-1} \to O(dn)$ directly from the linear relations between the entries of $\psi_F$, which we call the column relations of $\psi_F$. 
If \( d = 2 \), consider \( F = \sum_{i=1}^{n-1} Q_{i,i+1} \), then
\[
\psi_F = (s^{n-2}, s^{n-3}t_1, \ldots, st^{n-3}, t^{n-2}).
\]
The columns \( C_1, \ldots, C_{n-1} \) of \( \psi_F \), satisfy the relations
\[
t_{C_i} - sC_{i+1} = t(s^{n-1-i}d^{-1}) - s(s^{n-2-i}d^i) = 0, \quad 1 \leq i \leq n - 2.
\]
These relations define the vectors \( K_i = (\alpha_1, \ldots, \alpha_{n-1}) \) with \( \alpha_i = t \), \( \alpha_{i+1} = -s \) and \( \alpha_j = 0 \) for \( j \neq i, i+1 \).

Let \( K \) be the matrix whose columns are \( K_i \):
\[
K = \begin{pmatrix}
t & 0 & 0 & \cdots & 0 & 0 \\
-s & t & 0 & \cdots & 0 & 0 \\
0 & -s & t & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & t & 0 \\
0 & 0 & 0 & \cdots & -s & t \\
0 & 0 & 0 & \cdots & 0 & -s
\end{pmatrix}
\]

Then \( K \) defines a map
\[
K : \mathcal{O}(n+1)^{n-2} \to \mathcal{O}(n+2)^{n-1}
\]
whose image, by the column relations above, is in the kernel \( N_{C/X} \) of \( \psi_F \). Notice also that \( K \) has maximum rank, so the map is injective, and thus it factors through the \( N_{C/X} \). As \( N_{C/X} \) has rank \( n-2 \), we have \( N_{C/X} \cong \mathcal{O}(n+1)^{n-2} \).

Now, let \( d \geq 3 \). First, observe that if \( N_{C/X} \) is balanced, then it must be \( \mathcal{O}(A)^m \oplus \mathcal{O}(A+1)^{n-2-m} \) with
\[
A = \left\lfloor \frac{n(n-d+1)-2}{n-2} \right\rfloor \quad \text{and} \quad m = A(n-2) - n(n-d).
\]
The approach is to construct \( \psi_F \) such that its column relations define an injective map
\[
K : \mathcal{O}(A)^m \oplus \mathcal{O}(A+1)^{n-2-m} \to \mathcal{O}(n+2)^{n-1}
\]
which, as in the case \( d = 2 \), will be the kernel of \( \psi_F \). This means we want to obtain \( m \) relations of degree \( (n+2) - A \) and \( n-2-m \) relations of degree \( (n+2) - (A+1) \) between the columns of \( \psi_F \). To simplify the analysis, we look at polynomials \( F = \sum_{i=1}^{n-1} F_{i}Q_{i,i+1} \) with \( F_i \) monomials. Set \( F_1 = x_d^{d-2} \) and \( F_{n-1} = x_1^{d-2} \), so \( F \) induces a map of the form
\[
\psi_F = ((s^{n-2})(s^{n(d-2)}), (s^{n-3}t_1)(s^{n(d-2)}), \ldots, (s^{n-3}t_1)(s^{n(d-2)}), t^{n-2}(t^{n(d-2)})).
\]

Since an arbitrary degree \( d-2 \) monomial \( F_i \) has the form \( F_i|_C = s^{n(d-2)-\beta_2}t^{\beta_2} \) when restricted to \( C \), the map \( \psi_F \) has the form
\[
\psi_F = ((s^{n-2})(s^{n(d-2)}), (s^{n-3}t_1)(s^{n(d-2)}-\beta_2), \ldots, (s^{n-3}t_1)(s^{n(d-2)}-\beta_2), t^{n-2}(t^{n(d-2)})).
\]

To further simplify, we look for relations that only involve two consecutive entries of \( \psi_F \). One way to find such \( \psi_F \) is to choose the \( \beta_i \) in non-decreasing order \( 0 \leq \beta_2 \leq \cdots \leq \beta_{n-2} \leq n(d-2) \). This way, we get the columns relations
\[
p_{\beta_2+1}C_1 - s^{\beta_2+1}C_2 = 0,
p_{\beta_i+1-\beta_i}C_i - s^{\beta_i+1-\beta_i}C_{i+1} = 0, \quad 2 \leq i \leq n-3
\]
\[
t^{n(d-2)-\beta_{n-2}+1}C_{n-2} - s^{n(d-2)-\beta_{n-2}+1}C_{n-1} = 0.
\]

And as before, we define the matrix \( K \) whose columns follow from the relations above:
\[
K = \begin{pmatrix}
t^{\beta_2+1} & 0 & 0 & \cdots & 0 & 0 \\
-s^{\beta_2+1} & t^{\beta_3-\beta_2+1} & 0 & \cdots & 0 & 0 \\
0 & -s^{\beta_3-\beta_2+1} & t^{\beta_4-\beta_3+1} & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & t^{\beta_{n-2}-\beta_{n-3}+1} & 0 \\
0 & 0 & 0 & \cdots & -s^{\beta_{n-2}-\beta_{n-3}+1} & t^{n(d-2)-\beta_{n-2}+1} \\
0 & 0 & 0 & \cdots & 0 & -s^{n(d-2)-\beta_{n-2}+1}
\end{pmatrix}
\]
Since $K$ has maximum rank, it defines an injective map
\[
\mathcal{O}(n + 2 - (\beta_2 + 1)) \oplus \left( \bigoplus_{i=2}^{n-3} \mathcal{O}(n + 2 - (\beta_{i+1} + \beta_i + 1)) \right) \oplus \mathcal{O}(n + 2 - (n(d - 2) - \beta_{n-2} + 1)) 
\]
which, due to the relations, factors through the kernel of $\psi_F$. Since the direct sum above and $N_{C/X}$ have the same rank, it follows that
\[
(2) \quad N_{C/X} \cong \mathcal{O}(n + 2 - (\beta_2 + 1)) \oplus \left( \bigoplus_{i=2}^{n-3} \mathcal{O}(n + 2 - (\beta_{i+1} + \beta_i + 1)) \right) \oplus \mathcal{O}(n + 2 - (n(d - 2) - \beta_{n-2} + 1)).
\]

To conclude, we pick the appropriate values for $\beta_i$, $2 \leq i \leq n - 2$. Choose
\[
\beta_i = \begin{cases} 
(i - 1)(n + 1 - A), & 2 \leq i \leq m + 1 \\
(i - 1)(n - A) + m, & m + 2 \leq i \leq n - 2,
\end{cases}
\]
noting that, by Lemma 2.3, there exist $F_i$ such that $F_i|_C = s^{n(d-2)-\beta_i} t^{\beta_i}$. A simple computation then shows that the direct sum on the right-hand side of (2) is $\mathcal{O}(A)^m \oplus \mathcal{O}(A + 1)^{n-2-m}$. □

3. Hypersurfaces of Degree at Least 3

Throughout this section, we assume $d \geq 3$. We study the splitting types of $N_{C/X}$ for hypersurfaces of degree $d$ in $\mathbb{P}^n$ containing a degree $e \leq n$ rational normal curve $C = R_e$. By Corollary 2.2, the normal bundle $N_{C/X}$ is the kernel in the sequence
\[
0 \longrightarrow N_{C/X} \longrightarrow \mathcal{O}(e + 2)^{e-1} \oplus \mathcal{O}(e)^{n-e} \overset{\psi_F}{\longrightarrow} \mathcal{O}(de) \longrightarrow 0
\]
for $F$ a degree $d$ polynomial defining $X = V(F)$.

In this section, we ask what splitting types occur as the normal bundle $N_{C/X}$, and look for examples of hypersurfaces $X$ for each possible splitting type. We also ask for the dimension of the space $\Sigma_d$ of hypersurfaces $X$ with a given splitting type $E_d$.

The surjectivity of the map $\phi : H^0(I_{C/\mathbb{P}^n}(d)) \to \text{Hom}(N_{C/\mathbb{P}^n}, \mathcal{O}(de))$ for $d \geq 3$ ([CR19] Theorem 3.1) is enough to show that $N_{C/X}$ is balanced for the general $X$ ([CR19], Corollary 3.8), and we use it here to compute the dimension of $\Sigma_d$.

3.1. Examples of hypersurfaces for each splitting type. From the short exact sequence, a candidate for splitting type of $N_{C/X}$ must have the form of a rank $(n - 2)$ direct sum
\[
N_{C/X} \cong \left( \bigoplus_{i=1}^{e-1} \mathcal{O}(e + 2 - a_i) \right) \oplus \left( \bigoplus_{j=e+2}^{n} \mathcal{O}(e - b_j) \right),
\]
with $a_i, b_j \geq 0$, and degree $\deg N_{C/X} = \deg N_{C/\mathbb{P}^n} - \deg \mathcal{O}(de) = e(n - d + 1) - 2$, equivalently $\sum_{i=1}^{e-1} a_i + \sum_{j=e+2}^{n} b_j = e(d - 1)$.

In the following theorem, we find examples of hypersurfaces $X$, smooth along $C$, for each splitting type with at most $e - 2$ summands of degrees greater than $e$. If the normal bundle $N_{C/X}$ has $e - 1$ summands of degree greater than $e$, then the normal bundle has a summand $\mathcal{O}(e + 2)^{e-1}$. The proof of the theorem is a generalization of the computation from Proposition 2.4.

Theorem 3.1.

(a) For all splitting types with at most $e - 2$ summands of degrees greater than $e$, that is, of the form
\[
E = \left( \bigoplus_{i=1}^{e-2} \mathcal{O}(e + 2 - a_i) \right) \oplus \left( \bigoplus_{j=e+1}^{n} \mathcal{O}(e - b_j) \right),
\]
with $a_i, b_j \geq 0$ and $\sum_{i=1}^{e-2} a_i + \sum_{j=e+1}^{n} b_j = e(d - 1) - 2$, we obtain explicit examples of degree $d$ hypersurfaces $X$, smooth along the curve $C$, with normal bundle $N_{C/X} \cong E$.  

(b) If $N_{C/X}$ is not of the form $E$ above, then $e < n - 1$, and the normal bundle must have the form

$$E' = \mathcal{O}(e + 2)^{e-1} \oplus \left( \bigoplus_{j=e+2}^{n} \mathcal{O}(e - b_j) \right),$$

with $b_j \geq 0$ and $\sum_{j=e+2}^{n} b_j = e(d - 1)$. For each splitting type $E'$, we find explicit examples of degree $d$ hypersurfaces $X$, smooth along $C$, with normal bundle $N_{C/X} \cong E'$.

Proof: (a) We divide the proof into the cases $e = n$ and $e < n$.

For $e = n$, we ask if we can get all splitting types $E = \bigoplus_{i=1}^{n-2} \mathcal{O}(n + 2 - a_i)$ with $a_i \geq 0$ and $\sum_{i=1}^{n-2} a_i = n(d - 1) - 2$. The approach is to construct a map $\psi_F$ from which we can easily compute the kernel from the linear relations between its entries. We call the column relations of $\psi_F$.

In order to start with a simple $\psi_F$, remember that $Q_{i+1} = x_i^2 - x_{i-1}x_{i+1}$, and consider polynomials $F$ of the form $F = \sum_{i=1}^{n-1} F_i Q_{i+1}$ with $F_1 = x_0^{d-2}$ and $F_{n-1} = x_n^{d-2}$, so that the map $\psi_F : \mathcal{O}(n + 2)^{n-1} \to \mathcal{O}(dn)$ has the form

$$\psi_F = (s^{n-2}(s^{n(d-2)}), (s^{n-3}t)F_2|_{C}, \ldots, (s^{n-3})F_{n-2}|_{C}, t^{n-2}(t^{n(d-2)})).$$

First, we check that these are all smooth along the curve $C$. Taking partial derivatives $\frac{\partial F}{\partial t_i}$ and restricting to the curve (that is, taking $Q_{ij} = 0$), we obtain

$$\frac{\partial F}{\partial x_0} = -(d - 1)x_0^{d-2}x_2, \quad \frac{\partial F}{\partial x_2} = -x_0^{d-1} + 2x_2F_2 - x_4F_3 \quad \text{and} \quad \frac{\partial F}{\partial x_{n-2}} = -x_n^{d-1} + 2x_{n-2}F_{n-2} - x_{n-4}F_{n-3}.$$

If $F$ is singular at a point $P = (s^n : s^{n-1}t : \ldots : t^n)$ on $C$, then $\frac{\partial F}{\partial x_0} = 0$ gives $s = 0$ or $t = 0$. If $s = 0$, then $\frac{\partial F}{\partial x_{n-2}} = 0$ implies $t = 0$; and if $t = 0$, then $\frac{\partial F}{\partial x_2} = 0$ implies $s = 0$. Thus, polynomials $F$ of this form give hypersurfaces that are smooth along $C$.

Now, look at the map $\psi_F$. One way to obtain a $\psi_F$ with clear relations between its entries is to choose increasing exponents for $t$. This way, we get a relation between every two consecutive entries by multiplying the first by a power of $t$ and the second by a power of $s$. We will also need zero entries to get the terms $\mathcal{O}(n + 2)$ of $E$. So, let $0 \leq z \leq n - 3$ and $0 \leq \beta_2 \leq \beta_3 \leq \cdots \leq \beta_{n-z-2} \leq n(d - 2) + z + 1$ be integers, and let $F_i$ be such that

$$F_i|_{C} = s^{n(d-2)-\beta_i}t^\beta_i \quad \text{for} \quad 2 \leq i \leq n - z - 2,$$

and

$$F_i|_{C} = 0 \quad \text{for} \quad n - z - 1 \leq i \leq n - 2.$$

Note that such $F_i$ exist and can be easily obtained by Lemma 2.4. Then, $\psi_F$ has increasing powers of $t$ and $z$ zero entries:

$$\psi_F = (s^{n-2}(s^{n(d-2)}), (s^{n-3}t)(s^{n(d-2)-\beta_2}t^{\beta_2}), \ldots, (s^{z+1}t^{n-z-3})(s^{n(d-2)-\beta_{n-z-2}}t^{\beta_{n-z-2}}), 0, 0, \ldots \ldots 0, t^{n-2}(t^{n(d-2)})).$$

Its columns $C_1, C_2, \ldots, C_{n-1}$ satisfy the column relations

$$t^{\beta_2+1}C_1 - s^{\beta_2+1}C_2 = 0,$$

$$t^{\beta_{i+1}+1}C_i - s^{\beta_{i+1}+\beta_i+1}C_{i+1} = 0, \quad 2 \leq i \leq n - z - 3,$$

$$C_j = 0, \quad n - z - 1 \leq j \leq n - 2,$$

$$t^{n(d-2)+z+1-\beta_{n-z-2}}C_{n-z-2} - s^{n(d-2)+z+1-\beta_{n-z-2}}C_{n-1} = 0.$$

To simplify notation and make the final result simpler to parse, we write $\gamma_i = \beta_{i+1} - \beta_i$ for $2 \leq i \leq n - z - 3$, $\gamma_1 = \beta_2$ and $\gamma_{n-z-2} = \beta_{n-z-2}$. The conditions for $\beta_i$ translate into the conditions $\gamma_i \geq 0$ and
\[ \gamma_{n-z-2} = \sum_{i=1}^{n-z-3} \gamma_i \leq n(d-2) + z + 1. \]

Rewriting the column relations:

\[ t^{\gamma_{i+1}} C_i - s^{\gamma_{i+1}} C_{i+1} = 0, \]
\[ t^{\gamma_{j+1}} C_i - s^{\gamma_{j+1}} C_{i+1} = 0, \quad 2 \leq i \leq n - z - 3, \]
\[ C_j = 0, \quad n - z - 1 \leq j \leq n - 2, \]
\[ t^{n(d-2)+z+1-\gamma_{n-z-2}} C_{n-z-2} = s^{n(d-2)+z+1-\gamma_{n-z-2}} C_{n-1} = 0. \]

We define the matrix \( K \) whose columns give the relations above:

\[
K = \begin{pmatrix}
  t^{\gamma_{1}} & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 \\
-s^{\gamma_{1}} & t^{2} & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 \\
0 & -s^{2} & t^{3} & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & t^{n-z-3}+1 & 0 & 0 & \cdots & 0 & 0 \\
0 & 0 & 0 & \cdots & -s^{n-z-3}+1 & 0 & 0 & \cdots & 0 & 0 \\
0 & 0 & 0 & \cdots & 0 & 1 & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 1 & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 & -s^{n(d-2)+z+1-\gamma_{n-z-2}} \\
\end{pmatrix}
\]

Then \( K \) defines a map

\[ K : \left( \bigoplus_{i = 1}^{n-z-3} \mathcal{O}(n + 1 - \gamma_i) \right) \oplus \mathcal{O}(n + 2)^{2} \oplus \mathcal{O}(n + 1 - n(d - 2) - z + \gamma_{n-z-2}) \to \mathcal{O}(n + 2)^{n-1}. \]

The column relations imply that the image of \( K \) is contained in the kernel \( N_{C/X} \) of \( \psi_F \). Since \( K \) has maximal rank, its image is a subbundle of \( N_{C/X} \). As both \( N_{C/X} \) and the subbundle have rank \( n - 2 \), it follows that

\[ N_{C/X} \cong \mathcal{O}(n + 2)^{2} \oplus \left( \bigoplus_{i = 1}^{n-z-3} \mathcal{O}(n + 1 - \gamma_i) \right) \oplus \mathcal{O}(n + 1 - n(d - 2) - z + \gamma_{n-z-2}). \]

Thus, we get splitting types of \( N_{C/X} \) with exactly \( z \) terms \( \mathcal{O}(n + 2) \). By appropriately choosing the \( \gamma_i \geq 0 \) with \( \gamma_{n-z-2} = \sum_{i=1}^{n-z-3} \gamma_i \leq n(d-2) + z + 1 \), or equivalently, by choosing the \( \beta_i \) in non-decreasing order, we get all possible choices for the summands of degree smaller than \( n + 2 \). Note the last term is determined by the previous ones and the degree of \( N_{C/X} \). Finally, by varying the number of zero entries \( z \) between 0 and \( n - 3 \), we obtain all splitting types for \( N_{C/X} \).

Now, we investigate the case \( e < n \). Similarly, consider polynomials \( F \) of the form \( F = \sum_{i=1}^{e-1} F_i Q_{i,i+1} + \sum_{j=e+1}^{n} G_j x_j \) with \( F_1 = x_0^{d-2} \) and \( G_n = x_e^{d-1} \), so that \( N_{C/X} \) is the kernel of maps \( \psi_F : \mathcal{O}(e + 2)^{e-1} \oplus \mathcal{O}(e)^{n-e} \to \mathcal{O}(de) \) of the form

\[ \psi_F = \left( s^{e-2}(s^{(d-2)}), (s^{e-3}t)F_2|_C, \cdots, t^{e-2}F_{e-1}|_C : G_{e+1}|_C, \cdots, G_{n-1}|_C, t^{e(d-1)} \right). \]

The approach in this case is similar. The main difference is that \( N_{C/\mathbb{P}^n} \) splits into two summands of different degrees: \( \mathcal{O}(e + 2)^{e-1} \oplus \mathcal{O}(e)^{n-e} \). We separate \( \psi_F \) into two parts as above, corresponding to the \( F_i \) and \( G_j \). We will choose the zero entries in the first part so we can get the \( \mathcal{O}(e + 2) \) terms of \( E \).

First, we show that these \( F \) define hypersurfaces smooth along the curve. Taking partial derivatives \( \frac{\partial F}{\partial x_i} \) and restricting to the curve (letting \( Q_{ij} = 0 \) and \( x_i = 0, l \geq e + 1 \), we obtain

\[ \frac{\partial F}{\partial x_2} = -x_0^{d-1} + 2x_2 F_2 - x_4 F_3 \quad \text{and} \quad \frac{\partial F}{\partial x_n} = x_e^{d-1}. \]

So, if \( F \) is singular at a point \( P = (s^e : s^{e-1}t : \cdots : t^e : 0 : \cdots : 0) \) on \( C \) then \( x_e^{d-1} = 0 \) implies \( t = 0 \), thus \( x_2 = x_4 = 0 \), and the first derivative gives \( x_0^{d-1} = 0 \), so \( s = 0 \). Hence, all \( F \) of this form are smooth along \( C \).
As in the case $e = n$, we choose maps $\psi_F$ with $z$ zero entries and increasing exponents of $t$ to get relations between every two consecutive entries. This time, consider integers

$$0 \leq z \leq e - 2, \quad 0 \leq \beta_2 \leq \beta_3 \leq \ldots \leq \beta_{e-1-z} \quad \text{and} \quad \beta_{e-1-z} - z + e \leq \beta_e \leq \ldots \leq \beta_{n-2} \leq e(d - 1),$$

and let $F_i$ and $G_j$ be such that

$$F_i|C = s^{e(d-2)-\beta_i}t^{\beta_i} \text{ for } 2 \leq i \leq e - 1 - z,$$
$$F_i|C = 0 \text{ for } e - z \leq i \leq e - 1$$
$$G_j|C = s^{e(d-1)-\beta_{j-1}}t^{\beta_{j-1}} \text{ for } e + 1 \leq j \leq n - 1.$$ 

so the map $\psi_F$ has the form

\[
\psi_F = (s^{e-2}(s^{e(d-2)}), \ (s^{e-3}t)(s^{e(d-2)-\beta_2}t^{\beta_2}), \ \ldots, \ (s^zt^{e-2-z})(s^{e(d-2)-\beta_{e-1-z}}t^{\beta_{e-1-z}}), \ 0, \ \ldots, \ 0; \ (s^{e(d-1)-\beta_1}t^{\beta_1}), \ (s^{e(d-1)-\beta_{e+1}}t^{\beta_{e+1}}), \ \ldots, \ (s^{e(d-1)-\beta_{n-2}}t^{\beta_{n-2}}), \ t^{e(d-1)}),
\]

We obtain the following relations between the columns $C_1, \ldots, C_{e-1}; C_e, \ldots C_{n-1}$:

\[
t^{\beta_2+1}C_1 - s^{\beta_2+1}C_2 = 0
\]
\[
t^{\beta_{i+1}+1}C_i - s^{\beta_{i+1}+1}C_{i+1} = 0, \text{ for } 2 \leq i \leq e - 2 - z
\]
\[
C_i = 0, \text{ for } e - z \leq i \leq e - 1
\]
\[
t^{\beta_{e-1-z}+e+2+z}C_{e-1-z} - s^{\beta_{e-1-z}+z-e}C_e = 0
\]
\[
t^{\beta_{j+1}+1}C_j - s^{\beta_{j+1}+1}C_{j+1} = 0, \text{ for } e \leq j \leq n - 3
\]
\[
t^{e(d+1)-\gamma_{n-2}}C_{n-2} - s^{e(d+1)-\gamma_{n-2}}C_{n-1} = 0.
\]

As before, rename $\gamma_i = \beta_{i+1} - \beta_i$, $\gamma_1 = \beta_2$, $\gamma_{e-1} = \beta_e - \beta_{e-1-z} - e + z$ and $\gamma_{n-2} = \beta_{n-2}$. These satisfy the conditions $\gamma_i \geq 0$ for all $i$ and $\gamma_{n-2} = \sum_{i=1}^{n-2} \gamma_i + \sum_{j=e-1}^{n-3} \gamma_j \leq e(d - 1)$. Then the column relations become

\[
t^{\beta_2+1}C_1 - s^{\beta_2+1}C_2 = 0
\]
\[
t^{\gamma_i+1}C_i - s^{\gamma_i+1}C_{i+1} = 0, \text{ for } 2 \leq i \leq e - 2 - z
\]
\[
C_i = 0, \text{ for } e - z \leq i \leq e - 1
\]
\[
t^{\gamma_{e-1}+2}C_{e-1-z} - s^{\gamma_{e-1}-e}C_e = 0
\]
\[
t^{\gamma_{j+1}+1}C_j - s^{\gamma_{j+1}+1}C_{j+1} = 0, \text{ for } e \leq j \leq n - 3
\]
\[
t^{e(d+1)-\gamma_{n-2}}C_{n-2} - s^{e(d+1)-\gamma_{n-2}}C_{n-1} = 0.
\]

They induce the matrix
In this case, we get the column relations $C$ and restricting to $\psi$ we can obtain at most $\sum_{i=1}^{n} k_i$ entries of zero entries $K = 0$ for $(e+2)^{e-2}$. To simplify our approach, consider polynomials of the form $N_{e-2-z} O(e+1-\gamma_i) \oplus O(2)^{2} \oplus \left( \bigoplus_{j=e-1}^{n-3} O(e-\gamma_j) \right) \oplus O(e-e(d+1)+\gamma_{n-2}) \to O(e+2)^{e-1} \oplus O(e)^{n-e}.

As before, the column relations imply that $K$ factors through the kernel of $\psi_F$, and consequently, the kernel is

$$N_{C/X} \cong O(e+2)^{2} \oplus \left( \bigoplus_{i=1}^{e-2-z} O(e+1-\gamma_i) \right) \oplus \left( \bigoplus_{j=e-1}^{n-3} O(e-\gamma_j) \right) \oplus O(e-e(d+1)+\gamma_{n-2}).$$

This is a splitting type with exactly $z$ terms $O(e+2)$, $e-2-z$ terms of degree less or equal than $e+1$, and the rest of them of degree less or equal than $e$. By varying the $\gamma_i$ with $\gamma_i \geq 0$ and $\gamma_{n-2} = \sum_{i=1}^{n-2-z} \gamma_i + \sum_{j=e-1}^{n-3} \gamma_j \leq e(d-1)$, we get all splitting types $E$ of this form. Finally, by varying the number of zero entries $z$ between 0 and $e-2$, we obtain all possible splitting types $E$ for $N_{C/X}$.

(b) If $N_{C/X}$ does not have splitting type of the form $E$, then it has more than $e-2$ summands of degree greater than $e$. Remember from Section 2, that the map $\psi_F : \mathcal{O}_{\mathbb{P}^{2}}(e+2)^{e-1} \oplus \mathcal{O}_{\mathbb{P}^{2}}(e)^{n-e} \to \mathcal{O}_{\mathbb{P}^{2}}(de)$ is given by a matrix $(C_1, \cdots, C_{e-1}; G_{e+1}|C, \cdots, G_n|C)$. Consider this matrix divided into two parts: the first corresponding to the $C_i$, and the second to the $G_j|C$.

As we have seen in the proof of part (a), any summand of $N_{C/X}$ of degree greater than $e$ must come from column relations involving only entries of the first part of $\psi_F$. However, since the first part has $e-1$ entries, we can obtain at most $e-2$ linearly independent relations from it, unless it is zero. Thus, we must have $C_i = 0$ for $i = 1, \ldots, e-1$, and

$$\psi_F = (0, 0, \cdots, 0 ; G_{e+1}|C, \cdots, G_{n-1}|C, G_n|C).$$

In this case, we get the column relations $C_i = 0$ for $1 \leq i \leq e-1$, which will correspond to the summands $O(e+2)^{e-1}$. The remaining $n-e-1$ column relations will come from the second part of $\psi_F$. If $e = n-1$, this would mean $N_{C/X} \cong O(e+2)^{e-1}$, which cannot happen for degree reasons. Hence, $e < n-1$.

To simplify our approach, consider polynomials of the form $F = \sum_{j=e+1}^{n} G_j x_j$. Taking partial derivatives and restricting to $C$, we have

$$\frac{\partial F}{\partial x_a} = \sum_{j=e+1}^{n} G_j|C \frac{\partial x_j}{\partial x_a} = \begin{cases} 0 & \text{if } a \leq e-1 \\ G_a|C & \text{if } a \geq e+1, \end{cases}$$

And $K$ defines an injective map

$$K : \left( \bigoplus_{i=1}^{e-2-z} O(e+1-\gamma_i) \right) \oplus O(2)^{2} \oplus \left( \bigoplus_{j=e-1}^{n-3} O(e-\gamma_j) \right) \oplus O(e-e(d+1)+\gamma_{n-2}) \to O(e+2)^{e-1} \oplus O(e)^{n-e}.$$
so $F$ is singular at the intersection of the zero locus of the $G_j|_C$, $e + 1 \leq j \leq n$. We get explicit examples below.

Let $0 \leq \beta_{e+2} \leq \beta_{e+3} \leq \cdots \leq \beta_n-1 \leq e(d-1)$, and choose $G_{e+1} = x_0^{d-1}$, $G_n = x_e^{d-1}$ and the other $G_j$ so that

\begin{align*}
G_{e+1}|_C &= s^{e(d-1)} \\
G_j|_C &= s^{e(d-1)-\beta_j} x_j^{\beta_j}, \text{ for } e+2 \leq j \leq n-1 \\
G_n &= t^{e(d-1)}.
\end{align*}

First, notice these hypersurfaces $F$ are smooth along $C$, since $G_{e+1}|_C = G_n|_C = 0$ implies $s = t = 0$.

For these $F$, the map $\psi_F$ has the form

\[
\psi_F = \left(0, 0, \ldots, 0 ; s^{e(d-1)}, s^{e(d-1)-\beta_{e+2}} x_{e+2}^{\beta_{e+2}}, \ldots, s^{e(d-1)-\beta_{n-1}} x_{n-1}^{\beta_{n-1}}, t^{e(d-1)} \right).
\]

To simplify notation, rename $\gamma_{j+1} = \beta_{j+1} - \beta_j$, $\gamma_{e+2} = \beta_{e+2}$ and $\gamma_n = e(d-1) - \beta_{n-1}$. Then, we get the following relations between the columns $C_1, \ldots, C_{e-1}; C_{e+1}, \ldots, C_n$ of $\psi_F$:

\[
C_i = 0 \text{ for } 1 \leq i \leq e - 1 \quad t^{\gamma_{j+1}} C_j - s^{\gamma_{j+1}} C_{j+1} = 0 \text{ for } e + 1 \leq j \leq n - 1.
\]

Writing these relations in column vectors, we define the matrix

\[
K = \begin{pmatrix}
1 & 0 & \cdots & 0 & 0 & 0 & 0 & \cdots & 0 \\
0 & 1 & \cdots & 0 & 0 & 0 & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots & \ddots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & 1 & 0 & 0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 & t^{\gamma_{e+2}} & 0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 & -s^{\gamma_{e+2}} & t^{\gamma_{e+3}} & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 & -s^{\gamma_{e+3}} & t^{\gamma_{e+4}} & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots & \ddots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \cdots & -s^{\gamma_n} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \cdots & -s^{\gamma_n}
\end{pmatrix}.
\]

It induces the map

\[
K : \mathcal{O}(e+2)^{e-1} \oplus \bigoplus_{j=e+2}^n \mathcal{O}(e-\gamma_j) \to \mathcal{O}(e+2)^{e-1} \oplus \mathcal{O}(e)^{n-e}.
\]

The column relations imply that the image of $K$ is contained in the kernel $N_{C/X}$ of $\psi_F$. Thus, since $K$ has maximal rank $n - 2$, it follows that

\[
N_{C/X} \cong \mathcal{O}(e+2)^{e-1} \oplus \bigoplus_{j=e+2}^n \mathcal{O}(e-\gamma_j).
\]

By varying our choices of $\beta_i$, we can obtain all splitting types $E'$. \hfill \Box

**Corollary 3.2.** (char $K = 0$) Let $d \geq 4$, and assume the base field $K$ has characteristic 0. For all splitting types $E$ and $E'$ as in the theorem, there exists a smooth hypersurface $X$ of degree $d$ containing the curve $C$ with normal bundle $N_{C/X}$ with that splitting type.

**Proof.** Let $\psi_F \in \text{Hom}(N_{C/P^n}, \mathcal{O}(de))$ be the map with $N_{C/X} \cong E$, induced by the polynomial $F$ obtained in the theorem. From the exact sequence

\[
0 \to H^0(I_C^2(d)) \to H^0(I_C(d)) \xrightarrow{\phi} \text{Hom}(N_{C/P^n}, \mathcal{O}(de)),
\]

we have that the space of polynomials that induce the same $\psi_F$ is the coset

\[
F + H^0(I_C^2(d)) = \{ F + G \mid G \in H^0(I_C^2(d)) \}.
\]
If \( d \geq 4 \), then multiples of \( Q^2_{ij} \) are in \( H^0(T^2_C(d)) \), so the base locus of \( F + H^0(T^2_C(d)) \) is the curve \( C \). Thus, by Bertini’s theorem, the general member of \( F + H^0(T^2_C(d)) \) is smooth away from \( C \). As \( F \) is smooth along \( C \), the general member of \( F + H^0(T^2_C(d)) \) is smooth. \( \Box \)

3.2. Dimension Count. Theorem XIX shows that for all possible splitting types \( E \) and \( E' \) we can obtain a degree \( d \geq 3 \) hypersurface \( X \) for which \( N_{C/X} \) has the given splitting type. A natural question that arises is if we can compute the dimension of the space of such hypersurfaces, and if it is the expected one.

Let \( E_\bar{a} = \bigoplus_{i=1}^{n-2} O(a_i) \) be a possible splitting type. If \( E_\bar{a} \) is of the form \( E \), the numerical conditions in Theorem XIX translate to \( a_i \leq e + 2 \) for \( 1 \leq i \leq e - 2 \) and \( a_j \leq e \) for \( e - 1 \leq j \leq n - 2 \). If \( E' \), we have \( a_i = e + 2 \) for \( 1 \leq i \leq e - 1 \) and \( a_j \leq e \) for \( e \leq j \leq n - 2 \). In both cases, \( \sum_{i=1}^{n-2} a_i = (e-n-d+1) - 2 \).

In the introduction, we defined the spaces

\[
\Sigma = \{ F \mid X \text{ is a degree } d \text{ hypersurface smooth along } C \} \subset H^0(O_p(d))
\]

and

\[
\Sigma_\bar{a} = \{ F \in \Sigma \mid N_{C/X} \cong E_\bar{a} \} \subset \Sigma,
\]

and observed that the expected codimension of \( \Sigma_\bar{a} \) in \( \Sigma \) is \( h^1(\text{End}(E_\bar{a})) \).

We start by computing this codimension at the level of homomorphisms. For that, define

\[
\Phi_\bar{a} = \{ M \in \text{Hom}(N_{C/P^n}, O_{P^1}(de)) \mid \ker M \cong E_\bar{a} \} \subset \text{Hom}(N_{C/P^n}, O_{P^1}(de)).
\]

**Proposition 3.3.** The space \( \Phi_\bar{a} \) is smooth and irreducible of codimension

\[
h^1(\text{End}(E_\bar{a})) - h^1(\text{Hom}(E_\bar{a}, N_{C/P^n})).
\]

in \( \text{Hom}(N_{C/P^n}, O_{P^1}(de)) \).

**Proof.** We first compute the dimension of \( \Phi_\bar{a} \). Every \( M \) in \( \Phi_\bar{a} \) comes from an injection \( \theta : E_\bar{a} \hookrightarrow N_{C/P^n} \), and every injection defines an \( M \), since its cokernel is a line bundle of degree \( d \). By our numerical conditions on \( \bar{a} \), \( \text{Hom}(E_\bar{a}, N_{C/P^n}) \) is globally generated, so the dimension of injections \( \theta \) is \( h^0(\text{Hom}(E_\bar{a}, N_{C/P^n})) \). However, each \( M \) might come from different injections. To count these, consider the set of pairs of homomorphisms

\[
B = \{(\theta, M) \mid E_\bar{a} \stackrel{\theta}{\rightarrow} N_{C/P^n} \stackrel{M}{\rightarrow} O(de)\} \subset \text{Hom}(E_\bar{a}, N_{C/P^n}) \times \text{Hom}(N_{C/P^n}, O(de))
\]

together with the projections \( \pi_1 \) and \( \pi_2 \):

\[
\begin{array}{ccc}
\pi_1 & B & \pi_2 \\
\downarrow & & \downarrow \\
\text{Hom}(E_\bar{a}, N_{C/P^n}) & & \text{Hom}(N_{C/P^n}, O(de))
\end{array}
\]

A fiber \( \pi_1^{-1}(\theta) \) of the map \( \pi_1 \) corresponds to the \( M \)'s induced by \( \theta \) up to a choice of basis for \( O(de) \), thus, the fibers of \( \pi_1 \) are isomorphic to \( \text{Aut}(O(de)) \). The image of \( \pi_1 \) is the open set of injections \( \theta \in \text{Hom}(E_\bar{a}, N_{C/P^n}) \). Hence, \( B \) is smooth and irreducible of \( \text{dim } B = h^0(\text{Hom}(E_\bar{a}, N_{C/P^n})) + h^0(\text{End}(O(de))) \).

On the other hand, the image of \( \pi_2 \) is exactly the set \( \Phi_\bar{a} \), and the fibers of \( \pi_2 \) are isomorphic to \( \text{Aut}(E_\bar{a}) \). Thus, \( \Phi_\bar{a} \) is smooth and irreducible, and

\[
\dim \Phi_\bar{a} = h^0(\text{Hom}(E_\bar{a}, N_{C/P^n})) + h^0(\text{End}(O(de))) - h^0(\text{End}(E_\bar{a})).
\]

Therefore, its codimension in \( \text{Hom}(N_{C/P^n}, O(de)) \) is

\[
(3) \quad \text{codim } \Phi_\bar{a} = h^0(\text{Hom}(N_{C/P^n}, O_{P^1}(de))) - h^0(\text{Hom}(E_\bar{a}, N_{C/P^n})) + h^0(\text{End}(E_\bar{a})) - h^0(\text{End}(O(de))).
\]

Now, applying the functors \( \text{Hom}(\cdot, \cdot) \) and \( \text{Hom}(\cdot, O(de)) \) to the sequence

\[
0 \to E_\bar{a} \to N_{C/P^n} \to O(de) \to 0
\]

we obtain the long exact sequences

\[
0 \to \text{Hom}(E_\bar{a}, E_\bar{a}) \to \text{Hom}(E_\bar{a}, N_{C/P^n}) \to \text{Hom}(E_\bar{a}, O(de)) \to \text{Ext}^1(E_\bar{a}, E_\bar{a}) \to \text{Ext}^1(E_\bar{a}, N_{C/P^n}) \to \text{Ext}^1(E_\bar{a}, O(de)) = 0
\]

and

\[
0 \to \text{Hom}(O(de), O(de)) \to \text{Hom}(N_{C/P^n}, O(de)) \to \text{Hom}(E_\bar{a}, O(de)) \to 0.
\]
Observe that $\mathcal{E}xt^1(E_\mathfrak{a}, \mathcal{O}(de)) = 0$ since $a_i \leq e + 2 \leq de$ for all $1 \leq i \leq n - 1$. Computing the alternating sum on dimensions of the first sequence, and substituting it on (3), we get
\[
\text{codim } \Phi_\mathfrak{a} = h^0(\mathcal{H}om(N_{C/P^n}, \mathcal{O}_P(1))) - h^0(\mathcal{H}om(E_\mathfrak{a}, \mathcal{O}(de))) + h^1(\mathcal{E}nd(E_\mathfrak{a})) - h^1(\mathcal{H}om(E_\mathfrak{a}, N_{C/P^n})) - h^0(\mathcal{E}nd(\mathcal{O}(de))).
\]

And from the second sequence it follows that
\[
\text{codim } \Phi_\mathfrak{a} = h^0(\mathcal{E}nd(\mathcal{O}(de))) + h^0(\mathcal{H}om(E_\mathfrak{a}, \mathcal{O}(de))) - h^0(\mathcal{H}om(E_\mathfrak{a}, \mathcal{O}(de))) + h^1(\mathcal{E}nd(E_\mathfrak{a})) - h^1(\mathcal{H}om(E_\mathfrak{a}, N_{C/P^n})) - h^0(\mathcal{E}nd(\mathcal{O}(de)))
\]
\[= h^1(\mathcal{E}nd(E_\mathfrak{a})) - h^1(\mathcal{H}om(E_\mathfrak{a}, N_{C/P^n})).
\]

**Corollary 3.4.** If $e = n$ or $a_i \leq e + 1$ for all $i$, then the codimension of $\Phi_\mathfrak{a}$ in $\text{Hom}(N_{C/P^n}, \mathcal{O}_P(1))(d)$ is $h^1(\mathcal{E}nd(E_\mathfrak{a}))$.

**Proof.** In this case, since $N_{C/P^n} \cong \mathcal{O}(e+2) \oplus \mathcal{O}(e)^{n-e}$, we have $h^1(\mathcal{H}om(E_\mathfrak{a}, N_{C/P^n})) = 0$. \hfill $\Box$

We can compute the dimension of the balanced splitting type, recovering a case of [CR19], Corollary 2.2.

**Corollary 3.5.** ([CR19], Corollary 2.2) The kernel of the general $M \in \text{Hom}(N_{C/P^n}, \mathcal{O}(de))$ is balanced.

**Proof.** For $E_\mathfrak{a}$ the balanced splitting type, we have $a_i \leq \left\lceil \frac{e(n-d+1)}{n-2} \right\rceil \leq e + 1$ and $|a_i - a_j| \leq 1$ for all $i, j$, thus
\[
\text{codim } \Phi_\mathfrak{a} = h^1(\mathcal{E}nd(E_\mathfrak{a})) = 0.
\]

Hence $\Phi_\mathfrak{a}$ has dimension equal to $\dim(\text{Hom}(N_{C/P^n}, \mathcal{O}(de)))$.

**Theorem 3.6.** The locus $\Sigma_\mathfrak{a}$ is irreducible and smooth of codimension $h^1(\mathcal{E}nd(E_\mathfrak{a})) - h^1(\mathcal{H}om(E_\mathfrak{a}, N_{C/P^n}))$ in $\Sigma$.

**Proof.** Let $\Sigma_\mathfrak{a}$ be the space of all polynomials $F \in H^0(\mathcal{I}_C(d))$, not necessarily smooth along $C$, whose kernel of $\psi_F$ has splitting type $E_\mathfrak{a}$. Consider the map $\beta : \Sigma_\mathfrak{a} \to \Phi_\mathfrak{a}$, $\beta(F) = \psi_F$. By [CR19] Theorem 3.1, the map $\phi : H^0(\mathcal{I}_C(d)) \to \text{Hom}(N_{C/P^n}, \mathcal{O}(de))$ is surjective. It follows that $\beta$ is also surjective. In addition, by the short exact sequence
\[
0 \longrightarrow H^0(\mathcal{I}_C^2(d)) \longrightarrow H^0(\mathcal{I}_C(d)) \longrightarrow \text{Hom}(N_{C/P^n}, \mathcal{O}(de)) \longrightarrow 0,
\]
the fiber $\beta^{-1}(M)$ is isomorphic to the linear system $h^0(\mathcal{I}_C^2(d))$. Thus, $\beta^{-1}(M)$ is smooth and irreducible of dimension $h^0(\mathcal{I}_C^2(d))$. Then, by Proposition 3.3 it follows that $\Sigma_\mathfrak{a}$ is smooth and irreducible of dimension $h^0(\mathcal{H}om(N_{C/P^n}, \mathcal{O}(de))) - h^1(\mathcal{E}nd(E_\mathfrak{a})) + h^1(\mathcal{H}om(E_\mathfrak{a}, N_{C/P^n})) + h^0(\mathcal{I}_C^2(d))$.

Since $F$ being smooth along $C$ is an open condition in $\Sigma_\mathfrak{a}$, and $\Sigma_\mathfrak{a}$ is not empty by Theorem 3.1 it follows that $\Sigma_\mathfrak{a}$ is an open dense subset of $\Sigma$. Therefore, $\Sigma_\mathfrak{a}$ is irreducible and smooth of the same dimension.

The dimension of $\Sigma$ is $h^0(\mathcal{I}_C(d))$, and by the sequence above,
\[
h^0(\mathcal{I}_C^2(d)) = h^0(\mathcal{I}_C(d)) - h^0(\mathcal{H}om(N_{C/P^n}, \mathcal{O}(de))).
\]

Hence, the codimension of $\Sigma_\mathfrak{a}$ in $\Sigma$ is
\[
\text{codim}(\Sigma_\mathfrak{a} \subset \Sigma) = h^1(\mathcal{E}nd(E_\mathfrak{a})) - h^1(\mathcal{H}om(E_\mathfrak{a}, N_{C/P^n})).
\]

By Corollary 3.2 when $d \geq 4$ the general hypersurface of $\Sigma_\mathfrak{a}$ is smooth.

**Corollary 3.7.** (char $K = 0$) Let $d \geq 4$, and assume the base field $K$ has characteristic 0. Let $S\Sigma_\mathfrak{a}$ be the subspace of $\Sigma_\mathfrak{a}$ of polynomials $F$ with $X$ smooth. Then $S\Sigma_\mathfrak{a}$ is irreducible and smooth of codimension $h^1(\mathcal{E}nd(E_\mathfrak{a})) - h^1(\mathcal{H}om(E_\mathfrak{a}, N_{C/P^n}))$ in $\Sigma$.

As in Corollary 3.4 we get the expected codimension when $e = n$ or all $a_i$ are smaller than $e + 2$. 


Corollary 3.8. If \( e = n \) or \( a_i \leq e + 1 \) for all \( i \), then the codimension of \( \Sigma_\delta \) in \( \Sigma \) is the expected \( h^1(\text{End}(E_\delta)) \).

When \( e < n \) and there exist terms \( a_i = e + 2 \), the expected and the actual codimension differ. We can compute this difference as follows.

Corollary 3.9. Let \( z = |\{ i \mid a_i = e + 2 \}| \) be the number of terms \( O(e + 2) \) in the splitting type \( E_\delta \). Then the codimension of \( \Sigma_\delta \) in \( \Sigma \) is \( h^1(\text{End}(E_\delta)) - (n - e)z \).

Proof. By Theorem 3.6 and Serre duality for \( \mathbb{P}^1 \),

\[
h^1(\text{End}(E_\delta, N_{C/\mathbb{P}^n})) = h^1(\text{End}(E_\delta, O(e + 2)^{e-1} \oplus O(e)^{n-e})))
\]

\[
= h^0(\text{Hom}(O, (O(-e-2))^{e-1} \oplus O(-e)^{n-e}) \otimes (\oplus_{i=1}^{n-2} O(a_i)) \otimes O(-2)))
\]

\[
= \sum_{i=1}^{n-2} h^0(\mathbb{P}^1, O(-e - 4 + a_i)^{e-1} \oplus O(-e - 2 + a_i)^{n-e}) = (n - e)z.
\]

In particular, the difference between the actual and the expected codimension can get arbitrarily large as \( n \) grows.

4. Quadric Hypersurfaces

In this section, we study the case \( d = 2 \). Let \( X = V(F) \) be a degree 2 hypersurface in \( \mathbb{P}^n \) containing the rational normal curve \( C \) of degree \( e \), and consider the exact sequence of the map \( \phi \) described in Section 2:

\[
(4) \quad 0 \rightarrow H^0(\mathcal{I}_C^2(2)) \rightarrow H^0(\mathcal{I}_C(2)) \rightarrow \text{Hom}(N_{C/\mathbb{P}^n}, \mathcal{O}_{\mathbb{P}^1}(2e)).
\]

Unlike when \( d \geq 3 \), the map \( \phi \) is not surjective. Thus, the cokernel of an injection \( E_\delta \hookrightarrow N_{C/\mathbb{P}^n} \) may not be in the image of \( \phi \), so we cannot repeat the arguments from Proposition 3.3 to compute the dimension of \( \Sigma_\delta \). Nevertheless, we can compute the dimension of the image of \( \phi \).

Proposition 4.1. The dimension of \( H^0(\mathcal{I}_C^2(2)) \) is \( \frac{(n-e)(n-e+1)}{2} \). In particular, \( \phi \) is injective when \( e = n \).

Proof. If \( G \in H^0(\mathcal{I}_C^2(2)) \) then \( G \) is double along \( C \). Since \( G \) is a quadric, and the singular locus of a quadric is a linear space, \( G \) must also be singular on all the \( \mathbb{P}^e \) spanned by \( C \). Thus, \( G \) must be a combination of the generators \( x_i x_j, e + 1 \leq i, j \leq n \) of \( \mathcal{I}_{C/\mathbb{P}^1}(2) \). That is,

\[
G = \sum_{e+1 \leq i \leq j \leq n} \lambda_{ij} x_i x_j, \quad \lambda_{ij} \in K.
\]

So we got to choose \( \frac{(n-e)(n-e+1)}{2} \) coefficients to define \( G \). Thus, \( h^0(\mathcal{I}_C^2(2)) = \frac{(n-e)(n-e+1)}{2} \).

Corollary 4.2. The image of \( \phi \) has dimension \( 2ne + 2n - 3e - e^2 \).

Proof. From the exact sequence (4), \( \text{dim}(\text{im } \phi) = h^0(\mathcal{I}_C(2)) - h^0(\mathcal{I}_C^2(2)) \). Thus, by Proposition 4.1,

\[
\text{dim}(\text{im } \phi) = \binom{n+2}{2} - (2e + 1) - \frac{(n-e)(n-e+1)}{2} = \frac{2ne + 2n - 3e - e^2}{2}.
\]

4.1. Splitting Types. As in the case \( d \geq 3 \), we start by asking which splitting types arise as the normal bundle \( N_{C/X} \). We obtain examples of quadrics smooth along \( C \) for each possible splitting type. The normal bundle sequence in the case \( d = 2 \) is

\[
0 \rightarrow N_{C/X} \rightarrow O(e + 2)^{e-1} \oplus O(e)^{n-e} \psi \rightarrow O(2e) \rightarrow 0
\]

and \( \text{deg } N_{C/X} = e(n-1) - 2 \). Then, any splitting type for \( N_{C/X} \) must have the form of a direct sum \( \left( \bigoplus_{i=1}^{e-1} O(e + 2 - a_i) \right) \oplus \left( \bigoplus_{j=e+2}^{n} O(e - b_j) \right) \) with \( a_i, b_j \geq 0 \) and \( \sum_{i=1}^{e-1} a_i + \sum_{j=e+2}^{n} b_j = e \). As in the case \( d \geq 3 \), all splitting types with at most \( e + 2 \) terms of degree greater than \( e \) are achieved. Splitting types with a term \( O(e + 2)^{e-1} \) come from hypersurfaces containing the \( e \)-plane spanned by \( C \).
Theorem 4.3.

(a) For any given splitting type of the form
\[ E = \left( \bigoplus_{i=1}^{e-2} \mathcal{O}(e + 2 - a_i) \right) \oplus \left( \bigoplus_{j=e+1}^{n} \mathcal{O}(e - b_j) \right), \]
with \(a_i, b_j \geq 0\) and \(\sum_{i=1}^{e-2} a_i + \sum_{j=e+1}^{n} b_j = e - 2\), we produce a quadric \(X = V(F)\), smooth along \(C\), for which \(N_{C/X} \cong E\).

More explicitly, rearrange the \(a_i\) in non-decreasing order \(0 = a_{y} < a_{y+1} \leq \cdots \leq a_{e-2}\), and let \(\beta_0 = 0\) and \(\beta_i = a_{y+1} + \cdots + a_{y+i}\) for \(i = 1, \ldots, e - 2 - y\);

For \(e = n\), the quadric \(X\) given by the polynomial
\[ F = \sum_{i=0}^{n-2-y} Q_{\beta_i+1,\beta_i+2} + \sum_{j=e+1}^{n} x_{\gamma_j}x_j \]
where \(Q_{ij} = x_i x_{j-1} - x_{i-1}x_j\), has normal bundle \(N_{C/X} \cong E\).

For \(e < n\), let also \(\gamma_n = e\) and \(\gamma_j = e - b_n - b_{n-1} - \cdots - b_{j+1}\) for \(e + 1 \leq j \leq n - 1\). Then a quadric \(X\) such that \(N_{C/X} \cong E\) is given by
\[ F = \sum_{i=0}^{e-2-y} Q_{\beta_i+1,\beta_i+2} + \sum_{j=e+1}^{n} x_{\gamma_j}x_j \]
\[ = (Q_{1,2} + Q_{\beta_1+1,\beta_1+2} + \cdots + Q_{\beta_{e-4}+1,\beta_{e-4}+2}) + (x_{\gamma_{e+1}}x_{e+1} + \cdots + x_{\gamma_{n-1}}x_{n-1} + x_ex_n). \]

(b) If the splitting type of \(N_{C/X}\) contains \(e - 1\) terms of degree greater than \(e\), then it must be of the form
\[ E' = \mathcal{O}(e + 2)^{e-1} \oplus \left( \bigoplus_{j=e+2}^{n} \mathcal{O}(e - b_j) \right), \]
with \(b_j \geq 0\), \(\sum_{j=e+2}^{n} b_j = e\) and \(e < n - 1\). In this case, \(X\) contains the \(e\)-plane spanned by \(C\). We produce a quadric \(X\), smooth along \(C\), for which \(N_{C/X} \cong E'\).

More explicitly, let \(\gamma_n = e\) and \(\gamma_j = e - b_n - b_{n-1} - \cdots - b_{j+1}\) for \(e + 1 \leq j \leq n - 1\), and let \(X\) be the quadric given by the polynomial
\[ F = \sum_{j=e+1}^{n} x_{\gamma_j}x_j = x_0x_{e+1} + x_{e+2}x_{e+2} + \cdots + x_{\gamma_{n-1}}x_{n-1} + x_ex_n. \]

Then \(N_{C/X} \cong E'\).

Example 4.4. Before we proceed to the proof of the theorem, let us use an example to better illustrate the idea of the proof, and to show how we are using the relations between the entries of \(\psi_F\) to compute its kernel.

Let \(n = e = 5\). Consider polynomials \(F\) of the form \(F = \lambda_1 Q_{1,2} + \lambda_2 Q_{2,3} + \lambda_3 Q_{3,4} + \lambda_4 Q_{4,5}\). So \(F\) induces the map \(\psi_F : \mathcal{O}(7)^4 \to \mathcal{O}(10)\),
\[ \psi_F = (\lambda_1 s^3, \lambda_2 s^2t, \lambda_3 st^2, \lambda_4 t^3). \]

When \(\lambda_i = 1\), \(i = 1, \ldots, 4\), \(\psi_F = (s^3, s^2t, st^2, t^3)\) and we get the following degree 1 relations between consecutive entries of \(\psi_F\), which we call column relations of \(\psi_F\):
\[ t(s^3) - s(s^2t) = 0 \]
\[ t(s^2t) - s(t^3) = 0 \]
\[ t(st^2) - s(t^3) = 0 \]

Writing the coefficients of these relations as column vectors, we get the matrix \(K\)
\[ K = \begin{pmatrix} t & 0 & 0 \\ -s & t & 0 \\ 0 & -s & t \\ 0 & 0 & -s \end{pmatrix}. \]
which defines a map $\mathcal{O}(6)^3 \overset{K}{\rightarrow} \mathcal{O}(7)^4$. The column relations imply that the image of $K$ is contained in the kernel of $\psi_F$. As $K$ has rank 3, the map is injective and it coincides with the kernel. Hence, $N_{C/X} \cong \mathcal{O}(6)^3$.

Note that the splitting type of $N_{C/X}$ is determined by the degrees of the column relations of $\psi_F$. So, if we wish to get $N_{C/X} \cong \mathcal{O}(6) \oplus \mathcal{O}(6) \oplus \mathcal{O}(7)$, we need relations of degree 0, 1 and 2. Consecutive nonzero entries give degree 1 relations. Similarly, entries separated by one entry give a degree 2 relation. Then, let $\lambda_3 = 0$, so $\psi_F = (s^3, s^2t, 0, t^3)$. It satisfies the column relations

$$
\begin{align*}
 t(s^3) - s(s^3) &= 0 \\
 t^2(s^2t) - s^2(t^3) &= 0
\end{align*}
$$

and similarly, we define the matrix

$$
K = \begin{pmatrix} t & 0 & 0 \\ -s & 0 & t^2 \\ 0 & 1 & 0 \\ 0 & 0 & -s^2 \end{pmatrix},
$$

and obtain that $N_{C/X} \cong \mathcal{O}(6) \oplus \mathcal{O}(6) \oplus \mathcal{O}(5)$ is the kernel of $\psi_F$.

Finally, the splitting type $\mathcal{O}(4) \oplus \mathcal{O}(7)^2$ must come from a $\psi_F$ that has a column relation of degree 3. We get it by letting two consecutive entries of $\psi_F$ be 0, that is, let $\psi_F = (s^3, 0, 0, t^3)$.

In summary, for every term $O(n + 2 - a_i)$ of the splitting type, we need a corresponding column relation of degree $a_i$. We can get it by letting $a_i - 1$ consecutive terms of $\psi_F$ be 0. By doing it for all $i$, we get all needed relations.

**Proof of Theorem 4.3.** (a) Let first $e = n$. In this case, the possible splitting types are $E = \sum_{i=1}^{n-2} O(n + 2 - a_i)$ with $a_i \geq 0$ and $\sum_{i=1}^{n-2} a_i = n - 2$. We look at polynomials $F$ of the form $F = \sum_{i=1}^{n-1} \lambda_i Q_i, i+1$ with $\lambda_i \in \{0, 1\}$ for all $i$. Then, $F$ induces the map $\psi_F: \mathcal{O}(n + 2)^{n-1} \rightarrow \mathcal{O}(2n)$,

$$
\psi_F = (\lambda_1 s^{n-2}, \lambda_2 s^{n-3} t, \ldots, \lambda_{n-1} t^{n-2}).
$$

As in the examples above, we want to find a $\psi_F$ with column relations of degrees $a_i$. We can get it by letting $a_i - 1$ consecutive entries of $\psi_F$ be 0 for every $a_i \geq 1$. So, write the $a_i$ in non-decreasing order $0 = a_0 < a_{y+1} \leq \cdots \leq a_{n-2}$, and let $\beta_0 = 0$ and $\beta_i = a_{y+1} + \cdots + a_{i+1}$ for $i = 1, \ldots, n - 2 - y$. So,

$$
\psi_F = (s^{n-2}, 0, \ldots, 0, s^{n-2 - \beta_1} t^{\beta_1}, 0, \ldots, 0, s^{n-2 - \beta_2} t^{\beta_2}, \ldots, s^{n-2 - \beta_{n-3-y} t^{\beta_{n-3-y}}, 0, \ldots, 0, t^{n-2}).
$$

Notice that $\psi_F$ is induced by the polynomial

$$
F = \sum_{i=0}^{n-2-y} Q_{s^{i+1}, \beta_{i+1}} = Q_{1,2} + Q_{\beta_1+1, \beta_1+2} + Q_{\beta_2+1, \beta_2+2} + \cdots + Q_{\beta_{n-3-y}+1, \beta_{n-3-y}+2} + Q_{n-1}, n.
$$

The entries of $\psi_F$ satisfy the degree $a_{i+1}$ relations

$$
t^{\beta_{i+1} - \beta_i} (s^{n-2 - \beta_i} t^{\beta_i}) - s^{\beta_{i+1} - \beta_i} (s^{n-2 - \beta_{i+1} t^{\beta_{i+1}}})
$$

$$
= t^{a_{y+1}+1} (s^{n-2 - \beta_i} t^{\beta_i}) - s^{a_{y+1}+1} (s^{n-2 - \beta_{i+1} t^{\beta_{i+1}}}) \text{ for } 0 \leq i \leq n - 3 - y,
$$

in addition to the $y$ degree 0 relations corresponding to the zero entries of $\psi_F$.

Since each relation involves either a different pair of nonzero columns, or a single zero column, they are linearly independent, that is, the matrix $K$ whose columns are the coefficients of the relations has maximal rank. Therefore, $K$ gives the kernel of $\psi_F$, hence

$$
N_{C/X} \cong \mathcal{O}(n + 2)^y \oplus \left( \bigoplus_{i=1}^{n-2-y} \mathcal{O}(n + 2 - a_{y+i}) \right) = \bigoplus_{i=1}^{n-2} \mathcal{O}(n + 2 - a_i).
$$

Finally, we show that these $F$ are smooth along the rational normal curve. Consider the partial derivatives of $F$

$$
\frac{\partial F}{\partial x_0} = -x_2, \quad \frac{\partial F}{\partial x_2} = 2\lambda_2 x_2 - x_0 - \lambda_3 x_4, \quad \frac{\partial F}{\partial x_{n-2}} = 2x_{n-2} - x_n - \lambda_{n-3} x_{n-4}.
$$

If $F$ is singular at a point $P = (s^a : s^{a-1} t : \cdots : t^n) \in C$, then $\frac{\partial F}{\partial x_0} = 0$ at $P$ implies $s = 0$ or $t = 0$. If $s = 0$, then $\frac{\partial F}{\partial x_{n-2}} = 0$ implies $t = 0$; and if $t = 0$ then $\frac{\partial F}{\partial x_2} = 0$ implies $s = 0$. Hence, $F$ is smooth along $C$. 


Now, let $e < n$. We want to obtain all the possible splitting types $E = \left( \bigoplus_{i=1}^{n-2} O(e + 2 - a_i) \right) \oplus \left( \bigoplus_{j=e+1}^n O(e - b_j) \right)$. Consider polynomials $F$ of the form $F = \sum_{i=1}^{n-1} \lambda_i Q_{i+1} + \sum_{j=e+1}^n L_j x_j$ with $\lambda_i \in \{0, 1\}$ and $L_j$ linear forms. Then $F$ induces the map $\psi_F : O(e + 2)^{e-1} \oplus O(e)^{n-e} \to O(2e)$,  

$$\psi_F = (\lambda_1 s^{n-2}, \lambda_2 s^{n-3} t, \ldots, \lambda_i s^{n-1-i} t^{i-1}, \ldots, \lambda_{n-1} t^{e-2}, L_{e+1} | C, L_{e+2} | C, \ldots, L_n | C).$$

We separate $\psi_F$ into two parts, one corresponding to the $\lambda_i s^{n-1-i} t^{i-1}$ and the other to the $L_j | C$. The idea is to use the first part to obtain all the terms $O(e + 2 - a_i)$ of $E$ as in the case $e = n$, and to use the second part for the $O(e - b_j)$ terms.

Consider the $a_i$ in non-decreasing order $0 = a_0 < a_1 < a_2 < \cdots < a_{e-2}$, and let $\beta_0 = 0$ and $\beta_i = a_{i+1} + \cdots + a_{e-1}$ for $i = 1, \ldots, e - 2 - y$. Let also $\gamma_n = e$ and $\gamma_j = e - b_n - b_{n-1} - \cdots - b_{j+1}$ for $e + 1 \leq j \leq n - 1$.

Consider the map 

$$\psi_F = (s^{n-2}, 0, \ldots, 0, s^{n-2} - \beta_1 t, 0, \ldots, 0, s^{n-2} - \beta_2 t^2, \ldots, s^{n-2} - \beta_{e-2} t^{e-2}, 0, \ldots; s^{n-\gamma_{e+1}} 1, s^{n-\gamma_{e+2}} t, \ldots, s^{n-\gamma_n} t^{e}).$$

Notice $\psi_F$ is induced by the polynomial 

$$F = \sum_{i=0}^{e-2-y} Q_{\beta_i+1, \beta_i+2} + \sum_{j=e+1}^n x_{\gamma_j} x_j = (Q_{1,2} + Q_{\beta_1+1, \beta_1+2} + \cdots + Q_{\beta_{e-2-y+1}, \beta_{e-2-y}+2}) + (x_{\gamma_{e+1}} x_{e+1} + \cdots + x_{\gamma_{n-1}} x_{n-1} + x_e x_n).$$

We obtain the following relations between the entries of the first part of $\psi_F$: 

$$t^{\beta_i+1} - (s^{n-2} - \beta_i t)^{\beta_i+1} = 0 \quad \Leftrightarrow \quad t^{a_i+1} (s^{n-2} - \beta_i t)^{a_i+1} - (s^{n-2} - \beta_i t)^{a_i+1} = 0 \quad \text{for} \quad 0 \leq i \leq e - 3,$$

in addition to the $y$ degree 0 relations corresponding to the zero entries. And between every two consecutive entries of the second part of $\psi_F$: 

$$t^{\gamma_j+1} - (s^{n-\gamma_j} t)^{\gamma_j+1} = 0 \quad \Leftrightarrow \quad t^{b_j+1} (s^{n-\gamma_j} t)^{b_j+1} = 0 \quad \text{for} \quad e + 1 \leq j \leq n - 1.$$

Note that $\gamma_{e+1} - \beta_{e-2-y} = e - (\sum_{i=1}^{e-2-y} a_i + \sum_{j=e+1}^n b_j) = e - (e - b_{e+1}) = b_{e+1} + 2$. We also get a relation between the first and second part of $\psi_F$: 

$$t^{\gamma_{e+1}} - \beta_{e-2-y} (s^{n-2} - \beta_{e-2-y} t \beta_{e-2-y} - \gamma_{e+1} - \beta_{e-2-y} - 2 (s^{n-\gamma_{e+1}} t)^{\gamma_{e+1}} = 0 \quad \Leftrightarrow \quad t^{b_{e+1}+2} (s^{n-2} - \beta_{e-2-y} t \beta_{e-2-y} - \gamma_{e+1} - \beta_{e-2-y} - 2 (s^{n-\gamma_{e+1}} t)^{\gamma_{e+1}} = 0.$$

The matrix $K$ defined by the coefficients of these relations defines a map 

$$K : \left( \bigoplus_{i=1}^{e-2} O(e + 2 - a_i) \right) \oplus \left( \bigoplus_{j=e+1}^n O(e - b_j) \right) \to O(e + 2)^{e-1} \oplus O(e)^{n-e}$$

that factors through the kernel $N_{C/X}$ of $\psi_F$. Since the relations involve different pairs of nonzero columns, or single zero columns, $K$ has maximum rank, so the map is injective, and it follows that 

$$N_{C/X} \cong \left( \bigoplus_{i=1}^{e-2} O(e + 2 - a_i) \right) \oplus \left( \bigoplus_{j=e+1}^n O(e - b_j) \right).$$

To conclude, we check that $F$ is smooth along the curve. Consider the partial derivatives restricted to $C$ (that is, take $Q_{ij} = 0$ and $x_l = 0$ for $l \geq e + 1$) 

$$\frac{\partial F}{\partial x_2} = -x_0 + 2\lambda_2 x_2 - \lambda_3 x_4, \quad \frac{\partial F}{\partial x_n} = x_e.$$ 

If $P = (s^e : s^{e-1} t : \cdots : t^e : 0 : \cdots : 0) \in C$ is a singular point of $X$, then $\frac{\partial F}{\partial x_n} = x_e = t^e = 0$ implies $t = 0$, thus $\frac{\partial F}{\partial x_2} = -x_0 + 2\lambda_2 x_2 - \lambda_3 x_4 = -s^e = 0$, so $s = 0$. Hence, $X$ is smooth along $C$.
(b) As we have seen in part (a), the summands of degree greater than $e$ come from column relations involving only entries of the first part of the map $\psi_F$, as otherwise it defines a nonzero map to an $O(e)$ term. Since the first part has $e-1$ entries, we can only obtain these $e-1$ relations if the first part is zero, that is, if $\psi_F$ has the form

$$\psi_F = (0, 0, \ldots, 0; L_{e+1}|C, L_{e+2}|C, \ldots, L_n|C).$$

The column relations $C_i = 0$ for $1 \leq i \leq e-1$ induce the summand $O(e+2)^{e-1}$ of $N_{C/X}$.

Now, from Section 2, equation (1), notice that any map $\psi_F$ has the form $(C_1, \ldots, C_{e-1}; L_{e+1}|C, \ldots, L_n|C)$, and that the $C_i$ in this part do not depend on the $L_j|C$, that is, they are the same $C_1, \ldots, C_{e-1}$ we get in the case $e = n$ with $F$ the corresponding polynomial without the $L_j x_j$ terms. Thus, since $\phi$ is injective when $e = n$ by Proposition 4.4, the only polynomials $F$ with $C_1 = \cdots = C_{e-1} = 0$ are the polynomials of the form $F = \sum_{j=e+1}^n L_j x_j$. Therefore, $X$ contains the $e$-plane spanned by $C$.

If $e = n - 1$, then we would have $N_{C/X} \cong O(e+2)^{e-1}$, which cannot happen for degree reasons. So, we assume $e < n - 1$, and let

$$F = \sum_{j=e+1}^n x_{\gamma_j} x_j = x_0 x_{e+1} + x_{b_{e+2}} x_{e+2} + \cdots + x_{\gamma_{n-1}} x_{n-1} + x_{e} x_n,$$

with $\gamma_n = e$ and $\gamma_j = e-b_n-b_{n-1}-\cdots-b_{j+1}$ for $e+1 \leq j \leq n-1$. Then the map $\psi_F : O(e+2)^{e-1} \oplus O(e)^{n-e} \rightarrow O(2e)$ is

$$\psi_F = (0, 0, \cdots, 0; x_0|C, x_{b_{e+2}}|C, \cdots, x_{\gamma_{n-1}}|C, x_{n}|C) = (0, 0, \cdots, 0; s^e, s^{e-\gamma_1} t^{\gamma_1+1}, \cdots, s^{e-\gamma_{n-1}} t^{\gamma_{n-1}}, t^e).$$

We obtain the following relations between the columns of the second part of $\psi_F$:

$$t^{\gamma_j+1} (s^{e-\gamma_j} t^{\gamma_j}) - s^{\gamma_j+1} (s^{e-\gamma_j+1} t^{\gamma_j+1}) = 0 \iff t^{\gamma_j+1} (s^{e-\gamma_j} t^{\gamma_j}) - s^{\gamma_j+1} (s^{e-\gamma_j+1} t^{\gamma_j+1}) = 0 \text{ for } e+1 \leq j \leq n-1.$$

Thus, these relations define a map

$$K : O(e+2)^{e-1} \oplus \left( \bigoplus_{j=e+2}^n O(e-b_j) \right) \rightarrow O(e+2)^{e-1} \oplus O(e)^{n-e}$$

that factors through the kernel of $\psi_F$. As the relations are independent, $K$ has maximum rank, and we have

$$N_{C/X} \cong O(e+2)^{e-1} \oplus \left( \bigoplus_{j=e+2}^n O(e-b_j) \right).$$

Finally, taking partial derivatives and restricting to $C$, we have

$$\frac{\partial F}{\partial x_{e+1}} = s^e \text{ and } \frac{\partial F}{\partial x_n} = t^e,$$

so if a point $P = (s^e : \cdots : t^e : 0 : \cdots : 0)$ in $C$ is a singular point of $X$, we would have $s = t = 0$. Therefore, $X$ is smooth along $C$.

A natural question that arises is whether we can obtain all splitting types from smooth quadric hypersurfaces $X$. The construction above produce quadrics smooth along $C$, but not necessarily smooth. We can, however, use the quadratic form matrix of $F$ to reduce the dimension of the singular locus of $X$.

**Theorem 4.5.**

(a) For every splitting type

$$E = \left( \bigoplus_{i=1}^{e-2} O(e + 2 - a_i) \right) \oplus \left( \bigoplus_{j=e+2}^n O(e-b_j) \right),$$

with $a_i, b_j \geq 0$ and $\sum_{i=1}^{e-2} a_i + \sum_{j=e+1}^n b_j = e - 2$, we obtain an example of quadric $X$ of corank at most $\sum_{i=4}^n (a_i - 3)$ with $N_{C/X} \cong E$. In particular, if $a_i \leq 3$ for all $i$, there exists a smooth quadric $X$ with $N_{C/X} \cong E$. 
(b) For splitting types of the form

$$E' = \mathcal{O}(e + 2)^{e-1} \oplus \left( \bigoplus_{j=e+2}^{n} \mathcal{O}(e - b_j) \right),$$

with \( b_j \geq 0 \) and \( \sum_{j=e+2}^{n} b_j = e \), let \( w = |\{ j \mid b_j = 0 \}| \) be the number of terms of degree \( e \). Then we obtain a quadric \( X \) of corank \( e + 1 - \min\{e + 1, n - e - w\} \). In particular, if \( e + 1 \leq n - e - w \), then there exists a smooth quadric \( X \) with \( N_{C/X} \cong E' \).

Proof. (a) We first refer to the proof of Theorem 4.3 as we will use the quadric \( F \) constructed there. We divide the proof into the cases \( e = n \) and \( e < n \).

Let \( e = n \). Rearrange the \( a_i \) in non-decreasing order \( 0 = a_y < a_{y+1} \leq \cdots \leq a_{n-2} \), and follow the construction of \( F \) in the proof of Theorem 4.3. For \( \beta_0 = 0 \) and \( \beta_i = a_{y+1} + \cdots + a_{y+i} \) for \( i = 1, \ldots, n - 2 - y \), we obtain the polynomial

$$F = \sum_{i=0}^{n-2-y} Q_{\beta_i+1, \beta_i+2} = Q_{1,2} + Q_{\beta_1+1, \beta_1+2} + Q_{\beta_2+1, \beta_2+2} + \cdots + Q_{\beta_{n-3-y}+1, \beta_{n-3-y}+2} + Q_{n-1,n}$$

corresponding to the map

$$\psi_F = (s^{n-2}, 0, \ldots, 0, s^{n-2-\beta_1}t^{\beta_1}, 0, \ldots, 0, s^{n-2-\beta_2}t^{\beta_2}, \ldots, s^{n-2-\beta_{n-3-y}}t^{\beta_{n-3-y}}, 0, \ldots, 0, t^{n-2}),$$

whose kernel is \( N_{C/X} \cong \bigoplus_{i=1}^{n-2} \mathcal{O}(n + 2 - a_i) \).

We look at the quadratic form matrix of \( F \). It is the \((n+1) \times (n+1)\) symmetric matrix \( Q = (c_{i,j})_{i,j=0}^{n} \) with entries \( c_{\beta_i+1, \beta_i+2} = 1 \), \( c_{\beta_i+1, \beta_i+2} = -\frac{1}{2} \), \( c_{\beta_i+2, \beta_i} = -\frac{1}{2} \), \( 0 \leq i \leq n - 2 - y \), and zero elsewhere. It has 1’s and 0’s in the diagonal with \( a_i - 1 \) consecutive 0’s for each \( a_i \), in increasing order of \( i \). For example, for \( n = 5 \) and \( N_{C/X} \cong \mathcal{O}(5) \oplus \mathcal{O}(6) \oplus \mathcal{O}(7) \), we have \( a_1 = 0, a_2 = 1 \) and \( a_3 = 2 \), and we construct \( \psi_F = (s^3, s^2t, 0, t^4) \), that corresponds to the matrix

$$Q = \begin{pmatrix}
0 & 0 & -\frac{1}{2} & 0 & 0 & 0 \\
0 & 1 & 0 & -\frac{1}{2} & 0 & 0 \\
-\frac{1}{2} & 0 & 1 & 0 & 0 & 0 \\
0 & -\frac{1}{2} & 0 & 0 & 0 & -\frac{1}{2} \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & -\frac{1}{2} & 0 & 0
\end{pmatrix}.$$

Notice that, for each \( a_i \geq 4 \), we have a \((a_i - 3) \times (a_i - 3)\) zero diagonal block in \( Q \). Thus, the rank of \( F \) drops by at least \( a_i - 3 \) for each relation of degree \( a_i \geq 4 \). The nonzero diagonal blocks might be singular, further reducing the rank of \( F \). To prove the theorem, we will show we can replace the nonzero blocks by nonsingular ones without changing the splitting type of \( N_{C/X} \).

First, notice that the first diagonal block of \( Q \) corresponds to the \( a_i \leq 2 \). This block is followed by \((a_i - 3) \times (a_i - 3)\) zero diagonal blocks alternating with blocks

$$B = \begin{pmatrix}
0 & 0 & -\frac{1}{2} \\
0 & 1 & 0 \\
-\frac{1}{2} & 0 & 0
\end{pmatrix}.$$

The blocks \( B \) are already nonsingular, so we do not need to replace them. We might need to replace the first block. When we replace it by a new block, we change \( F \) to an \( F' \), and we need to check if the new \( \psi_{F'} \) induces the same bundle \( N_{C/X} \). We do this by checking that \( \psi_{F'} \) has column relations of the same degree as of \( \psi_F \).
Let us analyze the first block closer. It has size \((m + 1) \times (m + 1)\), for \(m = \sum_{a_i \leq 2} a_i + 2\). Its diagonal is formed by 0, a sequence of consecutive 1's, and then alternating 1's and 0's:

\[
B_1 = \begin{pmatrix}
0 & -\frac{1}{2} & & & & \\
1 & 1 & -\frac{1}{2} & & & \\
-\frac{1}{2} & 1 & \ldots & -\frac{1}{2} & & \\
& -\frac{1}{2} & 1 & \ldots & -\frac{1}{2} & \\
& & & 0 & -\frac{1}{2} & \\
& & & 1 & \ldots & 0
\end{pmatrix}.
\]

Let \(l = |\{i \mid a_i = 1\}| + 1\) be the number of consecutive 1's in the diagonal. We divide into the cases \(l = 1, 2, 3\) and \(l \geq 4\).

For the case \(l = 1\), the diagonal of \(B_1\) alternates between 0 and 1, thus \(m\) must be even. If \(4 \nmid m\), Gauss-Jordan elimination shows that the original matrix is nonsingular and we do not change it. If \(4 \mid m\), it may be singular, and we define \(F' = F + Q_{\frac{m}{2} + 1} + Q_{\frac{m}{2} - 1, \frac{m}{2} + 1}\). This change will replace the three middle entries of \(\psi_F\):

\[
\psi_F = (s^{n-2}, 0, s^{n-4}t^2, 0, \ldots, s^{n-2}t^{\frac{m}{2} - 2}, 0, s^{n-2}t^{\frac{m}{2} - 2}, \ldots, 0, s^{n-m}t^{m-2})
\]

by

\[
\psi_{F'} = (s^{n-2}, 0, s^{n-4}t^2, 0, \ldots, s^{n-2}t^{\frac{m}{2} - 2} + s^{n-2}t^{\frac{m}{2} - 2}, s^{n-2}t^{\frac{m}{2} - 1} + s^{n-2}t^{\frac{m}{2} - 1}, s^{n-2}t^{\frac{m}{2} - 2} + s^{n-2}t^{\frac{m}{2} - 2}, \ldots, 0, s^{n-m}t^{m-2})
\]

and instead of the original column relations

\[
t^2(s^{n-2}t^{\frac{m}{2} - 2}) - s^2(s^{n-2}t^{\frac{m}{2} - 2}) = 0
\]

\[
1 \cdot (s^{n-2}t^{\frac{m}{2} - 2}) - 1 \cdot 0 = 0,
\]

we get

\[
(st)(s^{n-2}t^{\frac{m}{2} - 2} + s^{n-2}t^{\frac{m}{2} - 2}) - (s^2 + t^2)(s^{n-2}t^{\frac{m}{2} - 1}) = 0
\]

\[
1 \cdot (s^{n-2}t^{\frac{m}{2} - 2} + s^{n-2}t^{\frac{m}{2} - 2}) - 1 \cdot (s^{n-2}t^{\frac{m}{2} - 2} + s^{n-2}t^{\frac{m}{2} - 2}) = 0
\]

thus preserving the degrees of the column relations.

For \(l = 2\) or \(l \geq 4\), Gauss-Jordan elimination shows that \(B_1\) is nonsingular, and we do not replace it.

For \(l = 3\), consider the cases \(m = 4\) and \(m > 4\). If \(m > 4\), switch one of the 0's to the third row:

replace

\[
\begin{pmatrix}
0 & -\frac{1}{2} & & & & \\
1 & 1 & -\frac{1}{2} & & & \\
-\frac{1}{2} & 1 & \ldots & -\frac{1}{2} & & \\
& -\frac{1}{2} & 1 & \ldots & -\frac{1}{2} & \\
& & & 0 & -\frac{1}{2} & \\
& & & 1 & \ldots & 0
\end{pmatrix}
\]

by

\[
\begin{pmatrix}
0 & -\frac{1}{2} & & & & \\
-\frac{1}{2} & 0 & -\frac{1}{2} & & & \\
\frac{1}{2} & 0 & -\frac{1}{2} & \ldots & & \\
& \frac{1}{2} & 0 & \ldots & -\frac{1}{2} & \\
& & & 0 & -\frac{1}{2} & \\
& & & 1 & \ldots & 0
\end{pmatrix}.
\]

The second matrix is nonsingular, as one can also see by Gauss-Jordan elimination. In terms of the polynomial, this corresponds to taking \(F' = F - Q_{2,3} + Q_{4,5}\), and it replaces

\[
\psi_F = (s^{n-2}, s^{n-3}t, s^{n-4}t^2, 0, s^{n-6}t^4, 0, s^{n-8}t^6, \ldots)
\]

by

\[
\psi_{F'} = (s^{n-2}, 0, s^{n-4}t^2, s^{n-5}t^3, s^{n-6}t^4, 0, s^{n-8}t^6, \ldots).
\]

Note that this only changes the position of one degree 2 relation, that is, instead of the column relations

\[
t(s^{n-2}) - s(s^{n-3}t) = 0
\]

\[
t(s^{n-3}t) - s(s^{n-4}t^2) = 0
\]

\[
t^2(s^{n-4}t^2) - s^2(s^{n-6}t^4) = 0,
\]
we get the relations
\[ t^2(s^{n-2}) - s^2(s^{n-4}t^2) = 0 \]
\[ t(s^{n-4}t^2) - s(s^{n-5}t^3) = 0 \]
\[ t(s^{n-5}t^3) - s(s^{n-6}t^4) = 0. \]

If \( m = 4 \), the first block of the original matrix \( Q \) is
\[
\begin{pmatrix}
0 & -\frac{1}{2} & \frac{1}{4} & \frac{1}{4} \\
-\frac{1}{2} & 1 & -\frac{1}{2} & \frac{1}{4} \\
-\frac{1}{2} & 1 & 1 & 0 \\
-\frac{1}{2} & 0 & 1 & 0
\end{pmatrix}.
\]

We replace it by the nonsingular
\[
\begin{pmatrix}
0 & -\frac{1}{2} & -\frac{1}{2} & -\frac{1}{2} \\
-\frac{1}{2} & -\frac{1}{2} & 0 & -\frac{1}{2} \\
\frac{1}{4} & 1 & -\frac{1}{2} & 0 \\
\frac{1}{4} & 0 & 1 & 0
\end{pmatrix},
\]
corresponding to the polynomial \( F' = F + Q_{1,3} + Q_{1,4} \). The original map \( \psi_F \) is
\[ \psi_F = (s^{n-2}, s^{n-3}t, s^{n-4}t^2, 0, \ldots) \]
and satisfies the degree 1 column relations
\[ t(s^{n-2}) - s(s^{n-3}t) = 0 \]
\[ t(s^{n-3}t) - s(s^{n-4}t^2) = 0. \]

The new map is
\[ \psi_{F'} = (s^{n-2} + s^{n-3}t + s^{n-4}t^2, s^{n-2} + 2s^{n-3}t, s^{n-2} + s^{n-4}t^2, \ldots) \]
and satisfies the degree 1 relations
\[
(-s + 3t)(s^{n-2} + s^{n-3}t + s^{n-4}t^2) + (s - t)(s^{n-2} + 2s^{n-3}t) - (3t)(s^{n-2} + s^{n-4}t^2) = 0
\]
\[
(-s - 2t)(s^{n-2} + s^{n-3}t + s^{n-4}t^2) + t(s^{n-2} + 2s^{n-3}t) + (s + 2t)(s^{n-2} + s^{n-4}t^2) = 0,
\]
confirming that replacing \( F \) by \( F' \) does not change the degrees of the column relations.

So far, we have shown that we can replace the first block of the matrix of \( F \) by a nonsingular block with column relations in \( \psi_F \) of the same degrees. We now need to check the column relations between the first and the other blocks. It is enough to check the relation between the first and the second nonzero block.

Except for the case \( l = 3 \) and \( m = 4 \), the last entry of \( \psi_F \) corresponding to the first block remains the same, and so do the column relations between the first and the second blocks. When \( l = 3 \) and \( m = 4 \), the map \( \psi_F \) looks like
\[ \psi_F = (s^{n-2}, s^{n-3}t, s^{n-4}t^2, 0, \ldots, 0, s^{n-2-b}t^b, \ldots), \]
and the relation between the first and second blocks is the degree \( b - 2 \) relation
\[ t^{b-2}(s^{n-4}t^2) - s^{b-2}(s^{n-2-b}t^b) = 0. \]

It gets replaced by
\[ \psi_{F'} = (s^{n-2} + s^{n-3}t + s^{n-4}t^2, s^{n-2} + 2s^{n-3}t, s^{n-2} + s^{n-4}t^2, 0, \ldots, 0, s^{n-2-b}t^b, \ldots), \]
and we have the relation between the first and the second blocks
\[ t^{b-2}(2(s^{n-2} + s^{n-3}t + s^{n-4}t^2) - (s^{n-2} + 2s^{n-3}t) - (s^{n-2} + s^{n-4}t^2)) - s^{b-2}(s^{n-2-b}t^b) = 0, \]
also of degree \( b - 2 \).

Therefore, the new matrix we obtain by replacing the first block induces column relations of the same degree as in the original matrix. Hence, we still get \( N_{C/X} \cong \bigoplus_{i=1}^{n-2} \mathcal{O}(n + 2 - a_i) \). The rank of the new matrix is only decreased by the \((a_i - 3) \times (a_i - 3)\) zero diagonal blocks, thus it has corank \( \sum_{a_i \geq 4} (a_i - 3) \).
Now, let $e < n$. The $F$ constructed in Theorem 4.3 is $F = \sum_{i=0}^{e-2} Q_{\beta_i+1, \beta_i+2} + \sum_{j=e+1}^{n} x_j x_j$. The quadratic form matrix of $F$ can be seen as a four blocks symmetric matrix

$$M = \begin{pmatrix} Q & A \\ A^t & 0 \end{pmatrix}$$

where $Q$ is the $(e + 1) \times (e + 1)$ matrix corresponding to the quadratic form $\sum_{i=0}^{e-2} Q_{\beta_i+1, \beta_i+2}$ in $\mathbb{P}^e = V(x_{e+1}, \ldots, x_n)$. Thus, by applying the case $e = n$ to the matrix $Q$, we may assume $Q$ to be a corank $\sum_{a_i \geq 4} (a_i - 3)$ matrix. In other words, we are able to replace $Q$ by a corank $\sum_{a_i \geq 4} (a_i - 3)$ matrix with the same normal bundle $N_{C/X}$.

The 0 block of $M$ corresponds to the terms $x_l x_j$ of $F$ with $l, j \geq e + 1$. These terms are 0 when restricted to $C$, and therefore do not interfere with the map $\psi_F$. Thus, we can replace the 0 block by any matrix $L$ without changing $\psi_F$ and hence preserving $N_{C/X}$. Therefore, all matrices

$$M = \begin{pmatrix} Q & A \\ A^t & L \end{pmatrix}$$

with any $L$ induce the same $N_{C/X}$. To compute its rank, assume $L$ is invertible, let $I$ be the identity matrix, and use Schur complement:

$$\begin{pmatrix} I & -AL^{-1} \\ 0 & I \end{pmatrix} \begin{pmatrix} Q & A \\ A^t & L \end{pmatrix} \begin{pmatrix} I & 0 \\ -L^{-1}A^t & I \end{pmatrix} = \begin{pmatrix} Q - AL^{-1}A^t & 0 \\ 0 & L \end{pmatrix}.$$ 

Since

$$\begin{pmatrix} I & -AL^{-1} \\ 0 & I \end{pmatrix}$$

and

$$\begin{pmatrix} I \\ -L^{-1}A^t & I \end{pmatrix}$$

are invertible, it follows that

$$\text{rk} \begin{pmatrix} Q & A \\ A^t & L \end{pmatrix} = \text{rk} \begin{pmatrix} Q - AL^{-1}A^t & 0 \\ 0 & L \end{pmatrix} = \text{rk}(Q - AL^{-1}A^t) + \text{rk}(L).$$

And since matrices of rank at least $\text{rk}(Q)$ form an open neighborhood of $Q$, we can choose an invertible matrix $L$ such that $\text{rk}(Q - AL^{-1}A^t) \geq \text{rk}(Q)$, and therefore, $\text{rk} M \geq \text{rk}(Q) + \text{rk}(L)$, that is, the corank of $M$ is at most $\sum_{a_i \geq 4} (a_i - 3)$.

(b) The polynomial $F$ obtained in Theorem 4.3 is $F = \sum_{j=e+1}^{n} x_j x_j$, whose quadratic form matrix is

$$M = \begin{pmatrix} 0 & A \\ A^t & 0 \end{pmatrix}.$$ 

The matrix $A$ corresponds to the terms $x_j x_j$ of $F$. Notice, from the construction of $F$, that $0 = \gamma_{e+1} \leq \gamma_{e+2} \leq \cdots \leq \gamma_{n-1} \leq \gamma_n = e$, so the rank of $A$ equals the number of different values of $\gamma_j$. Since $b_j = 0 \Leftrightarrow \gamma_j = \gamma_{j-1}$, the values of $\gamma_j$ repeat exactly $w$ times. Thus, there are at most $\min\{e + 1, n - e - w\}$ different values of $\gamma_j$, so $\text{rk}(A) = \min\{e + 1, n - e - w\}$.

As in part (a), we notice that we can add any terms $x_l x_j$ with $l, j \geq e + 1$ to $F$ without changing $\psi_F$, thus preserving $N_{C/X}$. So, we can replace $M$ by

$$M = \begin{pmatrix} 0 & A \\ A^t & L \end{pmatrix}$$

for any matrix $L$. In particular, let $L = I$ be the identity matrix, and by Schur complement as above, we have

$$\text{rk}(M) = \text{rk}(0 - AIA^t) + \text{rk}(I) = \text{rk}(A) + \text{rk}(I) = \min\{e + 1, n - e - w\} + (n - e).$$

Therefore, the corank of $M$ is $e + 1 - \min\{e + 1, n - e - w\}$. □

Not every possible splitting type, however, comes from a smooth quadric $X$. We can get examples from splitting types of the form $E'$.

**Example 4.6.** Let $e = 3$ and $n = 5$. Then there is no smooth quadric $X$ such that $N_{C/X}$ has splitting type $\mathcal{O}(5)^2 \oplus \mathcal{O}$.  

As we have seen in the proof of Theorem 4.3, any quadric $X$ with this splitting type must be of the form $F = L_4x_4 + L_5x_5$ where $L_4, L_5$ are linear forms in the variables $x_0, \ldots, x_5$. Its quadratic form matrix is a $6 \times 6$ matrix of the form

$$M = \begin{pmatrix} 0 & A \\ A^t & L \end{pmatrix}.$$ 

Since $A$ is a $2 \times 4$ matrix, $\text{rk}(A) \leq 2$, thus, as above, $\text{rk}(M) \leq \text{rk}(A) + \text{rk}(L) \leq 4$.
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