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Abstract

In an article published in 1987 in Combinatorica [5], Frieze and Jackson established a lower bound on the length of the longest induced path (and cycle) in a sparse random graph. Their bound is obtained through a rough analysis of a greedy algorithm. In the present work, we provide a sharp asymptotic for the length of the induced path constructed by their algorithm. To this end, we introduce an alternative algorithm that builds the same induced path and whose analysis falls into the framework of a previous work by the authors on depth-first exploration of a configuration model [3]. We also analyze an extension of our algorithm that mixes depth-first and breadth-first explorations and generates \( m \)-induced paths.
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1 Introduction

In this paper, we are interested in the existence of long induced cycles and long induced paths in random (multi-)graphs. An induced path of length \( k \geq 1 \) in a (multi-)graph \( G = (V, E) \) is a sequence \( v_1, \ldots, v_k \) of distinct vertices of the graph such that, for any \( 1 \leq i,j \leq k \), \( v_i \) and \( v_j \) are neighbors in the graph \( G \) (i.e., \( \{v_i, v_j\} \in E \)) if and only if \( |i - j| = 1 \). Similarly, an induced cycle is a cycle of distinct vertices of the graph such that two non-consecutive vertices are not linked by an edge. Induced cycles are often also called holes of the graph. Our main result, Theorem 1, is a lower bound on the length of induced paths and cycles for random graphs constructed by the configuration model in the supercritical sparse regime. This length is linear in the size of the graph.

The configuration model was introduced by Bollobás in 1980 [1] and can be defined as follows: Let \( N \geq 1 \) be an integer and let \( d_1, \ldots, d_N \in \mathbb{Z}_+ \) be such that \( d_1 + \cdots + d_N \) is even. We interpret \( d_i \) as a number of half-edges attached to vertex \( i \). Then, the configuration model \( \mathcal{G}(d_1, \ldots, d_N) \) associated to the sequence \( (d_i)_{1 \leq i \leq N} \) is the random multigraph with vertex set \( \{1, \ldots, N\} \) obtained by a uniform matching of these half-edges. If \( d_1 + \cdots + d_N \) is odd, we change \( d_N \) into \( d_N + 1 \) and do the same construction.

We are going to study sequences of configuration models whose degree sequences \( d^{(N)} \) satisfy classical hypothesis. The first assumption corresponds to the sparsity of the graphs:

- For every \( N \geq 1 \), \( d^{(N)} = (d_1^{(N)}, \ldots, d_N^{(N)}) \in \mathbb{Z}_+^N \), and there exists \( \pi \) a probability measure on \( \mathbb{Z}_+ \) with finite second moment such that

\[
\forall k \geq 0, \quad \frac{1}{N} \sum_{j=1}^N \mathbf{1}_{d_j^{(N)} = k} \underset{N \rightarrow +\infty}{\rightarrow} \pi((k)). \tag{A1}
\]

Such graphs are known to exhibit a phase transition for the existence of a unique macroscopic connected component depending on the properties of the limiting distribution \( \pi \), see [7, 8, 6]. Our second assumption is that our configuration models are supercritical, meaning that they have
a unique giant component, so that long induced paths and cycles can have linear length. To state this assumption, we need the following notation: for every \( s \in [0, 1] \) define
\[
\hat{f}_\pi(s) = \sum_{i \geq 0} \pi(\{i\}) s^i \quad \text{and} \quad \hat{f}_\pi'(s) = \frac{f''_\pi(s)}{f'_\pi(1)}.
\]

Our second assumption is then:

- The probability measure \( \pi \) is supercritical in the following sense:
  \[
  \hat{f}_\pi'(1) > 1. \quad \text{(A2)}
  \]

Denote by \( \rho_\pi \) the smallest positive solution in \( (0, 1) \) of the fixed point equation
\[
1 - \rho_\pi = \hat{f}_\pi(1 - \rho_\pi)
\]
and write
\[
\xi_\pi = 1 - f_\pi(1 - \rho_\pi). \quad \text{(2)}
\]

Under Assumptions (A1) and (A2), the giant connected component of \( \mathcal{G}(d^{(N)}) \) has size \( \xi_\pi N + o(N) \) with probability tending to 1 as \( N \to \infty \).

Finally, we make two additional technical assumptions on the degree sequences \( (d^{(N)})_N \):

- There exists \( \gamma > 2 \) such that:
  \[
  \max \left\{ d_1^{(N)}, \ldots, d_N^{(N)} \right\} \leq N^{1/\gamma}. \quad \text{(A4)}
  \]

We are now ready to state our main result:

**Theorem 1.** Let \( \pi \) be a probability measure on \( \mathbb{Z}_+ \) with generating series \( f_\pi \) and \( \mathcal{G}(d^{(N)}) \) be a configuration model with supercritical asymptotic degree distribution \( \pi \) satisfying assumptions (A1) (A2), (A3) and (A4). Denote by \( \mathcal{H}_N \) be the length of the longest induced cycle or induced path in \( \mathcal{G}(d^{(N)}) \).

Let \( \alpha_c \) be the smallest positive solution of the equation
\[
\frac{f''_\pi(f^{-1}_\pi(1 - \alpha))}{f'_\pi(1)} = 1.
\]

For every \( \alpha \in [0, \alpha_c] \) and \( s \in [0, 1] \), we define the following functions:
\[
g(\alpha, s) = \frac{1}{1 - \alpha} f_\pi \left( f^{-1}_\pi(1 - \alpha) - (1 - s) \frac{f'_\pi(f^{-1}_\pi(1 - \alpha))}{f'_\pi(1)} \right) \quad \text{and} \quad \hat{g}(\alpha, s) = \frac{\partial_s g(\alpha, s)}{\partial_s g(\alpha, 1)}.
\]

There exists an implicit function \( \alpha(\rho) \) defined on \( [0, \rho_\pi] \) such that \( 1 - \rho = \hat{g}(\alpha(\rho), 1 - \rho) \).

Then,
\[
\forall \varepsilon > 0, \quad \mathbb{P} \left( \frac{\mathcal{H}_N}{N} \geq \int_0^{\rho_\pi} \frac{u \alpha'(u)}{\partial_s \hat{g}(\alpha(u), 1)} \, du - \varepsilon \right) \to 1 \quad \text{as} \quad N \to \infty.
\]

In addition, this bound still holds if we condition the graphs \( \mathcal{G}(d^{(N)}) \) to be simple by standard arguments.
Although the formulation of Theorem 1 is implicit, explicit computations are easy in specific models. Indeed, for $d$-regular random graphs with $d \geq 3$ we find:

$$\forall \varepsilon > 0, \quad P\left( \frac{H_N}{N} \geq \frac{d}{2(d-1)} \left( 1 - \int_0^1 \frac{1 - 2x^{d-1}}{1 - x} \, dx \right) \right) \to 1.$$ 

For Erdős-Rényi random graphs with connection probability $c/N$ ($c > 1$), denoting by $\rho_c$ the smallest positive solution of $1 - \rho_c \exp(-c \rho_c) = 0$, we find:

$$\forall \varepsilon > 0, \quad P\left( \frac{H_N}{N} \geq \rho_c - \ln(1 - \rho_c) \left( \gamma + \rho_c + \ln(-\ln(1 - \rho_c)) - \text{Li}_2(1 - \rho_c) \right) \right) \to 1,$$

where $\gamma \approx 0.577\ldots$ is Euler’s constant and $\text{Li}_2$ is the dilogarithm function.

To the best of our knowledge, the only other general bound on $H_N$ is due to Frieze and Jackson in [5] in the setting where the degrees of the graph are bounded below by 3 and uniformly bounded above but do not necessarily satisfy our assumptions. For instance their lower bound for 3-regular graphs is approximately equal to 0.07 while our bound is approximately equal to 0.45. Their proof relies on a greedy algorithm which allows them to construct a macroscopic induced path in the graph. However, they do not establish the exact asymptotic length of this path, but rather a lower bound. Building on this result they also obtained a lower bound on $H_N/N$ for Erdős-Rényi random graphs having large fixed averaged degree.

To prove Theorem 1, we introduce a different algorithm, based on the depth first search algorithm, that is amenable to a detailed analysis with the framework developed in [3] by the authors. This allows us to exhibit an induced path with explicit macroscopic length. As we will see in Section 4, it turns out that both algorithms provide the same long induced path (and cycle) up to $o(N)$ vertices. It is worth noting that simultaneously with our work, an algorithm similar to ours and the corresponding induced paths are studied by Draganic, Glock and Krivelevich [2].

The paper is organized as follows. In Section 2 we present an algorithm that constructs a configuration model and spanning trees of its connected components for which ancestral lines form induced paths in the graph. We also state a result for the limiting profile of the spanning forest constructed by the algorithm in Theorem 2 from which Theorem 1 follows easily. In Section 3, we give a detailed analysis of our algorithm using the framework of our previous works [4, 3]. In Section 4, we show the induced path constructed by our algorithm is roughly the same as the induced path constructed by the algorithm of Frieze and Jackson [5]. Finally, in Section 5, we analyse an extension of our algorithm. This extension mixes depth-first and breadth-first explorations and constructs $m$–induced paths for any fixed $m$.
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2 Constructing the graph while discovering induced paths

We now introduce an algorithm which, from the knowledge of the sequence of degree $d^{(N)}$, simultaneously constructs a configuration model $\mathcal{C}(d^{(N)})$ together with an exploration of it. The latter exploration, which is a modification of the depth-first exploration, is designed to discover long induced paths in the graph. At each step $n$ of the construction, we consider the following objects, defined by induction:
• $A_n$, the set of active vertices, is an ordered list of pairs $(v, m_v)$ where $v$ is a vertex of $V_N$ and $m_v$ is an ordered list of elements of the form $(u, (u^1, \ldots, u^j))$ where $u$ is a vertex that will be matched to $v$ and $u^1, \ldots, u^j$ vertices that will be matched to $u$ during the exploration.

• $S_n$, the set of sleeping vertices, which consists of vertices that do not appear in $A_n$.

• $R_n$, the set of retired vertices, which consists of vertices that appear neither in $A_n$ nor $S_n$.

At the initial step $n = 0$ of the algorithm, we choose a vertex $v$ uniformly at random and pair each of its $d_v^{(N)}$ half-edges to uniform half-edges of the graph. Denote by $v_1, \ldots, v_l$ the corresponding vertices. For each $1 \leq i \leq l$, we successively match the half-edges of $v_i$ to uniform half-edges of the graph and denote by $v'_i, \ldots, v'^{k_i}$ the corresponding vertices (without repeat). Let $m_v = (v_1, (v'_1, \ldots, v_k^1)), \ldots, (v_l, (v'_l, \ldots, v_k^l))$ and set

$$
\begin{align*}
A_0 &= ((v, m_v)), \\
S_0 &= V_N \setminus \{v, v_1, \ldots, v_l\}, \\
R_0 &= \emptyset.
\end{align*}
$$

Suppose that $A_n, S_n$ and $R_n$ are constructed. Three cases are possible:

1. If $A_n = \emptyset$, the algorithm has just finished exploring and building a connected component of $\mathcal{G}(d^{(N)})$. In this case, we select $v_{n+1}$ uniformly at random inside $S_n$ and define $m_{v_{n+1}}$ exactly as before, except that the matched vertices are in $S_n$. Denoting $v_{n+1}^1, \ldots, v_{n+1}^l$ the vertices of $S_n$ matched to $v_{n+1}$, we then set:

$$
\begin{align*}
A_{n+1} &= (v_{n+1}, m_{v_{n+1}}), \\
S_{n+1} &= S_n \setminus \{v_{n+1}^1, v_{n+1}^1, \ldots, v_{n+1}^l\}, \\
R_{n+1} &= R_n.
\end{align*}
$$

2. If $A_n \neq \emptyset$ and if its last element $(v, m_v)$ is such that $m_v = \emptyset$, the exploration backtracks and we set:

$$
\begin{align*}
A_{n+1} &= A_n - (v, m_v), \\
S_{n+1} &= S_n \\
R_{n+1} &= R_n \cup \{v\}.
\end{align*}
$$

3. If $A_n \neq \emptyset$ and if its last element $(v, m_v)$ is such that $m_v \neq \emptyset$, we denote by $(v_{n+1}^1, (v_{n+1}^1, \ldots, v_{n+1}^j))$ the first element of $m_v$. In that case, the exploration goes to $v_{n+1}$ and we construct $m_{v_{n+1}}$ as before using the $v_{n+1}^j$'s and the vertices of $S_n$ that are matched to them. We finally set:

$$
\begin{align*}
A_{n+1} &= A_n + (v_{n+1}, m_{v_{n+1}}), \\
S_{n+1} &= S_n \setminus \{v_{n+1}^1, \ldots, v_{n+1}^l\}, \\
R_{n+1} &= R_n.
\end{align*}
$$

In words, this algorithm is an interpolation between depth-first and breadth-first explorations of the graph. More precisely, our procedure first constructs the 1-neighborhood of the current vertex $v$, which consists in some vertices $v_1, \ldots, v_l$ and it then matches sequentially the half-edges of $v_1, \ldots, v_l$ that are not yet matched. In particular, this ensures that every ancestral line of the trees constructed by the algorithm is in fact an induced path in the graph, because the discovered vertices $v_i^j$, $1 \leq i \leq j$, $1 \leq j \leq k_i$, are distinct from $v_1, \ldots, v_l$.

Since each matching of half-edges is uniform during the construction, this algorithm constructs a random graph $\mathcal{G}(d^{(N)})$. Furthermore, at each step $n$, the subgraph of $\mathcal{G}(d^{(N)})$ induced by the vertices of $S_n$ is a configuration model. The sequence of vertices corresponding to the first component of the last element of $A_n$ provides a spanning tree of each connected component of the graph together with a contour process of each of these trees.
We will denote by \((X_n)_{0 \leq n \leq 2N}\) the concatenated contour processes of the successive covering trees constructed by the algorithm. Our main result, Theorem 1, will be an easy consequence of the following fluid limit for the process \((X_n)_{0 \leq n \leq 2N}\):

**Theorem 2.** Recall the definition of \(\rho_\pi\) and \(\xi_\pi\) given in equations (1) and (2), and the definition of the functions \(\alpha(\rho), g(\alpha, s)\) and \(\hat{g}(\alpha, s)\) given in Theorem 1. Under assumptions (A1), (A2), (A3) and (A4), the following limit holds in probability for the topology of uniform convergence:

\[
\forall u \in [0, 2], \quad \lim_{N \to \infty} \frac{X_{[uN]}}{N} = h(u),
\]

where the function \(h\) is continuous on \([0, 2]\), null on the interval \([2\xi_\pi, 2]\) and defined hereafter on the interval \([0, 2\xi_\pi]\).

The graph \((u, h(u))_{u \in [0, 2\xi_\pi]}\) can be divided into a first increasing part and a second decreasing part. These parts are respectively parametrized for \(\rho \in [0, \rho_\pi]\) by:

\[
\begin{align*}
x^+(\rho) &:= \int_{\rho_\pi}^{\rho} \frac{(2 - r) \alpha'(r)}{\partial_r \hat{g}(\alpha(r), 1)} \, dr, \\
y^+(\rho) &:= \int_\rho^{\rho_\pi} \frac{r \alpha'(r)}{\partial_r \hat{g}(\alpha(r), 1)} \, dr,
\end{align*}
\]

for the increasing part and

\[
\begin{align*}
x^-(\rho) &:= x^+(\rho) + 2(1 - \alpha(\rho))(1 - g(\alpha(\rho), 1 - \rho)), \\
y^-(\rho) &:= y^+(\rho),
\end{align*}
\]

for the decreasing part.

Theorem 1 is obtained by computing the maximal value of \(h\), which is given by \(y^+(0)\). The proof of Theorem 2 is an adaptation of the article [3] by the authors and is the object of the next section. It relies on Wormald's differential equations method [9] via the study of ladder times of the exploration and the law of the graph induced by the sleeping vertices at these times.

### 3 Analysis of the algorithm

The overall strategy follows the guidelines of the previous work [3]. In particular, we start by identifying a good event that makes possible a decomposition of the exploration at ladder times. For every \(n \in \{0, \ldots, 2N\}\), let \(D_0^{(N)}\) be the degree of a uniform vertex in the graph induced by \(S_n\). For every \(\varepsilon > 0\) we define

\[
n_\varepsilon = n^{(N)}_\varepsilon = \sup \left\{ n \in [0, 2N] : \forall m \in [0, n], \frac{E[D_m^{(N)}]}{E[D_n^{(N)}]} > 1 + \varepsilon \right\}.
\]

For \(n < n_\varepsilon\), the subgraphs induced by \(S_n\) are all supercritical. For \(0 < \delta < 1/2\), let \(G_\varepsilon = G^{(N)}_\varepsilon(\delta)\) be the event that, for all \(n < n_\varepsilon\),

- there is at least one connected component with size greater than \(N^{1-\delta}\) in the graph induced by \(S_n\);
- there is no connected component of size between \(N^\delta\) and \(N^{1-\delta}\) in the graph induced by \(S_n\).

Under our assumptions (A1), (A2), (A3) and (A4), we have for every \(\lambda > 0\),

\[
P(G_\varepsilon) = 1 - O(N^{-\lambda}).
\]
3.1 Ladder times

Fix $\delta \in (0, 1)$. Let $T_0 = 0$ and define, for $k \in \{0, \ldots, K\}$,

$$T_{k+1} := \min \{ i > T_k, X_i = k + 1 \text{ and } \forall i \leq j \leq i + N^\delta, X_j \geq k + 1 \},$$

where $K$ is the last index for which this definition makes sense (i.e. the set for which the min is taken is not empty). Of course, this sequence of times will only be useful to analyse our algorithm when $T_k < n_\varepsilon$; we can define $T_{k+1}$ on the event $G_\varepsilon$. Indeed, as long as $T_k < n_\varepsilon$, we can define $T_{k+1}$ on the event $G_\varepsilon$. Therefore we set

$$K_\varepsilon = \sup \{ k \in [0, K] : T_k < n_\varepsilon \}. \quad (4)$$

Thanks to (3), we have $K_\varepsilon < K$ with probability $1 - O(N^{-\lambda})$.

![Figure 1: Structure of the remaining graph at a ladder time. The first half edges of $v_k$ are numbered according to their matching order during the construction.](image)

For all $k \in \{0, \ldots, K\}$, let $v_k$ be the vertex corresponding to the first component of the last element of $A_{T_k}$. There exists some $l \geq 1$ such that the sequence $m_{v_k}$ can be written

$$m_{v_k} = \left( (u_1, (u_1^1, \ldots, u_1^{k_1})), \ldots, (u_l, (u_l^1, \ldots, u_l^{k_l})) \right), \quad (5)$$

and we will denote by $e_k$ the index in $\{1, \ldots, l\}$ such that $u_{e_k} = v_{k+1}$. We consider $\mathcal{G}_k$ the graph induced by the set of vertices $S_{T_k-1}$. See Figure 1 for an illustration of these definitions. As it turns out, the analysis of the structural changes of $\mathcal{G}_k$ will be crucial for our purpose. For instance, the difference between $T_{k+1} - T_k$ is equal to the time spent exploring the connected components associated to the vertices $u_1, \ldots, u_{e_k}$ inside the graph $\mathcal{G}_k$.

3.2 Analysis of the graphs $\mathcal{G}_k$

For all $k < K$, let $N_i(k)$ be the number of vertices of degree $i$ in $\mathcal{G}_k \cup \{v_k\}$ which are different from $v_k$. Then, by definition of the exploration, the graph $\mathcal{G}_k$ has the law of a configuration model with vertex degrees given by the sequence $(N_i(k))_{i \geq 0}$. Using the notation of (5), the contribution to $\tilde{N}_i(k)$ of the edges belonging to $v_k$ is given by

$$\sum_{p=1}^{l} \left( -1_{\deg_{\mathcal{G}_k}(u_p) = i} + 1_{\deg_{\mathcal{G}_k}(u_p) = i-1} \right),$$
and we write
\[ \tilde{N}_i(k) = N_i(k) + \sum_{p=1}^{t} \left( -1_{\deg x^p(u_p)=i} + 1_{\deg x^p(u_p)=i-1} \right). \]

Assumption (A4) ensures that \( \tilde{N}_i(k) - N_i(k) \) is of order \( o(N) \) uniformly along the whole exploration with high probability. Henceforth, we focus our analysis on the \( N_i(k) \)'s whose analysis is more clear. This evolution is indeed given by:

\[ N_i(k+1) - N_i(k) = -V_i(\mathcal{K} \setminus \mathcal{K}_{k+1}) + \sum_{p=t+2}^{t} \sum_{q=1}^{k} \left( -1_{\deg y^q(u_q^p)=i} + 1_{\deg y^q(u_q^p)=i-1} \right), \]

where \( V_i(S) \) stands for the number of vertices with degree \( i \) in \( S \) and \( l \) is defined in Equation (5). Indeed, the first contribution corresponds to the complete removal of vertices belonging to \( \mathcal{K}_k \) but not \( \mathcal{K}_{k+1} \). The second contribution corresponds to the removal of edges connecting the vertices \( u_{t+2}, \ldots, u_t \) to \( \mathcal{K}_{k+1} \).

The crucial step of the proof is the asymptotic analysis of the variables \( T_k \) and \( N_i(k) \) for large \( N \). This is the object of the forthcoming Theorem 3. In order to state it, we first need to introduce some notation.

Let \( (z_i)_{i \geq 0} \in \mathbb{R}_{\geq 0}^\mathbb{Z}_+ \) be such that \( \sum_{i \geq 0} i z_i \leq 1 \) and \( \sum_{k \geq 0} k z_i < \infty \). For any \( i \geq 0 \) let \( \hat{z}_i = (i+1)z_i / \sum_j jz_j \) and define:

\[
\begin{align*}
\hat{g}(z_{i \geq 0})(s) &= \sum_{i \geq 0} \frac{z_i}{\sum_{j \geq 0} z_j} s^i \\
\hat{\hat{g}}(z_{i \geq 0})(s) &= \sum_{i \geq 0} \hat{z}_i s^i = \frac{\hat{g}(z_{i \geq 0})(s)}{\hat{g}(z_{i \geq 0})(1)}
\end{align*}
\]

respectively the generating series associated to \( (z_k)_{k \geq 0} \) and its sized biased version. Let also \( \rho_{(z_i)_{i \geq 0}} \) be the largest solution in \( [0, 1] \) of

\[ 1 - s = \hat{g}(z_{i \geq 0})(1 - s). \]

**Remark 1.** Since \( \hat{g} \) is the generating function of a probability distribution on the integers, it is convex on \( [0, 1] \). Therefore, Equation (9) has a positive solution in \( (0, 1] \) if and only if \( \hat{g}'(1) > 1 \), which is equivalent to

\[ \frac{\sum_{z \geq 1} (z-1) z_i}{\sum_{z \geq 1} z_i} > 1. \]

We also define the following functions:

\[ f(z_0, z_1, \ldots) = \frac{2 - \rho_{(z_i)_{i \geq 0}}}{\rho_{(z_i)_{i \geq 0}}} \]

\[ f_i(z_0, z_1, \ldots) = -\frac{1}{\rho_{(z_i)_{i \geq 0}}} \frac{i z_i}{\sum_{j \geq 1} k j z_j} + \frac{1}{\rho_{(z_i)_{i \geq 0}}} \left( \frac{\sum_{j \geq 0} (j-1) j z_j}{\sum_{n \geq 0} n z_j} - 1 \right) \times \left( \frac{i z_i}{\sum_{j \geq 0} j z_j} + \frac{\sum_{j \geq 0} (j-1) j z_j}{\sum_{n \geq 0} n z_j} \left( \frac{(i+1) z_{i+1}}{\sum_{j \geq 0} j z_j} - \frac{i z_i}{\sum_{j \geq 0} j z_j} \right) \right). \]

The asymptotic behaviour of the variables \( T_k \) and \( N_i(k) \) will be driven by the solution of an infinite system of differential equations whose uniqueness and existence is provided by the following lemma.
Lemma 1. Let $\pi = (\pi_i)_{i \geq 0} \in [0,1]^N$ be a probability measure which satisfies the supercriticality assumption (A2). Then, the following system of differential equations has a unique solution which is well defined on $[0,t_{\text{max}})$ for some $t_{\text{max}} > 0$:

$$
\begin{align*}
\frac{dz_i}{dt} &= f_i(z_0, z_1, \ldots); \\
z_i(0) &= \pi_i.
\end{align*}
$$

(S)

Proof. Let

$F(t,s) := \sum_{i \geq 0} z_i(t) s^i$

be the generating series associated to the $z_i$'s, which is well defined for all $s \in [0,1]$ and all $t \in [0,t_{\text{max}})$, where $[0,t_{\text{max}})$ is the maximal interval where the functions $z_i$ are well defined. Then, it is easy to check that $F$ satisfies the following partial differential equation:

$$
\frac{\partial F}{\partial t}(t,s) = \frac{1}{\rho(z(t))_{j \geq 0}} \frac{\partial^2 F}{\partial s \partial t}(t,1) \frac{\partial F}{\partial s}(t,s) \left((1-s)\frac{\partial^2 F}{\partial s^2}(t,1) - 1\right).
$$

Using the appropriate time change, we end up with a new generating series $f(t,s) = \sum_{i \geq 0} \tilde{z}_i(t)s^i$ satisfying

$$
\frac{\partial f}{\partial t}(t,s) = \frac{\partial f}{\partial s}(t,1) \left((1-s)\frac{\partial^2 f}{\partial s^2}(t,1) - 1\right).
$$

(13)

Notice that, up to a time change, this corresponds to the differential equation that already appeared in [3] – see the beginning of the proof of Proposition 1. It was proved in Section 6.2 of [3] that it has a unique solution under our assumptions.

We are now ready to state the main result of this section.

Theorem 3. Fix $\varepsilon > 0$. With high probability, for all $k \leq K_\varepsilon$:

$$
T_k = N z \left(\frac{k}{N}\right) + o(N)
$$

$satisfies (S)$ and $z$ is the unique solution of $z'(t) = f(z_0, z_1, \ldots)$ with initial condition given by $z(0) = 0$.

In addition, if $w(k)$ denotes the number of vertices that are not in the graph $\mathcal{G}_k$, then

$$
w(k) = N \tilde{z} \left(\frac{k}{N}\right) + o(N),
$$

where $\tilde{z}$ satisfies \(\tilde{z}'(t) = \frac{\partial f(z(t))_{j \geq 0}(1)}{\rho(z(t))_{j \geq 0}} \) and $\tilde{z}(0) = 1$.

Proof. Our main tool is an adaptation of Wormald’s differential equations method, which is the content of Corollary 2 of [3]. To apply this result we need to check the following two points:

1. There exists $0 < \beta < 1/2$ such that with high probability for all $k \leq K_\varepsilon$,

$$
|T_{k+1} - T_k| \leq N^{\beta} \text{ and for all } i \geq 0, |N_i(k+1) - N_i(k)| \leq N^{\beta}.
$$

2. We denote by $(\mathcal{F}_k)_{k \geq 0}$ the canonical filtration associated to the sequence $(N_i(k))_{i \geq 0}$.

There exists $\lambda > 0$ such that for every $k$ and $n$,

$$
E[T_{k+1} - T_k \mid \mathcal{F}_k] = f \left(\frac{N_0(k)}{N}, \frac{N_1(k)}{N}, \ldots\right) + O(N^{-\lambda}),
$$

(14)

and

$$
E[N_i(k+1) - N_i(k) \mid \mathcal{F}_k] = f_i \left(\frac{N_0(k)}{N}, \frac{N_1(k)}{N}, \ldots\right) + O(N^{-\lambda}).
$$

(15)
The first point is a direct consequence of the definition of the times $T_k$'s and of Equation (3) by choosing $\delta$ small enough.

We now turn to the second point. Since the computations are very similar to those made during the proof of Theorem 3 of [3], we will only sketch them and point out the corresponding details in [3]. For all $k \geq 0$, let

$$p_i = p_i(k) = \sum_{j \geq 1} N_i(k) ; \quad g_k = g(p_i) \geq 0$$

$$\hat{p}_i = \hat{p}_i(k) = \sum_{j \geq 0} p_i(k) \quad ; \quad \hat{g}_k = \hat{g}(p_i) \geq 0$$

and let $\rho_k = \rho(p_i(k)) \geq 0$ be the largest solution in $[0,1]$ of $1 - s = \hat{g}_k(1 - s)$.

Recall the notation of (5). With high probability, the first $\epsilon_k$ neighbors of $v_k$ belong to distinct connected components of $\mathcal{F}_k$. Denoting $W^{(1)}, \ldots, W^{(s)}$ these connected components, we deduce that

$$\mathbb{E}[T_{k+1} - T_k | \mathcal{F}_k] = 1 + 2 \mathbb{E}\left[ \sum_{j=1}^{k} |W^{(j)}| \mid \mathcal{F}_k \right]$$

$$= \frac{2 - \rho_k}{\rho_k} + \mathcal{O}(N^{-\lambda}),$$

where the last equality is the content of Equation (12) in [3]. This proves (14).

We now fix $i \geq 0$, $k \geq 0$, and prove (15) by examining separately the contributions (6) and (7). The contribution (6) corresponds to the removal of vertices of degree $i$ inside the small components $W^{(j)}$'s, to the removal of $v_{k+1}$, and to the removal of $u_{t_k+2}, \ldots, u_t$. It is given by

$$\mathbb{E}[V_i(\mathcal{F}_k \setminus \mathcal{F}_{k+1}) | \mathcal{F}_k]$$

$$= \mathbb{E}[V_i(\cup_{j=1}^{k} W^{(j)}) | \mathcal{F}_k] + \mathbb{P}(\deg_{\mathcal{G}_k}(v_{k+1}) = i | \mathcal{F}_k) + \mathbb{E}\left[ \sum_{j=t_k+2}^{i} 1_{\{\deg_{\mathcal{G}_k}(v_j) = i\}} | \mathcal{F}_k \right]$$

(17)

The terms $\mathbb{E}[V_i(\cup_{j=1}^{k} W^{(j)}) | \mathcal{F}_k]$ and $\mathbb{P}(\deg_{\mathcal{G}_k}(v_{k+1}) = i | \mathcal{F}_k)$ were respectively computed in Equations (14) and (10) of [3]. They are given by

$$\mathbb{E}[V_i(\cup_{j=1}^{k} W^{(j)}) | \mathcal{F}_k] = \frac{\hat{p}_i - 1}{\rho_k} (1 - \rho_k)^{i-1} + \mathcal{O}(N^{-\lambda})$$

(18)

$$\mathbb{P}(\deg_{\mathcal{G}_k}(v_{k+1}) = i | \mathcal{F}_k) = \frac{\tilde{p}_i - 1}{\rho_k} (1 - (1 - \rho_k)^{i-1}) + \mathcal{O}(N^{-\lambda}).$$

(19)

For the last term, we use that with high probability, $u_{t_k+2}, \ldots, u_t$ are distinct vertices. All of them are connected to $v_k$ through a uniform matching of half-edges. Therefore:

$$\mathbb{E}\left[ \sum_{j=t_k+2}^{i} 1_{\{\deg_{\mathcal{G}_k}(v_j) = i\}} \mid \mathcal{F}_k \right] = \mathbb{E}\left[ \deg_{\mathcal{G}_k}(v_k) - \epsilon_k - 1 \mid \mathcal{F}_k \right] \hat{p}_{i-1} + \mathcal{O}(N^{-\lambda})$$

$$= \frac{1}{\rho_k} (\hat{g}_k(1) - 1) \hat{p}_{i-1} + \mathcal{O}(N^{-\lambda}).$$

(20)

where the computation of $\mathbb{E}\left[ \deg_{\mathcal{G}_k}(v_k) - \epsilon_k - 1 \mid \mathcal{F}_k \right]$ can be found in Equation (15) of [3].

Finally, the contribution (7) is given by

$$\mathbb{E}\left[ \sum_{p=t_k+2}^{k} \sum_{q=1}^{k_p} \left( -1_{\deg_{\mathcal{G}_k}(u_p^q) = i} + 1_{\deg_{\mathcal{G}_k}(u_p^q) = i+1} \right) \mid \mathcal{F}_k \right]$$

$$= \mathbb{E}\left[ \deg_{\mathcal{G}_k}(v_k) - \epsilon_k - 1 \mid \mathcal{F}_k \right] \hat{g}_k(1) (-\hat{p}_{i-1} + \hat{p}_i) + \mathcal{O}(N^{-\lambda})$$

$$= \frac{1}{\rho_k} (\hat{g}_k(1) - 1) \hat{g}_k(1) (-\hat{p}_{i-1} + \hat{p}_i) + \mathcal{O}(N^{-\lambda}).$$

(21)
Theorem 4. Recall the definition of $\tilde{\pi}$ where $\tilde{\pi}_k = \frac{\hat{g}_k(1)}{\rho_k} (-\hat{p}_t \hat{g}_k(1) + \hat{p}_t (1 + \hat{g}_k'(1))) + O(N^{-\lambda})$
(22)

Combining (18), (19), (20) and (21) we obtain

$$
\mathbb{E} \left[ N_i(k+1) - N_i(k) \mid \mathcal{F}_k \right] = \frac{\hat{g}_k(1)}{\rho_k} (-\hat{p}_t \hat{g}_k(1) + \hat{p}_t (1 + \hat{g}_k'(1))) + O(N^{-\lambda})
$$

(23)

We finally turn to the last claim of Theorem 3. For all $k < K$, let $w(k)$ be the number of vertices that are not in the graph $\mathcal{G}_k$. Using the notation of (5), the evolution of $w(k)$ is given by

$$
w(k+1) - w(k) = V(\mathcal{G}_k \setminus \mathcal{G}_{k+1}) = V \left( \cup_{j=1}^{N} W^j \right) + 1 + (l - \epsilon_k - 1).
$$

Therefore,

$$
\mathbb{E} \left[ w(k+1) - w(k) \mid \mathcal{F}_k \right] = \frac{1 - \rho_k}{\rho_k} + 1 + \frac{1}{\rho_k} (\hat{g}_k'(1)) = \frac{1}{\rho_k} \hat{g}_k'(1).
$$

(23)

Using Wormald’s differential equations method as before we deduce that with high probability

$$
w(k) = N\tilde{\epsilon}(k/N) + o(N),
$$

where $\tilde{\epsilon}$ is the only solution of $g'(t) = \hat{g}_k'(z(t)) \cdot (1/\rho(z(t)))_{t \geq 0}$ with initial condition $g(0) = 1$.

3.3 The asymptotic degree distribution inside $\mathcal{G}_k$

As in [3], Theorem 3 allows us to identify the laws of the graphs induced by sleeping vertices remaining after having explored a given proportion of vertices. Remarkably, these laws are the same as the laws appearing in the Depth First Search algorithm in Theorem 1 of [3]. We will see in the next section that the speed at which the graph is explored is however different.

Theorem 4. Recall the definition of $\alpha_c$ and of $g(\alpha, s)$ given in Theorem 1. For every $\alpha \in [0, \alpha_c]$, let $\pi_\alpha$ be the probability distribution on $\mathbb{Z}_+$ with generating series $g(\alpha, s)$. Then, for every $\alpha \in [0, \alpha_c]$, denoting $\tau^{(N)}(\alpha) = \inf \{ n \geq 1, |S_n| \leq (1 - \alpha)N \}$, the empirical degree distribution of the graph induced by the vertices of $S_{\tau^{(N)}(\alpha)}$ converges to $\pi_\alpha$.

Proof. Fix $\alpha \in [0, \alpha_c]$, by definition, a configuration model with asymptotic degree distribution $\pi_\alpha$ is supercritical. Therefore,

$$
\frac{\mathbb{E} \left[ D_{\tau^{(N)}(\alpha)}(D_{\tau^{(N)}(\alpha)} - 1) \right]}{\mathbb{E} \left[ D_{\tau^{(N)}(\alpha)} \right]} > 1 + \varepsilon
$$

for some $\varepsilon > 0$ and $N$ large enough, which ensures that $\tau^{(N)}(\alpha) < n_c$.

By definition of $\tilde{\epsilon}$, this also ensures that $N\tilde{\epsilon}^{-1}(\alpha) < K_c$ and that the proportion of explored vertices at time $T_{N\tilde{\epsilon}^{-1}(\alpha)}$ is $\alpha N + o(N)$. Therefore, $\tau^{(N)}(\alpha) = \inf \{ n \geq 0, |S_n| \leq (1 - \alpha)N \} = T_{N\tilde{\epsilon}^{-1}(\alpha)} + o(N)$ and for all $i \geq 0$,

$$
|V_i(S_{\tau^{(N)}(\alpha)})| = N_i \left( T_{N\tilde{\epsilon}^{-1}(\alpha)} + o(N) \right)
= N\tilde{\epsilon}^{-1}(\alpha) + o(N).
$$

It is easy to check that the generating series associated to the sequence of functions $(z_i \circ \tilde{\epsilon}^{-1})_{i \geq 0}$ is solution to the partial differential equation (13).
3.4 Proof of Theorem 2

Let $N \geq 1$. By definition, for all $1 \leq k \leq K_z$, the contour process of the tree constructed by our algorithm at time $T_k$ is located at point $(T_k, k)$. Furthermore, by Theorem 3,

$$(T_k, k) = N \left( z \left( \frac{k}{N} \right) + o(1), \frac{k}{N} \right).$$

Note that $|T_{k+1} - T_k| = o(N)$ and that, between two consecutive $T_k$’s, the contour process cannot fluctuate by more than $o(N)$. Hence, after normalization by $N$, in its increasing part the limiting contour process converges to the curve $(z(t), t)$ where $t$ ranges from 0 to $t_{\text{max}} = \sup\{t > 0, z'(t) < +\infty\}$. In the remaining, we provide a parametrization $(x^+(\rho), y^+(\rho))_{\rho \in (0, \rho^\star]}$ of this increasing curve. Recalling the definition of $f$ given in Equation (10), our Theorem 3 gives us

$$\frac{(x^+)'(\rho)}{(y^+)'(\rho)} = \frac{2}{\rho} - 1,$$

exactly as in [3].

To obtain a second equation involving $(x^+)'(\rho)$ or $(y^+)'(\rho)$, the paper [3] uses the implicit function $\alpha(\rho)$ given by the only solution of $1 - \rho = \hat{g}(\alpha, 1 - \rho)$. The link between $\alpha, x^+, y^+$ is however different in our setting. In order to establish this link, let us first notice that $(\rho(t) = \rho(z(t)), z_t)$ is the fluid limit of the survival probability $(\rho_k)_k$ as $N$ tends to infinity, where we recall that the $\rho_k$’s are defined in terms of the functions $g_k$ (see Equation (16)). Indeed, since for all $t \geq 0$, we have

$$1 - \rho_{\lfloor tN \rfloor} = \hat{g}_{\lfloor tN \rfloor}(1 - \rho_{\lfloor tN \rfloor}),$$

the fact that the sequence of generating series $(\hat{g}_{\lfloor tN \rfloor}(s))_{N \geq 0}$ converges to $\partial_s F(t, s)/\partial_s F(t, 1)$ (recall that $F$ is defined in Equation (12)) as $N$ tends to infinity and an application of Dini’s Theorem ensures that $\rho_{\lfloor tN \rfloor}$ converges to $\rho(t)$. For all $N \geq 0$, we define the function $\alpha^{(N)}$ by

$$\forall \rho \in (0, \rho^\star], \quad \alpha^{(N)}(\rho) = 1 - \frac{[\hat{g}_k(\rho)]}{N} \quad \text{where} \quad k(\rho) = \arg\min_{0 \leq k \leq N} \{|1 - \rho - \hat{g}_k(1 - \rho)|\}.$$ 

From this definition, it is clear that $\alpha^{(N)}$ converges to the implicit function $\alpha$. Moreover, by definition of $w$ in Section 3.3, we have that

$$\forall k \in \lbrack 0, K_z \rbrack, \quad w(k) = N \alpha^{(N)}(\rho_k),$$

giving that $\bar{z}(t) = \alpha(\rho(t))$. On the other hand, using Theorem 3, we deduce that

$$\frac{d}{dt} \bar{z}(t) = \frac{1}{\rho(t)} \partial_s \hat{g}(\alpha(\rho(t)), 1),$$

which finally yields

$$y'(\rho) = \frac{\rho \alpha'(\rho)}{\partial_s \hat{g}(\alpha(\rho), 1)}.$$

(24)

The decreasing part, is obtained by translating horizontally each point $(x^+(\rho), y^+(\rho))$ of the ascending phase to the right by twice the asymptotic proportion of the giant component of the remaining graph of parameter $\rho$, which is $2(1 - g(\alpha(\rho), 1 - \rho))$. Indeed, the time it takes to the DFS to return at a given height $k$ attained during the ascending phase corresponds to the time of exploration of the giant component of the unexplored graph at time $T_k$. The latter is given by twice the number of vertices of the giant component which is equal to $2(1 - g_k(1 - \rho_k))$.

3.5 From induced paths to induced cycles

We are going to show that, with high probability, one of the first vertices of the spine of the tree constructed by our algorithm shares a common neighbor with one of the last vertices of the spine.
and that this common neighbor is not connected to another vertex of the spine. See Figure 2 left for an illustration. This ensures that our bound on the length of the longest induced path is also valid for the longest induced cycle.

Recall the definition of the ladder times $T_k$, of the associated vertices $v_k$ on the spine of the tree and of $m_{v_k} = (u_1, (u_1^1, \ldots, u_1^{k_1})), \ldots, (u_l, (u_l^1, \ldots, u_l^{k_l})))$ given in Equation (5). The candidates for a common neighbor between vertices of the spine are $u_{\epsilon_k+2}, \ldots, u_{l}$ (recall that $u_{\epsilon_k+1} = v_{k+1}$). These vertices are connected to $v_k$ and to a half edge of each of the vertices $u_i^j$ for $i \in [\epsilon_k + 2, l]$. The induced cycles we are interested in are when one of these vertices $u_i^j$ is on the spine of the tree. We denote $E_k$ the set of half edges of the vertices $u_i^j$ for $i \in [\epsilon_k + 2, l]$ not yet matched. For $\varepsilon > 0$ small enough, the number of half edges of $E^\varepsilon = \bigcup_{k=1}^{N_k} E_k$ that are still unmatched at time $T_k$ is larger than $\eta N$ for some $\eta > 0$. For $\varepsilon N \leq k \leq K_\varepsilon$, we denote by $\eta_k N$ the number of half edges of $E^\varepsilon$ that are still unmatched at time $T_k$ and such that the corresponding vertex has not been connected to a vertex of the spine between heights $\varepsilon N$ and $k$. The evolution of $\eta_k$ can be studied with Wormald’s differential equation method in a similar fashion as in the proof of Theorem 3. We have:

$$
\mathbb{E} [\eta_{k+1} N - \eta_k N | F_k] \geq - \left( \frac{1 - \rho_k}{\rho_k} + \frac{1}{\rho_k} (g'_0(1) - 1) \right) \frac{g'_0(1)}{1 - g_0(0)} + \left( \frac{g'_0(1)}{1 - g_0(0)} \right)^2 \eta_k N \left| \mathcal{F}_k \right| g'_0(1) + O(N^{-\lambda}).
$$

Indeed, each new matching of the algorithm has a probability $\frac{\eta_k N}{\left| \mathcal{F}_k \right| g'_0(1)}$ to be with an available half edge of $E^\varepsilon$. The first term $\left( \frac{1 - \rho_k}{\rho_k} + \frac{1}{\rho_k} (g'_0(1) - 1) \right) \frac{g'_0(1)}{1 - g_0(0)}$ corresponds to the number of matchings along the exploration between $T_k$ and $T_{k+1}$, except for the matching of $v_k$ and $v_{k+1}$ (see Figure 2, center). For such matchings, we have to remove every other half edge of the discovered vertex from $E^\varepsilon$, whose expected number is roughly the expectation of $\hat{\pi}$ conditioned to be nonzero since it was fixed at the very beginning of the construction (note that these half edges are still available for the construction). If $v_k$ and $v_{k+1}$ are matched by a half edge of $E^\varepsilon$, this means that $v_{k+1}$ is a neighbor of a vertex $u'$ at distance 1 from the first $\varepsilon N$ first vertices of the spine. In this case, we have to remove from $E^\varepsilon$ every half edge of $v_{k+1}$ and every half edge
The construction of the graph gives a total order on its vertices according to their first appearance with $E^\varepsilon$ vertices of $S$ vertices already explored by our algorithm that are still available for Frieze and Jackson’s algorithm. The component has a size of the induced path cannot be increased by more than the size of its giant component. This giant component has a size $C_\varepsilon N$ with $C_\varepsilon \to 0$ as $\varepsilon \to 0$.

Indeed, if Frieze and Jackson’s algorithm visits $v_k$, at the first visit of this vertex, the vertices that have not been explored by this algorithm are the vertices of $\mathcal{H}_k$, a subset of the vertices that our algorithm has explored before time $T_k$, and the vertices attached to the spine before $v_k$. The vertices already explored by our algorithm that are still available for Frieze and Jackson’s algorithm belong to small connected components inside past graphs $\mathcal{H}_i$ for some $i < k$ and will never be explored by Frieze and Jackson’s algorithm. The vertices attached to the spine form cycles in the graph. They are therefore deleted if explored by Frieze and Jackson’s algorithm. Thus, after the first visit of $v_k$, the vertices that are truly available for Frieze and Jackson’s algorithm are the vertices of $\mathcal{H}_k$ and the induction follows.

Finally, from $v_{K_\varepsilon}$, Frieze and Jackson’s algorithm explores a subgraph of $\mathcal{H}_{K_\varepsilon}$ and the length of the induced path cannot be increased by more than the size of its giant component. This giant component has a size $C_\varepsilon N$ with $C_\varepsilon \to 0$ as $\varepsilon \to 0$.

4 Comparison with Frieze and Jackson’s algorithm

In [5], Frieze and Jackson study the following variant of the Depth-First algorithm that constructs a subtree of each connected component of the graph: Perform a depth-first exploration of the graph, and each time a new vertex is discovered, ask if it is connected to a vertex belonging to a subtree of each connected component of the graph: Perform a depth-first exploration of the graph and our tree with the algorithm of Section 2, and then perform Frieze and Jackson’s algorithm on the resulting graph and starting at the same initial vertex of the giant component. With high probability, for all $k < K_\varepsilon$, Frieze and Jackson’s algorithm explores a subgraph of $\mathcal{H}_k$ and the induction follows.
5 Extension to \( m \)-induced cycles

Let \( m \geq 1 \). An \( m \)-induced cycle inside a given graph \( G \) is a cycle such that two vertices separated by \( k \) edges of the cycle have a distance at least \( \min\{m, k\} \) in the graph \( G \). When \( m = 1 \), we retrieve the definition of induced cycles. In this last section, we briefly explain how to adapt our arguments in order to find the following lower bound on the length of the longest \( m \)-induced cycle in a configuration model:

**Proposition 1.** Let \( \mathcal{H}_N^m \) be the length of the longest \( m \)-induced cycle in in \( \mathcal{G}(d^{(N)}) \) satisfying assumptions (A1), (A2), (A3), (A4). Then,

\[
\forall \varepsilon > 0, \quad \mathbb{P}
\left( \frac{\mathcal{H}_N^m}{N} \geq m \int_{0}^{\varepsilon N} \frac{u \alpha'(u)}{\sum_{j=1}^{m} (\partial \alpha(\partial v^j, 1))} du - \varepsilon \right) \xrightarrow{N \rightarrow +\infty} 1.
\]

**Proof.** This bound comes from the following generalization of the algorithm defined in Section 2. The idea is to interpolate between a depth-first and a breadth-first exploration. Each time the exploration goes to a new vertex \( v \), it discovers its \( m \)-neighborhood by a breadth-first exploration creating a rooted plane tree \( T_v \) with root \( v \) and height at most \( m \). We denote by \( v_1, \ldots, v_l \) the vertices of height \( m \) in \( T_v \) listed in lexicographic order (that is in order of their discovery). Similarly as for in Section 2, for each \( 1 \leq i \leq l \), we successively match the half-edges of \( v_i \) to uniform half-edges of the graph and denote by \( v^1_i, \ldots, v^k_i \) the corresponding vertices and write \( \mathbf{m}_i = (v_1^1, \ldots, v_1^k), \ldots, (v_l^1, \ldots, v_l^k) \). The evolution of active and sleeping vertices follows the same rules as before except that when a new vertex \( v \) is explored, every vertex of the tree \( T_v \) is removed from the set of sleeping vertices.

![Illustration of the proof of Proposition 1 for \( m = 4 \) and \( m' = 2 \). Dotted lines are explored between times \( T_k \) and \( T_{k+1} \).](image)

We can define similar ladder times \( (T_k) \) for when the exploration discovers a vertex \( v_k \) of the giant component of the graph induced by the sleeping vertices. We denote by \( w_{k,0} = v_k; w_{k,2}; \ldots; w_{k,m} = v_{k+1} \) the ancestral line between \( v_k \) and \( v_{k+1} \). Between \( T_k \) and \( T_{k+1} \), the algorithm explores completely the connected components of the vertices on the left hand side of this ancestral line, and up to a distance between \( m \) and 1 for the right hand side (see Figure 3 for an illustration). Fix \( m' \) between 0 and \( m - 1 \) and denote \( u_1, \ldots, u_l \) the children of \( w_{k,m'} \) in \( T_{v_k} \). Let \( \varepsilon_{m'} \) be such that \( u_{\varepsilon_{m'+1}} = w_{k,m'+1} \). For \( j \leq \varepsilon_{m'} \), we also denote by \( W^{(j)} \) the connected components of \( u_j \) explored by the algorithm. Finally, for \( j > \varepsilon_{m'} + 1 \), we denote by \( T_{v_k}(u_j) \) the subtree of \( T_{v_k} \) emanating from \( u_j \). The contribution of vertices attached to \( w_{k,m'} \) to the
evolution of vertices of degree $i$ is given by:

$$
\Delta_i(w_{k,m'}) = - V_i \left( \bigcup_{j=1}^{\rho_i(k)} W^{(j)} \right) - 1_{\text{deg}(w_{k,m'+1})=i} - \sum_{x \in \mathcal{T}_k(w_{k,m'+2}) \cup \cdots \cup \mathcal{T}_k(u_i)} 1_{\text{deg}(x)=i} + \sum_{x \in \partial \mathcal{T}_k(u_{k+2}) \cup \cdots \cup \partial \mathcal{T}_k(u_1)} \left(-1_{\text{deg}(x)=i} + 1_{\text{deg}(x)=i+1}\right).
$$

Computations analogous to those made during the proof of Theorem 3 yield

$$
\mathbb{E} [\Delta_i(w_{k,m'}) | \mathcal{F}_k] = - \frac{\hat{p}_{i-1}}{\rho_k} \left( \hat{g}'_k(1) \right)^{m-m'+1} + \frac{\hat{p}_1}{\rho_k} \left( \hat{g}'_k(1) \right)^{m-m'} \left( 1 + \hat{g}'_k(1) \right) + O(N^{-\lambda}).
$$

Simplifying the above expression, we obtain an equation similar to (22):

$$
\mathbb{E} [\Delta_i(w_{k,m'}) | \mathcal{F}_k] = \frac{\hat{p}_{i-1}}{\rho_k} \left( \hat{g}'_k(1) \right)^{m-m'+1} + \frac{\hat{p}_1}{\rho_k} \left( \hat{g}'_k(1) \right)^{m-m'} \left( 1 + \hat{g}'_k(1) \right) + O(N^{-\lambda}).
$$

Summing for $m'$ between 0 and $m - 1$ finally gives:

$$
\mathbb{E} [N_i(k+1) - N_i(k) | \mathcal{F}_k] = \sum_{m'=1}^{m} \frac{\hat{p}_{i-1}}{\rho_k} \left( \hat{g}'_k(1) \right)^{m-m'} \left( 1 + \hat{g}'_k(1) \right) + O(N^{-\lambda}).
$$

Using the same arguments as in the proof of Theorem 3, we deduce that for all $i \geq 0$, the function $t \mapsto N_i([tN])/N$ converges pointwise towards a function $z_i$ with high probability. The corresponding sequence of functions $(z_i)_{i \geq 0}$ is the unique solution of an infinite system of differential equations, and their generating series $F(t,s) = \sum_{i \geq 0} z_i(t)s^i$ satisfies the following equation:

$$
\frac{\partial F(t,s)}{\partial t} = \frac{1}{\rho(z_i(t))} \left( \sum_{m'=1}^{m} \frac{\hat{g}'_k(1)}{\rho_k} \left( \frac{\partial^2 F(t,1)}{\partial s^2} \right)^{m'} \left( 1 - s \right) \frac{\partial^2 F(t,1)}{\partial s^2} \right) - 1.
$$

Up to a time change, this is exactly Equation (12). As it turns out, the resulting new time scale corresponds to the proportion of explored vertices during the exploration of the graph whose derivative is given by the analog of Equation (23) which amounts here to the prefactor:

$$
\frac{1}{\rho(z_i(t))} \left( \sum_{m'=1}^{m} \frac{\hat{g}'_k(1)}{\rho_k} \left( \frac{\partial^2 F(t,1)}{\partial s^2} \right)^{m'} \right).
$$

The contour process of the spanning tree constructed by this new algorithm has therefore a fluid limit with two parametrized arcs $(x^i(\rho), y^i(\rho))$ and $(x^i(\rho), y^i(\rho))$ as in Theorem ?? The derivative of $y^i$ is given by

$$
(y^i)'(\rho) = m \cdot \frac{\rho \alpha'(\rho)}{\sum_{j=1}^{m} (\partial_s \hat{g}(\alpha(\rho),1))^j}.
$$

which is the analog of Equation (24) in the current setting. Notice the factor $m$ which comes from the fact that the ancestral line between two vertices $v_k$ and $v_{k+1}$ has length $m$. $\square$
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