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Quantum neuromorphic computing physically implements neural networks in brain-inspired quantum hardware to speed up their computation. In this perspective article, we show that this emerging paradigm could make the best use of the existing and near future intermediate size quantum computers. Some approaches are based on parametrized quantum circuits, and use neural network-inspired algorithms to train them. Other approaches, closer to classical neuromorphic computing, take advantage of the physical properties of quantum oscillator assemblies to mimic neurons and compute. We discuss the different implementations of quantum neuromorphic networks with digital and analog circuits, highlight their respective advantages, and review exciting recent experimental results.

Over the past decades, quantum and neuromorphic computing have emerged as two leading visions for the future of computation. Quantum computing makes use of intrinsically quantum properties such as entanglement and superposition to design algorithms that are faster than classical ones for some class of problems. On the other hand, neuromorphic computing gets inspiration from the brain and uses complex ensembles of artificial neurons and synapses to mimic animal intelligence and calculate faster with low energy consumption. In this article we review different convergences between these two fields, focusing particularly on the experimental implementations of neuromorphic computing on quantum hardware. We first give a reminder on the two main approaches to quantum computing that are gate-based quantum computing and analog quantum computing. Then we provide an overview of different brain-inspired computing systems, including artificial neural networks that run on general purpose hardware, and neuromorphic networks that run on dedicated hardware. In the core of the article, we review different proposals and experimental implementations of quantum neural networks. We divide them in two groups, digital, implemented on gate-based quantum computers and analog, exploiting the dynamics of quantum annealers and more general disordered quantum systems.

The two main approaches to quantum computing are digital gate-based quantum computing and analog quantum computing (Fig. 1). Gate-based quantum computing uses quantum circuits composed of qubits whose state is manipulated through quantum gates. Quantum gates are reversible unitary operations, such as rotations of a single qubit, or conditional gates that involve two or more qubits and that can be used to entangle them. A gate-based quantum computer is computationally equivalent to a universal quantum computer, meaning that it can express any quantum algorithm. Universal quantum computers are required in order to implement the celebrated quantum algorithms such as Shor’s and Grover’s algorithm, that could provide respectively exponential and quadratic advantage compared to the best classical algorithms. However, today these algorithms can-not beat classical computers even on the biggest existing gate-based quantum computers, commonly called Noisy-Intermediate-Scale-Quantum (NISQ) devices. NISQ devices can implement single qubit rotations and an entangling two-qubit gate which form a universal set of quantum gates, meaning that they can express any unitary transformation. On the other hand, the noise in these devices, coming from the interaction with the environment, induces quantum decoherence and destroys the fragile quantum state, thus limiting the maximum depth of circuits that can be realized.

Analog approaches to quantum computing include quantum simulation, quantum annealing and adiabatic quantum computing. They rely on quantum dynamics to compute. Quantum simulators are quantum systems in which interactions can be controlled such that under the appropriate drives, they emulate specific Hamiltonians. They require a smaller number of operations than gate-based quantum computers and do not need to be completely coherent or without errors, such that they can be realized with available quantum technologies. Quantum simulators allow studying the ground state, temporal dynamics or phase transitions in complex quantum systems. Some examples include open quantum systems simulated using five trapped ion qubits, ultrastrong coupling simulated with simple superconducting circuits and a Mott insulator of photons simulated with eight superconduct-
ing qubits.

Quantum annealers can implement the transverse Ising spin Hamiltonian on a set of qubits $i$

$$\hat{H}(t) = -\sum_{i,j} J_{ij} \hat{Z}_i \hat{Z}_j - \sum_i h_i \hat{Z}_i - \Gamma(t) \sum_i \hat{X}_i,$$

where $\hat{X}_i$ and $\hat{Z}_i$ are Pauli operators acting on the qubit $i$ and $h_i$ and $J_{ij}$ are adjustable parameters corresponding to local fields and mutual couplings. Quantum annealers are particularly well suited for solving combinatorial optimization problems. The transverse time-dependent field plays the same role as temperature in thermal annealing, leading the system to converge to the lowest energy state. The problem is defined by setting the adjustable parameters for each qubit, such that the ground state of the system is the solution of the optimization problem. Compared to classical thermal annealers, they benefit from the phenomenon of quantum tunneling to converge faster to the global minimum and not get stuck in the local minima. The availability of stochastic quantum annealers manufactured by D-Wave Systems Inc allowed multiple experimental studies of a subclass of stochastic Hamiltonians whose ground state can be expressed as a classical probability distribution.

Adiabatic quantum computing is based on adiabatic evolution of a quantum system from the initial state which is the ground state of a simple Hamiltonian, to the complicated Hamiltonian that encodes the problem of interest. The adiabatic evolution ensures that the system stays in the ground state. Adiabatic quantum computing has been shown to be polynomially equivalent to gate-based quantum computing and thus to be universal, while this is not the case for quantum annealing. It was used on fifty-three trapped ions to simulate a dynamical phase transition.

Demonstration of quantum advantage on a useful task on any of the quantum computing platforms, digital or analog, remains elusive and the quest for algorithms that can be run more efficiently on a quantum platform is still open. The recent extraordinary success of machine learning has naturally brought researchers in both quantum information and machine learning to reflect on the learning has been shown to be polynomially equivalent to gate-based quantum computing and thus to be universal, while this is not the case for quantum annealing. It was used on fifty-three trapped ions to simulate a dynamical phase transition.

FIG. 2. (a) Schematic of an artificial neural network. (b) An example of a parametrized quantum circuit. The encoder circuit $U$ can be decomposed on a set of unitary gates. There are $l$ layers of $l$ gates. Some qubits can be measured in the intermediate layers to reduce the number of degrees of freedom and induce nonlinearity.

Whereas for quantum computing it was clear since the beginning that dedicated hardware based on completely new physics needed to be developed, neural networks have mainly been implemented on general purpose machines. These machines separate memory and processing units, which causes significant energy consumption for data transfer, a problem commonly called the von Neumann bottleneck. Deep neural networks contain billions of parameters that need to be repeatedly calculated and adjusted. Their training becomes extremely slow or even impossible without the use of graphical or tensor processing units that parallelize calculations to some extent but are extremely energy consuming. On the other hand, the brain has a distributed topology that makes it extremely energy efficient. Inspired by the brain, neuromorphic computing builds hardware adapted to neural networks. Neuromorphic networks emulate neurons and synapses by physical systems whose outputs are respectively nonlinear and linear functions of their real-valued inputs. The first neuromorphic computers were built in CMOS technology, by assembling transistors into physical units that imitate neurons or synapses. More recent approaches to neuromorphic computing exploit the physics of emerging electronic, optical or spintronic systems to miniaturize neurons and synapses. They typically encode input and output signals in physical quantities such as the amplitude of electrical or spin currents, voltage or light. Some approaches go a step further and use physical oscillators to reproduce the oscillating dynamics of biological neurons. This allows them to use dynamical phenomena such as synchronization or chaos for learning. An array of four spintronic oscillators...
tors was trained to perform a vowel recognition task\cite{20} and an optical system of four oscillators could perform recognition of four different letters images\cite{21}.

Neuromorphic computing with physical oscillators has contributed to the development of concepts such as reservoir computing\cite{22,23} Reservoirs are a type of recurrent neural network. Recurrent connections between neurons create loops in which information circulates, thus providing the network with memory and making it particularly well adapted to learning on time-varying data. Its connections are arbitrary and fixed during learning, and only the weights between the reservoir and the output neurons are trained. This largely simplified learning scheme is one of the reasons reservoirs are among the first network architectures that were implemented on physical neuromorphic hardware.

Reservoir computing experiments with classical physical oscillators have revealed that the rich dynamics and large state space of the reservoir play an important role in its performance. This makes reservoir particularly interesting for implementation on quantum oscillators that could provide complex quantum dynamics and exponentially large state space, while benefiting from the experience acquired through experiments with classical oscillators\cite{22,23}. The state of a quantum system of $n$ qubits spans a $2^n$ dimensional vector space, enabling it to store large complex valued vectors and matrices. This property is a key advantage for all quantum neural networks, as it potentially provides them with an exponential increase in memory storage or processing power, and is leveraged in quantum neuromorphic computing.

Quantum neuromorphic computing implements neural networks on quantum hardware. Depending on the quantum computing platform, different approaches can be divided in two groups: digital approaches using gate-based quantum computers and analog approaches using analog quantum computing platforms (Fig. 1). Neural networks on gate-based quantum computers are implemented as parametrized quantum circuits.\cite{26} This formalism is well adapted to NISQ devices, adopting a hybrid quantum/classical approach and lowering the requirements on the number of qubits and coherence time compared to fully quantum procedures. By offloading some subroutines such as data pre- and post-processing to a classical computer, they only keep the core quantum operations on the quantum processor, thus using it to its fullest extent.

The core of a parametrized quantum circuit is a variational circuit, composed of a series of gates, some fixed and some parametrized and adjustable, that are applied to qubits.\cite{26} Parameters of adjustable gates are trained using classical routines such as stochastic gradient descent or adaptive momentum estimation. In this way they can find approximate solutions to variational optimization problems. Fixed gates are typically conditional entangling gates such as CNOT (CX), and parameterized gates are typically single qubit rotations, with the rotation angle being the trained parameter. The model output is a function of the expectation values of the observables that can be estimated from the measurements.

Parametrized quantum circuits have been used both for supervised and unsupervised learning tasks. Whereas the variational circuit is common to both of them, there are some differences in the data pre- and post-processing. In supervised learning tasks such as data classification, labeled data is given as an input to the neural network, and the network output is trained to match the correct data labels. When parametrized quantum circuits are used for classical tasks, classical data first needs to be encoded in the quantum state of the system. This is done by an encoder circuit that precedes the variational circuit (Fig. 2(b)). Encoding methods can be grouped in two main categories, amplitude and qubit encoding.

With amplitude encoding, inputs are encoded in the probability amplitudes $i_n$ of the basis states $|n\rangle$, by preparing the whole system in the state

$$|\psi\rangle = \sum_{n=1}^{2^N} i_n |n\rangle, \quad (2)$$

where $|n\rangle \in \{|00...0\rangle, |00...1\rangle, ..., |11...1\rangle\}$. This method encodes $2^N$ inputs in $N$ qubits, providing an exponential advantage in terms of storage. With amplitude encoding, unitary gates transform data linearly, thus requiring indirect techniques to introduce the crucial nonlinearity of the neural activation function. It was experimentally demonstrated that nonlinearity provided by the measurement is sufficient to successfully perform classification tasks using a four neuron quantum perceptron on two superconducting qubits\cite{27}. Unfortunately, the preparation of the superposition state requires a complicated encoder circuit whose depth is expected to scale exponentially with the number of qubits.\cite{28} This aspect might obstruct the use of amplitude encoding on bigger quantum computers.

With qubit encoding, each input is encoded in the amplitude of a single qubit, such that the $n^{th}$ qubit is prepared in the state

$$|\psi_n\rangle = \cos(i_n)|0\rangle + \sin(i_n)|1\rangle \quad (3)$$

and the state of the whole quantum register is a disentangled product state

$$|\psi\rangle = \otimes_{n=1}^{N} |\psi_n\rangle. \quad (4)$$

Qubit encoding is less space-efficient as it requires $N$ qubits to encode $N$ input values but it is more time and energy efficient as only single qubit rotations are required to realize it. Most importantly, the tensor product produces a number of nonlinear basis functions exponential in the number of qubits\cite{29}. This could be a source of advantage with respect to classical approaches where the network depth needs to be increased in order to obtain a larger number of nonlinear basis functions and increase the precision of the model prediction\cite{29}.

Due to the small number of qubits and limited connectivity of the NISQ devices, experimental realizations of supervised learning with parametrized quantum circuits have used very simple or scaled-down datasets.\cite{27,28,30,31} In order to compare fairly to classical neural networks, demonstrations on larger number of qubits are needed. Nevertheless, potential sources of advantage provided by quantum hardware, such as quantum-enhanced feature
space, were put forward. Controllable entanglement and interference allow for efficient kernel estimation in the exponential feature space. Features produced by a quantum convolutional neural network could increase the accuracy and make the training faster compared to classical convolutional neural networks.

In unsupervised learning tasks such as clustering or modeling, the neural network looks for patterns in the previously unlabeled data. Most of the unsupervised tasks experimentally performed with parametrized quantum circuits fall in the category of generative modeling. Generative modeling aims at learning the probability distribution of the training data with the goal of generating new data points. Quantum generative models make use of the probabilistic nature of the quantum system wavefunction, which encodes the generated model distribution. The computational complexity of quantum systems suggests that they should be more expressive than classical models. This type of quantum generative models are implicit, meaning that one can easily sample from the model distribution by performing projective measurements on the qubits. However, the model distribution itself is intractable. Implicit models can be more expressive than the explicit ones, but they are harder to train, because it is more difficult to define a loss function when the model distribution is unknown.

Compared to supervised learning problems, the unsupervised learning has the advantage to circumvent the difficulty of data encoding. The parametrized circuit acts on qubits initialized in state $|0\rangle$ and is trained to prepare the wavefunction that encodes the model distribution. The training is done on a classical computer by minimizing the divergence between the model and target distributions. Most experimental realizations of quantum generative modeling used the Bars and Stripes dataset of $2 \times 2$ black and white images. As it can be modeled with 4 qubits, it is used to benchmark the power and usefulness of NISQ devices. It was used for instance on the IBM quantum chip to analyze the impact of the noise that accumulates with layers of gates, demonstrating that sparsely connected shallow circuits outperform denser ones on noisy hardware. Implementation on a trapped ions system allowed studying the performance dependence on the connectivity topology and number of layers on the same device due to its full connectivity between qubits and demonstrated the key role of the entangling gates. A similar study was realized on the Rigetti quantum computing platform. Probabilistic tasks like generative modeling make use of the capability of quantum computers to efficiently prepare and sample certain probability distributions which makes them the most likely to prove quantum advantage in the near-term.

Quantum neural networks open the possibility to perform inherently quantum tasks such as classification or modeling of quantum states. A quantum state can be prepared in a physical system without direct access to its classical description. This procedure thus bypasses costly quantum state tomography which requires an exponential number of copies of the quantum state to be prepared and measured. It was experimentally shown on an optical quantum computer that it is possible to approximately learn a quantum state from a training set containing a linear number of quantum state examples. Proof-of-principle quantum state classification was performed by preparing two different classes of quantum states by two circuits with different depths and thus different levels of entanglement. They could be classified by an eight superconducting qubit circuit. Numerical simulations showed that a quantum convolutional neural network implemented on fifteen qubits can realize quantum phase recognition and that shallow quantum circuits can classify pure and mixed quantum states.

Another successful approach to quantum state learning uses quantum generative adversarial networks (quantum GANs). A GAN in classical machine learning is composed of two networks, a generator and a discriminator, that are trained through an adversarial procedure. The generator optimizes the model parameters to produce fake data, while the discriminator optimizes its parameters to distinguish between the model and the true data. Its quantum version has been shown to have the potential of exhibiting an exponential advantage over the classical one on very high-dimensional datasets. Learning of a single qubit state using a quantum GAN was experimentally demonstrated on a simple superconducting circuit. Parametrized quantum circuits can also be used to solve classically intractable problems e.g. calculate molecular ground-state energies. A superconducting circuit learned the energy of the H$_2$ molecule with better robustness to noise than gate-based algorithms. Trapped ions system with three qubits could learn the energy of a more complicated LiH molecule. Finally, they are promising for other quantum learning tasks such as quantum circuit learning, which could assist quantum computers by finding optimal circuits for quantum algorithms such as Grover’s.

**Analog quantum neuromorphic computing** relies on the dynamics of a quantum system. It encompasses adiabatic dynamics of quantum annealers and more general dynamics of disordered quantum systems that can be leveraged in the context of reservoir computing, or computing with continuous variables. Experimental implementations of neural networks on quantum annealers have been slowed down because of the limited inter-connectivity in the existing systems, which severely restricts the problem embedding. A solution has been found recently using graphical models embedded in hardware, thus enabling an implementation of unsupervised learning of binarized OptDigits dataset on the D-Wave quantum annealer. Under some constraints, quantum annealers could implement quantum Boltzmann machines. Quantum Boltzmann machines were numerically demonstrated to learn the data distribution of small size examples better than classical Boltzmann machines but experimental demonstrations are still lacking.

More diverse dynamics of disordered quantum systems can be leveraged for computing by extending the reservoir neuromorphic network to quantum domain. Several implementations of a quantum reservoir have been proposed, spotlighting different advantages that quantum hardware brings. First, by using the amplitude encoding as in Eq. 2, the size of the reservoir can be exponentially increased. In that scheme, reservoir sites are not qubits but basis states $|n\rangle$ and only a subset of these
Quantum reservoirs discussed up to this point focused on classical tasks. Yet, a reservoir implemented on a disordered quantum system can make use of its particular physical properties, which is beneficial to learn inherently quantum tasks. For instance, a reservoir of quantum dots couples to light, such that it can naturally receive squeezed quantum states of light as inputs (Fig. 3(b)). A numerical simulation demonstrated that a reservoir implemented on a disordered quantum dot system can classify entangled and separable quantum states of two light modes. A quantum reservoir can thus act as a quantum detector. Furthermore, it can be trained to prepare different quantum states and to perform a universal set of quantum gates between the output qubits.

Another approach to analog quantum neuromorphic computing makes use of continuous quantum variables such as amplitude of the electromagnetic field, instead of discrete valued energy states of qubits, $|0\rangle$ and $|1\rangle$. This type of computing can be implemented on photonic or microwave circuits. The quantum state can be manipulated through rotation, displacement and squeezing operations and nonlinearity can be provided by the Kerr effect. Continuous variable quantum neural network was used in numerical simulations to solve classical tasks such as nonlinear function fitting and quantum tasks such as learning the phase space encoding of quantum Fock states with an autoencoder circuit. A kernel-based classifier was trained using a continuous variable quantum circuit. A continuous variable reservoir using a single quantum oscillator was numerically simulated and demonstrated improvement compared to a classical reservoir on the classical task of sine phase estimation. Continuous variable computing is suggested to be more robust to errors and to reduce the number of measurements needed to estimate the expectation values of quantum variables. Reservoir performance was shown to be better for a noisy open quantum system that exchanges photons with the environment, as it prevents overfitting.

In conclusion, both deep neural networks and quantum computing have been developing very quickly in the past years with more and more researchers entering the fields. The merging of these two fields was approached from various sides by researchers with different backgrounds. We attempted to give a framework to interpret these results by discussing them from the point of view of quantum neuromorphic computing. Quantum neuromorphic computing is now challenged to answer many foundational questions. Is quantum neural network learning more robust to noise than other gate-based quantum procedures? Could quantum hardware provide a speed up to neuromorphic computing? Can quantum neuromorphic computing solve the von Neumann bottleneck?

Preliminary answers have been put forward. There are some indications that quantum neural networks are more robust to noise than gate-based algorithms. For quantum reservoir computing, decoherence to some de-
gree is even beneficial as it improves nonlinearity, though in the large decoherence limit, the system becomes classical. Quantum advantage is provided by the exponentially large state space of coupled quantum systems, but it is compromised when encoding classical data in the state of a quantum system and when reconstructing the classical representation of a quantum state, as both of these procedures require an exponential number of operations. A quantum speed-up is thus likely to be obtained with algorithms that circumvent this “quantum-to-and from-classical bottleneck”. Among these are implicit unsupervised learning on classical data as well as supervised and unsupervised learning on quantum data. Finally, learning on quantum data is particularly promising with the emerging analog quantum neural networks, which make use of the physics of the particular quantum system to directly couple to input quantum states provided by another system, for example through light-matter coupling.
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