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Abstract

The network structure provides critical information for law enforcement agencies to develop effective strategies to interdict illicit supply networks. However, the complete structure of covert networks is often unavailable, thus it is crucially important to develop approaches to infer a more complete structure of covert networks. In this paper, we work on real-world multiplex drug trafficking networks extracted from an investigation report. A statistical approach built on the EM algorithm (DegEM) as well as other methods based on structural similarity are applied to reconstruct the multiplex drug trafficking network given different fractions of observed nodes and links. It is found that DegEM approach achieves the best predictive performance in terms of several accuracy metrics. Meanwhile, structural similarity-based methods perform poorly in reconstructing the drug trafficking networks due to the sparsity of links between nodes in the network. The inferred multiplex networks can be leveraged to (i) inform the decision-making on monitoring covert networks as well as allocating limited resources for collecting additional information to improve the reconstruction accuracy and (ii) develop more effective interdiction strategies.
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1. Introduction

Illicit supply networks, such as drug and human trafficking networks, compromise national security and prosperity as well as public health and safety [1]. Despite considerable advances in understanding and disrupting the operations of illicit supply networks (ISNs), a deep understanding of the structure and dynamical behaviors of ISNs is still lacking. Although topological information is crucial for understanding, monitoring, and controlling ISNs, this information is typically incomplete or missing [2, 3]. First, detailed information about the ISNs is often not available by definition because traffickers operate covertly and key witnesses
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who could fill information deficits are hard to identify [4]. Second, witnesses are often unwilling and unable to cooperate due to extreme trauma and drug dependencies, fear of retaliation by traffickers, and perceived risk of deportation (foreign national victims) [5, 6]. This study seeks to alleviate this problem by using a novel approach to reconstruct the topology of ISNs given partial observations of the topology.

Complex interactions among traffickers and their social ties cannot be conveniently represented by single-layer network models. Criminal actors, like their non-criminal counterparts, are embedded in different types of networks, i.e., friendships, kinship, legitimate business, and their interactions involve physical activity, as well as cyber communications and transactions. As such, a growing number of researchers are resorting to using multilayer network models to study illicit supply chains [7, 8, 9, 3, 10] since those models allow one to place people into different layers representing different characteristics of the ISNs. Going beyond mapping only the co-offending activity, multilayer models reveal more about the social processes that connect people, and this information can be used to infer missing information [11, 12, 13]. However, to the best of our knowledge, few studies have attempted to infer their multiplayer structure (topology).

Although reconstructing the topology from incomplete observations is a critical to understanding the structure and dynamics of covert multiplex networks and predicting future interactions between nodes in the networks [14], this task is exceedingly difficult primarily because (i) the number of missing nodes and links will be very large and (i) the illicit networks typically have much lower link density than non-covert social networks, reducing the many prediction methods developed for non-covert networks with a balanced ratio of position and negative labels.

The main findings of our study are:

1. Our method (DegEM) performs well for the reconstruction of the drug trafficking networks under study over several metrics for predictive accuracy.
2. None of the structural similarity-based methods, which are conventionally used for link prediction, perform well in reconstructing drug trafficking networks. This is because the networks are highly sparse, thus the structural similarity scores are lower for most pairs of nodes.

The rest of this paper is structured as follows. Section 2 presents the literature review. The methods are introduced in Section 3. Details about the multiplex drug trafficking networks are given in Section 4. The numerical experiments and the resultant results are reported in Section 5, followed by the concluding remarks and discussion of future work in Section 6.

2. Literature Review

Network reconstruction methods can be divided into three categories: similarity-based approach, probabilistic (statistical) approach, and algorithmic (machine learning) approach. Structural similarity-based methods assume that nodes tend to be connected to other nodes with a higher level of similarity computed by a certain distance function [15]. These approaches give a similarity value for missing or unobserved links between every pair of nodes, then links with high similarity scores will be predicted to be present. For example,
in Abdolhosseini-Qomi et al. [16], the eigenvectors of the layer adjacency matrix are used to measure the layer topological similarity and then the topological similarity (element of the layer similarity matrix) of the unconnected nodes is used to predict the presence of a link between them. Berlusconi et al. [17] and Calderoni et al. [18] apply multiple similarity metrics, such as Common Neighbor, Resource Allocation, to identify missing links in a criminal network. They demonstrated that these similarity metrics can identify possible missing links in criminal networks with noise or incomplete information. However, the performance of similarity-based methods depends on the specific networks [19], therefore prior knowledge about the networks under study is usually required to improve the predictive performance [16]. For sparse networks, this approach may be limited due to the small number of links in the networks.

Statistical approaches for link prediction assume that the network has a known structure and a parametric or nonparametric model is built to fit the structure, such as the stochastic block model and its variants, as well as Dirichlet network distribution model [20, 21, 22]. Then the model parameters are estimated using statistical methods, such as maximum likelihood estimation. The model parameters are then used to compute the formation probability of each unobserved link, such as stochastic block model, hierarchical structure model. In particular, Kim and Leskovec [23] develop a scalable Kronecker Expectation-Maximization (KronEM) approach to reconstruct a single-layer network with a known number of missing nodes by alternating between inferring the unobserved part of the network (E-step) and estimating the optimal model parameters (M-step) until convergence. The network structure is assumed to be described by the Kronecker graphs model. Note that this approach does not require attributes about nodes or edges. Wu et al. [11] use a Bayesian approach to reconstruct two-layered multiplex network structure from the available aggregate topology of all layers (the aggregation of all the layers into a single layer) and partial observations of nodes in each layer. The inference is conducted using the Expectation-Maximization algorithm. However, the statistical approaches can be computationally challenging for large networks, especially when a large number of samples are required for the inference [23].

The previous two approaches are based on computing a score for each unobserved link by defining a similarity or a probability function. However, link prediction can also benefit from other algorithmic (machine learning) approaches, including supervised learning and optimization techniques. In particular, Zhang and Chen [24] develop GNN models to predict missing links. However, the method is mainly developed for single-layer networks. Gao et al. [25] develop a network embedding method called interactive learning across relations that exploits the existing multiple types of relational data in to predict inductive links (new or unobserved relation) between existing nodes instead of inter- or intra-layer links in a known layer.

In this study, we adopt the statistical approach in [11] because the sparsity of links in illicit supply networks, i.e., the negatives (no links between nodes) significantly outnumber the positives, leads to challenges in inference and thus significantly affects the predictive performance of classical learning-based method [26]. For covert networks, a more challenging and more common problem than link prediction is a fraction of nodes in each layer are also missing. The approach in [11] is promising because it can infer the unobserved nodes besides predicting the links. Since this approach is developed for two-layered networks, we extend it and apply to a multiplex drug trafficking networks with more than two layers.
3. Methodology

3.1. Problem Description

Multiplex networks are typically used to represent a set of interactions or relations between the same of entities or individuals (Fig. 1). Mathematically, a multiplex network can be described $\mathcal{M} = \{G_\alpha, \alpha = 1, 2, \ldots, m\}$ where $m$ is the number of layers. Each $G_\alpha$ consists of the set of nodes $\mathcal{V}_\alpha$ and set of edges $\mathcal{E}_\alpha$ of relation type $R_\alpha$, i.e., $G_\alpha = (\mathcal{V}_\alpha, \mathcal{E}_\alpha, R_\alpha)$. For an incomplete multiplex networks, only some part of a network, are observed, i.e., a fraction $c$ of nodes and the associated links of the complete network. If we denote the unobserved subgraph in layer $\alpha$ by $Z_\alpha$ and the observed subgraph by $H_\alpha$, then $G_\alpha = H_\alpha \cup Z_\alpha$. The objective of the multiplex network reconstruction problem is to estimate the complete, $\mathcal{M}$, the set of the typologies of all layers, given the set of observed part of all layers, $\mathcal{M}_{\text{obs}} = \{H_\alpha, \alpha = 1, \ldots, m\}$.

3.2. Expectation-Maximization

The Expectation-Maximization (EM) is an iterative method for estimation problems in which the value of model parameters and latent variables depend on each other. For the network reconstruction problem, to find the most probable topology of the missing subgraph, it is required to first estimate the network model parameters, which establish a connection between the observed subgraph $G$ and the unobserved $Z$. This framework can be formulated...
as follows. The objective is to estimate the missing part of multiplex networks given the observed part, which is given by

$$\mathcal{M} \sim P(\mathcal{M} | \mathcal{M}_{\text{obs}}, \Theta)$$  \hspace{1cm} (1)

The estimation is conducted by alternating between the E-step and the M-step until convergence. In the E-step, the expected likelihood function given the model parameters at iteration $t$ and the observations is computed as

$$Q(\Theta | \Theta^{(t)}) = \mathbb{E}_{\mathcal{M} | \mathcal{M}_{\text{obs}}, \Theta^{(t)}} \left[ P(\mathcal{M}^{(t)} | \mathcal{M}_{\text{obs}}, \Theta) \right]$$  \hspace{1cm} (2)

In the M-step, the optimal value of model parameters is update by

$$\Theta^{(t+1)} = \arg \max_{\Theta} Q(\Theta | \Theta^{(t)})$$  \hspace{1cm} (3)

In EM framework using degree sequence (DegEM) [11], the objective is to use maximum likelihood estimation to obtain the probability distribution of the complete topology

$$Q(M) = P(M | \mathcal{A}^{O}, \mathcal{M}_{\text{obs}}, d)$$  \hspace{1cm} (4)

where $\mathcal{M}_{\text{obs}}$ is the observed part of the multiplex networks, $d$ is the degree sequence, and $\mathcal{A}^{O}$ is the aggregate topology of multiplex networks. Notice that $d$ can be considered as the model parameter while the missing part of the network, or equivalently the complete topology, can be considered as the latent variables. The configuration model is employed to estimate the probability of a link between any two nodes using the degree sequence $d$ of nodes in a network. To make the problem less challenging, it is assumed that the aggregate topology, denoted by $\mathcal{A}^{O}$ is available besides the observed part of multiplex networks.

![Figure 1: Schematic of a multiplex network with three layers and five nodes. In a multiplex network, the nodes are shared across layers and links in each layer represent the one type of relation between nodes. An interlayer link connects the same nodes in different layers.](image)
the E-step becomes

\[
W(\mathbf{d} | \mathbf{d}^{(t)}) = \mathbb{E}_{M | A^O, M_{\text{obs}}, \mathbf{d}^{(t)}} \left[ \ln P( M | A^O, M_{\text{obs}}, \mathbf{d}^{(t)}) \right]
\]

or equivalently the expectation of the likelihood over the hidden variable ($\mathbf{d}^{(t)}$ is used at this step), which can be considered a function of $\mathbf{d}$. The M-step is

\[
d^{(t+1)} = \arg \max_{\mathbf{d}} W(\mathbf{d} | \mathbf{d}^{(t)})
\]

It is shown that the M-step method can be simplified as

\[
d^{(t+1)}(i) = \sum_{j=1}^{[\mathcal{V}]} M_{i,j}^{(t)}, \forall \ i \in \mathcal{N}
\]

Note that the DegEM is originally developed to infer the multiplex networks with two layers, but in this paper, we will apply this method to the four-layer drug-trafficking networks. One modification we make is: when a link exists between two nodes in the aggregate topology, the four link probabilities between these two nodes in the four layers are scaled up by dividing the probabilities by the maximum among them, such that at least one link between these two nodes will be predicted.

3.3. Structural Similarity-Based Methods

We also use several local structure similarity-based methods to reconstruct the network, including Preferential Attachment (PA), Jaccard coefficient (JC), Adamic Adar coefficient Index (AA) [27], and Resource Allocation Index (RA). These metrics have been shown to achieve good predictive accuracy on several social networks [27]. PA measure the extent of two nodes forming new links based on how many existing neighbors they have, which is computed as

\[
PA(i, j) = |N(i)||N(j)|
\]

JC measures the proportion of shared neighbors between all neighbors of two nodes, which is computed by

\[
JC(i, j) = \frac{|N(i) \cap N(j)|}{|N(i) \cup N(j)|}
\]

where $N(i)$ is the set of neighbors of node $i$.

AA measures the number of shared links between two nodes in the same layer, which is formally given by

\[
AA(i, j) = \sum_{h \in N(i) \cap N(j)} \frac{1}{\ln d(h)}
\]

where $d(h)$ is the degree of node $h$. 

RA is similar to AA but penalizes shared neighbors with a higher degree. It is computed as

\[
RA(i, j) = \sum_{h \in N(i) \cap N(j)} \frac{1}{d(h)}
\]  

(11)

To use the attributes of nodes in prediction, we use Eskin to measure the similarity between attributes since the attributes are categorical variables. If we denote the number of attributes as \( K \) and the number of categories that attribute \( p \) has as \( n_k \), then the Eskin score between the attributes of two nodes, \( x \) and \( y \), is computed as [28]

\[
\text{Eskin} = \sum_{k=1}^{K} \frac{1}{K} s_k(x, y)
\]  

(12)

where

\[
s_k(x, y) = \begin{cases} 
1 & \text{if } x_k = y_k \\
\frac{n_k^2}{n_k^2 + 2} & \text{otherwise}
\end{cases}
\]  

(13)

When each local structural and attribute similarity-based method is used for predicting the missing links, a score for each pair of possible unobserved links is calculated, then the pairs of nodes with the top highest scores will be predicted to be connected.

Since the observed links are sparse, self-supervised learning can be naturally leveraged here [29, 30]. Here we use one of the most popular graph self-supervised learning techniques, random-walk (global structural similarity) based method to obtain the similarity of the nodes (actors) in the embedded space [31]. Nodes appear more on the same random walks will be closer to each other in the embedded space.

4. Multiplex Drug Trafficking Networks

4.1. Data Source

The data about the drug trafficking networks in this study was obtained from the 2007 ‘E’ Division Provincial Threat Assessment (PTA) report generated by Criminal Intelligence Service Canada and the Royal Canadian Mounted Police (RCMP) [32]. This report includes an inventory of the social relations of individuals from groups that engaged in criminal activities within the Pacific Region from 2004 to 2006. This information about all members of the drug trafficking group include: their demographic characteristics, description of drug trafficking activity, role in drug trafficking, and their relations among each other, including co-offenders (individuals who commit crimes together), legitimate business partners (including friends), their kinship, and involvement in a formal crime organization (including enemies) (Fig. 2). In total, there are 2197 individuals (nodes) and 2891 connections (links) of different relations among them in this multiplex networks. The attributes of the actors include: date of birth, gender, age when they were first analyzed (AFA) by law enforcement, whether or they are involved in drug activity, drug type, role in drug trafficking, crime group membership (GM), crime group type (GMT), and the code for crime group (GMC) (Fig. 3). Some key network statistics of each of the four layers are presented in Table 1. We can see from the table that each layer has a low link density (\( \rho \)), low average degree (\( < d > \)), small average size of
connected component ($<|CC|>$). Although the size of the greatest connected component is not small, particularly the one in the co-offender network, the coefficient of variance (CoV, i.e., ratio of standard deviation and mean) of the size of connected component is small, indicating that members in drug trafficking groups are generally isolated.

Figure 2: Sociograms of the drug trafficking networks. A. Co-offender. B. Kinship. C. Legitimate. D. Formal organization groups.

Figure 3: Example of the attributes of actors (nodes)
Table 1: Statistics of each layer in the drug trafficking network

| Layer                | |N| | |E| |ρ |< d > (×10⁻³) |< |CC| > |GCC| |CoV of |CC| |
|---------------------|-----------------|---------------|---------------|-------|---------------|---------------|---------------|
| Co-offender         | 1645            | 1808          | 1.32          | 2.19  | 19.01         | 1024          | 5.71          |
| Legitimate          | 1022            | 1041          | 2.00          | 2.04  | 10.99         | 462           | 4.43          |
| Formal Crim. Org.   | 560             | 597           | 3.81          | 2.13  | 14.36         | 150           | 2.24          |
| Kinship             | 399             | 308           | 3.88          | 1.54  | 3.22          | 25            | 0.99          |

5. Experiments

5.1. Experiment Setup

The random walk similarity-based model is implemented with stellargraph [33]. It predicts missing links through learning node representations inductively with attri2vec, which performs a linear or non-linear mapping on node similarity obtained with random walks [34]. 10 random simulations at each fraction of missing nodes are run to obtain the average predictive performance (we find that 10 repetitions can already obtain a stable mean value). Missing attributes are imputed using decision tree [35]. For the DegEM method, the tolerance is set to $1 \times 10^{-2}$, i.e., the solution is considered converged the difference between the predicted probabilities at two consecutive iterations for all unobserved links is lower than the tolerance.

Because the covert networks are sparse, the associate datasets are typically imbalanced toward negatives (no links between nodes), we first use the area under the precision-recall curve (AUC-PR) as a metric for the performance of binary classifiers instead of the area under the receiver operating characteristic curve (AUC-ROC) [36, 37]. Additionally, we employ the Matthews Correlation Coefficient (MCC) and G-mean to measure the prediction (classification) performance [38, 39]. MCC can be computed as

$$\text{MCC} = \frac{TP \cdot TN - FP \cdot FN}{\sqrt{(TP + FP) \cdot (TP + FN) \cdot (TN + FP) \cdot (TN + FN)}}$$

(14)

where TP represents true positives, FP represents false positives, and FN represents false negatives. G-mean is given by

$$\text{G-mean} = \sqrt{\frac{TP}{TP + FN} \cdot \frac{TN}{TN + FP}} = \sqrt{\text{Recall} \cdot \text{Specificity}}$$

(15)

We also include the null model (binary random classifier) as a baseline model. Note that the value of MCC for the null model is always 0 because $TP \cdot TN - FP \cdot FN = 0.5P \cdot 0.5N - 0.5N \cdot 0.5P = 0$. The value of G-mean for the null model is always 0.5, which is obtained as $\sqrt{\frac{0.5P}{0.5P+0.5P} \cdot \frac{0.5N}{0.5N+0.5N}} = 0.5$.

5.2. Results

The predictive performance measured by the AUC-PR is presented in Fig. 4. We can see that DegEM achieves the best performance, followed by the random model, and then the random walk based method. The local structural similarity-based method all fail badly. Notice that the typical baseline model that results in flat line with precision equal to percentage
of positives is not included in the precision-recall curve because the percentage of positives is exceedingly low for this dataset. It is obvious that using the MCC, the conclusion about the predictive performance of all models considered is similar. In terms of G-mean, DegEM also outperforms all other models. Note that the random model achieves a G-mean value of 0.5 (discussed earlier) over different fractions of observed components.

Figure 4: AUC-PR under different fractions of observed components

Figure 5: MCC under different fractions of observed components

Note that for the predictive performance over all the metrics considered, the predictive performance does not necessarily increase as more nodes and the links between them are
observed. This is because in calculating the values of the performance metrics, we only use the unobserved links in the multiplex, including the links between nodes in the observed subgraph and nodes in the unobserved subgraph, $E^{o,u}$, and the links between the nodes within the unobserved subgraph, $E^{u,u}$.

6. Conclusions

In this study, we apply the DegEM and other structural similarity-based method to reconstruct a sparse multiplex drug trafficking networks given different fractions of observed part of the complete networks. We find that the DegEM achieves the best predictive performance in terms of AUC-PR, G-mean, and MCC over different level of available observed parts of the true networks. Meanwhile, structural similarity-based methods perform poorly in reconstructing multiplex drug trafficking networks due to the sparsity of links between nodes.

Although the DegEM method outperforms the baseline models on this drug trafficking networks, it assumes that the aggregate topology is available, which is almost impossible to obtain for covert networks. As such, future work will relax this assumption and develop a more general method. Another promising direction is to leverage graph neural networks to reconstruct the sparse multiplex networks. Although GNN has been widely applied to predict missing links [40, 24, 41], its application in reconstructing sparse networks is limited.

Data and Code Availability Statement

Data sharing is not applicable to this paper since no new data were created. The code for the numerical experiments will be shared publicly upon publication of this paper.
References

[1] J. Xu, H. Chen, The topology of dark networks, Communications of the ACM 51 (10) (2008) 58–65.

[2] J. Hosseinkhani, S. Chuprat, H. Taherdoost, Discovering criminal networks by Web structure mining, in: 2012 7th International Conference on Computing and Convergence Technology (ICCCT), IEEE, 1074–1079, 2012.

[3] T. Pourhabibi, K.-L. Ong, B. H. Kam, Y. L. Boo, DarkNetExplorer (DNE): Exploring dark multi-layer networks beyond the resolution limit, Decision Support Systems 146 (2021) 113537.

[4] H. J. Clawson, N. Dutch, Identifying victims of human trafficking: Inherent challenges and promising strategies from the field, Washington, DC: US Department of Health and Human Services (HHS).

[5] L. Aron, J. Zweig, L. Newmark, Comprehensive services for survivors of human trafficking: Findings from clients in three communities.

[6] A. Farrell, J. McDevitt, S. Fahy, Where are all the victims? Understanding the determinants of official identification of human trafficking incidents, Criminology & Public Policy 9 (2) (2010) 201–233.

[7] N. O. Baycik, T. C. Sharkey, C. E. Rainwater, Interdicting layered physical and information flow networks, IISE Transactions 50 (4) (2018) 316–331.

[8] D. Kosmas, T. C. Sharkey, J. E. Mitchell, K. L. Maass, L. Martin, Interdicting restructuring networks with applications in illicit trafficking, arXiv preprint arXiv:2011.07093.

[9] Y. Shen, T. C. Sharkey, B. K. Szymanski, W. A. Wallace, Interdicting interdependent contraband smuggling, money and money laundering networks, Socio-Economic Planning Sciences (2021) 101068.

[10] A. Ficara, G. Fiumara, P. De Meo, S. Catanese, Multilayer Network Analysis: The identification of key actors in a Sicilian Mafia operation, in: International Conference on Future Access Enablers of Ubiquitous and Intelligent Infrastructures, Springer, 120–134, 2021.

[11] M. Wu, J. Chen, S. He, Y. Sun, S. Havlin, J. Gao, Discrimination universally determines reconstruction of multiplex networks, arXiv preprint arXiv:2001.09809.

[12] P. A. Traganitis, Y. Shen, G. B. Giannakis, Topology inference of multilayer networks, in: 2017 IEEE Conference on Computer Communications Workshops (INFOCOM WKSHPS), IEEE, 898–903, 2017.

[13] C. Chen, H. Tong, L. Xie, L. Ying, Q. He, Cross-dependency inference in multi-layered networks: A collaborative filtering perspective, ACM Transactions on Knowledge Discovery from Data (TKDD) 11 (4) (2017) 1–26.
[14] A. Aleta, M. Tuninetti, D. Paolotti, Y. Moreno, M. Starnini, Link prediction in multiplex networks via triadic closure, Physical Review Research 2 (4) (2020) 042029.

[15] V. Martínez, F. Berzal, J.-C. Cubero, A survey of link prediction in complex networks, ACM Computing Surveys (CSUR) 49 (4) (2016) 1–33.

[16] A. M. Abdolhosseini-Qomi, S. H. Jafari, A. Taghzideh, N. Yazdani, M. Asadpour, M. Rahgozar, Link prediction in real-world multiplex networks via layer reconstruction method, Royal Society Open Science 7 (7) (2020) 191928.

[17] G. Berlusconi, F. Calderoni, N. Parolini, M. Verani, C. Piccardi, Link prediction in criminal networks: A tool for criminal intelligence analysis, PLOS One 11 (4) (2016) e0154244.

[18] F. Calderoni, S. Catanese, P. De Meo, A. Ficara, G. Fiumara, Robust link prediction in criminal networks: A case study of the Sicilian Mafia, Expert Systems with Applications 161 (2020) 113666.

[19] L. Lü, T. Zhou, Link prediction in complex networks: A survey, Physica A: Statistical Mechanics and Its Applications 390 (6) (2011) 1150–1170.

[20] T. Herlau, M. N. Schmidt, M. Mørup, Infinite-degree-corrected stochastic block model, Physical review E 90 (3) (2014) 032819.

[21] S. A. Williamson, Nonparametric network models for link prediction, The Journal of Machine Learning Research 17 (1) (2016) 7102–7121.

[22] N. Stanley, T. Bonacci, R. Kwitt, M. Niethammer, P. J. Mucha, Stochastic block models with multiple continuous attributes, Applied Network Science 4 (1) (2019) 1–22.

[23] M. Kim, J. Leskovec, The network completion problem: Inferring missing nodes and edges in networks, in: Proceedings of the 2011 SIAM International Conference on Data Mining, SIAM, 47–58, 2011.

[24] M. Zhang, Y. Chen, Link prediction based on graph neural networks, Advances in Neural Information Processing Systems 31.

[25] M. Gao, P. Jiao, R. Lu, H. Wu, Y. Wang, Z. Zhao, Inductive link prediction via interactive learning across relations in multiplex networks, IEEE Transactions on Computational Social Systems.

[26] Y. Wang, C. Aggarwal, T. Derr, Distance-wise prototypical graph neural network in node imbalance classification, arXiv preprint arXiv:2110.12035.

[27] D. Liben-Nowell, J. Kleinberg, The link prediction problem for social networks, Journal of the American society for Information Science and Technology 58 (7) (2007) 1019–1031.

[28] S. Boriah, V. Chandola, V. Kumar, Similarity measures for categorical data: A comparative evaluation, in: Proceedings of the 2008 SIAM International Conference on Data Mining, SIAM, 243–254, 2008.
[29] Y. Liu, M. Jin, S. Pan, C. Zhou, Y. Zheng, F. Xia, P. Yu, Graph self-supervised learning: A survey, IEEE Transactions on Knowledge and Data Engineering.

[30] Y. Wang, W. Jin, T. Derr, Graph neural networks: Self-supervised learning, in: Graph Neural Networks: Foundations, Frontiers, and Applications, Springer, 391–420, 2022.

[31] W. Liu, L. Liú, Link prediction based on local random walk, EPL (Europhysics Letters) 89 (5) (2010) 58007.

[32] A. Malm, G. Bichler, S. Van De Walle, Comparing the ties that bind criminal networks: Is blood thicker than water?, Security Journal 23 (1) (2010) 52–74.

[33] CSIRO’s Data61, StellarGraph Machine Learning Library, https://github.com/stellargraph/stellargraph, 2018.

[34] D. Zhang, J. Yin, X. Zhu, C. Zhang, Attributed network embedding via subspace discovery, Data Mining and Knowledge Discovery 33 (6) (2019) 1953–1980.

[35] J. R. Quinlan, Learning decision tree classifiers, ACM Computing Surveys (CSUR) 28 (1) (1996) 71–72.

[36] J. Davis, M. Goadrich, The relationship between Precision-Recall and ROC curves, in: Proceedings of the 23rd International Conference on Machine learning, 233–240, 2006.

[37] T. Saito, M. Rehmsmeier, The precision-recall plot is more informative than the ROC plot when evaluating binary classifiers on imbalanced datasets, PloS ONE 10 (3) (2015) e0118432.

[38] P. Branco, L. Torgo, R. P. Ribeiro, A survey of predictive modeling on imbalanced domains, ACM Computing Surveys (CSUR) 49 (2) (2016) 1–50.

[39] S. Boughorbel, F. Jarray, M. El-Anbari, Optimal classifier for imbalanced data using Matthews Correlation Coefficient metric, PloS one 12 (6) (2017) e0177678.

[40] T. Trouillon, J. Welbl, S. Riedel, É. Gaussier, G. Bouchard, Complex embeddings for simple link prediction, in: International Conference on Machine Learning, PMLR, 2071–2080, 2016.

[41] Z. Wang, Z. Ren, C. He, P. Zhang, Y. Hu, Robust embedding with multi-level structures for link prediction., in: IJCAI, 5240–5246, 2019.