Quantum Fluctuations in Holographic Theories with Hyperscaling Violation
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In this short note we use holographic methods to study the response of quantum critical points with hyperscaling violation to a disturbance caused by a massive charged particle. We give analytical expressions for the two-point functions of the fluctuations of the massive probe as a function of arbitrary (allowed) values of the hyperscaling violation exponent \( \theta \) and the dynamical exponent \( z \). We point out the existence of markedly different behaviors of the two-point functions in the parameter space of \( \theta \) and \( z \) at late times. In particular, as expected, the late-time dynamics of the probe becomes independent of its inertial mass in the range \( z + 2\theta/d > 2 \).

I. INTRODUCTION

Generalizing the notion of holography for gravitational theories in non-asymptotically AdS backgrounds is of great interest. Such generalizations are not only interesting in their own right where one might hope to obtain a better understanding of quantum gravity in spacetimes other than AdS, but also from a practical point of view in terms of engineering toy models resembling the real-world non-relativistic condensed matter systems. In the latter approach, the hope is that holography would shed light on some strongly-correlated features of these systems which would normally be impossible to understand using the conventional field theoretical methods.

Indeed, starting from the original works [1–3], various holographic setups have already been constructed in the literature where the boundary theory is scale, but not conformally, invariant. These boundary theories typically have either Schrödinger or Lifshitz symmetries. A variant of such setups where the gravity solution is not only characterized by a dynamical exponent \( z \) (as in the Lifshitz case) but also by the so-called hyperscaling violation exponent \( \theta \), has recently gained some attention [4–26]; some earlier studies include [27–30]. The interest in these solutions partly stems from the observation that the entanglement entropy computed holographically using these gravity solutions exhibits a logarithmic violation of the area law in the boundary theory for some values of \( \theta \) [5, 6]. Since entanglement entropy computed for theories with Fermi surfaces also shows a logarithmic violation [31–35], these bulk solutions have been proposed as potential gravity duals of field theories with Fermi surfaces even though there are no explicit fermions in the bulk.

In this paper, we consider zero-temperature gravity solutions with hyperscaling violation parameter and assume that they represent in the boundary a class of quantum critical points characterized by two parameters, \( z \) and \( \theta \). Our objective here is to compute the response of these quantum critical points to a disturbance caused by coupling them to a massive charged particle (which is represented in the bulk by a long fundamental string). We give analytical expressions for the two-point functions of the zero-temperature (quantum) fluctuations of the massive charged probe for arbitrary values of \( z \) and \( \theta \). This enables us to show the existence of a crossover in the late-time behavior of these two-point functions in the two-dimensional parameter space of \( z \) and \( \theta \). More concretely, in the range \( z + 2\theta/d > 2 \), where \( d \) denotes the spatial dimension of the boundary theory, the two-point functions become independent of the mass of the probe at late times. We also verify the fluctuation-dissipation theorem for the quantum fluctuations of the probe. As a check, we show that our results for \( \theta = 0 \) reduce to the ones in [37] for holographic quantum critical points with Lifshitz scaling. Moreover, our results also apply to the recently constructed holographic theories [10] which are supposed to represent in the boundary a class of quantum critical points with hyperscaling violation but with Schrödinger symmetries. In addition, we study the zero-temperature fluctuations of the charged probe in quantum critical points dual to the Reissner-Nordström AdS background and verify that the results agree with the late-time behavior of the two-point functions when the \( z \to \infty \) limit is taken.

This paper is organized as follows. In the next section we briefly review some facts about the gravity solutions with hyperscaling violation exponent especially their regime of validity and the allowed values of \( z \) and \( \theta \) imposed by the null energy condition. In section III we present analytical results for the two-point functions of the zero-temperature fluctuation of the massive probe and analyze their late-time behavior as a function of \( z \) and \( \theta \), followed by the verification of the fluctuation-dissipation theorem in section IV. In section V we do the analysis for holographic quantum critical points with \( z = \infty \) by taking the extremal Reissner-Nordström AdS black hole as the background. We conclude with some remarks and open questions for future directions.

---

1 See also [36] for a discussion of the issues which plague identifying the gravity solutions with hyperscaling violation exponent as gravity duals for field theories with Fermi surfaces.
II. PRELIMINARIES

Our starting point is the following \((d+2)\)-dimensional line element

\[
ds^2 \equiv G_{\mu\nu}dx^\mu dx^\nu = \frac{1}{r^{2\theta/d}} \left[-r^{2z}dt^2 + \frac{dr^2}{r^2} + r^2 d\vec{x}^2\right]. \tag{1}
\]

where \(d\) denotes the number of spatial dimensions and \(z\) and \(\theta\) are the dynamical critical and the hyperscaling violation exponents, respectively. Such a metric could be obtained, for example, as a solution (in the IR) to the equations of motion coming from a system of Einstein-Maxwell-dilatonic scalar with Lagrangian density given by [5, 6]

\[
\mathcal{L} = \frac{1}{2\kappa^2} \left[\mathcal{R} - L^2 Z(\Phi) F^2 - 2(\partial\Phi)^2 - \frac{V(\Phi)}{L^2}\right], \tag{2}
\]

where

\[
Z(\Phi) = Z_0^2 e^{\alpha\Phi}, \quad V(\Phi) = -V_0^2 e^{\delta\Phi}. \tag{3}
\]

with \(\alpha\) and \(\delta\) being some constants determining \(z\) and \(\theta\). Also, the constants \(Z_0\) and \(V_0\) are related to the effective coupling of the gauge field and the cosmological constant, respectively. The solutions for the gauge field \(A = A_t(r)dt\) and the dilatonic scalar \(\Phi(r)\) will not play any significant role in our following discussions, hence, we will not write them here. The metric (1) is the most general one that is spatially homogeneous and covariant under the scale transformations

\[
t \rightarrow \zeta^2 t, \quad \vec{x} \rightarrow \zeta \vec{x}, \quad r \rightarrow \zeta^{-\theta/d} r, \quad ds \rightarrow \zeta^{\theta/d} ds. \tag{4}
\]

Some comments on the allowed values of \(z\) and \(\theta\) are in order. On the gravity side, the null energy condition implies important consequences for theories that admit a consistent gravity dual [5, 8]. These conditions can be summarized as\(^2\)

\[
(d - \theta)[d(z - 1) - \theta] \geq 0, \\
(z - 1)(d + z - \theta) \geq 0. \tag{5}
\]

In a Lorentz invariant theory, \(z = 1\) and then the first inequality above implies that \(\theta \leq 0\) or \(\theta \geq d\). On the other hand, for a scale invariant theory, \(\theta = 0\) and one recovers the known result \(z \geq 1\) [3, 38]. Notice that, if \(\theta \neq 0\) the null energy condition can be satisfied for \(z < 1\). In particular, \(z < 0\) together with \(\theta > d\) gives a consistent solution to (5), as well as \(0 < z < 1\) along with \(\theta \geq d + z\). However, as discussed in [8], \(\theta > d\) leads to instabilities on the gravity side. Hence, we will not consider the case of \(\theta > d\) here.

The metric (1), together with the solutions for the gauge field and the dilatonic scalar, is assumed to holographically describe a quantum field theory at a strongly-coupled quantum critical point with a dynamical critical exponent \(z\) and a hyperscaling violation exponent \(\theta\). As is well known in holography, the radial direction is mapped into the energy scale in the boundary field theory. For \(\theta < d\), in the coordinates we have chosen in (1), \(r \rightarrow \infty\) and \(r \rightarrow 0\) then describe, respectively, the UV and IR of the field theory. However, it is important to emphasize that the gravity background provides a good description of the aforementioned quantum critical point only in a certain range of \(r\) as the solution could get significantly modified as the two regions \(r \rightarrow \infty\) and \(r \rightarrow 0\) are approached. If the dual field theory under consideration flows from a UV fixed point to a quantum critical point which violates hyperscaling relation, then the background (1) is only valid up to a scale of order \(r \sim r_F\) beyond which it ceases to exist as a valid solution to the equations of motion coming from the action (2) (Figure 1 depicts the regime of validity of our solution). The region \(r \gtrsim r_F\) in this case is drastically modified and the scale \(r_F\) then appears in the metric as an overall factor \(ds^2 \propto L^2/r_F^{2\theta/d}\) (with \(L\) being the AdS radius) which is indeed responsible for restoring the canonical dimensions in the presence of hyperscaling violation\(^3\). In the deep IR, on the other hand, the theory may flow to some other fixed points, develop a mass gap and so forth, resulting in the metric (1) not being valid in this regime either [8]. Relatedly, in the deep IR, the background seems to have a genuine null singularity [7] for generic values of \(z\) and \(\theta\) allowed by the null energy condition, which may require stringy effects for it to be resolved. For now, we will simply ignore these issues while being cognizant of the fact that the results we present in the following sections may only be valid in a certain range of energies.

III. QUANTUM FLUCTUATIONS AND THE TWO-POINT FUNCTION

A charged heavy particle on the boundary theory can be realized as the endpoint of an open string that stretches between a D-brane and the IR region, \(r = r_e \rightarrow\)

\(^2\) As we alluded to earlier, theories with some special values of \(\theta\), namely for \(\theta = d - 1\), are of interest since they have been argued in [5, 6] to give holographic realizations of theories with Fermi surfaces. The null energy condition then requires that the dynamical critical exponent satisfies \(z \geq 2 - 1/d\) in order to have a consistent gravity description.

\(^3\) For example, in models with a Fermi surface, \(r_F\) is set by the Fermi momentum [5]. In addition, see [8] for an example of UV completions of these models.
The smallness of our computations, we will assume that \( r \to \infty \) and spreads along the radial direction from \( r \to 0 \) and the IR region of the geometry at \( r = r_c \).

\[
E = \frac{1}{2\pi \alpha'} \int_0^{r_b} \frac{r_b^{z-2\theta/d}}{dr} = \frac{1}{2\pi \alpha'} \frac{r_b^{z-2\theta/d}}{z-2\theta/d}
\]

It is worth mentioning that for \( z \neq 1 \), the energy \( E \) is not the same as the inertial mass \( m \) of the particle. The precise form of the dependence of \( E \) on \( m \) will be given below, after the computation of the response function.

Now, we would like to study the fluctuations over this static embedding (see Figure 1 for a schematic picture of the fluctuating string). Since the fluctuations along the various directions decouple from each other we restrict our attention to a single direction and take \( X^\mu(t,r) = \{ t, r, x(t,r), 0, \cdots \} \). Up to quadratic order in the perturbations \( x(t,r) \), the Nambu-Goto action (6) takes the form

\[
S_{NG} \approx -\frac{1}{4\pi \alpha'} \int dt dr \left( r^{z+3-2\theta/d}\dot{x}^2 - r^{1-z-2\theta/d}\dot{x}^2 \right),
\]

where \( \dot{x} \equiv \partial_t x \) and \( \dot{x}' \equiv \partial_r x \). Note that we dropped a constant term in (8) that neither depends on \( x \) nor on its derivatives. The resulting equation of motion is

\[
\frac{\partial}{\partial r} \left( r^{z+3-2\theta/d} \frac{\partial}{\partial r} \right) - r^{1-z-2\theta/d} \frac{\partial^2 x}{\partial r^2} = 0.
\]

Now, because \( t \) is an isometry of the background (1), we Fourier transform \( x(t,r) \):

\[
x(t,r) \sim e^{-i\omega t} g_\omega(r).
\]

Substituting (10) into (9), the equation for the Fourier modes \( g_\omega(r) \) becomes

\[
\frac{d}{dr} \left( r^{z+3-2\theta/d} \frac{dg_\omega}{dr} \right) + \omega^2 r^{1-z-2\theta/d} g_\omega = 0,
\]

whose general solution can be written in the following form

\[
g_\omega(r) = \frac{A_\omega}{r^{1+z/2-\theta/d}} \left[ J_{\frac{1}{2} + \frac{1}{\theta} - \frac{\alpha}{\pi}} (\omega \sqrt{r}) + B_\omega Y_{\frac{1}{2} + \frac{1}{\theta} - \frac{\alpha}{\pi}} (\omega \sqrt{r}) \right].
\]

Here \( A_\omega \), and \( B_\omega \) are the two constants of integration and \( J \) and \( Y \) are Bessel functions of the first and second kind, respectively.

To fix the first constant we normalize the solution in the following way. For functions \( u_1(t,r), u_2(t,r) \) satisfying the equation of motion (9), we can define a Klein-Gordon inner product [39]

\[
(u_1, u_2)_\Sigma = \frac{i}{2\pi \alpha'} \int_G \sqrt{\hat{g}} g^{\mu\nu} (u_1 \partial_\mu u_2^* - \partial_\mu u_1 u_2^*)
\]

where \( \Sigma \) is a Cauchy surface in the \((t,r)\) part of the metric, \( \hat{g} \) is the induced metric on \( \Sigma \) and \( n^\mu \) is the future-pointing unit normal to \( \Sigma \). This inner product is independent of the choice of \( \Sigma \), but for simplicity we take \( \Sigma \) to be a constant-\( t \) surface.

We want a normalized basis of solutions such that for functions \( u_\omega(t,r) = e^{-i\omega t} g_\omega(r) \), one has \( (u_\alpha, u_\beta)_\Sigma = 0 \) and \( (u_\alpha, u_\beta) = (u_\alpha^*, u_\beta^*) = \delta_{\alpha \beta} \). The reason is that, if this normalization is satisfied, it can be shown that the usual canonical commutation relations hold once the theory is quantized [40]. In this context one would write

\[
x(t,r) = \int_0^\infty d\omega \ g_\omega(r) [a(\omega)e^{-i\omega t} + a^\dagger(\omega)e^{i\omega t}] \, ,
\]

with \( a^\dagger(\omega), a(\omega) \) being the creation and annihilation operators.

The first normalization condition is satisfied due to the properties of Bessel functions. The second one implies that,

\[
(u,u) = \frac{1}{2\pi \alpha'} (\omega' + \omega) \int_0^{r_b} \frac{dr}{r^{z+1+2\theta/d}} g_\omega(r) g_\omega^* (r) = \delta(\omega - \omega').
\]
Using (12) and defining $\xi = 1/r^2$, one obtains
\[
e^{-i(\omega - \omega')t} \left( \frac{2\pi}{2\pi\xi(\omega + \omega') A_\nu A'_\nu} \int d\xi \xi \left[ J_\nu(\frac{\omega}{z} \xi) + B_\omega Y_\nu(\frac{\omega}{z} \xi) \right] \right)
\times \left[ J_\nu(\frac{\omega'}{z} \xi) + B_\omega Y_\nu(\frac{\omega'}{z} \xi) \right] = \delta(\omega - \omega'),
\]
with $\nu = 1/2 + 1/z - \theta/2d$. The last integral can be performed using various properties of Bessel functions. Finally, using the identity $\delta(ax) = \delta(x)/a$, we arrive at
\[
A_\omega = \sqrt{\frac{\pi \alpha'}{z(1 + B^2_\omega)}}.
\]
Note the particular dependence of $A_\omega$ on $B_\omega$, which itself remains to be fixed by the UV boundary condition. This is in stark contrast with the finite temperature case, in which case the overall normalization turns out to be sensible only to the IR part of the geometry [41, 42].

To fix the constant $B_\omega$, we impose Neumann boundary condition at the cut-off surface [40], i.e. $x'(r_b) = 0$. A straightforward computation then yields
\[
B_\omega = -J_{\frac{1}{2} + \frac{d}{2} - \frac{\theta}{d}}(\frac{\omega}{2z r_b}) Y_{\frac{1}{2} + \frac{d}{2} - \frac{\theta}{d}}(\frac{\omega}{2z r_b}) + B_\omega Y_{\frac{1}{2} + \frac{d}{2} - \frac{\theta}{d}}(\frac{\omega}{2z r_b}),
\]
with the constant $B_\omega$ given in (18).

To calculate the two-point function, we use canonical commutation relations for the creation and annihilation operators, $[a(\omega), a'(\omega')] = \delta(\omega - \omega')$, and define the vacuum state such that $a(\omega)|0\rangle = 0$. Then, using equations (14) and (19), we obtain
\[
\langle X(t)X(0) \rangle = \int_0^\infty \frac{d\omega}{2\pi} e^{-i\omega t} \langle X(\omega)X(0) \rangle,
\]
where
\[
\langle X(\omega)X(0) \rangle = \frac{8z\alpha' r_b^{2+z+2\theta/d}}{\omega^2}
\times \left[ J_{\frac{1}{2} - \frac{d}{2} - \frac{\theta}{d}}(\frac{\omega}{z r_b})^2 + Y_{\frac{1}{2} - \frac{d}{2} - \frac{\theta}{d}}(\frac{\omega}{z r_b})^2 \right]^{-1}.
\]
The case of $z = 1$, $\theta = 0$ is the only one for which $\langle X(t)X(0) \rangle$ can be computed from $\langle X(\omega)X(0) \rangle$ analytically using (20). For these special values of the parameters, the two-point function reads [37]
\[
\langle X(t)X(0) \rangle = -\frac{1}{4\pi^2 \alpha'E^2} (\log |t| + \gamma_E),
\]
where $\gamma_E$ is the Euler-Mascheroni constant. For other values of the parameters an estimate for the behavior of $\langle X(t)X(0) \rangle$ at late times can be obtained as follows. At low frequencies, $\omega \ll r_b^\theta$, the leading order behavior of $\langle X(\omega)X(0) \rangle$ reads
\[
\langle X(\omega)X(0) \rangle \sim \left\{ \begin{array}{ll}
\frac{E^{2(z+2\theta/d)}}{z^2} & \omega^{-3 + \frac{2\theta}{d}}, \quad 2 + \frac{2\theta}{d} \leq 2,
\omega^{-1 + \frac{2\theta}{d}} & \omega^{-1 + \frac{2\theta}{d}}, \quad z + \frac{2\theta}{d} \geq 2.
\end{array} \right.
\]

Assuming that at late times the dominant contribution to the two-point function comes from the low frequency limit of $\langle X(\omega)X(0) \rangle$ as given in (23), we find that
\[
\langle X(t)X(0) \rangle \sim \left\{ \begin{array}{ll}
\frac{E^{2(z+2\theta/d)}}{|t|^{2 - \frac{2\theta}{d}}} & |t|^{2 - \frac{2\theta}{d}}, \quad 2 + \frac{2\theta}{d} \leq 2,
\frac{\gamma_E}{|t|^{2 - \frac{2\theta}{d}}} & |t|^{2 - \frac{2\theta}{d}}, \quad z + \frac{2\theta}{d} \geq 2.
\end{array} \right.
\]

Depending on the values of $z$ and $\theta$ the two-point function at late times shows markedly different behaviors. In particular, notice that for $z + 2\theta/d > 2$, the long-time correlation of the particle is independent of the mass. (Note, in particular, that theories with $\theta = d - 1$ belong to this category.) A similar change in behavior of the two-point function was recently shown in [37] for holographic theories with Lifshitz scaling but without hyperscaling violation. Indeed, our results for $\theta = 0$ perfectly agree with the analysis presented in [37]. Sitting exactly at the line $z = 2 + 2\theta/d = 2$, one can show that the two-point function grows linearly with $t$ at late times, which is its maximum rate of growth. The minimum, on the other hand, can be realized in various situations: I) $\theta = d(1 - z)$, II) $\theta = d$ with arbitrary $z$ or III) $z = \infty$ with arbitrary $\theta$, all of which give a logarithmic behavior in time for the late-time behavior of the two-point function.

The third situation deserves further attention. For any fixed $\theta$, taking the $z \to \infty$ limit, the second line in (23) implies that at low frequencies $\langle X(\omega)X(0) \rangle \sim \omega^{-1}$ regardless of the values of $\theta$ and $d$. Indeed, in section V we verify this behavior independently by considering the extremal Reissner-Nordström AdS black hole. Since the near horizon geometry of an extremal Reissner-Nordström AdS black hole contains an AdS$_2$ factor, the boundary field theory flows in the IR to a quantum critical point with $z = \infty$ (which is holographically dual to AdS$_2$).
IV. RESPONSE FUNCTION AND THE FLUCTUATION-DISSIPATION THEOREM

We now turn to the computation of the response of the system due to an external force \(F(t)\). From the point of view of the field theory, for \(F(t) \sim e^{-i\omega t}F(\omega)\), the linear response of the particle is

\[
\langle x(\omega) \rangle = \chi(\omega)F(\omega),
\]

(25)

where \(\chi(\omega)\) is the retarded Green’s function (also known as admittance). This can be easily realized from the gravity side by turning on a gauge field on the D-brane. Since the endpoint of the string is charged, this amounts to adding a minimal coupling to the action \(S = S_{NG} + S_{EM}\), where

\[
S_{EM} = \int dt \left( A_t + \dot{A} \cdot \dot{x} \right) \bigg|_{r=r_b}.
\]

(26)

This will exert the desired force on the fluctuating particle. However, this coupling is just a boundary term, so it will not play any role for the dynamics of the string in the bulk. The UV boundary condition for the string is now replaced by

\[
\frac{\partial L_{NG}}{\partial x'} \bigg|_{r=r_b} = -\frac{r_b^{3+z-2\theta/d}}{2\pi \alpha'} x'(r_b, t) = F(t),
\]

(27)

whereas in the IR region we impose ingoing boundary condition which is the appropriate one for the computation of the retarded Green’s function \(\chi(\omega)\) [43]. In order to identify the desired combination of \(J'\)'s and \(Y'\)'s, notice that near \(r \sim 0\),

\[
S \sim \int dt dr_s (x'^2 - \dot{x}'^2),
\]

(28)

where we have defined the ‘tortoise’ coordinate \(r_s = r^{-z/z_d}\), such that the \((t, r_s)\) part of the metric is conformally flat. In (28), \(prime\) denotes the derivative with respect to \(r_s\). In this coordinate system, the equation of motion near the horizon \(r_s \rightarrow \infty\) behaves just like the wave equation in flat space, with solutions given by

\[
x^{(out)}(t, r) \sim e^{-i\omega(t+r_s)} \sim e^{-i\omega(t+r^{-z/z_d})},
\]

\[
x^{(in)}(t, r) \sim e^{-i\omega(t-r_s)} \sim e^{-i\omega(t-r^{-z/z_d})}.
\]

(29)

Thus, from the IR behavior of the Bessel functions, we select the first Hankel function \(H^{(1)} = J + iY\) as the combination that satisfies ingoing boundary condition at the horizon. Up to a constant, we then have

\[
x(t, r) = e^{-i\omega t} \frac{A_{\omega}}{r^{1+z/2-\theta/d}} H^{(1)}_{\frac{1}{2} + \frac{z}{z_d} - \frac{\theta}{2\pi}} \left( \frac{\omega}{2r_b} \right).
\]

(30)

Given the boundary condition (27) we get

\[
F(t) = e^{-i\omega t} \frac{1}{2\pi \alpha'} \omega A_{\omega} H^{(1)}_{\frac{1}{2} + \frac{z}{z_d} - \frac{\theta}{2\pi}} \left( \frac{\omega}{2r_b} \right).
\]

(31)

from which we can read off the admittance,

\[
\chi(\omega) = \frac{2\pi \alpha'}{\omega r_b^{2-2\theta/d}} \frac{H^{(1)}_{\frac{1}{2} + \frac{z}{z_d} - \frac{\theta}{2\pi}} \left( \frac{\omega}{2r_b} \right)}{H^{(1)}_{\frac{1}{2} + \frac{z}{z_d} - \frac{\theta}{2\pi}} \left( \frac{\omega}{2r_b} \right)}. \tag{32}
\]

It is straightforward to show that the fluctuation-dissipation theorem holds in the present setup at zero temperature. In particular, this theorem relates the two-point function to the imaginary part of the admittance,

\[
\langle X(\omega)X(0) \rangle = 2 [n_B(\omega) + 1] \text{Im} \chi(\omega) \tag{33}
\]

where \(n_B(\omega) = (e^{\beta\omega} - 1)^{-1}\) is the Bose-Einstein distribution. Of course, at zero temperature (where \(\beta \rightarrow \infty\) one ends up only with the last term in the above equation. On the other hand, from (32) and using properties of Bessel functions it follows that

\[
\text{Im} \chi(\omega) = \frac{4z\alpha' r_b^{2-2\theta+z/2\theta/d}}{\omega^2} \times \left[ J_{\frac{1}{2} - \frac{z}{2\pi} + \frac{\theta}{2\pi}} \left( \frac{\omega}{2r_b} \right)^2 + Y_{\frac{1}{2} - \frac{z}{2\pi} + \frac{\theta}{2\pi}} \left( \frac{\omega}{2r_b} \right)^2 \right]^{-1} \tag{34}
\]

thus providing an explicit check of the fluctuation-dissipation theorem in the presence of hyperscaling violation in our holographic setup.

Finally, for low frequencies this response function can be written as

\[
\chi(\omega) \sim \frac{1}{m(i\omega)^2 + \gamma (-i\omega)^{1+2/z-2\theta/z_d} + \ldots}, \tag{35}
\]

where

\[
m = \frac{r_b^{2-2\theta/z_d}}{2 - z - 2\theta/d},
\]

\[
\gamma = \frac{\pi \left[ 1 - i \tan \left( \frac{\pi}{2} - \frac{\theta}{2\pi} \right) \right]}{(2iz)^{2/z-2\theta/z_d} \Gamma \left( \frac{1}{2} + \frac{1}{2} - \frac{\theta}{2\pi} \right)^2}. \tag{36}
\]

The constants \(m\) and \(\gamma\) are interpreted as the inertial mass and the self-energy of the particle. For \(z + 2\theta/d > 2\), the self-energy dominates over the inertial mass at low frequencies, which is consistent with the change in the behavior of the two point function found in the previous section. (Recall that for \(z + 2\theta/d > 2\) the two-point function was independent of mass.) More explicitly, from (36) one observes that under the scale transformations given in (4), \(m\) transform as

\[
m \rightarrow \zeta^{z+2\theta/d-2}m, \tag{37}
\]

implying that for \(z + 2\theta/d > 2\), \(m\) is an irrelevant coupling in the boundary theory, which should not affect the dynamics at low energies.
V. Quantum Fluctuations in Holographic QCPS with $z = \infty$

Consider a $(d+2)$-dimensional Einstein-Maxwell system with negative cosmological constant $2\Lambda = -d(d+1)/L^2$

$$S = \frac{1}{2\kappa^2} \int d^{d+2}x \sqrt{-g} \left[ R - 2\Lambda - L^2 F_{\mu\nu} F^{\mu\nu} \right].$$

(38)

The $(d+2)$-dimensional Reissner-Nordström AdS black hole background (hereafter denoted by RN-AdS$_{d+2}$) is a solution [44, 45] to the Einstein-Maxwell equations of motion coming from the above action with the metric and gauge field given by

$$ds^2 = -\frac{r^2}{L^2} f(r) dt^2 + \frac{L^2}{r^2} \frac{dr^2}{f(r)} + \frac{r^2}{L^2} dx^2,$$

$$A = \mu \left( 1 - \frac{r_0^{d-1}}{r^{d-1}} \right) dt,$$

(39)

(40)

where

$$f(r) = 1 - \frac{M}{r^{d+1}} + \frac{Q^2}{r^{2d}}, \quad M = r_0^{d+1} + \frac{Q^2}{r_0^{2d-1}},$$

(41)

with $r_0$ being the radius of the horizon given by the largest positive root of $f(r)$. The Hawking temperature of the black hole (39) is given by

$$T = \frac{(d+1)r_0}{4\pi L^2} \left[ 1 - \frac{(d-1)^2}{(d+1)r_0^{2d}} \right].$$

(42)

The RN-AdS$_{d+2}$ background is assumed to holographically describe a $(d+1)$-dimensional boundary field theory at finite temperature $T$, given by (42), and finite chemical potential $\mu$ which is determined by the asymptotic $(r \to \infty)$ value of the bulk gauge field $A_t(r)$. The chemical potential is related to the charge density $Q$ through

$$\mu = \sqrt{\frac{d}{2(d-1)} \frac{Q}{L^2 r_0^{d-1}}}.$$

(43)

For the present computation, however, we are interested in the case where the boundary theory is at zero temperature, i.e. when the RN-AdS$_{d+2}$ is extremal. In this case, the near horizon geometry becomes $AdS_2 \times R^d$. The holographic interpretation is that the boundary theory flows in the IR to a dimensional CFT (dual to $AdS_2$) which describes a quantum critical point in which only the time coordinate scales, namely it is a QCP with $z = \infty$. Nonetheless, similar to the theories with hyperscaling violation, the holographic description is not valid in the deep IR and should only be thought of as an effective description up to some IR scale below which it flows to another fixed point. This could be be traced back to the fact that the black hole has indeed a finite horizon area at zero temperature, suggesting a large ground state degeneracy. While keeping in mind the possible limitations of our results, we will not be concerned with such issues here.

Setting $T = 0$ in (42) yields

$$Q^2 = \frac{d+1}{d-1} r_0^{2d},$$

(44)

which upon being substituted in (41)-(43) results in

$$f(r) = 1 - \frac{2d}{d-1} \left( \frac{r_0}{r} \right)^{d+1} + \frac{d+1}{d-1} \left( \frac{r_0}{r} \right)^{2d},$$

(45)

$$M = \frac{2d}{d-1} r_0^d,$$

(46)

$$\mu = \sqrt{\frac{2(d+1)}{d-1}} \frac{r_0}{L^2(d-1)}.$$ 

(47)

One can easily check that a static string is again a trivial solution to the equations of motion coming from the Nambu-Goto action. For a such a string, one has

$$E = \frac{1}{2\pi \alpha'} \int_{r_0}^{r_b} dr \sqrt{-g_{tt} g_{rr}} \approx \frac{r_b}{2\pi \alpha'}, \quad \text{for} \quad r_b \gg r_0,$$

(48)

where $r_b$ is the radial location of the probe D-brane from which the string hangs. Now, similar to our discussion in previous sections, we take an ansatz of the form $X(t,r) \sim e^{-i\omega t} g_{\omega}(r)$. The resulting equation of motion is then

$$\frac{\partial}{\partial r} \left( r^4 f(r) \frac{\partial x}{\partial r} \right) - \frac{L^4}{f(r)} \frac{\partial^2 x}{\partial t^2} = 0.$$ 

(50)

We now proceed by expanding $x(t,r)$ in Fourier modes, i.e. $x(t,r) \sim e^{-i\omega t} g_{\omega}(r)$. Equation (50) then yields

$$\frac{d}{d\rho} \left( \rho^4 f(\rho) \frac{dg_{\omega}}{d\rho} \right) + \frac{\omega^2}{f(\rho)} g_{\omega} = 0,$$

(51)

where, for convenience, we have defined dimensionless quantities

$$\rho = \frac{r}{r_0}, \quad \omega = \frac{L^2 \omega}{r_0}.$$ 

(52)

Hereafter, primes will denote derivatives with respect to $\rho$ in our expressions. Also, we set $L = 1$.

The next step is to find the solutions of the equation (51). For general $d$ one finds that, near the boundary, $g_{\omega}(\rho)$ has the following expansion

$$g_{\omega}(\rho) = C_1 \left( 1 + \frac{\omega^2}{2\rho^2} \right) + C_2 \frac{i\omega^3}{3\rho^3} + O \left( \frac{1}{\rho^4} \right).$$

(53)
Note that $C_1$ and $C_2$ are functions of $\varpi$. To determine the constants of integration, $C_1$ and $C_2$, we have to study the behavior of $(53)$ in the IR, but since we are interested only in the solution at low energies, i.e., $\varpi \ll 1$, we perform a series expansion in $\varpi$ and make use of a matching technique which can be found, for example, in [40–42]. For simplicity, and to reduce clutter in our expressions, we now focus on the case where $d = 2$ (however, we expect our results to hold for general $d$, and in the appendix we explicitly verify that this is indeed the case for $d = 3$.) Here, we only write down the final results, relegating the details of the computations to the appendix. For $d = 2$ the constants of integration $C_1$ and $C_2$ take the form

$$C_1^{(\text{out/in})} = 1 \pm \frac{i \varpi}{36} \left( \sqrt{2} - \sqrt{2} \tan^{-1} \sqrt{2} - 2 \log 6 \right),$$

$$C_2^{(\text{out/in})} = \mp \frac{1}{\varpi^2}, \quad (54)$$

where the indices “out” and “in” correspond to outgoing and ingoing modes respectively.

To compute the two-point function $\langle X(\omega)X(0) \rangle$, we proceed differently compared to what we did in the previous sections. Namely, we first compute the response to an external force

$$\langle X(\omega) \rangle \equiv \langle x(\omega, r_b) \rangle = \chi(\omega) F(\omega), \quad (55)$$

and then relate it to the two-point function, assuming that the fluctuation-dissipation theorem holds true

$$\langle X(\omega)X(0) \rangle = 2 \text{Im} \chi(\omega). \quad (56)$$

We impose ingoing boundary condition in the IR, namely $x(t, \rho) = A_\varpi e^{-i\varpi t} y^{(\text{in})}(\rho)$, where $A_\varpi$ is an arbitrary constant that might have a frequency dependence. Using the UV boundary condition (evaluated at $\rho_b = r_b/r_0$)

$$\left| \frac{r_0^3}{2\pi \varpi} \rho_0^4 f(\rho) \varpi \right|_{\rho_b} = F(t), \quad (57)$$

and the solution $(53)$, we obtain

$$F(\omega) = \frac{r_b}{2\pi \alpha' \varpi} A_\varpi f(\rho_b) \omega^2 \left( C_1^{(\text{in})} + \frac{i \varpi}{r_b} C_2^{(\text{in})} \right). \quad (58)$$

In the limits $\omega/r_0 \ll 1$ and $r_b/r_0 \gg 1$, the imaginary part of the admittance scales in $\omega$ as

$$\text{Im} \chi(\omega) \sim \frac{1}{\omega}. \quad (59)$$

Notice that this expression does not depend on the mass of the charged particle. (A similar result holds for the case of $d = 3$ as shown in the appendix.) Consequently, at low frequencies, the scaling behavior of two-point function reads

$$\langle X(\omega)X(0) \rangle \sim \frac{1}{\omega}. \quad (60)$$

Note that the correct dimensions in the above expression can trivially be restored by including powers of the chemical potential $\mu$. Some comments are in order here. First note that the low energy scaling of the two-function above, and the fact that the two-point function is also independent of mass, agrees with our previous results in the limit $z \to \infty$ (for arbitrary $\theta$). Such an agreement is not surprising given that geometries with Lifshitz scaling go over to $\text{AdS}_2 \times R^d$ in the limit of $z \to \infty$.

VI. FINAL REMARKS

In this note we studied the fluctuations of a heavy charged particle in a class of strongly-coupled quantum critical points with dynamical exponent $z$ and hyperscaling violation exponent $\theta$. The late-time behavior of the two-point function for the zero-temperature fluctuations of the particle exhibits a crossover in the $(z, \theta)$ parameter space. In a specific region, namely for $z + 2\theta/d > 2$, the two-point function is found to be independent of the mass.

Furthermore, we studied quantum critical points with $z = \infty$. Even though we focused on the cases $d = 2$ and $d = 3$, we expect that our results remain valid for arbitrary $d$. The reason is that the near horizon limit of $\text{RN-AdS}_{d+2}$ geometries have a universal behavior that goes over to $\text{AdS}_2 \times R^d$. This implies that at low energies the dual field theory exhibits emergent quantum critical behavior controlled by a CFT which could be though of representing a quantum critical point with $z = \infty$. Our results in this case are in agreement with the $z \to \infty$ limit of the behavior of the two-point function for the quantum fluctuation of a massive charged particle in the theories with hyperscaling violation, that, at late times, the two-point function grows logarithmically with time and is independent of the mass.

As a final remark, one might wonder if this markedly different behavior in the space of $z$ and $\theta$ holds true for other kind of operators. In [8], for instance, the authors considered massive scalars in the bulk and they found a transition in the two-point function from a universal power law at short distances (for $\theta > 0$) to a nontrivial exponential behavior at long distances (where the WKB approximation is valid). It would be interesting to investigate this issue further in order identify more precisely the behavior in the full space of parameters $(z, \theta)$ and compare the results with our findings.
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APPENDIX

In this appendix we will derive the solutions to the equation of motion (51) given the boundary conditions to be discussed below. At low frequencies, the solutions can be obtained by means of a matching technique [40–42]. To find the solutions, consider three regimes: (I) the near horizon solution \( \rho \sim 1 \) for arbitrary \( \omega \), (II) the solution for arbitrary \( \rho \) in the limit \( \omega \ll 1 \), and (III) the asymptotic \( \rho \to \infty \) solution for arbitrary \( \omega \). The idea is to find the approximate solutions for each of the three regimes and to match them to leading order in \( \omega \). We implement the above matching method and write down the solutions only for the two cases of \( d = 2 \) and \( d = 3 \).

Before focusing on these two cases, let us make some remarks that are valid for arbitrary \( d \). In terms of the ‘tortoise’ coordinate defined by

\[
\dot{r}_* = \frac{dr}{r^2 f(r)},
\]

(61)

with the following behavior near the horizon

\[
r_* \sim \frac{1}{d(d+1)(r-r_0)} + \cdots,
\]

(62)

we expect two solutions in the regime (I) of the form

\[
x^{(\text{out})}(t,r) \sim e^{-i\omega(t+r_*)} e^{-\frac{\omega}{d+1}(r-r_0)},
\]

(63)

\[
x^{(\text{in})}(t,r) \sim e^{-i\omega(t-r_*)} e^{-\frac{\omega}{d+1}(r-r_0)},
\]

(64)

corresponding to outgoing and ingoing modes, respectively. The reason being is that, in this coordinate system, the \((t, r_*)\) part of the metric is conformally flat and the equation of motion near \( r \to r_0 \) (or \( r_* \to \infty \)) behaves similar to the wave equation in flat space. In fact, near the horizon, the equation (51) reduces to

\[
[d^2(d+1)^2(\rho-1)^2 + \frac{\omega^2}{(\rho-1)^2}] g_\omega(\rho) = 0,
\]

(65)

whose independent solutions are precisely given by\(^6\)

\[
g_\omega^{(\text{out/in})}(\rho) = e^{\mp \frac{\omega}{d(d+1)(\rho-1)}} + \mathcal{O}(\omega^2).
\]

(66)

Asymptotically, one has \( f(\rho) \to 1 \), so the equation (51) reduces to

\[
\frac{d}{d\rho} [\rho^4 g_\omega(\rho)] + \omega^2 g_\omega(\rho) = 0,
\]

(67)

for arbitrary \( d \). The general solution to (67) is given by

\[
g_\omega(\rho) = A_1 \left( 1 - \frac{i\omega}{\rho} \right) e^{i\omega/\rho} + A_2 \left( 1 + \frac{i\omega}{\rho} \right) e^{-i\omega/\rho}
\]

\[
= C_1 \left( 1 + \frac{\omega^2}{2\rho^2} \right) + C_2 \frac{i\omega^3}{3\rho^2} + \mathcal{O}(1/\rho^4),
\]

(68)

where \( C_1 = A_1 + A_2 \) and \( C_2 = A_1 - A_2 \).

In the regime (II) one can can expand \( g_\omega(\rho) \) as a power series in the frequency, i.e.

\[
g_\omega(\rho) = g_\omega^{(0)}(\rho) + \omega^2 g_\omega^{(2)}(\rho) + \cdots.
\]

(69)

The first term in the expansion satisfies the equation

\[
\frac{d}{d\rho} \left[ \rho^4 f(\rho) \frac{d}{d\rho} g_\omega^{(0)}(\rho) \right] = 0,
\]

(70)

for which we have been able to find analytical solutions only for \( d = 2, 3 \). Therefore, we now turn our attention to these two particular cases.

A. Solution for \( d = 2 \)

The general solution of (70) for \( d = 2 \) reads

\[
g_\omega^{(0)}(\rho) = B_1 + B_2 \left[ \frac{\sqrt{2}}{2} \tan^{-1} \left( \frac{\rho + 1}{\sqrt{2}} \right) \right.
\]

\[
\left. + \log \left( 3 + \rho(\rho + 2) \left( \rho - 1 \right)^2 \right) - \frac{3}{\rho - 1} \right] .
\]

(71)

We can allow a frequency dependence for the constants of integration, but in order to have a reliable expansion as in (69), we have to require that both \( B_1 \) and \( B_2 \) are at most linear in \( \omega \). We now proceed to find these constants by expanding (71) near the horizon and matching the solution with (66). From (69) and (71) it follows that

\[
g_\omega(\rho) = B_1 + B_2 \left[ \frac{\sqrt{2}}{2} \tan^{-1} \left( \sqrt{2} \right) + \log(6) - 2\log(\rho - 1)
\]

\[
- \frac{3}{\rho - 1} + \mathcal{O}(\rho - 1) \right] + \mathcal{O}(\omega^2). \]

(72)

Comparing the \( \mathcal{O}(1/(\rho - 1)) \) and \( \mathcal{O}(1) \) terms with the expression in (66) we find that

\[
B_1^{(\text{out/in})} = 1 \mp \frac{1}{18} i\omega \left( \frac{\sqrt{7}}{2} \tan^{-1} \sqrt{2} + \log 6 \right),
\]

(73)

\[
B_2^{(\text{out/in})} = \pm \frac{i\omega}{18}.
\]

(74)
Finally, expanding the general solution in (71) for $\rho \to \infty$ yields

$$g_\omega (\rho) = B_1 + B_2 \left[ \frac{\pi}{2 \sqrt{2}} - \frac{6}{\rho^2} + O \left( \frac{1}{\rho^4} \right) \right] + O (\omega^2).$$  \hspace{1cm} (75)$$

Comparing equation (75) with (68) and using (73), one obtains the expressions for $C_1$ and $C_2$ given in (54).

B. Solution for $d = 3$

The general solution of (70) for $d = 3$ takes the form

$$g_\omega^{(0)} (\rho) = B_1 + B_2 \left[ 2 \sqrt{2} \tan^{-1} \left( \frac{\rho}{\sqrt{2}} \right) \right.\hspace{1cm} \left. + \tanh^{-1}(\rho) + \frac{3\rho}{\rho^2 - 1} \right].$$  \hspace{1cm} (76)$$

Again, to have a consistent expansion in frequencies, $B_1$ and $B_2$ are allowed to be at most of order $O (\omega)$. From (69) and (76), it follows that

$$g_\omega (\rho) = B_1 + B_2 \left[ \frac{3}{4} - \frac{\pi i}{2} + \frac{1}{2} \log 2 + 2 \sqrt{2} \cot^{-1} \sqrt{2} \rho \right.\hspace{1cm} \left. - \frac{1}{2} \log (\rho - 1) + \frac{3}{2(\rho - 1)} + O (\rho - 1) \right] + O (\omega^2).$$  \hspace{1cm} (77)$$

Comparing the $O (1/\rho - 1)$ and $O (1)$ terms with (66), we obtain

$$B_1^{(\text{out/in})} = 1 \pm \frac{i \omega}{36} \left( \frac{3}{2} - \pi i + 4 \sqrt{2} \cot^{-1} \sqrt{2} + \log 2 \right),$$  \hspace{1cm} (78)$$

$$B_2^{(\text{out/in})} = \mp \frac{i \omega}{18}.$$  \hspace{1cm} (79)$$

Expanding (76) for $\rho \to \infty$ results in

$$g_\omega (\rho) = B_1 + B_2 \left[ \sqrt{2} \pi - \frac{\pi i}{2} + \frac{6}{\rho^2} + O \left( \frac{1}{\rho^4} \right) \right] + O (\omega^2).$$  \hspace{1cm} (80)$$

Comparing (80) with (68), we finally get

$$C_1^{(\text{out/in})} = 1 \pm \frac{i \omega}{36} \left( \frac{3}{2} - 2 \sqrt{2} \pi + 4 \sqrt{2} \cot^{-1} \sqrt{2} + \log 2 \right),$$  \hspace{1cm} (81)$$

$$C_2^{(\text{out/in})} = \mp \frac{1}{18} \omega.$$  \hspace{1cm} (82)$$

Going through the same steps as we did in section V, one easily obtains the following scaling behavior for the imaginary part of the admittance at low frequencies

$$\text{Im} \chi (\omega) \sim \frac{1}{\omega},$$  \hspace{1cm} (83)$$

which using the fluctuation-dissipation theorem results in

$$\langle X (\omega) X (0) \rangle \sim \frac{1}{\omega}.$$  \hspace{1cm} (84)$$
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