Driving at the quantum speed limit: Optimal control of a two-level system
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A remarkably simple result is derived for the minimal time \( T_{\text{min}} \) required to drive a general initial state to a final target state by a Landau-Zener type Hamiltonian or, equivalently, by time-dependent laser driving. The associated protocol is also derived. A surprise arises when the interaction strength is assumed to be bounded by a constant \( c \). Then, for large \( c \), the optimal driving is of type bang-off-bang and for increasing \( c \) one recovers the unconstrained result. However, for smaller \( c \) the optimal driving can suddenly switch to bang-bang type. We discuss the notion of quantum speed limit time.
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I. INTRODUCTION

In various areas of physics the challenging task arises to change a given initial quantum state to a prescribed final target state in a controlled and optimal way, e.g. in quantum computation \( ^{[1]} \), in quantum optics for fast population transfer \( ^{[2]} \) or for Bose-Einstein condensates \( ^{[3]} \). One way to do this is to use an arbitrary slow change of the dynamical parameters and the adiabatic theorem \( ^{[3]} \). However, often such an adiabatic approach may be too slow, and therefore various protocols have been devised to speed up the process. For example, the 'transition-less tracking algorithm' \( ^{[3]} \) adds a so-called counteradiabatic term to achieve adiabatic dynamics with respect to the original Hamiltonian in shorter time, while 'shortcuts to adiabaticity' (STA) \( ^{[3]} \) does not follow adiabatic states. For a comprehensive review of these and other approaches see Ref. \( ^{[7]} \). An experimentally important requirement for such protocols is fidelity. Other requirements maybe small energy input, robustness, or that the target state is reached in the shortest time allowed by the available dynamics.

A recent paper \( ^{[8]} \) studied the experimental implementation of control protocols for the 'simplest non-simple quantum problem' \( ^{[8]} \) in which two states are coupled by a Landau-Zener (LZ) type Hamiltonian of the form

\[
H = \Gamma(t)\sigma_3 + \omega(t)\sigma_1. \tag{1}
\]

where \( \Gamma \) corresponds to quasi-momentum in Ref. \( ^{[8]} \). In optical driving of a two-level system a similar Hamiltonian applies, with \( \Gamma = -\Delta \), the detuning, and \( \omega = \Omega \) the Rabi frequency. In the experiments of Ref. \( ^{[8]} \) an effective two-level system was realized by using Bose-Einstein condensates in an accelerated optical lattice. For time-independent \( \omega \), numerical simulations \( ^{[8]} \) \( ^{[10]} \) for special parameter values and for special initial and final groundstates indicate that the shortest possible time \( T_{\text{min}} \) is achieved by the 'composite pulse' protocol which represents a period with \( \Gamma(t) = 0 \) preceded and followed by a \( \delta \)-like pulse of pulse area \( \pi/4 \). This was borne out by the experimental results of Ref. \( ^{[8]} \).

In this paper we consider a two-level system with the LZ Hamiltonian of Eq. \( ^{[1]} \) as well as a system driven by a time-dependent laser amplitude and detuning. We derive a remarkably simple expression, Eq. \( ^{[22]} \), for the minimal time \( T_{\text{min}} \) required to change an arbitrary initial state to a final target state, under the condition that only interactions of the LZ type as in Eq. \( ^{[1]} \) are considered. First the case is treated where the interaction strength \( \Gamma(t) \) is not constrained in size and where \( \omega(t) = \text{const} = \omega \). In this case the optimal protocol is the composite protocol, i.e. initial and final \( \delta \)-like pulses and in between a period with \( \Gamma(t) = 0 \) of length \( T_{\text{min}} \), as in the special case of the simulation in Refs. \( ^{[8]} \) \( ^{[10]} \). For initial and final states which are groundstates of the LZ Hamiltonian the pulse strengths are \( \pm \pi/4 \), while in general they are different. When an arbitrary \( \omega(t) \) is allowed, the condition \( |\omega(t)| \leq \omega_{\text{max}} \) is imposed (otherwise \( T_{\text{min}} \rightarrow 0 \) as \( \omega \rightarrow \infty \)). Then the optimal protocol is \( \Gamma(t) = 0 \), \( \omega(t) \equiv \omega_{\text{max}} \) and again an initial and final \( \delta \)-like pulse.

Since arbitrarily fast driving is a physical idealization we also consider the constrained case, \( |\Gamma(t)| \leq c \). Surprisingly, now the optimal protocol depends on the value of \( c \). For simplicity we consider for the constrained case only initial and final states which are eigenstates of the LZ Hamiltonian, with \( \Gamma = \gamma_{\text{in}} = -\gamma \) and \( \Gamma = \gamma_f = \gamma \). \( \gamma > 0 \). It is shown that for \( c > \omega^2/\gamma \) the optimal protocol is of bang-off-bang type, i.e. an initial and final period with \( \Gamma(t) \equiv \pm \gamma \) and in between a period with \( \Gamma(t) \equiv 0 \), as expected from the unconstrained case, and for \( c \rightarrow \infty \) one recovers the unconstrained result. However, if \( c \leq \omega^2/\gamma \), the optimal protocol is of bang-bang type, and there is no time period with \( \Gamma(t) \equiv 0 \).

We also compare \( T_{\text{min}} \) with the quantum speed limit times \( T_{\text{qsl}} \) used in Refs. \( ^{[8]} \) \( ^{[10]} \). It is shown that \( T_{\text{min}} \) is less or equal to \( T_{\text{qsl}} \) of Ref. \( ^{[8]} \), in fact it is equal to the latter when initial and final state are groundstates of the LZ Hamiltonian, but for more general states \( T_{\text{min}} \) can be less than \( T_{\text{qsl}} \) of Ref. \( ^{[8]} \).

The control problem. The aim is to find an optimal driving \( \Gamma(t) \) such that the time-development operator \( U_{H}(t,0) \) associated with \( H \) in Eq. \( ^{[1]} \) evolves an initial state \( |\psi_{\text{in}}\rangle \) at time \( t = 0 \) to (a multiple of) a final state \( |\psi_f\rangle \) at time \( T \), i.e.

\[
U_H(T,0)|\psi_{\text{in}}\rangle = \kappa |\psi_f\rangle, \tag{2}
\]

and to find the minimal time \( T_{\text{min}} \). If \( |\psi_{\text{in}}\rangle \) and \( |\psi_f\rangle \) are
normalized to 1, $\kappa$ is a phase factor, otherwise it also contains the ratio of the normalization factors. To determine the minimal time required we use the Pontryagin maximum principle (PMP) \cite{11} which is explained further below.

For this we write $U_H(t, 0)$ by means of as yet unknown functions $\tau_i(t)$, $i = 1, 2, 3$, in the form

$$U_H(t, 0) = e^{-i\sigma_3 \tau_1(t)/2} e^{-i\sigma_1 \tau_1(t)/2} e^{-i\sigma_2 \tau_2(t)/2}. \quad (3)$$

The order of the factors has been chosen for convenience. In analogy to the Euler angles, one could replace $\sigma_2$ by $\sigma_3$ in the last factor. We now differentiate both sides of Eq. \cite{3} and compare the result with $\dot{U}_H = -i\{\Gamma \sigma_3 + \omega \sigma_1\}U_H$ obtained from Eq. \cite{11}. This leads to

$$\dot{\tau}_3 \sigma_3 \tau_1 \sigma_1 \tau_2 = 2\Gamma \sigma_3 + 2\omega (\cos \tau_3 \sigma_1 - \sin \tau_3 \sigma_2) \quad (4)$$

where the fact that $\sigma$ transforms like a vector under rotations has been used. Since the $\sigma_i$’s are linearly independent this leads to a system of three equations for $\dot{\tau}_i$,

$$\dot{\tau}_1 = 2\omega \cos \tau_3$$
$$\dot{\tau}_2 = -2\omega \sin \tau_3 / \cos \tau_1$$
$$\dot{\tau}_3 = 2\Gamma \frac{2\omega \sin \tau_3}{\tau_3 / \cos \tau_1}. \quad (5)$$

These equations can also be used for an engineering type approach by first prescribing a $\tau_3(t)$, then solving for $\tau_1(t)$ and $\tau_2(t)$ and finally calculating $\Gamma(t)$ from the last equation, analogous to the approach in Ref. \cite{12} which is based on Lewis-Riesenfeld invariants.

Basically, the PMP deals with finding an optimal control function $u^*(t)$ such that a given cost function $J$ of the form $J = \int_0^T L(u(t), ...) dt$, where $L$ is a function of $u(t)$ and some state functions and their derivatives, is minimized for $u(t) = u^*(t)$. Here, the time $T$ required for the protocol is to be minimized, $J = T$, and since one can write $T = \int_0^T \dot{u} dt$ one has $L \equiv 1$.

We first consider the case $\omega(t) \equiv \omega > 0$. As the control function we choose $u(t) = \Gamma(t)$. The PMP then introduces the “control Hamiltonian”

$$H = -L + p_1 \dot{\tau}_1 + p_2 \dot{\tau}_2 + p_3 \dot{\tau}_3, \quad L \equiv 1, \quad (6)$$

where $p_i = p_i(t)$ and where one inserts $\dot{\tau}_i$ from Eq. \cite{5}, with $\Gamma$ replaced by $u$. Then $H$ assumes its maximum for $u = u^*$, the optimal control, and in one has $\dot{p}_i = -\partial H_c / \partial \tau_i$ when $u = u^*$. Moreover, $H_c$ is constant along the optimal trajectory, and this constant is zero if the terminal time is free (i.e. not fixed), as in the present case. In the following the asterisk on $u^*$ will be omitted.

Since $u$ is unrestricted, the maximality of $H_c$ gives $\partial H_c / \partial u = 0$, and by Eq. \cite{5} this gives $\partial H_c / \partial u = p_3 = 0$. Then $\dot{p}_3 = -\partial H_c / \partial \tau_3$ gives

$$\dot{p}_3 = -\frac{\partial H_c}{\partial \tau_3} = 2\omega p_1 \sin \tau_3 + 2\omega p_2 \cos \tau_3 \cos \tau_1 = 0 \quad (7)$$

and thus

$$0 = 2\omega p_1 \sin \tau_3 + 2\omega p_2 \cos \tau_3 / \cos \tau_1 \quad (8)$$
$$\dot{p}_1 = -\frac{\partial H_c}{\partial \tau_1} = 2\omega p_2 \sin \tau_3 \sin \tau_1 / \cos^2 \tau_1 \quad (9)$$
$$\dot{p}_2 = -\frac{\partial H_c}{\partial \tau_2} = 0, \quad p_2 = \text{const} \equiv c_2. \quad (10)$$

Since $H_c \equiv 0$ for the optimal trajectory one obtains

$$2\omega p_1 \cos \tau_3 - 2\omega c_2 \sin \tau_3 / \cos \tau_1 = 1. \quad (11)$$

Multiplying Eq. \cite{8} by $\cos \tau_3$ and Eq. \cite{11} by $\sin \tau_3$ and then subtracting one obtains

$$2\omega c_2 / \cos \tau_1 = -\sin \tau_3. \quad (12)$$

Eqs. \cite{8} and \cite{11} then become $\sin \tau_3 (2\omega p_1 - \cos \tau_3) = 0$ and $\cos \tau_3 (2\omega p_1 - \cos \tau_3) = 0$, and therefore

$$2\omega p_1 = \cos \tau_3, \quad \dot{p}_1 = -\dot{\tau}_3 \sin \tau_3 / \cos \tau_1. \quad (13)$$

With Eq. \cite{12} one obtains from Eq. \cite{9} for $\dot{p}_1$

$$\dot{p}_1 = -\sin \tau_3 \sin \tau_3 \sin \tau_3 / \cos \tau_1. \quad (14)$$

Inserting for $\dot{\tau}_3$ from Eq. \cite{6} one obtains $\Gamma \sin \tau_3 = 0$. Hence in any open interval in which $\Gamma \neq 0$ one has $\sin \tau_3 = 0$ and thus $\dot{\tau}_3 = 0$, which then implies $\Gamma = 0$. Hence in the unconstrained case the optimal choice for $\Gamma$ is $\Gamma(t) \equiv 0$. Note that so far the initial and final state have not come into play.

If one allows an arbitrary $\omega(t)$, with $|\omega(t)| \leq \omega_{\text{max}}$, one can introduce $\omega(t)$ as a second control function. An argument similar to the one above gives as optimal choice $\Gamma(t) \equiv 0$ and $\omega(t) \equiv \pm \omega_{\text{max}}$, where one can restrict oneself to the plus sign.

**Minimal time.** When $\Gamma(t) \equiv 0$ the time-development operator becomes $U_H(t, 0) = \exp(-i\omega \sigma_1 t)$ which in general does not satisfy Eq. \cite{3}. Therefore one needs initial and final $\delta$ -like pulses of zero time duration (or, equivalently, initial and final conditions for $U_H$). In the initial and final pulse, $\omega$ drops out when $|\Gamma| \rightarrow \infty$. The complete time-development operator for the optimal protocol from 0 to T is then

$$U_H(T, 0) = e^{-i\omega \sigma_3} e^{-i\omega \sigma_1 T} e^{-i\omega \sigma_3}. \quad (15)$$

For a given initial and final state one now has to determine all possible values of $\alpha_{\text{in}}, T$ and $T$ such that Eq. \cite{2} holds and then find the minimal $T$ among them.

To illustrate the procedure we consider as a specific example the case where $|\psi_i\rangle$ is the ground state of $H_{\pm} = -\gamma \sigma_3 + \omega \sigma_1$ and $|\psi_f\rangle$ the ground state of $H_\gamma = \gamma \sigma_3 + \omega \sigma_1$, with $\gamma > 0$. The lowest eigenvalue of $H_{\pm} - \gamma$ is given by $\lambda_{\pm} = -\gamma^2 + \omega^2$ and corresponding (non-normalized) eigenvectors $|\lambda_\gamma\rangle_-$ and $|\lambda_\gamma\rangle_+$ can be written as

$$|\lambda_\gamma\rangle_- = \omega |0\rangle + (\lambda_\gamma + \gamma)|1\rangle$$
$$|\lambda_\gamma\rangle_+ = \omega |0\rangle + (\lambda_\gamma - \gamma)|1\rangle. \quad (16)$$
With Eq. (16) and \(\exp(-i\omega\sigma_1 T) = \cos \omega T - i \sigma_1 \sin \omega T\) one finds by means of a straightforward calculation
\[
U_H(T,0) |\lambda_\gamma\rangle = \begin{cases}
\omega \cos \omega T e^{-i(\alpha_{in} + \alpha_\gamma)} - i(\lambda_\gamma + \gamma) \sin \omega T e^{i(\alpha_{in} - \alpha_\gamma)} & |0\rangle \\
+ (\lambda_\gamma + \gamma) \cos \omega T e^{i(\alpha_{in} + \alpha_\gamma)} - i \omega \sin \omega T e^{-i(\alpha_{in} - \alpha_\gamma)} & |1\rangle
\end{cases}
\]
In order for this to equal a multiple of \(|\lambda_\gamma\rangle\), the ratios of the respective first and second component have to be equal, i.e.
\[
\frac{\omega \cos \omega T e^{-i(\alpha_{in} + \alpha_\gamma)} - i(\lambda_\gamma + \gamma) \sin \omega T e^{i(\alpha_{in} - \alpha_\gamma)}}{(\lambda_\gamma + \gamma) \cos \omega T e^{i(\alpha_{in} + \alpha_\gamma)} - i \omega \sin \omega T e^{-i(\alpha_{in} - \alpha_\gamma)}} = \frac{\omega}{\lambda_\gamma - \gamma}
\]
which by a simple calculation gives
\[
0 = \omega \gamma \cos \omega T (e^{i(\alpha_{in} + \alpha_\gamma)} + e^{-i(\alpha_{in} + \alpha_\gamma)}) + \omega^2 \sin^2 \omega T i (e^{i(\alpha_{in} - \alpha_\gamma)} - e^{-i(\alpha_{in} - \alpha_\gamma)}) + \omega \lambda_\gamma \cos \omega T (e^{i(\alpha_{in} - \alpha_\gamma)} - e^{-i(\alpha_{in} - \alpha_\gamma)})
\]
The imaginary part (in the last line) gives \(\sin(\alpha_{in} + \alpha_\gamma) = 0\), i.e. \(\alpha_\gamma = -\alpha_{in} + n\pi\), and with this the real part gives
\[
2 \gamma \omega \cos \omega T e^{i\pi} = 2 \omega \sin \omega T e^{i\pi} \sin 2 \alpha_{in}
\]
Hence \(\tan \omega T = \gamma / \omega \sin 2 \alpha_{in}\) and the time duration \(T\) becomes minimal for \(\alpha_{in} = \pm \pi / 4\). Thus one obtains
\[
\tan \omega T_{\text{min}} = \gamma / \omega .
\]
For \(\gamma / \omega = 2\) this agrees with the experimental result of Ref. [8] and also with the simulations.

For general initial and final (normalized) states \(|\psi_{in}\rangle = i_0|0\rangle + i_1|1\rangle\) and \(|\psi_f\rangle = f_0|0\rangle + f_1|1\rangle\), where \(\sigma_3|0,1\rangle = \pm|0,1\rangle\), one obtains by the same procedure, after remarkable cancellations, the amazingly simple result
\[
\cos \omega T_{\text{min}} = |f_0 i_0| + |f_1 i_1| .
\]
If also \(\omega(t)\) is time-dependent, with \(\omega(t) \leq \omega_{\text{max}}\), the minimal time is obtained by replacing \(\omega\) by \(\omega_{\text{max}}\) in Eq. (22). For optical driving of a two-level system, with fixed detuning \(\Delta\) and the Rabi frequency \(\Omega(t)\) as an unconstrained control, \(\omega\) in Eq. (22) is replaced by \(\Delta\) and the components \(i_0, f_0\) by the components with respect to the eigenvectors of \(\sigma_1\). Note that \(T_{\text{min}}\) is symmetric under the interchange of initial and final state. Also, \(T_{\text{min}} = 0\) if and only if \(|f_1 i_0| = |f_0 i_1|\), i.e. \(|f_j| = \mu |i_j|\) for some \(\mu > 0\).

The initial and final \(\delta\) pulse depend in general on the relative phases of \(i_0\) and \(i_1\) and of \(f_0\) and \(f_1\) and on the ratios of the components. In particular, if \(|\psi_{in}\rangle\) and \(|\psi_f\rangle\) are the groundstate of \(H_{in}\) and \(H_{\gamma}\), respectively, then one can choose \(\alpha_\gamma = -\alpha_{in}\) and \(\alpha_{in} = \pi / 4\) for \(\gamma_{in} < \gamma_f\) and \(\alpha_{in} = -\pi / 4\) for \(\gamma_{in} > \gamma_f\).

Constrained driving. From Eqs. (3) and (10), the only term in \(H_{c}\) which contains \(u\) is of the form \(2p_3 u\), and hence for \(H_{c}\) to become maximal if \(u(t) \equiv |\Gamma(t)| \leq c\) one must have \(u(t) = c\) for \(p_3(t) > 0\) and \(u(t) = -c\) for \(p_3(t) < 0\). If \(p_3(t) \equiv 0\) in some time interval then the argument from Eqs. (7) - (14) gives again \(u(t) = \Gamma(t) = 0\) in this interval. Therefore, since one expects that the initial and final \(\delta\)-pulses are replaced by a time development of finite duration, we make an ansatz with an initial period of length \(T_c \geq 0\) with \(\Gamma(t) = c\), then a period of length \(T_{\text{off}} \geq 0\) with \(\Gamma(t) = 0\), and a final period of length \(T_{c} - T_{\text{c}}\geq 0\) with \(\Gamma(t) = -c\), where some of the three times may be zero. The total time \(T = T_c + T_{\text{off}} + T_{c} - T_{\text{c}}\) should be minimal, with all three terms non-negative.

The Hamiltonians in the three respective time periods are \(\pm c \sigma_3 + \omega \sigma_1\) and \(\omega \sigma_1\) which gives
\[
U_H(T,0) = e^{-i(-c \sigma_3 + \omega \sigma_1) T_{c} - i \omega \sigma_1 T_{\text{off}} - i(c \sigma_3 + \omega \sigma_1) T_c}
\]
For simplicity we consider only initial and final states \(|\lambda_\gamma\rangle\), as before. The same procedure as above then shows that \(T_{c} - T_{\text{c}} = T_c\) and that \(T_{\text{off}}\) can be expressed as a function of \(T_c\) so that the total time \(T\) becomes a function of \(T_c\). This latter function has to be minimized. For \(c \geq \omega^2 / \gamma\) one obtains \(T_{\text{min}} = 2 T_c + T_{\text{off}}\) with
\[
T_c = \frac{1}{\sqrt{c^2 + \omega^2}} \frac{\arcsin}{2 c(c + \gamma)}
\]
\[
T_{\text{off}} = \frac{1}{\omega} \frac{\arctan}{\sqrt{c^2 + 2 c \gamma - \omega^2}}
\]
For \(c \rightarrow \infty\) Eq. (24) becomes Eq. (21) of the unconstrained case. Furthermore, as \(c \rightarrow \infty, T_c \rightarrow 0\) and \((c^2 + \omega^2)^{1/2} T_c \rightarrow \pi / 4\) so that the initial and final periods approach a \(\delta\) pulse in \(\sigma_3\) of strength \(\pm \pi / 4\), as in the unconstrained case. For \(c \leq \omega^2 / \gamma\) one has \(T_{\text{off}} = 0\) and
\[
T_{\text{min}}(c) = 2 T_c = \frac{2}{\sqrt{c^2 + \omega^2}} \frac{\arcsin}{2 c(c + \gamma)}
\]
Thus for \(c > \omega^2 / \gamma\) the optimal protocol is of bang-off-bang type, while for \(c \leq \omega^2 / \gamma\) it is bang-bang.

In Fig. 1 \(\omega T_{\text{min}}\) is plotted as a function of \(c / \omega\) for \(\gamma / \omega = 2\), the off duration \(T_{\text{off}}\), the asymptote \(\arctan \gamma / \omega\) for the unconstrained case and \(2 T_c\), the double of the corresponding individual bang duration.

Quantum speed limit time. For a time-independent Hamiltonian the state overlap \(|\langle \psi_f | \psi_{in} \rangle|\) is bounded by the Fleming-Bhattacharyya bound [13], \(t \geq \arccos(|\langle \psi_f | \psi_{in} \rangle|/(\Delta E / h))\), with \(\Delta E\) the energy variance of the state. For the time-dependent LZ Hamiltonian in Eq. (1) and initial and final state momentary eigenstates of the LZ Hamiltonian, Ref. [8] used a quantum speed limit time \(T_{\text{qsl}}\), with \(\cos \omega T_{\text{qsl}} = |\langle \psi_f | \psi_{in} \rangle|\), while Ref. [10] suggested an expression with \(\omega\) replaced by \(\Delta E_0 / h\), the energy variance of the initial state with respect to \(H_0 = \omega \sigma_1\). Since \(\Delta E_0 / h\) is strictly smaller than \(\omega\), the quantum speed limit time used in Ref. [10] is larger than
FIG. 1: $\omega T_{\text{min}}, \omega T_{\text{off}}$ and $2T_{c}$, the double of the corresponding bang duration $T_{c}$, as a function of $c/\omega$ for $\gamma/\omega = 2$. For $c \rightarrow \infty$ one sees that $\omega T_{\text{min}}$ approaches the unconstrained value $\arctan \gamma/\omega$. For $c/\omega \leq \omega/\gamma = 0.5$ there is no period with $\Gamma(t) \equiv 0$, i.e. $T_{\text{off}} = 0$, so that for these values of $c$ the protocol is of bang-bang type.

$T_{\text{qsl}}$ of Ref. [8]. Using Eq. (22) one finds

$$\cos \omega T_{\text{qsl}} = |f_{0}i_{0} + f_{1}i_{1}| \leq |f_{0}i_{0}| + |f_{1}i_{1}| = \cos \omega T_{\text{min}},$$

(26)

and since the cosine is strictly decreasing in $[0, \pi/2]$ this shows that one always has $T_{\text{min}} \leq T_{\text{qsl}}$.

Moreover, one has $T_{\text{min}} = T_{\text{qsl}}$ if and only if the relative phase of $f_{0}$ and $f_{1}$ and that of $i_{0}$ and $i_{1}$ are equal since this is the condition for the equality sign to hold in the estimate in Eq. (26). This is true in particular for groundstates of $H_{\gamma_{m}}$ and $H_{\gamma_{n}}$, but not if one is a groundstate and the other the excited state. For example, if $|\psi_{m}\rangle$ and $|\psi_{i}\rangle$ are the groundstate and excited state of $H_{\gamma_{i}}$ for a fixed $\gamma$, then $T_{\text{qsl}} = \pi/2\omega$, while $T_{\text{min}} = 1/\sqrt{\gamma^{2} + \omega^{2}}$, which is less than $T_{\text{qsl}}$.

Discussion. The original Fleming-Bhattacharyya bound on the state overlap $|\langle \psi_{i}|\psi_{0}\rangle|$ applies only to time-independent Hamiltonians. It is a priori unclear how to arrive at a quantum speed limit time by carrying this bound over to a time dependent Hamiltonian.

We have shown above that the time $T_{\text{qsl}}$ used in Ref. [8] coincides with $T_{\text{min}}$ provided one considers only momentary eigenstates of the LZ Hamiltonian. However, for more general initial and final states the time $T_{\text{min}}$ from Eq. (22) for the optimal protocol may actually be smaller than $T_{\text{qsl}}$. Therefore, for more general initial and final states the particular expression for $T_{\text{qsl}}$ in Ref. [8] does not seem to be appropriate, and neither does that of Ref. [10] since it is always larger than the former. A more natural choice as a quantum speed limit time seems to be $T_{\text{min}}$.

It should be noted that $T_{\text{min}}$ goes to zero for increasing $\omega$ and therefore a universal quantum speed limit time would be zero. Hence a meaningful quantum speed limit time should only be defined with respect to a given class of available Hamiltonians, such as above for the LZ type Hamiltonians. This is exemplified in Fig. 1 where the minimal time depends on the the size of the available driving. It would be interesting to find an expression that applies to a Hamiltonian class as large as possible.

I would like to thank J.G. Muga and O. Morsch for stimulating discussions.
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