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Abstract—Think of a complex system with very expensive parts. We can't risk running into failure as it will be extremely costly to repair highly damaged parts. But more importantly, it's a safety issue. This is why numerous organizations attempt to avoid failure beforehand by performing regular inspections on their equipment. One big challenge is to determine when to do maintenance. Since we don't know when failure will occur, we have to be conservative in our planning. LTSM can be used to predict the remaining useful life. But if we schedule maintenance very early, we will end up wasting machine life that is still usable, and this will add up to our costs. However, if we can predict when machine failure will occur, we can schedule maintenance right before it. Recurrent Neural Networks can predict when this machine failure is bound to happen. Predictive maintenance lets us estimate time to failure. It also pinpoints problems in complex machinery and helps us identify what parts need to be fixed. This way, we can minimize downtime and maximize equipment lifetime.
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I. INTRODUCTION
An LTSM is built in order to predict when an in-service machine will fail and remaining useful life of aircraft engines so that the maintenance can be planned in advance. We can employ simulated aircraft engine run-to-failure events to demonstrate the predictive maintenance modeling process. Predictive Maintenance is also a domain where data is collected over time to monitor the state of an asset with the goal of finding patterns to predict failures which can also benefit from certain deep learning algorithms. Since they are very good at learning from sequences, LSTM networks among all the deep learning methods can be employed for predictive maintenance.

II. PROPOSED ALGORITHM
We apply deep learning in predictive maintenance domain and uses a simple scenario where only one data source (sensor values) is used to make predictions.

A. Data Ingestion –
Upon ingesting the training, test and ground truth datasets, we can observe that the training data comprises numerous multivariate time series having "cycle" as the time unit, together with 21 sensor readings for each cycle. The testing data has the same data schema as the training data. The main difference will be that the data does not denote when the failure is bound to happen. Lastly, the ground truth data gives the number of remaining working cycles for the engines in the testing data.

```
| 5  | 1.02026962 | 3.79654008 | 3.3 | 3.999914 | 1.03959185 | 4.79358327 | 3.89875694 | 2.50224246 | 2.09328022 | 2.50956268 | 2.95009374 | 2.95964328 | 2.9882763 | 4.23765158 | 3.3687719 | 3.11864375 | 3.11864375 | 3.3687719 |
| 6  | 1.04601147 | 3.93586208 | 3.3 | 3.999914 | 1.03959185 | 4.79358327 | 3.89875694 | 2.50224246 | 2.09328022 | 2.50956268 | 2.95009374 | 2.95964328 | 2.9882763 | 4.23765158 | 3.3687719 | 3.11864375 | 3.11864375 | 3.3687719 |
```

Fig. 1. Ground truth data set

B. Data Modelling –
These machine learning models which are traditional in predictive maintenance are built on feature engineering which is used for manual construction of apt features employing domain expertise in addition to related methods. Models are difficult to be used again as feature engineering is particular about the scenario of the problem and the data which is available differs for every business. Possibly the most captivating feature of using deep learning in the domain of predictive maintenance is the reason that these networks can automatically extract the right features from the data, eliminating the need for manual feature engineering.

When using LSTMs in the time-series domain, one important parameter to pick is the sequence length which is the window for LSTMs to look back. This may be viewed as similar to picking window_size = 5 cycles for calculating the rolling features which are rolling mean and rolling standard deviation.
for 21 sensor values. The idea of using LSTMs is to let the model extract abstract features out of the sequence of sensor values in the window rather than engineering those manually. The expectation is that if there is a pattern in these sensor values within the window prior to failure, the pattern should be encoded by the LSTM. One critical advantage of LSTMs is their ability to remember from long-term sequences (window sizes) which is hard to achieve by traditional feature engineering. For example, computing rolling averages over a window size of 50 cycles may lead to loss of information due to smoothing and abstracting of values over such a long period, instead, using all 50 values as input may provide better results. While feature engineering over large window sizes may not make sense, LSTMs are able to use larger window sizes and use all the information in the window as input. Below, we illustrate the approach.

![Sensor Data Plot for Sensor ID 3 Prior to a Failure Point](image1)

**Fig. 2.** Sensor Data Plot for Sensor ID 3 Prior to a Failure Point

C. LSTM Network –

Next, we build a deep network. The initial layer constitutes an LSTM layer of 100 units accompanied by another LSTM layer having 50 units. The last layer is a dense output layer having a single unit and sigmoid activation as it is a binary classification problem.

Next, we look at the performance on the test data. In the final cycle data for every engine id present in the test data will be kept for the purpose of testing. In order to compare the results to the template, we pick the last sequence for each id in the test data.

|                | Accuracy | Precision | Recall | F1-score |
|----------------|----------|-----------|--------|----------|
| LSTM           | 0.978195 | 0.960000  | 0.96   | 0.960000 |
| Template Best Model | 0.940000 | 0.952381 | 0.80   | 0.868565 |

**Fig. 3.** Test Result Comparison

### III. EXPERIMENT AND RESULT

This research paper covers the basics of using deep learning in predictive maintenance and many predictive maintenance problems usually involve a variety of data sources that needs to be taken into account when applying deep learning in this domain. Additionally, it is important to tune the models for the right parameters such as window size.
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