Valley hydrodynamics in gapped graphene
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Recent experiments have revealed that novel nonequilibrium states consistent with the hydrodynamic description of electrons are realized in ultrapure graphene, which hosts the valley degrees of freedom. Here, we formulate a theory of electron hydrodynamics including dissipation processes of the valley angular momentum by employing the concept of micropolar fluids. As a result, our theory proposes a novel strategy to generate a valley polarization by the microrotation. We uncover that the rotational viscosity induces longitudinal valley currents which are second order in electric fields.

**Introduction.**—The investigation of internal quantum degrees of freedom (DOF) of electrons in solids lies at the heart of condensed matter physics. The most-studied example is that of the electron spin, which gives rise to the vast field of spintronics with an eye on their potential for future electronics [1, 2]. The advent of novel 2D materials which support massive Dirac fermions, exemplified by gapped graphene and transition metal dichalcogenides, has triggered research on alternative future electronics [3–9]. In these systems, two inequivalent valleys \( K \) and \(-K\) reside at the corners of the hexagonal Brillouin zone. Similar to the spin, the valley labeling constitutes a discrete angular momentum for low energy carriers. From this point of view, the valley DOF has a potential use for information carriers, giving rise to an active research field called valleytronics as a promising concept for the next-generation electronics [10–17]. Especially, the valley polarization, a nonequilibrium charge carrier imbalance between valleys, is the key to create valleytronic devices [18–31]. Therefore, a necessary requirement for valleytronic applications is the ability to generate and control the valley polarization.

Ultraclean 2D materials have also boosted the study of electron hydrodynamics, where electron-electron collisions are the dominant scattering processes. In fact, many pieces of clear evidence for hydrodynamic behaviors of charge carriers have been provided on graphene [32–45]. These nonequilibrium behaviors of interacting systems close to equilibrium are well described by tracking the evolution of conserved quantities including internal microscopic DOF. However, the construction of hydrodynamics which deals with quantum DOF of electrons such as spin and valley is a nontrivial task. This is because dissipation processes of such an angular momentum cannot be captured by those of the vorticity, which follow directly from the momentum conservation law [46]. Thus, electron hydrodynamics reaches the stage of going beyond the conventional Navier-Stokes equation.

The concept of micropolar fluids gives a new twist to the previous studies of electron hydrodynamics. Micropolar fluid is an extended fluid with an internal rotation of fluid elements so-called the microrotation [see Fig.1]. In micropolar fluids, the antisymmetric components of the stress tensor play a crucial role in dissipation processes of angular momentum, thereby switching on the rotational viscosity between the vorticity and the microrotation [47–50]. These features have led to special attention in micropolar fluids due to their many applications in liquid crystals [51, 52], ferrofluids [53–55], spintronics [56], and active matter [57–60]. Furthermore, the phenomenon of angular momentum conversion between internal DOF of quantum particles and mechanical rotation have attracted great interest in various fields, ranging from nuclear physics [61–63] to condensed matter physics [64–67]. This naturally motivates us to study electron hydrody-
nanics including internal quantum DOF, especially the valley angular momentum, with employing the framework of micropolar fluids. Our study proposes a new strategy for controlling the valley polarization by the microrotation and may open up various avenues for research on valley hydrodynamics.

In this Letter, we derive the hydrodynamic equations with the valley DOF for noncentrosymmetric 2D honeycomb lattice systems, which are correct up to the first order in the drift velocity and the microrotation. We identify the valley DOF as a microrotation and reveal that our theory acquires an emergent conservation law for the microrotation owing to the valley-microrotation coupling. From a symmetry viewpoint, we find that this interaction can appear only in the systems without inversion symmetry. A key ingredient for valleytronics is a controllable way of population imbalance between the two valleys, thereby producing a valley polarization.

While previous works showed that a valley polarization can be controlled by optical [18–23], magnetic [24–28] and electrical [29–31] means. Our study shows a microfluidic approach to generate such a valley polarization by the microrotation. We also predict nonlinear valley dynamics including longitudinal valley currents [Fig.2] and a circular dichroic valley polarization induced by off-resonant light [Fig.3].

Formulation.— We outline how to derive the hydrodynamic equations for noncentrosymmetric graphene with a staggered sublattice potential. We start from the Boltzmann equation which governs the evolution of the electron distribution function $f_{\alpha\tau}$ for band $\alpha$ and valley $\tau$,

$$\frac{\partial f_{\alpha\tau}}{\partial t} + \mathbf{r}_{\alpha\tau} \cdot \frac{\partial f_{\alpha\tau}}{\partial \mathbf{r}} + \mathbf{k}_{\alpha\tau} \cdot \frac{\partial f_{\alpha\tau}}{\partial \mathbf{k}} = 0,$$

where $f_0$ is the Fermi-Dirac (global equilibrium) distribution function, $\tau_N$, $\tau_R$ and $\tau_{vf}$ are the relaxation times for normal (N), resistive (R) and valley flipping processes. Here, N process conserves the linear momentum, while R process does not. If we construct an electron wave packet near the valley center, the semiclassical equations of motion read [68]

$$\mathbf{r}_{\alpha\tau} = \frac{1}{\hbar} \frac{\partial \epsilon_{\alpha\tau}}{\partial \mathbf{k}} - \mathbf{k}_{\alpha\tau} \times \Omega_{\alpha\tau}, \quad \mathbf{k}_{\alpha\tau} = -\frac{e}{\hbar} \mathbf{E},$$

where electric fields $\mathbf{E}$ can be time-dependent. $\epsilon_{\alpha\tau}(\mathbf{k})$ and $\Omega_{\alpha\tau}(\mathbf{k})$ are the band energy and the Berry curvature of the Bloch electrons respectively. Due to the lack of inversion symmetry, $\Omega_{\alpha\tau}$ is allowed to have nonzero values for any $\mathbf{k}$.

Following the standard approach [69–74], the continuity equations for the carrier density and the linear momentum are obtained as follows:

$$\frac{\partial n}{\partial t} + \nabla \cdot \mathbf{j} = 0,$$

$$\frac{\partial P_i}{\partial t} + \frac{\partial \Pi_{ij}}{\partial x_j} = -enE_i - \frac{P_i}{\tau_R},$$

where $n$ and $\mathbf{P}$ are the carrier and the linear momentum densities respectively, $-en\mathbf{E}$ is the driving force due to external electric fields. In Eqs. (3) and (4), $\mathbf{j}$ and $\Pi_{ij}$ are the corresponding fluxes of each density.

A monolayer graphene with a staggered sublattice potential breaking the inversion symmetry is a concrete example for considering valley hydrodynamics. Staggered sublattice potential is generally expected in epitaxial graphene on SiC substrates [75–81]. The effective Hamiltonian describing electron states in the vicinity of the K and $-K$ points is given by [3]

$$H_\tau = a t (k_x \sigma_x + k_y \sigma_y) + \frac{\Delta}{2} \sigma_z,$$

where $a$ and $t$ are the lattice constant and the nearest-neighbor hopping parameter, $\mathbf{k} = (k_x, k_y)$ are the two components of the wave vector measured from the valley center, $\sigma^\alpha$’s are the Pauli matrices representing a pseudospin from the sublattice DOF, and $\tau = \pm 1$ is the valley index labeling the two inequivalent valleys. Note that its band structure $\epsilon_{\alpha\tau}(\mathbf{k})$ has no dependence on the valley, while the Berry curvature $\Omega_{\alpha\tau}(\mathbf{k})$ has a valley-contrasting property. Because of large separation of two valleys in the momentum space, intervalley scatterings are strongly suppressed [82–84], implying the potential for regarding the valley polarization as a conserved quantity. Therefore, the effective hydrodynamic theory acquires an emergent continuity equation for the valley polarization:

$$\frac{\partial P_v}{\partial t} + \nabla \cdot \mathbf{j}_v = -\frac{P_v}{\tau_R} - \frac{2P_v}{\tau_{vf}},$$

where $P_v$ and $\mathbf{j}_v$ are the valley polarization and the valley current. Here, we have defined the valley polarization $P_v \equiv n_K - n_{-K}$ as a population imbalance between the two valleys in analogy to the spin polarization. We should note that not only valley flipping processes but also R process contribute to the relaxation of the valley polarization. This indicates that the valley DOF combines a linear momentum and an angular momentum.

In hydrodynamic regime, $\tau_N \ll \tau_R, \tau_{vf}$, the system reaches local equilibrium via N electron-electron scatterings, which conserve both the linear momentum and the valley polarization of the electron system. For this reason, we assume that the distribution functions are described as

$$f^N_{\alpha\tau} = \left[ \exp \left( \frac{\epsilon_{\alpha\tau} - \hbar \mathbf{k} \cdot \mathbf{u} - \tau \hbar \omega_z - \mu}{k_B T} \right) + 1 \right]^{-1},$$
which is referred to as the local equilibrium distribution function. Here, the drift velocity $u$ and the microrotation $\omega_z$ are corresponding parameters for conserved quantities $P$ and $P_v$. From a symmetry viewpoint, the absence of inversion symmetry allows for the interplay between the valley DOF and an angular momentum; examples include the spin-valley coupling \cite{5, 85} and the valley-vorticity coupling \cite{86}. Here, the microrotation is the internal angular momentum of the fluid elements and we referred to $\tau \omega_z$ as the valley-microrotation coupling.

Since the relevant conductance and valence bands are well described by Eq. (S.61) for low doping level, we use a quadratic dispersion $\epsilon_{\alpha\tau} = \alpha [\Delta/2 + \hbar^2 k^2/2 m^*]$ with an effective mass $m^* \equiv \hbar^2 \Delta/2a^2 t^2$ in the vicinity of the $K$ and $-K$ points in the following analysis. Under this assumption, we obtain the valley polarization and the valley current in terms of hydrodynamic variables:

\[
P_v = \hbar \omega_z \sum_{\alpha, \tau} \int [dk] \left( - \frac{\partial f_0}{\partial \epsilon} \right) \approx \hbar \omega_z D(\mu), \tag{8}
\]

\[
j_v = P_v u + \frac{e}{\hbar} E \times \sum_{\alpha, \tau} \int [dk] \Omega_{\alpha\tau} f_0, \tag{9}
\]

with the density of states $D(\epsilon)$ and $\int [dk] \equiv \int d\epsilon/(2\pi)^2$. These results indicate that the microrotation leads to a valley polarization. The second term in Eq. (9) is the well-known valley Hall effect \cite{3}, on the other hand, the first term is the longitudinal valley current which is one of our main results.

Combining the valley polarization conservation law Eq. (6) with Eqs. (8) and (9), we end up with the hydrodynamic equations:

\[
\frac{\partial u}{\partial t} + (u \cdot \nabla) u + \frac{1}{\rho} \nabla p = - \frac{enE}{\rho} - \frac{u}{\tau_{int}}, \tag{10}
\]

\[
\frac{\partial \omega_z}{\partial t} + (u \cdot \nabla) \omega_z + \omega_z (\nabla \cdot u) = - \frac{\omega_z}{\tau_{int}}, \tag{11}
\]

where $\rho$ is the mass density and $\tau_{int} = (1/\tau_0 + 2/\tau_\ell)^{-1}$ is the relaxation time for intervalley scatterings. Notably, our theory acquires an emergent conservation law for the microrotation and therefore it has a close analogy to micropolar fluids.

In the following analysis, we assume that the fluid is incompressible. We also phenomenologically introduce the rotational viscous torques proportional to the deviation of the microrotation $\omega$ from the vorticity $\nabla \times u/2$. According to Refs. \cite{47–50}, the equations governing the flow of incompressible micropolar fluids are given by

\[
\frac{D u}{D t} = (\nu + \nu_r) \Delta u + 2 \nu_r \nabla \times \omega - \frac{enE}{\rho} - \frac{u}{\tau_R}, \tag{12}
\]

\[
I \frac{D \omega_z}{D t} = 2 \nu_r (|\nabla \times u| z - 2 \omega_z) - I \frac{\omega_z}{\tau_{int}}, \tag{13}
\]

where $D/Dt = \partial/\partial t + u \cdot \nabla$ is the convective derivative. $\nu$ and $\nu_r$ are the kinematic and the rotational viscosities respectively. Here we have introduced the microinertia $I$, which is moment of inertia per unit fluid mass. In valley hydrodynamics, the motion of electron fluids is described by the drift velocity $u$ and the microrotation $\omega$.

**Orbital magnetization.**— The orbital magnetic moment is one of the valley-contrasting parameters in 2D materials \cite{3, 13}. In gapped graphene, the orbital magnetization consists of the orbital moment of carriers plus a correction from the Berry curvature \cite{87}:

\[
m_{\alpha\tau}^z = - \tau \frac{e}{2\hbar} \frac{2a^2 t^2 \Delta}{2\hbar^2 + 4a^2 t^2 k^2}, \tag{14}
\]

which can be intuitively interpreted as the self-rotation of the Bloch wave packet. Its value at the valley points has a suggestive form: $m_{\alpha\tau}^z(0) = - \tau \mu_B^*$, where $\mu_B^* \equiv e\hbar/2m^*$ resembles the Bohr magneton for the electron spin. Because $\mu_B^*$ is about 40 times larger than the Bohr magneton, the response to a perpendicular magnetic field is dominated by the orbital magnetic moment. The orbital magnetization consists of the orbital moment of carriers plus a correction from the Berry curvature [87]:

\[
M_{\alpha\tau}^z = \frac{e}{\beta} \sum_{\alpha, \tau} \int [dk] m_{\alpha\tau}^z f_0 + \frac{1}{\beta} \sum_{\alpha, \tau} \int [dk] x \Omega_{\alpha\tau} \log[1 + e^{-\beta(e_{\alpha\tau} - \hbar k u - \hbar \omega_z \tau - \mu)}]. \tag{15}
\]

After straightforward calculation, we obtain the orbital magnetization,

\[
M_{\alpha\tau}^z = \hbar \omega_z \sum_{\alpha, \tau} \tau \int [dk] \left[ m_{\alpha\tau}^z \left( - \frac{\partial f_0}{\partial \epsilon} \right) + \frac{e}{\beta} \Omega_{\alpha\tau} f_0 \right]. \tag{16}
\]

This result also supports that the microrotation has a meaning of an angular momentum. The spatial profile of the orbital magnetization can be detected with magneto-optical Kerr rotation microscopy \cite{29, 88–90}. By using this experimental setup, a population difference in the two valleys can be also detected as a signal of the orbital magnetization [see Fig. 2b, as a demonstration].

**Valley hydrodynamic generation.**— The most significant consequences of our theory is that the interplay between the valley-microrotation coupling and the viscous effects gives rise to an unprecedented longitudinal nonlinear valley current in finite size systems, which has not been addressed so far. We consider the Poiseuille flow in gapped graphene with finite width $w$ in the $y$-direction, which most clearly characterizes the hydrodynamic transport. When we apply DC electric fields in the $x$-direction and take no-slip boundary conditions $u_x(\pm w/2) = 0$, the electron fluids form the Poiseuille flow with the velocity profile given by

\[
u_x(y) = - \frac{en\tau_R}{\rho} \left[ 1 - \frac{\cosh(y/\ell)}{\cosh(w/2\ell)} \right] E. \tag{17}
\]

The microrotation is also calculated as

\[
\omega_z(y) = - \frac{\tau_{eff}}{\tau_r} \frac{1}{2} \frac{\partial u_x}{\partial y} = - \frac{en\tau_R \tau_{eff}}{2\rho \ell} \frac{\sinh(y/\ell)}{\cosh(w/2\ell)} E, \tag{18}
\]
the coupling with non-uniform electron velocity is induced by the microrotation via the valley-microrotation effect. Here, \( \tau \) are the rotational and effective relaxation times. We use the parameters; \( w = 10 \, \mu \text{m}, E = 1 \times 10^4 \, \text{V/m}, \nu = 0.1 \, \text{m}^2/\text{s}, I \approx 10^{-12} \, \text{m}^2, \tau_R = \tau_{\text{eff}} = 1 \times 10^{-12} \, \text{s}, a = 2.46 \, \text{Å}, t = 2.82 \, \text{eV}, \Delta = 0.28 \, \text{eV}, \mu = 0.15 \, \text{eV}, n = 1.4 \times 10^{15} \, \text{m}^{-2}, \rho = 2.8 \times 10^{-17} \, \text{kg/m}^{-2}, \) and the valley Hall current \( j_{\nu,H} = 2.76 \times 10^{21} \, \text{m}^{-1} \text{s}^{-1}. \)

where

\[
\ell \equiv \left( \nu + \nu_r \frac{\tau_r}{\tau_{\text{eff}} + \tau_{\text{inter}}} \right) \tau_R, \tag{19}
\]

is a characteristic length that determines the scale of viscous effects. Here, \( \tau_{\text{eff}} \equiv 4 \nu_r / I \) and \( \tau_{\text{inter}} \equiv (1/\tau_{\text{inter}} + 1/\tau_r)^{-1} \) are the rotational and effective relaxation times. From Eq.(9), we obtain the longitudinal valley current profile as [Fig.2c]

\[
j_{v,\parallel}^{(\text{DC})}(y) = \left( \frac{e n \tau_R}{\rho} E \right)^2 \frac{h D(\mu)}{2 \ell} \frac{\tau_{\text{eff}}}{\tau_r} \times \frac{\sinh(y/\ell)}{\cosh(w/2\ell)} \left[ 1 - \frac{\cosh(y/\ell)}{\cosh(w/2\ell)} \right]. \tag{20}
\]

We should note that the rotational viscosity \( \nu_r \) is necessary for realizing a longitudinal nonlinear valley current under DC electric fields. Similar to DC electric fields, an AC electric field along the \( x \)-direction \( E_x(t) = \text{Re}[E e^{-i \omega t}] \) also induces the Poiseuille flow and leads to the same solutions:

\[
\tilde{u}_x(y, \Omega) = \frac{u_x(y)}{1 - i \Omega \tau_R}, \quad \tilde{\omega}_z(y, \Omega) = \frac{\omega_z(y)}{(1 - i \Omega \tau_{\text{eff}})(1 - i \Omega \tau_R)}, \tag{21}
\]

except for the replacement of \( \ell \) by

\[
\tilde{\ell}(\Omega) = \sqrt{\left( \nu + \nu_r \frac{\tau_r}{\tau_{\text{eff}} + \tau_{\text{inter}}} \right) \frac{\tau_{\text{eff}}}{1 - i \Omega \tau_R}}. \tag{22}
\]

Because of the intrinsic nonlinearity of the longitudinal valley current, \( j_{v,\parallel} \) is composed of the valley counterparts of the rectification and the second harmonic generation:

\[
j_{v,\parallel}^{(\text{AC})}(y, t) = J_{v,\parallel}^0(y) + j_{v,\parallel}^{2\text{nd}}(y, t). \tag{23}
\]

Circular photovoltaic generation.— The rotational viscosity-induced valley transport discussed above can be interpreted as a phenomenon of angular momentum conversion between the fluid vorticity and the valley DOF. From this viewpoint, we consider a different scenario for generating a valley polarization by circularly polarized light (CPL). CPL with the electric component \( E(t) = E_0 (\cos \Omega t, \xi \sin \Omega t) \) induces a circular motion of electrons, which in turn generates a DC orbital magnetization:

\[
M_{\text{orb}}^z = -\frac{n e^3}{4 \pi \hbar \Omega^3} \xi E_0^2. \tag{24}
\]

This phenomenon is known as the inverse Faraday effect [91–94] owing to the fact that CPL has a spin angular momentum proportional to \( \xi E_0 \) [95–99]. Here, the different chirality indices \( \xi = \pm 1 \) correspond to the clockwise/counterclockwise circular polarizations. In our hydrodynamic formulation, the orbital magnetization is described as Eq.(16), therefore, the inverse Faraday effect can be regarded as a direct transfer mechanism of angular momentum from CPL to the microrotation.

We are now ready to discuss the generation of a valley polarization by CPL dubbed circular photovoltaic generation [Fig.3]. In contrast to the above discussion, we consider bulk systems with normally-incident CPL. We start from the hydrodynamic equations:

\[
\frac{D u}{D t} = (\nu + \nu_r) \Delta u + 2 \nu_r \nabla \times \omega - \frac{e n E}{\rho} \frac{u}{\tau_R}, \tag{25}
\]

\[
\frac{D \omega_z}{D t} = \frac{1}{\tau_r} \left[ (\nabla \times u)_z - \omega_z \right] - \frac{\omega_z}{\tau_{\text{inter}}} + g \xi E_0^2, \tag{26}
\]

where an external angular momentum pumping term stems from the inverse Faraday effect is introduced. By solving Eqs.(S.95a) and (S.95b), the DC component of the microrotation in the second order in electric fields is obtained as

\[
\omega_z^0 = \tau_{\text{eff}} g \xi E_0^2, \tag{27}
\]
FIG. 3. Schematics of circular photovalley generation. The microrotation is directly induced by irradiating CPL via the inverse Faraday effect. As a result, a DC valley polarization is generated.

giving rise to a nonlinear DC valley polarization:

\[ P_0^y = \hbar D(\mu)\tau_{\text{eff}}g\xi E_0^2. \]  

(28)

Here, the coefficient of \( g \) is estimated as

\[ \tau_{\text{eff}}g = \text{sgn}(\mu) \frac{e^2 a^2 t^2}{4\hbar (\hbar\Omega)^3} \frac{\mu^2 - \Delta^2}{\Delta^2/4}. \]  

(29)

in consistent with Eqs.(16) and (24). In stark contrast to the previous works [18–23], we do not rely on inter-band transition processes, therefore, on-resonant light is not required. This suggests that our hydrodynamic approach broadens the frequency range of CPL and also allows ultrafast manipulation of the valley polarization. This can be achieved by combining the valley DOF with the concept of micropolar fluids. Furthermore, the sign of the valley polarization can be tuned by the chirality \( \xi \) of CPL, and hence circular dichroism appears in the valley polarization.

Discussion.—We propose an experimental setup how to determine \( \nu_r \) below. In order to estimate the rotational viscosity experimentally, valley injection provides a reasonable measure. When we inject valley current from the proximity valley Hall materials into valley hydrodynamic materials, the induced valley polarization leads to the non-uniform microrotation profile \( \omega(r) \) due to the valley-microrotation coupling. Then, the fluid velocity \( \mathbf{u} \) is generated by the term \( \nu_r \nabla \times \omega \) in Eq.(12). Therefore, we can estimate the rotational viscosity from the observed velocity profile.

Conclusion.—In summary, we have developed a basic framework of valley hydrodynamics in noncentrosymmetric graphene with a staggered sublattice potential, which is composed of the Euler equation Eq.(10) and the balance equation for the microrotation Eq.(11). In addition, we have investigated the interplay between the valley DOF and the microrotation, and elucidated that the valley polarization can be controlled by the microrotation. Our hydrodynamic theory also reveals nonlinear valley dynamics. For example, the rotational viscosity \( \nu_r \) provides a longitudinal nonlinear valley current, which gives rise to the valley counterparts of the rectification and the second harmonic generation. As discussed, \( \nu_r \) can be measured by valley-induced hydrodynamic flow generation. Furthermore, the concept of micropolar fluids sheds light on a rich physics of angular momentum conversion, exemplified by a circular dichroic valley polarization induced by off-resonant light. These results are summarized in Table I.

The conventional strategy for designing electronic devices in spintronics or valleytronics has been creating confined nanostructure in order to achieve functionality. On the other hand, in hydrodynamic regime, the flow of electrons can become spatially non-uniform due to the viscosities even when the material structure is homogeneous. This suggests a new design guideline for innovative device functionality without nanostructure. Therefore, we believe that the present results provide a building block for future electronics and will pave the way to valleytronic applications of electron hydrodynamics.
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In this section, we emphasize the need for introducing the concept of micropolar fluids. First, we see the failure of capturing the angular momentum dissipation from the momentum conservation law. In the conventional hydrodynamics, the momentum conservation law leads the well-known Navier-Stokes equation \[ \frac{Du}{Dt} = \nu \nabla^2 u - \frac{u}{\tau_R}. \] (S.1)

where \( u \) is the fluid velocity and \( \frac{Du}{Dt} \equiv \frac{\partial u}{\partial t} + u \cdot \nabla \). The dissipation processes of linear momentum are represented by the kinematic viscosity term \( \nu \nabla^2 u \) and the relaxation term \( -\frac{u}{\tau_R} \) in the right-hand side of Eq.(S.1). Here, \( \tau_R \) is the momentum relaxation time. In order to consider angular momentum flow in the fluid, we take the curl of Eq.(S.1) and obtain an equation for the vorticity \( \Omega \equiv \frac{1}{2} \nabla \times u \):

\[ \frac{D\Omega}{Dt} = (\Omega \cdot \nabla)u - \nu \nabla^2 \Omega - \frac{\Omega}{\tau_R}. \] (S.2)

Here, we have used the following identity:

\[ (u \cdot \nabla)u = \nabla \frac{1}{2} u^2 - u \times (\nabla \times u) = \nabla \frac{1}{2} u^2 - u \times 2\Omega. \]

The vorticity equation Eq.(S.2) is merely a mathematical transformation of Eq.(S.1); therefore, Eq.(S.2) does not contain the information of dissipation processes of angular momentum.

In order to take the angular momentum dissipation into account, we go back to the fundamental level of the conservation laws. Let us consider angular momentum conservation by introducing the normal stress \( t_n \) as well as the body torque \( I \) and the couple stress \( \lambda_n \):

\[ \frac{d}{dt} \int_{V(t)} \rho [r \times u + s] = \int_{\partial V(t)} (r \times t_n + \lambda_n) + \int_{V(t)} (r \times \rho b + \rho I), \] (S.3)

where \( \rho \) is the mass density, \( s \) is the internal angular momentum per unit fluid mass, \( b \) is the body force, \( V(t) \) is the element of volume, and \( \partial V(t) \) is the surface of the volume. By using the relations \( t_n = n \cdot T \) and \( \lambda_n = n \cdot \Lambda \), the right-hand side of Eq.(S.3) reads

\[ \int_{V(t)} (r \times \rho b + \rho I + \nabla \cdot \Lambda + r \times (\nabla \cdot T) + T_x), \] (S.4)

where \( \Lambda \) is the couple stress tensor and \( (T_x)_i = \epsilon_{ijk} T_{jk} \) is the axial vector component of the stress tensor \( T \). From Eqs.(S.3) and (S.4), we obtain

\[ \rho r \times \left( \frac{Du}{Dt} - \nabla \cdot T - b \right) + \frac{Ds}{Dt} = \rho I + \nabla \cdot \Lambda + T_x, \] (S.5)

where the bracket in the left-hand side is the momentum conservation law \[69\]:

\[ \frac{d}{dt} \int_{V(t)} \rho u = \int_{\partial V(t)} t_n + \int_{V(t)} \rho b, \] (S.6)

and hence vanishes. In the following, we consider isotropic micropolar fluids, whose internal angular momentum density can be described as

\[ \rho s = \rho I \omega, \] (S.7)
where $I$ is the microinertia per unit fluid mass and $\omega$ is the internal rotation of the fluid elements. Combining Eqs. (S.5)-(S.7), we obtain the equation for the internal angular momentum:

$$\rho I \frac{D\omega}{Dt} = \rho l + \nabla \cdot \mathbf{\Lambda} + \mathbf{T}_x.$$  \hfill (S.8)

Note that the stress tensor in the conventional hydrodynamics is restricted to be symmetric: $\mathbf{T} = \mathbf{T}^s$, therefore, $\mathbf{T}_x$ is absent. This corresponds to the fact that the conventional hydrodynamics focuses only on linear momentum conservation while disregards angular momentum conservation. Thus, the antisymmetric components of the stress tensor play a crucial role in dissipation processes of angular momentum.

Following the standard approach of micropolar fluids [48], we assume that the antisymmetric components of the stress tensor are given by

$$(\mathbf{T}^s)_{ij} = \mu_r (\partial_i u_j - \partial_j u_i) - 2\mu_r \epsilon_{ijk} \omega_k,$$  \hfill (S.9)

with the rotational viscosity $\mu_r$. In the most simple case, the couple stress tensor and the body torque are absent, $\mathbf{\Lambda} = l = 0$, we obtain the simplified equation for angular momentum:

$$\rho I \frac{D\omega}{Dt} = 4\mu_r (\Omega - \omega),$$ \hfill (S.10)

which includes dissipation processes of angular momentum between the vorticity and the microrotation.

**FORMULATION**

In this section, we outline how to derive the valley hydrodynamic equations for noncentrosymmetric graphene with a staggered sublattice potential, which are correct up to the second order in electric fields. We start from the Boltzmann equation,

$$\frac{\partial f_{\alpha\tau}}{\partial t} + \mathbf{\hat{r}}_{\alpha\tau} \cdot \nabla f_{\alpha\tau} + \mathbf{k}_{\alpha\tau} \cdot \frac{\partial f_{\alpha\tau}}{\partial \mathbf{k}} = -\frac{f_{\alpha\tau} - f_{\alpha\tau}^N}{\tau_N} - \frac{f_{\alpha\tau} - f_0}{\tau_R} - \frac{f_{\alpha\tau} - f_{\alpha\tau} - f_0}{\tau_{\text{vf}}},$$ \hfill (S.11)

where $\tau_N$, $\tau_R$ and $\tau_{\text{vf}}$ are the relaxation times for normal (N), resistive (R), and valley flipping processes. $\tau_N$ and $\tau_{\text{vf}}$ stem from normal electron-electron scatterings and these processes conserve the linear momentum. On the other hand, $\tau_R$ stems from Umklapp scatterings, impurity scatterings, and electron-phonon scatterings, therefore, this process does not conserve the linear momentum. The difference between N and valley flipping processes is that the former conserve the valley polarization, while the latter does not. $f_{\alpha\tau}(r, k, t)$ is the distribution function of an electron with band $\alpha$ and valley $\tau$. The semiclassical equations of motion read [68]

$$\dot{\mathbf{r}}_{\alpha\tau} = \frac{1}{\hbar} \frac{\partial \epsilon_{\alpha\tau}(k)}{\partial k} - \mathbf{k}_{\alpha\tau} \times \mathbf{\Omega}_{\alpha\tau}, \quad \dot{\mathbf{k}}_{\alpha\tau} = \frac{e}{\hbar} \mathbf{E},$$ \hfill (S.12)

where the electric field $\mathbf{E}$ is independent of position for simplicity. A more detailed explanation of other physical variables is given in the main text.

Following the standard approach [69, 70], the continuity equations for the charge carrier density and the linear momentum are obtained in the relaxation-time approximation as follows:

$$\frac{\partial n}{\partial t} + \nabla \cdot \mathbf{j} = 0,$$ \hfill (S.13)

$$\frac{\partial P_i}{\partial t} + \nabla \cdot \mathbf{\Pi_{ij}} = -enE_i - \frac{P_i}{\tau_R},$$ \hfill (S.14)

where $n$ and $\mathbf{P}$ are the particle density and the momentum of electrons, $-en\mathbf{E}$ is the driving force due to external electric fields and $\tau_R$ is the relaxation-time for momentum-relaxing scatterings. In Eqs. (S.13) and (S.14), $\mathbf{j}_n$ and $\mathbf{\Pi}_{ij}$ are the corresponding fluxes of each density. In the following, we will show the detailed derivation of Eqs. (S.13) and (S.14).
First, integrating the Boltzmann equation (S.11) over the momentum space, we obtain the following equation:

\[
\sum_{\alpha,\tau} \int [dk] \frac{\partial f_{\alpha\tau}}{\partial t} + \sum_{\alpha,\tau} \int [dk] \mathbf{r}_{\alpha\tau} \cdot \frac{\partial f_{\alpha\tau}}{\partial \mathbf{r}} + \sum_{\alpha,\tau} \int [dk] \mathbf{k}_{\alpha\tau} \cdot \frac{\partial f_{\alpha\tau}}{\partial k} = - \sum_{\alpha,\tau} \int [dk] \frac{f_{\alpha\tau} - f_{\alpha\tau}^N}{\tau_N} - \sum_{\alpha,\tau} \int [dk] \frac{f_{\alpha\tau} - f_0}{\tau_r} - \sum_{\alpha,\tau} \int [dk] \frac{f_{\alpha\tau} - f_{\alpha-\tau}}{\tau_{vl}}. \quad (S.15)
\]

In the following, we calculate each term respectively. The only subtle point arising in two-band systems is the treatment of the formally infinite number of particles in the filled band. In other words, we need to make a distinction between the “particle density” and “carrier density”. However, assuming the contribution of the filled band to be constant, we can immediately see that it vanishes upon differentiation and does not contribute to the continuity equations. Integrating by parts the first term on the left-hand side of (S.15), we obtain the expression of the charge density \( n \),

\[
\sum_{\alpha,\tau} \int [dk] \frac{\partial f_{\alpha\tau}}{\partial t} = \frac{\partial}{\partial t} \sum_{\tau} \int [dk] (f_{+,\tau} - (1 - f_{-,\tau})) = \frac{\partial}{\partial t} (n_+ - n_-) \equiv \frac{\partial n}{\partial t}. \quad (S.16)
\]

The definitions of the numbers of charge carriers in the two bands, \( n_\pm \), are given by

\[
n_+ = \sum_{\tau} \int [dk] f_{+,\tau}, \quad (S.17a)
\]

\[
n_- = \sum_{\tau} \int [dk] (1 - f_{-,\tau}), \quad (S.17b)
\]

with the total carrier density being

\[
n = n_+ - n_- . \quad (S.17c)
\]

Summing up the densities (S.17a) and (S.17b), we may define the “imbalance” or the total quasiparticle density

\[
n_f \equiv n_+ + n_- . \quad (S.17d)
\]

Performing similar procedures for the second and third terms on the left-hand side of Eq. (S.15), we obtain

\[
\sum_{\alpha,\tau} \int [dk] \mathbf{r}_{\alpha\tau} \cdot \frac{\partial f_{\alpha\tau}}{\partial \mathbf{r}} = \nabla \cdot \sum_{\tau} \int [dk] (\mathbf{r}_{+,\tau} f_{+,\tau} - \mathbf{r}_{-,\tau} (1 - f_{-,\tau})) = \nabla \cdot (\mathbf{j}_+ - \mathbf{j}_-) \equiv \mathbf{j} , \quad (S.18)
\]

defining the electric current \( \mathbf{j} \) and the quasiparticle currents \( \mathbf{j}_\pm \):

\[
\mathbf{j} = \mathbf{j}_+ - \mathbf{j}_-, \quad (S.19a)
\]

\[
\mathbf{j}_+ = \sum_{\tau} \int [dk] \left( \frac{1}{\hbar} \frac{\partial \epsilon_{+,\tau}(k)}{\partial k} + \frac{e}{\hbar} \mathbf{E} \times \mathbf{\Omega}_{+,\tau}(k) \right) f_{+,\tau} , \quad (S.19b)
\]

\[
\mathbf{j}_- = \sum_{\tau} \int [dk] \left( \frac{1}{\hbar} \frac{\partial \epsilon_{-,\tau}(k)}{\partial k} + \frac{e}{\hbar} \mathbf{E} \times \mathbf{\Omega}_{-,\tau}(k) \right) (1 - f_{-,\tau}) , \quad (S.19c)
\]

and

\[
\sum_{\alpha,\tau} \int [dk] \mathbf{k}_{\alpha\tau} \cdot \frac{\partial f_{\alpha\tau}}{\partial k} = - \frac{e}{\hbar} \mathbf{E} \cdot \sum_{\alpha,\tau} \int [dk] \frac{\partial f_{\alpha\tau}}{\partial k} = - \frac{e}{\hbar} \mathbf{E} \cdot \sum_{\tau} \int [dk] \left[ \frac{\partial f_{+,\tau}}{\partial k} - \frac{\partial}{\partial k} (1 - f_{-,\tau}) \right] = 0 . \quad (S.20)
\]

For the physical reasons that the total number of carriers does not change due to scatterings, we conclude that each term on the right-hand side of Eq. (S.15) should vanish:

\[
\sum_{\alpha,\tau} \int [dk] \frac{f_{\alpha\tau} - f_{\alpha\tau}^N}{\tau_N} = \sum_{\alpha,\tau} \int [dk] \frac{f_{\alpha\tau} - f_0}{\tau_r} = \sum_{\alpha,\tau} \int [dk] \frac{f_{\alpha\tau} - f_{\alpha-\tau}}{\tau_{vl}} = 0 . \quad (S.21)
\]
Summarizing the above equations (S.15)-(S.21), we obtain the continuity equation (S.13),
\[ \frac{\partial n}{\partial t} + \nabla \cdot j = 0. \]  
(S.22)

Multiplying the Boltzmann equation by \( \alpha \) and integrating over all states, we can find a similar continuity equation for the imbalance density,
\[ \frac{\partial n_I}{\partial t} + \nabla \cdot j_I = 0, \]  
(S.23) with the imbalance current,
\[ j_I \equiv j_I^+ + j_I^-. \]  
(S.24)
Note that we have not considered the recombination processes, which do not conserve the number of particles in each band individually. Therefore, the imbalance density is also conserved.

**BALANCE EQUATION OF LINEAR MOMENTUM**

The momentum conserving law is obtained by multiplying the Boltzmann equation (S.11) with \( \hbar k_i \) and integrating over the momentum space:
\[
\sum_{\alpha,\tau} \int [d\mathbf{k}] \hbar k_i \frac{\partial f_{\alpha\tau}}{\partial t} + \sum_{\alpha,\tau} \int [d\mathbf{k}] \hbar k_i \mathbf{r}_{\alpha\tau} \cdot \frac{\partial f_{\alpha\tau}}{\partial \mathbf{r}} + \sum_{\alpha,\tau} \int [d\mathbf{k}] \hbar k_i \mathbf{k}_{\alpha\tau} \cdot \frac{\partial f_{\alpha\tau}}{\partial \mathbf{k}} \\
= - \sum_{\alpha,\tau} \int [d\mathbf{k}] \hbar k_i \frac{f_{\alpha\tau} - f_{\alpha\tau}^N}{\tau_{IN}} - \sum_{\alpha,\tau} \int [d\mathbf{k}] \hbar k_i \left( \frac{f_{\alpha\tau} - f_0}{\tau_{IR}} - \sum_{\alpha,\tau} \int [d\mathbf{k}] \hbar k_i \frac{f_{\alpha\tau} - f_{\alpha-\tau}}{\tau_{vl}} \right). 
\]  
(S.25)
Here and hereafter, the Einstein summation convention is implied for repeated indices. Each term on the left-hand side of Eq. (S.25) is calculated by taking similar procedures with particle conservation law:
\[
\sum_{\alpha,\tau} \int [d\mathbf{k}] \hbar k_i \frac{\partial f_{\alpha\tau}}{\partial t} = \frac{\partial}{\partial t} \sum_{\alpha,\tau} \int [d\mathbf{k}] \hbar k_i f_{\alpha\tau} = \frac{\partial P_i}{\partial t}, 
\]  
(S.26)
\[
\sum_{\alpha,\tau} \int [d\mathbf{k}] \hbar k_i \frac{\partial f_{\alpha\tau}}{\partial x_j} = \frac{\partial}{\partial x_j} \sum_{\alpha,\tau} \int [d\mathbf{k}] \hbar k_i \frac{\partial f_{\alpha\tau}}{\partial k_{x_j}} + e \epsilon_{jkl} E_k \Omega_{n_{\tau,l}} f_{\alpha\tau}, 
\]  
(S.27)
\[
\sum_{\alpha,\tau} \int [d\mathbf{k}] \hbar k_i \frac{\partial f_{\alpha\tau}}{\partial k_j} = - e E_j \sum_{\tau} \int [d\mathbf{k}] \hbar k_i \frac{\partial f_{+,\tau} - f_{-,\tau}}{\partial k_j} + e e_{jkl} E_k \Omega_{n_{\tau,l}} f_{\alpha\tau}, 
\]  
(S.28)
where we have defined the total momentum \( P_i \) and the momentum flux \( \Pi_{ij} \) as follows:
\[
P_i = \sum_{\alpha,\tau} \int [d\mathbf{k}] \hbar k_i f_{\alpha\tau}, 
\]  
(S.29)
\[
\Pi_{ij} = \sum_{\alpha,\tau} \int [d\mathbf{k}] \hbar k_i \left( \frac{\partial f_{\alpha\tau}}{\partial k_j} + e e_{jkl} E_k \Omega_{n_{\tau,l}} \right) f_{\alpha\tau}, 
\]  
(S.30)
On the other hand, each term on the right-hand side of Eq. (S.25) is calculated as follows:

\[- \sum_{\alpha, \tau} \int [dk] \hbar k_i f_{\alpha\tau \alpha\tau} - \frac{f_{\alpha\tau}}{\tau_N} = - \frac{1}{\tau_N} \left( \sum_{\alpha, \tau} \int [dk] \hbar k_i f_{\alpha\tau} - \sum_{\alpha, \tau} \int [dk] \hbar k_i f_{\alpha\tau}^N \right) = 0, \tag{S.31}\]

\[- \sum_{\alpha, \tau} \int [dk] \hbar k_i f_{\alpha\tau \alpha\tau} - f_0 = - \frac{1}{\tau_R} \left( \sum_{\alpha, \tau} \int [dk] \hbar k_i f_{\alpha\tau} - \sum_{\alpha, \tau} \int [dk] \hbar k_i f_0 \right) = - \frac{P_i}{\tau_R}, \tag{S.32}\]

\[- \sum_{\alpha, \tau} \int [dk] \hbar k_i f_{\alpha\tau \alpha\tau} - f_{\alpha\tau-\tau} = - \frac{1}{\tau_{vf}} \left( \sum_{\alpha, \tau} \int [dk] \hbar k_i f_{\alpha\tau} - \sum_{\alpha, \tau} \int [dk] \hbar k_i f_{\alpha\tau-\tau} \right) \]

\[= - \frac{1}{\tau_{vf}} \left( \sum_{\alpha, \tau} \int [dk] \hbar k_i f_{\alpha\tau} - \sum_{\alpha, \tau} \int [dk] \hbar k_i f_{\alpha\tau-\tau} \right) = 0. \tag{S.33}\]

Here, we have used the features of the local equilibrium distribution function \(f_{\alpha\tau}^N\) and the global equilibrium distribution function \(f_0\):

\[\sum_{\alpha, \tau} \int [dk] \hbar k_i f_{\alpha\tau} = \sum_{\alpha, \tau} \int [dk] \hbar k_i f_{\alpha\tau}^N, \tag{S.34}\]

\[\sum_{\alpha, \tau} \int [dk] \hbar k_i f_0 = 0. \tag{S.35}\]

After all, \(P_i\) and \(\Pi_{ij}\) satisfy the momentum conservation law (S.14),

\[\frac{\partial P_i}{\partial t} + \frac{\partial \Pi_{ij}}{\partial x_j} = -enE_i - \frac{P_i}{\tau_R} \tag{S.36}\]

with the driving force \(-enE_i\) and the momentum-relaxing force \(-P_i/\tau_R\).

**BALANCE EQUATION OF VALLEY POLARIZATION**

A necessary requirement for valleytronics applications is the ability to generate and control the valley polarization. Analogous to the spin polarization, we define the valley polarization as a population imbalance between two valleys:

\[P_v(r, t) = \sum_{\alpha} n_{\alpha, +K} - \sum_{\alpha} n_{\alpha, -K} = \sum_{\alpha, \tau} \int [dk] f_{\alpha\tau}(r, k, t). \tag{S.37}\]

In the systems we consider, an emergent conservation law appears owing to large separation of two valleys in momentum space. The valley conservation law is obtained by multiplying the Boltzmann equation (S.11) with valley index \(\tau\) and integrating over the momentum space:

\[\sum_{\alpha, \tau} \int [dk] \frac{\partial f_{\alpha\tau}}{\partial t} + \sum_{\alpha, \tau} \int [dk] \dot{r}_{\alpha\tau} \cdot \frac{\partial f_{\alpha\tau}}{\partial r} + \sum_{\alpha, \tau} \int [dk] \dot{k}_{\alpha\tau} \cdot \frac{\partial f_{\alpha\tau}}{\partial k} = - \sum_{\alpha, \tau} \int [dk] \frac{f_{\alpha\tau} - f_{\alpha\tau}^N}{\tau_N} - \sum_{\alpha, \tau} \int [dk] \frac{f_{\alpha\tau} - f_0}{\tau_R} - \sum_{\alpha, \tau} \int [dk] \frac{f_{\alpha\tau} - f_{\alpha\tau-\tau}}{\tau_{vf}}. \tag{S.38}\]
Each term on the left-hand side of Eq. (S.38) is calculated by taking similar procedures with particle conservation law:

$$\sum_{\alpha,\tau} \tau \int [dk] \frac{\partial f_{\alpha\tau}}{\partial t} = \frac{\partial}{\partial t} \sum_{\alpha,\tau} \tau \int [dk] f_{\alpha\tau} = \frac{\partial P_v}{\partial t},$$

(S.39)

$$\sum_{\alpha,\tau} \tau \int [dk] \dot{r}_{\alpha\tau} \cdot \frac{\partial f_{\alpha\tau}}{\partial r} = \sum_{\alpha,\tau} \tau \int [dk] \left( \frac{1}{\hbar} \frac{\partial \epsilon_{\alpha\tau}(k)}{\partial k} + \frac{e}{\hbar} E \times \Omega_{\alpha\tau}(k) \right) \cdot \frac{\partial f_{\alpha\tau}}{\partial r}$$

$$= \nabla \cdot \sum_{\alpha,\tau} \tau \int [dk] \left( \frac{1}{\hbar} \frac{\partial \epsilon_{\alpha\tau}(k)}{\partial k} + \frac{e}{\hbar} E \times \Omega_{\alpha\tau}(k) \right) f_{\alpha\tau}$$

$$= \nabla \cdot \mathbf{j}_v,$$

(S.40)

$$\sum_{\alpha,\tau} \tau \int [dk] k_{\alpha\tau} \cdot \frac{\partial f_{\alpha\tau}}{\partial k} = \frac{e}{\hbar} E \cdot \sum_{\alpha,\tau} \tau \int [dk] \frac{\partial}{\partial k} \left[ f_{+,\tau} - (1 - f_{-,\tau}) \right] = 0.$$  

(S.41)

Here, we have defined the valley polarization $P_v$ and the valley current $j_v$ as follows:

$$P_v = \sum_{\alpha,\tau} \tau \int [dk] f_{\alpha\tau},$$

(S.42)

$$j_v = \sum_{\alpha,\tau} \tau \int [dk] \frac{\partial f_{\alpha\tau}}{\partial k}.$$

(S.43)

On the other hand, each term on the right-hand side of Eq. (S.38) is calculated as follows:

$$- \sum_{\alpha,\tau} \tau \int [dk] \frac{f_{\alpha\tau} - f_{\alpha\tau}^N}{\tau_N} = - \frac{1}{\tau_N} \left( \sum_{\alpha,\tau} \tau \int [dk] f_{\alpha\tau} - \sum_{\alpha,\tau} \tau \int [dk] f_{\alpha\tau}^N \right) = 0,$$

(S.44)

$$- \sum_{\alpha,\tau} \tau \int [dk] \frac{f_{\alpha\tau} - f_0}{\tau_R} = - \frac{1}{\tau_R} \left( \sum_{\alpha,\tau} \tau \int [dk] f_{\alpha\tau} - \sum_{\alpha,\tau} \tau \int [dk] f_0 \right) = - \frac{P_v}{\tau_R},$$

(S.45)

$$- \sum_{\alpha,\tau} \tau \int [dk] \frac{f_{\alpha\tau} - f_{\alpha\tau}^N}{\tau_{vf}} = - \frac{1}{\tau_{vf}} \left( \sum_{\alpha,\tau} \tau \int [dk] f_{\alpha\tau} - \sum_{\alpha,\tau} \tau \int [dk] f_{\alpha\tau}^N \right)$$

$$= - \frac{1}{\tau_{vf}} \left( \sum_{\alpha,\tau} \tau \int [dk] f_{\alpha\tau} + \sum_{\alpha,\tau} (-\tau) \int [dk] f_{\alpha\tau} \right)$$

$$= - \frac{1}{\tau_{vf}} \left( \sum_{\alpha,\tau} \tau \int [dk] f_{\alpha\tau} + \sum_{\alpha,\tau} \tau \int [dk] f_{\alpha\tau} \right) = - \frac{2P_v}{\tau_{vf}}.$$

(S.46)

Here, we have used the features of the local distribution function $f_{\alpha\tau}^N$ and the global equilibrium distribution function $f_0$:

$$\sum_{\alpha,\tau} \tau \int [dk] f_{\alpha\tau} = \sum_{\alpha,\tau} \tau \int [dk] f_{\alpha\tau}^N,$$

(S.47)

$$\sum_{\alpha,\tau} \tau \int [dk] f_0 = 0,$$

(S.48)

where the second equation claims the valley polarization is absent in equilibrium. After all, $P_v$ and $j_v$ satisfy the valley conservation law,

$$\frac{\partial P_v}{\partial t} + \nabla \cdot j_v = - \frac{P_v}{\tau_R} - \frac{2P_v}{\tau_{vf}}.$$

(S.49)
SUMMARY OF CONTINUITY EQUATIONS

To summarize, we list all four continuity equations for two-band electronic systems as follows,

\[
\begin{align*}
\frac{\partial n}{\partial t} + \nabla \cdot j &= 0, \quad \text{(S.50a)} \\
\frac{\partial n_I}{\partial t} + \nabla \cdot j_I &= 0, \quad \text{(S.50b)} \\
\frac{\partial P_i}{\partial t} + \frac{\partial \Pi_{ij}}{\partial x_j} &= -enE_i - \frac{P_i}{\tau_R}, \quad \text{(S.50c)} \\
\frac{\partial P_v}{\partial t} + \nabla \cdot j_v &= -\frac{P_v}{\tau_{vt}} - \frac{2P_v}{\tau_{vt}}, \quad \text{(S.50d)}
\end{align*}
\]

LOCAL EQUILIBRIUM DISTRIBUTION FUNCTION

From the above discussions, independent conserved quantities \((n, n_I, P_{\text{rel}}, P_v)\) are obtained as follows.

\[
\begin{align*}
n(r, t) &= \sum_{\alpha, \tau} \int |d\mathbf{k}| f_{\alpha \tau}, \\
n_I(r, t) &= \sum_{\alpha, \tau} \alpha \int |d\mathbf{k}| f_{\alpha \tau}, \\
P(r, t) &= \sum_{\alpha, \tau} \int |d\mathbf{k}| \{h(k + K_r)f_{\alpha \tau} = \sum_{\alpha, \tau} \int |d\mathbf{k}| h\mathbf{k} f_{\alpha \tau} + h\mathbf{K} \int \tau \int |d\mathbf{k}| f_{\alpha \tau}, \\
P_v(r, t) &= \sum_{\alpha, \tau} \tau \int |d\mathbf{k}| f_{\alpha \tau},
\end{align*}
\]

with the energy and entropy densities,

\[
\begin{align*}
E(r, t) &= \sum_{\alpha, \tau} \int |d\mathbf{k}| \epsilon_{\alpha \tau}(\mathbf{k}) f_{\alpha \tau}, \\
S(r, t) &= -k_B \sum_{\alpha, \tau} \int |d\mathbf{k}| \left\{ f_{\alpha \tau} \log f_{\alpha \tau} + (1 - f_{\alpha \tau}) \log(1 - f_{\alpha \tau}) \right\}.
\end{align*}
\]

Here, we introduce the free energy which is a functional of non-equilibrium distribution function \(f_{\alpha \tau}\) with corresponding parameters \((\mu, \mu_I, \mathbf{u}, \omega_z)\) for conserved quantities \((n, n_I, P_{\text{rel}}, P_v)\),

\[
\Omega[f_{\alpha \tau}] = E - TS - \mu n - \mathbf{u} \cdot P_{\text{rel}} - \hbar \omega_z P_v
\]

\[
= \sum_{\alpha, \tau} \int |d\mathbf{k}| \left( \{ \epsilon_{\alpha \tau}(\mathbf{k}) - \mu - \alpha \mu_I - \mathbf{u} \cdot \mathbf{h}\mathbf{k} - \hbar \omega_z \tau \} f_{\alpha \tau} + k_B T \left\{ f_{\alpha \tau} \log f_{\alpha \tau} + (1 - f_{\alpha \tau}) \log(1 - f_{\alpha \tau}) \right\} \right).
\]

The local equilibrium distribution function is obtained by the variational principle for the functional \(\Omega[f_{\alpha \tau}]\),

\[
\left. \frac{\delta \Omega}{\delta f_{\alpha \tau}} \right|_{f_{\alpha \tau} = f_{\alpha \tau}^N} = \epsilon_{\alpha \tau}(\mathbf{k}) - \mu - \alpha \mu_I - \mathbf{u} \cdot \mathbf{h}\mathbf{k} - \hbar \omega_z \tau + k_B T \log \frac{f_{\alpha \tau}^N}{1 - f_{\alpha \tau}^N} = 0.
\]

In this end, we obtain the local equilibrium distribution function:

\[
f_{\alpha \tau}^N = \left[ 1 + \exp \left\{ \frac{\epsilon_{\alpha \tau} - \mathbf{h}\mathbf{k} \cdot \mathbf{u} - \hbar \omega_z \tau - \mu_\alpha}{k_B T} \right\} \right]^{-1},
\]

where \(\mu_\alpha = \mu + \alpha \mu_I\) is the local chemical potential, \(\mathbf{u}\) is the hydrodynamic velocity, and \(\omega_z\) is the microrotation. In the following analysis, we assume that \(\mu_I = 0\) for simplicity. In global equilibrium, the distribution function is given by

\[
f_0(\mathbf{k}) = f_{\alpha \tau}^N(\mathbf{k})|_{\mu_\alpha = 0, \mathbf{u} = \mathbf{0}, \omega_z = 0}.
\]
MODEL HAMILTONIAN

In order to use the local distribution function Eq.(S.59) in practical calculations, we need to specify the quasiparticle spectrum. A monolayer graphene with a staggered sublattice potential breaking the inversion symmetry is a concrete example for considering valley hydrodynamics. The effective Hamiltonian describing electron states in the vicinity of the $K$ and $-K$ points is given by

$$H_\tau = at(\tau k_x \sigma_x + k_y \sigma_y) + \frac{\Delta}{2} \sigma_z.$$  \hspace{1cm} (S.61)

A detailed explanation of parameters is given in the main text. The energy eigenvalues are obtained as

$$\epsilon_{\alpha \tau}(k) = \alpha \sqrt{\Delta^2/4 + (atk)^2}.$$  \hspace{1cm} (S.62)

From these energy eigenvalues, we can calculate the density of states as follows,

$$D(\epsilon) = \sum_{\alpha, \tau} \int [dk] \delta(\epsilon - \epsilon_{\alpha \tau}(k)) = \frac{|\epsilon|}{\pi a t^2} \theta(\epsilon^2 - \Delta^2/4).$$  \hspace{1cm} (S.63)

Using the energy eigenfunctions, we also obtain the Berry curvature

$$\Omega_{\alpha \tau}^z(k) = -2\alpha \tau \frac{\Delta}{(\Delta^2 + 4a^2\xi_k^2)^{3/2}}.$$  \hspace{1cm} (S.64)

The orbital magnetic moment is one of the valley contrasting parameters in 2D materials. In gapped graphene, the orbital magnetic moment is given by

$$m_{\alpha \tau}^z(k) = -\tau \frac{e}{2\hbar} \frac{2a^2\xi_k^2 \Delta}{\Delta^2 + 4a^2\xi_k^2 \xi_k} = \frac{e}{\hbar} \epsilon_{\alpha \tau}(k) \Omega_{\alpha \tau}^z(k),$$  \hspace{1cm} (S.65)

which can be intuitively interpreted as the self-rotation of the Bloch wave packet.

HYDRODYNAMIC VARIABLES

In order to construct the effective hydrodynamic theory, which is correct up to first order in the velocity and the microrotation, we introduce several concepts. In hydrodynamic regime, the system reaches to local equilibrium via normal electron-electron scatterings which conserve the linear momentum and the valley polarization. For this reason, we can assume that the distribution functions are approximately described as the local equilibrium distribution function:

$$f_{\alpha \tau} \approx f_{\alpha \tau}^N \equiv \left[1 + \exp \left( \frac{\epsilon_{\alpha \tau} - \hbar \mathbf{k} \cdot \mathbf{u} - \hbar \omega_z \tau - \mu}{k_B T} \right) \right]^{-1}.$$  \hspace{1cm} (S.66)

From now on, we assume that the band energy has an isotropic parabolic dispersion with the same effective mass $m^* = \hbar^2 / 2a^2 \xi_k^2$ around some valleys: $\epsilon_{\alpha \tau} = \alpha [\Delta/2 + p^2/2m^*]$, where $p$ is defined as a deviation from the valley. This assumption is reasonable since the relevant conduction and valence bands for noncentrosymmetric graphene with a staggered sublattice potential are well described by Eq.(S.61). We also assume that the underlying effective theory is invariant under Galilean transformation: $f_{\alpha \tau}^N(p + \alpha m^* \mathbf{u}) = f_0(\epsilon_{\alpha \tau}(p))$ for an free-like dispersion $\epsilon_{\alpha \tau}(p) = \alpha [\Delta/2 + p^2/2m^*]$. 

I. Law of Conservation of particle number

We are now ready to express three conservation laws in terms of hydrodynamic variables. First, the quasiparticle densities $n_{\pm}$ can be expressed as follows:

\[ n_{+} = \sum_{\tau} \int [dk] f_{\perp \tau}^{+}(k) = \sum_{\tau} \int [dp] f_{\perp \tau}^{+}(p + m_{\tau}^{+}u) = \sum_{\tau} \int [dk] f_{0}(\epsilon_{+,\tau}(k) - \hbar \tau \omega_{z}) \]

\[ = \sum_{\tau} \int [dk] f_{0}(\epsilon_{+,\tau}(k)) + \hbar \omega_{z} \sum_{\tau} \int [dk] \left( -\frac{\partial f_{0}(\epsilon_{+,\tau}(k))}{\partial \epsilon} \right) \]

\[ = \sum_{\tau} \int [dk] f_{0}(\epsilon_{+,\tau}(k)), \quad (S.67a) \]

\[ n_{-} = \sum_{\tau} \int [dk][1 - f_{\perp \tau}^{-}(k)] = \sum_{\tau} \int [dp][1 - f_{\perp \tau}^{-}(p + m_{\tau}^{-}u)] = \sum_{\tau} \int [dk][1 - f_{0}(\epsilon_{-,\tau}(k) - \hbar \tau \omega_{z})] \]

\[ = \sum_{\tau} \int [dk][1 - f_{0}(\epsilon_{-,\tau}(k))] - \hbar \omega_{z}(r, t) \sum_{\alpha, \tau} \int [dk] \left( -\frac{\partial f_{0}(\epsilon_{-,\tau}(k))}{\partial \epsilon} \right) \]

\[ = \sum_{\tau} \int [dk][1 - f_{0}(\epsilon_{-,\tau}(k))], \quad (S.67b) \]

where we have used the fact that the band energy $\epsilon_{\alpha,\tau}(k)$ does not depend on $\tau$. From these calculations, we obtain the charge carrier and the imbalance densities as follows:

\[ n = n_{+} - n_{-} = \sum_{\tau} \int [dk][f_{0}(\epsilon_{+,\tau}(k)) - (1 - f_{0}(\epsilon_{-,\tau}(k)))], \quad (S.67c) \]

\[ n_{I} = n_{+} + n_{-} = \sum_{\tau} \int [dk][f_{0}(\epsilon_{+,\tau}(k)) + (1 - f_{0}(\epsilon_{-,\tau}(k)))]. \quad (S.67d) \]

The same calculations can be performed for the quasiparticle currents,

\[ j_{+} = \sum_{\tau} \int [dk] \left( \frac{1}{\hbar} \frac{\partial \epsilon_{+,\tau}(k)}{\partial k} + \frac{e}{\hbar} E \times \Omega_{+,\tau}(p) \right) f_{\perp \tau}^{+}(k) \]

\[ = \sum_{\tau} \int [dp] \left( \frac{p + m_{\tau}^{+}u}{m_{\tau}^{+}} + \frac{e}{\hbar} E \times \Omega_{+,\tau}(p + m_{\tau}^{+}u) \right) f_{\perp \tau}^{+}(p + m_{\tau}^{+}u) \]

\[ = n_{+}u + e\hbar \omega_{z}E \times \sum_{\tau} \int [dp] \Omega_{+,\tau} \left( -\frac{\partial f_{0}(\epsilon_{+,\tau})}{\partial \epsilon} \right), \quad (S.68a) \]

\[ j_{-} = \sum_{\tau} \int [dk] \left( \frac{1}{\hbar} \frac{\partial \epsilon_{-,\tau}(k)}{\partial k} + \frac{e}{\hbar} E \times \Omega_{-,\tau}(p) \right) [1 - f_{\perp \tau}^{-}(k)] \]

\[ = \sum_{\tau} \int [dp] \left( \frac{p + m_{\tau}^{+}u}{m_{\tau}^{+}} + \frac{e}{\hbar} E \times \Omega_{-,\tau}(p + m_{\tau}^{+}u) \right) [1 - f_{\perp \tau}^{-}(p + m_{\tau}^{+}u)] \]

\[ = n_{-}u - e\hbar \omega_{z}E \times \sum_{\tau} \int [dp] \Omega_{-,\tau} \left( -\frac{\partial f_{0}(\epsilon_{-,\tau})}{\partial \epsilon} \right). \quad (S.68b) \]

In these calculations, we use the fact that $p$ and $\Omega_{\alpha,\tau}$ are odd under time-reversal symmetry and the relation under variable transformation $p \rightarrow p + am^{+}u$,

\[ f_{\alpha,\tau}^{0}(p + am^{+}u) = f_{0}(\epsilon_{\alpha,\tau}(p)). \quad (S.68c) \]
From the above results, we obtain the charge and imbalance current respectively,

\[ j = j_+ - j_- = nu + e \hbar \omega_z E \times \sum_{\alpha, \tau} \tau \int [dk] \Omega_{\alpha\tau} \left( - \frac{\partial f_0(\epsilon_{\alpha\tau})}{\partial \epsilon} \right), \]  
\[ \text{(S.68d)} \]

\[ j_l = j_+ + j_- = n_I u + e \hbar \omega_z E \times \sum_{\alpha, \tau} \alpha \tau \int [dk] \Omega_{\alpha\tau} \left( - \frac{\partial f_0(\epsilon_{\alpha\tau})}{\partial \epsilon} \right). \]  
\[ \text{(S.68e)} \]

**II. Balance Equation of Linear Momentum**

First we calculate the linear momentum:

\[ P_i = \sum_{\alpha, \tau} \int [dp] p_i f_{\alpha\tau}(p) = \sum_{\tau} \int [dp] p_i \left[ f_{N+\tau}(p) - 1 - f_{-\tau}(p) \right] \]
\[ = \sum_{\tau} \int [dp] \left[ (p_i + m^*_\alpha u_i) f_0(\epsilon_{+, \tau}) - (p_i + m^*_\alpha u_i) \{1 - f_0(\epsilon_{-, \tau})\} \right] \]
\[ = u_i \sum_{\tau} \int [dp] \left[ m^*_\alpha f_0(\epsilon_{+, \tau}) - m^*_\alpha \{1 - f_0(\epsilon_{-, \tau})\} \right] \]
\[ = m^*_\alpha u_i \sum_{\tau} \{f_0(\epsilon_{+, \tau}) + \{1 - f_0(\epsilon_{-, \tau})\}\} \]
\[ = m^*_\alpha u_i n_I \equiv \rho u_i. \]  
\[ \text{(S.69)} \]

Here we have introduced the mass density \( \rho = m^*_\alpha n_I. \)

Next, we would like to calculate the momentum flux,

\[ \Pi_{ij} = \sum_{\alpha, \tau} \int [dp] p_i \left( \frac{\partial \epsilon_{\alpha\tau}}{\partial p_j} + \frac{e}{\hbar} \epsilon_{jkl} E_k \Omega_{\alpha\tau}^l \right) f_{\alpha\tau}(p) \]
\[ = \sum_{\alpha, \tau} \int [dp] \left( p_j + m^*_\alpha u_j \right) \left( \frac{p_j + m^*_\alpha u_j}{m^*_\alpha} + \frac{e}{\hbar} \epsilon_{jkl} E_k \Omega_{\alpha\tau}^l (p + m^*_\alpha u) \right) f_{\alpha\tau}(p + m^*_\alpha u) \]
\[ = p \delta_{ij} + P_i u_j. \]  
\[ \text{(S.70)} \]

Combining the particle conservation law and the linear momentum conservation law, we can derive the Euler equation correct up to \( u, \omega_z, E: \)

\[ \frac{\partial u}{\partial t} + (u \cdot \nabla) u_i + \frac{1}{\rho} \nabla p = - \frac{enE}{\rho} \frac{u}{\tau_R}. \]  
\[ \text{(S.71)} \]
III. Balance Equation of Angular Momentum

First, we calculate the valley polarization and the valley current respectively,

\[ P_v = \sum_{\alpha, \tau} \int [dp] f_{\alpha, \tau}(p) = \sum_{\alpha, \tau} \int [dp] f_{\alpha, \tau}(p + m_\alpha^* u) = \hbar \omega_z \sum_{\alpha, \tau} \int [dp] \left( -\frac{\partial f_0}{\partial \epsilon} \right) , \quad (S.72) \]

\[ j_v = \sum_{\alpha, \tau} \int [dp] \left( \frac{\partial f_{\alpha, \tau}}{\partial p} + \frac{e}{\hbar} E \times \Omega_{\alpha, \tau}(p) \right) f_{\alpha, \tau}(p) \]

\[ = \sum_{\alpha, \tau} \int [dp] \left( \frac{p + m_\alpha^* u}{m_\alpha^*} + \frac{e}{\hbar} E \times \Omega_{\alpha, \tau}(p + m_\alpha^* u) \right) f_{\alpha, \tau}(p + m_\alpha^* u) \]

\[ = u \hbar \omega_z \sum_{\alpha, \tau} \int [dp] \left( -\frac{\partial f_0}{\partial \epsilon} \right) + \frac{e}{\hbar} E \times \sum_{\alpha, \tau} \int [dp] \Omega_{\alpha, \tau} f_0(\epsilon_{\alpha, \tau}). \quad (S.73) \]

Here, the second term is the well-known the valley Hall effect \[68\]. On the other hand, the first term is the longitudinal valley current \( P_v, \) which is one of our main results.

Combining the valley polarization conservation law with the explicit form of ingredients Eqs.(S.72) and (S.73), we end up with the angular momentum equation:

\[ \frac{\partial \omega_z}{\partial t} + (u \cdot \nabla) \omega_z + \omega_z (\nabla \cdot u) = -\frac{\omega_z}{\tau_R} - \frac{2\omega_z}{\tau_{ef}} . \quad (S.74) \]

**ORBITAL MAGNETIZATION**

The thermodynamic free energy is given by

\[ F[f_{\alpha, \tau}] = -\frac{1}{\beta} \sum_{\alpha, \tau} \int [dp] \left( 1 + \frac{e}{\hbar} B \cdot \Omega_{\alpha, \tau}(p) \right) \log \left[ 1 + e^{-\beta(\epsilon_{\alpha, \tau}^M(p) - p \cdot u - \tau \omega_z - \mu)} \right] , \quad (S.75) \]

where \( \epsilon_{\alpha, \tau}^M = \epsilon_{\alpha, \tau} - B \cdot \mathbf{m}_{\alpha, \tau} \) is the energy of the wave packet under magnetic fields. Then, the orbital magnetization is calculated by magnetic field derivative of the free energy,

\[ M_{\text{orb}} \equiv -\frac{\partial F}{\partial B} \bigg|_{B \to 0} = \sum_{\alpha, \tau} \int [dp] \mathbf{m}_{\alpha, \tau}(p) f_{\alpha, \tau}^N(p) + \frac{1}{\beta} \frac{e}{\hbar} \sum_{\alpha, \tau} \int [dp] \Omega_{\alpha, \tau}(p) \log \left[ 1 + e^{-\beta(\epsilon_{\alpha, \tau}^M(p) - p \cdot u - \tau \omega_z - \mu)} \right] . \quad (S.76) \]

We can see that the orbital magnetization consists of the orbital moment of carriers plus a correction from the Berry curvature. As mentioned in the main-text, the response to a perpendicular magnetic field is in fact dominated by the orbital magnetic moment. Here and hereafter, we consider 2-D inversion broken systems, therefore, the orbital magnetization has only one component along \( z \)-axis and its explicit form is calculated as,

\[ M_{\text{orb}}^z \equiv -\frac{\partial F}{\partial B} \bigg|_{B \to 0} = \sum_{\alpha, \tau} \int [dp] \mathbf{m}_{\alpha, \tau}^z(p) f_{\alpha, \tau}^N(p) + \frac{1}{\beta} \frac{e}{\hbar} \sum_{\alpha, \tau} \int [dp] \Omega_{\alpha, \tau}^z(p) \log \left[ 1 + e^{-\beta(\epsilon_{\alpha, \tau}^M(p) - p \cdot u - \tau \omega_z - \mu)} \right] \]

\[ = \hbar \omega_z \sum_{\alpha, \tau} \tau \int [dp] \left\{ \mathbf{m}_{\alpha, \tau}^z \left( -\frac{\partial f_0(\epsilon_{\alpha, \tau})}{\partial \epsilon} \right) + \frac{e}{\hbar} \Omega_{\alpha, \tau} f_0(\epsilon_{\alpha, \tau}) \right\} . \quad (S.77) \]

This result also supports that the microrotation has a meaning of an angular momentum.
INTRODUCTION OF VISCOSITIES

We have derived an effective hydrodynamic theory which is composed of Eqs. (S.71) and (S.74) from the Boltzmann equation and the local equilibrium distribution function, however, the obtained equations do not include the viscous effects. In order to capture these effects, we phenomenologically introduce the shear, bulk and rotational viscosities according to Ref. [50]:

\[ \Pi_{ij} = \Pi_{ij}^0 - \eta (\partial_i u_j + \partial_j u_i) - \lambda \delta_{ij} \partial_k u_k + \eta_r (\partial_i u_j - \partial_j u_i) - 2\eta_r \epsilon_{ijk} \omega_k. \] (S.78)

Here, \( \Pi_{ij}^0 \) is obtained in Eq. (S.70). Note that the asymmetric components of \( \Pi_{ij}^{(a)} \) contribute to the relaxation of microrotation:

\[ \Pi_{x,i} = \epsilon_{ijk} \Pi_{jk} = \epsilon_{ijk} \Pi_{jk}^{(a)} = 2\nu_r [\nabla \times u - 2\omega]_z. \] (S.79)

By using these phenomenological linear momentum flux, we obtain the hydrodynamic equations:

\[
\begin{align*}
\left\{ \frac{\partial}{\partial t} + (u \cdot \nabla) \right\} \rho &+ \rho(\nabla \cdot u) = 0, \quad \text{(S.80a)} \\
\rho \left\{ \frac{\partial}{\partial t} + (u \cdot \nabla) \right\} u &+ \nabla p - (\eta + \eta_r) \Delta u - (\lambda + \eta - \eta_r) \nabla (\nabla \cdot u) - 2\eta_r \nabla \times \omega = -enE - \frac{\rho u}{\tau_R}, \quad \text{(S.80b)} \\
\rho I \left\{ \frac{\partial}{\partial t} + (u \cdot \nabla) \right\} \omega &+ \rho I \omega (\nabla \cdot u) = 2\eta_r [\nabla \times u - 2\omega] - \rho I \frac{\omega_z}{\tau_{\text{inter}}}, \quad \text{(S.80c)}
\end{align*}
\]

where \( \tau_{\text{inter}} = (1/\tau_R + 2/\tau_{\text{el}})^{-1} \) is the relaxation time for intervalley scatterings. \( I \) is moment of inertia per unit fluid mass. In the following analysis, we assume that the fluid is incompressible: \( \nabla \cdot u = 0 \), the above continuity equations become as follows:

\[
\begin{align*}
\frac{D\rho}{Dt} &= 0, \quad \text{(S.81a)} \\
\rho \frac{Du}{Dt} &= (\eta + \eta_r) \Delta u + 2\eta_r \nabla \times \omega - enE - \frac{\rho u}{\tau_R}, \quad \text{(S.81b)} \\
\rho I \frac{D\omega_z}{Dt} &= 2\eta_r [\nabla \times u]_z - 2\omega_z - \rho I \frac{\omega_z}{\tau_{\text{inter}}}. \quad \text{(S.81c)}
\end{align*}
\]

Here, we have introduced the convective derivative: \( D/Dt \equiv \partial/\partial t + (u \cdot \nabla) \).

VALLEY HYDRODYNAMIC GENERATION

In this section, we apply electric fields along the \( x \)-direction and consider the Poiseuille flow in gapped graphene with finite width \( w \) in the \( y \)-direction.

I. DC valley current

We first consider a steady state under DC electric fields. In steady states, we set \( D/Dt = 0 \) and obtain

\[ \omega = \frac{\tau_{\text{eff}}}{\tau_r} \nabla \times u, \quad \left( \nu + \nu_r \frac{\tau_r}{\tau_r + \tau_{\text{inter}}} \right) \Delta u = \frac{enE}{\rho} + \frac{u}{\tau_R}, \]

where \( \nu_r = \eta_r/\rho \) is the kinematic (rotational) viscosity, \( \tau_r = 4\nu_r/I \) and \( \tau_{\text{eff}} = (1/\tau_r + 1/\tau_{\text{inter}}) \) are the rotational and the effective relaxation times. We assume that the velocity field \( u(r) \) has only \( x \) component and \( u_x \) varies in the \( y \)-direction. This assumption does not violate the incompressible condition: \( \nabla \cdot u = 0 \). Under this assumption, we obtain a differential equation as follows:

\[ \left[ 1 - \ell^2 \frac{d^2}{dy^2} \right] u_x(y) = -\frac{enE}{\rho}, \]
where $\ell = \sqrt{\left(\nu + \nu_r \frac{\tau_r}{\tau + \tau_{\text{inter}}}\right) \tau_R}$ is a characteristic length that determines the scale of viscous effects. Taking no-slip boundary conditions $u_x(\pm w/2) = 0$, the differential equation gives the following solution

$$u_x(y) = -\frac{en\tau_R}{\rho} \left[ 1 - \frac{\cosh(y/\ell)}{\cosh(w/2\ell)} \right] E. \quad (S.82)$$

The microrotation $\omega_z$ corresponds to the vorticity $(\nabla \times \mathbf{u})_z/2$ and calculated as

$$\omega_z = -\frac{1}{2} \frac{\tau_{\text{eff}}}{\tau_r} \frac{\partial u_x(y)}{\partial y} = -\frac{en\tau_R \tau_{\text{eff}}}{2\rho \ell} \frac{\sinh(y/\ell)}{\tau_r \cosh(w/2\ell)} E. \quad (S.83)$$

Therefore, we obtain the valley polarization and the nonlinear longitudinal valley current respectively:

$$P_v(y) = h\omega_z(y) D(\mu) = -\frac{hD(\mu)}{2\ell} \frac{en\tau_R \tau_{\text{eff}}}{\rho \tau_r} \frac{\sinh(y/\ell)}{\cosh(w/2\ell)} E, \quad (S.84a)$$

$$f_{v,||}(y) = P_v(y)u_x(y) = -\frac{hD(\mu)}{2\ell} \left( \frac{en\tau_R}{\rho} \right)^2 \frac{\tau_{\text{eff}} \sinh(y/\ell)}{\tau_r \cosh(w/2\ell)} \left[ 1 - \frac{\cosh(y/\ell)}{\cosh(w/2\ell)} \right]. \quad (S.84b)$$

Notably, these results indicate that the rotational viscosity $\nu_r$ is necessary for realizing the longitudinal valley current.

II. AC valley current

We assume that deviations of the local thermodynamic parameters from their equilibrium values are small to justify the use of linearized hydrodynamic equations. The AC valley current is obtained by looking for a solution in the form of plane waves, i.e., $E = \text{Re}[\hat{E} e^{-i\Omega t}]$ together with similar expressions for other oscillating variables: $n(r, t) = n_0 + \text{Re}[\hat{n}(r)e^{-i\Omega t}]$, $\rho(r, t) = \rho_0 + \text{Re}[\hat{\rho}(r)e^{-i\Omega t}]$, $u(r, t) = \text{Re}[\hat{u}(r)e^{-i\Omega t}]$, and $\omega_z(r, t) = \text{Re}[\hat{\omega}_z(r)e^{-i\Omega t}]$. Substituting these variables into the incompressible hydrodynamic equations, we obtain

$$-i\Omega \hat{\rho} = 0, \quad (S.85a)$$

$$-i\Omega \hat{\mathbf{u}} = (\nu + \nu_r)\Delta \hat{\mathbf{u}} + 2\nu_r \nabla \times \hat{\mathbf{u}} - \frac{en_0 \hat{E}}{\rho_0} - \frac{\hat{\mathbf{u}}}{\tau_R}, \quad (S.85b)$$

$$-i\Omega \hat{\omega}_z = \frac{1}{\tau_r} \left[ \frac{1}{2} \left( \nabla \times \hat{\mathbf{u}} \right)_z - \hat{\omega}_z \right] - \frac{\hat{\omega}_z}{\tau_{\text{inter}}}. \quad (S.85c)$$

We calculate the microrotation from Eq.(S.85c) as

$$\hat{\omega}_z = \frac{1}{1 - i\Omega \tau_{\text{eff}}} \frac{\tau_{\text{eff}}}{\tau_r} \left( \nabla \times \hat{\mathbf{u}} \right)_z. \quad (S.86)$$

Substituting Eq.(S.86) into Eq.(S.85b), Eq.(S.85b) becomes

$$-i\Omega \hat{\mathbf{u}} = \left( \nu + \nu_r \frac{1 - i\Omega \tau_{\text{inter}}}{1 - i\Omega \tau_{\text{eff}}} \frac{\tau_r}{\tau_r + \tau_{\text{inter}}} \right) \Delta \hat{\mathbf{u}} - \frac{en_0 \hat{E}}{\rho_0} - \frac{\hat{\mathbf{u}}}{\tau_R},$$

where we have used the identity $\nabla \times (\nabla \times \mathbf{u}) = \nabla (\nabla \cdot \mathbf{u}) - \nabla^2 \mathbf{u} = -\nabla^2 \mathbf{u}$ under the incompressible condition: $\nabla \cdot \mathbf{u} = 0$. We obtain the similar differential equation to Eq.(S.82) as,

$$\left[ 1 - \hat{\ell}^2(\omega) \frac{d^2}{dy^2} \right] \hat{u}_x(y) = -\frac{en_0 \tau_R}{\rho_0} \frac{\hat{E}}{1 - i\Omega \tau_R},$$

where we have introduced the effective length $\hat{\ell}(\omega) \in \mathbb{C}$:

$$\hat{\ell}(\omega) \equiv \sqrt{\left( \nu + \nu_r \frac{1 - i\Omega \tau_{\text{inter}}}{1 - i\Omega \tau_{\text{eff}}} \frac{\tau_r}{\tau_r + \tau_{\text{inter}}} \right) \frac{\tau_R}{1 - i\Omega \tau_R}}. \quad (S.87)$$
This differential equation can be solved in a similar way to the case of DC electric fields,

\[
\tilde{u}_x(y, \omega) = -\frac{en_0 \tau_R}{\rho_0} \frac{\tilde{E}}{1 - i \Omega \tau_R} \left[ 1 - \frac{\cosh(y/\ell)}{\cosh(w/2\ell)} \right] = \frac{u_x(y)|_{\ell \to \ell(i\omega)}}{1 - i \Omega \tau_R}.
\]  

(S.88)

Then, the microrotation is also calculated as,

\[
\tilde{\omega}_x(y, \omega) = -\frac{1}{1 - i \Omega \tau_{\text{eff}}} \frac{\tau_{\text{eff}}}{\tau_r} \frac{1}{2} \frac{\partial \tilde{u}_x(y)}{\partial y} = -\frac{1}{1 - i \Omega \tau_{\text{eff}}} \frac{\tau_{\text{eff}}}{\tau_r} \frac{en_0 \tau_R}{2 \rho_0 \ell} \frac{\tilde{E}}{1 - i \Omega \tau_R} \frac{\sinh(y/\ell)}{\cosh(w/2\ell)} = \frac{\omega_x(y)|_{\ell \to \ell(i\omega)}}{(1 - i \Omega \tau_{\text{eff}})(1 - i \Omega \tau_r)}.
\]  

(S.89)

Therefore, the AC longitudinal valley current is given by,

\[
j_{v,\parallel}^{\text{AC}}(y, t) = P_v(y, t)u_x(y, t) \propto \text{Re}[\tilde{\omega}_x(y, \omega) e^{-i\Omega t}] \text{Re}[\tilde{u}_x(y, \omega) e^{-i\Omega t}]
\]

\[
= \frac{1}{4} (\tilde{\omega}_x \tilde{u}_x^* + \text{c.c.}) + \frac{1}{4} (\tilde{\omega}_x \tilde{u}_x e^{-2i\Omega t} + \text{c.c.})
\]

\[
= \frac{1}{2} \text{Re}[\tilde{\omega}_x \tilde{u}_x^*] + \frac{1}{2} \text{Re}[\tilde{\omega}_x \tilde{u}_x e^{-2i\Omega t}].
\]

As can be seen, the nonlinear longitudinal valley current has two components correspond to the valley counterparts of the rectification and the second harmonic generation:

\[
j_{v,\parallel}^{\text{AC}}(y, t) = j_{v,\parallel}^{0}(y) + j_{v,\parallel}^{2\Omega}(y, t),
\]

\[
j_{v,\parallel}^{0}(y) \propto \frac{1}{2} \text{Re}[\tilde{\omega}_x \tilde{u}_x^*],
\]

\[
j_{v,\parallel}^{2\Omega}(y, t) \propto \frac{1}{2} \text{Re}[\tilde{\omega}_x \tilde{u}_x e^{-2i\Omega t}].
\]

(S.90)

**CIRCULAR PHOTOVALLEY GENERATION**

Finally, we consider bulk systems with normally-incident circularly polarized light (CPL). CPL with the electric component \(E(t) = E_0(\cos \Omega t, \xi \sin \Omega t)\) induces a circular motion of electrons, which in turn generates a DC orbital magnetization,

\[
M_{\text{orb}}^z = -\frac{n e^3}{4 m^2 \Omega^3} \xi E_0^2 = -\text{sgn}(\mu) e^2 c \frac{\epsilon^2}{\hbar^2} \frac{\alpha^2 t^2}{2 \pi (i \Omega)^3} \left( \frac{\mu^2 - \Delta^2/4}{\Delta^2/4} \right) \xi E_0^2 \theta(|\mu| - \Delta/2),
\]

where the different chirality indices \(\xi = \pm 1\) correspond to the clockwise/counterclockwise circular polarizations and \(\theta(x)\) denotes the Heaviside step function. This phenomenon is known as the inverse Faraday effect owing to the fact that CPL has a spin angular momentum defined as

\[
S = \frac{1}{4 \Omega} \text{Im}[\epsilon_0 E^* \times \vec{E} + \mu_0 \vec{H}^* \times \vec{H}],
\]

(S.92)

where \(\epsilon_0\) and \(\mu_0\) are the dielectric permittivity and the permeability of vacuum. When the electromagnetic fields propagate through a vacuum, the electric and the magnetic components have the same contribution to Eq. (S.92), therefore, the spin angular momentum of CPL can be effectively described only by electric fields:

\[
S = \frac{1}{2 \Omega} \text{Im}[\epsilon_0 \tilde{E}^* \times \tilde{E}] = \frac{\epsilon_0}{2 \Omega} \xi E_0^2 \tilde{z}.
\]

As a result, the CPL-induced orbital magnetization can be rewritten in terms of the spin angular momentum as,

\[
M_{\text{orb}}^z = -\frac{n e^3}{2 \epsilon_0 m^2 \Omega^2} S^z.
\]

On the other hand, our hydrodynamic theory reveals that the orbital magnetization is described as,

\[
M_{\text{orb}}(r, t) = \hbar \omega_z \sum_{\alpha, \tau} \tau \int dp \left\{ m_{\alpha \tau} \left( -\frac{\partial f_0(\epsilon_{\alpha \tau})}{\partial \epsilon} \right) + \frac{e}{\hbar} \Omega_{\alpha \tau} f_0(\epsilon_{\alpha \tau}) \right\} = -\frac{e}{2 \pi} \omega_z \theta(|\mu| - \Delta/2).
\]

(S.93)
Comparing Eq. (S.91) with Eq. (S.93), the inverse Faraday effect can be regarded as a direct transfer mechanism of angular momentum from CPL to the microrotation:

$$\omega^\text{inject}_z = \text{sgn}(\mu) \frac{e^2 \sigma^2}{4\pi} \left( \frac{\mu^2 - \Delta^2/4}{\Delta^2/4} \right) \xi E_0^2. \tag{S.94}$$

We are now ready to discuss the generation of a valley polarization by CPL. In the following analysis, we outline how to obtain a DC nonlinear valley polarization. We start from the hydrodynamic equations with an external angular momentum injection term stems from the inverse Faraday effect:

$$\begin{align*}
\frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{u} &= (\nu + \nu_r) \nabla^2 \mathbf{u} + 2\nu_r \mathbf{\nabla} \times \mathbf{\omega} - \frac{enE}{\rho} - \frac{\mathbf{u}}{\tau_R}, \tag{S.95a} \\
\frac{\partial \mathbf{\omega}_z}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{\omega}_z &= \frac{1}{\tau_r} \left[ \frac{\mathbf{\nabla} \times \mathbf{u} \times \mathbf{\omega}_z}{2} - \mathbf{\omega}_z \right] - \frac{\mathbf{\omega}_z}{\tau_{\text{inter}}} + g \text{Im}[\mathbf{\bar{E}}^* \times \mathbf{\bar{E}}]_z. \tag{S.95b}
\end{align*}$$

The phenomenologically-introduced term $g \text{Im}[\mathbf{\bar{E}}^* \times \mathbf{\bar{E}}]_z = g \xi E_0^2$ is the second order in electric fields. In order to solve the nonlinear equations analytically, we first expand the velocity fields and the microrotation in series up to the second order in electric fields,

$$\mathbf{u} = \mathbf{u}^{(0)} + \mathbf{u}^{(1)} + \mathbf{u}^{(2)}, \quad \mathbf{\omega}_z = \mathbf{\omega}_z^{(0)} + \mathbf{\omega}_z^{(1)} + \mathbf{\omega}_z^{(2)}, \quad \mathbf{u}^{(n)}, \mathbf{\omega}_z^{(n)} = O(E_0^n), \quad n \in \mathbb{Z}_{\geq 0}$$

where the subscript $(n)$ denotes the order of electric fields. Furthermore, we write the solutions in Fourier components as

$$\begin{align*}
\mathbf{u}^{(0)} &= \text{Re}[\tilde{\mathbf{u}}^{(0;0)}], \\
\mathbf{u}^{(1)} &= \text{Re}[\tilde{\mathbf{u}}^{(1;1)} e^{-i\Omega t}], \\
\mathbf{u}^{(2)} &= \text{Re}[\tilde{\mathbf{u}}^{(2;0)} + \tilde{\mathbf{u}}^{(2;2)} e^{-2i\Omega t}], \\
\mathbf{\omega}_z^{(0)} &= \text{Re}[\tilde{\mathbf{\omega}}_z^{(0;0)}], \\
\mathbf{\omega}_z^{(1)} &= \text{Re}[\tilde{\mathbf{\omega}}_z^{(1;1)} e^{-i\Omega t}], \\
\mathbf{\omega}_z^{(2)} &= \text{Re}[\tilde{\mathbf{\omega}}_z^{(2;0)} + \tilde{\mathbf{\omega}}_z^{(2;2)} e^{-2i\Omega t}].
\end{align*}$$

Here, we should note that the second order terms include the DC and the second harmonic components. Substituting the solutions into Eqs. (S.95), we obtain the following equations,

$$\begin{align*}
\frac{\partial}{\partial t} \left( \mathbf{u}^{(1)} + \mathbf{u}^{(2)} \right) + \left\{ \left( \mathbf{u}^{(0)} + \mathbf{u}^{(1)} + \mathbf{u}^{(2)} \right) \cdot \nabla \right\} \left( \mathbf{u}^{(0)} + \mathbf{u}^{(1)} + \mathbf{u}^{(2)} \right) \\
= (\nu + \nu_r) \nabla^2 \left( \mathbf{u}^{(0)} + \mathbf{u}^{(1)} + \mathbf{u}^{(2)} \right) + 2\nu_r \nabla \times \left( \mathbf{\omega}_z^{(0)} + \mathbf{\omega}_z^{(1)} + \mathbf{\omega}_z^{(2)} \right) - \frac{enE}{\rho} - \frac{1}{\tau_R} \left( \mathbf{u}^{(0)} + \mathbf{u}^{(1)} + \mathbf{u}^{(2)} \right),
\end{align*}$$

$$\begin{align*}
\frac{\partial}{\partial t} \left( \mathbf{\omega}_z^{(1)} + \mathbf{\omega}_z^{(2)} \right) + \left\{ \left( \mathbf{u}^{(0)} + \mathbf{u}^{(1)} + \mathbf{u}^{(2)} \right) \cdot \nabla \right\} \left( \mathbf{\omega}_z^{(0)} + \mathbf{\omega}_z^{(1)} + \mathbf{\omega}_z^{(2)} \right) \\
= \frac{1}{\tau_r} \left[ \frac{\mathbf{\nabla} \times \left( \mathbf{u}^{(0)} + \mathbf{u}^{(1)} + \mathbf{u}^{(2)} \right)}{2} - \left( \mathbf{\omega}_z^{(0)} + \mathbf{\omega}_z^{(1)} + \mathbf{\omega}_z^{(2)} \right) \right] - \frac{1}{\tau_{\text{inter}}} \left( \mathbf{\omega}_z^{(0)} + \mathbf{\omega}_z^{(1)} + \mathbf{\omega}_z^{(2)} \right) + g \text{Im}[\mathbf{\bar{E}}^* \times \mathbf{\bar{E}}]_z.
\end{align*}$$

In order to obtain the solutions, we decompose the equations according to the order of electric fields.

- **Zeroth order in electric fields**

  The zeroth order equations are given by,

  $$\begin{align*}
  \left( \mathbf{u}^{(0)} \cdot \nabla \right) \mathbf{u}^{(0)} &= (\nu + \nu_r) \nabla^2 \mathbf{u}^{(0)} + 2\nu_r \nabla \times \mathbf{\omega}^{(0)} - \frac{\mathbf{u}^{(0)}}{\tau_R}, \\
  \left( \mathbf{u}^{(0)} \cdot \nabla \right) \mathbf{\omega}_z^{(0)} &= \frac{1}{\tau_r} \left[ \frac{\mathbf{\nabla} \times \mathbf{u}^{(0)}}{2} \right] - \frac{\mathbf{\omega}_z^{(0)}}{\tau_{\text{inter}}}.
  \end{align*}$$

Remembering that we have considered bulk systems, the spatial dependence of the velocity fields and the microrotation are introduced only by the non-uniformity of external electric fields. Therefore, in the zeroth order, we obtain trivial solutions:

$$\mathbf{u}^{(0)} = 0, \quad \mathbf{\omega}_z^{(0)} = 0. \tag{S.96}$$

These results indicate that the fluid velocity and the microrotation are absent in equilibrium.
• First order in electric fields

The first order equations are given by,

\[
\frac{\partial}{\partial t} u^{(1)} = (\nu + \nu_r) \nabla^2 u^{(1)} + 2\nu_r \nabla \times \omega^{(1)} - \frac{enE}{\rho} - \frac{u^{(1)}}{\tau_R},
\]
\[
\frac{\partial}{\partial t} \omega_z^{(1)} = \frac{1}{\tau_r} \left( \frac{\nabla \times u^{(1)}}{2} - \omega_z^{(1)} \right) - \frac{\omega_z^{(1)}}{\tau_{\text{inter}}},
\]

Here, we have used the obtained results in the above discussion: \( u^{(0)} = \omega_z^{(0)} = 0 \). Normally-incident light on 2D bulk systems does not introduce the in-plane spatial dependence of the velocity fields and the microrotation. Therefore, the above equations are rewritten as,

\[
-i\Omega \tilde{u}^{(1;1)} = -\frac{en\tilde{E}}{\rho} - \frac{\tilde{u}^{(1;1)}}{\tau_r},
\]
\[
-i\Omega \tilde{\omega}_z^{(1;1)} = -\frac{\tilde{\omega}_z^{(1;1)}}{\tau_r} - \frac{\tilde{\omega}_z^{(1;1)}}{\tau_{\text{inter}}},
\]

To this end, we obtain the solutions as,

\[
\tilde{u}^{(1;1)} = -\frac{en\tau_R}{1 - i\Omega\tau_R} \tilde{E},
\]
\[
\tilde{\omega}_z^{(1;1)} = 0.
\]

(S.97)

• Second order in electric fields

The second order equations are given by,

\[
\frac{\partial}{\partial t} u^{(2)} = (\nu + \nu_r) \nabla^2 u^{(2)} + 2\nu_r \nabla \times \omega^{(2)} - \frac{u^{(2)}}{\tau_R},
\]
\[
\frac{\partial}{\partial t} \omega_z^{(2)} = \frac{1}{\tau_r} \left( \frac{\nabla \times u^{(2)}}{2} - \omega_z^{(2)} \right) - \frac{\omega_z^{(2)}}{\tau_{\text{inter}}} + g \text{Im}[\tilde{E}^* \times \tilde{E}]_z,
\]

where we have used the results that \( u^{(1)} \) has no dependence on space and \( \omega_z^{(1)} = 0 \). Performing similar procedures, we rewrite the above equations as,

\[
-2i\Omega \tilde{u}^{(2;2)} e^{-2i\omega t} = -\frac{\tilde{u}^{(2;0)}}{\tau_R} - \frac{\tilde{u}^{(2;2)}}{\tau_r} e^{-2i\omega t},
\]
\[
-2i\Omega \tilde{\omega}_z^{(2;2)} e^{-2i\omega t} = -\frac{\tilde{\omega}_z^{(2;0)}}{\tau_r} - \frac{\tilde{\omega}_z^{(2;2)}}{\tau_{\text{inter}}} e^{-2i\omega t} + g \text{Im}[\tilde{E}^* \times \tilde{E}]_z.
\]

Notably, the optical pumping term \( g \text{Im}[\tilde{E}^* \times \tilde{E}] \) is independent of time. Therefore, we obtain the solutions for the second order as follows,

\[
\tilde{u}^{(2;0)} = 0, \quad \tilde{\omega}_z^{(2;0)} = \tau_{\text{eff}} g \text{Im}[\tilde{E}^* \times \tilde{E}]_z,
\]
\[
\tilde{u}^{(2;2)} = 0, \quad \tilde{\omega}_z^{(2;2)} = 0.
\]

(S.98a)
DETAILED CALCULATION

We list the detailed analytical calculations for the transport coefficients in the following,

\[ D_\alpha(\epsilon) = \int [dk] \delta(\epsilon - \epsilon_{\alpha \tau}(k)) = \frac{|\epsilon|}{2\pi a^2 t^2} \theta(\alpha \epsilon - \Delta/2), \]  
\[ D(\mu) = \sum_{\alpha, \tau} D_\alpha(\mu) = \frac{1}{\pi a^2 t^2} \theta(|\mu| - \Delta/2), \]  
\[ n = \int \sum_{\alpha, \tau} [dk] f_0(\epsilon_{\alpha \tau}) = \frac{\text{sgn}(\mu)}{\pi} \frac{1}{2a^2 t^2} (\mu^2 - \Delta^2/4) \theta(|\mu| - \Delta/2), \]  
\[ \rho(r, t) = m^* \sum_{\alpha, \tau} \alpha \int [dq] f_0(\epsilon_{\alpha \tau}) = m^* \frac{1}{\pi} a^2 t^2 (\mu^2 - \Delta^2/4) \theta(|\mu| - \Delta/2), \]  
\[ \sum_{n, \tau} \tau \int [dq] \Omega^z_{\alpha \tau}(q) f_0(\epsilon_{\alpha \tau}(q)) = -\frac{\Delta}{4\pi} \left[ \frac{1}{\Delta/2} \theta(|\mu| - \Delta/2) - \frac{1}{|\mu|} \theta(|\mu| - \Delta/2) \right], \]  
\[ \sum_{\alpha, \tau} \tau \int [dk] m^z_{\alpha \tau} \left( -\frac{\partial f_0}{\partial \epsilon} \right) = -e \frac{\Delta}{4\pi \hbar} \theta(|\mu| - \Delta/2), \]  
\[ M^z_{\text{orb}} = -\frac{e}{2\pi} \omega_z \theta(|\mu| - \Delta/2). \]