On the minimality of Keplerian arcs with fixed negative energy
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Abstract
We revisit a classical result by Jacobi [14] on the local minimality, as critical points of the corresponding energy functional, of fixed-energy solutions of the Kepler equation joining two distinct points with the same distance from the origin. Our proof relies on the Morse index theorem, together with a characterization of the conjugate points as points of geodesic bifurcation.

1 Introduction
Variational methods have proved to be a powerful tool in constructing solutions to various equations of Celestial Mechanics (see, among many others, [2, 4, 5, 6, 7, 8, 9, 17, 22, 23, 26] and the references therein). Within this approach, as a matter of fact, a key role is played by the Kepler equation
\[ \ddot{q}(t) = -\frac{q(t)}{|q(t)|^3}, \quad q \in \mathbb{R}^2 \setminus \{0\}, \] (1)
to which one is typically led, via blow-up analysis or comparison arguments. Therefore, a solid knowledge of the variational properties of Keplerian orbits is often necessary.

In this paper, we are concerned with Keplerian orbits with energy \( h < 0 \) joining two points with the same distance from the origin. Precisely, we deal with the fixed-energy problem

\[
\begin{aligned}
\ddot{q}(t) &= -\frac{q(t)}{|q(t)|^3}, \quad \forall t \in (-\omega', \omega'), \\
q(-\omega') &= p', \quad q(\omega') = q', \\
\frac{1}{2} |q(t)|^2 - \frac{1}{|q(t)|} &= h, \quad \forall t \in [-\omega', \omega'],
\end{aligned}
\] (2)
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where \( p', q' \in \mathbb{R}^2 \setminus \{0\} \), with \( |p'| = |q'| = R' \) and \( p' \neq q' \). The energy \( h < 0 \) is fixed (\( \omega' > 0 \) is unprescribed). Notice that solutions of this problem (if any) have trajectories which lie on Keplerian ellipses (with energy \( h \)): in particular, they always appear in pairs, since any ellipse gives rise to two distinct arcs (one with positive angular momentum, one with negative angular momentum). Preliminary, in Section 2 we recover existence, multiplicity and mutual positions of these Keplerian arcs, through a completely elementary geometrical analysis.

From a variational point of view, solutions of problem (2) can be interpreted as geodesic arcs in the punctured plane, when endowed with the Riemannian metric \( g(q) = \left( \frac{1}{|q|} + h \right) \langle \cdot, \cdot \rangle \) where \( \langle \cdot, \cdot \rangle \) is the Euclidean product in \( \mathbb{R}^2 \). This is the content of the well known Maupertuis-Jacobi principle: solutions to (2) correspond - after a suitable reparametrization - to critical points of the so-called energy functional

\[
E_h(q) = \int_0^1 |\dot{q}(t)|^2 \left( \frac{1}{|q(t)|} + h \right) dt,
\]

(see Proposition 3.1). It is therefore natural to investigate minimality properties of such Keplerian geodesics. A first answer to this problem was already given by Jacobi in 1837 in the paper [14]; later Todhunter translated Jacobi’s work in [24] (see section 226) and Winter synthesized it in his book [25] (sections from 247 to 254). These authors developed a geometrical analysis based on localization of conjugate points on Keplerian geodesics (see also the more recent book by Gutzwiller [12], section 2.5).

The aim of our paper is to revisit from a more modern perspective these classical results. In particular, a key role in our proof is played by a characterization of conjugate points as points of geodesic bifurcation, according to the theory recently developed in [20]. For the reader’s convenience, a brief recap on these arguments is provided in the final Appendix. A precise statement of our main result is given in Section 3 (see Theorem 3.3), where a complete description of the minimality of Keplerian arcs, depending on the angular momentum and on their mutual position, is provided.

A complementary result for the case \( h > 0 \) has been proposed recently by Montgomery in [18].

Let us finally mention that a whole Keplerian ellipse, when regarded as a closed geodesic for the corresponding energy functional, is not a local minimizer. This is in striking contrast with the celebrated paper [11] by Gordon, characterizing, for any given \( T > 0 \), the Keplerian ellipses of minimal period \( T \) as minima of the action functional

\[
A_T(q) = \int_0^T \left( \frac{1}{2} |\dot{q}(t)|^2 + \frac{1}{|q(t)|} \right) dt
\]

on the set of non-contractible \( H^1 \)-loops in the punctured plane (see, for instance, [3, 13, 15] and the references therein for some other contributions on this line of research).

## 2 The existence and multiplicity result

We first observe that through the scaling

\[
x(t) = |h| q \left( \frac{t}{|h|^{3/2} \omega'} \right), \quad t \in [-|h|^{3/2} \omega', |h|^{3/2} \omega'],
\]
Theorem 2.1. The following hold true:

Moreover, we denote by \( 2/ \) of solutions of (3) changes according if the end-points belong to \( B \) where \( B = \) the ball of Hill’s region the so-called in the set we will focus on problem (3).

We then have the following result.

In order to state the existence result, for every solution \( x \) of (3) we need to introduce the (conserved) angular momentum \( x \wedge \dot{x} \): using polar coordinates centered at the origin of the plane of motion, \( x = re^{i\phi} \) (with \( r > 0 \)), it writes as

\[
c_x e^{i\phi} \wedge ie^{i\phi},
\]

where \( c_x = r^2 \phi \). Non-collision orbits connecting \( p \) and \( q \) can be classified according to the sign of \( c_x \): to this end we introduce the sets

\[
C^+ = \{ x \in C^2([-\omega, \omega] \setminus \{0\}) : c_x > 0 \}, \quad C^- = \{ x \in C^2([-\omega, \omega] \setminus \{0\}) : c_x < 0 \}.
\]

Moreover, we denote by \( 2\phi_0 \in (0, 2\pi) \) the counterclockwise angle between \( 0p \) and \( 0q \).

We then have the following result.

Theorem 2.1. The following hold true:

(i) if \( |p| = |q| < 1/2 \), then for every \( \phi_0 \in (0, \pi) \) there exist four solutions \( x_{\text{int}}^\pm \) and \( x_{\text{ext}}^\pm \) of (3) such that

- \( x_{\text{int}}^\pm \in C^\pm \) and \( x_{\text{ext}}^\pm \in C^\pm \),
- \( |x_{\text{int}}^+(t)| < |p| \) and \( |x_{\text{ext}}^+(t)| > |p| \), for every \( t \in (-\omega, \omega) \);

(ii) if \( |p| = |q| = 1/2 \), then for every \( \phi_0 \in (0, \pi) \setminus \{\pi/2\} \) there exist four solutions \( x^\pm \), \( x_{\text{int}}^\pm \) and \( x_{\text{ext}}^\pm \) of (3) such that

- \( x^\pm \in C^\pm \); \( x_{\text{int}}^\pm \in C^- \) if \( \phi_0 \in (0, \pi/2) \), \( x_{\text{ext}}^\pm \in C^- \), \( x_{\text{int}}^\pm \in C^+ \) if \( \phi_0 \in (\pi/2, \pi) \),
- \( |x^+(t)| = |p| \), \( |x_{\text{int}}^+(t)| < |p| \), \( |x_{\text{ext}}^+(t)| > |p| \), for every \( t \in (-\omega, \omega) \);

if \( \phi_0 = \pi/2 \) there exist two solutions \( x^\pm \in C^\pm \) such that \( |x^+(t)| = |p| \), for every \( t \in (-\omega, \omega) \);

(iii) if \( 1/2 < |p| = |q| < 1 \), then (3) admits solutions only if \( \phi_0 \in \left(0, \arcsin \frac{1}{|p|}\right) \cup \left(\pi - \arcsin \frac{1}{|p|}, \pi\right)\).

Moreover: if \( \phi_0 \in \left(0, \arcsin \frac{1}{|p|}\right) \), there exist four solutions \( x_{\text{int},1}^\pm, x_{\text{int},2}^\pm, x_{\text{ext},1}^\pm \) and \( x_{\text{ext},2}^\pm \) of (3) such that
- $x_{\text{int},i} \in C^-$ and $x_{\text{ext},i}^+ \in C^+$, $i = 1, 2$,
- $|x_{\text{int},i}(t)| < |p|$ and $|x_{\text{ext},i}^+(t)| > |p|$, for every $t \in (-\omega, \omega)$, $i = 1, 2$,
- $|x_{\text{ext},1}(0)| < |x_{\text{ext},2}(0)|$ and $|x_{\text{int},1}(0)| > |x_{\text{int},2}(0)|$;

if $\phi_0 \in \left(\pi - \arcsin \frac{|p|}{|q|}, \pi\right)$, there exist four solutions $x_{\text{int},1}^+, x_{\text{int},2}^+, x_{\text{ext},1}^-$ and $x_{\text{ext},2}^-$ of (3) such that
- $x_{\text{int},i}^+ \in C^+$ and $x_{\text{ext},i}^- \in C^-$, $i = 1, 2$,
- $|x_{\text{int},i}^+(t)| < |p|$ and $|x_{\text{ext},i}^-(t)| > |p|$, for every $t \in (-\omega, \omega)$, $i = 1, 2$,
- $|x_{\text{ext},1}(0)| < |x_{\text{ext},2}(0)|$ and $|x_{\text{int},1}(0)| > |x_{\text{int},2}(0)|$.

**Remark 2.2.** As it will be clear from the proof, the solutions given in Theorem 2.1 are the only self-intersection free solutions of (3).

A picture of the trajectories of the solutions to (3) in the three cases is drawn in Figures 1, 2 and 3.

Figure 1: The four trajectories in the case $|p| = |q| < 1/2$, as described in Theorem 2.1 (i): two of them, $x_{\text{int}}^\pm$, lie inside the circle of radius $|p|$ and have opposite angular momentum; the other two, $x_{\text{ext}}^\pm$, still with opposite angular momentum, lie outside the circle of radius $|p|$. Notice that such trajectories exist for any choice of $p \in \partial B_{|p|}$.

Figure 2: The four trajectories in the case $|p| = |q| = 1/2$, as described in Theorem 2.1 (ii): here one of the Keplerian ellipses is just the circumference $\partial B_{1/2}$, giving rise to the solutions $x^\pm$; the other two solutions are denoted by $x_{\text{int}}^\pm$ and $x_{\text{ext}}^\pm$, lying inside and outside the circle of radius 1/2, respectively. Let us note that if $p$ and $q$ are antipodal, the picture degenerates and only two solutions exist: roughly, $x_{\text{int}}^+ = x^-$ and $x_{\text{ext}}^+ = x^+$. 
The four trajectories in the case $|p| = |q| \in (1/2, 1)$, as described in Theorem 2.1 (iii). Notice that, differently from the case (i), the two solutions lying outside the circle of radius $|p|$ have the same angular momentum; the same is true for the solutions lying inside the circle. In order to label them, we further need to distinguish the case $\phi_0 \in (0, \arcsin \frac{1}{|p|})$ and $\phi_0 \in \left(\pi - \arcsin \frac{1}{|p|}, \pi\right)$: in the first one (on the left), external (resp., internal) solutions have positive (resp., negative) angular momentum, in the second one (on the right), the picture is reversed. When $\phi_0 \in \left[\arcsin \frac{1}{|p|}, \pi - \arcsin \frac{1}{|p|}\right]$, solutions do not exist at all.

The proof of Theorem 2.1 relies on a purely geometrical argument, based on the well-known fact (see, for instance, [10, 19]) that the trajectories of solutions of (3) lie on ellipses with one focus at the origin and major axis of length 1; using polar coordinates $(r, \phi)$, such kind of ellipses can be parametrized as

$$r = \frac{0.5(1 - e^2)}{1 + e \cos(\phi + \phi')}, \quad \phi \in [0, 2\pi],$$

where $e$ denotes the eccentricity of the ellipse and $(\cos \phi', \sin \phi')$ is the opposite of the direction of the vector connecting the origin and the second focus of the ellipse, see Figure 4.

Due to rotational invariance of the problem, it is not restrictive to assume that the fixed end-points are symmetric with respect to the $x$-axis and that the starting point $p$ belongs to the lower half-plane; as a consequence the admissible values for $\phi'$ in (5) are $\phi' = 0$ or $\phi' = \pi$, corresponding to an ellipse with second focus on the negative or positive $x$-semiaxis, respectively.
Therefore, the admissible equations of the trajectories are

\[ r = \frac{0.5(1 - e^2)}{1 + e \cos \phi}, \quad \phi \in [0, 2\pi], \] (6)

and

\[ r = \frac{0.5(1 - e^2)}{1 - e \cos \phi}, \quad \phi \in [0, 2\pi]. \] (7)

With this in mind, we can give the proof of Theorem 2.1.

**Proof of Theorem 2.1** We distinguish the three cases.

(i) Assume that \(|p| = |q| < 1/2\) and \(\phi_0 \in (0, \pi)\). According to the previous discussion, we first need to prove that there exist two ellipses of the form (6) or (7) connecting \(p\) and \(q\); indeed, we show that there exists one ellipse having equation of the type (6) and one of the type (7) (cf. again Figure 1).

To this end, observing that, by the definition of \(\phi_0\), the polar coordinates of \(q\) are \(q = (|q|, \phi_0)\), it is immediate to check that an ellipse of the form (6) passes from \(q\) if and only if

\[ e = e_1 = -|q| \cos \phi_0 + \sqrt{|q|^2 \cos^2 \phi_0 + 1 - 2|q|}, \] (8)

while an ellipse of the form (7) passes from \(q\) if and only if

\[ e = e_2 = |q| \cos \phi_0 + \sqrt{|q|^2 \cos^2 \phi_0 + 1 - 2|q|}. \] (9)

We denote by \(E_1\) and \(E_2\) the ellipses of eccentricities (8) and (9), respectively; it it clear that the points \(p\) and \(q\) divide each ellipse in two arcs, which are trajectories of solutions of (3).

We conclude the proof in the case when \(\phi_0 \in (\pi/2, \pi)\), the other case being similar. Let us denote by \(x_{\text{ext}}\) the arc of \(E_1\) joining \(p\) and \(q\) in the clockwise sense; \(x_{\text{ext}}\) is the image of a solution of (3) which we still denote by \(x_{\text{ext}}\), with an abuse of notation. Analogously, let \(x_{\text{int}}^+\) be the arc of \(E_1\) joining \(p\) and \(q\) in the anticlockwise sense and let also \(x_{\text{int}}^+\) be the corresponding solution of (3).

We claim that functions \(x_{\text{ext}}^-\) and \(x_{\text{int}}^+\) satisfy the desired properties. Indeed, \(x_{\text{ext}}^- \in C^-\) and \(x_{\text{int}}^+ \in C^+\), by construction; moreover, recalling (6), \(x_{\text{ext}}^-\) can be parametrized as

\[ r(t) = \frac{0.5(1 - e^2)}{1 + e \cos \phi(t)}, \quad t \in [-\omega, \omega], \]

with \(\phi(t) \in [\phi_0, 2\pi - \phi_0]\), for every \(t \in [-\omega, \omega]\). Hence,

\[ \cos \phi(t) \leq \cos \phi_0, \quad \forall \ t \in [-\omega, \omega], \]

and then

\[ |x_{\text{ext}}^-(t)| = r(t) \geq \frac{0.5(1 - e^2)}{1 + e \cos \phi_0} = \frac{|p|}{1 + e \cos \phi_0}, \quad \forall \ t \in [-\omega, \omega]. \]

In an analogous way, recalling (7), \(x_{\text{int}}^+\) can be parametrized as

\[ r(t) = \frac{0.5(1 - e^2)}{1 + e \cos \phi(t)}, \quad t \in [-\omega, \omega], \]

with \(\phi(t) \in [-\phi_0, \phi_0]\), for every \(t \in [-\omega, \omega]\). Hence,

\[ \cos \phi(t) \geq \cos \phi_0, \quad \forall \ t \in [-\omega, \omega], \]
and then
\[ |x^+_{\text{int}}(t)| = r(t) \leq \frac{0.5(1 - e^2)}{1 + e \cos \phi_0} = |p|, \quad \forall \, t \in [-\omega, \omega]. \]

Arguing in a similar way with the ellipse \( E_2 \) it is possible to prove the existence of the other two solutions of (3) with the stated properties.

(ii) Assume now that \( |p| = |q| = 1/2 \) and \( \phi_0 \in (0, \pi) \). In this situation there exist the circular orbit \( r = 1/2 \) and an elliptic orbit of the type
\[ r = \frac{0.5(1 - e^2)}{1 + e \cos \phi}, \quad \phi \in [0, 2\pi], \tag{10} \]
with \( e = \cos \phi_0 \), if \( \phi_0 \in (0, \pi/2] \), and of the type
\[ r = \frac{0.5(1 - e^2)}{1 - e \cos \phi}, \quad \phi \in [0, 2\pi], \]
with \( e = -\cos \phi_0 \) if \( \phi_0 \in (\pi/2, \pi) \) (cf. Figure 2). An argument similar to the one developed in the previous case leads to the conclusion.

(iii) Assume now that \( 1/2 < |p| = |q| < 1 \); a simple geometrical argument shows that it is possible to join \( p \) and \( q \) with a Keplerian ellipse of major axis of length 1 if and only if
\[ |p| + |p| \sin \phi_0 < 1, \]
i.e.
\[ \sin \phi_0 < \frac{1 - |p|}{|p|}. \]
Let us remark that the right-side of the inequality is a quantity in \((0, 1)\), hence we indeed have a restriction on \( \phi_0 \). Under this condition, if \( \phi_0 \in (\pi - \arcsin \frac{1-|p|}{|p|}, \pi) \) there exist two elliptic orbits of the type
\[ r = \frac{0.5(1 - e^2)}{1 + e \cos \phi}, \quad \phi \in [0, 2\pi], \]
with \( e = -|p| \cos \phi_0 \pm \sqrt{|p|^2 \cos^2 \phi_0 + 1 - 2|p|} \). On the other hand, if \( \phi_0 \in (0, \arcsin \frac{1-|p|}{|p|}) \) there exist two elliptic orbits of the type
\[ r = \frac{0.5(1 - e^2)}{1 - e \cos \phi}, \quad \phi \in [0, 2\pi], \tag{11} \]
with \( e = |p| \cos \phi_0 \pm \sqrt{|p|^2 \cos^2 \phi_0 + 1 - 2|p|} \) (cf. Figure 3). The existence of the four solutions of (3) in the two situations follows from the existence of the Keplerian ellipses arguing as in the first case of the proof.

\[ \square \]

3 The variational characterization

Let us first clarify the variational formulation of the fixed-energy problem (3). Consider the Riemannian manifold \((\mathcal{H}, g)\), where \( \mathcal{H} \) is the Hill’s region defined in (4) and the Riemannian metric is given by
\[ g(x)[u, v] = \left( \frac{1}{|x|} - 1 \right) \langle u, v \rangle, \quad x \in \mathcal{H}, \, u, v \in \mathbb{R}^2, \]
where \( \langle \cdot, \cdot \rangle \) denotes the Euclidean product on \( \mathbb{R}^2 \). The following proposition, which is a version of the well-known Maupertuis-Jacobi principle, holds true.
Proposition 3.1. Let \( x : [-\omega, \omega] \to \mathbb{R}^2 \) be a solution of (3). Then, there exists a diffeomorphism \( t : [0, 1] \to [-\omega, \omega] \) such that the function
\[
\gamma(s) = x(t(s)), \quad s \in [0, 1],
\]
is a geodesic in the Riemannian manifold \((\mathcal{H}, g)\).

Sketch of the proof. Defining, for \( t \in [-\omega, \omega] \),
\[
s(t) = \frac{1}{S_x} \int_{-\omega}^{t} \left( \frac{1}{|x(\tau)|} - 1 \right) d\tau, \quad \text{where } S_x = \int_{-\omega}^{\omega} \left( \frac{1}{|x(\tau)|} - 1 \right) d\tau,
\]
and \( t(s) \) as the functional inverse of \( s(t) \), the conclusion follows from straightforward computations.

Remark 3.2. The converse of Proposition 3.1 also holds true: namely, any geodesic in \((\mathcal{H}, g)\) admits a reparameterization making it a solution of the Kepler equation with energy equal to \( h = -1 \). As a consequence, the images of geodesics in \((\mathcal{H}, g)\) are arcs of ellipses with one focus at the origin and major axis of length 1 (compare with (5)).

According to Proposition 4.2, a geodesic in the Riemannian manifold \((\mathcal{H}, g)\), \( \gamma \), is a critical point of the functional
\[
E(\gamma) = \int_0^1 |\dot{\gamma}(s)|^2 \left( \frac{1}{|\gamma(s)|} - 1 \right) ds
\]
on the Hilbert manifold of \( H^1 \)-paths \( \gamma : [0, 1] \to \mathcal{H} \) such that \( \gamma(0) = p \) and \( \gamma(1) = q \). The local minimality/non-minimality of the corresponding \( x \) as a solution of (3), as in Proposition 3.1, will thus be meant as the local minimality/non-minimality of the geodesic \( \gamma \) for the energy functional \( E \).

With this in mind, our result reads as follows.

Theorem 3.3. With reference to Theorem 2.1, the following hold true:

1. if \(|p| = |q| < 1/2\), the solutions \( x_{\text{int}}^\pm \) are local minimizers while the solutions \( x_{\text{ext}}^\pm \) are not local minimizers;

2. if \(|p| = |q| = 1/2\), then:
   - if \( \phi_0 \in (0, \pi/2) \) the solutions \( x^+ \) and \( x_{\text{int}} \) are local minimizers while the solutions \( x^- \) and \( x_{\text{ext}} \) are not local minimizers,
   - if \( \phi_0 \in (\pi/2, \pi) \) the solutions \( x^- \) and \( x_{\text{int}} \) are local minimizers while the solutions \( x^+ \) and \( x_{\text{ext}} \) are not local minimizers;

3. if \( 1/2 < |p| = |q| < 1 \), then:
   - if \( \phi_0 \in \left( 0, \arcsin \frac{1-|p|}{|p|} \right) \) the solutions \( x_{\text{ext},1}^+ \) and \( x_{\text{int},2}^- \) are local minimizers while the solutions \( x_{\text{ext},2}^+ \) and \( x_{\text{int},1}^- \) are not local minimizers,
   - if \( \phi_0 \in \left( \pi - \arcsin \frac{1+|p|}{|p|}, \pi \right) \) the solutions \( x_{\text{ext},1}^- \) and \( x_{\text{int},2}^+ \) are local minimizers while the solutions \( x_{\text{ext},2}^- \) and \( x_{\text{int},1}^+ \) are not local minimizers.
A visual explanation of Theorem 3.3 is given in the figure below: compared with Figures 1, 2 and 3, here the locally minimal solutions are painted in magenta color.

\[ \partial B_{1/2} \]

**Remark 3.4.** Notice that the case \(|p| = |q| = 1/2\) and \(\phi_0 = \pi/2\), giving rise to two semi-circular orbits, is left out from Theorem 3.3. Indeed, the arguments used in the proof of Theorem 3.3 show that both these solutions are degenerate: \(q\) is conjugate to \(p\) along the corresponding geodesic. Hence, they have zero Morse index, but we cannot decide if they are local minimizers or not.

The remaining part of this section is devoted to the proof of Theorem 3.3. For this, we will make use of the theory explained in the Appendix, based on geodesic bifurcation and the Morse index theorem.

**Remark 3.5.** It is worth mentioning that a slightly different variational formulation of the fixed-energy problem (3) is possible. Precisely, again up to a reparameterization \((\eta(s) = x(\tau(s)))\), solutions to (3) correspond to critical points of the Maupertuis-Jacobi functional

\[ J(\eta) = \int_0^1 (\dot{\eta}(s))^2 ds \int_0^1 \left( \frac{1}{|\eta(s)|} - 1 \right) ds, \]

see for instance [1]. This variational formulation has the advantage that the parameterization is made through an affine change of variables (differently from (12), which is nonlinear): hence, the functional \(J\) has a clearer cinematical interpretation with respect to the energy functional \(E\).
Also, when adopting tools of Nonlinear Analysis in order to prove the existence of critical points, using $J$ is often simpler. On the other hand, the energy functional $E$ has a neater geometrical meaning, since it is directly connected with the theory of geodesics in Riemannian manifolds: for this reason, we have chosen to deal with it. It is not difficult, however, to see that our result can be rephrased in terms of the Maupertuis-Jacobi functional $J$.

### 3.1 Antipodal points on ellipses

In this section we describe a preliminary geometrical property of ellipses which will play a key role in our arguments.

**Definition 3.6.** Let $\mathcal{E} \subset \mathbb{R}^2$ be an ellipse with one focus at the origin and let $f$ be the other focus of $\mathcal{E}$. Given $p \in \mathcal{E}$, we call antipodal point of $p$ the intersection point $p_f$ between the ellipse $\mathcal{E}$ and the straight line joining $p$ and $f$.

Note that, if $\mathcal{E}$ is a circumference, the point $p_f$ is simply the symmetric of $p$ with respect to the origin.

The result which we are going to prove is the following.

**Proposition 3.7.** Let $\mathcal{E} \subset \mathbb{R}^2$ be an ellipse with foci $0$ and $f = (x_f, 0)$ and major axis of length 1 and let $p \in \mathcal{E}$. Let $\{\mathcal{E}_n\}_{n \in \mathbb{N}} \subset \mathbb{R}^2$ be a sequence of ellipses, with $\mathcal{E}_n \neq \mathcal{E}$ for any $n$, satisfying the following conditions:

i) one focus of $\mathcal{E}_n$ is at the origin and the major axis has length 1,

ii) $p \in \mathcal{E}_n$,

iii) the other focus $f_n$ of $\mathcal{E}_n$ converges to $f$, as $n \to +\infty$.

Then, for any $n$, the ellipses $\mathcal{E}_n$ and $\mathcal{E}$ intersect in a unique point $p_n$ different from $p$, and $p_n \to p_f$ as $n \to +\infty$.

![Figure 5: A graphical explanation of Proposition 3.7](image)

Before giving the proof, we show below that a sequence of ellipses with the above properties actually exists and we obtain their polar equations. Preliminarily, we observe that, by symmetry, we can suppose that $p$ lies in the lower half-plane, that is, $p = r_0 e^{-i\phi_0}$ with $\phi_0 \in [0, \pi]$. 


Suppose first that $\mathcal{E}$ is not a circumference and, to fix the ideas, that $x_f > 0$; then, the polar equation of $\mathcal{E}$ reads as

$$r = \frac{0.5(1 - e^2)}{1 - e \cos \phi}, \quad \phi \in [0, 2\pi], \quad (13)$$

where (recalling that the eccentricity of an ellipse is the ratio between the focal distance and the length of the major axis) $e = x_f$. Writing $f_n = \rho_n e^{i\phi_n}$, since from condition iii) it follows that $\phi_n \to 0$, we infer that for $n$ large enough the equation of $\mathcal{E}_n$ writes as

$$r = \frac{0.5(1 - e_n^2)}{1 - e_n \cos(\phi + \phi_n)}, \quad \phi \in [0, 2\pi], \quad (14)$$

where, similarly as above, $e_n = \rho_n$. By imposing $p \in \mathcal{E}_n$, we obtain the relation

$$\cos(-\phi_0 + \phi_n) = \frac{2r_0 - 1 + e_n^2}{2r_0 e_n}.$$ 

implying, again since $\phi_n \to 0$,

$$\begin{cases}
\phi_n = \phi_0 - \arccos \frac{2r_0 - 1 + e_n^2}{2r_0 e_n} & \text{if } \phi_0 \notin \{0, \pi\} \\
|\phi_n| = \arccos \frac{2r_0 - 1 + e_n^2}{2r_0 e_n} & \text{if } \phi_0 = 0 \\
|\phi_n| = \arccos \left(\frac{-2r_0 + 1 + e_n^2}{-2r_0 e_n}\right) & \text{if } \phi_0 = \pi.
\end{cases} \quad (15)$$

Summing up, we have obtained that any ellipse of a sequence $\{\mathcal{E}_n\}$, satisfying conditions i), ii) and iii) has polar equation given by (14), where $e_n = \rho_n$, $\phi_n$ is given by (15), and $f_n = \rho_n e^{i\phi_n}$.

Suppose now that $\mathcal{E}$ is a circumference, that is $r_0 = 1/2$. Then the equation for $\mathcal{E}_n$ writes again as (14) where, by condition iii), $e_n \to 0$. By imposing $p \in \mathcal{E}_n$ we find

$$\phi_n = \phi_0 \pm \arccos e_n \quad (16)$$

Notice that in both these cases we do not have $\phi_n \to 0$, differently from (15), indeed $\phi_n \to \phi_0 \pm \pi/2$.

With this in mind, we are ready to give the proof.

**Proof of Proposition 3.7.** We first deal with the easier case when $\mathcal{E}$ is a circumference. In this situation, it is readily checked that the intersection point $p_n = 0.5 e^{i\psi_n}$ between $\mathcal{E}$ and $\mathcal{E}_n$ is given by

$$\psi_n = -\phi_n \pm \arccos e_n.$$ 

Replacing equation (16) and passing to the limit as $n \to +\infty$ we obtain that $\psi_n \to -\phi_0 \pm \pi$ (the case $\psi_n \to -\phi_0$ gives indeed the point $p$), hence $\phi_n$ in (16). Since $e_n \to 0$, $p_n$ converges to the antipodal point of $p$, as desired.

Suppose now that $\mathcal{E}$ is not a circumference. Again, we assume $x_f > 0$ (and $p$ lying in the lower half-plane). Moreover, we also suppose that the eccentricity $e$ of $\mathcal{E}$ is given by

$$e = r_0 \cos \phi_0 + \sqrt{r_0^2 \cos^2 \phi_0 + 1 - 2r_0},$$

(the case when $e = r_0 \cos \phi_0 - \sqrt{r_0^2 \cos^2 \phi_0 + 1 - 2r_0}$ can be treated in the same way); accordingly, we have

$$e_n = r_0 \cos(-\phi_0 + \phi_n) + \sqrt{r_0^2 \cos^2(-\phi_0 + \phi_n) + 1 - 2r_0}.$$
Let us remark that, since \( x_f = e \), the choice done on \( e \) implies that \( x_f \) is greater than the first component of \( p \), hence the first component of \( p_f \) is greater than \( x_f \) and in particular is positive (see Figure 5).

For the sake of readability, we split our arguments in three steps.

1. Finding the point \( p_n = r_ne^{i\psi_n} \). This is easily done, solving the system made by equations (13) and (14), we obtain that \( \psi_n \) is the angle satisfying

\[
\begin{align*}
\cos \psi_n &= \frac{-A_n C_n + |B_n|\sqrt{A_n^2 + B_n^2 - C_n^2}}{A_n^2 + B_n^2} \\
\sin \psi_n &= \frac{-A_n |B_n|\sqrt{A_n^2 + B_n^2 - C_n^2} - B_n^2 C_n}{B_n(A_n^2 + B_n^2)}
\end{align*}
\]

where

\[
A_n = e(1 - c_n^2) - e_n(1 - e^2) \cos \phi_n, \quad B_n = e_n(1 - e^2) \sin \phi_n, \quad C_n = e_n^2 - e^2.
\]

Of course, \( r_n \) can be obtained from equations (13) or (14).

2. Finding the point \( p_* = \lim_{n \to +\infty} p_n \). By Taylor’s expansions of \( \cos \phi_n \) as \( \phi_n \to 0 \), we find

\[
e_n = e + (r_0 \sin \phi_0 - E) \phi_n + F \phi_n^2 + O(\phi_n^3)
\]

hence, as \( n \to +\infty \),

\[
\begin{align*}
A_n &= (1 + e^2)(E - r_0 \sin \phi_0) \phi_n + \left( \frac{1}{2} e(1 - e^2) - (1 + e^2) F - e(E - r_0 \sin \phi_0)^2 \right) \phi_n^2 + O(\phi_n^3) \\
B_n &= e(1 - e^2) \phi_n - (1 - e^2)(E - r_0 \sin \phi_0) \phi_n^2 + O(\phi_n^3), \\
C_n &= -2e(E - r_0 \sin \phi_0) \phi_n + ((E - r_0 \sin \phi_0)^2 + 2e F) \phi_n^2 + O(\phi_n^3),
\end{align*}
\]

where

\[
E = \frac{r_0^2 \cos \phi_0 \sin \phi_0}{\sqrt{\Delta}}, \quad F = \frac{1}{2} \left( -r_0 \cos \phi_0 + \frac{r_0^2 \sin^2 \phi_0 - \cos^2 \phi_0}{\sqrt{\Delta}} - \frac{r_0^2 \cos^2 \phi_0 \sin^2 \phi_0}{\Delta^{3/2}} \right),
\]

with

\[
\Delta = r_0^2 \cos^2 \phi_0 + 1 - 2r_0.
\]

Let us remark that, as discussed in the proof of Theorem 2.1, \( \Delta \geq 0 \).

Passing to the limit in (17), we finally get \( p_* = r_*e^{i\psi_*} \), where \( \psi_* \) is the angle satisfying

\[
\begin{align*}
\cos \psi_* &= \frac{U + V \sqrt{\Delta}}{Z} \\
\sin \psi_* &= \frac{-(1 - e^2)r_0 \sin \phi_0}{(1 + e^2)^2r_0^2 \sin^2 \phi_0 + (1 - e^2)\Delta} \left( -(1 + e^2)(U + V \sqrt{\Delta}) + 2e Z \right)
\end{align*}
\]

where

\[
U = 2e(1 + e^2)r_0^2 \sin^2 \phi_0, \quad V = (1 - r_0)(1 - e^2)^2, \quad Z = (1 + e^2)r_0^2 \sin^2 \phi_0 + (1 - e^2)^2 \Delta.
\]
Moreover, \[ r_\ast = \frac{0.5(1-e^2)Z}{Z-e(U+V\sqrt{\Delta})}. \]

3. Proving that \(p_\ast = p_f\). In order to do this, we compute the slopes \(m\) and \(m_\ast\) of the lines through \(p\) and \(f\) and through \(p_\ast\) and \(f\), respectively, and show that they are equal. Recalling that \(x_f = \varepsilon\), we find

\[ m = \frac{r_0 \sin \phi_\theta}{\sqrt{\Delta}} \quad \text{and} \quad m_\ast = \frac{-r_0 \sin \phi_\theta \left(2eZ - (1+e^2)(U+V\sqrt{\Delta})\right)}{(1-e^2)(U+V\sqrt{\Delta}) - 2eZ + 2e^2(U+V\sqrt{\Delta}) \sqrt{\Delta}} \]

and the conclusion follows by simple computations. \(\square\)

3.2 From antipodal points to bifurcation points

We now show an interpretation of Proposition 3.7 in terms of geodesic bifurcation. From now on, \(\gamma_\ast : [0, 1] \rightarrow H\) will be a geodesic parameterization of a Keplerian ellipse of energy \(h\), with \(\gamma_\ast(0) = \gamma_\ast(1) = p\) and \(\gamma_\ast(s) \neq p\) for any \(s \in [0, 1]\) (notice that we are not precising if it is covered in the clockwise/counter-clockwise sense).

**Proposition 3.8.** The only bifurcation point along \(\gamma_\ast\) is the point \(p_f\) introduced in Definition 3.6.

**Proof.** We divide the proof in two parts.

We first prove that \(p_f\) is a bifurcation point. Let \(E = \gamma_\ast([0, 1])\); by Remark 3.2, \(E\) is an ellipse with focus at the origin and major axis of length 1. Up to a rotation, we can assume that the second focus \(f\) is of the form \((x_f, 0)\) for some \(x_f \in \mathbb{R}\).

Let us now construct a sequence of ellipses \(\{E_n\}_n\) as in Proposition 3.7. By that result, the ellipses \(E\) and \(E_n\) intersect in a unique point different from \(p\), say \(p_n\), satisfying \(p_n \rightarrow p_f\) as \(n \rightarrow +\infty\). Set now \(s^* = \gamma_\ast^{-1}(p_f)\) and \(s_n = \gamma_\ast^{-1}(p_n)\) and, according to Remark 3.2 and the second property in Proposition 4.1, let \(\gamma_n : [0, 1] \rightarrow H\) be a geodesic parameterization of (an arc of) \(E_n\) such that \(\gamma_n(0) = p\), \(\gamma_n(s_n) = p_n\), \(\langle \dot{\gamma}_n(0), \gamma_\ast(0) \rangle \geq 0\).

We claim that the above \(\gamma_n\) satisfy the conditions in Proposition 4.1 for the geodesic bifurcation. Of course, \(\gamma_n \neq \gamma\) and \(s_n \rightarrow s^*\); moreover, by construction conditions i) and ii) of Proposition 4.1 are satisfied. As far as iii) is concerned, by geometrical considerations we easily infer that there exists \(\lambda \geq 0\)

\[ \dot{\gamma}_n(0) \rightarrow \lambda \dot{\gamma}_\ast(0). \]

We thus need to show that \(\lambda = 1\).

By the continuous dependence theorem for ODEs, we deduce that \(\gamma_n \rightarrow \tilde{\gamma}\) uniformly on \([0, 1]\), where \(\tilde{\gamma}\) is the unique geodesic with \(\tilde{\gamma}(0) = p\) and \(\tilde{\gamma}(0) = \lambda \dot{\gamma}_\ast(0)\). Thus, either \(\tilde{\gamma}\) is constantly equal to \(p\) (if \(\lambda = 0\)) or, by the Rescaling Lemma in Proposition 4.1, \(\tilde{\gamma}(s) = \gamma_\ast(\lambda s)\) for every \(s\) (if \(\lambda > 0\)). Passing to the limit in \(\gamma_n(s_n) = p_n\), using the fact that \(p_n \rightarrow p_f\) in view of Proposition 3.7, we get \(\tilde{\gamma}(s^*) = p_f\). This of course excludes that \(\lambda = 0\); hence \(\tilde{\gamma}(s^*) = p_f = \gamma_\ast(s^*)\), implying \(\lambda = 1\) since \(p_f = \gamma_\ast(s^*)\).

We now show that \(p_f\) is the only bifurcation point. By contradiction, let us assume that \(p' \neq p_f\) is another bifurcation point along \(\gamma\) and let \(\{\gamma_n\}_n\) be a family of bifurcation geodesics according to Definition 4.1. According to Remark 3.2, \(\gamma_n([0, 1])\) are arcs of ellipses with one focus at the origin and major axis of length 1; moreover, since \(\gamma_n \rightarrow \gamma\) it is easily checked that
such ellipses are of the type described in Proposition 3.3. By the notion of geodesic bifurcation, we further know that \( \gamma_n([0,1]) \) intersect \( \gamma([0,1]) \) in a point different from \( p \) and converging to \( p' \). Then, Proposition 3.7 finally implies \( p' = p_f \). 

3.3 Proof of Theorem 3.3

As in the proof of Theorem 2.1, we assume (by rotational invariance) that \( p \) and \( q \) are symmetric with respect to the \( x \)-axis and that the point \( p \) belongs to the lower half-plane.

Let us denote by \( x \) a solution of (3) and recall that the local minimality/non-minimality of \( x \) is meant as the local minimality/non-minimality of the corresponding geodesic \( \gamma \) as a critical point of the energy functional \( E \). Denoting by \( \mu(\gamma) \) the Morse index of \( \gamma \), by Taylor’s formula the following hold true:

- if \( \mu(\gamma) \neq 0 \), then \( \gamma \) is not a local minimizer of \( E \),
- if \( \mu(\gamma) = 0 \) and \( \gamma \) is non-degenerate (that is, if \( \gamma(1) \) is not conjugate to \( \gamma(0) = p \) along \( \gamma \)), then \( \gamma \) is a local minimizer of \( E \).

In view of the Morse index theorem (Theorem 1.3) we thus have:

- if there exists \( s^* \in ]0,1[ \) such that \( \gamma(s^*) \) is conjugate to \( p \) along \( \gamma \), then \( \gamma \) is not a local minimizer of \( E \),
- if for any \( s \in ]0,1[ \) the point \( \gamma(s) \) is not conjugate to \( p \) along \( \gamma \), then \( \gamma \) is a (non-degenerate) local minimizer of \( E \).

We thus need to count conjugate points along \( \gamma \). To this end, we regard the Keplerian arc \( \gamma \) as part of the full Keplerian ellipse; that is, we consider the geodesic \( \gamma_\ast \) defined at the beginning of the previous Section 3.2 of course, we take the parameterization in the clockwise/counterclockwise direction according to the one of the arc \( x \) we are dealing with. Needless to say, points of (the image of) \( \gamma \) are conjugate to \( p \) along \( \gamma \) if and only if they are conjugate to \( p \) along \( \gamma_\ast \).

By Theorem 1.6 any point of the Keplerian ellipse (parameterized by) \( \gamma_\ast \) different from \( p \) itself is conjugate to \( p \) if and only if it is a bifurcation point along \( \gamma_\ast \). Using Proposition 3.8 we thus know that the only point (different from \( p \)) conjugate to \( p \) along the ellipse is the antipodal point \( p_f \). Let us also notice that \( q \neq p_f \), since we have excluded the case \( |p| = 1/2 \) and \( \phi_0 = \pi/2 \) (see Remark 5.4). As a consequence of this discussion, we have that \( x \) is a local minimizer if and only if \( p_f \notin x([0,1]) \).

To understand when this happens, we assume without loss of generality that \( \phi_0 < \pi/2 \); then, by simple geometrical considerations, the following holds: denoted by \( f = (x_f,0) \) the second focus of the Keplerian ellipse containing the Keplerian arc \( x \), if \( x_f < |p| \cos \phi_0 \), then \( p_f \in x([0,1]) \) if and only if \( c_x < 0 \); if \( x_f > |p| \cos \phi_0 \), then \( p_f \in x([0,1]) \) if and only if \( c_x > 0 \). Since the eccentricity of an ellipse is the ratio between the focal distance and the length of the major axis, \( |x_f| = e \), and going back to the proof of Theorem 2.1 we have the following:

1. Case \( |p| = |q| < 1/2 \): If \( x \) belongs to the ellipse with focus on the negative \( x \)-semiaxis, then \( x \) is a local minimizer if and only if it satisfies \( c_x > 0 \), that is if and only if \( x = x^+_\text{int} \); if \( x \) belongs to the ellipse with focus on the positive \( x \)-semiaxis, then by \( \gamma_\ast \) it holds \( x_f = e > |p| \cos \phi_0 \) and then \( x \) is a local minimizer if and only if it satisfies \( c_x < 0 \), that is if and only if \( x = x^-\text{int} \).

2. Case \( |p| = |q| = 1/2 \): If \( x \) belongs to the circular orbit, we easily conclude. Otherwise, \( x \) belongs to an ellipse with focus on the positive \( x \)-semiaxis and, by \( \gamma_\ast \), \( x_f = e = \cos \phi_0 > |p| \cos \phi_0 \); again, we infer that \( x \) is a local minimizer if and only if \( c_x < 0 \), that is if and only if \( x = x^\text{int} \).
3. Case $1/2 < |p| = |q| < 1$. Of course, since we are assuming $\phi_0 < \pi/2$, we have $\phi_0 < \arcsin \frac{|p|}{|p|}$, as well. Then, by (11), $x$ belongs to an ellipse with focus on the positive $x$-semiaxis: one of this ellipse satisfies $x_f = e > |p| \cos \phi_0$, while the other one satisfies $x_f = e < |p| \cos \phi_0$. Thus, $x$ is a local minimizer if and only if $c_x < 0$ in the first case and $c_x > 0$ in the second one. Since the ellipse with greater eccentricity is the one with farthest perihelion, the solution $x$ is a local minimizer if and only if $x = x_{\text{ext},1}$ or $x = x_{\text{int},2}$.

**Remark 3.9.** Let us observe that the above arguments do not allow us to compute the Morse index of an arc $x$ which is not locally minimal: indeed, we have shown that there is only one conjugate point along $x$, but we do not have information about its multiplicity. We conjecture, however, that the Morse index of all these arcs should be exactly equal to 1.

**Remark 3.10.** It is interesting to observe that variational characterization provided by Theorem 3.3 is no longer valid if the Kepler equation is considered in the three-dimensional space. Indeed, a further geodesic bifurcation can be produced, leading to new conjugate points. Precisely, by rotating a Keplerian arc around the line passing through the origin and the point $p$, it is immediately checked that $p'$, the symmetric point of $p$ with respect to the origin, is a bifurcation point (hence, a conjugate point) as well. Hence, for the Kepler equation in $\mathbb{R}^3$, only one of the solutions of (3) is locally minimal. We omit the precise statement of the result, for briefness.

4 Appendix: a brief recap on geodesics and their Morse index

In this section, we collect some known facts about geodesics and conjugate points. We will work in the simplified setting when the manifold is an open set of the Euclidean space, endowed with a Riemannian metric conformal to the standard one. For a more general treatment, we refer to [16].

4.1 Definition and first properties

Let $M$ be an open subset of $\mathbb{R}^N$; as such, $M$ has a natural structure of differentiable manifold of dimension $N$. Given a smooth function $W : M \to \mathbb{R}$ satisfying $W(x) > 0$ for every $x \in M$, we can endow $M$ with the Riemannian structure given by

$$ g_W(x)[u,v] = W(x) \langle u,v \rangle, \quad x \in M, u,v \in \mathbb{R}^N, $$

where $\langle \cdot, \cdot \rangle$ denotes the Euclidean product on $\mathbb{R}^N$. Notice that smooth curves on $M$ are nothing but curves with values in $M$ which are smooth in the usual sense; however, the velocity and the length of a curve are influenced by the function $W$.

A geodesic on the Riemannian manifold $(M,g_W)$ is a smooth curve $\gamma : I \to M$ (with $I \subset \mathbb{R}$ an interval) solving the equation

$$ \frac{d}{ds} (W(\gamma) \dot{\gamma}) = \frac{1}{2} |\dot{\gamma}|^2 \nabla W(\gamma), \quad (18) $$

where $\nabla W$ is the gradient of the function $W$ with respect to the standard Euclidean structure. By the standard theory of ODEs, for any $p \in M$ and $v \in \mathbb{R}^N$, there exists a unique (maximal) geodesic $\gamma_{p,v}$ satisfying $\gamma_{p,v}(0) = p$ and $\dot{\gamma}_{p,v}(0) = v$.

We collect in the next proposition some simple properties which can be readily obtained from this definition.
Proposition 4.1. The following facts hold true:

i) Geodesics have constant velocity: namely, for any geodesic \( \gamma \), there exists \( c \in \mathbb{R} \) such that \( |\gamma(s)|\sqrt{W(\gamma(s))} = c \);

ii) For every geodesic \( \gamma \) and for every \( a, b \in \mathbb{R} \) with \( a \neq 0 \), the curve \( \tilde{\gamma}(s) = \gamma(as + b) \) is a geodesic, as well;

iii) (Rescaling Lemma) For any \( \lambda \in \mathbb{R} \) with \( \lambda \neq 0 \), it holds that \( \gamma_{p,\lambda}\gamma(0) = \gamma_{p,\lambda}(\lambda s) \) for any \( s \in \mathbb{R} \) such that both sides of the equation are defined.

In view of this proposition, geodesics are often considered as geometric objects, rather than as parameterized curves. In some textbooks, curves which can be parameterized as geodesics are called pre-geodesics.

4.2 The energy functional and the Morse index theorem

Equation \( (13) \) can be meant as the Euler-Lagrange equation of the Lagrangian \( L(\gamma, \dot{\gamma}) = |\dot{\gamma}|^2 W(\gamma) \); thus, geodesics can be regarded as critical points of the functional \( E(\gamma) = \int L(\gamma, \dot{\gamma}) \) ds. Below, we describe in more details this variational principle, by focusing on the case of geodesics joining two points \( p, q \in M \) (a similar discussion can be made when periodic boundary conditions are taken into account, leading to the so-called closed geodesics).

Let us consider the functional

\[
E(\gamma) = \int_0^1 |\dot{\gamma}(s)|^2 W(\gamma(s)) \, ds,
\]

defined on the Hilbert manifold \( \Omega_{p,q} \) of \( H^1 \)-paths \( \gamma : [0, 1] \to M \) satisfying \( \gamma(0) = p \) and \( \gamma(1) = q \). It is standard to verify that \( E \) is a smooth functional on \( \Omega_{p,q} \) with first Frechet differential given by

\[
dE(\gamma)[\xi] = \int_0^1 \left( 2\langle \dot{\gamma}(s), \dot{\xi}(s) \rangle W(\gamma(s)) + |\dot{\gamma}(s)|^2 \langle \nabla W(\gamma(s)), \xi(s) \rangle \right) \, ds,
\]

for any \( \xi \in H_0^1([0, 1]; \mathbb{R}^2) \). A well-known argument based on integration by parts yields:

Proposition 4.2. A curve \( \gamma : [0, 1] \to M \) satisfying \( \gamma(0) = p \) and \( \gamma(1) = q \) is a geodesic if and only if it is a critical point of the functional \( E \).

We are now in a position to define the crucial concept of this section. By \( \text{Morse index } \mu(\gamma) \) of a geodesic \( \gamma \) we mean its Morse index as a critical point of the functional \( E \), that is, the dimension of the maximal subspace \( V \subset H_0^1([0, 1]; \mathbb{R}^2) \) such that \( d^2 E(\gamma)[\xi, \xi] < 0 \) for any \( \xi \in V \).

Since

\[
d^2 E(\gamma)[\xi, \xi] = 2 \int_0^1 |\dot{\xi}(s)|^2 W(\gamma(s)) \, ds + 4 \int_0^1 \langle \dot{\gamma}(s), \dot{\xi}(s) \rangle \langle \nabla W(\gamma(s)), \xi(s) \rangle \, ds \\
+ \int_0^1 |\dot{\gamma}(s)|^2 \langle \nabla^2 W(\gamma(s)) \xi(s), \xi(s) \rangle \, ds,
\]

for any \( \xi \in H_0^1([0, 1]; \mathbb{R}^2) \), functions \( \xi \) lying in the kernel of \( d^2 E(\gamma) \) are nothing but solutions of the linear equation

\[
\frac{d}{ds} \left( W(\gamma(s)) \dot{\xi} + \langle \nabla W(\gamma(s)), \xi \rangle \dot{\gamma}(s) \right) = \frac{1}{2} |\dot{\gamma}(s)|^2 \nabla^2 W(\gamma(s)) \xi + \langle \dot{\gamma}(s), \dot{\xi} \rangle \nabla W(\gamma(s)) \tag{19}
\]
satisfying the boundary condition $\xi(0) = \xi(1) = 0$.

The celebrated Morse index theorem asserts that the Morse index $\mu(\gamma)$ equals the number of some special points along $\gamma$, the so-called conjugate points. Precisely, we say that the point $\gamma(s^*) = p_{s^*}$, with $s^* \in [0,1]$, is conjugate to $\gamma(0) = p$ along $\gamma$ if the linear equation (19) admits nontrivial solutions $\xi$ satisfying $\xi(0) = \xi(s^*) = 0$. The multiplicity $m(p_{s^*})$ of the conjugate point is, by definition, the dimension of the space of such solutions. Incidentally, notice that $\gamma(1) = q$ is conjugate to $\gamma(0)$ along $\gamma$ if and only if the kernel of $d^2 E(\gamma)$ is not trivial (that is, if and only if $\gamma$ is a degenerate critical point of $E$).

With this in mind, the Morse index theorem reads as follows (see for instance [21] and the references therein).

**Theorem 4.3 (Morse Index Theorem).** Let $\gamma : [0,1] \to M$ be a non-constant geodesic. Then the set of conjugate points along $\gamma$ is finite and

$$
\mu(\gamma) = \sum_{s^* \in [0,1]} m(p_{s^*}).
$$

**Remark 4.4.** The choice of parameterizing the geodesic $\gamma$ on the interval $[0,1]$ is completely conventional: any other interval could be used, since geodesics are preserved by affine reparameterizations (recall Proposition 4.1). Of course, conjugate points and the Morse index do not depend on this choice.

### 4.3 Bifurcation of geodesics

A key role in our arguments will be played by the notion of geodesic bifurcation, as introduced in the paper [20].

**Definition 4.5.** Let $\gamma : [0,1] \to M$ be a non-constant geodesic. A point $\gamma(s^*)$, with $s^* \in [0,1]$, is a bifurcation point along $\gamma$ if there exists a sequence $\{s_n\}_n \subset [0,1]$ with $s_n \to s^*$ and a sequence of geodesics $\{\gamma_n\}_n$ (defined on $[0,1]$), with $\gamma_n \neq \gamma$, such that

i) $\gamma_n(0) = \gamma(0)$, for every $n$,

ii) $\gamma_n(s_n) = \gamma(s_n)$, for every $n$,

iii) $\dot{\gamma}_n(0) \to \dot{\gamma}(0)$, for $n \to +\infty$.

According to the discussion in [20] p. 122] together with [20 Corollary 5.6], the relationship between conjugate points and bifurcation points can be stated as follows.

**Theorem 4.6.** Let $\gamma : [0,1] \to M$ be a non-constant geodesic. Then, a point $\gamma(s^*)$, with $s^* \in [0,1]$, is a bifurcation point if and only if it is conjugate to $\gamma(0)$ along $\gamma$.
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