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1. Introduction

Finding solutions for various partial differential equations (PDEs) is a fundamental issue and it presents a strong interest in many fields, where especially nonlinear phenomena are described. Sometimes, analytic methods for solving the nonlinear equations can be applied, otherwise numerical computations are considered, or, if neither analytic nor numerical approaches do not work, the simple decision on the equation’s integrability is the maximal information which can be formulated. In this paper we will exclusively investigate analytic methods for finding solutions of nonlinear PDEs. Such solutions allow a better understanding of the physical phenomena and they bring researchers closer to the nature. There is not a clear procedure to solve nonlinear PDEs, but, during the time, many analytic methods for finding exact solutions were formulated. Cole and Hopf proposed a transformation method [10], Hirota used a bilinearization procedure [16], Ablowitz and Clarkson applied the inverse scattering formalism [2,7], etc. Adomian decomposition method is also very efficient in finding solutions for equations which do not respond to other solving methods [4,8,11]. A special situation is represented by the equations describing the constrained dynamical systems. Non-physical degrees of freedom has

¹the corresponding author. Email address:crmmnsc@yahoo.com (C. Ionescu)
²Department of Physics, University of Craiova, 13 A.I.Cuza Street, 200585, Craiova, Romania
to be introduced in this case and specific procedures are required in order to get adequate reference frames where the dynamics is well defined [5,6].

An important class of the PDE’s solutions is represented by the travelling waves. Despite not all equations accept such solutions, they are very important and there are many direct methods for finding them, as for example: the tanh method [21], the tanh-coth method [1,28], the F-expansion method [26], the exp-function method [15], the elliptic function method [20], imposing specific integrability conditions [14], the extended trial equation method [9], etc.

This paper will mainly refer to another interesting approach from finding traveling wave solutions, namely to the \( G'/G \)-method [27]. It supposes to look for solutions of an equation as an expansion in terms of the ratio \( G'/G \), where \( G \) represents a known solution of an auxiliary equation. Because it has proven to be effective, the method was generalized and improved [3,22,30]. However, it is not at all clear why the series are built in terms of this ratio. Why \( G'/G \) and not \( G'/G^2 \) or any other expression can be considered? This is in fact the central aim of this work: to investigate how the \( G'/G \)-method can be further generalized and how all the mentioned methods for finding traveling wave solutions can be unified.

We will propose a new approach that is purely analytic. It will be called the functional expansion and it will be based on the very common approach supposing three main issues: (i) reduction of the PDE to an ODE; (ii) choice of an adequate auxiliary equation; (iii) choice of a specific expression of the solutions for the investigated ODE in terms of those of the auxiliary equation. The novelty of our approach is related to (iii) and it consists in looking for solutions in a general functional form. There were previous proposals and results which pointed out solutions having different form as the ratio \( (G'/G) \), but all of them were related to a pre-established "basis", as, for example, \( (G'/G, 1/G) \) [19,31], or \( w(G)/G \) [18,25]. Our approach includes and extends all these attempts, presenting the advantage that it could solve equations for which the other approaches do not work.

The first step, consisting in the reduction of the PDE to an ODE, is accomplished by introducing the wave variable. The auxiliary equation which will be attached to the resulting ODE is also an ODE but with well known solutions. There are many choices of auxiliary equations which were proposed in literature, starting with Riccati equation [29], till more complex, higher order linear or nonlinear equations [22]. Depending on the choice of the auxiliary equation, the solutions of the studied equation can be, them too, simpler or more complex.

The paper is structured as follows: in the next section, basic facts on the functional expansion method are presented; in section three we shall focus on a general form of second order differential equation which includes important examples as Korteweg de Vries, Dodd-Boulogh-Mikhailov, nonlinear Schrodinger equation, nonlinear Klein-Gordon equation, Burger type equation, Fisher’s equation, etc. We will see how the proposed method can be applied to this general equation when rational functionals are considered in expansions and how general balancing rules can be established. In the fourth section the method is explicitly applied to the very simple case of the Korteweg de Vries equation. The solutions we are finding through our approach are compared with the solutions previously presented in literature. Final conclusions on the method will end the paper.
2. Functional expansions

To be more specific, let us consider that the dependent variable \( u(x, t) \), defined in a 2D space \((x, t)\) satisfies the PDE:

\[
F(u, u_t, u_x, u_{xx}, u_{tt}, \ldots) = 0. \tag{2.1}
\]

Let us introduce the wave variable in the form:

\[
\xi = x - Vt. \tag{2.2}
\]

Here \( V \) is a constant, identified as the wave velocity. With this transformation, the equation (2.1) becomes an ordinary differential equation:

\[
\Delta(u, u', u'', \ldots) = 0, \tag{2.3}
\]

where \( u' = du(\xi)/d\xi \). We will look for a special class of analytical solutions of (2.3) which can be expressed as functions of the known solutions \( G(\xi) \) of an auxiliary equation of the form:

\[
\Theta(G, G', G'', \ldots) = 0. \tag{2.4}
\]

2.1. Choice of the solution

Based on the main idea of the functional expansion method, we will consider now a very general choice for the solutions of the equation (2.3). This choice is of the form:

\[
u(\xi) = \sum_{i=-m}^{m} P_i(G) H^i(G, G', G'', \ldots). \tag{2.5}\]

Here \( P_i(G) \) are \( 2m + 1 \) functionals depending on \( G(\xi) \) and that have to be determined. \( H(G, G', G'', \cdots) \) can be a very general expression containing \( G(\xi) \) and its derivatives. Depending on the form of \( P \) and \( H \), one can generate very complex solutions. The choices covering almost all the approaches currently used in literature are \( P \) as a rational expression, depending in fact on \( 1/G \), and \( H \) depending only on \( G \) and \( G' \). More strictly, \( H \) is usually considered as a formal serie expansion at most linear in the two variables:

\[
H(G, G') = h_0 + h_1 G + h_2 G', \quad h_0, h_1, h_2 = \text{const.} \tag{2.6}
\]

For example, if we will consider \( h_0 = h_1 = 0 \) and \( h_2 = 1 \), we get from (2.5) the expression:

\[
u(\xi) = \sum_{i=-m}^{m} P_i(G) (G')^i. \tag{2.7}\]

The generalized and improved \( Gt/G \) method [3], [22] corresponds to (2.10) with the choice:

\[
P_i(G) = \frac{\pi_i}{G_i} \equiv \pi_i G^{-i}; \quad \pi_i = \text{const.}, \quad i = \{-m, ..., 0, ..., m\}. \tag{2.8}\]

The approach from [31] corresponds to (2.10) with \( P_i = \pi_i G^{-i} + \pi_{i-1} G^{-i+1} \), while the \( (w/g) \) method is recovered for \( P = 1/G \) and \( H = w(G) \), with an adequate choice for the auxiliary equation. The representation used in [13] is also included in (2.5),
but it does not accept the condensate form (2.10). It also imposes an $H(G, G')$ different from (2.6), namely:

$$H(G, G') = G'\left[\sigma \left(1 + \frac{1}{\mu} \left(\frac{G'}{G}\right)^2\right)\right].$$

(2.9)

For example, if we will consider $h_0 = h_1 = 0$ and $h_2 = 1$, we get from (2.5) the expression:

$$u(\xi) = \sum_{i=-m}^{m} P_i(G)(G')^i. \quad (2.10)$$

The generalized and improved $G/t/G$ method \[3,22\] corresponds to (2.10) with the choice:

$$P_i(G) = \frac{\pi_i}{G^i} \equiv \pi_i G^{-i}; \quad \pi_i = \text{const.}, \quad i = \{-m, ..., 0, ..., m\}. \quad (2.11)$$

The approach from \[31\] corresponds to (2.10) with $P_i = \pi_i G^{-i} + \pi_{i-1} G^{-i+1}$, while the $(w/g)$ method is recovered for $P = 1/G$ and $H = w(G)$, with an adequate choice for the auxiliary equation. The representation used in \[?\] is also included in (2.5), but it does not accept the condensate form (2.10). It also imposes an $H(G, G')$ different from (2.6), namely:

$$H(G, G') = G'\left[\sigma \left(1 + \frac{1}{\mu} \left(\frac{G'}{G}\right)^2\right)\right].$$

(2.12)

Coming back to the solutions of the form (2.10), the balancing procedure following the different powers in $G'$ leads to a system of ODE in the functionals $P_i(G)$. For this system we are looking to solutions given as expansions in $G$, more precisely as rationals with polynomial numerators and denominators. The choice that generalizes the previous expressions and that we will consider here is:

$$P_i(G) = \frac{\sum_{\alpha=0}^{N_{i1}} \pi_i \alpha G^\alpha}{\sum_{\beta=0}^{N_{i2}} \omega_{i\beta} G^\beta}. \quad (2.13)$$

The numbers $N_{i1}, N_{i2}$ can be integers representing the degree in $G$ of the numerator, respectively of the denominator. They define the degree of the functional $P_i$ as:

$$N(P_i) \equiv N_{i1} - N_{i2}. \quad (2.14)$$

The degree $N(P_i)$ has to be determined each time, and, to do that, a second balancing procedure has to be applied upon the equations in $P_i$ generated by the first balancing procedure.

It is important to note that, in almost all of the cases, the first balancing requirement leads to negative degrees for $P_i$. This explain why in the other methods evoked before, we find, as we already mentioned, a dependency of the form $P_i \equiv P_i(\frac{1}{G})$. This is also why a simpler representation as (2.13) can be considered for $P_i$. Defining $N_i \equiv |N(P_i)|$, we can choose the functionals $P_i$ as a sum of monomials:

$$P_i(G) = \sum_{\kappa=0}^{N_i} \pi_{i\kappa} G^{-\kappa}. \quad (2.15)$$
This is a generalization of the expression (2.11) used in the \( (G'/G) \) approach, and a particular case of (2.13).

With (2.15), the solution (2.10) can be written down as:

\[
u(\xi) = \sum_{i=-m}^{m} \left( \sum_{\kappa=0}^{N_i} \pi_{i\kappa} G^{-\kappa} \right) (G')^i.
\] (2.16)

In conclusion, the expansions of the type (2.5) are in fact the most general possible form of solutions and they includes almost all the choices used in various approaches to the direct finding of exact solutions of nonlinear differential equations. The effective use of (2.16) imposes the finding of the coefficients \( \pi_{i\kappa} \), as well as of the two summation limits. The last task is asking, as we will see, for two different balancing procedures: one following the powers of \( G' \) and a second one following the powers of \( G \).

Another important remark is that (2.10) generalizes the form of the solutions considered, without any supplementary explanation, in the \( (G'/G) \)-method. We will see that, by considering our expansion (2.10), the ratio \( G'/G \) can appear in the most natural way.

### 2.2. Remarks on the auxiliary equation

The specific form of our generalized representations (2.5) also depends on the choice of the auxiliary equation (2.4). For example, when the \textit{tanh method} is used, the auxiliary equation is chosen of Riccati-type, a first order ODE [21]. In this case, the functional \( H(G, G', G'', ...) \) has the form (2.6), that is it contains at most linear terms. The value of the parameter \( m \) depends on the model and it is established through a balancing procedure among the terms of higher order derivative, respectively of the higher nonlinearity. Similar approaches have been done considering other first order ODEs as auxiliary equations, as for example the equation (2.17) in [10], or the equation (2.18) in [16]:

\[
G' = \frac{A}{G} + BG + CG^3,
\] (2.17)

\[
G' = c_2 G^2 + c_4 G^4 + c_6 G^6.
\] (2.18)

If a \textit{second order auxiliary equation} is considered, the second order derivative, \( G'' \) can be expressed in terms of \( G \) and \( G' \), so, again, \( H = H(G, G') \). Examples of second order auxiliary equations are [2]:

\[
G'' + \lambda G' + \mu G = 0,
\] (2.19)

\[
AGG'' + B(G')^2 + CGG' + EG^2 = 0.
\] (2.20)

If we look for solutions of differential equations with order higher than two, auxiliary equations of higher orders could be considered. If, for example, we are dealing with an auxiliary equation of third order, the third order derivative can be in principle expressed in terms of the second and first orders, so it can be eliminated, and (2.5) stops at terms at maximum second order, \( G'' \).
3. The functional expansion method for a generalized second order differential equation

3.1. A generalized second order differential equation

Let us come back to the general algorithm of finding traveling wave solutions, to the moment when, introducing the wave variable, an ODE of the form (2.3) is generated. Specifically, we will consider here that this ODE has a form that belongs to a large class of second order ODEs:

\[ A(u)u'' + B(u)u'^2 + C(u)u' + E(u) = 0. \]  

(3.1)

Depending on the specific form of \( A(u), B(u), C(u), E(u) \), the equation (3.1) includes a lot of interesting equations, investigated in various scientific domains, as, for example: the Dodd-Boulogh-Mikhailov equation describing fluid flows or QFT systems, the Buckmaster equation describing thin viscous fluid sheet flow, the nonlinear Schrodinger and Klein-Gordon equations, the Benjamin-Bona-Mahony equation, the Burger type or Hunter-Saxton equations, and many others.

If, in particular, all the coefficients in (3.1) are constants, it takes the form (2.20), an equation with already known solutions, which is sometime used as auxiliary equation. In fact, many of these equations can be exactly solved and they could be considered as auxiliary equations for other more complicated models with traveling wave solutions.

Our interest in the equation (3.1) will be related here on two objectives: to show how the functional expansion method can be effectively applied and to effectively compute through our approach the solutions for a particular case of (3.1), namely for the Korteweg de Vries equation. This last equation corresponds to the case when \( A(u) = \delta = \text{const}, B(u) = 0, C(u) = 0, \) and \( E(u) = -Vu + k. \) With these choices, its specific form is:

\[ \delta u'' + \frac{1}{2}u'^2 - Vu + k = 0. \]  

(3.2)

The equation (3.2) will be investigated in details in the next section. Below, we will focus on the balancing procedures that our approach imposes. To do that, we will consider that all the coefficient functions from (3.1) have polynomial form. This supposition covers all the specific examples of equations we mentioned above, as included in (3.1). We will assume that the degrees of these polynomials, that is the highest power of \( u(\xi) \) they are containing, are as follow:

\[ \text{Deg}[A(u)] \equiv n_A; \text{Deg}[B(u)] = n_B; \text{Deg}[C(u)] = n_C; \text{Deg}[E(u)] = n_E. \]  

(3.3)

3.2. The balancing procedure for the generalized equation

We come now back to (3.1) and we look for solutions in the form (2.10), where \( G \) is a known solution of an auxiliary equation. The functionals \( P_i(G) \) will be considered of the form (2.15) and the solutions of (3.1) will take the form (2.16). As we already mentioned, the main tasks consist in finding the two summation limits, that is the values for the parameters \( m \) and \( N \) appearing in (2.16). These tasks can be achieved following a combined balancing procedure, after \( G' \) and, respectively, after \( G. \)
In the first step, we will analyse the polynomial degrees in \(G'\) of each term appearing in (3.1), and we will balance the higher order derivative with the higher nonlinear term. We will use the notations \(\dot{P}_i \equiv \frac{dP_i}{dG}\) and \(\ddot{P}_i \equiv \frac{d^2P_i}{dG^2}\). The higher order derivative is represented by \(A(u)u''\) and, taking into account (2.10), the term of the maximum degree in \(G'\) is proportional with:

\[
\ddot{P}_m P^m_n G^{m(n_A + 1) + 2}.
\] (3.4)

The highest nonlinearity can be generated by any of the other terms from (3.1): \(B(u)u'^2\), or \(C(u)u'\), or \(E(u)\). Using a similar evaluation reasoning as before, their degrees will be, respectively:

\[
\dot{P}_m P^m_n G^{m(n_B + 2) + 2},
\] (3.5)

\[
\dot{P}_m P^m_n C^{m(n_c + 1) + 1},
\] (3.6)

\[
P^m_n E G^{m n_E}.
\] (3.7)

Depending on the value of these degrees, the following situations have to be considered:

1) If \(n_E > n_B\) and \(n_E > n_C\), then the higher nonlinear term is \(E(u)\) and the balancing should be done between (3.4) and (3.7). It will give:

\[
m(n_A + 1) + 2 = mn_E.
\] (3.8)

That is

\[
m = \frac{2}{n_E - n_A - 1}.
\] (3.9)

We impose \(m \in \mathbb{N}, n_E \in \mathbb{Z}, n_A \in \mathbb{Z}\). Then, \(m\) can have the values \(m = 2\) (for \(n_E = n_A + 2\)) or \(m = 1\) (for \(n_E = n_A + 3\)). Independently if \(B\) or \(C\) vanish or not, the equation for \(P_m\) with \(m\) given by (3.9) will contain exactly the two terms which have to be balanced:

\[
\ddot{P}_m + \alpha P^m_n = 0.
\] (3.10)

Here, the quantity \(\alpha = \frac{e_{kn_E}}{a_{n_A}}\) is known for a given equation.

**Remark.** The equation (3.10) accepts as solution:

\[
P_m(G) = (-) \frac{m}{2} m \frac{m}{m} (m + 1) m a_{n_A} G^{-m}
\] (3.11)

It is something of the type \(P_m \sim G^{-m}\), form that corresponds to the usual choice in the \((G'/G)\) approach. It is very important to mention that (3.11) refers to the maximal degree only, and, as we will see in the next section, it is not the most general solution of (3.10).

Step by step, we can solve all the equations for the functionals \(\{P_k, k \in (m - 1, ..., 0)\}\) and, implicitly, we can get the final solution of (3.1).

2) If \(n_B > n_E\) and \(n_B > n_C\) then \(n_B = n_A - 1\), but \(m\) can take any value \(m = 1\) or \(m = 2\). In this case, no solutions of the form \(G'/G\) can be generated. It is for example, the case of the Hunter-Saxton equation which have the form:

\[
(u - V)u'' + \frac{1}{2} u'^2 = 0.
\] (3.12)
For $m = 1$ this equation leads to a $P_1$ which satisfies the equation:

$$P_1 P_1 + \frac{1}{2} P_1^2 = 0. \quad (3.13)$$

It does not admit solutions of the form $P_1 = a_1 G^{-1}$.

3) If the higher nonlinearity corresponds to $C(u)u'$, the balancing with $A(u)u''$ leads to:

$$m(n_A + 1) + 2 = m(n_C + 1) + 1.$$  

We get:

$$m = \frac{1}{n_C - n_A},$$

that is

$$n_C = n_A + 1$$

or

$$n_C = n_A - 1.$$  

This case creates also problems in finding solutions of the $G'/G$ type. To this case belong models as Fisher’s and Chafee-Infante equations, particular cases of (3.1), for $B(u) = 0$.

**Conclusion.** Finding a solution for (3.1) in the form (2.10) supposes, as a first step, to evaluate the degrees in $G'$ of the terms appearing in the equation. The balancing conditions generate some differential and algebraic equations for the functionals $P_i$. To solve these equations, a new balancing procedure is required, following this time the degrees in $G$. The results we just mentioned allow making a clear distinction among the equations belonging to (3.1) type which can be solved with $G'/G$ method: equations of the form (3.1) with the dominant nonlinearity in $E(u)$. The other equations cannot be solved through $G'/G$ approach and they could admit more general solutions of the type (2.10).

**4. The example of the KdV Equation**

To prove that our approach generalizes other classical methods for solving nonlinear PDEs, we will show how it allows recovering for the simpler case of KdV, the solutions that can be generated through $G'/G$ method. As we will see, our approach also generates more general solutions.

**4.1. Recovering the solutions given by the $G'/G$ method**

We shall consider the Korteweg de Vries equation in the form:

$$u_t + uu_x + \delta u_{xxx} = 0.$$  

By passing to the wave variable $\xi = x - Vt$, and by integrating once, we get the ODE:

$$\delta u''(\xi) + \frac{1}{2} u^2(\xi) - Vu(\xi) + k = 0. \quad (4.1)$$
Here \( \delta, k, V \) are constants which will be used as parameters. The balancing procedure between the terms \( \delta u''(\xi) \) and \( \frac{1}{2} u^2(\xi) \) leads to \( m = 2 \), so the solutions (2.10) will have the form of the following expansion:

\[
    u(\xi) = \sum_{i=-2}^{2} P_i(G')(G')^i,
\]

(4.2)

where the function \( G(\xi) \) satisfy the auxiliary equation of the form:

\[
    G'' + \lambda G' + \mu G = 0.
\]

(4.3)

With (4.2) and (4.3) in (4.1), by vanishing the coefficients of various powers of \( G' \), we get the following system of equations in the functionals \( \{ P_k(G), k = -2, -1, 0, 1, 2 \} \):

\[
    2\delta \dot{P}_2(G) + P_2^2(G) = 0,
\]

(4.4)

\[
    \delta \ddot{P}_1(G) - 5\delta \dot{P}_2(G) + P_1(G)P_2(G) = 0,
\]

(4.5)

\[
    \delta \dot{P}_0(G) - 3\delta \lambda \dot{P}_1(G) - 5\delta \mu G P_2(G) + 2\delta (2\lambda^2 - \mu) P_2(G) + \frac{1}{2} P_2^2(G) + P_0(G)P_2(G) - VP_2(G) = 0,
\]

(4.6)

\[
    - \delta \lambda \dot{P}_0(G) - 3\delta \mu \dot{P}_1(G) + \delta (\lambda^2 - \mu) P_1(G) + 6\lambda \mu G P_2(G) + P_0(G)P_1(G) - VP_1(G) = 0,
\]

(4.7)

\[
    - \delta \mu G \dot{P}_0(G) + \frac{1}{2} P_0^2(G) - VP_0(G) + \delta \lambda \mu G P_1(G) + 2\delta \mu^2 G^2 P_2(G) + k + \delta \lambda P_{-1}(G) + \delta \dot{P}_{-2}(G) + P_1(G)P_{-1}(G) + P_2(G)P_{-1}(G) = 0,
\]

(4.8)

\[
    P_{-2}(G) \left( \frac{1}{2} P_{-2}(G) + 6\delta \mu^2 G^2 \right) = 0,
\]

(4.9)

\[
    10\delta \lambda \mu G P_{-2}(G) + 2\delta \mu^2 G^2 P_{-1}(G) + P_{-1}(G)P_{-2}(G) = 0,
\]

(4.10)

\[
    3\delta \mu G P_{-2}(G) + 3\delta \lambda \mu G P_{-1}(G) + (4\delta \lambda^2 + 2\delta \mu) P_{-2}(G) + P_0(G)P_{-2}(G) + \frac{1}{2} P_{-1}^2(G) - VP_{-2}(G) = 0,
\]

(4.11)

\[
    3\delta \lambda P_{-2}(G) + \delta \lambda^2 P_{-1}(G) + \delta \mu (P_{-1}(G) + G \dot{P}_{-1}(G)) + P_0(G)P_{-1}(G) + P_1(G)P_{-2}(G) - VP_{-1}(G) = 0.
\]

(4.12)

The system contains both differential and algebraic equations. The functionals \( P_{-2}, P_{-1}, P_0, P_1, P_2 \) have to be determined and the solution will have the form:

\[
    u(\xi) = P_{-2} \cdot (G')^{-2} + P_{-1} \cdot (G')^{-1} + P_0(G) + P_1 \cdot (G') + P_2 \cdot (G')^2.
\]

(4.13)

This is the solution given by the generalized and improved \( G' / G \) method, if we will simply consider that \( \{ P_i, i = -2, -1, 0, 1, 2 \} \) are of the form (2.11). However, as we will see, a larger class of solutions is possible.

Let us prove for the moment that the choices (2.11) are compatible with the system. We note that \( P_2 \) and \( P_3 \) can be determined from (4.4) and, respectively, (4.5). These are differential equations which belong to the class of equations (3.1), so they obey the general results related to the balancing procedure given in the
previous subsection. For the equation (4.4) the corresponding relation is (3.9) with $n_A = 0$, $n_E = 2$, so that $m = 2$. Following (2.15), the expression we are looking for $P_2$ will be:

$$P_2(G) = \sum_{\kappa = -n_1(P_2)}^{n_1(P_2)} \pi_{2\kappa} G^{-\kappa}. \quad (4.14)$$

Direct computations show that $n_1(P_2) = 2$, and (4.4) accepts as particular solution:

$$P_2(G) = \pi_{22} G^{-2} = -12\delta G^{-2}. \quad (4.15)$$

If we impose, for simplicity, $\mu = 0$ in the auxiliary equation, the balancing procedure for the equation (4.5) leads to the specific solution:

$$P_1(G) = \sum_{j=-1}^{1} \pi_{1j} G^{-j} = \pi_{11} G^{-1} = -12\delta\lambda G^{-1}. \quad (4.16)$$

The compatibility condition among the remaining equations from the system, (4.6)-(4.12) leads to the following expressions:

$$P_0 = V - \delta\lambda^2 = \text{const}, \quad (4.17)$$

$$P_{-2}(G) = P_{-1}(G) = 0, \quad (4.18)$$

$$k = \frac{1}{2}(V^2 - \delta^2\lambda^4). \quad (4.19)$$

Coming back with all these results in (4.13), we arrive to a KdV solution of the form:

$$u(\xi) = P_0(G) + P_1(G) \cdot (G') + P_2(G) \cdot (G')^2. \quad (4.20)$$

So, we recover the general solution of the KdV equation (4.1) which, practically, corresponds to the standard $(G'/G)$ approach:

$$u(\xi) = V - \delta\lambda^2 - 12\delta\lambda \frac{G'}{G} - 12\delta \left( \frac{G'}{G} \right)^2. \quad (4.21)$$

The previous expression, generated without any initial requirement on the form of the solution, contains practically all the particular solutions listed in literature, when the $G'/G$ method is applied to the KdV model.

Let us mention that in our case, when $\mu = 0$ and $\Delta = \lambda^2 > 0$, the auxiliary equation (4.3) has the solution:

$$G(\xi) = e^{-\lambda/2\xi} \left( A_1\text{ch}\frac{\lambda}{2}\xi + A_2\text{sh}\frac{\lambda}{2}\xi \right) \quad (4.22)$$

with $A_1, A_2$ arbitrary constants. Using (4.22), the KdV solution (4.21) takes the form:

$$u(\xi) = V - \delta\lambda^2 - 6\delta\lambda \frac{A_1\text{sh}\frac{\lambda}{2}\xi + A_2\text{ch}\frac{\lambda}{2}\xi}{A_1\text{ch}\frac{\lambda}{2}\xi + A_2\text{sh}\frac{\lambda}{2}\xi}$$

$$- 6\delta\lambda(A_2 - A_1)^2 \left( \frac{\text{ch}\frac{\lambda}{2}\xi - \text{sh}\frac{\lambda}{2}\xi}{A_1\text{ch}\frac{\lambda}{2}\xi + A_2\text{sh}\frac{\lambda}{2}\xi} \right)^2. \quad (4.23)$$
4.2. More than the \((G'/G)\) solutions for the KdV equation

In the previous subsection, it was illustrated how the functional expansion method we are proposing allows to recover the solution (4.21), the most general one mentioned in literature as being obtained using the standard \((G'/G)\) method. The natural question arising is if the new method could give more than that the usual methods. We already mentioned in subsection 3.2 specific examples of equations for which the \((G'/G)\) method fails. How these equations can be solved through our method will be shown in a forthcoming paper. Here we will restrict ourselves to the KdV equation, and we will show that, even for this simple equation, the functional expansion method gives more general solutions that (4.21). The key issue for proving that is to consider the most general solution of the system (4.4)-(4.12). For example, for recovering the results brought by the standard \((G'/G)\) method, it was enough behind to consider the functional \(P_2(G)\) in the form (4.15). We already mentioned that this form represents a particular solution of the equation (4.4), a most general one having the form:

\[
P_2(G) = \frac{\pi_2}{\omega_2 G^2 + \omega_1 G + \omega_0}, \quad \omega_i = \text{const.}
\]  

(4.24)

It belongs to (2.13) with \(N_{21} = 0, N_{22} = 2\). A simple check leads to the following relations among the parameters: \(\pi_2 = -12 \omega_2 \delta; \ (\omega_1)^2 = 4 \omega_2 \omega_0\).

We can now use (4.24) for calculating the other functionals from the system (4.5)-(4.12), and to get then the KdV solution. To compare the new solution with (4.23), we will stay in the same case, considering \(\mu = 0\) in the auxiliary equation, and \(P_{-2} = P_{-1} = 0\), as solutions for (4.9)-(4.12). The KdV solution will have the form (4.20), and the compatibility of (4.5)-(4.8) will ask for \(\lambda = \{-2, 1\}\). We are again in the case \(\Delta = \lambda^2 > 0\), so we can consider for \(G\) the solution (4.22). Direct computations leads to:

\[
P_1 = -\frac{24 \delta \omega_2}{2 \omega_2 G + \omega_1},
\]

\[
P_0 = V - \delta \lambda^2,
\]

\[
k = \frac{1}{2} P_0^2 + \delta P_0 \lambda^2.
\]

The KdV solution (4.21) will be now replaced by the most general one:

\[
u(\xi) = V - \delta \lambda^2 - \frac{24 \delta \omega_2 G'}{2 \omega_2 G + \omega_1} - 12 \delta \frac{(G')^2}{\omega_2 G^2 + \omega_1 G + \omega_0}.
\]

(4.25)

By replacing here \(G(\xi)\) given by (4.22), we come to the KdV solution:

\[
u(\xi) = V - \delta \lambda^2 - 6 \delta \lambda \frac{(A_2 - A_1) (ch \frac{\lambda}{2} \xi - sh \frac{\lambda}{2} \xi)}{(A_1 ch \frac{\lambda}{2} \xi + A_2 sh \frac{\lambda}{2} \xi) + \omega_1 e^{(\lambda/2)\xi}}
\]

\[
- \frac{3 \delta \lambda^2 e^{-\lambda \xi}}{\omega_2 e^{-\lambda \xi} (A_1 ch \frac{\lambda}{2} \xi + A_2 sh \frac{\lambda}{2} \xi)^2 + \omega_1 e^{-(\lambda/2)\xi} (A_1 ch \frac{\lambda}{2} \xi + A_2 sh \frac{\lambda}{2} \xi) + \omega_0}
\]

(4.26)

It is most general than (4.23) and it is different from the solutions listed in all the other papers dealing with KdV. See for example [22], where the improved and extended \((G'/G)\) method is used, or [17], where the \((G'/G, 1/G)\)-expansion is used. The functional expansion brings a larger class of solutions.
5. Conclusions

In this article, a generalized approach to the direct finding of the traveling wave solutions of the nonlinear differential equations has been considered. It consists in looking for solutions in the form of the functional expansions (2.10), in terms of the solutions $G(\xi)$ of an auxiliary equation. The approach includes all the classical methods which have been previously used and it creates premises for generating more complex solutions. The algorithm contains the standard steps: (i) transforming the PDE into an ODE through the wave variable; (ii) choosing an adequate auxiliary equation; (iii) representing the solution of the ODE as an expansion in terms of the solutions of the auxiliary equation. The novelty we brought is related to the third step. The procedure is purely analytic and it is very simple to be applied for any type of equation admitting traveling wave solutions. It can be, for example, applied to equations describing the dynamics in tokamaks [23,24], or even to more complicated equations arising from field theories [12].

In the present paper we considered the example of a generalized class of second order PDEs, containing many equations with important practical applications. An extensive study on the balancing procedure, limiting the form of the possible solutions, has been done on this equation. As a specific example, the KdV equation was considered in details and, particularly, the solutions generated through the $G'/G$ method have been recovered and extended. Here are few remarks summarizing the results.

Remark 1. In general, our approach can generate a larger class of solutions as $(G'/G)$ method is doing. They can arise when more complicated or higher order auxiliary equations are considered.

Remark 2. In our approach, two successive balancing procedures have been applied:

(i) A first balance between the higher derivative and the higher nonlinear terms was done for determining the value of $m$ in (2.10). It generated an ODE system in the functionals $P_{-m}(G), ..., P_0(G), ..., P_m(G)$.

(ii) The functionals $P_q(G)$ are expressed, them too, as expansions of the form (2.15) and, for determining their specific form, a second balancing procedure is required.

Remark 3. By considering simple models, as KdV, we concluded that, in this case, the functionals $P_i(G)$ are rational functions of the form:

$$P_q(G) = \frac{\pi q}{\sum_{k=0}^{q} \omega_k G^k},$$

(5.1)

where $q = -m, ..., -1, 0, 1, ..., m$. This result shows that, even for the simple KdV model, the functional expansion method brings a richer class of solutions as the previous methods. Moreover, the new method we proposed allows to recover, in a very natural way, the solutions of the form $G'/G$. A pre-supposition that the solutions should have this form is not necessary. For other models or using other auxiliary equations, more complicated functionals might be compatible, and more general solutions, of the form $G^p G^{-q}$ might be possible. Let us just recall that, the balancing evaluation of the Hunter-Saxton equation (3.12) leads to a $P_1$ given by (3.13), and it seems that the solution $u(\xi)$ has in this case a dominant term of the form $G'/G^{-2/3}$. 
In conclusion, we proposed in this paper a method for finding the exact traveling wave solutions of various nonlinear equations which: (i) generalizes all the previous approaches; (ii) offers a richer class of solutions for the simpler equation as KdV, and (iii) gives the line on how the solutions should look for more complicated equations. Deeply investigations of this issue will be the challenge for future work.
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