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ABSTRACT

To avoid software vulnerabilities, organizations are shifting security to earlier stages of the software development, such as at code review time. In this paper, we aim to understand the developers’ perspective on assessing software security during code review, the challenges they encounter, and the support that companies and projects provide. To this end, we conduct a two-step investigation: we interview 10 professional developers and survey 182 practitioners about software security assessment during code review. The outcome is an overview of how developers perceive software security during code review and a set of identified challenges. Our study revealed that most developers do not immediately report to focus on security issues during code review. Only after being asked about software security, developers state to always consider it during review and acknowledge its importance. Most companies do not provide security training, yet expect developers to still ensure security during reviews. Accordingly, developers report the lack of training and security knowledge as the main challenges they face when checking for security issues. In addition, they have challenges with third-party libraries and to identify interactions between parts of code that could have security implications. Moreover, security may be disregarded during reviews due to developers’ assumptions about the security dynamic of the application they develop.
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1 INTRODUCTION

A software vulnerability is a security flaw, glitch, or weakness found in software code that could be exploited by an attacker [23] to cause harm to the stakeholders of a software system [28]. To avoid vulnerabilities in software systems, organizations are shifting security “left,” that is, to earlier stages of software development, such as during code review [1]. Code review is a widely agreed-on practice [12] recognized as a valuable tool for reducing software defects and improving the quality of software projects [2, 3, 8]. Previous studies show that code review is also an important practice for detecting and fixing security bugs earlier [41, 67] and has positive effects on Secure Development of Applications (SDA) [42, 43, 57]. An application that has not been reviewed for security gaps is likely to have problems virtually at 100% [51].

Previous studies [49, 73, 76, 77] have reported and investigated the limited adoption of SDA and investigated the developer’s perspective on security. However, as software security seems to increasingly gain more space among developers’ responsibilities, further studies are needed to investigate this left-shift. In particular, in this paper, we focus on the current state of software security during code review according to practitioners. Our definition of security is rooted in the definition of software vulnerabilities. In fact, ensuring security during code review means finding and proposing fixes for security vulnerabilities in the code under review to avoid turning the application insecure [51]. Moreover, findings on this topic can provide insight for practitioners, organizations, and researchers. Developers and other software project stakeholders can use our insights to improve their code review practices to better ensure security during code review. Organizations can use evidence about developers’ challenges during code reviews to update and improve their approaches and methodologies toward achieving and maintaining secure applications. Finally, researchers can focus their attention on developers’ challenges to facilitate secure code review.

We set up our investigation as an explorative study. Thus, instead of starting with preset hypotheses on how software security is or should be addressed during code reviews, we investigate: (1) the developer’s perspective on assessing software security during code review; (2) the expectations and support that companies and projects have on this process; and (3) what problems software engineers face when evaluating software security during reviews.

We structure our investigation into two steps. In the first step, we interview ten professional developers by means of 30 minutes semi-structured interviews. In the second step, we design and disseminate an online survey to collect developers’ perceptions, practices, and challenges concerning software security inspection during modern code review. The survey received a total of 182 valid answers. Among the survey respondents, 78% (142) report being software
developers currently, 84% (153) have three years or more of professional development experience, and 62% (113) conduct code reviews at least several times per week.

Our study reveals that most participants (105) develop security-sensitive software systems; yet, when asked which issues they focus on during code review, only 9 survey respondents explicitly mention security. Only after we mention security, 111 respondents state to always consider it during code review. This stark mismatch may indicate that security is not a priority during review and may be assessed less frequently than reported. Moreover, developers may disregard security aspects during reviews due to their assumptions about the security dynamic of the application they develop.

Concerning companies, most respondents (126) work for companies or projects that expect developers to ensure security, including through code review. However, the vast majority of the respondents (149) think that companies should do more to support secure practices. For example, 122 respondents are not acknowledged for performing secure code reviews. Moreover, two-thirds of the respondents state that companies do not provide security training, rather just allow developers to acquire security skills by themselves during working hours (reported by 95 respondents).

Indeed, when it comes to challenges of ensuring security in code review, respondents mostly report lack of training and knowledge as the main issue they face (mentioned by 44 respondents). Second, the use of third-party libraries is problematic because they are not always present in the code developers maintain; thus, checking them actively during code review is not possible (mentioned by eight respondents). Finally, some respondents explained that code review is not the ideal phase of the development process to detect vulnerabilities. For instance, some vulnerabilities require the execution of the code to appear. Moreover, developers find it hard to identify interactions among parts of code that could have security implications at low-level inspections.

Based on the findings of our study, we propose a series of recommendations and areas for future research.

2 BACKGROUND AND RELATED WORK

In this section, we review the Software Engineering (SE) research literature on topics investigating software security and the developer-related factors that influence vulnerability detection.

Security in the Development Lifecycle. In 2018, the McAfee institution [40] reported that, daily, 80 billion malicious scans look for vulnerable targets, and 780 thousand records are lost to hacking. However, security experts still have to motivate and convince developers of the importance of finding vulnerabilities [66]. Later, GitLab performed a survey with over 3,650 respondents from 21 countries [1]. In their survey, security experts reported that it is a software developer’s job to develop secure code, but only less than half of the developers can actually detect vulnerabilities.

Security often fails because users either misunderstand the security implications of their actions or turn off security features to workaround usability problems [10]. In fact, security usability issues also affect developers. For instance, storing user login data and authenticating users is prone to security issues due to the high complexity of the technologies and concepts involved in the process [33]. Usability issues existing in such security APIs force non-security expert programmers to misuse these APIs and introduce security vulnerabilities to applications they develop [71].

Developer-Centred Security (DCS) studies have addressed some of the developers’ needs and attempted to apply existing Human-Computer Interaction methodologies and to adopt well-established usable security measures to software development [33, 47, 75]. However, Tahaei and Vania [64] report a lack of research on several aspects of DCS, including how to make security a business value and security often being ignored because it is a secondary requirement.

In 2004, Microsoft released a Trustworthy Computing Security Development Lifecycle initiative [74], a process adopted by the company to develop software that needs to withstand malicious attacks. The process included the addition of a series of security-focused activities to each phase of Microsoft’s software development process. Lipner [38] investigated the effectiveness of Microsoft’s initiative and found that the practice of Secure Development of Applications (SDA) provides security benefits.

In 2007, Woon and Kankanhalli [73] conducted a field survey of 184 information system professionals to investigate the factors that may influence the intention of the participants to practice Secure Development of Applications (SDA), i.e., incorporate security as part of the application development lifecycle. Their results show evidence that participants’ intention was determined primarily by attitude, followed by product usefulness and subjective norm. Moreover, self-efficacy and facilitating conditions did not appear to impact the information system professionals’ intention to practice SDA. In addition, participants reported that companies did not facilitate SDA practice other than allowing the respondents to attend seminars on the topic. Professionals could decide whether to practice it, but the organizations did not give them rewards or recognition for their extra efforts. Moreover, Woon and Kankanhalli [73] reported limited adoption of SDA and a lack of studies exploring the phenomenon. Later, Xie et al. [77] identified an “it is not my responsibility” attitude from the developers towards SDA. Several studies [5, 49, 76] found that developers prioritize more-visible functional requirements or even easy-to-measure activities, e.g., closing bug tracking tickets, over security. On the contrary, Christakis and Bird [17] reported that developers care more about security than other reliability issues.

Smith et al. [60] advocate that static analysis tools detect vulnerabilities and help developers resolve them. Previous studies have proposed and improved tooling support according to developers’ needs [6, 7, 59], but tools are still generally poorly adopted by developers [64] as they are confusing for developers to use [60].

The aforementioned studies [5, 17, 49, 73, 76, 77] provide insights on SDA and how developers perceive security. However, they might not represent the current development scenario. For instance, Woon and Kankanhalli [73] study was conducted 15 years ago, and [77] was performed 11 years ago. Nowadays, as software security seems to be gaining more space among developers’ responsibilities, in this paper, we investigate whether their findings still hold. To this aim, we investigate the current developer’s perspective on this phenomenon and whether they assess software security during code reviews. We created our initial interviews guideline according to the findings of these studies.
**Code Review and Security.** Code review is a way to manually inspect source code by developers other than the author [19]. In its contemporary practice, code review is asynchronous, tool- and change-based [11], and widely used across companies [8, 56] as well as community-driven projects [54, 55]. Bacchelli and Bird [8] surveyed developers and managers’ expectations regarding code review at Microsoft. Among the observations they collected during interviews, a senior developer stated: “I’ve seen quite a few code reviews where someone commented on formatting while missing the fact that there were security issues.”

Edmundson et al. [24] stated that manual code review could be expensive and impractical due to the need for several reviewers to inspect a piece of code to find a vulnerability. On the contrary, Weir et al. [69] interviewed twelve industry experts to investigate how to improve the security skills of mobile app developers. Some of the techniques recommended included code reviews. In this vein, the OWASP institution [51] defined secure code review as probably the single-most effective technique for identifying security bugs early in the system development lifecycle.

Braz et al. [16] investigated to what extent software developers can detect vulnerabilities during code reviews. They found that several developers often miss a popular and easy-to-detect vulnerability when reviewing code, yet, when explicitly informed about the presence of a vulnerability in the change, a significant portion of the additional developers could identify it. Later, Braz et al. [14] investigated whether and to what extent instructing developers to focus on security issues and providing security checklists during code reviews can support the detection of software vulnerabilities. They found that developers’ mental attitude plays a role in detecting software vulnerabilities during code reviews. The effect of security instructions provided evidence that vulnerability detection could be triggered with proper security considerations, such as security standards for code reviews.

These studies [14, 16] have investigated the developer’s ability to detect vulnerabilities during a practical code review task. They also provided the first evidence on how developers could perceive security assessment during code review. In this work, we continue on this research path, focusing specifically on developers’ perceptions as a way to generate knowledge to inform current practices and research.

**3 METHODOLOGY**

Overall, our research aims to understand the developers’ perspective on assessing software security during code review and the support companies and projects provide to this process. We base our study on semi-structured interviews and a survey we devised and disseminated to collect different types of self-reported data.

### 3.1 Research Questions

Our investigation is structured around three research questions. We incorporated them in the interview guidelines and the survey. As software security seems to be gaining more space among developers’ responsibilities, we first investigate the developer’s perspective on this phenomenon and whether the developers in fact assess software security during code reviews:

| RQ1 | What is the current developer’s perspective on ensuring software security during code review? |
|-----|--------------------------------------------------------------------------------------------------|
|     | Organizations are shifting security to earlier stages of software development, increasing developers’ responsibility around security. We investigate the support that companies and projects provide to the software security assessment during code reviews: |

Finally, we focus on the challenges developers face when ensuring software security during code reviews. Such an understanding helps us obtain a catalog of reasons why this practice is not adopted and allow us to propose recommendations to mitigate them.

| RQ2 | To what extent do companies/projects support security assessment during code review? |
|-----|----------------------------------------------------------------------------------|
|     | We performed the first part of our study as a set of one-to-one semi-structured interviews [37] with professional software developers of different backgrounds. Semi-structured interviews use an interview guide that contains general groupings of topics and questions rather than a pre-determined set and order of questions [8, 37]. They are often used in an exploratory context to “find out what is happening [and] to seek new insights” [70]. The guideline was iteratively refined after each interview, particularly when developers started providing answers very similar to the earlier ones, thus reaching a saturation effect. The main path of the final interview guideline has 28 questions. Table 1 shows two of the questions we asked participants during the interviews. Following, we describe the guideline’s main points. |

| RQ3 | What are the main challenges experienced when ensuring security during modern code reviews? |
|-----|--------------------------------------------------------------------------------------------------|
|     | (1) Introduction and background questions. In the introduction, we spend a few minutes explaining who we are and our research — without mentioning security. We review the main points of the consent form they signed prior to the interviews and answer any questions they might have. For instance, we remind them they were allowed to stop the interview at any moment and also skip any question they did not feel like answering. We also explain that there were no right or wrong answers. Following, we start recording the interview and ask the participants questions about their background, such as their current role and how many years of experience in programming they have. The discussion of participant background serves as an icebreaker and also provides some context for later in the interview. |

| Table 1: Sample of the questions. |
|-----------------------------------|
| Q15 | To what extent do you consider security aspects when reviewing code? |
| Q17 | Do you think ensuring security during code reviews is challenging? If yes, why do you think it is challenging? |

---
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(2) Code review questions. In this part of the interview, we ask general questions about code reviews. First, we ask participants if they perform code reviews as part of their current job or whether they have previous experience with it. Although we explicitly state the interview is about code reviews when inviting participants, it could happen that a participant answer they have no experience with this activity whatsoever. In this case, we move the interview to the wrap-up bulk. Participants that confirm they have conducted code review sessions continue to answer questions about their experiences. For instance, we ask the participant why they perform code reviews and what type of issues they look for when reviewing. At this moment, we observe whether participants mention security or vulnerabilities by themselves, i.e., whether security is spontaneously mentioned without being primed.

(3) Security questions. We ask participants if they are familiar with the term “software vulnerabilities” and their definition of it. For participants unfamiliar with the term, we read OWASP’s [28] definition and ask if they agree with it. The subsequent questions and discussion regarding security are in this context of vulnerability detection. We ask participants whether they consider security when reviewing code. To those who confirm they do it, we ask security-specific questions about their practices and experiences. To participants that do not consider security during reviews, we ask questions about security in other activities of the software development process. We then ask participants about the challenges to ensure security in their reviews and other development activities.

(4) Wrap-up. We conclude the interviews with some basic questions, for instance: “Is there anything you want to tell us about code reviews and security that we did not cover before?” and “Is there anything you want to ask us?” Finally, we thank them.

We conducted the interviews through a video-conferencing application. With consent, we recorded the interviews, assuring the participants of anonymity. The audio of each interview was then transcribed and broken up into smaller coherent units for subsequent analysis. The transcripts of the interviews are available [15].

3.3 Survey Design

In the second part of our study, we conducted a survey with developers who have experience with code reviews. Our goal was to validate and expand on the findings collected through the semi-structured interviews, and further answer our research questions (see section 3.1). We built and ran the survey on Qualtrics [48].

The survey had 22 questions compulsory questions, organized into four open-ended questions, three multiple-choice, 15 single-choice, and three 5-point Likert scale grids. These grids asked participants to rate 8, 7, and 4 items on a 5-point Likert scale (ranging from ‘strongly disagree’ to ‘strongly agree’). The multiple-choice and rate questions had randomized answer options and statements. Table 2 shows an example of a closed and an open-ended question. In the following, we detail the survey’s design and how the participant flows through each block of questions. Each block corresponds to at least one different page, and returning to previous pages is not allowed. The complete survey is available in the accompanying material [15].

(1) Welcome page. On the first page of the survey, we provide participants with information about the study. We do not inform the participants about the study’s final focus on software vulnerabilities to avoid they subconsciously changing their answers to fit it (i.e., demand characteristics [45]). We inform participants about the data handling policy, ask for their consent to use their data, and inform them that they are allowed to drop out at any time.

(2) Qualification questions. We ask participants two random technical questions to screen non-programmers out of our study. We selected three technical questions from Danilova et al. [21]’s list as they offer only minimal overhead for the participants with actual programming skills.

(3) Code review experience and practices. In this block, we ask questions to gather information about their code reviews’ experiences and practices, including the reasons why they perform the reviews and the type of issues they have reported in their last code review sessions. At this point, we do not ask security-specific questions. This way, we can identify participants who spontaneously report to include security as part of their code reviews.

(3) Code review experience and practices during code reviews. In this step, we ask participants whether they are familiar with the term software vulnerabilities and provide them with its definition [28]. The subsequent questions regarding security are in this context of vulnerability detection. We ask questions to gather information about factors that may affect how the participants address security during code reviews, such as their security knowledge, practices, and company and team culture. Most of the questions are closed in a Likert scale format. Depending on a participant’s answers, some questions were filtered and not presented to avoid asking unnecessary questions. Different from the interview, in the survey we did not explicitly ask participants about the security process followed within their companies. We excluded this question to avoid overloading survey respondents and to increase response quality [30].

(4) Demographics. We ask participants questions to collect demographic information and confounding factors, such as the highest obtained education and years of professional experience (all questions are available in the replication package [15]). This information is mandatory to fill in as collecting it helps us identify which portion of the developer population is represented by our respondents [26].

(5) Feedback and closing. We ask for the participant’s feedback on the survey. We also ask if they would like to share their anonymous data in a public research dataset and receive the study results.

3.4 Interviews and Open Answers Analysis

We performed two open card sortings [63] to extract emerging themes from the interviews and open answers of the survey. This allowed organizing the codes into hierarchies to deduce a higher level of data abstraction. We followed the same process in both analyses.
card sortings: the first authors and an external researcher created self-contained units, then sorted them into themes. To ensure the themes’ integrity, the authors interactively sorted the units several times. After review by the last author and discussions, we reached the final themes. Through the discussions, we evaluated controversial answers, reduced potential bias caused by wrong interpretations of a participant’s answer, and strengthened the confidence in the card sort output (available in our replication package [15]).

3.5 Recruiting Participants
To recruit participants for the interviews, we contact our professional networks as well as ask for participation on practitioners’ web forums. We disseminated the online survey out through practitioners’ web forums, IRC communication channels, direct authors’ contacts from their professional networks, as well as their social media accounts (e.g., Twitter, Facebook). We did not reveal the security angle of the study; instead, we explained that the study was about expectations and practices in code review. We also introduced a donation-based incentive of 20 USD and 2 USD to a charity per participant of the interviews and the survey, respectively.

4 RESULTS
In this section, we report the results of our investigation.

4.1 Participants
In total, we interviewed ten software developers with up to 13 years of industry experience. Among the interviewees, three also have a technical lead position within their team. All interviewees work in different companies of distinct dimensions: three startups, three mid-sized software engineer companies, and four large software engineer companies. One interviewee (I11) is also active in the open source community. Two interviewees are located in Brazil, one in Canada, one in England, one in Portugal, one in the Netherlands, and four in Switzerland. All interviewees perform code reviews at least three times a week. Table 3 summarizes the background of the interviewees.

A total of 329 people started our online survey through the provided link. Of these, 121 did not complete it; thus, we removed their entries from the results dataset. A total of 208 people completed all survey blocks. We removed 24 respondents who reported not performing code reviews and manually inspected five respondents who incorrectly answered at least one qualification question, removing other two respondents. After applying these exclusion criteria, data from 182 respondents could be used for the analyses.

Figure 1 shows the current positions of respondents with an employment and Figure 2 presents the respondents’ experience and practice. In total, 178 respondents reported being employed. Most respondents currently have a developer role (78%), distributed as: front-end (2 respondents), back-end (45), full-stack (78), mobile (2), embedded applications or devices (5), and others (10). Moreover, most respondents (84%) report more than two years of professional development experience, and to program (91%), to design (68%), and to review code (62%) at least several times per week.

4.2 RQ1. Security during Code Reviews
Our first research question seeks to investigate the developer’s perspective on software security and whether the developers in fact assess software security during code reviews.

Security focus during code review. When asked—as an open question—what they focus on during code review, only 9 out of the 182 survey respondents explicitly mentioned security. Instead, other non-functional qualities of the code were mentioned more frequently (e.g., 23 respondents reported performance as an issue they focus on during code review). However, after being prompted about vulnerabilities, 111 respondents reported to always consider security during reviews. Most survey respondents (81%) reported they can decide what aspects/issues to inspect during reviews (i.e., in the end, ensuring security during reviews is their choice), and 81% of them state it is their responsibility to look for vulnerabilities during reviews.

During the interviews, two interviewees mentioned, without being prompted, to focus on security. I4 explained: “There are collateral effects that can be undesirable for the change…like performance, security, maintainability, testability, extensibility. All these things that can be tested and generally are tested.” Eight interviewees reported to be familiar with the term software vulnerability and provided their own definition, which was in line with ours in all cases (see Section 3.2). This was also the case of I11, who reported to have a security background. The two remaining interviewees initially reported no familiarity with the term but agreed with the definition we provided. One of them further explained that they were initially unsure about the correct definition of the term, but our definition confirmed their initial opinion.

After being prompted about software vulnerabilities, five more interviewees highlighted the importance of considering security
during code reviews. Out of these five interviewees, I7 stated: “I consider it a lot, because I already worked for companies that we had problems related to it: the security of the data, big companies.” Survey participants and interviewees used various terms in their answers refer to the application’s security. This was the case of the previous answer given by I7 where they mentioned “security of the data” when asked whether they consider security during code reviews, a follow-up question to the discussion on the software vulnerability definition. In fact, vulnerabilities in the code may lead to insecure data; for instance, a Use of a Broken or Risky Cryptographic Algorithm (CWE 327) [59] flaw in the code can lead to the exploit of sensitive data.

Moreover, two interviewees reported using automatic tools to detect software vulnerabilities, not only during code review but overall during development activities. For instance, I2 said: “this is automatically checked. There is a tool [that] is part of the automatic check, if that change that I am introducing, if it is exposing any credential, if there is any hardcoded password, if I let any security permission leak.”

**Participants’ familiarity with security.** The familiarity of our study’s participants with security and its concepts plays an important role in our results’ interpretation. Among the survey respondents, 37 stated to be unfamiliar or unsure about the term software vulnerability, while 145 reported being familiar with it.

Two interviewees reported to not be familiar with the term software vulnerability. Yet, they demonstrated to be security-aware after listening to the software vulnerability definition. Except for I1 (who reported to have worked with security), the interviewees pointed out not being security experts. I5 explained: “[security] is a topic that most of engineers tend to not look too much into it.”

**Developers’ assumptions about application’s security.** The interview format allowed us to reveal potentially dangerous assumptions developers make. In total, seven interviewees assumed that security is the responsibility of another software component or team. For instance, I1 explained: “I do not worry much [about security] … I am supposing that another part of the system already dealt with it, like already dealt with the security and, at this point, I am relatively secure and should not worry much about it.” I9 stated: “I am more a front-end developer, we deal less with security matters. I think [considering security during code reviews] should be more for the back end, right? They deal more with data.” In addition, I6 said “I am a back-end engineer … I am not a front-end person, I do not have front-end expertise, so verifying accessibility [vulnerabilities], for example, is something I could not easily do.”

Two interviewees revealed that because they develop internal code, they do not extensively consider security during code review. For instance, I3 said: “I think about it for like 3 seconds and I see that there is nothing to worry about. … again the code I wrote most, like 95% of the time, is internal code that will never go outside.”

In contrast to the interviewees, most survey participants reported that ensuring security is part of their jobs. In total, 126 (81%) survey respondents agree with the statement: “It is my responsibility to look for vulnerabilities during code reviews.” In addition, 166 agree with the statement: “It is part of the developer’s job to ensure the security of the application.” Yet, the difference between interviewees and survey respondents may also be explained by having prompted the latter about vulnerabilities (see section 3.3).

**Figure 2:** respondents’ demographics (absolute numbers).

### Observation 1. Developers are familiar with the term software vulnerability and acknowledge the importance of ensuring security during code reviews. Yet, the vast majority of participants considered security as a key focus during code review only after we explicitly asked them about this topic.

### Observation 2. Interviewees stated to disregard security aspects during code reviews due to their assumptions about the security dynamic of the application they develop.

#### 4.3 RQ2. Support to Ensure Security on Reviews

Our second research question seeks to investigate the support that companies and projects provide to the software security assessment during code reviews.
Most survey respondents (92%) reported to review code because they see value in code review, while only 15 of the respondents reported they conduct this activity because they are told to do so (i.e., due to company/team policy). Figure 3 presents the survey respondents’ scaled rates about their experiences, practices, and company/projects culture. Overall, most survey respondents (58%) reported that the main application they develop for is security-sensitive; yet, fewer (45%) respondents reported their companies/project to have a dedicated company/project security team, and only 12% (21) of the respondents have their changes reviewed by security experts.

In total, 147 (81%) respondents reported that the code changes they review might be affected by software vulnerabilities. However, only 12% of the code changes are reviewed by security experts. For 69% (126) of the respondents, developers are responsible for ensuring security during code reviews in their company/project. However, only 24% (43) of the respondents feel like the companies/ projects allow developers to acquire security skills by themselves during work hours. For 82% of the respondents, companies need to support more secure practices during the development process, including during code review.

Two interviewees commented about how their companies became more security-aware over time. For instance, I7 told us about how their company started as a small business and how its growth impacted the security of the application: “When I joined, the application supported very few devices … with very low sales, so it was not a big concern, but [since we had an equipment] used by over 60,000 people … we started to have a certain kind of care. We [added] more security in the application.”

Three interviewees reported that their companies have dedicated security teams. However, security reviews of every change might not be viable: “Unfortunately, I do not think we have enough people that are really expert in security to be able to do a scrutiny security verification in all code changes we have. … It is more scalable that you give a prototype to a security team that will do an analysis to see if any attack pattern is there” (I6).

Observation 3. Respondents are expected to ensure security during code reviews. However, they are not acknowledged by companies/project leaders when they do it.

4.4 RQs. Challenges to Ensure Security

Our third research question seeks to understand the challenges developers face when ensuring software security during code reviews. In addition, we also explore developers’ recommendations on how to mitigate these challenges.

When asked whether it is challenging to ensure security during code review, seven interviewees agreed. More than that, “it can be hard even for experts to ensure security during reviews” (I7). In the survey, half (51%) of the respondents reported finding it challenging to ensure security at review time, while fewer 37% (67) reported it as challenging to do it in other development activities.

Interviewees reported lack of knowledge, the large amount of possible vulnerabilities and attack patterns, time constraints, and human factors as their main challenges. I6 said “Because there are many, many ways of attacking, a lot more that a person who is not a specialist in the field will be able to check (...) the variability of security problems is too extensive. Because of that, it would take too much time for a non-specialist person to verify it, besides verifying what the change needs to actually do.” We asked survey
respondents to tell us the challenges they face concerning security during code reviews as an open-text question. Respondents reported similar reasons as to the interviewees. Survey respondents mentioned lack of knowledge and time as the main reasons they find it challenging to ensure security during code reviews. For instance, the set size of possible vulnerabilities was also mentioned in the survey. R172 explained: “It is difficult to consider all of the possible security vulnerabilities, especially in larger ecosystems where a library may have a vulnerability that is not visible on the top layer.” Figure 4 shows the challenges survey respondents reported to face concerning security during code reviews.

No struggle to ensure security. In total, four interviewees denied struggling to ensure software security during code reviews. For instance, I2 said: “I do not think I struggle because this is something that already existed, it is already part of the company.” In addition, I6 said “I never felt like struggling. I think what already happened, that sometimes happens, is that because I am not a specialist, I end up having doubts about the security of something that I am seeing and I suggest that change goes through a review a bit more specific with a security team.” On the other hand, three interviewees said to struggle in this activity. For example, I7 said: “Yes, a lot, because, although I know some points where I know the security issue is critical, I do not know everything. So, sometimes what I said before (small things) go by unnoticed because sometimes I do not even know that is a point that can be exploited.”

Two of the interviewees also reported to struggle to include security in other activities of the development lifecycle: “Security is something that we try to have in mind, but sometimes, I do not know, sometimes you need to deliver stuff for yesterday. Sometimes there is something in the middle of your way. Sometimes there is a certain hurry that [security] ends up unnoticed” (I7).

Observation 4. Developers deny struggling to ensure security during code reviews. Moreover, doing it depends on the change’s size, complexity and context.

Insufficient security knowledge and training. In our survey, the most frequently mentioned challenge (mentioned by 44 respondents) is insufficient security knowledge and training. For instance, R35 said: “lack of knowledge about the current vulnerabilities on the language/ framework/libraries of choice,” and R86 explained that “developers often lack the low-level and/or platform expertise necessary to detect some vulnerabilities.” R15 explained: “[security assessment] needs specialized knowledge (exploit techniques) and it can be hard to convince colleagues that there is a security [vulnerabilities] in their code without doing a demo if they do not have the necessary knowledge.” Survey respondents also mentioned that vulnerabilities might not be easy to identify during the review: “Vulnerabilities are not always obvious just from looking at code, [they] sometimes slip through the cracks even when best practices are followed” (R86).

Respondents were also skeptical about developers’ abilities to learn and perform secure code reviews. For instance, R154 explained “Dedicated security experts are not economically viable for most smaller companies / teams / project. Some training might help but it is probably unrealistic for all developers to become competent enough in IT security. Addressing this issue requires better tool support (static code analysis) and improved frameworks / libraries / API, so that developers have less ‘opportunity’ to mess up.”

Vulnerabilities are hard to detect and keep up with. The nature of software vulnerabilities also impacts its detection. In total, nine survey participants reported that vulnerabilities are subtle and difficult to detect, even when the best practices are followed. For instance, R86 explained that “vulnerabilities are not always obvious just from looking at code,” and R154 said that “some vulnerabilities are very subtle (yet dangerous) and therefore easy to overlook. The code actually does not look ‘bad’.” In addition to that, the large amount of vulnerabilities and the constant discovery of new ones turns keeping up with security a hard task. For example, R31 reported the “ever-changing development landscape, new vulnerabilities are found in third-party packages every day” as a challenging factor to ensure security during review.

Lack of codebase knowledge. Lack of codebase knowledge was mentioned nine times. Survey respondents reported lack of knowledge about applications’ architecture, domain, and components interaction as factors that influence the detection of vulnerabilities during reviews. For instance, R39 explained “I am not a security expert; my reviews will never be airtight on a security level. The level of threat is hard to determine since company-wide network policies and other teams’ applications are also part of the ecosystem with details that are not necessarily known.” In addition, R42 said “lack of knowledge of the overall domain (I work in a heavily regulated financial environment and I am relatively junior) with many existing security measures. Awareness of the interactions between these systems is desirable when inspecting security.”

Use of third-party libraries. Lack of knowledge also applies to third-party libraries used in the application. The use of third-party libraries was mentioned by eight survey respondents as a challenge they face when ensuring security during code reviews. R86 said “Vulnerabilities are not always present in the code we maintain, often they are library/platform/integration issues.”

Figure 4: Challenges developers face concerning security during code reviews.
Security awareness at review time. The results of RQ1 show that developers are familiar with security but do not focus on it during code reviews. Some developers acknowledge this scenario. In total, eight survey respondents mentioned the lack of security awareness during code reviews as a challenging factor to detect vulnerabilities during the review. For instance, R16 reported "general lack of security awareness from most developers" as a challenge they face. Moreover, R147 said that "[security] is typically not on the forefront of the mind of the author."

Time and security interest. Lack of time (six respondents), interest in security (one respondent), and resources (two respondents) were also mentioned as challenge factors developers face to ensure security at code review time. R62 said "[considering security during code reviews] is too time-consuming." In addition, R132 stated: "Lack of time/interest/ funding for security-centric changes leads to security being an afterthought." Finally, R80 wrote: "So many changes happen that it can be hard to see how a small change affects the security. Security has not been thought of at the start and was hacked in."

Human factors. Survey participants also mentioned human factors, such as fatigue and focus, as factors that impact the detection of security issues during code reviews: "It is time pressure, fatigue, focus, and all these things, because if you have to review lots of codes, you will end up lowering your attention. If you are constantly interrupted during a code review, when you need to assemble the system in your head, assemble the change in your head along with the system and seeing how it works, that can get in the way" (I4).

Code review limitations. In total, five survey respondents also mentioned some limitations that code review poses to ensuring security. For instance, R64 mentioned "too much code to review" as a challenging factor to ensure security during reviews, and R112 said: "[I am] not always sure what to look for, nor sure if it is my responsibility instead of our security team's responsibility. Code reviews also show only a limited view of an application, and proper understanding of security flaws may require seeing how code interacts across the whole application." R86 wrote: "spotting vulnerabilities often requires deep understanding of the subject code which is not really required of code reviewers."

Observation 5. Insufficient security knowledge is the mainly reported challenge in ensuring security during code reviews. Knowledge regarding the application and its components, third-party libraries, human factors, and code review limitations also hinder security assessment at review time.

5 LIMITATIONS

Assessing the validity of explorative qualitative research is challenging [32, 46]. Despite our best efforts, some limitations exist; in the following, we explain how we tried to minimize them.

To mitigate the possible limitation from missing control over subjects, we included questions to characterize our sample, such as experience and role (Block 4 in Section 3.3). We also removed participants who did not complete the experiment and reported not performing code reviews. We manually analyzed participants that incorrectly answered the qualification questions.

During the interviews, we might have led interviewees to provide more desirable answers [34]. To mitigate this issue, we challenged and triangulated our findings with the survey results. Our study participants might have given socially acceptable answers to appear in a positive light. To mitigate this social desirability bias [29], we informed participants that the responses would be anonymous and evaluated in a statistical form. To mitigate question-order effect [58] that might have led the survey respondents to specific answers, we randomized the order of answers of the multiple-choice questions and the statements of the scale rate questions.

We collected qualitative data from the interviews and the survey to understand developers' main challenges to ensure security during code reviews. We used the data to get insights into their perceived challenges and what they would do/recommend to do to mitigate such issues. We used different measurement techniques to mitigate mono-method bias [20]: we obtained qualitative results by employing card sorting on participants' responses to the survey's open-text questions (Block 3 in Section 3.3). We also used this technique on the interviews' transcripts.

We only collected data through interviews and surveys, which may not provide the full picture of developers' perceptions. To mitigate this limitation, one can examine code, design documents, issue tracking system contents, and other repositories. We hope that future research can be inspired by our results and triangulate selected findings with other data sources.

To obtain a diverse sample of participants, we invited software developers from several countries, organizations, education levels, experiences, and backgrounds. Even though our sample comprises several types of software developers and we found a large agreement concerning their perceptions, we cannot claim it is representative of all developers. If the study is repeated using different participants, the results may be different.

Participants could freely decide whether to participate in the study or not (self-selection). They were informed about the survey's topic (code review), an estimated duration for the participation, and offered a donation to a charity institution to encourage their participation. This could have biased the selection of participants as only participants who could spare enough time or were interested in the incentive might have participated. We tried to mitigate this risk by advertising through various channels.

6 DISCUSSION

We discuss how the findings on the developer’s perception of software security code reviews can be used to better support the secure development of applications, and we outline opportunities for future work.

A change in developer's perspective on security. In the past, developers have shown an "it is not my responsibility" attitude towards software security [77] and limited adoption of Secure Development of Applications (SDA) [73]. However, software security seems to be gaining more space among developers’ responsibilities. In fact, a study [17] reported that developers care more about security than other reliability issues. Following this trend, our results suggest a change in developer’s attitude—they state it is their responsibility to ensure security during code reviews.
Security needs to be better motivated. Even though developers seem to have changed their attitude towards security, recent research [14, 16] has also provided initial evidence that security is not in the developers’ mind “by default” when reviewing code. Our results corroborate this evidence: We found that developers do not have security in mind when describing their code review practices. A reason for this might be that developers lack motivation to be concerned about security during reviews. Indeed, companies and projects expect developers to ensure the security of their applications and allow them to acquire security knowledge during work hours, but they do not provide the means for that, e.g., security training and workshops. Moreover, leaders do not acknowledge developers that do secure code reviews.

This situation raises questions on the effectiveness of how companies motivate developers in the software development process, especially at code review time. Organizations may consider incorporating explicit reward systems for developers who ensure security in the applications. For instance, the Vulnerability Reward Program [4] rewards any bug bouncer who report vulnerabilities in Google-owned and Alphabet subsidiary web properties. Inspired by this initiative, companies and projects may create programs to reward developers who detect vulnerabilities through code review.

Assumptions may hurt security. Developers make security assumptions during code reviews. For example, Braz et al. [14] reported that reviewers justified not detecting vulnerabilities because they assumed the change author had already considered the application’s security. In line with their findings, our study participants assume that security is the responsibility of another application’s component or team. For instance, back-end developers reported assuming security as a front-end responsibility, while front end developers reported the opposite. However, developers need to be careful and spread awareness around these assumptions so that they do not end up hurting the application’s security.

Some developers also thought their code is not security-sensitive because the software is intended for internal use. However, malicious and inadvertent activities may happen inside an organization. For example, acknowledging these scenarios, Microsoft has an insider risk management compliance solution that helps minimize internal risks by enabling clients to detect, investigate, and act on this type of activities [44]. Developers should be aware that internal code may still be vulnerable to malicious attackers that impersonate employees. Organizations may consider raising awareness on this issue and incorporating more strict software security policies into their development process to create a different attitude.

Security can be learned. Participants mainly reported insufficient security knowledge as a challenge when considering security during code review. Our results align with previous work [14, 16], in which developers reported lack of knowledge as the reason for not finding vulnerabilities in a code review task. These results strengthen the questions on the security education (or lack thereof) that developers are receiving. To create a different approach, educational institutions may introduce or give more attention to security in the software engineering undergraduate and graduate courses. For instance, in 2004, a team from the US Naval Postgraduate School won the “Capture the Flag” tournament at Defcon, the world’s most popular hacker convention [22]. To learn security, students and developers must be able to switch from their traditional conditioning to the attacker’s way of thinking [13]. Studies can be carried out to determine how to better educate students on software security.

Furthermore, to overcome developers’ insufficient security knowledge, companies and projects may provide security training and allow time for learning. The free resources provided by OWASP [28] can be used to educate developers on security. For instance, organizations can adopt regular talks about the OWASP Top 10 List [52] to keep developers aware of the riskiest vulnerabilities, as well as training and seminar about new emerging vulnerabilities.

In addition, software developers can use Massively Open Online Courses (MOOCs) to learn security beyond the setting of their company/project. MOOCs are online courses that, additionally to traditional course materials, provide interactive courses with user forums or social media discussions to support community interactions among students, professors, and teaching assistants, as well as immediate feedback to quick quizzes and assignments [72]. Although previous research [65] has provided evidence that on-campus security courses still have better results than security MOOCs, developers can still benefit from them. For instance, our results show that companies allow developers to learn security during their work hours. These developers may follow MOOC activities from the office. Further studies can be conducted to investigate how to improve MOOCs to better support developers learning software security.

A little help from the experts. Most of our participants reported that they develop security-sensitive applications, but their code is rarely reviewed by security experts. This is a missed opportunity because code review can be used as a learning tool [8]. Including an expert in the review may not only increase the security of that specific change, but developers can make use of the knowledge sharing during the review to learn, e.g., it can be a way to do onboarding in the security field.

The 2014 Cisco Annual Security Report estimated a potential shortfall of a million security professionals globally [18]. In 2022, the report of the World Economic Forum [27] stated: “There is an undersupply of cyber professionals — a gap of more than 3 million worldwide — who can provide cyber leadership, test and secure systems, and train people in digital hygiene.” This way, even large companies do not have enough security experts to review every change made by developers. In fact, only one-third of our survey respondents reported having a security team in their companies/projects. As a solution, teams can select a developer to increase their security expertise and propagate their knowledge to other team members through code reviews. OWASP [28] suggests that companies not only have a security team but also a further group of developers with an interest in security that can act as team local security Subject Matter Experts (SMEs) taking part in the code reviews [51]. Further studies can be designed and conducted to evaluate the effect of learning security in reviews.

The right change to the right reviewer. When not enough experts are available to review all code changes, the most security-critical changes can be selected and sent to the experts for a more scrutiny security analysis. Tools and processes can be developed to recognize security-critical changes and automatically assign security experts as reviewers. Previous research [9, 36, 53, 68] has
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investigated reviewer recommendation approaches, including recom-
mendations based on cross-project work experience of potential
reviewers and estimation of their expertise in specific technolo-
gies [53]. These approaches may be adapted to take security aspects
into consideration. For example, they may incorporate security
static analyzers, such as SonarQube [62] and Snyk Code [61], to
measure the change’s security-critical level.

**Code review is not perfect.** Code review is considered a valuable
tool for finding defects and improving software quality [2]. In its
current form [8], it requires short-term reactions from reviewers
on the code changes [56]. In our studies, participants reported lim-
itations specific to the code review process that hinder security
assessment of code changes. For instance, developers reported that
ensuring security is a time-consuming activity and do not have
enough time for it due to their high workload. In addition, the secu-
ry impact of code changes can spread in the application and not be
limited only to the diff shown in the review. This way, to identify
possible software vulnerabilities, developers need to have a good
understanding of the application’s components interaction, archi-
tecture design, and third-libraries usage, which does not always
happen, thus often leaving software vulnerabilities undetected. Pre-
vious studies have reported the benefits of visualization techniques
for developers [25, 35, 39], such as supporting them in better un-
derstanding or navigating the code. Future research can investigate
whether developers can improve their understanding of the security
impact of the code changes through the use help of code change
visualization tools, such as CODE PARK [35] and CHANGEVIZ [31].

7 CONCLUSIONS

In this paper, we investigated the developer’s perspective on
assessing software security during contemporary code reviews, the
support companies and projects provide to this process, and the
challenges they face in this task. To this aim, we interviewed ten
professional developers and surveyed 182 practitioners.

Our results show a change in the developer’s attitude towards secu-
ity – they acknowledge it is their responsibility to ensure se-
curity during code reviews. Yet, we also find that developers do
not have security in mind when describing their code review practices,
thus suggesting that security is not one of their main priorities
when reviewing code. Moreover, developers make assumptions about
the dynamic of the application for which they are reviewing
code. These assumptions may lead them to disregard security
aspects during their code reviews.

Our findings indicate that companies may need to change their
approach towards security: They expect developers to ensure the
security of their applications but provide little support and incen-
tives to do so. Developers deny struggling to ensure security dur-
ing code reviews. Yet, they report insufficient security knowledge,
lack of knowledge regarding the application and its components,
third-party libraries, human factors, and code review limitations as
challenging factors that hinder security assessment at review time.

Our findings raise questions on the effectiveness of current meth-
ods employed in the software development process to ensure secu-
ry, especially at code review time. To achieve secure and maintain
secure applications, developers need to be educated about software
security, and organizations need to improve how they motivate
developers about it. Moreover, strategies to better support develop-
ers when ensuring security during code reviews should be further
investigated to establish and improve the code review process.
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