Evaluations of Machine Learning-Based CYGNSS Soil Moisture Estimates against SMAP Observations
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Abstract: This paper presents a machine learning (ML) framework to derive a quasi-global soil moisture (SM) product by direct use of the Cyclone Global Navigation Satellite System (CYGNSS)'s high spatio-temporal resolution observations over the tropics (within ±38° latitudes) at L-band. The learning model is trained by using in-situ SM data from the International Soil Moisture Network (ISMN) sites and various space-borne ancillary data. The approach produces daily SM retrievals that are gridded to 3 km and 9 km within the CYGNSS spatial coverage. The performance of the model is independently evaluated at various temporal scales (daily, 3-day, weekly, and monthly) against Soil Moisture Active Passive (SMAP) mission’s enhanced SM products at a resolution of 9 km × 9 km. The mean unbiased root-mean-square difference (ubRMSD) between concurrent (same calendar day) CYGNSS and SMAP SM retrievals for about three years (from 2017 to 2019) is 0.044 cm^3 cm^-3 with a correlation coefficient of 0.66 over SMAP recommended grids. The performance gradually improves with temporal averaging and degrades over regions regularly flagged by SMAP such as dense forest, high topography, and coastlines. Furthermore, CYGNSS and SMAP retrievals are evaluated against 170 ISMN in-situ observations that result in mean unbiased root-mean-square errors (ubRMSE) of 0.055 cm^3 cm^-3 and 0.054 cm^3 cm^-3, respectively, and a higher correlation coefficient with CYGNSS retrievals. It is important to note that the proposed approach is trained over limited in-situ observations and is independent of SMAP observations in its training. The retrieval performance indicates current applicability and future growth potential of GNSS-R-based, directly measured spaceborne SM products that can provide improved spatio-temporal resolution than currently available datasets.
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1. Introduction

Soil moisture (SM) is an essential hydroecological variable that plays an important role in water dynamics, evapotranspiration [1], the energy and carbon flows between the surface and the atmosphere [2], vegetation states [3], climatic conditions [4], and many hydrological and agricultural processes. Microwave remote sensing at L-band (1–2 GHz) is an established method for providing accurate SM retrievals on a global basis because the primary physical property that affects the microwave measurement is directly dependent on the amount of water present in the top 5 cm of soil. The European Space Agency’s Soil Moisture and Ocean Salinity (SMOS, launched in late 2009) [5] and the National Aeronautics and Space Administration (NASA)’s Soil Moisture Active Passive (SMAP, launched in early 2015) [6] are two passive microwave spaceborne missions that are currently operating at L-band. Both provide global SM retrievals every 2–3 days with a spatial resolution on the order of several tens of
kilometers. While this product is critical for many large-scale climate studies, a higher spatio-temporal resolution SM product is needed to advance applications in hydrometeorology, atmospheric research, and water resource management at regional and local scales [7–9].

There is a growing interest within the hydrology community to utilize spaceborne Global Navigation Satellite System (GNSS) Reflectometry (GNSS-R) observations in SM retrievals due to its relatively high spatial footprint (on the order of a few kilometers) over smooth Earth surface with frequent observation (subdaily or daily) capabilities [10]. The GNSS-R approach re-purposes existing GNSS infrastructure for remote sensing by processing the forward-scattered signal that is reflected off the surface of the Earth [11]. The exploitation of this approach has been particularly accelerated with the availability of large and diverse datasets acquired from recent spaceborne GNSS-R observatories such as the United Kingdom’s TechDemoSat-1 (TDS-1, launched in mid-2014 and retired in mid-2019) [12] and NASA’s Cyclone Global Navigation Satellite System (CYGNSS, launched in late 2016) [13]. While TDS-1’s GNSS-R measurements featured a relatively low revisit time due to the satellites intention for evaluating multiple payloads simultaneously, the dedicated research community surrounding TDS-1 has greatly improved the literature’s understanding of spaceborne GNSS-R responses to ocean winds [14,15], ice sheets [16,17], and land geophysical parameter features [18–20] from space due to TDS-1’s global coverage created by its polar orbiting configuration. On the other hand, CYGNSS features a high-temporal resolution over a smaller spatial extent in order to optimize its measurements for ocean studies. To achieve this, CYGNSS uses eight small satellites that orbit the tropics (within ±38° latitudes). The considerable amount of CYGNSS land observation data also measured in this region has greatly contributed to the development of new SM retrieval approaches from spaceborne GNSS-R [21–29].

The GNSS-R approach comes with many unique challenges for SM retrieval such as (1) the variable footprint due to the relative contributions of coherent and incoherent scattering mechanisms, (2) non-repeating ground tracks due to quasi-random transmitter/receiver configurations, (3) sensitivity to fine-scale surface features (e.g., topography, water bodies), and (4) other non-geophysical factors (e.g., variation/uncertainty of the GNSS transmitter power). Spatial and/or temporal averaging are often employed in retrieval algorithms to overcome most of the aforementioned challenges. The majority of the previous GNSS-R-based SM inversion studies also calibrate their models and test their performance with SMAP or point-scale in-situ observations. However, it is difficult to directly compare the CYGNSS-based SM data products from these studies against each other because each paper assumes critically different inversion methodologies due to differences in (1) assumptions regarding gridding, open water masking, and surface conditions, (2) ancillary data requirements, (3) validation and reference data sets, (4) time spans, (5) models, and (6) spatial coverage. Despite these differences, most approaches have shown a moderate performance in retrieving SM from CYGNSS as summarised in Appendix A (see Figure A1). The purpose of this study is to achieve a daily 9-km gridded SM product within the CYGNSS spatial coverage (±38° latitudes) and evaluate the predictions against Soil Moisture Active Passive (SMAP) mission’s enhanced SM products at a resolution of 9 km × 9 km.

In this paper, we apply a machine learning (ML) framework that is similar to those previously developed by [25,26] to perform SM predictions at a high spatio-temporal resolution. The framework uses in-situ SM data sets provided by the International Soil Moisture Network (ISMN) to train CYGNSS observations that fall within approximately 9 km × 9 km grid centering each ISMN site. Several physics-aware features from both CYGNSS observables and other space-borne ancillary data are incorporated into the model to contend with the nonlinear relationship between the CYGNSS signals and SM. While Eroglu et al. [25] established artificial neural network (ANN) retrieval over limited ISMN sites as a proof-of-concept using a ten-fold validation method, Senyurek et al. [26] generalized the framework by utilizing a larger and more diverse dataset and developing ANN, random forest (RF), and SVM approaches with 5-fold, site-independent, and year-based cross-validation strategies. This paper extends these ML-based studies to global scales by including more reference stations and applying an independent validation strategy. The learning model utilizes in-situ SM data sets provided
by the 170 ISMN sites over a nearly 3-year period as the reference. Most importantly, the model’s performance is evaluated by using SMAP observations for 9-km gridded resolution at various temporal scales within the CYGNSS coverage.

The most distinct aspect of this study with respect to the previous studies, the framework does not use SMAP data in the training stage but uses it for independent validation only. In other words, the CYGNSS-based SM estimates are independent of SMAP observations, so we make predictions anywhere within CYGNSS coverage as long as it meets the quality control criteria of our approach (see details in our preceding publication [26]). However, the accuracy of our approach over denser vegetation (e.g., the Amazon) is expected to be degraded due to the limited vegetation penetration of L-band and lack of training over forested regions. Additionally, SMAP retrievals exist but their accuracy is not guaranteed over such regions. Therefore, this study often divides its comparison into the two groups “all grids” and “SMAP recommended grids”. Both SMAP and CYGNSS results are compared against each other within the CYGNSS coverage and at the same in-situ SM observations at ISMN sites. Temporal and regional studies are also demonstrated over selected areas (the US, India, Africa, and Australia) across the globe. The proposed approach achieves a performance better than 0.05 cm$^3$ cm$^{-3}$ mean unbiased root-mean-square difference (ubRMSD) at a 9-km spatial resolution within the CYGNSS coverage and with a similar mean unbiased root-mean-square errors (ubRMSE) performance over ISMN sites.

The rest of the paper is organized as follows: Section 2 summarizes the CYGNSS and SMAP data, and ancillary data needed for the ML algorithm. Section 3 describes the training and evaluation methodology for the proposed ML framework. In Section 4, the results of CYGNSS SM retrievals and performance analysis are provided. This includes a study on effects of land cover on the performance of the proposed approach as well as the temporal and spatial illustrations on SM predictions of the proposed approach over selected regions across the globe. Section 5 discusses findings, challenges, and implications for future work. Finally, Section 6 summarizes our conclusions.

2. Datasets

In order to effectively develop an ML-based retrieval algorithm for surface SM from CYGNSS observations, different land surface products must be leveraged to indicate the underlying surface conditions. The following subsections introduce the input feature selection for the retrieval algorithm as well as the physical relationships related to the GNSS-R observables and SM content. The data quality control and spatial-temporal aggregation processes used by this framework to ensure consistency for accurate SM products are given. Here, pertinent details are provided and additional details can be found in [26].

2.1. Cyclone Global Navigation Satellite System

The CYGNSS data used for this study is the Level-1 (L1) version 2.1 product, available at the NASA Physical Oceanography Distributed Active Archive Center (PO.DAAC, https://podaac.jpl.nasa.gov/). The CYGNSS mission consists of eight micro-satellites that record the reflected Global Positioning System (GPS) signals via a four-channel GNSS-R bistatic radar receiver. These micro-satellites primarily orbit the tropics, limiting their spatial coverage to latitudes ±38°.

In L1 data, the delay Doppler map (DDM) is processed to obtain the bistatic radar cross section (BRCS) and is represented as a 17 delay by 11 Doppler array. Under most circumstances, the surface reflections of GNSS signals are the combinations of coherent and incoherent reflections. Meanwhile, the spatial footprints for varying reflections are dependent on the bistatic geometry among the transmitter, reflecting surface, and receiver. Theoretically, the CYGNSS received DDM signals are impacted by the instrumental specifications and land surface characteristics. After correcting for the GPS transmitting power, antenna gain, signal travel distance, and wavelength, the derived reflectivity can be representative of the soil water content level and land surface roughness and vegetation conditions. Following [21,22,24–29], the CYGNSS reflectivity is calculated assuming a
coherent reflection over land. This reflectivity derived using the coherent reflection assumption has demonstrated a satisfactory performance for estimating surface SM in various previous studies. In addition, from the BRCS, the reflectivity delay waveform can be calculated for the Doppler domain between the peak delay bin $m$ and $m + 3$, which is then used for deriving the trailing edge slope (TES) [30]. TES is one of the indexes indicating the surface coherence/incoherence reflection, providing supplementary information for the ML-based retrieval model [25,26]. The instrumental data given in CYGNSS’s L1 product along with other metadata provide key information for filtering CYGNSS observations with larger uncertainties. The standard filtering criteria used in [26,27,30] are also applied here. Additional constraints for the CYGNSS data are applied and explained in Section 3.1. The CYGNSS data is spatially aggregated into EASE-Grid 2.0 3-km cells and is temporally averaged for daily values. For the ML process, three features derived from CYGNSS are used, i.e., specular point incidence angle, TES, and the reflectivity [30].

2.2. International Soil Moisture Network

Here, daily averaged in-situ SM data of 170 sites selected from the International Soil Moisture Network (ISMN) are used as ground truth information for the training of the ML model. The spatial distribution of in-situ sites used in this study are shown in Figure 1. The ISMN provides a global in-situ SM database with uniform data format and pre-processing quality flags [31] over the world. While there are some sites in Asia, Australia, and Europe, most ISMN sites within CYGNSS’s spatial coverage are in the Continental United States (CONUS). A similar distribution of sites can be found for the validation of other global retrievals such as SMAP’s SM products over core validation sites [32] and CYGNSS SM estimates over ISMN sites [27]. Nonetheless, the ISMN sites across CONUS provide a good coverage of heterogeneous land surface conditions. It is important to note that a good agreement between CYGNSS and in situ observations is expected to be achieved as in [26], which does not mean that CYGNSS’s SM predictions perform well in regions extremely disparate from those typical of the United States (e.g., tropical rain forests).

Figure 1. Soil Moisture Active Passive (SMAP) Retrieval Quality Flag (RQF) indicates whether soil moisture (SM) retrieval is recommended (green) or not recommended (cyan) over the specified location. Quality uncertain quality is influenced by factors such as water body fraction, coastal proximity, urban area, precipitation, terrain slope, and high vegetation water content. Red pentagrams show locations of International Soil Moisture Network (ISMN) stations. Blue boxes show target areas that are investigated in Section 4.3.
Detailed information about the ISMN is reported in [33,34]. The ISMN dataset is publicly accessible at http://ismn.geo.tuwien.ac.at. Here, the hourly SM data from ISMN is masked using the provided quality flag (identified as ‘good’ with ‘G’) and then averaged to daily values. From this ISMN data, the surface SM at a 5-cm depth is employed which is consistent with the penetration depth of L-band microwave signals.

2.3. Ancillary Data

Geophysical parameters such as vegetation density, topography, surface roughness, and soil texture also play important roles in securing accurate SM predictions in addition to CYGNSS observables. We use the five following ancillary datasets as input features to the learning model: (i) Normalized Difference Vegetation Index (NDVI), (ii) Vegetation Water Content (VWC), (iii) elevation, (iv) soil clay ratio, and (v) soil silt ratio.

The 16-day composite Normalized Difference Vegetation Index (NDVI) from Moderate Resolution Imaging Spectroradiometer (MODIS) data of MYD13A1 is utilized for characterizing vegetation conditions. The original 500-m resolution of NDVI data is spatially averaged to 3 km. The MYD13A1 dataset can be acquired from the NASA Land Processes Distributed Active Archive Center (https://lpdaac.usgs.gov/products/myd13a1v006/). Vegetation Water Content (VWC), used in the model, is derived from NDVI and Land Cover Type (MCD12Q1) product through the same lookup table approach as the SMAP VWC product [35]. The 1-km resolution Digital Elevation Model GTOPO30 product from the United States Geological Survey Earth Resources Observation and Science archive is used to provide surface elevation information. Similarly, the elevation data is spatially averaged from 1 km to 3 km. The Global Gridded Soil Information (SoilGrids) [36] is used to obtain soil clay and silt ratios. In the SoilGrids product, soil profiles are discretized into different layers and only data from the top layer (surface to 5-cm in depth) is used for consistency with the penetration depth of L-band signals. The product is available at 250 m and is spatially aggregated onto 3 km for this study. The presence of surface inland water body is identified by utilizing a 30-m Global Surface Water Dataset from the Joint Research Centre (GSW-JRC) [37]. The water percent is determined by calculating the percentage of 30-m grids within each 3-km grid indicating the presence of either permanent or seasonal water, and this value is used during the retrieval algorithm’s quality control phase.

2.4. SMAP Radiometer Soil Moisture Data

The CYGNSS-based SM retrieval framework is independently validated by using the SMAP Enhanced L3 Radiometer Global Daily 9-km EASE-Grid SM product. SMAP collects brightness temperature data via an L-band microwave radiometer and provides SM estimations at a 5-cm depth for each half orbit. Although the SMAP radiometer soil moisture product is generated at 36 km, a 9-km enhanced grid product is available by using Backus–Gilbert optimal interpolation techniques [38]. The data is freely available through the National Snow and Ice Data Center (NSIDC) at https://nsidc.org/data/SPL3SMP_E/versions/3. Retrieval Quality Flag (RQF) information is provided in the product as well. The first bit of the RQF is a summary flag indicating whether the SM retrieval is recommended or not. SM retrievals can have an uncertain quality for several reasons that includes water body fraction, coastal proximity, urban area, precipitation, slope, vegetation water content, etc. Figure 1 shows an example of SMAP RQF for the period of 18–24 March 2017. In the following validation of the proposed method, performance metrics are calculated separately for regions with only the recommended quality and the whole study area.

3. Methodology

The SM product is a complex non-linear function of CYGNSS’s measured reflectivity, system geometry, as well as environmental variables such as topography, vegetation, and soil properties. Our approach to a model with such complex and unknown relationships is to use a data-driven ML technique with physics-based features. Since ML techniques are known to be universal function
approximators, the goal of our framework is to map the unknown relationships between available datasets to SM values. Our previous approach [26] has shown that a supervised ML technique has remarkable SM estimation performance when trained and tested over the ISMN sites in CONUS. In this study, we extend our previous results and evaluate our ML-based CYGNSS SM estimates against SMAP observations within the CYGNSS coverage. In Section 3.1, the training methodology of the ML model for SM estimation is described. An evaluation and application of the learned model is detailed in Section 3.2.

3.1. Training of Random Forest Model

We consider a supervised learning problem where the ML model maps a set of input features to the SM value, which is the final output label. A supervised training of an ML model requires a labeled dataset where the input features and the corresponding outputs, i.e., labels, are known. Such a training set is constructed using 170 ISMN sites over the globe as described in Section 2. Under this setting and following the feature selection results of our previous study [26], a set of 8 features from a 9-km × 9-km representative area centered around ISMN sites is used as the inputs to our ML model. These 8 features include observables from CYGNSS (i.e., reflectivity, incidence angle, and TES), MODIS (i.e., NDVI and VWC), SoilGrids soil texture database (i.e., soil clay and silt ratios), and GTOPO30 DEM data (i.e., elevation). The set of these input features is passed through a series of quality checks and additional masks before they are utilized in ML model’s training. (1) CYGNSS data with reflection power higher than $-5$ dB and lower than $-30$ dB, and specular point incident angle higher than $65^\circ$ are filtered out. (2) CYGNSS observations are removed if more than 2% of the 3-km × 3-km area centered around the specular point is covered with permanent or seasonal water. The specular reflection from water bodies is typically much stronger than land reflections and, hence, including data samples near open water areas creates incorrect training data. (3) CYGNSS observations from urban areas are removed since reflections from these regions are not reliable for SM estimation. (4) ISMN sites above an altitude of 2000 m are not utilized in training since CYGNSS specular point for high altitudes are not reliable. (5) CYGNSS observations before December 2017 from a surface elevation above 600 m have been masked out due to the altitude limitation of CYGNSS L1 for the specified time frame. The remaining CYGNSS observations in the 9-km × 9-km area around ISMN sites along with the other features calculated from the same region constitute the input training data. As the labels, for these input feature sets, daily SM measurements from the corresponding ISMN sites are used. At this point, it is important to note that, although ISMN sites provide the SM value at their specific positions, we assume that the ISMN SM observation is a representative SM value for the entire 9-km × 9-km area around the ISMN site [26].

After the application of quality checks and data masking, from approximately 81,000 initial samples for the period of March 2017–May 2019, the remaining total of approximately 59,000 sets of input features and ISMN SM value data samples have been utilized as the training dataset for the ML model. Figure 2 illustrates the simplified training procedure. For the ML model, a RF regression structure is utilized. Our previous study [26] compared different ML models for the problem of CYGNSS-based SM estimation and showed that RF models provided enhanced SM estimation performance compared to other tested ML techniques. The developed RF model in this study contains 100 trees with a maximum split size of 60 for each tree. The RF model is trained using a least-squares boosting (LSBoost) ensemble strategy with a learning rate of 0.1. The required computations are carried out using the machine learning toolbox of MATLAB R2019b software over a machine with Intel(R) Xeon(R) CPU E5-2643 and 128GB memory.
3.2. Quasi-Global Application and Evaluation of the Model

The learned RF model from Section 3.1 is applied within the CYGNSS coverage, and its performance is evaluated against the SMAP SM predictions. To achieve a proper evaluation, first the whole region bound between latitudes $\pm 38^\circ$ is divided into EASE-Grid 2.0 3-km × 3-km grids creating a matrix of 2967 by 11,568 for the study region. For each grid cell, the input features for the ML model are acquired. This means that for each observation day an $8 \times 1$ feature vector is created for each of the 3-km × 3-km grids. The same CYGNSS, water body, elevation quality checks, and masking procedures that were utilized in training are also applied to the input data. The input features are fed into the learned RF model that outputs a SM prediction. In this way the learned RF model, which used the training dataset only from ISMN locations, generates SM predictions at unseen locations.

To evaluate the performance of the SM predictions from the RF model, its predictions are compared against SMAP observations. However, the proposed ML-based model generates daily SM predictions at 3-km × 3-km resolutions. The SMAP SM product has a temporal resolution of 2–3 days at both 9-km × 9-km and 36-km × 36-km spatial resolutions. To properly compare ML-based SM predictions with SMAP, both datasets are spatially and temporally averaged to directly comparable resolutions. First, SM outputs of both SMAP and the proposed ML approach are temporally averaged over $k$ consecutive days (i.e., $k = $ daily, 3-days, 1-week, and 1-month), creating a $k$-day average SM product for both SMAP and the proposed approach. The daily CYGNSS data set refers the data averaged over the same calendar day that is concurrent with SMAP. In addition, to achieve the same spatial resolution, the 3-km resolution of the proposed SM estimation results are spatially averaged to SMAP spatial resolution levels. The general outline of the aforementioned steps for a $k$-days, 9-km × 9-km SM product is illustrated in Figure 3.

After achieving the same spatial and temporal resolutions, the CYGNSS ML model predictions are compared with both SMAP SM products and in-situ measurements. Several performance metrics including the root-mean-square error (RMSE), unbiased RMSE (ubRMSE), bias, and correlation coefficient (R) are calculated. The root-mean-square difference (RMSD) term is preferred for CYGNSS ML and SMAP SM product comparison because the reference SMAP SM values may contain errors and cannot be considered as the “true” SM values [39] whereas RMSE is used for in-situ evaluation since in-situ measurements are ground truth information for SM. Both RMSD and RMSE metrics are calculated in the same way. The next section provides performance results and detailed analysis on the proposed CYGNSS-ML based SM products.
4. Results

In this section, we evaluate the performance of the proposed CYGNSS ML-based SM retrieval against SMAP observations within the CYGNSS coverage. For this evaluation, the results are organized in order to discuss important factors that impact SM inversion quality such as spatial heterogeneity and temporal variation. First, the overall performance using the proposed SM predictions are shown in Section 4.1, along with a detailed analysis of the land cover effects. Next, both SMAP and the CYGNSS ML-based results are compared against in-situ SM observations at ISMN sites in Section 4.2. Spatial and temporal analysis on SM predictions of the proposed approach are detailed in Section 4.3, with examples extracted from different regions of the world.

4.1. Quasi-Global Performance Results of the Proposed ML-Based SM Retrieval

This study’s ML-based SM retrieval approach is designed to generate daily SM predictions for 3 km × 3 km grids using CYGNSS observations. In order to compare and evaluate these SM predictions with the SMAP observations, both SM products are sampled to the same spatial and temporal resolutions through gridding onto 9-km cells over k-days periods as detailed in Section 3. SM products are compared over a period of nearly three years (18 March 2017–31 Dec 2019). Figure 4 shows the ubRMSD between 3-day averaged SMAP and CYGNSS SM retrievals for each cell. For any grid cell with less than 30 collocated SM predictions in total over the 3-day averaging period, its performance metrics are not calculated or shown in the map to limit errors caused by a small number of samples. The mean ubRMSD for all measurements over the entire period is found to be 0.049 cm$^3$ cm$^{-3}$ with a standard deviation of 0.025 cm$^3$ cm$^{-3}$. This result illustrates the potential and applicability of CYGNSS observations for high spatially and temporally-resolved global SM products. Even though the proposed approach uses no SMAP observations in its training, the retrieval still achieves a performance of less than 0.05 cm$^3$ cm$^{-3}$ ubRMSD when compared to SMAP SM measurements independently. Regions that are generally flagged by SMAP as being ‘poor quality’ such as the Amazon, central Africa, and
seasonal flooding regions (e.g., Southeast Asia) are also shown to have relatively worse ubRMSD values. This result is not surprising since the performance of CYGNSS SM estimates is also expected to degrade over those regions since they are not well represented by ISMN site networks that are used in the model training. On the other hand, most of the remaining regions show a high agreement with SMAP observations with lower ubRMSD results.

Figure 4. Unbiased root-mean-square difference (ubRMSD) between Cyclone Global Navigation Satellite System (CYGNSS)-based model prediction and SMAP retrievals. Semi-transparent regions are those flagged by SMAP as having uncertain SM retrieval quality.

Figure 5 shows the bias between SMAP and CYGNSS-based SM retrievals for each grid within the CYGNSS coverage. The mean values of SM estimations of SMAP and CYGNSS are close for most of the globe except for the Amazon and central Africa regions where SMAP SM retrievals are also mostly flagged with uncertain quality. Over such regions (with mostly dense vegetation), CYGNSS estimates are often drier than those made by SMAP, leading to negative bias values. This bias could be attributed to uncertainties in SMAP’s SM estimates over flagged regions as well as the limited training dataset used in the ML algorithm. The ISMN sites are not equally distributed around the world, and the training dataset does not include data samples from regions with such a high bias (see cyan color around equatorial regions in Figure 1). Additionally, the training dataset constructed from ISMN observations does not include enough samples of high SM conditions and therefore the learned model trained with such data samples can underestimate SM for relatively high SM levels.

Another important metric is the correlation coefficient (R) which can be used to describe how CYGNSS-based ML predictions are spatially correlated with SMAP observations. Figure 6 shows the R values between SMAP and CYGNSS predictions as a function of time. It can be seen that the CYGNSS SM retrieval is highly correlated with SMAP observations with the coefficient changing between 0.6 and 0.8 over time. Although there are small fluctuations and periodicity in R values as a function
of time, where the fall season has slightly higher correlation compared to spring, the correlation is mostly steady during the whole evaluation period. Moreover, when calculated only over SMAP RQF recommended cells, the correlation is further increased following a similar trend in time.

**Figure 6.** Temporal evaluation of the spatial correlation between CYGNSS-based model prediction and SMAP retrievals for all grids (red circles) and SMAP recommended grids (blue circles).

Figure 7 shows the SM estimation performance of the proposed ML model over different land cover types. The ubRMSD, bias and the number of data samples for each land cover type are provided, including croplands, shrubland, barren area, forest types, and savanna. All land cover types except for ice, snow, wetland, and urban are examined. It is clear that SM estimations over shrublands and barren have comparably lower ubRMSD of 0.032 cm$^3$ cm$^{-3}$ and 0.022 cm$^3$ cm$^{-3}$ respectively, while other land type classes have ubRMSD varying between 0.05 cm$^3$ cm$^{-3}$ and 0.07 cm$^3$ cm$^{-3}$. Forest types and woody land covers generally show negative biases indicating that the ML model provides drier SM levels for these land cover classes while the biases in grass, barren, shrublands, and croplands are close to zero.

**Figure 7.** Evaluation of the model for different land cover types. The left axis is for ubRMSD and the right axis is for bias error.

Table 1 provides the overall comparison (i.e., RMSD, ubRMSD, and R metrics) between CYGNSS and SMAP SM predictions over the entire CYGNSS ground track and SMAP’s recommended grid points at 9-km and 36-km spatial resolutions for concurrent, 3-day, 1-week, and 1-month temporal averaging. The mean ubRMSD and R over SMAP recommended 9-km grids between concurrent
CYGNSS and SMAP SM retrievals are 0.044 cm$^3$ cm$^{-3}$ and 0.66, respectively. This suggests that an enhanced quasi-global CYGNSS-based SM product in space and time with a relatively high performance can be generated given that the ML model is trained independently with the inclusion of any SMAP SM data. The metrics show that averaging over lower temporal frequencies (from 3-day to monthly) generally leads to decreased ubRMSD and increased R between CYGNSS and SMAP predictions while the RMSD remains mostly unaffected since the bias error does not change with spatial and temporal averaging. The RMSD, ubRMSD and R values improve when the metrics are calculated exclusively over the SMAP recommended grids. In particular, RMSD values are significantly lowered over recommended grids.

### Table 1. Overall performance evaluation metrics computed between CYGNSS and SMAP SM predictions at different spatial and temporal averaging levels for about 3 years (from March 2017 to December 2019).

| Spatial Resolution | Time Resolution | # of Samples | RMSD cm$^3$ cm$^{-3}$ | Mean ubRMSD (std.) cm$^3$ cm$^{-3}$ | R-Value |
|--------------------|-----------------|--------------|------------------------|-------------------------------------|---------|
| 9 km × 9 km        | concurrent      | 1.64 × 10$^8$ | 0.11                   | 0.054 (±0.027)                      | 0.63    |
|                    | 3-day           | 1.07 × 10$^8$ | 0.11                   | 0.049 (±0.025)                      | 0.63    |
|                    | week            | 7.13 × 10$^7$ | 0.11                   | 0.044 (±0.024)                      | 0.63    |
|                    | month           | 2.24 × 10$^7$ | 0.11                   | 0.034 (±0.023)                      | 0.64    |
| 36 km × 36 km      | concurrent      | 2.95 × 10$^7$ | 0.11                   | 0.050 (±0.024)                      | 0.65    |
|                    | 3-day           | 1.66 × 10$^7$ | 0.12                   | 0.045 (±0.024)                      | 0.65    |
|                    | week            | 7.82 × 10$^6$ | 0.12                   | 0.040 (±0.023)                      | 0.66    |
|                    | month           | 1.95 × 10$^6$ | 0.12                   | 0.032 (±0.022)                      | 0.66    |
| 9 km × 9 km        | concurrent      | 1.16 × 10$^8$ | 0.066                  | 0.044 (±0.021)                      | 0.66    |
|                    | 3-day           | 9.14 × 10$^7$ | 0.066                  | 0.041 (±0.022)                      | 0.66    |
|                    | week            | 5.99 × 10$^7$ | 0.065                  | 0.038 (±0.021)                      | 0.68    |
|                    | month           | 1.87 × 10$^7$ | 0.065                  | 0.031 (±0.021)                      | 0.71    |
| 36 km × 36 km      | concurrent      | 2.12 × 10$^7$ | 0.070                  | 0.045 (±0.021)                      | 0.69    |
|                    | 3-day           | 1.16 × 10$^7$ | 0.071                  | 0.042 (±0.022)                      | 0.70    |
|                    | week            | 5.51 × 10$^6$ | 0.071                  | 0.037 (±0.022)                      | 0.72    |
|                    | month           | 1.39 × 10$^6$ | 0.070                  | 0.030 (±0.022)                      | 0.74    |

### 4.2. Performance Evaluation of SMAP and ML Model at ISMN Sites

The previous section has demonstrated the performance of the ML model, which is trained using the SM measurements from ISMN sites, and evaluated against the SMAP SM retrievals within the CYGNSS coverage. However, SMAP SM observations are also remotely sensed estimates and have their own error uncertainties. In this section, we compare both SMAP and CYGNSS SM predictions against the in-situ SM measurements at 170 ISMN stations. The SM observations are averaged over three days for comparison purposes. Table 2 presents the performance of both SMAP- and CYGNSS-based predictions against in-situ measurements over the 18 March 2017–31 December 2019 period. The mean ubRMSE for the SMAP observations is found to be 0.054 cm$^3$ cm$^{-3}$ with a correlation coefficient (R) value of 0.59. The SMAP RMSE over the same dataset is 0.112 cm$^3$ cm$^{-3}$, much higher than the ubRMSE value indicating a bias in SMAP observations. This is expected since SMAP SM products are calibrated against the SMAP core validation site, which are defined as sites that have multiple calibrated and representative soil moisture measurement locations within a SMAP pixel [32]. The CYGNSS-based ML estimations are also compared with the same ISMN data. Since the developed ML model is trained with the ISMN SM measurements, we provide both the training- and 5-fold-cross-validation-based test performance of the ML model. The proposed CYGNSS-based ML model provides a 0.052 cm$^3$ cm$^{-3}$ ubRMSE with a 0.83 correlation coefficient. While the ubRMSE performance of SMAP and CYGNSS estimates are similar, the ML model achieves a higher correlation and much lower RMSE. It should be noted that SMAP provides SM estimates at a larger spatial scale than the ISMN’s point-scale in-situ measurements. Such bias levels are expected due to the spatial representativeness error. In addition,
the ML model is trained with the ISMN observations and is expected to perform better on data with similar statistics. Nonetheless, the comparison of CYGNSS SM estimates against those by SMAP within the CYGNSS coverage and ISMN sites locally show a similar ubRMSE performance to SMAP’s SM estimates against ISMN sites. This indicates that the quasi-global SM prediction performance of the proposed CYGNSS-based ML model performs with a similar accuracy compared to SMAP, even though no SMAP data is used in the ML model training.

Table 2. Performance at in-situ stations.

|                | In-Situ vs. | RMSE  | Mean ubRMSE cm$^3$ cm$^{-3}$ | Median ubRMSE cm$^3$ cm$^{-3}$ | R    |
|----------------|-------------|-------|-----------------------------|--------------------------------|------|
| CYGNSS (training) | 0.067       | 0.052 | 0.049                       | 0.83                           |
| CYGNSS (5-fold)  | 0.072       | 0.055 | 0.051                       | 0.80                           |
| SMAP            | 0.112       | 0.054 | 0.052                       | 0.59                           |

Figure 8 provides examples from individual sites for a temporal comparison of the SMAP’s and CYGNSS’s SM estimates against in-situ measurements. It is evident that both SMAP and CYGNSS SM estimates follow the in-situ observations closely but the SMAP estimates have consistent biases with respect to in-situ observations (particularly in Figure 8c). Again, a low bias of the CYGNSS SM estimates is expected since the ML model learns the site characteristics during the training phase. In summary, CYGNSS SM estimation shows some levels of variability from site to site but generally close to in-situ measurements with low RMSE, high correlation, and negligible bias. In order to illustrate the advantage of CYGNSS’s temporal coverage, a shorter duration of detailed SM estimation results at the Knox city site is provided in Figure 9. While SMAP provides an estimate every 2–3 days on average, CYGNSS can provide SM predictions almost daily depending on the quality factors and quasi-random transmitter/receiver configurations. This allows CYGNSS to capture rapid changes in SM, such as precipitation events, more frequently than SMAP. For example, two rapid increases in SM between 15–23 May 2018, is missed by SMAP while CYGNSS estimates are able to capture both events due to the increased temporal resolution of CYGNSS relative to SMAP. The more frequent CYGNSS observations in combination with the proposed ML-based prediction model can provide an enhanced SM product. However, the number of CYGNSS observations is also strongly determined by its spatial representing footprint and regridding scheme. For instance, in order to obtain daily CYGNSS estimates, observations need to be spatially aggregated over a larger area (36 $\times$ 36 km) as shown in Figure 9.

4.3. Spatial and Temporal Analysis of CYGNSS Soil Moisture Retrievals

Here, four target regions are selected, i.e., Midwest US, India, the Sahara, and Australia, to provide a regional analysis of the temporal and spatial performance of CYGNSS in comparison to SMAP. These regions are chosen to be representative of different vegetation and climate characteristics. Information on each region with specific location coordinates, dominant land cover, and climate types are summarized in Table 3 and the extent of the target area are shown in Figure 1. In order to spatially compare CYGNSS and SMAP SM estimates, the results are averaged over a duration of one month. Both CYGNSS and SMAP 9-km SM maps are accompanied with the land cover map of the same region. In addition, sub-regions (approximately 200 km $\times$ 200 km) are selected to illustrate the differences and similarities between CYGNSS and SMAP estimates at all combinations of available resolutions (from 3 km, 9 km, to 36 km). For each sub-target area, the average CYGNSS and SMAP SM values are provided as a function of time from March 2017 to December 2019.
Figure 8. Time series examples of 3-day averaged CYGNSS and SMAP SM predictions that show a moderate performance: (a) KnoxCity, (b) MonoclineRidge, and (c) Watkinsville-5-SSE. The summary table of results from all sites are provided for the same time period in supplementary files.

Figure 9. Shortened time series of CYGNS and SMAP soil moisture retrievals and in-situ measurements from the KnoxCity station.

Table 3. Information on selected regions for spatial and temporal analysis (see Figure 1 for locations of these regions on the map).

| Region    | Location          | Dominant Land Cover | Climate Zone |
|-----------|-------------------|---------------------|--------------|
| Midwest US| 85W:105W–32N:37N  | Grass               | Cfa          |
| India     | 70E:90E–10N:20N   | Croplands           | Aw           |
| Sahara    | –15W:15E–7N:20N   | Grass               | BWh, Aw      |
| Australia | 138E:153E–27S:37S | Open shrublad      | BWh          |

Figure 10 shows the results over the Midwest US for January 2018. This region has heterogeneous land cover conditions (grass, crop, and woody) and is within a warm temperate fully humid climate zone. From Figure 10b,c, a good spatial correspondence between CYGNSS and SMAP predictions is seen at 9 km while CYGNSS estimates are generally drier. In particular, SM from CYGNSS are underestimated near the Mississippi River and other water bodies. This can be due to the fact that SMAP’s native resolution is about 40 km. SMAP observations can blend small water bodies with land.
leading to higher SM values while the CYGNSS SM algorithm does not attempt to retrieve SM when the water fraction within the 3-km grid of the CYGNSS observation exceeds 2% (see white areas in Figure 10(a4)). A comparison of SM estimates at various resolutions is shown in Figure 10a to illustrate the CYGNSS SM algorithm’s ability to resolve small details. The 3-km gridded CYGNSS estimates are visually sharper and provide more detailed features than its coarser resolution (i.e., 9-km and 36-km) results. For the same sub-region, a time-series example for the entire data set is shown in Figure 10e. The CYGNSS-based SM values show good agreement with SMAP retrievals for the entire period. Although the dynamic range of CYGNSS ML-based estimates is slightly less than SMAP, there is a high correlation (0.90) between the two time series.

Figure 11 shows SM estimates for the month of Oct 2018 in the India region, which dominantly features croplands with equatorial-winter-dry climate zone. A high spatial correlation can be seen from the 9-km SMAP and CYGNSS SM maps in Figure 11a,b. CYGNSS tends to underestimate SM in some coastal and woody areas when compared to SMAP. However, these regions are also flagged by SMAP’s RQF as having high uncertainty for SM retrieval. The results in the selected sub-region are presented in Figure 11d for SM estimates at fine and coarse resolutions. Note that the Tibet regions in the top-right corner of the CYGNSS SM images are excluded due to high elevation. For other regions, due to the seasonal standing water on the soil surface, SMAP results are wetter compared to the CYGNSS estimates. This is visually apparent in the temporal trend given in Figure 11e where abrupt increases in SM appear during monsoon seasons. Outside of these monsoon events which occur roughly from June to September, a very high correlation is found between the time-series SM values from the proposed CYGNSS and SMAP retrievals. It should be noted that the training dataset does not have any samples from the monsoon areas, since there are no ISMN sites in this area. In addition, SMAP retrievals are not recommended for these regions in the monsoon season. The correlation coefficient of the two time series is calculated to be 0.83. The result shows the proposed model is able to follow dry and rainy seasons.

The selected region in the Sahara shown in Figure 12 captures a transition from barren to grass and savanna land covers in arid and equatorial climate zones. The results are given for the month of October in 2018. While both SMAP and CYGNSS estimates follow a similar spatial pattern, CYGNSS SM tends to underestimate SM over woody and savanna regions when compared to SMAP. In parallel to the previous examples, CYGNSS is drier around small water bodies compared to SMAP estimates as seen in close up images in Figure 12a. The temporal SM change of the sub-region for both CYGNSS and SMAP SM retrievals can be seen in Figure 12e.

The last test region is Australia which is dominantly open-shrublands in central regions and grass near coastal areas. The 9-km CYGNSS and SMAP SM maps are presented for the month of October in 2018 in Figure 13a,b for a spatial comparison while the close-up images are given in Figure 13c to check the details in finer resolution SM predictions. The temporal comparison of the sub-set area of Australia is shown in Figure 13e. Similar to previous observations, here CYGNSS’s high spatial resolution capability is able to resolve details over moderately heterogeneous regions. It is clearly seen that there is a large offset between SMAP and CYGNSS estimates for wet seasons and SMAP’s flagged grids. CYGNSS’s ability to distinguish small features at fine resolutions can potentially contribute to the quality of SM estimation.
Figure 10. Averaged SM predictions for Midwest US during Jan 2018. (a) Detailed images of selected area for SMAP 9-km and 36-km and CYGNSS 3-km and 9-km, (b) CYGNSS 9-km, (c) SMAP 9-km, (d) land cover map, and (e) a time-series example from selected area.

Figure 11. Averaged SM predictions for India during Oct 2018. (a) CYGNSS 9-km, (b) SMAP 9-km, (c) land cover map, (d) detailed images of selected area for SMAP 9-km and 36-km and CYGNSS 3-km and 9-km, and (e) a time-series example from selected area.
Figure 12. Averaged SM predictions for Sahara during Oct 2018. (a) Detailed images of selected area for SMAP 9-km and 36-km and CYGNSS 3-km and 9-km, (b) CYGNSS 9-km, (c) SMAP 9-km, (d) land cover map, and (e) a time-series example from selected area.

Figure 13. Averaged SM predictions for Australia during Oct 2018. (a) CYGNSS 9-km, (b) SMAP 9-km, (c) detailed images of selected area for SMAP 9-km and 36-km and CYGNSS 3-km and 9-km, (d) land cover map, and (e) a time-series example from selected area.
5. Discussion

In this paper, we evaluated the performance of a CYGNSS ML-based SM product over the globe using SMAP radiometer SM data. The ML model is trained using measurements from in-situ SM stations that are primarily located in the continental U.S. Despite the lack of a large number of global in-situ SM stations, the SM estimates perform quite well when compared to SMAP even though the model is trained without any SMAP SM information. In general, the model estimation agrees well with SMAP measurements with an average $ubRMSE$ of 0.049 and 0.041 cm$^3$ cm$^{-3}$ for the whole globe and the areas encompassed by SMAP's recommended quality flags, respectively.

The results show that the performance of the proposed model estimations is degenerated with increasing canopy cover, especially for forested areas. This is expected since the presence of a vegetation canopy reduces the dynamic range of observed reflectivity at L-band [40,41]. In addition, with increasing canopy affects, the model shows a dry bias compared to SMAP SM estimates. Part of the reason for this mismatch is that the model is trained on a small, point-scale dataset which does not feature sufficient samples from areas that can be classified as equatorial, high canopy, or other conditions such as seasonal snow and monsoon. In addition, SMAP’s large native resolution (about 40 km) blends small water bodies that makes the SMAP results contain higher SM values while the higher-resolution CYGNSS SM algorithm excludes small water bodies within the 3 km grid for the CYGNSS observations. The bias is particularly evident during the wet season (e.g., monsoon) where there exists seasonal surface standing water.

Overall, the proposed model based on CYGNSS and ancillary inputs generates promising results with a comparable accuracy to the reference SMAP data and in-situ measurements. The most challenging components of the study is the limited samples provided in the training dataset. The model is trained using 170 in-situ station records, and this corresponds to an approximate land surface area of $10^3$ km$^2$. However, the total surface area of the earth that the model is tested on is roughly $1.67 \times 10^8$ km$^2$. It is expected that a CYGNSS-based ML model trained with a larger sample of in-situ measurements over the world can provide a more generalized solution for SM estimation with high spatial resolution and short revisit time.

Here, we implemented a single ML model to predict SM values for all locations within CYGNSS’s ground track. As our results suggest, model estimates can vary by location as influenced by different scattering structures within CYGNSS’s footprint. The use of such a single ML model can lead to significant biases caused by location-specific factors such as unique SM profiles, terrain, and weather conditions. Instead of a single ML model, future studies can implement multiple ML models that are trained over different geological areas in order to obtain better SM predictions for different terrain. Furthermore, we developed a model without using any seasonal data or location information. Such information plays a significant role in the SM profile structure, and the inclusion of these sources will likely increase the prediction accuracy for surface SM given sufficient training datasets with appreciable spatial variability.

6. Conclusions

In this paper, a ML model designed for surface SM estimation by using CYGNSS measurements in conjunction with ancillary data is presented for surface SM estimation. The model was trained exclusively with 170 in-situ measurements from ISMN sites within CYGNSS’s spatial coverage. The model was capable of producing daily SM estimates with a 3-km spatial resolution without requiring any space-borne SM data products such as SMAP. The SM estimates were spatially averaged to 9 km for comparison with SMAP’s enhanced, 9-km product within the CYGNSS coverage.

The model evaluation for about 3 years showed that the CYGNSS-based ML model yielded a $ubRMSE$ of 0.049 cm$^3$ cm$^{-3}$ when compared to all available SMAP SM values. After excluding all grid values that did not meet SMAP’s recommended quality control factors, the $ubRMSE$ was further reduced to 0.041 cm$^3$ cm$^{-3}$. Despite being trained independently of SMAP data, it was shown that the ML model obtained high correlation with SMAP data with an approximate correlation coefficient of 0.7 within the CYGNSS coverage. Furthermore, by analyzing for various land cover types, SMAP and the ML model
still showed high agreements in areas of light vegetation with ubRMSE below 0.03 cm$^3$ cm$^{-3}$. For areas with dense vegetation such as forests and croplands, higher ubRMSE values of roughly 0.07 cm$^3$ cm$^{-3}$ were observed. In general, the ubRMSE between the two models could be reduced with spatio-temporal averaging as expected.

To further understand the accuracy of the model, a comparison between the CYGNSS-based ML model, SMAP, and in-situ data from the ISMN sites was performed. We note that the ML model was trained using ISMN samples. While this comparison involved three datasets of vastly different spatial extent (i.e., point-scale datasets vs. 3-km CYGNSS-based SM and 9-km SMAP-based SM), the performance showed that both SMAP and the ML model have similar ubRMSE against the ISMN data. SMAP data, however, showed a much larger bias in its dataset that was likely caused by SMAP’s coarse native resolutions and uncorrected small water bodies within the footprint. Additionally, it was shown that the ML method’s higher temporal resolution allowed it to capture abrupt changes in SM due to rain events.

In addition, all data was temporally averaged for a month-long period at selected regions. Overall, it could be seen that both SMAP and the ML model featured high spatial correspondence for all examined areas across the world. In general, the CYGNSS-based ML method was capable of producing higher resolution data with notable land features, but a reduced dynamic range was apparent when compared to SMAP’s datasets. Temporally, some smaller SM values were found for CYGNSS when compared to SMAP. This could be partially attributed to the limited samples in the ML model, as well as the quality control factors of the CYGNSS-based method which excludes grids with significant water bodies at 3-km resolution.

In summary, it can be seen that GNSS-R-based, physics-guided ML techniques could provide an excellent, complimentary dataset for global SM estimation with significant research potential for improved data products. Despite the limited spatial variability of the training dataset, the model showed high agreement with independent SM estimates over the entire CYGNSS coverage.
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Appendix A. Retrieval Comparisons

| Source                | CYGNSS Time Span     | Spatial Coverage | CYGNSS observables | Reference SM | Validation | Ancillary data | Model                        | Overall Daily Performance | Spatial Resolutions |
|-----------------------|----------------------|------------------|-------------------|--------------|------------|----------------|-------------------------------|--------------------------|---------------------|
| Chew and Small (2018) | 1 year (March 2017 to March 2018) | Quasi-Global     | Reflectivity      | SMAP         | $\text{SMAP}$ | Water fraction | Multiple Linear Regression    | median ubRMSE = 0.045 cm³/cm³, \( R=7 \) | 36 km X 36 km       |
| Kim and Lakshmi (2018) | 1 year (March 2017 to March 2018) | Regional (CONUS) | Reflectivity      | SMAP         | $\text{SMAP}$ |                 | Linear Regression             | RMSE = 7, \( R=0.68/0.77 \) | 9 km X 9 km         |
| Al-Khalidi et al. (2019) | 6-month (December 2017–May 2018) | Quasi-Global     | BRCS              | SMAP         | $\text{SMAP}$ | $\text{SMAP VWC}$ | Physical, time-series         | ubRMSE=0.038 cm³/cm³, \( R=0.82 \) | 25 km X 25 km        |
| Clarizia et al. (2019) | 5 months (April 2017 to August 2017) | Quasi-Global     | Reflectivity      | SMAP         | SMAP, SMOS | SMAP h- and vegetation opacity | Physical, Trilinear Regression | RMSE = 6.07 cm³/cm³, \( R=7 \) | 36 km X 36 km        |
| Eroglu et al. (2019) | 2 years (2017, 2018) | Regional (CONUS) | Reflecitivity, TES, LES, incidence angle | 18 ISMN Sites | 18 ISMN Sites | Elevation, Slope, NDVI, VWC, h- parameter | ANN | RMSE =0.054 cm³/cm³, \( R=0.50 \) | 9 km X 9 km         |
| Senyurek et al. (2020) | 3 years (2017-2019) | Regional (CONUS) | Reflecitivity, TES, incidence angle | 106 ISMN Sites | 106 ISMN Sites | Elevation, NDVI, VWC, Soil Texture | Random Forest, ANN, SVM | RMSE = 0.052 cm³/cm³, \( R=0.89 \) | 9 km X 9 km         |
| Chew and Small (2020) | 3 years (2017-2019) | Quasi-Global     | Reflectivity      | SMAP         | SMAP and 171 ISMN Sites | Water fraction | Multiple Linear Regression | median ubRMSE = 0.049 cm³/cm³, median \( R=0.40 \) | 36 km X 36 km        |
| Yang et al. (2020)    | 1 year (May 2017-April 2018) | Regional (China) | Reflectivity      | SMAP, 588 insitu networks | $\text{SMAP}$, 588 insitu networks | Elevation, Slope, NDVI, VWC, h- parameter | ANN | ubRMSE=0.092, cm³/cm³, \( R=0.79 \) (vs SMAP) ubRMSE=0.053, cm³/cm³, \( R=0.72 \) (vs insitu) | 36 km X 36 km        |
| Yan et al. (2020)     | 1 year (2018)        | Quasi-Global     | Reflectivity, and DDM statistics | SMAP         | SMAP | SMAP vegetation opacity | Linear Regression | RMSE = 6.07 cm³/cm³, \( R=6.89 \) | 36 km X 36 km        |
| This Study            | 3 years (2017-2019) | Quasi-Global     | Reflectivity, TES, incidence angle | ISMN sites | ISMN sites | Elevation, NDVI, VWC, Soil Texture | Random Forest | mean ubRMSE = 0.044 cm³/cm³, \( R=0.86 \) | 9 km X 9 km         |

Figure A1. A list of recent CYGNSS-based SM retrieval approaches that mostly differ in (1) assumptions regarding gridding, open water masking, and surface conditions, (2) ancillary data requirements, (3) validation and reference data sets, (4) time spans, (5) models and (6) spatial coverage. The list is given in chronological order.
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