Disorder-robust phase crystal in high-temperature superconductors from topology and strong correlations
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The simultaneous interplay of strong electron-electron correlations, topological zero-energy states, and disorder is yet an unexplored territory but of immense interest due to their inevitable presence in many materials. Copper oxide high-temperature superconductors (cuprates) with pair breaking edges host a flat band of topological zero-energy states, making them an ideal playground where strong correlations, topology, and disorder are strongly intertwined. Here we show that this interplay in cuprates generates a new phase of matter: a fully gapped “phase crystal” state that breaks both translational and time reversal invariance, characterized by a modulation of the d-wave superconducting phase co-existing with a modulating extended s-wave superconducting order. In contrast to conventional wisdom, we find that this phase crystal state is remarkably robust to omnipresent disorder, but only in the presence of strong correlations, thus giving a clear route to its experimental realization.

Different phases of matter appear in condensed matter physics due to the presence of strong correlations, disorder, or topology. While they have all been intensively studied individually and also to some extent pairwise, the combination of all three effects is one of the currently most challenging problem in physics. Cuprates with pair breaking edges provide an interesting platform where this three-way interplay can become manifest. First, the d-wave pairing symmetry in cuprates leads to Andreev bound states at the pair breaking [110] edges forming flat bands of zero-energy states, protected by the bulk topology. Secondly, electron correlations are exceptionally strong in the cuprates, with the undoped parent compound even being a Mott insulator. Finally, disorder, both intrinsic or extrinsic, is prominent in all cuprates. It has already been shown that the flat band of zero-energy states is thermodynamically unstable due to the extensive ground-state degeneracy and is hence highly susceptible to electronic correlations. However, the question of how these zero-energy states respond to a simultaneous presence of strong correlations and disorder is still an unsolved problem.

The thermodynamic instability of the zero-energy states opens for a possible appearance of competing phases, breaking the topological protection. The most likely most promising intrinsic scenario involves an exotic state called “phase crystal”, which spontaneously breaks both time reversal and translational symmetries along the [110] edge. In this state, the phase of the d-wave superconducting order parameter is modulated along the edge, creating superflow patterns which lower the free energy by Doppler shifting some, but not all, states away from zero energy. This state was originally found in quasiclassical calculations but subsequently also in a weak-coupling tight-binding model. However, these and most other studies of competing phases, do not take into account two of the most essential ingredients of cuprates: strong correlations and disorder. It is both unknown if the phase crystal even survives in the presence of strong correlations, and, most importantly, disorder is known to essentially eliminate the ground state degeneracy, thus making any competing phase seemingly unlikely when real-world disorder is present.

Here we perform fully self-consistent calculations of the superconducting state in cuprate superconductors and find that strong correlations stabilize a phase crystal state along the [110] edge that develops a full energy gap due to a co-existing s-wave superconducting order. We first show how strong correlations increase the number of zero-energy states for any uniform superconducting phase, contradicting simple topological arguments. Then, when allowing for a non-uniform solution, we find a cascade of phase transitions occurring at different temperatures: d-wave superconductivity occurs below a transition temperature $T_s$, the phase crystal appears further below at temperature $T^* \sim 0.2T_c$, and finally an additional extended s-wave order, with the same spatial modulations as the phase crystal, is generated below $T_s$, generating a full energy gap. Taken together, these phase transitions explain a set of so far seemingly contradictory experimental results. Furthermore, we find that the phase crystal state is unexpectedly very robust to disorder, but notably only in the presence of strong correlations. Our results show that the combined effects of strong correlations and topology lead to the emergence of novel phases of matter that survives strong disorder in a highly non-intuitive manner.

**Model and approach.** The d-wave superconducting state in the strongly correlated cuprates has long been assumed to be described by the strong coupling repulsive Hubbard-$U$ model and the equivalent $t$-$J$ model:

$$H_{t-J} = \sum_{ij\sigma} t_{ij} \mathcal{P} \left( c_{i\sigma}^\dagger c_{j\sigma} + \text{H.c.} \right) \mathcal{P} - \sum_i \mu n_i - \sum_{(ij)} J \left( S_i \cdot S_j - \frac{n_i n_j}{4} \right). \tag{1}$$

Here $c_{i\sigma}^\dagger$ ($c_{i\sigma}$) is the creation (annihilation) operator of an electron with spin $\sigma$ at lattice site $i$ in a two-dimensional square lattice, $S_i$ and $n_i$ are the spin and electron density operators, respectively, $\mu$ is the chemical potential fixing the average electron density, $(ij)$ denotes nearest neighbor bonds, $J = 4t^2/U$ is the super-exchange interaction with $U$ being the onsite Hubbard repulsion strength, and $t_{ij}$ is the hopping amplitude for an electron from site $i$ to $j$, where we consider...
the simultaneous effects of strong correlations and inhomogeneity becomes a powerful theoretical tool encapsulating local electron density.

As edges or disorder, the Gutzwiller approximation should be bulk impurities. Monte Carlo calculations, which treat the effects of the projection operator can be implemented by the Gutzwiller approximation, $\delta_{ij} = -t$ for nearest neighbor bonds and $t_{ij} = t'$ for next-nearest neighbor bonds. For simplicity we express energies in units of $t$, lengths in units of the lattice spacing $a$, and set $\hbar = k_B = 1$. Furthermore, $P$ is the projection operator which prohibits double occupancies on each lattice site due to the strong onsite repulsive $U$. The effects of the projection operator can be implemented by the Gutzwiller approximation, where the Hamiltonian parameters are renormalized by statistical factors ensuring no double occupancy. The Gutzwiller approximation has been verified to agree well with variational Monte Carlo calculations, which treat the effects of the projection exactly, in both homogeneous systems and for bulk impurities. In the presence of inhomogeneities, such as edges or disorder, the Gutzwiller approximation should be implemented with renormalization factors determined by the local electron density. In this way, the Gutzwiller approximation becomes a powerful theoretical tool encapsulating the simultaneous effects of strong correlations and inhomogeneities.

We perform a Gutzwiller inhomogeneous mean-field theory (GIMT) treatment of the Hamiltonian in Eq. (1). The super-exchange $J$ term gives rise to superconductivity with spin-singlet Cooper pairs living on nearest neighbor bonds, which can be represented by the local $d$- and extended $s$-wave pairing amplitudes: $\Delta_d(i) = \sum_\delta \delta_{i\delta} \Delta_\delta$, where $\delta = \pm x, \pm y$ gives the four nearest neighbor directions, while $\delta_{i\delta} = 1$ and $\epsilon_i = -1, 1$. We are further interested in the phase $\theta$ of the $d$-wave pairing amplitude characterized through $\Delta_d(i) = |\Delta_d(i)| \exp(i\theta)$. To quantify the effects of strong correlations, we compare our GIMT results with the results of standard weak-coupling Bogoliubov-de Gennes (BdG) calculations, where the important projection $P$ in Eq. (1) is ignored and the only effect of the correlations is to create superconducting pairing. Finally, we introduce generic

$e_{i\delta}$.
non-magnetic disorder by studying

$$\mathcal{H} = \mathcal{H}_{i-j} + \sum_i V_i n_i,$$

(2)

where \(V_i\) is a site-dependent non-magnetic impurity potential drawn from a random distribution, such that \(V_i \in [-V/2, V/2]\) uniformly, also known as Anderson disorder. Details of the GIMT and BdG methods, system geometry, and choice of the parameters are given in the Methods section.

**Clean superconductor edge.** We begin by looking at a clean superconductor with a pair breaking \([110]\) edge. In Fig. 1(a,b) we show the phase \(\theta\) of the \(d\)-wave pairing amplitude of the ground state at a low temperature, obtained with strong correlations within GIMT and as a comparison without strong correlations within BdG. In both cases \(\theta\) acquires distinct and modulating non-zero values near the pair breaking \([110]\) edge, thus breaking both time reversal symmetry and translational symmetry along the \([110]\) edge. These modulations define a phase crystal state,\(^2^4\) previously found in the absence of strong correlations in both quasi-classical theory\(^2^2,2^3\) and BdG.\(^2^5\) Clearly, the phase crystal also thrives in the presence of the strong correlations found in the cuprates, and remarkably here also features multiple new distinct properties.

To start characterizing these new properties, we investigate in Fig. 1(c,d) the behavior of the relative change of the magnitude of the \(d\)-wave pairing amplitude, \(\delta |\Delta_d|\), and its phase, \(\theta\), along \(x_{\perp}\), i.e. perpendicular to the pair breaking edge. As seen, the length scale \(\lambda_{\perp}\), at which the phase \(\theta\) decays to its zero bulk value, is the same as the healing length of \(|\Delta_d|\), with and without strong correlations. But notably, \(\lambda_{\perp}\) is much shorter when we appropriately include strong correlations. Further, we find that \(|\Delta_d|\) is closely following the relative increase \(\delta \rho\) of the charge density always present at the edge within GIMT. This is important because it means that \(\lambda_{\perp}\) is not related to the bulk superconducting coherence length when strong correlations are present. This is in agreement with the healing length of the pairing amplitude around single impurities in the cuprates, which instead depends on the proximity to the Mott insulating normal state.\(^2^6\) In contrast, \(\lambda_{\perp}\) in BdG\(^2^5\) (and also quasiclassical results\(^2^4\)) is always related to the superconducting coherence length and has no relation to the charge density fluctuations, as also seen in Fig. 1(d).

The strikingly short \(\lambda_{\perp}\) with strong correlations has important consequences for the phase crystal as its modulations along the edge is set by an intricate energy balance: A spatially varying \(\theta\) in the bulk costs kinetic energy, whereas such variations in \(\theta\) along the edge instead lower the free energy through a Doppler shift of the zero-energy states.\(^2^3,2^4\) Hence, the very short \(\lambda_{\perp}\) in GIMT automatically gives a very short modulation wavelength of the phase crystal along the edge, as is evident in Fig. 1(a).

Another striking feature of strong correlations is the appearance of an extended \(s\)-wave pairing amplitude \(|\Delta_s|\) at the edge with a modulation length scale set by that of the phase crystal, as seen in Fig. 1(e), while the \(s\)-wave amplitude is always negligible in the bulk. We attribute the existence of the \(s\)-wave component to the very short modulation wavelength of the phase crystal as it gives a large number of phase nodes.

These nodes lead to some zero-energy states still persisting in the phase crystal, although their degeneracy is reduced. At low enough temperatures, these remaining zero-energy states make the system thermodynamically unstable, with the consequence that the extended \(s\)-wave state is developed, gapping out the last states and generating a full energy gap. Ignoring strong correlations, the phase crystal modulation wavelength is longer, no extended \(s\)-wave pairing amplitude emerges, and consequently the energy spectrum is never fully gapped.\(^2^2,2^5\)

Having found a phase crystal state with accompanied \(s\)-wave pairing at low temperature in the cuprate superconductors, we next investigate how this exotic state develops with temperature and, in particular, how it compares with a uniform state (say \(\theta = 0\)) throughout the superconductor, as that is also a viable superconducting solution to Eq. (1). In order to investigate the thermodynamic properties, we calculate the free energy \(\Omega = E_g - TS\), where \(E_g\) is the internal energy corresponding of the Hamiltonian Eq. (1) and \(S\) is the entropy (see Methods). In Fig. 2 we plot \(\Omega\) for both the phase crystal state and the uniform phase state. The phase crystal state has a lower free energy than the uniform phase state for all temperatures below \(T^*\). Thus, \(T^*\) defines the transition temperature of the phase crystal state, with its spontaneous breaking of both time reversal and translational symmetry. At an even lower \(T = T_s\), the phase crystal free energy shows a marked downturn. This temperature corresponds to the appearance of

![FIG. 2. Thermodynamics for clean sample.](image)
the modulating $s$-wave pairing inside the phase crystal state, see upper inset in Fig. 2. Finally, to understand the effects of strong correlations on the stability of the phase crystal state, we show the free energy difference between the phase crystal state and the (metastable) uniform phase state in the lower inset of Fig. 2 for both GIMT and BdG calculations. The energy gain due to the formation of the phase crystals is much larger in GIMT compared to BdG. Also, as indicated by arrows, $T^*_{\text{el}}(\text{GIMT}) > T^*_s(\text{BdG})$. Both the large free energy gain and the higher $T^*$ demonstrate that the strong correlations give a notably enhanced thermodynamic stability of the phase crystal state.

The remarkably increased thermodynamic stability of the phase crystal state with strong correlations can be understood by looking at the eigenvalues of the Hamiltonian Eq. (1). In Fig. 3 we plot the distribution of the low-energy eigenvalues $E_n$, where $n$ is the eigenindex, at a low temperature, for both the phase crystal and metastable uniform phase states and with and without strong correlations. In the uniform phase state the number of zero-energy states is significantly increased with strong correlations, and, as a consequence, the uniform phase state becomes energetically even more unstable. We can relate this increase of the number of zero-energy states to a notable increase in the charge density at the edge always found when including strong correlations within GIMT but not in BdG, see Supplementary Material (SM). Notably, this result invalidates straightforward use of the bulk-boundary correspondence, which is used in non-interacting topological systems to directly connect bulk properties to the number of zero-energy edge states.\textsuperscript{13,45} Using this correspondence for the $[110]$ edge of a $d$-wave superconductor, the number of zero-energy edge states should be equal to the number of states in the region of the edge Brillouin zone bounded by the projections of the superconducting nodes in the bulk band structure.\textsuperscript{15} However, the change in the edge charge density when including strong correlation effects results in a different effective band structure at the edge compared to that of the bulk. As a consequence, the number of zero-energy edge states are not set by the bulk properties, but is instead related to the edge charge density, and it is thus not correct to apply a bulk-boundary correspondence that only considers the bulk band structure, see SM for additional details. This is a clear example of strong correlations invalidating simple topological arguments.

In the phase crystal state, eigenvalues are shifted to higher energies, see Fig. 3(b), making it the ground state below $T^*$ in both GIMT and BdG. However, there are two crucial effects of strong correlations. First, due to the presence of the extended $s$-wave order, the GIMT phase crystal state features a full energy gap below $T_s$, while there are always zero-energy states present in BdG calculations. Secondly, even above the energy gap, the eigenvalues are at higher energies in GIMT compared to in BdG, and also display a moderate temperature dependence, see SM for additional data. These two effects, combined with the increased number of zero-energy states in the GIMT uniform phase state, all contribute to making the phase crystal state heavily preferred in the presence of strong correlations. We thus find that strong electronic correlations are crucial to generate both the correct stability and the full energy gap of the phase crystal state.

**Dirty superconductor edge.** After having established a fully gapped phase crystal state at pair breaking edges of clean $d$-wave superconductors when accounting for strong correlations, we turn to another important aspect of cuprate superconductors, that of disorder. The bulk both possesses intrinsic disorder\textsuperscript{14} and disorder is generated with chemical substitution and doping.\textsuperscript{15} For systems with edges, disorder is even more important as it inevitably appears while preparing any edge. Since we are here primarily interested in edge properties, we only consider non-magnetic disorder for which the bulk $d$-wave superconducting state has been shown to be robust when including strong correlation effects.\textsuperscript{16,30,31,46}

In Fig. 4(a,b) we show the evolution of the phase of the $d$-wave pairing amplitude at a temperature within the phase crystal state for different disorder strengths $V$. The phase modulations near the pair breaking edge persist in the whole range from weak to strong disorder strength $V = 1.5$. This is also seen in the line plots of the phase at the pair breaking edge in Fig. 4(c). Moreover, the disorder averaged values of the phase crystal transition temperature $T^*$ and the accompanying extended $s$-wave transition temperature $T_s$ also remain constant with disorder, see Fig. 4(d). Thus, the phase crystal state is remarkably robust to disorder when strong correlations are appropriately included. The almost complete dis-
order insensitivity of the phase crystal is very surprising. It is true that strong correlations have previously been seen to be the reason for the robustness of d-wave superconductors to disorder, but this robustness has always involved the magnitude of the pairing amplitude. In contrast, the phase crystal state exists only near pair breaking edges where the magnitude is suppressed and it is here instead the superconducting phase that is completely robust to disorder.

To further imprint the importance of strong correlations for the disorder robustness, we plot in Fig. 4(e,f) the phase of the d-wave pairing amplitude obtained within BdG for $V = 0.5$. Even for this relatively weak $V = 0.5$, where bulk d-wave superconductivity clearly still thrives, the edge phase modulations are almost completely disrupted. Thus, in the absence of strong correlations, the phase crystal state is clearly extremely sensitive to disorder, much more so than the bulk d-wave state. This further emphasizes the remarkable role of strong correlations in the stability of the phase crystal state. We have verified that these results hold also for other models of disorder, see SM.

The disorder robustness of the phase crystal state is even more surprising if we consider the energetic origin of the phase crystal state: a large degeneracy of zero-energy states in the uniform phase state. It has recently been shown using both T-matrix calculations and topological arguments that disorder generally weakens zero-energy state degeneracies. This we also see in the uniform phase state in Fig. 5(a), where we plot the low-energy eigenvalues $E_n$. In the uniform state, the spectrum of eigenvalues is dramatically changed by disorder and the number of zero-energy states is indeed dramatically reduced. Based on this, we would naively expect that the phase crystal state would quickly disappear with increasing disorder. Instead, we see that disorder has very little effect on the phase crystal states and its low-energy states, when we appropriately include strong correlation effects in Fig. 5(a). As a consequence, the energy gain due to the formation of the phase crystal state is still higher than the disorder-induced shift of the energy spectrum in the uniform phase state. This results in the phase crystal state being robust to disorder in the presence of strong correlations, even though the degeneracy of the zero-energy states in the uniform state is nearly eliminated. In contrast to the disorder robustness when strong
correlations are appropriately included, we find in Fig. 5(b) that the BdG eigenspectra of the uniform and phase crystal states start to overlap even for small disorder. As a result, the formation of a phase crystal state does not reduce the total free energy and thus the phase crystal state is destroyed even at weak disorder when strong correlations are ignored.

Our results demonstrate that the combined effects of strong correlations, topology, and disorder can be very non-intuitive. The phase crystal state, which initially is formed due to a large degeneracy of topologically protected zero-energy states, is extremely robust to disorder but only in the presence of strong correlations. This result holds even though the original degeneracy of the zero-energy states is drastically reduced by the disorder.

**Discussion.** The strong disorder robustness of the phase crystal state in strongly correlated superconductors makes it a very promising candidate for finally explaining the physics of boundaries and edges in the cuprate superconductors. In particular, our findings have direct experimental application in superconducting devices since the presence of zero-energy edge states found without the phase crystal state would significantly affect transport properties. In fact, different experiments on cuprate devices have for a long time given contradictory results, with no viable theoretical explanation. At intermediate temperatures, tunneling experiments across cuprate-normal metal junctions unanimously see a large zero-bias conductance peak. However, at lower temperatures, some experiments reveal a full gap in the tunneling spectra, whereas others only see a temperature-independent broadening, i.e. broadening beyond the standard Fermi-Dirac distribution, of the zero-bias conductance peak. A set of theories, based on either spontaneous formation of subdominant $s$-wave superconducting order, magnetic order, or supercurrents, all give only a split in the zero-energy density of states. On the other hand, a phase crystal state in the absence of strong correlations only gives a temperature-independent broadening of the zero-energy states. Based on our results, the phase crystal in the cuprate superconductors can explain all experimental results: At high temperatures the zero-energy states of the uniform phase state persist. At a lower temperature $T^*$, a phase crystal state develops that induces a temperature-independent broadening of the lowest energy states. Finally, at an even lower temperature $T_s$, an additional $s$-wave component appears causing a full energy gap to develop. Thus it is very feasible to measure across different devices (with different $T^*$ and $T_s$ due to microscopic details) both a full energy gap and a temperature-independent broadening of the zero-bias conductance peak at low temperatures, while intermediate temperatures consistently show the large zero-bias peak of the uniform state. Thus our findings likely resolve this long-standing experimental dichotomy and provide future guidelines for the design of superconducting devices.

The disorder robustness of the phase crystal state is also remarkable from another point of view. Conventional $s$-wave superconductors have for a long time been known to be highly robust against disorder thanks to the celebrated Anderson’s theorem. In the presence of strong correlations, an analogy of the Anderson’s theorem has recently been constructed for $d$-wave superconductors. However, these are both only concerning the magnitude of the superconducting pairing. The phase crystal state on the other hand is characterized by its strong modulation of the phase of the superconducting pairing and it only exists in regions where the magnitude is suppressed. Thus there exists no reason to expect a phase crystal state to be anything but unstable towards disorder. This is also true in the absence of strong correlations, because as we show, it is exactly strong correlations that stabilizes the phase crystal state to the degree it can be present in a real material. Since disorder robustness is often used to predict the underlying pairing symmetry of various superconductors, our findings can additionally play a pivotal role in determining the pairing symmetry of newly discovered superconductors like the nickelates or twisted bilayer graphene, where electronic correlations are considered to be extremely strong.

**Methods**

In this section, we first provide details of the two methods, GIMT and BdG, implemented to solve the Hamiltonian in Eq. (2) to extract the self-consistent superconducting pairing amplitude, eigenvalues, and thermodynamic quantities. Then we provide values and motivations for the lattice geometry and different parameters used to obtain the results.

**GIMT.** Solving the (disordered) 't-J' Hamiltonian in Eq. (2) re-
quires handling the projection operators that prohibit formation of double occupancy on any lattice site. Within the Gutzwiller inhomogeneous mean-field theory (GIMT) the effects of this projection is treated locally, i.e. at each site, using the Gutzwiller approximation. To implement the Gutzwiller approximation, we first consider the Gutzwiller wave function \( |\psi\rangle = \mathcal{P}|\psi_0\rangle \), where \( |\psi_0\rangle \) is the ground state wave function in the Hilbert space that allows double-occupancy and \( \mathcal{P} \) is the projection operator: \( \mathcal{P} = \prod_i \mathcal{P}_i \), with \( \mathcal{P}_i = \gamma_i \frac{1}{(1 - n_i n_{i+\delta})} \), where \( \gamma_i \) are the local fugacity factors obtained by demanding conservation of the local electron densities. Expectation values of a general operator \( O \) are likewise \( \langle O \rangle_0 = \langle \psi_0|O|\psi_0\rangle / \langle \psi_0|\psi_0\rangle \) and \( \langle O \rangle = \langle \psi|O|\psi\rangle / \langle \psi|\psi\rangle \) in the unprojected and projected Hilbert space, respectively. Within the Gutzwiller approximation, expectation values of the different terms of the Hamiltonian Eq. (2) are assumed to be related by \(\langle c_{i\alpha}^\dagger c_{j\beta}\rangle \propto g_{ij}^\alpha \langle i\alpha j\beta\rangle_0 \),

\[
\langle S_i \cdot S_j \rangle \approx g_{ij}^\alpha \langle S_i \cdot S_j \rangle_0, \quad \langle n_i \rangle \approx \langle n_i \rangle_0,
\]

where \( g_{ij}^\alpha \) and \( g_{ij}^\beta \) are known as the Gutzwiller renormalization factors. In the absence of magnetic order and ignoring intersite correlations, \( g_{ij}^\alpha \) and \( g_{ij}^\beta \) are given by the local hole doping \( x \): \( g_{ij}^\alpha = \frac{4x_i x_j}{(1 + x_i)(1 + x_j)} \) and \( g_{ij}^\beta = \frac{4}{(1 + x_i)(1 + x_j)} \).

Using the relations obtained by the Gutzwiller approximation in Eq. (3), the internal energy of the Hamiltonian in Eq. (2), \( E_\text{GIMT} = \langle \psi_0 | H | \psi_0 \rangle \), can be expressed as

\[
E_\text{GIMT} = E_\text{GIMT}^\alpha + E_\text{GIMT}^\beta + \cdots
\]

where \( E_\text{GIMT}^\alpha = \langle \psi_0 | H | \psi_0 \rangle \), \( E_\text{GIMT}^\beta = \langle \psi_0 | H | \psi_0 \rangle \), \( E_\text{GIMT}^\gamma = \langle \psi_0 | H | \psi_0 \rangle \), and \( \cdots \) are the Gutzwiller renormalization factors. The local doping is given by \( x_i = 1 - n_i \). In writing Eq. (5), we assume full spin rotational symmetry (due to no magnetic order) and no spin-triplet superconducting order, both appropriate for cuprate superconductors. Finally, the extremum of \( E_\text{GIMT} \) with respect to the different mean-field variables gives the GIMT Hamiltonian

\[
\mathcal{H}_\text{GIMT} = \sum_{i,\delta} \frac{\partial E_\text{GIMT}^\alpha}{\partial c_{i\alpha}^\dagger c_{i\alpha}} + H.c.
\]

where now nearest neighbor sites of \( i \) are denoted as \( j = i + \delta \), \( \delta = \pm x, \pm y \), and the next-nearest neighbor sites as \( j = i + \delta \), \( \delta = \pm (x \pm y) \). Consequently, \( \Delta_1 \), which resides on nearest neighbor bonds, is denoted as \( \Delta_1^\alpha \), and similarly for \( \tau \). Here, \( W_{\text{GS}}^\alpha \) and \( \mu_{\text{HS}}^\alpha \) are the Fock and Hartree shifts, respectively, given by

\[
W_{\text{GS}}^\alpha = \frac{J}{4} \left( 3g_{i,i+\delta}^\alpha - 1 \right), \quad \mu_{\text{HS}}^\alpha = -2t \sum_i \frac{\partial g_{i,i+\delta}^\alpha}{\partial \rho_i} \left( \tau_i^\alpha + (\tau_i^\alpha)^* \right)
\]

The derivatives of the Gutzwiller factors in Eq. (8) are calculated analytically using the expressions in Eq. (4).

The mean-field Hamiltonian \( \mathcal{H}_\text{GIMT} \) in Eq. (7) is diagonalized using the Bogoliubov-de Gennes transformations, \( \psi_i = \sum_n (\gamma_{i\alpha} n_i c_{n\alpha} + \gamma_{i\beta} \sigma_n n_i c_{n\beta}) \), where \( \gamma_{i\alpha} \) and \( \gamma_{i\beta} \) are the creation and annihilation operators of the Bogoliubov quasiparticles and \( n_i \), \( c_{n\alpha} \), \( c_{n\beta} \), the eigenfunctions with eigenvalues \( E_n \). The resulting eigen-system is then solved self-consistently for all independent local variables: \( \Delta_1^{\alpha,\beta} \), \( \tau_1^{\alpha,\beta} \), \( \tau_2^{\alpha,\beta} \), \( \tau_3^{\alpha,\beta} \), \( \tau_4^{\alpha,\beta} \), \( \rho_1 \), \( \rho_2 \), and \( \rho_3 \). Finally, in order to parallel the pairing amplitude we project \( \Delta_1 \) on its local d- and s-wave components \( \Delta_{d,s}(i) \) as outlined in the main text. In this work we always report on the superconducting pairing amplitudes \( \Delta_1 \), as is commonly done in GIMT calculations, while technically the superconducting order parameter is given by \( g_{i,i+\delta}\Delta_1 \). With both \( \Delta_1 \) and \( \tau \) possibly being complex-valued, we obtain self-consistency on both the real and the imaginary parts. A crucial aspect in this process is the initial guess of the self-consistent variables. With real-valued inputs for \( \Delta_1 \) and \( \tau_1 \), the solution always converges to a real \( \Delta_1 \). Thus, a purely real \( \Delta_1 \) is always a solution of the Hamiltonian, albeit it might not be the ground state. In order to converge to the true ground state, that might also include complex values of \( \Delta_1 \), complex-valued initial guesses of either \( \Delta_1 \) or \( \tau_1 \) are essential. We have tried many different inputs as starting guesses. All results for the phase crystal state reported in this work are obtained using completely random complex initial inputs for both the amplitude and phase of \( \Delta_1 \), while the uniform phase state is obtained using completely random real-valued amplitude inputs with zero phase. Finally, to compare the thermodynamic stability of different solutions and determine the ground state, we calculate the free energy \( \Omega = E_\text{GIMT} - TS \), where \( E_\text{GIMT} \) is given by Eq. (5) and \( S \) is the entropy given by \( S = -2 \sum_n \left[ f(E_n) \ln f(E_n) + (1 - f(E_n)) \ln (1 - f(E_n)) \right] \), where \( f \) is the Fermi-Dirac distribution function.

**BDG.** To identify the effects of strong electronic correlations, we compare the results of GIMT with a standard Bogoliubov-de Gennes (BdG) calculation, where the sole effect of the correlations becomes the creation of the superconducting pairing amplitude. Within the BdG method, the (disordered) ‘t-J’ model Eq. (2) is thus solved by ignoring the effects of projection, i.e., the Hilbert space does not have any restriction on the formation of double occupancy, and mean-field decoupling of the super-exchange interaction term is only performed in the Cooper pairing channel. As a consequence, the BdG method does not capture the no-double occupancy constraint imposed by the strong correlations, nor does it include the Hartree (\( \mu_{\text{HS}}^\alpha \)) and Fock (\( W_{\text{GS}}^\alpha \)) shifts also given by the strong correlations.
FIG. 6. Schematic of lattice geometry. Sites (blue) arranged in a square lattice with red and green colors indicating opposite signs of the $d$-wave superconducting pairing amplitude residing on each bond in the bulk. The [110] edge is pair breaking for such superconducting pairing and is shown with a dashed line, while the [010] and [100] edges are non-pair-breaking. Kinks indicate that the actual number of lattice sites considered is much larger than what is included in this schematic.

However, the lattice scale effects (short wavelength fluctuations) that are relevant for high-temperature superconductors with short superconducting coherence lengths are still included in a BdG solution. The resulting BdG mean-field Hamiltonian is given by

$$
H_{BG} = \sum_{i,\delta,\sigma} -t c_{i+\delta \sigma}^\dagger c_{i\sigma} + t' c_{i+\delta \sigma}^\dagger c_{i+\delta \sigma} + \sum_i (V_i - \mu) n_i - \sum_{i,\delta} \frac{\Delta_\delta}{\sqrt{4}} \left( c_{i\uparrow}^\dagger c_{i+\delta \downarrow} + c_{i\downarrow}^\dagger c_{i+\delta \uparrow} \right) + \text{H.c.}.
$$

Practically this BdG Hamiltonian is obtained by setting the Gutzwiller factors $g_{ij}^\alpha$ and $g_{ij}^\beta$ to unity and ignoring the Hartree ($\mu^{108}$) and Fock ($W_{ij}^{108}$) shifts in the GIMT Hamiltonian in Eq. (7). Then, we follow the same iterative self-consistency treatment as in GIMT, but here self-consistency is only needed for $\Delta^\delta$.

**Lattice geometry.** We primarily consider the lattice geometry shown in Fig. 6, using $N = 1926$ lattice points. This particular lattice geometry gives us an optimum length for the [110] edge (dashed line in Fig. 6) with minimum interference from other edges. This is important since the [110] edge is pair breaking for $d$-wave pairing on nearest neighbor bonds (technically $d_{x^2-y^2}$ symmetry, but here abbreviated as $d$-wave) as the Andreev reflection at this edge mixes opposite signs of the superconducting pairing amplitudes. We have also performed calculations for other system sizes with similar qualitative outcomes, provided the [110] edge is long enough to host multiple modulations of the phase crystal state.

**Parameters.** Within GIMT we set $t = 1$ and $t' = 0.5$ to mimic a normal-state band with Fermi velocities at the anti-nodes being very similar to the nodal ones, which is the case for cuprate materials such as Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$ (BSCCO), while only using a minimal number of hopping parameters. We fix the average density to be $\rho_{av} = 0.8$ (i.e. average hole doping 0.2), which gives a doping slightly below the optimal doping for superconductivity for the chosen parameters. Our choice of $\rho_{av}$ allows us to ignore any competing magnetic order (which appears near the extremely under-doped regime) or competing extended $s$-wave superconducting order (which appears in the extremely overdoped regime) in the bulk. Further, we set the super-exchange interaction to $J = 0.33$, a value close to the one obtained in scattering experiments on cuprates. The chosen value of $J$ corresponds a large value of $U = 12$ mimicking the strong Coulomb interaction in cuprates. In the bulk this gives rise to a bulk superconducting $T_c = 0.148$ and $|\Delta_4| = 0.236$.

For the BdG calculations we choose the same parameters as used in Ref. [25] to study the phase crystal state. In particular, within BdG we set $t = 1$, $t' = 0.25$, $J = 1.4$, and $\mu = 0.0$, giving an average density to be $\rho_{av} = 1.18$ and the bulk superconducting $T_c = 0.122$ and $|\Delta_4| = 0.108$. These parameters both reproduce earlier data in the literature for BdG calculations and also generate normal-state band parameters that are very close to those of the GIMT calculations. We note however that both the density and transition temperatures are different compared to in GIMT, but we can still compare the GIMT and BdG solutions by reporting properties rescaled by $T_c$. In the SM we provide an alternative BdG (alt-BdG) calculation where we choose the BdG parameters explicitly such that both the bulk average density $\rho_{av}$ and pairing amplitude $\Delta_4$ are matching those of the GIMT calculations. This allows us to compare the number of zero-energy states in the uniform phase state, which is the purpose of the SM work. However, the phase crystal state become extremely weak in this alt-BdG setup, with also a large $s$-wave component, making the edge region being almost instead in a $d + is$-wave state. This result in fact illustrates a common feature of our BdG calculations, that they are surprisingly hard to converge into a phase crystal state. Including strong correlations, this problem completely disappears and the phase crystal is stable in a large parameter regime.

**Acknowledgments.** We thank P. Holmwall for useful discussions. We gratefully acknowledge financial support from the Swedish Research Council ( Vetenskapsrådet, Grant No. 2018-03488) and the Knut and Alice Wallenberg Foundation through the Wallenberg Academy Fellows program. The computations were enabled by resources provided by the Swedish National Infrastructure for Computing (SNIC) at the Uppsala Multidisciplinary Center for Advanced Computational Science (UPPMAX) partially funded by the Swedish Research Council through grant agreement no. 2018-05973.

**Author contributions.** A.B.S. and D.C. conceived the project. D.C. performed the numerical simulations. All authors analyzed and interpreted the results. D.C. and A.B.S. wrote the manuscript with inputs from all authors.

1. P. A. Lee, N. Nagaosa, and X.-G. Wen, Rev. Mod. Phys. 78, 17 (2006).
2. S. Paschen and Q. Si, Nat. Rev. Phys. 3, 9 (2021).
3. P. W. Anderson, Phys. Rev. 109, 1492 (1958).
4. A. M. Goldman and N. Markovic, Phys. Today 51, 39 (1998).
5. J. E. Moore, Nature 464, 194 (2010).
6. M. Sato and Y. Ando, Rep. Prog. Phys. 80, 076501 (2017).
7. A. Punnoose and A. M. Finkel’stein, Science 310, 289 (2005).
8. E. J. Meier, F. A. An, A. Dauphin, M. Maffei, P. Massignan, T. L. Hughes, and B. Gadway, Science 362, 929 (2018).
9. W. Shi, B. J. Wieder, H. L. Meyerheim, Y. Sun, Y. Zhang, Y. Li, L. Shen, Y. Qi, L. Yang, J. Jena, P. Werner, K. Koepenick, S. Parkin, Y. Chen, C. Felser, B. A. Bernevig, and Z. Wang, Nat. Phys. 17, 381 (2021).
S. Kashiwaya and Y. Tanaka, Rep. Prog. Phys. 63, 1641 (2000).
T. Löfwander, V. S. Shumeiko, and G. Wendin, Supercond. Sci. Technol. 14, R53 (2001).
S. Ryu and Y. Hatsugai, Phys. Rev. Lett. 89, 077002 (2002).
M. Sato, Y. Tanaka, K. Yada, and T. Yokoyama, Phys. Rev. B 83, 224511 (2011).
C. Howald, P. Fournier, and A. Kapitulnik, Phys. Rev. B 64, 100504 (2001).
H. Alloul, J. Bobroff, M. Gabay, and P. J. Hirschfeld, Rev. Mod. Phys. 81, 45 (2009).
A. C. Potter and P. A. Lee, Phys. Rev. Lett. 112, 170002 (2014).
T. Löfwander, V. S. Shumeiko, and G. Wendin, Phys. Rev. B 62, R14653 (2000).
A. M. Black-Schaffer, D. S. Golubev, T. Bauch, F. Lombardi, and M. Fogelström, Phys. Rev. Lett. 110, 197001 (2013).
Y. Nagai, Y. Ota, and K. Tanaka, Phys. Rev. B 96, 060503 (2017).
S. Matsubara and H. Kontani, Phys. Rev. B 101, 235103 (2020).
M. Håkansson, T. Löfwander, and M. Fogelström, Nat. Phys. 11, 755 (2015).
P. Holmval, A. B. Vorontsov, M. Fogelström, and T. Löfwander, Nat. Commun. 9, 2190 (2018).
P. Holmval, M. Fogelström, T. Löfwander, and A. B. Vorontsov, Phys. Rev. Research 2, 013104 (2020).
N. W. Wennerdal, A. Ask, P. Holmval, T. Löfwander, and M. Fogelström, Phys. Rev. Research 2, 043198 (2020).
M. S. Kalenkov, M. Fogelström, and Y. S. Barash, Phys. Rev. B 70, 184505 (2004).
S. Ikagaya and Y. Asano, Phys. Rev. B 95, 214503 (2017).
M. Covington, M. Aprili, E. Paraasun, L. H. Greene, F. Xu, J. Zhu, and C. A. Mirkin, Phys. Rev. Lett. 79, 277 (1997).
Y. Dagan and G. Deutsch, Phys. Rev. Lett. 87, 177004 (2001).
D. Gustafsson, D. Golubev, M. Fogelström, T. Claeson, S. Kubatkin, T. Bauch, and F. Lombardi, Nat. Nanotechnol. 8, 25 (2013).
L. Alff, H. Takashima, S. Kashiwaya, N. Terada, H. Ibara, Y. Tanaka, M. Koyanagi, and K. Kajimura, Phys. Rev. B 55, R14757 (1997).
W. K. Neils and D. J. Van Harlingen, Phys. Rev. Lett. 88, 047001 (2002).
D. Scalapino, Physics Reports 250, 329 (1995).
P. W. Anderson, P. A. Lee, M. Randeria, T. M. Rice, N. Trivedi, and F. C. Zhang, J. Phys. Condens. Matter 16, R755 (2004).
F. C. Zhang, C. Gros, T. M. Rice, and H. Shiba, Supercond. Sci. Technol. 1, 36 (1988).
A. Paramekanti, M. Randeria, and N. Trivedi, Phys. Rev. Lett. 87, 217002 (2001).
R. Sensarma, M. Randeria, and N. Trivedi, Phys. Rev. Lett. 98, 027004 (2007).
N. Fukushima, Phys. Rev. B 78, 115105 (2008).
N. Fukushima, C.-P. Chou, and T. K. Lee, Phys. Rev. B 79, 184510 (2009).
A. Garg, M. Randeria, and N. Trivedi, Nat. Phys. 4, 762 (2008).
D. Chakraborty and A. Ghosal, New J. Phys. 16, 103018 (2014).
J. Zhu, Bogoliubov-de Gennes Method and Its Applications, Lecture Notes in Physics (Springer International Publishing, 2016).
A. B. Vorontsov, Phys. Rev. Lett. 102, 177001 (2009).
S. Tang, E. Miranda, and V. Dobrosavljevic, Phys. Rev. B 91, 020501 (2015).
A. P. Schnyder and P. M. R. Brydon, J. Condens. Matter Phys. 27, 243201 (2015).
S. Tang, V. Dobrosavljević, and E. Miranda, Phys. Rev. B 93, 195109 (2016).
Supplementary Material for
“Disorder-robust phase crystal in high-temperature superconductors from topology and strong correlations”

In this Supplementary Material (SM) we provide additional details to further support some of the results in the main text. In particular, we first show the temperature dependence of the low-energy eigenvalues of the ground state for a clean superconductor, then we provide a detailed discussion on the relation between the number of zero-energy states and the local charge density in the uniform phase state of a clean superconductor, and finally we illustrate the disorder robustness of phase crystals in GIMT with a different model for the disorder.

I. TEMPERATURE DEPENDENCE OF THE LOW-ENERGY EIGENV ALUES

![Graph](image)

**FIG. S1. Temperature dependence of the distribution of low-energy eigenvalues for clean sample.** The temperature evolution of $E_n$ of the ground state (the state with lowest free energy: the phase crystal state for $T < T^*$ and the uniform phase state for $T > T^*$) are shown for GIMT (a) and BdG (b). The full gap in GIMT disappears for $T > T_s$ with the slope of the curve increasing very slowly as $T^*$ is approached. In contrast, the slopes of the curves change monotonically with temperature in BdG. Note that $E_n$ for $T/T_c = 0.2$ and $T/T_c = 0.27$ are not shown in (b), as the distribution does not change with temperature for $T^* < T < T_c$.

In Fig. S1(a) and S1(b) the temperature evolution of the eigenvalues $E_n$ of the ground state, i.e. the phase crystal state for $T < T^*$ and the uniform phase state for $T > T^*$. Within the GIMT, where strong correlation effects are included, we see in Fig. S1(a) that there are two temperature regimes for $T < T^*$. First, for $T_s < T < T^*$ the rate at which the $E_n$ distribution approaches the uniform phase state is essentially monotonic in temperature and there is also no emerging $s$-wave component leaving the spectrum ungapped at all temperatures. This contrasting temperature evolution of the eigenvalues is also responsible for a larger $T^*$ in GIMT.
FIG. S2. **Role of local density for clean sample.** Spatial color maps of the charge density $\rho_i$ in GIMT (a) and alt-BdG (b) for the uniform phase state at a temperature $T = 0.08T_c$ in a clean superconductor. Note the exact same bulk charge density (and same pairing amplitude).

(c) Distribution of low-energy eigenvalues $E_n$ of GIMT and alt-BdG. (d) Fermi surface of bands with homogeneous $\mu$ fixed such that homogeneous charge density is $\rho = 0.8$ (bulk), $\rho = 0.85$ (edge density in GIMT) and $\rho = 0.45$ (edge density in alt-BdG). Dotted line indicates the nodal $k_x = -k_y$ line of the bulk d-wave superconductor, red dots the superconducting nodal points, and double black arrows with $\Lambda_i$ labels the distance between superconducting nodal points that sets the lateral extent of the flat band of zero-energy edge states.

**II. RELATION BETWEEN NUMBER OF ZERO-ENERGY STATES AND LOCAL CHARGE DENSITY**

In this section, we discuss in more detail the reasons behind the increased number of zero-energy states at the edge in the presence of strong correlations, as shown in Fig. 3(a) of the main text, and why an application of the bulk-boundary correspondence using bulk properties is unattainable when strong correlations effects are included.

Strong electron correlations modify the properties of a system in primarily two ways. First, strong correlations renormalize the hopping amplitudes and the super-exchange interaction through the Gutzwiller factors, even in the absence of any inhomogeneity. Secondly, these renormalization factors, $g_{ij}$ and $g_{ij}'$, depend on the local charge density and consequently alter the effects of any inhomogeneity. In order to probe the importance of strong correlations for the zero-energy edge states, we need to focus on the inhomogeneous effects caused by the edge. We can do this by comparing our strongly correlated results with an alternative BdG (alt-BdG) calculation where we choose parameters such that the bulk solution in the absence of any disorder is exactly the same as in GIMT. Thus, in the alt-BdG calculation we choose $t, t', J$ and $\mu$ such that the bulk homogeneous solution, both charge density and superconducting pairing amplitude, of Eq. (7) and Eq. (9) match exactly. In Fig. S2(a,b) we show the resulting spatial color maps of the local charge density $\rho_i$ in the uniform phase state in a clean sample obtained in GIMT and alt-BdG, respectively. By construction, the bulk charge densities are exactly the same in both plots. However, the edge density shows...
The increase in the charge density at the edge in GIMT is mainly due to the local Hartree shift $\mu_i^{HS}$ given in Eq. (8). The most significant contribution to $\mu_i^{HS}$ comes from the derivatives of $g_{i,i+\delta}^{\Lambda}$ on the nearest neighbor bonds, i.e., the first term in Eq. (8). Since $\partial g_{i,i+\delta}^{\Lambda} / \partial \rho_i < 0$ and the sites on the edge have only two nearest neighbors, $\rho_{edge}^{HS} < \rho_{bulk}^{HS}$. As a consequence, within GIMT edges very generally host a larger charge density than the bulk, not just for the system parameters used to produce Fig. S2. In contrast, the charge density at system edges in (alt-)BdG, where strong correlation effects are ignored, is either lower (as in Fig. S2(b)) or very similar to the bulk density (as in Fig. 1(d)), depending on the bulk band structure. To summarize, the charge density behavior at the edges in Fig. S2(a,b) is very generic for GIMT and BdG solutions, respectively.

Now that we have fixed the bulk to be the same in GIMT and alt-BdG, we can directly compare the number of zero-energy edge states between the two methods and check how they compare and also how that compares with the prediction of the bulk-boundary correspondence. In Fig. S2(c) we plot the distribution of the low-energy eigenvalues for the uniform phase state in a clean superconductor. We find that the number of zero-energy states is much larger in GIMT than in alt-BdG, quite similar to the results in the main text where we instead compared GIMT to BdG. Most notably, we find a very different number of zero-energy states in GIMT and alt-BdG, despite exactly the same bulk properties. Thus we have explicitly shown that applying the bulk-boundary correspondence using the bulk properties cannot possibly generate the correct number of edge states in both cases.

To explain this discrepancy between number of edge states and the bulk properties, we plot in Fig. S2(d) the Fermi surface for three different cases: (1) a band giving the bulk charge density (yellow), (2) a band giving a bulk density equal to the edge density of GIMT (green), and (3) a band giving the bulk density equal to the edge density of alt-BdG (blue). Due to translational invariance along $x_{||}$, the edge states of the [110] edge form one-dimensional flat bands at zero energy that terminate at the bulk superconducting nodal points, indicated for each case by the red dots in Fig. S2(d). The number of zero-energy edge states is thus proportional to the distance between these bulk nodal points, indicated by the black double-arrows and $\Lambda_i$ labels for the three bands $i = 1, 2, 3$. As a consequence, the number of zero-energy edge states is directly related to the normal-state band structure and its corresponding charge density. However, the problem in a real system is to know which charge density to use when it is changing between the edge and the bulk? With the edge states physically most connected to the edge charge density, it is natural to assume that the number of zero-energy edge states is more related to the edge charge density than that of the bulk. Based on this assumption connecting the edge charge density with number of zero-energy states, the number of zero-energy states becomes proportional to $\Lambda_3$ in alt-BdG, but $\Lambda_2$ in GIMT, as shown in Fig. S2(c,d). Since $\Lambda_2 > \Lambda_3$ and also $\Lambda_2 > \Lambda_1$, we always get more zero-energy states in the GIMT solution than in any BdG solution, even if the bulk conditions are exactly the same, as we also see in our numerical results. We thus conclude that a simple-minded application of the bulk-boundary correspondence to extract the number of zero-energy states from the bulk band structure and its charge density is not correct, especially not in the presence of strong correlations where the charge density at the edge always increases, irrespective of the normal state in the bulk. Additionally, our results show that including strong correlations always leads to more zero-energy edge states due to an enhanced edge charge density, which enhances the stability of the phase crystal state in the presence of strong correlations.

### III. DISORDER ROBUSTNESS OF PHASE CRYSTAL STATE FOR CONCENTRATION DISORDER

In the main text, we show the results for ‘Anderson type’ disorder, where a random potential $V_i$ is added to each lattice site. To verify that our results are not sensitive to this particular choice of disorder, we also consider another model of disorder, referred to as concentration disorder, where $V_i = V_0 = 1$ only on a given $n_{imp}$ fraction of randomly chosen lattice sites, while $V_i = 0$ for all other sites. Thus concentration disorder contains fewer but stronger scatterers, while Anderson disorder instead generates a continuum of relatively weaker scatterers. The results when using concentration disorder are shown in Fig. S3, where we plot the color density maps of $\sin(\theta)$ in both GIMT and BdG for different concentrations $n_{imp}$. The remarkable robustness of the phase crystal state in GIMT persists even up to the very high disorder concentration $n_{imp} = 20\%$, which only induces minor irregularities in the phase crystal modulations. In contrast, the phase crystal state in BdG is extremely sensitive to concentration disorder, with the modulations getting disrupted even for a low concentration $n_{imp} = 5\%$. We thus conclude that the disorder results obtained in the main text are not sensitive to the type of the disorder and the phase crystal state is robust to all types of (non-magnetic) disorder when strong correlations are appropriately included.
FIG. S3. Phase crystals for disordered sample with concentration disorder. Color density maps of $\sin(\theta)$ in both GIMT (a,c,e) and BdG (b,d) for $T = 0.32T^* < T_s$. The phase crystal state does not survive in BdG for $n_{\text{imp}} = 20\%$ and is hence not plotted. Line plots of the phase modulations at the pair breaking $[110]$ edge as a function of $x_\parallel$ are shown for GIMT (f) and BdG (g) for different impurity concentrations $n_{\text{imp}}$. 