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ABSTRACT This work presents a novel approach that adopts content caching techniques towards reducing computation and communication costs of Augmented Reality (AR) services. The application scenario under investigation assumes an environment of static objects, each one associated to a holographic content. The goal is to devise practical low-overhead methods so as to reduce the amount of resources above that are needed for the most resource-demanding AR process, namely object recognition. The proposed method is based on caching images using a combination of metrics to rank them such as: (i) an object popularity index which favours objects that are most probable to be requested for recognition, (ii) the percentage of times when the object label has been encountered in the past, (iii) the probability that an image is similar enough with already encountered past images with the same label. The aforementioned image caching method drastically reduces database searches and returns the matched object that satisfies the needs of object recognition. We also devise a binary decision operator that initiates the object recognition process only upon comparison of spatial data of the AR device with the targeted object. The resulting performance is measured using a client-server architecture and components such as Wireshark, Unity Profiler, and Python. For our proposed architecture we deploy an edge server to satisfy the demands of the AR service. Results indicate that the proposed methods can significantly reduce both the computational resources and the induced network traffic, thus improving user experience.

INDEX TERMS Augmented reality services, object caching, edge computing, network offloading, resource allocation.

I. INTRODUCTION

Augmented Reality (AR) and Virtual Reality (VR) are soon expected to create new opportunities that will drastically change various sectors of modern economy. Typical applications of VR are the online gaming and the education industries [1]. AR technologies allow users to maintain visual connection to the physical world, while holographic content is overlaid onto the physical image. AR is usually referred to as Mixed Reality (MR) when the hologram can interact with the physical environment through the occlusion mechanism [2]. AR is expected to open new frontiers in smart-city services, retail shopping, operational teams’ training, and customer engagement and experience because it enables a mixed experience for users through a combination of physical and holographic spaces [3], [4].

AR services require high bandwidth and processing power, primarily due to the object detection and object recognition processes that are employed in the holographic visualization on the physical space. The recent study [5] posits that in 5G networks, the bandwidth needs for AR and VR visual content streaming will range between 5-25Mbps for 3D image models, data visualization and telepresence. For 360-degree High Dynamic Range (HDR) video, bandwidth requirements are in the range of 10-50Mbps, while for 6 Degrees of Freedom (6DoF) and Point Cloud streaming the corresponding range is 0.2-1Gbps [5]. Another important challenge to address is service latency that determines User Experience (UX) in interactive and continuous AR services [6].

In AR services, object recognition is the process that accounts for the largest portion of communication and
computation resources, since the system continuously needs to recognize objects from images that fall within the Field of View (FoV) of the user headset, in real time [7]. Several tasks are involved along this process, such as image database search, frame capture and transmission, feature extraction, object classification, object recognition, template matching, object tracking and annotation [7]. There exist two different approaches of existing Software Development Kits (SDKs) regarding the location where the tasks above take place. In the first one, the tasks are executed only at the client side (i.e. at the AR headset) in an effort to reduce latency and network traffic. In the second approach, the majority of tasks are processed entirely at a cloud server, thus having the client at continuous offloading mode. Clearly, the first scenario increases the processing needs at the client side and drains its battery faster, whereas the second case incurs additional transfer delays.

An edge computing architecture may provide the right balance between these extreme scenarios. Continuous AR applications need to process captured frames at a rate of about 30 frames per second (fps), thus leading to a target latency of about 33msecs for acceptable user experience. There exist several ways to reduce latency, such as through eliminating unnecessary transmissions to the cloud or by using powerful CPUs or GPUs, but most of them rely on additional, expensive computational resources.

This article presents two novel and practical approaches that can help reduce computation and communication costs involved in AR services by introducing, implementing and evaluating a low-cost edge computing architecture specifically suited for AR scenarios. The main novel aspects of our method are summarized as follows:

- In an effort to reduce computation costs, we propose an edge cache-based architecture that uses object caching. The proposed method is based on caching images using a combination of metrics such as: (i) an object popularity index which prioritizes objects that are most probable to be requested for recognition, (ii) the percentage of times when the object label has been encountered in the past, (iii) the probability that an image is similar enough with already encountered past images with the same label.

- In an effort to reduce communication costs, we define a binary decision operator as a filter mechanism that initiates object recognition only when necessary, namely when the user location and field of view cover the location of the target object.

- In order to demonstrate our approach in a practical application use case, we develop a measurement system based on an interactive game in Unity that mimics user movements in a grocery store with 1,000 items. We integrate a client-server architecture and capture real data using WireShark, Unity Profiler and Python libraries.

The paper is organized as follows. In Section II, we present an overview of related work. In Section III, we present the system model and provide a description of the application scenario. In Section IV, we present our proposed solution that consists of a novel image caching method and a spatial filtering technique to perform object recognition judiciously. In Section V we describe the measurement setup and in Section VI we show the result of simulations and experiments. Finally, section VII concludes our work.

II. RELATED WORK

Resource allocation and optimization are critical in edge computing and have received a lot of attention in the literature. A first challenge is to locate the edge nodes to perform the computations in the presence of a continuous stream of arising computation requests, or queries. The authors in [8] abstract the problem above and use the backpressure principle to solve the problem of computation operation placement and traffic routing to intended destinations so as to maximize throughput in terms of rate of computation query satisfaction. A utility-aware contract-based resource allocation algorithm for edge computing, called Zenith, is presented in [9]. Contracts are established between service providers and infrastructure providers that guarantee a resource allocation regime with low latency. An instance of a resource allocation problem for energy efficiency in AR applications is studied in [10], while leveraging the collaboration opportunities in order to save communication and computation resources. Further networking challenges pertaining to AR applications are studied in [7], [11], where it is verified that indeed, the most challenging processes in terms of resource consumption are object detection and recognition. Opportunities and research challenges that big data brings to AR are presented in [12].

Edge computing mechanisms such as caching for AR applications have been studied in the literature e.g [13], where a technique is presented that improves the streaming of a bulky 360° video whose major part comprises scene information never accessed by the user. Other scenarios of using caching jointly with traffic routing or content recommendations are presented in [14]–[16]. However, these do not address AR specifics with the exception of [18], where the authors formulate the problem of computation and bandwidth resource allocation in a static scenario with the goal to increase accuracy in context classification in AR applications.

In [17] the authors present a caching approach for video delivery using the concept of distributed helpers, while the work [19] presents an image prefetching and edge caching method. Finally, the work [20] uses the graphics processing unit (GPU) and frame caching on mobile devices to execute the large DNNs required for continuous video processing. Another use of caching for image processing is presented in [21], where reusable image regions are identified by exploiting the input video’s internal structure. However, this method does not include any means to prioritize images.

This work proposes a practical low-cost method based on object caching for continuous AR applications, and a spatial filtering algorithm for non-continuous AR applications that both help reduce computational and communication
costs. The work [19] has some conceptual similarities to our approach since it also employs image caching in a so-called “recognition cache” on the device. The selection of the images to cache is performed by exploiting spatiotemporal locality. Our work complements their approach by enhancing the metrics based on which the images are cached.

In continuous AR cases, holographic content needs to be always overlaid on the physically captured image, as the user moves. On the other hand, in non-continuous AR cases there is a pre-registration phase that reduces the amount of times when real-time object detection is needed. The AR setting under investigation concerns cases where the object position is static; thus visual attention can be used to guide the caching algorithm. However, our approach can also work in a dynamic scenario with object detection requests arising continually.

III. SYSTEM MODEL
A. DESCRIPTION OF THE APPLICATION SCENARIO
An AR service provider offers holographic content to a set \( U \) of users within a specific geographic region \( \Lambda \). Within the area, there exist objects with identifiers \( b_i \in Q, i \in \{1, 2, \ldots, N\} \), where \( Q \) is the set of \( N \) objects. Each object is associated to a unique holographic content \( h_i \in H, i \in \{1, 2, \ldots, H\} \) with \( H = N \). An example scenario for the application of such holographic content is in retail shops. In order to deliver the AR service to customers, the AR provider needs to perform offline two registration processes at the initialization phase: a) object registration, and b) hologram association, presented in Fig. 1. During object registration, a number of “training” images, are related to an object \( b_i \). The index \( n \) in the figure indicates that more than one images may in fact be associated to a registered object. Images are processed, and their corresponding feature points are extracted using methods such as ORB, KAZE, SURF [22]. Feature points are mathematical representations of key regions of an image and may include corners, edges or even parts of the image.

A top view of the area of interest \( \Lambda \) is shown in Fig. 2. This area is a grocery store and is one of the most challenging AR environments. Users walk across the grocery store corridors with their smartphone, and they request information about different grocery products at different times by pointing the smartphone camera to the product. Several users may simultaneously request data visualization, and they coexist in a scene with a large density of static objects. We assume a two-dimensional (2-D) setting here, however the concept can be extended to a 3-D one.

Using an AR mobile app, the user can walk around and observe holographic content overlaid on top of the physical object. Each holographic content is associated to its object with 2-D coordinates \( x_i, y_i \). The user position is mapped to 2-D coordinates \((x_u, y_u)\). With respect to user location, the object polar coordinates are:

\[
\begin{align*}
  r &= \sqrt{(x_i - x_u)^2 + (y_i - y_u)^2} \quad (1a) \\
  \varphi &= \tan^{-1} \left( \frac{y_i - y_u}{x_i - x_u} \right) \quad (1b)
\end{align*}
\]

The AR device has a specific Field of View (FoV) with angle \( \omega \). For example, existing AR headset technologies have a FoV in the range \( 30 \leq \omega \leq 60 \). For User Experience (UX) purposes, the holographic content that is visualized is the one associated to the set of objects \( D \subset Q \) that fall inside an AR Experience Area, denoted by \( E \), which is a sector of \( \omega \) degrees angle, i.e. a portion of a hypothetical circle (or a sphere) of radius \( d \) around the user position that includes an area \( E = \pi d^2 \cdot \omega / 360 \), as indicated in Fig. 2.

B. DISAGGREGATION OF AR PROCESSES
As the user navigates along her path, there are various tasks that need to be executed to deliver the AR service to her. An example is shown in Fig. 3. The first task is frame processing. Frames are images in the FoV \( E_u \) of user \( u \). Upon capture, these frames are reduced in size, typically to 480 x 270 pixels, they are converted to gray scale, and
they are encoded into a jpeg file. Frame processing takes about 12% of the total amount of computational resources needed for the AR service [7]. Frames are then transmitted to the server, usually at a frame rate of $\lambda = 30$ fps. The next step is feature extraction for each frame. This is usually performed with algorithms such as ORB [22]. Feature extraction identifies important and unique features of each image that are used for image comparison. Feature extraction represents approximately 21% of the computation load [7].

Next, object classification is performed through hypothesis formation. This is usually done through pre-trained general-purpose Neural Networks (NN) classifiers. Regardless of the type of NN, the output is always a vector of likelihoods $L = (L_i : i \in Q)$, where $i$ is the label of the object. Note than an image may in general contain more than one objects of label $l$.

The next step is object recognition which is at the core of AR services. Depending on the NN type, object classification and recognition may be performed simultaneously or not. An object needs to be recognized so that an appropriate hologram is associated with the object and projected to the user. For continuous AR services, it is recommended that $T_{AR} < 33$ msecs. The workload $w$ is substantial and it can be reduced by minimizing the number of database searches related to feature matching. This is precisely the topic of this work.

As the number of users $U$ within the area of interest $\Lambda$ increases, important resource allocation challenges need to be addressed. The expected total in- and outbound data traffic exchanged between a client and server per user request in an area with $U$ users for each frame is approximated as:

$$D = \sum_{u \in U} (q_u + p_u)$$

where $q_u$, $p_u$ are the image and holographic content size for user $u$. In that area, the server computational requirements are

$$C = \sum_{u \in U} w_u,$$

assuming that a user makes one request for object recognition. Note that $w_u$ is the workload for feature matching per user.
Algorithm 1 Caching Algorithm Based on Visual Attention

1. Object Registration in the database
   - For each object \( i \in N \), create feature points using ORB algorithm,
   - register feature points in database
   - assign holographic content to each group of feature points
   - store position \( x_i, y_i \) of objects

2. Computation of object significance probability and of metric (8)
   - For each object \( i \in N \) calculate significance probability \( p_i \) as follows:
     - Count the number of users \( k_i \) in whose FoV the object \( i \) is located (the object is in the FoV of a user if the user-object distance satisfies \( r \leq \delta_d \&(\varphi - \frac{\omega}{2}) \leq \varphi \)
     - \( \leq (\varphi + \frac{\omega}{2}) \) - assume \( \delta_d=5m, \omega=30^\circ \), a typical FoV.
     - \( p_i = k_i/\sum k_i \) (normalized, so that \( p_i \in [0, 1] \)).
   - Compute metric \( g_i \) as in (8).

3. Caching
   - Cluster objects into groups closely located to each other
   - Sort objects of each group based on \( g_i : [\rightarrow \text{sort}(g_i, \text{descend}')\)
   - Place sorted objects in the cache until cache capacity is reached

4. Object Recognition
   - Choose sensitivity parameter \( \theta_{\text{ratio}} \) (e.g. \( \theta_{\text{ratio}} = 0.6 \)) and feature matching threshold \( \theta \) (e.g. \( \theta = 200 \) matched features)
   - For each incoming frame \( i \), compute similarity \( s_{ij} \) with each cached
     image \( j \) (BRUTE FORCE matching algorithm)
   - Declare perfect match at image \( \min[j: s_{ij} \geq \theta] \) and return corresponding object as recognized object
   ELSE IF no match is found
     - Send image to cloud image database.

IV. PROPOSED ALGORITHM

In order to avoid large client-server propagation delays, we assume that the AR service provider is willing to execute the service locally at the edge. Following the notation of Fig. 1, for each user position \( (x_u(t), y_u(t)) \) at time \( t \) and a view angle \( \varphi_u(t) \) of the user, the method needs to identify the holographic content \( h(x,y,\varphi,t) \) that will be delivered to each user \( u \in U \). To reduce the total roundtrip delay \( T_{AR} \), we propose two methods.

The first one uses edge caching in a novel manner in order to reduce the computation cost of object recognition. This method can be implemented for continuous AR use cases. The second algorithm defines a binary decision operator which can be thought of as a spatial filter that initiates object recognition only when the user is near a predefined object of interest. This method helps to reduce communication costs.

A. IMAGE CACHING ALGORITHM

A first key idea is that we would like to keep in the cache images of items that are popular in terms of user request probability. Popularity is related to the frequency of holographic content request for a specific object, which is directly associated to the visual attention of users on specific objects of the scene (Fig. 4). At the same time, cached images should also guarantee high probability for correct object recognition. The algorithm parses through the set of cached images according to a priority index. This process is shown in Fig. 5. If a match is not found in the local cache, the object recognition task is sent to the cloud, and the entire database lookup is performed for image matching.

1) SIGNIFICANCE OF AN OBJECT

Assuming sequential database search, images with higher popularity should be stored first in the cache. Image popularity is computed as follows. For a set of candidate objects \( S \subset N \), consider a Markov chain depicted as a graph where nodes are objects, and a link \((i, j)\) between nodes denotes transitions of user requests from object \( i \) to \( j \).

The stationary distribution of the Markov chain is denoted by vector \( p = (p_i : i \in S) \) and captures the "significance" of objects. That is, it models the visual attention of users [23] in terms of an estimate of the long-term probability that a user requests an object. Usually, information about visual attention can be obtained through eye-tracking technologies. There are various metrics to be considered such as: (a) the time to first
**fixation** that is equal to the time it took the user to focus on a specific product, (b) the **fixation count** that models the number of times users looked at a specific product, (c) **fixation duration** that models how long a user spent gazing at an object for the first time, and (d) the **average fixation duration** that models how long a user spent gazing at an object on average [24]. In this work, we assume that the significance is just the fixation count that models the number of times a specific object was observed by users based on their position, $x_{p}(t), y_{p}(t)$ and headset direction $\varphi(t)$. The significance above can be normalized by dividing over significances of all objects in that location so that it is bounded in $[0,1]$ and be mapped to a probability value.

An example is depicted in Fig. 4, while the computation of significance is detailed in Algorithm 1. The structure of the scenario is assumed to be a grid layout [23]. For the purpose of our study, a significance value was computed based on Monte Carlo simulations due to unavailability of an eye-tracking method and relevant data. Repeated random walks of users on a user path were used to obtain numerical results of $p$. Each user was assumed to walk on the path, as shown on Fig. 4, with an initial $\varphi_{0}$. At each time $t$, the value $\varphi(t)$ is computed according to $\varphi(t) = \varphi_{0} \pm \delta_{\varphi}$, where $\delta_{\varphi}$ is a statistic derived assuming that the Normal distribution is followed, i.e. $\varphi(t) \sim \mathcal{N}(\pm 90, 20)$, where $\mathcal{N}$ denotes a Normal distribution with $\pm 90^{\circ}$ mean and standard deviation $20^{\circ}$. The Monte Carlo numerical values were computed from 1,000 randomly generated user walks in the store.

2) **OBJECT IMAGE CACHING**

Requests for object recognition arrive sequentially from users with frame rate $\lambda$ requests/sec. The problem is to determine the subset of images of the database to include in the local cache, and the order in which they are cached, so as to expedite object recognition. We assume that an input image is sequentially checked for matching with each image in the cache. Thus, the order in which registered images are cached is important for the overall performance. Let $F$, $|F| \geq |N|$ represent the entire set of images in the backend database which was created initially during registration. Recall that an object is in general associated with several images. The cache needs to choose a subset $C_{t}$ of images for all objects $b_{i}, i \in N$.

3) **FEATURE EXTRACTION AND FEATURE MATCHING**

Two important steps of the algorithm are feature extraction and feature matching. For feature extraction, we implemented the Oriented FAST and Rotated BRIEF (ORB) algorithms in OpenCV, which are address feature detection, similarly to SIFT and SURF algorithms [22], [25]. The ORB algorithm uses FAST to find keypoints in the image, and then it applies Harris corner detection to find the top $M$ points.

Another important mechanism is feature matching. For the purpose of our study, we implement the Brute-Force (BF) Matcher feature matching algorithm in OpenCV [25]. BF Matcher takes the descriptor of one feature in the first image and compares it to all features of the other images using a distance metric, e.g. Hamming or Euclidean distance. The algorithm returns the total number of matched features.

Assuming that two images $i$ and $j$ have feature datasets $m_{i} = (u_{1}, u_{2}, \ldots, u_{n})$ and $m_{j} = (v_{1}, v_{2}, \ldots, v_{n})$, the number of matched features is $s_{ij} = \# \{k : u_{k} = v_{k}, k = 1, 2, \ldots, n\}$. Clearly, among all registered images, the one that has the largest number of matched features with those of the input frame or that has a number of matched features that is larger than a threshold, is considered as the matched image to the input frame. Namely, a match between the feature datasets of the two images occurs when $s_{ij} \geq \theta$, where $\theta$ is the matching threshold (for our purpose, we set $\theta = 200$ matched features). An example of the value of $s_{ij}$ is depicted in Fig. 6. An input frame was compared to 300 different cached images. The perfect match had value $s_{ij} = 1,917$ or $\log(s_{ij}) \sim 3.29$; namely, 1,917 features were matched between the two images.

An important practical parameter that concerns image comparison at the level of individual feature points needs to be calibrated in the ORB and BF Matcher algorithms. This parameter is the matching threshold, $\theta_{ratio} \in [0, 1]$. A smaller threshold $\theta_{ratio}$ implies a stricter and more sensitive comparison between images at the level of individual feature points. Hence, a smaller threshold $\theta_{ratio}$ leads to fewer but more accurate matches between examined pairs of images. On the other hand, if we increase $\theta_{ratio}$ towards 1, the comparison between feature points is less strict, and more feature points will be matched. Thus, we have “easier” image matches but with larger uncertainty, and this makes object detection more challenging. This is because of the nature of the search algorithm for matched images in the cache.

Consider an incoming image frame. During the sequential comparison with cached images, the first encountered image in the cache for which $s_{ij} \geq \theta$ is declared as a match, and the algorithm stops. This image may be any image from the set of possible matched ones. Because the set of possible matched images is larger for larger $\theta_{ratio}$, this means the chances to find a good match are fewer if $\theta_{ratio}$ is larger. The situation for two indicative values of threshold, $\theta_{ratio} = 0.6$ and $\theta_{ratio} = 0.8$ is depicted in Fig. 6.
of labels \( L \),...,

as to facilitate accurate and fast object recognition. Since a cached image is similar enough to past images with the same label so that the similarity of cached image \( l \) is greater than \( \theta \), and (iii) its label is encountered often; and (iii) it is very probable that an image is very similar with already encountered past images with the same label.

For each image \( i \) in the cache, we compute an empirical distribution of similarity to past images that have been classified with the same label. If we define as \( l \) the image label, we can compute the empirical probability \( z_i(l) \) that the similarity of cached image \( i \) to past images that are labelled as \( l \), is greater than \( \theta \). The idea is that cached images should be similar enough to past images with the same label so as to facilitate accurate and fast object recognition. Since a cached image \( i \) has an already defined label \( L_i \) in the set of labels \( \{1, \ldots, N_0\} \), we can compute for each image \( i \) the metric:

\[
g_i = p_i \cdot z_i(L_i) \cdot \psi(L_i)
\]

where \( p_i \) is the significance (popularity) of object \( i \), and \( \psi(L_i) \) is the empirical probability of having encountered label \( L_i \) in the past, which can be computed from historical data. Images are cached in decreasing order of the metric \( g_i \).

B. SPATIAL FILTERING METHOD

The caching method above can be applied in continuous AR applications in which the user holds the AR device and expects to see the overlaid holographic content on the physical object in real time. In such scenarios, object detection is executed continuously in the backend to provide appropriate hologram association. Our objective was to reduce computational needs of object recognition through image caching.

In another use case, the user tries to reach a specific targeted object through using a navigation AR tool. Following the notation of Fig. 2, object recognition should be initiated only when the target object is inside the AR Experience area \( E_u \) of user \( u \). A binary filter operator is used to check whether this condition holds so as to decide whether to enable the object recognition engine or not, according to the rule:

\[
Q_u(r, \varphi) = \begin{cases} 
1, & r \leq \delta_d \text{ and } (\varphi - \omega/2) \leq \varphi \leq (\varphi + \omega/2) \\
0, & \text{otherwise}
\end{cases}
\]

With reference to the architecture of Fig. 3, this filter operator is implemented at the client side to decide on whether or not to initiate the processes from feature extraction and beyond.

V. MEASUREMENT AND IMPLEMENTATION SETUPS

A. MEASUREMENT SETUP

A measurement system over a client-server architecture was implemented using the platforms of Unity, Python, and OpenCV. The client and the server were connected through Transmission Control Protocol (TCP) and Internet Protocol (IP) using socket programming. Sockets were created based on the IP address and port numbers of the endpoints.

1) CLIENT INFORMATION

The client was a laptop device that was running an emulator of human movement within the area of interest. The emulator is a game in which a human avatar can walk inside a grid layout area of static objects. This is presented in Fig. 7, while the script flow of the implementation is presented in Fig. 8. Within the client, the following processes occur: OpenCV was used to capture images on the field of view and location of the user. The hashcode of images was then created and converted to base64 string. This frame was sent to the server.
using the socket. To capture the network in-flow to the client and out-flow data from the client, the client was integrated to a third-party application called Wireshark. The sent and received packets were captured according to the IP address of the client and the server. The I/O Graph was used to record traffic per second. CPU measurements were captured with the Unity Profiler which is a tool used to get performance data for an AR application.

2) SERVER INFORMATION
The server was an edge device with the specifications presented in Table 1. The server received the frame from the client and by using the ORB algorithm, it calculated the feature points. The features points of each frame were then compared in a sequential manner to the features of cached images in the cache, and feature matching was performed with the BRUTE FORCE algorithm.

The best-fit image on the database was returned to the client through the Socket. All processes were performed in the form of a Python script and OpenCV libraries and algorithms. In RaspberryPi we used a Python script, named “psutil” library to capture CPU usage; this is a cross-platform library for retrieving information on running processes and system utilization.

B. IMPLEMENTATION CHALLENGES
The proposed approaches have some challenges associated with their implementation. For best performance, the caching algorithm requires information about the user and object locations. This is important in order to create the clusters, as indicated in Fig. 5. The clusters are groups of images that exist in nearby distance, and they are used to further reduce the time consumed in the sequential search process. There are various ways to obtain knowledge about user location: one is through an indoor localization system; another one is to have the 3D scene available in the AR application and to have spatial mapping and Simultaneous Localization and Mapping (SLAM) as possible mechanisms to find the user location.

The locations of objects are usually known since store owners always keep a log of product position and quantities. If this information is not available, product locations can be found with specialized cameras and SLAM algorithms deployed on the scene. An alternative approach is to rely on participatory sensing from users. Assuming that a training period is available, during which the AR apps of users feed the system with frames of object images that can be classified in the backend database, the position of objects can then be computed. In that case, the AR application provider is only required to register objects in the database.

VI. RESULTS
A user may navigate in the aisles and she looks at products through a headset rotation. We modeled 1,000 different objects, each represented by a different image. Each object has a specific location in space and a significance probability.

A. IMAGE CACHING ALGORITHM
The results for the caching algorithm are presented in Fig. 9, Fig. 10 and Fig. 11. Measurements concern the edge server since this is the entity that executes object recognition. For our experimental investigation, we measured and compared the performance of the three cases below.

Case 1 assumes no caching. This means that, as the user moves in space, the uplink frame is compared to all registered objects in the database. When a match is found, the process ends. This case is expected to have the highest computational costs and is used as a reference for comparison.

Case 2 models the scenario in which the user location is given as an input to the cache database search procedure, and the sequential search is limited to those items among the set of cached ones with distances smaller than the threshold \( \delta_d \).

Case 3 is a heuristic version of a caching that is used to help quantify potential savings. Finally, Case 3 is the proposed
The results are presented as normalized values compared to the worst-case scenario of Case 1. In Fig. 9, it is observed that for Case 1, the required computational resources, modeled by the CPU and execution time, are much larger than those compared to Cases 2 and 3. The reduction of the amount of computational resources for Case 3 is substantial, and this is expected since ranking objects according to the significance probability and the other metrics provides the local cache with accurate results, without the need for in-depth search in the database. Case 3 showed an improvement of 96% compared to Case 1 and 17% compared to Case 2 according to the mean values. There are occasions when Case 1 required almost the same amount of computation resources with those in the caching approach. This is because it is still possible that feature matching occurs early in the search. Of course, such a likelihood is low.

Different user viewing behavior profiles: Fig 10 presents the simulation results only for Case 3 and for three different user profiles. The High user profile models a user that was moving in space and observing objects with angles that follow the pattern of the modeled visual attention. The Low user profile models a user that looks at a direction opposite to the one of the modeled visual attention, and it was used as a reference point since it is the worst-case scenario. Finally, the Random profile assumed random user observations $\varphi(t)$.

The purpose of this measurement campaign is to observe the effect of user observation profile on the cache search depth and the needed computational resources. The cache search depth is the normalized minimum index of the local cache that created an accurate result. This is computed in normalized fashion as $\text{depth} = j/|C|$ and takes values between 0 and 1, where $|C|$ is the size of the image set in the cache and $j$ is the index of the first element in the cache database where feature matching occurs, meaning that $s_{ij}\geq \theta$. It is observed that for the High user profile, the caching index is very small, namely close to 0. This means that the sequential search of the cache immediately returned a correct match after few parsed objects. This is expected because the user sends in the uplink a frame image that is similar to the one cached in the database, due to the applied popularity index. On the other hand, the Low user profile requires the largest amount of resources, since the uplink frame is not easy to match. For that reason, the cache search depth and computation resources are very large and close to 1, implying that feature matches occurred mostly towards the last elements of the database. The Random profile yields results that fall in between the two extreme cases above, as expected. The average cache search depth of the High user was equal to 3% of the database, whereas for the Random it was 23.1%, and for the Low user profile, it was 98.2%. The higher the cache search depth, the largest the probability that a frame needs to be sent to cloud for object recognition.

Finally, Fig. 11 presents a comparison of the total execution time versus number of users that require access to the AR service. It is shown that there exists an almost linear increase of the execution time as expected, but in Case 3 the total delay was reduced.

B. SPATIAL FILTERING METHOD

This section describes the client-side measurement results for the proposed spatial filtering algorithm. We focus on the client side, since for non-continuous AR applications, the client is responsible for finding the appropriate time to initiate object recognition, based on a priori information such as the targeted object and user current location.

Three cases are again considered: Case A assumes no spatial filtering so that the client always sends frames to the server, similarly to the continuous AR case. Following the notation (9), Case 2 assumes that the client will only start the object recognition process ($Q = 1$) only when the distance is smaller than threshold $\delta_d$. Finally, Case 3 is a full implementation of (9) and $Q = 1$ when distance is larger than $\delta_d$ and $\psi-\omega/2<\varphi<\psi+\omega/2$. Results are presented in Fig. 12. The user is assumed to walk in an aisle, and

![FIGURE 9. Comparison of computation resources for the three use cases.](image-url)

![FIGURE 10. Computation resources and caching depth for Case 3 and for 3 different user profiles.](image-url)
Towards providing the holy grail of low-latency user experience. Towards this goal, applications should be designed so as to optimize computational and communication costs. In this work we started from a practical use case scenario, that of a grocery store, where users move with their smartphones and continuously generate object recognition requests as they seek holographic information about grocery products. We presented an image caching algorithm that helps an edge server of an AR service provider reduce computational load by taking into account the user visual attention to objects. This was modeled through an object significance metric that captures expected user visual attention, and it guides the population of the local cache and the sorting of its elements (objects) to achieve an accurate match. Besides object popularity, cache parsing delay and label accuracy where also taken into account in ranking objects to cache. It was experimentally shown that the proposed image caching approach can reduce the server computational load by a factor larger than 90%. Furthermore, the network traffic from the AR client to the server was reduced through a filter-like method that initiates object recognition only when needed, namely when the object location falls within the client FoV.

Finally, a proof-of-concept validation was presented. As a future step to this research, we plan to make a real deployment using “real-life” evaluation on a handheld mobile device in a real small-scale grocery store.

FIGURE 11. Execution time vs. active requests for the AR service.

FIGURE 12. CPU utilization and total network traffic (in and out) for the client. Simulations concern the spatial filtering algorithm.

at position index 4 the user enters the region \( r<\delta_d \). The network traffic and CPU utilization increased for Case B, as expected. Up to this point, the average CPU and the number of transmitted/received packets of Case 1 was 13.9% and 170 packets/sec respectively, whereas for Case 2 they were equal to 4.9% and 55.9 packets/sec respectively. Clearly, for Case 1 it was 0% and 0 packets/sec, since the object recognition process was not triggered. At position index 6, the user is assumed to be in front of the targeted object and rotates from 0° to 180° degrees. The location of the targeted object was at 90°. It can be seen that for Case 3 the network traffic and the CPU utilization of the client increased only when the field of view and the orientation of the user covers the object location. The average CPU utilization and number of transmitted/received packets for Case 1 was 14.2% and 174.1 packets/sec respectively, whereas for Case 2 these are equal to 14.9% and 174.2 packets/sec. For Case 1, the average CPU and packets were 2.4% and 19.1 packets/sec. Cases 1 and 2 give similar results since in both cases object recognition is executed all the time because the user is within the region \( r<\delta_d \).

VII. CONCLUSION

With the forthcoming massive wave of commercialization of Augmented Reality (AR) devices at retail level and the development of AR services, edge computing will be key
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