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Abstract—Multi-Agent Reinforcement Learning (MARL) algorithms show amazing performance in simulation in recent years, but placing MARL in real-world applications may suffer safety problems. MARL with centralized shields was proposed and verified in safety games recently. However, centralized shielding approaches can be infeasible in several real-world multi-agent applications that involve non-cooperative agents or communication delay. Thus, we propose to combine MARL with decentralized Control Barrier Function (CBF) shields based on available local information. We establish a safe MARL framework with decentralized multiple CBFs and develop Multi-Agent Deep Deterministic Policy Gradient (MADDPG) to Multi-Agent Deep Deterministic Policy Gradient with decentralized multiple Control Barrier Functions (MADDPG-CBF). Based on a collision-avoidance problem that includes not only cooperative agents but obstacles, we demonstrate the construction of multiple CBFs with safety guarantees in theory. Experiments are conducted and experiment results verify that the proposed safe MARL framework can guarantee the safety of agents included in MARL.

I. INTRODUCTION

Reinforcement learning (RL) is passing from one step of success to another in solving challenging problems from robot control [1] to playing games [2] in recent years. A number of real-world problems that can be addressed by RL, such as self-driving vehicles, drone swarms, as well as cooperation and competition of robots, are inherently multi-agent. Thus, multi-agent RL (MARL) approaches have been developed to deal with the growing joint action space and address decentralization constraints as a result of the spiking of agents [3]. MARL shows promising performance in simulation, but placing agents in real-world safety-critical applications can lead to challenges in safety for MARL [4], [5].

Collision-avoidance is a fundamental challenge for MARL in real-world applications. For example, if the MARL is applied to self-driven vehicles, the failure in collision-avoidance can lead to injury or death of humans or damage of property [6]. However, relying on the reward functions of MARL only is not sufficient to guarantee safety [7]. The collision-avoidance problem has been addressed based on different approaches, such as velocity obstacles [8], Voronoi partitions [9], differential games [10]. Nonetheless, the computational expense and the conservativeness of these approaches limit their applications in MARL.

Safe RL takes the safety issue into account, aiming to learn a policy that maximizes the expected reward on the condition that safety constraints are satisfied [11]. Several safe RL approaches have been proposed, including learning from demonstration, policy optimization with constraints, and reward-shaping. However, the major issue of these approaches is that safety is not guaranteed during initial learning interactions [12]. To address this issue, shielding frameworks have been proposed, including shield RL [13] and centralized shield MARL [7]. According to the shielding frameworks, shields are synthesized to guarantee safety during learning by monitoring the actions of agents. The concepts of shield RL and centralized shield MARL are decent. However, it can be challenging to design shields in real-world applications. For the centralized shield MARL, its scalability is limited by the centralized shield, and communication delay can limit its application in safety-critical problems in the real world.

Control Barrier Function (CBF) based methods can lead to effective shields in safety-critical control problems [14]. Safe RL approaches based on integrating RL with shields based on CBFs have been proposed in [12], [15] as well. To ensure safety in multi-agent problems, multi-agent CBF has been developed in [16]. Different CBFs have been designed assuming that agents are cooperative, neutral, and competitive, respectively. Cheng et al. [5] have further improved the multi-agent CBF from the perspective of uncertainty bounds. However, CBFs have not been applied to MARL to guarantee the safety of MARL yet.

This paper integrates CBFs to MARL and achieves MARL with decentralized shields for the first time. The major contributions of this paper are as follows.

- This paper develops a safe MARL framework integrating decentralized cooperative CBFs and non-cooperative CBFs to agents of MARL in view of the fact that agents and entities in a multi-agent environment can be cooperative and non-cooperative. Based on the safe MARL framework, Multi-Agent Deep Deterministic Policy Gradient (MADDPG) [17] is developed to Multi-Agent Deep Deterministic Policy Gradient with Control Barrier Functions (MADDPG-CBF).
- This paper shows that the proposed safe MARL framework is with safety guarantees, in theory, in certain applications. Through introducing the design of a cooperative CBF and a non-cooperative CBF in a collision-avoidance problem, it is shown that the proposed safe
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MARL framework can provide safety guarantees for an agent of MARL in theory.

The rest of the paper is organized as follows. Section II introduces the preliminaries of this paper, introducing MARL and CBF. In Section III, a safe MARL framework with decentralized multiple CBFs is proposed and MADDPG-CBF is developed from the MADDPG according to the safe MARL framework. The design of CBFs for an agent suffering cooperative agents and non-cooperative agents is demonstrated based on a collision-avoidance problem in Section IV. In Section V, the safety of the MADDPG-CBF is validated in a collision-avoidance problem. Finally, Section VI summarizes this paper.

II. PRELIMINARIES

A. Multi-Agent Reinforcement Learning

MARL scales RL to environments with multiple agents. A MARL problem is often presented as a Markov game $(N,X,\{U^i\}_{i\in N},P,\{r^i\}_{i\in N},\gamma)$ with a finite set $N = \{1,2,\ldots,nA\}$ of agents [7]. $X$ represents the state space of the Markov game. $U^i$ represents the action space of agent $i$. $P$ is the transition function of the Markov game. $r^i$ denotes an immediate reward function for agent $i$. $\gamma$ is a discount factor. At time step $t$, each agent chooses an action based on its observation. Then, the Markov game evolves from $x_t \in X$ to $x_{t+1} \in X$ and agent $i$ achieves a reward $r^i$. An individual agent $i$ aims to learn a policy that optimizes the cumulative rewards $\sum_{t=0}^{\infty} \gamma^t r^i$.

MADDPG is a MARL algorithm proposed for environments with mixed cooperative and competitive. The MADDPG adopts an actor-critic framework of centralized training and distributed execution. An agent has a critic-network that can access global information and an actor-network that can access local observation information only. The MADDPG has been applied to several problems (e.g., pursuit-evasion games [18] and combat tasks [19]).

B. Control Barrier Function

A control barrier function plays a role in the study of safety equivalent to a Lyapunov function in the study of stability [14]. Without loss of generality, one can assume a nonlinear affine system

$$\dot{x} = f(x) + g(x)u$$

with $f$ and $g$ locally Lipschitz, $x \in \mathbb{R}^n$ and $u \in U \subseteq \mathbb{R}^m$. Safety of the system can be guaranteed via enforcing the invariance of a safe set [14]. In particular, we consider a set $C$ defined as the superlevel of a continuously differentiable function $h(x) : \mathbb{R}^n \rightarrow \mathbb{R}$, yielding

$$C = \{x \in \mathbb{R}^n : h(x) \geq 0\}$$

$$\partial C = \{x \in \mathbb{R}^n : h(x) = 0\}$$

$$Int(C) = \{x \in \mathbb{R}^n : h(x) > 0\}$$

We refer to $C$ as the safe set.

Definition 1. [14] The set $C$ is forward invariant if for every $x(0) \in C, x(t) \in C$ for all $t \in [0,\tau_{max})$. The system $\{1\}$ is safe with respect to the set $C$ if the set $C$ is forward invariant.

A CBF $B(x) : C \rightarrow \mathbb{R}$ satisfying

$$\inf_{x \in \text{Int}(C)} B(x) \geq 0, \quad \lim_{x \to \partial C} B(x) = \infty$$

was proposed in [20] and the conditions on $B(x)$ were relaxed by [21] as

$$\dot{B}(x) \leq \frac{\Gamma}{B(x)}$$

where $\Gamma > 0$.

Definition 2. [21] For the system $\{1\}$, a function $B(x) : C \rightarrow \mathbb{R}$ is a control barrier function for the set $C$ defined by $\{2\}$ for a continuously differentiable function $h(x) : \mathbb{R}^n \rightarrow \mathbb{R}$, if there exist locally Lipschitz class $\kappa$ function $\alpha_1, \alpha_2$ such that, for all $x \in \text{Int}(C)$,

$$\frac{1}{\alpha_1(h(x))} \leq B(x) \leq \frac{1}{\alpha_2(h(x))}$$

$$\inf_{u \in U} [L_f B(x) + L_g B(x) u - \frac{\Gamma}{B(x)}] \leq 0$$

Given a CBF $B(x)$ and a set of Lipschitz continuous controller

$$K_B(x) = \{u \in U : L_f B(x) + L_g B(x) u - \frac{\Gamma}{B(x)} \leq 0\}$$

one has

Theorem 1. [21] Given a set $C \subset \mathbb{R}^n$ defined by $\{2\}$ with associated control barrier function $B(x)$, any Lipschitz continuous controller $u \in K_B(x)$ for the system $\{1\}$ renders the set $C$ forward invariant, ensuring that the system $\{1\}$ is safe with respect to the set $C$.

III. SAFE MULTI-AGENT REINFORCEMENT LEARNING WITH DECENTRALIZED CONTROL BARRIER FUNCTIONS

A centralized shield MARL has been proposed recently [7] to address the safety issues of a general MARL that does not have a specific mechanism for ensuring safety. Nonetheless, a centralized shield is infeasible for agents when suffering several scenarios such as non-cooperative agents and communication delay. Relative to the centralized shield, agents demand decentralized self-protection mechanisms designed for surviving from not only cooperative agents but non-cooperative agents more urgently. Thus, inspired by recent works [4], [12] that involve model information into RL to guarantee safety, we propose a safe MARL framework integrating decentralized multiple CBFs to agents of MARL, as shown in Fig. 1.

According to the proposed safe MARL framework, an agent has its own CBFs that can be different from the CBFs of other agents. Inspired by the fact that agents and entities in a multi-agent environment are not always cooperative, an agent in the proposed safe MARL framework is equipped with multiple CBFs, including cooperative CBFs and non-cooperative CBFs designed for cooperative agents and non-cooperative agents or entities, respectively. An agent that has $k$ CBFs can combine its CBFs through Boolean composition [22] to achieve a composite CBF as

$$B_c(x) = B_1(x) \cap B_2(x) \cap \ldots \cap B_k(x)$$
We expect that the composite CBF lead the minimal interference [4, 7] to the action of an agent. Namely, 1) the composite CBF corrects the action of an agent only if it tends to violate safety constraints, and 2) the composite CBF revises the action of an agent as few as possible. A composite CBF derived based on [5] can lead to a safe action $u_{safe}$ for an agent as [14]

$$u_{safe} = \arg \min_{u} \frac{1}{2} \| u - \hat{u} \|^2$$

$$s.t. \quad L_f B_c(x) + L_h B_c(x) u - \frac{\Gamma}{B_c(x)} \leq 0 \quad (9)$$

where $\hat{u}$ is the nominal action of the agent determined based on MARL.

It should be emphasized that decentralized CBFs are designed for an agent based on its local information, so the dynamics of the environment and other agents do not have to be completely known beforehand. Moreover, decentralized CBFs can not only enforce the safety constraints during the learning process and the deployment process, but also improve the learning efficiency according to [12].

Based on the proposed safe MARL framework, we develop MADDPG to MADDPG-CBF, a safe MARL algorithm. The MADDPG-CBF can be expressed as Algorithm 1. At time step $t$, agent $i$ selects an action $u'_i$ based on available information $x'_i$ and policy $\pi'_i$. With the action $u'_i$, agent $i$ can achieve a safe action $u'_{i, safe}$ according to (8) and (9).

### IV. DECENTRALIZED CONTROL BARRIER FUNCTIONS IN COLLISION-AVOIDANCE

To further demonstrate the decentralized multiple CBFs included in the proposed safe MARL framework, cooperative CBFs and non-cooperative CBFs designed for a cooperative multi-robot system worked in an environment with obstacles are proposed in this section. A multi-robot system can involve a number of agents, leading to significant challenges in terms of collision-avoidance. The key to ensuring safety is that all potential pairwise agent-to-agent and agent-to-obstacle collisions are accounted for [23]. Thus, pairwise agent-to-agent and agent-to-obstacle collisions are nearby an agent are concerned by the agent based on available local information. CBFs are designed for an agent accounting for nearby pairwise agent-to-agent and agent-to-obstacle collisions.

It is assumed that available local information for an agent includes the position and velocity of nearby agents and obstacles as well as the acceleration of nearby agents. Since the multi-robot system is cooperative, cooperative CBFs are designed for the agent accounting for agent-to-agent collisions. Non-cooperative CBFs are designed for the agent accounting for agent-to-obstacle collisions due to
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the fact that obstacles will not cooperate with the agent to avoid collisions. Based on these multiple cooperative and non-cooperative CBFs, the agent can achieve a safe action according to (8) and (9).

Although both pairwise agent-to-agent and agent-to-obstacle collisions are considered, we regard obstacles as agents with certain non-cooperative behaviors for the convenience of expression. For a pair of two agents, denoted as $A_a$ and $A_b$, as shown in Fig. 2, a cooperative CBF or a non-cooperative CBF is designed for the agent $A_a$. The states of agents $A_a$ and $A_b$ are represented by $x_a = [p_a, v_a]^T$ and $x_b = [p_b, v_b]^T$. $p_a$ and $p_b$ are the position vectors of agents $A_a$ and $A_b$, respectively. $v_a$ and $v_b$ represent the velocity vectors of agents $A_a$ and $A_b$, respectively. Assume that the dynamics of agents $A_a$ and $A_b$ is expressed as [23]

$$
\dot{x}_a = \begin{bmatrix} \dot{p}_a \\ \dot{v}_a \end{bmatrix} = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} p_a \\ v_a \end{bmatrix} + \begin{bmatrix} 0 \\ I \end{bmatrix} a_a 
$$
$$
\dot{x}_b = \begin{bmatrix} \dot{p}_b \\ \dot{v}_b \end{bmatrix} = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} p_b \\ v_b \end{bmatrix} + \begin{bmatrix} 0 \\ I \end{bmatrix} a_b
$$

where $a_a$ and $a_b$ are acceleration vectors of agents $A_a$ and $A_b$. $I$ is unit matrix.

A candidate cooperative CBF is designed as

$$
B_{coo}(x) = \frac{1}{h_{coo}(x)}
$$

According to (4), linear constraints on cooperative actions of agents $A_a$ and $A_b$ can be expressed as

$$
-\Delta p^T \Delta a \leq \frac{\Gamma_{coo} h_{coo}^{2} ||\Delta p||}{B_{coo}} - \frac{(\Delta p^T \Delta p)^2}{||\Delta p||^2} + ||\Delta v||^2 + \frac{a_{max} \Delta^T \Delta p}{\sqrt{2a_{max} ||\Delta p|| - d_s}}
$$

where $\Delta a = a_a - a_b$, $\Gamma_{coo} > 0$. Linear constraints in (15) can be written as

$$
A_{coo} u_{coo} \leq b_{coo}
$$

where $A_{coo} = -\Delta p^T$ and $u_{coo} = \Delta a$. $b_{coo}$ represents the right side of (15).

According to Theorem 1, if $u_{coo}$ satisfies (16) as well as $||u_{coo}|| \leq d_{max}$, then $B_{coo}(x)$ is a valid CBF and the safe set $C_{coo}$ is forward invariant, ensuring the safety of agents $A_a$ and $A_b$.

B. Non-Cooperative Control Barrier Function

In this subsection, we develop a non-cooperative CBF for agent $A_a$ accounting for nearby agent-to-obstacle collisions. Since the non-cooperative CBF accounts for agent-to-obstacle collisions, we have $v_b = 0$, $a_b = 0$, and $a_{bmax} = 0$. $p_b$ is a constant. We define a non-cooperative safe set as

$$
C_{noo} = \left\{ (\Delta p, v_a) \mid -\frac{\Delta p^T}{||\Delta p||} v_a \leq \sqrt{2a_{amax} (||\Delta p|| - d_s)} \right\}
$$

A continuously differentiable function $h_{noo}(x)$ is defined as

$$
h_{noo}(x) = -\frac{\Delta p^T}{||\Delta p||} v_a + \sqrt{2a_{amax} (||\Delta p|| - d_s)}
$$

Based on $h_{noo}(x)$, we construct a candidate non-cooperative CBF as

$$
B_{noo}(x) = \frac{1}{h_{noo}(x)}
$$

According to (4), linear constraints on action of agent $A_a$ can be expressed as

$$
-\Delta p^T a_a \leq \frac{\Gamma_{noo} h_{noo}^{2} ||\Delta p||}{B_{noo}} - \frac{(v_a^T \Delta p)^2}{||\Delta p||^2} + ||v_a||^2 + \frac{a_{max} v_a^T \Delta p}{\sqrt{2a_{max} (||\Delta p|| - d_s)}}
$$

where $\Gamma_{noo} > 0$. Linear constraints in (20) also can be expressed as

$$
A_{noo} u_{noo} \leq b_{noo}
$$

where $A_{noo} = -\Delta p^T$ and $u_{noo} = a_a$. $b_{noo}$ represents the right side of (20).

According to Theorem 1, if $u_{noo}$ satisfies (21) and $||u_{noo}|| \leq a_{amax}$, then $B_{noo}(x)$ is a valid CBF and the safe set $C_{noo}$ is forward invariant, ensuring the safety of agent $A_a$.

Fig. 2: A pair of agent $A_a$ and agent $A_b$
V. Experiments

In this section, we implement the proposed safe MARL framework with decentralized multiple CBFs in the Multi-agent Particle Environment [17]. We apply our demo implementation to patrol tasks conducted by two agents in an environment with obstacles, as shown in Fig. 3.

Problem setup. According to Fig. 3, the environment includes two agents, three static obstacles, and a square wall. The length of the side of the square wall is 2. The two agents are supposed to conduct different patrol tasks. One should perform random patrol tasks, denoted as Patrolman I, and the other should perform the task of checking in and patrolling, denoted as Patrolman II. Patrolman II is expected to reach a predefined critical distance, denoted as $d_c$, around five check-in points represented by black rectangles in Fig. 3 in order. $d_s$ is set to 0.05 in the experiment. The dynamics of Patrolman I and Patrolman II accords with (10) and (11). The maximum acceleration of agents is 1. The safe distance $d_s$ from an agent to the other agent or an obstacle is set to 0.075. The initial positions of Patrolman I and Patrolman II are randomly initialized.

In the experiment, we use MADDPG as a baseline and implement MADDPG-CBF to show the effectiveness of the proposed safe MARL framework. In the implementation of MADDPG-CBF, actions of both Patrolman I and Patrolman II are monitored by their own cooperative CBFs and non-cooperative CBFs achieved according to (14) and (19), respectively. Both algorithms are used to train policies based on reward functions defined as follows.

The reward function of Patrolman I is defined as

$$
    r_I = \sum_{i=1}^{k} \begin{cases} 
    -50 & d^I_i \leq d_s \\
    50 & d^I_i > d_s 
    \end{cases}
$$

where $d_s$ is the safe distance and $d^I_i$ represents the distance between Patrolman I and the $i$th nearby entity. An entity can be the other agent or an obstacle. $k$ denotes the number of nearby entities.

The reward function of Patrolman II is defined as

$$
    r_{II} = \sum_{i=1}^{k} \begin{cases} 
    -50 & d^II_i \leq d_s \\
    50 & d^II_i > d_s \text{ and } d^II_i > d_c \\
    100 & d^II_i > d_s \text{ and } d^II_i \leq d_c 
    \end{cases}
$$

where $d^II_i$ is the distance between Patrolman II and the $i$th entity. $d^II_i$ represents the distance between Patrolman II and a given target check-in point.

The average total rewards of two agents achieved by these two algorithms in five training runs are shown in Fig. 4. It is shown that the average total reward achieved by MADDPG-CBF stabilizes at around 40,000 from the beginning of the training, while the average total reward achieved by MADDPG converges in 3,200 episodes. To guide the training of policies that tend to avoid collisions, the reward functions of agents expressed in (22) and (23) heavily depend on the distance from an agent to its nearby entities. Thus, with CBFs that are designed to address collisions, the average total reward of MADDPG-CBF can stabilize at a large reward from the beginning of the training.

The occurrences of collisions in the five 5,000-episode training runs are studied and expressed in Table I. The results in Table I show that MADDPG-CBF can guarantee collision-free learning in all episodes. On the contrary, MADDPG
without decentralized multiple CBFs suffers 12,634 occurrences of collisions, suggesting that, without decentralized multiple CBFs, MADDPG leads to collisions.

|                  | MADDPG-CBF | MADDPG |
|------------------|------------|--------|
| Number of collisions | 0          | 12,634 |
| Number of episodes  | 25,000     | 25,000 |
| Collision ratio    | 0%         | 50.536%|

TABLE I: Number of collisions and collision ratio in five training runs.

We analyze one of the last episodes of training based on MADDPG-CBF in detail. Trajectories of agents in the episode are shown in Fig. 5. One can see that Patrolman I and Patrolman II are possible to suffer collisions in this environment if CBFs are not available. Moreover, Patrolman II reaches all five check-in points in the episode as expected. Patrolmen can accomplish their patrol tasks while avoiding collisions.

We study the behaviors of agents in the episode shown in Fig. 5 as well. Trajectories of agents in two segments of the episode are shown in Figs. 6 and 7. Fig. 6 shows that, when Patrolman I and Patrolman II move close to each other, they can steer their headings to avoid an agent-to-agent collision. According to Fig. 7, Patrolman II can go round an obstacle when approaching a check-in point and Patrolman I can get round as well when heading to an obstacle initially. The behaviors of agents in these segments verify the safety of MADDPG-CBF.

VI. CONCLUSIONS AND FUTURE WORK

MARL bears safety concerns when used in safety–critical applications. In this paper, we proposed a safe MARL framework, in which decentralized multiple CBFs are integrated to every single agent. According to the safe MARL framework, MADDPG-CBF was developed based on MADDPG. Through an introduction of cooperative and non-cooperative CBFs in a collision-avoid problem, this paper demonstrated that the safe MARL framework is with safety guarantees in certain applications. Experiments of MARL in an environment that includes obstacles were conducted to validate the effectiveness of the safe MARL framework. Experiment results show that, based on MADDPG-CBF, agents can avoid agent-to-agent and agent-to-obstacle collisions, while agents suffer collisions based on MADDPG. In the future, we will focus on the balance between the safety and the performance of MARL in a multi-agent multi-objective environment.
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