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We theoretically study the spectrum induced by one and two magnetic impurities near the boundary of a one-dimensional nanowire in proximity to a conventional s-wave superconductor and extract the ground state magnetic configuration. We show that the energies of the subgap states, supported by the magnetic impurities, are strongly affected by the boundary for distances less than the superconducting coherence length. In particular, when the impurity is moved towards the boundary, multiple quantum phase transitions periodically occur in which the parity of the superconducting condensate oscillates between even and odd. We find that the magnetic ground state configuration of two magnetic impurities depends not only on the distance between them but also explicitly on their distance away from the boundary of the nanowire. As a consequence, the magnetic ground state can switch from ferromagnetic to antiferromagnetic while keeping the inter-impurity distance unaltered by simultaneously moving both impurities away from the boundary. The ground state magnetic configuration of two impurities is found analytically in the weak coupling regime and exactly for an arbitrary impurity coupling strength using numerical tight-binding simulations.

I. INTRODUCTION

Magnetic impurities on conventional superconductors exhibit many interesting properties. One such example is the appearance of localized states within the superconducting gap. These states, known as Yu-Shiba-Rusinov (YSR) states,1–3 are induced via the exchange interaction between a magnetic impurity and the superconductor. The YSR states have been well studied theoretically4–23 and observed experimentally in bulk s-wave superconductors by scanning tunneling microscopy (STM) techniques24–37 as well as in proximitized semiconducting nanowires with quantum dots by transport measurement techniques38–43. Recently, these states have attracted renewed interest in the context of magnetic atomic chains. The YSR states induced by the individual impurities in a magnetic chain can hybridize to form a subgap energy band that can host Majorana bound state (MBS)44–60. The zero-energy bias peaks has been recently observed in such chains61–65. However, the formation of such MBSs critically depends on the magnetic order inside the spin chain. This magnetic order is itself determined by the effective exchange interaction between the impurities that is mediated by the underlying superconductor.

When the exchange interaction is small compared to the Fermi energy, the effective interaction between two magnetic impurities (see Fig. 1) in such a system is mediated via the quasiparticles in the superconductor and, is well-described by the Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction66–91. The RKKY interaction between two spin impurities located inside the bulk of the system results in the magnetic ordering of the Heisenberg-type in the absence of spin-orbit interaction and depends only on the relative angle between the impurity spins, ensuring that the ground state magnetic configuration is either ferromagnetic (FM) or antiferromagnetic (AFM). As the sign of the effective exchange interaction oscillates as a function of the inter-impurity distance, the magnetic ground state, likewise, oscillates between FM and AFM ordering. When the exchange interaction between the impurity and quasiparticles is increased beyond the Fermi energy of the superconductor, the approximations invoked by the RKKY interaction break down and the the ground state of the magnetic impurities departs from such a simple description. This is because (1) the coupling of the impurities to the quasiparticles can no longer be treated perturbatively (as known from gapless systems84) and (2) the YSR states can be close to the chemical potential and thereby strongly renormalize the superconducting gap under the impurity17.

However, a description of magnetic impurities close to the boundaries of realistic finite-size samples received very little attention so far. Studies of this type are particularly relevant for low-dimensional systems, where the superconductivity is induced via the proximity effect by a bulk superconductor, because both the longer range of the RKKY interaction and reduction or absence of a power-law decay of the YSR wavefunctions. Motivated by this, in this work we study how the boundary of such proximitized superconducting systems modifies the energy of the YSR states and, subsequently, the magnetic ground state. In the following, we consider one and two magnetic impurities placed close to the boundary of an effective semi-infinite one-dimensional (1D) superconductor, see Fig. 1. Such a 1D system is particularly suitable
for our analysis as (1) we are able to obtain analytic results for the YSR energies and the RKKY interaction and (2) we expect an enhancement of the boundary effects in such 1D set-ups as compared to magnetic impurities embedded in two- and three-dimensional superconductors\(^92\).

For one magnetic impurity, we find a position-dependent energy of the induced YSR bound state. Consequently, for sufficiently strong exchange interaction, the superconducting condensate undergoes multiple quantum phase transitions as the distance to the boundary is changed. For two magnetic impurities, we find phase transitions between the FM and AFM ground state by changing only the distance to the boundary and keeping the inter-impurity distance fixed. In the weak exchange interaction limit, we analytically show that by tuning the inter-impurity distance appropriately, the effect of the boundary can occur even when the impurities are deep in the bulk of the nanowire. When the exchange interaction between the impurity and quasiparticles is large and cannot be treated within the RKKY framework, we find the magnetic ground state numerically and again observe a similar dependence of the ground state configuration on the distance to the boundary. In this limit, the contributions from both the quasiparticle states and the YSR bound states become crucial in determining the ground state of the system.

The outline of the paper is as follows. In Sec. II, we introduce a continuum Hamiltonian of an effective 1D superconductor hosting the magnetic impurities and find the Green’s function in the presence of the boundary analytically. We first describe the analytical results for the YSR energy of a single magnetic impurity in a semi-infinite superconductor in the Sec. II.A. This is followed by a study of the RKKY interaction between two magnetic impurities in a semi-infinite 1D superconducting wire in Sec. II.B. Next, using a discretized Hamiltonian corresponding to the continuum model, we numerically include contributions to the total energies of both the subgap YSR states and the supragap quasiparticle states to determine the ground state configuration in Sec. III. Though the ground state configuration is primarily determined by the contribution from the bulk states, we show that the YSR states dominate in determining the phase boundary between the FM and the AFM phases in the limit of large exchange interaction. Finally, we present a summary of our results.

II. ANALYTICAL RESULTS

We consider two classical magnetic impurities placed on a 1D wire, aligned along the x-axis, in proximity to an s-wave superconducting (SC) substrate, see Fig. 1. The impurities \(s_1\) and \(s_2\) are located at a distance \(x_1\) and \(x_2\) from the boundary of the wire, respectively. The inter-impurity distance is denoted by the relative coordinate \(x_{12} = x_2 - x_1\).

The system is described by the Hamiltonian, \(H = H_0 + H_{\text{imp}}\), which is a sum of the kinetic term, of the superconducting pairing term, and of the exchange term describing coupling between the spins of magnetic impurities to the electrons in the 1D wire,

\[
H_0 = \frac{1}{2} \int dx \Psi^\dagger(x) \left[ \left( -\frac{\hbar^2}{2m} \frac{d^2}{dx^2} - \mu \right) + \Delta \right] \Psi(x) \\
= \frac{1}{2} \int dx \Psi^\dagger(x) H_0 \Psi(x), \quad (1)
\]

\[
H_{\text{imp}} = \frac{JS}{2} \sum_{n=1,2} \Psi^\dagger(x_n) s_n \sigma \Psi(x_n) \\
= \frac{1}{2} \sum_{n=1,2} \Psi^\dagger(x_n) H_{\text{imp}}^{(n)} \Psi(x_n), \quad (2)
\]

respectively, and \(H_0\) and \(H_{\text{imp}}^{(n)}\) are referring to the corresponding Hamiltonian densities. The Pauli matrices \(\sigma_{x,y,z}\) (\(\tau_{x,y,z}\)) operate in spin (Nambu) space. The Hamiltonian is written in a basis which corresponds to the four-component Nambu operator \(\Psi(x) = [\psi_\uparrow, \psi_\downarrow, \psi_\uparrow^\dagger, -\psi_\downarrow^\dagger]^T\), where \(\psi_\sigma(x)\) is the electron field operator with spin \(\sigma = \uparrow, \downarrow\). Here, \(\mu\) denotes the chemical potential, \(\Delta\) is the superconducting pairing strength (induced by the proximity effect) and \(J\) denotes the strength of the exchange coupling between magnetic impurities and the electrons in the superconducting wire. We assume \(J > 0\) without loss of generality such that the exchange interaction is antiferromagnetic. The magnitude \(S\) of the impurity spin is much larger than unity so that quantum spin-fluctuations are negligible and, therefore, \(S\) is treated as a fixed classical spin vector. Although we are going to focus on the case of identical magnetic impurities, which is substantially simplifying our analytical expressions, the directions of the magnetic impurities, \(s_n = (\sin \theta_n \cos \phi_n, \sin \theta_n \sin \phi_n, \cos \theta_n)\), can be different.

We also note that, due to the spin rotation symmetry of the system, the magnetic ground state depends only
on the relative angle between two impurity spins. It is a straightforward task to generalize our model to treat magnetic impurities of different strengths.

The full Green’s function, \( G = (E + i0^+ - \mathcal{H})^{-1} \), corresponding to the energy \( E \), where \( i0^+ \) represents an infinitesimal imaginary shift in energy, is written in position representation as \( G(x_1, x_2; E) = \langle x_1 | (E + i0^+ - \mathcal{H})^{-1} | x_2 \rangle \).

In the absence of impurities, the unperturbed Green’s function \( G_0 \) is obtained by replacing \( \mathcal{H} \) by \( \mathcal{H}_0 \). For a translational invariant 1D SC, i.e., in the absence of boundaries, we find \( G_0(x_2, x_1; E) \equiv G_0(x_1; E) \), with

\[
G_0(x_1; E) = -i\nu_F \left\{ \frac{E + \Delta \tau_x}{\sqrt{E^2 - \Delta^2}} \cos(k_F x) + i\tau_z \sin(k_F |x|) \right\} e^{-|x|/\xi},
\]

where we have assumed that the energy \( E \) is counted from the chemical potential and \( |E| \leq \Delta \). Here, \( \xi_e = \sqrt{\Delta^2 - E^2}/\nu_F \) is the exponential decay length due to the gap, \( \nu_F \) the Fermi velocity, and \( \nu_F = m/(\pi^2 k_F) \) the 1D density of states (per spin) at the Fermi energy of the metallic (gapless) phase, with \( k_F \) the Fermi wavevector.

Below, we will also need the Green’s function for energies \( |E| \gg \Delta \). In this case, we can just use the Green’s function for gapless systems

\[
G_0^G(x; E) = -i\frac{m}{\hbar^2 (k + i0^+)} e^{ik|\vec{x}|},
\]

where \( k = \sqrt{2m(E + \mu)} \). We note that in 1D there is no power-law decay prefactor in terms of \( |x| \) in above Green’s function (with and without gap) in contrast to higher dimensions\textsuperscript{18}.

In a semi-infinite 1D wire with a boundary at \( x = 0 \), the wave function \( \psi_{\alpha, \sigma}(x) \) must satisfy vanishing boundary conditions at \( x = 0 \). Hence,

\[
\psi_{\alpha, \sigma}(x) = \frac{1}{\sqrt{2}} \left[ \psi_{\alpha}(x) - \psi_{\sigma}(-x) \right],
\]

where \( \psi_{\alpha}(x) \) is the wave function in the bulk. Consequently, using the eigenstates, \( \mathcal{H}_0 \psi_n = E_n \psi_n \), for the Green’s function representation, \( G_0(x_1, x_2; E) = \sum_n (E + i0^+ - E_n)^{-1} \psi_n^{\dagger}(x_1) \psi_n(x_2) \), we see that the Green’s function for the semi-infinite system has the corresponding form,

\[
G_0(x_1, x_2; E) = G_0(x_{12}; E) - G_0(X; E),
\]

where \( X = x_2 + x_1 \). We note that the Green’s functions are diagonal in spin-space as the Hamiltonian \( \mathcal{H}_0 \) is spin-independent.

### A. Single Magnetic Impurity

We first explore the energy of the YSR state induced by a single magnetic impurity in the vicinity of the boundary. In this case, as there is no contribution from the RKKY interaction, we focus only on the renormalization of the YSR energy. In the standard case of a magnetic impurity located deeply inside the bulk of a 1D system, the energy of the YSR bound states is well-known\textsuperscript{13-15} and given by \( \pm E_s \), where \( E_s = \Delta(1 - \alpha^2)/(1 + \alpha^2) \), with \( \alpha = \pi \nu_F \Delta /JS \).

In the presence of a boundary, we start from the Dyson equation\textsuperscript{18}, \( G = G_0 + G_0 V G \), with \( V = \sum_{n=1,2} \mathcal{H}_{\text{imp}}^{(n)} \delta(x - x_n) \). Taking position-state matrix elements of this equation, and keeping only one impurity at a distance \( x_1 \) to the boundary of the 1D SC, we find \( G(x_1, x; E) = 1 - G_0(x_1, x_1; E) \mathcal{H}_{\text{imp}}^{(1)} = G_0(x_1, x; E) \). For vanishing boundary conditions, \( G_0(x_1, x; E) \) is given by \( G_0(x_1, x; E) \). The subgap bound state energy \( E_s \) is then found from the pole of \( G(x_1, x; E) \) and thus must satisfy the equation \( \det[1 - G_0(x_1, x_1; E_s) \mathcal{H}_{\text{imp}}^{(1)}] = 0 \).

Assuming the coherence length being weakly dependent on the YSR energy, i.e. \( \hbar v_F / \sqrt{\Delta^2 - E^2} \to \hbar v_F / \Delta \) in the exponent of Eq. (3), we obtain the YSR bound state energy \( E_s \) after a straightforward calculation:

\[
\frac{E_s}{\Delta} = \frac{1 - \alpha^2 + 2\alpha^2 \cos(2k_F x_1) (1 + \alpha^2) \cos(4k_F x_1)}{\sqrt{(1 + \alpha^2)^2 + 4\alpha^4 A^2 + A^4 \alpha^4 - 4\alpha^2 A [1 + (1 + A^2) (1 - A) \cos(2k_F x_1) + 2A^2 \alpha^2 (1 + \alpha^2) \cos(4k_F x_1)]}},
\]

where \( A = e^{-2x_1/\xi_{sc}} \) and \( \xi_{sc} = \hbar v_F / \Delta \) is the superconducting coherence length.

For the impurity sufficiently away from the boundary, \( x_1 \gg \xi_{sc} \), this expression considerably simplifies, reducing to the bulk expression for the bound state, \( E_s \), with an exponentially small correction that exhibits Friedel oscillations induced by the boundary:

\[
\frac{E_s}{\Delta} \approx \frac{1 - \alpha^2 + 4\alpha^2 \cos(2k_F x_1) e^{-2x_1/\xi_{sc}}}{1 + \alpha^2},
\]

where \( E_s \) is the wave function in the bulk. Consequently, using the eigenstates, \( \mathcal{H}_0 \psi_n = E_n \psi_n \), for the Green’s function representation, \( G_0(x_1, x_2; E) = \sum_n (E + i0^+ - E_n)^{-1} \psi_n^{\dagger}(x_1) \psi_n(x_2) \), we see that the Green’s function for the semi-infinite system has the corresponding form,

\[
G_0(x_1, x_2; E) = G_0(x_{12}; E) - G_0(X; E),
\]

where \( X = x_2 + x_1 \). We note that the Green’s functions are diagonal in spin-space as the Hamiltonian \( \mathcal{H}_0 \) is spin-independent.
from zero energy if the impurity is placed far away from the boundary, see Fig. 2(a). Close to the boundary, the YSR energy oscillates around the bulk value $\bar{E}_s$ with the period given by $\lambda_F/2$, where $\lambda_F = 2\pi/k_F$ is the Fermi wavelength. If the impurity is stronger, $\alpha \lesssim 1$, the YSR energy is close to zero energy for impurities far away from the boundary, see Fig. 2(b). Moving the impurity closer to the boundary drives the YSR state to a negative energy [due to the second term in Eq. (8)] which induces a quantum phase transition of the ground state from even parity to odd parity which the parity of the ground state oscillates. The parity change occurs at positions $x_1$ for which $E_s(x_1) = 0$. From Eq. (7) we see that this is the case if $x_1 \gg 0$ satisfies the transcendental equation

$$\cos(2k_Fx_1) = \frac{1}{2}e^{-2x_1/\xi_{sc}} - \frac{1 - \alpha^2}{2\alpha^2}e^{2x_1/\xi_{sc}}. \quad (9)$$

From this expression we conclude that the quantum phase transitions are possible for values of $\alpha$ close to one. Generally, Eq. (9) has multiple solutions, see Fig. 2(b). Evidently, the parity of the ground state can be chosen by appropriate positioning of a magnetic impurity with respect to the boundary. We note that in this work we have neglected the local effect of the magnetic impurity on the superconducting order parameter, which should be determined self-consistently. In this case, the YSR energy will change discontinuously at zero energy.

### B. Two Magnetic Impurities

Next, we consider two identical magnetic impurities located at positions $x_1$ and $x_2$, respectively. There are now two energetic contributions which we need to consider: One are the YSR energies of the bound states associated with each impurity, and the other one is the RKKY interaction between the two magnetic impurities transmitted by the electrons of the superconductor. First, the energy spectrum, generally, contains two in-gap YSR states. Similarly to the single impurity case, the two-impurity YSR energies can be found by determining the poles of the Green’s function dressed by scattering from two impurities. Using again the Dyson equation, we readily find that the energies must satisfy the following equation:

$$\det \left\{ 1 - [1 - \mathcal{H}_{\text{imp}}^{(1)} G_b(x_1, x_1; E_s)]^{-1} \mathcal{H}_{\text{imp}}^{(2)} G_b(x_1, x_1; E_s) \cdot \mathcal{H}_{\text{imp}}^{(2)} G_b(x_2, x_2; E_s) \cdot \mathcal{H}_{\text{imp}}^{(1)} G_b(x_2, x_1; E_s) \right\} = 0. \quad (10)$$

Although far away from the boundary, $x_1, x_2 \gg \xi_{sc}$, the solution of this equation can be found analytically, the analysis is considerably more complicated when the impurities are near the boundary of the wire. We thus postpone a discussion of this case to Sec. III where we solve the problem exactly within a tight-binding approach.

Second, we turn now to the RKKY interaction, which is valid when the exchange coupling $J$ is weak, and $H_{\text{imp}}$ can be treated perturbatively. In this case, the YSR states are near the gap edge and their energies and correlations can be neglected.

Following the usual RKKY type of analysis, we find an effective exchange interaction between magnetic impurities $s_i$ located at positions $x_i, i = 1, 2$, given by the following expression:

$$H_1^{\text{RKKY}} = -\frac{(JS)^2}{\pi} \text{Im} \int_{-\infty}^{E_F} dE \text{ Tr} \left[ (s_1 \cdot \sigma) \times G_b(x_1, x_2; E)(s_2 \cdot \sigma) G_b(x_2, x_1; E) \right]. \quad (11)$$

where $E_F$ is the Fermi energy and Tr is the trace over the electron spin degrees of freedom. When the distance between the impurities is smaller than $\xi_{sc}$, the superconducting correlations can be neglected and, using Eq. (6) with Eq. (4) we find that Eq. (11) reduces to

$$H_1^{\text{RKKY}} = \frac{2m(JS)^2}{\pi \hbar^2} \left[ F(x_{12}) + F(X) - 2F(x_2) \right] s_1 \cdot s_2,$n

$$\equiv \frac{2m(JS)^2}{\pi \hbar^2} F_{\text{sum}}(x_1, x_2) s_1 \cdot s_2, \quad (12)$$

where $F(x) = e^{-x/\xi_{sc}}/(1 + e^{-x/\xi_{sc}})$.
where $F(x) = Si(2k_F x) - \pi/2$, with $Si(y)$ denoting the sine integral function, $\lambda_F = 2\pi/k_F$ is the Fermi wave-length and the asymmetric dependence of the RKKY Hamiltonian on $x_1$ and $x_2$ originates from our assumption $x_2 \geq x_1$, i.e. $x_{12} \geq 0$. Evidently, the interaction between the impurity spins is of Heisenberg type. The ground state configuration is ferromagnetic for $F_{\text{sum}} < 0$ and antiferromagnetic for $F_{\text{sum}} > 0$. Although $F(x)$ oscillates, upon averaging over a Fermi wavelength, we expect $F(x_{12})$ to be generally a dominant term in Eq. (12) as $F(x)$ scales inversely with the distance $x$ and $x_{12} \leq x_2 \leq X$. For distances greater than the coherence length $\xi_{\text{sc}}$, the RKKY interaction is exponentially suppressed. When the impurities are located far away from the boundary while remaining close to each other such that $x_1, x_2 \gg \xi_{\text{sc}} \gg x_{12}$, $F(x)$ and $F(x_2)$ can be neglected and Eq. (12) takes the usual form of the RKKY interaction in the absence of the boundary effects\textsuperscript{66-68,70,71,73,93,94} with the position dependence given by $H_{1,2}^{\text{RKKY}} \propto F(x_{12}) \hat{s}_1 \cdot \hat{s}_2$.

In Fig. 3, we plot $F_{\text{sum}}(x_1, x_2)$ as a function of $x_1$ and $x_2$, where the red (yellow) regions denote $F_{\text{sum}} < 0$ ($F_{\text{sum}} > 0$) indicating a FM (AFM) ground state. The lines parallel to the diagonal $x_2 = x_1$, i.e. $x_{12} = 0$, are the regions of constant $x_{12}$, while $X$ remains constant along the lines parallel to the anti-diagonal, $x_2 = -x_1$. In the region around the line $x_{12} = 0$, the RKKY coefficient $F_{\text{sum}}$ does not change sign along the constant $x_{12}$ lines, implying no transition in the ground state spin configuration as $x_{12}$ is unaltered. This arises from the fact that for $x_{12} \to 0$, the RKKY Hamiltonian $H_{1,2}^{\text{RKKY}}$ defined in Eq. (12) is dominated by $F(x_{12})$. Therefore, near these points in parameter space, the ground state configuration is only a function of $x_{12}$, similar to the conventional RKKY interaction in the absence of boundaries. However, with increasing magnitude of $x_{12}$, $|F(x_{12})|$ decreases and even goes through zero and, as a consequence, the other two terms $F(X)$ and $F(x_2)$ in Eq. (12) become significant. The interplay between these terms can then induce oscillations in $F_{\text{sum}}$, even along lines of constant $x_{12}$. In particular, for large $x_{12}$, e.g. $|x_{12}| = 2.6\lambda_F$ (green dotted line in Fig. 3), the transitions between the FM and the AFM phases upon changing $X$ are particularly pronounced. Evidently, these transitions in the magnetic ground state are solely due to the boundary effects whose contributions are encoded in the terms $F(X)$ and $F(x_2)$ in the RKKY Hamiltonian. Conversely, for some values of $x_{12}$, e.g. the blue dotted line in which $|x_{12}| = 1.75\lambda_F$, the ground state configuration is independent of $X$. We always observe oscillations between the FM and the AFM phases along the lines of constant $X$ (black dash-dotted line in Fig. 3) as $F(x_{12})$ generally dominates over $F(X)$.

Qualitatively, one can easily interpret Fig. 3 in the limit $x_1, x_2, x_{12} \gg \lambda_F$, in which $Si(2k_F x) - \pi/2 \approx \cos(2k_F x)/2k_F x$, wherein we can make use of the following approximation\textsuperscript{73}

$$F_{\text{sum}} \approx \frac{\cos(2k_F x_{12})}{2k_F x_{12}} + \frac{\cos(2k_F X)}{2k_F X} - \frac{\cos(2k_F x_2)}{k_F x_2}.$$ \hspace{1cm} (13)

If the inter-impurity distance $x_{12}$ is chosen such that $2k_F x_{12} \approx (2n + 1)\pi/2$, where $n$ is an integer, then $F(x_{12}) \approx 0$. Thus, at such values of the inter-impurity distances, the RKKY coefficient $F_{\text{sum}}$ will be dominated by the boundary induced terms $F(X)$ and $F(x_2)$. The green dotted line in Fig. 3 corresponds to $|x_{12}| = 2.6\lambda_F$ ($n \approx 10$). Hence, as $x_1$ and $x_2$ are modified keeping $x_{12}$ unaltered, oscillations in the ground state configuration can be seen along this line, originating from the interplay between $F(X)$ and $F(x_2)$ in Eq. (13). On the other hand, when $2k_F x_{12} \approx n\pi$, $|F(x_{12})|$ is a local maximum and hence dominates over the other two terms in Eq. (13). The blue dashed line with $|x_{12}| = 1.75\lambda_F$ in Fig. 3 satisfies this condition ($n \approx 7$) and the ground state exhibits the predicted behaviour.

### III. NUMERICAL RESULTS

In this section we depart from an analytical analysis and use a tight-binding Hamiltonian description of our two impurity system. This allows us to go beyond...
the small $J$ limit to find numerically the energies of hybridized YSR states and to determine the magnetic ground state of the two impurities for any value of $J$.

The tight-binding Hamiltonian has the following form:

$$
H_0 = -t \sum_{n,\sigma} c_{n,\sigma}^\dagger c_{n+1,\sigma} - \frac{\mu_1}{2} \sum_{n,\sigma} c_{n,\sigma}^\dagger c_{n,\sigma}
+ \sum_n \Delta c_{n,\uparrow}^\dagger c_{n,\downarrow}^\dagger + H.c.,
$$

$$
H_{\text{imp}} = JS \sum_n c_n^\dagger s_n \cdot \sigma (\delta_{n,n_1} + \delta_{n,n_2})c_n.
$$

where $c_n = [c_n^\uparrow, c_n^\downarrow]^T$ and $c_{n,\sigma}$ is the annihilation operator acting on an electron with spin $\sigma = \uparrow, \downarrow$ at a lattice site $n = x/a$, $a$ being the lattice spacing; $t$ is the hopping amplitude, $\mu_1$ denotes the chemical potential and $J$ denotes the exchange interaction strength between the impurity and the substrate. The total number of lattice sites is $N$. We define a quantity $\tilde{J} = JS$ which we will use later in our calculation to simplify the representation of results. As usual, the tight-binding description is just the discretized version of the continuum Hamiltonian $H$ given in Eq. (2), and as such the lattice spacing $a$ has no relation to an atomistic structure, it is just a discrete length chosen sufficiently small such that the numerics converges and the tight-binding description becomes an accurate approximation of the continuum model.

A. Single Magnetic Impurity

We first check our results for a single impurity discussed in Sec. II A using the above tight-binding Hamiltonian. The energy of the YSR bound states are calculated numerically by diagonalizing the lattice Hamiltonian and plotted as a function of the dimensionless distance $x_1/a$ between the impurity and the boundary. We choose $\mu_1 = -1.9t$ and $\Delta = 0.005t$, which corresponds to a Fermi wave length $\lambda_F \approx 20a$ and a superconducting coherence length $\xi_{sc} \approx 126a$, respectively. For such a small value of the chemical potential, $\lambda_F \gg a$, the deviation from the quadratic dispersion due to the higher-order terms is small. Hence, in this limit, the lattice model provides a good description of the continuum model. In Fig. 4(a) and (b), we plot the YSR bound state energy as a function of distance $x_1$ away from the boundary for $\tilde{J} = t$ and $\tilde{J} = 0.644t$, respectively. We choose our parameters such that for impurities far away from the boundary the energy of the corresponding YSR states are the same as in Fig. 2 for the continuum case. As the impurity is moved closer to the boundary, we observe oscillations in the YSR energies around their bulk values. The oscillations have a periodicity of $\lambda_F/2$ with an exponentially decaying amplitude of the form $e^{-x_1/\xi_{sc}}$ originating from the superconducting gap, in accordance with the analytical result. In Fig. 4(b), the YSR energy lies close to zero when the impurity in placed deeply inside the bulk of the system and oscillates around zero as the impurity is placed closer to the boundary. Evidently, this indicates the quantum phase transitions, in which the parity of the ground state of the system changes as the impurity-boundary distance is altered. These features, observed numerically, are in very good agreement with the analytical results for the YSR energies presented in Fig. 2.

B. Hybridization between the YSR states

Next, we investigate how the closeness to the boundary affects the YSR energies of two magnetic impurities and, thus, the magnetic ground state of the system. In previous studies, it has been observed that, far away from the boundary, the total energy of such a system is extremized when the impurities are collinear\textsuperscript{17}. In this study, we also focus on ferromagnetic and antiferromagnetic configurations. First, we consider two impurities aligned ferromagnetically with equal exchange coupling strengths. Due to the spatial overlap between the YSR states created by the two impurities, their energy levels split, lifting the initial twofold degeneracy\textsuperscript{17,40}. We numerically calculate the energy of the hybridized YSR states for different positions of the impurities with respect to the boundary, keeping the inter-impurity distance fixed to the value $x_{12} = 26a$ for $\tilde{J} = 1.0t$. In Fig. 5(a), the energy $E_s$ of two YSR states is plotted as

![FIG. 4. The figure shows YSR energy $E_s/\Delta$ as a function of the distance $x_1/a$ of the impurity away from the boundary for (a) $\tilde{J} = 0.644t$ and (b) $\tilde{J} = 1.0t$. We used the following values of the parameters: $N = 1000$, $\mu_1 = -1.9t$, $\Delta = 0.005t$. As the impurity approaches the boundary, the YSR energy oscillates with a periodicity of $\lambda_F/2$ around its value obtained deep inside the bulk. The amplitude of oscillations decay exponentially due to the presence of the superconducting gap. In Fig. (b), close to the boundary, the YSR energy crosses the chemical potential indicating the quantum phase transition.](image-url)
FIG. 5. The energies \( E_x \) for two YSR states (blue and red) for (a) the FM configuration and (b) the AFM configuration of the magnetic impurities as a function of the distance \( x_1/a \) between the first impurity \( s_1 \) and the boundary for a fixed inter-impurity distance \( x_{12} = 28a \). Note that in (a) the two YSR states are strongly hybridized whereas this is not the case in (b). In (a) the hybridized energy levels of the YSR states oscillate around their bulk value with an increasing amplitude of oscillation close to the boundary. The YSR energies for the AFM configuration in (b) do not hybridize with each other but exhibit oscillations induced by the boundary. Each of the YSR energies oscillates with a different amplitude as they originate from impurities sitting at different distances from the boundary. The various parameters are chosen as \( J = 1.0t \), \( N = 1000 \), \( \mu_1 = -1.9t \), and \( \Delta = 0.005t \).

As a function of the distance \( x_1/a \). We find that the boundary effects influence the hybridization between the YSR states leading to oscillation of the energy levels with a \( \lambda_F/2 \) periodicity, similar to the single impurity system. As the impurity-boundary distance increases, the amplitude of oscillation decays exponentially with a decay length of \( \xi_{sc} \). In the case of AFM orientation, the YSR wavefunctions are orthogonal to each other, which keeps the YSR energy levels degenerate when impurities are far from the boundary. As the impurities approach the boundary, the YSR states overlap, and impurity effects give rise to the boundary oscillations described above in the case of a single impurity. The amplitudes of the oscillations of the YSR energies are different as the impurities are located at different distances from the boundary. The presence of boundary, thus, lifts the degeneracy of the YSR energies as shown in Fig. 5(b).

C. Magnetic Ground State of Two Impurities

The ground state energy of the system is dependent on the relative angle \( \theta \) between the magnetic impurities. The total energy of the system \( E_s(\theta) = E_{\text{qp}}(\theta) + E_{\text{YSR}}(\theta) \) is calculated by summing over all the negative energy states, i.e., all the energies below the chemical potential\(^{9,15} \). Generally, \( E_s(\theta) \) can be divided into two contributions: \( E_{\text{YSR}}(\theta) \) coming from the YSR states and \( E_{\text{qp}}(\theta) \) coming from the quasiparticle states. The ground state energy difference between the collinear configurations of the impurities is given by \( \delta E_s = E_s(0) - E_s(\pi) \) where \( \theta = 0 (\theta = \pi) \) denotes a FM (AFM) configuration, respectively. For \( \delta E_s > 0 (\delta E_s < 0) \), the ground state of the system is AFM (FM). In this section, we investigate how the ground state configuration depends on the impurity positions \( x_1 \) and \( x_2 \) as well as on the exchange interaction strength \( J \). We also pay attention to the relative contributions of the YSR and quasiparticle states. The former should dominate at longer distances since the YSR states do not have a power-law decay in one dimension. As such, we analogously define \( \delta E_{\text{YSR}} = E_{\text{YSR}}(0) - E_{\text{YSR}}(\pi) \) and \( \delta E_{\text{qp}} = E_{\text{qp}}(0) - E_{\text{qp}}(\pi) \).

In Fig. 6, we plot \( \delta E_{\text{YSR}} \) [panels (a) and (d)], \( \delta E_{\text{qp}} \) [panels (b) and (e)], and \( \delta E_s \) [panels (c) and (f)] as a function of \( x_1 \) and \( J \), for two different values of the inter-impurity distance \( x_{12} \): the preference of the FM (AFM) ground state is indicated by red (yellow) patches in the figure. In the first row of Fig. 6, we choose \( x_{12} = 28a \) such that \( 2k_F x_{12} \approx (2 \times n + 1)/2 \) with \( n = 5 \). According to our analysis of the RKKY interaction in Sec. II B, the boundary effects should be relatively strong for \( x_{12} \) satisfying such a condition. Here, we investigate numerically such boundary effects for various values of the exchange interaction strength \( J \). In Fig. 6(a), the magnitude of \( \delta E_{\text{YSR}} \) is negligibly small for small \( J \). With increasing \( J \), we observe oscillations in \( \delta E_{\text{YSR}} \) as a function of \( x_1 \) and \( J \), and with a periodicity of \( \lambda_F/2 \). Further increase in \( J \) reduces such oscillations in \( \delta E_{\text{YSR}} \) as a function of \( x_1 \). Moreover, the relative size of the red (FM) region shrinks as the impurities move away from the system boundary as shown in Fig. 6.

The salient features in the Fig. 6(a) can be understood as follows by considering the energies of the YSR states: When \( J \) is small, the YSR energies lie close to the gap edge, and, consequently, the energy difference between the FM and AFM configurations is small. With increasing \( J \) the YSR states move deeper inside the superconducting gap. The boundary-induced hybridization between these states then results into oscillations in the YSR energies around zero as a function of \( x_1 \), thereby giving rise to phase transitions between the FM and the AFM phases. To analyze the decay in the relative phase space of the FM phases as \( x_1 \) increases, we perform a curve fitting of the envelope function [shown by the blue dashed curve in Fig. 6(a)] obtained by connecting the topmost points of the phase boundary between the red and yellow regions. We find that the envelope is an exponentially decaying function of \( x_1 \) with a decay length of order of \( \xi_{sc} \). This feature originates from the exponential decay of the boundary-induced hybridization between the YSR states as discussed in Sec. III B.

Next, in Fig. 6(b), we plot \( \delta E_{\text{qp}} \) to analyze the contribution of the quasiparticle states to the total energy.
FIG. 6. The energy differences $\delta E_{\text{YSR}}$ (left panel), $\delta E_{\text{qp}}$ (middle panel), and $\delta E_g$ (right panel) between FM and AFM configuration as a function of $x_1/a$ along the $x$ axis and $J/t$ along the $y$ axis. In the first and second row of the figure, the inter-impurity distance is $x_{12} = 28a$ and $40a$, respectively, such that $2k_F x_{12}$ is approximately an odd integer multiple of $\pi/2$ in the first row and an integer multiple of $\pi$ in the second row. The red (yellow) patches indicate a FM (AFM) configuration of impurities. The magnetic configuration alternates between the FM and AFM phases with a periodicity of $\lambda_F/2$. The amplitude of oscillations decay exponentially as a function of $x_1$ due to the presence of the superconducting gap $\Delta$. The blue dashed line in the figures denote the exponentially decaying envelope function. The phase diagram for the total magnetic ground state is a sum of the contributions coming from the YSR and the quasiparticle states. Evidently, the oscillations in $\delta E_g$ is observed for a larger range of $\tilde{J}$ in Fig. 6(c) than in Fig. 6(f) in the second row, indicating the stronger effect of boundary when $2k_F x_{12}$ is an odd-integer multiple of $\pi/2$. The various parameters are chosen as $\mu = -1.9t$, $\Delta = 0.005t$, and $N = 500$.

Here too, the magnetic configuration oscillates between the FM (red) and AFM (yellow) phases as a function of $x_1$. For small values of $J$, we observe strong boundary-induced oscillations in $\delta E_{\text{qp}}$ around zero. As we increase $\tilde{J}$, the oscillations between FM and AFM phases get suppressed and the magnetic configuration becomes almost independent of the impurity-boundary distance $x_1$. With further increase in $\tilde{J}$, $\delta E_{\text{qp}}$ again exhibits oscillations around zero as a function of $x_1$, similar to that in the small $\tilde{J}$ limit.

To understand the origin of the oscillations in $\delta E_{\text{qp}}$, we first note that at small values of $J$, the exchange interaction between the impurities is of the RKKY type. At inter-impurity distances satisfying the condition $2k_F x_{12} = (2n + 1)\pi/2$, the RKKY Hamiltonian in Eq. (12) is independent of $x_{12}$ and depends only on the boundary induced RKKY coefficients as described in Sec. II B, thus giving rise to the strongest boundary effect for this choice of $x_{12}$. The phase oscillations have a periodicity of $\lambda_F/2$ as also predicted by the RKKY interaction. The envelope function marked by the blue dashed line in Fig. 6(b) exhibits exponential decay as a function of $x_1$, induced by the presence of the superconductivity. We also obtained that for very large values of $\tilde{J}$, the oscillation amplitude of $\delta E_{\text{qp}}$ decays and the preferable magnetic configuration is an AFM ordering, independent of $x_1$ values.

Finally, in Fig. 6(c) we plot the energy difference $\delta E_g$ including both the subgap YSR states and the bulk quasiparticle states. The phase diagram is a composite of the contributions coming from both YSR states and quasiparticles. Evidently, the phase boundary between the magnetic configurations is largely determined by the YSR states. This arises from the fact that at $2k_F x_{12} = (2n + 1)\pi/2$, the strongest term $F(x_{12})$ in the RKKY interaction expression, mediated by the quasiparticle states, goes to zero. As a result, the boundary-induced effect in the RKKY interaction is substantially overpowered by the contribution from the YSR states, which do not have any power law decay prefactor in one-dimensional systems. In Fig. 6(c), for small values of $\tilde{J}$, the oscillation in $\delta E_g$ around zero is negligible, showing
a weak effect of the boundary on the magnetic ground state. With increasing $J$, the ground state configuration begins to alternate with $\lambda_F/2$ periodicity, as also seen in the phase diagram of $\delta E_{\text{YSR}}$ in Fig. 6(a). We observe an expansion of the FM ground state in phase space compared to that in Fig. 6(a), arising from the bulk contributions to the total magnetic ground state. As $J$ is increased further, the oscillations in $\delta E_g$ decrease similar to the small exchange limit and an AFM orientation of the impurities is favoured. We find that for large $x_1$, the phase diagram is mostly determined by the YSR states since the quasiparticle contributions decay as a power law with increasing impurity-boundary distances whereas the YSR contribution does not. Here also, the envelope function denoted by the blue dashed curve in the figure is an exponentially decaying function of $x_1$. Our results re-emphasize the fact that the YSR states play a crucial role in determining the correct ground state configuration, thereby making it important to include both the YSR states and the quasiparticle states while finding the magnetic ground state.

In the second row of Fig. 6, we choose $x_{12} = 40a$ such that $2k_F x_{12} = n \pi$ with $n = 2$. In this regime of $x_{12}$, the effect of boundary on the ground state configuration is minimal in the RKKY limit discussed in Sec. II B. In Fig. 6(d) for $\delta E_{\text{YSR}}$, the energy difference between the FM and the AFM configurations is negligible at small values of $J$, similar to the phase diagram in Fig. 6(a) for $x_{12} = 28a$. With increasing $J$, the energy difference exhibits oscillations around zero with a significant amplitude and a periodicity of $\lambda_F/2$. These oscillations in $\delta E_{\text{YSR}}$ arise from the boundary-induced hybridization of the YSR states whose energies lie deep inside the superconducting gap at such $J$ values. With further increase in $J$, the oscillations in the magnetic configuration become negligible as the YSR states go back to the gap edge, similar to the YSR physics discussed for $x_{12} = 28a$. The envelope (blue dashed line) obtained by connecting the critical points of the phase boundary as discussed above is an exponentially decaying function of $x_1$, as also observed in the previous regime.

In Fig. 6(e), we show the energy contribution $\delta E_{\text{qp}}$ coming from the quasiparticle states. We do not observe any oscillation in $\delta E_{\text{qp}}$ around zero as a function of $x_1$, indicating a suppression of the boundary effect. To analyze this, we first recall that for small values of $J$, the exchange interaction between the impurities is governed by the RKKY Hamiltonian in Eq. (12). At inter-impurity distance satisfying $2k_F x_{12} = n \pi$, the $x_{12}$-dependent RKKY coefficient $F(x_{12})$ dominates over the boundary-induced coefficients $F(X)$ and $F(x_2)$ in Eq. (12), thereby suppressing the boundary effect at this regime of $x_{12}$. We checked our results for very large values of $J$ and find that such behavior of $\delta E_{\text{qp}}$ is not limited to small $J$ values but instead holds for the entire range of $J$ within the checked parameter range.

Finally, in Fig. 6(f), we plot the energy difference $\delta E_g$ calculated from the total energies of two competing magnetic ground states. In this regime too, both the YSR states and the quasiparticle states contribute significantly to the total energy $\delta E_g$. For small $J$ values, $\delta E_g$ exhibits some oscillations between the FM and the AFM ground states as a function of $x_1$ but these oscillations vanish completely upon increasing $J$. The oscillations in $\delta E_g$ originate from the interplay between the YSR and the bulk contributions to the total magnetic ground state. Unlike the previous regime where the YSR contribution tends to dominate over the bulk, here the bulk contribution is of the same order as the YSR contribution since the strongest term $F(x_{12})$ in the RKKY interaction attains the maximum magnitude at this regime. Therefore, the phase boundary in the phase diagram of $\delta E_g$ does not closely follow that of $\delta E_{\text{YSR}}$. As $J$ increases, the bulk contribution overpowers the YSR contribution, leading to the decay in the oscillations in $\delta E_g$. We also observe that the oscillations in the ground state configuration at small values of $J$ vanish with increasing $x_1$. This arises from the fact that the boundary dependent RKKY coefficients $F(X)$ and $F(x_2)$ decay with increasing $x_1$, whereas $F(x_{12})$ remains unaltered, resulting in an increasing magnitude of $F_{\text{sum}} = F(x_{12}) + F(X) - 2F(x_2)$ as a function of $x_1$. Hence, the bulk contribution begins to dominate over the YSR contribution leading to the decay in the oscillations in $\delta E_g$ as the impurities are moved away from the boundary.

Next, to explore how the ground state configuration deviates from the one predicted by the RKKY analysis (see Fig. 3), we calculate the magnetic ground state as a function of $x_1$ and $x_2$ for $J = 0.05t$ [weak coupling regime, Figs. 7(a), (b), and (c)], $0.5t$ [intermediate coupling regime, Figs. 7(d), (e), and (f)], and $1.5t$ [strong coupling regime, Figs. 7(g), (h), and (i)]. The red and yellow patches denote the FM and AFM configurations, respectively.

In the first row of the figure, we use $J = 0.05t$. In Fig. 7(a), the energy difference $\delta E_{\text{YSR}}$ for the YSR states is presented. Again, $\delta E_{\text{YSR}}$ exhibits oscillations around zero energy along the lines of constant $x_{12}$, arising from the boundary-induced hybridization of the YSR states. The phase diagram has similar patterns along the constant $x_1$ and the constant $x_2$ lines, respectively, indicating the symmetric nature of the boundary effect as a function of the impurity-boundary distance. In Fig. 7(b), we show the energy difference $\delta E_{\text{qp}}$ for the quasiparticle states at $J = 0.05t$. We observe transitions between the FM and AFM configurations along the constant $x_{12}$ lines. However, close to the region $x_{12} \approx 0$, there is no transition in the magnetic configuration if $x_{12}$ is unaltered. These features look similar to that in the phase diagram in Fig. 3 for the RKKY limit of the exchange interaction. This is due to the fact that at such a small value of $J$, the exchange interaction mediated by the quasiparticle states is of the RKKY type.

Finally, in Fig. 7(c), we plot the energy difference $\delta E_g$ between two magnetic ground states obtained by calculating the total energy of the system. The phase diagram
FIG. 7. The energy differences $\delta E_{\text{YSR}}$ (left panel), $\delta E_{\text{qp}}$ (middle panel) and $\delta E_{\text{g}}$ (right panel) as a function of $x_1/a$ along the $x$-axis and $x_2/a$ along the $y$-axis. In the first, second, and third row, $J = 0.05t$, $0.5t$, and $1.5t$ respectively. The red regions in the phase diagrams indicate a FM configuration while the yellow regions indicate an AFM one. The energy difference $\delta E_{\text{YSR}}$ exhibits oscillations around zero along the lines of constant $x_{12}$, originating from the boundary-induced hybridization between the YSR states. The plots for $\delta E_{\text{qp}}$ also show similar oscillations except close to the region $x_{12} \approx 0$. Both the YSR states and the quasiparticle states contribute significantly in the phase diagram of $\delta E_{\text{g}}$ for the total magnetic ground state.

is obtained from a sum of the YSR and the quasiparticle contributions, being mostly governed by the quasiparticle states for $|x_{12}| \lesssim \lambda_F$ and by the YSR states beyond that limit. As a result, we do not observe much oscillations in the ground state configuration along the constant $x_{12}$ lines around $x_{12} = 0$, similar to that in Fig. 7(b) for the quasiparticle states. With increasing inter-impurity distance, the RKKY interaction decays as $1/k_F x_{12}$ but the YSR states, not having any power law decay in 1D, contribute significantly in determining the total magnetic ground state. Thus, for $|x_{12}| > \lambda_F$, we observe oscillations in the ground state configuration along the constant $x_{12}$ lines, exhibiting a strong boundary effect in this regime. It is interesting to note that even for such a small $J$, the YSR states play an important role in determining the total magnetic ground state, thereby making
it necessary to consider both the YSR and the quasiparticle states while calculating the magnetic ground state of impurities, even in the limit of weak exchange interaction.

In the second row of the figure, we choose $J = 0.5t$. The energy difference $\delta E_{\text{YSR}}$, plotted in Fig. 7(d), exhibits oscillations around zero along the constant $x_{12}$ lines except when $x_{12} \approx 0$. To understand this feature, first note that the YSR energies lie deep inside the superconducting gap at such a large value of $\tilde{J}$. For interimpurity distance $x_{12} \approx 0$, the strong hybridization between these YSR states push their energies close to the superconducting gap edge. Hence, the energy difference $\delta E_{\text{YSR}}$ does not exhibit any oscillation around zero along this constant $x_{12}$ line. In Fig. 7(e) we plot $\delta E_{\text{qp}}$ for the same value of $J = 0.5t$. Close to the region $x_{12} \approx 0$, we do not observe pronounced oscillations in the magnetic configuration along the constant $x_{12}$ lines, similar to that in Fig. 7(b) for weak $J$. As the magnitude of $x_{12}$ increases, the magnetic configuration starts oscillating between the FM and the AFM phases as shown in the figure. However, the number of constant $x_{12}$ lines along which the oscillations occur is much less compared to that in Fig. 7(b). This behaviour is consistent with the features seen in Fig. 6(b), where we observe less oscillations between different magnetic configurations in $\delta E_{\text{qp}}$ for such a strong value of $\tilde{J}$.

Finally, Fig. 7(f) shows the total ground state energy difference $\delta E_g$, which is a sum of the YSR and the quasiparticle contributions as also seen previously. Similar to the features in Fig. 7(c), the phase diagram of $\delta E_g$ is dominated by the bulk contributions for $|x_{12}| \lessapprox \lambda_F$ and thus does not exhibit oscillations in the magnetic configuration in a region around $x_{12} = 0$. Beyond $x_{12} = \lambda_F$, the YSR contribution wins over the bulk one and, as a result, the phase diagram of $\delta E_g$ is similar to the one of $\delta E_{\text{YSR}}$ in Fig. 7(d).

To conclude, we increase $\tilde{J}$ further and in the last row of Fig. 7, we have $J = 1.5t$. At such a large value of the exchange interaction, the YSR states again move towards the superconducting gap edge. The boundary-induced hybridization gives rise to oscillations in the magnetic configuration between the FM and the AFM phases as seen in Fig. 7(g).

In Fig. 7(h) obtained from the quasiparticle energies, there is no oscillation along the constant $x_{12}$ lines close to the region $x_{12} \approx 0$, as also seen above. With increasing $x_{12}$, we find that the oscillations between the two magnetic configurations occur only along the lines satisfying the condition $2x_{12}k_F = (2n + 1)\pi/2$. The phase diagram for $\delta E_g$ in Fig. 7(i) gets contributions from both the YSR and the quasiparticle states as seen above for two other values of $\tilde{J}$. The magnetic ground state follows the quasiparticle states for $x_{12}$ smaller than $\lambda_F$, and beyond that $\delta E_g$ is dominated by the YSR contribution as shown in Fig. 7(i).

IV. CONCLUSIONS

We investigated the effects of a boundary on the YSR states and on the magnetic ground state of two classical spins in a 1D superconductor. We showed the change in the hybridization between the YSR states as the impurities move close to the boundary. For small exchange interaction strength (between impurity spin and electron spins) compared to the Fermi energy, we calculated the RKKY interaction between the magnetic impurities in a semi-infinite system. The RKKY interaction, not only depends on the inter-impurity distance, but also on the distances of the impurities from the boundary. It is therefore possible to drive a phase transition between different magnetic ground state configurations by solely changing the impurity-boundary distances. While it is expected that the boundary will induce Friedel oscillations in the wavefunctions, the possibility that this leads to a phase transition is rather surprising and interesting. We also found that depending on the distance between the magnetic impurities, the boundary effect can be suppressed or enhanced. Thus, the inter-impurity distance acts as a tuning parameter of the boundary-induced physics. Next, we numerically explored the boundary effect for small exchange interactions and away from this limit. Our numerical plots exhibit phase transitions occurring as a function of the impurity-boundary distances, similar to the analytical results for weak coupling. Moreover, the distinctive features of the boundary effects, dependent on the choice of the inter-impurity distance, also remain unaltered in the limit of strong exchange interactions. We observe that the numerically obtained phase diagram demonstrates that the energy difference between the FM and the AFM ground state is governed by the sum of both the YSR and the quasiparticle contributions. Our findings thus re-emphasize the importance of including both the YSR bound states and the quasiparticle states when determining the total magnetic ground state. It is straightforward to generalize our results to account for spin-orbit interactions in a 1D system as it can be easily absorbed into the tilt of one of the spin impurities by making use of the position-dependent gauge, resulting in magnetic configurations that are not collinear. Finally, we note that the predicted behavior of the YSR states can be also observed in semiconducting nanowires with proximity-induced superconductivity, where the presence of the YSR states was demonstrated in recent experiments.
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