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ABSTRACT

The privacy of machine learning models has become a significant concern in many emerging Machine-Learning-as-a-Service applications, where prediction services based on well-trained models are offered to users via pay-per-query. The lack of a defense mechanism can impose a high risk on the privacy of the server’s model since an adversary could efficiently steal the model by querying only a few ‘good’ data points. The interplay between a server’s defense and an adversary’s attack inevitably leads to an arms race dilemma, as commonly seen in Adversarial Machine Learning. To study the fundamental tradeoffs between model utility from a benign user’s view and privacy from an adversary’s view, we develop new metrics to quantify such tradeoffs, analyze their theoretical properties, and develop an optimization problem to understand the optimal adversarial attack and defense strategies. The developed concepts and theory match the empirical findings on the ‘equilibrium’ between privacy and utility. In terms of optimization, the key ingredient that enables our results is a unified representation of the attack-defense problem as a min-max bi-level problem. The developed results will be demonstrated by examples and experiments.

1. INTRODUCTION

An emerging concern of contemporary artificial intelligence applications is to protect the ‘privacy’ of machine learning models. Machine learning models are proprietary in that they encompass private information extracted from the underlying data and domain-specific intelligence. For instance, it has been shown that querying spam to fraud detectors could lead to information leak [1–4]. Additionally, machine learning models are the valuable intellectual property of the providers. If an adversary can efficiently counterfeit the functionality of a well-trained model, the service providers may suffer from the economical loss. For example, in algorithmic trading, what matters the most is the algorithm being deployed instead of the public market data.

The concerns on the privacy of machine learning models are particularly prominent in cloud-based large-scale learning services, e.g., Machine-Learning-as-a-Service (MLaaS) [5–8] and multi-organizational learning [7]. In MLaaS, for example, a cloud server often constructs a private supervised learning model based on its features-labels pairs. It then offers predictive service through an application programming interface (API), where it generates a prediction label for any future features. Several recent works have shown that an adversary could extract a server’s well-trained model through a prediction API [8–14], also known as Model Extraction Attack. In these works, an adversary, who may or may not know the model architecture and the distributions of training data, aims to efficiently and effectively reconstruct a model close to the API’s actual functionality based on a sequence of query-response pairs.

Meanwhile, several recent works have developed promising strategies to defend or detect the model extraction attack [15–19]. Oftentimes, the above literature has been developed so that new model stealing attacks were proposed to break previous defenses, and further defenses are proposed to mitigate earlier attacks. While it is exciting and inspiring to see the back-and-forth development of attack and defend strategies, there has not been a view that simultaneously considers the simultaneous interactions between attack and defense strategies. In this work, we will develop such a unified framework to investigate the interplay between the server/defender and the adversary/attacker, where an adversary aims to craft queries sent to the server, and the server aims to identify the most effective way to maneuver the generated response.

1.1. Contributions

Our contributions of this work are summarized below.

This paper is based upon work supported by the National Science Foundation under grant number DMS-2134148.
• We formulate the notion of adversary-benignity (AB) curve to quantify the trade-offs between a benign user’s utility and an adversary’s stealing power. The AB curve is a general metric to evaluate the quality of a pair of defense and attack strategies.

• We formulate a min-max bi-level framework that unifies the views of the user/attacker and server/defender. To the best of the authors’ knowledge, this is the first optimization framework that unifies two kinds of strategies in the literature of adversarial model stealing attack.

• We develop theoretical analyses of the proposed notions. Under some conditions, we present a (constructive) defense strategy that delivers information-theoretical guarantees.

• We develop an operational algorithm to solve the proposed optimization framework. Based on the results obtained from our algorithm, we discuss several practical implications on the model stealing attack and defense. The key ingredient that enables our results is a representation of the problem as min-max bi-level optimization. The optimization formulation may be used in many other adversarial learning situations, so it has its own merit.

1.2. Related Work

Data privacy is a related literature that has received extensive attention in recent years due to ethical and societal concerns [20, 21]. Data privacy concerns the protection of individual data information from different perspectives, such as cryptography [22, 23], randomized data collection [24–26], statistical database query [27, 28], membership inference [29], and Federated learning [30–33]. While the goal of data privacy is to obfuscate individual-level data values, the subject of model privacy focuses on protecting a single learned model ready to deploy. For example, we want to privatize a classifier to deploy on the cloud for public use, whether the model is previously trained from raw image data or a data-private procedure.

Model extraction is another closely related subject [8, 34], where a user’s goal is to reconstruct a server’s model from several query-response pairs, knowing the model architecture. For example, suppose that the model is a generalized linear regression with \( p \) features. It is easy to be reconstructed using \( p \) queries of the expected mean (a known function of \( X\beta \)) by solving a linear equation system [8]. When only hard-threshold labels are available, model extraction can be cast as an active learning problem where the goal is to query most efficiently [9].

Model defense strategies have been recently studied from different perspectives. A warning-based method was developed in [16], where the server continuously test whether the pairwise distances among queried data approximately follow the Gaussian distribution empirically observed from benign queries. For classification models that return class probabilities [35], a defense method was developed that maximally perturbs the probabilities under the constraint that the most-likely class label remains the same. The work in [17] studied a similar setting but from a different view. The main idea was to perturb the probabilities within an \( l_2 \)-distance constraint to poison the adversary’s gradient signals. A nonparametric method based on information theory was developed in [19].

2. PROBLEM FORMULATION

We consider supervised learning, where \( x \in X \subset \mathbb{R}^d \), \( y \in \mathcal{Y} \) denote the features and label, respectively. Depending on the regression or classification learning, \( \mathcal{Y} \) can be a subset of \( \mathbb{R} \) or a finite set. We will make more specific assumptions later on.

Let \( f : X \to \mathbb{R} \) denote the function that represents the supervision. With a slight abuse of notation, a function \( f \) will be used to represent a learned model. For example, in regression models, \( f(x) = \mathbb{E}(y \mid x) \), and in binary classification models, \( f(x) = \log(\mathbb{P}(y = 1 \mid x)/\mathbb{P}(y = 0 \mid x)) \). We let \( L \) denote the loss function that evaluates the discrepancy between the true label and predicted label. Examples are quadratic loss, \( 0 - 1 \) loss, and cross-entropy loss. Also, let \( x_1, \ldots, x_n \in \mathbb{R}^d \) denote the query samples sent from the user to the server. For notational convenience, we will also let \( X_n \) denote the concatenation \( [x_1, \ldots, x_n] \in \mathbb{R}^{nd} \). Let \( \mathbb{I}\{\cdot\} \) denote the \( 0 - 1 \) indicator function. Let \( \sigma : u \mapsto (1 + e^{-u})^{-1} \) denote the softmax function.

2.1. Model Extraction and Defense

We now elaborate the process of model extraction and defense. For the ease of illustration, we will discuss in the context of binary classification.

Server’s point of view. The server has trained a local model, denoted by \( f_S : X \to \mathbb{R} \). Upon receiving a user’s querying samples \( X_n \triangleq [x_1, x_2, \ldots, x_n] \), the server will return \( Y_n \triangleq [y_1, y_2, \ldots, y_n] = [f_S(x_1), f_S(x_2), \ldots, f_S(x_n)] \), or its hard-threshold label version \( \text{sgn}(f_S(X_n)) \) in some black-box model extraction scenarios.

Without knowing whether the user is benign or adversarial, the server will return \( f_S^g(X_n) \) instead of \( f_S(X_n) \) to the user to enhance model privacy. The superscript \( g \) denotes a defense strategy selected from the strategy set \( \mathcal{G} \). After selecting a
defense strategy, the server will return labels \( \tilde{Y}_n \) to \( f_S^n(x_1), \ldots, f_S^n(x_n) \), or its hard-threshold labels \( \text{sgn}(\tilde{Y}_n) \). When there is no ambiguity, we simply write \( \tilde{Y}_n \) without explicitly specifying the defense strategy \( g \).

The only concern for a normal/benign user is whether it can obtain a low in-sample prediction error via the server’s machine learning service. Hence, we define the server’s utility (for benign users) in the following way.

**Definition 1 (Server’s utility).** Given an evaluation loss \( \mathcal{L} \) that is upper bounded by a positive constant \( K \), the in-sample error of \( \tilde{Y}_n \) from \( Y_n \) is \( n^{-1} \sum_{i=1}^n \mathcal{L}(y_i, \tilde{y}_i) \). The server’s utility for benign users is \( 1 - K^{-1} n^{-1} \sum_{i=1}^n \mathcal{L}(y_i, \tilde{y}_i) \).

From the definition, a server’s utility is within \([0, 1]\). In particular, for the 0-1 loss, \( \mathcal{L}(y, \tilde{y}) \triangleq 1_{y \neq \tilde{y}} \), the server’s utility is \( 1 - n^{-1} \sum_{i=1}^n \mathcal{L}(y_i, \tilde{y}_i) \).

**Adversary’s action.** The adversarial user will send a set of \( n \) queries to the server, which can be deterministic or randomly generated from a distribution \( P \). After obtaining labels \( Y_n \) returned from the server, the adversary will build a machine learning model \( f_A \in \mathcal{F}_A : \mathcal{X} \to \mathbb{R} \) to mimic the server’s model \( f_S \). The quality of the adversary’s model is evaluated using the out-sample test error, where the test is based on the server’s authentic responses, i.e., \( f_S(x) \) for a test sample \( x \in \mathcal{X} \). Suppose that the test data \( x \in \mathcal{X} \) follow a distribution \( Q \), not necessarily the querying samples \( X_n \)’s distribution. A commonly used \( Q \) (both in theory and practice) is the uniform distribution. We define

\[
R(f_A, f_S) = \mathbb{E}_{x \sim Q} \mathcal{L}(f_A(x), y), \quad \text{where } y = f_S(x)
\]
as the out-sample prediction error of \( f_A \) with respect to the server’s model \( f_S \). Recall that the loss is assumed to be no larger than \( K \), and consequently, the risk is also bounded by \( K \). For ease of calculation, we will use the empirical version i.e., \( R_n(f_A, f_S) = n^{-1} \sum_{i=1}^n \mathcal{L}(f_A(x_i), f_S(x_i)) \).

**Definition 2 (Adversary’s utility).** An adversary’s utility with respect to a server \( f_S \) is defined to be

\[
1 - K^{-1} R_n(f_A, f_S) \in [0, 1].
\]

### 2.2. Server’s Utility and Adversary’s Utility

---

**Fig. 1:** Illustrations of the two pairs of attack-defense strategies: (a) server’s utility: 86%, adversary’s utility: 92%; (b) server’s utility: 98%, adversary’s utility: 90% (stand errors are within 0.01 over 50 replications).

Suppose that the server chooses a defense strategy that severely distorts the returned values, namely the \( f_S^n \) and \( f_S \) are very different. In that case, it is conceivable that both the server’s and adversary’s utility will degrade. However, low-quality prediction services are undesirable for a benign user whose only focus is the in-sample prediction performances. As a result, the server inevitably faces a tradeoff between the utility it maintains through the APIs prediction service and the loss of its machine learning model’s privacy (or the adversary’s utility).

To better understand such tradeoffs, we consider the following illustrative examples. Suppose that the server has a binary classification model \( f_S \), which is a hyper-plane containing the origin in \( \mathbb{R}^3 \). Suppose that the defense model is \( f \circ g \), where \( g : u \mapsto m \cdot \sin(\omega \cdot u) \). We consider two different pairs of attack-defense strategies.

---

\(^1\)The requirement of boundness is merely for technical considerations.
Case 1. The adversary sends the queries $X$, which is uniformly sampled from the box $[-3, 3]^3$ (Fig. 1a). It trains a logistic regression model upon the responses from the server. The server uses the strategy with $m = 2, \omega = 3$. It can then be numerically calculated that the server’s utility is 0.86, and the adversary’s utility is 0.92, based on the 0-1 loss. The numerical calculation was based on $10^5$ test data, so that the 6% gap is significant.

Case 2. The adversary sends the queries $X$, which is uniformly sampled from the box $[0, 6]^3$ (Fig. 1b). The server uses the strategy with $m = 0.8, \omega = 1$. Other settings are the same as the first case. It can be calculated that the server’s utility is .98, and the adversary’s utility is .9.

The difference between the two cases is the informativeness of both query samples (adversary’s choice) and defense strategy (server’s selection). Specifically, in the first case, the query samples across the decision boundary are balanced (in labels $\{1, -1\}$). Therefore, they bring much more information than the very unbalanced one in Case 2 for the adversary to extract the server’s model. From the server’s point of view, its defense model in Case 1 is not efficient since all those perturbed points are server-adversary strategy pairs, where $\text{Utility}_1 = 86\%$, $\text{Utility}_2 = 98\%$. Other settings are the same as the first case. It can then be numerically calculated that the server’s utility is 0.86, and the adversary’s utility is 0.9, which slightly modifies the original notion of learnability.

Definition 3 (Adversary-Benignity curve). An Adversary-Benignity (AB) curve is a set of points $(b, a)$ associated with a set of server-adversary strategy pairs, where $b$ and $a$ are the utilities of the server and adversary evaluated on the given pair $(f_A, f_S)$, respectively.

Consider a two-dimensional plane where the $x$-axis is the server’s utility, and the $y$-axis is the adversary’s utility. Then by constructions, all the points inside the unit box with the lower-left corner at the origin are valid components for the AB Curve. For the two cases mentioned above, their corresponding AB curves are two points, namely $(0.86, 0.92)$ and $(0.98, 0.9)$. In general, one may naturally ask the following question: what is the shape of the AB curve of a set of strategies that the server/adversary favors? Intuitively, the server would like a pair of the strategy set with its utility that is located below the 45° line, because such pair results in a higher server’s utility than the adversary’s utility. In other words, the server delivers a better prediction performance with a lower privacy loss.

3. PROBABILISTIC VIEW: A STUDY OF THE AB CURVE

As mentioned above, the 45° line of the AB curve serves as a standard to check the relative efficiency of a pair of attack and defense. It is essential to study which kind of defense-attack pair will lead to a 45° line of the AB Curve, as it corresponds to an equilibrium scenario where server’s utility equals to adversary’s utility. We consider the following setting to simplify the analysis. The server holds a binary classification model. Upon being queried, it will only return hard-threshold labels. The evaluation will be based on the 0 − 1 loss function. In other words, $\mathcal{L}(y, \text{sgn}(f(x))) = 1\{y \neq \text{sgn}(f(x))\}$. Additionally, we assume that both the server and the adversary have the same set of the model classes, e.g., neural networks.

Let us consider the following scenario where the adversary attacks the server by querying i.i.d. samples from a distribution $Q$, and the server applies a probabilistic method to protect its models. In particular, we consider the following probabilistic defense strategy set. Let

$$f_S^g(x) = \begin{cases} f_S(x) & \text{if } x \not\in S, \\ B \cdot f_S(x) & \text{otherwise}, \end{cases} \tag{1}$$

where $S$ is a subset of the input space $X$, $B$ is a symmetric Bernoulli random variable taking values from $\{+1, -1\}$, and denote $\hat{y} = \text{sgn}(f_S^g(x))$.

To see that the above pair of attack-defense results on a 45° line of the AB curve, we first show that $f_S$ is ‘not learnable’ using the notion of learnability from the learning theory [36,37]. From the adversary’s view, the process of querying the server and building a model to mimic the server’s behavior can be regarded as a ‘learning’ process in learning theory. In our context, the adversary will only access the server’s defense oracle $f_S^g$, which is the defense version of $f_S$. We define the following, which slightly modifies the original notion of learnability.

Definition 4 ($\varepsilon$-learnable via Algorithm $A$). A function $f \in \mathcal{F}$ is $\varepsilon$-learnable ($\varepsilon \geq 0$) via the algorithm $A$ by a hypothesis class $\mathcal{H}$ if for all $\mu \in (0, 1/2), \delta \in (0, 1/2), \text{ and a distribution } D$ over $X$, given access to the defense oracle $f_S^g$, the algorithm
A runs in polynomial time in $1/\mu, 1/\delta$, and dimension of $\mathcal{F}$ to output a $h \in \mathcal{H}$, such that $P_D(f(x) \neq h(x)) < \varepsilon + \mu$ with probability at least $1 - \delta$.

In the above definition, a smaller $\varepsilon$ corresponds to a more accurate learning of $f$ by $h \in \mathcal{H}$. With $\varepsilon = 0$, it reduces to the standard notion of learnability. Regarding the learning algorithm $\mathcal{A}$, it is standard to use the risk minimization principle, namely to solve $\min_h \mathcal{L}(f(x), h(x))$. The risk minimization will be set as the default learning algorithm in the subsequent analysis.

We show that the server’s model $f_S$ is not learnable with the pair of attack-defense defined in Eq. (1) under the following assumption. Recall that $\mathcal{F}_S$ is the server’s model class.

**Assumption 1.** For the querying distribution $Q$ over $\mathcal{X}$, the server can find a subset $S \subset \mathcal{X}$ with $P(x \in S) = 2\varepsilon$ for some $\varepsilon \in (0, 0.5)$, and a $f_B \in \mathcal{F}_S$, such that $\text{sgn}(f_B(x)) \neq \text{sgn}(f_S(x))$ for $x \in S$, and $\text{sgn}(f_B(x)) = \text{sgn}(f_S(x))$ for $x \notin S$.

Intuitively speaking, the assumption requires the existence of a model $f_B \in \mathcal{F}_S$ that behaves similarly but not precisely to the server’s model $f_S$.

**Theorem 1.** Under Assumption 1, for any $\gamma \in (0, \varepsilon)$, server’s classifier $f_S$ is NOT $\gamma$-learnable by the adversary’s model class $\mathcal{F}_A$ via risk minimization algorithm.

Recall the server’s utility for its true model $f_S$ is 1 by definition. The above result suggests that if the server’s defense model $f_S^g$ delivers a server’s utility of $1 - \varepsilon$, then the adversary cannot learn a $f_A \in \mathcal{F}_A$ that is more accurate than $\varepsilon$-close to the server’s true model $f_S$, i.e., $P_Q(f_S \neq f_A) = \varepsilon$ with Risk Minimization algorithm.

Now we derive the 45$^\circ$ line of AB curve from the result of Theorem 1. We assume that the expectation of adversary’s utility (as defined in Def. 2) is taken with respect to the (sampling) distribution $Q$. Specifically, from the above theorem, we can find (details in Section A in the appendix) that the adversary faces a dilemma where there are two indistinguishable functions that can serve as the risk minimizers i.e., there exists a $f_B \in \mathcal{F}_S$ such that $\mathbb{E}_{x,y} \mathcal{L}(\hat{y}, \text{sgn}(f_B(x))) = \mathbb{E}_{x,y} \mathcal{L}(\hat{y}, \text{sgn}(f_S(x)))$. As a result, if the adversary chooses to learn $f_S$ with risk minimization algorithms, then without additional information, choosing between $f_B$ and $f_S$ with a even coin flipping is the only choice for the adversary. Under such circumstances, the adversary’s utility is calculated to be $1 - \varepsilon$ (details in Appendix A3), which equals to server’s utility $1 - \varepsilon$. Therefore, this kind of equilibrium relationship gives rise to a 45$^\circ$ line of the AB Curve as illustrated by the solid black line in Fig. 2.

Having established the 45$^\circ$ line AB curve of a pair of attack-defense, one may wonder what is a real-world example of such a pair of attack-defense. One potential candidate for the defense mechanism is the boundary differentially private layer (BDPL)\textsuperscript{2} \cite{BDPL}. Because in BDPL, the server will first select a neighborhood threshold $\delta$ of its classifier. Upon receiving a querying point $x$, if $x$ lies in the $\delta$-neighbor of $f_S$, i.e., $d(x; f_S) \leq \delta$ for a distance measure $d(\cdot, \cdot)$, then the server will flip the label with probability $1/2 - \sqrt{e^{2\delta} - 1} / (2 + 2e^{\delta})$ for a privacy parameter $t \geq 0$. It can be verified that the BDPL is an instance of the defense mechanism discussed in Eq. (1) for setting $\delta$ as the $\delta$-neighborhood of $f_S$’s decision boundary and $P(B = -1) = 1/2$.

How are the empirical results of BDPL related to our theoretical derivations of a 45$^\circ$ line of AB curve of an attack-defense pair? The experimental goal in \cite{BDPL} is to study the effectiveness and efficiency of BDPL under Model Extraction Attack, and their setup is as follows. They trained a logistic regression (LR) model and neural networks (NNs) as the server’s models on the *Mushroom* and the *Adult* dataset (both are from UCI machine learning repository \cite{UCI}). For the BDPL parameters, they set the boundary threshold $\delta = 0.125$ and the DP parameter to be $\varepsilon = 0.01$. Therefore the flipping probability inside the decision boundary area is 0.48. In Fig. 2, we plot several pairs of server-adversary’s utility for two models, namely LR and NNs, with different numbers of adversary’s querying sample size reported in their paper. (The definitions of both the server’s and the adversary’s utility are the same.) Given 1K of adversary’s querying samples, the server-adversary utility pairs sit in the region with around 90% of server’s utility and 62% of adversary’s utility. This is reasonable since the adversary does not have access to enough data at the beginning. As the querying number increases (1K → 10K → 20K), the server-adversary utility pair moves towards the point (0.8, 0.8). Hence, we conclude that the empirical results match the theoretical derivation quite well as the number of querying sample sizes increase.

**4. OPTIMIZATION VIEW**

**Min-max formulation** Built upon the ‘equilibrium’ case exemplified previously, we now discuss how to find a more efficient strategy (compared to the 45$^\circ$ AB Curve case). From the model extraction and defense process described in the “Model

\textsuperscript{2}As suggested by its name, BDPL is closely related the concept of differential privacy \cite{DP}. The motivation in the original paper was to apply differential-private technique to protect the decision boundary.
Adversary’s Utility

set of strategies $g$ server’s abilities: We discretize the defense strategy functional space $G$ in Algorithm, we need to relax the assumption in the sense that the server now returns soft labels i.e., defense since the outermost problem corresponds to the min (above formulation is from the adversary’s perspective, i.e., designing optimal samples in the awareness of the server’s potential strategy to deliberately craft a certain number of queries to maximize the adversary’s utility. We should emphasize that the approximately solve problem (2).

Next, we provide more detailed interpretations of the above formulation. We first explain each layer of the min-max. For a given attack strategy (as described by the set of queries $X$), a defense strategy (as indexed by $g$), the problem is to solve the sub-problem (for (A)) $\min_{f_A \in \mathcal{F}_A(X, \tilde{Y}_n)} \mathbb{E}(x,y) \sim Q \mathcal{L}(y, f_A(x))$. In this sub-problem, the adversary solves an empirical risk minimization problem from labeled data $X, \tilde{Y}_n^g$, and the loss of $f_A$ will be evaluated at the expectation over test data distribution. The second layer $\max_{g \in \mathcal{G}}^{(S)}$ is to select $g$ from a set of defense strategies. The outer layer $\min_{X \in \mathbb{R}^n}^{(A)}$ represents the adversary’s strategy to deliberately craft a certain number of queries to maximize the adversary’s utility. We should emphasize that the above formulation is from the adversary’s perspective, i.e., designing optimal samples in the awareness of the server’s potential defense since the outermost problem corresponds to the min ($X$) problem.

**Algorithms** In this section, we design practical algorithms to characterize how the adversary and the server can (approximately) solve problem (2). As this problem is extremely challenging, we will make a few simplifications.

First, under the typical black-box model assumption, the server will only return discrete labels i.e., $\tilde{Y}_n = [\sgn(f_0^g(x_1)), \sgn(f_0^g(x_2)), \ldots, \sgn(f_0^g(x_n))]$, corresponding to $X_n = [x_1, x_2, \ldots, x_n]$. In order to develop implementable algorithm, we need to relax the assumption in the sense that the server now returns soft labels i.e., $\tilde{Y} = [\sigma(f_0^g(x_1)), \sigma(f_0^g(x_2)), \ldots, \sigma(f_0^g(x_n))]$. For notation simplicity, we would simply drop the subscript $n$. Second, we make the following simplification to restrict the server’s abilities: We discretize the defense strategy functional space $\mathcal{G}$, and only allow the server to select from a given set of strategies $g_1, g_2, \ldots, g_m \in \mathcal{G}$. This way, the server only optimizes the selection vector, but not the strategy itself. A possible solution for the server to obtain the best defense strategy is to optimize the selection over a probability simplex $\Delta = \{\lambda_{1:m} | \sum_{j=1}^{m} \lambda_j = 1, \lambda_j \geq 0 \ for \ j = 1, 2, \ldots, m\}$. One benefit for adopting such discretization is that it simplifies theoretical convergence arguments. Third, we assume that the adversary’s model is fully specified (parameterized) by $\beta \in \mathbb{R}^d$, denote as $f_A(\cdot; \beta) \in \mathcal{F}_A$ (adversary’s model class) to represent the relationship. Moreover, the adversary is allowed to choose query samples across the entire space $X$. Since there are $m$ defensive strategies, then the adversary will train $m$ different models corresponding. We denote $\beta = [\beta_1, \beta_2, \ldots, \beta_m] \in \mathbb{R}^{m \times d}$.
Algorithm 1 Min-Max Bi-level Approximation Stochastic Gradient Descent-Ascent

Input: Initialization: $\lambda^0 = 1/m, \beta_j^0 \sim \mathcal{N}(0, I_d)$ for $j = 1, \ldots, m, X^0 \sim \mathcal{N}(0, I_{n \times d})$, stepsizes $\{r_k, s_k\}_{k \geq 0}$, and mini-batch $b$.

1: for $k = 0, 1, 2, \ldots, K - 1$ do
2:     for $j = 1, 2, \ldots, m$ do
3:         repeat
4:             $\beta_j^* = \arg \min_{\beta_j \in \mathbb{R}^d} h_j(X, \beta_j)$ with gradient descent on $\beta_j$.
5:         until
6:     Stop criteria satisfied*.
7: end for
8: $X^{k+1} = \text{Proj}_X(X^k - r_k \nabla X H^k)$
9: $\lambda^{k+1} = \text{Proj}_{\Delta}(\lambda^k + s_k \nabla_{\lambda} H^{k+1})$
10: end for
11: Randomly draw $X$ from $(X^k)_{k=1}^K$ with uniform probability.

† At $k$th iteration, $\nabla X H^k$, and $\nabla_{\lambda} H^k$ are stochastic estimates of $\nabla_X H(\beta^{k+1}(X^k), \lambda^k)$, and $\nabla_{\lambda} H(\beta^{k+1}(X^{k+1}), \lambda^k)$ respectively.
* $\text{Proj}_X, \text{Proj}_{\Delta}$ are the Euclidean projection operators onto set $X$ and $\Delta$ respectively.
† For a given $\epsilon > 0$, the procedure is terminated if $\|\nabla_{\beta_j} h_j(X, \beta_j)\| \leq \epsilon$.

Output: $X$ and $\lambda^k$.

Under the above setting, and given a loss function $\mathcal{L}(\cdot, \cdot)$, we obtain a new min-max bi-level optimization problem:

$$
\min_{x \in \mathcal{X}} \max_{\lambda \in \Delta} H(\beta^*(X), \lambda) = \frac{1}{m} \sum_{j=1}^m H_j(\beta^*_j(X)) \lambda_j
$$

$$
= \frac{1}{m} \sum_{j=1}^m \frac{1}{N} \sum_{i=1}^N \mathcal{L}(y_i, \sigma(f_A(x_i; \beta^*_j))) \lambda_j,
$$

subject to $\beta^*_j = \arg \min_{\beta_j \in \mathbb{R}^d} h_j(X, \beta_j)$ for $j = 1, 2, \ldots, m$,

where

$$
h_j(X, \beta_j) = \sum_{i=1}^n \mathcal{L}(\sigma(f_A(x_i; \beta_j)), \sigma(f_A^T(x_i))) + \mathcal{R}(\beta_j)
$$

for $i = 1, \ldots, n$, and $\mathcal{R}(\beta_j)$ being a regularizer. Intuitively, the upper-level problem $H(\cdot, \cdot)$ evaluates the quality of adversary’s model $f_A$ over future testing data $(x_i, y_i)_{i=1}^n$, and the lower-level problem i.e., $h_j$ for $j = 1, 2, \ldots, m$ corresponds to adversary’s model building process. Such a problem is quite challenging to solve since it couples three sub-problems, the lower-level minimization problem (where the server generates defense strategies), and the upper-level minimization problem (where the adversary generates samples).

Motivated by these recent works, we develop a Min-Max Bi-level Stochastic Approximation Gradient Descent-Ascent algorithm, as summarized in Algo.[1] It consists of three steps of (stochastic) gradient descent. The algorithm first operates with the inner (lower) problem in Line 2-4, in which it runs gradient descent on each of the $m$ sub-problems. Then it switches to the upper-level problem and runs gradient descent on the minimization $(X)$ problem and gradient ascent on the maximization $(\lambda)$ problem in Line 5-6.

One key design consideration is that the three different kinds of updates must be executed at different “speeds” (i.e., time scales). This is because, for example, $\lambda^k$ may not stay close to $\lambda^*(X^k)$ ($\lambda^*$ is the optimal solution of Eq. (3)) at each iteration $k$, and therefore it is not guaranteed $\nabla X H(\beta^{k+1}(X^k), \lambda^k)$ would deliver a ‘true’ descent of the objective. A similar situation arises for the lower-level problem as well. Therefore, in the proposed algorithm, the lower-level variable $\beta$ is updated in the fastest time-scale (i.e., solve to exact global min), the maximization problem is solved relatively slowly (by using some appropriate stepsizes $r_k$), while the $X$ variable is updated most slowly (by using some very small stepsizes $b_k$). Besides the above theoretical arguments, it is practically meaningful to adopt such rules for optimization. First, the upper-level problem, i.e., evaluation of adversary’s model, is preceded by constructing the model itself. Therefore, it is favorable to make the lower-level problem converge first.

Convergence result. We state the convergence result of the proposed Algo.[1] We need the following 3 assumptions.

Assumption 2. For any function $H(\beta, \lambda)$ and $e(X) := H(\beta^*(X), \lambda^*)$. 

For any \( X \in \mathcal{X}, \nabla_X H(\cdot, \lambda) \) and \( \nabla_\beta H(\cdot, \lambda) \) are Lipschitz continuous with respect to (w.r.t.) \( \beta \).

For any \( X \in \mathcal{X} \) and \( \beta \in \mathbb{R}^d \), we have \( \|\nabla_\beta H(\beta, \lambda)\| \leq C_H \), for some \( C_H > 0 \).

The function \( e(\cdot) \) is weakly convex with modulus \( \mu_e \geq 0 \):
\[
e(w) \geq e(v) + \langle \nabla e(v), w - v \rangle + \mu_e \|w - v\|^2, \forall w, v \in X.
\]

\( H(\beta, \lambda) \) is \( l \)-smooth and \( H(\cdot, \lambda) \) is \( L \)-Lipschitz for each \( \lambda \in \Delta \) and \( H(X, \cdot) \) is concave for each \( X \in \mathcal{X} \).

**Assumption 3.** Assumptions on the lower-level functions \( h_j(X, \beta_j) \) for \( j = 1, 2, \ldots, m \).

- For any \( X \in \mathcal{X} \) and \( \beta_j \in \mathbb{R}^d \), \( h_j(X, \beta_j) \) is twice continuously differentiable in \( (X, \beta_j) \);
- For any \( X \in \mathcal{X} \), \( \nabla_{\beta_j} h_j(X, \cdot) \) is Lipschitz continuous w.r.t. \( \beta_j \in \mathbb{R}^d \), and with constants \( L_{h_j} \);
- For any \( X \in \mathcal{X} \), \( h_j(X, \cdot) \) is strongly convex in \( \beta_j \), and with modulus \( \mu_j \geq 0 \);
- For any \( X \in \mathcal{X} \), \( \nabla^2_{X\beta_j} h_j(X, \cdot) \) and \( \nabla^2_{\beta_j\beta_j} h_j(X, \cdot) \) are Lipschitz continuous w.r.t. \( \beta_j \in \mathbb{R}^d \).
- For any \( X \in \mathcal{X} \) and \( \beta_j \in \mathbb{R}^d \), we have \( \|\nabla^2_{X\beta_j} h_j(X, \beta_j)\| \leq C_{h, X_j} \) for some \( C_{h, X_j} > 0 \).
- For any \( X \in \mathcal{X} \), \( \min_{\beta_j} h_j(X, \beta_j) \) has closed-form solution.
- For any \( \beta_j \in \mathbb{R}^d \), \( \nabla^2_{X\beta_j} h_j(\cdot, \beta_j) \) and \( \nabla^2_{\beta_j\beta_j} h_j(\cdot, \beta_j) \) are Lipschitz continuous w.r.t. \( X \in \mathcal{X} \).

**Assumption 4.** Assumptions on stochastic estimates for \( k = 1, 2, \ldots, K \).

- \( \mathbb{E}(\nabla^k X H) = \mathbb{E}(\nabla^k X H(\beta^{k+1}(X^k), \lambda^k)) \), and \( \mathbb{E}(\nabla^2 X H(\beta^{k+1}(X^k), \lambda^k)) \),
- \( \mathbb{E}(\|\nabla^2 X H \nabla^k X H(\beta^{k+1}(X^k), \lambda^k)\| \leq c^2 \) for some \( c > 0 \).

In addition to the above assumptions, we need the follow notations and definitions. Denote \( \Phi(\cdot) = \max_{\beta \in \Delta} H(\cdot, \beta) \).

**Definition 5.** A function \( \Phi : \mathbb{R}^m \rightarrow \mathbb{R} \) is the Moreau envelope of \( \Phi \) with a positive parameter \( \lambda > 0 \) if \( \Phi(x) = \min_w \Phi(w) + (1/2\lambda)\|w - x\|^2 \) for each \( x \in \mathbb{R}^m \).

**Definition 6.** A point \( x \) is an \( \epsilon \)-stationary point (\( \epsilon \geq 0 \)) of a \( \ell \)-weakly convex function \( \Phi \) if \( \|\nabla \Phi_{1/2 \ell}(x)\| \leq \epsilon \). If \( \epsilon = 0 \), then \( x \) is a stationary point.

Denote \( \tilde{\Delta}_\Phi = \Phi_{1/2 \ell} (X_0) - \min_X \Phi_{1/2 \ell}(X) \) and \( \Delta_0 = \Phi (X_0) - H (X_0, \beta_0) \).

**Theorem 2.** Under Assumption 2, 3 and 4 with stepsizes chosen as \( b_k = \Theta(\epsilon^4 / (\ell^2 (L^2 + c^2))) \) and \( c_k = \Theta(\ell^2 / 1c^2) \), and with the mini-batch size of 1, the iteration complexity of Alg. 1 to return an \( \epsilon \)-stationary point is bounded
\[
O\left( (\frac{\ell^2 (L^2 + c^2) \tilde{\Delta}_\Phi}{\epsilon^6} + \frac{\ell^3 \Delta_0}{\epsilon^4} \max\{1, \frac{c^3}{\epsilon^2}\} \right).
\]

**Proof:** Note that in Line 4 of Alg. 1 with Assumption 3 each lower-level problem (i.e., \( \beta_j \) for \( j = 1, 2, \ldots, m \)) is solved exactly with closed-form solution. Hence, Problem 3 simply reduces to a min-max optimization problem, whose convergence results follow from 39 under Assumption 2 and 4.

We remark that the result only guarantees that the algorithm will visit an \( \epsilon \)-stationary point within a certain number of iterations and return \( X \) which is drawn from \( \{X_i\}_{i=1}^K \) at uniform. This does not guarantee that the last iterate \( X^K \) is the desired \( \epsilon \)-stationary point. Such a scheme and convergence result are standard in nonconvex optimization for SGD to find stationary points. In practical implementation, we stop the algorithm as long as the training loss no longer decrease significantly.

**Run-time Analysis.** We provide a run-time analysis for the Alg. 1 in the following. The key message is that the computation will be relatively efficient if the mini-batch size \( b \) and the model parameter size \( d \) are moderately large.

The main computational burden comes from the inverse operation on the hessian matrix with respect to the model parameters \( \beta \) (with size \( d \)) for the update of \( X \) in Line 7 of Alg. 1. To alleviate this, we use Neumann series, namely \( A^{-1} = \lim_{i \rightarrow \infty} \sum_i A^i \) to approximate the inverse of hessian with computational complexity \( O(\epsilon d^2) \), where \( \epsilon \) is the approximation steps used. For the update of the model parameter \( \beta \) in Line 4, we use SGD with mini-batch size \( b \) and the computational cost for each iteration is \( O(b + d) \). For the update of the weight parameter \( \lambda \) (with size \( m \)) in Line 9, the computational cost for each iteration is \( O(b + m) \). Hence, the computational cost of the entire algorithm is \( O(K (b + d)mq + K d^2 + K(m + b)) \), where \( K \) is the total iterations of the algorithm and \( q \) is total iterations of the step for Line 4. The computation will be relatively efficient if the mini-batch size \( b \) and the model parameter size \( d \) are moderately large.
5. EXPERIMENTAL STUDY

The goals of our empirical study are two-fold. First, we show the convergence of the proposed Algorithm 1 under several different scenarios. Second, we illustrate the shape of the optimal querying samples obtained from solving Problem 3 and depict the Adversary-Benign pairs/curves to demonstrate the relative efficiency of a specific pair of attack and defense. We consider the following three different settings of model extraction attack and defense denoted by T1, T2 and T3.

**Server’s Model Types and Defense.** The server will use: (i) (T1) a linear classifier as its service model and an additive $\sin(\cdot)$ perturbation as its defense strategy, (ii) (T2) a two-layer feed-forward neural network with soft-max as its service model and another two-layer neural network with different regularization parameters as the defense mechanism, and (iii) (T3) a CNN as its service model and a temperature-based soft-max function with tuning parameter $T$ as its defense strategy.

**Sources of Server’s Models.** Server’s models are: (i) (T1) synthetically generated, (ii) (T2) trained on the digits ‘2’ and ‘8’ with MNIST [40], and (iii) (T3) trained on Fashion-MNIST [41] with 10-class.

**Adversary’s Local Model Types.** The server will use: (i) (T1) logistic regression as its local model (ii) (T2) a two-layer neural network as its local model, and (iii) (T3) a two-layer neural network with as its local model.

**Evaluation Metrics.** T1 & T2 The loss function in Eq. (3) used for implementing the algorithm is cross-entropy. On the other hand, the loss function for calculating the server’s and adversary’s utility (in Def. 7 and 2) is $0 - 1$ loss. T3 The loss function in Eq. (4) used for implementing the algorithm is cross-entropy. The loss function for calculating the server’s and adversary’s utility (in Def. 7 and 2) is $L_r(p, q) = 1\{||p - q||_2^2 \geq r\}$ for two probability vectors $p, q$ and a positive number $r$.

### 5.1. Experimental results

**T1.** We generate $10^5$ test data $x_t$ uniformly from $[-10, 10] \times [-10, 10]$, and the labels corresponding to them are $y_t = 2 + 1\{z_{t,1} \geq z_{t,2} - 1\} - 1$ for $t = 1, \ldots, 10000$. Let the server’s function be $\text{sgn}(f_S(x_i)) = \text{sgn}(x_{i,1} - x_{i,2} + 1)$, the defense strategy be $\text{sgn}(f_D^S(x_i)) = \text{sgn}(x_{i,1} + m \sin(\omega x_{i,1} - x_{i,2} + 1))$, and $R$ be $\ell_2$ regularizer. We set $m = [0.1, 0.5, 1, 5, 10, 15]$ and $\omega = [\pm 0.1, \pm 1, \pm 5, \pm 8]$, so there are in total 48 combinations of defense strategies for the server. The adversary will use the logistic regression, with initial querying samples $x_i \sim \mathcal{N}(0, I_2)$ for $i = 1, 2, \ldots, 200$. Regarding the lower-level problem as listed in Line 4 of Algorithm 1 we update the upper-level min-max problem after every 5 iterations of the lower-level problem. 

Fig. 3a demonstrates the adversary’s training loss (over 20 replications, solid blue line for mean, shaded region for ± standard deviation) against the iteration. With a diminishing stepsize rule, it converges within 100 iterations. We noticed that those points are previously lying in the region where labels have been flipped gradually shifted out to the clean region. In addition, a proportion of optimized samples lay on the decision boundary of the server’s defense mechanism, which corroborates the intuition that protecting/attacking the decision boundary is efficient and effective for the server/adversary in Active Learning literature [42]. Moreover, we see that those decision-boundary samples form a symmetric shape and perpendicularly to the true classifier (in black dashed line).

**T2.** We evaluate the proposed algorithm on MNIST [40] with a binary classification task on the digits ‘2’ and ‘8’. The initial 100 query samples and $10^5$ test data are from the uniform distribution. Fig. 3c demonstrates the prediction performance of the adversary’s classifier (over 15 replications, solid red line for mean, shaded region for ± standard deviation). We observed that the prediction performance of the adversary’s model gradually improves as the optimization proceeds. Also, we noted that
there are several spikes along the curve. The occurrence of these spikes are mainly due to the fact that the optimal defense strategy with index $\arg \max \lambda = [\lambda_1, \lambda_2, ..., \lambda_m]$ is changing.

By using the optimized querying samples $X$ (obtained by running Algo. 1) as the adversary’s attack strategy, we plot several pairs of Adversary-Benign utility in Fig. 3d. Almost all the points lie above the $45^\circ$ line (blue dashed line), which reflects that the adversary’s attack is relatively more efficient than the server’s defense for these pairs of attack-defense. Such a case is reasonable since the adversary obtains its attack strategy from solving Eq. (3), which is designed in favor of the adversary by nature.

**T3.** We further test the proposed algorithm on Fashion-MNIST. We observed similar results as in the task T2 above, and include the details in Section C in the appendix.

6. CONCLUSION

In this work, we studied the fundamental tradeoffs between the model utility and privacy (in terms of the adversary’s utility). The key ingredients of development include a notion of the adversary-benignity curve to evaluate attack-defense pairs, a unified formulation of attack-defense strategies into the min-max bi-level optimization, and an operational algorithm. There are several interesting future problems. One problem is to derive theoretical bounds on the adversary-benignity curve for different loss functions. Also, how to adapt the optimization framework to incorporate specific side information is of interest for further investigation. The appendix contains proofs and more experimental studies.
Appendix

The appendix document includes the proof of Theorem 1, an additional case study on the AB Curve along with related technical analysis, two additional experimental results.

A. PROOF AND CASE STUDY

Proof of Theorem 1

Proof. By the construction of $f_S^g$, we have

$$
\mathbb{E}_{x,y} \mathcal{L}(\hat{y}, \text{sgn}(f_S(x))) = \int_X \mathcal{L}(\hat{y}, \text{sgn}(f_S(x)))dx
$$

$$
= \int_S \mathcal{L}(\hat{y}, \text{sgn}(f_S(x)))dx + \int_{X\setminus S} \mathcal{L}(y, \text{sgn}(f_S(x)))dx
$$

$$
= \frac{1}{2} \int_S \{\mathcal{L}(y, \text{sgn}(f_S(x))) + \mathcal{L}(\hat{y}, \text{sgn}(f_S(x)))\}dx
$$

Similarly, from the definition of $f_B$, we have

$$
\mathbb{E}_{x,y} \mathcal{L}(\hat{y}, \text{sgn}(f_B(x))) = \int_X \mathcal{L}(\hat{y}, \text{sgn}(f_B(x)))dx
$$

$$
= \int_S \mathcal{L}(\hat{y}, \text{sgn}(f_B(x)))dx + \int_{X\setminus S} \mathcal{L}(y, \text{sgn}(f_B(x)))dx
$$

$$
= \frac{1}{2} \int_S \{\mathcal{L}(y, \text{sgn}(f_B(x))) + \mathcal{L}(\hat{y}, \text{sgn}(f_B(x)))\}dx
$$

$$
= \varepsilon
$$

Therefore, if the adversary builds its model $f_A$ by using risk minimization algorithm, it cannot distinguish between $f_B$ and $f_S$. By simple calculations, we have $\mathbb{E}_{x,y} \mathcal{L}(y, \text{sgn}(f_B(x))) = P(\text{sgn}(f_S(x)) \neq \text{sgn}(f_B(x))) = 2\varepsilon$. From the definition of $\varepsilon$-learnability, the adversary always needs to set $f_A \leftarrow f_S$, so that it can obtain $P(\text{sgn}(f_S(x)) \neq \text{sgn}(f_A(x))) = 0 < \gamma \in (0, \varepsilon)$ with probability one. However, such a selection is not feasible with two indistinguishable options, namely $f_S$ and $f_B$. Hence, we conclude the result.

\[\square\]

B. AN ADDITIONAL CASE STUDY ON THE AB CURVE

To further illustrate the AB Curve, we consider the uniformly flipping defense strategy, defined by

$$
f_S^g(x) = \begin{cases} f_S(x) & \text{with probability } 1 - c_x \\ -f_S(x) & \text{with probability } c_x \end{cases}
$$

and $\hat{y} = \text{sgn}(f_S^g(x))$. In other words, the server will flip the (binary) label of its authentic output before responding to the user. As before, the risk under this type of defense strategy is $\mathbb{E}_{x,y} \mathcal{L}(\hat{y}, \text{sgn}(f_S(x)))$. And the adversary will obtain its model by solving a risk minimization problem $f_A = \arg \min_{f \in F_A} \mathbb{E}_{x,y} \mathcal{L}(\hat{y}, \text{sgn}(f(x)))$. The following results show that i) the adversary can exactly extract the server’s model given that server’s utility is above 0.5, and ii) the adversary will reconstrct a completely wrong model if the server’s utility is below 0.5.

Proposition 1. i) If the server uses the strategy defined in Eq. 4 with probability $c_x$ (for query $x$) less than 0.5, then the adversary will exactly extract the model, namely

$$
\sup_{x \in X} c_x < 0.5 \Rightarrow \mathbb{E}_{(x,y)} \mathcal{L}(y, \text{sgn}(f_A(x))) = 0.
$$
ii) If the server uses the strategy defined in Eq. 4 with probability \( c_x \) (for query \( x \)) greater than 0.5, then the adversary will obtain zero utility for the reconstructed model \( f_A \), namely

\[
\inf_{x \in X} c_x > 0.5 \Rightarrow \mathbb{E}_{(x,y)} \mathcal{L}(y, \text{sgn}(f_A(x))) = 1.
\]

The above result indicates that the adversary ‘wins’ the game if the server maintains a utility level above 0.5, since the adversary can build a model \( f_A \) with perfect accuracy (compared with server’s model \( f_S \)). The reason for such ineffectiveness (for the server) is due to the \textit{Uniform} principle.

\textbf{Proof of Proposition 1.} The first part follows from [43]. We prove the second part. By definition, we have

\[
\mathbb{E}_{x,\hat{y}} \mathcal{L}(\hat{y}, \text{sgn}(f_A(x))) = \int_X \mathcal{L}(\hat{y}, \text{sgn}(f_A(x))) dx
\]

\[
= \int_X \{ (1 - c_x) \mathcal{L}(y, \text{sgn}(f_A(x))) + c_x \mathcal{L}(-y, \text{sgn}(f_A(x))) \} dx
\]

\[
= \int_{\{x : \text{sgn}(f_A(x)) \neq \hat{y}\}} (1 - 2c_x) \mathcal{L}(y, \text{sgn}(f_A(x))) dx + \int_X c_x dx.
\]

Since \( 1 - 2c_x < 0 \) for all \( x \in X \), in order to minimize \( \mathbb{E}_{x,\hat{y}} \mathcal{L}(\hat{y}, \text{sgn}(f_A(x))) \), we must have \( \mathcal{L}(y, \text{sgn}(f_A(x))) = 1 \) for all \( x \in X \). Therefore, we conclude that \( \mathbb{E}_{(x,y)} \mathcal{L}(y, \text{sgn}(f_A(x))) = \int_X 1 dP_x = 1. \)

\section{C. ADDITIONAL EXPERIMENTAL RESULTS}

\subsection{C.1. Fashion-MNIST Dataset}

We further test on Fashion-MNIST [41], and the detailed settings are listed in Experimental Study section in the main paper. Server’s is obtained by training on the normal Fashion-MNIST data. The initial 100 query samples and 10^5 test data are from the uniform distribution.

By setting the optimized querying samples \( X \) (obtained by running Algo. 1) as the adversary’s attack, we plot several pairs of Adversary-Benign in Fig. 4. Almost all the points lie above the 45° line (blue dashed line) meaning that the adversary’s attack is relatively more efficient than the server’s defense for these pairs of attack-defense. Such a case is reasonable since the adversary obtains its attack strategy from solving Eq. 3 which is designed in favor for the adversary by nature.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig4.png}
\caption{Plot of AB (Adversary-Benign) pairs.}
\end{figure}
C.2. Selection over the Defense Strategy Set

Following the setting as described in the Experimental Study Section of the main paper, we demonstrate the server’s selection (represented by $\lambda$) over the defense strategy set. Recall that $\lambda$ is the probability simplex that appears in the upper-level maximization problem. Fig. 5 below illustrates the evolving process of $\lambda$ against iterations. At the 0th iteration, the server puts the folded normal distribution over $\lambda$. After one iteration on the upper-level min-max problem, the weights for most strategies shrink to 0, and the strategy with index 25 is the most favorable one. As the algorithm further proceeds, the strategy with index 42 stands out, and eventually, it gains weight 1. The final strategy selected by the server is $(m, \omega) = (15, 0.1)$. Such a result is reasonable since, without constraint on the benign utility, the server is likely to choose the one that flips the most querying samples to protect its model.

![Weight over strategy set at 0th iteration](image1.png)

![Weight over strategy set at 1th iteration](image2.png)

![Weight over strategy set at 2th iteration](image3.png)

![Weight over strategy set at 5th iteration](image4.png)

![Weight over strategy set at 10th iteration](image5.png)

![Weight over strategy set at 20th iteration](image6.png)

Fig. 5: The changing process of $\lambda$ against iteration.
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