Sexism Prediction in Spanish and English Tweets Using Monolingual and Multilingual BERT and Ensemble Models
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Abstract. The popularity of social media has created problems such as hate speech and sexism. The identification and classification of sexism in social media are very relevant tasks, as they would allow building a healthier social environment. Nevertheless, these tasks are considerably challenging. This work proposes a system to use multilingual and monolingual BERT and data points translation and ensemble strategies for sexism identification and classification in English and Spanish. It was conducted in the context of the sEXism Identification in Social neTworks shared 2021 (EXIST 2021) task, proposed by the Iberian Languages Evaluation Forum (IberLEF). The proposed system and its main components are described, and an in-depth hyperparameters analysis is conducted. The main results observed were: (i) the system obtained better results than the baseline model (multilingual BERT); (ii) ensemble models obtained better results than monolingual models; and (iii) an ensemble model considering all individual models and the best standardized values obtained the best accuracies and F1-scores for both tasks. This work obtained first place in both tasks at EXIST, with the highest accuracies (0.780 for task 1 and 0.658 for task 2) and F1-scores (F1-binary of 0.780 for task 1 and F1-macro of 0.579 for task 2).
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1 Introduction

The emergence of social networks and microblogs has created a new medium for people to express themselves, providing freedom of speech and the possibility for quickly spreading opinions, news, and information \cite{17,14}. This has impacted considerably on peoples’ lives, by increasing access to all kinds of information.
Nevertheless, a small part of the users employs those media for spreading hate messages, increasing the impacts of racism, sexism, and other types of prejudices and hate speech [32,10].

One crucial problem faced by the different stakeholders related to social media platforms is detecting hate speech [10,35,6,5], both in general and issue-specific forms. Also, some types of hate speech tend to be more challenging to identify, as they present characteristics such as irony or sarcasm, among others [35,6,23]. Sexism is a type of toxic language that could be used both as hate speech and, in a much more subtle way, as sarcasm. Sexism is related to all kinds of behaviors and content that aim to spread prejudice against women, reduce their importance in society, or behave aggressively or offensively [27,6,23]. There are several forms of sexism, and identifying them in social media messages is a fundamental challenge among the various natural language processing (NLP) tasks [10,35,27,6,23,5,26].

The detection of sexism can be broken into two main tasks: (i) sexism identification, which aims to identify if a message or post containing sexist contents (regardless of the type of sexism contained in it); and (ii) sexism classification, which aims to classify the type of sexism contained in a given sexist message or post [6,27,20]. Both are very relevant, and the second task is dependent on the first, as it needs posts that are confirmed as sexist as inputs for the different classification models. Additionally, the difficulty of using data-driven models may increase for languages that are more complex or that have fewer resources available, such as high-quality word embeddings, pre-trained language-specific models, task-specific lexicons, among others.

To advance the state-of-the-art knowledge in both sexism identification and classification on social media messages, the Iberian Languages Evaluation Forum (IberLEF) proposed the sEXism Identification in Social neTworks shared 2021 (EXIST 2021) shared task. For the rest of this work, this challenge will be referred to as EXIST shared task. The main goal of the IberLEF forum is to promote scientific advances towards innovative solutions for detecting sexism on social media platforms [19]. For this reason, the 2021 shared task provided datasets in English and Spanish for both tasks labeled by experts, following state-of-the-art data collection and labeling procedures [19]. Those datasets are expected to become benchmarks for state-of-the-art research on sexism identification and classification on social media messages.

Therefore, a relevant gap in the literature is to develop data-driven models that better identify and classify sexist content on social media messages, considering the implementation in different languages. This would: (i) advance both the knowledge on the use of artificial intelligent models for data-driven sexism identification and detection; (ii) provide a better methodology for identifying and classifying sexist content, which is highly relevant for identifying unacceptable user behavior; and (iii) address the problem of generalizing the model throughout different languages. Related to this gap, it is vital to observe that identifying online sexism can be considerably challenging because posts may have several
forms: they may sound hateful and offensive, or friendly and funny, misleading
the current classifying models used for this task [27].

State of the art systems for addressing those tasks for multiple languages
uses the Bidirectional Encoder Representations from Transformers (BERT) mul-
tilingual model, an NLP model that uses transformers and is pre-trained on a
comprehensive text corpora [31,25,21,20,16]. This model is trained on datasets
of multiple languages, but it is not language-specific. The pre-trained models are
then fine-tuned on task-specific datasets on the target language.

The main goal of this work is to propose and evaluate a system to identify and
classify sexist content in social media messages in multiple languages, using the
EXIST 2021 shared task dataset [19] for implementation and evaluation. The
official shared task metrics were used: accuracy for task 1 (sexism detection)
and F1-macro for task 2 (sexism classification). However, we also implemented
other relevant metrics for NLP tasks to better evaluate the different models in
relation to the state of the art baseline model, the multilingual BERT: precision
and recall.

The three main research questions that are going to be addressed in this
work are: (i) does the use of monolingual BERT models provides better results
than the multilingual BERT model to identify and classify sexist content on
social media messages in English and Spanish?; (ii) does the use of an ensemble
strategy improves the results of the individual models?; and (iii) does the
results differ between the English and Spanish languages? Besides answering
those three questions, this work also conducts an in-depth analysis of the main
hyperparameters for the implemented models for both languages.

The main contribution of this work is to propose and evaluate the sexism
identification and classification system in multiple languages considering differ-
ent components: monolingual BERT models, multilingual BERT, data points
translation, and different ensemble strategies. We also explore the main hyper-
parameters of the implemented models in-depth, comparing the final models with
the state-of-the-art BERT multilingual model. This work obtained first place in
both sexism identification and classification tasks at the EXIST shared task [19].

This work is organized in the following sections: section 2 describes the main
concepts and models used for sexism prediction in social media messages; section
3 contains the main steps of the methodology used; section 4 describes the
proposed system for addressing both sexism identification and classification; section
5 contains the main results of the system’s implementation on the EXIST
shared task dataset; section 6 contains a discussion of relevant topics on the
system’s use, modification, and potential improvements; and section 7 concludes
this paper.

2 Sexism identification and classification using artificial
intelligence models

The works by [23,27,16] explore in-depth the impacts of the different types of
sexism on social media platforms, describing several important classes of sexism.
As sexism is an important type of hate speech, we also refer the reader to the works by [5,35] for excellent reviews on identifying and classifying the different forms of hate speech. The main concepts observed in those works were considered in our approach.

This work addresses two very relevant tasks: (i) sexism identification in natural language texts; and (ii) classification of types of sexism in natural language texts. Some examples of works that addressed the first task are [21,18,24]. Examples that addressed the second task are [10,16,29].

It is essential to observe that the second task is considerably more complex because different languages can be used in the different classes (as well as the traditional problems related to social media messages: abbreviations, emojis, misspellings, memes, among others).

Although there are a variety of different models and strategies used for sexism detection and classification, the most traditionally used models are: support vector machines (SVM), convolutional neural networks (CNN), long short-term neural networks (LSTM), and BiLSTM [23,13,27,11,6]. In the last years, the BERT has been widely used [23,13,27,11,6]. This model (and its variations) have presented the best results on those tasks, as observed in the works by [16,31,21,25].

The NLP literature addresses several identification and classification tasks related to extracting and evaluating opinions from natural language texts. In general, those tasks are addressed using three main approaches [15,30,22]: (i) lexical-based, in which specific dictionaries (lists of words with corresponding values on important dimensions for the task) are used to classify the input text; (ii) statistical learning or machine learning-based, in which machine learning and deep learning models are used, generally with word embeddings or bag of words models, to classify the text; and (iii) hybrid, in which both lexicons and machine learning models are used.

However, it is essential to note that: (i) lexical-based systems are not able to learn (and could be improved by using a deep learning model, such as BERT); (ii) deep learning models, especially the multilingual BERT, are state-of-the-art on sexism identification and classification [31,25,21,20]; (iii) lexicons tend to be language-specific, making it more challenging to apply the solutions for multiple languages; and (iv) few works use BERT with domain-specific lexicons for sexism identification and classification. One of those lexicons that are highly relevant in this context is the Hurttlex lexicon [3]. This was used in the works by [24,16], among several others.

The BERT model was proposed by [9] and can be described as a language learning model aimed at providing a general structure that can be further refined with fine-tuning on specific tasks and domains. Its main objective is to learn the main features and semantics of a language, based on semi-supervised learning on a vast text corpora (such as the BookCorpus and the Wikipedia database) [9,28]. Its architecture and training workflow is composed of three main components: transformers (which is an advanced deep learning model), bidirectional training, and use of encoder representations [9,28].
In this work, we use the multilingual BERT [9], the English version of the model [9], and the Spanish version of the model, called BETO [4]. For an in-depth analysis of how the BERT model works, we refer the reader to [28]. For an in-depth comparison with multilingual BERT with other models, as well as an in-depth description of how they work, we refer the reader to [34].

However, very few works in the literature consider dealing with datasets with multiple languages. This work addressed this gap by proposing a system that contains multiple models and ensemble strategies.

This paper aims to fulfill the gap of evaluating monolingual and multilingual BERT models for identifying and classifying sexism in texts in multiple languages.

3 Methodology

The methodology used in this work was composed of six steps. Figure 1 illustrates the strategy used to tackle each of the tasks. For task 1 (sexism identification), the classification models considered two labels: 0 (non-sexist) and 1 (sexist). For task 2 (sexism classification), the tweets labeled as non-sexist (from task 1) were eliminated. Then, the classification models were used to predict the following sexism categories on the remaining tweets: ideological and inequality; stereotyping and dominance; objectification; sexual violence; and misogyny and non-sexual violence. For a thorough description of those classes, we refer to the EXIST shared task at IberLEF 2021 [19], which developed and labeled the dataset that was used in this research.

The steps of the methodology were:

1. **Data collection**: we used the dataset developed for the EXIST shared task at IberLEF 2021 [19]. This dataset contained labeled data from two social media platforms: Twitter and Gab. For an in-depth description of this dataset, we refer the reader to Section 3 of this work.

2. **Data processing**: for both tasks, we used the following processing techniques: separation of the dataset between languages (English and Spanish), tokenization, lemmatization, and elimination of stop words. These are widely used in the literature for the implementation of machine learning models on NLP tasks, such as hate speech detection, sexism identification, sentiment analysis, among others [31, 25, 21, 20, 16, 22]. There was no need to eliminate data points from the datasets, as the shared task organizers had already thoroughly curated them. The training subset was then divided into training (80%) and validation (20%) for cross-validation purposes. Additionally, one of the training strategies used for some of the models implemented involved translating the social media messages from one language to the other (for example, from English to Spanish to train a Spanish language model). This strategy doubled the number of data points available for the single language models (even if part of the meaning may have been lost during the translation process). The googletrans (https://github.com/ssut/py-googletrans) library was used for the translation process;
3. Exploratory data analysis: in this step, an exploratory analysis of the dataset was conducted to understand better the different class distributions on both tasks throughout the training dataset. No data imbalance problems were observed;

4. Model implementation and hyperparameters analysis: in this research, we implemented the following models: (i) the BERT Multilingual model or mBERT [9] (named M1 in this research); (ii) single language models (one for English and one for Spanish, named M2-English and M2-Spanish); (iii) single language models with translated data points (one for English and one for Spanish, named M3-English and M3-Spanish); and (iv) ensemble models (used only for the test subset). All the implementations were conducted with the Hugging Face BERT implementation library (https://huggingface.co/transformers/index.html) [33], with 10-fold cross-validation on the training stage. A thorough hyperparameters analysis was conducted, considering the following hyperparameters and values: output BERT type (hidden or pooler), batch size (32 and 64), learning rate (0.00002, 0.00003, and 0.00005), and number of epochs (1 to 8). Following the official metrics of the EXIST 2021 shared task, accuracy was used as the quality metric for model training on task 1, and F1-macro was used on task 2. Besides
this metric, an analysis of model overfitting was conducted for each model, based on charts that contained the models’ accuracies on the different epochs;

5. **Final models implementation**: the final models and model ensembles were built using the best hyperparameters identified in Step 4. They were then trained on the whole training datasets (training plus validation subsets). Table 1 contains all the final models implemented: (i) M1: multilingual model; (ii) separated single language models without translation on the training datasets (M2, composed of M2-English and M2-Spanish) and with translation on the training datasets (M3, composed of M3-English and M3-Spanish); (iii) English single language model with translation only on the test subset (M4) and on training and test subsets (M5), both derived from the M3-English model; (iv) Spanish single language model with translation only on the test subset (M6) and on training and test subsets to Spanish (M7), both derived from the M3-Spanish model; (v) ensembles considering only the best models: E1 (majority vote), E2 (higher unstandardized value), and E3 (higher standardized value); and (vi) ensembles considering all the models: E4 (majority vote), E5 (higher unstandardized value), and E6 (higher standardized value);

### Table 1. Final models implemented and their characteristics

| Model | Multilingual | Translation of data points | Observations |
|-------|--------------|----------------------------|--------------|
| M1    | X            | Training | Test | Baseline model |
| M2    | X            | Training |     | Separated single language models |
| M3    | X            | Training |     | Separated single language models |
| M4    | X            | X        |     | English single language model |
| M5    | X            | X        |     | English single language model |
| M6    | X            | X        |     | Spanish single language model |
| M7    | X            | X        |     | Spanish single language model |
| E1    | Depends on the individual models used | Majority vote, best models |
| E2    | Depends on the individual models used | Unstandardized value, best models |
| E3    | Depends on the individual models used | Standardized value, best models |
| E4    | Depends on the individual models used | Majority vote, all models |
| E5    | Depends on the individual models used | Unstandardized value, all models |
| E6    | Depends on the individual models used | Standardized value, all models |

6. **Models comparison**: the final comparison of all models was then conducted on the test subsets. The official metrics for the EXIST shared task at IberLEF 2021 [19] were considered the quality metrics for both sexism identification and classification tasks. For task 1, we evaluated the accuracy, precision, recall, and F1-binary metrics. For task 2, we evaluated the accuracy, precision, recall, and F1-macro metrics. Additionally, an analysis of a sample of correctly and incorrectly classified data points on the test set was conducted, aiming to better understand each model’s main strengths, weaknesses, and opportunities for future improvements. Lastly, the best model was chosen.
The implementation was done using Python on a Google Collaboratory Pro
TTP \footnote{https://colab.research.google.com/}, with the following technical
specifications: Intel(R) Xeon(R) CPU @ 2.30GHz CPU, 26GB of RAM, and TPU
v2. The code implemented is available on an open Github repository
\footnote{https://github.com/AngelFelipeMP/BERT-tweets-sexims-classification}. Section
2 presents the main results of the exploratory data analysis and the model
implementations.

4 Proposed system: components and implementation

The proposed system considered two separate workflows: training and testing.
The objective of the training workflow was to fine-tune the pre-trained BERT
models. It considered three options: (i) using a multilingual BERT model (illustrated
in Figure 2), which was also considered our baseline, since it is the state
of the art for multilingual NLP classification tasks; (ii) using monolingual BERT
models without data points translation (illustrated in Figure 3); and (iii) using
monolingual BERT models with data points translation (illustrated in Figure
3).

It is essential to observe that those three options considered 10-fold cross-
validation on training to identify the best hyperparameter values for each model.
The result from the first option was the M1 model. The results from the second
option were the models M2-English and M2-Spanish, which would be used as
components of the M2 model. The results from the third option were the models
M3-English and M3-Spanish, which would be used as components of the M3
model.

Figure 4 illustrates the test workflow. The objective of this workflow was
to use the previously tested models as components for the final models, their
training on the whole training dataset (training plus validation subsets), and
testing on the test subset. This workflow also introduces the six ensemble models
Fig. 3. Workflow for training the monolingual models (M2-English and M2-Spanish) and the translated languages models (M3-English and M3-Spanish), considering the English models as an example. Implemented, considering different model configurations and rules for generating the models. It is vital to observe that this model could be easily expanded for other languages, quality metrics, and data sources.

Fig. 4. Workflow for testing the final models on the test subset.
5 Results

This section contains the main research results and is divided into three subsections: 5.1 contains a description of the dataset used; 5.2 contains the main results and observations related to the hyperparameters analysis; and 5.3 contains the final models’ comparison on the test subset, considering four metrics: accuracy, precision, recall, and F1-score (F1-binary for task 1 and F1-macro for task 2).

5.1 Description of the EXIST 2021 shared task dataset

The dataset from EXIST 2021 shared task at IberLEF 2021 [19] was used in this work. This dataset contained labeled data from two social media platforms: (i) Twitter, with 6,977 tweets for training and 3,386 tweets for testing (both subsets equally distributed between English and Spanish); and (ii) Gab, with 492 gabs in English and 490 gabs in Spanish (used only for testing purposes).

It is important to note that Gab is an uncensored social media website with considerably fewer users than Twitter.

It is vital to observe that the labeling procedure adopted by the shared task organizers considered both experts and crowdsourcing labeling (considering a specific procedure developed by experts in this domain). The dataset distribution was balanced on the training and test subsets. For a thorough description of the dataset, we refer the readers to IberLEF 2021 [19].

The five classes that were used in this work for the sexism classification task (also referred to by the organizers of the dataset as sexism categorization) are the ones provided by the EXIST challenge dataset [19]. These classes contain, as described by [19,27]:

- Ideological and inequality: texts that affirm that the feminist movement deserves no credits, rejects the existence of inequality between genders, or claims that men are oppressed gender;
- Stereotyping and dominance: texts that claim that women are inappropriate for specific tasks, suitable only for specific roles, or that men are superior to women;
- Objectification: texts that claim that women should have certain physical qualities or that separate women from their dignity and personal aspects;
- Sexual violence: texts that contain sexual suggestions or sexual harassment;
- Misogyny and non-sexual violence: texts that express different forms of hatred and violence towards women.

5.2 Hyperparameters analysis

Due to the considerable difference between the identification and classification tasks, this section will analyze both separately and then conclude with a comparison of the best hyperparameters values for all models for both tasks. The results observed in this subsection can be used as a guide for further implementations of BERT models for sexism identification and classification, considering multiple languages.
Table 2 illustrates the best hyperparameters values for task 1 for each of the five models implemented on the training step of the proposed system (M1, M2-Eng, M2-Sp, M3-Eng, and M3-Sp), as well as their associated quality metrics on the validation subset.

Table 2. Best hyperparameters values, accuracy, precision, recall and F1-binary for the different models on the validation subset of the training dataset for Task 1 - Sexism identification.

| Lang. | Model   | Best hyperp. values | Acc. | Prec. | Rec. | F1b   |
|-------|---------|----------------------|------|-------|------|-------|
| Multi | M1      | OB:pooler / Lr:0.00005 / Bs:32 / Ne:7 | 0.774 | 0.749 | 0.808 | 0.774 |
| English | M2-Eng | OB:hidden / Lr:0.00005 / Bs:32 / Ne:5 | 0.782 | 0.764 | 0.788 | 0.768 |
|        | M3-Eng | OB:pooler / Lr:0.00005 / Bs:64 / Ne:6 | 0.765 | 0.748 | 0.778 | 0.759 |
| Spanish | M2-Sp  | OB:hidden / Lr:0.00005 / Bs:32 / Ne:8 | 0.790 | 0.780 | 0.795 | 0.783 |
|        | M3-Sp  | OB:hidden / Lr:0.00005 / Bs:32 / Ne:6 | 0.775 | 0.756 | 0.795 | 0.771 |

Legend: Lang.: model language; OB: output BERT type; Lr: learning rate; Bs: batch size; Ne: number of epochs; Acc.: accuracy; Prec.: precision; Rec.: recall; F1b: F1-binary.

Based on the analysis of Table 2, it is important to observe that: (i) the M2-Eng (monolingual without translation) presented better results for the English language; (ii) the M2-Sp (monolingual without translation) presented better results for the Spanish language; (iii) the F1-binary for the Spanish language models (M2-Sp and M3-Sp) presented better results than for the English language models (M2-Eng and M3-Eng); (iv) most of the models presented better results by using the hidden output BERT type; (v) all models presented a learning rate of 0.00005; (vi) most models presented better results with a batch size of 32, and (vii) most models presented better results with 6 or more epochs. We have focused the analysis and model choice considering the accuracy, as it was the official metric for the EXIST shared task.

Table 3 illustrates the best hyperparameters values for task 2 for each of the five models implemented on the training step of the proposed system and their quality metrics on the validation subset. It is possible to observe that: (i) similar to task 1, the M1 model (multilingual) did not present better results than any of the languages; (ii) the M3-Eng (monolingual with translation) presented the best results for the English language; (iii) the M3-Sp (monolingual with translation) presented better results for the Spanish language; (iv) most of the models presented better results by using the hidden output BERT type; (v) like in task 1, all models presented better results by using a learning rate of 0.00005; (vi) most models presented better results with a batch size of 32; and (vii) most models presented better results with 7 or 8 epochs.

Lastly, Table 4 contains a cross-model and cross-language analysis of the results on the validation subset. It presents the hyperparameter values of the best models in each category (M1, M2-Eng, M2-Sp, M3-Eng, and M3-Sp), as a percentage of the total number of models, for each task. For example, on the first cell, it is possible to observe that, for the output BERT type on task 1, 60%
Table 3. Best hyperparameters values, accuracy, precision, recall and F1-macro for the different models on the validation subset of the training dataset for Task 2 - Sexism classification.

| Lang. | Model   | Best hyperp. values | Acc. | Prec. | Rec. | F1m  |
|-------|---------|----------------------|------|-------|------|------|
| Multi | M1-Multi| OB:pooler / Lr:0.00005 / Bs:32 / Ne:8 | 0.636 | 0.632 | 0.624 | 0.604 |
| English | M2-Eng | OB:hidden / Lr:0.00005 / Bs:32 / Ne:8 | 0.661 | 0.647 | 0.633 | 0.610 |
|        | M3-Eng | OB:hidden / Lr:0.00005 / Bs:32 / Ne:5 | 0.661 | 0.660 | 0.652 | 0.632 |
| Spanish | M2-Sp  | OB:hidden / Lr:0.00005 / Bs:32 / Ne:8 | 0.682 | 0.656 | 0.670 | 0.628 |
|        | M3-Sp  | OB:hidden / Lr:0.00005 / Bs:64 / Ne:7 | 0.656 | 0.653 | 0.650 | 0.630 |

Legend: Lang.: model language; OB: output BERT type; Lr: learning rate; Bs: batch size; Ne: number of epochs; Acc.: accuracy; Prec.: precision; Rec.: recall; F1m: F1-macro.

of the final models contained a hidden output BERT, while 40% used the pooler type. Based on an analysis of this table, it is possible to conclude that: (i) for both tasks, the hidden output BERT type provided the best results; (ii) higher learning rates (0.00005) presented the best results for both tasks; (iii) the best batch size for both tasks was 32; and (iv) the best number of epochs differed among tasks, probably due to their different nature.

Table 4. Percentage of best performing models for each hyperparameter value for both tasks and languages, considering the highest accuracy for task 1 and F1-macro for task 2 on the validation subset.

| Hyperparameter | Hyperparameter values and percentage of best performing models |
|----------------|---------------------------------------------------------------|
|                | Task 1                  | Task 2                  |
| Output BERT type | Hidden: 60% | Hidden: 80% | Pooler: 40% | Pooler: 20% |
| Learning rate   | 0.00002: 0% | 0.00002: 0% | 0.00003: 0% | 0.00003: 0% |
|                 | 0.00005: 100% | 0.00005: 100% | 0.00005: 100% | 0.00005: 100% |
| Batch size      | 32: 80% | 32: 80% | 64: 20% | 64: 20% |
| Number epochs   | <= 6: 60% | <= 6: 20% | 7: 20% | 7: 20% |
|                 | 8: 20% | 8: 60% |

5.3 Final models comparison

Table 5 contains the results of the thirteen final models on the test subset for both tasks, considering the following metrics: accuracy, precision, recall, and F1-score (F1-binary for task 1 and F1-macro for task 2). For both tasks, it is vital to observe that: (i) the ensemble models presented a better F1-score than the
monolingual models and the multilingual model; and (ii) the E6 (ensemble model considering all individual models and the best standardized values) obtained the best accuracy and F1-score.

Table 5. Accuracy, precision, recall and F1-score of the final models on the test subset for tasks 1 and 2.

| Model | Task 1 - Sexism identification | Task 2 - Sexism classification |
|-------|-------------------------------|-------------------------------|
|       | Acc.  | Prec. | Rec. | F1b  | Acc.  | Prec. | Rec. | F1m  |
| M1    | 0.761 | 0.739 | 0.784| 0.761| 0.621 | 0.617 | 0.621| 0.611|
| M2    | 0.774 | 0.749 | 0.803| 0.775| 0.688 | 0.677 | 0.674| 0.675|
| M3    | 0.782 | 0.773 | 0.778| 0.775| 0.676 | 0.661 | 0.663| 0.658|
| M4    | 0.732 | 0.737 | 0.693| 0.715| 0.612 | 0.607 | 0.597| 0.595|
| M5    | 0.766 | 0.773 | 0.730| 0.751| 0.661 | 0.648 | 0.657| 0.649|
| M6    | 0.735 | 0.739 | 0.699| 0.718| 0.639 | 0.629 | 0.621| 0.624|
| M7    | 0.753 | 0.734 | 0.769| 0.751| 0.642 | 0.625 | 0.627| 0.624|
| E1    | 0.784 | 0.797 | 0.744| 0.769| 0.669 | 0.683 | 0.666| 0.653|
| E2    | 0.786 | 0.777 | 0.791| 0.781| 0.686 | 0.673 | 0.677| 0.674|
| E3    | 0.784 | 0.773 | 0.784| 0.779| 0.682 | 0.669 | 0.674| 0.670|
| E4    | 0.790 | 0.781 | 0.787| 0.784| 0.661 | 0.673 | 0.656| 0.645|
| E5    | 0.785 | 0.767 | 0.799| 0.782| 0.701 | 0.687 | 0.690| 0.687|
| E6    | 0.789 | 0.776 | 0.794| 0.785| 0.703 | 0.690 | 0.692| 0.689|

Legend: Acc.: accuracy; Prec.: precision; Rec.: recall; F1b: F1-binary; F1m: F1-macro. M1 is the baseline (BERT Multilingual).

For task 1, it is essential to observe on Table 5 that: (i) the baseline model (M1) presented better accuracy results than the M4, M6, and M7 models; (ii) the E4 model presented results that were comparable to the E6 model in terms of accuracy, both being considered the best models for this task; (iii) the E1 model presented the best precision; and (iv) the M2 model presented the best recall. For task 2, it can be observed that: (i) with an exception for M4, all models presented a better F1-macro than the M1 model, indicating that the use of monolingual may provide significantly better results than multilingual models for sexism classification; and (ii) the E6 model presented the best results for all metrics, indicating that it outperformed all other models for this task.

Table 6 presents a comparison of the best individual and ensemble models for tasks 1 and 2, considering the two official metrics of the EXIST shared task: accuracy and F1-score. Considering the differences of the F1-scores of each model and the best model, it is possible to conclude that: (i) the differences are significantly higher for the task of sexism classification; (ii) the baseline model (M1) obtained the worst F1-score among those models (around 3% lower for task 1 and 11% for task 2 in comparison to the E6 model); (iii) the baseline model (M1) obtained the worst accuracy for both tasks; and (iv) although the E4 model presented similar results for task 1, it observed a 6.39% lower F1-score in comparison to the E6 model for task 2. The analysis of the models’ accuracies lead to the same conclusions.
It is also possible to observe that the same overall conclusions hold for the accuracy metric.

Table 6. Comparison of best individual and ensemble models for tasks 1 and 2 considering accuracy and F1-score.

| Model | Task 1 - Sexism identification | Task 2 - Sexism classification |
|-------|--------------------------------|--------------------------------|
|       | Acc. | Diff E6 | F1b | Diff E6 | Acc. | Diff E6 | F1m | Diff E6 |
| M1    | 0.761 | -3.55% | 0.761 | -3.06% | 0.621 | -11.66% | 0.611 | -11.32% |
| M2    | 0.774 | -1.90% | 0.775 | -1.27% | 0.688 | -2.13% | 0.675 | -2.03% |
| M3    | 0.782 | -0.89% | 0.775 | -1.27% | 0.676 | -3.84% | 0.658 | -4.50% |
| E4    | 0.790 | 0.00%  | 0.785 | 0.00%  | 0.703 | 0.00%  | 0.689 | 0.00%  |
| E6    | 0.789 | 0.13%  | 0.784 | -0.13% | 0.661 | -5.97% | 0.645 | -6.39% |

Legend: Acc.: accuracy; Prec.: precision; Rec.: recall; F1b: F1-binary; F1m: F1-macro. M1 is the baseline (BERT Multilingual). Diff E6 is the difference between that models metric and the same metric for the E6 model (best overall model for both tasks).

Our approach ranked first in both sexism identification and classification tasks at EXIST, with the highest accuracies (0.780 for task 1 and 0.658 for task 2) and F1-scores (F1-binary of 0.780 for task 1 and F1-macro of 0.579 for task 2), considering the E6 model. We also observed that ensemble models provide a better generalization.

6 Discussions

This section briefly explores several important aspects related to the system proposed in this work and its results, encompassing the following topics: implementation aspects, system design, use of ensembles, system adaptation for other languages, results obtained concerning the literature, impacts of the different system components, and the use of the proposed system in real scenarios.

It is vital to note that the system proposed in this work can be extended using additional components with few adaptations to the code. Some additional interesting components to explore are lexicons (both generalist, such as Vader [12] and domain-specific, such as Hurtlex [3]), word embeddings, and transfer learning (via training on multiple datasets). Additional models could also be implemented to improve feature engineering (such as unsupervised learning models) or improve prediction quality (such as different weak models used in an ensemble strategy).

Although ensemble models are relatively common in other domains, such as price prediction [2] and sentiment analysis [7], they are not widely spread on sexism identification and classification, as this is a new task. In general, if the behavior of the weak models can capture different aspects of the task, an ensemble strategy could improve the final prediction results [28]. In this work,
we evaluated several simple average ensemble strategies. However, an in-depth
analysis of more complex ensemble strategies with the proposed system could be
conducted in future works. As was observed in this work, the use of ensembles
can significantly improve the results obtained by the individual models.

Another important aspect is related to adapting the proposed system for
other languages. Concerning this aspect, it is vital to separate the languages
into two main groups: (i) languages with individual BERT models already im-
plemented; and (ii) languages that currently have no widely accepted individ-
ual BERT model implemented. In the first group, the system allows for easy
implementation with minimal coding needed: the only components needed are
the BERT individual model pre-trained on that language and the task-specific
dataset for fine-tuning and testing.

In the second group, it is necessary to train a language-specific BERT model
before using the proposed system. This task demands a considerable amount
of computation power and resources, demanding processing clusters and large
text corpora in the target language (such as the Wikipedia text database). How-
ever, adaptations can be implemented in the proposed system to use different
models that are easier to implement and demand fewer data, such as recurrent
neural networks or convolutional neural networks with language-specific word
embeddings or lexicons. The ensemble component can then be used, consider-
ing the BERT multilanguage (if it encompasses the target language) and the
implemented models.

Lastly, the proposed system can be implemented and used in real case sce-
narios to improve sexism identification on social media platforms. After the
hyperparameters and final models are chosen, as described and explored in this
work, the prediction process is considerably fast. The system has the potential
to be implemented as a separate service on the social media platform, analyzing
the content published by its users and pointing out sexist messages and their
respective classes (considering the five classes studied in this work).

7 Conclusion and future work

As was explored throughout this work, a widespread problem on social networks
and microblogs is the misuse of these tools to spread toxic language and sexist
content. Identifying and detecting sexism in those media is considerably chal-
lenging, especially in a scenario with multiple languages. This paper explored
the fine-tuning of multilingual and monolingual BERT models for English and
Spanish and the use of different ensemble configurations to identify and classify
sexism on tweets and gabs. The dataset used was provided by the EXIST shared
task, which contained two tasks: sexism identification and sexism classification.

The proposed system in this research considered the use of fine-tuning of pre-
trained BERT models and the translation of the training dataset (to increase
the number of data points used by the model for learning) and ensemble models
with different characteristics. Our central hypothesis was that using this system
would provide better results than the traditional use of the multilingual BERT
Our results have shown that the use of ensembles provided better results for both tasks, primarily the ensemble that considered all trained models and the higher standardized label values as the final predictions. This model obtained significantly better results than the baseline multilingual BERT model, with an F1-score around 3% higher for the sexism identification task and 11% higher for the sexism classification task. Those results and models and the in-depth hyperparameters analysis that was conducted can be used as a guide for future research on both tasks.

Future works are related to: (i) conducting an analysis considering additional datasets; (ii) implementing additional models; (iii) implementing different ensemble configurations; (iv) implementing unsupervised models for feature engineering; (v) analyzing the impacts on the models’ results of using lexicons (both general and domain-specific) as features; (vi) analyzing the impacts on the models’ results of using word embeddings as features; and (vii) implementing and evaluating the use of deep reinforcement learning to improve the models’ results, especially on the sexism classification problem.
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