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Abstract: The theory of control systems deals with the analysis and design of interacting components of a system in a configuration that provides the desired behavior. This paper deals with the problem of the identification of non-linear systems through Convolutional Neural Network (CNN). We propose a structure of a CNN and perform simulations with test data using unsupervised learning for the identification of non-linear systems. Also, MLP is used to compare the results when there is noise in the training data, which allows us to see that the proposed CNN has better performance and can be used for cases where the noise is present. The proposed CNN is validated with test data. Tests are carried out with Gas oven data, comparing the proposed structure of CNN with a MLP. When there is noise in the data, CNN has better performance than MLP.
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I. INTRODUCTION

The identification of systems is the process of obtaining a mathematical model of a system using data observed from it [1]. The mathematical models with which this process is carried out range from a linear equation to more complicated models such as neural networks. One of the important properties of neural networks is their adaptive nature, which means that they obtain their knowledge of their environment through an adaptive process called learning [2]. There are three popular learning paradigms namely supervised, unsupervised and reinforcement learning, each corresponding to a particular learning task [3]. The theory of control systems deals with the analysis and design of interacting components of a system in a configuration that provides the desired behavior. A model is a simplified representation of a system. Most of the mathematical models used are linear, due to their ease of handling compared to non-linear systems, and can accurately represent the behavior of real systems in many useful cases [4]. The starting point in the analysis of a control system is its representation by a mathematical model, which is usually an operator between inputs and outputs of the system or as a set of differential equations [5].

The identification of systems is a tool that allows representing the real behavior of systems based on experimental data obtained from the system. This is an iterative process, and the success of the identification depends on the quality of the input signals.

The convolutional neural networks (CNNs) are an example of a specialized neural network architecture presented by LeCun et al [6] at the beginning of the nineties, which includes knowledge about the invariance of 2D forms using local connection patterns and with restrictions on weights [7]. Many publications have described greater efficiency in training convolutional neuronal networks using the Graphics Processing Units (GPU) [9, 10, 11, 12]. The proposed architecture of CNN is formed by the stacking of different layers. In 2012, Ciresan significantly improved performance for several image databases including NORB database, MNIST database, HWDB10 dataset, and the ImageNet dataset. This paper presents the use of CNNs for the modeling of systems applying unsupervised learning paradigm and making a comparison between MLPs and CNNs by changing the number of parameters of each.

II. CONVOLUTIONAL NEURAL NETWORK

The architecture of a convolutional neural network (CNN) is formed by the stacking of different layers which are described below. Tests are carried out with three different reference examples, comparing the proposed structure of CNN with a MLP. For each of them, three simulation cases are tested. The first case is to use the test data of each reference without noise. The second case using a noise generated by the function wgn in the interval [−0.1, 0.1]. The last case is described using a random noise.

A. Architecture of CNN

The proposed structure of the CNN consists of a total of 5 layers for the modeling of non-linear systems is presented in Figure 2.1. The sequence of these layers is a convolutional layer, followed by a sub-sampling layer and another convolutional layer. The last two layers correspond to fully connected layers. The parameters of convolution layer consist of a set of learning filters, which has a very small receptive field. In the forward learning step, each filter is convoluted with the entire field of vision producing a map of characteristics. Each element of the characteristic map can be interpreted as the output of a neuron that extracts information from a small region of the input and shares parameters with neurons that are on the same map.
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In general, the map of characteristics of a layer is given by [8]:

\[ y_j^{(l)} = f \left( \sum_{i \in M_j} x_i^{(l-1)} k_{ji}^{(l-1)} + b_j \right) \] (2.1)

where \( M_j \) represents the set of selected inputs and the superscript \( l \) represents the current layer. Each output mapping has a different bias.

An important part of neural networks are the sub-sampling layers, which are applied after the convolutional layers. The main function of these layers is to reduce the size of the entrance, although carrying out this reduction in size does not lead to information losses, but it also brings benefits to the network. The most common operation to perform the reduction is max-pooling [16], which divides the input (image) into rectangles, and each of these rectangles retains the element of greatest value. Figure 2.2 shows the max-pooling operation reducing from a matrix 4x4 to a matrix 2x2 with the maximum values in each sub-region created in the input matrix. The most common is to use 2x2 dimension filters with a sub-sampling step of 2 units.

For the first layer, the input vector and is common for all filters in this layer. The convolution operation is performed with a step \( S = 1 \) and a padding of zeroes \( P = 1 \). Therefore, the output dimension is \( p_l = (W - f_l + 2P)/S + 1 \), where \( W \) is the input vector dimension \( u_k^{l-1} \). The output of the convolution layer is

\[ y_h^{(l)} = f(x_h^{(l)}) \] (2.6)

with \( f(\cdot) = \tanh(\cdot) \).

B. UNSUPERVISED LEARNING

The input to the network is constituted by a vector \( x^0(k) \in \mathbb{R}^{n_a+n_v+1} \) with the following form:

\[ x^0(k) = [u(k-1) ... u(k-n_u) v(k)v(k-1) ... u(k-n_v)]^T \] (2.3)

The inclusion of noise to the structure is shown in Figure 2.3, where it is observed that the new vector input to the network is defined as:

\[ x_{\text{noise}}^0(k) = x^0(k) + \rho(k) \] (2.4)

Each convolutional layer consists of \( h \) filters \( K_h \in \mathbb{R}^{f_l} \), which will be convoluted with the input vector to that layer. The map of characteristics generated when applying each filter, \( x_h^{(l)} \in \mathbb{R}^{p_l} \) is given by:

\[ x_h^{(l)} = \sum_{a=0}^{f_l-1} K_{h,a} u_h^{(l-1)} + b_h^{(l)} \] (2.5)

with \( i = 1,2, ... p_l \), \( l \) indicates the index of the current layer and \( b_h^{(l)} \) is the bias corresponding to each filter.
A sub-sampling layer is placed after the first convolutional layer in order to decrease the size of the data. The operation performed is max-pooling of dimension $S_2$ and the output of the sub-sampling layer is:

$$y_h^{(l)} = \text{maxpool}(u_h^{(l-1)}, S_2) \in \mathbb{R}^{P_l} \quad (2.7)$$

Two fully connected layers are used at the end of the network, with $L$-units in the hidden layer and one unit in the output layer. The input vector to the hidden layer is obtained by concatenating the outputs of the second convolutional layer in the following way:

$$X = [y_1^{(3)T} \ldots y_h^{(3)T}]^T \in \mathbb{R}^{h \cdot p_3} \quad (2.8)$$

The output of the network is obtained through:

$$\hat{y}(k) = W_5 \cdot f(W_4 \cdot X + b_4) + b_5 \quad (2.9)$$

where $W_5 \in \mathbb{R}^{l \cdot x}$ are the weights in the output layer, $W_4 \in \mathbb{R}^{h \cdot x \cdot p_3}$ are the weights of the hidden layer, $b_4 \in \mathbb{R}^{l}$ and $b_5 \in \mathbb{R}^{l}$ are biases of their corresponding layers, and $f(.) = \tanh(.)$.

The total learning parameters of the network include the elements of the filters of the two convolutional layers, the bias of each of these filters and the weights with their biases in the two fully connected layers of the output. For the updating of network parameters, the use of randomized algorithms is proposed [18]. Therefore, the parameters of the convolutional layers and the hidden layer will remain fixed from the beginning, and only the parameters of the output layer will be updated in a supervised manner. The initialization of the parameters of the convolutional layers is done randomly within a range by:

$$K_h^l \in \left[ -\frac{1}{\sqrt{m}}, \frac{1}{\sqrt{m}} \right] \quad (2.10)$$

where $n$ represents the total inputs to that layer. The initialization of the weights of the fully connected layers is done randomly in the interval $[0,1]$. The two convolutional layers are used as filters to reduce the noise that may be present in the input data, because the convolution operation works as a linear filter in the spatial domain of the input data, being $K_h^l$ the convolution kernels.

### C. LEARNING BY LEAST SQUARES

The parameters of the output layer are updated by the generalized pseudo-reverse of Moore-Penrose [19] applied to linear systems as defined below.

**Definition 2.1:** The matrix $A^{-1} \in \mathbb{R}^{nxm}$ is the Moore-Penrose inverse matrix of $A \in \mathbb{R}^{nxm}$ if

$$AA^{-1}A = A, \quad A^{-1} = A^{-1}AA^{-1} = A^{-1}, \quad AA^T, (AA^{-1})^T = (A^{-1}A)^T = A^{-1}A \quad (2.11)$$

In particular, when $A$ is full range by columns

$$A^{-1} = (A^TA)^{-1}A^T \quad (2.12)$$

and when $A$ is full range by rows

$$A^{-1} = A^T(A^TA)^{-1} \quad (2.13)$$

**Definition 2.2:** $x_0 \in \mathbb{R}^n$ is said to be the least standard solution for least squares of the linear system $y = Ax$ if

$$\|x_0\| \leq \|x\|, \forall x \in \{x: \|Ax - y\| \leq \|Az - y\|, \forall z \in \mathbb{R}^n\} \quad (2.14)$$

where $y \in \mathbb{R}^m$ and $\|\cdot\|$ is the Euclidean norm.

The solution by the least squares of a linear system $y = Ax$, $x_0$ is

$$\|Ax_0 - y\| = \min_{x} \|Ax - y\| \quad (2.15)$$

Rewriting the whole model of CNN we have:

$$\hat{y}(k) = W_5 \cdot f(k) \quad (2.16)$$

where $\Phi(k) = f(W_4 \cdot X + b_4)$. This is a linear representation in the system parameters of the form $y = Ax$, where $A$ may or may not be a square matrix, the solution $x$ can be found by the generalized pseudo-reverse of Moore-Penrose. The objective of learning is to find the values of $W_4$ in such a way that the cost function $J$ is minimized, being:

$$J = \sum_{k} \|y(k) - \hat{y}(k)\|^2 \quad (2.17)$$

For this, consider the training data set $y(k)$ and $\phi(k)$ with $k = 1,2, ..., Q$, where $Q$ is the total training data. Bringing together all the training set:

$$Y = [y(1) \ y(2) \ ... \ y(Q)] = [W_5 \cdot \phi(1) \ W_5 \cdot \phi(2) \ ... \ W_5 \cdot \phi(Q)] = W_5 \cdot \Phi \quad (2.18)$$

where $\Phi = [\phi(1) \ \phi(2) \ ... \ \phi(Q)]$.

Considering the modeling error at each instant $e(k) = y(k) - \hat{y}(k)$.

We can rewrite (2.18) as:

$$Y = [y(1) \ y(2) \ ... \ y(Q)] = [W_5 \cdot \phi(1) + e(1) \ W_5 \cdot \phi(2) + e(2) \ ... \ W_5 \cdot \phi(Q) + e(Q)]$$

$$\therefore \ Y = W_5 \cdot \Phi + E \quad (2.19)$$

where $E = [e(1) \ e(2) \ ... \ e(Q)]$. To minimize the cost function, we need $\frac{\partial J}{\partial W_5} = 0$. Using (2.13), we have that $W_5^*$ can minimize $J$ when:

$$W_5^* = \Psi^T (\Psi^T \Psi)^{-1} = \Psi^{-1} \quad (2.20)$$

Since $W_5^*$ is the minimum a least-squares solution of $Y = W_5^* \Psi + E$, it achieves the minimum approach error within the entire training set.

### III. SIMULATION AND RESULTS

Tests are carried out with Gas oven data, comparing the proposed structure of CNN with a MLP. Three simulation cases are tested. The first case is to use the test data of each reference without noise. The second case is the inclusion of a noise generated by the function $w(n)$ in the interval $[-0.1,0.1]$. The last case is described using a random noise.

The Gas oven test data is obtained from G. Box et al [23]. The data is the gas velocity $u(k)$ and the percentage of $CO_2$ present in the outlet gas $y(k)$. The dataset has 296 data pairs $(u(k),y(k))$ in an interval of 9 seconds, of which 200 samples are used for learning and the rest for the generalization stage.
The input vector is chosen according to (2.3), with $n_u = 4$ and $n_v = 4$. The input data is normalized to the interval $[-1, 1]$. For convolutional layers, $3$ filters are chosen per layer, $f_1 = f_3 = 3$ of dimensions $h_1 = h_3 = 3$. The dimension of the characteristic map of each filter in the corresponding layer is $p_1 = 9$ and $p_3 = 3$. In the subsampling layer, a maxpool operation is performed with $s_2 = 3$, having an output vector of three dimensions. The hidden layer has a total of $L = 18$ neurons. The neural network with which the comparison is made consists of $L = 80$ neurons in the hidden layer and a total of $10$ inputs, where these inputs correspond to the vector described in (2.3) with $n_u = 4$ and $n_v = 5$. The Figure 3.1 shows that the generalization part for CNN has good results.

![Figure 3.1: Generalization part of Convolutional Neural Network.](image1)

Figure 3.1: Generalization part of Convolutional Neural Network.

Figure 3.2 shows the result of the two-layer Neural Network, which behaves very much like CNN.

![Figure 3.2: Output of Multilayer Neural Network.](image2)

Figure 3.2: Output of Multilayer Neural Network.

With these results, it can be concluded that the two networks have very similar results and could improve or worsen according to the initial values of the parameters of both networks.

The $wgn$ function generates Gaussian white noise, which is added to the input data of the network. The initializations of the parameters are the same as when there is no noise in the input data. The results are shown below in Figures 3.3, 3.4. As shown in Figure 3.3, the noise present in the input data does not affect too much in the generalization, the identification is still adequate. On the other hand, Figure 3.4 with the two-layer neural network is observed that it can no longer adequately identify the system.

![Figure 3.3: Convolutional Neural Network with Gaussian white noise](image3)

Figure 3.3: Convolutional Neural Network with Gaussian white noise

![Figure 3.4: Multilayer Neural Network with Gaussian white noise](image4)

Figure 3.4: Multilayer Neural Network with Gaussian white noise

Now we present the results obtained when applying a random noise. The same initializations of the parameters are used as in the previous cases. Figure 3.5 shows the result of the network compared to the original test data. Although noise is present in the input data, CNN maintains the general shape of the output, while the Multilayer Neural Network (Figure 3.6) completely loses the shape of the reference signal.
results are very similar for the Gas oven systems. When there is noise in the data, CNN exceeds the MLP. As observed in this work, convolutional neuronal networks can be used for the identification of systems when there is noise in the data ([20]-[27]).
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Table 3.1: Gas oven Mean square error

|               | Without Noise | White Noise | Random Noise |
|---------------|---------------|-------------|--------------|
| CNN           | 0.0017        | 0.0025      | 0.0059       |
| MLP           | 0.0014        | 0.0379      | 0.0111       |

VI. CONCLUSIONS

This work served to show the advantages of convolutional neural networks for the identification of systems when there is noise in the data. In the case of generalized pseudo-inverse of Moore-Penrose is used, both CNN and MLP
Identification of Non-linear Systems through Convolutional Neural Network

AUTHORS PROFILE

Dr. P. Rajendra, is working as Associate Professor, Department of Mathematics, CMR Institute of Technology, Bangalore. He completed his Ph.D in Mathematics from JNTUH, Hyderabad. He has 15 years of experience in teaching and research. His research interest includes mathematical modeling, machine learning, deep learning and their applications. He has more than 15 publications to his credit in various reputed international journals and conference proceedings. He has authored one book published by Lambert Academic Publishing, UK.

Dr. A. Subba Rao, is working as an Assistant Professor in the department of Mathematics, Madanapalle Institute of Technology & Science, Madanapalle since 2008. He completed his Ph.D. in 2014 under the supervision of Prof. N. Bhaskar Reddy and Prof. V. Ramachandra Prasad from Sri Venkateswara University, Tirupati, Andrapradesh. He has published 40 articles in reputed Journals. His research has also been presented at over 10 conferences. He is currently engaged in different non-Newtonian fluids over different curved bodies.

G. Ramu, is working as assistant professor in Madanapalle Institute of Technology & Science (MITS), India. His area of interest is operator theory, especially linear operators in Frame theory. He has good research articles in reputed national / international journals of mathematical sciences.

Dr. Rahul Boddh, working as Assistant Professor in School of Basic and Applied Sciences, K. R. Mangalam University, Gurgaon. He completed his Ph.D in Mathematics from IIT Kharagpur. After his PhD in August 2015, he joined as research associate in the project titled “Development of a real-time short-term ocean hindcast / forecast system with advanced initialization and DA capability for the Bay of Bengal (OTB)”. It was MHRD funded project. He has more than 15 publications to his credit in various reputed international journals and conference proceedings.