Reduced Model Reconstruction Method for Stable Positive Network Systems

Kazuhiro Sato ©, Member, IEEE

Abstract—We consider a reconstruction problem of a reduced stable positive network system with the preservation of the original interconnection structure based on an $H^2$ optimal model reduction problem with constraints. To this end, we define an important set using the Perron–Frobenius theory of nonnegative matrices such that all elements of the set are stable and Metzler. Using the projection onto the set, we propose a cyclic projected gradient method to produce a better reduced model than an initial reduced model in the sense of the $H^2$ norm. In the method, we use Lipschitz constants of the gradients of our objective function to define the step sizes without a line search method whose computational complexity is large. Moreover, the existence of the Lipschitz constants guarantees the global convergence of our proposed algorithm to a stationary point. The numerical experiments demonstrate that the proposed algorithm improves a given reduced model, and can be used for large-scale systems.

Index Terms—Model reduction, network system, optimization, positive system.

I. INTRODUCTION

Model reduction of stable positive network systems is one of the most important topics, because the systems can model biological systems [1], [2], [3], [4], interconnected systems [5], [6], and multiagent systems [7]. In particular, the preservation of the original network interconnection structure and positivity is useful to provide a physical interpretation for reduced systems. For this reason, the reduction methods of preserving them have been proposed based on clustering methods [8], [9], [10], [11], [12] and Kron reduction methods [13], [14]. Although these methods preserve them, they do not guarantee the $H^2$-optimality. That is, it may be possible to improve reduced systems obtained by the methods in the sense of the $H^2$ norm.

For improving the $H^2$ norm performance of a reduced stable positive network system, to the best of our knowledge, only Misawa and Sato [15] proposed a reconstruction method using the Riemannian augmented Lagrangian method (RALM) with equality and inequality constraints. More concretely, in [15], a Riemannian manifold constraint introduced in [16] is used to always guarantee the stability of reduced systems. Furthermore, equality and inequality constraints in [15] aim to preserve the positive property and interconnection structure of original systems. However, the algorithm proposed in [15] may not always produce a positive reduced system with the original interconnection structure, because it is based on the augmented Lagrangian method [17], which may generate an infeasible solution.
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To always obtain a stable positive reduced network system with the original interconnection structure, in this article, we formulate a novel optimization problem for developing an effective reconstruction method. The set of feasible solutions to the novel problem is narrower than that of the problem in [15]. However, the feasible set in this article is preferable compared with that of [15] for reducing large-scale systems, because the projection onto the set can be easily calculated. In fact, using the projection, we propose a cyclic projected gradient method that always generates a feasible solution Unlike the method developed in [15] and provides a better reduced model than an initial reduced model in the sense of the $H^2$ norm.

The contributions of this article are summarized as follows.

1) Using an initial reduced state transition matrix with the stability and Metzler properties, we define an important set based on the Perron–Frobenius theory of nonnegative matrices. We prove that all elements of the set are stable and Metzler.

2) Using the projection onto the set as mentioned in 1), we propose a cyclic projected gradient method to produce a better stable positive reduced network system of preserving the original interconnection structure than an initial reduced model in the sense of the $H^2$ norm. To this end, we derive three Lipschitz constants of the gradients of our objective function in terms of three variables, and use those to define step sizes without a line search method. This is practically important for reducing large-scale systems, because the computational complexity of a line search method for determining step sizes is large, as explained in Remark 4 in Section V. Moreover, we show the global convergence property of our proposed algorithm to a stationary point of our optimization problem and the effectiveness of the algorithm with comparisons to the RALM-based reduction method proposed in [15].

The remainder of this article is organized as follows. In Section II, we describe assumptions in this article, define an initial reduced stable positive network model, explain the optimization problem considered in [15], and point out the difficulty of the problem. In Section III, we define the important set based on the Perron–Frobenius theory of nonnegative matrices and formulate a novel optimization problem using the set. In Section IV, we derive three Lipschitz constants of the gradients of our objective function with respect to three variables. In Section V, we propose a cyclic projected gradient method for solving our optimization problem and prove the global convergence to a stationary point of the problem. In Section VI, we demonstrate the effectiveness of the proposed method. Section VII concludes this article.

Notation: The sets of real, nonnegative, and complex numbers are denoted by $\mathbb{R}$, $\mathbb{R}_{\geq 0}$, and $\mathbb{C}$, respectively. For matrices $A = (a_{ij})$, $B = (b_{ij}) \in \mathbb{R}^{m \times n}$, $A \preceq B$ means that for all $(i,j)$, $a_{ij} \leq b_{ij}$ holds. For a matrix $A \in \mathbb{R}^{m \times n}$, $\|A\|_F$ denotes the Frobenius norm of $A$; i.e., $\|A\|_F := \sqrt{\text{tr}(A^*A)}$, where the superscript $A^*$ denotes the transpose of $A$, and $\text{tr}(M)$ denotes the sum of the diagonal elements of a square matrix $M$. Given a vector $v \in \mathbb{R}^n$, $\|v\|_2$ denotes the usual Euclidean norm. The $L^2$ norm on $\mathbb{R}^m$ is denoted by $L^2(\mathbb{R}^m)$ with the norm $\|f\|_{L^2} := \sqrt{\int_0^1 \|f(t)\|^2\,dt}$, where $f : \mathbb{R}_{\geq 0} \to \mathbb{R}^m$ is
a measurable function. For a matrix $G(s) \in \mathbb{C}^{p \times m}$ without poles in the closed right half-plane in $C$, the $H^2$ norm of $G$ is defined as $\|G\|_{H^2} := \sqrt{\frac{1}{2\pi} \int_{-\infty}^{\infty} |G(i\omega)|^2 d\omega}$, where $i$ is the imaginary unit. The symbol $I_n \in \mathbb{R}^{n \times n}$ denotes the identity matrix.

II. PRELIMINARIES

A. Assumptions

The original large-scale network system in this article is modeled as

$$\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t) \\
y(t) &= Cx(t)
\end{align*}$$

(1)

with the state $x(t) \in \mathbb{R}^n$, input $u(t) \in \mathbb{R}^m$, output $y(t) \in \mathbb{R}^p$, and appropriate size constant real matrices $A, B, C$. For system (1), we impose the following assumptions:

1) The matrix $A$ is stable. That is, the real parts of all the eigenvalues of matrix $A$ are negative. In this case, system (1) is called asymptotically stable.

2) The matrix $A$ is a Metzler matrix, which means that every off-diagonal entry of $A$ is nonnegative. Moreover, the matrices $B$ and $C$ are nonnegative. That is, not only the output $y(t)$, but also the state $x(t)$ is nonnegative with the nonnegative input $u(t)$ and initial state $x(0)$.

We call system (1) with the assumptions 1) and 2) an asymptotically stable positive network, which we abbreviate ASPN throughout this article. Moreover, we denote the original network graph by $G = (\mathcal{V}, \mathcal{E})$, where $\mathcal{V} := \{1, \ldots, n\}$ is the node set and $\mathcal{E} \subset \mathcal{V} \times \mathcal{V}$ is the edge set defined by the nonzero entries of the matrix $A$. Note that $G$ may be a directed graph with self-loops. Furthermore, note that ASPN (1) can be regarded as a linearized system of nonlinear positive network systems such as biological systems [1], [2], [3], [4], interconnected systems [5], [6], and multiagent systems [7], as shown in [6, Proposition 2.10].

B. Initial Reduced Network Model

We divide the node set $\mathcal{V}$ of the original graph $G$ into $r$, which is greatly smaller than $n$, nonempty and disjoint subsets denoted by $C_1, \ldots, C_r$ called clusters of $G$. Then, we define the characteristic matrix $\Pi \in \mathbb{R}^{n \times r}$ of $C_1, \ldots, C_r$ as the binary matrix

$$\Pi_{ij} := \begin{cases} 1, & \text{if } i \in C_j \\ 0, & \text{otherwise.} \end{cases}$$

Using the characteristic matrix $\Pi$, we define the initial reduced system of the original system (1) as

$$\begin{align*}
\dot{x}_r(t) &= A_r x_r(t) + B_r u(t) \\
y_r(t) &= C_r x_r(t)
\end{align*}$$

(2)

where $x_r(t) \in \mathbb{R}^r$, $y_r(t) \in \mathbb{R}^p$, and

$$\begin{align*}
A_r^{(0)} := (\Pi^\top\Pi)^{-1}\Pi^\top A \Pi - \alpha I_r \\
B_r^{(0)} := (\Pi^\top\Pi)^{-1}\Pi^\top B \\
C_r^{(0)} := C \Pi
\end{align*}$$

(3)

with $\alpha \geq 0$. Note that $\Pi^\top\Pi$ is invertible, because $\Pi^\top\Pi$ is a diagonal matrix whose diagonal elements are the number of nodes, which compose the each cluster. The matrix $A_r^{(0)}$ is Metzler for any $\alpha \geq 0$. However, because the matrix $A_r^{(0)}$ is not always stable as shown in [15], we need to choose $\alpha$ such that the resulting matrix $A_r^{(0)}$ is stable. It should be noted that if $A$ is a Laplacian matrix, $A_r = (\Pi^\top\Pi)^{-1}\Pi^\top A \Pi$ is also a Laplacian matrix [9]. That is, $A$ and $A_r$ are both semistable, where system (1) is called semistable if the zero eigenvalues of $A$ are semisimple and the real parts of all the other eigenvalues are negative. In Section VII, we describe an application of our proposed method to semistable positive network systems including a Laplacian dynamical system.

We define $G_r^{(0)} = (\mathcal{V}_r^{(0)}, \mathcal{E}_r^{(0)})$ as the reduced network graph associated to system (2), where $\mathcal{V}_r^{(0)} := \{1, \ldots, r\}$ is the node set and $\mathcal{E}_r^{(0)} \subset \mathcal{V}_r^{(0)} \times \mathcal{V}_r^{(0)}$ is the edge set defined by the nonzero entries of the matrix $A_r^{(0)}$. The reduced graph $G_r^{(0)}$ has the same interconnection structure with the original graph $G$ except for self-loops. That is, if there is a directed path from $i \in \mathcal{V}_r^{(0)}$ to $j \in \mathcal{V}_r^{(0)} (i \neq j)$, there is a directed path from a node of $\pi^{-1}(i)$ to a node of $\pi^{-1}(j)$ in $G$. Here, $\pi : \mathcal{V} \to \mathcal{V}_r^{(0)}$ is the associated map to $\Pi$.

The matrices $A_r^{(0)}, B_r^{(0)}$, and $C_r^{(0)}$ in (3) define

$$\begin{align*}
x_r^{(0)} := \{(i, j) | (A_r^{(0)})_{ij} = 0 \ (i \neq j)\}, \\
st(A_r^{(0)}) := \{A_r \in \mathbb{R}^{r \times r} | (A_r)_{ij} = 0 \text{ if } (i, j) \in x_r^{(0)}\}, \\
z(A_r^{(0)}) := \{z(A_r^{(0)}) = 0 \text{ if } (i, j) \in z(A_r^{(0)})\}, \\
\mathcal{Y}_r := \{B_r \in \mathbb{R}^{r \times p} | (B_r)_{ij} = 0 \text{ if } (i, j) \in \mathcal{Y}_r\}, \\
z(C_r^{(0)}) := \{z(C_r^{(0)}) = 0 \text{ if } (i, j) \in z(C_r^{(0)})\}.
\end{align*}$$

These sets are used to formulate our problem.

C. Reconstruction Problem in [15]

To reconstruct a novel ASPN

$$\begin{align*}
\dot{x}_r(t) &= A_r x_r(t) + B_r u(t) \\
y_r(t) &= C_r x_r(t)
\end{align*}$$

(4)

of preserving the interconnection structure of the original graph $G$ better than initial reduced model (2) in the sense of the $H^2$ norm, we introduce an $H^2$ optimal model reduction problem using the transfer functions of original system (1) and reduced system (4) defined as

$$G(s) := C(sI_n - A)^{-1}B, \quad G_r(s) := C_r(sI_r - A_r)^{-1}B_r$$

for $s \in \mathbb{C}$, respectively. This is because

$$\sup_{t \geq 0} \|y(t) - y_r(t)\|_2 \leq \|G - G_r\|_{H^2}$$

(5)

holds under $\|u\|_{L^2} \leq 1$, as explained in [16], [18]. Inequality (5) indicates that the maximum output error norm can be expected to become almost zero when $\|G - G_r\|_{H^2}$ is sufficiently small. The reconstruction problem can be formulated as

**Problem 0:** Given $r < n$ and $(A_r^{(0)}, B_r^{(0)}, C_r^{(0)})$ in (3),

$$\min_{A_r, B_r, C_r} \|G - G_r\|_{H^2}^2$$

subject to $A_r \in st(A_r^{(0)})$ is stable and Metzler,

$$B_r \in st(B_r^{(0)}), \quad C_r \in st(C_r^{(0)}).$$

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
The objective function $\|G - G_r\|_{H^2}^2$ is a nonconvex function of $(A_r, B_r, C_r)$, because
\[ \|G - G_r\|_{H^2}^2 = 2f(A_r, B_r, C_r) + \|G\|_{H^2}^2 \] (6)
and $f(A_r, B_r, C_r)$ is a nonconvex function of $(A_r, B_r, C_r)$. Here
\[ f(A_r, B_r, C_r) := \frac{1}{2} \text{tr}(C_r P C_r^\top - 2C_r X^\top C_r) \]
\[ = \frac{1}{2} \text{tr}(B_r^\top Q B_r + 2B_r^\top Y B_r), \] (7)
where $X, Y, P, Q$ are the solutions to the Sylvester equations
\[ AX + X A_r^\top + BB_r^\top = 0, \] (8)
\[ A_r^\top Y + YA_r - C^\top C_r = 0, \] (9)
\[ A_r P + PA_r^\top + B B_r^\top = 0, \] (10)
\[ A_r^\top Q + QA_r + C C_r^\top = 0, \] (11)
respectively. Because (6) holds and $\|G\|_{H^2}$ is independent of $(A_r, B_r, C_r)$ of reduced system (4), the minimization of $\|G - G_r\|_{H^2}^2$ is equivalent to that of $f(A_r, B_r, C_r)$. Thus, $f(A_r, B_r, C_r)$ has been frequently used as the objective function in $H^2$ optimal model reduction problems [15], [16], [19].

**Remark 1:** We defined initial model (2) using the clustering method in Section II-B. To define initial model (2), we can use other methods, such as Kron reduction methods [13], [14].

**Remark 2:** Although the most difficult point of Problem 0 is to ensure the stability of $A_r$, this can be resolved using a Riemannian manifold constraint proposed in [16]. In fact, using the Riemannian manifold formulation with equality and inequality constraints, Misawa and Sato [15] proposed a RALM [17] for solving Problem 0. However, we need to carefully choose hyper parameters in the method to preserve the positivity and original interconnection structure. That is, for some applications, it may be difficult to obtain feasible solutions to Problem 0 using the method in [15].

### III. PROBLEM SETTING

#### A. Compact Subset of Stable and Metzler Matrices

As mentioned in Remark 2, the most difficult point to develop an algorithm for solving Problem 0 is to guarantee that $A_r \in \mathbb{R}^{r \times r}$ in (4) is stable and Metzler. To easily guarantee this, we construct a compact subset of stable and Metzler matrices of $\mathbb{R}^{r \times r}$ using the information of the initial matrix $A_r^{(0)}$ in (3) under the assumption that $A_r^{(0)}$ is irreducible in addition to the stable and Metzler properties.

The following lemma is based on a famous result of the Perron–Frobenius theory of nonnegative matrices, as shown in [20, Sec. 8.3].

**Lemma 1:** There exists an eigenvalue $\mu_1$ of $A_r^{(0)}$ such that $\mu_1$ is a real number and
\[ \text{Re}(\mu_2) \leq \cdots \leq \text{Re}(\mu_r) < \mu_1 < 0, \] (12)
where $\mu_2, \ldots, \mu_r \in \mathbb{C}$ are also the eigenvalues of $A_r^{(0)}$. Moreover, the right eigenvector $v_1$ and the left eigenvector $w_1$ corresponding to $\mu_1$ can be chosen to be positive vectors satisfying
\[ w_1^\top v_1 = 1. \] (13)

**Proof:** See Appendix 2.

Using Lemma 1, we obtain the following key theorem to formulate our problem.

**Theorem 1:** Let $\mu_1, \mu_r, v_1$, and $w_1$ be the same symbols with the statements in Lemma 1. That is, $\mu_1$ and $\mu_r$ are the eigenvalues of $A_r^{(0)}$ satisfying (12), $v_1$ and $w_1$ are the right and left positive eigenvectors, that satisfies (13), corresponding to $\mu_1$, respectively. For any positive real number $\epsilon$ satisfying $\mu_1 + \epsilon \leq 0$, define
\[ \bar{A}_r := A_r^{(0)} - (\mu_1 + \epsilon) v_1 w_1^\top. \] (14)

Then, for any positive real number $\gamma$ satisfying $-\gamma I_r \preceq \bar{A}_r^{(0)}$, each matrix in
\[ S_{A_r}(A_r^{(0)}, \epsilon, \gamma) := \{ A_r \in \mathbb{R}^{r \times r} \mid -\gamma I_r \preceq A_r \preceq \bar{A}_r \} \] (15)
is stable and Metzler, and $A_r^{(0)} \in S_{A_r}(A_r^{(0)}, \epsilon, \gamma)$. Moreover, the real parts of all the eigenvalues in any matrices in $S_{A_r}$ are less than or equal to $-\epsilon$.

**Proof:** See Appendix 3.

### B. Novel Reconstruction Problem

From the above discussions, we consider the following novel ASPN reconstruction problem, which is a nonconvex optimization problem with convex constraints.

**Problem 1:** Given $r < n, \epsilon > 0, \gamma > 0$, and $(A_r^{(0)}, B_r^{(0)}, C_r^{(0)})$ in (3),
\[ \min_{(A_r, B_r, C_r)} f(A_r, B_r, C_r) \]
subject to $A_r \in st(A_r^{(0)}) \cap S_{A_r}(A_r^{(0)}, \epsilon, \gamma)$, $B_r \in st(B_r^{(0)})$, $C_r \in st(C_r^{(0)})$.

Problem 1 is a more tractable problem than Problem 0, because the set $st(A_r^{(0)}) \cap S_{A_r}(A_r^{(0)}, \epsilon, \gamma)$ is a simple convex set unlike the manifold constraint with inequality constraints, which was formulated in [15], on $A_r$ in Problem 0.

Problem 1 is equivalent to the following unconstrained nonconvex optimization problem.

**Problem 1':** Given $r < n, \epsilon > 0, \gamma > 0$, and $(A_r^{(0)}, B_r^{(0)}, C_r^{(0)})$ in (3),
\[ \min_{(A_r, B_r, C_r)} h(A_r, B_r, C_r) \]

Here,
\[ h(A_r, B_r, C_r) := f(A_r, B_r, C_r) + g(A_r, B_r, C_r), \]
\[ g(A_r, B_r, C_r) := I_{st(A_r^{(0)}) \cap S_{A_r}(A_r^{(0)}, \epsilon, \gamma)}(A_r) \]
\[ + I_{st(B_r^{(0)})}(B_r) + I_{st(C_r^{(0)})}(C_r), \]
where $I_S$ denotes the indicator function of a set $S$. That is, for an arbitrary set $S$,
\[ I_S(X) := \begin{cases} 0 & \text{if } X \in S \\ +\infty & \text{if } X \not\in S. \end{cases} \] (16)

Note that $g(A_r, B_r, C_r)$ is convex in terms of $(A_r, B_r, C_r)$ unlike $f(A_r, B_r, C_r)$.

Because Problem 1' is a nonconvex optimization problem, we develop an algorithm for finding a stationary point to Problem 1' instead of a global minimizer. Here, a stationary point to Problem 1' is
\((A_r^0, B_r^0, C_r^0) \in \mathbb{R}^{r \times r} \times \mathbb{R}^{r \times m} \times \mathbb{R}^{p \times r}\) satisfying
\[
0 \in \partial h(A_r^0, B_r^0, C_r^0),
\]
where \(\partial h(A_r, B_r, C_r)\) denotes the limiting subdifferential of \(h\) at \((A_r, B_r, C_r)\). For the detailed explanation of the limiting subdifferential, see [21].

Remark 3: The feasible set of Problem 1 is included in that of Problem 0. However, a stationary point to Problem 1 may be better than Problem 0 in the sense of the \(H^2\) norm. This is because the objective function is nonconvex. That is, stationary points that we can obtain for Problems 0 and 1 are highly dependent on an initial point \((A_r^0, B_r^0, C_r^0)\). In Section VI, we demonstrate this fact.

IV. THEORETICAL ANALYSIS

To develop an efficient algorithm for Problem 1', we show that there exist positive \(L_{A_r}(B_r, C_r), L_{B_r}(A_r, C_r),\) and \(L_{C_r}(A_r, B_r)\), which are called the block Lipschitz constants [22], such that
\[
\begin{align*}
|\nabla f(A_r, B_r, C_r) - \nabla f(A_r', B_r', C_r')| &\leq L_{A_r}(B_r, C_r)|A_r - A_r'| + |B_r - B_r'| + |C_r - C_r'|, \\
|\nabla f(A_r, B_r, C_r) - \nabla f(A_r, B_r', C_r')| &\leq L_{B_r}(A_r, C_r)|B_r - B_r'| + |A_r - A_r'| + |C_r - C_r'|, \\
|\nabla f(A_r, B_r, C_r) - \nabla f(A_r, B_r, C_r')| &\leq L_{C_r}(A_r, B_r)|C_r - C_r'| + |A_r - A_r'| + |B_r - B_r'|,
\end{align*}
\]
where
\[
\begin{align*}
&L_{A_r}(B_r, C_r) = \max_{i = 1, 2} \max_{(A_i, B_i, C_i)}\max_{(A_i, B_i, C_i)}|\nabla f(A_r, B_r, C_r)|, \\
&L_{B_r}(A_r, C_r) = \max_{i = 1, 2} \max_{(A_i, B_i, C_i)}\max_{(A_i, B_i, C_i)}|\nabla f(A_r, B_r, C_r)|, \\
&L_{C_r}(A_r, B_r) = \max_{i = 1, 2} \max_{(A_i, B_i, C_i)}\max_{(A_i, B_i, C_i)}|\nabla f(A_r, B_r, C_r)|,
\end{align*}
\]
respectively, as shown in [24, Th. 3.3] and [25, Sec. III-B], where \(X, Y, P,\) and \(Q\) are the solutions to (8), (9), (10), and (11), respectively.

A. Proof of (19) and (20)

Using (22) and (23), the expressions of \(L_{B_r}(A_r, C_r)\) and \(L_{C_r}(A_r, B_r)\) can be easily derived as follows.

Theorem 2: If
\[
L_{B_r}(A_r, C_r) := \|Q\|_F, (24)
\]
then
\[
|\nabla f(A_r, B_r, C_r) - \nabla f(A_r', B_r', C_r')| \leq L_{B_r}(A_r, C_r)|B_r - B_r'| + |A_r - A_r'| + |C_r - C_r'|,
\]
where
\[
\begin{align*}
&L_{B_r}(A_r, C_r) = \max_{i = 1, 2} \max_{(A_i, B_i, C_i)}\max_{(A_i, B_i, C_i)}|\nabla f(A_r, B_r, C_r)|,
\end{align*}
\]
respectively.

Hence, if (24) holds, (19) is satisfied for any \((A_r, B_r, (C_r)_1), (A_r, B_r, (C_r)_2) \in S_{A_r}(A_r^0, \epsilon, \gamma) \times \mathbb{R}^{r \times m} \times \mathbb{R}^{p \times r}\).

Similarly, we can show that if (25) holds, (20) is satisfied for any \((A_r, B_r, (C_r)_1), (A_r, B_r, (C_r)_2) \in S_{A_r}(A_r^0, \epsilon, \gamma) \times \mathbb{R}^{r \times m} \times \mathbb{R}^{p \times r}\).

The matrices \(P\) and \(Q\) in (25) and (24) are the solutions to Lyapunov equations (10) and (11), respectively. That is, \(P\) is the controllability Gramian, which is a function of \(A_r\) and \(B_r\), of reduced system (4) and \(Q\) is the observability Gramian, which is a function of \(A_r\) and \(C_r\), of (4).

B. Proof of (18)

The function \(f(A_r, B_r, C_r)\) with respect to \(A_r\) is not convex even if \(B_r\) and \(C_r\) are fixed. Due to this fact, it is difficult to derive the concrete expression of \(L_{A_r}(B_r, C_r)\) unlike \(L_{B_r}(A_r, C_r)\) and \(L_{C_r}(A_r, B_r)\). However, we can obtain the following theorem using the compactness of the set \(S_{A_r}(A_r^0, \epsilon, \gamma)\) defined in Theorem 1.

Theorem 3: For any \(((A_r)_1, B_r, C_r), ((A_r)_2, B_r, C_r) \in S_{A_r}(A_r^0, \epsilon, \gamma) \times \mathbb{R}^{r \times m} \times \mathbb{R}^{p \times r}\), there exist positive constants \(c_1\) and \(c_2\) such that
\[
L_{A_r}(B_r, C_r) = (c_1 + c_2\|B_r\|_F\|C_r\|_F)\|B_r\|_F\|C_r\|_F
\]
(26)

satisfying (18).

Proof: It suffices to show that there exist positive constants \(c_1\) and \(c_2\) such that (26) satisfies
\[
\|\text{Hess}_{A_r}f(A_r, B_r, C_r)\xi\|_F \leq L_{A_r}(B_r, C_r)\|\xi\|_F
\]
(27)

where \(\text{Hess}_{A_r}f(A_r, B_r, C_r)\xi\) is defined as
\[
\nabla^2 f(A_r + \xi, B_r, C_r) - \nabla^2 f(A_r, B_r, C_r)
\]
\[
= \text{Hess}_{A_r}f(A_r, B_r, C_r)\xi + o(\|\xi\|_F).
\]

From (21), we obtain
\[
\text{Hess}_{A_r}f(A_r, B_r, C_r)\xi
\]
\[
= Q'P + QP' + Y'X + Y'X',
\]
(28)

where \(X', Y', P',\) and \(Q'\) are the derivatives of \(X, Y, P, Q\) in the direction of \(\xi\), respectively, in terms of \(A_r\). That is, it follows from (8), (9), (10), and (11) that \(X', Y', P',\) and \(Q'\) are the solutions to the Sylvester equations
\[
AX' + X'A_r^\dagger + X\xi^\dagger = 0,
\]
\[
A'Y' + Y'A_r + Y\xi = 0,
\]
\[
A'P' + P'A_r^\dagger + \xi P + P\xi = 0,
\]
\[
A'Q' + Q'A_r + \xi Q + Q\xi = 0,
\]
respectively. Because \(A\) is stable and \(A_r\) is also stable on the compact set \(S_{A_r}(A_r^0, \epsilon, \gamma)\), the integral formulas to the Sylvester equations guarantee that there exist positive constants \(c_X, c_Y, c_P, c_Q, c_{X'}, c_{Y'}, c_{P'},\) and \(c_Q\) such that
\[
\|X\|_F \leq c_X\|B_r\|_F, \quad \|Y\|_F \leq c_Y\|C_r\|_F,
\]
\[
\|P\|_F \leq c_P\|B_r\|_F, \quad \|Q\|_F \leq c_Q\|C_r\|_F,
\]
\[
\|X'\|_F \leq c_X\|X\|_F, \quad \|Y'\|_F \leq c_Y\|Y\|_F, \quad \|P'\|_F \leq c_P\|P\|_F, \quad \|Q'\|_F \leq c_Q\|Q\|_F.
\]

Because (28) implies
\[
\|\text{Hess}_{A_r}f(A_r, B_r, C_r)\xi\|_F
\]
\[
\leq \|P\|_F\|Q'\|_F + \|Q\|_F\|P'\|_F + \|X\|_F\|Y'\|_F + \|Y\|_F\|X'\|_F,
\]
we obtain (27), where $c_1 := c_{X'Y'} (c_{X'} + c_{Y'})$ and $c_2 := c_{PQCQ} (c_{P'} + c_{Q'})$. This completes the proof. \hfill $\square$

V. ALGORITHM FOR SOLVING PROBLEM 1

Based on Theorems 2 and 3, we propose Algorithm 1, which iteratively updates $A_r$, $B_r$, and $C_r$ using projected gradient methods. Algorithm 1 always generates a stable positive reduced network system (4), which is better than the initial model (2) in the sense of the $H^2$ norm. This is because the map \( \text{proj}_{st(A_r^0) \leq S_{A_r} (A_r^0, \epsilon, \gamma)} \) in \( \mathbb{R}^{r \times r} \) and the maps \( \text{proj}_{st(B_r^0)} \) and \( \text{proj}_{st(C_r)} \) are the projections onto the closed convex sets \( st(B_r^0) \) and \( st(C_r^0) \), respectively. That is, for \( i \neq j \),

\[
\left( \text{proj}_{st(A_r^0) \leq S_{A_r} (A_r^0, \epsilon, \gamma)} (A_r) \right)_{ij} = \begin{cases} 
0 & \text{if } (A_r)_{ij} \leq 0 \\
(A_r)_{ij} & \text{if } 0 < (A_r)_{ij} \leq (\bar{A}_r)_{ij} \\
(\bar{A}_r)_{ij} & \text{if } (A_r)_{ij} > (\bar{A}_r)_{ij},
\end{cases}
\]

and

\[
\left( \text{proj}_{st(A_r^0) \leq S_{A_r} (A_r^0, \epsilon, \gamma)} (A_r) \right)_{ii} = \begin{cases} 
-\gamma & \text{if } (A_r)_{ii} < -\gamma \\
(A_r)_{ii} & \text{if } -\gamma \leq (A_r)_{ii} \leq (\bar{A}_r)_{ii} \\
(\bar{A}_r)_{ii} & \text{if } (A_r)_{ii} > (\bar{A}_r)_{ii},
\end{cases}
\]

where \( \bar{A}_r \) is defined as (14) and

\[
\left( \bar{A}_r \right)_{ij} := \left( \text{proj}_{st(A_r^0) \leq S_{A_r} (A_r^0, \epsilon, \gamma)} (A_r) \right)_{ij} = \begin{cases} 
0 & \text{if } (i, j) \in Z(A_r^0) \\
(A_r)_{ij} & \text{otherwise.}
\end{cases}
\]

Moreover, for $M_r \in \{ B_r, C_r \}$,

\[
\left( \text{proj}_{st(M_r^0)} (M_r) \right)_{ij} = \begin{cases} 
0 & \text{if } (i, j) \in Z(M_r^0) \\
0 & \text{if } (M_r)_{ij} < 0 \\
(M_r)_{ij} & \text{if } (i, j) \not\in Z(M_r^0) \text{ and } (M_r)_{ij} \geq 0.
\end{cases}
\]

In Algorithm 1, to calculate the gradients of $f$ in terms of $A_r$, $B_r$, and $C_r$, we use the solutions $X$ and $Y$ to Sylvester equations (8) and (9). If the original matrix $A$ is sparse, we can use an efficient method whose computational complexity is considerably smaller than $O(n^3)$ for solving (8) and (9), as explained in [26, Sec. III] and [27, Sec. IV]. Note that even if $A$ is not sparse, we can solve (8) and (9) with the computational costs $O(n^3)$ using the Bartels–Stewart method proposed in [28].

The following convergence property of Algorithm 1 can be easily proved using Theorems 2 and 3, because Algorithm 1 is a special case of the proximal alternating linearized minimization proposed in [29]. That is, we can confirm that a slightly modified condition, which is needed to prove the convergence property, of [29, Assumption 2] holds.

**Theorem 4:** Suppose that \( \{(A_r^{(k)}, B_r^{(k)}, C_r^{(k)})\} \) is a bounded, controllable, and observable sequence generated by Algorithm 1, where we choose $c_1$ and $c_2$ such that the statement of Theorem 3 holds. Then, \( \{(A_r^{(k)}, B_r^{(k)}, C_r^{(k)})\} \) converges to a stationary point of Problem 1, that is, Problem 1.

**Remark 4:** In Algorithm 1, the step sizes for $A_r$, $B_r$, and $C_r$ updates can be defined using the Lipschitz constants derived in Section IV without a line-search. This is practically important, because the computational cost of the line search is high due to the need for calculating the solution to large-scale Sylvester equations (8) or (9).

VI. NUMERICAL EXPERIMENTS

In this section, we demonstrate the effectiveness of Algorithm 1 with comparisons to the reduction method based on the RALM proposed in [15]. In all numerical experiments, we used $c = 1.1$, $c_1 = c_2 = 1$, $\epsilon = 10^{-6}$, and $\gamma = 10^2$ in Algorithm 1.

To this end, we considered the 2-dimensional heat equation on $[0, T]^2$

\[
\frac{\partial u}{\partial t}(x, y, t) = \alpha \left( \frac{\partial^2 u}{\partial x^2}(x, y, t) + \frac{\partial^2 u}{\partial y^2}(x, y, t) \right),
\]

which has been used for the thermal analysis of a building brick [30] and a heated plate [31], where $\alpha$ is the thermal conductivity. We set $d = 10$ and $\alpha = 0.0241$. In addition, the Dirichlet boundary conditions were used to specify the actuators. The finite difference discretization on $[0, 2]^2$ of step size $h = d/(K + 1)$ resulted in system (1) with $n = K^2$, $m = p = 2$, and

\begin{equation}
A := \beta \begin{pmatrix}
A_1 & I \\
I & A_1 \\
& & \ddots & \ddots \\
& & & \ddots & \ddots \\
& & & & \ddots & \ddots \\
& & & & & \ddots & \ddots \\
& & & & & & \ddots & \ddots \\
& & & & & & & \ddots & \\
& & & & & & & & \\
-4 & 1 & & & & & & \\
1 & -4 & 1 & & & & & \\
& & & & 1 & -4 & 1 & \\
& & & & & 1 & -4 & 1
\end{pmatrix} \in \mathbb{R}^{K \times K},
\end{equation}

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
under the assumption that we can directly control and measure $x_1(t)$ and $x_4(t)$ in Fig. 1. The symmetric matrix $A$ is negative definite, because $A$ is a diagonally dominant matrix with negative diagonal elements [32]. Here, the above $I$ denotes the $K \times K$ identity matrix, and $\beta := a/h^2$.

Throughout all numerical experiments, we reduced ASPN (1) with (29) and (30) to initial reduced ASPN (2) with the reduced state dimension $r = 16$. The reduced ASPN has the interconnection structure, illustrated in Fig. 2. Here, each cluster denotes an aggregated state variable composed of $K^2/16$ original states.

Table I shows the comparison of computational time between Algorithm 1 and the RALM-based reduction method proposed in [15]. Here, the iteration numbers of both methods were 10. The blank column for the RALM-based reduction method means that the calculation was not finished in two days. The table indicates that even if the original state dimension $n$ is larger than $10^9$, Algorithm 1 can produce an ASPN with the interconnection structure in Fig. 2 in a practical time period. In contrast, we cannot expect that the RALM-based reduction method can produce a reduced system in a practical time when $n$ is larger than $1.6 \times 10^9$.

Fig. 3 denotes the convergence behaviors of Algorithm 1 and the RALM-based reduction method when $n = 10^4$. After 10 iterations, the proposed method for solving Problem 1 produced a better solution in terms of the $H^2$ norm compared with that of the RALM-based reduction method for solving Problem 0. That is, although the feasible solution set of Problem 1 is narrower than that of Problem 0, this may not be an issue when we use the same initial point in Problems 0 and 1 due to the high nonconvexity of Problem 0.

Moreover, the RALM-based reduction method did not exactly produce an ASPN unlike Algorithm 1. That is, the method could not preserve the interconnection structure unlike Algorithm 1. This means that the method generated an infeasible solution to Problem 0 at each iteration. The method may produce a feasible solution to Problem 0, if we set a sufficiently large iteration number or appropriately adjust hyperparameters. However, in this case, we cannot obtain a reduced model in a practical time, as can be seen in Table I.

### VII. Conclusion

We proposed a reconstruction method that preserves the stability, positivity, and original interconnection structure, for improving a reduced model generated using any reduction method by formulating a novel $H^2$ optimal model reduction problem with constraints. To formulate the problem, we derived the set whose element is stable and Metzler.

In the proposed method, we used three Lipschitz constants, which analytically derived in this article, of the gradients of our objective function to define the step sizes and guarantee the global convergence to a stationary point. Moreover, in the numerical experiments, the proposed algorithm could generate a reduced model even if the original system was large-scale.

The proposed method in this article for stable positive network systems (1) can be used to reduce semistable positive network systems. In fact, because the output to semi-stable positive system (1) with $x(0) = 0$ and $u(t) = \bar{u}(t)e^{-\alpha(t-t_0)}$ is given by $y(t) = C \int_0^t \exp(A - \alpha L_0)(t - \tau) B \bar{u} d\tau$. Thus, instead of (5), for any $\alpha > 0$, we obtain

$$\sup_{t \geq 0} \|y(t) - y_r(t)\|_{l^2} \leq \|\hat{G} - \hat{G}_r\|_{H^2}$$

under $\|\bar{u}\|_{L^2} \leq 1$, where $\hat{G}$ is the transfer function of

$$\begin{cases} \dot{x}(t) = (A - \alpha L_0)x(t) + B \bar{u}(t) \\ y(t) = C x(t) \end{cases} \quad (31)$$

and $\hat{G}_r$ is the transfer function of system (4) with input $\bar{u}$. Even if positive system (1) is semistable, the modified positive system (31) is stable for any $\alpha > 0$. Thus, by using Algorithm 1 to (31) with sufficiently small $\alpha > 0$, we can obtain reduced stable positive system (4) with input $\bar{u}$. To obtain a reduced semistable positive system, the eigenvalue of $A_r$ should be shifted such that the largest eigenvalue of the modified $A_r$ is 0. Note that the shift can be performed, because Proposition 2 in Appendix 1) holds.

However, for a Laplacian dynamical system, which is a special class of semistable positive systems [9], [10], [33], the above method cannot preserve the Laplacian dynamical structure, that is, the linear constraint

---

**TABLE I**

| n     | $10^4$       | $1.6 \times 10^9$ | $10^8$   |
|-------|--------------|--------------------|----------|
| Algorithm 1 | $1.06 \times 10^4$ | $2.52 \times 10^2$ | $1.85 \times 10^5$ |
| RALM [15]   | $1.59 \times 10^5$ | $3.66 \times 10^8$ |          |

---

**Fig. 1.** Discretization of $[0, d]^2$.

**Fig. 2.** Interconnection structure of reduced systems.

**Fig. 3.** Comparison between Algorithm 1 and the RALM-based reduction method when $n = 10^4$. 
of elements of a matrix. Thus, to reduce a large-scale Laplacian dynamical system to a small-scale Laplacian dynamical system, we need to modify our problem with the linear constraint. In this case, we have to consider an adequate algorithm for the modified problem. This is an interesting direction of future studies.

APPENDIX

Proofs of Lemma 1 and Theorem 1

1) Summaries of Perron–Frobenius Theory: To prove Lemma 1 and Theorem 1, we briefly summarize the Perron–Frobenius theory.

Let \( A \in \mathbb{R}^{n \times n} \). The spectral radius \( \rho(A) \) of \( A \) is defined as \( \rho(A) := \max \{ |\lambda| : \lambda \in \sigma(A) \} \), where \( \sigma(A) \) denotes the set of all eigenvalues of \( A \).

As shown in [34, Corollary 8.1.19], the following proposition holds.

**Proposition 1:** Suppose that \( A, B \in \mathbb{R}^{n \times n} \) are nonnegative. If \( A \preceq B \), then \( \rho(A) \leq \rho(B) \) holds.

As shown in [20, Ch. 8], the following proposition holds for general nonnegative matrices.

**Proposition 2:** If \( A \in \mathbb{R}^{n \times n} \) is nonnegative, \( \rho(A) \) is an eigenvalue of \( A \).

Note that the spectral radius of any real matrix is not always an eigenvalue of the matrix. A nonnegative matrix \( A \in \mathbb{R}^{n \times n} \) is termed irreducible if the graph corresponding to \( A \) is strongly connected.

The following proposition is a part of Perron–Frobenius theory, as shown in [20, Ch. 8].

**Proposition 3:** Suppose that \( A \in \mathbb{R}^{n \times n} \) is a nonnegative irreducible matrix. The following statements hold.

1) The spectral radius \( \rho(A) \) of \( A \) is positive and is an algebraically simple eigenvalue of \( A \).
2) There are the unique positive vectors \( x, y \in \mathbb{R}^n \) such that

\[
Ax = \rho(A)x, \quad y^T A = \rho(A) y, \quad y^T x = 1.
\]

3) There are nonnegative right and left eigenvectors for \( A \) except for positive multiples of \( x \) and \( y \) in (32).

2) Proof of Lemma 1: There exists \( \alpha > 0 \) such that \( A^{(0)} + \alpha I_r \) is nonnegative and irreducible, because we have assumed that \( A^{(0)} \) is Metzler and irreducible. Thus, 1) of Proposition 3 in Appendix 1) implies that the spectral radius \( \rho(A) \) of \( A^{(0)} + \alpha I_r \) is an algebraically simple eigenvalue of \( A^{(0)} + \alpha I_r \). Thus, \( \mu_1 := \rho - \alpha \) is a real number and (12) holds. Here, \( \mu_1 < 0 \) follows from the assumption that \( A^{(0)} \) is stable. Moreover, 2) of Proposition 3 implies that the right eigenvector \( v_1 \) and left eigenvector \( w_1 \) corresponding to \( \mu_1 \) of \( A^{(0)} \) are positive vectors, and (13) holds. \( \square \)

3) Proof of Theorem 1: By the definition of \( S_{A_r}(A^{(0)}, \epsilon, \gamma) \), each matrix in \( S_{A_r}(A^{(0)}, \epsilon, \gamma) \) is a Metzler matrix. The statement \( A^{(0)} \in S_{A_r}(A^{(0)}, \epsilon, \gamma) \) is also obvious. In fact, it follows from the non-negativity of \( v_1 w_1^T \) and \( \mu_1 + \epsilon \leq 0 \) that \( A^{(0)} \preceq A_r \) and \( -\gamma I_r \leq A^{(0)} \) holds by the assumption of \( -\gamma I_n \preceq A^{(0)} \).

To show that each matrix in \( S_{A_r}(A^{(0)}, \epsilon, \gamma) \) is stable, we note that Proposition 1 in Appendix 1) yields

\[
\rho(A_1) \leq \rho(A_2)
\]

for any \( A_r \in S_{A_r}(A^{(0)}, \epsilon, \gamma) \), where \( A_1 := A_r + \gamma I_r \) and \( A_2 := A_r + \gamma I_n \). From Proposition 2 in Appendix 1), \( \rho(A_1) \) is an eigenvalue of \( A_1 \). Thus,

\[
\mu := \rho(A_1) - \gamma
\]

is an eigenvalue with the largest real part of \( A_1 \). It follows from (33) and (34) that

\[
\mu \leq \rho(A_2) - \gamma.
\]

Moreover,

\[
\rho(A_2) = -\epsilon + \gamma.
\]

This follows from

\[
A_2 v_1 = (-\epsilon + \gamma) v_1,
\]

where we used the definitions of \( A_2, A_r, \) and (12). In fact, from (37) and \( v_1 > 0, 2 \) and 3) in Proposition 3 in Appendix 1) imply (36). Thus, by combining (35) and (36), we obtain \( \mu \leq -\epsilon \). This means that real parts of all the eigenvalues of any \( A_r \in S_{A_r}(A^{(0)}, \epsilon, \gamma) \) are less than or equal to \( -\epsilon \leq 0 \), and thus any \( A_r \in S_{A_r}(A^{(0)}, \epsilon, \gamma) \) is stable. This completes the proof. \( \square \)
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