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Abstract

Motivated by a spectral analysis of the generator of completely positive trace-preserving semigroup, we analyze a real functional

$$A, B \in M_n(\mathbb{C}) \rightarrow r(A, B) = \frac{1}{2} \left( \langle [B, A], BA \rangle + \langle [B, A^*], BA^* \rangle \right) \in \mathbb{R}$$

where $\langle A, B \rangle := \text{tr}(A^*B)$ is the Hilbert-Schmidt inner product, and $[A, B] := AB - BA$ is the commutator. In particular we discuss the upper and lower bounds of the form $c_- \|A\|^2 \|B\|^2 \leq r(A, B) \leq c_+ \|A\|^2 \|B\|^2$ where $\|A\|$ is the Frobenius norm. We prove that the optimal upper and lower bounds are given by $c_\pm = \frac{1 \pm \sqrt{2}}{2}$. If $A$ is restricted to be traceless, the bounds are further improved to be $c_\pm = \frac{1 \pm \sqrt{2(1 - \frac{1}{n})}}{2}$. Interestingly, these upper bounds, especially the latter one, provide new constraints on relaxation rates for the quantum dynamical semigroup tighter than previously known constraints in the literature. A relation with Böttcher-Wenzel inequality is also discussed.
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1. Introduction

Motivated by a problem in the field of open quantum systems, we introduce the following real-valued functional:

\[ r(A, B) = \frac{1}{2} \left( \langle [B, A], BA \rangle + \langle [B, A^*], BA^* \rangle \right) \]  

(1)

for any complex square matrices \( A, B \in M_n(\mathbb{C}) \). Here, \( A^* \) is the Hermitian conjugation of \( A \), \( \langle A, B \rangle := \text{tr}(A^* B) \) is the Hilbert-Schmidt inner product\(^1\), and \( [A, B] := AB - BA \) denotes the commutator. One of the goals of this paper is to investigate the bounds of the form

\[ c_-(n) \| A \|^2 \| B \|^2 \leq r(A, B) \leq c_+(n) \| A \|^2 \| B \|^2 \]  

(2)

where \( c_\pm(n) \) are real constants (possibly dependent on the matrix size \( n \)) and the matrix norm is the Frobenius norm \( \| A \| := \sqrt{\text{tr}(A^* A)} \). We will see (in Sec. 3) that these bounds problem is related to Böttcher-Wenzel inequality \(^1\) on the norm of commutator.

The origin of the function \(^1\) lies in the field of open quantum system \(^2, 3, 4, 5, 6\): For a Markovian open quantum dynamics, a time evolution of quantum state is described by quantum dynamical semigroup, i.e., a semigroup of completely positive trace-preserving maps \(^4\). Due to the seminal results \(^7, 8\), any such generator has the following Gorini-Kossakowski-Lindblad-Sudarshan (GKLS) form

\[ \mathcal{L}(\rho) = -i[H, \rho] + \sum_k \left( L_k \rho L_k^* - \frac{1}{2} \{ L_k^* L_k, \rho \} \right) , \]  

(3)

where \( H = H^* \) is interpreted as an effective Hamiltonian, and \( L_k \)'s are the so called jump (or noise) operators. One of the important physical quantities is a relaxation rate which determines the time scale of the exponential decaying \(^4\). For \( n \)-level quantum system, there are generally \( n^2 - 1 \) relaxation rates, which

\(^1\)Note that, we are following the convention in quantum physics that the inner product is linear in the second argument (and anti-linear in the first argument).
are defined by
\[ \Gamma_\alpha := -\text{Re} \lambda_\alpha, \quad (\alpha = 1, \ldots, n^2 - 1), \tag{4} \]
where \( \lambda_\alpha \) are eigenvalues of generator \( \mathcal{L} \) except for \( \lambda_{n^2} = 0 \). (Note that there is always one zero eigenvalue due to the trace preserving property of \( \mathcal{L} \).) By using (1) and GKLS form (3), we observe (in Sec. 5) that any relaxation rate is expressed as
\[ \Gamma_\alpha = \sum_k r(u_\alpha, L_k), \tag{5} \]
where \( u_\alpha \) is the unit eigenmatrix of \( \mathcal{L} \) belonging to \( \lambda_\alpha \), i.e., \( \mathcal{L}(u_\alpha) = \lambda_\alpha u_\alpha (\|u_\alpha\| = 1) \). With this in mind, we shall call function (1) a \( r \)-function, where “\( r \)” stands for a relaxation. Moreover, it is easy to see that the upper bound in (2) gives the following constraints for relaxation rates (see Sec. 5 for details):
\[ \Gamma_\alpha \leq \frac{c_+ (n)}{n} \sum_{\beta=1}^{n^2-1} \Gamma_\beta \quad (\forall \alpha = 1, \ldots, n^2 - 1). \tag{6} \]
This is universally satisfied for any quantum dynamical semigroup reflecting the condition of complete positivity. Therefore, we have a significant motivation to investigate function (1), especially its upper bound, in open quantum physics.

In this paper, we show that the best constants for (2) (i.e., the minimum of \( c_+ (n) \) and the maximum of \( c_- (n) \)) are \( c_\pm (n) = \frac{1 \pm \sqrt{2}}{2} \) independent of the matrix size \( n \). Namely, we have

**Theorem 1.** For any complex matrices \( A, B \in M_n(\mathbb{C}) \),
\[ \frac{1 - \sqrt{2}}{2} \|A\|^2 \|B\|^2 \leq r(A, B) \leq \frac{1 + \sqrt{2}}{2} \|A\|^2 \|B\|^2. \tag{7} \]
Both lower and upper bounds are sharp, i.e., there are matrices \( A \) and \( B \) that can attain the bounds.

Furthermore, if we restrict the matrix \( A \) to be traceless, then the best constants are further tightened to be \( c_\pm (n) = \frac{1 \pm \sqrt{2(1 - \frac{1}{n})}}{2} \):

**Theorem 2.** For any complex matrices \( A, B \in M_n(\mathbb{C}) \) with \( \text{tr} A = 0 \),
\[ \frac{1 - \sqrt{2(1 - \frac{1}{n})}}{2} \|A\|^2 \|B\|^2 \leq r(A, B) \leq \frac{1 + \sqrt{2(1 - \frac{1}{n})}}{2} \|A\|^2 \|B\|^2. \tag{8} \]
Both lower and upper bounds are sharp. In particular, for \( n = 2 \), the inequalities read
\[
0 \leq r(A, B) \leq \|A\|^2 \|B\|^2.
\]
(9)

Note that the best constants \( 1 \pm \frac{\sqrt{2}}{2} (1 - \frac{1}{n}) \) in (8) with the traceless restriction are strictly tighter than the best constants \( 1 \pm \frac{\sqrt{2}}{2} \) in (7) and converges to the general bounds as \( n \to \infty \). We emphasize that both upper bounds in (7) and (8) give tighter constraints than any of the previously known constraints \([10, 11]\) (Theorem 3).

The rest of the paper is organized as follows. In Sec. 2, we investigate general properties of \( r \)-function. In Sec. 3, we discuss a relation between our problem and Böttcher-Wenzel inequality on the norm of commutator. In Sec. 4, we prove main results on the sharp bounds of \( r \)-function. In Sec. 5 an application to quantum dynamical semigroup is explained. Sec. 6 is devoted to conclusion and discussion.

2. Properties of \( r \)-function

In this section, we investigate some of general properties of \( r \)-function \([11]\). We first observe that there are several equivalent expressions:

\[
r(A, B) = \frac{1}{2} \text{tr}(A^* AB^* B + AA^* B^* B - A^* BAB^* - BA^* B^* A),
\]
(10)

\[
= \frac{1}{2} \text{tr}(\{A, A^*\} B^* B) - \text{Re} \text{tr}(A^* BAB^*),
\]
(11)

\[
= \frac{1}{2} \left( (||[A, B]||^2 + \text{tr} A^* A [B^*, B]) \right),
\]
(12)

\[
= \frac{1}{2} \left( (||[A^*, B^*]||^2 + \text{tr}(A^* [A^*, B^*]) \right),
\]
(13)

\[
= \frac{1}{2} \left( (||[A^*, B]||^2 + \text{tr}(A^* [B^*, B]) \right),
\]
(14)

\[
= \frac{1}{2} \left( (||[A, B]||^2 + ||A^* [B, B]||^2 + \text{tr}(\{A, A^*\} [B^*, B]) \right),
\]
(15)

\[
= \frac{1}{4} \left( (||[A, B]||^2 + ||A^* B|^2 + \text{tr}(\{A, A^*\} [B^*, B]) \right),
\]
(16)

where \( \{A, B\} := AB + BA \) denotes the anti-commutator. Indeed, it is straightforward to see that expansions of (11) and (13) - (16) all reduce to (10) by
noting the cyclic property of trace. The fact that $r$-function is a real valued is easily seen from these expressions. Note that $r$-function is asymmetric between $A$ and $B$ in general; for instance, with $A = \begin{pmatrix} 0 & 1 \\ 1 & 1 \end{pmatrix}$ and $B = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}$, $r(A, B) = 1$ and $r(B, A) = \frac{3}{2}$. It is not bilinear but satisfies
\[ r(\alpha A, \beta B) = |\alpha|^2 |\beta|^2 r(A, B) \quad (\alpha, \beta \in \mathbb{C}). \tag{17} \]

Note also the unitary invariance:
\[ r(UAU^*, UBU^*) = r(A, B) \tag{18} \]
for any unitary matrix $U$. For Cartesian decomposition for $A = A_R + iA_I$, where $A_R = \frac{A + A^*}{2}$ and $A_I = \frac{A - A^*}{2i}$ are self-adjoint real and imaginary parts of $A$, a direct computation shows
\[ r(A, B) = r(A_R, B) + r(A_I, B). \tag{19} \]

Late on, we will see this property plays an important role in showing upper and lower bounds for general matrices, not necessarily for self-adjoint matrices.

If $A = B$, $r$-function is shown to be (by using (12) or (13))
\[ r(A, A) = \frac{1}{2} tr(A^* A[A^*, A]). \tag{20} \]

For the sake of practice, we shall start from the lower and upper bounds for this case. Since the eigenvalues of $A^* A$ and $AA^*$ are the same, we have $\|A^* A\| = \|AA^*\|$. By using Schwarz inequality,
\[ r(A, A) = \frac{1}{2} tr(A^* AA^* A - A^* AAA^*) = \frac{1}{2} \|A^* A\|^2 - \frac{1}{2} (A^* A, AA^*) \geq \frac{1}{2} \|A^* A\|^2 - \frac{1}{2} \|A^* A\| \|AA^*\| = 0. \]

This lower bound is sharp since the equality is always attainable by any normal matrix $A$. Using the similar idea, one obtains the following upper bound:
\[ r(A, A) \leq \frac{1}{2} \|A^* A\|^2 + \frac{1}{2} |(A^* A, AA^*)| \leq \frac{1}{2} \|A^* A\|^2 + \frac{1}{2} \|A^* A\| \|AA^*\| \leq \|A\|^2. \]

Here, we have used the triangle inequality, Schwarz inequality, the norm inequality $\|AB\| \leq \|A\| \|B\|$ (which holds for any unitary invariant norm [18]).
and $\|A^*\| = \|A\|$. However, this is not the tight bound and can be further sharpened as follows. In what follows, we use the Dirac notation \[12\] for vector $|\psi\rangle \in \mathbb{C}^n$. In particular, let $|\psi\rangle\langle\phi|$ denote the linear operator on $\mathbb{C}^n$ defined by $|\psi\rangle\langle\phi| |\xi\rangle := \langle\phi|\xi\rangle |\psi\rangle$ where $\langle\phi|\xi\rangle$ is the inner product between $|\phi\rangle$ and $|\xi\rangle$.

With this notation, the singular value decomposition of $A$ with its singular values $a_i \geq 0$ can be written as $A = \sum_{i=1}^n a_i |b_i\rangle \langle \beta_i|$ with orthonormal bases $\{|b_i\rangle\}_{i=1}^n$, $\{|\beta_i\rangle\}_{i=1}^n$ of $\mathbb{C}^n$. Then, a direct computation of (20) shows

$$r(A, A) = \frac{1}{2} \left( \sum_{i=1}^n a_i^4 - \sum_{i,j=1}^n a_i^2 a_j^2 |\langle b_i|\beta_j\rangle|^2 \right). \quad (21)$$

Since $\|A\|^4 = (\sum a_i^2)^2 = \sum a_i^4 + \sum_{i \neq j} a_i^2 a_j^2$, we have

$$\frac{1}{2} \|A\|^4 - r(A, A) = \frac{1}{2} \left( \sum_{i \neq j} a_i^2 a_j^2 + \sum_{i,j=1}^n a_i^2 a_j^2 |\langle b_i|\beta_j\rangle|^2 \right) \geq 0.$$ 

The equality is achieved by a rank 1 operator $A = a |b\rangle \langle \beta|$ with orthogonal $|b\rangle$ and $|\beta\rangle$. Hence, we have obtained:

**Proposition 1.** For any $A \in M_n(\mathbb{C})$,

$$0 \leq r(A, A) \leq \frac{1}{2} \|A\|^4. \quad (22)$$

*Both lower and upper bounds are sharp.*

### 3. $r$-function vs. Böttcher–Wenzel inequality

Interestingly, our problem is closely related to Böttcher–Wenzel inequality:

$$\| [A, B] \|^2 \leq 2 \|A\|^2 \|B\|^2, \quad (23)$$

where the bound is sharp. This inequality was firstly conjectured by Böttcher and Wenzel in \[13\] giving a proof for real $2 \times 2$ matrices and also normal matrices. Then, it was proved by Vong and Jin \[14\], by Lu \[15\], and subsequently by Böttcher and Wenzel themselves for general complex matrices \[1\]. A simple and conceptually sound proof was given by Audenaert using a variance bound \[16\]. For the equality condition, see \[1\] and \[17\].
In regard to our problem, if we restrict the matrix $B$ to be normal, $r$-function reduces to be the norm of commutator:

$$ r(A, B) = \frac{1}{2} \|[A, B]\|^2, \quad (24) $$

which is easily observed from the expression $12$. Since the equality in $23$ can be attained by a normal matrix $B$ (see Proposition 4.6 in $1$), the best bound in $24$ with the restriction of $B$ being normal is $1$. Therefore, one observes the following restricted inequality:

$$ r(A, B) \leq \|A\|^2 \|B\|^2 \quad (25) $$

which is satisfied for any complex matrix $A$ and for any normal matrix $B$. Notice that the situation is completely asymmetric between $A$ and $B$. Indeed, in the next section, we will see (Proposition 3) that the restriction for $A$ being normal (and even self-adjoint) does not change the general sharp bound $17$.

Furthermore, Böttcher–Wenzel inequality $23$ gives a non-trivial upper bound for our problem $2$:

**Proposition 2.** For any matrices $A, B \in M_n(\mathbb{C})$,

$$ r(A, B) \leq \sqrt{2} \|A\|^2 \|B\|^2. $$

[Proof] : Applying the triangle inequality, Schwarz inequality, the norm inequality $\|AB\| \leq \|A\| \|B\|$, $\|A^*\| = \|A\|$, and finally commutator inequality $23$ to $r$-function in the form $11$, we have

$$ r(A, B) \leq \frac{1}{2} (\|[[B, A], BA]\| + \|[[B, A^*], BA^*]\|)
\leq \frac{1}{2} (\|[B, A]\| \|BA\| + \|[B, A^*]\| \|BA^*\|) \leq \sqrt{2} \|A\|^2 \|B\|^2. $$

Notice that if we apply this result to $16$, we recover the following universal constraints for relaxation rates:

$$ \Gamma_\alpha \leq \frac{\sqrt{\pi}}{n} \sum_{\beta=1}^{n^2-1} \Gamma_\beta \quad (\forall \alpha = 1, \ldots, n^2 - 1). \quad (26) $$
This bound was observed in [10] by one of the authors (G.K.) essentially using the same reasoning here. However, as we will see in the next section, the upper bounds are sharpened, and hence giving tighter constraints for relaxation rates.

4. Sharp bounds for $r$-function

In this section, we prove Theorem 1 and Theorem 2. The strategy of the proofs is as follows. We first show the bounds of $r(A, B)$ for the case where $A$ is self-adjoint. Then, the decomposition (19) gives the general bounds for general matrices. (In Appendix A, we give direct proofs for the case $n = 2$.)

Proposition 3. For any complex matrices $A, B \in M_n(\mathbb{C})$ with $A = A^*$,

$$1 - \frac{\sqrt{2}}{2}||A||^2||B||^2 \leq r(A, B) \leq 1 + \frac{\sqrt{2}}{2}||A||^2||B||^2,$$

(27)

where both bounds are sharp.

[Proof] By the unitary invariance of $r$-function, note that the restriction for $A$ to be self-adjoint is equivalent to the restriction to be real diagonal. Let $A = \text{diag}[a_1, a_2, \ldots, a_n]$ be any diagonal matrix with real elements $a_i \in \mathbb{R}$ and let $B = (b_{ij})_{i,j=1}^n$ be any complex matrix. A direct computation shows

$$r(A, B) = \sum_{i \neq j=1}^n |b_{ji}|^2 (a_i^2 - a_i a_j).$$

(28)

Notice that the constants $c_\pm := \frac{1 \pm \sqrt{2}}{2}$ appeared in (27) are solutions of the quadratic equation $4c(c - 1) = 1$. Using this, we have

$$c_+ ||A||^2||B||^2 - r(A, B)$$

$$= c_+ (\sum_k a_k^2) (\sum_{i,j=1}^n |b_{ji}|^2) - \sum_{i \neq j=1}^n |b_{ji}|^2 (a_i - a_i a_j)$$

$$\geq \sum_{i \neq j=1}^n |b_{ji}|^2 ((c_+ - 1)a_i^2 + c_+ a_i^2 + a_i a_j)$$

$$= \sum_{i \neq j=1}^n |b_{ji}|^2 \left( \sqrt{(c_+ - 1)} a_i + \sqrt{c_+} a_j \right)^2 \geq 0,$$
where the last completing the square follows from $2\sqrt{c_+\sqrt{c_+ - 1}} = 1$. This shows the upper bound in (27). Note that the equality is attained by matrices $A$ and $B$ with e.g., $a_1 = 1, a_2 = -\sqrt{\frac{c_+}{(c_+ - 1)}} = -2c_+$ and $b_{12} = 1$ where all other elements are zero. (Here, $B$ should be chosen to be non-normal since for normal $B$ tighter inequality (25) is satisfied.)

Similarly, but noting that $c_- < 0$, we have

$$r(A, B) - c_- \|A\|^2 \|B\|^2$$

$$= \sum_{i \neq j = 1}^{n} |b_{ji}|^2 (a_i^2 - a_i a_j) + (-c_-)(\sum_k a_k^2)(\sum_{i,j = 1}^{n} |b_{ji}|^2)$$

$$\geq \sum_{i \neq j = 1}^{n} |b_{ji}|^2 ((1 - c_-)a_i^2 + (-c_-)a_j^2 - a_i a_j)$$

$$= \sum_{i \neq j = 1}^{n} |b_{ji}|^2 \left(\sqrt{(1 - c_-)}a_i - \sqrt{-c_-} a_j \right)^2 \geq 0,$$

where the last equality follows from $2\sqrt{-c_-} \sqrt{1 - c_-} = 1$. Thus, the lower bound in (27) is shown. The equality is attained by matrices $A$ and $B$ with e.g., $a_1 = 1, a_2 = \sqrt{\frac{-c_-}{(1 - c_-)}} = -2c_-$ and $b_{12} = 1$ where all other elements are zero.

Now we are ready to prove Theorem 1.

[Proof of Theorem 1] Just use decomposition (19) for the Cartesian decomposition $A = A_R + iA_I$: $r(A, B) = r(A_R, B) + r(A_I, B)$. Noting that $\|A\|^2 = \|A_R\|^2 + \|A_I\|^2$, the application of Proposition 4 for the self-adjoint $A_R$ and $A_I$ shows that the same bounds (27) follow for any $A$ and $B$. Moreover, the equalities are attained by choosing $A_R$ and $A_I$ to attain the bounds of (27).

The proof for Theorem 2 goes similarly.

**Proposition 4.** For any complex matrices $A, B \in M_n(\mathbb{C})$ with $\text{tr} A = 0$ and $A^* = A$,

$$\frac{1 - \sqrt{2(1 - \frac{1}{n})}}{2} \|A\|^2 \|B\|^2 \leq r(A, B) \leq \frac{1 + \sqrt{2(1 - \frac{1}{n})}}{2} \|A\|^2 \|B\|^2,$$

where both bounds are sharp.
[Proof] As before, it is enough to prove for any real diagonal matrix $A = \text{diag}[a_1, a_2, \ldots, a_n]$ ($a_i \in \mathbb{R}$), but this time with the traceless condition $\sum_k a_k = 0$, and for arbitrary $B = (b_{ij})_{i,j=1}^n$.

The case $n = 2$ is straightforward: Letting $A = \text{diag}[a, -a]$ with $a \in \mathbb{R}$, one finds $r(A, B) = 2a^2(|b_{12}|^2 + |b_{21}|^2)$. This immediately shows the bounds (29) and the bounds are sharp. Let $n \geq 3$. Note that constants $c'_+ := \frac{1+\sqrt{2(1-\frac{1}{n})}}{2}$ appeared in (29) are the solutions of the quadratic equation $4(c' + \frac{c'_+}{n-2} - 1)(c' + \frac{c'_+}{n-2}) = (1 + \frac{2c'_+}{n-2})^2$. Using general expression (28), one has

$$c'_+ ||A||^2 ||B||^2 - r(A, B)$$

$$= c'_+ \left( \sum_k a_k^2 \right) \left( \sum_{i,j=1}^n |b_{ji}|^2 \right) - \sum_{i,j=1}^n |b_{ji}|^2 (a_i^2 - a_i a_j)$$

$$\geq \sum_{i,j=1}^n |b_{ji}|^2 \left( (c'_+ - 1) a_i^2 + c'_+ a_i^2 + a_i a_j + c'_+ \sum_{k \neq i,j} a_k^2 \right).$$

Applying Schwartz inequality $(n-2) \sum_{k \neq i,j} a_k^2 \geq |\sum_{k \neq i,j} a_k^2|$ and the traceless condition $\sum_{k \neq i,j} a_k = -(a_i + a_j)$, the last term can be further lower bounded by

$$\sum_{i,j=1}^n |b_{ji}|^2 \left( (c'_+ + \frac{c'_+}{n-2} - 1) a_i^2 + (c'_+ + \frac{c'_+}{n-2}) a_i^2 + (1 + \frac{2c'_+}{n-2}) a_i a_j \right)$$

$$= \sum_{i,j=1}^n |b_{ji}|^2 \left( \sqrt{c'_+ + \frac{c'_+}{n-2} - 1} a_i + \sqrt{c'_+ + \frac{c'_+}{n-2} a_j} \right)^2 \geq 0.$$

The last completing the square is due to the fact that $c'_+ = \frac{1+\sqrt{2(1-\frac{1}{n})}}{2}$ is the solution of $2 \sqrt{c'_+ + \frac{c'_+}{n-2} - 1} \sqrt{c'_+ + \frac{c'_+}{n-2}} = 1 + \frac{2c'_+}{n-2}$.

The equality is also attained by a real diagonal matrix $A$ and $B$ with e.g.,

$$a_1 = \sqrt{c'_+ + \frac{c'_+}{n-2}}, a_2 = -\sqrt{c'_+ + \frac{c'_+}{n-2} - 1}, a_k = \frac{1}{n-2} \left( \sqrt{c'_+ + \frac{c'_+}{n-2} - 1} - \sqrt{c'_+ + \frac{c'_+}{n-2}} \right)$$

$(3 \leq k \leq n)$ and $b_{21} = 1$ where all other elements are zero.

The lower bound is shown similarly. Note that $c'_- \leq 0$. Applying Schwartz inequality $(n-2) \sum_{k \neq i,j} a_k^2 \geq |\sum_{k \neq i,j} a_k^2|$ and the traceless condition $\sum_{k \neq i,j} a_k =
\[-(a_i + a_j), \] we obtain

\[
  r(A, B) - c'_- \|A\|^2 \|B\|^2
  = -c'_- \left( \sum_{k} a_k^2 \right) \left( \sum_{i,j=1}^{n} |b_{ji}|^2 \right) + \sum_{i \neq j=1}^{n} |b_{ji}|^2 (a_i^2 - a_i a_j)
  \geq \sum_{i \neq j=1}^{n} |b_{ji}|^2 \left( (1 - c'_-) a_i^2 - c'_- a_j^2 - a_i a_j - c'_- \sum_{k \neq i,j} a_k^2 \right)
  \geq \sum_{i \neq j=1}^{n} |b_{ji}|^2 \left( (1 - \frac{c'_-}{n-2}) a_i^2 + (\frac{c'_-}{n-2}) a_j^2 - (1 + \frac{2c'_-}{n-2}) a_i a_j \right)
  = \sum_{i \neq j=1}^{n} |b_{ji}|^2 \left( \sqrt{1 - c'_- - \frac{c'_-}{n-2}} a_i - \sqrt{-c'_- - \frac{c'_-}{n-2}} a_j \right)^2 \geq 0.
\]

The last completing the square follows from \(2 \sqrt{1 - c'_- - \frac{c'_-}{n-2}} \sqrt{-c'_- - \frac{c'_-}{n-2}} = 1 + \frac{2c'_-}{n-2}\). The equality is attained by a real diagonal matrix \(A\) and \(B\) with e.g., \(a_1 = \sqrt{-c'_- - \frac{c'_-}{n-2}}, \ a_2 = \sqrt{1 - c'_- - \frac{c'_-}{n-2}}, \ a_k = \frac{1}{n-2} \left( -\sqrt{1 - c'_- - \frac{c'_-}{n-2}} - \sqrt{-c'_- - \frac{c'_-}{n-2}} \right) (3 \leq k \leq n)\) and \(b_{21} = 1\) where all other elements are zero.

[Proof of Theorem 2] Similar to the proof of Theorem 1, this follows from Proposition 4 and the decomposition (19) just by noting that both the real and imaginary parts are also traceless for a traceless matrix \(A\). The sharpness of the bounds also follows similarly.

5. Application to quantum dynamical semigroup

Note that the trivial condition that any relaxation rate \(\Gamma\) is positive can be guaranteed by the positive preserving property of the dynamical map. However, it is known that the condition of complete positivity imposes a strong constraint on the relaxation rates \([7, 9, 10, 11]\): Simply put, any relaxation rate cannot be too large compared to other relaxation rates. This is quantitatively described by the following constraint:

\[
  \Gamma_{\alpha} \leq r(n) \sum_{\beta=1}^{n^2-1} \Gamma_{\beta} \quad (\forall \alpha = 1, \ldots, n^2-1)
\]  

(30)
with some positive constant \( r(n) \) dependent on the level \( n \). Note that the condition \( r(n) < 1 \) yields a non-trivial constraint for relaxation rates and the smaller the constant is the tighter the constraint becomes. Therefore, it is an important problem to find the minimum constant \( r_{\text{opt}}(n) \) where the constraint holds for any GKLS generator. In light of the universality of the property, the constraint will give a physical manifestation of a mathematical condition of complete positivity [11].

For \( n = 2 \) (i.e., qubit system), we have shown [7, 9] that for any GKLS generator \( r(2) = \frac{1}{2} \) is correct for the bound (30). The constraint can be rephrased as

\[
\Gamma_i \leq \Gamma_j + \Gamma_k \quad (i, j, k = 1, 2, 3).
\]

Interestingly, in the case where two of the relaxation rates are equal, say \( \Gamma_2 = \Gamma_3 \), the relation coincides with the famous relation between the longitudinal relaxation time \( T_L (= 1/\Gamma_1) \) and the transverse relaxation time \( T_T (= 1/\Gamma_2 = \Gamma_3) \):

\[
T_L \geq 2T_T, \quad (31)
\]

which is experimentally demonstrated to be true [4, 23]. For a general \( n \), not much is known. Applying the result from [22], one finds \( r(n) \leq \frac{2}{n} \) but only for the restricted class of purely dissipative generator. In [10], we have shown that \( r(n) = \frac{\sqrt{2}}{n} \) is correct for any GKLS generator with general \( n \) by using BW-inequality. On the other hand, we have shown that the best constant is lower bounded by \( \frac{1}{n} \) [11]. Combining these results, we can conclude

\[
r_{\text{opt}}(2) = \frac{1}{2}. \quad (32)
\]

But, for larger \( n \geq 3 \), we only know

\[
\frac{1}{n} \leq r_{\text{opt}}(n) \leq \frac{\sqrt{2}}{n}. \quad (33)
\]

We show here that the bound problem (2) of \( r \)-function can be used to tackle on this problem. Let us first show the general expression [5] for relaxation rate. Applying GKLS form [3] into the eigenvalue equation \( \mathcal{L}(u_\alpha) = \lambda_\alpha u_\alpha \) with unit
eigenmatrix \( u_\alpha \), and multiplying \( u^*_\alpha \) to the equation from the left, and finally taking the trace, we obtain

\[
\lambda_\alpha = \text{tr}\left(u^*_\alpha \left(-i[H, u_\alpha] + \frac{1}{2} \sum_k (2L_k u_\alpha L_k^* - L_k^* L_k u_\alpha - u_\alpha L_k^* L_k)\right)\right).
\]

Taking the real part of this equation and noting \( \Gamma_\alpha = -\text{Re}\lambda_\alpha \), one arrives at the expression (5) especially if one uses the form (10). On the other hand, we know the relation (see [10, 11]):

\[
\sum_{\alpha=1}^{n^2-1} \Gamma_\alpha = n \sum_k \|L_k\|^2.
\]

In showing this, we need to use the traceless condition for \( L_k \). However, this can be assumed without loss of generality as the trace part of \( L_k \) can be renormalized into the Hamiltonian part in the generator (3). Combining these results, the bound of the form (2) gives a non trivial constraint (4) for relaxation rate. Moreover, the trace of \( u_\alpha \) for non-zero eigenvalue \( \lambda_\alpha \) is traceless. This is easily shown by using the fact \( \text{tr}(L(A)) = 0 \) for any matrix \( A \). Therefore, the bound (2) with the restriction of \( A \) being traceless also gives a non-trivial constraint for the relaxation rates. Finally, by applying results of Theorem 1 and 2 we obtain

**Theorem 3.** For \( n \)-level quantum system, the optimal bound for relaxation rates for any quantum dynamical semigroup satisfies

\[
r_{\text{opt}}(n) \leq \frac{1 + \sqrt{2(1 - \frac{1}{n})}}{2n} \leq \frac{1 + \sqrt{2}}{2n}.
\]

We emphasize that the right inequality due to Theorem 1 already gives tighter constraint than previously known bound (33).

**6. Conclusion and discussion**

In this paper, we have introduced a \( r \)-function (1) with which any relaxation rate of quantum dynamical semigroup is expressed by (5). We discussed the upper and lower bounds of form (2) and found the best bounds are given by
$c_{\pm} = \frac{1 \pm \sqrt{2}}{2}$ independent of the matrix size (Theorem 1). If we restrict the matrix $A$ to be traceless, the bounds are reduced to be $c_{\pm} = \frac{1 \pm \sqrt{2(1-\frac{1}{n})}}{2}$ (Theorem 2).

As an application, we obtained tighter universal constraints on relaxation rates than any of previously known constraints (Theorem 3).

In [11], we raised a conjecture that $r_{\text{opt}}(n) = \frac{1}{n}$ for any $n \geq 2$. The present result, especially the upper bound $\frac{1 + \sqrt{2(1-\frac{1}{n})}}{2}$ is close to this and indeed attained for 2-level (i.e., qubit) system. Unfortunately, for $n \geq 3$, this is strictly larger than $\frac{1}{n}$, hence still leaves this problem open.
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Appendix A. Direct proofs of Theorems 1 and 2 for $n = 2$.

In this appendix, we present direct proofs for Theorem 1 and Theorem 2 for the case $n = 2$ only for instructive purpose. Namely, for any complex matrices $A, B \in M_2(\mathbb{C})$,

$$\frac{1 - \sqrt{2}}{2} ||A||^2 ||B||^2 \leq r(A, B) \leq \frac{1 + \sqrt{2}}{2} ||A||^2 ||B||^2. \quad (A.1)$$

If $A$ is restricted to be traceless,

$$0 \leq r(A, B) \leq ||A||^2 ||B||^2. \quad (A.2)$$

In both cases, the bounds are sharp.

In the following, we use standard notations (in vector analysis) for complex vectors $a, b \in \mathbb{C}^3$ such as $a \cdot b := \sum_{i=1}^{3} a_i b_i$ (dot product), $|a| = \sqrt{a \cdot a} = \sum_{i=1}^{3} |a_i|^2$, and $a \times b$ (cross product) which is defined by $(a \times b)_i = \sum_{j,k=1}^{3} \epsilon_{ijk} a_j b_k$ ($i = 14$}
1,2,3) where $\epsilon_{ijk}$ is the Levi-Civita symbol. We start from the following elementary lemmas: As in the main text, let $c_\pm = \frac{1 \pm \sqrt{2}}{2}$ which are the solutions of $4c(c-1) = 1$.

**Lemma 1.** Let $a = (a_1, a_2, a_3)$ and $b = (b_1, b_2, b_3)$ be complex vectors in $\mathbb{C}^3$ with $b = b_R + ib_I$ (the real and the imaginary parts). Then, for any $x \in \mathbb{R}$, we have

$$c_+ (x^2 + |a|^2 |b|^2) \geq |a|^2 |b|^2 + 2x |a||b_R||b_I|.$$  \hspace{1cm} (A.3)

In case $b \neq 0$, the equality is attained at $x = (\sqrt{2} - 1)|a|$ if $|b_R| = |b_I|$.

[Proof] If $b = 0$, the inequality trivially holds. Assuming $b \neq 0$, inequality (A.3) is simply the following quadratic inequality for $x$:

$$c_+ |b|^2 x^2 - 2|a||b_R||b_I|x + (c_+ - 1)|a|^2 |b|^2 \geq 0,$$

hence is equivalent to the negative semi-definiteness of its discriminant:

$$0 \geq (2|a||b_R||b_I|)^2 - |b|^2 |a|^2 |b|^2,$$

where we used the fact that $c_+$ is one of the solutions of $4c(c - 1) = 1$. Since $|b|^2 = |b_R|^2 + |b_I|^2$, the right hand side is $-|a|^2 (|b_R|^2 - |b_I|^2)^2 \leq 0$. This proves the inequality \hspace{1cm} (A.3) for all $x$. Finally, the discriminant is zero when $|b_R| = |b_I|$. Thus, the equality for (A.3) is satisfied at the point $x = \frac{2|a||b_R||b_I|}{2c_+ |b|^2} = \frac{|a|}{2c_+} = (\sqrt{2} - 1)|a|$.

**Lemma 2.** For any $x \in \mathbb{R}$, $y, z, w \in \mathbb{C}^3$, we have

$$(|y|^2 + |z|^2)(c_+ |w|^2 - c_- x^2) \geq 2|w||y||z|x.$$  \hspace{1cm} (A.4)

In case $|y|^2 + |z|^2 \neq 0$, the equality is attained if $x = (\sqrt{2} + 1)|w|$ if $|y|^2 = |z|$.

[Proof] If $y = z = 0$, inequality (A.4) trivially holds. Assuming $|y|^2 + |z|^2 \neq 0$, the inequality is the following quadratic inequality:

$$-c_-(|y|^2 + |z|^2)x^2 - 2|w||y||z|x + c_+ (|y|^2 + |z|^2)|w|^2 \geq 0,$$
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which is equivalent to the non-positivity of the discriminant:

\[ 4|w|^2y^2z^2 + 4c_+c_- (|y|^2 + |z|^2)^2w^2 \leq 0. \]

However, noting \( c_+c_- = -\frac{4}{3} \), the left hand side is \(-|w|^2(|y|^2 - |z|^2)^2\), hence the non-positivity is satisfied. In particular, the discriminant is zero if \(|y| = |z|\) and the equality is attained at \( x = -\frac{|w|}{2c_-} = (\sqrt{2} + 1)|w| \).

[Proofs of (A.1) and (A.2)] We use the orthonormal basis \( F_0 = I/\sqrt{2}, F_i = \sigma_i/\sqrt{2} (i = 1, 2, 3) \) of \( M_2(\mathbb{C}) \) where \( \sigma_1, \sigma_2, \sigma_3 \) are Pauli matrices:

\[
\sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\]

Arbitrary \( 2 \times 2 \) matrices \( A \) and \( B \) are written by \( A = \sum_{\mu=0}^3 a_\mu F_\mu \) and \( B = \sum_{\mu=0}^3 b_\mu F_\mu \) with \( a_\mu, b_\mu \in \mathbb{C} \). Note that, for the case of (A.2), one simply uses \( a_0 = 0 \) for traceless condition for \( A \). One has \( \|A\|^2 = |a_0|^2 + |a|^2, \|B\|^2 = |b_0|^2 + |b|^2 \). A direct computation shows

\[
r(A, B) = |a|^2|b|^2 - \frac{1}{2}(|a \cdot b|^2 + |b \cdot a|^2) - \text{Im}(\overline{a_0} a \cdot (b \times b)), \tag{A.5}
\]

where \( a = (a_1, a_2, a_3) \) and \( b = (b_1, b_2, b_3) \) are complex three dimensional vectors.

Therefore, if we restrict \( A \) to be traceless, i.e., \( a_0 = 0 \), the third terms in (A.5) vanishes:

\[
r(A, B) = |a|^2|b|^2 - \frac{1}{2}(|a \cdot b|^2 + |b \cdot a|^2).
\]

By Schwarz inequality, this is lower bounded by 0. Also, one has

\[
r(A, B) \leq |a|^2|b|^2 \leq (|a_0|^2 + |a|^2)(|b_0|^2 + |b|^2) = \|A\|^2\|B\|^2. \tag{A.6}
\]

Moreover, it is easy to construct matrices \( A \) and \( B \) to attain all the above equalities: For the lower bound, take parallel real vectors \( a \) and \( b \). For the upper bound, generally, any \( A \) and \( B \) with \( a_0 = b_0 = 0 \) and orthogonal conditions \( a \cdot b = b \cdot a = 0 \) attain the bound. In particular, if we use real \( a \), the equality is achieved by a self-adjoint matrix \( A \). This completes the proof of (A.2).
To show the general bounds $r^2(A, B)$, let $b = b_R + i b_I$, so that $\overline{b} \times b = 2i (b_R \times b_I)$, and therefore
\[
    r(A, B) = |a|^2 |b|^2 - \frac{1}{2}(|a \cdot b|^2 + |\overline{a} \cdot b|^2) - 2 \Re(\overline{a_0} a \cdot (b_R \times b_I)).
\]  
(A.7)

Using this expression, one observes $\frac{1 + \sqrt{2}}{2} \|A\|^2 \|B\|^2 - r(A, B) \geq \frac{1 + \sqrt{2}}{2} (|a_0|^2 + |a|^2 |b|^2 - |a|^2 |b|^2 - 2|a_0||a| |b_R| |b_I|)$ where use has been made of Schwarz inequality and $|b_R \times b_I| \leq |b_R| |b_I|$. However, by Lemma 1 (for $x = |a_0|$), this is non-negative, hence, one has the upper bound in (A.1). It is easy to construct matrices $A$ and $B$ to achieve the equality. For instance, let $\{a, b_{R_I}, b_I\}$ form a left-handed orthonormal base of $\mathbb{R}^3$. Then, using the equality condition in Lemma 1 all equalities in the above inequalities are attained by taking $a_0 = \sqrt{2} - 1$ and $b_0 = 0$.

Finally, to show the lower bound in (A.1), let $V = \text{span}_\mathbb{C} \{b_{R_I}, b_I\}$ and $P$ be a projection onto $V$, and let $P^\perp = I - P$. Then, $Pb = b$, $P\overline{b} = \overline{b}$ and $P^\perp (b_R \times b_I) = b_R \times b_I$. Therefore, $|a \cdot b| = |a \cdot Pb| = |Pa \cdot b|$ and $|\overline{a} \cdot b| = |a \cdot \overline{b}| = |Pa \cdot \overline{b}|$, and $a \cdot (b_R \times b_I) = P^\perp a \cdot (b_R \times b_I)$. Considering $|a|^2 = |Pa|^2 + |P^\perp a|^2$, we have
\[
    r(A, B) - \frac{1 + \sqrt{2}}{2} \|A\|^2 \|B\|^2 \geq \frac{\sqrt{2} - 1}{2} |a_0|^2 |b|^2 + \frac{\sqrt{2} + 1}{2} |P^\perp a|^2 |b|^2 - 2 \Re(\overline{a_0} (P^\perp a) \cdot (b_R \times b_I)) \geq \frac{\sqrt{2} - 1}{2} |a_0|^2 |b|^2 + \frac{\sqrt{2} + 1}{2} |P^\perp a|^2 |b|^2 - 2|a_0||P^\perp a||b_R| |b_I|.
\]

This is shown to be non-negative by using Lemma 2 for $x = |a_0|$, $y = b_R$, $z = b_I$, $w = P^\perp a$, hence we have the lower bound in (A.1). It is also easy to construct matrices $A$ and $B$ to achieve the equality. For instance, again let $\{a, b_{R_I}, b_I\}$ form a left-handed orthonormal base of $\mathbb{R}^3$. Then, using the equality condition in Lemma 2 all equalities in the above inequalities are attained by taking $a_0 = \sqrt{2} + 1$ and $b_0 = 0$.
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