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Abstract
Firms are often reluctant to share data because of mistrust, concerns over control, and other risks. Multi-party computation (MPC) is a new technique to compute meaningful insights without having to transfer data. This paper investigates if MPC affects known antecedents for data sharing decisions: control, trust, and risks. Through 23 qualitative interviews in the automotive industry, we find that MPC (1) enables new ways of technology-based control, (2) reduces the need for inter-organizational trust, and (3) prevents losing competitive advantage due to data leakage. However, MPC also creates the need to trust technology and introduces new risks of data misuse. These impacts arise if firms perceive benefits from sharing data, have high organizational readiness, and perceive data as non-sensitive. Our findings show that known antecedents of data sharing should be specified differently with MPC in place. Furthermore, we suggest reframing MPC as a data collaboration technology beyond enhancing privacy.
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Introduction
Multi-Party Computation (MPC) is a key enabler for safe and secure data sharing (Balson & Dixon, 2020), which is important as data is estimated to create an economic value of more than 800 billion Euros in 2025 (European Commission, 2020). MPC is based on a cryptographic technique where multiple parties perform a joint computation without revealing the input provided by each party (Bestavros et al., 2017; Choi & Butler, 2019; Zhao et al., 2019). While the theoretical concept of MPC is not novel (Yao, 1982), recent advances in computational power and efficiency are bringing MPC increasingly close to large-scale and real-life applications. MPC is a rapidly emerging technology (Gartner, 2021), which is very timely given the growing tension between sharing and protecting data in the digital society (cf. Gast et al., 2019). On the one hand, data sharing between businesses could enable value creation by allowing firms to combine multiple data sources to discover new insights (Koutroumpis et al., 2020; Spiekermann, 2019; Virkar et al., 2019). On the other hand, concerns are mounting over, among others, the fear of losing data control (Zrenner et al., 2019), privacy risks (Eurich et al., 2010), and trust in big technology companies (Dahlberg & Nokkala, 2019), resulting in firms’ reluctance to share data (Jernigan et al., 2016; Richter & Slowinski, 2019).

At the backdrop of these challenges, Information Systems (IS) scholars researching inter-organizational information sharing have emphasized control (Klein & Verhulst, 2017; Priego et al., 2019), risk (Johnson, 2009; White et al., 2007), and trust (Arnaut et al., 2018; Kembro et al., 2017) as key antecedents of data sharing by firms. However, since MPC is a fundamentally different way of sharing data, the relevance of these antecedents can be questioned (cf. Alvesson...
On the one hand, MPC enables computational analysis without revealing input data (Bestavros et al., 2017; Choi & Butler, 2019; Zhao et al., 2019), eliminating the need for a trusted third party as an intermediary that facilitates data sharing (Bruun et al., 2020; Helminger & Rechberger, 2022). Hence, firms should be able to retain data control and possibly reduce the risk of data sharing in the process. On the other hand, MPC is not yet widely applied due to limitations of computational efficiency. As a result, MPC could create new sources of control, new forms of trust, and new types of risk that were not known in existing data sharing approaches. As MPC is emerging in the market (Gartner, 2021), it is important for scholars studying data sharing to understand if and under which conditions existing antecedents are no longer relevant or need to be specified in new ways (cf. Gkeredakis & Constantinides, 2019).

This paper aims to investigate the impact of MPC on perceived control, trust, and perceived risks in the context of data sharing by firms, in order to understand how MPC affects known antecedents of firms’ data sharing decisions. To gain an in-depth understanding, we opt for a qualitative approach by conducting semi-structured interviews with experts and practitioners. Then, we establish a set of propositions on the impact of MPC on perceived control, trust, and perceived risk and conditions under which the impact of MPC is deemed relevant. We select a study setting with a high level of risks and need for control, and a low level of trust. We choose a data marketplace setting: a platform to facilitate data sharing and trading between businesses with no prior relationship (Abbas et al., 2021). Since participants in a data marketplace have no prior relationship, they face a lack of inter-organizational trust and control over data (M. Spiekermann, 2019). We specifically focus on data marketplaces in the automotive industry, where key actors like original equipment manufacturers (OEMs) are mindful of data control and possibly reduce the risk of data sharing through data marketplaces (Dochterty et al., 2018; Kerber, 2018).

Based on the research objective and setting, the research question for this paper is: What are the impacts of multi-party computation (MPC) on perceived control, trust, and perceived risks in data sharing by firms through data marketplaces?

Our primary contribution is to the literature on business-to-business data sharing. This study is among the first to show that MPC challenges what we know about the key antecedents of data sharing decisions: perceived control, trust, and perceived risks. We develop an understanding of how known data sharing antecedents change or even become obsolete with MPC in place. In other words, we set a basis to extend existing theory on data sharing antecedents to the emerging context of MPC. Our secondary contribution is to the MPC literature by being among the first to explore the business impact of MPC beyond citizen privacy. In this way, we expand the understanding of the socio-economic aspects of MPC, which are overlooked in the MPC literature (Agahari et al., 2021; Agrawal et al., 2021; Bruun et al., 2020; Kanger & Pruulmann-Vengerfeldt, 2015).

## Background

### Multi-party computation (MPC)

MPC is a cryptographic technique where two or more parties perform a joint computation that results in a meaningful output without disclosing the input provided by either party (Bestavros et al., 2017; Choi & Butler, 2019; Zhao et al., 2019). MPC primarily relies on the secret-sharing protocol, which is efficient and allows the participation of more parties in the computation (Shamir, 1979). Based on this protocol, each party splits its input data into multiple encoded parts called secret shares, which are then computed and recombined to generate the final output. In this way, input data can be computed without revealing any information about it. A popular illustration of MPC is the millionaire’s problem (Yao, 1986), a secure comparison function to determine which one of two millionaires is the richest without revealing the net worth to each other. Besides MPC, other technologies also share similar characteristics in enabling privacy-preserving computation (Agrawal et al., 2021), like homomorphic encryption (Gentry, 2009; Naehrig et al., 2011) and differential privacy (Dwork, 2006; Dwork & Roth, 2014). However, according to Apfelbeck (2018), these technologies differ because MPC requires multiple data owners to perform computation, while only one data owner is needed in homomorphic encryption. Moreover, unlike MPC, which uses encryption, differential privacy protects the data by adding random noise during the analysis. Nonetheless, those technologies can complement each other to implement robust security requirements in various use cases (e.g., Alter et al., 2018; Pettai & Laud, 2015; Zhong et al., 2020).

While the theoretical foundation of MPC has been around for some time (Yao, 1982), recent advances in computational power and efficiency are making it closer to implementing MPC in real-life applications. Now, MPC can be deployed in various contexts of use-cases: between companies within the same domain (e.g., assessing common customers between organizations for marketing purposes), across other units within the same company (e.g., cross-selling), and across supply chain tiers (e.g., streamlining manufacturer-supplier in supply chains). Examples include auction-based pricing (Bogetoft et al., 2009), tax fraud detection (Bogdanov et al., 2015), satellite collision prevention (Hemenway et al., 2016), and identifying the gender wage gap (Lapets et al., 2018). There are also some attempts to explore how MPC
can be implemented in data marketplaces. For instance, Garrido et al. (2021) conducted a systematic review to understand the landscape of MPC, homomorphic encryption, and differential privacy within the context of an IoT data market. Moreover, Roman and Vu (2019) combined MPC and smart contracts to propose a data marketplaces architecture. In addition, Koch et al. (2021) used MPC to offer privacy-preserving distributed analytics in personal data marketplaces.

Despite its potential, various barriers hinder MPC adoption by businesses. First, MPC still suffers from performance limitations and scalability issues (Choi & Butler, 2019). This low maturity could result in unclear economic risks and high adoption costs for businesses (Zöll et al., 2021). Second, MPC is deemed highly complex to understand by non-experts, making it difficult for prospective users to be aware of what MPC is capable of (Choi & Butler, 2019; Kanger & Pruulmann-Vengerfeldt, 2015). Third, regulations still tend to discourage data collaboration initiatives and are yet to clearly describe the position of MPC in light of data protection regulations (Choi & Butler, 2019; Zöll et al., 2021).

Nevertheless, much of the discussion on MPC has been focusing on technical aspects, particularly improving its efficiency and scalability. Only a small amount of research focused on socio-economic perspectives beyond technical aspects of MPC. For instance, Kanger and Pruulmann-Vengerfeldt (2015) investigated the conditions for MPC adoption and found that MPC developers should focus on its usefulness and finding a target group that needs the technology. Meanwhile, Agahari et al. (2021) found that MPC could enable data marketplaces to employ a “privacy-as-a-service” business model. Moreover, Agrawal et al. (2021) interviewed MPC experts and practitioners to explore design and governance challenges in developing MPC. They argued that future development of MPC should consider issues like explainability, usability, and accountability, in order to promote its adoption. Similarly, Bruun et al. (2020) argued that while MPC offers “trustless trust” that eliminates the need for intermediaries, it raises accountability issues due to the inability to link the results and the original input data. Furthermore, from the legal perspective, Helminger and Rechberger (2022) found that companies using MPC could comply with the General Data Protection Regulation (GDPR) while benefiting from the privacy-preserving computation.

How MPC is used in data sharing: an illustration

To illustrate how MPC is used in data sharing, particularly in data marketplaces, we developed a hypothetical scenario in the automotive industry (see Fig. 1). This scenario was developed based on prior studies (Bestavros et al., 2017; Bogdanov et al., 2015; Bogetoft et al., 2009; Roseman Labs, 2022) and also used to help with the data collection process in this study (see “interview procedures and questions” section). In this use case, we consider an example where three car manufacturers want to monetize their car performance data. One possible option would be through data marketplaces to facilitate matchmaking and data exchange between data owners (i.e., car manufacturers) and data users (i.e., automotive suppliers). However, this option requires data owners to transfer data to data marketplace operators and data users, meaning that other parties can have access to complete datasets during the exchange. As a result, data owners might find it difficult to control what data users will do with the data. Ultimately, data owners might refrain from data sharing and trading.

MPC could tackle those concerns by employing advanced cryptographic techniques for sharing and trading through data marketplaces. First (step A in Fig. 1), automotive suppliers write a query of a meaningful output (i.e., computation results or data insights) that they want to acquire using data marketplaces, like aggregated car performance data from multiple car manufacturers. Subsequently (step B in Fig. 1), each car manufacturer locally encrypts and splits their car performance data into multiple parts using the secret-sharing protocol (Shamir, 1979) as described in the MPC section. Then, these parts are distributed to multiple servers managed by multiple partners and completely independent of each other (Archer et al., 2018). Together, these servers form the so-called privacy engine (Roseman Labs, 2022), which can compute the encrypted and partitioned data according to the requested function (step C in Fig. 1). Each server in the privacy engine calculates parts of data received from different data owners to form partial results that do not reveal anything about the input data (step D in Fig. 1). Finally, those partial results are recombined to form the aggregated car performance data as requested by the automotive supplier as a data user (step E in Fig. 1).

With this use case of MPC in data marketplaces, there will be no movement of datasets from data owners to the data marketplace operator and data users. Put differently, the original datasets owned by each car manufacturer will stay with them, and only the computation results will be revealed to data users. Moreover, to proceed, all data owners have to approve the computation that will be performed or opt-out if they do not want to participate (Agahari et al., 2021). Furthermore, the data marketplace operator will not be able to see the complete datasets during the computation. Thanks to the secret-sharing protocol, the data is encrypted and split into meaningless parts that will not reveal anything about the input data (Shamir, 1979).

To sum up, MPC is expected to change the way inter-organizational data sharing is performed due to its ability to eliminate the need for a trusted third party as an intermediary that performs data processing and analysis. Nevertheless, from a theoretical perspective, the underlying mechanisms behind these changes are yet to be explored due to
the emerging nature of MPC implementations in organizations. Therefore, in subsequent sections, we review existing literature on organizational willingness to share data, three main concepts of interest (control, trust, and perceived risks), and their interrelations. This knowledge will serve as a theoretical basis for what we currently know about inter-organizational data sharing in order to understand the impact of MPC.

**Organizational willingness to share data**

Literature on organizational willingness to share data draws from multiple theoretical perspectives. One stream of research invokes control and coordination benefits in explaining organizational (un)willingness to share data (Li et al., 2006; Stefansson, 2002). For example, drawing on coordination theory, Li et al. (2006) found that information sharing improves supply chain performance. Firms will participate in data sharing if the benefits are clear to them, such as improving efficiency and stimulating innovation (Fu et al., 2014; Sun et al., 2018). However, firms are reluctant to share data if the cost and investments needed are higher than the benefits they would receive (Penttinen et al., 2018; Saprikis & Vlachopoulou, 2012). Samaddar et al. (2006) explore the relationships between the design of a supply network and inter-organizational information sharing. They posit that strategic information is likely shared in networks with a centralized coordination structure (i.e., centralized authority, control, and decision) since control can be exercised over who uses the shared information. By contrast, operational data is shared to improve coordination and decisions as networks become decentralized to include multiple partners exercising control (Samaddar et al., 2006).

The second stream explains organizational willingness to share data drawing on social-relational concepts such as trust, commitment, reciprocity, and values (e.g., Chen et al., 2014; Kolekofski & Heminger, 2003; Zaheer & Trkman, 2017). For example, Bachmann (2001) points out that while social relations can be considered at the inter-personal level, they are also relevant at the inter-organizational level in building trust and relations between organizations. Studies in this stream draw on theories such as information sharing...
(Constant et al., 1994) and social exchange theory (Croppanzano & Mitchell, 2005; Emerson, 1976). For instance, using social exchange theory, Hall and Widén-Wulff (2008) found that the degree of social integration of firms with other partners is more important in influencing firms’ decision to exchange information than financial incentives. Also, organizations are more likely to share data if they trust and have a committed and reciprocal relationship (Zaheer & Trkman, 2017). Further, the willingness to exchange information is further strengthened as collaboration grows between organizations (Du et al., 2012).

Finally, the third stream of literature considers context-specific factors such as data standards, security, and the sensitivity of data (Azarm-Daigle et al., 2015; Harris et al., 2007; Shen et al., 2019). For example, in the healthcare domain, organizations are reluctant to share data due to various standards, regulations, and lack of integration across healthcare systems (Azarm-Daigle et al., 2015; Harris et al., 2007). Such risks are evident in this context due to issues like information security and integrity (e.g., Shen et al., 2019) and standardization (Harris et al., 2007).

Taken together, the three streams of literature provide an overview of concepts relevant to understanding inter-organizational data sharing. The first stream outlined the importance of control in data sharing. Control indirectly assumes that organizations (i.e., economic agents) involved in data sharing are self-interested. In this regard, control is essential in preventing collaborating firms in data sharing from pursuing their self-interest alone. However, while an emphasis on control is essential, this first stream neglects the importance of social dynamics among parties that could affect the willingness to share data. Meanwhile, the second stream emphasizes the role of social and relational aspects such as trust in a factor influencing organizational willingness to share data. However, the second stream does not inform us about how trust could be established between firms with no prior business relationships. Furthermore, the third stream focuses on risks stemming from data characteristics. It recognizes that even in the presence of control and trust, willingness to share data might be affected by perceived risk associated with a transaction. However, how the perceived risk of data sharing could be impacted by trust among partners or control to influence the willingness to share data is not discussed in the third stream. Therefore, although the three streams are distinct and focus on three different concepts of control, trust, and perceived risks, they cannot provide a comprehensive understanding of why firms share data with other firms when viewed separately. Instead, each concept complements our understanding of firms’ willingness to share data. We elaborate on these concepts and their inter-relationships in the following sections.

**Perceived control over data**

Generally, control refers to any attempt to ensure that the controlee (the target of control) behaves according to the objective of the controller (the source of control) (Tiwana et al., 2010; Wiener et al., 2016). Control is essential in the interaction between the controller and the controlee because their interests are likely to be divergent, for example, due to information asymmetry or self-interest among actors. Hence, the controller typically exercises control via various mechanisms, such as technical artifacts, rules, and incentives, to create convergent goals between the controller and the controlee (Goldbach et al., 2018; Tiwana, 2014).

Current literature differentiates control mechanisms into two distinct types: formal and informal control (Goldbach et al., 2018; Mukhopadhyay et al., 2016; Tiwana, 2014). Formal control can more broadly be considered the visible aspects of control and is further divided into input, process, and output control. In input control, the controller implements various selection and acceptance criteria that need to be fulfilled by the controlee before both parties interact. Meanwhile, process control focuses on aspects like rules, guidelines, and specific methods that the controlee needs to follow to ensure their behavior aligns with the controller. Furthermore, output control broadly includes specifications expected to be fulfilled by the controlee to maintain interaction with the controller.

Regarding informal control, two categories can be identified: self-control and relational/clan control (Goldbach et al., 2018; Mukhopadhyay et al., 2016; Tiwana, 2014). Self-control relies on the controlee’s commitment to monitor their own behavior independently. Although it is implemented by the controlee, the controller can provide tools and guidelines to strengthen the capacity of the controlee and encourage self-control. Meanwhile, in clan/relational control, all controlees are engaged in shared norms and values that can be encouraged by the controller. Ultimately, this could lead to mutual beliefs and common goals among the controlees in producing desirable outcomes that are in line with the primary objective of the controller.

Control in the context of data sharing goes beyond existing conceptualization in the IS literature and, more recently, platform literature. The current view is based on the perspective of the project/platform owner as a controller and focuses on the object that needs to be controlled (i.e., input, process, output, and relations) (Tiwana et al., 2010; Wiener et al., 2016). Meanwhile, the context of data sharing views control from the data owners’ perspectives and focuses on data as the object. Our study will adopt the latter view and explore ways to enhance owners’ data control. Furthermore, we also investigate the impact of MPC in enhancing owners’ control in data sharing.
Drawing from Otto et al. (2019), we refer to owners’ data control as data owners’ ability to determine data usage by data users. It plays a key role in the data-driven society as firms need to find a balance between protecting their data and sharing data to stimulate innovation (Gast et al., 2019; Otto et al., 2019; van den Broek & van Veenstra, 2018; Vimercati et al., 2021). Lack of owners’ data control could result in firms’ reluctance to share data, as they fear losing sensitive information that might benefit competitors (Arnaut et al., 2018; Richter & Slowinski, 2019). Hence, firms need to maintain control over who got access to which data and for what purpose (Koutroumpis et al., 2020; Mosterd et al., 2021; Reimsbach-Kounatze, 2021). In this way, firms can protect their valuable assets and maintain an advantage over competitors (Nokkala et al., 2019). Only after firms are able to control data usage and flow would they be more willing to share data with other firms (Dahlberg & Nokkala, 2019; Opriel et al., 2021).

**Trust and perceived risks in data sharing**

According to Mayer et al. (1995), trust is defined as the extent to which one party (i.e., the trustor) is willing to be vulnerable to the actions of another party (i.e., the trustee). Trust reduces tendencies for opportunistic behavior by firms (Morgan & Hunt, 1994). In data sharing, trust is central as a foundation to sustain interaction between firms (Chen et al., 2014; Richter & Slowinski, 2019; Spiekermann, 2019). Data owners need to trust that data users are committed to the agreement for data usage. Otherwise, data owners will refrain from sharing data (Kembro et al., 2017; Müller et al., 2020).

Prior research has identified various mechanisms that can be used to establish trust in data sharing between firms. One mechanism is *technical solutions*, as proposed by Ratnasingham et al. (2002). Examples include digital signatures, encryption, and authorization, which can be implemented as protective measures to ensure reliable data sharing transactions between firms. Another mechanism is *screening and review* (Richter & Slowinski, 2019; Son et al., 2006; Subramanian, 2017). Such mechanisms can help inform firms about the reputation of prospective data users before deciding to participate in data sharing. Finally, Noorian et al. (2014) proposed a *data use agreement* that clearly states the purpose of data usage, including the penalty that will be enforced in the event of a violation.

Trust is often associated with perceived risk, especially while interacting in an online environment (Nicolaou & McKnight, 2006; Pavlou & Gefen, 2004). Following Pavlou and Gefen (2004), we define perceived risk as a firm’s subjective belief of suffering a loss from the occurrence of an uncertain event. Unlike physical goods or other services, data characteristics might pose a higher risk in the context of data sharing for several reasons. First, competitors may use the data in ways that harm data owners’ business interests. Through reverse engineering or de-anonymization, data users may identify critical business processes, harming the competitive advantage of data owners (M. Spiekermann, 2019). Second, the possibility to re-sell and re-share data at no cost once exchanged may create risks as unauthorized third parties can use the data in unforeseen ways (Koutroumpis et al., 2020). Third, the possibility of combining the data and the ability to apply algorithms to the data may result in the de-anonymization of personal data and create privacy harm (Li et al., 2020).

**Interrelations between perceived control, trust, and perceived risks**

The extant literature suggests that control, trust, and perceived risks are vital aspects that affect firms’ willingness to share data. Nevertheless, despite being three separate concepts, they are inherently related in a way that trust and risks are seen as consequences of (lack of) control. For instance, firms struggle to maintain control over what and how data might be used by data users once it is shared (Asare et al., 2016). This lack of control could create risks for data owners if they engage in data sharing, like becoming vulnerable to losing competitive advantage or harming the privacy of their end-users. In this regard, trust among organizations could reduce the tendency for opportunistic behavior by firms using the data in the presence of relatively limited control (Emsley & Kidon, 2007; Kagal et al., 2001). Similarly, having control mechanisms in place is also essential in reducing risks involved in transactions and building trust among third parties (Bons et al., 1998, 2012). This can be in the form of formal documents outlining obligations, prohibitions, and commitments among parties (Bons et al., 1998, 2000). At the same time, the trustworthiness of any procedures to control risk is also contingent on the procedures themselves not being vulnerable to risks. For instance, procedures to control risk like inspecting, exchanging, and confirming documents among parties could be susceptible to fraud (Bons et al., 1998). Insufficient trust among parties might arise due to the absence of prior trading relationships (Bons et al., 2012). In this regard, Lee (1998) emphasized that control procedures to establish trust should be accessible to the public or maintained by independent agencies.

In summary, reinforcing various control mechanisms is important in data sharing since it could reduce risks and establish trust between data owners and data users. This interrelation between the three concepts suggests that they cannot be separated in analyzing the impact of MPC in the context of data sharing. In the next section, we confront MPC with these theoretical concepts to understand the
expected mechanisms under which MPC could impact inter-organizational data sharing by firms.

**Confronting MPC with theoretical concepts**

We can now connect insights from the theoretical concepts (i.e., perceived control, trust, perceived risks) with the MPC literature in the context of data marketplaces. This results in initial propositions as a basis to understand the impact of MPC on those concepts while sharing through data marketplaces. First, we expect that MPC could serve as a means for firms to exercise control in data marketplaces by allowing distributed data sharing without storing it centrally. By enabling joint computation between multiple parties and only sharing the results (data insights), sharing individual datasets becomes unnecessary. Moreover, MPC could eliminate the need for intermediaries that performs data analysis and processing. As a result, data marketplaces would only act as a broker that performs matchmaking between data owners and data users (Agahari et al., 2021). The computation will be performed automatically and result in aggregated insights (instead of datasets) that restrict the way data users utilize the data. This approach represents a change in how data is stored and processed, allowing firms to regain control while sharing data through data marketplaces (Agahari et al., 2021). In short, with MPC in place, we expect that perceived control might still be relevant to understanding firms’ data sharing decisions in data marketplaces. As such, the first initial proposition of this study is:

**P1. Perceived control over data is more relevant while sharing through data marketplaces that use MPC**.

Second, we also expect that MPC could impact trust in data sharing through data marketplaces. With MPC, data owners and data users can still perform computation together and generate insights while keeping the data secure. In this regard, there is no need to establish trust between both parties (Hastings et al., 2019). Trust in intermediaries is also eliminated since MPC essentially removes the need for a trusted third party that performs data processing and analysis. This line of argument suggests that trust in data sharing might be less relevant with MPC in place. Therefore, our second initial proposition of this study is:

**P2. Trust is less relevant while sharing through data marketplaces that use MPC**.

Third, MPC is expected to impact perceived risks in data sharing through data marketplaces. As described earlier in this section, data users are only allowed to receive computation results without revealing the input data. In this way, data owners have more control over how the data is processed and utilized by data users. Hence, data owners might not feel risky anymore to engage in data sharing because their data stays with them during the computation. This line of argument suggests that perceived risks in data sharing might be less relevant with MPC in place. Therefore, we propose that:

**P3. Perceived risks are less relevant while sharing through data marketplaces that use MPC**.

Table 1 summarizes the initial propositions based on the theoretical concepts.

These propositions are important as a basis for the data collection and analysis processes, particularly during the development of interview protocol and the coding of interview transcripts. Furthermore, based on the findings, our initial propositions might need to be refined. Therefore, in the next section, we describe our research approach in investigating whether our initial propositions are applicable in studying MPC or need to be specified further.

### Research approach

We employ a qualitative research approach in this paper, which is suitable for the exploratory nature of our research objective (Verschuren & Doorewaard, 2010). While much research has been done on control, trust, and perceived risk as antecedents of business-to-business data sharing, the impact of MPC has not yet been studied empirically. This is because MPC is a relatively new technology and has not been applied in the context of automotive data marketplaces, leading to a limited understanding of the phenomenon. Hence, the qualitative approach allows us to investigate the “why” and “how” concerning the possible link between MPC and implications for perceived control, trust, and perceived risks, as well as conditions for these implications to materialize (Recker, 2013). We opted for semi-structured
interviews with experts and practitioners as our data collection strategy. This technique is beneficial to be used in our study as it offers both rigidity (i.e., guided by pre-defined general questions) and flexibility (i.e., allows improvisation based on interactions with interviewees) (Kalliö et al., 2016).

As for the research context, we focus on the emerging area of data marketplaces, particularly in the automotive industry. It is suitable for our study as it represents settings with a high fear of losing control over data, low trust between actors, and high risks of data sharing (Koutroumpis et al., 2020; Spiekermann, 2019). Although data marketplaces are perceived as the key enabler for the data economy (European Commission, 2020) and do exist in the automotive sector (e.g., Caruso,1 Otonomo,2 and Automat3), their adoption is still limited. Generally, firms are unwilling to share data through data marketplaces due to the fear of losing control over sensitive data that might benefit competitors (Koutroumpis et al., 2020). This is especially true for automotive firms like original equipment manufacturers (OEMs), car insurance companies, and mobility service providers, who are known to be very conventional and secretive when dealing with their car data (Docherty et al., 2018; Kerber, 2018). Nevertheless, the growing trend of digitalization drives firms to open up (access to) their data for developing novel products and services (Günther et al., 2017; Hartmann et al., 2016). Examples in the automotive sector include connected cars, usage-based insurance, and shared mobility (Athanasopoulou et al., 2019; Kaiser et al., 2021). The importance of control over data, trust, and perceived risks of data sharing in this domain make it highly relevant to investigate the impact of MPC on those aspects.

Sample selection

We followed a judgment sampling approach in recruiting our interviewees (Sekaran & Bougie, 2016). We selected interviewees with expertise in the data-related role in the automotive and mobility industries. We started by leveraging our networks to select potential interviewees in these industries. As a complement, we looked into relevant scientific articles to identify relevant scholars who work in the area of, e.g., data marketplaces, data platforms, automotive data sharing, and connected cars. Moreover, we consulted grey literature such as reports and white papers to gather additional business actors. After each interview, we employed a snowball sampling approach by asking them to recommend the next potential interviewees. After the interviews did not provide new information, we stopped looking for new candidates.

Table 2 presents an overview of our interviewees, organized based on the order of the interview. Twenty-three interviews with automotive experts and practitioners were conducted online from June to October 2020, with sixteen of them coming from businesses. From this number, three interviewees worked in relatively new companies in the automotive and mobility sector, while the rest worked in established companies. All of our interviewees are men and hold positions at a senior management level with an average of nine years of experience.

Interview procedures and questions

To ensure that interviewees had the same understanding of data marketplaces and MPC, we developed a short presentation explaining (1) the definition of data marketplaces and their use cases; (2) how MPC works and its use cases; and (3) how MPC can be implemented in data marketplaces. This presentation was validated with MPC experts (Agahari et al., 2021) to ensure we provided correct information to our interviewees on how MPC works. We gave the presentation at the beginning of each session of one interview, in which we offered interviewees an opportunity to clarify and discuss each concept to reach a common understanding. Any feedback that we received was used to refine the presentation, which was shown in the subsequent interview. This way, we can improve interviewees’ understanding of MPC definition and use cases.

Nevertheless, this approach could lead to a potential bias due to interviewees’ reliance on our explanation of MPC in answering interview questions. However, the explanation is based on the literature (see the background section), validated in an expert study (blinded for review), and kept constant in each interview. In this regard, we minimize the potential bias resulting from our approach. Furthermore, as always the case in understanding new phenomena, explaining MPC use cases are inevitable since it is still in an early stage of development and adoption by businesses, with few known implementations of MPC in data marketplaces.

To guide the interview, a protocol based on the theoretical concepts (see the “background” section) was developed by the first author, which the third author then reviewed. The questions for each concept comprise one question about the current situation of data sharing without MPC and one question about the impact of MPC (see Table 3). In the first part, after introducing the concept of data marketplaces, we asked questions about the current data sharing situation (without MPC). We did this to get interviewees in the mood to talk about data sharing and invite them to be as close to the current situation as possible. Then, we moved to the second part of the interview, starting with introducing interviewees to
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1 https://www.caruso-dataplace.com/
2 https://otonomo.io/
3 https://automat-project.eu/
It is not (only) about privacy: How multi-party computation redefines control, trust, and risk…

MPC and its possible use case in data marketplaces. We then asked questions about the impact of MPC on each concept. We did this to allow interviewees to critically reflect on how MPC changed the current data sharing situation. By dividing the interview into two parts (without and with MPC), we can better understand the baseline conditions of data sharing.

### Table 2 Overview of interviewees

| ID   | Organization                                      | Type       | Profile                                                      | Experience (in years) |
|------|---------------------------------------------------|------------|--------------------------------------------------------------|-----------------------|
| A01  | Research institution                              | Expert     | Project manager and doctoral researcher (B2B digital platforms) | 7                     |
| A02  | Not-for-profit research and consulting institution | Expert     | Researcher and project manager (data spaces in the mobility sectors) | 5                     |
| A03  | Platform integrating shared mobility services     | Newcomers  | Head of partnerships & business development                   | 3                     |
| A04  | Research institution                              | Expert     | Scientific director (IoT and business model innovation)       | 10+                   |
| A05  | Insurance company                                 | Established players | Fraud investigation specialist                           | 10+                   |
| A06  | Technology advisory and consultancy service       | Established players | CEO                                         | 10+                   |
| A07  | Mobility software and data analytics service provider | Newcomers | Business development consultant (transport and mobility)     | 10+                   |
| A08  | Innovation lab for data marketplaces technologies | Expert     | Initiator and digital connectivity lead                      | 9                     |
| A09  | Research institution                              | Expert     | Senior scientist (transport and urban mobility)               | 10+                   |
| A10  | Payment provider                                  | Established players | Head of connected car & IoT                        | 7                     |
| A11  | Automotive R&D company                            | Established players | Product line manager (data intelligence)                   | 10+                   |
| A12  | Mobility service provider                         | Established players | Senior product manager (dynamic services)                  | 10+                   |
| A13  | Car OEM                                           | Established players | Function owner for privacy management                      | 4                     |
| A14  | Advisory and consulting                           | Established players | Associate director & advisory (mobility & automotive)      | 7                     |
| A15  | Automotive supplier                               | Established players | Senior manager (IoT business model innovation)              | 8                     |
| A16  | Corporate mobility consulting service             | Newcomers  | CIO                                                           | 5                     |
| A17  | Automotive R&D center                             | Expert     | Senior researcher (connected car)                             | 8                     |
| A18  | Fleet management software provider                | Established players | Product manager (connected car)                            | 7                     |
| A19  | Platform integrating connected car services       | Newcomers  | Co-founder and head of data transformation                   | 10+                   |
| A20  | Car OEM                                           | Established players | Business development manager (connected car)               | 10+                   |
| A21  | Car OEM                                           | Established players | Project manager (connected car)                           | 3                     |
| A22  | Car OEM                                           | Established players | Product owner (car app store)                            | 4                     |
| A23  | Automotive bodyshop association                    | Expert     | Public affairs & communication                                | 4                     |

### Table 3 Interview protocol

| Theoretical concept | Guiding questions                                                                 | Part 1: data sharing without MPC                                                                 | Part 2: data sharing with MPC                                                                 |
|---------------------|-----------------------------------------------------------------------------------|------------------------------------------------------------------------------------------------|------------------------------------------------------------------------------------------------|
| Organizational willingness to share data | What are the reasons behind your company’s decision to share/not share data in data marketplaces? | With MPC in place, would it change your opinion on sharing those data in data marketplaces? Why? | With MPC in place, do you expect to have more or less control over those data while sharing in data marketplaces? Why? |
| Control in data sharing | What kind of control over data would you want while sharing in data marketplaces, and why? | With MPC in place, do you expect to have more or less control over those data while sharing in data marketplaces? Why? | With MPC in place, do you expect to encounter more or fewer risks of sharing those data in data marketplaces? Why? |
| Perceived risks | What risks might emerge if your company starts to share data in data marketplaces? How do these risks play a role in your company’s decision to share those data? | With MPC in place, do you expect to have more or less trust towards other business actors while sharing those data in data marketplaces? Why? | With MPC in place, do you expect to have more or less trust towards other business actors while sharing those data in data marketplaces? Why? |
| Inter-organizational trust | What about trust towards other business actors that would get access to the data? How does it play a role in your company’s decision to participate in data sharing? | | |
without MPC and compare them with the expected impact of MPC in data sharing.

Each interview was conducted via video call by the first author and lasted for one hour on average. All interviews were recorded, transcribed, and sent back to interviewees for approval. We anonymized transcripts to prevent revealing confidential information. After each interview, we wrote down key insights and interesting remarks as input for analysis.

Analysis of data

Each interview was coded and analyzed individually using ATLAS.ti 9.0 software. The first author did the coding process based on open, axial, and selective coding (Bryant & Charmaz, 2007). In the open coding phase, an initial code list based on the theoretical concepts, the impact of MPC, and boundary conditions were used to guide the analysis. These codes were assigned to each statement in the transcript based on its relevance. However, additional and unexpected insights that go beyond the theoretical concepts were also included as additional codes. This process of keeping an open mind is important to prevent missing out on insights that might explain our findings (Miles & Huberman, 1994). Examples of coding schemes are provided in Table 4.

In the axial coding phase, codes from all transcripts were combined, resulting in a long list of similar and overlapping codes. Then, similarities and relations between codes were analyzed and merged into high-level concepts. For instance, codes such as agreements, contracts, and consent were grouped into one broader category of contract-based control. See Table 5 for examples of merged codes. In this phase, categories and sub-categories were also reconsidered and adapted when needed. For example, the category “boundary conditions” was not considered in the first coding round. It is only added during the axial coding because it explains conditions under which MPC impacts control, inter-organizational trust, and perceived risks in data sharing. Table 7 in the Appendix provides a grounded table of categories and sub-categories.

Finally, in the selective coding phase, all codes were re-examined to establish an understanding of how they are related to the main topic of the impact of MPC on control, inter-organizational trust, and perceived risks in data sharing. This was done through regular discussion between the first and the third author. The first author reviewed memos and notes written down during each interview to develop argument lines. Then, the first author identified and structured the connections between codes and high-level concepts, which resulted in a preliminary summary outlining the impact of MPC and its boundary conditions. As a next step, the third author critically reviewed categories and sub-categories to check for their interrelations as well as arguments and consistencies. Based on this review, the first and third authors discussed further and made
changes to codes. This discussion resulted in five propositions pertaining to this research, which are summarized in Table 6.

Findings

This section presents our findings based on three coding rounds. In discussing perceived control, trust, perceived risks, and boundary conditions, we first elaborate on interviewees’ views concerning the current data sharing situation without MPC (as-is conditions). This serves as a baseline for the current situation, which is essential because we want to know the changes that resulted from implementing MPC. Then, we outline the implications of MPC on those factors (to-be conditions). We use an identifier from Table 2 (e.g. (A01)) to refer to the interviewees throughout this section.

Perceived control over data

Most interviewees generally agreed on the importance of having control while sharing via data marketplaces. As data owners, firms demand information about who the data users are, what kind of data they need, and the purpose of data usage (A14). This is important so that firms can avoid mistakenly giving away (access to) sensitive data that are not supposed to be shared (A21). Firms also “still want to own the data” (A09) and maintain control “in a way that data cannot be manipulated” (A03). Hence, during data sharing via data marketplaces, firms would like to know “where [the data] is going... so we know where our data is at every point of time” (A21). In this regard, ensuring the compliance of data sharing rules and agreement is necessary (A08). Once data users violate this agreement, firms should be able to refrain from data sharing (A07, A22) to maintain control over the flow of their data (A07). Nevertheless, interviewees
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**Table 5** Examples of code merging in the axial coding phase

| Original codes                                      | New code after merging |
|-----------------------------------------------------|------------------------|
| Authorization                                       | Contract-based control |
| Contract                                            |                         |
| Data sharing agreements                             |                         |
| Trust towards the partner                           | Trust in actors         |
| OEMs consider sharing data with trusted parties     |                         |
| Not too much data sharing between OEMs              |                         |
| Knowledge spill over                                 | Competitiveness risk    |
| Risk of having a direct competition with others on selling data | Perceived benefits |
| The benefit of using MPC is unclear                 |                         |
| Need to understand if MPC changes the business model and data sharing landscape | Organizational readiness |
| MPC puts back some burden of providing data to OEMs |                         |
| With MPC data buyers still needs to do data cleaning |                         |
| Managerial maturity                                 |                         |
| OEMs only willing to share generic, non-sensitive data | Perceived data sensitivity |
| MPC would not change willingness to share strategically relevant data |                         |
| Data sharing depends on data type                   |                         |

**Table 6** Refined propositions based on the findings

| Theoretical concept                   | Specified concept         | Refined proposition                                                                 |
|---------------------------------------|---------------------------|------------------------------------------------------------------------------------|
| Perceived control over data           | Technology-based control  | P1a. Technology-based control is more relevant while sharing through data marketplaces that use MPC |
| Trust                                 | Trust in actors           | P2a. Trust in actors is less relevant while sharing through data marketplaces that use MPC |
| Trust in technology                   | Trust in technology       | P2b. Trust in technology is more relevant while sharing through data marketplaces that use MPC |
| Perceived risks                       | Competitiveness risk      | P3a. Competitiveness risk is less relevant while sharing through data marketplaces that use MPC |
| Data misuse risk                      | Data misuse risk          | P3b. Data misuse risk is more relevant while sharing through data marketplaces that use MPC |
are well aware that such requirements of control over data are challenging to realize in practice because “if you give somebody a dataset, you can hardly regulate it and cannot find out what people ultimately do with it” (A04).

Our interviewees outlined various control sources that should be present within the context of data sharing. Based on their elaboration, we clustered those control sources by comparing their similarities and differences. Our clustering resulted in three self-developed categories representing different control sources in data sharing. First, contract-based control refers to an arrangement to govern provider-buyers relationships concerning data access and usage. One example includes data-sharing agreements and contracts to define the purpose of using the data (A14), which is vital as some data is highly confidential and cannot be utilized beyond the agreed use case. Another mechanism is authorization, meaning that only parties with agreement and permission can get (access to) the data (A03). This mechanism could also be adjusted to allow different data users to access different data types. In this way, data owners can ensure that “the data reaches only [data users] that is intended to have the data” (A06) and “others who have a different security level are not allowed to look at that data” (A09).

Second, structural-based control refers to how the networked relationships between data owners and data users are structured. One way to implement this control mechanism is by keeping the data on the premises of data owners (A07) and “only provide [data users with] a way to process this data [while] not giving them access to the entire data” (A20). Firms could also opt for a bilateral partnership without intermediaries. Some interviewees prefer to pursue this approach because “it gets tricky whenever you have someone who is managing, storing, and brokering your data for you” (A21). Alternatively, companies could also implement this control mechanism by sharing data with existing partners in a closed ecosystem. This setup is more restricted and typically only filled by a network of firms that have already worked together for a long time (A19). Because firms do not want to destroy long-standing business relationships, firms are more likely to be more compliant (A14).

Third, technology-based control refers to any technological solutions to enforce control for data owners in data sharing. Interviewees frequently mentioned technical approaches like anonymization, encryption, and aggregation as ways to prevent data misuse, comply with privacy laws, and ensure that the data cannot be traced back to individual people (A09, A12). As long as these control measures are present, interviewees argued that companies would have no issue sharing and monetizing their data through data marketplaces (A12, A20). Nevertheless, some interviewees questioned whether “the technology is the right way to solve [the problem of control]” (A04) because “from the technical aspect, the technology is known... and not the issue [in data sharing]” (A21). Instead, some interviewees suggest that measures like contracts and rules are the most appropriate solution (A04).

Interestingly, interviewees pointed out a trade-off between data usability and data misuse risk concerning control in data sharing. On the one hand, a stricter control might result in unusable data. On the other hand, less control might lead to data misuse, and the data may end up somewhere unwanted. As one interviewee put it:

You want to introduce these anonymization measures. But, . . . you can be very restrictive. The use case of the data that can be used is decreasing, so the data becomes less valuable for the market. That’s an important balance to keep. . . . [Y]ou need to also take into account that it doesn’t hurt the other part of the equation so that the data is still usable and still both for kind of offline and real-time use cases. (A12)

Zooming in to MPC, our interviewees expressed positive impressions towards this technology as a technology-based mechanism to enhance control over data. MPC makes it possible for data owners to “restrict what [data users] can do with the data” (A08) because it enables them to only share the computation results without having to release the input data (A01). The way MPC facilitates “a way how to share this data without actually sharing it” (A21) allows data owners to “preserve some information that they do not want to become public.” (A02)

You control what [can be] done with the data . . . [I]n this case, you do not just offer access, but you only give away the insights you want to give . . . [W]hen I think about it again, there is a relevant improvement in what you call a control. And especially in terms of what is done with the data, that you have more control over that. (A01)

We need [MPC technology] to make sure that you get your answers, but I am sure you will not be able to do anything else with it. Then you are getting your answers. . . . I can check with MPC what can be done and what cannot. . . . [I]t might also be a good possibility to not share my original data but share a data set with you, which looks like [it] but cannot be traced back to your actual data. (A08)

Overall, findings suggest the relevance of control while sharing through data marketplaces, even though it requires a balance between usability and data misuse risk. Moreover, control in data sharing should be specified into three control sources: contract-based, structural-based, and technology-based control. Furthermore, technology-based control becomes more relevant with MPC since it enables control using a technical solution that facilitates sharing of
computation results without revealing the input data. Based on these findings, we propose that:

\[ P1a. \ Technology-based \ control \ is \ more \ relevant \ while \ sharing \ through \ data \ marketplaces \ that \ use \ MPC. \]

**Trust in data sharing**

Interviewees expressed that firms generally have little trust in this emerging approach for data sharing through data marketplaces (A08). In this regard, interviewees stressed the importance of establishing trust in actors, which is trust between actors involved in the value network of data marketplaces: data owners, data users, data marketplaces operators, and end-users/consumers. In sharing data through data marketplaces, it is important for firms that act as data owners to establish trust with data users. This is because it is difficult for data owners to track the usage by data users once the data is shared (A06). Hence, firms would be more willing to share data with other firms that already have had a good relationship for a long time and have always been loyal to each other (A15). Moreover, given the involvement of third parties as intermediaries, data owners also need to establish trust with data marketplaces operators (A08, A11). One way to do that is by having a neutral third party as an operator. In this way, firms can ensure “everybody has an equal interest, and they are not acting in the interest of one company” (A16). Furthermore, since end-users or consumers (in our case, car owners or drivers) own the data generated in the car, they should have the final say on whether they are willing to give away their data or not (A18). Interviewees indicate that end-users have little to no degree of trust towards data owners (in our case, OEMs), saying that they either “[do] not want to share because they do not trust the OEMs” (A19) or “trusting OEMs that they do not do anything with my data … or gives me some disadvantage in any kind that you can consider” (A15).

Interestingly, other interviewees offered a different angle on trust by arguing that a lack of trust does not always hinder firms’ willingness to engage in data sharing (A04). This is because trust is often viewed as a secondary aim and should be discussed within the benefits and use-cases of data sharing (A04). One interviewee even claimed that firms “do trust each other, but they are in a competition, and the competition matters” (A01). Therefore, decisions to share data through data marketplaces are more driven by strategic consideration instead of trust issues to gain economic benefits (A19).

[If] you are talking about business, I think in general there is little trust. So, I would never do anything with this type of data if I have the concerns I am talking about now based on trust. (A07)

[N]o one trusts anyone because right now [because] it is all about negotiation positions [that] you try to strengthen or weaken in the digital age. … [E]veryone tries to keep the data for themselves in the first place. … in this case, [trust] actually does not play a role. (A15)

Regarding MPC, it is seen as a game-changer in the dynamics of trust in data marketplaces. MPC could facilitate collaboration between data owners and data users without fully trusting each other. In other words, MPC could potentially reduce the relevance of trust in actors in the context of data sharing through data marketplaces. This is possible since the input data is kept secure, and only the computation insights are provided. As a result, data owners could, in theory, allow data users to utilize the computation results while ensuring that they could not misuse the dataset beyond the data usage purpose. MPC could also become a novel approach to “ensure that the other partner cannot cheat the system” (A06), suggesting that trust in data marketplaces becomes less important.

As you have more control over the data, you do not have to have the same level of trust in the other party. The more control you have of the data, the more you control how it can be used [and] the less you have to trust in the partner not cheating on you. (A06)

[D]oing [data sharing in data marketplaces] based on an MPC algorithm where the OEMs keep control of their data and not giving away their data to other parties gives them trust to actually collaborate because they do not have that much more to lose anymore. (A15)

Strikingly, some interviewees argued that MPC is not just about reducing the relevance of inter-organizational trust but increasing the importance of trust in technology. The newness of MPC creates many questions on how it works, who the operator is, and its position in the whole data sharing process in data marketplaces. The lack of clarity makes people cautious and even skeptical about the impact of MPC on trust in data sharing through data marketplaces.

I think this is highly connected to the trustworthiness of the MPC provider/operator. I think the whole thing works or does not work. But the question about who is the MPC is the trustworthy institution. And if that is the case, then that would add a lot to trust for the overall process. I think you need an intermediary to help there. I think you are not in a position to increase the trust among the actors by introducing a marketplace, but if you have a trustworthy process, then it could work. (A01)

If the data marketplace or this MPC provider is not involved in the negotiation, I do not think the trust
will not be provoked there. I believe they need to be involved because, again, I think big players will always fear or would always have trust issues with a party that they do not negotiate the terms of condition with. (A21)

Findings suggest that, while trust towards actors involved in data sharing is relevant, it is often a secondary aim that is embedded in the benefits and use cases of data sharing. Moreover, MPC reduces the need for trust in data sharing actors in collaborative data sharing, making it less relevant. Furthermore, MPC raises trust issues in its protocol due to a lack of accountability mechanism, resulting in the relevance of trust in technology. Therefore, we propose that:

\[ P2a. \text{Trust in actors is less relevant while sharing through data marketplaces that use MPC.} \]

\[ P2b. \text{Trust in technology is more relevant while sharing through data marketplaces that use MPC.} \]

**Perceived risks in data sharing**

Interviewees confirmed that it is very risky for firms to participate in data sharing, especially in the emerging context of data marketplaces. **Competitiveness risk** is one of the biggest risks, in way that firms could lose an advantage over competitors if they participate in data sharing via data marketplaces. In the automotive industry, OEMs are typically reluctant to share because “they want to create a monopoly in the market” (A16). Opening up (access to) data by OEMs through data marketplaces could result in knowledge spillovers, allowing competitors to compare and develop better cars. This creates a situation where data “becomes a commodity” (A21), which is disadvantageous for OEMs because “their unique selling points are being taken away” (A06). As one interviewee put it:

[T]hey are . . . not so willing to share data . . . [because of] a competitive position. If company X knows how many times the trunk will open and close and how strong you should make it, then . . . you got extra insights in product development. . . . [I]n the end, it has an impact on your competitive position because you are, for example, more efficient in producing a car because you can make it lighter or cheaper. (A14)

Interviewees also expressed concerns regarding **data misuse risk**. If firms decided to participate in data sharing through data marketplaces, data users would use the data for other purposes that were not originally intended. Once the data is shared, it is difficult for data owners to check the purpose of data usage by data users (A08). This condition creates a risk in which data users could “use [the data] in any way that is harmful” (A01), such as security breaches in connected cars by hackers (A23).

I can give you my data, but I cannot check if I say, “you can use this data for a certain sort of goal, which I would not like you to use for your commercial advantage or something.” . . . Will they exploit [the data] to other means than I want to? (A08)

We do not know how the third party would handle our data. . . . We [as an OEM] would like to share [data] with an automotive supplier through a data broker . . . but we do not know how the data marketplace would handle our information or data. (A21)

Moreover, most interviewees agree on the importance of **reputation risk** for data owners (in this case, OEMs), as they must maintain their brand and image to their end-users. In this regard, OEMs consider data sharing as a high-risk activity that could result in big protests if something terrible happens, like a privacy violation (A01) or a possibility that “others might find problems in [their] data” (A17). OEMs would like to save themselves from those troubles and prevent “negative or bad publicity when it comes to the usage of data” (A20). OEMs are also unwilling to pay huge fines since it is “damaging not only from the amount of profit that we receive per year but also from our reputation as a car company” (A13).

For OEMs, especially premium OEMs, the brand is very important. So they cannot damage the brand of the car. You do not want to have a news headline that OEMs sold thousands of user data, and now you can track where you went with your car or something. That cannot happen. (A12)

Furthermore, **end-users privacy risk** is highly relevant in data sharing via data marketplaces. Interviewees pointed out that the emergence of connected cars makes it possible for OEMs to collect data about how their car users behave every day (A19). This is not taken lightly by car users, resulting in a cautious approach by OEMs in data sharing to prevent breaching car users’ privacy. The strict implementation of the General Data Protection Regulation (GDPR) also makes OEMs more aware of the importance of protecting customers’ interests in safeguarding their personal data. Hence, OEMs are trying to “protect the benefits of our customers” (A18) before taking part in data sharing; otherwise, they are at risk of getting a fine for violating GDPR.

[OEMs] care about privacy; they care about data ownership. They question certain legal issues, whether they can share or not share data, which makes this data sharing so hard because it takes a lot of time and costs a lot. (A08)
Additionally, interviewees mentioned that data interoperability between different OEMs might create data quality risk since the data are defined in different formats. As a result, OEMs need to make much effort in aggregating and harmonizing the data before it is usable for other parties (A12). OEMs are also afraid that poor data quality might lead to misinterpretation and misunderstanding of the data (A12, A17). One interviewee stated that:

If the data is wrong in the first place (garbage in), then a guy gets garbage out. But, if you do not know that, then the whole chain spent a lot of money without any use. (A09)

As for the impact of MPC in addressing those risks, we found that MPC could reduce the relevance of competitiveness risk for data owners. MPC could restrict data usage by data users and only allow them to get answers from the computation. This mechanism could reduce the risk of knowledge spillover to competitors, preventing them from gaining a competitive advantage. Nevertheless, the reduced risk also comes with an increased burden for both data owners and consumers, as they have to prepare better data that suit MPC requirements and clean the data themselves after acquiring it.

I think it will change, but there is an increasing responsibility on the side of the data owners because they know what the requesting party wants to do with it. . . . [T]he overall risk is reduced, but the potential responsibility on the data owner side is increased. . . . (A01)

[w]hat they do not like is to provide the data to the competitors and allowing the competitors [to show] the advantage in using their [competitors’ data] and not the other. If the data are not publicly available but only in an aggregated format, this usage of data from the competitor is not possible. So the risk does not exist. (A02)

However, the use of MPC could also increase the possibility of data misuse risk for data users. With MPC, data users need to ask queries (i.e., what kind of answers/insights do I want to know?), meaning that they need to reveal the process of analyzing the data (in the form of questions) through MPC-enabled data marketplaces. Such questions could allow data owners to reverse engineering and understand “the know-how” of data users, potentially leaking valuable information that data owners could misuse.

Now, it is the other way around, I think. Because by specifying the aggregations, if I tell my supplier how to calculate and aggregate the values and how to assess the data, then I give away my own know-how. So now, the automotive suppliers need to at least tell the data marketplace and data owners on how the data must be aggregated. And this is sometimes already good know-how and the intellectual property of the data processors, the data analytics, and so on. So maybe now the OEMs who give away the data feel more confident, but now data users need to release a lot of their know-how because they need to specify how the data must be aggregated. (A11)

Findings suggest that, in sharing through data marketplaces, perceived risks should be specified into competitiveness risk, data misuse risk, end-users privacy risk, and reputation risk. As for the impact of MPC, it could make the competitiveness risk less relevant in data sharing by preventing knowledge spillover through the restriction of data usage. However, MPC could also increase the relevance of data misuse risk by potentially revealing firms’ know-how and allowing reverse engineering through queries asked by data users. Based on these findings, we propose that:

P3a. Competitiveness risk is less relevant while sharing through data marketplaces that use MPC.

P3b. Data misuse risk is more relevant while sharing through data marketplaces that use MPC.

Boundary conditions for the impact of MPC on perceived control, trust, and perceived risks in data sharing

Interviewees pointed out that several conditions should be considered for the impact of MPC on perceived control, trust, and perceived risks to materialize. First, firms need to be sure of the perceived benefits in return for sharing data using MPC in data marketplaces. This is important as all business activities are about maximizing their profit by “creating value [and solving] customer problems” (A04). Examples of benefits mentioned by interviewees are personalization, service improvement, and direct monetization through data selling (A21). In the context of MPC, the main question is whether “some statistics [are] always enough, and how far can [firms] go [with MPC]” (A04). While MPC could be valuable for firms by generating insights from aggregated statistics, it might vary depending on domains and prospective users (A07). Therefore, firms would constantly assess if using MPC for data sharing is beneficial and valuable for their business.

[I]f data privacy technology [like MPC] helps them to assure that they can monetize data better under the law, or with less risks in terms of data privacy concerns, then [firms] would be happy to employ that. (A15)
If [MPC] is really . . . cost-efficient, cost-saving, and quality increasing, then [firms] will go for it. But otherwise, they will leave it alone. (A19)

Second, embedding MPC to data marketplaces might increase complexity for firms as they need to have sufficient organizational readiness, including data pre-processing skills such as cleaning and harmonization. This is due to the possible change in the role of data marketplaces operators towards pure matchmaking. In this regard, the computation is done directly between firms (i.e., data owners and data users). Hence, without proper data pre-processing skills, firms might find it challenging to materialize the impact of MPC. Furthermore, firms might not even be willing to share data through MPC if it is too costly and burdensome for them.

[I]t looks to me that this technology shifts some value from the data marketplace provider and puts back some burden on the OEMs. If it is now more costly or complex for OEMs to provide data, then the technological adoption could be more difficult. . . . [T]he focus [of MPC] is so much on data anonymization, [while] the buyer still needs to do certain pre-processing to clean the data. . . . The fact that it seems to put more burden on the OEMs could worsen the willingness to share data if it is too costly. (A12)

Third, the impact of MPC would depend on perceived data sensitivity. Most interviewees agreed that firms would only be willing to share generic and non-sensitive data through data marketplaces. In the automotive sector, OEMs will refrain from sharing data that are “relevant for the development of vehicles” (A11) or “if it comes close to competitive edges” (A14) since competitors might be able in the future to “decompose the way that the vehicle’s system works and copy what an OEM has built if you give away the data” (A17). Hence, OEMs are trying to protect their data as much as possible and not share it with others. Embedding MPC into data marketplaces is unlikely to change this situation. As data owners, OEMs might still feel hesitant to give away sensitive data, even though MPC could allow sharing only computation results without revealing input data. They would consider MPC useful if the shared data are non-core, non-sensitive, and non-strategic.

I think for data types for which the company does not see as core values for their own strategic interest in their own service development, it would make the idea of offering and transacting these data [using MPC in data marketplaces] would help with that. (A01)

Taken together, the impact of MPC in data sharing would be apparent for firms when three boundary conditions are present. First, the benefits of using MPC and its relevant use cases must be clear (i.e., perceived benefits). Second, firms must have a data-driven mindset and possess data pre-processing skills like data cleaning and harmonization (i.e., organizational readiness). Finally, due to the early adoption phase of MPC, firms will only share data that are considered non-sensitive and generic (i.e., perceived data sensitivity).

Discussion

We found that MPC changes the relevance of control, trust, and risk in sharing through data marketplaces, particularly in the automotive industry. These factors should be specified in new ways to understand firms’ data-sharing decisions through MPC-based data marketplaces, namely technology-based control, trust in technology, and data misuse risk. Moreover, we found that trust in other actors involved and competitiveness risk, which was relevant in the current data sharing situations, are less relevant with MPC in place. Furthermore, we found three boundary conditions in which the impacts of MPC on these factors are relevant: (1) firms’ perception of the benefits of using MPC; (2) firms’ organizational readiness in terms of data skills and data awareness; and (3) firms’ perception about the sensitivity of their data. Table 6 summarizes the propositions derived from the results, which were updated from the initial propositions in Table 1.

Regarding owners’ data control, we identified contract-based control, structural based-control, and technology-based control as relevant control mechanisms in the context of data sharing. This finding extends existing knowledge of control theory in the IS literature, which typically emphasizes the object of control (input, process, output, and relations) (Tiwana, 2014; Wiener et al., 2016). We also find that MPC is seen as a technology-based mechanism that enables data owners to have more control over how their data is used (see P1a in Table 6). This finding is consistent with Garrido et al. (2021), who found that the MPC can enhance control over input data and the computation process while maintaining data utility. As a result, MPC guarantees that the data users will only receive the computation results and not the input data. This is important as firms mainly own sensitive and confidential data, making it necessary to ensure no leakage that might result in competitive disadvantage
or breach of end-users privacy. Furthermore, we provide support to the work of S. Spiekermann (2005), who argued that privacy-enhancing technologies (PETs) could enhance control in the context of ubiquitous computing. We demonstrated that MPC, as one class of PETs, could also create a similar effect in a different setting, particularly in sharing data in automotive data marketplaces.

We also found that collaborative data sharing with MPC requires less trust between the actors involved since MPC enhances control over data during the computation. This finding means that, at least in theory, firms do not need to worry that their counterpart will get access to the input data since only the computation results will be revealed to requesting party. This finding also challenges the current understanding of trust, commitment, and reciprocal relationships with other firms as preconditions for data sharing (Zaheer & Trkman, 2017). However, an interesting observation is that while MPC could reduce the need for trust in actors involved in data sharing, it could raise trust issues concerning the underlying algorithms that execute the protocol. In this regard, we argue that MPC could change the way we conceptualize trust in data sharing. Traditionally, scholars see the trust between actors (i.e., inter-organizational trust) as a key aspect influencing data sharing decisions (Müller et al., 2020). Now, in line with Lumineau et al. (2020), trust in a system based on digital technologies is increasingly relevant, especially for emerging technologies that run on the background like MPC and blockchain. In the context of MPC, trust in technology becomes relevant because it takes over the process of enforcing control for data owners. Hence, the new conceptualization of trust should be considered when studying MPC and its implications for data sharing and collaboration (see P2b in Table 6).

A surprising finding is that while MPC reduces risks perceived by data owners, specific data sharing risks remain. For instance, the risks of revealing sensitive information might shift to data users. With MPC, data users become vulnerable because their queries could reveal insights they want to obtain, allowing data owners to guess the strategic interests of data users. This implies that MPC features are like a double-edged sword that eliminates the risk for data owners while creating risks for data users. We argued that this new risk might be due to the context in which MPC is implemented. The currently known MPC use-cases mainly aim to address societal problems, such as financial fraud detection (Sangers et al., 2019) and healthcare predictions (van Egmond et al., 2021). In those use-cases, all parties agree on data usage purposes to perform computational analysis and generate insights using MPC. Hence, the risk of revealing sensitive information by data users is eliminated. However, our research context of data marketplaces differs because it involves buyer–seller relationships with unknown participants, unclear data usage purposes, and business motives. In this regard, while MPC lowers the risks for data owners, it creates new risks for data users in revealing sensitive information while sharing through data marketplaces. In other words, the risk of revealing sensitive information is more significant in this use case compared to existing MPC use cases. Therefore, we argue that the shift in data sharing risks should also be taken into account when investigating the implications of MPC in data sharing and collaboration (see P3b in Table 6).

We find that the impact of MPC on perceived control, trust, and perceived risks in data sharing depends on three conditions. The first condition is perceived benefits, which refers to how firms understand and appreciate the benefits of using MPC. In this regard, firms must be sufficiently informed on how MPC use-cases are relevant and in line with their business activities (Kanger & Pruulmann-Vengerfeldt, 2015). The importance of perceived benefits as preconditions for data sharing is consistent with existing literature (Fu et al., 2014; Sun et al., 2018). Nevertheless, our findings show that in the early stage of MPC development and adoption, the benefits of MPC in enabling data sharing while keeping the input data private seem to be not highly compelling for firms. The second condition is organizational readiness. Firms must be willing to shift towards data-driven mindsets and develop data analytics skills (Svensson & Taghavianfar, 2020). Otherwise, firms will face challenges in realizing the business value of MPC in data sharing. This is important as MPC is a complex technology and might only create value for firms that are knowledgeable and aware of its potential (Zöll et al., 2021). The final condition is perceived data sensitivity. Firms must deal with highly sensitive data before considering using MPC in data sharing. However, as we found, firms will only share generic non-sensitive data even with MPC in place, implying that data sensitivity is a necessary but insufficient condition to use MPC.

An explanation for firms’ low perception of benefits and reluctance to share highly sensitive data might be due to the nature of the automotive industry, which was chosen as our research context. This industry is known to be (1) conventional when dealing with sensitive data, (2) have low trust between actors, and (3) strongly afraid of losing a competitive edge (Svahn et al., 2017). Therefore, despite a trend toward data-driven organizations, actors in the automotive
industry still perceive data sharing as high-risk business activity. Moreover, MPC is still a relatively new technology with a lack of proven use cases in the automotive industry. As a result, actors in the automotive industry are not yet convinced of the business value of MPC. Furthermore, the added setting of data marketplaces also increases risk since it involves selling (access to) car data to other parties without knowing the purpose of data usage.

Overall, our findings imply that scholars interested in researching business-to-business data sharing should specify the concepts of control, trust, and perceived risks in a new way while considering the impact of MPC. In particular, scholars should focus on technology-based control, trust in technology, and data misuse risk, while considering perceived benefits, organizational readiness, and perceived data sensitivity as boundary conditions. This is important because MPC is a distinct phenomenon compared to existing data sharing approaches, and therefore, the current understanding of data sharing antecedents is not simply transferrable. For instance, contrary to typical research on data sharing that only focuses on data owners, we found that data users’ perspectives should be considered when studying MPC. This is due to the risk of reverse engineering based on queries asked by data users. Failing to recognize and incorporate those differences would lead to a problem in understanding why and how MPC changes the way companies share data.

**Conclusions**

This paper shows that using MPC in business-to-business data sharing via data marketplaces can provide higher control over data through technology-based control, lower the need for trust in other actors involved, and reduce competitiveness risks. However, new types of trust and risk are emerging in the form of trust in technology and data misuse risk. To realize these impacts, firms need to understand the benefits of MPC, have sufficient organizational readiness in terms of data-related capabilities, and be aware of the sensitivity of their business data.

This paper contributes to the literature on business-to-business data sharing by being among the first that specifies the concepts of perceived control, trust, and perceived risk into a set of propositions, which holds in the initial phase of MPC before its widespread adoption. We also identify three boundary conditions to consider when studying data sharing with MPC. These contributions are crucial because, so far, we lack knowledge on the meaning of MPC for firms’ data sharing decisions, especially in the early stage of MPC adoption (Agahari et al., 2021). Furthermore, MPC differs from existing data sharing approaches that primarily rely on a trusted intermediary (Bruun et al., 2020; Helminger & Rechberger, 2022). Hence, we cannot simply transfer existing knowledge to this new phenomenon (cf. Alvesson & Sandberg, 2011; Gkeredakis & Constantinides, 2019). In this way, we set a basis to extend existing theory on antecedents of business-to-business data sharing to the MPC domain. In other words, scholars could draw upon our findings to deepen our understanding of the impact of MPC in data sharing.

Additionally, this paper contributes to the MPC literature by discovering control, trust, and risk reduction in data sharing as the business value of MPC. We found that, with data-driven mindsets and capabilities, firms can create value from MPC by sharing data to generate new insights while maintaining control. In this regard, MPC can be framed differently as a tool for governing collaboration in data sharing (Lundy-Bryan, 2021) that goes beyond privacy protection (Agrawal et al., 2021). This new framing of MPC is important because firms are still not seeing privacy as a compelling value proposition despite repeated calls from scholars to implement privacy-friendly business models (e.g., Agahari et al., 2021; Bonazzi et al., 2010; Conger et al., 2013; Zöll et al., 2021). Furthermore, we expand the understanding of the socio-economic aspects of MPC beyond citizen privacy, which is overlooked in the MPC literature (Agahari et al., 2021; Agrawal et al., 2021; Bruun et al., 2020; Kanger & Pruulmann-Vengerfeldt, 2015).

**Managerial implications**

Our research is relevant to MPC developers and service providers to rethink the value proposition of MPC for businesses. As our findings show, MPC as a privacy tool does not seem appealing to companies because privacy is often viewed as a secondary aim. Instead, MPC should be promoted as a collaboration tool to improve companies’ perception of control over data and trust and reduce risks in data sharing (Lundy-Bryan, 2021). This is important because these three factors are a basis for inter-organizational data sharing and collaboration. In this way, we offer an alternative way of framing the benefits of MPC that go beyond privacy.

Our research could also benefit intermediary platforms that facilitate data sharing. As pointed out by Abbas et al. (2021), MPC could affect the value proposition of those platforms by (1) enabling sharing and computation of data insights without disclosing the input data; and (2)
affording control over data without a trusted third party. Our study provides empirical evidence that MPC could address control, trust, and risk issues in data sharing, which are challenges that data sharing platforms struggle to deal with (M. Spiekermann, 2019). MPC could even create other values for data sharing platforms by changing how these platforms perform matchmaking based on data collaboration potential. For instance, instead of matching data users with data owners that want to sell their data, data sharing platforms could perform matchmaking between multiple parties that have the potential to collaborate in addressing collective problems such as financial fraud, traffic congestion, and energy transition. Then, platform owners could offer an end-to-end solution by implementing MPC-based privacy-enhancing analytics as a way to address those collective problems. Alternatively, data marketplaces could also completely move from the matchmaking function and fully focus on offering privacy-enhancing data analytics platforms to potential customers. Therefore, those platforms could transform their business models by implementing MPC to offer unique services for their customers and gain a competitive advantage (Agahari et al., 2021).

**Limitations and future research**

This research has four limitations. First, real-life and large-scale implementations of MPC are currently limited and even more lacking in the context of data marketplaces. As a result, we rely on a thought experiment on a possible scenario of MPC-enabled automotive data marketplaces rather than actual real-life implementation. In this regard, the generalizability of our findings is limited and might only be relevant in the early stage of MPC adoption. Future research could perform a follow-up study by exploring the impact of MPC on control, trust, and risks in data sharing based on a working prototype or its real-life implementation, as the perception regarding MPC might differ when it is widely adopted by businesses. Second, we used a short presentation to explain what MPC is and how it can be used for data sharing in data marketplaces. This would lead to a potential bias in the interviews since interviewees might base their understanding of MPC mostly on our explanations, which should be considered when interpreting our findings. Future research could address this limitation by involving more participants with different levels of knowledge concerning MPC to reduce bias from researchers’ influence.

Third, as described in the introduction, we refer to data marketplaces as platforms for buying and selling datasets between firms, which was also explained in the short presentation. However, we observed that interviewees sometimes based their answers on (1) data-sharing platforms that purely focus on facilitating data exchange between partners; or (2) general view of data sharing without considering intermediaries like data marketplaces. This limitation is expected since interviewees are not very familiar with data marketplaces due to the diversity of data marketplaces’ business models (Bergman et al., 2022; Fruhwirth et al., 2020; van de Ven et al., 2021). Therefore, we kept an eye on this issue during the interviews and clarified the concepts to the interviewees when this issue arose. In this regard, scholars could also investigate the differences in the control-, trust-, and risk-related implications of MPC within the context of data-sharing platforms that purely focus on data exchange between partners. Since this type of platform is different compared to data marketplaces for trading data (which is the focus of our study), there might be some nuanced effects for both types of platforms, which should be interesting for future research. Fourth, the findings in our study were derived in a setting with high data sharing hurdles (i.e., data marketplaces in the automotive domain). Given that the magnitude of data sharing hurdles is important in assessing the impact of MPC, different findings might emerge in settings with a lower magnitude of hurdles. Hence, we suggest scholars investigate the impact of MPC in contexts with a varying magnitude of data sharing hurdles, like sharing non-sensitive data between two known business partners for their competitive advantage.

In this study, we used an exploratory approach through semi-structured interviews as our data collection strategy. Future research could consider quantitative approaches such as surveys and experiments to test the propositions as well as the impact of MPC on those factors compared to currently known data sharing solutions such as a trusted third party. The three conditions of benefits, readiness, and data sensitivity are also relevant as implications for future research. One way is to think of them as moderating effects, which strengthen or weaken the relationship between MPC and the antecedents of data sharing decisions. For instance, in experiments, researchers should keep benefits and readiness at constant and high levels, while sensitivity should be maintained at constant and low levels. Alternatively, researchers could treat these three conditions as the boundary conditions under which the relationship between MPC and the three antecedents holds, or, rather, that MPC has certainly no effect in settings with low readiness and benefits and high sensitivity (cf., Busse et al., 2017).
### Appendix

**Table 7** Grounded of categories and sub-categories

| Category                  | Sub-category                        | Grounded | Code   | Grounded |
|---------------------------|-------------------------------------|----------|--------|----------|
| Perceived control         | The relevance of perceived control  | 7        | Control is important | 5        |
|                           |                                     |          | Less control, more complex | 2        |
| Contract-based control    |                                     | 82       | Audit mechanisms | 8        |
|                           |                                     |          | Authorization | 22       |
|                           |                                     |          | Contract    | 13       |
|                           |                                     |          | OEMs as data controller (based on GDPR) | 2        |
|                           |                                     |          | Payment     | 3        |
|                           |                                     |          | Data sharing agreements | 34       |
| Structural-based control  |                                     | 14       | Closed ecosystem | 1        |
|                           |                                     |          | Decentralized/distributed architecture | 7        |
| Technology-based control  |                                     | 65       | Direct data sharing without intermediary | 6        |
|                           |                                     |          | API for publishing data | 7        |
| Trust                     | The relevance of trust              | 23       | Trust is important in data-centric business models | 6        |
|                           |                                     |          | Trust is not the main problem in data sharing | 8        |
|                           |                                     |          | Trust should be discussed within the specific problem at hand | 3        |
|                           |                                     |          | A trusted infra is not the major inhibitor for business collaboration in data sharing | 4        |
|                           |                                     |          | Lack of trust is a data sharing challenge | 2        |
|                           |                                     |          | Need to rely on intermediary | 2        |
|                           |                                     |          | OEMs do not want to collaborate with competitor | 2        |
|                           |                                     |          | OEMs consider sharing data with trusted parties | 3        |
|                           |                                     |          | Lack of consumers’ trust towards OEMs | 1        |
|                           |                                     |          | MPC could increase trust between providers and buyers | 3        |
|                           |                                     |          | Not too much trust and data sharing between OEMs | 1        |
|                           |                                     |          | OEMs trust each other but they are in competition | 4        |
|                           |                                     |          | OEMs trust each other more than big tech companies | 1        |
|                           |                                     |          | Trust towards the operator of data sharing system | 5        |
|                           |                                     |          | Trust towards the partner | 17       |
|                           |                                     |          | What are the intended party do with the data | 4        |
|                           |                                     |          | OEMs share data with existing partners | 4        |
|                           |                                     |          | Sharing data with business partners within a group | 1        |
|                           |                                     |          | Lack of technology trust | 2        |
| Trust in technology       |                                     | 4        | MPC algorithm must be trustworthy | 1        |
|                           |                                     |          | MPC could influence trust in the system | 1        |
Table 7 (continued)

| Category           | Sub-category             | Grounded | Code                                             | Grounded |
|--------------------|--------------------------|----------|--------------------------------------------------|----------|
| Perceived risks    | Competitiveness risk     | 89       | data as a source of competitive advantage        | 13       |
|                    |                          |          | OEMs are very protective and selective about data sharing | 3        |
|                    |                          |          | Confidentiality                                  | 6        |
|                    |                          |          | Intellectual property                            | 4        |
|                    |                          |          | Fear of losing competitive advantage             | 27       |
|                    |                          |          | Knowledge spillover                               | 17       |
|                    |                          |          | Competitiveness between OEMs                      | 10       |
|                    |                          |          | Highly competitive data                           | 4        |
|                    |                          |          | MPC could reduce knowledge spillover risk         | 2        |
|                    |                          |          | MPC enable data sharing in aggregated format      | 1        |
|                    |                          |          | MPC reduced data sharing risk                     | 2        |
| Data misuse risk  |                          | 18       | Fear of data abuse by other parties              | 14       |
|                    |                          |          | Safety risk/afraid of car hacks                   | 2        |
|                    |                          |          | With MPC, data users could give away their know-how to data owners | 2       |
| End-users privacy risk |                          | 26       | Risk of harming privacy of end-users             | 12       |
|                    |                          |          | German OEMs are very protective of customers' data | 4        |
|                    |                          |          | Risk due to uncertainty about privacy questions   | 2        |
|                    |                          |          | Need to protect customer's interest in protecting data | 4     |
|                    |                          |          | Data privacy                                      | 1        |
|                    |                          |          | The raw data are privacy-sensitive                | 3        |
| Reputation risk    |                          | 12       | Fear of damaging company's image and brand        | 8        |
|                    |                          |          | Risk of making bad decisions on data sharing      | 4        |
| Category          | Sub-category            | Grounded | Code                                                                 |
|------------------|-------------------------|----------|----------------------------------------------------------------------|
| Conditions       | Perceived benefits      | 166      | Lack of clear business models for data sharing                        |
|                  |                         |          | Data sharing is based on a value proposition for customers and        |
|                  |                         |          | business partners                                                     |
|                  |                         |          | Data sharing is based on the use case                                 |
|                  |                         |          | Need to have something in return (benefit)                            |
|                  |                         |          | MPC is not relevant for risk, only look at business as opportunities  |
|                  |                         |          | MPC is not viable yet                                                 |
|                  |                         |          | MPC is still complete speculation at this point                      |
|                  |                         |          | MPC is useful depending on the use case                               |
|                  |                         |          | MPC needs to be able to perform complex calculations                  |
|                  |                         |          | Benefit of using MPC is unclear                                       |
|                  |                         |          | Need to understand if MPC change business model and data sharing      |
|                  |                         |          | Need to understand MPC in more detail                                 |
|                  |                         |          | Need to understand the mechanics of MPC in business ecosystems        |
|                  |                         |          | Need to understand the viability of MPC                               |
|                  |                         |          | OEMs will use MPC if benefits are clear                               |
|                  |                         |          | There can be a mismatch between data granularity needed and the 'insights' generated |
|                  |                         |          | Benefit/advantage of data sharing is unclear                          |
|                  |                         |          | Value should come first, then the enabling technologies              |
|                  |                         |          | How to gather/collect the data                                        |
|                  |                         |          | How to make data usable                                              |
|                  |                         |          | Managerial maturity                                                  |
|                  |                         |          | MPC increase responsibility of data owners to prepare data in the right way |
|                  |                         |          | MPC puts back some burden of providing data to OEMs                  |
|                  |                         |          | With MPC, data users still needs to do data cleaning                 |
|                  |                         |          | With MPC, data standardization is required                            |
|                  |                         |          | data sharing depends on data type                                     |
|                  |                         |          | MPC is useful only to share non-core, non-sensitive, non-strategic data |
|                  |                         |          | MPC would not change willingness to share strategically relevant data  |
|                  |                         |          | OEMs will only share some relevant information                        |
|                  |                         |          | OEMs only willing to share generic, non-sensitive data                |
|                  |                         |          | OEMs only willing to share data that are normally open               |
|                  |                         |          | OEMs are unwilling to share business-sensitive data                   |
| Organizational readiness |                 | 14       | How to gather/collect the data                                        |
| Perceived data sensitivity |             | 29       | How to make data usable                                              |
|                  |                         |          | Managerial maturity                                                  |
|                  |                         |          | MPC increase responsibility of data owners to prepare data in the right way |
|                  |                         |          | MPC puts back some burden of providing data to OEMs                  |
|                  |                         |          | With MPC, data users still needs to do data cleaning                 |
|                  |                         |          | With MPC, data standardization is required                            |
|                  |                         |          | data sharing depends on data type                                     |
|                  |                         |          | MPC is useful only to share non-core, non-sensitive, non-strategic data |
|                  |                         |          | MPC would not change willingness to share strategically relevant data  |
|                  |                         |          | OEMs will only share some relevant information                        |
|                  |                         |          | OEMs only willing to share generic, non-sensitive data                |
|                  |                         |          | OEMs only willing to share data that are normally open               |
|                  |                         |          | OEMs are unwilling to share business-sensitive data                   |
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