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Abstract

Koopmans-compliant functionals provide a novel orbital-density-dependent framework for an accurate evaluation of spectral properties; they are obtained by imposing a generalized piecewise-linearity condition on the total energy of the system with respect to the occupation of any orbital. In crystalline materials, due to the orbital-density-dependent nature of the functionals, minimization of the total energy to a ground state provides a set of minimizing variational orbitals that are localized, and thus break the periodicity of the underlying lattice. Despite this, we show that Bloch symmetry can be preserved and it is possible to describe the electronic states with a band-structure picture, thanks to the Wannier-like character of the variational orbitals. We also present a method to unfold and interpolate the electronic bands from supercell (Γ-point) calculations, which enables us to calculate full band structures with Koopmans-compliant functionals. The results obtained for a set of benchmark semiconductors and insulators show a very good agreement with state-of-the-art many-body perturbation theory and experiments, underscoring the reliability of these spectral functionals in predicting band structures.

I. INTRODUCTION

The advent of density-functional theory (DFT) has made it possible to calculate the fundamental properties of materials from first principles. Thanks to Hohenberg-Kohn theorems [1], a system’s Hamiltonian is fully determined by the electronic ground-state density and thus so too are all excited-state properties. However, a major challenge is to find ways to extract the desired features from a functional of the density. The auxiliary non-interacting Kohn-Sham (KS) system [2] provides a framework to approximate in reliable and straightforward ways ground-state densities and energies, but it does not provide an explicit description of excited-state properties (e.g. see Ref. [3] and references therein), the one exception being the highest-occupied (HO) state which corresponds in exact KS-DFT to the opposite of the ionization potential (IP) of the system [4, 5]. On the other hand, the connection between the band structure of a crystal (i.e. its $k$-resolved photoemission spectrum of charged excitations) and the KS orbital energies is less straightforward. The KS potential is the variationally best local and static approximation to the self-energy [6], and
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it was recently pointed out that local and dynamical potentials can improve the description of spectral properties [7–9]. Despite the absence of a rigorous relation between KS spectra and experimental band structures, the qualitative agreement between the two (upon band gap opening) suggests the existence of a deeper physical connection and pushed some to consider KS eigenvalues as an approximation to ionization energies [10–12].

In Hartree-Fock (HF) theory this connection is more straightforward. In fact, in the absence of electronic relaxations, Koopmans’ theorem states that the expectation values of the HF Hamiltonian over the single empty or filled spin-orbitals are equal to the electron addition or removal energies [13]. Still, two major drawbacks remain: (i) the lack of electronic correlations in HF, and (ii) accounting for electronic relaxations invalidates this equivalence between expectation values and electron addition/removal energies, and turns the total HF energy into a non-linear concave function of the particle number [14] accompanied by a systematic overestimation of energy gaps in molecules and solids.

Meanwhile, in practical KS-DFT calculations the eigenvalues suffer also from the approximations to the unknown exchange and correlation energy functional. In local and semi-local approximations the IP – which in principle should be exact – is systematically underestimated when taken as the opposite of $\varepsilon_{\text{HO}}$ because of the erroneous convex behaviour of most functionals [14, 15] which deviate from the exact piecewise-linearity (PWL) of the total energy as a function of the number of electrons [4]. The convexity of the energy curve leads to a discrepancy between the finite and differential energy differences – with the former corresponding to $E(N-1) - E(N)$ and the latter to $\varepsilon_{\text{HO}}$ [4, 16–18]. This discrepancy is often associated with the “self-interaction” or “delocalization” error present in (semi-)local DFT functionals [15, 19–22]. While the missing PWL and the self-interaction error are related [23], they might not be equivalent [24]; the Koopmans integral (KI) functional [25], described in detail below, restores PWL (with an orbital-density dependence) while not improving the self-interaction or delocalization error of the base functional.

Many efforts have been made to go beyond the limitations of DFT and improve the agreement with experimental observations or have direct access to more physical features such as excited-state properties. While diagrammatic approaches, like $GW$ [26, 27] and other more refined many-body perturbation theory methods [28–30] provide a state-of-the-art baseline, functional approaches such as Koopmans-compliant functionals [25, 31–34] and range-separated or dielectric-dependent hybrid functionals [35–40] can show remarkable
accuracy at significantly reduced computational costs.

The concept of piecewise-linearity of the total energy is the fundamental ingredient for the approach discussed in this work, a class of orbital-density-dependent (ODD) functionals that we termed as Koopmans-compliant (KC) [8, 25, 31–33, 41–45]. These are energy functionals that satisfy a generalized PWL condition for every orbital, enforcing the following Koopmans-compliance condition [42]

\[
\langle \phi_i | \hat{h}^{KC} | \phi_i \rangle = \frac{dE^{KC}}{df_i} = \text{constant}. \tag{1}
\]

Here \( f_i \) is the occupation number of the \( i \)-th orbital \( \phi_i \) and \( \hat{h}^{KC} \) the Koopmans-compliant Hamiltonian. The connection between the derivatives of the total energy with respect to the orbitals occupation and the expectation values of the Hamiltonian is ensured by Janak’s theorem [16]. The condition above takes the exact concept of a PWL energy as a function of the total number of particles (i.e. the occupation of the HO orbital) and heuristically extends it to all the orbitals of the system, implementing a generalized version of Koopmans’ theorem [42].

The constant in Eq. (1) – let us call it \( \lambda_i \) – corresponds to the energy difference \( \Delta E_i \) between the \( N \)-particle ground state and the relaxed \( N \pm 1 \)-particle system where an electron has been removed or added to the \( i \)-th orbital, provided that the functional is piecewise linear. The generalized PWL condition discussed above, together with a correct description of the screening and relaxation effects due to the addition/removal of an electron, has been proven to be key for an accurate prediction of ionization potentials [33] and electron affinities [43, 44, 46] of molecules. In extended periodic systems the situation is more complex and the localization of orbitals turns out to be fundamental in order to have effective KC corrections [32]; this feature comes out naturally from the energy minimization and ensures a seamless transition to the thermodynamic limit. Furthermore, the Wannier-like character of the resulting minimizing orbitals (so called “variational” orbitals) [32] provides a formal justification to related approaches where Koopmans-like corrections are directly applied to Wannier functions (WFs) [34, 47–52].

That said, the localized and non-periodic nature of variational orbitals in Koopmans calculations makes it natural to use a supercell setup, even when perfectly periodic systems are considered – apparently breaking the translation symmetries of the system. As a consequence, the single-particle eigenenergies obtained in supercell (\( \Gamma \)-sampling) calcula-
tions cannot be unfolded straightforwardly, since the existence of a band structure picture is linked to the compliance with Bloch’s theorem. So, earlier works only focused on band gaps rather than on full band structures [32], or rather applied KC-like corrections in a non-self-consistent manner directly to Kohn-Sham states [34]. In the present work we show how to recover the full band structure description of the quasi-particle energies when working in an ODD framework. We show that when the minimizing orbitals are Wannier functions the orbital-density-dependent potentials inherit the Wannier translational property, and that this plays a fundamental role for the fulfillment of Bloch’s theorem in KC functionals as well as in any other orbital-density-dependent approach like, e.g., the Perdew-Zunger (PZ) self-interaction correction [53–55].

In the following, we provide in Sec. II A a general introduction of the framework of Koopmans-compliant functionals; in Sec. II B we highlight the importance of localization when performing KC calculations in extended systems; in Sec. II C we discuss the validity of Bloch’s theorem within the framework of ODD functionals and in Sec. II D we explain the method used to reconstruct the band structure from supercell Γ-only calculations. Finally, in Secs. III-IV we discuss the computational details and the results obtained for a set of selected semiconductors and insulators.

II. METHODOLOGY

A. Koopmans spectral functionals

Any KC construction starts with a base density functional, $E^{\text{DFT}}[\rho]$, to which an orbital-density-dependent correction $\Pi_i^{\text{KC}}[\rho, \rho_i]$ is applied:

$$E^{\text{KC}}[\{\rho_i\}] = E^{\text{DFT}}[\rho] + \sum_i \Pi_i^{\text{KC}}[\rho, \rho_i],$$

(2)

where $\rho(\mathbf{r}) = \sum_i f_i |\phi_i(\mathbf{r})|^2$ is the total electronic density and $\rho_i(\mathbf{r}) = f_i |\phi_i(\mathbf{r})|^2$ is the density of the $i$-th orbital with occupation $f_i$. By requiring $E^{\text{KC}}$ to be compliant with Eq.(1) one obtains the expression for the derivative of the $\Pi_i^{\text{KC}}$ terms:

$$\left. \frac{d\Pi_i^{\text{KC}}}{df_i} \right|_{f_i=s} = - \left. \frac{dE^{\text{DFT}}}{df_i} \right|_{f_i=s} + \lambda_i$$

(3)
where \( s \) can take any value between 0 and 1. Upon integration between 0 and a generic occupation number \( f_i \in [0, 1] \), gives

\[
\Pi_{i}^{\text{KC}} = - \int_{0}^{f_i} \langle \phi_i | \hat{h}^{\text{DFT}} (s) | \phi_i \rangle \, ds + f_i \lambda_i, \tag{4}
\]

where \( \hat{h}^{\text{DFT}} \) represents the KS Hamiltonian and Janak’s theorem [16] has been used,

\[
\frac{dE^{\text{DFT}}}{df_i} \bigg|_{f_i=s} = \langle \phi_i | \hat{h}^{\text{DFT}} (s) | \phi_i \rangle . \tag{5}
\]

As it can be seen from Eq. (4), \( \Pi_{i}^{\text{KC}} \) is made of two terms: the first removes orbital-by-orbital the non-linear dependence of the energy with respect to occupation \( f_i \), while the second adds back a term that is linear with respect to \( f_i \), with a slope \( \lambda_i \) that can be chosen in a number of ways. Different choices for \( \lambda_i \) give rise to different KC functionals [25]. In the KI flavour, for instance, \( \lambda_i \) is given by DFT total energy difference: for occupied states \( \lambda_i = E^N - E_{i}^{N-1} \), with \( E_{i}^{N-1} \) being the energy of the system where the occupied orbital \( i \) is emptied, while for empty states \( \lambda_i = E_{i}^{N+1} - E^N \), with \( E_{i}^{N+1} \) being the energy of the system where the unoccupied orbital \( i \) is filled. In both cases, the emptied or filled orbital is kept frozen while all the other orbitals are allowed to relax. Notably, for KI the base functional remains unchanged at integer occupation numbers (\( f_i = 0 \) and \( f_i = 1 \)), but the derivatives (hence the expectation values of the Hamiltonian) differ [25]. The KI functional can be expected to give results similar to those coming from \( \Delta \text{SCF} \) calculations performed with semi-local functionals when applied to small molecules (see later discussion for the solid-state limit).

As mentioned before, when evaluating the terms in Eq. (4) one needs to consider that any modification in the occupancy of a single-particle density has an effect on all the other orbitals. Our strategy in this situation is to neglect the orbitals relaxation during the construction of the Koopmans corrective terms \( \Pi_{i}^{\text{KC}} \), and account for it \textit{a posteriori} by scaling the unrelaxed correction terms via scalar, orbital-dependent screening parameters \( \alpha_i \). So, Eq. (2) takes the form

\[
E^{\text{KC}}[\{\rho_i\}] = E^{\text{DFT}}[\rho] + \sum_i \alpha_i \Pi_{i}^{\text{uKC}}[\rho, \rho_i], \tag{6}
\]

and \( \Pi_{i}^{\text{uKC}} \) represents the unrelaxed KC correction, i.e. when the orbitals are not allowed to relax after the addition/removal of an electron. In the KI case this is simply

\[
\Pi_{i}^{\text{uKI}}[\rho, \rho_i] = \left\{ E^{\text{DFT}}[\rho - \rho_i] - E^{\text{DFT}}[\rho] \right\} \\
+ f_i \left\{ E^{\text{DFT}}[\rho - \rho_i + n_i] - E^{\text{DFT}}[\rho - \rho_i] \right\}, \tag{7}
\]
where \( n_i(r) = \rho_i^{f_i=1}(r) = |\phi_i(r)|^2 \). It is apparent from this expression that \( \Pi_i^{KI} \) is zero for \( f_i = 0 \) or \( f_i = 1 \). One can also apply the KI linearization to the orbital-dependent self-interaction-corrected Perdew-Zunger (PZ) functional [53], leading to the so-called KIPZ functional [25]. This is more computationally expensive than the simple KI, but it has the advantage of being exactly one-electron self-interaction-free. Detailed expressions for KI, KIPZ and their derivatives are given in Appendix A. As an aside, we also note that the derivatives of \( \Pi_i^{KI} \) and of \( \Pi_i^{KIPZ} \) with respect to \( f_j \) for \( j \neq i \) vanish, which justifies post-hoc the absence of cross-derivatives when going from Eq. (2) to Eq. (3). The effect of the orbitals relaxation is added by renormalizing each \( \Pi_i^{KC} \) via a screening factor \( \alpha_i \).

While the screening should generally be accounted for via non-local functions in space (see Ref. [45]), in KC functionals we consider an approximated, yet effective, scalar form that can be calculated fully from first-principles either with a linear response approach [45] – averaging the microscopic dielectric function – or via finite differences [32]. In this work we followed the second strategy, where each screening parameter \( \alpha_i \) optimizes the matching between the right derivative of the energy when the orbital is empty, \( \lambda_i(f_i = 0) \), and the left derivative of the energy when the orbital is completely filled, \( \lambda_i(f_i = 1) \). In the following we report the expression used for the screening parameters while for a more detailed discussion we refer to [32, 42]:

\[
\alpha_i = \frac{\alpha_i^{(0)} \Delta E_i - \langle \phi_i | \hat{h}^{\text{DFT}} | \phi_i \rangle}{\lambda_i^{(0)} - \langle \phi_i | \hat{h}^{\text{DFT}} | \phi_i \rangle}, \tag{8}
\]

where \( \Delta E_i = E^{\text{KC}}(f_i = 1) - E^{\text{KC}}(f_i = 0) \), \( \alpha_i^{(0)} \) is a trial value for the screening parameter and, by referring to Eq. (1), \( \lambda_i^{(0)} \) is the expectation value over the \( i \)-th orbital of the Koopmans Hamiltonian where the screening parameters have been set to the trial values \( \{\alpha_i^{(0)}\} \).

As is the case for the PZ functional, the orbital-dependent nature of KC functionals breaks the invariance of the total energy with respect to unitary transformations of the manifold of occupied orbitals. Consequently, the ground-state energy cannot be found via a self-consistent diagonalization, but instead requires a direct minimization of the functional

\[
E^{\text{KC}}_{\text{GS}} = \min_{\hat{\rho}} \min_{\{\phi_i\}} \left\{ E^{\text{KC}}[\{\rho_i\}] - \sum_{ij} \Lambda_{ij} (\langle \phi_i | \phi_j \rangle - \delta_{ij}) \right\}, \tag{9}
\]

where we have included the usual orthonormality constraint on the single-particle wavefunctions. Minimizing this functional typically involves (i) an outer-loop that searches for the optimal manifold of occupied orbitals \( \hat{\rho} = \sum_i |\phi_i\rangle \langle \phi_i| \), and (ii) an inner-loop that, for a fixed
manifold $\hat{\rho}$, determines the set of variational orbitals, that minimizes the energy (6) with respect to all possible unitary rotations [55–57].

At its minimum, the functional satisfies the Pederson condition [58, 59]:

$$\langle \phi_i | \hat{h}^{KC}[\rho_j] | \phi_j \rangle = \langle \phi_i | \hat{h}^{KC}[\rho_i] | \phi_j \rangle,$$

which means that the matrix of Lagrangian multipliers becomes Hermitian, providing the matrix representation of the KC Hamiltonian on the variational orbitals. The expression for the action of the KC Hamiltonian on the variational orbitals is then defined by the gradient of the energy functional (for more details see Appendix A):

$$\frac{\delta E^{KC}}{\delta \rho_i} = \hat{h}^{KC}[\rho, \rho_i] \equiv \hat{h}^{DFT}[\rho] + \alpha_i \hat{v}^{KC}[\rho, \rho_i].$$

While the authors of Ref. [60] suggested to interpret the diagonal elements of the Lagrangian multipliers matrix as excitation energies, here we follow the prescription of Ref. [49] and consider the canonical diagonal representation of the matrix $\Lambda_{ij}$ to interpret its eigenvalues as quasi-particle energies (and its eigenvectors as “canonical” orbitals, as opposed to the variational ones that minimize the functional).

Before moving on and facing more specifically the problem of periodic systems, we mention here a current limitation of the approach, due to the impossibility of treating a generic density matrix. KC functionals provide a correction only for the diagonal elements of the occupation matrix, whereas no correction is applied to off-diagonal occupations $f_{ij} = \langle \phi_i | \rho | \phi_j \rangle$, which forces us to have a density matrix of the form $\hat{\rho} = \sum_i f_i | \phi_i \rangle \langle \phi_i |$. At zero temperature, for a system with a non-zero band gap the occupation matrix is trivially block-diagonal with the identity on the occupied block and the null matrix on the empty block. The occupation matrix of a metal, on the other hand, does not have this structure and unitary transformations of the orbitals will mix the occupied and empty manifolds and lead to some non-zero off-diagonal elements – i.e. to a density matrix of the form $\hat{\rho} = \sum_{ij} f_{ij} | \phi_i \rangle \langle \phi_j |$. As a consequence, only systems possessing a finite band gap at the DFT level are accessible by this approach, whereas metallic systems are, for the moment, not treated.

B. Localization: Wannier functions as variational orbitals

The breaking of unitary invariance in Koopmans functionals gives rise to a unique set of minimizing, or variational, orbitals. While in DFT any unitary rotation of the KS states
does not modify the total energy, in KC functionals such a transformation of the variational orbitals alters the total energy, despite the fact that the density is left unchanged. We stress that while this is true in general, KI at integer occupation numbers represents an exception as it is also invariant with respect to unitary transformations; although not changing the KI total energy, a unitary transformation does modify its derivatives with respect to the orbital occupations, and thus the KI spectrum. It is therefore necessary to remove this ambiguity by defining KI as the limit of KIPZ with the PZ contribution going to zero [25] (see also Appendix A).

Typically the KC variational orbitals tend to be localized in space; this is because the minimization of a KC functional for the occupied states is dominated by the gradient of the PZ term (see Appendix A). The very fact that these orbitals are localized is a characteristic feature of KC functionals and key to obtain non-vanishing KC corrections in extended systems [32]. If we instead consider the canonical KS orbitals coming from local or semi-local density-functionals, those are typically delocalized and variations of energy due to a change in the occupancy – as calculated via a ∆SCF calculation – recover the value of the KS eigenenergies, that are a poor approximation for excitation energies [32, 61, 62]. Analogously, if we were to apply the Koopmans correction of Eq. (7) to a fully delocalized state this correction would be vanishingly small and Koopmans functionals would be completely ineffective.

In addition to their localized character the variational orbitals in periodic systems typically possess the translation property of Wannier functions [32]:

\[ w_R(\mathbf{r} - \mathbf{R'}) = w_{\mathbf{R} + \mathbf{R'}}(\mathbf{r}), \]  

(12)

where \( \mathbf{R} \) and \( \mathbf{R'} \) represent any pair of Bravais lattice vectors. We therefore say that the variational orbitals of KC functionals in extended, periodic systems are “Wannier-like”, namely they constitute an orthonormal set of functions that (i) are localized in space and (ii) satisfy Eq. (12), i.e. they can be labeled with a corresponding lattice vector. Indeed, in periodic systems the KIPZ variational orbitals typically resemble maximally localized Wannier functions (MLWFs) [63], providing also a justification for the non-self consistent application of KI corrections on top of MLWFs [34]. As mentioned earlier in this section, because of the unitary invariance of the the KI energy, the variational orbitals must be obtained by the minimization of the KIPZ energy with an arbitrarily small PZ term. This is
equivalent to minimize the KIPZ energy while constraining the density to match the ground-state density of the underlying DFT functional. For this reason, MLWFs obtained from the KS states represent a very good choice for the KI variational orbitals, while for KIPZ they constitute a very good initial guess for the minimization.

While the strong localization of variational orbitals forces us to resort to a supercell approach and seems to break the translation symmetries of the system, the Wannier-like character turns out to be the key to prove the periodicity of the KC potential over the primitive cell, legitimizing the reconstruction of energy dispersions within the Brillouin zone of the primitive cell of the system via an unfolding procedure.

C. Bloch’s theorem

In periodic systems, the emergence of the crystal momentum \( \mathbf{k} \) as a quantum number is a natural consequence of the fact that the effective crystal Hamiltonian commutes with all the translation operators, \( \{ \hat{T}_R \} \) (\( R \) are the Bravais lattice vectors of the primitive cell). As a consequence of Bloch’s theorem, and more generally of group theory, the irreducible representations (labeled by \( \mathbf{k} \)) of the translation group allow for a block-diagonal representation of the Hamiltonian and, consequently, for a band structure description of the energy spectrum. We will call such a Hamiltonian “Bloch-compliant”.

Before discussing Bloch’s theorem in the context of KC functionals, let us first consider what happens in standard DFT, where the energy functional and the Hamiltonian depend only on the total density. If we consider a perfectly periodic solid in a supercell calculation with a \( \Gamma \)-point sampling of the Brillouin zone, the periodicity of the density over the primitive cell is not imposed \textit{a priori}, but it typically emerges during the energy minimization (we exclude exotic ground states, like those with charge density waves, where the periodicity of the density is not commensurate with that of the lattice). The periodicity of the density is then inherited by the Hamiltonian, which is therefore Bloch-compliant. The KS orbitals, meanwhile, will be exactly periodic with the boundary conditions of the supercell but they might not have a Bloch-like form with respect to the primitive cell. Contrast this with a primitive cell calculation, where the validity of Bloch’s theorem is assumed since the beginning: the KS orbitals are forced to be Bloch functions and the density and the operators are periodic over the primitive cell. As a consequence, the KS potential is periodic over the
primitive cell – i.e. the Hamiltonian commutes with the translation operators – and the eigenstates are labeled with corresponding \( k \)-vectors.

At odds with DFT, where the total density is the only quantity entering the Hamiltonian, KC functionals (and their Hamiltonians) depend on the set of variational orbital densities, and therefore the periodicity (over the primitive cell) of the total density alone is not sufficient to obtain a periodic potential. In this case a more stringent condition is needed and in the following we show that this extra condition is given by the Wannier-like character of the variational orbitals. If the variational orbitals satisfy Eq. (12), the KC potential turns out to have the periodicity of the primitive cell and, therefore, the KC Hamiltonian fulfills the hypothesis of Bloch’s theorem.

At the minimum of the KC energy functional the matrix of Lagrangian multipliers ensuring the orthonormality of the variational orbitals is Hermitian [49, 59], and the KC Hamiltonian is defined as

\[
\hat{h}_{KC} = \hat{h}_{DFT} + \hat{v}_{KC} = \sum_i \left( \hat{h}_{DFT}^{\rho} + \hat{v}_{KC}^{\rho, \rho_i} \right) |\phi_i\rangle \langle \phi_i| \tag{13}
\]

where \( \{\phi_i\} \) are the variational orbitals and \( \{\hat{v}_{KC}^{\rho, \rho_i}\} \) are the ODD potentials introduced in Sec. II A and explicitly shown in Appendix A. Because the ODD potentials \( \{\hat{v}_{KC}^{\rho, \rho_i}\} \) are built from the variational orbitals and thus are periodic only in the supercell (and not in the primitive cell), each \( \hat{v}_{KC}^{\rho, \rho_i} \) individually breaks the translation symmetry of the system. However, it can be shown that, if the variational orbitals are Wannier functions (i.e. they satisfy Eq. (12)) the potential \( \hat{v}_{KC} = \sum_i \hat{v}_{KC}^{\rho, \rho_i} |\phi_i\rangle \langle \phi_i| \) is periodic over the primitive cell. While this result is general and applies to any ODD Hamiltonian, for simplicity here we give the proof for the PZ Hamiltonian where the DFT Hamiltonian is augmented by the PZ potential \( \hat{v}_{PZ} = -\sum_i \hat{v}^{Hxc}[\rho_i] |\phi_i\rangle \langle \phi_i| \) (where \( \{\phi_i\} \) is the set of PZ variational orbitals).

From now on we assume the Wannier-like character of the variational orbitals – which also implies the periodicity of the total density over the primitive cell – and we replace the generic orbital index \( i \) with a composite index \((R, n)\) labeling the Wannier functions in terms of the primitive cell index \( R \) and a band index \( n \) [64]. Without loss of generality and in order to keep the notation simple we consider only one band and in the following we drop
the band index \( n \), so \( v^{\text{Hxc}}([\rho_n], \mathbf{r}) = v^{\text{Hxc}}([\rho_R], \mathbf{r}) \), and the PZ potential becomes:

\[
\hat{v}^{\text{PZ}} = -\sum_R \hat{v}^{\text{Hxc}}[\rho_R] \left| \psi_R \right\rangle \langle \psi_R \right| .
\] (14)

As shown in Appendix B, the occupation numbers of the Wannier functions are independent of the lattice vector \( \mathbf{R} \): \( f_R = f_0 \). By definition, the Wannier orbital densities \( \rho_R(\mathbf{r}) = f_0 |\psi_R(\mathbf{r})|^2 \) fulfill the same translation property (12) as \( \psi_R(\mathbf{r}) \). The crucial step is to show that also the ODD potentials \( \hat{v}^{\text{Hxc}}[\rho_R] \) satisfy the same property. Let us consider the Hartree ODD potentials first:

\[
v^{\text{H}}([\rho_R], \mathbf{r} - \mathbf{R}') = \int_V \frac{\rho_R(\mathbf{r}')}{|\mathbf{r} - \mathbf{R}' - \mathbf{r}'|} \, d\mathbf{r}'
= \int_V \frac{\rho_R(\mathbf{r}' - \mathbf{R}')}{|\mathbf{r} - \mathbf{r}'|} \, d\mathbf{r}'
= \int_V \frac{\rho_R + \rho_{\mathbf{R} + \mathbf{R}'}(\mathbf{r}')}{|\mathbf{r} - \mathbf{r}'|} \, d\mathbf{r}'
= \hat{v}^{\text{H}}([\rho_{\mathbf{R} + \mathbf{R}'}], \mathbf{r}),
\] (15)

where \( V \) is the supercell volume and we made use of property (12) on \( \rho_R \). The situation is even simpler for the xc ODD potentials \( \hat{v}^{\text{xc}}[\rho_R] \); at LDA and GGA levels, the xc functional is \( E^{\text{xc}}[\rho] = \int d\mathbf{r} f(\rho(\mathbf{r}), \nabla \rho(\mathbf{r})) \), hence the xc potential is given by \( v^{\text{xc}}([\rho_R], \mathbf{r}) = \frac{df}{d\rho_R}(\rho_R(\mathbf{r}), \nabla \rho_R(\mathbf{r})) \), and it is straightforward to show that \( v^{\text{xc}}([\rho_R], \mathbf{r} - \mathbf{R}') = v^{\text{xc}}([\rho_{\mathbf{R} + \mathbf{R}'}], \mathbf{r}) \).

Overall then we obtain

\[
v^{\text{Hxc}}([\rho_R], \mathbf{r} - \mathbf{R}') = v^{\text{Hxc}}([\rho_{\mathbf{R} + \mathbf{R}'}], \mathbf{r}) \quad \forall \mathbf{R}, \mathbf{R}',
\] (16)

which means that the potentials \( \{-\hat{v}^{\text{Hxc}}[\rho_R]\} \) satisfy the same translation properties as the set of WFs \( \{\psi_R\} \). Using Eqs. (12) and (16) it is straightforward to show that the PZ potential \( v^{\text{PZ}}(\mathbf{r}) = \langle \mathbf{r} | \hat{v}^{\text{PZ}} | \mathbf{r} \rangle \) is periodic over the primitive cell (an alternative and equivalent proof showing that the PZ potential commutes with the translation operators \( \hat{T}_R \) is given in Appendix C):

\[
v^{\text{PZ}}(\mathbf{r} + \mathbf{R}) = -\sum_{\mathbf{R}'} v^{\text{Hxc}}([\rho_{\mathbf{R}' - \mathbf{R}}], \mathbf{r} + \mathbf{R}) w_{\mathbf{R}' - \mathbf{R}}(\mathbf{r}) w^*_{\mathbf{R}' - \mathbf{R}}(\mathbf{r}) \quad (\mathbf{R}' - \mathbf{R} \rightarrow \mathbf{R}')
= -\sum_{\mathbf{R}'} v^{\text{Hxc}}([\rho_{\mathbf{R}' - \mathbf{R}}], \mathbf{r}) w_{\mathbf{R}' - \mathbf{R}}(\mathbf{r}) w^*_{\mathbf{R}' - \mathbf{R}}(\mathbf{r})
= -\sum_{\mathbf{R}'} \hat{v}^{\text{Hxc}}[\rho_{\mathbf{R}'}] w_{\mathbf{R}'}(\mathbf{r}) w^*_{\mathbf{R}'}(\mathbf{r})
= v^{\text{PZ}}(\mathbf{r}).
\] (17)
The remainder of the PZ Hamiltonian – the DFT Hamiltonian – commutes already with all the translation operators, thus it fulfills Bloch’s theorem. The Wannier-like property of the orbital-dependent potentials $\hat{v}^{PZ}[\rho, \rho_\mathbf{R}]$, Eq. (16), and the consequent periodicity of the PZ potential $\hat{v}^{PZ}$, Eq. (17), are the central results of this paper. They show that, under the assumption of the Wannier-like character of the variational orbitals, the PZ potential has the periodicity of the primitive cell and therefore it satisfies the hypothesis of Bloch’s theorem.

Although the KC Hamiltonian is more complex than the PZ one discussed here, it is made of orbital-density-dependent potentials of the very same nature of the PZ ones, alongside scalar terms – meaning that they do not depend on $\mathbf{r}$ – or terms that depend only on the total density $\rho$. The latter are trivially periodic on the primitive cell because of the periodicity of the total density. The proof given above thus readily applies also to the KC potential and so

$$v^{KC}(\mathbf{r} + \mathbf{R}) = v^{KC}(\mathbf{r}) \quad \forall \mathbf{R}.$$  \hfill (18)

For further evidence of the compliance of the KC Hamiltonian with Bloch symmetries, we can consider the unitary transformation between Wannier functions and Bloch functions that acts as a Fourier transform from $\mathbf{R}$-space to $\mathbf{k}$-space:

$$h^{KC}(\mathbf{k}, \mathbf{k}') = \sum_{\mathbf{R}, \mathbf{R}'} e^{-i\mathbf{k} \cdot \mathbf{R}} e^{i\mathbf{k}' \cdot \mathbf{R}'} \langle w_\mathbf{R} | \hat{h}^{KC}_{\mathbf{R}'} | w_\mathbf{R}' \rangle.$$  \hfill (19)

Using Eq. (16), it can be easily shown that the expression above is proportional to $\delta_{\mathbf{k}, \mathbf{k}'}$ yielding a matrix that, in a Bloch-like representation, is block-diagonal over $\mathbf{k}$.

To summarize, we have shown that when the variational orbitals are Wannier functions (i.e. they satisfy Eq. (12)) the potential $\hat{v}^{KC}$ defined in Eq. (13) is periodic over the primitive cell, making the Koopmans Hamiltonian Bloch-compliant. As an aside, the Wannier-like nature of the orbitals and the Bloch-compliance of KC functionals also makes it possible to develop a primitive cell implementation of KC functionals, for direct access to the band structure without the need of supercell calculations and of an unfolding procedure; details about the implementation and the results are reported in Ref. [65]. As we already mentioned above, the assumption of having Wannier-like variational orbitals is justified by the observation that the minimization of KC and PZ functionals in extended systems leads to orbitals with these properties. While this has occurred in all the systems so far considered,
it is important to remark that the lack of the Wannier-like character in the variational orbitals would prevent from applying the Bloch’s theorem and implies the actual breaking of the translation symmetry of the system. Such situations are presumably as sporadic as when in standard DFT the periodicity of the ground-state density is not commensurate to that of the lattice potential and they should not be confused with special system-dependent gauge invariances that KC functionals might have. Despite the non-unitary invariance of the functionals, there is indeed no guarantee for the uniqueness of the set of variational orbitals and we cannot exclude \textit{a priori} that there might exist some gauges for which the translation symmetry of the lattice is broken.

Having proved the compliance of KC Hamiltonians with translation symmetries, in the following section we detail the unfolding procedure used to reconstruct the \textit{k}-space Hamiltonian and find eigenvalues at any point of the Brillouin zone, starting from supercell \textit{Γ}-sampling calculations.

**D. Unfolding and interpolation of bands**

When simulating a bulk crystalline material, the infinite system is usually studied with Born-von Karman (BvK) boundary conditions, which introduces a discretization of the \textit{k}-points inside the first Brillouin zone (BZ). Equivalently, one can study explicitly the BvK supercell containing the \textit{N} periodic replicas of the primitive cell, but in this case one no longer has direct access to the band structure of the primitive cell. In order to recover this band structure, several methods have been developed \cite{66–72}; our approach follows the same strategy of \cite{67} and exploits the Wannier nature of the variational orbitals. The matrix elements of the \textit{k}-space Hamiltonian are obtained from those given by the variational orbitals via a (double) Fourier transform as in Eq. (19). If the Wannier Hamiltonian is compliant with the translation symmetries of the system, the expression reduces to

\[
h_{mn}^{KC}(\textbf{R}) = \langle \psi_{m\textbf{k}} | \hat{h}^{KC} | \psi_{n\textbf{k}} \rangle = \sum_{\textbf{R}} \langle w_{0m} | \hat{h}^{KC}[\rho_{\textbf{R}n}] | w_{\textbf{R}n} \rangle = \sum_{\textbf{R}} e^{i\textbf{k} \cdot \textbf{R}} h_{mn}^{KC}(\textbf{R}),
\]

(20)

where we have defined \(h_{mn}^{KC}(\textbf{R}) = \langle w_{0m} | \hat{h}^{KC}[\rho_{\textbf{R}n}] | w_{\textbf{R}n} \rangle\). The diagonalization of this matrix yields the energies \(\varepsilon_{nk}\) at any \textit{k}-point.

In the supercell approach the Brillouin zone reduces to a single point; as a consequence, the supercell Hamiltonian in the Wannier representation loses the information about the
lattice vectors \{\mathbf{R}\} and its matrix elements are labeled by the supercell index only. In order to reconstruct the \(k\)-space Hamiltonian of Eq. (20), one must reconstruct the composite index \{\mathbf{R}, n\} of each WF from its supercell-picture index \(\alpha\) (see Fig. 1). An effective way to do this is to first choose a reference primitive cell and define the orbitals with the centers inside it as the \(\mathbf{R} = 0\) Wannier functions. The second step consists of comparing all the other WFs in the supercell with those in the reference cell. If the Wannier translation property holds, we are able to connect each WF to its reference function \(w_{0n}\) and lattice vector \(\mathbf{R}\), defined as the distance between the centers of the two functions. If the system has more functions sharing the same center, one can look at the second-order moments (\(\langle x^2 \rangle, \langle y^2 \rangle, \langle z^2 \rangle\)) to have a more detailed signature of WFs and, if needed, can move towards higher-order spatial moments until the character of each Wannier function is unequivocally defined [73].

As argued in Ref. [67], Eq. (20) not only applies to the points belonging to the \(k\)-mesh commensurate with the chosen supercell, but it is also an excellent interpolator. So, in order to calculate the band structure along any path in the Brillouin zone, we obtain the matrix elements of the \(k\)-space Hamiltonian by simply applying Eq. (20) to any arbitrary \(k\)-point. In doing so, the matrix elements \(h_{mn}^{KC}(\mathbf{R})\), for any \(\mathbf{R}\)-vector larger than the supercell are implicitly neglected; the accuracy of the approximation is higher the smaller the contribution from these terms, i.e. the more localized the variational orbitals are, or the larger the

FIG. 1. Schematic representation of a two-dimensional 2-band model showing the connection between the primitive and supercell Wannier representations. In the primitive picture with a \(2 \times 2\) sampling of the BZ, the WFs are identified with the pair of labels \{\(\mathbf{R}, n\)\} (red labels): the cell index \(\mathbf{R}\) taking four values and the band index \(n\) taking two values. In the \(2 \times 2\) supercell with \(\Gamma\)-sampling of the BZ, the eight WFs are labeled by only one quantum number (black labels), i.e. the supercell band index \(\alpha\) running over the eight states.
supercell becomes. A poorly interpolated band structure is usually a symptom of a significant contribution coming from the matrix elements corresponding to larger $R$-vectors, and increasing the size of the supercell improves the results.

III. COMPUTATIONAL DETAILS

All calculations are performed using the Quantum ESPRESSO (QE) distribution [74] and the Wannier90 code [75]. All the machinery of KC functionals has been implemented within a modified version of the Car-Parrinello (CP) code. In this work we use three different KC flavours: KI and KIPZ, described already in Sec. II A, and a perturbative KIPZ (pKIPZ) approach where the orbitals are localized using the Marzari-Vanderbilt procedure [63] and the screening coefficients are obtained from a KI calculation, whereas the spectra are evaluated using the KIPZ Hamiltonian. The entire workflow has been automatized with a Python package based on the Atomic Simulation Environment (ASE) [76].

A typical workflow for solids consists then of three main steps: (i) a standard DFT calculation is followed by a Wannierization of the KS states in order to obtain MLWFs that are either used as a non-self-consistent guess for the KI and pKIPZ variational orbitals (see also extended discussion in Appendix A), or as initial guess for the minimization of the KIPZ functional; (ii) the calculation of the screening parameters and the application of the Koopmans correction; (iii) the unfolding procedure, described in Sec. IID, to reconstruct the band structure in the BZ of the primitive cell.

The first part is fully driven by a $k$-point primitive cell calculation: the ground-state density is obtained via a self-consistent field calculation using the plane-wave (PWscf) QE implementation of DFT; a non-self-consistent calculation allows to obtain the KS valence and conduction states at any point on a regular Monkhorst-Pack mesh [77]. The Wannier90 code is then employed to obtain the rotation matrices $U^{(k)}$ defining the MLWFs for the occupied and empty manifolds separately. In all cases the base functional used is PBE and a $4\times4\times4$ Monkhorst-Pack mesh has been adopted. All the materials have been modeled using their stable experimental structure under standard conditions of temperature and pressure: cubic rock-salt for MgO and LiF, diamond (or zincblende) for all the rest. Experimental values for the lattice constants have been taken from Ref. [78]. The electron-ion interactions have been modeled with the Schlipf-Gygi optimized norm-conserving Vanderbilt (ONCV)
pseudopotentials (v1.2) [79]. For the elemental compounds the energy cutoffs have been chosen from the convergence studies provided by the Standard Solid State Pseudopotentials (SSSP) precision protocol [80], while for the three binary compounds the cutoff was chosen by converging the KS-DFT band gap within 5 meV.

In the second part, all the calculations are performed within a supercell (with Γ-point sampling) commensurate to the $k$-points grid used in the first part of the workflow. An interface written within the pw2wannier90 code takes the Wannier matrices $U^{(k)}$ and the KS states to construct the MLWFs within the $R = 0$ primitive cell. The same code then shifts the set of orbitals $\{w_0\}$ and obtains all the other WFs inside the supercell. Finally, when unfolding the Koopmans-compliant band structure, in case the $4 \times 4 \times 4$ sampling is not enough to obtain a good interpolation of the band structure, a smooth interpolation method (see Appendix D) has been used to improve the quality of the interpolation.

In order to avoid ambiguity in the choice of MLWFs mixing different subspaces, we relied on the projected density-of-states to select the “physically motivated” initial projections. For covalent semiconductors like Si, C, Ge and GaAs, where the $s$ and $p$ orbitals contribute more or less equally in the energy range corresponding to the valence bands, the natural choice is that of $sp^3$ orbitals. In the case of GaAs and Ge, where $d$ semicore states are present, the Wannierization procedure gave rise to two sets of well distinguished groups of MLWFs ($d$-like and $sp^3$-bonding orbitals); however, for Ge we observed an unphysical mixing of the two types of orbitals. In this case, the two subsets of isolated valence bands were Wannierized separately in order to preserve the natural atomic character of the orbitals and to not mix Bloch functions corresponding to bands well separated in energy. This selection of the WFs follows also that of orbitalets used by Li et al. [81], where the optimal orbitals are chosen via a localization procedure both in space and energy. A similar situation is observed in BN, MgO and LiF: $s$ and $p$ atomic orbitals contribute to separate ranges of energy and, for this reason, the hybridized choice $sp^3$ was considered “less” physical. In all cases, the KIPZ minimization reshapes the orbitals while maintaining the same atomic-like character.

For the evaluation of screening parameters $\{\alpha_i\}$, we used the same strategy described in [32, 34]. This involves constrained $N \pm 1$-electron calculations for each non-equivalent variational orbital, where the DFT or KIPZ energy is minimized while keeping an occupied (empty) variational orbital completely empty (filled). For equivalent orbitals here we intend
orbitals that have the same screening parameter. This usually happens to orbitals having similar shapes (e.g. \( sp^3 \)-like orbitals in silicon), where the differences due to the system’s relaxation are negligible. In general, equivalent orbitals are selected when the spatial spread or the self-Hartree energy are the same within the chosen threshold. This approach avoids to perform redundant calculations and drastically reduces the overall computational cost.

To account for the spurious interactions between the charge and its periodic images, we employed Makov-Payne (MP) corrections for point-charge defects [82]. However, for materials with small band gaps – i.e. Si, Ge and GaAs – MP corrections were not applied: the large dielectric constant of these materials ensures a natural screening of charged defects and makes the bare, uncorrected energies at \( N \pm 1 \) very close to their extrapolated values (for infinitely large supercells).

IV. RESULTS

We report in Figs. 2-4 the band structures for bulk Ge, Si, GaAs, C-diamond, BN, MgO, and LiF. The Koopmans correction is very smooth with respect to \( k \), thereby applying an almost constant shift (different for each group of bands) to the KS-DFT bands. As a consequence, the major contribution to the dispersion of the energy in \( k \)-space comes from the DFT part; in order to distinguish between possible variations due to a flawed interpolation or effectively caused by the KC correction, we report also the interpolated DFT band structure. This has been obtained using the Wannier90 code, that applies the same interpolation method explained in Sec. II.D to the DFT Hamiltonian only.

In Table I we report the band gaps obtained in this work. In most of the cases the agreement with the experiment is remarkable. In the case of diamond, all the Koopmans flavours significantly overestimate the gap of about 1 eV. The reason might be related to the high degree of localization of the variational orbitals (see Table II) that generally results in larger Koopmans corrections. We observe that, with respect to the other covalent semiconductors, the shift of the conduction bands of diamond is much larger. Using a different type of orbitals, e.g. starting from separate \( s \)- and \( p \)-like Wannier functions, reduces the band gap, thanks to the smaller localization of the orbitals; however, this requires further study and justification and it is not considered in this work. This case also unveils one of the limitations of the Koopmans approach: while the occupied variational orbitals are
FIG. 2. PBE (red circles) and Koopmans (green lines) band structure of Si, C and BN. The zero of the energy is set at the PBE Fermi level. The blue lines represent the PBE interpolated band structures as calculated by the Wannier90 code. In the table at the bottom we report the initial projections for the Wannierization procedure.

|      | Si       | C       | BN       |
|------|----------|---------|----------|
| occupied | $sp^3$   | $sp^3$  | N: s, p  |
| empty   | $sp^3$   | $sp^3$  | B: s, p  |
FIG. 3. As in Fig. 2, here we report the PBE (blue lines) and KC (green lines) band structures of Ge and GaAs. The table at the bottom contains the initial projections for the Wannierization procedure.

unambiguously defined as those that minimize the total energy, for the empty orbitals no analogous criterion exists. Here, the use of MLWFs represents a reasonable but nevertheless heuristic choice.

For Si, Ge, GaAs and BN the agreement with previously published Koopmans results [32]
FIG. 4. As in Fig. 2, here we report the PBE (blue lines) and KC (green lines) band structures of MgO and LiF. The table at the bottom contains the initial projections for the Wannierization procedure.
TABLE I. Fundamental band gaps (in eV) as obtained from the three Koopmans flavors mentioned above; the reported band gaps include already the corrections due to zero-point effects. The values for Ge and GaAs are corrected by 0.1 eV due to spin-orbit coupling. The QSGW values are taken from Refs. [28, 30]. If not specified otherwise, the experimental band gaps and the corresponding corrections due to zero-point motion effects are taken, respectively, from Refs. [78] and [84].

is within 0.1 eV. In the other cases the disagreement is probably due to the differences in the WFs used. We remark that, in Ref. [32], the whole procedure took place entirely within a supercell approach: the MLWFs were obtained from supercell Γ-sampling calculations where the additional degrees of freedom can give rise to qualitatively different Wannier functions. In fact, while in the supercell approach there is no constraint on the unitary transformation connecting Wannier and Bloch functions, in the primitive cell approach the unitary transformation is a block-diagonal (over \( k \)) matrix and so the mixing is different in the two approaches. This difference is even more marked when dealing with empty states: the presence of an entangled group of bands calls for a disentanglement procedure in order to define the Wannier functions, namely the selection of an optimal subset of Bloch states.

TABLE II. Self-Hartree energies (in eV) of the (occupied and empty) MLWFs for the four covalent semiconductors and for boron nitride.
TABLE III. In the upper part we report the energy differences (in eV) for Si at special symmetry points in the BZ, wrt to the top of the valence band ($\Gamma'_{25v}$). The results from GW calculations and the experimental values are taken, respectively, from Refs. [85] and [78]. The central part of the table contains the average position of the $d$-bands of GaAs; in this case the experimental and theoretical (self-consistent GW) values are taken from Ref. [28]. At the bottom we report the position of the 1$s$ bands of Li and 2$s$ bands of F in LiF; experimental values are taken from Ref. [86].

This procedure is also $k$-dependent, thus the optimal set of Bloch functions selected in the supercell and primitive cell (even when the same energy windows are used) is generally different.

With regards to the rest of the spectrum, by looking at Figs. 2-4 we see that the main effect of the Koopmans correction is a shift of the DFT band groups – downward for the valence, upward for the conduction – quite smoothly with respect to $k$, and fairly constant for bands corresponding to orbitals with the same chemical character. In principle, the only situation where the correction consists of a rigid shift of the bands is for the case of the KI potential acting on equivalent occupied states. From Eq. (A5), we know that the KI
potential for the occupied states is scalar, thus its representation on the variational orbitals
yields a diagonal matrix. When the occupied orbitals have all the same character, which is
for instance the case of the $sp^3$ orbitals in Si or C, the KI potential reduces to a multiple
of the identity and the correction is a simple shift applied to all the DFT eigenvalues. On
the other hand, in the presence of valence orbitals with a different character – e.g. $sp^3$ and
d orbitals in GaAs – although still diagonal, the KI potential is not anymore a multiple
of the identity matrix and the effect of the correction is non-trivial. This becomes even
more pronounced for the potential acting on the empty states or for the KIPZ potential:
because of the presence of space-dependent terms, the matrix representation of the potential
is non-diagonal and the Koopmans correction can affect also the bandwidth as well as the
inter- and intra-band distances. Yet, the effect of these off-diagonal elements is minor: in
a localized representation, such as that of the variational orbitals, and because of the local
nature of the Koopmans Hamiltonian, the dominant matrix elements are diagonal, whereas
the contribution from the off-diagonal matrix elements is second-order.

Finally, in Table III we can see that for Si the relative distance between valence bands (first
block of points), well described already at the PBE level, is not modified by the KI correction.
The second block of points shows the energies which are different from the fundamental band
gap: the remarkable agreement with the results from photoemission experiments, and not
only with the first ionization energies, further emphasizes the capability of KC functionals
in predicting the full band structure.

V. CONCLUSIONS

Koopmans-compliant functionals have already proven to be an efficient and reliable
orbital-density-dependent method for the calculation of spectral properties of materials,
such as the ionization potentials and electron affinities of molecules, and the band gaps of
solids. In this work we addressed the problems faced when calculating band structures of
periodic materials with Koopmans-compliant functionals. When modeling electron addi-
tion/removal processes on top of local or semi-local functionals, the need for a localized set
of orbitals forces us to rely on orbital densities that are not periodic over the primitive cell
and appear to break the translation symmetry of the system. However, we showed that
the use of Wannier functions as variational orbitals ensures the compliance of the Koop-
manns Hamiltonian – as well as any other ODD Hamiltonian – with Bloch’s theorem, which allows us to describe the electronic states with a band-structure picture. We also showed how the dispersion in $k$-space of the electronic bands can be recovered from supercell Γ-sampling calculations thanks to an unfolding method that exploits the Wannier character of the orbitals and allows the interpolation of the band structure along any path within the BZ. This approach was then employed to calculate the band structures of prototypical bulk semi-conductors and insulators. These band structures showed remarkable agreement with experiment, displaying an accuracy comparable to more computationally intensive state-of-the-art many-body perturbation theory methods.
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**Appendix A: KI and KIPZ functionals and potentials**

The KI and KIPZ functionals are obtained, respectively, by applying the Koopmans ODD correction on top of a DFT functional (e.g. PBE) and of the PZ functional:

$$E^{KC}[^{\rho_i}] = E^{PBE}[^\rho] + \sum_i \alpha_i \Pi^{KC}_i[^{\rho, \rho_i}]$$  \hspace{1cm} (A1)

where in the case of the KI functional $\Pi^{KC}_i$ is given by Eq. (7), while for KIPZ we have

$$\Pi^{KIPZ}_i[^{\rho, \rho_i}] = \Pi^{KI}_i[^{\rho, \rho_i}] - f_i E_{Hxc}[n_i].$$  \hspace{1cm} (A2)

Note that in the one-particle limit there are no relaxation effects and the only $\alpha$ remaining is trivially equal to 1; in this case, $E^{KIPZ}[^{\rho_i}]$ becomes exactly one-electron self-interaction free.

The variations of the functionals with respect to the orbital densities provide the action of the KC Hamiltonians:

$$\frac{\delta E^{KI}[^{\rho_i}]}{\delta \rho_j(r)} = h^{PBE}([\rho], r) + \alpha_j v^{KI}([\rho, \rho_j], r)$$  \hspace{1cm} (A3)
and
\[
\frac{\delta E^{\text{KIPZ}}[\{\rho_i\}]}{\delta \rho_j(r)} = h^{\text{PBE}}([\rho], r) + \alpha_j v^{\text{KIPZ}}([\rho, \rho_j], r),
\] (A4)
where \(v^{\text{KI}}([\rho_j], r) = \sum_i \delta \Pi_i^{\text{KI}}/\delta \rho_j(r)\) and the KIPZ potentials incorporate also the derivative of the additional self-interaction term \(v^{\text{KIPZ}}([\rho_j], r) = v^{\text{KI}}([\rho_j], r) - \delta (f_j E_{\text{Hxc}}[n_j])/\delta \rho_j(r)\).

Finally, we report the expression of the KI potentials only for fully occupied \((f_j = 1)\) and fully empty \((f_j = 0)\) states, while for the most general expression given for any occupation number \(f_j\) we refer to Ref. [25]:
\[
v^{\text{KI, occ}}[\rho, n_j] = E_{\text{Hxc}}[\rho] - E_{\text{Hxc}}[\rho - n_j] - \int dr' v^{\text{Hxc}}([\rho], r') n_j(r')
\] (A5)
and
\[
v^{\text{KI, emp}}([\rho, n_j], r) = E_{\text{Hxc}}[\rho + n_j] - E_{\text{Hxc}}[\rho] - \int dr' v^{\text{Hxc}}([\rho + n_j], r') n_j(r') + \delta v^{\text{Hxc}}([\rho + n_j], r) - \delta v^{\text{Hxc}}([\rho], r),
\] (A6)
where we made use of \(\delta \rho_i(r')/\delta \rho_j(r) = \delta_{ij}\delta(r - r')\) and of the fact that \(\rho_f^{f_j=1}(r) = n_j(r)\).

By looking at Eq. (A5), we see that the KI potential for the occupied states is fully scalar; the KI functional then, turns out to be unitary invariant and it shares the same ground-state density of the underlying DFT functional. On the other hand, the KIPZ potential always contains a non-scalar PZ term that is responsible for breaking of the unitary invariance (also with respect to transformations of the occupied subspace only) and, at the end of the minimization procedure, it allows to define without ambiguity the set of variational orbitals. In order to resolve the ambiguity affecting the KI functional, KI has been defined as the limit of the KIPZ functional when the PZ term goes to zero [25], which allows for a unique definition of the KI variational orbitals that are also determined by the \(\alpha\) gradient (in this case the minimization consists only of an inner-loop since the KI ground-state density corresponds to the DFT one).

**Appendix B: Occupation numbers of Wannier functions**

In this appendix we prove that the occupation numbers of Wannier functions are independent of the lattice vector \(\mathbf{R}\).
In terms of the KS (Bloch-like) eigenstates, the total electronic density is \( \rho(\mathbf{r}) = \sum_{k,n} f_{kn} \psi^*_k(\mathbf{r}) \psi_k(\mathbf{r}) \) where the occupations \( f_{kn} \) follow Fermi-Dirac statistics. We now consider the transformation connecting Bloch and Wannier functions [64]:

\[
\psi_k(\mathbf{r}) = \sum_{R,m} e^{i \mathbf{k} \cdot \mathbf{R}} U_k^{(R)} \psi^{(R)}_{R,m}(\mathbf{r}) \tag{B1}
\]

which inverted gives

\[
\psi_{kn}(\mathbf{r}) = \sum_{R,m} e^{i \mathbf{k} \cdot \mathbf{R}} U_k^{(R)} \psi^{(R)}_{R,m}(\mathbf{r}). \tag{B2}
\]

On the Wannier basis the density takes the form

\[
\rho(\mathbf{r}) = \sum_{R,R',m,n} f_{RR'}^{Rn} \psi^{*}_{Rm}(\mathbf{r}) \psi_{R'n}(\mathbf{r}), \tag{B3}
\]

where \( f_{RR'}^{Rn} = \sum_{k,p} f_{kn} e^{-i \mathbf{k} (\mathbf{R} - \mathbf{R}')} U_k^{(R)} U_{kn}^{(R')} \). Therefore, the matrix elements \( f_{RR'}^{Rn} \) depend only on the difference between \( \mathbf{R} \) and \( \mathbf{R}' \):

\[
f_{RR'}^{Rn} = f_{R-R'}^{Rn}. \tag{B4}
\]

As a consequence of Eq. (B4) the occupancies on the Wannier orbitals, i.e. the diagonal elements of the matrix \( f_{RR'}^{Rn} \), are independent from the lattice vector:

\[
f_{Rn} = f_{nn}^{RR} = f_{nn}^{R-R} = f_{0n} = f_{nn} \tag{B5}
\]

as claimed.

**Appendix C: Commutativity of \( \hat{v}^{PZ} \) with the translation operators**

In this appendix we demonstrate that the PZ potential \( \hat{v}^{PZ} \), as defined in Eq. (14), commutes with a primitive-cell translation operator \( \hat{T}_R \). To do so, let us consider the action of the PZ potential on a generic state \( \psi \) and start by projecting onto position space:

\[
\psi^{PZ}(\mathbf{r}) \psi(\mathbf{r}) = \langle \hat{T}_R \hat{v}^{PZ} | \psi \rangle \tag{C1}
\]

\[
= \langle \hat{T}_R \hat{v}^{PZ} | \psi \rangle \sum_{R'} -v^{Hsc}(\mathbf{R'}, \mathbf{R}) \psi_{R'}(\mathbf{r}) \psi_{R'}(\mathbf{r}) \langle \psi \rangle;
\]
we then apply a given translation operator (over the primitive cell lattice vectors \( R \)) \( \hat{T}_R : f(r) \mapsto f(r + R) \) to Eq. (C1):

\[
\hat{T}_R v^{\text{PZ}}(r) \psi(r) = - \sum_{R'} \hat{T}_R v^{\text{Hxc}}([\rho_{R'}], r) w_R(r) \langle w_R | \psi \rangle
\]

\[
= - \sum_{R'} v^{\text{Hxc}}([\rho_{R'}], r + R) w_R(r + R) \langle w_R | \psi \rangle
\]

\[
= - \sum_{R'} v^{\text{Hxc}}([\rho_{R'} - R], r) w_{R - R}(r) \langle w_R | \psi \rangle
\]

where we used Eqs. (12) and (16). By changing variables \( R' - R \rightarrow R' \) we obtain

\[
\hat{T}_R v^{\text{PZ}}(r) \psi(r) = - \sum_{R'} v^{\text{Hxc}}([\rho_{R'}], r) w_{R'}(r) \langle w_{R'} + R | \psi \rangle .
\] (C3)

The overlap \( \langle w_{R'} + R | \psi \rangle \) can then be rewritten as follows:

\[
\langle w_{R'} + R | \psi \rangle = \int dr' w_{R'}(r') \psi(r')
\]

\[
= \int dr' w_{R'}(r') \psi(r' + R)
\] (C4)

\[
= \langle w_R | \int dr' |r'\rangle \psi(r' + R).
\]

By putting together Eqs. (C3) and (C4) and expressing \( v^{\text{Hxc}}([\rho_{R'}], r) w_{R'}(r) \) as a projection on position space, we obtain

\[
\hat{T}_R v^{\text{PZ}}(r) \psi(r) = - \langle r | \sum_{R'} \hat{v}^{\text{Hxc}}[\rho_{R'}] | w_{R'} \rangle \langle w_{R'} | \int dr' |r'\rangle \psi(r' + R)
\]

\[
= \int dr' \langle r | \hat{v}^{\text{PZ}} | r' \rangle \psi(r' + R)
\] (C5)

\[
= v^{\text{PZ}}(r) \psi(r + R)
\]

\[
= v^{\text{PZ}}(r) \hat{T}_R \psi(r),
\]

where we used the locality of the PZ potential, \( \langle r | \hat{v}^{\text{PZ}} | r' \rangle = v^{\text{PZ}}(r) \delta(r - r') \).

**Appendix D: Smooth interpolation method**

When reconstructing the band structure from a supercell calculation, one faces a trade-off: on one hand, a sufficiently large supercell must be used to minimize the errors associated with neglecting long-range matrix elements of the Hamiltonian (see Sec. II D). But on the other hand, increasing the size of the supercell dramatically increases the computational
costs. In this scenario, one can exploit the fact that the KC potential is a small, slowly varying correction on top of the original DFT Hamiltonian. If one decomposes the right-hand side of Eq. (20) in its DFT and KC components,

\[
h_{mn}^{KC}(\mathbf{R}) \rightarrow h_{mn}^{DFT}(\mathbf{R}) + v_{mn}^{KC}(\mathbf{R}),
\]

(D1)

it is reasonable to assume that the major source of error comes from the interpolation of \( h_{mn}^{DFT}(\mathbf{R}) \). This allows to improve the interpolation of the band structure by rewriting Eq. (20) as

\[
h_{mn}^{KC}(\mathbf{k}) = \sum_{\mathbf{R}'} e^{i\mathbf{k} \cdot \mathbf{R}'} h_{mn}^{DFT}(\mathbf{R}') + \sum_{\mathbf{R}} e^{i\mathbf{k} \cdot \mathbf{R}} v_{mn}^{KC}(\mathbf{R})
\]

(D2)

where the set of vectors \( \{\mathbf{R}'\} \) now corresponds to a much larger supercell or, equivalently, it comes from a calculation with a denser \( \mathbf{k} \)-points grid. This represents a significant saving in computational costs because the Koopmans calculations can be then performed on smaller supercells than would otherwise be necessary.

In order to have a consistent representation between (a) the DFT Hamiltonian defined on a very dense grid, and (b) the KC potential on a coarser grid, it is important to have the same set of WFs for the two calculations. As long as this is fulfilled, the Koopmans Hamiltonian can be factorized as shown in Eq. (D2) and the DFT part can be obtained starting from a \( \mathbf{k} \)-points grid dense enough to reliably interpolate the band structure.

We stress that this method has the one goal of improving the interpolation of the band structure. The convergence of other results, such as total energies and eigenvalues on the \( \mathbf{k} \)-points grid commensurate with the supercell, is typically achieved with relatively small supercells. The technique depicted above does not affect any of these quantities and only improves the results for the electronic eigenvalues at \( \mathbf{k} \)-points not included in the original Monkhorst-Pack grid.
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