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Abstract—Neural networks are often used to process information from image-based sensors to produce control actions. While they are effective for this task, the complex nature of neural networks makes their output difficult to verify and predict, limiting their use in safety-critical systems. For this reason, recent work has focused on combining techniques in formal methods and reachability analysis to obtain guarantees on the closed-loop performance of neural network controllers. However, these techniques do not scale to the high-dimensional and complicated input space of image-based neural network controllers. In this work, we propose a method to address these challenges by training a generative adversarial network (GAN) to map states to plausible input images. By concatenating the generator network with the control network, we obtain a network with a low-dimensional input space. This insight allows us to use existing closed-loop verification tools to obtain formal guarantees on the performance of image-based controllers. We apply our approach to provide safety guarantees for an image-based neural network controller for an autonomous aircraft taxi problem. We guarantee that the controller will keep the aircraft on the runway and guide the aircraft towards the center of the runway. The guarantees we provide are with respect to the set of input images modeled by our generator network, so we provide a recall metric to evaluate how well the generator captures the space of plausible images.

I. INTRODUCTION

Due to their ability to represent complex functions, neural networks are well-suited for performing control tasks in complicated and high-dimensional problem settings [1], [2]. Proposed autonomous aviation systems, for instance, use neural networks to perform safety critical tasks such as collision avoidance, autonomous taxiing, and autonomous landing [3]–[6]. In some instances, these systems process images using deep neural networks that are trained to produce safe control actions. For example, recent work has shown that a neural network controller that takes in images from a camera placed on the wing of an aircraft can effectively guide it down the center of a runway [4]–[6]. However, to use neural networks in safety-critical applications, we must develop techniques to verify that they will operate safely. Although effective for their proposed applications, image-based neural network controllers are difficult to verify due to the high-dimensional and complicated input space, the complexity of deep neural networks, and the closed-loop nature of the control problem.

Recent work in formal methods has resulted in tools that are able to verify input-output properties of neural networks [7]–[12]. Neural network verification tools take as input a bounded region in the input space of the network and provide guarantees on properties of the output space [11]. For example, for a network that outputs control actions, a neural network verification tool can provide guarantees on the actions the agent may take in a given region of the state space. Existing closed-loop verification techniques combine the output of these tools with techniques in reachability analysis to provide guarantees on the closed-loop performance of neural network controllers [13]–[17]. However, while these approaches work well for state-based controllers with low-dimensional input spaces, they do not scale to image-based controllers.

For the autonomous taxiing problem, a state-based controller requires a two-dimensional input consisting of the aircraft’s crosstrack and heading error, while an image-based controller requires a 128-dimensional image input. Furthermore, the safety properties we would like to verify are more naturally expressed in the state space rather than the image space. For instance, to perform closed-loop verification, we need to select the region of the input space for which we expect our safety properties to hold. While we can easily specify a range of values that we expect each state variable to take on, selecting a region in the input space of an image-based controller is less straightforward. To specify the set of plausible input images for the aircraft taxi problem, we would need to define all images in pixel space that look like a runway.

Because of these challenges, the verification community has mainly focused on the problem of adversarial robustness, where we find the maximum perturbation of the output for a bounded noise disturbance [18]–[20]. This approach was used to find sequences of noise disturbances that could cause a neural network to guide the aircraft off the runway [4]. However, this approach lacks guarantees and is only able to capture image perturbations due to noise, missing out on other possible semantic variations such as lighting conditions and skid marks.

Generative models are well-suited to capture this semantic variation, and other work has performed verification across line segments in the latent space of a generative adversarial network (GAN) to determine the robustness of a classifier to changes in orientation for human faces [21]. Furthermore, GANs have been used to find erroneous behavior of neural networks in driving scenarios [22], [23]. However, these works focus on using a GAN to find failures at a single point in time rather than reasoning about the entire closed-loop system. While techniques exist to verify the closed-loop performance
of perception-based controllers, they rely on the specification of an exact geometric mapping between the current state and the input to the controller \cite{24, 25}. Such a mapping often does not exist in complicated, real-world scenarios.

In this work, we present a technique to characterize the set of plausible inputs for an image-based neural network controller that addresses the challenges of verifying image-based controllers. Our technique relies on training a conditional GAN (cGAN) to produce realistic input images for a given state and concatenating the generator network with the control network. In doing so, we obtain a network that goes from a low-dimensional state-based input to a control output rather than from a high-dimensional image input to a control output. This method effectively reduces the verification problem to that of verifying a state-based neural network controller for which we can rely on existing techniques \cite{13}–\cite{17}.

We use our approach to verify the closed-loop performance of an image-based neural network controller for the autonomous taxi problem. We provide guarantees that the controller will keep the aircraft on the runway and that the aircraft trajectory will converge to an area near the center of the runway within a few seconds for the set of all images that could be produced by the generator network. Finally, because the safety guarantees we provide are only as strong as the expressiveness of the generative model, we provide a recall metric to quantify how well the generator network from the GAN captures the space of plausible images.

II. BACKGROUND

This work builds upon previously developed techniques for verifying state-based neural network controllers and creating generative models. This section details the necessary background on these topics.

A. Neural Network Verification

Neural network verification tools formally reason about input-output properties of neural networks \cite{11}. They answer yes or no questions about whether a certain input-output property holds. Specifically, for a neural network representing the function \( y = f_n(x) \), these tools can determine whether the property

\[
  x \in \mathcal{X} \implies f_n(x) \notin \mathcal{Y}
\]

holds for convex polytopes \( \mathcal{X} \) and \( \mathcal{Y} \). Recent work has shown that these tools can be extended to an optimization framework, in which we solve the following optimization problem

\[
\begin{align*}
  \text{minimize} & \quad g(f_n(x)) \\
  \text{subject to} & \quad x \in \mathcal{X}
\end{align*}
\]

where \( g \) is a convex function \cite{13}.

In the context of state-based neural network controllers, the input to the network is the state of the system, and the output is the corresponding control action. Thus, we can use neural network verification tools to determine the range of actions possible in a given region of the state space. Previous work on problems with discrete action spaces used neural network verification tools to determine whether a particular action is possible in a given region \cite{13}, \cite{14}. To extend to problems with continuous action spaces, we use the optimization-based framework to determine the minimum and maximum control output in a given region of the state space.

B. Verification of State-based Neural Network Controllers

To provide guarantees on safety properties of neural network controllers, we must evaluate their closed-loop performance. A number of techniques exist to verify the closed-loop performance of state-based neural network controllers \cite{13}–\cite{17}. In general, these methods combine the output of neural network verification tools with techniques in reachability analysis to reason about closed-loop properties. In this section, we formalize two methodologies that we use in this work to verify properties \cite{13}, \cite{14}.

We assume that we are given a neural network controller that represents a policy \( \pi \), which is a function that maps states in a bounded state space \( S \) to an action in the action space \( \mathcal{A} \). Additionally, we assume that we are provided with a dynamics model \( s_{t+1} = f(s_t, a_t) \) that maps state-action pairs to their corresponding next state. In order to make verification tractable over the entire state space \( S \), we divide the state space into a finite number of hyperrectangular cells \( c \in \mathcal{C} \). We then use a neural network verification tool as described in section II-A to determine the set of actions possible in a cell, which we denote as \( \mathcal{A}_c \). Using these specifications, we define an overapproximated dynamics model \( f(c, \mathcal{A}_c) \) that maps cells and their corresponding action ranges to a set of reachable next cells \( \mathcal{C}' \).

One safety property of interest is whether we can reach a set of unsafe states \( \mathcal{B} \). In the aircraft taxi problem, for example, we are interested in determining whether we could leave the runway. Let \( F^\pi(c) \in \{0, 1\} \) represent the possibility of reaching a cell in \( \mathcal{B} \) given that we start in cell \( c \) and follow neural network policy \( \pi \). This quantity can be determined according to the methods outlined in Katz et al. \cite{13}. For all cells \( c \in \mathcal{B} \), \( F^\pi(c) = 1 \). For all cells \( c \notin \mathcal{B} \), \( F^\pi(c) \) is written recursively as

\[
F^\pi(c) = \max_{c' \in f(c, \mathcal{A}_c)} F^\pi(c')
\]

and can be computed using dynamic programming. Because we use an overapproximated dynamics model, the results of the analysis will also represent an overapproximation. Thus, for cells where \( F^\pi(c) = 1 \), the analysis is inconclusive in that an unsafe state may be reachable, while cells with \( F^\pi(c) = 0 \) are guaranteed to be safe.

Given a set of initial states, another property of interest is the forward reachable set, which may allow us to determine if we reach a set of goal states. For instance, in the aircraft taxi problem, we want to reach a set of states near the center of the runway. For this task, we follow the methodology defined by Julian and Kochenderfer to find an overapproximated reachable set \cite{14}. Let the function \( \text{succ}(c) \) return the set of cells from which cell \( c \) can be reached according to our
overapproximated dynamics model when following policy $\pi$. We perform forward reachability as follows

$$R_t^\pi(c) = \max_{c' \in succ(c)} R_{t+1}^\pi(c')$$  \hspace{1cm} (4)$$

for time $t > 0$, where $R_t^\pi(c)$ represents the possibility of reaching cell $c$ at time step $t$ when following policy $\pi$. At $t = 0$, $R_0^\pi(c) = 1$ for all cells that overlap with the initial state region and $R_0^\pi(c) = 0$ otherwise.

C. Generative Adversarial Networks

Generative adversarial networks \cite{25,27} are a class of machine learning models used to generate samples that are similar to a training dataset. A GAN consists of a generator and discriminator engaged in a zero-sum game where the discriminator is trained to distinguish real and generated data, while the generator is trained to fool the discriminator. GANs have been used to generate realistic looking images of faces and commonplace objects \cite{28}, to augment image-based datasets for medical applications \cite{29}, and to transfer artistic styles between images \cite{30}.

In this work, we focus on cGANs where the training data $X$ with associated label $Y$ comes from the conditional distribution $P_r(X \mid Y)$. The generator model $G$ induces a distribution $P_g(Z \mid Y)$ by mapping a randomly distributed latent vector $Z \sim P_Z$ and label $Y \sim P_Y$ to a sample $X = G(Z,Y)$. The discriminator model $D(X,Y)$ takes in a sample $X$ and its corresponding label $Y$ and outputs the probability that the sample came from the true data distribution, $P_r$, rather than $P_g$. The generator is trained to fool the discriminator by minimizing the loss

$$L_G = \mathbb{E}_{Y \sim P_Y, Z \sim P_Z} \left[ \log(1 - D(G(Z,Y),Y)) \right]$$  \hspace{1cm} (5)$$

while the discriminator is trained by minimizing the loss

$$L_D = \mathbb{E}_{X \sim P_r(X \mid Y), Y \sim P_Y} \left[ \log(1 - D(X,Y)) \right] + \mathbb{E}_{Y \sim P_Y, Z \sim P_Z} \left[ \log D(G(Z,Y),Y) \right]$$  \hspace{1cm} (6)$$

to distinguish real and generated data.

III. APPROACH

An image-based neural network controller uses image observations of the state to determine the control action. We define the region of the input space for which we expect our safety properties to hold as the observation space $\mathcal{O}$, where each observation corresponds to a set of values (RGB or grayscale) for each pixel in the image. For this type of neural network controller, we cannot directly apply the state-based verification methods described in section II-B. Because the number of cells required by these methods scales exponentially with the input dimension, the high-dimensional input space of image-based controllers makes the problem intractable. Furthermore, while we can easily specify bounds on the region of the input space we would like to verify over for state-based controllers, defining this space for image-based controllers tends to be less straightforward. To define the observation space for an image-based controller, we must quantify the set of images in pixel space that we expect our controller to encounter.

A. Observation Space Approximation

We propose to approximate the observation space of an image-based controller by training a GAN on a representative set of samples. Our overall approach is described in fig. 1.

We train a generator network using the GAN framework to map states in a bounded state space $S$ and latent variables in a bounded latent space $Z$ to image observations in $\mathcal{O}$. The controller network we would like to verify takes in observations from $\mathcal{O}$ and outputs an action in $A$. Noting that the output space of the generator network corresponds to the input space of the control network, we concatenate the two networks to obtain a network that maps from states and latent variables to control actions. The result is a network that maps from a low-dimensional, well-defined space to a control action. The concatenated network can be used with existing closed-loop verification techniques.

B. Evaluation Metric

The properties we verify using our proposed approach are guaranteed to hold with respect to the observation space approximated by the generator network from the GAN. As a result, to make statements about the overall system, we
must quantify how well the generator approximates the true observation space. In particular, we are interested in the recall of our generator network, which represents the probability that a random image sampled from the training data falls under the image of the generator network \[5\]. Assuming that our training data provides a representative sample of the observation space, this metric evaluates the quality of the generator's approximation. However, because images are made up of high-dimensional floating point values, it is unlikely that our generator will produce the training images exactly. Therefore, we instead analyze the distance between each training point and its nearest neighbor in the generator space according to their Euclidean distance.

Let the generator network represent the function \( o = G(z, s) \). For a given training image \( o_i \), we want to find the distance to the closest image in the generator output space as follows

\[
\begin{align*}
\min_z & \quad \|G(z, s_i) - o_i\|_2 \\
\text{subject to} & \quad z \in \mathcal{Z}
\end{align*}
\]

where \( s_i \) corresponds to the state represented by \( o_i \). This problem matches the form of eq. (2), so we can solve it using an optimization-based neural network verification framework.

We solve this optimization problem for each point in the training data to obtain a set of distances for a particular generator network. By taking the cumulative distribution of these distances, we obtain a notion of recall that we can use to compare the effectiveness of various generator networks.

IV. APPLICATION: AIRCRAFT TAXI PROBLEM

We demonstrate our approach on the autonomous aircraft taxi problem \[1\] which has recently been used as a benchmark problem in work on robust and verified perception \[4, 5\]. In previous work, a neural network was trained to take images from a camera on the right wing of a Cessna 208B Grand Caravan taxiing at 5 m/s down runway 04 of Grant County International Airport and output a control action (steering angle) that keeps the aircraft on the runway \[4\]. In this work, we aim to verify that an aircraft using this controller will abide by the following two safety properties:

- Property 1 (P1): The aircraft will not leave the runway.
- Property 2 (P2): The aircraft will be guided towards the center of the runway.

The state of the aircraft is characterized by its crosstrack position \( p \) and heading error \( \theta \). We write the system dynamics \( f([p, \theta], \phi) \) as follows

\[
\begin{align*}
p & \leftarrow p + v \Delta t \sin \theta \\
\theta & \leftarrow \theta + \frac{v}{L} \Delta t \tan \phi
\end{align*}
\]

where \( \Delta t \) is the time step, \( v \) is the taxi speed (5 m/s), \( L \) is the distance between the front and back wheels (5 m), and \( \phi \) is the steering angle control input. The neural network controller outputs predictions for \( p \) and \( \theta \), which can be used to determine the steering angle \( \phi \) using the following proportional control law

\[
\phi = -0.74p - 0.44\theta \quad (9)
\]

The image observations are obtained using the X-Plane 11 flight simulator \[32\].

A. GAN Training

We obtained the training data used in this work from a 200-meter portion of the runway that starts approximately 300 meters down the runway. Images were obtained for 10,000 uniformly sampled states with crosstrack position ranging from \(-11\) to 11 meters and heading error ranging from \(-30\) to 30 degrees. To match the input required by the neural network controller, each image is cropped, converted to grayscale, downsampled to increase the brightness of the runway markings, and biased so that all pixels have an average value of 0.5 \[4\]. Figure 2 shows an example runway image alongside the corresponding downsampled image. The result is a dataset of 10,000 downsampled 8 × 16 images that represent a sampling from the space of images that may be input to the neural network controller.

Deep convolutional GANs (DCGANs) have been shown to perform well in image generation tasks \[33\]. However, most neural network verification tools require networks in the form of multilayer perceptrons (MLPs) with piecewise linear activation functions such as rectified linear unit (ReLU) activations \[11\]. Therefore, training a generator that meets the requirements of existing neural network verification tools while still producing realistic images requires specific design considerations. We accomplish this by first training a traditional DCGAN and subsequently using ideas from GAN distillation to train a smaller MLP network \[34\].

The generator takes as input the state of the aircraft along with a two-dimensional latent vector in which each entry is sampled independently from a uniform distribution between \(-1\) and 1. Because the state only contains the crosstrack position and heading error of the aircraft, the latent variables are meant to capture semantic variations caused by changes in downtrack position such as variation in the visibility of the centerline dash. For the DCGAN, the network architectures of the generator and discriminator were those used by Miyato et al. with a small modification to condition on the state \[35\]. Specifically, we used one dense layer in the generator to map the latent variables to a \( 2 \times 1 \times 16 \) tensor and another dense layer to map the state to a \( 2 \times 1 \times 496 \) tensor. Both tensors were source is at https://github.com/sisl/VerifyGAN.
concatenated to construct a $2 \times 1 \times 512$ tensor as the input to the generator. The discriminator included an extra dense layer that mapped the state to an $8 \times 16$ matrix which was concatenated to the input image to create an $8 \times 16 \times 2$ input.

The training was performed using the loss functions described in section II-C. To stabilize the training, we applied several normalization and regularization techniques. Spectral normalization was applied to all layers in the discriminator [35]. We initialized all layers in both models using orthogonal initialization and applied orthogonal regularization to the generator loss function [36]. The training hyperparameters are shown in table I.

Because the discriminator is not used in the verification portion of this work, we only need to simplify the generator to a ReLU-activated MLP. We explored two simplification approaches. The first was to train an MLP generator $G_{\text{MLP}}$ as a GAN with the pretrained DCGAN discriminator. The second approach relied on supervised training of the MLP with data produced by the DCGAN generator $G_{\text{DCGAN}}$. In particular, we trained the MLP to minimize the loss

$$\frac{1}{N} \sum_{i=1}^{N} || G_{\text{DCGAN}}(z_i, s_i) - G_{\text{MLP}}(z_i, s_i) ||_p - \lambda D(G_{\text{MLP}}(z_i, s_i), s_i)$$

(10)

where $z_i$ and $s_i$ are sampled uniformly in the latent space and state space, respectively. We included the discriminator to improve the quality of the generated samples as suggested by Pathak et al. [37]. A coarse search of hyperparameters found that the best MLP images (as measured by mean squared error to the DCGAN images) were produced with $p = 1$, $\lambda = 7 \times 10^{-3}$, and a learning rate of $1 \times 10^{-3}$. The MLP architecture was chosen to have 4 hidden layers of 256 units, as this was large enough to produce realistic images but small enough to be used with the neural network verification tool.

Figure 3 shows a set of true images along with the closest (in Euclidean distance) generator images for each training architecture. Based on visual inspection, the DCGAN and supervised MLP generated images closely match the true images. The images generated by the MLP network trained using adversarial training, on the other hand, do not match as well. In particular, the network appears to only produce images between the dash marks on the runway. This mode collapse is a common issue that occurs in GAN training when the generator focuses on a small subset of images that fool the discriminator rather than learning the full distribution of training images. To supplement the visual comparison in fig. 3, we provide a quantitative evaluation of the performance of each generator in section IV-D. Based on these results, we used the supervised MLP network for the rest of our analysis.

B. Simulation

Before applying formal verification techniques to the neural network controller, we can evaluate its prediction accuracy on a sampling of images. Figure 4 compares the network’s prediction of crosstrack and heading error on both the generated and true images. The control network noisily tracks the true errors for both sets of input images. Additionally, the noise distribution of the predictions is similar across the generated and true images.

To further test the performance of the neural network controller, we can simulate its trajectory on the runway starting from various crosstrack positions using both the true and the generated images as input. Figure 5 shows a comparison of the taxi trajectories of the aircraft from nine starting crosstrack positions. The trajectories appear to be similar across both
input types. All trajectories satisfy the safety properties \( P1 \) and \( P2 \), staying on the runway and converging to a location near the center of the runway. While these simulations support the hypothesis that the neural network controller satisfies the safety properties, they do not evaluate all possible trajectories and therefore do not provide a guarantee.

C. Closed-loop Verification

To provide guarantees on our desired safety properties, we use the closed-loop verification techniques described in section [II-B]. We divide the input space into 16,384 uniform cells by splitting each dimension into 128 bins of equal width. Let \( h(s, z) \) represent the function modeled by the concatenated generator and control network, which takes as input a state and latent variable instantiation and outputs the state estimate from the control network. Using a neural network verification tool, we solve the following optimization problem to determine the minimum control output for a given cell

\[
\begin{align*}
\text{minimize} & \quad [-0.74, -0.44]^T h(s, z) \\
\text{subject to} & \quad s \in c, z \in Z
\end{align*}
\]

(11)

where the objective represents the proportional control law from eq. [9].

Optimizing the negative version of the objective function provides us with the maximum control output, and together these results define \( A_c \). To perform the optimization, we use a modified version of the \texttt{DeepZ} verification algorithm [38]. We frame the optimization problem as a branch and bound search [39], [40], eagerly splitting the input space and applying \texttt{DeepZ} at each step to refine the bounds on the optimum. The true optimum can be found to a desired tolerance, which we set to \( 1 \times 10^{-4} \). Analyzing our initial verification results revealed that the generator often produces images with undesirable artifacts for inputs on the edge of the latent space. As a result, we truncate the latent space to contain only inputs with values between \(-0.8\) and \(0.8\) rather than the full \([-1, 1]\) range. This truncation did not significantly degrade the performance of the generator according to our recall metric.

Next, we define our overapproximated dynamics function \( f(c, A_c) \). Each cell \( c \) defines a region of the input space where \( p \in [p_{\text{min}}, p_{\text{max}}] \) and \( \theta \in [\theta_{\text{min}}, \theta_{\text{max}}] \). Noting that the sine and tangent functions are monotonically increasing in our operating region, we define the overapproximated dynamics as follows

\[
\begin{align*}
p & \leq p_{\text{max}} + v\Delta t \sin \theta_{\text{max}} \\
p & \geq p_{\text{min}} + v\Delta t \sin \theta_{\text{min}} \\
\theta & \leq \theta_{\text{max}} + \frac{v}{L} \Delta t \tan \phi_{\text{max}} \\
\theta & \geq \theta_{\text{min}} + \frac{v}{L} \Delta t \tan \phi_{\text{min}}
\end{align*}
\]

(12)

where \( \phi_{\text{min}} \) and \( \phi_{\text{max}} \) represent the minimum and maximum steering angle according to \( A_c \). The set of next cells \( C' \) is then defined as the set of cells in \( C \) that overlap with this region. Figure [6] shows this calculation for an example cell. We sampled 300 points uniformly within the cell (gray) and propagated them through the dynamics (black). The shaded

Fig. 4. Comparison of the state predictions for the control network over a sample of true and generated images. The dashed line represents the line \( y = x \).

Fig. 5. Taxi trajectories from various starting crosstrack positions on the runway with the true images as input (top) and generated images as input (bottom).
A subset of cells with crosstrack error magnitude less than 10° meters represents a failure cell and is labeled red. If the aircraft starts from any crosstrack error within the runway limits with a reasonably small heading error, the image-based controller is guaranteed to keep the aircraft on the runway. The failure states on the runway indicate states where the aircraft is near the edge of the runway and pointing away from the center line. In these states, the aircraft likely does not have enough time to change direction and therefore leaves the runway before it can change direction toward the center line.

To test P2, we use the forward reachability methods from Julian and Kochenderfer [14]. The plots in fig. 8 show how the overapproximated reachable set evolves over time when the aircraft starts within the limits of the runway with a heading error magnitude less than 10 degrees. The reachable set shrinks over time to a small region in the center of the state space. To test this, we solve the optimization problem in eq. (7) to determine the Euclidean distance between each training image and the closest generated image. We obtained results for both the MLP simplified using supervised learning and the MLP simplified using adversarial training procedures. Because the adversarial MLP suffers from mode collapse and misses key portions of the runway (shown in fig. 3), we expect it to perform worse according to our metric.

Figure 11 shows the distribution of distances for each generator network. As expected, the supervised MLP generator has a tighter distribution centered at smaller distances indicating that it better represents the training data than the adversarial MLP. For reference, a pixel distance of one could be created by changing a single pixel in the image from white to black. In most cases, however, this error is spread out over the entire image. Figure 10 compares the closest and furthest training images from the generator output space. The furthest image generated by the supervised MLP represents a slight shift in the angle at the edge line and occurs at a point near the edge of the state space. The furthest image for the adversarial MLP suffers from mode collapse and misses large sections of the centerline dash.

By selecting a maximum distance \( r_{\text{max}} \) and identifying the fraction of training images within \( r_{\text{max}} \) of a generated image, we obtain a recall metric. Varying \( r_{\text{max}} \) is equivalent to taking
Fig. 8. Overapproximated reachable set over time when starting from a state with $p \in [-10 \text{ m}, 10 \text{ m}]$ and $\theta \in [-10^\circ, 10^\circ]$.

Fig. 9. Forward reachable set when starting from a state with $p \in [-8 \text{ m}, 8 \text{ m}]$ and $\theta \in [-2^\circ, 2^\circ]$ plotted on top of the simulated trajectories in fig. 5.

Fig. 10. Closest (left) and furthest (right) generated images compared to their corresponding image in the training data for both MLPs.

Fig. 11. Distribution of distances to nearest generated image for each image in the training data for both simplified MLPs.

V. CONCLUSION

The complicated and high-dimensional input space of image-based neural network controllers adds extra complexity to the closed-loop verification problem. In this work, we showed that we can reduce this complexity by approximating the observation space of an image-based controller using a generative model that maps a low-dimensional state and latent space to images. This insight allowed us to extend formal verification techniques previously developed for state-based controllers to image-based controllers. This method ultimately provided us with guarantees over the observation space approximated by our generative model. To quantify the

the cumulative distribution of the data in fig. 11. The result of this analysis is shown in fig. 12. This plot further highlights the improvement of the supervised MLP over the adversarial MLP. In general, this metric can be used to compare the effectiveness of generative models at capturing the training data.
validity of our approximation, we created a recall metric based on the Euclidean distance between the training images and their nearest neighbor in the generator output space.

We demonstrated our method on the autonomous aircraft taxi problem by training a GAN to produce realistic downsampled runway images. After concatenating it with the control network we wanted to verify, we showed that the controller was guaranteed to keep the aircraft on the runway over a large region of initial states. Furthermore, we showed that the controller will cause aircraft trajectories to converge to a region near the center of the runway in a finite amount of time. Finally, we calculated our recall metric for two different generator networks and found that we could use it to quantify improvements in the quality of the generator network.

This research leaves multiple avenues for future work. While we focused on semantic variations represented by the generator in this work, future work will explore combining semantic variations with noise perturbations in the verification process. Additionally, future work will apply this technique to more complicated scenarios such as other weather conditions and times of day. We could also explore the effectiveness of other deep generative models such as variational autoencoders at approximating the observation space. Although we used these methods to verify safety properties, they could also be used to find failure trajectories caused by an image-based controller.
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