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1. Historical survey. The question of how primes are distributed among all natural numbers has long been a source of fascination. The oldest known result in this area is the classical theorem that there are an infinite number of primes. The proof of this theorem recorded by Euclid [Eue] has stood as one of the most beautiful in mathematics. No more detailed information about the distribution of primes was known in ancient times, for their apparently random occurrence frustrated all attempts at obtaining simple precise formulas.

We take up our account at the end of the 18th century, when the "right question" about the distribution of primes was asked and a conjectured answer offered by A. M. Legendre [Leg] and by C. F. Gauss [Gau]. They recast the prime distribution question in a statistical form: About how many of the first \( N \) positive integers are primes? Examination of tables of prime numbers led them to conjecture that the answer was, in some sense, \( N / \log N \).

If we let \( \pi(x) \) denote the number of primes in the interval \([1, x]\), the assertion of Gauss and Legendre can be expressed concisely as the celebrated Prime Number Theorem (P.N.T.).
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THEOREM 1.1.

(1.1) \[ \pi(x) \sim x/\log x \quad (x \to \infty). \]

That is, the ratio \( \pi(x): x/\log x \) converges to 1 as \( x \) grows without bound.

This theorem was first proved in 1896, about a century after the observations of Gauss and Legendre. Before coming to the proof of the P.N.T. we shall discuss some significant contributions to prime number theory made earlier in the nineteenth century.

The first person to establish estimates of the true order of magnitude of \( \pi(x) \) was P. L. Chebyshev. In the mid nineteenth century, he proved \( \text{[Chb]} \) that

(1.2) \[ 0.92 < \pi(x)/\(x/\log x\) < 1.11 \]

for all sufficiently large numbers \( x \). Chebyshev's argument was based on an identity he discovered and a clever real variable method of mimicking the Möbius \( \mu \) function. We shall describe Chebyshev's argument in §3.

Within a decade of the work of Chebyshev, there appeared the extraordinary memoir of G. F. B. Riemann \( \text{[Rie]} \) on \( \pi(x) \). Riemann proposed to attack the problem indirectly by studying properties of a certain analytic function in the complex domain. This function, which is today called the Riemann zeta function, is defined for \( \text{Re} \, s > 1 \) by the formula

(1.3) \[ \xi(s) = 1 + 2^{-s} + 3^{-s} + 4^{-s} + \cdots. \]

The connection with prime numbers is revealed by a second representation of \( \xi(s) \), valid in the same region,

(1.4) \[ \xi(s) = \prod_p (1 - p^{-s})^{-1}. \]

Here \( p \) runs through the prime numbers. The product formula is the analytic expression of the unique factorization theorem. We can formally verify (1.4) by expanding each factor \( 1/(1 - p^{-s}) \) as a geometric series and multiplying together the factors.

We remark that the zeta function appears first to have been used by L. Euler \( \text{[Ayo 2]} \), over a century earlier, but only in the real domain. Euler used the two representations of zeta to show that the sum of the reciprocals of the primes diverges and this in turn gives another proof of the infinitude of primes.

The approach to the prime number problem proposed by Riemann, using a function of a complex variable generated by arithmetic data, came to be called analytic. On the other hand, direct real variable treatment of arithmetic data, such as the method of Chebyshev, came to be called elementary. We shall follow this usage here. To avoid confusion, we shall (with apologies to Sherlock Holmes) use the word simple for "easy to understand". It will be seen that some elementary arguments are far from simple.

We mention here some other contributions to prime number theory from the period after Chebyshev. F. Mertens \( \text{[Mer]} \) established the handsome relations

(1.5) \[ \sum_{p \leq x} \frac{\log p}{p} - \log x = O(1) \]
and (1.6) \[ \prod_{p \leq x} \left(1 - 1/p\right) \sim e^{-\gamma}/\log x. \]

In both of these expressions \( p \) runs through prime numbers. The number \( \gamma \) is Euler’s constant (\( \gamma = 0.577215 \ldots \)).

The expression \( f(x) = O(g(x)) \) is to be read as “\( |f(x)| \leq Bg(x) \) for some positive constant \( B \) and all values of \( x \geq 1 \)” Also, we shall write \( f(x) = o(g(x)) \) if \( f(x)/g(x) \to 0 \) as \( x \to \infty \). This notation was introduced by P. Bachmann, cf. [Lnd 1, p. 883], and popularized by E. Landau, who will enter our account shortly.

E. Meissel [Mei, Mat, pp. 273–278] calculated \( \pi(x) \) for various large values of \( x \) by a method inspired by the inclusion-exclusion approach of Legendre [Leg, pp. 12–15]. Meissel’s identity was to have subsequent applications in sieve theory [Buc 1, 2, HaRi].

Various refinements were made upon the method of Chebyshev. The best known work of this sort was that of J. J. Sylvester [Syl 1, 2], who showed that (1.7)

\[ 0.956 < \frac{\pi(x)}{(x/\log x)} < 1.045 \]

holds for all sufficiently large \( x \). The approach of Sylvester was \( ad \ hoc \) and computationally complex; it offered no hope of leading to a proof of the P.N.T. Indeed, Sylvester concluded his article [Syl 1] with the lament that “…we shall probably have to wait [for a proof of the P.N.T.] until someone is born into the world as far surpassing Tchebycheff in insight and penetration as Tchebycheff has proved himself superior in these qualities to the ordinary run of mankind.”

A decade after Sylvester wrote these words, J. Hadamard embarked upon his prime number studies along the analytic lines sketched by Riemann. This research culminated in the successful proof of the P.N.T. by Hadamard [Had] and C. de la Vallée Poussin [laV 1], independently, at the end of the nineteenth century. The period of the next fifty years—roughly covering the career of G. H. Hardy—was the Golden Age of analytic methods. Other triumphs of this time include the oscillation result for \( \pi(x) \) of J. E. Littlewood [Lit, Ing 2, Leh, Dia 1] and the error terms in the P.N.T. of de la Vallée Poussin [laV 2], Littlewood [Lnd 3, vol. 2, pp. 31–47], and the school of I. M. Vinogradov [Wal, Tit, Cha 2, Vil].

The development of prime number theory during this time was influenced by a number of factors. One, of course, was the great success of Hadamard, H. von Mangoldt [Man 1, 2], and others in carrying out much of Riemann’s program. Another important influence was the Handbuch [Lnd 1] of Landau, which led to the wide dissemination of analytic ideas.

The general Tauberian theory of N. Wiener [Wie 1, 2] showed an “equivalence” between the P.N.T. and the nonvanishing of the Riemann zeta function on the line \( \text{Re} s = 1 \) in the complex plane (cf. §§4, 7). The role of analytic methods was actively promoted by influential mathematicians such as Hardy, who frequently opined that a nonanalytic proof of the P.N.T. was unlikely to be found [Har, Boh, Ing 1].
The accomplishments of elementary methods during this period were relatively meager. This reinforced the belief that they did not have the power to achieve deep results. Elementary methods became unfashionable in number theory.

Although in eclipse, elementary methods did retain a certain appeal in the eyes of some. One reason for this was that they, unlike analytic methods, do not require the introduction of ideas so remote from the arithmetic questions under consideration. A more widely acceptable rationale—success where analytic methods failed—emerged from the work of V. Brun done around 1920. Brun showed by an elementary sieve argument [Bru 1, HaRi, HaRo] that the twin primes (numbers \(p\) and \(p + 2\) both of which are prime) are so sparse that the sum of their reciprocals converges, in contrast to the sum of the reciprocals of all primes. This was followed by other sieve results, of which we briefly note the Brun-Titchmarsh inequality, Schnirelmann’s representation of integers as a sum of a bounded number of primes, and the sieve methods of Selberg and Rosser. A third reason for pursuing an elementary approach to the P.N.T. was the hope that such a result would shed new light on the structure of the primes.

In 1948 A. Selberg [Sel 1] discovered the formula

\[
\sum_{p \leq x} \log^2 p + \sum_{pq \leq x} \log p \log q = 2x \log x + O(x),
\]

which is a kind of “weighted” version of the Chebyshev relation which will be given at the end of §2. (Here \(p\) and \(q\) run through primes.) Selberg’s formula at once raised hope and despair. On the positive side, it immediately implied the nontrivial fact that relatively short intervals could not have too great a concentration of primes (cf. (5.5)). On the other hand the formula contains in a balanced way both primes and numbers expressible as a product of two primes, and it was not obvious how one would pry these quantities apart.

A century had elapsed since the work of Chebyshev, a period of numerous unsuccessful elementary attempts at proving the P.N.T. Clearly, some daring was required to invest much hope and energy in mounting another elementary assault on the P.N.T. What was needed in the present case was a kind of nonlinear Tauberian theorem to wrest the primes apart from the numbers expressible as a product of two primes, and it was not obvious how one would pry these quantities apart.

P. Erdös noted that Selberg’s formula also yields a lower bound for the number of primes in certain intervals. With this observation Selberg found an elementary Tauberian argument that gave the P.N.T. Subsequently, Selberg and Erdös each discovered other, more direct Tauberian arguments [Sel 1, Erd 1].

The elementary proof of the P.N.T. was a sensation. It helped earn Selberg a Fields Medal [Boh] and Erdös a Cole Prize [Coh]. Their articles were given a detailed and incisive review by A. E. Ingham [Ing 3], who hailed the proof as “a discovery of the first importance….” There soon appeared variant proofs of Selberg’s formula, e.g. [TI, Sha 1, Pop], and of the Tauberian argument, e.g. [Crp 1, Wri, Bre 1]. Generalizations were made to primes in arithmetic progressions [Sel 2, Sha 2], algebraic number fields [Ayo 1], and abstract number systems [FS, Ami 1, 2, Seg]. There appeared versions in which all
analysis was purged [Eda, Fog]. And, most telling, the theorem soon took its place along side the aforementioned theorem of Euclid in many books on number theory, e.g. [Gio, Cha 2, HW, Nag, Sch].

It was now natural to ask, How good an error term in the P.N.T. could be produced by elementary methods? As an index for comparison, we note that de la Vallée Poussin [laV 2] had shown by analytic means in 1899 that

\[
\pi(x) - \lim_{\epsilon \to 0^+} \left\{ \int_{0}^{1-\epsilon} + \int_{1+\epsilon}^{x} \right\} \frac{dt}{\log t} = O\left(x \exp(-c \log^a x)\right)
\]

for \(a = 1/2\) and some positive constant \(c\).

The integral in (1.9), which is usually denoted by \(\text{li} x\), can be shown by \(m\) integrations by parts to equal

\[
\frac{x}{\log x} + \frac{1!x}{\log^2 x} + \cdots + \frac{(m-1)!x}{\log^m x} + O_m\left(\frac{x}{\log^{m+1} x}\right)
\]

for any positive integer \(m\). (The subscript on the \(O\) symbol is to remind us that the implied constant depends on \(m\).) Also, it follows from (1.9) that

\[
\pi(x) - \text{li} x = O_m\left(x/\log^m x\right)
\]

holds for any positive number \(m\).

The first elementary P.N.T. error estimates [Crt 2, Kuh, Bre 2, Wir 1] had the form

\[
\pi(x) - x/\log x = O\left(x/\log^c x\right)
\]

with \(c\) a constant between 1 and 2. Error terms of the type (1.10) for arbitrarily large values of \(m\) were achieved by E. Bombieri [Bom 1] and E. Wirsing [Wir 2] in the early 1960’s.

A few years earlier A. O. Gelfond [Gel 1] had obtained a de la Vallée Poussin type error estimate (1.9) with \(\alpha = 1/9\) by a method which was partially elementary. An elementary proof of (1.9) with a positive \(\alpha\) was announced by W. B. Jurkat at the 1962 International Congress of Mathematicians [Jur]. In 1970 the author and J. Steinig gave an elementary proof of (1.9) with \(\alpha = 1/7 - \epsilon\) [DS]. We shall describe this work in §8. The current record holders for an elementary P.N.T. error term are A. F. Lavrik and A. Š. Sobirov [LS] and A. V. Sokolovski [Sok], who sharpened a lemma in the Diamond-Steinig article to obtain (1.9) with \(\alpha = 1/6 - \epsilon\).

2. Arithmetic functions and convolutions. Our subsequent work will be expressed in terms of arithmetic functions and a method of combining functions. We introduce these notions here.

An arithmetic function is a map from \(N\), the positive integers, to \(R\), the reals, or \(C\), the complex numbers. We set \(1(n) \equiv 1\), \(L(n) = \log n\), and for \(r\) a positive integer we set

\[
e_r(n) = \begin{cases} 1, & \text{if } n = r, \\ 0, & \text{if } n \neq r. \end{cases}
\]
We define the Möbius function by
\[ \mu(n) = \begin{cases} (-1)^k, & \text{if } n \text{ is a product of } k \text{ distinct primes}, \\ 0, & \text{if } p^2 \mid n \text{ for some prime } p, \end{cases} \]

and von Mangoldt’s function by
\[ \Lambda(n) = \begin{cases} \log p, & \text{if } n = p^\alpha, p \text{ prime and } \alpha \in \mathbb{N}, \\ 0, & \text{otherwise}. \end{cases} \]

Associated with each arithmetic function \( f \) is a summatory function \( F \) defined on \( \mathbb{R} \) by
\[ F(x) = \sum_{n \leq x} f(n). \]

The following summatory functions will be of interest to us:
\[ [x] = \sum_{n \leq x} 1, \quad M(x) = \sum_{n \leq x} \mu(n), \]
\[ \Psi(x) = \sum_{n \leq x} \Lambda(n) = \sum_{p^i \leq x} \log p, \]
and of course \( \pi(x) \), the summatory function of the arithmetic function \( 1_p \), which is 1 at primes and 0 elsewhere.

Many relations in prime number theory are best expressed in terms of multiplicative convolution. This is an operation which combines two arithmetic functions \( f \) and \( g \) to form a new one, called \( f \ast g \), according to the rule
\[ f \ast g(n) = \sum_{d \mid n} f(d)g(n/d). \]

In the middle expression the sum extends over all ordered pairs of positive integers whose product equals \( n \); in the last the sum extends over all positive integers which divide \( n \). Some convolution relations that we shall use are
\begin{enumerate}
\item \( f \ast e_1 = f, \) for any arithmetic function \( f, \)
\item \( 1 \ast \mu = e_1, \)
\item \( \Lambda \ast 1 = \mu. \)
\end{enumerate}

The first formula follows immediately from the definitions of \( \ast \) and \( e_1 \), and asserts that \( e_1 \) is the unity element of convolution. The second identity is called the Möbius inversion formula. It is proved by first noting that \( 1 \ast \mu(1) = 1 = e_1(1). \) Then for \( n = p_1^\alpha_1 p_2^\alpha_2 \cdots p_r^\alpha_r > 1 \) one has
\[ \sum_{d \mid n} \mu(d) = \sum_{d \mid p_1 \cdots p_r} \mu(d), \]

since \( \mu(d) = 0 \) if \( d \) contains any square factors, and the last expression is an expanded form of \( (1 - 1)^r = 0. \) We verify (2.3) by noting that each side vanishes at \( n = 1, \) and for \( n = p_1^\alpha_1 p_2^\alpha_2 \cdots p_r^\alpha_r > 1 \) we have
\[ \sum_{d \mid n} \Lambda(d) = \sum_{i=1}^r \alpha_i \sum_{\beta=1} \log p = \sum_{i=1}^r \alpha_i \log p_i = \log n, \]

since \( \Lambda(d) = 0 \) unless \( d \) is of the form \( p_i^\beta. \)
Convolution is an associative and commutative operation. A number of messy arithmetical calculations in number theory are in fact verifications of associativity.

The operation of pointwise multiplying an arithmetic function by \( L \) is a derivation. It follows immediately from the definition of convolution that
\[
L(f* g) = (L f)* g + f*(L g)
\]
holds for any arithmetic functions \( f \) and \( g \).

The summatory function of a convolution \( f* g \) is related to the summatory functions \( F \) and \( G \) of the factors by the following relations:
\[
\sum_{k \leq x} f* g(k) = \sum_{n \leq x} F\left(\frac{x}{n}\right) g(n) = \sum_{m \leq x} G\left(\frac{x}{m}\right) f(m).
\]
We show this by writing the definition of \( * \) and reordering the resulting sum, which extends over lattice points in a hyperbolic region. We have
\[
\sum_{k \leq x} \sum_{mn = k} f(m) g(n) = \sum_{mn \leq x} f(m) g(n) = \sum_{n \leq x} \sum_{m \leq x/n} f(m) g(n),
\]
and similarly for the expression involving \( G \).

Examples of (2.5) which will be of use to us are the formulas
\[
\sum_{k \leq x} \Lambda* 1(k) = \sum_{n \leq x} \psi\left(\frac{x}{n}\right) = \sum_{m \leq x} \left[\frac{x}{m}\right] \Lambda(m).
\]
If we recall (2.3) and note that
\[
\int_1^x \log t \, dt - \sum_{n \leq x} \log n \leq \log x,
\]
then we obtain
\[
\sum_{n \leq x} \psi\left(\frac{x}{n}\right) = x \log x - x + O(\log ex).
\]

In some estimations it is useful to combine the two representations in (2.5). We then obtain the following formula.

**Lemma 2.1 (Dirichlet Hyperbola Method).** Let \( 1 < y < x \). Then
\[
\sum_{n \leq x} f* g(n) = \sum_{n \leq y} F\left(\frac{x}{n}\right) g(n) + \sum_{m \leq x/y} G\left(\frac{x}{m}\right) f(m) - F\left(\frac{x}{y}\right) G(y).
\]

**Proof.** We have
\[
\sum_{y < n \leq x} F\left(\frac{x}{n}\right) g(n) = \sum_{y < n \leq x} \sum_{m \leq x/n} f(m) g(n)
\]
\[
= \sum_{m \leq x/y} \sum_{y < n \leq x/m} g(n) f(m) = \sum_{m \leq x/y} \left( G\left(\frac{x}{m}\right) - G(y) \right) f(m). \quad \square
\]

The most familiar occurrence of this identity is Dirichlet's original application to estimate the summatory function of \( d(n) \), the number of positive
integer divisors of \(n\) [Dir]. We have \(d(n) = 1 \cdot 1(n)\), and the method with \(y = \sqrt{x}\) and some familiar estimations yields

\[
\sum_{n \leq x} d(n) = x \log x + (2\gamma - 1)x + O(\sqrt{x}).
\]

3. Chebyshev's estimates. In this section we shall deduce the bounds (1.2) for \(\pi(x)\) found by Chebyshev. We shall use the \(\Psi\) function instead of \(\pi\), because (1) \(\Psi\) satisfies relation (2.6) while \(\pi\) does not occur in such a simple way and (2) \(\Psi\) is essentially a weighted version of \(\pi\). We begin by showing how an estimate of \(\Psi(x) - x\) yields an estimate of \(\pi(x) - \text{li} x\).

It is convenient to introduce here the function

\[
\vartheta(x) = \sum_{p \leq x} \log p = \sum_{n \leq x} \Lambda(n),
\]

and first show that \(\vartheta\) and \(\Psi\) are close. We have

\[
\Psi(x) = \sum_{p^n \leq x} \log p = \vartheta(x) + \vartheta(x^{1/2}) + \cdots + \vartheta(x^{1/k}),
\]

where \(k = \lfloor \log x / \log 2 \rfloor\), since \(x^{1/a} < 2\) for \(\alpha > \log x / \log 2\). Now \(0 \leq \vartheta(x^{1/a}) \leq x^{1/a} \log x\) for \(\alpha = 2, 3, \ldots\), so we have

\[
(3.1) \quad \Psi(x) - \vartheta(x) = O(x^{1/2} \log x).
\]

The \(\vartheta\) function is a weighted form of \(\pi\). We invert the relation by writing

\[
\pi(x) = \sum_{p \leq x} 1 = \sum_{n \leq x} \frac{\vartheta(n) - \vartheta(n - 1)}{\log n},
\]

and obtain by partial summation

\[
\pi(x) - \sum_{2 \leq n \leq x} \frac{1}{\log n} = \sum_{2 \leq n \leq x} \frac{\vartheta(n) - n - \{\vartheta(n - 1) - (n - 1)\}}{\log n},
\]

and if we change from \(\vartheta\) to \(\Psi\) and introduce \(\text{li}\) in place of \(\sum 1/\log n\), we obtain

\[
(3.2) \quad \pi(x) - \text{li} x = \sum_{2 \leq n \leq x} (\Psi(n) - n) \left(\frac{1}{\log n} - \frac{1}{\log(n + 1)}\right)
\]

\[
+ \frac{\Psi(x) - [x]}{\log [x + 1]} + O(\sqrt{x}).
\]

Lemma 3.1. Suppose that \(|\Psi(x) - x| \leq F(x)\), where \(F\) is a positive nondecreasing function on \([1, \infty)\). Then

\[
|\pi(x) - \text{li} x| \leq 2F(x)/\log x + 2F(\sqrt{x}) + B\sqrt{x}
\]

holds for all \(x > 1\). Here \(B\) is a positive constant.
PROOF. We have from (3.2)

\[ |\pi(x) - \text{li } x| \leq F([x]) \sum_{\sqrt{x} < n \leq x} \left( \frac{1}{\log n} - \frac{1}{\log(n + 1)} \right) + F(\sqrt{x}) \sum_{2 \leq n \leq \sqrt{x}} \left( \frac{1}{\log n} - \frac{1}{\log(n + 1)} \right) + \frac{F([x])}{\log([x] + 1)} + O(\sqrt{x}) \leq \frac{F([x])}{\log x} + \frac{F(\sqrt{x})}{\log 2} + B\sqrt{x}. \]

We shall henceforth work to show that \( \Psi(x) \) is close to \( x \).

We now describe—in convolution language—Chebyshev’s strategy [Dia 2]. We begin with an instructive false start. If we convolve both sides of (2.3) by \( \mu \) and note that

\[ \Lambda*1*\mu = \Lambda*e_1 = \Lambda, \]

we obtain the representation

(3.3) \[ \Lambda = L*\mu. \]

This identity can be used to obtain a bound \( \Psi(x) \leq cx \), but with a comparatively large value of \( c \). The trouble stems from the fact that we know little about \( \mu \) at the outset.

We shall instead seek a manageable function \( \nu \) which in some sense approximates \( \mu \). We form

(3.4) \[ \Lambda*1*\nu = L*\nu \]

and use estimates for

(3.5) \[ E(x) := \sum_{1 \leq x} 1*\nu(m) = \sum_{n \leq x} \left\lfloor \frac{x}{n} \right\rfloor \nu(n) \]

to obtain bounds for \( \Psi \).

As an example, consider \( \nu = e_1 - 2e_2 \). In this case \( E(x) = [x] - 2[x/2] \), which equals 1 for \( [x] \) odd and 0 for \( [x] \) even. We have first

\[ \sum_{m \leq x} L*\nu(m) = \sum_{n \leq x} \left\lfloor \frac{x}{n} \log \frac{x}{n} - \frac{x}{n} + O\left( \log \frac{ex}{n} \right) \right\rfloor \nu(n) = (x \log x - x) \sum_{n \leq x} \frac{\nu(n)}{n} - x \sum_{n \leq x} \frac{\nu(n) \log n}{n} + O(\log ex) = x \log 2 + O(\log ex). \]

On the other hand we have

\[ \sum_{m \leq x} \Lambda*1*\nu(m) = \sum_{n \leq x} E\left( \frac{x}{n} \right) \Lambda(n) \left\{ \begin{array}{ll} \leq \sum_{n \leq x} \Lambda(n) = \Psi(x), \\
\geq \sum_{x/2 < n \leq x} \Lambda(n) = \Psi(x) - \Psi\left( \frac{x}{2} \right). \end{array} \right. \]
These relations together imply that
\[ \Psi(x) \geq x \log 2 + O(\log ex) \]
and
\[ \Psi(x) - \Psi(x/2) \leq x \log 2 + O(\log ex). \]
In the last relation we replace \( x \) by \( x/2, x/4, \ldots, x/2^{k-1} \), where \( k = \lfloor \log x/\log 2 \rfloor \), and sum to obtain
\[ \Psi(x) \leq 2x \log 2 + O(\log^2 ex). \]

Let us note some desirable properties for a function \( v \) which aspires to be an "approximate convolution inverse of 1". First, it is necessary that \( \sum v(n)/n = 0 \) in order that we have
\[ \sum_{m \leq x} L \ast v(m) = O(x). \]
(The Möbius function satisfies this condition, cf. §4.) Second, it is desirable that \( v(n) \to 0 \) as \( n \to \infty \) so that we can carry out our estimations without excessive difficulty. (The Möbius function does not have this property!) In practice we shall ask that \( v(n) = 0 \) for all \( n \)'s from some point onward. Third, in order that our estimates should be reasonably sharp, we ask that \( E(x) \), defined by (3.5), should be near 1 for a reasonably long interval \( [1, a) \) and never be too large or too negative. This insures that
\[ \sum_{n \leq x} E(x/n) \Lambda(n) \approx \Psi(x). \]
(If \( v = \mu \), the Möbius function, then \( E(x) = 1 \) for all \( x \geq 1 \).)

The choice made by Chebyshev was
\[ v = e_1 - e_2 - e_3 - e_5 + e_{30}. \]
This function satisfies
\[ \sum v(n)/n = 1 - \frac{1}{2} - \frac{1}{3} - \frac{1}{5} + \frac{1}{30} = 0, \]
and \( v(n) = 0 \) for all \( n > 30 \). We have to check the values of \( E(x) \). This has to be done only for \( 0 \leq x < 30 \), since \( E \) has period 30, as one verifies immediately.

The calculations are made even simpler by the observation that for \( x \) nonintegral we have
\[ E(x) + E(30 - x) = E(x) + E(-x) \]
\[ = ([x] + [-x]) - ([x/2] + [-x/2]) - ([x/3] + [-x/3]) \]
\[ - ([x/5] + [-x/5]) + ([x/30] + [-x/30]) = 1, \]
since \([y] + [-y] = -1\) for any nonintegral \( y \).

Now direct verification shows that
\[ E(x) = \begin{cases} 1, & \text{for } 1 \leq x < 6, \ 7 \leq x < 10, \ 11 \leq x < 12, \ 13 \leq x < 15, \\ 0, & \text{for } 0 \leq x < 1, \ 6 \leq x < 7, \ 10 \leq x < 11, \ 12 \leq x < 13. \end{cases} \]
The relation $E(x) = 1 - E(30 - x)$ now tells us that $E$ assumes only the values 0 and 1 for all nonintegral arguments between 15 and 30. Since $E$ is continuous from the right, $E(x) = 0$ or 1 also at integers.

Arguing exactly as we did for $v = e_1 - 2e_2$, we find in the present case that

$$
\sum_{m \leq x} L_{p^m} = - \sum_{n \leq x} (\log n) v(n)/n + O(\log ex) = Ax + O(\log ex),
$$

where

$$
A = \frac{\log 2}{2} + \frac{\log 3}{3} + \frac{\log 5}{5} - \frac{\log 30}{30} = .92129 \ldots,
$$

and

$$
\sum_{n \leq x} E\left(\frac{x}{n}\right) \Lambda(n) \left\{ \begin{array}{ll}
\leq \sum_{n \leq x} \Lambda(n) = \Psi(x), \\
\geq \sum_{x/6 < n \leq x} \Lambda(n) = \Psi(x) - \Psi(x/6).
\end{array} \right.
$$

This yields the bounds

$$
\Psi(x) \geq Ax + O(\log ex), \quad \Psi(x) \leq (6/5)Ax + O(\log^2 ex).
$$

These estimates and formula (3.2) give the estimates (1.2) for $\pi(x)$.

The refinements of Sylvester [Syl 1, 2] were made by introducing much more complicated functions $\nu$. We shall consider improved Chebyshev type arguments in §9.

Chebyshev [Chb] used the estimates (1.2) to prove the proposition that was then, and even now is, called Bertrand’s Postulate [Ber]. This is the assertion that if $x \geq 1$, then each interval $(x, 2x]$ contains at least one prime. Bertrand’s postulate holds for all sufficiently large numbers $x$, since

$$
\pi(2x) > (.92) \frac{2x}{\log 2x} > \frac{1.11x}{\log x} > \pi(x).
$$

It can be established for small values of $x$ by inspection. This type of argument and Chebyshev’s estimates show that any interval $(x, Ax)$ contains primes provided that $A > 6/5$ and $x$ is sufficiently large. The P.N.T. guarantees that each interval $(x, Ax)$ contains a prime provided that $A > 1$ and $x$ is greater than some $X$ depending on $A$.

4. Theorems “equivalent” to the P.N.T. Several asymptotic formulas involving prime numbers have “comparable depth” with the P.N.T., i.e. their truth can be deduced from the P.N.T. by elementary and rather simple methods, and conversely the P.N.T. can be deduced from any of these formulas by such methods. An example is the relation $\Psi(x) \sim x$, which we have shown implies the P.N.T. and is also a consequence of the P.N.T., as we shall indicate.

These relations are all given in Landau’s Handbuch [Lnd 1]. Shortly after the Handbuch’s appearance, A. Axer [Axe] and Landau [Lnd 2] showed how to deduce the various propositions from one another by elementary arguments and these results came to be described as “equivalent” to the P.N.T. The notion of equivalence never had a clear logical basis, and of course it was
rendered void by the discovery of an elementary proof of the P.N.T. Nevertheless, it survives today as a convenient way of grouping together a number of statements about primes.

The following asymptotic formulas are equivalent to the P.N.T. in the foregoing sense. There exist in the literature direct elementary and analytic proofs of all these relations except (to the knowledge of this writer) the last.

\( (4.1) \Psi(x) \sim x, \)

\( (4.2) \sum_{n \leq x} \Lambda(n)/n = \log x + c + o(1), \)

\( (4.3) \sum_{n \leq x} \log p/p = \log x + c' + o(1), \)

\( (4.4) M(x) = \sum_{n \leq x} \mu(n) = o(x), \)

\( (4.5) \sum_{n \leq x} \mu(n)/n = o(1), \)

\( (4.6) p_n \sim n \log n, p_n \) the \( n \)th prime.

We remark that replacement of the \( o \) by an \( O \) in any of (4.2) – (4.5) results in a relation which is easily established. For example, the Mertens relation (1.5) is the \( O \)-analogue of (4.3), and the \( O \)-analogue of (4.4) is trivial.

We shall indicate how several of these relations can be deduced from the P.N.T. The remaining cases and converse implications can be supplied by the interested reader by analogous methods.

P.N.T. \( \Rightarrow \) (4.1). We have

\[ \Psi(x) \sim \theta(x) = \sum_{n \leq x} \log n (\pi(n) - \pi(n - 1)) \]

\[ = \pi(x) \log x - \sum_{n \leq x - 1} \log \left( \frac{n + 1}{n} \right) \pi(n) \sim x, \]

since the last sum is at most

\[ c \sum_{2 \leq n \leq x} \frac{1}{n \log n} = O(x/\log x). \quad \Box \]

(4.1) \( \Rightarrow \) (4.4). We shall use a variant form of (2.3) which we now give. From (2.2) and (2.4) we obtain

\[ 0 = L e_1 = L(1 * \mu) = L 1 * \mu + 1 * L \mu. \]

We replace \( L 1 * \mu \) by \( \Lambda \) (by (3.3)) and convolve both sides of the resulting equation by \( \mu \) obtaining

\[ L \mu = -\Lambda * \mu. \]

If we add the identity \( 0 = 1 * \mu - e_1 \) to (4.7), we find for any \( x \geq 1 \) that

\[ \sum_{n \leq x} \mu(n) \log n = \sum_{n \leq x} (1 - \Lambda) * \mu(n) - 1. \]

Summation by parts brings the left side of (4.8) to the form

\[ M(x) \log[x] - \sum_{n \leq x - 1} M(n) \log(1 + 1/m) = M(x) \log x + O(x). \]

We write the sum on the right side of (4.8) as

\[ \sum_{n \leq x} \left( \left\lfloor \frac{x}{n} \right\rfloor - \Psi \left( \frac{x}{n} \right) \right) \mu(n). \]
We estimate this sum with the aid of (4.1). For any \( \varepsilon > 0 \) we have
\[
| \lfloor x/n \rfloor - \Psi(x/n) | < \varepsilon x/n,
\]
provided that \( x/n \) exceeds some \( A = A(\varepsilon) \). Also, Chebyshev’s estimate for \( \Psi \) insures that
\[
| \lfloor x/n \rfloor - \Psi(x/n) | < Bx/n
\]
holds for some \( B \) and all values of \( x/n \). Thus
\[
\left| \sum_{n \leq x} \left( \frac{x}{n} - \Psi\left( \frac{x}{n} \right) \right) \mu(n) \right| \leq \sum_{n \leq x/A} \varepsilon \frac{x}{n} + \sum_{x/A < n \leq x} B \frac{x}{n}
\]
\[
< \varepsilon x (1 + \log(x/A)) + Bx(A/x + \log A)
\]
\[
< 2 \varepsilon x \log x,
\]
provided that \( x \) is sufficiently large.

Combining the estimates of the two sides of (4.8), we find that \( |M(x)| \log x \leq 3\varepsilon x \log x \) for all sufficiently large \( x \). Thus (4.4) holds. \( \square \)

(4.4) \implies (4.5). We shall show that

(4.9) \[ \sum_{n \leq x} \mu(n) \frac{x}{n} = o(x). \]

Let \( S(x) \) denote the left side of (4.9). For \( x \geq 1 \) we have
\[
S(x) = \sum_{n \leq x} \mu(n) \left( \frac{x}{n} - \left[ \frac{x}{n} \right] \right) + 1,
\]
and we apply the idea of the Dirichlet hyperbola method to evaluate the sum. For \( A \) a large fixed number we obtain
\[
S(x) = 1 + \sum_{n \leq x/A} \left( \frac{x}{n} - \left[ \frac{x}{n} \right] \right) \mu(n) + \int_1^A M \left( \frac{x}{t} \right) dt
\]
\[
- \sum_{2 \leq n \leq A} M \left( \frac{x}{n} \right) - (A - [A])M(x/A).
\]

If we now use the fact that \( M(y) = o(y) \) as \( y \to \infty \), we find that
\[
|S(x)| \leq 1 + \frac{x}{A} + \int_1^A o\left( \frac{x}{t} \right) dt + \sum_{n \leq A} o\left( \frac{x}{n} \right) + o\left( \frac{x}{A} \right) \leq \frac{x}{A} + o(x).
\]

(The detailed \( \varepsilon \) estimates are made as in the demonstration of (4.4).) Since \( A \) is arbitrary, we have \( S(x) = o(x) \). \( \square \)

5. Selberg’s formula. The starting point in the elementary proof of the P.N.T. was the estimate

(1.8) \[ \sum_{p \leq x} \log^2 p + \sum_{pq \leq x} \log p \log q = 2x \log x + O(x) \]

found by A. Selberg [Sel 1]. (Here \( p \) and \( q \) run through primes.) In this section we shall derive Selberg’s formula and observe some connections with the P.N.T.
Theorem 5.1. Let \( x \geq 1 \). Then (1.8) holds,

\[
\theta(x) \log x + \sum_{p \leq x} \theta(x/p) \log p = 2x \log x + O(x),
\]

and

\[
\sum_{n \leq x} \Lambda(n) \log n + \sum_{n \leq x} \Lambda \Lambda(n) = 2x \log x + O(x).
\]

We first show that (1.8), (5.1) and (5.2) are equivalent (in the sense of §4). Indeed, formula (2.5) for the sum of a convolution and the definition of \( \theta \) yield

\[
\sum_{pq \leq x} \log p \log q = \sum_{p \leq x} \theta(x/p) \log p
\]

and summation by parts along with the Chebyshev upper bound for \( \Psi(x)/x \) gives

\[
\sum_{p \leq x} \log^2 p = \theta(x) \log x + O(x).
\]

To show the equivalence of (5.1) and (5.2) we first sum by parts to obtain

\[
\sum_{n \leq x} \Lambda(n) \log n = \Psi(x) \log x + O(x)
\]

and then use (3.1) to replace \( \Psi \) by \( \theta \). Next, we have

\[
0 \leq \sum_{n \leq x} (\Lambda \Lambda - L_1 \Lambda L_1)(n) = \sum_{n \leq x} (\Lambda - L_1 \Lambda)(\Lambda + L_1 \Lambda)(n)
\]

\[
= \sum_{n \leq x} (\Psi(x/n) - \theta(x/n)) (\Lambda(n) + L_1 \Lambda(n) \log n)
\]

\[
\leq \sum_{n \leq x} O((x/n)^{2/3}) 2\Lambda(n) = O(x)
\]

by summation by parts and the bound \( \Psi(x) = O(x) \). Thus the corresponding terms of (5.1) and (5.2) agree with those of (1.8) to within \( O(x) \) error terms.

Proof of Theorem 5.1. We show (5.2) by means of an identity and an estimate. The starting point is Chebyshev’s formula (2.3). We apply \( L \) to each side of this relation and use the derivation property (2.4) to obtain

\[
(L\Lambda) \ast 1 + \Lambda \ast L = L^2.
\]

We apply Chebyshev’s identity again, replacing \( \Lambda \ast L \) by \( \Lambda \Lambda \ast 1 \). If we convolve each side of the resulting identity by \( \mu \), we find that

\[
L\Lambda + \Lambda \Lambda = L^2 \ast \mu.
\]

We then sum each side of (5.3) and note that the left side of the summed equation is precisely the left side of (5.2). To treat the right side we first note that, since \( \log \) is monotone increasing, we have

\[
\sum_{n \leq x} \log^2 n = \int_1^x \log^2 t \, dt + O(\log^2 ex)
\]

\[
= x \log^2 x - 2x \log x + 2x + O(\log^2 ex).
\]
In §2 we noted Dirichlet's estimate
\[ \sum_{n \leq x} 1 \cdot 1(n) = x \log x + cx + O(\sqrt{x}). \]
This result and a further application of the hyperbola method (Lemma 2.1) yield the estimate
\[ \sum_{n \leq x} 1 \cdot 1 \cdot 1(n) = \frac{1}{2} x \log^2 x + c_1 x \log x + c_2 x + O(x^{2/3} \log ex). \]
Our strategy for treating the expression
\[ \sum_{n \leq x} L^2 \cdot \mu(n) = \sum_{n \leq x} \left( \sum_{m \leq x/n} \log^2 m \right) \mu(n), \]
occurring on the right side of the summed form of (5.3), is to approximate \( \sum \log^2 m \) by an expression
\[ G \left( \frac{x}{n} \right) = \sum_{m \leq x/n} (2 \cdot 1 \cdot 1 \cdot 1 + a \cdot 1 \cdot 1 + b \cdot 1)(m) \]
for suitable constants \( a \) and \( b \). The sum with \( G \) in place of \( \sum \log^2 m \) is
\[ \sum_{n \leq x} G \left( \frac{x}{n} \right) \mu(n) = \sum_{n \leq x} (2 \cdot 1 \cdot 1 \cdot 1 + a \cdot 1 \cdot 1 + b \cdot 1) \cdot \mu(n) \]
\[ = \sum_{n \leq x} 2 \cdot 1 \cdot 1(n) + a \cdot 1(n) + b e_1(n) \]
\[ = 2x \log x + O(x), \]
which is the right side of (5.2).
It remains to show that a suitable choice of constants \( a \) and \( b \) will yield
\[ \sum_{n \leq x} \left( \sum_{m \leq x/n} \log^2 m \right) - G \left( \frac{x}{n} \right) \mu(n) = O(x). \]
We have
\[ \sum_{n \leq y} \log^2 n = y \log^2 y - 2 y \log y + 2 y + O(\log^2 ey), \]
\[ 2 \sum_{n \leq y} 1 \cdot 1 \cdot 1(n) = y \log^2 y + 2 c_1 y \log y + 2 c_2 y + O(y^{2/3} \log ey), \]
\[ a \sum_{n \leq y} 1 \cdot 1(n) = ay \log y + acy + O(\sqrt{y}), \]
\[ b \sum_{n \leq y} 1 = by + O(1). \]
If we choose \( a = -2 - 2 c_1 \) and then \( b = 2 - 2 c_2 - ac \), we obtain
\[ \sum_{m \leq y} \log^2 m - G(y) = O(y^{3/4}). \]
The truth of (5.4) follows immediately from this relation, and the proof of Selberg's formula is complete. \( \Box \)
We note briefly another derivation of Selberg's formula whose starting point is an approximate Möbius inversion in Chebyshev's identity somewhat akin to the method of §3. For $x > 1$ convolve each side of (2.3) by $\nu = (1 - L/\log x)\mu$ and sum over all integers up to $x$. One side of the resulting equation is

$$\sum_{n \leq x} \Lambda\ast\Lambda = \sum_{n \leq x} \Lambda(n) - \frac{1}{\log x} \sum_{n \leq x} \Lambda\ast\Lambda\mu(n) = \Psi(x) + \frac{1}{\log x} \sum_{n \leq x} \Lambda\ast\Lambda(n).$$

The other side of the equation can be treated by first subtracting $1\ast 1 - 2\gamma \cdot 1$ from $L1$ and adding it back on. We then estimate the resulting expressions as we have done above to get $2x + O(x/\log x)$. The method is carried out by Edwards [Edw].

**Features of Selberg's formula.** Each of the arithmetic functions $\Lambda\ast\Lambda$ and $\Lambda\ast\Lambda\ast\Lambda$ occurring in (5.2) is nonnegative. Also, we note that the truth of the P.N.T. implies that

$$\Psi(x) \log x \sim x \log x \sim \sum_{n \leq x} \Psi\left(\frac{x}{n}\right)\Lambda(n)$$

(the last by approximating $\Psi(x/n)$ by $x/n$ and using Mertens' relation (1.5)), i.e. the two terms on the left side of Selberg's formula have equal "weight". The error term in the formula clearly has lower weight than the main terms. These features of Selberg's formula enable us to give various prime number estimates that were not accessible to Chebyshev.

For example, we can give nontrivial upper bounds for the number of primes lying in relatively short intervals. Since the weighted prime counting function $\mathfrak{d}$ satisfies $\mathfrak{d}(x) \sim x$ as $x \to \infty$ by the P.N.T., we expect that $\mathfrak{d}(y) - \mathfrak{d}(x) \sim y - x$ as $x \to \infty$, provided that $y - x$ is of sufficient size relative to $x$. Chebyshev's estimates (1.2) give

$$\frac{\mathfrak{d}(y) - \mathfrak{d}(x)}{y - x} < \frac{1.11y - .92x}{y - x} = \frac{.19x}{y - x} + 1.11$$

for large $x$, an estimate which becomes unbounded if $y - x = o(x)$.

We now apply Selberg's formula (1.8) once with argument $y$ and once with $x$ and subtract to obtain

$$\sum_{x < p \leq y} \log^2 p + \sum_{x < pq \leq y} \log p \log q = 2y \log y - 2x \log x + O(y).$$

If we drop the double sum and make some simple estimates, assuming that $x < y < 2x$, we obtain

$$0 \leq \mathfrak{d}(y) - \mathfrak{d}(x) \leq 2(y - x) + O(x/\log x).$$

Thus we have

(5.5)$$\mathfrak{d}(y) - \mathfrak{d}(x) \leq c(y - x)$$

as an upper estimate for the contribution of primes in an interval $(x, y]$ provided that $2x > y > x + c'x/\log x$. This estimate holds for intervals that are significantly shorter than in the Chebyshev case.
Let \( a \) and \( A \) denote the limit inferior and limit superior respectively of \( \Psi(x)/x \). Chebyshev’s estimates insure that \( 0.92129 \ldots < a \leq A < 1.10555 \ldots \). Selberg’s formula shows that \( a \) and \( A \) are located symmetrically about 1: we have \( A + a = 2 \). This may be shown easily with the aid of the Mertens relation

\[
\sum_{n \leq x} \frac{x}{n} \Lambda(n) \sim x \log x.
\]

We can rewrite Selberg’s formula in still another way as

\[
\frac{\Psi(x)}{x} + \frac{1}{\log x} \sum_{n \leq x} \frac{\Psi(x/n)}{x/n} \frac{\Lambda(n)}{n} = 2 + O\left( \frac{1}{\log x} \right).
\]

The second term on the left of (5.7) is a complicated averaged measure of the function \( u \mapsto \Psi(u)/u \) by (5.6). The proof of the P.N.T. will proceed by deducing estimates of \( \Psi \) by using information about this average. Such an “unaveraging process” is called a Tauberian method. In the next section we shall describe two Tauberian arguments for deducing the P.N.T. from Selberg’s formula.

6. Elementary proof of the P.N.T. There are a number of ways of deducing the P.N.T. from Selberg’s formula. Here we shall sketch the methods of Erdős [Erd 1] and of Selberg [Sel 1], which are of intrinsic as well as historical interest.

We begin with Erdős’ “method of compensation”. The starting point is the Selberg formula in the form (5.7). We have noted above that \( A + a = 2 \), where \( A \) and \( a \) are the limits superior and inferior of \( \Psi(x)/x \), and we suppose that \( A > a \).

We take a large value of \( x \) for which \( \Psi(x)/x \) is near \( A \). It follows from (5.6) and (5.7) that \( \Psi(x/p)/(x/p) \) is near \( a \) for a set \( S \) comprising “most” primes \( p \leq x \). (Here “most” means that

\[
\sum_{n \leq x} \frac{\Lambda(n)}{n} \Lambda(n) \sim 0.
\]

Choose a small prime \( p_1 \in S \). A similar argument shows that \( \Psi(x/p_1/p)/(x/p_1/p) \) is near \( A \) for “most” primes \( p \leq x/p_1 \).

It is then shown to be impossible that \( \Psi(x/p) \approx ax/p \) for most \( p \leq x \) and that \( \Psi(x/pp_1) \approx Ax/pp_1 \) for most \( p \leq x/p_1 \). The contradiction argument is somewhat delicate; it depends on the fact that the values of the \( \Psi \) function do not change too swiftly.

Selberg’s argument, like Erdős’, depends on a recursion. This time, however, the recursion is built into a variant form of Selberg’s formula.

**Lemma 6.1.**

\[
\sum_{n \leq x} (1 - \Lambda)(n) \log n = \sum_{n \leq x} (1 - \Lambda)(n) + O(x).
\]

**Proof.** We have

\[
L(1 - \Lambda) - (1 - \Lambda)*(1 - \Lambda) = L - L\Lambda - 1*1 + 2\Lambda*1 - \Lambda*\Lambda.
\]
If we sum both sides of this equation and recall Selberg’s formula, Chebyshev’s relation
\[ \sum_{n \leq x} \Lambda \ast 1(n) = \sum_{n \leq x} \log n = x \log x + O(x), \]
and the Dirichlet divisor estimate
\[ \sum_{n \leq x} 1 \ast 1(n) = x \log x + O(x), \]
then the lemma follows. □

If we set \( R(x) = \lfloor x \rfloor - \Psi(x) \) and perform a summation by parts we can write the lemma as

(6.1) \[ R(x) \log x = \sum_{n \leq x} R(x/n)(1 - \Lambda)(n) + O(x). \]

The last formula can be expressed more symmetrically as the Stieltjes integral

(6.2) \[ R(x) \log x = \int_{1^{-}}^{x} R(x/t) \, dR(t) + O(x). \]

The goal, of course, is to show that \( R(x) = o(x) \).

The variation of \( R \) is important for making estimates. An argument akin to the one yielding (5.5) gives
\[ 0 \leq \Psi(x + y) - \Psi(x) \leq 2y + O(x/\log x) \]
for \( 0 < y < x \). In this range we thus have
\[ |R(x + y) - R(x)| \leq y + O(x/\log x). \]

If we pretend that \( R \) is differentiable (it is not even continuous!), the last estimate would say that in some average sense
\[ "|R'(x)| \leq 1". \]

The preceding ideas can be made rigorous and the following inequality shown:

(6.3) \[ |R(x)| \log x \leq \int_{1}^{x} |R(x/u)| \, du + O(x \log \log 4x). \]

Let us define a transformation \( T \) on piecewise continuous functions \( F \) defined on \([1, \infty)\) by setting
\[ TF(x) = \frac{1}{\log x} \int_{1}^{x} F\left( \frac{x}{t} \right) \, dt. \]

Relation (6.3) can be expressed in terms of \( T \) as

(6.4) \[ |R(x)| \leq T \{ R \} + O\{ x(\log \log 4x)/\log x \}. \]

We hope that an estimate for \( |R| \) can be inserted into the right side of the last expression to give a new and better estimate for \( |R| \).

Unfortunately, the map \( T \) does not induce a contraction for functions \( R(x) \) of size roughly \( x \). Indeed, if we know that \( |R(x)| < e^x \) for all sufficiently large values of \( x \), then (6.4) will return the same estimate to us. Thus, a proof of the
P.N.T. using a recursion such as (6.4) must include another ingredient to rule out a relation of the form $R(x) \sim cx$ for some nonzero constant $c$.

Mertens' estimate (1.5) and an integration by parts give

$$(6.5) \quad \int_1^x R(t) t^{-2} \, dt = O(1).$$

Thus, it is impossible that $R(x) \sim cx$ should hold for a nonzero value of $c$. One may hope to combine (6.5) with (6.4) to prove that $R(x) = o(x)$.

Selberg's elementary proof of the P.N.T. was carried out with these ingredients along the following lines. Let the interval $[1, \infty)$ be expressed as a union of intervals of maximal length on which $R(x)$ is of one sign. For such an interval $[a, b)$ we have by (6.5)

$$(6.6) \quad \int_a^b |R(u)| u^{-2} \, du = \int_a^b R(u) u^{-2} \, du = O(1).$$

We total up the contributions to the right side of (6.4) made by $R$ in each of the intervals $[a, b)$.

It is convenient to change variables and rewrite (6.4) as

$$(6.7) \quad \frac{|R(x)|}{x} \leq \frac{1}{\log x} \int_1^x \frac{|R(u)|}{u^2} \, du + O\left(\frac{\log \log 4x}{\log x}\right).$$

If an interval $[a, b)$ where $R$ is of constant sign is "long", then its contribution to the integral in (6.7) is $O(1/\log x)$, which is an improvement over the trivial estimate.

On the other hand, suppose that an interval of constant sign is not "long". In this case we note that $R$ is relatively small near each end of the interval and does not vary too swiftly. Thus the contribution of such an interval $[a, b)$ to the integral in (6.7) is again less than the trivial estimate.

Together these estimates show that if we assume that

$$\limsup_{x \to \infty} \frac{|R(x)|}{x} = \alpha > 0,$$

then there exists $c = c(\alpha) > 0$ such that

$$|R(x)|/x < (1 - c)\alpha$$

holds for all sufficiently large values of $x$, which is impossible. This concludes our sketch of elementary proofs of the P.N.T. \hfill \Box

A number of variants of this argument have been given (cf. \cite{HW, Lev, Nev}). Differences include replacing (6.3) by the slightly sharper bound

$$|R(x)| \log^2 x \leq 2 \int_1^x |R(x/u)| \log u \, du + O(x \log x)$$

and the replacement of $R(x) = [x] - \Psi(x)$ by various smoother functions, such as $\int_1^x R(t) \, dt/t$. The last change necessitates an additional, but simple, Tauberian argument to recover $\Psi$ from the smoothed expression.

Direct elementary proofs of the estimates (4.2), (4.4), and (4.5) have also been given (cf. \cite{Wir 1, PR, Ami 1}). The method in each case is based on a
formula that is analogous to that of Selberg. The direct estimates of $M(x)$ or $\sum \mu(n)/n$ have the attractive feature that the trivial bound $|M(y) - M(x)| < |y - x| + 1$ can be used to measure the variation of $M$.

There have been other elementary proofs of the P.N.T. which proceed along rather different lines than the two arguments that we have sketched. Of particular note are the arguments of Wirsing [Wir 1] and Bang [Ban, Sch] which exploit connections between the term $\sum \psi(x/n)\Lambda(n)$ in Selberg's formula and an expression occurring in certain isoperimetric estimates.

7. Connections with analytic methods. Analytic proofs of the P.N.T. are based on properties of the Riemann zeta function in the complex plane. In particular, the location of the zeros of zeta plays an important role in the analytic theory, as we shall indicate presently. In this section we shall give elementary proofs of some facts about the zeros of zeta. See also [EMF, pp. 93–99].

As is the custom in analytic number theory, we express a complex variable in the peculiar form $s = \sigma + it$ with $\sigma$ and $t$ real. Recall that zeta is defined for $\sigma > 1$ by $\zeta(s) = \sum n^{-s}$. (We shall suppress summation limits when the sum extends over all positive integers.) Summation by parts yields

$$\zeta(s) = \sum n\{n^{-s} - (n + 1)^{-s}\} = s\sum n\int_n^{n+1} x^{-s-1} dx.$$

If we subtract from this

$$\frac{s}{s - 1} = s\int_1^{\infty} x^{-s} dx = s\sum \int_n^{n+1} xx^{-s-1} dx,$$

we obtain

$$\zeta(s) - \frac{s}{s - 1} = s\sum \int_n^{n+1} (n - x)x^{-s-1} dx. \quad (7.1)$$

The right side of this formula is analytic for $\sigma > 0$, and it provides an extension of zeta as an analytic function in $\{s \in \mathbb{C}: \sigma > 0\}$ with a simple pole at $s = 1$ as its only singularity.

Logarithmic differentiation of (1.4), the Euler product representation of zeta, yields

$$-\zeta'(s)/\zeta(s) = \sum \Lambda(n)n^{-s}, \quad \sigma > 1. \quad (7.2)$$

(This is the analytic counterpart of the Chebyshev relation $\Lambda \ast 1 = L$, since

$$\sum L(n)n^{-s} = -\zeta'(s) \quad \text{and} \quad \sum \ln^{-s} = \zeta(s).$$

The function $\zeta''/\zeta$ has poles at all points at which zeta vanishes. It follows from the convergence of (7.2) or (1.4) that zeta cannot have any zeros in the open half plane $\{s \in \mathbb{C}: \sigma > 1\}$.

We now indicate the connection between the P.N.T. and the absence of zeros of zeta on the line $\{s = 1 + it: -\infty < t < \infty\}$. Assume that the P.N.T.
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holds. Summation by parts yields

\[ \frac{-\frac{\zeta'}{\zeta}(s)}{\zeta}(s) - \zeta(s) = \sum_{n=1}^{\infty} (\Lambda(n) - 1)n^{-s} = \sum_{n=1}^{\infty} (\Psi(n) - n)(n^{-s} - (n + 1)^{-s}) \]

\[ = \sum_{n=1}^{\infty} o(n)s \int_{n}^{n+1} x^{-s-1} dx = |s| \sum_{n=1}^{\infty} o(1) \int_{n}^{n+1} x^{-\sigma} dx = |s| o\left(\frac{1}{\sigma - 1}\right) \]

for \( \sigma = \text{Re } s \to 1^+ \). If \( \zeta(1 + it_0) \) were zero for some real \( t_0 \neq 0 \), then \( \zeta'/\zeta \) would have a simple pole there with positive integer residue. However, (7.3) insures that

\[ \lim_{\sigma \to 1^+} (\sigma - 1)\frac{\zeta'}{\zeta}(\sigma + it_0) = 0. \]

Thus \( \zeta \) can have no zeros in the closed half plane \( \{ s; \sigma \geq 1 \} \).

The Tauberian theorem of Wiener and Ikehara (cf. [Wie 1, 2, Lnd 4, Wid, Cha 1, ...]) establishes the converse proposition: If \( \zeta(1 + it) \neq 0, -\infty < t < \infty \), then \( \Psi(x) \sim x \). Thus, we see that in the analytic theory the nonvanishing of zeta on the vertical line \( \{ s; \text{Re } s = 1 \} \) is “equivalent” to the P.N.T. in the sense that each can be deduced from the other (modulo properties of analytic functions and the Wiener-Ikehara theorem).

**Theorem 7.1.** \( \zeta(1 + it) \neq 0, -\infty < t < \infty \).

The most familiar proof of this theorem uses the inequality

\[ -3\zeta'(\sigma) - 4 \text{Re } \frac{\zeta'}{\zeta}(\sigma + it) - \text{Re } \frac{\zeta'}{\zeta}(\sigma + 2it) \]

\[ = \sum n^{-\sigma}\{3 + 4 \cos(t \log n) + \cos(2t \log n)\} \Lambda(n) \]

\[ = 2 \sum n^{-\sigma}\{1 + \cos(t \log n)\}^2 \Lambda(n) \geq 0, \]

which is valid for any \( \sigma > 1 \) and any real \( t \). The inequality implies that if zeta were zero at \( 1 + it_0 \), then it would have to have a pole at \( 1 + 2it_0 \). But this is impossible, since zeta is analytic at all points of the line \( \{ s; \sigma = 1 \} \) different from \( s = 1 \). This proof can be modified to eliminate all use of analytic functions.

We now give two different elementary proofs of Theorem 7.1. The point here is to avoid introducing any properties of analytic functions. We regard a function of a complex variable as a function of two real variables and define the derivative (when it exists) by

\[ f'(z) = \lim(\{ f(z + u) - f(z) \}/u) \]

as \( u \to 0 \) through real values. We consider zeta to be defined on the “nearly closed” half plane \( \{ s; \sigma \geq 1, s \neq 1 \} \) by continuity. Clearly, zeta satisfies (7.1) on this region. Also, zeta has a derivative in the foregoing sense, and it can be represented by the formal differentiation of (7.1). The derivative is a continuous function on the nearly closed half plane.
The P.N.T. can be proved by an elementary argument and, as we have seen above, relation (7.4) is an elementary consequence of the P.N.T. We can complete one elementary proof of Theorem 7.1 with the following lemma.

**Lemma 7.2.** Suppose \( \zeta(1 + it_0) = 0. \) Then

\[
\lim_{\sigma \to 1+} (\sigma - 1) \frac{\zeta'}{\zeta}(\sigma + it_0) = 1.
\]

**Proof.** First, we claim that \( |\zeta'(1 + it_0)| \geq 1. \) Indeed, we have

\[
\log\left\{ t_0 |\zeta(\sigma + it_0)\right\} = \sum_{n=2}^{\infty} n^{-\sigma} \frac{\Lambda(n)}{\log n} \left\{ 1 + \cos(t_0 \log n) \right\} \geq 0,
\]

so

\[
|\zeta(\sigma + it_0)| \geq 1/\zeta(\sigma) \sim \sigma - 1 \quad (\sigma \to 1+).
\]

Thus

\[
|\zeta'(1 + it_0)| = \lim_{\sigma \to 1+} \left| \frac{\zeta(\sigma + it_0) - \zeta(1 + it_0)}{\sigma - 1} \right| \geq 1.
\]

Now the definition of derivative and its continuity at \( 1 + it_0 \) imply that

\[
\frac{(\sigma - 1)\zeta'(\sigma + it_0)}{\zeta(\sigma + it_0)} = \frac{(\sigma - 1)\{\zeta'(1 + it_0) + o(1)\}}{(\sigma - 1)\{\zeta'(1 + it_0) + o(1)\}} \to 1
\]

as \( \sigma \to 1+. \) (Here \( o(1) \) denotes a function that tends to zero as \( \sigma \to 1+ . \)) □

**Another elementary proof of Theorem 7.1.** The following argument, which was suggested by an article of Wiener and Geller [WG], gives a more direct elementary proof of Theorem 7.1. The argument proceeds in two stages. First, we show with the aid of Lemma 7.2 that if \( \zeta(1 + it_0) = 0, \) then \( t_0 \log p \) is nearly congruent to \( \pi \) (modulo \( 2\pi \)) for most primes \( p. \) Then we shall use the “continuity estimate” (5.5) to show that such a concentration of primes in short intervals cannot occur.

Let \( ||x|| \) denote the distance of a real number \( x \) from the nearest integer. For \( 0 < \delta < 1/2 \) let

\[
I_\delta = \left\{ u \geq 1: \left\| \frac{t_0 \log u}{2\pi} - \frac{1}{2} \right\| < \delta \right\},
\]

i.e.

\[
I_\delta = \bigcup_{k=0}^{\infty} (e^{(2k+1-2\delta)\pi/t_0}, e^{(2k+1+2\delta)\pi/t_0}) = \bigcup_{k=0}^{\infty} (a_k, b_k),
\]

say, where we have assumed without loss of generality that \( t_0 > 0. \)

We shall show that if \( \zeta(1 + it_0) = 0 \) and \( 0 < \delta < 1/5, \) then

\[
\lim_{\sigma \to 1+} (\sigma - 1) \sum_{n \in I_\delta} n^{-\sigma} \Lambda(n) = 0.
\]

By taking real parts in Lemma 7.2 we see that if \( \zeta(1 + it_0) = 0, \) then

\[
(\sigma - 1) \sum n^{-\sigma} \Lambda(n) \cos(t_0 \log n) \to -1
\]
as $\sigma \to 1+$, and hence
\[(\sigma - 1) \sum n^{-\sigma} \Lambda(n) \{1 + \cos(t_0 \log n)\} \to 0\]
as $\sigma \to 1+$ . The last expression is at least
\[(\sigma - 1) \sum_{n \notin I_8} n^{-\sigma} \Lambda(n) \{1 + \cos(t_0 \log n)\} \geq (\sigma - 1)(1 - \cos 2\pi \delta) \sum_{n \notin I_8} n^{-\sigma} \Lambda(n),\]
which proves (7.5).

Next, we shall show that there exists an absolute constant $B > 0$ such that for $0 < \delta < 1/5$
\[(7.6) \quad \lim_{\sigma \to 1+} (\sigma - 1) \sum_{n \in I_8} n^{-\sigma} \Lambda(n) \leq B\delta.\]

The sum is at most
\[\sum_{k=0}^{\infty} a_k^{-\sigma} \sum_{a_k < n < b_k} \Lambda(n).\]
By the analogue of (5.5) for $\Psi$, we have
\[\sum_{a_k < n \leq b_k} \Lambda(n) < 3(b_k - a_k) = 3a_k(e^{4\pi \delta/t_0} - 1)\]
for all sufficiently large $k$, since $b_k/a_k = \exp 4\pi \delta/t_0$, a positive quantity depending only on $\delta$ and $t_0$. (This estimate could also have been obtained by using a sieve.) Finally, we have
\[3(e^{4\pi \delta/t_0} - 1) \sum_{k=0}^{\infty} a_k^{1-\sigma} < \frac{B\delta}{\sigma - 1},\]
which establishes (7.6).

Now suppose that $\xi(1 + i\tau_0)$ were zero. If we choose $\delta$ so that $0 < B\delta < 1/2$, then we have by (7.5) and (7.6)
\[\lim_{\sigma \to 1+} (\sigma - 1) \sum n^{-\sigma} \Lambda(n) \leq 1/2.\]
On the other hand we know that
\[\sum n^{-\sigma} \Lambda(n) = \frac{\zeta'(\sigma)}{\zeta(\sigma)} \sim \frac{1}{\sigma - 1}\]
as $\sigma \to 1+$ . This contradiction shows that zeta cannot vanish on the line $\{s \in \mathbb{C} : \sigma = 1\}$. □

8. Elementary error estimates. The first elementary P.N.T. error estimates had the form
\[\pi(x) - x/\log x = O(x/\log^c x)\]
with $c \in (1, 2)$. The relatively meager size of the error term is a consequence of the use of Selberg's formula. Indeed, one can verify that any right-continuous
monotone nondecreasing function $\pi^*$ on $[2, \infty)$ having the form

$$\pi^*(x) = \frac{x}{\log x} + \frac{x}{\log^2 x} + O\left(\frac{x}{\log^3 x}\right),$$

with $c > 2$, will satisfy the following generalized form of Selberg's formula:

$$\int_1^x \log^2 t \, d\pi^*(t) + \int \int_{1 \leq t, s \leq x} \log s \, d\pi^*(s) \log t \, d\pi^*(t) = 2x \log x + O(x).$$

The integrals here may be taken in the Riemann-Stieltjes or Lebesgue-Stieltjes sense.

The improved error terms of Bombieri [Bom 1] and Wirsing [Wir 2] were achieved by overcoming the limitations of the Selberg formula. Bombieri utilized a class of analogues of Selberg's formula of greater "weight"; Wirsing introduced a recursion whereby each time that an error estimate was found for $\pi(x) - \text{li} x$, it was used again to obtain an improved form of Selberg's formula.

Here we shall describe the estimation method of Diamond-Steinig [DS]. Like earlier elementary P.N.T. proofs the argument proceeds in two stages. First a Selberg type formula is derived and then the P.N.T. is deduced from it by a Tauberian method.

The starting point is the observation that the individual terms occurring in Selberg's formula (5.2) have representations

$$L \Lambda = L^2 \ast \mu - L \ast L \ast \mu \ast \mu \quad \text{and} \quad \Lambda \ast \Lambda = L \ast L \ast \mu \ast \mu.$$

These expressions each contain two convolution factors of the troublesome Möbius $\mu$ function, but their sum happily contains only one factor of $\mu$. This fact leads to the $O(x)$ error term on the right side of (5.2).

One could attempt to improve the error estimate in the P.N.T. by finding other expressions in place of $L \Lambda$ and $\Lambda \ast \Lambda$, ones which had greater "weight" but which when added still contained relatively few Möbius convolution factors. Expressions of this type had occurred in Bombieri's methods. It was conjectured by Paul J. Cohen, by consideration of logarithmic derivatives, that one should consider expressions

$$L^{2k-1} \Lambda / \Gamma(2k) + L^{k-1} \Lambda \ast L^{k-1} \Lambda / \Gamma(k)^2,$$

where $k$ is any positive integer and $\Gamma(k) = (k - 1)!$

Diamond-Steinig showed that this expression is represented as a complicated polynomial in the arithmetic functions $1, L, L^2, \ldots$, and $\mu$, where the multiplication implicit in the polynomial is $\ast$, multiplicative convolution. The noteworthy feature of this polynomial is that no term contains more than $k$ convolution factors of $\mu$. The expression (8.1) is summed over the integers in $[1, x]$ and the sum is estimated by use of Lemma 2.1, the hyperbola method. The arguments are analogous with those of §5, but are of course more intricate.
For all $k \geq K$ and $x \geq 1$ we find that

$$
\sum_{n \leq x} \frac{L_{2k-1}^2(n)}{\Gamma(2k)} + \frac{L_{k-1}^k \Lambda(n)}{\Gamma(k)^2} = \frac{2}{\Gamma(2k)} \int_1^x \log^{2k-1} t \, dt + \frac{\theta(Ak^4)^k}{\Gamma(2k)} x \log^k x,
$$

where $\theta$ is a number of absolute value at most 1 and $A$ is an absolute constant.

For $K = 10$, we can take $A = 697$.

This generalized Selberg formula has a number of noteworthy features. Its uniformity will be needed in the estimate of $\Psi(x) - x$, when the parameter $k$ will be chosen depending on $x$. For large $k$ the main term and error term differ significantly in size, an improvement over the Selberg formula. Of course, the $O$-constant grows with $k$. The error term in (8.2) contains one additional $\log x$ factor, which was tolerated for convenience of estimation.

If one now sets

$$
r(n) = r_k(n) = (\log n)^{k-1}(1 - \Lambda(n)),
$$

formula (8.2) can be rewritten as

$$
\sum_{n \leq x} \frac{L_k r(n)}{\Gamma(2k)} = \sum_{n \leq x} \frac{r(r(n))}{\Gamma(k)^2} + \frac{\theta(Ak^4)^k x \log^k x}{\Gamma(2k)}
$$

where $A'$ can be taken as 698 for all $k \geq 10$.

The quantity

$$
R(x) = R_k(x) = \sum_{n \leq x} r_k(n)
$$

is estimated by an iterative process analogous to that used by Wirsing. The iteration is started by use of a weighted, uniform version of the following remarkable inequality of Wirsing [Wir 2, Cha 2].

**Lemma 8.1.** Let $f$ and $g$ be measurable real-valued functions on $(0, \infty)$ and assume that

$$
\limsup_{x \to \infty} x^{-1} \int_0^x f(t)^2 \, dt \leq F, \quad \limsup_{x \to \infty} x^{-1} \int_0^x g(t)^2 \, dt \leq G
$$

for some positive numbers $F$ and $G$. Let $h$ be defined on $(0, \infty)$ by

$$
h(x) = x^{-1} \int_0^x f(x - t) g(t) \, dt.
$$

If

$$
\lim_{x \to \infty} x^{-1} \int_0^x h(t) \, dt = 0,
$$

then

$$
\limsup_{x \to \infty} x^{-1} \int_{x_0}^x h(t)^2 \, dt \leq \frac{1}{2} FG
$$

for any fixed $x_0 > 0$. 
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The error estimates of Lavrik-Sobirov [LS] and Sokolovski [Sok] derive from improvements at this stage. They observed that the weighted, uniform version of Lemma 8.1 could be proved under less restrictive hypotheses. This change increases the range of applicability of the estimate and leads to the better error term.

By means of the iteration Diamond and Steinig found that

$$|R_{k}(x)| < e^{-ck} x \log^{k-1} x$$

for some $c \in (0, 1)$ and all $x \geq \exp\left(5 \cdot 10^{13} k^{7+\epsilon}\right)$. A simple estimate is made for $|R_{k}(x)|$ for smaller values of $x$. An estimate of $|\Psi(x) - x|$ can now be deduced. If one integrates by parts the identity

$$[x] - \Psi(x) = 1 + \int_{3/2}^{x} (\log t)^{1-k} dR_{k}(t)$$

and uses the preceding bounds for $R_{k}$, the estimate

$$|\Psi(x) - x| < x \exp\{-ck\}$$

is obtained for all $x \geq \exp\left(7.5 \cdot 10^{13} k^{7+\epsilon}\right)$. For given $x$ the parameter $k$ is chosen as large as possible, subject to the last condition. This yields the estimate

$$\Psi(x) = x + O\left(x \exp\{-c(\log x)^{\alpha}\}\right),$$

with $\alpha = 1/7 - \epsilon$.

The size of the error estimate of $\Psi(x) - x$ is affected by the error estimates in the generalized Selberg formula and by the efficiency of the Tauberian theorem. Let us speculate briefly on the effects of a possible improvement at each stage. First, suppose that some remarkable argument could show that

$$\sum_{n \leq x} \frac{L^{2k-1} \Lambda(n)}{\Gamma(2k)} \quad \text{and} \quad \sum_{n \leq x} \frac{L^{k-1} \Lambda \cdot L^{k-1} \Lambda(n)}{\Gamma(k) \cdot \Gamma(k)}$$

were almost exactly the same size. It would follow from (8.2) that

$$\sum_{n \leq x} L^{2k-1} \Lambda(n) = \int_{1}^{x} (\log t)^{2k-1} dt + \theta(Ak^{4})^{k} x \log^{k} x,$$

and summation by parts would yield

$$\Psi(x) = x + \theta(A'k^{4})^{k} x / (\log x)^{k-1}.$$  

The choice $k \approx e^{-1}(A'' \log x)^{1/4}$ would give

$$\Psi(x) = x + O\left(x e^{-4k \log x}\right) = x + O\left(x \exp\{-A''(\log x)^{1/4}\}\right).$$

In order to reach de la Vallée Poussin's error term (exponent = 1/2) by use of a generalized Selberg formula (and a very efficient Tauberian method), we would need an analogue of (8.2) with an error term $\theta(Ak^{6})^{k} x (\log x)^{k} / \Gamma(2k)$ with $\alpha \leq 2$.

9. Improved Chebyshev-type estimates. In §2 we discussed the upper and lower estimates for $\Psi(x)/x$ obtained by Chebyshev and by Sylvester with the aid of the identity

$$L*\nu = \Lambda*1*\nu,$$
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where \( \nu \) is a suitable approximation to the Möbius function. More accurate estimates by such a method evidently require still more complicated functions \( \nu \).

Given a positive number \( \varepsilon \), is it possible to find a function \( \nu \), depending on \( \varepsilon \), such that the method of \S3 yields

\[
(9.2) \quad \limsup_{x \to \infty} |\Psi(x)/x - 1| < \varepsilon,
\]

or is there some natural limitation to the method? In this section we shall show that the first alternative holds: For any \( \varepsilon > 0 \) we shall show how to construct a function \( \nu = \nu_\varepsilon \) for which (9.2) holds.

Relation (9.2) with arbitrary \( \varepsilon > 0 \) is, of course, a form of the P.N.T. Any direct construction of an appropriate function \( \nu \) for each \( \varepsilon > 0 \) would give another type of elementary proof of the P.N.T. We are going to establish the existence of a function \( \nu \) by using the P.N.T. Thus we are not giving another proof of the P.N.T. However, our argument guarantees that a constructive search will turn up a desired function \( \nu \).

This result has a curious history. It was first discovered by J. B. Rosser and independently by P. Erdős and L. Kalmár in the late 1930’s. Because of various misadventures, neither article ever was published [Erd 3]. A proof was reconstructed by H. Diamond and Erdős [DE] and another one was given by Diamond and K. McCurley [DM].

We shall describe the construction of [DE]. We would like to take a truncated version of the Möbius function as \( \nu \). Our function \( \nu \) should satisfy the condition (cf. \S3)

\[
(9.3) \sum_{n=1}^{\infty} \nu(n)/n = 0.
\]

However, it is easy to show, e.g. with the aid of Bertrand’s postulate, that no partial sum \( \sum_{n<T} \mu(n)/n \) is zero.

For \( T \) an integer exceeding 1 we define an arithmetic function \( \mu_T \) by setting

\[
\mu_T(n) = \begin{cases} 
\mu(n), & 1 \leq n < T, \\
-T \sum_{i<T} \mu(i)/i, & n = T,
\end{cases}
\]

\[
0, \quad n > T.
\]

We are going to apply \( \mu_T \) for some appropriate \( T \) as the function \( \nu \) in (9.1). By construction \( \mu_T \) satisfies (9.3).

One can find a sequence of integers \( T \to \infty \) such that each satisfies

\[
\left| \sum_{n \leq x} L \cdot \mu_T(n) - x \right| < \varepsilon x
\]

for all \( x \) exceeding some \( X \) (depending on \( T \)). This result is proved without appeal to the P.N.T. by showing that

\[
\sum_{n \leq x} L \cdot \mu_T(n) \sim x m_1(T),
\]

where \( m_1(T) \) is the number of integers less than \( T \) with \( \Omega(n) \leq 1 \).
where

\[ m_1(T) = \sum_{n<T} \left( \log \frac{T}{n} \right) \frac{\mu(n)}{n} \]

is a function which tends to 1 for a sequence of \( T \)'s tending to infinity. Indeed, the integral transformation

\[ s \int_1^\infty u^{-s-1} m_1(u) \, du = \frac{1}{s \zeta(s + 1)} \quad (s > 0) \]

provides an average of \( m_1 \), and it follows from (7.1) that \( s \zeta(s + 1) \to 1 \) as \( s \to 0^+ \).

It remains to show that the summatory function of the right side of (9.1) is close to \( \Psi(x) \). We set

\[ g = g_T = 1 \cdot \mu_T \quad \text{and} \quad E(x) = E_T(x) = \sum_{n \leq x} g(n). \]

Then the Dirichlet hyperbola method (Lemma 2.1) yields

\[
\sum_{n \leq x} \Lambda * g(n) = \sum_{j \leq T-1} \Psi \left( \frac{x}{j} \right) g(j) \\
\quad + \sum_{i \leq x/(T-1)} E(x/i) \Lambda(i) - E(T-1) \Psi \left( \frac{x}{T-1} \right) \\
= I + II - III, \quad \text{say.}
\]

Since \( \mu_T(n) = \mu(n) \) for \( 1 \leq n < T \), we have

\[ g(j) = 1 \cdot \mu(j) = \begin{cases} 1, & \text{if } j = 1, \\ 0, & \text{if } 1 < j < T. \end{cases} \]

Thus \( I = \Psi(x) \) and \( III = \Psi(x/(T-1)) = O(x/T) \).

The estimate of \( II \) is made with the aid of bounds on \( E \). The preceding remarks about \( g \) imply that \( E(y) = 1 \) for \( 1 \leq y < T \). Also, it is not hard to verify that \( E(y) = O(T) \) for all values of \( y \). One can show that \( |E(y)| \) is in fact much smaller than \( T \) for a long interval. It is here that a form of the P.N.T. \( (M(y) = o(y)) \) is used. We deduce that \( |II| + |III| < \varepsilon x/2 \) and hence that (9.2) holds.

The problem with an argument such as this is that a finite amount of arithmetical information appears sufficient to give only upper and lower estimates for \( \Psi(x)/x \), but no asymptote. In contrast, the knowledge that zeta is nonvanishing at all points of the line \( \{s: \Re s = 1\} \) provides—in one stroke—enough information to deduce the P.N.T.

An interesting variant on the Chebyshev method, involving a diophantine type argument, was put forth by A. O. Gelfond and L. G. Schnirelmann [Gel 2] and was recently rediscovered by M. Nair [Nai]. The argument is based on the following observations:

(a) \( d_n \overset{\text{def}}{=} \text{l.c.m.}\{1,2,\ldots,n\} = e^{\Psi(n)} \),
(b) if \( P(x) \) is a polynomial of degree \( \leq n - 1 \) and has integer coefficients, then
\[
d_n \int_0^1 P(x) \, dx \in \mathbb{Z};
\]
and
(c) the smallest positive integer is 1. Thus, if \( \int P(x) \, dx > 0 \), we have
\[
\Psi(n) \geq \log \left( 1 / \int_0^1 P(x) \, dx \right).
\]

The choice \( P(x) = x^k(1 - x)^k \) and some simple upper estimates of \( P(x) \) yield the lower bound \( \lim_{x \to \infty} \Psi(x)/x \geq \log 2 \). There are other polynomials that yield somewhat better lower estimates for \( \Psi(x)/x \), but it is known that polynomials in one variable that are nonnegative on \([0, 1]\) cannot achieve the bound \( \lim_{x \to \infty} \Psi(x)/x > .9 \) \[Apa\]. Perhaps better estimates can be obtained by using polynomials in several variables.

10. Some other elementary results. The years since the discovery of an elementary proof of the P.N.T. have seen a general renaissance in number theory. We shall note briefly some of the areas in which elementary prime number theoretic methods have played a role.

Sieve theory provided the impetus for Selberg's elementary prime number investigation \[Sel 1\]. Indeed the arithmetic function \( \{L \Lambda + \Lambda \Lambda\}(n) \) occurring in Selberg's formula has the sieve property of being nonzero precisely when \( n \) is a number having at most two distinct prime divisors. There have been further developments in sieve theory along the lines pioneered by Brun and Selberg \[HaRi, Iwa\].

During this time the radically different large sieve was developed \[Dav, Bom 3, Mon, Rie\]. With the aid of the large sieve the remarkable theorem of Bombieri \[Bom 2\] and A. I. Vinogradov \[ViA\] was proved. This gives good simultaneous estimates on the distribution of the primes in all eligible residue classes with respect to many different moduli. One important application of this result was to Brun or Selberg type sieves involving primes.

Sieve theory is an active area today utilizing a combination of elementary and analytic ideas. One of its most significant recent accomplishments is Chen's theorem \[Chn, HaRi, Ros\] that every sufficiently large even number can be expressed as a sum of a prime and a number having at most two prime factors. This is an approximation to the famous unsolved Goldbach problem of showing that every even number exceeding 2 is representable as a sum of two primes.

Elementary methods occur in many "almost all" results. We say that a proposition \( P \) holds for almost all integers if
\[
\# \{ n \leq x: P \text{ does not hold for } n \} = o(x)
\]
as \( x \to \infty \). One identifies a certain set of "bad" integers and shows them to be sparse (usually by an elementary argument, often involving a sieve estimate). Then the complementary set is shown to have the desired property. For example, P. Erdös has used such arguments to estimate the modulus of
continuity of the distribution function of the arithmetic function \( n \mapsto \sigma(n)/n \), where \( \sigma \) denotes the sum of divisors function [Erd 2].

It had been asserted by A. Wintner [Win] that any multiplicative function \( f \) which assumes only the values +1 and -1 has a mean value, i.e. there exists a number \( c \), the mean value, such that

\[
\lim_{x \to \infty} \frac{1}{x} \sum_{n \leq x} f(n) = c.
\]

(An arithmetic function is called *multiplicative* if \( f(mn) = f(m)f(n) \) for all pairs of relatively prime positive integers \( m \) and \( n \). It is called *completely multiplicative* if \( f(mn) = f(m)f(n) \) for all positive integers \( m \) and \( n \).)

Suppose that we apply Wintner's assertion to Liouville's arithmetic function \( \lambda \), which is defined by \( \lambda(n) = (-1)^r \), where \( r \) is the total number of prime factors of \( n \) (counting multiplicity). A brief calculation shows that in this case the mean value must be 0, i.e.

\[
L(x) = \sum_{n \leq x} \lambda(n) = o(x), \quad x \to \infty.
\]

Now, we can represent \( \mu \), the Möbius function, in terms of \( \lambda \) by the convolution formula \( \mu = \lambda * g \), where \( g \) is a multiplicative function which satisfies

\[
g(1) = 1, \quad g(p^2) = -1, \quad \text{and} \quad g(p^\alpha) = 0 \quad \text{for} \quad \alpha = 1, 3, 4, 5, \ldots
\]

for each prime \( p \). Then \( \sum |g(n)|/n < \infty \) and so

\[
M(x) = \sum_{n \leq x} \mu(n) = \sum_{n \leq x} L\left(\frac{x}{n}\right) g(n) = \sum_{n \leq x} o\left(\frac{x}{n}\right) |g(n)| = o(x),
\]

an assertion equivalent to the P.N.T., as we noted in §4. Thus the mean value assertion is not superficial.

In 1967 K. Corrâdi [Crd] gave a conditional elementary proof of Wintner’s assertion. The condition, that all partial sums of the series \( f(1)/1 + f(2)/2 + f(3)/3 + \ldots \) be bounded, is easily verified for \( \lambda \) or \( \mu \). At the same time, E. Wirsing [Wir 3] gave an unconditional proof of Wintner’s claim. Wirsing’s argument, based on an analogue of Selberg’s formula, was elementary but hardly simple. Shortly afterward, there appeared the analytic argument of G. Halâsz [Hls], which has attracted wide interest.

J. Pintz [Pin] published a series of articles on the use of elementary methods in studying \( L \) functions of real Dirichlet characters. He considered the location of zeros of \( L \) functions, their size at the special argument \( s = 1 \), and the consequent estimates of the class number of the associated imaginary quadratic field. In the last article in the series [Pin, VIII], a proof of the Siegel-Walfisz Theorem is given which is inspired by elementary considerations but also contains some complex analysis.

The following striking theorem is established in [Pin, VII] for a class of arithmetic functions reminiscent of the foregoing functions of Wintner. Let \( f \) denote a completely multiplicative function which assumes only the values +1, 0, and -1, and let \( x \) be some positive number for which the one-sided bound

\[
f(1) + f(2) + \cdots + f(\lfloor x \rfloor) \leq \varepsilon x
\]
holds. Then, for the same $x$, the inequality
\[ \sum_{d \leq x} f(d)/d \leq 2(1 - e^{-1/2} + \delta) \log x \]
holds, where $\delta = \delta(\epsilon, x) \to 0$ as $x \to \infty$ and $\epsilon \to 0$. This inequality is sharp, as shown by the example $f(p) = 1$ for $p \leq x^{1/\sqrt{\ell}}$, $f(p) = -1$ for $p > x^{1/\sqrt{\ell}}$. This theorem is combined with character sum estimates of D. A. Burgess [Bur] (which are not elementary) to obtain new upper bounds for $L(1, \chi)$ in case $\chi$ is a real primitive character or a real nonprincipal character.

Hardy and Littlewood [HL] conjectured that
\[ \pi(x + y) \leq \pi(x) + \pi(y) \text{ for all } x, y \geq 2, \]
i.e. "no interval $(y, x+y]$ contains more primes than the initial interval $(0, x]$." This is a plausible conjecture, because the P.N.T. implies that for each $x$, (10.2) holds for "most" values of $y$. Also, no numerical counterexample to (10.2) has been found.

We preface another of their conjectures with two examples. Are there infinitely many different triples of prime numbers, each having the form $n$, $n+2$, $n+10$? The answer is No, because $0, 2, 10 \equiv 0, 2, 1 \pmod{3}$ and so for each $n$, the numbers $n$, $n+2$, and $n+10$ are congruent to 0, 2, and 1 (mod 3) in some order. It follows that one of $n$, $n+2$, and $n+10$ must be a multiple of 3.

We say that a sequence $b_1, b_2, \ldots, b_k$ is admissible if for each prime $p$ there is some residue class (modulo $p$) which contains none of $b_1, \ldots, b_k$. For example, 0, 2, 6 is an admissible triple. There is no congruential barrier to the possibility that $n$, $n+2$, and $n+6$ are all primes for infinitely many integers $n$. These examples suggest

The prime $k$-tuples conjecture. Let $b_1, b_2, \ldots, b_k$ be an admissible sequence. Then there exist infinitely many integers $n$ for which all of the numbers $n + b_1, \ldots, n + b_k$ are primes.

(10.3)

This is a natural generalization of the twin prime conjecture that $n$ and $n+2$ are each primes for infinitely many integers $n$. Hardy and Littlewood offered a heuristic argument that if $b_1, \ldots, b_k$ is an admissible sequence, then
\[ \# \{n \leq x: n + b_1, \ldots, n + b_k \text{ are all primes} \} \sim Cx/\log^k x, \]
where $C$ is a positive number depending on the arithmetic properties of the particular admissible sequence. This heuristic estimate has been well supported by numerical evidence [Pol].

D. Hensley and I. Richards [HeR 1, 2] showed that it is impossible that both of these conjectures be true. Their argument, however, does not allow one to decide which of the conjectures is false. It proceeds along the following lines. The prime $k$-tuples conjecture is assumed to hold. A sieve argument and the P.N.T. with a modest error term are used to show that (10.2) must fail to hold for an infinite number of integers $y$. It seems most likely that (10.3) is in fact true and (10.2) is false.
11. Comparison with analytic methods. We conclude with some remarks on the relative efficiency of elementary and analytic methods for various problems in prime number theory. It is well to note here that many results have been achieved by a mixture of elementary and analytic methods. We shall describe a method as being "mainly elementary" if its main ideas are elementary and some details are carried out by analytic means. A number of sieve estimates are of this type.

The choice of a preferred approach to a problem depends on a number of considerations: the nature of the data; what we are seeking; what representations and techniques are available and simple to use. For example, it would be generally deemed inappropriate to prove analytically the assertion that if \( n > 3 \), then \( n, n + 2 \), and \( n + 4 \) are not all primes.

On the other hand, analytic methods often organize arithmetic data in a form that is ideally suited for the proof of "oscillation theorems". For example, either of the assertions

\[
\Psi(x) = x + o(\sqrt{x}) \quad \text{or} \quad M(x) = o(\sqrt{x})
\]

can be shown to be false by an easy analytic argument based on known information about the location of zeros of the Riemann zeta function. The author knows of no elementary argument that will show even that \( M(x) \) is unbounded.

A problem is a likely candidate for an analytic method if it contains a relatively high degree of structure and the result sought is a gross count. For example, nontrivial elementary and analytic estimates are known for \( \pi(x) \) and \( \sum_{n \leq x} \Lambda(n) \) (the "divisor problem"), but in both cases the most accurate estimates have been achieved by analytic methods using information known about the Riemann zeta function.

If a problem does not have a high degree of structure that we can exploit or if a fine count is sought, then a (mainly) elementary approach is more likely to succeed. For example, no simple mechanism for detecting twin primes is presently known, and most results concerning twin primes have been achieved by mainly elementary methods. Also, the best upper estimates of the number of primes in short intervals have been made by elementary methods [Sel 3, HaRi].

There has been a revolution in the treatment of problems of numerical approximation and explicit bounds, brought on by the advent of computers. In earlier times virtually all explicit estimates (e.g. the proof of Bertrand's Postulate in §3) were made with elementary methods. The reason for this was the need to obtain expressions that were simple enough to estimate. This consideration has waned in importance with the availability of fast and economical computers. Today it is also possible, and sometimes preferable, to make numerical estimates of quantities which are represented in terms of Fourier transforms and other analytic expressions. The important prime number theoretic estimates of Rosser and Schoenfeld [RS 1, 2, 3], for example, have been achieved in this way.
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