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Abstract: This paper aims to investigate the seasonal fluctuations in recreational boating demand in the Croatian Nautical Port System from 1998 to 2018. The number of vessels in transit is used as an organizational performance indicator of seasonal fluctuations. This research paper proposes a three-parameter model for the classification and sub-classification of each month during a nautical season by the variations in demand. To develop the model, the authors propose statistical measures: an average, a spread ratio coefficient, and a correlation coefficient. The proposed Three-Parameter Classification Model enables more efficient market demand analysis in the long run. The results of the research show differences in demand intensity across a nautical year and conform to a seasonal character of nautical sport and recreation in the Croatian Nautical Port System (CNPS). The results are confirmed by conducting ANOVA analysis on variables \( p < 0.00001 \), and \( t \)-test statistics on classification clusters \( p < 0.016 \).
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1. Introduction

Recreational boating and nautical tourism present one of the most significant segments of maritime transport and one of the dominant tourist products of Croatia [1–6]. Nautical tourism plays a significant role in job creation and growth in the blue economy [7], and it has substantial qualities for socio-economic development [8]. Sarisik [9] points out that yacht tourism is one of the most developing niche tourism sectors around the world. In the Republic of Croatia, recreational boating and nautical tourism generate considerable economic growth and social welfare in the coastal and island zones. The strategic goal of positioning Croatia as the most significant nautical destination in Europe and on the Mediterranean can significantly impact the development of the recreational boating and growth of the maritime economy [1]. Nautical tourism is crucial for the sustainability of many coastal and island areas dependent on the tourism sector, especially in the areas where the sun and beach tourist products dominate [8,10]. Moreno and Otamendi [10] point out that nautical tourism is an attractive tool for the development of communities in the Mediterranean, at local, regional, and national levels. This sector enables active business for at least 180–210 days per year and allows a higher return on invested capital compared to the other types of tourism [6].

Croatia is seen as one of the most desirable destinations for recreational boating/yachting in the Mediterranean, and Ioannidis [11] highlights that it has become the top yachting destination worldwide in the last two decades. Within the attractive natural environment and ecological preservation, Croatia builds a favorable market position on the well-developed nautical infrastructure for recreational boating [1,3,6,12].
Nautical ports are specialized ports providing basic and additional services to boat owners, crew, and other maritime tourists. The basic service for recreational boaters is berthing (docking and mooring). Berthing services in nautical ports are classified by Moreno et al. into the leading group of activities in nautical tourism [10], and nautical ports in Croatia provide services mainly in response to nautical tourism demand [5]. Lučković [13] classifies nautical ports as one of the main parts of nautical tourism, along with charter and cruising services. A nautical port provides transit and permanent (year-round) berths for the recreational vessels. The vessels provide nautical tourists with transport, accommodation, recreation, and leisure [14]. According to the Croatian nautical tourism statistics [15–17], vessels for entertainment, sport, and recreation are classified as motor yachts, sailboats, and other vessels. A motor yacht is a vessel equipped with an engine; a sailboat is a vessel of which the main power is the wind; and other vessels are boats three meters long or more, or less than three meters long if they are equipped with an engine [15–17].

The activities of nautical ports and recreational boating make this tourism sector multifunctional, emphasizing its strong maritime component [13,14,18]. In the Republic of Croatia, nautical ports are divided into four categories: the anchorage, mooring, land marina, and marina [15–17]. These ports are a vital part of the economy of maritime and tourism-oriented countries and contribute to the development of related industries and the social-cultural well-being of many marine areas [6,10,12,19,20]. Jugović et al. [6] stress that investors achieve a higher rate of return on equity (ROE) by investing in nautical ports, especially marinas, compared to investments in other segments of tourism. The construction of nautical ports has shaped the landscape of the Adriatic Sea [10,12]. However, it should be emphasized that recreational boating and nautical tourism can have many adverse environmental, social, and economic effects [10,21,22].

In the last few decades, recreational boating and nautical tourism have become more popular and have shown significant growth rates [22] in many destinations worldwide (e.g., the Mediterranean region, China, India, and the Middle East).

Despite its significance, there is a lack of scientific research and comprehensive studies of the recreational boating industry [6,10,14,19,20]. However, the sustainability of the sector and its environmental-social-economic effects must be considered systematically [22]. Therefore, this paper aims to investigate the seasonality of recreational boating demand in nautical ports over the year, as one of the crucial problems to be studied concerning sustainability issues. Croatian nautical ports present a valuable sample for the research due to several reasons. Firstly, there is available long-term official data for the Croatian nautical ports [15–17], providing a solid basis for the analysis.

Furthermore, Croatia is a new rising star in the well-established nautical tourism market in the Mediterranean [10], with a robust strategic intention to win the leading competitive position. The global popularity of Croatia as an attractive recreational boating (sailing, yachting, mega-yachting, cruising) country has been significantly rising [4,10,11,22,23]. Croatia’s well developed, long coastline accounts for almost one-quarter of the European part of the Mediterranean coast, and with its 1246 islands, islets, and rocks, is an internationally recognized tourist destination [5,22,24]. The length of the Croatian coast is 6.3 thousand kilometers, out of which 30% is on the mainland and 70% is on islands [5].

The number of vessels in transit in the Croatian nautical ports is seasonal, with 83% recorded during the summer months [5]. Croatia is a typical example of a mature tourist destination that is dominated by one product (the sun and the sea) with a highly seasonal business period [3]. Kožić et al. [21] stress that seasonality is considered one of the most important features of contemporary tourism, and has a particularly strong impact on Croatia as a receptive tourist destination country.

Seasonal concentration is highlighted as one of the main problems facing mature tourist destinations [25]. De Cantis et al. [26] highlight seasonal variations in tourism demand as one of the main distinctive features of tourism-related phenomena.

In the literature, the problem of seasonality in tourism is viewed from different perspectives. In most cases, seasonality is perceived as the emergence in a given destination of a systematic pattern of tourist flows during the year [25]. Systematic fluctuations in tourist flow over the year, according to Higham [27], characterize the vast majority of destinations. Tourist flow over the year tends to be
concentrated in a relatively short period [28,29], particularly during the summer months when the flow exhibits the peak [27]. It is observed that seasonal fluctuations are a periodic function composed of alternating ascending and descending values during the year [26]. Seasonality may be expressed in terms of different indicators [25], such as a number of visitors, traffic, employment [26], and other indicators of reference.

Recreational boating is subject to seasonal fluctuations due to various factors; the most noticeable are climatic conditions, changes in the socio-cultural environment, and the economic and geopolitical situation. Traditional tourism models of sun and beach are based on tourist visits limited to the summer season (i.e., June to September). This is partially due to a strong dependence of the model on the local weather conditions, and partially on the tradition of general long breaks from work during the summer period (firms, schools, etc.) [30,31]. Seasonality threats have been identified as one of the main challenges ahead for maritime and coastal tourism in Europe [7], and are perceived as one of the six factors relevant for a marina [30] and nautical port management on the strategic and operational level. Fluctuations in demand for marina services and facilities vary depending on the part of the season in the year [9]. Seasonal fluctuations in nautical demand also affect the business operations of Croatian nautical ports [4,5,32].

It has to be highlighted that seasonal oscillations in recreational boating demand are one of the critical factors of the sector’s sustainability. The imbalance in the distribution of the tourist flow during the year has various negative impacts on the social, environmental, and economic sustainability of tourist destinations [9,18,25,27–29].

Seasonal variations of tourism demand are the central theme in the tourism literature, as much as in the field of policy decision making for a destination [26]. In addition, seasonality is recognized as a barrier to sustainable tourism development and often to operational and economic viability [27]. Although the problem of seasonality in nautical demand has been identified in Croatian strategic plans [1–3], the model of seasonal variations has not yet been systematically developed in terms of mathematical models. Furthermore, it is argued that research related to nautical tourism is scarce when compared with the figures of actual and expected economic growth of the activity [8]. There is limited data on nautical demand, Moreno and Otamendi point out [10], despite the availability of official statistics provided by governments at the state and regional levels.

In available scientific research on nautical ports and recreational boating, different sustainability aspects of the industry have been analyzed in several countries (e.g., Croatia, Greece, Italy, Spain, and Turkey). Moreno and Otamendi [10] state that the largest number of studies on nautical tourism has been conducted in Croatia, Greece, and Turkey. The nautical tourism is studied in terms of its impact on the marine environment, local communities, and economies [14]. In their study, Jugović et al. [6] have explored the possibilities and limitations of the development of nautical ports in Croatia. The authors proposed a model of nautical tourism port sustainable development using a linear programming method, and analysis of the organizational macro-environmental factors (PESTELI analysis). Favro et al. [33] also proposed a model of sustainable development and competitiveness of Adriatic nautical ports. Graćan et al. [18] investigated the current situation of Croatian nautical tourism, focusing on the potential for its development. Other available studies analyzed customer segmentation of the marina market and marinas as destinations in Turkey [19], the current situation and managerial conditions of yachting tourism in Turkey [9], the impact of yachting on the economy in Greece [34], residents’ perceptions on recreational boating in Italy [14], spatial analysis of recreational boating in Spain [23], the main factors of nautical tourism development in Spain [10], the effects of climatic conditions on nautical demand in Spain [8], sustainability challenges related to the relationship between environmental and economic aspects on the sample of marinas in Spain [22], and more. In addition, Jovanovic et al. [35] analyzed the constraining factors of nautical tourism in Serbia. In these studies, the problem of seasonality in the industry has been identified but has not been explored yet. Although the majority of these studies highlighted the issue of seasonality, it has not yet, however, been explored systematically.

Since nautical tourism is a relevant strategic product for Croatian socio-economic development and its positioning on the global market, investigation of the seasonal dynamics in nautical demand
is necessary. Additionally, for mature tourist destinations such as Croatia, it is predictable that most of their medium and long-term development and consolidation strategies would include a problem of seasonality concentration as one of their main policy goals [25].

Seasonal variations in tourism demand have been studied from many perspectives [26], mostly in economic terms or with a focus on particular destinations [8,28,29,36].

It is evident [36] that seasonality can be investigated quantitatively and qualitatively. Time-series techniques, econometric models, and artificial intelligence-based algorithms belong to the quantitative group of methods. It was concluded [36,37] that all described forecast models and techniques do improve forecasting (have pros and cons), but there is no clear evidence that any model can outperform the other models. Therefore, this paper focuses on finding variables to “catch” the local patterns of data that are suitable to research seasonality patterns. The seasonality measures used in the available literature are seasonal ratio, seasonal index, seasonal range, seasonal peak, coefficient of variation, and Gini and Theil indexes [21,26,28].

The most common approach to analyze seasonality in tourism relies on the estimation of tourism demand by looking at tourist flows received in a destination, usually measured by the number of visitors or the number of nights spent at a particular destination [28,29,36,38]. In the literature [21,39], there are no generally accepted criteria and standards for measuring seasonality. The number of recreational boats is used in quantifying recreational boating and measuring nautical demand by researchers [10]. Although the phenomena of seasonality in tourism attract a lot of attention in the literature, it has still not been sufficiently researched [21,39].

This paper investigates the fluctuations in demand on the example of the Croatian Nautical Port System (CNPS) from 1998 to 2018 to determine seasonal oscillations in the observed period over a year. The number of vessels in transit in the research is used as the indicator of seasonal fluctuations in nautical demand. The model proposed in this paper consists of the three-parameter classification measures that are: average number of vessels in transit, a spread ratio, and a correlational matrix. The variable average number of vessels in transit describes the level of seasonal concentration; the variable spread ratio describes seasonal fluctuation; and the correlational matrix describes the seasonal pattern. The results of the research were verified using ANOVA and t-test methods. The proposed Three-Parameter Classification Model with selected parameters was tested and presented using the K-means unsupervised learning method. To confirm the selection of parameters in the proposed model, classification of nautical season, in-season (S), and off-season (OS), was confirmed using the t-test statistics.

2. Materials and Methods

The subject of this paper is to monitor the seasonal fluctuations in nautical demand. The main variable used is the number of vessels in transit (ViT); hence, the monthly distribution throughout the year of this variable is the main indicator of seasonality in nautical demand [28]. Concerning the previously mentioned research problem of seasonal oscillations, the following hypotheses can be defined: 1) there is a relationship between months and the fluctuations in nautical demand in the long run; 2) a nautical year can be divided into two parts, an in-season (S) one and an off-season (OS) one, and 3) the in-season part of the nautical year can further be subdivided. Nautical demand could be managed more effectively across in-seasons (S) and off-seasons (OS) if there is a clearer understanding of the concentrations of demand [29].

The goals of this paper are: to identify seasonal oscillations in recreational demand for nautical berths in transit, to establish dynamics for demand over a nautical year, to classify months over a nautical year by the demand intensity, and to create the Three-Parameter Classification Model of seasonal oscillations.

Standard statistical metrics such as expectation or the average value (AVG), standard deviation (STD), standard error (SE), and correlation coefficient (Cx) are used to study random variables. The Three-Parameter Classification Model of seasonality with the classification method has been presented in Figure 1.
Figure 1. The Three-Parameter Classification Model of seasonal fluctuations with the classification method.

From Figure 1, it can be seen that the number of vessels is an input variable in the Three-Parameter Classification Model of seasonal fluctuations. The output variables of the model block calculate a correlation, an average, and a spread ratio coefficient. The output variables are the input variables for a classification block, where the process of classification is performed. The classification process is divided into two clusters: in-season, and off-season. Every coefficient obtained from operations mentioned above is assigned either an in-season (S) or an off-season (OS) tag. That means every month has three classifier tags; a final classification for the observed month is obtained by counting assigned tags.

In the following section, mathematical foundations used in this research paper, together with their associated references, will be presented. If the random variables  \( X_1, X_2, \ldots, X_{11} \) are considered, a vector notation can be used to describe them as follows:
\[ x_i = [x_{i1}, x_{i2}, \ldots, x_{iN}] \quad \text{IIi} = 1, 2, 3, \ldots, 21 \quad \text{IIi} \in \mathbb{N} \]

\[ x_{II} = [x_{II1}, x_{II2}, \ldots, x_{II21}] \quad \text{IIIi} = 1, 2, 3, \ldots, 21 \quad \text{IIIi} \in \mathbb{N} \]

\[ x_{III} = [x_{III1}, x_{III2}, \ldots, x_{III21}] \quad \text{XIIIi} = 1, 2, 3, \ldots, 21 \quad \text{XIIIi} \in \mathbb{N} \]

where \( X_i, X_{II}, \ldots, X_{III} \) represents the month random variables with 21 data samples obtained from 1998 to 2018.

Standard statistical metrics, such as expectation or the average value, standard deviation, standard error, and correlation coefficient, are used to study random variables. The average value of the random variable \( x \) or the expectation are represented by the equation [40]:

\[ E[x] = \bar{x} = \frac{1}{N} \sum_{i=1}^{N} x_i = \frac{1}{N} \cdot (X \cdot X)^T \quad (2) \]

where \( E[x] \) represents the expectation of a random variable \( x \), and \( N \) is the number of measurement samples. The standard deviation of the random variable \( x \) is described with the following equation [40,41]:

\[ \sigma_x = \sqrt{\frac{1}{N-1} \sum_{i=1}^{N} (x_i - \bar{x})^2} = \sqrt{E[x^2] - E[x]^2} \quad (3) \]

where \( \sigma_x \) represents the standard deviation of the random variable \( x \). Another statistical metric used in the analysis is the standard error, SE. The standard error is defined using the following equation [41]:

\[ SE = \frac{\sigma_x}{\sqrt{N}} \quad (4) \]

where \( \sigma_x \) represents a standard deviation of variable \( x \), and \( N \) represents a number of measurements. Another measure that is defined is the spread ratio (SR). The spread ratio is the ratio between standard error and the sample average, as in equation (5). It shows the spread of the population average.

\[ SR[\%] = \frac{SE}{AVG} \cdot 100 \quad (5) \]

The transformation of coordinates from one coordinate system to another one is shown by the equation [41]

\[ x'_i = \frac{(x'_i - \bar{x}_i)}{\sigma_{xi}} = \frac{1}{\sigma_{xi}} \cdot \left( (x'_i - \bar{x}_i) \cdot (x'_i - \bar{x}_i)^T \right) \]

\[ x'_y = \frac{(x'_y - \bar{x}_y)}{\sigma_{yi}} = \frac{1}{\sigma_{yi}} \cdot \left( (x'_y - \bar{x}_y) \cdot (x'_y - \bar{x}_y)^T \right) \quad (6) \]

where \( x'_i \) and \( x'_y \) are transformed coordinates of random variables \( x_i \) and \( x_y \).

The statistical metric used to quantify the similarity and/or dependence among variables, \( x_i \) and \( x_y \) is the correlation coefficient between random variables. The correlation coefficient is calculated from the following equation [41]:

\[ r_{xy} = \frac{\sum_{i=1}^{N} (x_i - \bar{x})(x_y - \bar{x_y})}{\sqrt{\sum_{i=1}^{N} (x_i - \bar{x})^2 \cdot \sum_{i=1}^{N} (x_y - \bar{x_y})^2}} \]
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\[
    r_{d,\text{all}} = \frac{1}{N-1} \sum_{i=1}^{N} \left( (x_d - \bar{x}_d) (x_{d'} - \bar{x}_{d'}) \right) = \frac{E \left[ (x_d - E[x_d]) (x_{d'} - E[x_{d'}]) \right]}{\sigma_{d'} \cdot \sigma_{d'}} = \frac{1}{N-1} \left( \mathbf{x}'_d \cdot \mathbf{x}'_{d'} \right) \]  

(7)

where \( r_{d,\text{all}} \) represents the correlation coefficient, \( N \) is the number of measurements, and \( \sigma_{d} \) and \( \sigma_{d'} \) represent the standard deviations of the random variables \( x_d \) and \( x_{d'} \). Furthermore, for the analysis purpose, a model matrix \( A \) is created using the following equation:

\[
    A = \begin{bmatrix}
        X_d \\
        \vdots \\
        X_{d'} \\
    \end{bmatrix} = \begin{bmatrix}
        x_{d1} & x_{d2} & \ldots & x_{d21} \\
        \vdots & \vdots & \ddots & \vdots \\
        x_{d1} & x_{d2} & \ldots & x_{d21} \\
    \end{bmatrix}
\]

(8)

where \( X_d, X_{d'}, \ldots, X_{d'} \) vectors are of random independent variables, together with equation (8), transformed into the correlation matrix \( C_x \) into the equation

\[
    C_x = \frac{1}{N-1} (A \cdot A') = \frac{1}{N-1} \begin{bmatrix}
        x_{d1} & x_{d2} & \ldots & x_{d21} \\
        \vdots & \vdots & \ddots & \vdots \\
        x_{d1} & x_{d2} & \ldots & x_{d21} \\
    \end{bmatrix} \begin{bmatrix}
        x_{d1} & x_{d2} & \ldots & x_{d21} \\
        \vdots & \vdots & \ddots & \vdots \\
        x_{d1} & x_{d2} & \ldots & x_{d21} \\
    \end{bmatrix}
\]

(9)

The example from Equation (7), the correlation matrix \( C_x \) has dimensions \((12 \times 12)\), as follows:

\[
    C_x = \begin{bmatrix}
        c_{x_{d1}x_{d1}} & c_{x_{d1}x_{d2}} & \ldots & c_{x_{d1}x_{d21}} \\
        c_{x_{d2}x_{d1}} & c_{x_{d2}x_{d2}} & \ldots & c_{x_{d2}x_{d21}} \\
        \vdots & \vdots & \ddots & \vdots \\
        c_{x_{d21}x_{d1}} & c_{x_{d21}x_{d2}} & \ldots & c_{x_{d21}x_{d21}} \\
    \end{bmatrix}_{(12 \times 12)}
\]

(10)

The correlation matrix \( C_x \) shows the correlations between the variables. Finally, a trend or moving average operation on raw data needs to be performed in order to be able to get correlations between months. There are a lot of moving average algorithms available to perform the smoothing, such as a simple moving average (SMA), a weighted moving average (WMA), an exponential moving average (EMA), and an exponential weighted moving average (EWMA). An equation to perform moving average (SMA) filtering on data and to smooth data following equation is defined [40]:

\[
    E\left[ (x_i - E[x_i]) (x_{i+1} - E[x_{i+1}]) \right] = \frac{1}{N-1} (X_i' \cdot X_{i+1}')
\]
\[ \text{SMA}(n) = \frac{1}{WL} \cdot (x_n + x_{n-1} + \ldots + x_{n-(WL-1)}) \]  

(11)

where \( \text{SMA}(n) \) denotes the moving-average filtering of a vector \( x \). A moving-average filter slides a window of length \( (WL) \) along the data and computes averages of the data contained in the \( WL \) window size.

3. Results

Data is collected from the Croatian Bureau of Statistics (CBS), referring to the capacity and turnover of nautical ports (marina, anchorage, land marina, mooring) [15–17]. To investigate seasonal oscillations of nautical demand, this paper analyzes the data referring to the number of sport and recreational vessels in transit for a period of 21 years (from 1998 to 2018) as shown in Table 1.

Table 1. The number of vessels in transit (ViT) from 1998 to the 2018 year categorized in twelve months.

| Y/M | 1998 | 1999 | 2000 | 2001 | 2002 | 2003 | 2004 | 2005 | 2006 | 2007 | 2008 |
|-----|------|------|------|------|------|------|------|------|------|------|------|
| I   | 40   | 25   | 44   | 130  | 82   | 75   | 115  | 145  | 346  | 483  | 441  |
| II  | 44   | 35   | 73   | 288  | 243  | 84   | 199  | 162  | 458  | 466  | 595  |
| III | 336  | 525  | 432  | 594  | 918  | 486  | 674  | 1127 | 1148 | 1286 | 2035 |
| IV  | 2587 | 2182 | 4194 | 4499 | 4164 | 5119 | 5006 | 3719 | 7130 | 7808 | 6637 |
| V   | 7033 | 6944 | 8460 | 11924| 14292| 12523| 16303| 17108| 17011| 16051| 17951|
| VI  | 14782| 13410| 20264| 22411| 22352| 26441| 29300| 30441| 32994| 30838| 29805|
| VII | 30697| 29499| 37086| 40270| 43772| 45835| 51576| 54206| 56922| 57367| 57403|
| VIII| 42924| 42067| 50906| 54638| 56125| 59314| 64421| 60430| 61553| 64707| 61992|
| IX  | 11728| 11578| 15617| 19992| 21516| 23065| 23659| 23585| 22346| 27020| 24397|
| X   | 3037 | 3812 | 5580 | 6257 | 6896 | 7746 | 6418 | 6911 | 6372 | 7866 | 7657 |
| XI  | 191  | 394  | 722  | 327  | 316  | 409  | 352  | 337  | 525  | 1074 | 1169 |
| XII | 51   | 65   | 674  | 48   | 91   | 128  | 101  | 135  | 221  | 682  | 767  |

| Y/M | 2009 | 2010 | 2011 | 2012 | 2013 | 2014 | 2015 | 2016 | 2017 | 2018 |
|-----|------|------|------|------|------|------|------|------|------|------|
| I   | 642  | 433  | 486  | 287  | 133  | 277  | 305  | 238  | 275  | 114  |
| II  | 702  | 721  | 514  | 328  | 255  | 303  | 478  | 504  | 369  | 174  |
| III | 1459 | 1990 | 1175 | 965  | 1209 | 933  | 1704 | 1598 | 890  | 1025 |
| IV  | 6363 | 5686 | 5562 | 6092 | 4939 | 5955 | 4735 | 3959 | 4695 | 4918 |
| V   | 15058| 16434| 12456| 14957| 15128| 11666| 13670| 16058| 14366| 16136|
| VI  | 27832| 27492| 28002| 25591| 25260| 27730| 26759| 27220| 31207| 28249|
| VII | 52034| 52556| 47173| 43262| 44280| 44959| 48380| 50032| 51494| 49919|
| VIII| 62901| 63005| 57808| 51845| 53396| 55024| 59205| 60101| 61241| 56898|
| IX  | 22602| 22452| 21486| 23547| 24648| 23148| 25399| 27743| 26618| 25763|
| X   | 6392 | 6801 | 6605 | 7181 | 6916 | 6229 | 7052 | 7638 | 7838 | 7441 |
| XI  | 905  | 961  | 842  | 1720 | 776  | 346  | 629  | 581  | 461  | 400  |
| XII | 482  | 457  | 328  | 255  | 314  | 192  | 427  | 143  | 169  | 151  |

Table 1 shows the obtained data of the number of vessels in transit from 1998 to 2018 during the twelve months. The table shows a total of 252 obtained data. The data can be observed vertically, i.e., yearly, and horizontally, i.e., monthly. If the table is observed monthly, then data can be represented as a 12 by 21 matrix; otherwise, the data can be represented with a 21 by 12 matrix. Due to the fact that the research topic is to investigate the seasonal fluctuations in nautical demand, data can be processed monthly. To gain further insight into the data, Figure 1 shows the graphical representation of vessels in transit (ordinate) in the months (abscise).
Twenty-one circles (Figure 2) represent the number of vessels in transit from 1998 to 2018 for each month in a nautical year. The solid black line represents the curve obtained by taking the average value for the months. Considering the average line from January to August, there is an exponential rise in the number of vessels (approx.), and from August to December, there is an exponential decrease in the number of vessels in transit. August is the month with the highest number of vessels in transit, and therefore it is the peak month of the nautical season. Thus, in the study, August could be taken as a reference point for the in-season period. Contrary, it is evident that January, February, November, and December are months with the lowest average number of vessels in transit, which could be classified as an off-season period of a nautical year. January is the month with the lowest number of vessels in transit over the year; therefore it is a reference point for the off-season period. Furthermore, to create the Three-Parameter Classification Model of seasonality, it is necessary to apply statistical analysis of data such as average, standard deviation, standard error, spread ratio, and percentage of total averages (Table 2).
Table 2. Statistical measures as seasonal indicators in nautical demand.

| Month (M) | Min | Max | Average [AVG] | Standard Deviation [STD] | Standard Error [SE] | Spread Ratio SR [%] |
|-----------|-----|-----|---------------|--------------------------|---------------------|---------------------|
| I         | 25  | 642 | 243           | 176.03                   | 38.41               | 15.77               |
| II        | 35  | 721 | 333           | 207.91                   | 45.37               | 13.62               |
| III       | 336 | 2035| 1071          | 487.37                   | 106.35              | 9.92                |
| IV        | 2182| 7808| 5044          | 1379.58                  | 301.05              | 5.97                |
| V         | 6944| 17951| 13882        | 3203.55                  | 699.07              | 5.04                |
| VI        | 13410| 32994| 26113       | 5041.39                  | 1100.12             | 4.21                |
| VII       | 29499| 57403| 47064        | 7866.26                  | 1716.56             | 3.65                |
| VIII      | 42067| 64707| 57166        | 6279.89                  | 1370.39             | 2.40                |
| IX        | 11578| 27743| 22281        | 4396.12                  | 959.31              | 4.31                |
| X         | 3037 | 7866| 6602          | 1226.97                  | 267.75              | 4.06                |
| XI        | 191 | 1169| 606           | 292.78                   | 63.89               | 10.53               |
| XII       | 48  | 767 | 251           | 205.89                   | 44.93               | 17.89               |

From Table 2, the statistical measure of the average, standard deviation, standard error, spread ratio, the minimal and maximal number of vessels, and a total sum percentage on average of each month are obtained. From the average values, it is evident that the months from May to September have one or two orders greater values than the other months. For example, in August, there are, on average, 57,166 vessels in transit. The minimal number of vessels in 21 years was 42,067, and the maximal number of vessels was 57,403. In June, there are 47,064 vessels in transit, with 29,499 and 57,403 as the minimum and maximum values for the vessels. In January, on average, there are 243 vessels in transit, which lies between 25 and 642 vessels. The statistical parameter average (AVG) defines the first parameter of the Tree-Parameter Classification Model necessary to determine seasonal fluctuations in demand. The spread ratio coefficient, SR, that constitutes the second parameter of the model, shows that months from April to October have lower SRs than the other months. Additionally, it can be seen (Table 2) that the AVG values for every month come from different population distribution sources. Furthermore, the SE (standard error) parameter shows the deviation of calculated AVG from the population AVG. Taking the ratio between SE and AVG for every month gives another independent variable (defined as SR) to create the second classification parameter of the model. The SR variable “catches” the local patterns in each month, i.e., shows how much (as a percentage) we can expect that the sample average value could change in the observed year (variations in the observed month). The spread ratio coefficient, SR, that constitutes the second parameter of the model, shows that it is evident that the months from April to October have lower SRs than the other months.

However, it should be noted that changes in demand, i.e., the number of vessels in transit (ViT), in the off-season months compared to the in-season months is significantly lower. The values for January are min 25, max 642, and AVG 243, and for August min 42,067; max 64,707; and AVG 57,166, as reference point months. Although the parameter SR depends on the AVG parameter, it is observed that in the in-season part of the year, it varies less than in the off-season part.

Therefore, the problem of variations in the SR parameter over the observed period does not change the determined seasonal pattern of the nautical year. It can be noticed that the proposed Three-Parameter Classification Model represents a good starting point for conducting further research on seasonality phenomena.

ANOVA analysis [40,41] has been performed on months to justify using parameter AVG as the parameter of the proposed model, as it is shown in Table 3.
Table 3. ANOVA analysis performed on months.

| Source of Variation | SS       | df  | MS       | F         | p-value | F crit |
|---------------------|----------|-----|----------|-----------|---------|--------|
| Between Months      | $9 \times 10^{10}$ | 11  | $8 \times 10^9$ | 600.98    | $9 \times 10^{-16}$ | **1.8287** |
| Within Months       | $3 \times 10^9$    | 240 | $1 \times 10^7$  |           |         |        |
| Total               | $9 \times 10^{10}$ | 251 |          |           |         |        |

Note: ** significant ($p < 0.01$), where SS is the sum of squares, df is a degree of freedom, MS is a mean square parameter, F is the parameter for f-statistics (obtained as the ratio between the mean of the sum of squares between months (MSSb) and the mean of the sum of squares within months (MSSw)), p is the probability parameter ($\alpha = 0.05$), F crit is the critical parameter for F-statistics.

Table 3 shows an ANOVA analysis of obtained monthly averages. ANOVA analysis was performed in the Microsoft Excel 2019 application. The $H_0$ hypothesis would be that all AVGs come from the same population, and the $H_1$ hypothesis would be that all AVGs do not come from the same population. From the table, for $p$-value, it is evident that the AVG values for all months do not come from the same population, and therefore the $H_0$ hypothesis is rejected. That means the parameter AVG is acceptable as an independent variable for classification as the first parameter of the Three-Parameter Classification Model.

A graphical presentation of the variable number of vessels in transit over the twelve months is presented in Figure 3.

![Figure 3](image-url)  
**Figure 3.** Graphical presentation of the number of vessels in transit through months over the years.

Raw data are designated with blue circles (Figure 3). Then a trend analysis is performed using a simple moving average (SMA) algorithm to smooth data and to prepare data for performing a correlation algorithm. A five-point window length has been chosen in the moving average algorithm. The period of five years is long enough to show a seasonal pattern and trend in nautical demand. For example, the global economic crisis was in 2008, and Croatia became a member of the EU in 2013, which yields five years [1–3,31]. The graphical representations (Figure 3) are of different shapes. For example, from the trend analysis, in January (1st month), from 1998 to 2005, the number of vessels is constant, or there is a small rise. From 2005 to 2008, there is a rise in the number of vessels in transit. From 2009 to 2018, there is a constant small decrease in the number of vessels in transit. On the other hand, in September (9th month), from 1998 to 2018, there is a rise in the function trend. From 2009 to 2012, there is a small stagnation or decrease in the trend.
The third parameter of the model is obtained from the full correlation matrix \( C_x \) (Table 4). To form the correlation matrix, using Equations (7), (9), and (10), raw data are presented separately for all twelve months over a period of 21 years. Then a trend analysis is performed using Equation (11) by a moving average algorithm with a five-point window length.

**Table 4.** A full correlation matrix, \( C_x \), with coefficients between the months.

| Mo. | I    | II   | III  | IV   | V    | VI   | VII  | VIII | IX   | X    | XI   | XII  |
|-----|------|------|------|------|------|------|------|------|------|------|------|------|
| I   | 100  | 98.09| 94.53| 91.87| 73.85| 72.18| 76.03| 69.38| 60.16| 59.65| 97.78| 98.32|
| II  | 98.09| 100  | 97.97| 88.49| 76.73| 75.33| 77.10| 71.42| 69.30| 68.30| 94.90| 94.37|
| III | 94.53| 97.97| 100  | 86.17| 81.34| 81.38| 81.12| 74.49| 78.70| 75.45| 89.81| 90.84|
| IV  | 91.87| 88.49| 86.17| 100  | 86.70| 84.26| 84.94| 67.35| 70.33| 88.27| 92.50|        |
| V   | 73.85| 76.73| 81.34| 86.70| 100  | 98.88| 98.56| 97.78| 89.77| 92.23| 64.18| 71.05|
| VI  | 72.18| 75.33| 81.38| 84.84| 98.88| 100  | 97.99| 96.71| 92.90| 93.78| 61.60| 69.13|
| VII | 76.03| 77.10| 81.12| 88.26| 98.56| 97.99| 100  | 98.46| 85.35| 87.77| 64.99| 75.07|
| VIII| 69.38| 71.42| 74.49| 84.94| 97.78| 96.71| 98.46| 100  | 84.72| 89.64| 57.99| 67.96|
| IX  | 60.16| 69.30| 78.70| 67.35| 89.77| 92.90| 85.35| 84.72| 100  | 98.03| 50.12| 53.50|
| X   | 59.65| 68.30| 75.45| 70.33| 92.23| 93.78| 87.77| 89.64| 98.03| 100  | 49.75| 53.18|
| XI  | 97.78| 94.90| 89.81| 88.27| 64.18| 61.60| 64.99| 57.99| 50.12| 49.75| 100  | 96.49|
| XII | 98.32| 94.37| 90.84| 92.50| 71.05| 69.13| 75.07| 67.96| 53.50| 53.18| 96.49| 100  |

In Table 4, a full correlation matrix is calculated. Horizontal and vertical fields present months. The correlation coefficient \( c_{11} \) value in intersections between row and column fields with the same month is one (i.e., 100%, Table 4). A correlation coefficient \( c_{12} \) on the intersection between the second row and first column determines a correlation coefficient between the January and February functions. Alternatively, a correlation coefficient \( c_{21} \) is obtained by performing a correlation between the February and January functions. Therefore, correlation coefficients \( c_{12} \) and \( c_{21} \) are the same, i.e., \( c_{12} = c_{21} \). That means a correlation matrix has the same values above and below the main diagonal.

4. Discussion

Studying the parameters, mean, spread ratio, and correlation coefficients from the correlation matrix on the seasonal character of recreational boating demand, conclusions can be drawn as follows. The analysis of the average parameter shows that the months from May to September have an order of magnitude greater values than the average values in the other months. These months are characterized as in-season months, whereas the other months are characterized as off-season months. In the spread ratio parameter, the months from April to October are characterized as in-season months and the other months are characterized as off-season months. The boating season lasts from April to October [30]. From the third parameter of the model, the correlation matrix (1st column), it can be observed that January, February, March, April, November, and December (Table 4) have very strong correlations that fall into the off-season period. Contrary, August (8th column) has a very strong correlation with months from May to July and a strong correlation with September and October. Months from May to October are considered as in-season months. The 4th row shows that April strongly correlates with all months except with September and October. Table 5 summarizes the previous discussion.
Table 5. Classification and sub-classification of the nautical season with the Three-Parameter Classification Model.

| Three-Parameters | Months |     |     |     |     |     |     |     |     |     |     |
|------------------|--------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| AVG              | OS     | OS  | OS  | OS  | S   | S   | S   | S   | S   | OS  | OS  | OS  |
| SR               | OS     | OS  | OS  | S   | S   | S   | S   | S   | S   | OS  | OS  | OS  |
| Cx               | OS     | OS  | OS  | OS/S| S   | S   | S   | S   | S   | S   | OS  | OS  |
| Classification   | OS     | OS  | OS  | ?   | PdS | MdS | PkS | PkS | MdS | PtS | OS  | OS  |
| Sub Class.       | OS     | OS  | OS  | ?   | PdS | MdS | PkS | PkS | MdS | PtS | OS  | OS  |

All three parameters have defined criteria to assign months as in-season or off-season, so it is possible to make a classification and sub-classification of the months in a nautical year. According to the proposed model (Table 5), a nautical year can be divided as in-season (S) from April to October, and off-season (OS) from January to March, as well as November and December. Furthermore, the in-season part consists of the pre-season (PdS), mid-season (MdS), peak-season (PkS), and post-season (PtS). Additionally, a definite conclusion cannot be drawn as to whether to classify April as an in-season or off-season month. From the first parameter, it is clear that April falls in the off-season part since it has almost the same number of vessels in transit as October. From the second parameter, it is evident that April can be classified either as in-season or as off-season month. From the third parameter, April correlates well with all months, so using the correlation parameter, a clear conclusion cannot be drawn. Furthermore, an ANOVA analysis has been performed to justify the usage of proposed variables in building the Three-Parameter Classification Model. First, taking into account all three variables (AVG, SR, and Cx), the following statistical measures are obtained: $F = 7.08$, $F_{crit} = 3.284$, and $p = 0.002764$ * (with $\alpha$ set to 0.05). The derived measures show that the $p$-parameter is significant, which confirms there are no hidden correlations between variables in building the model. Next, a standard $t$-test is performed on clusters in-season (S), and off-season (OS), which is summarized in Table 6.

Table 6. Two cluster $t$-test statistics.

| Classification | Cluster 1 | Cluster 2 | Cluster 1 | Cluster 2 |
|----------------|-----------|-----------|-----------|-----------|
| Month (M)      | 1, 2, 3, 4, 11, 12 | 5, 6, 7, 8, 9, 10 | 1, 2, 3, 11, 12 | 4, 5, 6, 7, 8, 9, 10 |
| Variables      | SR        | AVG       | Cx        | SR        | AVG       | Cx        |
| $t$ Stat       | -3.448    | 4.620     | -5.403    | -3.307    | 5.919     | -6.670    |
| $P(T \leq t)$ one-tail | 0.009    | 0.003     | 0.000     | 0.008     | 0.001     | 0.000     |
| $t$ Critical one-tail | 2.015    | 2.015     | 1.833     | 1.943     | 2.015     | 1.833     |
| $P(T \leq t)$ two-tail | 0.018    | 0.006     | 0.000     | 0.016     | 0.002     | 0.000     |
| $t$ Critical two-tail | 2.571    | 2.571     | 2.262     | 2.447     | 2.571     | 2.262     |
| $\alpha = 0.05$ |           |           |           |           |           |           |

Table 6 shows $t$-test analysis performed on variables AVG, SR, and Cx. The analysis is performed for two cases. In the first case, the OS cluster includes April, so the S cluster contains May, July, June, August, September, and October, and the OS cluster consists of the remaining months. In the second case, April is included in the S cluster, and then the $t$-test is performed. The table shows that for all proposed variables, parameter $p$ (one-tail or two-tail) is significant, which implies the relevance of the two-cluster classification.

The classification and sub-classification procedure of the proposed model have been compared by automatic classification (k-means algorithm). Figure 4 shows the two-stage classification and sub-classification of the nautical season using the k-means classification algorithm with the proposed parameters, i.e., AVG, SR, and Cx.
From the left view of Figure 4, it can be observed there are three clusters (black dotted-line circles). The first cluster consists of two months, June and August, the second cluster consists of five months, April, May, July, September, and October. The third cluster consists of four months, January, February, March, and December. In contrast to these three clusters, the k-means algorithm classified the months into the two groups, the in-season and the off-season cluster. The algorithm classifies months from May to September as in-season (S) months (red dots), and classifies the other months as off-season (OS) months (blue dots).

Furthermore, the algorithm classifies April and October as off-season (OS) months, which is an area between the in-season (S) and off-season (OS) areas. On the contrary, the proposed Three-Parameter Classification Model classifies October as an in-season (S) month. From the data, it can be seen that out of three parameters in the model, an AVG parameter classifies October as an OS month, while SR and Cₗ parameters classify it as an S month. Therefore, it can be observed an additional analysis of October should be conducted. At the same time, looking at the proposed model, April could be classified either as an S or OS month, and the same observation for October can be drawn. So, performing a k-means algorithm for the second time on the off-season cluster (blue dots from the left figure) separates April and October (green dots) from the rest of the months, as shown in Figure 4 right.

Although this paper focuses on the seasonal characteristics of recreational boating demand for transit berths in the Croatian Nautical Port System (CNPS), the proposed model could be used as a control and monitoring measure in the seasonal analysis of any nautical port or other maritime/tourism organization facing a diverse concentration of demand over the year. This model could be applied in any other nautical destination as long as sufficiently disaggregated data are available [17].

Compared to other well-established countries in the Mediterranean nautical tourism market, Croatia is a relatively new competitor [10], seeking to reach the position of the market leader in the region [1–3], and developing policies that could foster sustainable business and economy [10]. The Mediterranean, which is a very desirable destination for recreational boating, attracts many investors, especially in the eastern region. Thus, Paker and Ceren [19] state that Croatia has become, along with other East-Mediterranean countries (e.g., Montenegro, and Greece), a strong competitor to West-Mediterranean countries (e.g., France, Italy, and Spain). Recreational boating is perceived as one of the most propulsive types of tourism and has recorded the highest development rates in the Croatian economy [6,10,12]. Juguović et al. [6] point out that the existing models and plans related to the development of nautical tourism ports do not provide systematic qualitative and quantitative growth.
5. Conclusions

This paper aimed to investigate the seasonality of the recreational boating demand in nautical ports over the year, as one of the crucial problems to be studied concerning the sustainability issues of the sector.

The results of this research show that the input variable ViT is suitable for studying seasonality fluctuations in nautical demand.

The research on seasonal variations depends on the selection of the parameters which contain hidden and visible information on seasonality. The Tree-Parameter Classification Model is created by choosing the following parameters: average (AVG), spread ratio (SR), and correlation matrix (Cx). The results show that out of all investigated variables, the chosen three variables (AVG, SR, and Cx) contain the local patterns that are suitable to research and determine seasonality patterns. The selected three variables are independent among themselves (proved with ANOVA). The AVG variable shows the sample mean values of ViT every month over 21 years (from 1998 to 2018). The SR variable determines the local patterns of each month, i.e., it shows how much change could be expected in the sample average value. The Cx variable shows correlations between months over the year. The proposed model is created on the example of the Croatian nautical ports.

The proposed model classifies a nautical year into two main periods: in-season (months from May to October) and off-season (January to March, and November and December). Furthermore, the in-season period is classified into pre-season (May), mid-season (June and September), peak-season (July and August), and post-season (October).

Also, there is the question of the month of April. According to the proposed model, it could be placed either in the off-season or in the in-season period (cluster). Based on the circumstances of the particular nautical year, further investigation of the pre-season period is recommended to classify April.

The model could be used in practical applications, which is an additional contribution to the research. According to the results of the study, the proposed Three-Parameter Classification Model could broadly be used as an analytical framework in developing strategic plans for countries with a strong maritime and tourist orientation (e.g., Croatia, Montenegro, Greece, and Turkey). The proposed model could notably be used as a scientific application in creating seasonal strategies.

Further research should include more variables that can affect organizational performance and enable the development of a more robust model.
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