Abstract: The present work compares 2D and 3D CFD modeling of wind turbine blades to define reduced-order models of eroded leading edge arrangements. In particular, following an extensive validation campaign of the adopted numerical models, an initially qualitative comparison is carried out on the 2D and 3D flow fields by looking at turbulent kinetic energy color maps. Promising similarities push the analysis to consequent quantitative comparisons. Thus, the differences and shared points between pressure, friction coefficients, and polar diagrams of the 3D blade and the simplified eroded 2D setup are highlighted. The analysis revealed that the inviscid characteristics of the system (i.e., pressure field and lift coefficients) are precisely described by the reduced-order 2D setup. On the other hand, discrepancies in the wall friction and the drag coefficients are systematically observed with the 2D model consistently underestimating the drag contribution by around 17% and triggering flow separation over different streamwise locations. Nevertheless, the proposed 2D model is very accurate in dealing with the more significant aerodynamics performance of the blade and 30 times faster than the 3D assessment in providing the same information. Therefore the proposed 2D CFD setup is of fundamental importance for use in a digital twin of any physical wind turbine with the aim of carefully and accurately planning maintenance, also accounting for leading edge erosion.
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1. Introduction

Wind energy is playing a significant role in producing clean and eco-friendly electricity while mitigating climate change. In 2021, the EU installed 17.4 GW of new wind power facilities, raising its total capacity to 236 GW. Over the next five years, it is predicted that the Old EU will install 116 GW of new wind power farms for an average of 23.1 GW per year [1]. In 2021, the USA installed 14 GW of new wind capacity, expanding its wind energy amount to 132.7 GW. Globally, installed wind energy in 2021 was estimated to be 93 GW, thus increasing the cumulative world capacity to around 825 GW [2]. The need to find alternative energy sources to fossil fuels and the importance of wind energy in this transition is also highlighted at the scientific level. Starting from experimental activities, in the early 1990s, Butterfield et al. [3] and Somers and Tangler [4] made the first experiments of a wind turbine aerofoil and since then many tests have been conducted [5–12]. On the other hand, looking at numerical approaches and thanks to the increasing availability of computing power, Computational Fluid Dynamics (CFD) have gained popularity for simulating wind turbine aerodynamics [13–24]. A clear survey about experimental and numerical works related to wind energy is provided by Vermeer et al. [25]. Generally speaking, the increasing trend in wind energy has created a demand for greater energy capture per utility-scale wind turbine, and as the energy production by wind turbine is proportional to swept area, a significant increase in rotor diameter has occurred over the past decades [26]. As the diameter increases, the blade tip of the wind turbine achieves...
higher linear speed ranges, thus presenting several challenges for wind turbine operations and maintenance. One major issue encountered as the blade speed increases is Leading Edge Erosion (LEE). The problem consists of progressive damage to the wind turbine blades due to climatic and meteorological factors. Most wind farms, in fact, are sited in tricky operating environments, e.g., hilly terrain where heavy precipitation is common or offshore locations where the turbines are exposed to droplets of salted water. As a result, wind turbines are subjected to various environmental factors throughout their operational lives: extreme wind/gusts, frequent rain showers, hailstone showers, snow, icing, extreme temperatures, and ultraviolet light exposure [27]. Thus, high blade tip velocities and harsh climates increase the blade’s erosion susceptibility.

Unfortunately, LEE begins early in the blade life. Rempel [28] reported that blades as young as three years old would start to show signs of wear and, if repairs are not done early, the damage to the underlying laminate will be present as early as year five. Dalili et al. [29] investigated a wide range of surface engineering issues concerning the performance of wind turbine blades, with a particular emphasis on the problems presented by icing in Nordic climates. Keegan et al. [27] examined the potential degradation posed by the various environmental variables, focusing on the impact of rain droplets and hailstones on the blade’s leading edge. To better understand how roughness affects performance, Ehrmann et al. [30] made field measurements of turbine-blade roughness and reproduced these measurements on an airfoil section tested in a wind tunnel. These data are used to validate and calibrate a one equation roughness amplification model that works in conjunction with the Langtry–Menter transition model. According to wind tunnel experiments by Sareen et al. [31], LEE on a wind turbine airfoil can result in significant aerodynamic performance degradation. In their study, DU 96-W-180 airfoils with varying degrees and types of LEE were tested to assess the effects of erosion on performance. It was shown that LEE leads to a significant increase in airfoil drag and an earlier onset of stall at lower angles of attack. The study’s findings revealed a 6–500% increase in drag due to varying levels of LEE (light-to-heavy). According to further research, the predicted losses in Annual Energy Production (AEP) are between 5% and 25%, depending on the LEE severity. Gaudern [32] conducted a thorough experimental campaign on 18%-thick commercial wind turbine airfoils with various erosion stages, measuring full lift and drag polars in a wind tunnel. Later on, Langel et al. [33] examined the effects of airfoil leading edge roughness on lift and drag, performing experimental and computational studies on a NACA 63−418 airfoil. Results show that LEE produces airfoil performance degradation by increasing the drag coupled with a significant loss in lift near the upper corner of the drag polar. Maniaci et al. [34] used a profilometer to measure the roughness of operational wind turbine blades, and measurements were statistically replicated in the wind tunnel. Simultaneously, a computational model was developed and calibrated to capture the effect of roughness and erosion on flow transition and performance. Han et al. [35] conducted a quantitative analysis of the impact of contamination and erosion at the leading edge of wind turbine blades on AEP. The lift and drag coefficients of blades subjected to LEE decreased and increased by up to 53% and 314%, respectively. Elhadi Ibrahim and Medraj [36] developed an analytical surface fatigue model to predict the initiation of LEE on wind turbine blade coatings due to rainfall, then combined this LEE forecast model with an efficiency reduction model to predict AEP loss over time on different sites. Dashtkar et al. [37] provided an extensive review of the liquid erosion mechanism, water erosion testing procedures, and the contributing factors to the LEE. Techniques for improving the erosion resistance of the leading edge are also discussed. Later on, Shankar Verma et al. [38] showed that a significantly higher erosion damage rate is found for blades exposed to offshore rainfall conditions than for blades under onshore rainfall conditions. Law and Koutsos [39] investigated the energy losses associated with LEE on an operational wind farm, discovering that the average AEP is decreasing by 1.8% due to medium levels of erosion, with the worst affected turbine experiencing losses of 4.9%. Castorrini et al. [40] analyzed blades with LEE consisting of pits and gouges using a 3D Reynolds-Averaged Navier–Stokes (RANS) approach. An AEP loss between 1 and
2.5% is encountered for the considered LE damages. Later, Wang et al. [41] undertook CFD simulations of wind turbine blades with LEE, showing that the degree of erosion significantly impacts flow separation, aerodynamic coefficients, and wind turbine power output. Finally, Ortolani et al. [42] presented RANS analyses of the NACA 63 − 618 airfoil with LEE. The erosion pattern studied are extracted from real offshore wind turbine after about six years of operation. For an overview of the latest research in LEE, based on meteorology, aerodynamics, materials science, and computational mechanics, refer to the recent survey by Mishnaevsky Jr et al. [43].

In this work we report just one of the many real examples of LEE. In particular, Figure 1 depicts the potential damage caused by LEE on a wind turbine blade by showing four levels of erosion damage. According to Sareen et al. [31], LEE starts with the formation of small pits near the blade leading edge. As the density of these pits grows over time, they join together to form larger and deeper gouges. The final stage of the erosion process is delamination, which begins at the leading edge and grows in chordwise extent over time. The result of this process poses a complex geometrical configuration of the leading edge, and a three-dimensional flow behavior over the airfoil is expected.

![Figure 1](image)

**Figure 1.** Various levels of erosion from lighter (left) to heavier (right), adapted from [44].

Despite the numerous contributions in the literature relating to LEE, and generally to wind turbine applications, no explicit references are available concerning whether the LEE modeling should be approached with CFD methods. In particular, no guidelines are given in respect of how to model the problem efficiently; whether adopting a fully 3D approach (which at first sight would seem the most reasonable given the numerous geometric complexities posed by an eroded airfoil) or if simplified 2D models can describe the blade aerodynamics with sufficient degree of accuracy. This issue is of fundamental importance for predicting the wind turbine operating life in view of planning routine maintenance interventions. Thus, the present research aims to fill this research gap by comparing 2D and 3D CFD models of damaged wind turbine blades. It will be shown that a simplified and properly tuned 2D model can reproduce wind turbine blades’ complex 3D aerodynamics behavior with severe LEE for a wide range of angles of attack. In particular, the analyzed LEE is compatible with the Type C/Stage 5 case as defined by Sareen et al. [31], finding a condition observed in wind turbine blades that had been operating for 10+ years (see [27]). Thus, in the present work, a two-dimensional flow configuration is compared to a realistic three-dimensional model configuration. The analysis has been done on NACA 0012 airfoils. Results highlight that the reduced-order model well represents the complex 3D physics of the damaged blade but at a much lower computational cost. Therefore, to forecast wind turbine life using predictive digital twin models, the present study results allow us to state that LEE can be fruitfully approached even with 2D CFD models.
The structure of the current paper is as follows: Section 2 details the computational setup and numerical methodology. Section 3 explains how the models are tuned and validated. Section 4 discusses the results, while Section 5 states the conclusions.

2. Computational Setup and Numerical Methodology

The current work employs the commercial suite Ansys Fluent® 19.2 [45] for the simulations’ pre-processing, meshing, solution, and post-processing phases. MATLAB® R2019b [46] scripts are also used for results post-processing.

2.1. Governing Equations

The flow dynamics of the systems addressed in this work are simulated according to the uncompressible RANS system of equations in the hypothesis of steady flows. Thus, with $\phi = \bar{\phi} + \phi'$ being the Reynolds decomposition associated with the generic flow quantity, $\phi$, the models dynamics are governed by the following equations:

$$\frac{\partial \bar{u}_i}{\partial x_i} = 0 \quad (1a)$$

$$\frac{\partial \bar{u}_i \bar{u}_j}{\partial x_j} = -\frac{1}{\rho} \frac{\partial \rho \delta_{ij}}{\partial x_j} + \frac{\partial}{\partial x_j} \left( \nu \left( \frac{\partial \bar{u}_i}{\partial x_j} + \frac{\partial \bar{u}_j}{\partial x_i} \right) - \bar{u}_i' \bar{u}_j' \right) \quad (1b)$$

Here, $\bar{u}_i$ is the ensemble average velocity component in the $i$-th direction, $\bar{p}$ is the ensemble average mechanical pressure, while $\nu = \mu / \rho$ denotes the molecular kinematic viscosity with $\mu$ the molecular flow viscosity. Reynolds stress components, $\rho u_i' u_j'$, are modeled via the canonical Boussinesq’s hypothesis

$$\rho u_i' u_j' = \rho \frac{2}{3} k \delta_{ij} - \rho \nu_t \left( \frac{\partial \bar{u}_i}{\partial x_j} + \frac{\partial \bar{u}_j}{\partial x_i} \right) \quad (2)$$

with $k = 1/2u_i' u_i'$ being the turbulent kinetic energy and $\nu_t$ the turbulent kinematic viscosity, respectively. The latter is modeled according to three increasingly complex turbulence models and, in particular, we use the one-equation Spalart–Allmaras (SA) model by Spalart and Allmaras [47], the two-equation $k - \omega$ Shear Stress Transport ($k - \omega$ SST) model by Menter [48] and the four-equation Transition SST (TSST) model by Menter et al. [49]. Such models are among the best choices for external aerodynamics applications. Here, a brief overview of these models is reported, while for a more in-depth description, the reader is addressed to the Ansys Fluent theory guide [50]. For all the models, the default setups are kept as suggested by the Ansys Fluent manual.

2.1.1. Spalart–Allmaras Model

The one-equation SA model is widely used for external aerodynamic flows and provides improved performance relative to $k - \epsilon$ models for flows with adverse pressure gradients and separation. Overall, the accuracy of predicting separation is lower than for optimal two-equation models such as SST models. According to the model, the turbulent kinematic viscosity, $\nu_t$, is defined by the following transport equation:

$$\frac{\partial}{\partial t} (\rho \nu_t) + \frac{\partial}{\partial x_i} (\rho \nu_t \bar{u}_i) = G_v + \frac{1}{\sigma_v} \left[ \frac{\partial}{\partial x_j} \left\{ (\mu + \rho \nu_t) \frac{\partial \nu_t}{\partial x_j} + C_{12} \rho \left( \frac{\partial \bar{u}_i}{\partial x_j} \right)^2 \right\} \right] - Y_v + S_v \quad (3)$$

Here, $G_v$ is the production of turbulent viscosity, $Y_v$ is the destruction of turbulent viscosity that occurs in the near-wall region due to the wall blocking and viscous damping, $\sigma_v$ and $C_{12}$ are the constants while $S_v$ is a user-defined source term.
2.1.2. $k-\omega$ Shear Stress Transport Model

The $k-\omega$ SST model uses a blending function to gradually transition from the standard $k-\omega$ model near the wall to a high Reynolds number version of the $k-\epsilon$ model in the outer portion of the boundary layer. The model, in particular, accounts for the transport of turbulent shear stress and gives highly accurate predictions of the onset and the amount of flow separation under adverse pressure gradients. The drawbacks are dependency on wall distance makes this less suitable for free shear flows compared to standard $k-\omega$. In addition, the resolution of the boundary layer in the wall-normal direction is required. The model is based on two transport equations: one for the turbulence kinetic energy, $k$, and one for the specific dissipation rate, $\omega = \epsilon/k$. Here, $\epsilon$ denotes the turbulent dissipation,

\[ \epsilon = \frac{\nu \overline{u_i' u_i'}}{\overline{\partial x_i}}. \]

Thus, the turbulent kinetic viscosity, $\nu_t$, is computed by combining $k$ and $\omega$ as follows:

\[ \nu_t = \alpha^* \frac{k}{\omega} \tag{4} \]

where $\alpha^*$ is a damping coefficient to account for wall locations. The following equations hold:

\begin{align*}
\frac{\partial}{\partial t} (\rho k) + \frac{\partial}{\partial x_i} (\rho k \overline{u_i}) &= \frac{\partial}{\partial x_j} \left[ \rho \left( v + \frac{\overline{u_j}}{c_k} \right) \frac{\partial k}{\partial x_j} \right] + G_k - Y_k + S_k \tag{5a} \\
\frac{\partial}{\partial t} (\rho \omega) + \frac{\partial}{\partial x_i} (\rho \omega \overline{u_i}) &= \frac{\partial}{\partial x_j} \left[ \rho \left( v + \frac{\overline{u_j}}{c_\omega} \right) \frac{\partial \omega}{\partial x_j} \right] + G_\omega - Y_\omega + D_\omega + S_\omega \tag{5b}.
\end{align*}

Here, $G_k$ and $G_\omega$ represent the generation of $k$ and $\omega$, respectively, while $Y_k$ and $Y_\omega$ represent their dissipation. $D_\omega$ is the cross-diffusion term. $c_k$ and $c_\omega$ are turbulent Prandtl numbers for $k$ and $\omega$, respectively, while $S_k$ and $S_\omega$ are user-defined source terms. All of the above terms are discussed in detail in [50].

2.1.3. Transition Shear Stress Transport Model

The TSST model, also known as the $\gamma - Re_\theta$ model, is based on the coupling of the $k-\omega$ SST equations with two other transport equations, one for the intermittency, $\gamma$, and one for the transition onset criteria, in terms of transported momentum-thickness Reynolds number, $Re_\theta$. The role of the two additional parameters is to account for the transition from a laminar to a turbulent flow, while in the $k-\omega$ SST model, the flow is in a turbulent state as it exerts the wall regions in the problem. The following equations hold for $\gamma$ and $Re_\theta$:

\begin{align*}
\frac{\partial}{\partial t} (\rho \gamma) + \frac{\partial}{\partial x_i} (\rho \gamma \overline{u_i}) &= \frac{\partial}{\partial x_j} \left[ \rho \left( v + \frac{\overline{u_j}}{c_\gamma} \right) \frac{\partial \gamma}{\partial x_j} \right] + P_\gamma - E_\gamma + P_{\gamma 2} - E_{\gamma 2} \tag{6a} \\
\frac{\partial}{\partial t} (\rho Re_\theta) + \frac{\partial}{\partial x_i} (\rho Re_\theta \overline{u_i}) &= \frac{\partial}{\partial x_j} \left[ \sigma_\rho \rho \left( v + \frac{\overline{u_j}}{c_\theta} \right) \frac{\partial Re_\theta}{\partial x_j} \right] + P_\theta \tag{6b}.
\end{align*}

Here, $P_\gamma$ and $E_\gamma$ are transition sources while $P_{\gamma 2}$ and $E_{\gamma 2}$ are relaminarization sources. $P_\theta$ is the source term of the $Re_\theta$ transport equation. For an in-depth analysis of these terms, the reader is addressed to [50]. These two equations interacts with the $k-\omega$ SST turbulence model through modification of the transport equation for $k$ (Equation (5a)), which is recast as follows:

\[ \frac{\partial}{\partial t} (\rho k) + \frac{\partial}{\partial x_i} (\rho k \overline{u_i}) = \frac{\partial}{\partial x_j} \left[ \rho \left( v + \frac{\overline{u_j}}{c_k} \right) \frac{\partial k}{\partial x_j} \right] + \gamma_{eff} G_k - Y_{k*}^* + S_k \tag{7} \]

where

\[ Y_{k*}^* = \min(\max(\gamma_{eff}, 0.1), 1.0) Y_k \tag{8} \]
and $\gamma_{\text{eff}} = \gamma_{\text{eff}}(\gamma, \text{Re})$ modulates the flow separation/transition. The rationale behind the above model formulation is given in detail by Menter [48].

### 2.2. Three-Dimensional Setup

At first, we present the three-dimensional model. The latter is obtained by extruding the clean NACA 0012 airfoil and generating a damage pattern compatible with severe leading edge delamination. This stage of LEE is compatible with the damage observed in real blades after 10+ years of operating life [27,31]. Figure 2 reports the damaged blade model’s representation. With $c$ being the chord length, this geometry has a span, $b$, of 0.65$c$, an average delamination length of 0.1$c$, and a delamination depth of 0.014$c$. Since this model represents a blade element, no twist or tip effects have been considered. This approach is commonly used for this type of analysis (see, e.g., [34,51,52]). The model is simulated using a C-mesh with a radius of 12$c$ and a wake region length of 12$c$ in the streamwise direction. The fluid domain is obtained using Boolean subtraction between the C region and the blade.

![Figure 2. Geometrical representation of the three-dimensional blade with LEE.](image)

A total of three hybrid increasingly refined grids are produced. These meshes are referred to as Coarse, Medium, and Fine with sizes of roughly 1.25, 2.50, and 5 million elements, respectively. The meshing process is carried out using the meshing software of the Ansys suite. Each grid quality is tested, resulting in a mean skewness of 0.34 and a mean orthogonal quality of 0.65. As previously stated, the meshing technique employs a hybrid structured-unstructured approach. An unstructured mesh is required to capture the blade’s complex three-dimensional features. Structured cells are used in the flow areas near the walls to improve resolution in the boundary layer and ensure that proper wall y-plus values, $y^+_w = \rho_w u_w y_w / \mu_w$, are kept. Here, $\rho_w$ and $\mu_w$ denote the wall fluid density and viscosity, respectively, $u_w$ is the wall friction velocity, $y_w$ is the first-off-the-wall cell distance and $\tau_w = \mu_w \partial u_w / \partial y$ is the local wall friction, with $u_p$ being the local wall parallel speed. In particular, first guess of the first-off-the-wall cell distance, $y^*_w$, is obtained by enforcing a y-plus value of $y^+_w = 0.5$ to flat-plate empirical estimations according to the following equation:

$$y^*_w = 5.87 y^+_w \frac{\mu_\infty}{\rho_\infty u_\infty} \text{Re}^{1/10}$$

Here, $u_\infty$, $\rho_\infty$ and $\mu_\infty$ denote the free stream velocity, flow density and viscosity, respectively, while $\text{Re}$ is the Reynolds number of the flow. The near-wall resolution, in terms of $y^+_w$ distribution, is verified a posteriori as reported in Section 3.2. Figure 3 reports a leading edge overview of the Fine grid, as well as an enlargement of the damaged zone.
The simulations are carried out using the Coupled scheme implemented in Ansys Fluent. The spatial discretization is treated with a 2nd-order upwind scheme, while the Least Squares Cell-Based (Ansys) approach is employed for gradients’ reconstruction. A precomputed tolerance of $1 \times 10^{-6}$ is set as a stopping point for the iterative Navier–Stokes residuals dropping.

In terms of boundary conditions, the following are specified: velocity-inlet is enforced on the domain C edge while a pressure-outlet condition is set on the outlet section by selecting a reference value for the static pressure. The symmetry of the flow is enforced on the lateral boundaries. Figure 4 depicts an overview of the entire grid as well as boundary conditions. The inflow setup corresponds to a free stream Reynolds number of $Re = \rho_{\infty} u_{\infty} c / \mu_{\infty} = 3 \times 10^5$.

Finally, initial conditions assume the flow at rest in the whole domain. From such a state, the Ansys Fluent hybrid initialization is used together with 10 iterations of the fing-initialization procedure aiming to speed up the residuals convergence.
2.3. Two-Dimensional Setup

Concerning the two-dimensional model, Figure 5 reports the damaged airfoil’s geometrical properties. In particular, LEE is accounted for in a severely damaged NACA 0012. Thus, the 2D clean geometry is eroded accordingly, as seen in the sketch reported in Figure 5. With \( c \) being the chord of the airfoil, a delamination length of \( x = 0.1c \) and a delamination depth of \( h = 0.014c \) are considered, respectively. Such values fit the 3D arrangement at the average level. The model is simulated using a C-mesh with a radius of \( 12c \) and a wake region length of \( 12c \) in the streamwise direction. The fluid domain is obtained using Boolean subtraction between the C region and the airfoil, then it is divided into eight blocks with rectangular topology to produce a mapped grid.

Three mapped and increasingly refined meshes are used. The sizes are roughly 125 k, 250 k and 500 k for the Coarse, Medium and Fine grid, respectively. The meshing process is carried out using the mesh software of the Ansys suite. The quality of each grid is tested, resulting in a mean skewness of 0.34 and a mean orthogonal quality of 0.96. Each structured mesh is generated with a growth rate of 1.03 in the wall-normal direction to improve the boundary layer’s resolution and assure a proper wall \( y+ \) distribution. The \( y^+ < 1 \) threshold is pursued to provide a high-quality resolution of the near-wall flow. Similar procedures reported for the 3D setups are conducted to estimate the first guess of the first-off-the-wall cell distance. A posteriori verification of the \( y^+ \) distribution is reported in Section 3.1. Figure 6 reports an overview of the fine grid, as well as some enlargements of the leading edge and the delamination zone (Figure 6b,c).

Simulations are still carried out using the Coupled scheme implemented in Ansys Fluent, and the spatial discretization is still treated with a second-order upwind scheme. The same convergence tolerance, i.e., \( 1 \times 10^{-6} \), is used for monitoring the residual drop.

The boundary conditions are also kept equivalent to the 3D case. Thus, velocity-inlet is enforced on the domain C edge by specifying the inflowing speed such that \( Re = 3 \times 10^5 \). Pressure-outlet condition is set on the outlet section by specifying a reference value for the static pressure. Flow initializations follow the same procedure addressed for the 3D case.
3. Numerical Models Validation

This section aims at tuning and validating the two- and three-dimensional numerical models according to the best CFD practice [53–55]. The analyses aim to determine the most appropriate mesh refinement level and establish the influence of the turbulence model on system behavior. For clarity, results related to the two-dimensional model are firstly presented.

3.1. Two-Dimensional CFD Model Validation

As initial step, we compare the global drag coefficient values of the clean airfoil at zero incidence as a function of the grid refinement and parametrically to the turbulence model. Thus, the drag coefficient per unit length, \( C_d = D / q_\infty c \), is compared to the experimental value \( C_d\text{–Exp} \), the latter acquired in a in-house wind tunnel facility setting \( Re = 3 \times 10^5 \). Here, \( D \) is the drag force while \( q_\infty = 1/2 \rho_\infty u_\infty^2 \) is the free stream dynamic pressure. Results are reported in Figure 7a. According to the rescaling procedure, \( C_d / C_d\text{–Exp} \) value close to 1 equals the experimental prediction. Due to the low-speed aerodynamics, the TSST model fits the best prediction. This result is consistent since the TSST model is tuned to describe the laminar-to-turbulent transition process, a key point for correctly predicting the wind turbine airfoils’ aerodynamic performance in low-Reynolds conditions [14,15]. Figure 7b also depicts the pressure coefficient, \( C_p = (p_w - p_\infty) / q_\infty \), trend obtained with the finest grid parametrically to the turbulence model. Since the airfoil is symmetrical...
and data are acquired at zero incidence ($\alpha = 0^\circ$), the pressure distribution is symmetric, and a single curve is reported. Here, $p_w$ is the wall pressure while $p_\infty$ denotes the free stream static pressure. The increasingly darker blue lines represent the data acquired with SA, $k - \omega$ SST, and TSST model, respectively. The black dashed line denotes the XFOIL prediction [56], whereas the red triangles denote the experimentally acquired data by Gregory and O’Reilly [57]. Results are confined to a relatively tight range around experiments, except in a region near the trailing edge, where the TSST model overestimates the $C_p$. In this concern, it should be recalled that pressure distribution by Gregory and O’Reilly [57] is acquired at a different Reynolds number. Simulations, in fact, are carried on at $Re = 3 \times 10^5$, while experiments refer to $Re = 2.88 \times 10^6$, leading to different behaviors in the boundary layer mechanics. Nevertheless, XFOIL viscous predictions at $Re = 3.00 \times 10^5$ confirm the CFD pressure coefficient distribution. After these considerations, compliance with the experimental data assures that the pressure field is well captured by the CFD model, proving the quality of the numerical model via both global and local quantities.

![Figure 7. Two-dimensional model validation. (a) Comparison between the experimental and the CFD-computed drag coefficient of the undamaged NACA 0012 airfoil as a function of the turbulence model and the mesh refinement level; (b) Pressure coefficient distribution as a function of the turbulence model obtained using the finest grid. Red triangles denote the pressure coefficient experimentally acquired by Gregory and O’Reilly [57]. Single curve reported being the flow symmetric.](image-url)

As a further step in the validation process of the two-dimensional model, we trace the resolution of the near wall gradients. The clean geometry is still exploited as a reference for the grid tuning process. Thus, the wall $y$-plus value, $y^+_w$, and the local friction coefficient, $C_f = \tau_w / \rho \infty v$, are investigated as a function of the turbulence model. Figure 8a reports the $y^+_w$ distribution along the clean airfoil obtained with the finest grid. As the reader can observe, each of the three adopted models provides values around the recommended threshold for wall-resolved RANS simulations (i.e., $y^+_w < 1$), which allows us to state that, within the boundary layer, there is a sufficient number of points to resolve the velocity gradients near the walls accurately. The fine grid provides an average $y^+_w$ value of 0.18 using the TSST model. This value is well below the recommended threshold for wall-turbulence estimation, allowing a large margin also for the simulation of the damaged geometry. In that case, in fact, different wall dynamics are expected, especially in the delamination zone, and $y^+_w$ values closer to 1 are expected. Figure 8b reports the friction coefficient distribution. It can be observed that the SA and the $k - \omega$ SST models’ predictions along the airfoil are very similar, while the TSST model provides for a recirculation zone on the final section of the airfoil. This fact is more consistent with the airfoil wall dynamics, making the TSST model outperform the other models concerning the experimental measurements. Such behavior is due to the low-Reynolds conditions of the flow. Thus, the ability of the TSST
model to account for transition phenomena of the boundary layer is a fundamental aspect of predicting the flow physics correctly.

Finally, we conclude the two-dimensional model tuning by tracing its behavior in off-design conditions. Thus, the lift, $C_l$, and drag, $C_d$, coefficients distributions are obtained as a function of the angle of attack and compared with experimental data. Figure 9 reports the results of the analysis. Numerical data are still obtained with the most refined grid combined with the TSST model. High compatibility with experiments in a wide range of angles of attack is observed. In particular, the linear portion of the lift curve is very well captured by the steady-state RANS-TSST model (Figure 9a). While approaching stall conditions, RANS modeling struggles to capture the wake turbulent mechanics. This is why the CFD drag results do not perfectly fit the experimental data at high angles of attack (Figure 9b).

Based on these findings, the most refined grid combined with the TSST turbulence model is selected for the subsequent analyses. The model provides excellent agreement with the experimental data. In addition, offering an average $y_w^+$ value of around 0.18, the model is promising to trace the flow physics even in off-design conditions.
3.2. Three-Dimensional CFD Model Validation

Following the two-dimensional model tuning, here we report the validation process concerning the three-dimensional arrangement. Since no experimental data are available to compare CFD outcomes, a mesh sensitivity study is carried out to establish the grid refinement level and the turbulence model in light of making results independent from the numerics. Thus, the global drag coefficient of the blade is gathered from three turbulence models (i.e., the SA, the \(k-\omega\) SST and the TSST models) and three increasingly refined meshes, fitting approximately 1.25, 2.5, and 5 million elements, respectively. The drag coefficient values are scaled with the corresponding outcome obtained with the most refined setup combined with the TSST turbulence model, \(C_{d_{\text{Fine,TSST}}}\). Such a rescaling choice is motivated by the fact that TSST model has shown the best results in the two-dimensional setup compared to the available experimental data.

Figure 10a summarize the outcome of the analysis. The reader can observe that very high compatibility is recovered among whole methodologies. The scaled \(C_d\) values, in fact, are clustered to 1 as the mesh refinement level increases, regardless of how turbulence is accounted for. We observe that compared to the 2D case, in three-dimensional conditions, the TSST model does not outperform the others. The reason has to be found in the geometry damage, the latter triggering the separation of the boundary layer almost independently of the turbulence model, and even the SA one-equation model fits results independent of grid resolution. Thus, the fine mesh combined with the TSST is used to head the three-dimensional system mechanics.

Finally, we verify the mesh quality by tracing the \(y^+\) wall values. Figure 10b provides the contour plot of the \(y^+\). Again, the model confirms its quality since the near-wall resolution is consistently higher than the recommended thresholds for wall-resolved RANS simulations.
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**Figure 10.** Three-dimensional model validation. (a) CFD-computed drag coefficient of the damaged blade as a function of the turbulence model and the mesh refinement level; (b) Wall \(y^+\) contour obtained with the finest grid and the TSST model at \(0^\circ\) incidence.

4. Results and Discussion

This section compares the 2D and the 3D damaged blades’ aerodynamic behaviour to highlight the differences and compatibilities between the two modeling approaches.

4.1. Flow Assessments Qualitative Comparison between 2D and 3D Models

Firstly, we remark on the flow configuration in a 3D path. Figure 11 shows the streamlines for the damaged blade with \(4^\circ\) incidence. The damaged blade’s flow mechanics is very complex since pathlines reveal several flow detachments and vortical structures, the latter induced by the erosion and the rough surface of the leading edge. In particular, geometrical features such as spikes and steps avoid flow streamlining, making the system’s macroscopic behavior strongly three-dimensional.
Figure 11. Streamlines around the damaged blade at 4° incidence. (a) Streamlines on the suction side of the blade; (b) Streamlines in three xy planes passing through 1/4, 1/2, and 3/4 of the span.

The friction coefficient distribution reveals further insights into the three-dimensional flow field. In particular, Figure 12 provides the comparison between the 0° and the 4° incidence configurations. Friction values abruptly increase on the various delaminated edges, the latter acting as an intense source of instability for the local boundary layer. The $C_f$ map suggests some clear patterns of the flow. In fact, vortices generated by the eroded leading edge are leaving a trace on the blade surface. The higher a vortex is, the tighter the friction coefficient trace becomes. Thus, since at $\alpha = 4^\circ$ the boundary layer is substantially thicker than the zero incidence case, vortical structures are driven further from the surface, leading to narrower friction coherent traces.

Figure 12. Comparison between contour plots of the friction coefficient on the damaged blade at 0° incidence and 4° incidence. (a) $C_f$ contour at $\alpha = 0^\circ$; (b) $C_f$ contour at $\alpha = 4^\circ$.

Now a question arises. Can such a complex flow be modeled with a two-dimensional approach? Having a sufficiently accurate two-dimensional model is an undeniable advantage. The 3D setup, in fact, consists of about 5 million elements against the 500 k of the most resolved 2D model. Thus, working with a reliable 2D model would allow easily analyze any concern relating to the safe operation and expected life of a damaged wind turbine with an affordable computational cost. To answer this question first, we can look at the turbulent kinetic energy contours by comparing the 2D setup and several 3D damaged isosurfaces along the blade span. Figure 13 compares the contours of the dimensionless turbulent kinetic energy, $k^* = k/\bar{u}^2_{ref}$, as a function of the blade span for 2D and 3D models. The results refer to the 4° incidence configuration. Looking at the $k^*$ field, the two-dimensional model reasonably reproduces the three-dimensional assessment of the flow. Fluctuation patterns, in fact, look very similar regardless of the geometrical model on both the pressure
and the suction sides, and the magnitude of the dimensionless turbulent kinetic energy are quantitatively comparable. The three-dimensional model exhibits slightly higher turbulent kinetic energy values immediately after the leading edge, and generally, the fluctuation zone is broader. This is due to the roughness effect induced by the leading edge’s sharp edges, which introduces more turbulence in the flow field. Conversely, having a rounded surface, the two-dimensional model produces lower turbulent energy. Thus, regardless of the strongly three-dimensionality of the flow field, the 2D and the 3D models show similar aerodynamics behaviors, at least at the velocity fluctuation level.

The following sections aim to trace the characteristics of the 2D damaged airfoil and compare its aerodynamics behavior with the clean reference geometry and the 3D arrangement. Pressure and friction coefficients, together with polar diagrams, will be examined.

Figure 13. Comparison between contour plots of the non-dimensional turbulent kinetic energy around the 2D airfoil (a) and the 3D blade (b–d) at 4° incidence. (a) Turbulent kinetic energy contour around the two-dimensional airfoil; (b–d) turbulent kinetic energy contour around the three-dimensional blade on a xy plane passing through 1/4, 1/2, and 3/4 of the span, respectively.

4.2. Clean and Damaged 2D Airfoil Comparison

As mentioned, to gradually increase the analysis complexity, we start by comparing the aerodynamics performance of the damaged 2D airfoil with the corresponding clean one. The same numerical model as presented in Section 3.1 is adopted for aerodynamic flow simulation of the damaged airfoil. Figure 14 compares the pressure coefficient trend distributions at various angles of attack. In particular, solid blue lines report variation of $C_p$ for the non-eroded airfoil behavior and red lines for the damaged airfoils. The reader can observe that the delamination zone causes a strong discontinuity in the pressure coefficient distribution, especially in low-incidence angles. This is due to the sudden deceleration of the airflow with consequent pressure recovery in this region, a fact that tends to mitigate
its intensity as the incidence angle increases since the flow at the leading edge reduces its kinetic energy content. However, immediately after the eroded region, a strong suction is recorded. Far from the damaged zone, similar wall pressure values are recovered between the clean and the damaged configurations.

Figure 14. Pressure coefficients comparison between the clean airfoil and the damaged airfoil: the distribution on the Pressure Side (PS) is denoted with the dashed line, while the continuous line is used for the Suction Side (SS) trends. (a) $C_p$ distribution at $0^\circ$ incidence; (b) $C_p$ distribution at $4^\circ$ incidence; (c) $C_p$ distribution at $8^\circ$ incidence; (d) $C_p$ distribution at $12^\circ$ incidence.

Figure 15 provides a comparison for the friction coefficient distributions. The same pattern is adopted, and, in particular, the damaged and the clean airfoil results are compared at different angles of attack. Only suction side distributions are shown to enhance the clarity of the results. Looking at the clean airfoil friction coefficient, the latter presents a steep rise in the damaged zone around the leading edge, followed by a smooth decrease until the $C_f = 0$ condition is met. Flow detachment due to the low-Reynolds conditions happens near the trailing edge for the zero-angle of attack configuration and it moves toward the leading edge at higher incidence angles. The clean geometry smoothly regulates such a transition, and the separation location meets the leading edge at high incidence angles. Conversely, the leading edge erosion promotes an instantaneous recirculation of the boundary layer, and even for the zero-incidence case, the $C_f$ coefficient experiences negative values near the leading edge.
Figure 15. Friction coefficients comparison between the clean airfoil and the damaged airfoil. $C_f$ distribution at (a) 0° incidence; (b) 4° incidence; (c) 8° incidence; (d) 12° incidence.

The difference of pressure and friction coefficients between the clean and the damaged case induces a significant reduction in the off-design eroded profile performance. In this regard, Figure 16 reports the polar diagrams comparison between the two geometries. The incidence values up to the stall condition are studied. To analyze the behavior of the airfoil beyond this condition, a non-stationary model should be set up, which is beyond the scope of this paper. Moreover, the most significant eroded areas are confined towards the blade tip, due to the higher rotational velocity. Airfoils in this area rarely experience very off-project angles of attack. Looking at Figure 15a, simulations predict the erosion to have a small impact on the lift coefficient at low incidences, while a more pronounced discrepancy is observed at higher angles of attack. Eroded airfoil drag polar plot, on the other hand, is systematically shifted upward by a value of 0.15–0.18 in the whole operation range. Thus, both $C_l$ and $C_d$ curves disclose a degradation of the aerodynamic performance of the damaged airfoil that generally increases with the angle of attack.
4.3. Damaged 3D Performance Against 2D Eroded Assessment

Having understood the essential aspects relating to the damage 2D airfoil performance compared to the clean one, the present section aims to reach the aerodynamic characteristics of the 3D blade with the eroded 2D profile.

Since wall quantities depend on non-dimensional chordwise, \( x^* = x/c \) and spanwise, \( z^* = z/b \), coordinates, wall properties are post-processed accordingly to spanwise-average operations. Thus, the three-dimensional spanwise-averaged coefficient distribution can be calculated from:

\[
C_x(x^*_i) = \frac{1}{N_z} \sum_{k=1}^{N_z} C_x(x^*_i, z^*_k)
\]  

(10)

Here, \( C_x(x^*_i, z^*_k) \) denotes the \( N_z \) pressure (or friction) coefficient values corresponding to a certain \( x^*_i \) and \( z^*_k \) blade surface location, the latter discretely selected as in Figure 17.

Signal variations are then quantitatively traced by computing the root-mean-square of the difference between the local pressure and friction coefficient distributions and the respective spanwise-average values, as

\[
\sigma[C_x(x^*_{i})] = \sqrt{\frac{1}{N_z} \sum_{k=1}^{N_z} \left( C_x(x^*_i, z^*_k) - \overline{C_x(x^*_i)} \right)^2}
\]  

(11)

Figure 17. Geometrical representation of the lines where friction and pressure coefficient are evaluated.
Results of the analysis are reported in Figures 18 and 19. In particular, Figure 18 provides the three-dimensional spanwise-averaged pressure coefficient distribution, $C_p(x^*)$, compared to two-dimensional damaged reference. Results refer to the $0^\circ$ (Figure 18a) and $4^\circ$ (Figure 18b) incidence angles, respectively. As can be observed, although the flow is strongly three-dimensional, its mean characteristics are very closely fit by the two-dimensional eroded model. In particular, far from the area where the delaminated and healthy portion meet, the pressure field trend provided by the 2D model adheres perfectly to the forecast provided by the three-dimensional model. Mild discrepancies are detected around the geometrical jump. Here, in particular, the $C_p(x^*)$ distribution shows a smoother behavior in the eroded region with a less marked discontinuity than the 2D airfoil values. This fact is easily explained since the two-dimensional setup is arranged so that a localized discontinuity perfectly uncouples the delaminate and the clean portions of the airfoil. Conversely, the three-dimensional model offers a complex pattern to deal with a realistic eroded leading edge. The latter induces an early separation of the flow in some areas with consequent coverage of part of the area of swirling flows and thickened boundary layer.

![Figure 18](image-url)

Figure 18. Pressure coefficients comparison between the 2D damaged airfoil and the 3D eroded blade. Distributions on the pressure side are denoted with the dashed line while solid lines are used for suction side trends. Dark blue squares denote the $C_p(x^*)$ value over the three-dimensional blade. (a) Pressure coefficients comparison at $0^\circ$ incidence; (b) Pressure coefficients comparison at $4^\circ$ incidence; (c) Pressure coefficient standard deviation on the blade at $0^\circ$ incidence; (d) Pressure coefficient standard deviation on the blade at $4^\circ$ incidence.

Figure 18c,d, on the other hand, provide the trend of $\sigma[C_p(x^*)]$ along the blade. Here it is worth mentioning that such information can only be provided through a complete three-dimensional model. Nevertheless, the $\sigma$ distribution makes it possible to verify a
posteriori how significant the average data of the pressure coefficient is with respect to its true distribution. Thus, we observe that a maximum $\sigma[C_p(x^*)]$ deviation of the order of unity is detected, the peak being clustered around $x^* = 0.1$ where the geometrical discontinuity is nominally located. Conversely, far from the eroded area, the pressure coefficient fluctuations from the mean value are bounded in a small range, with an average of around $1 \times 10^{-2}$. Such a result allows us to state that the real three-dimensionality of the flow is clustered almost exclusively in the area where the eroded part is connected to the clean one, while elsewhere, the flow recovers its two-dimensional nature.

![Graphs](image1.png)

**Figure 19.** Friction coefficients comparison between the 2D damaged airfoil and the 3D eroded blade. Dark blue squares denote the $C_f(x^*)$ value over the three-dimensional blade. (a) $C_f$ distribution at 0° incidence; (b) $C_f$ distribution at 4° incidence; (c) Friction coefficient standard deviation on the blade at 0° incidence; (d) Friction coefficient standard deviation on the blade at 4° incidence.

Having compared the pressure coefficient trends between the 2D and 3D models, we now move forward to the wall velocity gradients analysis by comparing the friction coefficient distributions and observing their average local fluctuations. Figure 19 reports the results of the analysis. Moreover, in this case it can be observed that the two-dimensional model well reproduces the friction coefficient’s global trend. In particular, far from erosion, the 2D and 3D predictions are almost superimposable both for the case with 0° (Figure 19a) and 4° (Figure 19b) angle of attacks. The most significant discrepancy between the two modeling methodologies is observed in the eroded area, where the 3D model always predicts a slightly anticipated flow separation, whereas the 2D model concentrates it almost exclusively around the geometric discontinuity.

The analysis of the root-mean-square deviation distributions (Figure 19c,d) shows that the 3D friction values are well confined around their average, with a deviation that does not exceed the second decimal digit. Nevertheless, if pressure coefficient distributions are
impressively superimposed between the two-dimensional and three-dimensional model, a 3D eroded pattern leads to more significant discrepancies in the boundary layer flow mechanics, with consequent less compatibility between the 2D and 3D friction coefficients.

Finally, Figure 20 compares the off-design behavior of the 2D and 3D arrangements by displaying the lift and drag coefficient distributions as a function of the angle of attack. As expected, the lift coefficient trends for the 2D and 3D configurations are almost identical (Figure 20a). This is because the 2D and 3D pressure fields are effectively equivalent at an extensive range of angles of attack, resulting in a similar lift coefficient between the two modeling techniques. On the other hand, the three-dimensional model’s drag coefficient is systematically higher (by roughly 17%) than in the damaged 2D instance (Figure 20b). This is owing to the differing wall dynamics experienced by the 3D geometry near the leading edge. Although the friction coefficient is an essential factor in predicting blade aerodynamics, in any digital twin model that aims at evaluating a wind turbine’s service life would have the primary goal of accurately estimating the lift coefficient. Such a parameter, in fact, is the primary contributor to yearly electricity production, and as such, it is the critical datum for estimating maintenance interventions. As a result of present investigations, a simple eroded 2D model, adequately calibrated, has been shown to thoroughly represent the overall aerodynamics of a wind turbine blade under eroded leading edge conditions at a much lower computational cost than a fully 3D setup. In particular, present analyses are performed on a workstation composed of 2 Intel® Xeon® X5650 CPUs and 24GB of RAM. With such an architecture, two-dimensional simulations took about 30 min to get the convergence of the flow quantities, while 3D cases take about 15 h. Thus, the computational cost of the 2D model is negligible compared to the 3D approach, making 2D modeling an underlying basis in defining a digital twin for predicting the service life of a wind turbine.

5. Conclusions

The present work compares three-dimensional CFD RANS modeling of leading-edge eroded wind turbine blades with simplified two-dimensional setups. First, the numerical models’ behavior is evaluated to establish the optimal arrangement for grid resolution and turbulence model. Thus, a validation campaign with experimental data is reported for global and local quantity convergence, determining the optimal mesh refinement level and the most appropriate turbulence model for predicting the airfoil and the blade aerodynamic performance at low Reynolds numbers which are experienced in wind turbines operation. According to our analyses, a 500 k-element 2D assessment coupled with the TSST model provides a good balance between computational time and
accuracy, while a 5 million-element 3D setup, always combined with the TSST model, ensures grid independency for the blade aerodynamics.

Qualitative (i.e., observation of fluid fields) and quantitative observations (i.e., analysis of wall flow properties) are then provided. From the first set of analyses, we found that, regardless of the strongly three-dimensionality behavior of the blade, 2D and 3D turbulent kinetic energy fields are closely similar. This encourages us to address deeper comparison levels by looking at pressure and friction coefficient distribution as well as the polar diagrams. Quantitative observations show that the 2D approach accurately fits surface pressure trends, as well as excellent agreements in lift coefficient in a wide range of angles of attack are recovered. On the other hand, a systematic underestimation of the drag coefficient of about 17% in the whole range of operations is observed. The outcomes of this research are crucial since they confirm that the system’s inviscid characteristics (i.e., pressure distribution and lift coefficient) are not characterized by extremely three-dimensional effects and that a simplified two-dimensional model can forecast their trends accurately. Thus, a reduced-order model will well represent the more significant characteristics of the complex three-dimensional severely eroded blade, and do so at a much lower computational cost. In addition, since the lift coefficient is the fundamental parameter for forecasting the AEP of a wind power plant, simplified 2D models like the one proposed by the authors may serve as a foundation for simplified predictive models of the wind farm’s working life accounting for blade erosion.

Future works will investigate other stages of the erosion process as well propose an algebraic model calibrated on CFD data to determine the operating life of wind turbines accounting for the erosion of the leading edge.
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**Abbreviations**
The following abbreviations are used in this manuscript:

| Abbreviation | Full Form |
|--------------|-----------|
| AEP          | Annual Energy Production |
| CFD          | Computational Fluid Dynamics |
| LEE          | Leading Edge Erosion |
| PS           | Pressure Side |
| RANS         | Reynolds-Averaged Navier-Stokes |
| SA           | Spalart–Allmaras |
| SS           | Suction Side |
| SST          | Shear Stress Transport |
| TSST         | Transition Shear Stress Transport |
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