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Abstract

In recent years, important progress has been made in the field of two-dimensional statistical physics. One of the most striking achievement is probably the proof of conformal invariance of percolation. This theorem, together with the introduction of the so-called Schramm-Loewner Evolution and techniques developed over the years in percolation, allow to describe the critical and near-critical regime of percolation very precisely.

Note to the reader. Many lecture notes [39] and books [5, 13, 14] already exist on this subject. The present notes are not intended to provide a general exposition but to gather what was explained during a course given by the two authors at the 2011 Florence Summer School, and to provide a few additional details. Most proofs are omitted, since they are given in a very satisfying fashion in other places (we refer to such places where needed). Still, we present a few proofs, which are either quite short and naturally included in the text, or done in a non-standard manner. We include an extended bibliography to which the avid reader is advised to refer.
1 Introduction

The model of percolation was introduced by Broadbent and Hammersley in 1950 [7]. For \( p \in (0, 1) \), (site) percolation on the triangular lattice \( \mathbb{T} \) is a random coloring of sites, each site being open with probability \( p \) and closed otherwise, independently of the other sites. Site percolation on the triangular lattice can be seen as a model on faces of the hexagonal lattice (via duality): each face being open with probability \( p \) and closed otherwise, independently of the other faces. In these notes, we will work only with this model and will denote the measure by \( \mathbb{P}_p \). For general background on percolation, we refer the reader to the books of Grimmett [13] and Kesten [18].

We will be interested in the connectivity properties of the model. Two faces \( a \) and \( b \) of the hexagonal lattice are connected (denoted by \( a \leftrightarrow b \)) if there exists a path of adjacent open faces starting at \( a \) and ending at \( b \). If there exists a path of adjacent closed faces starting at \( a \) and ending at \( b \), we write \( a \leftrightarrow b \). A cluster is a maximal connected component of open faces.

It is classical that there exists \( p_c \in (0, 1) \) —called the critical point— such that for \( p < p_c \), there exists almost surely no infinite cluster, while for \( p > p_c \), there exists almost surely a unique one. Since the model is invariant under translations, the definition of \( p_c \) can be expressed in terms of the probability \( \theta(p) := \mathbb{P}_p(0 \leftrightarrow \infty) \) that the origin is in an infinite cluster: when \( p < p_c \), \( \theta(p) = 0 \) while for \( p > p_c \), \( \theta(p) > 0 \). The aim of these lectures is the following result, that we attribute to several contributors (in the chronological order):

**Theorem 1.1 (Kesten, Schramm, Lawler, Werner, Smirnov).** For the (face) percolation on the hexagonal lattice, \( p_c = 1/2 \) and for \( p \searrow 1/2 \)

\[
\theta(p) = (p - 1/2)^{5/36 + o(1)}.
\]

The two first lectures will study crossing probabilities (the probability to have an open path connecting two boundary arcs of a domain) when the parameter \( p \) equals 1/2: we will present the Russo-Seymour-Welsh theory and the Cardy-Smirnov formula. The latter, sometimes referred to as conformal invariance of critical percolation, will allow us to describe the scaling limit of interfaces. This fundamental fact is the crucial step in the computation of so-called critical exponents. We will not give any details of the computation of the critical exponents, yet we will discuss some of their applications. In the fourth lecture, we will leave percolation with parameter 1/2 to study its dependence in \( p \). We will prove that \( p = 1/2 \) is the critical parameter of site percolation on the triangular lattice. The techniques that we use will allow us to study near-critical percolation, and to derive Kesten scaling relations. This last fact, which is the last step towards Theorem 1.1, will take us the last lecture. We will finish by giving several open questions and conjectures related to percolation.

**Notation and basic properties.** Except otherwise stated, \( \mathbb{H} \) is the hexagonal lattice with mesh-size 1, centered such that the origin 0 is the center of one of the faces, and rotated so that \( i\mathbb{R} \) is an axis of symmetry for \( \mathbb{H} \). We will often use complex coordinates to specify the position of a point. In particular, a face will be indexed by its center (which corresponds to the vertex in the triangular dual lattice). Rectangles \( [a, b] \times [c, d] \) are the set of faces such that \( e^{i\pi/3} n + m \) with \( n \in [a, b] \) and \( m \in [c, d] \).
Figure 1: Cluster density with respect to $p$. Non-trivial facts in this picture include $p_c = 1/2$, $\theta(p_c) = 0$ and the behavior near the critical point. We do not investigate properties such as continuity of the cluster density away from $p_c$, concavity above $p_c$ and other known facts.

We will denote by $u_p \asymp v_p$ if there exist two constants $A, B$ not depending on $p$ such that $Au_p \leq v_p \leq Bu_p$ for all $p$.

We will harness the FKG inequality and the monotonicity of percolation a few times. We recall these two facts now. An event is called increasing if it is preserved by addition of open faces, see Section 2.2 of [13] (a typical example is the existence of an open path from one set to another). Recall that $p < p'$ implies that $P_p(A) \leq P_{p'}(A)$. Moreover, for every $p \in [0, 1]$ and $A, B$ two increasing events,

$$P_p(A)P_p(B) \leq P_p(A \cap B) \quad \text{(FKG inequality)}.$$

## 2 Crossing probabilities at $p = 1/2$

In this section, fix $p = 1/2$.

### 2.1 Russo-Seymour-Welsh theory

Define the ball $B_n := \{ x \in \mathbb{H} : d(\mathbb{H}, x, 0) \leq n \}$ ($d(\mathbb{H}, \cdot, \cdot)$ is the graph distance, so that balls have hexagonal shapes) and the annulus $A_n = B_{3n} \setminus B_n$. Let $E_n$ be the event that there exists an open circuit of adjacent faces in $A_n$ that surrounds the origin.

**Theorem 2.1** (Russo [30], Seymour-Welsh [31]). There exists $C$ such that for every $n > 0$,

$$P_{1/2}(E_n) \geq C > 0.$$

Russo-Seymour-Welsh Theorem (RSW for short) had a great impact on two-dimensional percolation and more generally statistical physics. We will use it extensively in the notes. Though, this property is typical of $p = 1/2$: it is natural to expect that the probability of this event goes to 0 (resp. 1) below $p_c$ (resp. above) since percolation looks like a big sea of closed faces with small islands of open faces in the middle (resp. the opposite). Making this vague statement rigorous is not completely elementary and is the object of Theorem 5.1.

We present one of the many proofs of RSW (this one is inspired by a proof due to Smirnov, and available in french in [40]).
Figure 2: The dark grey area is the set of faces which are discovered after conditioning on \( \{ \Gamma = \gamma \} \). The white area is \( \Omega_\gamma \).

**Proof.** Step 1: Let \( n > 0 \) and index the edges of \( B_n \) as in Fig. 2. Consider the event that \( \ell_1 \) is connected by an open path to \( \ell_3 \cup \ell_4 \). The complement of this event is that \( \ell_2 \) is connected by a closed path to \( \ell_5 \cup \ell_6 \). Using the symmetry between closed and open faces and the invariance under the rotation of angle \( \pi/3 \), we find that
\[
P_{1/2}(\ell_1 \leftrightarrow \ell_3 \cup \ell_4) = 1/2.
\]
In fact, we also have that
\[
P_{1/2}(\ell_1 \leftrightarrow \ell_4) \geq 1/8.
\]
Indeed, either this is true or \( P_{1/2}(\ell_1 \leftrightarrow \ell_3) \geq 1/2 - 1/8 \). But in this case, using FKG,\[
P_{1/2}(\ell_1 \leftrightarrow \ell_4) \geq P_{1/2}(\ell_1 \leftrightarrow \ell_3) P_{1/2}(\ell_2 \leftrightarrow \ell_4) \geq (3/8)^2 \geq 1/8.
\]
(2.1)

This shows that crossing a rotationally symmetric shape is not hard. The difficult step is to prove that one can cross a thin shape in the long direction.

Step 2: Now consider the “rectangle” \( R_n = B_n \cup (B_n - 2ni) \) and index its edges as in Fig. 2. For a path \( \gamma \) from \( \ell_1 \) to \( \ell_4 \), define the domain \( \Omega_\gamma \) to be the faces of \( R_n \) strictly on the right of \( \gamma \cup \sigma(\gamma) \), where \( \sigma \) is the symmetry with respect to \( \ell_1 \). Once again, the complement of \( \{ \ell_4 \cup \gamma \leftrightarrow \ell_3 \cup \ell_10 \text{ in } \Omega_\gamma \} \) is \( \{ \ell_9 \cup \sigma(\gamma) \leftrightarrow \ell_2 \cup \ell_3 \text{ in } \Omega_\gamma \} \). Using the switching of colors and the symmetry with respect to \( \ell_1 \), we deduce that the probability of the former is 1/2\(^1\).

If \( E := \{ \ell_1 \leftrightarrow \ell_4 \} \) occurs, set \( \Gamma \) to be the left-most crossing between \( \ell_1 \) and \( \ell_4 \). For a given path \( \gamma \) from \( \ell_1 \) to \( \ell_4 \), the event \( \{ \Gamma = \gamma \} \) is measurable only in terms of faces to the left of \( \gamma \). In particular, conditionally to \( \{ \Gamma = \gamma \} \), the configuration in \( \Omega_\gamma \) is a percolation configuration, so that
\[
P_{1/2}((\ell_4 \cup \gamma) \leftrightarrow (\ell_{10} \cup \ell_{11}) \text{ in } \Omega_\gamma \mid \Gamma = \gamma) = 1/2.
\]

---

\(^1\)Actually is it slightly larger since the face of \( \gamma \cap \ell_1 \) is open.
Therefore, we find
\[ P_{1/2}(\ell_4 \leftrightarrow (\ell_{10} \cup \ell_{11})) = P_{1/2}(\ell_4 \leftrightarrow (\ell_{10} \cup \ell_{11}), E) \]
\[ = \sum \gamma P_{1/2}(\ell_4 \leftrightarrow (\ell_{10} \cup \ell_{11}), \Gamma = \gamma) \]
\[ \geq \sum \gamma P_{1/2}((\ell_4 \cup \gamma) \leftrightarrow (\ell_{10} \cup \ell_{11}) \text{ in } \Omega_{\gamma}, \Gamma = \gamma) \]
\[ \geq \sum \gamma \frac{1}{2} P_{1/2}(\Gamma = \gamma) = \frac{1}{2} P_{1/2}(E) = \frac{1}{16}. \]

**Step 3:** Invoking the FKG inequality, we obtain
\[ P_{1/2}(\ell_4 \leftrightarrow \ell_9) \geq P_{1/2}(\ell_4 \leftrightarrow (\ell_{10} \cup \ell_{11})) P_{1/2}((\ell_2 \cup \ell_3) \leftrightarrow \ell_9) \geq \frac{1}{16^2}. \]

Assuming that the six rectangles described in Fig. 3 are crossed (in the sense that there are paths between opposite short edges), we obtain the result using FKG a last time. \(\blacksquare\)

The first corollary of RSW is the following lower bound on \(p_c\) (historically, this result was first proved this way; a modern and robust argument due to Zhang implies this result very easily, see Section 11 of [13]).

**Corollary 2.2** (Russo [30]). We have \(\theta(1/2) = 0\); in particular, \(p_c \geq 1/2\).

**Proof.** We prove that 0 is almost surely not connected by a closed path to infinity (it is the same probability for an open path). Let \(N > 0\). The origin being connected to \(\partial B_{3N}\) by a closed path implies that for every \(n < N\), \(E_{3n}^c\) occurs. Therefore,
\[ P_{1/2}(0 \leftrightarrow \partial B_{3N}) \leq P_{1/2}\left( \bigcap_{n<N} E_{3n}^c \right) \leq \prod_{n<N} P_{1/2}(E_{3n}^c) \leq (1 - C)^N. \]

In the second inequality, we have used independence between percolation in different annuli. In particular, it converges to 0 when \(N\) goes to infinity, implying \(\theta(1/2) = 0\). The definition of \(p_c\) implies \(p_c \geq 1/2\). \(\blacksquare\)
In general, we are interested in crossing probabilities for more general shapes. More precisely, we wish to let the size of the graph go to infinity, but keeping the same global shape. A natural way to do this is to shrink the lattice instead of looking at bigger and bigger scales. This is called taking scaling limits.

Consider a topological rectangle \((\Omega, A, B, C, D)\), i.e. a smooth, bounded simply connected domain \(\Omega \neq \mathbb{C}\) with four distinct points \(A, B, C\) and \(D\) on the boundary, indexed in counter-clockwise order. For \(\delta > 0\), we will be interested in percolation on \(\Omega_\delta := \Omega \cap \delta \mathbb{H}\). The graph \(\Omega_\delta\) should be seen as a discretization of \(\Omega\) at scale \(\delta\). Let \(A_\delta, B_\delta, C_\delta\) and \(D_\delta\) be the vertices of \(\partial \Omega_\delta\) that are closest to \(A, B, C\) and \(D\) respectively. Let \(C_\delta(\Omega, A, B, C, D)\) be the event that there is an open path in \(\Omega_\delta\), between the intervals \(A_\delta B_\delta\) and \(C_\delta D_\delta\) of its boundary. We call such a path a crossing, and the event a crossing event. Sometimes, we will say that the rectangle is crossed if there exists a crossing.

With a slight abuse of notation, we will denote the percolation of parameter \(1/2\) on \(\delta \mathbb{H}\) by \(\mathbb{P}_{1/2}\) (even though the measure is the push-forward of \(\mathbb{P}_{1/2}\) by the homothety \(x \mapsto \delta x\)).

**Corollary 2.3.** Let \((\Omega, a, b, c, d)\) be a topological rectangle. There exist \(C_1, C_2 > 0\) such that for every \(\delta > 0\),

\[
0 < C_1 \leq \mathbb{P}_{1/2}(\mathcal{C}_\delta(\Omega, A, B, C, D)) \leq C_2 < 1.
\]

![Figure 4: Paths of annuli linking two edges of a topological rectangle. If each of these annuli contains a circuit disconnecting the interior from the exterior boundary, we obtain an open path connecting the two edges.](image)

**Proof.** It is sufficient to prove the lower bound. Indeed, the upper bound is a consequence of the following fact: since the complement of \(C_\delta(\Omega, A, B, C, D)\) is the existence of a closed circuit from \(B_\delta C_\delta\) to \(D_\delta A_\delta\), it has same probability as \(C_\delta(\Omega, B, C, D, A)\). Therefore, if this probability is bounded from below, the probability of \(C_\delta(\Omega, A, B, C, D)\) will be bounded from above.

Fix \(\varepsilon > 0\) independent of \(\delta > 0\). For a hexagon \(h\) of radius \(\varepsilon > 0\), we set \(\tilde{h}\) to be the hexagon with the same center and radius \(3\varepsilon\). Now, consider a collection \(h_1, \ldots, h_k\) of hexagons of radius \(\varepsilon\) satisfying the following conditions:

- \(h_1\) intersects \(AB\) and \(h_k\) intersects \(CD\),
Let $E^\delta_i$ the event that there is an open circuit in $\Omega^\delta \cap (\tilde{h}_i \setminus h_i)$ surrounding $\Omega^\delta \cap h_i$. By construction, if each $E^\delta_i$ occurs, there is a path from $AB$ to $CD$, see Fig. 4. Using Theorem 2.1, the probability is bounded from below by $C^k$ uniformly in $\delta$.

In particular, we deduce that long rectangles are crossed in the long direction with probability bounded away from 0 as $\delta \to 0$. This result is the classical formulation of RSW.

We finish with a property of percolation with parameter 1/2: connectivity properties decay as power laws:

**Corollary 2.4.** There exist $\alpha, \beta > 0$ such that for every $n > 0$,

$$n^{-\alpha} \leq \mathbb{P}_{1/2}(0 \leftrightarrow \partial B_n) \leq n^{-\beta}.$$

**Proof.** The existence of $\beta$ is given by (2.2). For the lower bound, use the following construction: define $R_n := [0, 2^n] \times [0, 2^{n+1}]$ if $n$ is odd, and $R_n := [0, 2^{n+1}] \times [0, 2^n]$ if it is even. Set $F_n$ to be the event that $R_n$ is crossed in the “long” direction. Corollary 2.3 implies the existence of $C > 0$ such that $\mathbb{P}_{1/2}(F_n) \geq C$ for every $n > 0$. We have

$$\mathbb{P}_{1/2}(0 \leftrightarrow \partial B_{3N}) \geq \mathbb{P}_{1/2} \left( \bigcap_{n < N} F_n \right) \geq \prod_{n < N} \mathbb{P}_{1/2}(F_n) \geq C^N.$$

This yields the existence of $\alpha$. \qed

The event $\{0 \leftrightarrow \partial B_n\}$ is call the one-arm event, meaning that there exists an open path (an arm) from 0 to the boundary of the box. More generally, for $j \geq 1$, fix a sequence $\sigma$ of colors (“open” $O$ or “closed” $C$) of length $j$. For $n < N$, define $A_{j,\sigma}(n, N)$ to be the event that there are $j$ disjoint paths from $\partial B_n$ to $\partial B_N$ with colors $\sigma_1, \ldots, \sigma_j$ when the paths are indexed in counter-clockwise order. For instance, $A_{1,O}(n, N)$ is the one-arm event corresponding to the existence of a crossing from the inner to the outer boundary of $B_N \setminus B_n$.

Let us define $\pi_{j,\sigma}(n, N) = \mathbb{P}_{1/2}(A_{j,\sigma}(n, N))$ and $\pi_{j,\sigma}(n) = \mathbb{P}_{1/2}(A_{j,\sigma}(j, n))$. It can be shown following the previous proof that $\pi_{j,\sigma}(n, N)$ is between two powers of $n/N$ uniformly in $n$ and $N$. It is therefore natural to predict that there exists a critical exponent $\alpha_{j,\sigma} \in (0, \infty)$ such that

$$\pi_{j,\sigma}(n, N) = (n/N)^{-\alpha_{j,\sigma} + o_{\alpha_{j,\sigma}}(1)}.$$

We mention that when $j = 5$ and $\sigma = OCOOC$, it is possible to compute the critical exponent explicitly using only RSW. This is an example of universal exponent. We state it as a proposition, and refer to [21, 28] for a proof.

**Proposition 2.5** (Kesten-Sidoravicius-Zhang). Fix $j = 5$ and $\sigma = OCOOC$, for every $n > 0$, $\pi_{5,OCOOC}(k, n) \asymp (k/n)^2$.

Note that the result is in fact stronger. Assume that one has RSW below scale $n$ with a uniform lower bound $\varepsilon > 0$ on the probability to see a circuit in an annulus, then there exists $A_\varepsilon$ and $B_\varepsilon$ such that

$$A_\varepsilon(k/n)^2 \leq \pi_{5,OCOOC}(k, n) \leq B_\varepsilon(k/n)^2.$$
Morality. RSW allows to prove that connectivity properties decay polynomially fast at criticality. In general, RSW is not sufficient to compute $\alpha_{j,\sigma}$ or even to guarantee its existence. One needs to understand deeply the behavior of the scaling limit (the limit when the meshsize $\delta$ goes to 0) of percolation. The main step towards this understanding is the proof that crossing probabilities actually converge. This is the subject of the next section.

The fact that critical exponents are not implied by RSW is not surprising. Actually, RSW is a very general feature of two-dimensional statistical models with continuous phase transition (even though we know how to prove it in very few cases). Somehow, it is equivalent to the fact that there are scaling limits along subsequences. Note that for different models, critical exponents can be completely different, which reminds us that RSW is not sufficient (except for the universal exponents, which are universal by definition). On the other hand, it can seem surprising that proving the convergence of crossing probabilities is sufficient...

3 The Cardy-Smirnov formula

In 1994, Langlands, Poulliot and Saint-Aubin [23] published a number of numerics in favor of conformal invariance of crossing probabilities in the scaling limit (the idea of looking at interfaces and crossings is apparently due to Aizenman). They checked that taking different rectangles, the probability of $C_\delta(\Omega, A, B, C, D)$ converges when $\delta$ goes to 0 towards a limit which is the same if $(\Omega, A, B, C, D)$ and $(\Omega', A', B', C', D')$ are image of each other by a conformal map. The paper [23], while only numerical, attracted many mathematicians to the domain. The same year, Cardy [9] proposed an explicit formula for the limit of crossing probabilities. Finally, in 2001, Smirnov proved Cardy’s formula rigorously.

Theorem 3.1 (Smirnov [33]). The probability of the event $C_\delta(\Omega, A, B, C, D)$ has a limit $f(\Omega, A, B, C, D)$ as $\delta$ goes to 0. Moreover, the limit is conformally invariant, in the following sense: If $\Phi$ is a conformal map from $\Omega$ to another simply connected domain $\Omega' = \Phi(\Omega)$, and extends continuously to $\partial \Omega$, then

$$f(\Omega, A, B, C, D) = f(\Phi(\Omega), \Phi(A), \Phi(B), \Phi(C), \Phi(D)).$$

The proof of this theorem is very well (and very shortly) exposed in the original paper [33]. It has been rewritten in a number of places including [5, 14, 40]. We provide the proof that we used in the lecture (in particular with the same notations), which is mainly inspired by [33] and [3].

As will appear naturally in the proof and was first pointed to by Carleson, $f$ has a most simple expression in the case where $\Omega$ itself is an equilateral triangle with vertices $A$, $B$ and $C$, and the fourth point $D$ is on the interval $(CA)$. In this case, $f(\Omega, A, B, C, D)$ equals $|CD|/|CA|$. By conformal invariance, this gives the value of $f$ for every conformal rectangle, since Riemann mapping Theorem yields that any topological rectangle is conformal to one of these topological rectangles.

Proof. For every vertex $z$ in $\Omega_\delta \setminus \partial \Omega_\delta$, we define $E_{A,\delta}(z)$ to be the event that there exists a simple path of open faces in $\Omega_\delta$, separating $A_\delta$ and $z$ from $B_\delta$ and $C_\delta$ — and $E_{B,\delta}(z)$, $E_{C,\delta}(z)$ similarly, with obvious circular permutations of the letters. Let $H_{A,\delta}(z)$ (resp. $H_{B,\delta}(z)$, $H_{C,\delta}(z)$) be the probability of $E_{A,\delta}(z)$ (resp. $E_{B,\delta}(z)$, $E_{C,\delta}(z)$).
The proof runs into three steps, the second one being the most important:

- First, we prove that \((H_{A,\delta}, H_{B,\delta}, H_{C,\delta})_{\delta > 0}\) is a precompact family of functions (with variable \(z\)).

- Second, introducing the following two sequences of functions defined by
  \[
  H_\delta(z) := H_{A,\delta}(z) + \tau H_{B,\delta}(z) + \tau^2 H_{C,\delta}(z),
  S_\delta(z) = H_{A,\delta}(z) + H_{B,\delta}(z) + H_{C,\delta}(z),
  \]
  we show that any subsequential limits \(h\) and \(s\) of these sequences are holomorphic. Here, \(\tau = e^{i2\pi/3}\). In order to prove this statement, we use Morera’s theorem and we study discrete integrals.

- Third, we use boundary conditions to identify the possible \(h\) and \(s\), and thus guarantee the possible subsequential limit of \((H_{A,\delta}, H_{B,\delta}, H_{C,\delta})_{\delta > 0}\) to be unique. A byproduct of the proof is the exact computation of the limit of \(h\) and \(s\), and thus of the limits of \((H_{A,\delta})\), \((H_{B,\delta})\) and \((H_{C,\delta})\).

Then, making the additional remark that \(E_{C,\delta}(D_\delta)\) is the event \(C_\delta(\Omega, A, B, C, D)\), this will conclude the proof of Theorem 3.1.

**Precompactness.** Using RSW (Theorem 2.1) in concentric annuli\(^2\), we obtain the following: There are two positive constants \(K\) and \(\varepsilon\) such that, for every \(\delta > 0\) and any two points \(z\) and \(z'\) in \(\Omega_\delta\) up to the boundary of the domain, yet at distance \(\varepsilon\) away from \(A, B\) and \(C\),
\[
|H_{A,\delta}(z') - H_{A,\delta}(z)| \leq K |z' - z|^{\varepsilon}
\]
and a similar bound for \(H_{B,\delta}\) and \(H_{C,\delta}\). Hence, if we suitably extend these functions continuously to \(\Omega\), we obtain a family of uniformly Hölder maps from \(\Omega\) to \([0, 1]\). The family is then relatively compact with respect to uniform convergence, and it is hence possible to extract a subsequence \((H_{A,\delta_n}, H_{B,\delta_n}, H_{C,\delta_n})_{n > 0}\), with \(\delta_n \to 0\), which converges uniformly to a triple of Hölder maps \((h_A, h_B, h_C)\) from \(\Omega\) to \([0, 1]\). From now on, we set \(h = h_A + \tau h_B + \tau^2 h_C\) and \(s = h_A + h_B + h_C\) (they are the limits of \((H_{\delta_n})_{n > 0}\) and \((S_{\delta_n})_{n > 0}\) respectively).

\(^2\)Note that if two points \(z, z'\) are surrounded by an open (or a closed) circuit, then \(H_{A,\delta}(z') = H_{A,\delta}(z)\).
Holomorphicity of $h$ and $s$. To prove that $h$ is holomorphic, one can try to prove that $H_{\delta_n}$ is a sequence of (almost) discrete holomorphic functions, where one needs to specify what is meant by discrete holomorphic. In our case, it will be that discrete contour integrals vanish\(^3\). We refer to [36] for more details on discrete holomorphicity and its connections to statistical physics.

Consider a simple, closed, smooth curve $\gamma$ contained in $\Omega$. For every $\delta > 0$, let $\gamma_\delta$ be a discretization\(^4\) of $\gamma$ contained in $\Omega_\delta$, i.e. a finite chain $(\gamma_\delta(k))_{0 \leq k \leq N_\delta}$ of pairwise distinct vertices of $\mathbb{T}_\delta = \delta \mathbb{H}^*$, ordered in the positive direction, such that for every index $k$, $\gamma_\delta(k)$ and $\gamma_\delta(k+1)$ are nearest neighbors, and chosen in such a way that the Hausdorff distance between $\gamma_\delta$ and $\delta$ goes to 0 with $\delta$. Notice that $N_\delta$ can be taken of order $\delta^{-1}$, which we shall assume from now on.

The discrete curve $\gamma_\delta$ surrounds a finite family of triangular faces of $\mathbb{T}_\delta$, which we shall denote by $\text{Int}(\gamma_\delta)$. An oriented edge $e \in \mathbb{T}_\delta$ belongs to $\gamma_\delta$ if it is of the form $\gamma_\delta(k)\gamma_\delta(k+1)$ (we set $e \in \gamma_\delta$). It belongs to $\text{Int}(\gamma_\delta)$ if it is inside $\gamma_\delta$ (we write $e \in \text{Int}(\gamma_\delta)$).

Define the discrete integral $I_\gamma(H)$ of $H$ (and similarly $I_\gamma(S)$ for $S_\delta$) along $\gamma_\delta$ by

$$I_\gamma^\delta(H) := \sum_{k=0}^{N_\delta} H_\delta(\gamma_\delta(k)) + H_\delta(\gamma_\delta(k+1)) \left(\gamma_\delta(k+1) - \gamma_\delta(k)\right).$$

Our goal is to prove that $I_\gamma^\delta(H)$ and $I_\gamma^\delta(S)$ converge to 0 when $\delta$ goes to 0. Since along the sequence $(\delta_n)$, they also converge to $\int_\gamma h(z)dz$ and $\int_\gamma s(z)dz$, it will imply that $h$ and $s$ are holomorphic via Morera Theorem (recall that $\gamma$ is arbitrary and $h$ and $s$ are continuous as uniform limits of continuous functions).

For an edge $e \in \mathbb{T}_\delta$, define $e^*$ to be the rotation by $\pi/2$ of $e$ (it is an edge of $\Omega_\delta$). For every oriented edge $e = xy \in \mathbb{T}_\delta$, set

$$P_{A,\delta}(e) := \mathbb{P}_{1/2}(E_{A,\delta}(y) \setminus E_{A,\delta}(x)),$$

and similarly $P_B$ and $P_C$.

**Lemma 3.2.** For any smooth $\gamma$, we have when $\delta$ goes to 0,

$$I_\gamma^\delta(H) = \sum_{e \in \text{Int}(\gamma_\delta)} e^* \left[ P_A(e) + \tau P_B(e) + \tau^2 P_C(e) \right] + o(1) \quad (3.2)$$

$$I_\gamma^\delta(S) = \sum_{e \in \text{Int}(\gamma_\delta)} e^* \left[ P_A(e) + \tau^2 P_B(e) + \tau^4 P_C(e) \right] + o(1) \quad (3.3)$$

**Proof.** We treat the case of $H_\delta$. For every oriented edge $e = xy$ in $\mathbb{T}_\delta$, define the following notations:

$$H_\delta(e) := \frac{H_\delta(x) + H_\delta(y)}{2}, \quad \partial_e H_\delta := H_\delta(y) - H_\delta(x).$$

\(^3\)Recall that Morera’s theorem (see e.g. [22]) yields that for any a simply connected domain $\Omega$ of the complex plane, and any $f : \Omega \to \mathbb{C}$ continuous, $f$ is holomorphic if, and only if, for every simple, closed, smooth curve $\gamma$ contained in $\Omega$, the integral of $f$ along $\gamma$ vanishes. Therefore, the previous definition is a relevant discretization of this definition.

\(^4\)discrete contours are often defined on the dual graph. In our case, it is a triangular lattice.
If \( f \) is a (triangular) face of \( \mathbb{T}_\delta \), let \( \partial f \) be its oriented boundary, seen as a set of oriented edges. With these notations, we get the following identity:

\[
I^\delta_x(H) = \sum_{e \in \gamma_\delta} eH_\delta(e) = \sum_{f \in \text{Int}(\gamma_\delta)} \sum_{e \in \partial f} eH_\delta(e).
\] (3.4)

Indeed, in the last equality, each boundary term is obtained exactly once with the correct sign, and each interior term appears twice with opposite signs. The sum of \( eH_\delta(e) \) around \( f \) can be rewritten in the following fashion:

\[
\sum_{e \in \partial f} eH_\delta(e) = \sum_{e = xy \in \partial f} \left( \frac{x + y}{2} - f \right) \partial_e H_\delta.
\]

Putting this quantity in the sum (3.4), the term \( \partial_e H_\delta = H_\delta(y) - H_\delta(x) \) appears twice notice for \( x, y \) nearest neighbors bordered by two triangles in \( \gamma_\delta \), and the factors \((x+y)/2\) cancel between the two occurrences, leaving only the difference between the centers of the faces, i.e. the dual edge of \( xy \). Therefore,

\[
I^\delta_x(H) = \frac{1}{2} \sum_{e \in \text{Int}(\gamma_\delta)} e^* \partial_e H_\delta + o(1).
\] (3.5)

In the previous equality, we used the fact that the total contribution of the boundary goes to 0 with \( \delta \). Indeed, \( e^* \) is of order \( \delta \), and

\[
\partial_e H_\delta = P_{A,\delta}(e) - P_{A,\delta}(-e) + \tau(P_{B,\delta}(e) - P_{B,\delta}(-e)) + \tau^2(P_{C,\delta}(e) - P_{C,\delta}(-e)) \quad (3.6)
\]

so that RSW gives a bound of \( \delta^{1+\epsilon} \) for \( e^* \partial_e H_\delta \). Since there are roughly \( \delta^{-1} \) boundary terms, we obtain that the boundary contributes for at most \( \delta^\epsilon \).

Replacing in (3.5) \( \partial H_\delta \) by its expression (3.6), and re-indexing the sum to obtain each oriented edge in exactly one term, we get the require equality.

\[\square\]

**Lemma 3.3** (Smirnov [33]). For every edge \( e \) of \( \Omega_\delta \), we have the following identities:

\[
P_{A,\delta}(e_1) = P_{B,\delta}(e_2) = P_{C,\delta}(e_3),
\]

where \( e_1, e_2, e_3 \) are three edges emanating from a vertex \( x \).

Even though we include the proof for completeness, we refer the reader to [33] for the (elementary, but very clever) proof of this result. The proof extends to site-percolation with parameter 1/2 on any planar triangulation.

**Proof.** Index the three faces around \( x \) by \( a, b \) and \( c \), and the vertices by \( y, z \) and \( t \) as depicted in Fig. 6. We see events as subsets of \( \{\text{Open}, \text{Closed}\}^{\Omega_\delta} \).

Let us prove that \( P_{A,\delta}(e_1) = P_{B,\delta}(e_2) \). The event \( E_{A,\delta}(y) \setminus E_{A,\delta}(x) \) occurs if and only if there are open paths from \( AB \) to \( a \) and from \( AC \) to \( c \), and a closed path from \( BC \) to \( b \).

Consider the interface \( \Gamma \) between the open cluster connected to \( AC \) and the closed cluster connected to \( BC \), starting at \( C \) up to the first time it hits \( x \) (it will do it if and only if there exist an open path from \( AB \) to \( a \) and a closed path from \( AC \) to \( c \)). Fix a deterministic path from \( C \) to \( x \), the event \( \{\Gamma = \gamma\} \) depends only on faces adjacent to \( \gamma \) (we denote the space of such faces \( \overline{\gamma} \)). Now, on \( \{\Gamma = \gamma\} \), there exists a bijection between configurations with an open path from \( a \) to \( AB \) and configurations with a closed path.
from $a$ to $AB$ (by symmetry between open and closed edges in the domain $\Omega_\delta \setminus \gamma$). This is true for any $\gamma$, hence there is a bijection between the event

$$E_{A,\delta}(y) \setminus E_{A,\delta}(x) = \bigcup_{\gamma} \{ \Gamma = \gamma \} \cap \{ a \leftrightarrow AB \text{ in } \Omega_\delta \setminus \gamma \}$$

and

$$E := \bigcup_{\gamma} \{ \Gamma = \gamma \} \cap \{ a \leftrightarrow AB \text{ in } \Omega_\delta \setminus \gamma \}.$$ 

Note that $E_{B,\delta}(z) \setminus E_{B,\delta}(x)$ is the image of $E$ after switching the colors, so that it is in bijection with it. This part is the key step of the lemma, and is sometimes called **color-switching trick**. Since $\mathbb{P}_{1/2}$ is simply the uniform measure on configurations, we obtain $P_{A,\delta}(e_1) = P(E) = P_{B,\delta}(e_2)$. \hfill $\Box$

We are now in a position to prove that $I_\gamma^\delta(H)$ and $I_\gamma^\delta(S)$ converge to 0. From Lemmata 3.2 and 3.3, we obtain by reindexing the sum

$$I_\gamma^\delta(H) = \sum_{e \subset \gamma} (e^* + \tau(e)^* + \tau^2(e)^*) P_A(e) + o(1) = o(1)$$

using that

$$e^* + \tau(e)^* + \tau^2(e)^* = 0. \quad (3.7)$$

Similarly, for $s$:

$$I_\gamma^\delta(S) = \sum_{e \subset \gamma} (e^* + (\tau(e))^* + (\tau^2(e))^*) P_A(e) + o(1) = o(1).$$

Here, we have used

$$e^* + (\tau(e))^* + (\tau^2(e))^* = 0. \quad (3.8)$$

This concludes the proof of the holomorphicity of $h$ and $s$. 

---

Figure 6: The dark grey and the white hexagons are the hexagons on $\Gamma$, $\Gamma$ being in black.
Identification of $s$ and $h$ via boundary conditions. Let us start with $s$. Since $s$ is holomorphic and real-valued, it must be constant. It is easy to see from the boundary conditions (near a corner for instance) that it is equal to 1. Now, consider $h$. Since $h$ is holomorphic, it is sufficient to identify enough boundary conditions to specify it uniquely.

Let $z \in \Omega$. Since $h_A(z) + h_B(z) + h_C(z) = 1$, $h(z)$ is a barycenter of $1$, $\tau$ and $\tau^2$ and it belongs to the triangle with vertices $1$, $\tau$ and $\tau^2$. Furthermore, if $z$ is on the boundary of $\Omega$, lying between $B$ and $C$, $h_A(z) = 0$ (using RSW), and thus $h_B(z) + h_C(z) = 1$ (since $s = 1$). Hence, $h(z)$ lies on the interval $[\tau, \tau^2]$ of the complex plane. Besides, $h(B) = \tau$ and $h(C) = \tau^2$, so $h$ induces a continuous map from the boundary interval $[BC]$ of $\Omega$ onto $[\tau, \tau]$. By RSW yet again, $h$ is one-to-one on this boundary interval. Similarly, $h$ induces a bijection between the boundary interval $[AB]$ (resp. $[CA]$) of $\Omega$ and the complex interval $[1, \tau]$ (resp. $[\tau^2, 1]$), so putting the pieces together we see that $h$ is a holomorphic map from $\Omega$ to the triangle with vertices at $1$, $\tau$ and $\tau^2$ which extends continuously to $\bar{\Omega}$ and induces a continuous bijection between $\partial \Omega$ and the boundary of the triangle.

From standard results of complex analysis ("principle of corresponding boundaries", cf. for instance Theorem 4.3 in [22]), this implies that $h$ is actually a conformal map from $\Omega$ to the interior of the same triangle. But we know that $h$ maps $A$ (resp. $B$, $C$) to $1$ (resp. $\tau$, $\tau^2$), and this determines it uniquely. In other words, there is only one possible limit for the triple $(H_A, H_B, H_C)$ as $\delta$ goes to 0, which gives conformal invariance for free and concludes the proof of Theorem 3.1.

As a corollary of the proof, we get a nice expression for $h_A$: If $\Phi_{\Omega,A,B,C}$ is the conformal map from $\Omega$ to the triangle mapping $A$, $B$ and $C$ as previously (which means of course that $\Phi_{\Omega,A,B,C} = h$) then

$$H_{A,\delta}(z) \to \frac{2\Re(e^{\Phi_{\Omega,A,B,C}(z)}) + 1}{3}.$$ 

If $\Omega$ is the equilateral triangle itself, then $h$ is the identity map and we obtain Cardy’s formula in Carleson’s form: if $D \in [CA]$ then

$$f(\Omega, A, B, C, D) = \frac{|CD|}{|AB|}.$$ 

It is also to be noted that (3.7) actually characterizes the triangular lattice (and therefore its dual the hexagonal one). So, it seems that the triangular lattice is the only one (apart from trivial modifications of it) in which a fully combinatorial proof of the holomorphicity of $h$ is possible. On the other hand, the holomorphicity of $s$ and therefore the fact that it equals 1 relies only on (3.8), which is true for any triangulation where RSW holds. This seems to be a fundamental property of critical two-dimensional percolation (and might be the key to understanding universality in this particular, limited case, though this is hardly even speculative). As of this time, no direct, combinatorial proof of this fact seems to be known.

Morality. The Cardy-Smirnov formula provides a precise understanding of crossing probabilities for critical percolation. In fact, these crossing probabilities allow to describe the interface of the model, as well as the critical exponents. We do so in the next section.
4 Scaling limit and arm exponents

A natural question at this point is the exact amount of information contained in Theorem 3.1; is it enough to derive precise results about the geometry of critical percolation clusters, for instance? It turns out that it is indeed the case, and in fact the full structure of the percolation scaling limit can be recovered from it through Schramm-Loewner Evolution (SLE for short); but this is quite indirect, and one of the aims of these lectures is to investigate what can be obtained without SLE.

Scaling limit of the hull. Consider once again a bounded, simply connected domain \( \Omega \) in the plane, with three marked points \( A, B \) and \( C \), and discretized as above at mesh size \( \delta \) (which we will omit from the notation when it doesn’t lead to confusion); let \( \Gamma_\delta \) be the exploration path defined as follows, see the picture on the cover. Assume all the hexagons on the arc \( AC \) are open, while all the hexagons on the arc \( BC \) are closed. Then, \( \Gamma_\delta \) is the unique interface lying on \( H \) separating the open cluster of \( AC \) of the closed cluster of \( BC \). The complement of \( \Gamma_\delta \) in \( \Omega \) is composed of finitely many connected components. Set \( U_A \) and \( U_B \) to be the connected components containing \( A \) and \( B \) respectively. Let \( K_\delta := \Gamma_\delta \setminus (K_A \cup K_B) \). \( K_\delta \) is a (relatively) compact, simply connected random set separating \( A \) from \( B \), and whose complement has exactly two connected components — we call such a set a hull\(^5\). The Cardy-Smirnov formula allows us to prove the following:

**Theorem 4.1.** As \( \delta \to 0 \), \( K_\delta \) converges in distribution to a random hull \( \tilde{K} \) in \( \Omega \).

**Proof.** Let \( E_A, E_B \) be two disjoint connected compact sets containing \( A \) and \( B \) respectively such that \( \Omega \setminus (E_A \cup E_B) \) is still simply connected and contains \( C \). The probability that \( K_\delta \) is disjoint from \( E_A \cup E_B \) can be written in terms of Cardy’s formula. Indeed, the latter gives the law of the hitting point in a the topological triangle \( ABC \) (in the equilateral triangle of side length 1, it is uniform since the probability to hit on the left of \( D \) is equal to \( AD \), and one can use conformal invariance to deduce the law in any domain). Now, the probability that \( K_\delta \) is disjoint from \( E_A \cup E_B \) is the probability to hit \( AB \) in the domain \( \Omega \setminus (E_A \cup E_B) \) before hitting \( \partial E_A \cup \partial E_B \). But since we know the law of the hitting point on \( AB \cup \partial E_A \cup \partial E_B \), the probability is determined.

Now, RSW allows to show that the boundary of \( K_\delta \) is fairly regular (in particular Hölder continuous uniformly in \( \delta \)). An inclusion-exclusion argument and a continuity argument then show that the probability that \( K_\delta \) avoids a union of compact sets \( E_1, \ldots, E_k \) also converge. The data of all such probabilities characterizes the distribution of a random continuous hull.

While this proof is quite clever, it is not very constructive and says very little about the geometry of \( \tilde{K} \). Nevertheless, the limit is determined by “crossing probabilities”. If one can exhibit a continuous hull with same crossing probabilities, the result will follow. This hull has to be conformally invariant, therefore reflected Brownian motion comes naturally to mind, since it is well known that it is conformally invariant. Giving a precise meaning to the construction requires some background in stochastic analysis, so we keep it deliberately informal.

**Proposition 4.2.** Assume that the boundary of \( \Omega \) is smooth. Let \( (X_t) \) be a Brownian motion in \( \bar{\Omega} \), started from \( C \) and reflected on the boundary of \( \Omega \), with a reflexion angle

\(^5\)there is no fixed convention on what is exactly meant by that word in the literature, but something with nice topology that touches the boundary of a domain is often a good enough approximation.
of $\pi/3$ pointing towards $C$ along the boundary arcs $CA$ and $BC$; let $\tau$ be the first hitting time of the arc $AB$ by $X$, and let $\tilde{X}$ be the hull determined by $X_{[0,\tau]}$. Then, the random hulls $\tilde{K}$ and $\tilde{X}$ have the same distribution.

**Scaling limit of interfaces.** A question that is perhaps even more natural is whether the exploration path has a scaling limit. Convergence of the exploration path would give a very precise description of cluster boundaries, while the boundary of $K$ is harder to describe from the microscopic configuration. There is such a limit:

**Theorem 4.3** (Smirnov). As $\delta \to 0$, $\Gamma$ converges in distribution to the trace of an $SLE_6$ process in $\Omega$, started from $C$ and stopped when first hitting the arc $AB$.

A natural approach to proving this theorem is the following. Draw a disk of radius $\varepsilon$ centered at $C$, and follow the exploration until it exits the disk. From the previous theorem, if $\delta$ goes to 0 while keeping $\varepsilon$ fixed, the outer shape of this curve converges in distribution. Let $z_1$ be the point at which it exits the disk; draw a second disk of radius $\varepsilon$, centered at $z_1$, and continue the exploration until it exits the second disk. Again, its outer shape converges in distribution. Iterating the construction, one gets an approximation of $\Gamma$ by a chain of balls of radius $\varepsilon$, with explicit distribution, and finally letting $\varepsilon$ go to 0 gives the wanted result.

Also note that the hull defined by SLE(6) is the same that the hull defined by a Brownian motion reflected with an angle $\pi/3$ (thank to Proposition 4.2). One nice consequence of this is the fact that all three have the same boundary geometry; for instance, their boundary is almost surely of Hausdorff dimension $4/3$ — that is actually one of the shortest ways to the determination of the dimension of the Brownian frontier.

**Arm exponents.** It is easy to show, using a color-switching argument very similar to the one harnessed in Lemma 3.3, that $\alpha_{j,\sigma}$ depends only on the length of the sequence, as long as we consider polychromatic sequences. From now on, we set $\alpha_j$ to be the exponent for polychromatic sequences of length $j$. By extension, we set $\alpha_1$ to be the exponent of the one-arm event.

**Theorem 4.4** (Werner-Smirnov [37]). $\alpha_1 = \frac{5}{48}$ and $\alpha_j = \frac{j^2 - 1}{12}$ for $j > 1$.

The proof of this is heavily based on the use of Schramm-Loewner Evolution [25, 26, 27]; we refer the reader to existing literature on the topic (for instance the lecture notes [38, 39]), and rather focus on relations between these exponents and geometric features of critical percoation clusters.

**Fractal properties of critical percolation.** These arm exponents can be used to measure the size (Hausdorff dimension) of various sets describing percolation clusters. A set $S$ is said to be fractal of dimension $d_S$ if the density of points in $S$ within a box of size $n$ decays as $n^{-x_S}$, with $x_S = 2 - d_S$ in two dimensions. The codimension $x_S$ is related to arm exponents in many cases:

- The 1-arm exponent is related to the existence of long connections, from the center of a box to its boundary. It will thus measure the size of big clusters, like the incipient infinite cluster (IIC) as defined by Kesten [19], which scales as $n^{2 - 5/48} = n^{91/48}$. 
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• The monochromatic 2-arm exponent describes the size of the backbone of a cluster. The fact that this backbone is much thinner than the cluster itself was used by Kesten [19] to prove that the random walk on the IIC is subdiffusive (while it has been proved to converge toward a Brownian Motion on a supercritical infinite cluster).

• The polychromatic 2-arm exponent is related to the boundaries (hulls) of big clusters, which are thus of fractal dimension \(2 - \alpha_2 = 7/4\).

• The 3-arm exponent concerns the external (accessible) perimeter of a cluster, which is the accessible part of the boundary: one excludes fjords which are connected to the exterior only by 1-site wide passages. The dimension of this frontier is \(2 - \alpha_3 = 4/3\). These last two exponents can be observed on random interfaces, numerically and in real-life experiments as well (see [10, 32] for instance).

• The 4-arm exponent with alternating colors counts the pivotal sites (see the next section for more information). Its dimension is \(2 - \alpha_4 = 3/4\). This exponent is crucial in the study of noise-sensitivity of percolation.

Morality. The understanding of the critical phase is now very sharp. But what about the off-critical phase? More precisely, what happens if \(p\) goes to 1/2 when the size of the graph goes to infinity? We first deal with the case of fixed \(p\) in the next section, and then with the case of \(p \to 1/2\) in Section 6.

5 The critical point of percolation

We now arrive to a milestone of modern probability, Kesten’s \(p_c = 1/2\)-Theorem. It was proved in the case of bond-percolation on the square lattice, but the same argument applies to face-percolation on the hexagonal lattice.

Theorem 5.1 (Kesten [18]). The critical value of percolation on the hexagonal lattice is 1/2.

The rough philosophy of the proof is the following:

• First, exhibit a property at \(p = 1/2\), which should be witness of the critical phase.

• Second, prove that the property holds only at \(p = 1/2\), identifying 1/2 to be the only possible value for the critical point.

The property “identifying” the critical value is RSW. To prove that it holds only for \(p = 1/2\), we show that the crossing probabilities go to 0 as \(\delta \to 0\) whenever \(p < 1/2\), while they go to 1 whenever \(p > 1/2\).

In order to prove this fact, we consider a more general question. We aim to understand the behaviour of the function \(p \mapsto P_p(A)\) for a non-trivial increasing event \(A\) depending on faces of a subgraph of the hexagonal lattice (think of this event as being a crossing event). This increasing function is equal to 0 at \(p = 0\) and to 1 at \(p = 1\), and we are interested in the range of \(p\) for which its value is between \(\varepsilon\) and \(1 - \varepsilon\) for some positive \(\varepsilon\) (this range is usually referred to as a window). Under mild conditions on \(A\), the window will be narrow for large graphs, and its width can be bounded above in terms of the size of the underlying graph, which is known as a sharp threshold behaviour.
In lattice models such as percolation, the study of \( p \mapsto P_p(A) \) harnesses a differential equality known as Russo’s formula:

**Proposition 5.2** (Russo [30], Section 2.3 of [13]). Let \( p \in (0, 1) \) and \( A \) an increasing event depending on a finite set of faces \( F \), then

\[
\frac{d}{dp} P_p(A) = \sum_{f \in F} P_p(f \text{ pivotal for } A),
\]

where \( f \) is pivotal for \( A \) if \( A \) occurs when \( f \) is open, and does not if \( f \) is closed.

If the typical number of pivotal faces is sufficiently large, for instance when the probability of \( A \) is not close to 0 nor 1, the window is necessarily narrow. There has been an extensive study of the largest probability to be pivotal. We present one of the most striking result on the subject:

**Theorem 5.3** (Kahn, Kalai, Linial [16], see also [11, 12, 17]). Let \( \varepsilon > 0 \); there exists a constant \( c = c(\varepsilon) \in (0, \infty) \) such that the following holds. Consider a percolation model on a graph \( G \) with \( |F| \) denoting the number of faces of \( G \). For every \( p \in [\varepsilon, 1-\varepsilon] \) and every increasing event \( A \), there exists \( f \in F \) such that

\[
P_p(f \text{ pivotal for } A) \geq c P_p(A) (1 - P_p(A)) \log |F| / |F|.
\]

This theorem does not imply that there are always many pivotal points since it deals only with the maximal probability over all points. It could be that this maximum would be attained only at one point (for instance for the event that the origin is open). There is a particularly efficient way (first appeared in [5, 6]) to avoid this problem. In the case of a translation-invariant event \( A \) on a torus with \( n \) faces, faces play a symmetric role, so that the probability to be pivotal is the same for all of them. Proposition 5.2 together with Theorem 5.3 thus imply for \( p \in (\varepsilon, 1-\varepsilon) \),

\[
\frac{d}{dp} P_p(A) \geq c P_p(A) (1 - P_p(A)) \log n.
\]

Integrating the previous inequality between two parameters \( \varepsilon < p_1 < p_2 < 1 - \varepsilon \), we obtain

\[
\frac{P_{p_2}(A)}{1 - P_{p_2}(A)} \geq \frac{P_{p_1}(A)}{1 - P_{p_1}(A)} e^{c(p_2-p_1)}.
\]

If we further assume that \( P_{p_1}(A) \) stays bounded away from 0 uniformly in \( n \geq 1 \), we can find \( c, C > 0 \) such that

\[
P_{p_2}(A) \geq 1 - C n^{-c(p_2-p_1)}. \quad (5.1)
\]

Now that the theory is settled, we can prove the fundamental lemma which shows that RSW fails when \( p \neq 1/2 \) (in the sense that crossing probabilities go to 0 when \( p < 1/2 \), and to 1 when \( p > 1/2 \)). We prove it only for one particular topological rectangle (a rectangle twice longer than large), and for \( p > 1/2 \). The other shapes work the same way, and the case \( p < 1/2 \) follows from duality between open faces for percolation of parameter \( p \) and closed faces for percolation of parameter \( 1-p \).

**Lemma 5.4.** Let \( p > 1/2 \), there exist \( \varepsilon = \varepsilon(p) > 0 \) and \( c = c(p) > 0 \) such that for every \( n \geq 1 \),

\[
P_p([0,n] \times [0,2n] \text{ is crossed vertically}) \geq 1 - cn^{-\varepsilon}. \quad (5.2)
\]
Figure 7: rectangles $R_1, \ldots, R_{16}$. They are all translates of $R_1$.

Proof. Consider the torus $T_{4n}$ of size $4n$. Let $B$ be the event that there exists a vertical crossing of a rectangle with dimensions $(n/2, 4n)$ in the torus of size $4n$. This event is invariant under translations and satisfies

$$P_{1/2}(B) \geq P_{1/2}([0, n/2] \times [0, 4n] \text{ is crossed vertically}) \geq c > 0$$

uniformly in $n$. Since $B$ is increasing, we can apply (5.1) to deduce that for $p > 1/2$, there exist $\varepsilon$ and $c$ such that

$$P_p(B) \geq 1 - cn^{-\varepsilon}.$$  \hfill (5.3)

If $B$ holds, one of the 16 rectangles $R_1, \ldots, R_{16}$ drawn in Fig. 7 must be crossed from top to bottom. We denote these events by $F_1, \ldots, F_{16}$ — they are translates of the event that $[0, n] \times [0, 2n]$ is crossed horizontally. Using the FKG inequality in the second line, we find

$$P_p(B) = 1 - P_p(B^c) = 1 - P_p\left(\bigcap_{i=1}^{16} A_i^c\right)$$

$$\leq 1 - \prod_{i=1}^{16} P_p(A_i^c) = 1 - \left[1 - P_p([0, n] \times [0, 2n] \text{ is crossed vertically})\right]^{16}.$$

Plugging (4.2) into the previous inequality, we deduce

$$P_p([0, n] \times [0, 2n] \text{ is crossed vertically}) \geq 1 - (cn^{-\varepsilon})^{1/16}.$$

Proof of Theorem 5.1. The inequality $p_c \geq 1/2$ was proved in Corollary 2.2. The other inequality follows from the following reasoning: define rectangles $R_n$ and events $F_n$ as in the proof of Corollary 2.4. Then, as before,

$$P_{1/2}(0 \leftrightarrow \infty) \geq P_{1/2}\left(\bigcap_{n \geq 0} F_n\right) \geq \prod_{n \geq 0} P_{1/2}(F_n) \geq \prod_{n \geq 0} (1 - c2^{-\varepsilon n}) > 0,$$

which implies the claim. \hfill \Box
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It is actually possible to prove that there are many pivotal points without the help of the power-hammer Theorem 5.3. Indeed, a face is pivotal for the event that \([0,n]^2\) is crossed if and only if there exist four arms of alternating colors emanating from \(f\) and going to the boundary of the box. Therefore, the number of pivotal faces is related to the number of faces where the four arm event \(A_{4,OCOC}\) occurs. Using Theorem 4.4, there exists of order \(n^2n^{-5/4} = n^{3/4}\) such points. Of course, this reasoning also harnesses a powerful theorem. It is also possible to prove directly that there are many points with the four arm events occurring.

**Proposition 5.5.** There exists \(\alpha > 0\) such that for any \(k < n\),

\[
P_{1/2}(A_{4,OCOC}(k,n)) \geq (k/n)^{2-\alpha}.
\]

**Proof.** We know from Proposition 2.5 that

\[
P_{1/2}(A_{5,OCOOC}(k,n)) \asymp (k/n)^{-2}
\]

when \(k < n\). Now, Reimer’s inequality (see [29]) implies

\[
P_{1/2}(A_{4,OCOC}(k,n)) P_{1/2}(A_{1,OCOC}(k,n)) \geq P_{1/2}(A_{5,OCOOC}(k,n)) \asymp (k/n)^2.
\]

Moreover, \(\pi_1(k,n) \geq (k/n)^{\alpha}\) for every \(k < n\). We deduce

\[
P_{1/2}(A_{4,OCOC}(k,n)) \geq (k/n)^{2-\alpha}.
\]

This shows that there are of order \(n^\alpha\) pivotal points at \(p = 1/2\). Note that this result is not sufficient to deduce the theorem, since it holds only at \(p = 1/2\). In fact, it is possible to prove that it holds as long as crossing probabilities are not too small. Recently, Smirnov gave an elementary argument showing that there are many pivotal points (see [40] in french or Section 5.6 of [14] in english).

**Morality.** We have studied how probabilities of increasing events evolve as functions of \(p\). If \(p\) is fixed and we consider bigger and bigger rectangles (of size \(n\)), crossing probabilities go to 0 whenever \(p < 1/2\). But what happens if \((p,n) \to (1/2, \infty)\) (this regime is called the near-critical regime)?

### 6 The near-critical regime

We now investigate the near-critical regime, when \(p\) is close to \(p_c\). We develop the notion of correlation length and use it to deduce exponents for the near-critical regime.

#### 6.1 Correlation length

For \(\varepsilon > 0\), define the correlation length for \(p < 1/2\) by

\[
L_p(\varepsilon) := \inf \{ \ n > 0 : \mathbb{P}_p([0,n] \times [0,n] \text{ is crossed}) \leq \varepsilon \}
\]

and \(L_p(\varepsilon) = L_{1-p}(\varepsilon)\) for \(p > 1/2\). We will always be considering an arbitrary \(\varepsilon\) small enough. For this reason, we fix \(\varepsilon \ll 1\) and drop it from the notation. Note that the
Figure 8: Rectangles $\tilde{R}_1, \ldots, \tilde{R}_6$.

definition itself of $L_p(\varepsilon)$ uses the fact that crossing probabilities converge to 0 when $p < 1/2$ to guarantee that the infimum is well-defined.

We mention that when $p < 1/2$,

\[
\begin{align*}
\mathbb{P}_p([0, n] \times [0, 2n] \text{ is crossed vertically}) & \geq \varepsilon^6 \quad \text{for all } n < L_p, \quad (6.1) \\
\mathbb{P}_p([0, L_p] \times [0, 2L_p] \text{ is crossed horizontally}) & \leq \varepsilon^{1/6}. \quad (6.2)
\end{align*}
\]

This fact is a consequence of RSW theory (the proof that we presented applies only at criticality, but others proofs are valid outside of the critical point and relate the probability to cross rectangles to the probability to cross squares, see e.g. [13, 18]). Formulæ (6.1) and (6.2) thus imply that the shape in the definition of $L_p(\varepsilon)$ does not really matter.

The correlation length should be understood as the scale at which one starts to see that $p$ is not critical. Indeed, if one looks at two percolation pictures, one at $p = 0.5$, and one at $p = 0.47$, it would not be necessarily possible to distinguish between them if the size is not large enough. Yet, when the size of the picture gets bigger and bigger, connectivity properties start to differ drastically. Another way to formulate the previous principle is the following: when studying the super or sub-critical percolation, coarse-graining arguments allow to relate properties of a percolation with parameter $p$ to a percolation with new parameter $p'$ much closer to 0 or 1. Usually, by taking the grain $N$ to be large enough, it is even possible to get $p'$ in the Peierls regime, in which counting arguments are sufficient to estimate relevant quantities. Typically, the grain that one needs to consider at parameter $p$ is of order $L_p$.

The fact that $L_p$ is well-defined implies exponential decay of correlation in the sub-critical phase. This important fact distinguishes between the critical phase and the sub-critical phase: at criticality, probabilities decay according to power laws, while they decay exponentially fast in the sub-critical phase (see Section 5 of [13] for a classical exposition). In our case, there is a very quick proof of this statement:

**Proposition 6.1.** For any $p < 1/2$, we have

\[
\mathbb{P}_p(0 \leftrightarrow \partial B_n) \leq e^{-n/L_p} \quad \text{for all } n \geq L_p.
\]

**Proof.** Let $n > 0$ and consider the rectangles $\tilde{R}_1, \tilde{R}_2, \ldots, \tilde{R}_6$ defined as in Fig. 8. These rectangles have the property that whenever $[0, 2n] \times [0, 4n]$ is crossed horizontally, at least
two of the rectangles $\tilde{R}_k$ are crossed in the easy direction by disjoint paths. We deduce, using the BK inequality (see Section 2.3 of [13]), that

$$\mathbb{P}_p([0, 2n] \times [0, 4n] \text{ is cros. hor.}) \leq C_8^2 \mathbb{P}_p([0, n] \times [0, 2n] \text{ is cros. hor.})^2.$$  

We easily obtain that for every $k \geq 0$,

$$C_8^2 \mathbb{P}_p([0, 2^k n] \times [0, 2^{k+1} n] \text{ is cros. hor.}) \leq (C_8^2 \mathbb{P}_p([0, n] \times [0, 2n] \text{ is cros. hor.}))^{2^k}.$$  

In particular, if $p < 1/2$, (6.1) implies that fixing $n = L_p$,

$$C_8^2 \mathbb{P}_p([0, n] \times [0, 2n] \text{ is cros. hor.}) < C_8^2 \varepsilon^{1/6} < 1/e$$  

and the claim follows. \hfill \Box

We conclude this section by mentioning that most often, the correlation length is defined as the “inverse rate” of exponential decay of the connectivity function. More precisely, since the quantity $\mathbb{P}_p(0 \leftrightarrow nx)$ is super-multiplicative, the quantity $\xi_p$ can be defined by the formula

$$\frac{1}{\xi_p} = \lim_{n \to \infty} -\frac{1}{n} \log \mathbb{P}_p(0 \leftrightarrow nx).$$  

Then, it is possible to prove that $L_p \propto \xi_p$ when $p < 1/2$ (note that Proposition 6.1 gives one inequality, see Theorem 3.1 of [28] for the other bound).

6.2 Exponents for the correlation length and the cluster density

Define $\pi_{p, \sigma}^A(k, n) := \mathbb{P}_p(A_{j, \sigma}(k, n))$ and $\pi_{j, \sigma}(n) := \pi_{j, \sigma}(j, n)$ for $p \neq 1/2$. Moreover, $\pi_{1, O}(\cdot)$ and $\pi_{4, \text{OCOC}}(\cdot)$ are denoted by $\pi_1(\cdot)$ and $\pi_4(\cdot)$.

The goal of this section is to prove the following scaling relations:

**Theorem 6.2** (Kesten [20]). For every $p > 1/2$, we have

$$(p - 1/2)L_p^2 \pi_4(L_p) \propto 1 \quad \text{and} \quad \theta(p) \propto \pi_1(L_p).$$  

Before giving the proof of Theorem 6.2, we explain how it implies Theorem 1.1. Note that if $\pi_4(n) = n^{-\alpha_4 + o(1)}$ and $\pi_1(n) = n^{-\alpha_1 + o(1)}$, it implies the existence of $\nu$ and $\beta$ such that $L_p = (p - 1/2)^{-\nu + o(1)}$ and $\theta(p) = (p - 1/2)^{\beta + o(1)}$. Moreover, the relations become

$$(2 - \alpha_4) \nu = 1 \quad \text{and} \quad \beta = \alpha_1 \nu.$$  

Therefore, $\alpha_1 = 5/48$ and $\alpha_4 = 5/4$ imply $\nu = 4/3$ and $\beta = 5/36$. The latter is exactly the claim of Theorem 1.1.

**Proof.** We first deal with the first equality. We aim to apply Russo’s formula to the event $A$ that $[0, L_p]^2$ is crossed. On the one hand, with the definition of $L_p$, $\mathbb{P}_p(A)$ equals $1 - \varepsilon$. On the other hand, one can check that $\mathbb{P}_{1/2}(A) = 1/2$. Moreover, a face is pivotal for $A$ if and only if there are four alternating arms starting from it and going to the boundary of $[0, L_p]^2$. Except for points near the boundary, this occurs with $\mathbb{P}_p$-probability of order
\( \pi_p^p(L_p) \) for every \( p' \in (1/2, p) \). Therefore, if we neglect the effect of the boundary\(^6\), we obtain
\[
1 \times \mathbb{P}_p(A) - \mathbb{P}_{1/2}(A) \asymp \int_{1/2}^p L_p^2 \pi_p^p(L_p) \, dp'.
\]
Assume for a moment that \( \pi_4^p(L_p) \asymp \pi_4(L_p) \) for every \( p' \in (1/2, p) \), we obtain
\[
1 \asymp (p - 1/2) L_p^2 \pi_4(L_p).
\]

We now turn to the second relation. On the one hand, it is straightforward that \( \theta(p) = \mathbb{P}_p(0 \leftrightarrow \infty) \leq \mathbb{P}_p(0 \leftrightarrow \partial[0, L_p]^2) = \pi_p^p(L_p) \). On the other hand, Proposition 6.1 together with a construction similar to the lower bound in Proposition 2.4 implies that there exists \( c > 0 \), not depending on \( p \), such that
\[
\mathbb{P}_p(\exists \text{ a circuit in } [0, L_p]^2 \setminus [0, L_p/2]^2 \text{ surrounding the origin and connected to } \infty) \geq c.
\]
Using FKG, we can deduce \( \theta(p) \geq c \mathbb{P}_p(0 \leftrightarrow \partial[0, L_p]^2) \geq c \pi_p^p(L_p) \). Once again, if one can prove that \( \pi_4^p(L_p) \asymp \pi_4(L_p) \), then we will have proved the theorem. \( \square \)

The previous proof relies on an important assumption (\( \pi_4^p(L_p) \asymp \pi_4(L_p) \) and \( \pi_4^p(L_p) \asymp \pi_4(L_p) \) for \( p' \in (1/2, p) \)) that we justify now. As described earlier, below the correlation length, the picture should be very close to the critical one. In particular, arm-event probabilities should not vary too much with respect to \( p \). This is the main step in Kesten’s scaling relations.

**Theorem 6.3** (Kesten [20]). For \( j \geq 1 \) and a polychromatic sequence \( \sigma \), we have \( \pi_{j,\sigma}^p(n) \asymp \pi_{j,\sigma}(n) \) for every \( p \) and \( n \leq L_p \).

The idea of the proof is to express the logarithmic derivative of \( p \mapsto \pi_{j,\sigma}^p \) in terms of four-arm events. In order to perform this, we will invoke the following technical lemma:

**Lemma 6.4** (Quasi-multiplicativity). For \( j \geq 1 \) and a polychromatic sequence \( \sigma \), we have
\[
\pi_{j,\sigma}(n_1, n_3) \asymp \pi_{j,\sigma}(n_1, n_2) \pi_{j,\sigma}(n_2, n_3)
\]
for every \( p \) and every \( n_1 < n_2 < n_3 < L_p \).

It is of note that \( \pi_{j,\sigma}(n_1, n_3) \leq \pi_{j,\sigma}(n_1, n_2) \pi_{j,\sigma}(n_2, n_3) \) is an obvious inequality. When \( j = 1 \), the other inequality follows from the fact that one can “glue” a path in \( B_{n_2} \setminus B_{n_1} \), with a path in \( B_{n_3} \setminus B_{n_2} \) as depicted in Fig. 9, and that this gluing costs only a constant factor thanks to RSW. This kind of reasoning can be generalized when \( j > 1 \) and \( \sigma \) is a polychromatic sequence, see Proposition 16 of [28].

**Theorem 6.3.** We treat the case of \( \pi_p^p(n) \) when \( p > 1/2 \). Recall that \( n \) is assumed to be smaller than \( L_p \), so that RSW holds at every scale smaller than \( n \). We will be using RSW extensively. We cannot stress enough the fact that it holds as long as (and roughly speaking if and only if) \( n < L_p \).

---

\( \text{\footnote{There are several ways to deal with the boundary effect. One can control the probability to be pivotal for boundary points separately, or one can do the following: for the lower bound, it is sufficient to count points far from the boundary, for the upper bound, one can work with the event that the torus of size } n \text{ contains a circuit with non-trivial homotopy (there, the probability to be pivotal is the same for every face, and is smaller than } \pi_4^p(n)).} \)
Figure 9: The paths in the annuli $B_{n_3} \setminus B_{n_2}$ and $B_{n_2} \setminus B_{n_1}$ are in black. A combination of two circuits connected by a path (in grey) connects the paths together. This figure occurs with probability bounded away from 0 thanks to RSW.

Russo’s formula implies

$$\frac{d\pi^p_1(n)}{dp} = \sum_{f \in B_n} \mathbb{P}_p(f \text{ pivotal for } A_{1,O}(n)).$$  \hspace{1cm} (6.3)

The face $f$ is pivotal if and only if there are four arms of alternating colors emanating from it, one of the open arm going to the origin, the other to the boundary of the box, and the two closed arms forming a circuit around the origin. The event that a face $f$ (at distance $|f|$ of the origin) is pivotal is thus included in the intersection of events $A_{1,O}(|f|/2)$, $A_{1,O}(2|f|, n)$ and a translate of $A_{4,OCOC}(|f|/2)$ (see Fig 10). We deduce, using independence, that

$$\mathbb{P}_p(f \text{ pivotal for } A_{1,O}(n)) \leq \pi^p(|f|/2) \pi^p(2|f|, n) \pi^p(|f|/2) \leq C \pi^p(n) \pi^p(|f|/2)$$

where in the second line we have used quasi-multiplicativity and RSW. Plugging this inequality into (6.3), we find

$$\frac{d\pi^p_1(n)}{dp} \leq C \pi^p_1(n) \cdot \sum_{f \in B_n} \pi^p(|f|/2)$$  \hspace{1cm} (6.4)

which integrates into

$$\log \pi^p_1(n) - \log \pi_1(n) \leq C \int_{1/2}^p \sum_{f \in B_n} \pi^p(|f|/2) \; dp'. \hspace{1cm} (6.5)$$

It remains to prove that the right-hand side is of order 1.

Fix $p' \in (1/2, p)$ and note that $n < L_p < L_{p'}$. We know that $\alpha_{4,OCOC} < 2$ thank to Proposition 5.5. In fact, the proof of Proposition 5.5 applies whenever RSW is available, so

$$\pi^p_4(k, n) \geq (n/k)^{2-\alpha}.$$
From quasi-multiplicativity again, we find
\[ \pi_p^4(k) \leq C_1 (n/k)^{2-\alpha} \pi_p^4(n), \]
which can be put into (6.5) to give
\[ \log \pi_1^p(n) - \log \pi_1(n) \leq C_1 \int_{1/2}^p \left( \sum_{f \in B_n} (2n/|f|)^{2-\alpha} \pi_p^4(n) \right) dp' \]
\[ \leq C_2 \int_{1/2}^p n^2 \pi_p^4(n) dp'. \]

To conclude, Russo’s formula implies
\[ 1 \geq P_2([0, n/2]^2 \text{ crossed}) - P_{1/2}([0, n/2]^2 \text{ crossed}) = \int_{1/2}^p \sum_{x \in B_{n/2}} P_{p'}(f \text{ is pivotal}) dp' \]
\[ \geq \int_{1/2}^p \frac{3n^2}{4} \pi_p^4(n) dp', \]
where we have used the fact that \( f \) is pivotal for the event \([0, n/2]^2 \text{ is crossed}\) if there are four arms of alternating colors going to the boundary of \( f + [0, n]^2 \). In particular, we find the required bound
\[ \log \pi_1^p(n) - \log \pi_1(n) \leq 4C_2/3. \]

The same reasoning can be applied for \( \pi_{j,\sigma} \). The main step is to get (6.4) with \( \pi_1 \) replaced by \( \pi_{j,\sigma} \), the end of the proof being the same. In order to obtain this inequality, one harnesses a generalization of Russo’s formula; we refer to Theorem 26 of [28] for a complete exposition.
A few open questions

Percolation on the hexagonal lattice

Percolation on the hexagonal lattice is now very well understood. Nevertheless, several questions remain open. We selected three of them.

We know the behavior of most thermodynamical quantities (the cluster density \( \theta \), the truncated mean-cluster size \( \xi(p) = (p - 1/2)^{-\nu + \phi_1(1)} \), the two-point functions \( \mathbb{P}_{1/2}(0 \leftrightarrow x) = |x|^{2-d-\eta+o(1)} \) and many others). Nevertheless, the behavior of the following fundamental quantity remains unproved:

**Question 1.** Prove that the mean number of clusters per vertex \( \kappa(p) = \mathbb{E}_p(|C|^{-1}) \) behaves like \( |1/2 - p|^{2+\alpha+o(1)} \), where \( C \) is the cluster at the origin and \( \alpha = -2/3 \).

Interestingly, the critical exponent for \( j \neq 1 \) disjoint arms of the same color is not equal to the polychromatic arms exponent [2]. A natural open question would be to compute these exponents:

**Question 2.** Compute the monochromatic exponents.

**Percolation on other graphs**

Conformal invariance of percolation has been proved only on the hexagonal lattice. In physics, it is conjectured that the scaling limit of percolation should be universal, meaning that it should not depend on the lattice (this hypothesis is verified numerically in [23]). For instance, interfaces of bond-percolation on the square lattice at criticality (when the bond-parameter is 1/2) should also converge to SLE(6).

**Question 3.** Prove conformal invariance of percolation on another planar lattice.

For general graphs, the question of embedding the graph becomes crucial. Indeed, if one embeds the square lattice by gluing long rectangles, then the model will not be rotationally invariant. We refer to [4] for further details on the subject.

**Question 4.** For a general lattice, how to construct a natural embedding on which percolation is conformally invariant?

In order to understand universality, a natural class of lattices to start with is the class of lattices where RSW estimates can be proved. Note that proofs of RSW always invoke some symmetry ( rotational invariance for instance). A proof valid for lattices without any symmetry would be of great importance:

**Question 5.** Prove RSW for critical percolation on all planar lattices.

Percolation in high dimension is well understood (see e.g. [15]), thanks to the so-called triangular condition and lace-expansion techniques associated to it. In intermediate dimensions, the critical phase is not understood. Of course, one of the main conjectures in probability is to prove that \( \theta(p_c) = 0 \) for bond-percolation on \( \mathbb{Z}^3 \). Even weakening of this conjecture seems to be very hard. For instance, the same question on the “sandwich” \( \mathbb{Z}^2 \times \{0, 1\} \) is still open:

**Question 6.** Prove that \( \theta(p_c) = 0 \) on \( \mathbb{Z}^2 \times \{0, 1\} \).
Other two-dimensional models of statistical physics Conformal invariance is not restricted to percolation (see [35, 36] and references therein). It should hold for a wide class of two-dimensional lattice models at criticality. Among natural generalizations of percolation, we mention the class of random-cluster models and of loop $O(n)$-models (including the Ising model and the self-avoiding walk). The only three models in this family for which conformal invariance has been proved are the Ising model, the $q = 2$-random cluster model (which is a geometric representation of the Ising model), and the uniform spanning tree (the $q = 0$-random cluster model).

Question 7. Prove conformal invariance of your favorite model on your favorite lattice (this is assuming that your favorite model is not site-percolation on the triangular lattice).
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