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Abstract

The Advanced Energetic Pair Telescope gamma-ray polarimeter uses a time projection chamber for measuring pair production events and is expected to generate a raw instrument data rate four orders of magnitude greater than is transmittable with typical satellite data communications. GammaNet, a convolutional neural network, proposes to solve this problem by performing event classification on-board for pair production and background events, reducing the data rate to a level that can be accommodated by typical satellite communication systems. In order to train GammaNet, a set of $1.1 \times 10^5$ pair production events and $10^5$ background events were simulated for the Advanced Energetic Pair Telescope using the Geant4 Monte Carlo code. An additional set of $10^3$ pair production and $10^5$ background events were simulated to test GammaNet’s capability for background discrimination. With optimization, GammaNet has achieved the proposed background rejection requirements for Galactic Cosmic Ray proton events. Given the best case assumption for downlink speeds, signal sensitivity for pair production ranged between $1.1 \pm 0.5\%$ to $69\%$ for 5 and 250 MeV incident gamma rays. This range became $0.1\%$ to $17\%$ for the worst case scenario of downlink speeds. The application of a feature visualization algorithm to GammaNet demonstrated decreased response to electronic noise and events exiting or entering the frame and increased response to parallel tracks that are close in proximity. GammaNet has been successfully implemented and shows promising results.
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1. Introduction

Recent advances in machine learning and computer vision have led to astonishing improvements in image classification performance [1–3], where algorithms estimate the likelihood that an input image belongs to a set of labels that describe features contained within the image. Current state of the art algorithms perform with around 1.3% top-5 error [1–3]. These results were demonstrated on test sets of images from the ImageNet Large Scale Visual Recognition Competition (ILSVRC) [5] which contain images belonging to $10^5$ different classes.

The application of machine learning to event classification in radiation detection is a natural progression of the field given that radiation detectors produce highly structured signals. These signals are often dependent on the nature of interacting radiation, and the type of interaction undergone. High energy physics projects such as the Large Hadron Collider have utilized machine learning applications for event classification [6,7]. There has also been implementations of machine vision for image classification in radiation imaging detectors using Convolutional Neural Networks (CNNs) to classify neutrino interactions at Fermilab and the Ash River Laboratory [8].

The CNN application explored in this work has been developed for the event classification of images generated from a large (8 m$^3$) Time Projection Chamber (TPC) being designed for the Advanced Energetic Pair Telescope (AdEPT) [9], a mission to measure medium-energy gamma-ray polarimetry. The design details of AdEPT are discussed in detail in [9], and briefly summarized in Section 1.1.

1.1. The AdEPT Instrument

Astrophysical gamma rays are a means to probe the most extreme non-thermal processes in the Universe and their study provides valuable insight into the fundamental physics and structure of the most powerful natural particle accelerators. Most studies of astrophysical gamma rays have been in the $\sim 20$ MeV to $300$ GeV energy range, using measurements from the AGILE [10] and Fermi [11] space telescopes. However, neither instrument was optimized for polarization sensitivity or observations in the medium energy ($\sim 0.1$–$200$ MeV) band, where many astrophysical objects exhibit unique behavior. The medium energy gamma-ray band has so far proven difficult to study due to competing photon interactions, namely Compton scatter and...
pair production. Each of these interactions generate different signatures, and the manner in which polarization information is gathered consequently requires differing algorithms and instrumentation [9][12][13]. The optimization of a detector for both pair production and Compton scatter interactions on-board a satellite is prohibitive. The challenge is further exacerbated by the Galactic Cosmic Ray (GCR) background, which is an extragalactic source of charged atomic nuclei at extremely high kinetic energy. The GCR background cannot be effectively shielded for on satellites given their high kinetic energy, which can extend to several TeV per nucleon. In addition, the fluence of GCR particles exceeds the astrophysical gamma-ray flux by approximately four orders of magnitude.

Next-generation telescopes are being developed with the goal of characterizing the complete signature of gamma rays including their direction, energy, arrival time, and polarization. The most promising space missions (AdEPT [9], HARPO [14], and SMILE-I/II [15][16]) proposed to explore the gamma-ray sky in the medium energy range are based on low-density gaseous TPC technologies that enable precise, three-dimensional tracking of particle interactions.

The AdEPT mission is one such medium energy gamma-ray polarimeter. The science data for AdEPT will consist of pair production interactions, with a background composed primarily of GCR and Compton scatter interactions. Compton scatter, though a photon interaction of interest for characterizing the medium energy gamma-ray spectra, is considered background for the AdEPT mission. Compton scatter is considered background because the AdEPT instrument is not designed to measure polarization for this interaction. The AdEPT TPCs take advantage of the Micro-Well Detector (MWD) technology augmented with the negative ion drift technique [17] to construct an instrument with the largest volume that can be accommodated in the rocket fairings currently available to MIDEX missions, 8 m$^3$. The active gas volume of the TPC is bounded on the top and bottom faces by an array of MWDs defining the 400 $\mu$m X- and Y-coordinate spatial resolution of the TPC [9]. The uniform electric field in the active volume provides a constant ionization charge drift velocity. Measurement of a relative arrival time of the signals on the detector strips provides the third, Z-coordinate. The use of the negative ion drift technique in the AdEPT TPC design [9] effectively reduces electron drift diffusion in the gas, making possible drift distances up to 1 m. With the applied electric field, ionization charge can traverse the Z dimension of the detector within a maximum of 50 ms.

The use of the negative ion drift technique precludes the use of an anti-coincidence system, as used in HARPO [14], resulting in large raw data rates. This requires an alternative on-board processing approach for discrimination of GCR tracks and gamma-ray interactions. The 8 m$^3$ version of AdEPT is estimated to produce an uncompressed data rate of $\sim$16 Gbps, far too large for current satellite communication. Currently the Fermi Large Area Telescope mission [11][18][19] achieves an average science data downlink of 1.5 Mbps, while planned communications methods aim to achieve an average 50 Mbps downlink [20]. The range of possible average downlinks leaves two to four orders of magnitude difference between the raw data rate and communications data rate for the AdEPT mission. Our proposed solution is to use computer vision feature recognition algorithms running on-board the spacecraft in real time to discriminate gamma-ray interactions of interest from the abundant GCR background. The desired outcome for the algorithm is to perform event classification within 50 ms with a background rejection rate between 99.99% and 99.69%, which would reduce the raw data rate to one which can be accommodated by satellite downlink. The hardware to be used for AdEPT has not yet been chosen, though commercial solutions are available that offer enough computing power for GammaNet. One such solution is Innoflight’s Compact Flight Computer 500, which is radiation tolerant up to 30 krad, and is space rated. Additionally, National Aeronautics and Space Administration (NASA) is investigating the suitability of System on a Chip (SoC) solutions available from NVIDIA [21].

In this paper we explore GammaNet, a CNN trained on simulated images from a high resolution gaseous TPC, and its performance in classifying gamma-ray events on images contaminated with a GCR background. To evaluate the performance of GammaNet, we performed a Receiver Operating Characteristic (ROC) analysis [22] to assess how the background rejection threshold influences the specificity and sensitivity of the classifier. Specificity is defined as the rate at which negative events are correctly classified as negative. Sensitivity is defined as the rate at which positive events are correctly classified as positive. The result of our ROC study demonstrated that GammaNet can reliably achieve the proposed background rejection rates of between 99.99% and 99.69%. At these rates of background rejection, GammaNet correctly classifies between 10±1% and 52±2% of pair production images over the energy range of interest. The simulation used for generating training and testing data, as well as the architecture and training protocol for GammaNet, are described thoroughly in Sections 2 and 3. An analysis of GammaNet’s performance and failures is presented in Section 4. Observations are presented in Section 5 for the features utilized by GammaNet classifying the simulation images of AdEPT.

2. Monte Carlo Simulations of AdEPT

The AdEPT raw TPC data consists of two orthogonal projections, XZ and YZ, of the tracks in the active gas volume. The simulation of the response and readout of the AdEPT instrument was carried out using the GEANT4 Monte Carlo toolkit [23][24]. The application, which is named G4AdEPTSim [25], simulates the passage of GCR protons and gamma rays through an active volume filled with 1.5 atmospheres of Ar and CS$_2$ at a temperature of 293 degrees K with a sub-scale size of 25x25x25 cm$^3$, and full-scale size of 8 m$^3$.

The use of the sub-scale volume was to determine what level of downsampling was viable for use in GammaNet, and subsequently the full-scale volume was used to determine the performance of GammaNet. In this work, downsampling is the process of taking an N x N region of the image, averaging it, and applying it to a single pixel in the output. This scales down the image by a factor of N$^2$, which is necessary for this work
because the time to train and run classification for any CNN is strongly correlated to the image size passed to it. The full size AdEPT TPC will produce images of 5000 x 5000 pixels, which would be prohibitively slow in terms of both training and time to classification during operation.

The physics included in the simulation account for the different types of interactions between source particles and the Ar gas. These include hadronic physics for the interaction of GCR protons, electromagnetic physics for the interaction of gamma rays and electrons, and photo-absorption ionization model to accurately model the primary ionization and energy loss of relativistic charged particles in low density media. G4AdEPTSim produces the ideal response of AdEPT, reporting the number of ionization electrons, their X-, Y-, and Z-coordinates, and the energy deposited in the active volume by a single incident particle.

AdEPT is proposed for launch into a low-Earth orbit with a 550 km altitude and a 28 degree inclination. The background environment in such an orbit is well-known and consists predominantly of GCRs, cosmic diffuse radiation, atmospheric gamma-ray emissions, reactions induced by albedo neutrons, and background produced by satellite materials activated by fast protons and alpha particles [26–30]. In the 0.1 to 200 MeV energy range, the instrument background is dominated by charged particles in the Van Allen belt impinging on the spacecraft, cosmic diffuse radiation, and atmospheric gamma-ray emissions.

G4AdEPTSim models the simulated events using a spherical volume source of radius 22 cm for the sub-scale version, and 1.73 m for the full-scale version, which is concentric with the active volume. The arrival direction of the simulated particles is isotropically distributed on a sphere, producing a uniform distribution of the source particles within the sphere. For this work, the background component consisted of only GCR protons with the energy spectrum from the Space Environment Information System for the expected AdEPT orbital conditions. GCR protons were selected as the background because they comprise the majority of the GCR fluence. Astrophysical sources of gamma rays simulated with single energies ranging from 5–250 MeV were generated using the same source geometry as background.

Each simulation run of the full-scale AdEPT instrument contained 375 incident GCR protons for signal and background, with an additional two incident gamma rays for signal. The sub-scale simulation runs consisted of five incident GCR protons or two incident gamma rays to account for the reduced surface area relative to the full-scale instrument. The number of incident particles were chosen in each case to fit the expected number of primary tracks, given the AdEPT instrument parameters [9], within the 50 ms collection window. There are two incident gamma rays for both simulations because the anticipated pair production rate in the full size simulation is less than one, although there is still the probability of two pair production events occurring within one collection window. For the gamma ray events an interaction is forced if the path intersects the sensitive volume of the detector. This interaction type is forced as pair production for the signal events, and Compton scatter for the investigation of GammaNet’s sensitivity to Compton scatter. The source geometry allowed for the possibility of particles to miss the active volume, but results were only recorded if at least one particle interacted with the active volume. The source geometry used allows for a varying number of tracks to be recorded from each simulation run, although the number of simulated particles was constant between runs.

Per simulation run the number of ionization electrons in 400 x 400 x 400 µm³ voxels was recorded, corresponding to the nominal resolution of the AdEPT instrument. The number of ionization electrons in each voxel is then projected onto the XZ and YZ planes to generate images. To emulate the response of the AdEPT detector, electronic noise was added to the signal output for each set of images. The addition of electronic

Fig. 1. XZ projection of the sensitive volume of the AdEPT simulation. a) GCR background image containing several proton tracks with added electronic noise. b) gamma-ray image, containing two pair production events with the vertices outlined in red for illustrative purposes. c) Combination image that would be used for training and testing GammaNet. These simulation images have had their contrast adjusted for better viewing in this paper.
noise was performed by adding a randomly generated number of electrons, from a normal distribution with standard deviation of two and a mean of zero, to each pixel of an image. In addition to electronic noise, background events were added to every gamma-ray image in the form of GCR protons. To do the background event addition, GCR proton images were generated with electronic noise and gamma-ray images without. Each gamma-ray image then had a unique GCR image added to it. Gamma-ray images were generated without the addition of electronic noise to ensure GCR images and the composite gamma-ray images would have a constant amount of electronic noise. Figure 1 shows an example of the process used for generating the pair production data set, where an image containing two pair production events is added to a background GCR image with two tracks.

Correctly labeled image sets were generated from these simulations for both training and testing of GammaNet. The training image sets contained 1.1x10^6 pair production images and 10^6 background GCR proton images. The testing image sets contained 1.5x10^3 pair production images, 1.5x10^3 Compton scatter images, and 10^6 background GCR images. The Compton scatter images were included in testing, but not training, as an additional source of background. GammaNet was found to be less sensitive to the Compton scatter images than pair production. The intuition when applying a CNN to this classification problem was that the CNN would be able to pick up on the discerning characteristic of pair production events compared to GCR proton tracks. These pair production signatures are further discussed in the results, Sections 4 and 5.

3. GammaNet

GammaNet was inspired by the successes of a CNN designed for classification of neutrino interaction events in the NOvA experiment at Fermilab [31]. The CNN showed an increased performance compared to the state-of-the-art algorithms currently deployed for classification of neutrino events at Fermilab. Specifically, there was a relative increase of 40% sensitivity for electron neutrino signals, going from 35% to 49% [8]. However, the AdEPT instrument does not require as much information about the background radiation as the NOvA detector, allowing GammaNet to classify to two classes as opposed to NOvA’s 13. GammaNet produces a probability that the input image from AdEPT contains a pair production event, which, above a certain threshold, will result in a positive signal, and below will produce a negative signal. This simplicity allows for faster classification with an unsophisticated architecture.

3.1. GammaNet Architecture

The XZ and YZ projection images that the AdEPT TPC produce are used as the input of two identical instances of GammaNet for classification. The classifications of the two projections are then compared using a boolean operation, where if either projection produced a positive signal, the event was determined to be positive. Comparing both projections helps reduce errors associated with the positron and electron tracks overlapping in a projection, which would appear as a singular track. Having the two orthogonal projections ensures that this overlap is avoided in at least one of the images provided to GammaNet, avoiding misclassification of pair production events. An example of this issue is shown in Figure 2 where in the first projection, the two tracks from the pair production are well separated, and the alternate projection shows them overlapping to an extent. The architecture of GammaNet is presented in Section 7.1.

GammaNet’s architecture is an adaptation of GoogLeNet [32] with modifications needed for reduced time to classification and the stringent background rejection requirements of AdEPT. To reduce time to classification, the overall network size was truncated by utilizing only one inception module, where an inception module is a network in network design created by Google [32]. Table 1 lists the results from GammaNet when operating with a threshold of 0.5 for classification of background and pair production when differing the number of inception modules. From these results it is shown that the highest GCR background rejection rate was achieved with a single inception module.

This result is counterintuitive given that it is generally accepted that increasing the depth of a CNN increases its classification performance. The idea of increased classification performance with increased depth in CNNs is based on classification of real life images, such as those presented in the ILSVRC, not radiation interactions as is with GammaNet. Given that radiation interaction images contain significantly less information than a real life image, it is our interpretation that a relatively shallow CNN would be able to learn the features required to classify those images successfully. Our expectation is that lack of complexity in our images allows for GammaNet to perform optimally with a comparatively shallow CNN, with only marginal differences in performance for increased network depth, as is shown in Table 1.

3.2. Training

The training process for GammaNet involves passing a simulation image through it, after which the parameters of each
GammaNet training was continued for 5 million iterations for each version similar results to Figure 3. Omitted for the sake of brevity, though each network reached architecture. The training graphs of subsequent networks were converged upon a solution quickly while training.

Results of training are shown in Figure 3, and demonstrates that used for training GammaNet can be seen in Section 7.2. The results of training are shown in Figure 3 and demonstrates that GammaNet converges upon a solution quickly while training. Training was continued for 5 million iterations for each version of GammaNet, and to 2 million iterations for the VGG16 architecture. The training graphs of subsequent networks were omitted for the sake of brevity, though each network reached similar results to Figure 3.

| Number of Inception Modules | Pair Production Sensitivity (%) | Background GCR Rejection Rate (%) |
|-----------------------------|---------------------------------|----------------------------------|
| 1                           | 93.17                           | 96.30                            |
| 2                           | 94.28                           | 93.91                            |
| 3                           | 93.47                           | 96.10                            |

Table 1. Tabulated results of GammaNet pair production sensitivity and background rejection rate for differing numbers of inception modules. Pair Production sensitivity reported as highest of the 5–250 MeV energy sets whereas background rejection rate was calculated from only one set.

Layer in the network are updated based on the negative gradient of that output with respect to each parameter. Training is continued until the network converges on a steady state of accuracy with respect to a testing data set that is separate from the training data. The training procedure is governed by a handful of parameters, called hyperparameters, used by NVCaffe to determine how training is carried out [33]. The hyperparameters used for training GammaNet can be seen in Section 7.2. The results of training are shown in Figure 3 and demonstrates that GammaNet converges upon a solution quickly while training. Training was continued for 5 million iterations for each version of GammaNet, and to 2 million iterations for the VGG16 architecture. The training graphs of subsequent networks were omitted for the sake of brevity, though each network reached similar results to Figure 3.

4. Results

The final layer of GammaNet, Figure 9 m, outputs the probability that a given input image contains a gamma-ray pair production signal or is purely background. To analyze the performance of GammaNet as a binary classifier a ROC analysis [22], which determines a classifier’s specificity and sensitivity at different threshold values, was conducted. In the ROC algorithm, the list of classification outputs produced by GammaNet for the image set is sorted by decreasing value of probability for the pair production event class. The threshold value is then iterated through the list of pair production class probabilities. For each iteration the classification probability for pair production produced by GammaNet in response to the input image is compared to the threshold. If the classification probability for pair production is lower than the threshold, the image is classified as background. If the classification probability for pair production is above threshold, the image is classified as pair production. Utilizing the threshold for classification allows for an event classified as pair production to be either a true positive or false positive event. The number of true positive and false positive events is then tallied and normalized to the number of images in the set to generate the true and false positive rates for each threshold value.

The ROC plot provides a graphic representation of the classifier’s response to threshold levels for true positive and false positive rates. The ROC curve generated for GammaNet is shown in Figure 4. Area Under the ROC Curve (AUC) in Figure 4 ranges from 0.807 to 0.988 depending on incident gamma-ray energy, demonstrating the general level of performance of GammaNet as a binary classifier. The individual points on Figure 4 show the sensitivity to pair production of GammaNet at a given background rejection rate, which can be used to determine what threshold to run GammaNet at to satisfy the requirements of AdEPT for background rejection rates.

Using the ROC analysis, it is possible to investigate the performance of GammaNet with respect to the rate of downsampling used on the simulation data. Downsampling results in the projection images being reduced by a factor of N², which significantly reduces the time taken to train and perform classification with GammaNet. The impacts of downsampling on signal sensitivity are displayed in Table 3 where downsampling rates between 1–11 were investigated using the sub-scale simulation. When downsampling by 1 the voxel size is maintained at 400 x 400 x 400 µm³, and when downsampling by 11 the voxel size is reduced to 4.4 x 4.4 x 4.4 mm³.

From the results in Table 3 it is shown that any amount of downsampling outperforms the alternative of no downsampling, with a decrease in signal sensitivity for increasing downsampling rates. This is of benefit to GammaNet for both the increase in sensitivity and that at higher downsampling rates GammaNet can perform image classification in less time. This increase in sensitivity for any amount of downsampling is expected to be due to the original images containing discontinuities in the ionization tracks from the pair production events, this is reduced or entirely removed when downsampling the image. This gain in sensitivity is then diminished at greater degrees of downsampling as the higher rates of downsampling reduce the ability to distinguish both arms of the pair production tracks. Given the large image size generated by the full-scale simulation, a downsampling rate of 11 was used for the remain-
nder of the work when utilizing the full-scale simulation. Training of GammaNet on the full-scale simulation data at a down-sampling rate of 11 took 30 days of compute time, proving investigating GammaNet’s performance on lower downsampling rates with the full-scale simulation data to be prohibitively time consuming.

A cursory investigation between the performance of GammaNet relative to other neural network architectures was performed. In this investigation another neural network architecture was chosen, VGG16 [34], given it outperformed GoogLeNet in the ILSVRC. VGG16 was trained in the exact same manner as GammaNet and the performance of the two networks were compared. The performance comparison between GammaNet and VGG16 was carried out with a downsampling rate of 3, and with data produced from the sub-scale simulation. Table 2 provides the results from each network when classifying the sub-scale simulation data, with GammaNet shown to largely outperform VGG16 over the entire range of background rejection rates investigated. This result is not what would be anticipated given that VGG16 outperformed GoogLeNet in the ILSVRC competition, but the task of event classification for AdEPT utilizes more sparse images. These results imply that GammaNet is more well suited for classifying background images than is VGG16, which ultimately is the primary task of GammaNet for AdEPT.

The performance of GammaNet when classifying Compton scatter events was of interest as well given that it is the main gamma-ray interaction contributing to background in the AdEPT instrument, and the similarity in track structure compared to pair production. The rate of misclassification for Compton scatter events as pair production events provides information about the features that GammaNet uses for classifying the input. The main differentiation between the pair production and Compton scatter tracks is the presence of only a singular track for Compton scatter and the absence of the vertex from pair production. Support for the importance of these features for classification is shown in Figure 5. As the incident gamma-ray energy increases, so too does the signal sensitivity for pair production. The increase in signal sensitivity is due to the increased energy of the positron-electron pair producing more linear tracks, closer in proximity, and with more distinct vertices. This is supported by the negligible increase in signal sensitivity for Compton scatter events.

Due to the large raw data rate and the limits of satellite communications, it is required to achieve a background rejection rate of 99.99% to 99.69% in order for the data to be transmitted. To achieve this background rejection rate, the threshold for a pair production event classification has to be set quite high, which results in a number of pair production events being misclassified as background events. Table 4 shows the average rate at which GammaNet classifies pair production and Compton scatter events as a positive event, given different background rejection rates. These results were generated using the full-scale simulation with a downsampling rate of 11. The classification accuracies were averaged over the energies simulated for pair production and Compton scatter. It is shown in Table 4 and Figure 5 that at the proposed 99.99% background rejection rate, we obtain a pair production sensitivity between 0.1±0.1% and

### Table 2. Pair Production sensitivity for GammaNet and VGG16 at varying background rejection rates corresponding to anticipated downlink speeds. Performance comparison results were generated using the sub-scale simulation data, with a downsampling rate of 3.

| Background Rejection Rate (%) | GammaNet Pair Production Sensitivity (%) | VGG16 Pair Production Sensitivity (%) |
|------------------------------|----------------------------------------|--------------------------------------|
| 99.990±0.002                | 65±2                                   | 28±2                                 |
| 99.97±0.003                 | 73±2                                   | 38±2                                 |
| 99.94±0.005                 | 78±2                                   | 46±2                                 |
| 99.87±0.007                 | 84±2                                   | 57±2                                 |
| 99.81±0.009                 | 87±2                                   | 61±2                                 |
| 99.75±0.01                  | 89±2                                   | 64±2                                 |
| 99.69±0.01                  | 90±1                                   | 66±2                                 |

### Figure 4. a) The ROC curves generated using the described algorithm for each pair production data set as classified by GammaNet, using 11x downsampled images. The AUC is provided in the legend for each incident gamma-ray energy, with an area of 1 being a perfect classifier, and 0.5 being random selection. b) A subsection of Figure 4a is presented to display the nuanced features of the plot.
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| Data Rate Limit (Mbps avg.) | Background Rejection Rate (%) | Signal Sensitivity (%) |
|---------------------------|-------------------------------|------------------------|
| 1                        | 99.99±0.002                   | 43±2                   |
| 5                        | 99.97±0.003                   | 47±3                   |
| 10                       | 99.94±0.005                   | 54±3                   |
| 20                       | 99.87±0.007                   | 64±2                   |
| 30                       | 99.81±0.009                   | 68±2                   |
| 40                       | 99.75±0.01                    | 71±2                   |
| 50                       | 99.69±0.01                    | 74±2                   |
| 100                      | 99.990±0.002                  | 10±1                   |
| 200                      | 99.97±0.003                   | 16±2                   |
| 300                      | 99.94±0.005                   | 26±2                   |
| 400                      | 99.87±0.007                   | 37±2                   |
| 500                      | 99.81±0.009                   | 44±2                   |
| 600                      | 99.75±0.01                    | 47±2                   |
| 700                      | 99.69±0.01                    | 52±2                   |

Table 3. Pair production sensitivity of GammaNet, for sub-scale simulation images, given the desired background rejection rate with differing factors of downsampling. The data rate limits are sampled between the proposed minimum and maximum as described in Section 4. The background rejection rates listed are calculated by using the ratio of the raw data rate and the data rate limit, assuming the signal is approximately entirely background. Each data set was generated from the sub-scale simulation, using the given downsampling rate. GammaNet was then trained and tested on those data sets. The reported pair production signal sensitivities are the average sensitivity for the energies simulated. Error was calculated using binomial statistics with a 95% confidence interval.

17±2%, depending on incident photon energy, with an average of 10±1%. For the best case scenario of 99.69% background rejection, the signal sensitivity increases to a range of 1.1±0.5% to 69±2%, again depending on incident photon energy, with an average of 52±2%. In both cases, the sensitivity to Compton scatter is quite small, which is beneficial for the mission due to Compton scatter representing background for the AdEPT mission. The relatively low sensitivity to pair production events at low energy will reduce the effectiveness of the instrument, but this impact can be mitigated during mission design by implementing image compression, where these calculations were done assuming no compression.

In this study, the test set of GCR protons contained 10⁶ events, with twice as many images. Operating at 99.99% background rejection resulted in 100 GCR proton events being classified as positive, considered false positives events. False positives occur when at least one of two projections is classified

| Downsampling Rate | Background Rejection Rate (%) | Pair Production Sensitivity (%) | Compton Scatter Sensitivity (%) |
|------------------|-------------------------------|-------------------------------|-------------------------------|
| 1                | 99.990±0.002                  | 10±1                          | 0.3±0.3                       |
| 5                | 99.97±0.003                   | 16±2                          | 0.4±0.3                       |
| 10               | 99.94±0.005                   | 26±2                          | 0.7±0.4                       |
| 20               | 99.87±0.007                   | 37±2                          | 1.3±0.6                       |
| 30               | 99.81±0.009                   | 44±2                          | 1.7±0.6                       |
| 40               | 99.75±0.01                    | 47±2                          | 1.9±0.7                       |
| 50               | 99.69±0.01                    | 52±2                          | 2.2±0.7                       |

Table 4. Pair production and Compton scatter sensitivity at varying background rejection rates corresponding to anticipated downlink speeds. The GCR proton background rejection rate was calculated for one set of background images. Each data point for Compton scatter and pair production sensitivity were generated by averaging the sensitivity over all simulated gamma-ray energies. All data here were generated using the full-scale simulation with a downsampling rate of 11.

![Compton Scattering and Pair Production](image)

Fig. 5. Plot of the sensitivity for Compton scatter and pair production image sets as the energy of the incident gamma ray varies, using a downsampling rate of 11 on the full-scale simulation. These sensitivities were calculated using a threshold value that generated a 99.990±0.002% background rejection rate. Errors were calculated using binomial statistics with a 95% confidence interval.

![Compton Scattering and Pair Production](image)

Fig. 6a. Generated using the full-scale simulation with a downsampling rate of 11.

as positive by GammaNet. Figure 6a shows 4 of the GCR proton events that resulted in false positive classifications. Figure 6b shows 4 pair production events that resulted in GammaNet producing the lowest response for pair production classification out of the testing set. The projection shown for the GCR proton events are the projection resulting in a positive classification, and the projections shown for the pair production events are the most representative of the characteristics resulting in false negative classification. In the false positive images, Figures 6a and 6b show extended delta-ray tracks are observed with at least one point of track crossing. This observation demonstrates that GammaNet responds to extended contiguous tracks, and track crossings, as signals of pair production events. In addition, Figure 6a contains a pair production event occurring from a GCR proton track which results in a false positive classification, showing GammaNet responds significantly to the vertex of a pair produc-
tion event. In the false negative images, Figures 7a to 7d, three features can be observed in the pair production images: short track length in Figures 7a to 7c, overlapping of the two tracks making it appear as a singular track in Figures 7a and 7b, and deep inelastic scattering events in Figure 7d.

5. GammaNet Visualization

As the use of CNNs becomes more prevalent in research, it is of increasing interest how the CNN performs the classification and what features of the input it uses to do so. Grad-CAM [35] is a recent algorithm developed to answer these questions by providing an activation map for input images that shows the regions the CNN used most within the image during classification. Figure 8 shows the Grad-CAM images generated for GammaNet with one background image, Figure 8d, and two signal images, Figures 8e and 8f. These images were generated using the sub-scale simulation of AdEPT because the lower track density provides interpretable results. Figure 8a shows that for the background class, GammaNet utilized sparsely ionizing tracks and delta rays present in Figure 8d, resulting correctly in a background classification. Figure 8b demonstrates that for the signal class, GammaNet utilizes the separate, nearly parallel, tracks of the pair production event preferentially over the overlapped pair production event at the bottom of Figure 8e, resulting in an accurate positive classification. Lastly, Figure 8c results in a false background classification of the pair production image, Figure 8f, with GammaNet using the sparsely ionized GCR tracks and the delta generated from the pair production track.

6. Conclusion

The event classification requirements of the AdEPT mission dictate a background rejection rate between 99.99% and 99.69% which must be achieved within a 50 ms time window determined by the instrument collection rate. GammaNet, using mixed precision enabled by NVCaffe, was able to achieve a background rejection rate of 99.990±0.004%. These results were achieved using the full-scale simulation, classifying on images downsampled at 11x. The time for inference was found to be on average 6.8 ms utilizing a NVIDIA GTX 1080 Graphics Processing Unit (GPU), which has 8.2 TFLOPS of single precision compute performance. This implies that, as is, GammaNet would require 1.1 TFLOPS of single precision compute available to it from the on-board flight computer. The AdEPT mission is still in the development stages, and thus the flight computer has not been chosen. Commercially available flight computers are capable of meeting this demand. Additionally NASA is investigating the use of commercial SoC solutions that possess greater than 1 TFLOPS performance [21]. In its current iteration, GammaNet is not prohibitively compute intensive for use as an on-board event classifier.

It was found that, in the best case situation of 99.69% background rejection, signal sensitivity for pair production will range...
from 1.1±0.5% to 69±2% for 5 to 250 MeV incident gamma rays. This range becomes 0.1±0.1% to 17±2% for the worst case scenario requiring 99.99% background rejection. The low sensitivity lowers the effectiveness of the AdEPT instrument, however these values were generated using conservative estimates. These results show that GammaNet achieves the desired background rejections of AdEPT, making it a serious consideration for use on-board the satellite for event classification.

These performance estimates include no image compression, and downlink bandwidth afforded by current and near future satellite communication [11, 18–20]. No image compression was used as a conservative assumption due to the data handling system for the AdEPT satellite not yet being decided. Simple lossless compression afforded by the PNG format produces compression ratios nearing 2 for the simulation images used in this study. As more systems aboard the AdEPT satellite are designed and implemented, more precise determination of the operational parameters of GammaNet can be achieved. Reductions in the raw data rate will allow GammaNet to operate at a lower background rejection rate, affording increased pair production sensitivity.

Grad-CAM was implemented for GammaNet in order to discern the features that GammaNet utilizes during classification of the simulation images. The results from this application support the supposition that GammaNet utilizes features that are characteristic of background for the respective classification, such as lower ionization density relative to the pair production tracks and the presence of delta rays. For the positive class of pair production the network responds strongly to semi-parallel tracks that are close in proximity, indicative of energetic pair production events.

7. Appendix

7.1. GammaNet Architecture

The architecture used for GammaNet is shown schematically in Figure 9 and is comprised of convolution, Rectified Linear Unit (ReLU) [36], maximum or average pooling, Local Response Normalization (LRN) [37, 38], dropout [39], concatenation, inner product, and softmax [37, 40] operations. All of these operations come preprogrammed in Caffe, a platform for developing and programming CNNs [33], which was used for the development of GammaNet.

7.2. GammaNet Hyperparameters

The hyperparameters used in training GammaNet are as follows:

- test_iter: 1000
- test_interval: 50000
- base_lr: 0.0001
- display: 1000
- max_iter: 1000000
- lr_policy: ”step”
- gamma: 0.96
- momentum: 0.9
- weight_decay: 0.0002
- stepsize: 320000
- snapshot: 49000
- snapshot_prefix: ”/path/to/your_preferred_directory”
- solver_mode: GPU
- net: ”/path/to/your_network.prototxt”
- test_initialization: false
- average_loss: 40
- iter_size: 1
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Fig. 9. Diagram depicting the architecture and layers used for GammaNet. All functions depicted in this diagram are from the preprogrammed operations included in the NVCaffe library.

a) input to the network of an AdEPT simulation image.

b) first convolution layer made of a 7x7 convolution with a stride of 2, where stride is the spacing between the center of successive convolutions performed on the previous layer. The convolution is followed by a ReLU operation, where all negative values are made to be 0.

c) 3x3 max pooling layer with a stride of 2, where max pooling takes a subset of the previous layer and outputs the maximum value from that subset. The 3x3 max pooling is followed by a LRN operation, where the values of the max pooling output are normalized along the depth of the output.

d) 1x1 convolution with stride of 1 followed by a ReLU.

e) 3x3 convolution with a stride of 1 followed by a ReLU and LRN operation.

f) 3x3 max pooling layer with a stride of 2.

g) inception module used by GoogLeNet [32], part 1, from top to bottom is: 3 1x1 convolutions of stride 1 and a 3x3 max pooling with a stride of 1.

h) inception module used by GoogLeNet [32], part 2, from top to bottom is a 3x3 convolution of stride 1, a 5x5 convolution of stride 1, and a 1x1 convolution of stride 1.

i) concatenation along the depth of the previous 3 operations in h), where the separate outputs are combined into one 3 dimensional matrix.

j) 7x7 average pooling with a stride of 1, where average pooling takes a subset of the previous layer and provides the average value for an output. The average pooling is followed by a dropout operation, where randomly some values in the output are set to 0 with a programmed probability.

k) the flattening of j) into a vector.

l) inner product between vector k) and the parameters of l) where there is a set of parameters for each class contained in the output, with two classes in the case of GammaNet. The parameters of l) were stored in double precision and the inner product calculated using double precision.

m) 2 values output by the softmax operation, which takes the output of the inner product layer as an input for the softmax function. The softmax function provides the probability that the original input image belongs to each class of the network, pair production or background for GammaNet. The softmax function was calculated using double precision and its results were also produced with double precision.