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Abstract

This paper develops a class of low-complexity device scheduling algorithms for over-the-air federated learning via the method of matching pursuit. The proposed scheme tracks closely the close-to-optimal performance achieved by difference-of-convex programming, and outperforms significantly the well-known benchmark algorithms based on convex relaxation. Compared to the state-of-the-art, the proposed scheme poses a drastically lower computational load on the system: For $K$ devices and $N$ antennas at the parameter server, the benchmark complexity scales with $(N^2 + K)^3 + N^6$ while the complexity of the proposed scheme scales with $K^pN^q$ for some $0 < p, q \leq 2$. The efficiency of the proposed scheme is confirmed via numerical experiments on the CIFAR-10 dataset.

I. INTRODUCTION

In the light of dramatically increasing numbers of mobile devices and data traffic in the Internet-of-Things era, the need for a paradigm-shift in wireless networks from traditional centralized cloud computing architectures to distributed ones is growing [1]–[5]. By performing data processing at the edge of networks, several shortcomings of cloud computing, such as long latency and network congestion, can be effectively addressed [6]–[8]. Notably, edge computing is an appealing technology to perform real-time tasks and make real-time decisions by exploiting the abundant computational resources of the edge servers [2]–[11]. Nevertheless, the bandwidth
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limitations and resource constraints of the wireless channels can pose significant challenges to realizing fast learning [12]–[14]. One way of overcoming these challenges is to integrate the edge-intelligent network within wireless networks and leverage the superposition property of wireless multiple-access channels [15].

Recently, a new paradigm of distributed machine learning, referred to as federated learning (FL) has been introduced, in which distributed devices jointly train a shared global machine learning model without sharing their raw data explicitly [16]–[18]. In essence, FL is a collaborative machine learning framework that enables distributed model training from decentralized data under coordination of a parameter server (PS) [17]. In principle FL is performed over a decentralized network as follows:

1) A PS first shares a global model with participating devices in the network.
2) Each device performs local model training using its own local dataset to determine the model parameters. It then transmits its trained model parameters to the PS while keeping its private data locally within its own device.
3) Once the PS aggregates the locally trained models, it updates the global model parameters using the aggregated models and broadcasts updated parameters to all edge devices.

These steps are alternated until the global model parameters converge [16], [18], [19]. Further illustrations can be found through the comprehensive example of FL given in Appendix A.

Compared to the extreme cases of centralized and individual learning, FL provides a tractable approach to handle a joint learning task over a distributed network. Nevertheless, this tractability comes with some costs which can be roughly categorized into three major forms:

1) The statistical inference problem in FL is more challenging. This follows from the fact that the local datasets in the decentralized setting are not independent and identically distributed (i.i.d.). Some related discussions in this respect can be found in [20]–[24] and the references therein.

2) Although local datasets are not shared in FL, this approach is still vulnerable against adversarial attacks in the network. In fact, due to the multiple rounds of model updates over the network, malicious terminals have access to a large list of local models from which they can learn the local datasets via model inversion attacks; see [25] for an instance of such attacks, and also discussions in [26], [27] and references therein regarding the privacy challenges in FL.
3) To achieve convergence of the global model, an FL algorithm needs to iterate for a rather large number of rounds. This leads to a high communication cost in the network which can result in excessive overhead to the system or even congest it; see for instance [28] and the references therein.

These challenges are often addressed separately in the literature. This follows from the fact that they result from different sources of imperfection. In this work, we mainly focus on the third class of challenges, i.e., communication-related challenges, as this class is the key hindrance for FL in wireless networks.

A. Over-the-Air Federated Learning

As mentioned, the key practical challenges in FL over wireless networks, often called over-the-air federated learning (OTA-FL), are the communication-related ones. This comes from the facts that wireless networks are significantly restricted in resources and the communication links are severely impacted by fading. As a result, direct implementation of FL in these networks can lead to large communication overhead in the system and high latency; see [29] and the references therein for further discussion of these issues. Consequently, developing communication-efficient strategies to mitigate communication cost and guarantee satisfactory learning performance is of paramount importance [30]. The proposed solutions in the literature often lie in one of the following three approaches:

1) One approach is to minimize the total number of communication rounds between the edge devices and PS. With this approach, the main design task is to achieve satisfactory learning accuracy with a minimum number of communication rounds [31]–[33].

2) Another approach is to reduce the communication overhead per round by exploiting lossy compression techniques such as quantization and pruning [34]–[36].

3) The third approach suggests to accelerate the model aggregation process by leveraging the principles of over-the-air computation [37]–[40].

The first two approaches treat communication and computation separately via the transmission-then-aggregation policy. The latter approach however invokes the idea of analog function computation in sensor networks [41] to address both tasks simultaneously; see Appendix A for an illustrative example.
B. Device Scheduling for Over-the-Air Federated Learning

From the inference point of view, we are interested in increasing the number of devices that share their model parameters. This is in particular of a great interest, as the accuracy of the learned model strongly depends on the size of the aggregated dataset on which the FL algorithm is running. The more devices that share their local model parameters, the more reliable the learned model becomes. Although this statement is in general valid for any network, it is not always straightforward in OTA-FL to improve the reliability of the learned model by increasing the number of participating devices. This comes from the wireless channel effects, i.e., fading. The optimal solution to this issue is to design the model transmission and the FL algorithm jointly. By this approach, the share of each local model can be designed such that it contributes in the global model learning constructively. This joint approach is however not in general tractable, as the statistical model of the local model parameters in FL is not trivial. An alternative sub-optimal solution to this issue is given by device scheduling in which some of the devices with potentially less contribution in the global model learning are set off. In this case, performing FL and model transmission separately leads to minimal performance degradation compared to the case with all devices being active.¹

Device scheduling has been widely accepted as an efficient sub-optimal solution in OTA-FL which avoids performance degradation due to imperfect model aggregation.² The efficiency of this approach has been shown analytically and experimentally through a large set of studies in the literature; see for instance the studies in [29], [42]–[44]. In general, a scheduling policy tries to find the largest collection of local datasets in each communication round while keeping the overall aggregation cost, for a predefined aggregation strategy, below a tolerable threshold. In its generic form, device scheduling reduces to an integer programming problem and hence is a non-deterministic polynomial-time (NP)-hard problem. Consequently, various sub-optimal algorithms for scheduling are proposed in the literature [38] and [45]–[47]. These algorithms often either offer good performance at the expense of high computational complexity, e.g., [38], or perform

---

¹It is worth mentioning that scheduling is in general sub-optimal. To illustrate this point, one can think of a real-valued weight for each device representing its share in the global model learning. The joint design of the FL algorithm and transmission scheme determines the optimal choice of these real-valued coefficients while device scheduling restricts them to be either zero or one.

²Another root of interest on device scheduling in OTA-FL comes from network limitations, such as the total communication overhead, latency and the required bandwidth. We however do not discuss this aspect of device scheduling in this paper.

³This strategy is designed independent of the channel information. This separation is in fact the root of sub-optimality.
poorly while gaining in terms of complexity, e.g., random scheduling \cite{29}. This work fills the gap between these two types of scheduling policies by introducing a class of scheduling algorithms with a fair complexity-performance trade-off based on the method of matching pursuit.

C. Contributions

The device scheduling task is mathematically formulated in the form of a constrained optimization problem: In this problem, the number of active devices is maximized, subject to an inequality constraint on the aggregation cost; see for instance the formulations in \cite{38} and \cite{47}. The explicit form of the problem is given by defining a metric for the aggregation cost in the network which depends on the chosen approach for OTA-FL. The key feature of the aggregation cost metric is that it grows with the number of devices and describes the dominant source of error arising in the model aggregation step.

A device scheduling mechanism proposed for a particular aggregation cost metric often extends straightforwardly to other metrics. This follows from the fact that the target optimization problem is of the same NP-hard form with only the cost metric being different. We hence focus in this work on a recent OTA-FL approach; namely, the approach based on over-the-air computation \cite{39} initially proposed in \cite{38}. As the main contribution, we develop a class of low-complexity scheduling algorithms based on the method of matching pursuit \cite{48} which incurs a significantly lower computational complexity compared to a benchmark algorithm based on the difference of convex (DC) programming \cite{38}, while degrading the scheduling performance only slightly. In particular, the contributions of this paper can be briefly described as follows:

- We formulate the device scheduling task as a sparse support selection problem whose constraint is given by a weighted combination of individual cost constraints. For this problem, we develop a class of greedy algorithms based on the method of matching pursuit. We show that with \( K \) devices in the network and an array antenna of size \( N \) at the PS, the computational complexity of the proposed scheme scales with \( K^p N^q \) for some \( p, q \leq 2 \). This is a significant complexity reduction compared to the benchmark scheme in \cite{38} which scales with \( K (N^2 + K)^3 + KN^6 \).

- The proposed scheduling scheme is parametrized by a set of device weights which need to be tuned. To this end, we invoke the intuitive connection between the original scheduling

\footnote{Nevertheless, as mentioned through the introductory part, the proposed scheduling scheme is generic and can be extended straightforwardly to other approaches for OTA-FL.}
task and the weighted sparse support selection problem and propose a subset-cutting strategy for weighting. Our investigations show that the proposed strategy is robust against variation of design parameters and performs very closely to optimized approaches for weighting.

- We numerically investigate the proposed scheme through a comprehensive set of simulations over the CIFAR-10 dataset and compare the performance with the benchmark. Our investigations demonstrate that the learning performance in this case closely track the close-to-optimal performance achieved by DC programming. This finding along with the significantly lower computational complexity implies the efficiency of our proposed scheme for OTA-FL.

D. Related Work

The efficiency of device scheduling for OTA-FL is discussed in [29]. In this study, a standard setting for OTA-FL, i.e., without invoking analog function computation, is considered and the learning performance of three basic schemes for device scheduling are discussed; namely, the random scheduling, the round robin scheme and the so-called proportional fair strategy. The investigations in this work reveal a key finding: with links that require high signal-to-interference-and-noise ratio (SINR) thresholds to correctly decode received packets, an optimized scheduling algorithm, e.g., the proportional fair strategy, outperforms other schemes while at low SINR thresholds, random selection of active devices performs efficiently. There exists further a very low required SINR threshold under which device scheduling does not enhance the FL convergence rate. This observation agrees with intuition: At very low SINR thresholds, virtually all packets are received correctly at the model aggregator, and thus scheduling mechanism is not important. This further agrees with our earlier discussions on the sub-optimality of device scheduling: In the most extreme case of noise-less transmission, the model aggregation strategy and the transmission scheme are designed separately without any performance degradation. As a result, ignoring some local models can only degrade the FL performance.

Following the discussions in [29], several studies have developed scheduling schemes considering various approaches for OTA-FL; see for instance [38]–[40], [44], [46], [47], [49] and [50]. The most relevant line of work to our study in this paper is the one given in [38]. In this work, a novel aggregation approach for OTA-FL based on the idea of analog function computation, often called over-the-air computation (AirComp), is proposed; see [41] and [51]–[55]. Unlike the earlier approaches, in this approach the PS utilizes the linear superposition in the uplink multiple
access channel and determines the updated global model in each communication round directly from its received signal via a linear receiver.

Since its proposal, OTA-FL via AirComp has been investigated in various network settings. The studies in [47] and [49] extend the idea to intelligent reflecting surface (IRS)-aided multiple-input multiple-output (MIMO) networks concluding that by leveraging large IRSs, data aggregation in AirComp-based OTA-FL can be significantly fastened. The study in [56] further considers this approach and develops a novel power-control policy to enhance the learning performance. In [57], the authors propose an algorithm for OTA-FL via AirComp, considering a risk-minimization task as the target learning problem. The developed algorithm is shown to approach the convergence rate of the centralized gradient-descent, when the network dimensions grow large.

Similar to other approaches for OTA-FL, OTA-FL via AirComp requires a joint design of aggregation strategy and the transmission scheme, in order to perform efficiently. As a result, device scheduling is often used to achieve a satisfactory learning performance. For device scheduling in OTA-FL via AirComp, the aggregation cost can be determined via the mean squared error (MSE) between the model aggregated by the linear receiver at the PS and the target aggregation specified by the predefined aggregation strategy. Considering this cost metric, the authors in [38] develop a mechanism for joint scheduling and receiver design based on DC programming. The proposed mechanism in [38] has been further extended to other network settings; see for instance [47] and [49] for device scheduling in IRS-aided MIMO networks.

E. Notation and Organization

Scalars, vectors and matrices are represented with non-bold, bold lower-case, and bold upper-case letters, respectively. The transposed and the transposed conjugate of $H$ are denoted by $H^T$ and $H^H$, respectively, and $I_N$ is an $N \times N$ identity matrix. Trace and rank of the matrix $H$ are shown by $\text{tr}\{H\}$ and $\text{rank}(H)$, respectively. The $\ell_p$-norm of $x$ is denoted by $\|x\|_p$. For the particular case of the $\ell_2$-norm, the subscript is dropped, i.e., $\|x\| = \|x\|_2$. The sets $\mathbb{R}$ and $\mathbb{C}$ refer to the real axis and the complex plane, respectively. The notation $\mathcal{CN}(\eta, \sigma^2)$ represents the complex Gaussian distribution with mean $\eta$ and variance $\sigma^2$. For the sake of brevity, $\{1, \ldots, N\}$ is shortened to $[N]$.

---

5It is worth mentioning that AirComp is only used to implement the model aggregation over the air. The aggregation strategy, i.e., the weights for local models, is still designed individually.

6As an analytically-tractable, but generally sub-optimal, solution.
The rest of this manuscript is organized as follows: The problem under study is formulated in Section II. Section III presents the proposed scheduling scheme along with discussions of its performance and complexity. The detailed derivation of the scheme is then given in Section IV. Section V provides several numerical experiments. Finally, the manuscript is concluded in Section VI.

II. PROBLEM FORMULATION

Consider a decentralized setting with $K$ single-antenna edge devices and a single PS. The PS is equipped with an antenna array of size $N$. The dataset $D$ is distributed among the edge devices. This means that device $k$ for $k \in [K]$ has access to a local dataset $D_k$ from which it determines its local vector of model parameters $\theta_k \in \mathbb{R}^D$. The model parameters are shared with the PS over the uplink multiple access channel. The PS aims to determine an update for the global model based on the shared local models.

We assume that the network operates in the time division duplexing (TDD) mode. As a result, the uplink and downlink channels are assumed to be reciprocal. Prior to sharing the local datasets, the devices send pilot sequences over the uplink channels. The PS utilizes its received signal to acquire the channel state information (CSI) of the devices. As a result, the CSI of all devices is available at the PS, and each edge device has access to its own CSI. For the sake of compactness, we assume that the CSI acquisition is carried out perfectly, i.e., we assume that the pilot sequences are mutually orthogonal and that the channel estimation error is negligible. The coherence time interval, in which the CSI remains unchanged, is further assumed to include multiple symbol time intervals. Using the acquired CSI, the PS schedules a subset of devices to be active in model sharing. Our main goal in this work is to design the scheduling protocol.

A. System Model

We now focus on a particular communication round and assume that the PS performs device scheduling. Let $S \subseteq [K]$ denote the subset of devices that are scheduled to share their model in the current communication round. Considering the federated averaging algorithm for FL\textsuperscript{7}, the ultimate goal of the PS is to determine an updated global model $\theta$ as

$$\theta (S) = \sum_{k \in S} \phi_k \theta_k,$$

\textsuperscript{7}This is the most classical approach for FL; see also Appendix A.
for some predefined positive weights $\phi_k$ which are proportional to the size of the local datasets.

The selected device $k$ uploads its local model parameters in $D$ symbol intervals after applying a linear operation on them. More precisely, it transmits in the $d$-th symbol interval

$$x_k(d) = \psi_k \theta_{k,d},$$

where $\theta_{k,d}$ denotes the $d$-th entry of $\theta_k$, and $\psi_k$ is a scalar that satisfies the per-device transmit power constraint $|\psi_k|^2 \leq P$.

In the sequel, we drop the time interval index, and focus on a single transmission time interval. In this case, the signal received by the PS is given by

$$y = \sum_{k \in \mathcal{S}} x_k h_k + \xi$$

where $\xi$ is a complex zero-mean additive white Gaussian noise (AWGN) process with variance $\sigma^2$, i.e., $\xi \sim \mathcal{CN}(0, \sigma^2 I_N)$, and $h_k \in \mathbb{C}^N$ denotes the channel coefficient vector between device $k$ and the PS.

The PS ultimately intends to compute the global model parameter according to the aggregation strategy in (1). This means that in a particular symbol time interval, its target function is

$$\theta(\mathcal{S}) = \sum_{k \in \mathcal{S}} \phi_k \theta_k.$$  

(4)

Due to noise and fading processes in uplink channels, the aggregation of the selected local model parameters is noisy, and hence the PS can only determine an estimate of $\theta(\mathcal{S})$. To this end, the PS invokes the idea of analog function computation and utilizes the linear superposition of the multiple access channel by determining the target function directly from the received signal via a linear receiver. This means that it calculates the estimate

$$\hat{\theta}(c, \mathcal{S}, \eta, \psi) = \frac{c^H y}{\sqrt{\eta}} = \sum_{k \in \mathcal{S}} \frac{\psi_k \theta_k}{\sqrt{\eta}} c^H h_k + \frac{c^H \xi}{\sqrt{\eta}}$$

(5)

for some linear receiver $c \in \mathbb{C}^N$ and the power factor $\eta$. In (5), we define the vector $\psi$ as

$$\psi = [\psi_1, \ldots, \psi_K]^T.$$  

(6)

The estimate in (5) incurs some error compared to the target function. This error describes the distortion imposed through model aggregation in this OTA-FL approach.
B. Uplink Coordination via Zero-Forcing

As mentioned, each edge device only knows its own CSI. The PS hence coordinates the devices with respect to their weights in the aggregation strategy, i.e., the \( \phi_k \)'s, using the zero-forcing strategy: Let the receiver and the subset of active devices be set to \( c \) and \( S \), respectively. The PS, at the beginning of the communication round, sets the power factor to \( \eta = \eta_{ZF} \), where

\[
\eta_{ZF} = \min_{k \in S} \frac{|h_k^Hc|^2}{\phi_k^2},
\]

(7)

and broadcasts it, along with \( c \) in the network over a rate-limited noiseless feedback channel. Upon the reception of \( \eta_{ZF} \) and \( c \), each selected device sets its transmit weight as

\[
\psi_{ZF,k} = \sqrt{\eta_{ZF} \phi_k} \frac{h_k^Hc}{|h_k^Hc|^2}.
\]

(8)

It is straightforward to show that the above choices of \( \eta \) and \( \psi_k \) satisfy the power constraints at the devices and also construct the desired superposition over the air in the absence of noise in the uplink transmission. This coordination approach can be observed as zero-forcing, since the PS determines the transmit weights of the devices and the receiver power factor, such that the uplink channel is inverted.

From the signal processing point of view, it is well-known that with respect to the MSE between the target function and its estimate, zero-forcing coordination is sub-optimal. The optimal approach is to derive the minimum mean squared error (MMSE) coordination strategy that minimizes the MSE between \( \theta(S) \) and \( \hat{\theta}(c, S, \eta, \psi) \). Analytical derivation of the MMSE strategy is however intractable, due to the nontrivial statistical model of the local model parameters. This point is discussed in greater detail in Appendix B.

Remark 1: In \([38]\), the zero-forcing approach for coordination is considered as the optimal strategy, while the MSE between the target function and its estimate is considered as the design metric. Although this consideration does not impact the correctness of the main results, we believe it is due to a misconception. We address this point in Appendix B.

C. Aggregation Cost Metric

As mentioned in the introduction, the design of a device scheduling scheme requires defining a metric for the aggregation cost in the network. To this end, we follow the proposed strategy in the literature, e.g., \([38], [47]\), and model the aggregation cost via the computation error. Considering
zero-forcing coordination at the PS, we define the \textit{computation error} to be the MSE between the estimated computation and the target function, i.e.,

\[
E(c, S) = \mathbb{E}\left\{ \left| \hat{\theta}(c, S, \eta_{ZF}, \psi_{ZF}) - \theta(S) \right|^2 \right\}.
\]  

(9)

By replacing \( \eta_{ZF} \) from (7) into the definition of the computation error, it is straightforwardly shown that

\[
E(c, S) = \frac{\sigma^2}{D} \max_{k \in S} \phi_k^2 \frac{\|c\|^2}{|h_k^H c|^2}.
\]  

(10)

This error serves as the metric for the aggregation cost in the network in the sequel.

Proposition 1 shows that the computation error has the generic property exhibited by a metric of aggregation cost. This means that it either increases or remains unchanged, as the number of active devices increases. Consequently, we design the scheduling protocol and the linear receiver, such that the above design metric does not exceed a maximum tolerable value.

**Proposition 1:** Consider subsets \( S_i \subseteq [K] \) for \( i \in \{1, 2\} \). Denote the computation error that is minimized with respect to the linear receiver by \( E_{i \text{min}} \), i.e.,

\[
E_{i \text{min}} = \min_{c \in \mathbb{C}^N} E(c, S_i).
\]  

(11)

If \( S_1 \subseteq S_2 \), then we have \( E_{1 \text{min}} \leq E_{2 \text{min}} \).

**Proof.** The proof is straightforwardly derived from (10). By definition, we can write for any linear operator \( c \)

\[
E(c, S_2) = \frac{\sigma^2}{P} \max_{k \in S_2} \phi_k^2 \frac{\|c\|^2}{|h_k^H c|^2}.
\]  

(12a)

\[
= \max \left\{ \frac{\sigma^2}{P} \max_{k \in S_1} \phi_k^2 \frac{\|c\|^2}{|h_k^H c|^2}, \frac{\sigma^2}{P} \max_{k \in S_2 - S_1} \phi_k^2 \frac{\|c\|^2}{|h_k^H c|^2} \right\}
\]  

(12b)

\[
= \max \{ E(c, S_1), E(c, S_2 - S_1) \}
\]  

(12c)

\[
\geq E(c, S_1).
\]  

(12d)

Considering the functions \( E(c, S_i) : \mathbb{C}^N \mapsto \mathbb{R} \) for \( i \in \{1, 2\} \), we use the fact that above inequality is valid for all \( c \in \mathbb{C}^N \) and write

\[
\min_{c \in \mathbb{C}^N} E(c, S_2) \geq \min_{c \in \mathbb{C}^N} E(c, S_1)
\]  

(13)

which concludes the proof.
D. Scheduling Problem

Proposition 1 verifies that the defined computation error increases as the number of selected terminals grows in the network. This is in contrast to a reliability metric for FL, which improves as the size of the collected dataset grows. In this respect, device scheduling finds a fair trade-off by solving a joint optimization: It tries to maximize the number of selected edge devices subject to the constraint that the computation error is kept below a maximum tolerable level.

Mathematically, we can represent this problem as

$$\max_{c \in \mathbb{C}^N, \mathbb{S}} |\mathbb{S}|$$

subject to

$$\max_{\mathbb{S}} \mathcal{E}(c, \mathbb{S}) \leq \epsilon$$

subject to

$$\mathbb{S} \subseteq [K]$$

for some positive real $\epsilon$ representing the maximum tolerable computation error. By substituting (10) into the optimization, the scheduling problem reduces to

$$\max_{c \in \mathbb{C}^N, \mathbb{S}} |\mathbb{S}|$$

subject to

$$\phi_k^2 |c|^2 - \gamma |h_k^H c|^2 \leq 0 \quad \forall k \in \mathbb{S}$$

$$\mathbb{S} \subseteq [K]$$

where we define $\gamma = P\epsilon/\sigma^2$.

The optimization problem in (15) reduces to an NP hard problem, and hence its solution cannot generally be found within a feasible time. As a result, sub-optimal schemes are developed to approximate the optimal scheduling in polynomial time. An example of such approaches is given below in Example II.1. This example is of particular interest, as it describes the close-to-optimal and benchmark scheduling policies which are considered as the references in this work.

Example II.1: The classical approach is to convert the scheduling task into a sparse recovery problem with concave constraints. To this end, the authors in [38] show that solving the original

8 One may initially propose to maximize the size of the aggregated dataset, i.e., $\sum_{k \in \mathbb{S}} D_k$, instead of the number of selected devices. Nevertheless, one should note that the weights $\phi_k$ are chosen with respect to the size of local datasets. This means that the impact of different dataset sizes is directly considered in the predefined model aggregation strategy, and hence is not further addressed in scheduling.
The solution of this equivalent form is then approximated by different approaches. In this paper, we focus on two techniques; namely, the benchmark and the close-to-optimal approach.

In the benchmark, the $\ell_0$-norm is replaced by the $\ell_1$-norm and the rank constraint is dropped. The resulting problem is then solved using alternating optimization, and the resulting $C$ is approximated by a rank-one matrix using a low-rank approximation technique [59].

The close-to-optimal approach replaces the $\ell_0$-norm objective and the rank-one constraint via DC expressions. It then uses tools from DC programming [60], [61] to approximate the solution of the determined alternative form. We call this approach close-to-optimal, as the numerical investigations in [38] show that for small dimensions, where exponential search is feasible, the DC programming-based approach is consistent with the optimal solution.

In this work, we deviate from the benchmark and close-to-optimal approaches described in Example II.1 and propose a low-complexity and highly efficient algorithm that directly applies matching pursuit to address the scheduling task in (15).

III. SCHEDULING VIA MATCHING PURSUIT

The scheduling problem in (15) can be considered to be a sparse recovery problem with an unconventional constraint. We intend to find the smallest subset of devices, such that by setting them off, the minimum computation error falls below the maximum tolerable error. Defining $\bar{s}_k$ to be the inactivity of device $k$, i.e., $\bar{s}_k = 0$ when $k \in S$ and $\bar{s}_k = 1$ if $k \notin S$, one can observe the scheduling task as the problem of finding the sparsest $\bar{s} = [\bar{s}_1, \ldots, \bar{s}_K]$, such that the computation error constraint is satisfied. Although the scheduling constraint is different from the conventional least-squares constraint in sparse recovery, similar greedy approaches can be developed for this problem.
The most common greedy approach for sparse recovery is *matching pursuit* which is widely used in the context of compressive sensing; see for instance [62]–[69]. Intuitively, matching pursuit follows a step-wise greedy approach to solve a regression problem: it starts with the sparsest vector of regression coefficients, i.e., the all-zero vector, and gradually add new indices to the support, such that the residual sum-of-squares is maximally suppressed. For linear regression, it is shown that to this end, the selected indices in each iteration should be those that have maximal correlation with the regression error achieved in the previous iteration.

For the scheduling problem in (15), we can develop the same framework. As the initial choice for $\mathbb{S}$, we let all the devices be active. We then iteratively remove elements from $\mathbb{S}$ and update $c$ in each iteration such that the computation error is maximally decreased. The resulting algorithm is presented in Algorithm 1. We skip the detailed derivation at this stage and leave it for Section IV. For notational compactness, we denote the relation between the inputs and outputs of this algorithm as

$$ (c, \mathbb{S}) = A_1 (H, \phi), $$

(17)

where $\phi$ is the vector of device coefficients, i.e.,

$$ \phi = [\phi_1, \ldots, \phi_K]^T, $$(18)

and $H$ is the uplink channel matrix, i.e.,

$$ H = [h_1, \ldots, h_K]. $$

(19)

\footnote{More precisely, an upper-bound on the residual sum-of-squares.}

\footnote{This is where the appellation comes from.}
Algorithm 1 Matching Pursuit Based Scheduling $A_1 (\cdot)$

**Input:** The updating strategy $\Pi (\cdot)$, and the real positive scalars $\phi_k$ for $k \in [K]$.

**Initialization:** Set $\mathcal{S}^{(0)} = [K]$, $i^{(1)} = \emptyset$, $W^{(1)} = I_K$, $\Delta^{(1)} = +\infty$ and $F^{(1)}_k = 1$ for $k \in [K]$.

while $\Delta^{(t)} > 0$ do
  Set $\mathcal{S}^{(t)} = \mathcal{S}^{(t-1)} - \{i^{(t)}\}$
  Update $W^{(t)}$ by setting $[W^{(t)}]_{i^{(t)}, i^{(t)}} = 0$ and
  \[ [W^{(t)}]_{k,k} = \Pi \left( F^{(t)}_k \right) \] (20)
  for all $k \in \mathcal{S}^{(t)}$.
  Find the SVD
  \[ H \sqrt{W^{(t)}} = V^{(t)} \Sigma^{(t)} U^{(t)H} \] (21)
  and let $n^{(t)}$ be the index of the largest singular value.
  Let $c^{(t)} = v^{(t)}_{n^{(t)}}$, i.e., the $n^{(t)}$-th column of $V^{(t)}$.
  Update the constraint indicator $F^{(t)}_k$ for device $k \in \mathcal{S}^{(t)}$ as
  \[ F^{(t)}_k = \phi_k^2 - \gamma |h_k^H c^{(t)}|^2. \] (22)
  Find the next device index as
  \[ i^{(t+1)} = \arg\max_{k \in \mathcal{S}^{(t)}} F^{(t)}_k. \] (23)
  Update the maximal constraint as
  \[ \Delta^{(t+1)} = \max_{k \in \mathcal{S}^{(t)}} F^{(t)}_k. \] (24)
  Let $t \leftarrow t + 1$.
end while

**Output:** $c^{(T)}$ and $\mathcal{S}^{(T)}$ with $T$ being the last iteration.

The key components of Algorithm 1 are the weighting matrix $W^{(t)} \in \mathbb{R}^{K \times K}$ and the updating strategy $\Pi (\cdot) : \mathbb{R} \mapsto \mathbb{R}$. The weighting matrix $W^{(t)} \in \mathbb{R}^{K \times K}$ is a diagonal matrix whose $k$-th diagonal entries weights the contribution of device $k$ into the average achieved computation.
error in iteration $t$. The mapping $\Pi(\cdot)$ moreover uses the contribution of device $k$ into the average computation error and updates its weight for the next iteration. This latter mapping is the main degree of freedom in Algorithm II. By fixing the updating strategy $\Pi(\cdot)$, one can run the algorithm by iterating for a few number of iterations till the algorithm converges to a feasible point. Noting that the algorithm in each iteration calculates only a single singular value decomposition (SVD), one can readily conclude that the proposed algorithm significantly reduces the complexity compared to the benchmark and close-to-optimal approaches illustrated in Example II.1. We discuss the updating strategy and complexity of the algorithm in greater detail in the forthcoming subsections.

A. Weight Updating via Subset-Cutting

In general, the weight of device $k$, i.e., $[W(t)]_{kk}$ in each iteration should be tuned such that the algorithm converges as fast as possible. Nevertheless, an extensive search for $[W(t)]_{kk}$ leads to high complexity. To avoid this unnecessary complexity, we apply a simple binary tuning strategy to which we refer as subset-cutting. For the sake of compactness, we define the notation $w_k^{(t)} = [W(t)]_{kk}$ and assume that $0 < w_k^{(t)} < 1$ for $k \in \mathcal{S}^{(t)}$.

Let us cut the subset of selected devices in iteration $t$ into two subsets:

- $\mathcal{S}_+^{(t)}$ which contains those selected devices whose corresponding constraint indicator, i.e., $F_k^{(t)}$ defined in (22), is positive.
- $\mathcal{S}_-^{(t)}$ which includes the remaining devices.

Considering the optimization in (10), our ultimate goal is to update the weights, such that the subset $\mathcal{S}_+^{(t+1)}$ contains as few devices as possible. The simplest strategy to achieve this goal is to weight the two subsets inversely proportional. We apply this idea, by modeling the sign of $F_k^{(t)}$ for $k \in \mathcal{S}$ as i.i.d. Bernoulli random variables and letting the weight of each device be its probability. More precisely, we set the devices in $\mathcal{S}_+^{(t)}$ and $\mathcal{S}_-^{(t)}$ to be weighted by $\delta$ and $1 - \delta$ for some $\delta \in (0, 1)$, respectively. This means that the mapping $\Pi(\cdot)$ in Algorithm II is set to

$$\Pi(x) = \begin{cases} 
\delta & x > 0 \\
1 - \delta & x \leq 0
\end{cases}$$

(25)

12This point becomes clear as the reader goes through Section IV.

13The subset of devices in iteration $t + 1$ whose corresponding computation error constraint is violated.
for some of $0 < \delta < 1$. The value of $\delta$ is then tuned for a given channel model, based on the
statistics of the channel.

Numerical experiments show that the tuning of $\delta$ is rather robust. A particular case is observed
in Fig. 1 which shows the average $|S|$ against $\delta$. Here, we set $K = 20$ and $N = 6$ and calculate
the average numerically over 2000 realizations of i.i.d. complex Gaussian channels with zero
mean and unit variance. The figure is given for two different values of the parameter $\gamma$. As we
can see, the optimal choice of $\delta$ changes with $\gamma$. Nevertheless, the algorithm performs almost
identically for small enough choices of $\delta$. This indicates that in practice, it is enough to keep $\delta$
small, and an update of its value in each iteration is not necessary. Consequently, in the rest of
this paper, we use this subset-cutting strategy with a fixed choice of $\delta$ to update the weight of
the devices, and leave further discussions on more efficient update strategies as a direction for
future work.
B. Efficiency of Scheduling via Matching Pursuit

The matching pursuit approach reduces the computational complexity of scheduling at the cost of performance degradation. We now apply some initial numerical investigations to quantify the scale of this complexity-performance trade-off. To this end, the same setting as the one in Fig. 1 is considered, i.e., $N = 6, K = 20$ and $\phi_k = 1$ for $k \in [K]$. The uplink channels are further generated i.i.d. Gaussian with zero mean and unit variance. For this setting, the matching pursuit approach, as well as the benchmark and close-to-optimal scheduling policies [38], are used to perform scheduling for various choices of $\gamma$ and the performance is averaged over 2000 channel realizations. The results are then represented in Fig. 2 where the average number of selected devices is plotted against $\gamma$.

As the figure shows, the proposed algorithm performs rather close to the close-to-optimal scheduling and outperforms considerably the state-of-the-art; see [38] for more details on the close-to-optimal and the benchmark. It however is of a significantly lower computational complexity compared to the benchmark, as we show in the forthcoming subsection. This observation implies that the proposed approach based on matching pursuit is highly efficient for scheduling.

The step-wise nature of Algorithm 1 brings this question into mind whether by using common extensions of step-wise regression techniques, the performance of this algorithm can be dominantly enhanced. To find an answer to this question, we consider the particular instance of extending Algorithm 1 via a bidirectional search. To this end, we note that the search in Algorithm 1 is performed in a backward fashion. A standard extension to this approach is to add one further step of forward selection after the backward search is over. By doing so, wrongly-removed devices can be added again to the support. We hence extend the basic algorithm by revisiting the subset of removed devices once again at the end of each iteration, and place back to $S$ those removed devices whose updated constraint indicator is not positive. As observed in Fig. 2 this extension is practically of no gain and only increases the complexity.15 This implies that Algorithm 1 is efficient from both performance and complexity viewpoints.

14 Along with the complexity analysis in the next sub-section.

15 Note that the corresponding algorithm still has significantly lower computational complexity compared to the benchmark and close-to-optimal policies.
Algorithm 1

C. Complexity of Scheduling via Matching Pursuit

The key property of Algorithm 1 is its significant low-complexity. We illustrate this point by comparing its complexity to that of the benchmark and close-to-optimal scheduling policies. The benchmark approach solves the scheduling problem iteratively with a fixed number of iterations; see the algorithms based on semidefinite relaxation in [38]. In each iteration, the algorithm performs two steps of updates, where the first step is of the complexity order $O\left((N^2 + K)^3\right)$, and the second step is of the complexity order $O\left(N^6\right)$. We can hence conclude that the benchmark complexity for scheduling is

$$C_B = O\left((N^2 + K)^3 + N^6\right)$$

(26)

The close-to-optimal approach that uses DC programming also runs iteratively a two-step update with the same order of complexity. It runs the update in each iteration for all available $K$ devices; see [38]. As a result, the complexity of the close-to-optimal approach is

$$C_{DCP} = O\left(K\left(N^2 + K\right)^3 + KN^6\right).$$

(27)
We now consider the proposed algorithm based on matching pursuit. This algorithm runs for $T \leq K$ iterations. In iteration $t$, an SVD decomposition of a matrix of size $N \times (K - t + 1)$ is required$^{16}$ whose complexity is

$$C_{SVD}^{(t)} = O \left( (K - t + 1) N^2 \right) \leq O \left( K N^2 \right).$$

(28)

The algorithm is hence of the complexity order of

$$C_{MP} = O \left( (K - T) K N^2 \right) \leq O \left( K^2 N^2 \right)$$

(29)

which is drastically less than the complexity of the benchmark and close-to-optimal policies. It is worth mentioning that the complexity of Algorithm 1 can be even further reduced. In fact, in each iteration, we only need the singular-vector which corresponds to the largest singular-value of the weighted channel matrix; see line 5 in the algorithm. A complete SVD determination is hence unnecessary and one can use alternative algorithms to find only the desired singular-vector. An example is the Lanczos algorithm whose complexity, though not explicitly derived, is known to be smaller than SVD calculation $[70]$. Further discussions on such algorithms can be found in $[71], [72]$. One can hence conclude that the complexity of the proposed algorithm is in general of the order of

$$C_{MP} = O \left( K^p N^q \right)$$

(30)

for some $0 < p, q < 2$. This is a huge complexity reduction at the expense of a minor performance degradation which as we see later in Section V can be neglected in most practical scenarios.

Fig. 3 compares the average run-time of Algorithm 1 with the one of the close-to-optimal approach for the setting considered in Fig. 2. Here, the time axis is shown in logarithmic scale, in order to enable comparison. The results clearly show the drastic complexity reduction achieved by the matching pursuit approach. These results along with those represented in the previous subsection imply that the proposed algorithm is a suitable candidate for scheduling in real-time applications of OTA-FL.

**Remark 2:** As Fig. 3, the complexity of both algorithms drops considerably as $\gamma$, i.e., the error tolerance level, increases. This is due to the fact that both algorithms select more devices at higher choices of $\gamma$, and hence terminate faster in this regime. Considering the step-wise nature

---

$^{16}$Remember that $W^{(t)}$ has $t - 1$ all-zero columns.
of Algorithm[I] we can further flatten the complexity curve by switching from backward selection to forward selection at lower tolerances. More precisely, for small choices of $\gamma$, one can start from the empty set $\mathcal{S} = \emptyset$ and add active devices in each iteration. The derivations for this complementary algorithm follows the exact steps as in Algorithm[I] We hence skip it at this point and leave it as a natural extension of this work.

IV. DERIVATION OF THE ALGORITHM

In this section, we give the detailed derivations for Algorithm[I] Starting with an initialization, let the selected support and the linear receiver updated in iteration $t$ be denoted by $\mathcal{S}^{(t)}$ and $\mathbf{c}^{(t)}$, respectively. Given that $\mathcal{S}^{(t)}$ and $\mathbf{c}^{(t)}$ do not lead to a feasible point for (10), in this iteration, i.e., iteration $t$, we intend to select a device to be eliminated from $\mathcal{S}^{(t)}$ and update the linear receiver.

Let us denote the index of the device that has been selected at the end of iteration $t - 1$ for this iteration by $i^{(t)}$. Considering Algorithm[I] at the beginning of the iteration, we update the
support by removing device $i^{(t)}$, i.e.,

$$
\$^{(t)} = \$^{(t-1)} - \{ i^{(t)} \}. 
$$

(31)

In the sequel, we derive the update rule for the linear receiver $c^{(t)}$ and the new index $i^{(t+1)}$.

A. Updating the Linear Receiver

We first update the linear receiver for the given support, i.e., we find $c^{(t)}$. To this end, let us define the constraint function for device $k \in \$^{(t)}$ as

$$
f_k (c) = \phi_k^2 \| c \|^2 - \gamma | h_k^H c |^2. 
$$

(32)

We desire that for all $k \in \$^{(t)}$, we have $f_k (c) \leq 0$. A necessary, but not sufficient, condition for this objective is that a weighted sum of these constraint functions with positive coefficients be negative. We use this fact, and define an average constraint function in iteration $t$ as

$$
F^{(t)} (c) = \sum_{k \in \$^{(t)}} w_k^{(t)} f_k (c)
$$

(33)

for some $w_k^{(t)} > 0$ for all $k \in \$^{(t)}$.

From a probabilistic viewpoint, a desired behavior is to have $F^{(t)} (c)$ be as negative as possible. We hence update $c^{(t)}$ as

$$
c^{(t)} = \arg\min_c F^{(t)} (c) 
$$

(34)

$$
= \arg\min_c \sum_{k \in \$^{(t)}} w_k^{(t)} (\phi_k^2 \| c \|^2 - \gamma | h_k^H c |^2)
$$

(35)

$$
= \arg\min_c c^H (\Phi^{(t)} I_N - \gamma H W^{(t)} H^H) c
$$

(36)

where we define the weighted average of global weights as

$$
\Phi^{(t)} = \sum_{k \in \$^{(t)}} w_k^{(t)} \phi_k^2
$$

(37)

and the diagonal matrix $W^{(t)} \in \mathbb{R}_+^{K \times K}$ as

$$
W^{(t)} = \begin{cases} 
0 & k \notin \$^{(t)} \\
 w_k^{(t)} & k \in \$^{(t)} 
\end{cases}.
$$

(38)

17Note that these statements only follow from necessary conditions and hence are heuristic.
The solution to this latter optimization is readily given by the SVD considering the known bounds on the Rayleigh quotient [73]. In fact, \( F(t)(c) \) is simply minimized by setting \( c \) to be the eigenvector corresponding to the minimum eigenvalue of \( \Phi(t)I_N - \gamma HW(t)H^H \). Let us denote the SVD of \( H\sqrt{W(t)} \) as

\[
H\sqrt{W(t)} = V(t)\Sigma(t)U(t)^H
\]  

(39)

where \( V(t) \in \mathbb{C}^{N \times N} \) and \( U(t) \in \mathbb{C}^{K \times K} \) are unitary matrices and \( \Sigma(t) \in \mathbb{R}^{N \times K}_+ \) denotes the matrix of singular values, i.e.,

\[
\Sigma(t) = \begin{bmatrix}
\text{Diag}\left\{ \sqrt{\sigma_1(t)}, \ldots, \sqrt{\sigma_N(t)} \right\} & 0_{N \times (N-K)}
\end{bmatrix}
\]

(40)

with \( \sigma_n(t) \) denoting the squared singular value of \( H\sqrt{W(t)} \). Define the index of the maximum squared singular value of \( H\sqrt{W(t)} \) as

\[
n(t) = \arg\max_{n \in [N]} \sigma_n(t)
\]

(41)

and let the maximum value be

\[
\rho(t) = \max_{n \in [N]} \sigma_n(t).
\]

(42)

Moreover, let \( v(t) \) and \( u(t) \) be the \( n(t) \)-th columns of \( V(t) \) and \( U(t) \), respectively. We then have

\[
\min_c c^H(\Phi(t)I_N - \gamma HW(t)H^H)c = \Phi(t) - \gamma \rho(t)
\]

(43)

which is given by setting

\[
c = v(t).
\]

(44)

We therefore update the linear receiver \( c(t) \) as \( c(t) = v(t) \).

**B. Finding the New Index**

After updating the linear receiver, we check whether the updated \( c(t) \) results in satisfied constraints for all the devices or not. To this end, we determine the following maximal constraint function over the selected subset of devices:

\[
\Delta(t) = \max_{k \in \mathcal{S}(t)} f_k(c(t)).
\]

(45)

Noting that \( \|c(t)\|^2 = 1 \), we can conclude that

\[
\Delta(t) = \max_{k \in \mathcal{S}(t)} \phi_k^2 - \gamma |h_k^Hc(t)|^2.
\]

(46)
This metric decides whether further iterations are needed or not. Namely, when $\Delta^{(t)} \leq 0$, we can conclude that the computation error lies below the maximum tolerable limit and hence the algorithm will stop. With $\Delta^{(t)} > 0$, the constraint on the computation error is not yet satisfied and a further iteration is required.

In the case of $\Delta^{(t)} > 0$, we start the next iteration by removing device $i^{(t+1)}$, where

$$i^{(t+1)} = \arg\max_{k \in \mathcal{S}^{(t)}} f_k \left( c^{(t)} \right)$$

$$= \arg\max_{k \in \mathcal{S}^{(t)}} \phi_k^2 - \gamma |h_k^H c^{(t)}|^2 \quad (47)$$

$$= \arg\min_{k \in \mathcal{S}^{(t)}} |h_k^H c^{(t)}|^2 \quad (48)$$

From the update rule, one can observe that the selected device is the one whose relative inner product of its uplink channel with the current receiver is minimal. This describes in fact a matching pursuit strategy, and hence is the reason behind the appellation.

V. NUMERICAL EXPERIMENTS

In this section, we investigate the performance of the proposed algorithm through several numerical experiments. In this respect, we consider a simple multiuser network in which multiple edge devices are to learn the classification of images from a shared dataset via FL. Using the standard dataset released by the Canadian Institute for Advanced Research [74], known as CIFAR-10, we investigate the performance of the proposed algorithm, and compare it with the benchmark, as well as the close-to-optimal algorithm.

A. Network Setting

We consider a typical OTA-FL setting consisting of a PS and $K$ single-antenna wireless devices. The PS is equipped with $N$ antenna elements arranged on a uniform linear array (ULA). We use a two-dimensional Cartesian coordinate system to describe the layout of the network, which is depicted in Fig. 4. The PS is located at the origin while the wireless devices are uniformly placed within a ring with inner radius $R_{in}$ and outer radius $R_{out}$ around the PS.

The channel model accounts for both large-scale and small-scale fading. Assuming that a direct line-of-sight (LoS) path exists between the PS and the wireless devices, a Rician distribution is

\[ \text{This is a rather accurate approximation assuming that the heights of the edge devices change within a relatively small range compared to the height of the PS.} \]
Fig. 4: Layout of the FL system with one PS and $K$ randomly distributed wireless devices.

used to model the small-scale fading. More specifically, the vector of uplink channel coefficients between device $k$ and the PS is described by

$$h_k = \sqrt{\text{PL}(l_k)} g_k,$$

where $\text{PL}(l_k)$ denotes the large-scale path-loss of device $k$ and is a function of its distance from the PS, i.e., $l_k$, and $g_k \in \mathbb{C}^N$ describes the small-scale fading process in the channel and is given by

$$g_k = \sqrt{\kappa_k} \bar{g}_k + \sqrt{\frac{1}{1 + \kappa_k}} \tilde{g}_k.$$  

In (51), the non-negative scalar $\kappa_k$ is the Rician factor, and $\bar{g}_k$ and $\tilde{g}_k$ denote the LoS and non-line-of-sight (NLoS) component, respectively. Considering isotropic radiation in a rich scattering
environment, the LoS term can be written in terms of the specular array response at the PS by [75, Chapter 1]

\[ \bar{g}_k = [1, u(\theta_k), u^2(\theta_k), \ldots, u^{N-1}(\theta_k)]^T, \]  

(52)

where \( u(\theta_k) \) is defined as

\[ u(\theta_k) = \exp\{j2\pi d\sin(\theta_k)\} \]  

(53)

with \( \theta_k \) being the (azimuth) angle of arrival (AoA) at the PS from the \( k \)-th device, and \( d \) being the distance between two neighboring antenna elements on the ULA normalized by the wavelength.

The NLoS component follows the Rayleigh fading model: \( \bar{g}_k \) is modeled by an i.i.d. complex Gaussian process with zero mean and covariance matrix \( R_k \in \mathbb{C}^{N \times N} \), i.e., \( \bar{g}_k \sim \mathcal{CN}(0, R_k) \). Assuming the number of impinging plane waves superposed at the PS to be large, we set the elements of the covariance matrix to be [75, Chapter 2]

\[ [R_k]_{n,m} = u^{n-m}(\theta_k) \varrho_{n,m}^{(k)}(\theta_k), \]  

(54)

where \( \varrho_{n,m}(\theta_k) \) accounts for the angular spread of the AoA at the PS from device \( k \), and is given by

\[ \varrho_{n,m}^{(k)}(\theta_k) = \exp\left\{-2\varsigma_k^2 [\pi(n-m)d\cos(\theta_k)]^2\right\} \]  

(55)

with \( \varsigma_k \) denoting the angular standard deviation of device \( k \). Throughout the simulations, the nominal AoAs of the devices are determined geometrically from the randomly-generated location of the devices. The angular standard deviation of each device is further chosen uniformly at random from the interval \([12, 15]\).

The distance-dependent path loss model is further given by

\[ PL(l_k) = PL_0 \left(\frac{l_k}{l_0}\right)^{-\alpha}, \]  

(56)

where \( l_k \) denotes the distance between the PS and the \( k \)-th user, \( PL_0 \) denotes the path loss value at the reference distance \( l_0 \), and \( \alpha \) is the path loss exponent. Without loss of generality, throughout the simulations, we set \( l_0 = l_{\text{min}} \), i.e., the distance of the closest device to the PS, and \( PL_0 = 1 \).

Throughout the simulations, we set the numerical values of the communication network parameters as presented in Table [1].
| Parameter                                             | Value |
|-------------------------------------------------------|-------|
| Inner radius $R_{\text{in}}$ in meters                | 10    |
| Outer radius $R_{\text{out}}$ in meters               | 100   |
| $\log \kappa_k$ in [dB]                                | 3     |
| Antenna elements spacing $d$ (per wavelength)         | 0.5   |
| Path loss exponent $\alpha$                           | 3     |

TABLE I: Simulation parameters for the communication network.

B. Learning Setup

We consider a 10-class image classification task on the standard CIFAR-10 dataset. This dataset contains 60000 images, from which $L = 50000$ are used as the training data and the remaining 10000 images as the test data. The overall dataset is partitioned into $K$ subsets and shared among the edge devices. The training data points are heterogeneously distributed among the edge devices according to the following asymmetric approach: for a randomly-selected half of devices, $\tilde{L}_k$ is uniformly drawn from the interval

$$[L/K, L/K + \epsilon_1].$$

for some non-negative real-valued $\epsilon_1$. For the remaining half, $\tilde{L}_k$ is uniformly drawn from the interval $[\epsilon_0, \epsilon_1]$ for some $\epsilon_0 < \epsilon_1$. The number of training images at device $k$ is then set to

$$L_k = \tilde{L}_k + \left\lfloor \frac{1}{K} \left( L - \sum_{k=1}^{K} \tilde{L}_k \right) \right\rfloor$$

This allows for a high variation among the local datasets sizes, i.e., quantity skew. The local datasets are further collected by an asymmetric sampling scheme, such that we observe label skew across the local datasets [76].

To learn the image classification task, a convolutional neural network (CNN) is locally trained at each of the selected wireless devices. The employed CNN is designed as a simplified version of the widely known VGG13 network [77]. Specifically, its architecture consists of eight convolutional blocks and two subsequent fully-connected layers. A convolutional block refers to the collection of a convolutional layer, a batch-normalization layer, and a rectified linear unit.

\[^{19}\]Named after the visual geometry group at University of Oxford.
| Parameter                        | Value  |
|---------------------------------|--------|
| Number of train images $D$      | 50 000 |
| Number of test images           | 10 000 |
| Number of epochs                | 60     |
| Number of communication rounds $T$ | 6      |
| Dropout probability             | 0.5    |
| Learning rate $\beta$           | 0.005  |
| Batch size                      | 32     |
| Momentum                        | 0.9    |

TABLE II: Simulation parameters for the learning setting.

activation function. The convolutional filter size is fixed to $3 \times 3$, whereas the number of filters for the eight convolutional layers are set to 32, 32, 64, 64, 128, 128, 256, and 256, respectively. Moreover, a max-pooling operation with a filter size of 2 and stride of 2 is performed after each two convolutional blocks. Finally, we set the number of output nodes for the first fully-connected layer to 512, which is followed by a dropout layer in order to avoid overfitting during training. All local CNN models are trained using the stochastic gradient descent (SGD) with momentum algorithm to minimize a cross-entropy loss function. The training starts with an initial learning rate of 0.005. The learning rate is eventually adjusted according to a reduce on plateau strategy, which halves the learning rate if the test loss has not been improving over the last ten epochs.

Throughout the simulations of the FL process, we consider a time-varying Rician fading channel. We assume that the channel changes from one communication round to another, but it remains constant during the learning epochs within one round. We set the number of epochs per round to 10 and the total number of communication rounds to $T = 6$. The scalars $\epsilon_0$ and $\epsilon_1$ are further set to $\epsilon_0 = 300$ and $\epsilon_1 = 500$. Other relevant parameters for training the CNN image classifier are shown in Table II.

C. Simulation Results

We start the numerical investigations by giving the learning performance figures for Algorithm 1, as well as the closed-to-optimal and benchmark policies, in Figs. 5, 6 and 7. For these
In the figures, we set the number of devices to $K = 20$ and the size of the PS ULA to $N = 6$. Fig. 5 shows the training loss versus the number of epochs averaged over multiple channel realizations considering both approaches. The test loss over the test dataset is further shown in Fig. 6. As a reference, we further plot the test loss achieved by perfect federated averaging. The simulation results for this case is denoted as perfect FL in the figures representing the scenario in which all the devices are participating in the learning and communicate over a noiseless network. Perfect FL hence gives a lower bound for training and test loss, and an upper bound for learning accuracy. The remaining parameters in the setting are selected from Tables I and II and the internal parameters of the algorithms are numerically optimized.

As Fig. 6 shows, the test losses incurred by both the algorithms closely track the loss achieved by perfect FL over a noise-less network while the benchmark algorithm performs considerably degraded. For this figure, the tolerable computation error is set such that $\log \gamma = 15$ dB. Compared with the close-to-optimal policy, the minor degradation observed in the performance of the proposed scheme is compensated for in terms of complexity.

Fig. 7 shows the accuracy of the trained machines in classifying the test dataset. As expected
Fig. 6: Test loss against the number of training epochs.

Fig. 7: Accuracy of classification over the test dataset against the number of training epochs.
from the behavior of the test loss, the matching pursuit scheme and the close-to-optimal policy closely track the upper-bound achieved by perfect FL while the benchmark algorithm significantly performs degraded. This observation can be illustrated as follows: While the close-to-optimal approach schedules almost optimally with high computational complexity, the matching pursuit strategy reduces the complexity significantly at the expense of a sub-optimal performance. This degradation is however negligible, since the matching pursuit technique drops only few devices with minimal effect in the overall learning performance. The benchmark algorithm however fails to schedule dominant devices, and hence performs considerably degraded.

To specify the scheduling performance, we repeat the experiment in Fig. 2 for the simulated channels\(^{20}\) and compare the proposed scheduling algorithm with the close-to-optimal and the benchmark in Fig. 8. As the figure shows, the close-to-optimal algorithm outperforms Algorithm 1 while both outperform the benchmark. As mentioned, this degradation in performance results in a significant complexity reduction which is demonstrated in Fig. 9. In this figure,

\(^{20}\)Remember that in Fig. 2 the channels are generated i.i.d. Gaussian.
we plot the runtime of each algorithm against the number of devices $K$ and the receiver dimension $N$ while considering low error tolerance, i.e., $\log \gamma = 0$ dB. To be able to compare the figures, we represent the vertical axis in the logarithmic scale. As the figure shows, using the proposed scheme, the complexity reduces significantly compared with both the close-to-optimal and benchmark while performing in between the two schemes. This shows a clear enhancement with respect to the complexity-performance trade-off.

To evaluate the impact of over-the-air computation on the performance of FL, we define a new efficiency metric. Namely, we define the over-the-air efficiency as

$$\zeta_{ota} = \frac{\text{Accuracy}_{ota}}{\text{Accuracy}_{fl}}$$

where $\text{Accuracy}_{ota}$ and $\text{Accuracy}_{fl}$ represent the classification accuracy achieved by over-the-air computation and perfect FL, respectively. In general, $0 \leq \zeta_{ota} \leq 1$ and characterizes the loss imposed on federated averaging, due to the imperfection of OTA-FL. Fig. [10] shows the over-the-air efficiency as a function of the error tolerance $\gamma$ for $K = 20$ devices and $N = 6$.
antennas when we train the model with 60 epochs, i.e., after six communication rounds, using the proposed scheduling scheme. Interestingly, the figure shows a clear trend: there exists a tolerance level at which the algorithm results in best efficiency. This behavior can be clarified in light of the contradiction between the learning performance enhancement and the degradation caused by imperfect aggregation: For small choices of $\gamma$, few devices are selected. In this case, the gain achieved by restricting the aggregation error is inferior to the loss imposed on the inference performance, due to training over a small dataset. As a result, the over-the-air efficiency improves by loosening the constraint on the aggregation error, i.e., allowing more devices to participate. This improvement continues until an optimal point is reached, where increasing the level of tolerable aggregation error severely degrades the overall learning performance, such that the enhancement achieved by learning over a larger dataset is not dominant anymore. By going above this optimal point, the over-the-air efficiency only decreases.

As the figure shows, by properly choosing the tolerance level, we can achieve up to 98\% of over-the-air efficiency. This follows from the fact that some of devices have small local datasets, and their contribution in the learning task is rather minor. It is worth mentioning that 98\% of the over-the-air efficiency in this case is achieved by Algorithm 1 which significantly reduces the scheduling complexity.

VI. Conclusions

Considering the limited computational capacity of communication devices in wireless networks, the proposed scheme should be an efficient approach to perform OTA-FL in various recently-proposed network architectures. An example is the concept of ultra-dense networks in which a very large number of devices with limited power and storage are to be connected with a single access point [78]–[83]. The limited storage at edge devices in such networks leads to poor learning performance, when it is performed individually. On the other hand, the large number of devices can lead to high aggregation cost at the access point, if it applies an FL algorithm on the complete dataset via a separately-designed aggregation strategy. In such scenarios, the matching-pursuit-based scheduling scheme allows a fair trade-off between the learning performance and the aggregation cost with a manageable complexity.

The numerical results imply that the over-the-air learning-aggregation trade-off shows a trend: With a predefined scheme for OTA-FL, there exists an optimal operating point. By deviating from

$^{21}$Due to imperfect aggregation.
this point via hardening or loosening the constraint on the aggregation cost, the overall learning performance is degraded. This behavior further confirms our initial statement: Device scheduling is in general sub-optimal; however, with a predefined setting and a restricted complexity budget, it can efficiently address the challenges in OTA-FL. Although design of the optimal joint OTA-FL strategy seems to be analytically intractable, our intuition based on properties of multiple access channels suggests that the performance of optimal AirComp-based OTA-FL can be characterized in the asymptotic regime. This is an interesting direction for future work.

The presented work can be extended in various directions. One natural direction is to extend the proposed scheme to networks with parametrized channels, e.g., IRS-aided networks [84]. This direction is briefly discussed in Appendix C. Investigating the robustness of the proposed scheme under various imperfections, e.g., imperfect CSI acquisition, is another direction for further study.
APPENDIX A
BACKGROUND ON OVER-THE-AIR FEDERATED LEARNING

The concept of OTA-FL via AirComp can be clearly illustrated through an example. In this appendix, we give a simple comprehensive example of FL. Using this example, we then clarify the concept of AirComp-based OTA-FL.

A. An Illustrative Example of Federated Learning

Consider a basic training task in a machine learning problem: We intend to fit a given dataset onto a linear model; namely, a set of data pairs $\mathcal{D} = \{ (\beta_i, a_i) \; : \; \forall i \in [I] \}$ is available with $\beta_i$ being a real scalar and $a_i \in \mathbb{R}^D$. We intend to learn the following linear model:

$$\beta = \theta^T a$$

from the dataset, i.e., we aim to find $\theta \in \mathbb{R}^D$ such that (60) describes the dataset with minimum error.

A classical approach to address this learning task is to find the model parameters, i.e., the entries of $\theta$, via the method of least-squares (LS). This is a trivial task when the dataset is centralized at the PS. In this case, the PS sets the residual sum of squares (RSS) as a loss function, i.e.,

$$F(\theta) = \sum_{i=1}^{I} \left| \beta_i - \theta^T a_i \right|^2,$$

and finds the model parameters by solving the following optimization problem

$$\min_{\theta \in \mathbb{R}^D} F(\theta).$$

The above task is trivial due to the centralized nature of the setting; however, in decentralized settings it becomes more challenging: Assume that the dataset $\mathcal{D}$ is partitioned into sub-sets $\mathcal{D}_k$ for $k \in [K]$ and shared among $K$ devices. In this case, finding the model parameters through a joint optimization, i.e., like the one given in (62), requires that the devices send their local datasets, i.e., $\mathcal{D}_k$, into a central node. This is however not feasible for a wide variety of applications. The key issues that prevent using such a centralized setting are privacy and communication. In fact, by sending the local datasets to a central dataset, we increase the risk of local information being revealed to untrustworthy parties. Moreover, in many applications, the
aggregate of the local datasets is large and sharing the complete local datasets leads to network overload.

To deal with decentralized settings, we mainly have two options:

- Either let each device learn its own model parameters independently, i.e., device $k$ solves (62) for an RSS term determined by the data points in $D_k$.
- Or, use an FL algorithm to learn a common model from the local model parameters.

The FL approach is of great interest in various applications, as it enables a trade-off between the intractability of centralized learning and the inefficiency of independent distributed learning.

Let us now get back to the considered example assuming that the datasets is distributed among $K$ devices. We consider the federated averaging algorithm [58]: Each device finds its own model parameter $\theta_k$ by solving

$$
\min_{\theta \in \mathbb{R}^D} F_k(\theta),
$$

where $F_k(\theta)$ denotes the locally-calculated RSS of device $k$, i.e.,

$$
F_k(\theta) = \sum_{(\beta, a) \in D_k} |\beta - \theta^T a|^2.
$$

It then sends $\theta_k$ to the PS in the network. After collecting all the local model parameters, the PS sets the global model parameter to be

$$
\bar{\theta} = \sum_{k=1}^{K} \phi_k \theta_k,
$$

and shares it with the devices. Here, $0 \leq \phi_k \leq 1$ for $k \in [K]$ are weighting coefficients chosen with respect to the reliability of the local datasets.

In this algorithm, one can observe $\bar{\theta}$ as a simple approximation of the optimal model parameter derived intuitively from this observation that

$$
F(\theta) = \sum_{k=1}^{K} F_k(\theta).
$$

In general, one can think of a more generic computational setting in which each device uploads a function of its mode parameters and the PS applies FL by determining a function of the aggregated model parameters. In this respect, the federated averaging algorithm is seen as a special case in which all functions are set to be linear.

\[\text{22For instance, $\phi_k$ is chosen proportional to the size of the local dataset at device $k$.}\]
B. OTA-FL via AirComp

In the above example, we assumed that the upload of local model parameters to the PS and download of global model from the PS are performed noiselessly through orthogonal channels. This is however not the case in a wireless network. In wireless networks, multiple devices usually communicate with the PS through a multiple access channel (MAC). In the first glance, this seems to increase the computational load of the PS: The PS needs to first estimate individual local parameters and then combine them. Nevertheless, it is straightforward to see that this is a wrong conclusion. To clarify this point, consider the following simple setting: All devices transmit their local parameters over a static linear MAC in $D$ consequent transmission time slots. Assume that each device has a single antenna, and the PS is equipped with an antenna array of size $N$. Hence, after $D$ time slots, the PS receives

$$Y = H\Theta^T + \Xi,$$

where $\Xi$ denotes the noise process, $H \in \mathbb{C}^{N \times K}$ is the channel matrix whose entry $(n,k)$ represents the channel coefficient between device $k$ and antenna $n$,

$$\Theta = [\theta_1, \ldots, \theta_K],$$

and $Y \in \mathbb{C}^{N \times D}$ is the matrix of received signals whose column $d$ represents the signal received by the PS array antenna in the $d$-th channel use.

From the channel model, it is observed that the received signals are already combined versions of the local parameters. Hence, a proper linear receiver can estimate $\hat{\theta}$ directly from $Y$ without recovering the individual local parameters. To further clarify this latter point, let us ignore the noise process in the channel. Using a linear receiver $c \in \mathbb{C}^N$, the signals received over multiple antennas of the PS can be combined into a single vector $\hat{\theta} \in \mathbb{C}^D$ as

$$\hat{\theta}^T = c^T Y = c^T H \Theta^T.$$

By designing $c$ such that

$$c^T H = [\phi_1, \ldots, \phi_K],$$

we have

$$\hat{\theta} = \Theta [\phi_1, \ldots, \phi_K]^T = \bar{\theta}.$$
This means that the PS can directly apply federated averaging by finding a $c$ which satisfies (70) and no further parameter estimation is required. With a large-enough antenna array, such a task is easily fulfilled via zero forcing (ZF).

In practice, the exact calculation of $\theta$ is not possible at the PS, as the received signals are noisy. Thus, in this case, we should determine the linear receiver $c$ such that $\hat{\theta}$ estimates $\bar{\theta}$, properly. A common approach is to find the receiver by applying an MMSE estimator to determine the target model parameters $\bar{\theta}$. This means that we find $c$ as

$$c = \arg\min_{x \in \mathbb{R}^N} \mathbb{E} \left\{ \| Y^T x - \bar{\theta} \|^2 \right\}.$$  

(72)

Here, the expectation is taken with respect to all random quantities in the channel, as well as the distribution of $\bar{\theta}$ which is determined through assuming a stochastic model for either the local datasets or the local model parameters.

**APPENDIX B**

**MMSE vs. Zero-Forcing Coordination**

As indicated in Section II-B, zero forcing is a *sub-optimal*, yet efficient, approach for coordination. The optimal approach in this case is to find MMSE estimate: We find the minimizer of the following objective function:

$$\mathcal{E}(c, \mathcal{S}, \eta, \psi) = \mathbb{E} \left\{ |\hat{\theta}(c, \mathcal{S}, \eta, \psi) - \theta(\mathcal{S})|^2 \right\}.$$  

(73)

with respect to all design parameters, i.e., $c$, $\mathcal{S}$, $\eta$, and $\psi$, subject to the power constraint, i.e.,

$$\|\psi\|_\infty \leq \sqrt{P}$$  

(74)

where $\|\cdot\|_\infty$ denotes the $\ell_\infty$-norm.

Unlike zero forcing coordination, the MMSE coordination does not necessarily cancel the local parameters in the objective function. Hence, the exact derivation of the metric in this case requires an explicit statistical model for the local model parameters. This leads to a more complicated expression for the aggregation cost metric. It is worth mentioning that, even for the *unrealistic* model of i.i.d. model parameters, a closed-form expression for the objective function is not straightforwardly derived for an arbitrary noise variance. It is however straightforward to show that for small enough noise variances, the MMSE and zero forcing coordination approaches meet.
APPENDIX C
EXTENSIONS TO PARAMETRIZED CHANNELS

In various recent technologies, the wireless channel is parametrized by tunable variables. One of the most well-known examples is IRS-aided networks in which the end-to-end channels between the PS and the edge devices are modified by IRSs [47]. The efficient approach in these networks is to tune the channel parameters jointly with user scheduling. For the particular example of IRS-aided networks, a DC programming-based algorithm for joint scheduling and channel tuning is proposed in [47]. Considering the wide scope of recent technologies that enable the parametrization of wireless channels, in this section, we extend our proposed scheduling scheme to a more generic form by which joint scheduling and channel tuning is performed.

A. Networks with Parametrized Channels

A parametrized channel between edge device $k$ and the PS is in general denoted by $h_k (\mu)$ for some vector of tunable parameters

$$\mu = [\mu_1, \ldots, \mu_M]^T$$

(75)

with support $\mathbb{U}$, i.e., $\mu \in \mathbb{U}$. These parametrized channels can be collected into a parametrized channel matrix as

$$H (\mu) = [h_1 (\mu), \ldots, h_K (\mu)].$$

(76)

A well-known example of parametrized channels is a wireless network equipped with IRSs. This example is illustrated below:

Example C.1 (IRS-aided Networks): Consider the same setting presented throughout the problem formulation in Section II. We further assume that a passive IRS is located at a fixed distance from the PS. The IRS consists of $M$ reflecting elements that reflect their received signals after applying tunable phase-shifts. Let $g_{m,k}$ denote the channel coefficient between device $k$ and the $m$-th reflecting element on the IRS. Moreover, denote the channel vector between IRS element $m$ and the PS by $t_m \in \mathbb{C}^N$. The end-to-end channel between device $k$ and the PS is given by

$$h_k (\mu) = h_k^0 + TG_k \mu$$

(77)
where $h_k^0$ denotes the direct link between the PS and device $k$, the matrix $\mathbf{T}$ represents the channel matrix between the IRS and the PS, i.e., $\mathbf{T} = [\mathbf{t}_1, \ldots, \mathbf{t}_M]$, and

$$G_k = \text{Diag}\left\{ g_{1,k}, \ldots, g_{M,k} \right\}. \quad (78)$$

The parameter vector $\boldsymbol{\mu}$ is defined as in (75) with $\mu_m$ denoting the tunable phase-shift applied by IRS element $m$, i.e., $\mu_m \in \mathbb{U}_1$ with $\mathbb{U}_1$ denoting the unit circle on the complex plane.

B. Joint Scheduling and Tuning via Matching Pursuit

In a network with parametrized channels, the computation error directly depends on the channel parameters: For a given $\boldsymbol{\mu}$, the parametrized computation error is given by

$$\mathcal{E}(\boldsymbol{\mu}, \mathbf{c}, \mathbf{S}) = \frac{\sigma^2}{P} \max_{k \in \mathbf{S}} \phi_k^2 \| \mathbf{c} \|^2_2 \left| h_k^H(\boldsymbol{\mu}) \mathbf{c} \right|^2. \quad (79)$$

As a result, the scheduling and channel tuning are mutually coupled: For a given subset of devices, the channel tuning task aims to find $\boldsymbol{\mu}$, such that the parametrized computation error is minimized. For a given set of channel parameters, scheduling tries to find the largest subset of devices that results in a bounded computation error.

The joint scheduling and channel tuning task can be mathematically formulated as

$$\max_{\boldsymbol{\mu} \in \mathbb{U}^M, \mathbf{c} \in \mathbb{C}^N, \mathbf{S}} \left| \mathbf{S} \right| \quad \text{(80)}$$

subject to

$$\phi_k^2 \| \mathbf{c} \|^2_2 - \gamma | h_k^H(\boldsymbol{\mu}) \mathbf{c} |^2 \leq 0 \quad \forall k \in \mathbf{S}, \quad \mathbf{S} \subseteq [K].$$

Similar to the basic case with non-parametrized channels, the direct joint solution to (80) is computationally intractable, as the scheduling task reduces to integer programming. We hence extend the matching pursuit approach to this case while tuning the channel parameters via the alternating optimization technique.

We start the extension, by focusing on iteration $t$ in which the subset $\mathbf{S}^{(t)}$ is determined after omitting index $i^{(t)}$ from $\mathbf{S}^{(t-1)}$ in the previous iteration. Denote the channel parameters updated in the last iteration by $\boldsymbol{\mu}^{(t-1)}$. Following the similar weighting approach as in Algorithm 1, the linear operator $\mathbf{c}$ and the channel parameters $\boldsymbol{\mu}$ are jointly updated as

$$\left( \boldsymbol{\mu}^{(t)}, \mathbf{c}^{(t)} \right) = \arg\min_{\boldsymbol{\mu}, \mathbf{c}} \mathbf{c}^H \left( \Phi^{(t)} \mathbf{I}_N - \gamma \mathbf{H}^H(\boldsymbol{\mu}) \mathbf{W}^{(t)} \mathbf{H}^H(\boldsymbol{\mu}) \right) \mathbf{c}. \quad (81)$$

The global solution to this optimization problem is in general intractable. We hence invoke the alternating optimization technique to approximate the solution.
The alternating optimization approach approximates the solution as follows: It starts by setting \( \mu_0 = \mu^{(t-1)} \) and finds \( c_j \) for alternation \( j \geq 0 \) as

\[
\begin{align*}
  c_{j+1} &= \arg\min_c \mathbf{c}^H \left( \Phi^{(t)} \mathbf{I}_N - \gamma \mathbf{H} \left( \mu_j \right) \mathbf{W}^{(t)} \mathbf{H}^H \left( \mu_j \right) \right) \mathbf{c} \\
  &= \mathbf{v}_j
\end{align*}
\]

(82a)

(82b)

where \( \mathbf{v}_j \) is the column corresponding to the largest singular value of \( \mathbf{H} \left( \mu_j \right) \sqrt{\mathbf{W}^{(t)}} \), i.e., the \( n^* \)-th column of \( \mathbf{V}_j \) with

\[
\mathbf{H} \left( \mu_j \right) \sqrt{\mathbf{W}^{(t)}} = \mathbf{V}_j \mathbf{\Sigma}_j \mathbf{U}_j^H
\]

(83)

and \( n^* \) denotes the index of the column of \( \mathbf{\Sigma}_j \) which includes the largest non-zero entry. It then alternates the optimization variable, i.e., it solves

\[
\begin{align*}
  \mu_{j+1} &= \arg\min_{\mu \in \mathbb{U}^{M}} c_{j+1}^H \left( \Phi^{(t)} \mathbf{I}_N - \gamma \mathbf{H} \left( \mu \right) \mathbf{W}^{(t)} \mathbf{H}^H \left( \mu \right) \right) c_{j+1}, \\
  &= \arg\max_{\mu \in \mathbb{U}^{M}} c_{j+1}^H \mathbf{H} \left( \mu \right) \mathbf{W}^{(t)} \mathbf{H}^H \left( \mu \right) c_{j+1},
\end{align*}
\]

(84a)

(84b)

which is a norm minimization and can be solved by various algorithms depending on the exact form of \( \mathbf{H} \left( \mu \right) \). For many forms of \( \mathbf{H} \left( \mu \right) \), the solution to this optimization cannot be determined explicitly and is approximated via some algorithm. We hence denote it as

\[
\mu_{j+1} = \mathcal{P} \left( c_{j+1} | \mathbf{H}, \mathbf{W}^{(t)} \right)
\]

(85)

where \( \mathcal{P} (\cdot) \) denotes the algorithm which finds (or approximates)

\[
\mu^*_{j+1} = \arg\max_{\mu \in \mathbb{U}^{M}} c_{j+1}^H \mathbf{H} \left( \mu \right) \mathbf{W}^{(t)} \mathbf{H}^H \left( \mu \right) c_{j+1}.
\]

(86)

We call this algorithm the channel update policy which should be adapted to the application.

The solution to (81) is finally approximated by alternating between (85) and (82b) for a finite number of alternations. The receiver and channel parameters in iteration \( t \) of the main loop, i.e., \( \mathbf{c}^{(t)} \) and \( \mu^{(t)} \), are set to be the converging solutions determined by alternating optimization.

We finally find the most dominant root of the computation error and remove it from the selected support, i.e., we set

\[
\tau^{(t+1)} = \arg\max_{k \in \mathcal{S}^{(t)}} \phi_k^2 - \gamma |h_k^{(t)} \left( \mu^{(t)} \right) c^{(t)}|^2,
\]

(87)

and terminate the algorithm, when the computation error falls below the desired threshold. The pseudo-code for this process is given in Algorithm 2.
Algorithm 2 Matching Pursuit Based Joint Tuning and Scheduling $\mathcal{A}_2(\cdot)$

**Input:** The updating strategy $\Pi(\cdot)$, and the real positive scalars $\phi_k$ for $k \in [K]$.

**Initialization:** Set $\mathcal{S}(0) = [K]$, $i(1) = \emptyset$, $\mathbf{W}^{(1)} = \mathbf{I}_K$, $\Delta^{(1)} = +\infty$ and $F_k^{(1)} = 1$ for $k \in [K]$. Set $\mu^{(0)}$ to some feasible point in $\bigcup M$.

while $\Delta^{(t)} > 0$ do

Set $\mathcal{S}(t) = \mathcal{S}(t-1) - \{i(t)\}$.

Update $\mathbf{W}^{(t)}$ by setting $[\mathbf{W}^{(t)}]_{i(t),i(t)} = 0$ and $[\mathbf{W}^{(t)}]_{k,k} = \Pi \left(F_k^{(t)}\right)$ for all $k \in \mathcal{S}(t)$.

Set $\mu_0 = \mu^{(t-1)}$ and $j = 0$.

while It converges do

Find the SVD $\mathbf{H}(\mu_j) \sqrt{\mathbf{W}^{(t)}} = \mathbf{V}_j \Sigma_j \mathbf{U}_j^H$ and let $n_j$ be the index of the largest singular value.

Let $c_{j+1}$ be the $n_j$-th column of $\mathbf{V}_j$ and update the channel parameters as

$$\mu_{j+1} = \mathcal{P}(c_{j+1}\mathbf{H},\mathbf{W}^{(t)}) \quad (88)$$

Let $j \leftarrow j + 1$.

end while

Set $\mu^{(t)} = \mu_J$ and $c^{(t)} = c_J$ with $J$ denoting the final alternation.

Update the *constraint indicator* $F_k^{(t)}$ for device $k \in \mathcal{S}(t)$ as

$$F_k^{(t)} = \phi_k^2 - \gamma |h_k^H(\mu^{(t)}) c^{(t)}|^2. \quad (89)$$

Find the next device index and the maximal constraint as

$$i^{(t+1)} = \arg\max_{k \in \mathcal{S}(t)} F_k^{(t)}, \quad (90a)$$

$$\Delta^{(t+1)} = \max_{k \in \mathcal{S}(t)} F_k^{(t)}. \quad (90b)$$

Let $t \leftarrow t + 1$.

end while

**Output:** $c^{(T)}$, $\mu^{(T)}$ and $\mathcal{S}^{(T)}$ with $T$ being the last iteration.
C. Example: OTA-FL via AirComp in IRS-Aided Wireless Networks

The joint scheduling and tuning algorithm considers a general setting with parametrized channels. Nevertheless, for a given application, the channel update policy $\mathcal{P}(\cdot)$ should be adapted due to the parametrization model $\mathbf{H}(\mu)$. In this section, we consider the particular example of IRS-aided wireless networks and develop a channel update policy for the joint scheduling and channel tuning algorithm.

Consider the IRS-aided network described in Example C.1. For this setting, the marginal channel tuning problem reduces to

$$
\mu^*_{j+1} = \arg\max_{\mu \in \mathbb{U}_d^M} \mu^H Q_j^{(t)} \mu + 2 \Re \left\{ \mu^H a_j^{(t)} \right\}
$$

(91)

where $Q_j^{(t)}$ and $a_j^{(t)}$ are given by

$$
Q_j^{(t)} = \sum_{k=1}^{K} w_k^{(t)} G_k^H T_{c_{j+1}} c_{j+1}^H T_{G_k},
$$

(92a)

$$
a_j^{(t)} = \sum_{k=1}^{K} w_k^{(t)} G_k^H T_{c_{j+1}} c_{j+1}^H h_k^n.
$$

(92b)

This is a unit-modulus problem which reduces in general to an NP-hard problem. Classical approaches to estimate the solutions in polynomial time are to use the block coordinate descent (BCD) method or majorization-maximization (MM) technique.
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