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ABSTRACT Forest vegetation is the main body that constitutes forest resources. Accurate identification of the types of forest trees can lay the foundation for the research and utilization of forest resources. With the development of remote sensing technology, traditional optical remote sensing can only describe the horizontal pattern of ground features, which makes it difficult to identify single tree species. Therefore, it is of great significance to study the method of forest tree image recognition. This article mainly studies the forest image recognition system based on CCD and theodolite. In this article, the forest image recognition system based on CCD and theodolite uses near, middle, and far CCD cameras to detect the infrared radiation of the target and collect the target image. The image processing algorithm is designed for the image processing module, and the flow chart of the image processing algorithm is given. The processing function has designed the interface of the image processing module. The image processing module can extract the main information of the target from simple background and complex background. In this article, an experimental optical path is built, the forest image recognition simulation platform is verified, and the data obtained from the experiment is processed. The implemented color detection algorithm can achieve a detection accuracy rate of more than 91% for forest tree image recognition detection. The test results show that the image acquisition, transmission and display functions of the camera system realized by this subject are normal, and the system can achieve accurate recognition of the target.

INDEX TERMS CCD, forest tree image, image preprocessing, image processing system, image recognition.

I. INTRODUCTION

Forests are an important part of terrestrial biological resources and an important foundation for the construction of global ecological environment. Scientific research on forest conditions plays an extremely important role in protecting forests and improving forest ecological and economic benefits. Forest vegetation is the main body that constitutes forest resources. Accurate identification of forest vegetation can lay a foundation for the research and utilization of forest resources. Traditional forestry surveys and resource monitoring are mainly conducted through field surveys, which require a lot of investment and time, and the accuracy is not high. It is already difficult to meet the development needs of forestry today.

In recent years, the application scenarios of machine vision have been continuously expanded, and new application scenarios have also put forward higher requirements for machine vision systems. For some detection and measurement scenes with high precision requirements and the object being measured belongs to a complex background state, the application of line array cameras will undoubtedly greatly improve the detection accuracy and detection speed. However, because the line scan camera acquires images in line by line scanning mode, the influence of object motion must be considered in image processing. Therefore, most machine vision systems...
that use line scan cameras are based on traditional structures. In the middle, a large amount of data interaction between the camera and the PC will greatly limit the detection speed of the system. Therefore, the application of line array cameras in machine vision systems based on smart cameras is the best solution to such problems. The machine vision system based on the intelligent linear array camera will greatly improve the detection speed of the system on the original basis. Therefore, it is of great practical significance to study the combination of the characteristics of CCD and theodolite.

When using remote sensing data for forest resource surveys, terrain correction can reduce the influence of terrain factors and improve the accuracy of forest tree species classification. Based on Landsat 8 OLI data and field survey data, Dong used four terrain correction models (cosine model, C model, solar canopy sensor (SCS) + C model and empirical rotation model) on the Google Earth Engine (GEE) platform to perform algorithm data correction. Then, the random forest method was used to classify the trees in the study area. Combined with the tree species classification process, the effect of terrain correction is analyzed, and the effect of each correction model is evaluated. Terrain correction can enhance the reflectivity information of the shadow area, and can significantly improve the image quality. When the dominant tree species in the study area are in low light intensity areas, terrain correction can be used as a pre-processing method for forest species classification [1]. The method he studied has limitations, and the accuracy of image recognition is not high in the face of complex background. Zhu proposed an image recognition method based on color features. The GrabCut algorithm is used to segment the foreground from the pet image. Small areas of noise are filtered out. The reference image is obtained from the smallest enclosing rectangle of the rapeseed pest. Pests are described by two color features, one is the third-order color moment of the normalized H/S channel; the other is the third-order color moment of the normalized H/S channel. The other is the cross-match index calculated by the back projection of the color histogram. Multi-dimensional vectors for training random forest classifiers are extracted from the color features of the reference image. By inputting the color features of the image to be detected into the random forest classifier and training, the recognition results can be obtained [2]. The speed of his method is not high in practical applications, and cannot meet the large-scale image processing tasks. Duan proposed a set of noise features derived from the image chain acquisition, which can be used as the footprint of a CT scanner. Basically, he proposed two methods. The first aims to identify CT scanners based on the original sensor pattern noise (OSPN) inherent in X-ray detectors. The second one determines an acquisition system based on the way that its three-dimensional (3-D) image reconstruction algorithm modifies this noise. Since these reconstruction algorithms depend on the manufacturer and are confidential, their function will be used as input to train a support vector machine (SVM) based classifier to distinguish the acquisition system [3]. His method cannot guarantee the accuracy of processing a large number of pictures.

In this study, multispectral CCD images were used as data sources. Firstly, the original CHM was optimized and the single tree canopy segmentation was carried out to obtain the accurate matching results between the single tree canopy segmentation results and the reference canopy matching results. Texture features, height features, strength features and crown size features; then use image recognition methods to screen features; then use classifiers to classify individual tree species and evaluate the accuracy, and finally achieve forest image recognition.

II. FOREST TREE IMAGE RECOGNITION

A. CCD

It is very important to choose a suitable image sensor to photoelectrically convert the light from the grating. Traditional spectrometers use photomultiplier tubes as photoelectric conversion devices [4], but due to the fact that photomultiplier tubes cannot continuously receive spectral lines, are bulky, and have high post-maintenance reasons, they are slowly being replaced by other image sensors. Today’s portable spectrometers usually use CCD and CMOS image sensors as photoelectric conversion devices [5]. The advantage of the CMOS image sensor is that each pixel is equipped with an amplifier and an A/D conversion circuit. There is no need to build an additional A/D conversion circuit when constructing the spectrum acquisition system, which is beneficial to the reduction of the system volume. However, the shortcomings of CMOS are also obvious. Since each pixel is equipped with an amplifier and A/D conversion circuit [6], the photosensitive area of each pixel becomes smaller, so the sensitivity is lower than that of CCD. Moreover, due to the process, CMOS is more prone to noise during data transmission, resulting in signal distortion.

CCD stands for Charge-coupled-device (CCD). With the continuous development of microelectronics technology, the technology about CCD is also developing rapidly. There are a variety of CCDs on the market currently sold to meet the different needs of different people [7]. These CCDs have the characteristics of high sensitivity and wide spectral response. There are many characteristics of CCD, the most important point is light weight, low power consumption, long life, which is why today’s miniature spectrometer sensors all use CCD [8], in addition to it, it also has cheap price, high sensitivity, High resolution and other features [9].

B. WORKING PRINCIPLE OF CCD

A complete CCD is mainly composed of photosensitive pixel photodiode, transfer unit, and transfer register. Its working process is the process of photoelectric conversion [10]. It mainly generates electrons by photoelectric conversion to store them, and then stores the stored signal charges After the transfer, the signal charge is output through the CCD [11].
There are three steps: signal charge conversion and storage, signal charge transfer, and signal charge output [12], [13].

The CCD image sensor is composed of thousands of MOS capacitors which are arranged orderly and densely. Its basic structure is shown in Figure 1. It is a substrate made of p-type silicon, and then the silicon is oxidized by oxidation. Thus, p-type silicon can be used as the substrate to coat a layer of silica and SiO2 on the substrate. This layer of silicon dioxide is very thin, and its thickness is only about one. One hundred and twenty nanometers [14], [15]. Then add a metal layer in a certain order on the SiO2 layer. This metal layer is used as the gate [16], which forms a regular MOS capacitor array, and the last complete CCD sensor should be at both ends of the array. Add input diode and output diode [17]. Since P-type silicon is used as the substrate, electrons belong to a few carriers, and a large number of carriers are holes [18]. When a beam of light is irradiated on the CCD, it is equivalent to applying a forward voltage drop to the metal gate to form an electric field. Under the influence of the electric field, carrier holes are repelled and electrons are formed near the oxide layer. The depletion region is called the electron potential well, and the electrons entering it are stored, which is the generation and storage of CCD signal charge [19].

The signal charge transfer process is similar to the stepper motor, and the signal charge transfer control method is also classified into two-phase and three-phase. In the following, the entire transfer process of the signal charge is explained in a three-phase control mode. Three-phase control means that there are three metal electrodes P1, P2, and P3 on each pixel, and pulses of different phases are applied to the electrodes to control them [20]. At t=t0, when a high voltage is applied to the P1 electrode, an electron potential well is generated under P1, which is full of charge; at t=t1, the P1 electrode maintains a high voltage, and the same high voltage is applied to the P2 electrode, due to the coupling of the potential wells between the electrodes, the potential well under the P1 electrode will expand under the P2 electrode; at t=t2, the P1 electrode becomes a low voltage, and the P2 electrode maintains a high voltage, the charge in the potential well will be from the P1 electrode to the P2 electrode; at t=t3, the P2 electrode becomes a low voltage, the P3 electrode applies a high voltage, and the charge will flow from the P2 electrode to the P3 electrode, and the charge in the potential well under the P1 electrode. All flow to the P3 electrode to complete the transfer of signal charge.

C. IMAGE RECOGNITION ALGORITHM

1) FIXED TEMPLATE MATCHING ALGORITHM

The fixed template matching algorithm is relatively primitive in the algorithm. Generally, a template image is created. The template is usually smaller than the matched image [21]. Through calculation comparison, the template is calculated point by point. Can detect lines, curves, patterns in the image. Mainly used in text recognition, number recognition, speech recognition [22], [23].

The matching degree of the two images \(f_1\) and \(f_2\) in the region \(\Phi\) can be measured by many methods. For example, the degree of mismatch can be expressed in the form of

\[
\text{Max} |f_1 - f_2|; \int_{\Phi} |f_1 - f_2|; \int_{\Phi} |f_1 - f_2|^2.
\]

If the mismatch \(\int_{\Phi} |f_1 - f_2|^2\) is selected:

\[
\int_{\Phi} (f_1 - f_2)^2 = \int_{\Phi} f_1^2 + \int_{\Phi} f_2^2 - 2 \int_{\Phi} f_1 f_2 \quad (1)
\]

Obviously, given \(\int_{\Phi} f_1^2\) and \(\int_{\Phi} f_2^2\), \(2 \int_{\Phi} f_1 f_2\) is the measure of matching. The larger the item, the smaller the \(\int_{\Phi} (f_1 - f_2)^2\), then the smaller the degree of mismatch, that is, the greater the degree of matching.

Applying the Cauchy-Schwarz inequality to non-negative \(f_1\) and \(f_2\), the following conclusions can be obtained:

\[
\int_{\Phi} f_1 f_2 \leq \left( \int_{\Phi} f_1^2 \right)^{1/2} \left( \int_{\Phi} f_2^2 \right)^{1/2} \quad (2)
\]

The above equation is true if and only if \(f_2 = cf_1\) (C is a constant). The integral is replaced by the summation in the digital image, and the result becomes:

\[
\sum_i \sum_j f_1(i,j) f_2(i,j) \leq \left( \sum_i \sum_j f_1(i,j) \cdot \sum_i \sum_j f_2(i,j) \right)^{1/2} \quad (3)
\]
Also if and only if \( f_2 (i, j) = c f_1 (i, j) \) is equal (\( C \) is a constant). Let \( f_1 \) be the target template and \( f_2 \) as the image to be matched, obviously it should be assumed that \( f_1 \) is smaller than \( f_2 \). Then we will move \( f_1 \) at all possible positions in \( f_2 \) and calculate \( \iint f_1 f_2 \) for each shift \((u, v)\).

According to the Cauchy-Schwartz inequality, the following formula holds,

\[
\iint_{\phi} f_1(x, y) f_2(x + u, y + v) dxdy \\
\leq \sqrt{\iint_{\phi} f_1^2(x, y) dxdy \cdot \iint_{\phi} (x + u, y + v) dxdy} (4)
\]

Because \( f_1 \) is equal to 0 outside the \( \phi \) area, the integration area can be expanded from \( \phi \) to \((-\infty, \infty, \infty)\).

So the left part of the above formula becomes

\[
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f_1(x, y) f_2(x = u, y + v) dxdy (5)
\]

In actual operation, the template \( f_1 \) is generally fixed, and the image \( f_2 \) to be matched is moved. Therefore, the image content of the area corresponding to \( f_1 \) in \( f_2 \) always changes with \( u, v \). It is not appropriate to simply use \( C f_1, f_2 \) as a matching measure. Usually, a naturalized cross-correlation function is used as a matching measure, namely:

\[
\frac{C f_1, f_2}{\sqrt{\iint f_2(x + u, y + v) dxdy}} (6)
\]

Assuming that at a certain displacement \((u, v)\) makes \( f_2 = C f_1 \) (\( C \) is a constant), there is a maximum value in the formula \( \iint f_1^2 \). At this time, the other equations hold, and the minimum value appears, that is, the minimum mismatch.

Generally, the position at the maximum value \( \iint f_1^2 \) is selected as the best matching point.

Assuming that the picture template is an 80°80 pixel image and the image matching the template is 512×480 pixels, then the number of operations to be performed by the template matching process of the entire image is \((80 \times 80) \times (512 \times 80)(480 \times 80)\) times, it can be seen that the amount of calculation is large. Although the search accuracy of the fixed template correlation algorithm is high, it is computationally intensive and takes a long time, which is obviously not suitable for chip image recognition technology [24].

### 2) SEQUENTIAL SIMILARITY DETECTION ALGORITHM

Sequential similarity detection algorithm is a fast matching algorithm, and has been improved [25]. The algorithm will compare the target picture with the template image one by one according to the pixel value, and use the accumulated difference to calculate the similarity of the two images. It is an efficient image matching algorithm proposed for the traditional template matching algorithm. The specific algorithm is to conduct a preliminary search first, and then fine search, the search scope is reduced step by step. By setting a fixed threshold, when a mismatch is found, the calculation at the position can be ended in time, thereby reducing the waste of calculation, reducing the calculation, and improving the matching speed [26].

\[
D(i,j) = \sum_{k=1}^{m} \sum_{l=1}^{n} \left| S^{i,j}(m \times n) - T(m \times n) \right| (7)
\]

When the number of errors exceeds the preset error threshold, the matching of the current number is stopped, the accumulated current number is recorded, and the matching of the next target image sub-picture is entered. Finally, the target image sub-picture with the largest accumulated number is used as the matching result. This algorithm can save some calculation of a large number of non-matching points, and significantly improve the matching speed. Sequential similarity detection algorithm is difficult to grasp the setting of the error threshold, especially for large images, if the error threshold is too large, the calculation amount is large, and if the error threshold is too small, the error is larger.

### 3) PYRAMID MATCHING ALGORITHM

The pyramid matching algorithm reduces the resolution of the template image and the target image step by step, thereby greatly reducing the amount of calculation in the matching process, speeding up the matching operation, and increasing the matching speed. The pyramid matching algorithm has the advantages of being fast and reliable. Using the pyramid feature, the images are matched layer by layer from coarse to fine to improve the matching efficiency, and the results of pyramid matching at different levels will have different effects on the final result. The wavelet pyramid is the strongest in the matching success rate of digital images, followed by the average pyramid and the Laplacian pyramid.

The principle of wavelet pyramid decomposition: First, the original image is decomposed step by step using wavelet exchange theory to obtain a pyramid structure, the resolution is from low to high structure, and the scale is from small to large: In the image layer with lower resolution, through linear Search or other methods to get the best match in the resolution layer, use the results of the upper layer matching as a guide, complete the matching work of the next layer in a local range, as the layer-by-layer resolution increases, the accuracy of matching point pairs It is also improved layer by layer to achieve a perfect match at the highest resolution layer.

For the template image of 80°80 pixels and the target image of 512×480 pixels, if the template image and the target image are matched with the low-resolution image obtained by pixel averaging in the 2×2 area, then the operation of the matching process is performed The frequency is \((100/4)\times(100/4)\times(512-80)/4\times(480-80)/4\) times, which is about 5 million times. Compared with the fixed template, the number of operations is greatly reduced. Assuming that the
resolution of the image is reduced, the number of calculations is fewer and the matching speed is faster. However, due to the reduction in resolution, the accuracy of matching also decreases, which is proportional to the relationship.

The pyramid matching algorithm starts with the highest layer, that is, the image layer with the lowest resolution, and performs coarse matching first, further narrowing the search range, and then gradually increases the image resolution, to the lower layer of the pyramid, from coarse to fine matching, until The original image of the target with the highest resolution is finally accurately matched to the target image. Since the final matching will still be performed at the highest resolution layer, for multi-target, large-scale image matching, the fixed template calculation is still used, so the amount of calculation is still very large and the efficiency is not high.

### III. EXPERIMENTAL DESIGN OF FOREST IMAGE RECOGNITION SYSTEM

#### A. IMAGE DATA COLLECTION

The image sensor selected for this subject is a linear array CCD sensor, and the specific model is TCD2564. By using FPGA to generate a specific timing drive linear array CCD, the optical information of the monitored object is converted into an electrical analog signal, and then a dedicated AD conversion chip is used to convert the analog signal into a digital signal. The model of the AD conversion chip selected for this topic is AD9945. During image data acquisition, the drive timing of TCD2564 and the drive timing of AD9945 are uniformly generated by the FPGA, and the drive timing of TCD2564 and part of the control timing of AD9945 are coordinated so that correct image data can be obtained.

In a CCD drive cycle, the output of effective pixels often occupies a middle segment, which is determined by the internal structure of the CCD sensor. In the CCD, there is an analog register without a photosensitive unit before and after the photosensitive unit, so there will be a virtual pixel signal output before and after the CCD drive cycle. In addition, the black level is also output for the AD chip to collect during the CCD driving cycle, and the AD chip will use the black level value of each cycle as a reference to correct the subsequently collected level signal. The related control signals in AD9945 are pre-blanking signal PBLK and dark element clamping signal CLOPB. The pre-blanking signal PBLK is high when the CCD outputs the black level, and is low for the rest of the time. The dark element clamp signal is low when the CCD outputs the black level, and is high for the rest of the time. In addition, the control signals of AD9945 also include the working clock DATACLK and the double-off sampling signals SHP, SHD.

The timing of the dedicated chip driver needs to be designed according to the chip’s data sheet. The chip’s data sheet often gives detailed timing requirements for each drive signal and the timing relationship between related control signals. By consulting the AD9945 chip usage data sheet, you can get the timing requirements of each signal as shown in Table 1. The analysis shows that the image acquisition timing has periodicity, and the cycle time is related to the frequency of the TCD2564 transfer clock, which is also used as the acquisition frequency of the AD9945. In this topic, the frequency of the transfer clock is specified at 30MHz.

#### B. IMAGE DATA CACHE

In this study, although the collected image data was compressed, the amount of image data is still huge. Not only that, after image data transfer and collection is completed, it is more important to carry out image data transmission, and image acquisition and transmission are divided. It belongs to different clock domains, so it is necessary to cache the image data and match the speed between two different clock domains. The image data cache in this subject is divided into two parts: on-chip cache and off-chip cache. The on-chip cache structure is mainly composed of on-chip FIFO (first in first out) resources and FIFO access state machine. FIFO is used as on-chip data storage medium, and the access state machine is used for FIFO data writing and reading control. In this topic, the realization of FIFO is completed by calling the IP provided by a company in the Quartus environment.

The SDRAM controller used in this design is composed of four parts in total, and the structural block diagram is shown in Figure 2. Among the four components of the SDRAM controller, the command interface module is the core module, which mainly completes the logic generation of the SDRAM control commands, including the refresh and precharge of the SDRAM chip. The control interface module completes the initialization operation of the chip, and receives the command generated by the command module, and converts it into the actual SDRAM operation timing. The data bit width control module is used to control the data bit width. The read-write interface module is composed of PLL and read-write FIFO, and is responsible for the cache of SDRAM.

### TABLE 1. AD9945 timing requirements.

| Parameter                  | Minimum value | Typical value | Maximum | Unit |
|----------------------------|---------------|---------------|---------|------|
| DATACLK Clock cycle        | 25            | -             | -       | ns   |
| SHP, SHD cycle             | 25            | -             | -       | ns   |
| SHP pulse width            | -             | 6.25          | -       | ns   |
| SHD pulse width            | 6.25          | -             | -       | ns   |
| CLPOB pulse width          | 2             | 20            | -       | Pixels |
read-write data. During the migration process of the SDRAM controller, the macro definition in `Sdram_Params.h` needs to be modified. After the macro definition is modified, only the read and write FIFO can be operated to complete the read and write control of the external SDRAM.

C. IMAGE DENOISING

When the camera system collects image data in the actual application scene, it is inevitable that noise information will be mixed in, so that the collected image data will show many obvious noises after being displayed. Specifically, there will be many isolated points on the image. These points The image information of the image and the surrounding image information are very different. These noise points will greatly damage the integrity of the original image. The effective method to remove noise is to filter the image mixed with noise information. Image filtering can be divided into frequency domain filtering and spatial domain filtering. Frequency domain filtering specifically refers to: Fourier transforming the image, transforming the image information in the spatial domain to the frequency domain, then filtering out the specific frequency in the frequency domain, and then transforming the processed image information back to the spatial domain To get the filtered image. Since the noise of the image is often limited to a small frequency range in the frequency domain, the image filtering can usually achieve good results in denoising. The filtering in the spatial domain directly operates on the image data in the spatial domain, which can be expressed in the form of template operation mathematically.

IV. EXPERIMENTAL DATA ANALYSIS OF FOREST IMAGE RECOGNITION SYSTEM

A. ANALYSIS OF ERRORS IN DETECTION TARGET SHAPE AND BACKGROUND COMPLEXITY

As shown in Figure 3, it is the degree that the two points at the top of the hyperbola and the two points at the two ends of the hyperbola are shifted in the same way, which eventually causes the focus position of the V-U domain to shift. In the figure, A and A’ are offsets at both ends of the hyperbola leading to the focus shift, while B and B’ are offsets at the top edge of the hyperbola leading to the shift in focus position. By comparison, we can find that When it occurs in the hyperbolic term, it will cause a large error in wave velocity estimation.

Since the first derivative at the point near the top of the hyperbola is small, and the first derivative at the points at both ends of the hyperbola is large, the first derivative is used for the straight line obtained from different points on the hyperbola in the Hough transform domain Perform weighting. Then the weight of the straight line in the Hough transform domain obtained from the pixels of the hyperbolic apex is lower, thereby reducing the impact on the focusing result, and the points at both ends of the hyperbola have a better effect on offset suppression, so it is The larger weight of the straight line obtained in the FF transform domain has a greater influence on the focusing result. Therefore, this method can make the focus in the Hough transform domain more focused.

As shown in Figure 4, the estimated velocity distribution before and after optimization, and it can be seen from the figure that after optimization by this research algorithm, the estimated velocity distribution in the Hough transform domain becomes more focused, which can be effectively improve the accuracy of the estimation results.

B. SPECTRAL NOISE ANALYSIS

In the process of performing spectral measurement, various noises will inevitably be introduced into the spectral data, thereby affecting the measurement result. In order to eliminate these noises, effective noise reduction measures must be taken to process the spectral data and extract useful signals. In the spectrum acquisition system, in addition to the noise generated in the circuit such as the noise caused by the A/D conversion, the main noise is the noise caused by the CCD during operation. There are several types of noise in CCD:

1. Photon noise: Due to the wave-particle duality of light, the number of photons emitted by the light on the detector is random, which causes the potential well to be a random process when collecting these signal charges, especially when the illuminance is At lower levels, this noise is most obvious, it is determined by the nature of the photon and is unavoidable.

2. Shot noise: When light hits the photosensitive area of the detector, due to the fluctuation of the light source, the amount of charge generated within a certain time will fluctuate around an average value, which constitutes shot noise.

3. Transfer noise: During the signal transfer process of the CCD, the signal in the potential well is not completely transferred out, and remains in it. This part of the charge will interfere with the transferred charge packets and become noise.

4. Dark current noise: CCD is made of semiconductor material. Under normal operation, the internal current will generate current due to thermal motion. This part of the current will also exist in the absence of light, so it is called dark current noise. The noise generated by the CCD, together with the noise in the circuit, forms Gaussian white noise and impulse noise, and affects the measurement of spectral data. Figure 5 shows the signal measured by the CCD without light. It can be seen that the CCD still outputs a signal when there is no light.

In the absence of light, the signal measured by the CCD should be a smooth straight line, and it should be in a place where the ordinate has zero light intensity. As shown in Figure 5, due to the presence of noise, it does not become a straight line, but instead fluctuates around a specific value. This is because when the CCD is working, even if there is no light, due to the presence of dark pixels, these dark pixels will still work normally and generate current, generate
background noise, plus the presence of other noises in the circuit, constitute the figure Noise. The presence of these noises affects the measurement of spectral data. Spectral data processing uses various filtering methods such as mean
filtering, median filtering, and smoothing filtering to filter out these noises present in the CCD and improve the accuracy of spectral data measurement. Moreover, as the external temperature changes, the background noise of the CCD will also change accordingly. The higher the temperature, the greater the background noise.

### C. IMAGE CLASSIFICATION ACCURACY TEST

As shown in Table 2 and Table 3, in general, the sample selection methods include simple random sampling, systematic sampling and stratified sampling. Because the number of each tree species in the plot is uneven, and the number of some categories is small, in order to ensure that each tree species is fully trained, this study uses a stratified random sampling method to select samples. Each tree species selects 67% of the number to participate in training, 33% of the samples were inspected. There were 305 inspection samples in plot 1 and 190 inspection samples in plot 2.

In the accuracy test method of the confusion matrix used in this study, the rows of the matrix represent the correspondence between the actual feature types and the types of classification result objects, and the columns represent the number of classification results of the remote sensing images that are actually divided into categories. The main diagonal indicates the number of correctly classified, and the off-diagonal indicates the number of misclassification. As shown in Figure 6, for the forest image recognition effect,

**FIGURE 5.** CCD background noise.

**FIGURE 6.** Forest tree image recognition effect.

**TABLE 2.** Plot 2 samples.

| Plot number | Tree species | Number of training sample | Number of validate sample |
|-------------|--------------|---------------------------|--------------------------|
| Plot 1      | Korean pine  | 221                       | 148                      |
|             | Larch        | 57                        | 38                       |
|             | Birch        | 98                        | 66                       |
|             | Soft         | 48                        | 32                       |
|             | Hard         | 31                        | 21                       |
|             | total        | 445                       | 305                      |
the detection accuracy of plot 1 is 92.3%, and the accuracy of plot 2 is 91.7%. The detection accuracy of both plots is above 91%, and the accuracy meets the requirements.

V. CONCLUSION

This article analyzes the sources of noise for Gaussian white noise and impulse noise mixed in the spectral data collected by the acquisition system. On the basis of wavelet denoising, a new noise reduction method based on stationary wavelet is proposed. The design of the noise reduction algorithm and the noise reduction steps are introduced in detail. The experimental results show that the combination of the new noise reduction algorithm with stationary wavelet denoising and medium and high frequency filtering can effectively reduce two kinds of noise. Simulation and experimental results show that the new noise reduction algorithm can effectively improve the signal-to-noise ratio of the spectral signal and reduce the root mean square error of the signal.

In this article, the characteristics of the gray value changes of six bands of various types of features during classification are studied, and the best classification of forest image content is determined. According to the characteristics of the pixel band gray value of each type of forest image, the image content correspondence Types of forest trees.

The feature data of the forest tree image is input into the image recognition system for training, and the obtained network model can effectively distinguish the randomly acquired tree species images with a recognition accuracy of 91%. This method is more accurate and convenient than traditional methods. It can efficiently identify three forest tree species and provide partial data support for subsequent related research.
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