Dictionary learning based image-domain material decomposition for spectral CT
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Abstract
The potential huge advantage of spectral computed tomography (CT) is that it can provide accurate material identification and quantitative tissue information by material decomposition. However, material decomposition is a typical inverse problem, where the noise can be magnified. To address this issue, we develop a dictionary learning based image-domain material decomposition (DLIMD) method for spectral CT to achieve accurate material components with better image quality. Specifically, a set of image patches are extracted from the mode-1 unfolding of normalized material images decomposed by direct inversion to train a unified dictionary using the K-SVD technique. Then, the DLIMD model is established to explore the redundant similarities of the material images, where the split-Bregman is employed to optimize the model. Finally, more constraints (i.e. volume conservation and the bounds of each pixel within material maps) are integrated into the DLIMD model. Numerical phantom, physical phantom and preclinical experiments are performed to evaluate the performance of the proposed DLIMD in material decomposition accuracy, material image edge preservation and feature recovery.

1. Introduction
The conventional computed tomography (CT) treats x-ray spectrum as single-energy, and an energy integration detector (EID) is employed to collect photons from the spectrum (Clackdoyle et al 2019, Macdonald et al 2020). As a result, different material components may have the same or similar linear attenuation coefficients in the reconstructed CT images. This implies that it fails to discriminate and decompose material components within the imaging objects (Shikhaliev and Fritz 2011, Lin et al 2012), and it can miss the functional information. Fortunately, due to its advantages in dose reduction, tissue contrast improvement, quantitative tissue analysis, beam hardening artifacts reduction, material discrimination and decomposition (Kim et al 2015), the spectral CT has been developed as an alternative solution. Compared with the traditional CT schemes, spectral CT systems can obtain two or more energy bin projections for the scanned object. The dual energy CT (DECT), as a simple commercialized architecture, has achieved a great success in practical applications (Saito et al 2018). However, the projections from DECT only contain two energy-spectrum measurements. This limits the material decomposition capability of DECT (Johnson et al 2007).

The development of photon-counting detectors (PCDs) makes spectral CT a hot topic in recent years (Taguchi and Iwanczyk 2013). A typical spectral CT system equipped with PCD can collect multiple
projections from different energy bins within one scan. However, different materials may have similar attenuation coefficients in some of the energy bins. Besides, how to perform a quantitative analysis for tissue distribution is still a difficult problem. To realize the aims of material discrimination and tissue quantitative analysis, it is necessary to develop advanced material decomposition methods for spectral CT.

Regarding the material decomposition methods for spectral CT, they can be divided into two categories: direct and indirect methods. Specifically, a direct material decomposition method can directly obtain material components from projections (Long and Fessler 2014, Zhao et al 2015, Barber et al 2016, Liu et al 2016) with known x-ray spectrum. However, due to x-ray beam hardening and scattering during the process of x-ray transmission, it is difficult to achieve x-ray transmission spectral model in practice. Besides, although some regularization priors (for examples, total variation (TV) (Barber et al 2016, Gao et al 2019), nonlocal TV (Liu et al 2016) and so on) have been considered in such material decomposition models, the results from direct material decomposition are still sensitive to noise.

Indirect material decomposition methods can be further divided into projection-based and image-based methods (Wang et al 2017). For the projection-based methods, the projections are first decomposed to material specific sinograms. Then, an image reconstruction algorithm (for example, back-projection (FBP) (Wu et al 2017) and regularization prior based iteration methods (Xiao et al 2018, 2020, Zhang et al 2019)) is followed. For such a material decomposition method, the errors from the specific basis material sinograms can be magnified in the material maps, resulting in a compromised decomposition accuracy. For the image-based methods, the first step is to reconstruct spectral CT images from projections, and the second step is to decompose them into material maps. In terms of the first step, there are a lot of iterative image reconstruction methods available, such as channel-independent TV (Xu et al 2012a) and advanced non-local low-rank cube-based tensor factorization (NLCTF) (Wu et al 2019), etc. Regarding the second step, numerous methods were proposed for DECT (Maaß et al 2009, Niu et al 2014, Zhao et al 2016, Xue et al 2017). Recently, to further obtain better quality of material decomposition maps with higher accuracy, Li et al proposed learned mixed material models (Li et al 2018, 2019b) and a cross-material model (Li et al 2019a). However, the methods for multiple-bin spectral CT are relative scarce. Tao et al (Tao et al 2018) developed a prior knowledge aware iterative denoising material decomposition (MD-PKAD) model by considering the prior image constrained compressed sensing (PICCS) (Chen et al 2008). Xie et al proposed a multiple constraint model for image domain material decomposition and validated it only by a numerical phantom (Xie et al 2019). Besides, the deep learning based multi-material decomposition models (Clark et al 2018, Chen and Li 2019) are also studied. In this work, we will focus on the second step.

The learning-based methods have obtained a great achievement in the medical imaging field, such as low-dose reconstruction(Xu et al 2012b), sparse-view reconstruction (Li et al 2014, Gao et al 2019, Zhang et al 2020, Tao et al 2020, Xu et al 2020), medical image denoising (Li et al 2012), spectral CT reconstruction (Bo et al 2012), positron emission tomography (PET) imaging (da Costa-luis and Reader 2020, Fuller et al 2020, Wang et al 2020), magnetic resonance (MR) imaging (Ritzer et al 2020, Tao et al 2020, Mader et al 2020, Gravel et al 2020), etc. Especially, the dictionary learning-based methods can recover image details and features by training a large number of image patches. Similar to the hyperspectral image (Luo et al 2018), considering the correlation among different energy channels (i.e. image structure similarities of the same object), the tensor based dictionary learning was developed for spectral CT reconstruction, and it obtained excellent performance in our previous studies (Zhang et al 2017, Wu et al 2018). As for the multiple material decomposition of spectral CT, multiple material images can be considered as a tensor, leading to a natural idea to establish tensor based dictionary learning for image-domain material decomposition. However, since it is difficult to ensure a rank-1 tensor within a local region for multiple materials, it is inappropriate to adopt the tensor dictionary learning for material decomposition. Another idea is to develop a multiple-dictionary based decomposition method, i.e. each material corresponds to one dictionary. However, the correlation of material images will be ignored. Besides, because some materials only have simple structures (see iodine contrast agent in figure 1(c) in section 5), the trained dictionary cannot encode material information in the decomposition process. To overcome the aforementioned limitations, a unified dictionary is formulated by training image patches from mode-1 unfolding of normalized material image tensors. Then, a dictionary learning based image-domain material decomposition (DLIMD) model is constructed to fully encode the sparsity and similarities of material images simultaneously. Finally, the volume conservation and bound of each pixel are introduced into the DLIMD model to further improve material decomposition accuracy. The advantages of DLIMD method include good capabilities of noise suppression and edge preservation.

The rest of this paper is organized as follows. In section 2, the material decomposition model for spectral CT will be given. In section 3, we elaborate the mathematical model and solution for the DLIMD. In section 7, numerical mouse and two real datasets are employed to evaluate the proposed decomposition method. In section 5, we discuss some related issues and make a conclusion.
2. Material decomposition model for spectral CT

2.1. Spectral CT imaging

Assuming the detected photon number for the $\ell$th x-ray path within the $n$th energy window $E_n$ is $y_{\ell,n}$ ($1 \leq n \leq N, 1 \leq \ell \leq L$). It can be expressed as

$$y_{\ell,n} = \int_{E_n} I_{\ell,n}(E) e^{-\vartheta_{nm}(E,r) r} dE,$$

(1)

where $\int_{E_n} dE$ integrates over the range of $n$th energy channel and $\int_{E_n} dr$ indicates integral along the $\ell$th x-ray path. In this study, $M$ basis materials within the object is assumed. $x(N, E, r)$ represents linear attenuation coefficient for energy $E$ at position $r$. $I_{\ell,n}(E)$ represents the original x-ray photon intensity emitting from the x-ray source for energy $E$.

Considering the basis material expansion, the attenuation coefficient $x_n(E, r)$ in equation (1) can be further rewritten as a low-dimensional expansion. That is,

$$x_n(E, r) = \sum_{m=1}^{M} \vartheta_{nm}(E) f_m(r),$$

(2)

where $\vartheta_{nm}(E)$ represents the mass-attenuation coefficient for the $m$th material at $n$th energy window $E_n$ and $f_m(r)$ is fraction of $m$th material at location $r$. The task of material decomposition is to recover all the material component maps $f_m(r)$ ($1 \leq m \leq M$) from equation (1). If we directly reconstruct material maps from equation (1), it can be considered as direct material decomposition. In this study, we only consider the indirect material decomposition methods, i.e. image domain material decomposition, where the first step is to reconstruct $x_n(E, r)$. Let $I_{\ell,n}^{(0)}$ be the original x-ray photon flux which can be expressed as

$$I_{\ell,n}^{(0)} = \int_{E_n} I_{\ell,n}(E) dE.$$

(3)

Substituting equations (3) into (1), we have

$$y_{\ell,n} \approx I_{\ell,n}^{(0)} e^{-\int_{E_n} -x_n(E,r) dr}.$$

(4)

Considering the spectral CT imaging model, equation (4) can be discretized as

$$y_{\ell,n}/I_{\ell,n}^{(0)} \approx e^{-A_{\ell,n} x(E_n)}$$

(5)

where $A \in R^{L \times J}$ ($J = J_1 \times J_2$) is the projection matrix, $J_1$ and $J_2$ represent the width and height of the averaged attenuation coefficients image, $L$ is the number of total x-ray paths, and $A_{\ell,n}$ presents the $\ell$th row of $A$. $x(E_n) \in R^J$ is the vectorization of averaged attenuation coefficient image at $n$th energy window. Then, a logarithm operation is operated on both sides of equation (5). By ignoring the index $\ell$, equation (5) can be simplified as

$$p_n = -\ln \left( \frac{y_{\ell,n}}{I_{\ell,n}^{(0)}} \right) \approx A x_n.$$  

(6)

For the image-domain material decomposition method, we can reconstruct multi-energy CT images $x_n$ ($n = 1, \ldots, N$) from the corresponding projection $p_n$. There are numerous advanced multi-energy CT image reconstruction techniques, including tensor dictionary learning (Zhang et al 2017), non-local low-rank cube-based tensor factorization (NLCTF) (Wu et al 2019) and so on. Here, we only focus on image-domain material decomposition, and FBP and NLCTF are employed to obtain $\{x_n\}_n=1^N$.

2.2. Image-domain material decomposition model

To obtain the material component maps $f_m(r)$ ($1 \leq m \leq M$) from $\{x_n\}_n=1^N$, equation (2) can be further rewritten as a matrix form

$$\begin{bmatrix} \vartheta_{11} & \cdots & \vartheta_{1M} \\ \vdots & \ddots & \vdots \\ \vartheta_{NM} & \cdots & \vartheta_{NM} \end{bmatrix} \begin{bmatrix} f_1 \\ \vdots \\ f_M \end{bmatrix} = \begin{bmatrix} x_1 \\ \vdots \\ x_N \end{bmatrix},$$

(7)

where $\vartheta_{nm}$ represents averaged attenuation coefficients of the $m$th material at the $n$th energy window, which can be determined by calculating the averaged mass coefficients (Badea et al 2011). Equation (7) is equivalent to

$$\vartheta F(\lambda) = X(\lambda),$$

(8)
where $\vartheta = \begin{bmatrix} \vartheta_{11} & \cdots & \vartheta_{1M} \\ \vdots & \ddots & \vdots \\ \vartheta_{N1} & \cdots & \vartheta_{NM} \end{bmatrix} \in \mathbb{R}^{N \times M}$, $\mathbf{F} \in \mathbb{R}^{h \times h \times h}$ and $\mathbf{X} \in \mathbb{R}^{h \times h \times N}$ are two tensors which respectively represent the reconstructed images and material images. The mode-$h$ ($h = 1, 2, 3$) unfolding of tensor $\mathcal{M} \in \mathbb{R}^{h \times h \times h}$ is denoted by $\mathcal{M}_{(h)} \in \mathbb{R}^{h \times (\prod_{i \neq h} h)}$ (Zhang et al 2017, Wu et al 2018). Again, $\mathcal{F}_{(3)} \in \mathbb{R}^{M \times J}$ and $\mathcal{X}_{(3)} \in \mathbb{R}^{N \times J}$ are the mode-3 unfolding of $\mathbf{F}$ and $\mathbf{X}$. However, the reconstructed spectral CT images usually contain noise, which can compromise the decomposed material image quality. Considering the noise $\mathcal{Q}$ in the reconstructed images, equation (8) can be modified as

$$\vartheta \mathcal{F}_{(3)} = \mathcal{X}_{(3)} + \mathcal{Q}. \quad (9)$$

To recover material images from equation (9), we have the following least square linear program problem:

$$\mathcal{F}^* = \arg\min_{\mathcal{F}} \frac{1}{2} \| \mathbf{X}_{(3)} - \vartheta \mathcal{F}_{(3)} \|^2_F, \quad (10)$$

where $\| \cdot \|^2_F$ is Frobenius norm. Equation (10) can be viewed as an image domain basis material decomposition model. Without additional constraints, the simple direct inversion (DI) method (Niu et al 2014) can be employed to solve equation (10) and obtain:

$$\mathcal{F}_{(3)} = (\vartheta^T \vartheta)^{-1} \vartheta^T \mathbf{X}_{(3)}. \quad (11)$$

To improve the decomposed image quality, regularization is a feasible strategy to constrain the solution during iteration process, and equation (10) can be reformulated as

$$\mathcal{F}^* = \arg\min_{\mathcal{F}} \left\{ \frac{1}{2} \| \mathbf{X}_{(3)} - \vartheta \mathcal{F}_{(3)} \|^2_F + \lambda R(\mathcal{F}) \right\}, \quad (12)$$

where $\lambda$ is a regularization factor to balance the data fidelity term $\frac{1}{2} \| \mathbf{X}_{(3)} - \vartheta \mathcal{F}_{(3)} \|^2_F$ and regularization term $R(\mathcal{F})$.

3. Dictionary learning based image-domain material decomposition (DLIMD)

3.1. Dictionary learning

A set of image patches $\mathbf{x}_i \in \mathbb{R}^{s \times t}$, $i = 1, \ldots, I$, are extracted from the training datasets and unfolded as a vector to train the dictionary $\mathbf{D} \in \mathbb{R}^{S \times T}$, where $S = s \times s$ and $T$ represents the number of atoms. The goal of dictionary learning is to find sparse representation coefficients $\alpha \in \mathbb{R}^{T \times I}$ using the dictionary $\mathbf{D}$. This can be established by solving the following optimization problem:

$$\{\mathbf{D}^*, \alpha^*\} = \arg\min_{\mathbf{D}, \alpha} \sum_{i = 1}^{I} \| \mathbf{x}_i - \mathbf{D} \alpha_i \|^2_F \text{s.t.} \| \alpha_i \|_0 \leq L_0, \quad (13)$$

where $L_0$ is the sparsity level, $\| \cdot \|_0$ is the quasi-$l_0$ norm, $\alpha_i \in \mathbb{R}^{T \times 1}$ is sparse representation coefficients for $i$th image patch. Equation (13) is a constrained problem, which can be converted into the following problem:

$$\{\mathbf{D}^*, \alpha^*\} = \arg\min_{\mathbf{D}, \alpha} \left\{ \frac{1}{2} \sum_{i = 1}^{I} \left( \| \mathbf{x}_i - \mathbf{D} \alpha_i \|^2_F + v_i \| \alpha_i \|_0 \right) \right\}, \quad (14)$$

where $v_i$ is a Lagrange multiplier. Equation (14) can be solved by utilizing an alternating minimization scheme. The dictionary $\mathbf{D}$ is first fixed and the best coefficient matrix $\alpha$ can be found. As finding the truly optimal $\alpha$ is impossible, we use an approximation pursuit method. Any algorithm such as the matching pursuit (MP) (Mallat and Zhang 1993) or orthogonal matching pursuit (OMP) algorithm (Chen et al 1989) can be used for the calculation of the coefficients. The algorithm will not stop until the coefficient matrix and all the atoms have been updated and the stop criteria are satisfied. The first step is to update $\alpha_i$ by fixing the dictionary $\mathbf{D}$, $\alpha$ can be updated as

$$\alpha^* = \arg\min_{\alpha} \frac{1}{2} \sum_{i = 1}^{I} \left( \| \mathbf{x}_i - \mathbf{D} \alpha_i \|^2_F + v_i \| \alpha_i \|_0 \right). \quad (15)$$
The second step is to update the dictionary with a fixed sparse representation coefficients \( \alpha \). There are many methods available to train the dictionary, such as K-SVD (Aharon et al 2006) and online robust learning (Lu et al 2013). In this study, the K-SVD method is employed to train dictionary.

### 3.2. DLIMD method

Considering the general image domain material decomposition model equation (12), similar to the dictionary learning for low-dose CT reconstruction (Xu et al 2012b), the proposed dictionary learning based image-domain material decomposition (DLIMD) can be constructed as follow:

\[
\begin{align*}
\{ F^*, \{ \beta^*_m \}_{m=1}^M \} = \text{argmin}_{F, \{ \beta_m \}_{m=1}^M} \left( \frac{1}{2} \| X_{(j)} - \theta F_{(j)} \|_F^2 + \sum_{m=1}^M \lambda_m \frac{1}{2} \sum_{i=1}^J \left( \| H_{(i)} (F_m) - D \beta_{mi} \|_F^2 + \nu m \| \beta_{mi} \|_0 \right) \right),
\end{align*}
\]

where \( F_m \) is the \( m \)th material image \( F \), \( \beta_{mi} \in \mathcal{R}^{T \times I} \) are sparse representation coefficients for \( i \)th image patch from \( m \)th material image and \( \beta_m = \{ \beta_{mi} \}_{i=1}^J \), \( H_{(i)} (F_m) \) is the \( i \)th image patch extraction operator from \( F_m \). \( D \) is the trained dictionary. High-quality dictionary is beneficial for sparse representation and accuracy of material decomposition. A natural idea is to train different \( D \) for different materials. However, this strategy will be limited by three reasons. First, a specific material map may only contain a few image features, \( i.e \) bone and iodine contrast in figure 1. It is difficult for the trained \( D \) to encode the image features and reduce sparse representation level during the process of material decomposition, and this compromises the material decomposition accuracy. Second, training different \( D \) is time consuming, which implies higher computational cost is needed with various materials in practice. Third, if we train the dictionary \( D \) for each material, the correlation between different material maps will be lost. To overcome these limitations, we formulate a unified dictionary \( D \in \mathcal{R}^{K \times T} \) in this study. For a given spectral CT dataset, we can obtain the FBP or other reconstruction result and apply the DI method to decompose material image \( F \). Then, before training the dictionary \( D \), we should normalize material images to avoid data inconsistency of the pixel values from different materials by

\[
F_m' = \frac{F_m - \min (F_m)}{\max (F_m) - \min (F_m)}, \quad m = 1, \ldots, M.
\]

After that, a set of image patches are extracted from \( F_m' \in \mathcal{R}^{I \times (J_1 \times J_2)} \), the mode-\( l \) unfolding of normalized image \( F \), to train a global dictionary \( D \). The normalization is performed on each material image independently rather than the extracted image patches. Since the concentration of contrast agent usually is low, the whole image-based normalization can benefit to extract image patches from contrast agent component and then result in improved accuracy of contrast agent. A higher accuracy of contrast agent is good for other materials accuracy. However, if a patch-based normalization is employed, the image features from iodine contrast would be lost. It may compromise material decomposition accuracy.

Although the DI material maps contain noise, our following experiments demonstrate that the dictionary training can preserve image information and against noise well. Here, the dictionary \( D \) can be learned using the K-SVD algorithm (Aharon et al 2006). The advantages of the formulated unified dictionary \( D \) are threefold. First, it can fully encode image similarities within different materials images (for examples, the image structures within blue boxes from bone and soft tissue, the image structures within red boxes from soft tissue and iodine contrast in figure 1) during the material decomposition process. Second, it can enhance the redundancy with the trained dictionary \( D \). This is good to encode current material image structures by employing the atoms from other material images. Third, we can also save training time to some extent in practice.

To further improve the accuracy of material decomposition, more constraints should be considered. In clinical applications, the contrast agents are usually propagated into soft tissue rather than bone structures. Again, as a given pixel of material images, it is reasonable to assume that bone and contrast agent do not co-exist. Specifically, we first determine the locations belong to bone and contrast agents simultaneously. Then, we need to discriminate what component for these locations by comparing the bone component with a given threshold (for example, 0.5). If the value of referred location is greater than the given threshold, we will determine this location as bone rather than contrast agents. Because the contrast agents cannot be injected into such bone structures. This assumption is employed in our experiments. If air is also treated as one basis material, the summation of pixel values at the same location in different material images should be equal to one (Liu et al 2009), \( i.e \)

\[
\sum_{m=1}^M F_{jh,m} + B_{jh} = 1 (1 \leq j_1 \leq J_1, 1 \leq j_2 \leq J_2),
\]

where \( B_{jh} \) is the background pixel values for the \( j_1 \)th column of the \( j_2 \)th row in the image domain.
Figure 1. Numerically simulated mouse phantom used in (Zhang et al 2017) consists of three materials, i.e. bone, soft tissue and iodine. (a), (b) and (c) represent bone, soft tissue and iodine, respectively.

Figure 2. Setups of physical phantom experiments. (a) is the spectral CT system, (b) and (c) represents the physical phantom.

Figure 3. Physical phantom FBP reconstruction results. From left to right, the images are for 1st—4th energy bins with a display window [0 1.3] cm\(^{-1}\).

where \( \mathcal{F}_{j_1,j_2,m} \) represents the pixel value at the \((j_1,j_2,m)\) th location, \( \mathbf{B} \) is the air map and \( \mathbf{B}_{j_1,j_2} \) represents the pixel value at the \((j_1,j_2)\) th location. Besides, the pixel value within \( \mathcal{F} \) should be in the range of \([0 1]\), that is,

\[ 0 \leq \mathcal{F}_{j_1,j_2,m} \leq 1. \]  

To further constrain the solution for improving the accuracy of material decomposition, equations (18) and (19) can be treated as two conditions and are incorporated into the material decomposition model equation (16). Then, we can obtain equation (20). To solve equation (20), we first introduce a tensor \( \mathcal{U} \) to replace \( \mathcal{F} \), equation (20) can be converted into equation (21), and equation (21) can be further converted into equation(22). When the optimization factor \( \eta > 0 \) is increased to infinity, equation (22) is exactly equal to the constrained optimization problem equation (21). Similar to our previous study in (Wu et al 2018), equation (22) can be solved by the alternative direction minimization method (ADMM).
Figure 4. Material decomposition results from figure 3. From left to right, the columns represent the decomposed results of aluminum, water and iodine, where the display windows are [0.5 1], [0.8 1] and [0 0.003]. From top to bottom, the rows represent the results decomposed by DI, TVMD and DLIMD methods, respectively.

Figure 5. Preclinical experiment. (a) is the preclinical specimen fixed on the spectral CT system. (b)–(e) are FBP reconstruction results from 4 energy bins, where the display window is [0 0.5] cm$^{-3}$. 
Figure 6. Material decomposition results from figure 5. From left to right, the columns represent the DI, TVMD and DLIMD methods. The 1st–3rd rows represent the bone, soft tissue and iodine and 4th – 7th rows represent the magnified ROIs with ‘A’, ‘B’, ‘C’ and ‘D’. From 1st – 7th rows, the display windows are [0.25 0.5], [0.85 0.95], [0.000365 0.001], [0.29 0.33], [0.85 0.95], [0.85 0.95] and [0.85 0.95] respectively.
However, we adopt a simple strategy reported in (Xu et al 2019) for this study.

\[
\{F^*, \{\beta_m^*\}_{m=1}^M \} = \arg \min_{F, \{\beta_m\}_{m=1}^M} \left( \frac{1}{2} \left\| X(3) - \vartheta F(3) \right\|_F^2 + \sum_{m=1}^M \lambda_m \sum_{i=1}^I \left( \left\| \mathcal{H}_i(F_m) - D\beta_{mi} \right\|_F^2 + \nu_{mi} \|\beta_{mi}\|_0 \right) \right),
\]

s.t. \( \sum_{m=1}^M \mathcal{F}_{j_1,j_2,m} = 1, \forall j_1, j_2 \) \hspace{1cm} (20)

\[
\{F^*, \{\beta_m^*\}_{m=1}^M, U^* \} = \arg \min_{F, \{\beta_m\}_{m=1}^M, U} \left( \frac{1}{2} \left\| X(3) - \vartheta F(3) \right\|_F^2 + \sum_{m=1}^M \lambda_m \left( \sum_{i=1}^I \left( \left\| \mathcal{H}_i(U_m) - D\beta_{mi} \right\|_F^2 + \nu_{mi} \|\beta_{mi}\|_0 \right) \right) \right),
\]

s.t. \( \sum_{m=1}^M \mathcal{F}_{j_1,j_2,m} = 1, U = F, F \in [0, 1] \) \hspace{1cm} (21)
Figure 8. Material decomposition results of physical phantom assuming bone and contrast agent can co-exist in a given pixel in material decomposition models. 1st − 2nd rows represent the TVMD and DLIMD methods, respectively.

\[
\{\mathcal{F}^*, \{\beta_m^*\}_{m=1}^M, \mathcal{U}^*\} = \arg\min_{\mathcal{F}, \{\beta_m\}_{m=1}^M, \mathcal{U}} \left( \frac{1}{2} \left\| \mathcal{X}(3) - \partial_\mathcal{F}(3) \right\|^2_F + \frac{\eta}{2} \left\| \mathcal{U} - \mathcal{F} \right\|^2_F + \sum_{m=1}^M \left( \frac{j}{2} \left\| \mathcal{H}_i(\mathcal{U}_m) - \hat{D}_{\beta mi} \right\|^2_F + \gamma_m \left\| \beta_{mi} \right\|_0 \right) \right),
\]

s.t. \( \sum_{m=1}^M \mathcal{F}_{j_1j_2m} = 1, \beta_{mi} = 1, \mathcal{U}_m \in [0, 1] \).

The objective function equation (22) can be divided into the following two sub-problem:

\[
\mathcal{F}^* = \arg\min_{\mathcal{F}} \left( \left\| \mathcal{X}(3) - \partial_\mathcal{F}(3) \right\|^2_F + \frac{\eta}{2} \left\| \mathcal{U} - \mathcal{F} \right\|^2_F \right) \text{s.t. } \left( \sum_{m=1}^M \mathcal{F}_{j_1j_2m} \right) + B_{j_1j_2} = 1, 0 \leq \mathcal{F} \leq 1, \quad (23a)
\]

\[
\{\{\beta_m^*\}_{m=1}^M, \mathcal{U}^*\} = \arg\min_{\{\beta_m\}_{m=1}^M, \mathcal{U}} \left( \frac{\eta}{2} \left\| \mathcal{U} - \mathcal{F}^{(k+1)} \right\|^2_F + \frac{\lambda_m}{2} \sum_{i=1}^M \left( \left\| \mathcal{H}_i(\mathcal{U}_m) - \hat{D}_{\beta mi} \right\|^2_F + \gamma_m \left\| \beta_{mi} \right\|_0 \right) \right),
\]

(23b)

(i) \( \mathcal{F} \) sub-problem: Regarding the optimization of equation (23a), there are two strategies. More details can refer to appendix A. Here, we just employ the strategy 2 to update

\[
\mathcal{F}_{j_1j_2}^* = \arg\min_{\mathcal{F}_{j_1j_2}} \left( \frac{1}{2} \left\| \partial^T_{\mathcal{X}_j} - \eta \mathcal{F}_{j_1j_2} \right\|^2_F + \frac{\tau_{j_1j_2}}{2} \sum_{m=1}^M \left( \left\| \mathcal{H}_i(\mathcal{U}_m) - \hat{D}_{\beta mi} \right\|^2_F + \gamma_m \left\| \beta_{mi} \right\|_0 \right) \right) \text{s.t. } \left( \sum_{m=1}^M \mathcal{F}_{j_1j_2m} \right) = 1, 0 \leq \mathcal{F}_{j_1j_2}^* \leq 1. \quad (24)
\]

In fact, equation (24) is a general DI material decomposition mathematical model.

(ii) \( \mathcal{U} \) sub-problem: As for the optimization problem of equation (23b), it can be rewritten as

\[
\{\{\beta_m^*\}_{m=1}^M, \mathcal{U}^*\} = \arg\min_{\{\beta_m\}_{m=1}^M, \mathcal{U}} \left( \frac{1}{2} \left\| \mathcal{U}_m - \mathcal{F}^{(k+1)}_m \right\|^2_F + \frac{\tau_m}{2} \sum_{i=1}^M \left( \left\| \mathcal{H}_i(\mathcal{U}_m) - \hat{D}_{\beta mi} \right\|^2_F + \gamma_m \left\| \beta_{mi} \right\|_0 \right) \right).
\]

(25)
Algorithm 1. DLIMD.

**Input:** $\eta_1, \varepsilon, L, T, K$ and other parameters; Initialization of $\mathcal{F}^{(0)} = 0, \mathcal{U}^{(0)} = 0, k = 0$.

**Output:** Material decomposition tensor $\mathcal{F}$.

**Part I: Dictionary training**

1: Reconstructing spectral CT images using certain image reconstruction method;
2: Formulating the material attenuation matrix using reconstruction results;
3: Decomposing the reconstructed images using DI method;
4: Normalizing the DI results using equation (17);
5: Extracting image patches to form a dictionary training dataset;
6: Training a dictionary using the K-SVD technique.

**Part II: Material decomposition**

7: While not convergence do
8: Updating $\mathcal{F}^{(k+1)}$ using equation (24);
9: Finding and processing the pixels in $\mathcal{F}^{(k+1)}$ using DI technique;
10: Updating $\mathcal{U}$ and $\{\beta_m^k\}_{m=1}^M$ using equation (26);
11: $k = k + 1$;
12: End While

where $\tau_m = \lambda_m / \eta_1$, equation (25) can be divided into $M$ sub-problems. Again, $U_m (m = 1, \ldots, M)$ can be updated independently. Here, equation (25) can be read as

$$\begin{align*}
\left\{ U_m^*, \{\beta_m^k\}_{i=1}^I \right\} & = \argmin_{\{\beta_m^k\}_{i=1}^I, U_m} \left( \frac{1}{2} \left\| U_m - \mathcal{F}_m^{(k+1)} \right\|_F^2 + \frac{\tau_m}{2} \sum_{i=1}^I \left( \left\| \mathcal{H}_i(U_m) - D\beta_{mi}^{(k+1)} \right\|_F^2 + \nu_{mi}\|\beta_{mi}\|_0 \right) \right), \\
1 \leq m \leq M.
\end{align*}$$

Equation (26) can be solved by the method in (Wu et al. 2018). The parameters of sparsity level $L$ and tolerance of representation error $\varepsilon$ play important roles in controlling the dictionary quality and material decomposition accuracy. In this study, the sparsity level $L$ is set as the same value for different materials. However, the tolerance of representation error $\varepsilon$ is $\varepsilon_m (m = 1, \ldots, M)$ should be carefully chosen. Again, the $m$th basis material corresponds to $\varepsilon_m$. Here, the selection of $\varepsilon_m$ depends on specific material image. A smaller $\varepsilon_m$ can induce noise/false structures, while a greater one can lose some detailed structures (Tan et al. 2015, Wu et al. 2018). The overall pseudo-codes of the DLIMD algorithm is summarized in algorithm 1.

### 3.3. Implementation details

The DLIMD algorithm can be divided into two main parts: dictionary learning and material decomposition. To implement the dictionary learning, we first reconstruct spectral CT images from projections using analytic/iterative reconstruction methods. In this study, both FBP and NLCTF (Wu et al. 2019) methods are employed to implement image reconstruction. By carefully design the system matrix for iterative algorithms, both the FBP and regularization based iteration methods can obtain the same gray value values in terms of linear attenuation coefficient upon a constant scale. In fact, all of them cannot obtain linear attenuation coefficients directly without extra calibration operations (e.g. normalization with respect to Water). However, it does not affect the material decomposition results.

Calculating the basis material attenuation matrix by averaging the selected uniform regions is a key step for material decomposition. This is a common strategy to obtain basis material attenuation matrix in practice (Niu et al. 2014, Zhang et al. 2017). To demonstrate the procedure, the physical phantom (more details can refer to the following section 4.1) is taken as an example. Because the physical phantom contains iodine solution rather than pure iodine, we can only directly obtain attenuation coefficients of water and aluminum by averaging uniform regions, it is difficult to obtain the attenuation coefficient of iodine. Note that we can obtain the attenuation coefficient of water easily. According to figure 2(a), the physical phantom contains three different concentrations (i.e. $5 \text{ mg ml}^{-1}$, $10 \text{ mg ml}^{-1}$ and $15 \text{ mg ml}^{-1}$) of iodine. Three ROIs can be extracted from three different cylinders with iodine. From the extracted ROIs, we can obtain three attenuation coefficients of different iodine concentrations. Finally, we can compute the material attenuation matrix of physical phantom $\hat{\theta}_1$ by weighting. A natural question is that how to compute the matrix if we do not know which materials present in the object. In fact, the patient usually contains three materials, i.e. bone, soft tissue and contrast agent. We can decompose the contrast agent in practice even though we do not know the specific concentration (Wu et al. 2019). In addition, the calibrated phantom is also a common method for determining material attenuation coefficient matrix (Bateman et al. 2018).

Then, we adopt the DI method to decompose the reconstructed images into basis material maps using the formulated material attenuation matrix. Finally, $10^4$ image patches are extracted from normalized
material images to train the dictionary $\mathbf{D}$ using the K-SVD algorithm. Here, the sizes of extracted image patches are set as $10 \times 10, 8 \times 8$ and $8 \times 8$ for numerical phantom, physical phantom and preclinical experiments. The dictionary $\mathbf{D}$ is overcomplete to enforce the sparsity level. Again, the number of atoms in a dictionary should be much greater than the size of an atom, i.e. $T \gg s \times s$. Usually, $T$ should be greater than $4 \times s \times s$. Here, the number of atoms $T$ within the dictionary $\mathbf{D}$ is set as 512. The sparsity level $L$ in the dictionary training can be set empirically from 5 to 10, and it is uniformly set as 6. The iteration number to train dictionary is uniformly set as 200. Three dictionaries used in numerical mouse, physical phantom and preclinical datasets experiments are trained from their corresponding DI results. In other words, the dictionary is trained using its DI results merely. In fact, it is feasible to train dictionaries using its DI results in practice because we always can obtain its DI results. Besides, most of image structures of different material images are included in their DI results.

Particularly, equation (24) is solved by adopting the Isqlin function in Matlab 2014(b). The parameter selections of sparsity representation level $L$ and tolerance of representation error $\varepsilon = \varepsilon_m (m = 1, \ldots, M)$ depend on specific applications. All the methods are stopped after 30 iterations.

### 4. Experiments and results

To evaluate the performance of the proposed DLIMD method in material decomposition, a numerical mouse and two real datasets are employed. The advantages are demonstrated by comparing with the DI and total variation-regularized material decomposition (TVMD) methods. To quantitatively evaluate the performance of all the material decomposition techniques, the root means square error (RMSE), peak-signal-to-noise ratio (PSNR) and structural similarity (SSIM) are employed. The optimized parameters used in all experiments are summarized in table 1. The material number is set as 3 ($M = 3$) for all experiments. Here, the number of energy bins $N$ for numerical mouse, physical phantom and preclinical experiment is 4. The experiment results of numerical mouse can refer to appendix B.

### 4.1. Physical phantom

A physical phantom consisting of three basis materials, i.e. water, iodine and aluminum, is employed to evaluate our method. As shown in figure 2, the phantom contains five cylinders, and each of them represents different basis material or different concentration of iodine solution. Aluminum is used to mimic bone. The spectral CT system is equipped with a micro-focus x-ray source (YXLON, 225kV) and a flat-panel PCD (Xcounter, XC-Hydra FX20). For the central slice, the PCD contains 2048 detector cells and each of them covers a length of 0.1 mm. Here, every four cells are combined to reduce noise. Because the PCD only has two energy channels, the phantom is scanned twice to obtain four energy bin projections. The experiments is performed on an industrial CT system with high precision. If the parameters of scan configuration is fixed, the collection locations of photon counting detector is also fixed with high precision. Although there may be a very small variations between two scans, actually it is not necessary to calibrate the misregistration for two scans. The full-scan projections are collected from 1080 uniformly distributed views with 137kV source. The distances from the x-ray source to rotational center and detector are 182.68 mm and 440.50 mm, respectively. The field of view diameter is calculated as 82.6 mm. The reconstructed material image matrix is $512 \times 512$, and each pixel covers an area of $0.162 \times 0.162 \text{mm}^2$.

To evaluate the proposed material decomposition methods in the case of analytic reconstruction results, figure 3 shows the reconstructed spectral CT images from four different energy bins using FBP. This can comprise the material decomposition accuracy to some extent. The material decomposition results with three basis materials (aluminum, water and iodine) are given in figure 4. From figure 4, it can be observed that the material decomposition with regularization terms can also provide higher image quality than that obtained by the DI method. In terms of aluminum results, the proposed DLIMD method can better protect image edges and avoid the blocky artifacts compared with the TVMD method. As for the decomposed water results, the proposed DLIMD can provide much clearer image edge with higher accuracy, which is confirmed by the magnified regions of interest (ROI). Regarding the iodine results, three cylinders from the DLIMD are more complete and uniform than those obtained by other decomposition methods.
To further evaluate the performance of DLIMD algorithm in material decomposition improvement, five ROI indicated with 1–5 are extracted from different material maps and their quantitative evaluation results are listed in table 2. Since the concentrations of iodine contrast agent are designed in advance, the ground truth of different concentration can be estimated. The proposed method always performs the best followed by the DI and TVMD methods.

In this work, all the involved methods are programmed in Matlab (version 0020) on a PC (i7-6700, 8.0 GB memory). The proposed DLIMD algorithm can be divided into two subroutines: dictionary training and material decomposition. As for the computational cost of material decomposition, the higher the number of materials is, the greater the computational cost is. Particularly, the DI, TVMD and DLIMD consume 22.79, 24.16 and 44.17 s, respectively. The dictionary learning needs more time to implement sparse representation than others because its process refer to sparse encoding during the process of iteration. Compared with the DI, the DLIMD needs more time (387.22 s) to train the dictionary. Obviously, the DLIMD algorithm requires more computational cost than other algorithms. However, once the dictionary has been well trained, it can be used for material decomposition of similar objects.

4.2. Preclinical experiments

In this study, the PILATUS3 PCD with four energy-channels by DECTRIS is employed to acquire multi-energy projections in preclinical application. Such a PCD consists of 515 cells and each has a length of 0.15 mm. Here, a full-scan is performed to obtain projections with four energy bins from 720 views. Figure 5(a) shows the imaged object consisting of chicken foot and 5 mg ml$^{-1}$ iodine solution cylinder. The distances from x-ray source to rotational center and detector are 35.27 cm and 43.58 cm, respectively. The FBP reconstruction results (see figures 5(b)–(e)) have 512 × 512 pixels and each pixel covers an area of 0.122 × 0.122 mm$^2$.

To demonstrate the advantages of the DLIMD method, the material decomposition results from FBP images with different algorithms are shown in figure 6. Since the FBP reconstructed images may contains noise, noise suppression sometimes is a common strategy to improve the accuracy of material decomposition, including noise propagation multiple materials decomposition (Jiang et al 2019). Here, for bony components, the image edges of bony structure are blurred in the DI results. Although the TV based material decomposition method can provide clear image edges, the blocky artifacts appear in the component map. This point can be confirmed by the bony structure indicated with red arrow within the magnified bony ROI 'A' in figure 6. As for the soft tissue decomposition results, the DLIMD can obtain clear image structure and features. To clarify this point, three soft tissue ROIs marked with 'B', 'C' and 'D' are also extracted and magnified in figure 6. From figure 6, it can be easily seen that image edges and structures are remarkably clear than those obtained by the TVMD and DI methods. Similar to the soft tissue components, as for iodine contrast, the material images from all decomposition methods contain small ring artifacts while the ring artifacts removal method is used (Chang et al 2020). DI can wrongly classify the pixels of bone component into iodine contrast followed by the TVMD results. Obviously, the DLIMD method can further improve the accuracy of decomposed materials. This conclusion can be observed from the magnified ROI 'E' in the 3rd row of figure 6. According to figure 5, the iodine concentration is 5.0 mg ml$^{-1}$ and it can be considered as gold standard to evaluate the decomposition accuracy of different algorithms.

---

Table 2. Quantitative evaluation results of ROIs 1–5.

| ROI | RMSE(10$^{-4}$) | PSNR | SSIM |
|-----|----------------|------|------|
| DI  | 1006           | 19.952 | 0.9348 |
| TVMD| 944.6          | 20.496 | 0.9842 |
| DLIMD| 902.5       | 20.891 | 0.9923 |
| DI  | 355.4          | 28.983 | 0.9524 |
| TVMD| 321.8          | 29.848 | 0.9794 |
| DLIMD| 298.4        | 30.504 | 0.9953 |
| DI  | 5.537          | 65.134 | 0.4336 |
| TVMD| 2.979          | 70.520 | 0.6872 |
| DLIMD| 2.348        | 72.585 | 0.8271 |
| DI  | 7.445          | 62.563 | 0.6213 |
| TVMD| 3.093          | 70.193 | 0.9156 |
| DLIMD| 8.596        | 61.314 | 0.8220 |
Table 3. Quantitative evaluation results of ROI-6 (unit: mg/mL).

|         | DI   | TVMD   | DLIMD   |
|---------|------|--------|---------|
| FBP     | Mean | 1.864  | 2.282   | 2.283   |
|         | RMSE | 3.4088 | 2.7839  | 2.7621  |
| NLCTF   | Mean | 1.830  | 2.353   | 2.353   |
|         | RMSE | 3.2187 | 2.6917  | 2.6896  |

Advanced spectral CT image reconstruction methods can improve the accuracy of material decomposition by providing high quality reconstructed images (Wu et al. 2019). To further demonstrate the advantages of the proposed DLIMD algorithm in advanced reconstruction case, the NLCTF method is employed to implement image reconstruction and the corresponding material decomposition results are given in figure 7. Because the TVMD can obtain higher material decomposition accuracy than the DI method, only the decomposition results from TVMD and NLCTF methods are presented to save space. Although the TVMD method can provide higher quality for bone component map, the blocky artifacts still appear. This point can be confirmed by the magnified ROIs ‘F’ and ‘G’. From the 3rd and 4th columns in figure 7, it can be observed that the image structures indicated by ‘3’ and ‘4’ from the TVMD contain blocky artifacts. Fortunately, these structures are clear in the DLIMD results. Besides, the structures indicated by arrows ‘5’ and ‘6’ from the proposed DLIMD method are clearer than those obtained by the TVMD. As for the soft tissue decomposition results, the DLIMD can also obtain better image quality with clear image edges. However, these image structures are blurred in the TVMD results. Especially, two ROIs indicated by ‘H’ and ‘K’ are extracted and magnified in figure 7. The image feature indicated by arrow ‘2’ disappears in the TVMD. It is still available in the DLIMD result. The image structures labeled by arrows ‘7’ and ‘8’ further confirm these points. Finally, the RMSEs and mean value from location of ROI-6 are also calculated and listed in table 3. From table 3, one can see the DLIMD can obtain the smallest RMSE. In terms of mean value, the TVMD and DLIMD can obtain the same accuracy.

5. Discussions and conclusions

To improve the accuracy of material decomposition for spectral CT, we propose a DLIMD technique. Compared with the previous image-domain material decomposition method for spectral CT (Zhao et al. 2015), the innovations of DLIMD are threefold. First, considering the similarities of different material images, we construct a unified dictionary to encode material image sparsity by training a set of image patches. Here, those image patches are extracted from normalized material images. Second, we formulate a DLIMD mathematical model by enhancing sparsity of material maps with the dictionary and analyzing the image-domain material decomposition. Third, additional constraints (volume conservation (Liu et al. 2009) and the bound of each material pixel value) are incorporated into basis material decomposition model to further improve the decomposition accuracy. The experiments demonstrate the advantages of DLIMD in improving image quality and material decomposition accuracy.
The beam hardening correction plays an important role in spectral CT imaging. Because the x-ray photons within lower energy bins imply low energy, they can be easily attenuated and result in beam hardening effects. However, our focus is to improve image-domain material decomposition rather than remove beam hardening artifacts. How to reduce the beam hardening artifacts is an interesting topic and it should be given a great attention in our future work. As a material decomposition method in image domain, beam hardening artifact cannot be avoided. Figure 8 shows the decomposed material results with no constraint over the model. It can be seen that the effect of x-ray beam hardening, many pixels of aluminum can be wrongly classified into iodine. Again, considering the referred constraints into the TVMD and DLIMD methods, the artifacts from x-ray beam hardening can be reduced and the material accuracy can be improved.

In practice, the material decomposition matrix \( \vartheta \) needs to be predetermined from known phantom before scan an unknown object. In our phantom experiments, the imaging object and the corresponding basis materials are known. We determined the matrix \( \vartheta \) from several uniform small ROIs that can serve as the known information of basis materials. Then, this matrix is used for material decomposition for the whole image object where the regions out of the ROIs can serve as the test object. In other words, in the same scanning setting, our phantom can be divided into two parts: one is for the determination of the matrix \( \vartheta \) with known basis materials, the other is treated as unknown object for the evaluation of material decomposition, and there is no overlap between the two parts. Because the reconstructed spectral CT images usually contain noise and artifacts, they can cause the instabilities of image domain material decomposition. Particularly, the main goal of material decomposition is to decompose more accurate material component. If the number of materials \( M \) is smaller than the number of energy-bin \( N \), the image-domain material decomposition model would search an over-determined solution for equation (8). Otherwise, equation (8) would be an ill-posed inverse problem. An appropriate energy-bin number with good threshold setting can benefit material decomposition accuracy improvement, radiation dose reduction, and image quality improvement. In fact, the number and threshold of energy bins are designed by specific imaging applications and the associated material decomposition algorithms. Again, we need to adjust the number and the corresponding energy threshold by material components within imaged object. This is a continuous procedure for specific applications. In this study, we mainly focus on three material decomposition of four energy bins without consideration of energy thresholds optimization. In addition, the attenuation coefficient matrix is manually computed by averaging uniform regions of specific basis materials. Due to the effects of charge sharing, K-edge, fluorescence x-ray emission and pulse pileups during projection collection, the linear fidelity term of equation (7) may be inaccuracy in practice. In these cases, the regularization prior in the material decomposition basic model can benefit to improve material decomposition accuracy. The proposed DLIMD can encode the image features and reduce sparse representation level during the course of material decomposition using a unified dictionary rather than split dictionary to improve material decomposition accuracy in practice. Meanwhile, training different dictionaries for different materials is time consuming, which implies higher computational cost for dictionary training can be reduced in practice. Compared with other regularization prior based decomposition methods, the correlation between different material maps can be explored, which benefit image edge preservation and detail recovery in practice. Although the DLIMD method can obtain satisfied decomposition results in image-domain, there are still some remaining issues that should be addressed. First, the parameters are only empirically optimized by comparing extensive experiment results. Regarding the selection of \( \varepsilon \), it is necessary to select an \( \varepsilon_m \) for each material component independently. However, if \( m \) is great, it is difficult to select an appropriate \( \varepsilon \). Again, when the image structure is simple, the function of \( \varepsilon \) mainly focus on noise suppression and a relative larger value should be given to reduce noise. When we focus on the structure and details, a smaller \( \varepsilon \) value can be chosen to recover
image edges and profiles. In fact, the distribution of contrast agents and bone are usually relative simple in terms of clinical application, a small $\varepsilon$ can be selected to recover image profile and preserve image edge. Regarding as soft tissue component, $\varepsilon$ should be optimized carefully depending on clinical applications due to its structure and details are complicated. In this case, it is feasible to select a reasonable $\varepsilon$ by trying some automatic strategies to obtain optimization. Second, two real datasets only contain three different basis materials. However, the imaging objects may contain multiple (greater than 3) materials. It is necessary to validate and evaluate the performance of DLIMD in such cases. Third, as a material decomposition method in image domain, the DLIMD cannot avoid the beam hardening artifacts. Indeed, we can still observe small

Figure B2. Material decomposition results of the numerical mouse phantom. The 1st–3rd columns represent bone, soft tissue and iodine contrast agent, where the display windows are [0.01 0.2], [0.05 0.55] and [0.0007 0.003]. The 1st row represent the ground truth, and 2nd–4th rows are material decomposition results using DI, TVMD and DLIMD methods, respectively.
beam hardening artifacts in the physical phantom study. To further improve the accuracy of materials decomposition with beam hardening artifacts reduction, advanced robust beam hardening reduction methods can be incorporated by modeling the x-ray spectrum (Zhao et al 2018). Fourth, material cross-talks can be observed within the material images by according to the material decomposition results, the block-matching technique by clustering pixel patches into groups may be employed to reduce the inaccuracy in our future plan (Xue et al 2019). Fifth, since the manufacture skill of photon counting detector is immature, ring artifacts usually appear. Although the ring artifacts has been reduced by utilizing a Fourier filtering method (Münch et al 2009), ring artifacts still appear. How to remove ring artifacts by employing deep learning is listed on our schedule (Chang et al 2020).

In conclusion, based on the dictionary learning theory, we proposed a DLIMD method for image-domain material decomposition of spectral CT. Real dataset experiments demonstrate the outperformance of the DLIMD technique. This will be useful for image-domain material decomposition of spectral CT.

**Strategy 1:** The air can be treated as a basis material belongs to $\mathcal{F}$. In this case, the material attenuation matrix $\vartheta$ can be modified as $\vartheta' = \begin{bmatrix} \vartheta_{11} & \cdots & \vartheta_{1M} \\ \vdots & \ddots & \vdots \\ \vartheta_{N1} & \cdots & \vartheta_{NM} \end{bmatrix} \in \mathcal{R}^{N \times (M+1)}$, where $\vartheta_{ij}$ is a small positive value to represent air attenuation coefficient. The air can increase the number of basis materials in this strategy, and it can result in instability of material decomposition and compromise the decomposition accuracy, especially in the case of $M > N$.

**Strategy 2:** In this method, equation (23a) can be divided into two steps. The first step is to solve the objection function equation (A.1):

$$
\mathcal{F}^{(k+1)} = \arg\min_{\mathcal{F}} \left( \frac{1}{2} \left\| \mathcal{X}_3 - \vartheta \mathcal{F}_3 \right\|_F^2 + \frac{\eta}{2} \left\| \mathcal{F} - \mathcal{U}^{(k)} \right\|_F^2 \right) s.t. \left( \sum_{m=1}^{M} \mathcal{F}_{j; i; m} = 1, \forall j, i, 0 \leq \mathcal{F} \leq 1. \right) \tag{A.1}
$$

The second step is to find the air region of $\mathcal{F}^{(k+1)}$ by operating a threshold method on it. Again, if a pixel value within $\mathcal{F}^{(k+1)}$ is greater than the given threshold, the pixel value can be computed by DI. The given threshold is set as 0.99 in this work.

To compare strategies 1 and 2, figure A1 shows the material decomposition results using DI of FBP images from noise-free projections. From figure A1, it can be seen that soft tissue results using strategy 1 contain severe strip artifacts. However, the artifacts are suppressed by using strategy 2.

Now, let us discuss the details of solving equation (A.1). Considering equation (A.1) with pixel level, it can be rewritten as

$$
\mathcal{F}^* = \arg\min_{\mathcal{F}} \left( \frac{1}{2} \sum_{j=1}^{J} \left\| \mathcal{X}_{(3)}_{j} - \vartheta \mathcal{F}_{(3)}_{j} \right\|_F^2 + \frac{\eta}{2} \sum_{j=1}^{J} \sum_{j=1}^{J} \left\| \mathcal{F}_{j;i;#} - \mathcal{U}_{j;i;#}^{(k)} \right\|_F^2 \right) s.t. \left( \sum_{m=1}^{M} \mathcal{F}_{j;i; m} = 1, \forall j, i, 0 \leq \mathcal{F}_{j;i;#} \leq 1. \right) \tag{A.2}
$$

where $\mathcal{X}_{(3)}_{j} = [\mathcal{X}_{j,1}, \cdots, \mathcal{X}_{j,N}]^T$, $\mathcal{F}_{(3)}_{j} = [\mathcal{F}_{j,1}, \cdots, \mathcal{F}_{j,M}]^T$ and $\mathcal{U}_{j;i;#}^{(k)} = [\mathcal{U}_{j;i;1}^{(k)}, \cdots, \mathcal{U}_{j;i;M}^{(k)}]^T$. Noting that $j = j_1 \times j_2$, equation (A.2) is equivalent to

$$
\mathcal{F}^* = \arg\min_{\mathcal{F}} \left( \frac{1}{2} \sum_{j_1=1}^{J_1} \sum_{j_2=1}^{J_2} \left\| \mathcal{X}_{j;#} - \vartheta \mathcal{F}_{j;#} \right\|_F^2 + \frac{\eta}{2} \left\| \mathcal{F}_{j;#} - \mathcal{U}_{j;#}^{(k)} \right\|_F^2 \right) s.t. \left( \sum_{m=1}^{M} \mathcal{F}_{j;#} = 1, 0 \leq \mathcal{F}_{j;#} \leq 1 \forall j_1, j_2. \right) \tag{A.3}
$$

We optimize equation (A.3) by minimizing the following problem:

$$
\mathcal{F}^*_{j;#} = \arg\min_{\mathcal{F}_{j;#}} \left( \frac{1}{2} \left\| \mathcal{X}_{j;#} - \vartheta \mathcal{F}_{j;#} \right\|_F^2 + \frac{\eta}{2} \left\| \mathcal{F}_{j;#} - \mathcal{U}_{j;#}^{(k)} \right\|_F^2 \right), \forall j_1, j_2 s.t. \left( \sum_{m=1}^{M} \mathcal{F}_{j;#} = 1, 0 \leq \mathcal{F}_{j;#} \leq 1. \right) \tag{A.4}
$$

Equation (A.4) is a constrained convex programmable optimization problem. It is equal to the following optimization problem
Table B1. Quantitative evaluation results of three basis materials.

|                    | RMSE($10^{-2}$) | PSNR   | SSIM   |
|--------------------|-----------------|--------|--------|
| Bone               |                 |        |        |
| DI                 | 4.200           | 27.542 | 0.9812 |
| TVMD               | 4.070           | 27.812 | 0.9848 |
| DLIMD              | 3.745           | 28.529 | 0.9873 |
| Soft tissue        |                 |        |        |
| DI                 | 10.643          | 19.459 | 0.7363 |
| TVMD               | 8.103           | 21.828 | 0.7688 |
| DLIMD              | 8.051           | 21.883 | 0.7900 |
| Iodine contrast agent |               |        |        |
| DI                 | 0.0918          | 60.740 | 0.9553 |
| TVMD               | 0.0528          | 65.547 | 0.9595 |
| DLIMD              | 0.0521          | 65.671 | 0.9728 |

Equation (A.5) is a constrained least square problem, which can be easily solved.

\[
F_{j_{1}j_{2}#}^{*} = \arg\min_{F_{j_{1}j_{2}#}} \left( \frac{1}{2} \left\| \left( \vartheta^{T} \vartheta + \eta I \right) F_{j_{1}j_{2}#} - \left( \vartheta^{T} X_{j_{1}j_{2}#} + \eta \varphi_{j_{1}j_{2}#}^{(k)} \right) \right\|_{F}^{2} \right), \forall j_{1}, j_{2} s.t. \left( \sum_{m=1}^{M} F_{j_{1}j_{2}m} \right) = 1, 0 \leq F_{j_{1}j_{2}#} \leq 1. \tag{A.5}
\]

A numerical mouse thorax phantom with a 1.2% iodine contrast agent is employed for simulation study. This phantom consists of three basic materials, i.e. bone, soft tissue and iodine contrast agent, as shown in figure B1(a). A polychromatic 50KVp x-ray source is assumed and divided into eight energy bins ([16, 25) keV, [25, 31) keV, [31, 37) keV, [37, 50) keV]. A PCD consisting of 512 cells (each element covers 0.1 mm) is used to collect 640 × 4 projections over a full scan. The distances starting from source to PCD and object are 180 mm and 132 mm, respectively. In this study, the photon number of each emitting x-ray path is $10^{4}$ and Poisson noise is imposed. The reconstructed spectral CT images by FBP consist of $512 \times 512 \times 4$ pixels and three of them are shown in figures B1(b)(d).

To evaluate the proposed material decomposition method in the case of numerical mouse, the material decomposition results using DI, TVMD and DLIMD with three basis materials (bone, soft tissue and iodine contrast agent) are given in figure B2. In terms of bone results, many pixels of iodine contrast agent are wrongly classified into bone in the DI results. Compared with the TVMD method, the DLIMD method can better preserve image edges. As for the decomposed soft tissue results, the proposed DLIMD can provide much clearer image edge with higher accuracy, which can be observed in 2nd column of figure B2. Compared with the DI and TVMD methods, our proposed method can provide higher accuracy of iodine contrast agent and it can be observed in the 3rd column of figure B2.

To further evaluate the performance of DLIMD algorithm in improving material decomposition, the quantitative evaluation results from three basis material are listed in table B1. From table B1, we can see the proposed DLIMD can always obtain the smallest RMSE value with the highest PSNR and SSIM values.
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