Abstract

Traditional pixel-wise image attack algorithms suffer from poor robustness to defense algorithms, i.e. the attack strength degrade dramatically when defense algorithms are applied. Although Generative Adversarial Networks (GAN) can partially address this problem by synthesizing a more semantically meaningful texture pattern, the main limitation is that existing generators can only generate images of a specific scale. In this paper, we propose a scale-free generation-based attack algorithm that synthesize semantically meaningful adversarial patterns globally to images with arbitrary scales. Our generative attack approach consistently outperforms the state-of-the-art methods on a wide range of attack settings, i.e. the proposed approach largely degraded the performance of various image classification, object detection and instance segmentation algorithms under different advanced defense methods.

1. Introduction

Deep Neural Networks (DNNs) are vulnerable to adversarial examples, e.g., images with carefully designed adversarial perturbations can easily mislead well-trained DNNs to output incorrect predictions. To overcome such malicious attacks, several adversarial defense algorithms have been proposed, which, in turn, simulate the development of robust adversarial attack algorithms in order to disrupt these defenses. Therefore, investigating robust and powerful image attack algorithms plays a crucial role in progressing current research towards developing strong defense algorithms.
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vignetting [56] and haze [19]) without potential to be further extended. Although some approaches attempt to create local perturbations that are unrelated to the context of the target image [33, 36, 38, 60, 62], they usually make the attacked image easily identifiable to both humans and defense algorithms.

Alternatively, global attack patterns can be achieved by texture modification [28, 61] or color shifting [4], which attacks the target at the whole image-level. Despite such solutions being more robust to defense algorithms compared to pixel-level approaches, they are still perceptually unnatural and identifiable to humans (Problem 3). Besides, other researchers also resort to synthesizing semantically meaningful and global image attack patterns [3, 37, 45]. While these generator-based approaches provide more robust and general image attack patterns, the main shortcoming is that they can only produce a fixed-shape (i.e., image dimensions) global attack pattern depending on the pre-trained generator (Problem 4). Although the generated attack pattern can be resized to the shape of the target image, this would distort the generated attack pattern, resulting in the degradation of the attack strength and visual quality.

In this paper, we aim to address the aforementioned main problems of existing image attack algorithms by developing an PQ-GAN which generates generic and robust attack pattern of any shape.

We first draw our attention towards some natural patterns

We first draw our attention towards the fact that the rain is not only a common natural phenomenon that frequently appears in different real-world scenes, but also is shown to be robust to various defense algorithms [24], i.e., the performance of the predictor usually degrades heavily when images portray synthetically added rain patterns. In this regard, we hypothesize that the rain streaks pattern can be used to attack several types of images. Besides, some patterns result from other natural phenomenon, e.g., rain drops, snow flakes, or from the detects of digital images, e.g., camera lens dirt, also commonly exist in digital images. We suspect that deep neural networks these can also be vulnerable to these types of patterns.

In particular, we propose a photo-realistic adversarial pattern attack approach that fools classifiers by synthesizing realistic, semantically meaningful and whole image-level patterns added to the target images. Realistic and Semantically meaningful pattern ensure the visual quality of the adversarial examples (address and problem 3) and conform the local smoothness of natural images thereby difficult to be defensed (addressing the problem 1). In addition, our methods can be applied to various patterns, e.g., rain streaks, rain drops, snow flakes, lens dirt, etc, which extend the generalization capabilities of existing synthesis-based adversarial attack methods (addressing the problem 2).

To address the problem 4, we extend the basic generative adversarial networks which can only generate patterns of a certain scale to an architecture that is able to generate patterns of arbitrary scale, namely Patch Quilting Generative Adversarial Network (PQ-GAN).

The main contributions of the proposed approach is summarized as follows:

- We propose an adversarial attack strategy that takes the advantage of generative networks (generating images conforming the distribution of the target patterns with great variety) into adversarial attack, further adapting the attack pattern to the target image.

- We propose a novel Patch Quilting Generative Adversarial Network (PQ-GAN) training strategy that learns a set of cascaded generators to manipulate images of varying scales using the realistic and adversarial pattern without any distortion or discontinuity.

- The principle investigation results demonstrate that our approach delivers the state-of-the-art attack strength and our experiments verify the effectiveness of the proposed approach against various types of passive defense algorithms.

2. Related Work

2.0.1 Adversarial Attack & Defense

Depth Neural Networks (DNNs) are vulnerable to adversarial examples, i.e., some carefully designed perturbation being added to the images can mislead the networks to give unexpected outputs. Traditional adversarial attack strategies [5, 12, 14, 22, 54] are extensively researched to generate adversarial examples by adding $L_p$ bounded adversarial perturbations to the benign images. However, these strategies usually lack the robustness to the defense algorithms. [10, 35, 41, 53, 65]. Therefore, it is significant to study the "unrestricted" adversarial examples which contain unrestricted magnitude of perturbation while still preserve perceptual realism. Duan et al. [15] replaces the $l_p$ constraint with the perceptual similarity networks but still use pixel-wise perturbation, which according to Dong et al. [13], violate the local smoothness of natural images, thus still not robust enough. To solve this problem, [13] propose a superpixel-guided adversarial attack algorithms to generate superpixel-wised perturbations which is smooth on most area. To further improve the robustness, some color/texture shifting methods were proposed [4, 26, 28, 52, 61]. However, these methods are either perceptually unnatural or computationally costly due to selective search. Besides, some methods [19, 45, 56] generate patterns that rely on specific math formula while some researchers synthesize semantic patterns [3, 32, 37, 63] using traditional GAN-like structure,
which is only able to attack images of a certain scale or attack a certain type of images (e.g., human face [32, 63], therefore lack generalization capabilities.

Adversarial Defense algorithms can be roughly categorized into two types [34]: active defense (or model optimization) and active defense (or input optimization). Active defense algorithms optimize the model by adding additional training samples (adversarial training [2]) or modifying the network structure (Defensive distillation [46], gradient masking [18], etc.). This process can be costly or hardly be applied to the deployed models. Passive defense algorithms pre-process the input data and remove the artifacts before putting into the reference (victim) network. Some works try to remove the noise by Jpeg compression [10], high-frequency suppression [65], high-level representation de-noising [35], encoder-decoder structure [41], or GAN structure [53]. These noise removal strategies have prominent effects on defending noise-based attacking methods, but less effective on unrestricted semantic attack. Samangouei et al. [49] propose Defense-gan that removes the artifacts on the adversarial examples by learning the distribution of the benign images. However, we experimentally show that our attack method is robust to this defense strategy.

2.0.2 Generative Models and Texture Synthesis:

Generative Adversarial Networks (GAN) [21] has been widely used in many areas due to its capability of learning and generating various data distributions. Some works use hierarchical [6, 29, 50] or growing convolution [30] architectures to generate images with progressive resolution, therefore able to generate images of different resolution by picking the feature map of a certain layer without retraining. However, none of them can control the shape of the view frustum, and in practice, the resolution cannot be increased with no limit due to the capacity of the generation networks. Hence, we aim to develop an algorithm that generate texture patterns of various shapes of view frustum with any resolution in a differentiable manner. In specific, we need to naturally repeat a texture pattern to form a image of an arbitrary shape with great variety and the whole process must be differentiable. For this reason, we develop Patch Quilting GAN (PQ-GAN).

2.0.3 Traditional Image Quilting Algorithms:

Efros et al. [16] propose a seamless image quilting algorithm which quilts two independent patches along the path of minimum pixel difference on the overlapping area. Alternatively, Aguerrebere et al. [1] iteratively samples pixels (original) or patches (optimized) of the top few similarities and copy them to the blank area. As traditional computer vision algorithms, they are non-differentiable, therefore barely implementable in adversarial attack algorithms. In contrast, PQGAN is a GAN-based architecture that can efficiently generate texture patterns of any shape with great variety, and it is differentiable.
3. Methodology

In this section, we present our novel image attack pattern generation approach which can generate a strong and photo-realistic global attack patterns with an arbitrary shape, which are used to attack images with varying dimensions. Building on any pre-trained global image attack generator \( G \) that can produce photo-realistic attack pattern \( F^G \) to attack images of size \( h \times w \), our Patch Quilting Generator (PQG) takes a latent vector \( Z \) and a condition vector \( C \) (optional) as input and generate a set of attack patterns \( F^G_{m,n} \), where \( m, n \) denotes the \( m \)th rows and \( n \)th column while quilting them as an photo-realistic attack pattern of a customized shape \( H \times W \). \( H \) and \( W \) can be adapted to the target image \( I \). Instead of generating them individually and simply concatenating all pattern patches, which may lead discontinuity of patches in the final global attack pattern, making the attacked image unrealistic and easily recognizable to defense algorithms, the proposed concatenation is implemented by our well-trained (PQG), allowing the final produced attack pattern to be smooth (i.e., spatially and semantically continuous).

3.1. Assumption of Conditional Independency

The characteristics of photo-realistic pattern such as rain drops, snow, etc. are local dependency and non-local independency, e.g., for a rain drops pattern, the pixel value of one rain drop is dependent to the value of other pixels of the same rain drop but barely depends on those of other rain drops. Second, the patches of a pattern are repetitive but not identical, e.g., different rain drops patterns has similar but non-identical distributions. Due to these two characteristics, we can treat any pattern \( P \) of shape \( H \times W \) as quilted by small patches \( P_{m,n} \) of shape \( h \times w \). By choosing an appropriate patch size \( h \times w \), we can assume that the distribution of each patch \( P_{m,n} \) is only dependent to their neighbors, i.e.,

\[ P_{m,n} \neq P_{m',n'} \Rightarrow m' \in \{ m \pm 1, m \}, n' \in \{ n \pm 1, n \} \]

Subject to \( m, n \leq H \) and \( m, n \leq W \).

3.2. Patch Quilting generator

Our Patch Quilting (PQ) generator PQG is made up of three cascaded conditional generators \( G_1 \), \( G_2 \) and \( G_3 \), each of which is trained to output a realistic adversarial attack pattern with the shape equaling to \( h \times w \). In particular, the PQG takes the \( C \) and \( Z \) as inputs and outputs an photo-realistic global attack pattern \( P^I \) whose shape is same as that of the target image \( I \). This can be formulated as:

\[ P^I = \text{PQG}(C, Z) \]

\[ \text{PQG} = \{ G_1, G_2, G_3 \} \]  (2)

Supposing that the target image \( I \) has the shape of \( H \times W \), we create a raw pattern \( P^\text{raw} \in \mathbb{R}^{H \times W} \) that has equal or larger shape than the target pattern \( P^I \), which is denoted as:

\[ \hat{H} = \text{ceil} \left( \frac{H}{h} \right) \times h, \quad \hat{W} = \text{ceil} \left( \frac{W}{w} \right) \times w \]  (3)

where ceiling rounds the value to the nearest integer greater than or equal to it. Then, as shown in Fig. 1, the \( G_1 \) generates a set of independent attack patterns of the shape \( h \times w \) based on the \( C \) and \( Z \):

\[ P_{m,n}^G = G_1(C, Z) \]  (4)

where \( P_{m,n}^G = P_{m,n}^G_1, P_{m,n}^G_2, ..., P_{m,n}^G_{N_1} \). The PQG applies the attack patterns in \( P_{m,n}^G \) to fill up a set of non-adjacent regions of the \( P^\text{raw} \) (depicted as blue in Fig. 1).

Then, the \( G_2 \) generates a set of horizontal context-aware realistic adversarial attack patterns \( P^G_{m,n} = P_{m,n}^G_1, P_{m,n}^G_2, ..., P_{m,n}^G_{N_2} \), which fill up each horizontal gap in \( P^\text{raw} \) (depicted as yellow in Fig. 1) by considering not only \( C \) and \( Z \) but also the the horizontal attack pattern neighbours. Specifically, the attack patterns in \( P^G_{m,n} \) are employed to fill up the region \( P^\text{raw}_{m,n} \) in \( P^\text{raw} \), where \( P^\text{raw}_{m,n+1} \) and \( P^\text{raw}_{m,n-1} \) are already filled by attack patterns in \( P^G_{m,n} \) as well as \( C \) and \( Z \):

\[ P^\text{raw}_{m,n} = G_2(C, Z, P^\text{raw}_{m,n-1}, P^\text{raw}_{m,n+1}) \]  (5)

\[ \text{Subject to} \quad P^\text{raw}_{m,n} \in P^G_{m,n} \]

Meanwhile, the \( G_3 \) generates a set of vertical context-aware realistic adversarial attack patterns \( P^G_{m,n} \), targeting with filling up the rest regions (vertical gaps) in \( P^\text{raw} \) (depicted as red in Fig. 1), where the generation of each attack pattern which fills up the \( P^\text{raw}_{a+1,b} \) in \( P^\text{raw} \) is conditioned on its vertical patch neighbours \( P^\text{raw}_{a,b} \) as well as \( C \) and \( Z \):

\[ P^\text{raw}_{m,n} = G_3(C, Z, P^\text{raw}_{m,n-1}, P^\text{raw}_{m,n+1}) \]  (6)

Subject to \( P^\text{raw}_{m,n} \in P^G_{m,n} \)

Consequently, the global photo-realistic adversarial attack pattern \( P^\text{raw} \) is obtained by concatenating attack patterns produced by \( G_1 \), \( G_2 \), and \( G_3 \). We then remove the extra pixels of the \( P^\text{raw} \in \mathbb{R}^{H \times W} \) to make it have the same size \( (H \times W) \) to the target image \( I \), which is denoted as the final \( P^I \). In summary, the proposed PQG can not only synthesize global image attack patterns of any required shape without requiring re-training the network, but also allow the final produced attack pattern to be smooth, continuous and semantically meaningful.

3.3. Generative adversarial training for PQG

This section presents a novel generative adversarial strategy for training our PQG (we coin it as the PQ-GAN in this
Rain drops in this paper), which optimizes $G_1$, $G_2$ and $G_3$ in an end-to-end manner. This strategy would enforce $G_1$, $G_2$ and $G_3$ to generate attack patterns that are spatially correlated, allowing the concatenated global attack pattern to be continuous and smooth.

As illustrated in Fig. 1, the attack patterns produced by each generator are individually fed to a discriminator $D$ to classify whether they have the same distribution as the target pattern. This enforces not only all generators to produce photo-realistic attack patterns, but also the attack patterns produced by $G_2$ and $G_3$ to be smooth and continuous with their adjacent attack patterns in $P^{raw}$. To further ensure the smoothness and continuity of the $P^{raw}$, we also randomly crop a set of patches (denoted as $P^c$ in this paper) from it, all of which have the same size as the outputs of $G_1$, $G_2$ and $G_3$. Each of these cropped patches contains contents from at least two attack patterns in $P^{G_1}$, $P^{G_2}$ and $P^{G_3}$. We then again feed patches in $P^c$ to the discriminator $D$, enforcing the entire raw attack pattern $P^{raw}$ that jointly produced by three generators is photo-realistic, continuous and smooth.

The optimization process of $j$th $(j = 1, 2, 3)$ generator is supervised by two parts: the generative adversarial loss $\mathcal{L}_{PQGAN}$ obtained from the $j$th step in Fig. 1 (denote as $\mathcal{L}^j$) and the joint generative adversarial loss obtained from the $4$th step in Fig. 1 (denote as $\mathcal{L}^c$), which can be formulated as:

$$\mathcal{L}_{PQGAN} = \sum_{j=1}^{3} \mathcal{L}^j + \mathcal{L}^c$$  \hspace{1cm} (7)

where the generative adversarial loss $\mathcal{L}^j$ and the joint generative adversarial loss $\mathcal{L}^c$ are obtained by the generator $G_j$ and the discriminator $D$ as:

$$\mathcal{L}^j = \mathcal{L}^j_{G_j} + \mathcal{L}^j_D$$  \hspace{1cm} (8)

$$\mathcal{L}^c = \mathcal{L}^c_{G_1} + \mathcal{L}^c_{G_2} + \mathcal{L}^c_{G_3} + \mathcal{L}^c_D$$

where $\mathcal{L}^j_A$ denotes the loss of patch $P^a$ being used to update the model $A$; $\mathcal{L}^j_{G_j}$, $\mathcal{L}^j_D$, and $\mathcal{L}^c_D$ denote the standard generator and discriminator losses of the Wasserstein GAN with gradient penalty [23].

### 3.4. Applying PQ generator for image attack

Given a trained scale-free pattern generator PQG, the adversarial attack process is fairly straight-forward. As shown on Fig. 2, the PQG takes a hidden vector $Z$ and a condition vector $C$ as input to generate the adversarial pattern $P^I$. Then, the pattern is synthesized to the benign image $I$ (e.g., pixel-wised addition), resulting adversarial example $I^{adv}$. Then, we put $I^{adv}$ to the victim networks to calculate the adversarial loss to update $Z$. We conduct the standard optimization-based attack process introduced by C&W [5]. Instead of updating the perturbation, we update the hidden vector $Z$ being used in pattern generation. In attacking different victim networks, the adversarial loss are simply the negation of the loss $\mathcal{L}_V$ being used in model training. Mathematically, the attack process is formulated as follow.

$$I^{adv} = \text{Syn}(I, P^I)$$ \hspace{1cm} (Forward)  \hspace{1cm} (9)

$$P^I = \text{PQG}(Z, C, \phi_G)$$

$$Z^{t+1} \leftarrow Z^t + \alpha \nabla_Z \mathcal{L}_{adv}(I^{adv}, y^t, \phi_V)$$ \hspace{1cm} (Backward)  \hspace{1cm} (10)

Where $\phi_G$ and $\phi_V$ are the parameters of PQG and victim network, respectively. $y^t$ represents the ground truth label of the benign image $I$. $t$ is the time-stamp and $\alpha$ denotes the learning rate.

### 4. Experiment

In this paper, we presnet the experimental evaluations across fundamental vision tasks, including images classification, object detection, and semantics segmentation, to demonstrate the effectiveness of our attack. To demonstrate the generalization capabilities, we evaluate our algorithm in four common scenarios corresponding to four different patterns, rain streaks, rain drops, snow flakes, and camera lens dirt. The target patterns are shown on Fig. 3.
with kernel standard deviation $\sigma = 5$. The synthesis strategy of rain drops, snow flakes, and lens dirt patterns are pixel-wise addition, formulated as $I_{adv} = I + \gamma \times P$, where $\gamma = 1$ by default.

We conduct two different patch sizes, $32 \times 32$ and $64 \times 64$. We use patch size of $64 \times 64$ for training the rain streaks and snow flakes patterns and $32 \times 32$ for training the rain drops and lens dirt patterns. The dimension of the latent vector $Z \in \mathbb{N}(0, 1)^{128}$ is 128; an additional condition vector $C \in [0, 1]^4$ of dimension 4 is used for rain streak pattern generation to control the streak direction, heaviness, width, and length (caused camera shutter speed). In each iteration of attack optimization, we used an Adam [31] optimizer with $\beta_1 = 0.9$, $\beta_2 = 0.999$ and learning rate $lr = 0.01$. We also used cosine annealing scheduler [39].

4.3. Image Classification

4.3.1 White-box and black-box attack.

We first evaluate our attack method on ImageNet validation set, where 5000 validation images are selected, and pre-trained ResNet-18 is employed as our attack network for white-box and surrogate network for black-box attack. We additionally use six networks, e.g., ResNet-50, VGG-19, GoogleNet, InceptionV3, DenseNet-121, and MobileNetV3, as the target attack networks to evaluate the black box attack performance of our approach. We com-
Figure 5. On the ImageNet Dataset, the attack strength of our methods reaches other attack methods when no defense algorithm is applied (A). When the-state-of-the-art defense algorithms is applied (B-F), the attack strength of our method is preserved while that of other methods drops dramatically.

Figure 6. On the ImageNet Dataset, the attack strength is preserved after applying corresponding artifacts removal algorithms.

Figure 7. Evaluation of the defense robustness of our attack method on object detection and instance segmentation tasks.

4.3.2 Robustness against defense strategies.

Our main goal is to achieve robust attack against various defense strategies. To evaluate the robustness, we applied three smoothing-based defense algorithms, Jpeg Compression [10], High Frequency Suppression [65], HGD [35], and two GAN-based defense algorithms Ape-gan [53], Defense-gan [49] to the adversarial examples generated by our method. Shown on Fig. 5(B-F), smoothing-based defense algorithms (B-F) are very effective in defensing traditional noise-based attack algorithms (C&W and FGSM) but less effective in attacking semantic attack algorithms (RAAVA and AdvHaze) and nearly have no effect to our algorithms. GAN-based defense algorithms are more powerful in defensing our attack method but the performance of our method still excess other attack methods undoubtedly.

As attacking using semantic patterns, it is reasonable to suspect that the attack strength can be greatly diminished by removing the patterns. In fact, many great works have been proposed to remove the those semantic patterns (rain streak, rain drops, snow flakes, and camera lens dirt) effectively. To show that our method is robust to those pattern removal algorithms, we pre-process the adversarial examples generated by rain streaks, rain drops, snow flakes and camera lens dirt patterns using the rain streak removal (DID) [64], rain drop removal (CCN) [47], snow removal (HDCW) [7], and lens dust removal [55] algorithms, respectively. As shown on Fig. 6, attack strength is preserved even if the patterns have been visually removed.

4.4. Object Detection and Instance Segmentation

We also extend our attack algorithm to objection detection and instance segmentation tasks to further demonstrate its effectiveness. We attack the object detection model Faster-RCNN [48] and instance segmentation model Mask-RCNN [25]. Models are trained using Cityscapes [8] with standard hyperparameter setup.

Similar to the evaluation on image classification task, we pre-process the adversarial examples with five defense algorithms (Jpeg [10], HCS [65], HGD [35], Ape-gan [53] and Defense-gan [49]) and pattern removal algorithms corresponding to each of the four patterns. As shown on Fig. 7, none of them can effectively defend our attack. The visualization results are shown on Fig. 4 (B). We can see that the object detection model fails to detection of object although the objects are visually obvious.

4.5. Image quality assessment

Besides to visualization results shown on Fig. 4, we would like to numerically assess the image quality of our adversarial examples. BRISQUE [42], NIQE [43] and PIQE [57] provides great reference-free image quality assessment metric. We compare the score of our adversarial examples with those generated by other attack methods. Table 1 shows the methods beat the others.

4.6. Influence of the Latent Vector’s Dimensions

The adversarial attack strength is usually highly affected by the degree of freedom. For examples, in traditional
Table 1. Various reference-free image quality assessment algorithms show that the qualities of our adversarial examples are much higher than those of other attack methods.

| Method            | BRISQUE↓ | NIQE↓ | PIQE↓ |
|-------------------|----------|-------|-------|
| Clean             | 32.6506  | 3.0446| **43.2164** |
| FGSM              | 35.3227  | 3.7291| 51.0106 |
| C&W               | 33.4794  | 2.9942| 46.2374 |
| IadvHaze          | 49.1386  | 5.9577| 67.3326 |
| RA-AVA            | 41.4794  | 4.6255| 53.2247 |
| Rain Streaks (Ours) | 34.1253  | 3.3301| 46.4298 |
| Rain Drops (Ours)  | 32.6792  | 2.7264| 45.4913 |
| Snow Flakes (Ours) | **32.1531** | **2.5649** | **46.4413** |
| Lens Dirt (Ours)   | 32.4270  | 3.0174| 43.4377 |

Figure 8. Relation between the attack strength and dimension $N_Z$ of the latent code $Z$. Experiments includes both the white box attack (left) and the black box attach (right) on different classification models.

noise-based adversarial attack algorithms, tighter pixel-wise $l_p$ constraint usually leads to weaker attack strength. An extreme case is that one-pixel attack algorithms [54] has much lower attack success rate (ASR) than global attack algorithms. Instead of modifying the image pixel-wisely, our method modify the latent vector the of the PQ-Generator. We want to see how the dimension $N_Z$ of the latent code $Z$ affects the attack strength. We can see from Fig. 8 that the classification accuracy decrease as the dimension $N_Z$ increases. It is especially influential when for white box attack and when $N_Z$ is small. The classification accuracy tend to be steady as $N_Z$ goes above 128. By this experiments, we decide to use $N_Z = 128$ for all the other experiments.

5. Conclusion

Adversarial attack based on semantic manipulation was highly limited by the target image scale, i.e., the model architecture is usually designed to attack images of certain scale or different resolutions of specific proportion [6, 29, 30, 50]. In this work, we propose a novel adversarial attack algorithm that can attack images with different scales by generating smooth and continuous photo-realistic adversarial patterns.

We experimentally show its powerful attack strength and its robustness to different potential defense strategies. More importantly, it has been shown both visually and numerically that our method can generate adversarial examples of great image quality by synthesizing different patterns. In fact, the image quality of the adversarial examples can be further improved by more carefully chosen patterns and synthesis strategies, e.g., semantic-aware synthesis. We leave this to the future researchers.
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