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Abstract

Identifying important nodes is one of the central tasks in network science, which is crucial for analyzing the structure of a network and understanding the dynamical processes on a network. Most real-world systems are time-varying and can be well represented as temporal networks. Motivated by the classic gravity model in physics, we propose a temporal gravity model to identify influential nodes in temporal networks. Two critical elements in the gravity model are the masses of the objects and the distance between two objects. In the temporal gravity model, we treat nodes as the objects, basic node properties, such as static and temporal properties, as the nodes’ masses. We define temporal distances, i.e., fastest arrival distance and temporal shortest distance, as the distance between two nodes in our model. We utilize our model as well as the baseline centrality methods on important nodes identification. Experimental results on ten real-world datasets show that the temporal gravity model outperforms the baseline methods in quantifying node structural influence. Moreover, when we use the temporal shortest distance as the distance between two nodes, our model is robust and performs the best in quantifying node spreading influence compared to the baseline methods.
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1. Introduction

Network science plays an increasingly significant role in numerous domains, including physics, biology, finance, social science, and so on. Many real-world systems can be well represented as complex networks [1, 2].

In networks, nodes may play different roles in network connectivity and dynamical processes, such as epidemic spreading, information diffusion, and opinion formation. For instance, if we remove a node from a network and the network will collapse into disconnected components, this node is important in terms of network connectivity. To simplify, we call this kind of influence as the structural influence in the remaining part of this work. On the other hand, a node as the seed of an information (epidemic) spreading that can make the information (epidemic) widely circulated, is called an influential node in terms of spreading processes. Analogously, we denote this type of influence as the spreading influence. For both cases, we call the node is an important node in general. The analysis above suggests the importance of analyzing nodes’ roles, which induces the study of important node identification in a network [3, 4, 5, 6]. If the connections in a network are fixed, such representation is named as static network representation. In terms of static networks, important node identification methods have been well developed [6]. Generally speaking, we can divide these methods into two classes: structural-based centrality methods [8, 9], such as degree [10], closeness [11] and betweenness centrality [12], and iterative-based centrality methods, such as PageRank [13], HITS [14] and SALSA [15]. Inspired by the idea of the gravity law, Ma et al. [16] proposed two gravity models, i.e., gravity centrality and extended gravity centrality, to identify the influential spreaders on static networks by considering both neighborhood and path information. Li et al. [17] proposed a local gravity model by introducing a truncation radius.

However, the methods mentioned above are restricted to static networks. In
daily life, many systems are time-varying \cite{18, 19, 20, 21}. Studies have shown that the time order has a significant influence not only on the network structure but also the spreading processes on the networks \cite{19, 22}. If we consider when the connections happen in a complex system, we can use a temporal network to represent the system \cite{23, 24}. The study of identifying important nodes in temporal networks is much more challenging than that in static networks. In temporal networks \cite{22}, a node may play different roles at different time, which means that the importance of a node also varies with time. For example, an individual that was very active and posted a lot of messages and information last year may become inactive this year. The individual may not be necessary at all for information that starts to spread this year. Thus, to identify important nodes in temporal networks, we need to consider both the structure properties and the time information. Most of the newly proposed metrics for temporal networks are the extension of static ones \cite{25, 26}. Some works integrate a temporal network into a static one or cut a temporal network into a series of static snapshots. The extension centrality metrics generally take the following steps. Firstly, a temporal network is divided into several snapshots based on a time resolution. Each of the snapshots is viewed as a static network. We can compute the centrality score of each node on each snapshot. The overall centrality score of a node is the average over all the scores obtained from the snapshots \cite{27, 28}. This type of methods can better identify important nodes compared to the static centrality methods. However, they may lose temporal information, such as the time order of the contact.

In this paper, we propose a temporal gravity model to identify important nodes in temporal networks. Two main elements in universal gravitation are the masses of the objects and the distance between two objects. The central assumption of this work is that the centrality of a node depends on its gravitation to nearby nodes. The nearby nodes are determined by the temporal distance, which means the nearby nodes should be close to the target nodes both in structure and time. In our model, we use node properties, such as static centrality metrics and their extension to temporal networks, as the masses, and
the temporal distance between nodes as the distance. The temporal distance between nodes captures both the structure and the time order of the contacts into consideration. We utilize two ways to define the temporal distance between two nodes, i.e., the fastest arrival distance and the temporal shortest distance. To explore whether temporal gravity model can identify important nodes, we apply it to identify both structural influential nodes and spreading influential nodes in ten empirical temporal networks. We use network efficiency to quantify nodes’ real structural influence. We use susceptible-infected-recovered (SIR) spreading model as the spreading process on a temporal network. The node spreading capacity, which is the spreading range of a spreading process originated from the node, is used to measure node’s real spreading influence. The Kendall correlation between a node’s real influence and the importance score derived from a centrality metric is computed. The higher Kendall correlation coefficient indicates the better performance of the centrality method in identifying important nodes. The experiments demonstrate that the temporal gravity model outperforms state-of-the-art centrality methods significantly in important nodes identification.

This paper is organized as follows. Section 2 first introduces how to represent a temporal network and the definition of temporal distance between nodes. Then we give a brief description of the static and temporal centrality metrics that will be used as the masses of nodes in our temporal gravity model as well as baseline metrics. In Section 3, we illustrate the temporal gravity model. In Section 4, we introduce the empirical temporal network datasets and show the experimental results of the performance evaluation of the temporal gravity model as well as the baseline metrics in Section 5. In Section 6, we conclude our paper.

2. Preliminaries

In this section, we first present some basic definitions of temporal networks, including the representation of a temporal network, the definitions of temporal paths, and the concept of distance in temporal networks. Then, we briefly
describe benchmark centrality metrics. The centrality metrics and the temporal
distance will be used to propose the temporal gravity model on important nodes
identification later.

2.1. Basic Notations and Definitions

Let $G^T = (V, E^T)$ be a temporal network on time interval $[1, T]$, which
consists of a set $V$ of $N = |V|$ nodes and a set of temporal events $E^T$. Each
event $e \in E^T$ is given by a triad $(v_i, v_j, t)$, indicating that node $v_i$ and node $v_j$
have a contact at time $t$. At each time $t \in [1, T]$, the adjacency matrix is $A_t$, in
which $A_t(i, j) = 1$ represents nodes $v_i$ and $v_j$ are connected at time $t$, otherwise
$A_t(i, j) = 0$.

We can generate networks with various scales of time if we choose different
time resolution of a network data. For example, the email exchange dataset is
usually collected by seconds. By setting the time resolution as one hour, we
can represent the data by hours, which means a connection forms between two
users if they communicated with each other in an hour. We denote the time
resolution as $\Delta t$. Then we can use a temporal network $G^T$ with $n = T/\Delta t$
snapshots to represent the dataset. The snapshots are given by $G_1, G_2, \cdots, G_n$.
If $\Delta t$ is small, the temporal network is with a large number of snapshots. If
we choose $\Delta t = T$, we obtain the corresponding static network of $G^T$, which is
denoted by $G = (V, E)$ . A pair of nodes $v_i, v_j$ is connected by a link $(v_i, v_j) \in E$
if they have at least one contact in $G^T$. The adjacency matrix of $G$ is donated as
$A$, in which $A(i, j) = 1$ if nodes $v_i$ and $v_j$ are connected, otherwise $A(i, j) = 0$. It
is worth noting that each snapshot of $G^T$ can be considered as a static network
in $\Delta t$.

We show an example of temporal network in Figure 1. Figure 1(b) shows
a temporal network with 5 nodes and $T = 4$ time steps. By setting $\Delta t = 1$,
the original temporal network contains four snapshots, i.e., $G_1, G_2, G_3, G_4$. In
Figure 1(a), we give the corresponding aggregated static network $G$. 
Temporal path

Given a temporal network $G_T = (V, E_T)$ with $n$ snapshots, a temporal path is a node sequence $P = <v_1, v_2, \cdots, v_k, v_{k+1}>$, where event $(v_i, v_{i+1}, t_i) \in E_T$ is the $i$-th temporal event on $P$ for $1 \leq i \leq k$ and $t_i \leq t_{i+1}$. In this way, $t_1$ is the start time of $P$, denoted as $t_{\text{start}}(P)$, and $t_k$ is the end time of $P$, denoted as $t_{\text{end}}(P)$. We define the temporal path length of $P$ as $l(P) = t_{\text{end}}(P) - t_{\text{start}}(P) + 1$. Given a time interval $[t_a, t_b]$, $v_i$ is the start node and $v_j$ is the end node, $\forall v_i, v_j \in V$. Let $P(v_i, v_j, [t_a, t_b]) = \{P|P$ is a temporal path from $v_i$ to $v_j$, s.t. $t_{\text{start}}(P) \geq t_a$ and $t_{\text{end}}(P) \leq t_b\}$. In this paper, we consider two different definitions of temporal paths, i.e., the fastest arrival path and the temporal shortest path [29].

Fastest arrival path [29]. The fastest arrival path between start node $v_i$ and end node $v_j$ is a temporal path between these two nodes that has the minimum duration counted from $t = 1$. That is to say, a fastest arrival path is the path from start node $v_i$ to end node $v_j$ with the minimum elapsed time on a time interval. Therefore, $P \in P(v_i, v_j, [t_a, t_b])$ is a fastest arrival path.
if \( t_{\text{end}}(P) = \min \{t_{\text{end}}(P') | P' \in P(v_i, v_j, [t_a, t_b]) \} \). The fastest arrival distance between node \( v_i \) and node \( v_j \) is the path length of the corresponding fastest arrival path, denoted as \( \varphi(v_i, v_j) \).

**Temporal shortest path** [29]. The temporal shortest path between the start node \( v_i \) and the end node \( v_j \) is the path that the overall time needed is the shortest. In other words, \( P \in P(v_i, v_j, [t_a, t_b]) \) is a temporal shortest path, if \( l(P) = \min \{l(P') | P' \in P(v_i, v_j, [t_a, t_b]) \} \). Analogously, the temporal shortest distance between node \( v_i \) and node \( v_j \) is the path length of the corresponding temporal shortest path, denoted as \( \theta(v_i, v_j) \).

We give an example of how to compute these two temporal paths in Figure 1 (c) and (d). The fastest path from node 1 to 4 is \( P_1 = \langle 1, 2, 3, 4 \rangle \). The fastest arrival distance \( l(P_1) \) between node 1 and node 4 is \( \varphi(1, 4) = 3 \). The temporal shortest path from node 1 to node 4 is \( P_2 = \langle 1, 3, 4 \rangle \), with the temporal shortest distance given by \( \theta(1, 4) = 2 \). We also compute the fastest arrival distance and temporal shortest distance between the other nodes, as shown in Table 1 and Table 2, respectively.

Table 1: The fastest arrival distance between nodes in the temporal network shown in Figure 1. For the nodes that have no fastest arrival paths between them, we denote the distance as \( \infty \).

| Node | 1 | 2 | 3 | 4 | 5 |
|------|---|---|---|---|---|
| 1    | 0 | 1 | 2 | 3 | \infty |
| 2    | 1 | 0 | 2 | 3 | \infty |
| 3    | 3 | 2 | 0 | 3 | \infty |
| 4    | \infty | \infty | 3 | 0 | 1 |
| 5    | \infty | \infty | 3 | 1 | 0 |
Table 2: The temporal shortest distance between nodes in the temporal network given in Figure 1. For the nodes that have no temporal shortest paths between them, we denote the distance as ∞.

| Node | 1 | 2     | 3 | 4     | 5 |
|------|---|--------|---|-------|---|
| 1    | 0 | 1      | 1 | 2     | ∞ |
| 2    | 1 | 0      | 1 | 2     | ∞ |
| 3    | 1 | 1      | 0 | 1     | ∞ |
| 4    | ∞ | ∞      | 1 | 0     | 1 |
| 5    | ∞ | ∞      | 2 | 1     | 0 |

2.2. Benchmark Centrality Metrics

In this section, we briefly introduce centrality metrics that were proposed before to identify important nodes.

**Degree centrality.** The degree of a node is defined on the static network $G$, which counts the number of neighbors of the node. Degree centrality (DC) of a node is the fraction of nodes it is connected to. The greater the degree of a node, the more important it is. The DC is defined as follows:

$$DC(i) = \frac{k_i}{N-1}, \quad (1)$$

$k_i$ is the degree of node $v_i$.

**Closeness centrality.** Closeness centrality (CC) measures distance between nodes or in practical terms how quickly a node can communicate with all the other nodes in a network. For a disconnected network, this is calculated by the sum of the reciprocal of the shortest distance from a given node $v_i$ to all the other nodes in the static network $G$:

$$CC(i) = \frac{1}{N-1} \sum_{i \neq j} \frac{1}{d_{ij}}, \quad (2)$$

where $d_{ij}$ is the shortest distance between $v_i$ and $v_j$ in $G$.

**Betweenness centrality.** Betweenness centrality (BC) measures the number of shortest paths passing through node $v_i$ in static network $G$, which is
given as follows:
\[
BC (i) = \sum_{s \neq i \neq t} \sigma^t_{st} \sigma^{st}_{st}
\]
(3)
where \(\sigma_{st}\) is the total number of shortest paths between node \(v_s\) and node \(v_t\), and \(\sigma^t_{st}\) is the number of shortest paths between node \(v_s\) and node \(v_t\) through node \(v_i\).

PageRank. PageRank (PR) [13] comes from the Google web search corporation to measure the importance of web pages from the hyperlink network structure. PR assumes that the importance of a web page (node) is determined by its neighbors and the number of pages (nodes) each neighbor linked to, which is defined on the static network \(G\). PR is defined as follows:
\[
PR(i) = \frac{N}{\sum_{j=1}^{N} \left( a_{ij} \frac{PR(j)^{t-1}}{k_{out}^j} \right)},
\]
(4)
where \(k_{out}^j\) is the out degree of node \(v_j\), and \(a_{ij}\) represents the connection between node \(v_i\) and \(v_j\). \(PR(i)^t\) is the PR value of node \(v_i\) at time step \(t\). After several iterations, the PR value gradually converges and becomes stable. We use \(PR(i)\) to represent the final PR value of node \(v_i\).

Gravity model. The gravity centrality [16] of a node \(v_i\) is defined on static network \(G\) and is given by the following equation:
\[
g(i) = \sum_{v_j \in \phi_i} \frac{k_{si}k_{sj}}{d_{ij}^2},
\]
(5)
where \(k_{si}\) is the k-shell index of node \(v_i\), and \(\phi_i\) is the neighbor set of node \(v_i\). \(d_{ij}\) is the shortest distance between node \(v_i\) and node \(v_j\) in \(G\).

Local gravity model. Local gravity centrality [17] of a node \(v_i\) in static network \(G\) is defined as follows:
\[
g_R(i) = \sum_{d_{ij} \leq R, i \neq j} \frac{k_i k_j}{d_{ij}^2},
\]
(6)
where \(k_i\) is the degree of node \(v_i\), and \(d_{ij}\) is the shortest distance between node \(v_i\) and node \(v_j\). We use \(R\) to truncate the contribution of the high-order node on the centrality value of target node \(v_i\). In other words, \(d_{ij} \leq R\) means nodes
that are within distance $R$ to $v_i$ will contribute to the centrality score $g_R(i)$. The truncation actually is a trade-off between the local and global structure while considering a node centrality.

2.3. Centrality Metrics on Temporal Networks

As illustrated in Section 2.1, each snapshot of a temporal network can be viewed as a static network. Therefore, we can compute the centrality score of each node in each snapshot. The centrality value of a node in a temporal network is the average centrality score over all the snapshots [27, 30]. We take degree centrality as an example. For node $v_i$, we can compute the degree centrality score of $v_i$ on each snapshot to get a $n$-dimensional sequence of the degree centrality scores. Thus, the degree centrality score of node $v_i$ in a temporal network is the average of the $n$-dimensional sequence. For a temporal network with $n$ snapshots $G_1, G_2, \cdots, G_n$, we compute four centrality values, i.e., PR, DC, CC, BC, for every node according to the procedure mentioned above. For the sake of clarity, we use $PR^m, DC^m, CC^m, BC^m$ to represent the corresponding average centrality derived from a temporal network with snapshots. We also compute each node’s centrality values on the aggregated network. Similarly, we use $PR^s, DC^s, CC^s, BC^s$ to denote the centrality computed on the corresponding aggregated static network $G$.

We show examples of computing the centrality score for each node on the temporal network given in Figure 1. The results are shown in Table 3 with ‘Averaged’ meaning the centrality value is given by the average over snapshots of a temporal network and ‘Aggregated’ meaning the centrality value is derived from the corresponding static network $G$. From Table 3 the centrality scores of the same centrality metric derived from a temporal network by averaging over snapshots and from the corresponding static network actually differ a lot.
Table 3: The centrality scores for each node derived from using temporal snapshots (‘Averaged’) and from using aggregated static network (‘Aggregated’). The temporal network and its corresponding static network are show in Figure 1.

| Node | Type    | PageRank | Degree | Closeness | Betweenness |
|------|---------|----------|--------|-----------|-------------|
| 1    | Averaged| 0.163    | 0.188  | 0.203     | 0.083       |
|      | Aggregated| 0.192  | 0.500  | 0.571     | 0.000       |
| 2    | Averaged| 0.178    | 0.188  | 0.219     | 0.000       |
|      | Aggregated| 0.192  | 0.500  | 0.571     | 0.000       |
| 3    | Averaged| 0.250    | 0.250  | 0.266     | 0.083       |
|      | Aggregated| 0.283  | 0.750  | 0.800     | 0.667       |
| 4    | Averaged| 0.265    | 0.250  | 0.281     | 0.000       |
|      | Aggregated| 0.213  | 0.500  | 0.667     | 0.500       |
| 5    | Averaged| 0.145    | 0.125  | 0.125     | 0.000       |
|      | Aggregated| 0.120  | 0.500  | 0.444     | 0.000       |

3. Temporal Gravity Model

The classical gravity law contains the masses of the objects as the numerator and the distance between two objects as the denominator. Gravity models, such as the $k$-shell based gravity model and local gravity model, have shown effectiveness in identifying important nodes in static networks. Inspired by the idea of the gravity law and previous gravity models on static networks, we propose a temporal gravity model to identify important nodes in temporal networks. The key point of the temporal gravity method is that node’s importance depends on its temporal distance to other nodes as well as the structural properties of the node.

In temporal gravity model ($TG$), we use node property as its mass, and the distance between two nodes on a temporal network as their distance. Thus, the node importance of $v_i$ is defined as follows:
\[ TG(i) = \sum_{d_{ij} \leq R, i \neq j} \frac{M_i M_j}{d_{ij}^2}, \]

where \( M_i \) is the node property of \( v_i \), \( d_{ij} \) is the temporal distance between nodes \( v_i \) and \( v_j \), and \( R \) is the truncation radius.

For the node property, we use baseline centrality metrics \( PR^s, DC^s, CC^s, BC^s, PR^m, DC^m, CC^m, BC^m \) as the mass \( M_i \) of a node \( v_i \), respectively. Additionally, we propose two types of node degree in temporal networks, i.e., time degree and distance degree, which are also used as the mass of a node in Eq. (7), respectively. The definitions of time degree and distance degree are given as follows:

- **Time degree (TD)**
  For a temporal network with \( n \) snapshots, i.e., \( G_1, G_2, \ldots, G_n \), the degrees centrality of node \( v_i \) on the snapshots are given by \( DC(1), DC(2), \ldots, DC(n) \), respectively. We define the time degree (TD) of node \( v_i \) as
  \[ TD(i) = e^{DC(1)} + e^{DC(2)} + \ldots + e^{DC(n)}. \]

- **Distance degree (DD)**
  For node \( v_i \), the temporal distance from node \( v_i \) to other reachable nodes is \( d_{i1}, d_{i2}, \ldots, d_{ij}, \ldots, d_{im}, (d_{ij} \geq 1, 1 \leq j \leq m \leq N) \). The distance degree of \( v_i \) is denoted as:
  \[ DD(i) = e^{-(d_{i1} - 1)} + e^{-(d_{i2} - 1)} + \ldots + e^{-(d_{im} - 1)}. \]

The temporal distance that is used in the definition of distance degree takes two ways, i.e., the fastest arrival distance and temporal shortest distance.

For the temporal distance used in the denominator of Eq. (7) we consider two cases, i.e., the fastest arrive distance (FAD) and the temporal shortest distance (STD). For FAD, we use the truncation radius equals to the maximal FAD. As the computation complexity of STD is very high, we consider the truncation
radius $R = 5$. For simplify, we donate the FAD-based and STD-based $TG$ method as $TG$-fad and $TG$-std, respectively.

For simplification, we write the temporal gravity model in a function-like format $TG(x, y)$, where $x \in \{fad, std\}$ and $y \in \{TD, DD, PR^m, DC^m, CC^m, BC^m, PR^s, DC^s, CC^s, BC^s\}$. For example, if we take $DD$ as the mass and $FAD$ as the distance in Eq. 7 then the model is denoted as $TG(fad, DD)$. On the whole, we show a clear diagram of the temporal gravity model via using different forms of mass and distance in Figure 2.

Figure 2: Temporal gravity model with different node properties as node mass and different temporal distances as the distance.

4. Empirical Networks

We evaluate the performance of the temporal gravity model on the following temporal empirical network datasets. Some of the detailed properties of the networks are shown in Table 4.

- High school 2011 (2012,2013) dynamic contact networks [31, 32] (HS2011,

[31], [32] (HS2011,
HS2012, HS2013). These datasets correspond to the contacts and friendship relations between students in a high school in Marseilles, France.

• Workplace (WP) [33]. This data set contains contacts between employees in an office building in France, from June 24 to July 3, 2013.

• Haggle [34]. This network contains contacts between people measured by carried wireless devices.

• Hospital contract (HC) [35]. This dataset contains contacts between patients, contacts between patients and health-care workers (HCWs), and contacts between HCWs in a hospital ward in Lyon, France, from December 6 to December 10, 2010.

• Primary school (PS) [36]. This data set contains contacts between the children and teachers used in the study published in BMC Infectious Diseases 2014.

• Hypertext2009 (HT2009) [37]. This network contains contacts between the attendees of the ACM Hypertext 2009 conference.

• Infectious [37]. This network contains contacts between people during the exhibition INFECTIOUS: STAY AWAY in 2009 at the Science Gallery in Dublin.

• SFHH conference (SFHH) [38]. This dataset contains contacts between participants in the 2009 SFHH conference in Nice, France.
Table 4: Property description of the empirical networks. The number of nodes \( N \), the original length of the observation time \( T \), time resolution \( \Delta t \) (Its unit is hour, recorded as \( H \)), the number of snapshots \( n \), the total number of contacts \( |C| \), and the number of links \( |E| \) in aggregated static network \( G \) are shown.

| Network | \( N \) | \( T \)    | \( \Delta t \) | \( n \) | \( |C| \) | \( |E| \) |
|---------|--------|----------|----------------|-------|-------|-------|
| HS2011  | 126    | 5,609    | H              | 76    | 28,561| 1,710 |
| HS2012  | 180    | 11,273   | H              | 203   | 45,047| 2,239 |
| HS2013  | 327    | 7,375    | H              | 101   | 188,508| 5,818 |
| WP      | 92     | 7,104    | H              | 275   | 9,827 | 755   |
| Haggle  | 274    | 15,662   | H              | 96    | 28,244| 2,899 |
| HC      | 75     | 9,453    | H              | 97    | 32,424| 1,139 |
| PS      | 242    | 3,100    | 0.5H           | 65    | 125,773| 8,317 |
| HT2009  | 113    | 5,246    | 0.5H           | 118   | 20,818| 2,196 |
| Infectious | 410  | 1,392    | 0.1H           | 79    | 17,298| 2,765 |
| SFHH    | 403    | 3,509    | 0.5H           | 64    | 70,261| 9,889 |

5. Results

The centrality metrics illustrated in Section 2.2 and 2.3 are used as the baseline metrics in contrast to the temporal gravity model. To evaluate the performance of the temporal gravity model as well as the baseline metrics, we propose to use network efficiency and susceptible-infected-recovered (SIR) spreading model on temporal networks as the performance evaluation methods. The network efficiency aims to evaluate a node’s role in exchanging information, whereas the SIR spreading model aims to evaluate a node’s role in spreading capacity. The node importance score derived from different centrality metrics and the performance evaluation methods, i.e., network efficiency and the SIR spreading model, are compared by using Kendall correlation coefficient \( \tau \). The Kendall’s Tau [39] is an index measuring the correlation strength between two sequences. The larger Kendall’s Tau, the greater the similarity between two sequence. Considering two
high value of Kendall correlation coefficient $\tau$ indicates the centrality metric can better identify important nodes in a temporal network and vice versa. In this section, we first define network efficiency on temporal networks and present results of identifying structural influence nodes in temporal networks by using centrality metrics including temporal gravity model. Later on, we compare the temporal gravity model and the baseline centrality metrics on the performance of identifying influential nodes in an SIR spreading process on temporal networks.

5.1. Performance Evaluation Based on Network Efficiency

Network efficiency [40] is defined based on the assumption that the information in a network passes only through the temporal shortest paths. The efficiency of a network measures how efficiently information is exchanged over the network. We define the network efficiency of a temporal network $G^T$ as follows:

$$\varepsilon(G^T) = \frac{1}{N(N-1)} \sum_{v_i \neq v_j \in G^T} \frac{1}{d_{ij}},$$  \hspace{1cm} (8)$$

where $d_{ij}$ is the temporal distance between node $v_i$ and $v_j$. The temporal distance between two nodes takes two scenarios, i.e., fastest arrival distance and temporal shortest distance.

If we remove a node from a temporal network, it may decrease the network efficiency. Because it may make the network disconnected. Therefore, the reduction of efficiency after nodes’ removal is used to measure the importance of sequences with $N$ elements, $X = (x_1, x_2, \ldots, x_N)$ and $Y = (y_1, y_2, \ldots, y_N)$. Any pair of two-tuples $(x_i, y_i)$ and $(x_j, y_j)(i \neq j)$ is concordant if both $x_i > x_j$ and $y_i > y_j$ or both $x_i < x_j$ and $y_i < y_j$. It is discordant if $x_i > x_j$ and $y_i < y_j$ or $x_i < x_j$ and $y_i > y_j$. If $x_i = x_j$ or $y_i = y_j$, the pair is neither concordant nor discordant. Kendall’s Tau of two sequences $X$ and $Y$ can be calculated as:

$$\tau = \frac{1}{N(N-1)} \sum_{i \neq j} \text{sgn}(x_i - x_j)\text{sgn}(y_i - y_j).$$
nodes in temporal networks\textsuperscript{[28]}. Larger reduction of efficiency means the node is more important in terms of structure influence.

We use $G^T \setminus v_i$ to denote the temporal network after removing node $v_i$ and all the contacts associated with $v_i$. The difference between the network efficiency of $G^T$ and the network efficiency of $G^T \setminus v_i$ is defined as the importance score of node $v_i$ regarding to network efficiency. The formula is given as follows:

$$NE(v_i) = \varepsilon(G^T) - \varepsilon(G^T \setminus v_i).$$

Consequently, node efficiency based on fastest arrival distance and temporal shortest distance are denoted as $NE_{fad}$ and $NE_{std}$, respectively.

We show the performance of the temporal gravity model and the baseline centrality metrics in identifying important nodes with regard to network efficiency in Table \textsuperscript{5} in which we use the fastest arrival distance as the distance in the temporal gravity model in this scenario. The values in Table \textsuperscript{5} show the Kendall correlation coefficient $\tau$ between the node centrality scores derived by corresponding centrality metrics and the node efficiency based on fastest arrival distance. We give the results of ten temporal empirical networks. In general, the temporal gravity model can better identify important nodes than the baseline centrality metrics, i.e., $PR^m, DC^m, CC^m, BC^m, PR^s, DC^s, CC^s, BC^s$. Specifically, the Kendall correlation coefficient $\tau$ of the temporal gravity model increases by 105.31% on average compared to the best value of $\tau$ derived from baseline centrality metrics across the ten empirical networks. In particular, the Kendall correlation coefficient $\tau$ of network \textit{Infectious} increases from 0.19491 to 0.83589 from the best of the baseline metrics to the best of the temporal gravity model, with the improvement of 328.85%.
Table 5: The Kendall correlation coefficient $\tau$ between the node centrality score derived from $NE_{fad}$ and the centrality metrics for ten empirical networks. The best $\tau$ of each network data is emphasized in bold and asterisk. The best $\tau$ of each network data derived from the baseline metrics is emphasized in bold.

|                  | HS2011 | HS2012 | HS2013 | WP | Huggle | HC | PS | HT2009 | Infections | SFHH |
|------------------|--------|--------|--------|----|--------|----|----|--------|------------|------|
| $TG(fad, DD)$    | 0.7146 | 0.6709 | 0.5952 | 0.6551 | 0.7948 | 0.9078 | 0.5490 | 0.7115 | 0.8044 | 0.7742 |
| $TG(fad, TD)$    | 0.7206 | 0.6478 | 0.6056 | 0.6690 | 0.7924 | 0.9120 | 0.5647 | 0.7718 | 0.8158 | 0.7822 |
| $TG(fad, PR^m)$  | 0.7106 | 0.7292 | 0.6330 | 0.6623 | 0.8019 | 0.8818 | 0.6250 | 0.7974 | 0.8350* | 0.8266* |
| $TG(fad, CC^m)$  | 0.7206 | 0.7523 | 0.6711 | 0.7057 | 0.6690 | 0.4867 | 0.5271 | 0.7511 | 0.7830 | 0.7962 |
| $TG(fad, DC^m)$  | 0.7306 | 0.7397 | 0.6684 | 0.7510* | 0.7288 | 0.5823 | 0.4672 | 0.7555 | 0.8104 | 0.7435 |
| $TG(fad, CC^s)$  | 0.7333 | 0.7250 | 0.6330 | 0.7224 | 0.5715 | 0.7886 | 0.8052 | 0.7104 | 0.7969* | 0.8040 |
| $PR^m$           | 0.4720 | 0.4021 | 0.3720 | 0.3840 | 0.3564 | 0.3284 | 0.3671 | 0.3686 | 0.3670 | 0.3671 |
| $DC^m$           | 0.5161 | 0.4908 | 0.3770 | 0.5362 | 0.3528 | 0.3096 | 0.3096 | 0.3096 | 0.3096 | 0.3096 |
| $CC^m$           | 0.5064 | 0.4321 | 0.4047 | 0.5058 | 0.3794 | 0.3968 | 0.3968 | 0.3968 | 0.3968 | 0.3968 |
| $BC^m$           | 0.4620 | 0.3845 | 0.3630 | 0.3845 | 0.3845 | 0.3845 | 0.3845 | 0.3845 | 0.3845 | 0.3845 |

In the temporal gravity model, we use baseline centrality metrics as the node mass. Taking PageRank centrality as an example, the temporal gravity model $TG(fad, \text{PR}^m)$ integrates the PageRank score of nearby nodes that are within a certain temporal distance as the centrality value of the target node. The PageRank centrality $\text{PR}^m$ can also be independently used as a centrality metric. In Figure 3, we show how the temporal gravity model can help to improve the node importance identification compared to that of only using a baseline centrality metric. The baseline centrality metrics are $\text{PR}^m, \text{DC}^m, \text{CC}^m, \text{BC}^m$ based on temporal network snapshots and $\text{PR}^s, \text{DC}^s, \text{CC}^s, \text{BC}^s$ based on the corresponding aggregated static networks. We show that temporal gravity model based on different baseline centrality metrics outperforms that of only using the corresponding baseline centrality metrics in identifying important nodes across all the network datasets.
Figure 3: The Kendall correlation coefficients $\tau$ between the node importance score derived from $NE_{fad}$ and the centrality metrics. The Kendall correlation coefficients $\tau$ between $NE_{fad}$ and the temporal gravity model are shown in gray histogram, the Kendall correlation coefficients $\tau$ between $NE_{fad}$ and baseline centrality metrics are shown in blue histogram.
The results of Table 5 and Figure 3 are based on the fastest arrival distance. We further show the results of important node identification based on the temporal shortest distance in Table 6 and Figure 4. Due to the high computational complexity of the temporal shortest distance, we consider the truncation radius $R = 5$. We obtain the similar results as that of using the fastest arrival distance in Table 5 and Figure 3.

Table 6: The Kendall correlation coefficient $\tau$ between the node centrality score derived from $NE_{std}$ and the centrality metrics for ten empirical networks. The best $\tau$ of each network data is emphasized in bold and asterisk. The best $\tau$ of each network data derived from the baseline metrics is emphasized in bold.

| Network | $\tau$ ($T\alpha_{std, DD}$) | $\tau$ ($T\alpha_{std, TD}$) | $\tau$ ($T\alpha_{std, PR_\text{m}}$) | $\tau$ ($T\alpha_{std, PR_s}$) | $\tau$ ($T\alpha_{std, DC_\text{m}}$) | $\tau$ ($T\alpha_{std, DC_s}$) | $\tau$ ($T\alpha_{std, CC_\text{m}}$) | $\tau$ ($T\alpha_{std, CC_s}$) | $\tau$ ($T\alpha_{std, BC_\text{m}}$) | $\tau$ ($T\alpha_{std, BC_s}$) |
|---------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|
| HS2011  | 0.78432                  | 0.82908                  | 0.83568                  | 0.82603                  | 0.77575                  | 0.80165                  | 0.68986                  | 0.79243                  | 0.76348                  | 0.74908                  |
| HS2012  | 0.82908                  | 0.84606                  | 0.84164                  | 0.83389                  | 0.75394                  | 0.82893                  | 0.73805                  | 0.85475                  | 0.71455                  | 0.66960                  |
| HS2013  | 0.85509                  | 0.86465                  | 0.86785                  | 0.85885                  | 0.79055                  | 0.83885                  | 0.76559                  | 0.88227                  | 0.72840                  | 0.69212                  |
| WP      | 0.85027                  | 0.85752                  | 0.84410                  | 0.84410                  | 0.74772                  | 0.84410                  | 0.73805                  | 0.84164                  | 0.73805                  | 0.69212                  |
| Haggle  | 0.76777                  | 0.80627                  | 0.78693                  | 0.80627                  | 0.73772                  | 0.80627                  | 0.77767                  | 0.81753                  | 0.77767                  | 0.72980                  |
| HC      | 0.92072                  | 0.90576                  | 0.92072                  | 0.92072                  | 0.90576                  | 0.92072                  | 0.90576                  | 0.92072                  | 0.90576                  | 0.92072                  |
| PS      | 0.90132                  | 0.90132                  | 0.90132                  | 0.90132                  | 0.90132                  | 0.90132                  | 0.90132                  | 0.90132                  | 0.90132                  | 0.90132                  |
| HT2009  | 0.77978                  | 0.84791                  | 0.86102                  | 0.86102                  | 0.78681                  | 0.86102                  | 0.84791                  | 0.86102                  | 0.86102                  | 0.84791                  |
| Infections | 0.90810                  | 0.91972                  | 0.88245                  | 0.88245                  | 0.86102                  | 0.88245                  | 0.91972                  | 0.88245                  | 0.88245                  | 0.86102                  |
| SFHH    | 0.90132                  | 0.90132                  | 0.90132                  | 0.90132                  | 0.90132                  | 0.90132                  | 0.90132                  | 0.90132                  | 0.90132                  | 0.90132                  |
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Figure 4: The Kendall correlation coefficients $\tau$ between the node importance score derived from $NE_{std}$ and the centrality metrics. The Kendall correlation coefficients $\tau$ between $NE_{std}$ and the temporal gravity model are shown in gray histogram, the Kendall correlation coefficients $\tau$ between $NE_{std}$ and baseline centrality metrics are shown in blue histogram.
5.2. Performance Evaluation Based on Spreading Capacity

A node is influential if a piece of information starts from it can spread to a large population. We call a seed node that can result in a large spreading size as a node with high spreading capacity. In this section, we evaluate the performance of our temporal gravity model and the baseline metrics in identifying influential nodes on temporal networks. We use the SIR model to simulate the spreading process on temporal networks [28, 41]. In the SIR spreading model, a node can be in one of the following three states, i.e., susceptible (S), infected (I), and recovered (R). We show a schematic diagram of SIR model in Figure 5. A susceptible node can be infected by an infected node with probability \( \beta \) if there is a contact between them. An infected node can transfer to the recovered state with probability \( \mu \). The spreading process follows the time flow of the temporal networks. In the following experiments, the infection probability is fixed as \( \beta = 0.1 \) and recovery probability is fixed as \( \mu = 0.01 \).

![Figure 5: Schematic diagram of the SIR spreading model.](image)

In a temporal network with \( n \) snapshots \( G_1, G_2, \ldots, G_n \), a node can appear in multiple snapshots. Therefore, if we choose a node as the seed of the spreading process, we need to consider which time to start the spreading process. For a node \( v_i \), we assume the time when it appears is given by \( T_{v_i} = \{ t_{v_i}^1, t_{v_i}^2, \ldots, t_{v_i}^m \} \). We take every time step \( t_{v_i}^j \in T_{v_i} \) as the starting time of the spreading process. For node \( v_i \) as the seed and \( t_{v_i}^j \) as the start time, we run the SIR spreading process until the end of the temporal network to get the final spreading range \( R_{v_i}^j \). The final spreading range contains the infected and recovered nodes at the final state of the spreading process. For each \( t_{v_i}^j \) as the starting time, we run the spreading process for 100 times to get the final average spreading
range as $\overline{R_i}$. For each seed node $v_i$, we run the spreading process starting at every occurrence time $t^j_{v_i}$ for 100 times. Therefore, the spreading ranges are recorded as $R(v_i) = \{\overline{R_1^{v_i}}, \overline{R_2^{v_i}}, \ldots, \overline{R_m^{v_i}}\}$. We illustrate three ways to define a node’s spreading capacity. The max spreading capacity of node $v_i$ is the largest spreading range over all its occurrence time, donated as $R_{\text{max}}(v_i) = \max\{\overline{R_j^{v_i}} | \overline{R_j^{v_i}} \in R(v_i)\}$. The average spreading capacity of node $v_i$ is the average spreading range over the set $R(v_i)$, donated as $R_{\text{mean}}(v_i)$. The normalized spreading capacity is donated as $R_{\text{norm}}(v_i) = \frac{1}{m} \sum_{j=1}^{m} \frac{\overline{R_j^{v_i}}}{n-t_{v_i}^j+1}$. A node with larger value of $R_{\text{max}}$, $R_{\text{mean}}$ or $R_{\text{norm}}$ implies the node has larger spreading capacity.

We evaluate the temporal gravity model and the baseline centrality metrics in identifying nodes that have high spreading capacity in temporal networks. The temporal gravity model used here is based on the temporal shortest distance. The real temporal capacity of a node is defined by $R_{\text{max}}$, $R_{\text{mean}}$ or $R_{\text{norm}}$. Taking temporal gravity model as an example, we illustrate how to use Kendall correlation coefficient to evaluate its performance. First of all, we compute the node importance score for every node by the temporal gravity model to get a list of centrality score of every node. Then we run the spreading process illustrated above to get the spreading capacity list for every node. The Kendall correlation coefficient $\tau$ is computed between the centrality score list and the spreading capacity list. A high value of $\tau$ indicates the centrality metric can better identify influential nodes.

We perform the centrality metrics on identifying influential nodes, the results are show in Table 7, Table 8 (see SI), Table 9 (see SI) for spreading capacity defined by $R_{\text{norm}}$, $R_{\text{max}}$, $R_{\text{mean}}$, respectively. The results show that the temporal gravity model performs better in identifying influential nodes in the majority of the temporal network datasets. Even for some datasets that temporal gravity model doesn’t outperform, Kendall correlation coefficients can maintain a higher level. In Figure 6 we show the temporal gravity model based on baseline centrality metrics performs better than only using baseline centrality metrics in
identifying influential nodes.

Table 7: The Kendall correlation coefficient $\tau$ between node real spreading capacity $R_{\text{norm}}$ and node centrality score derived the centrality metrics for ten empirical networks. The best $\tau$ of each network data is emphasized in bold and asterisk. The best $\tau$ of each network data derived from the baseline metrics is emphasized in bold.

| Network | $HG_{\text{std, DD}}$ | $HG_{\text{std, TG}}$ | $HG_{\text{std, PR}^m}$ | $HG_{\text{std, PR}^s}$ | $HG_{\text{std, DC}^m}$ | $HG_{\text{std, DC}^s}$ | $HG_{\text{std, CC}^m}$ | $HG_{\text{std, CC}^s}$ | $HG_{\text{std, BC}^m}$ | $HG_{\text{std, BC}^s}$ | $PR_m$ | $DC^m$ | $CC^m$ | $BC^m$ | $PR_s$ | $DC_s$ | $CC_s$ | $BC_s$ | Infections | SFHH |
|---------|-------------------|--------------------|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------------|------|
| HS2011  | 0.59775           | 0.60048            | 0.60648           | 0.31008           | 0.58353          | 0.56757          | 0.45072          | 0.68865          | 0.49845          | 0.60051         |       |       |       |       |       |       |       |       |       | 0.49845 | 0.60051 |
| HS2012  | 0.59607           | 0.57769            | 0.60053           | 0.32194           | 0.64551          | 0.56252          | 0.40067          | 0.68363          | 0.51849          | 0.60142         |       |       |       |       |       |       |       |       |       | 0.49845 | 0.60051 |
| HS2013  | 0.59621           | 0.63195            | 0.60484           | 0.39039           | 0.67388          | 0.54955          | 0.47582          | 0.70796          | 0.54629          | 0.61821         |       |       |       |       |       |       |       |       |       | 0.49845 | 0.60051 |
| WP      | 0.57833           | 0.57670            | 0.58775           | 0.39769           | 0.5864           | 0.46055          | 0.67638          | 0.53191          | 0.54179          | 0.48789         |       |       |       |       |       |       |       |       |       | 0.49845 | 0.60051 |
| Haggle  | 0.63714           | 0.60990            | 0.69359           | 0.42714           | 0.72548          | 0.51620          | 0.74210          | 0.57452          | 0.62790          |       |       |       |       |       |       |       |       |       | 0.49845 | 0.60051 |
| HC      | 0.58425           | 0.59243            | 0.61126           | 0.29861           | 0.69979          | 0.55315          | 0.46552          | 0.67573          | 0.54868          | 0.58192         |       |       |       |       |       |       |       |       |       | 0.49845 | 0.60051 |
| PS      | 0.62742           | 0.64444            | 0.59149           | 0.41376           | 0.66132          | 0.56559          | 0.46058          | 0.67934          | 0.49005          | 0.59167         |       |       |       |       |       |       |       |       |       | 0.49845 | 0.60051 |
| HT2009  | 0.57917           | 0.57460            | 0.57554           | 0.31199           | 0.65411          | 0.50927          | 0.40018          | 0.62014          | 0.37630          | 0.54698         |       |       |       |       |       |       |       |       |       | 0.49845 | 0.60051 |
| Infections | 0.51418           | 0.58300            | 0.47505           | 0.34118           | 0.56530          | 0.52987          | 0.43653          | 0.65338          | 0.29552          | 0.54944         |       |       |       |       |       |       |       |       |       | 0.49845 | 0.60051 |
| SFHH    | 0.41972           | 0.57666            | 0.47059           | 0.42279           | 0.54138          | 0.48098          | 0.42039          | 0.66688          | 0.36562          | 0.52165         |       |       |       |       |       |       |       |       |       | 0.49845 | 0.60051 |
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Figure 6: The Kendall correlation coefficients $\tau$ between node real spreading capacity $R_{\text{norm}}$ and node centrality score derived the centrality metrics. The Kendall correlation coefficients $\tau$ between $R_{\text{norm}}$ and the temporal gravity model are shown in gray histogram, the Kendall correlation coefficients $\tau$ between $R_{\text{norm}}$ and baseline centrality metrics are shown in blue histogram.
6. Discussions and Conclusions

In real world, most complex systems are dynamic. To preserve the temporal information of the systems, we generally represent them as temporal networks. Although many centrality metrics have been proposed for static networks, important node identification on temporal networks is still an open challenge.

The gravity law is a simple, elegant and representative formula, which estimates the strength of the interaction between two objects by considering both the inherent influence of the two objects and the distance between them. Inspired by the idea of the gravity law and the success of previous proposed gravity models on static networks, we propose a temporal gravity model to identify important nodes in temporal networks. The temporal gravity model takes advantage of both the neighborhood information and the temporal information in temporal networks. Also, it provides a mathematical and computational framework which can includes different node properties as the node masses and different temporal distance as the distance in the gravity formula. For node property, we use node’s baseline centrality metrics as well as two types of temporal degree, i.e., time degree (TD), distance degree (DD). For the temporal distance, we consider two cases, i.e., the fastest arrival distance and the temporal shortest distance.

The Kendall correlation is an index measuring the ranking correlation between two variables. We use the Kendall correlation coefficient $\tau$ between a node’s real influence on the network connectivity (or spreading process) and the importance score derived from different centrality metrics to evaluate the performance of the centrality metrics on temporal empirical networks. For network efficiency, we consider two types: network efficiency based on the temporal shortest path $NE_{std}$ and based on the fastest arrival path $NE_{fad}$. For the $NE_{fad}$, we find that $TG-fad$ methods performs better than the baseline centrality metrics across different networks. The Kendall correlation coefficient $\tau$ of temporal gravity model increases by 105.31% on average compared to the best value of $\tau$ derived from baseline centrality metrics across the ten empirical net-
works. For the $NE_{std}$, the $TG-std$ methods have an overall improvement. The $TG-std$ methods based on $DD$ and $TD$ show steady improvement over baseline centrality metrics. Regarding to the spreading influence, we simulate SIR spreading model on the empirical temporal networks. We use the normalized, maximal and the average spreading range to represent a node’s spreading capacity, respectively. The $TG-std$ methods based on the baseline centrality metrics ("Averaged") outperforms the baseline centrality metrics. On the whole, temporal gravity model shows robust node identification performance across networks. Temporal gravity model using baseline centrality metrics as it mass has an overall improvement over the corresponding baseline centrality metrics. Our model has superior robustness for important node identification on temporal networks. Since the success of the gravity model in important node identification on both static and temporal networks, future work can try to extend it to other networks, such as multi-layer networks \cite{42, 43} and bipartite networks \cite{2}. Also, the spreading influence of a node can be different if we use different dynamical processes. One can further explore how to identify influential nodes for spreading processes, such as susceptible-infected-susceptible (SIS) \cite{6} and coevolution spreading process \cite{44}, on a temporal network.
7. Appendix

We evaluate the temporal gravity model and the baseline centrality metrics in identifying nodes that have high spreading capacity in temporal networks. The following are the results based on the maximal spreading range and average spreading range.

Maximal spreading range $R_{max}$:

Table 8: The Kendall’s tau correlation coefficients between $R_{max}$ and temporal network methods for ten empirical networks. The best performed method for each network is emphasized in bold and asterisk. The best performed traditional method for each network is emphasized in bold. For the SIR model, parameters are $\beta=0.1$, $\mu=0.01$. For each node at one occurrence time, the spreading range result is the average of 100 times independently simulations.

|        | HS2011 | HS2012 | HS2013 | WP | Haggie | HC | FS | HT2009 | Infections | SFHH |
|--------|--------|--------|--------|----|--------|----|----|--------|------------|------|
| $TG(\text{std, DD})$ | $0.71293$ | $0.58452$ | $0.59259$ | $0.66666$ | $0.67431$ | $0.37767$ | $0.57014$ | $0.72069$ | $0.48165$ |
| $TG(\text{std, PR}^*^*)$ | $0.61798$ | $0.60763$ | $0.57774$ | $0.62434$ | $0.66063$ | $0.60743$ | $0.37767$ | $0.57016$ | $0.51471$ |
| $TG(\text{std, PR}^*^*)$ | $0.62523$ | $0.54982$ | $0.55080$ | $0.54925$ | $0.63751$ | $0.63751$ | $0.37767$ | $0.57016$ | $0.61969$ |
| $TG(\text{std, DC}^*^*)$ | $0.79674$ | $0.69397$ | $0.63860^*$ | $0.64581$ | $0.72910^*$ | $0.61464^*$ | $0.42936^*$ | $0.60714$ | $0.51205$ |
| $TG(\text{std, DC}^*^*)$ | $0.60671$ | $0.55761$ | $0.56848$ | $0.58490$ | $0.63751$ | $0.63751$ | $0.37767$ | $0.57016$ | $0.72069$ |
| $TG(\text{std, DC}^*^*)$ | $0.73379^*$ | $0.64130^*$ | $0.66059$ | $0.67240^*$ | $0.67358^*$ | $0.57693$ | $0.46984$ | $0.61313^*$ | $0.72229^*$ | $0.52422^*$ |
| $TG(\text{std, CC}^*^*)$ | $0.68699$ | $0.54063$ | $0.56995$ | $0.58940$ | $0.66063$ | $0.60743$ | $0.37767$ | $0.57016$ | $0.72069$ |
| $TG(\text{std, BC}^*^*)$ | $0.55639$ | $0.55579$ | $0.44178$ | $0.54800$ | $0.46000$ | $0.50777$ | $0.13505$ | $0.54330$ | $0.56088$ | $0.48844$ |
| $TG(\text{std, BC}^*^*)$ | $0.47027$ | $0.42866$ | $0.43248$ | $0.50847$ | $0.51874$ | $0.62388$ | $0.10516$ | $0.53540$ | $0.48404$ |
| $PR^*^*$ | $0.42517$ | $0.50301$ | $0.46059$ | $0.50817$ | $0.54639$ | $0.56781$ | $0.45548^*$ | $0.50353$ | $0.32758$ | $0.47832$ |
| $BC^*^*$ | $0.62412$ | $0.62970$ | $0.61048$ | $0.62938$ | $0.70118^*$ | $0.60966$ | $0.45392$ | $0.69896$ | $0.64108$ | $0.51162$ |
| $CC^*^*$ | $0.67200$ | $0.67210$ | $0.53661$ | $0.63999$ | $0.64149$ | $0.51947$ | $0.39383$ | $0.62231^*$ | $0.69643$ | $0.51166$ |
| $BC^*^*$ | $0.42137$ | $0.56391$ | $0.46059$ | $0.50817$ | $0.54639$ | $0.56781$ | $0.45548^*$ | $0.50353$ | $0.32758$ | $0.47832$ |
| $PR^*^*$ | $0.54348$ | $0.49066$ | $0.40798$ | $0.56038$ | $0.64842$ | $0.64526$ | $0.50124$ | $0.53192$ | $0.51268$ | $0.45944$ |
| $BC^*^*$ | $0.43228$ | $0.32841$ | $0.33063$ | $0.60351$ | $0.74967$ | $0.60941$ | $0.39580$ | $0.53313$ | $0.64484$ | $0.41108$ |
| $CC^*^*$ | $0.55283$ | $0.48228$ | $0.43354$ | $0.52129$ | $0.63899$ | $0.62862$ | $0.50145$ | $0.54888$ | $0.51268$ | $0.45944$ |
| $BC^*^*$ | $0.42228$ | $0.36471$ | $0.30117$ | $0.51736$ | $0.50956$ | $0.60941$ | $0.39580$ | $0.53313$ | $0.80322$ | $0.41459$ |

Average spreading range $R_{mean}$:
Table 9: The Kendall’s tau correlation coefficients between $R_{mean}$ and temporal network methods for ten empirical networks. The best performed method for each network is emphasized in bold and asterisk. The best performed traditional method for each network is emphasized in bold. For the SIR model, parameters are $\beta=0.1$, $\mu=0.01$. For each node at one occurrence time, the spreading range result is the average of 100 times independently simulations.

|                | HS2011 | HS2012 | HS2013 | WP   | Hoogle | HC   | PS   | HT2009 | Infections | SFHH |
|----------------|--------|--------|--------|------|--------|------|------|--------|------------|------|
| $TG$ (std, DD) | 0.68686| 0.52948| 0.49307| 0.58228| 0.48740| 0.25572| 0.59411| 0.69346*| 0.44590    |
| $TG$ (std, T)  | 0.63911| 0.51421| 0.47716| 0.59024| 0.57419| 0.38672| 0.26072| 0.49865| 0.67584    |
| $TG$ (std, PRm) | 0.58228| 0.54804| 0.47265| 0.55906| 0.59847| 0.38231| 0.29830| 0.50969| 0.60031    |
| $TG$ (std, PRs) | 0.60556| 0.48939| 0.46147| 0.47829| 0.60885| 0.39964| 0.26710| 0.45498| 0.63609    |
| $TG$ (std, DCm) | 0.65486| 0.58324| 0.54364| 0.47716| 0.55996| 0.38231| 0.29830| 0.50969| 0.60031    |
| $TG$ (std, DCs) | 0.63276| 0.50726| 0.47841| 0.46005| 0.63543| 0.39892| 0.26100| 0.45498| 0.63609    |
| $TG$ (std, CM)  | 0.68737| 0.56429| 0.49460| 0.45772| 0.47437| 0.58313| 0.59171| 0.60043| 0.46883    |
| $TG$ (std, CS)  | 0.63429| 0.52118| 0.50925| 0.51105| 0.58709| 0.32036| 0.20805| 0.47977| 0.41109    |
| $TG$ (std, PM)  | 0.46499| 0.37625| 0.34158| 0.39245| 0.47045| 0.34847| 0.29226*| 0.45258| 0.41775    |
| $TG$ (std, PS)  | 0.49210| 0.49210| 0.51933| 0.53075| 0.64752| 0.29588| 0.21384| 0.49998| 0.41083    |
| $TG$ (std, DC)  | 0.54144| 0.54144| 0.35006| 0.40665| 0.57901| 0.39462| 0.26424| 0.48079| 0.51809    |
| $TG$ (std, BC)  | 0.49894| 0.49894| 0.31135| 0.41328| 0.45705| 0.28795| 0.18597| 0.46492| 0.31524    |

Declaration of interests

Jialin Bi: Conceptualization, Methodology, Software, Formal analysis, Writing - Original Draft, Writing - Review & Editing, Visualization. Ji Jin: Software, Validation, Formal analysis, Investigation, Data Curation. Cunquan Qu: Methodology, Writing - Original Draft, Writing - Review & Editing, Supervision. Xiuxiu Zhan: Conceptualization, Methodology, Investigation, Writing - Review & Editing. Guanghui Wang: Resources, Writing - Review & Editing, Supervision, Funding acquisition.

Declaration of interests

The authors declare that they have no known competing financial interests or personal relationships that could have appeared to influence the work reported in this paper.
Acknowledgements

We thank the SocioPatterns collaboration (http://www.sociopatterns.org) and the KONECT (http://konect.uni-koblenz.de/networks) for providing the data sets. The scientific calculations in this paper have been done on the HPC Cloud Platform of Shandong University.

References

[1] N. Dame, Statistical mechanics of complex networks, Review of Modern Physics 74 (1) (2002) xii.

[2] M. Newman, Networks, Oxford university press, 2018.

[3] F. Morone, H. A. Makse, Influence maximization in complex networks through optimal percolation, Nature 524 (7563) (2015) 65–68.

[4] J. Tang, J. Sun, C. Wang, Z. Yang, Social influence analysis in large-scale networks, in: Proceedings of the 15th ACM SIGKDD international conference on Knowledge discovery and data mining, 2009, pp. 807–816.

[5] X. Zhang, J. Zhu, Q. Wang, H. Zhao, Identifying influential nodes in complex networks with community structure, Knowledge Based Systems 42 (2013) 74–84.

[6] X.-X. Zhan, C. Liu, G. Zhou, Z.-K. Zhang, G.-Q. Sun, J. J. Zhu, Z. Jin, Coupling dynamics of epidemic spreading and information diffusion on complex networks, Applied Mathematics and Computation 332 (2018) 437–448.

[7] L. Lü, D. Chen, X.-L. Ren, Q.-M. Zhang, Y.-C. Zhang, T. Zhou, Vital nodes identification in complex networks, Physics Reports 650 (2016) 1–63.

[8] Z. Gao, Y. Shi, S. Chen, Measures of node centrality in mobile social networks, International Journal of Modern Physics C 26 (9) (2015) 1550107.

[9] T. Qiao, W. Shan, G. Yu, C. Liu, A novel entropy-based centrality approach for identifying vital nodes in weighted networks, Entropy 20 (4) (2018) 261.
[10] P. Bonacich, Factoring and weighting approaches to status scores and clique identification, Journal of Mathematical Sociology 2 (1) (1972) 113–120.

[11] G. Sabidussi, The centrality index of a graph, Psychometrika 31 (4) (1966) 581–603.

[12] L. C. Freeman, A set of measures of centrality based on betweenness., Sociometry 40 (1) (1977) 35–41.

[13] S. Brin, L. Page, The anatomy of a large-scale hypertextual web search engine., Computer Networks 30 (1998) 107–117.

[14] J. M. Kleinberg, Authoritative sources in a hyperlinked environment, Journal of the ACM 46 (5) (1999) 604–632.

[15] R. Lempel, S. Moran, Salsa: the stochastic approach for link-structure analysis, ACM Transactions on Information Systems 19 (2) (2001) 131–160.

[16] L.-l. Ma, C. Ma, H.-F. Zhang, B.-H. Wang, Identifying influential spreaders in complex networks based on gravity formula, Physica A: Statistical Mechanics and its Applications 451 (2016) 205–212.

[17] Z. Li, T. Ren, X. Ma, S. Liu, Y. Zhang, T. Zhou, Identifying influential spreaders by gravity model, Scientific Reports 9 (1) (2019) 8387.

[18] P. Holme, Analyzing temporal networks in social media, Proceedings of the IEEE 102 (12) (2014) 1922–1933.

[19] T. Takaguchi, N. Sato, K. Yano, N. Masuda, Importance of individual events in temporal networks, New Journal of Physics 14 (9) (2012) 093003.

[20] P. Holme, Temporal network structures controlling disease spreading., Physical Review E 94 (2) (2016) 22305.

[21] I. Scholtes, N. Wider, R. Pfitzner, A. Garas, C. J. Tessone, F. Schweitzer, Causality-driven slow-down and speed-up of diffusion in non-markovian temporal networks, Nature Communications 5 (1) (2014) 5024.
[22] A. Li, S. P. Cornelius, Y.-Y. Liu, L. Wang, A.-L. Barabási, The fundamental advantages of temporal networks, Science 358 (6366) (2017) 1042–1046.

[23] P. Holme, J. Saramäki, Temporal networks, Physics reports 519 (3) (2012) 97–125.

[24] L. Renaud, M. Naoki, A guide to temporal networks, Vol. 4, World Scientific, 2016.

[25] J. Tang, M. Musolesi, C. Mascolo, V. Latora, Characterising temporal distance and reachability in mobile and online social networks, acm special interest group on data communication 40 (1) (2010) 118–124.

[26] P. Grindrod, M. C. Parsons, D. J. Higham, E. Estrada, Communicability across evolving networks., Physical Review E 83 (4) (2011) 46120–46120.

[27] H. Kim, R. Anderson, Temporal node centrality in complex networks., Physical Review E 85 (2) (2012) 26107.

[28] C. Qu, X. Zhan, G. Wang, J. Wu, Z.-k. Zhang, Temporal information gathering process for node ranking in time-varying networks, Chaos: An Interdisciplinary Journal of Nonlinear Science 29 (3) (2019) 033116.

[29] H. Wu, J. Cheng, S. Huang, Y. Ke, Y. Lu, Y. Xu, Path problems in temporal graphs, very large data bases 7 (9) (2014) 721–732.

[30] R. K. Pan, J. Saramäki, Path lengths, correlations, and centrality in temporal networks, Physical Review E 84 (1) (2011) 16105–16105.

[31] J. Fournet, A. Barrat, Contact patterns among high school students, PloS one 9 (9) (2014) e107878.

[32] R. Mastrandrea, J. Fournet, A. Barrat, Contact patterns in a high school: a comparison between data collected using wearable sensors, contact diaries and friendship surveys, PloS one 10 (9) (2015) e0136497.
[33] M. Génois, C. L. Vestergaard, J. Fournet, A. Panisson, I. Bonmarin, A. Barrat, Data on face-to-face contacts in an office building suggests a low-cost vaccination strategy based on community linkers, arXiv preprint arXiv:1409.7017 (2014).

[34] A. Chaintreau, P. Hui, J. Crowcroft, C. Diot, R. Gass, J. Scott, Impact of human mobility on opportunistic forwarding algorithms, IEEE Transactions on Mobile Computing 6 (6) (2007) 606–620.

[35] P. Vanhems, A. Barrat, C. Cattuto, J.-F. Pinton, N. Khanafer, C. Régis, B.-a. Kim, B. Comte, N. Voirin, Estimating potential infection transmission routes in hospital wards using wearable proximity sensors, PloS one 8 (9) (2013) e73970.

[36] V. Gemmetto, A. Barrat, C. Cattuto, Mitigation of infectious disease at school: targeted class closure vs school closure, BMC infectious diseases 14 (1) (2014) 695.

[37] L. Isella, J. Stehlé, A. Barrat, C. Cattuto, J.-F. Pinton, W. Van den Broeck, What’s in a crowd? analysis of face-to-face behavioral networks, Journal of theoretical biology 271 (1) (2011) 166–180.

[38] M. Génois, A. Barrat, Can co-location be used as a proxy for face-to-face contacts?, EPJ Data Science 7 (1) (2018) 11.

[39] M. G. Kendall, A new measure of rank correlation, Biometrika 30 (1/2) (1938) 81–93.

[40] V. Latora, M. Marchiori, Efficient behavior of small-world networks, Physical Review Letters 87 (19) (2001) 198701.

[41] X.-X. Zhan, A. Hanjalic, H. Wang, Information diffusion backbones in temporal networks, Scientific reports 9 (1) (2019) 1–12.

[42] M. Kivelä, A. Arenas, M. Barthelemy, J. P. Gleeson, Y. Moreno, M. A. Porter, Multilayer networks, Journal of complex networks 2 (3) (2014) 203–271.
[43] S. Boccaletti, G. Bianconi, R. Criado, C. I. Del Genio, J. Gómez-Gardenes, M. Romance, I. Sendina-Nadal, Z. Wang, M. Zanin, The structure and dynamics of multilayer networks, Physics Reports 544 (1) (2014) 1–122.

[44] W. Wang, Q.-H. Liu, J. Liang, Y. Hu, T. Zhou, Coevolution spreading in complex networks, Physics Reports 820 (2019) 1–51.