Multi-field inflation in high-slope potentials
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Abstract. We present two families of multi-field potentials that support inflation while satisfying the refined de Sitter and the distance swampland conjectures. Both families feature Planck-compatible phenomenology. The first is a helix-type potential, in a flat field-space metric, that satisfies the conjectures via a high turning rate. This model has a tensor-to-scalar ratio close to, but below, the current experimental limits and small non-gaussianities. The second family, an example of orbital inflation, utilizes a negatively curved field metric to achieve prolonged inflation with nontrivial turning in the presence of a tachyonic direction. Although perturbations in this model undergo an exponential growth before horizon exit, it is always possible to match the measured amplitude of the power spectrum by lowering the scale of inflation if the turning rate is low enough. We identify a Planck-compatible region of parameter space in which the scale of inflation is above that of nucleosynthesis. Due to the rapid growth, this model predicts an exponentially suppressed value for the tensor-to-scalar ratio.
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1 Introduction

In multi-field models it is possible to have both a period of inflation and a steep potential \([1–3].\) In these models the ratio of the gradient of the potential to the potential is still proportional to the rate of time evolution of the Hubble parameter, but the proportionality coefficient can be much larger than one:

\[ \epsilon_V \simeq \epsilon_H \left( 1 + \frac{\omega^2}{9H^2} \right), \quad \epsilon_V = \frac{M_{Pl}^2}{2} \left( \frac{|\nabla V|}{V} \right)^2, \quad \epsilon_H = -\frac{\dot{H}}{H^2}. \] (1.1)

Here \( \omega \) (called \( \Omega \) in some references) measures the turning rate of the trajectory, and it has been assumed that \( \epsilon_H \) and \( |\eta_H| \ll 1 \). The relation (1.1) is a statement about the background field motion. It is the first step toward a viable inflation model, but fitting the experimental data will impose further constraints both on the classical trajectory (number of e-folds) and on the quantum fluctuations: \( n_s, r, \) isocurvature power and non-gaussianities. It is known that models of multi-field inflation can produce sizable isocurvature power whenever \( \omega \neq 0 \) for some field masses \([12–15].\) It is also known that they can be unstable \([16].\) For these reasons it is important to build and analyze actual models.

In this paper we construct potentials with large values of \( \epsilon_V \gtrsim 1 \), both in flat and negatively curved field-space geometries, and probe their compatibility with the experimental limits. More precisely, the examples below satisfy the constraint \([17]\)

\[ \epsilon_V \gtrsim 1 \quad \text{or} \quad \eta_V \lesssim -1 \]

\[ \eta_V \equiv M_{Pl}^2 \times \text{minimum eigenvalue}(V_{IJ})/V \] (1.2)

\(^1\)See \([4–11]\) for exploring alternative ways of making inflation compatible with steep potentials.
in a region of field space of magnitude $\Delta \phi \gtrsim M_{\text{Pl}}$, where $\Delta \phi$ is the geodesic distance in field-space. The two examples we provide will illustrate that imposing compatibility with CMB data significantly reduces the parameter space that satisfies (1.1). The possibility of generating inflation in potentials with these properties is intriguing in view of the swampland conjectures [17–22], though the approach followed in this paper is bottom-up. In fact, we lack a compelling reason to expect a top-down approach to generate the combination of metric and potential of the examples that we analyze.

Hyperinflation [3] is an interesting idea that balances large potential gradients against the (negative) curvature of field space to generate a period of inflation. Negative curvature field-space metrics appear frequently in string theory compactifications. The second family of solutions we present in this work uses the same field-space metric as Hyperinflation but a different potential. The follow-up work to the initial Hyperinflation proposal has focused on its quantum fluctuations [157]. In particular, [16, 158–160] have pointed out that the perturbations experience an exponential growth before horizon exit due to the rapid turning trajectory and the negatively curved field space. This is not fatal as long as the turning rate is low enough [49, 161]. Further work by Bjorkmo and Marsh [43, 57] has generalized the idea of hyperinflation to models with more than two fields and a broader class of potentials.

The two families of potentials analyzed in this paper are distinct from hyperinflation, but create similarly strong non-geodesic inflationary trajectories. The helix-type potential assumes a flat field space metric and is hence clearly different from hyperinflation. The second family is a particular example of orbital inflation [59, 162] which assumes the same negatively curved field space as hyperinflation but has a different potential. Its perturbations face similar challenges to hyperinflation. As we will explain in section 4, this model has a region of parameter space for which the refined swampland constraints are compatible with current experimental data. As in hyperinflation, these solutions lead only to experimentally compatible results when inflation happens at very low scales. A measurement of the metric perturbations in the near future would rule out this family of models as realizations of inflation that are compatible with the refined swampland conjectures.

2 Notation

Before describing our models, a quick note on notation. We consider models with $N_f$ scalar fields in $(3+1)$ spacetime dimensions and Friedman-Lemaître-Robertson-Walker metric, with spacetime metric signature $(−,+,+,+)$. The field-space has a metric $G_{IJ}(\phi^I)$. Greek letters label space-time indices, lower-case Latin letters label spatial indices and upper-case Latin letters label field-space indices, $I,J = 1,2,\ldots,N_f$. We work in units where the reduced Planck mass is set to one, but occasionally insert it in expressions to make dimensions apparent.

With these assumptions the equations of motion for the background fields are:

$$D_t \dot{\phi}^I + 3H \dot{\phi}^I + G^{IJ} V_{,J} = 0$$

(2.1)

where $V_{,I} \equiv D_I V$. The covariant derivative with respect to cosmic time is defined as:

$$D_t A^I \equiv \dot{A}^I + \Gamma^I_{JK} A^J \dot{\phi}^K.$$

(2.2)

As these two equations show, it is possible to offset large gradients in the potential against curvature to have slow-roll inflation.

---

For a follow-up on the cosmological consequences of the conjectures, see [2, 11, 18–21, 23–156]. An interesting possibility is that the conjectures are a consequence of forbidding eternal inflation [23].
2.1 Perturbations

This section largely follows the notation of [163]. The evolution of the perturbations is given by:

\[ D_t^2 Q^I + 3 HD_t Q^I + \left[ \frac{k^2}{a^2} \delta^I J + \mathcal{M}^I J - \frac{1}{a^3} D_t \left( \frac{a^3}{H} \dot{\phi}^I \dot{J}^I \right) \right] Q^I = 0 \]  

(2.3)

where \( Q^I \) are the Mukhanov-Sasaki variables. They are gauge invariant with respect to space-time gauge transformations to first order in the perturbations. The mass-squared matrix appearing in the equation of motion for the perturbations is

\[ \mathcal{M}^I J \equiv \mathcal{G}^{IK} (D_J D_K V) - \mathcal{R}_{LMJ} \dot{\phi}^L \dot{\phi}^M \]  

(2.4)

where \( \mathcal{R}_{LMJ} \) is the Riemann tensor for the field-space manifold. We may decompose the perturbations along directions tangent (adiabatic: \( Q_\sigma \)) and perpendicular (entropic: \( \delta s^I \)) to the classical trajectory:

\[ Q_\sigma \equiv \dot{\sigma}_t Q_t = \frac{\dot{\sigma}}{H} \mathcal{R}_c, \quad \text{where} \quad \dot{\sigma}^I \equiv \frac{\dot{\phi}^I}{\sigma}, \quad \dot{\sigma}^2 \equiv G_{IJ} \dot{\phi}^I \dot{\phi}^J \]

\[ \delta s^I \equiv \delta s^I Q^I, \quad \dot{\delta} s^I \equiv \dot{G}^{IJ} - \dot{\sigma}^I \dot{\sigma}^J \]

\[ \omega^I \equiv D_t \sigma^I = -\frac{1}{\dot{\sigma}} V_K \dot{s}^{IK} \quad \omega = |\omega^I| \]

Here, \( \mathcal{R}_c \) is the gauge invariant curvature perturbation. The equation for the adiabatic mode is:

\[ \ddot{Q}_\sigma + 3 H \dot{Q}_\sigma + \left[ \frac{k^2}{a^2} + M_{\sigma \sigma} - \omega^2 - \frac{1}{a^3} \frac{d}{dt} \left( \frac{a^3}{H} \dot{\sigma}^2 \right) \right] Q_\sigma = 2 \frac{d}{dt} (\omega J \delta s^I) - 2 \left( \frac{V_\sigma}{\dot{\sigma}} + \frac{\dot{H}}{H} \right) (\omega J \delta s^I). \]  

(2.5)

This indicates that there is a particular combination of entropic modes with special physical significance \( (\omega J \delta s^I) \). To separate this combination from the rest, one introduces a unit vector that points in the direction of the turning rate:

\[ \delta s^I \equiv \delta s^I Q^I, \quad B^I \equiv \gamma^I J Q^J. \]  

(2.7)

The evolution of \( Q_\sigma \) is given by the equation:

\[ \ddot{Q}_\sigma + 3 H \dot{Q}_\sigma + \left[ \frac{k^2}{a^2} + M_{ss} + 3 \omega^2 - \Pi^2 \right] Q_\sigma \]

\[ = 4 \frac{k^2}{a^2} \frac{\omega}{\sigma} \Psi - D_t (\Pi_J B^J) - \Pi_J D_t B^J - M_{IJ} \delta^J \dot{s}^I - 3 H (\Pi_J B^J) \]  

(2.8)

where \( \Pi^I = \frac{1}{a} \mathcal{M}_{KJ} \dot{\phi}^K \dot{\phi}^J \), \( M_{ss} \equiv M_{IJ} \delta^J \dot{s}^I \), and

\[ \frac{k^2}{a^2} \Psi = \frac{\dot{H}}{H} \frac{d}{dt} \left( \frac{H}{\dot{\sigma}} Q_\sigma \right) - 2 \frac{2 H \omega}{\dot{\sigma}} Q_\sigma. \]  

(2.9)

Taking the sub- and super-horizon limits respectively, the evolution of \( Q_\sigma \) becomes:

\[ 0 = \ddot{Q}_\sigma + 3 H \dot{Q}_\sigma + \begin{cases} \left( \frac{k^2}{a^2} + M_{ss} - \omega^2 \right) Q_\sigma - 4 \frac{H}{\dot{\sigma}} \frac{d}{dt} \left( \frac{H}{\dot{\sigma}} Q_\sigma \right) & \text{if } k^2 \gg (aH)^2 \\ (M_{ss} + 3 \omega^2) Q_\sigma & \text{if } k^2 \ll (aH)^2 \end{cases} \]  

(2.10)

We denote the entropic mode’s effective super-horizon mass in two-field inflation as \( \mu_{ss}^2 \equiv M_{ss} + 3 \omega^2 \) and the effective sub-horizon mass as \( \mu_{ss,\text{sub}}^2 \equiv M_{ss} - \omega^2 \).
3 Helix-trajectory potentials

In this section we present a class of three-field helix-like potentials in flat field-space with a high turning rate, a large $\epsilon_V$, and observationally consistent phenomenology.

Different potentials with helix-type behavior have been studied before in [59, 164, 165]. However, all of them are two-field models and none of them support high-slope inflation with $\epsilon_V \gtrsim \mathcal{O}(1)$. Other differences include: trajectories following the minima of Dante’s Inferno [164] produce no turning. Spiral Inflation produces turning [165] but has a tachyonic mode and a growing radius. The potential presented below is single-valued while the example of Shift-symmetric Orbital Inflation in [59] is multi-valued and has an additional shift symmetry which guarantees a flat direction in the potential. We later analyze an instance of orbital inflation in section 4.

The helical potential described here is the first flat field space construction to locally satisfy the dS conjecture and produce observationally consistent phenomenology. This potential forces a helical trajectory in field space. There are three fields, $x, y, z$, with canonical kinetic terms.

$$V = \Lambda^4 \left( e^{z/R} + \Delta \left( 1 - \exp \left[ \frac{-(x - A \cos z/f)^2 - (y - A \sin z/f)^2}{2\sigma^2} \right] \right) \right)$$

The potential is exponential in $z/R$, other than a gaussian divot curled into a helix with radius $A$ and period $2\pi/f$. The depth and width of the divot are set by $\Delta$ and $\sigma$ respectively. See figure 1.

This potential can fulfill the dS-conjecture in a wide inflationary region. It will be helpful to define new fields $(\delta r, \theta, z)$ centered on the track. These relate to $(x, y, z)$ by

$$\begin{align*}
x &= A \cos(z/f) + \delta r \cos \theta \\
y &= A \sin(z/f) + \delta r \sin \theta \\
z &= z
\end{align*}$$

The new field space metric becomes

$$G_{IJ} = \begin{pmatrix}
1 & 0 & -\frac{4}{f} \sin(z/f - \theta) \\
0 & \delta r^2 & \frac{4}{f} \delta r \cos(z/f - \theta) \\
-\frac{4}{f} \sin(z/f - \theta) & \frac{4}{f} \delta r \cos(z/f - \theta) & 1 + A^2 / f^2
\end{pmatrix}$$

and the potential takes the simpler form $V = \Lambda^4 \left( e^{z/R} + \Delta \left( 1 - \exp \left[ \frac{-\delta r^2}{2\sigma^2} \right] \right) \right)$. In these coordinates $\epsilon_V$ takes the form

$$\epsilon_V = \frac{\Delta^2 \delta r R^2 + \sigma^4 e^{\frac{\delta r^2}{2\sigma^2} + \frac{2\pi}{f}}}{2R^2 \sigma^4 \left( \Delta - e^{\frac{\delta r^2}{2\sigma^2}} (\Delta + e^{z/R}) \right)^2}.$$ 

For later convenience we also define the Cartesian offsets from the center of the track $\delta x = x - A \cos(z/f)$ and $\delta y = y - A \sin(z/f)$, such that $\delta r^2 = \delta x^2 + \delta y^2$.

This potential can satisfy the refined dS conjecture in a wide inflationary region. At constant $z$ and far away from the track or along its center ($\delta r \to 0, \infty$), $\epsilon_V \to 1/(2R^2)$, so
Figure 1. The helix-path potential (3.1). The potential is plotted so that cloud density increases as $V$ decreases. Note that the center of the helical track is always a constant $\Delta$ lower than its surroundings, while the decrease in the $e^{z/R}$ term appears as an increasing cloudiness in the volume around the helix towards the bottom of the plot, partially hiding it from view. We encourage readers to view this plot in color. Parameters chosen for this plot were illustrative and not in the regime of inflationary interest.

we can fulfill the conjecture in this limit with the choice of a small enough $R$. The walls of the track are always steeper than its center, so the entire track fulfills the conjecture if the center does. However, away from the track in the $z \to -\infty$ limit, $\epsilon_V \to 0$, so this region of the potential does not fulfill the conjecture. Because this region is distant from the inflationary region ($\epsilon_V = 10^{-3}$ at $\Delta \phi \sim 7.3 M_{Pl}$ from the start of inflation using the parameters in figure 3) and the swampland distance conjecture tells us that we should not trust effective field theories in asymptotic field space anyway, we do not consider its presence to diminish our argument.

3.1 Background dynamics
The background equations of motion are

$$H^2 = \frac{V}{3 - \epsilon_H}$$

$$\delta r'' + (3 - \epsilon_H) \delta r' - \delta r \theta'^2 + \frac{A}{f^2} \cos(z/f - \theta) z'^2$$

$$+ \frac{A^4}{H^2} \left( \frac{\Delta \delta r}{\sigma^2} e^{-\delta r^2/(2\sigma^2)} \left( 1 + \frac{A^2}{f^2} - \frac{A^2}{f^2} \cos^2(z/f - \theta) \right) + \frac{A e^{z/R}}{f R} \sin(z/f - \theta) \right) = 0$$
\[ \theta'' + (3 - \epsilon_H)\theta' + 2 \frac{\delta r' \theta'}{\delta r} \sin(2z/f - 2\theta) z'^2 + \frac{\Lambda^4 A}{2f^2 H^2} \left( - \frac{A \Delta e^{-\delta r^2/(2\sigma^2)} \sin(2z/f - 2\theta)}{\sigma^2} - \frac{2f e^{z/R} \cos(z/f - \theta)}{R \delta r} \right) = 0 \]

\[ z'' + (3 - \epsilon_H)z' + \frac{\Lambda^4}{H^2} \left( \frac{A \Delta \delta r e^{-\delta r^2/(2\sigma^2)} \sin(z/f - \theta) + 1}{R} + \frac{e^{z/R}}{R \delta r} \right) = 0 \quad (3.5) \]

where primes denote e-fold derivatives \( \partial_t \equiv H \partial_N \). Note that the background evolution depends only on the combination \( \Lambda^4/H^2 \), which is independent of \( \Lambda \). However, the same is not true for the perturbations. We will later exploit this to set the amplitude of the scalar perturbations without affecting the background evolution.

There is a steady-state solution with the fields approximately centered in the helical track, which we give in appendix A. We term this solution “steady-state” because all of its slow-roll parameters are constants in time. It is analytically tractable, and gives high-slope inflation \( (\epsilon_V \gg \epsilon_H) \) in a wide region of parameter space. Numerically, small perturbations \( (\Delta \delta r \lesssim \sigma/4) \) around the trajectory converge to the steady-state solution. As we show in the appendix, while classically viable, this solution generates an observationally-excluded tensor power so we will not study it here.

Some perturbations around the steady-state solution only converge to it at late times — we term these “metastable” solutions. As we show in subsection 3.2 below, this model’s Planck-compatible regions of parameter space correspond to this class of solutions. We lack an analytic description of these metastable dynamics,\(^3\) which we compare to the steady-state dynamics in figure 2. In brief, the metastable solution falls much more slowly in the \( z \) direction, with \( z'_{\text{metastable}} \sim z'_{\text{steady-state}}/3 \) initially. Due to the decreased velocity down the helix, the fields also stay closer to its center, with \( \delta x_{\text{metastable}} \) and \( \delta y_{\text{metastable}} \) smaller than their steady-state counterparts. We present the slow-roll parameters of one realization of the metastable solution in figure 3. These parameters give \( \epsilon_V \sim 0.5 \) outside the track, and a turning rate \( \omega^2/H^2 \sim 10^4 \).

The steady-state solution has a constant \( \epsilon_H \) as is common to exponential inflation, so inflation does not end. The metastable solution in the regime of interest has \( \epsilon_H < \epsilon_H_{\text{steady-state}} \), so it also cannot end inflation. However a small modification to the potential can end inflation without affecting the background behavior during the moment of horizon-crossing, and leave the perturbations invariant. We take the depth of the track to vary along the motion, so that it decreases as

\[ \Delta(z) = \Delta_0 \tanh \left( \frac{z - z_{\text{end}}}{f_t} \right) \quad (3.6) \]

where \( \Delta(z_0) \approx \Delta_0 \), and \( \epsilon_H \to 1 \) occurs approximately when \( z \to z_{\text{end}} \).

### 3.2 Perturbations

As can be seen in figure 3, the two entropic masses are both larger than the adiabatic mass. With heavy isocurvature masses, multi-field inflationary scenarios with high turning rates produce perturbations similarly to single-field models with a reduced speed of sound \( c_s \). This has been rigorously derived for two-field scenarios in [168–170] and for three-field scenarios

\(^3\)Many of our parameter selections were found with a differential evolution optimizer from the BlackBoxOptim.jl package [166], applied to our Julia-language implementation of the transport method [167].
Figure 2. A comparison of metastable (blue) and steady-state (dashed, yellow) dynamics in the helix potential (3.1), without the inflation-ending modification (3.6). In the top row, we plot ($\delta x, \delta y, z$) in units of $M_{Pl}$ at an early time, when the metastable solution has a smaller $z'$, and smaller orbit around the helix’s center in the $x,y$-plane. In the bottom row, the metastable solution has converged to a steady-state solution (with a different initial $z$ than the metastable solution) by $N_e \simeq 290$.

In [171]. This effective single-field theory becomes more accurate as the gap between the adiabatic and entropic masses grows. Although in our case the masses are not parametrically separated, we can study the single-field effective theory from integrating them out, knowing that it is subject to $M_{\sigma\sigma}/M_{\text{entropic}}$ corrections.

In our notation, the effective speed of sound is

$$\frac{1}{c_s^2} = 1 + \frac{4\omega^2(V_{\gamma\gamma} - |\dot{\gamma}|^2)}{\det M}$$

$$M \equiv \begin{pmatrix} V_{ss} - \omega^2 - |\dot{\gamma}|^2 & V_{s\gamma} \\ V_{s\gamma} & V_{\gamma\gamma} - |\dot{\gamma}|^2 \end{pmatrix}$$

where $s^i$ and $\gamma^i$ are normal and binormal unit vectors to the trajectory as in (2.6). For the fields $x,y,z$ in flat space, $\hat{\gamma} \equiv \hat{\sigma} \times \hat{s}$.

The perturbations of single-field models with reduced speed of sound are well studied [168, 169, 172]. The spectral tilt in such models is

$$n_s - 1 \simeq -2\epsilon_H - \eta_H - \kappa$$

where $\kappa \equiv c'_s/c_s$. Similarly the tensor-to-scalar ratio is given by

$$r = 16\epsilon_H c_s$$

which is suppressed in the small $c_s$ limit. The equilateral non-gaussianity is inversely proportional to $c_s$, however, so the sound speed cannot be made arbitrarily small and agree with observations.

$$f_{NL}^{(eq)} = \frac{125\epsilon_H}{108c_s^2} + \frac{5c_s^2}{81}\left(1 - \frac{1}{c_s^2}\right)^2 + \frac{35}{108}\left(1 - \frac{1}{c_s^2}\right)$$
Figure 3. Background evolution for the helix potential (3.1), with inflation-ending modification (3.6). Parameter values used were $R = 1.07 \, M_{\text{Pl}}$, $\Delta_0 = 8.44$, $A = 3.47 \times 10^{-3} \, M_{\text{Pl}}$, $f = 7.85 \times 10^{-4}$, $\sigma = 8.9 \times 10^{-3} \, M_{\text{Pl}}$, $f_t = 0.1 \, M_{\text{Pl}}$. The initial value of $z$ and $z_{\text{end}}$ were chosen to give 87.6 e-folds. The excursion covered is large, but not asymptotically so $\Delta \phi \sim 1.5 \, M_{\text{Pl}}$ (3.1 $M_{\text{Pl}}$) in the unmodified (modified) potential. The difference in excursion, compared to the unmodified case, occurs during the last 0.1 e-folds.

In our steady-state solution, $\eta_H \approx \kappa \approx 0$, and $c_s \gtrsim 0.8$. This solution, then, influences $n_s$ only by the effects of $\epsilon_H$, and a large $\epsilon_H$ is needed for $n_s$ to be Planck-compatible. Unfortunately, this also raises the expected tensor power, $r$, observationally excluding this solution. Our metastable solution, however, has a much smaller $c_s$ and cannot be excluded by the same reasoning. $\eta_H$ and $\kappa$, while small, are not negligible. This argument was verified with a full transport method evolution of the perturbations, which is equivalent to tree-level in the in-in formalism (see appendix B for a brief overview of the method). The powerspectra corresponding to the background evolution in figure 3 are shown in figure 4.

We emphasize these models have low isocurvature ($r_{\text{iso}} \equiv P_{\text{iso}}(k_*, N_{\text{end}})/P_\zeta(k_*, N_{\text{end}}) \sim 10^{-4}$) and a featureless adiabatic powerspectrum. The computed values of $n_s$ and $r$ lie within the 2$\sigma$ Planck ellipse in the $n_s$-$r$ plane. Tensor modes are speed-of-sound suppressed, with $c_s \sim 0.5$.

We did not perform any numerical analysis of the bispectrum of perturbations, but the effective single-field result can give an estimate. For the horizon-exit value of an $\epsilon_H \sim 0.006$,
Figure 4. Powerspectra of scalar and tensor modes during the background dynamics of figure 3, evolved with the transport method. The plot begins when we impose Bunch-Davies initial conditions for the modes, and ends at the end of inflation. Horizon exit occurs at $N^\star = -55$ for the pivot scale $k^\star = 0.002$ Mpc$^{-1}$. This simulation has tensor-to-scalar ratio $r = 0.036$ and the spectral index $n_s = 0.9685$. At the end of inflation, isocurvature power is suppressed by a factor of $\sim 10^4$.

a sound speed of $0.1 \lesssim c_s$ is consistent with the 1σ value from Planck 2018 [173, 174]. With the speed of sound in figure 4 we estimate $f_{NL}^{(eq)} \simeq -18$, well within the 1σ bound.

The EFT results for $n_s$ and $r$ do not agree exactly with their transport-method counterparts: $n_s|_{EFT} - n_s|_{transport} \sim 0.005$ and $r|_{EFT} = 0.0676 \sim 1.87 r|_{transport}$. The EFT is not in its full regime of validity, due to the relatively small mass gap between $M_{\sigma\sigma}$ and $M_{ss}$. Nonetheless, we expect a full numerical calculation of $f_{NL}^{(eq)}$ to be Planck-compatible, given that we would need almost an effective $c_s$ a factor of 5 lower to reach 1σ tension with the Planck result. It would be interesting to explore the full transport-method evolution and shape of this model’s bispectrum. In addition to equilateral non-gaussianity, $c_s \neq 1$ trajectories have also been proposed to generically source large non-gaussianities in folded configurations [15, 175].

The model presented here is the first flat field space high-turning rate inflationary solution consistent with the dS-conjecture — it also has Planck-compatible regions of parameter space. The predicted tensor power is relatively high, and within the range of upcoming experiments, e.g. LiteBIRD [176]. Effective reduced speed-of-sound models virtually guarantee either relatively large tensor modes ($r \gtrsim 10^{-3}$) or large equilateral non-gaussianity, and increased bounds on both would tightly constrain this type of track-like construction.

4 Superpotential model

In this section we study, and then modify, an analytically simple model with negative field-space curvature studied by Chen et al. [177] in the context of primordial non-gaussianities. This is a particular case of a larger family of potentials analyzed in [59, 162] that is conducive to analytical results. We begin by highlighting the model’s desirable classical behavior: it
can achieve a sufficiently high number of e-folds of inflation with distinctly non-geodesic motion, while globally satisfying the refined de Sitter conjecture (1.2). We then discuss the challenges of making the quantum fluctuations’ phenomenology sound. The single-field EFT used in section 3 breaks down, so analysis of the perturbations must be entirely two-field. When combined with the negative field-space curvature, a high rate of turning is known to yield an exponential growth of the perturbations before horizon exit. This is not fatal, but bounds the turning rate from above to prevent the scale of inflation from dipping below the nucleosynthesis scale. This section shows that it is possible to construct a model that satisfies all these constraints.

The model has two fields, $\phi^I = \{X, Y\}$, with a hyperbolic metric:

$$g_{IJ} = \begin{pmatrix} e^{2Y/R_0} & 0 \\ 0 & 1 \end{pmatrix}$$  \hspace{1cm} (4.1)

with non-vanishing Christoffel symbols and Riemann tensor components

$$\Gamma^X_{XY} = \Gamma^X_{YX} = \frac{1}{R_0}, \hspace{1cm} R^Y_{XYX} = -2e^{2Y/R_0}$$

$$\Gamma^Y_{XX} = -\frac{1}{R_0}e^{2Y/R_0}, \hspace{1cm} R^X_{YYX} = -R^X_{YXY} = \frac{1}{R_0}. $$  \hspace{1cm} (4.2)

The potential is built from a “superpotential,” $W = W(X)$:

$$V(X, Y) = 3W^2 - 2G^{IJ}W_IW_J.$$  \hspace{1cm} (4.3)

Note that due to the minus sign and the dependence on real-valued fields, $W$ is not a true superpotential; we use the term simply for convenience. This form of the potential can be realized in two ways: by demanding that inflation occurs along an isometry direction of the metric [59], or by enforcing $\dot{Y} = 0$ and a potential of the form $V(X, Y) = h(X) + f(X)g(Y)$; see appendix C for a derivation. The dynamics are given by:

$$\dot{\phi}^I = -2G^{IJ}W_J = \left(-2e^{-2Y/R_0}W_X, 0\right)$$  \hspace{1cm} (4.4)

$$H = W$$  \hspace{1cm} (4.5)

$$\omega^I = \left(0, \frac{2}{R_0}e^{-Y/R_0}W_X\right)$$  \hspace{1cm} (4.6)

$$\epsilon_H = \frac{R_0^2 \omega^2}{2H^2}. $$  \hspace{1cm} (4.7)

In consideration of the de Sitter conjecture, we can constrain the geometric scale $R_0$ by imposing high-turning, slow-roll inflation independent of the form of the superpotential: choosing $\omega/H \gtrsim 10^4$ and $\epsilon_H \lesssim 10^{-2}$ fixes $R_0 \lesssim 10^{-2}$.

An exponential superpotential,

$$W = Ae^{X/R_1},$$  \hspace{1cm} (4.8)

can easily meet $\epsilon_H \ll 1$, $\epsilon_V \gtrsim 1$, and $\omega/H \gg 1$ along the trajectory for all time. We find the following analytic results:

$$Y(N) = Y_0, \hspace{1cm} X(N) \equiv X_N = X_0 - \frac{2}{R_1}e^{-2Y_0/R_0}N$$  \hspace{1cm} (4.9)

$$N(t) = \frac{R_1}{2}e^{2Y_0/R_0} \log \left[ \frac{2A}{R_1^2}e^{X_0/R_1 + 2Y_0/R_1 t} + 1 \right]. $$  \hspace{1cm} (4.10)

\[ \text{Note that models with a similar field space metric and different potentials have been presented in [13, 178].} \]
Here, $N$ is the number of e-folds elapsed since the start of inflation, and $t$ is cosmic time. We note that the superpotential scale $R_1$ cannot be chosen independently of $Y_0$ while maintaining slow-roll inflation. Using the above constraint on $R_0$, we find $e^{-Y_0/R_0}/R_1 \approx 10^{-1}$. Hence, there exists a one-dimensional family of values for $R_1$ and $Y_0$ with the desired inflationary behavior. We further emphasize that $\epsilon_V$ parametrizes potential gradients throughout the entire field space, whereas the dynamical expressions above pertain to a particular inflationary trajectory.

We observe that the inflationary trajectory (4.9) proceeds in the negative $X$ direction at a fixed value of $Y$. The “turning” of this path can be seen by comparing against geodesics of this field space, which take the form:

$$\tilde{Y}(X) = R_0 \log \left[ \frac{R_0}{\sqrt{C - X}} \sqrt{K + C - X} \right].$$

A derivation is presented in appendix D. The constants $K$ and $C$ may be chosen such that the geodesic passes through any two points $(X_1, Y_1)$ and $(X_2, Y_2)$ such that $X_1 \neq X_2$; their values are given in (D.11) and (D.12). Evidently, the trajectory (4.9) is strongly non-geodesic, with rapid turning for appropriately chosen parameters $R_0$, $R_1$, and $Y_0$.

An important feature of this class of trajectories is that field excursions are easily made sub-Planckian due to the small value of $R_0$. This ensures that the effective field theory with scalar potential (4.3) does not break down over the course of inflation [18, 19]. The excursion is defined as the geodesic distance between two points $(X_i, Y_i)$ and $(X_f, Y_f)$ and is given by (D.15). We consider a trajectory from the initial point $(X_i, Y_i) = (X_0, Y_0)$ up until the point corresponding to $N$ e-folds of inflation $(X_f, Y_f) = (X_N, Y_0)$. Choosing a geodesic that passes through these points, the expressions for $K$ and $C$ simplify:

$$K = \sqrt{(X_N - X_0)^2 + 4Q} \quad (4.15)$$
$$C = \frac{X_N + X_0 + K}{2}, \quad (4.16)$$

where $Q = R_0^2 e^{-2Y_0/R_0}$. The geodesic distance (D.15) reduces to

$$S = \frac{R_0}{2} \log \left[ \left( \frac{X_0 - X_N + K}{X_0 - X_N - K} \right)^2 \right].$$

The small geometric scale $R_0$, required to have high-turning inflation, strongly suppresses the distance for many possible values of $X_0$ and $X_N$, which ensures that the potential is valid throughout inflation. A sample trajectory with rapid turning and sub-Planckian field excursion is displayed in figure 5 with the corresponding geodesic connecting $X_0$ and $X_N$.

We note that $\epsilon_V$ vanishes for $Y \gg R_0$. Although this conflicts with the gradient swampland conjecture, we find that the refined de Sitter conjecture [19] still holds. In particular, this model satisfies the right half of (1.2): $\eta_V$ is globally negative. Since the superpotential
Figure 5. A trajectory of the form (4.9) with $N = 300$ e-folds of inflation with $X_0 = 0.5$, $X_N = -12.05$, $Y_0 = 0.0077$, $R_0 = 0.0034$, and $R_1 = 0.5$. The geodesic connecting $(X_0, Y_0)$ to $(X_N, Y_0)$ extends below the trajectory and yields a field excursion of $0.071 \ M_{Pl}$. The line at $Y = 0.012$ corresponding to $\epsilon_V = 1$ is highlighted as well, with $\epsilon_V > 1$ everywhere below this line.

Figure 6. The minimum eigenvalue of the covariant Hessian matrix for $R_0 = 0.0034$ and $R_1 = 0.5$. This quantity is independent of $X$. The asymptotic behavior arises from the potential $V$ vanishing at $Y = 0.00167$ and becoming negative below this value. For large positive and negative $Y$, $\eta_V$ asymptotes to approximately $-3$ and $-20$ respectively, thus satisfying the refined de Sitter swampland conjecture.

is chosen to be an exponential, $\eta_V$ is independent of $X$ for this model. Figure 6 displays $\eta_V$ as a function of $Y$, with asymptotic values that are $O(-1)$. Therefore, this potential indeed satisfies the refined de Sitter conjecture globally, in spite of $\epsilon_V$ vanishing for $Y$ sufficiently large.
Furthermore, we observe that there are values of $Y$ for which neither conjecture regarding the potential need be satisfied, namely those at which the potential becomes negative:

$$Y < \frac{R_0}{2} \log \left[ \frac{2}{3(R_1)^2} \right].$$

The classical solution does not yield inflation in this region, since this corresponds to $\epsilon_H > 3$ along the trajectory. Hence, initial conditions must be chosen such that this region is avoided.

The primary drawback to this model lies in $\eta_H$ being identically 0, so inflation does not end.\(^5\) In order to terminate inflation, we seek an alternate superpotential such that $\epsilon_H$ crosses unity from below. In particular, we choose a function that preserves the exponential behavior at asymptotic values of $X$. Consider:

$$W(X) = A e^{X/R_1} \left[ \tanh \left( \frac{X}{R_2} \right) + 1 \right].$$

This modification preserves the positivity of the superpotential, and hence the Hubble parameter. From (4.4), the equations of motion are:

$$\dot{X} = -2Ae^{-2Y_0/R_0} e^{X/R_1} \left[ \frac{\tanh(X/R_2)}{R_1} + \frac{\text{sech}^2(X/R_2)}{R_2} \right], \quad \dot{Y} = 0. \tag{4.20}$$

The slow-roll parameter for this model is of the form

$$\epsilon_H = \frac{2e^{-\frac{2X}{R_0}} \left[ 2R_1 + R_2 \left( e^{\frac{2X}{R_2}} + 1 \right) \right]^2}{R_1^2 R_2^2 \left( e^{\frac{2X}{R_2}} + 1 \right)^2},$$

which increases monotonically as $X$ decreases from its initial value. This ensures that inflation terminates after a finite number of e-folds.

Unlike (4.13), the value of $\epsilon_V$ for this superpotential depends on both fields $X$ and $Y$, although it still does not globally remain $O(1)$ or larger. However, parameters of the model can be chosen such that $\eta_V$ is bounded from above by $O(-1)$ values everywhere, except in a one-dimensional region near $X = 0$ where the $\tanh$ factor dominates; see figure 7. Fortunately, the parameter space allows for $\epsilon_V \gtrsim 1$ in this region, so long as the turning rate on the trajectory is sufficiently large. Therefore, the refined de Sitter conjecture remains satisfied.

The quantum perturbations in this model are well studied, since it is a subclass of orbital inflation [59] and of the broader category of models studied in [162]. A notable feature of this class of one-field superpotentials is the simplicity of the first order equations of motion, which allows for the mass-squared matrix (2.4) to be easily computed. The adiabatic component is of the form:

$$\mathcal{M}_{ss} = \omega^2 + 6H^2 \epsilon_H - \frac{3}{2} \frac{H^2 \eta_H}{H^2 \epsilon_H} - \frac{5}{2} \frac{H^2 \eta_H^2}{H^2 \epsilon_H} - \frac{1}{4} \frac{H^2 \eta_H^2}{H^2 \epsilon_H} - 2H^2 \epsilon_H^2 - \frac{1}{2} H \dot{\eta}_H. \tag{4.22}$$

Note that for high-turning inflation, $\mathcal{M}_{ss} \simeq \omega^2 + O(\epsilon_H, \eta_H)$. The entropic component has the form

$$\mathcal{M}_{ss} = -\frac{12}{R_0^2} e^{-2Y_0/R_0} W^2 = -3\omega^2. \tag{4.23}$$

\(^5\)In the sense of [41], background motion with constant slow-roll parameters can be seen as the critical point of a dynamical system.
Figure 7. The minimum eigenvalue of the covariant Hessian matrix in the vicinity of the trajectory for (4.19) with \( R_0 = 0.011, R_1 = 1.82, \) and \( R_2 = 0.05. \) For large positive \( Y, \) \( \eta_V \) asymptotes to \(-3.00. \) For large negative \( Y \) and large positive \( X, \) \( \eta_V \) asymptotes to \(-1.51, \) becoming even more negative for large negative values of \( X. \) For negative values of \( Y \) in the vicinity of \( X = 0.15, \) \( \eta_V \) has a local maximum that is positive, but \( \epsilon_H > 1 \) in this region. Hence, the refined de Sitter swampland conjecture is satisfied. The value of \( \eta_V \) along the trajectory is highlighted in blue. The trajectory is chosen to begin at \( X_0 = 1 \) along a constant value of \( Y_0 = 0.034. \) The turning rate and slow-roll parameter are approximately constant at \( \omega/H = 4.84 \) and \( \epsilon_H = 0.0015, \) respectively, until the very end of inflation, when \( \epsilon_H \) quickly rises and crosses unity at \( X_N = 0.016. \) This trajectory yields \( N = 328 \) e-folds of inflation and a field excursion of \( 0.17 \) \( M_{\text{Pl}}. \)

Hence on subhorizon scales, the effective entropic mass \( \mu_{s,\text{sub}}^2 = \mathcal{M}_{ss} - \omega^2 \) is negative and large in magnitude, due to the nontrivial turning rate\(^6\).\(^7\) From (2.10) and (2.5), we see that this sources an exponential growth of both the adiabatic and entropic power for modes with \( k^2/(aH)^2 < 4\omega^2/H^2. \) This is a manifestation of the tachyonic instability of modes with a large and negative \( \mu_{s,\text{sub}}^2/H^2 \) discussed in [49].

On superhorizon scales our model has an exactly massless entropic perturbation, as shown in [59] and [162]. This is a consequence of a flat direction in the effective potential, whose gradient is

\[
V_{\text{eff}}^\alpha = V^\alpha + 2\epsilon_H H^2 \Gamma_{\sigma\sigma}^\alpha, \quad (4.24)
\]

where \( \alpha \) indexes non-adiabatic directions. In this case, \( V_{\text{eff}}^y \) is identically zero.

After horizon exit, entropic perturbations will freeze, as seen from (2.10). As long as \( \omega/H \gtrsim 1, \) the entropic modes will feed the growth of the adiabatic modes causing them to grow linearly with time. This feature reduces the ratio of the entropic power over the adiabatic power as inflation continues and \( \omega/H \) remains large.

---

\(^6\)This precise value of the entropic mass violates the criteria of validity for the usual single-field EFT, see appendix A of [179]. The speed of sound \((c_s^{-2} = 1 + 4\omega^2/\mu_{s,\text{sub}}^2)\) diverges. For this reason, our analysis in this section is strictly two-field.

\(^7\)These masses’ dependence on \( \omega \) agrees with the rapid-turn inflationary attractor [43].
We now estimate the degree of exponential growth, $x$, of the power spectrum:

$$P_R = \frac{H_*^2}{8\pi^2\epsilon_{H^*}} e^{2x}. \quad (4.25)$$

Following the notation of [43, 161], we express the entropic component of the mass-squared matrix (2.4) as:

$$\mathcal{M}_{ss} \equiv \xi \omega. \quad (4.26)$$

From (4.23), we see that one-field superpotential models have $\xi = -3$. The equations of motion (2.5) and (2.8) can then be recast in terms of the curvature scalar $\mathcal{R}_c$ as:

$$8\ddot{\mathcal{R}}_c + 3(\dot{H} + \eta_H)\dot{\mathcal{R}}_c + \frac{k^2}{a^2}\mathcal{R}_c = \frac{2\omega}{\sqrt{2\epsilon_{H^*}}} \left[ \dot{Q}_s + (3 - \epsilon_H)HQ_s \right] \quad (4.27)$$

$$\ddot{Q}_s + 3H\dot{Q}_s + \left[ \frac{k^2}{a^2} + (\xi - 1)\omega^2 \right] Q_s = -2\omega\sqrt{2\epsilon_{H^*}}\mathcal{R}_c. \quad (4.28)$$

In order to find the growth parameter $x$, we employ the WKB method as used in [161], without dropping the Hubble friction terms in (4.27) and (4.28). We note that the slow-roll suppressed terms in (4.27) can be safely neglected in this computation. Anticipating an exponential amplification of both modes, we assume a solution of the form:

$$\mathcal{R}_c = \mathcal{R}_c(0) e^{\lambda t}, \quad Q_s = Q_s(0) e^{\lambda t}. \quad (4.29)$$

Inserting this ansatz into (4.27) and (4.28), enforcing $\lambda > 0$, and setting $\xi = -3$ for our model, we find:

$$\tilde{\lambda} \equiv \lambda/H = \frac{1}{2} \left[ -3 + \sqrt{9 - 4(k^2 - 2\kappa\omega/H)} \right], \quad (4.30)$$

where $\kappa \equiv \frac{k}{aH}$. Note that a positive $\lambda$ requires $\kappa < 2\omega/H$; since $\kappa$ decays with the number of e-folds elapsed, the exponential growth begins at $N = -\log (2\omega/H)$ before horizon crossing. The adiabatic mode then grows as:

$$\mathcal{R}_c \sim \exp \left[ \int_{-\log(2\omega/H)}^{N} \tilde{\lambda} \, dN' \right]. \quad (4.31)$$

As shown in [59], we can solve (4.27) and (4.28) on superhorizon scales to find:

$$Q_s = \frac{H_*}{2\pi}, \quad |\mathcal{R}_c|_{\text{super}}^2 = \frac{N^2_*\omega^2}{2\pi^2\epsilon_{H^*}}. \quad (4.32)$$

The total adiabatic power including sub- and superhorizon contributions is then:

$$P_R = \frac{H_*^2}{8\pi^2\epsilon_{H^*}} \exp \left[ 2\int_{-\log(2\omega/H)}^{\infty} \tilde{\lambda} \, dN' \right] \left( 1 + \frac{4N^2_*\omega^2}{H_*^2} \right). \quad (4.33)$$

---

8Rewriting the equations in this form also allows us to check the stability of the background trajectory by computing the Lyapunov exponents as in [43, 57]. To lowest order in slow-roll parameters, the exponents are $0, 0, -3H, -3H$. All are zero or negative, ensuring stability.
Figure 8. Perturbative powerspectra for the pivot-scale mode in the superpotential model, with Bunch-Davies initial conditions numerically imposed well before any subhorizon growth at 10 e-folds before horizon exit. The scalar powerspectra give $n_s = 0.966$ and $r_{iso} \sim 10^{-6}$. Tensor modes are exponentially small, with both the sub- and superhorizon growth of the adiabatic mode giving $r \sim 10^{-17}$ by the end of inflation. We measure a growth parameter $x = 15.371$, in good agreement with (4.34).

Comparing this against (4.25), we solve for the effective growth parameter at the end of inflation:

$$x = \frac{1}{2} \log \left( 1 + \frac{4N_s^2}{H_*^2} \right).$$

(4.34)

Solving the integral numerically, this yields $x = 14.962$ for $\omega_* / H_* \sim 4.84$. Fitting the transport-method adiabatic power spectrum in figure 8 yields $x = 15.371$. We observe that this agrees remarkably with the WKB calculation so long as the superhorizon contribution to the adiabatic power is also included. Including the Hubble friction terms in (4.27) was also important — neglecting them predicts $x \sim 21$, a much higher growth. Comparing this against (4.25) and taking $\epsilon_H = 0.0015$ from figure 7, we find a value for the Hubble parameter:

$$H_* \sim 10^{-12} M_{Pl} \sim 10^6 \text{ GeV}.$$  

(4.35)

Thus, the parameter space permits a mass scale of inflation compatible with nucleosynthesis bounds, $H_{\text{min}} \approx 4 \text{ MeV}$, so long as the turning rate is not excessively large. Saturating the nucleosynthesis bound requires:

$$x = \frac{1}{2} \log \left( \frac{8\pi^2 \epsilon_{H_*}}{H_{\text{min}}^2} \right) \simeq 46 + \log \left( \frac{\epsilon_{H_*}}{0.0015} \right)^{1/2}.  

(4.36)$$

For $\epsilon_{H_*} = 0.0015$, this sets an upper bound on the turning rate, $\omega \lesssim 15$.

In [49], the authors use the single-field EFT to estimate the growth of flattened non-gaussianities as a function of the growth of the power spectrum for models with an imaginary
speed of sound. We are unable to use their result to reliably compute $f_{\text{NL}}^{\text{flat}}$, due to the invalidity of the EFT for our model.

In summary, superpotentials readily admit classical trajectories with $\epsilon_H \ll 1$, and either $\eta_V \lesssim -1$ or $\epsilon_V \gtrsim 1$ in all regions. The analysis of quantum perturbations shows that the entropic mode effective mass-squared of subhorizon modes, $\mu_{2,\text{sub}}^2 = M_{ss}^2 - \omega^2$, is large and negative, giving rise to an exponential growth of the perturbations in the subhorizon regime. In order to achieve a scale of inflation compatible with nucleosynthesis, the turning rate must be bounded from above. We emphasize that the parameter space admits trajectories with a desirable turning rate and phenomenology, while satisfying the refined de Sitter conjecture globally.

5 Conclusions

In this work we present two families of multi-field potentials with a high turning rate that support inflation while satisfying the de Sitter and the distance swampland conjectures. One family has a flat field space metric while the other’s is negatively curved. We analyze perturbations around the classical solutions and check their predictions against the current CMB experimental bounds.

The flat field space model has three fields and a helix-like potential and has observationally consistent phenomenology. The predicted tensor power is relatively high, and within the range of upcoming experiments, e.g. LiteBIRD. Effectively, this model can be reduced to a single field model with reduced speed of sound. All such models virtually guarantee large tensor to scalar ratio or large equilateral non-gaussianity. This potential does not globally satisfy the refined de Sitter conjectures (1.2), but it does satisfy them around the inflationary trajectory in a region of at least $\mathcal{O}(M_{Pl})$. We do not know of any UV-complete theory that will produce this type of potential.

In the second part of the paper we analyze a negatively curved field-space metric and a family of orbital-inflation potentials. These are two-field models with a light adiabatic perturbation. The effective entropic mass is large and negative on subhorizon scales and massless on superhorizon scales. As a result, the subhorizon entropic modes source an exponential growth of the adiabatic perturbation. This bounds the turning rate from above in order to keep the mass scale of inflation compatible with nucleosynthesis bounds. The entropic perturbations freeze after horizon crossing while the adiabatic perturbation grows linearly with time. Tensor modes are exponentially suppressed in this model. In addition to terminating after a sufficient number of e-folds, the trajectory’s field excursion is easily made sub-Planckian. Furthermore, the potential always has either $\epsilon_V > 1$ or $\eta_V < -1$, thus globally satisfying the refined de Sitter swampland conjecture. This constitutes a previously unexamined model that satisfies the conjectures while achieving prolonged, finite, and phenomenologically viable inflation.
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A Steady-state solution to helical potential

We look for a solution to the equations of motion (3.5) with

\[
\begin{align*}
  z' &= -\frac{1}{R} \frac{1}{1 + \frac{A^2}{f^2}} \\
  \theta &= \frac{z}{f} + c \\
  \delta r &= b e^{z/R}
\end{align*}
\]

where \(b, c\) are constants. Near the center of the track, \(b\) is small and we neglect \(O(b^2)\), or \(O(b)\) compared to constant terms in the equations of motion. In addition we neglect the small \(z\)-dependence in \(b\) and \(c\), since it is \(O(A^2 f^2)\) and we are interested in regime with \(A\) and \(f\) both small. Our solution ansatz solves the equations of motion when

\[
\begin{align*}
  b &= \frac{A f \sigma^2 \csc(c)}{(A^2 + f^2) R \Delta} \\
  \tan c &= \frac{6 R^2 (A^2 + f^2) - f^2}{2 f R}
\end{align*}
\]

Numerically this solution is stable in a narrow basin of attraction. Small perturbations around this solution \(\delta r = b e^{z/R} + \delta \delta r\) are stable when the initial perturbation \(\delta \delta r(t_0) \lesssim \sigma/4\). With larger perturbations, either the fields exit the track, or the metastable solution of figures 2 and 3 is possible. The metastable solution does eventually converge to this steady-state solution; the metastable phase in figure 2 lasted \(\sim 250\) e-folds before doing so. However in figure 3, we ended inflation during the metastable phase.

The interesting slow-roll parameters are all constants in the steady state:

\[
\begin{align*}
  \epsilon_H &= M_p^2 \frac{1}{2 R^2} \frac{1}{1 + A^2/f^2} \\
  \epsilon_V &= M_p^2 \frac{f^2}{2 (A^2 + f^2)} \left( \frac{A^2 + f^2}{R^2} + \frac{4 A^2 f^2}{(f^2 - 6 (A^2 + f^2) R^2)^2} \right) \\
  1 + \omega^2 &= \frac{9 H^2}{\epsilon_V/\epsilon_H} = 1 + \frac{4 A^2 f^2 R^2}{(A^2 + f^2)(f^2 - 6 (A^2 + f^2) R^2)^2}.
\end{align*}
\]

This solution matches our numerics well, see figure 9.

This solution has high-slope inflation (\(\epsilon_V \gg \epsilon_H\)) in a large region of parameter space, provided we make \(A\) and \(f\) both small. The global properties of the potential remain identical to the discussion in section 3. In short, the potential satisfies the refined dS conjecture locally and regions that violate the conjecture are asymptotically far, where the distance conjecture guarantees the effective field theory is invalid anyway.

In this solution, the slow-roll parameters are constant and inflation cannot end. For the simulations in this appendix, we terminated inflation manually once it had become apparent that the perturbations had frozen on superhorizon scales, and were relatively insensitive to
the end of inflation. In our more careful analysis of section 3, our simulations were terminated by inflation ending due to a modification of the potential.

Similarly to the metastable solution in figure 3, in figure 9 the steady-state solution has both entropic masses large during the entire inflationary trajectory, so we expect an effective single-field description to be approximately valid.

In the steady state, taking the limit $b \to 0$, the speed of sound is

$$c_s = \frac{C + (2A^4 + 2A^2 f^2 (2 - 3R^2) + 3f^4 (1 - 2R^2)) e^{z/R}}{C + (2A^4 + 2A^2 f^2 (9R^2 + 2) + f^4 (18R^2 - 1)) e^{z/R}},$$

$$C \equiv \frac{2\Delta \Lambda^4 R^2 (A^2 + f^2)^4 - 2 f^4 \sigma^2 (A^2 + f^2)}{A^2 f^2 \Lambda^4 \sigma^2}$$  \hspace{1cm} (A.5)

The speed of sound can substantially differ from 1 when $C$ is subdominant to the $e^{z/R}$ terms.

In the high $z/R$ limit, $c_s$ is minimized by a small ratio of $A/f$. This expression qualitatively agrees with our numerical calculations of (3.7). For the simulation in figure 9, $c_s \simeq 1$, but it can be slightly lower.\(^9\)

The spectra tilt in reduced speed-of-sound models is given in (3.8), which we restate here for clarity:

$$n_s - 1 \simeq -2\epsilon_H - \eta_H - \kappa$$  \hspace{1cm} (A.6)

\(^9\)Parameters which provide $c_s \sim 0.8$, $n_s \sim 0.96$ are $z_0 = 1.0 M_{\text{Pl}}, R = 0.7 M_{\text{Pl}}, \Delta = 1.0, A = 6 \times 10^{-4} M_{\text{Pl}}, f = 8 \times 10^{-5} M_{\text{Pl}}, \sigma = 1.3 \times 10^{-3} M_{\text{Pl}}$. In the steady state, this solution has $\omega^2/H^2 \sim 10^5, \epsilon_V \sim 190, \epsilon_H \sim 0.02$. 

---

Figure 9. Slow-roll parameters during the numerical evolution of our helical track potential. The numerical slow-roll parameters are the blue solid lines, and our corresponding steady-state solutions (A.4) are red dotted lines. The deviations from the steady state solution decay proportional to $e^{z/R}$. Initial conditions were chosen slightly off (A.1), which give rise to oscillations as the solution settles into the steady state within a few e-folds. The potential parameters used were $A = 3 \times 10^{-3} M_{\text{Pl}}, f = 4 \times 10^{-4} M_{\text{Pl}}, \Delta = 2.0, R = 0.7 M_{\text{Pl}}, \sigma = 10^{-3} M_{\text{Pl}}$. The field-space excursion in this simulation was $\sim 0.7 M_{\text{Pl}}$ over 30 e-folds.
Figure 10. (Left) The powerspectra for a mode that exited the horizon 15 e-folds after the beginning of inflation. We begin the plot when we numerically imposed Bunch-Davies initial conditions, 8 e-folds before this mode exited the horizon. The adiabatic mode freezes on superhorizon scales, while the isocurvature powerspectra decay until they are numerically indistinguishable from zero. (Right) The adiabatic powerspectrum is smooth and featureless in $k$, with an $n_s = 0.9653$. Potential parameters match those used in figure 9.

In the steady state, $\eta_H \approx 0$ and $\kappa$ is negligibly small except for the short window of time when $C$ and the $e^{z/R}$ term are comparable in size. This region of time was avoided in our simulations. The adiabatic mode, then, influences $n_s$ only by the effects of $\epsilon_H$. Recalling our steady-state expression (A.4), we expect $\epsilon_H$ and therefore $n_s$ to be set by the ratio $A/f$. Fortunately, this is consistent with our high-slope inflation requirement, which only needs $A$ and $f$ both small. If we take $A/f \sim 7$ and $R \sim \sqrt{2}M_{\text{Pl}}$, then we expect $n_s \sim 0.96$. A simulation with Planck-compatible scalar powerspectra is shown in figure 10.

The steady-state dynamics give low isocurvature ($r_{\text{iso}} \equiv P_{\text{iso}}(k_*, N_{\text{end}})/P_\zeta(k_*, N_{\text{end}}) \sim 0$ within machine precision) and a featureless adiabatic powerspectrum. The scalar powerspectra have frozen out, so we expect these predictions to be largely independent of any late-time modification to the potential to end inflation.

For the steady-state evolution, we did not perform any numerical analysis of the tensor perturbations or bispectrum of scalar perturbations, but applied the single-field EFT to estimate these quantities.

Recalling the single-field EFT results in equ. (3.8)–(3.10), the $\epsilon_H$ in figure 9 and a $c_s \sim 1$ gives $r \sim 0.32$ and $f_{\text{NL}}^{\text{equ}} \sim 0$.

Because this solution’s slow-roll parameters are constants, the only way to achieve a lower $r$ is to lower $\epsilon_H$ and therefore raise $n_s$. This solution’s predictions then lie on a line in the $n_s$-$r$ plane, excluded from the Planck region at $\gtrsim 7\sigma$.

B Transport method

The transport method [167] is a robust and numerically stable technique for evolving inflationary perturbations. For convenience, we briefly summarize the method here. In this
section lowercase latin indices will run from 0, \ldots, 2N_f - 1, while uppercase latin indices will be consistent with the rest of this paper and run from 1, \ldots, N_f.

In the transport method, rather than evolving the perturbations directly, we evolve their two-point functions. For convenience we define a concatenation of the field and momenta perturbations \( X^a \equiv \{ Q, \delta \pi \} \), where

\[
\delta \pi^I \equiv \partial_N Q^I
\]  

(B.1)

The perturbations’ equations of motion (2.3) can be written, to tree level, as

\[
\partial_N X^a = u^a_b X^b + \ldots
\]  

(B.2)

where

\[
u^a_b \equiv \left( \begin{array}{c} 0 \\ \delta^A_B \frac{k^2}{\pi^2 H^2} - \frac{M^A_B}{H^2} \epsilon_B (\epsilon_H - 3) \end{array} \right)\]  

(B.3)

We define the two-point function as

\[
\langle X^a(\vec{k}) X^b(\vec{k}') \rangle = \frac{(2\pi)^3}{k^3} \delta(\vec{k} + \vec{k}') \Sigma^{ab}.
\]  

(B.4)

We can evolve the dimensionless two-point function \( \Sigma^{ab} \) in time as

\[
\Sigma^{ab}(N) = \Gamma^a_c(N, N_0) \Gamma^b_d(N, N_0) \Sigma^{cd}(N_0)
\]  

and

\[
D_N \Gamma^a_b = u^a_c \Gamma^c_b
\]  

(B.5) (B.6)

where \( D_N \) is a covariant e-fold derivative and \( \Gamma^a_b(N, N_0) \) propagates the evolution from a time with known initial conditions \( N_0 \), to a later time \( N \).

When a mode is sufficiently subhorizon, \( \Sigma^{ab} \) will be approximately the dimensionless two-point function of a Bunch-Davies state. For a mode with wavenumber \( k \), this is

\[
\Sigma^{ab} \bigg|_{BD} = \left( \begin{array}{c} \frac{H^2 \delta^I_J |k\tau|^2}{2} - \frac{H^2 \delta^I_J |k\tau|^4}{2} \\ -\frac{H^2 \delta^I_J |k\tau|^2}{2} \end{array} \right)\]  

(B.7)

where \( k\tau = -k/(aH) \). In our simulations, we impose these initial conditions 8 e-folds before the mode exits the horizon. Note that these initial conditions have corrections proportional to powers of \( \epsilon_H \) (see around (3.9) of [167]). In our high-slope inflation models, \( \epsilon_H \) is small at the time we impose these initial conditions.

In order to compute the physical gauge-invariant quantity \( \zeta \), the adiabatic perturbation on surfaces of constant density, we need to transform out of spatially flat gauge. The relevant transformation is [167]

\[
N_a = \left( \frac{\pi_A}{2\epsilon_H}, 0 \right)
\]  

(B.8)

where \( \pi^A \equiv \partial_N \phi^A \). We can then define the \( \zeta \) powerspectrum

\[
P_\zeta(k, N) = \frac{1}{2\pi^2} N_a(N) N_b(N) \Sigma^{ab}(k, N)
\]  

(B.9)
The scalar spectral index is then
\[ n_s - 1 = \frac{d \log P_\zeta}{d \log k} \]  
which we fit numerically, after solving for \( \Sigma_{ab} \) over a range of \( k \)-values. The isocurvature powerspectra are given by scalar fluctuations perpendicular to the adiabatic direction. We label a basis for these directions (i.e. the null space of \( N_A \)) as \( v_\alpha^I \), where \( \alpha \) labels the \( N_f - 1 \) basis vectors and \( I \) labels the \( N_f \) vector components. We define the isocurvature powerspectra as
\[ P_{\text{iso}}^{\alpha\beta} = \frac{1}{2\pi^2} \frac{1}{2\epsilon_H} v_\alpha^I(N) v_\beta^J(N) \Sigma^{IJ}(k, N) \]  
Note that we only index the field-field quadrant of the 2-point correlation matrix for this expression. The equivalent gauge transformation here is the \( 2\epsilon_H \) in the denominator. In practice, we often do not care about the individual isocurvature powerspectra, but only the total amount of isocurvature. This is given by the trace \( P_{\text{iso}} \equiv \delta_{\alpha\beta} P_{\text{iso}}^{\alpha\beta} \).

Tensor perturbations can be treated similarly to the scalar ones. For a comprehensive treatment, we again refer the reader to [167]. In short, there is a two-component vector \( Y_s^a = \{ \gamma_s, \pi_s \} \), where \( \gamma_s \) is a scalar component of a tensor perturbation and \( \pi_s \equiv \partial_N \gamma_s \) its momentum. The polarization is labelled by \( s \in \{ +, \times \} \). Their two-point function can be written
\[ \langle Y_s^a(\vec{k}) Y_s^b(\vec{k}') \rangle \equiv (2\pi)^3 \delta_{ss'} \delta(\vec{k} + \vec{k}') \Upsilon^{ab}(k) \]  
Similarly, we can evolve the dimensionless two-point function as
\[ \partial_N \Upsilon^{ab} = w_a^c \Upsilon^{cb} + w_b^c \Upsilon^{ac} \]  
where
\[ w_b^a = \left( \begin{array}{cc} 0 & 1 \\ -k^2/(aH)^2 & \epsilon_H - 3 \end{array} \right) \]  
The corresponding initial conditions are
\[ \Upsilon^{ab}|_{BD} = H(\begin{array}{c} |k\tau|^2 \\ -|k\tau|^2 \end{array}) \]  
At the end of inflation, the tensor amplitude at the pivot scale is \( A_T = 4 \Upsilon^{00}(k_*, N_{\text{end}})/(2\pi^2) \), and the tensor-to-scalar ratio is \( r \equiv A_T/P_\zeta(k_*, N_{\text{end}}) \).

C Derivation of superpotential model

Potentials of the form (4.3) lead to the equation:
\[ \phi' = -2G_{IJ} \frac{\partial W}{\partial \phi^I} \]  
In the two field case we considered in this paper where \( W \) only depends on \( X \), this implies \( \dot{Y} = 0 \). In this appendix we show that the converse is also true. We show that the potential (4.3)
may be obtained by examining $\dot{Y} = 0$ solutions to (2.1). Imposing this constraint, the equations of motion become

\begin{align}
3H^2 &= \frac{1}{2} e^{2Y/R_0} \dot{X}^2 + V \\
\ddot{X} + 3H \dot{X} + e^{-2Y/R_0} \partial_X V &= 0 \\
- \frac{1}{R_0} e^{2Y/R_0} \dot{X}^2 + \partial_Y V &= 0.
\end{align}

Solving for $\dot{X}$ and taking another time derivative, we obtain

\begin{equation}
\ddot{X} = \frac{R_0}{2} e^{-2Y/R_0} V_{YX}.
\end{equation}

Substituting into the Friedmann equation, we find

\begin{equation}
3H = \pm \sqrt{3} \left( \frac{R_0}{2} V_Y + V \right).
\end{equation}

The $X$ equation of motion thus becomes

\begin{equation}
V_X + \frac{R_0}{2} V_{YX} = \pm \sqrt{3} e^{Y/R_0} \sqrt{V + \frac{R_0}{2} V_Y \sqrt{R_0 V_Y}},
\end{equation}

or

\begin{equation}
2\partial_X \left( \sqrt{V + \frac{R_0}{2} V_Y} \right) = \pm \sqrt{3R_0 e^{Y/R_0}} \sqrt{V_Y}.
\end{equation}

Chen et al.’s solution arises from choosing a potential of the form $V(X,Y) = h(X) + f(X)g(Y)$. Equation (C.7) then becomes

\begin{equation}
h'(X) + f'(X)g(Y) + \frac{R_0}{2} f'(X)g'(Y) = \pm \sqrt{3R_0} e^{Y/R_0} \sqrt{h(X) + f(X)g(Y)} + \frac{R_0}{2} f(X)g'(Y) \times \sqrt{f(X)g'(Y)}.
\end{equation}

Choosing $g(Y) = -2e^{-2Y/R_0}$, this simplifies to

\begin{equation}
h'(X) = \pm \sqrt{12h(X)f(X)}.
\end{equation}

Defining $h(X) \equiv H^2(X)$ and $f(X) \equiv F^2(X)$, we see that

\begin{equation}[(H'(X))^2 = 3F^2(X).\end{equation}

For $W(X) \equiv \frac{H(X)}{\sqrt{3}}$, we recover the potential (4.3).

A separable potential, $V(X,Y) = f(X)g(Y)$, corresponds to taking $h(X) = 0$ above. Equation (C.7) becomes

\begin{equation}
\frac{f'(X)}{\pm \sqrt{3R_0} f(X)} = \sqrt{\frac{g'(Y)e^{2Y/R_0}}{g(Y) + \frac{R_0}{2} g'(Y)}} \equiv C.
\end{equation}
where $C$ is a constant. Solving for $f$ and $g$, we find

$$f(X) \propto e^{\pm \sqrt{3R_0C}X}$$  \hfill (C.12)

$$g(Y) \propto \exp \left[ \log(2e^{2Y/R_0} - R_0C^2) - \frac{2Y}{R_0} \right].$$  \hfill (C.13)

This yields

$$V(X,Y) = Be^{\pm \sqrt{3R_0C}X} \left(1 - \frac{R_0}{2}C^2e^{-2Y/R_0} \right),$$  \hfill (C.14)

where $B$ is a constant. Note that this separable potential is equivalent to the (4.3) with $W(X) = Ae^{X/R_0'}$, $R_0C^2 = \frac{4}{3R_0'}$, and $B = 3A^2$.

### D Derivation of geodesics

For the field space with metric given in (4.1), we solve the geodesic equation:

$$(\phi''^I + \Gamma^I_{JK}(\phi')^J(\phi')^K) = 0$$  \hfill (D.1)

where $\lambda$ parametrizes the geodesic and primes denote derivatives with respect to $\lambda$. Using the Christoffel symbols in (4.2), we obtain geodesic equations:

$$X'' + \frac{2}{R_0}X'Y' = 0$$  \hfill (D.2)

$$Y'' - \frac{1}{R_0}e^{2Y/R_0}(X')^2 = 0.$$  \hfill (D.3)

The $X$ equation can be expressed as:

$$\partial_\lambda \left( X'e^{2Y/R_0} \right) = 0 \Rightarrow X'e^{2Y/R_0} = C_1$$  \hfill (D.4)

where $C_1$ is a constant of integration. The $Y$ equation then becomes:

$$Y'' - \frac{C_1^2}{R_0}e^{-2Y/R_0} = 0.$$  \hfill (D.5)

This admits a solution of the form:

$$Y(\lambda) = R_0 \log \left[ \frac{C_1^2k_1\sqrt{k_2+\lambda}/R_0 + e^{-\sqrt{k_1}(k_2+\lambda)/R_0}}{2k_1} \right],$$  \hfill (D.6)

where $k_1$ and $k_2$ are constants of integration. Inserting this into the $X$ equation, we have:

$$X' = C_1 \left[ \frac{2k_1}{C_1^2k_1e^{\sqrt{k_1}(k_2+\lambda)/R_0} + e^{-\sqrt{k_1}(k_2+\lambda)/R_0}} \right]^2.$$  \hfill (D.7)

This yields:

$$X(\lambda) = C - \frac{2\sqrt{k_1}R_0}{C_1} \frac{1}{C_1^2k_1e^{2\sqrt{k_1}(k_2+\lambda)/R_0} + 1}.$$  \hfill (D.8)
Inverting this and using the solution for $Y$, we obtain:

$$Y(X) = R_0 \log \left( \frac{R_0}{(C - X) \sqrt{\frac{2\sqrt{K} R_0}{C_1(C - X)} - 1}} \right). \quad (D.9)$$

Defining $K = \frac{2\sqrt{K} R_0}{C_1}$, this simplifies to:

$$Y(X) = R_0 \log \frac{R_0}{\sqrt{C - X} \sqrt{K - C + X}}. \quad (D.10)$$

The parameters $C$ and $K$ may be fixed such that the geodesic passes through any two points $(X_1, Y_1)$ and $(X_2, Y_2)$ such that $X_1 \neq X_2$; doing so yields

$$K = \sqrt{(X_2 - X_1)^2 + 2(Q_1 + Q_2) + \frac{(Q_2 - Q_1)^2}{(X_2 - X_1)^2}} \quad (D.11)$$

$$C = \frac{1}{2} \left( X_2 + X_1 + \frac{Q_2 - Q_1}{X_2 - X_1} + K \right) \quad (D.12)$$

$$Q_1 = R_0^2 e^{-2Y_1/R_0}, \quad Q_2 = R_0^2 e^{-2Y_2/R_0}. \quad (D.13)$$

The geodesic distance between two points $(X_i, Y_i)$ and $(X_f, Y_f)$ is given by:

$$S = \int ds = \int_{X_i}^{X_f} \sqrt{e^{2Y/R_0} + \left( \frac{dY}{dX} \right)^2} \, dX. \quad (D.14)$$

Integrating along the path given by (D.10), we have:

$$S = \frac{R_0 K}{2} \int_{X_i}^{X_f} \frac{1}{(C - X)(C - K - X)} \, dX$$

$$= \frac{R_0}{2} \log \left( \frac{C - X_f}{C - K - X_f} \frac{C - K - X_i}{C - X_i} \right). \quad (D.15)$$
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