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Abstract—The COVID-19 situation has a serious global impact on the education system. Thus, the research purpose is aimed to construct the models of online learning strategies for Thailand students on learning management in the coronavirus 2019 scenario. The research methodology was conducted according to the process of the cross-industry standard process for data mining, known as the CRISP-DM model for developing the best research. The data collected 487 students from the University of Phayao (UP), and Rajabhat Maha Sarakham University (RMU) from the 1st semester in academic year 2020. The collected data has been agreed upon in accordance with research ethics. The results of the study revealed that the factors influencing the model consisted of 8 out of 38 attributes, with a high predictive accuracy (85.14%). Finally, the researchers can plan for the management of teaching and learning for students at the University of Phayao to solve the Coronavirus 2019 Scenario in the academic year 2021 and the future.
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1 Introduction

The impacts of the coronavirus disease (COVID-19) situation have been described by a range of authors [1]–[8]. Thailand has been seriously affected in all spheres such as public health, economic, local livelihoods in the urban and regional setting, and social functioning which have disrupted the normal ways of communicating with one another [9]. In the dimension of the education system in Thailand, they are all affected by the situation of COVID-19. An important example is the teaching and learning style that had to be altered from the original method [10]. Students are required to use the new online learning system through digital technology. The consequence is that the digital technology cannot catch up with the people, due to the expenses hindering the needs to find the proper learning tools and materials for students to perform effectively. In addition, the important problem is the internet network system that is not covered in many rural areas.

However, education cannot wait. It is necessary to study to design and plan the educational process for Thai students in the COVID 19 situation. As an educator, we aim to develop an online learning system by using the basic statistical tools and modern knowledge in this study. The main objective of this research is to study the students’ attitude and perspective on online learning from the impact of coronavirus disease (COVID-19) at higher education.

The purpose of this research is to study the model of learning management impacted with COVID-19 at the higher education in Thailand. There are four sub-objectives: (1) to study the attitudes and perceptions of the coronavirus 2019 scenario at Thailand universities. (2) to cluster the attitudes and perceptions of remote learning. (3) to select the attributes of the online learning strategies model for Thai students on learning management in the coronavirus 2019 scenario. (4) to evaluate the online learning strategies model of Thai students on learning management in the coronavirus 2019 scenario.

The research process was designed as two components. The first process aims to collect data using online questionnaires as a data collection tool and to use statistical tools for initial analysis. The second process is to use machine learning tools and data mining techniques for research: k-Means Clustering [11], Decision Tree Classification, Feature Selection Methods, Cross-Validation Methods, Confusion Matrix in classification methods, Accuracy, Precision, and Recall Metrics Performance [12]–[14]. The details of research approaches are followed in Figure 1.
The conceptual framework (Figure 1.) shows the process of online learning strategies development consisting of four significant phases: The 1st phase is studying attitudes and perceptions towards online learning management on the coronavirus 2019 scenario in Thai universities. The 2nd phase is clustering attitudes and perceptions towards online learning management on the coronavirus 2019 scenario in Thai universities. The 3rd phase is modeling and selecting attributes of the online learning strategies model for Thai students on learning management in the coronavirus 2019 scenario. The 4th phase is evaluating the online learning strategies model of Thai students on learning management in the coronavirus 2019 scenario.

2 Materials and Methods

This research was performed following the cross-industry standard process for data mining, known as the CRISP-DM model [14]–[17] as shown in Figure 2.
2.1 Business understanding

The first process starts at business understanding. It has important goals in formulating research problems. The steps in this section are therefore made up of four elements: determine the business objectives, assess the situation, determine the data mining goals, and produce a project plan.

In this research, the business understanding is the process of understanding the situations and educational implications of the Coronavirus 2019 (COVID-19) scenario. The most obvious impact is the change in learning management and learning styles of the learner. Traditionally, teaching and learning management was the classroom management (face-to-face approach), but the impact of COVID-19 had led to online teaching and online learning. Therefore, the key goal of this phase is to understand the sudden changes in the educational process. The researchers found that the impact has an effect on learners in a variety of dimensions, including economic aspect (the learners must invest in tools and technology), social aspect (the learners must leave the real world to enter the virtual world), and health aspect (the learners must pay a high cost for treatment and prevention). Therefore, the government and the university have decided to use the online education system to primarily address issues during the COVID-19 situation. The important question for learners is asking “how does this rapid change affect learner adaptation?” This question is brought for research and to search for a concrete answer.

2.2 Data understanding

The second process is data understanding phase. It aims to explore the consistency of the data and the goals of the research, so the importance of this section is closely related to the previous (business understanding) and next steps (data preparation). Therefore, the key component of the data understanding phase is the initiation of the data collection, describing the data, exploring the data, and verifying the data quality.

In this research, the data understanding phase is the process of collecting data through validated instruments, reliable tools, quality data, and functional instruments. The instruments used for collecting data in this research was an online questionnaire, which was reviewed and approved by three educational experts, as shown in the following website: https://n9.cl/rbv5. The contents of the questionnaire consisted of three parts:

1. The first part is to query respondents’ general information.
2. The second part is the satisfaction with the online learning management on the impact of COVID-19 scenario.
3. The third part is feedback from respondents. Questionnaire issues are presented in Table 1, and the collected data are presented in the following sections.
### Table 1. Questionnaire issues with online learning management on the impact of COVID-19

| Stages | Questionnaire Issues |
|--------|----------------------|
| **Stage 1: Institutional Readiness Dimension for COVID 19 Scenario** |
| Stage 1.1 | The online learning management policy of universities is appropriate for the situation and epidemic prevention of 2019 coronavirus. |
| Stage 1.2 | The online learning approach of universities is appropriate for the situation and epidemic prevention of 2019 coronavirus. |
| Stage 1.3 | Learners and instructors are clarified by the university for their support and preparation for the online learning management. |
| Stage 1.4 | The university provides grievance and coordination channels for solving problems related to online learning management. |
| Stage 1.5 | The satisfaction with the university’s preparation for online learning management policy of educational institutions. |
| **Stage 2: Dimensions of Timing, Environment, and Communication for COVID 19 Scenario** |
| Stage 2.1 | The duration of the online instructional course is appropriate to the situation of the 2019 coronavirus. |
| Stage 2.2 | The environment of the online instructional course is appropriate to the situation of the 2019 coronavirus. |
| Stage 2.3 | The communication of the online instructional course is appropriate to the situation of the 2019 coronavirus. |
| **Stage 3: Instructor Readiness Dimension for COVID 19 Scenario** |
| Stage 3.1 | Instructors are ready to use online teaching materials. |
| Stage 3.2 | Instructors have the ability to solve various problems during online learning to ensure continuity of learning. |
| Stage 3.3 | Instructors have planned an online teaching preparation in advance. |
| Stage 3.4 | Instructors have the ability to pass on knowledge, enabling learning in the subject matter. |
| Stage 3.5 | The instructors are knowledgeable in the subject they teach as well. |
| Stage 3.6 | The instructors are very cognizant of the changing science and technology. |
| Stage 3.7 | The instructors are friendly, give advice and listen to opinions. |
| **Stage 4: Learning Management and Activities Readiness Dimension for COVID 19 Scenario** |
| Stage 4.1 | The teaching and learning process has created knowledge and understanding in line with the objectives and goals of educational management. |
| Stage 4.2 | The teaching and learning process emphasized the participation of learners in line with the objectives and goals of educational management. |
| Stage 4.3 | The teaching and learning process used materials and innovative technology to enhance learners in line with the objectives and goals of educational management. |
| Stage 4.4 | The teaching and learning process invited experts and communities to participate in learning activities to promote learner experiences. |
| Stage 4.5 | The teaching and learning process used a variety of teaching methods suitable for the subject matter learned. |
| Stage 4.6 | The teaching and learning process has activities that encourage learners to develop thinking processes, discussion, questioning, and expressing opinions. |
| Stage 4.7 | The teaching and learning process has organized activities to encourage students to learn on their own. |
| Stage 4.8 | The teaching and learning process has activities to promote research and knowledge continuously. |
| Stage 4.9 | The teaching and learning process has activities to promote the use of English language and retrieval of knowledge. |
| Stage 4.10 | The teaching and learning process has activities that are linked and integrated with the academic services for society, research, art and culture. |
| Stages | Questionnaire Issues |
|--------|---------------------|
| **Stage 5: Assessment and Evaluation Readiness Dimension for COVID 19 Scenario**<br>Stage 5.1 | Instructional management uses a variety of techniques, measurement, and evaluation methods. |
| Stage 5.2 | Instructional management uses effective techniques, measurement, and evaluation methods. |
| Stage 5.3 | Instructional management has an assessment of teaching and learning results in accordance with the learning activities provided to the learner and is based on the learner's development. |
| Stage 5.4 | Instructional management has been answered and guidance of the answer knows the learning outcome. |
| Stage 5.5 | Instructional management has disclosed the scores obtained from the assessment. |
| Stage 5.6 | Instructional management provides feedback leading to personal development. |
| Stage 5.7 | Instructional management are measured and evaluated with clarity and fairness. |
| **Stage 6: Instructional Support Factors Readiness Dimension for COVID 19 Scenario**<br>Stage 6.1 | Educational institutions have provided classrooms, libraries, and learning spaces to facilitate learning in an appropriate and sufficient. |
| Stage 6.2 | Educational institutions have provided online materials to facilitate learning in an appropriate and sufficient. |
| Stage 6.3 | Educational institutions have provided physical materials to facilitate learning in an appropriate and sufficient. |
| Stage 6.4 | Educational institutions provide research publications and dissertations to facilitate learning in an appropriate and sufficient. |
| Stage 6.5 | Educational institutions have provided computer and printer materials to facilitate learning in an appropriate and sufficient. |
| Stage 6.6 | Educational institutions have provided communication network materials to facilitate learning in an appropriate and sufficient. |

### 2.3 Data preparation

The data preparation phase is the process of preparing all activities for creating the final dataset. Data preparation needs to be comprehensive and accurate to be fed into the modelling tools. Preparing data process is to take raw data for preparation by considering the tendency to be performed in each order. The components of the data preparation phase consist of five parts: select data, clean data, construct data, integrate data, and format data.

The data prepared in this section is collected from an online questionnaire. It contains a data set of 487 students from two academic institutions: University of Phayao, and Rajabhat Mahasarakham University.

### 2.4 Modelling

In the modelling phase, there were many different machine learning techniques. In order to construct a reasonable model, it was necessary to select the appropriate machine learning techniques for the research purpose and the collected data. In addition, the various modelling techniques were selected and applied according to the parameters that were calibrated to the optimal value. Basically, there are several techniques for the same data mining type problem. Some techniques require specific data for-
There is a close link between data preparation and modelling. The modelling process is comprised of five steps: select modelling technique, generate test design, build model, and assess model.

In the c section, k-Means clustering was selected to extract the collected data from the online questionnaires based on similar and different characteristics. k-Means clustering is a vector quantitative method which aims to divide n observations into k-clustering where each observation belongs to the cluster with the nearest mean, known as cluster centres or cluster centroid. This results in a partitioning of the data space into cells. It is popular for cluster analysis in data mining.

In the modelling segment, the Decision Tree Technique was selected to construct the prediction model. The Decision Tree Technique is a supervised machine learning technique that encourages decision-making structures from training data. In addition, the Decision Tree is also called a classification tree or reduction tree. It is a predictive model, which is mapping from an observation about an item to a conclusion about its target value.

To improve the accuracy of the prediction model, this research applied the Wrapper Feature Selection Methods [18] to select the significant features derived from the model development. Moreover, the wrapper methods are used to reduce the size of the Decision Tree produced and to increase the understanding of prediction models. The procedure for applying wrapper methods is shown in Figure 3.

![Diagram](http://www.i-jep.org)

Fig. 3. Applying Wrapper Methods for Feature Selection

This research uses machine learning tools based on their purpose and their properties as described.

2.5 Evaluation

The evaluation phase is the process of testing a model by comparing one or more of the established models to determine the performance of the model. It is used to analyze data from the overall of the data gathered. Before proceeding with the final model deployment, it is important to evaluate the model more thoroughly and review the steps taken to construct the model. It is important to ensure that the model is
properly meeting the business objectives. Its primary objective is to determine whether certain critical business issues are being considered sufficient. At the end of this step, a decision should be made regarding the use of the data mining results. Therefore, the essential elements of the evaluation phase consist of three parts: evaluation of the results, review process, and determining next steps (list of possible actions decision).

In this research, the evaluation phase was defined for the purpose of finding the most effective and reasonable model. Therefore, the tools selected for use must be diverse, which consist of five types as follows: cross-validation methods, confusion matrix in classification methods, accuracy measurement, precision measurement, and recall measurement [12], [14], [17] as presented in Figure 4.

![The principle of the cross-validation methods](image)

**Fig. 4.** The principle of the cross-validation methods

Figure 4 shows the principle of the cross-validation methods. It consists of two major parts. The first part serves to create a model (training) using nine pieces of data. There is part 1, part 2, part 3, part 4, part 5, part 6, part 7, part 9, and part 10. On the other hand, the second part is to test the model using the rest of the data. This is part 8. This principle is used to find the most efficient and reasonable model.

However, there is another part that needs to be done to measure the performance of the model. This is the use of a tool called confusion matrix in classification methods, which has three sub-components: accuracy, precision, and recall. It is presented as the equation and calculation method in the Figure 5.
2.6 Deployment

Typically, models gained will be organized and presented in a format that can be put to practical use. It may depend on the requirements and the implementation process, which can be easy to implement by simply generating reports or processes to find reproducible data. Occasionally, users are not data analysts, who will have difficulty completing the deployment process. In any case, it is important to understand in advance what action must be taken to utilize the model being built. Thus, the essential components of the deployment phase are in four parts: plan deployment, plan monitoring and maintenance, produce final report, and review project.

In this research, the deployment is planned to be implemented in the 1st semester of the academic year 2021. The researchers plan to apply the strategy derived from the model development in the course 221110 Fundamental Information Technology in Business at University of Phayao, Thailand.

3 Research Results

The research results were reported according to the four objectives:

3.1 Attitudes and perceptions

The data collection contains a data set of 487 students from two academic institutions: University of Phayao (UP), and Rajabhat Maha Sarakham University (RMU). The data gathered from online questionnaires as consists of three parts: The first part is the inquiry of the general information of the respondents. The second part is the satisfaction survey on the management of online instruction on the impact of the coronavirus 2019 (COVID-19) situation. The third part is the feedback from the respondents. The data collected were analyzed and classified according to the research issue as shown in Tables 1-6.
Table 2. Data collected classify by gender and education level.

| Data Collected | Bachelor's degree | Master's degree | Doctorate's degree | Total     |
|----------------|-------------------|-----------------|--------------------|-----------|
| Male           | 178 (36.55%)      | 2 (0.41%)       | 13 (2.67%)         | 193 (39.63%) |
| Female         | 278 (57.08%)      | 8 (1.64%)       | 8 (1.64%)          | 294 (60.37%) |
| Total          | 456 (93.63%)      | 10 (2.05%)      | 21 (4.31%)         | 487 (100%)  |

Table 2 shows the data collected classified by gender and education level, with a total of 487 respondents. The data showed that respondents were more female than male. The proportion of respondents was 294 females per 193 males, or equivalent to 60.37% per 39.63%.

Table 3. Data collected classify by career and related academic disciplines.

| Data Collected             | Instructor | Staff | Student | Total     |
|----------------------------|------------|-------|---------|-----------|
| Social Science             | 11 (2.26%) | 4 (0.82%) | 176 (36.14%) | 191 (39.22%) |
| Science and Technology     | 10 (2.05%) | 2 (0.41%) | 278 (57.08%) | 290 (59.55%) |
| Health Science             | 2 (0.41%)  | 1 (0.21%) | 3 (0.62%)      | 6 (1.23%)   |
| Total                      | 23 (4.72%) | 6 (1.44%) | 457 (93.84%) | 487 (100%)  |

Table 3 shows the data collected classified by status and related academic disciplines. The data showed that most respondents were student with 457 respondents, or equivalent to 93.84%. Most of the respondents were majoring in science and technology, with 290 respondents or equivalent to 59.55%.

Table 4. Data collected classify by university and academic year.

| Data Collected | 1st year | 2nd year | 3rd year | 4th year | 5th year | Grad | Total     |
|----------------|----------|----------|----------|----------|----------|------|-----------|
| UP             | 129 (26.49%) | 86 (17.66%) | 25 (5.13%) | 10 (2.05%) | 1 (0.21%) | 14 (2.87%) | 265 (54.41%) |
| RMU            | 86 (17.66%)  | 28 (5.75%)  | 83 (17.04%) | 8 (1.64%)  | 1 (0.21%)  | 16 (3.29%)  | 222 (45.59%) |
| Total          | 215 (44.15%) | 114 (26.41%) | 108 (22.18%) | 18 (3.70%) | 2 (0.41%) | 30 (6.16%) | 487 (100%)  |

UP: University of Phayao, RMU: Rajabhat Mahasarakham University

Table 4 shows the data collected classified by university and academic year, with a total of 487 respondents. The data showed that most respondents were students from the University of Phayao with 265 respondents (54.41%). Most of the respondents were in their 1st academic year, with 215 respondents or equivalent to 44.15%.

After summarizing the initial data, the second part is an analysis of the satisfaction survey on the impact of the COVID-19 situation as summarized in Table 6. Where criteria and interpretation were performed with the Likert scale as detailed in Table 5.
Table 5. Scoring criteria for satisfaction assessment and interpretation

| Ranking Level | Definition            | Scoring Criteria | Interpretation       |
|---------------|-----------------------|------------------|----------------------|
| 5             | Highest level of satisfaction | 4.21 - 5.00     | Strongly agree       |
| 4             | High level of satisfaction  | 3.41 - 4.20     | Agree                |
| 3             | Moderate level of satisfaction | 2.61 - 3.40    | Neither agree nor disagree |
| 2             | Low level of satisfaction   | 1.81 - 2.60     | Disagree             |
| 1             | Lowest level of satisfaction | 1.00 - 1.80     | Strongly disagree    |

Table 5 shown the scoring criteria for satisfaction assessment and interpretation. It is divided into two parts: the first part is the level of satisfaction score and the definition of the level of satisfaction. The second part is the scoring criteria of satisfaction levels and their interpretation.

Table 6. Satisfaction with online learning management on the impact of COVID-19

| Stage / Issue | Ranking Level | Mean | S.D. | Interpretation |
|---------------|---------------|------|------|----------------|
|               | Stage 1:      |      |      |                |
| Stage 1.1     | 5             | 3.767| 0.994| Agree          |
| Stage 1.2     | 4             | 3.800| 0.947| Agree          |
| Stage 1.3     | 3             | 3.728| 0.973| Agree          |
| Stage 1.4     | 2             | 3.579| 1.029| Agree          |
| Stage 1.5     | 1             | 3.657| 1.017| Agree          |
| Average       | 23.46%        | 3.706| 0.994| Agree          |
|               | Stage 2:      |      |      |                |
| Stage 2.1     | 4.16%         | 3.758| 0.895| Agree          |
| Stage 2.2     | 6.67%         | 3.675| 0.918| Agree          |
| Stage 2.3     | 11.04%        | 3.678| 1.005| Agree          |
| Average       | 21.79%        | 3.703| 0.940| Agree          |
|               | Stage 3:      |      |      |                |
| Stage 3.1     | 4.14%         | 3.916| 0.912| Agree          |
| Stage 3.2     | 3.33%         | 3.833| 0.866| Agree          |
| Stage 3.3     | 5.07%         | 4.042| 0.901| Agree          |
| Stage 3.4     | 4.39%         | 3.988| 0.851| Agree          |
| Stage 3.5     | 5.37%         | 4.146| 0.804| Agree          |
| Stage 3.6     | 4.31%         | 4.015| 0.817| Agree          |
| Stage 3.7     | 4.61%         | 4.051| 0.808| Agree          |
| Average       | 31.22%        | 3.998| 0.856| Agree          |
|               | Stage 4:      |      |      |                |
| Stage 4.1     | 2.45%         | 3.899| 0.816| Agree          |
| Stage 4.2     | 2.48%         | 3.803| 0.891| Agree          |
| Stage 4.3     | 2.57%         | 3.872| 0.847| Agree          |
| Stage 4.4     | 2.33%         | 3.743| 0.922| Agree          |
| Stage 4.5     | 2.48%         | 3.782| 0.921| Agree          |
| Stage 4.6     | 2.48%         | 3.812| 0.908| Agree          |
| Stage 4.7     | 2.57%         | 3.824| 0.873| Agree          |
Table 6 shows the data analysis compiled according to statistical principles: frequency, percentage, mean, standard deviation (S.D.), and interpretation. The results of the analysis showed that the respondents had a highest satisfied level with Stage 3: Instructor Readiness Dimension for COVID 19 Scenario, with average of 3.998 (Strongly agree). While the second most favored dimension was Stage 5: Assessment and Evaluation Readiness Dimension for COVID 19 Scenario, with average of 3.824 (Strongly agree). The third satisfied dimension was Stage 6: Instructional Support Factors Readiness Dimension for COVID 19 Scenario, with average of 3.816 (Strongly agree). The fourth satisfied dimension was Stage 4: Learning Management and Activities Readiness Dimension for COVID 19 Scenario, with average of 3.789 (Strongly agree). The fifth satisfied dimension was Stage 1: Institutional Readiness Dimension for COVID 19 Scenario, with average of 3.706 (Strongly agree). The last satisfied dimension was Stage 2: Dimensions of Timing, Environment, and Communication for COVID 19 Scenario, with average of 3.703 (Strongly agree). Finally, the overall satisfaction from the questionnaire was the highly average (3.821: Strongly agree) out of 487 respondents.
3.2 Appropriate clustering

The objective of clustering is to study the patterns and characteristics of respondents to be used for analysis to develop the models of online learning strategies for Thai students on learning management in the Coronavirus 2019 scenario. The steps for k-Means clustering are composed of four stages[11]: (1) The first stage is determining the number of groups to cluster the data by replacing the value with k. (2) The second stage is the algorithm that calculates the centre value of each cluster, known as the centroid. (3) The third stage is to calculate the distance from the various data points (data sets) to the centre. The data is clustered with the nearest centre point. Calculating distance from a data point with Centroid using a formula (1), known as the Euclidean Distance. (4) The last stage is to find the mean of each cluster to redefine the centre, then the third stage is repeated until the mean or centre does not change.

To determine the consistency of k-Value, several methods can be considered. In this research, the k-Determination was chosen. The principle of k-determination operation is known as the elbow principle, using graphs in consideration by choosing the point where the graph is shifting strongly from vertical to horizontal or horizontal to vertical.

The research results in this section are reported in two parts: the first part is reporting the appropriate k-Value for the research, and the second part is reporting the centroid in each cluster according to k-Value.

Appropriate k-value: The report of the appropriate k-Value for research was divided into two parts: the first part is the appropriate k-Value analysis as shown in Figure 6. The second part is the k-Value analysis results as shown in Table 7.

Figure 6 shows the appropriate k-Value. It found that the k-Value should be developed in the models of online learning strategies for Thai students on learning ma-
agement in the coronavirus 2019 scenario: k-Value is equal to 4. The reasons for the selection of k-Value equal to 4 are shown in Figure 7 and Table 7.

Table 7: Average within Centroid Distance

| k-Value | ACD  | k-Value | ACD  | k-Value | ACD  | k-Value | ACD  |
|---------|------|---------|------|---------|------|---------|------|
| k-Value = 2 | 18.267 | k-Value = 3 | 16.722 | k-Value = 4 | 13.953 |
| k-Value = 5 | 13.179 | k-Value = 6 | 12.794 | k-Value = 7 | 12.530 |
| k-Value = 8 | 12.646 | k-Value = 9 | 12.513 | k-Value = 10 | 11.868 |
| k-Value = 11 | 11.718 | k-Value = 12 | 11.687 | k-Value = 13 | 11.528 |
| k-Value = 14 | 11.158 | k-Value = 15 | 11.149 | k-Value = 16 | 11.076 |

ACD: Average within Centroid Distance

It was concluded that the data from the respondents should be categorized for the satisfaction with the teaching and learning of five groups. The researchers summarized the centroid value in Table 8.

Centroid of clusters: The centroid reports for each cluster by k-Value are summarized and displayed as shown in Table 8.

Table 8: Summary of centroid values in each cluster

| Attributes / Clusters / Centroid Values | Cluster_0 | Cluster_1 | Cluster_2 | Cluster_3 |
|----------------------------------------|-----------|-----------|-----------|-----------|
| **Stage 1:**                           |           |           |           |           |
| Stage 1.1                              | 3.967     | 3.136     | 2.471     | 4.684     |
| Stage 1.2                              | 3.992     | 3.169     | 2.529     | 4.722     |
| Stage 1.3                              | 3.967     | 3.068     | 2.294     | 4.658     |
| Stage 1.4                              | 3.620     | 2.949     | 2.588     | 4.671     |
| Stage 1.5                              | 3.818     | 3.025     | 2.059     | 4.696     |
| **Stage 2:**                           |           |           |           |           |
| Stage 2.1                              | 3.909     | 3.178     | 2.412     | 4.684     |
| Stage 2.2                              | 3.835     | 3.000     | 2.765     | 4.633     |
| Stage 2.3                              | 3.917     | 3.008     | 2.294     | 4.608     |
| **Stage 3:**                           |           |           |           |           |
| Stage 3.1                              | 4.140     | 3.398     | 2.118     | 4.734     |
| Stage 3.2                              | 4.041     | 3.297     | 2.118     | 4.684     |
| Stage 3.3                              | 4.198     | 3.593     | 2.294     | 4.848     |
| Stage 3.4                              | 4.157     | 3.525     | 2.176     | 4.810     |
| Stage 3.5                              | 4.231     | 3.797     | 2.765     | 4.835     |
| Stage 3.6                              | 4.140     | 3.517     | 2.588     | 4.873     |
| Stage 3.7                              | 4.215     | 3.576     | 2.647     | 4.810     |
| **Stage 4:**                           |           |           |           |           |
| Stage 4.1                              | 4.091     | 3.331     | 2.412     | 4.772     |
| Stage 4.2                              | 3.983     | 3.161     | 2.176     | 4.835     |
| Stage 4.3                              | 3.967     | 3.331     | 2.412     | 4.848     |
| Stage 4.4                              | 3.876     | 3.076     | 2.588     | 4.785     |
| Stage 4.5                              | 3.893     | 3.195     | 2.000     | 4.873     |
| Stage 4.6                              | 3.950     | 3.229     | 2.235     | 4.810     |
| Stage 4.7                              | 4.025     | 3.178     | 2.412     | 4.785     |
| Stage 4.8                              | 4.041     | 3.102     | 2.176     | 4.823     |
Table 8 shows a summary of centroid values in each cluster. It shows the distribution of each cluster in detail. The next part is to develop the model and select significant features for predicting the clustering of respondents based on their attitude and satisfaction.

3.3 Modelling

This section provides an appropriate model development and feature selection. It consists of three significant parts as follows: The first part is the presentation of the validity analysis results obtained from developing a clustered model with a Decision Tree Algorithm as shown in Table 9. The second part is the presentation of the validity analysis results obtained from developing a clustered model with the Forward Selection Scheme as shown in Table 10. Finally, the third part is the presentation of the validity analysis results obtained from developing a clustered model with the Backward Elimination Scheme as shown in Table 11.

Table 9. Modeling Results from k-Means Clustering

| Depth of Decision Tree | Cross Validation Methods: Number of Folds | Leave-one-out |
|------------------------|------------------------------------------|---------------|
|                        | 10-folds | 30-folds | 50-folds |                     |
| Level 4                | 71.32%   | 69.32%   | 70.52%   | 65.97%               |
| Level 5                | 75.48%   | 75.25%   | 74.57%   | 70.45%               |
| Level 6                | 77.27%   | 77.68%   | 74.57%   | 72.24%               |
| Level 7*               | 79.37%   | 79.47%*  | 77.38%   | 79.10%               |
| Level 8                | 79.36%   | 79.39%   | 76.86%   | 78.21%               |
the analysis with a Decision Tree Algorithm is a model with 7 depth levels of the Decision Tree model. The 30-folds cross-validation was used to determine the most efficient model with an accuracy of 79.47%.

Table 10. Improve Modeling Results with the Forward Selection Scheme

| Number of Attributes | Stopping Behavior | Without Increase | With Significant Increase |
|----------------------|-------------------|-----------------|-------------------------|
|                      |                   |                 | 0.1         | 0.05        | 0.01        |
| 3 Attributes         |                   | 82.10%          | 75.78%      | 75.78%      | 75.78%      |
| 4 Attributes         |                   | 82.40%          | 75.78%      | 75.78%      | 75.78%      |
| 5 Attributes         |                   | 82.70%          | 75.78%      | 75.78%      | 75.78%      |
| 6 Attributes         |                   | 82.70%          | 75.78%      | 75.78%      | 75.78%      |
| 7 Attributes         |                   | 82.80%          | 75.78%      | 75.78%      | 75.78%      |
| 8 Attributes*        |                   | 85.14%*         | 75.78%      | 75.78%      | 75.78%      |
| 9 Attributes         |                   | 85.14%          | 75.78%      | 75.78%      | 75.78%      |
| 10 Attributes        |                   | 85.14%          | 75.78%      | 75.78%      | 75.78%      |
| 11 Attributes        |                   | 85.14%          | 75.78%      | 75.78%      | 75.78%      |
| 12 Attributes        |                   | 85.14%          | 75.78%      | 75.78%      | 75.78%      |

Table 10 shows the validity analysis results obtained from developing a clustered model with the Forward Selection Scheme. It can be seen that the optimum model from the analysis with the Forward Selection Scheme is a model with 8 attributes. The speculative rounds and stopping behavior techniques were used to determine the most efficient model with an accuracy of 85.14%.

Table 11. Improve Modeling Results with the Backward Elimination Scheme

| Number of Attributes | Stopping Behavior | Without Increase | With Significant Increase |
|----------------------|-------------------|-----------------|-------------------------|
|                      |                   |                 | 0.1         | 0.05        | 0.01        |
| 3 Attributes         |                   | 83.61%          | 82.25%      | 82.25%      | 82.25%      |
| 4 Attributes         |                   | 83.84%          | 83.84%      | 83.84%      | 83.84%      |
| 5 Attributes         |                   | 83.84%          | 83.03%      | 83.03%      | 83.03%      |
| 6 Attributes         |                   | 83.84%          | 83.38%      | 83.38%      | 83.38%      |
| 7 Attributes         |                   | 83.84%          | 83.59%      | 83.59%      | 83.59%      |
| 8 Attributes         |                   | 83.84%          | 83.03%      | 83.03%      | 83.03%      |
| 9 Attributes         |                   | 83.84%          | 83.21%      | 83.21%      | 83.21%      |
| 10 Attributes        |                   | 83.84%          | 84.55%      | 84.55%      | 84.55%      |
| 11 Attributes*       |                   | 83.84%*         | 84.75%*     | 84.75%*     | 84.75%*     |
| 12 Attributes        |                   | 83.84%          | 84.44%      | 84.44%      | 84.44%      |

Table 11 shows the validity analysis results obtained from developing a clustered model with the Backward Elimination Scheme. It can be seen that the optimum model from the analysis with the Backward Elimination Scheme is a model with 11 attributes. The speculative rounds and stopping behaviour techniques were used to determine the most efficient model with an accuracy of 84.75%.
The research has developed three models, all of which are interrelated to the process in order to select the best model that will be used in the next step of the process.

3.4 Appropriate model

This section is a presentation of the appropriate model from previous section. It consists of three performance models from three techniques: The 1st model is the evaluation of model performance based on a clustered model with a Decision Tree Algorithm as the highest accuracy of 79.47%. The 2nd model is the evaluation of model performance based on a clustered model with the Forward Selection Scheme as the highest accuracy of 85.14%. Finally, the last model is the evaluation of model performance based on a clustered model with the Backward Elimination Scheme as the highest accuracy of 84.75%. It has been shown that the most appropriate model is the second model with the highest accuracy as detailed in Table 12.

| Prediction Condition | True Cluster_0 | True Cluster_1 | True Cluster_2 | True Cluster_3 | Class Precision |
|----------------------|----------------|----------------|----------------|----------------|-----------------|
| Pred. Cluster_0      | 19             | 4              | 0              | 0              | 86.67%          |
| Pred. Cluster_1      | 11             | 145            | 22             | 0              | 81.82%          |
| Pred. Cluster_2      | 0              | 20             | 145            | 12             | 81.82%          |
| Pred. Cluster_3      | 0              | 0              | 11             | 98             | 91.03%          |
| Class Recall         | 65.00%         | 86.09%         | 81.82%         | 89.87%         |

Table 13 shows the performance testing of the models from k-Means clustering with the Forward Selection Scheme. It found that the model had an accuracy of 85.14%, which is a high level of accuracy.

4 Research Discussion

4.1 Optimal model

According to the analysis and the development of the models, the researchers can conclude that the model has a development process with reasonable selection of the model as following. In Figure 6, it shows the selection of the appropriate k-Value for the appropriate clustering of learners in the teaching and learning management that is consistent with the Covid-19 situation. In addition, Table 7 shows the distribution of each cluster, which is appropriate for considering it as the elbow principle, and k-Determination as shown with an average within the centroid distance in Table 8.

After having the appropriate clusters and members were obtained in each cluster, the researchers developed a prediction model for use in developing a model for appropriate clustering of learners. As a result of the analysis, it was found that the model with the highest accuracy was the Decision Tree model with 7 depth of levels using a
30-folds cross-validation with 79.47% accuracy as shown in Table 9. However, the Decision Tree models in Table 9 needed to be improved for greater validity and to be more effective in selecting the predictive attributes. Therefore, the researchers decided to use two types of wrapper methods for feature selection processes [19]. It includes Forward Selection Scheme and Backward Elimination Scheme to qualify and optimize the model.

The results of qualifying and optimizing the model with the Forward Selection Scheme in Table 10 found that the Decision Tree model improved its validity. The resulting model had an accuracy of 85.14% with 8 significant attributes. At the same time, the results of qualifying and optimizing the model with the Backward Elimination Scheme in Table 11 found that the Decision Tree model improved its validity. The resulting model had an accuracy of 84.75% with 11 significant attributes. Finally, it can be concluded that the model that deserves to be selected is the Decision Tree model using the Forward Selection Scheme for feature selection, which has the highest accuracy (85.14%) and consists of 8 significant attributes.

4.2 Deployment of the model

After the researchers developed an appropriate model, the researchers applied it by testing the model’s performance with the collected data as shown in Table 13.

| Rule | Condition (if)                                                                 | Prediction (then)                                                                 |
|------|-------------------------------------------------------------------------------|----------------------------------------------------------------------------------|
| 1    | If Stage 4.1 more than 3.50 and Stage 4.1 more than 4.50 and Stage 3.1 more than 4.50 and Stage 1.2 more than 4.50 | Then, suitable for cluster_2 = 2.22%, cluster_3 = 97.78%                        |
| 2    | If Stage 4.1 more than 3.50 and Stage 4.1 more than 4.50 and Stage 3.1 more than 4.50 and Stage 1.2 less than 4.50 and Stage 2.2 more than 4.50 | Then, suitable for cluster_3 = 100%                                               |
| 3    | If Stage 4.1 more than 3.50 and Stage 4.1 more than 4.50 and Stage 3.1 more than 4.50 and Stage 1.2 less than 4.50 and Stage 2.2 less than 4.50 | Then, suitable for cluster_2 = 71.43%, cluster_3 = 28.57%                        |
| 4    | If Stage 4.1 more than 3.50 and Stage 4.1 more than 4.50 and Stage 3.1 less than 4.50 and Stage 2.2 more than 3.50 and Stage 5.6 more than 4.50 and Stage 1.1 more than 4.50 | Then, suitable for cluster_3 = 100%                                               |
| 5    | If Stage 4.1 more than 3.50 and Stage 4.1 more than 4.50 and Stage 3.1 less than 4.50 and Stage 2.2 more than 3.50 and Stage 5.6 more than 4.50 and Stage 1.1 less than 4.50 | Then, suitable for cluster_2 = 50.00%, cluster_3 = 50.00%                        |
| 6    | If Stage 4.1 more than 3.50 and Stage 4.1 more than 4.50 and Stage 3.1 less than 4.50 and Stage 2.2 more than 3.50 and Stage 5.6 less than 4.50 and Stage 2.3 more than 3.50 | Then, suitable for cluster_2 = 87.50%, cluster_3 = 12.50%                        |
| 7    | If Stage 4.1 more than 3.50 and Stage 4.1 more than 4.50 and Stage 3.1 less than 4.50 and Stage 2.2 more than 3.50 and Stage 5.6 less than 4.50 and Stage 2.3 less than 3.50 | Then, suitable for cluster_3 = 100%                                               |
| 8    | If Stage 4.1 more than 3.50 and Stage 4.1 more than 4.50 and Stage 3.1 less than 4.50 and Stage 2.2 less than 3.50 | Then, suitable for cluster_2 = 100%                                               |
| 9    | If Stage 4.1 more than 3.50 and Stage 4.1 less than 4.50 and Stage 5.6 more than 3.50 and Stage 1.1 more than 2.50 and Stage 5.6 more than 4.50 and Stage 3.2 more than 4.50 | Then, suitable for cluster_3 = 100%                                               |
### Learning Management Impacted with COVID-19 at Higher Education in Thailand

#### Correct: 305 out of 335 training examples (91.04%).

| Rule | Condition (if) | Prediction (then) |
|------|----------------|-------------------|
| 10   | If Stage 4.1 more than 3.50 and Stage 4.1 less than 4.50 and Stage 5.6 more than 3.50 and Stage 1.1 more than 2.50 and Stage 5.6 more than 4.50 and Stage 3.2 less than 4.50 | Then, suitable for cluster_2 = 75.00%, cluster_3 = 25.00% |
| 11   | If Stage 4.1 more than 3.50 and Stage 4.1 less than 4.50 and Stage 5.6 more than 3.50 and Stage 1.1 more than 2.50 and Stage 5.6 less than 4.50 | Then, suitable for cluster_1 = 75.00%, cluster_2 = 25.00% |
| 12   | If Stage 4.1 more than 3.50 and Stage 4.1 less than 4.50 and Stage 5.6 more than 3.50 and Stage 1.1 less than 2.50 | Then, suitable for cluster_1 = 100% |
| 13   | If Stage 4.1 more than 3.50 and Stage 4.1 less than 4.50 and Stage 5.6 less than 3.50 and Stage 3.2 more than 3.50 and Stage 2.2 more than 3.50 and Stage 1.2 more than 3.50 | Then, suitable for cluster_1 = 100% |
| 14   | If Stage 4.1 more than 3.50 and Stage 4.1 less than 4.50 and Stage 5.6 less than 3.50 and Stage 3.2 more than 3.50 and Stage 2.2 more than 3.50 and Stage 1.2 less than 3.50 | Then, suitable for cluster_1 = 100% |
| 15   | If Stage 4.1 more than 3.50 and Stage 4.1 less than 4.50 and Stage 5.6 less than 3.50 and Stage 3.2 more than 3.50 and Stage 2.2 more than 3.50 and Stage 1.2 more than 3.50 | Then, suitable for cluster_1 = 100% |
| 16   | If Stage 4.1 more than 3.50 and Stage 4.1 less than 4.50 and Stage 5.6 less than 3.50 and Stage 3.2 more than 3.50 and Stage 2.2 less than 3.50 and Stage 1.1 less than 4.50 | Then, suitable for cluster_1 = 100% |
| 17   | If Stage 4.1 more than 3.50 and Stage 4.1 less than 4.50 and Stage 5.6 less than 3.50 and Stage 3.2 less than 3.50 | Then, suitable for cluster_1 = 100% |
| 18   | If Stage 4.1 more than 3.50 and Stage 3.2 more than 2.50 and Stage 3.1 more than 3.50 and Stage 3.2 more than 4.50 | Then, suitable for cluster_2 = 100% |
| 19   | If Stage 4.1 more than 3.50 and Stage 3.2 more than 2.50 and Stage 3.1 more than 3.50 and Stage 3.2 more than 4.50 and Stage 1.1 more than 4.50 | Then, suitable for cluster_2 = 100% |
| 20   | If Stage 4.1 less than 3.50 and Stage 3.2 more than 2.50 and Stage 3.1 more than 3.50 and Stage 3.2 less than 4.50 and Stage 1.1 less than 4.50 | Then, suitable for cluster_1 = 100% |
| 21   | If Stage 4.1 less than 3.50 and Stage 3.2 more than 2.50 and Stage 3.1 less than 3.50 and Stage 2.3 more than 2.50 and Stage 2.2 more than 3.50 and Stage 1.1 more than 4.50 | Then, suitable for cluster_1 = 100% |
| 22   | If Stage 4.1 less than 3.50 and Stage 3.2 more than 2.50 and Stage 3.1 less than 3.50 and Stage 2.3 more than 2.50 and Stage 2.2 more than 3.50 and Stage 1.1 less than 4.50 | Then, suitable for cluster_1 = 100% |
| 23   | If Stage 4.1 less than 3.50 and Stage 3.2 more than 2.50 and Stage 3.1 less than 3.50 and Stage 2.3 more than 2.50 and Stage 2.2 less than 3.50 | Then, suitable for cluster_1 = 100% |
| 24   | If Stage 4.1 less than 3.50 and Stage 3.2 more than 2.50 and Stage 3.1 less than 3.50 and Stage 2.3 less than 2.50 and Stage 3.1 more than 3.50 | Then, suitable for cluster_1 = 100% |
| 25   | If Stage 4.1 less than 3.50 and Stage 3.2 more than 2.50 and Stage 3.1 less than 3.50 and Stage 2.3 less than 2.50 and Stage 3.1 more than 3.50 and Stage 2.2 less than 3.50 | Then, suitable for cluster_1 = 100% |
| 26   | If Stage 4.1 less than 3.50 and Stage 3.2 more than 2.50 and Stage 3.1 less than 3.50 and Stage 2.3 less than 2.50 and Stage 3.1 less than 2.50 | Then, suitable for cluster_1 = 100% |
| 27   | If Stage 4.1 less than 3.50 and Stage 3.2 less than 2.50 | Then, suitable for cluster_0 = 100% |
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Table 13 shows the tests for determining the performance of the decision tree model with the collected data. It was found that the model was 91.04% of accuracy.

5 Conclusion

The necessity and importance of research to solve problems in Thailand’s Covid-19 epidemic situation on the Thai education system needs to be urgently promoted. Thus, this research is aimed to discover the models of online learning strategies for Thai students on learning management in the coronavirus 2019 scenario. There are four sub-objectives: (1) to study the attitudes and perceptions of Thai students on the coronavirus 2019 scenario in Thai universities as shown in Table 2 to Table 6, (2) to cluster the attitudes and perceptions of Thai students on learning management in the coronavirus 2019 scenario with machine learning as shown the result in Figure 6, Table 7 to Table 12, (3) to select the attributes of the online learning strategies model for Thai students on learning management in the coronavirus 2019 scenario as shown in Table 11, and (4) to evaluate the online learning strategies model of Thai students on learning management in the coronavirus 2019 scenario as shown in Table 12. The research approaches are separated into two stages as follows: The 1st stage is to study and gather data for basic statistical analysis which consists of frequency, percentage, average, standard deviation, and interpretation as shown in Table 2 to Table 6. The 2nd stage is the study and analysis with data mining and machine learning techniques which consist of k-Means, Decision Tree, Feature Selection, Cross-Validation, Confusion Matrix, Accuracy, Precision, and Recall as shown in Figure 6, and Table 7 to Table 12.

Finally, the researchers found that the model being studied had the highest level of accuracy (85.15%), and that the attributes obtained from the study were 8 significant attributes. It covers all dimensions of the study. Therefore, the researchers can conclude that this study is successful and should be expanded for further distribution.

6 Future Works

Overall, the researchers found that during the COVID-19 situation the instructional management was severely impacted from obtaining its aims and objectives. Many learners are directly and indirectly affected. The data from the feedback obtained from the survey questionnaire found that students wanted both online and normal learning management, which is the root cause and problem of this research.

As a result of this research, the researchers are committed to be implemented in the 1st semester of the academic year 2021. The researchers plan to apply the strategy derived from the model development in the course 221110 Fundamental Information Technology in Business at University of Phayao, Thailand. It is aimed at providing appropriate teaching and learning for enabling undergraduates to learn happily and successfully in their further study.
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