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In this review we introduce computer modelling and simulation techniques which are used for ferrimagnetic materials. We focus on models where thermal effects are accounted for, atomistic spin dynamics and finite temperature macrospin approaches. We survey the literature of two of the most commonly modelled ferrimagnets in the field of spintronics—the amorphous alloy GdFeCo and the magnetic insulator yttrium iron garnet. We look at how generic models and material specific models have been applied to predict and understand spintronic experiments, focusing on the fields of ultrafast magnetisation dynamics, spin caloritronics and magnetic textures dynamics and give an outlook for modelling in ferrimagnetic spintronics

I. INTRODUCTION

In the field of spintronics$^1$ the goal is to use the spin degree of freedom to create new devices which are superior to electronic devices in some aspect such as energy consumption. It also provides insights into the fundamental physics of spin conversion with electrons and phonons$^2$. For example, creating memory devices which can be controlled with electric or spin currents but with better durability and lower power consumption than electronic memories. There is also a push to develop new types of devices for specialised roles such as machine learning where the additional degrees of freedom in magnetic materials can be exploited$^3$.

Ferrimagnets provide us with a single magnetisation vector which can be manipulated using external stimuli such as magnetic fields and spin transfer from electrical currents. The interaction of the magnetisation vector with the spin quantisation axis of electrons gives rise to a range of physical effects such as giant magnetoresistance$^{4-6}$, spin Hall$^{7-11}$ and Rashba–Edelstein effects$^{12,13}$, which can be used to create devices or as fundamental probes in experiments. For quite some time ferromagnetic behaviour has been the focus of studies in spintronics. Whilst ferrimagnetic materials have been used it is generally because of a desirable material property, such as a low magnetic damping or high magneto-optical coupling. The ferrimagnetic nature was incidental and often ignored in theory and simulations due to their minor role in the macroscopic magnetic properties of interest by the time. As research progressed it became clear that some results could only be explained due to the unique characteristics of ferrimagnets which occur with two or more coupled but anti-aligned magnetisation vectors. It has long been known that ferrimagnets have special points in their phase diagram such as the angular momentum and magnetisation compensation points. For a two sublattice ferrimagnet with antiparallel sublattice magnetisations $M_1(T)$ and $M_2(T)$, the magnetisation compensation point is when $M_1(T) = M_2(T)$ (see Fig. 1(a)). There is zero net magnetisation because of the cancellation of the two antiparallel sublattices. If the two sublattices also have different gyromagnetic ratios $\gamma_1$ and $\gamma_2$, then the angular momentum compensation temperature is different from the magnetisation compensation point, being at $M_1(T)/\gamma_1 = M_2(T)/\gamma_2$ as shown in Fig. 1(b).

Recently, researchers have become interested in using the compensation points to tune the macroscopic properties of ferrimagnets to impart some of the desirable qualities of both ferromagnets—a measurable net magnetisation—and antiferromagnets—high frequency dynamics. The hope is that the versatile spin couplings present in ferrimagnets can be technologically exploited in devices for ultrafast spintronics$^{14}$, with the potential to overcome the gigahertz frequency limitations of ferromagnetic based technologies and realise terahertz spintronics$^{15}$. Ferrimagnetic insulators may also enable low power devices which work by pure spin currents$^{16}$. Consequently, a large and ever increasing range of ferrimagnetic materials are now used to investigate and push forward the field of spintronics.

Computer modelling of ferrimagnets aims to describe the macroscopic magnetic behaviour, which can be observed in experiments, by considering the microscopic or multiple sublattice variables which are difficult to isolate experimentally. Modelling ferrimagnets involves many of the similar hurdles as modelling antiferromagnets. There are multiple connected sublattices and antiferromagnetic coupling between them can lead to complex phase diagrams and magnetisation dynamics. Especially important in modelling ferrimagnets is the correct accounting of the thermodynamic properties as temperature tunes the system across the compensation points. Simulations are also frequently used in non-equilibrium physics where experimental results can be noisy or of limited resolution and analytic theory can be difficult. In this Review we focus on the two major numerical modelling approaches; atomistic spin dynamics (ASD)$^{17-21}$ and the Landau-Lifshitz-Bloch (LLB) equation$^{22-27}$ which are able to produce accurate descriptions of both the dynamics and thermodynamics of ferrimagnets. These computational methods are used for different length and timescale limits. Atomistic spin-dynamics simulations are restricted by computational costs to lateral dimensions of 10-100 nm. Timescales are limited to tens of nanoseconds. The simulation of mesoscopic spin textures such as magnetic domains is extremely computationally expensive. For comparison with experiments much larger sample sizes are often necessary. This is usually tackled with micromagnetic approaches. Conventional micromagnetics, rests on a general-
**MODELLING TECHNIQUES**

At a constant temperature and away from the magnetisation or angular momentum compensation points ferrimagnets behave like ferromagnets. Ferrimagnets show a net magnetisation and the low frequency dynamics can be described with equations analogous to a ferromagnet. A considerable amount of modelling of ferrimagnetic materials has used the conventional micromagnetism approach which assumes smooth spatial variation of the net magnetisation. Either by considering the material simply as a ferromagnet, an effective medium approach which adjusts the parameters to mimic a given temperature, or by coupling multiple magnetisation vectors in a cell or close proximity. These approaches describe many experimental situations well\(^2,3^9\), but when temperature becomes a dynamic variable or higher energy modes play a role in dynamics or thermodynamics, more sophisticated approaches are needed.

\section*{A. Atomistic Spin Dynamics (ASD)}

Atomic spin models are a natural formalism for ferrimagnetism because they can explicitly account for the different magnetic moments at the atomic scale within the material. They are often complemented with statistical physics methods because with large ensembles of spins, thermodynamic properties can be calculated. A Heisenberg Hamiltonian describes the energetics of the system owning to the interactions between the classical ‘spin’ vectors. The word spin is used colloquially in this field and means the classical local magnetic moment ascribed to an atomic site. Additional terms of relativistic origin or due to coupling to external stimulus can be added to the Hamiltonian according to the material being studied. A typical example Hamiltonian is

\[ \mathcal{H} = -\frac{1}{2} \sum_{i \neq j} J_{ij} \mathbf{S}_i \cdot \mathbf{S}_j - \sum_i d_z S_{z,i}^2 - \sum_i \mu_i \mathbf{B} \cdot \mathbf{S}_i \]  

(1)

where the first term is the Heisenberg exchange with \( J_{ij} \) is the electronic exchange energy (the 1/2 is for the double counting in the sum) and \( \mathbf{S}_i \) is a classical spin vector of unit length. The second term is a uniaxial anisotropy in the \( z \)-direction of energy \( d_z \) representing magneto-crystalline effects and the third term is an external magnetic field \( \mathbf{B} \) measured in Tesla and \( \mu_i \) is the size of the magnetic moment of the \( i \)-th spin in Bohr magneton.

The exchange parameters quantify the interaction energy between the spins upon small rotation from the ground state, as demonstrated by Liechestein et al.\(^3^9\). The exchange interaction here can arise from direct exchange of the overlap of electronic orbitals, typical in transition metals, or indirect such as super-exchange mediated by a third (non-magnetic) ion as is common in oxides. Ferrimagnets can be described by considering this Hamiltonian with two or more distinct types of spin. Two possibilities are i) when there the spin moments of different atoms have different magnitudes, for example a combination of transition metal and rare earth elements as in the alloy GdFeCo ii) in a crystal where the same element exists in different environments which are antiferromagnetically coupled. The magnetic garnets are a typical example of this, where Fe\(^{3+} \) ions exist in both octahedral and tetrahedral environments in a 2:3 ratio with antiferromagnetic coupling between the two sublattices. In material specific models the ex-
change parameters $J_{ij}$ are usually parametrised either from neutron scattering measurements of the magnon spectrum or direct calculation of the electronic structure from first principles methods. Often the exchange interaction contains contributions beyond the nearest neighbours which leads to complex magnon band structures.

Classical atomistic spin models are often solved using Monte Carlo techniques\textsuperscript{34} or atomistic spin dynamics—which provides dynamical quantities of interest. The equation of motion for the spin dynamics is the Landau-Lifshitz-Gilbert (LLG) equation:

$$\frac{\partial \mathbf{S}_i}{\partial t} = -\frac{|\gamma_i|}{(1 + \lambda_i^2)} [(\mathbf{S}_i \times \mathbf{H}_i) - \lambda_i (\mathbf{S}_i \times (\mathbf{S}_i \times \mathbf{H}_i))] .$$

(2)

$\lambda_i$ is the (dimensionless) local intrinsic damping assigned to the $i$-th site, $\gamma_i = g$ is the gyromagnetic ratio on the $i$-th site in radians per second per Tesla. $\mathbf{H}_i = -(1/\mu_i) (\partial \mathcal{H} / \partial \mathbf{S}_i)$ is the effective field local to a site $i$ derived from the Hamiltonian. The LLG equation is usually solved numerically for large collections of coupled spins in a manner similar to molecular dynamics for atomic motion. Besides the antiferromagnetic interactions between different sublattices, ferrimagnets are modelled by using distinct parameters on different atomic lattice sites. Elements can have magnetic moments of differing values, different gyromagnetic ratios or exchange interactions. This atomic scale detail is something not possible in micromagnetic approaches based on the continuum approximation.

Temperature is included in this dynamical model following Brown\textsuperscript{35} by adding a stochastic field $\zeta_i$ to the effective field $\mathbf{H}_i = \zeta_i(t) - (1/\mu_i) (\partial \mathcal{H} / \partial \mathbf{S}_i)$. Equation (2) now becomes a Langevin equation. Conventionally the classical fluctuation dissipation theorem is used (as this is a classical spin model) and the statistical properties of the stochastic field are therefore a white noise with correlations\textsuperscript{33}:

$$\langle \zeta_{i,\alpha}(t) \rangle = 0 \quad \text{and} \quad \langle \zeta_{i,\alpha}(0) \zeta_{j,\beta}(t) \rangle = \frac{2\lambda_i k_B T \delta_{ij} \delta_{\alpha\beta} \delta(t)}{\mu_i \gamma_i} .$$

(3)

where $k_B T$ is the thermal energy provided by the heat bath and $\alpha, \beta$ are Cartesian components. Within ASD spin-spin interactions occur naturally due to the coupled system of LLG equations and hence their effect is present without explicit inclusion—something which often limits analytic thermodynamic models. The magnon-magnon interactions become significant for thermodynamics at temperatures above approximately half the Curie temperature ($T_C$). Recently advances have been made in the thermostating to use the quantum fluctuation dissipation theorem instead\textsuperscript{38,39}. This is essentially the semi-classical limit often used in analytic theory where spin moments are considered in the classical limit but the quantum (Planck) distribution is used as the thermal distribution for the magnons. The use of quantum statistics enables quantitative calculations of thermodynamics even at low temperatures\textsuperscript{34,36}.

The thermostated spin dynamics gives a canonical ensemble from which thermodynamics can be calculated. The total magnetisation at a given time is $\mathbf{M}(t) = \sum_i \mu_{s,i} \mathbf{S}_i(t)$ and a thermodynamic average can be calculated from a long time series in equilibrium. For ferrimagnets it is often useful to calculate the sublattice magnetisation, something which only a few experimental methods can probe.

$$\mathbf{M}_\nu(t) = \sum_j \mu_{s,j} \mathbf{S}_j(t)$$

(4)

where $j$ are the indices belonging to the $\nu$-th sublattice.

Resolving quantities by sublattice links into the Landau-Lifshitz-Bloch method (described below in Section II D) which requires these thermodynamic quantities. The thermal spin fluctuations cause the system to sample broad regions of the free energy and so although the anisotropy, $d_z$, and exchange energy, $J_{ij}$, in the Hamiltonian are independent of temperature, the macroscopic anisotropy (often denoted $K$) and the macroscopic exchange stiffness (often $A$) are temperature dependent and can be calculated with ASD\textsuperscript{37}. These are also key input parameters for macroscopic formalisms such as the micromagnetic and LLB methods. The statistical thermodynamic aspects of ASD means it can be used to calculate phase diagrams. The accuracy exceeds what is possible with mean field approaches which are known to significantly underestimate critical points due to the absence of magnon-magnon interactions. For a set of material specific parameters, these microscopic details produce the thermodynamic angular momentum and magnetisation compensation points which distinguish ferrimagnets from ferro and antiferromagnets. Non-collinear phases such as spin flop which occur in high magnetic fields can be modelled and even non-equilibrium and dynamical states\textsuperscript{38}.

The damping parameter in ASD describes the rate of energy and angular momentum dissipation to the heat bath. It represents the electron and phonon systems. Detailed descriptions of the heat-bath dynamics are rarely\textsuperscript{39,40} introduced or modelled in detail. The coupling to electron and phonon systems are “direct” damping pathways\textsuperscript{41} involving charge carriers or the lattice, with spin-orbit coupling being paramount for the transfer of angular momentum from the spin space to the lattice. The atomic damping parameter appearing in Eq. (2) is different from the macroscopic damping parameter—the relaxation rate of the total magnetisation—as measured in an experiment. The macroscopic damping includes further contributions from “indirect” mechanisms—magnon-magnon interactions—which are internal to the spin system. This results in an increase in the damping of the macroscopic magnetisation with increasing temperature.

ASD is used for both generic modelling as well as material specific modelling. Generic models include many of the complex effects which are heavily approximated in analytic theory, such as magnon-magnon interactions and non-linear dynamics, but without being tied to a single material. This is well exemplified in the field of spincaloritronics (Section IV B) which studies the coupling between spin and heat—an ideal field for the application of ASD.
B. Macrospin models

Much of the basic theory of ferrimagnets comes from a simple macrospin model of two coupled magnetisation vectors. This provides simple equations for effective bulk properties within the limit that the two macrospins are rigidly coupled, assuming a strong inter-sublattice exchange interaction.

In ferrimagnets the macroscopic damping, $\alpha_{\text{eff}}$—defined as the rate of relaxation of transverse magnetisation oscillations—differs qualitatively from the microscopic damping parameters. The reason is the coupled dynamics of both sublattices. The collective oscillations, described as one effective ferromagnet, relax at a rate which is a combination of the damping parameters from different sublattices, weighted by their magnetisation. This rate of relaxation is what is experimentally observable\textsuperscript{12}. In the macrospin rigid coupling approximation and not too close to the magnetisation compensation point the effective damping of the net magnetisation is

$$\alpha_{\text{eff}}(T) = \frac{\alpha_1(T)M_1(T)/\gamma_1 + \alpha_2(T)M_2(T)/\gamma_2}{M_1(T)/\gamma_1 - M_2(T)/\gamma_2}. \quad (5)$$

At low temperatures (much below the Curie temperature, before the magnon-magnon interactions become significant), in a first step, $\alpha_1(T) = \lambda_1$ and $\alpha_2(T) = \lambda_2$ can be taken as constant. The effective damping scales inversely to the net magnetisation $M_1 - M_2$, which has a more pronounced temperature dependence than in ferromagnets, with the striking difference that as the system approaches the magnetisation compensation temperature, $M_1 - M_2 \to 0$, the macroscopic damping (Eq. (5)) starts to diverge. Divergence of the damping parameter is unphysical, and points to the failure of the effective macrospin approach to describe ferromagnetic magnetisation dynamics.

The local gyromagnetic ratio $\gamma_i$ can also be site dependent in a ferrimagnet leading to an angular momentum compensation point where the sublattices no longer precess. For the macrospin model this is

$$\gamma_{\text{eff}}(T) = \frac{M_1(T) - M_2(T)}{M_1(T)/\gamma_1 - M_2(T)/\gamma_2}. \quad (6)$$

The frequency of the lowest energy mode (often called the ferromagnetic mode), when neglecting damping is

$$\omega(T) = \gamma_{\text{eff}}(T)H. \quad (7)$$

Approaching the magnetisation compensation point $\omega \to 0$. As demonstrated in Figure 1, at the angular momentum compensation point $M_1(T)/\gamma_1 - M_2(T)/\gamma_2 = 0$ so $\gamma_{\text{eff}}$ and $\omega$ diverge. When the inclusion of the damping contribution is used in the calculations, $\omega = (\gamma_{\text{eff}}/1 + \alpha_{\text{eff}}^2)H$. This correction removes the divergence of the frequency at the compensation point.

C. Conventional micromagnetism

Length scales covered by atomistic spin dynamics simulations are limited to only several tens of nanometers of lateral size and macrospin approaches fail at describing magnetic textures, such as domain walls, vortices or skyrmions (Section IV C) which are a key aspect of many spintronic device functionalities. To model spintronic phenomena happening at the micrometer scale, such as magnetic domain motion, one needs to use the so-called micromagnetic models. Micromagnetics has become an pivotal tool for the study of magnetisation processes, however nowadays computer software using finite difference or finite element methods to solve the equations for different geometries is common\textsuperscript{43–46}.

Conventional micromagnetism was originally formulated within the ‘ferromagnetic’ framework. The basic underlying assumption of micromagnetism is that neighbouring atomic spins can be considered parallel over a certain scale given by the ratio between the anisotropy and exchange interaction. The magnetisation is therefore treated as a continuous field where at each point of the continuum space $r$ the magnetisation is defined by one vector, $\mathbf{m}(r)$. Ferrimagnetism was first introduced in micromagnetics by assuming that the opposing sublattices are locked exactly antiparallel and so the coupled equations of motion can be re-written with a single Landau-Lifshitz-Gilbert equation of motion\textsuperscript{47} using the effective parameters for the damping (Eq. (5)) and gyromagnetic ratio (Eq. (6)). This is sometimes called an effective medium approach. It is useful in ferrimagnets with very strong exchange coupling between the sublattices and away from the compensation points which diverge in the effective parameter equations. Micromagnetism for ferrimagnets with explicit consideration of at least two sublattices is recent\textsuperscript{48–50}. The assumption of a smoothly changing magnetisation only holds in the spin subspace corresponding to each magnetic sublattice. At the local level, the spins are aligned antiparallel. Similarly to antiferromagnets, this causes an ‘exchange enhancement’ of the spin dynamics. Exchange enhancement effects are important since allow for the speed up of the dynamics, for example the motion of domain walls at relativistic velocities—near to the maximum magnon velocity of the medium\textsuperscript{51}. Other magnetic textures, such as skyrmions, in ferrimagnets are also of great fundamental and technological interest. Micromagnetic models allow the investigation of low frequency dynamics of such magnetic textures at the device scale. However, conventional micromagnetism is unable to describe thermal effects. These are crucial in fields such as ultrafast spin dynamics and spincaloritronics and possibly for realistic device modelling due to contact heating. Solutions to the shortcoming of thermodynamic considerations have been proposed for example by rescaling the micromagnetic parameters to their values of at specific temperatures. Stochastic fields have been also added to the equations of motion, however since the finite size of the computational cells means that the full range of spin waves excitations can not be described. At intermediate-to-high temperatures the contribution of those excitations to the thermodynamic properties becomes large and they cannot be neglected. An elegant solution is the use of the Landau-
Lifshitz-Bloch equation as a basis for micromagnetism, first
derived for ferromagnets\textsuperscript{22,24} and later on for ferrimagnets\textsuperscript{26}.

D. Landau-Lifshitz-Bloch (LLB) model

To include thermal effects into the equation of motion of magnetisation one has to either include a noise term, similar
to atomistic spin dynamics methods (Section II A), or to expand the equation of motion to take care of the effect of
temperature on a mesoscopic level. This leads to the so-called Landau-Lifshitz-Bloch equation. The LLB equation
describes magnetisation dynamics (rather than spin dynamics) at finite temperatures. It can be considered as an ex-
tension of already established micromagnetic methods with a comparable numerical effort. Standard micromagnetic mod-
el are strictly zero temperature formalisms—the length of the magnetisation is fixed. In contrast, the LLB equation admits
the relaxation of the magnetisation length. The higher order spin-spin interactions are accounted for in the derivation, pro-
ducing an equation in which parameters have a temperature dependence. These parameters can be calculated within the
mean-field approximation (MFA), higher order methods using Green’s functions\textsuperscript{25}, atomic spin dynamics, or parameterised
from experimental measurements. This makes the LLB equation well suited for modelling scenarios where temperature
also changes dynamically, such as the field of ultrafast magnetisation dynamics. Because of the increasing interest in antiferrimagnetic and ferrimagnetic materials the LLB equation
of motion for two sublattice magnets was recently derived\textsuperscript{26} and we briefly introduce it here.

The LLB equation in a two sublattice ferrimagnet is ele-
ment specific, and for each sublattice averaged magnetisation
at each site, \( \mathbf{m}_{i,\nu} = \langle \mathbf{S}_{i,\nu} \rangle, (\nu = 1,2) \), hence, its value is limited to 1. Moreover, in a first step it is common to assume a
magnetically homogeneous state, \( \mathbf{m}_{i,\nu} \rightarrow \mathbf{m} \), for all lattice
sites at the same sublattice \( \nu \), the dynamics equation reads as follows

\[
\frac{1}{\tau_{\nu}} \frac{\text{d} \mathbf{m}_{\nu}}{\text{d} t} = -\left[ \mathbf{m}_{\nu} \times \mathbf{H}_{\text{eff},\nu} \right] - \alpha_{\nu}^{\parallel} \left[ \mathbf{m}_{\nu} \times [\mathbf{m}_{\nu} \times \mathbf{H}_{\text{eff},\nu}] \right] + \frac{\alpha_{\nu}^{\perp}}{m_{\nu}^2} \left( \mathbf{m}_{\nu} \cdot \mathbf{H}_{\text{eff},\nu} \right) \mathbf{m}_{\nu},
\]

(8)
The relaxation of the magnetisation within the LLB equation
depends on the longitudinal and transverse damping parameters, \( \alpha_{\parallel}^{\nu} \) and \( \alpha_{\perp}^{\nu} \), and the effective field, \( \mathbf{H}_{\text{eff}} \). The damping and other input parameters for the two sublattice LLB equa-
tion are element specific. When the gyromagnetic ratio, \( \gamma_{\nu} \), is different for each sublattice, owing to the particular relation
between orbital and spin degrees of freedom at each sublattice,
the total angular momentum compensation point differs
from the magnetisation compensation point. Below \( T_{\text{C}} \), the
damping parameters \( \alpha_{\parallel}^{\nu} \) and \( \alpha_{\perp}^{\nu} \) are

\[
\alpha_{\parallel}^{\nu} = \frac{2k_{B}T\gamma_{\nu}}{J_{0,\nu}}, \quad \alpha_{\perp}^{\nu} = \lambda_{\nu} \left( 1 - \frac{k_{B}T}{J_{0,\nu}} \right),
\]

(9)
where \( J_{0,\nu} = J_{0,\nu} + |J_{0,\nu}| \langle m_{e,\kappa} \rangle / m_{e,\nu} \), \( J_{0,\nu} \) is the intra-
sublattice exchange and \( J_{0,\nu|\kappa} \) is the inter-sublattice exchange

(note the sign of the second term does not depend on the
sign of the inter-sublattice exchange interaction), \( m_{e,\nu} \) is the
length of the magnetisation at equilibrium for a given tem-
perature. Above \( T_{\text{C}} \) the longitudinal and transverse damping
parameters are equal and coincide with the expression\textsuperscript{28} for the classical LLB equation of a ferromagnet above \( T_{\text{C}} \),
\( \alpha_{\parallel}^{\nu} = 2\lambda_{\parallel} 2/3T_{\text{C}} \), and the equation of motion reduces
to Bloch equation. In Eqs. (9), the intrinsic damping param-
eters \( \lambda_{\nu} \) depend on the particularities of the spin dissipation at
the atomic level as discussed above in Section II A. They can
be the same or different for each sublattice. The effective field \( \mathbf{H}_{\text{eff},\nu} \) for sublattice \( \nu \) is defined as

\[
\mathbf{H}_{\text{eff},\nu} = \mathbf{H} + H_{\Lambda,\nu} + J_{0,\nu|\kappa} \Pi_{\kappa}
+ \left[ \frac{1}{2\tau_{\nu}} \left( \frac{m_{\nu}^2}{m_{e,\nu}^2} - 1 \right) - \frac{1}{2\tau_{\nu}} \left( \frac{\tau_{e,\kappa}^2}{\tau_{e,\nu}^2} - 1 \right) \right] \mathbf{m}(0)
\]

(10)
where \( \mathbf{H} \) is an applied field, \( \Pi_{\kappa} = -|\mathbf{m}_{e} \times (\mathbf{m}_{\nu} \times \mathbf{m}_{\kappa})|/m_{\nu}^2 \) is transverse to \( \mathbf{m}_{\kappa} \), and \( \tau_{\nu} \) is the component of \( \mathbf{m}_{\nu} \) parallel to \( \mathbf{m}_{\kappa} \), in other words
\( \tau_{\nu} = \mathbf{m}_{\nu} \cdot (\mathbf{m}_{\nu} \times \mathbf{m}_{\kappa})/m_{\nu}^2 \), where \( \kappa \neq \nu \). The anisotropy
field, \( H_{\Lambda,\nu} \), is related to the zero-field transverse susceptibility
or directly to the uniaxial anisotropy. The temperature depen-
dence of the parameters defining the longitudinal dynamics in
Eq. (10) is

\[
\Lambda_{\nu\nu} = \frac{1}{\chi_{||,\nu}} \left( 1 + \frac{J_{0,\nu|\kappa} m_{e,\kappa}}{J_{0,\nu} m_{e,\nu}} \right), \quad \Lambda_{\nu\kappa} = \frac{J_{0,\nu|\kappa} m_{e,\kappa}}{J_{0,\nu} m_{e,\nu}}.
\]

(11)
Within the MFA, the equilibrium magnetisation of each sublattice can be obtained via the self-
consistent solution of the Curie-Weiss equations
\( m_{e,\nu} = L \left( \langle J_{0,\nu} m_{e,\nu} + |J_{0,\nu|\kappa} m_{e,\kappa} \rangle / k_{B}T \right) \), (\( L \) is the Langevin function) and the sublattice dependent longitudinal
susceptibilities derived directly from them, \( \chi_{||} = \partial m_{e,\nu}/\partial H \).
For temperatures above \( T_{\text{C}} \), one can make use of the sym-
metry around \( T_{\text{C}} \), \( \chi(\epsilon) = 2\chi(-\epsilon) \), where \( \epsilon = 1 - T/T_{\text{C}} \) is small\textsuperscript{26}. These parameters can be calculated directly from MFA, gained from ASD simulations, or measured experimental-
ly.

E. Comparisons of ASD and LLB approaches

There have been several studies comparing the ASD and
ferromagnetic LLB approaches to show consistency\textsuperscript{26,35,34}. Since the LLB model describes both the longitudinal and
transverse relaxation of the magnetisation, two different types of comparison have been conducted so far. In the first case,
transverse relaxation, which can also be described by the con-
ventional micromagnetism, the LLB model provides also the
temperature dependence of the damping parameters, magneti-
sation and effective fields. In the second case, longitudinal
relaxation, this is described by the last term in Eq. (8), and
accounts for the dynamics of the magnetisation length. For example, when the temperature of the heat-bath changes, the
magnetisation length also changes. This cannot occur in con-
ventional micromagnetism methods.
In transverse relaxation numerical experiments, the main difference between ferromagnets and ferrimagnets is found around the magnetisation and angular momentum compensation temperatures. As already described by Eqs. (5) and (7), effective damping and frequency strongly depend on the net magnetisation and angular momentum, which in turn depend on temperature. Effective damping also depends on sublattice damping parameters, which are assumed to be constant in conventional micromagnetism, however within the LLB approach they depend on temperature. As highlighted above, features such as the temperature dependence of damping should obey Eq. (5). This emerges naturally in ASD but it is important the LLB also reproduces this physics. Direct comparison between ASD simulations and LLB predictions were made in order to validate the temperature dependence of the parameters involved in the transverse dynamics. Schlickeiser et al. performed this ASD-LLB comparison. They showed good agreement between ASD and LLB results as shown in Fig. 2. Their work makes it clear that the effective damping of ferrimagnets is higher than predicted by macroscopic approximations with a constant intrinsic damping parameter. As $T_C$ is approached, spin-spin interactions increase and so the intrinsic damping increases. The simulations also provide access to not only the effective Gilbert-like damping but also the damping of individual modes in the magnon spectrum. The exchange modes have a higher effective damping and a greater temperature dependence. These modes can play an important part in non-equilibrium and dynamical processes.

In longitudinal relaxation simulation, one aims to investigate the time scales for the magnetisation length to reach a new equilibrium when the temperature of the heat-bath is changed suddenly. A longitudinal relaxation term was already proposed by Baryaktar as a direct generalisation of the Landau-Lifshitz equation. However, the theory does not answer what happens with phenomenological relaxation parameters. Later on Garanin solved this issue with the LLB equation, and Atxitia et al. extended Garanin’s ideas to ferrimagnets. In their work, Atxitia et al. already conducted a systematic ASD-LLB comparison of the element-specific longitudinal relaxation dynamics in a GdFeCo alloy. This study was restricted to relatively large intrinsic damping parameters, $\lambda_\nu = 0.1$ and temperatures below $T_C$. Later, Nieves et al. extended the comparison to all temperatures. The comparison between ASD simulations and LLB prediction is very good. This good agreement opens the door to use the LLB model to derive analytical expression of the characteristic time scales of the longitudinal relaxation for situations where the deviations from equilibrium are relatively small. In ferrimagnets, the main characteristic of the longitudinal relaxation is that the time scales are element specific. For example, in GdFeCo, Gd relaxes slower than Fe. This is rooted in their different atomic magnetic moments. Interestingly, fluctuations act differently on Gd and Fe sublattices since the alloys are typical $> 70\%$ Fe the Gd moments are like impurities inside this Fe ferromagnet, therefore Gd behaves as a polarised paramagnet. As a consequence, whilst magnetic fluctuations make Fe magnetisation dynamics experience critical slowing down near the Curie temperature, in Gd they do not, and the

![Figure 2](https://example.com/figure2.png)

**Figure 2.** Comparison of ASD (points) and LLB (red and blue lines) calculations of the effective frequency and damping of the ferromagnetic (blue) and exchange (red) modes in a ferrimagnet. The black dashed line is the analytic solution when the temperature dependence of the microscopic damping parameters is not included. (Reprinted figure with permission from [F. Schlickeiser et al., Phys. Rev. B, 86, 214416 (2012)] Copyright (2012) by the American Physical Society.)

Gd sublattice relaxes faster than Fe at this point. This behaviour was predicted by the LLB model and it has recently been observed in femtosecond element-resolved experiments in GdFeCo.

### III. MATERIALS

Ferrimagnetic materials are everywhere, many of magnetic materials used in research are some kind of ferrimagnet. Actually the majority of “ferromagnetic” insulators are ferrimagnets. There are many ferrimagnets with high potential for technological applications. However two ferrimagnets have been of sustained interest in spintronics; GdFeCo metallic alloys for ultrafast spintronics applications, and YIG, for insulator spintronics. From the computer modelling perspective, ASD is ideal for the modelling of those two ferrimagnets. First, GdFeCo is most commonly grown as an amorphous alloy, which makes it almost impossible for first principle cal-
calculation of macroscopic properties but it is a problem well suited for ASD and LLB models. Second, YIG presents a complex spin structure of the unit cell, and potential novel spintronic properties emerging from the atomic interactions between them can only be handled with atomistic models.

A. Amorphous GdFeCo

GdFeCo has long been used for magneto-optical-based experiments but is now finding use in other spintronics areas due to its tuneable nature\(^\text{60-62}\). It is an amorphous alloy of Gd, Fe and Co where the content of each can be adjusted in the growth. In the Gd with partially filled 4f-shells a magnetic moment of \(\sim 7\mu_B\) arises from the localised electrons due to their coupling according to Hund’s rules. The valence band electrons are spin-polarised by the 4f electrons and give rise to an additional 5d6s atomic magnetic moment contribution of around 0.5\(\mu_B\). They are strongly exchange coupled to the 4f electrons via a very strong intra-atomic exchange interaction of the order of 200 meV, thus one can fairly consider both kind of spins as one locked magnetic moment for most of the physics studied here. The Gd moment is therefore much larger than the Fe and Co moments, but in alloys with only 15-30 % of Gd the net magnetisation can be balanced forming the compensation points even though there are much fewer Gd moments. Being able to continuously adjust the composition allows fine tuning of the macroscopic quantities such as saturation magnetisation and the temperature of the magnetisation and angular momentum compensation points. In experiments, the Gd or FeCo composition are often varied in a systematic set of samples alongside the temperature or applied field. This has lead to important discoveries such as field free optical switching\(^\text{38}\) but makes the parameter space to model much larger\(^\text{55,63}\).

Although GdFeCo is amorphous it has generally been modelled on a lattice with random site occupancies\(^\text{84}\). The exchange interactions are parametrised by nearest neighbour values chosen to reproduce the magnetisation compensation and Curie temperatures\(^\text{63}\). While the number of neighbours of each site is constant (due to the lattice) the number of specific Fe or Gd neighbours varies from site to site as would be expected in an amorphous system. Modelling the system as a truly amorphous arrangement of atoms is eminently possible but requires parameters such as the atomic radial distribution function and the distance dependent exchange which are unknown and hard to obtain. The lattice based random site modelling is therefore a crossover between attempts at quantitative modelling and toy models, where salient macroscopic features are reproduced using a somewhat generic base model.

Ostler et al. performed the first extensive ASD modelling of GdFeCo for different compositions, parametrised from a series of experimental measurements\(^\text{63}\). Compensation points as well as critical temperatures were well reproduced by the model, showing an excellent agreement with both experimental and mean field modelling (Fig. 3). They also parametrically change the Fe-Gd exchange coupling and calculate the thermal relaxation time of the element-specific magnetisation length, showing that stronger coupling leads to a faster thermalisation. Since then, the ASD model for GdFeCo proposed by Ostler et al. has been used for the description of ultrafast all-optical switching with great success, see Section IV A for further details.

B. Garnets

Yttrium Iron Garnet (YIG)\(^\text{65}\) is one of the main ferrimagnetic materials used in insulator spintronics research. It’s very low Gilbert damping, \(\alpha \sim 1 \times 10^{-5}\) means that spin waves and magnons have very long lifetimes. Recently it has become a platform for spincaloritronics\(^\text{96}\) research where magnon spin and heat currents are passed through the YIG\(^\text{16}\). Many other garnets can be formed by substitution, for example the yttrium is easily substituted by other rare-earth elements such as Gd, Tb or Er and the Fe can be substituted by gallium to reduce the magnetisation and introduce compensation points.

Macroscopically the magnetic properties of YIG appear similar to a ferromagnet. Many analytic theories approximates YIG as a simple one magnon band ferromagnet. In fact YIG is a complex ferrimagnet with the primitive cell containing 20 Fe atoms. Much effort has been applied in building detailed, quantitative models of YIG and numerical modelling has played a role in understanding spintronic effects in YIG and other garnets such as gadolinium iron garnet (GdIG) beyond the ferrimagnetic approximations.

The complexity of the crystal structures and magnetic spectra of ferrimagnetic insulators has meant that parametrising atomistic models can be difficult. It is common to infer Heisenberg exchange parameters from inelastic neutron scattering measurements of the magnon spectrum. Linear spin
wave models are fitted to the measured dispersion\textsuperscript{67}. In these complex magnets only a few of the magnon modes can be identified in the neutron scattering making the fitting non-unique. For example YIG must contain 20 magnon modes but neutron measurements see only four or five modes clearly\textsuperscript{68}. Gd is also present in many ferrimagnets, particularly those used in magneto-optical based spintronics, as well as some insulating garnets. But it provides a particular difficulty for neutron scattering because its natural isotope has one of the largest neutron capture cross sections. Electronic structure calculations are therefore being increasingly used to establish the exchange interactions in material specific models.

The ferrimagnetic insulators like YIG have large electronic band gaps making the most common density functional theory (DFT) methods poorly suited for calculations due to the significant Coulomb interaction. Attempts have been made to calculate the magnetic properties of ferrimagnetic garnets using DFT+U but these could not simultaneously provide the correct electronic and magnetic properties\textsuperscript{69–72}.

Recently more advanced methods such as quasiparticle self-consistent GW\textsuperscript{73} have shown great promise for these materials with excellent results obtained for YIG\textsuperscript{74}. This enables a truly ‘ab initio’ parametrisation of atomic spin models, without even the choice of a Hubbard ‘U’. Progress in this area may allow accurate modelling of specific ferrimagnetic insulators even where it is difficult to measure the exchange interactions experimentally.

Recent advances in ASD calculations have introduced quantum statistics into the thermostat\textsuperscript{34,35}. This means the thermal magnons obey Planck rather than Rayleigh-Jeans statistics. The result is that quantitative calculations of thermodynamic properties can be made across almost the entire temperature range from zero Kelvin to the Curie point. The method has been verified for complex ferrimagnets such as YIG with excellent agreement for the temperature dependence of magnetisation, magnon heat capacity\textsuperscript{34} and magnon spectrum\textsuperscript{75}. Excellent agreement was found. The magnon heat capacity in particular is an important parameter for thermal and spin transport\textsuperscript{76} but can only be measured below about 10 K in experiments due to the overwhelming contribution of the phonons\textsuperscript{77}. Classical equipartition overestimates its value orders of magnitude and using quantum statistic allowed accurate calculations of the room temperature value\textsuperscript{34}. The ASD calculations showed that at room temperature the presence of the higher terahertz modes means the magnon heat capacity is an order of magnitude larger than otherwise predicted when assuming a simple single magnon band model\textsuperscript{78}.

IV. RESEARCH DOMAINS

A. Ultrafast magnetisation dynamics

The field of ultrafast magnetisation dynamics began with the discovery of the sub-picosecond magnetic response of Nickel to femtosecond duration optical laser pulses\textsuperscript{79}. The use of femtosecond laser pulses has enabled the ultrafast manipulation of the magnetic order, from femtosecond demagnetisation\textsuperscript{79–81} to ultrafast spin currents\textsuperscript{82,83} and switching of magnetic polarity\textsuperscript{38,64,84–86}. Later, alternative rapid excitations have also been shown to drive magnetisation dynamics, including recent demonstrations using picosecond electric and spin currents\textsuperscript{87,88}.

Ferrimagnetic materials play a central role in this field. The most prominent material is amorphous GdFeCo alloys (see Sec. III A) since it has long been the only material showing the unusual deterministic heat-induced magnetisation switching\textsuperscript{38}. Recently, another class of ferrimagnet, Mn\textsubscript{2}Ru\textsubscript{2}Ga\textsuperscript{89}, has shown the same all thermal switching. The theoretical description of laser induced all-optical switching (AOS)\textsuperscript{84} of the magnetisation in GdFeCo ferrimagnetic alloys has remained a challenge\textsuperscript{55,63,64,90–97} Experimental findings are mostly compared or interpreted in terms of atomistic spin dynamics simulations\textsuperscript{55,63,98,99} and the Landau-Lifshitz-Bloch equation\textsuperscript{26,93,100}.

Laser pulses can be as short as just a few femtoseconds, which can excite the electron system on timescales of the order of the exchange interaction allowing the investigation of the fundamental physics governing switching. When a metallic ferrimagnetic thin film is subjected to a near infrared laser pulse, only the electrons are accessible to the photon electric field. Initially, the absorbed energy is barely transferred to the lattice and consequently the electron system heats up. The electron and phonon temperatures, $T_{el}$ and $T_{ph}$, are decoupled for up to several picoseconds until the electron-phonon interaction equilibrates the two heat-baths. This phenomenology is well captured by the so-called two-temperature model (2TM)\textsuperscript{101,102} which can be written as two coupled differential equations:

$$C_{el} \frac{dT_{el}}{dt} = -g_{ep} (T_{el} - T_{ph}) + P_{el}(t)$$

(12)

$$C_{ph} \frac{dT_{ph}}{dt} = +g_{ep} (T_{el} - T_{ph})$$

(13)

The parameters entering Eqs. (12) and (13) are material dependent. For instance, for GdFeCo alloys, $C_{el} = \gamma_{el} T_{el}$ where $\gamma_{el} = 6 \times 10^2$ J/m\textsuperscript{3}K\textsuperscript{2}, and $C_{ph} = 3.8 \times 10^6$ J/m\textsuperscript{3}K represent the specific heat of the electron-phonon system. The electron-phonon coupling, $g_{ep} = 7 \times 10^{17}$ J/m\textsuperscript{3}K. Here, $P_{el}(t) = P_0 \exp(-t^2/t_p^2)$ represents the absorbed energy by the electron system, coming from the laser. The laser duration is $t_p$.

ASD simulations coupled to the 2TM predicted and experiments subsequently confirmed, that the heat loaded by a femtosecond laser pulse into these particular systems is sufficient to toggle switch the magnetisation polarity\textsuperscript{38} as shown in the simulation results of Fig. 4. Despite the Gd and FeCo spin sublattices being coupled antiferromagnetically, during the switching process, and for only a few picoseconds, the Gd and FeCo spins show a parallel alignment, dubbed a ‘transient ferrimagnetic-like state’. These insights were only possible thanks to element-specific time resolved femtosecond x-ray magnetic circular dichroism experiments conducted by Radu and co-workers\textsuperscript{84}. This class of magnetic switching offers great promise for future applications as picosecond writing times have already been demonstrated in micro\textsuperscript{90} and
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Thanks to ASD simulations it has been recently shown that switching using femtosecond to picosecond heating follows the same switching path.

Full micromagnetic models based in the LLB equation have been able to predict the ultrafast antiferromagnetic skyrmions creation after ultrafast demagnetisation. Micromagnetic simulations based on the LLB have been also used for the description of all-optical switching of the magnetisation using multiple-shot technique in cross devices made of synthetic ferrimagnets composed of rare-earth free materials. Switching behaviours can be controlled by the Curie temperature of each layer in the bilayer, which in turn is controlled by their thickness.

B. Spincaloritronics

The field of spincaloritronics studies the physical effects coming out from the coupling between spin and heat. Spincaloritronics phenomena include the spin Seebeck effect, spin Peltier effect, spin Nernst effect, in metallic, semiconductor, non-magnetic and magnetic insulators. Magnetic insulators are extensively used here because they allow the study of purely magnon driven effects without charge transport convoluting results. Ideally, experiments would study the magnon transport in ferrimagnets before branching into ferri- and antiferromagnets but, as mentioned before, most “ferromagnetic” magnetic insulators are in-fact ferrimagnets. Many theoretical works in this field neglect the complications associated to the existence of at least two antiparallel sublattices and approximate the materials as a ferromagnet by assuming a single magnon band with a $\hbar \omega \sim k^2$ dispersion.

To explore what such approximations may miss in a true ferrimagnetic material ASD modelling has been used extensively.

The magnonic spin Seebeck effect in a ferrimagnet—the response of the magnetisation under a temperature gradient—has been studied using ASD simulations considering the simplified situation of a temperature step instead of a gradient. In this context, ASD modelling of a generic two sublattice ferrimagnet in a temperature step provided information about the spatial distribution of sublattice magnetisation. In this numerical experiment, a stationary non-equilibrium magnon accumulation arises and the shape corresponds to the derivative of the equilibrium magnetisation $\partial m_z/\partial T$ in the absence of temperature step. In ferromagnets, $\partial m_z/\partial T < 0$, but in ferrimagnets showing compensation points, the sign of it can change, hence, the existence of a temperature at which magnetisation accumulation vanishes at the step site.

Modelling in this field has also drawn attention to the magnon polarisation in ferrimagnets. Here polarisation is related to the clockwise versus anticlockwise rotation of the spins or alternatively whether a magnon mode carries $+\hbar$ or $-\hbar$ spin angular momentum. In a ferromagnet, magnons have a single circular polarisation (or elliptical with dipolar interactions) corresponding to the anticlockwise rotation of the magnetic moments in a field. In a uniaxial antiferromagnet there are both anticlockwise and clockwise polarisations but the magnon modes degenerate so the polarisation cannot easily be measured. In a ferrimagnet the anticlockwise and clockwise polarisations also exist due to the opposing sublattices, but the exchange field between the sublattices splits the modes so that clockwise magnons are higher in energy than anticlockwise.

Experimental measurements and ASD modelling of the spin Seebeck effect in Gadolinium iron garnet (GdIG) showed that magnon polarisation has observable effects in spintronics. Two changes of sign in the spin Seebeck effect were found as the temperature is increased. One is expected across the magnetisation compensation point as the sublattices reverse in the applied field across this point. The change in sign of the spin Seebeck effect at low temperatures does not correspond to any macroscopic changes of the ferrimagnet. Theory and ASD modelling showed that the changing thermal occupation of magnon modes with different polarisation causes the sign change at low temperature.

Although the polarisation of magnons has been described by theory from the early understanding of magnons it had never been directly measured, possibly due to the lack of apparent physical consequence until recently. Polarisated inelastic neutron scattering was used to measure the polarisation of magnons for the first time, supported by quantitative ASD modelling. The scattering cross section in the required experimental geometry is very small making the experiments difficult. The first attempt was only partially successful which was identified because of the prior calculation of the polarised neutron scattering cross section using ASD modelling. A sec-
FIG. 5. Upper (c) experimental measurements of the magnetic chiral part of polarised inelastic neutron scattering from YIG. Lower (d) ASD calculations of the polarised inelastic neutron scattering cross section from a parametrised model of YIG. The ASD results have been convoluted with the experimental measurement resolution. (Reprinted figure with permission from [Y. Nambu et al., Phys. Rev. Lett., 125, 027201 (2020)] Copyright (2020) by the American Physical Society.)

The second measurement was successful and very good agreement was found between the ASD calculations and the experimental measurements as shown in Fig. 5. The polarisation of different magnon modes may be useful in spintronics applications as the magnon transport appears to be sensitive to the polarisation in experiments\textsuperscript{116}. Theoretical suggestions of how to use the polarisation are also being made\textsuperscript{117}.

The high frequency magnon modes of the YIG has motivated experiments to excite these high frequency modes\textsuperscript{118–121}. Maehrlein et al.\textsuperscript{118} resonantly excited long-wavelength THz phonons in YIG using THz laser pulses. Changes in the magnetisation were measured via the magneto-optical Faraday effect with an optical probe pulse. A reduction in the sublattice magnetisation was observed on a picosecond timescale\textsuperscript{118}. The change in magnetisation persists for microseconds before recovering. The excitation of the infra-red active THz phonons predominantly makes the light oxygen ions to move, displacing them from their equilibrium positions. It is assumed to cause fluctuations in the superexchange between Fe atoms due to the changes in the bond distances and angles, shown pictorially in Fig. 6A. To confirm the experimental findings ASD calculations were performed with a modified Heisenberg exchange which included dynamical stochastic fluctuations of the inter-sublattice exchange parameters. From the model it was determined that the net magnetisation remains constant, even though the sublattice magnetisation is decreasing (Fig. 6B). This is because the isotropic exchange interaction conserves the spin angular momentum.

FIG. 6. (A) Superexchange model of the inter-sublattice coupling in YIG. The oxygen displacement ($u(t)$) caused by phonon excitations at 20 THz causes fluctuations in the superexchange $J_{ad}$. (B) ASD model with stochastic exchange for 0.5 ps. The change in magnetisation of each sublattice is shown in blue and green respectively. The total change in magnetisation (black line) is zero. (Reprinted figure from [Maehrlein et al., Sci. Adv., 4, eaar5164 (2018)])

The fields of ultrafast magnetisation dynamics and spin caloritronics sometimes combine and effects such as the spin Seebeck effect are probed on the sub-picosecond timescale to understand the timescales of the fundamental processes. Seifert et al. used a femtosecond laser to suddenly heat the Pt of a YIG-Pt bilayer\textsuperscript{119}. The YIG is transparent to the laser and so there is a significant temperature difference between the hot electrons in the Pt and the magnons and phonons of the YIG. The aim was to understand how quickly the spin current across the YIG-Pt interface is established due to electron-magnon scattering. The spin current (measured from the THz emission due to the current formed by the inverse spin Hall effect) emerges almost instantaneously and peaks within 500 femtoseconds of the laser excitation. A dynamical theory was created which required parameters such as the frequency dependent spin susceptibility of the YIG. This
was calculated using ASD with a detailed model of YIG and showed that the magnetic system can respond instantly due to the lack of inertia. The quantitative theory allowed an estimate of the interfacial $sd$-exchange coupling and spin mixing conductance in good agreement with other values in the literature.

C. Magnetic textures

The motion of spin textures such as domain walls and skyrmions is a large area of study because of proposed device concepts using the textures for information storage and processing. Much work has been done on ferromagnetic textures but ferrimagnets are relatively unexplored beyond treating a ferrimagnet as a ferromagnet. The main difference between ferro and ferrimagnets that can be expected is in how the dynamics of textures changes due to the presence of the angular momentum and magnetisation compensation points. It is expected that at the angular compensation point, ferrimagnets behave like antiferromagnets. Antiferromagnetic textures can move at high velocities due to the compensation of torques acting at each sublattice and responsible for the so-called Walker breakdown common for ferromagnets. Analytical theory based on existing macrospin approaches have been used to predict and interpret domain wall dynamics under external field $H$. The velocity, $v_{DW}$ and precession, $\Omega_{DW}$ of the ferrimagnetic domain wall of width $\Delta_{DW}$ can be expressed in terms of effective damping (Eq. 5) and gyromagnetic ratio (Eq. 6):

$$v_{DW} = \Delta_{DW} \frac{\alpha_{eff}}{1 + \alpha_{eff}^2} \gamma_{eff} H$$

$$\Omega_{DW} = \frac{1}{1 + \alpha_{eff}^2} \gamma_{eff} H$$

(14)

Still, thermal effects, such as motion of magnetic textures under thermal gradients require computational models. ASD modelling has been useful in this area. Donges et al. performed an extensive study of how domain walls in ferromagnets move when thermal gradients are applied. In ferro- and antiferromagnets, domain walls always move towards hotter regions. In ferrimagnets they found the same behaviour below the Walker breakdown—where domain walls behave like an effective ferromagnetic DW under thermal gradient. But above the Walker breakdown the domain walls can move towards colder regions if the temperature is less than the angular momentum compensation point as shown in Fig. 7. Their results explain anomalies in experimental measurements of domain wall motion in ultrafast laser experiments on GdFeCo where domain walls have been observed to move away from the heated region—the opposite of previous expectations. This highlights the need for ASD modelling of ferrimagnets as these features cannot be seen in ferromagnetic models such as Eqs. (14) and are difficult to isolate in experiments from many other possible effects. They also find a ‘torque compensation point’ where the ferrimagnetic domain wall moves similarly to an antiferromagnet domain wall with inertia free motion and no Walker breakdown.

In the magnetic skyrmion field there is an effort to remove or control the skyrmion Hall effect—the transverse motion of a skyrmion when it is pushed by a directional stimulus. In antiferromagnets it is known that skyrmions have no hall effect due to the exact cancellation of the Magnus force from the two sublattices. Recent experiments in GdFeCo have demonstrated that the skyrmion Hall effect can also be zero in ferrimagnets at the angular momentum compensation point. The experimental evidence comes from MOKE imaging and were compared with ASD simulations showing a good agreement confirming the absence of a skyrmion Hall effect when the next spin density is zero.

V. SUMMARY AND OUTLOOK

The modelling techniques presented in this review have already played a central role in uncovering material properties and physical phenomena in ferrimagnetic spintronics which are absent in the commonly used effective ‘ferromagnetic’ models. Even with the rise of antiferromagnetic spintronics, we believe ferrimagnetic spintronics will grow due to the manipulations that can be induced by use of the compensation points. One of the most important aspects of computer modelling is the close collaboration with experimental partners. This allows not only to interpret experimental results but also to validate theories and predict new physical phenomena. Paradigmatic examples have been covered in this review. For example, in the field of ultrafast dynamics, modelling techniques have been pivotal to the interpretation of the transient ferrimagnetic-like state in GdFeCo, validation of the ferromagnetic formation of the Spin Seebeck effect in YIG, and the prediction of thermally-induced ultrafast magnetisation switching in GdFeCo. One characteristic of ferrimagnets is that interesting physics appears when the energy input is of the same order as the antiferromagnetic coupling between distinct sublattices. For example, by changing temperature (thermal energy input), magnetisation and angular momentum compensation point can be crossed at which some dynamical properties are similar to antiferromagnets. Lately, models which include thermal effects have dominated this field. Improvements in the modelling of temperature by inclusion of quantum statistics are likely to become more prevalent and provide more predictive weight to multiscale simulations. Efforts to directly model the heat bath subsystems are also likely to increase as there is much interest in the strong coupling between systems such as phonons and magnons. As space and timescales are pushed further models at the atomic level must be further developed beyond the localised rigid spin approximation. There is also a notable absence of models for elements with significant orbital moments which may be required for rare-earth elements which are found in many ferrimagnets.

Going forward we anticipate ferrimagnets to be ever more investigated for spintronic applications. Ferrimagnets are the door for fast control of magnetic functionalities as given by their antiferromagnetic character while conserving the advantage of ferromagnets in terms of measuring and controlling by conventional means such as magnetic fields. Recent examples, include the field of skyrmionics and spin-orbit torque switching. Ferrimagnetic insulators in particular are likely to
FIG. 7. Velocity, precession and tilting of ferrimagnetic domain walls (DW) under thermal gradients from ASD simulations. (a) Biaxial anisotropy ferrimagnetic DWs dynamics can be described as an effective ferromagnet, velocity scales with temperature gradient. (b) Tilting of the DW vanishes at the torque compensation temperature $T_t$ at which the DW dynamics shows similar characteristics to antiferromagnets, namely, quasi-inertia-free motion and the absence of Walker breakdown. (c) Uniaxial anisotropy. Above Walker breakdown, the ferrimagnetic DW can show the opposite, counter intuitive behaviour of moving toward the cold end. Below the compensation temperature the wall moves toward the cold end, whereas above it toward the hot end. This behaviour is driven by angular momentum transfer and therefore strongly related to the angular momentum compensation temperature. (e) The inset shows the temperature dependence of the non-adiabaticity parameter $\beta_{\text{eff}}$, defined as the ratio between adiabatic and non-adiabatic torque created by a spin current. (Reprinted figure from [Donges et al., Phys. Rev. Research, 2, 013293 (2020)])

continue to be used widely in experiments as they provide an important spin source for fundamental and device inspired experiments which attempt to modify spin current transmission. Recently, practical realisation of relativistic kinematics in isolated magnetic solitons has been demonstrated\cite{51} in ferrimagnets, establishing an experimental framework to study relativistic solitonic physics.

So far ferrimagnets have hardly featured in some popular topics such as topological magnetism where the additional symmetries allowed by a two sublattice magnet with a net magnetisation may be of interest. A similarly open avenue to be explored is the investigation of two-dimensional ferrimagnets. A promising route to realise this class of 2D ferrimagnets could be by exploiting the highly tunable superlattice patterns in twisted (or moiré) bilayers of atomically thin materials. Atomic modelling in these areas would be timely to predict if there is any novel physics to be found before embarking on undoubtedly difficult experiments.
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