Sauter-Schwinger effect in a Bardeen-Cooper-Schrieffer superconductor
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From the sixties a deep and surprising connection has followed the development of superconductivity and quantum field theory. The Anderson-Higgs mechanism and the similarities between the Dirac and Bogoliubov-de Gennes equations are the most intriguing examples. In this last analogy, the massive Dirac particle is identified with a quasiparticle excitation and the fermion mass energy with the superconducting gap energy. Here we follow further this parallelism and show that it predicts an outstanding phenomenon: the superconducting Sauter-Schwinger effect (SSSE). As in the quantum electrodynamics Sauter-Schwinger effect, where an electron-positron couple is created from the vacuum by an intense electric field, we show that an electrostatic field can generate two coherent excitations from the superconducting ground-state condensate. Differently from the dissipative thermal excitation, these form a new macroscopically coherent and dissipationless state. We discuss how the superconducting state is weakened by the creation of this kind of excitations. In addition to shed a different light and suggest a method for the experimental verification of the Sauter-Schwinger effect, our results pave the way to the understanding and exploitation of the interaction between superconductors and electric fields.

The Sauter-Schwinger effect refers to the creation of an electron and a positron pair from the QED vacuum as a consequence of its instability under the presence of an external electric field [see Fig. 1 (a)] [1, 2]. After the development of quantum electrodynamics (QED), in 1951 Schwinger gave a complete treatment of the effect [3]. He computed the critical electric field above which the vacuum becomes unstable thereby resulting in the creation of an electron-positron pair. Despite being predicted almost seventy years ago, the Sauter-Schwinger effect has never been observed so far because of the ultra-high electric fields (∼1018 V/m) needed. In the last twenty years, the Sauter-Schwinger effect has been discussed in different physical frameworks including Mott insulators [4–6] and QCD systems [7, 8].

In the sixties, Nambu and Jona-Lasinio noticed a striking similarity between the Dirac equation and the Bogoliubov-de Gennes equations describing the elementary excitations in a superconductor [9–13]. They are formally identical if one identifies the Dirac particle with a quasiparticle excitation in the superconductor and the fermion mass with the superconducting energy gap [12]. In the spirit of the superconductor-QED analogy [9, 12], we would expect to observe a kind of vacuum instability, and a Sauter-Schwinger effect in superconductors exposed to an electric field. Notably, substituting the electron mass energy (0.5 MeV) with the superconducting gap energy (∼100 μeV-1 meV for a conventional superconductors), the critical electric field needed to activate the SSSE is drastically reduced. In this perspective, this makes superconductors ideal candidates to realize and measure the Sauter-Schwinger effect.

Despite the appeal and the strength of the superconductor-Dirac particle analogy, in realistic implementations we must keep in mind the important differences between the two physical systems. First, in metallic superconductors (i.e., the ones well-described by the Bardeen, Cooper, and Schrieffer (BCS) theory [13]) screening effects can limit the penetration of the electric field in the interior of the system [14]. Secondly, a superconductor immersed in an external electric field must be treated like an open quantum system, as the effects of the environment and dissipation processes become relevant [15, 16]. Regardless of their importance, a detailed analysis of these points would complicate the discussion and drain the attention away from the real focus of the paper. For these reasons, we constraint our discussion to a very specific situation. We consider a film superconductor thin enough to be completely penetrated by the electric field (or, alternatively, we refer to the effect on the edge of a superconductor), and we analyse the unitary evolution arguing that the environment can affect the dynamics only on longer timescales. These assumptions allow us to focus on a more precise question: can a static electric field induce a Sauter-Schwinger-like effect in a BCS superconductor by exciting the condensate ground state? Below we will show that the answer is indeed affirmative.

Our starting point is the effective Hamiltonian describing a standard BCS superconductor in the presence of an external electric field [13, 17]. We assume that the electric field $E_f = \{0, 0, E_f\}$ is applied to a thin film superconductor along the $z$ direction [see Fig. 1 (b)], and that the superconductor thickness $L$ allows full electric field penetration in the sample. By decomposing the fermion field in plane waves and choosing the proper gauge, we obtain the effective Hamiltonian in second quantization formalism [17–20]

$$H = \sum_k \left\{ h_{k-} (a_{k\uparrow} a_{k\uparrow}^\dagger + a_{k\downarrow}^\dagger a_{k\downarrow}^\dagger) - \Delta a_{k\downarrow}^\dagger a_{-k\uparrow}^\dagger + h.c. \right\}. \quad (1)$$
\[ \gamma_{k\uparrow} = v_k(t) a_{k\uparrow} + u_k(t) a_{-k\downarrow}^{\dagger} \] and \( \gamma_{-k\downarrow} = v_k(t) a_{k\downarrow} + u_k(t) a_{-k\uparrow}^{\dagger} \) [13, 17, 23]. The eigenvalues are \( \pm \epsilon_k(t) = \pm \sqrt{\epsilon_k^2(t) + |\Delta|^2} \) and the ground and the excited states, expressed in in the original \{\( a_{k\uparrow}, a_{-k\downarrow}^{\dagger} \)\} basis, are \( |\psi_{-k}(t)\rangle = \{v_k(t), u_k(t)\} \) and \( |\psi_{k}(t)\rangle = \{u_k(t), -v_k(t)\} \) respectively, with \( u_k = \frac{1}{\sqrt{2}} \sqrt{1 + \frac{2}{\epsilon_k} e^{-i\chi/2}} \) and \( v_k = \frac{1}{\sqrt{2}} \sqrt{1 - \frac{2}{\epsilon_k} e^{i\chi/2}} \) [17].

If \( H_k(t) \) is the time-dependent unitary transformation that diagonalizes \( \mathcal{H}_k \), namely \( \mathcal{U}_k^\dagger \mathcal{H}_k \mathcal{U}_k = \mathcal{H}_{D,k} \), the dynamics is determined by the Schrödinger equation

\[
i\hbar \partial_t |\phi_k(z)\rangle = (\mathcal{H}_{D,k} - i\hbar \mathcal{U}_k^\dagger \partial_z \mathcal{U}_k) |\phi_k(z)\rangle.
\]

The contribution \( \mathcal{U}_k^\dagger \partial_z \mathcal{U}_k \) induces the transition between eigenstates of \( \mathcal{H}_{D,k} \) that are associated to the excitation of the ground state and the creation of quasiparticles. There is a crucial difference between these kind of excitations and the well known thermal ones. The off-diagonal terms in the operator \( \mathcal{U}_k^\dagger \partial_z \mathcal{U}_k \) are associated to \( \gamma_{k\uparrow} \gamma_{-k\downarrow}^{\dagger} \) and \( \gamma_{-k\downarrow} \gamma_{k\uparrow}^{\dagger} \) [17]. Therefore, \( \mathcal{U}_k^\dagger \partial_z \mathcal{U}_k \) creates or annihilates simultaneously two quasiparticles with \((k, \uparrow)\) and \((-k, \downarrow)\). This is different from the creation of a single quasiparticle through the operators \( \gamma_{k\uparrow} \) and \( \gamma_{-k\downarrow} \), extensively discussed in textbooks [13, 24]. While a single excitation destroys a Cooper pair, double excitations preserve the coherent interaction of the pair and, in this sense, they still possess superconducting properties, as discussed below [23, 25].

The pairing potential in Eqs. (2) is \( \Delta = \sum_k \Delta_k \), and is calculated self-consistently during the dynamics [17]. In the numerical simulations, we set \( \mu = 1 \) eV and the initial pairing potential to \( \Delta_0 = 100 \) meV [26–30]. Moreover we assumed the working temperature to be much smaller than superconducting critical temperature \( T_C \), eventually neglecting thermal excitations. For later convenience, we introduce two reference scales: a time scale \( t_{ac} = \hbar/\mu \) and a characteristic electric field \( E_C = 5 \times 10^8 \) V/m.

We suppose that a constant electric field is applied at time \( t_{in} = 0 \), and the dynamical transients are negligible. The numerical simulations are performed in a finite time interval \( 0 < t < t_{\text{max}} \), where \( t_{\text{max}} = mL/(\hbar k) \) is the time needed for a particle of mass \( m \) and momentum \( k \) to move from one side to the opposite of a sample of thickness \( L \) [see Figure 1 (a)]. This sets the time scale for the numerical simulations. In the latter, we set \( L = 2 \) nm [31, 32], so that we can assume a complete penetration of the electric field [33].

The spectrum of the Hamiltonian (2) as a function of time is plotted in Fig. 2(a). The minimum gap \( 2\Delta \) is reached when the kinetic energy \( \xi_k \) in Eq. (1) vanishes [17], namely for

\[
t_{\text{min}} = \sqrt{2\mu m \tanh \sqrt{1 - (k/k_F)^2}}/eE_f.
\]

The dynamics of the populations of the ground and excited state \( |\psi_{k,-}\rangle^2 \) and \( |\psi_{k,+}\rangle^2 \) is shown in Fig. 2(b) for a

**FIG. 1.** (a) Analogy between the Sauter-Schwinger effect in QED and in a BCS superconductor. (b) Sketch of the experimental setup: a BCS superconducting film of thickness \( L \) immersed in an external electric field \( E_f \).
fixed $k/k_F$ and $E_f/E_C$, and presents a clear signature of the SSSE. The $k$-th mode undergoes a sudden transition to the excited state close to the minimal energy gap. This corresponds to the superconducting Sauter-Schwinger effect, and to the creation of two excited quasiparticles, as discussed above.

The dynamics changes considerably for different initial particle momenta, as shown in Fig. 2(c). Away from the Fermi momentum, there is no quasi-particle excitation but moving closer to $k_F$ the system is completely excited. In a small window very close to $k_F$ the system is only partially excited.

A more complete picture can be inferred from Fig. 2(d) where the final population of the excited state $|\psi_{k,+}(t_{\text{max}})|^2$ is shown as a function of the momentum for different normalized electric fields $E_f/E_C$. For small electric field ($E_f/E_C = 0.1$), only a small fraction of the particles around $k_F$ are excited. By increasing the electric field strength, the excited population fraction increases up to a complete excitation for any $k \leq k_F$ and $E_f/E_C = 1$. These results suggest that the electric field at which the excitations are produced is indeed close to $E_C$ and is remarkably similar to the one used in several recent experiments [26–30].

The values of the critical field can be understood treating the SSSE as a Landau-Zener transition (see [17] for details and [34–37]). Imposing the condition that the minimal energy gap is reached earlier than $t_{\text{max}}$, i.e., $t_{\text{min}} \leq t_{\text{max}}$, the electric field needed to produce the excitations: is $E_f/E_C = (2\mu)/(eE_CL)$ [17]. For $L = 2$ nm, we obtain $E_f = 2E_C$, namely close to $E_C$, as discussed before.

We stress once again that the double excitation generated by the electric field are deeply different from the single excitation due, for example, to thermal effects. The latter is related to breaking of a Cooper pair, and leads to an emptying of the pairing potential. More formally, if a single $k$ excitation is produced, the state $|\psi_{k\uparrow}|$ is the BCS ground state) does not give contribution to the pairing potential, since $\Delta_k = \langle \psi_{k\uparrow}|\hat{a}_{k\downarrow}^\dagger \hat{a}_{-k\downarrow}|\psi_{k\uparrow}\rangle = 0$.

By contrast, the two excitations produced by the electric field are still correlated, and contribute to the pairing potential but with opposite sign with respect to
the fact that the environmental effect are not included, this already gives strong indications that the presence of a static electric field drastically weakens superconductivity.

Interestingly, the SSSE should be associated with non-equilibrium phenomena which can be eventually measured. We neglect the momentum scattering leading to a reduction of kinetic energy [38] and discuss the destruction of the excited states with no momentum change, which is the relevant process for the generation of non-equilibrium features (see Fig. 3(c) and [17] for technical details). Eventually, reasonably assuming that the time scales associated with these two processes are well separated allows us to focus only on the second one.

A laser analogy can help to understand how non-equilibrium, i.e., non-thermal, distributions can arise in this context. As in a laser, the electric field acts as an external pump that excites the ground state directly to the double-excited state. This is unstable and can decay directly to the ground state or through the single excitation state with the Cooper pair destruction. In this way, the standard single excitation states are populated. The balance between the energy pumping due to the electric field, the dissipation of kinetic energy through momentum scattering and relaxation will eventually lead to a steady state. However, while the transitions by and from the single excitation state are thermal, the transition between the ground and double excited state is not. Therefore, as in a laser, the steady state is not related to a thermal or non-equilibrium distribution [17].

The fact that the single-excitation state are, in general, non-thermal, opens the way to a direct measurement of the SSSE through tunnel spectroscopy [24]. When two superconductors with different gap, i.e., $\Delta_1$ and $\Delta_2$ with $\Delta_1 < \Delta_2$, are connected with a tunnel junction and subject to a voltage $V$, at finite temperature $T$ the $I-V$ curve shows a resonance current peak at $eV = |\Delta_1 - \Delta_2|$ [24] due to the presence of quasi-particle. If $\Delta_1, \Delta_2 \ll k_B T$ and $E_f = 0$, the thermal excitation should be negligible and no current peak at $|\Delta_1 - \Delta_2|$ should be observed. If we apply a static electric to the superconductor with gap $\Delta_1$, according to the SSSE model with dissipation discussed above, the increase in $E_f$ should generate double and single excitations and this should results in a current resonance at $|\Delta_1 - \Delta_2|$. The presence of this resonance peak at low temperature and the corresponding excess of (non-thermal) quasiparticles created by the electric field would be the first direct observation of the SSSE.

The SSSE and its manifestations should be observable with currently available laboratory techniques. Indeed, the described phenomenology is compatible with recent experiments performed on superconducting wires and nanobridges subject to strong electric fields. The observed weakening of superconductivity, the invariance of the electric field direction [26–30, 39], and the creation
of non-thermal switching supercurrent distributions [40] are compatible with and could be the manifestation of the creation of exotic paired excitations.

Surprisingly, our simple model predicts, with no fitting parameters, that the Sauter-Schwinger effect in superconductors should manifest itself in the presence of an electric field of order $E_C \sim 10^8 \, \text{V/m}$, which is in striking agreement with the one used in these experiments [26-30, 41, 42].
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GENERAL FRAMEWORK

The general effective Hamiltonian describing a standard superconductor is [S13]

\[ H_{\text{eff}} = \int d\mathbf{r} \left\{ \sum_\alpha [\Psi^\dagger(\alpha \mathbf{r}) H_e(\mathbf{r}) \Psi(\alpha \mathbf{r}) + \Delta(\mathbf{r}) \Psi^\dagger(\uparrow \mathbf{r}) \Psi^\dagger(\downarrow \mathbf{r})] 
+ \Delta^*(\mathbf{r}) \Psi(\downarrow \mathbf{r}) \Psi(\uparrow \mathbf{r}) \right\} \] (S1)

where \( \alpha \) is the spin index, \( \Psi \) is the fermionic field satisfying the usual anti-commutation rules and, with \( V \) set as a coupling energy, [S13]

\[ \Delta(\mathbf{r}) = -V(\langle \Psi(\downarrow \mathbf{r}) \Psi(\uparrow \mathbf{r}) \rangle) = V(\langle \Psi(\uparrow \mathbf{r}) \Psi(\downarrow \mathbf{r}) \rangle) \] (S2)

is the self-consistent pair potential.

The single particle Hamiltonian operator is rescaled over the Fermi energy (chemical potential) \( \mu \) and it reads

\[ H_e(\mathbf{r}) = \frac{1}{2m} \left( -i\hbar \nabla - \frac{e}{c} \mathbf{A} \right)^2 + U_0(\mathbf{r}) - \mu \] (S3)

where \( \mathbf{A} \) is the electromagnetic vector potential and \( U_0(\mathbf{r}) \) is a scalar potential independent on the particle spin. With this notation we have included the Hartree-Fock potential \( U(\mathbf{r}) = -V(\langle \Psi^\dagger(\uparrow \mathbf{r}) \Psi(\uparrow \mathbf{r}) \rangle) \) in the redefinition of \( \mu \) [S13].

We consider thin superconducting films or wires and with limited screening so that the electric field penetrates the superconductor and it is constant inside it. Alternatively, this model can describe the effect of the electric field on the edge of a metallic superconductor. The electric field \( E_z \) is applied to a superconductor along the, say, \( z \) direction; i.e., the electric field vector is \( \mathbf{E}_f = \{0,0,E_z\} \). Under these hypothesis, we have \( \mathbf{A} = 0 \) and \( U_0(\mathbf{r}) = eE_z t \). However, by a gauge transformation, we can set \( U_0(\mathbf{r}) = 0 \) and \( \mathbf{A} = \{0,0,-eE_z t\} \).

We expand the fermionic fields in Eq. (S1) as

\[ \Psi(\mathbf{r} \alpha) = \sum_k e^{i\mathbf{k} \cdot \mathbf{r}} a_{k \alpha} \]
\[ \Psi^\dagger(\mathbf{r} \alpha) = \sum_k e^{-i\mathbf{k} \cdot \mathbf{r}} a_{k \alpha}^\dagger. \] (S4)

By performing the spatial integration we arrive at [S18–S20]

\[ H_{\text{eff}} = \sum_k \left\{ h_{k_{-}}(t)(a_{k \uparrow}^\dagger a_{k \uparrow} + a_{k \downarrow}^\dagger a_{k \downarrow}) - \Delta a_{k \uparrow}^\dagger a_{-k \downarrow} - \Delta^* a_{k \downarrow}^\dagger a_{-k \uparrow} \right\} \] (S5)

where we have put \( k_+^2 = k_x^2 + k_y^2 \). The pairing potential reads \( \Delta = V \sum_k \langle a_{k \uparrow} a_{-k \downarrow} \rangle \) [S18–S20].

It is convenient to simplify the notation but, at the same time, keep track of the presence of the vector potential \( \mathbf{A} \). For this reason, we introduce the kinetic energy \( h_{k_{-}}(t) = h_{k_{-}}(\mathbf{r} A(t)) = \frac{1}{2m} \left[ \hbar^2 k_+^2 + (h k_z + eE_z t)^2 \right] - \mu \).

In the sum in Eq. (S5) both positive and negative \( \mathbf{k} \) contributions are present. We can separate the negative terms like \( h_{-k_{-}} a_{-k \uparrow}^\dagger a_{-k \downarrow} \). We have

\[ h_{-k_{-}} = h_{-k_{-}}(\mathbf{r} A(t)) = \frac{1}{2m} \left[ \hbar^2 k_+^2 + (h k_z - eE_z t)^2 \right] - \mu = h_{k_{+}} \] (S6)

Thus, formally reversing the momentum is equivalent to change the charge to the particle.

The superconductor pair potential can be written as \( \Delta = |\Delta| e^{i\chi} \) where \( \chi \) is the superconducting phase. It is related to the gauge-invariant scalar \( \phi \) and vector \( \mathbf{A} \) potentials by the equations [S16]

\[ \mathbf{A} = \mathbf{A} - \frac{e}{2\hbar} \nabla \chi \]
\[ \phi = \phi + \frac{\hbar}{2e} \frac{\partial \chi}{\partial t}. \] (S7)
These are related to the physical electric \( \mathbf{E} \) and magnetic field \( \mathbf{h} \) by the relations \([S16]\)

\[
\mathbf{E} = -\frac{1}{c} \frac{\partial \mathcal{A}}{\partial t} - \nabla \nu \\
\mathbf{h} = \nabla \times \mathcal{A}.
\] (S8)

By setting \( \phi = 0 \) and \( \mathcal{A} = 0 \), i.e., no magnetic field, we obtain

\[
\chi = \frac{2e}{\hbar} E_f t z
\] (S9)

and \( \mathcal{A} = \{0, 0, -cE_f t\} \) as above. Therefore, the superconducting phase, the pairing potential \((S2)\) and the Hamiltonian \((S5)\) depends on the spatial coordinate \( z \).

This gauge choice allows us to deal with a homogeneous problem where the spatial dependence has vanished in Eq. \((S5)\). This is a great simplification because allows to use the standard approach and techniques to describe the superconducting state and dynamics. The price to pay for this simplification is to deal with a time-dependent Hamiltonian so that we are forced to solve the time-dependent dynamics. Because the problem is homogeneous, only the \((k, \uparrow)\) and \((-k, \downarrow)\) are coupled. This makes the problem easily solvable both numerically and analytically.

We can collect the terms in Eq. \((S5)\) separating the \( k \) and the \(-k\) contributions. By using the state \( \Phi = \{a_{k\uparrow}, a_{-k\downarrow}\} \), the relation \( h_{-k} = h_{k\downarrow} \) and the anti-commutation rules for fermionic operators \( a_{k\uparrow}^\dagger \) and \( a_{k\downarrow} \), we can rewrite Eq. \((S5)\) in matrix form as \([S18–S20]\)

\[
H_{eff} = 2 \sum_k \left( \frac{\xi_k}{-\Delta} - \frac{\Delta}{\xi_k} \right) = 2 \sum_k B_k \cdot \Sigma_k = 2 \sum_k \mathcal{H}_k
\] (S10)

where

\[
\xi_k = \frac{h_{k\downarrow}^2 + h_{k\uparrow}^2}{2} = \frac{\hbar^2 k^2}{2m} + \frac{e^2 E_f t^2}{2m} - \mu, 
\] (S11)

\( B_k = \{-\text{Re}(\Delta), -\text{Im}(\Delta), \xi_k\} \) is a pseudo-magnetic field and \( \Sigma_k = \{\tau_{x,k}, \tau_{y,k}, \tau_{z,k}\} \). This is nothing but the the Anderson pseudospin approach \([S18, S19, S21, S22]\).

**QUASI-PARTICLE CREATION: THE SUPERCONDUCTOR SCHWINGER EFFECT**

To highlight the Schwinger effect and the creation of quasi-particles, it is convenient to use the representation that diagonalizes \((S10)\). This is the approach used in an alternative derivation of the original Schwinger effect in quantum electrodynamics in Ref. \([S37]\).

The operator \( \mathcal{H}_k \) has the same form of the standard homogeneous case and can be analytically diagonalized \([S13]\).

The eigenvalues are \( \pm \epsilon_k = \pm \sqrt{\xi_k^2 + |\Delta|^2} \) and the ground and the excited states are, in the original \( \{a_{k\uparrow}, a_{-k\downarrow}\} \) basis, \( |\psi_{k,-}(t)\rangle = \{v_k(t), u_k(t)\} \) and \( |\psi_{k,+}(t)\rangle = \{u_{k\uparrow}^\dagger(t), -v_{k\downarrow}(t)\} \), respectively, with

\[
\begin{align*}
\epsilon_k &= \frac{1}{\sqrt{2}} \sqrt{1 + \frac{\xi_k(t)}{\epsilon_k(t)}} e^{-i\chi(t)/2} \\
v_k(t) &= \frac{1}{\sqrt{2}} \sqrt{1 - \frac{\xi_k(t)}{\epsilon_k(t)}} e^{i\chi(t)/2}.
\end{align*}
\] (S12)

Be \( \mathcal{U}_k(t) \) the diagonalizing operator such that \( \mathcal{U}_k^\dagger \mathcal{H}_k \mathcal{U}_k = \mathcal{H}_{D,k} \). Since \( \mathcal{U}_k \) is time dependent, the dynamics is determined by the Schroedinger equation

\[
i\hbar \partial_z |\psi_k(z)\rangle = (\mathcal{H}_{D,k} - i\hbar \mathcal{U}_k^\dagger \partial_t \mathcal{U}_k) |\psi_k(z)\rangle.
\] (S13)

The contribution \( \mathcal{U}_k^\dagger \partial_t \mathcal{U}_k \) derives from the fact that the Hamiltonian is time-dependent and induces the transition between eigenstates of \( \mathcal{H}_{D,k} \). Notice that Eq. \((S13)\) depends on \( z \). Thus, it gives us the dynamics of the \( k \)-th mode in position \( z \).
Double excitations

The unitary operators $U_k(t)$ and $U_k^d(t)$ can be written as

\[
U_k = \begin{pmatrix}
 u_k^* & v_k \\
-v_k^* & u_k
\end{pmatrix},
\]

\[
U_k^d = \begin{pmatrix}
 u_k & -v_k \\
v_k^* & u_k^*
\end{pmatrix}
\]

with $u_k$ and $v_k$ as in Eq. (S12). This leads to the transformation [S13, S24]

\[
\gamma_{k\uparrow} = u_k a_{k\uparrow} - v_k a_{-k\downarrow}^\dagger, \\
\gamma_{-k\downarrow}^\dagger = v_k^* a_{k\uparrow} + u_k^* a_{-k\downarrow}, \\
\gamma_{k\uparrow}^\dagger = u_k^* a_{k\uparrow} + v_k a_{-k\downarrow}^\dagger, \\
\gamma_{-k\downarrow} = v_k a_{k\uparrow}^\dagger + u_k a_{-k\downarrow}^\dagger.
\]

These are the creation-annihilation operators for a quasiparticle that is a superposition of electron and hole [S13, S20, S24].

In this representation the diagonal element of $H_{D,k}$ are associated to the $\gamma_{k\uparrow}^\dagger \gamma_{k\uparrow}$ and $\gamma_{-k\downarrow}^\dagger \gamma_{-k\downarrow}$. On the contrary, the $U_k^d \partial_t U_k$ off-diagonal terms are associated to $\gamma_{k\uparrow}^\dagger \gamma_{-k\downarrow}$ and $\gamma_{k\uparrow} \gamma_{-k\downarrow}$, and therefore, create or annihilate simultaneously two quasiparticles with $(k, \uparrow)$ and $(-k, \downarrow)$. These are what in the original BCS paper are called “real” excited pairs [S23] and Leggett associates with the natural excitation in the $(k, \uparrow)$ and $(-k, \downarrow)$ space since they are still part of the condensate [S25]. They must be distinguished by the conventional “Bogoliubov quasiparticles” discussed in literature [S13, S24] that are related to the destruction of a Cooper pair.

Using the Anderson pseudo-spin formalism is easy to understand the nature of the excited state $|\psi_{k,+}\rangle$. The pairing potential is defined as $\Delta = \sum_k \Delta_k$ with $\Delta_k = V(a_{k\uparrow} a_{-k\downarrow})$. For the ground state $|\psi_{k,-}\rangle$, we obtain $\Delta_k = V u_k v_k^*$ as expected [S13, S24]. For the excited state, we have $\Delta_k = -V u_k(t) v_k^*(t)$ [S25]. This can be seen as an additional phase factor $e^{i\pi}$ or, alternatively, a $\pi$ shift in the superconducting phase associated to $\Delta_k$ due to the ground-excited transition.

We conclude that the excited $k$ states preserve the superconductive feature. While the single excitation states (Bogoliubov quasiparticles) are associated to a vanishing coherence factor, i.e., $\langle a_{k\uparrow} a_{-k\downarrow}\rangle = 0$, the double excitation states $|\psi_{k,+}\rangle$ are associated to the same coherent factor with a minus sign. This means that a fully excited state, i.e., with all the $k$ modes excited, would have the same pairing potential and the same gap. In this sense, the excited state is still superconducting or, in Leggett’s words, is still “part of” the condensate [S25].

The fact that the excited pair state are still superconducting have important implications. The single excitation Bogoliubov quasiparticles are obtained by the destruction of a Cooper pair and vanishing coherence factor. This leads to the emptying of the condensate since the excited modes do not contribute to the pairing potential $\Delta = \sum_k \Delta_k$.

On the contrary, the state generated by the SSE, i.e., the superposition of ground and excited state, is still superconductive. But since the dynamics of the $k$ modes is different, they accumulate a different phase factors. The coherence factor $\Delta_k$ is in general a complex number with a time dependent phase. The different phases can generate “interference effects” in the sum $\Delta = \sum_k \Delta_k$ effectively leading to a suppression of the pairing potential and the superconductivity as shown in Fig. 3b of the main text. We stress once more that the mechanism at the basis of the destruction of superconductivity in presence of an electric field is completely distinguished and new with respect to the usual thermal one.

An important remark must be done. As discussed above, a fully excited state would be similar in every aspect to the ground state. However, it turns out that the current associated to the ground and the excited state is the same. Therefore, the current is not a good observable to distinguish the SSE.

Numerical simulations

The numerical simulations are performed using the self-consistent relation for the pairing potential (S2). The solution scheme is presented for a given spatial point $z$ and the procedure can be iterated for different $z$ to obtain the spatial behaviour of the main superconductor quantities.
The $k$ involved in the superconductivity are the ones with $k_F - k_D \leq k \leq k_F + k_D$ where $k_F$ and $k_D$ are the Fermi and the Debye momentum, respectively [S13]. As a reference, we have taken $\mu = \hbar^2 k_F^2/(2m) = 1$ eV ($m$ is the electron mass) and a Debye temperature of 300 K [S13] corresponding to a normalized momentum $k_D/k_F = 0.16$ that are standard values of BCS superconductors. The momentum space is divided in $\Delta k$ intervals and the dynamics is computed for any $k_n = k_F - k_D + n \Delta k$ (with $n$ integer) in the useful interval.

The state of the system is initialized in the ground state. Thus, all the $k$-th modes are initially in the ground state $|\psi_{k,-}(0)\rangle$ of the initial Hamiltonian (S10). For all the relevant $k$, the numerical code calculates the solution $|\psi_k(\Delta t)\rangle$ of a discretized version of the Schrödinger equation (S13) for small time increment $\Delta t$. Then, with all the $|\psi_k(\Delta t)\rangle$, it calculates the new pairing potential $\Delta(\Delta t) = \sum_k \Delta_k$ with $\Delta_k = \langle \psi_k(\Delta t)|a_{k\uparrow}^\dagger a_{-k\downarrow}|\psi_k(\Delta t)\rangle$. The updated pairing potential is inserted in the Schrödinger equation for the calculation of the following time evolution.

All the numerical results presented are calculated in a self-consistent way but it turns out that the differences with the non-self-consistent case, i.e., with $\Delta$ constant in time, are small.

**LANDAU-ZENER TRANSITION AND RELEVANT PARAMETERS**

The overall physical features of the dynamics can be understood with an analogy simple Landau-Zener problem [S34–S36]. We discuss the case in which $|\Delta|$ is constant in time and not calculated with the self-consistent relation. This approximation not only allows us understand the main physical features of the dynamics but it turns out to be an excellent approximation of the full self-consistent dynamics.

Let us consider first the case in which $k < k_F$. At $t = 0$ the kinetic energy dominates and $H_k(0) \approx \xi_k \tau_{z,k}$. The minimum energy is reached at $t_{min}$ when $\xi_k(t_{min}) = 0$ and the Hamiltonian $H_k(t_{min}) = \text{Re}(\Delta) \tau_{x,k} + \text{Im}(\Delta) \tau_{y,k}$.

Finally, for $t > t_{min}$ the kinetic energy terms $H_{k,-}(t)$ dominates over $\Delta$ and $H_k(t) \approx H_{k,-}(t) \tau_{z,k}$.

Thus, we have a Landau-Zener problem [S34–S36] with i) the typical Hamiltonian changes $\tau_{z,k} \rightarrow \tau_{x,k} \rightarrow \tau_{z,k}$, ii) an avoided crossing at $t_{min}$ with energy gap $2\Delta$ and iii) the system in the ground state $H_k(0)$ at the beginning of the evolution.

To have an estimate of the transition probability between instantaneous eigenstates of $H_k$ (also called adiabatic states), we use the approach discussed in Ref. [S36]. We set $t = t_{min} + \delta t$ with $\delta t \ll t_{min}$ and expand and linearize $\xi_k(t_{min})$ for small $\delta t$ to obtain the normalized (to $\mu$) energy velocity close to the minimum gap

$$V_k = \sqrt{2}eE_0 \left[ 1 - \left( \frac{k}{k_F} \right)^2 \right] \frac{\mu}{m}.$$

(S16)

This would correspond to $\partial \xi_k/\partial t$ of the original Landau-Zener model for linear drive [S36].

The probability to have a transition from the ground to the excited state (so called Landau-Zener probability) with minimum energy gap $2\Delta$ is [S36]

$$P_{LZ} = e^{-\frac{2\pi \Delta^2}{V_k h}}.$$  

(S17)

In our case, using the above expression and the scaling parameters, the Landau-Zener coefficient reads

$$\Gamma_k = \frac{2\pi \Delta^2}{V_k h} = \frac{1.6 \times 10^{-6}}{E_f \xi \sqrt{1 - \left( \frac{k}{k_F} \right)^2}}.$$  

(S18)

Therefore, for (almost) any $k$, we have $\Gamma_k \ll 1$ and $P_{LZ} \approx 1$ and the $k$ modes should undergo a ground-to-excited state transition (see also discussion below).

The situation is different for initial momentum very close to the Fermi momentum, i.e., $1 - k/k_F \approx 10^{-5}$ where the Landau-Zener model is inadequate to describe the dynamics.

In this case, the initial Hamiltonian is $H_k(0) \approx -\Delta \tau_{x,k}$ and the system is in its ground state $|\psi_{k,-}(0)\rangle = 1/\sqrt{2} \{1, 1\}$ (since $u_k \approx v_k \approx 1/\sqrt{2}$). At the minimum energy gap, $H_k(t_{min}) \approx -2\tau_{x,k}$. Thus, during the first part of evolution $0 \leq t \leq t_{min}$, $H_k(t) \propto \tau_{x,k}$. A key ingredient of the Landau-Zener model, i.e., the first Hamiltonian change $\tau_{z,k} \rightarrow \tau_{x,k}$, is now missing. Since the system remains in an eigenstate of the Hamiltonian, the first part of the evolution accounts only for a dynamical phase factor and no Landau-Zener transition between eigenstates occurs.

For $t > t_{min}$, the kinetic energy increases and start dominating so that the Hamiltonian is $H_k(t) \approx \xi_k \tau_{z,k}$. During this evolution, no Landau-Zener transition occurs and the system remains in the ground state of $\tau_{x,k}$. Decomposing
this in the eigenstates of \(\tau_{z,k}\) we obtain that the ground and excited states are equally populated as shown in Fig. 2c of the main text.

The last relevant feature of the dynamics is that for \(k \ll k_F\), there is no transition to the excited state (Fig. 2c in the main text). This feature can be understood by comparing the times \(t_{\text{min}}\) and \(t_{\text{max}}\). The first one sets the time in which the minimum energy gap is reached and the transition occurs and it is determined by the electric field; the second one sets the time for the dynamics and it is determined by the spatial length \(L\) of the system.

We recall the expressions

\[
t_{\text{min}} = \frac{\sqrt{2\mu m} \sqrt{1 - (k/k_F)^2}}{e E_f}
\]

and \(t_{\text{max}} = m L / (h k)\). The condition \(t_{\text{min}} = t_{\text{max}}\) gives the limit for the transition to occur. From these, we obtain an equation for the minimum electric field needed to excite the mode \(k\) (neglecting the \(k\) dependence)

\[
\frac{E_f}{E_C} = \frac{2\mu}{e E_C L}.
\]

Below this value the dynamics is not long enough to reach the minimal gap or, rephrasing, the electric field has not enough time to give to the superconductor mode enough energy to undergo the ground-to-excite transition.

For \(L = 2\) nm, we obtain \(E_f = 2 E_C\), namely close to \(E_C = 5 \times 10^8\) V/m that is the electric field at which the superconductivity is suppressed in several recent experiments [S27–S30, S39? , S40].

The Landau-Zener approach and in particularly Eqs. (S17) and (S18), allow us to understand why the numerical simulations with and without self-consistent calculations of the pairing potential give the same results.

The Landau-Zener coefficient (S18) is very small for (almost) any initial momentum. This is due to the combination of parameter in the system and any physical and realistic calculation of the energy gap (of the order of 100 \(\mu\)eV) would give practically the same probability transition. To make an example, we can take the minimal \(\Delta = 0.8\Delta_0\) as obtained in the self-consistent numerical shown in Fig. 3(c) in the main text. In Eq. (S18), the numerator would result in \(10^6\) that, for any practical purposes, is not distinguishable from \(1.6 \times 10^{-6}\). Therefore, using the self-consistent pairing potential does not change the transition probability in any appreciable way.

**OUT-OF-EQUILIBRIUM QUASI-PARTICLES**

It is known that even a constant electric field in a superconductor generates out-of-equilibrium phenomena [S15]. The fundamental reason for this is that charged particles in the superconductor are accelerated and increase their energy. As a direct consequence, the effect of the environment must be included in the treatment otherwise the energy increase would inevitably lead to the destruction of superconductivity.

The SSE can naturally lead to non-equilibrium or out-of-equilibrium phenomena but also in this situation we must include some dissipative channel. The electric field acts as a pump increasing of the superconductor energy while the dissipation tends to reduce it. The steady state would be reach when the injected and dissipated energy rates are equal.

The energy dissipation can occur in two ways. The first one is the scattering where a particle with momentum \(k\) is scattered into a particle of momentum \(k'\) and it partially dissipates its kinetic energy. The second is the destruction (or creation) of excited states. These are, in general, distinguished dissipation mechanisms. For example, the destruction of a double excitation state is associated to the decrease in energy of 2\(\Delta\) but there is no scattering of momentum since the transition does not change \(k\) of the particles, i.e., it remains within in the \((k, -k)\) space.

Without pretending to be a quantitative description, a simple model can help us to understand how non-equilibrium, i.e., non-thermal, distributions can arise in this contest. We make the working hypothesis that the two momentum scattering and creation/annihilation time scales are well separated. This allows us to treat separately the energy process due to the creation/destruction of excited states and the \(k\) scattering the dissipated the kinetic energy and focus on the first one. In fact, the dissipation through a scattering process is fairly well understood [S38] while the non-equilibrium features (the most interesting for us) are consequences of the first process.

We use a simple master equation to describe the transition between the state in the \((k \uparrow, -k \downarrow)\) as shown schematically in Fig. 3c of the main text. From the ground state \(|\psi_{k,-}\rangle\) we can excite a double excited state \(|\psi_{k,+}\rangle = \gamma_{k\uparrow}^\dagger \gamma_{-k\downarrow}^\dagger |\psi_{k,-}\rangle\) and, in presence of an environment, the latter can relax back to the ground state.

In addition to these, we must include the possibility to break a Cooper pair and generate a single excitation state \(|\psi_{s1}\rangle = \gamma_{k\uparrow}^\dagger |\psi_{k,-}\rangle = \gamma_{k\uparrow} |\psi_{k,+}\rangle\) and \(|\psi_{s2}\rangle = \gamma_{-k\downarrow}^\dagger |\psi_{k,-}\rangle = \gamma_{-k\downarrow} |\psi_{k,+}\rangle\). Formally these are obtained with a single
destruction (γ) or creation (γ†) operator applied to the excited or ground state, respectively. Notice that, without the electric field and the double exited state, these are the only ones that are thermally excited and result in a Fermi-Dirac distribution for the quasi-particles (the thermal double excitation is exponentially suppressed).

We denote with Γ_{eg} and Γ_{ge}, the excitation and relaxation rates between the excited and ground state, respectively. Since the environment does not distinguish between the creation or destruction of a quasiparticle with (k, ↑) or (−k, ↓), the two single excited state |ψ_{s1}\rangle and |ψ_{s2}\rangle are indistinguishable. It is convenient to describe these transitions in terms of single transition to a single excitation state |ψ_{s}\rangle. The environment induces transitions from and to the excited states with rates Γ_{es} and Γ_{se}, respectively, and from and to the ground state with rates Γ_{gs} and Γ_{sg}, respectively (see Fig.3c of the main text).

For a given mode k, the corresponding master equations for the ground $P_g$, single excitation $P_s$ and excited state populations $P_e$ read

$$
\begin{align*}
\partial_t P_g &= - (\Gamma_{ge} + 2\Gamma_{gs}) P_g + \Gamma_{eg} P_e + \Gamma_{sg} P_s \\
\partial_t P_s &= - (\Gamma_{se} + \Gamma_{sg}) P_s + 2\Gamma_{es} P_e + 2\Gamma_{gs} P_g \\
\partial_t P_e &= - (\Gamma_{eg} + 2\Gamma_{es}) P_e + \Gamma_{ge} P_g + \Gamma_{se} P_s.
\end{align*}
$$

(S21)

By using the normalization condition $P_e + P_s + P_g = 1$, we can reduce these to two differential equations for $P_g$ and $P_s$

$$
\begin{align*}
\partial_t P_g &= - (\Gamma_{eg} + \Gamma_{ge} + 2\Gamma_{gs}) P_g + (\Gamma_{sg} - \Gamma_{eg}) P_s \\
\partial_t P_s &= - (2\Gamma_{es} + \Gamma_{se} + \Gamma_{sg}) P_s + 2(\Gamma_{gs} - \Gamma_{es}) P_g.
\end{align*}
$$

(S22)

The stationary solution is obtained for $\partial_t P_g = 0$ and $\partial_t P_s = 0$. The solution of these algebraic equations expressed in terms of the ratio between the ground and the single excitation state is

$$
\frac{P_g}{P_s}_{steady} = \frac{\Gamma_{eg}\Gamma_{se} + \Gamma_{eg}\Gamma_{sg} + 2\Gamma_{es}\Gamma_{sg}}{2\Gamma_{ge}\Gamma_{es} + 2\Gamma_{ge}\Gamma_{gs} + 4\Gamma_{es}\Gamma_{gs}}.
$$

(S23)

We further assume that i) for the thermal transitions, the relaxation and excitation rates are related by the Boltzmann rules, i.e., $\Gamma_{se} = e^{-\epsilon_k/\kappa_B T}\Gamma_{es}$ and $\Gamma_{gs} = e^{-\epsilon_k/\kappa_B T}\Gamma_{sg}$ ($\kappa_B$ is the Boltzmann constant and $\epsilon_k$ is single excitation energy gap) and ii) $\Gamma_{es} = \Gamma_{sg}$ since the energy gap and the transition amplitudes are the same. We arrive to

$$
\frac{P_g}{P_s}_{steady} = \frac{1}{2} \frac{\Gamma_{eg}\Gamma_{sg} + 2\Gamma_{es}\Gamma_{sg} + e^{-\epsilon_k/\kappa_B T}\Gamma_{eg}\Gamma_{sg}}{\Gamma_{ge}\Gamma_{sg} + e^{-\epsilon_k/\kappa_B T}(\Gamma_{eg}\Gamma_{sg} + 2\Gamma_{es}\Gamma_{sg})}.
$$

(S24)

The rates $\Gamma_{eg}$ and $\Gamma_{ge}$ are not Boltzmann-related and, in particular, $\Gamma_{eg}$ depends only on the electric field effect (if $2\Delta \ll \kappa_B T$). Therefore, the above expression cannot be related to a simple decay or thermalization and would result in a non-thermal distribution of quasi-particles.

To have a more direct comparison we can consider the same model without electric field by taking the limit $\Gamma_{ge} \to 0$ and $\Gamma_{eg} \to 0$ in Eq. (S24). We obtain the stationary ratio

$$
\frac{P_g}{P_s}_{no \ E_f} = \frac{1}{2e^{-\epsilon_k/\kappa_B T}}.
$$

(S25)

that leads, indeed, to a thermal distribution of quasi-particle.

Even more evident is the limit with a few thermal excitations $\epsilon_k \gg \kappa_B T$, in which we have

$$
\frac{P_g}{P_s}_{steady} \to \frac{\Gamma_{eg} + 2\Gamma_{sg}}{2\Gamma_{ge}},
$$

$$
P_g\Big|_{no \ E_f} \to 1 \ and \ P_s\Big|_{no \ E_f} \to 0.
$$

(S26)

This, again, shows the differences between the two steady states and the fact that the electric field can generate non-equilibrium distribution.
INTERPRETATION WITHIN THE GAPLESS SUPERCONDUCTIVITY

As discussed in the main text, within our gauge choice, the order parameter acquires a time-dependent phase: \( \Delta = |\Delta|e^{i\chi} \) with \( \chi = \frac{2\pi}{\hbar} E_f t \). It could be tempting to make an analogy with the phenomenon of *gapless superconductivity* [S13, S24]. Here we show that this analogy is incorrect, because it describes single quasi-particle excitations while the electric field creates two quasi-particle excitations. The latter physical process determines the correct energy gap that does not vanish instead.

For convenience, we review the phenomenon of gapless superconductivity following Ref. [S13] and using our notations. In the presence of an external uniform current flow, the electrons change momentum. The electron-like and the hole-like particle momenta change as \( k \rightarrow k + q \) and \( -k \rightarrow -k + q \). The corresponding solutions of the Bogoliubov-de Gennes (BdG) equations can be found assuming the following ansatz: \( u_k = U_k e^{i(k+q)\cdot r} \) and \( v_k = V_k e^{i(k-q)\cdot r} \). As a consequence of the gauge invariance of the BdG equations [S13], the pairing potential changes as \( \Delta = |\Delta|e^{i2q\cdot r} \) and the new BdG equations read

\[
(\tilde{\epsilon}_k - h_{k+q})U_k - |\Delta|V_k = 0, \\
(\tilde{\epsilon}_k + h_{k-q})V_k - |\Delta|U_k = 0.
\]

(S27)

By solving with respect to \( V_k \), we obtain the following gap equation \( \tilde{\epsilon}_k = \frac{h_{k+q} - h_{k-q}}{2} \pm \sqrt{\left(\frac{h_{k+q} + h_{k-q}}{2}\right)^2 + |\Delta|^2}. \)

(S28)

In the limit \( |q| \ll |k| \approx k_F \) [S13], \( (h_{k+q} + h_{k-q})/2 \approx h_k = \frac{\hbar^2 k^2}{2m} - \mu \), \( (h_{k+q} - h_{k-q})/2 = \frac{\hbar^2 k \cdot q}{m} \) and we obtain

\[
\tilde{\epsilon}_k \approx \frac{\hbar^2}{2m} k \cdot q \pm \sqrt{\left(\frac{h^2}{2m} - \mu\right)^2 + |\Delta|^2}.
\]

(S29)

Let us focus on the minus sign solution in Eq. (S29), restricting to the case in which \( q \) and \( k \) have the same direction. At the Fermi momentum \( k = k_F \), the kinetic energy vanishes and we have

\[
\tilde{\epsilon}_k \approx \frac{\hbar^2}{m} k_F q - |\Delta|.
\]

(S30)

The minimum *ground state energy* is \( \tilde{\epsilon}_k = 0 \) and it is reached when \( q = \frac{m|\Delta|}{\hbar k_F} \), i.e., when the superfluid velocity \( v_s = \hbar q/m \) reaches the value \( |\Delta|/h k_F \).

This phenomenon is typically known as *gapless superconductivity* [S13, S24]. If we associate \( \tilde{\epsilon}_k \) in Eq. (S30) to the physical energy gap (we remind that \( \epsilon_k \) is the *ground state energy*), depending on the injected current and \( q \), we can have a vanishing energy gap. In this case, there could be a zero energy gap but the system can be still superconducting since the pairing potential is different from zero [S24]. However, it must be stressed that this phenomenon relies on the assumption made about the gap and, in a more general situation, an extreme care must be taken in the determination of the correct and relevant physical gap.

Coming back to the present model, in the chosen gauge, the phase acquired by the pairing potential can be seen as a change in the momentum: \( k \rightarrow k + e t \mathbf{E}_f /\hbar \) and \( -k \rightarrow -k + e t \mathbf{E}_f /\hbar \). Said otherwise, *at a fixed time* \( t \), identifying \( q = e t \mathbf{E}_f /\hbar \) we arrive to a situation similar to the one discussed above.

If one wants to compare the full Hamiltonian (S5) against the one in Eq. (S10), he must take into account the contribution proportional to the identity \( \epsilon_k = \sqrt{\epsilon_k^2 + |\Delta|^2} \). The full energies are

\[
\epsilon_{k,\pm} = \frac{h_{k-} - h_{k+}}{2} \pm \sqrt{\left(\frac{h_{k-} + h_{k+}}{2}\right)^2 + |\Delta|^2} = \frac{h_{k-} - z\Lambda - h_{k-} + z\Lambda}{2} \pm \sqrt{\left(\frac{h_{k-} - z\Lambda + h_{k-} + z\Lambda}{2}\right)^2 + |\Delta|^2}.
\]

(S31)

Despite the similarities with Eq. (S29), the situation is different as discussed in sec. 5 of Leggett’s book [S25] and later in this section.

The energies in Eqs. (S29) and (S31) correspond to the ground and excited states. Since the electric field induces only double quasi-particle excitations and, thus the transition from the ground to the excited state, the relevant
excitation gap is the difference between the two energies

\[
\epsilon_k = \epsilon_{k,+} - \epsilon_{k,-} = 2\sqrt{\left(\frac{h(k-k_{\parallel}A) + h(k-k_{\parallel}A)}{2}\right)^2 + |\Delta|^2}.
\] (S32)

This never vanishes and the minimum gap is \(2\Delta\). The time dependence is determined by the kinetic energy and not by the phase of the pairing potential.

As anticipated above, the difference between the present case and the gapless superconductivity relies on the energy gap associated to the physical phenomenon discussed. Associating the energy gap with the vanishing ground state energy (S30) would correspond to considering the transition from the ground to a single quasi-particle state (which has vanishing energy) [S25]. This is the situation in which a thermal-like excitation breaks a Cooper pair (in Leggett’s terminology they are called pair-breaking transitions [S25]). On the contrary, the non-vanishing gap (S32) corresponds to the ground-to-excited state transition that are the only ones that can occur in presence of an electric field.

In the physical situation treated in the paper, the thermal pair-breaking effects can be neglected in the time-scale over which the excitation takes place. In fact, since the temperature is much smaller than the critical temperature, it is natural to assume that the thermal excitations are suppressed. We conclude that, since the electric field creates two quasi-particles, the relevant energy gap is the one in Eq. (S32), and consequently it can not vanish. Thus, there is no a gapless superconductivity phenomenon.

As a final remark, we would like to point out that the time-dependent phase acquired by the pairing potential depends on the gauge choice and, therefore, it cannot be the origin of physical effects. On the contrary, in our numerical simulation we solve the Schroedinger equation and calculate the physical observables (such as the ground and excited state populations) which are always gauge independent.