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Abstract

We relate in a novel way the modular matrices of GKO diagonal cosets without fixed points to those of WZNW tensor products. Using this we classify all modular invariant partition functions of $su(3)_k \oplus su(3)_1/su(3)_{k+1}$ for all positive integer level $k$, and $su(2)_k \oplus su(2)_\ell/su(2)_{k+\ell}$ for all $k$ and infinitely many $\ell$ (in fact, for each $k$ a positive density of $\ell$). Of all these classifications, only that for $su(2)_k \oplus su(2)_1/su(2)_{k+1}$ had been known. Our lists include many new invariants.
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1. Introduction

It is believed that a large subset of all rational conformal field theories can be generated from the Goddard-Kent-Olive (GKO) coset construction [11]. In the prototypical example, the minimal unitary series can be identified with the cosets \( su(2)_k \oplus su(2)_1/su(2)_{k+1} \).

This paper is concerned with the classification of modular invariant partition functions for the diagonal GKO coset theories \( g_k \oplus g_\ell /g_{k+\ell} \), where \( g_k \) is an untwisted affine algebra, at positive integer level \( k \), with horizontal subalgebra \( g \). We classify what are known as physical invariants: those modular invariants with non-negative integer multiplicities, and a unique vacuum; no further conditions are imposed. The connection between this problem and the WZNW one of finding partition functions for \( g_k \oplus g_\ell \oplus g_k^c \) (where \( g_k^c \) is the dual of \( g_k \)) is well known, as is the method of constructing some of the partition functions for the coset by tensoring together partition functions for \( g_k \), \( g_\ell \), and \( g_{k+\ell} \). But by means of a simple trick the coset classification is shown in Sect.2 to be equivalent to a small subset of the classification for \( g_k \oplus g_\ell \oplus g_k^c \) – e.g. for finding exceptionals, that can be very easily identified (see eq. (2.8c) below). In Sect.3 we apply this to classify the coset physical invariants for certain levels \( k, \ell \) and \( g = su(2) \) – half of these partition functions are not listed in e.g. [21,4]. Finally, in Sects.4 and 5 we classify the \( su(3)_k \oplus su(3)_1/su(3)_{k+1} \) coset theories, and find several not included in e.g. [1,5].

The classification proofs follow a general strategy developed by one of us (T.G.) in several studies [6,7,8,10]. Modular invariants of rational conformal field theories are of two types: (i) automorphism invariants of the unextended chiral algebra, and (ii) those with non-identity fields coupling to the identity [6] (these can be interpreted [20] as invariants involving extensions of the original chiral algebra). The first are shown (in the cases under consideration) to be “locally outer automorphism” invariants. That is, all fields are composed of holomorphic and anti-holomorphic parts related by an outer automorphism (conjugation and/or simple current) of the unextended chiral algebra. The invariants of type (i) are then shown to be of a simple “global” form, and all possibilities are found.

The first step in classifying the type (ii) invariants is to find all fields that can couple to the identity field, the so-called “\( \rho \)-couplings”. These possibilities are severely limited by \( T \)-invariance and the parity rule of [6,22], and correspond to the possible extensions of the chiral algebra. The well-known simple current extensions are always included, and the automorphism invariants of these must be calculated. But other extensions of the chiral algebra can exist, and when they do, their automorphism invariants must all be found.

We include one table, which gives the exhaustive list of all physical invariants for \( su(3)_k \oplus su(3)_1/su(3)_{k+1}, \forall k \). All previously published lists seem to miss several of these, though from a “modern” perspective none of these invariants should be surprising. That our table is complete is proven in Thm.2.

2. Cosets and WZNW tensor products

The point of this section is to make precise the connection between the coset theories \( g_k \oplus g_\ell /g_{k+\ell} \), without fixed points, and the WZNW tensor product theories \( g_k \oplus g_\ell \oplus g_{k+\ell} \).
For $\ell = 1$, we show how one can restrict attention to $g_k \oplus g_{k+1}$. We will limit this discussion to $g = su(n)$, but similar comments should apply to all algebras.

2.1 Field identification

Let $P_{++}(g, k)$ be the fundamental alcove of positive highest weights of $g_k$. We will write $k'$ for the height $k + n$. We will be interested only in the ‘horizontal’ parts of these weights, $\lambda \in P(g)$, the weight lattice of $g$. Let $\beta_i$, $i = 0, \ldots, n - 1$, be the usual fundamental weights (so $\beta_1, \ldots, \beta_{n-1}$ span $P(g)$). We will identify a weight $\lambda = \sum a \lambda_a \beta_a$ with its Dynkin labels $\lambda_a$. So $\lambda \in P_{++}(g, k)$ iff each $\lambda_a > 0$, and $\sum_{a=1}^{n-1} \lambda_a < k'$. Write $\rho = (1, \ldots, 1)$.

First define the following quantity, called $n$-ality [17]:

$$t_n(\lambda) \equiv \sum_{a=1}^{n-1} a \lambda_a = n \lambda \cdot \beta_{n-1} \pmod{n}. \quad (2.1)$$

Then $t_n(\lambda) \equiv 0 \pmod{n}$, the root lattice of $g$. $t_n(\lambda)$ is meant to generalize the triality of $su(3)$.

Let $A_k$ denote the level $k$ simple current [12] = outer automorphism [3] which operates on $P_{++}(g, k)$ by the formula $A_k \lambda = (k' - \sum_{a=1}^{n-1} \lambda_a) \beta_1 + \sum_{a=2}^{n-1} \lambda_{a-1} \beta_a$. Usually there will be no ambiguity and we can drop the subscript $k$ on $A_k$.

Choose any $\lambda, \mu \in P_{++}(g, k)$, and let $S^{(k)}$ denote the modular $S$-matrix of $g_k$. Then:

$$t_n(A^a \lambda) \equiv k a + t_n(\lambda) \pmod{n}; \quad (2.2a)$$

$$(A^a \lambda)^2 \equiv \lambda^2 - 2k' a t_n(\lambda)/n + k'^2 a (n - a)/n \pmod{2k'}; \quad (2.2b)$$

$$S_{A^a \lambda, A^b \mu}^{(k)} = \exp[2\pi i (b t_n(\lambda) + a t_n(\mu) - (a + b) t_n(\rho)/n)] S_{\lambda \mu}^{(k)}. \quad (2.2c)$$

Define

$$P_{k\ell} = \{(\lambda, \mu, \nu) \in P_{++}(g, k) \times P_{++}(g, \ell) \times P_{++}(g, k + \ell) | t_n(\lambda) + t_n(\mu) + t_n(\nu) \equiv t_n(\rho) \pmod{n}\}. \quad (2.3)$$

For any $(\lambda, \mu, \nu) \in P_{k\ell}$, define $A^a(\lambda, \mu, \nu) = (A_k^a \lambda, A^a_k \mu, A_{k+\ell}^a \nu)$. We see from (2.2a) that $(\lambda, \mu, \nu) \in P_{k\ell}$ iff $A(\lambda, \mu, \nu) \in P_{k\ell}$. This means $P_{k\ell}$ is the disjoint union of $A$-orbits. Let $P_{k\ell}^A$ denote $P_{k\ell}$ after modding out by $A$, i.e. it contains one and only one triple $(\lambda, \mu, \nu)$ from each $A$-orbit $\{A^a(\lambda, \mu, \nu)\} \subset P_{k\ell}$.

The characters of the coset theories are essentially the branching functions $b_{\lambda \mu}^\nu$ [13] (notice, however, we use positive weights to label the $g_k$ representations, rather than non-negative ones). We know (e.g. [5,13]) that $b_{\lambda \mu}^\nu \neq 0$ iff $(\lambda, \mu, \nu) \in P_{k\ell}$, and for $(\lambda, \mu, \nu) \in P_{k\ell}$, $b_{\lambda \mu}^\nu = b_{\lambda' \mu'}^\nu$ iff $(\lambda', \mu', \nu') = A^a(\lambda, \mu, \nu)$ for some $a$.

$(\lambda, \mu, \nu) \in P_{k\ell}$ is called a fixed point if $A^m(\lambda, \mu, \nu) = (\lambda, \mu, \nu)$, for some $0 < m < n$. Fixed points occur iff the greatest common divisor $\gcd(n, k, \ell) > 1$. So for $n$ prime, there will be no fixed points unless $k \equiv \ell \equiv 0 \pmod{n}$. Fixed points present certain
complications, and we will restrict attention in this paper to the simplest case, where there are no fixed points (e.g. $\ell = 1$).

Let $G$ denote the simply-connected Lie group with Lie algebra $g$. Since the centre of $G$ is diagonally embedded in the centre of $G \otimes G$, there are field identifications [20,18,23]. That is, we must identify different triples $(\lambda, \mu, \nu) \in P_{k\ell}$. For $g = su(n)$ the identifications are quite simple (at least for unitary cosets\(^1\), when no fixed points are present). The characters of the coset model can be taken to be the branching functions, and $(\lambda, \mu, \nu)$ is identified with $A(\lambda, \mu, \nu)$, so that the characters are in one-to-one correspondence with the elements of $P^A_{k\ell}$.

2.2 The correspondence $g_k \oplus g_\ell / g_{k+\ell} \leftrightarrow g_k \oplus g_\ell \oplus g_{k+\ell}$

Let $\chi^{(k)}_{\lambda}$ denote the $g_k$ character with highest weight $\lambda$. As before, let its $S$ and $T$ modular matrices be denoted $S^{(k)}$ and $T^{(k)}$. For $(\lambda, \mu, \nu) \in P_{A}^{k\ell}$ define

$$\tilde{c}h_{\lambda \mu \nu} = \sum_{a=0}^{n-1} \chi^{(k)}_{A^a \lambda} \chi^{(\ell)}_{A^a \mu} \chi^{(k+\ell)*}_{A^a \nu}. \quad (2.4)$$

Claim 1. The branching functions $\{b^{(k)}_{\lambda \mu} | (\lambda, \mu, \nu) \in P^A_{k\ell}\}$ transform modularly exactly like $\{\tilde{c}h_{\lambda \mu \nu} | (\lambda, \mu, \nu) \in P^A_{k\ell}\}$. In other words, their $S$ and $T$ matrices are equal.

Proof The $S$ and $T$ matrices for the branching functions are computed in [15] and given in [5]. We find that

$$T^{(k)}_{\lambda \mu \nu, \lambda' \mu' \nu'} = T^{(k)}_{\mu \mu' \nu' \nu} T^{(\ell)}_{\lambda \lambda' \lambda' \nu'}. \quad (2.5)$$

The $S$-matrix for (2.4) is no harder to calculate; from (2.2c) we get a factor

$$\sum_{a=0}^{n-1} \exp[2\pi i a \{t_n(\lambda') + t_n(\mu') - t_n(\nu') - t_n(\rho)\}/n], \quad (2.6a)$$

which equals 0 unless $(\lambda', \mu', \nu') \in P_{k\ell}$, in which case it equals $n$. Thus the $S$-matrices are also equal, with entries

$$S^{(k)}_{\lambda \mu \nu, \lambda' \mu' \nu'} = n S^{(k)}_{\lambda \lambda', \mu \mu', \nu \nu'} \cdot S^{(k+\ell)*}_{\lambda \lambda', \mu \mu', \nu \nu'}. \quad (2.6b)$$

QED

Let $\Omega^{cos}_{k\ell}$ denote the coset commutant, i.e. the space of all modular invariant combinations

$$\sum_{(\lambda \mu \nu), (\lambda' \mu' \nu') \in P^A_{k\ell}} M_{\lambda \mu \nu, \lambda' \mu' \nu'} b^{(k)}_{\lambda \mu} b^{(\ell)}_{\lambda' \mu'} \cdot (2.7a)$$

Let $P^{cos}_{k\ell}$ denote the set of all coset physical invariants, i.e. all functions lying in the coset commutant with all coefficients $M_{\lambda \mu \nu, \lambda' \mu' \nu'}$ non-negative integers, and with $M_{\rho \rho \rho, \rho \rho \rho} = 1$.

\(^1\) For nonunitary diagonal cosets there are more field identifications, some not directly related to the centre of $G$ [19].
Let $\Omega_{k\ell}^{wzw}$ denote the WZNW tensor product commutant, i.e. the space of all modular invariant combinations
\[
\sum_{\lambda,\mu,\nu,\lambda',\mu',\nu'} \tilde{M}_{\lambda\mu\nu,\lambda'\mu'\nu'} \chi^{(k)}_{\lambda} \chi^{(2)}_{\mu} \chi^{*(k+\ell)}_{\nu} \chi^{*(k+\ell)}_{\mu'} \chi^{(2)}_{\nu'}, \quad (2.7b)
\]
the sum being over all $\lambda, \lambda'$ in $P_{++}(g, k \pmod{2})$ etc. Let $\mathcal{P}_{k\ell}^{wzw}$ denote the set of all WZNW tensor product physical invariants, i.e. all functions lying in $\Omega_{k\ell}^{wzw}$ with all coefficients $\tilde{M}_{\lambda\mu\nu,\lambda'\mu'\nu'}$ non-negative integers, and with $\tilde{M}_{ppp,ppp} = 1$.

The claim allows us to define immediately a map $\mathcal{L}_{k\ell}^{cw}$ from $\Omega_{k\ell}^{cos}$ into $\Omega_{k\ell}^{wzw}$, as follows. Given the coefficients $M_{\lambda\mu\nu,\lambda'\mu'\nu'}$ of some coset modular invariant (2.7a), define $\tilde{M}_{\lambda\mu\nu,\lambda'\mu'\nu'} = M_{\lambda'\mu'\nu,\lambda\mu\nu'}$ (note the $\nu, \nu'$ switch\(^2\)). Then $\tilde{M}$ will define a WZNW tensor product modular invariant (2.7b). Equivalently, this amounts to replacing each $b_{A}^{\nu}$ with $\bar{c}h_{\lambda\mu\nu}$. From the claim, modular invariance is assured. This map is one-to-one; it takes the coset physical invariants into the WZNW tensor product physical invariants; however it is not onto. In particular, the image of $\mathcal{L}_{k\ell}^{cw}$ consists of all modular invariants $\tilde{Z}$ in $\Omega_{k\ell}^{wzw}$ satisfying:

(i) $\tilde{M}_{\lambda\mu\nu,\lambda'\mu'\nu'} = 0$ unless
\[
t_n(\lambda) + t_n(\mu) - t_n(\nu') \equiv t_n(\lambda') + t_n(\mu') - t_n(\nu) \equiv t_n(\rho) \pmod{n}; \quad (2.8a)
\]
(ii) for all $a, b = 0, \ldots, n - 1$,
\[
\tilde{M}_{A^{a}\lambda A^{a}\mu, A^{a}\lambda' A^{a}\mu' A^{a}\nu'} = \tilde{M}_{\lambda\mu\nu,\lambda'\mu'\nu'}. \quad (2.8b)
\]

From the equation $\tilde{M} = S^{T} \tilde{M} S$, it is not difficult to show that (i) holds iff (ii) holds, iff
\[
\tilde{M}_{A_{k}\rho A_{\ell}ppp\mu\rho A_{k+\ell}p} = \tilde{M}_{ppp\mu\rho A_{k+\ell}p} = \tilde{M}_{ppp,ppp} \quad (2.8c)
\]
holds, for any physical invariant $\tilde{M}$. For example, that (2.8c) implies (i) follows by looking at the $(A_{k}\rho A_{\ell}ppp, \rho A_{k+\ell}p)$-entry of $\tilde{M} = S^{T} \tilde{M} S$, and using (2.2c) and the fact that $S_{ppp,\lambda\mu\nu} > 0$.

$\tilde{Z} \in \Omega_{k\ell}^{wzw}$ can be written as a sesquilinear combination of $\bar{c}h_{\lambda\mu\nu}$ over $(\lambda, \mu, \nu) \in P_{k\ell}^{A}$, iff (2.8) is satisfied. Call this subspace $\Omega_{k\ell}^{wzw,A}$. Then $\mathcal{L}_{k\ell}^{cw}$ defines an isomorphism between $\Omega_{k\ell}^{cos}$ and $\Omega_{k\ell}^{wzw,A}$, and a bijection between the physical invariants $\mathcal{P}_{k\ell}^{cos}$ and $\mathcal{P}_{k\ell}^{wzw,A} = \mathcal{P}_{k\ell}^{wzw} \cap \Omega_{k\ell}^{wzw,A}$.

The same “switch” of weights works in establishing a bijection between the physical invariants (and commutants) of $g \oplus h$ and $g \oplus h^{c}$, where $g, h$ are any chiral (e.g. affine) algebras and $h^{c}$ denotes the dual of $h$, corresponding to modular matrices which are complex conjugates of those of $h$. This bijection is difficult to establish by other means, since

\(^2\) Perhaps the simplest way to see the necessity of this switch is to write a nonzero element of the WZNW $T$ matrix as $\text{exp}\{2\pi i ((h_{\lambda} + h_{\mu} + h_{\nu}) - (h_{\lambda'} + h_{\mu'} + h_{\nu'}))\} = \text{exp}\{2\pi i ((h_{\lambda} + h_{\mu} - h_{\nu'}) - (h_{\lambda'} + h_{\mu'} - h_{\nu}))\}$. Here $h_{\lambda} + h_{\mu} + h_{\nu}$ is a WZNW conformal weight, while $h_{\lambda} + h_{\mu} - h_{\nu'}$ is a coset conformal weight (mod 1).
most physical invariants $M^{gh}$ of $g \oplus h$ cannot be factorized as $M^g \otimes M^h$. This switch is helpful in generating coset modular invariants which would be difficult to find otherwise, though as we saw further conditions must be satisfied in order that this correspondence be extended to coset theories.

Incidentally, it was shown in [6] that the Roberts-Terao-Warner lattice method succeeds in generating any WZNW commutant. The mapping $L_{cw}^k$ tells us then that the lattice method can be successfully extended to the diagonal cosets without fixed points, where it will also be complete.

Thus to find all physical invariants of $su(n)_k \oplus su(n)_\ell \oplus su(n)_{k+\ell}$ when $gcd(n, k, \ell) = 1$, it suffices to find all physical invariants of $su(n)_k \oplus su(n)_\ell \oplus su(n)_{k+\ell}$ which satisfy (2.8c).

2.3 Simplification when $\ell = 1$

When one of the levels, say $\ell$, equals 1, the correspondence given above relating the cosets to WZNW tensor products simplifies. The reason is that $A_1$ acts transitively on the $n$ weights in $P_{++}(g, 1)$, so modding by $A$ essentially removes that factor.

When $\ell = 1$, there can be no fixed points, regardless of the value of $k$ or $n$, so the comments in this section apply to any level $k$ and any $su(n)$.

Define $P_k = \{(\lambda, \mu) \in P_{++}(g, k) \times P_{++}(g, k+1) \mid t_n(\lambda) \equiv t_n(\mu) \pmod{n}\}$. There is an obvious bijection between $P_k$ and $P_{k,1}^A$: identify $(\lambda, \mu)$ with the $A$-orbit containing $(\lambda, \rho, \mu)$. Each $A$-orbit in $P_{k,1}$ contains exactly one triple of the form $(\lambda, \rho, \mu)$, so we may identify the orbit, and hence the corresponding element of $P_{k,1}^A$, with such a triple.

Define $\Omega^{wzw}_k$ to be the WZNW commutant for the direct sum $su(n)_k \oplus su(n)_{k+1}$.

Define a map, $L_{cw}^k$, between $\Omega^{cos}_{k,1}$ and $\Omega^{wzw}_k$ as follows: let

$$Z = \sum_{\lambda, \mu, \kappa, \nu} M_{\lambda \mu, \kappa \nu} b^{\rho}_{\lambda \mu} b^{\rho *}_{\kappa \nu}$$ (2.9a)

be any modular invariant in $\Omega^{cos}_{k,1}$, then define

$$L_{cw}^k(Z) = \sum_{\lambda, \mu, \kappa, \nu} M_{\lambda \rho \mu, \kappa \rho \nu} \sum_{a=0}^{n-1} \chi^{(k)}_{A^a \lambda} \chi^{(k+1)}_{A^a \nu} \chi^{(k)}_{A^a \kappa} \chi^{(k+1)}_{A^a \mu}.$$ (2.9b)

(Notice again the switch: $\mu \leftrightarrow \nu$.)

**Claim 2.** $L_{cw}^k(Z)$ is a modular invariant.

**Proof** The arguments here are similar to those used earlier in proving Claim 1, except that here we must transform the partition functions, instead of simply investigating the modular behaviour of the characters $b$ and $\tilde{c}h$ as was done there.

$T$-invariance follows as for Claim 1. $S$-invariance is also similar to Claim 1: the calculation produces the sum

$$\sum_{a=0}^{n-1} \exp[2\pi ia\{t_n(\lambda) + t_n(\nu) - t_n(\kappa) - t_n(\mu)\}/n],$$ (2.10)
which equals 0 unless \( t_n(\lambda) + t_n(\nu) \equiv t_n(\kappa) + t_n(\mu) \) \((\text{mod } n)\), \text{i.e.} unless there exists an \( a \) such that both \( A^a(\lambda, \mu), A^a(\kappa, \nu) \in P_k \), in which case the sum equals \( n \). QED

As before, \( \mathcal{L}_k^w \) is one-to-one. It also is not onto; its image is the subspace of \( \Omega_k^{w,w} \) containing those modular invariants \( \bar{Z} = \sum M_{\lambda,\kappa,\mu,\nu} \lambda \lambda \mu \mu \nu \nu \) satisfying:
(a) \( \bar{M}_{\lambda,\kappa,\nu} = 0 \) unless

\[
\begin{align*}
t_n(\lambda) + t_n(\mu) &\equiv t_n(\kappa) + t_n(\nu) \pmod{n}; \\
(2.11a)
\end{align*}
\]

(b) for all \( a = 0, 1, \ldots, n - 1 \),

\[
\bar{M}_{\lambda,\kappa,\nu} = \bar{M}_{A^a \lambda, A^a \mu, A^a \kappa, A^a \nu}.
\] (2.11b)

For any physical invariant \( \bar{M} \), (a) holds iff (b) does, iff

\[
\bar{M}_{pp,pp} = \bar{M}_{A^p A^p, A^p A^p}.
\] (2.11c)

As before, this follows from looking at \( \bar{M} = S^1 \bar{M} S \).

Let \( \Omega_k^{w,w,A} \) denote this subspace; then \( \mathcal{L}_k^w \) is an isomorphism between \( \Omega_k^{w,w} \) and \( \Omega_k^{w,w,A} \), and a bijection between \( \mathcal{P}_k^{w,w} \) and those physical invariants in \( \Omega_k^{w,w,A} \).

Thus to find all physical invariants of \( su(n)_k \oplus su(n)_1/su(n)_{k+1} \), it suffices to find all physical invariants of \( su(n)_k \oplus su(n)_{k+1} \) which satisfy (2.11c).

3. An illustration: The cosets \( su(2)_k \oplus su(2)_\ell/su(2)_{k+\ell} \)

As a simple illustration of the results of the previous section, we will read off from known results for \( su(2)_k \oplus su(2)_{k+1} \) and \( su(2)_k \oplus su(2)_{\ell} \oplus su(2)_m \) the complete list of \( su(2)_k \oplus su(2)_{\ell}/su(2)_{k+\ell} \) partition functions, for certain choices of \( k \) and \( \ell \). In Sect.3.1 we give a new argument, based on Sect.2.3 and [7], for the \( \ell = 1 \) proof in [4]. In Sect.3.2 we write down all the “obvious” \( su(2)_k \oplus su(2)_{\ell} \oplus su(2)_{k+\ell} \) partition functions for general levels \( k, \ell \), that satisfy (2.8c). In Sect.3.3 we prove this list is complete whenever the three greatest common divisors \( gcd(k + 2, \ell + 2), gcd(k + 2, \ell) \) and \( gcd(k, \ell + 2) \) are all \( \leq 3 \).

The completeness proof for all \( k \) and \( \ell \) may now be within sight, thanks to [7] and recent work by Stanev [24]; here we only prove it for the \( k, \ell \) mentioned above.

3.1 \( su(2)_k \oplus su(2)_1/su(2)_{k+1} \)

The easiest cosets are of the form \( su(2)_k \oplus su(2)_1/su(2)_{k+1} \), and were classified in [4]. These constitute the minimal series. We will give an alternative argument here.

From Sect.2.3 we know we must find all physical invariants of \( su(2)_k \oplus su(2)_{k+1} \) which satisfy eqs.(2.11). Using [7] we can easily find for example all physical invariants for \( su(2)_{k_1} \oplus su(2)_{k_2} \), when \( gcd(k_1 + 2, k_2 + 2) \leq 3 \). Here we have \( k_1 = k, k_2 = k + 1 \), so this gcd condition is indeed satisfied. The only physical invariants turn out to be:
(1) \( A_k \otimes A_{k+1} \), for all \( k \);
(2) \( A_k \otimes D_{k+1} \), for all odd \( k \);
(3) \( D_k \otimes A_{k+1} \), for all even \( k \);
(4) the exceptionals \( A_9 \otimes E_{10}, E_{10} \otimes A_{11}, A_{15} \otimes E_{16}, E_{16} \otimes A_{17}, A_{27} \otimes E_{28}, \) and \( E_{28} \otimes A_{29} \).

The physical invariants \( A_k, D_k \) (for \( k \) even), and \( E_k \) (for \( k = 10, 16, 28 \)) are the physical invariants for \( su(2)_k \) (their subscript is their level); they can be found in [4].

It is straightforward to check that (2.11c) is satisfied by all the invariants in (1)-(4).

Thus to each of the WZNW physical invariants given above, there is a coset physical invariant.

This example is uncharacteristically simple: for one thing, relatively few physical invariants of \( su(n)_k \oplus su(n)_{k+1} \) or \( su(n)_k \oplus su(n)_\ell \oplus su(n)_{k+\ell} \) will be tensor products of physical invariants of \( su(n) \); for another thing, (2.8) and (2.11) will usually be violated by most physical invariants (e.g. (2.8) cannot be satisfied by any diagonal invariant).

### 3.2 \( su(2)_k \oplus su(2)_\ell \oplus su(2)_{k+\ell} \)

Now let us write down the “obvious” invariants for \( su(2)_k \oplus su(2)_\ell \oplus su(2)_{k+\ell} \), for all \( k, \ell \). Some of these are included in [21], but some are not. For completeness, we will include here the invariants when \( k \) and \( \ell \) are both even (in which case there will be fixed points), without discussing the resolution of those fixed points. We will begin by listing the “simple current invariants” [12]. If either \( k \) or \( \ell \) is odd, we find exactly 2 of these; if both \( k \) and \( \ell \) are even there are exactly 6.

A simple current for \( su(2)_k \oplus su(2)_\ell \oplus su(2)_{k+\ell} \) can be written as a triple \( J = (J_1, J_2, J_3) \), each \( J_a = 0 \) or 1. It acts on a weight \( \lambda = (\lambda_1, \lambda_2, \lambda_3) \) by

\[
(J \cdot \lambda)_a = \begin{cases} 
\lambda_a & \text{if } J_a = 0 \\
\frac{k_a}{2} - \lambda_a & \text{if } J_a = 1
\end{cases},
\]

where we define \( k_1 = k \), \( k_2 = \ell \) and \( k_3 = k + \ell \). Define also the quantities \( J^2 \) and \( J \cdot \lambda \) by

\[
J^2 \equiv \sum_{a=1}^{3} J_a k_a \pmod{4}, \quad J \cdot \lambda \equiv \sum_{a=1}^{3} J_a \lambda_a \pmod{2}.
\]

A simple current invariant [12] \( M \) of \( su(2)_k \oplus su(2)_\ell \oplus su(2)_{k+\ell} \) obeys the “local” selection rule

\[
M_{\lambda \mu} \neq 0 \Rightarrow \mu = J \lambda \quad \text{for some } J.
\]

More precisely, any simple current \( J \) with \( J^2 \) even can be used to define a simple current invariant \( M(J) \), in the following way:

\[
[M(J)]_{\lambda \mu} = \sum_{m=0}^{1} \delta_{J=m, \lambda \mu} \delta_2[J \cdot (\lambda - \rho) + mJ^2/2],
\]

where \( \delta_n[x] = 1 \) for \( x \equiv 0 \pmod{n} \), and vanishes otherwise. The only other simple current invariant we will need we will call \( M_{110} \); it is an invariant iff \( k \equiv \ell \equiv 0 \pmod{4} \), and is defined by

\[
(M_{110})_{\lambda \mu} = \begin{cases} 
1 & \text{if } \mu = J' \lambda, \text{ where } J' \equiv (\lambda_2 + 1, \lambda_1 + 1, 0) \pmod{2} \\
0 & \text{otherwise}
\end{cases}.
\]
All simple current invariants were explicitly found for all levels and arbitrary numbers of $su(2)$ factors, in [7]. In our case, there will be either 30 or 6 of them, depending on whether or not both $k$ and $\ell$ are even. We are only interested here in those which also satisfy (2.8c). The complete list of solutions is:

(sc.1) $k, \ell$ both odd: $M(111)$ and $M(111)M(001)$;

(sc.2) $k$ odd, $\ell$ even: $M(111)$ and $M(111)M(010)$;

(sc.3) $k \equiv \ell \equiv 0 \pmod{4}$: $M(111)$, $M(111)M^{110}$, $M(111)M(100)$, $M(111)M(010)$, $M(111)M(001)$, and $M(100)M(010)M(001)$;

(sc.4) $k$ even, $\ell \equiv 2 \pmod{4}$: $M(111)$, $M(111)M(100)$, $M(111)M(010)$, $M(111)M(001)$, $M(111)M(100)M(010)$ and $M(111)M(010)M(001)$.

In the special case where $k = \ell$, we may take the *conjugations* $M^c$ of each of these, defined by

$$(M^c)_{\lambda\mu} = M_{\lambda\mu2\mu_1\mu_3}. \quad (3.4)$$

$M$ will obey (2.8c) iff $M^c$ will.

It is curious that the numbers of invariants in (sc) are precisely the numbers of (unconstrained) simple current invariants for $su(2)_k \oplus su(2)_\ell$.

The importance of simple current invariants (and their conjugations) is that in all cases we know, they represent “almost all” of the physical invariants. The remaining invariants are called the *exceptionals*; most of these can be built up from the $E_{10}$, $E_{16}$ and $E_{28}$ exceptionals of the $su(2)_k$ classification [4]. Those of this form which satisfy (2.8c) are:

(e.1) $m = 10$, $n$ odd: $(A_n \otimes E_{10} \otimes A_{n+10})M(111)$ and $(A_n \otimes A_{10-n} \otimes E_{10})M(111)$;

(e.2) $m = 10$, $n$ even: $(E_{10} \otimes A_n \otimes A_{n+10})M(111)$, $(E_{10} \otimes D_n \otimes A_{n+10})M(111)$, $(E_{10} \otimes A_n \otimes D_{n+10})M(111)$, $(E_{10} \otimes D_n \otimes D_{n+10})M(111)$ and the four additional invariants obtained by interchanging the first and third components here;

(e.3) $m = 16$ or $28$, $n$ odd: $(A_n \otimes E_m \otimes A_{m+n})M(101)$ and $(A_n \otimes A_{m-n} \otimes E_m)M(110)$;

(e.4) $m = 16$ or $28$, $n$ even: $(E_m \otimes A_n \otimes A_{m+n})M(011)$, $(E_m \otimes D_n \otimes A_{m+n})M(011)$, $(A_n \otimes A_{m-n} \otimes E_m)M(110)$, and $(D_n \otimes A_{m-n} \otimes E_m)M(110)$;

(e.5) $m, n \in \{10, 16, 28\}$ (say $m \leq n$): the additional invariants in this case are $(E_m \otimes E_n \otimes A_{m+n})M(111)$, $(E_{10} \otimes E_{10} \otimes D_{20})M(111)$ and (if $m < n$) $(E_m \otimes A_{m-n} \otimes E_n)M(111)$.

Of course the first and second components can be interchanged, and the conjugation (3.4) can be taken if $k = \ell$. The lists (sc) and (e) will almost certainly exhaust all but finitely many of the physical invariants for $su(2)_k \oplus su(2)_\ell \oplus su(2)_{k+\ell}$ satisfying (2.8c).

The exceptionals for $su(2)_{k_1} \oplus su(2)_{k_2}$ not built from the $E_m$ occur at $(k_1, k_2) = (4, 4), (6, 6), (8, 8), (10, 10), (2, 10), (3, 8), (3, 28),$ and $(8, 28)$ (see Ref. [9]). Call these $E_{4,4}$, etc. These can be used to construct further invariants for us:

(sp.1) $k = \ell = 4$: $E_{4,4} \otimes D_8$;

(sp.2) $k = \ell = 6$: $E_{6,6} \otimes D_{12}$;

(sp.3) $k = \ell = 8$: $E_{8,8} \otimes D_{16}$, and $E_{8,8} \otimes E_{16}$;

(sp.4) $k = \ell = 10$: $E_{10,10} \otimes D_{20}$;

(sp.5) $k = 2, \ell = 10$: $E_{2,10} \otimes D_{12}$;

(sp.6) $k = 2, \ell = 8$: $E_{2,10} \otimes D_8$ (interchange second and third components);
(sp.7) \( k = 3, \ell = 8: \) \((\mathcal{E}_{3,8} \otimes A_{11}) M(101);\)

(sp.8) \( k = 3, \ell = 5: \) \((\mathcal{E}_{3,8} \otimes A_5) M(101)\) (interchange second and third components);

(sp.9) \( k = 3, \ell = 28: \) \((\mathcal{E}_{3,28} \otimes A_{31}) M(101);\)

(sp.10) \( k = 3, \ell = 25: \) \((\mathcal{E}_{3,28} \otimes A_{25}) M(101)\) (interchange second and third components);

(sp.11) \( k = 8, \ell = 28: \) \(\mathcal{E}_{8,28} \otimes D_{36};\)

(sp.12) \( k = 8, \ell = 20: \) \(\mathcal{E}_{8,28} \otimes D_{20}\) (interchange second and third components).

When \( \ell = 1\), we get the invariants listed in Sect.3.1 with no redundancies. However the identity \(D_2 = A_2\) means we do get some repetition when \( \ell = 2\) (the \( \ell = 2\) cosets include all of the \( N = 1\) superconformal minimal models). We conjecture that this list gives all physical invariants of \( su(2)_k \oplus su(2)_\ell \oplus su(2)_{k+\ell} \) satisfying (2.8); in the next subsection we prove this for certain \( k, \ell \) (we have also done this for all \( k, \ell = 2\)).

3.3 The small gcd case

The only class of \( su(2)\) cosets which is classified is that with \( \ell = 1\) [4]. In this subsection we will exploit other results from [7] which will permit us to obtain many more classifications. In particular, there we found (among other things) all invariants of \( su(2)_{k_1} \oplus \cdots \oplus su(2)_{k_r} \) when for each \( i \neq j, \gcd(k_i + 2, k_j + 2) \leq 3\). So from this we immediately get the list of all \( su(2)_k \oplus su(2)_{\ell} \oplus su(2)_{k+\ell}\) physical invariants when the greatest common divisors \( \gcd(k + 2, \ell + 2)\), \( \gcd(k + 2, \ell)\), and \( \gcd(k, \ell + 2)\) are all \( \leq 3\). (The relevant property of the numbers \( a \leq 3\) is that the only numbers coprime to \( 2a\) are \( \equiv \pm 1 \pmod{2a}\).) Note that for a given \( k\), there are infinitely many \( \ell\) satisfying those three \( \gcd\) conditions – in fact a positive density of such \( \ell\).

This argument in [7] makes use of some additional properties WZNW partition functions must satisfy [20]. We can avoid using these here, because we have only three copies of \( su(2)\), and because (2.8) holds. As usual, we will restrict attention here to the cosets without fixed points, i.e. where at least one of \( k \) and \( \ell \) is odd. With a little more work, this restriction can be lifted.

The proof of the following theorem makes use of certain useful lemmas and techniques (e.g. the parity rule) developed in several earlier papers. We state these explicitly in Sects.4 and 5, in the context of \( su(3)\), in the course of proving the more difficult Thm.2, but to avoid unnecessary duplication we will not give their \( su(2)\) translations here. For that, see in particular [7].

**Theorem 1.** Choose any \( k, \ell\), not both even, for which \( \gcd(k+2, \ell+2), \gcd(k+2, \ell), \gcd(k, \ell+2)\) are all \( \leq 3\). Then the complete list of all physical invariants of \( su(2)_k \oplus su(2)_\ell \oplus su(2)_{k+\ell}\) satisfying (2.8) is (sc.1), (sc.2), (e.1) and (e.3).

**Proof** The argument will follow as closely as possible the proof of Thm.7 in [7]. Since the detailed argument is so similar to others (e.g. analyzing the special cases \( k_1 = 10, 16, 28\) reduces to arguments found in Sect.5.3 below, and Sect.6 of [10]), we will be somewhat sketchy here.

Exactly one of \( k, \ell, k+\ell\) will be even; let \( k_1\) denote this even level, and let \( k_2 \leq k_3\) denote the other two, and write \( k'_i = k_i + 2\). Let \( M\) denote any physical invariant of \( su(2)_{k_1} \oplus su(2)_{k_2} \oplus su(2)_{k_3}\). Write \( a = (a_1, a_2, a_3)\) etc for its weights, \( \rho\) for the weight
(1, 1, 1), and $S_{ab}$ for the $S$-matrix. In particular we first find in Sect.6 of [7] the consequences of the so-called parity rule (in fact the reason for our gcd conditions is precisely to maximize the effectiveness of this parity rule). We get the following selection rules:

$$M_{ab} \neq 0 \Rightarrow b_2 \in \{a_2, k'_2 - a_2\}, \ b_3 \in \{a_3, k'_3 - a_3\}; \quad (3.5a)$$

$$M_{ab} \neq 0 \Rightarrow a_i^2 \equiv b_i^2 \pmod{k'_i}; \quad (3.5b)$$

$$M_{ab} \neq 0, \ a_1 = 1, \ k_1 \neq 10, 28 \Rightarrow b_1 \in \{1, k'_1 - 1\}; \quad (3.5c)$$

$$M_{ab} \neq 0, \ a_1 = 1, \ k_1 = 10 \Rightarrow b_1 \in \{1, 5, 7, 11\}; \quad (3.5d)$$

$$M_{ab} \neq 0, \ a_1 = 1, \ k_1 = 28 \Rightarrow b_1 \in \{1, 11, 19, 29\}. \quad (3.5e)$$

Eq.(3.5a) is Lemma 3(a) in [7], (3.5b) is T-invariance using (3.5a), and (3.5c)-(3.5e) are Lemma 3(b) in [7], using (3.5b).

Let $R_L = \{a \mid M_{ap} \neq 0\}$, $R_R = \{b \mid M_{pb} \neq 0\}$. Write $J_L$ for the set of all simple currents $J$ such that $J \in R_L$; define $J_R$ similarly. Much is known about the sets $R_L, R_R$ and $J_{L,R}$ - see e.g. [7], [10], and Lemmas 4 and 5 in Sect.5 of this paper. For instance the cardinalities $\|J_L\|$ and $\|J_R\|$ must be equal, and $J_{L,R}$ both are groups (under component-wise addition mod 2). Also each norm $J^2$ (see (3.1b)) in $J_{L,R}$ must be 0, and $M_{Ja,Jb} = M_{ab}$ $\forall J \in J_L, J' \in J_R$. Also, $S_{a,b} = -1^{J'(a - \rho)}S_{ab}$, and for $J \in J_L$ $J \cdot (a - \rho) \equiv 0$ if $M_{ab} \neq 0$ for some $b$. Recalling the definition of simple current invariant, given in (3.2); all simple current invariants for $su(2)_{\ell_1} \oplus \cdots \oplus su(2)_{\ell_r}$ are explicitly known, and in our case will lie in (sc.1) or (sc.2).

Case 1: Consider first the case where all $a \in R_L \cup R_R$ satisfy $a_1 \in \{1, k'_1 - 1\} - i.e. J_{L,R} = R_L$ and $J_{L,R} = R_R$. By (3.5c), this is the case most of the time. $a$ is called a fixed point of $J_L$ if $Ja = a$ for some $J \in J_L, J \neq 0$. Note that $J_L$ has a fixed point iff $(1, 0, 0) \in J_L$, in which case $a$ is a fixed point iff $a_1 = k'_1 / 2$. Similar comments apply to $J_R$.

Suppose $M_{ab} \neq 0$, and $a$ is not a fixed point of $J_L$, and $b$ is not one of $J_R$. Without loss of generality suppose $S_{a,\rho} \leq S_{b,\rho}$. Then from the various results about $J_{L,R}$ and $S$ given earlier, we get

$$\|J_R\| \cdot M_{ab} \cdot S_{b,\rho} \leq (MS)_{a,\rho} = (SM)_{b,\rho} = \|J_L\| \cdot S_{a,\rho}. \quad (3.6)$$

Since $\|J_L\| = \|J_R\|$, this tells us that $M_{ad} = 1$ iff $d \in J_Rb$, otherwise it equals 0. It also tells us that $S_{b,c} = S_{a,\rho}$, i.e. (using (3.5a)) $b_1 \in \{a_1, k'_1 - a_1\}$. Similarly, we get that $M_{cb} = 1$ iff $c \in J_{L,a}$, otherwise it equals 0. Thus if there are no fixed points, $M$ must satisfy (3.2) and we are done. We may assume then that $k_1 \equiv 0 \pmod{4}$ and $(1, 0, 0) \in J_R$, say. We may also assume $k_1 > 4$, since (3.5a), (3.5b) force (3.2) if $k_1 = 4$.

Now put $x = (3, 1, 1)$ and choose $y$ so that $M_{xy} \neq 0$. $x$ is not a fixed point of $J_L$; for now assume $y$ is not one of $J_R$. Then by the previous paragraph, $y_1 \in \{3, k'_1 - 3\}$. Using this, we can prove (3.2) holds for all $a, b$, as follows. Suppose $M_{ab} \neq 0$, where $a_1 \neq k'_1 / 2$, but $b$ is a fixed point of $J_R$. Then $SM = MS$ applied to $(a, \rho)$ and $(a, y)$ gives us

$$1 = 2 \sin(\pi a_1 / k'_1), \quad \pm 1 = 2 \sin(3 \pi a_1 / k'_1), \quad (3.7)$$

which are incompatible. This implies $M$ is a simple current invariant, and we are done.
If instead $y$ defined in the previous paragraph is a fixed point of $\mathcal{J}_R$, then $y_1 = k'_1/2,$ and (3.5b) forces $k_1 = 16$. Suppose $M_{ab} \neq 0$. Then (3.5b) tells us that if $a_1 \not\in \{3, 9, 15\}$, then $b_1 \in \{a_1, k'_1 - a_1\}$, and if $a_1 \in \{3, 9, 15\}$ then $b_1 \in \{3, 9, 15\}$ (incidently, by Lemma 4(b) this forces $(1,0,0) \in \mathcal{J}_L$). Suppose $a_1 = 3$ but $b_1 \neq 9$; then from $(SM)_{xb} = (MS)_{xb}$ we get $2S_{ax} = -S_{ay}$, i.e. $2 \sin(9\pi/18) = \pm \sin(27\pi/18)$, which is impossible.

This proves (using Lemmas 4(b) and 5(a)) that $a_1$ and $b_1$ are related to each other independently of the values of $a_2, a_3, b_2, b_3$. The reverse can also be seen to hold, using T-invariance, (3.5a), and (2.8). Thus $M$ will be the tensor product of $\mathcal{E}_{16}$ with some simple current invariant of $su(2)_{k_2} \oplus su(2)_{k_3}$, and will be listed in (e.3).

Case 2: By (3.5c), Case 1 handled all values of $k_1$ except 10 and 28. These exceptional levels use familiar arguments (see e.g. Sect.5.3) and we will not repeat them here. The idea is to first find the possibilities for the values of $M_{rb}$ and $M_{a\rho}$ (this is done in the proof of Thm.7 in [7]), and then use Lemmas 4(b) and 5 and modular invariance (particularly the relation $SM = MS$) to find the other values of $M$. QED

4. The physical invariants of $su(3)_k \oplus su(3)_1/su(3)_{k+1}$

The last section was an illustration of carrying over known WZNW classifications directly to the GKO classification. Unfortunately, there are few examples of WZNW classifications, even for simple $g$. One of these is $g = su(3)$. Our goal in this section and the next is to prove the following theorem, which we learned in Sect.2.3 solves the classification problem for the cosets $su(3)_k \oplus su(3)_1/su(3)_{k+1}, \forall k$:

**Theorem 2.** The list of all physical invariants of $su(3)_k \oplus su(3)_1/su(3)_{k+1}$ satisfying (2.11c) is given in the Table.

In the Table and throughout the remainder of this paper, $\bar{A}_k, \bar{D}_k$ and $\bar{E}_k$ denote the physical invariants of $su(3)_k$, and are explicitly given in [8]. The simple current invariants $\bar{M}(A_kA_{k+1})$ are defined in (4.4), and their conjugation $c[\bar{M}(A_kA_{k+1})]^c$ is defined in (4.10a). The invariants of $su(3)_k \oplus su(3)_1/su(3)_{k+1}$ were discussed in [1,5], but their lists are very incomplete.

Sections 4 and 5 are devoted to proving Thm.2. Our task in this section is to find all physical invariants which are automorphisms of the unextended chiral algebra, but we will begin with some general observations which will also be useful in the following section.

4.1 General comments

As usual write $\lambda = (\lambda_1, \lambda_2)$ for an $su(3)$ weight, $k' = k + 3$ for the height, $t(\lambda) \equiv \lambda_1 - \lambda_2 \pmod{3}$, $A_k$ for the simple current taking $\lambda$ to $A_k\lambda = (k' - \lambda_1 - \lambda_2, \lambda_1)$ and $C$ for the conjugation $C\lambda = (\lambda_2, \lambda_1)$. Write $P(k)$ for $P_{++}(su(3), k) \times P_{++}(su(3), k+1)$. Together, $A_k$ (which is order 3) and $C$ (which is order 2) generate the order 6 group of outer automorphisms $\mathcal{O}^k$ of affine $su(3)$. Let $\mathcal{O}^k\lambda$ denote the orbit $\{C^a A^b_k \lambda \mid a = 0, 1; \ b = 0, 1, 2\}$ of $\lambda$ by this group. Also, let $\mathcal{O}^k_0\lambda$ be the orbit $\{A^b_k \lambda \mid b = 0, 1, 2\}$ of $\lambda$ by the simple currents. For example, $\mathcal{O}^k \rho = \mathcal{O}^k_0 \rho = \{(1, 1), (k + 1, 1), (1, k + 1)\}$.
What we need to consider is $su(3)_k \oplus su(3)_{k+1}$. Note first that the heights $k'$ and $k'+1$ are coprime, so the two summands are *almost* independent. For example, $T$-invariance implies that if $M_{\lambda\mu,\kappa\nu} \neq 0$ for any invariant $M$, then

$$3\lambda^2 \equiv 3\kappa^2 \pmod{2k'}; \quad 3\mu^2 \equiv 3\nu^2 \pmod{2k'+2}. \quad (4.1)$$

Also very important is the parity rule of [6] (=the arithmetical symmetry of [22]). For $su(3)_k \oplus su(3)_{k+1}$ it reduces to the following. Let $\lambda \in P(su(3))$. There exists a unique weight, call it $[\lambda]_k$, lying in both $P_+(su(3), k+3)$ and the orbit of $\lambda$ by the affine Weyl group. If $[\lambda]_k$ also lies in $P_{++}(su(3), k)$, then there exists a *unique* (finite) Weyl automorphism $\omega$ and vector $\alpha \in P(su(3))^*$, the root lattice of $su(3)$, such that $[\lambda]_k = \omega(\lambda + k'\alpha)$; in this case we can define the *parity* $p_k(\lambda)$ of $\lambda$ to be the parity $\epsilon(\omega) = \det(\omega)$. The parity rule tells us that for any invariant $M$, any integer $\ell$ coprime to $3k'(k'+1)$, and any $(\lambda\mu), (\kappa\nu) \in P(k)$, we have

$$M_{\lambda\mu,\kappa\nu} = p_k(\ell\lambda)p_{k+1}(\ell\mu)p_k(\ell\kappa)p_{k+1}(\ell\nu)M_{\lambda'\mu',\kappa'\nu'}, \quad (4.2a)$$

where $\lambda' = [\ell\lambda]_k, \mu' = [\ell\mu]_{k+1}, \kappa' = [\ell\kappa]_k$ and $\nu' = [\ell\nu]_{k+1}$.

Because $k'$ and $k'+1$ are coprime, this simplifies a little. Given any $\ell_1$ and $\ell_2$, there will be an $\ell$ satisfying

$$\ell \equiv \ell_1 \pmod{3k' \text{ and } \ell \equiv \ell_2 \pmod{3(k'+1)}, \quad (4.2b)}$$

iff $\ell_1 \equiv \ell_2 \pmod{3}$. Let $\ell_1$ be any integer coprime to $3k'$, and choose $\ell_2 = \pm 1$ so that $\ell_1 \equiv \ell_2 \pmod{3}$. Find any $\ell$ satisfying (4.2b). It is easy to see that, for any $\mu, \nu \in P_{++}(su(3), k+1)$, $p_{k+1}(\ell\mu) = \ell_2 = p_{k+1}(\ell\nu)$. Then (4.2a) implies the following equation, familiar from [8]. Let $M$ be any physical invariant, and suppose $M_{\lambda\mu,\kappa\nu} \neq 0$. By $\{x\}$ we mean the unique number $y$ satisfying both $0 \leq y < k'$ and $y \equiv x \pmod{k'}$. Then for all integers $\ell_1$ coprime to $3k'$,

$$\{\ell_1\lambda_1\} + \{\ell_1\lambda_2\} < k' \text{ iff } \{\ell_1\kappa_1\} + \{\ell_1\kappa_2\} < k'; \quad (4.3)$$

a similar statement holds for $\mu$ and $\nu$, with $k'$ replaced with $k'+1$. We will later need other consequences of the parity rule (4.2a).

Two consequences of (4.1) and (4.3) have already been drawn in the literature. In [16] in a completely different context (this paper was “discovered” and brought into the context of modular invariants by [22]), it was proved that:

**Lemma 1.** When $k'$ is coprime to 6, $\lambda$ and $\kappa$ satisfy (4.3) iff $\kappa \in O^k\lambda$.

Of course an analogous statement holds for $\mu, \nu$ and $k'+1$. Eq.(4.1) was not used in this derivation. This remarkable result has the flaw that it only holds for some $k$. When $k'$ and 6 are not coprime, the situation becomes considerably more complicated, and no classification of the solutions $\lambda, \kappa$ to (4.3) is known for general $k$ (it would likely be very messy and probably useless). However, if we also use (4.1) and restrict ourselves to the special case $\kappa = \rho$, all $\lambda$ solving (4.3) are known, for *all* $k$ (this is Prop.1 in [10]):

**Lemma 2.** The set of all solutions $\lambda$ to (4.1) and (4.3), for $\kappa = \rho$, is:

(a) for $k \equiv 0, 2, 3 \pmod{4}$, $k \neq 15$: $\lambda \in O^k_0\rho$;
(b) for \( k \equiv 1 \pmod{4}, k \neq 9, 21, 57 \): \( \lambda \in \mathcal{O}_0^0 \cup \mathcal{O}_0^3((k+1)/2, (k+1)/2) \);
(c) for \( k = 9, 15, 21, 57 \), respectively, \( \lambda \) lies in
\[
\mathcal{O}_0^0 \cup \mathcal{O}_0^3(3, 3) \cup \mathcal{O}_0^3(5, 5),
\mathcal{O}_0^5 \cup \mathcal{O}_0^5(1, 4),
\mathcal{O}_0^2 \cup \mathcal{O}_0^2(5, 5) \cup \mathcal{O}_0^2(7, 7) \cup \mathcal{O}_0^2(11, 11),
\mathcal{O}_0^5 \cup \mathcal{O}_0^5(11, 11) \cup \mathcal{O}_0^5(19, 19) \cup \mathcal{O}_0^5(29, 29).
\]

Some useful results concerning the modular \( S \)-matrix \( S^{(k)} \) of \( su(3)_k \) are Claims 1, 2, 8 in [10]:

**Lemma 3.** (a) Suppose \( S^{(k)}_{\lambda \rho} = S^{(k)}_{\kappa \rho} \) and \( \{ \lambda_1, \lambda_2, k' - \lambda_1 - \lambda_2 \} \cap \{ \kappa_1, \kappa_2, k' - \kappa_1 - \kappa_2 \} \neq \{ \} \). Then \( \kappa \in \mathcal{O}_k \lambda \).
(b) For any \( \lambda, a, b \), \( S^{(k)}_{S, C^a A^b \lambda} = S^{(k)}_{S, C^a A^b \lambda} \) iff \( C^a A^b \lambda = \lambda \).
(c) For any \( \lambda, a, b \), \( S^{(k)}_{S, C^a A^b \lambda} = S^{(k)}_{S, C^a A^b \lambda} \) iff \( C^a \lambda = \{ \lambda, A \lambda, A^2 \lambda \} \).

Finally, we will define [12] the physical invariant \( \tilde{M}(J) \) of \( su(3)_k \oplus su(3)_{k+1} \) associated with the simple current \( J = A^a_k A^{b}_{k+1} \), for \( a, b \) not both divisible by 3 (compare (3.3a)):

\[
[\tilde{M}(J)]_{\lambda \mu, \kappa \nu} = \sum_{m=0}^{2} \delta_{J^m(\lambda \mu), \kappa \nu} \delta_3[a t(\lambda) + b t(\mu) - m(ka^2 + (k+1)b^2)]. \tag{4.4}
\]

### 4.2 The automorphism invariants of su(3) \( k \) \( \oplus \) su(3) \( k+1 \)

A natural first step is to find all automorphism (=permutation) invariants corresponding to that direct sum. The hardest part of this (Claim 3 below) will be to show that “locally” the automorphism invariant acts like an outer automorphism.

By an automorphism invariant we mean a physical invariant \( M = M^\sigma \) with
\[
(M^\sigma)_{\lambda \mu, \kappa \nu} = \delta_{\kappa \nu, \sigma(\lambda \mu)}
\]
where \( \sigma \) is a permutation of \( \mathcal{P}(k) \). The entries of \( M^\sigma \) will be a bunch of 0’s and 1’s, with exactly one ‘1’ on each row and column. Of course, \( M^\sigma_{\rho \rho, \rho \rho} = 1 \) means that \( \sigma(\rho \rho) = (\rho \rho) \).

Commutation of \( M^\sigma \) with \( S^{(k,k+1)} = S^{(k)} \otimes S^{(k+1)} \) means that
\[
S^{(k)}_{\lambda \kappa} S^{(k+1)}_{\mu \nu} = S^{(k)}_{\lambda', \kappa'} S^{(k+1)}_{\mu' \nu'}, \tag{4.5a}
N^{(k)}_{\lambda \kappa \alpha} N^{(k+1)}_{\mu \nu \beta} = N^{(k)}_{\lambda', \kappa', \alpha'} N^{(k+1)}_{\mu' \nu' \beta'}, \tag{4.5b}
\]
where \( (\lambda \mu), (\kappa \nu), (\alpha \beta) \in \mathcal{P}(k) \), where \( \sigma(\lambda \mu) = (\lambda' \mu') \), \( \sigma(\kappa \nu) = (\kappa' \nu') \) and \( \sigma(\alpha \beta) = (\alpha' \beta') \), and where \( N^{(k)} \) are the fusion coefficients for \( su(3)_k \) (similarly for \( su(3)_{k+1} \)). By Verlinde’s formula, we know (4.5a) implies (4.5b).
The entries of \( S^{(k)} \) are given by the Kac-Peterson formula [14], while those of \( N^{(k)} \) (for \( su(3) \)) were computed in [2]. Two important special cases are:

\[
S^{(k)}_{\rho \lambda} = \frac{2}{\sqrt{3}k'} \{ s(2\lambda_1) + s(2\lambda_2) + s(2\lambda_0) \} = \frac{8}{\sqrt{3}k'} s(\lambda_1) s(\lambda_2) s(\lambda_0) > 0, \quad (4.6a)
\]

\[
N^{(k)}_{\lambda \lambda \lambda} = \min_{i=0,1,2}\{\lambda_i\}, \quad (4.6b)
\]

where \( \lambda_0 = k' - \lambda_1 - \lambda_2 \) and \( s(x) = \sin(\pi x/k') \). From (4.6a) we see that \( \sqrt{3} S^{(k)}_{\rho \lambda} \) is a polynomial over \( Q \) in \( \xi_{k'} = \exp(2\pi i/k') \). But we know (see e.g. [25]) that the roots of unity \( \xi_m \) and \( \xi_n \) are algebraically independent over \( Q \), whenever \( m \) and \( n \) are coprime. Using (4.5a) and the fact that \( k' \) and \( k' + 1 \) are coprime, this means that

\[
\sigma(\lambda, \mu) = (\lambda', \mu') \Rightarrow \frac{S^{(k)}_{\rho \lambda}}{S^{(k)}_{\rho \lambda'}} = \frac{S^{(k+1)}_{\rho \mu}}{S^{(k+1)}_{\rho \mu'}} \in Q. \quad (4.6c)
\]

Another convenient formula for the S-matrix of \( su(3)_k \) is, for any weights \( \lambda, \kappa \),

\[
S^{(k)}_{\lambda,\kappa} = (S^{(k)}_{\lambda \kappa})^*. \quad (4.6d)
\]

Our first task will be to prove:

**Claim 3.** Any automorphism invariant \( M^\sigma \) for \( su(3)_k \oplus su(3)_{k+1} \) acts locally like an outer automorphism. In other words, choose any \( (\lambda \mu) \in P(k) \) and write \( \sigma(\lambda \mu) = (\lambda' \mu') \); then both \( \lambda \in O^k \lambda \) and \( \mu' \in O^{k+1} \mu \).

**Proof** Suppose \( (\lambda \mu) \) has \( \lambda' \in O^k \lambda \). Then eqs.(4.5) and (4.6) tell us that

\[
S^{(k+1)}_{\rho \mu} = S^{(k+1)}_{\rho \mu'}, \quad N^{(k+1)}_{\mu' \mu} = N^{(k+1)}_{\mu' \mu' \mu'}. \quad (4.7)
\]

Lemma 3(a) then tells us that \( \mu' \in O^{k+1} \mu \). Thus \( \lambda' \in O^k \lambda \) iff \( \mu' \in O^{k+1} \mu \).

But for \( k \equiv 2, 4 \) (mod 6) Lemma 1 tells us that \( \lambda' \in O^k \lambda \), and for \( k \equiv 1, 3 \) (mod 6) it tells us that \( \mu' \in O^{k+1} \mu \). This concludes the proof of our Claim for \( k \equiv 1, 2, 3, 4 \) (mod 6). It remains to consider \( k \equiv 0, 5, 6, 11 \) (mod 12). For this purpose, we will make use of the following important fact:

For any \( (\lambda \mu), (\kappa \nu) \in P(k) \) and integers \( a, b \),

\[
\sigma(\rho \mu) = (A^a \rho, \nu) \quad \text{and} \quad \sigma(\lambda \rho) = (\kappa, A^b \rho) \Rightarrow \sigma(\lambda \mu) = (A^a \kappa, A^b \nu). \quad (4.8a)
\]

Eq.(4.8a) holds for any level \( k \), and analogues will hold for all algebras \( g \). To see it, write \( \sigma(\lambda \mu) = (\lambda' \mu') \); then \( \lambda', \mu' \) are the unique weights satisfying

\[
S^{(k)}_{\alpha \lambda} S^{(k+1)}_{\beta \mu} = S^{(k)}_{\alpha' \lambda'} S^{(k+1)}_{\beta' \mu'}. \quad (4.8b)
\]

for all \( (\alpha \beta) \in P(k) \), where \( \sigma(\alpha \beta) = (\alpha' \beta') \). (This follows e.g. from orthogonality of the rows of \( S^{(k,k+1)} \).) Using (2.2c), the two hypotheses in (4.8a) tell us

\[
S^{(k)}_{\alpha \rho} S^{(k+1)}_{\beta \mu} = \omega^{at(\alpha')} S^{(k)}_{\alpha' \rho} S^{(k+1)}_{\beta' \mu'}, \quad S^{(k)}_{\alpha \lambda} S^{(k+1)}_{\beta \rho} = \omega^{bt(\beta')} S^{(k)}_{\alpha' \lambda} S^{(k+1)}_{\beta' \rho}, \quad (4.8c)
\]
where $\omega = \exp(2\pi i/3)$. Multiplying these and dividing by the corresponding equation for $\sigma(\rho \rho) = (\rho \rho)$ gives us (4.8b) with $(\lambda' \mu') = (A^a \lambda, A^b \mu)$, completing the proof of (4.8a).

One immediate consequence of (4.8a) is that if we know that Claim 3 holds for $(\lambda \rho)$, and $(\rho \mu)$, then it holds for $(\lambda \mu)$.

Look first at $k \equiv 11 \pmod{12}$. Choose any $(\lambda \mu) \in P(k)$, and write $\sigma(\lambda \rho) = (\lambda' \rho')$ and $\sigma(\rho \mu) = (\rho'' \mu')$. By Lemma 2(a) we read that $\rho' \in O_0^k \rho$ and $\rho'' \in O_0^{k+1} \rho$. By the conclusion of the paragraph containing (4.7), this forces both $\lambda' \in O^k \lambda$ and $\mu' \in O^{k+1} \mu$.

By the previous paragraph, this concludes the proof of Claim 3 for these $k$.

The identical argument and conclusion applies to $k \equiv 6 \pmod{12}$. For $k \equiv 0, 5 \pmod{12}$, respectively, we have to consider the additional possibilities that $\rho' \in O_0^{k+1} ((k + 2)/2, (k + 2)/2)$ and $\rho'' \in O_0^k ((k + 1)/2, (k + 1)/2)$. Consider without loss of generality the latter case. Then (4.6c) becomes the statement that

$$\frac{S_{\rho \rho}^{(k)}}{S_{\rho \rho}^{(k)'}} = \frac{\sin(\pi/k') \sin(\pi/k') \sin(\pi(k + 1)/k')}{\sin(\pi(k + 1)/2k') \sin(\pi(k + 1)/2k') \sin(2\pi/k')} = \frac{2}{1 + \cos(2\pi/k')} - 1 \quad (4.9a)$$

is a rational number. In other words, $k'$ must satisfy

$$\cos(2\pi/k') \in Q. \quad (4.9b)$$

For $n > 2$, the degree $[Q(\cos(2\pi/n)) : Q]$ of the extension of $Q$ by $\cos(2\pi/n)$ equals $[Q(\exp(2\pi i/n)) : Q]/[Q(\exp(2\pi i/n)) : Q(\cos(2\pi/n))] = \phi(n)/2$, where $\phi(n)$ is the number of $1 \leq \ell < n$ coprime to $n$. Therefore (4.9b) holds iff $\phi(k') \leq 2$, i.e. iff $k' = 1, 2, 3, 4, 6$.

But none of these solutions to (4.9b) satisfy $k' = k + 3 \equiv 8 \pmod{12}$. This contradiction means that $\rho''$ must lie in $O^k \rho$. The familiar argument now forces $\mu' \in O^{k+1} \mu$, completing the proof of Claim 3 for $k \equiv 5 \pmod{12}$. The argument for $k \equiv 0 \pmod{12}$ is identical.

QED

Given any physical invariant $M$, define the conjugations $M^c, c M, c M^c$ by

$$(M^c)_{\lambda \mu, \kappa \nu} = M_{\lambda \mu, \kappa \nu}, \quad (c M)_{\lambda \mu, \kappa \nu} = M_{\lambda \mu, \kappa \nu}, \quad (c M^c)_{\lambda \mu, \kappa \nu} = M_{\lambda \mu, \kappa \nu}. \quad (4.10a)$$

Then each of these conjugations will also be a physical invariant.

**Claim 4.** $M$ is an automorphism invariant of $su(3)_{k} \oplus su(3)_{k+1}$ iff one of the 4 conjugations (4.10a) of $M$, call it $M^\sigma$, satisfies:

$$\forall(\lambda \mu) \in P(k), \quad \sigma'(\lambda \mu) = (A^{a t(\lambda) + b t(\mu)} \lambda, A^{c t(\lambda) + d t(\mu)} \mu), \quad (4.10b)$$

for fixed $(a, b, c, d)$, independent of $\lambda, \mu$. Moreover,

(a) for $k \equiv 0 \pmod{3}$, $(a, b, c, d) \in \{(0, 0, 0, 0), (1, \pm 1, \mp 1, 0), (0, 0, 0, 1), (1, \pm 1, \pm 1, 1)\}$,

(b) for $k \equiv 1 \pmod{3}$, $(a, b, c, d) \in \{(0, 0, 0, 0), (0, 0, 0, -1), (1, 0, 0, 0), (1, 0, 0, -1)\}$,

(c) for $k \equiv 2 \pmod{3}$, $(a, b, c, d) \in \{(0, 0, 0, 0), (-1, \pm 1, \pm 1, -1), (-1, 0, 0, 0), (0, \pm 1, \pm 1, -1)\}$.

---

3 We thank Antoine Coste for this proof that (4.9b) implies $k'=1,2,3,4,6$. 

---
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Proof. First, it is necessary to verify that all the quadruples \((a, b, c, d)\) listed in Claim 4 give rise to automorphism invariants. It suffices to verify \(T\)-invariance and that \(S^{(k,k+1)}_{\lambda\mu} = S^{(k,k+1)}_{\sigma'(\lambda\mu),\sigma'(\kappa\nu)}\). This is straightforward using eqs.\((2.2b),(2.2c)\).

Let \(M = M^\sigma\). Since \(C\rho = \rho\), Claim 3 tells us \(\sigma(\rho, (1, 2)) = (A^w\rho, C^uA^z(1, 2))\) and \(\sigma'((1, 2), \rho) = (C^\nu A^y(1, 2), A^z\rho)\). Consider the conjugation \(M'\) of \(M\) with \(u = v = 0\). Eqs.\((4.5a)\) and \((2.2c)\) give us the following conditions of \(w, x, y, z\):

\[
S^{(k)}_{\rho\rho}S^{(k+1)}_{(1,2),(1,2)} = S^{(k)}_{A^w\rho, A^w\rho}S^{(k+1)}_{A^z(1,2), A^z(1,2)} : \quad w^2k + x + x^2(k + 1) \equiv 0 \pmod{3},
\]

\[
S^{(k)}_{(1,2),(1,2)}S^{(k+1)}_{\rho\rho} = S^{(k)}_{A^y(1,2),A^y(1,2)}S^{(k+1)}_{A^z\rho, A^z\rho} : \quad y^2k + y + z^2(k + 1) \equiv 0 \pmod{3}, \quad (4.11)
\]

\[
S^{(k)}_{\rho, (1,2)}S^{(k+1)}_{(1,2), \rho} = S^{(k)}_{A^w\rho, A^w(1,2)}S^{(k+1)}_{A^y(1,2), A^y(1,2)} : \quad wyk - w + xz(k + 1) - z \equiv 0 \pmod{3}.
\]

Here we are exploiting the facts that \(S^{(k)}_{\rho, (1,2)} \neq 0\) (see \((4.6a)\)) and \(S^{(k)}_{(1,2),(1,2)} \neq 0\) (see Lemma 3(b)). It is easy to find all solutions \((w, x, y, z)\) to \((4.11)\), and to verify that each one corresponds to some \(M^\sigma\) listed in the Claim.

In other words, the automorphism invariant \(M^\sigma'' = M'(M^\sigma)^{-1}\) has \(\sigma''(\rho, (1, 2)) = (\rho, (1, 2))\) and \(\sigma''((1, 2), \rho) = ((1, 2), \rho)\). By Claim 3 we may write \(\sigma''(\lambda, \mu) = (C^\nu A^y\lambda, C^\nu A^h\mu)\). Then by \((4.5a)\)

\[
S^{(k)}_{\rho\lambda}S^{(k+1)}_{(1,2)\mu} = S^{(k)}_{A^y(1,2)\rho, C^\nu A^y\lambda}S^{(k+1)}_{(1,2)C^\nu A^h\mu} = S^{(k)}_{C^\nu A^y(1,2)\rho C^\nu A^h\lambda}S^{(k+1)}_{(1,2)C^\nu A^h\mu}. \quad (4.12a)
\]

\[
S^{(k)}_{(1,2)\lambda}S^{(k+1)}_{\rho\mu} = S^{(k)}_{(1,2)C^\nu A^y\lambda S^{(k+1)}_{\rho C^\nu A^h\mu} = S^{(k)}_{(1,2)C^\nu A^y\lambda S^{(k+1)}_{\rho C^\nu A^h\mu}. \quad (4.12b)
\]

But Lemma 3(b) and the fact that \(S^{(k)}_{\rho\nu} \neq 0\) gives us \(\mu = C^\nu A^h\mu, \lambda = C^\nu A^y\lambda - i.e. \sigma''(\lambda\mu) = (\lambda\mu)\). Thus \(M' = M^\sigma\). QED

Thus, for each \(k\) there will be 24 or 16 automorphism invariants. Of these, the only ones satisfying \((2.11c)\) (so that they correspond to coset invariants) are:

1. \(k \equiv 0 \pmod{3}\): \((0,0,0,0), (0,0,0,1)^c, (1,1,1,0)^c, (1,1,1,1)^c\);
2. \(k \equiv 1 \pmod{3}\): \((0,0,0,0), (0,0,0,1)^c, (1,0,0,0)^c, (1,0,0,1)^c, (1,0,0,1)^c\);
3. \(k \equiv 2 \pmod{3}\): \((0,0,0,0), (0,1,1,0)^c, (0,1,1,0)^c, (0,1,1,0)^c, (0,1,1,0)^c\).

5. The physical invariants of \(su(3)_k \oplus su(3)_{k+1}\) involving chiral extensions

In this section we complete the proof of Thm.2. We will begin by finding all possibilities for the maximally extended chiral algebras, and then find all automorphisms of those chiral algebras.

5.1 The weights which can couple to \((\rho\rho)\)

In this subsection we begin the search for all possible chiral algebra extensions by finding the possible weights \((\lambda, \mu) \in \mathcal{P}(k)\) which can couple to \((\rho\rho)\), i.e. those \((\lambda, \mu)\) which satisfy the norm condition \((T\)-invariance)\)

\[
\frac{2}{k'} + \frac{2}{k' + 1} = \lambda^2 \frac{2}{k'} + \mu^2 \frac{2}{k' + 1} \pmod{2}, \quad (5.1a)
\]
as well as satisfy the parity rules (4.3) (with $\kappa = \nu = \rho$). Any weights $(\lambda, \mu)$ for which $M_{\rho \rho, \lambda \mu} \neq 0$ for some physical invariant $M$, must necessarily satisfy (5.1a) and (4.3). We will also impose the condition (2.11a), namely that

$$t(\lambda) + t(\mu) \equiv 0 \pmod{3}. \quad (5.1b)$$

For arbitrary algebras, this step (i.e. enumerating the possible rho-couplings) is quite tedious. Fortunately the hard work has already been done by [8], and all we have to do is collect the pieces. Let us begin by reviewing some observations from [10].

For a given physical invariant $M$ of $\mathfrak{su}(3)_k \oplus \mathfrak{su}(3)_{k+1}$, write $\mathcal{P}_L = \{ (\lambda, \mu) \in \mathcal{P}(k) \mid M_{\rho \rho, \lambda \mu} \neq 0 \text{ for some } \kappa, \nu \}$, and $\mathcal{J}_L = \{ A_k^a A_{k+1}^b \mid M_{A^a \rho, A^b \rho, \rho \rho} \neq 0 \}$. $\mathcal{P}_R$ and $\mathcal{J}_R$ can be defined similarly. $\mathcal{J}_L(\lambda \mu)$ denotes the orbit, and $\| \mathcal{J}_L(\lambda \mu) \|$ its cardinality. Then we have

**Lemma 4.** (a) For each $(\lambda, \mu) \in \mathcal{P}(k)$, define $s(\lambda, \mu) = \sum_{\nu, \kappa} M_{\rho \rho, \mu \nu} S^{(k)}_{\lambda \kappa} S^{(k+1)}_{\mu \nu}$. Then each $s(\lambda, \mu) \geq 0$, and $s(\lambda, \mu) > 0$ iff $(\lambda, \mu) \in \mathcal{P}_L$. (b) For any $a, b, c, d$, $M_{A^a \rho, A^b \rho, A^c \rho, A^d \rho} = 1$ holds iff $M_{A^a \lambda, A^b \mu, A^c \nu, A^d \kappa} = M_{\lambda \mu, \nu \kappa}$ for all $\lambda, \mu, \nu, \kappa$, iff $a t(\lambda) + b t(\mu) \equiv c t(\nu) + d t(\kappa) \pmod{3}$ whenever $M_{\lambda \mu, \nu \kappa} \neq 0$. In particular, $\forall A_k^a A_{k+1}^b \in \mathcal{J}_L$, $M_{A^a \lambda, A^b \mu, \mu \nu, \nu \kappa} = M_{\lambda \mu, \nu \kappa}$.

The same comments apply to $\mathcal{P}_R$ and $\mathcal{J}_R$, of course. Lemma 4 holds for general $g$, and more generally, any rational conformal field theory with a centre. It is proven in [7] (see also Lemma 1 in [10]). (a) follows from $S^{(k,k+1)} M = M S^{(k,k+1)}$ and the fact that all $S_{\rho \rho, \kappa \nu}$ are positive. (b) follows from calculations from $M = S^{(k,k+1)} M S^{(k,k+1)}$, along the lines of how (2.8c) implied (2.8a) and (2.8b). Note that (b) implies $\mathcal{J}_{L,R}$ are (Abelian) groups.

A final useful result concerns the eigenvalues of $M$. Write $M$ as the direct sum

$$M = \oplus_i M_i = \begin{pmatrix} M_1 & 0 & \cdots & 0 \\ 0 & M_2 & & 0 \\ \vdots & & \ddots & \vdots \\ 0 & 0 & \cdots & M_\alpha \end{pmatrix} \quad (5.2)$$

of indecomposable submatrices $M_i$. Each weight $(\lambda, \mu) \in \mathcal{P}(k)$ will be ‘contained’ in one and only one $M_i$. For convenience always choose $M_1$ to contain $(\rho \rho)$. Because every entry of each $M_i$ is non-negative, then $M_i$ has a non-negative eigenvalue $r(M_i)$, called the Perron-Frobenius eigenvalue, with many remarkable properties. The most important is that if $s$ is any other (possibly complex) eigenvalue of $M_i$ then $|s| \leq r(M_i)$. See e.g. [10] for more details. These $M_i$ will usually turn out to be an $m \times m$ matrix of the form

$$B_{(\ell, m)} = \begin{pmatrix} \ell & \cdots & \ell \\ \vdots & \ddots & \vdots \\ \ell & \cdots & \ell \end{pmatrix}, \quad (5.3)$$

for some $\ell, m$. It is easy to see that $r(B_{(\ell, m)}) = \ell m$.

Define sets $\mathcal{R}_L$ and $\mathcal{R}_R$ by $(\lambda, \mu) \in \mathcal{R}_L$ iff $M_{\lambda \mu, \rho \rho} \neq 0$, and $(\lambda, \mu) \in \mathcal{R}_R$ iff $M_{\rho \rho, \lambda \mu} \neq 0$. The following result comes from Lemma 3 in [10].
Lemma 5. (a) Suppose $M$ has $M_i = B_{(i,m)}$ for some $m$. Then for each $i$, either $M_i = (0)$ or $r(M_i) = m$. Also, for each $(\lambda, \mu) \in \mathcal{P}(k)$, $\sum_{k} M_{\lambda, \kappa, \nu}^2 \leq m^2/\|J_L(\lambda \mu)\|$. 

(b) Now suppose $R_L = J_L(\rho \rho)$ and $R_R = J_R(\rho \rho)$. Suppose $M_{\lambda \mu, \kappa \nu} \neq 0$. Then $M_{\lambda \mu, \kappa \nu} \leq \|J_L\|/\sqrt{\|J_L(\lambda \mu)\|\|J_R(\kappa \nu)\|}$. If in addition $(\lambda, \mu)$ is not a fixed point of $J_L$ (i.e. $J \in \mathcal{J}_L$, $J \neq 0$, implies $J(\lambda \mu) \neq (\lambda, \mu)$) and also $(\kappa \nu)$ is not a fixed point of $J_R$, then $M_{\lambda \mu, \kappa \nu} = 1$; moreover, $M_{\lambda \mu, \alpha \beta} \neq 0$ iff $(\alpha \beta) \in \mathcal{J}_R(\kappa \nu)$, and $M_{\alpha \beta, \kappa \nu} \neq 0$ iff $(\alpha \beta) \in \mathcal{J}_L(\lambda \mu)$. 

We are now ready for the main result of this subsection:

Proposition 1. Let $M$ be a physical invariant of $su(3)_k \oplus su(3)_{k+1}$, satisfying (2.11), so that a coset invariant can be obtained from it. Then $M_{\rho \rho, \lambda \mu} = M_{\lambda \mu, \rho \rho} \in \{0, 1\}$, for all $(\lambda, \mu) \in \mathcal{P}(k)$. Thus $R_L = R_R$ and $J_L = J_R$. Putting $\rho' = (k+1, k+2), \rho'' = (k+2, k+4)$, the possibilities for $R_L$ are given by:

(i) $k \equiv 0 \pmod{3}, k \neq 9, 21$: either $R_L = \{(\rho \rho)\}$ or $R_L = \{(\rho \rho), (A \rho, \rho), (A^2 \rho, \rho)\}$.

(ii) $k \equiv 1 \pmod{3}, k \neq 4$: either $R_L = \{(\rho \rho)\}$ or $R_L = \{(\rho \rho), (A \rho, \rho), (A^2 \rho, A_2 \rho)\}$.

(iii) $k \equiv 2 \pmod{3}, k \neq 5, 8, 20$: either $R_L = \{(\rho \rho)\}$ or $R_L = \{(\rho \rho), (\rho, A \rho), (\rho, A^2 \rho)\}$.

(iv) $k = 4$: $R_L$ is either given in (ii), or equals $\{(\rho \rho), (\rho \rho')\}$ or $\{(\rho \rho), (A \rho, A \rho), (A^2 \rho, A^2 \rho')\}$.

Proof Consider first $k \equiv 0 \pmod{12}$. We see from Lemma 2 that $(\lambda, \mu) \in R_L$ means $\lambda = A^a \rho$ and $\mu = A^b \rho$ or $\mu = A^b \rho''$, for some $a, b = 0, 1, 2$. Equation (5.1b) forces $b = 0$. Put $m_L = \sum_{a=0}^2 M_{A^a \rho \rho, \rho \rho}, m'_L = \sum_{a=0}^2 M_{A^a \rho \rho'', \rho \rho}$.

Now put $\lambda = \rho, \mu = (1, 4)$ in Lemma 4(a):

$$ (m_L + m'_L) \sin[\frac{2\pi}{k'+1}] + (m_L - m'_L) \sin[\frac{8\pi}{k'+1}] - (m_L + m'_L) \sin[\frac{10\pi}{k'+1}] \geq 0. \quad (5.4) $$

From Lemma 4(b) and $M_{\rho \rho, \rho \rho} = 1$ we know $m_L = 1$ or 3: $m_L = 1$ corresponds to $J_L = \{A_k^0\}$; $m_L = 3$ corresponds to $J_L = \{A_k^0, A_k, A_k^0\}$. In either case, (5.4) forces $m_L > m'_L$ (since $k > 9$), while Lemma 4(b) implies that if $m'_L \neq 0$ then $m_L \leq m'_L$. Together these tell us that $m'_L = 0$.

Similar arguments apply to $M_R$ and $m'_R$. That we have $R_L = R_R$ here, follows from $S^{(k,k+1)}M = MS^{(k,k+1)}$ evaluated at $(\rho \rho, \rho \rho)$: it says $m_L = m_R$.

The other $k$ are all handled similarly. (See especially Claim 7 in [10].) QED
5.2 Simple current chiral extensions and their automorphisms

Write $R$ for $R_L = R_R$, and $J$ for $J_L = J_R$. In this subsection we find all $M$ for which $R \subseteq (O^k_0 \rho, O^{k+1}_0 \rho)$. We see from Prop. 1 that indeed all $M$ satisfy this condition, except at six exceptional levels $k = 4, 5, 8, 9, 20, 21$.

Note that either $\|J\| = 1$ or 3. If it equals 1, then $M$ must be an automorphism invariant (see Thm. 3 in [6]), hence is listed at the end of Sect. 4. The argument for $\|J\| = 3$ will closely follow that of Sect. 4.

Consider first the easiest case: $k \equiv 1 \pmod{3}$ ($k \neq 4$). Then $J = \{J^0, J^1, J^2\}$, where $J = A_k A_{k+1}$. Lemma 4(b) tells us that $P := P_L = P_R = \{(\lambda \mu) \in P(k) \mid t(\lambda) \equiv -t(\mu) \pmod{3}\}$. For each $(\lambda \mu) \in P$, define the $J$-orbit $\langle \lambda \mu \rangle = \{(\lambda \mu), J(\lambda \mu), J^2(\lambda \mu)\}$, and

$$ch_{(\lambda \mu)} = \sum_{\langle \lambda' \mu' \rangle \in \langle \lambda \mu \rangle} \chi_{(k)}^{(\lambda' \mu')} \chi_{(k+1)}^{(\lambda \mu')}.$$  \hspace{1cm} (5.5a)

The special thing here is that there are no fixed points of $J$. So Lemma 5(b) tells us that there exists a permutation $\sigma$ of the $J$-orbits $\langle \lambda \mu \rangle \subset P$ such that the partition function $Z$ associated to $M$ can be written

$$Z = \sum_{\langle \lambda \mu \rangle} ch_{\langle \lambda \mu \rangle} ch_{\sigma(\langle \lambda \mu \rangle)}^*.$$  \hspace{1cm} (5.5b)

So our task reduces to finding all bijections $\sigma$ such that (5.5b) is a modular invariant. Define a matrix $S^e$ by

$$S_{\langle \lambda \mu \rangle, (\kappa \nu)}^e := 3 S_{\lambda \kappa}^k S_{\mu \nu}^{(k+1)}.$$  \hspace{1cm} (5.6a)

Then $S^e$ is unitary and symmetric, and $M$ commutes with $S^{(k,k+1)}$ iff $\sigma$ is a symmetry of $S^e$. We may formally define “fusion rules” by Verlinde’s formula:

$$N_{\langle \lambda \mu \rangle, \langle \lambda' \mu' \rangle, \langle \lambda \mu \rangle}^e := \frac{(S_{\langle \lambda \mu \rangle, (\kappa \nu)}^e)^3}{S_{\langle \rho \rho \rangle, (\kappa \nu)}^e} = \sum_{(\kappa \nu)} \sum_{a,b=0}^2 \frac{(S_{\lambda,A^a \kappa}^k)^3(S_{\mu,A^b \nu}^{(k+1)})^3}{S_{\rho,A^a \kappa}^k S_{\rho,A^b \nu}^{(k+1)}} = N_{\lambda \lambda \lambda}^k N_{\mu \mu \mu}^{(k+1)},$$  \hspace{1cm} (5.6b)

where the second equality arises by using (5.6a) and (2.2c) (the cube cancels the extra phases which appear). $\sigma$ will also be a symmetry of these $N^e$.

Either $k'$ or $k' + 1$ will be odd – that one will be coprime to 6 for $k \equiv 1 \pmod{3}$. Say $k'$ is odd. Write $\sigma(\lambda \mu) = \langle \lambda' \mu' \rangle$. Then Lemma 1 says $N \in \Omega$. As in the proof of Claim 3, eqs.(5.6) imply eqs.(4.7), so Lemma 3(a) gives us $\mu' \in \Omega$. Now $C \rho = \rho$, so $\sigma(\rho(1,4))$ must equal $\langle \rho, C^a A^b (1, 4) \rangle$ for some $a, b$; but $t(C^a A^b (1, 4)) \equiv -t(\rho) \pmod{3}$, so $b = 0$. Conjugating if necessary (see eq.(4.10a)), we may suppose $\sigma(\rho(1,4)) = \langle \rho(1,4) \rangle$. Similarly, conjugating if necessary, we may suppose $\sigma((1,4) \rho) = (1,4) \rho$. Write $\sigma(\lambda \mu) = \langle C^w A^x \lambda, C^y A^z \mu \rangle$; (5.6a) gives us $S_{\langle 14 \rangle, \mu}^{(k+1)} = S_{\langle 14 \rangle, A^x \mu}^e S_{\langle 14 \rangle, \lambda}^e$. Lemma 3(c) then requires $\mu = A^i \mu'$ and $\lambda = A^j \lambda'$ for some $i, j$. $t(\lambda) + t(\mu) \equiv t(\lambda') + t(\mu') \equiv 0 \pmod{3}$ then forces $i = j$, so $\sigma(\lambda \mu) = \langle \lambda \mu \rangle$.

The final result (reintroducing the conjugations and ensuring $\sigma(\lambda \mu) \in P$) is that either $\sigma(\lambda \mu) = \langle \lambda \mu \rangle \forall \langle \lambda \mu \rangle$, or $\sigma(\lambda \mu) = \langle C \lambda, C \mu \rangle \forall \langle \lambda \mu \rangle$. 
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The arguments for \( k \equiv 0 \) and \( k \equiv 2 \) (mod 3) \((k \neq 5, 8, 9, 20, 21)\) are identical to each other, and similar to \( k \equiv 1 \) (mod 3) except for the presence of the fixed points \((k'/3, k'/3), \mu \) and \((\lambda, ([k'+1]/3, [k'+1]/3))\), respectively. Consider the case \( k \equiv 0 \) (mod 3). Here, \( \mathcal{P} := \mathcal{P}^L = \mathcal{P}^R = \{ (\lambda, \mu) \in \mathcal{P}(k) | t(\lambda) \equiv 0 \) (mod 3) \}. Write \( f = (k'/3, k'/3), \langle \lambda \rangle = \{ \lambda, A_k \lambda, A_k^2 \lambda \} \),

\[
ch_{\langle \lambda \rangle \mu} = \sum_{\lambda' \in \langle \lambda \rangle} \chi^{(k)}_{\lambda'} \chi^{(k+1)}_{\mu}.
\]

Then as before,

\[
Z = \sum M_{\langle \lambda \rangle \mu, (\kappa) \nu} ch_{\langle \lambda \rangle \mu} ch^*_{(\kappa) \nu}.
\]

Choose any \((\lambda, \mu) \in \mathcal{P}, \lambda \neq f\), such that \(M_{\lambda \mu, f \nu} = 0\) for all \(\nu\). Then Lemma 5(b) says there exists a map \(\sigma\) such that

\[
M_{\langle \lambda \rangle \mu, (\kappa) \nu}^e = \delta_{\sigma(\langle \lambda \rangle \mu), (\kappa) \nu}.
\]

Suppose we have \(\sigma(\langle \lambda \rangle \mu) = \langle \lambda' \rangle \mu'\) and \(\sigma(\langle \kappa \rangle \nu) = \langle \kappa' \rangle \nu'\). Look at \(S^{(k,k+1)}_M = MS^{(k,k+1)}\), we get an equation resembling (4.5):

\[
S^{(k)}_{(\lambda)} S^{(k+1)}_{(\mu) \nu} = S^{(k)}_{(\lambda') \nu'} S^{(k+1)}_{(\mu')}.
\]

By Lemma 2, \(M_{\rho \mu, f \nu} = 0\) for all \(\mu, \nu\), so we may write \(\sigma(\langle \rho \rangle \mu) = \langle \lambda' \rangle \mu'\). Lemma 2 tells us that \(\lambda' \in \langle \rho \rangle\) or \(\langle \rho' = (k+1, k+1)\rangle\) (when \(k = 9, 15, 21, 57\) we have additional possibilities, but they all succumb to similar arguments).

Suppose for contradiction that \(\lambda' = \rho'\). Apply (5.8b) with \(\nu = \kappa = \rho\): we find (see (4.6c)) that \(S^{(k)}_{\rho \rho} / S^{(k)}_{\rho \rho}\) must be a rational number. But we proved in Claim 3 that this could only happen for \(k' \leq 6\), yet Lemma 2 and \(k \equiv 0 \) (mod 3) tells us \(k' \geq 12\). Therefore \(\sigma(\langle \rho \rangle \mu) = \langle \rho \rangle \mu'\).

(5.8b) now tells us (choosing \(\lambda = \kappa = \rho\)) that \(S^{(k+1)}_{\mu \nu} = S^{(k+1)}_{\mu' \nu'}\). Thus the map \(\mu \mapsto \mu'\) defines an automorphism invariant of \(su(3)_{k+1}\), so equals \(A_{k+1}\) or \(D_{k+1}\) or their conjugations. Multiplying \(M\) by \((A_k \otimes \text{this automorphism invariant})\) allows us to suppose that \(\sigma(\langle \rho \rangle \mu) = \langle \rho \rangle \mu,\) for all \(\mu\).

Now choose any \(\lambda\) with \(t(\lambda) \equiv 0\). Then

\[
\sum_{\alpha, \beta} S^{(k)}_{\rho \alpha} S^{(k+1)}_{\nu \beta} M_{\alpha \beta, \lambda \mu} = \sum_{\alpha, \beta} M_{\rho \nu, \alpha \beta} S^{(k)}_{\alpha \beta} S^{(k+1)}_{\beta \mu} = 3 S^{(k)}_{\rho \lambda} S^{(k+1)}_{\nu \mu}.
\]

holds for any \(\nu\). Multiplying this by \(S^{(k+1)}_{\alpha \kappa} \) for any \(\kappa\) and summing over \(\nu\), we have

\[
\sum_{\alpha} S^{(k)}_{\rho \alpha} M_{\alpha \kappa, \lambda \mu} = 3 S^{(k)}_{\rho \lambda} \delta_{\kappa \mu}.
\]

By positivity, we see from this that \(M_{\alpha \beta, \lambda \mu} \neq 0\) requires \(\beta = \mu\).

The remainder of the argument is as in Thm.3 of [10]. Namely, \(M_{(2,2) \rho, f \mu} = 0\) for all \(\mu\) (unless \(k = 3\), which can be worked out by \(T\)-invariance, and \(k = 9\), which gives
us the exceptional $\mathcal{E}_9^{(2)} \otimes \tilde{A}_{10}$; from this we get $\sigma((2,2)\rho) = (2,2)\rho$; $M_{f,\mu,\lambda} = 0$ for any $\lambda \neq f$ because otherwise $S^{(k,k+1)}M = MS^{(k,k+1)}$ evaluated at $(\rho,\lambda\mu)$ and at $((2,2)\rho,\lambda\mu)$ yield two incompatible equations. Therefore the fixed point behaviour is trivial: $M_{f,\mu,\lambda\nu} = 3\delta_{f,\lambda}\delta_{\mu,\nu}$. $\sigma$ can now be extended to all $(\lambda)\mu$ by defining $\sigma((f)\mu) = (f)\mu$. Then (5.8b) holds $\forall \lambda, \mu, \eta, \kappa \in \mathcal{P}$. Looking at $N_{\lambda\eta \mu}^{(k)}N_{\mu\nu}^{(k+1)}$, and using Lemma 3(c), completes the argument.

The final result, reintroducing the automorphisms and imposing (2.11c), is that $M = M_k \otimes M_{k+1}$ where $M_k = \bar{D}_k$ or $\bar{D}_k^c$, and $M_{k+1} = \bar{A}_{k+1}$ or $\bar{D}_k^c$. Thus together with Prop.1 and Claim 4, we have proven Thm.2 for all $k$, except for $k = 4, 5, 8, 9, 20$ and $21$.

5.3 The exceptional levels

In this subsection we complete the proof of Thm.2 by considering the remaining levels $k = 4, 5, 8, 9, 20, 21$. We know the values of $M_{\lambda\mu,\rho}$ and $M_{\rho,\lambda\mu}$ for these levels (Prop.1); the task is to go from these to all $M_{\lambda\mu,\kappa\nu}$. We have many tools for doing this: most notably Lemmas 1,2,4 and 5, as well as direct use of $T$-invariance and the relation $MS^{(k,k+1)} = S^{(k,k+1)}M$. The arguments for each level are all essentially the same; we will explicitly give the one for $k = 4$. See Thm.3 of [10] for more details.

Let us begin with $k = 4$, and $\mathcal{R} = \{(\rho,\rho), (\rho,\rho''\rho^\prime)\}$. Then by Prop.1, $M_{\rho,\rho,\lambda\mu} = M_{\lambda\mu,\rho,\rho} = 0$, for all $(\lambda,\mu) \in \mathcal{P}(k)$, except for $M_{\rho,\rho,\rho''} = M_{\rho,\rho''\rho,\rho} = 1$. Now suppose $M_{\lambda\mu,\rho,\rho''} \neq 0$. Choose $\ell$ coprime to $3 \cdot 7$, such that $\ell \equiv \pm 1 (\mod 3 \cdot 7)$ and $\ell \equiv 5 (\mod 3 \cdot 8)$. Then $[\ell\rho]_4 = \rho$, $[\ell\rho''\rho^\prime]_5 = \rho$, so by the parity rule (4.2a) we get $M_{\lambda\mu,\rho,\rho''} = M_{\rho,\rho''\rho,\rho} \neq 0$, where $\lambda = [\ell\lambda]_4$ and $\mu = [\ell\mu]_5$. Thus $M_{\lambda\mu,\rho,\rho''} = 1$, and $(\lambda\mu') = (\rho\rho)$ or $(\rho\rho''\rho^\prime)$, i.e. $(\lambda\mu) = (\rho\rho)$ or $(\rho\rho''\rho^\prime)$.

What we have shown is that $M_1 = B_{(1,2)}$ (see (5.3)). By Lemma 4(a), $\mathcal{P} = P_{++}(s\mu(3),4) \times (O_0\rho \cup O_0(3,3) \cup O(1,3))$. Equations (4.1) and (4.3) tell us $M_{\lambda\mu,\kappa\rho} \neq 0$ requires $\kappa \in O\lambda$ and either $\mu, \nu \in O_0\rho \cup O_0(3,3)$, or $\mu, \nu \in O(1,3)$. Now, computing $(S^{(k,k+1)}M)_{\lambda\mu,\rho,\rho''} = (MS^{(k,k+1)})_{\lambda\mu,\rho,\rho''}$ for any $(\lambda,\mu) \in \mathcal{P}$ gives us $\sum_{\kappa\rho} M_{\lambda\mu,\kappa\rho} = 2$, and if $\mu \in O_0\rho \cup O(3,3)$ we get further that there exist weights $(\lambda\mu'), (\lambda\mu'') \in \mathcal{P}$ such that $\mu' \in O\rho$ and $\mu'' \in O_0(3,3)$, and $M_{\lambda\mu,\lambda\mu'} = M_{\lambda\mu,\lambda\mu''} = 1$.

For each $a$, there exist $b, c$ such that $M_{A^a,\rho,\rho,\rho,\rho,\rho,\rho} \neq 0$. Then (2.11a) and $T$-invariance force $b = 0$ and $a = c$. Thus by Lemma 4(b) and (2.11b), $M_{\lambda\mu,\kappa\rho} = M_{\lambda\mu,\rho,\rho,\rho,\rho,\rho,\rho}$, and $M_{\lambda\mu,\kappa\rho} \neq 0$ implies $t(\lambda) \equiv t(\kappa)$ and $t(\mu) \equiv t(\nu)$.

We can now completely determine $M$, once we know the values of $M_{012,012,012,012,012}, M_{12,12,12,12,12}, M_{12,12,12,12,12}, M_{12,12,12,12,12}$ and $M_{12,12,12,12,12}$. By multiplying $M$ by $\bar{D}_5 \otimes \tilde{A}_5$ if necessary, we can force $M_{12,12,12,12,12} = 1$. The relation $S^{(k,k+1)}M = MS^{(k,k+1)}$ evaluated at certain weights now forces $M = \bar{A}_4 \otimes \bar{E}_5$.

The other anomalous possibility for $\mathcal{R}$ when $k = 4$ is $\mathcal{R} = \{A^a(\rho,\rho), A^a(\rho,\rho''\rho^\prime) | a = 0, 1, 2\}$. Here $\mathcal{J}$ has order 3 and $M_1 = B_{(1,6)}$, but otherwise the argument is very similar to the one just given.

6. Conclusion

Our main results are already pointed out in the Introduction. We conclude with a brief discussion of possible future directions of research.
The correspondence of section 2, between the physical modular invariants of diagonal coset theories and WZNW tensor products, was the starting point of this work. We restricted attention here to diagonal cosets without fixed points, because of the simplicity of their field identifications. The switch of weights should also yield a correspondence for more general classes of GKO cosets. We hope to address this in later work. The correspondence might be helpful in calculating other quantities of interest in coset theories, such as correlation functions.

The ultimate goal of any modular invariant classification such as ours is a deeper understanding of (rational) conformal field theories in general. There are two ways progress may be made. First, the truths used to complete a particular classification can be shown valid in more general contexts. Since coset theories comprise (at least) a large part of all rational conformal theories, it would be worthwhile to try to prove some of our results for an arbitrary rational theory, perhaps with a centre. Second, a pattern may emerge in the completed classifications that can be extended to other theories. Presumably, such a pattern would be some generalisation of the famous A-D-E results of [4]. Perhaps the connection with [16] points the way.
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Table. Physical invariants of $su(3)_k \oplus su(3)_{1}/su(3)_{k+1}$

| Level $k \equiv 0 \pmod{3}$ | Physical invariants |
|---------------------------|---------------------|
| $\mathcal{A}_k \otimes \mathcal{A}_{k+1}$ | $\mathcal{D}_k \otimes \mathcal{A}_{k+1}$ | $\mathcal{D}_k \otimes \mathcal{A}_{k+1}$ |
| $\mathcal{A}_k \otimes \mathcal{D}_{k+1}^c$ | $\mathcal{A}_k \otimes \mathcal{D}_{k+1}^c$ | $\mathcal{A}_k \otimes \mathcal{D}_{k+1}^c$ |
| $k \equiv 1 \pmod{3}$ | $\mathcal{A}_k \otimes \mathcal{A}_{k+1}$ | $\mathcal{M}(A_k A_{k+1})^c$ | $\mathcal{M}(A_k A_{k+1})^c$ |
| $\mathcal{D}_k^c \otimes \mathcal{A}_{k+1}$ | $\mathcal{A}_k \otimes \mathcal{D}_{k+1}^c$ | $\mathcal{A}_k \otimes \mathcal{D}_{k+1}^c$ |
| $k \equiv 2 \pmod{3}$ | $\mathcal{A}_k \otimes \mathcal{A}_{k+1}$ | $\mathcal{A}_k \otimes \mathcal{D}_{k+1}^c$ | $\mathcal{A}_k \otimes \mathcal{D}_{k+1}^c$ |
| $\mathcal{D}_k^c \otimes \mathcal{A}_{k+1}$ | $\mathcal{D}_k^c \otimes \mathcal{D}_{k+1}^c$ | $\mathcal{D}_k^c \otimes \mathcal{D}_{k+1}^c$ |
| $k = 4$ | $\mathcal{A}_4 \otimes \mathcal{E}_5$ | $\mathcal{D}_4^c \otimes \mathcal{E}_5$ | $\mathcal{A}_4 \otimes \mathcal{E}_5^c \otimes [\mathcal{M}(A_4 A_5)]^c$ |
| $k = 5$ | $\mathcal{E}_5 \otimes \mathcal{A}_6^c$ | $\mathcal{E}_5 \otimes \mathcal{D}_6^c$ | $(\mathcal{A}_4 \otimes \mathcal{E}_5^c \otimes [\mathcal{M}(A_4 A_5)]^c$ |
| $k = 8$ | $\mathcal{E}_9^c \otimes \mathcal{E}_9^c$ | $\mathcal{D}_9^c \otimes \mathcal{E}_9^c$ | $\mathcal{E}_9^c \otimes \mathcal{E}_9^c$ |
| $k = 9$ | $\mathcal{E}_9^c \otimes \mathcal{E}_9^c$ | $\mathcal{E}_9^c \otimes \mathcal{D}_9^c$ | $\mathcal{E}_9^c \otimes \mathcal{D}_9^c$ |
| $k = 20$ | $\mathcal{E}_20 \otimes \mathcal{E}_{21}^c$ | $\mathcal{D}_20^c \otimes \mathcal{E}_{21}^c$ | $\mathcal{E}_20^c \otimes \mathcal{E}_{21}^c$ |
| $k = 21$ | $\mathcal{E}_21 \otimes \mathcal{E}_{22}^c$ | $\mathcal{E}_21 \otimes \mathcal{D}_{22}^c$ | $\mathcal{E}_21 \otimes \mathcal{D}_{22}^c$ |

Table. This gives the corresponding WZNW invariant – see Sect.4.1 for the notation, and Sect.2.3 for the correspondence. Thm.2 says this list is complete.