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Abstract

We prove extension theorems for several geometric properties such as asymptotic property C (APC), finite decomposition complexity (FDC), straight finite decomposition complexity (sFDC) which are weakenings of Gromov’s finite asymptotic dimension (FAD).

The context of all theorems is a finitely generated group $G$ with a word metric and a coarse quasi-action on a metric space $X$. We assume that the quasi-stabilizers have a property $P_1$, and $X$ has the same or sometimes a weaker property $P_2$. Then $G$ also has property $P_2$.

We show some sample applications, discuss constraints to further generalizations, and illustrate the flexibility that the weak quasi-action assumption allows.
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1 Introduction

A large number of geometric conditions of metric spaces or groups with the word metric have been introduced, beginning with Gromov’s finite asymptotic dimension (FAD) in [15], inspired by the covering dimension in topology. More recently, weaker variants such as asymptotic property C (APC), finite decomposition complexity (FDC), and straight finite decomposition complexity (sFDC) have been introduced; all are coarse invariants which describe the asymptotic or large-scale behavior of a space. All are stronger than Yu’s property A. These invariants have risen to prominence for their applications in the work of many authors on the Novikov and Borel conjectures in manifold topology, L- and K-theory.

A well known example of a group with infinite asymptotic dimension, the restricted wreath product $\mathbb{Z} \wr \mathbb{Z}$, has both APC and FDC. Further examples of groups with FDC are established in [17]. For other significant infinite-dimensional groups such as Thompson’s group, the answer is unknown. A natural question arises of how to construct further examples of groups and spaces with these properties.

In Section 2 we present background material on coarse geometry and the various coarse properties we have mentioned above, including a number of variations on FDC, and the relationships between them.

Section 3 is devoted to our main theorem, a generalization of a theorem by Bell and Dranishnikov about groups acting on finite asymptotic dimensional spaces [1, Theorem 2].

We refer the reader to the next section for the precise definition of a coarse quasi-action on a metric space. It is a significant and useful generalization of actions by isometries and quasi-isometries. Quasi-actions by quasi-isometries in particular are the framework for some fundamental questions in geometric group theory; cf. [11, 19, 21].

Main Theorem. Let $G$ be a finitely generated group with a coarse quasi-action on a metric space $X$. If $X$ and all quasi-stabilizers of the action have FAD (respectively, FDC or sFDC) then $G$ has FAD (respectively, FDC or sFDC) with respect to a word metric. If $X$ has APC and the quasi-stabilizers have asymptotic dimension bounded from above by some number $n \geq 0$ then $G$ has APC.
The last statement in the theorem is a new geometric fact even for isometric actions, and it has applications to extensions of groups via standard constructions. We discuss these results in the last section.
2 Background

2.1 Coarse Geometry

Let $X$ and $Y$ be metric spaces with metric functions $d_X$ and $d_Y$. We will assume that the metrics are proper, in the sense that closed bounded subsets of $X$ and $Y$ are compact.

Given a subset $S$ of a metric space $X$ and $r > 0$, we will use the notation $S[r]$ for the $r$-enlargement of $S$, that is the subset $\{ x \in X \mid d(x, s) \leq r \text{ for some } s \in S \}$. In particular, the metric ball centered at $x$ with radius $r$ is denoted by $x[r]$.

If there exists some $r > 0$ such that $S[r] = X$, then we say that $S$ is commensurable with $X$. For example, $\mathbb{Z}$ is a commensurable subset of $\mathbb{R}$ (using $r = \frac{1}{2}$).

**Definition 1.** A function $f : X \to X$ is bounded if there exists some $D > 0$ such that for every $x \in X$, $d(x, f(x)) \leq D$.

**Definition 2.** Let $\lambda > 0$. A function $f : X \to Y$ is said to be $\lambda$-Lipschitz if for all $x_1, x_2 \in X$,

$$d_Y(f(x_1), f(x_2)) \leq \lambda d_X(x_1, x_2).$$

A function $f : X \to Y$ is quasi-Lipschitz if there exist $\lambda, C > 0$ such that for all $x_1, x_2 \in X$,

$$d_Y(f(x_1), f(x_2)) \leq \lambda d_X(x_1, x_2) + C.$$

Notice that while Lipschitz maps are uniformly continuous, quasi-Lipschitz maps are in general not continuous. In fact, we can view quasi-Lipschitz maps (as well as coarse maps, defined below) as a kind of large-scale analogue of continuity: where continuous maps respect the small-scale structure of a space (its topology), a quasi-Lipschitz map is a map that respects certain large-scale properties of a metric space.

**Definition 3.** A map $f : X \to Y$ is a quasi-isometry if there exist $\lambda, C > 0$ such that:

1. for all $x_1, x_2 \in X$, $\frac{1}{\lambda} d_X(x_1, x_2) - C \leq d_Y(f(x_1), f(x_2)) \leq \lambda d_X(x_1, x_2) + C$, and

2. for all $y \in Y$, there exists $x \in X$ such that $d_Y(f(x), y) \leq C$.

Note that the second condition is equivalent to saying that the image of $f$ is commensurate with $Y$. 
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**Example 4.** An example of a quasi-isometry is the inclusion of a commensurable subspace into a larger metric space, e.g. the inclusion of \( \mathbb{Z} \) into \( \mathbb{R} \). In this case \( \lambda = 1 \) and \( C = \frac{1}{2} \).

**Definition 5.** A map \( f: X \to Y \) between proper metric spaces is called uniformly expansive (or bornologous) if there is a non-decreasing function \( \ell: [0, \infty) \to [0, \infty) \) such that

\[
d_Y(f(x_1), f(x_2)) \leq \ell(d_X(x_1, x_2)) \quad \text{for all } x_1, x_2 \in X.
\]

The same kind of map is called proper if \( f^{-1}(S) \) is a bounded subset of \( X \) for each bounded subset \( S \) of \( Y \). We say \( f \) is a coarse map if it is both uniformly expansive and proper.

A slight strengthening of the second condition results in a coarse embedding:

**Definition 6.** A map \( f: X \to Y \) is effectively proper if there exists a proper, nondecreasing function \( \delta: [0, \infty) \to [0, \infty) \) such that

\[
\delta(d_X(x_1, x_2)) \leq d_Y(f(x_1), f(x_2)) \quad \text{for all } x_1, x_2 \in X.
\]

A coarse embedding is a map that is both uniformly expansive and effectively proper.

**Definition 7.** The map \( f \) is a coarse equivalence if there is a coarse map \( g: Y \to X \) such that \( f \circ g \) and \( g \circ f \) are bounded maps. The map \( g \) is said to be a coarse inverse of \( f \).

The notions of quasi-isometry and coarse equivalence are equivalence relations for metric spaces.

**Examples.** Any bounded function \( f: X \to X \) is coarse. In fact, it is a coarse equivalence with \( f \) as its own coarse inverse, using \( \ell(r) = r + 2D \).

The isometric embedding of a metric subspace is a coarse map. An isometry, which is a bijective isometric map, is a coarse equivalence. Quasi-Lipschitz maps are exactly those uniformly expansive maps for which the bounding function \( \ell \) is linear.

Quasi-isometries are coarse equivalences, but not every coarse equivalence is a quasi-isometry. For a counterexample, consider the spaces \( X = \{2^n \mid n = 0, 1, 2, \ldots \} \) and \( Y = \{4^n \mid n = 0, 1, 2, \ldots \} \), considered as metric subspaces of \( \mathbb{R} \), and let \( f: X \to Y \) be the bijection given by \( f(x) = x^2 \).

**Proposition 8.** \( f \) is a coarse equivalence, but not a quasi-isometry.
Proof. To see that $f$ is not quasi-Lipschitz (therefore not a quasi-isometry), suppose there exist $\lambda, C > 0$ such that for all $x_1, x_2 \in X$, we have $|x_1^2 - x_2^2| \leq \lambda |x_1 - x_2| + C$. Letting $x_1 = 1$, the inequality becomes $x_2^2 - 1 \leq \lambda(x_2 - 1) + C$. But it is clear that for any values of $\lambda$ and $C$, we can always find $x_2$ large enough that the inequality is false.

On the other hand, to see that $f$ is a coarse map, let the bounding function $\ell(r) = 3r^2$ and let $x_1, x_2 \in X$ (supposing without loss of generality that $x_1 \leq x_2$. We need to show that

$$x_2^2 - x_1^2 \leq 3(x_2 - x_1)^2.$$ 

If $x_1 = x_2$ this is trivial, since both sides of the inequality equal 0. Otherwise, notice that $2x_1 \leq x_2$, since the elements of $X$ are powers of 2. Therefore

$$x_2^2 - x_1^2 = (x_2 - x_1)(x_2 + x_1) \leq (x_2 - x_1)(x_2 + x_1 + 2x_2 - 4x_1) = (x_2 - x_1)(3x_2 - 3x_1) = 3(x_2 - x_1)^2.$$ 

One easily checks that $f$ is a proper map, and that the coarse inverse of $f$ is $f^{-1}$, also a coarse map with bounding function $\ell(r) = r$; therefore $f$ is a coarse equivalence. \qed

2.2 Geometric Group Theory

For what follows, let $G$ be a finitely generated group equipped with finite generating set $S$. In all cases we will suppose that $S$ is symmetric; that is, for any $s \in S$, $s^{-1} \in S$ as well.

Recall that a left action of $G$ on a set $X$ is an assignment of a bijection $f_g : X \to X$ for each group element $g \in G$ (with $f_g(x)$ denoted $gx$), such that the following are satisfied:

1. $f_{id}(x) = idx = x$ for all $x \in X$, and

2. for all $g, h \in G$, $f_g \circ f_h = f_{gh}$. 

In particular, any group $G$ acts on itself by left multiplication. If $X$ is a metric space and each $f_g : X \to X$ is an isometry, then we say that $G$ acts by isometries on $X$.

The orbit of an element $x \in X$, denoted $Gx$, is the set $\{gx \mid g \in G\}$. The distinct orbits form a partition of $X$ and the set of all orbits $\{Gx \mid x \in X\}$ is the quotient of the action, denoted $X/G$. 
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The action of $G$ on $X$ is called \textit{transitive} if there is only one orbit; i.e., for all $x_1, x_2 \in X$, there exists $g \in G$ such that $gx_1 = x_2$. If $X$ is a metric space (or more generally a topological space) and $X/G$ is compact, then $G$ is said to act \textit{cocompactly} on $X$.

The group $G$ can be regarded as a metric space by the following construction: For any $g \in G$, the \textit{length} of $g$, $\text{len}(g)$, is the smallest $n$ such that $g = s_1 \ldots s_n$ where $s_1, \ldots, s_n \in S$. Then the word-length metric on $G$ is given by $d_S(g, h) = \text{len}(g^{-1}h)$ for any $g, h \in G$. This metric makes $G$ a proper metric space with a left action by isometries by $G$ via left multiplication. (Notice that although $G$ also has a right action on itself given by right multiplication, the action is not by isometries unless $G$ is abelian.)

Although the word-length metric on $G$ is dependent on the choice of generating set, the metrics induced by two different generating sets are quasi-isometric and therefore coarsely equivalent.

\textbf{Remark 9.} The above construction can be used to induce a metric on any group, even one that is infinitely generated. However, the metric fails to be proper in such cases since there exist bounded subsets which are not finite.

\textbf{Examples.} Consider the infinite cyclic group $\mathbb{Z}$ with generating set $S = \{1, -1\}$. Then the metric induced by $S$ is precisely what we would expect it to be: $d_S(m, n) = |m - n|$ for all $m, n \in \mathbb{Z}$. On the other hand, taking the generating set $S' = \{2, 3, -2, -3\}$, we obtain a different metric:

$$d_{S'}(m, n) = \begin{cases} 2 & \text{if } |m - n| = 1 \\ \lceil |m - n| / 3 \rceil & \text{otherwise.} \end{cases}$$

The word-length metric on $G$ always produces a topologically discrete metric space since distinct elements are separated by integer distances. Frequently it is desirable to have a geodesic metric space to work with instead; thus we define the Cayley graph of a group.

\textbf{Definition 10.} Let $G$ be a group with finite, symmetric generating set $S$. The \textit{Cayley graph of $G$ with respect to $S$}, denoted $\Gamma(G, S)$, is a graph with

1. one vertex $v_g$ for each $g \in G$,
2. an edge between $v_g$ and $v_h$ if and only if $gs = h$ for some $s \in S$. 
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Notice that condition (2) appears to describe a directed edge from a vertex \( v_g \) to a vertex \( v_h \). However, since the generating set \( S \) is symmetric, whenever \( gs = h \) for some \( s \in S \), we can also say that \( hs^{-1} = g \) where \( s^{-1} \in S \). Thus we need not be concerned with the directions of the edges and we will regard \( \Gamma(G, S) \) as an undirected graph. In the examples below, edges appear as directed edges only for the sake of clarifying the associated generator.

The Cayley graph of a group is given the path metric, with each edge having length 1, making it a path-connected, geodesic metric space. The map from \((G, d_S)\) to \(\Gamma(G, S)\) given by \(g \mapsto v_g\) is a quasi-isometry, with \(\lambda = 1, C = \frac{1}{2}\).

**Example 11.** Let \( G = \mathbb{Z} \) with generating set \( S = \{1, -1\} \). Then the Cayley graph \( \Gamma(\mathbb{Z}, S) \) is isometric to the real line \( \mathbb{R} \) as in Figure 1 below.

\[
\begin{array}{cccccccc}
\cdots & -2 & 1 & -1 & 0 & 1 & 1 & 2 & 1 & 3 & 1 & 4 & 1 & \cdots
\end{array}
\]

Figure 1: \( \Gamma(\mathbb{Z}, \{1, -1\}) \)

**Example 12.** Choosing a different generating set \( S' = \{2, 3, -2, -3\} \) for \( \mathbb{Z} \) results in the Cayley graph in Figure 2 shown below.

\[
\begin{array}{cccccccc}
\cdots & -2 & -1 & 0 & 1 & 2 & 2 & 3 & 2 & 4 & 2 \cdots
\end{array}
\]

Figure 2: \( \Gamma(\mathbb{Z}, \{2, 3, -2, -3\}) \)

Notice that although the graphs in 1 and 2 are clearly non-isomorphic, they both appear to have a similarly “linear” structure if viewed from a great distance. This reflects the fact that the two graphs are quasi-isometric to one another (and to the two metrics on \( \mathbb{Z} \) induced by their respective generating sets).

**Example 13.** Let \( G = \mathbb{Z} \times \mathbb{Z} \), with the two generators \( a = (1, 0) \) and \( b = (0, 1) \) and their inverses. The Cayley graph is a grid as seen in Figure 3, which is quasi-isometric to \( \mathbb{R}^2 \).
Definition 14. A tree is an acyclic graph (either finite or infinite).

Example 15. Let $G = \mathbb{Z} \ast \mathbb{Z}$ be the free group on two generators $a$ and $b$. The Cayley graph of $G$ is the infinite tree shown in Figure 4. In general, the Cayley graph of the free group on $n$ generators is the infinite tree with each vertex having degree $2n$.

The following well-known basic fact due to Shvarts and Milnor is known as “Milnor’s lemma”.

Theorem 16. Suppose $X$ is a path metric space and $G$ is a group acting properly and cocompactly by isometries on $X$. Then $G$ is coarsely equivalent to $X$.

The coarse equivalence is given by the map $g \mapsto gx_0$ for any point $x_0$ of $X$.

For example, if $K$ is a finite complex with the fundamental group $G = \pi_1(K)$, the inclusion of any orbit of $G$ in the universal cover of $K$ is a coarse equivalence for any choice of the generating set of $G$. 
Figure 4: $\Gamma(\mathbb{Z} * \mathbb{Z}, \{a, b, a^{-1}, b^{-1}\})$

Since the action of $G$ on itself by left multiplication extends naturally to a proper and cocompact action by isometries on $\Gamma(G)$, we have the following corollary:

**Corollary 17.** A finitely generated group $G$ is coarsely equivalent to its Cayley graph $\Gamma(G)$.

A *coarse quasi-action* is designed to describe situations where elements of a group act on a metric space via a coarse equivalences. We should point out that it is quite a bit weaker than the categorical notion of a group action in the coarse category.

**Definition 18.** A *coarse quasi-action* of a group $G$ on a metric space $X$ is an assignment of a coarse self-equivalence $f_g: X \to X$ for each element $g \in G$ so that the following conditions are satisfied:

1. all $f_g$ are coarse maps with respect to a uniform choice of the function $\ell$,

2. there is a number $A \geq 0$ such that $d(f_{id}, id_X) \leq A$ in the sup norm,
3. there is a number $B \geq 0$ such that $d(f_g \circ f_h, f_{gh}) \leq B$ in the sup norm for all elements $g$ and $h$ in $G$.

As a particular consequence of (2) and (3), all compositions $f_g \circ f_{g^{-1}}$ are $(A + B)$-close to the identity.

This notion is a generalization of the notion of quasi-action central to the fundamental problem of quasi-isometry classification of finitely generated groups; cf. [11, 19, 21]. Quasi-isometries are coarse equivalences with linear control functions. Quasi-actions appear most naturally in a partial converse to Milnor’s Lemma. This is a curious term because it is a “kind of action” by “quasi”-isometries, so both meanings of “quasi” get (inconveniently?) conflated.

To see a simple example of a quasi-action, consider a metric subset $C$ embedded in $X$. Suppose a group $G$ acts by isometries on $C$. If $C$ is commensurable with $X$, we can extend the action of $G$ on $C$ to a quasi-action on $X$ by the following device. If $B \geq 0$ is a commensurability constant, let $\phi : X \to C$ be any function bounded by $B$. Then we define $f_g(x)$ to be the composition $g(\phi(x))$. All resulting maps are coarse equivalences with $\ell(x) = x + 2B$ and the compositions $f_g \circ f_{g^{-1}}$ all $2B$-close to the identity.

This example illustrates a generalization of a well-known construction from geometric group theory: if a metric space is coarsely equivalent to a finitely generated group $G$ with a word metric then the left multiplication action in $G$ can be quisiconjugated to give a coarse quasi-action on $X$.

Another source of quasi-actions of interesting groups on well-understood geometries is a number of recent constructions of actions of groups on quasi-spaces, that is spaces that are quasi-isometric to familiar geometries. For example, Bestvina, Bromberg, and Fujiwara [5] construct actions of the mapping class group and the outer automorphism group of a free group of rank $> 1$ on quasi-trees, which can be translated as quasi-actions on trees.

The general coarse quasi-actions are gaining prominence in applications to algebraic $K$-theory. In that subject, coarse maps are precisely the natural maps between metric spaces that induce maps of bounded $K$-theory spectra $K(X, R)$ built from free $R$-modules parametrized over the metric space $X$. So $K(X, R)$ is a functor on the coarse category of metric spaces and coarse maps. On the other hand, in section 2.2 of [7] an action by (not necessarily bounded) isometries needed to be converted to an action by bounded coarse maps via a change of metric in $X$. For example,
this general construction converts the left multiplication action on any group with a word metric to a bounded coarse quasi-action. The resulting quasi-action is no longer by isometries unless the group is abelian.

2.3 Asymptotic Dimension and Asymptotic Property C

We give a review of some coarse geometric finiteness conditions mostly inspired by the covering dimension in topology.

**Definition 19.** Let $\mathcal{F}$ be a collection of subsets of a metric space $X$. We say that $\mathcal{F}$ is uniformly bounded if there exists $r > 0$ such that for every $F \in \mathcal{F}$, $\text{diam}(F) < r$.

**Definition 20.** Given a number $r > 0$, say that $\mathcal{F}$ is $r$-disjoint if $d(F_1, F_2) > r$ for any $F_1, F_2 \in \mathcal{F}$.

The asymptotic dimension of a metric space $X$ was first defined by Gromov as a large-scale analogue of the covering dimension.

**Definition 21.** Let $X$ be a metric space and $n \in \mathbb{N}$. We say that $X$ has asymptotic dimension at most $n$ (or $\text{asdim}(X) \leq n$) if for any $r > 0$ there exist $n + 1$ uniformly bounded families $\mathcal{F}_0, \mathcal{F}_1, \ldots, \mathcal{F}_n$ of subsets of $X$ such that

1. each family $\mathcal{F}_i$ is $r$-disjoint,

2. and $\bigcup_{i=0}^{n} \mathcal{F}_i$ covers $X$.

We say that $X$ has finite asymptotic dimension (FAD) if there exists $n$ such that $\text{asdim}(X) \leq n$.

**Example 22.** Any bounded metric space $X$ has asymptotic dimension 0, since we may take $\mathcal{F}_0 = \{X\}$, which is clearly $r$-disjoint for any choice of $r$. The converse is not true; a space with asymptotic dimension 0 need not be bounded. For a counterexample take $X = \{2^n \mid n = 0, 1, 2, \ldots\}$. For $r > 0$, choose $k$ so that $2^k > r$. Let $F = \{2^n \mid 0 \leq n \leq k\}$, and let $\mathcal{F}_0 = \{F, \{2^{k+1}\}, \{2^{k+2}\}, \ldots\}$. Then $\mathcal{F}_0$ is clearly uniformly bounded, $r$-disjoint, and its union covers $X$ as desired.

**Proposition 23.** $\text{asdim}(\mathbb{R}) = 1$. 
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Proof. To see that asdim(\(\mathbb{R}\) \(\leq\) 1, fix \(r > 0\). We will subdivide \(\mathbb{R}\) into two families of subsets as follows. For each \(i \in \mathbb{Z}\), let \(F_i = [10ri, 10r(i+1)]\). Let \(\mathcal{F}_0 = \{F_i \mid i = 2k\}\) and \(\mathcal{F}_1 = \{F_i \mid i = 2k+1\}\). The conditions are easily checked.

On the other hand, since \(\mathbb{R}\) is connected and unbounded, it is not possible to subdivide \(\mathbb{R}\) into a single family of bounded, disjoint subsets; therefore asdim(\(\mathbb{R}\) > 0).

\[\square\]

**Proposition 24.** asdim(\(\mathbb{R}^2\)) \(\leq\) 3.

Proof. Let \(r > 0\). We can subdivide \(\mathbb{R}^2\) into four families of subsets by subdividing each copy of \(\mathbb{R}\) into two families as in the previous example, then taking products of the individual subsets. More precisely, for each \(i \in \mathbb{Z}\), let \(F_i = [10ri, 10r(i+1)] \subset \mathbb{R}\) as above. Now for each \(a, b \in \{0, 1\}\), let \(\mathcal{F}_{a,b} = \{F_i \times F_j \mid i = 2k + a, j = 2l + b, k, l \in \mathbb{Z}\}\). (In Figure 5a below, the families \(\mathcal{F}_{0,0}, \mathcal{F}_{1,0}, \mathcal{F}_{0,1}, \mathcal{F}_{1,1}\) are colored green, blue, yellow, and red respectively.)

Clearly each family is uniformly bounded by \(10\sqrt{2}r\), each family is \(10r\)-disjoint, and the families together cover \(\mathbb{R}^2\).

\[\square\]

By a more clever choice of subdivisions (Figure 5b), we can show that asdim(\(\mathbb{R}^2\)) \(\leq\) 2. To see that asdim(\(\mathbb{R}^2\)) \(\geq\) 2, consider that if we remove any uniformly bounded, \(r\)-disjoint family of subsets from \(\mathbb{R}^2\), what remains must still be connected; thus it cannot be subdivided into a second bounded, disjoint family of subsets. This shows that asdim(\(\mathbb{R}^2\)) = 2.

The above method can easily be adapted to show that asdim(\(\mathbb{R}^n\)) \(\leq\) \(2^n - 1\), or indeed that if asdim(\(X\)) \(\leq\) \(n\) and asdim(\(Y\)) \(\leq\) \(m\), then asdim(\(X \times Y\)) \(\leq\) \((n + 1)(m + 1) - 1\). However, a tighter bound on asymptotic dimension of products is given by Bell and Dranishnikov in [2]:

**Theorem 25.** If asdim(\(X\)) \(\leq\) \(n\) and asdim(\(Y\)) \(\leq\) \(m\), then asdim(\(X \times Y\)) \(\leq\) \(n + m\).

**Corollary 26.** asdim(\(\mathbb{R}^n\)) = \(n\).

**Example 27.** Every infinite tree has asymptotic dimension 1. As a consequence of the fact that asymptotic dimension is an invariant under quasi-isometries, this shows that every finitely-generated free group has asymptotic dimension 1.

A remarkable theorem of Dranishnikov and Zarichnyi [9] expands on the relationship between trees and asymptotic dimension.
Theorem 28. Any proper metric space with asymptotic dimension \( \leq n \) can be coarsely embedded into a product of \( n + 1 \) trees.

Asymptotic property C was defined by Dranishnikov [8] by analogy to Haver’s topological Property C, and is a weakening of FAD.

Definition 29 (APC). A metric space \( X \) has asymptotic property C if for every sequence of positive numbers \( 0 < r_1 \leq r_2 \leq \ldots \) there exists a natural number \( n \) and uniformly bounded families \( F_i, 1 \leq i \leq n \), such that

1. each family \( F_i \) is \( r_i \)-disjoint, and

2. the union of all \( n \) families is a covering of \( X \).

Theorem 30. If \( \text{asdim}(X) < \infty \) then \( X \) has asymptotic property C.

Proof. The proof follows easily from the definitions of FAD and APC.

Several interesting examples of groups that have asymptotic property C but infinite asymptotic dimension are given in [23]:

![Asymptotic dimension of \( \mathbb{R}^2 \)](image)
Example 31. Let $G$ be the countably infinite direct sum $\bigoplus_{i=1}^{\infty} \mathbb{Z}$, with metric given by

$$d(g, h) = \sum_{n=1}^{\infty} n|g_n - h_n|$$

for all $g = (g_1, g_2, \ldots), h = (h_1, h_2, \ldots) \in G$. Then $G$ has asymptotic property C.

Example 32. Recall that the restricted wreath product $\mathbb{Z} \wr \mathbb{Z}$ is constructed as the semidirect product $(\bigoplus_{-\infty}^{\infty} \mathbb{Z}) \rtimes \mathbb{Z}$, where $\mathbb{Z}$ acts on $\bigoplus_{-\infty}^{\infty} \mathbb{Z}$ by translation. In other words, elements of $\mathbb{Z} \wr \mathbb{Z}$ are of the form $(\sum_{x \in \mathbb{Z}} n_x x, k)$, where $n_x, k \in \mathbb{Z}$ and $\sum_{x \in \mathbb{Z}} n_x x$ has finitely many nonzero entries. The group operation is given by $(\sum_{x \in \mathbb{Z}} n_x x, k) \cdot (\sum_{x \in \mathbb{Z}} m_x x, l) = (\sum_{x \in \mathbb{Z}} (n_x x + m_x - k), k + l)$. (One may visualize an element of $\mathbb{Z} \wr \mathbb{Z}$ as an infinite tape with integer entries indexed by $\mathbb{Z}$, together with a pointer $k$ which specifies a particular index on the tape. “Adding” two such elements requires a three-step process: shifting the second tape by $k$ units so that the 0 index on the second tape is aligned with the $k^{th}$ index on the first tape, adding the entries on the two tapes coordinate-wise, and finally updating the location of the pointer.)

It is known that $\mathbb{Z} \wr \mathbb{Z}$ is finitely generated with two generators, $(0, 1)$ and $(\delta_0, 0)$, where $\delta_0 = \sum_{x \in \mathbb{Z}} n_x x$ with $n_x = 0$ if $x \neq 0$, $n_0 = 1$. Using the metric induced by this generating set, $\mathbb{Z} \wr \mathbb{Z}$ has asymptotic property C.

It is interesting to note that in both of the preceding examples, the groups are known to have infinite asymptotic dimension because they contain subspaces of asymptotic dimension $n$ for every $n \in \mathbb{N}$.

2.4 Finite Decomposition Complexity

Finite decomposition complexity and several of its variants were first introduced in [17]. These finiteness conditions are defined for families of metric spaces $\mathcal{X} = \{X_\alpha\}_{\alpha \in A}$.

Recall that a family of metric spaces is called uniformly bounded if there is a uniform bound on the diameters of the spaces in the family. We denote the collection of all uniformly bounded families by $\mathfrak{B}$. A subfamily $\mathcal{S}$ of a metric family $\mathcal{X}$ is a family consisting of metric subspaces of the spaces within $\mathcal{X}$; that is, for every $S \in \mathcal{S}$, there exists $X \in \mathcal{X}$ such that $S \subset X$.

A map between metric families $\mathcal{F}: \mathcal{X} \to \mathcal{Y}$ is a collection of maps $f: X_f \to Y_f$ such that each $X_f \in \mathcal{X}$, each $Y_f \in \mathcal{Y}$, and every $X \in \mathcal{X}$ is the domain of at least one $f \in \mathcal{F}$.
If \( B \) is a subfamily of \( \mathcal{Y} \), the preimage \( \mathcal{F}^{-1}(B) \) is the set

\[
\{ f^{-1}(B) \mid f \in \mathcal{F}, B \subset X, \text{ where } X \text{ is the domain of } f \}.
\]

**Definition 33.** A map \( \mathcal{F}: \mathcal{X} \to \mathcal{Y} \) between metric families is called *uniformly expansive* if there is a non-decreasing function \( \ell: [0, \infty) \to [0, \infty) \) such that for every \( f: X \to Y \) in \( \mathcal{F} \),

\[
d_Y(f(x_1), f(x_2)) \leq \ell(d_X(x_1, x_2)) \text{ for all } x_1, x_2 \in X.
\]

Observe that for a map of metric families to be uniformly expansive is a stronger condition than simply requiring each \( f \in \mathcal{F} \) (considered as an individual function) to be uniformly expansive. Rather, \( \mathcal{F} \) is uniformly expansive if and only if each \( f \in \mathcal{F} \) is uniformly expansive *with respect to the same bounding function* \( \ell \).

**Definition 34.** Let \( \mathcal{X} \) and \( \mathcal{Y} \) be two families of metric spaces. Let \( R > 0 \). The family \( \mathcal{X} \) is called *\( R \)-decomposable over \( \mathcal{Y} \)* if for any space \( X \) in \( \mathcal{X} \) there are collections of subsets \( \{ U_{1, \alpha} \}_{\alpha \in A} \), \( \{ U_{2, \beta} \}_{\beta \in B} \) such that

1. \( \{ U_{1, \alpha} \}_{\alpha \in A} \cup \{ U_{2, \beta} \}_{\beta \in B} \) is a cover of \( X \),
2. each \( U_{i, \gamma} \) is a member of the family \( \mathcal{Y} \), and
3. each of the collections \( \{ U_{1, \alpha} \} \) and \( \{ U_{2, \beta} \} \) is \( R \)-disjoint.

The definition of finite decomposition complexity is in terms of a winning strategy for the following game between two players. The families of metric spaces that appear in the decompositions are families of metric subspaces of the elements of \( \mathcal{X} \). In round number 1 the first player selects a number \( R_1 > 0 \); then the second player has to select a family of metric spaces \( \mathcal{Y}_1 \) and an \( R_1 \)-decomposition of \( \mathcal{X} \) over \( \mathcal{Y}_1 \). In each succeeding round number \( i \) the first player selects a number \( R_i > 0 \), the second player has to select a family of metric spaces \( \mathcal{Y}_i \) and an \( R_i \)-decomposition of \( \mathcal{Y}_{i-1} \) over \( \mathcal{Y}_i \). The second player wins the game if for some finite value \( k \) of \( i \) the family \( \mathcal{Y}_k \) is bounded.

**Definition 35 (FDC).** A metric family \( \mathcal{X} \) has *finite decomposition complexity* if the second player possesses a winning strategy in every game played over \( \mathcal{X} \). A single metric space \( X \) has finite decomposition complexity if \( \{ X \} \) does.
An equivalent definition of FDC is also given in [18].

**Definition 36.** Let $\mathcal{C}$ be a collection of metric families. A family $\mathcal{X}$ is *decomposable over* $\mathcal{C}$ if for every $R > 0$ there exists a family $\mathcal{Y}$ in $\mathcal{C}$ such that $\mathcal{X}$ is $R$-decomposable over $\mathcal{Y}$. A collection $\mathcal{C}$ is said to be *stable under decomposition* if any family $\mathcal{X}$ which is decomposable over $\mathcal{C}$ is contained in $\mathcal{C}$. Guentner et. al. [18] show that there exists a smallest collection $\mathcal{D}$ which contains all bounded metric families and which is stable under decomposition; the families in $\mathcal{D}$ are said to have *finite decomposition complexity*.

**Example 37.** Any space $X$ with finite asymptotic dimension has finite decomposition complexity.

The proof of this theorem is obvious in the case that $\text{asdim}(X) \leq 1$, but the proof of the general case (in [18]) is less obvious than it may seem at first glance as it relies on Theorem 28, that any space with FAD can be coarsely embedded in a product of trees.

**Example 38.** ([18]) The countably infinite direct sum $\bigoplus_{i=1}^{\infty} \mathbb{Z}$, with the metric given in Example 31, has FDC.

Although FAD implies both APC and FDC, the relationship between APC and FDC remains unknown. In the interest of reconciling the two properties, the following property weaker than both APC and FDC was defined by Dranishnikov and Zarichnyi in [10].

**Definition 39** *(sFDC).* A metric family $\mathcal{X}$ has *straight finite decomposition complexity* if, for any sequence $R_1 \leq R_2 \leq \ldots$ of positive numbers, there exists a finite sequence of metric families $\mathcal{V}_1$, $\mathcal{V}_2$, $\ldots$, $\mathcal{V}_n$ such that

1. $\mathcal{X}$ is $R_1$-decomposable over $\mathcal{V}_1$,

2. $\mathcal{V}_{i-1}$ is $R_i$-decomposable over $\mathcal{V}_i$ for all $i > 1$, and

3. the family $\mathcal{V}_n$ is bounded.

A single metric space $X$ has straight finite decomposition complexity if $\{X\}$ does.

There are a number of variations on FDC and sFDC in the literature. Guentner et. al. [18] define weak finite decomposition complexity by relaxing the definition of $R$-decomposability to
allow for a decomposition of a space into arbitrarily (but finitely) many \( R \)-disjoint families at each stage instead of only two.

**Definition 40.** Let \( \mathcal{X}, \mathcal{Y} \) be two families of metric spaces. Let \( k \in \mathbb{N} \) and \( R > 0 \). We say \( \mathcal{X} \) is \((k, R)\)-decomposable over \( \mathcal{Y} \) if for any space \( X \) in \( \mathcal{X} \) there are collections of subsets \( U_1, \ldots, U_k \) such that:

1. \( U_1 \cup \cdots \cup U_k \) is a cover of \( X \),
2. each \( U_{i,\alpha} \in U_i \) is a member of the family \( \mathcal{Y} \), and
3. each of the collections \( U_i \) is \( R \)-disjoint.

**Definition 41.** Let \( \mathcal{C} \) be a collection of metric families. For a fixed \( k \in \mathbb{N} \), we say \( \mathcal{X} \) is \( k \)-decomposable over \( \mathcal{C} \) if for any \( R > 0 \), there exists a family \( \mathcal{Y} \) in \( \mathcal{C} \) such that \( \mathcal{X} \) is \((k, R)\)-decomposable over \( \mathcal{Y} \).

We say that \( \mathcal{X} \) is weakly decomposable over \( \mathcal{C} \) if \( \mathcal{X} \) is \( k \)-decomposable over \( \mathcal{C} \) for some \( k \in \mathbb{N} \).

**Definition 42.** A collection of metric families \( \mathcal{C} \) is said to be stable under \( k \)-fold decomposition if any space that is \( k \)-decomposable over \( \mathcal{C} \) is contained in \( \mathcal{C} \). Let \( \mathcal{D}^k \) denote the smallest collection of metric families which is stable under \( k \)-fold decomposition and contains \( \mathcal{B} \). The elements of \( \mathcal{D}^k \) are said to have \( k \)-fold finite decomposition complexity (\( k \)-FDC).

Similarly, a collection \( \mathcal{C} \) is said to be stable under weak decomposition if any space that is weakly decomposable over \( \mathcal{C} \) is contained in \( \mathcal{C} \). Let \( wD \) denote the smallest collection of metric families which is stable under weak decomposition and contains \( \mathcal{B} \). The elements of \( wD \) are said to have weak finite decomposition complexity (wFDC).

Notice that with \( k = 2 \), we recover the original definition of \( \mathcal{X} \) decomposable over \( \mathcal{C} \). Thus FDC implies both \( k \)-FDC and wFDC.

Also note that a space \( X \) has asdim(\( X \)) \( \leq n \) if and only if \( \{X\} \) is \((n + 1)\)-decomposable over \( \mathcal{B} \), the collection of all bounded metric families. In fact, we can say that a family \( \mathcal{X} \) has finite asymptotic dimension uniformly if there exists some \( k \) such that \( \mathcal{X} \) is \( k \)-decomposable over \( \mathcal{B} \).

**Theorem 43.** [22] Weak finite decomposition complexity implies straight finite decomposition complexity.
Ramras and Ramsey [22] similarly define a weakening of sFDC called weak straight finite decomposition complexity, as follows.

**Definition 44.** A family $\mathcal{X}$ has *weak straight finite decomposition complexity* if there exists a sequence of natural numbers $(k_1, k_2, \ldots)$ such that for any sequence $0 < R_1 < R_2 < \ldots$, we can find $n \in \mathbb{N}$ and families $\mathcal{X}_0, \mathcal{X}_1, \ldots, \mathcal{X}_n$ such that $\mathcal{X} = \mathcal{X}_0$ and for each $1 \leq i \leq n$, $\mathcal{X}_{i-1}$ is $(k_i, R_i)$-decomposable over $\mathcal{X}_i$.

Ramras and Ramsey [22] show that weak straight finite decomposition complexity is in fact equivalent to sFDC.

A stronger variant of FDC is regular finite decomposition complexity (rFDC), defined by Kasprowski et. al. in [20].

**Definition 45.** Let $\mathcal{X}$ be a metric family and $\mathcal{C}$ a collection of metric families. We say that $\mathcal{X}$ *regularly decomposes* over $\mathcal{C}$ if there exists a metric family $\mathcal{Y}$ and a map $F: \mathcal{X} \to \mathcal{Y}$ such that

1. $\mathcal{Y}$ has finite asymptotic dimension uniformly,

2. $F$ is uniformly expansive, and

3. For every uniformly bounded subfamily $\mathcal{B}$ of $\mathcal{Y}$, the preimage $F^{-1}(\mathcal{B})$ is contained in $\mathcal{C}$.

**Definition 46** (rFDC). [20] A collection of metric families $\mathcal{C}$ is said to be *stable under regular decomposition* if any space that is regularly decomposable over $\mathcal{C}$ is contained in $\mathcal{C}$. Let $\mathcal{R}$ denote the smallest collection of metric families which is stable under regular decomposition and contains $\mathcal{B}$. The elements of $\mathcal{R}$ are said to have *regular finite decomposition complexity* (rFDC).

**Theorem 47.** [20] A family $\mathcal{X}$ has finite asymptotic dimension uniformly if and only if $\mathcal{X}$ regularly decomposes over $\mathcal{B}$; thus any space that has FAD also has rFDC.

**Theorem 48.** [20] Regular finite decomposition complexity implies finite decomposition complexity.

### 2.5 Property A

Introduced by Yu in [24], property A is weaker than each of the properties introduced in the previous two sections. A theorem of particular interest to geometers is that any discrete space with property A admits a coarse embedding into a Hilbert space.
Definition 49. Let $X$ be a discrete metric space. We say that $X$ has property A if for all $r > 0$, $\epsilon > 0$, there exist finite sets $A_x \subset X \times \mathbb{N}$, one for each $x \in X$, satisfying the following:

1. $(x, 1) \in A_x$ for each $x \in X$,

2. $\frac{\#(A_x \triangle A_y)}{\#(A_x \cap A_y)} < \epsilon$, for all $x, y \in X$ such that $d(x, y) \leq r$, and

3. There exists $R > 0$ such that whenever $(y, m), (z, n) \in A_x$, $d(y, z) \leq R$.

Note that condition (3) may be rephrased as saying that there is a uniform bound $R$ on the diameters of all $A'_x$, where $A'_x = \{ y \mid (y, n) \in A_x \text{ for some } n \in \mathbb{N} \}$.

Intuitively, one may think of property A as the statement that for any choice of $r$ and $\epsilon$, we can assign to each $x \in X$ a finite subset $A'_x$, together with a coloring of the elements of $A'_x$ (the values of $n$; each element may have more than one color). We can make the sets $A'_x$ large enough that if any two $x, y \in X$ are $r$-close together, the symmetric difference of the sets $A_x, A_y$ is sufficiently “small” relative to the size of their intersection, while still ensuring a uniform bound on the diameters.

Example 50. $\mathbb{Z}^2$ has property A.

Proof. Fix $r > 0$, $\epsilon > 0$. It is always possible to choose $k \in \mathbb{Z}$ such that $4rk < \epsilon(k - r)^2$. Now for each $(x, y) \in \mathbb{Z}^2$, let $A'_{(x,y)}$ be the rectangle $\{x, x+1, \ldots, x+k\} \times \{y, y+1, \ldots, y+k\}$, and let $A_{(x,y)} = A'_{(x,y)} \times \{1\}$.

Conditions (1) and (3) of the definition of property A are clearly satisfied. To verify (2), let $(x_0, y_0), (x_1, y_1) \in \mathbb{Z}^2$, with $d((x_0, y_0), (x_1, y_1)) \leq r$. Notice that $|x_1 - x_0| \leq r$ and $|y_1 - y_0| \leq r$. Via Figure 6, one may easily check that

$$\#(A_x \triangle A_y) \leq 2(|x_1 - x_0 | + |y_1 - y_0 |) \leq 4rk$$

and

$$\#(A_x \cap A_y) \geq (k - |x_1 - x_0 |)(k - |y_1 - y_0 |) \geq (k - r)^2.$$ 

Therefore we have the inequality

$$\#(A_x \triangle A_y) \leq 4rk < \epsilon(k - r)^2 \leq \epsilon\#(A_x \cap A_y).$$

Condition (2) follows. $\square$
Remark 51. The preceding proof can easily be adapted to show that $\mathbb{Z}^n$ has property A for any $n \in \mathbb{N}$. Notice that for these groups it is not even necessary to “color” the elements of each $A_x$ by pairing them with natural numbers.

There are very few groups known to fail property A; it is by far the weakest of the properties we have discussed here. Figure 7 shows the relationships between finite asymptotic dimension, asymptotic property C, the variants of finite decomposition complexity, and property A.

2.6 Permanence theorems

We discuss several permanence characteristics of asymptotic dimension, asymptotic property C, finite decomposition complexity, and straight finite decomposition complexity. These are of particular use in the search for additional examples of groups and spaces with these properties. For this section, assume that $X$ and $Y$ are proper metric spaces and $P$ is any of the properties: $\text{asdim} \leq n$, APC, FDC, or sFDC. Proof of Theorems 52, 58, 59, and 62 may be found in [18] in the case of FDC, and in [10] in the case of sFDC.

Theorem 52 (Coarse Invariance). If $f : X \to Y$ is a coarse embedding and $Y$ has property $P$, then $X$ has $P$. 
Corollary 53. If $X$ and $Y$ are coarsely equivalent, then $X$ has $P$ if and only if $Y$ has $P$.

In particular, note that if $X$ and $Y$ are coarsely equivalent and have finite asymptotic dimension, then asdim($X$) = asdim($Y$).

Corollary 54. For any $n \in \mathbb{N}$, asdim($\mathbb{Z}^n$) = asdim($\mathbb{R}^n$) = $n$.

Since the metrics induced by different finite generating sets of a group $G$ are quasi-isometric (therefore coarsely equivalent), we can treat asymptotic dimension, etc., as properties of $G$ irrespective of the choice of generating set. Furthermore, since a finitely generated group $G$ is quasi-isometric to its Cayley graph $\Gamma(G)$, we have the following corollary:

Corollary 55. If $G$ is a finitely generated group, then $G$ has property $P$ if and only if $\Gamma(G)$ does.

Corollary 56. If $G$ is a finitely generated free group then asdim($G$) = 1.

The inclusion of a subspace is always a coarse embedding; therefore if $X \subset Y$ and $Y$ has property $P$, then $X$ has $P$. As a particular consequence, we have the following corollary:

Corollary 57. If a space $X$ has subsets with asymptotic dimension $\geq n$ for every $n$, then $X$ does not have finite asymptotic dimension.
The following theorems concern proving that a space has one of the given finiteness properties by breaking it down into subspaces with the desired property, then reassembling them in ways that preserve that property.

**Theorem 58** (Finite Union Theorem). Suppose $Z$ is a metric space such that $Z = X \cup Y$, where $X$ and $Y$ have FAD (resp. APC, FDC, sFDC). Then $Z$ has FAD (resp. APC, FDC, sFDC).

**Theorem 59** (Union Theorem). Suppose a metric space $X$ can be written as a union $X = \bigcup_{\alpha \in I} X_{\alpha}$, where

1. the family $\{X_{\alpha}\}_{\alpha \in I}$ has FDC (resp. sFDC), and

2. for any $r > 0$ there is a set $Y_r \subset X$ such that $Y_r$ has FDC (resp. sFDC) and the family $\{X_{\alpha} \setminus Y_r\}_{\alpha \in I}$ is $r$-disjoint.

Then $X$ has FAD (resp. FDC, sFDC).

Notice that it is insufficient to say that each of the sets $X_{\alpha}$ has finite asymptotic dimension (resp. FDC, sFDC); we require the uniformity provided by the statement that the family $\{X_{\alpha}\}_{\alpha \in I}$ has FAD (resp. FDC, sFDC).

We have been unable to find a version of Theorem 59 for APC in the literature; therefore, we offer the following:

**Definition 60.** Let $\mathcal{X} = \{X_{\alpha}\}_{\alpha \in I}$ be a family of metric spaces. We say that $\mathcal{X}$ has asymptotic property $C$ uniformly if for every sequence of positive numbers $0 < r_1 \leq r_2 \leq \ldots$ there exists a natural number $n$ and families $\mathcal{F}_{i,\alpha}$, for each $1 \leq i \leq n$, $\alpha \in I$, such that

1. each family $\mathcal{F}_{i,\alpha}$ is $r_i$-disjoint,

2. for each $\alpha \in I$, $\bigcup_{i=1}^{n} \mathcal{F}_{i,\alpha}$ is a covering of $X$, and

3. there exists $R > 0$ such that $\text{diam}(F) \leq R$ for all $F \in \mathcal{F}_{i,\alpha}$, $1 \leq i \leq n$, $\alpha \in I$.

**Theorem 61.** Suppose $X = \bigcup_{\alpha \in I} X_{\alpha}$, where $\{X_{\alpha}\}_{\alpha \in I}$ has APC uniformly, and for each $r > 0$ there is a set $Y_r \subset X$ such that $Y_r$ has APC and the family $\{X_{\alpha} \setminus Y_r\}_{\alpha \in I}$ is $r$-disjoint. Then $X$ has APC.
Proof. Let \(0 < r_1 \leq r_2 \leq \ldots\). Since \(\{X_\alpha\}_{\alpha \in I}\) has APC uniformly, there exists \(n\) and families \(C_{i,\alpha}\) of subsets of \(X_\alpha, 1 \leq i \leq n, \alpha \in I\), satisfying Definition ??, with \(R > 0\) a uniform bound on the diameters of the subsets. Now let \(r = r_n\) and select \(Y_{r_n} \subset X\) having APC such that \(\{X_\alpha \setminus Y_{r_n}\}_{\alpha \in I}\) is \(r_n\)-disjoint. For each \(1 \leq i \leq n, \alpha \in I\), define

\[F_i = \{F \setminus Y_{r_n} \mid F \in C_{i,\alpha} \text{ for some } \alpha \in I\}.\]

It is easy to see that each \(F_i\) is \(r_i\)-disjoint, since for any \(F_1 \in C_{i,\alpha}, F_2 \in C_{i,\beta}\), we have \(d(F_1, F_2) > r_i\) if \(\alpha = \beta\), and \(d(F_1 \setminus Y_{r_n}, F_2 \setminus Y_{r_n}) > r_n > r_i\) if \(\alpha \neq \beta\). Furthermore, \(R\) is still a uniform bound on the diameters of elements of all \(F_i\), and the families together cover \(X \setminus Y_{r_n}\). Now since \(Y_{r_n}\) has APC, using the sequence \(r_{n+1}, r_{n+2}, \ldots\) we can subdivide \(Y_{r_n}\) into families \(D_j, 1 \leq j \leq m\), such that each \(D_j\) is \(r_{n+j}\)-disjoint, the families \(D_j\) together cover \(Y_{r_n}\), and \(R'\) is a uniform bound on the diameters of the elements of each family. Renumbering, let \(F_{n+j} = D_j\) for each \(1 \leq j \leq m\). Then the families \(F_1, \ldots, F_n, F_{n+1}, \ldots, F_{n+m}\) together cover \(X\), have a uniform bound of \(\max(R, R')\), and each family \(F_k\) is \(r_k\)-disjoint, for all \(1 \leq k \leq n + m\). Thus \(X\) has APC, as desired.

\[\square\]

**Theorem 62 (Fibering Theorem).** Suppose a finitely generated group \(G\) acts by isometries on a space \(X\) with chosen basepoint \(x_0\). Suppose \(X\) has FAD and for every \(r > 0\), the set

\[W_r(x_0) = \{g \in G \mid d(g(x_0), x_0) \leq r\}\]

has \(\text{asdim} \leq n\) (resp. FDC, sFDC). Then \(X\) has FAD (resp. FDC, sFDC).
3 Extension theorems for FAD, APC, FDC, and sFDC

Throughout this section, $G$ is a finitely generated group with a coarse quasi-action on a metric space $X$.

Let $x_0$ be a chosen base point in $X$. An $R$-quasi-stabilizer $W_R(x_0)$ of $x_0$ is the subset of those elements $g$ in $G$ with the property $d(g(x_0), x_0) \leq R$.

We assume that all quasi-stabilizers of $x_0$ have FAD.

**Theorem 63.** If $X$ has FAD then $G$ has FAD.

**Proof.** The proof follows that of Theorem 2 of [1] with modifications to accommodate weaker assumptions on the action. The orbit $Gx_0$ is a subset of $X$ and so has FAD. This allows us to assume without loss of generality that the action on $X$ is transitive.

Let $\lambda = \max \{ d(s(x_0), x_0) \mid s \in S \}$, where $S$ is a finite generating set for $G$. There is a map $\pi: G \to X$ given by $\pi(g) = g(x_0)$. If the action of $G$ on $X$ is by isometries, this map is $\lambda$-Lipschitz.

In our case, $d(\pi(g), \pi(gs)) = d(g(x_0), gs(x_0)) \leq \ell(d(x_0, s(x_0))) \leq \ell(\lambda)$. So $\pi$ is $\ell(\lambda)$-Lipschitz.

Suppose we have $\text{asdim}(X) \leq k$. Given any $r > 0$, there are $\ell(\lambda)r$-disjoint, $T$-bounded families $\mathcal{F}_0, \mathcal{F}_1, \ldots, \mathcal{F}_k$ which cover $X$. Let us consider an element $g$ and $x = g(x_0)$. Let $F$ be a $T$-bounded subset from one of the covering families $\mathcal{F}_i$ with $x \in F$. We know that $d(g^{-1}(x), x_0) \leq A + B$ (where $A$ and $B$ are the constants from Definition 18), so we get $g^{-1}(F) \subset g^{-1}(x[T]) \subset g^{-1}(x)[T] < x_0[A+B+T]$. Therefore, straight from the definition of $\pi$, $g^{-1}\pi^{-1}(F)$ is contained in $W_{A+2B+\ell(T)}(x_0) = \pi^{-1}(x_0[A+2B+\ell(T)])$. We will denote this particular quasi-stabilizer simply as $W$.

By our assumption, $\text{asdim}(W) \leq n$ for some $n \geq 0$, so there are $n+1$ families $\mathcal{A}_0, \mathcal{A}_1, \ldots, \mathcal{A}_n$ which cover $W$, which are $r$-disjoint for the given $r$, and which are uniformly bounded by some $K \geq 0$.

For each $F \in \mathcal{F}_i$, choose an element $g_F \in \pi^{-1}(F)$. Left multiplication by any element in $G$ is an isometry, so the formula $g_F(g_F^{-1}\pi^{-1}(F) \cap A_j)$ gives families $\mathcal{A}_{F,j}$ which cover $\pi^{-1}(F)$, which are $r$-disjoint, and which are $K$-bounded. Now it is clear that the covering of $G$ by the $r$-disjoint $K$-bounded families

$$W_{i,j} = \{ g_F (g_F^{-1}\pi^{-1}(F) \cap A) \mid F \in \mathcal{F}_i, A \in \mathcal{A}_j \}$$
shows that $\text{asdim}(G) \leq (k + 1)(n + 1) - 1$. \hfill \square

**Remark 64.** The assumptions do not explicitly require that there is a uniform bound on the asymptotic dimension of each quasi-stabilizer. Instead, a geometric property of the action pointed out in the middle of the proof allows to isometrically embed all pullbacks $\pi^{-1}(F)$ of subsets $F$ with diameter bounded by $T$ in the $(A + B + \ell(T))$-quasi-stabilizer $W$ of $x_0$, which is treated as a common “chopping block”. This says in particular that all subsets $\pi^{-1}(F)$ of $G$ have asymptotic dimension bounded from above by the same number $n$.

**Remark 65.** We want to insert a technical comment here related to the last remark. Unlike the situation with the action of $G$ by isometries, it cannot be assumed that for every subset $F$ with diameter bounded by $T$ there is a number $K$ so that $F \subset g(x_0[K])$ for some group element $g$. We were only able to guarantee that $g^{-1}(F) \subset x_0[K]$ for $K = A + B + \ell(T)$.

**Theorem 66.** If for all quasi-stabilizers the asymptotic dimension is uniformly bounded by $n \geq 0$, and $X$ has APC, then $G$ has APC.

**Proof.** Some features of the proof of Theorem 63 should be borrowed without change. So we have the $\ell(\lambda)$-Lipschitz projection $\pi: G \to X$. This time the orbit $Gx_0$ inherits APC, so we can assume $\pi$ is onto.

Let $0 < r_0 < r_1 < r_2 < \ldots$ be a sequence of real numbers. This allows to generate a new sequence $0 < \ell(\lambda)r_{n+1} < \ell(\lambda)r_{2(n+1)} < \ell(\lambda)r_{3(n+1)} < \ldots$ Since $X$ has APC, we can choose finitely many uniformly $T$-bounded families $\mathcal{F}_0, \mathcal{F}_1, \ldots, \mathcal{F}_m$ which cover $X$ and where each $\mathcal{F}_i$ is $\ell(\lambda)r_{(i+1)(n+1)}$-disjoint for $0 \leq i \leq m$. Now the pulled-back families $\pi^{-1}(\mathcal{F}_i) = \{\pi^{-1}(F) \mid F \in \mathcal{F}_i\}$ cover $G$, and each family $\pi^{-1}(\mathcal{F}_i)$ is $r_{(i+1)(n+1)}$-disjoint, though in general their elements are not bounded as subsets of $G$.

Given a subset $F \in \mathcal{F}_i$ and an element $g_F$ such that $g_F(x_0) \in F$, we have seen that $g_F^{-1}(F) \subset g_F^{-1}(x)[\ell(T)] \subset x_0[A + B + \ell(T)]$. Therefore, $g_F^{-1}\pi^{-1}(F)$ is contained in the quasi-stabilizer $W = W_{A+2B+\ell(T)}(x_0)$. By the special assumption, $\text{asdim}(W) \leq n$, so there are $n + 1$ families $\mathcal{A}_0, \mathcal{A}_1, \ldots, \mathcal{A}_n$ which cover $W$, which are $r_{(n+1)(n+1)}$-disjoint and which are uniformly bounded.
We cover $G$ by $(m+1)(n+1) - 1$ families of subsets $W_k$ as follows: for every $0 \leq i \leq m$, $0 \leq j \leq n$, let
\[ W_{i(n+1)+j} = \{g_F (g_F^{-1} \pi^{-1}(F) \cap A) \mid F \in F_i, A \in A_j\}. \]

Notice that

1. For each $k$, $0 \leq k \leq (m+1)(n+1) - 1$, there is exactly one pair $(i,j)$ such that $k = i(n+1)+j$.

2. $\bigcup_k W_k$ is a cover of $G$ because $\bigcup_i \pi^{-1}(F_i)$ is a cover of $G$.

3. Each $W_{i(n+1)+j}$ is uniformly bounded because its elements are subsets of isometric translations of elements of $A_j$, which are uniformly bounded.

4. Each $W_{i(n+1)+j}$ is $r_{i(n+1)+j}$-disjoint by the following argument. Let
\[ g_F (g_F^{-1} \pi^{-1}(F) \cap A) \neq g_{F'} (g_{F'}^{-1} \pi^{-1}(F') \cap A) \in W_{i(n+1)+j}. \]

If $F \neq F'$, then $d_G(\pi^{-1}(F), \pi^{-1}(F')) \geq r_{(i+1)(n+1)} \geq r_{i(n+1)+j}$ since the family $\pi^{-1}(F_i)$ is $r_{(i+1)(n+1)}$-disjoint. Otherwise, if $F = F'$ but $A \neq A'$, then $d_G(g_FA, g_FA') \geq r_{(m+1)(n+1)} \geq r_{i(n+1)+j}$ because the family $A_j$ is $r_{(m+1)(n+1)}$-disjoint.

Therefore $G$ has APC, as desired.

It is remarkable that the extension theorems for FDC and sFDC have fewer geometric demands and are easier than the case of APC. In the case of the action by isometries, a proof for FDC was given by Guentner, Tessera, and Yu [18], a proof for sFDC was given by Bell and Moran [3].

**Theorem 67.** If $X$ has FDC (respectively, sFDC) then $G$ has FDC (respectively, sFDC).

**Proof.** We start with FDC. Since $X$ has FDC, then there is always a winning strategy that allows the second player to win the game on $X$ with a bounded family $Y_k$ in a certain number of steps $k$.

Recall that $\pi: G \to X$ is $\ell(\lambda)$-Lipschitz. Every time player one calls out a number $R_i$ for $1 \leq i \leq k$, player two computes $R_i' = \max\{1, \ell(\lambda)\} R_i$ and uses this number as data for a winning strategy over $X$. At every step, player two returns the following family as the response to $R_i \geq 0$ called by player one:
\[ W_i = \{\pi^{-1}(F) \mid F \in Y_i\}, \quad 1 \leq i \leq k. \]
We have seen that this should give an $R_i$-decomposition of $W_{i-1}$ over $W_i$.

If the members of $Y_k$ are bounded by $T$, the same argument as before shows that for any subset $F \in Y_k$ and an element $g_F$ such that $g_F(x_0) \in F$, we have $g_F^{-1}(F) \subset x_0[A+B+\ell(T)]$. So $g_F^{-1} \pi^{-1}(F)$ is contained in the quasi-stabilizer $W = W_{A+2B+\ell(T)}(x_0)$, and the restriction of $g_F^{-1}$ to $\pi^{-1}(F)$ is an isometry.

We assume the first player goes on producing numbers $R_{k+1}$, $R_{k+2}$, etc. as part of the game. Since $W$ has FDC, there is always a winning strategy that can be played entirely (in second player’s mind) over $W$ starting with a family $A_{k+1}$ so that $\{W\}$ is $R_{k+1}$-decomposable over $A_{k+1}$ and ending with a bounded family $A_{k+n}$ for some $n$. From these auxiliary constructions the second player can produce responses, at every step, to first player’s calls as follows:

$$W_i = \{g_F \left(g_F^{-1} \pi^{-1}(F) \cap A\right) \mid F \in F_k, A \in A_i\}, \quad i > k.$$

The elements $g_F$ act by isometries on $G$, so this gives an $R_i$-decomposition of $W_{i-1}$ over $W_i$ for all $i > k$, and if $A_{k+n}$ is bounded by $U$ then $W_{k+n}$ is bounded by $U$.

The case of sFDC is entirely similar, with the sequence of numbers $R_i$ being given by player one in advance.
4 Applications and discussion

4.1 Applications

The following simple corollary to Theorem 66 illustrates applications to finitely generated groups that are readily available and require only isometric actions.

**Corollary 68.** Let $G$ be a free product of finitely generated groups $A * B$. We assume that all three groups are given word metric with respect to finite generating sets. If $A$ has FAD and $B$ has APC then $G$ has APC.

**Proof.** Every element of the group $G$ can be written as a product of words in $A$ and $B$. We define the action of such words on $B$ as either trivial for words from $A$ or by left multiplication for words from $B$. The quasi-stabilizers in $G$ are commensurable with $A$ (which is the stabilizer of each point). If $\text{asdim}(A) \leq n$ then all quasi-stabilizers, which are coarsely equivalent to $A$, have $\text{asdim}(W_R(x_0)) \leq n$, so the Theorem applies in this situation.

More sophisticated statements can be proven using the strategy in [1, 18].

**Corollary 69.** If $A$ has FAD and $B$ has APC then their extensions and free products with amalgamation have APC.

In view of [1, 18], the details are routine.

There is a recent effort in extending geometric properties of metric spaces to general coarse properties of coarse structures, motivated by applications in controlled $K$-theory of rings and $C^*$-algebras. This was done for asymptotic dimension by Grave [14] and for APC and FDC by Bell, Moran, and Nagórko [4]. The notion of coarse actions is precisely what is needed to formulate group actions on coarse structures, and we expect generalizations of our results to be true when restated for the coarse properties.

**Remark 70.** We could not relax the assumption in Theorem 66. One can see that the proof relies on the bound for the asymptotic dimension of the quasi-stabilizers known a priori. This is likely an indication that the more general statement which assumes only that the quasi-stabilizers have FAD is not true. For much the same reasons, we suspect that the assumptions that $X$ has FAD and quasi-stabilizers have APC do not in general imply that $G$ has APC.
4.2 Fibered properties

There exist special positive results of the general type we just dismissed in Remark 70. Guentner [16] points out in 7.2.7 that weak fibered-type conditions for uniformly expansive maps and weak assumptions on the fiber such as simply FAD are sometimes sufficient for extension results. In his example, the base space $X$ is a simplicial tree, and the action is cofinite.

We would like to offer a different perspective on the extension problem. We will define new \textit{fibred} properties in terms of extensions that are weaker than the absolute analogues but are likely as useful for some purposes. The first observation is that there is a natural generalization of coarse quasi-actions.

**Definition 71.** A (nonuniform) coarse action of a group $G$ on a metric space $X$ is an assignment of a coarse self-equivalence $f_g: X \to X$ to each $g \in G$ so that the following conditions are satisfied:

1. there is a number $A \geq 0$ such that $d(f_{id}, id_X) \leq A$ in the sup norm,

2. for each pair of elements $g$ and $h$ in $G$, there is a number $B_{g,h} \geq 0$ such that $d(f_g \circ f_h, f_{gh}) \leq B_{g,h}$ in the sup norm.

Just as before, all compositions $f_g \circ f_{g^{-1}}$ are $(A + B_{g,g^{-1}})$-close to the identity.

The reason this is a natural definition is that a coarse action induces a naive $G$-equivariant structure on the bounded $K$-theory spectrum $K(X,R)$. Each coarse self-equivalence induces a self-equivalence of $K(X,R)$, and the maps close to identity induce genuine identities on $K(X,R)$. So a coarse action on $X$ induces a genuine $G$-action on $K(X,R)$.

On the other hand, we can now make the following definition.

**Definition 72.** A finitely generated group $G$ has \textit{fibred property} $P_1 \setminus P_2$ if it has a coarse action on a proper metric space $X$ with property $P_1$ so that for all $x \in X$ and all $R \geq 0$ the subsets of $G$ of the form $W_R(x,x_0) = \{g \in G \mid d(x,gx_0) \leq R\}$ have property $P_2$.

We believe that fibered FAD\setminus FAD will be as easy to use in inductive proofs of the integral Novikov Conjecture and the Borel Isomorphism Conjecture in $K$- and $L$-theory as the FAD property itself, cf. [6, 12]. So we ask a question of great interest to us.
Question 73. How large is the class of groups with fibred property FAD\FAD? It includes groups with FAD. Does it also include $\text{Out}(F_n)$ with $n > 0$? Does it include groups with proper isometric actions on a CAT(0) space containing at least one rank-1 element? Such groups are known to act on quasi-trees.

Even when the properties $P_1$ and $P_2$ are both FAD it is unlikely that $G$ has FAD unless one is in the situation of Theorem 63. In the proof of that theorem it was essential that elements of $G$ acted by self-equivalences with the same characteristic function $\ell$. In the nonuniform case, there is no guarantee that every pull-back $\pi^{-1}(x[R]) = W_R(x, x_0)$ has an isometric embedding in $W_K(x_0)$ for some specific number $K$. To illustrate this point, we show an example of a well-known infinite dimensional group which has fibred property FAD\FAD.

Example 74. The restricted wreath product $\mathbb{Z} \wr \mathbb{Z}$ has FAD\FAD.

We will think of the base group as the additive group of the group ring $\mathbb{Z}[[\mathbb{Z}]]$, so the elements of $\mathbb{Z} \wr \mathbb{Z}$ can be written as pairs $(\sum_{x \in \mathbb{Z}} n_x x, k)$. The second factor acts on $\mathbb{Z}$ by translation $k \cdot x = x + k$, so the semidirect product operation is given by $(\sum n_x x, k) \cdot (\sum m_x x, l) = (\sum (n_x + m_{x-k}) x, k + l)$. It is known that $\mathbb{Z} \wr \mathbb{Z}$ is generated by two elements. We define a nonuniform coarse action by $\mathbb{Z} \wr \mathbb{Z}$ on its cobase $\mathbb{Z}$ by the formula $(\sum n_x x, k) \cdot t = t + k + n_i/|n_i| \sum_{x \neq -t, t} |n_x|$, where $i$ stands for the smallest index such that $n_i \neq 0$. One easily checks that $\operatorname{asdim} W_R(t, 0) = Z^{2R+2}$, so there is no uniform bound on the dimension of the quasi-stabilizers. Clearly, $A = 0$. Using the notation $\| (\sum n_x x, k) \| = |k| + \sum |n_x|$, we can choose $B_{g, h} = \| g \| + \| h \|$. Moreover, while the action by each element $(\sum n_g g, k)$ is eventually the translation by $k$ and so is a coarse equivalence, the function $\ell$ depends linearly on the sum $\sum |n_x|$, so this is not a uniform coarse quasi-action.

The notion of fibred property $P_1 \setminus P_2$ does not need to be restricted to groups with geometric actions. There is the following geometric analogue of Definition 72 in terms of uniformly expansive maps as in [18] and [3].

Definition 75. A proper metric space $Y$ has fibred property $P_1 \setminus P_2$ if there is a uniformly expansive map $\pi: Y \to X$ where the metric space $X$ has property $P_1$ and, for all $x \in X$ and all $R \geq 0$, the pull-backs $\pi^{-1}(x[R])$ have property $P_2$. 
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To point out that this is a useful generalization even when one is interested in geometry of groups, we should recall that the inductive proofs of Novikov and Borel conjectures using controlled algebra are based on the (nonequivariant) Bounded Borel Conjecture which is stated for general metric spaces.

Now the geometric condition can be naturally iterated. For example, there is the evident property
\[ P^n = ((P\setminus P)\setminus P) \ldots \setminus P. \]

**Question 76.** How large is the class of spaces with property FAD^n?
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