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Abstract
Bayesian optimization methods allocate limited sampling budgets to maximize expensive-to-evaluate functions. One-step-lookaheads are often used, but computing optimal multi-step-lookahead policies remains a challenge. We consider a specialized Bayesian optimization problem: finding the super-level set of an expensive one-dimensional function, with a Markov process prior. We compute the Bayes-optimal sampling policy efficiently, and characterize the suboptimality of one-step lookahead. Our numerical experiments demonstrate that the one-step lookahead policy is close to optimal in this problem, performing within 98% of optimal in the experimental settings considered.

1 Introduction
We consider the problem of adaptively allocating sampling effort to efficiently estimate sub- and super-level sets of a one-dimensional Markov process, or more general additive functionals of this process. We use a decomposition property to show how the optimal procedure may be computed efficiently, circumventing the curse of dimensionality. We then use our ability to compute the optimal policy to study the suboptimality gap of commonly used one-step lookahead procedures in this problem.

The problem we consider falls within the class of problems considered in the large and rapidly growing literature on Bayesian optimization [22, 25, 21, 12, 33], which seeks to develop adaptive sampling algorithms that estimate functionals, especially the location of a global maximum, of some underlying and unknown function in a query efficient way. Such problems arise when optimizing an objective that is computed via a long-running computer code [12, 33] or some other expensive process [4, 15] that severely limits the number of times it may be sampled. This literature places a Bayesian prior distribution on the underlying function, and views it as a realization of a stochastic process, most frequently a Gaussian process.

In such problems, a Bayes-optimal algorithm is one that minimizes the expected loss under the prior suffered from mis-estimation of the underlying functional of interest, where the cost of sampling is either factored directly into the objective (as considered by [10, 3]), or a sampling budget is enforced as a constraint (as considered by [17, 13]). When optimization is the goal, this loss function is the opportunity cost — the difference in value between the point that is believed to be the best, and the value of the true global optimum — but when other functionals are of interest another loss function may be appropriate.

In principle, a Bayes-optimal algorithm may be computed using stochastic dynamic programming by understanding that this problem is a partially observable Markov decision process (POMDP) [17]. However, the curse of dimensionality [29] prevents actually computing the solution through brute-force approaches.

Thus, almost all of the literature has focused on approximate schemes, which in many cases are inspired by this view of the problem as a partially observable Markov decision process, but that do not actually solve the POMDP. Two commonly used methods of this type are the expected improvement method [25, 21] and the knowledge-gradient method [14, 32], which use one-step lookahead approaches, based on different assumptions about what points are eligible for selection once sampling stops [15]. Two-step lookahead approaches have also been implemented computationally in [2, 17].

In contrast, we focus on calculating the Bayes-optimal algorithm. Our primary contribution is to show that it can be computed efficiently in Bayesian optimization problems that satisfy four assumptions:

- the underlying function is one-dimensional, as considered by [22, 6, 7, 9, 8, 27, 23].
- the Bayesian prior on this function has the Markov property (e.g., a Wiener process prior, as used by [22, 27, 1, 38, 30, 24, 23, 9], or an Ornstein-Uhlenbeck prior [26, 28]).
• the loss function is additive across location, as arises when the goal is to determine feasibility of points, as in [16], or to determine the set of points that are better than some known standard, as in [37].
• the limit on sampling is imposed as an additive cost in the objective, as in [10, 3], or as a constraint on the expected number of samples taken, as in [17, 13].

As a second contribution, we also provide an upper bound on the value of the Bayes optimal policy when the limit on sampling is imposed as an almost sure constraint on the number of samples taken.

While one dimensional feasibility determination problems do arise in practice [20], and we expect that the optimal policy can provide a great deal of value in those settings, a large fraction of practical Bayesian optimization problems violate one or more of the assumptions above, because many problems are in more than one dimension, and because non-Markov Gaussian processes are often used as priors [18, 31, 4]. Optimization is also a more common goal in the literature than super-level set determination (though in practice it is often just as useful to provide a set of points that perform well, i.e., that reside in some super-level set, from which a final decision can be selected based on other criteria).

Thus, we view our primary contribution as providing a specialized but nevertheless rich class of Bayesian optimization problems on which the performance of widely applicable heuristic procedures, such as the one-step lookahead procedures described above, may be studied relative to Bayes-optimal procedures. This guides algorithm development — if a heuristic procedure performs close to optimal on a set of problems, then this suggests that further improvement is not necessary even for other similar problems for which the optimality gap cannot be evaluated. In contrast, if all known heuristic procedures perform substantially worse than optimal on a set of problems, then this suggests that further algorithm development is worthwhile.

There is some complementary theoretical analysis in the literature of Bayes-optimal procedures for this and related problems. Much of it focuses on asymptotic analyses, and includes proofs of consistency for the Efficient Global Optimization (EGO) [35] and P algorithms [6], as well as convergence rates for these and closely related algorithms [7, 5, 9]. In terms of finite-time analyses, [34, 19] provide regret bounds for the closely related problem of Bayesian optimization in the bandit setting, but while these bounds characterize performance, slack in the bounds’ constants creates a potentially large multiplicative gap in which performance may lie. In the problems of multiple comparisons with a known standard and stochastic root-finding, procedures for computing explicit Bayes optimal procedures have been developed [37, 36], but these problems are only distantly related to Bayesian optimization. Thus, exact performance of optimal finite-time procedures has remained unknown in Bayesian optimization.

Below, in Section 2, we provide a formal description of the problem. Our main results are in Section 3, where we significantly reduce the state-space for a dynamic program giving rise to a Bayes-optimal policy. In Section 4 we consider the relationship between the cost-per-sample setting and the constrained-budget setting, showing how the optimal value for the former can be used to compute the optimal value of the latter. In Section 5 we present numerical results, illustrating the behavior of the optimal policy and using it to analyze the optimality gap for a one-step lookahead procedure. Finally, in Section 6, we conclude.

2 Problem Description

Let \( Y = (Y(x) : x \geq 0) \) be a Markov process over the positive real line, and let \([a, b]\) be a given interval, \(0 < a < b < \infty\). We consider adaptive sampling policies that characterize \( Y \) over \([a, b]\).

We will consider histories of the form \( \{(x_t, Y(x_t)) : t = 1, \ldots, T\} \) for some sequence of adaptively chosen points \((x_t : t = 1, \ldots, T)\) at which measurements occur.

Let \( \mathcal{H} = \bigcup_{T=0}^{\infty}(\mathbb{R}_+ \times \mathbb{R})^T \) be the space of all possible histories. A policy \( \pi : \mathcal{H} \mapsto \mathbb{R}_+ \cup \{\Delta\} \) is a measurable function that maps the current history to either a point to be sampled next, or to the symbol \( \Delta \), which indicates the decision to stop. We let \( \Pi \) indicate the space of all such policies.

We begin with an initial history \( H_0 \in \mathcal{H} \). For simplicity of analysis we assume that \( H_0 \) contains endpoint observations, that is \((a, Y(a)), (b, Y(b)) \in H_0\), but our results can be extended to the case where it does not. We define histories \( H_t \) and decisions \( x_t \) recursively, letting \( x_{t+1} = \pi(H_t) \) and letting

\[
H_{t+1} := \begin{cases} 
H_t \cup \{(x_{t+1}, Y(x_{t+1}))\}, & \text{if } x_{t+1} \neq \Delta, \\
H_t, & \text{if } x_{t+1} = \Delta,
\end{cases}
\]
so that the point sampled and the resulting observation of $Y$ is added to the history if the policy chooses to sample, and the history remains unchanged once the policy chooses to stop sampling. As indicated, if a policy measures a point already in the history, then the history remains unchanged. Also note that because the history is a set of tuples, the policy’s next action cannot depend on the order in which observations were made.

We define $\tau = \inf \{ t \geq 0 : \pi(H_t) = \triangle \}$ to be the total number of samples taken by a policy. When necessary, we will write $\tau^\pi$ to emphasize the policy on which $\tau$ depends.

We also define $\mathbb{P}^\pi$ to be the distribution over histories with respect to the randomness in $Y$ and the decisions made by $\pi$, for any $\pi \in \Pi$. We let $\mathbb{E}^\pi$ denote the expectation with respect to this distribution.

We seek to characterize $Y$ by assigning each point $x \in [a, b]$ a label, or class, based on our knowledge of $Y(x)$. Suppose there are $n < \infty$ classes to which a point might belong and let $I$ be an index set such that each element corresponds to one class. At time $\tau$, we will use the information collected, encoded in $H_\tau$, to classify each point in $[a, b]$; based on $H_\tau$ we construct a partition $\{B_i : i \in I\}$ of $[a, b]$, such that each $B_i$ is a measurable subset of $[a, b]$. If $x \in B_i$, we say that $x$ belongs to the $i$th class. We will receive a reward $R_{[a,b]}(H_\tau)$, defined below, that depends on the accuracy of this classification.

To formalize this we first choose bounded measurable functions $f_i : \mathbb{R} \rightarrow \mathbb{R}$ for each $i \in I$. The function $f_i$ is meant to reward or penalize the classification $x \in B_i$ given the true value $Y(x)$. In addition to requiring the $f_i$ be measurable and bounded, we also require that, for each $i \in I$, $f_i$ satisfies the following inequality:

$$
\int_{[a,b]} \mathbb{E} [|f_i \circ Y(x)|] \, dx < \infty. \tag{2.2}
$$

By Fubini’s theorem, this inequality will allow us below to interchange the integral over the domain of $Y$ and the expectation over the randomness in $Y$.

Now, fix any partition $\mathcal{B} = \{B_i : i \in I\}$ and $H \in \mathcal{H}$. We define the expected reward of the partition $\mathcal{B}$ given $H_\tau = H$ over $[a, b]$ to be

$$
R_{[a,b]}(H, \mathcal{B}) = \mathbb{E} \left[ \sum_{i \in I} f_i \circ Y(x) dx \mid H \right] = \sum_{i \in I} \int_{B_i} \mathbb{E} [f_i \circ Y(x) \mid H] \, dx, \tag{2.3}
$$

where the last equality holds due to (2.2) and Fubini’s theorem. Observing (2.3), a partition maximizing $R_{[a,b]}(H, \mathcal{B})$ is any $\mathcal{B}^* = \{B_i^* : i \in I\}$ such that for all $j \in I$, if $x \in B_j^*$, then

$$
j \in \arg\max_i \mathbb{E} [f_i \circ Y(x) \mid H].
$$

That is, $x$ belongs to any class $j$ maximizing $\mathbb{E} [f_j \circ Y(x) \mid H]$.

We define the expected reward $R_{[a,b]}(H)$ for any $H \in \mathcal{H}$ to be the expected reward of any optimal partition given $H$. That is,

$$
R_{[a,b]}(H) = R_{[a,b]}(H, \mathcal{B}^*) = \int_{[a,b]} \max_i \mathbb{E} [f_i \circ Y(x) \mid H] \, dx. \tag{2.4}
$$

Note that because we choose the functions $\{f_i : i \in I\}$ to be bounded, it follows that there exists some constant $C$ such that

$$
|R_{[a,b]}(H)| \leq C(b - a), \tag{2.5}
$$

for every $H \in \mathcal{H}$.

We now describe how this framework can be specialized to the problem of estimating superlevel sets. Recall the superlevel set of a function $g : [a, b] \rightarrow \mathbb{R}$ with respect to the threshold $k$ is the set $\{x \in [a, b] : g(x) \geq k\}$. In this context we use the index set $I = \{+, -\}$ corresponding to the classification of a point as above or below the threshold. We give two reasonable choices for the functions $f_+$ and $f_-:

1. $f_+(y) = \mathbbm{1}\{y \geq k\}$ and $f_-(y) = \mathbbm{1}\{y \leq k\}$. These functions are clearly measurable, bounded, and satisfy the inequality (2.2).
for all $1 \leq t < T$.

\[
\alpha(t) = \begin{cases} 
0 \quad \text{if } a \leq \alpha \leq b \\
1 \quad \text{if } \alpha < a \\
2 \quad \text{if } \alpha > b
\end{cases}
\]

\[
f_+(y) = \begin{cases} 
y - k & \text{if } |y - k| \leq C,
C \cdot \text{sign}(y - k) & \text{otherwise},
\end{cases}
\]
\[
f_-(y) = \begin{cases} 
k - y & \text{if } |y - k| \leq C,
C \cdot \text{sign}(k - y) & \text{otherwise},
\end{cases}
\]

for some constant $C > 0$ chosen a priori. We only consider these reward functions for Markov processes $Y$ such that the inequality (2.2) is satisfied.

Although we focus on superlevel set detection, this framework can be used to classify points based on other properties of $Y(x)$. For example, we could consider two thresholds for the range of $Y(x)$, and classify each point as being below both, above both, or in between them.

The performance of a policy $\pi$ at state $H$ over $[a, b]$ is the expected value of the final reward less the cost associated with the expected number of samples starting from an initial history $H$. That is, given a cost-per-sample of $c > 0$, the performance is defined as:

\[
\text{Per}(\pi, c, H) = \mathbb{E}^\pi \left[ R_{[a,b]}(H) - cT \mid H \right].
\]  

As a consequence of (2.5), a policy that has non-zero probability of taking infinitely many samples at a state $H$ (i.e. $\mathbb{P}(\tau = \infty \mid H) \neq 0$) achieves a performance of $-\infty$ at $H$.

Finally, the value of a state $H$ is defined to be the supremum of the performance over all policies. That is,

\[
V_{[a,b]}(H) = \sup_{\pi \in \Pi} \mathbb{E}^\pi \left[ R_{[a,b]}(H) - cT \mid H \right].
\]

We call (2.7) the cost-per-sample setting. Below, in section 4, we consider two other related settings: budget-constrained and expected-budget-constrained.

Now, in Section 3, we show how to approximately compute $\epsilon$-optimal policies for the cost-per-sample setting when summability is satisfied, i.e., one that attains within $\epsilon$ the supremum in (2.7) for the initial history $H_0$ and any $\epsilon > 0$. We refer to such an optimal policy as "$\epsilon$-Bayes-optimal" because it is $\epsilon$-optimal with respect to an expectation taken over the probability distribution of $Y$, which can be understood to be a Bayesian prior distribution.

## 3 Main Results for Cost-Per-Sample Case

To compute a Bayes-optimal policy, we focus on efficiently computing the value function defined in (2.7). Naive dynamic programming can be used, but the dimensionality of the portion of the state space reachable after $t$ samples grows linearly in $t$, causing the volume of the state space, and thus the memory and computation required for dynamic programming, to grow exponentially. Our main result decomposes the value function, showing that it is completely determined by its value on some 4-dimensional set, leading to its computation as a tractable dynamic program over a state space of small constant dimension. In particular, we prove the following:

**Theorem 1.** Fix interval $[a, b]$ and let $H \in \mathcal{H}$ be such that observations of $a$ and $b$ are included. Let $x_1, \ldots, x_{t+2}$ be the observations in $H$ contained within $[a, b]$. Suppose they are ordered such that $x_i < x_{i+1}$ for all $1 \leq i < t+2$, so $x_1 = a$ and $x_{t+2} = b$. Define $H_i = \{(x_i, y_i), (x_{i+1}, y_{i+1})\}$ for each $1 \leq i < t+2$. Then

\[
V_{[a,b]}(H) = \sum_{i=1}^{t+1} V_{[x_i, x_{i+1}]}(H_i).
\]

The importance of this theorem is that $V_{[a,b]}(H)$ is completely determined by its values on $\{H \in \mathcal{H} : |H| = 2\}$, greatly reducing the effective dimension of the dynamic program’s state space. We show below how this dimension reduction can be used in a recursive algorithm over a 4-dimensional state space (the set of histories of length two) to find $V_{[a,b]}(H)$. Recall that knowledge of the value function $V_{[a,b]}$ at every state can lead to $\epsilon$-optimal policies. Indeed, if $\epsilon = \kappa_1 + \kappa_2 + \ldots$ and $\pi$ is a policy that, at the $t$th step, selects a point $x_t$ to sample that is within $\kappa_t$ of the optimal, then $\pi$ is $\epsilon$-optimal. The point $x_t$ can be any point such that $V_{[a,b]}(H_t) - \kappa_t \leq \mathbb{E}[V_{[a,b]}(H_t \cup \{(x_t, Y(x_t))\})] | H_t$. For further details, see [11] section 5.
We can further reduce the state space when $Y$ satisfies additional structure. For any $\ell \in \mathbb{R}$, define the shift operator $T_\ell : \mathbb{R} \to \mathbb{R}$ by $T_\ell(x) = x + \ell$. We will apply $T_\ell$ to elements of $H$, and adopt the convention that $T_\ell(H) = \{(x + \ell, y) : (x, y) \in H\}$, i.e. $T_\ell$ only translates the location of the observations in $H$, and not their values. We say the Markov process $Y$ is translation invariant if, for any $H \in H$, $y \in \mathbb{R}$, $x \in \mathbb{R}_+$ and $\ell \in \mathbb{R}$ such that $x + \ell \geq 0$,

$$
\mathbb{P}(Y(x) \in dy \mid H) = \mathbb{P}(Y(x + \ell) \in dy \mid T_\ell(H)).
$$

The following proposition establishes that if the Markov process is translation invariant, so is the value function.

**Proposition 2.** Suppose $Y$ is translation invariant. Fix interval $[a, b]$ and pick any $\ell \in \mathbb{R}$ such that $a + \ell \geq 0$. Pick any history $H \in H$ and let $H' = T_\ell(H)$. Then

$$
V_{[a, b]}(H) = V_{[a', b']} (H')
$$

where $a' = a + \ell$ and $b' = b + \ell$.

Thus when $Y$ satisfies translation invariance, the value function is completely determined by its values on $\{H \in H : |H| = 2, (0, y_0) \in H\}$. (The choice of 0 in the $(0, y_0) \in H$ condition is arbitrary; one may replace 0 by any other constant in the domain of $Y$). In this case, $V_{[a, b]}$ can be computed as the result of a dynamic-programming-like recursion over a 3-dimensional, rather than 4-dimensional, state space, as described below. This reduction in dimension enables faster computation with less memory.

To prove our main results, we first state two technical lemmas:

**Lemma 3.** Let $H \in H$ contain $t$ observations. Let $H^I = \{(x, y) : x \in [a, b]\}$ denote the set of initial observations inside $[a, b]$. Then

$$
V_{[a, b]}(H) = V_{[a, b]}(H^I).
$$

For the following lemma and rest of this section we adopt the notation that, for $H \in H$ and $A \subseteq \mathbb{R}$, $H \cap A = \{(x, y) \in H : x \in A\}$. We will also write $x \in H$ to mean there exists $y \in \mathbb{R}$ such that $(x, y) \in H$.

**Lemma 4.** Fix interval $[a, b]$. Let

- $\Pi^1 = \{\pi \in \Pi : \mathbb{P}^\pi(\tau < \infty \mid H) = 1 \ \forall H \in H\}$ be the set of policies that almost surely take finitely many samples.
- $\Pi_{[a, b]}^2 = \{\pi \in \Pi : \pi(H) \in [a, b] \ \forall H \in H\}$ be the set of policies that only take samples in $[a, b]$.
- $\Pi^3 = \{\pi \in \Pi : \pi(H) \neq x \ \text{if} \ x \in H \ \forall H \in H\}$ be the set of policies that do not sample the same point twice.

Let $\bar{\Pi}_{[a, b]} = \Pi^1 \cap \Pi_{[a, b]}^2 \cap \Pi^3$. For all $H \in \mathcal{H}$, define

$$
\bar{V}_{[a, b]}(H) = \sup_{\pi \in \bar{\Pi}_{[a, b]}} \mathbb{E}^\pi \left[ R_{[a, b]}(H_x) - c \tau \mid H \right].
$$

Then $V_{[a, b]}(H) = \bar{V}_{[a, b]}(H)$ for all $H \in \mathcal{H}$.

Lemma 3 says that if $H \in \mathcal{H}$ contains endpoint observations then the only points in $H$ that affect $V_{[a, b]}(H)$ are those within $[a, b]$. Lemma 4 constructs a subset of $\Pi$ containing an optimal policy. The proofs of the above lemmas, as well as Proposition 2 are contained in the appendix. We are now in a position to prove the main decomposition theorem.

**Proof of Theorem 1.** We proceed by induction on $t$. When $t = 0$ the summation contains only one term and the result is established. Fix $t > 0$ and suppose the decomposition (3.1) holds for any $|H| < t + 2$.

Define $\tau_A$ with respect to any policy $\pi$ to be the number of points $\pi$ chooses to sample inside the set $A$, for some $A \subseteq [a, b]$. Thus if $\{w_i : 1 \leq i \leq \tau\}$ is the set of points sampled by $\pi$, $\tau_A = \sum_{i=1}^\tau \mathbb{1}\{w_i \in A\}$. By Lemma 4 we restrict our attention to $\pi \in \bar{\Pi}_{[a, b]}$. In particular if $(x, Y(x)) \in K$, $\pi$ will not choose
to sample at $x$ again given initial state $K$. Thus $\tau_{[a,b]} = \tau_{[a,x]} + \tau_{[x,b]}$ conditioned on any initial history containing $(x, Y(x))$. This is because the only point in $[a, x] \cap [x, b]$ is $x$, and the lone sample of $x$ is in the initial history and it is not counted in $\tau_{[a,x]}$ or $\tau_{[x,b]}$. From the Markov property, it is also clear that $R_{[a,b]}(H_x) = R_{[a,x]}(H_x) + R_{[x,b]}(H_x)$ almost surely conditioned on any initial history containing $x$.

Now, fix some $1 < i < t + 2$, so that $x_i$ is not $a$ or $b$. Note that

$$V_{[a,b]}(H) = \sup_{\pi \in \bar{\Pi}_{[a,b]}} \mathbb{E}^\pi \left[ R_{[a,b]}(H_x) - c\tau_{[a,b]} \mid H \right]$$

(3.6)

$$= \sup_{\pi \in \bar{\Pi}_{[a,b]}} \left( \mathbb{E}^\pi \left[ R_{[a,x]}(H_x) - c\tau_{[a,x]} \mid H \right] + \mathbb{E}^\pi \left[ R_{[x,b]}(H_x) - c\tau_{[x,b]} \mid H \right] \right)$$

(3.7)

$$\leq \sup_{\pi \in \bar{\Pi}_{[a,b]}} \mathbb{E}^\pi \left[ R_{[a,x]}(H_x) - c\tau_{[a,x]} \mid H \right] + \sup_{\pi \in \bar{\Pi}_{[a,b]}} \mathbb{E}^\pi \left[ R_{[x,b]}(H_x) - c\tau_{[x,b]} \mid H \right]$$

(3.8)

$$= \sup_{\pi \in \bar{\Pi}_{[a,b]}} \mathbb{E}^\pi \left[ R_{[a,x]}(H_x) - c\tau_{[a,x]} \mid H \right] + \sup_{\pi \in \bar{\Pi}_{[a,b]}} \mathbb{E}^\pi \left[ R_{[x,b]}(H_x) - c\tau_{[x,b]} \mid H \right]$$

(3.9)

$$= V_{[a,x]}(H) + V_{[x,b]}(H).$$

(3.10)

The equality between (3.6) and (3.7) holds because $x_i \in H$. The equality between (3.8) and (3.9) holds because $\bar{\Pi}_{[a,x]} \subseteq \bar{\Pi}_{[a,b]}$ and Lemma 4 shows the supremum is achieved in $\bar{\Pi}_{[a,x]}$ and similarly for $\bar{\Pi}_{[x,b]}$. The equality between (3.9) and (3.10) holds because $\tau^\pi_{[a,b]} = \tau^\sigma_{[a,b]}$ for any $\pi \in \bar{\Pi}_{[a,x]}$.

We now show that $V_{[a,b]}(H) \geq V_{[a,x]}(H) + V_{[x,b]}(H)$. Let $\pi \in \bar{\Pi}_{[a,x]}$ and $\sigma \in \bar{\Pi}_{[x,b]}$. Define the policy $\gamma$ by

$$\gamma(H) = \begin{cases} \pi(H \cap [a,x_i]), & \text{if } \pi(H \cap [a,x_i]) \neq \triangle, \\ \sigma(H \cap [x_i,b_i]), & \text{otherwise.} \end{cases}$$

(3.11)

That is, $\gamma$ is the policy that executes $\pi$ with input from $[a,x]$ until $\pi$ chooses to stop sampling, and then executes $\sigma$ with input from $[x_i,b]$ until $\sigma$ chooses to stop sampling. Since $\pi \in \bar{\Pi}_{[a,x]}$ and $\sigma \in \bar{\Pi}_{[x,b]}$, we know $\tau^\pi$ and $\tau^\sigma$ are almost surely finite, so $\gamma$ will fully execute both $\pi$ and $\sigma$. Observe the expected performance under $\gamma$ is

$$\mathbb{E} \left[ R_{[a,b]}(H^\gamma_x) - c\tau^\gamma_{[a,b]} \mid H \right] = \mathbb{E} \left[ R_{[a,x]}(H^\gamma_x) - c\tau^\gamma_{[a,x]} \mid H \right] + \mathbb{E} \left[ R_{[x,b]}(H^\gamma_x) - c\tau^\gamma_{[x,b]} \mid H \right]$$

(3.12)

$$= \mathbb{E} \left[ R_{[a,x]}(H^\gamma_x) - c\tau^\gamma_{[a,x]} \mid H \right] + \mathbb{E} \left[ R_{[x,b]}(H^\gamma_x) - c\tau^\gamma_{[x,b]} \mid H \right].$$

(3.13)

where the decomposition $\tau^\gamma_{[a,b]} = \tau^\gamma_{[a,x]} + \tau^\gamma_{[x,b]}$ holds under $\gamma$ because $(x_i, Y(x_i)) \in H$ and so $\gamma$ never samples $x_i$. Thus $V_{[a,b]}(H) \geq V_{[a,x]}(H) + V_{[x,b]}(H)$. As we have already established the reverse inequality, it follows that $V_{[a,b]}(H) = V_{[a,x]}(H) + V_{[x,b]}(H)$.

Now, we partition $H$ about $x_i$: Let $H_{\leq i} = \{(x, w) \in H : x \leq x_i\}$ and $H_{\geq i} = \{(x, w) \in H : x \geq x_i\}$. By Lemma 3, $V_{[a,x]}(H) = V_{[a,x]}(H_{\leq i})$ and $V_{[x,b]}(H) = V_{[x,b]}(H_{\geq i})$. Hence $V_{[a,b]}(H) = V_{[a,x]}(H_{\leq i}) + V_{[x,b]}(H_{\geq i})$. However, since $x_i$ was chosen to not be an endpoint, $|H_{\leq i}| < t + 2$ and $|H_{\geq i}| < t + 2$. Thus by the induction hypothesis,

$$V_{[a,b]}(H) = \sum_{j=1}^{i-1} V_{[x_j, x_{j+1}]}(H_j) + \sum_{j=i}^{t} V_{[x_j, x_{j+1}]}(H_j)$$

(3.14)

$$= \sum_{j=1}^{t} V_{[x_j, x_{j+1}]}(H_j),$$

(3.15)

and the induction holds.
Algorithm 1 Algorithm for computing the value function. Note the computation on line 8 is possible because \( V[w_1, w_2, x''] \) will already be stored for all \( w_1, w_2 \in \{y_1, \ldots, y_n\} \) and \( x'' \in \{x_1, \ldots, x'\} \). We assume that \( Y \) satisfies translation invariance, and thus Proposition 2 applies.

**Require:** Interval length \( \ell \), \( Y \)-range discretization \( y_1, \ldots, y_n \), \([0, \ell]\)-domain discretization \( x_1, \ldots, x_m \).

**Ensure:** \( x_1 = 0 \) and \( x_m = \ell \).

1: **for** \( y_L = y_1, \ldots, y_n \) **do**
2:  **for** \( y_R = y_1, \ldots, y_n \) **do**
3:  **for** \( x = x_1, \ldots, x_m \) **do**
4:      **if** \( x = 0 \) **then**
5:          \( V[y_L, y_R, x] \leftarrow 0 \)
6:      **else**
7:          Let \( H = \{(0, y_L), (x, y_R)\} \)
8:          \( V[y_L, y_R, x] \leftarrow \max \{ \mathbb{E}[V_{[0, x]}(H \cup \{(x', Y(x')\}) | H] - c : x' = x_1, \ldots, x \} \cup \{R_{[0,x]}(H)\} \)
9:      **end if**
10:  **end for**
11: **end for**
12: **end for**
13: **return** \( V \)

Then we can assume the leftmost observation in \( H \) is at 0. Thus the information in the array \( V \) can be used to approximate \( V_{[a,b]}(H) \) for any \( H \). (Note that finer discretizations lead to more accurate approximations).

If \( Y \) does not satisfy translation invariance only a small modification to Algorithm 1 is needed: \( V \) would have to be a 4-dimensional array, adding one more dimension for the leftmost observation.

The crux of the computation appears on line 8. Theorem 1 establishes that

\[
V_{[0,x]} \left( \{(0, y_L), (x, y_R), (x', Y(x'))\} \right) = V_{[0,x']}( \{(0, y_L), (x', Y(x'))\}) + V_{[x', x]} \left( \{(x', Y(x')), (x, y_R)\} \right)
\]

The expectation of the quantities on right side of the above formula will have already been stored by the algorithm for each point in the \( Y \)-range discretization, and so the expectation of the left hand side can be estimated by summing over the \( Y \)-range discretization.

### 4 Upper Bound on the Budget-Constrained Problem

So far in this paper we have considered the cost-per-sample scenario, where the policy may choose how many samples to make without any additional constraints. In this section, we show how the cost-per-sample problem relates to the budget-constrained problem, in which the number of samples the policy can take is constrained.

We first introduce the notion of a randomized policy. Let \( \Pi_R = \{ \pi : [0, 1] \times \mathcal{H} \to \mathbb{R}_+ \cup \{\Delta\} \} \), that is, the set of policies which take an additional argument inside \([0,1]\). For such policies, we adopt the convention that histories are still updated according to (2.1), with the modification that \( x_{t+1} = \pi(U, H_t) \) where \( U \sim \text{Uniform}([0,1]) \) is drawn once at time 0 and held fixed over time. We call these randomized policies because they may take different actions depending on the random variable \( U \). We will often write \( \pi(H) \) instead of \( \pi(U, H) \) when it is clear that \( \pi \) is randomized. Note that taking the supremum in equation (2.7) over the larger set \( \Pi_R \) instead of \( \Pi \) does not affect the optimal value, because the deterministic \( \epsilon \)-optimal policies we construct based on Theorem 1 remain \( \epsilon \)-optimal.

Throughout this section we hold an interval \([a,b]\) fixed. At any state \( H \in \mathcal{H} \) and \( T > 0 \), we define the following sets of constrained policies:

\[
\Pi_1(H, T) = \{ \pi \in \Pi_R : \mathbb{E}^\pi [\tau \mid H] = T \} \quad \text{and} \quad \Pi_2(H, T) = \{ \pi \in \Pi_R : \mathbb{P}^\pi (\tau = T \mid H) = 1 \}.
\]

The policies in \( \Pi_1 \) are referred to as expected-budget-constrained policies and the policies in \( \Pi_2 \) are referred to as the set of budget-constrained policies. The corresponding value functions are defined as:

\[
V_1(H, T) = \sup_{\pi \in \Pi_1(H, T)} \mathbb{E}^\pi [R_{[a,b]}(H_T) \mid H] \quad \text{and} \quad V_2(H, T) = \sup_{\pi \in \Pi_2(H, T)} \mathbb{E}^\pi [R_{[a,b]}(H_T) \mid H].
\]

---
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Budget-constrained-policies are common in practice - it is sometimes easier to allocate a predetermined number of samples than to determine a suitable cost, as the cost-per-sample case requires. Note the above are defined without a cost. This is because $\mathbb{E}^\pi[\tau \mid H] = T$ for any $\pi \in \Pi_1(H,T) \cup \Pi_2(H,T)$, so any cost term would be constant and not affect the optimal solution.

For the rest of this section we will write the cost-per-sample value function, as defined in equation (2.7), as a function of both the state and the cost. That is, let $V(H,\lambda)$ indicate $V_{[a,b]}(H)$ with a cost of $\lambda$. Now observe that for any $H \in \mathcal{H}$, $\lambda > 0$, $T > 0$,

$$V_1(H,T) = \sup_{\pi \in \Pi_1(H,T)} \mathbb{E}^\pi \left[ R_{[a,b]}(H_\tau) - \lambda(\tau - T) \mid H \right]$$

\leq \sup_{\pi \in \Pi_R} \mathbb{E}^\pi \left[ R_{[a,b]}(H_\tau) - \lambda \tau \mid H \right] + \lambda T

$$= \sup_{\pi \in \Pi} \mathbb{E}^\pi \left[ R_{[a,b]}(H_\tau) - \lambda \tau \mid H \right] + \lambda T$$

$$= V(H,\lambda) + \lambda T. \tag{4.6}$$

where the inequality between (4.3) and (4.4) holds because $\Pi_1(H,T) \subseteq \Pi_R$, and the inequality between (4.4) and (4.5) holds because the supremum is attained by a non-randomized policy. Thus it follows that for any $H \in \mathcal{H}$,

$$V_2(H,T) \leq V_1(H,T) \leq \inf_\lambda V(H,\lambda) + \lambda T \tag{4.7}$$

where the first inequality holds because $\Pi_2(H,T) \subseteq \Pi_1(H,T)$. Theorem 5 will establish that the second inequality above is tight, under appropriate assumptions on $T$.

We now introduce some notation. For any $H \in \mathcal{H}$ and $\pi \in \Pi_R$ let

$$r(\pi, H) = \mathbb{E}^\pi [R_{[a,b]}(H_\tau) \mid H] \quad \text{and} \quad t(\pi, H) = \mathbb{E}^\pi [\tau \mid H]. \tag{4.8}$$

For any $\lambda > 0$ and $\epsilon > 0$, let

$$\Pi^*_\epsilon(\lambda) = \{ \pi \in \Pi_R : \forall H \in \mathcal{H}, \text{Per}(\pi, \lambda, H) \geq V_{[a,b]}(H,\lambda) - \epsilon \}$$

denote the set of randomized policies whose performance at every state in $\mathcal{H}$ with a cost of $\lambda$ is at least $\epsilon$-optimal. Let

$$s(\lambda, H) = \lim_{\epsilon \to 0^+} \sup_{\epsilon \to 0^+} \{ t(\pi, H) : \pi \in \Pi^*_\epsilon(\lambda) \} \tag{4.9}$$

denote the limit as $\epsilon$ decreases to 0 of the maximum expected number of samples an $\epsilon$-optimal policy takes at any state $H$ given a cost of $\lambda$. The function $s(\lambda, H)$ will be instrumental in characterizing the policies in $\Pi_1(H,T)$ and thus the expected-budget-constrained value function $V_1(H,T)$. Finally, we define

$$\bar{T}(H) = \lim_{\lambda \to 0^+} s(\lambda, H). \tag{4.10}$$

Intuitively, $\bar{T}(H)$ denotes the maximum number of samples a sensible policy takes as the cost of taking samples decreases to 0. Note that $\bar{T}(H)$ inherently depends on the Markov process $Y$. It is natural to expect that as the cost decreases to 0 optimal policies will begin to take more and more samples, and hence $\bar{T}(H) = \infty$. However, it is possible to construct Markov processes $Y$ that are completely characterized by finitely many samples within $[a,b]$.

The main result of this section is stated in the following theorem.

**Theorem 5.** Fix a state $H_0 \in \mathcal{H}$ and let $0 \leq T < \bar{T}(H_0)$. Then

$$V_1(H_0,T) = \inf_\lambda V(H_0,\lambda) + \lambda T.$$

Theorem 5 is nice because it gives an alternate characterization of $V_1(H,T)$, but its main importance comes in noting the following:

$$V(H,\lambda) + \lambda T = \sup_{\pi \in \Pi} r(\pi, H) - \lambda t(\pi, H) + \lambda T$$

$$= \sup_{\pi \in \Pi} r(\pi, H) + \lambda(T - t(\pi, H)).$$
The fact that $V(H, \lambda)$ is a supremum over linear functions of $\lambda$ implies that it is a convex function of $\lambda$. Furthermore, for each value of $\lambda$ the quantity $V(H, \lambda) + \lambda^T c$ can be computed using simulations estimate the performance of the policy defined in Algorithm 1. Thus the actual value of $V_1(H)$ can be computed as the solution to a convex program in $\lambda$, which can be solved easily by algorithms such as bisection search.

**Proof of Theorem 5.** We hold $H_0 \in \mathcal{H}$ fixed throughout the proof, and for simplicity omit $H$ from the notation defined above (e.g. we refer to $s(\lambda, H_0)$ as $s(\lambda)$).

We first note two properties concerning $s(\lambda)$:

1. $\lim_{\lambda \to \infty} s(\lambda) = 0$. From inequality (2.5) we know there exists some constant $C > 0$ such that $|R_{t(n)}(H_0)| \leq C$. Thus the policy that takes 0 samples achieves a performance of $-C$ at worst. Take $\lambda > 2C$. Then the best performance a policy that takes 1 or more samples can achieve is worse than $C - 2C = -C$, meaning that the 0-sample-policy is best for such $\lambda$.

2. $s(\lambda)$ is monotonically decreasing. Fix $\epsilon > 0$, let $\lambda < \lambda'$ and pick any $\pi \in \Pi^*(\lambda)$ and $\pi' \in \Pi^*(\lambda')$. By the $\epsilon$-optimality of $\pi$ with respect to $\lambda$ and $\pi'$ with respect to $\lambda'$, the following inequalities hold:

$$r(\pi) - \lambda t(\pi) \geq r(\pi') - \lambda t(\pi') - \epsilon \quad (4.11)$$
$$r(\pi') - \lambda t(\pi') \geq r(\pi) - \lambda t(\pi) - \epsilon. \quad (4.12)$$

Subtracting (4.12) from (4.11) it follows that $(\lambda' - \lambda) t(\pi) + \epsilon \geq (\lambda' - \lambda) t(\pi') - \epsilon$. Since $\lambda' > \lambda$, it follows that $t(\pi) \geq t(\pi') - \frac{2\epsilon}{\lambda' - \lambda}. \quad (4.13)$

Taking $\epsilon \to 0^+$, we conclude $s(\lambda) \geq s(\lambda')$.

Since $s(\lambda)$ converges to $\bar{T}(H_0)$ as $\lambda \to 0^+$, converges to $\infty$ as $\lambda \to \infty$, is monotonically decreasing, and $0 \leq T < \bar{T}(H_0)$, it follows that there exists some $\lambda^*$ such that either $s(\lambda^*) = T$ or there is a jump discontinuity at $\lambda^*$ around $T$, that is $\lim_{\lambda \to \lambda^+} s(\lambda) \leq T$ and $\lim_{\lambda \to \lambda^-} s(\lambda) \geq T$. Pick any sequence $(\lambda_n, \Delta_n)$ such that $(\lambda_n)$ is decreasing in $n$, $(\Delta_n)$ is increasing in $n$, and $\lim_{n \to \infty} \lambda_n = \lambda^* = \lim_{n \to \infty} \Delta_n$. For each $n \in \mathbb{N}$ and $\epsilon > 0$, pick any $\pi_n \in \Pi^*(\lambda_n)$ and $\pi'_n \in \Pi^*(\lambda_n)$. By definition of $s(\lambda)$ and the fact that $\lambda_n > \lambda^*$, we know

$$t(\pi_n) \leq T. \quad (4.14)$$

Similarly, from equation (4.13) and the fact that $\Delta_n < \lambda^*$, we know

$$t(\pi'_n) \geq T - g_n(\epsilon), \quad (4.15)$$

where $g_n(\epsilon) = \frac{2\epsilon}{\lambda_n - \lambda^*}$.

We now construct a sequence of randomized policies $\{\pi_n\}_{n \in \mathbb{N}}$ based on $\{\pi_n\}_{n \in \mathbb{N}}$ and $\{\pi'_n\}_{n \in \mathbb{N}}$. First, we define probabilities $p_{\pi_n}^U$ by

$$p_{\pi_n}^U := \begin{cases} \frac{T - t(\pi'_n)}{t(\pi_n) - t(\pi'_n)}, & \text{if } t(\pi'_n) \neq t(\pi_n) \text{ and } t(\pi_n) \geq T, \\ \frac{1}{2}, & \text{if } t(\pi'_n) = t(\pi_n) \text{ and } t(\pi_n) \geq T, \\ 1, & \text{otherwise}. \end{cases} \quad (4.16)$$

The policies are defined by

$$\pi_n^U(H, U) := \begin{cases} \pi_n(H), & \text{if } U > p_{\pi_n}^U \\ \pi'_n(H), & \text{if } U \leq p_{\pi_n}^U. \end{cases} \quad (4.17)$$

Note that all of these policies satisfy $T \geq t(\pi_n^U) \geq T - g_n(\epsilon)$.

We now turn to a technical equality involving the policies $\{\pi_n^U\}$ and $\{\pi_n\}$. Let

$$L_n^U = p_{\pi_n} \Delta_n [t(\pi'_n) - T] + (1 - p_{\pi_n}) \lambda_n [t(\pi_n) - T]. \quad (4.18)$$

We claim the following equality holds:

$$\lim_{n \to \infty} \liminf_{\epsilon \to 0^+} L_n^U = 0. \quad (4.19)$$
To see this, first note that $L_n^*$ can be rewritten as

\[
L_n^* = p_n^* \lambda_n [t(\bar{\pi}_n^*) - T] + (1 - p_n^*) \lambda_n [t(\pi_n^*) - T] - p_n^* (\bar{\lambda}_n - \Delta_n) [t(\bar{\pi}_n^*) - T] = \lambda_n [t(\pi_n^*) - T] - p_n^* (\bar{\lambda}_n - \Delta_n) [t(\bar{\pi}_n^*) - T].
\]

(4.20)

The equality (4.20) can be derived from simple algebra, and equality (4.21) holds due to the definition of $\pi_n^*$. Since $T \geq t(\pi_n^*) \geq T - g_n(\epsilon)$ and $\lim_{n \to \infty} g_n(\epsilon) = 0$ for each $n \in \mathbb{N}$, it follows that

\[
\liminf_{\epsilon \to 0^+} \lambda_n [t(\pi_n^*) - T] = 0.
\]

(4.22)

Similarly, note that

\[
\liminf_{\epsilon \to 0^+} p_n^* (\bar{\lambda}_n - \Delta_n) [t(\bar{\pi}_n^*) - T] = (\bar{\lambda}_n - \Delta_n) \liminf_{\epsilon \to 0^+} p_n^* [t(\bar{\pi}_n^*) - T].
\]

(4.23)

Since the $(p_n^*)$ and $[t(\bar{\pi}_n^*) - T]$ are bounded in $\epsilon$ the liminf above is finite. Since $\lim_{n \to \infty} \bar{\lambda}_n - \Delta_n = 0$,

\[
\lim_{n \to \infty} \liminf_{\epsilon \to 0^+} L_n^* = 0 - \lim_{n \to \infty} (\bar{\lambda}_n - \Delta_n) \liminf_{\epsilon \to 0^+} p_n^* [t(\bar{\pi}_n^*) - T] = 0
\]

(4.24)

and (4.19) is established.

Now let $S = \inf_{\lambda} V(H, \lambda) + \lambda T$. For any $n \in \mathbb{N}$ and $\epsilon > 0$, because $S \leq V(H, \Delta_n) + \Delta_n T$ and similarly for $\bar{\lambda}_n$, we have

\[
S \leq p_n^* [V(H, \Delta_n) + \Delta_n T] + (1 - p_n^*) [V(H, \bar{\lambda}_n) + \bar{\lambda}_n T]
\]

(4.25)

\[
\leq p_n^* [(r(\pi_n^*) - \Delta_n) (t(\pi_n^*) - T) + \epsilon] + (1 - p_n^*) [r(\pi_n) - \bar{\lambda}_n (t(\pi_n^*) - T) + \epsilon]
\]

(4.26)

\[
r(\pi_n^*) - p_n^* \bar{\lambda}_n (t(\bar{\pi}_n^*) - T) - (1 - p_n^*) \bar{\lambda}_n [t(\pi_n^*) - T] + \epsilon.
\]

(4.27)

Taking $\liminf_{\epsilon \to 0^+}$ on both sides, it follows that

\[
S \leq \liminf_{\epsilon \to 0^+} \left( r(\pi_n^*) - p_n^* \bar{\lambda}_n [t(\pi_n^*) - T] - (1 - p_n^*) \bar{\lambda}_n [t(\pi_n^*) - T] + \epsilon \right)
\]

(4.28)

\[
\leq \liminf_{\epsilon \to 0^+} r(\pi_n^*) - \liminf_{\epsilon \to 0^+} \left( p_n^* \bar{\lambda}_n [t(\pi_n^*) - T] + (1 - p_n^*) \bar{\lambda}_n [t(\pi_n^*) - T] \right).
\]

(4.29)

Equation (4.19) establishes that taking $n \to \infty$ sends the second above term to 0. Hence

\[
S \leq \lim_{n \to \infty} \liminf_{\epsilon \to 0^+} r(\pi_n^*).
\]

(4.30)

We now note that for any policy $\pi \in \Pi_1$ such that $t(\pi) \leq T$, there exists a policy $\pi^* \in \Pi_1(T)$ such that $r(\pi) = r(\pi^*)$. Define the policy $\pi^*$ by letting $\pi^*(H) = \pi(H)$ provided $\pi(H) \neq \Delta$. Let $h \in H_0$ be any point that has already been samples. Once $\pi(H) = \Delta$, $\pi^*$ chooses to sample at $h$ for $|T - t(\pi)|$ iterations. Finally, $\pi^*$ chooses to sample at $h$ one more time with probability $|T - t(\pi)| - (T - t(\pi))$. By construction it follows that $t(\pi^*) = t(\pi)$, and since sampling at $h$ does not affect the reward we have that $r(\pi^*) = r(\pi)$.

Since $T \geq t(\pi_n^*)$ for all $n$ and $\epsilon$, it follows that $V_1(T) \geq \sup_{n, \epsilon} t(\pi_n^*)$. Thus,

\[
\sup_{n, \epsilon} r(\pi_n^*) \leq V_1(T)
\]

\[
\leq S
\]

\[
\leq \lim_{n \to \infty} \liminf_{\epsilon \to 0^+} r(\pi_n^*)
\]

\[
\leq \sup_{n, \epsilon} r(\pi_n^*).
\]

Since the first and final terms above are the same, the inequalities above are forced to be equalities, and so

\[S = V_1(T),\]

\]

□
5 Experimental Analysis

In this section we run simulations to better understand the behaviour of the optimal policy. We focus on superlevel set detection, and consider two choices for the Markov process \( Y \). The first is a standard Brownian motion. The second is a compound Poisson process, that is

\[
Y(t) = \sum_{i=0}^{N(t)} D_i,
\]

where \( N(t) \) is a Poisson process with parameter \( \mu \) and \( D_i \) are independent standard normal variables. We consider the interval \([a, b] = [0, 1]\), the threshold \( k = 0 \) and assume we have observed endpoint observations \( Y(0) = Y(1) = 0 \). For the compound Poisson process we use a parameter of \( \mu = 20 \). The algorithm we use to compute the value function (and thus the optimal policy) is given in Algorithm 1. Both the standard Brownian motion and compound Poisson process satisfy translation invariance (as defined in equation (3.2)), so we are only concerned with a 3-dimensional state space. To compute the optimal policy we discretize the domain and range of \( Y \). For all of our experiments we use the indicator reward functions: \( f_+(y) = \mathbb{1}\{y \geq k\} \) and \( f_-(y) = \mathbb{1}\{x \leq k\} \).

Figure 5.1 depicts the behavior of the optimal policy defined in Algorithm 1 for a Brownian motion over the interval \([0, 1]\). The optimal policy and expected value function exhibits several intuitive properties. First, note that the difference between the expected value of sampling and the expected reward of not sampling is larger for the intervals where the endpoints are further away from the threshold. Second, note that the optimal policy takes its first sample exactly in the middle of the interval \([0, 1]\) at \( x = 0.5 \), the point with the highest variance.

One benefit of being able to compute an optimal policy is being able to characterize suboptimality of the common one-step lookahead heuristic policy described in the introduction. In this problem setup, the one-step lookahead heuristic policy samples the point maximizing the expected immediate reward, or chooses to stop sampling when the gain in reward is lower than the cost. We simulated both this policy and the optimal policy, varying the cost \( c \). We used both the compound Poisson process and Brownian motion prior on \( Y \), again over \([0, 1]\). As above, we assume the initial history \( H_0 = \{(0,0),(0,1)\} \), that is, we assume initial observations \( Y(0) = Y(1) = 0 \), and use a threshold of \( k = 0 \). The value of a policy is estimated by running the policy under the above conditions (where we sample the observations of \( Y \) from the corresponding conditional distribution), and looking at the expected reward once the policy chooses to stop sampling. We obtain accurate estimates by running each policy 100000 times. The results are shown in Figure 5.2. While the one-step lookahead policy is clearly suboptimal, for each value of \( c \) we tested, the value of the one-step lookahead policy is within 98% of the optimal. This bodes well for the performance of more realistic one-step lookahead algorithms, which are common in practice as discussed in Section 1.

Recall in Section 4 we defined \( V_1(H) \) as the optimal value of a policy with expected budget constraints, and \( V_2(H) \) as the optimal value of a policy with almost sure budget constraints. Also recall we proved \( V_1(H) \) is equal to the solution of the convex optimization program (4.7). In Figure 5.3a we plot \( V_1(H) \) as a function of the expected number of samples \( T \), when \( Y \) is a Brownian motion, with the same parameters as above. As discussed in Section 4, \( V_1(H) \geq V_2(H) \). A simple lower bound for \( V_2(H) \) is the one-step lookahead policy that takes exactly \( T \) samples. For each \( T \in \{1,\ldots,10\} \) we estimated this lower bound by simulating the one-step lookahead policy 50000 times. In Figure 5.3b we plot a region containing \( V_2(H) \): the lower bound is provided by the one-step lookahead policy, and the upper bound is provided by \( V_1(H) \). The fact that shaded region in Figure 5.3b is small means we have characterized \( V_2(H) \) to high accuracy. The fact that the lower bound provided by the one-step lookahead policy characterizes \( V_2(H) \) to such high accuracy shows that the one-step lookahead policy is very effective in the constrained budget setting.

6 Conclusion

In this paper, we consider a class of Bayesian optimization problems where the underlying prior is a Markov process and we pay a cost for each sample. We show that the Bayes-optimal policy is computationally tractable, by way of showing that the value function is completely determined by its values on a 3- or 4-dimensional set. We use this optimal cost-per-sample policy to compute the optimal value when there is
Figure 5.1: Depiction of an optimal policy. Here $Y$ is a standard Brownian motion, set the threshold $k = 0$, x-axis discretization of 100, cost $c = 0.05$. **Left:** Sampled points at each iteration. **Right:** Expected value of the value function (solid line) plotted against expected reward (dashed line). The policy samples the point maximizing the difference between these quantities until the maximum difference is negative.
Figure 5.2: Value of optimal policy (in blue) and value of one-step lookahead policy (in green) vs. the cost of sampling.

Figure 5.3: Constrained-budget value plots (expected and almost sure constraints on the left and right respectively) when $Y$ is a Brownian motion. On the right, the upper bound on $V_2(H)$ is provided by $V_1(H)$, and the lower bound by the one-step lookahead policy that takes exactly $T$ samples.
no cost to sample, but there is a constraint on the expected number of samples taken, as the result of a simple convex optimization problem. We also use the optimal cost-per-sample policy to provide tight bounds when the constraint on the number of samples taken is almost sure. Computational experiments show that the optimal policy outperforms the commonly used one-step lookahead policy, but also that the optimality gap between one-step lookahead and the optimal policy is small, justifying the use of one-step lookahead in practice.

A Proofs

Proof of Lemma 3. We first show $V_{[a, b]}(H) \geq V_{[a, b]}(H^I)$. Let $\sigma \in \Pi$. Let $H^O = H \setminus H^I$ denote the set of initial observations outside $[a, b]$. Define $\pi \in \Pi$ by $\pi(K) := \sigma(K \setminus H^O)$ for all $K \in \mathcal{H}$.

Consider the following Markov processes:

1. $(H_t^\pi)_{t \geq 0}$ with initial state $H_0 = H$ operated under $\mathbb{P}^\pi$.

2. $(H_t^{I, \sigma})_{t \geq 0}$ with initial state $H_0^I = H^I$ operated under $\mathbb{P}^\sigma$.

Now, note that

$$R_{[a, b]}(H_t^\pi) = R_{[a, b]}(H_t^\pi \setminus H^O) \approx R_{[a, b]}(H_t^{I, \sigma}) \quad \text{(A.1)}$$

where the first equality holds (almost surely, under $\mathbb{P}^\pi$) because $Y$ is a Markov process and $H$ contains endoint observations, and the second equality (in distribution) holds because $H_t^\pi \setminus H^O$ under $\mathbb{P}^\pi$ is equal in distribution to $H_t^{I, \sigma}$ under $\mathbb{P}^\sigma$. Moreover, $\tau^\pi$ under $\mathbb{P}^\pi$ starting from initial state $H$ is equal in distribution to $\tau^{\sigma}$ under $\mathbb{P}^\sigma$ starting from initial state $H^I$. Thus

$$\mathbb{E}^\pi[R_{[a, b]}(H_t^\pi) - c\tau^\pi | H] = \mathbb{E}^\sigma[R_{[a, b]}(H_t^{I, \sigma}) - c\tau^\sigma | H^I],$$

and the inequality $V_{[a, b]}(H) \geq V_{[a, b]}(H^I)$ is established.

To establish the reverse inequality, we apply the same logic as above. Let $\pi \in \Pi$ and define $\sigma \in \Pi$ by $\sigma(K) = \pi(K \cup H^O)$. Then the Markov processes $(H_t^\pi)_{t \geq 0}$ and $(H_t^{I, \sigma})_{t \geq 0}$ with initial states $H$ and $H^I$ respectively, and operated under $\mathbb{P}^\pi$ and $\mathbb{P}^\sigma$ respectively, share the same properties as before, but since $\sigma$ is now constructed based on $\pi$ we conclude $V_{[a, b]}(H^I) \geq V_{[a, b]}(H)$.

Proof of Lemma 4. Fix $H_0 \in \mathcal{H}$. Since $\bar{\Pi}_{[a, b]} \subseteq \Pi$ it follows that $\bar{V}_{[a, b]}(H_0) \leq V_{[a, b]}(H_0)$. We establish the three properties sequentially:

1. Suppose $\pi \in \Pi$ is such that $\mathbb{P}^\pi(\tau = \infty | H_0) \neq 0$. Then $\mathbb{E}^\pi[\tau | H_0] = \infty$. Since $c > 0$ it follows that Per($\pi, c, H_0) = -\infty$ and so $\pi$ cannot be optimal. Thus the supremum can be taken over $\Pi^1$.

2. Let $\pi \in \Pi$ be such that there is nonzero probability that, for some $t \geq 0, \pi(H_t) \in H_t$. Write $x = \pi(H_t)$. Let $x_1, \ldots, x_n$ be the complete set of points that $\pi$ chooses to sample after sampling $x$ (note that all of these points are random due to the randomness in the sample, except for $x_1$). Define $\sigma$ to be the same as $\pi$, except on $H_t$ where $\sigma$ samples $x_1$ first and the distribution on the rest of the points is the same. Then $\mathbb{E}^\pi[R_{[a, b]}(H_t)] = \mathbb{E}^\sigma[R_{[a, b]}(H_t)]$ since sampling at $x$ again has no affect on the reward, but $\sigma$ takes one fewer sample than $\pi$ and so it has better performance. Repeating this process for every such $H_t$, one can construct a policy that never samples a point that has already been sampled and that has better performance than $\pi$. It follows that the supremum can be taken over $\Pi^1 \cap \Pi^3$.

3. Now, let $\pi \in \Pi^1 \cap \Pi^3$ and let $\mathcal{J} = \{H \in \mathcal{H} : \pi(H) \notin [a, b]\}$.

For each $H \in \mathcal{H}$, let $x_1, \ldots, x_n_H$ denote the random sequence of points $\pi$ samples until it chooses to stop sampling, or it samples inside $[a, b]$. That is, if $\pi(H) \in [a, b]$ then $n_H = 1$. If $\pi$ never samples inside $[a, b]$ after $H$, then $x_{n_H} = \Delta$. Define $\sigma(H) = x_{n_H}$. It follows that $H_{\tau^\pi}^\sigma$ with initial state $H_0$ is equal in distribution to $H_{\tau^\pi} \cap [a, b]$ also with initial state $H_0$. Thus $\mathbb{E}^\pi[R_{[a, b]}(H_{\tau^\pi}) | H_0] = \mathbb{E}^\sigma[R_{[a, b]}(H_{\tau^\sigma}) | H_0]$. However, $\mathbb{E}^\pi[\tau | H_0] \leq \mathbb{E}^\sigma[\tau | H_0]$. Thus, the performance of $\sigma$ is equal or greater to the performance of $\pi$. Hence the supremum can be taken over $\Pi^1 \cap \Pi^2_{[a, b]} \cap \Pi^3$ and the result is established.
Proof of Proposition 2. By Lemma 3 we assume all observations in $H$ are contained in $[a, b]$, i.e. $x \in [a, b]$ for all $(x, y) \in H$.

We show that for any policy $\pi \in \Pi_{[a, b]}$ there exists a policy $\sigma \in \Pi_{[a', b']}$ on $[a', b']$ such that $\mathbb{E}^\pi [R_{[a, b]} - cr|H] = \mathbb{E}^\sigma [R_{[a', b']} - cr|H']$.

Fix any policy $\pi \in \Pi_{[a, b]}$. Define $\sigma(\ell) := T_{\ell} \circ \pi \circ T_{-\ell}(K \cap [a', b'])$ for every $K \in \mathcal{H}$. We use the intersection $K \cap [a', b']$ so that all observations live at or above 0, i.e. $T_{-\ell}(K \cap [a', b']) \in \mathcal{H}$.

Now, consider the two Markov processes:

1. $(H_t)_{t \geq 0}$ under $\pi$ with initial state $H_0 = H$.
2. $(T_{-\ell}(H'_t))_{t \geq 0}$ under $\sigma$ with initial state $T_{-\ell}(H'_0) = T_{-\ell}(H')$.

In (2), we apply the shift operator $T_{-\ell}$ to $H'_t$ so that the two Markov Processes have the same initial state.

We now show the two Markov processes have the same transition kernel. Suppose $T_{-\ell}(H'_t) = H_t$ for some $t \geq 0$, that is, both Markov Processes are in the same state at time $t$. Note that $\pi$ and $T_{-\ell} \circ \sigma$ choose to sample the same point:

$$T_{-\ell} \circ \sigma(H'_t) = T_{-\ell} \circ T_{\ell} \circ \pi \circ T_{-\ell}(T_{\ell}(H_t) \cap [a', b']) = \pi(H_t \cap [a, b]) = \pi(H_t)$$

where the final equality holds because $H$ has all observations contained in $[a, b]$ and $\pi \in \Pi_{[a, b]}$, so $H_t$ must be contained in $[a, b]$ for all $t$. Call this point $x_{t+1}$. It follows that every state $K$ with nonzero probability for the $t + 1$th time of both Markov Processes is of the form $K = H_t \cup \{(x_{t+1}, y)\}$ for some $y \in \mathbb{R}$. Then,

$$\mathbb{P}^\pi (H_{t+1} = K|H_t) = \mathbb{P} (Y(x_{t+1}) \in dy|H_t) = \mathbb{P} (Y(x_{t+1}) \in dy|T_{-\ell}(H'_t)) = \mathbb{P}^\sigma (T_{-\ell}(H'_t) = K|T_{-\ell}(H'_t)).$$

Hence the two Markov Processes have the same transition kernel, and since they have the same initial state, it follows they have the same distribution.

A simple consequence of this is that $\tau$ under $\pi$ and $\tau$ under $\sigma$ are identically distributed. Indeed, $\tau_\pi \sim |H_x| - |H_0| \sim |H'_x| - |H'_0| \sim \tau_\sigma$.

Finally, observe that the reward is translation invariant: $R_{[a, b]}(K) = R_{[a', b']}(T_{\ell}(K))$ for any $K \in \mathcal{H}$. Thus,

$$\mathbb{E}^\pi [R_{[a, b]}(H_\tau) | H_0] = \mathbb{E}^\pi [R_{[a', b']}(T_{\ell}(H_\tau)) | H_0] = \mathbb{E}^\sigma [R_{[a', b']}(T_{\ell}(H_\tau)) | H_0] = \mathbb{E}^\sigma [R_{[a', b']} (H'_\tau) | H'_0]$$

where the equality between (A.5) and (A.6) holds because $T_{\ell}$ is a bijection, and equality between (A.6) and (A.7) holds because $T_{\ell}(H_\tau) \cap T_{\ell}(H_0)$ under $\pi$ is equal in distribution to $H'_\tau \cap H'_0$ under $\sigma$.

Thus $\mathbb{E}^\pi [R_{[a, b]} - cr|H] = \mathbb{E}^\sigma [R_{[a', b']} - cr|H']$, as we set out to show. It follows that $V_{[a, b]}(H) \leq V_{[a', b']}(H')$. Setting $a := a + \ell$, $b := b + \ell$ and $\ell := -\ell$ establishes the reverse inequality, and equality follows.
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