The role of commuting operators in quantum superintegrable systems
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Abstract
We discuss the role of commuting operators for quantum superintegrable systems, showing how they are used to build eigenfunctions. These ideas are illustrated in the context of resonant harmonic oscillators, the Krall–Sheffer operators, with polynomial eigenfunctions, and the Calogero–Moser system with additional harmonic potential. The construction is purely algebraic, avoiding the use of separation of variables and differential equation theory.
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1. Introduction
The notions of complete and superintegrability have their origins in classical mechanics.

A Hamiltonian system of \( n \) degrees of freedom, Hamiltonian \( H \), is said to be completely integrable in the Liouville sense if we have \( n \) independent functions \( I_\alpha \), which are in involution (mutually Poisson commuting), with \( H \) being a function of these and typically just one of them. While \( n \) is the maximal number of independent functions which can be in involution, it is possible to have further integrals of the Hamiltonian \( H \), which necessarily generate a non-Abelian algebra of integrals of \( H \). The maximal number of additional independent integrals is \( n - 1 \), since the ‘level surface’ of \( 2n - 1 \) integrals (meaning the intersection of individual level surfaces) is just the (unparameterised) integral curve. Well known elementary examples are the isotropic harmonic oscillator, the Kepler system and the Calogero–Moser system.

The idea can be extended to quantum integrable systems, with first integrals replaced by commuting differential operators. If we are truly interested in the system as a physical quantum system, then we would require our operators to be Hermitian. However, the same ideas are applicable to the study of polynomial eigenfunctions of Laplace–Beltrami operators, so we will not impose this condition. Whereas the goal in classical mechanics is to solve the equations of motion for the trajectory, the quantum case seeks the spectrum and
corresponding eigenfunctions. Superintegrability leads to degeneration of eigenvalues in a direct way, to be explained in this paper.

A commuting operator can share eigenfunctions, but can also permute the eigenfunctions of a degenerate eigenvalue of the Hamiltonian. The best known example of this is the action of the rotation algebra on the eigenfunctions of a spherically symmetric Hamiltonian, such as that of the hydrogen atom. This is, indeed, the simplest example, since the rotation algebra is represented by first order differential operators. Another example is the resonant harmonic oscillator, which involves higher order differential operators, as described in section 2. This phenomenon is commonly seen in superintegrable quantum systems, where it is possible to use the additional commuting operators to explicitly build sequences of eigenfunctions [5–7].

There is a large literature on the classification and analysis of superintegrable systems (see the review [21]) and they naturally occur in many applications in physics (additional integrals being referred to as ‘hidden symmetries’ [2, 22]).

In section 2 we briefly explain ideas in the familiar context of the resonant harmonic oscillator. In section 3 we discuss the Krall–Sheffer operators, which are deformations of the Laplace–Beltrami operators of associated (pseudo-)Riemannian manifolds. The role of the isometries in building higher order commuting operators is emphasised. The role of these operators in constructing a triangular array of polynomial eigenfunctions is explained. In section 4 we discuss the extension of Krall–Sheffer operators to a three dimensional domain. Again the isometries play a key role in the building of commuting operators, which are then used to build a tetrahedral array of polynomial eigenfunctions.

We next consider the quantum Calogero–Moser system (in the two and three dimensional cases), with the addition of an external harmonic potential. This is well known to be superintegrable and has a plethora of commuting operators. By considering this as a deformation of the isotropic harmonic oscillator, we extend some of the latter’s integrals to the Calogero–Moser case. These operators are then used to build eigenfunctions, which are deformations of those of the isotropic harmonic oscillator.

2. Resonant harmonic oscillators

Since two harmonic oscillators in Cartesian coordinates are just written as the sum of one-dimensional oscillators, the system is clearly separable in both the classical and quantum cases. This system can be explicitly solved by elementary methods. When the oscillators are resonant, some additional features arise. The classical orbits are periodic, forming Lissajous figures in the configuration space. The quantum spectrum is degenerate, with multiple eigenfunctions corresponding to each eigenvalue. Both these phenomena are a result of superintegrability (see [8] for further discussion). Here we just discuss the quantum case.

We consider the eigenvalue problem

\[
L\psi \equiv \left( \partial_t^2 + \partial_c^2 - \omega_1^2 x^2 - \omega_2^2 y^2 \right) \psi = \lambda \psi
\]  

with ladder operators \(A^+ = \pm \partial_t + \omega_1 x\), \(A^- = \mp \partial_t + \omega_2 y\), satisfying

\[
[L, A^\pm_t] = \mp 2\omega_t A^\pm_t, \quad [L, A^\pm_y] = \mp 2\omega_y A^\pm_y, \quad [A^+_t, A^+_y] = 0.
\]

The ground state \(\psi_{0,0} = e^{-\frac{1}{4}(\omega_1 x^2 + \omega_2 y^2)}\) satisfies

\[
A^- \psi_{0,0} = A^- \psi_{0,0} = 0, \quad L\psi_{0,0} = -(\omega_1 + \omega_2)\psi_{0,0}.
\]
and we use the raising operators to define an infinite triangular array of eigenfunctions:

\[ \psi_{i,j} = (A_x^+)^i(A_y^+)^j\psi_{0,0}, \quad \text{with eigenvalues } \omega_{i,j} = -(2i + 1)\omega_1 - (2j + 1)\omega_2. \]  

(1b)

Since the ladders in the \( x \)-direction commute with those in the \( y \)-direction, it does not matter which order we operate with \( A_x^+ \) and \( A_y^+ \). Each order corresponds to a different path through the array depicted in figure 1. We can also move in the negative direction \( A_x^- \psi_{j,k} = 2\omega_1 \psi_{j-1,k}, A_y^- \psi_{j,k} = 2\omega_2 \psi_{j,k-1} \).

The eigenvalues \( \omega_{i,j} \) are distinct, if and only if \( \omega_1 \) and \( \omega_2 \) are not commensurate.

When \((\omega_1, \omega_2) = (m, n)\), we can build two commuting operators (see Jauch and Hill [15]):

\[ [L_x, (A_x^+)^m] = \pm 2mn(A_x^+)^n, \quad [L_y, (A_y^+)^m] = \pm 2mn(A_y^+)^n \Rightarrow \begin{cases} [L_x, (A_x^+)^m(A_y^+)^n] = 0, \\ [L_y, (A_y^+)^m(A_x^+)^n] = 0. \end{cases} \]

The operators

\[ S_r = (A_x^+)^m(A_y^+)^n \quad \text{and} \quad S_l = (A_x^+)^m(A_y^-)^n \]

(2)

play the role of connecting eigenfunctions with the same eigenvalue, so are directly related to degeneracy. The labelling indicates that \( S_r \) moves us in the rightwards direction, while \( S_l \) takes us leftwards.

Isotropic case: \((m, n) = (1, 1)\). Here we have

\[ S_r = A_x^+A_y^+ = xy + y\partial_x - x\partial_y - \partial_x\partial_y \quad \text{and} \quad S_l = A_x^+A_y^- = xy - y\partial_x + x\partial_y - \partial_x\partial_y, \]

taking us respectively right and left across a horizontal, with \( i + j = \ell \), each with eigenvalue \( \omega_{i,j} = -2(\ell + 1) \).

The more usual operators are just the even and odd combinations:

\[ S_+ = \frac{1}{2}(S_r + S_l) = xy - \partial_x\partial_y, \quad S_- = \frac{1}{2}(S_r - S_l) = y\partial_x - x\partial_y. \]

This case (and its three dimensional version) arises in the context of the Calogero–Moser system of sections 5 and 6.

The case: \((m, n) = (1, 2)\). Here we have

\[ S_r = A_x^+(A_y^+)^2 = 2(x^2 + 1)y + 4xy\partial_x - (x^2 + 1)\partial_y + 2y\partial_x^2 - 2x\partial_x\partial_y - \partial_x^2\partial_y, \]

\[ S_l = (A_x^+)^3A_y^- = 2(x^2 - 1)y - 4xy\partial_x + (x^2 - 1)\partial_y + 2y\partial_x^2 - 2x\partial_x\partial_y + \partial_y^2\partial_x, \]
taking us respectively right and left in the direction of the line \( i + 2j = \ell \), each with eigenvalue \( \lambda_{ij} = -(2\ell + 3) \). For example, the first of these acts as \( \psi_{ij} \mapsto \psi_{i-2,j+1} \).

### 2.1. Relation of these integrals to the Euclidean algebra

The Laplacian operator here corresponds to the Euclidean metric, with symmetries generated by the Euclidean algebra:

\[
T_1 = \partial_x, \quad T_2 = \partial_y, \quad \Omega = y\partial_x - x\partial_y,
\]

satisfying

\[
[T_1, T_2] = 0, \quad [T_1, \Omega] = -T_2, \quad [T_2, \Omega] = T_1.
\]

The only (nontrivial) operator (1) which admits such a symmetry, is the isotropic case, where we saw that \( S_- = \Omega \).

Generally, we have

\[
S_+ = (-\partial_y)^m(\partial_x)^n + 'lower order terms' \quad \text{and} \quad S_\ell = (\partial_y)^n(-\partial_x)^m + 'lower order terms'.
\]

In each case we have leading order term \( \pm T_1^n T_2^m \), which commutes with the Laplacian, while the ‘lower order terms’ do not.

One of the operators \( S_\pm \) is of order \( m + n \), with leading order term \( \pm T_1^n T_2^m \), while the other is of order \( m + n - 1 \), with leading order term \( \pm \text{Sym} \left( T_1^{m-1} T_2^{n-1} \Omega \right) \), where ‘Sym’ is just the symmetrisation of these operators, which simplifies the form of the ‘lower order’ terms. Again, the leading order terms commute with the Laplacian.

For the case \( (m, n) = (1, 2) \), we find that \( S_\pm \) take the form

\[
S_+ = \Omega T_1 + T_1 \Omega + 2x^2 y \quad \text{and} \quad S_- = T_1^2 T_2 - 4xy\partial_x + x^2 \partial_y - 2y.
\]

**Remark 2.1.** While such formulae can be constructed for each specific case, it is not possible to write a universal formula. Furthermore, while building first integrals by deforming higher order ‘Killing tensors’ is a recurrent theme in this paper, it is not the most transparent way for the resonant oscillators, since the formulae for \( S_+ \) and \( S_- \) in terms of ladder operators directly give the operation of moving right and left in the array of eigenfunctions.

### 2.2. Associated Hermite polynomials

As in the one dimensional case, we can set \( \psi_{j,k} = \psi_{0,0} P_{j,k}(x,y) \), to obtain the two-dimensional Hermite equation

\[
\tilde{L}P \equiv \left( \partial_x^2 + \partial_y^2 - 2\omega_1 x\partial_x - 2\omega_2 y\partial_y - (\omega_1 + \omega_2) \right) P = \lambda P,
\]

with the eigenfunctions being separated, with \( P_{j,k}(x,y) = H_j(x)H_k(y) \), where \( H_j, H_k \) are just the Hermite polynomials (but with coefficients depending upon \( \omega_1 \) or \( \omega_2 \)). Similarly the ladder operators reduce to the standard ones for Hermite polynomials: \( \tilde{A}_+^x = 2\omega_1 x - \partial_x, \quad \tilde{A}_-^x = \partial_x \) and so on.

These polynomials will play an important role in sections 5 and 6.

### 3. Krall–Sheffer operators and two dimensional polynomials

Krall and Sheffer [18] considered the class of two dimensional linear operators that could support polynomial solutions (a simple generalisation of Bochner’s classification in one dimension):
of a metric, with operator, as will be seen in section 5.1 below. Requiring space, giving 9 canonical forms, given in table 1. \[ (5b) \]

Type II: 
\[ L = x^2 \partial_x^2 + 2xy \partial_x \partial_y + (y^2 - y) \partial_y^2 + (\beta x + \kappa_1) \partial_x + (\beta y + \kappa_2) \partial_y \]

Type III: 
\[ L = x^2 \partial_x^2 + 2xy \partial_x \partial_y + (y^2 + x) \partial_y^2 + (\beta x + \kappa_1) \partial_x + (\beta y + \kappa_2) \partial_y \]

Type IV: 
\[ L = x \partial_x^2 + y \partial_y^2 + (\beta x + \kappa_1) \partial_x + (\beta y + \kappa_2) \partial_y \]

Type V: 
\[ L = 2x \partial_x \partial_y + y \partial_y^2 + (\beta x + \kappa_1) \partial_x + (\beta y + \kappa_2) \partial_y \]

Type VI: 
\[ L = x \partial_x^2 + \partial_y^2 + (\beta x + \kappa_1) \partial_x + (\beta y + \kappa_2) \partial_y \]

Type VII: 
\[ L = \partial_x^2 + \partial_y^2 + \beta (x \partial_x + x \partial_y) \]

Type VIII: 
\[ L = y \partial_x^2 + 2 \partial_x \partial_y + (\beta x + \kappa_1) \partial_x + (\beta y + \kappa_2) \partial_y \]

Type IX: 
\[ L = (x^2 - 1) \partial_x^2 + 2xy \partial_x \partial_y + (y^2 - 1) \partial_y^2 + \beta x \partial_x + \beta y \partial_y \]

The matrix of coefficients of these second order terms (if non-degenerate) defines the inverse of a metric, with \( L \) being a deformation of the corresponding Laplace–Beltrami operator:
\[
L_{\phi} = (\alpha x^2 + d_1 x + e_1 y + f_1) \varphi_{xx} + (2\alpha xy + d_2 x + e_2 y + f_2) \varphi_{xy} + (\alpha y^2 + d_3 x + e_3 y + f_3) \varphi_{yy} + (\beta x + \kappa_1) \varphi_x + (\beta y + \kappa_2) \varphi_y.
\]

The degree \( N \) polynomial eigenfunctions form an \( N + 1 \) dimensional vector space, with a basis of monic polynomials:
\[
P_{m,n} = x^m y^n + \text{lower order terms}, \quad \text{for } m + n = N.
\]

with eigenvalue
\[
\lambda_N = \lambda_{m+n} = (m + n)(m + n - 1)\alpha + \beta.
\]

The number of parameters in (5a) is reduced by making affine transformations on the \( x - y \) space, giving 9 canonical forms, given in table 1.

**Remark 3.1.** Requiring only polynomial coefficients in the form of (5a) guarantees that the space of polynomials is invariant under the action of \( L \). Requiring polynomial eigenfunctions then restricts the degree of these polynomial coefficients. Requiring that the \( N + 1 \) polynomials (5b) have a common eigenvalue, forces relations between the parameters.

However, specific families of polynomials can be eigenfunctions of a more general form of operator, as will be seen in section 5.1 below.

The matrix of coefficients of the second order terms (if non-degenerate) defines the inverse of a metric, with \( L \) being a deformation of the corresponding Laplace–Beltrami operator:
\[
L_{\phi} = \frac{1}{\sqrt{g}} \left( \sqrt{g} \frac{\partial}{\partial x^j} \right) \left( \sqrt{g} \frac{\partial \phi}{\partial x^i} \right)
\]

where \( g \) is the determinant of the matrix \( g_{ij} \) [and with \( (x_1, x_2) = (x, y) \)]. In [14] it was shown that the metrics occurring in the Krall–Sheffer operators were either flat or constant curvature. The curvature is proportional to the parameter \( \alpha \), so the flat cases correspond to \( \alpha = 0 \) (cases IV, V, VI, VII and VIII).

In [12] we considered the isometry algebras of these 9 metrics. It is well known that flat and constant curvature metrics possess the maximal group of isometries, which (on a space of dimension \( n \)) is of dimension \( \frac{1}{2}n(n + 1) \). In [12] we construct the 4 symmetry algebras corresponding to the Krall Sheffer metrics, shown in table 2. The constant curvature metrics have isometry algebras \( so(3) \) or \( sl(2) \). The flat cases have algebras \( e(2) \) or \( e(1, 1) \). The Laplace–Beltrami operator is just the Casimir of the corresponding algebra. Isomorphisms between different concrete realisations of a given algebra give non-affine transformations.
between corresponding Krall–Sheffer operators. For example, types II and III are related through the change of coordinates
\[ x_2 = -64x_3, \quad y_2 = -y_3^2/(4x_3). \]

In [14] it was shown that each of the Krall Sheffer operators commute with two other independent differential operators and hence define a superintegrable system. In [12] we exploited the connection between second (or higher) order commuting operators and Killing vectors. In the case of flat and constant curvature metrics all higher order Killing tensors are built from tensor products of Killing vectors. In our context, this means that the leading order terms of second order, commuting operators are just quadratic expressions in first order differential operators (Killing vectors). In this paper we illustrate this construction in the context of the type II Krall–Sheffer operator.

3.1. The Krall–Sheffer type II operator

By looking at the coefficients of the second order part of the operator \( L \) in table 1, we see that
\[
g^{ij} = \begin{pmatrix} x^2 & xy \\ xy & y^2 - y \end{pmatrix}. \tag{6a} \]

This metric has constant curvature and a convenient basis of Killing vectors is
\[
\mathbf{H} = 4x\partial_x, \quad \mathbf{E} = 2\sqrt{xy}\partial_y, \quad \mathbf{F} = 4\sqrt{xy}\partial_x + 2(y - 1)\sqrt{y/x}\partial_y, \tag{6b} \]
satisfying the standard commutation relations of \( sl(2, \mathbb{C}) \):
\[
[\mathbf{H}, \mathbf{E}] = 2\mathbf{E}, \quad [\mathbf{H}, \mathbf{F}] = -2\mathbf{F}, \quad [\mathbf{E}, \mathbf{F}] = \mathbf{H}. \tag{6c} \]

The Laplace–Beltrami operator for the metric (6a) is proportional to the quadratic Casimir operator:
\[
L_b = \frac{1}{16}(\mathbf{H}^2 + 2\mathbf{EF} + 2\mathbf{FE}) = x^2\partial_x^2 + 2xy\partial_x\partial_y + (y^2 - y)\partial_y^2 + \frac{3}{2}xy\partial_x + \frac{1}{2}(3y - 1)\partial_y. \tag{6d} \]

It can be seen that the Krall–Sheffer operator is just a deformation of this, with more general first order coefficients. Since any quadratic expression in the Killing vectors \( L_b \), we can similarly deform this to obtain an operator which commutes with \( L \). For example, choosing \( I = K^2 + \xi(x,y)\partial_x + \eta(x,y)\partial_y \), where \( K \) is some Killing vector, then \([L, I] = 0 \) gives an over-determined system of partial differential equations for \( \xi \) and \( \eta \), whose solution gives the form of the operator. In particular, we have

\[
I_1 = \frac{1}{16}\mathbf{H}^2 + \xi(x,y)\partial_x + \eta(x,y)\partial_y = x^2\partial_x^2 + ((\beta + \kappa_2)x + \kappa_1(1 - y))\partial_x, \tag{7a} \]
\[
I_2 = \frac{1}{4}\mathbf{E}^2 + \xi(x,y)\partial_x + \eta(x,y)\partial_y = xy\partial_y^2 + (\kappa_1y - \kappa_2x)\partial_x. \tag{7b} \]
3.1.1. Polynomial eigenfunctions. The polynomial eigenfunctions (5b) form a triangular array as depicted in figure 2, with \( P_{0,0} = 1 \) at the apex.

The polynomials on the left and right edges of the triangles are functions of only \( x \) and \( y \) respectively. These are classical orthogonal polynomials, satisfying 3-point recurrence relations and possessing first order, ordinary differential ladder operators in each case. Here we only need to consider the left edge, with polynomials \( P_{m,0}(x) \), which satisfy the eigenvalue problem

\[
L(x) P_{m,0} = (x^2 \partial_x^2 + (\beta x + \kappa_1) \partial_x) P_{m,0} = m(m-1+\beta)P_{m,0},
\]

with 3-point recurrence and ladder operator

\[
P_{m+1,0} = \left( \frac{x + \frac{\kappa_1(\beta - 2)}{\beta(\beta + 2m)(\beta + 2m - 2)}}{m(m-1)} \right) P_{m,0} + \left( \frac{m\kappa_1^2(\beta + m - 2)}{(\beta + 2m-1)(\beta + 2m-2)^2(\beta + 2m-3)} \right) P_{m-1,0}.
\]

This ladder operator satisfies the commutation relation

\[
[L(x) , r^{(x)}] = \frac{2x(L(x) - \lambda_m)}{\beta + 2m - 1} + (\lambda_{m+1} - \lambda_m)r^{(x)}, \quad \text{with} \quad \lambda_m = m(m-1+\beta).
\]

We can use these to build polynomial eigenfunctions \( P_{m,0} \), the first few of which are:

\[
P_{0,0} = 1, \quad P_{1,0} = x + \frac{\kappa_1}{\beta}, \quad P_{2,0} = x^2 + \frac{2\kappa_1x}{\beta + 2} + \frac{\kappa_1^2}{(\beta + 2)(\beta + 1)}.
\]

\[
P_{3,0} = x^3 + \frac{3\kappa_1x^2}{\beta + 4} + \frac{3\kappa_1^2x}{(\beta + 4)(\beta + 3)} + \frac{\kappa_1^3}{(\beta + 4)(\beta + 3)(\beta + 2)}.
\]

By considering the action of \( I_k \) on \( x^m y^n \) it is possible to deduce that
\[ I_1 P_{m,n} - m(\beta + \kappa_2 + m - 1)P_{m,n} = -m\kappa_1 P_{m-1,n+1}, \]
\[ I_2 P_{m,n} - n\kappa_1 P_{m,n} = -n(\kappa_2 - n + 1)P_{m+1,n-1}. \]

We see that, starting with \( P_{N,0} \), \( I_1 \) moves us to the right by constructing \( P_{m,r} \), with \( m + n = N \), until we reach \( P_{0,N} \), which satisfies \( I_1 P_{0,N} = 0 \). \( I_2 \) similarly moves us from right to left. For example, with \( N = 3 \), we construct

\[ P_{2,1} = x^2 y + \frac{1}{\beta + 4} \left( \kappa_2 x^2 + 2\kappa_1 xy \right) + \frac{\kappa_1}{(\beta + 4)(\beta + 3)} \left( 2\kappa_2 x + \kappa_1 y \right) + \frac{\kappa_2^2 \kappa_2}{(\beta + 4)(\beta + 3)(\beta + 2)}, \]
\[ P_{1,2} = xy^2 + \frac{1}{\beta + 4} \left( 2(\kappa_2 - 1)xy + \kappa_1 y^2 \right) + \frac{\kappa_2 - 1}{(\beta + 4)(\beta + 3)} \left( \kappa_2 x + 2\kappa_1 y \right) \]
\[ + \frac{\kappa_1 \kappa_2 (\kappa_2 - 1)}{(\beta + 4)(\beta + 3)(\beta + 2)}, \]
\[ P_{0,3} = y^3 + \frac{3(\kappa_2 - 2)y^2}{\beta + 4} + \frac{3(\kappa_2 - 2)(\kappa_2 - 1)y}{(\beta + 4)(\beta + 3)} + \frac{(\kappa_2 - 2)(\kappa_2 - 1)\kappa_2}{(\beta + 4)(\beta + 3)(\beta + 2)}. \]

**Remark 3.2.** It is possible to build ‘internal’ ladder operators, which take us parallel to the edges, but these are very complicated second order, partial differential operators (see [12]). Similarly, there are 3 level recurrence relations, which, in this case, connect 6 polynomials in an ‘inverted triangle’.

### 4. Krall–Sheffer operators in three dimensions

We now consider operators in three dimensions, of the form

\[ L = A_{11}\partial_x^2 + A_{22}\partial_y^2 + A_{33}\partial_z^2 + 2A_{12}\partial_x\partial_y + 2A_{13}\partial_x\partial_z + 2A_{23}\partial_y\partial_z + A_1\partial_x + A_2\partial_y + A_3\partial_z, \]

(10a)

possessing polynomial eigenfunctions. Generally, the coefficients should be of the same form as (5a), but we specifically require that on each of the two dimensional coordinate surfaces, the operator should reduce to one of standard Krall–Sheffer ones of table 1. There are just 7 consistent combinations (see [23]), but here we only consider one of these

\[ L = x^2 \partial_x^2 + (y^2 - y)\partial_y^2 + (z^2 - z)\partial_z^2 + 2 \left( xy\partial_x\partial_y + xz\partial_x\partial_z + yz\partial_y\partial_z \right) \]
\[ + (\beta x + \kappa_1)\partial_x + (\beta y + \kappa_2)\partial_y + (\beta z + \kappa_3)\partial_z, \]

(10b)

which reduces to Krall–Sheffer type II on both the \((x, y)\) and \((x, z)\) planes, and to type I on the \((y, z)\) plane.

In this section, we present the isometry algebra of the corresponding metric and then 4 independent commuting operators. We then consider the construction of polynomial eigenfunctions, by first taking the 2D polynomials in \((x, y)\), found in section 3.1.1, and then applying the commuting operators in 3D.

#### 4.1. The isometry algebra and commuting operators

The metric corresponding to the coefficients of the second order part of (10b) has constant curvature, with a six dimensional isometry group, with generators:
The operator (10b) is just a deformation (some multiples of) $e_1$, $e_2$, $h_1$ and $h_2$, respectively:

$$I_1 = xz \partial_x^2 + (\kappa_1 z - \kappa_3 x) \partial_z,$$

$$I_2 = x y \partial_y^2 + (\kappa_1 y - \kappa_2 x) \partial_y,$$

$$I_3 = x^2 \partial_x^2 + ((1 - z - y) \kappa_1 + (\beta + \kappa_2 + \kappa_3) x) \partial_x,$$

$$I_4 = y z (\partial_y - \partial_z)^2 + (\kappa_3 y - \kappa_2 z) (\partial_y - \partial_z).$$

Since $[I_1, I_2] = [I_1, I_3] = 0$, we can use either of the triples $\{L, I_1, I_2\}$ or $\{L, I_1, I_4\}$ to show that the system is completely integrable, while the existence of all 4 operators, commuting with $L$, shows that the system is maximally superintegrable.

### Table 3. The commutation relations $[X, Y]$ of the isometry algebra (11a).

| $e_1$ | $h_1$ | $f_1$ | $e_2$ | $h_2$ | $f_2$ |
|-------|-------|-------|-------|-------|-------|
| $e_1$ | 0     | $-2e_1$ | 0     | $2e_2$ | $-2h_2$ |
| $h_1$ | 0     | $-2f_1$ | 2$f_2$ | 0     | $-2f_2$ |
| $f_1$ | 0     | $h_2$   | $f_2$ | 0     | 0     |
| $e_2$ | 0     | $-2e_1$ | 2$h_1$ | 0     | 4$f_1$ |
| $h_2$ | 0     | 0       | 0     | 0     | 0     |

$$e_1 = 2 \sqrt{xyz} \partial_x, \quad h_1 = 4x \partial_x, \quad f_1 = 2(z + y - 1) \sqrt{x} \partial_x + 4 \sqrt{xyz} \partial_y,$$

$$e_2 = 2 \sqrt{xyz} \partial_y, \quad h_2 = 4 \sqrt{xyz} (\partial_y - \partial_z), \quad f_2 = 8 \sqrt{xyz} \partial_y + 4(z + y - 1) \sqrt{x} \partial_y,$$

satisfying the commutation relations of table 3.

This algebra has two quadratic Casimirs:

$$L_0 = \frac{1}{16} (2e_1 f_1 + 2 f_1 e_1 + h_1^2 + e_2 f_2 + f_2 e_2 - h_2^2)$$

$$= x^2 \partial_x^2 + (y^2 - y) \partial_y^2 + (z^2 - z) \partial_z^2 + 2 (x y \partial_x \partial_y + x z \partial_x \partial_z + y z \partial_y \partial_z)$$

$$+ 2x \partial_x + \left(2 y - \frac{1}{2}\right) \partial_y + \left(2 z - \frac{1}{2}\right) \partial_z,$$

and

$$C_2 = 2 h_1 h_2 + e_1 f_2 + f_2 e_1 - 2 e_2 f_1 - 2 f_1 e_2 \equiv 0.$$

The first of these is just the Laplace–Beltrami operator of our metric, and the second is a quadratic constraint on the algebra (in this realization). The operator (10b) is just a deformation of $L_0$.

In a constant curvature space, all higher order Killing tensors are built from tensor products of Killing vectors. This means that higher order operators, commuting with $L_0$, are just built from products of the Killing vectors (first order operators). For example, the operator $e_1^2 = 2 x z \partial_x^2 + 2 z \partial_z$ commutes with $L_0$. We can add some first order ‘correction terms’ to obtain an operator which commutes with $L$ [of (10b)]. We build 4 such operators, commuting with $L$, by deforming (some multiples of) $e_1^2$, $e_2^2$, $h_1^2$ and $h_2^2$, respectively:
4.2. The polynomial eigenfunctions

We now consider a basis of \textit{monic polynomial eigenfunctions} of the form

\[ P_{\ell,m,n}(x,y,z) = x^\ell y^m z^n + \text{lower order terms}, \quad 0 \leq \ell, m, n. \tag{13} \]

These form a \textit{tetrahedral array}, with \( P_{0,0,0} = 1 \) at its apex. On each triangular face we have polynomials in \textit{two} variables, which are eigenfunctions of a 2D Krall–Sheffer operator (of either type I or type II). In particular, on the \( x - y \) face we build polynomials \( P_{\ell,m,0}(x,y) \), which are just the eigenfunctions we built in section 3.1.1.

Recall that we used a \textit{ladder operator} to build a sequence of one dimensional polynomials \( P_{\ell,m,0}(x) \), with eigenvalue \( \lambda_N = N(N + 1 - \beta) \). The operator \( I_1 \) [of (7a)] then allowed us to build \( N + 1 \) eigenfunctions \( \{ P_{\ell,m,0}(x,y) \} \) with the same eigenvalue.

We now show how to build a further \( \frac{1}{2} N(N + 1) \) polynomial eigenfunctions of the form (13), giving us a total of \( \frac{1}{2} (N + 1)(N + 2) \), having the same eigenvalue \( \lambda_N \). They form a horizontal, triangular slice of the full tetrahedral array of eigenfunctions. This is depicted in figure 3, for the case \( N = 3 \).

By looking at the action of \( I_1 \) on the leading term of \( P_{\ell,m,n} \), we can determine the action on polynomials (13):

\[
\begin{align*}
I_1 P_{\ell,m,n} &= \kappa_1 n P_{\ell,m,n} + (n(n - 1 - \kappa_3) P_{\ell+1,m,n-1}, \tag{14a} \\
I_2 P_{\ell,m,n} &= \kappa_1 m P_{\ell,m,n} + m(m - 1 - \kappa_2) P_{\ell+1,m-1,n}, \tag{14b} \\
I_3 P_{\ell,m,n} &= \ell(\ell + 1 + \beta + \kappa_2 + \kappa_3) P_{\ell,m,n} - \ell \kappa_1 (P_{\ell-1,m+1,n} + P_{\ell-1,m,n+1}), \tag{14c} \\
I_4 P_{\ell,m,n} &= (\kappa_3 m + \kappa_2 n - 2 mn) P_{\ell,m,n} + n(n - 1 - \kappa_3) P_{\ell+1,m,n-1} \\
&\quad + m(m - 1 - \kappa_2) P_{\ell+1,m-1,n}, \tag{14d}
\end{align*}
\]

First note that the action of \( I_4 \) is to keep \( \ell \) fixed, while \textit{increasing} \( n \) and decreasing \( m \). When \( n = 0 \), the coefficient of \( P_{\ell,m-1,n+1} \) vanishes, so this potentially contradictory term does not arise. For \( m \geq 1 \), (14d) can be solved for \( P_{\ell,m-1,n+1} \). When \( m = 0 \), the coefficient of \( P_{\ell+1,m-1,n} \) vanishes, so again this potentially contradictory term does not arise. This procedure is indicated by the horizontal arrow going to the \textit{left} in figure 3. Since we already know the polynomials \( P_{\ell,m,0} \) on the right edge, we use \( I_2 \) to build the remaining polynomials in figure 3. The operators \( I_1 \) and \( I_2 \) also act in a simple way on these polynomials, with \( I_1 \) keeping \( m \) fixed and moving upwards and parallel to the \textit{left edge}. Similarly, \( I_2 \) keeps \( n \) fixed and moves us upwards, but parallel to the \textit{right edge}.

Before writing down the explicit polynomials depicted in figure 3, note the following \textit{discrete symmetry}:

\[
L_z : (x, y, z, \kappa_1, \kappa_2, \kappa_3) \mapsto (x, z, y, \kappa_1, \kappa_3, \kappa_2) \quad \Rightarrow \quad L \mapsto L \quad \text{and} \quad P_{\ell,m,n} \mapsto P_{\ell,n,m}. \tag{15a}
\]

For our case of \( N = 3 \), this means that the left edge polynomials, \( P_{2,0,1}, P_{1,0,2}, P_{0,0,3} \), are derived from their counterparts on the right edge. Furthermore, \( P_{0,1,2} \) is similarly related to \( P_{0,2,1} \) and \( P_{1,1,1} \) is \textit{invariant}. We, therefore, just need to derive two polynomials:

\[
\begin{align*}
P_{1,1,1} &= xyz + \frac{\kappa_3 x y + \kappa_2 x z + \kappa_1 y z}{\beta + 4} + \frac{\kappa_2 \kappa_3 x + \kappa_1 \kappa_3 y + \kappa_1 \kappa_2 z}{(\beta + 4)(\beta + 3)} + \frac{\kappa_1 \kappa_2 \kappa_3}{(\beta + 4)(\beta + 3)(\beta + 2)}, \tag{15b}
\end{align*}
\]
Figure 3. The horizontal triangular lattice of polynomials \( P_{\ell,m,n} \) with \( \ell + m + n = 3 \). Horizontal arrows to the left depict the action of \( I_4 \). Arrows parallel to the left (right) edges correspond to \( I_1 (I_2) \).

\[
P_{0,2,1} = y^2 z + \frac{\kappa_3 y^2 + 2(\kappa_2 - 1)yz}{\beta + 4} + \frac{(\kappa_2 - 1)(2\kappa_3 y + \kappa_2 z)}{\beta + 4)(\beta + 3)} + \frac{\kappa_2(\kappa_2 - 1)\kappa_3}{\beta + 4)(\beta + 3)(\beta + 2)}.
\]  

Remark 4.1. This is the first value of \( N \) for which there is an 'internal' polynomial, \( P_{1,1,1} \), depending upon all three variables. For \( N \geq 3 \), we have \( \frac{1}{2}(N - 1)(N - 2) \) such internal polynomials.

Remark 4.2. The involution \( y \leftrightarrow z \) acts as an automorphism on the algebra (11a):

\[
(e_1, h_1, f_1, e_2, h_2, f_2) \mapsto \left( e_2, h_1, \frac{1}{2} f_2, e_1, -h_2, 2 f_1 \right),
\]

so naturally preserves the Casimir \( L_b \). Extending this to the parameters \( \kappa_i \), to give \( t_{yz} \), of (15a), then naturally preserves \( L \), and acts on the commuting operators \( I_i \), with \( t_{yz}: (I_1, I_2, I_3, I_4) \mapsto (I_2, I_1, I_3, I_4) \).

5. The rational Calogero–Moser system with harmonic potential (two dimensional case)

The rational Calogero–Moser system (both classical and quantum) [1] has been fundamental in the history of integrable systems, and is well known to be superintegrable [19, 25]. This continues to be the case when we add an isotropic harmonic oscillator potential [4, 24]. There is a large choice of commuting operators, but here we consider the Calogero–Moser term to be a deformation of the isotropic oscillator:

\[
L = \partial_1^2 + \partial_2^2 - \omega^2 \left( q_1^2 + q_2^2 \right) - \frac{2c^2}{(q_1 - q_2)^2},
\]

\[
K_1 = (\partial_2 - q_1 \partial_1) + \frac{4c^2 q_1 q_2}{(q_1 - q_2)^2}, \quad K_2 = \partial_1 \partial_2 - \omega^2 q_1 q_2 + \frac{c^2}{(q_1 - q_2)^2},
\]

where \( \partial_i = \partial_{q_i} \). Notice that the leading order terms of \( K_1 \) and \( K_2 \) are respectively \( \Omega^2 \) and \( T_1 T_2 \), when written in terms of the Euclidean algebra (3a). These satisfy \( [L, K_i] = 0 \), but \( K_3 = [K_1, K_2] \) is a third order operator, satisfying

\[
[K_1, K_3] = -8 \left( K_1 K_2 + K_2 K_1 + 2(1 - 2c^2)K_2 - c^2L \right).
\]
\[ [K_2, K_3] = 2 \left( 4K_2^2 - L^2 - 8\omega^2K_1 + 4(1 + 2c^2)\omega^2 \right), \quad (16d) \]

\[ K_3^2 = 4 \left( K_1L^2 - \frac{4}{3} \left( K_2^2K_1 + K_2K_1K_2 + K_1K_2^2 \right) + \frac{4}{3} (6c^2 - 11)K_2^2 + 4\omega^2K_1^2 \right. \]
\[ \left. - 4c^2K_2L + \frac{2}{3}L^2 - \frac{4}{3}\omega^2(6c^2 + 11)K_1 + \frac{4}{3}\omega^2(2 - 20c^2 - 3c^4) \right). \quad (16e) \]

The element \( K_3 \) is not needed in what follows, but these relations show that there is no need to add further elements to close the algebra. The algebraic constraint \((16e)\) reflects the fact that we can only have 3 independent commuting operators in 2D.

We next introduce the gauge transformation \( L \mapsto \hat{L} = gLg^{-1} \), with \( g = (q_1 - q_2)p_0 e^{\frac{1}{2}(q_1^2 + q_2^2)} \), to obtain

\[ \hat{L} = \partial_1^2 + \partial_2^2 - 2\omega(q_1\partial_1 + q_2\partial_2) - \frac{2p}{(q_1 - q_2)}(\partial_1 - \partial_2) + 2(p - 1)\omega, \quad (17a) \]

\[ \hat{K}_1 = (q_2\partial_1 - q_1\partial_2)^2 - \frac{2pq_1 + q_2}{(q_1 - q_2)}(q_2\partial_1 + q_1\partial_2) + p(q + 2), \quad (17b) \]

\[ \hat{K}_2 = \partial_1\partial_2 - \omega(q_2\partial_1 + q_1\partial_2) + \frac{p}{(q_1 - q_2)}(\partial_1 - \partial_2) - p\omega, \quad (17c) \]

when \( c^2 = p(p + 1) \).

Finally, the orthogonal transformation, \( u = \frac{1}{\sqrt{2}}(q_1 + q_2) \), \( v = \frac{1}{\sqrt{2}}(q_1 - q_2) \), gives

\[ \hat{L} = \partial_u^2 + \partial_v^2 - 2\omega(v\partial_u + u\partial_v) - \frac{2p}{v}\partial_v + 2(p - 1)\omega, \quad (18a) \]

\[ \hat{K}_1 = (v\partial_u - u\partial_v)^2 - \frac{2pu}{v}(v\partial_u - u\partial_v) + p(p + 2), \quad (18b) \]

\[ \hat{K}_2 = \frac{1}{2} \left( \partial_u^2 - \partial_v^2 \right) - \omega(u\partial_u - v\partial_v) + \frac{p}{v}\partial_v - p\omega. \quad (18c) \]

In these coordinates (the non-constant part of) \( \hat{L} \) separates into \( \hat{L} = L^{(u)} + L^{(v)} \), satisfying \([L^{(u)}, L^{(v)}] = 0\). Then, \( \hat{K}_2 = \frac{1}{2} \left( L^{(u)} - L^{(v)} \right) \).

5.1. Building eigenfunctions

We again construct a triangular array of eigenfunctions. On the left edge, eigenfunctions depend upon \( u \) only and consist of Hermite polynomials \( P_{m,0}, m \geq 0 \), with eigenvalue \( \lambda_m = -2m\omega \). The commuting operators allow us to build other polynomial eigenfunctions with the same eigenvalue. On the right edge, we also have polynomial eigenfunction, just in the variable \( v \), but only of even degree.

5.1.1. The left edge. We consider the one-dimensional eigenvalue problem, with corresponding ladder operator:

\[ L^{(u)} P_{m,0} = (\partial_u^2 - 2\omega\partial_u)P_{m,0} = \lambda_m P_{m,0}, \quad A_u^+ P_{m,0} = \left( u - \frac{1}{2\omega} \partial_u \right) P_{m,0}. \quad (19a) \]

satisfying

\[ [L^{(u)}, A_u^+] = -2\omega A_u^+ \quad \Rightarrow \quad \lambda_m = -2m\omega, \quad (19b) \]
5.1.2. Using the commuting operators. We use the operator $\hat{K}_1$ of (18b) [but drop the constant term $p(p + 2)$] to build eigenfunctions to the right of $P_{m,0}$. Considering the action $\hat{K}_1(u^m v^n)$ we find

$$\hat{K}_1 P_{m,n} = n(n - 1 - 2p)P_{m+2,n-2} - ((1 - 2p)m + (1 + 2m)n)P_{m,n} + m(m - 1)P_{m-2,n+2}.$$  

(20a)

In particular

$$\hat{K}_1 P_{m,0} = -(1 - 2p)mP_{m,0} + m(m - 1)P_{m-2,2}$$

and

$$\hat{K}_1 P_{0,n} = n(n - 1 - 2p)P_{2,n-2} - 2nP_{m,n},$$

so we never encounter the terms to left and right of our array. Furthermore

$$\hat{K}_1(u^m) = m(2p - 1)u^m + m(m - 1)u^{m-2}v^2,$$

so only positive and even powers of $v$ occur (despite the $v^{-1}$ term in the formula).

Starting from either $m = 2N$ or $m = 2N + 1$, on the left edge, we generate $N$ polynomial eigenfunctions $\{P_{2(N-k),2k}\}_{k=0}^{N}$ or $\{P_{2(N-k+1),2k}\}_{k=0}^{N}$. Furthermore, since the eigenvalue problem is separable in $(u,v)$ coordinates, the eigenfunctions are just products:

$$P_{2(N-k),2k} = P_{2(N-k),0} P_{0,2k} \quad \text{and} \quad P_{2(N-k+1),2k} = P_{2(N-k+1),0} P_{0,2k}. \quad \text{(20b)}$$

We therefore only need to enumerate the polynomials on the left and right edges and then to apply the above formulae. The first 4 polynomials on the left edge are listed in (19c), with the first 3 polynomials on the right edge being:

$$P_{0,2} = v^2 + \frac{2p - 1}{2\omega}, \quad P_{0,4} = v^4 + \frac{(2p - 3)}{\omega} v^2 + \frac{(2p - 3)(2p - 1)}{4\omega^2},$$
$$P_{0,6} = v^6 + \frac{3(2p - 5)}{2\omega} v^4 + \frac{3(2p - 5)(2p - 3)}{4\omega^2} v^2 + \frac{(2p - 5)(2p - 3)(2p - 1)}{8\omega^3}. \quad \text{(20c)}$$

This array of polynomials partially fills a triangular lattice, as shown in figure 4. When $p = 0$, these are just the even Hermite polynomials of section 2.2.

Our route to $P_{m,n}$ was to use the ladder operator $A_u^+$ to construct $P_{m,0}$ and then to build the other eigenfunctions, with a given eigenvalue, by operating with $\hat{K}_1$. However, as indicated in figure 4, we can use $A_u^+$ to build $P_{m,2n}$, with $m \geq 1$, from $P_{0,2n}$. 


5.1.3. Returning to the original coordinates. Taking any \( P_{m,n}(u,v) \), we obtain an eigenfunction of the original operator \((16a)\) by the transformation

\[
\phi_{m,n}(q_1, q_2) = (q_1 - q_2)^{-p} P_{m,n} \left( \frac{q_1 + q_2}{\sqrt{2}}, \frac{q_1 - q_2}{\sqrt{2}} \right) e^{-\frac{1}{2}(q_1^2 + q_2^2)}.
\]

We add the constant \(2(p-1)\omega\), from \((18a)\), to the eigenvalue \(-2m\omega\), from \((19b)\), to obtain \(\lambda_{m,n} = 2(p - 1 - m - n)\omega\).

In this way we have directly used the superintegrability to build a lattice of eigenfunctions of the operator \((16a)\) for the Calogero–Moser system in two dimensions.

6. The rational Calogero–Moser system with harmonic potential (three dimensional case)

We now consider

\[
L = \partial_1^2 + \partial_2^2 + \partial_3^2 - \omega^2 (q_1^2 + q_2^2 + q_3^2) - 2e^2 \sum_{i<j} \frac{1}{(q_i - q_j)^2},
\]

where \(\partial_i = \partial_{q_i}\), and which we again consider as a deformation of the isotropic oscillator. The isotropic oscillator is rotationally invariant, with angular momentum operators (labelled modulo 3)

\[
\Omega_i = q_{i-1}\partial_{i+1} - q_{i+1}\partial_{i-1}, \quad i = 1, \ldots, 3, \quad \text{with Casimir } \Omega^2 = \Omega_1^2 + \Omega_2^2 + \Omega_3^2.
\]

While \((22a)\) is not rotationally invariant, we can deform the Casimir to obtain a commuting operator:

\[
K_1 = \Omega^2 - 2e^2 \sum_{i<j} \frac{q_{i-1}^2 + q_{i+1}^2}{(q_i - q_j)^2},
\]

which will play the role of \(K_1\) in \((16b)\). There are more commuting operators (the system is superintegrable), but we only use this one here.

The gauge transformation in three dimensions is \(L \mapsto L = gLg^{-1}\), with

\[
g = ((q_1 - q_2)(q_2 - q_3)(q_3 - q_1))^p e^{-\frac{1}{2}(q_1^2 + q_2^2 + q_3^2)},
\]
We again construct a 6.1. Building eigenfunctions

giving (labelling modulo 3)

\[ L = \sum_{i=1}^{3} \left( \partial_i^2 - 2\omega q_i \partial_i \right) - 2p \sum_{i<j} (\Omega_i - \Omega_j) + 3(2p - 1)\omega, \] (23a)

\[ \hat{K}_1 = \Omega^2 - 2p \sum_{i=1}^{3} \left( q_{i+2} + q_{i+1} - q_i + \frac{2q_{i+1}^2 + q_{i+2}^2}{q_i - q_{i+1}} + \frac{q_{i+1}^2 + 2q_{i+2}^2}{q_i - q_{i+2}} \right) \partial_i - 3p(p - 3), \] (23b)

when \( c^2 = p(p + 1) \).

The orthogonal transformation

\[ u = \frac{1}{\sqrt{3}}(q_1 + q_2 + q_3), \quad v = \frac{1}{\sqrt{6}}(q_1 - 2q_2 + q_3), \quad w = \frac{1}{\sqrt{2}}(q_1 - q_3) \] (24a)

then gives (removing the constant terms)

\[ \hat{L} = \partial_u^2 + \partial_v^2 + \partial_w^2 - 2\omega (u\partial_u + v\partial_v + w\partial_w) - \frac{6p}{3v^2 - w^2} (2v\partial_v + (v^2 - w^2)\partial_w), \] (24b)

\[ \hat{K}_1 = \Omega^2 + 6p(u\partial_u + 3v\partial_v + w\partial_w) - \frac{6p}{w(3v^2 - w^2)} (2vw(u^2 + 4v^2)\partial_v + (v^2 - w^2)(u^2 + v^2 + w^2)\partial_w). \] (24c)

In these coordinates \( \hat{L} \) separates into \( \hat{L} = \hat{L}^{(a)} + \hat{L}^{(c,w)} \), satisfying \([\hat{L}^{(a)}, \hat{L}^{(c,w)}] = 0\).

6.1. Building eigenfunctions

We again construct a triangular array of eigenfunctions (not a pyramid). On the left edge, \( \hat{L} \) reduces to \( \hat{L}^{(a)} \), whose eigenfunctions are exactly the Hermite polynomials of section 5.1.1.

Using \( \hat{K}_1 \) to construct other eigenfunctions we see that,

\[ \hat{K}_1 (u^m) = 2m(3p - 1)u^m + m(m - 1)u^{m-2}(v^2 + w^2) \Rightarrow \hat{K}_1 (P_{m,0}(u)) = \hat{P} (u, v^2 + w^2), \]

for some polynomial \( \hat{P} \) of two variables. To determine the next step in the calculation, we transform to polar coordinates in the \((v, w)\) plane: \( v = r\cos \theta, w = r\sin \theta \)

\[ \hat{L} = \partial_u^2 - 2\omega u\partial_u + \partial_r^2 - \left( 2\omega r + \frac{6p - 1}{r} \right) \partial_r + \frac{1}{r^2} \left( \partial_\theta^2 - 6p \cot 3\theta \partial_\theta \right), \] (25a)

\[ \hat{K}_1 = (r\partial_r - u\partial_u)^2 + (6p - 1) \frac{u}{r} (r\partial_r - u\partial_u) + \left( 1 + \frac{u^2}{r^2} \right) \left( \partial_\theta^2 - 6p \cot 3\theta \partial_\theta \right). \] (25b)

As written, it is clear that \( \hat{L} \) separates in these coordinates. Furthermore, the space of functions of the two variables \((u, r)\) is invariant under the action of both operators. Thus, starting with a function of \( u \) only (on the left edge) we build functions of only the 2 variables \((u, r)\). Furthermore, when acting on \( f(u, r) \), these operators reduce to exactly those of (18a) and (18b), but with \((v, p)\) replaced by \((r, \frac{1}{r}(6p - 1))\).

Therefore, our previous two dimensional polynomials give us polynomial solutions of \((u, r)\), which only contain even powers of \( r \), so correspond to polynomials in \((u, v, w)\). Specifically, if
In the two dimensional case, $P_{m,0}(u, v) = P_{m,0}(u)P_{0,n}(v)$, the left and right edge polynomials of figure 4. The parameter $p$ only occurs in the function $P_{0,n}(v)$, so we re-label it as $P_{0,n}(v)$. We then have

$$P_{m,n}(p, u, r) = P_{m,0}(u)P_{0,n} \left( \frac{1}{2}(6p - 1), u, r \right)$$

(26a)

Incorporating the orthogonal transformation (24a) and the gauge transformation, we have eigenfunctions

$$\phi_{m,n}(q_1, q_2, q_3) = \frac{1}{\sqrt{v^2 + w^2}}$$

(26b)

with $u = \frac{1}{\sqrt{3}} (q_1 + q_2 + q_3), v^2 + w^2 = \frac{1}{3} (3(q_1 - q_3)^2 + (q_1 - 2q_2 + q_3)^2)$. Combining the constant term of (23a), with the Hermite eigenvalue of $-2m\omega$, we obtain $\lambda_{m,n} = (6p - 2m - 2n - 3)\omega$.

### 7. Conclusions

The purpose of this paper was to show how superintegrability is responsible for degeneracy in quantum integrable systems, giving a direct mechanism for the construction of multiple eigenfunctions with a given eigenvalue. This has been illustrated in a variety of examples: resonant harmonic oscillators; Krall–Sheffer eigenvalue problems; the Calogero–Moser system with additional harmonic term. For simplicity we just considered two and three dimensional systems.

Of course, in order to use the commuting operators to construct eigenfunctions, we must first have such operators.

The examples in this paper have been related to flat and constant curvature spaces, possessing the maximum possible isometry algebra ($\frac{1}{2}n(n + 1)$ isometries in an $n$ dimensional space). Each Killing vector commutes with the Laplace–Beltrami operator of the corresponding manifold. It is well known [13] that, for flat and constant curvature spaces, all higher order Killing tensors are built as (symmetric) tensor products of Killing vectors. In this paper we used this to construct the ‘leading order’ terms of each of the commuting operators. Adding lower order terms (such as potentials) to the Laplace–Beltrami operator and Killing tensors imposes conditions on these lower terms, so only special potentials will allow commuting operators.

Outside of the realm of flat and constant curvature metrics, the first task is to build the Killing tensors. Well known examples include Carter’s construction of a second order Killing tensor for the Kerr metric [3] and the general class of Stäckel metrics. Beyond (but including) constant curvature, we have conformally flat metrics. Well known superintegrable systems with this class of metric are the Darboux–Koenigs systems (see [16, 17]), with quadratic integrals, and those of Matveev and Shevchishin [20], with cubic integrals. An important feature of conformally flat spaces is the existence of a large algebra of conformal symmetries, corresponding to the particular flat metric to which they are related. Recently [9], a method was introduced, which uses the conformal symmetries to systematically build the first integrals.
(both in the classical and quantum case) of the Darboux–Koenigs and Matveev and Shevchishin systems. This has more recently been used to derive three dimensional generalisations of the Darboux–Koenigs systems [10, 11], but only in the classical case.

The problem of building second order integrals (Killing tensors) for systems associated with conformal metrics has therefore been solved. In principle, higher order integrals can be built in a similar way, but the calculations are rather complex. Only after we build these Killing tensors, can we consider the problem of adding potentials. This has now largely been carried out for the classical systems listed in [11]. The quantum case is still an open problem.
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