A comparison of priors for variance parameters in Bayesian basket trials

Massimo Ventrucci  
Department of Statistical Sciences  
University of Bologna

Alessandro Vagheggini  
Clinical Safety Statistics, Biostatistics and Research Decision Sciences  
MSD Innovation and Development GmbH, Switzerland

November 1, 2022

Abstract

Phase II basket trials are popular tools to evaluate efficacy of a new treatment targeting genetic alteration common to a set of different cancer histologies. Efficient designs are obtained by pooling data from the different arms (e.g., cancer histologies) via Bayesian hierarchical modelling, with a variance parameter controlling the strength of shrinkage of each arm treatment effect to the overall treatment effect. One critical aspect of this approach is that prior choice on the variance plays a major role in determining the strength of shrinkage and impacts the operating characteristics of the design. We review the priors most commonly adopted in previous works and compare them with the recently introduced penalized complexity (PC) priors. Our simulation study shows comparable behaviour for the PC prior and the gold standard choice half-$t$ prior, with the former performing better in the homogeneous scenario where all histologies respond similarly to the treatment. We argue that PC priors offer advantages over other priors because they allow the user to handle the degree of shrinkage by means of only one parameter and can be elicited based on clinical opinion when available.
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1 Introduction

Nowadays, cancer molecular characterization is rapidly changing oncology’s therapeutic paradigm towards biomarker-driven treatments able to target specific genomic alterations. The previously conventional one-indication-fits-all is being replaced by precision medicine which aims to target the right treatments to the right patients at the right time. Clearly, drugs development must account for this therapeutic shift and their approval process has to cope with the new challenges. Classifications based on genomic alterations induce low prevalence, considerably reducing trial sample sizes. Basket trials allow to address this limitation by studying a new biomarker-driven treatment across multiple histologies. They can be seen as a collection of single-arm exploratory phase II studies, where the aim is to detect tumor histologies which may benefit from a new treatment targeting a communal genomic mutation ([Renfro and Sargent] [2017], [Woodcock and LaVange] [2017]).
A simple and early strategy for detecting a treatment efficacy among groups of several cancer histologies sharing a common genomic alteration has been to statistically plan the study as a set of parallel separate non-randomized single-arm designs; e.g., adopting several Simon designs (Simon, 1989), one for each tumor histology. However straightforward, collections of separate studies do not account for any possible similarities in the response between tumors. This approach is known to alleviate possible bias, but at the same time may lead to loss of power especially in low sample size cases, which are frequent for cancer molecular characterization (Kane et al., 2019).

In this view, Thall et al. (2003) first proposed a Bayesian hierarchical modelling (BHM) approach for a phase II sarcoma trial with multiple subtypes, each corresponding to one arm, which allows borrowing strength of information (i.e., pooling data) between the different arms. This approach introduces a set of random effects to capture arm-specific drug responses and model them as independent random variables following a Gaussian distribution with mean $\mu$ and standard deviation $\sigma$.

In this way, estimation of the efficacy rate (i.e., response rate) in a given arm will benefit from information coming from the other arms, being a compromise between the local (arm-specific) response rate and the global (overall arms) response rate. The arm-level standard deviation $\sigma$ controls the strength of shrinkage of each arm response rate towards the overall efficacy rate. Basket trials usually involve a small number of arms (e.g., four or five) hence the data carries little information about $\sigma$. As a consequence, the prior on $\sigma$ (or, equivalently, on the variance $\sigma^2$, or precision $\tau = 1/\sigma^2$) will inevitably play a big role in determining the operational characteristics of the design. This makes the choice of prior in basket trials a major challenge for clinicians/practitioners.

1.1 Previous work on the issue of prior choice in basket trials

We review previous work on the issue of prior choice on a classic BHM framework where the histologies are assumed as exchangeable. Hereafter, we will use the standard deviation $\sigma$ to generally refer to the arm-level variability. (However, we will present each prior in their most convenient scale, as it was firstly presented in the proponent papers; e.g. the conjugate Gamma on $\tau = 1/\sigma^2$.)

In the seminal paper by Thall et al. (2003) a conjugate Gamma$(2, 20)$ on $\tau$ was used with the purpose of inducing moderate borrowing of information across arms. Berry et al. (2013) proposed a weakly informative conjugate Gamma$(0.0005, 0.000005)$ in an attempt of preventing overshrinkage and showed via simulation that this choice of prior overpowers a collection of Simon designs. In order to investigate the performance of BHM under different Gamma specifications, Freidlin and Korn (2013) conducted a thorough simulation study which led them to criticize the BHM approach to oncology phase II basket trials when the sample size is small or the number of tumor histologies is equal or less than five.

Cunanan et al. (2019) went one step further by comparing the Gamma prior on $\tau$ with the Uniform and half-t priors on $\sigma$. The last two have become popular after the work by Gelman et al. (2006) who advocated their use in hierarchical/multilevel Bayesian models where the number of groups is small. The empirical study by Cunanan et al. (2019) gives very useful insights and supports the points made by Gelman et al. (2006). Firstly, it was found that the operating characteristics obtained under the Gamma prior were highly variable across a range of scenarios, due to the high sensitivity to its parameters, shape and scale. Secondly, both the Uniform (with lower bound at 0 and upper bound larger than 1) and the half-t (with scale parameter larger than 1) shown desirable behaviour in terms of more stable operating characteristics. Their conclusion is that priors assigning large mass near $\sigma = 0$ should be avoided as they force excessive shrinkage, pointing out that most Gamma specification have this property. Thus, they recommend the use of the Uniform or half-t which guarantee substantial mass is placed in the tail (i.e., far from $\sigma = 0$) grounded on the more robust operating characteristics under these priors.
Finally, works related to the issue of prior choice has been done beyond the classic BHM framework. While the focus of our paper is on the classic BHM, we briefly report on previous work relaxing the assumption of exchangeability of the histologies in favour of more flexible models (Neuenschwander et al., 2016; Hobbs and Landin, 2018). Adopting an empirical Bayes approach, Chu and Yuan (2018a) proposed to determine the amount of shrinkage across histologies as a transformation of a heterogeneity measure of the responses. Other strategies have focused on procedures which allow shrinkage only among homogeneous arms (Leon-Novelo et al., 2012; Chu and Yuan, 2018b; Chen and Lee, 2019; Fujikawa et al., 2019; Zheng and Wason, 2022) or subsequently to an interim analysis showing evidence in favor of homogeneity (Liu et al., 2017). Lastly, Psioda et al. (2019) suggested a Bayesian model averaging over the space of all the possible combinations of effective and ineffective histologies.

1.2 Aim of the paper

From Cunanan et al. (2019) we learn two important facts. First, given its overall good performance the half-$t$ on the arm level standard deviation can be assumed as a sort of gold standard for basket trial designs conducted via BHM. Second, the operating characteristics will essentially depend on the amount of mass concentrated near $\sigma = 0$ assumed by the prior. Because the data itself is often scarcely informative in basket trials, this particular feature of the prior is what determines the strength of shrinkage to the overall treatment effect.

We believe that a desirable prior in the context of a basket trial is one enabling the clinician/practitioner to set the amount of probability mass near $\sigma = 0$ in an intuitive way. This elicitation process should be done according to the clinician belief about the level of shrinkage required in the trial. Building upon this motivation, this paper contributes to the literature by investigating the operating characteristics obtained under the Penalized Complexity (PC) priors recently proposed by Simpson et al. (2017). By definition a PC prior is an exponential with rate parameter $\lambda$, defined on a scale measuring the distance from a well defined base model. In a classic BHM context, a natural base model is the one where the response rate is constant across arms (i.e., $\sigma = 0$, which we denote as the homogeneous scenario). If we assume a PC prior with base model $\sigma = 0$, then $\lambda$ acts as an (hyper-)parameter that controls directly the strength of shrinkage to the overall treatment effect. Importantly, the degree of shrinkage can be tuned in a monotonic way: as $\lambda$ increases, more and more mass is placed near the base model $\sigma = 0$, thus enforcing shrinkage. For instance, a large $\lambda$ may be used when the clinician anticipates homogeneity in the response rate across the arms, while moderate or small $\lambda$ may be chosen in heterogeneous cases where strong shrinkage is not required. Thus, PC priors seem to offer a potential advantage over the Uniform and half-$t$, in that the user will have to handle only one parameter to tune the strength of shrinkage and control the properties of the design.

In order to realize the practical advantages offered by PC priors, some intuition about the scale of $\lambda$ must be provided. The first goal of this paper is to propose intuitive methods to elicit PC priors (i.e., choose $\lambda$) based on clinical opinion. Our aim is to find methods that can help practitioners to translate clinical information (e.g., the anticipated degree of homogeneity of the histologies) into a value for $\lambda$. Our second goal is to get insights about the operating characteristics attained by PC priors as compared to the gold standard half-$t$. This will permit to identify scenarios where PC priors lead to more efficient designs. This goal is addressed by a simulation study which evaluates the operating characteristics obtained under several popular prior choices in a range of scenarios, which we believe cover typical basket trial settings. The main focus of the simulation will be on the comparison between the PC prior and the half-$t$.

An accompanying R package called INLAbhmbasket is produced as a tool to support prac-
partitioners in planning phase of basket trials. The package provides tools for simulation
of basket trials and computation of the operating characteristics under several choices
of priors (Gamma, Uniform, PC prior and half-t) and specification of the study (number
of patients, cutoff probabilities, accrual rates, etc). (The INLabhmbasket package is
available at https://github.com/massimoventrucci/INLabhmbasket R code to simulate
basket trials under various prior choices and compute operational characteristics can
be found in Appendix C).

The plan of the paper is as follows. In Section 2 the sequential Bayesian design
strategy for phase II oncology basket trials and the BHM approach are described in
detail. In Section 3 the most popular prior choices for variance parameters in
hierarchical models are reviewed, with particular emphasis on the PC prior framework.
Section 4 describes methods to choose the PC prior parameter \( \lambda \) in the
context of basket trials. In Section 5 results from our simulation study are presented.
The paper ends with a discussion in Section 6.

2 Bayesian basket trials

Phase II basket trials aim to estimate the efficacy rate of a new treatment targeting a
specific genomic alteration common to a set of \( J \) different tumor histologies. Let \( y_j \)
be the observed count of patients who positively respond to the treatment, the
observation model is

\[
y_j \sim \text{Binomial}(N_j, p_j), \quad j = 1, \ldots, J,
\]

where \( p_j \) and \( N_j \) are respectively the true response rate (efficacy rate) and sample
size for histology \( j \).

For each histology, we are interested in testing the null hypothesis \( H_0 : p_j \leq q_0 \)
versus the alternative one \( H_1 : p_j \geq q_1 \), where \( q_0 \) and \( q_1 \) represent
respectively uninteresting and desirable target levels for the response rate (usually
\( q_1 - q_0 = 0.15, 0.20, 0.25 \).

2.1 Sequential Bayesian design

To increase the ethical component of the trial a sequential design is adopted. At each step, any arm
can be closed due to futility or efficacy. To account for possible varying patients accrual rates across
arms (e.g., one cohort might enroll patients quicker than the others), the first interim analysis
is performed after a fraction \( 0 < \omega < 1 \) of each arm maximum sample size \( \lceil \omega N_j \rceil \) is enrolled
(where the ceiling operator \( \lceil x \rceil \) represents the least integer greater than or equal to \( x \)). Let \( n_j^{(1)} \geq \lceil \omega N_j \rceil \)
(\( j = 1, \ldots, J \)) represent the actual number of patients enrolled in arm \( j \) at the first halt; then, \n\[
n_j^{(1)} = \sum_{j=1}^{J} n_j^{(1)} \quad \text{is the corresponding total number of patients and } y^{(1)} = (y_1^{(1)}, \ldots, y_{J}^{(1)})^T \quad \text{the related vector of data observed up to the first stop. Following [Berry et al. (2013)] at each interim analysis both futility and efficacy are assessed in each arm. Accrual in arm } j \text{ is stopped for futility if}
\]

\[
\Pr(p_j > \bar{q} \mid y^{(1)}) < 0.05
\]

or efficacy if

\[
\Pr(p_j > \bar{q} \mid y^{(1)}) > 0.90,
\]

where these probabilities are computed on the basis of the estimated posterior distribution of the
response rate \( p_j \). Midpoint \( \bar{q} = (q_0 + q_1)/2 \) is chosen instead of \( q_0 \) as a proof beyond reasonable
doubt to deem the treatment futile/active at early stages. The next possible halts take place at steps
of \( \lceil k n^{(1)} \rceil \) patients, where \( 0 < k < 1 \) is conveniently chosen to manage the frequency of the interim
analyses. At each of these stops, rules (2) and (3) are applied on the accumulated data \( y^{(l)} (l > 1) \).
Enrollment resumes only in those arms deemed neither futile nor active. The trial ends when all the arms have been closed or the preset maximum sample size has been reached. The final analysis is based on the whole accrued data \( y \) and the treatment will be declared effective for the histology \( j \) if

\[
\Pr(p_j > q_0 \mid y) > \zeta, \quad j = 1, \ldots, J,
\]  

(4)

where \( \zeta_j \) is a probability cutoff ensuring type I error control at a preset level \( \alpha \) (Berry et al., 2011).

It is worth stressing that Bayesian sequential monitoring, as is the case for rules (2) and (3), is not affected by any multiplicity issue contrary to the frequentist approach (Berry, 1993).

### 2.2 Bayesian hierarchical modelling (BHM)

The BHM approach relies on a hierarchical model where at the first level we have the observation model in (1). At the second level, the linear predictor \( \eta_j = \logit(p_j) = \log(p_j/(1 - p_j)) \) is modelled as

\[
\eta_j \mid \mu, \sigma^2 \sim \text{Normal}(\mu, \sigma^2) \quad j = 1, \ldots, J.
\]  

(5)

The modelled quantity \( \eta_j \) is the log-odds of the response rate. In some works (Thall et al., 2003; Berry et al., 2013; Cunanan et al., 2019) an offset is included in the linear predictor and the modelled quantity is the logit deviation from the target \( q_1 \), \( \logit(p_j) - \logit(q_1) \). The inclusion of an offset has no implications on the posterior distribution of the probability values \( p_j \)'s, which are the quantities of interest in the sequential design described in Section 2.1.

The model in (5) depends on two hyperparameters, \( \mu \) and \( \sigma^2 \). The former is the overall response to the treatment expressed in the logit scale. An uninformative prior \( \mu \sim \text{Normal}(0, 100) \) is a common choice to express uncertainty about the overall efficacy rate. The variance \( \sigma^2 \) is the hyperparameter controlling pooling of information across arms. A small value of \( \sigma \) favours pooling, while a large \( \sigma \) favours locality and returns arm-specific estimates less shrunk towards \( \mu \). For this reason, the choice of priors on \( \sigma \) is a critical choice to be made by the user. Popular strategies to choose this prior will be discussed in Section 3.

For practical purpose we reparameterize (5) as \( \eta_j = \mu + \theta_j \) with priors

\[
\mu \sim \text{Normal}(0, 100) \quad ; \quad \theta_j \mid \sigma^2 \sim \text{Normal}(0, \sigma^2) \quad j = 1, \ldots, J.
\]  

(6)

We find this reparameterization more convenient in practice, because model (6) can be implemented straightforwardly in the R package R-INLA (Rue et al., 2009) for approximate Bayesian inference. The INLA approach is computationally more efficient than MCMC, a feature that turns out to be very helpful in designing basket trials via BHM. Checking the impact of design’s parameters, like the (hyper-)parameters in the prior specification for \( \sigma \), requires estimating the model hundreds of times to evaluate the operating characteristics under several scenarios, and this can be done relatively quickly by using INLA.

### 3 Prior choice on the arm-level variance

The task of prior choice on \( \sigma \) would be greatly simplified if some information about the degree of homogeneity of the histologies were available at prior. We can distinguish between two opposite scenarios: homogeneous trials (i.e., \( \sigma = 0 \)), where either all arms are active (positive response to the treatment) or all are inactive (treatment is ineffective), heterogeneous trials (i.e., \( \sigma > 0 \)), where some
of the arms are active while others are not. The operating characteristics achieved by a certain prior on \( \sigma \) largely depend on whether the trial is homogeneous or heterogeneous. A prior assigning high probability mass near \( \sigma = 0 \) will represent a suitable choice in homogeneous scenarios, as this prior favours pooling. A prior distributing more mass away from \( \sigma = 0 \) (i.e., in the tail of the distribution) will be appropriate in heterogeneous scenarios as this prior favours locality.

It is useful to discuss the consequences, in terms of power detection and type I error control, of choosing a prior that favours pooling (prior A) as opposed to one that favours locality (prior B). In homogeneous trials with all active arms, prior A will guarantee high power detection. However, in heterogeneous trials, prior A will incur in over-shrinkage causing loss of power detection on the active arms and inflated type I error rate on the inactive ones. Regarding prior B, in heterogeneous trials this will probably guarantee both reasonable power on the active arms and type I error control on the inactive ones. However, in homogeneous trials with all active arms, prior B will incur in over-fitting leading to reduced power detection, hence an inefficient design.

As we can see, the inevitable trade-off between high power detection and strict type I error control is linked to two factors: first, the balance between pooling and locality implied by the prior on \( \sigma \) and, second, the specific features of the trial under study. One important feature is the relative importance of high power and strict type I error control, which can vary across studies according to their primary goal. The other relevant aspect regards the level of homogeneity/heterogeneity of the trial. In principle, the practitioner must choose the appropriate balance between pooling and locality, according to the information available on the given trial.

In general, information about homogeneity of the trials will unlikely be available at prior, given the early development stage of a phase II basket trial. Nevertheless, in some cases clinicians may leverage their experience from past studies in order to make a prior guess on the homogeneity of the trial at hand. Thus, we believe that a prior on \( \sigma \) that enables intuitive control of the balance between pooling and locality would be an important tool for clinicians involved in designing basket trials; including the possibility to be used as default choice in some studies. Below, we discuss some popular classes of priors commenting on how easily the involved parameters can handle pooling versus locality.

### 3.1 Conjugate Gamma

A popular prior for the scale parameter \( \sigma^2 \) is the conjugate Inverse-Gamma \((a, b)\) which corresponds to a Gamma \((a, b)\) on the precision \( \tau = 1/\sigma^2 \),

\[
\pi(\tau|a, b) \propto \tau^{a-1} \exp(-b\tau),
\]

where \( a \) and \( b \) are respectively the shape and rate parameters. The conjugate Gamma has been criticized in several papers as a prior forcing over-fitting (Frühwirth-Schnatter and Wagner [2010, 2011]; Simpson et al. [2017]). For our purposes, we note that it is not immediate to outline simple strategies to define increasing/decreasing levels of shrinkage by handling parameters \( a \) and \( b \). Thus, while control of the balance between pooling and locality is possible, the Gamma fails to provide the practitioner with practical and intuitive ways to do so. In our simulation study we will only focus on the specification with \( a = 0.0005 \) and \( b = 0.000005 \) proposed in a previous work by Berry et al. (2013).

### 3.2 Half-t

The half-t on the standard deviation \( \sigma \) has been popularized in Bayesian hierarchical models by Gelman et al. (2006). We denote this distribution as half-t \((\gamma, \nu)\), where \( \gamma \) is the scale parameter and
\( \nu \) is the number of degrees of freedom. The density is given by

\[
\pi(\sigma | \gamma, \nu) \propto \left(1 + \frac{1}{\nu} \left(\frac{\sigma}{\gamma}\right)^2\right)^{-\frac{\nu + 1}{2}}.
\]

For \( \nu = 1 \) we obtain the half-Cauchy prior, while for \( \nu = -1 \) we have the improper Uniform. In a thorough simulation study, Cunanan et al. (2019) demonstrated robustness of the half-\( t \) in the context of BHM of basket trials. In our simulation study we will only focus on the specification with \( \nu = 1 \) and \( \gamma = 10 \), based on results from Cunanan et al. (2019).

The user can control balance between pooling and locality by manipulating \( \nu \) and \( \gamma \). However, there is not a unique strategy to do. For instance, to place more and more mass in the tail of the distribution, which would give a prior that favours locality, one could either increase \( \gamma \) while fixing \( \nu \), or decrease \( \nu \) while fixing \( \gamma \). In our view, the need to handle two parameters, \( \nu \) and \( \gamma \), and the lack of a unique approach to tune pooling versus locality represent impractical features of the half-\( t \) in the context of basket trials.

### 3.3 Uniform

The uniform distribution \( U(a, b) \) assigns constant probability in the interval \((a, b)\), with density \( \pi(\sigma) = 1/(b-a) \) for \( a \leq \sigma \leq b \), while \( \pi(\sigma) = 0 \) elsewhere. By manipulating \( a \) and \( b \) the user can tune the probability mass concentrated near \( \sigma = 0 \). For instance, by increasing the upper bound \( b \) while fixing \( a = 0 \), increasing mass is assigned to the tail of the distribution. However, a prior that favours locality can also be achieved by playing with the lower bound \( a \) by setting it to a value larger than 0 (Cunanan et al., 2019).

Analogously to the half-\( t \) case, with the uniform the user has no unique strategy to control balance between pooling and locality, which, again, we see as an inconvenient feature in basket trials.

### 3.4 PC prior

The PC prior by Simpson et al. (2017) is built under a principled framework that provides the user an intuitive way to control/constrain model complexity. The prior is defined on a scale measuring the distance from the base model via the Kullback-Leibler divergence (Kullback and Leibler, 1951). For the sake of comparison with the half-\( t \) prior, we report the PC prior for the standard deviation \( \sigma \), which is

\[
\pi(\sigma) = \lambda \exp(-\lambda \sigma),
\]  

(7)

where \( \lambda \) is the rate of the exponential distribution; for more details see Appendix A.1.

For the PC prior (7) we have a unique strategy to balance pooling versus locality through the rate parameter \( \lambda \), which controls the penalty for deviating from the base model \( \sigma = 0 \). The tuning mechanism is monotonic: large values of \( \lambda \) concentrate more mass at the base model, while small values of \( \lambda \) distribute more mass in the tail of the distribution. The advantage is that by means of one parameter, \( \lambda \), the user can control directly the strength of shrinkage to the overall treatment effect, which yields a very practical approach.

### 4 Scaling the PC prior: choice of \( \lambda \)

We describe two possible user-defined scalings (i.e., ways to select \( \lambda \)) of the PC prior which we believe may be of practical use for the clinician who has some prior information on the specific...
4.1 Scaling 1: choosing $\lambda$ based on a guess on the standard deviation of $\theta_j$

The choice of $\lambda$ can be done in practice by eliciting a statement of the form $\Pr(\sigma > z) > c$ (Simpson et al., 2017). Let $c$ be a small probability, then $z$ can be regarded as an upper bound for $\sigma$. It can be shown that given certain $c$ and $z$ chosen by the practitioner, then $\lambda = -\ln(c)/z$.

Simpson et al. (2017) suggested a practical rule of thumb to choose $\lambda$ based on the above criteria, which we find useful in the context of basket trials. This requires the user to elicit a guess on the marginal standard deviation of $\theta_j$ (i.e., the arm $j$ deviation from the overall treatment effect $\mu$) expressed on the logit scale from Eq. (6). This scaling approach is based on the following argument: let assume a PC prior on $\exp(\theta)$ with rate parameter $\lambda = -\ln(c)/z$, then the marginal standard deviation of $\pi(\theta) = \int \pi(\theta_j|\sigma)\pi(\sigma)d\sigma$ - after marginalizing out the uncertainty on $\sigma$ - is approximately $0.31z$, when $c = 0.01$ (Simpson et al., 2017). The implied rule of thumb is: let $sd$ be the practitioner’s guess on the marginal standard deviation of $\theta_j$, then

$$\lambda = -0.31 \ln(0.01)/sd,$$  

(8)

hence the choice of $\lambda$ amounts to select a suitable value of $sd$.

The practitioner may leverage clinical opinion or external/past data to define a suitable value of $sd$ for the trial at hand. One way to address the choice of $sd$ in practice is to ask, for instance, what $sd = 1$ means in terms of an easy-to-interpret transformation of $\theta_j$, such as the odds ratio $\exp(\theta_j)$. Figure 1 shows the implied prior on the odds ratio $\exp(\theta_j)$, corresponding to using a PC prior on $\sigma$ with various $sd$ values. (This prior is obtained by numerically computing $\pi(\theta_j) = \int \pi(\theta_j|\sigma)\pi(\sigma)d\sigma$, then applying a change of variable to derive the prior on the odds ratio scale $\exp(\theta_j)$.) Note that all the priors in Figure 1 peak at 1 which is the value of the odds ratio when the arm-$j$ treatment effect equals the overall treatment effect. Essentially, at base model $\sigma = 0$ we have $\exp(\theta_j) = 1, j = 1, \ldots, J$. Also note that the priors show different decay from the base model according to $sd$. From Figure 1(a), when a small $sd$ is chosen (e.g., $< 1$) the prior is narrowly concentrated around 1, hence variation in the odds ratio is very small. For instance, the PC prior with $sd = 0.1$ (i.e., $\lambda = -0.31 \ln(0.01)/0.1$) places most of the mass inside the interval $(0.8, 1.2)$; thus, the choice $sd = 0.1$ would be coherent with a user anticipating around 20% increase/decrease in the arm-specific odds ratio. This prior choice is hardly desirable in practice as it will induce very strong shrinkage. A more moderate degree of shrinkage is induced by priors in figure 1(b), where we can appreciate that larger values of $sd$ still lead to substantial shrinkage but, at the same time, allow more variability in the odds ratios. As an example, a user setting $sd = 1$ is implying that odds ratios can vary approximately in the range $(0.5, 1.5)$. This choice may be suitable in trials where a moderate/large degree of homogeneity between the histologies is anticipated. Finally, $sd = 5$ and $sd = 10$ will induce low level of shrinkage, resulting in much larger variability in the odds ratio. This choice may be suitable when an heterogeneous trial is anticipated.

In our simulation study we will test the performance of the PC prior for $sd = (1, 5, 10)$.

4.2 Scaling 2: choosing $\lambda$ by matching the tail of the half-$t$

We propose a second scaling approach which aims at matching the tail properties of a given half-$t(\gamma, \nu)$ distribution. In this case, the user is only required to select the parameters $\gamma$ and $\nu$ of the half-$t$ prior that they want to reproduce, then Proposition 1 below tells what $\lambda$ has to be for a PC prior having approximately the same tail behaviour. Precisely, same tail behaviour means same
Figure 1: The prior on \( \exp(\theta_j) \) (odds ratio) implied by using a PC prior on \( \sigma \), for various choices of \( sd \). In panel (a), we explore the case where \( sd \) is set to small values (e.g., \( sd = \{0.1, 0.5\} \)). In panel (b), we look at the prior implied by a larger value \( sd = \{1, 5, 10\} \). In both panels the prior shows a peak at 1, which is the odds ratio when the arm-\( j \) treatment effect equals the overall treatment effect.

The probability mass assigned to a tail interval of the form \( [x, \infty) \), \( x > 0 \). We will denote such PC prior as equivalent PC prior (EPC), meaning that it is equivalent to the half-\( t \) in terms of the probability mass assigned to the tail interval.

**Proposition 1.** The PC prior in Eq. (7) with rate parameter given by

\[
\lambda_{\gamma,\nu}(x) = -\ln \left(1 - I \left(\frac{x^2}{x^2 + \gamma^2 \nu}; \frac{1}{2}, \frac{\nu}{2}\right)\right)/x.
\]  
(9)

will have the same probability mass as the half-\( t(\gamma, \nu) \) in the interval \( A = [x, \infty) \), \( x > 0 \). (Notation \( I(\cdot; \cdot, \cdot) \) indicates the beta regularized function (Abramowitz and Stegun, 1965).

**Proof.** See Appendix A.2.

Figure 2 displays \( \lambda_{\gamma,\nu}(x) \) in (9) as a function of \( x \) (i.e., the lower bound of the tail interval \( A \)). It can be shown that as \( x \to \infty \), then \( \lambda_{\gamma,\nu}(x) \) goes to 0 and the resulting PC prior becomes increasingly flat. As \( x \to 0^+ \), then \( \lambda_{\gamma,\nu}(x) \) goes to \( \lambda_0 = 2(\gamma \nu^{1/2} B(1/2, \nu/2))^{-1} \), where \( B(\cdot; \cdot, \cdot) \) is the beta function. What is important to notice is the non-monotonic behaviour of \( \lambda_{\gamma,\nu}(x) \), which results problematic because two different tail intervals \( A = [x, \infty) \) may be associated to the same value of \( \lambda_{\gamma,\nu}(x) \). The definition of tail interval must be made unambiguous in order to uniquely define the EPC. We then introduce the idea of a reference tail interval \( A^* \), which is defined as the largest \( A = [x, \infty) \) such that \( \lambda_{\gamma,\nu}(x) \leq \lambda_0 \); the value of \( x \) satisfying the condition above can be found numerically. Note, for any choice of the parameters of the half-\( t \) we can get the associated reference tail interval \( A^* \). Based on \( A^* \), the concept of equivalent PC prior can be defined.

**Remark 1.** We define as equivalent PC prior with scale parameter \( \gamma \) and degrees of freedom \( \nu \), denoted as EPC\( _{\gamma,\nu} \), the PC prior in Eq. (7) with rate parameter \( \lambda = \lambda_{\gamma,\nu}(x) \), where \( \lambda_{\gamma,\nu}(x) \) is obtained from Proposition 1 using \( A = A^* \).

Table 1 reports \( \lambda_{\gamma,\nu} \) for different specifications of the half-\( t \). As an example, the PC prior with \( \lambda = 0.064 \) is an EPC\( _{10,1} \). This means that the EPC\( _{10,1} \) and the half-\( t(\gamma = 10, \nu = 1) \) assign the same probability mass to the reference tail interval \( A^* \).
Table 1: The value of $\lambda_{\gamma,\nu}$ for various parameters of the half-$t$ with scale parameter $\gamma$ and degrees of freedom (dof) $\nu$. Between brackets the corresponding $sd$ computed from (8).

| dof $\nu$ | 1     | 2     | 5     | 10    | 20    |
|-----------|-------|-------|-------|-------|-------|
| 1         | 0.637 (2.242) | 0.318 (4.485) | 0.127 (11.212) | 0.064 (22.425) | 0.032 (44.849) |
| 2         | 0.707 (2.019) | 0.354 (4.038) | 0.141 (10.095) | 0.071 (20.189) | 0.035 (40.379) |
| 5         | 0.759 (1.880) | 0.380 (3.761) | 0.152 (9.402)  | 0.076 (18.804) | 0.038 (37.607) |
| 10        | 0.778 (1.834) | 0.389 (3.669) | 0.156 (9.172)  | 0.078 (18.345) | 0.039 (36.689) |

Figure 2: Behaviour of $\lambda_{\gamma,\nu}(x)$ for different values of the half-$t$ scale parameter $\gamma$ and degrees of freedom $\nu$.

4.3 Comparing the two scaling approaches

Let us compare the proposed two scaling approaches. Figure 3 displays the half-$t$ (HT), the PC prior with $sd = 1, 5, 10$, denoted as PC1, PC5 and PC10, the half-$t(\gamma = 10, \nu = 1)$ and the associated EPC$_{10, 1}$. All distributions are expressed in the scale of the standard deviation to emphasize contraction towards the base model $\sigma = 0$ (i.e., the level of shrinkage). By increasing $\lambda$ (i.e., decreasing $sd$) the level of shrinkage increases. The EPC$_{10, 1}$ and the half-$t(\gamma = 10, \nu = 1)$ have roughly the same tail behaviour, they only differ near $\sigma = 0$: the PC prior goes to $\sigma = 0$ exponentially, while the half-$t$ has bell-shaped behaviour.

Figure 3 suggests that PC prior is a flexible class. For an appropriate choice of $\lambda$, the PC prior can reproduce the heavy tail of the half-$t$ fairly well. In view of their adaptability to different scenarios, PC priors may be assumed as default priors in basket trials. The two different scaling approaches proposed may be used for different purposes. With scaling 2, the PC prior can potentially gain the stable operational characteristics achieved by the gold standard half-$t$ and this may be desirable in heterogeneous scenarios. With scaling 1, the $sd$ value can be tuned by the practitioner according to the strength of shrinkage required by the study. Prior information on the expected odds ratio can guide the choice of $sd$. In particular, scaling 2 is advantageous when clinicians anticipate homogeneity, in which case setting $sd = 1$ can lead to potentially high power detection of the active
arms.

![Graph](image)

Figure 3: Half-$t$ (blue) and PC prior (several shades of green) distributions on the standard deviation $\sigma$.

## 5 Simulation study

We evaluate via simulation the frequentist operating characteristics attained by the sequential procedure described in Section 2.1 under several priors in different scenarios. Our first goal is to investigate how the recently introduced PC priors compare to other priors previously analyzed, especially to the popular half-$t$ prior. The second goal is to provide guidelines for clinicians interested in using PC priors for BHM of basket trials on the most appropriate choice of the scaling parameter $\lambda$, in the different scenarios.

### 5.1 Simulation scenarios

Numerical results are based on 1000 four-armed simulated trials where the aim is to evaluate the null hypothesis $H_0: p_j \leq 0.20$ against $H_1: p_j \geq 0.35$ at a $\alpha = 0.10$ significance level. Data have been generated under five scenarios (reported in Table 2) each with an increasing number of active arms. In scenario 1, all arms are inactive and responses are generated under the null hypothesis (i.e., uninteresting response rate), while scenarios from 2 to 4 represent heterogeneous cases; in scenario 5, responses are all generated under the alternative hypothesis.

Three maximum sample size levels common to all arms have been taken into account, $N_j = 20, 26, 37$. The sequential Bayesian design in Section 2.1 has been employed with $\omega = 0.4$ and $k = 0.5$. Futility and efficacy are evaluated on the posterior distributions estimated at each interim analysis as defined in (2) and (3). Final analyses are based on (4) with probability cutoffs $\zeta$ ad hoc determined, so to have the type-I error rate broadly equal to $\alpha = 0.1$ in the null scenario 1. Table 3 reports the $\zeta$ values, for each prior choice and sample size. For low sample sizes, cutoffs for the Gamma and Uniform were not identified because of numerical instability of the model implementing these priors; we did not experience any problem with the half-$t$ and the PC prior.
Table 2: Simulation Scenarios; true values of \( p_j \) in each arm are reported for each scenarios.

| Scenario                  | true \( p_j \) |
|---------------------------|----------------|
|                           | arm 1 | arm 2 | arm 3 | arm 4 |
| 1. all null (\( H_0 \))   | 0.20  | 0.20  | 0.20  | 0.20  |
| 2. three null, one alternative | 0.20  | 0.20  | 0.20  | 0.35  |
| 3. two null, two alternative | 0.35  | 0.20  | 0.20  | 0.35  |
| 4. one null, three alternative | 0.35  | 0.35  | 0.20  | 0.35  |
| 5. all alternative (\( H_1 \)) | 0.35  | 0.35  | 0.35  | 0.35  |

Table 3: Probability cutoffs. In small sample size scenarios, we do not consider priors B and U due to computational instabilities of the model output under these prior choices.

| \( \zeta \) | \( N_j = 20 \) | \( N_j = 26 \) | \( N_j = 37 \) |
|-------------|----------------|----------------|----------------|
| G           | –              | –              | 0.878          |
| U           | –              | –              | 0.866          |
| HT          | 0.873          | 0.868          | 0.863          |
| PC1         | 0.859          | 0.859          | 0.852          |
| PC5         | 0.867          | 0.865          | 0.860          |
| PC10        | 0.871          | 0.867          | 0.862          |
| EPC         | 0.871          | 0.867          | 0.863          |

As competitors of the PC prior we have selected the priors listed below which have been suggested in previous works:

- The Gamma\((0.0005, 0.000005)\) on \( \tau = 1/\sigma^2 \) originally proposed by \( \text{Berry et al. (2013)} \) (denoted as G);

- The half-t with scale \( \gamma = 10 \) and degrees of freedom \( \nu = 1 \) (denoted as HT) and the Uniform \( U(0, 100) \) (denoted as U), which are two priors tested in \( \text{Cunanan et al. (2019)} \) achieving robust results.

Regarding PC priors, both scaling approaches have been taken into account

- Scaling 1: we consider PC priors with \( sd = 1, 5, 10 \) (denoted as PC1, PC5 and PC10, respectively);

- Scaling 2: we implement the PC prior with tail equivalent (in terms of probability mass) to the half-t with \( \gamma = 10 \) and \( \nu = 1 \) (denoted as EPC).

5.2 Results

Comparisons are based on the simulated rejection probabilities and expected sample sizes (ESS). For those arms where the response rate is generated under the null hypothesis, rejection probabilities indicate the type-I error rate, otherwise they refer to the power (1 - type II error rate). Given the presence of at least one interim analysis for each simulated trial, ESS is a performance indicator of
the ethical capability of stopping the trial earlier on futility/efficacy grounds with respect to each prior.

Table 4 shows operating characteristics, i.e. rejection probabilities and expected sample size, for scenarios with $N_j = 37$ under all priors. As a note to interpret the rejection probabilities in Table 4, bold numbers refer to power while non-bold numbers refer to type I error rate. The rejection probabilities for scenario 1 serve as a check that type I error rate is controlled at the desired level of 0.1 under all priors.

Regarding how the Berry’s Gamma prior (G) and the uniform (U) compare to the half-$t$, our results are in line with those by Cunanan et al. (2019): G performs poorly in heterogeneous cases (scenarios 2 to 4), while giving good performance in scenario 5; U is uniformly close but inferior to the HT.

Regarding the comparison between half-$t$ and PC priors, which is our main interest, we list below three main findings which are worthwhile to point out from looking at Table 4.

- The HT prior and its associated EPC prior achieve the same performance overall. Note that the rejection probabilities (detection power) associated to these priors are basically the same in scenarios from 2 to 5.

- In scenario 5, where all arms are active, PC1, PC5 and PC10 outperform HT; as expected, PC1 achieves the highest power (simulation results not shown here for sake of brevity show that using $sd < 1$ will achieve at least as much power as PC1).

- In heterogeneous scenarios (from 2 to 4) we have mixed results. Priors PC1, PC5 and PC10 can potentially achieve more power than HT, but usually at the cost of an increased type I error rate. Note that, while in scenario 2, PC priors do not improve over the HT, in scenario 3 for some choices of $sd$ (e.g., PC1 and PC5) we have a slight increase in power, but a substantial increase in type I errors (similar behaviour can be seen in scenario 4).

To investigate further the comparison between PC priors and half-$t$ we have also looked at their performance in smaller sample size cases $N_j = 20, 26$. Results are reported in Appendix B, where it can be observed that reducing sample size impacts the power (i.e., rejection probabilities for data generated under the alternative hypothesis), but a suitable choice of the probability cutoff $\zeta$ still permits control of type-I error rate. The previous remarks on the performance of the different priors remain unchanged for small sample size cases too. Moreover, the tendency that we see seems to indicate that as $N$ decreases, EPC achieves higher power than HT in homogeneous cases, like in scenarios 4 and 5.

In conclusion, consistency of our findings under different sample sizes, including very low sample size, reassures us that this simulation study can offer practical guidelines in realistic basket trials, which often times are run on low number of patients.

6 Discussion

Efficient strategies for phase II basket trials can be obtained by borrowing strength of information across arms via Bayesian hierarchical modelling (BHM). The user adopting such an approach will inevitably face the issue of prior choice on the arm-level variance. In this work we have reviewed the most popular priors for variance parameters in relation to their ability to handle the critical balance between pooling and locality, with special focus on the recently proposed PC prior approach. The performance attained by each prior has been studied by means of an extensive simulation study,
Table 4: Rejection probabilities and expected sample size (ESS) for $N_j = 37$ and scenarios from 1 to 5 (see Table 2 for description of each scenario). Among the rejection probabilities, bold numbers refer to power (1 - type II error rate) while non-bold numbers refer to type I error rates.

| Prior | Rejection Probabilities | ESS  |
|-------|--------------------------|------|
|       | arm 1 | arm 2 | arm 3 | arm 4 |
|       | 0.102 | 0.097 | 0.104 | 0.095 | 119.9 |
| G     | 0.100 | 0.100 | 0.098 | 0.097 | 126.1 |
| U     | 0.103 | 0.101 | 0.097 | 0.101 | 126.0 |
| HT    | 0.099 | 0.104 | 0.099 | 0.101 | 122.5 |
| PC1   | 0.101 | 0.104 | 0.096 | 0.097 | 125.2 |
| PC5   | 0.102 | 0.103 | 0.098 | 0.096 | 125.7 |
| PC10  | 0.102 | 0.101 | 0.097 | 0.100 | 125.9 |
|       | 0.254 | 0.252 | 0.254 | 0.434 | 135.3 |
| G     | 0.172 | 0.166 | 0.155 | 0.776 | 130.9 |
| U     | 0.179 | 0.169 | 0.159 | 0.781 | 131.0 |
| HT    | 0.206 | 0.215 | 0.205 | 0.733 | 132.8 |
| PC1   | 0.204 | 0.236 | 0.260 | 0.857 | 132.5 |
| PC5   | 0.184 | 0.219 | 0.234 | 0.853 | 132.1 |
| PC10  | 0.181 | 0.174 | 0.167 | 0.775 | 131.2 |
| EPC   | 0.179 | 0.170 | 0.159 | 0.781 | 131.0 |
|       | 0.641 | 0.398 | 0.414 | 0.641 | 137.4 |
| G     | 0.833 | 0.213 | 0.230 | 0.851 | 131.4 |
| U     | 0.836 | 0.219 | 0.234 | 0.853 | 131.6 |
| HT    | 0.848 | 0.314 | 0.314 | 0.859 | 134.9 |
| PC1   | 0.839 | 0.236 | 0.260 | 0.857 | 132.5 |
| PC5   | 0.836 | 0.225 | 0.246 | 0.853 | 132.1 |
| PC10  | 0.836 | 0.219 | 0.236 | 0.852 | 131.7 |
| EPC   | 0.811 | 0.799 | 0.601 | 0.809 | 128.8 |
|       | 0.885 | 0.888 | 0.304 | 0.889 | 127.2 |
| G     | 0.890 | 0.894 | 0.309 | 0.895 | 127.3 |
| U     | 0.921 | 0.925 | 0.449 | 0.920 | 128.3 |
| HT    | 0.899 | 0.907 | 0.336 | 0.903 | 127.8 |
| PC1   | 0.892 | 0.900 | 0.320 | 0.899 | 127.5 |
| PC5   | 0.891 | 0.895 | 0.309 | 0.896 | 127.4 |
| PC10  | 0.931 | 0.909 | 0.917 | 0.921 | 110.1 |
| EPC   | 0.922 | 0.936 | 0.927 | 0.928 | 117.0 |
|       | 0.925 | 0.939 | 0.929 | 0.929 | 117.0 |
| G     | 0.962 | 0.962 | 0.955 | 0.964 | 113.7 |
| U     | 0.938 | 0.943 | 0.936 | 0.940 | 116.3 |
| HT    | 0.931 | 0.942 | 0.931 | 0.933 | 116.6 |
| PC1   | 0.927 | 0.941 | 0.930 | 0.930 | 116.9 |
where PC priors have been compared to the half-\( t \) in several scenarios varying according to maximum sample size and level of heterogeneity between responses in each arm.

In summary, our simulation shows that PC priors and half-\( t \) priors achieve overall similar operational characteristics. In particular, in homogeneous trials PC priors generally lead to superior designs as in larger power detection than HT; while in heterogeneous trials, PC priors have the potential to reach more power detection but at the cost of inflated type I error rates. Our simulation shows that this behaviour is consistent as \( N_j \) decreases.

We argue that PC priors offer clear advantages in terms of direct control of the balance between pooling and locality, which is crucial in basket trials. This can be handled in a practical manner by increasing/decreasing only one parameter, \( \lambda \). On the contrary, tuning pooling versus locality using Gamma, Uniform and half-\( t \) priors is much less intuitive and requires specification of more than one parameter.

Finally, the scaling of the PC prior can be made intuitive to the user by linking \( \lambda \) to a prior statement on the marginal standard deviation (\( sd \)) of the random effects: the smaller \( sd \) (i.e., the larger \( \lambda \)) the stronger the borrowing strength of information between arms. Other intuitive approaches for choosing \( \lambda \) can be based on clinical opinion on the variance associated to the odds ratios as discussed in Section 4.1.

References

Abramowitz, M. and Stegun, I. A. (1965). *Handbook of mathematical functions: with formulas, graphs, and mathematical tables*, volume 55. Courier Corporation.

Berry, D. A. (1993). A case for bayesianism in clinical trials. *Statistics in Medicine*, 12(15-16):1377–1393.

Berry, S. M., Broglio, K. R., Groshen, S., and Berry, D. A. (2013). Bayesian hierarchical modeling of patient subpopulations: efficient designs of phase II oncology clinical trials. *Clinical Trials*, 10(5):720–734.

Berry, S. M., Carlin, B. P., Lee, J. J., and Muller, P. (2011). *Bayesian adaptive methods for clinical trials*. CRC press, Boca Raton, FL.

Chen, N. and Lee, J. J. (2019). Bayesian hierarchical classification and information sharing for clinical trials with subgroups and binary outcomes. *Biometrical Journal*, 61(5):1219–1231.

Chu, Y. and Yuan, Y. (2018a). A Bayesian basket trial design using a calibrated Bayesian hierarchical model. *Clinical Trials*, 15(2):149–158.

Chu, Y. and Yuan, Y. (2018b). BLAST: Bayesian latent subgroup design for basket trials accounting for patient heterogeneity. *Journal of the Royal Statistical Society: Series C (Applied Statistics)*, 67:723–740.

Cunanan, K. M., Iasonos, A., Shen, R., and Gönen, M. (2019). Variance prior specification for a basket trial design using Bayesian hierarchical modeling. *Clinical Trials*, 16(2):142–153.

Freidlin, B. and Korn, E. L. (2013). Borrowing information across subgroups in phase II trials: is it useful? *Clinical Cancer Research*, 60:1326–1333.
Frühwirth-Schnatter, S. and Wagner, H. (2010). Stochastic model specification search for Gaussian and partial non-Gaussian state space models. *Journal of Econometrics*, 154(1):85 – 100.

Frühwirth-Schnatter, S. and Wagner, H. (2011). Bayesian variable selection for random intercept modeling of Gaussian and non-Gaussian data. In J. M. Bernardo, M. J. Bayarri, J. O. Berger, A. P. Dawid, D. Heckerman, A. F. M. Smith and M. West (Eds.), pages 165–200. Bayesian Statistics 9, Oxford.

Fujikawa, K., Teramukai, S., Yokota, I., and Daimon, T. (2019). A bayesian basket trial design that borrows information across strata based on the similarity between the posterior distributions of the response probability. *Biometrical Journal*.

Gelman, A. et al. (2006). Prior distributions for variance parameters in hierarchical models (comment on article by browne and draper). *Bayesian Analysis*, 1(3):515–534.

Hobbs, B. P. and Landin, R. (2018). Bayesian basket trial design with exchangeability monitoring. *Statistics in Medicine*, 37(25):3557–3572.

Kane, M. J., Chen, N., Kaizer, A. M., Jiang, X., Xia, H. A., and Hobbs, B. P. (2019). Analyzing basket trials under multisource exchangeability assumptions. *arXiv preprint arXiv:1908.00618*.

Kullback, S. and Leibler, R. A. (1951). On information and sufficiency. *The Annals of Mathematical Statistics*, 22:79–86.

Leon-Novelo, L., Bekele, B. N., Müller, P., Quintana, F., and Wathen, K. (2012). Borrowing strength with nonexchangeable priors over subpopulations. *Biometrics*, 68(2):550–558.

Liu, R., Liu, Z., Ghadessi, M., and Vonk, R. (2017). Increasing the efficiency of oncology basket trials using a Bayesian approach. *Contemporary Clinical Trials*, 63:67–72.

Neuenschwander, B., Wandel, S., Roychoudhury, S., and Bailey, S. (2016). Robust exchangeability designs for early phase clinical trials with multiple strata. *Pharmaceutical Statistics*, 15(2):123–134.

Psarakis, S. and Panaretos, J. (1990). The folded t distribution. *Communications in Statistics-Theory and Methods*, 19(7):2717–2734.

Psioda, M. A., Xu, J., Jiang, Q., Ke, C., Yang, Z., and Ibrahim, J. G. (2019). Bayesian adaptive basket trial design using model averaging. *Biostatistics*, 22(1):19–34.

Renfro, L. and Sargent, D. (2017). Statistical controversies in clinical research: basket trials, umbrella trials, and other master protocols: a review and examples. *Annals of Oncology*, 28(1):34–43.

Rue, H., Martino, S., and Chopin, N. (2009). Approximate bayesian inference for latent gaussian models by using integrated nested laplace approximations. *Journal of the Royal Statistical Society: Series b (Statistical Methodology)*, 71(2):319–392.

Simon, R. (1989). Optimal two-stage designs for phase II clinical trials. *Controlled Clinical Trials*, 10(1):1–10.

Simpson, D., Rue, H., Riebler, A., Martins, T. G., Sørbye, S. H., et al. (2017). Penalising model component complexity: A principled, practical approach to constructing priors. *Statistical Science*, 32(1):1–28.
Thall, P. F., Wathen, J. K., Bekele, B. N., Champlin, R. E., Baker, L. H., and Benjamin, R. S. (2003). Hierarchical Bayesian approaches to phase II trials in diseases with multiple subtypes. *Statistics in Medicine*, 22(5):763–780.

Woodcock, J. and LaVange, L. M. (2017). Master protocols to study multiple therapies, multiple diseases, or both. *New England Journal of Medicine*, 377(1):62–70.

Zheng, H. and Wason, J. (2022). Borrowing of information across patient subgroups in a basket trial based on distributional discrepancy. *Biostatistics*, 23(1):120–135.
A Technical details about the priors presented in the paper

A.1 Step-by-step derivation of the PC prior for $\sigma$

We illustrate construction of the PC prior for the standard deviation $\sigma$ following the four principles of PC priors; for more details on the PC prior approach (Simpson et al., 2017). (We want to stress that the PC prior for $\sigma$ derived below is added for illustrative purposes, it is not a novel result of this paper; it can also be derived by applying the change of variable rule to the PC prior for the precision $\tau = 1/\sigma^2$, which is derived in the seminal paper by Simpson et al. (2017)).

• Occam’s razor. Parsimony suggests that the BHM model can be seen as a flexible extension of a simpler model, denoted as base model. Let $\theta = (\theta_1, \ldots, \theta_J)^\top$ be the vector of random effects associated to each arm, where $\theta \sim \mathcal{N}(0, \sigma^2 I)$. A natural base model is the absence of random effects (i.e., $\sigma^2 = 0$), which implies that the response to the treatment is the same for all arms. We can formalize the flexible and base models as a $J$-dimensional Gaussian distribution denoted respectively as $\mathcal{N}_1(0, \sigma^2 I)$ and $\mathcal{N}_0(0, \sigma^2_0 I)$, where $\sigma^2_0 = 0$.

• Model complexity. Model complexity is measured by the distance between the (flexible) BHM and the base model, computed as $d = \sqrt{2 \text{KLD}(W||Z)}$, where $\text{KLD}$ stands for the Kullback-Leibler divergence (Kullback and Leibler, 1951) from r.v. $Z$ to $W$. In our $J$-dimensional Gaussian random effects case, the $\text{KLD}$ is

$$\text{KLD}(\mathcal{N}_1||\mathcal{N}_0) = \frac{1}{2} \left[ J \frac{\sigma^2}{\sigma^2_0} - J - J \ln \left( \frac{\sigma^2}{\sigma^2_0} \right) \right],$$

which only depends on $\sigma$. Following Simpson et al. (2017) we study the behaviour of the $\text{KLD}$ as $\sigma^2_0 \to 0$. After some algebraic steps we obtain,

$$\text{KLD}(\mathcal{N}_1||\mathcal{N}_0) = \frac{J \sigma^2}{2 \sigma^2_0} \left\{ 1 - \frac{\sigma^2_0}{\sigma^2} \left[ 1 - \ln \left( \frac{\sigma^2}{\sigma^2_0} \right) \right] \right\} \rightarrow \frac{J \sigma^2}{2 \sigma^2_0},$$

for $\sigma_0 \ll \sigma$. Thus, the distance is

$$d(\sigma) = \sqrt{2 \text{KLD}(\mathcal{N}_1||\mathcal{N}_0)} = \sqrt{\frac{J \sigma^2}{2 \sigma^2_0}} = \frac{\sigma}{\sigma_0} \sqrt{J},$$

which takes value in the interval $[0, \infty)$. Note, $d \equiv 0$ when the flexible and base model coincides.

• Constant rate penalisation. The PC prior is a distribution on the distance $d(\sigma) = \frac{\sigma}{\sigma_0} \sqrt{J}$, which essentially allows to penalize models deviating from the base one. Simpson et al. (2017) suggests to use an exponential distribution with rate $\phi$ on $d(\sigma)$,

$$\pi(d(\sigma)) = \phi \exp(-\phi d(\sigma))$$

The exponential distribution ensures constant rate penalization. Finally, the PC prior in the scale of $\sigma$ is obtained via a change of variable,

$$\pi(\sigma) = \phi \exp(-\phi d(\sigma)) \left| \frac{\partial d(\sigma)}{\partial \sigma} \right| = \frac{\phi \sqrt{J}}{\sigma_0} \exp \left( -\frac{\phi \sqrt{J}}{\sigma_0} \sigma \right) = \lambda \exp(-\lambda \sigma),$$

(13)
where \( \lambda = \frac{\sigma}{\sigma_0} \). Note that the PC prior is an exponential prior on the distance scale, \( d(\sigma) \), and it remains as such on the standard deviation scale, \( \sigma \), only the rate parameter is rescaled.

### A.2 Proof of Proposition 1 in Section 4

**Proof.** Let \( T \) be a centered Student-\( t \) r.v. with scale parameter \( \gamma > 0 \) and \( \nu > 0 \) degrees of freedom, having c.d.f.

\[
G_T(x \mid 0, \gamma, \nu) = \frac{1}{2} \left( 1 - I \left( \frac{x^2}{x^2 + \gamma^2 \nu} ; \frac{1}{2}, \frac{\nu}{2} \right) \right).
\]

The corresponding half r.v. \( |T| \) is known to have c.d.f. \( G_{|T|}(x \mid 0, \gamma, \nu) = 2G_T(x \mid 0, \gamma, \nu) - 1 \) for \( x > 0 \), and 0 otherwise (Psarakis and Panaretos [1990]). By equating the survival functions of the exponential distribution with rate \( \lambda \) (i.e., the PC prior) and the \( |T| \) with scale \( \gamma > 0 \) and degrees of freedom \( \nu > 0 \), and subsequently solving for \( \lambda \) (note in the paper \( \lambda \) is denoted as \( \lambda_{\gamma,\nu}(x) \) to stress its dependence on \( x \) and the half-t parameters), we obtain:

\[
1 - \left[ 1 - \exp(-\lambda x) \right] = 1 - G_{|T|}(x \mid 0, \gamma, \nu) = 2 - 2G_T(x \mid 0, \gamma, \nu) = \exp(-\lambda x) = 2 - 2G_T(x \mid 0, \gamma, \nu)
\]

\[
\lambda = -\ln \left[ 2 - 2G_T(x \mid 0, \gamma, \nu) \right] = -\ln \left[ 1 - I \left( \frac{x^2}{x^2 + \gamma^2 \nu} ; \frac{1}{2}, \frac{\nu}{2} \right) \right] = -\ln \frac{1 - I \left( \frac{x^2}{x^2 + \gamma^2 \nu} ; \frac{1}{2}, \frac{\nu}{2} \right)}{x}, \quad \gamma, \nu > 0.
\]

\( \square \)
### B Additional results from the simulation study in Section 5

Table 5: Rejection probabilities and expected sample size (ESS) for small sample sizes, $N_j = 20, 26$ and scenarios from 1 to 5 (see Table 2 in the paper for description of each scenario). Among the rejection probabilities, bold numbers refer to power (1 - type II error rate) while non-bold numbers refer to type I error rates.

| Scenario | Prior | $N_j = 20$ | | $N_j = 26$ | |
|----------|-------|------------|---|------------|---|
|          | Rejection probabilities | ESS | | Rejection probabilities | ESS |
|          | arm 1  | arm 2  | arm 3  | arm 4  | | arm 1  | arm 2  | arm 3  | arm 4  |
| 1        | HT     | 0.099  | 0.091  | 0.095  | 0.104  | 71.0 | | 0.096  | 0.100  | 0.098  | 0.101  | 92.0 |
|          | PC1    | 0.103  | 0.098  | 0.090  | 0.090  | 69.7 | | 0.101  | 0.092  | 0.098  | 0.096  | 89.6 |
|          | PC5    | 0.105  | 0.096  | 0.100  | 0.100  | 71.0 | | 0.100  | 0.099  | 0.102  | 0.099  | 91.4 |
|          | PC10   | 0.103  | 0.090  | 0.096  | 0.100  | 70.7 | | 0.099  | 0.100  | 0.102  | 0.102  | 91.7 |
|          | EPC    | 0.103  | 0.092  | 0.097  | 0.103  | 70.9 | | 0.096  | 0.100  | 0.097  | 0.100  | 91.9 |
| 2        | HT     | 0.135  | 0.136  | 0.126  | **0.576** | 72.0 | | 0.161  | 0.152  | 0.156  | **0.655** | 94.5 |
|          | PC1    | 0.193  | 0.185  | 0.178  | **0.528** | 73.6 | | 0.205  | 0.190  | 0.191  | **0.611** | 95.6 |
|          | PC5    | 0.150  | 0.147  | 0.140  | **0.570** | 73.0 | | 0.171  | 0.159  | 0.163  | **0.644** | 94.7 |
|          | PC10   | 0.137  | 0.138  | 0.132  | **0.570** | 72.0 | | 0.166  | 0.156  | 0.158  | **0.655** | 94.5 |
|          | EPC    | 0.138  | 0.138  | 0.130  | **0.576** | 72.0 | | 0.161  | 0.152  | 0.157  | **0.654** | 94.5 |
| 3        | HT     | 0.658  | 0.193  | 0.196  | **0.651** | 71.9 | | **0.739** | 0.215  | 0.211  | 0.740  | 94.8 |
|          | PC1    | **0.677** | 0.290  | 0.293  | **0.672** | 74.6 | | **0.753** | 0.294  | 0.287  | **0.740** | 96.8 |
|          | PC5    | 0.670  | 0.217  | 0.224  | **0.661** | 73.1 | | **0.746** | 0.237  | 0.232  | **0.738** | 95.3 |
|          | PC10   | **0.660** | 0.204  | 0.206  | **0.651** | 72.0 | | **0.753** | 0.294  | 0.287  | **0.740** | 96.8 |
|          | EPC    | **0.662** | 0.201  | 0.202  | **0.655** | 71.9 | | **0.739** | 0.214  | 0.211  | **0.739** | 94.9 |
| 4        | HT     | 0.725  | 0.699  | 0.260  | **0.733** | 70.6 | | **0.796** | 0.780  | 0.284  | **0.806** | 92.1 |
|          | PC1    | **0.786** | **0.770** | 0.420  | **0.791** | 72.2 | | **0.851** | **0.841** | 0.425  | **0.860** | 93.4 |
|          | PC5    | **0.744** | **0.714** | 0.297  | **0.750** | 71.7 | | **0.813** | **0.800** | 0.322  | **0.820** | 92.6 |
|          | PC10   | **0.730** | **0.705** | 0.278  | **0.740** | 70.7 | | **0.804** | **0.786** | 0.300  | **0.815** | 92.3 |
|          | EPC    | **0.727** | **0.704** | 0.267  | **0.735** | 70.6 | | **0.796** | **0.781** | 0.287  | **0.806** | 92.1 |
| 5        | HT     | 0.795  | 0.780  | 0.808  | 0.787  | 67.7 | | **0.860** | **0.857** | 0.865  | **0.866** | 86.7 |
|          | PC1    | **0.878** | **0.881** | 0.882  | **0.882** | 67.1 | | **0.923** | **0.922** | 0.926  | **0.917** | 85.2 |
|          | PC5    | **0.819** | **0.809** | 0.836  | **0.826** | 68.0 | | **0.883** | **0.883** | **0.887** | **0.888** | 86.5 |
|          | PC10   | **0.802** | **0.793** | **0.824** | **0.800** | 67.5 | | **0.869** | **0.868** | **0.876** | **0.877** | 86.6 |
|          | EPC    | **0.799** | **0.789** | **0.816** | **0.794** | 67.6 | | **0.861** | **0.860** | **0.868** | **0.868** | 86.6 |
C R code

We illustrate the use of the R package INLAbhmbasket to simulate basket trials under different priors and compute the operating characteristics. In this demo we consider the three following priors:

1. PC prior with $sd = 1$ (denoted as PC1);
2. half-t with $\gamma = 10$ and $\nu = 1$ (denoted as HT);
3. equivalent PC prior associated to the half-t with $\gamma = 1$ and $\nu = 1$ (denoted as EPC).

```R
rm(list=ls())
library(INLA)
# install INLAbhmbasket using devtools
library(devtools)
install_github("massimoventrucci/INLAbhmbasket")
library(INLAbhmbasket)

## specify the study
nsim <- 500 # num sim
m <- 4 # num arms
N <- 37 # maximum number of patients in each arm
p_null <- 0.2 # efficacy rate under H0
p_target <- 0.35 # efficacy rate under H1
ia1_fraction <- 0.4
step <- 0.5 # define subsequent IAs’ timing (as an increment of the patients enrolled at the 1st IA)

## simulate trials in scenario 1
# (each run of sim_basket() takes approx 1h with a MacBook Pro 2,5 GHz Intel Core i7 dual-core, 16GB ram)
res.sc1.priorPC1 <- sim_basket(nsim=nsim, m=m, N=N,
                             p_true=c(p_null,p_null,p_null,p_null),
                             p_null=p_null,
                             p_target=p_target,
                             ia1_fraction = ia1_fraction,
                             step = step,
                             futility_threshold = 0.05,
                             efficacy_threshold = 0.90,
                             prior='PC',
                             parameters=c(1))

res.sc1.prior.ht <- sim_basket(nsim=nsim, m=m, N=N,
                                p_true=c(p_null,p_null,p_null,p_null),
                                p_null=p_null,
                                p_target=p_target,
                                ia1_fraction = ia1_fraction,
                                step = step,
                                futility_threshold = 0.05,
                                efficacy_threshold = 0.90,
                                prior='half-t',
                                parameters=c(10,1))
```
res.sc1.priorEPC <- sim_basket(nsim=nsim,
  m=m,
  N=N,
  p_true=c(p_null,p_null,p_null,p_null),
  p_null=p_null,
  p_target=p_target,
  ial_fraction = ial_fraction,
  step = step,
  futility_threshold = 0.05,
  efficacy_threshold = 0.90,
  prior='PC',
  parameters=c(22.425))

## find cutoff prob
# this cutoff is such that type I error rate is roughly equal to alpha_target
# it has to be done in scenario 1 where H0 is true for all arms;
# we need to find a separate cutoff prob for each prior
p.cut.priorPC1 <- find_cutoff(alpha_target = 0.1,
  sim.trials = res.sc1.priorPC1,
  m=m,
  p_null = p_null)
p.cut.prior.ht <- find_cutoff(alpha_target = 0.1,
  sim.trials = res.sc1.prior.ht,
  m=m,
  p_null = p_null)
p.cut.priorEPC <- find_cutoff(alpha_target = 0.1,
  sim.trials = res.sc1.priorEPC,
  m=m,
  p_null = p_null)

# check that cutoff gives desired alpha_target
# (we show this only for priorPC1)
op.PC1.sc1 <- operating_char(sim.trials = res.sc1.priorPC1,
  m=m,
  p_null=p_null,
  prob_cutoff= p.cut.priorPC1)
op.PC1.sc1$"rejection probabilities" # should be roughly equal to alpha_target

## now simulate trials in scenario 2, under all priors
res.sc2.priorPC1 <- sim_basket(nsim=nsim,
  m=m,
  N=N,
  # scenario 2: p_null in the first three arms, p_target in the last
  p_true=c(p_null,p_null,p_null,p_target),
  p_null=p_null,
  p_target=p_target,
  ial_fraction = ial_fraction,
  step = step,
  futility_threshold = 0.05,
  efficacy_threshold = 0.90,
  prior='PC',
  parameters=c(1))

res.sc2.prior.ht <- sim_basket(nsim=nsim,
res.sc2.priorEPC <- sim_basket(nsim=nsim,
  m=m,
  N=N,
  p_true=c(p_null, p_null, p_null, p_target),
  p_null=p_null,
  p_target=p_target,
  ia1_fraction = ia1_fraction,
  step = step,
  futility_threshold = 0.05,
  efficacy_threshold = 0.90,
  prior='half-t',
  parameters=c(10,1))

# compute the operating characteristics for scenario 2
# (type I error rate, power and expected sample size)
op.PC1.sc2 <- operating_char(sim.trials = res.sc2.priorPC1,
  m=m,
  p_null=p_null,
  prob_cutoff= p.cut.priorPC1)
op.ht.sc2 <- operating_char(sim.trials = res.sc2.prior.ht,
  m=m,
  p_null=p_null,
  prob_cutoff= p.cut.prior.ht)
op.EPC.sc2 <- operating_char(sim.trials = res.sc2.priorEPC,
  m=m,
  p_null=p_null,
  prob_cutoff= p.cut.priorEPC)

# look at rejection probabilities
# (type I error rate in inactive arms, power detection in active arms)
op.PC1.sc2$"rejection probabilities"
op.ht.sc2$"rejection probabilities"
op.EPC.sc2$"rejection probabilities"

# expected sample size
op.PC1.sc2$"expected sample size"
op.ht.sc2$"expected sample size"
op.EPC.sc2$"expected sample size"